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Resumo
Na presente tese e´ abordado o controlo visual de roboˆs manipuladores. Sobre o tema e´
apresentado o estado da arte e ainda as ferramentas de visa˜o por computador necessa´rias
a` sua implementac¸a˜o. Sa˜o apresentadas seis contribuic¸o˜es ao controlo visual de roboˆs
manipuladores, nomeadamente o desenvolvimento de um aparato experimental, dois con-
troladores visuais dinaˆmicos, a aplicac¸a˜o de filtros fuzzy ao controlo visual cinema´tico, a
modelac¸a˜o fuzzy do sistema roboˆ-caˆmara e o controlo fuzzy do sistema baseado no modelo
inverso.
O aparato experimental desenvolvido e´ composto por treˆs partes, nomeadamente um
roboˆ manipulador planar de dois graus de liberdade, um sistema de visa˜o com 50Hz de
frequeˆncia de amostragem e o software desenvolvido para controlar e interligar os dois
componentes anteriores. O aparato experimental desenvolvido permitiu validar experi-
mentalmente, em tempo real, os controladores propostos nesta tese.
O controlo visual dinaˆmico actua directamente os motores do roboˆ, em contraste com o
controlo visual cinema´tico que gera uma velocidade de junta a seguir pelo roboˆ, atrave´s
da utilizac¸a˜o de um controlo interno em velocidade. A primeira contribuic¸a˜o ao controlo
visual dinaˆmico e´ um controlador baseado na imagem, especialmente desenvolvido para
o roboˆ do aparato experimental, na configurac¸a˜o eye-in-hand. A segunda contribuic¸a˜o e´
o desenvolvimento de um controlador visual dinaˆmico baseado em posic¸a˜o para a confi-
gurac¸a˜o eye-in-hand, na˜o estando restringido a um nu´mero fixo de graus de liberdade do
roboˆ. E´ ainda demonstrada a estabilidade assimpto´tica de ambos os controladores.
A aplicac¸a˜o de lo´gica fuzzy ao controlo visual cinema´tico de roboˆs manipuladores baseado
na imagem, revelou treˆs contribuic¸o˜es. Com a aplicac¸a˜o de filtros fuzzy ao controlo visual
cinema´tico, com planeamento de trajecto´rias ou em regulac¸a˜o, o desempenho do controla-
dor e´ melhorado, i.e. as velocidades de junta do roboˆ diminuem nos instantes iniciais e o
cara´cter oscilato´rio destas e´ atenuado quando o tempo de amostragem de visa˜o e´ elevado.
Foi obtido o modelo inverso do sistema roboˆ–caˆmara atrave´s de modelac¸a˜o fuzzy, tendo
sido desenvolvida uma metodologia conducente a` obtenc¸a˜o do referido modelo. O modelo
inverso fuzzy e´ utilizado como controlador do sistema roboˆ–caˆmara, com o objectivo de
fornecer as velocidades de junta capazes de mover o roboˆ para a posic¸a˜o desejada. Foi
ainda utilizado um compensador fuzzy para compensar eventuais discrepaˆncias entre o
modelo obtido e o sistema real.
Palavras Chave: Visa˜o por Computador, Controlo Visual, Roboˆs Manipuladores, Filtros
Fuzzy, Modelac¸a˜o Fuzzy, Controlo por Modelo Inverso
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vAbstract
The work in thesis aims at the visual control of robotic manipulators, i.e. visual servoing.
It is presented the state-of-the-art on the subject and the computer vision tools needed
to its implementation. In this thesis are presented six contributions to visual servoing,
namely the development of an experimental apparatus, two dynamic visual servoing con-
trollers, the application of fuzzy filters to kinematic visual servoing, the fuzzy modeling
of the robot-camera system and the fuzzy control based on the inverse model.
The experimental apparatus has three different components, namely a planar robotic ma-
nipulator with two degrees of freedom, a 50 Hz vision system and the developed software
to control and inter-connect the two previous components. The developed experimental
apparatus allowed the real-time experimental validation of the controllers proposed in this
thesis.
The robot joint actuators are directly driven by dynamic visual servoing, in opposition
to kinematic visual servoing that generates the joint velocities needed to drive the robot,
by means of an inner velocity control loop. The first contribution to dynamic visual
servoing is an image based control law specially developed to the robot of the experimental
apparatus, with the eye-in-hand. The second contribution is a position based control law
to the eye-in-hand configuration, applicable to robots with more than two degrees of
freedom. For both the controllers the asymptotic stability is demonstrated.
The application of fuzzy logic to image based kinematic visual servoing, revealed three
contributions. With the application of fuzzy filters to path planning and to regulator
control, the overall performance of visual servoing is improved. The robot joint velocities
diminish at the initial control steps and its oscillatory behavior is also diminished when
the vision sample time is high. The inverse model of the robot-camera system is obtained
by means of fuzzy modeling. A practical methodology for obtaining the model is also
presented. The fuzzy inverse model is directly used as the controller of the robot-camera
system, in order to deliver the joint velocities, needed to drive the robot to the desired po-
sition. It was also used a fuzzy compensator to compensate possible mismatches between
the obtained model and the robot-camera system.
Key-words: Computer Vision, Visual Servoing, Robotic Manipulators, Fuzzy Filters,
Fuzzy Modeling, Inverse Model Control
vi
vii
Agradecimentos
A concretizac¸a˜o da presente dissertac¸a˜o na˜o teria sido poss´ıvel sem o apoio de um grupo
de pessoas e instituic¸o˜es, a`s quais estou sinceramente agradecido.
Em primeiro lugar agradec¸o ao Professor Joa˜o Roge´rio Caldas Pinto, o meu orientador
cient´ıfico, pelo empenho na orientac¸a˜o do trabalho aqui apresentado e tambe´m pela sincera
amizade demonstrada.
Ao Centro de Sistemas Inteligentes do Instituto de Engenharia Mecaˆnica (IDMEC), na
pessoa do Professor Sa´ da Costa, por me ter acolhido no seio do grupo de Automac¸a˜o e
Visa˜o, e por me ter proporcionado as condic¸o˜es laboratoriais necessa´rias ao trabalho de
investigac¸a˜o apresentado na presente tese. Ainda no Instituto Superior Te´cnico, gostaria
de agradecer ao Departamento de Engenharia Mecaˆnica o apoio que me tem sido dado
desde o in´ıcio da de´cada de noventa. No Grupo de Controlo, Automac¸a˜o e Robo´tica gos-
taria de salientar o esp´ırito de grupo existente, o ambiente pluridisciplinar, e agradecer a`s
pessoas que mais de perto comigo privaram: Lu´ıs Mendonc¸a, Joa˜o Sousa, Paulo Ferreira,
Lu´ıs Baptista, Joa˜o Reis, Jorge Martins, Se´rgio Fernandes, Miguel Silva, Ma´rio Ramalho,
Carlos Cardeira.
A` Escola Superior de Tecnologia do Instituto Polite´cnico de Castelo Branco, na pessoa
do Professor Valter Lemos, todo o apoio concedido. No Departamento de Engenharia
Industrial gostaria de agradecer ao Armando, ao Anto´nio e ao Nuno.
Ao Fundo Social Europeu, que possibilitou a minha dispensa de servic¸o docente, atrave´s da
acc¸a˜o 5.3 (formac¸a˜o avanc¸ada de docentes do ensino superior) do programa PRODEP III,
no aˆmbito do III Quadro Comunita´rio de Apoio. A` Fundac¸a˜o para a Cieˆncia e Tecnologia
pelo apoio atrave´s do projecto POCTI/EME/39946/2001.
Aos meus amigos de sempre: Pedro, Paula, Lu´ıs, Ze´ Carlos, Cristina, Jorge, Paula, por
me terem aturado ao longo dos anos. Aos meus amigos mais recentes: Ineˆs, Eduardo,
Gonc¸alo, os momentos felizes que me teˆm proporcionado. Aos meus sogros, madrinha,
pais e irma˜o todo o apoio demonstrado.
Ao Dr. Castelo-Branco Silveira, ao Dr. Eduardo Pereira, ao Dr. Miguel Areia, ao Dr.
Joa˜o Almeida, ao Dr. Jose´ Carlos Campos e a todo o pessoal do Hospital Amato Lusitano
e Hospitais da Universidade de Coimbra, por me terem conservado no mundo dos vivos.
E´ agora altura para agradecer a` pessoa chave durante todo o tempo que dediquei a`
elaborac¸a˜o da dissertac¸a˜o, a minha mulher, Beatriz. Foi ela que me apoiou na decisa˜o
de me deslocar de Castelo Branco para Lisboa, durante a dispensa de servic¸o docente, e
tratou do nosso lar. Deu-me amor, carinho e amizade, demonstrando uma dedicac¸a˜o tal
que eu espero ter conseguido retribuir.
viii
ix
Notac¸a˜o
Regras gerais
- letra minu´scula: escalar
- letra minu´scula a negrito: vector
- letra maiu´scula a negrito: matriz
- c(.)a: indica que uma entidade do referencial a esta´ expressa relativamente ao referen-
cial c.
- ap(.): indica que uma entidade esta´ expresso no referencial a.
Matema´tica
- S(p): matriz anti-sime´trica associada ao vector p.
- I3: matriz identidade (3× 3).
- 03: matriz de zeros (3× 3).
- p˙: derivada no tempo de uma entidade, aqui representado um vector.
Visa˜o por Computador
x : vector no espac¸o euclideano
x˜ : vector no espac¸o projectivo, s´ımbolo til por cima da letra do vector
pi : plano da imagem
P : matriz de projecc¸a˜o perspectiva
R : matriz de rotac¸a˜o
uθ : Vector que expressa uma rotac¸a˜o de valor θ em torno de um vector u, decomposto
a partir de uma matriz de rotac¸a˜o
t : vector de translacc¸a˜o
xRobo´tica
q : vector das posic¸o˜es de junta do roboˆ manipulador
JR : matriz jacobiana do roboˆ
T : Matriz de transformac¸a˜o entre dois referenciais
τ : vector que define os bina´rios das juntas do roboˆ
M : matriz de massas do roboˆ
C : vector que define as forc¸as centrifugas e de coriolis
g : vector que define as forc¸as grav´ıticas
Controlo Visual de Roboˆs
(.)∗ : indica que uma entidade se encontra na posic¸a˜o desejada
s : vector das caracter´ısticas do objecto na imagem
sp : vector das caracter´ısticas do objecto na imagem, planeadas
rc : vector da posic¸a˜o e orientac¸a˜o da caˆmara
re : vector da posic¸a˜o e orientac¸a˜o do elemento terminal do roboˆ manipulador
Ji : matriz jacobiana da imagem
x3D : ponto no espac¸o tri-dmensional
X, Y, Z : coordenadas de um vector no espac¸o tri-dimensional
v : vector de velocidade no espac¸o cartesiano, torsor de velocidade
m : ponto no plano da imagem em coordenadas me´tricas
me : ponto no plano da imagem em coordenadas me´tricas, extendido
x, y : coordenadas me´tricas de um ponto no plano da imagem
p : ponto no plano da imagem, em pixels
u, v : coordenadas de um ponto no plano da imagem, em pixels
Jv : jacobiano da imagem relativo a` translacc¸a˜o
xi
J(v,w) : jacobiano da imagem relativo a` rotac¸a˜o
W : matriz de transformac¸a˜o, entre referenciais, do torsor de velocidade
e : vector do erro entre as caracter´ısticas actuais e as desejadas, do objecto na imagem
ep : vector do erro entre as caracter´ısticas actuais e planeadas do objecto na imagem,
entre dois instantes de tempo consecutivos
epp : vector do erro das caracter´ısticas planeadas do objecto na imagem entre o instante
actual e o anterior
λ : ganho proporcional da lei de controlo visual
J2D : matriz jacobiana para o controlo visual baseado na imagem
J3D : matriz jacobiana para o controlo visual baseado em posic¸a˜o
J2 1
2
D : matriz jacobiana para o controlo visual 2
1
2
D
Υ : pose utilizada no planeamento de trajecto´rias na imagem
F,Fa,Fr : forc¸as utilizadas no planeamento de trajecto´rias na imagem (composta, atrac-
tiva e repulsiva)
Abordagens Fuzzy ao Controlo Visual
sf : vector das caracter´ısticas do objecto na imagem, filtrado
emin : vector do erro mı´nimo das caracter´ısticas do objecto na imagem
emax : vector do erro ma´ximo das caracter´ısticas do objecto na imagem
ef : vector do erro das caracter´ısticas do objecto na imagem, filtrado
(ep)f : vector do erro entre as caracter´ısticas actuais e planeadas do objecto na imagem,
entre dois instantes de tempo consecutivos
(epp)f : vector do erro das caracter´ısticas planeadas do objecto na imagem entre o ins-
tante actual e o anterior
γ : factor de escala fuzzy
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Cap´ıtulo 1
Introduc¸a˜o
O objectivo do presente trabalho e´ o desenvolvimento de te´cnicas para o controlo visual de
roboˆs manipuladores. Roboˆs manipuladores sa˜o sistemas dinaˆmicos de elevada complexi-
dade que podem utilizar va´rios tipos de sensores para reconhecer o ambiente de trabalho
em que se inserem. Nomeadamente, sensores de ultrasons e laser para medir distaˆncias,
sensores de forc¸a para reconhecer o contacto com o ambiente de trabalho e caˆmaras para
visualizar o ambiente de trabalho na sua globalidade. Actualmente, na indu´stria, os roboˆs
manipuladores sa˜o utilizados em ambientes de trabalho especificamente projectados para
a sua operac¸a˜o. A utilizac¸a˜o de caˆmaras podera´, num futuro que esperamos pro´ximo,
tornar os roboˆs completamente auto´nomos para operar em meios desconhecidos ou difi-
cilmente modela´veis.
A utilizac¸a˜o da visa˜o por computador em tempo-real para o controlo de roboˆs tem estado
constrangida, devido aos elevados requisitos de ca´lculo. De facto, no caso mais geral,
para a aplicac¸a˜o de algoritmos de visa˜o por computador e´ necessa´ria uma fase para o
processamento de imagem, geralmente dispendiosa em tempo de ca´lculo. No final da
de´cada de setenta, data do primeiro sistema de controlo visual, o tempo necessa´rio a`
extracc¸a˜o de caracter´ısticas do objecto da imagem era na ordem de dezenas de segundos.
A visa˜o era utilizada para obter a posic¸a˜o desejada do objecto, sendo o controlo efectuado
em anel aberto em termos do sensor de visa˜o. Desde o in´ıcio dos anos noventa, com o
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aumento da capacidade de ca´lculo dos computadores pessoais, e´ poss´ıvel fechar o controlo
com o sensor de visa˜o e torna´-lo cada vez mais ”tempo-real”, i.e. o tempo de amostragem
de visa˜o tem vindo a diminuir, sendo poss´ıvel encontrar aplicac¸a˜o com 1[ms]. Este tipo
de controlo, em que se fecha o anel com o sensor de visa˜o, e´ designado por controlo visual
e tem como objectivo anular o erro entre as caracter´ısticas do objecto na posic¸a˜o desejada
e as calculadas durante o controlo.
A utilizac¸a˜o de controlo visual em roboˆs colocados em ambientes industriais, desconheci-
dos ou dificilmente modela´veis requer uma elevada precisa˜o, portabilidade, fiabilidade e
facilidade de colocac¸a˜o em funcionamento. Para que os aspectos pra´ticos referidos pos-
sam ser atingidos, e´ necessa´rio que va´rios objectivos teo´ricos do controlo visual sejam
atingidos:
• a obtenc¸a˜o de uma elevada precisa˜o no controlo visual esta´ associada a` qualidade
da extracc¸a˜o das informac¸o˜es visuais do objecto no meio em que se encontra. As-
sim, pode ser necessa´rio utilizar, em vez da visa˜o monocular, visa˜o stereo ou ainda
aumentar o nu´mero de caˆmaras a observar o objecto. A utilizac¸a˜o em conjunto com
visa˜o de outros tipos de sensores, como os ja´ referidos ultrasons, lasers ou sensores
de forc¸a, permite aumentar o conhecimento do meio em que o roboˆ se movimenta e
tambe´m aumentar a precisa˜o nas medidas necessa´rias ao controlo.
• a portabilidade de um sistema de controlo visual de roboˆs esta´ associada ao conhe-
cimento que a lei de controlo tem de ter do meio que rodeia o roboˆ e dos objectos
observados, pass´ıveis de serem manipulados. Assim para que o sistema de controlo
seja o mais porta´til poss´ıvel, devera´ requerer um conhecimento mı´nimo do modelo
do objecto e do meio.
• a fiabilidade de um sistema de controlo visual, a` parte da fiabilidade dos equipa-
mentos mecaˆnicos e ele´ctricos que constituem o sistema, esta´ associada a` robustez
na variac¸a˜o dos paraˆmetros de calibrac¸a˜o e a` convergeˆncia a partir de uma qualquer
posic¸a˜o inicial.
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• a facilidade de colocac¸a˜o em funcionamento de um sistema de controlo visual esta´
dependente da sua fase de calibrac¸a˜o, i.e. esta fase devera´ ser simplificada o mais
poss´ıvel e no caso ideal elimina´-la.
As leis de controlo visual existentes na literatura ainda na˜o sa˜o capazes de abarcar os
quatro aspectos enumerados anteriormente, apenas o controlo visual h´ıbrido (no que se
refere a` portabilidade e a` fiabilidade) e o controlo baseado na estimac¸a˜o do modelo de
interacc¸a˜o roboˆ-caˆmara (no que se refere a` portabilidade, fiabilidade e facilidade de co-
locac¸a˜o em funcionamento) se aproximam do requerido. A precisa˜o do controlo visual
pode ser aumentada como visto anteriormente, independentemente da abordagem ao con-
trolo utilizada.
Na secc¸a˜o seguinte sa˜o apresentadas de forma sucinta as contribuic¸o˜es propostas nesta
tese para aumentar a fiabilidade, a portabilidade e a facilidade de colocac¸a˜o em funcio-
namento de um sistema de controlo visual.
1.1 Contribuic¸o˜es
Ao controlo visual dinaˆmico sa˜o propostas duas abordagens diferentes, a primeira baseada
em caracter´ısticas do objecto na imagem e a segunda baseada na extracc¸a˜o da pose do
objecto atrave´s da imagem. Para ambos os controladores foi demonstrada a estabilidade
assimpto´tica na convergeˆncia para a posic¸a˜o desejada. Estas contribuic¸o˜es asseguram a
fiabilidade do sistema de controlo.
A estimac¸a˜o do modelo inverso da interacc¸a˜o roboˆ-caˆmara foi abordada na presente tese
atrave´s de modelac¸a˜o fuzzy. Com este tipo de modelo obvia-se a calibrac¸a˜o do sistema e
assim aumenta-se a facilidade de colocac¸a˜o em funcionamento. O modelo inverso obtido
e´ utilizado como controlador do sistema roboˆ–caˆmara, com o objectivo de fornecer as
velocidades de junta capazes de mover o roboˆ para a posic¸a˜o desejada. Foi ainda utilizado
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um compensador fuzzy para compensar eventuais discrepaˆncias entre o modelo obtido e
o sistema real.
Com o objectivo de suavizar as velocidades geradas no controlo visual cinema´tico, fo-
ram aplicados filtros fuzzy ao erro das caracter´ısticas do objecto na imagem. Assim,
e´ diminu´ıda a amplitude das velocidades nos instantes iniciais e ainda atenuado o seu
cara´cter oscilato´rio, no caso do tempo de amostragem de visa˜o ser elevado. Esta abor-
dagem tem a vantagem de ter apenas um paraˆmetro para ajustar, em contraste com
as abordagens existentes na literatura. Consegue-se assim aumentar a fiabilidade e a
facilidade de colocac¸a˜o em funcionamento do sistema de controlo.
As leis de controlo visual propostas na presente tese, assim como os filtros fuzzy, foram ve-
rificados experimentalmente no aparato experimental desenvolvido especificamente para
esta tese.
1.2 Organizac¸a˜o da Tese
O cap´ıtulo dois introduz os conceitos e te´cnicas de visa˜o por computador utilizadas em
controlo visual de roboˆs de manipuladores, em especial as utilizadas na presente tese:
geometria projectiva, modelac¸a˜o de caˆmaras, geometria epipolar, estimac¸a˜o da pose e
correspondeˆncias entre imagens sucessivas.
O cap´ıtulo treˆs apresenta o estado da arte do controlo visual de roboˆs manipuladores.
Sa˜o apresentados os controladores visuais cinema´ticos baseados na imagem, em posic¸a˜o
e h´ıbridos. Sa˜o ainda abordados o controlo visual dinaˆmico, a estimac¸a˜o do modelo de
interacc¸a˜o roboˆ-caˆmara e o planeamento de trajecto´rias na imagem.
No cap´ıtulo quatro sa˜o propostas as contribuic¸o˜es ao controlo visual dinaˆmico, a extensa˜o
do controlador Kelly e o controlo visual dinaˆmico baseado em posic¸a˜o, com estimac¸a˜o da
pose. A estabilidade assimpto´tica dos controladores e´ tambe´m demonstrada.
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No cap´ıtulo cinco sa˜o propostas soluc¸o˜es para o controlo visual de roboˆs manipuladores,
com base em lo´gica fuzzy. Sa˜o aplicados filtros fuzzy para melhorar o desempenho da
lei de controlo visual cinema´tica. O modelo inverso da interacc¸a˜o entre roboˆ e caˆmara
e´ estimado atrave´s de modelac¸a˜o fuzzy, sendo posteriormente utilizado como controlador
do sistema, em conjunto com um compensador fuzzzy.
No cap´ıtulo seis sa˜o apresentadas as condic¸o˜es experimentais e os resultados obtidos no
aparato experimental, descrito no anexo B, para a implementac¸a˜o dos filtros e controla-
dores apresentados nos cap´ıtulos anteriores.
Finalmente, o cap´ıtulo sete resume as contribuic¸o˜es propostas na tese e apresenta reflexo˜es
e poss´ıveis linhas de trabalho futuro.
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Cap´ıtulo 2
Visa˜o por Computador
Nas actuais aplicac¸o˜es de roboˆs na indu´stria, estes movimentam-se em ambientes estru-
turados, i.e. em ambientes de trabalho especialmente projectados para a realizac¸a˜o das
va´rias tarefas para que sa˜o programados. Pore´m, o mundo em que vivemos e em que
o roboˆ se encontra inserido tem caracter´ısticas dinaˆmicas, quer atrave´s do seu pro´prio
movimento, quer atrave´s do movimento de objectos no ambiente de trabalho do roboˆ, ou
ainda de outros agentes a´ı existentes a realizar as suas tarefas [39], i.e. ambientes na˜o-
estruturados. E´ considerando este novo facto que e´ imperioso, por forma a que o roboˆ
possa interagir de uma forma harmoniosa com o meio que o rodeia, muni-lo com sensores
capazes de adquirir mais informac¸a˜o que os cla´ssicos encoders e taco´metros, colocados
nas juntas do roboˆ. O sensor que melhor reu´ne as caracter´ısticas necessa´rias ao adequado
desempenho em ambientes na˜o-estruturados e´ o de visa˜o. Tal escolha e´ justificada pelos
muitos sistemas biolo´gicos que o utilizam para reunir informac¸a˜o sobre o ambiente que os
rodeia, pelo incremento das suas caracter´ısticas e crescente disponibilidade no mercado a
cada vez mais baixo custo [39], podendo ainda ser facilmente acoplados a computadores.
Assim, atrave´s do sensor de visa˜o, a caˆmara, e´ poss´ıvel extrair do ambiente de trabalho
a informac¸a˜o visual necessa´ria a` realizac¸a˜o de tarefas por parte dos roboˆs. Para tal, sa˜o
apresentadas no presente cap´ıtulo os fundamentos teo´ricos de visa˜o por computador que
sera˜o utilizados no controlo visual de roboˆs, no presente caso, manipuladores.
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Figura 2.1: Resumo dos procedimentos de Visa˜o por Computador utilizados na Tese.
Como introduc¸a˜o ao cap´ıtulo, na figura 2.1 encontram-se esquematizadas todas as
operac¸o˜es conducentes a` extracc¸a˜o de informac¸a˜o de uma imagem ou sequeˆncia de ima-
gens, e que serve de base para o que se apresentara´ nas secc¸o˜es seguintes. Considerando
todo o espac¸o cartesiano, i.e. o mundo, e uma ou mais caˆmaras a olhar para uma deter-
minada cena no mundo, o primeiro passo para um sistema de visa˜o por computador e´ a
aquisic¸a˜o [131] da imagem ou imagens. Como segundo passo e´ necessa´rio pre´-processar
[131] a(s) imagem(ns) e assim realizar a preparac¸a˜o para os procedimentos seguintes.
Note-se que e´ nesta fase que se retira ou atenua o ru´ıdo da imagem adquirida, sendo esta
fase importante pois todos os sistemas de visa˜o por computador se baseiam no processa-
mento dos pixels da imagem. As operac¸o˜es de aquisic¸a˜o e pre´-processamento da imagem
referidas na˜o sera˜o abordadas no presente cap´ıtulo, mas sim no anexo B que diz respeito
ao aparato experimental.
9A construc¸a˜o de um sistema de visa˜o por computador tem como objectivo principal ex-
trair informac¸a˜o de uma ou va´rias imagens sobre a mesma cena. Esta informac¸a˜o visual
a extrair de uma imagem depende dos pixels nela existentes e ainda do ru´ıdo associado,
que devera´ ser atenuado. Numa imagem podem co-existir va´rios objectos sendo que so´
um deles e´, geralmente, de interesse para a tarefa a realizar pelo roboˆ, logo e´ necessa´rio
localizar este u´ltimo na imagem. Existem na literatura va´rios algoritmos para localizar
um determinado objecto na imagem [131], sendo que essa informac¸a˜o pode ser conhecida
a priori como e´ o caso das experieˆncias apresentadas no cap´ıtulo 6, em que so´ existe um
objecto na cena observada. Apo´s o objecto estar localizado na imagem e´ necessa´rio ex-
trair as suas caracter´ısticas, i.e. as caracter´ısticas do objecto na imagem, sobre as quais
se procedera´ a` fase de interpretac¸a˜o da imagem. Estas caracter´ısticas podem ser pon-
tos, curvas ou estruturas particulares de n´ıveis de cinzento, entre outras explicitadas em
[39, 68, 115, 119, 131]. De referir que as caracter´ısticas do objecto na imagem, evidencia-
das numa elipse a tracejado na figura 2.1 sa˜o a base do controlo visual baseado na imagem,
definido na secc¸a˜o 3.3.1. Como referenciado na literatura, por exemplo [131], a captura
de uma imagem envolve o mapeamento de coordenadas tri-dimensionais do mundo em
coordenadas bi-dimensionais da imagem, com a consequente perda de informac¸a˜o. O
controlo visual de roboˆs manipuladores baseado em posic¸a˜o assim como o controlo visual
h´ıbrido, definido nas secc¸o˜es 3.3.2 e 3.3.3 respectivamente, tem por base a extracc¸a˜o de
caracter´ısticas tri-dimensionais do objecto ou do movimento da caˆmara. Estas carac-
ter´ısticas sa˜o definidas como a localizac¸a˜o tri-dimensional do objecto no mundo, i.e. a sua
pose relativamente a` caˆmara (cuja estimac¸a˜o necessita do conhecimento pre´vio do modelo
do objecto), e a rotac¸a˜o e translac¸a˜o da caˆmara durante o seu movimento (movimento
tri-dimensional da caˆmara no mundo).
No presente cap´ıtulo ira˜o ser apresentadas as ferramentas de visa˜o por computador, ne-
cessa´rias ao desenvolvimento e aplicac¸a˜o das te´cnicas de controlo visual de roboˆs manipula-
dores apresentadas na presente tese. Assim na secc¸a˜o 2.1 sa˜o apresentados os fundamentos
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teo´ricos de geometria projectiva. Em seguida, na secc¸a˜o 2.2 e´ dado eˆnfase a` modelac¸a˜o de
caˆmaras, utilizando a transformac¸a˜o perspectiva total, a transformac¸a˜o perspectiva fraca
e a transformac¸a˜o para-perspectiva. A geometria epipolar e´ apresentada na secc¸a˜o 2.3,
relativamente a transformac¸o˜es que se referem a objectos no plano (homografias) e a trans-
formac¸o˜es gene´ricas (matriz essencial e fundamental). Na secc¸a˜o 2.4 sa˜o apresentados os
algoritmos utilizados para extrair as primitivas do objecto na imagem e para o ca´lculo
da pose, ambas utilizadas na presente tese. E´ ainda apresentado, na secc¸a˜o 2.5, o algo-
ritmo utilizado para o seguimento das caracter´ısticas do objecto durante o controlo visual.
2.1 Geometria Projectiva
A presente secc¸a˜o apresenta os fundamentos teo´ricos de geometria projectiva que sera˜o
usados nos cap´ıtulos e secc¸o˜es seguintes. A teoria subjacente a` geometria projectiva esta´
perfeitamente consolidada na comunidade cient´ıfica, como descrito em [39, 59, 131].
A presente secc¸a˜o tem in´ıcio com a descric¸a˜o das propriedades ba´sicas da geometria pro-
jectiva, tais como as noc¸o˜es de espac¸o projectivo e transformac¸a˜o projectiva, ou colineac¸a˜o.
A geometria projectiva sera´ tambe´m utilizada para obter o modelo perspectivo da caˆmara.
Definic¸a˜o 1 (Espac¸o Afim e Espac¸o Projectivo) O conjunto de pontos parametri-
zado por um conjunto de vectores, de dimensa˜o n (x1, ..., xn)
T ∈ R n e´ denominado Espac¸o
Afim (Euclideano). O conjunto de pontos representados por um vector de dimensa˜o n+1
(x1, ..., xn, xn+1)
T e´ denominado Espac¸o Projectivo P n se a seguinte condic¸a˜o e proprie-
dade forem consideradas:
1. Pelo menos uma das n+ 1 coordenadas do vector deve ser diferente de zero.
2. Os dois vectores (x1, ..., xn, xn+1)
T e (λx1, ..., λxn, λxn+1)
T , representam o mesmo ponto
para qualquer λ 6= 0.
Os elementos xi, (i = 1, ... , n+1) de um espac¸o projectivo sa˜o usualmente denominados
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de coordenadas homoge´neas ou coordenadas projectivas. O espac¸o afim R n pode ser consi-
derado como estando contido no espac¸o projectivo P n utilizando o seguinte mapeamento
injectivo cano´nico (x1, ..., xn)
T −→ (x1, ..., xn, 1)T . Inversamente, e´ poss´ıvel recuperar as
coordenadas afins de um ponto a partir das suas coordenadas homoge´neas utilizando o
seguinte mapeamento:(
x1 , ... , xn+1
)T .
=
(
x1
xn+1
, ... , xn
xn+1
, 1
)T
−→
(
x1
xn+1
, ... , xn
xn+1
)T
(2.1)
em que
.
= denota uma igualdade a menos de um escalar, propriedade das coordenadas
homoge´neas. Se a u´ltima coordenada de um ponto x˜ ∈ P n e´ nula, i.e. xn+1 = 0 enta˜o x˜
e´ denominado um ponto no infinito.
Definic¸a˜o 2 (Colienac¸a˜o) Uma transformac¸a˜o linear ou colineac¸a˜o num espac¸o projec-
tivo P n e´ definida por uma matriz A, na˜o-singular e de dimensa˜o (n+ 1)× (n+ 1).
A matriz A caracteriza-se por mapeamento invert´ıvel de P n nele pro´prio e e´ definida a
menos de um escalar diferente de zero. Usualmente e´ representada por λy˜ = Ax˜.
2.2 Modelac¸a˜o da Caˆmara
O modelo mais usado em visa˜o por computador para modelar uma caˆmara e´ o modelo de
caˆmara pontual, pinhole camera model, como representado na figura 2.2. E´ um modelo
simples e eficaz para modelar a grande maioria de caˆmaras existentes no mercado. Con-
sidera que os raios de luz emitidos ou reflectidos por um dado objecto passam todos por
um ”furo”, pinhole, sendo projectados numa superf´ıcie plana, i.e. plano da imagem.
O modelo de caˆmara pontual consiste num plano pi, o plano da imagem, e um ponto no
espac¸o euclideano c, o centro da projecc¸a˜o. A distaˆncia entre o plano da imagem e o
centro de projecc¸a˜o e´ denominada como distaˆncia focal, f . A linha que passa pelo centro
de projecc¸a˜o e e´ perpendicular ao plano da imagem e´ denominada como eixo o´ptico. A
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Figura 2.2: Formac¸a˜o da imagem com o modelo da caˆmara pontual.
intersecc¸a˜o entre o eixo o´ptico e o plano da imagem e´ um ponto denominado o centro
da imagem. O referencial ortonormado da caˆmara e´ ainda definido atrave´s do centro de
projecc¸a˜o e pelo eixo o´ptico que coincide com o eixo Z do referido referencial. A utilizac¸a˜o
da geometria projectiva permite que o modelo de projecc¸a˜o perspectiva seja descrito por
uma relac¸a˜o linear, tornando-o mais simples de trabalhar. Assim, uma caˆmara pode ser
descrita atrave´s do mapeamento projectivo linear entre o espac¸o projectivo P 3 e P 2.
2.2.1 Projecc¸a˜o Perspectiva
O modelo da caˆmara pontual associado a uma projecc¸a˜o perspectiva, mapeia um ponto
gene´rico no espac¸o euclideano, aqui expresso em coordenadas homoge´neas no referencial
do mundo ”0”, 0x˜ =
(
X Y Z 1
)T
, num ponto na imagem em coordenadas me´tricas
m˜ =
(
x , y , 1
)T
e em coordenadas da imagem [pixel ] p˜ =
(
u , v , 1
)T
:
λm˜ =
[
cR0
ct0
] · 0x˜ (2.2)
p˜ = K · λm˜ (2.3)
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Note-se que a equac¸a˜o (2.2) e a definic¸a˜o de coordenadas me´tricas na imagem se refere a
uma caˆmara normalizada, i.e. com distaˆncia focal unita´ria.
A matriz cR0 de dimensa˜o (3× 3) e o vector ct0 de dimensa˜o (3× 1) descrevem respecti-
vamente, a rotac¸a˜o e a translac¸a˜o entre os referenciais do mundo e da caˆmara. Generica-
mente:
R =
 iTjT
kT
 t =
 txty
tz
 (2.4)
A matriz K de dimensa˜o (3 × 3) depende dos paraˆmetros internos da caˆmara, i.e. os
paraˆmetros intr´ınsecos :
K =
 f · ku f · kθ u00 f · kv v0
0 0 1
 (2.5)
Os paraˆmetros ku e kv definem factores de escala ao longo das direcc¸o˜es horizontal e
vertical na imagem. Adicionalmente o paraˆmetro kθ define a distorc¸a˜o entre as mesmas
direcc¸o˜es. Usualmente a origem das coordenadas da imagem na˜o se encontra no centro da
imagem, mas sim no canto superior esquerdo. Assim, e´ necessa´rio efectuar a respectiva
translac¸a˜o, atrave´s das coordenadas do centro da imagem, u0 e v0. A distaˆncia focal f foi
ja´ definida anteriormente. Define-se ainda a matriz de projecc¸a˜o perspectiva total P:
P = K · [ cR0 ct0 ] (2.6)
2.2.2 Projecc¸a˜o Perspectiva Fraca e Para-perspectiva
Nesta sub-secc¸a˜o e´ apresentado um modelo simplificado da projecc¸a˜o perspectiva to-
tal. Este modelo e´ uma boa aproximac¸a˜o da projecc¸a˜o perspectiva total quando o
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Figura 2.3: Representac¸a˜o gene´rica da projecc¸a˜o perspectiva de pontos no referencial do
objecto, directamente no plano da imagem.
ponto/objecto se encontra na vizinhanc¸a do eixo o´ptico da caˆmara. Este modelo sera´
utilizado na sub-secc¸a˜o 2.4.2.
Considerando um objecto no espac¸o euclideano ao qual esta´ associado um referencial
ortonormado ”o” com origem em xo, e seja xi um ponto desse objecto, ver figura 2.3, o
correspondente ponto na imagem em coordenadas me´tricas pode ser determinado pelas
equac¸o˜es:
xi =
i · opi + tx
k · opi + tz (2.7)
yi =
j · opi + ty
k · opi + tz (2.8)
em que os vectores i, j,k definem a rotac¸a˜o entre o referencial da caˆmara (c) e o do objecto
(o), e os escalares tx, ty, tz definem o respectivo vector de translac¸a˜o.
Dividindo o numerador e o denominador das duas equac¸o˜es anteriores por tz e introdu-
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zindo as seguintes notac¸o˜es:
• is = i/tz e´ a primeira linha da matriz de rotac¸a˜o escalada com a terceira componente
do vector de translac¸a˜o;
• js = i/tz e´ a segunda linha da matriz de rotac¸a˜o escalada com a terceira componente
do vector de translac¸a˜o;
• xo = tx/tz e yo = ty/tz sa˜o as coordenadas me´tricas do ponto po na imagem;
• εi = k·opitz .
as equac¸o˜es (2.7) (2.8) podem ser reescritas da seguinte forma:
xi =
is · opi + xo
1 + εi
(2.9)
yi =
js · opi + yo
1 + εi
(2.10)
ou ainda:
xi(1 + εi)− xo = is · opi (2.11)
yi(1 + εi)− yo = js · opi (2.12)
A partir das equac¸o˜es anteriores e´ poss´ıvel proceder a aproximac¸o˜es no modelo perspectivo
global, i.e. obter um modelo perspectivo fraco (utilizado no algoritmo de Dementhon [33])
e um modelo paraperspectivo (utilizado em [67]).
Perspectiva Fraca
Omodelo perspectivo fraco assume que os pontos que caracterizam o objecto se encontram
num plano paralelo ao plano da imagem e que passa pelo eixo o´ptico da caˆmara. Esta
aproximac¸a˜o e´ equivalente a:
1
1 + εi
≈ 1 (2.13)
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Com esta aproximac¸a˜o, as equac¸o˜es 2.9 e 2.10 podem ser reescritas:
(xi)f − xo = is · opi (2.14)
(yi)f − yo = js · opi (2.15)
em que (xi)f e (yi)f significam os valores aproximados pela transformac¸a˜o perspectiva
fraca das coordenadas me´tricas do ponto xi, na imagem. Atrave´s das equac¸o˜es (2.11) e
(2.15), obte´m-se a relac¸a˜o entre as transformac¸o˜es perspectivas fraca e total:
(xi)f = xi(1 + εi) (2.16)
(yi)f = yi(1 + εi) (2.17)
Uma caracter´ıstica importante desta aproximac¸a˜o e´ o ser va´lida, sempre que o objecto
esteja na vizinhanc¸a do eixo o´ptico [67].
Para-perspectiva
A transformac¸a˜o para-perspectiva e´ vista como uma aproximac¸a˜o de primeira ordem da
transformac¸a˜o perspectiva total, [67]. Esta aproximac¸a˜o e´ equivalente a:
1
1 + εi
≈ 1− εi (2.18)
Com esta aproximac¸a˜o, as equac¸o˜es (2.9) e (2.10) podem ser reescritas:
(xi)p − xo = is − xok
tz
· opi (2.19)
(yi)p − yo = js − yok
tz
· opi (2.20)
em que (xi)p e (yi)p significam os valores aproximados pela transformac¸a˜o para-perspectiva
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das coordenadas me´tricas do ponto xi, na imagem. Atrave´s das duas equac¸o˜es anteriores e
das equac¸o˜es (2.11) e (2.12), obte´m-se a relac¸a˜o entre as transformac¸o˜es para-perspectiva
e perspectiva total [67]:
(xi)p = xi(1 + εi)− xoεi (2.21)
(yi)p = yi(1 + εi)− yoεi (2.22)
O modelo para-perspectivo permite melhorar a aproximac¸a˜o da transformac¸a˜o perspectiva
fraca sempre que a origem do referencial do objecto ”o” seja convenientemente escolhida
[67].
2.3 Geometria Epipolar
2.3.1 Matriz de Homografia
Considerando duas caˆmaras a ”olhar”o mesmo objecto (figura 2.4) e sem perda de gene-
ralidade e´ assumido que a primeira caˆmara se encontra no referencial do mundo. Assim,
as matrizes de projecc¸a˜o para a primeira e segunda caˆmara sa˜o definidas por:
P1 = K1 ·
[
I3 03×1
]
(2.23)
P2 = K2 ·
[
1R2
1t2
]
(2.24)
Considere um plano pi associado ao objecto, que na˜o conte´m os eixos o´pticos de cada uma
das caˆmaras. Este plano e´ definido pela sua normal n e pela distaˆncia d do plano ao
centro o´ptico da primeira caˆmara, medida segundo a normal ao plano. Considere ainda
os pontos p˜1 e p˜2, como sendo as projecc¸o˜es de um mesmo ponto 3D do objecto, x˜, dentro
do campo de visa˜o de ambas as caˆmaras. Ambos os pontos p˜1 e p˜2 esta˜o relacionados por
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Figura 2.4: A geometria epipolar.
uma colinec¸a˜o em P 2, H12, que em seguida se deduz. O ponto x˜ satisfaz simultaneamente
a equac¸a˜o de projecc¸a˜o relativa a qualquer uma das caˆmaras e a equac¸a˜o do plano pi,
λp˜1 = K1 ·
[
I3 03×1
] · x˜ (2.25)
[
nT −d1
] · x˜ = 0 (2.26)
As duas igualdades anteriores podem agrupar-se na seguinte forma matricial,[
λ ·K−11 · p˜1
0
]
=
[
I3 03×1
nT −d1
]
· x˜ (2.27)
Tendo sido definido que o plano pi na˜o passava por nenhum dos centros o´pticos das caˆmaras
e uma vez que a matriz do segundo membro da equac¸a˜o anterior e´ invert´ıvel, pois d1 6= 0,
x˜ =
[
I3 03×1
nT
d1
− 1
d1
]
·
[
λ ·K−11 · p˜1
0
]
= λ ·
[
I3
nT
d1
]
·K−11 · p˜1 (2.28)
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Projectando o ponto x˜ na segunda caˆmara,
λp˜2 = K2 ·
[
1R2
1t2
] · [ I3nT
d1
]
·K−11 · p˜1 (2.29)
que resulta em,
λp˜2 = K2 ·
(
1R2 +
1t2 · nTd1
)
·K−11 · p˜1 (2.30)
sobre a qual podemos retirar a sequinte relac¸a˜o
λp˜2 = H12 · p˜1 (2.31)
e a matriz de colineac¸a˜o planar, i.e. matriz de homografia,
H12 = K2 ·
(
1R2 +
1t2 · nTd1
)
·K−11 (2.32)
Estimac¸a˜o da Matriz de Homografia
Para estimar a matriz de homografia, i.e. uma colineac¸a˜o planar, e´ necessa´rio considerar
a equac¸a˜o (2.31) e assim obter o seguinte sistema de equac¸o˜es:
AH · h = 0 (2.33)
em que AH e´ a matriz (2n × 9) de coeficientes do sistema, h e´ o vector com as nove
componentes da matriz de homografia, e n e´ o nu´mero de pontos utilizados na estimac¸a˜o.
A matriz de coeficientes e´ assim definida:
AH =

u1 v1 1 0 0 0 −u2u1 −u2v1 −u2
0 0 0 u1 v1 1 −v2u1 −v2u1 −v2
...
un vn 1 0 0 0 −unun −unvn −un
0 0 0 un vn 1 −vnun −vnun −vn
 (2.34)
20 CAPI´TULO 2. VISA˜O POR COMPUTADOR
Para determinar a soluc¸a˜o do sistema (2.33) sa˜o necessa´rios no mı´nimo quatro pontos e
resolver o problema cla´ssico de minimizac¸a˜o:
h = min
h
‖AH · h‖, sujeito ao constrangimento ‖h‖ = 1 (2.35)
A soluc¸a˜o para o problema exposto em (2.35) e´ o vector pro´prio que corresponde ao valor
pro´prio mais pequeno de AH. O vector pro´prio e´ enta˜o calculado utilizando a decom-
posic¸a˜o SVD [103].
Recuperac¸a˜o do movimento da caˆmara
A recuperac¸a˜o do movimento da caˆmara entre duas imagens sucessivas pode ser realiza-
das atrave´s da matriz de homografia H expressa em coordenadas me´tricas. Para tal e´
necessa´rio utilizar os paraˆmetros intr´ınsecos da seguinte forma:
H = K−12 ·H12 ·K1 (2.36)
A matriz de homografia pode ser escrita atrave´s da soma de uma matriz de rotac¸a˜o e de
uma matriz de caracter´ıstica 1 [40]:
H = R+
t
d1
nT (2.37)
Tendo previamente estimado a matriz de homografia, e´ poss´ıvel obter a matriz de rotac¸a˜o
R, o vector de translac¸a˜o t, o escalar d1 e a normal ao plano do objecto n utilizando o
me´todo proposto em [40] ou [137], sendo que existem duas soluc¸o˜es diferentes. E´ poss´ıvel
obter uma so´ soluc¸a˜o se o objecto for planar e se for poss´ıvel fixar a normal n. No caso
do objecto na˜o ser planar e´ proposto em [40] um me´todo para obter uma so´ soluc¸a˜o, que
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consiste na utilizac¸a˜o de um novo plano de refereˆncia para escolher a soluc¸a˜o que e´ comum
aos dois planos.
2.3.2 Matriz Essencial e Matriz Fundamental
Os referenciais das caˆmaras 1 e 2, ver figura 2.4, esta˜o relacionados pela respectiva rotac¸a˜o
R e translacc¸a˜o t. Estas transformac¸o˜es permitem determinar a relac¸a˜o entre op1 e
op2,
op2 = R · (op1 − t) (2.38)
A relac¸a˜o entre um ponto no espac¸o cartesiano e a sua projecc¸a˜o perspectiva e´ descrita
pelas equao˜es na forma vectorial:
m˜i =
fi
Zi
· opi (2.39)
em que i = 1, 2.
A geometria epipolar descrita na figura 2.4 tem a caracter´ıstica de que o plano epipolar,
identificado pelos pontos x,o1,o2, intersecta cada imagem na linha epipolar. Esta linha
conte´m os epipolos e1, e2 definidos pela intersecc¸a˜o da linha definida pelos centros de pro-
jecc¸a˜o o1,o2 e o plano da imagem. Assim, o epipolo e1 e´ a imagem do centro de projecc¸a˜o
o2 e vice-versa para o epipolo e2. Outra caracter´ıstica importante e´ a do constrangimento
epipolar [131], que permite obter um mapeamento entre pontos na imagem 1 e linhas na
imagem 2, e vice-versa.
A equac¸a˜o do plano epipolar pode ser escrita atrave´s da condic¸a˜o de co-planaridade dos
vectores op1, t e
op1 − t, ver figura 2.4.
(op1 − t)T · t× op1 = 0 (2.40)
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Utilizando a equac¸a˜o (2.38) em (2.40), obte´m-se:
(RT · op2)T · t× op1 = 0 (2.41)
Sabendo que o produto externo entre dois vectores pode ser expresso atrave´s da utilizac¸a˜o
da matriz anti-sime´trica S, ver anexo A.1.1, i.e.
t× op1 = S(t) · op1 (2.42)
Assim a equac¸a˜o (2.41) pode ser escrita da seguinte forma:
opT2 ·R · S(t) · op1 = 0 (2.43)
Denomina-se matriz essencial E, a matriz dada por:
E = R · S(t) (2.44)
Utilizando as equac¸o˜es (2.39) e dividindo por Z1Z2, a equac¸a˜o (2.43) e´ reescrita da seguinte
forma:
m˜T2 · E · m˜1 = 0 (2.45)
que expressa a relac¸a˜o entre os pontos da imagem em coordenadas me´tricas.
Considerando a transformac¸a˜o entre os pontos da imagem em coordenadas me´tricas e
em pixels, definida na equac¸a˜o (2.3) atrave´s dos paraˆmetros intr´ınsecos, a equac¸a˜o (2.45)
toma a seguinte forma:
p˜T2 · F · p˜1 = 0 (2.46)
que expressa a relac¸a˜o entre os pontos da imagem em pixels.
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A matriz F (matriz fundamental) e´ expressa em func¸a˜o da matriz essencial atrave´s da
expressa˜o:
F = K−T2 · E ·KT1 (2.47)
Conclui-se assim que formalmente as matrizes fundamental e essencial sa˜o similares, uma
vez que ambas permitem a reconstruc¸a˜o da geometria epipolar. A principal diferenc¸a
e´ que a matriz fundamental e´ definida com os pontos da imagem em pixels e a matriz
essencial e´ definida com os pontos da imagem em coordenadas me´tricas. Note-se que esta
matriz e´ singular e com caracter´ıstica dois, i.e. det(F) = 0, o que implica a introduc¸a˜o
de um constrangimento na˜o-linear para obter os elementos da matriz fundamental [86].
Estimac¸a˜o da Matriz Fundamental
Entre os va´rios me´todos para estimar a matriz fundamental, o mais simples e um marco
na literatura e´ o algoritmo dos oito pontos (eight point algorithm). Este algoritmo foi
proposto por Longuet-Higgins [83], sendo que Hartley [58] introduziu no algoritmo um
procedimento de normalizac¸a˜o para evitar instabilidades nume´ricas. Outros algoritmos
para estimac¸a˜o da matriz fundamental sa˜o revistos em [3, 86, 131].
O algoritmo requer no mı´nimo as coordenadas u, v de oito pontos observados pelas caˆmaras
1 e 2. Cada ponto gera uma equac¸a˜o linear homoge´nea (2.46) para as nove entradas da
matriz F:
u1u2f11 + u1v2f21 + u1f31 + u2v1f12 + v2v1f22 + v1f32 + u2f13 + v2f23 + f33 = 0 (2.48)
obtendo-se assim um sistema de equac¸o˜es lineares:
AF · f = 0 (2.49)
em que AF e´ a matriz (n × 9) de coeficientes do sistema, f e´ o vector com as nove
componentes da matriz fundamental, e n e´ o nu´mero de pontos utilizados na estimac¸a˜o.
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Para determinar a soluc¸a˜o do sistema (2.49) sa˜o necessa´rios no mı´nimo oito pontos e
resolver o problema cla´ssico de minimizac¸a˜o:
f = min
f
‖AF · f‖, sujeito ao constrangimento ‖f‖ = 1 (2.50)
Utilizando a decomposic¸a˜o SVD [103] e´ obtida a seguinte decomposic¸a˜o,
AF = U · D · VT (2.51)
A soluc¸a˜o para o problema e´ a coluna da matriz V que corresponde ao u´nico valor pro´prio
nulo (ou de menor valor na presenc¸a de ru´ıdo) de AF. Para assegurar o constrangimento
associado a` singularidade da matriz fundamental e´ necessa´rio realizar a decomposic¸a˜o
SVD da ja´ estimada matriz F = U · D · VT . Posteriormente, e´ necessa´rio substituir ar-
tificialmente na matrizD, entretanto estimada, o valor da diagonal mais pequeno por zero
e assim obter a nova matriz D′. A matriz fundamental com o constrangimento de singula-
ridade corrigido e´ enta˜o obtida atrave´s da matriz de coeficientes corrigida: F′ = U·D′·VT .
Recuperac¸a˜o do movimento da caˆmara
A partir da estimac¸a˜o da matriz fundamental e´ poss´ıvel obter a matriz essencial a menos
de um factor de escala [131], utilizando a equac¸a˜o (2.47), em que se assume o conhecimento
dos paraˆmetros intr´ınsecos:
E = KT2 · F ·K1 (2.52)
Atrave´s da definic¸a˜o da matriz essencial (2.44), tem-se que:
ET · E = S(t)T · S(t) (2.53)
e que:
ET · E =
 t2y + t2z −txty −txtz−tytx t2x + t2z −tytz
−tztx −tzty t2x + t2y
 (2.54)
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Uma vez que a matriz essencial e´ definida a menos de um factor de escala arbitra´rio, e´
necessa´rio normaliza´-la. Este processo e´ realizado recorrendo ao facto de o trac¸o da matriz
essencial estar relacionado com a norma do vector de translac¸a˜o t, da seguinte forma:
Trac¸o(ET · E) = 2 · ‖t‖2 (2.55)
Dividindo todos os elementos da matriz definida em (2.54) por:
√
Trac¸o(ET · E)/2 (2.56)
obte´m-se a normalizac¸a˜o da matriz ETE e ao mesmo tempo do vector t:
E
T · E =
 t
2
y + t
2
z −txty −txtz
−tytx t2x + t2z −tytz
−tztx −tzty t2x + t2y
 (2.57)
em que E representa a matriz essencial normalizada e t o vector de translac¸a˜o normalizado.
Este vector retira-se facilmente dos elementos da matriz definida em (2.57). Note-se
que os elementos da matriz encontram-se definidos relativamente aos valores quadra´ticos
dos componentes do vector de translacc¸a˜o, induzindo duas soluc¸o˜es para este vector que
diferem de um sinal [131].
Supondo que o vector de translac¸a˜o foi devidamente recuperado, a matriz de rotac¸a˜o e´
recuperada atrave´s das equac¸o˜es que em seguida se apresentam. Definindo o vector:
wi = ei × t (2.58)
em que i = 1, 2, 3 e ei sa˜o as treˆs linhas da matriz normalizada E. Definindo ri como as
treˆs linhas da matriz de rotac¸a˜o, a seguinte equac¸a˜o pode ser obtida:
ri = wi +wj ×wk (2.59)
em que i, j, k sa˜o as permutac¸o˜es c´ıclicas de (1,2,3).
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A recuperac¸a˜o da matriz de rotac¸a˜o e do vector de translac¸a˜o, a partir da matriz essencial
leva a que sejam encontradas quatro soluc¸o˜es [131], i.e. quatro pares (R, t). Para encon-
trar a soluc¸a˜o verdadeira sa˜o reconstru´ıdas as coordenadas Z1 e Z2, do ponto x no espac¸o
euclideano, e escolhido o par (R, t) em que as coordenadas anteriores sa˜o ambas positivas.
2.4 Extracc¸a˜o de Caracter´ısticas de um Objecto
O controlo visual de roboˆs manipuladores requer o reconhecimento de um determinado
objecto e sua caracterizac¸a˜o, atrave´s de imagem. Os pontos na imagem sa˜o as primitivas
geome´tricas mais utilizadas em controlo visual de roboˆs. Este tipo de primitivas pode
ainda ser utilizado para obter da imagem, atrave´s da fase de interpretac¸a˜o, ver figura 2.1,
outra informac¸a˜o relevante tal como seja a pose do objecto relativamente a` caˆmara, sub-
secc¸a˜o 2.4.2, ou a rotac¸a˜o e translac¸a˜o da caˆmara durante o seu movimento entre duas
posic¸o˜es consecutivas, sub-secc¸a˜o 2.3. Outro tipo de caracter´ısticas podem ser utilizadas
tais como linhas [20], segmentos de recta e elipses, [20], e momentos [22].
2.4.1 Primitivas de um Objecto na Imagem
Na presente tese sa˜o utilizados pontos, como a primitiva geome´trica, necessa´ria para
caracterizar o objecto. Devido a` construc¸a˜o do objecto/alvo, anexo B, este e´ caracterizado
por c´ırculos na imagem, cujos centro´ides sera˜o os pontos usados na presente tese como
caracter´ısticas do objecto na imagem. Condic¸o˜es especiais de iluminac¸a˜o levam a que
na imagem capturada apenas exista o objecto pretendido, o que torna simples o seu
reconhecimento. No anexo B e´ descrito com detalhe o hardware utilizado e software
desenvolvido, no sistema de visa˜o do aparato experimental.
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2.4.2 Ca´lculo da Pose de um Objecto
O ca´lculo da pose consiste na determinac¸a˜o da posic¸a˜o e orientac¸a˜o de um objecto relati-
vamente a uma caˆmara, utilizando para tal uma imagem desse objecto e o conhecimento
pre´vio do modelo desse objecto. Este ca´lculo serve de base ao controlo visual baseado em
posic¸a˜o, como se descrevera´ na secc¸a˜o 3.3.2 e ainda no cap´ıtulo 4. E´ ainda de destacar o
facto de que o ca´lculo da pose tem suscitado grande interesse em visa˜o por computador.
Este interesse e´ justificado pelas aplicac¸o˜es poss´ıveis, tais como o pro´prio controlo visual
de roboˆs, realidade aumentada [27] e o seguimento de objectos. E´ deseja´vel que um al-
goritmo para determinar a pose seja robusto, computacionalmente ra´pido, preciso e que
possa ser rapidamente implementado. Se os requisitos expostos forem satisfeitos poder-
se-a´ aplicar o controlo visual baseado em posic¸a˜o, permitindo assim que o roboˆ possa
ser controlado directamente atrave´s das coordenadas cartesianas do elemento terminal.
Contudo o ca´lculo da pose e´ um dos problemas no controlo visual de roboˆs quando se
pretende aplicar algoritmos baseados em posic¸a˜o ou h´ıbridos, ver secc¸a˜o 3.3.3.
Existem publicados numerosos me´todos para determinar a pose. Estes sa˜o baseados
no conhecimento dos paraˆmetros intr´ınsecos de calibrac¸a˜o da caˆmara e do modelo tri-
dimensional do objecto. A maioria dos me´todos publicados tem como base de ca´lculo
a primitiva geome´trica o ponto, existindo tambe´m me´todos com outras primitivas tais
como: segmentos, linhas, contornos, co´nicas e objectos cil´ındricos, como referido em [27].
Os me´todos de ca´lculo da pose podem ser divididos em va´rias classes segundo o me´todo
de ca´lculo utilizado: me´todos anal´ıticos; me´todos nume´ricos, tanto lineares como na˜o–
lineares.
Os me´todos puramente anal´ıticos [35, 66] baseiam-se na resoluc¸a˜o de equac¸o˜es lineares e
revelam pouca precisa˜o e robustez nos resultados, sendo dif´ıcil a sua aplicac¸a˜o pra´tica. Os
me´todos nume´ricos podem ainda ser subdivididos em lineares iterativos e na˜o–lineares.
Os me´todos nume´ricos lineares iterativos teˆm a particularidade de numa primeira fase
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comec¸ar como uma transformac¸a˜o perspectiva fraca, Dementhon & Davis [33], ou com
uma transformac¸a˜o para-perspectiva, [67], e iterativamente recuperar a transformac¸a˜o
perspectiva total. O me´todo original de Dementhon & Davis [33] aplica-se a um con-
junto de pontos na˜o coplanares, e a sua extensa˜o para o caso de um conjunto de pontos
coplanares foi feita em [100]. Posteriormente o me´todo original foi extendido em [67],
para o caso de pontos coplanares e na˜o-coplanares, em que e´ utilizada uma transformac¸a˜o
para-perspectiva em vez da transformac¸a˜o perspectiva fraca. Este me´todo tem ainda a
caracter´ıstica de garantir a ortonormalidade da matriz de rotac¸a˜o estimada. Os me´todos
lineares iterativos teˆm a particularidade de serem ra´pidos e relativamente precisos, muito
por causa das simplificac¸o˜es iniciais efectuadas a` transformac¸a˜o perspectiva total.
Os me´todos na˜o-lineares [1, 84, 85], teˆm a particularidade de minimizar o erro quadra´tico
entre as observac¸o˜es dos pontos do objecto na imagem e a projecc¸a˜o do modelo do objecto
para uma determinada pose entretanto recuperada. Esta minimizac¸a˜o e´ geralmente reali-
zada utilizando te´cnicas cla´ssicas como a de Newton-Raphson ou de Levenberg-Marquardt
[103]. Esta classe de me´todos para recuperar a pose tem como principal vantagem a pre-
cisa˜o dos resultados, acompanhada com a desvantagem da complexidade do me´todo e o
facto de este ser computacionalmente exigente. Existem ainda as desvantagens inerentes
a` utilizac¸a˜o das te´cnicas nume´ricas de minimizac¸a˜o, i.e. necessitam de uma inicializac¸a˜o
pro´xima do valor exacto, podem encontrar mı´nimos locais e ainda podem divergir da
soluc¸a˜o o´ptima.
O trabalho proposto por Lowe [84], teve a caracter´ıstica de ser pioneiro na utilizac¸a˜o
de te´cnicas de optimizac¸a˜o e na demonstrac¸a˜o de que estes podem aumentar a robustez
do ca´lculo da pose, relativamente aos me´todos anal´ıticos. Em [1] e´ proposta uma evoluc¸a˜o
do me´todo original de Lowe considerando a transformac¸a˜o perspectiva total, i.e. na˜o sa˜o
realizadas quaisquer aproximac¸o˜es na derivac¸a˜o das equac¸o˜es do algoritmo de recuperac¸a˜o
da pose. Em [85] e´ proposto uma nova te´cnica para resolver o problema de optimizac¸a˜o
(orthogonal iteration) em contraposic¸a˜o a`s te´cnicas cla´ssicas, que segundo o autor e´ glo-
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balmente convergente e ra´pido o suficiente para aplicac¸o˜es em tempo real. Tudo isto
conjugado com o facto de ter a mesma precisa˜o que as te´cnicas cla´ssicas.
A simplicidade, a rapidez de convergeˆncia e os resultados obtidos atrave´s do algoritmo de
Dementhon, levaram que este tenha sido utilizado para a estimac¸a˜o da pose no controlo
visual baseado em posic¸a˜o. Quando se pretendem resultados mais precisos para a es-
timac¸a˜o da pose e´ utilizado um algoritmo nume´rico na˜o-linear, em que a sua inicializac¸a˜o
e´ usualmente a pose determinada pelo algoritmo de Dementhon. Assim e nesta tese e´
utilizado o algoritmo de Dementhon para a estimac¸a˜o da pose, tendo tambe´m em atenc¸a˜o
as simplificac¸o˜es que podem ser realizadas dada a natureza do aparato experimental, des-
crito no apeˆndice B.
Dementhon & Davis verificaram que as equac¸o˜es da transformac¸a˜o perspectiva total (2.11
e 2.12) e fraca (2.14 e 2.15) eram bastante similares. Assim, atribuindo um valor nulo a
εi verificaram que:
• sempre que se fixa o valor de εi, as equac¸o˜es (2.11) e (2.12) tornavam-se lineares em
is e js e que era poss´ıvel obter uma soluc¸a˜o com pelo menos treˆs pontos do objecto;
• era poss´ıvel resolver iterativamente as equac¸o˜es (2.11) e (2.12) por sucessivas apro-
ximac¸o˜es lineares.
O me´todo iterativo proposto em [33] comec¸a por utilizar o modelo perspectivo fraco para
iterativamente se aproximar do modelo perspectivo total e assim determinar a pose. Em
seguida e´ apresentado o algoritmo recorrendo a` notac¸a˜o apresentada na secc¸a˜o 2.2.1:
1. Para todos os pontos (i) do objecto, i ∈ {1, 2, ..., n}, n ≥ 3, εi = 0
2. Resolver o sistema dado pelas equac¸o˜es (2.11) e (2.12) nos n pontos do objecto, para
assim obter uma estimac¸a˜o dos vectores is e js
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3. Calcular a posic¸a˜o e orientac¸a˜o do referencial do objecto relativamente ao referencial
da caˆmara, atrave´s das equac¸o˜es:
tz =
1
2
( 1‖is‖ +
1
‖js‖)
tx = xo · tz
ty = yo · tz
i = is‖is‖
j = js‖js‖
k = i× j
4. Para todos os pontos (i) do objecto, calcular:
εi =
k · opi
tz
(2.60)
e se o erro entre o valor calculado na actual iterac¸a˜o e na iterac¸a˜o anterior for igual
ou inferior a um determinado valor limite, parar o algoritmo. Caso contra´rio voltar
ao passo 2.
No passo dois do algoritmo e´ necessa´rio resolver um sistema de equac¸o˜es lineares (2.11) e
(2.12) em ordem a is e js, para n pontos do objecto. Como tal e´ necessa´rio escrever estas
equac¸o˜es na forma matricial:
P · is =mx (2.61)
P · js =my (2.62)
em que P e´ uma matriz n × 3 formada pelas coordenadas euclideanas dos pontos i do
objecto, opi, i = 1, ..., n:
P =
 X1 Y1 Z1... ... ...
Xn Yn Zn
 (2.63)
e em que mx = [x1, ..., xn]
T e my = [y1, ..., yn]
T .
Para o caso em que o objecto e´ caracterizado por um conjunto de pontos na˜o-coplanares,
a caracter´ıstica da matriz e´ sempre treˆs e os vectores is e js podem ser determinados por:
is = (P
T ·P)−1 ·PT ·mx (2.64)
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js = (P
T ·P)−1 ·PT ·my (2.65)
pode-se verificar que nas equac¸o˜es anteriores a pseudo-inversa da matriz P pode ser cal-
culada off-line, o que diminui o tempo de computac¸a˜o.
No caso dos pontos que caracterizam o objecto serem coplanares, i.e. o objecto ser pla-
nar, a caracter´ıstica da matriz P na˜o e´ treˆs mas sim dois e a soluc¸a˜o anterior na˜o pode
ser considerada. Neste caso e´ seguido o me´todo proposto em [100] para o ca´lculo dos
vectores is e js. Assim, cada um destes vectores e´ descrito pela soma de um outro vector
pertencente ao mesmo plano e outro perpendicular a esse plano, u:
is = is0 + λu (2.66)
ij = ij0 + µu (2.67)
substituindo as expresso˜es anteriores nas equac¸o˜es (2.61) e (2.62), obte´m-se:
P · is0 =mx (2.68)
P · js0 =my (2.69)
em que estas equac¸o˜es podem ser resolvidas desde que os constrangimentos lineares se-
guintes sejam satisfeitos:
u · is0 = 0 (2.70)
u · js0 = 0 (2.71)
Assim, obteˆm-se as soluc¸o˜es:
is0 = (P
′T ·P′)−1 ·P′T ·
[
mx
0
]
(2.72)
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js0 = (P
′T ·P′)−1 ·P′T ·
[
my
0
]
(2.73)
em que P′ tem caracter´ıstica treˆs e e´ dada por:
P′ =
[
P
u
]
(2.74)
Chegando a este ponto e´ necessa´rio agora determinar os escalares λ e µ, para assim es-
timar os vectores is e js. Em [100] sa˜o introduzidos os constrangimentos ‖is‖ = ‖js‖ e
is · js = 0, necessa´rios para obter os vectores desejados. No entanto e devido a` coplanari-
dade do conjunto de pontos que define o objecto, em cada iterac¸a˜o do algoritmo surgem
duas soluc¸o˜es, o que no caso extremo levaria a existirem 2n soluc¸o˜es para n iterac¸o˜es.
Como primeira abordagem e´ logo descartada a soluc¸a˜o que envolve tz ≤ 0, em seguida
denominada soluc¸a˜o imposs´ıvel. Sempre que continuarem a existir duas soluc¸o˜es poss´ıveis
e´ adoptada a seguinte metodologia:
• se na primeira iterac¸a˜o for encontrada uma soluc¸a˜o imposs´ıvel, as soluc¸o˜es poss´ıveis
sa˜o imediatamente diminu´ıdas em metade. Nas iterac¸o˜es seguintes foi verificado
[100] que continua a surgir uma soluc¸a˜o imposs´ıvel, o que leva a que exista no final
uma u´nica soluc¸a˜o poss´ıvel.
• se na primeira iterac¸a˜o na˜o for encontrada uma soluc¸a˜o imposs´ıvel e´ necessa´rio per-
correr todas as soluc¸o˜es poss´ıveis e ir descartando as de menor qualidade. Para tal e´
necessa´rio definir um escalar como medida de qualidade, que sera´ a distaˆncia me´dia
entre os pontos actuais da imagem e a projecc¸a˜o dos pontos do objecto atrave´s da
pose calculada, como descrito em [100].
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2.5 Correspondeˆncias de Caracter´ısticas em Imagens
Sucessivas
A correspondeˆncia entre caracter´ısticas de um determinado objecto em imagens sucessivas,
e´ alvo de estudo detalhado na comunidade cient´ıfica internacional. Esta a´rea da visa˜o por
computador tem evolu´ıdo bastante ate´ ao ponto onde se procura realizar correspondeˆncias
entre imagens de cenas reais em ambientes de trabalho em constante mutac¸a˜o. Em [131]
sa˜o apresentados va´rios me´todos para obter correspondeˆncias e que sa˜o baseados em
te´cnicas de correlac¸a˜o e em te´cnicas baseadas nas caracter´ısticas de objectos. As te´cnicas
de correlac¸a˜o incluem o me´todo SSD (sum os squared differences), baseado na procura de
correspondeˆncias numa janela de tamanho fixo ou varia´vel, atrave´s da maximizac¸a˜o de
um crite´rio de similaridade. No caso das te´cnicas baseadas em caracter´ısticas do objecto,
estas sa˜o extra´ıdas em cada imagem capturada, por exemplo a orientac¸a˜o de uma linha
na imagem, e posteriormente aplicado um crite´rio de similaridade.
Nesta tese e para demonstrac¸a˜o do funcionamento das leis de controlo visual de roboˆs
manipuladores, apresentadas nos cap´ıtulos seguintes, o ambiente de trabalho do roboˆ
e´ controlado por forma a facilitar o processamento de imagem e a obtenc¸a˜o das cor-
respondeˆncias. Assim, o algoritmo para determinar as correspondeˆncias entre imagens
sucessivas, utilizado na presente tese e descrito no apeˆndice B, consiste na procura numa
vizinhanc¸a pre´-definida de cada ponto, identificado na imagem como do objecto.
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Cap´ıtulo 3
Controlo Visual de Roboˆs
Manipuladores
3.1 Introduc¸a˜o
A utilizac¸a˜o de visa˜o por computador para controlar um roboˆ e´ denominada na literatura
[72] como visual servoing, controlo visual de roboˆs, tendo sido o termo anglo-saxo´nico
proposto por Hill e Park [65]. A inclusa˜o da visa˜o em sistemas robo´ticos tem como
principal objectivo o aumento da flexibilidade e precisa˜o destes sistemas, sendo que um
dos primeiros trabalhos a utilizar a visa˜o para controlo de roboˆs foi apresentado por
Shirai e Inoue [116], ha´ mais de treˆs de´cadas. O papel da visa˜o por computador e´ o de
fornecer ao roboˆ o estado do seu ambiente de trabalho, para que esta informac¸a˜o possa ser
utilizada no seu controlo. No caso de roboˆs manipuladores, a classe de roboˆs abordada na
presente dissertac¸a˜o, no seu ambiente de trabalho encontra-se um, ou va´rios, objecto(s)
a manipular.
A informac¸a˜o sobre o ambiente de trabalho do roboˆ obtida atrave´s da imagem, informac¸a˜o
visual, pode ser utilizada para controlo de duas formas distintas [72]. A primeira aborda-
gem e´ denominada na literatura como Open-Loop-Robot-Control, controlo em anel aberto
e tem por base a separac¸a˜o entre a parte relacionada com a obtenc¸a˜o e processamento da
informac¸a˜o visual e o controlo do roboˆ. A designac¸a˜o de controlo em anel aberto surge de-
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vido a` na˜o utilizac¸a˜o de informac¸a˜o visual durante o controlo, pois o anel de retroacc¸a˜o e´
fechado com coordenadas de junta ou cartesianas. Pode-se afirmar que segundo esta abor-
dagem a posic¸a˜o inicial e desejada do roboˆ e´ determinada off-line atrave´s da informac¸a˜o
visual, sendo que o movimento do roboˆ e´ feito ”a`s cegas” pois o controlo e´ unicamente
realizado com base nos sensores de junta. As posic¸o˜es iniciais e finais sa˜o determinadas
atrave´s de algoritmos de estimac¸a˜o da pose, sendo para tal necessa´rio calibrar a caˆmara
e ter o modelo do objecto.
A segunda abordagem, a` qual se convencionou chamar visual servoing, utiliza directa ou
indirectamente na lei de controlo a informac¸a˜o visual. Neste caso, e´ usualmente utilizado
um controlo interno do roboˆ, com retroacc¸a˜o das varia´veis de junta para estabilizar o roboˆ
em torno da acc¸a˜o de comando vinda do anel exterior de visa˜o. A esmagadora maioria
dos sistemas existentes na bibliografia seguem esta segunda abordagem [72]. A utilizac¸a˜o
directa de informac¸a˜o visual implica ter como varia´veis controladas as coordenadas 2D do
plano da imagem, enquanto a utilizac¸a˜o indirecta de informac¸a˜o visual implica a extracc¸a˜o
de caracter´ısticas relevantes do objecto a partir das coordenadas 2D do plano da imagem.
Como exemplo desta u´ltima abordagem temos a pose 3D do objecto relativamente a`
caˆmara.
As aplicac¸o˜es t´ıpicas de controlo visual de roboˆs podem ser classificadas como i) posicio-
namento do roboˆ ou do seu elemento terminal relativamente a um determinado objecto;
ii) seguimento de um objecto em movimento, mantendo uma relac¸a˜o constante entre este
e o roboˆ. O objecto em causa e´ parte fundamental do processo, pois e´ relativamente a
este e a` forma como e´ caracterizado, atrave´s da imagem, que a formulac¸a˜o do problema e´
obtida. E´ portanto fundamental obter informac¸a˜o visual que caracterize o objecto, sendo
esta utilizada para medir o erro entre a posic¸a˜o actual do roboˆ e a sua posic¸a˜o desejada.
Esta informac¸a˜o visual, pode ser obtida por uma ou mais caˆmaras em que esta(s) pode(m)
estar colocada(s) no espac¸o (visualizando o objecto e o elemento terminal do roboˆ) ou no
elemento terminal (visualizando o objecto).
A caracterizac¸a˜o do objecto atrave´s da imagem pode ser realizada i) utilizando informac¸a˜o
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bi-dimensional expressa directamente nas coordenadas do plano da imagem ou ii) utili-
zando informac¸a˜o tri-dimensional em que os modelos da caˆmara e objecto sa˜o utilizados
para determinar a pose do objecto relativamente aos referenciais da caˆmara, robot ou do
mundo [72]. Actualmente esta caracterizac¸a˜o pode tambe´m englobar as duas abordagens
anteriores, por forma a melhorar o desempenho global do sistema. Esta u´ltima abordagem
tem sido denominada na literatura como controlo visual h´ıbrido, hybrid visual servoing
[60], tendo o primeiro trabalho nesta a´rea sido apresentado por Malis em [91].
Para utilizar as caracter´ısticas do objecto na imagem por forma a controlar roboˆs, e´
necessa´rio estabelecer a relac¸a˜o entre estas e as coordenadas da caˆmara, relativamente ao
referencial do mundo ou do elemento terminal do roboˆ. Esta relac¸a˜o, modelo de interacc¸a˜o,
tem sido objecto da esmagadora maioria dos trabalhos na a´rea de controlo visual de roboˆs,
existindo treˆs abordagens consideradas como as mais importantes, por motivos histo´ricos,
ao problema. As abordagens denominam-se controlo visual 2D, controlo visual 3D e
controlo visual h´ıbrido.
Os modelos da interacc¸a˜o entre as coordenadas da caˆmara e as caracter´ısticas do objecto
na imagem, podem ser agrupados em dois grupos. O primeiro engloba os modelos conheci-
dos a priori atrave´s de relac¸o˜es anal´ıticas e o segundo grupo engloba os modelos estimados
numericamente. Estes modelos sa˜o utilizados para gerar os comandos de movimento para
o roboˆ e sa˜o denominados na literatura, entre outros termos [60], por jacobiano da ima-
gem. Existe ainda a possibilidade de relacionar directamente as caracter´ısticas do objecto
na imagem com as varia´veis de junta do roboˆ, sendo para tal necessa´rio o conhecimento
do jacobiano do roboˆ, e da relac¸a˜o que existe entre a posic¸a˜o do elemento terminal e da
caˆmara.
A literatura existente sobre controlo visual de roboˆs cresceu substancialmente, ao longo
dos anos, em torno dos problemas relacionados com a cinema´tica da lei de controlo. Neste
tipo de controlo, controlo visual cinema´tico, o roboˆ e´ considerado como um posicionador
perfeito. Em [72] este tipo de controlo e´ definido como dynamic look-and-move. Na
realidade o modelo de um roboˆ tem na˜o-linearidades associadas, sendo pois vantajoso
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teˆ-las em considerac¸a˜o na obtenc¸a˜o da lei de controlo. Este u´ltimo tipo de controlo e´
denominado controlo visual dinaˆmico [12, 28, 76], podendo tambe´m ter em considerac¸a˜o
problemas relacionados com o atraso gerado pelo anel de visa˜o. Quando o controlo visual
dinaˆmico calcula directamente os bina´rios para os actuadores do roboˆ, este e´ denominado,
direct visual servo [72].
Nos seguintes sub-cap´ıtulos sera˜o abordados e aprofundados os temas referidos nesta
introduc¸a˜o, que globamente expressam o estado da arte na a´rea de controlo visual de
roboˆs manipuladores.
3.2 Informac¸a˜o Visual para Controlo
Em roboˆs manipuladores controlados por visa˜o sa˜o genericamente utilizadas medidas vi-
suais obtidas atrave´s de caracter´ısticas na imagem ou imagens, de objectos colocados
no espac¸o de trabalho do roboˆ. A obtenc¸a˜o das referidas medidas depende do nu´mero
de caˆmaras utilizadas, da sua configurac¸a˜o relativamente ao roboˆ, da sua calibrac¸a˜o e
ainda do conhecimento pre´vio que se podera´ obter do ambiente de trabalho onde se
encontra o objecto. Tendo tambe´m em conta o descrito anteriormente, esta informac¸a˜o
visual pode ainda ser obtida directamente (baseada nas medidas das caracter´ısticas do ob-
jecto no plano da imagem) ou indirectamente da imagem (baseado na estimac¸a˜o da pose,
posic¸a˜o tri-dimensional do objecto relativamente a`(s) caˆmara(s), estimac¸a˜o do movimento
da caˆmara). A utilizac¸a˜o em conjunto dos dois tipos de informac¸a˜o visual descritos, per-
mite ainda obter va´rios grupos distintos de medidas do objecto.
Como foi atra´s referido, a informac¸a˜o visual necessa´ria ao controlo visual de roboˆs ma-
nipuladores depende de dois factores fundamentais, o primeiro relacionado com a parte
f´ısica da interacc¸a˜o entre a(s) caˆmara(s) e o objecto e o segundo com a parte computacio-
nal necessa´ria ao processamento e a` interpretac¸a˜o da imagem (ou imagens) capturada(s).
Relativamente ao segundo factor, este e´ documentado no cap´ıtulo 2 do presente docu-
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mento e na secc¸a˜o 3.3 do presente cap´ıtulo.
O modelo de interacc¸a˜o entre a(s) caˆmara(s), o roboˆ e o objecto que existe dentro do
espac¸o de trabalho do roboˆ, como visto anteriormente, depende dos paraˆmetros da caˆmara
e do conhecimento pre´vio que se podera´ obter do ambiente de trabalho onde se encontra
o objecto, temas abordados no Cap´ıtulo 2. Existem ainda dependeˆncias relativamente:
• ao nu´mero de caˆmaras do sistema, permitindo desde logo definir visa˜o monocu-
lar (uma caˆmara) e visa˜o este´reo (duas caˆmaras ligadas rigidamente) e ainda
sistemas de caˆmaras redundantes;
• a` configurac¸a˜o da(s) caˆmara(s) relativamente ao roboˆ, em que existe um caso em
que a(s) caˆmara(s) se encontra(m) ligada rigidamente ao elemento terminal do roboˆ
e a olhar para o objecto, eye-in-hand, e um outro caso em que a(s) caˆmara(s) se
encontra(m) no espac¸o e a olhar para o elemento terminal do roboˆ e para o objecto
simultaneamente, eye-to-hand ;
sendo que estes temas ira˜o ser abordados nas sub-secc¸o˜es seguintes.
3.2.1 Visa˜o Monocular
Um sistema de visa˜o monocular utiliza somente uma caˆmara, que pode ser colocada no
elemento terminal do roboˆ a olhar o objecto ou ainda no espac¸o a olhar simultaneamente
para o elemento terminal do roboˆ e para o objecto. A principal vantagem deste tipo de
sistema e´ o de minimizar o tempo de processamento necessa´rio para extrair as necessa´rias
informac¸o˜es visuais, sendo outra vantagem o seu custo. No entanto tem a desvantagem
de na˜o ser poss´ıvel determinar a profundidade, distaˆncia entre a caˆmara e o objecto, de
uma forma exacta sendo necessa´ria a sua estimac¸a˜o utilizando um modelo do objecto, ver
cap´ıtulo 2, ou ainda utilizar outro tipo de abordagens durante o controlo, ver secc¸a˜o 3.3.1.
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Figura 3.1: Visa˜o monocular com a caˆmara colocada no elemento terminal e a olhar para
o objecto, eye-in-hand.
Caˆmara colocada no elemento terminal do roboˆ e a olhar o objecto
O sistema de visa˜o monocular em que a caˆmara se encontra colocada no elemento terminal
do roboˆ, eye-in-hand, e a olhar para o objecto, ver figura 3.1, tem a particularidade de
ser o mais comum nas aplicac¸o˜es de controlo visual de roboˆs manipuladores. Embora a
matriz de transformac¸a˜o entre o referencial do elemento terminal e o referencial da caˆmara
necessite ser determinada, este procedimento pode ser realizado facilmente pois a caˆmara
e o elemento terminal do roboˆ encontram-se rigidamente ligados.
Com este tipo de configurac¸a˜o as aplicac¸o˜es t´ıpicas sa˜o as de seguir um determinado
objecto dentro da imagem ou de mover o roboˆ entre duas posic¸o˜es pre´-definidas na ima-
gem, usualmente na mesma imagem. Como exemplo de posic¸o˜es definidas em imagens
diferentes, temos o recente trabalho de Remazeilles [106], baseado numa base de dados de
imagens, memo´ria visual.
Caˆmara a olhar o roboˆ manipulador e o objecto
O tipo de sistemas em que uma caˆmara se encontra a olhar o roboˆ manipulador e o objecto,
ver figura 3.2, eye-to-hand, foram os primeiros a surgir nos trabalhos sobre controlo visual
de roboˆs manipuladores, [116]. Estes tipos de sistemas requerem calibrac¸a˜o pois utilizam
como varia´veis a controlar a pose do objecto relativamente a` caˆmara ou ao elemento
terminal do roboˆ. Neste tipo de sistemas e´ ainda necessa´rio determinar a posic¸a˜o do
elemento terminal do roboˆ relativamente a` caˆmara, o mesmo e´ dizer as coordenadas da
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Figura 3.2: Visa˜o monocular com a caˆmara a olhar para o objecto e para o roboˆ manipu-
lador, eye-to-hand.
caˆmara no referencial do mundo.
3.2.2 Visa˜o Este´reo
Um sistema de visa˜o este´reo e´ constitu´ıdo por duas caˆmaras rigidamente ligadas com a
finalidade de obter duas imagens do mesmo objecto. Este sistema de visa˜o e´ bastante u´til
quando se pretende obter informac¸a˜o tri-dimensional, por exemplo de um determinado
objecto dentro do campo de visa˜o do par este´reo. Relativamente ao sistema de visa˜o
monocular, a utilizac¸a˜o de visa˜o este´reo facilita a obtenc¸a˜o da profundidade embora pe-
nalizando o tempo de processamento das imagens e o custo do sistema. Em seguida sa˜o
apresentadas as configurac¸o˜es mais usuais deste sistema de visa˜o, em tudo ideˆnticas a`
visa˜o monocular, i.e. com as caˆmaras a olhar para o objecto ou a olhar para o elemento
terminal do roboˆ e para o objecto simultaneamente.
Caˆmaras a olhar o objecto
A utilizac¸a˜o de um par este´reo rigidamente ligado ao elemento terminal, ver figura 3.3, eye-
in-hand, na˜o e´ muito usual, devido ao facto de a este tipo de sistema estar associado um
maior volume (relativamente a` visa˜o monocular) o que dificultara´ outro tipo de aplicac¸o˜es,
tais como a manipulac¸a˜o de objectos. Contudo, a miniaturizac¸a˜o cada vez maior dos
sistemas de visa˜o tem vindo a esbater este obsta´culo. A utilizac¸a˜o deste tipo de sistema
introduz um outro problema que tem a ver com a perda de precisa˜o dos algoritmos de
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Figura 3.3: Visa˜o este´reo com as caˆmaras colocadas no elemento terminal e a olhar para
o objecto.
Figura 3.4: Visa˜o este´reo com as caˆmaras a olhar para o objecto e para o roboˆ manipu-
lador.
reconstruc¸a˜o tri-dimensional, pois a distaˆncia entre os eixos o´pticos das duas caˆmaras,
baseline [131], deste tipo de sistemas devera´ ser pequena.
Caˆmaras a olhar o roboˆ manipulador e o objecto
Quando as caˆmaras do par este´reo sa˜o colocadas num local pre´-definido no espac¸o, ver
figura 3.4, eye-to-hand, os sistemas de visa˜o este´reo sa˜o mais utilizados no controlo visual
de roboˆs manipuladores. Tal deve-se ao facto de neste caso na˜o existir restric¸a˜o a` baseline
do par este´reo que quando colocado no elemento terminal, a condicionava. Consegue-se
assim o comprimento necessa´rio na baseline do par este´reo para que os resultados da
reconstruc¸a˜o 3D sejam precisos.
3.2.3 Sistema com Caˆmaras Redundantes
Quando sa˜o utilizadas mais que duas caˆmaras, os sistemas definem-se como redundantes,
pois a partir de um par este´reo (duas caˆmaras) e´ poss´ıvel reconstruir a informac¸a˜o tri-
dimensional de um objecto que se encontra no seu campo de visa˜o. A utilizac¸a˜o deste
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tipo de sistemas permite obter informac¸a˜o adicional sobre o que se esta´ a visualisar [39].
No entanto, o matching [39] entre as va´rias imagens da cena que se esta´ a visualizar e´ um
procedimento complexo, pesado computacionalmente e com custos mais elevados. Como
consequeˆncia dos factos apresentados a utilizac¸a˜o destes sistemas no controlo visual de
roboˆs e´ bastante rara. Note-se ainda que neste tipo de sistemas tambe´m se incluem a
combinac¸a˜o de visa˜o este´reo com visa˜o monocular, como e´ o caso por exemplo de um
roboˆ com uma caˆmara no elemento terminal e um par este´reo a visualizar o roboˆ e o
objecto.
Existem va´rios trabalhos publicados entre os quais se destacam:
• o trabalho proposto em [92], no qual foi desenvolvido um sistema eye-in-hand multi-
caˆmara para controlo visual, por forma a concluir que a estabilidade do sistema
global e´ assegurada pela estabilidade de cada sub-sistema;
• o trabalho proposto em [47], no qual sa˜o utilizadas treˆs caˆmaras para determinar a
pose do objecto a manipular. Posteriormente e´ realizado o controlo visual utilizando
uma caˆmara no elemento terminal do roboˆ a olhar o objecto;
• a formulac¸a˜o teo´rica baseada em sistemas multi-caˆmaras apresentada em [111];
• o sistema baseado em treˆs caˆmaras proposto em [80] para manipulac¸a˜o de objectos,
tendo sido demonstrado que a utilizac¸a˜o de uma caˆmara eye-to-hand melhora a
precisa˜o da estimac¸a˜o do objecto, relativamente a` utilizac¸a˜o de um sistema este´reo
eye-in-hand com baseline pequena.
• o me´todo proposto em [132, 133] para lidar com sistemas com caˆmaras redundantes,
no que respeita a` robustez do controlo;
• a utilizac¸a˜o de va´rias caˆmaras em paralelo para aumentar a frequeˆncia de amostra-
gem, [112].
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Figura 3.5: Controlo Visual Cinema´tico.
3.3 Controlo Visual Cinema´tico
O termo ”controlo visual de roboˆs”, visual servoing [72, 65], surge na literatura para defi-
nir o controlo de roboˆs em que o anel e´ fechado com a utilizac¸a˜o de caˆmara(s) para extrair
informac¸a˜o visual do espac¸o de trabalho do roboˆ. Assim, o sinal de refereˆncia para o anel
de controlo e´ obtido directa ou indirectamente a partir da informac¸a˜o presente no plano
da imagem. Atrave´s do sinal de refereˆncia e da informac¸a˜o vinda da caˆmara, entretanto
ja´ processada, o controlador visual cinema´tico ira´ fornecer ao roboˆ uma refereˆncia em
velocidade para que este va´ de encontro ao sinal de refereˆncia fornecido. A refereˆncia em
velocidade pode ser definida em coordenadas de junta, velocidades de junta - joint velo-
cities, ou em coordenadas cartesianas, torsor de velocidade - velocity screw. O diagrama
da figura 3.5 apresenta a estrutura do controlo visual cinema´tico, onde se pode verificar
a existeˆncia de um anel de controlo interior realimentado com as velocidades de junta
do roboˆ. Nas sub-secc¸o˜es seguintes sa˜o apresentadas as estruturas de controlo visual ci-
nema´tico existentes na literatura, nomeadamente: controlo visual cinema´tico baseado na
imagem, controlo visual cinema´tico baseado em posic¸a˜o e controlo visual h´ıbrido. Existe
ainda na literatura [31, 110] o denominado controlo visual baseado em movimento, onde se
controlam os movimentos da caˆmara de forma a ir de encontro a um campo de velocidades
desejado na imagem. Este tipo de controlo visual e´ baseado na medic¸a˜o do fluxo o´ptico
entre duas imagens consecutivas durante o controlo, o que permite realizar o controlo sem
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qualquer conhecimento a priori do objecto.
3.3.1 Controlo Visual Cinema´tico baseado na imagem
No controlo visual cinema´tico baseado na imagem, as caracter´ısticas de um determinado
objecto sa˜o extra´ıdas directamente da imagem, sem que para tal seja necessa´rio inter-
pretar a imagem, ver figura 2.1. Apenas sa˜o utilizados algoritmos para extracc¸a˜o de
caracter´ısticas do(s) objecto(s) na imagem definidas, por exemplo, atrave´s das seguintes
primitivas [20, 38]: pontos, linhas e elipses. Um exemplo mais recente de caracter´ısticas
do objecto na imagem sa˜o os seus momentos [129], sendo que os mais utilizados em toda
a literatura sa˜o os pontos.
Durante o controlo e´ calculada a diferenc¸a entre as caracter´ısticas do objecto na imagem
desejadas e as actuais, sendo que esta diferenc¸a e´ a responsa´vel pela acc¸a˜o de controlo
que ira´ mover o roboˆ para a posic¸a˜o desejada, ver figura 3.6. Numa primeira ana´lise e
face ao ja´ exposto esta arquitectura de controlo tem as seguintes caracter´ısticas:
• na˜o necessita da fase de interpretac¸a˜o da imagem, necessa´ria a` reconstruc¸a˜o tri-
dimensional do objecto, possibilitando a diminuic¸a˜o do tempo de amostragem do
controlo de visa˜o e evitando os problemas de visa˜o por computador inerentes (cali-
brac¸a˜o, sensibilidade ao ru´ıdo na imagem e incertezas no modelo do objecto);
• na˜o e´ necessa´rio o ca´lculo da cinema´tica directa do roboˆ [113], apenas o jacobiano do
roboˆ e´ necessa´rio e este pode ainda estar dentro do anel interno do roboˆ, separando-
se assim os problemas de singularidades.
A acc¸a˜o de controlo atra´s referida, torsor de velocidade ou velocidade de juntas, e´ deter-
minada atrave´s do erro entre as caracter´ısticas do objecto na imagem, com base numa
matriz que estabelece o modelo de interacc¸a˜o. Esta matriz e´ definida na presente dis-
sertac¸a˜o como jacobiano da imagem, image jacobian [62, 72]. Tambe´m e´ designada na
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Figura 3.6: Controlo Visual Cinema´tico baseado na imagem.
literatura como feature jacobian [41], feature sensitivity matrix [75], interaction matrix
[23].
Considerando o vector que representa as caracter´ısticas do objecto na imagem s, e um
segundo vector que representa a posic¸a˜o e orientac¸a˜o da caˆmara, rc, o jacobiano da
imagem Ji e´ definido por:
Ji =
∂ s
∂ crc
(3.1)
O vector rc, tem dimensa˜o (6×1) uma vez que as treˆs primeiras coordenadas referem-se a`
posic¸a˜o da caˆmara e as restantes treˆs a` sua orientac¸a˜o. Usualmente a orientac¸a˜o e´ definida
pelos aˆngulos de rotac¸a˜o em torno dos eixos coordenados do referencial da caˆmara. O
vector das caracter´ısticas do objecto na imagem s, na˜o tem dimensa˜o fixa e depende do
problema e de como ele e´ abordado, i.e. a escolha das caracter´ısticas do objecto na imagem
e do seu nu´mero. Assim a matriz jacobiana da imagem pode ou na˜o ser quadrada.
Apresenta-se a seguir o ca´lculo da matriz jacobiana da imagem para o caso descrito
anteriormente de visa˜o monocular com a caˆmara a olhar o objecto. Considerando um
ponto gene´rico no espac¸o cartesiano, x3D:
x3D =
[
X Y Z
]T
(3.2)
A velocidade do ponto x3D, relativamente a um referencial em movimento, com velocidade
v e´ dada por:
x˙3D =
[ −I3 S(x3D) ] · v (3.3)
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Considere um ponto m, na imagem em coordenadas me´tricas,
m =
[
x y
]T
=
[
X
Z
Y
Z
]T
(3.4)
Calculando a derivada do ponto m em relac¸a˜o ao tempo, obte´m-se a sua velocidade,
m˙ =
[
x˙ y˙
]T
=
[
X˙·Z−X·Z˙
Z2
Y˙ ·Z−Y ·Z˙
Z2
]
=
1
Z
·
[
1 0 −X
Z
0 1 −Y
Z
]
·
 X˙Y˙
Z˙
 (3.5)
m˙ = −Jv(m) · x˙3D (3.6)
Jv(m) =
1
Z
[ −1 0 X
Z
0 −1 Y
Z
]
(3.7)
Sabendo que x3D = Z · m˜ e utilizando as equac¸o˜es (3.3) e (3.6), obte´m-se a seguinte
relac¸a˜o entre as velocidades do referencial em movimento v, e do ponto na imagem :
m˙ = −Jv(m) ·
[ −I3 S(x) ] · v (3.8)
m˙ =
[ − 1
Z
0 X
Z2
x · y − (1 + x2) y
0 − 1
Z
Y
Z2
1 + y2 −x · y −x
]
·

υx
υy
υz
ωx
ωy
ωz
 (3.9)
Logo, pode-se concluir que:
m˙ =
[
Jv(m) J(v,w)(m)
] · v (3.10)
Reescrevendo (3.10) para o caso em que a caracter´ıstica do objecto na imagem e´ um ponto
descrito pelas suas coordenadas me´tricas x e y, tem-se a seguinte equac¸a˜o que corresponde
a` implementac¸a˜o, para este caso de (3.1):
s˙ = Ji · cr˙c =
[ − 1
Z
0 x
Z
x · y − (1 + x2) y
0 − 1
Z
y
Z
1 + y2 −x · y −x
]
· cr˙c (3.11)
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Como se verifica, (3.11) depende do conhecimento da coordenada Z do ponto, i.e. a
profundidade, distaˆncia entre a caˆmara e o objecto medida sobre o eixo o´ptico desta. Esta
coordenada na˜o pode ser medida directamente de uma imagem (visa˜o monocular). No
caso de visa˜o este´reo a profundidade pode ser calculada atrave´s de te´cnicas de reconstruc¸a˜o
3D, descritas no cap´ıtulo 2. No caso de visa˜o monocular existem treˆs opc¸o˜es poss´ıveis
para determinar Z, [21]:
• considerar durante toda a durac¸a˜o do controlo visual o seu valor na posic¸a˜o desejada
das caracter´ısticas do objecto na imagem , i.e. o seu valor e´ constante e igual a Z∗;
• estimar numericamente quer o seu valor ou mesmo o jacobiano da imagem (3.11),
durante o controlo visual, sem utilizar o respectivo modelo, ver secc¸a˜o 3.5;
• determinar a profundidade utilizando o modelo 3D do objecto, cap´ıtulo 2, ou atrave´s
do movimento da caˆmara [79, 118].
todas elas com as suas vantagens e desvantagens, [21].
Como se pode verificar em (3.11) a matriz jacobiana da imagem, Ji, na˜o e´ quadrada (2×6).
No caso apresentado existem seis graus de liberdade a controlar, os seis componentes da
velocidade cr˙c, assim sa˜o necessa´rias pelo menos treˆs pontos na imagem para realizar o
controlo. Ao serem utilizados treˆs pontos como caracter´ısticas a matriz jacobiana e´ qua-
drada e a sua inversa pode ser calculada, desde que esta na˜o seja singular, sendo que em
[98] e´ apresentado um estudo sobre as singularidades no espac¸o euclideano para um roboˆ
de seis graus de liberdade. Em [53] o autor apresentou as singularidades cinema´ticas para
um roboˆ planar (anexo B) e para va´rias configurac¸o˜es poss´ıveis das caˆmaras. Quando
o nu´mero de caracter´ısticas do objecto na imagem for maior que o nu´mero de graus de
liberdade a controlar, estamos perante o caso da existeˆncia de caracter´ısticas redundantes.
Em [63] e´ apresentado um estudo, validado experimentalmente, que afirma que ao serem
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utilizadas caracter´ısticas redundantes a rapidez de convergeˆncia e a precisa˜o do posicio-
namento da caˆmara melhoram consideravelmente. O jacobiano da imagem para apenas
um ponto na imagem e´ descrito em (3.11), e caso se pretenda utilizar mais pontos basta
somente inserir as respectivas linhas na matriz.
O anel interno do roboˆ, descrito na figura 3.5, usualmente recebe da lei de controlo de
visa˜o a velocidade do elemento terminal do roboˆ er˙e, ou as suas velocidades de junta q˙.
Para colocar o torsor de velocidade expresso no referencial da caˆmara, cr˙c, no referencial
do elemento terminal e´ necessa´rio utilizar a matriz de transformac¸a˜o W, como descrita
em (3.12).
cr˙c =
cWe · er˙e (3.12)
A matriz de transformac¸a˜o, cWe, conte´m a translacc¸a˜o,
cte, e a rotac¸a˜o,
cRe, entre o
referencial da caˆmara e o referencial do elemento terminal:
cWe =
[
I3 S(
cte)
03 I3
] [
cRe 03
03
cRe
]
=
[
cRe S (
cte) · cRe
03
cRe
]
(3.13)
A introduc¸a˜o da matriz de transformac¸a˜o, cWe, obriga, a` estimac¸a˜o dos paraˆmetros da
matriz de rotac¸a˜o, cRe,e do vector de translac¸a˜o
cte, obtidos manualmente.
No caso do anel interno receber directamente as velocidades de junta, q˙, e´ necessa´rio
conhecer a relac¸a˜o entre estas e as velocidades cartesianas do elemento terminal re. Tal
relac¸a˜o e´ descrita em (3.14) em que o jacobiano do roboˆ, JR, e´ calculado no referencial
do elemento terminal:
er˙e =
eJR(q) · q˙ (3.14)
A relac¸a˜o existente entre as caracter´ısticas do objecto na imagem e as coordenadas do
elemento terminal assim como as coordenadas de junta e´ descrita, respectivamente, em
(3.15) e em (3.16). A matriz jacobiana para o controlo visual baseado na imagem e´
definida em (3.17). Estas equac¸o˜es sera˜o utilizadas posteriormente para construir a lei de
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controlo visual.
s˙ = Ji · cWe · er˙e (3.15)
s˙ = Ji · cWe · eJR · q˙ (3.16)
s˙ = J2D · q˙ (3.17)
O esquema de controlo visual cla´ssico na imagem, foi apresentado em [38], e baseia-se
na regulac¸a˜o a zero do erro entre as caracter´ısticas da imagem na posic¸a˜o desejada e
na posic¸a˜o actual. A estrutura global de controlo e´ apresentada na figura 3.6, onde no
bloco Controlador se encontra implementado um controlador PD [4], que funciona com
um tempo de amostragem de 1 [ms].
As velocidades de junta, q˙, necessa´rias ao movimento do roboˆ para a posic¸a˜o pre´-definida
das caracter´ısticas da imagem, s∗, sa˜o geradas no bloco Lei de Controlo Visual. Por forma
a atingir o objectivo definido atra´s, o erro entre as caracter´ısticas da imagem desejadas e
actuais, e = s− s∗, devera´ ser zero. Na posic¸a˜o desejada a velocidade das caracter´ısticas
da imagem devera´ ser zero, s˙∗ = 0, garantindo-se assim que o roboˆ manipulador pa´ra
o seu movimento. Assim, a velocidade do erro entre as caracter´ısticas da imagem e a
velocidade das caracter´ısticas da imagem, tem a seguinte relac¸a˜o:
e˙ = s˙− s˙∗ = s˙ (3.18)
Como sugerido em [38], e´ imposto um deca´ımento exponencial do erro das caracter´ısticas
da imagem durante o controlo:
e˙ = −λ · e (3.19)
onde λ e´ um ganho positivo, utilizado para aumentar ou diminuir a velocidade do decai-
mento referido atra´s. Atrave´s de (3.16), (3.18) e (3.19), a lei de controlo visual e´ definida
por [53]:
q˙ = −λ · Jˆ2D−1 · (s− s∗) . (3.20)
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Quando o nu´mero de caracter´ısticas de imagem for igual ao nu´mero de varia´veis a con-
trolar, i.e. dim(s) = dim(q), a matriz jacobiana J2D e´ quadrada, e a sua inversa podera´
ser estimada a cada passo do tempo de amostragem de visa˜o. Quando sa˜o utilizadas
caracter´ısticas de imagem redundantes, i.e. dim(s) > dim(q), a pseudo inversa da matriz
J2D tera´ que ser calculada.
Durante o controlo, o erro das caracter´ısticas da imagem diminui se o deca´ımento expo-
nencial definido em (3.19) for especificado e se a matriz J2D for na˜o-singular [38].
Quando dim(s) = dim(q), a seguinte condic¸a˜o devera´ ser verificada por forma a assegurar
a convergeˆncia da lei de controlo de visa˜o [38]:
J2D · Jˆ2D−1 > 0 (3.21)
Como Jˆ2D
−1 devera´ ser calculada a cada tempo de amostragem de visa˜o e depende de Z,
a convergeˆncia global do controlo na˜o e´ verificada. Apenas numa vizinhanc¸a da posic¸a˜o
desejada podera´ ser assegurada convergeˆncia local, se o valor de Z na referida posic¸a˜o for
utilizado.
3.3.2 Controlo Visual Cinema´tico baseado em posic¸a˜o
A extracc¸a˜o de caracter´ısticas do objecto indirectamente do plano da imagem, usual-
mente a pose (posic¸a˜o cartesiana) do objecto relativamente ao referencial da caˆmara ou a
qualquer outro referencial conhecido no espac¸o, e´ a raza˜o da definic¸a˜o de controlo visual
baseado em posic¸a˜o ou ainda controlo visual tri-dimensional (3D). Na figura 3.7 e´ apre-
sentado o controlo visual cinema´tico baseado em posic¸a˜o, em que as velocidades de junta
do roboˆ sa˜o determinadas pela lei de controlo de visa˜o atrave´s do erro existente, em cada
iterac¸a˜o, entre a pose desejada e a actual.
Este tipo de controlo na˜o e´ maioritariamente utilizado pois tem duas desvantagens funda-
mentais face ao controlo visual baseado na imagem. A primeira desvantagem surge devido
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Figura 3.7: Controlo Visual Cinema´tico baseado em posic¸a˜o.
a` necessidade da estimac¸a˜o da pose do objecto relativamente a` caˆmara, requerendo para
isso informac¸a˜o adicional sobre o modelo do objecto. A segunda desvantagem adve´m da
necessidade da calibrac¸a˜o da caˆmara e da ligac¸a˜o caˆmara/roboˆ, para garantir um posi-
cionamento perfeito do sistema. Note-se que uma calibrac¸a˜o precisa apenas e´ necessa´ria
se a posic¸a˜o desejada for expressa em coordenadas cartesianas. Se a posic¸a˜o desejada for
determinada ensinando o sistema, i.e. movendo o roboˆ para a posic¸a˜o desejada e poste-
riormente estimando a pose, como o caso de controlo visual baseado na imagem, na˜o e´
necessa´ria uma calibrac¸a˜o precisa, [95]. A principal vantagem do controlo visual baseado
em posic¸a˜o e´ a separac¸a˜o entre as fases de interpretac¸a˜o da imagem adquirida e o controlo
propriamente dito, i.e. o controlo e´ realizado unicamente com informac¸a˜o tri-dimensional
obtida atrave´s da imagem.
De seguida e´ apresentado o modelo para a interacc¸a˜o entre o objecto (caracterizado pela
sua pose relativamente a` caˆmara) e a caˆmara, i.e. o jacobiano da imagem. Saliente-se que
na presente sub-secc¸a˜o e´ pressuposta a obtenc¸a˜o de uma estimac¸a˜o perfeita da referida
pose, atrave´s dos me´todos referidos no cap´ıtulo 2. Como definido atra´s, a pose do objecto
e´ caracterizada pela rotac¸a˜o e pela translac¸a˜o existentes entre o referencial do objecto e
o referencial da caˆmara, cTo. Esta caracter´ıstica pode ser utilizada para o caso em que
a caˆmara se encontra colocada no espac¸o a olhar o roboˆ e o objecto, ou ainda quando se
encontra no elemento terminal do roboˆ a olhar o objecto. Na figura 3.8 e´ apresentada
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Figura 3.8: Caracter´ısticas do objecto na imagem para controlo visual baseado em posic¸a˜o.
uma outra possibilidade para escolha de caracter´ısticas de imagem baseadas na pose,
i.e. a pose actual da caˆmara relativamente a` sua posic¸a˜o desejada, c
∗
Tc, e que pode ser
utilizada quando a caˆmara se encontra no elemento terminal do roboˆ a olhar o objecto.
Devido ao maior leque de aplicac¸a˜o e ao facto de garantir uma trajecto´ria linear no espac¸o
cartesiano, [19, 132], foi utilizada nesta tese a caracter´ıstica, cTo, muito embora ambas
as caracter´ısticas definidas anteriormente tenham comportamentos diferentes durante o
controlo e tambe´m em func¸a˜o da posic¸a˜o da caˆmara. Estas diferenc¸as foram abordadas
por Cervera e Martinet em [19].
cTo =
[
cRo
cto
01×3 1
]
⇒ s = ( ctTo cuTo θ )T (3.22)
em que a rotac¸a˜o cRo e´ expressa pelo vector
cuoθ, conforme o anexo A.1.1. Note-se que
para representar a rotac¸a˜o podia-se ainda escolher os aˆngulos de Euler, mas optou-se pela
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primeira devido a tambe´m esta representac¸a˜o ser a utilizada para o caso do controlo visual
21
2
D, ver sub-secc¸a˜o 3.3.3. Considerando o caso em que uma caˆmara se encontra a olhar
para o objecto, o jacobiano entre a velocidade das caracter´ısticas da imagem, pose do
objecto relativamente a` caˆmara, e as velocidades de junta e´ determinado por duas fases.
A primeira relativamente a` translacc¸a˜o e a segunda a` rotac¸a˜o.
O jacobiano da imagem, relativamente a` translacc¸a˜o cto, e´ definido por:
ct˙o =
[ −I3 S(cto) ] · v (3.23)
Considerando a parte da rotac¸a˜o, definida pelo vector cuo θ :
cu˙o θ =
[
03 Lω
] · v (3.24)
em que [87] ,
Lω (
cuo, θ) = I3 − θ
2
· S (cuo) +
(
1− sinc (θ)
sinc2
(
θ
2
)) · (S (cuo))2 (3.25)
onde,
sinc(θ) =
{
1 se θ = 0
sin(θ)
θ
se θ 6= 0 (3.26)
O jacobiano global utilizado para o controlo visual cinema´tico baseado em posic¸a˜o, J3D,
para a caracter´ıstica da imagem cTo, e´ assim definido por:
s˙ =
(
ct˙o
cu˙o θ
)
=
[ −I3 S(cto)
03 Lω
]
· v = J3D · v (3.27)
Utilizando metodologia ana´loga a` utilizada para a derivac¸a˜o da lei de controlo visual
baseada na imagem, temos que a lei de controlo visual baseada em posic¸a˜o e´ dada por:
q˙ = −λ · (Jˆ3D · cWe · eJR)−1 · (s− s∗) . (3.28)
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3.3.3 Controlo Visual Cinema´tico Hı´brido
O controlo visual baseado na imagem, como visto anteriormente, e´ robusto a erros na
modelac¸a˜o da cinema´tica do roboˆ, da caˆmara e ainda da forma do objecto. Contudo o seu
domı´nio de estabilidade e´ local [64], existindo ainda na literatura um exemplo de insta-
bilidade para um movimento de rotac¸a˜o de 180o em torno do eixo o´ptico da caˆmara [21].
Com o intuito de solucionar o problema dos mı´nimos locais, a comunidade cient´ıfica tem
procurado novas metodologias para o controlo visual baseadas na construc¸a˜o de modelos
anal´ıticos. Estas novas metodologias englobam caracter´ısticas do controlo visual baseado
na imagem e do controlo baseado em posic¸a˜o, como tal sa˜o denominadas na literatura
como controlo visual h´ıbrido, [30, 60].
A primeira metodologia de controlo visual h´ıbrido foi proposta por Malis [90, 91], con-
trolo visual 21
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D, e e´ baseada na utilizac¸a˜o de seis caracter´ısticas do objecto na imagem.
As duas primeiras dizem respeito a um ponto do objecto na imagem, a terceira refere-se
a` profundidade Z, e as treˆs coordenadas seguintes referem-se a` rotac¸a˜o entre a posic¸a˜o
actual e desejada da caˆmara, c
∗
Rc. Em seguida e´ deduzido o jacobiano da imagem para
esta metodologia.
Incluindo artificialmente, na terceira coordenada do ponto m, definido na equac¸a˜o (3.4),
a varia´vel z = ln(Z), obte´m-se o vector de coordenadas me´tricas extendido, me:
me =
[
x y z
]T
=
[
X
Z
Y
Z
ln(Z)
]T
(3.29)
Calculando a derivada do ponto me em relac¸a˜o ao tempo, obte´m-se a sua velocidade:
m˙e =
[
x˙ y˙ z˙
]T
=
 X˙·Z−X·Z˙Z2Y˙ ·Z−Y ·Z˙Z2
Z˙
Z
 = 1
Z
·
 1 0 −XZ0 1 −Y
Z
0 0 1
 ·
 X˙Y˙
Z˙
 (3.30)
56 CAPI´TULO 3. CONTROLO VISUAL DE ROBOˆS MANIPULADORES
m˙e = −Lυ(me) · x˙ (3.31)
Utilizando as equac¸o˜es (3.3) e (3.31), obte´m-se a seguinte relac¸a˜o entre as velocidades do
referencial em movimento v, onde esta´ colocada a caˆmara, e do ponto na imagem :
m˙e =
 − 1Z 0 xZ x · y − (1 + x2) y0 − 1
Z
y
Z
1 + y2 −x · y −x
0 0 − 1
Z
y x 0
 · v (3.32)
em que Z e´ calculado utilizando as te´cnicas apresentadas na sub-secc¸a˜o 2.3.1, atrave´s
da expressa˜o Z = ρ1 · d∗1, em que ρ1 = det(H)nT ·m e n = R · n∗. Note-se que a matriz de
homografia H refere-se a` transformac¸a˜o entre a posic¸a˜o da caˆmara na posic¸a˜o actual e a
posic¸a˜o desejada. A matriz de rotac¸a˜o R e a normal n∗ sa˜o obtidas atrave´s da referida
matriz de homografia. A distaˆncia d∗1 e´ obtida manualmente atrave´s do posicionamento
do roboˆ na posic¸a˜o desejada, na˜o sendo necessa´ria um grande precisa˜o no valor estimado
uma vez que este tem uma pequena influeˆncia na estabilidade do sistema [91].
Logo, pode-se concluir que:
m˙e =
[
Lυ(me) L(υ,ω)(me)
] · v (3.33)
E´ ainda necessa´rio incluir o vector c
∗
ucθ que representa a rotac¸a˜o, de forma ana´loga ao
expresso na equac¸a˜o (3.24) para assim obter a matriz jacobiana de imagem para controlo
visual 21
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D , J2 1
2
D:
s˙ =
(
m˙e
c∗u˙cθ
)
=
[
Lυ(me) L(υ,ω)(me)
0 Lω
(
c∗uc, θ
) ] · v = J2 1
2
D · v (3.34)
O vector de erro e´ definido da seguinte forma [91]:
e =

x− x∗
y − y∗
ln( Z
Z∗ )
c∗ucθ
 (3.35)
em que Z
Z∗ = ρ1 · n∗T ·m∗, [91], e´ calculado atrave´s da matriz de homografia H.
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Utilizando metodologia ana´loga a` utilizada para a derivac¸a˜o das leis de controlo visual
baseada na imagem e em posic¸a˜o, temos que a lei de controlo visual 21
2
D e´ dada por:
q˙ = −λ · (Jˆ2 1
2
D · cWe · eJR)−1 · e (3.36)
Apo´s o aparecimento deste primeiro me´todo que desacopla o movimento de translacc¸a˜o
e de rotac¸a˜o da caˆmara, ver (3.34), e que tem como caracter´ıstica uma convergeˆncia
global para as caracter´ısticas do objecto na imagem desejadas, foram introduzidos outros
me´todos. Em [32] foi proposto por Deguchi um outro me´todo que desacopla tambe´m
a translacc¸a˜o e rotac¸a˜o para o caso do controlo visual baseado na imagem, tendo sido
discutida a trajecto´ria da caˆmara, obtida atrave´s da lei de controlo. Um outro me´todo
para separar os movimentos de rotac¸a˜o e de translac¸a˜o do eixo Z dos restantes eixos do
movimento do referencial da caˆmara, foi proposto por Corke e Hutchinson [29, 30]. Os
treˆs me´todos anteriores, em conjunto com o controlo visual baseado na imagem foram
objecto de um estudo comparativo apresentado em [43].
Recentemente esta˜o a ser estudados controladores baseados em sistemas h´ıbridos (Hybrid
Switched Systems) para o controlo visual de roboˆs. Estes sistemas permitem comutar
entre controladores durante a execuc¸a˜o de uma determinada tarefa, para assim utilizar
as melhores caracter´ısticas de cada controlador em determinadas situac¸o˜es de utilizac¸a˜o.
Exemplos da aplicac¸a˜o de sistemas h´ıbridos podem ser encontrados em [26, 44, 45, 64, 94].
3.4 Controlo Visual Dinaˆmico
O controlo visual de roboˆs manipuladores tem vindo a ser abordado pela comunidade
cient´ıfica no que respeita somente a` cinema´tica do movimento do roboˆ (controlo visual
cinema´tico). Como descrito na secc¸a˜o 3.3 e´ assumido que a velocidade do elemento ter-
minal ou as velocidades de junta do roboˆ sa˜o calculadas atrave´s de uma lei de controlo
visual. Estas velocidades sa˜o posteriormente utilizadas como refereˆncia de velocidade
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para um controlo de velocidade interno, que e´ responsa´vel pelo movimento do roboˆ. A
lei de controlo visual e´ determinada considerando que o roboˆ e´ um posicionador perfeito.
Conclui-se portanto que este tipo de controlo visual, cinema´tico, na˜o tem em linha de
conta a dinaˆmica do roboˆ, na˜o sendo assim a melhor soluc¸a˜o para movimentos ra´pidos
deste. Considerando a dinaˆmica do roboˆ, e´ poss´ıvel projectar outro tipo de controladores
que calculam directamente o bina´rio a fornecer aos motores das juntas do roboˆ, por forma
a que este realize uma determinada tarefa utilizando informac¸a˜o visual. Este tipo de
controlo sera´ definido como Controlo Visual Dinaˆmico em contraponto com o Controlo
Visual Cinema´tico, descrito na secc¸a˜o 3.3. Treˆs razo˜es para a utilizac¸a˜o de controlo visual
cinema´tico na esmagadora maioria das soluc¸o˜es propostas e implementadas na pra´tica
foram apresentadas em [72]:
1. O elevado tempo de amostragem da retroacc¸a˜o do anel de visa˜o, torna o controlo
visual dinaˆmico num problema bastante complexo;
2. A maioria dos roboˆs industriais possui uma interface capaz de receber velocidades
ou incrementos de posic¸a˜o cartesianas, que simplifica a implementac¸a˜o pra´tica de
sistemas de controlo visual e os torna mais porta´teis;
3. Existe separac¸a˜o entre as singularidades cinema´ticas do roboˆ e as singularidades da
lei de controlo de visa˜o, sendo as primeiras tratadas no anel interno de controlo do
roboˆ, fornecido pelo fabricante.
Na figura 3.9 e´ apresentado o diagrama de blocos referente ao Controlo Visual Dinaˆmico.
Em [72] este tipo de controlo e´ tambe´m definido como Controlo Visual Directo, Direct
Visual Servo, pois os bina´rios das juntas do roboˆ sa˜o directamente calculados pela lei de
controlo visual.
A utilizac¸a˜o de controlo visual do tipo dinaˆmico tem vindo a ser proposta pela comunidade
cient´ıfica. O seu desenvolvimento tem vindo a aumentar, devido ao facto de o tempo de
amostragem do anel de visa˜o ter vindo a diminuir e tambe´m a` procura de melhorar
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Figura 3.9: Controlo Visual Dinaˆmico.
Figura 3.10: Controlo Visual Dinaˆmico baseado na imagem.
as performances dinaˆmicas do controlo visual de roboˆs manipuladores. A` semelhanc¸a
do controlo visual cinema´tico, o controlo visual dinaˆmico tambe´m pode ser definido na
imagem ou em posic¸a˜o, como se pode verificar nas figuras 3.10 e 3.11, respectivamente.
Va´rias soluc¸o˜es teˆm sido propostas ao longo dos u´ltimos anos baseadas no controlo visual
dinaˆmico. Hashimoto em [61] derivou uma lei de controlo o´ptima, que aplicou a um roboˆ
manipulador planar e a um roboˆ PUMA, ambos na configurac¸a˜o eye-in-hand. Kelly em
[76] projectou um controlador utilizando o jacobiano transposto do roboˆ, (the Jacobian
transpose approach) [113], aplicado a um roboˆ planar na configurac¸a˜o eye-to-hand, em que
e´ necessa´rio determinar a orientac¸a˜o da caˆmara relativamente ao referencial do mundo.
Lefeberg [82] extendeu o trabalho anterior de Kelly, aplicando te´cnicas adaptativas para
solucionar o ca´lculo da orientac¸a˜o da caˆmara. Zergeroglu [136] projectou um controlador
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Figura 3.11: Controlo Visual Dinaˆmico baseado em posic¸a˜o.
baseado em te´cnicas back-stepping para uma roboˆ manipulador planar em ambas con-
figurac¸o˜es eye-in-hand e eye-to-hand. Cheah [24] propoˆs um controlador, utilizando o
jacobiano transposto do roboˆ, para o caso em que o vector das forc¸as grav´ıticas do roboˆ
e´ desconhecido. Em [42] e´ aplicado um controlador o´ptimo, inverse optimal H control,
a um roboˆ manipulador planar na configurac¸a˜o eye-in-hand. Kelly, em [77] propoˆs um
novo controlador a ser aplicado a um roboˆ manipulador na configurac¸a˜o eye-in-hand. Ou-
tros controladores dinaˆmicos foram tambe´m propostos para aplicac¸a˜o em robo´tica mo´vel
[108, 109].
No cap´ıtulo 4 e´ apresentado um novo controlador dinaˆmico baseado em caracter´ısticas de
posic¸a˜o, i.e. a pose tri-dimensional do objecto relativamente ao referencial da caˆmara.
Este controlador foi introduzido pelo autor em [56]. No mesmo cap´ıtulo e´ tambe´m apre-
sentada a extensa˜o do controlador proposto por Kelly [76], para o caso eye-in-hand [54].
3.5 Controlo Visual por estimac¸a˜o do modelo de in-
teracc¸a˜o
O modelo de interacc¸a˜o entre as caracter´ısticas do objecto na imagem e o roboˆ, foi ob-
tido nas sub-secc¸o˜es anteriores de uma forma anal´ıtica, i.e. foi poss´ıvel obter relac¸o˜es
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matema´ticas entre o movimento das referidas caracter´ısticas e das juntas do roboˆ, assim
como os respectivos paraˆmetros do modelo. Como visto nas secc¸o˜es anteriores, a escolha
das caracter´ısticas tem um papel preponderante na modelac¸a˜o da interacc¸a˜o atra´s refe-
rida, i.e. na obtenc¸a˜o a priori do jacobiano da imagem para ser utilizado no controlo
visual do roboˆ manipulador.
Para que a abordagem baseada no conhecimento a priori do modelo anal´ıtico possa ser
fia´vel e´ necessa´rio conhecer o sistema na sua totalidade ou com algumas incertezas entre-
tanto quantificadas na literatura [87, 89], nomeadamente o modelo da caˆmara, o modelo
da cinema´tica do roboˆ e mais importante o jacobiano de imagem. Concluiu-se portanto
que ao se realizar o controlo visual com este tipo de modelos, a sua performance na˜o e´
degradada com a presenc¸a de erros ate´ um valor limite, conhecido. Relativamente aos
paraˆmetros intr´ınsecos, estes podem ser estimados durante o controlo, como proposto
em [25]. No entanto, em [88] Malis evoluiu este conceito de incertezas no modelo, pois
introduziu o controlo visual invariante aos paraˆmetros intr´ınsecos da caˆmara.
Como e´ conhecido, a calibrac¸a˜o de roboˆs e de caˆmaras e´ um trabalho complexo e moroso,
que requer equipamentos e algoritmos especializados [2, 107]. Para ultrapassar os factos
descritos e caso na˜o se pretenda ou na˜o seja poss´ıvel obter a priori o modelo de interacc¸a˜o,
e´ necessa´rio utilizar me´todos de estimac¸a˜o quer atrave´s de modelos ou por aprendizagem
do pro´prio modelo de interacc¸a˜o. Estes me´todos de estimac¸a˜o podem ser utilizados antes
ou durante a execuc¸a˜o do controlo visual. A estimac¸a˜o do modelo de interacc¸a˜o tambe´m
e´ utilizada quando o objecto a tratar e´ bastante complexo e dif´ıcil de caracterizar atrave´s
da informac¸a˜o visual referida na secc¸a˜o 2.4. O controlo visual de roboˆs baseado nes-
tes me´todos tem sido denominado na literatura como na˜o-calibrado, uncalibrated visual
servoing [60].
No caso da obtenc¸a˜o do modelo de estimac¸a˜o atrave´s de modelos, as caracter´ısticas do
objecto na imagem utilizadas em todos os trabalhos apresentados pela comunidade ci-
ent´ıfica referidos neste texto para estimar o modelo de interacc¸a˜o, sa˜o pontos do objecto
na imagem. Quando se utilizam outros tipos de caracter´ısticas os me´todos falham devido
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a que os modelos de estimac¸a˜o esta˜o baseados em pontos. O estimador mais utilizado para
o jacobiano e´ o de Broyden, tendo sido aplicado por Ja¨gersand [73], Peipmeier [101, 102]
e Hosoda [69, 70]. Todos os me´todos referenciados estimam o jacobiano apenas na di-
recc¸a˜o da posic¸a˜o desejada das caracter´ısticas da imagem, i.e. na˜o e´ estimado o jacobiano
em todo o espac¸o das caracter´ısticas da imagem. Em [69] e´ estimado o modelo de inte-
racc¸a˜o entre o roboˆ e a imagem, tendo como objectivo a convergeˆncia assimpto´tica das
caracter´ısticas da imagem para um valor desejado. Note-se portanto que os paraˆmetros
do modelo estimado podem na˜o convergir para os valores reais. Ja´ em [70] o modelo do
roboˆ e´ conhecido por forma a incorporar um controlo de forc¸a na estrutura de controlo
visual, em que o jacobiano da imagem e´ estimado em cada iterac¸a˜o do controlo. Em [73]
o problema do controlo visual de roboˆs e´ formulado atrave´s de um sistema na˜o-linear de
optimizac¸a˜o por mı´nimos quadrados, resolvido por um me´todo de Newton utilizando o
estimador de Broyden para o jacobiano, para mover o elemento terminal do roboˆ relati-
vamente a um objecto esta´tico. No caso de objecto estar em movimento, em [101, 102]
foi utilizada uma abordagem similar. Em [104, 128] sa˜o utilizados filtros de Kalman para
estimar o jacobiano de imagem
O modelo de interacc¸a˜o pode ainda ser obtido utilizando te´cnicas de aprendizagem, i.e.
atrave´s de redes neuronais [17, 78, 99] e redes neuro-fuzzy [126, 127]. A abordagem
descrita em [99] na˜o requer conhecimento da cinema´tica do roboˆ e da velocidade ou
posic¸a˜o do objecto relativamente ao roboˆ, no entanto e´ necessa´rio realizar o treino em todo
o espac¸o de trabalho do roboˆ. Em [17] para determinar a pose do objecto relativamente
ao referencial do elemento terminal e´ utilizada uma rede neuronal, sendo posteriormente
realizado o controlo no referido referencial. Esta abordagem necessita tambe´m de um
treino exaustivo numa fase inicial, i.e. antes de realizado o controlo. A rede neuro-fuzzy
utilizada em [126, 127], foi desenvolvida para realizar movimentos ra´pidos da caˆmara
quando esta esta´ longe da posic¸a˜o desejada, e movimentos mais lentos quando esta ja´
se encontra perto da posic¸a˜o desejada. Esta abordagem necessita tambe´m de um treino
exaustivo numa fase inicial, off-line, i.e. antes de realizado o controlo.
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Todos os me´todos apresentadas nesta secc¸a˜o teˆm a particularidade de na˜o disponibilizarem
um modelo anal´ıtico do jacobiano da imagem, como visto nas secc¸o˜es anteriores. Tal facto
torna imposs´ıvel o estudo anal´ıtico da estabilidade destes me´todos.
O controlo visual de roboˆs manipuladores atrave´s da aprendizagem do modelo de inte-
racc¸a˜o ira´ ser objecto de estudo detalhado, no cap´ıtulo 5. No referido cap´ıtulo e´ proposto
um me´todo baseado em lo´gica fuzzy por forma a estimar o modelo inverso da interacc¸a˜o
[48, 49, 50] e assim tornar o sistema independente de qualquer processo de calibrac¸a˜o da
caˆmara, conhecimento da cinema´tica do roboˆ e ainda da obtenc¸a˜o do jacobiano da imagem
para diferentes caracter´ısticas. O sistema e´ independente da caracter´ıstica do objecto na
imagem que se possa escolher, no entanto dever-se-a` escolher a(s) caracter´ıstica(s) cuja
obtenc¸a˜o seja fa´cil e ra´pida.
3.6 Planeamento de Trajecto´rias para Controlo Vi-
sual
O planeamento da trajecto´ria das caracter´ısticas do objecto na imagem, foi uma soluc¸a˜o
para o controlo visual de roboˆs manipuladores apresentada em [97] e que permite melhorar
o desempenho do controlo visual cinema´tico baseado na imagem. A refereˆncia (trajecto´ria
no plano da imagem) a ser seguida durante o controlo e´ gerada off-line, atrave´s das imagens
do objecto, inicial e desejada.
O me´todo para gerar a trajecto´ria das caracter´ısticas do objecto na imagem e´ composto
por treˆs partes distintas, mas ao mesmo tempo interligadas entre si:
1. a primeira parte e´ dedicada a` inicializac¸a˜o do me´todo, em que a partir da imagem
inicial e da imagem desejada e´ obtida a pose para inicializar o me´todo, i.e. a pose
da caˆmara na sua posic¸a˜o inicial relativamente a` posic¸a˜o desejada;
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2. a segunda parte consiste num processo iterativo em que e´ gerado um conjunto de
caracter´ısticas do objecto na imagem que compo˜em o caminho a percorrer no plano
da imagem;
3. a terceira e u´ltima parte consiste em construir uma trajecto´ria ao longo do tempo,
composta pelo conjunto de caracter´ısticas gerado anteriormente.
Durante a fase de inicializac¸a˜o do me´todo sa˜o obtidas as caracter´ısticas do objecto nas
imagens correspondentes a`s duas posic¸o˜es da caˆmara, inicial e desejada. A matriz de
rotac¸a˜o e o vector de translac¸a˜o entre o objecto e as posic¸o˜es inicial/final da caˆmara sa˜o
calculadas utilizando um me´todo de estimac¸a˜o da pose, como descrito na secc¸a˜o 2.4.2. A
inicializac¸a˜o termina com o ca´lculo da pose inicial relativamente a` desejada, atrave´s das
matrizes de rotac¸a˜o e vectores de translac¸a˜o estimados anteriormente.
O processo iterativo atrave´s do qual e´ gerado o conjunto de caracter´ısticas do objecto na
imagem que compo˜em o caminho a percorrer na imagem, inicia-se com a estimac¸a˜o da
pose no instante de tempo seguinte. Esta pose Υk+1, e´ calculada atrave´s da pose actual,
Υk, e uma forc¸a composta, F.
Υk+1 = Υk + εk · F (Υk)‖F (Υk)‖ , εk > 0 (3.37)
em que εk e´ um factor de escala positivo que toma o valor do incremento k.
F (Υk) = Fa (Υk) + Fr (Υk) (3.38)
Esta forc¸a e´ composta pela soma de duas forc¸as diferentes, uma atractiva Fa, e outra
repulsiva Fr. A forc¸a atractiva minimiza a trajecto´ria e a forc¸a repulsiva utilizada na
presente tese evita que a trajecto´ria atinja os limites da imagem. Outro tipo de forc¸a
repulsiva, para evitar limites de junta, e´ descrita em [97].
Todas as poses seguintes, ate´ se atingir a pose desejada, sa˜o estimadas atrave´s de um
processo recursivo que tem in´ıcio na pose inicial. A forc¸a atractiva toma o seu maior
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valor no instante inicial, diminuindo depois ate´ que se anule na pose final. O processo
recursivo termina quando a forc¸a atractiva toma um valor nulo, significando que a pose
actual se encontra na posic¸a˜o desejada. O resultado do processo iterativo e´ um vector de
caracter´ısticas do objecto na imagem, que conte´m os valores das caracter´ısticas durante
o caminho desde a posic¸a˜o inicial a` posic¸a˜o final.
A trajecto´ria final das caracter´ısticas do objecto na imagem ao longo do tempo, sp, devera´
ser cont´ınua e diferencia´vel, sendo portanto escolhida uma func¸a˜o de classe C2. Esta
func¸a˜o e´ constru´ıda interpolando o vector obtido no processo iterativo, utilizando um
tempo de amostragem video pre´-definido, ∆T = tk − tk−1, e o tempo final desejado para
o controlo visual, atrave´s de uma spline cu´bica.
sp (t) = Ak · t3 +Bk · t2 +Ck · t +Dk (3.39)
em que: (k − 1) ·∆T ≤ t ≤ (k) ·∆T .
A lei de controlo utilizada segue o me´todo original [97]:
q˙ = −λ · J−12D · (ep) +
1
∆T
· J−12D · (epp) (3.40)
em que, ep = sk − spk; epp = spk − spk−1.
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Cap´ıtulo 4
Controlo Visual Dinaˆmico baseado
em Posic¸a˜o
4.1 Introduc¸a˜o
O controlo visual dinaˆmico tem sido uma alternativa ao controlo visual cinema´tico, como
descrito na secc¸a˜o 3.4. No presente cap´ıtulo e´ apresentada a abordagem desenvolvida
nesta tese e que se baseia na pose do objecto relativamente a` caˆmara para obter a lei de
controlo visual responsa´vel pelos bina´rios a aplicar ao roboˆ.
A lei de controlo foi inspirada pelo trabalho apresentado por Kelly [76], desenvolvido para
um roboˆ planar de dois graus de liberdade e para a configurac¸a˜o eye-to-hand. Numa
primeira fase deste cap´ıtulo foi proposto em [54] (ver secc¸a˜o 4.3.1) uma extensa˜o ao con-
trolador de Kelly para a configurac¸a˜o eye-in-hand, sendo tambe´m unicamente aplica´vel
a um roboˆ planar de dois graus de liberdade. Para este controlador e´ necessa´ria a es-
timac¸a˜o da rotac¸a˜o entre o objecto e a caˆmara, obtida atrave´s do me´todo descrito na
sub-secc¸a˜o 2.4.2. Ao procurar evoluir o controlador anterior para o caso mais geral, i.e.
um roboˆ de seis graus de liberdade, a soluc¸a˜o encontrada foi aplicar o jacobiano de ima-
gem da lei de controlo baseada em posic¸a˜o (ver secc¸a˜o 3.3.2) a` classe de controladores
baseados no jacobiano transposto [113].
Os controladores apresentados no presente cap´ıtulo sa˜o todos derivados atrave´s do me´todo
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directo de Lyapunov [117], que garante a estabilidade dos referidos controladores, como
apresentado na secc¸a˜o 4.4.
4.2 Definic¸a˜o do Problema de Controlo
Para a definic¸a˜o do problema de controlo visual dinaˆmico, baseado em posic¸a˜o, e´ conside-
rado o modelo do roboˆ manipulador (A.25), em que a posic¸a˜o da caˆmara relativamente ao
elemento terminal, eTc, e´ conhecida. E´ ainda condic¸a˜o necessa´ria que durante o controlo,
o objecto possa ser sempre visualizado na imagem e que a informac¸a˜o sensorial da posic¸a˜o
e velocidade das juntas do roboˆ possa ser sempre obtida.
Definindo s∗ como as caracter´ısticas desejadas do objecto na imagem, e e o erro entre as
caracter´ısticas desejadas e actuais, e = s∗ − s. O problema de controlo e´ definido atrave´s
do projecto de um controlador com sa´ıdas de bina´rio de junta, de forma a que o sistema
eye-in-hand visualize o objecto numa posic¸a˜o pre´-definida na imagem e ao mesmo tempo
assegure estabilidade assimpto´tica.
limt−→∞s(t) = s∗ ⇒ e = 0 (4.1)
Por forma a resolver o problema de controlo definido, e´ necessa´rio que as seguintes treˆs
condic¸o˜es se verifiquem:
1. existeˆncia de uma configurac¸a˜o das juntas do roboˆ, q∗, que permita ao sistema
eye-in-hand visualizar o objecto numa posic¸a˜o pre´-definida na imagem, s∗;
2. para uma configurac¸a˜o desconhecida, q∗, o jacobiano Ji · cWe · eJR e´ na˜o-singular;
3. durante o controlo, o objecto pode ser sempre visualisado na imagem e as suas ca-
racter´ısticas extra´ıdas.
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4.3 Lei de Controlo Visual Dinaˆmica
4.3.1 Extensa˜o do Controlador Dinaˆmico - Kelly
Em [76] Kelly propoˆs um controlador assimptoticamente esta´vel (4.2) para resolver o
problema de controlo descrito na sub-secc¸a˜o 4.2. Este controlador foi projectado especifi-
camente para um roboˆ planar de dois graus de liberdade com uma caˆmara fixa, colocada
a olhar o roboˆ e o objecto, tendo o seu eixo o´ptico perpendicular ao plano do roboˆ:
τ = JR(q)
T ·Kp ·R(θ)T · e−Kd · q˙+ g(q) (4.2)
em que JR e´ o Jacobiano do roboˆ (2 × 2) no referencial do mundo, e R(θ) a matriz de
rotac¸a˜o constante (2×2) que relaciona os referenciais da caˆmara e do mundo, 0Rc. Apesar
das restric¸o˜es descritas anteriormente, esta lei de controlo tem as seguintes vantagens:
• na˜o e´ necessa´rio conhecer os paraˆmetros intr´ınsecos da caˆmara;
• como paraˆmetro extr´ınseco da caˆmara, apenas e´ necessa´rio conhecer a rotac¸a˜o;
• na˜o e´ necessa´rio conhecer a cinema´tica inversa e o jacobiano inverso do roboˆ.
A anteriormente descrita abordagem de Kelly [76], pode ser estendida para o caso da con-
figurac¸a˜o do sistema eye-in-hand [54], sendo necessa´rio ter em considerac¸a˜o que a caˆmara
agora esta´ em movimento, solida´ria com o roboˆ, i.e. colocada no elemento terminal deste.
Assim, a anterior matriz de rotac¸a˜o R(θ) (4.2) tera´ que ser redefinida para relacionar os
referenciais da caˆmara e do objecto, cRo. Com esta nova abordagem a matriz de rotac¸a˜o
deixa de ser constante e devera´ ser calculada on-line, atrave´s de um dos dois me´todos
descritos em seguida:
• conhecendo a matriz rotac¸a˜o entre os referenciais do mundo e do objecto, cRo pode
ser calculado atrave´s de
cRo = (
0Re · eRc)−1 · 0Ro (4.3)
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em que 0Re e´ calculada utilizando a cinema´tica directa do roboˆ, e
eRc e´ conhecida
a priori.
• conhecendo o modelo tridimensional do objecto, cRo pode ser estimado atrave´s de
algoritmos de estimac¸a˜o da pose, descritos no cap´ıtulo 2.
A extensa˜o ao algoritmo de Kelly [76], proposta nesta sub-secc¸a˜o, assegura todas as
vantagens do me´todo original, mas necessita do conhecimento on-line da matriz de rotac¸a˜o
devido ao movimento da caˆmara. Na sub-secc¸a˜o seguinte e´ apresentado um controlador
visual dinaˆmico baseado em posic¸a˜o, em que o roboˆ e caˆmara se encontram na configurac¸a˜o
eye-in-hand. Este u´ltimo controlador e´ aplica´vel a roboˆs com mais de dois graus de
liberdade.
4.3.2 Controlo Visual Dinaˆmico, eye-in-hand, baseado em posic¸a˜o
A principal vantagem da utilizac¸a˜o do controlo visual baseado em posic¸a˜o, e´ o desaco-
plamento entre a interpretac¸a˜o da imagem e o controlador, como referido na sub-secc¸a˜o
3.3.2. Assim, estes dois problemas podem ser abordados separadamente em contraponto
com o controlo visual baseado na imagem. Na presente sub-secc¸a˜o e´ assumido que o pro-
blema associado a` interpretac¸a˜o da imagem e´ resolvido utilizando as te´cnicas abordadas
no cap´ıtulo 2, de forma a ”trabalhar” somente na lei de controlo. Tendo por base o contro-
lador visual cla´ssico baseado em posic¸a˜o, ver a sub-secc¸a˜o 3.3.2, e´ proposto o controlador
visual dinaˆmico, eye-in-hand, baseado em posic¸a˜o. O projecto do controlador referido e´
baseado no me´todo directo de Lyapunov [117] e na Jacobian transpose approach [113].
Seguindo o me´todo directo de Lyapunov, em (4.4) e´ apresentada uma forma quadra´tica
positiva definida como func¸a˜o candidata de Lyapunov:
V(q˙, e) =
1
2
· q˙T ·M(q) · q˙+ 1
2
· eT ·Kp · e > 0, ∀q˙, e 6= 0 (4.4)
em que Kp e´ uma matriz (n× n) positiva definida. O primeiro termo de (4.4) expressa a
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energia cine´tica e o segundo termo a energia potencial relativa ao erro das caracter´ısticas
do objecto, e.
Diferenciando (4.4) em ordem ao tempo e tendo em atenc¸a˜o que o vector das carac-
ter´ısticas do objecto na posic¸a˜o desejada s∗ e´ constante:
V˙(q˙, e) = q˙T ·M(q) · q¨+ 1
2
· q˙T · M˙(q) · q˙+ e˙T ·Kp · e (4.5)
Utilizando as equac¸o˜es (3.12), (3.14) e (3.27), e sabendo que s∗ e´ constante, obte´m-se:
e˙ = −J3D · cWe · eJR · q˙ (4.6)
Substituindo (4.6) em (4.5), obte´m-se:
V˙(q˙, e) =
1
2
· q˙T ·M(q) · q¨+ 1
2
· q˙T · M˙(q) · q˙− q˙T · (J3D · cWe · eJR)T ·Kp · e (4.7)
Utilizando (A.25) e (A.26), a equac¸a˜o (4.7) pode ser escrita da forma seguinte:
V˙(q˙, e) = q˙T (τ − g(q)− (J3D · cWe · eJR)T ·Kp · e) (4.8)
A equac¸a˜o anterior sugere o controlador que pode ser definido atrave´s de:
τ = (J3D · cWe · eJR)T ·Kp · e+ g(q)−Kd · q˙ (4.9)
onde o termo Kd · q˙ realc¸a o amortecimento do sistema, e Kp e´ uma matriz de ganhos
(n× n) positiva definida.
O controlador proposto em (4.9), tem as seguintes caracter´ısticas:
• na˜o necessita conhecimento dos paraˆmetros extr´ınsecos da caˆmara;
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• e´ necessa´rio o conhecimento dos paraˆmetros intr´ınsecos da caˆmara;
• pode ser aplicado a um roboˆ com n graus de liberdade;
• pode ser facilmente extens´ıvel a` configurac¸a˜o eye-to-hand utilizando as te´cnicas
cla´ssicas de controlo visual baseado em posic¸a˜o;
• e´ assimptoticamente esta´vel, como sera´ demonstrado na sub-secc¸a˜o seguinte.
4.4 Ana´lise de Estabilidade da Lei de Controlo
Substituindo (4.9) em (4.8), obte´m-se a equac¸a˜o:
V˙(q˙, e) = −q˙T ·Kd · q˙ < 0, ∀q˙ 6= 0 (4.10)
em que se pode verificar que V˙(q˙, e) diminui, uma vez que e´ semi-definida negativa, sendo
portanto a func¸a˜o candidata descrita em (4.4) uma func¸a˜o de Lyapunov. Assim, a lei de
controlo (4.9) assegura estabilidade em anel fechado.
No ponto de equil´ıbrio q˙ = q¨ = 0 a dinaˆmica do manipulador (A.25) sob a lei de controlo
(4.9), e´ descrita por:
(J3D · cWe · eJR)T ·Kp · e = 0
Tendo em considerac¸a˜o a segunda condic¸a˜o, definida na secc¸a˜o 4.2, o resultado desejado
e´ enta˜o obtido:
e = s∗ − s = 0
Invocando o princ´ıpio da invariaˆncia de LaSalle [117], e uma vez que o sistema e´ auto´nomo
s˙∗ = 0, deve-se concluir que o sistema e´ assimptoticamente esta´vel em torno do ponto de
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equil´ıbrio. Pode-se ainda concluir que o erro das caracter´ısticas do objecto na imagem e,
tende para zero no ponto de equil´ıbrio. A ana´lise de estabilidade do controlador proposto
na sub-secc¸a˜o 4.3.2 e´ ideˆntica a` ana´lise efectuada na presente sub-secc¸a˜o, obtendo-se os
mesmos resultados.
74 CAPI´TULO 4. CONTROLO VISUAL DINAˆMICO BASEADO EM POSIC¸A˜O
Cap´ıtulo 5
Abordagens Fuzzy ao Controlo
Visual
5.1 Introduc¸a˜o
Abordagens fuzzy e´ o termo utilizado nesta tese para definir as metodologias utilizadas
neste cap´ıtulo para o controlo visual de roboˆs manipuladores. As metodologias utilizadas
sa˜o baseadas em lo´gica fuzzy e aplicam esta teoria aos filtros fuzzy, secc¸a˜o 5.2, a` modelac¸a˜o
fuzzy, secc¸a˜o 5.3, e a` compensac¸a˜o fuzzy, secc¸a˜o 5.4.1.
A lo´gica fuzzy, desde a sua introduc¸a˜o em [134], tem vindo a ser amplamente utilizada
na a´rea de controlo de sistemas [36, 123], sendo que esta teoria e´ tambe´m utilizada por
exemplo em processamento de imagem e reconhecimento de padro˜es [14]. Esta expansa˜o
esta´ muito ligada ao facto da lo´gica fuzzy se basear em regras do tipo if...then, muito
pro´ximas da linguagem natural e do funcionamento de sistemas reais, pois para existir
um ”efeito” e´ necessa´rio existir uma ”causa” que o active.
A aplicac¸a˜o de filtros fuzzy constitui a primeira contribuic¸a˜o, apresentada neste cap´ıtulo,
ao controlo visual cinema´tico de roboˆs manipuladores. Com esta abordagem fuzzy procurou-
se resolver os problemas relacionados com os valores indeseja´veis das velocidades de junta
que sa˜o enviadas ao controlador interno do roboˆ, ver secc¸a˜o 6.3. Assim, esta abordagem
fuzzy permite diminuir as elevadas amplitudes iniciais, bem como a variac¸a˜o de amplitude
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destas ao longo do controlo. Esta melhoria sera´ obtida, redistribuindo a amplitude da
acc¸a˜o de controlo (velocidade de junta) durante o controlo.
A lo´gica fuzzy aplicada ao controlo de sistemas, com a utilizac¸a˜o por exemplo do contro-
lador PID fuzzy [36], levou tambe´m ao desenvolvimento da modelac¸a˜o fuzzy de sistemas
atrave´s de modelos lingu´ısticos [93, 135] ou modelos Takagi–Sugeno [130]. Os modelos
lingu´ısticos exigem um grande conhecimento do sistema, da´ı a sua dificuldade na aplicac¸a˜o
a sistemas na˜o-lineares, como e´ o caso de roboˆs manipuladores. A modelac¸a˜o de sistemas
utilizando lo´gica fuzzy tem a grande vantagem de permitir obter um modelo transpa-
rente do sistema, em contraste com a utilizac¸a˜o de redes neuronais [123]. Na secc¸a˜o 5.3 e´
apresentada a modelac¸a˜o fuzzy e posteriormente apresentada a metodologia para obter o
modelo inverso do sistema roboˆ-caˆmara.
A segunda contribuic¸a˜o deste cap´ıtulo e´ a obtenc¸a˜o do modelo inverso do sistema roboˆ-
caˆmara utilizando modelac¸a˜o fuzzy. Esta contribuic¸a˜o foi procurada para obter um mo-
delo do sistema em que na˜o fosse necessa´ria calibrac¸a˜o pre´via e evitar as desvantagens
associadas a` utilizac¸a˜o do jacobiano no controlo visual cinema´tico, nomeadamente na sua
inversa˜o on-line. Assim, com esta metodologia sera´ obtido o modelo inverso do sistema,
evitando assim os problemas referidos anteriormente.
Com a obtenc¸a˜o do modelo inverso fuzzy o passo seguinte na utilizac¸a˜o de abordagens fuzzy
e´ o de aplicar este modelo ao controlo do sistema roboˆ-caˆmara. Esta soluc¸a˜o para controlo
baseia-se na utilizac¸a˜o do modelo inverso como controlador do sistema, em que tambe´m
e´ utilizado um compensador fuzzy (secc¸a˜o 5.4.1) para compensar eventuais perturbac¸o˜es
externas e diferenc¸as existentes entre o modelo e o sistema real modelado. Este sistema
de controlo constitui assim a terceira contribuic¸a˜o deste cap´ıtulo ao controlo visual de
roboˆs manipuladores.
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5.2 Filtros Fuzzy
Os filtros fuzzy foram apresentados a` comunidade cient´ıfica internacional por Sousa em
[120], para sistemas SISO (Single-input Single-output), com o intuito de resolver problemas
associados a` discretizac¸a˜o das acc¸o˜es de controlo, quando aplicado ao controlo predictivo
[16]. Uma extensa˜o dos filtros fuzzy para sistemas MIMO (Multiple-input Multiple-output)
foi introduzida em [96]. As caracter´ısticas dos filtros fuzzy, sera˜o aplicadas ao controlo vi-
sual cinema´tico de roboˆs manipuladores para modificar as acc¸o˜es de controlo, velocidades
de junta, de forma a melhorar o desempenho do roboˆ. O controlo visual a ser realizado
pelo roboˆ pode ser aplicado ao caso do regulador e ao seguimento de uma trajecto´ria
pre´-definida. Ambos os casos sera˜o estudados na presente secc¸a˜o.
5.2.1 Filtros Fuzzy aplicados ao Controlo Visual - Regulador
O controlo visual cinema´tico, quando aplicado ao caso do regulador tem a seguinte ca-
racter´ıstica: quando o erro das caracter´ısticas do objecto na imagem tender para zero as
correspondentes velocidades de junta diminuem. Este facto permite aumentar as veloci-
dades de junta, quando o roboˆ esta´ pro´ximo da posic¸a˜o desejada, para tambe´m diminuir o
tempo de estabelecimento da resposta a` tarefa desejada. Outra caracter´ıstica do controlo
visual cinema´tico, quando nos instantes iniciais do controlo ou quando o tempo de amos-
tragem de visa˜o e´ elevado, e´ a de que o erro (das caracter´ısticas do objecto na imagem)
e consequentemente as velocidades de junta assumem valores elevados. A estes valores
elevados esta˜o tambe´m associadas variac¸o˜es elevadas, indeseja´veis ao controlo.
O comportamento indeseja´vel das velocidades de junta deve-se a` utilizac¸a˜o de um ganho λ
constante na lei de controlo visual cinema´tico, como descrito na secc¸a˜o 3.3 e em [38]. Em
[11] e´ proposto um ganho adaptativo para a lei de controlo visual cinema´tico, baseado num
deca´ımento exponencial, mas que apenas diminui o tempo necessa´rio para a estabilizac¸a˜o
do sistema em torno da posic¸a˜o desejada. Este me´todo tem ainda a desvantagem de
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ser necessa´ria a escolha de treˆs paraˆmetros. Para manter o objecto no campo de visa˜o
da imagem, foi proposto em [89] um novo me´todo para variac¸a˜o do ganho λ ao longo do
controlo. Verificando as caracter´ısticas deste me´todo para o caso que se pretende resolver,
conclui-se que este so´ assegura velocidades iniciais nulas no caso do movimento de rotac¸a˜o
e apenas uma diminuic¸a˜o na velocidade de translac¸a˜o. Assim, sera´ proposto em seguida
uma abordagem para resolver os problemas identificados para as velocidades de junta,
quando sujeitas ao controlo visual com ganho λ constante.
Face ao exposto anteriormente pretende-se com a aplicac¸a˜o de filtros fuzzy ao controlo
visual cinema´tico que as velocidades de junta nunca ultrapassem valores capazes de pre-
judicar o desempenho global do roboˆ, e assim evitar as situac¸o˜es indeseja´veis ao controlo
identificadas anteriormente. Este objectivo e´ conseguido tornando o roboˆ mais lento nos
instantes iniciais atrave´s da diminuic¸a˜o das velocidades de junta e mais ra´pido pro´ximo
da posic¸a˜o desejada em que as velocidades de junta sa˜o normalmente baixas, podendo por
isso ser aumentadas e assim tornar mais ra´pida a convergeˆncia. Em seguida apresenta-se
o filtro fuzzy e a forma de aplicac¸a˜o ao controlo visual de roboˆs manipuladores.
O filtro fuzzy sera´ aplicado ao erro das caracter´ısticas do objecto na imagem,
e(k) = s(k)− s∗
num determinado instante k do controlo. A sua aplicac¸a˜o sera´ o resultado da multiplicac¸a˜o
do erro e(k) por um factor de ponderac¸a˜o fuzzy γ(k), de forma a obter o erro filtrado
ef (k):
ef (k) = γ (k) · e (k) (5.1)
O factor de ponderac¸a˜o fuzzy, γ(k) ∈ [0, 1], e´ representado por uma func¸a˜o de pertenc¸a
triangular, apresentada na figura 5.1. Note-se que o factor de ponderac¸a˜o aumenta quando
o roboˆ esta´ pro´ximo da posic¸a˜o desejada e diminui quando o erro e(k) tem um valor
elevado. O suporte da func¸a˜o de pertenc¸a e´ definido entre os valores emin e emax. Estes
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Figura 5.1: Func¸a˜o de pertenc¸a triangular.
valores sa˜o iguais ao erro ma´ximo e mı´nimo, definidos atrave´s do erro no instante de
tempo inicial, e(0), e um pequeno ε > 0 para garantir que no instante inicial, γ(0) 6= 0.
Assim, emin e emax tomam os seguintes valores:{
emin = − |e (0)| − ε
emax = + |e (0)|+ ε (5.2)
Os valores emin e emax podem ser obtidos facilmente, pois no controlo visual cinema´tico e´
especificado um deca´ımento exponencial do erro das caracter´ısticas do objecto na imagem
(3.19). Ao aplicar o filtro fuzzy (5.1) aos vectores de erro expressos na lei de controlo visual
aplicada ao caso do regulador (3.20), esta toma a forma que se descreve em seguida:
q˙ = −λ · γ · J−12D · (s− s∗) (5.3)
Trajecto´ria das caracter´ısticas da imagem
No controlo visual cinema´tico baseado na imagem, a trajecto´ria das caracter´ısticas do
objecto na imagem e´ uma linha recta [38], desde que o sistema roboˆ-caˆmara esteja per-
feitamente calibrado. Mostra-se em seguida que com a aplicac¸a˜o de filtros fuzzy a este
tipo de controlo, a equac¸a˜o da trajecto´ria das caracter´ısticas do objecto na imagem e´
quadra´tica, para o caso da func¸a˜o de pertenc¸a escolhida ser triangular. Para diferentes
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func¸o˜es de pertenc¸a, e´ tambe´m poss´ıvel obter a respectiva trajecto´ria das caracter´ısticas
do objecto na imagem desde que se conhec¸a a equac¸a˜o do factor de ponderac¸a˜o fuzzy,
γ(k).
Sabendo que e(k) = s(k)− s∗ e impondo um deca´ımento exponencial a esse mesmo erro
(3.19), a seguinte trajecto´ria linear pode assim ser obtida:
s˙(k) = −λ · (s(k)− s∗) (5.4)
Incluindo na equac¸a˜o (5.4) o filtro fuzzy associado a e(k), o deca´ımento exponencial
descrito anteriormente e´ diferente devido aos factores de ponderac¸a˜o associados, γ(k):
s˙f (k) = −λ · γ(k) · (s(k)− s∗) (5.5)
Uma vez que a func¸a˜o de pertenc¸a escolhida e´ triangular, a equac¸a˜o de cada elemento da
diagonal da matriz do factor de ponderac¸a˜o e´ a seguinte:
γii(k) = − λii|eimax|
· |ei(k)|+ 1 , i = 1, ..., nc (5.6)
Considerando (5.5) e que e(k) = s(k)− s∗, obte´m-se finalmente a equac¸a˜o da trajecto´ria
quadra´tica para cada um das caracter´ısticas do objecto na imagem:
s˙if (k) =
λii
|eimax|
· si2(k)−
(
2 · λii · si∗
|eimax|
+ λii
)
· si (k) +
(
λii · si∗
|eimax|
+ λii
)
· si∗ (5.7)
Utilizando (5.5) e (5.6) obte´m-se a nova equac¸a˜o para o deca´ımento do erro, que como se
pode verificar ja´ na˜o e´ puramente exponencial:
e˙i (k) =
λii
|eimax|
· ei2(k)− λii · ei (k) (5.8)
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5.2.2 Filtros Fuzzy aplicados ao Controlo Visual - Trajecto´ria
Planeada
Quando o controlo visual cinema´tico e´ aplicado ao controlo de trajecto´rias planeadas
na imagem, a abordagem utilizada na secc¸a˜o anterior pode ser aplicada. Neste caso o
objectivo e´ o de diminuir o erro das caracter´ısticas do objecto na imagem, ep, entre cada
iterac¸a˜o da lei de controlo.
Ao aplicar o filtro fuzzy (5.1) aos vectores de erro expressos na lei de controlo visual
aplicada ao planeamento de trajecto´rias (3.40), esta toma a forma que se descreve em
seguida:
q˙ = −λ · J−12D · (ep)f +
1
∆T
· J−12D · (epp)f (5.9)
Os valores dos paraˆmetros da func¸a˜o de pertenc¸a triangular do filtro fuzzy, i.e. emin e
emax na˜o podem ser determinados da mesma forma que no caso do regulador, exposto na
sub-secc¸a˜o anterior, uma vez que a definic¸a˜o do vector de erro e´ agora diferente. Assim
estes devem tomar os valores que reflictam os ma´ximos e mı´nimos admiss´ıveis para os
vectores de erro ep e epp, e que devera˜o ser determinados em func¸a˜o da tarefa a desempe-
nhar pelo roboˆ.
5.3 Modelac¸a˜o Fuzzy
A modelac¸a˜o fuzzy de sistemas pode basear-se no conhecimento do sistema, transmitido
atrave´s de peritos, expresso em formas verbais atrave´s de regras if–then, criando-se as-
sim uma estrutura para o modelo do sistema. Os paraˆmetros da estrutura identificada
tera˜o que ser posteriormente adaptados ao modelo real, utilizando conjuntos de dados
de entrada/sa´ıda do sistema [123]. Quando na˜o existe qualquer conhecimento pre´vio do
sistema, i.e. na˜o existe o conhecimento transmitido atrave´s de peritos, e´ poss´ıvel cons-
truir o modelo fuzzy do sistema tendo so´ por base as medic¸o˜es das varia´veis de entrada
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e de sa´ıda do sistema [123]. Na presente tese sera´ abordada esta u´ltima metodologia,
onde a modelac¸a˜o e´ realizada utilizando dados de entrada/sa´ıda do sistema. A ana´lise
dos dados sera´ baseada em fuzzy clustering [5, 114]. Esta abordagem tem demonstrado
melhores resultados que outros me´todos [123], tais como redes neuronais [71] ou ANFIS
(Adaptive-Network-Based Fuzzy Inference Systems) [74].
Assumindo que sa˜o observados os dados de entrada e sa´ıda de um determinado sistema
desconhecido, y = F (x), o objectivo sera´ construir uma func¸a˜o determin´ıstica, y = f(x),
atrave´s dos dados observados, que aproxime F (x). A func¸a˜o f e´ representada atrave´s de
um conjuntos de regras fuzzy. Dependendo da forma das proposic¸o˜es e da estrutura base
das regras, diferentes tipos de modelos baseados em regras fuzzy podem ser obtidos, tal
como descrito na introduc¸a˜o do presente cap´ıtulo.
Na presente tese, sa˜o considerados os modelos Takagi-Sugeno para construc¸a˜o de regras
em detrimento dos modelos lingu´ısticos, como descrito na secc¸a˜o 5.1. Na sub-secc¸a˜o
seguinte estes modelos sera˜o apresentados, assim como o procedimento de identificac¸a˜o
baseado em fuzzy clustering.
O modelo fuzzy Takagi–Sugeno
O tipo de modelo considerado e´ baseado em regras fuzzy, Takagi-Sugeno [130]. O modelo
consiste em regras fuzzy que descrevem localmente a relac¸a˜o entre os dados de entrada
e sa´ıda do modelo, de uma forma linear. O modelo apresentado em seguida descreve
sistemas MISO (Multiple Input and Single Output), com va´rias entradas e uma so´ sa´ıda:
Ri : If x1 is Ai1 and . . . and xn is Ain
then yi = aix+ bi , i = 1, 2, . . . , K. (5.10)
Na equac¸a˜o (5.10), Ri, representa a regra i, onde x = [x1, . . . , xn]
T identifica a varia´vel
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de entrada (antecedente), Ai1, . . . , Ain sa˜o os conjuntos fuzzy definidos no espac¸o dos
antecedentes, yi e´ a varia´vel de sa´ıda (consequente) da regra i, e K indica o nu´mero de
regras. A sa´ıda do modelo que agrega a sa´ıda das va´rias regras, yˆ, calculada atrave´s da
me´dia ponderada dos consequentes das va´rias regras, e´ apresentada na seguinte equac¸a˜o:
yˆ =
∑K
i=1 βiyi∑K
i=1 βi
, (5.11)
em que βi e´ o grau de activac¸a˜o da regra i, sendo obtido por:
βi = Π
n
j=1µAij(xj), i = 1, 2, . . . , K, (5.12)
e µAij(xj) : R → [0, 1] e´ a func¸a˜o de pertenc¸a do conjunto fuzzy Aij no antecedente da
regra Ri.
Fuzzy Clustering
Para identificar o modelo apresentado em (5.10), e´ necessa´rio construir uma matriz de
regressa˜o X e um vector de sa´ıda y a partir dos dados dispon´ıveis:
XT = [x1, . . . ,xN ], y
T = [y1, . . . , yN ]. (5.13)
em que N À n, e´ o nu´mero de amostras retiradas ao longo do tempo dos dados utilizados
no processo de identificac¸a˜o. O objectivo da identificac¸a˜o e´ construir a func¸a˜o na˜o-linear
desconhecida y = f(X) a partir dos dados de entrada/sa´ıda observados, em que f e´ o
modelo Takagi-Sugeno (5.10). O nu´mero de regrasK, os conjuntos fuzzy dos antecedentes,
Aij, e os paraˆmetros dos consequentes ai, bi sa˜o determinados atrave´s de fuzzy clustering
no espac¸o que resulta do produto das entradas e sa´ıdas [5]. Assim, o conjunto de dados
Z a ser classificado e´ composto pela matriz X e pelo vector y:
ZT = [X, y] . (5.14)
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Considerando a matriz Z e o nu´mero estimado de grupos para classificac¸a˜o K, o algoritmo
de fuzzy clustering Gustafson-Kessel [57] e´ aplicado para calcular a matriz de partic¸a˜o
fuzzy U.
Assim e´ obtida uma descric¸a˜o do sistema em termos do comportamento das suas carac-
ter´ısticas locais nas regio˜es dos dados identificadas pelo algoritmo de classificac¸a˜o, em que
cada grupo de classificac¸a˜o define uma regra.
Apesar da popularidade do algoritmo fuzzy c-means [13], o algoritmo de Gustafson-Kessel
ao aplicar uma medida de distaˆncia adaptativa melhora a classificac¸a˜o. Assim, o segundo
algoritmo procura regio˜es hiper-elipso´ides nos dados de identificac¸a˜o descritos atrave´s dos
consequentes no modelo Takagi-Sugeno.
No algoritmo de Gustafson-Kessel, os conjuntos fuzzy nos antecedentes das regras sa˜o
obtidos atrave´s da matriz de partic¸a˜o U, cujo elemento µik ∈ [0, 1] e´ o grau de pertenc¸a
do conjunto de dados zk no cluster i. Os conjuntos vagos unidimensionais Aij sa˜o obtidos
atrave´s dos conjuntos vagos multidimensionais definidos na linha i da matriz de partic¸a˜o
fuzzy atrave´s de projecc¸o˜es no espac¸o das varia´veis de entrada xj:
µAij(xjk) = projj(µik), (5.15)
em que proj define o operador projecc¸a˜o [81]. Os conjuntos fuzzy Aij sa˜o aproximados
atrave´s de func¸o˜es parame´tricas adequadas que permitem determinar µAij(xj) para cada
valor de xj. Os paraˆmetros dos consequentes para cada regra sa˜o determinados atrave´s
da aproximac¸a˜o com mı´nimos quadrados, como se descreve em seguida.
Definindo θTi =
[
aTi , bi
]
, a matriz Xe = [X,1] e a matriz Wi como uma matriz diagonal
em RN×N tendo o grau de activac¸a˜o, βi(xk), como valor da sua diagonal k. Assumindo
que as colunas de Xe sa˜o linearmente independentes e βi(xk) > 0 para 1 ≤ k ≤ N , a
soluc¸a˜o do problema de mı´nimos quadrados, y = Xeθ + ², e´:
θi =
[
XTeWiXe
]−1
XTeWiy . (5.16)
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Com a determinac¸a˜o dos valores o´ptimos dos paraˆmetros dos consequentes ai e bi, o
procedimento de identificac¸a˜o do modelo fuzzy fica completo. No caso de sistemas MIMO,
o procedimento descrito devera´ ser repetido para cada uma das sa´ıdas, obtendo-se assim
o modelo de todo o sistema.
5.3.1 Identificac¸a˜o do Modelo Inverso Fuzzy
Existem dois me´todos para obter o modelo inverso de um dado sistema, utilizando te´cnicas
fuzzy [15]:
1. Identificac¸a˜o atrave´s de dados de entrada/sa´ıda,
2. Inversa˜o anal´ıtica do modelo original.
O primeiro me´todo constitui a forma mais intuitiva para obter o modelo inverso, uma
vez que procura ajustar uma func¸a˜o inversa f−1 aos dados de entrada/sa´ıda, utilizando
modelos baseados em lo´gica fuzzy [8] ou modelos baseados em redes neuronais [71].
O segundo me´todo so´ pode ser aplicado em sistemas fuzzy para modelos com uma so´
entrada [6, 123]. Uma vez que um roboˆ manipulador e´ um sistema MIMO, este segundo
me´todo na˜o e´ aplica´vel. Assim, nesta tese e´ utilizado o me´todo de identificac¸a˜o atrave´s
de dados de entrada/sa´ıda, direct inverse learning [123].
No me´todo direct inverse learning e´ necessa´rio realizar um processo de aprendizagem,
em que o sistema a modelar e´ excitado com um sinal de treino e posteriormente o sinal
de entrada e´ reconstru´ıdo pelo modelo identificado atrave´s do sinal de sa´ıda observado.
No entanto existem duas desvantagens nesta abordagem. A primeira desvantagem esta´
relacionada com o facto de a dinaˆmica do sistema poder ser um mapeamento entre va´rias
varia´veis de entrada e uma varia´vel de sa´ıda, levando a que existam va´rios valores poss´ıveis
de acc¸o˜es de controlo para o mesmo valor da varia´vel de sa´ıda do sistema. A segunda
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desvantagem deve-se a` dificuldade em obter um sinal de treino adequado para o processo
de aprendizagem, uma vez que o modelo inverso devera´ trabalhar num domı´nio alargado
de amplitudes de entrada e sa´ıda, assim como de largura de banda. Assim e´ imposs´ıvel
garantir que todos os modos do sistema sa˜o activados, uma vez que a excitac¸a˜o do sistema
e´ assegurada atrave´s das varia´veis de entrada.
Como descrito, uma soluc¸a˜o para obter o modelo inverso e´ trocar as varia´veis de entrada
com as de sa´ıda do modelo e posteriormente aplicar o me´todo escolhido para identificac¸a˜o.
No entanto, o vector de sa´ıda podera´ ter que ser alterado [124], pois a inversa˜o do modelo
directo podera´ na˜o ser correcta. Note-se ainda que o modelo e´ na˜o-causal e como tal,
e´ necessa´rio realizar um shift no vector de sa´ıda do modelo inverso (entrada do modelo
directo) para garantir a causalidade do modelo que se pretende obter, ver sub-secc¸a˜o 6.4.
5.3.2 Identificac¸a˜o do Modelo Inverso Fuzzy do Aparato Expe-
rimental
Na presente sub-secc¸a˜o e´ abordada a identificac¸a˜o do modelo inverso fuzzy do aparato
experimental utilizado na presente tese e apresentado no anexo B. As te´cnicas utilizadas
foram descritas nas sub-secc¸o˜es anteriores e baseiam-se na modelac¸a˜o fuzzy. Assim, o
modelo inverso e´ identificado utilizando os dados de entrada/sa´ıda do sistema. Para
alcanc¸ar tal objectivo, em primeiro lugar e´ necessa´rio compreender o sistema em estudo
para determinar quais as varia´veis a observar e assim obter os dados de entrada/sa´ıda
necessa´rios a` identificac¸a˜o. Seguidamente e´ realizado o processo de identificac¸a˜o do modelo
inverso fuzzy.
A principal contribuic¸a˜o desta tese ao controlo visual de roboˆs com a utilizac¸a˜o do modelo
inverso fuzzy como controlador, e´ o facto de que com esta abordagem na˜o ser necessa´ria
a calibrac¸a˜o do sistema roboˆ-caˆmara, como se ira´ verificar em seguida.
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O Modelo Inverso
No controlo visual cinema´tico, e´ necessa´rio obter uma estimac¸a˜o precisa do jacobiano
da imagem Ji, da transformac¸a˜o entre os referenciais da caˆmara e do elemento terminal
cWe, e do jacobiano do roboˆ no referencial do elemento terminal
eJR. O produto das
treˆs matrizes anteriores foi definido como Jacobiano global tanto para o controlo visual
cinema´tico baseado em imagem (3.17), em posic¸a˜o (3.27) ou h´ıbrido (como por exemplo
(3.34)).
Por forma a obter um jacobiano global que se aproxime a` realidade, e´ necessa´rio conhecer
com elevada precisa˜o as matrizes Ji,
cWe,
eJR, com todos os problemas de estimac¸a˜o
associados e referidos no cap´ıtulo 3. E´ pois necessa´ria uma boa calibrac¸a˜o para obter um
jacobiano anal´ıtico que permita obter uma aproximac¸a˜o precisa a` realidade do sistema.
Contudo outro problema e´ o do jacobiano da imagem depender das caracter´ısticas do
objecto na imagem que se estejam a utilizar: pontos, segmentos de recta, linhas, elipses,
[20] e mais recentemente momentos [22].
Mesmo quando existe um modelo perfeito do jacobiano, este pode conter singularidades
[53] que podem destabilizar a lei de controlo que esteja a ser utilizada no sistema. Este
facto deve-se a` necessidade de inversa˜o do jacobiano (3.20), para que seja poss´ıvel enviar
as velocidades de junta ao anel interno do roboˆ, ver figura 3.5. Para ultrapassar as dificul-
dades existentes com a utilizac¸a˜o do Jacobiano global anteriormente referido, Suh e Kim,
em [126], propuseram uma nova relac¸a˜o diferencial entre a variac¸a˜o das caracter´ısticas
do objecto na imagem e a velocidade da caˆmara. Esta abordagem estima a variac¸a˜o das
caracter´ısticas do objecto na imagem δs, para uma dada variac¸a˜o da posic¸a˜o da caˆmara
δcrc, atrave´s de uma func¸a˜o G. Esta relac¸a˜o pode ainda ser dividida numa func¸a˜o G1
que relaciona a posic¸a˜o da caˆmara com as caracter´ısticas do objecto na imagem, e F1 que
relaciona as respectivas variac¸o˜es:
s+ δs = G(crc + δ
crc) = G1(rc) + F1(
crc, δ
crc). (5.17)
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Considerando somente as variac¸o˜es apresentadas em (5.17):
δs = F1(rc, δrc), (5.18)
e que a relac¸a˜o entre a variac¸a˜o da posic¸a˜o da caˆmara δrc, e´ obtida em func¸a˜o da variac¸a˜o
da posic¸a˜o de junta, δq e a anterior posic¸a˜o do roboˆ q:
δrc = F2(δq,q). (5.19)
As equac¸o˜es (5.18) e (5.19) podem ser invertidas se um mapeamento un´ıvoco for garan-
tido. Considerando que o ca´lculo da inversa e´ poss´ıvel, os modelos inversos das equac¸o˜es
referidas sa˜o dados pelas equac¸o˜es:
δrc = F
−1
1 (δs, rc) (5.20)
e
δq = F−12 (δrc,q) (5.21)
As equac¸o˜es (5.20) e (5.21) podem ser compostas porque a caˆmara, no caso em estudo da
configurac¸a˜o eye-in-hand, se encontra rigidamente ligada ao elemento-terminal do roboˆ.
O mesmo e´ dizer que conhecendo a posic¸a˜o das juntas do roboˆ q, a posic¸a˜o da caˆmara
rc pode ser facilmente obtida atrave´s da cinema´tica do roboˆ e da transformac¸a˜o entre os
referenciais do elemento terminal e da caˆmara. Assim, a func¸a˜o inversa F−1 e´ dada por:
δq = F−1(δs,q) (5.22)
Esta relac¸a˜o indica que uma variac¸a˜o na posic¸a˜o de junta do roboˆ δq, depende da variac¸a˜o
das caracter´ısticas do objecto na imagem δs e da posic¸a˜o anterior das juntas do roboˆ q.
A equac¸a˜o (5.22) pode ser discretizada:
δq(k) = F−1k (δs(k + 1),q(k)). (5.23)
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Figura 5.2: Configurac¸a˜o do sistema roboˆ-caˆmara para identificac¸a˜o do modelo inverso.
A equac¸a˜o (5.23) descreve o que se pretende de um controlador por forma a ser aplicado
ao controlo visual cinema´tico. Este tera´ que fornecer uma velocidade de junta δq(k),
ao anel interno do roboˆ, por forma a que este u´ltimo siga uma desejada variac¸a˜o das
caracter´ısticas do objecto na imagem δs(k + 1), a partir de uma determinada posic¸a˜o no
espac¸o de junta do roboˆ q(k).
Atrave´s da identificac¸a˜o da func¸a˜o inversa F−1k , obte´m-se o modelo inverso do sistema
roboˆ-caˆmara necessa´rio ao controlo visual, sendo para tal utilizadas as te´cnicas fuzzy
apresentadas anteriormente na presente secc¸a˜o. Esta nova abordagem ao controlo visual
de roboˆs, permite ultrapassar os problemas relacionados com a calibrac¸a˜o do sistema e
com a utilizac¸a˜o do jacobiano anal´ıtico.
O processo de identificac¸a˜o
O aparato experimental e´ basicamente constitu´ıdo por um roboˆ e por uma caˆmara, co-
locada no elemento terminal do primeiro. O sistema a modelar e´ portanto denominado
roboˆ-caˆmara e encontra-se esquematizado na figura 5.2. Uma primeira abordagem para
obter os dados de entrada/sa´ıda necessa´rios para a identificac¸a˜o do modelo consiste em
realizar movimentos aleato´rios do roboˆ, i.e. a partir de uma posic¸a˜o de junta inicial o
roboˆ move-se consecutivamente entre va´rias posic¸o˜es de junta, obtidas aleatoriamente.
Este procedimento devera´ terminar quando todo o espac¸o de junta do roboˆ for percor-
rido e assim sera´ obtido o mapeamento entre as varia´veis de entrada e de sa´ıda. Apesar
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das va´rias tentativas realizados sob o procedimento anterior, o esforc¸o foi infrut´ıfero para
identificar um modelo inverso do sistema roboˆ-caˆmara que fosse fia´vel o suficiente para
poder ser utilizado no controlo. A principal raza˜o para este facto deveu-se a que o pro-
cesso de obtenc¸a˜o dos dados de entrada/sa´ıda ter sido realizado em anel fechado, i.e. para
movimentar o roboˆ e´ necessa´rio que este esteja sob a acc¸a˜o de um controlador. Refira-se
ainda que o processo de identificac¸a˜o em anel fechado e´ uma tarefa dif´ıcil, especialmente
quando aplicada a sistemas na˜o-lineares [123]. Assim, foi necessa´rio encontrar um outro
procedimento para obter os dados necessa´rios ao processo de identificac¸a˜o.
Em robo´tica e´ usualmente utilizada a te´cnica de ”ensinar” ao roboˆ a trajecto´ria a se-
guir, teach-by-showing, para posterior utilizac¸a˜o [125]. A partir de uma posic¸a˜o inicial,
definida pelas posic¸o˜es de junta, o roboˆ move-se para uma posic¸a˜o final pre´-determinada,
utilizando um controlador PID [4] de posic¸a˜o no espac¸o de junta para seguir uma tra-
jecto´ria tambe´m pre´-definida entre as posic¸o˜es inicial e final. Durante o seguimento da
trajecto´ria sa˜o recolhidos os dados de entrada/sa´ıda necessa´rios a` identificac¸a˜o do modelo
inverso. Embora se tenham obtido bons resultados com esta abordagem, como se po-
dera´ verificar no cap´ıtulo 6, esta tem como desvantagem a necessidade de identificar um
novo modelo para uma nova trajecto´ria a realizar pelo sistema roboˆ-caˆmara. No entanto
este procedimento e´ bastante simples e ra´pido, sendo poss´ıvel identificar um novo modelo
para uma nova trajecto´ria. A grande vantagem desta abordagem consiste em obviar o
problema de identificac¸a˜o em anel fechado, que na˜o se poˆde resolver com a primeira abor-
dagem descrita.
Para a identificac¸a˜o do modelo inverso sa˜o usados dados de entrada/sa´ıda, sendo este
obtido atrave´s das entradas do modelo directo δq(k), das suas sa´ıdas δs(k + 1) e do
estado do sistema q(k). O vector das sa´ıdas e´ obtido atrave´s da equac¸a˜o:
δs(k) = s∗ − s(k) (5.24)
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Figura 5.3: Entradas e sa´ıdas do modelo inverso a ser identificado.
Note-se agora que o objectivo final e´ identificar o modelo inverso, apresentado em (5.23).
Assim, a modelac¸a˜o fuzzy e´ utilizada para tal fim, como por exemplo em [124]. Na
abordagem utilizada, a entrada do sistema (a que corresponde o modelo directo), q˙(k),
e´ utilizada como sa´ıda do modelo inverso. O estado q(k), em conjunto com a sa´ıda
do sistema original δs(k + 1), sa˜o as entradas do modelo inverso, tal como apresentado
na figura 5.3. Posteriormente, o modelo identificado sera´ utilizado como controlador no
controlo visual cinema´tico, como sera´ apresentado na secc¸a˜o 5.4.
Sera´ portanto de esperar que o modelo inverso fuzzy identificado seja capaz de fornecer ao
roboˆ a velocidade de junta q˙(k), encarregue de mover o roboˆ seguindo uma determinada
variac¸a˜o das caracter´ısticas do objecto na imagem δs(k), partindo de uma determinada
posic¸a˜o de junta do roboˆ q(k).
5.4 Controlo baseado no modelo inverso Fuzzy
A forma ideal para controlar um sistema e´ utilizar como controlador o modelo inverso
desse mesmo sistema, numa configurac¸a˜o em anel aberto. Para que os resultados obtidos
atrave´s deste tipo de controlador possam ser satisfato´rios, e´ necessa´rio que o sistema seja
invert´ıvel e que o mapeamento conseguido pelo modelo inverso do sistema seja perfeito.
Em aplicac¸o˜es reais o controlador baseado no modelo inverso na˜o pode ser directamente
aplicado, pois o mapeamento perfeito do sistema nunca e´ atingido. Ainda ha´ a considerar
o facto de que o sistema real na˜o seja imune a perturbac¸o˜es externas, imprevis´ıveis e
complicadas de modelar.
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Na presente secc¸a˜o e´ abordado o controlo baseado no modelo inverso do sistema a con-
trolar. Para a obtenc¸a˜o do modelo sa˜o utilizadas te´cnicas inteligentes, fuzzy, que recente-
mente teˆm demonstrado bons resultados em sistemas na˜o-lineares [122, 6, 124].
A te´cnica de controlo baseada no modelo inverso e tambe´m a te´cnica baseada no controlo
predictivo baseado no modelo, Model Based Predictive Control (MBPC) [16], conseguem
abordar a dinaˆmica de sistemas na˜o-lineares. Contudo, quando o sistema se encontra em
regime estaciona´rio, podem ainda surgir erros como consequeˆncia de perturbac¸o˜es externas
ou ainda devido a` discrepaˆncia existente entre o sistema real e o modelo identificado
para este. Como tal e´ necessa´ria a inclusa˜o de um mecanismo que compense este tipo
de erros, i.e. erros em regime estaciona´rio. A abordagem cla´ssica seria utilizar na lei
de controlo uma acc¸a˜o integral [4]. Contudo, este tipo de acc¸a˜o no controlador na˜o e´
deseja´vel em sistemas altamente na˜o-lineares, pois e´ necessa´rio afinar va´rios paraˆmetros
para diferentes zonas de operac¸a˜o do sistema modelado. Outra soluc¸a˜o poss´ıvel seria a
utilizac¸a˜o do controlo por modelo interno Internal Model Control (IMC) [46], que tambe´m
pode ser aplicado a sistemas na˜o-lineares [37]. O controlo por modelo interno baseia-se
na alterac¸a˜o do sinal de refereˆncia, atrave´s da inclusa˜o do erro entre a sa´ıda do modelo
e a sa´ıda do sistema. Com o controlo na˜o-linear por modelo interno e´ introduzido no
anel de realimentac¸a˜o um filtro linear para o erro, que tem a desvantagem de deteriorar a
dinaˆmica do anel fechado quando o sistema se encontra na presenc¸a de na˜o-linearidades.
Tendo em considerac¸a˜o o descrito anteriormente, na presente tese e´ apresentada a soluc¸a˜o
baseada num compensador fuzzy, tambe´m denominada compensac¸a˜o fuzzy, que constitui
uma extensa˜o ao proposto em [121] e que pretende ser uma boa soluc¸a˜o para eliminar
erros em regime estaciona´rio. Note-se ainda que para aplicar o controlo por modelo
interno, seria necessa´rio conhecer os modelos directo e inverso do sistema em causa. Para
tal e para o sistema utilizado na presente tese, os modelos teriam que ser identificados
directamente dos dados de entrada/sa´ıda. Assim, seria imposs´ıvel assegurar que o modelo
inverso identificado convergiria para o modelo inverso real, i.e. seria imposs´ıvel assegurar
estabilidade e um erro nulo em regime estaciona´rio para o controlo por modelo interno
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[46] do sistema na˜o-linear em estudo.
O controlo baseado no modelo inverso fuzzy apresentado na presente tese, na˜o e´ uma
alternativa ao controlo por modelo interno, imposs´ıvel de aplicar neste caso, mas sim uma
alternativa aos restantes controladores visuais ja´ apresentados. Os resultados apresenta-
dos na secc¸a˜o 6.5 revelara˜o a efica´cia da abordagem proposta.
5.4.1 Compensador Fuzzy
O objectivo do compensador fuzzy e´ o de compensar o erro em regime estaciona´rio, tendo
como base a informac¸a˜o contida no modelo do sistema. Para tal, e´ enta˜o definido um con-
junto fuzzy, para o erro estaciona´rio, que determina o grau de activac¸a˜o do compensador
fuzzy. Com a introduc¸a˜o do referido conjunto fuzzy e´ conseguida uma passagem suave da
compensac¸a˜o entre os estados de activo e inactivo. Utilizando a derivada local do modelo
relativamente a` acc¸a˜o de controlo, e´ poss´ıvel obter a compensac¸a˜o atrave´s do ajuste de
um so´ paraˆmetro (de uma forma similar ao ganho integral do controlador PID cla´ssico).
A compensac¸a˜o fuzzy utiliza explicitamente o modelo na˜o-linear do sistema, que pode
ser o modelo cla´ssico na˜o-linear em espac¸o de estados ou um modelo tipo caixa-preta.
No controlo atrave´s do modelo inverso, a derivada referida anteriormente e´ calculada
directamente atrave´s do modelo inverso identificado, simplificando assim o processo de
compensac¸a˜o fuzzy. O me´todo e´ apresentado para sistemas SISO na˜o-lineares, por uma
questa˜o de simplicidade, podendo ser facilmente extendido para sistemas MIMO (por
exemplo, o caso de um roboˆ manipulador de 2 graus de liberdade).
Para simplificar a notac¸a˜o, nesta secc¸a˜o e´ conveniente atrasar um passo no tempo o modelo
do sistema. O modelo discreto SISO de regressa˜o do sistema a controlar e´ dado por:
y(k) = f(x(k − 1)) , (5.25)
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Figura 5.4: O compensador fuzzy inserido no controlo por modelo inverso.
em que x(k − 1) e´ o estado que conte´m as sa´ıdas (com atraso) do modelo inverso, i.e.
as entradas e os estados do sistema. O compensador fuzzy utiliza uma acc¸a˜o correctiva
denominada de uc(k), a qual sera´ adicionada a` acc¸a˜o obtida atrave´s do controlador baseado
no modelo inverso, um(k), como se pode verificar na figura 5.4. A acc¸a˜o de controlo total
a aplicar ao sistema e´ definida por,
u(k) = um(k) + uc(k). (5.26)
O controlador apresentado na figura. 5.4 e´ baseado no modelo inverso do sistema, mas
qualquer outro controlador poderia ser aqui utilizado, como por exemplo um controlador
preditivo. Por forma a ter em conta o ru´ıdo e um pequeno sinal de offset, o conjunto fuzzy
SS define a regia˜o onde a compensac¸a˜o devera´ estar estar activa, como apresentado na
figura 5.5. O erro e´ definido atrave´s da expressa˜o e(k) = r(k)−y(k), e a func¸a˜o de pertenc¸a
µSS(e(k)) e´ constru´ıda por forma a permitir a compensac¸a˜o do erro estaciona´rio, sempre
que o suporte de µSS(e(k)) na˜o e´ nulo. O valor B que determina a dimensa˜o de core(µSS)
deve ser o limite superior do valor absoluto do erro previs´ıvel, em regime estaciona´rio.
Assim, a compensac¸a˜o fuzzy e´ completamente activada no intervalo [−B,B]. O suporte
de µSS(e(k)) devera´ ser escolhido de forma a que se realize uma transic¸a˜o suave entre os
estados de activac¸a˜o e desactivac¸a˜o da compensac¸a˜o. A suavidade de SS induz suavidade
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Figura 5.5: Definic¸a˜o da fronteira de SS, onde a compensac¸a˜o esta´ activa.
na acc¸a˜o do compensador fuzzy uc(k), e evita assim mudanc¸as abruptas na transic¸a˜o da
acc¸a˜o de controlo u(k). A acc¸a˜o do compensador fuzzy uc(k) no instante k e´ dada por
uc(k) = µSS(e(k))
(
k−1∑
i=k0
uc(i) +Kc e(k) f
−1
u
)
, (5.27)
em que µSS(e(k)) e´ o valor da func¸a˜o de pertenc¸a associada ao erro no instante k, k0 e´ o
instante de activac¸a˜o da compensac¸a˜o fuzzy, Kc e´ um paraˆmetro constante a definir e
fu =
[
∂f
∂u(k − 1)
]
x(k−1)
(5.28)
e´ a derivada parcial da func¸a˜o f definida em (5.25) relativamente a` acc¸a˜o de controlo
u(k − 1), para o estado actual do sistema x(k − 1).
Comparando (5.27) com a acc¸a˜o integral cla´ssica, surgem dois novos termos: µSS(e(k)),
cujo efeito foi anteriormente descrito, e o termo descrito em (5.28), que representa a sen-
sibilidade do modelo quando sujeito a uma variac¸a˜o do sinal de entrada. Em sistemas
lineares, este termo e´ constante sendo inclu´ıdo na constante Kc, mas para sistemas alta-
mente na˜o-lineares, a compensac¸a˜o e´ melhorada ao incluir este termo. Quando a derivada
parcial aumenta o sistema torna-se mais sens´ıvel a mudanc¸as nas acc¸o˜es de controlo,
sendo necessa´ria uma pequena compensac¸a˜o. O caso contra´rio e´ tambe´m va´lido. Assim,
o inverso de (5.28) devera´ ser considerado na acc¸a˜o do compensador (5.27). O paraˆmetro
Kc sera´ ajustado para as condic¸o˜es de funcionamento do sistema. O seu valor devera´
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ser seleccionado de forma a que o erro em regime estaciona´rio diminua o mais depressa
poss´ıvel sem oscilac¸o˜es na resposta do sistema. Estas oscilac¸o˜es podem ocorrer na acc¸a˜o
do compensador fuzzy se esta for de valor elevado, levando a um novo erro e(k + 1) de
sinal oposto ao anterior erro e(k).
Quando o modelo do sistema f esta´ dispon´ıvel, a derivada parcial definida em (5.28) pode
ser calculada sempre que o modelo seja diferencia´vel. O mesmo ocorre sempre que exista
o modelo inverso do sistema, o que acontece na presente tese. Contudo, alguns tipos de
modelac¸a˜o caixa-preta resultam em va´rios modelos lineares que definem o modelo global
do sistema. Para este tipo de modelos, a derivada definida em (5.28) na˜o esta´ definida
no regime transito´rio das va´rias partes lineares do modelo. A soluc¸a˜o deste problema
baseia-se na definic¸a˜o de uma pseudo-derivada para estes pontos singulares (transic¸o˜es
entre troc¸os lineares) que e´ dada pelo valor me´dio das derivadas a` esquerda e a` direita.
Estas duas derivadas existem pois proveˆm dos troc¸os lineares do modelo que aproxima o
sistema na˜o-linear. Assim, a derivada para estes pontos pode ser calculada atrave´s de,
[
∂f
∂u
]
x(k−1)
=
[
∂f
∂u(k−1)
]
(x(k−1))+
+
[
∂f
∂u(k−1)
]
(x(k−1))−
2
. (5.29)
Esta aproximac¸a˜o na˜o deteriora o desempenho do controlo, como descrito em [121].
Cap´ıtulo 6
Resultados Experimentais em
Controlo Visual
6.1 Introduc¸a˜o
No presente cap´ıtulo sa˜o apresentados os resultados experimentais que dizem respeito a`s
te´cnicas de controlo visual de roboˆs manipuladores apresentadas nos cap´ıtulos anteriores,
onde se incluem as abordagens cla´ssicas e as propostas nesta tese, por forma a ser poss´ıvel
realizar algumas comparac¸o˜es entre elas. Existem pore´m casos em que sera˜o apresentadas
simulac¸o˜es por forma a confirmar resultados teo´ricos no controlo visual de seis graus
de liberdade. No entanto estes resultados de simulac¸a˜o sera˜o posteriormente objecto de
verificac¸a˜o no aparato experimental dispon´ıvel, como sera´ o caso da aplicac¸a˜o com filtros
fuzzy.
Na primeira parte deste cap´ıtulo sa˜o descritas as condic¸o˜es experimentais presentes du-
rante as diversas experieˆncias realizadas no aparato experimental desenvolvido para o
efeito. Para harmonizar a apresentac¸a˜o de resultados em todo este cap´ıtulo, sa˜o definidas
as varia´veis que melhor descrevem o controlo visual de roboˆs manipuladores. Sempre que
poss´ıvel sa˜o utilizadas, em todas as experieˆncias, as mesmas posic¸o˜es do objecto face ao
roboˆ manipulador para assim serem definidas as mesmas tarefas para tipos diferentes de
controladores.
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Depois da descric¸a˜o dos aspectos gerais de todas as experieˆncias realizadas, sa˜o apresen-
tados em diferentes secc¸o˜es do presente cap´ıtulo os resultados experimentais bem como as
respectivas ana´lises. De salientar que sempre que necessa´rio, em cada secc¸a˜o, sa˜o apresen-
tadas as alterac¸o˜es realizadas a`s condic¸o˜es experimentais gerais. Apo´s a apresentac¸a˜o dos
resultados, estes sera˜o analisados em func¸a˜o do objectivo que se pretende para cada lei de
controlo testada, bem como, e sempre que poss´ıvel, a sua comparac¸a˜o com as restantes
leis de controlo descritas na tese.
6.2 Condic¸o˜es Experimentais
As leis de controlo visual apresentadas nos cap´ıtulos anteriores foram testadas num roboˆ
manipulador de dois graus de liberdade, em que no elemento terminal foi colocada uma
caˆmara a olhar um objecto. O aparato experimental desenvolvido para a realizac¸a˜o das ex-
perieˆncias e´ apresentado no anexo B. O objecto utilizado nos testes e´ planar e conte´m qua-
tro led’s que podem ser ligados independentemente, permitindo assim obter um nu´mero
varia´vel de informac¸o˜es visuais, i.e. pontos. Deste conjunto de led’s apenas um sera´ uti-
lizado na maioria das experieˆncias, o que esta´ no meio dos restantes pontos, pois o roboˆ
do aparato experimental tem dois graus de liberdade e as duas coordenadas do ponto na
imagem sa˜o suficientes para o controlo. Existem situac¸o˜es em que sa˜o necessa´rios mais
pontos para poder reconstruir a pose do objecto relativamente a` caˆmara, e depois aplicar
o controlo visual em posic¸a˜o ou h´ıbrido.
A informac¸a˜o visual utilizada e´ o centro de gravidade de cada led, obtido atrave´s da
imagem capturada. Com imagens em que se encontram bem definidos os led’s, que carac-
terizam o objecto planar, e´ poss´ıvel fechar o anel de controlo com sistemas de aquisic¸a˜o
comerciais, ver o Anexo B. De referir que a abordagem realizada na presente tese na˜o teve
em conta os importantes problemas associados ao tratamento de imagem (inicializac¸a˜o,
correspondeˆncias e seguimento de caracter´ısticas) associadas a objectos realmente com-
plexos, que na˜o e´ o caso do objecto utilizado. A calibrac¸a˜o da matriz de passagem do
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Figura 6.1: Imagem correspondente a` posic¸a˜o 1.
referencial da caˆmara para o referencial do elemento terminal do roboˆ foi realizada ma-
nualmente.
eTc =

0 −1 0 0.05
−1 0 0 0
0 0 1 0.03
0 0 0 1

Foram utilizados os paraˆmetros de calibrac¸a˜o da caˆmara fornecidos pelo fabricante da
mesma, na˜o tendo sido realizadas outras experieˆncias para a estimac¸a˜o dos seus paraˆmetros
de calibrac¸a˜o.
K =
 716.1905 0 00 742.9787 0
0 0 1

a que corresponde a distaˆncia focal f = 0.006.
Diversas posic¸o˜es da caˆmara relativamente a um objecto, sempre na mesma posic¸a˜o,
permitem tambe´m obter diversas imagens deste. Como a caˆmara se encontra ligada ri-
gidamente ao elemento terminal do roboˆ, para obter as imagens inicial e desejada para
a execuc¸a˜o do controlo visual e´ necessa´rio mover o roboˆ. Assim e em seguida sa˜o apre-
sentadas as diversas posic¸o˜es utilizadas na presente tese para a obtenc¸a˜o de resultados:
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Figura 6.2: Imagem correspondente a` posic¸a˜o 2.
Figura 6.3: Imagem correspondente a` posic¸a˜o 3.
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Figura 6.4: Fotografia de conjunto do roboˆ manipulador, com a caˆmara acoplada, e o
objecto (alvo) planar.
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• Posic¸a˜o 1: , figura 6.1;
• Posic¸a˜o 2: , figura 6.2;
• Posic¸a˜o 3: , figura 6.3;
As imagens anteriores foram obtidas com a configurac¸a˜o do aparato experimental como
descrito na figura 6.4, em que se apresenta uma fotografia de conjunto do roboˆ mani-
pulador, com a caˆmara acoplada, e o objecto planar. O plano de movimento do roboˆ
manipulador e o plano do objecto sa˜o paralelos e distam entre si 110 cent´ımetros, sendo
esta medida constante em todas as experieˆncias realizadas.
Um facto importante e que condiciona os resultados obtidos, deve-se aos erros inerentes
ao ca´lculo do centro´ide do(s) pontos na imagem, de aproximadamente 4[pixel]. Outro
facto deve-se ainda a` existeˆncia de zonas mortas nos motores da junta do roboˆ. Estes
factores levam a` existeˆncia de erros no posicionamento inicial do roboˆ e ainda aumentam
a dificuldade em atingir a posic¸a˜o desejada na imagem.
Por forma a apresentar, na presente tese, os resultados obtidos no aparato experimental
de uma forma uniforme sa˜o definidas de seguida as varia´veis que revelam o comporta-
mento das leis de controlo testadas. Note-se aqui que podem surgir varia´veis associadas
a uma dada lei de controlo, com interesse em monitorizar para estudar comportamentos
particulares, mas directamente fora do aˆmbito de uma ana´lise global entre leis de controlo.
Assim, sa˜o definidos os seguintes paraˆmetros gerais a monitorizar durante execuc¸a˜o da lei
de controlo:
a) erro das caracter´ısticas do objecto na imagem, durante a execuc¸a˜o da lei de controlo;
b) trajecto´ria das caracter´ısticas do objecto na imagem, durante a execuc¸a˜o da lei de
controlo;
c) velocidade das juntas do roboˆ, durante a execuc¸a˜o da lei de controlo;
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6.3 Filtros Fuzzy
Na presente secc¸a˜o sa˜o apresentados os resultados experimentais obtidos quando da aplicac¸a˜o
de filtros fuzzy ao controlo visual cinema´tico baseado na imagem, tanto para o caso do
regulador como o caso de planeamento de trajecto´rias. No caso do regulador apenas e´
necessa´rio definir a priori as imagens inicial e desejada, enquanto para o planeamento
de trajecto´rias e´ necessa´rio (tambe´m a partir das imagens inicial e desejada) calcular a
trajecto´ria off-line, como definido na secc¸a˜o 3.6.
Para comparar os resultados obtidos com ou sem a aplicac¸a˜o de filtros fuzzy ao controlo
visual cinema´tico baseado na imagem e´ necessa´rio proceder a duas definic¸o˜es;
• amplitude global, a amplitude ma´xima obtida durante o controlo visual;
• amplitude local, a amplitude ma´xima obtida entre duas imagens consecutivas, du-
rante o controlo visual.
6.3.1 Aplicac¸a˜o ao caso do Regulador
Para comprovar os resultados teo´ricos definidos na secc¸a˜o 5.2 optou-se numa primeira
fase por obter resultados para o caso do controlo visual de seis graus de liberdade, atrave´s
de uma Toolbox de Visual Servoing disponibilizada em [18]. Numa segunda fase sa˜o
apresentados e discutidos os resultados obtidos no aparato experimental de dois graus de
liberdade.
Resultados de simulac¸a˜o para seis graus de liberdade
O modelo de simulac¸a˜o [18], adaptado pelo autor para a aplicac¸a˜o de filtros fuzzy, na˜o e´
mais que a implementac¸a˜o directa das equac¸o˜es do controlo visual cinema´tico baseado na
imagem em que a caˆmara esta´ acoplada ao elemento terminal, como definido em (3.9).
Aqui o roboˆ manipulador e´ considerado como um posicionador perfeito e a lei de controlo
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visual tem como sa´ıdas as velocidades de translac¸a˜o e rotac¸a˜o da caˆmara, i.e. o torsor de
velocidade v:
v = −λ · Jˆi+(x, y, Z) · (s− s∗), (6.1)
em que Jˆi
+(x, y, Z) define a pseudo-inversa do jacobiano da imagem.
No caso de simulac¸a˜o apresentado o objecto e´ planar e define-se com oito caracter´ısticas
na imagem, que correspondem a quatro cantos de um quadrado. Como sa˜o utilizadas oito
caracter´ısticas, o jacobiano da imagem tem dimensa˜o (8× 6), i.e. o jacobiano da imagem
definido em (3.11) deve ser repetido quatro vezes de forma a se obterem as oito linhas
necessa´rias.
Quando da utilizac¸a˜o de filtros fuzzy os ganhos proporcionais da lei de controlo (6.1)
foram λ = 0.25 · Ic e sem a aplicac¸a˜o dos filtros foram λ = 0.125 · Ic, em que aqui c define
o nu´mero de caracter´ısticas do objecto na imagem. Uma vez que estes ganhos reflectem a
velocidade de deca´ımento do erro, foram escolhidos por forma a obter aproximadamente
35 segundos para o tempo de estabelecimento.
Na figura 6.5 e´ apresentado o torsor de velocidade da caˆmara, resultado da acc¸a˜o da
lei de controlo visual (6.1), aquando do movimento da caˆmara para a posic¸a˜o desejada
das caracter´ısticas da imagem s∗. Verifica-se nos instantes iniciais que, quando os filtros
fuzzy sa˜o aplicados as velocidades da caˆmara sa˜o menores do que a situac¸a˜o em que os
mesmos na˜o sa˜o aplicados. Verifica-se tambe´m para as seis componentes da velocidade da
caˆmara que a sua amplitude global diminui com a aplicac¸a˜o dos filtros fuzzy. Analisando o
movimento do referencial da caˆmara, podemos ainda concluir sobre o trabalho requerido
ao roboˆ manipulador para mover a caˆmara para a posic¸a˜o desejada. Uma vez que o
trabalho realizado por uma forc¸a para mover uma part´ıcula e´ igual a` variac¸a˜o da energia
cine´tica durante o caminho percorrido [9], podemos calcular o trabalho para a situac¸a˜o
em ana´lise. A energia cine´tica de uma part´ıcula depende da sua massa e velocidade,
como o roboˆ utilizado e´ o mesmo nos dois casos conclui-se que apenas existe dependeˆncia
na velocidade. A energia cine´tica tem como contribuic¸o˜es as devidas a`s amplitudes das
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Figura 6.5: Comparac¸a˜o do torsor de velocidade da caˆmara durante o controlo visual, com
e sem a utilizac¸a˜o de filtros fuzzy. Cima - velocidades de translac¸a˜o. Baixo - velocidades
de rotac¸a˜o. Cheio - com filtros fuzzy. Trac¸o-ponto - sem filtros fuzzy.
velocidades de translac¸a˜o e rotac¸a˜o. Conclui-se portanto que para o caso da simulac¸a˜o
apresentada, no caso de serem utilizados os filtros fuzzy durante o controlo visual, estes so´
iriam necessitar de 93% da energia aplicada sem a utilizac¸a˜o dos filtros, o que se reflecte
num menor consumo de energia do roboˆ para realizar a mesma tarefa.
O comportamento do erro das caracter´ısticas do objecto na imagem e´ apresentado na
figura 6.6. O comportamento evidenciado pela aplicac¸a˜o dos filtros fuzzy era esperado
devido a` sua formulac¸a˜o, i.e. as caracter´ısticas iniciam o seu movimento lentamente mas
atingem a posic¸a˜o desejada ao mesmo tempo, visto que a velocidade aumenta suavemente
durante o controlo (ver figura 6.5).
As trajecto´rias das caracter´ısticas do objecto na imagem sa˜o apresentadas na figura 6.7.
Pode-se constatar atrave´s dos resultados da simulac¸a˜o apresentada que os resultados
teo´ricos apresentados na secc¸a˜o 5.2.1 sa˜o verificados, i.e. quando sa˜o aplicados os fil-
tros fuzzy as trajecto´rias das caracter´ısticas na imagem deixam de ser uma linha recta.
Saliente-se o facto que ao ser utilizada, como e´ o caso, uma func¸a˜o de pertenc¸a triangular
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Figura 6.6: Comparac¸a˜o do erro das caracter´ısticas do objecto na imagem, durante o
controlo visual. Cheio - com filtros fuzzy. Trac¸o-ponto - sem filtros fuzzy.
a trajecto´ria e´ quadra´tica.
Resultados experimentais no aparato experimental
O aparato experimental utilizado para obter os resultados apresentados de seguida e´
descrito no anexo B. A lei de controlo visual implementada tem como sa´ıdas as velocidades
de junta do roboˆ, sendo fixados os ganhos proporcionais para λ1 = 0.04 e λ2 = 0.08
associados a`s duas caracter´ısticas do objecto na imagem. Estes ganhos asseguram a
maior rapidez na resposta do roboˆ para realizar a tarefa pre´-definida, sem a utilizac¸a˜o de
filtros fuzzy. A experieˆncia realizada ira´ mover o roboˆ da posic¸a˜o 1 para a posic¸a˜o 3, ver
sub-secc¸a˜o 6.2, a que corresponde o movimento entre a posic¸a˜o de junta inicial qi = [0; 0]
e a posic¸a˜o de junta final qf = [−pi6 ; pi6 ].
A figura 6.8 apresenta as sa´ıdas da lei de controlo visual, quando o roboˆ se move para
atingir a posic¸a˜o desejada s∗ =
(
0 0
)T
no plano da imagem, i.e. as velocidades de
junta. Quando sa˜o aplicados os filtros fuzzy a` lei de controlo visual, as velocidades de
junta sa˜o menores como se pode verificar em ambos os gra´ficos apresentados na figura 6.8.
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Figura 6.7: Comparac¸a˜o das trajecto´rias das caracter´ısticas do objecto na imagem, du-
rante o controlo visual. Cheio - com filtros fuzzy. Trac¸o-ponto - sem filtros fuzzy. (+)
posic¸a˜o desejada.
Por forma a manter o tempo de estabelecimento obtido sem a utilizac¸a˜o de filtros fuzzy,
a constante ε definida em (5.2) devera´ ser grande ε = 450[pixel], como se pode verificar
no gra´fico inferior da figura 6.8. Se o objectivo for somente diminuir as velocidades
nos instantes iniciais, ε devera´ ser pequeno, como se pode verificar para o caso em que
ε = 40[pixel] atrave´s do gra´fico superior da figura 6.8. Ambos os resultados anteriores
confirmam os obtidos anteriormente em simulac¸a˜o, para o caso geral de seis graus de
liberdade.
Conclui-se que, para o caso da utilizac¸a˜o de filtros fuzzy apresentada no gra´fico inferior da
figura 6.8 e aplicando a ana´lise da energia necessa´ria para a realizac¸a˜o da mesma tarefa,
que o roboˆ so´ iria consumir 98% da energia aplicada sem a utilizac¸a˜o dos filtros.
Tambe´m se pode verificar, na figura 6.8, que a amplitude global e´ diminu´ıda quando se
aplicam filtros fuzzy ao controlo visual com um tempo de amostragem de visa˜o de 20[ms].
Este efeito e´ bem mais vis´ıvel quando se aumenta o tempo de amostragem v´ıdeo, no caso
da figura 6.9 para 100[ms]. Devido ao aumento do tempo de amostragem, no controlo
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Figura 6.8: Comparac¸a˜o das velocidades de junta durante o controlo visual, com e sem
a utilizac¸a˜o de filtros fuzzy. Tempo de amostragem de visa˜o 20[ms]. Cheio - com filtros
fuzzy. Trac¸o-ponto - sem filtros fuzzy. Cima - ε pequeno. Baixo - ε grande.
visual sem a aplicac¸a˜o de filtros fuzzy surgem oscilac¸o˜es indeseja´veis nas velocidades de
junta que sa˜o bastante diminu´ıdas quando estes sa˜o aplicados a` lei de controlo visual,
como se verifica na figura 6.9.
O comportamento do erro das caracter´ısticas do objecto na imagem durante o controlo
visual e´ apresentado na figura 6.10. O comportamento evidenciado e´ similar ao verificado
nos resultados de simulac¸a˜o apresentados anteriormente e esta´ de acordo com os gra´ficos
apresentados na figura 6.8. A figura 6.11 apresenta a trajecto´ria das caracter´ısticas do
objecto na imagem, no plano da imagem. A conclusa˜o da ana´lise teo´rica apresentada na
secc¸a˜o 5.2.1 e´ verificada, pois neste caso a trajecto´ria na˜o e´ uma linha recta. No entanto
quando na˜o se aplicaram os filtros fuzzy a trajecto´ria em linha recta na˜o foi atingida, como
observado nos resultados em simulac¸a˜o. Esta situac¸a˜o e´ devida ao facto da calibrac¸a˜o do
sistema roboˆ-caˆmara na˜o ser perfeita.
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Figura 6.10: Comparac¸a˜o do erro das caracter´ısticas do objecto na imagem, com e sem
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Figura 6.11: Comparac¸a˜o das trajecto´rias das caracter´ısticas do objecto na imagem.
Tempo de amostragem v´ıdeo 20[ms]. Cheio - com filtros fuzzy. Trac¸o-ponto - sem fil-
tros fuzzy. (+) posic¸a˜o desejada.
6.3.2 Aplicac¸a˜o ao caso do Planeamento de Trajecto´rias
Na presente sub-secc¸a˜o sa˜o apresentados e comparados, os resultados obtidos no controlo
visual cinema´tico com planeamento de trajecto´rias quando se aplicam os filtros fuzzy ao
erro das caracter´ısticas do objecto na imagem.
No caso das experieˆncias apresentadas nesta sub-secc¸a˜o foi planeada a trajecto´ria apre-
sentada na figura 6.15, entre a posic¸a˜o 2 e a posic¸a˜o 3, ver sub-secc¸a˜o 6.2, que corresponde
ao movimento do roboˆ entre a posic¸a˜o de junta inicial qi = [−pi2 ; pi2 ] e a posic¸a˜o de junta
final qf = [−pi6 ; pi6 ]. Nas experieˆncias foi utilizado o ganho λ = 2, referido em (5.9). Na
figura 6.12 e´ apresentada a sa´ıda da lei de controlo visual cinema´tico, as velocidades de
junta, durante o seguimento realizado pelo roboˆ a` trajecto´ria sp, definida no plano da ima-
gem. Verifica-se que com a aplicac¸a˜o dos filtros fuzzy a amplitude local das velocidades
de junta diminui. Esta diminuic¸a˜o contribuiu para que ao fim de 10 segundos, i.e. quando
se atinge a posic¸a˜o desejada das caracter´ısticas do objecto na imagem figura 6.14, o roboˆ
consumisse 97% da energia aplicada sem a utilizac¸a˜o dos filtros. Verifica-se tambe´m que
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Figura 6.12: Comparac¸a˜o das velocidades de junta durante o controlo visual com tra-
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nos instantes iniciais as velocidades de junta diminuem com a utilizac¸a˜o dos filtros fuzzy,
tal como sucedia no caso do regulador. A diminuic¸a˜o das velocidades nos instantes inici-
ais tem a desvantagem de aumentar o erro entre as caracter´ısticas do objecto na imagem
actuais e as planeadas, como se pode verificar na figura 6.13, levando tambe´m ao aumento
do tempo de estabelecimento em um segundo. No entanto, o erro entre as caracter´ısticas
do objecto na imagem desejadas e as actuais diminui exponencialmente, como se pode
verificar na figura 6.14.
Na figura 6.15 sa˜o apresentadas as trajecto´rias no plano da imagem. Tendo como base
a trajecto´ria planeada verifica-se que o controlador visual cinema´tico, com planeamento
de trajecto´ria, quando se aplicam, ou na˜o, os filtros fuzzy leva o roboˆ para a vizinhanc¸a
da posic¸a˜o desejada na imagem s∗ =
(
0 0
)T
. Saliente-se que a posic¸a˜o inicial das
trajecto´rias na˜o coincide, devido ao erro existente na detecc¸a˜o do centro´ide e ainda ao
erro de posicionamento do roboˆ.
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6.3.3 Concluso˜es da Aplicac¸a˜o de Filtros Fuzzy
A aplicac¸a˜o de filtros fuzzy ao controlo visual cinema´tico como foi realizada na secc¸a˜o 6.3,
permitiu comprovar a sua aplicabilidade e os resultados teo´ricos desejados e previstos na
secc¸a˜o 5.2. Assim, os filtros fuzzy permitem melhorar o desempenho das leis de controlo
visual cinema´tico baseadas na imagem.
No caso do regulador, ao serem utilizados filtros fuzzy, o torsor de velocidade da caˆmara e
as velocidades de junta do roboˆ sofrem uma diminuic¸a˜o nos instantes iniciais do controlo
visual, quando comparados com a sua na˜o utilizac¸a˜o. Conseguiu-se tambe´m diminuir as
oscilac¸o˜es indeseja´veis nas velocidades de junta e da caˆmara, devido ao controlo visual
ser inerentemente discreto. Como tambe´m seria de esperar os melhores resultados foram
obtidos quando o tempo de amostragem v´ıdeo e´ baixo, como verificado experimental-
mente. Os resultados foram verificados em simulac¸a˜o para o caso gene´rico de seis graus
de liberdade e no aparato experimental utilizado na presente tese. Foi tambe´m verificado
que a trajecto´ria das caracter´ısticas do objecto no plano da imagem deixaria de ser linear
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e passaria a ser quadra´tica, quando um func¸a˜o de pertenc¸a triangular fosse utilizada.
Quando os filtros fuzzy sa˜o aplicados ao caso de planeamento de trajecto´rias, verificou-se
a diminuic¸a˜o das velocidades de junta fornecidas pelo controlador. Neste caso a mar-
gem de melhoria e´ menor quando comparada com o caso do regulador, pois o erro entre
as caracter´ısticas do objecto na imagem entre dois instantes de tempo k consecutivos e´
tambe´m menor. No entanto a amplitude local das velocidades diminuiu bem como a sua
amplitude nos instantes iniciais.
6.4 Modelac¸a˜o Fuzzy
Na presente secc¸a˜o sa˜o apresentados e discutidos os resultados obtidos no processo de
identificac¸a˜o do modelo inverso fuzzy do aparato experimental, conforme descrito na sub-
secc¸a˜o 5.3.1. Seguindo a metodologia enta˜o definida e´ em primeiro lugar necessa´rio definir
a trajecto´ria sobre a qual os dados de entrada/sa´ıda, necessa´rios a` identificac¸a˜o do mo-
delo inverso, sera˜o observados e guardados. Posteriormente esses mesmos dados sera˜o
utilizados no processo de identificac¸a˜o off-line.
A trajecto´ria escolhida move o roboˆ, em linha recta, entre a posic¸a˜o de junta inicial
qi = [−pi2 ; pi2 ] e a posic¸a˜o de junta final qf = [−pi6 ; pi6 ] durante oito segundos. Estas posic¸o˜es
de junta referem-se a`s posic¸o˜es 2 e 3 definidas na sub-secc¸a˜o 6.2. As velocidades inicial e
final das juntas do roboˆ sa˜o nulas, para a trajecto´ria referida. As medic¸o˜es das varia´veis
necessa´rias a` identificac¸a˜o do modelo sa˜o obtidas directamente do aparato experimental
na configurac¸a˜o eye-in-hand, quando este se encontra a realizar o movimento com um
controlador PID de posic¸a˜o de junta.
O conjunto de pontos observados e guardados para identificar o modelo inverso fuzzy
conte´m 575 elementos, com o tempo de amostragem de visa˜o 0.02[seg]. A figura 6.16
apresenta os dados de entrada, i.e. as posic¸o˜es de junta q1(k) e q2(k), e a variac¸a˜o das
caracter´ısticas do objecto na imagem δsx(k) e δsy(k), usadas para a identificac¸a˜o.
6.4. MODELAC¸A˜O FUZZY 115
0 2 4 6 8 10 12
−2
−1
0
1
2
Tempo [seg]
Po
siç
ão
 d
e 
Ju
nt
a 
[ra
d]
0 2 4 6 8 10
−200
−150
−100
−50
0
Tempo [seg]
V
ar
ia
çã
o 
[p
ixe
l]
Figura 6.16: Dados de entrada/sa´ıda para a identificac¸a˜o do modelo inverso. Cima:
posic¸o˜es de junta. Baixo: variac¸a˜o das caracter´ısticas do objecto na imagem.
Note-se ainda que para identificar o modelo inverso de um sistema, na˜o se pode sim-
plesmente trocar as entradas com as sa´ıdas e as sa´ıdas com as entradas. Uma vez que
o modelo inverso, como descrito em (5.23), e´ um sistema na˜o-causal, a sa´ıda do modelo
inverso devera´ ser atrasada um passo no tempo [124].
Os resultados da validac¸a˜o do modelo inverso fuzzy obtido sa˜o apresentados na figura 6.17,
nomeadamente a sa´ıda do modelo, velocidades de junta δq. Com esta abordagem sa˜o
identificados dois modelos, um para cada velocidade de junta, uma vez que a modelac¸a˜o
fuzzy foi apresentada na secc¸a˜o 5.3 para sistemas MISO. Considerando o crite´rio de perfor-
mance variance accounted for (VAF), os modelos identificados obtiveram VAFs de 99,01%
e 87,95% para a velocidade da junta 1 e velocidade da junta 2, respectivamente. Quando
VAF toma o valor de 100%, existe uma correspondeˆncia perfeita entre o modelo iden-
tificado e o sistema real. Atrave´s dos resultados apresentados verifica-se que o modelo
inverso fuzzy para a velocidade da junta 1 e´ preciso, mas o n´ıvel de precisa˜o diminui no
modelo inverso fuzzy para a velocidade da junta 2. No entanto os modelos identificados
sa˜o suficientes para obter um controlador preciso, como se ira´ verificar na secc¸a˜o 6.5.
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Figura 6.17: Validac¸a˜o do modelo inverso fuzzy (velocidades de junta). Cheio – valor real
do dado de sa´ıda. Trac¸o-ponto – sa´ıda do modelo inverso fuzzy.
Relativamente aos paraˆmetros dos modelos inverso fuzzy, quatro regras (clusters) revelaram-
se suficientes para a obtenc¸a˜o dos bons resultados descritos no para´grafo anterior. Assim
o modelo inverso identificado fuzzy tem oito regras no total, quatro para cada sa´ıda, δq1
e δq2.
Em seguida sa˜o apresentadas as regras para o modelo inverso fuzzy associado a` velocidade
de junta δq1:
1. If δq1(k − 1) is A11 and q1 is A12 and q2 is A13
and δsx is A14 and δsy is A15 then
δq1(k) = 3.68 · 10−1δq1(k − 1) + 1.17q1 +
+0 · q2 − 5.10 · 10−3δsx + 2.91 · 10−3δsy + 5.65 · 10−1 (6.2)
2. If δq1(k − 1) is A21 and q1 is A22 and q2 is A23
and δsx is A24 and δsy is A25 then
δq1(k) = 8.88 · 10−1δq1(k − 1) + 2.61 · 10−1q1 +
+0 · q2 − 4.36 · 10−6δsx − 8.72 · 10−4δsy + 2.26 · 10−1 (6.3)
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Figura 6.18: Func¸o˜es de pertenc¸a Aij obtidas para a sa´ıda δq1.
3. If δq1(k − 1) is A31 and q1 is A32 and q2 is A33
and δsx is A34 and δsy is A35 then
δq1(k) = −9.55 · 10−2δq1(k − 1)− 8.57 · 10−2q1 +
+0 · q2 − 3.53 · 10−3δsx + 2.66 · 10−3δsy + 3.74 · 10−3 (6.4)
4. If δq1(k − 1) is A41 and q1 is A42 and q2 is A43
and δsx is A44 and δsy is A45 then
δq1(k) = 1.06 · 10−1δq1(k − 1) + 1.27 · 10−1q1 +
+0 · q2 − 3.83 · 10−3δsx + 1.47 · 10−3δsy + 2.42 · 10−2 (6.5)
As func¸o˜es de pertenc¸a obtidas atrave´s da projecc¸a˜o dos clusters para a sa´ıda do modelo
δq1, sa˜o apresentadas na figura 6.18.
As regras para o modelo inverso fuzzy associado a` velocidade de junta δq2, sa˜o as seguintes:
1. If δq2(k − 1) is A11 and q1 is A12 and q2 is A13
and δsx is A14 and δsy is A15 then
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δq2(k) = 8.84 · 10−1δq2(k − 1) + 5.81 · 10−1q1 +
+0 · q2 + 3.08 · 10−3δsx − 4.09 · 10−3δsy + 5.14 · 10−1 (6.6)
2. If δq2(k − 1) is A21 and q1 is A22 and q2 is A23
and δsx is A24 and δsy is A25 then
δq2(k) = 8.16 · 10−1δq2(k − 1)− 6.62 · 10−1q1 +
+0 · q2 + 5.25 · 10−3δsx − 1.12 · 10−3δsy − 2.32 · 10−1 (6.7)
3. If δq2(k − 1) is A31 and q1 is A32 and q2 is A33
and δsx is A34 and δsy is A35 then
δq2(k) = 7.20 · 10−1δq2(k − 1)− 2.87 · 10−1q1 +
+0 · q2 − 3.59 · 10−3δsx + 1.50 · 10−3δsy − 6.92 · 10−1 (6.8)
4. If δq2(k − 1) is A41 and q1 is A42 and q2 is A43
and δsx is A44 and δsy is A45 then
δq2(k) = 7.28 · 10−1δq2(k − 1)− 7.93 · 10−2q1 +
+0 · q2 + 8.46 · 10−4δsx + 1.46 · 10−3δsy − 3.22 · 10−2 (6.9)
As func¸o˜es de pertenc¸a obtidas atrave´s da projecc¸a˜o dos clusters para a sa´ıda do modelo
δq2, sa˜o apresentadas na figura 6.19.
6.5 Controlo Fuzzy
Na presente secc¸a˜o sa˜o apresentados e discutidos os resultados da aplicac¸a˜o do controlo
baseado no modelo inverso fuzzy, utilizando compensac¸a˜o fuzzy. Os resultados obtidos
por esta abordagem sera˜o ainda comparados com o resultado da aplicac¸a˜o do controlo
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Figura 6.19: Membership functions Aij obtained for the output δq2.
visual cinema´tico baseado na imagem, com planeamento da trajecto´ria. Ambas as im-
plementac¸o˜es foram realizadas no aparato experimental, com a configurac¸a˜o eye-in-hand,
utilizado nesta tese.
A trajecto´ria linear definida no plano da imagem para o controlo visual cinema´tico baseado
na imagem, tem como posic¸a˜o inicial e posic¸a˜o final respectivamente as posic¸o˜es 2 e 3 defi-
nidas na sub-secc¸a˜o 6.2, a que correspondem as posic¸o˜es no espac¸o de junta qi = [−pi2 ; pi2 ],
qf = [−pi6 ; pi6 ] e no plano da imagem, s = [154; 213] e s∗ = [0; 0]. Que coincidem com os
pontos iniciais e finais da trajecto´ria tambe´m linear utilizada na identificac¸a˜o do modelo
inverso fuzzy. Ambas as trajecto´rias teˆm a durac¸a˜o de oito segundos.
A comparac¸a˜o entre o controlo baseado no modelo inverso fuzzy e o controlo visual ci-
nema´tico baseado na imagem e´ apresentada na figura 6.20. Nesta figura pode-se verificar
que ambos os controladores atingem a vizinhanc¸a da posic¸a˜o desejada, no que respeita
a`s caracter´ısticas do objecto na imagem. Esta vizinhanc¸a e´ definida num intervalo de 10
pixels em torno da posic¸a˜o desejada, que corresponde a` zona morta dos actuadores das
juntas. Todavia e como se pode verificar na figura 6.22, a trajecto´ria devida ao controlo
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Figura 6.20: Erro das caracter´ısticas do objecto na imagem, e, durante o controlo. Cheio
– controlo fuzzy. Trac¸o-ponto – controlo visual cinema´tico baseado na imagem.
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Figura 6.21: Velocidade das juntas do roboˆ, q˙, durante o controlo. Cheio – controlo fuzzy.
Trac¸o-ponto – controlo visual cinema´tico baseado na imagem.
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Figura 6.22: Trajecto´ria das caracter´ısticas do objecto na imagem s, no plano da imagem.
Cheio – controlo fuzzy. Trac¸o-ponto – controlo visual cinema´tico baseado na imagem.
baseado no modelo inverso fuzzy na˜o e´ uma linha recta e tambe´m na˜o corresponde a`
obtida pelo controlo visual cla´ssico baseado na imagem com trajecto´ria planeada. Tal
facto deve-se a que a trajecto´ria utilizada para a identificac¸a˜o do modelo, na˜o ser linear
no plano da imagem, mas sim no espac¸o de junta do roboˆ, como descrito na secc¸a˜o 6.4.
Para melhor comparar as das abordagens e´ necessa´rio verificar a evoluc¸a˜o das veloci-
dades de junta ao longo da trajecto´ria, para concluir acerca da sua suavidade. Assim,
na figura 6.21 sa˜o apresentadas as referidas velocidades, onde se pode verificar que a
aplicac¸a˜o do controlo visual cinema´tico baseado na imagem apresenta maiores oscilac¸o˜es
na execuc¸a˜o da mesma trajecto´ria. Ainda se pode verificar que no final da trajecto´ria
planeada, oito segundos, o controlo cinema´tico baseado na imagem ainda na˜o atingiu o
regime estaciona´rio. A posic¸a˜o desejada so´ e´ atingida ao fim de 10 segundos. Para apro-
ximar o tempo de estabelecimento dos dois controladores em torno dos oito segundos,
bastaria aumentar o ganho proporcional do controlador cinema´tico baseado na imagem.
Todavia esta alterac¸a˜o iria provocar maiores oscilac¸o˜es nas velocidades de junta do roboˆ,
o que seria de todo indeseja´vel do ponto de vista de controlo.
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Os resultados experimentais obtidos nesta secc¸a˜o, figuras 6.20 e 6.22 mostram que o
controlo baseado no modelo inverso fuzzy permite alcanc¸ar a posic¸a˜o desejada no plano
da imagem, tal como a abordagem cla´ssica do controlo visual cinema´tico baseado na
imagem. Todavia, o comportamento das velocidades de junta e o tempo necessa´rio para
atingir o regime estaciona´rio, levam a` conclusa˜o que a performance do controlador baseado
no modelo fuzzy e´ melhor. Conclui-se tambe´m que com este tipo de controlo os problemas
cla´ssicos associados ao jacobiano e a` calibrac¸a˜o sa˜o ultrapassados, pois na˜o e´ necessa´rio
obter e inverter o jacobiano anal´ıtico, nem ta˜o pouco calibrar o sistema roboˆ-caˆmara.
6.6 Controlo Visual Dinaˆmico
Na presente secc¸a˜o sa˜o apresentados os resultados experimentais da aplicac¸a˜o das leis
de controlo definidas no cap´ıtulo 4, i.e. a extensa˜o ao controlador proposto por Kelly
[76] e o controlo visual dinaˆmico baseado em posic¸a˜o. Os resultados obtidos por ambos
os controladores sa˜o comparados entre si e com o controlo visual cinema´tico baseado na
imagem. A tarefa a realizar por ambos os controladores e´ movimentar o roboˆ entre as
posic¸o˜es 1 e 3 definidas na sub-secc¸a˜o 6.2. Estas posic¸o˜es correspondem, no espac¸o de
junta qi = [0; 0], qf = [−pi6 ; pi6 ] e no plano da imagem, s = [−143;−27] e s∗ = [0; 0].
Saliente-se que estes resultados podem ser comparados com os obtidos pelo controlo visual
cinema´tico baseado na imagem, ver sub-secc¸a˜o 6.7.1.
Uma vez que o roboˆ do aparato experimental se move num plano horizontal, e´ poss´ıvel
simplificar ambos os controladores descritos no cap´ıtulo 4. Isto e´, na˜o existem forc¸as
grav´ıticas a perturbar o sistema e nas equac¸o˜es (4.2) e (4.9), os respectivos termos sa˜o
nulos.
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Figura 6.23: Erro das caracter´ısticas do objecto na imagem s, no plano da imagem, com
a extensa˜o do controlador dinaˆmico - Kelly.
6.6.1 Extensa˜o do Controlador Dinaˆmico - Kelly
A extensa˜o ao controlador proposto por Kelly [76], foi especialmente projectada para um
roboˆ planar de dois graus de liberdade, sendo que apenas um ponto do alvo e´ necessa´rio
ao controlo. Na experieˆncia apresentada nesta sub-secc¸a˜o, a matriz de rotac¸a˜o e´ calculada
utilizando a expressa˜o:
cRo = (
0Re · eRc)−1 · 0Ro
em que 0Re e´ calculada utilizando a cinema´tica directa do roboˆ, e
eRc foi definida na
sub-secc¸a˜o 6.2. Este ca´lculo e´ poss´ıvel pois 0Ro foi medido manualmente e e´ definido por:
0Ro =
 0 1 01 0 0
0 0 1

Na experieˆncia apresentada foram escolhidos os ganhos Kp = 0.115 e Kd = 2 por forma
a minimizar o sobre-impulso da resposta. Ao aumentar Kp a resposta e´ mais ra´pida mas
com maior sobre-impulso. Esta escolha melhora ainda a trajecto´ria na imagem, uma vez
que o sobre-impulso na˜o e´ elevado.
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Figura 6.24: Trajecto´ria das caracter´ısticas do objecto na imagem s, no plano da imagem,
com a extensa˜o do controlador dinaˆmico - Kelly. ’+’ posic¸a˜o final.
Na figura 6.23 e´ apresentado o erro das caracter´ısticas do objecto na imagem s, no plano
da imagem, em que na˜o se verifica sobre-impulso. A correspondente trajecto´ria na ima-
gem e´ apresentada na figura 6.24, sendo que o erro perto da posic¸a˜o final e´ de treˆs pixels,
em valor absoluto.
6.6.2 Controlo Visual Dinaˆmico, eye-in-hand, baseado em posic¸a˜o
O controlo visual dinaˆmico apresentado na presente tese e´ verificado experimentalmente
na presente sub-secc¸a˜o, atrave´s dos resultados apresentados, considerando o erro da pose
do objecto relativamente a` caˆmara e a trajecto´ria dos pontos na imagem (necessa´rios para
a reconstruc¸a˜o on-line da pose).
A pose do objecto relativamente a` caˆmara, a que corresponde a posic¸a˜o 3 definida na
sub-secc¸a˜o 6.2, e´ dada pelo vector:
s∗3D =
[
0.092 −0.039 1.1 0 0 1.5 ]T
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Figura 6.25: Erro das caracter´ısticas do objecto na imagem s, no plano da imagem, com
o controlador visual dinaˆmico baseado em posic¸a˜o.
Uma vez que o eixo o´ptico da caˆmara e´ paralelo ao eixo Z do roboˆ e perpendicular
ao plano do objecto e do movimento do roboˆ, a projecc¸a˜o perspectiva fraca e´ uma boa
aproximac¸a˜o a` projecc¸a˜o perspectiva total. Assim o algoritmo de Dementhon & Davis,
descrito na sub-secc¸a˜o 2.4.2, e´ utilizado para estimar a pose do objecto relativamente a`
caˆmara.
As caracter´ısticas especiais do aparato experimental, i.e. o plano da imagem ser paralelo
ao plano do movimento do roboˆ, permitem simplificar o algoritmo de estimac¸a˜o da pose.
A terceira coordenada do vector de erro (3.22) e´ constante durante o movimento do roboˆ,
pois a distaˆncia entre os dois planos e´ constante. A quarta e quinta coordenadas do mesmo
vector de erro sa˜o nulas, pois na˜o existe movimento de rotac¸a˜o segundo esses eixos.
Atrave´s da figura 6.25 verifica-se que o movimento de rotac¸a˜o e´ praticamente nulo, para
a tarefa especificada, pois a sexta coordenada do vector de erro se manteve constante
durante o movimento. Verifica-se portanto que o principal movimento foi devido ao mo-
vimento de translacc¸a˜o no plano do roboˆ.
Na figura 6.25 e´ apresentado o erro das caracter´ısticas do objecto na imagem s, no plano
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Figura 6.26: Trajecto´ria dos pontos necessa´rios a` reconstruc¸a˜o da pose, com o controlador
visual dinaˆmico baseado em posic¸a˜o. ’+’ posic¸a˜o final.
da imagem. A correspondente trajecto´ria na imagem dos quatro pontos utilizados para
reconstruir a rotac¸a˜o e translac¸a˜o e´ apresentada na figura 6.26, sendo que o erro perto da
posic¸a˜o final e´ de cinco pixels em valor absoluto.
6.6.3 Concluso˜es sobre o Controlo Visual Dinaˆmico
Nesta secc¸a˜o foram apresentados os resultados obtidos com os controladores apresentados
no cap´ıtulo 4. Estes dois controladores constituem a contribuic¸a˜o ao controlo visual
dinaˆmico de roboˆs manipuladores. A primeira contribuic¸a˜o foi a extensa˜o ao controlador
de Kelly [76], para a configurac¸a˜o eye-in-hand. A segunda contribuic¸a˜o foi o controlador
visual dinaˆmico baseado em posic¸a˜o.
E´ oportuno nesta sub-secc¸a˜o constatar que a extensa˜o ao controlador de Kelly [76], permite
controlar o roboˆ sem a utilizac¸a˜o dos paraˆmetros intr´ınsecos da caˆmara e da profundidade
Z, o que na˜o sucede com o controlador proposto por Kelly [77]. No entanto a abordagem
proposta nesta tese apenas e´ aplica´vel a um roboˆ de dois graus de liberdade, em contraste
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com o caso mais geral do controlador proposto por Kelly [77]. O controlador visual
dinaˆmico baseado em posic¸a˜o, proposto nesta tese, tem a particularidade de ser tambe´m
aplica´vel a um roboˆ com mais de dois graus de liberdade.
Ambos os controladores propostos teˆm como principal vantagem, relativamente ao con-
trolo visual cinema´tico, o facto de o jacobiano na˜o ter que ser invertido. Apenas e´ utilizado
o jacobiano transposto em ambas as leis de controlo. A escolha entre os dois controlado-
res propostos depende da aplicac¸a˜o em estudo e das caracter´ısticas do objecto na imagem
dispon´ıveis. Uma desvantagem da aplicac¸a˜o do controlo visual dinaˆmico aos roboˆs actu-
almente existentes no mercado, e´ o facto de que nestes roboˆs na˜o estar dispon´ıvel o acesso
aos bina´rios dos roboˆs para que se possa actuar directamente nos motores.
6.7 Abordagens Cla´ssicas
6.7.1 Controlo Visual Cinema´tico Baseado na Imagem
Na presenta sub-secc¸a˜o sa˜o apresentados os resultados obtidos experimentalmente durante
o controlo visual cinema´tico baseado na imagem do roboˆ manipulador presente no apa-
rato experimental, anexo B. A tarefa a realizar pelo controlador consiste em movimentar
o roboˆ entre as posic¸o˜es 1 e 3 definidas na sub-secc¸a˜o 6.2. Estas posic¸o˜es correspon-
dem as posic¸o˜es no espac¸o de junta qi = [0; 0], qf = [−pi6 ; pi6 ] e no plano da imagem,
s = [−143;−27] e s∗ = [0; 0]. Os resultados obtidos podem ainda ser comparados com
os obtidos durante o controlo visual dinaˆmico (extensa˜o do controlador Kelly [76]).
Em [55], foram apresentados os resultados obtidos, durante o controlo visual baseado na
imagem, com a utilizac¸a˜o de va´rios tipos de controladores PID e com diferentes nu´meros
de caracter´ısticas do objecto na imagem, neste caso pontos. Na presente tese na˜o se ira˜o
apresentar todos os resultados, apenas os obtidos pelo controlador proporcional (3.20) com
ganho λ = 0.95 e com um ponto como caracter´ıstica do objecto na imagem. Saliente-se
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que com a introduc¸a˜o de um controlador PID a equac¸a˜o (3.20) fica:
q˙ = −Jˆ2D−1 ·
(
λ · (s− s∗) +Kd d(s−s∗)dt +Ki ·
∫
(s− s∗)dt
)
(6.10)
Na figura 6.27 e´ apresentado o erro das caracter´ısticas do objecto na imagem, durante
o controlo efectuado pelo controlador visual cinema´tico baseado na imagem. Verifica-se
que existe um deca´ımento exponencial do erro, apo´s um sobre-impulso inicial. Depois do
sobre-impulso a trajecto´ria das caracter´ısticas no plano da imagem aproxima-se a uma
linha recta, figura 6.28, como e´ caracter´ıstica deste tipo de controlador. As velocidades de
junta do roboˆ teˆm o comportamento esperado, figura 6.29, pois para o caso do regulador
a velocidade inicial e´ alta e diminui ate´ ao valor zero, quando perto da posic¸a˜o desejada.
Note-se no gra´fico que, quando no regime estaciona´rio, a velocidade na˜o e´ nula pois o erro
das caracter´ısticas do objecto na imagem tambe´m na˜o e´ nulo. Assim a lei de controlo
visual indica uma velocidade a seguir na˜o nula, mas que o roboˆ na˜o consegue seguir devido
a`s caracter´ısticas deste (na˜o-linearidades). O erro verificado nas caracter´ısticas da imagem
e´ na ordem dos 5 pixels, em valor absoluto, o que vem em consonaˆncia com os resultados
obtidos como todos os outros controladores.
6.7.2 Controlo Visual Cinema´tico Hı´brido
Na presente sub-secc¸a˜o e´ apresentado o resultado obtido para a aplicac¸a˜o do controlo vi-
sual h´ıbrido ao roboˆ planar existente no aparato experimental. Para tal foi utilizada uma
toolbox de visual servoing [51, 52] desenvolvida para simular as leis de controlo antes da
passagem para a plataforma experimental. A toolbox conte´m tambe´m o modelo do roboˆ
planar. Saliente-se aqui o facto de que esta permite a utilizac¸a˜o dos algoritmos desenvol-
vidos na fase de simulac¸a˜o directamente no software de controlo do aparato experimental,
como descrito no anexo B.
A lei de controlo visual h´ıbrido simulada na toolbox de visual servoing foi a desenvolvida
por Malis, 21
2
D visual servoing [91]. Por forma a ser poss´ıvel obter resultados para este
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Figura 6.27: Erro das caracter´ısticas do objecto na imagem s, no plano da imagem, com
o controlador visual baseado na imagem.
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Figura 6.28: Trajecto´ria das caracter´ısticas do objecto na imagem s, no plano da imagem,
com o controlador visual baseado na imagem. ’+’ posic¸a˜o final.
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Figura 6.29: Velocidades das juntas dos roboˆ, com o controlador visual baseado na ima-
gem.
tipo de controlador foi necessa´rio alterar a configurac¸a˜o do sistema roboˆ-caˆmara, i.e. a
caˆmara esta´ a olhar para a frente e colocada no seguimento do segundo elo do roboˆ. Assim
a profundidade Z deixa de ser constante, como o foi na configurac¸a˜o utilizada no aparato
experimental. Saliente-se que a caˆmara utilizada e´ a mesma das experieˆncias anteriores.
Em [51] foram apresentados os resultados obtidos para o controlo visual h´ıbrido 21
2
D,
quando a estimac¸a˜o da rotac¸a˜o e da translacc¸a˜o foi obtida com base na matriz de homo-
grafia e fundamental. Os resultados apresentados nesta tese dizem respeito aos obtidos
pela matriz de homografia, visto que o objecto utilizado e´ planar. Uma vez que o roboˆ
na˜o tem punho na˜o e´ necessa´rio controlar o movimento rotac¸a˜o, sendo que o vector de
erro se resume a`s treˆs primeiras coordenadas de (3.35), i.e. as coordenadas do ponto e a
relac¸a˜o de profundidades.
A posic¸a˜o desejada dos pontos na imagem em coordenadas da imagem e´ definida por:
s∗ =
( −13 −156 −13 156 295 −160 295 160 )T
6.7. ABORDAGENS CLA´SSICAS 131
sendo que a posic¸a˜o inicial e´ definida por:
si =
( −53 −163 −56 163 258 −163 258 163 )T
Verifica-se que utilizando a lei de controlo h´ıbrido 21
2
D, o roboˆ atinge a posic¸a˜o desejada
com um deca´ımento exponencial das caracter´ısticas do objecto na imagem, como se pode
verificar na figura 6.30. Na figura 6.31 pode-se confirmar uma trajecto´ria linear dos
quatro pontos utilizados para estimar a homografia, pois apenas pode existir movimento
na direcc¸a˜o u da imagem, devido a` configurac¸a˜o da caˆmara. O erro verificado na direcc¸a˜o
v deve-se a que a simulac¸a˜o da captura da imagem tem um erro aleato´rio associado
de no ma´ximo 10 pixels, com distribuic¸a˜o normal. Na figura 6.32 pode verificar-se o
andamento das velocidade de junta requeridas ao roboˆ, i.e. sa´ıdas da lei de controlo
visual. Nota-se que quando o roboˆ se aproxima da posic¸a˜o desejada as velocidades tomam
valores oscilato´rios, uma vez que a estimac¸a˜o da matriz de homografia e tambe´m da
matriz fundamental piora a sua performance. A forma de obviar este problema e´, quando
o roboˆ se aproximar da posic¸a˜o desejada, i.e. dentro de uma vizinhanc¸a pre´-definida,
comutar o controlo para o controlo visual cinema´tico baseado na imagem. Assim evita-se
a instabilidade na estimac¸a˜o da matriz de homografia ou fundamental, junto da posic¸a˜o
desejada. Note-se que como o roboˆ esta´ pro´ximo da posic¸a˜o desejada, o controlo visual
cinema´tico baseado na imagem pode ser utilizado com garantias de convergeˆncia.
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Figura 6.30: Erro das caracter´ısticas do objecto na imagem s, no plano da imagem, com
o controlador visual h´ıbrido (21
2
D).
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Figura 6.31: Trajecto´ria das caracter´ısticas do objecto na imagem s, no plano da imagem,
com o controlador visual h´ıbrido (21
2
D). ’+’ posic¸a˜o final.
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Figura 6.32: Velocidades das juntas dos roboˆ, com o controlador visual h´ıbrido (21
2
D).
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Cap´ıtulo 7
Concluso˜es
O presente cap´ıtulo apresenta uma breve su´mula do trabalho e das contribuic¸o˜es apresen-
tadas ao longo desta tese. Sa˜o ainda apresentados e discutidos alguns aspectos relevantes
sobre os temas abordados na presente tese, pass´ıveis de desenvolvimentos futuros.
7.1 Suma´rio e Contribuic¸o˜es
A presente tese abordou o controlo visual de roboˆs manipuladores, sendo propostas va´rias
soluc¸o˜es validadas num aparato experimental desenvolvido para o efeito.
No cap´ıtulo um foi introduzido o tema e o porqueˆ da utilizac¸a˜o do controlo visual de
roboˆs. No cap´ıtulo dois foi apresentada a teoria e algoritmos de visa˜o por computador,
necessa´rios para a execuc¸a˜o das soluc¸o˜es de controlo visual propostas na tese. Particu-
larmente importante e´ o algoritmo de estimac¸a˜o da pose de um objecto relativamente
a` caˆmara, e os algoritmos de estimac¸a˜o das matrizes fundamental e homografia, para
posterior estimac¸a˜o do movimento da caˆmara.
O estado da arte sobre o controlo visual de roboˆs manipuladores foi apresentado no
cap´ıtulo treˆs. Em primeiro lugar foram abordados os algoritmos cla´ssicos baseados em
imagem e posic¸a˜o, tambe´m designados por 2D e 3D respectivamente, para em seguida
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apresentar as leis de controlo h´ıbridas. Actualmente tem-se verificado um grande inte-
resse por estas u´ltimas, pois conseguem conjugar va´rios controladores e retirar o maior
partido de cada um deles para realizar uma dada tarefa. O controlo visual dinaˆmico e´
tambe´m apresentado, assim como as principais contribuic¸o˜es existentes na literatura. O
modelo de interacc¸a˜o entre o roboˆ e as caracter´ısticas do objecto da imagem, i.e. o jacobi-
ano da imagem, pode tambe´m ser estimado conforme apresentado na secc¸a˜o 3.5. A soluc¸a˜o
baseada no planeamento off-line da trajecto´ria na imagem foi tambe´m apresentada.
Em seguida sa˜o apresentadas as principais contribuic¸o˜es da presente tese, todas verificadas
experimentalmente:
1. Extensa˜o do controlador visual dinaˆmico de Kelly. Na sub-secc¸a˜o 4.3.1 foi
desenvolvida a extensa˜o ao controlador visual dinaˆmico proposto por Kelly. Este
novo controlador tem a particularidade de ser desenvolvido para um roboˆ manipu-
lador planar com dois graus de liberdade na configurac¸a˜o eye-in-hand.
2. Desenvolvimento e implementac¸a˜o de um controlador visual dinaˆmico
baseado em posic¸a˜o. Na sub-secc¸a˜o 4.3.2 foi apresentado o controlador visual
dinaˆmico baseado em posic¸a˜o, em que a pose do objecto relativamente a` caˆmara
foi utilizada como caracter´ıstica do objecto. Esta caracter´ıstica foi estimada expe-
rimentalmente utilizando o algoritmo de Dementhon & Davis.
3. Ana´lise de estabilidade do controlador visual dinaˆmico baseado em posic¸a˜o.
Na secc¸a˜o 4.4 foi demonstrada a estabilidade assimpto´tica da lei de controlo visual
dinaˆmico baseado em posic¸a˜o, sendo que a mesma ana´lise se aplica tambe´m a` ex-
tensa˜o do controlador visual dinaˆmico de Kelly.
4. Aplicac¸a˜o de filtros fuzzy ao controlo visual cinema´tico. Na secc¸a˜o 5.2 foram
definidos os filtros fuzzy e a motivac¸a˜o para a sua utilizac¸a˜o em controlo visual.
Estes filtros melhoram o desempenho do controlo visual, ao diminuir as velocidades
de junta nos instantes iniciais e tambe´m ao atenuar o cara´cter oscilato´rio destas
quando o tempo de amostragem de visa˜o e´ elevado.
7.2. DISCUSSA˜O 137
5. Desenvolvimento de um novo modelo de interacc¸a˜o roboˆ-caˆmara. Na
secc¸a˜o 5.3 foi apresentada a metodologia para a identificac¸a˜o do modelo do sis-
tema roboˆ-caˆmara. Para tal foram identificadas as entradas e sa´ıdas do sistema
para posterior modelac¸a˜o fuzzy, a partir dos dados de entrada/sa´ıda observados.
6. Desenvolvimento e implementac¸a˜o de um novo controlador baseado no
modelo inverso fuzzy. Na secc¸a˜o 5.4 foi utilizado o modelo inverso fuzzy, identifi-
cado pela metodologia proposta nesta tese, para o controlo do sistema roboˆ-caˆmara.
Foi ainda utilizado no anel de controlo uma compensador fuzzy para compensar
eventuais discrepaˆncias entre o modelo identificado e o real.
7. Desenvolvimento de um aparato experimental para controlo visual. No
anexo B foi apresentado o aparato experimental desenvolvido, temo como base um
roboˆ manipulador planar de dois graus de liberdade. A este roboˆ foi acoplada
uma caˆmara CCD no elemento terminal. Para o controlo do roboˆ foi desenvolvido
software espec´ıfico, baseado na plataforma MatLab Simulink xPC. Para a obtenc¸a˜o
da informac¸a˜o visual foi tambe´m desenvolvido software espec´ıfico, baseado na placa
de aquisic¸a˜o Matrox Meteor II.
No cap´ıtulo 6, foram apresentados os resultados da implementac¸a˜o no aparato experi-
mental dos controladores e filtros apresentados nos cap´ıtulos 4 e 5 e sub-secc¸a˜o 3.3.1. O
controlo visual h´ıbrido, 21
2
D, foi implementado na plataforma de simulac¸a˜o desenvolvida
durante a tese. Esta plataforma foi tambe´m utilizada na simulac¸a˜o de todos os tipos de
controlo visual de roboˆs manipuladores apresentados na presente tese.
7.2 Discussa˜o
A presente tese abordou va´rios algoritmos para controlo visual de roboˆs manipuladores.
Tendo como base os algoritmos apresentados e desenvolvidos, e´ importante reflectir sobre
138 CAPI´TULO 7. CONCLUSO˜ES
algumas questo˜es que surgiram no decorrer dos trabalhos da tese:
• Qual a importaˆncia da informac¸a˜o visual na lei de controlo visual?
A dependeˆncia das leis de controlo na informac¸a˜o visual sobre o objecto a manipular
foi verificada na presente tese, atrave´s do estado da arte e nas experieˆncias reali-
zadas. Para cada informac¸a˜o visual e´ constru´ıdo o modelo de interacc¸a˜o anal´ıtico
que relaciona o movimento da caˆmara com o movimento das caracter´ısticas do ob-
jecto na imagem, i.e. o jacobiano da imagem. A informac¸a˜o visual do objecto a
extrair da imagem e´ de importaˆncia fulcral em controlo visual, pois e´ responsa´vel
pelo jacobiano da imagem e logo pelo comportamento da lei de controlo. Para
ale´m da construc¸a˜o do jacobiano da imagem e´ ainda importante extrair as carac-
ter´ısticas do objecto em imagens sucessivas e em ambientes de trabalho complexos,
i.e. na˜o-estruturados. Como premissa desta tese, todos os trabalhos desenvolvidos
foram direccionados para os problemas associados ao controlo. Este facto foi desde
o in´ıcio tido em conta, nomeadamente no desenvolvimento do aparato experimental
e na escolha de um alvo planar constitu´ıdo por LED’s, de forma a facilitar o pro-
cessamento da imagem capturada.
• Controlo visual dinaˆmico ou controlo visual cinema´tico?
Foi abordada na tese o controlo do roboˆ directamente com bina´rios vindos da lei
de controlo visual, i.e. o controlo visual dinaˆmico, e o controlo visual cinema´tico
em que e´ fornecido ao roboˆ a velocidade de junta a seguir durante o controlo. Esta
segunda abordagem necessita da utilizac¸a˜o de um anel interior para o controlo da
velocidade de junta. Atrave´s dos resultados obtidos na presente tese, verificou-se
atrave´s das experieˆncias realizadas que ao controlo visual dinaˆmico esta´ associado
um melhor comportamento na resposta, tendo-se ainda demonstrado a estabilidade
assimpto´tica da lei de controlo. No entanto, apenas se verificou na bibliografia, ex-
perieˆncias com roboˆs manipuladores, no ma´ximo com dois graus de liberdade. Este
facto e´ justificado pelo facto de os roboˆs manipuladores industriais dispon´ıveis na
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mercado terem na sua maioria os controladores fechados, i.e. na˜o permitem o acesso
aos bina´rios, sugerindo tambe´m a barreira a` expansa˜o do controlo visual dinaˆmico.
Assim a maioria do controlo visual de roboˆs manipuladores e´ cinema´tico, tendo a
vantagem de separar completamente a lei de controlo de visa˜o da cinema´tica do
roboˆ, desde que a lei de controlo em velocidade esteja baseada na velocidade do
elemento terminal.
• O porqueˆ da utilizac¸a˜o de modelos de interacc¸a˜o estimados?
Os modelos de interacc¸a˜o anal´ıticos teˆm a particularidade de depender das carac-
ter´ısticas do objecto na imagem utilizadas e da calibrac¸a˜o do sistema roboˆ-caˆmara.
Esta u´ltima dependeˆncia tem vindo a ser esbatida nos u´ltimos anos, devido a` identi-
ficac¸a˜o de valores limite para o erro associado a` calibrac¸a˜o da caˆmara. A estimac¸a˜o
do modelo de interacc¸a˜o tem vindo a ser utilizada no controlo visual para resolver
as dependeˆncias anteriores e tornar a lei de controlo independente da calibrac¸a˜o do
sistema. Esta estimac¸a˜o pode ser realizada atrave´s de modelos ou de te´cnicas de
aprendizagem, como a utilizada na presente tese. Com a utilizac¸a˜o de modelos de
interacc¸a˜o estimados, a utilizac¸a˜o de um conjunto de pontos como caracter´ısticas
do objecto na imagem e´ suficiente, por exemplo os cantos do objecto, sendo estes
relativamente fa´ceis de extrair da imagem. Assim, a procura de novas caracter´ısticas
do objecto na imagem com o intuito de melhorar o desempenho da lei de controlo,
como tem sido realizado com os modelos anal´ıticos, na˜o seria necessa´ria.
7.3 Trabalho Futuro
Va´rias direcc¸o˜es podem ser definidas para trabalho futuro, relativamente ao trabalho
desenvolvido na presente tese.
Uma das limitac¸o˜es do aparato experimental utilizado e´ o nu´mero de graus de liberdade
do roboˆ manipulador. Logo, va´rios trabalhos podem ser realizados na implementac¸a˜o das
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va´rias contribuic¸o˜es presentes na tese, com a utilizac¸a˜o de um roboˆ com seis graus de
liberdade. Eventualmente, o trabalho de maior interesse seria mesmo a implementac¸a˜o
das leis de controlo visual dinaˆmico, uma vez que apenas foram encontrados na bibliografia
trabalhos para roboˆs manipuladores com dois graus de liberdade, com a excepc¸a˜o de [61].
Todas as restantes contribuic¸o˜es tambe´m devem ser implementadas num roboˆ com seis
graus de liberdade.
A estimac¸a˜o do modelo de interacc¸a˜o utilizando modelac¸a˜o fuzzy tem a desvantagem de
ser realizada off-line e para uma trajecto´ria pre´-definida. A evoluc¸a˜o que se impo˜e nesta
metodologia e´ a estimac¸a˜o on-line do referido modelo utilizando te´cnicas adaptativas
fuzzy, nomeadamente Adaptative Fuzzy Control [10].
Durante os trabalhos da tese foi ainda verificado que as va´rias arquitecturas de controlo
visual, teˆm caracter´ısticas e especificidades pro´prias. Actualmente, tem crescido o inte-
resse em construir uma lei de controlo h´ıbrida capaz de aumentar a regia˜o de estabilidade
global e a convergeˆncia para a soluc¸a˜o desejada, atrave´s da comutac¸a˜o entre os controla-
dores quando um deles tende a divergir, i.e. encontra um mı´nimo local ou o objecto sai
da imagem. Pode ainda ser u´til, escolher uma determinada caracter´ıstica da imagem para
realizar uma tarefa e a meio do controlo ser necessa´rio mudar de caracter´ıstica, por exem-
plo devido a ocluso˜es ou instabilidade no sistema de controlo. Assim uma direcc¸a˜o futura
de elevado interesse pra´tico e´ a de aplicar a teoria do controlo de sistemas h´ıbridos, para
obter uma metodologia capaz de mudar de controlador e/ou de informac¸a˜o visual auto-
maticamente durante o controlo, de forma a ser poss´ıvel provar a estabilidade assimpo´tica
global.
Um campo importante no controlo visual de roboˆs, e a` partida na˜o abordado nesta tese,
e´ relativo a` utilizac¸a˜o de objectos complexos em imagens que podem tambe´m ser com-
plexas. Um campo de aplicac¸a˜o importante e´ a robo´tica mo´vel em meios urbanos, em
que as imagens esta˜o em constante mutac¸a˜o. A inclusa˜o de controlo visual neste tipo de
ambiente de trabalho, e´ um campo de investigac¸a˜o importante e que importa considerar
na investigac¸a˜o sobre controlo visual de roboˆs.
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Apeˆndice A
Modelac¸a˜o de Roboˆs Manipuladores
No presente anexo e´ realizada uma abordagem sucinta a`s ferramentas utilizadas na mo-
delac¸a˜o de roboˆs manipuladores, com refereˆncia a`s equac¸o˜es do roboˆ manipulador presente
no aparato experimental, anexo B. Assim, na primeira secc¸a˜o deste anexo e´ abordado o
movimento do corpo r´ıgido, com especial eˆnfase a` mudanc¸a de coordenadas e ao torsor
de velocidade. Na segunda e terceira secc¸o˜es sa˜o abordadas a cinema´tica e a dinaˆmica
de roboˆs manipuladores, respectivamente. Na quarta secc¸a˜o e´ apresentado o controlo de
velocidade do roboˆ manipulador, utilizada na tese.
A.1 Movimento do Corpo Rı´gido
A.1.1 Mudanc¸a de Coordenadas
Considerando um ponto p no espac¸o cartesiano e ainda dois sistemas de eixos coordenados
Fc e Fo , como se pode verificar na figura A.1, define-se a matriz de transformac¸a˜o entre
os referenciais Fc e Fo , cTo , atrave´s da respectiva matriz de rotac¸a˜o, cRo , e o vector de
translacc¸a˜o, cto (posic¸a˜o da origem do referencial Fo relativamente a` origem do referencial
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Fc, em coordenadas do referencial Fc):
cTo =

r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 = [ cRo cto01×3 1
]
(A.1)
O ponto p pode ser escrito no referencial Fc, utilizando a expressa˜o:
cp = cRo · op+ cto (A.2)
Uma matriz de rotac¸a˜o gene´rica R, pode-se escrever segundo a fo´rmula de Rodriguez,
em func¸a˜o de um versor, u, segundo o qual e´ realizada a rotac¸a˜o e um aˆngulo, θ, que
quantifica a respectiva rotac¸a˜o:
R = I3 + sin(θ) · S(u) + (1− cos(θ)) · S2(u) (A.3)
em que a matriz anti-sime´trica associada ao vector u, e´ definida por:
S(u) =
 0 −uz uyuz 0 −ux
−uy ux 0
 (A.4)
Por outro lado, conhecido R, o aˆngulo de rotac¸a˜o θ, e´ dado por [87] :
θ = arccos
(
1
2
Trace(R)
)
(A.5)
e o vector segundo e´ realizada a rotac¸a˜o u multiplicado pelo aˆngulo de rotac¸a˜o, e´ dado
por [87] :
u θ =
1
2 · sin(θ)
 r32 − r23r31 − r13
r21 − r12
 , se { 0 ≤ θ<pi
pi<θ < 2pi
(A.6)
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Figura A.1: Matriz de transformac¸a˜o entre dois referenciais
A.1.2 Torsor de Velocidade
Considerando que na figura A.1, o referencial Fc esta´ associado a uma caˆmara e o refe-
rencial Fo esta´ associado a um objecto no espac¸o, define-se torsor de velocidade (velocity
screw), expresso no referencial Fc, entre a caˆmara e a cena em que o objecto se encontra
enquadrado, como:
cv =
(
υT ωT
)T
(A.7)
em que ω corresponde a` velocidade de rotac¸a˜o definida por S(ω) = R · R˙T e υ corres-
ponde a` velocidade de translacc¸a˜o: υ(p) = υ(c)+ S(ω) · −→cp. Este torsor de velocidade
pode decompor-se em duas componentes, que dizem respeito ao torsor de velocidade da
caˆmara, vc, e ao torsor de velocidade do objecto, vo:
cv = vc − vo (A.8)
por forma a expressar o torsor de velocidade v num outro referencial, por exemplo o
referencial Fo , e´ necessa´rio proceder a` seguinte transformac¸a˜o:
ov =
[
oRc S(
otc) · oRc
03
oRc
]
· cv = oWc · cv (A.9)
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A.2 Cinema´tica de Roboˆs Manipuladores
A cinema´tica de roboˆs manipuladores estuda a geometria do seu movimento, sem consi-
derar os bina´rios ou forc¸as que provocam esse movimento. A cinema´tica pode ainda ser
dividida em cinema´tica de posic¸a˜o (directa e inversa) e cinema´tica diferencial, em que
a primeira relaciona as posic¸o˜es de junta do roboˆ e do espac¸o cartesiano onde este se
encontra, e a segunda relaciona as respectivas velocidades.
Um manipulador e´ constitu´ıdo por uma estrutura mecaˆnica que pode ser modelada por
uma cadeia articulada aberta, com va´rios corpos r´ıgidos, designados por elos, ligados entre
si por juntas. Considera-se que cada junta e´ constitu´ıda por um grau de liberdade, de
rotac¸a˜o ou translacc¸a˜o. Assim, e´ necessa´rio definir um conjunto de paraˆmetros cinema´ticos
para um roboˆ manipulador de n graus de liberdade. Nomeadamente as coordenadas de
posic¸a˜o das juntas do roboˆ, q:
q =
(
q1 q2 . . . qn
)T
(A.10)
as velocidades das juntas do roboˆ, q˙:
q˙ =
(
q˙1 q˙2 . . . q˙n
)T
(A.11)
e as coordenadas do elemento terminal do roboˆ manipulador, re:
re =
(
X Y Z φ θ ψ
)T
(A.12)
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A.2.1 Cinema´tica Directa de Roboˆs Manipuladores
Para um roboˆ manipulador com uma determinada estrutura mecaˆnica, cada grau de
liberdade esta´ associado aos paraˆmetros das juntas e dos elos. O me´todo sistema´tico
para descrever as ligac¸o˜es da cadeia articulada aberta foi apresentado por Denavit e
Hartenberg (DH) [34]. Este me´todo resulta numa matriz de transformac¸a˜o homoge´nea
i−1Ti que representa um sistema de coordenadas adjunto a cada ligac¸a˜o i relativamente
ao sistema de coordenadas da ligac¸a˜o anterior i − 1. Desta forma e´ obtida a rotac¸a˜o e
translacc¸a˜o entre os referencias i e i − 1. Tendo definido o referencial do mundo ”0”,
referencial de ine´rcia do sistema dinaˆmico, e´ poss´ıvel obter atrave´s do me´todo de DH a
posic¸a˜o e orientac¸a˜o do elemento terminal re a partir das coordenadas de junta do roboˆ,
q, i.e.:
0Te =
0T1 · 1T2 · . . . · n−1Tn (A.13)
A partir das equac¸o˜es (A.1) e (A.12) e´ poss´ıvel escrever:
0Te =

nx ox ax X
ny oy ay Y
nz oz az Z
0 0 0 1
 (A.14)
e obter os aˆngulos de orientac¸a˜o, aˆngulos de Euler, definidos em (A.12), utilizando as
expresso˜es definidas em [113]:
φ = Atan2
(
ay , ax
)
θ = Atan2
( √
a2x + a
2
y , az
)
(A.15)
ψ = Atan2
(
oz , −nz
)
A cinema´tica directa de roboˆs manipuladores e´ enta˜o formalmente definida pela equac¸a˜o:
0re = κ( q ) (A.16)
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Para o caso do roboˆ manipulador de dois graus de liberdade presente no aparato ex-
perimental, anexo B, a cinema´tica directa do manipulador, em que se pretende obter
as coordenadas do espac¸o cartesiano em func¸a˜o das coordenadas do espac¸o de junta, e´
descrita pelas seguintes equac¸o˜es:
X = l1 cos(θ1) + l2 cos(θ1 + θ2)
Y = l1 sin(θ1) + l2 sin(θ1 + θ2) (A.17)
ψ = θ1 + θ2
em que q =
(
θ1 θ2
)T
, l1 = 0.32[m], l2 = 0.265[m].
A.2.2 Cinema´tica Inversa de Roboˆs Manipuladores
Quando se pretende obter as coordenadas de junta a partir das coordenadas cartesianas
do elemento terminal, e´ necessa´rio utilizar as equac¸o˜es da cinema´tica directa e resolver
o problema inverso. A cinema´tica inversa de roboˆs manipuladores e´ enta˜o formalmente
definida pela equac¸a˜o:
q = κ−1( 0re ) (A.18)
No caso do roboˆ do aparato experimental as equac¸o˜es (A.17), sa˜o directamente utilizadas
para obter a cinema´tica inversa:
θ1 = arccos
(
X2+Y 2−l21−l22
2·l1·l2
)
θ2 = arctan
(
Y
X
)− arctan ( l2·sin(θ2)
l1+l2·cos(θ2)
)
(A.19)
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A.2.3 Cinema´tica Diferencial de Roboˆs Manipuladores
A cinema´tica diferencial de roboˆs manipuladores relaciona a velocidade das coordenadas
de junta q˙ com a velocidade do elemento terminal, r˙e:
r˙e =
(
X˙ Y˙ Z˙ φ˙ θ˙ ψ˙
)T
(A.20)
A cinema´tica diferencial e´ definida por uma matriz, designada por jacobiana do roboˆ, JR:
r˙e =
∂κ(q)
∂q
q˙ =

∂X
∂q1
∂X
∂q2
. . . ∂X
∂qn
∂Y
∂q1
∂Y
∂q2
. . . ∂Y
∂qn
...
...
. . .
...
∂ψ
∂q1
∂ψ
∂q2
· · · ∂ψ
∂qn
 = JR · q˙ (A.21)
No caso do roboˆ do aparato experimental, o jacobiano do roboˆ relativamente ao referencial
do mundo, e´ dado por:
0r˙e =
 −l1 sin(θ1)− l2 sin(θ1 + θ2) −l2 sin(θ1 + θ2)
l1 cos(θ1) + l2 cos(θ1 + θ2) l2 cos(θ1 + θ2)
 · q˙ = 0JR · q˙ (A.22)
O jacobiano do roboˆ no referencial do elemento terminal e´ dado por:
0r˙e =
eW0 · 0JR · q˙ (A.23)
em que a matriz eW0, definida em (A.9), e´ calculada atrave´s da cinema´tica directa do
roboˆ. Para o roboˆ do aparato experimental, o jacobiano do roboˆ relativamente ao refe-
rencial do elemento terminal, e´ dado por:
eJR =

l1 · sin(θ2) 0
l1 · cos(θ1) + l2 l2
0 0
0 0
0 0
1 1
 (A.24)
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A.3 Dinaˆmica de Roboˆs Manipuladores
O modelo da dinaˆmica de roboˆs manipuladores descreve a relac¸a˜o entre os actuadores de
junta e o movimento da estrutura mecaˆnica que define o roboˆ. Este modelo tem um papel
fundamental na simulac¸a˜o do movimento, na ana´lise da estrutura mecaˆnica do roboˆ e no
projecto de algoritmos de controlo. O modelo apresentado nesta secc¸a˜o refer-se a roboˆs
r´ıgidos, i.e. sem flexibilidade nas juntas e elos.
No caso geral de um roboˆ manipulador de n graus de liberdade, e´ apresentado o respectivo
modelo matema´tico (A.25), com a auseˆncia de termos de atrito e outras perturbac¸o˜es,
conforme descrito em [113]:
M(q) · q¨ + C(q, q˙) · q˙ + g(q) = τ (A.25)
onde q e´ o vector (n × 1) que define a posic¸a˜o das juntas do roboˆ manipulador, τ e´ o
vector (n × 1) que define os bina´rios das juntas, M e´ a matriz (n × n) que define a
matriz de massas, C e´ o vector (n× 1) que define as forc¸as centrifugas e de coriolis, g e´
o vector (n × 1) que define as forc¸as grav´ıticas. O modelo do roboˆ manipulador, como
apresentado em (A.25) tem a seguinte propriedade nota´vel [113]:
q˙T
[
1
2
· M˙ (q)− C (q, q˙)
]
· q˙ = 0, ∀q, q˙ ∈ R n (A.26)
Para o roboˆ do aparato experimental, as matrizes da equac¸a˜o (A.25) sa˜o dadas por:
M(q) =
[
M11 M12
M21 M22
]
(A.27)
M11 = (l1−lcg1)2 ·m1+(2·l1 ·cos(θ2)·(l2−lcg2)+l21+(l2−lcg2)2)·m2+I1+I2+J1
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M12 = (l1 · cos(θ2) ∗ (l2 − lcg2) + (l2 − lcg2)2) ·m2 + I2
M12 =M12
M12 = (l2 − lcg2)2 ·m2 + I2 + J2
Note-se que os termos grav´ıticos g(q), sa˜o nulos e:
lcg1 = 0.163(m) e´ o centro de massa do elo 1;
lcg2 = 0.112(m) e´ o centro de massa do elo 2;
I1 = 0.12(Kg ·m2) e´ o momento de ine´rcia do elo 1;
I2 = 0.015(Kg ·m2) e´ o momento de ine´rcia do elo 2;
J1 = 0.093(Kg ·m2) e´ o momento de ine´rcia da junta 1;
J2 = 0.024(Kg ·m2) e´ o momento de ine´rcia da junta 2;
m1 = 5(Kg) e´ a massa do elo e junta 1;
m2 = 1.2(Kg) e´ a massa do elo e junta 2.
C(q, q˙) =

−2 ·m2 · l1 · (l2 − lcg2) · sin(θ2) · q1 · q2−
−m2 · l1 · (l2 − lcg2) · sin(θ2) · q22
m2 · l1 · (l2 − lcg2) · sin(θ2) · q21
 (A.28)
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Figura A.2: Controlo em velocidade do roboˆ planar de dois graus de liberdade
A.4 Controlo em Velocidade de Roboˆs Manipulado-
res
Na presente secc¸a˜o e´ apresentado o diagrama de blocos do controlo em velocidade, utili-
zado nas experieˆncias com controlo visual cinema´tico do roboˆ existente no aparato experi-
mental. Foi utilizado um controlo proporcional com uma acc¸a˜o feed-forward para compen-
sar as forc¸as de coriolis. Na parte proporcional foram utilizados os ganhos Kp1 = 0.2 e
Kp2 = 0.1, enquanto na parte feed-forward foi utilizado um ganho constante Kc1 = 0.1
e Kc2 = 0.08, para cada uma das juntas.
Apeˆndice B
Aparato Experimental
O aparato experimental utilizado na presente tese pode ser dividido em dois sub-sistemas,
o sistema de visa˜o e o sistema robo´tico. O sistema de visa˜o desenvolvido permite a
aquisic¸a˜o e processamento de imagens a` frequeˆncia de 50 [Hz]. Este sistema extrai as
caracter´ısticas do objecto na imagem, em coordenadas da imagem, e envia-as para o
sistema do roboˆ tambe´m a uma cadeˆncia de 50 [Hz]. O sistema robo´tico controla um
roboˆ manipulador planar com dois graus de liberdade com a informac¸a˜o visual vinda
do sistema de visa˜o. Na figura B.1 e´ poss´ıvel visualizar uma fotografia do roboˆ com a
caˆmara acoplada ao elemento terminal, o alvo planar e o sistema para o controlo do roboˆ
(amplificadores de poteˆncia e o computador para o controlo, xPC Target).
B.1 Sistema de Visa˜o
B.1.1 Hardware
O sistema de visa˜o realiza a aquisic¸a˜o e o processamento de imagens num computador
pessoal com um processador Pentium IV da Intel a 1.7 GHz, utilizando para tal uma placa
de aquisic¸a˜o de imagem Matrox Meteor II e uma caˆmara CCD Costar. Na figura B.2 e´
apresentado o computador pessoal encarregue do sistema de visa˜o e que envia a informac¸a˜o
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Figura B.1: Fotografia de conjunto do aparato experimental.
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Figura B.2: Computador de Visa˜o.
visual atrave´s da porta se´rie RS-232. A caˆmara CCD e´ fixa ao elemento terminal do roboˆ
de forma a que o eixo o´ptico desta fique perpendicular ao plano do movimento do roboˆ.
O alvo planar e´ paralelo ao plano do movimento do roboˆ e situa-se acima deste. Atrave´s
dos constrangimentos descritos no aparato experimental, a distaˆncia Z entre o plano
do roboˆ e o do objecto e´ constante, podendo ser fixa durante o ca´lculo do jacobiano de
imagem no controlo visual. O alvo planar consiste em va´rios LED’s (light emitting diode),
podendo estes serem ligados independentemente e assim variar o nu´mero de caracter´ısticas
do objecto na imagem, durante as experieˆncias a realizar. Na maioria das experieˆncias
realizadas na presente tese e´ apenas necessa´rio a utilizac¸a˜o de um LED para controlar
o roboˆ, pois este apenas possui dois graus de liberdade. Assim, poupa-se no tempo de
processamento e aquisic¸a˜o de imagem, o que permite aumentar o tempo de amostragem
mı´nimo de visa˜o para 20 [ms], i.e. para uma frequeˆncia ma´xima de 50 [Hz].
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Apo´s a extracc¸a˜o das caracter´ısticas do objecto na imagem, atrave´s do software descrito
na secc¸a˜o B.1.2, e´ efectuado o envio desses dados atrave´s da porta se´rie RS-232. Este
envio e´ realizado a uma velocidade de 115200 bits/segundo. Assim, e´ garantido que todo
o processo de aquisic¸a˜o, processamento e envio de dados para o computador dedicado
ao controlo do roboˆ e´ realizado em menos de 20 [ms], i.e. quando uma nova imagem e´
adquirida, a informac¸a˜o visual da anterior imagem adquirida ja´ foi enviada atrave´s da
porta se´rie.
B.1.2 Software
O sistema de visa˜o realiza as tarefas de aquisic¸a˜o, processamento e envio de informac¸a˜o
visual atrave´s de um software desenvolvido em Microsoft Visual C++ para o sistema
operativo Windows, utilizando a livraria de func¸o˜es pro´prias de aquisic¸a˜o de imagem,
fornecidas com a placa Matrox Meteor II.
Em controlo visual, o tempo de aquisic¸a˜o e processamento de imagens e´ um factor de
extrema importaˆncia, uma vez que a informac¸a˜o visual obtida e´ utilizada directamente
para fechar o anel de controlo. Extrair informac¸o˜es de uma imagem e´ um processo que a`
partida envolve erros, pois as imagens reais incluem ru´ıdo. Para atenuar o erro associado
a` imagem adquirida foram utilizados LED’s, por forma a minimizar os erros na fase de
binarizac¸a˜o da imagem pelo me´todo de Otsu [115]. Apo´s o processo de binarizac¸a˜o, e´
realizado o ca´lculo dos centro´ide(s) do(s) ponto(s) que definem o objecto na imagem. Em
seguida sa˜o apresentadas as te´cnicas utilizadas para adquirir imagens a 50Hz e extrair
informac¸a˜o visual de imagens sucessivas.
Aquisic¸a˜o de imagens a 50Hz
O sistema e´ capaz de adquirir 50 imagens por segundo, utilizando a te´cnica desenvolvida
em [105]. O sistema video PAL e´ conhecido por ter uma cadeˆncia video de 25 imagens por
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segundo. Contudo o sinal video e´ entrelac¸ado, i.e. as linhas pares e as linhas ı´mpares da
imagem sa˜o codificadas em dois blocos separados. Estes blocos sa˜o amostrados imediata-
mente antes de cada um ser enviado para o sinal video. O mesmo e´ dizer que cada bloco
e´ uma imagem com metade da resoluc¸a˜o vertical, podendo portanto o processamento ser
realizado a 50 imagens por segundo num dos blocos. Os dois blocos foram considerados
como duas imagens separadas para assim obter uma frequeˆncia de visa˜o de 50[Hz]. Ao
calcular o centro´ide de um LED na imagem, um erro na sua coordenada vertical ira´ surgir,
devido a que so´ metade das linhas estar a ser considerada no ca´lculo. Para obviar este
facto e´ realizada uma multiplicac¸a˜o por dois na coordenada vertical do centro´ide, para
assim obter uma estimac¸a˜o dessa mesma coordenada.
A te´cnica apresentada foi implementada utilizando as ferramentas espec´ıficas do software
da placa de aquisic¸a˜o Matrox Meteror II, capazes de definir instruc¸o˜es de captura de
imagem com prioridade ma´xima sobre o Windows, i.e. capazes de parar o processamento
do computador quando as instruc¸o˜es de aquisic¸a˜o sa˜o chamadas.
Para que seja poss´ıvel cumprir o tempo de amostragem de visa˜o requerido de 50 Hz, as
rotinas para realizar as correspondeˆncias entre imagens sucessivas devem ser simples e
computacionalmente na˜o muito pesadas. Em seguida e´ apresentada a heur´ıstica aplicada
ao aparato experimental.
Correspondeˆncias entre imagens sucessivas
Quando se trabalha numa sequeˆncia de imagens, e´ sempre necessa´rio resolver o seguinte
problema: Dado um conjunto de pontos numa imagem, qual a sua localizac¸a˜o na imagem
seguinte? Em [131] sa˜o apresentadas va´rias te´cnicas para resolver o problema das corres-
pondeˆncias. No entanto os me´todos exigem um tempo de ca´lculo elevado e portanto na˜o
sa˜o facilmente aplica´veis em tempo real. Quando se utiliza apenas um ponto na imagem,
que e´ o caso da maioria das experieˆncias realizadas na presente tese, a soluc¸a˜o para a
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Figura B.3: Correspondeˆncias entre imagens sucessivas. ’+’, centro´ides na imagem ante-
rior. ’•’, centro´ides na imagem actual. Trac¸o interrompido, janela de procura.
correspondeˆncia e´ trivial. Em seguida e´ apresentada a heur´ıstica utilizada na presente
tese para resolver o problema de va´rias correspondeˆncias.
Na fase inicial, apo´s a captura da primeira imagem e antes do in´ıcio do controlo, sa˜o iden-
tificados e numerados os va´rios LED’s na imagem atrave´s de um processo de etiquetagem
[115]. Posteriormente e´ calculado o centro´ide de cada LED. Ainda antes do in´ıcio do con-
trolo visual, i.e. da aquisic¸a˜o de imagens, e´ definido o tamanho da janela de procura do
LED na imagem seguinte. Na presente tese foi utilizada uma janela de (20× 20) pixels,
ver figura B.3. Para cada nova imagem capturada e´ necessa´rio definir a janela de procura,
que tem como centro o centro´ide do LED calculado na imagem anterior. Em cada janela
definida na nova imagem capturada e´ realizado o ca´lculo do centro´ide do LED. Assim,
sa˜o necessa´rias tantas janelas quantos os LED’s utilizados no alvo.
Para o caso em que sa˜o utilizados quatro LED’s, foi verificado experimentalmente que
a frequeˆncia de amostragem de visa˜o passou a ser de 10Hz, em contraste com os 50Hz
verificados com a utilizac¸a˜o de um LED.
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B.2 Sistema Robo´tico
O sistema robo´tico consiste num roboˆ manipulador planar com dois graus de liberdade,
que se movimenta num plano horizontal, os respectivos amplificadores de poteˆncia, um
computador pessoal (xPC Target) com um processador Intel Pentium a 200MHz e as res-
pectivas placas de interface ISA ServoToGo. Ambas as juntas do roboˆ sa˜o actuadas por
Harmonic Drive Actuators - HDSH-14. Cada actuador e´ portanto constitu´ıdo por um
motor ele´ctrico D.C., uma harmonic drive, um encoder e um taqu´ımetro. Os amplificado-
res de poteˆncia foram configurados para funcionarem no modo de corrente. Neste modo
de funcionamento o sinal de controlo para os motores e´ uma tensa˜o na gama ±10[V ],
com intensidades de corrente que variam entre (−2 : 2)[V ]. Na figura B.4 e´ apresentado
o roboˆ com a caˆmara acoplada ao elemento terminal. Os amplificadores de poteˆncia, a
fonte de alimentac¸a˜o e a placa de ligac¸o˜es entre os motores e o computador xPC Target,
sa˜o apresentados na figura B.5.
B.3 Interligac¸a˜o dos Sistemas
A figura B.6 apresenta o esquema utilizado para interligar os dois sistemas referidos an-
teriormente, de visa˜o e robo´tico. Os algoritmos de controlo do roboˆ manipulador foram
desenvolvidos num computador, designado por Host-PC, utilizando ferramentas disponi-
bilizadas no programa MatLab, com a utilizac¸a˜o das seguintes toolboxes : Simulink, xPC,
DSP Blockset, Fuzzy Logic Toolbox. O algoritmo de controlo, ver figura B.7 e´ compilado
e em seguida criado um ficheiro executa´vel, a ser transferido para o computador xPC
Target. Esta transfereˆncia e´ realizada atrave´s do protocolo TCP/IP, via ligac¸a˜o Ethernet.
Os algoritmos de controlo sa˜o enta˜o executados no computador xPC Target, durante um
determinado tempo e posteriormente os resultados das leituras dos sensores e de todas as
varia´veis internas que se pretendam monitorizar sa˜o transferidas para o Host-PC, tambe´m
via ligac¸a˜o Ethernet. Note-se ainda que durante a execuc¸a˜o do algoritmo de controlo, o
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Figura B.4: Roboˆ planar com a caˆmara acoplada ao elemento terminal.
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Figura B.5: Vista dos amplificadores de poteˆncia, fonte de alimentac¸a˜o e placa de ligac¸o˜es
entre o computador, amplificadores de poteˆncia e actuadores.
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Figura B.6: Interligac¸a˜o dos Sistemas de Visa˜o e Robo´tico.
computador de visa˜o, envia para o computador xPC Target a informac¸a˜o visual necessa´ria
para fechar o anel de controlo, atrave´s da porta se´rie RS-232.
A ligac¸a˜o entre o computador xPC Target e os amplificadores de poteˆncia e encoders
e´ realizada atrave´s da placa ISA ServoToGo. Os drivers que permitem controlar esta
interligac¸a˜o foram desenvolvidos de raiz para a plataforma MatLab Simulink xPC no
Departamento de Engenharia Mecaˆnica do Instituto Superior Te´cnico.
Na figura B.7 e´ apresentada a implementac¸a˜o da lei de controlo visual cinema´tico ba-
seada na imagem, em que se verifica a versatilidade da programac¸a˜o, atrave´s de blocos
funcionais. Nas figuras B.8 e B.9 sa˜o apresentados o conteu´dos dos blocos referentes ao
ca´lculo da matriz jacobiana global e a` implementac¸a˜o da lei de controlo em velocidade
do roboˆ manipulador planar, ver apeˆndice A.4. Refira-se ainda que na lei de controlo
em velocidade, a velocidade das juntas do roboˆ e´ estimada atrave´s do valores lidos nos
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Figura B.7: Implementac¸a˜o da lei de controlo visual em MatLab Simulink xPC.
respectivos encoders. Tal facto e´ devido a que a leitura realizada pelo taqu´ımetro tem
muito ru´ıdo, tornando assim imposs´ıvel a sua utilizac¸a˜o para fechar o anel de controlo.
Assim, as velocidades de junta sa˜o estimadas utilizando os anteriores cinco valores lidos
pelo encoder [7].
178 APEˆNDICE B. APARATO EXPERIMENTAL
Figura B.8: Implementac¸a˜o do ca´lculo do jacobiano global para a lei de controlo visual
em MatLab Simulink xPC.
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Figura B.9: Implementac¸a˜o da lei de controlo em velocidade em MatLab Simulink xPC
