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Abstract— Adaptive learning technology solutions often use a 
learner model to trace learning and make pedagogical decisions. 
The present research introduces a formalized methodology for 
specifying learner models, Generalized Knowledge Tracing 
(GKT), that consolidates many extant learner modeling methods. 
The strength of GKT is the specification of a symbolic notation 
system for alternative logistic regression models that is powerful 
enough to specify many extant models in the literature, as well as 
many new models. To demonstrate the generality of GKT, it was 
used to fit 12 models, some variants of well-known models and 
some newly devised, to 6 learning technology datasets. The results 
indicated that no single learner model was best in all cases, further 
justifying a broad approach that considers multiple learner model 
features and the learning context. To strengthen the applicability 
to learning technology, the models presented here avoid student-
level fixed parameters, since these are difficult to acquire in 
practice. We argue that to be maximally applicable a learner 
model needs to adapt to student differences, rather than needing 
to be pre-parameterized with the level of each student’s ability. 
 
Index Terms—Educational technology, Computer aided 
instruction, Learning management systems  
I. CREATING AND USING LOGISTIC REGRESSION LEARNER 
MODELS TO INFORM LEARNING TECHNOLOGY PEDAGOGY 
Logistic regression is a statistical method that has been used 
by many investigators to characterize student performance for 
various learning tasks. In this paper, we explain a formalized 
approach to creating logistic regression models that subsumes 
other methods and provides flexibility that allows better 
determination of an accurate model than off-the-shelf 
approaches like the Additive Factors Model (AFM), 
Instructional Factors Analysis (IFA), Performance Factors 
Analysis (PFA), PFA-Decay or Recent-PFA (R-PFA) [1-7]. We 
focus this work on building models that generalize to new 
learners for which there is no data, which is a typical situation 
when attempting to optimize adaptive instruction in a learning 
system. 
This work is motivated by growing research interest aimed at 
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understanding student learning in the context of adaptive 
personalized educational software. Adaptive personalization 
typically requires a model of student learning that captures the 
complexities of learning, but it can be unclear which of the 
many candidate models is ideal in a particular context. This 
paper introduces a theoretically motivated framework for 
systematic specification and evaluation of student models for 
use in adaptive instructional environments, Generalized 
Knowledge Tracing (GKT). The GKT framework also 
facilitates comparing the relative strengths and weaknesses of 
different learner models, enabling more productive research. 
Via a simple interface, the GKT framework promotes a better 
understanding of the possible models that could be specified 
given the factors at play in any learning system. Further, the 
framework, by delineating the possibilities for predictive 
features in a logistic regression model, makes it easier for 
modelers to create and test new features. “Generalized” refers 
to the fact that the linear models can be used to predict 
correctness (a binary result, using logistic regression), the goal 
in this paper, or could easily be adapted to predict latency (using 
exponential regression), a goal for future work with this system. 
This work occurs in the context of the 
LearnSphere/DataShop project to share educational data and 
analyses of educational data (as of June 2019 Carnegie Mellon 
University DataShop contained more than 800,000 hours of 
student learning data in more than 2000 datasets) [8-10]. In this 
project, we develop and share LearnSphere components to 
allow people to run various models of learning that track 
performance across time for practice opportunities for a student. 
During this process, it has become clear that a great variety of 
logistic regression learner models can be specified. This leads 
to the question: What do these models have in common? By 
identifying the common elements of these logistic regression 
models it becomes possible to provide a unified system (a GKT 
component) in the LearnSphere for creating logistic regression 
learning models. The LearnSphere GKT component 
implements the GKT framework, a unified system that permits 
easier creation and comparison of logistic regression models of 
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correctness.  
A. Utility of the Approach 
The primary utility of a model of student learning is to make 
inferences about learning that guide pedagogical decisions, i.e. 
decisions about what and when to teach. This is the basis for 
any automated instructional system[11, 12]. The model 
represents the likelihood each item is correctly answered as a 
probability, and it is typically this probability that guides 
pedagogical decision making. For example, a low probability 
prediction implies that instruction is needed and that the item 
might be very difficult for the student. In contrast, a high 
probability may indicate that instruction is less important, and 
practice of the item will be easier. In fact, a high probability 
prediction by the model implies that the item could be marked 
as learned since the probability is intended to be tracking 
learning. This method of using the probability is known as 
mastery learning, the pedagogical principle that skills should be 
practiced until learning reaches a pre-specified criterion (e.g., 
95% correct prediction) [13]. 
However, a model is needed for many different pedagogical 
approaches. One relatively generic method (applicable to any 
model of performance) is shown by research that has suggested 
that selecting items for practice causes maximal learning at 
some fixed probability [14, 15]. For example, Pavlik and 
Anderson [15] attempted to find this optimal practice threshold 
with a complex dynamic optimization that actually computed 
the probability correct at which learning was more efficient 
given specific goals for retention. This work found that given a 
learning set, a constant level of difficulty was optimal, and this 
difficulty level was quite low, i.e. approximately 90% correct 
[26]. This conclusion about the presence of an optimal 
difficulty level has been supported by other methodological 
approaches based on an exhaustive search for an optimal 
schedule [14].  The optimal value determined by exhaustive 
search was found to be closely aligned to the fixed difficulty 
method. 
Another clear use of this work is in creating open student 
models [16], in which the student is able to view the predictions 
the model has made about them. This allows students to 
metacognitively monitor their own performance more 
accurately which may lead to more efficient learning if students 
address the deficiencies predicted by the model. 
B. History 
To better understand the goal of producing an accurate model 
using logistic regression for learner modeling, it is useful to 
survey the history of such approach. The model we have created 
can be traced from the development of item response theory 
(IRT) [17, 18]. IRT was developed to understand and evaluate 
results from academic testing by allowing a modeler to fit 
parameters to characterize performance on a set of items by a 
set of students. As a specialized form of logistic regression, IRT 
predicts 0 or 1 (dichotomous) results such as the results of 
individual items for students. In the case of a 1 item parameter 
IRT model, this result is predicted as a function of student 
ability minus item difficulty (x), which is scaled to a probability 
estimate from the logistic function cumulative distribution 
where p = (1/(1+e-x)). 
 IRT has had a long developmental history, including the 
Linear Logistic Test model (LLTM), which introduced the idea 
that multiple discrete “cognitive operations” may combine to 
determine an items’ difficulty [19]. While traditional 1, 2 and 3 
parameter IRT models might be called a behavioral description, 
since it does not have parameters mapping to mental constructs, 
LLTM goes further by leveraging of the construct of knowledge 
components (KC) that combine to produce an item’s difficulty. 
This work maps closely to work that describes “rule spaces” or 
what have come to be known as Q-matrices, which is a means 
to specify the knowledge components, misconceptions or 
cognitive operations are needed correctly answer a practice or 
test item [20, 21]. 
But the LLTM model alone does not capture learning. On a 
path toward modeling learning, we trace the development to 
work by Scheiblechner [22] which used the LLTM model, but 
also examined changes in difficulty as people repeat knowledge 
components. This work is well reviewed by Spada and McGaw 
[23] who unpacked the history of these sorts of models, which 
have come to be known more recently as the additive factors 
model [AFM, 7] within the Artificial Intelligence in Education 
(AIED) and Educational Data Mining (EDM) communities. 
AFM is relatively straightforward and proposes that we should 
add a term to these IRT-type models that captures the prior 
quantity of practice for each knowledge component as a linear 
effect. These skill tracking models have been combined with 
the Q-matrix knowledge component models in part perhaps 
because Tatsuoka’s [20] work clearly explained this method 
from a less mathematical/ more pedagogical perspective that 
has appealed to learning science researchers. A variant of this 
LLTM/AFM model is built into the DataShop repository at 
Carnegie Mellon University and is currently being used to do 
automated search for better Q-matrixes to represent the skills in 
different educational systems [9]. 
It was into this arena that performance factors analysis (PFA) 
was introduced to improve the AFM model still further by 
fitting separate parameters for prior successes and failures for 
predicting future performance. This change made logistic 
regression about as accurate as Bayesian knowledge tracing 
(BKT), a Markov model frequently used to fit similar data [6, 
13, 24]. The PFA model assumes that there are two fundamental 
categories of practice, success and failure. As the psychological 
literature suggests, successes (in contrast to review after failing) 
may lead to more production-based learning and/or less 
forgetting [25-27] and may lead to automaticity [28-31]. In 
contrast, failure reveals a need for declarative learning of 
problem structure and verbal rules for production compilation 
[32]. We might expect learning after failure to depend most 
importantly on the feedback that occurs after the task is 
complete. PFA methodology of categorizing event types within 
a KC was generalized into Instructional Factors Analysis (IFA), 
which explains that all event types may be tracked individually 
[33]. 
In addition to the possibility of using more terms in a logistic 
regression model, which IFA shows, we also might consider 
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terms that are non-linear in some way. The simplest example 
are terms that use the natural log function of the prior trials [33, 
34]. The idea of non-linear features opens up a realm of 
complex possibilities as can be shown from recent research. 
The earliest example of a non-linear feature in the EDM/AIED 
literature appears to be with the introduction of the PFA-Decay 
model [4], which elaborates on PFA by proposing that the 
counts of success and failures be exponentially weighted as a 
function of their recency in the stream of observations of 
performance for a KC. This weighting means that trials that 
occurred further in the past will have less effect. In terms of 
PFA, this means that if a student transitions from failure to 
success across a sequence of trials, the model can switch its 
predictions quickly since past failures may have very little 
effect relative to a history of recent successes. This creates a 
greater sensitivity of the model to recent changes in learning. 
R-PFA is a variant of PFA-decay which introduces another 
non-linear component, a recency weighted proportion of prior 
correct responses for a KC [3]. Since this feature is a proportion, 
the denominator must always be positive to compute the R-PFA 
feature. To resolve this issue, the model was created with the 
assumption of 3 failure “ghost” attempts, which makes the 
proportion start at 0, and determines how sensitive the model is 
to further practice since these ghost attempts are used in 
computing the proportion. Just like PFA-Decay, the attempts 
used to compute the proportion decay exponentially, so this 
feature is highly sensitive to changes in performance. In later 
sections, we used modified recency weighted proportion that 
had 1 ghost success and 1 ghost failures. These initial settings 
allow the model performance to trend downwards as well as 
upwards. We also apply the decaying proportion feature more 
generally, since in addition to tracing learning of a KC, we 
found that it works well to trace overall performance as a 
substitute for a student intercept parameter. In support of our 
goal for models that generalize to new data, the results of this 
paper document alternatives to using fixed or random student 
intercepts. 
Concurrently with learner model development in 
psychometrics, EDM and AIED communities, other fields are 
working on similar goals using logistic regression modeling. 
Memory researchers from psychological backgrounds have 
found strong evidence that memory follows consistent patterns 
of decay over time [35-39], and have researched how this decay 
may be reduced [e.g. 27, 38]. However, few learner models 
incorporate decay in their predictions. One recent example is 
the performance prediction equation (PPE), which has been 
under development for several years [35, 40]. This model 
bridges the gap between learner models and cognitive models 
due to the way it more explicitly bases its structure on the 
principles of memory, including forgetting, spacing effects, and 
practice effects. PPE uses many features of the Adaptive 
Character of Thought - Rational (ACT-R) memory model [38]. 
While the PPE model has developed in the psychology 
cognitive modeling tradition, since it uses logistic regression 
(unlike ACT-R) it may be applicable for easy transfer to the 
psychometrics, EDM, and AIED communities, if only it could 
be combined with other aspects of learner modeling, such as 
adaptivity and KC specific parameters. In this paper, we show 
how GKT allows the easy creation of such models. 
We present two other models that account for forgetting, 
base2 and base4, which are also based on the ACT-R model. 
This suggests that there may be a family of ACT-R derivatives, 
and in this paper, we compare the three versions, PPE, base2, 
and base4. While the PPE equation uses all the ages since past 
practices to estimate forgetting, the base2 and base4 equations 
only use the age of the first trial to estimate forgetting. In 
contrast, base 2 is much simpler with one parameter scaling 
difference in interference and one parameter capturing 
forgetting. While base2 is not sensitive to spacing effect 
learning benefits in the data, both base4 and PPE use two 
parameters to scale the effects of practice according to the 
distribution (i.e. spacing) of that practice. 
C. Goals of the Paper 
At the heart of this project is the specification of a symbolic 
notation system for alternative logistic regression models that 
is powerful enough to specify many past models in the 
literature. In addition to providing a language to compare 
existing models, the notation system reveals a pallet of features 
that can be combined in a linear equation to specify novel 
models. The system allows more clear communication about 
the differences between 2 models, since the differences can be 
exactly specified simply through the symbolic notation for the 
models.  
 The notation system involves specifying some number of 
terms, each describing a feature of the data for some factor (we 
call these components). Components are split into levels, each 
describing a subset of data for which a feature applies (e.g., 
student or knowledge component). The simplest feature is the 
intercept, which simply computes a constant coefficient for 
each level of the factor. Another broad type of feature is the 
linear feature, where the effect is a linear function of some prior 
count of some event type within each level of the factor. Linear 
features are used in the AFM and PFA models [6, 7]. The most 
complex feature type is a non-linear feature, where a non-linear 
function is applied to data (in contrast to a linear function of 
counts of practice). Some non-linear functions also require non-
linear parameters. Fig. 1 shows an example of this notation for 
each term, where the feature is listed in regular font with the 
component noted in subscript, such as featurecomponent. 
 ln 𝑝𝑝(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠)
1−𝑝𝑝(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) = propdecStudent + interceptKC + logsucKC + 
logfailKC + recencyKC 
 
Fig. 1. Example model. 
 
The primary goal of this paper is to demonstrate the utility of 
GKT by expressing several previously developed and popular 
models (e.g., AFM, PFA, R-PFA) and new models (e.g., 
Base4). This will show how GKT is a system that is general to 
the specific model. The models will be illustrated using several 
datasets, further validating the generality of method, and, by 
showing differences by dataset, also indicates why no specific 
model is likely to be “best” for all circumstances. Despite this, 
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we do focus on models that are easily implementable in an 
adaptive learning system by avoiding models (in the main 
comparison) with fixed or random intercepts at the level of the 
individual student. While a pretest could be used estimate 
student level model intercept values, we do not address this 
possibility here. Instead the models here attempt to avoid 
student parameters as a partial solution to this cold start 
problem that occurs when you transfer models between 
different populations of students.  
Because of this focus on models that require no prior training 
of subject parameters, another goal of this paper is to introduce 
1 new and 1 modified feature to trace the subject level 
component of performance during learning. This method 
applies a feature from the R-PFA model [3], but repurposes in 
modified form to predict subject performance in addition to KC 
performance. As we use this modified R-PFA as a component 
of our main comparison models, we also compared this new 
component with fixed and random student intercept models and 
demonstrate it captured similar amounts of variance (in the 
initial comparison). An in-depth analysis of the options for 
capturing subject level variance is beyond the scope of this 
paper. 
In addition to our goal of introducing the GKT system for 
building adaptive learning models, we illustrate the 
extensibility of the framework by comparing some models that 
use novel features that are included in GKT. These other new 
features might apply to KC or item level components. For 
example, we introduce 4 new memory-based features, inspired 
by or directly transferred from the psychology literature [35-
39]. The GKT framework contains several other features that 
are not tested here due to the limits of space. These examples 
are intended to demonstrate the extensibility of the framework. 
II. GKT (GENERALIZED KNOWLEDGE TRACING) FRAMEWORK 
To use GKT one needs to have: 
1. Terms of the model each including a component 
level that can be characterized by a feature which 
describes change across repetitions. See Fig. 2. 
2. A stream of learner event data with event outcomes 
and times that has component levels with 
repetitions. 
 
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝�����"𝐹𝐹𝑠𝑠𝐹𝐹𝐹𝐹𝑠𝑠𝐹𝐹𝑠𝑠" 𝑆𝑆𝐹𝐹𝑠𝑠𝑆𝑆𝑠𝑠𝑛𝑛𝐹𝐹�����"𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶"
 
 
Fig. 2. Notation for model terms in GKT 
A. Component Level 
The component specifies the subsets of the data for which the 
feature applies. We might think of the most basic component as 
the subject itself. There are other components as well, such as 
the items and knowledge components. In the model, the effects 
for each feature for each component sum together to compute 
the additive effect of multiple features. It is assumed that, 
except for constant intercepts, a feature is applied for all 
component levels individually within the data for each subject. 
1) Items 
Items as a component capture the fact that idiosyncratic 
differences exist for any specific instantiated problem for a 
topic or concept, and therefore an item component intercept is 
isomorphic with the difficulty parameter in item-response 
theory. Such difficulties may come from any source, including 
the context of the problem, numbers used in the item (e.g. for 
a math problem), vocabulary used in the item (e.g. for a story 
problem or essay response item), and any other factors that 
result in the item being difficult for the average student. While 
we may consider the existence of item by person interactions 
(e.g. Item A is easy for Sally, but not for John), they are rarely 
possible to identify ahead of time and so are not used in the 
models here. 
Item components may also be traced using a learning or 
performance tracing feature. Items are most simply defined as 
problems with a constant response to a constant stimulus, and 
people tend to learn constant responses to exact stimulus 
repetitions very quickly [41]. Often, item level learning tracing 
is not used because adaptive systems are built to never repeat 
items and focus on KC component level learning and 
performance tracing. Item-level components in GKT to allow 
researchers to compare with KC-level models, which may help 
identify possible model weaknesses and lead to model 
respecification. 
2) Knowledge components 
Any common factor in a cluster of items that controls 
performance for that cluster may be described as a knowledge 
component. Knowledge components are intended to capture 
transfer between related tasks, so that practicing the component 
in one context is assumed to benefit other contexts that also 
share the component. It is conceivable that performance for an 
item may depend on one or more knowledge components. In 
the case where multiple knowledge components are present, it 
is possible to use probability rules to model situations where all 
the knowledge components are needed to succeed for an item; 
however, in the work here we take a compensatory approach, in 
which the sum of the influence of the knowledge components 
is used to estimate the performance for the item if multiple KCs 
or Items influence that performance. 
3) Overall individual 
This is simply the student component level, so a dynamic 
feature computed here will be a function of the prior 
performance of each student on all prior data. In the case of a 
student intercept, the entire student’s data are used in estimating 
a constant value. It should be noted that most features are 
dynamic in this method. In fact, the only fixed features used in 
this paper are intercepts to represent subjects (initial models) 
and intercepts to represent items (main comparison models). A 
“dynamic” feature means that its effect in the model potentially 
changes with each trial for a subject. Most dynamic features 
start at a value of 0 and change as a function of the changing 
history of the student as time passes in some learning system. 
4) Other components 
The flexibility of GKT means that users are not limited to the 
common components above. For example, if students were 
grouped into 4 clusters, a column of the data could be used for 
component levels to fit each cluster using a different intercept. 
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B. Features 
These are the functions for computing the effect of the 
components’ histories for each student (except for the fixed 
feature, the constant intercept). Some features have a single 
term like exponential decay (expdecafm, described in 2.C.6), 
which is a transform using the sequence of prior trials and a 
decay parameter. Other features are inherently interactive, such 
as base2, which scales the logarithmic effect of practice by 
multiplying by a memory decay effect term. Other terms like 
base4 and ppe involve the interaction of at least 3 inputs. Table 
1 summarizes 25 features currently supported in the 
LearnSphere, indicating the if the feature was linear, adaptive, 
and/or dynamic and explaining the input data required from the 
knowledge components. These features are individually 
described the next section. 
 TABLE 1. SELECTED FEATURES CURRENTLY SUPPORTED BY GKT. NOTE: IN 
THE PARAMETERS COLUMN, “0” INDICATES A LINEAR FEATURE AND 1 OR 
MORE INDICATES HOW MANY ADDITIONAL NONLINEAR PARAMETERS THE 
FEATURE REQUIRES FOR ESTIMATION. 
Feature Pars Adaptive Dynamic Input data needed for 
component level (e.g. KCs) 
for each learner 
intercept 0 no no Intercepts are an 
exception, since they are 
fit without regard to 
subject history  
lineafm 0 no yes Total practice counts  
logafm 0 no yes Total practice counts 
powafm 1 no yes Total practice counts 
recency 1 no yes Age of most recent trial  
expdecafm 1 no yes Total practice counts 
base 1 no yes Total practice counts and 
age of oldest trial  
base2 2 no yes Total practice counts, age 
of oldest trial, and 
intrasession total time  
base4 4 no yes Total practice counts, age 
of oldest trial, and 
intrasession total time  
ppe 4 no yes Total practice counts and 
ages of all trials 
logsuc 0 yes yes Success counts  
linesuc 0 yes yes Success counts  
logfail 0 yes yes Failure counts  
linefail 0 yes yes Failure counts  
expdecsuc 1 yes yes Success history  
expdecfail 1 yes yes Failure history  
basesuc 1 yes yes Success count and age of 
oldest trial  
basefail 1 yes yes Failure count and age of 
oldest trial  
base2fail 2 yes yes Failure count, age of oldest 
trial, and intrasession total 
time  
base2suc 2 yes yes Success count, age of 
oldest trial, and 
intrasession total time  
linecomp 0 yes yes Success and failure counts  
prop 0 yes yes Success and failure counts  
propdec 1 yes yes Success and failure 
histories  
logit 0 yes yes Success and failure counts  
logitdec 1 yes yes Success and failure 
histories  
C. Feature Descriptions 
1) Constant (intercept) 
This is a simple generalized linear model intercept, computed 
for a categorical factor (i.e. whatever categories are specified 
by the levels of the component factor). 
2) Total count (lineafm) 
This feature is from the well-known AFM model [7], which 
predicts performance as a linear function of the prior total 
experiences with the KC. 
3) Log total count (logafm) 
This predictor has been sometimes used in prior work [e.g., 
33] and implies that there will be decreasing marginal returns 
for practice as total prior opportunities increases, according to 
a natural log function. For simplicity, we add 1 to the prior trial 
count to avoid taking the log(0), which is undefined. 
4) Power-decay for count (powafm) 
This feature models a power-law decrease in the effect of 
successive opportunities. By raising the count to a positive 
power (non-linear parameter) between 0 and 1,the model will 
describe less or more quickly diminishing marginal returns. It 
is a component of the predictive performance equation (PPE) 
model [35], but for applications not needing forgetting, it may 
provide a simple flexible alternative to logafm. Fig. 3 shows 
how for a power value d = 0.45, the unscaled logit contribution 
is similar to the natural log for the first 10 trials before 
increasing at a faster pace. The curve for the power value d = 
0.60 is steeper than either the natural log or the power value d 
= 0.45 across all trials. The unscaled logit contribution refers to 
the features effect before considering the effect of the logistic 
regression coefficient, which is fit either overall (i.e. one 
coefficient for all levels of a component factor) or individually 
(i.e. using the $ operator to fit a coefficient for each level of the 
component factor, see section 2.4). 
  
Fig. 3. Graph of logit effect as trials increases with different features.  
 
5) Recency (recency) 
This feature is inspired by the strong effect of the time interval 
since the previous encounter with a component (typically an 
item or KC). This feature was created for this paper and has 
not been presented previously. This recency effect is well-
known in psychology and is captured with a simple power law 
decay function to simulate improvement of performance when 
prior practice was recent. This feature only considers the just 
prior observation; older trials are not considered in the 
computation. Fig. 4 shows the basic form of the power law 
decay function as a function of time in seconds for different 
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powers. This function assumes time is greater than 1 as this 
makes the learning equivalent at the start of the function.  
 
Fig. 4. Graph of age-d effect as age increases with different decay rates. 
 
6) Exponential decay (expdecafm) 
This predictor considers the effect of the TOC as a decaying 
quantity according to an exponential function. It behaves 
similarly to logafm or powafm, as shown in Fig. 3. It is similar 
to mechanisms first used in the PFA-Decay model [4]. 
7) Power law decay (base,base2) 
This predictor multiplies logafm by the age since the first 
practice (trace creation) to the power of a decay rate (negative 
power) as shown in Fig. 4. This predictor characterizes 
situations where forgetting is expected to occur in the context 
of accumulating practice effects. Because this factor doesn’t 
consider time between individual trials, it is essentially fit with 
the assumption of even spacing between repetitions and doesn’t 
capture recency effects. The base 2 version modifies the time 
by shrinking the time between sessions by some factor, for 
example .5, which would make time between sessions count 
only 50% towards the estimation of age. This mechanism to 
scale forgetting when interference is less was originally 
introduced in the context of cognitive modeling [37].  
8) Power law decay with spacing (base4) 
This predictor involves the same configuration as base2, 
multiplied by the means spacing to fractional power. The 
fractional power scales the effect of spacing such that if the 
power is 0 or close to 0 then spacing the scaling factor is 1. If 
the fractional power is between 0 and 1, there are diminishing 
marginal returns for increasing average spacing between trials. 
This feature was introduced for this paper as a comparison to 
the PPE feature. 
9) Performance Prediction Equation (ppe) 
This predictor was introduced over the last several years and 
shows great efficacy in fitting spacing effect data [35, 40]. It is 
novel in that it scales practice like the powafm mechanism, 
captures power law decay forgetting, spacing effects, and has 
an interesting mechanism that weights trials according to their 
recency. 
10) Log performance measures (logsuc and logfail) 
This expression is simply the log transformed performance 
factor (total successes or failures), corresponding to the 
hypothesis that there are declining marginal returns according 
to a natural log function [8; 26].  
11) Linear PFA (linesuc and linefail) 
These terms are equivalent to the terms in performance factors 
analysis (PFA) [6, 24, 42, 43]. 
12) Exponential decay (expdecsuc and expdecfail) 
This expression uses the decayed count of right or wrong. 
This method appears to have been first tested by Gong, Beck 
and Heffernan [4]. This method is also part of R-PFA where it 
is used for tracking failures only, whereas R-PFA uses propdec 
to track correctness [3]. The function is generally the same as 
for expdecafm. However, when used with a performance factor, 
the exponential decay weights on the events seen recently, so a 
history of recent successes or failures might quickly change 
predictions since only the recent events count for much, 
especially if the decay rate is faster. 
13) Linear sum performance (linecomp) 
This term uses the success minus failures to provide the 
simple summary of overall performance. The advantage of this 
model is that it is parsimonious and therefore is less likely to 
lead to overfitting or multicollinearity in the model. This feature 
was created for this paper and has not been presented 
previously. 
14) Proportion (prop) 
This expression uses the prior probability correct. It is seeded 
at .5 for the first attempt. This feature was created for this paper 
and has not been presented previously. 
15) Exponential decay of proportion (propdec and propdec2) 
This expression uses the prior probability correct and was 
introduced as part of the R-PFA model [3, 44, 45]. This function 
requires an additional non-linear parameter to characterize the 
exponential rate of decay. For propdec, we set the number of 
ghost successes at 1 and ghost failures at 1 as a modification of 
Galyardt and Goldin [3]. This modification produces an initial 
value that can either decrease or increase, unlike the Galyardt 
and Goldin version (propdec2) which can only increase due to 
the use of 3 ghost failures and no ghost successes. Our initial 
comparisons below show that the modified version works as 
well for tracking subject level variance during learning. 
Galyardt and Goldin [3] illustrates an extensive number of 
examples of propdec2’s behavior across patterns of successful 
and unsuccessful trials at various parameter values. The new 
propdec behaves analogously, except it starts at a value of .5 to 
represent the different ratio of ghost success to failure at the 
beginning of practice. As a point of fact, the number of ghost 
attempts of each type are additional parameters and we have 
implemented two settings: 1 ghost success and 1 ghost failure 
(propdec), or 3 ghost failures (prodec2). 
16) Logit (logit) 
This expression uses the logit (natural log of the success 
divided by failures). This function requires an additional non-
linear parameter to characterize the initial amount of successes 
or failures. This feature was created for this paper and has not 
been presented previously. 
17) Exponential decay of logit (logitdec) 
This expression uses the logit (natural log of the success 
divided by failures). Instead of using the simple counts, it uses 
the decayed counts like R-PFA, with the assumption of 
exponential decay and 1 ghost success and 1 ghost failure. This 
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7 
feature was created for this paper and has not been presented 
previously. 
D. Feature Types 
The standard feature type (except for intercept, which is 
always “extended”) is fit with the same coefficient for all levels 
of the component factor. Features may also be extended with 
the $ operator, which causes GKT to “extend” the feature to fit 
a coefficient for each level of the component factor. The most 
straightforward example of this extension is for KCs. Typically, 
models have used a different coefficient for each knowledge 
component. For example, in AFM, each KC gets a coefficient 
to characterize how fast it is learned across opportunities 
specified in the notation with a $ operator in GKT. If a $ 
operator is not present, a single coefficient is fit for the feature. 
Not using the $ operator is particularly relevant when finding a 
student level predictor, since the $ operator would produce a 
coefficient for each student, indicating the different effects of 
the feature depending on the student. In this paper, we are 
specifically focused on models that generalize some model for 
a domain to a new set of students, so we wish to avoid models 
that require individual student parameters of any sort. For this 
reason, we do not extend the student operator. 
 Intercept features can also be modified with the @ 
operator, which produces random intercepts instead of the 
default fixed intercepts. This feature was included primarily to 
show the initial comparisons of options for modeling student 
individual differences in this paper. For this paper, we wished 
to compare fixed effect and random effect intercepts with other 
methods for identifying subject variability, like propdec, 
propdec2, and logitdec. 
E. Learner Data Requirements 
The GKT model relies on data being in the DataShop format, 
but only some columns are needed for the models. The data 
must consist of practice events for each student, which each 
record the time of occurrence and outcome and includes 
column(s) identifying the item id and any groupings of items 
into KCs. The preprocessing stage precomputes time values 
from timestamps, sorts the data, filters unwanted events, adds a 
binary (0-1) outcome column, computes spacing within any 
requested components, selects an amount of data to process, and 
provides limits for minimum observations per component level 
overall or by minimum observations per component level 
within subjects. 
The six datasets used in this paper were chosen to be 
representative of variability in real learning: two datasets 
concerned fact-learning (MH, statistics cloze), some were more 
procedural (tonal learning), and others were a mixture of 
learning and application of facts and procedures (Assistments, 
KDD, Andes). This distinction is important because theories of 
learning and memory make distinct predictions for learning and 
remembering fact versus procedural information depending on 
the learning context. The MH dataset has not been publicly 
released, but the other datasets are available on DataShops, with 
Memphis DataShop (https://datashop.memphis.edu) housing 
the cloze data, and the other 4 datasets residing in the CMU 
DataShop (https://pslcdatashop.web.cmu.edu/). 
III. MODELS 
We choose the models for our main comparison in 
consonance with the goals of the paper to show a variety of 
existing and new logistic models across multiple datasets. The 
multiplicity of new features contrasts past work which typically 
only shares one new feature per paper. This new work is made 
possible by how easy it is to add a new feature to the GKT 
architecture and then immediately these features can be 
combined with other features to create complex hybrid models. 
We felt it important that the system allowed many options for 
replication so that prior ideas can be compared with new 
options. Table 2 shows the 12 models we compared for each 
dataset.  
TABLE 2. MAIN COMPARISON MODELS FOR EACH DATASET 
# Model Features Variant 
of 
1 propdecStudent + intercept$KC + lineafm$KC AFM 
2 propdecStudent + intercept$KC + logafm$KC  
3 propdecStudent + intercept$KC + linesuc$KC + linefail$KC PFA 
4 propdecStudent + intercept$KC + logsuc$KC + logfail$KC  
5 propdecStudent + intercept$KC + logsuc$KC + logfail$KC + 
recency$KC 
 
6 propdecStudent + intercept$KC + expdecduc$KC + 
expdecfail$KC 
PFA-
Decay 
7 propdecStudent + intercept$KC + propdec$KC  
8 propdecStudent + intercept$KC + propdec$KC + logfail$KC R-PFA 
9 propdecStudent + intercept$KC + propdec$KC + 
expdecfail$KC 
 
10 propdecStudent + intercept$KC + propdec$KC + ppe$KC PPE 
11 propdecStudent + intercept$KC + propdec$KC + base2$KC  
12 propdecStudent + intercept$KC + propdec$KC + base4$KC  
 
TABLE 3. STUDENT VARIANCE ONLY MODELS USED IN INITIAL COMPARISON 
FOR EACH DATASET 
# Model Feature(s) 
1 intercept@Student 
2 interceptStudent 
3 propdecStudent 
4 propdec2Student 
5 logitdecStudent 
6 interceptStudent + propdecStudent 
 
TABLE 4. MCFADDEN’S R2 VALUES FOR STUDENT INDIVIDUAL DIFFERENCE 
MODELS FOR EACH OF THE 6 DATASETS 
# Model 
Feature(s) Cloze Tone Ass KDD Ande MH 
1 intercept@Stu. 0.055 0.054 0.043 0.052 0.027 0.052 
2 interceptStu. 0.077 0.070 0.060 0.057 0.032 0.076 
3 propdecStu. 0.070 0.067 0.062 0.074 0.040 0.052 
4 propdec2Stu. 0.077 0.055 0.066 0.068 0.036 0.059 
5 logitdecStu. 0.071 0.067 0.061 0.073 0.040 0.053 
6 intercept@Stu. + 
propdecStu. 0.088 0.081 0.077 0.078 0.046 0.080 
 
For each model there were 100 runs and we provide the 
average training values for McFadden’s R2 and RMSE 
computed at the trial level. We also provide the split-half held-
out fold average RMSE at the trial level for comparison. To help 
appreciate the source of the t-test below, we also provide the 
mean RMSE average by student, and the SE of these student 
average RMSE values. We also provide held out test fold values 
for sensitivity and specificity. 
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 Each model was tested 100 times using a split-half holdout 
validation procedure with bootstrapped t-tests. This procedure 
was designed to allow statistical inference (paired t-tests) where 
the assumptions of the statistic is fully supported. Each of the 
100 runs allows us to estimate a paired t-test, which allows us 
to bootstrap the t-distribution for the test and get a stable 
estimate. To do this, we took the data for the held-out fold for 
each run and computed the error for each held out subject within 
the held-out data for each model. By taking these by subject 
errors for each model for each held out fold, we could compute 
the differences in error for the same group of held out subjects 
for each pairwise model comparison. Since these data are 
independent, each value coming from a different subject, the 
data are suitable for a paired t-test to see if the difference is 
greater than 0. We averaged the t-values across the 100 runs to 
get a more accurate estimate of test statistic. We include these 
significance tests after describing the fit of each model. 
 Since all 12 of these models use the propdec feature at 
student level to dynamically capture student variability (as an 
alternative to random effects or fixed constants), initial analyses 
focused on 6 specific models to facilitate a comparison of the 
propdec and propdec2 with random and fixed intercepts and 
another possible feature, logitdec (see Table 3). These 
comparisons have many fewer parameters than the more 
complex main comparison in Table 2 (which crossvalidate 
without issues as we can see below), so they can be expected to 
be stable and were not crossvalidated.  
IV. RESULTS 
A. Initial Student Feature Comparison for Datasets 
Table 4 below shows the McFadden’s R2 results for some 
models of student individual differences. The goal of this 
analysis was to evaluate how the adaptive methods compared 
to both fixed and random intercepts as approaches to capture 
individual differences. This analysis shows the similarity of fits 
for the 2 intercept-based measures and the 3 adaptive measures. 
The final line of the table shows the fit for the combination of 
the fixed intercept and propdec. 
B. Statistics Content Cloze Items 
The statistics cloze dataset included 58316 observations from 
478 participants who learned statistical concepts by reading 
sentences and filling in missing words. Participants were adults 
recruited from Amazon Mechanical Turk. There were 144 KCs 
in the dataset, derived from 36 sentences, each with 1 of 4 
different possible words missing (cloze items). The number of 
times specific cloze items were presented was manipulated, as 
well as the temporal spacing between presentations (narrow, 
medium, or wide). The post-practice test (filling in missing 
words) could be after 2 minutes, 1 day, or 3 days (manipulated 
between students). The stimuli type, manipulation of spacing, 
repetition of KCs and items, as well as multiple day delays, 
made this dataset appropriate for evaluating model fit to well-
known patterns in human learning data (e.g., substantial 
forgetting across delays, benefits of spacing). The dataset was 
downloaded from the Memphis Datashop repository. 
 
Fig. 5. Statistics cloze p-values, sorted by mean model p-value, for pairwise 
model comparisons for heldout-subjects. * indicates uncorrected p<.05 for the 
2-sided test. ** indicates significance after adjusting p-values to control false 
discovery rate [53].  
 
The results are displayed in Fig. 5 and Table 5. The pattern 
of results indicates that models with features based on theories 
of declarative memory (models 10-12) significantly improved 
fit beyond those that were insensitive to memory decay. This is 
consistent with the learning task (participants being asked to 
recall missing words) and the spacing intervals imposed 
 
TABLE 5. STATISTICS CLOZE FIT STATISTICS FOR THE 12 MODELS. ALL MODELS ALSO HAD INTERCEPTS FOR KCS AND STUDENT-LEVEL PROPDEC 
FEATURES. 
# Model Features McFadden R2train RMSEtrain RMSEtest M student RMSEtest SE student RMSEtest Sensitivity Specificity 
1 lineafmKC 0.265 0.409 0.416 0.415 0.00216 0.713 0.77 
2 logafmKC 0.286 0.403 0.41 0.408 0.00221 0.712 0.785 
3 linesucKC + linefailKC 0.279 0.405 0.414 0.413 0.00222 0.728 0.762 
4 logsucKC + logfailKC 0.294 0.4 0.409 0.408 0.00226 0.735 0.768 
5 logsucKC + logfailKC + recencyKC 0.342 0.385 0.393 0.392 0.00227 0.757 0.788 
6 expdecsucKC + expdecfailKC 0.314 0.394 0.402 0.4 0.00226 0.737 0.783 
7 propdecKC 0.207 0.43 0.435 0.434 0.00232 0.672 0.738 
8 propdecKC + logfailKC 0.302 0.398 0.406 0.405 0.00223 0.738 0.772 
9 propdecKC + expdecfailKC 0.314 0.394 0.402 0.4 0.00227 0.736 0.783 
10 propdecKC + ppeKC 0.346 0.384 0.391 0.39 0.00224 0.756 0.791 
11 propdecKC + base2KC 0.339 0.386 0.394 0.392 0.00229 0.75 0.791 
12 propdecKC + base4KC 0.341 0.385 0.393 0.392 0.00227 0.753 0.789 
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between practice attempts. However, not all learning may be as 
vulnerable to decay. In the next dataset, students were tasked 
with learning Chinese tones. Differentiating and classifying the 
perceptual qualities of sounds may not be expected to decay to 
the same extent as declarative concepts [46], and lead to 
different learner models being more appropriate.  
C. Chinese Tone Learning 
The Chinese tone learning dataset included 48443 
observations from 97 adult participants enrolled in their first 
Chinese language course in a U.S. university. Data was 
collected via an automated tutoring system that provided 
access to hints after errors (hint requests were treated as 
incorrect in following analyses). Only first attempts on first 
steps of problems were included for analysis, ultimately 
retaining 47% of original dataset. There were 5 KCs, each 
representing a different tone. These tones differed in their 
acoustic pitch contours (e.g., rising versus falling pitch). In 
this study, participants would listen to a recording of a tone, 
and then identify the type of tone by pressing one of five 
buttons. Depending on which of the three conditions a 
participant was assigned, the label associated with each button 
would include either a) a number label (1-5) along with the 
pinyin (an alphabetic system to aid reading Chinese), b) a 
visual depiction of the auditory contour of that tone as well as 
the pinyin, or c) the visual depiction by itself. Only first 
attempts at classifying the tone were included in the present 
analysis. Missing values for trial duration were imputed with 
the overall median trial duration. The dataset was downloaded 
from the Carnegie Mellon Datashop repository. 
 
Fig. 6. Chinese tone p-values, sorted by mean model p-value, for pairwise 
model comparisons for heldout-subjects. * indicates uncorrected p<.05 for the 
2-sided test. ** indicates significance after adjusting p-values to control false 
discovery rate [53].  
 
The results are displayed in Fig. 6 and Table 6. In contrast 
with the cloze dataset, tone learning was not predicted best by 
the models with memory features. Instead, simpler models that 
were insensitive to memory decay over time such as R-PFA 
TABLE 6. CHINESE TONE FIT STATISTICS FOR THE 12 MODELS. ALL MODELS ALSO HAD INTERCEPTS FOR KCS AND STUDENT-LEVEL PROPDEC 
FEATURES. 
# Model Features McFadden R2train RMSEtrain RMSEtest M student RMSEtest SE student RMSEtest Sensitivity Specificity 
1 lineafmKC 0.101 0.385 0.393 0.388 0.0121 0.125 0.966 
2 logafmKC 0.1 0.385 0.389 0.387 0.0121 0.124 0.971 
3 linesucKC + linefailKC 0.108 0.383 0.394 0.386 0.0122 0.139 0.959 
4 logsucKC + logfailKC 0.114 0.382 0.385 0.385 0.012 0.128 0.972 
5 logsucKC + logfailKC + recencyKC 0.115 0.382 0.385 0.385 0.012 0.129 0.972 
6 expdecsucKC + expdecfailKC 0.115 0.381 0.384 0.384 0.0124 0.13 0.975 
7 propdecKC 0.11 0.383 0.385 0.387 0.0118 0.125 0.975 
8 propdecKC + logfailKC 0.113 0.382 0.385 0.385 0.0121 0.133 0.971 
9 propdecKC + expdecfailKC 0.115 0.381 0.384 0.384 0.0124 0.132 0.973 
10 propdecKC + ppeKC 0.113 0.382 0.385 0.386 0.0119 0.127 0.974 
11 propdecKC + base2KC 0.113 0.382 0.385 0.386 0.0121 0.132 0.972 
12 propdecKC + base4KC 0.112 0.382 0.385 0.387 0.0119 0.126 0.974 
  
TABLE 7. ASSISTMENTS FIT STATISTICS FOR THE 12 MODELS. ALL MODELS ALSO HAD INTERCEPTS FOR KCS AND STUDENT-LEVEL PROPDEC 
FEATURES. 
# Model Features McFadden R2train RMSEtrain RMSEtest M student RMSEtest SE student RMSEtest Sensitivity Specificity 
1 lineafmKC 0.114 0.457 0.459 0.452 0.00215 0.783 0.516 
2 logafmKC 0.118 0.456 0.457 0.45 0.00223 0.784 0.525 
3 linesucKC + linefailKC 0.117 0.456 0.459 0.452 0.00216 0.783 0.519 
4 logsucKC + logfailKC 0.12 0.456 0.457 0.45 0.00221 0.785 0.523 
5 logsucKC + logfailKC + recencyKC 0.125 0.454 0.455 0.448 0.00223 0.784 0.526 
6 expdecsucKC + expdecfailKC 0.124 0.454 0.455 0.448 0.00223 0.793 0.518 
7 propdecKC 0.11 0.459 0.459 0.454 0.00209 0.792 0.502 
8 propdecKC + logfailKC 0.123 0.455 0.456 0.449 0.00221 0.794 0.518 
9 propdecKC + expdecfailKC 0.124 0.454 0.455 0.448 0.00223 0.793 0.52 
10 propdecKC + ppeKC 0.125 0.454 0.455 0.448 0.0022 0.791 0.522 
11 propdecKC + base2KC 0.124 0.454 0.455 0.448 0.0022 0.792 0.521 
12 propdecKC + base4KC 0.124 0.454 0.455 0.448 0.00221 0.792 0.521 
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(model 8) were sufficient. The distinct differences between the 
best fitting models for the cloze and tone datasets highlights the 
need for an overarching framework that allows various 
knowledge-tracing features.  
D. Assistments 
The Assistments dataset included 580785 observations from 
912 middle school students learning mathematics, collected 
across 2004/2005. The Assistments tutoring system assists 
students when they answer questions incorrectly by breaking 
down the original problem into multiple simpler problems [for 
a detailed explanation see 47]. Students with fewer than 50 
observations were excluded from analyses (0.28% of original 
dataset). KCs with fewer than 1000 observations were excluded 
(1.7% of original dataset). Only first attempts on first steps of 
problems were included for analysis, ultimately retaining 23% 
of original dataset. Missing trial duration values were imputed 
with the overall median trial duration. The dataset was 
downloaded from the Carnegie Mellon Datashop repository. 
 
Fig. 7. Assistments p-values, sorted by mean model p-value, for pairwise model 
comparisons for heldout-subjects. * indicates uncorrected p<.05 for the 2-sided 
test. ** indicates significance after adjusting p-values to control false discovery 
rate [53].  
 
The results are displayed in Fig. 7 and Table 7. With the 
Assistments dataset, R-PFA (model 9) and models with 
memory features (models 10-12) were not significantly 
different in fit from each other. However, they were generally 
better than the other models. This pattern suggests that 
weighting performance according to recency (which all of the 
better performing models could achieve) was an important 
factor in this dataset.  
E. KDD Cup 
Random subsets of the KDD cup 2005/2006 dataset (809694 
observations) were used in the present analyses. For each of the 
100 runs we randomly choose 120 students of the total 574 
students in the file. In the original study, students learned 
algebra using the Cognitive Tutor system, and were given 
feedback on their responses as well as solution hints [see 48]. If 
a student only experienced an example of a KC once, that 
observation was excluded (typically 12% of the sampled data). 
KCs that had fewer than 600 total observations (across students) 
were also excluded (typically 10% of the sampled data). There 
were typically 39 KCs. Missing trial duration values were 
imputed with the overall median trial duration. 
 
Fig. 8. KDD Cup p-values, sorted by mean model p-value, for pairwise model 
comparisons for heldout-subjects. * indicates uncorrected p<.05 for the 2-sided 
test. ** indicates significance after adjusting p-values to control false discovery 
rate [53].  
 
The results are displayed in Fig. 8 and Table 8. In the KDD 
cup dataset, models 1-3 tended to provide worse fits than more 
complex models. As was found with the Assistments dataset, 
superior models included features could weight performance 
according to recency, and explicitly accounting for memory 
decay was not as clearly relevant.  
F. Andes 
In the Andes dataset, 66 students learned physics using the 
Andes tutoring system, generating 345536 observations. 
Participants were given feedback on their responses as well as 
TABLE 8. KDD CUP FIT STATISTICS FOR THE 12 MODELS. ALL MODELS ALSO HAD INTERCEPTS FOR KCS AND STUDENT-LEVEL PROPDEC FEATURES. 
# Model Features McFadden R2train RMSEtrain RMSEtest M student RMSEtest SE student RMSEtest Sensitivity Specificity 
1 lineafmKC 0.129 0.382 0.382 0.381 0.00742 0.181 0.968 
2 logafmKC 0.13 0.382 0.381 0.381 0.00736 0.186 0.966 
3 linesucKC + linefailKC 0.139 0.379 0.38 0.379 0.00746 0.199 0.965 
4 logsucKC + logfailKC 0.148 0.377 0.377 0.377 0.00724 0.213 0.964 
5 logsucKC + logfailKC + recencyKC 0.161 0.374 0.374 0.376 0.0069 0.235 0.96 
6 expdecsucKC + expdecfailKC 0.153 0.376 0.375 0.376 0.00729 0.227 0.963 
7 propdecKC 0.15 0.377 0.376 0.377 0.00699 0.223 0.963 
8 propdecKC + logfailKC 0.153 0.376 0.376 0.376 0.00721 0.227 0.962 
9 propdecKC + expdecfailKC 0.153 0.376 0.376 0.377 0.00719 0.226 0.962 
10 propdecKC + ppeKC 0.17 0.372 0.372 0.374 0.00658 0.254 0.958 
11 propdecKC + base2KC 0.155 0.376 0.375 0.376 0.00694 0.231 0.961 
12 propdecKC + base4KC 0.156 0.375 0.375 0.376 0.00681 0.236 0.96 
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solution hints. Additionally, participants were asked qualitative 
“reflective” questions after feedback (for more details see [49]). 
Only first attempts on first steps of problems were included for 
analysis, which included 36% of the original dataset. KCs that 
had fewer than 600 total observations (across students) were 
also excluded (7.5% of data). There were 45 KCs. Missing trial 
duration values were imputed with the overall median trial 
duration.  
 
Fig. 9. Andes p-values, sorted by mean model p-value, for pairwise model 
comparisons for heldout-subjects. * indicates uncorrected p<.05 for the 2-sided 
test. ** indicates significance after adjusting p-values to control false discovery 
rate [53].  
 
The results are displayed in Fig. 9 and Table 9. For Andes, 
several different models provided notable benefits over the 
simpler models. The PPE model (#10) was again the best fitting 
model. Models 11-12 (that have some similarities to PPE) also 
fit well. Interestingly, model 5 was the second-best fitting 
model. Inspecting the differences in performance between 
model 5 and 4 indicates that the recency feature may have been 
especially helpful (the only difference between those two 
models).  
G. McGraw Hill 
The McGraw Hill dataset contained 124387 observation 
from 1047 adult participants. Participants were college students 
taking coursework on fitness and nutrition. The data was 
collected from an intelligent tutoring system that accompanied 
the coursework. Questions in the tutoring system had multiple-
choice or multiple-answer formats, and corrective feedback was 
provided immediately regardless of their correctness. Broadly, 
the task required recalling information more so than applying 
skills (in contrast especially to the Assistments and KDD 
datasets). KCs that had fewer than 200 total observations were 
excluded from analysis (1% of original dataset). If a participant 
only answered a question concerning a particular KC once, that 
observation was excluded from analysis (46% of original 
dataset). There were 111 KCs. Extreme trial duration outliers ( 
> 10 minutes) were winsorized to equal the 95th percentile trial 
TABLE 9.ANDES FIT STATISTICS FOR THE 12 MODELS. ALL MODELS ALSO HAD INTERCEPTS FOR KCS AND STUDENT-LEVEL PROPDEC FEATURES. 
# Model Features McFadden R2train RMSEtrain RMSEtest M student RMSEtest SE student RMSEtest Sensitivity Specificity 
1 lineafmKC 0.131 0.396 0.398 0.395 0.00722 0.247 0.959 
2 logafmKC 0.132 0.396 0.398 0.394 0.00722 0.248 0.959 
3 linesucKC + linefailKC 0.144 0.393 0.395 0.392 0.00708 0.265 0.957 
4 logsucKC + logfailKC 0.148 0.392 0.394 0.39 0.00697 0.271 0.958 
5 logsucKC + logfailKC + recencyKC 0.157 0.39 0.392 0.388 0.00688 0.282 0.955 
6 expdecsucKC + expdecfailKC 0.15 0.391 0.393 0.39 0.00696 0.274 0.955 
7 propdecKC 0.145 0.393 0.394 0.391 0.00701 0.267 0.956 
8 propdecKC + logfailKC 0.15 0.391 0.393 0.39 0.00693 0.277 0.955 
9 propdecKC + expdecfailKC 0.15 0.391 0.393 0.39 0.00695 0.275 0.955 
10 propdecKC + ppeKC 0.166 0.388 0.39 0.387 0.00669 0.291 0.95 
11 propdecKC + base2KC 0.15 0.391 0.393 0.39 0.00691 0.276 0.955 
12 propdecKC + base4KC 0.152 0.391 0.393 0.39 0.00688 0.278 0.954 
 
TABLE10. MCGRAW HILL FIT STATISTICS FOR THE 12 MODELS. ALL MODELS ALSO HAD INTERCEPTS FOR KCS AND STUDENT-LEVEL PROPDEC 
FEATURES. 
# Model Features McFadden R2train RMSEtrain RMSEtest M student RMSEtest SE student RMSEtest Sensitivity Specificity 
1 lineafmKC 0.15 0.441 0.448 0.451 0.00148 0.84 0.475 
2 logafmKC 0.211 0.423 0.428 0.415 0.0016 0.815 0.567 
3 linesucKC + linefailKC 0.162 0.437 0.447 0.447 0.00151 0.833 0.491 
4 logsucKC + logfailKC 0.227 0.419 0.427 0.409 0.00177 0.806 0.597 
5 logsucKC + logfailKC + recencyKC 0.343 0.385 0.39 0.346 0.00303 0.787 0.744 
6 expdecsucKC + expdecfailKC 0.338 0.387 0.391 0.348 0.003 0.79 0.736 
7 propdecKC 0.227 0.415 0.418 0.393 0.00224 0.819 0.646 
8 propdecKC + logfailKC 0.283 0.401 0.408 0.374 0.00243 0.797 0.685 
9 propdecKC + expdecfailKC 0.34 0.386 0.389 0.346 0.00307 0.794 0.736 
10 propdecKC + ppeKC 0.347 0.384 0.388 0.343 0.0032 0.792 0.74 
11 propdecKC + base2KC 0.29 0.4 0.407 0.373 0.0025 0.794 0.688 
12 propdecKC + base4KC 0.289 0.4 0.407 0.373 0.0025 0.795 0.687 
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duration values. Missing trial duration values were imputed 
with the overall median trial duration. 
The results are displayed in Fig. 10 and Table 10. Similar to 
the cloze dataset, for the McGraw Hill dataset there were large 
differences in fit between the best model (model 10) and the 
worst fitting model (model 1). In both cases, students needed to 
learn and recall factual information which is more prone to 
decay over time. As a consequence, models that explicitly 
attempted to track such decay did better (models 10-12). 
Models that indirectly tracked these changes over time also 
performed better, such as those using propdec without memory 
features (models 7-9), exponential decay (model 6), and 
recency (model 5). Although features like propdec may not 
have been explicitly developed with memory decay in mind, 
they can indirectly account for some of the variance tracked by 
memory-based models. 
 
Fig. 10. McGraw Hill p-values, sorted by mean model p-value, for pairwise 
model comparisons for heldout-subjects. * indicates uncorrected p<.05 for the 
2-sided test. ** indicates significance after adjusting p-values to control false 
discovery rate [53].  
V. GENERAL DISCUSSION 
The results demonstrate the generality of the GKT 
framework across multiple models and datasets. The analyses 
in this paper demonstrated how GKT could combine a variety 
of old, modified and new features to both replicate older models 
and provide examples of new models. GKT is powerful because 
these methods are general to a library of features, can be applied 
broadly to experimental and naturalistic learning data, and 
allow easy specification of hierarchal models with multiple 
terms. 
GKT shows how logistic regression can serve as an 
extensible system for learner performance modeling. It is 
extensible because it is open-source and written in the widely 
used R statistical programming language. Individual features 
can be added as part of the Learn Sphere project or submitted 
to our GitHub repository for inclusion in the main code. Often 
adding new features requires adding only a few lines of code, 
after which the new feature can be freely combined to form 
complex models.  
The heart of GKT is the specification system that opens up a 
new realm of possible models by making explicit the many 
choices that occur in the process. By making these options 
explicit we hope users of the system will arrive at better models 
through greater awareness of the palette of choices a modeler 
of learning must make to arrive at a model suitable for their 
purpose. GKT is intended to make the model-building process 
more systematic by providing this menu of choices, along with 
the understanding that ordering off menu is possible (i.e., 
adding a new feature to the GKT system). 
A. Specific Comparisons 
Other than the general utility of the GKT method, there were 
also a number of specific results revealed by the comparisons. 
One interesting result was a contrast in general model structure 
for some of the models we tested. Specifically, Models 10-12 
(the models with memory terms combined with the propdec 
feature) performed at least as well as the most accurate version 
of PFA, R-PFA. In datasets in which students learned more 
facts as opposed to procedural skills, models that included 
memory features tended to outperform those that did not. This 
may indicate one of two things. The first possibility is that the 
memory term is capturing new variance that wasn’t captured by 
the expdecfail term but doesn’t do reliably better than R-PFA 
(the combination of propdec and expdecfail) because it misses 
out on the benefit that expdecfail could provide if still added. 
The other possibility is that the combined benefits of the 
propdec and memory terms together can capture similar 
variance, but with a different more plausible model. In this 
more psychologically plausible model, one term captures the 
memory benefit that occurs regardless of the success or failure 
(which assumes feedback is provided), and the other term 
captures any adjustment to those gains based on average 
performance. This result may solve one of the key failings of 
the PFA model methods, which is that they inherently obscure 
the difference between model adjustments as a function of prior 
performance and model adjustments as a function of learning. 
Rather, in PFA type models, one term represents the combined 
learning and performance resulting from prior success and the 
other term represents the combined learning and performance 
resulting from prior failures. This difference may be significant 
in considerations about which item to choose in an adaptive 
system, since the modeler may wish to select items based on 
what causes the largest jump in learning rather than the largest 
jump in performance. The distinction between learning and 
performance can be especially salient when participants are 
expected to learn facts. In those cases, information may more 
vulnerable to decay and models with no mechanism to adapt to 
large drops in memory strength across practice sessions or 
intervening trials may perform especially poorly (e.g., AFM or 
PFA). 
 The importance of a recency feature is highlighted by the 
strength of the R-PFA and PPE models, but also by the log PFA 
model that includes a very simple recency term (model 5) 
measuring recency from the single just prior trial. These three 
models allow recency effects to dominate the model to the 
extent they are important for prediction. In the case of R-PFA, 
proportion correct, and count of errors exhibit exponential 
decay which makes effects highly dependent on the most recent 
observations. In the case of PPE, the prior ages of trials can be 
weighted to recent vs older to the extant recency and general 
forgetting are balanced in the data. In the case of the log PFA 
model with the simple recency feature we have further evidence 
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that the recency of similar practice by itself if a highly useful 
predictor. 
 The importance of the overall forgetting was highlighted 
by the PPE, base2, and base4 features in the statistics cloze data 
results. All three of these models did significantly better than 
all the recency only models, but only for this dataset. This is 
very interesting, since this dataset coded the KC at the item 
level, so repetitions in this model were verbatim repetitions 
where declarative memory might be expected to be a very 
important factor in response accuracy [similar to 38]. In 
contrast, for the other datasets, base2 and base4 did not provide 
important advantages. This suggests that memory features may 
be particularly important when the model is used to trace 
learning for verbatim repetitions of an item. 
 Other contrasts were similarly interesting and perhaps 
useful. For example, in all the datasets the logafm and log PFA 
models provide large gains relative to the linear models. The 
consistent advantage of a log transformation indicates that the 
effect of trials typically shows diminishing marginal returns, a 
characteristic of the natural log function. This hints at the 
unexplored possibility that a power function for practice might 
provide substantial improvement and be more precise in 
targeting the curvature of the learning function across different 
data sources. In fact, in addition to the memory factors PPE uses 
Nd to scale the effect of prior practice with this function. Thus, 
PPE combines a flexible practice curve with a similarly flexible 
forgetting function. 
B. Limitations and Future Directions 
It is important to clarify that this work was fitting learner 
models given specific features and an already determined 
hierarchy (i.e. designations of KCs and students). Another large 
area of learning modeling is concerned with specifying the 
domain model given the data [7, 50]. In domain model research, 
the goal is to group the items into KCs, or other often 
hierarchical groupings, which we assume as input in this paper. 
The GKT implementation is limited in some important ways. 
First, it could be noted that the implementation is not 
particularly fast if users seek to find optimal parameter values 
for very large datasets. For the most complex models (10 and 
12), the most non-linear parameters sometimes required a day 
to solve for the larger datasets. Faster solution times would 
allow modelers to compare more models more quickly and so 
improve the system. Our approach was to use a high-
performance computing cluster to accomplish the 100 runs for 
the 12 models on the 6 datasets. Future work will benefit from 
methods to improve the efficiency of the GKT implementation, 
such as parallelization of the parameter search. 
Another limitation is the limited support for random effects, 
with only intercepts (e.g. random effect constants) permitted in 
the syntax. This might be a problem for some theoretical model 
comparisons. Our primary interests in this paper were 
evaluating learner models that could be used in an applied 
context, and so we avoided using subject random effects 
because they are usually difficult to estimate ahead of time. 
Since the datasets in this paper had many observations for each 
KC we choose to fit KC effects as fixed effect constants, since 
there are typically enough examples for each KC across 
students to get a reliable fixed estimate. It is also arguable that 
KCs should be represented as fixed effects because they are 
independent skills and thus should not be subjected to random 
effects shrinkage to a common mean [51]. However, 
researchers can use random intercepts for KCs when fitting 
models with GKT. 
The next step in this research is to include a model of latency 
to the framework to allow users to predict the costs of practice 
(in units of time) and estimate practice efficiency in terms of a 
gain per unit time. For example, with latency predictions it 
becomes possible to predict the gain/cost (i.e., the efficiency) 
for possible selections for practice. These predictions can be 
used to determine practice selection in an adaptive learning 
system like ACT-R memory models used in prior work [15]. 
The models presented in this paper are more suitable for 
mastery determination purposes in their current form, which is 
a crucial step in the mastery learning algorithm [13, 52]. A goal 
of the present research was to bring EDM models together with 
the more complex memory related features to create a simple 
and general framework. This paper is a completion of an initial 
stage in that process. 
Finally, after having completed this stage, it has become 
apparent that the feature specification methods can be 
enhanced. Currently, interactive features such as base, which 
multiplies log of the count of prior trials by a forgetting term 
(see Table 1), are fixed in their current formulation. Thus, 
making new features that are simple interactions of other 
features currently requires modifying the underlying R code. A 
future version of GKT will include enhanced functionality to fit 
interaction terms, so that, for the example of base, a number of 
base features could be created as interactions of the base t-d 
with any of the learning curve functions such as lineafm or 
powafm. 
C. Using GKT on LearnSphere 
GKT is intended to accelerate future research by making the 
process of designing adaptive learner models more transparent 
and systematic. In the past, designers of learner models have 
moved forward slowly due to the large overhead costs of 
organizing data and coding the model features with custom 
designed code. With GKT, researchers can easily test many 
different learner model configurations. In particular, non-linear 
features are easy to use and combine in the system, whereas 
standard logistic regression mo41deling does not allow for this. 
The ability to easily fit and compare multiple models may also 
reveal subtle behavior of existing features. For instance, 
although the propdec feature that is part of R-PFA does not 
track the time between attempts, it does adjust based on recent 
performance. In some cases, this ability was enough to perform 
similarly to models that were tracked time between attempts. 
 Interacting with GKT is possible at 2 levels. First, GKT is 
implemented in LearnSphere so it is immediately available to 
run on most data available in the DataShop data repository, 
which currently houses more than 2000 datasets. If the data are 
in DataShop format, it can be uploaded into the LearnSphere 
even if it is not actually in the DataShop proper, so any data that 
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is converted to DataShop format can be immediately analyzed. 
GKT code is also publicly shared in the LearnSphere GitHub. 
Conveniently, the GKT functions are shared in a single 
functions file, which is also shared in the downloadable content 
accompanying this paper. 
1) Making a Model from Scratch 
Starting with a dataset and making a model from scratch in 
the current system requires the user to choose from the available 
list of features. Beyond the 12 models shown in this paper, 
thousands of other models may be created that are effective and 
reasonable in different contexts. Because of this broad 
generalizability we conclude with a brief discussion of how to 
compose a model using GKT.  
 Most models begin with some representation of student 
ability. If the model is meant to generalize to unseen students, 
this will likely begin with the propdec or logitdec features. 
Either of these features will quickly capture student variability 
given a reasonably long sequence of practice data. In addition, 
the overall average student ability is automatically captured by 
the inclusion of a single intercept coefficient in the regression 
model. 
 Some representation of the initial difficulty of KCs or 
items will typically be important since few domains contain 
skills of equal difficulty. Variable initial difficulty can be 
accounted for with fixed or random effect intercepts. Fixed 
effects will may be adequate unless the items are truly sampled 
from some distribution or if the data are sparse. Fixed effects 
are typically fit for the KC level of the data, but fixed effects 
may also be fit for the items. Since items are frequently nested 
within KCs, it is possible to create KC models that are 
redundant given the item parameters. Fitting more item level 
difficulty parameters can also be considered more complex but 
may be acceptable if there is enough data to accurately estimate 
item difficulties. 
 After having accounted for differences prior to practice, 
differences from practice can be considered. Most importantly, 
there is the effect of learning, and most models include some 
term that causes an upward slope to performance as practice 
accumulates. Lineafm is the most basic of these features. The 
more complex learning features capturing learning may 
additionally capture forgetting, decreasing marginal return to 
practice, or spacing effects. 
 Finally, an important contribution of GKT is that it enables 
modelers to more easily evaluate and compare candidate learner 
models. For instance, after the modeler has developed an initial 
model that crossvalidates well with dynamic change features, 
additional adaptive components can be added. It is often useful 
to think about “splitting” the dynamic features that work well. 
After fitting a model with lineafm, the modeler could split the 
feature and instead use linesuc and linefail. Of course, it is 
possible that simply splitting will not capture the possible 
richness of alternative models. For example, the fit statistics of 
these initial models and the modeler’s own expertise may lead 
them to hypothesize that the basefail feature may improve fit 
due to forgetting of feedback which would occur from failure 
trials. The modeler may ultimately conclude that the strongest 
parsimonious model of dynamic change was a combination of 
linesuc and basefail. In summary, GKT enables easier 
navigation through the space of possible learner models, with 
appropriate tools from GKT and other DataShop applications 
(e.g., cross-validation, visualizations of fits) that ensure that the 
found models are generalizable. 
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