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Abstract 
The relativistic problem of spin-1/ 2  fermions subject to vector hyperbolic (kink-like) 
potential ( tanh )kx  is investigated by using the parametric Nikiforov-Uvarov 
method. The energy eigenvalue equation and the corresponding normalized wave 
functions are obtained in terms of the Jacobi polynomials for 0x  and 0x   cases.  
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1. Introduction  
The search for the exact solutions of relativistic wave equations under the direct 
coupling of various vector and scalar potentials has been an important research area 
ever since the birth of quantum mechanics, and has significantly enriched our 
knowledge of the atomic and sub-atomic systems. In fact, the success of quantum 
mechanics in the description of the atomic and sub-micro world is very impressive 
and overwhelming. Supplementing this theory with special relativity created one of 
the most accurate physical theories in recent history. An example is quantum 
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electrodynamics: the theory that describes the interaction of charged particles with the 
electromagnetic radiation at high speeds or strong coupling. The Dirac equation is the 
most frequently used wave equation for the description of particle dynamics in 
relativistic quantum mechanics and in many fields of physics and chemistry. For this 
reason, it has been studied and used extensively in relativistic heavy ion collisions, 
heavy ion spectroscopy and more recently, in laser–matter interaction (for a review, 
see [1] and references therein) and condensed matter physics [2]. However, solving 
this equation is still a very challenging problem even if it has been derived more than 
80 years ago and has been utilized profusely. This equation is very useful to 
investigate the relativistic effects as well [3]. In the relativistic treatment of nuclear 
phenomena the Dirac equation is used to describe the behavior of nucleus in nuclei. In 
fact, when the particle is under strong field, especially for a strong coupling system, 
relativistic effect could become important. In the strong coupling case, relativistic 
effects have been rarely discussed, primarily due to difficulties involved in solving 
analytically the Klein-Gordon equation or the Dirac equation. The Dirac equation, 
which describes the motion of a spin-1/2 particle, has been used in solving many 
problems of nuclear and high-energy physics. Several model potentials have been 
introduced recently to explore the relativistic energy spectra and wave function 
behaviors (for example, see [4-13]). The hyperbolic potential [14, 15] is given by 
( ) tanh( )V x kx  (1) 
where {Λ, k}⊂ℝ are empirical constants. The potential (1) is also called kink-like 
potential. For this Kink-like potential, there exists no bound states in a non-relativistic 
Schrödinger quantum theory because it gives rise to a ubiquitous repulsive potential. 
However, bound states of this Kink-like potential exist in the Dirac theory and the 
Klein-Gordon (KG) equation. This potential is a kind of special Rosen-Morse II 
potential and asymptotically constant for large values of x and has the linear potential 
as a limit for small values of k . The potential can be used to describe the nuclei 
interactions or the quark physics. By using the algebraic method, Wen-Jia Tian has 
solved the Dirac equation for s-wave and the KG equation with the kink-like potential 
[16]. de Castro and Hott [17] investigated the relativistic problem of trapping neutral 
fermions subject to a pseudoscalar kink-like potential. The bound states of this kink-
like potential exist in (1+1)-dimensional Dirac equation with pseudoscalar potential 
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coupling. de Castro [18] also investigated the intrinsically relativistic problem of 
spinless particles in  (1+1)-dimensional KG equation subject to a general mixing of 
vector and scalar kink-like potentials ( tanh )x  coupling in two-dimensional space-
time. The problem was mapped into the exactly solvable Sturn-Liouville problem 
with the Rosen-Morse potential and exact bounded solutions for particles and 
antiparticles were found. The behavior of the spectrum was discussed and the 
apparent paradox concerning the uncertainty was solved by recurring to the concept of 
effective Compton wavelength. Jia and co-workers [19] studied the bounded solutions 
of the 1+1 dimensional Dirac equation and KG equation with a PT-symmetric version 
of the kink-like vector potential in two-dimensional space-time by using the basic 
concepts of the Supersymmetric, WKB formalism and the function analysis 
method..They obtained the bound-state energy levels and two-spinor components. The 
PT-symmetric kink-like potential is not Hermitian and absent bound states in the 
context of non-relativistic Schrödinger equation but it possesses two sets of real 
discrete relativistic energy spectra in the context of the Dirac theory. Jia and Souza-
Dutra [20], solved position-dependent mass Dirac equation with the vector potential 
coupling scheme in 1+1 dimensions. They presented three PT-symmetric potential 
harmonic oscillator-like potential, PT-symmetric with the form of a linear potential 
plus an inversely linear potential and PT symmetric kink-like potential.  
Recently Jia et al. [21] studied the exact solutions of the KG equation with position-
dependent mass for mixed vector and scalar kink-like potentials. Villalba and  
González-Díaz [22] showed that the energy spectrumof the one-dimensional Dirac 
equation in the presence of an attractive vectorial delta potential exhibits a resonant 
behavior when one includes an asymptotically spatially vanishing weak electric field 
associated with a hyperbolic tangent potential. The resonant behavior depends on the 
strength of electric field. They also derived an approximate expression for the value of 
the resonances and compared the obtained results for the hyperbolic potential with 
those obtained for a linear perturbative potential. 
Our aim in this paper is to solve the Dirac equation for the above Kink-like potential. 
Thus, we obtain the energy eigenvalues equation and the corresponding spinor wave 
functions by using the parametric generalization of the Nikiforov-Uvarov (NU) 
method.   
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The paper is structured as follows: In section 2, we introduce the outlines of the 
parametric Nikiforov-Uvarov method. In section 3, we solve the (1+1)-dimensional 
Dirac equation in the presence of attractive .potential and a kink-like vector 
potential. We also derive approximate analytic expressions for the energy eigenvalues 
and wave functions for 0x   and 0x   cases. In Section 4, we end with our 
conclusions. 
 
2. Parametric NU method  
The NU method is used to solve second order differential equations with an 
appropriate coordinate transformation )(rss   [23] 
 
 
 
 
 
2
2 2
0,n
s sd d
s
s dsds s
 

 
 
   
  
 (2) 
where  s  and  s~  are polynomials with at most of second degree, and  s~  is a 
first-degree polynomial. To make the application of the NU method simpler and direct 
without need to check the validity of solution. We present a shortcut for the method. 
So, at first we write the general form of the Schrödinger-like equation (2) in a more 
general form applicable to any potential as follows [24-26] 
   
   
2
21 2
22 2
3 3
1
0,
1 1
n
c c sd d
As Bs C s
ds s c s ds s c s

 
      
   
 (3) 
satisfying the wave functions 
( ) ( ) ( ).n ns s Y s  (4) 
Comparing (3) with its counterpart (2), we can obtain the following identifications: 
  1 2 ,s c c s         31 ,s s c s      
2 ,s As Bs C     (5) 
(1) For the given choice of root k and the function ( )s : 
 7 3 8 8 92 2 ,k c c c c c       4 8 9 3 8 5( ) ,s c c c c c c s                                (6) 
we follow the NU method to obtain the eigenfunctions Eq. (3) as follows [25,26] 
    1110 31 ,
cc
s s c s     
    1312 3 12 131 ,  0,  0,
ccs s c s c c    
 
 
   10 11( , ) 3 10 11
1
( ) 1 2 ,  1,  1,
n
c cn
n nn
d
Y s s s P c s c c
s ds
 

                                                                    
(7) 
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      13 10 1112 ( , )3 31 1 2 .
c c cc
n n ns N s c s P c s    
 
where ( , ) ( ),nP x
   ( 1,  1     and [ 1,1]x   ) is the Jacobi polynomial and  s is 
the weight function. Further, the energy equation reads 
      2 5 9 3 8 3 7 3 8 8 92 1 2 1 1 2 2 0,nc n c n c c c n n c c c c c c             (8) 
and with the parametric constants [25,26] 
 4 1
1
1 ,
2
c c   5 2 3
1
2 ,
2
c c c   
2
6 5 2;c c p  7 4 5 12 ,c c c p   
2
8 4 0 ,c c p   9 3 7 3 8 6 ,c c c c c c    
10 82 1,c c                11 9 3
3
2
1,  0,c c c
c
      
12 4 8 0,c c c                  
                         
13 4 9 5 3
3
1
( ) 0,  0,c c c c c
c
      
(9) 
where 12 130,  0c c   and 3 3[0,1 ],  0.s c c   
In a rather more special case where 3 0c  , the wave functions (6) can be expressed 
instead as 
 10 11 10
3
( , )
3 9
0
lim (1 2 ) 2 ,
c c c
n n
c
P c s L c s

  9 513
3
( )
3
0
lim(1 ) ,
c c sc
c
c s e
 

 
9 5 1012
( )
9( ) (2 )
c c s cc
ns Ns e L c s
 
 
(10) 
where ( ) ( )nL x
   is the Laguerre polynomial. 
(2) For the given root k and the function ( )s : 
 7 3 8 8 92 2 ,k c c c c c       4 8 9 3 8 5( ) ,s c c c c c c s                              (11) 
we follow the NU method [23] to obtain the energy equation  
      2 5 9 3 8 3 7 3 8 8 92 1 2 1 1 2 2 0,nc n c n c c c n n c c c c c c           (12) 
and also  the wave functions 
    1110 31 ,
cc
s s c s         1312 3 12 131 ,  0,  0,
ccs s c s c c                                                                                              
   10 11( , ) 3 10 111 2 ,  1,  1,
c c
n ny s P c s c c                                                                  
(13) 
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      13 10 1112 ( , )3 31 1 2 ,
c c cc
n n ns N s c s P c s     
with the following changes in parametric constants:   
 
10 82 ,c c                            11 9 3
3
2
,  0,c c c
c
   
12 4 8 0.c c c    
13 4 9 5 3
3
1
( ) 0,  0.c c c c c
c
      
(14) 
 
3. The (1+1)-Dimensional  Dirac Equation  
 
The Dirac equation for fermionic massive spin-1/ 2  particles moving in a hyperbolic 
vector potential  V r , expressed in natural units ( 1c  ) takes the form [27] 
  0,i ieA m r
x


 
  
      
 (15) 
where A  is the vector potential that, in our case, takes the form 
  0( ) ( ) ,eA g x V x
      where e is the charge and m is the mass of the fermionic 
particle. 
 ( 0,1,2,3)   are gamma matrices and satisfy the commutation relation 
 , 2g      with diag(1, 1)g    [28]. The Dirac matrices 
0
0 0
, ,
0 0
i
i
i
I
I

 

  
    
   
 (16) 
where I is the 2 2  unit matrix, and i are the three 2 2  Hermitian Pauli matrices. 
In the absence of vector potential and setting 0( ) ( )V x eA x , the one-dimensional 
Dirac equation for a stationary state ( , ) ( )i tx t e x    becomes [5] 
 
0 1 0 1 1 0 ( )
( ) 0,
1 0 1 0 0 1 ( )
xd
i V x E m
xdx


        
            
        
 (17) 
where E is the energy eigenvalue, ( )x  and ( )x are the upper and the lower 
components of the spinor wave function ( )x , respectively. Equation (16) can be 
decomposed into the following two coupled differential equations [29]: 
 7 
 
( )
( ) ( ) ( ) 0,
d x
i E V x x m x
dx

       (18a) 
 
( )
( ) ( ) ( ) 0,
d x
i E V x x m x
dx

      (18b) 
which is more tractable in the search of exact solutions. Eliminating the lower spinor 
component form Eqs. (18a) and (18b), we obtain a second order differential equation, 
which contains first order derivatives, 
 
2
2 2
2
( ) ( )
( ) ( ) 0.
d x dV x
i V x E m x
dx dx


 
     
 
 (19) 
 
3.1. Kink-like potential and a delta interaction 
 
Now, applying the idea developed by Titchmarsch [30] and Barut [31], we obtain the 
energy spectrum of the (1+1)-dimensional Dirac equation in the presence of an 
attractive vector point interaction potential represented by ( ) ( ),eV x g x  and an 
asymptotically vanishing electric field associated with the kink-like potential (1). The 
potential (1) is asymptotically constant for large values of ,x  i.e., 
( ) ( )
( ) lim constant
( ) ( )x
exp kx exp kx
V x
exp kx exp kx
 
  
 
 and has the linear potential as a limit 
for small values of ,k  i.e., 
0
( ) ( )
( ) lim .
( ) ( )k
exp kx exp kx
V x kx x
exp kx exp kx
 
  
 
 This behavior 
of the kink-like potential is obvious in Figure 1. After substituting the potential (1) 
into Eq. (19), we obtain the second order differential equation 
 
2
22 2
2
( )
sec ( ) tanh( ) ( ) 0.
d x
ik h kx kx E m x
dx

       
 
 (20) 
 
3.1.1. The case of 0x   
To obtain solution of Eq. (20) for 0x  , exhibiting a damping asymptotic behavior as 
,x  we use the change of variables: 2kxs e   , to rewrite it as follows: 
2
2 2 2
1 1
(1 ) (1 )
d s d
ds s s ds s s


  
 

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    2 22 2 2 2 2 2
2
( 4 2 2 2 )
( ) 0,
4
m E s ik E m s m E
s
k

                    
  
 (21) 
where ( )s  satisfies the second order differential equation. Comparing Eq. (21) and 
Eq. (3), we can easily obtain the coefficients ic  ( 1,2,3i  ) and analytical 
expressions ,A B and C as follows 
1 1,c 
 
22
2
,
4
m E
A
k
 
   
2 1,c 
2 2 2
2
( 4 2 2 2 )
,
4
ik E m
B
k
    
   
3 1,c 
 
22
2
.
4
m E
C
k
 
  (22) 
The specific values of coefficients ic  ( 4,5,...,13i  ) are found from Eq. (9) and 
displayed in Table 1. The energy eigenvalues equation vcan be obtained via Eq. (8) as  
     
 
2 22 2 2 2
2 2 2
4
2 1 .
k ik m E m E
n
k k k
     
     (23) 
Note that the resonant energies are obtained via Eq. (23). These approximations are 
valid when  and k  are small compared to .m  For large values of ,k  the kink-like 
potential approaches deeply which is not sink the delta bound state energies. These 
results are in agreement with [22] although the techniques used are different. 
However, the NU method provide simple and powerful results in closed form. 
Since the parameters  and k  are taken small in potential (1), we can approximate 
2( tanh )kx E   in Eq. (20) by 22 kEx E    we can obtain an approximate differential 
equation for 0.x   The solution of the resulting equation provides a very close 
solution to the exact one obtained via the above energy eigenvalues equation . This 
solution of the approximate kink-like solutions was studied in Ref. [22] in terms of 
the Airy function and in terms of the hypergeometric function for kink-like potential. 
Now we need to find the corresponding wave functions by referring to Table.1 and 
Eq.(7), we find the necessary functions useful in calculating the wave function as  
 
 
 
 22 2 24
1 ,
m E k ik
k ks s s
   
   
(24) 
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 
 
 
 22 2 241
1
2 21 ,
m E k ik
k ks s s
     
 
 
 
   (25) 
 
   
 
22 2 2/ , 4 /
1 2 ,
m E k k ik k
n ny s P s
 
    
    (26) 
By using ( ) ( ) ( )ns s Y s  , we obtain the lower spinor radial wave functions  
     
   
 
2 222
22 2 2
1 4 / /2
2
/ , 4 /
2
( ) 1
1 2 ,
k ik km E x kx
m E k k ik k
kx
n
x Be e
P e

         
 
      
 
 
 (27) 
where  2 24 /k ik k  is given in Eq. (23) and nB is the normalized constant. 
The above wave function satisfies the asymptotic conditions at 0x   and ,x  i.e., 
( 0)x   is finite. And ( ) 0.x   Now using the following definition of the 
Jacobi polynomial [32]  
 ( , ) 2 1
( 1) 1
, 1; 1; .
! ( 1) 2
a b
n
n a s
P s F n a b n a
n a
    
      
   
 (28) 
then Eq. (27) can be rewritten as 
     
2 222 1 4 / /2
2( ) 1
k ik km E x kx
nx B e e
             
      2 22 2 2 2 22 1 , / 4 / 1; / 1; kxF n m E k k ik k n m E k e             . 
(2
9) 
where
  
  
22
22
/ 1
.
! / 1
n
n m E k
B B
n m E k
    

   
 
Following Eq. (41) of Ref. [33] and using the differential and recursion properties of 
the Jacobi polynomials [34], the upper spinor component can also be derived from Eq. 
(18b) as 
   
     
   
 
2 222
2 2
22 2 2
2 2
1 4 / /2
2 2
22 2 2
22
( )
(1 ) 1
1 4 ( )
(1 ) (1 )
1 2
/ 4 / 1
/
kx kx
kx kx
k ik km E x kx kx
n
m x
e kie
E i m E k ik x
e e k
B e e kne
m E k k ik k n
m E k


 
 
         

   
          
    
 
       

 
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      2 22 2 2 2 22 1 1 , / 4 / 2; / 2; kxF n m E k k ik k n m E k e             . (29) 
Now, we calculate the normalized constant of the wave function satisfying the 
normalization condition  
1
2
0
( ) 1.n s ds   (30) 
Two different forms of Jacobi polynomials [32, 34] are 
( , )
0
( ) 2 ( 1) (1 ) (1 ) ,
n
c d n n p n p p
n
p
n c n d
P x x x
p n p
  

   
     
  
  (31) 
( , )
0
( 1) ( 1) 1
( ) ,
! ( 1) ( 1) 2
rn
c d
n
r
nn c n c d r x
P x
rn n c d n c
           
    
         
  (32) 
where 
! ( 1)
.
!( )! ( 1) ( 1)
n n n
r r n r r n r
   
  
      
 (33) 
By using the above equation, we have 
   
(2 ,2 )
0
(1 2 ) ( 1) ( 2 1)( 2 1)
1 1
,
!( )! ( 2 1) ( 2 1)
c d n
n
r pn pn
p
P s n c n d
s s
p n p p d n c p


       
 

       

 (34) 
 
(2 ,2 )
0
( 2 1)
(1 2 ) ( 1)
( 2 2 1)
1 ( 2 2 1)
,
!( )! (2 1)
c d n
n
r
n
r
r
n c
P s
n c d
n c d r
s
r n r c r
  
  
   
     

   

 (35) 
therefore, we have  
 
2
2
, 0
( 2 1) ( 2 1)
1 ( 1)
(2 2 1)
1 ( 2 2 1) ( , )
,
! !( )!( )! ( 2 1) ( 2 1) ( 2 1)
n
n
p r
n
n
p r
n c n d
B
c d
n c d r I p r
p r n p n r p d r d n c p


     
 
  
     

           

 (36) 
where 
1
2 1
0
1
( , ) (1 ) , , .
2
n r p p P
nI p r s s ds c d P
             (37) 
By using the following integral of hypergeometric function: 
1
1 1
2 1
0
( ) ( )
(1 ) ( , ; ;1) ,
( )
a c a b a c as s ds F a b c
c
       

 (38) 
 11 
which gives 
1
1
2 1
0
1
(1 ) ( , ; 1;1).a bs s ds F a b a
a
     (39) 
We obtain ( , )nI p r from Eqs. (37) and (39) as  
 2 1
1
( , )
( 2 1)
2 1, 1; 2 2;1 .
nI p r
n r p
F n r p P p n r p

  

   
          
 (40) 
 
3.1.2. The case of 0x   
Now, we obtain the expression for ( )x in order to solve Eq. (20) for 0x  , using 
the new variable 2kxs e  , we have 
 
2
22
1 1
(1 ) (1 )
d s d
ds s s ds s s


  
 

  
     2 2 2 2 2 2 2 2
2
( ) 2 4 2 2 ( )
( ) 0
4
m E s i k E m s m E
s
k

             
  
    
 (41) 
we obtain the coefficients  
1 1,c 
 
22
2
,
4
m E
A
k
 
   
2 1,c 
2 2 2
2
( 4 2 2 2 )
,
4
ik E m
B
k
    
   
3 1,c 
 
22
2
.
4
m E
C
k
 
  (42) 
In the case 0,x   the specific values of coefficients ic  ( 4,5,...,9i  ) are found from 
Eqs. (9) while ic  ( 10,11,12,13i  ) from Eq. (14) as displayed in Table 1. 
and using the NU method by following similar procedures presented in Subsect. 
3.1.1., the energy eigenvalues equation for this case as  
     
 
2 22 2 2 2
2 2 2
4
2 1 .
k ik m E m E
n
k k k
     
     (43) 
On the other hand, the wave function can be calculated via Eq. (13) and Table 1 
( 0x   case) as  
 12 
       
22 2 2 2 2
22
1 1 1 1
1 4 , 4
2 22( ) (1 ) (1 2 ),
k ik m E k ik
m E x kx kxk k k
nx Ne e P e
   
                   
(44
) 
or equivalently 
   
2 2
22
1 1
1 4
2 2( ) (1 )
k ik
m E x kx k
nx N e e
 
          
      2 22 2 2 2 22 1 , / 4 / 1; / 1; kxF n m E k k ik k n m E k e              
. 
 
where 0x   and where
  
  
22
22
/ 1
.
! / 1
n
n m E k
N N
n m E k
    

    
 
is the normalized constant that is determined in similar procedures presented in 
Subsect. 3.1.1. 
Following Eq. (41) of Ref. [33] and using the differential and recursion properties of 
the Jacobi polynomials [34], the upper spinor component can also be derived from Eq. 
(18b) as 
   
     
   
 
2 222
2 2
22 2 2
2 2
1 4 / /2
2 2
22 2 2
22
( )
(1 ) 1
1 4 ( )
(1 ) (1 )
1 2
/ 4 / 1
/
kx kx
kx kx
k ik km E x kx kx
n
m x
e kie
E i m E k ik x
e e k
N e e kne
m E k k ik k n
m E k


     
 

   
           
    
 
       

 
  
      2 22 2 2 2 22 1 1 , / 4 / 2; / 2; .kxF n m E k k ik k n m E k e               . (45) 
 
4. Approximate Solutions 
It is not straightforward to obtain an approximate expression for the energy 
eigenvalue of Eq. (29) and Eq. (44). It is also not possible to apply perturbation theory 
to find complex energy eigenvalues. In this section, we derive an approximate 
solution to Eq. (19) for kink-like potential at small values of  and .k  The kink-like 
potential becomes the linear potential ,x  where .k    
The linear potential, ( ) ,V x x .is inserted in Eq. (19) giving 
 
2
2 2 2 2
2
( )
2 ( ) 0.
d x
x Ex m E i x
dx

                                                                 (46) 
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Now we proceed to solve Eq. (46) demanding the solution to satisfy the resonance 
asymptotic conditions, i.e., we choose damping solutions for 0x   and diverging 
oscillating functions for 0.x   We obtain approximate spectral equation of the form 
2 22 1 2 1 4( ),iE n m E ik        
which is energy eigenvalues for resonant states. The wave function are found as 
 2 2 1
( ) ( 2 ),
i E nn iE ik x
nx Ax e L i k x
       0.x   
 
4. Conclusion  
 
In this work, we have obtained the approximate energy eigenvalues equation and the 
corresponding normalized wave functions of the 1+1 dimensional Dirac equation in 
the presence of an attractive vectorial delta point interaction when one introduces  
perturbative potential of the form kink-like potential with small   and .k  We studied 
two cases when 0x   and 0x  .and obtained the corresponding wave functions 
expressed in terms of the hypergeometric functions satisfying the boundary 
conditions. We used the powerful parametric generalization of the NU method in our 
solution.  
 
 
 
 
Fig. 1 The variation of the hyperbolic potential as a function of ,x for 1  and three values of 
1,3,5k  . 
( )V x
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Table 1. The specific values for the parametric constants necessary to calculate 
                the energy eigenvalues and eigenfunctions in the case 0x  .  
 
Analytic value for 0:x   Analytic value for 0:x   Constant 
0 0 
4c  
1
2
  
1
2
  5
c  
 
22
2
1
4 4
m E
k
  
   
 
22
2
1
4 4
m E
k
  
   
6c  
2 2 2
2
(4 2 2 2 )
4
ik E m
k
   
 
2 2 2
2
(4 2 2 2 )
4
ik E m
k
   
 
7c  
 
22
24
m E
k
 
 
 
22
24
m E
k
 
 
8c  
2
2
1
4
ik
k

  
2
2
1
4
ik
k

  
9c  
 
22
1
m E
k
     
22
1
m E
k
   
10c  
 2
2
4
1
ik
k

  
 2
2
4
1
ik
k

  
11c  
 
22
1
2
m E
k
     
22
1
2
m E
k
 
 
12c  
 2
2
41
1 1
2
ik
k
  
   
 
 
 2
2
41
1 1
2
ik
k
  
   
 
 
13c  
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