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Introduction
Amplifiers are widely used as the building blocks of many analog circuits [1] - [4] . In this paper, we propose a fully Spice-oriented parameter optimization algorithm for attaining the maximum gains of operational amplifiers. There are many kinds of designing items such as the maximum gain, low power consumption, slew-rate, phase margin, GBW (gain band width) and so on. The circuits are usually designed by choosing the suitable resistors, bias voltages and/or sizes (lengths, widths) of MOSFETs as the optimization parameters. Traditionally, the parameters have been found by trial and error methods with Spice simulations and by designer's experimental knowledge. However, it is really time-consuming task for the circuits containing a large number of parameters. Thus, there have been proposed some designing tools, recently. ASCO (A Spice Circuit Optimizer) [5] is based on the differential evolution algorithm, where it takes about 15 [hours] for designing a 3-stage CMOS op-amp. On the other hand, FSCODE [6] is based on both the differential evolution [7] and GA, where Although their methods can precisely design the circuits satisfying many design items, they are still time-consuming, especially for circuits having many optimization parameters. Because they use both the transient and AC analysis of Spice to decide the optimization direction at each step of the evolution algorithms. Hence, we propose here a simple fully Spice-oriented steepest descent optimization algorithm combining with nonlinear programming [8] , [9] , which can rapidly find out the rough solutions * . The rough solutions are mainly due to the simple models of bipolar transistors and MOSFETs such as Ebers-Moll and Shichman-Hodges models neglecting the parasitic elements. Therefore, if we want better solutions, they should be improved by the applications of Spice simulator and/or other tools with the accurate models.
Firstly, we define the objective function to be minimized as follow;
where Φ: consists of the maximum gain, low power consumption, slew-rate and so on. 
where S v (p) has minus sign to the gain estimated by the sensitivity circuit, and p i is an optimization parameter. Unfortunately, it is impossible to evaluate dS v (p) dp i from the sensitivity circuit. Therefore, we introduce here a numerical differentiation technique as follows; dp i ds
with a sufficiently small variational parameters Δp. The * For comparisons between Ref. [9] and our method, see Appendix A.
Copyright c 2008 The Institute of Electronics, Information and Communication Engineers relation (2b) means that "s" is an auxiliary variable, such that p i component of the gradient vector to −S v (p) is equal to dp i /ds. Replacing the auxiliary variable "s = kt" with time "t" in (2b), our steepest descent algorithm can be realized by the equivalent nonlinear RC circuits using ABMs of Spice [12] † . The circuits are driven by the controlledcurrent sources obtained from the sensitivity circuits. The optimum parameters can be found at the equilibrium point of the transient analysis. Moreover, for attaining both the conditions of low power consumption and assigned slewrate, we need to modify the algorithm (2b) as shown in Sect. 2.2. The sensitivity modules of MOSFETs and bipolar transistors are given in Sect. 3. Our algorithm can be only depend on the analysis of DC sensitivity circuits. Therefore, the capacitive elements must be replaced by equivalent resistive elements as shown in Sect. 4. We show two illustrative examples in Sect. 5. First example is a two-stage CMOS amplifier for attaining maximum gain under low power consumption, where the size (widths and lengths) of MOSs and a reference current are chosen as optimization parameters. Second is the design of an operational amplifier for attaining the DC maximum gain, where the resistors are chosen as the optimization parameters. The solutions of two examples are found quickly, which are equal to the solutions from transient analysis.
Sensitivity Analysis and Spice-Oriented Optimization Algorithm

Sensitivity Analysis
The steepest descent method is the most basic optimization approach [8] , [11] , where the gradient direction is decided by the solutions of sensitivity circuit. Let us derive the sensitivity circuit via tableau approach [10] . The tableau equation is given by;
The first row corresponds to the Ohm's law, where matrices K i , K v consist of 1 and/or 0 elements, the second and third rows are respectively Kirchhoff's voltage and current laws, where A is an incidence matrix. E and J show the voltage and current source vectors. Now, let us define the sensitivity as follow; Sensitivity of x k to a parameter p i :
Differentiating (3) by an optimization parameter p i , we can derive the sensitivity tableau equation as follows; 
where δ(i) means a delta function satisfying
where S i,p i means the sensitivity of i for p i and so on. Thus, we can develop the sensitivity circuit for p i parameter as the netlist or schematic diagram. Observe that the structure of sensitivity circuit is equal to the original circuit except that the nonlinear elements are replaced by the linear incremental resistors at the operating points {v 0 , i 0 } and the modified sources. Now, we summarize the algorithm for deriving the sensitivity circuit.
1. When a voltage source is chosen as an optimization parameter, the source is set to "1 [V] ." The other voltage sources are removed by the shorted-circuits. 2. When a current source is chosen as an optimization parameter, the source is set to "1 [A] ." The other current sources are removed by the opened-circuits. 3. When resistor is chosen as an optimum parameter, it is replaced by the linear incremental resistor coupled with a controlled source
Other resistors are only replaced by the incremental resistors. These transformation algorithms to resistors are shown in Fig. 1 .
Example 1:
Now, consider a simple example of nonlinear circuit shown in Fig. 2(a) , where the nonlinear resistor is given by † When we choose a larger "k," the convergence ratio will become larger. 
Let us calculate the sensitivity S v,E = dv/dE. The sensitivity circuit as shown in Fig. 2 (b) can be obtained by the above transformation shown in Fig. 1 . The source voltage is replaced by a unit voltage, and the nonlinear resistor is replaced by an incremental conductance
at the operating voltage v 0 in Fig. 2(a) . The sensitivity is given by
This relation is equal to the result obtained by the differentiation dv/dE from Fig. 2 
(a).
Example 2: Now, consider the same circuit as Fig. 2(a) , but c 3 in (7) is chosen as an optimization parameter. In this case, the nonlinear resistor in Fig. 3(a) is transformed into the sensitivity element according to the third row in Fig. 1 , and we have Fig. 3(b) . Thus, the sensitivity S v,c 3 = dv/dc 3 is given by
Remark that the voltage source E is removed by the shortedcircuit.
Spice-Oriented Optimization Technique
Now, consider our optimization algorithm for attaining the maximum gain under low power consumption and assigned slew-rate. In this case, the steepest descent algorithm for attaining the maximum gain given by (2b) should be modified as follows; dp i ds
where symbols pw as denotes an assigned low power consumption, and slw as an assigned large slew-rate. The first and second terms in the right hand side are added to (2b). The terms restrict the low power consumption to pw as and assigned slew-rate to slw as . The variational power and slewrate are given by pw(p + Δp), and slw(p + Δp), respectively. The trajectory in this algorithm moves along the steepest descent direction until the curve has reached to the hyperplane satisfying pw = pw as and/or slw = slw as . After then, it moves on the plane because the variables −pw(p + Δp) and −slw(p + Δp) in (11) are multiplied by sufficiently large constants A 1 , and A 2 . Thus, the trajectory still moves to the optimum point on the hyper-plane. These schematic diagrams are shown in Figs. 4(a) and (b). Thus, we can find out the optimum point satisfying the maximum gain under the given low power consumption and assigned slew-rate, where the slew-rate is defined [1] by
The slew-rate usually corresponds to the derivative of v out at t = 0, which is given by the functions of I k /C k , k = 1, 2, . . . , n for the capacitors † † . Replacing the variable "s" by time "t" in (11), the algorithm is realized by RC circuit as shown in Fig. 5 . where C = 1, and R 0 is a sufficiently large dummy resistor to avoid the C-J cut-set. The controlled † Δp i should be a small number. In our examples, we have chosen around 0.1% of p i . If it becomes larger, the steepest descent direction may be erroneous.
† † Assume that a capacitor C p gives the large effect to slew-rate (12) . Then, the second term in (11) is approximately replaced by K 2 (slw as − I p (p+Δp/C p ), for an assigned slew-rate slw as . If it does not satisfy the assigned slew-rate, we need to replace the capacitor to the other. current sources at the left hand side in Fig. 5 are obtained from the sensitivity and the variational circuits with p i +Δp i . Thus, the optimization parameters satisfying the above conditions can be found at the equilibrium point of the transient analysis of (11) using Spice. Note that although C's in Fig. 5 are set equal to "1" because of (11), the convergence ratio will be largely increased by choosing the smaller values. Our steepest descent algorithm based on nonlinear programming is shown by the flowchart of Fig. 6 . Algorithm 1. Firstly, set the upper and lower boundaries of optimization parameters p i , i = 1, 2, . . . , k. The lower boundary of power consumption pw as and higher boundary of slew-rate slw as should be also set. 2. The frequency is set at the highest value in the GBW.
The capacitive elements are replaced by the equivalent resistors whose the transformation technique is given in the Sect. 4. 3. Formulate "k+1" sensitivity circuits corresponding to (11) † . Choose sufficiently large constants A 1 and A 2 . 4. Set the initial parameter values of p i0 , i = 1, 2, . . . , k within the boundaries. 5. Execute the transient analysis of Spice with K 1 = K 2 = 0. After arriving at one of the hyper-planes shown in Fig. 4(a) or (b) , K 1 or K 2 is set to a sufficiently large constant A 1 or A 2 . 6. The equilibrium point gives the optimization parameters satisfying the power consumption and slew-rate. 7. The phase margin is calculated by AC analysis of Spice. If the above optimization parameters do not satisfy the phase margin, we need to change the boundaries p i , i = 1, 2, . . . , k, and go to 4. Otherwise stop.
Sensitivity Modules of MOSFETs and Bipolar Transistors
Now, let us develop the sensitivity modules of MOSFETs and bipolar transistors. Once these modules are stored in our computer library as the packages, we can easily formulate the sensitivity circuits as the netlist and/or schematic diagram † † .
Sensitivity Modules of MOSFETs
We consider here a simple Shichman-Hodges model [1] - [4] of nMOS shown in Fig. 7 (a); Fig. 7 (a) nMOS, (b) nMOS sensitivity module. † Since our algorithm uses numerical differentiation to "k" variables, we need "k+1" sensitivity circuits to estimate the current sources in Fig. 5 .
† † See Appendix B.
Where the threshold voltage is given by
and "W" and "L" are the width and length of nMOS. For simplicity, we rewrite (13) in the following form;
Then, we have the following variational equation;
Therefore, the sensitivity of drain current i D is given for each optimization parameter p i
where δ means
Thus, we have MOSFET module shown in Fig. 7(b) , where
where, for simplicity, we set the sensitivity voltages as follows;
The sensitivity module of pMOS is obtained in the same manner as nMOS. These modules can be easily developed with ABM of Spice [12] .
Sensitivity Modules of Bipolar Transistors
Bipolar transistors are usually modeled with Ebers-Moll model or Gummel-Poon model [1] - [4] . The collector current i C and base current i B are functions of v BE and v BC as follows;
Therefore, the sensitivities for optimization parameters p i are given by Thus, the sensitivity module of NPN bipolar transistor modeled by Ebers-Moll model † is given by Fig. 8(c) † † , where
and the sensitivity currents S id1 , S id2 are set by
In the same manner, we can develop PNP bipolar sensitivity module.
Resistive Models of Capacitors
Our Spice-oriented steepest descent method can be executed using the circuit shown in Fig. 5 , where the controlledcurrent sources in the left hand side are decided by the sensitivity circuits. The circuits consist of all the resistive elements, that means our optimization method does not permit to contain any dynamical elements such as capacitors and inductors. On the other hand, many kinds of amplifiers [4] have some capacitors, so that we need to transform them into the approximate equivalent resistive elements as follows;
Note that it is a function of frequency ω.
Example 3: Consider a simple circuit containing a series and a parallel RC circuits as shown in Fig. 9(a) , where C 1 and C 2 correspond to the coupling and bypass capacitors in the case of amplifiers. The frequency response curves using the resistive models are almost exact in the mid-frequency region except for lower and higher cut-off frequency regions. Though the model (19) might affect the accuracy of our optimization technique, we have to use the model since the steepest decent circuit of Fig. 5 is simulated by DC analysis of Spice. † Ebers-Moll model is given by Eq. (22) in Sect. 5. † † Remark that, if the optimization parameters are different from the transistor parameters, the sensitivity module corresponds to the linear incremental model as shown in Fig. 8(c) . 
Illustrative Examples
CMOS Two-Stage Amplifier
Consider a two-stage CMOS amplifier as shown in Fig. 10(a) . Let us design the circuit for attaining the maximum gain under low power consumption and a larger slewrate. We have modeled the MOSFETs using SchichmanHodges models and their sensitivity modules, where the circuit parameters are given as follows [4] :
Note that for these parameter values, the gain was −1.956 in Ref. [4] .
Next, we design the circuit under the objective function;
The initial conditions are set as follows; Then, we have obtained the results shown in Table 1 . Where A 1 is a sufficiently large constant given in (11) , and the computational time was around 225-230 [sec] † . In this case, the power consumption is given by
where I S is current from the source V DD . In the . In these optimizations, the capacitor C 0 is set to
4. We found the slew-rate becomes smaller according to the input current. However, we had enough slew-rates larger than 4.2 [V/μsec] [6] in all the cases. The transient behavior of our steepest descent method is shown in Fig. 10(b) , the optimum values are obtained by the equilibrium point. 5. Note that all the optimization parameter values are obtained on the boundaries because of the nonlinear programming.
Bipolar Operational Amplifier
Next, consider an operational amplifier [4] shown in Fig. 11(a) . We apply our optimization algorithm to design the circuit for attaining the maximum gain, where R 1 − R 5 in Fig. 11(a) are chosen as the optimization parameters. Note that, for parameters given in Ref. [4] : 
where I s = 10 −12 [A], V T = 0.026, α F = 0.99, α R = 0.3. Firstly, we have set the optimization parameter regions as follows; and applied our optimization algorithm. The optimization result from our steepest descent method is shown in Fig. 11 Thus, our steepest descent method based nonlinear programming can quickly find out the optimum parameters.
Conclusions and Remarks
In this paper, we have proposed a fully Spice-oriented design algorithm of amplifies for attaining the maximum gain, low power consumption and assigned slew-rate. The algorithm is based on the steepest descent method which is realized by the nonlinear RC circuits using ABMs of Spice. We found that our optimization method can find out the solutions much faster than optimizers ASCO (A SPICE Circuit Optimizer) [5] and FSCODE [6] . However, our results might be rough solutions because we are using simple Schichman-Hodges models of MOSFETs, and Ebers-Moll models of bipolar transistors. If we want more accurate solutions, we need to improve the results by the applications of Spice simulator and the other tools.
Design algorithms considering the other items such as nonlinear distortion, and pulse waveforms are future problems. 
