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1 Introduction
Conventional top-quark identiﬁcation methods reconstruct the products of a hadronic top-
quark decay (t→ bW → bq′q¯) as jets with a small radius parameter R (typically R = 0.4 or
0.5).1 There are usually several of these small-R jets in a high-energy, hard proton-proton
(pp) collision event at the Large Hadron Collider (LHC). Hadronic top-quark decays are
reconstructed by taking those jets which, when combined, best ﬁt the kinematic properties
of the top-quark decay, such as the top-quark mass and theW -boson mass. These kinematic
constraints may also be fulﬁlled for a collection of jets which do not all originate from the
same top-quark decay chain.
In analyses of LHC pp collisions, conventional top-quark identiﬁcation methods are
ineﬃcient at high top-quark energies because the top-quark decay products are collimated
and the probability of resolving separate small-R jets is reduced. Top quarks with high
transverse momentum (pT & 200GeV) may instead be reconstructed as a jet with large
radius parameter, R ≥ 0.8 (large-R jet) [1–13]. An analysis of the internal jet structure is
then performed to identify and reconstruct hadronically decaying top quarks (top tagging).
Since a single jet that contains all of the decay products of a massive particle has
diﬀerent properties from a jet of the same transverse momentum originating from a light
quark or gluon, it is possible to use the substructure of large-R jets to distinguish top
quarks with high pT from jets from other sources, for example from multijet production.
These diﬀerences in the jet substructure can be better resolved after contributions from soft
gluon radiation or from additional pp interactions in the same or adjacent bunch crossings
(pile-up) are removed from the jets. Such methods are referred to as jet grooming and
consist of either an adaptive modiﬁcation of the jet algorithm or a selective removal of soft
radiation during the process of iterative recombination in jet reconstruction [14–16].
The jet-substructure approach aims to reduce combinatorial background from assigning
small-R jets to top-quark candidates in order to achieve a more precise reconstruction of
the top-quark four-momentum and a higher background rejection. In searches for top-anti-
top quark (tt¯) resonances, the improved kinematic reconstruction leads to a better mass
resolution for large resonance masses (≥ 1TeV) compared to the conventional approach,
resulting in an increased sensitivity to physics beyond the Standard Model (SM) [17].
ATLAS has published performance studies of jet-substructure methods for top tagging
at a pp centre-of-mass energy of
√
s = 7TeV [18]. In the paper presented here, the per-
formance of several approaches to top tagging at
√
s = 8TeV is documented. Top tagging
based on the combination of jet-substructure variables, Shower Deconstruction [19, 20],
1The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal interaction
point (IP) in the centre of the detector and the z-axis along the beam line. The x-axis points from the IP
to the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are used in the
transverse plane, φ being the azimuthal angle around the beam line. Observables labelled “transverse” are
projected into the x–y plane. The pseudorapidity is defined in terms of the polar angle θ as η = − ln tan θ/2.
The transverse momentum is defined as pT = p sin θ = p/ cosh η, and the transverse energy ET has an
analogous definition. The distance in η–φ space is referred to as ∆R =
√
(∆η)2 + (∆φ)2. The rapidity of a
particle is defined as y = 1
2
ln E+pz
E−pz
, in which E and pz are the energy and momentum z-component of the
particle. The jet radius parameter R sets the range in y–φ space over which clustering to form jets occurs.
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and the HEPTopTagger [21, 22] is studied, as described in section 5. A new method, HEP-
TopTagger04, is introduced. Optimised for top tagging in events with many jets, it uses a
preselection of small-R jets as input to the HEPTopTagger algorithm.
Monte-Carlo (MC) simulation is used to compare the eﬃciencies and misidentiﬁcation
rates of all approaches over a large kinematic range. The performance of the diﬀerent
methods is studied in data using two diﬀerent event samples: a signal sample enriched with
top quarks and a background sample dominated by multijet production. The signal sample
is used to measure top-tagging eﬃciencies from data, which are compared to the predictions
obtained from MC simulations. Quantifying the degree to which MC simulations correctly
model the top-tagging eﬃciency observed in data is crucial for any physics analysis in
which top-tagging methods are used because MC simulations are commonly used to model
signal and background processes. The signal sample is also used to determine the energy
scale of subjets in situ from the reconstructed top-quark mass distribution. Top-tagging
misidentiﬁcation rates are measured in the background sample and are also compared to
the prediction of MC simulations.
2 The ATLAS detector
The ATLAS detector consists of an inner tracking detector system (ID), which is sur-
rounded by electromagnetic (EM) and hadronic calorimeters and a muon spectrometer
(MS). The ID consists of silicon pixel and strip detectors and a transition-radiation tracker
covering |η| < 2.5, and it is immersed in a 2 T axial magnetic ﬁeld. The EM calorimeters use
lead/liquid argon (LAr) technology to provide calorimetry for |η| < 3.2, with copper/LAr
used in the forward region 3.1 < |η| < 4.9. In the region |η| < 1.7, hadron calorime-
try is provided by steel/scintillator calorimeters. In the forward region, copper/LAr and
tungsten/LAr calorimeters are used for 1.5 < |η| < 3.2 and 3.1 < |η| < 4.9, respectively.
The MS surrounds the calorimeter system and consists of multiple layers of trigger and
tracking chambers within a toroidal magnetic ﬁeld generated by air-core superconducting
magnets, which allows for the measurement of muon momenta for |η| < 2.7. ATLAS uses
a three-level trigger system [23] with a hardware-based ﬁrst-level trigger, which is followed
by two software-based trigger levels with an increasingly ﬁne-grained selection of events at
lower rates. A detailed description of the ATLAS detector is given in ref. [24].
3 Monte-Carlo simulation
MC simulations are used to model diﬀerent SM contributions to the signal and background
samples. They are also used to study and compare the performance of top-tagging algo-
rithms over a larger kinematic range than accessible in the data samples.
Top-quark pair production is simulated with POWHEG-BOX r2330.3 [25–28] inter-
faced with PYTHIA v6.426 [29] with the set of tuned parameters (tune) Perugia 2011C [30]
and the CT10 [31] set of parton distribution functions (PDFs). The hdamp parameter, which
eﬀectively regulates the high-pT gluon radiation in POWHEG, is left at the default value
of hdamp = ∞. This MC sample is referred to as the POWHEG+PYTHIA tt¯ sample.
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Alternative tt¯ samples are used to evaluate systematic uncertainties. A sample generated
with MC@NLO v4.01 [32, 33] interfaced to HERWIG v6.520 [34] and JIMMY v4.31 [35]
with the AUET2 tune [36], again simulated using the CT10 PDF set, is used to estimate
the uncertainty related to the choice of generator. To evaluate the impact of variations in
the parton shower and hadronization models, a sample is generated with POWHEG-BOX
interfaced to HERWIG and JIMMY. The eﬀects of variations in the QCD (quantum
chromodynamics) initial- and ﬁnal-state radiation (ISR and FSR) modelling are estimated
with samples generated with ACERMC v3.8 [37] interfaced to PYTHIA v.6.426 with
the AUET2B tune and the CTEQ6L1 PDF set [38], where the parton-shower parameters
are varied in the range allowed by data [39]. For the study of systematic uncertainties
on kinematic distributions resulting from PDF uncertainties, a sample is generated using
POWHEG-BOX interfaced with PYTHIA v.6.427 and using the HERAPDF set [40]. For
all tt¯ samples, a top-quark mass of 172.5GeV is used.
The tt¯ cross section for pp collisions at a centre-of-mass energy of
√
s = 8TeV is
σtt¯ = 253
+13
−15 pb for a top-quark mass of 172.5GeV. It has been calculated at next-to-
next-to-leading order (NNLO) in QCD including resummation of next-to-next-to-leading
logarithmic (NNLL) soft gluon terms with top++2.0 [41–47]. The PDF and αs uncertain-
ties were calculated using the PDF4LHC prescription [48] with the MSTW2008 68% CL
NNLO [49, 50], CT10 NNLO [31, 51] and NNPDF2.3 5f FFN [52] PDF sets, and their
eﬀect is added in quadrature to the eﬀect of factorization- and renormalization-scale un-
certainties. The NNLO+NNLL value is about 3% larger than the exact NNLO prediction,
as implemented in Hathor 1.5 [53].
In measurements of the diﬀerential tt¯ production cross section as a function of the top-
quark pT, a discrepancy between data and MC predictions was observed in 7TeV data [54].
Based on this measurement, a method of sequential reweighting of the top-quark-pT and
tt¯-system-pT distributions was developed [55], which gives better agreement between the
MC predictions and 8TeV data. In this paper, this reweighting technique is applied to the
POWHEG+PYTHIA tt¯ sample, for which the technique was developed. The predicted
total tt¯ cross section at NNLO+NNLL is not changed by the reweighting procedure.
Single-top-quark production in the s- and Wt-channel is modelled with POWHEG-
BOX and the CT10 PDF set interfaced to PYTHIA v6.426 using Perugia 2011C. Single-
top-quark production in the t-channel is generated with POWHEG-BOX in the four-
ﬂavour scheme (in which b-quarks are generated in the hard scatter and the PDF does not
contain b-quarks) using the four-ﬂavour CT10 PDF set interfaced to PYTHIA v6.427. The
overlap between Wt production and tt¯ production is removed with the diagram-removal
scheme [56] and the diﬀerent single-top-production processes are normalized to the approx-
imate NNLO cross-section predictions [57–59].
Events with a W or a Z boson produced in association with jets (W+jets or Z+jets)
are generated with ALPGEN [60] interfaced to PYTHIA v6.426 using the CTEQ6L1 PDF
set and Perugia 2011C. Up to ﬁve additional partons are included in the calculation of the
matrix element, as well as additional c-quarks, cc¯-quark pairs, and bb¯-quark pairs, taking
into account the masses of these heavy quarks. The W+jets contribution is normalized
using the charge asymmetry in W -boson production in data [61, 62] by selecting µ+jets
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events and comparing to the prediction from MC simulations. The Z+jets contribution
is normalized to the calculation of the inclusive cross section at NNLO in QCD obtained
with FEWZ [63].
For the comparison of the diﬀerent top-tagging techniques using MC simulation only,
multijet samples are generated with PYTHIA v8.160 with the CT10 PDF set and AU2. As
a source of high-transverse-momentum top quarks, samples of events with a hypothetical
massive Z ′ resonance decaying to top-quark pairs, Z ′ → tt¯, are generated with resonance
masses ranging from 400GeV to 3000GeV and a resonance width of 1.2% of the resonance
mass [64] using PYTHIA v8.175 with the MSTW2008 68% CL LO PDF set [49, 50]
and AU2.
For a study of top-quark reconstruction in a ﬁnal state with many jets, the process2
pp→ H+t¯(b)→ tb¯t¯(b) is generated in a type-II 2HDM model [65] with a mass of 1400GeV
of the charged Higgs boson using POWHEG-BOX interfaced to PYTHIA v8.165 with
AU2 and the CT10 PDF set. The width of the charged Higgs boson is set to zero and the
ﬁve-ﬂavour scheme is used. The additional b-quark (in parentheses above) can be present
or not, depending on whether the underlying process is gg → H+t¯b or gb¯→ H+t¯.
All MC samples are passed through a full simulation of the ATLAS detector [66] based
on GEANT4 [67], except for the tt¯ samples used to estimate systematic uncertainties due
to the choice of MC generator, parton shower, and amount of ISR/FSR, which are passed
through a faster detector simulation with reduced complexity in the description of the
calorimeters [68]. All MC samples are reconstructed using the same algorithms as used for
data and have minimum-bias events simulated with PYTHIA v8.1 [69] overlaid to match
the pile-up conditions of the collision data sample.
4 Object reconstruction and event selection
4.1 Object reconstruction
Electron candidates are reconstructed [70, 71] from clusters in the EM calorimeter and are
required to have a track in the ID, associated with the main primary vertex [72], which is
deﬁned as the one with the largest
∑
p2T,track. They must have ET > 25GeV and |ηcluster| <
2.47 excluding the barrel/end-cap-calorimeter transition region 1.37 < |ηcluster| < 1.52,
where ηcluster is the pseudorapidity of the cluster in the EM calorimeter. The shape of
the cluster in the calorimeter must be consistent with the typical energy deposition of an
electron and the electron candidate must satisfy the mini-isolation [17, 73] requirement
to reduce background contributions from non-prompt electrons and hadronic showers: the
scalar sum of track transverse momenta within a cone of size ∆R = 10GeV/EelT around the
electron track must be less than 5% of the electron transverse energy EelT (only tracks with
pT > 1GeV are considered in the sum, excluding the track matched to the electron cluster).
Muons are reconstructed [74] using both the ID and the MS and must be associated
with the main primary vertex of the event. Muons are required to have pT > 25GeV
2The process pp → H−t(b¯) → t¯bt(b¯) is also simulated. For simplicity only the positively charged
Higgs boson is indicated explicitly in this paper, but it should be understood to denote both signs of the
electric charge.
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and |η| < 2.5 and are required to be isolated with requirements similar to those used for
electron candidates: the scalar sum of the track transverse momenta within a cone of size
∆R = 10GeV/pµT around the muon track must be less than 5% of p
µ
T, where p
µ
T is the
transverse momentum of the muon.
Jets are built [75] from topological clusters of calorimeter cells, which are calibrated
to the hadronic energy scale [76] using a local cell-weighting scheme [77]. The clusters are
treated as massless and are combined by adding their four-momenta, leading to massive
jets. The reconstructed jet energy is calibrated using energy- and η-dependent corrections
obtained from MC simulations. These corrections are obtained by comparing reconstructed
jets with geometrically matched jets built from stable particles (particle level). The cor-
rections are validated using in situ measurements of small-R jets [78].
Jets reconstructed with the anti-kt [79] algorithm using a radius parameter R = 0.4
must satisfy pT > 25GeV and |η| < 2.5. The jet vertex fraction (JVF) uses the tracks
matched to a jet and is deﬁned as the ratio of the scalar sum of the transverse momenta
of tracks from the main primary vertex to that of all matched tracks. A jet without any
matched track is assigned a JVF value of −1. For anti-kt R = 0.4 jets with pT < 50GeV
and |η| < 2.4, the JVF must be larger than 0.5 [80] to suppress jets from pile-up.
Large-R jets are reconstructed with the anti-kt algorithm using R = 1.0 and with the
Cambridge/Aachen algorithm [81] (C/A) using R = 1.5. Anti-kt R = 1.0 jets are groomed
using a trimming procedure [16]: the constituents of the anti-kt R = 1.0 jet are reclustered
using the kt algorithm [82] with R = 0.3. Subjets with a pT of less than 5% of the large-
R jet pT are removed [18]. The properties of the trimmed jet are recalculated from the
constituents of the remaining subjets. The trimmed jet mass, pT, and pseudorapidity are
corrected to be, on average, equal to the particle-level jet mass, pT, and pseudorapidity
using MC simulations [18, 83]. An illustration of trimming is given in ﬁgure 4 of ref. [18].
The C/A R = 1.5 jets are required to satisfy pT > 200GeV. These jets are used
as input to the HEPTopTagger, which employs an internal pile-up suppression, and are
therefore left ungroomed. For trimmed anti-kt R = 1.0 jets, the minimum pT is raised to
350GeV to reduce the fraction of jets not containing all top-quark decay products due to
the smaller jet radius parameter. All large-R jets must satisfy |η| < 2.0.
The missing transverse momentum is calculated from the vector sum of the transverse
energy of clusters in the calorimeters, and it is corrected for identiﬁed electrons, muons
and anti-kt R = 0.4 jets, for which speciﬁc object-identiﬁcation criteria are applied [84].
The magnitude of the missing transverse momentum is denoted by EmissT .
4.2 Event selection
The data used in this paper were taken in 2012 at a centre-of-mass-energy
√
s = 8TeV and
correspond to an integrated luminosity of 20.3 fb−1 [85]. Data are used only if all subsys-
tems of the detector as well as the trigger system were fully functional. Baseline quality
criteria are imposed to reject contamination from detector noise, non-collision beam back-
grounds, and other spurious eﬀects. Events are required to have at least one reconstructed
primary vertex with at least ﬁve associated ID tracks, each with a pT larger than 400MeV.
This vertex must be consistent with the LHC beam spot [72]. In addition, all anti-kt
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R = 0.4 jets in the event which have pT > 20GeV are required to satisfy the “looser”
quality criteria discussed in detail in ref. [78], otherwise the event is rejected.
Two diﬀerent event samples are used to study the performance of top-tagging al-
gorithms in data: a signal sample enriched in hadronically decaying top quarks and a
background sample consisting mainly of multijet events.
4.2.1 Signal sample
For the signal sample, a selection of tt¯ events in the lepton+jets channel is used, in which
one of the W bosons from tt¯ → W+bW−b¯ decays hadronically and the other W boson
decays leptonically. The selection is performed in the muon channel and the electron
channel.
The selection criteria for the muon and electron channels diﬀer only in the requirements
imposed on the reconstructed leptons. For the muon channel, the events are required to
pass at least one of two muon triggers, where one is optimized to select isolated muons
with a transverse momentum of at least 24GeV and the other selects muons with at least
36GeV without the isolation requirement. Exactly one muon with pT > 25GeV is required
as deﬁned in section 4.1. Muons are rejected if they are close to an anti-kt R = 0.4 jet that
has pT > 25GeV. The rejection occurs if ∆R(µ, jet) < (0.04 + 10GeV/p
µ
T). Events in the
muon channel are rejected if they contain an additional electron candidate.
For the electron channel, events are required to pass at least one of two triggers. The
ﬁrst is designed for isolated electrons with pT > 24GeV and the second trigger requires
electrons with pT > 60GeV without the isolation requirement. Exactly one electron is
required with ET > 25GeV as deﬁned in section 4.1. An electron-jet overlap removal is
applied based on the observation that the electron pT contributes a signiﬁcant fraction of
the pT of close-by anti-kt R = 0.4 jets. Therefore, the electron momentum is subtracted
from the jet momentum before kinematic requirements are applied to the jet, so that jets
close to an electron often fall below the jet pT threshold. If the electron-subtracted jet still
fulﬁls the kinematic requirements for anti-kt R = 0.4 jets and the electron is still close, the
electron is considered not isolated. In this case, the electron is removed from the event and
the original non-subtracted jet is kept. Events in the electron channel are rejected if they
also contain a muon candidate.
To select events with a leptonically decaying W boson, the following requirements are
imposed. The events are required to have missing transverse momentum EmissT > 20GeV.
Additionally, the scalar sum of EmissT and the transverse mass of the leptonic W -boson
candidate must satisfy EmissT + m
W
T > 60GeV, where m
W
T =
√
2pℓTE
miss
T (1− cos∆φ) is
calculated from the transverse momentum of the lepton, pℓT, and E
miss
T in the event. The
variable ∆φ is the azimuthal angle between the lepton momentum and the EmissT direction.
To reduce contamination from W+jets events, each event must contain at least two
b-tagged anti-kt R = 0.4 jets with pT > 25GeV and |η| < 2.5. A neural-network-based
b-tagging algorithm [86] is employed, which uses information on the impact parameters
of the tracks associated with the jet, the secondary vertex, and the decay topology as
its input. The operating point chosen for this analysis corresponds to a b-tagging identi-
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Tagger Jet algorithm Grooming Radius parameter pT range |η| range
Tagger I–V
anti-kt
trimming
R = 1.0 > 350GeV < 2W ′ top tagger (Rsub = 0.3,
Shower Deconstruction fcut = 0.05)
HEPTopTagger C/A none R = 1.5 > 200GeV < 2
Table 1. Deﬁnitions of large-R jets and their pT thresholds used as input to the diﬀerent top
taggers.
ﬁcation eﬃciency of 70% in simulated tt¯ events. In tt¯ events with high-momentum top
quarks, the direction of the b-quark from the leptonic decay of a top quark is often
close to the lepton direction. Hence, at least one b-tagged jet is required to be within
∆R = 1.5 of the lepton direction. A second b-tag away from the lepton is required that
fulﬁls ∆R(lepton, b-tag) > 1.5. This b-tagged jet is expected to originate from the b-quark
from the hadronic top-quark decay, and is expected to be well separated from the decay
products of the leptonically decaying top quark.
Each event is required to contain at least one large-R jet that fulﬁls the requirement
∆R(lepton, large-R jet) > 1.5. This criterion increases the probability that the large-R jet
originates from a hadronically decaying top quark. The large-R jet has to fulﬁl |η| < 2
and exceed a pT threshold. The jet algorithm, the radius parameter, and the pT threshold
depend on the top tagger under study. An overview is given in table 1. The top taggers are
introduced in section 5 where also the choice of particular large-R jet types is motivated. If
several large-R jets in an event satisfy the mentioned criteria, only the jet with the highest
pT is considered. This choice does not bias the measurements presented in this paper,
because the top-tagging eﬃciencies and misidentiﬁcation rates are measured as a function
of the large-R jet kinematics.
In simulated events containing top quarks, large-R jets are classiﬁed as matched or not
matched to a hadronically decaying top quark. The classiﬁcation is based on the distance
∆R between the axis of the large-R jet and the ﬂight direction of a generated hadronically
decaying top quark. The top-quark ﬂight direction at the top-quark decay vertex is chosen,
so as to take into account radiation from the top quark changing its direction. Matched
jets are those with ∆R smaller than a predeﬁned value Rmatch, while not-matched jets
are those with ∆R > Rmatch. The radius Rmatch is 0.75 for the anti-kt R = 1.0 jets and
1.0 for the C/A R = 1.5 jets. Changing Rmatch to 1.0 for the anti-kt R = 1.0 jets has a
negligible impact on the size of the not-matched tt¯ contribution (less than 1%). Alternative
matching schemes were tested but did not show improved matching properties, such as a
higher matching eﬃciency.
Distributions for the signal selection with at least one trimmed anti-kt R = 1.0 jet
with pT > 350GeV are shown in ﬁgure 1. The top-quark purity in this sample is 97%,
with a small background contribution fromW+jets production (3%). Single-top production
accounts for 4% of the event yield and the tt¯ prediction accounts for 93% (62% from matched
and 31% from not-matched events). Not-matched tt¯ events are an intrinsic feature of the
signal selection. With diﬀerent selection criteria the fraction of not-matched tt¯ events
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varies, as does the total number of selected events. The chosen signal selection in the
lepton+jets channel was found to be a good compromise between a reduced fraction of
not-matched tt¯ events and a sizeable number of selected events.
The mass and the transverse momentum of the highest-pT trimmed anti-kt R = 1.0
jet are shown in ﬁgures 1(a) and 1(b), respectively. The systematic uncertainties shown in
these plots are described in detail in section 6. The mass distribution shows three peaks:
one at the top-quark mass, a second at the W -boson mass and a third around 35GeV.
According to simulation, which describes the measured distribution within uncertainties,
the top-quark purity in the region near the top-quark mass is very high, with the largest
contribution being matched tt¯. The peak at the position of the W -boson mass originates
from hadronically decaying top quarks where the b-jet from the decay is not contained
in the large-R jet. Even smaller masses are obtained if one of the decay products of the
hadronically decaying W boson is not contained in the large-R jet or if only one top-quark-
decay product is captured in the large-R jet. In these cases, a small mass is obtained due
to the kinematic requirements imposed during trimming. The fraction of not-matched tt¯
increases for decreasing large-R jet mass indicating a decreasing fraction of jets with a
close-by hadronically decaying top quark. Only a small fraction of the peak at small mass
is due to matched tt¯. The large-R jet pT exhibits a falling spectrum, and the application
of the sequential pT reweighting to the simulation (cf. section 3) yields a good description
of the data.
The dominant systematic uncertainties in ﬁgure 1 result from uncertainties in the large-
R jet energy scale (JES), the PDF, and the tt¯ generator. The contributions from these
sources are approximately equal in size, except for large-R jets with pT > 500GeV where the
choice of tt¯ generator dominates. These uncertainties aﬀect mostly the normalization of the
distributions. For the PDF and tt¯ generator uncertainties, this normalization uncertainty
comes about as follows: while the total tt¯ cross section is ﬁxed when the diﬀerent MC event
samples are compared, the pT dependence of the cross section varies from sample to sample,
leading to a change in normalization for the phase space considered here (pT > 350GeV).
Distributions for events fulﬁlling the signal selection with at least one C/A R = 1.5
jet with pT > 200GeV, to be used in the HEPTopTagger studies, are shown in ﬁgure 2.
According to the simulation, the top quark purity in this sample is 97%. The only non-
negligible background process is W+jets production (3%). The tt¯ prediction is split into a
matched part (59%) and a not-matched part (29%). Single-top production contributes 9%
to the total event yield. The mass of the highest-pT C/A R = 1.5 jet with pT > 200GeV
is shown in ﬁgure 2(a) and it exhibits a broad peak around 190GeV. The large-R-jet
mass distributions from not-matched tt¯, single-top production, and W+jets production
have their maxima at smaller values than the distribution from matched tt¯. No distinct
W -boson peak is visible, because the C/A R = 1.5 jets are ungroomed. The pT spectrum
of the highest-pT C/A R = 1.5 jet is smoothly falling and well described by simulation
after the sequential pT reweighting is applied (ﬁgure 2(b)).
The C/A R = 1.5 jet distributions are described by the simulation within the uncer-
tainties. The systematic uncertainties are slightly smaller than those in the distributions
shown in ﬁgure 1 for anti-kt R = 1.0 jets with pT > 350GeV because the tt¯ modelling
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5 Top-tagging techniques
Top tagging classiﬁes a given large-R jet as a top jet if its substructure satisﬁes certain cri-
teria. This paper examines several top-tagging methods, which diﬀer in their substructure
analysis and which are described in the following subsections.
Due to the diﬀerent substructure criteria applied, the methods have diﬀerent eﬃcien-
cies for tagging signal jets and diﬀerent misidentiﬁcation rates for background jets. High
eﬃciency is obtained for loose criteria and implies a high misidentiﬁcation rate. The per-
formance of the taggers in terms of eﬃciencies and misidentiﬁcation rates is provided in
section 7.1.
5.1 Substructure-variable taggers
The choice of trimmed anti-kt R = 1.0 jets (as deﬁned in section 4.1) for substructure-
based analyses has been previously studied in detail [18], including comparisons of diﬀerent
grooming techniques and parameters. The following jet-substructure variables are used for
top tagging in this analysis:
• trimmed mass — The mass, m, of the trimmed anti-kt R = 1.0 jets is less susceptible
to energy depositions from pile-up and the underlying event than the mass of the
untrimmed jet. On average, large-R jets containing top-quark decay products have
a larger mass than background jets.
• kt splitting scales — The kt splitting scales [87] are a measure of the scale of the
last recombination steps in the kt algorithm, which clusters high-momentum and
large-angle proto-jets last. Hence, the kt splitting scales are sensitive to whether the
last recombination steps correspond to the merging of the decay products of massive
particles. They are determined by reclustering the constituents of the trimmed large-
R jet with the kt algorithm and are deﬁned as√
dij = min(pTi, pTj)×∆Rij , (5.1)
in which ∆Rij is the distance between two subjets i and j in η–φ space, and pTi
and pTj are the corresponding subjet transverse momenta. Subjets merged in the
last kt clustering step provide the
√
d12 observable, and
√
d23 is the splitting scale
of the second-to-last merging. The expected value of the ﬁrst splitting scale
√
d12
for hadronic top-quark decays captured fully in a large-R jet is approximately mt/2,
where mt is the top quark mass. The second splitting scale
√
d23 targets the hadronic
decay of the W boson with an expected value of approximately mW /2. The use of
the splitting scale for W -boson tagging in 8TeV ATLAS data is explored in ref. [88].
Background jets initiated by hard gluons or light quarks tend to have smaller values
of the splitting scales and exhibit a steeply falling spectrum.
• N-subjettiness — The N-subjettiness variables τN [89, 90] quantify how well jets can
be described as containing N or fewer subjets. The N subjets found by an exclusive
kt clustering of the constituents of the trimmed large-R jet deﬁne axes within the jet.
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The quantity τN is given by the pT-weighted sum of the distances of the constituents
from the subjet axes:
τN =
1
d0
∑
k
pTk ×∆Rmink with d0 ≡
∑
k
pTk ×R , (5.2)
in which pTk is the transverse momentum of constituent k, ∆R
min
k is the distance
between constituent k and the axis of the closest subjet, and R is the radius pa-
rameter of the large-R jet. The ratio τ3/τ2 (denoted τ32) provides discrimination
between large-R jets formed from hadronically decaying top quarks with high trans-
verse momentum (top jets) which have a 3-prong subjet structure (small values of
τ32) and non-top jets with two or fewer subjets (large values of τ32). Similarly, the
ratio τ2/τ1 ≡ τ21 is used to separate large-R jets with a 2-prong structure (hadronic
decays of Z orW bosons) from jets with only one hard subjet, such as those produced
from light quarks or gluons. The variable τ21 is studied in the context of W -boson
tagging with the ATLAS and CMS detectors in ref. [88] and ref. [91], respectively. A
method that distinguishes hadronically decaying high-pT Z bosons from W bosons
is studied in ref. [92].
Distributions of the kt splitting scales and N-subjettiness variables for large-R jets
in a top-quark-enriched event sample (cf. section 4.2.1) are shown in ﬁgure 3. The
√
d12
distribution shows a broad shoulder at values above 40GeV and the matched tt¯ contribution
exhibits a peak nearmt/2 as expected. For the not-matched tt¯ contribution and theW+jets
process,
√
d12 takes on smaller values and the requirement of a minimum value of
√
d12
can be used to increase the ratio of top-quark signal to background (S/B). For the second
splitting scale
√
d23, signal and background are less well separated than for
√
d12, but
√
d23
also provides signal-background discrimination. The distribution of τ32 shows the expected
behaviour, with the matched tt¯ contribution having small values, because the hadronic
top-quark decay is better described by a three-subjet structure than by two subjets. For
not-matched tt¯ and W+jets production, the distribution peaks at ≈ 0.75. Requiring a
maximum value of τ32 increases the signal-to-background ratio. For τ21, the separation of
signal and background is less pronounced, but values above 0.8 are obtained primarily for
background. Thus, τ21 also provides signal-background discrimination.
The distributions are well described by the simulation of SM processes within system-
atic uncertainties, which are described in section 6. For all distributions shown, the large-R
JES, tt¯ generator, and parton-shower uncertainties give sizeable contributions, as do the
uncertainties of the modelling of the respective substructure variables shown. The uncer-
tainties for
√
d12 and
√
d23 are dominated by the tt¯ generator and ISR/FSR uncertainties,
respectively, for low values of the substructure variable. Low values of these variables are
mainly present for not-matched tt¯, for which the modelling is particularly sensitive to the
amount of high-pT radiation in addition to tt¯, because these large-R jets do not primarily
originate from hadronically decaying top quarks. The modelling of additional radiation in
tt¯ events is also an important uncertainty for the number of events at low values of τ32
and τ21, for which the tt¯ ISR/FSR uncertainties dominate the total uncertainty. The mod-
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Tagger Top-tagging criterion
Substructure tagger I
√
d12 > 40GeV
Substructure tagger II m > 100GeV
Substructure tagger III m > 100GeV and
√
d12 > 40GeV
Substructure tagger IV m > 100GeV and
√
d12 > 40GeV and
√
d23 > 10GeV
Substructure tagger V m > 100GeV and
√
d12 > 40GeV and
√
d23 > 20GeV
W ′ top tagger
√
d12 > 40GeV and 0.4 < τ21 < 0.9 and τ32 < 0.65
Table 2. Top taggers based on substructure variables of trimmed anti-kt R = 1.0 jets.
requirement or the requirement on
√
d12 further increases the eﬃciency (taggers I and II).
The W ′ top tagger was optimized for a search for tb resonances (W ′) in the fully-hadronic
decay mode [2], where a high background suppression is required. The eﬃciency of this
tagger is therefore lower than that of taggers I to III. Taggers IV and V are introduced to
study the eﬀect of a requirement on
√
d23 in addition to the requirements of tagger III.
Distributions of the pT and mass of trimmed anti-kt R = 1.0 jets after applying the six
diﬀerent taggers based on substructure variables are shown in ﬁgures 4 and 5, respectively,
for events passing the full signal selection of section 4.2.1. While the pT spectra look
similar after tagging by the diﬀerent taggers, the mass spectra diﬀer signiﬁcantly due to
the diﬀerent substructure-variable requirements imposed by the taggers. Taggers II to V
require the mass to be greater than 100GeV, and this cut-oﬀ is visible in the distributions.
The mass distribution after the
√
d12 > 40GeV requirement of Tagger I (ﬁgure 5(a)) diﬀers
from that of the pre-tag distribution (ﬁgure 1(a)), because
√
d12 is strongly correlated with
the trimmed mass. The impact of the
√
d12 > 40GeV requirement plus the N-subjettiness
requirements of the W ′ top tagger on the mass spectrum is visible by comparing ﬁgure 5(f)
with the pre-tag distribution (ﬁgure 1(a)). The prominent peak around the top-quark mass
shows that the sample after tagging is pure in jets which contain all three decay products
of the hadronic top-quark decay.
All distributions are described by the MC simulation within uncertainties, indicating
that the kinematics and the substructure of tagged large-R jets are well modelled by sim-
ulation. The uncertainty in the large-R jet pT requiring a top tag is dominated by the
large-R JES and the parton-shower and tt¯ generator uncertainties. Hence, the same un-
certainties dominate in the diﬀerent regions of the pT spectrum as before requiring a top
tag (section 4.2.1). The uncertainty on the large-R-jet mass distributions is dominated by
the jet-mass scale uncertainty for all substructure taggers. The large-R JES as well as tt¯
modelling uncertainties also contribute, but have a smaller impact. For all substructure
taggers, the uncertainties in the substructure variables used in the respective taggers have
a non-negligible impact, in particular for low large-R jet masses, i.e. in the regime which
is sensitive to the modelling of not-matched tt¯ and extra radiation.
5.2 Shower Deconstruction
In Shower Deconstruction (SD) [19, 20], likelihoods are separately calculated for the sce-
nario that a given large-R jet originates from a hadronic top-quark decay and for the
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scenario that it originates from a background process. The likelihoods are calculated from
theoretical hypotheses, which for the application in this paper correspond to the SM. The
signal process is the hadronic decay of a top quark and for the background process, the
splitting of hard gluons into qq¯ is considered. For signal and background, the eﬀect of the
parton shower is included in the calculation of the likelihood. Subjets of the large-R jet
are used as proxies for partons in the underlying model and a weight is calculated for each
possible shower that leads to the observed subjet conﬁguration. This weight is propor-
tional to the probability that the assumed initial particle generates the ﬁnal conﬁguration,
taking into account the SM amplitude for the underlying hard process and the Sudakov
form factors for the parton shower. A discriminating variable χ is calculated as the ratio of
the sum of the signal-hypothesis weights to the sum of the background-hypothesis weights.
For a set {pκi } of N observed subjet four-momenta pκi , in which i ∈ [1, N ], the value of χ
is given by
χ({pκi }) =
∑
perm. P({pκi }|signal)∑
perm. P({pκi }|background)
, (5.3)
with P({pκi }|signal) being the weight for the hypothesis that a signal process leads to the
observed conﬁguration {pκi } and the sum in the numerator is over all showers, in which
signal processes lead to this conﬁguration. Similarly, the denominator sums the weights for
the background processes. If χ is larger than a certain cut value, the large-R jet is tagged
as a top jet. By adjusting the threshold value for χ, the tagging eﬃciency can be changed
continuously.
The inputs to SD are the four-momenta of the subjets in the large-R jet. SD has an
internal mechanism to suppress pile-up, which is based on the fact that the weights of the
likelihood ratio contain the probability that a subset of the subjets did not originate from
the hard interaction but are the result of pile-up. Details can be found in refs. [19, 20]. In
this paper, trimmed anti-kt R = 1.0 jets are used as input to SD, but the subjets of the
untrimmed jet are fed to the SD algorithm, and the kinematic properties (pT, η) of the
trimmed jet are only used to preselect the signal sample. This procedure avoids interference
of the trimming with the SD-internal pile-up suppression.
To obtain the best SD performance, the smallest structures in the ﬂow of particles
should be resolved by the subjets used as input to SD. Therefore, C/A R = 0.2 subjets are
used, as they are the jets with the smallest radius parameter for which ATLAS calibrations
and calibration uncertainties have been derived [18, 76]. Only the nine hardest subjets
of the large-R jet are used in the present study to reduce the processing time per event,
which grows with the number of subjets considered in the calculation. The signal weight
is zero for large-R jets with fewer than three subjets because a ﬁnite signal weight requires
the existence of at least three subjets which are identiﬁed with the three partons from the
top-quark decay. To speed up the computation of the signal weights, the signal weight is
set to zero if no combination of at least three subjets can be found that has an invariant
mass within a certain range around the top-quark mass. The rationale for this mass
requirement is that subjet combinations outside of this mass range would receive only a
very small (but ﬁnite) weight due to the Breit-Wigner distribution assumed for the signal
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hypothesis. Similarly, a subset of the subjets which have a combined invariant mass close to
the top-quark mass must give an invariant mass within a given range around the W -boson
mass. Due to detector eﬀects, the values of these ranges around the top-quark mass and
the W -boson mass must be tuned to optimize the performance and cannot be extracted
directly from the model. The values used in this study are a range of 40GeV around a
top-quark mass of 172GeV and a range of 20GeV around a W -boson mass of 80.4GeV.
For the background hypothesis, no constraint on the subjet multiplicity is present and also
no mass-range requirements are imposed.
Distributions of the multiplicity and pT of C/A R = 0.2 subjets found in the untrimmed
anti-kt R = 1.0 jets from the signal selection are shown in ﬁgure 6. These subjets are used
as input to SD and must satisfy the kinematic constraints pT > 20GeV and |η| < 2.1.
The subjet multiplicity of the large-R jet is shown in ﬁgure 6(a). Most of the large-R jets
have two or three subjets and only a small fraction have more than four subjets. Of the
large-R jets, 41% have fewer than three subjets and are hence assigned a SD signal weight
of zero. The simulation describes the data within statistical and systematic uncertainties
indicating that the input to the SD algorithm, the subjet multiplicity and kinematics, are
well described. For two and three subjets, the uncertainty is dominated by uncertainties
in the large-R JES and the PDF. For one subjet and for four or more subjets, as well, the
uncertainty is dominated by the subjet energy-resolution uncertainty. The source of most
events with only one subjet is not-matched tt¯, for which the modelling of additional low-pT
radiation exceeding the minimum subjet pT depends on the precision of the subjet energy
scale and resolution. The same eﬀect is present for four or more subjets, because hadroni-
cally decaying top quarks are expected to give rise to a distinct three-subjet structure and
additional subjets may be due to additional low-pT radiation close to the top quark.
The pT distributions of the three hardest subjets are shown in ﬁgures 6(b)–6(d). The
pT of the highest-pT subjet is larger than ≈ 100GeV and has a broad peak from 200 to
400GeV. The shoulder at 370GeV is caused by large-R jets from not-matched tt¯ and
W+jets background, as many of these jets have only one subjet, as shown in ﬁgure 6(a),
and in that case the single subjet carries most of the momentum of the large-R jet, i.e. most
of the momentum is concentrated in the core of the jet. Therefore, the shoulder at 370GeV
is due to the requirement pT > 350GeV for the large-R jet. The systematic uncertainty in
the region mainly populated by jets with one dominant subjet (pT > 350GeV) or by jets
with many subjets (100 < pT < 150GeV) in ﬁgure 6(a) has sizeable contributions from the
modelling of the subjet properties, here the subjet energy scale. While the large-R JES also
contributes for 100 < pT < 150GeV, it is dominant for jets mainly showing the expected
distinct two-subjet or three-subjet structure (150 < pT < 350GeV). For pT > 500GeV,
the largest uncertainty results from the diﬀerence between the tt¯ generators, as this is the
main source of uncertainties for the modelling of tt¯ events in the upper range of the pT
spectrum studied.
For the second-highest subjet pT, the background distribution peaks near the 20GeV
threshold. These are subjets in large-R jets with only two subjets where the highest-
pT subjet carries most of the large-R jet momentum. These asymmetric conﬁgurations,
where the highest-pT subjet carries a much larger pT than the second-highest-pT subjet,
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the distributions, the large-R JES uncertainty dominates. If 40 < pT < 60GeV for the
second-highest subjet, the large-R JES uncertainty contributes signiﬁcantly, but does not
dominate due to signiﬁcant contributions from the PDF and generator uncertainties.
The following invariant masses of combinations of the C/A R = 0.2 subjets are shown
in ﬁgure 7 for events fulﬁlling the signal selection: the mass of the two highest-pT subjets,
m12, the mass of the second-highest-pT and third-highest-pT subjet, m23, and the mass of
the three hardest subjets, m123. These distributions illustrate some of the masses built from
subjet combinations which are used by SD to reject subjet combinations that lead to masses
outside the top-quark and W -boson mass ranges. Also these distributions are described by
the simulation within statistical and systematic uncertainties and give further conﬁdence
in the description of the inputs to the SD algorithm. The uncertainty for large values of
m12, m23 and m123, i.e. for values larger than 140GeV, 120GeV and 165GeV, respectively,
is dominated by the subjet energy-scale uncertainty, consistent with this uncertainty also
being dominant for large values of the subjet transverse momenta (ﬁgure 6). The parts
of the distributions which are populated with jets showing primarily a distinct top-like
substructure again show large contributions from the large-R JES uncertainty (60 < m12 <
140GeV, 80 < m23 < 120GeV, 135 < m123 < 165GeV), where the ISR/FSR and the
subjet JES uncertainties also contribute for m23. For lower values, the three diﬀerent
invariant masses are all sensitive to radiation eﬀects in a region populated by not-matched
tt¯ events, i.e. jets which do not originate from a hadronically decaying top quark. ISR/FSR
uncertainties contribute to 20 < m12 < 30GeV, the subjet energy resolution contributes
signiﬁcantly to m23 < 60GeV and m123 < 135GeV, and also the PDF uncertainty has an
increasing eﬀect with increasing m23 for 10 < m23 < 60GeV with the uncertainty from the
subjet energy resolution decreasing with increasing m23. For 20 < m12 < 30GeV, the large-
R JES uncertainty dominates the total uncertainty together with the ISR/FSR uncertainty.
For m23 < 10GeV, the uncertainty is dominated by the uncertainty on the subjet energy
resolution and the diﬀerences between the tt¯ generators. For 30 < m12 < 60GeV, the
choice of tt¯ generator and the large-R JES dominate the total uncertainty.
The distributions of the SD weights and the ratio of the weights, i.e. the ﬁnal discrim-
inant χ (eq. (5.3)), are shown in ﬁgure 8 for events fulﬁlling the signal-selection criteria.
For ≈60% of the large-R jets, the signal weight is zero because there are fewer than three
subjets or the top-quark or W -boson mass-window requirements are not met. These cases
are not shown in ﬁgure 8. The natural logarithm of the sum
∑
perm. P({pκi }|signal) of all
weights obtained with the assumption that the subjet conﬁguration in the large-R jet is
the result of a hadronic top-quark decay is shown in ﬁgure 8(a). The logarithm of the sum
of all weights for the background hypothesis is shown in ﬁgure 8(b). For the signal hypoth-
esis the distribution peaks between −23 and −21, while for the background hypothesis the
peak is at lower values, between −26 and −25. The logarithm of the ratio of the sums of
the weights χ, is shown in ﬁgure 8(c). The lnχ distribution is also shown in ﬁgure 8(d) for
large-R jet pT > 550GeV, which deﬁnes a diﬀerent kinematic regime for which the proba-
bility to contain all top-quark decay products in the large-R jet is higher than for the lower
threshold of 350GeV. All distributions of SD output variables are described by simulation
within the statistical and systematic uncertainties. The subjet energy-resolution uncer-
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the subjet energy resolution, ISR/FSR, and the parton-shower modelling uncertainties. For
larger values of the signal weight, from −23 to −21 in ﬁgure 8(a), there are sizeable contri-
butions from the subjet energy-resolution uncertainty. The uncertainty from the large-R
JES dominates in the highest bins of the distribution (> −20). ISR/FSR uncertainties
and the uncertainty in the subjet energy scale dominate for ln χ > 5 in ﬁgure 8(c). The
uncertainties in the bulk of the background-weight distribution (ﬁgure 8(b)) are dominated
by the subjet energy-scale and energy-resolution uncertainties (from −30 to −28), the PDF
and parton-shower uncertainties (from −28 to −25) and for larger values (> −25) by the
uncertainties from the large-R JES and the subjet energy scale.
Distributions of the pT and the mass of anti-kt R = 1.0 jets tagged as top jets by
SD using the requirement ln(χ) > 2.5 are shown in ﬁgure 9 for events passing the signal
selection. The pT (ﬁgure 9(a)) and the mass (ﬁgure 9(b)) are shown for the trimmed version
of the anti-kt R = 1.0 jet. The pT spectrum is smoothly falling and the mass spectrum is
peaked at mt. Both distributions are described by the simulation within the uncertainties.
The uncertainty of the simulation for pT < 400GeV is dominated by the uncertainties in
the subjet energy scale and on the PDF. From 400 to 500GeV, important contributions
come from the PDF, ISR/FSR, the large-R JES, and the parton shower. Between 500
and 550GeV, the large-R JES gives the largest contribution. For pT > 550GeV, the
dominant uncertainties are the ones on the PDF and the large-R JES. For masses below
160GeV, the uncertainty is dominated by the uncertainties in the subjet energy scale and
resolution. For masses greater than 210GeV, the diﬀerences between the generators and
the PDF uncertainty dominate, consistent with previous ﬁgures, where the large-R jet mass
distribution receives signiﬁcant contributions from the generator uncertainty for high mass
values. In the mass region 160–210GeV, multiple sources contribute signiﬁcantly to the
uncertainty.
A top-quark mass distribution can be constructed diﬀerently, making use of the SD
weights. The signal weights are related to the likelihood of a set of subjets to originate
from a top-quark decay. For each set of subjets, a combined four-momentum is built by
adding the four-momenta of all subjets in the set. A top-quark four-momentum is then re-
constructed as a weighted average of the four-momenta of all possible subjet combinations:
pκSD =
∑
all possible sets of subjets S P({pκ(i), i ∈ S}|signal large-R jet)×
∑
i p
κ(i)∑
all possible sets of subjets S P({pκ(i), i ∈ S}|signal large-R jet)
, (5.4)
where pκ(i) is the four-momentum of the i-th subjet. The mass
√
p2SD is shown in ﬁg-
ure 9(c). For the background, this mass takes on values closer to the top-quark mass than
in ﬁgure 9(b) because of the use of the signal weights in eq. (5.4). Although not directly
used in the SD tagging decision, this mass oﬀers a glimpse into the inner workings of SD.
The distribution is similar to the distribution of the trimmed jet mass. While the width
in the central peak region from 140 to 200GeV is similar, outliers in the weighted mass
are signiﬁcantly reduced. The distribution is well described by the simulation within sta-
tistical and systematic uncertainties. The systematic uncertainties are dominated by the
uncertainties in the subjet energy scale and resolution.
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Parameter Value
mcut 50GeV
Rmaxfilt 0.25
Nfilt 5
fW 15%
Table 3. The HEPTopTagger parameter settings used in this study.
ref. [93]. The algorithm makes use of the fact that in C/A jets, large-angle proto-jets
are clustered last. The HEPTopTagger has internal parameters that can be changed to
optimize the performance, and the settings used in this paper are given in table 3 and are
introduced in the following brief summary of the algorithm.
In the ﬁrst step, the large-R jet is iteratively broken down into hard substructure ob-
jects using a mass-drop criterion [14]. The procedure stops when all substructure objects
have a mass below the value mcut. In the second phase, all combinations of three sub-
structure objects are tested for kinematic compatibility with a hadronic top-quark decay.
Energy contributions from underlying event and pile-up are removed using a ﬁltering proce-
dure: small distance parameter C/A jets are built from the constituents of the substructure
objects using a radius parameter that depends on the distance between these objects but
has at most the value Rmaxfilt . The constituents of the Nfilt highest-pT jets found in this
way (ﬁlter jets) are then clustered into three top-quark subjets using the exclusive C/A
algorithm. In the ﬁnal step, kinematic requirements are applied to diﬀerentiate hadronic
top-quark decays from background. One of the criteria is that one pair of subjets must
have an invariant mass in the range 80.4GeV × (1± fW ) around the W -boson mass, with
fW being a parameter of the algorithm. If all criteria are met, the top-quark candidate
is built by adding the four-momenta of the Nfilt highest-pT ﬁlter jets. The large-R jet is
considered to be tagged if the top-quark-candidate mass is between 140 and 210GeV and
the top-quark-candidate pT is larger than 200GeV. An illustration of the HEPTopTagger
algorithm is given in ﬁgure 6 of ref. [18].
Distributions of the HEPTopTagger substructure variables after requiring a top tag
are shown in ﬁgure 10, together with the pT and mass distributions of the top-quark can-
didate for events passing the signal selection. The purity of processes with top quarks (tt¯
and single-top production) in this sample is more than 99%. The variable m12 (m23) is
the invariant mass of the highest-pT (second-highest-pT) and the second-highest-pT (third-
highest-pT) subjet found in the ﬁnal, i.e. exclusive, subjet clustering step. The variable
m13 is deﬁned analogously, and the variable m123 is the mass of the three exclusive sub-
jets. The ratio m23/m123 is used internally in the HEPTopTagger algorithm and is dis-
played in ﬁgure 10(a). It shows a peak at mW /mt, which indicates that in most of the
cases, the highest-pT subjet corresponds to the b-quark. The inverse tangent of the ra-
tio m13/m12 is also used internally in the HEPTopTagger algorithm and its distribution is
shown in ﬁgure 10(b). The HEPTopTagger top-quark-candidate pT (ﬁgure 10(c)) is peaked
at ≈ 250GeV and falls smoothly at higher pT. At around 200GeV, the tagging eﬃciency
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increases strongly with pT (cf. section 8.1) and therefore there are fewer entries in the low-
est pT interval from 200 to 250GeV than would be expected from a falling pT distribution.
The HEPTopTagger top-quark-candidate mass (ﬁgure 10(d)) is peaked near the top-quark
mass with tails to lower and higher values. To be considered as HEPTopTagger-tagged,
the top-quark candidate must have a mass between 140 and 210GeV.
The distributions of m23/m123 and arctan(m13/m12), as well as the top-quark-
candidate pT and mass are well described by the simulation within statistical and sys-
tematic uncertainties. For the two ratios of subjet invariant masses, important sources of
systematic uncertainty are the subjet JES, the b-tagging eﬃciency and the tt¯ modelling
uncertainties from the choice of the PDF set and the ISR/FSR settings. The choice of
PDF set dominates the uncertainty for m23/m123 for very low and very high values of the
ratio. These uncertainties also contribute to the modelling of the top-quark-candidate pT
and η. The uncertainty in the top-quark-candidate pT increases with pT due to increas-
ing uncertainties from the subjet JES, the b-tagging eﬃciency and the choice of PDF set,
as well as from additional tt¯ modelling uncertainties due to the choice of generator and
parton shower.
A variant of the HEPTopTagger has been developed that uses a collection of small-
R jets as input, instead of large-R jets. This variant is referred to as HEPTopTagger04,
because it is based on small-R jets with R = 0.4. This approach can be useful when aiming
for a full event reconstruction in ﬁnal states with many jets in events in which the top quarks
have only a moderately high transverse momentum (pT > 180GeV). The advantages of
the method are explained using the performance in MC simulation in section 7.2.
The HEPTopTagger04 technique proceeds as follows. All sets of up to three anti-
kt R = 0.4 jets (small-R jets in the following) are considered, and an early top-quark
candidate (not to be confused with the HEPTopTagger candidate) is built by adding the
four-momenta of these jets. Only sets with mcandidate > mmin and pT,candidate > pT,min
are kept and all small-R jets in the set must satisfy ∆Ri,candidate < ∆Rmax. The values
of these parameters are given in table 4. The constituents of the selected small-R jets are
then passed to the HEPTopTagger algorithm to be tested with being compatible with a
hadronically decaying top quark. The same parameters as given in table 3 are used. If
a top-quark candidate is found with the HEPTopTagger algorithm based on the small-R
jets’ constituents, it is called a HEPTopTagger04 top-quark candidate. If more than one
HEPTopTagger04 top-quark candidate is found in an event, they are all kept if they do not
share a common input jet. In the case that top-quark candidates share small-R input jets,
the largest possible set of top-quark candidates which do not share input jets is chosen. If
multiple such sets exist, the set for which the average top-quark-candidate mass is closest
to the top-quark mass is selected.
Post-tag distributions from the HEPTopTagger04 approach for events passing the sig-
nal selection (but omitting all requirements related to a large-R jet) are shown in ﬁgure 11
and show features similar to the ones described for the HEPTopTagger. Events are classiﬁed
as matched or not-matched based on the angular distance between hadronically decaying
top quarks and the top-quark candidate, and not the large-R jet as in the other tagging
techniques, because for the HEPTopTagger04 no large-R jet exists. The distributions are
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well described by the simulation within statistical and systematic uncertainties. The sys-
tematic uncertainty of the predicted event yield after tagging is approximately 16%, with
the largest contributions from the subjet energy scale (8.1%), the uncertainty in initial-
state and ﬁnal-state radiation (8.9%), the tt¯ cross-section normalization (6.2%), the PDF
uncertainty (5.2%), and the uncertainty in the b-tagging eﬃciency (5.1%). The uncertain-
ties related to the anti-kt R = 0.4 jets used as input to the HEPTopTagger04 method
have a negligible impact (<1%), as the anti-kt R = 0.4 jet energies are only used to select
the early top-quark candidate in the HEPTopTagger04 procedure and the HEPTopTagger
algorithm is run on the constituents of these anti-kt R = 0.4 jets.
6 Systematic uncertainties
The measurements presented in this paper are performed at the detector level, i.e. diﬀer-
ential in reconstructed kinematic quantities and not corrected for detector eﬀects such as
limited eﬃciency and resolution. The measured distributions are compared with SM pre-
dictions obtained from MC-generated events which have been passed through a simulation
of the detector and are reconstructed in the same way as the data. Systematic uncertain-
ties of the predictions can be grouped into diﬀerent categories: uncertainties related to
the simulation of the detector response and the luminosity measurement, and uncertainties
related to the modelling of the physics processes (production cross sections, parton shower,
hadronization, etc.).
Systematic uncertainties in the results presented in this paper are obtained by varying
parameters of the simulation (one parameter at a time) and repeating the analysis with
this varied simulation to determine its impact. The change from the nominal prediction
is taken as the 1σ uncertainty related to the uncertainty in the varied parameter. The
systematic uncertainties are considered uncorrelated unless otherwise speciﬁed.
6.1 Experimental uncertainties
The uncertainty in the integrated luminosity is 2.8%. It is derived from a calibration of the
luminosity scale derived from beam-separation scans, following the methodology detailed
in ref. [85].
The b-tagging eﬃciency is measured using ﬁts to the observed b-tag multiplicity in tt¯
events [86, 94] and from jets containing muons [86]. The rate at which jets from charm
and light quarks are classiﬁed as b-jets (mistag rate) is determined from the distributions
of the signed impact parameter and the signed decay length in multijet events [86, 95].
Uncertainties in the b-tagging eﬃciency and mistag rate in simulation are obtained by
comparing the predictions with the measurements. The uncertainty in the mistag rate has
a negligible impact on the results presented here.
The uncertainties in the lepton trigger, reconstruction and identiﬁcation eﬃciencies are
determined from Z → ee [70, 71] and Z → µµ [74] events. Also considered, but found to
have negligible impact in the present analysis, are uncertainties in the scale and resolution
of the lepton energy and in the EmissT reconstruction.
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jets [18]. Uncertainties in the following quantities are estimated in this way: the energy
scale of the large-R jets; the kt splitting scales, the N-subjettiness ratios, and the mass
of trimmed anti-kt R = 1.0 jets; the subjet energy scale for SD. For pT < 900GeV of
trimmed anti-kt R = 1.0 jets, the uncertainty is not derived from the track-jet method,
but using γ+jet events and an additional uncertainty based on the diﬀerence between the
calorimeter’s response to QCD jets and jets from tt¯ decays. The uncertainties in the kt
splitting scales, the N-subjettiness ratios and the trimmed mass are 4–7% for pT between
350 and 700GeV, depending on the jet pT, η and the ratio m/pT. For values of m/pT <
0.1, the uncertainties are larger and reach values of up to 10%. The subjet energy-scale
uncertainty for the HEPTopTagger is determined in situ from the reconstructed top-quark
mass peak as described in section 6.2. The correlations between the uncertainties in the
substructure variables used by taggers I–V and theW ′ top tagger have not been determined;
the largest observed variations are used based on testing diﬀerent combinations of zero and
full (anti-)correlation of the systematic uncertainties of the diﬀerent substructure variables.
The energy-resolution uncertainties for C/A R = 1.5 jets and for subjets used by
SD and the HEPTopTagger are determined using the pT balance in dijet events [18]. To
determine the impact of the energy-resolution uncertainty for trimmed anti-kt jets with
R = 1.0, the energy resolution in simulation is scaled by 1.2. The impact of the mass-
resolution uncertainty for trimmed anti-kt R = 1.0 jets is estimated analogously.
6.2 In situ determination of the subjet energy scale for the HEPTopTagger
The top-quark candidates identiﬁed with the HEPTopTagger in the µ+jets channel of the
signal selection are used to determine the subjet energy scale for the HEPTopTagger. For
this study, the signal selection with only the b-tag close to the lepton is used and the
second b-tag requirement with ∆R > 1.5 from the lepton direction is omitted. With this
change, the µ+jets channel alone provides suﬃcient events to perform this study. The four-
momentum of the top-quark candidate is obtained in the HEPTopTagger by combining the
calibrated subjet four-momenta. A change in the subjet pT is therefore reﬂected in a change
of the top-quark-candidate momentum. The top-quark peak in the distribution of the top-
quark-candidate mass can be used to constrain the energy-scale uncertainty of the subjets
as suggested in ref. [96]. The method consists of varying the energy scale of the calibrated
subjets in simulation and comparing the resulting top-quark mass distribution to the one
from data. A higher (lower) subjet energy scale shifts the predicted distribution to larger
(smaller) masses. This shift is constrained by the necessity to describe the measured mass
peak within uncertainties.
The subjet energy-scale uncertainty is determined by calculating a χ2 value for diﬀerent
variations of the energy scale. The χ2 is calculated in the mass window from 133 to
210GeV, in 11 bins of width 7GeV. The statistical uncertainties of the measured and
predicted number of top-quark candidates in each bin are taken into account, as well as all
systematic uncertainties other than that of the subjet energy scale itself. The systematic
uncertainties due to the imperfect modelling of the physics processes (section 6.3) are
considered, including a systematic uncertainty in the top-quark mass of ±1GeV.
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Variations of the subjet energy scale are considered by raising or lowering all subjet
transverse momenta in a correlated way:
pT → pT × (1± f) , (6.1)
in which f is a function which speciﬁes the relative variation. Three diﬀerent scenarios for
the dependence of f on the subjet pT are considered (the parameters ki are constants):
• f = k1√pT (larger variation for high-energy subjets),
• f = k2/pT (larger variation for low-energy subjets),
• f = k3 (no pT dependence, variation by a constant factor).
Separate χ2 values are determined for all three functional forms and for diﬀerent values
of the parameters ki. The HEPTopTagger top-quark-candidate mass distribution is shown
in ﬁgure 12(a). The simulation is shown for the nominal energy scale and, as an example, for
the case of the variation with f = k2/pT with k2 = 1GeV. For subjets with pT = 100GeV,
this corresponds to a relative change of the transverse momentum of ±1%. The description
of the measured distribution is improved by the +1% variation. The level of agreement
between the measured and predicted distributions is quantiﬁed in terms of the χ2 value
shown in ﬁgure 12(b) for diﬀerent values of k2. The variation is expressed as the relative pT
change for subjets with pT = 100GeV (JES shift). A parabola is ﬁtted to the χ
2 values as
a function of the JES shift. The best agreement is obtained for a JES shift of +1%, which
leads to the smallest χ2, χ2min. This result can be used to correct the subjet pT scale in the
simulation. This is left to future studies. Here, an uncertainty in the pT scale is determined
as follows. From the two JES-shift values that correspond to χ2 = χ2min + 1, the larger
absolute value is used as the 1σ systematic uncertainty of the pT scale. In ﬁgure 12(b) this
uncertainty is 2.2%.
The subjet energy-scale uncertainty is determined in two bins of large-R-jet pT (<
320GeV, > 320GeV) and two bins of large-R jet pseudorapidity (|η| < 0.7, 0.7 < |η| < 2.0).
The results are shown in ﬁgure 13. The largest relative uncertainty is 10% at a subjet pT
of 20GeV, dropping with 1/pT to 2.5% at 90GeV and then rising proportionally to
√
pT,
reaching 3.5–4.0% at 200GeV. The uncertainty depends weakly on the large-R jet pT and η.
In the HEPTopTagger analysis, the impact on each studied quantity (the number of
tagged large-R jets, the tagging eﬃciency, and the mistag rate) is determined for all three
functional forms. The largest of the three changes in the quantity is then used as the
uncertainty related to the imperfectly known subjet energy scale.
6.3 Uncertainties in the modelling of physics processes
Uncertainties related to the tt¯ simulation are taken into account as follows. If the
uncertainties are estimated from samples not generated with the nominal tt¯ generator
POWHEG+PYTHIA, then the sequential pT reweighting mentioned in section 3 is not
applied, because the reweighting used only applies to POWHEG+PYTHIA: the nominal
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POWHEG+PYTHIA prediction without reweighting is compared to the prediction from
the alternative simulation without reweighting.
The tt¯ cross-section uncertainty of +13
−15 pb quoted in section 3 is used and an additional
normalization uncertainty of +7.6
−7.3 pb from a variation of the top-quark mass by ±1.0GeV
is added in quadrature, leading to a total relative normalization uncertainty of +5.9%
−6.6%. For
the evaluation of the other tt¯ modelling uncertainties mentioned below, the total tt¯ cross
section of the generated event samples is set to the value given in section 3, so that no
double-counting of normalization uncertainties occurs.
To account for uncertainties in the parton shower, the prediction from
POWHEG+HERWIG is compared to the prediction from POWHEG+PYTHIA. Un-
certainties in the choice of tt¯ generator are estimated by comparing the prediction from
MC@NLO+HERWIG with the prediction from POWHEG+HERWIG. The uncertainty
in the amount of ISR and FSR is estimated using two ACERMC+PYTHIA tt¯ samples
with increased and decreased radiation.
PDF uncertainties aﬀect the normalization of the total tt¯ cross section and this is
taken into account as described in section 3. They additionally aﬀect the tt¯ cross section
in the phase space examined by this analysis and the distributions of kinematic variables.
These eﬀects are determined by comparing the prediction based on CT10 to the prediction
based on HERAPDF1.5. The cross-section diﬀerence obtained when comparing these two
PDF sets was found to match the diﬀerence due to the CT10 PDF uncertainty [54] for this
region of phase space.
The factorization and renormalization scales are varied by factors two and one half and
the impact on the total tt¯ cross section is included in the cross-section uncertainty. The
impact in the phase space examined by this analysis and on the distributions of kinematic
variables is evaluated by comparing dedicated tt¯ samples in which the two scales are varied
independently. The variation of the renormalization scale has a signiﬁcant impact, while
the analysis is not sensitive to variations of the factorization scale beyond the change of
the total tt¯ cross section.
The impact of variations on the top-quark-candidate mass peak of varying the top-
quark mass in the generator by ±1.0GeV is taken into account for the in situ determina-
tion of the subjet energy scale in section 6.2. For the eﬃciency and misidentiﬁcation-rate
measurements this uncertainty is negligible compared to other sources of systematic un-
certainty.
The uncertainties on the normalization of the single top, W+jets, and Z+jets back-
ground contributions were found to have a negligible impact.
7 Study of top-tagging performance using Monte-Carlo simulation
7.1 Comparison of top-tagging performance
The performance of the diﬀerent top-tagging approaches is compared using MC simulations
to relate the diﬀerent large-R jets used by the taggers and to extend the comparison in
large-R jet pT beyond the kinematic reach of the 8TeV data samples.
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The performance is studied in terms of the eﬃciency for tagging signal large-R jets
and the background rejection, deﬁned as the reciprocal of the tagging rate for background
large-R jets. Signal jets are obtained from Z ′ → tt¯ events and background jets are obtained
from multijet events. Multijets typically pose the largest background in tt¯ analyses in the
fully hadronic channel. The W+jets background, where the W boson decays hadronically,
is less important because of the smaller cross section. Also, in the kinematic region con-
sidered in the comparison presented here, it was shown for the HEPTopTagger that the
mistag rate is similar for multijet background and background from W → q′q¯ [18]. In the
lepton+jets channel, W+jets tends to be the most important background if the W boson
decays leptonically, and then the background from the additional jets is very similar to
the multijets case. The conclusions drawn in this section can therefore be extended to the
context of this W+jets background.
Stable-particle jets are built in all MC events using the anti-kt algorithm and a radius
parameter R = 1.0. These jets are trimmed with the same parameters as described in
section 4.1 for the detector-level jets. These particle-level jets are used to relate the diﬀerent
jet types used at reconstruction level. The diﬀerent types of large-R jets used by the tagging
algorithms are listed in table 1. Each reconstructed large-R jet must be geometrically
matched to a particle-level jet within ∆R = 0.75 for the trimmed anti-kt R = 1.0 jets,
and within ∆R = 1.0 for the C/A R = 1.5 jets. The fraction of reconstructed large-
R jets with no matching particle-level jet is negligible. In addition, particle-level jets in
the signal sample must be geometrically matched to a hadronically decaying top quark
within ∆R = 0.75. The top-quark ﬂight direction at the top-quark decay vertex is chosen,
consistent with the matching procedure discussed in section 4.2.1. The particle-level jet
pT spectrum of the signal sample is reweighted to the pT spectrum of the background
sample to remove the dependence on a speciﬁc signal model. However, since the results
in this section are given for diﬀerent ranges of pT, the conclusions are believed to hold,
approximately independently of the choice of speciﬁc underlying pT spectrum.
The comparison is performed in bins of the pT of the particle-level jet, p
true
T , in the
range 350 < ptrueT < 1500GeV in which all taggers are studied. For the performance
comparison, the statistical uncertainties of the simulated eﬃciencies and rejections are
taken into account, while no systematic uncertainties are considered.
The background rejection is shown as a function of the tagging eﬃciency in ﬁgures 14
and 15 in four bins of ptrueT : 350–400GeV, 550–600GeV, 700–1000GeV, and 1000–1500GeV.
Curves in the eﬃciency-rejection plane are obtained by varying the values of cuts in the
tagger deﬁnitions. For the taggers based on substructure variables, scans over the cut
values of the trimmed mass,
√
d12,
√
d23, and τ32 are shown, and in addition scans over
the cut values of
√
d23 in substructure tagger V and of τ32 in the W
′ top tagger, for which
the cuts on the other variables are kept at their nominal values. The cuts on the trimmed
mass and splitting scales are single-sided lower bounds, and the cut on τ32 is a single-sided
upper bound.
When using only a single substructure-variable cut, the best performing variables in
all studied ptrueT intervals are the splitting scale
√
d12 at high eﬃciency and
√
d23 at lower
eﬃciency. At an eﬃciency of 80%, a cut on
√
d12 achieves a background rejection of ≈3–6
over the full range in ptrueT . At an eﬃciency of 40%, a cut on
√
d23 achieves a rejection of
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Figure 14. The background rejection as a function of the tagging eﬃciency of large-R jets, as
obtained from MC simulations for 350GeV < pT < 400GeV and 550GeV < pT < 600GeV for
trimmed anti-kt R = 1.0 particle-level jets to which the large-R jets are geometrically matched.
The HEPTopTagger uses C/A R = 1.5 jets; the other taggers use trimmed anti-kt R = 1.0 jets.
For SD, the cut value of the discriminant ln χ is scanned over. Substructure-variable-based taggers
are also shown including single scans over the trimmed mass,
√
d12,
√
d23, τ32 and scans over cuts
on
√
d23 and τ32 for substructure tagger V and the W
′ top tagger, respectively. The curves are not
shown if the background eﬃciency is higher than the signal eﬃciency, which for some substructure-
variable scans occurs for very low signal eﬃciencies, i.e. for scans in the tails of the distributions.
The statistical uncertainty from the simulation is smaller than the symbols for the diﬀerent working
points and it is no larger than the width of the lines shown.
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Figure 15. The background rejection as a function of the tagging eﬃciency of large-R jets, as
obtained from MC simulations for 700GeV < pT < 1000GeV and 1000GeV < pT < 1500GeV for
trimmed anti-kt R = 1.0 particle-level jets to which the large-R jets are geometrically matched.
The HEPTopTagger uses C/A R = 1.5 jets; the other taggers use trimmed anti-kt R = 1.0 jets.
For SD, the cut value of the discriminant ln χ is scanned over. Substructure-variable-based taggers
are also shown including single scans over the trimmed mass,
√
d12,
√
d23, τ32 and scans over cuts
on
√
d23 and τ32 for substructure tagger V and the W
′ top tagger, respectively. The curves are not
shown if the background eﬃciency is higher than the signal eﬃciency, which for some substructure-
variable scans occurs for very low signal eﬃciencies, i.e. for scans in the tails of the distributions.
The statistical uncertainty from the simulation is smaller than the symbols for the diﬀerent working
points and it is no larger than the width of the lines shown.
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≈ 25 for lower values of ptrueT , decreasing to a rejection of 15 for 700 < ptrueT < 1000GeV
and 11 for 1000 < ptrueT < 1500GeV, respectively. The eﬃciency at which the rejection of
a cut on
√
d23 is higher than the rejection for the trimmed-mass cut depends on p
true
T : it
is ≈ 45% for 350 < ptrueT < 400GeV and increases to 90% for 1000 < ptrueT < 1500GeV.
A cut on the trimmed mass performs similarly to the
√
d12 cut. A cut on τ32 performs
signiﬁcantly worse. For high eﬃciencies and the ranges of lower ptrueT (e.g. ≈ 60–90% for
350 < ptrueT < 400GeV), the cut on the trimmed mass shows only a small increase in the
rejection with decreasing signal eﬃciency. For lower eﬃciencies, the rejection increases
more strongly with decreasing signal eﬃciency. This is due to the two distinct W -boson
and top-quark mass peaks in signal, as exempliﬁed in ﬁgure 1(a). Adding the cuts on the
mass and
√
d12 to the cut on
√
d23 (Tagger V (scan
√
d23)) does not signiﬁcantly improve
the performance over a cut on
√
d23 alone, since for high enough cuts on
√
d23, the other
cuts are automatically satisﬁed because of the relation m >
√
d12 >
√
d23.
A combination of N-subjettiness and splitting-scale information, as used in the W ′ top
tagger, gives the best performance of all studied substructure-variable-based approaches
for eﬃciencies below a certain threshold eﬃciency. This threshold eﬃciency is ≈ 40%
for 350 < ptrueT < 400GeV and it increases to ≈ 80% for 1000 < ptrueT < 1500GeV. By
varying the τ32 requirement in the W
′ top tagger, rejections close to the ones of SD and
the HEPTopTagger can be achieved at the same eﬃciency.
For SD, the cut value of the discriminant ln χ is varied. The maximum eﬃciency is
≈50% in the lowest pT bin studied (350 < ptrueT < 400GeV). For higher pT, the eﬃciency
rises up to 70%. The maximum eﬃciency is determined by the requirement of having
at least three subjets which combine to an invariant mass near the top-quark mass and a
subset of these subjets to give a mass near theW -boson mass. The increase of the maximum
eﬃciency from approximately 50% at 350–400GeV to approximately 70% at 550–1000GeV
is a result of the larger average containment of the top-quark decay products in the large-R
jet at higher pT. At the highest pT values (1000–1500GeV), the use of R = 0.2 subjets limits
the eﬃciency as the top-quark decay products cannot be fully resolved for an increasing
fraction of large-R jets, resulting in a maximum eﬃciency of ≈50%.
For 350 < ptrueT < 400GeV, the HEPTopTagger has an eﬃciency of 34% at a rejection
of 47. For ptrueT > 550GeV, the eﬃciency is ≈40% and the rejection is ≈35, approximately
independent of ptrueT . The HEPTopTagger performance was also investigated for 200 <
ptrueT < 350GeV (not shown): eﬃciency and rejection are 18% and 300, respectively, for
200 < ptrueT < 250GeV, 22% and 130 for 250 < p
true
T < 300GeV, and 28% and 65 for
300 < ptrueT < 350GeV.
For 350 < ptrueT < 450GeV, the performance of SD, the HEPTopTagger, and the W
′
top tagger are comparable. For 450 < ptrueT < 1000GeV, SD oﬀers the best rejection
in simulation, up to its maximum eﬃciency. Top tagging eﬃciencies above 70% can be
achieved with cuts on substructure variables, where, depending on ptrueT , optimal or close-
to-optimal performance can be achieved with a requirement on
√
d12 alone. For 1000 <
ptrueT < 1500GeV, of all the top-tagging methods studied, the HEPTopTagger oﬀers the
best rejection (≈ 30) at an eﬃciency of ≈ 40%, making it a viable option for high-pT
searches despite not having been optimized for this pT regime. The only tagger studied for
200 < ptrueT < 350GeV is the HEPTopTagger.
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Figure 16. Eﬃciency to reconstruct and identify a hadronically decaying top quark with the
HEPTopTagger04 (blue circles) and the HEPTopTagger (red triangles) as a function of the pT of
the top quark for events passing the signal selection described in section 4.2.1. A top quark is
considered tagged if a top-quark candidate is reconstructed with a momentum direction within
∆R = 1.0 of the top-quark momentum direction.
7.2 HEPTopTagger04 performance
The eﬃciencies for hadronically decaying top quarks to be reconstructed as top-quark
candidates with the HEPTopTagger04 and HEPTopTagger methods are shown in ﬁgure 16
as a function of the true pT of the top quark in simulated tt¯ events. The events are selected
according to the criteria described in section 4.2.1, except that all requirements related to
large-R jets are not applied in the case of HEPTopTagger04. For these eﬃciencies, a top
quark is considered tagged if a top-quark candidate is reconstructed with a momentum
direction within ∆R = 1.0 of the top-quark momentum direction. The deﬁnition of the
eﬃciency is therefore diﬀerent from the large-R-jet-based one used in section 7.1, where
also a diﬀerent event selection and diﬀerent matching criteria are applied. The eﬃciency
of the HEPTopTagger04 method increases with the pT of the top quark and reaches values
of ≈50% for pT > 500GeV. The eﬃciency of the HEPTopTagger04 method is lower than
the eﬃciency of the HEPTopTagger, but follows the trend of the HEPTopTagger eﬃciency
closely. The HEPTopTagger eﬃciency reaches higher values than in section 7.1 primarily
because the event selection here requires two b-tagged jets.
This eﬃciency, however, does not take into account the speciﬁc needs of event recon-
struction in ﬁnal states with top quarks and many additional jets, for which the HEPTop-
Tagger04 was designed. An example of such a topology in an extension of the SM is the
associated production of a top quark and a charged Higgs boson, H+, decaying to tb¯, i.e.
pp→ H+t¯(b)→ tb¯t¯(b). After the decay of the top quarks, the ﬁnal state contains three or
four b-quarks. Up to two b-jets not associated with a top-quark decay can in principle be
reconstructed, and they should not be part of the reconstructed top-quark candidates.
In ATLAS, b-jets are usually reconstructed using the anti-kt algorithm with R =
0.4. For large H+ masses, for which the top quarks from its decay may have large pT,
ensuring no overlap between the top-quark candidates and the unassociated b-jets may
not be trivial. In this case, hadronically decaying top quarks may be reconstructed with
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large-R jet substructure analysis. The reconstruction of anti-kt R = 0.4 and large-R
jets, however, proceeds independently, so that the same clusters may be present in anti-kt
R = 0.4 and large-R jets. If the anti-kt R = 0.4 jet and the large-R jet overlap, the b-
tagged anti-kt R = 0.4 jet might also originate from the hadronic top quark decay, which
prevents an unambiguous reconstruction of the ﬁnal state. Moreover, clusters included in
both objects may lead to a double-counting of deposited energy, which is an issue if for
example an invariant mass is formed from the tagged top and a close-by b-jet targeting the
H+ → tb¯ decay.
In the case of the HEPTopTagger, subjets of the large-R jet are explicitly reconstructed,
and it would be an option to only consider anti-kt R = 0.4 jets not matched to one
of the three subjets which form the top-quark candidate as being not associated with a
hadronically decaying top. This approach, however, is not straightforward because of the
diﬀerent jet algorithms and jet radii used for HEPTopTagger subjets and b-tagging. A
simple approach is to require an angular separation ∆R between the top-quark candidate
and the anti-kt R = 0.4 jets in the event, denoted HEPTopTagger+∆R in the following.
The HEPTopTagger04 is therefore compared to HEPTopTagger+∆R, using the latter as
a benchmark.
In ﬁgure 17(a), the energy shared by anti-kt R = 0.4 jets and C/A R = 1.5 jets is shown
for simulated tt¯ events. The shared energy is calculated from the clusters of calorimeter
cells included as constituents in the small-R and large-R jets. The C/A jets are required to
fulﬁl |η| < 2.1 and pT > 180GeV, and the anti-kt jets must fulﬁl |η| < 2.5 and pT > 25GeV.
All combinations of large-R C/A jets and small-R anti-kt jets in each event are shown. The
shared energy is normalized to the total energy of the small-R jet and this shared energy
fraction is shown as a function of the angular separation ∆R of the small-R and large-R
jets. The region of small angular separation is populated by combinations where a large
fraction of the energy of the small-R jet is included in the large-R jet, i.e. where the two
jets originate from the same object. However, for larger values of ∆R, a signiﬁcant fraction
of the energy of the small-R jet can still be shared with the large-R jet.
The HEPTopTagger04 approach solves the issue of overlap between large-R and small-
R jets by passing only the constituents of a set of small-R jets to the HEPTopTagger
algorithm and by removing these small-R jets from the list of jets considered for the
remaining event reconstruction, i.e. the identiﬁcation of extra b-jets.
The charged-Higgs-boson process mentioned above is used to illustrate the advantage
of the HEPTopTagger04 approach. A basic event selection for events with an H+ boson
is introduced in order to study the performance of the HEPTopTagger04 in this topology
using simulated events only. It consists of the signal selection for tt¯ events as detailed
in section 4.2.1 requiring at least one top-quark candidate reconstructed with the HEP-
TopTagger04 method and two b-tagged anti-kt R = 0.4 jets not considered as part of the
HEPTopTagger04 candidate (H+ selection). The b-tagged anti-kt R = 0.4 jets are allowed
to be identical to the b-tagged jets required in the signal selection, if these jets are not part
of the HEPTopTagger04 candidate.
The HEPTopTagger04 method is compared with HEPTopTagger+∆R in the H+ se-
lection. Only those b-tagged anti-kt R = 0.4 jets that are more than ∆R away from the
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Figure 17. (a) Energy fraction of clusters included in anti-kt jets with R = 0.4 also included in
C/A jets with R = 1.5 in tt¯ MC simulation as a function of the angular separation of the two
jets. The C/A jets have to fulﬁl |η| < 2.1 and pT > 180GeV, and all combinations of large-R and
small-R jets in each event are shown. (b) Eﬃciency for the H+ selection for the HEPTopTagger04
method for a 1400 GeV H+ signal (blue, full circles) and for HEPTopTagger for which an angular
separation ∆R is required between the top-quark candidate and the closest anti-kt R = 0.4 jet (or
lepton) in the event (red open circles), HEPTopTagger+∆R. The eﬃciency of an alternative H+
selection with three b-tagged anti-kt R = 0.4 jets is shown in addition for HEPTopTagger+∆R.
For HEPTopTagger+∆R, the eﬃciency is shown as a function of ∆R, while the HEPTopTagger04
algorithm is independent of ∆R.
top-quark candidate are considered in the H+ selection for HEPTopTagger+∆R. More-
over, the top-quark candidate is required to be separated from the reconstructed lepton by
at least ∆R. Figure 17(b) shows the eﬃciency of the H+ selection for a 1400GeV H+ signal
MC sample for HEPTopTagger+∆R as a function of ∆R, and for the HEPTopTagger04
method, which is independent of ∆R. The HEPTopTagger04 leads to a higher eﬃciency
than the simple HEPTopTagger+∆R benchmark for values of ∆R > 0.5. In order to avoid
energy sharing, larger values of ∆R would be appropriate (cf. ﬁgure 17(a)). For small values
of ∆R, HEPTopTagger+∆R shows a higher eﬃciency than the HEPTopTagger04 method,
because at least one b-tagged jet largely overlaps with the top-quark candidate and can be
identiﬁed with the b-quark from the top-quark decay and not with one of the additional
b-quarks from the pp → H+t¯(b) → tb¯t¯(b) process. An additional b-tagged anti-kt R = 0.4
jet can be required in the event selection for HEPTopTagger+∆R to address this issue,
which leads to a lower eﬃciency for HEPTopTagger+∆R than for the HEPTopTagger04
method for all values of ∆R.
In order to determine the optimal method for a particular application, mistag-rate
comparisons of the two approaches are important to evaluate using the exact selection of
that analysis due to the critical dependence on the dominant background composition and
kinematic region.
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8 Measurement of the top-tagging efficiency and mistag rate
In this section, the signal and background samples introduced in sections 4.2.1 and 4.2.2
are used to study the top tagging eﬃciency and the mistag rate for the diﬀerent top taggers
introduced in section 5.
8.1 Top-tagging efficiency
The large-R jets in the signal selection are identiﬁed with a high-pT hadronically decaying
top quark in lepton+jets tt¯ events and are therefore used to measure the top-tagging
eﬃciency in data as a function of the kinematic properties of the large-R jet (pT, η). The
tagging eﬃciency is given by the fraction of tagged large-R jets after background has been
statistically subtracted using simulation. In each large-R jet pT and η bin i, the eﬃciency
is deﬁned as
fdata,i =
(
N tagdata −N tagtt¯ not matched −N
tag
non-tt¯
Ndata −Ntt¯ not matched −Nnon-tt¯
)
i
, (8.1)
in which
• N (tag)data is the number of measured (tagged) large-R jets;
• N (tag)
tt¯ not matched
is the number of (tagged) not-matched large-R jets, i.e. jets not
matched to a hadronically decaying top quark (cf. section 4.2), according to the
POWHEG+PYTHIA simulation;
• N (tag)
non-tt¯
is the number of (tagged) large-R jets predicted by simulation to arise from
other background contributions, such as W+jets, Z+jets and single-top production.
Systematic uncertainties aﬀecting the numerator and the denominator do not fully cancel in
the ratio, because in particular the amount of not-matched tt¯ production is much reduced
after requiring a top-tagged jet, but before the top-tagging requirement the number of
not-matched tt¯ events is non-negligible.
The measurement is shown for pT bins in which the relative statistical uncertainty of
the eﬃciency is less than 30% and the relative systematic uncertainty is less than 65%.
Two regions in large-R jet pseudorapidity are chosen, |η| < 0.7 and 0.7 < |η| < 2.0, in
which approximately equal numbers of events are expected.
The measured eﬃciency is compared to the eﬃciency in simulated tt¯ events, which is
deﬁned as
fMC,i =
(
N tagMC
NMC
)
i
, (8.2)
in which N
(tag)
MC is the number of (tagged) large-R jets in matched tt¯ events which pass the
signal selection.
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Figure 18. The eﬃciency fdata, as deﬁned in eq. (8.1), for tagging trimmed anti-kt R = 1.0 jets
with |η| < 0.7 with top taggers based on substructure variables (taggers I–IV) as a function of the
large-R jet pT. Background (BG) is statistically subtracted from the data using simulation. The
vertical error bar indicates the statistical uncertainty of the eﬃciency measurement and the data
uncertainty band shows the systematic uncertainties. Also shown is the predicted tagging eﬃciency
fMC, as deﬁned in eq. (8.2), from POWHEG+PYTHIA without systematic uncertainties. The
ratio fdata/fMC of measured to predicted eﬃciency is shown at the bottom of each subﬁgure and the
error bar gives the statistical uncertainty and the band the systematic uncertainty. The systematic
uncertainty of the ratio is calculated taking into account the systematic uncertainties in the data
and the prediction and their correlation.
8.1.1 Efficiency of the substructure-variable taggers
The measured and predicted top-tagging eﬃciencies for the top taggers I–V and the W ′
top tagger are studied as a function of the pT of the trimmed anti-kt R = 1.0 jet in the
two pseudorapidity regions. In ﬁgures 18 and 19, the eﬃciencies in the lower |η| region are
shown. The eﬃciencies of the diﬀerent top taggers are similar in the two η regions, as seen
in ﬁgure 20, in which the eﬃciencies of tagger III and the W ′ top tagger in the higher |η|
region are shown.
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Figure 19. The eﬃciency fdata, as deﬁned in eq. (8.1), for tagging trimmed anti-kt R = 1.0 jets
with |η| < 0.7 with top taggers based on substructure variables (tagger V and W ′ top tagger) as
a function of the large-R jet pT. Background (BG) is statistically subtracted from the data using
simulation. The vertical error bar indicates the statistical uncertainty of the eﬃciency measurement
and the data uncertainty band shows the systematic uncertainties. Also shown is the predicted
tagging eﬃciency fMC, as deﬁned in eq. (8.2), from POWHEG+PYTHIA without systematic
uncertainties. The ratio fdata/fMC of measured to predicted eﬃciency is shown at the bottom
of each subﬁgure and the error bar gives the statistical uncertainty and the band the systematic
uncertainty. The systematic uncertainty of the ratio is calculated taking into account the systematic
uncertainties in the data and the prediction and their correlation.
When a large-R jet is considered matched according to the geometric matching of the
jet axis to the direction of the top quark, this does not necessarily imply that all decay
products of the top quark are contained inside the large-R jet. Even after subtracting the
not-matched contribution in eq. (8.1), a signiﬁcant fraction of the large-R jets with lower
pT therefore do not contain all top-quark decay products. The tagging eﬃciency is high
when all decay products are contained in the large-R jet. The eﬃciency is therefore low
for large-R jets with small pT and it rises with pT because of the tighter collimation.
The eﬃciency decreases with increasing tagger number from tagger I to tagger V and
the lowest eﬃciency of the tested taggers based on substructure variables is found for the
W ′ top tagger. The eﬃciencies vary between 40% and 90%, depending on the tagger
and the pT of the large-R jet. The eﬃciencies are similar in the two η regions but the
measurement is more precise for |η| < 0.7.
The measurement of the eﬃciency is limited by the systematic uncertainties resulting
from the subtraction of background jets. The uncertainties in the measured eﬃciency
include uncertainties related to the choice of generator used for tt¯ production. In the
lowest large-R jet pT bin, the relative uncertainties of the eﬃciency for |η| < 0.7 are 10%
to 14%, depending on the tagger, and for 0.7 < |η| < 2.0 they vary between 11% and 17%.
For |η| < 0.7, the systematic uncertainties in the interval 500 to 600GeV vary between
approximately 17% and 29%. For 0.7 < |η| < 2.0 the uncertainties from 450 to 500GeV
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Figure 20. The eﬃciency fdata, as deﬁned in eq. (8.1), for tagging trimmed anti-kt R = 1.0 jets
with 0.7 < |η| < 2.0 based on substructure variables (tagger III and W ′ top tagger) as a function of
the large-R jet pT. Background (BG) is statistically subtracted from the data using simulation. The
vertical error bar indicates the statistical uncertainty of the eﬃciency measurement and the data
uncertainty band shows the systematic uncertainties. Also shown is the predicted tagging eﬃciency
fMC, as deﬁned in eq. (8.2), from POWHEG+PYTHIA without systematic uncertainties. The
ratio fdata/fMC of measured to predicted eﬃciency is shown at the bottom of each subﬁgure and the
error bar gives the statistical uncertainty and the band the systematic uncertainty. The systematic
uncertainty of the ratio is calculated taking into account the systematic uncertainties in the data
and the prediction and their correlation.
are 18 to 26%. The systematic uncertainty is dominated by the diﬀerent eﬃciencies from
using POWHEG or MC@NLO for the generation of the tt¯ contribution for |η| < 0.7. In
the range 0.7 < |η| < 2.0, the large-R JES, the PDF, the parton-shower and the ISR/FSR
uncertainties also contribute signiﬁcantly to the total systematic uncertainty.
Also shown in the ﬁgures is the prediction for fMC obtained from the simulated
POWHEG+PYTHIA tt¯ events using the nominal simulation parameters and not con-
sidering systematic uncertainties. The prediction obtained in this way is consistent with
the measured eﬃciency within the uncertainties of the measurement. In the simulation, for
which the statistical uncertainty is much smaller than for the data, the eﬃciencies continue
to rise with pT, indicating that a plateau value is not reached in the pT range studied here.
The ratio fdata/fMC is shown in the bottom panels of ﬁgures 18–20. The nominal
POWHEG+PYTHIA prediction is used for fMC. For this ratio, the full systematic un-
certainties of fMC are considered, including the uncertainty from the choice of tt¯ generator.
The full correlation with the uncertainty of fdata is taken into account in the systematic
uncertainty of the ratio. The ratio is consistent with unity within the uncertainty in all
measured pT and η ranges. For |η| < 0.7, the uncertainty of fdata/fMC is 8–16% (depending
on the tagger) for large-R jet pT from 350 to 400GeV and 17–28% for 500–600GeV. For
0.7 < |η| < 2.0, the uncertainty is 10–19% for 350–400GeV and 19–28% for 450–500GeV.
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8.1.2 Efficiency of Shower Deconstruction
The measurement of the eﬃciency for tagging anti-kt R = 1.0 jets with SD, using the
requirement ln(χ) > 2.5, is presented in ﬁgure 21. The signal weights are calculated as-
suming that all top-quark decay products are included in the large-R jet. This containment
assumption leads to a rising eﬃciency with top-quark pT because of the tighter collimation
at high pT. The SD eﬃciency is approximately 30% in the region with the lowest pT of
the large-R jet (350–400GeV), increases with pT and reaches ≈ 45% for 500–600GeV in
the lower |η| range and for 450–500GeV in the higher |η| range. Within uncertainties, the
measured eﬃciencies are compatible between the two η regions.
In the lowest measured pT region, the relative uncertainty is ≈ 16%, with the largest
contributions coming from the diﬀerence observed when changing the tt¯ generator from
POWHEG to MC@NLO (12%). The uncertainties in the subjet energy scale and reso-
lution have a much smaller impact of 0.6% and 0.4%, respectively. For pT between 500
and 600GeV in the lower |η| range, the relative uncertainty is ≈ 32%, with the largest
contributions resulting from the generator choice (27%).
The eﬃciency from POWHEG+PYTHIA follows the trend of the measured eﬃciency
and the predicted and measured eﬃciencies agree within uncertainties, but the predicted
eﬃciency is systematically higher. The ratio fdata/fMC is approximately 80% throughout
the considered pT range. The relative uncertainty of the ratio is ≈25% for |η| < 0.7. For
0.7 < |η| < 2.0, the uncertainty varies between ≈25% and ≈35%.
8.1.3 Efficiency of the HEPTopTagger
The eﬃciency for tagging C/A R = 1.5 jets with the HEPTopTagger is shown in ﬁgure 22
as a function of the large-R jet pT. In the lowest pT interval from 200 to 250GeV the
eﬃciency is ≈10%. The eﬃciency increases with pT because of the geometric collimation
eﬀect and reaches ≈40% for pT between 350 and 400GeV and 45–50% for pT > 500GeV.
The eﬃciencies in the two η regions are very similar. The measurement is systematically
limited. In the lowest measured jet pT interval from 200 to 250GeV, the relative systematic
uncertainty is 8.5% with similar contributions coming from several sources, the three largest
ones being the diﬀerence between POWHEG and MC@NLO as the tt¯ generator (3.9%),
the large-R jet energy scale (3.3%), and the b-tagging eﬃciency (3.3%). The contributions
from the imperfect knowledge of the subjet energy scale and resolution are 2.5% and 2.7%,
respectively. For large-R jet pT between 600 and 700GeV, the relative uncertainty is 54%,
and the largest contributions are from the generator choice (44%) and the large-R JES
(22%), while the subjet energy scale (2.1%) and resolution (0.6%) have only a small impact.
When clustering objects (particles or clusters of calorimeter cells) with the C/A algo-
rithm using R = 1.5 and comparing the resulting jet with the jet obtained by clustering
the same particles with the anti-kt algorithm using R = 1.0 and then trimming the anti-kt
jet, the pT is larger for the C/A jet than for the trimmed anti-kt jet. In this paper, the pT
interval 600–700GeV for the C/A R = 1.5 jets corresponds approximately to the interval
500–600GeV for the trimmed anti-kt R = 1.0 jets. Beyond this pT, the statistical and
systematic uncertainties become larger than 30% and 65%, respectively.
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Figure 21. The eﬃciency fdata, as deﬁned in eq. (8.1), for tagging trimmed anti-kt R = 1.0 jets
with Shower Deconstruction, using the requirement ln(χ) > 2.5, as a function of the large-R jet pT.
The large-R jets are selected in the signal selection and have pseudorapidities (a) |η| < 0.7 and (b)
0.7 < |η| < 2.0. Background (BG) is statistically subtracted from the data using simulation. The
vertical error bar indicates the statistical uncertainty of the eﬃciency measurement and the data
uncertainty band shows the systematic uncertainties. Also shown is the predicted tagging eﬃciency
fMC, as deﬁned in eq. (8.2), from POWHEG+PYTHIA without systematic uncertainties. The
ratio fdata/fMC of measured to predicted eﬃciency is shown at the bottom of each subﬁgure and the
error bar gives the statistical uncertainty and the band the systematic uncertainty. The systematic
uncertainty of the ratio is calculated taking into account the systematic uncertainties in the data
and the prediction and their correlation.
The eﬃciency predicted by the POWHEG+PYTHIA simulation agrees with the
measurement within the uncertainties. The ratio fdata/fMC is consistent with unity, within
uncertainties of ≈30% in the lowest and highest measured pT intervals and ≈15% between
250 and 450GeV.
The total systematic uncertainty of the eﬃciency measurements when integrating over
the full pT range and the range 0 < |η| < 2 is given in table 5. The total uncertainty is
12–20% for the substructure-variable-based taggers, 22% for SD, and 9.9% for the HEPTop-
Tagger. The largest uncertainty results from the choice of tt¯ generator for the subtraction
of the not-matched tt¯ contribution, which introduces a normalization uncertainty in the
acceptance region of the measurement (high top-quark pT), because the pT-dependence of
the cross section is diﬀerent between POWHEG and MC@NLO. This diﬀerence is larger
at high pT, which translates to a larger uncertainty for the substructure-variable-based
taggers and SD, which use trimmed anti-kt R = 1.0 jets with pT > 350GeV, whereas the
HEPTopTagger uses C/A R = 1.5 jets with pT > 200GeV. For the same reason, the uncer-
tainties in the parton shower and the PDF have a larger impact for higher large-R jet pT.
The large-R JES uncertainty aﬀects the HEPTopTagger eﬃciency less strongly than
the eﬃciencies of the other taggers (table 5). This is due to the requirement placed
on the top-quark-candidate transverse momentum (pT > 200GeV). The HEPTopTag-
ger algorithm rejects some of the large-R jet constituents in the process of ﬁnding the
hard substructure objects (mass-drop criterion) and when applying the ﬁltering against
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Figure 22. The eﬃciency fdata, as deﬁned in eq. (8.1), for tagging C/A R = 1.5 jets with the
HEPTopTagger as a function of the large-R jet pT. The large-R jets are selected in the signal
selection and have pseudorapidities (a) |η| < 0.7 and (b) 0.7 < |η| < 2.0. Background (BG)
is statistically subtracted from the data using simulation. The vertical error bar indicates the
statistical uncertainty of the eﬃciency measurement and the data uncertainty band shows the
systematic uncertainties. Also shown is the predicted tagging eﬃciency fMC, as deﬁned in eq. (8.2),
from POWHEG+PYTHIA without systematic uncertainties. The ratio fdata/fMC of measured to
predicted eﬃciency is shown at the bottom of each subﬁgure and the error bar gives the statistical
uncertainty and the band the systematic uncertainty. The systematic uncertainty of the ratio is
calculated taking into account the systematic uncertainties in the data and the prediction and their
correlation.
underlying-event and pile-up contributions. The top-quark-candidate pT is determined by
the subjet four-momenta and is smaller than the large-R jet pT, so that the requirement
pT(top-quark candidate) > 200GeV is stricter than the requirement pT(large-R jet) >
200GeV. This is also the reason why the subjet energy-scale uncertainty has a larger impact
on the eﬃciency of the HEPTopTagger compared to SD, because for SD no pT requirement
on the top-quark candidate is included in the signal- and background-hypothesis weights.
8.2 Mistag rate
Large-R jets identiﬁed in the background selection are used to measure the top-tagging
misidentiﬁcation rate (mistag rate). In each large-R jet pT bin i, the mistag rate is de-
ﬁned as
fmistagdata,i =
(
N tagdata
Ndata
)
i
, (8.3)
with N
(tag)
data the number of measured (tagged) large-R jets. The contamination from
tt¯ events is negligible before requiring a tagged top candidate. After requiring a
HEPTopTagger-tagged top candidate, the average contamination is ≈ 3% (200 < pT <
700GeV). It is smaller than 3% for pT < 350GeV. For larger values of pT, however,
the contamination from tt¯ increases, as the large-R jet pT spectrum falls more steeply
for multijet production than for tt¯ events, leading to a contamination of up to ≈ 5% for
350 < pT < 600GeV and ≈11% for 600 < pT < 700GeV.
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Relative uncertainty of top-tagging efficiency (%)
Tagger Tagger Tagger Tagger Tagger W′ Shower HEPTop-
I II III IV V Tagger Deconstruction Tagger
Large-R jet energy scale 4.4 4.5 4.8 5.3 5.8 6.0 6.7 2.9
Large-R jet energy resolution < 0.1 0.1 0.1 0.2 0.2 0.3 0.8 1.5
Luminosity 1.0 1.0 1.1 1.2 1.3 1.4 1.5 1.3
b-tagging efficiency 2.7 2.6 2.9 3.1 3.5 3.7 3.9 3.5
Lepton reconstruction efficiency 0.5 0.5 0.5 0.6 0.7 0.8 0.8 2.0
tt¯ cross section 1.9 1.8 1.9 2.1 2.4 2.6 2.6 2.0
tt¯ ISR/FSR 1.4 1.3 1.4 0.5 1.6 1.6 2.2 3.2
tt¯ generator 10 9.2 11 12 15 16 18 6.7
tt¯ parton shower 4.8 4.1 4.6 4.8 4.6 5.1 5.1 1.7
tt¯ PDF uncertainty 4.4 3.8 4.5 4.2 5.2 6.8 8.3 2.2
tt¯ renormalization scale 0.8 0.8 0.8 0.9 1.0 1.1 1.0 0.6
Trimmed large-R jet mass scale - 1.5 0.8 0.6 0.2 - - -
Trimmed large-R jet mass resolution - 0.1 0.1 0.1 < 0.1 - - -
√
d12 1.2 - 0.6 0.5 0.4 0.5 - -√
d23 - - - 0.7 1.1 - - -
τ21 - - - - - 0.6 - -
τ32 - - - - - 1.4 - -
Subjet energy scale - - - - - - 0.5 1.1
Subjet energy resolution - - - - - - 0.4 0.7
Total 13 12 14 15 18 20 22 9.9
Table 5. The relative uncertainty of the measured top-tagging efficiency (in percent) due to different sources of systematic uncertainty and the
total systematic uncertainty obtained by adding the different contributions in quadrature.
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For SD, the average contamination after requiring a tagged top candidate is ≈ 8%
(350 < pT < 700GeV). Although the HEPTopTagger gives higher background rejection
than SD with ln(χ) > 2.5, the contamination for SD is larger on average, because the
contamination increases with large-R jet pT and the SD is only studied for trimmed anti-
kt R = 1.0 jets with pT > 350GeV. For the substructure-variable taggers, the average
contamination is smaller than 1.6%. Hence only for the top taggers with high rejection,
SD and the HEPTopTagger, the contribution from tt¯ events is subtracted from the nu-
merator of eq. (8.3) before calculating the mistag rate. The systematic uncertainty of the
tt¯ contribution is estimated to be ≈ 50% in each pT interval. This uncertainty inﬂuences
the measurement of the mistag rate by a negligible amount compared to the statistical
uncertainty that results from the ﬁnite number of tagged large-R jets in data. Therefore,
only the statistical uncertainty is reported.
The measured mistag rate is compared to the mistag rate observed in multijet events
simulated with PYTHIA, which is deﬁned as
fmistagMC,i =
(
N tagMC
NMC
)
i
, (8.4)
in which N
(tag)
MC is the number of (tagged) large-R jets which pass a looser background
selection than required in data. The electron-trigger requirement, the minimum distance
requirement between the electron-trigger object and the large-R jet, and the veto on re-
constructed electrons are removed. Including these requirements for simulation reduces
the event yield signiﬁcantly, which leads to less predictive power for the mistag rate with
the result that the simulation still describes the measured mistag rates, but with large
statistical uncertainties.
Removing the requirements mentioned above from the background selection for the
simulation is expected not to bias fmistagMC,i . The low-pT threshold of the electron trigger
avoids biases towards dijet events with a well deﬁned hard scattering axis, and a possible
trigger bias is reduced by using only large-R jets away from the trigger object, i.e. jets with
∆R > 1.5. The speciﬁc requirements applied only for data are therefore designed to allow
for a measurement of the mistag rate in pure multijet events which avoids trigger biases
and can hence be compared to the mistag rate observed in MC simulations.
The electron-trigger requirement is fulﬁlled preferentially for trigger objects with high
pT. The pT of the electron-trigger object and that of the large-R jet under study for the
mistag-rate determination are correlated through the common hard parton-parton scat-
tering process. The large-R jet pT spectrum is therefore diﬀerent for events in which
the electron-trigger combination is activated compared to those events in which this trig-
ger combination is inactive. As the trigger requirement is not applied in simulation, the
average pT of the large-R jets in simulation is observed to be lower than in data. The
reconstructed MC pT distribution of the large-R jets is therefore reweighted to the pT
distribution observed in data. This reweighting procedure has only a small impact on the
mistag rate, which is measured in bins of large-R jet pT.
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8.2.1 Mistag rate for the substructure-variable taggers
The mistag rate fmistagdata is shown in ﬁgures 23–24 for the diﬀerent top taggers as a function
of the large-R jet pT. Anti-kt R = 1.0 jets are used for SD. The mistag rates rise with the
pT of the large-R jet, because increased QCD radiation at higher pT produces structures
inside the jets that resemble the structures in top jets. For taggers with high eﬃciency
a larger mistag rate is found than for those with lower eﬃciency, because these looser
top-tagging criteria are met by a larger fraction of the background jets.
The mistag rate for trimmed anti-kt R = 1.0 jets tagged using substructure-variable
requirements are shown in ﬁgure 23. In the lowest pT interval from 350 to 400GeV, the
mistag rates for the taggers I–V and the W ′ top tagger are approximately 22%, 20%,
16%, 12%, 6%, and 4%, respectively. The measured mistag rate increases with pT and
reaches values between 24% and 36% for taggers I–IV in the pT interval 600–700GeV.
In this highest pT interval, the mistag rate is ≈ 16% for tagger V and ≈ 6% for the
W ′ top tagger. The predicted mistag rate fmistagMC from PYTHIA is also shown with
an uncertainty band that includes systematic uncertainties due to the large-R JES and
resolution uncertainties, and uncertainties of the modelling of the substructure variables.
Within the uncertainties, the prediction from PYTHIA agrees with the measurement for
all taggers. The uncertainties on the ratio fdata/fMC are 5–9% for taggers I–IV, and,
depending on the large-R jet pT, ≈ 10% for tagger V and ≈ 20% for the W ′ top tagger.
The systematic uncertainties of tagger V and the W ′ top tagger are larger than for taggers
I–IV because of the conservative treatment of the correlation between the variations of the
diﬀerent substructure variables as mentioned in section 6.
8.2.2 Mistag rate for Shower Deconstruction
For SD, the mistag rate increases from 1% for pT between 350 and 400GeV to ≈ 4% for
600–700GeV. The prediction from PYTHIA shows the same trend as in data and agrees
well with the measurement within relative systematic uncertainties between ≈40% at low
pT and ≈ 13% at high pT, which result from the uncertainties in the energy scales and
resolutions of the subjets and the large-R jets. Integrated over pT, the subjet energy-
scale and energy-resolution uncertainties lead to relative uncertainties of 15% and 13%,
respectively, while the uncertainty in the large-R JES contributes 10%. The large-R jet
energy-resolution uncertainty has a negligible impact (< 1%).
8.2.3 Mistag rate for the HEPTopTagger
For the HEPTopTagger, the mistag rate increases from 0.5% for large-R jet pT between 200
and 250GeV to 3% for 450–500GeV. Above 500GeV, the statistical uncertainties of the
measured rate become large. The PYTHIA simulation agrees well with the measurement.
The systematic uncertainty of the simulation is given by uncertainties in the large-R JES
and resolution, and the energy scale and resolution of the subjets. The relative systematic
uncertainty decreases with pT: it is 90% in the lowest measured pT bin and 8% in the
highest pT bin. This behaviour is driven by the subjet energy-resolution and energy-
scale uncertainties, because at low large-R jet pT a larger fraction of the HEPTopTagger
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Figure 23. The mistag rate fmistagdata , as deﬁned in eq. (8.3), for trimmed anti-kt R = 1.0 jets as a
function of the large-R jet pT using the substructure-variable taggers I–V and the W
′ top tagger.
The large-R jets are selected with the background selection and have pseudorapidities |η| < 2.0. The
vertical error bar indicates the statistical uncertainty in the measurement of the mistag rate. Also
shown is the predicted mistag rate fmistagMC , as deﬁned in eq. (8.4), from PYTHIA with systematic
uncertainties included. The ratio of measured to predicted mistag rate is shown at the bottom of
each subﬁgure and the error bar gives the statistical uncertainty of the measurement.
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Figure 24. The mistag rate fmistagdata , as deﬁned in eq. (8.3), for large-R jets with |η| < 2.0
selected with the background selection. (a) Mistag rate for anti-kt R = 1.0 jets tagged with Shower
Deconstruction using the requirement ln(χ) > 2.5 as a function of the trimmed jet pT. (b) Mistag
rate for C/A R = 1.5 jets tagged with the HEPTopTagger as a function of the jet pT. The
vertical error bar indicates the statistical uncertainty in the measurement of the mistag rate. Also
shown is the predicted mistag rate fmistagMC , as deﬁned in eq. (8.4), from PYTHIA with systematic
uncertainties included. The ratio of measured to predicted mistag rate is shown at the bottom of
each subﬁgure and the error bar gives the statistical uncertainty of the measurement.
subjets have momenta near the 20GeV threshold. The mistag-rate uncertainty at low pT
is dominated by the subjet energy-resolution uncertainty. The impact of the large-R jet
uncertainties is signiﬁcantly smaller.
9 Summary and conclusions
Jet substructure techniques are used to identify high-transverse-momentum top quarks
produced in proton-proton collisions at
√
s = 8TeV at the LHC. The 2012 ATLAS dataset
is used, corresponding to an integrated luminosity of 20.3± 0.6 fb−1.
Jets with a large radius parameter R are reconstructed and their substructure is anal-
ysed using a range of techniques that are sensitive to diﬀerences between hadronic top-quark
decay and background processes. Jets are tagged as top jets by requirements imposed on
the jet mass, splitting scales, and N-subjettiness, and by using the more elaborated algo-
rithms of Shower Deconstruction (SD) and the original (not multivariate) HEPTopTag-
ger. Six diﬀerent combinations of requirements on substructure variables are investigated,
ﬁve combinations denoted by taggers I–V and the W ′ top tagger. For these taggers and
for Shower Deconstruction, trimmed anti-kt R = 1.0 jets with pT > 350GeV are used.
Cambridge/Aachen (C/A) R = 0.2 subjets with pT > 20GeV are used for SD. The HEP-
TopTagger was designed for, and is used with, ungroomed C/A R = 1.5 jets down to jet
transverse momenta of 200GeV. The diﬀerence in the jet algorithms, radii and grooming
implies that the same top quark leads to a higher pT for the C/A R = 1.5 jet. A variant
of the HEPTopTagger algorithm is introduced, HEPTopTagger04, which operates on the
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constituents of a set of anti-kt R = 0.4 jets instead of one C/A R = 1.5 jet. This technique
is optimized to avoid energy overlap when diﬀerent types of jets and jet radius parameters
are used to reconstruct the full event ﬁnal state. The advantage of this technique compared
to a separation requirement applied to the C/A R = 1.5 jet is studied for simulated events
with charged-Higgs-boson decays.
The performance of the various top-tagging techniques is compared using simulation
by matching the diﬀerent reconstructed jets to trimmed anti-kt R = 1.0 jets formed at the
particle level. The reciprocal of the mistag rate, the background rejection, is studied as a
function of the eﬃciency in intervals of the particle-level jet transverse momentum, ptrueT ,
ranging from 350 to 1500GeV, while the eﬃciency and rejection of the HEPTopTagger
is also studied for 200 < ptrueT < 350GeV. For 350 < p
true
T < 1000GeV, SD oﬀers the
best rejection up to its maximum achievable eﬃciency. Top-tagging eﬃciencies above 70%
can be achieved with cuts on substructure variables, for example, yielding rejections of
approximately 3–6 for an eﬃciency of 80%. A rejection of ≈ 15–20 at an eﬃciency of
≈ 50% can be achieved with the W ′ top tagger over the range 450 < ptrueT < 1000GeV.
For 1000 < ptrueT < 1500GeV, of all the top-tagging methods studied, the HEPTopTagger
oﬀers the best rejection (≈30) at an eﬃciency of ≈40%.
An event sample enriched in top-quark pairs is used to study the distributions of
substructure variables. Simulations of Standard Model processes describe the relevant
distributions well for the six substructure-variable taggers, SD, HEPTopTagger and HEP-
TopTagger04 within the uncertainties. The uncertainty in the energy scale of the subjets
used by the HEPTopTagger is derived by comparing the mass of the top-quark candidate
reconstructed in data and simulation. The relative subjet pT uncertainty varies between 1%
and 10%, depending on pT and the functional form chosen to describe the pT dependence.
The sample enriched in top-quark pairs is used to measure the eﬃciency to tag jets
containing a hadronic top-quark decay. The eﬃciency is determined for jet pT between 200
and 700GeV for the C/A R = 1.5 jets and for 350–600GeV for the trimmed anti-kt R = 1.0
jets. The reach in pT is limited by statistical and systematic uncertainties, which become
large at high pT. Jets not originating from hadronic top-quark decays are subtracted
using simulation and the subtraction leads to systematic uncertainties in the measured
eﬃciency. Integrated over the measured pT range, the relative systematic uncertainty of
the eﬃciency varies between ≈ 10% and ≈ 20% for the diﬀerent substructure-variable-
based taggers, and is ≈ 20% for SD and ≈ 10% for the HEPTopTagger. The dominant
source of uncertainty is the modelling of tt¯ events, and increases with large-R jet pT. The
quoted pT-integrated uncertainties are smaller for the HEPTopTagger eﬃciency, because
the measurement extends to smaller large-R jet pT. Simulated events generated with
POWHEG+PYTHIA, with the hdamp parameter set to inﬁnity and the tt¯ and top-quark
pT spectra sequentially reweighted to describe the tt¯ cross section measured at 7TeV,
describe the eﬃciency within the uncertainties of the measurement.
A sample enriched in multijet events is used to measure the mistag rate of the algo-
rithms. The misidentiﬁcation rate increases with the pT of the large-R jet and, in the range
of pT studied, reaches values of 6–36% for the diﬀerent substructure-variable taggers, ≈4%
for SD, and ≈3% for the HEPTopTagger. The measured mistag rate is well described by
– 54 –
J
H
E
P
0
6
(
2
0
1
6
)
0
9
3
simulations using PYTHIA within the modelling uncertainties and the statistical uncer-
tainties of the measurement.
For top-tagging analyses with a low background level, e.g. tt¯ resonance searches at
top quark pT > 700GeV in the ﬁnal state with one charged lepton, it is recommended
to use a top tagger with high eﬃciency, such as the substructure-variable-based taggers
I–IV studied in this paper. If high rejection is required, e.g. for an all-hadronic ﬁnal state,
then for pT > 1000GeV, one of the following taggers is likely to give the best sensitivity,
depending on the details of the analysis: the W ′ top tagger, the HEPTopTagger, or SD.
For pT between 450 and 1000GeV, SD is the tagger of choice if high rejection is required.
Only the performance of the HEPTopTagger has been studied for pT down to 200GeV. In
ﬁnal states with high jet multiplicity where the full event needs to be reconstructed, the
HEPTopTagger04 method is a useful approach to avoid energy sharing between small-R
and large-R jets.
In analyses, the uncertainty in the top-tagging eﬃciency for Standard Model and
beyond-the-Standard Model predictions comprises detector-related uncertainties and the-
oretical modelling uncertainties. The background in analyses should be determined by
employing data-driven methods, as it was done for the ATLAS Run 1 analyses because the
mistag rate was observed to depend strongly on the choice of trigger, and small deﬁciencies
in the trigger simulation can have a large impact on the analysis.
The energy scale of the HEPTopTagger subjets should be determined using the in
situ method pioneered in this paper. This method takes into account all subjets used by
the HEPTopTagger, even those with radius parameter R < 0.2, for which the MC-based
calibrations determined for R = 0.2 are used.
It is demonstrated in this paper that the substructure of top jets shows the expected
features and that it is well modelled by simulations. Top tagging has been used in LHC
Run 1 analyses and its importance will increase in Run 2 with more top quarks produced
with high transverse momentum due to the higher centre-of-mass energy.
Acknowledgments
We thank CERN for the very successful operation of the LHC, as well as the support staﬀ
from our institutions without whom ATLAS could not be operated eﬃciently.
We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Aus-
tralia; BMWFW and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and
FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST
and NSFC, China; COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR,
Czech Republic; DNRF and DNSRC, Denmark; IN2P3-CNRS, CEA-DSM/IRFU, France;
GNSF, Georgia; BMBF, HGF, and MPG, Germany; GSRT, Greece; RGC, Hong Kong
SAR, China; ISF, I-CORE and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS,
Japan; CNRST, Morocco; FOM and NWO, Netherlands; RCN, Norway; MNiSW and NCN,
Poland; FCT, Portugal; MNE/IFA, Romania; MES of Russia and NRC KI, Russian Fed-
eration; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZSˇ, Slovenia; DST/NRF,
South Africa; MINECO, Spain; SRC and Wallenberg Foundation, Sweden; SERI, SNSF
– 55 –
J
H
E
P
0
6
(
2
0
1
6
)
0
9
3
and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC,
United Kingdom; DOE and NSF, United States of America. In addition, individual groups
and members have received support from BCKDF, the Canada Council, CANARIE, CRC,
Compute Canada, FQRNT, and the Ontario Innovation Trust, Canada; EPLANET, ERC,
FP7, Horizon 2020 and Marie Sk lodowska-Curie Actions, European Union; Investissements
d’Avenir Labex and Idex, ANR, Re´gion Auvergne and Fondation Partager le Savoir, France;
DFG and AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-
ﬁnanced by EU-ESF and the Greek NSRF; BSF, GIF and Minerva, Israel; BRF, Norway;
Generalitat de Catalunya, Generalitat Valenciana, Spain; the Royal Society and Lever-
hulme Trust, United Kingdom.
The crucial computing support from all WLCG partners is acknowledged gratefully,
in particular from CERN and the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF
(Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF
(Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL (USA)
and in the Tier-2 facilities worldwide.
A Additional distributions for the signal-sample selection
In this appendix, additional event-level distributions after the signal-sample selections (sec-
tion 4.2.1) are shown, which complement ﬁgures 1 and 2.
Distributions for the signal selection with at least one trimmed anti-kt R = 1.0 jet
with pT > 350GeV are shown in ﬁgure 25. The lepton transverse momentum (ﬁgure 25(a))
exhibits a falling spectrum for pT > 50GeV. The reduced number of entries in the bin
from 25 to 45GeV is due to the fact that the combination of the lepton triggers is not fully
eﬃcient below 50GeV. The distribution is well described by simulations of SM processes
within the uncertainties. The distribution of the distance ∆R between the highest-pT
trimmed anti-kt R = 1.0 jet and the highest-pT b-jet within ∆R = 1.5 of the lepton is
presented in ﬁgure 25(b) and shows that the large-R jet and the b-jet are well separated.
The dominant systematic uncertainties in ﬁgure 25 result from uncertainties in the
large-R jet energy scale, the PDF, and the tt¯ generator. The contributions from these
sources are approximately equal in size and they aﬀect mostly the normalization of the
distributions.
Distributions for events fulﬁlling the signal selection with at least one C/A R = 1.5
jet with pT > 200GeV, as used in the HEPTopTagger studies, are shown in ﬁgure 26. The
distribution of the transverse mass mWT is shown in ﬁgure 26(a). It exhibits a peak near the
W -boson mass, which is expected if the reconstructed charged lepton and the EmissT corre-
spond to the charged lepton and neutrino from the W decay and the momenta of the two
particles lie in the transverse plane. The missing-transverse-momentum distribution (ﬁg-
ure 26(b)) displays a peak around 55GeV and a smoothly falling spectrum for larger values.
All distributions are described by the simulation within the uncertainties. Important
sources of systematic uncertainty for the mWT and E
miss
T distributions are the large-R JES,
the b-tagging eﬃciency, the prediction of the tt¯ cross section, and tt¯ modelling uncertainties
from the choice of generator, parton shower, and PDF set. None of these uncertainties
dominates.
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