Abstract-This work presents a novel modeling and analysis framework for graph sequences which addresses the challenge of detecting and contextualizing anomalies in labeled, streaming graph data. We introduce a generalization of the BTER model of Seshadhri et al. by adding flexibility to community structure, and use this model to perform multi-scale graph anomaly detection. Specifically, probability models describing coarse subgraphs are built by aggregating node probabilities, and these related hierarchical models simultaneously detect deviations from expectation. This technique provides insight into the graphs' structure and helps contextualized detected event. For evaluation, two new hierarchical detectors are tested against a baseline Gaussian method on a synthetic graph sequence with seeded anomalies. We demonstrate that in a labeled setting with community structure, our graph statistics-based approach outperforms both a distribution-based detector and the baseline, accurately detecting anomalies at the node, subgraph, and graph levels.
I. INTRODUCTION
Social networks play an increasingly important role in today's society, yet extracting domain insights from their analysis and visualization remains challenging-in large part due to their transient nature and the inherent complexity of many graph algorithms. Many social graphs naturally have (i) labeled nodes representing individuals or entities, and (ii) an edge set that changes over time, creating a sequence or time-series of individual snapshots of the network. A key task in understanding this data is the ability to identify patterns and aberrations across snapshots-specifically in a way that can pinpoint areas of interest, and provide context for results. The importance of context in anomaly detection is easily exemplified in a cyber-security setting, where observing an unanticipated connection (edge) between an internal IP and an external host might warrant alarm. However, providing the context that many similar IPs (i.e. nodes in a common community) regularly contact that host could save an unnecessary 1 Lead author. Phone: (865) 241-0319 2 Supported in part by DARPA GRAPHS/SPAWAR Grant N66001-14-1-4063, the Gordon & Betty Moore Foundation, and the National Consortium for Data Science.
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investigation. Unfortunately, although this time-varying labeled scenario is natural in many domains, most existing techniques for anomaly detection are either limited to static graphs or unable to "zoom in" on the reason a graph is identified as non-standard (see Section II).
Here we address the problem of identifying and contextualizing anomalies at multiple levels of granularity in the sequential graph setting. This problem is neither a special case nor an extension of the more commonly studied scenario of finding anomalous parts of a single (static) graph, since the availability of common node labels provides information not available in single-graph or unlabeled graph ensemble problems, necessitating the development of new methods. We propose and test a novel method for anomaly detection in timevarying graph data using hierarchically related distributions to detect related abnormalities at three increasingly fine levels of granularity (e.g., at graph, subgraph, and node levels). This multi-scale technique gives insight into exactly what caused the anomaly, and allows one to focus attention on the specific subgraphs involved. The probabilistic multi-scale detection relies on comparison with an underlying graph model, and we use an extension (described in Section III) of the recent BTER model [1] that enables improved prescription of community structure. To fit an instance of the model to observed graphs, we give methods for detecting communities and estimating parameters (see Section IV). Section V defines the probability calculations for two new multi-scale detectors, as well as a baseline detector similar to that of [2] (which is limited to detecting anomalies at the graph-level). Finally, to test a newly observed graph for anomalous structure, we compute hierarchically-related probabilities from the tuned model and their associated p-values using a Monte-Carlo simulation. Our workflow is a streaming detection framework, where parameters are learned from previous observations, the detector is applied to new data, then the parameters are updated to include the new graph in the observations. We note that performing anomaly detection using a graph's probability-as given by the model from which it was sampled-will often result in an inaccurate detector when node labels are known. This is a consequence of the likelihood of an unlabeled graph being shared by isomorphic copies distinguished by these labels and is discussed in Section V. We illustrate this phenomenon and provide empirical evidence that modeling a set of statistics indicative of node/subgraph interactions provides more accurate detection in two experiments described in Section VI.
II. BACKGROUND & RELATED WORK
Previous work on finding anomalies in graph data includes compression techniques such as [3] , in which minimum de-scription length is used to detect repetitive "normal" subgraphs. Because this technique detects subgraphs deviating only slightly from a found normative pattern, it performs more rigid detection than ours. Approaches based on hypothesis testing using graph statistics have also been studied (e.g. [2] , [4] , [5] ). Methods in [4] and [5] are geared towards identifying abnormally dense regions, while our detectors are designed to identify anomalies caused not only in community density, but changes in the interactions within or between communities. A more recent hypothesis testing approach in [2] fits Gaussian distributions to three graph statistics. Due to similarities with our workflow (using a p-value estimated by a Monte-Carlo simulation from a graph model to decide anomalies), we test our method against a baseline detector using similar Gaussian estimates, although we note that [2] focused on Kronecker graphs, not the GBTER model. A recent paper of Peel & Clauset [6] also uses a hierarchical generative graph model and Bayesian hypothesis testing for change detection in timevarying networks; our work differs in the introduction of a new graph model (Section III) and focus on related anomalies at different scales (as opposed to a "shock" that changes the overall graph structure). For a survey on graph anomaly detection, we refer the readers to Akoglu et al. [7] . This paper extends the general anomaly detection workflow of Ferragut et al. [8] to hierarchically analyze graph data. The general method estimates probability models from observations and new data is declared anomalous if it has sufficiently small p-values. More precisely, if a probability distribution P is estimated from observed data x 1 , ..., x n−1 , the p-value of new data, x n , is p-value(x n ) := P ({X :
Generally, a threshold α ∈ [0, 1] is set, and if p-value(x n ) ≤ α, x n is identified as anomalous. For streaming data, model parameters are iteratively updated to include the new observation, x n . Often, α is tuned in light of labeled results to find an acceptable balance of false vs. true positives. Analysis in [8] identifies operational benefits of the method, including a theorem allowing users determine αà priori by setting an expected alert rate. We utilize the framework's accommodation of any probability model in order to apply it simultaneously at hierarchical levels.
III. THE GENERALIZED BTER MODEL (GBTER)
In order to perform probabilistic anomaly detection, we need a generative graph model that enables computation of probabilities for various graph configurations while accurately modeling a graph's community structure and degree sequence. Significant prior work has been devoted to developing such models and validating the importance of capturing both these aspects of a real-world data set (e.g., [1] , [9] , [10] ). Motivated by social and cyber settings, we require a generative model that can accommodate observed hierarchical structure. A natural candidate is a Stochastic Block Model, first introduced in [11] , in which community membership is defined and edge probability depends on membership of the endpoints. This achieves flexible community membership and density, but the expected degree of each node cannot be set explicitly. To improve adherence to degree distribution, one could use the Block Two-Level Erdös-Rényi (BTER) [1] , [10] , but we found the implicitly determined community structure of the model to be too limiting for matching real-world data. To address these challenges, we define and use a generalization of BTER that allows explicit prescription of the communities' size, membership, and approximate density. The Generalized Block Two-level Erdös-Rényi (GBTER) model takes as input (1) the expected degree of each node, (2) community assignments of the nodes, i.e., a partition of the vertex set into disjoint subsets, {C j }, and (3) an edge probability p j for edges within each community C j . In the first stage of edge generation, within-community edges are sampled from an Erdös-Rényi [12] model 4 , ER(|C j |, p j ), for each community C j . Note the expected degree of a node within C j is p j (|C j | − 1) after the first stage. In the second stage, we define the excess expected degree of a node i, denoted ε i , to be the difference between the input expected degree λ i and the expected degree after stage one. Formally, ε i := max(0, λ i − p j (|C j | − 1)) for node i in community C j . We then apply a Chung-Lu style model [9] on the excess expected degree-sequence, [ε i ] i∈V . Specifically, the probability of adding the edge (i, j), is
Note that the second stage can generate both inter-and intracommunity edges. It is necessary that Chung-Lu inputs, {ε i }, satisfy ε i ε j ≤ k ε k for Equation 1 to define a probability. A calculation shows that the expected degree of node i is indeed
e., the expected degree from the first-stage edges does not exceed the total expected degree of any node), thus the CL model is well-defined.
To calculate the probability of edge (i, j), we condition on whether i and j share a community. Recall, our communities partition the set of nodes, so each i is in exactly one community. If i and j are assigned to the same community, C, let p denote the internal edge probability of C, and we see
If i and j are assigned to different communities, the edge probability is as given in Equation 1.
GBTER differs from the original BTER model by allowing greater flexibility and assignment of community membership, size, and internal edge density (p). As indicated in [10] , the expected clustering coefficient for an ER(n, p) graph is p 3 . This implies that GBTER also allows pre-specification of each community's approximate clustering coefficient. Note that GBTER assumes node labels allowing specification of community assignments, while BTER only depends on the number of nodes of each expected degree, and BTER community assignment is not known/specifiedà priori. Since edge and graph probabilities depend on community assignments (in both models), such calculations are complicated and expensive in the BTER (as all possible community assignments must be considered), which inhibits its use for anomaly detection.
IV. FITTING MODEL PARAMETERS
We now describe how to fit the GBTER model to a sequence of observed graphs with common node labels using Bayesian techniques for learning the parameters and inferring the following model inputs: (1) the community assignments, (2) the within-community edge densities, and (3) the expected node degrees. Once a specific instance of the model is deduced, probabilistic anomaly detectors are constructed, as detailed in Section V.
In this paper, a partition of the vertex set into communities is learned using the Markov Clustering (MC) algorithm [13] . We chose MC as it is known to scale well and is easy to implement. To apply MC, a weighted graph is constructed by counting occurrences of each edge in observed graphs. We note that our general method requires a partition of the nodes into communities but is blind to the algorithm used. For example, communities inferred from context (e.g., grouping nodes by a known, common affiliation) can be used to obviate this step and may provide more insightful results in a real-world setting.
Given community assignments, the within-community edge 
V. ANOMALY DETECTORS
Given an instance of a GBTER model, which defines a probability distribution on graphs, one can leverage the distribution to detect anomalies at the graph, subgraph, and node level. This section defines two multi-scale detectors, one which uses the GBTER distribution directly, and one which leverages statistics inherent to the GBTER model. The MultiScale Probability Detector naturally uses the graph probability as determined by the GBTER model for detection, which is then decomposed into probabilities of subgraphs and nodes for hierarchical information. Although intuitive, this detector suffers from a few limitations, discussed below, which inform construction of the Multi-Scale Statistics Detector. This second detector builds from the bottom up, defining the probability of a node based on the likelihood of its internal and external degree. Subgraph probabilities are determined by those of member nodes, so multi-scale analysis is facilitated by both models. Lastly, we describe a baseline method for detecting anomalous graphs by fitting Gaussian distributions to graph statistics. We note that the Gaussian Baseline is only used for identifying anomalous graphs, as it cannot discriminate at the subgraph or node level.
A. Multi-Scale Probability Detector
Our first method uses the graph probability, as given by the GBTER model, for anomaly detection. Specifically, given a graph G = (V, E) with vertices V and edges E, the probability of G is
where P (i, j) is the probability of the edge (i, j) under the GBTER model, as derived in Section III. In practice, given a graph G, we compute its probability using Equation 3, then use Monte-Carlo simulation to estimate its p-value.
In order to detect anomalies at different scales, the probability of a graph is decomposed into a product of subgraph probabilities. Specifically, we define the probability of node i 0 as
It follows that P (G) = i P (i) 1/2 . Similarly, the probability of a subgraph G = (V , E ) is defined to be P (i) 1/2 , with the product over i ∈ V . Hence, given a partition of V into communities, {C i }, the probability of G also breaks into a product of community probabilities, i.e., P (G) = i P (C i ). This formulation allows anomaly detection of any fixed subgraph, in particular at the node, community, and graph level.
The probability of sampling a graph under a given generative model is an intuitive choice for anomaly detection. Upon further examination, this technique will yield poor results in models where the mode of the distribution varies depending on whether or not labels are regarded. As an illustrative example, consider the ER model on three labeled nodes, V = {1, 2, 3} with p = 1/3. The most probable unlabeled graph under this distribution has exactly one edge, and occurs with probability 3 1 (1/3)(2/3) 2 = 4/9. Now labeling nodes, there are three different but isomorphic graphs with one edge each, namely, with edge (1, 2) or (2, 3) or (1, 3) only. But the probability of each of these one-edge graphs is (1/3)(2/3) 2 = 4/27, while the probability of the empty graph is (2/3) 3 = 8/27. Hence when labels are regarded, the mode of the distribution is the empty graph, not the one-edge graphs as in the unlabeled case; consequently, in this case the Multi-Scale Probability Model will view the expected graphs as more anomalous than the less likely empty graph! Now consider the GBTER model used in the our experiments. Because the probability of a withincommunity edge is greater than 1/2 and inter-community edge is less than 1/2 with the given parameters, the labeled-node mode of the distribution is the graph with every community as a clique and no other edges. Although this graph is unlikely to be sampled, the Multi-Scale Probability Model will regard it as the most "normal" possible graph. The conclusion of this reasoning is that using the graph's probability will produce unwarranted results, yet modeling characterizing statistics of the graph (e.g., inter-and intra-community node degrees) gives accurate detection capabilities. This is exhibited in our empirical results, and motivates the second detector.
B. Multi-Scale Statistics Detector
Our second detector is based on observing and modeling intra-and inter-community node degrees (after learning GBTER parameters). Fix a node i 0 ∈ V , and let C denote i 0 's community, p denote C's intra-community edge probability, and λ the expected degree of node i 0 (all as learned from fitting the GBTER model to our observations). We set d in := |{(i 0 , j) ∈ E : j ∈ C}| = i 0 's internal degree, and d ex := |{(i 0 , j) ∈ E : j / ∈ C}| = i 0 's external degree. Following the ER(|C|, p) assumption, we assume d in ∼ Binomial (|C|−1, p) , and d ex ∼ Poisson(ε), where ε = max(0, λ−p(|C|−1)), is the excess expected degree of i 0 (see Section III). For the MultiScale Statistics Detector, the probability of node i 0 is defined as the joint probability of its degrees,
We assume the two degrees are independent and obtain
Given a subgraph G = (V , E ) we set P (G ) := V P (i).
Note that since GBTER allows both internal and external edges to be created by the second stage of the process, the model above inflates internal degree d in and deflates d ex compared to GBTER. Additionally, as the range of a Poisson variable is unbounded, degrees exceeding |V | − 1 (an impossibility) are assigned positive probability by this model. To circumvent this possibility, the truncated Poisson can be used for sampling. In our experiments, the expected degree (λ) and expected excess degree (ε) are sufficiently smaller than |V | − 1, which implies the P (deg(i) > |V | − 1|) is negligible. Testing with and without the truncation exhibited similar results.
To use either of the multi-scale detectors, we set thresholds at each level, and any node/subgraph/graph with p-value below the respective threshold is labeled anomalous. The model parameters are updated upon receipt and detection of each graph.
C. Gaussian Baseline Detector
Our baseline method fits univariate Gaussian distributions to graph statistics and uses the product of the p-values for detection. We compute three statistics from each observed graph: average node degree (X 1 ), average clustering coefficient (X 2 ), and the spectral norm (X 3 ). Calculating X 1 and X 2 from a given graph is straightforward. In order to calculate X 3 , the GBTER model is used with parameters estimated as described above to produce the expected adjacency matrix E(A), in which E(A) i,j gives the probability of an edge between nodes i and j. The spectral norm is defined as the maximum modulus eigenvalue of the residual matrix A − E(A). After computing the observed statistics, independent univariate Gaussian distributions (N (µ i , σ i )) are fit to each of the three statistics. Lastly, given a newly observed graph, G, with statistics x 1 , x 2 , x 3 , we assign p-value(G) := This follows the approach of Moreno and Neville [2] , although their work is based on mixed Kronecker Product graphs and uses average geodesic distance instead of the spectral norm we employ for X 3 . Since the average geodesic distance is undefined for disconnected graphs, we selected the spectral norm based on prior use in network hypothesis testing and strong results for similar tests involving Chung-Lu random graphs [5] . While we consider this baseline a natural adaptation of [2] , the disparity in use between their and our application inhibits direct comparison.
VI. SYNTHETIC GRAPH EXPERIMENT
In order to test the anomaly detection capabilities, two hidden GBTER models are used to generate labeled data, (1) a "regular" model, M r , for sampling non-anomalous graphs, and (2) a seeded-anomaly model, M a , with slightly perturbed inputs to generate anomalous graphs. To begin the experiment, 100 non-anomalous graphs are sampled from M r , and the anomaly detectors are fit to the data, as described in Section V. Prior distributions Beta(1,1), Gamma(2,2) were used. To test the streaming anomaly detection, 500 graphs are iteratively generated and observed with every fifth graph from the seeded anomaly model. Upon sampling a new graph, its p-value according to each anomaly detector is computed (and it is labeled as anomalous if it falls below a given threshold). Similarly, the hierarchical detectors label each node and community depending on its respective p-value. Lastly, each anomaly detector's GBTER parameters are updated to include observation of the new graph.
We conduct two experiments, both using networks of 40 nodes divided into ten equally-sized communities. For the "regular" model, each community is assigned a within-edge probability of p = .8, and the expected degrees of nodes vary in the range of five to eight according to a truncated power-law. To create the seeded-anomaly model for the first experiment, two nodes from each of the first three communities are interchanged resulting in six (of 40) anomalous nodes and three (of ten) anomalous communities per anomalous graph (see Table I ). For the second experiment, community assignments are held constant, but the within-community density (p) of the first four communities is changed from 0.8 to 0.4 in the seededanomaly model, and the expected degree of the nodes in these four communities is increased by two. This will decrease intracommunity, and increase extra-community interaction for these four communities. All together the second experiment has four (of ten) anomalous communities, and 16 (of 40) anomalous nodes per anomalous graph.
Results of the experiments are given in Table II , which includes the AUC as well as Precision, Recall, and F1 for each detector at the threshold α maximizing its F1 score. 5 Recall that the Gaussian Baseline is only for graph level detection and thus does not contribute to the community or node level results. For the full-graph tests, the Gaussian Baseline is far inferior to the new models with the Multi-Scale Statistics Detector as the clear winner. Further, the results at all levels provide evidence that the Multi-Scale Statistics Detector is the superior method, as expected after theà priori analysis given in Section V-A.
VII. CONCLUSIONS AND FUTURE WORK
As many applications involve representing data with known entities and time-varying relationships, this work considers a sequence of graphs with node labels and changing edges. Our goals were to investigate a method for finding abnormalities in such a graph sequence that (1) use multiple, related levels of granularity to facilitate an understanding of why/how an anomaly occurred, and (2) to leverage node labels for more accurate detection. To this end, we introduced GBTER, a generalization of the BTER graph model, that allows more accurate modeling of community structure, and built two hierarchical streaming anomaly detectors. The first intuitively uses the graph's probability as given by the model, yet more thorough analysis suggests that the inability of graph models to distinguish isomorphic copies with different node labels will inhibit detection accuracy. Secondly, a statistics-based detector, that respects the node labels in each graph is created. Our hypothesis that the statistics-based detector will give more accurate results is verified in two tests on synthetic data where ground-truth is known at the node, subgraph, and graph levels. Additionally, both detectors outperform a baseline detector that fits Gaussian distributions to observed statistics of the full graph. We believe applying this method to other timesampled social networks will enable discovery of underlying structure and anomalies with the context in which they occur. Also, the multi-scale detection will inform an intuitive graph visualization for "zooming-in" on detected regions.
