This paper presents an algorithm for solving a number of generalized graph coloring problems. Specifically, it gives an agent-based algorithm for the Bandwidth Coloring problem. Using a standard method for preprocessing the input, the same algorithm can also be used to solve the Multicoloring and Bandwidth Multicoloring problems. In the algorithm a number of agents, called ants, each of which colors a portion of the graph, collaborate to obtain a coloring of the entire graph. This coloring is then further improved by a local optimization algorithm. Experimental results on a set of benchmark graphs for these generalized coloring problems show that this algorithm performs very well compared to other heuristic approaches.
INTRODUCTION
The graph coloring problem (GCP) is the problem of coloring the vertices of an undirected graph with as few colors as possible, such that no two adjacent vertices have the same color. This problem is well known to be NP-hard. Many heuristic approaches have been proposed for it including constructive methods [5] [22] , iterative methods [12] , genetic algorithms [30] , local search methods [26] , tabu search methods [17] , and ant system algorithms [6] [8] [9] [11] [30] .
Generalizations of the graph coloring problem include the Bandwidth Coloring, Multicoloring, and Bandwidth Multicoloring problems. They have more constraints placed on the vertices and/or edges of the graph. These generalizations model a collection of useful applications. For instance, the Bandwidth Coloring and Multicoloring problems have been used to model the fixed channel assignment problem, which is to assign frequencies to different cells in a mobile cellular network such that certain frequency separations are satisfied while minimizing the amount of interferences. Furthermore, if each cell must use a number of separate frequencies, then the problem can be modeled by the Bandwidth MultiColoring problem [27] .
As with GCP, these generalizations are also NP-hard. There are several heuristic algorithms for these generalizations including Prestwich's local search and constraint propagation method [29] and Lim et al's hybrid combinations of Squeaky Wheel Optimization (SWO) and Hill Climbing techniques [21, 23] . Recently, Lim et al proposed another approach for these problems by combining SWO and Tabu Search techniques [24] .
In this paper, we propose an agent-based optimization algorithm for these generalized graph coloring problems. We call the agents in our algorithm ants as the agents in our algorithm mimic the collective ability of an ant colony to solve problems. It should be noted that our algorithm is not an ant colony optimization (ACO) algorithm as described in [13] . Among other things, ants in our algorithm do not use pheromone to communicate. Experimental results on a set of 33 benchmark graphs, plus additional constraints for three different generalized coloring problems for a total of 99 problem instances, show that our algorithm produces results that are comparable to those of other algorithms.
The rest of the paper is organized as follows. In Section 2 we give formal definitions for the Graph Coloring problem and its generalizations, and briefly summarize the complexity of finding approximate solutions. We describe our algorithm in Section 3 and present the experimental results in Section 4. The conclusion is given in Section 5.
PRELIMINARIES
In this section we describe the Graph Coloring problem and its variations that are considered in this paper. We also give a brief summary of the approximation complexity for the Graph Coloring problem.
The Graph Coloring Problem (GCP):
This is the problem of finding an assignment of colors to the vertices of a graph, using a minimum number of colors, such that each vertex has a color and no two adjacent vertices have the same color.
Input: An undirected graph G = (V, E).
Output: A minimum k and a mapping f :
The Bandwidth Coloring Problem (BCP): This is similar to GCP, except that each edge in the input graph has a positive integer weight and the coloring must satisfy an extra constraint. More precisely, the difference between the colors of the two end points of an edge must be at least the weight of that edge.
Input: An undirected graph G = (V, E) with positive integer edge weight d (u, v) ,
Output: A minimum k and a mapping f : u, v) .
The Multicoloring Problem (MCP): This is another generalization of GCP, where each vertex in the input graph has a positive integer weight. The goal is to find a coloring of the vertex set, using as few colors as possible, such that each vertex is colored with not just one color but with a set of as many colors as the weight of that vertex. Furthermore, for any edge in the graph the color sets of the two end points of that edge must be disjoint.
Input:
An undirected graph G = (V, E) with positive integer weight w(u), ∀u ∈ V .
Output: A minimum k and ∀u ∈ V , subsets S(u) ⊂ {1, . . . , k} such that
Note that MCP reduces to GCP if w(u) = 1, ∀u ∈ V .
The Bandwidth Multi-Coloring Problem (BMCP):
This generalization of the GCP has the constraints of both BCP and MCP.
Input: An undirected graph G = (V, E) with positive integer vertex weight w(u), ∀u ∈ V and positive integer edge weight
We note that input graphs for BMCP may contain selfloops. For example, d(u, u) = 3 means that any two colors in the set of colors assigned to vertex u must differ by at least
As mentioned in the previous section, GCP, BCP, MCP, and BMCP are all NP-hard. Thus, we do not expect to have exact polynomial time algorithms for these problems. There is no known approximation algorithm for BCP, MCP or BMCP. In fact, not much is known about the approximation complexity of the generalized graph coloring problems. However, for the graph coloring problem (GCP) it is known that approximating the chromatic number
an be done in polynomial 1 |X| denotes the cardinality of set X. 2 The chromatic number of a graph is the minimum number of colors needed to color the graph in the GCP.
time [16] . It is also known that the chromatic number cannot be approximated within |V | 1/7− , for any > 0 unless P = NP [2] . Thus, approximations for the generalized graph coloring problems are at least as difficult.
ALGORITHM
In this section we describe our agent-based algorithm for the generalized graph coloring problems described in the previous section. This algorithm is based on and extends the algorithm in [6] for the classical graph coloring problem (GCP) . In what follows we use the term conflict at a vertex v to denote the number of vertices adjacent to v having color or color sets that are inconsistent with the coloring of v.
The main idea of the algorithm is for a set of agents, called ants, to color the graph. The ants are distributed on the vertices of input graph based on the conflicts at the vertices. Each ant will color a portion of the graph. These local colorings by the ants together form a coloring for the graph. This is different from the traditional Ant Colony Optimization algorithms, where each ant finds a complete solution to the problem [13] . No ant in our algorithm solves the entire problem by itself. Our algorithm is thus more amenable to a distributed implementation. However, in this paper we do not present such an implementation. Another difference in our approach is that the ants do not have pheromone laying capability 3 . In limited experiments we found that with pheromone the algorithm took longer to converge without providing visible or significant improvement on the quality of the solution.
Overview
Let G = (V, E), w, d be an instance of the generalized graph coloring problems, where G is a graph with vertex set V , edge set E, w the vertex weight function, and d the edge weight function. We first find an initial coloring of G using a simple greedy algorithm, called IterativeGreedy. We then use a colony of ants to improve on the initial coloring. The algorithm proceeds in a number of cycles. In each cycle, ants are distributed to vertices of the graph based on the conflicts at the vertices. Vertices with higher conflict will be selected first. Each of the ants attempts to color the portion of the graph close to where it is at, using only the set of currently available colors. At the end of a cycle, if there are no conflicts in the current coloring then a local optimization algorithm will attempt to improve the current coloring. If the local optimization algorithm is successful, the number of colors needed will be reduced. This set of colors becomes the current set of available colors. If the local optimization algorithm is not successful, there is no change to the current coloring. Once the local optimization algorithm is finished, the number of colors in the current set of available colors is reduced by one. This is done by deleting the highest number color from the set of available colors. Vertices that were colored with the deleted color are then recolored with another color randomly selected from the reduced set of available colors, and we start another cycle. Note that this recoloring may create a coloring with nonzero conflict.
If the number of conflicts is non-zero for a number of consecutive cycles then the algorithm increases the number of available colors by one before starting another cycle. Other actions might also be taken by the algorithm to bring it out of a potential local optimum before it starts another cycle. Stopping conditions are described in full below. At the end of the algorithm the best coloring found is returned. The complete algorithm is given in Figure 1 . In the following subsections we describe the various parts of the algorithm in details.
Input Preprocessing
The algorithm described above works for all three generalized coloring problems (Bandwidth Coloring, Multicoloring, and Bandwidth Multicoloring) with only a simple preprocessing of the input graph. Specifically, no preprocessing is needed for the Bandwidth Coloring problem. For the Multicoloring and Bandwidth Multicoloring problems where each vertex has a positive integer weight, we apply a transformation that is used in [24] to the input graph. A vertex a of weight w(a) is transformed into a clique of size w(a), with each edge in the clique having the weight of the edge (a, a), i.e., d(a, a). In addition, if (a, x) is an edge in the original graph, then we also connect each vertex in the clique to x and assign such an edge the weight d(a, x). We note that this transformation takes exponential time if vertex weight w(a) is exponential in the number of vertices in the graph. However, this approach is reasonable in practice as the weights in real world applications are much less than the number of vertices in the graph. For example, the number of different frequencies assigned to a cell phone is much less than the number of cell phones.
Iterative Greedy algorithm
←− the color selected based on the forbiddenSet and the rules described in Section 3.5 end-for return C
Figure 2: Iterative Greedy algorithm
After preprocessing the input graph as needed, ABGC begins by using a greedy algorithm on the graph to obtain an initial coloring that is valid, but not necessarily optimal or even good. This greedy algorithm is called IterativeGreedy (IG) and is given in Figure 2 . At each step of the algorithm, IG selects a vertex to color next. Selection is done in a random manner or based on the vertex degree, i.e., among the uncolored vertices, the vertex of highest degree is selected first. When a vertex u is selected to be colored, IG uses the same scheme as in ABGC. This coloring scheme is described in Section 3.5.
ABGC uses IG to find an initial coloring as follows. It first runs IG using the highest degree selection scheme. It then runs IG twenty times using the random selection scheme. The best coloring found among the twenty-one runs is then used as the initial coloring for ABCG.
How An Ant Moves
In each cycle after an ant is placed at a vertex, it attempts to color the neighborhood of that vertex. To do this, the ant takes two steps, i.e., traverses along a path of length two, then colors the vertex that it lands on. The process of taking a number of steps then coloring the vertex is called a move. Within a cycle, each ant makes nMoves moves.
In the first step of an ant's move, the ant randomly selects an adjacent vertex and moves there. In the second step, the ant selects an adjacent vertex that has the highest conflict among all adjacent vertices and moves there. Ties are broken arbitrarily. If there is no conflict among the adjacent vertices after the first step, the ant is relocated to the vertex that has the highest conflict in the entire graph. Again, ties are broken arbitrarily. If there is no conflict left all ants will stop moving and the algorithm prepares for the next cycle by reducing the number of available colors by one.
Additionally, whenever an ant selects a vertex to move to, it always avoids vertices that are in its current tabu list. It also places vertices that it has just visited on its current tabu list. The tabu list is of fixed length. Thus, when the list is full, older vertices on the list will be removed as new vertices are added to the list. The reason for having the random first step in a move and the tabu list is to allow more exploration of the search space and to help the algorithm escape from local optima. With an increase in running time, we can gain some improvement in the algorithm by allowing each ant to take more than two steps per move. The above algorithm can be easily extended to accommodate this option.
How A Vertex Is Colored
Within each cycle, an ant colors only a limited local area of the graph without any global knowledge of the graph and uses only colors from the set of available colors (in the algorithm of Figure 1 , the number of available colors is attemptK ). The ant's objective is to color or recolor a vertex so that the conflict at that vertex is zero, if possible.
To color a vertex u an ant must first determine the set of eligible colors that can be used to color u. This is done as follows. First, for each vertex v, adjacent to u, a set of colors that is in conflict with the coloring of v is determined. This set of conflicting colors is computed by examining the color of v and the weight of the edge (u, v). The union of the conflicting color sets of the vertices adjacent to u is called the set of forbidden colors. These are the colors that cannot be used to color u. This is the same process as that of computing the forbiddenSet in the IG algorithm of Figure 2 .
Once the set of forbidden colors has been computed, the set of eligible colors can be easily determined by taking the difference between the set of all colors, i.e., {1, . . . , attemptK}, and the set of forbidden colors.
If the cardinality of the set of eligible colors is greater than 1, then it can be viewed as a union of intervals. The ant then chooses the color that is the median of the largest interval in the set of eligible colors. If there are more than one interval of largest size, one of those intervals is chosen at random. Furthermore, if there are two medians then one of them will be chosen at random. [11 . . . 15 ] is selected at random, say the latter. Then the selected color is 13, the median of [11 . . . 15] . This selection scheme allows later vertices more room to meet their constraints, i.e., the set of eligible colors will be larger for neighboring vertices.
If the set of eligible colors is empty, i.e., each of the available color is in conflict with the coloring of one or more adjacent vertices, the ant then chooses the color that conflicts with the fewest adjacent vertices. Ties are broken arbitrarily. After the ant colors, the vertex conflict is updated and it is added to the tabu list of the ant. Note that this vertex will replace the oldest one in case the tabu list is full.
Local Optimization
Algorithm LocalOpt(G = (V, E) , d, C) // C is a valid coloring of G using the input coloring C sort V into decreasing order of color numbers for i = 1 to |V | do //erase the input coloring
. U] end-if end-for C[u] ←− the smallest color not in the forbiddenSet end-for return C

Figure 3: The local optimization algorithm
The local optimization operation is applied every time a valid coloring is found in ABGC. This optimization algorithm is similar to the IterativeGreedy algorithm in Figure 2 . The local optimization algorithm first sorts the vertex set into decreasing order of vertex color, i.e., the color given in the input coloring. The algorithm then erases all vertex colors from the graph, and starts coloring the vertices one at a time in the order of the sorted vertex set, i.e., vertices that have higher color numbers in the original input coloring will be selected first. For each vertex to be colored, the algorithm computes a set of forbidden colors in the same manner as in the algorithm of Figure 2 . The vertex is then colored using the smallest color number that is not in the forbidden set. When the algorithm terminates it returns the coloring that it found.
If the coloring returned by the local optimization algorithm is better than the current best coloring, it replaces the current best coloring. Otherwise, it is discarded. It should be noted that colorings obtained by just running the IterativeGreedy algorithm followed by the local optimization algorithm alone are never as good as those obtained by ABGC. In other words, operations performed by the ants are essential in finding good colorings.
Jolt and Stopping Criteria
At the end of a cycle, the total conflict of the current coloring is computed. If the total conflicts is zero, the number of available colors attemptK is reduced by 1. Next all vertices with color number greater than attemptK are re-colored by assigning each of them a randomly selected color in the interval [1 . . . attemptK] . At this point the current coloring may be an invalid one, i.e., the total conflict is non-zero. The algorithm now starts a new cycle.
Note that although we did not explicitly use pheromone as memory device but how the ants color in cycle i + 1 is based on the coloring of cycle i. In other words, the coloring done in cycle i + 1 is built upon the result from cycle i.
It is common that search algorithm such as this agentbased algorithm would get stuck at local optima. To alleviate this problem, we add a procedure, called a jolt, for perturbing the current coloring, effectively pushing it out of local optima when needed. More specifically, if the ants have not been able to reduce the number of colors used for the last nJoltCycles consecutive cycles, then the jolt operation is performed. Vertices that have conflicts in the top 10% are selected and their neighbors are randomly re-colored using 80% of the current set of available colors. The objective of the jolt operation is to create enough perturbation in the current coloring to push it out of a local optimum, but not enough to completely randomize the coloring that has been built up to that point.
The algorithm stops after it has run for a preset number of cycles, called nCycles, or if it has not made any improvement for a number of nBreakCycles consecutive cycles. All parameters are defined in the next subsection.
Parameters
In this section we give a description for each parameter used in the algorithm. These parameters were obtained by testing the algorithm on a few graphs. These parameters were not tuned for any particular classes of graphs. The objective is to balance between the performance of ABGC and its running time. We assume that n = |V | is the cardinality of the vertex set.
nAnts is the number of ants in a colony and was set to 2n. For running time consideration nAnts was set to max(2n, 150).
nCycles is the maximum number of cycles in the algorithm and was set to be min(6n, 4000).
nMoves is the number of moves each ant makes in a cycle and was set to n/4. rSizeLimit is the length of the tabu list of recently colored vertices and is set to be nMoves/3. An ant will avoid revisiting vertices in its tabu list, allowing a more diverse exploration of the graph.
nChangeCycle is the number of consecutive cycles allowed in which there is no improvement before the number of available colors, attemptK, is increased. This parameter was set to 5.
nJoltCycles is the number of consecutive cycles during which the value of attemptK has not improved before the jolt operation is applied. This value was set to max(n/2, 150).
nBreakCycles is the number of consecutive cycles during which attemptK has not improved before the algorithm is terminated . This value was set to be nCycles/5, if it is > 500, it is set to 500, if it is < 50, it is set to 50.
EXPERIMENTAL RESULTS
In this section we present the results of our algorithm on the 33 GEOM graphs from [10] . For each graph, the BCP requires an edge weight function, whereas the MCP requires a vertex weight function and the BMCP requires both. Thus, there are 99 problem instances in total. The algorithm was implemented in C++ and run on a 3.0GHz Pentium 4 PC with 2GB of RAM running the Linux operating system 4 . For each problem instance we ran our algorithm for 100 trials. Detailed information are listed in Tables 2, 3, and 4 . For each instance, we list the best (Min), worst (Max), average (Avg), and standard deviation (SD), of the colorings found in 100 runs. The average running time, in seconds, is also listed. Tables 5 and 6 give a comparison of the results of our algorithm against those of the following algorithms.
• Prestwich: Prestwich's local search and constraint propagation algorithm [29] .
• Lim: Lim et al.'s Squeaky Wheel and Tabu Search [23, 24] 5 .
• ABGC: Our agent-based algorithm.
The columns list the best results given by each of the three algorithms. The last column shows the percentage difference between our algorithm and the better of the other two. A positive percentage means that our algorithm is better.
For the BCP problem, our results matched or surpassed all results from [23, 24] but are not as good as those of [29] . As pointed out in [29] , their algorithm requires certain parameter to be tuned for each graph or class of graphs. That is not the case for our algorithm, ABGC.
For the Multicoloring problem, we do not give a table comparing the results of our algorithm against those of other algorithms since our results match those of [24] in all 33 cases. Furthermore, no results were provided by [29] for the Multicoloring problem.
For the BMCP problem, our algorithm performs better than the algorithm of [29] . Where results are not available, we mark the corresponding entries with '-'. Comparing against the algorithm of [23, 24] , ABGC performs better in most larger graphs while doing worse in a few smaller graphs.
CONCLUSION
In this paper we presented an agent-based algorithm for three generalized graph coloring problems. Overall, our algorithm performs very well on a set of benchmark graphs. Agents in our algorithm are called ants, however, they do not have pheromone laying capability, a common component in ant algorithms. We found that in this particular algorithm, simple usage of pheromone to mark individual color increases the algorithm's running time without providing any significant benefit. We are investigating the usage of pheromone to mark coloring patterns as aggregates and not just as individual colors. We expect that pheromone used in this way will retain the constraints in the coloring more accurately, which in turn will help our algorithm's performance. geom20  20  40 geom80  80  429  geom20a  20  57 geom80a  80  692  geom20b  20  52 geom80b  80  743  geom30  30  80 geom90  90  531  geom30a  30 111 geom90a  90  879  geom30b  30 111 geom90b  90  950  geom40  40 118 geom100  100  647  geom40a  40 186 geom100a 100 
