A Data
Data for output, value-added, material inputs and investment in manufacturing, all in current local currency units (LCU), are taken from the UNIDO Industrial Statistics 2004 (UNIDO, 2004 , where material inputs were derived as the difference between output and value-added.
The labour data series is taken from the same source, which covers . The capital stocks are calculated from investment data which has been transformed into constant US$ following the 'perpetual inventory' method (Klenow and Rodriguez-Clare, 1997) . In order to make data in monetary values internationally comparable, it is necessary to transform all values into a common unit of analysis. We follow the transformations suggested by Martin and Mitra (2002) and derive all values in 1990 US$, using current LCU and exchange rate data from UNIDO, and GDP deflators from the UN Common Statistics database (UN, 2005) , for which data are available from . Since our model is for a small open economy, we prefer using a single market exchange rates (LCU-US$ exchange rate for 1990) to purchasingpower-parity (PPP) adjusted exchange rates, since the latter are more appropriate when nontraded services need to be accounted. The resulting panel is unbalanced and has gaps within individual country time-series -see Figure TA-1. We have a total of n = 1, 194 observations from N = 48 countries (min T = 11, max T = 33, average T = 24). Descriptive statistics are presented in Table TA -1 and the sample country make-up is detailed in Table TA-2. We do not carry out any interpolation to fill these gaps and do not account for missing observations in any way. The preferred empirical specifications presented in the main section of our paper are based on heterogeneous parameter models, where arguably the unbalancedness (around 25% of observations in the balanced panel are missing) comes less to bear on the estimation results than in the homogeneous models due to the averaging of estimates. As a robustness check we also produced a 'cleaned' dataset where we applied mechanical 'cleaning rules' in order to address the most serious issues of measurement error, 1 which created a sample of n = 872 observations for N = 38 countries. The empirical results for this sample are virtually the same to those from the larger sample (available on request). India  IND  32  31  1970  2001  -Ireland  IRL  22  21  1970  1991  -Iran  IRN  24  22  1970  2001  -Israel  ISR  13  12  1989  2001  -Italy  ITA  31  30  1970  2000  -Korea  KOR  32  31  1970  2001  -Sri Lanka  LKA  20  17  1970  2000  2  Luxembourg  LUX  23  22  1970  1992  -Morocco  MAR  17  16  1985  2001  -Mexico  MEX  16  14  1984  2000  1  Malta  MLT  32  31  1970  2001  -Malaysia  MYS  28  25  1970  2001  2  Netherlands  NLD  24  23  1970  1993  -Norway  NOR  32  31  1970  2001  -New Zealand  NZL  21  20  1970  1990  -Panama  PAN  30  28  1970  2000  1  Philippines  PHL  26  25  1970  1995  -Poland  POL  31  30  1970  2000  -Portugal  PRT  31  30  1970  2000  -Senegal  SEN  17  14  1970  1990  2  Singapore  SGP  33  32  1970  2002  -Sweden  SWE  18  17  1970  1987  -Swaziland  SWZ  24  22  1970  1995  1  Tunisia  TUN  21  19  1970  1997  1  Turkey  TUR  27  25  1970  1997  1  United States  USA  26  25  1970  1995  -Venezuela  VEN  26  24  1970  1998  1  Zimbabwe  ZWE  27  26  1970  1996  -Countries  48  48  Observations  1,194 1,128 Notes: Countries highlighted in bold represent the sample used in the second set of GM-FMOLS regressions, Table 5 Panel B (n = 644, N = 26) of the main text. 'levels' and 'FD' refer to specifications in levels and first differences, respectively; t = 1 and t = T report the start and end years of the country series; 'gaps' indicates the number of gaps in the data series. These countries had to be omitted to compute the Pesaran (2015) CD test for regression models in levels, due to the lack of overlap between the omitted series and the remainder of the sample. These countries had to be omitted in addition to those already identified to compute the CD test for regression models in first differences. 1970 1971 1972 1973 1974 1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 
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We indicate the data availability in our sample for each country over the 1970-2002 time horizon, where lighter shading signifies the observation as missing. In total 25% of observations are missing compared with a balanced panel.
B The Common Correlated Effects and Augmented Mean Group Estimators
The CCE estimators, developed by Pesaran (2006) and extended to nonstationary processes in Kapetanios, Pesaran and Yamagata (2011) , augment the regression equation with cross-section averages of the dependent (ȳ t ) and independent variables (x t ) to account for the presence of unobserved common factors with heterogeneous impact. 2 For the Mean Group version (CMG), the individual country regression is specified as
whereupon the parameter estimatesb i are averaged across countries akin to the Pesaran and Smith (1995) Mean Group estimator. 3 The pooled version (CCEP) is specified as
where the D j represent country dummies. 4 The former is thus a simple extension to the Pesaran and Smith (1995) MG estimator based on on country-specific OLS regressions, whereas the latter is a standard fixed effects estimator augmented with additional regression terms.
In order to get an insight into the workings of this approach, consider the cross-section average of our model in equation (??): as the cross-section dimension N increases, given¯ t = 0, we
This simple derivation provides a powerful insight: working with cross-sectional means of y and x can account for the impact of unobserved common factors (TFP) in the production process. 5 Given the assumed heterogeneity in the impact of unobserved factors across countries (λ i ) the estimator is implemented in the fashion detailed above, which allows for each country i to have different parameter estimates onȳ t and thex t , and thus implicitly on f t . Simulation studies (Pesaran, 2006; Coakley et al., 2006; Kapetanios et al., 2011; Pesaran and Tosetti, 2011) have shown that this approach performs well even when the cross-section dimension N is small, when variables are nonstationary, cointegrated or not, subject to structural breaks and/or in the presence of local spillovers and global/local business cycles. In the present study we implement two versions of the CCE estimators in the sector-level regressions: a standard form as described above; and a variant which includes the cross-section averages of the input and output variables in the own as well as the other sector. The latter specification allows for cross-section dependence across sectors, albeit at the cost of a reduction in degrees of freedom.
It is conceivable that the evolution of the agricultural sector of developing countries influences that of the wider economy in general and the manufacturing sector in particular, such that this extension is sensible in the dual economy context. we term the Augmented Mean Group (AMG) estimator (see Bond and Eberhardt, 2013 , for details) accounts for cross-section dependence by inclusion of a 'common dynamic process' in the country regression. This process is extracted from the year dummy coefficients of a pooled regression in first differences (FD-OLS) and represents the levels-equivalent mean evolution of unobserved common factors across all countries. Provided the unobserved common factors form part of the country-specific cointegrating relation (Pedroni, 2007) , the augmented country regression model encompasses the cointegrating relationship, which is allowed to differ across i.
Stage (i) represents a standard FD-OLS regression with T −1 year dummies in first differences, from which we collect the year dummy coefficients (labelled asμ Table ? ?.
The focus of the CCE estimators is the estimation of consistentb and not the nature of the unobserved common factors or their factor loadings: we cannot obtain an explicit estimate for the unobserved factors f t or the factor loadings λ i , since the average impact of the factors (λ) is unknown. Our augmented estimators use an explicit rather than implicit estimate for f t from the pooled first stage regression. Compared with the CCE approach we can obtain a simple but economically meaningful construct from the AMG setup: the common dynamic procesŝ
represents common TFP evolution over time, whereby common is defined either in the literal sense, or as the sample mean of country-specific TFP evolution. The countryspecific coefficient on the common dynamic process,d i from equation (TA-5), represents the implicit factor loading on common TFP.
Immediate concerns about this augmented estimator relate to the issue of second stage 'regressions with generated regressors' (Pagan, 1984) . However, simulation results (Bond and Eberhardt, 2013) (2015) test for null hypothesis of weak cross-section dependence for our main regression variables -in the upper panel the variables are in logs, in the lower panel in first differences of logs (growth rates). Due to the unbalanced nature of the panel it is not possible to obtain correlation coefficients for all 48 countries -in the tests for log variables we are forced to drop two countries (BOL, n = 11; ISR, n = 13) and in the growth rate versions three countries (BOL, n = 10; ISR, n = 12; MAR, n = 16) in order to make the test feasible. Under the null the test statistic is normally distributed. 'corr' and 'abs(corr)' report the average and average absolute correlation coefficients for each variable. Pesaran and Smith (1995) . Panel-t statistics are computed as N −1/2 i t i where t i is the country-specific t-ratio for the estimate from the FM-OLS model. Panel B uses observations from only those countries for which variables were determined to be nonstationary (via country-specific ADF and KPSS testing). All models estimated in RATS.
C Investigating Cross-Section Correlation Properties

D Investigating Time Series Properties
F Diagnostic testing and robustness checks
We first investigated the density estimates for country-specific technology parameters estimated in the levels regressions using standard kernel methods with automatic bandwidth selection. The plots indicate that the distribution of these parameter estimates is symmetric around their respective means and roughly Gaussian, such that no significant outliers drive our results. We further carried out a number of residual diagnostic tests other than the analysis of stationarity and cross-section dependence. A cautious conclusion from these procedures would be that we are more confident about the country regression residuals possessing desirable properties (normality, homoskedasticity) than we are for their pooled counterparts (all results available on request). 
G Parameter heterogeneity tests
The individual country coefficients emerging from our regressions imply considerable parameter heterogeneity across countries. However, this apparent heterogeneity may be due to sampling variation and the relatively limited number of time-series observations in each country individually (Pedroni, 2007) . We therefore carry out a number of parameter heterogeneity tests for the results from the various CMG and augmented MG/RCM estimations.
As a first test, we compute the residuals in the case of parameter homogeneity for each country
whereb,c andd (for Augmented models) are the mean estimates for capital per worker (k), materials per worker (m) and the common dynamic process taken from the results in Table ? ?
in the paper, withμ the average country trend term andĀ 0 the average intercept term (the latter is not important for this analysis). The common dynamic process is either subtracted from the output variable (o • i t ) or included as indicated above. Similarly for the other models, the VA specifications and the specifications in first differences. In a second step, we regress the residuals created on the input variables, a country trend or drift term and country-and year-dummies in a pooled regression
The rationale behind this test is as follows: if factor input parameters were truly heterogeneous across countries, we would expect the pooled regression to produce statistically significant coefficients (π j = 0). Results are presented in Tables TA-7 and TA-8.
As can be seen the levels regressions imply that capital parameter homogeneity is rejected, while the materials coefficients are more likely to be homogeneous (in the gross output spec-ification). In the VA-specification capital parameter homogeneity is rejected in all models. In contrast the tests for the first difference specifications on the whole do not provide much evidence for heterogeneity, with all covariates insignificant with the exception of the case of CMG in first differences. Note that the kernel densities for the technology parameters underlying the above heterogeneity tests do not differ considerably between levels and FD specifications (FD densities not reported). This stark difference is therefore likely to be driven by the impact of nonstationarity on the test. Notes: See Table TA -7 for details. The results for the country regressions in first difference tested here for parameter heterogeneity are presented in Table ? ? in the main text.
Secondly, we report the Swamy (1970)Ŝ statistic from the gross output and VA regressions in levels and first differences in Table TA-9 . 6 For a detailed discussion of this test see Pesaran and Yamagata (2008) . Note that the test for the equation in levels is testing heterogeneity of all parameters, including the intercepts; since the assumption of heterogeneous TFP levels is rather uncontroversial, this test does not adquately address our interest in the homogeneity of 6 The levels and FD tests are taken from the regressions in Table ? ? of the paper.
-xivtechnology parameters. We therefore also provide a test for the levels specification where the intercept terms have been dispensed with via transformation of the data into mean-deviations.
Estimates for this specification are of course identical to those of the untransformed levels equation.
Table TA-9: Parameter Heterogeneity - Swamy (1970) Tests The SwamyŜ test rejects parameter heterogeneity for all specifications tested. In general, this test was developed for panels where N is large relative to T . Using Monte Carlo experiments, Pesaran and Yamagata (2008) show that in case of a panel of T = 30, N = 50 the test has power but tends to over-reject -a tendency which becomes worse with the number of parameters included in the model. 7 Further, as Pedroni (2007) points out, the Swamy-based tests are not designed for nonstationary panel data.
Thirdly, we produce Wald statistics, as suggested by Canning and Pedroni (2008) 
whereθ i is the parameter coefficient from the country regression,θ is the unweighted average parameter estimate and ar(θ i ) its variance across all countries. If parameters are similar across countries, the test statistic will be small, whereas if parameters are heterogeneous W θ will be larger. The validity of this test depends on T being moderate to large. The null for this test is that all countries have the same parameter value. Table TA-10 presents the summed Wald statistics for the entire sample, as well as an indication of the share of country-specific tests rejecting the null of equality between country estimate and full sample mean estimate (for both the levels and FD specifications).
The Wald tests reject homogeneity for the factor parameters derived from the levels models in case of both the gross-output and value-added specifications. The statistics are particularly large for the trend terms in the levels specifications, thus rejecting homogeneity emphatically, which is not always the case for the drift terms in the first-difference specifications. Turning to the share of countries rejecting parameter homogeneity, it can be seen that roughly half of all countries reject homogeneity for all covariates in the levels specifications. This share falls to less than one third in the models in first differences.
Fourthly, following Pedroni (2007), we produce an F -statistic for the standard and augmented MG and RCM regression models (Pesaran and Yamagata, 2008, p.52 )
where k is the number of parameters in each country-regression and RSS hom and RSS het are the sums of the squared residuals of the homogeneous and heterogeneous models respectively -in the former case the mean coefficient estimates are imposed. This tests the full parameter heterogeneity versus the full homogeneity case. We do not compute F -tests for the CMG models, as the parameters on the period-average are not meant to be identical.
The F tests are valid for fixed N , when the regressors are strictly exogenous and the error variances are homoskedastic (Pesaran and Yamagata, 2008) . 8 All of the test results presented in Table TA -11 reject parameter homogeneity for the factor input variables at the 1% level of significance. It is intuitive why the test statistics may emphatically reject the null: if the homogeneity restriction is incorrect, the country regressions do not cointegrate under the null, such that the regression errors will be nonstationary. As a result the F -statistic will quickly diverge and reject the null (Pedroni, 2007) .
Like in the SwamyŜ Test we are faced with the problem that the tests evaluate the full regression model for the null of parameter homogeneity, which is not sensible in the levels regression case since heterogeneous intercepts are commonly accepted in the literature. In order to by-8 In the levels specifications, k = 4 includes technology parameters, intercept and trend terms (k = 3 in the VA case); in the first difference ones k = 3 includes technology parameters and drift terms (k = 2 in the value-added specification). N is the number of countries, 48, andT represents the average time series length, s.t. NT = 1, 162 (VA:1, 194) in the levels and NT = 1, 094 (1, 128) in the FD case. pass this problem we also computed F -statistic for the levels MG and Augmented MG cases where the intercepts have been dispensed with by taking all variables in deviations from the country-mean -all of these reject parameter homogeneity at the 1% level.
Taken together the various diagnostic tests we carried out in this section do give a strong indication that parameter homogeneity is rejected. The differences in the results for levels and first difference specifications however indicate that nonstationarity may drive some of the results reported. Nevertheless, even if heterogeneity were not very significant in qualitative terms, our contrasting of pooled and country regression results in the paper has shown that it nevertheless matters greatly for correct empirical analysis in the case of nonstationary variable -xviiseries.
Further parameter heterogeneity tests were considered for this analysis: Pesaran and Yamagata (2008) Carlo experiments suggest that all of these tests have low power in panels with the dimensions we observe (N = 48, T ≈ 24) and we therefore did not further pursue any of these here.
H The growth accounting literature
Empirical studies using TFP growth accounting have a long tradition since Abramowitz (1956) , Kendrick (1956) -who coined the term Total Factor Productivity -and Solow (1957) . Under standard assumptions value-added growth is decomposed into contributions of inputs and TFP growth, imposing a common capital coefficient β
The simple computation as well as function-free nature of this approach represent considerable strengths and in part explain its popularity. The accounted TFP growth is in theory disembodied, Hicks-neutral exogenous technical progress. In practice however, one needs to keep in mind that TFP is a residual, such that it represents a 'catch-all' for output growth that cannot be explained by factor accumulation. Thus if TFP growth is recovered via growth accounting its coefficient "need not represent only technological change and may not represent technological change at all" (Baier, Dwyer and Tamura, 2006, p.27 ) since measurement error, violations of assumptions and 'incorrect' variable construction can cause considerable bias. Any measurement error in output, labour or capital enters the residual term and thus TFP growth. This may have considerable impact since factor inputs need to account correctly for embodied technical change, which given the difficulty of distinguishing between embodied and disembodied technical progress seems impossible (Lipsey and Carlaw, 2001; Baier et al., 2006) . The method further cannot disentangle the underlying endogeneity problem, such that inputs cannot be argued to cause output (Gollin, 2010) . Violations of the assumptions of constant returns to scale, and private and social marginal product equality can add to further accounting error (Barro, 1999 ) -conceptually, the simple accounting framework for instance runs counter to the substantial empirical literature on knowledge spillovers (Eberhardt, Helmers and Strauss, 2013) . As a result, it is now widely recognised that TFP growth derived from growth accounting "does not really measure technical change" (Caselli, 2008) , nevertheless most empirical work takes findings of substantial TFP growth as a very positive and meaningful insight into the growth process.
