The memory-less property of the Exponential distribution is a strong reason of its use for testing lifetimes of objects in many lifetime modeling applications. Also, mixture models have extensively been used in survival analysis and reliability studies. This article focuses on the Bayesian analysis of the 3-component mixture of Exponential distributions under type-I right censoring scheme. Taking different noninformative and informative priors, Bayes estimators and posterior risks for the unknown parameters (parameters of component distributions and mixing proportions) are derived under squared error loss function, precautionary loss function and DeGroot loss function. The elicitation of the hyperparameters is also done using prior predictive distribution.The Bayes estimators and posterior risks are looked at as a function of the test termination time. Some important properties and comparisons of the Bayes estimates are presented. Simulated results and real data example are also given to illustrate the study.
Introduction
The Exponential distribution, because of its memory-less property, has many real life applications in testing lifetimes of objects where lifetimes do not depend upon their ages. There are many electronic devices whose failure rate does not depend on their ages, therefore, the Exponential distribution is suitable to model the lifetimes. Generally, in lifetime modeling, population is supposed to be composed of more than one subpopulations mixed by unknown mixing proportions. In our study, we take the data from a population which is characterized by three different members of the Exponential family of distributions. McCullagh (1994) derived some conditions under which quadratic and polynomial Exponential models can be generated as mixtures of the Exponential models. Raqab and Ahsanullah (2001) discussed the location and scale parameters of generalized Exponential distribution based on order statistic. Hebert The use of mixture models in situations where data are given only for overall mixture distributions is known as direct application of the mixture models. Li (1983) and Li and Sedransk (1982, 1988 ) discussed different features of mixture models and defined two types of mixture models. The mixture of the probability density functions from the same family is known as type-I mixture model and type-II mixture model is defined as a mixture of density functions from several families. In this study, the direct application of mixture model (with the unknown component and mixing proportion parameters of the 3-component mixture of Exponential distributions) is considered under type-I mixture modeling.
Due to the development of advanced computational facilities, researchers are now able to find the Bayes estimates, infer and predict about complex systems such as mixture models. With the provision of these computational facilities, the Bayesian technique to analyze a 3-component mixture model has developed the interest among many researchers. The posterior distribution, which is obtained when prior information is combined with likelihood, is the workbench of Bayesian inference. Thus, the prior information, a subjective assessment by an expert before the data are actually gathered, is very important and necessary for Bayesian inference.In this study, the Bayesian analysis of a 3-component mixture of Exponential distributions using the non-informative (uniform and Jeffreys') priors and the informative prior (IP) under squared error loss function (SELF), precautionary loss function (PLF) and DeGroot loss function (DLF) is considered.
There are many fields such as engineering, biological sciences, physical sciences and social sciences where mixture models have been used quite effectively. Most of the researchers worked on the Bayesian analysis of 2-component mixture models. For example, Sinha (1998) used the Bayesian counterpart of the maximum likelihood estimates of the 2-component mixture model considered by Mendenhall and Hader (1958) . Saleem and Aslam (2008) In real life applications, most of the times, it is not suitable to continue the testing procedure until failure of the last object under testing. In such situations, censored samples are observed. Censoring is an important and valuable aspect of lifetime applications. A valuable account on censoring is given in Romeu (2004) , Gijbels (2010) and Kalbfleisch and Prentice (2011) . In this paper, an ordinary type-I right censoring is used with fixed life-test termination time for all objects.
The rest of the paper is organized as follows. In Section 2, the 3-component mixture of Exponential distributions is presented. Posterior distributions using the uniform prior (UP), the Jeffreys' prior (JP) and the informative prior (IP) are derived in Section 3. The Bayes estimators and posterior risks using the UP, the JP and the IP under SELF, PLF and DLF are presented in Sections 4, 5 and 6, respectively. The elicitation of hyperparameters is described in Section 7. The limiting expressions are derived in Section 8. A simulation study and real data example are discussed in Sections 9 and 10, respectively. Finally, the conclusion of the study is given in Section 11.
3-component mixture of exponential distributions
If X is exponentially distributed with parameter θm, its probability density function is given as:
According to Barger (2006) and Strelec and Stehlk (2012) , a finite 3-component mixture of Exponential distributions with unknown mixing proportions p1 and p2 is defined as:
As cumulative distribution function of the random variable X is given by:
Fm (x) = 1 − exp (−θm x) , m = 1, 2, 3, the cumulative distribution function of 3-component mixture distribution is defined as:
3. The posterior distribution using the UP, the JP and the IP The posterior distributions of parameters given data x are derived using the UP, the JP and the IP.
3.1. The likelihood function. Suppose n units are used in a life testing experiment with the 3-component mixture modeling. Let r out of n units fail before fixed test termination time t and the remaining n − r units are still working. According to Mendenhall and Hader (1958) , there are many practical situations in which the failing objects can be pointed out easily as subset of subpopulation-1, subpopulation-2or subpopulation-3. Out of r units, suppose r1, r2 and r3 units belong to subpopulation-1, subpopulation-2 and subpopulation-3,respectively,such that r = r1 + r2 + r3. Now, define x lk , 0 < x lk ≤ t, as the failure time of k th (k = 1, 2, · · · , r l ) unit belong to l th (l = 1, 2, 3) subpopulation. Thus, the likelihood function of the 3-component mixture model for the random sample vector x is given as(cf. Everitt and Hand, 1981) :
where ψ = (θ1, θ2, θ3, p1, p2) and x= (x11, ..., x1r 1 , x21, ..., x2r 2 , x31, ..., x3r 3 ).
The posterior distribution using the UP.
When no or little prior information is given, usually, the non-informative prior is assumed to be the UP. Bayes (1763), de Laplace (1820) and Geisser (1984) proposed that one may take the UP for the unknown parameters ψ = (θ1, θ2, θ3, p1, p2). Following Bayes (1763), de Laplace (1820) and Geisser (1984) , UPs over the intervals (0, ∞) and (0, 1) are taken for the parameters ( θ1, θ2 and θ3 ) of Exponential distributions and for the mixing proportions ( p1 and p2 ), respectively. With these settings, joint prior distribution of the parameters θ1, θ2, θ3, p1 and p2, as defined by Saleem (2010), is given by:
The joint posterior distribution of parameters θ1, θ2, θ3, p1 and p2 given data x, using the UP is defined as:
3.3. The posterior distribution using the JP. According to Jeffreys' (1946 Jeffreys' ( , 1961 , Bernardo (1979) and Berger (1985) , the JP is defined as
is the Fisher's information matrix. The prior distributions of the mixing proportions p1 and p2 are again taken to be the uniform on over the interval (0, 1). The joint prior distribution of parameters θ1, θ2, θ3, p1 and p2 is (cf. Sinha, 1998) given by:
The joint posterior distribution of parameters θ1, θ2, θ3, p1 and p2 given data x, using the JP is:
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3.4. The posterior distribution using the IP. As an informative prior distribution, we take Gamma distribution for component parameters θ1, θ2, θ3 and bivariate beta distribution for proportion parameters p1, p2, i.e.
p1, p2 ≥ 0, p1 + p2 ≤ 1, a, b, c > 0. So, the joint prior distribution of parameters θ1, θ2, θ3, p1 and p2 using the IP is
The joint posterior distribution of parameters θ1, θ2, θ3, p1 and p2 given data x, using the IP is:
The Bayes estimators and posterior risks using the UP, the JP and IP under SELF
If L (θ, d) is a loss function then the expected value of the loss function for a given decision with respect to the posterior distribution is posterior risk function and ifd is a Bayes estimator then ρ d is called posterior risk and is given by
The SELF is suggested by Legendre (1806) and is defined as:
Bayes estimator and posterior risk under SELF are:
2 , respectively. So, the Bayes estimators and posterior risks using the UP, the JP and IP for parameters θ1, θ2, θ3, p1 and p2 under SELF are obtained with their respective marginal posterior distributions as given below:
where v = 1 for the UP, v = 2 for the JP and v = 3 for the IP. and ρ d = 2 E θ|x θ 2 1 2 − 2E θ|x (θ), respectively. The respective marginal posterior distributions yield the Bayes estimators and posterior risks using the UP, the JP and the IP for parameters θ1, θ2, θ3, p1 and p2 under PLF as: 
, respectively. The Bayes estimators and posterior risks using the UP, the JP and the IP for parameters θ1, θ2, θ3, p1 and p2 under DLF are:
Elicitation of hyperparameters
Elicitation is a tool used to quantify a person's belief and knowledge about the parameter(s) of interest. In Bayesian perspective, elicitation, most often, arises as a method for specifying the prior distribution of the random parameter(s). Elicitation is simply the quantification of prior knowledge about the random parameter(s) so that this can then be combined with the likelihood to obtain posterior distribution for further statistical analysis. Elicitation has remained a challenging problem for the statistician. (2008) and references cited therein. In this study, we adopted a method based on predictive probabilities, given by Aslam (2003) .
For eliciting the hyperparameters, prior predictive distribution (PPD) is used. The PPD for a random variable X is:
We choose the prior predictive probabilities, satisfying the laws of probability, to elicit the hyperparameters of the prior density. By following these laws of probability, some minor inconsistencies may arise which are expected to be ignorable. Using the prior predictive distribution given in (7.2) we consider nine intervals (0, 1), (1, 2), (2, 3), (3, 4) , (4, 5), (5, 6) , (6, 7), (7, 8) and (8, 9) with probabilities 0.57, 0.20, 0.10, 0.05, 0.02, 0.015, 0.01, 0.005 and 0.003, respectively, given as expert opinion. The following nine equations are derived from the given information using the (7.2) as:
The above nine equations (7.3-7.11) are solved simultaneously by using Mathematica software for eliciting the hyperparameters (a1, b1, a2, b2, a3, b3, a, b, c). Through this criteria, the values of the hyperparameters are obtained as (3.8330, 3.7310, 3.3570, 3.1360, 2.9030, 2.7330, 3.0280, 0.6995, 2.7350).
The limiting expressions
When t tends to ∞, r tends to n and r l tends to n l , l = 1, 2, 3, then all the values which are censored become uncensored in our analysis. So, the information contained in the sample is increased. Consequently, the posterior risks of the Bayes estimates diminish. The efficiency of the Bayes estimates is increased because all the values are incorporated in our sample. The limiting (complete sample) expressions for Bayes estimators and posterior risks using the UP, the JP and the IP under SELF, PLF and DLF are given in the Tables 1-6. Table 6 . Limiting expressions for the posterior risks as t → ∞ using the UP, the JP and the IP under DLF Posterior Risks Parameters UP JP IP θ1
Simulation study
The simulation is repeated 1000 times and the results are then averaged. Sample of sizes p1n, p2n and (1 − p1 − p2) n are chosen randomly from first component density f1 (x; θ1), second component density f2 (x; θ2) and third component density f3 (x; θ3), respectively. To check the impact of test termination time on Bayes estimates, we estimate the parameters of the 3-component mixture of Exponential distributions based on a sample censored at fixed test termination times t = 0.5, 0.8. The observations which are greater than test termination time t are taken as censored. Only failures can be considered as members of subpopulation-1, subpopulation-2 or subpopulation-3 of the 3-component mixture of Exponential distributions. For the sake of brevity, simulated results only for n = 30, 100, 200 and (θ1, θ2, θ3, p1, p2) = (4, 3, 2, 0.5, 0.3) are presented in the Tables 8-10 (see appendix). The simulated results for (θ1, θ2, θ3, p1, p2) = {(3, 3, 3, 0.4, 0.4) , (2, 3, 4, 0.3, 0.5)} are available with the first author and can be obtained on demand.
From Tables 8-10 (see appendix) , it can be seen that differences of Bayes estimates of component and proportion parameters from assumed parameters reduce with an increase in sample size at different test termination times and same is the case with large test termination time as compared to small test termination time for different sample sizes.Also, if θ1 > θ2 > θ3 and p1 > p2, first and second component parameters and second proportion parameter using the IP under SELF, PLF and DLF are under-estimated but third component and first proportion parameters are over-estimated at different sample sizes and test termination times with a few exceptions.By using the IP under SELF, PLF and DLF, three component parameters and second proportion parameter are underestimated, however,first proportion parameter is over-estimated with a few exceptions in case of θ1 = θ2 = θ3 and p1 = p2. Also, if θ1 < θ2 < θ3 and p1 < p2, third component and second proportion parameters using the IP under SELF, PLF and DLF are underestimated but there is a mixed pattern (over-estimation or under-estimation) for first and second component and first proportion parameters using the IP. Similarly, the component parameters using the UP and the JP under SELF, PLF and DLF are over-estimated but there is a mix pattern (under-estimation or over-estimation) for proportion parameters using the UP and the JP under SELF, PLF and DLF at different sample sizes and test termination times.
It is, also, clear from the Tables 8-10 that for a fixed test termination time, the posterior risks of the Bayes estimates, using the UP, the JP and the IP under SELF, PLF and DLF, reduce with an increase in sample size. On the other hand, for all priors, loss functions and sample sizes considered in this study, posterior risks decrease with an increase in test termination time.The posterior risks using the IP are smaller than the posterior risks using the UP and the JP for different sample sizes and test termination times.Also, the posterior risks using the JP are smaller than that using the UP for different sample sizes and test termination times. It is also observed that in estimating the component parameters θ1, θ2 and θ3, posterior risks are smaller under DLF than under SELF and PLF at different sample sizes and test termination times considered in this study. However, for estimating the mixing proportions, SELF yields smaller posterior risks than SELF and DLF, at different sample sizes and test termination times. Thus, DLF is more suitable for estimating component parameters and SELF is a preferable choice for estimating proportion parameters p1 and p2. Davis (1952) reported a mixture data on lifetimes (in thousand hours) of many components used in aircraft sets. To illustrate the proposed methodology, we take the data on three components, namely, Transmitter Tube, Combination of Transformers and Combination of Relays. It is unknown that which component (Tubes, Transformers and Relays) fails until a failure (of a radar set) occurs at or before the test termination time t = 0.4. The total number of tests are conducted 702 times.For test termination time t = 0.4, the data are summarized as below. n = 702, r1 = 310, r2 = 148, r3 = 181, r = 639, n − r = 63, Table 7 given below.
Real data example
From the Table 10 , it is noticed that results obtained through real data are compatible with simulation results, however, there are some exceptions which can be attributed to using large data set. The Table 10also reveals that the performance of the IP is best. In addition, results are relatively more precise under the JP than the UP.It is also observed that DLF (SELF) performance better than PLF and SELF (PLF and DLF) for estimating component (proportion) parameters.
Conclusion
The importance and application of the 3-component mixture models in real life problems is undeniable.An extensive simulation study is performed to compare and highlight some important and interesting properties of the Bayes estimates of a 3-component mixture of Exponential distributions using the UP, the JP and the IP under SELF, PLF and DLF. The simulation results revealed that an increase in sample size and/or test termination time produced improved (in terms of closeness)and reliable (in terms of posterior risk) Bayes estimates. It is concluded that with an increase in sample size and/or test termination time, the posterior risks decrease.To estimate component as well as proportion parameters, priors can be ordered with respect to their performance as: IP < JP < UP. The ordering of loss functions depends upon the parameters being estimated. 
