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Abstract
In this paper, we give a necessary and sufficient condition for which a
finitely generated group has a property like Kazhdan’s Property (T ) re-
stricted to one isometric representation on a strictly convex Banach space
without non-zero invariant vectors. Similarly, we give a necessary and suf-
ficient condition for which a finitely generated group has a property like
Property (FH) restricted to the set of the affine isometric actions whose lin-
ear part are one isometric representation on a strictly convex Banach space
without non-zero invariant vectors. If the Banach space is the ℓp space
(1 < p <∞) on a finitely generated group, these conditions are regarded as
an estimation of the spectrum of the p-Laplace operator on the ℓp space and
on the p-Dirichlet finite space respectively.
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Keywords. Finitely generated groups, isometric action, strictly convex Banach spaces.
1 Introduction
A finitely generated group Γ is said to have Kazhdan’s Property (T ), if every
irreducible unitary representation (π,H) does not have almost fixed point, that is,
there exists a positive constant C such that
max
γ∈K
‖π(γ)v − v‖ ≥ C‖v‖
for all v ∈ H , where K is a finite generating subset of Γ. Kazhdan’s Property
(T ) has played important roles in many different subjects (see [2]). A finitely
generated group is said to have Property (FH), if every affine isometric action on
an infinite dimensional Hilbert space has a fixed point. It is known that a finitely
generated group has Kazhdan’s Property (T ) if and only if it has Property (FH).
Bader, Furman, Gelander, and Monod [1] introduce a generalization of Kazh-
dan’s Property (T ) and Property (FH) to a Banach space B, and call these Prop-
erty (TB) and Property (FB) respectively. They prove that a finitely generated
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group has Property (TLp([0,1])) for p ∈ [1,∞) if and only if it has Kazhdan’s
Property (T ), which is Property (TL2([0,1])). They also, and Chatterji, Drut¸u and
Haglund [5], prove that a finitely generated group has Property (FLp([0,1])) for
p ∈ [1, 2] if and only if it has Property (FH), which is Property (FL2([0,1])). On
the contrary, Bourdon and Pajot [4] show that an infinite hyperbolic group Γ,
which may have Property (FH), does not have Property (FLp(Γ)) if p is large
enough. As this result shows, in general, Property (FH) and Property (FB) are
different.
In this paper, for a strictly convex Banach space B, we investigate Property
(TB) restricting to one linear isometric action without non-zero invariant vectors,
via the variation of the displacement function with respect to the orbit of a finite
generating subset of a finitely generated group. Also we investigate Property (FB)
restricting to the set of the affine isometric actions whose linear part are one linear
isometric action on B without non-zero invariant vectors.
We show the following: Let Γ be a finitely generated group, K a finite gener-
ating set of Γ, and B a strictly convex Banach space. We define the displacement
function
Fα,r(v) :=

∑
γ∈K
‖α(γ, v)− v‖rm(γ)


1/r
, Fα,∞(v) := max
γ∈K
‖α(γ, v)− v‖
at v ∈ B for an affine isometric action α of Γ on B and 1 ≤ r < ∞, where m
is a weight on K. The absolute gradient |∇−Fα,r|(v) is the maximum descent of
Fα,r(v) around v (see Definition 3.2 for details). Let π be a linear isometric action
of Γ on B without non-zero invariant vectors, and 1 ≤ r ≤ ∞.
Theorem 1.1. The following are equivalent.
(i) There is a positive constant C′ such that every v ∈ B satisfies
max
γ∈K
‖π(γ, v)− v‖ ≥ C′‖v‖.
(ii) There is a positive constant C such that every v ∈ B\{0} satisfies
|∇−Fπ,r|(v) ≥ C.
Denote by A(π) the set of the affine isometric actions whose linear part are π.
Theorem 1.2. The following are equivalent.
(i) Every α ∈ A(π) has a fixed point.
(ii) For every α ∈ A(π), there is a positive constant C such that every v ∈ B
with Fα,r(v) > 0 satisfies
|∇−Fα,r|(v) ≥ C.
Furthermore, in (ii), C can be a constant independent of each α.
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We apply these theorems to the left regular representation λΓ,p of Γ on ℓ
p(Γ)
(1 < p < ∞). Let ∆p be the p-Laplace operator on Dp(Γ) which is the Dirichlet
finite function space (see Section 6 for details). Then we have
Corollary 1.3. The following are equivalent.
(i) There is a positive constant C′ such that every f ∈ ℓp(Γ) satisfies
max
γ∈K
‖λΓ,p(γ)f − f‖ℓp(Γ) ≥ C
′‖f‖ℓp(Γ).
(ii) There is a positive constant C such that every f ∈ ℓp(Γ) satisfies
‖∆pf‖ℓq(Γ) ≥ C‖f‖
p−1
Dp(Γ)
,
where q is a conjugate exponent of p.
If p = 2, these conditions are equivalent to a lower estimation of the spectrum
of ∆2 on ℓ
p(Γ).
Corollary 1.4. The following are equivalent.
(i) Every α ∈ A(λΓ,p) has a fixed point.
(ii) There is a positive constant C such that every f ∈ Dp(Γ) satisfies
‖∆pf‖ℓq(Γ) ≥ C‖f‖
p−1
Dp(Γ)
,
where q is the conjugate exponent of p.
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2 Strictly convex Banach spaces
In this section, we review the definitions and several properties of strictly convex
Banach spaces, smooth Banach spaces, uniformly convex Banach spaces and uni-
formly smooth Banach spaces. Basic references are [3], [7] and [8]. We denote by
(B∗, ‖ ‖B∗) the dual Banach space of a Banach space (B, ‖ ‖).
Definition 2.1. A Banach space (B, ‖ ‖) is said to be strictly convex if ‖v+u‖ < 2
for all v, u ∈ B with v 6= u, ‖v‖ ≤ 1 and ‖u‖ ≤ 1.
Definition 2.2. A Banach space (B, ‖ ‖) is said to be uniformly convex if the
modulus of convexity of B
δB(ǫ) := inf
{
1−
‖u+ v‖
2
: ‖u‖ ≤ 1, ‖v‖ ≤ 1 and ‖u− v‖ ≥ ǫ
}
is positive for all ǫ > 0.
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A uniformly convex Banach space is strictly convex obviously. For instance,
Lp spaces (1 < p <∞) are uniformly convex Banach spaces.
A support functional at v ∈ B is a functional f ∈ B∗ such that ‖f‖B∗ = 1 and
f(v) = ‖v‖.
Definition 2.3. A Banach space is said to be smooth if every non-zero vector has
a unique support functional.
We denote by j(v) the support functional at a non-zero vector v in a smooth
Banach space B, and call j the duality map. For the trivial vector 0 of B, we set
j(0) to be the zero functional on B. If B is a real smooth Banach space, then
j(v)u = lim
t→0
‖v + tu‖ − ‖v‖
t
for all v ∈ B\{0} and u ∈ B.
Definition 2.4. A Banach space (B, ‖ ‖) is said to be uniformly smooth if the
modulus of smoothness of B
ρB(τ) := sup
{
‖u+ v‖
2
+
‖u− v‖
2
− 1 : ‖u‖ ≤ 1 and ‖v‖ ≤ τ
}
satisfies that ρB(τ)/τ → 0 when τ ց 0.
A real uniformly smooth Banach space B is smooth. Furthermore, the duality
map j from the unit sphere ofB into the unit sphere ofB∗ is a uniformly continuous
map with a uniformly continuous inverse. For a complex number c ∈ C, let
Re c denote the real part of c. Note that for any w∗ ∈ B∗ we have ‖w∗‖B∗ =
max{|Re(w∗(v))| : v ∈ B, ‖v‖ = 1}. This is because for any w∗ ∈ B∗ and any
v ∈ B there is t ∈ C such that ‖t‖ = 1 and w∗(tv) ∈ R. The following proposition
for the case that B is real is Proposition A.5. in [3].
Proposition 2.5. Let B be a uniformly smooth Banach space. Then
‖j(v)− j(u)‖B∗ ≤ 2ρB
(
2
∥∥∥∥ v‖v‖ − u‖u‖
∥∥∥∥
)/∥∥∥∥ v‖v‖ − u‖u‖
∥∥∥∥
for all v, u ∈ B\{0} with v 6= u.
Proof. For u ∈ B\{0} and v ∈ B, we have
Re(j(u)v) + ‖u‖ = Re(j(u)(v + u)) ≤ |j(u)(v + u)| ≤ ‖v + u‖.
Hence Re(j(u)v) ≤ ‖u+ v‖ − ‖u‖.
Fix x, y ∈ B\{0} with x 6= y. Since any u ∈ B\{0} satisfies j(u) = j(u/‖u‖),
we may assume that ‖x‖ = ‖y‖ = 1. Take an arbitrary z ∈ B with ‖z‖ = ‖x− y‖.
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Then
Re((j(y)− j(x))z) = Re(j(y)z)− Re(j(x)z)
≤ ‖y + z‖ − ‖y‖ − Re(j(x)z) + ‖x‖ − Re(j(x)y)
= ‖y + z‖ − 1 + Re(j(x)(x − y − z))
≤ ‖y + z‖ − 1 + ‖x+ (x− y − z)‖ − ‖x‖
= ‖x+ (y − x+ z)‖+ ‖x− (y − x+ z)‖ − 2
≤ 2ρB(‖y − x+ z‖)
≤ 2ρB(2‖y − x‖),
because ρB is nondecreasing and ‖y− x+ z‖ ≤ 2‖y− x‖. Since z is arbitrary, the
proposition follows.
3 Affine isometric actions on a strictly convex Ba-
nach space
In this section, we summarize some definitions and results which relate to an
isometric action α of a finitely generated group on a strictly convex Banach space.
We will introduce a nonnegative continuous function Fα,r on the Banach space
which plays the most important role in this paper, and investigate its behavior
using its absolute gradient.
Let Γ be a finitely generated group and K a finite generating subset of Γ. We
may assume K is symmetric, that is, K−1 = K. We call a positive function m on
K satisfying
∑
γ∈K m(γ) = 1 a weight on K. A weight m on a symmetric finite
generating subset K is said to be symmetric if it satisfies m(γ) = m(γ−1) for all
γ ∈ K.
Let π be a linear isometric action of Γ on a Banach space B. A map c : Γ→ B is
called a π-cocycle if it satisfies c(γγ′) = π(γ)c(γ′)+c(γ) for all γ, γ′ ∈ Γ. A cocycle
is completely determined by its values onK. For an affine isometric action α, there
are a linear isometric action π and a π-cocycle c such that α(γ, v) = π(γ, v)+ c(γ)
for each γ ∈ Γ and v ∈ B. We call π the linear part of α and c the cocycle part
of α, and we write α = π + c. We denote by A(π) the set of the affine isometric
actions whose linear part is π.
We denote by Z1(π) the linear space consisting of all π-cocycles. We define a
linear map d : B → Z1(π) by dv(γ) := π(γ)v − v for each v ∈ B and γ ∈ Γ. Here,
for v ∈ B, we have dv(γγ′) = π(γ)dv(γ′) + dv(γ) for all γ, γ′ ∈ Γ, hence d is well-
defined. We set B1(π) := d(B), and we call an element in B1(π) a π-coboundary.
It is a linear subspace of Z1(π). If π has no non-zero invariant vector, then d is
an isomorphism from B onto B1(π).
The space Z1(π) describes A(π). Each π-coboundary corresponds to such an
affine isometric action having a fixed point. The first cohomology of Γ with π-
coefficient is H1(Γ, π) := Z1(π)/B1(π). Note that H1(Γ, π) vanishes if and only if
every affine isometric action α of Γ on B with the linear part π has a fixed point.
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We endow Z1(π) with the norm
‖c‖r :=

∑
γ∈K
‖c(γ)‖rm(γ)


1/r
for 1 ≤ r <∞, or the norm
‖c‖∞ := max
γ∈K
‖c(γ)‖.
Then Z1(π) becomes a Banach space with respect to each of these norms. Note
that, in general, B1(π) is not closed in Z1(π). Since ‖dv‖r ≤ 2‖v‖ for all v ∈ B
and 1 ≤ r ≤ ∞, d is bounded with respect to each of these norms.
Definition 3.1. For an affine isometric action α = π + c and 1 ≤ r ≤ ∞, we
define Fα,r : B → [0,∞) by Fα,r(v) := ‖dv + c‖r = ‖α(·, v) − v‖r for each v ∈ B
and 1 ≤ r ≤ ∞.
The function Fα,r vanishes at v0 ∈ B if and only if v0 is a fixed point of α.
Using Minkowski’s inequality, we obtain |Fα,r(u) − Fα,r(v)| ≤ 2‖u − v‖ for all
u, v ∈ B, and hence Fα,r is uniformly continuous for each 1 ≤ r ≤ ∞.
A function F on a strictly convex Banach space B is said to be convex if, for
any segment c : [0, l] → B, F (c(tl)) ≤ (1 − t)F (c(0)) + tF (c(l)) for t ∈ [0, 1]. For
an affine isometric action α on a strictly convex Banach space, Fα,r is convex for
each 1 ≤ r ≤ ∞ by an easy computation.
Definition 3.2. We define the absolute gradient |∇−Fα,r| of Fα,r at v ∈ B by
|∇−Fα,r|(v) := max
{
lim sup
u→v,u∈B
Fα,r(v)− Fα,r(u)
‖v − u‖
, 0
}
.
We can regard the function |∇−Fα,r| as the size of the gradient in the direction
which decreases Fα,r most. Note that |∇−Fα,r|(v) ≤ 2 for any v ∈ B. The
absolute gradient |∇−Fα,r| has the following properties: The following Proposition
3.3, Corollary 3.4 and Proposition 3.5 were proved by Mayer [9] for a Hadamard
space. His proofs are valid for Banach spaces.
Proposition 3.3 ([9], Proposition 2.34).
|∇−Fα,r|(v) = max
{
sup
u6=v,u∈B
Fα,r(v) − Fα,r(u)
‖v − u‖
, 0
}
at all v ∈ B.
Corollary 3.4 ([9], Corollary 2.35). A point v0 ∈ B minimizes Fα,r if and only
if |∇−Fα,r| vanishes at v0.
Proposition 3.5 ([9], Proposition 2.25). The absolute gradient |∇−Fα,r| is lower
semicontinuous on B.
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4 A proof of Theorem 1.1 and Theorem 1.2
In this section, we will give a proof of Theorem 1.1 and Theorem 1.2.
Proof of Theorem 1.1. Note that (i) is equivalent to the condition that there is a
positive constant C′ such that Fπ,r(v) ≥ C
′‖v‖ for all v ∈ B. Note that Fπ,r is
convex, and Fπ,r(av) = aFπ,r(v) for a > 0 and v ∈ B. If we assume (i), we get
|∇−Fπ,r|(v) ≥ lim
t→0, t>0
Fπ,r(v)− Fπ,r(tv)
‖v − tv‖
=
(1 − t)Fπ,r(v)
(1− t)‖v‖
≥ C′.
Therefore we have (ii).
On the other hand, we assume (ii). Hence, by Proposition 3.3, for all v ∈ B\{0}
sup
u∈B\{v}
Fπ,r(v)− Fπ,r(u)
‖v − u‖
≥ C.
In particular, Fπ,r(v) > 0 for all v ∈ B\{0}. Besides we assume that (i) is
false, that is, for every ǫ′ > 0 there is a non-zero vector v ∈ B\{0} such that
Fπ,r(v) < ǫ
′‖v‖. Then for 0 < ǫ < 1 we can take w0 ∈ B such that ‖w0‖ = 1 and
Fπ,r(w0) < (1− ǫ)ǫC. Set for w ∈ B
P (w) :=
{
u ∈ B\{w} :
Fπ,r(w) − Fπ,r(u)
‖w − u‖
≥ (1 − ǫ)C
}
.
By the assumption, P (w) is not empty for any w ∈ B\{0}. Since Fπ,r(0) = 0
and Fπ,r(u) ≥ 0 for any u ∈ B, P (w) does not contain the origin 0 of B for any
w ∈ B\{0}. For u ∈ P (w0), we have
(1 − ǫ)C‖w0 − u‖ ≤ Fπ,r(w0) < (1− ǫ)ǫC
and hence, ‖w0 − u‖ < ǫ. Therefore ‖u‖ > 1− ǫ for all u ∈ P (w0).
First, consider the case where infv∈P (w0) Fπ,r(v) 6= 0. Take w1 ∈ P (w0) such
that
Fπ,r(w1) ≤ (1 + ǫ) inf
v∈P (w0)
Fπ,r(v).
Since w1 ∈ P (w0), for any v ∈ P (w1), we have
Fπ,r(w0)− Fπ,r(v)
‖w0 − v‖
≥
(Fπ,r(w0)− Fπ,r(w1)) + (Fπ,r(w1)− Fπ,r(v))
‖w0 − w1‖+ ‖w1 − v‖
≥
(1− ǫ)C‖w0 − w1‖+ (1− ǫ)C‖w1 − v‖
‖w0 − w1‖+ ‖w1 − v‖
= (1− ǫ)C.
Hence v ∈ P (w0) holds, that is, P (w1) ⊂ P (w0). Thus infv∈P (w1) Fπ,r(v) 6= 0.
Inductively, for each i ∈ N, we can take wi ∈ P (wi−1) such that Fπ,r(wi) ≤
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(1 + ǫi) infv∈P (wi−1) Fπ,r(v). Then we have P (wi) ⊂ P (wi−1) for each i ∈ N and
infv∈P (wi) Fπ,r(v) 6= 0. Thus for u ∈ P (wi) we have
‖wi − u‖ ≤
Fπ,r(wi)− Fπ,r(u)
(1− ǫ)C
≤
(1 + ǫi) infv∈P (wi−1) Fπ,r(v)− infv∈P (wi) Fπ,r(v)
(1− ǫ)C
≤
(1 + ǫi) infv∈P (wi−1) Fπ,r(v)− infv∈P (wi−1) Fπ,r(v)
(1 − ǫ)C
=
ǫi infv∈P (wi−1) Fπ,r(v)
(1− ǫ)C
.
Since wi ∈ P (wi−1) and Fπ,r(wj) ≤ Fπ,r(wj−1) for each j ∈ N, we have
‖wi − v‖ ≤
ǫiFπ,r(wi)
(1 − ǫ)C
≤
ǫiFπ,r(w0)
(1− ǫ)C
for all v ∈ P (wi). Therefore, for any ǫ
′ > 0, there exists i ∈ N such that, for every
j, k ≥ i,
‖wj − wk‖ ≤ diamP (wi) ≤ 2
ǫiFπ,r(w0)
(1 − ǫ)C
< ǫ′.
Since B is complete, the sequence {wi} converges to some point w∞ ∈ B. We
have ‖w∞‖ ≥ 1 − ǫ, in particular, w∞ 6= 0, because ‖wi‖ > 1 − ǫ for all i ∈ N.
Since the function
F ′i (v) :=
Fπ,r(wi)− Fπ,r(v)
‖wi − v‖
is upper semicontinuous on B\{wi}, the subset
{v ∈ B\{wi} : F
′
i (v) < (1− ǫ)C} = B\({v ∈ B : F
′
i (v) ≥ (1− ǫ)C} ∪ {wi})
= B\(P (wi) ∪ {wi})
is open, that is, P (wi) ∪ {wi} is closed for every i. Hence limi→∞ diamP (wi) = 0
implies that
⋂∞
i=0(P (wi) ∪ {wi}) = {w∞}. However, by the assumption there
exists v0 ∈ B\{w∞} such that
Fπ,r(w∞)− Fπ,r(v0)
‖w∞ − v0‖
≥ (1 − ǫ)C.
Since w∞ ∈ P (wi+1) ∪ {wi+1} ⊂ P (wi), Fπ,r(v0) < Fπ,r(w∞) < Fπ,r(wi) for each
i, in particular, wi 6= v0. Thus we have
Fπ,r(wi)− Fπ,r(v0)
‖wi − v0‖
≥
(Fπ,r(wi)− Fπ,r(w∞)) + (Fπ,r(w∞)− Fπ,r(v0))
‖wi − w∞‖+ ‖w∞ − v0‖
≥
(1− ǫ)C‖wi − w∞‖+ (1 − ǫ)C‖w∞ − v0‖
‖wi − w∞‖+ ‖w∞ − v0‖
= (1− ǫ)C
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for every i. This implies that v0 ∈
⋂∞
i=1(P (wi)∪{wi}) = {w∞}, that is, w∞ = v0.
This contradicts v0 ∈ B\{w∞}.
Secondly, we treat the case where infv∈P (w0) Fπ,r(v) = 0. Take w
′
1 ∈ P (w0)
such that Fπ,r(w
′
1) ≤ ǫFπ,r(w0). As the first case, P (w
′
1) is a subset of P (w0).
If infv∈P (w′
1
) Fπ,r(v) 6= 0, then we can deduce a contradiction as the first case.
Hence, inductively, for each i ∈ N, we suppose that infv∈P (w′
i
) Fπ,r(v) = 0. Take
w′i ∈ P (w
′
i−1) such that F (w
′
i) ≤ ǫF (w
′
i−1). Then we have P (w
′
i) ⊂ P (w
′
i−1) for
each i ∈ N. Thus for u ∈ P (w′i) we have
‖w′i − u‖ ≤
F (w′i)− F (u)
(1 − ǫ)C
≤
ǫF (w′i−1)
(1− ǫ)C
≤
ǫiF (w′0)
(1− ǫ)C
.
As the first case, w′i converges to some w
′
∞ ∈ B with ‖w
′
∞‖ ≥ 1 − ǫ, and⋂∞
i=0(P (w
′
i) ∪ {w
′
i}) = {w
′
∞}. Therefore we can deduce a contradiction as the
first case.
Proof of Theorem 1.2. Since Fα,r is continuous and convex, infv∈B |∇−Fα,r|(v) =
0 by Lemma 5.4 in [12]. Hence, if condition (ii) holds, there exists x0 ∈ N with
Fα,r(x0) = 0. The point x0 is a fixed point of α.
Suppose (i). Condition (i) is equivalent to the condition that the first cohomol-
ogy H1(Γ, π) vanishes, that is, B1(π) coincides with Z1(π). Since π does not have
non-zero invariant vectors, d : B → B1(π) is one-to-one. Hence the open map-
ping theorem implies that the inverse map d−1 of d is bounded. Thus there exists
C > 0 satisfying ‖v‖ = ‖d−1(dv)‖ ≤ C‖dv‖r for all v ∈ B. Take an arbitrary affine
isometric action α ∈ A(π). Then there exists a fixed point v0 ∈ B of α. Since
π(γ)v = α(γ)(v+ v0)− v0 for all v ∈ B and γ ∈ Γ, we have Fα,r(v+ v0) = Fπ,r(v)
for all v ∈ B. Therefore we may assume that α coincides with π. By the definition
of d, we have Fπ,r(v) = ‖dv‖r for all v ∈ B. Hence we have
|∇−Fπ,r|(v) ≥ lim
ǫ→0
Fπ,r(v)− Fπ,r(vǫ)
‖v − vǫ‖
= lim
ǫ→0
‖dv‖r − ‖dvǫ‖r
ǫ‖v‖
= lim
ǫ→0
ǫ‖dv‖r
ǫ‖v‖
≥
1
C
for all non-zero vectors v ∈ B, where vǫ := (1−ǫ)v for ǫ > 0. Since Fπ,r(0) = 0, we
have completed the proof. Since C is independent of each π-cocycle, the constant
C′ in the theorem can be independent of each α.
5 A description of the absolute gradient of Fα, p
In this section, we see a description of the absolute gradient of Fα,p for an affine
isometric action α of a finitely generated group Γ on some Banach space B and
1 < p < ∞. Suppose that the finite generating set K and the weight m is
symmetric in this section.
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Proposition 5.1. Suppose that B is strictly convex, smooth and real. Let α = π+c
be an affine isometric action of Γ on B. Then for v ∈ B with Fα,p(v) > 0 we have
|∇−Fα,p|(v)
=
1
Fα,p(v)p−1
sup
v∈B;‖u‖=1
∑
γ∈K
‖α(γ)v − v‖p−1j(α(γ)v − v)(π(γ)u − u)m(γ)
=
2
Fα,p(v)p−1
∥∥∥∥∥∥
∑
γ∈K
‖α(γ)v − v‖p−1m(γ)j(α(γ)v − v)
∥∥∥∥∥∥
B∗
.
Proof. Fix v ∈ B such that Fα,p(v) > 0. Since Fα,p is convex, for t ≥ s > 0, we
have
Fα,p(v + su) ≤
(
1−
s
t
)
Fα,p(v) +
s
t
Fα,p(v + tu).
Therefore we have
Fα,p(v)− Fα,p(v + tu)
t
≤
Fα,p(v)− Fα,p(v + su)
s
.
This implies that
lim
ǫ→0
Fα,p(v)− Fα,p(v + ǫu)
ǫ
= sup
s>0
Fα,p(v) − Fα,p(v + su)
s
.
Hence we have
lim sup
u→v,u∈B
Fα,p(v)− Fα,p(u)
‖v − u‖
= sup
u∈B;‖u‖=1
lim
ǫ→0
Fα,p(v)− Fα,p(v + ǫu)
ǫ
.
To calculate the right hand side, we use an inequality in [6, (2.15.1)]:
pbp−1(a− b) ≤ ap − bp ≤ pap−1(a− b)
for a, b > 0. Set Du(γ) := α(γ)u− u for each γ ∈ K and u ∈ B. Then, for a small
ǫ > 0, we have
Fα,p(v)− Fα,p(v + ǫu)
ǫ
≤
Fα,p(v)
p − Fα,p(v + ǫu)
p
pFα,p(v + ǫu)p−1ǫ
=
∑
γ∈K
‖Dv(γ)‖p − ‖D(v + ǫu)(γ)‖p
pFα,p(v + ǫu)p−1ǫ
m(γ)
≤
∑
γ∈K
(
‖Dv(γ)‖p−1
Fα,p(v + ǫu)p−1
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖
ǫ
)
m(γ).
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Similarly, we have
Fα,p(v) − Fα,p(v + ǫu)
ǫ
≥
∑
γ∈K
(
‖D(v + ǫu)(γ)‖p−1
Fα,p(v)p−1
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖
ǫ
)
m(γ).
Since B is real and smooth, for γ ∈ K such that Dv(γ) 6= 0,
lim
ǫ→0
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖
ǫ
= lim
ǫ→0
‖Dv(γ)‖ − ‖Dv(γ) + ǫdu(γ)‖
ǫ
= −j(Dv(γ))(du(γ)),
and, for γ ∈ K such that Dv(γ) = 0,
lim
ǫ→0
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖
ǫ
= lim
ǫ→0
−‖ǫdu(γ)‖
ǫ
= −‖du(γ)‖.
Therefore we have
lim
ǫ→0
Fα,p(v)− Fα,p(v + ǫu)
ǫ
=
∑
γ∈K
‖Dv(γ)‖p−1
Fα,p(v)p−1
(−j(Dv(γ))du(γ))m(γ)
=
1
Fα,p(v)p−1
∑
γ∈K
‖Dv(γ)‖p−1(j(Dv(γ))u − j(Dv(γ))π(γ)u)m(γ).
Since there is u ∈ B at which this limit is nonnegative, the first equality in the
proposition is proved. To prove the last line of this equality, we continue the
computation. For arbitrary γ ∈ K, since π(γ) is a surjective linear isometry,
‖π#(γ−1)j(Dv(γ))‖B∗ = ‖j(Dv(γ))‖B∗ = 1
where π#(γ−1)w∗(v) := w∗(π(γ)v) for w∗ ∈ B∗ and v ∈ B, and(
π#(γ−1)j(Dv(γ))
) (
π(γ−1)Dv(γ)
)
= ‖Dv(γ)‖ = ‖π(γ−1)Dv(γ)‖.
Due to the smoothness of B, π#(γ−1)j(Dv(γ)) coincides with j(π(γ−1)Dv(γ)).
Since c(e) = 0 for the identity element e of Γ, we have π(γ−1)c(γ) + c(γ−1) =
c(γ−1γ) = 0 for all γ, γ′ ∈ Γ. Hence
π(γ−1)Dv(γ) = π(γ−1)α(γ)v − π(γ−1)v
= π(γ−1)π(γ)v + π(γ−1)c(γ)− π(γ−1)v
= v − c(γ−1)− π(γ−1)v
= −Dv(γ−1).
We get π#(γ−1)j(Dv(γ)) = j(−Dv(γ−1)) = −j(Dv(γ−1)). Because
‖Dv(γ−1)‖ = ‖π(γ−1)Dv(γ)‖ = ‖Dv(γ)‖
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and m is symmetric, we have∑
γ∈K
‖Dv(γ)‖p−1(j(Dv(γ))u − j(Dv(γ))(π(γ)u))m(γ)
=
∑
γ∈K
‖Dv(γ)‖p−1(j(Dv(γ))u + j(Dv(γ−1))u)m(γ)
= 2
∑
γ∈K
‖Dv(γ)‖p−1(j(Dv(γ))u)m(γ).
Therefore we obtain
lim sup
u→v,u∈B
Fα,p(v)− Fα,p(u)
‖v − u‖
= sup
u∈B;‖u‖=1
1
Fα,p(v)p−1

2∑
γ∈K
‖Dv(γ)‖p−1m(γ)j(Dv(γ))

 u
=
2
Fα,p(v)p−1
∥∥∥∥∥∥
∑
γ∈K
‖Dv(γ)‖p−1m(γ)j(Dv(γ))
∥∥∥∥∥∥
B∗
.
Proposition 5.2. Suppose that B is uniformly convex and uniformly smooth. Let
α = π+c be an affine isometric action of Γ on B. Then for v ∈ B with Fα,p(v) > 0
we have
|∇−Fα,p|(v)
=
1
Fα,p(v)p−1
sup
v∈B;‖u‖=1
∑
γ∈K
‖α(γ)v − v‖p−1Re j(α(γ)v − v)(π(γ)u − u)m(γ)
=
2
Fα,p(v)p−1
∥∥∥∥∥∥
∑
γ∈K
‖α(γ)v − v‖p−1m(γ)j(α(γ)v − v)
∥∥∥∥∥∥
B∗
.
Proof. Set Du(γ) := α(γ)u − u for each u ∈ B and γ ∈ K. Fix v ∈ B such that
Fα,p(v) > 0. As in the proof of Proposition 5.1, for a small ǫ > 0 we have∑
γ∈K
(
‖Dv(γ)‖p−1
Fα,p(v + ǫu)p−1
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖
ǫ
)
m(γ)
≥
Fα,p(v) − Fα,p(v + ǫu)
ǫ
≥
∑
γ∈K
(
‖D(v + ǫu)(γ)‖p−1
Fα,p(v)p−1
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖
ǫ
)
m(γ).
Because D(v + ǫu)(γ) = Dv(γ) + ǫdu(γ), for γ ∈ K such that Dv(γ) 6= 0, we get
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖ ≤ Re j(Dv(γ))(Dv(γ) −D(v + ǫu)(γ))
= −ǫRe j(Dv(γ))(du(γ)),
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and
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖ ≥ Re j(D(v + ǫu)(γ))(Dv(γ) −D(v + ǫu)(γ))
= −ǫRe j(D(v + ǫu)(γ))(du(γ)).
Since D(v + ǫu)(γ) 6= 0 for small ǫ > 0, we obtain∥∥∥∥ D(v + ǫu)(γ)‖D(v + ǫu)(γ)‖ − Dv(γ)‖Dv(γ)‖
∥∥∥∥
=
∥∥∥∥Dv(γ) + ǫdu(γ)‖D(v + ǫu)(γ)‖ − Dv(γ)‖D(v + ǫu)(γ)‖ ‖D(v + ǫu)(γ)‖‖Dv(γ)‖
∥∥∥∥
=
∥∥∥∥
(
1−
‖D(v + ǫu)(γ)‖
‖Dv(γ)‖
)
Dv(γ)
‖D(v + ǫu)(γ)‖
+ ǫ
du(γ)
‖D(v + ǫu)(γ)‖
∥∥∥∥
≤
∣∣∣∣1− ‖D(v + ǫu)(γ)‖‖Dv(γ)‖
∣∣∣∣ ‖Dv(γ)‖‖D(v + ǫu)(γ)‖ + ǫ ‖du(γ)‖‖D(v + ǫu)(γ)‖
→ 0 (as ǫ→ 0).
Hence, by Proposition 2.5 and the uniform smoothness of B, j(D(v + ǫu)(γ))
converges to j(Dv(γ)) in B∗ as ǫ → 0. On the other hand, for γ ∈ K such that
Dv(γ) = 0, we have
‖Dv(γ)‖ − ‖D(v + ǫu)(γ)‖
ǫ
=
−‖ǫdu(γ)‖
ǫ
= −‖du(γ)‖.
Hence we have
lim
ǫ→0
Fα,p(v) − Fα,p(v + ǫu)
ǫ
= −
∑
γ∈K
(
‖Dv(γ)‖p−1
Fα,p(v)p−1
Re j(Dv(γ))(du(γ))
)
m(γ).
Therefore, using the equality ‖w∗‖B∗ = max{|Re(w
∗(v))| : v ∈ B, ‖v‖ = 1} for
w∗ ∈ B∗, as in the proof of Proposition 5.1, the proposition follows.
Corollary 5.3. Let α be an affine isometric action of Γ on Lp(W, ν), where
1 < p < ∞ and (W, ν) is a measure space. For any f ∈ Lp(W, ν) such that
Fα,p(f) > 0, we have
|∇−Fα,p|(f) = 2‖Gα,p(f)‖Lq(W,ν)/Fα,p(f)
p−1.
Here q is the conjugate exponent of p, that is, q = p/(p− 1), and
Gα,p(f)(x) =
∑
γ∈K
|α(γ)f(x)− f(x)|p−2(α(γ)f(x) − f(x))m(γ)
for x ∈W , where |α(γ)f(x)− f(x)|p−2 = 0 if f(x) = α(γ)f(x) and p < 2.
Proof. For f ∈ Lp(W, ν), we have j(f) = |f |p−2f¯/‖f‖p−1Lp(W,ν), where f¯ is the
complex conjugation of f . Indeed, we have∫
W
(
|f(x)|p−2f¯(x)
‖f‖p−1Lp(W,ν)
)
f(x)dν(x) =
∫
W
|f(x)|p
‖f‖p−1Lp(W,ν)
dν(x) = ‖f‖Lp(W,ν)
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and∫
W
∣∣∣∣∣ |f(x)|
p−2f¯(x)
‖f‖p−1Lp(W,ν)
∣∣∣∣∣
q
dν(x) =
∫
W
|f(x)|(p−1)q
‖f‖
(p−1)q
Lp(W,ν)
dν(x) =
∫
W
|f(x)|p
‖f‖pLp(W,ν)
dν(x) = 1
We have thus proved the corollary.
Since α(γ)v − v = (dv + c)(γ) for all γ ∈ Γ and v ∈ B, by Proposition 5.1 and
Proposition 5.2, if B is strictly convex, smooth and real, or uniformly convex and
uniformly smooth, then for 1 < p <∞
|∇−Fα,p|(v) =
2
‖dv + c‖p−1p
∥∥∥∥∥∥
∑
γ∈K
‖(dv + c)(γ)‖p−1m(γ)j((dv + c)(γ))
∥∥∥∥∥∥
B∗
for all v ∈ B such that ‖dv + c‖p > 0. Hence for C > 0, |∇−Fα,p|(v) ≥ C for all
v ∈ B such that Fα,p(v) > 0 if and only if∥∥∥∥∥∥
∑
γ∈K
‖(dv + c)(γ)‖p−1m(γ)j((dv + c)(γ))
∥∥∥∥∥∥
B∗
≥
C
2
‖dv + c‖p−1p
for all v ∈ B. From Theorem 1.1, we have
Corollary 5.4. Let π be a linear isometric action of Γ on B without non-zero
invariant vectors. Suppose that B is either strictly convex, smooth and real, or
uniformly convex and uniformly smooth. Then the following are equivalent.
(i) There is a positive constant C′ such that every v ∈ B satisfies
max
γ∈K
‖π(γ, v)− v‖ ≥ C′‖v‖.
(ii) There is a positive constant C such that∥∥∥∥∥∥
∑
γ∈K
‖dv(γ)‖p−1m(γ)j(dv(γ))
∥∥∥∥∥∥
B∗
≥ C‖dv‖p−1p
for all v ∈ B.
There exists a one-to-one correspondence between Z1(π) and A(π) if π has no
non-zero invariant vector and the origin of B is fixed. Since dv + c is a π-cocycle,
from Theorem 1.2, we have
Corollary 5.5. Let π be a linear isometric action of Γ on B without non-zero
invariant vectors. Suppose that B is either strictly convex, smooth and real, or
uniformly convex and uniformly smooth. Then every α ∈ A(π) has a fixed point if
and only if there exists C > 0 such that∥∥∥∥∥∥
∑
γ∈K
‖c(γ)‖p−1m(γ)j(c(γ))
∥∥∥∥∥∥
B∗
≥ C‖c‖p−1p
for all c ∈ Z1(π).
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6 An application of the theorems to an ℓp space
Let Γ be a finitely generated infinite group, K a symmetric finite generating subset
of Γ, m a symmetric weight on K, and 1 < p <∞.
We denote by F(Γ) the space of all complex-valued functions on Γ. The fol-
lowing argument is also valid for real-valued case. The left regular representation
λΓ of Γ on F(Γ) is defined by λΓ(γ)f(γ
′) = f(γ−1γ′) for each f ∈ F(Γ) and
each γ, γ′ ∈ Γ. We define a linear map d on F(Γ) by df(γ) := λΓ(γ)f − f
for each f ∈ F(Γ) and γ ∈ Γ. The Lebesgue space ℓp(Γ) is the Banach space
{f ∈ F(Γ) :
∑
γ∈Γ |f(γ)|
p < ∞} with the norm ‖f‖ℓp(Γ) := (
∑
γ∈Γ |f(γ)|
p)1/p.
The restriction of λΓ to ℓ
p(Γ) is a linear isometric action without non-zero invari-
ant vectors, and we denote it by λΓ,p.
We say that f ∈ F(Γ) is p-Dirichlet finite if df(γ) ∈ ℓp(Γ) for each γ ∈ K, and
we denote by Dp(Γ) the space of all p-Dirichlet finite functions. The space ℓ
p(Γ)
is a subspace of Dp(Γ). The space of all constant functions on Γ is also a subspace
of Dp(Γ), and is regarded as C. Since this is the kernel of d, we can define a norm
on Dp(Γ)/C by
‖f‖Dp(Γ) =

∑
γ∈K
‖df(γ)‖pℓp(Γ)m(γ)


1/p
.
Since
λΓ,p(γ)df(γ
′) + df(γ) = λΓ(γ)λΓ(γ
′)f − λΓ(γ)f + λΓ(γ)f − f
= λΓ(γγ
′)f − f
= df(γγ′)
for all f ∈ Dp(Γ) and γ, γ
′ ∈ Γ, we obtain df ∈ Z1(λΓ,p) for f ∈ Dp(Γ).
Furthermore, it is proven by Puls in [10] and [11] that d(Dp(Γ)) = Z
1(λΓ,p).
Recall that B1(λΓ,p) = d(ℓ
p(Γ)). Therefore d induces an isometric isomorphism
from Dp(Γ)/C onto Z
1(λΓ,p) and a linear isomorphism from Dp(Γ)/(ℓ
p(Γ) ⊕ C)
onto H1(Γ, λΓ). Hence, for any affine isometric action α on ℓ
p(Γ) with the linear
part λΓ,p, there exists a unique fα ∈ Dp(Γ) up to constant functions such that
the cocycle part c of α coincides with dfα and ‖c‖p = ‖fα‖Dp(Γ). In particular,
fλΓ,p ≡ 0.
The p-Laplacian ∆pf of f ∈ Dp(Γ) is defined by
∆pf(x) :=
∑
γ∈K
|df(γ)(x)|p−2(df(γ)(x))m(γ)
where for p < 2 we set |df(γ)(x)|p−2 = 0 whenever |df(γ)(x)| = 0. Since
Fα,p(f) = ‖df + dfα‖p = ‖f + fα‖Dp(Γ)
for all f ∈ ℓp(Γ), using Corollary 5.3, we have
|∇−Fα,p|(f) =
2‖∆p(f + fα)‖ℓq(Γ)
‖f + fα‖
p−1
Dp(Γ)
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for all f ∈ ℓp(Γ) such that Fα,p(f) > 0. In particular,
|∇−FλΓ,p,p|(f) =
2‖∆pf‖ℓq(Γ)
‖f‖p−1Dp(Γ)
for all f ∈ ℓp(Γ) such that FλΓ,p,p(f) > 0. Hence Theorem 1.1 implies
Corollary 6.1. The following are equivalent.
(i) There is a positive constant C′ such that every f ∈ ℓp(Γ) satisfies
max
γ∈K
‖λΓ,p(γ)f − f‖ℓp(Γ) ≥ C
′‖f‖ℓp(Γ).
(ii) There is a positive constant C such that every f ∈ ℓp(Γ) satisfies
‖∆pf‖ℓq(Γ) ≥ C‖f‖
p−1
Dp(Γ)
,
where q is a conjugate exponent of p.
By the proof of Theorem 1.1, if C′′ > 0 satisfies C′′ ≤ C, then C′′ satisfies
condition (ii) as C. For g ∈ ℓq(Γ) and f ∈ ℓp(Γ), set 〈g, f〉 :=
∑
γ∈Γ g(γ)f(γ).
Assume that there is a positive constant C such that every f ∈ ℓp(Γ) satisfies
〈∆pf, f〉 ≥ C‖f‖
p
ℓp(Γ). Then, using Ho¨lder’s inequality, we easily deduce condition
(i) in Corollary 6.1. On the other hand, for f ∈ ℓp(Γ)
‖f‖Dp(Γ) = FλΓ,p,p(f) ≥ max
γ∈K
‖λΓ,p(γ)f − f‖ℓp(Γ)/|K|
1/p.
Therefore, if condition (i) and condition (ii) in Corollary 6.1 holds, then there is a
positive constant C′′ such that every f ∈ ℓp(Γ) satisfies ‖∆pf‖ℓq(Γ) ≥ C
′′‖f‖p−1ℓp(Γ).
In particular, if p = 2, these represent a lower estimation of the spectrum of ∆2.
Theorem 1.2 implies
Corollary 6.2. The following are equivalent.
(i) Every α ∈ A(λΓ,p) has a fixed point.
(ii) There is a positive constant C such that every f ∈ Dp(Γ) satisfies
‖∆pf‖ℓq(Γ) ≥ C‖f‖
p−1
Dp(Γ)
,
where q is the conjugate exponent of p.
In particular, if p = 2, condition (ii) in Corollary 6.2 can be regarded as rep-
resenting a lower estimation of the spectrum ∆2 with respect to an inner product
on D2(Γ).
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