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1 Overview 
1.1 Document purpose 
This report is part of the first phase of the work package WP2 of INVISIP 
project concerning the technological analysis. It describes the result of the 
tasks T2.2: "State of the Art on Data Mining". This result will be joined with 
the result of the task T2.1: "State of the Art on Analysis Tools" in the 
Deliverable D2 to define the analysis instruments which could be used as 
add-on for local planning tools. 
 
The aim of this report is to present the current situation of data mining and 
actual methods used to interpret a large set of data.  
The document presents the current knowledge in data mining shared today 
by all the people involved in management of large database: it presents 
data mining techniques and algorithms, how they work and their usability to 
integration in further instruments. More emphasis will be given to the 
integration of data mining and visualisation techniques (Visual data mining) 
to investigate new tools of analysis for geo-data. 
 
The findings of the investigation in this phase will be used as input in the 
subsequent stage of the project. 
 
1.2 Partner task 
This document is part of the knowledge shared by the partners concerning 
data mining. The partners involved in this task are IMA and KTH. 
 
1.3 Document structure 
The report provides a fairly comprehensive overview of data mining 
technology, techniques and applications. 
All the methods and strategies shown in this document are currently used 
in some software on the market or are proposed in international literature. 
  
Page 8 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
 
We examine the current state of data mining and knowledge discovery 
technology. In particular we try to identify discuss research challenges and 
potential impacts in mining geo-data.  
 
The report is organised as follows. 
We begin with clarifying the relationship between knowledge discovery and 
data mining: a definition of the KDD process and basic data mining 
methods are illustrated. We proceed to present an overview of data mining 
algorithms: we group them in temporal, spatial and spatio-temporal 
algorithms.  
In the second part we focus on the integration of data mining and 
visualisation and a survey of visualisation techniques for data mining is 
presented.  
In the third part we mainly perform some consideration on the mining 
activities for geo-data and we present an overview of some applications.   
Finally a short overview of the most used data mining tools is presented. 
 
We have tried our best to obtain references from books, journals, 
magazines and conference and workshop proceedings. Moreover we also 
intend to provide URLs to web pages as references as they contain 
excellent reference material even if some of them may not be available 
when the report is read. Included are three of the notable Database 
conference series in  
- Data Mining and the Knowledge Discovery in database conference 
usually held in North America,  
- Pacific Asia Knowledge Discovery in database conference usually held 
in Asia or Australia,  
- The principles of Data Mining conference usually held in Europe 
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The end of the report presents a data mining glossary and an appendix to 
help the readers and the partners to understand the following research 
work. 
 
  
Page 10 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
2 Introduction  
In the last decade, we have seen an explosive growth in our capabilities to 
both generate and collect data. Advances in scientific data collection for 
example from remote sensors or from space satellites have generated a 
flood of data. Advances in data storage technology such as faster, higher 
capacity and cheaper storage devices, better database management 
systems and data warehousing technology have allowed us to transform 
this data into "mountains" of stored data. Such volumes of data clearly 
overwhelm the traditional manual methods of data analysis such as 
spreadsheets and ad-hoc queries. These methods can create informative 
reports from data but cannot analyse the contents of those reports to focus 
on important knowledge. There is an urgent need for new methods and 
tools that can intelligently and automatically transform data into information 
and furthermore, synthesize knowledge. These methods and tools are the 
subject of the emerging field of Knowledge Discovery in Database (KDD). 
The interest in KDD has been increasing as it is evident by the number of 
recent workshops and conferences (such as the annual Conference on 
Knowledge Discovery and Data Mining), and a growing number of 
publications and papers devoted to this topic [Roddick et al., 1999], 
[Fayyad et al., 1996], [Roddick et al., 2001a], [Roddick et al., 2001b].  
 
Various terms have been used to refer to the notion of finding useful 
patterns in raw data. These include knowledge/data/information discovery 
and knowledge/data/information extraction. Some of them define data 
mining as the process of extracting previously unknown information while 
knowledge discovery is defined as the process of making sense out of the 
extracted information, other do not differentiate between data mining and 
knowledge discovery [Thuraisingham, 1999]. 
We adopt the view of Fayyad that refers KDD to the overall process of 
discovering useful knowledge from data while data mining refers to the 
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application of algorithms for extracting patterns from data without the 
additional steps of the KDD process. 
 
KDD is an integration of multiple technologies for data management such 
as database management and data warehousing, statistic machine 
learning, decision support, and other such as visualisation and parallel 
computing.  
In this report we try to summarize the most recent relevant research in this 
field giving a special emphasis to the research carried out in data mining 
and visualisation field (visual data mining). 
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3 Data Mining  
In this section we begin by presenting an overview of the whole Knowledge 
Discovery in Database (KDD) process. A short introduction to data 
warehouse is presented as it supports the KDD. Then we discuss the 
primary goals and outcomes of data mining and finally we show the most 
commonly used data mining methods and algorithms to address these 
tasks. 
3.1 Data Warehouse 
An infrastructure that often supports the KDD and consequentially the data 
mining process is the Data Warehouse (DW). The using of data warehouse 
to perform data mining tasks is not mandatory, however in real applications 
its use a need. According to [Inmon, 1996] a data warehouse is a subject 
oriented, integrated, non-volatile, time variant collection of data in support 
of management’s decision.  
We give a brief description of what the previous definition means with term 
as subject oriented, integrated, non-volatility, time variant. We explain the 
terms meaning in analogy with traditional operational databases system to 
get an easy understanding of these concepts. 
• Subject oriented. Classical operational database systems are 
organized around the application of the company. For an insurance 
company, the application may be cars, health and life while the 
major subject area of a corporation might be a customer, policy, 
premium and claim.  
• Integrated. This is referred to the necessity that different data 
source with different encoding, naming, convention and physical 
attributes enter in DW in a consistent way. It is the most important 
aspect of data warehouse. 
• Non-volatile. Data warehouse data exhibit a very different set of 
characteristics with respect to operational databases. The Data 
contained in DW is loaded and accessed but they do not update (in 
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a general sense) what does not occur in the data warehouse 
environment. 
• Time variant. While operational databases contain the “current” 
value of data whose accuracy is valid as of the moment of access 
and it could be updated in every moment, in DW data is nothing 
more than a sophisticated series of snapshot, taken at one moment 
in time. Then the key structure of DW always contains some 
elements of time. 
The main DW purpose is to ensure an efficient access to historical data. 
For this reason, often DW support On-Line Analytical Processing (OLAP) 
tools that provide a multi-dimensional summary view of data. OLAP tools 
allow the user to manipulate these views and explore the data underlying 
the summarized views. In [Chaudhuri et al., 1997] are described the usual 
operations supported in an OLAP tools: 
• Roll-up. Operation that allows to increase the level of aggregation. 
• Drill-down. Operation that allows to decrease the level of 
aggregation. 
• Slice & dice. Operations that allow respectively selection and 
projection. 
• Pivot. Operation that allows the re-orientation of the 
multidimensional data view. 
An OLAP tool commonly used is data cube operator that provides a 
multidimensional data summary based on different aggregation operator as 
max, min, average, variance etc.  
 
An important tool related to DW is metadata. [Inmon, 1996] pointed out that 
for a variety of reasons, metadata become even more important in data 
warehouse than in classical operational environment. Metadata are vital 
because of the fundamental difference in the development life cycle that is 
associated with data warehouse. The data warehouse operates under 
heuristic, iterative, development life cycle. Without a good source of 
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metadata to operate from, the job of the Decision Support System (DSS) 
analyst is more difficult. 
Metadata are also used to manage external data, data that are not 
generate from the corporation‘s own system. This kind of data is 
unstructured or with unpredictable structured. The metadata information 
gives a way to integrate and inspect external data. 
3.2 The Process of Knowledge Discovery  
Knowledge discovery in databases is a non-trivial process of identifying 
patterns in data that are:  valid (in the statistic sense), novel (at least to the 
system and to the user), potentially useful (for a given application) and 
ultimately understandable (immediatly or after postprocessing).  
It is a multi-step process which involves data preparation, search for 
patterns, knowledge evaluation and refinement involving iteration and 
modification. The process is assumed to be non trivial, that is to have some  
degree of research autonomy. 
 
 
Figure 1 ([Ankerst, 2001]) shows the basic flow of steps of KDD process as 
described by Brachman [Brachman et al., 1996].  It is an iterative and 
interactive process involving numerous steps with many decisions taken by 
the user.  
Here we outline some of its basic steps, mainly focusing on the data mining 
task: 
• Selection. A target data set is created by selecting a data set or by 
focusing on a subset of data attributes or data samples, on which 
knowledge discovery is to be performed. 
Figure 1: An overview of the steps of KDD process. 
  
Page 15 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
• Preprocessing. Basic preprocessing operations include removing noise 
if appropriate, accounting for time-sequence information and known 
changes, deciding on strategies for handling missing attribute values 
and collecting the necessary information to model or account for noise. 
• Transformation. The data transformation consists of data reduction and 
data projection to find useful fatures to represent the data depending on 
the goal of the task. The effective number of attributes under 
consideration can be reduced or invariant representation for the data 
can be found. 
• Data mining. It consists on the search for patterns of interest in a 
particular representational form or a set of such representations: such 
as classification rules and trees, clustering or association rules. 
• Evaluation. The mined data are interpreted, possibly returning to any of 
the preceeding steps for further iteration. The evaluation can also 
involve a visualisation of the extracted patterns and models, or a 
visualisation of the data given the extracted model. 
 
The core step of the KDD process is the application of a particular data 
mining method, typically a data analysis algorithm which produces a 
number of patterns within a reasonable time. In the next section we focus 
on the data mining methods and algorithms, which have received the most 
attention in the literature. 
 
3.3 Data Mining Outcomes 
The two primary "high-level" goals of data mining tend to be prediction and 
description. Prediction involves using some variables or fields in the 
database to predict unknown or future values of other variables of interest. 
On the contrary, description focuses on finding human-interpretable 
patterns describing the data.  
Before going on with the description of these topics, we remind some 
concepts and words we cope with in the following. A model is a structure 
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and corresponding interpretation that summarizes or partially summarizes a 
set of data, for description or prediction. The most inductive algorithms 
generate models that can then be used as classifiers, as regressors, as 
patterns for human consumption, and/or as input to subsequent stages of 
the KDD process; a class is a set of objects having particular patterns or 
features; finally, a data item is a representative of data. 
There are various types of data mining in the sense of what the outcomes 
will be and many authors refer to the same outcome by using different 
substantive. Thus, for a clear explanation we first list them and then we 
provide a short explanation. All of these outcomes will be used in the next 
sections to provide a classification of data mining algorithms. 
Some of these outcomes are: 
 
• Classification 
• Clustering 
• Characterization (or Summarization) 
• Regression 
• Change and Deviation Detection (that is Trend Detection) 
• Dependency Analysis and Modeling (Association) 
 
Classification is learning a function that maps (classifies) a data item into 
one of several predefined classes [Weiss et al., 1991]. Classification is 
carried out by developing training sets with preclassified examples and then 
building a model that fits the description of the class [Thuraisingham, 1999]. 
Examples of classification methods used as part of knowledge discovery 
applications are the classification of trends in financial markets, and the 
automated identification of objects of interest in large image databases 
[Fayyad et al., 1996].  
 
Clustering is a common descriptive task where one seeks to identify a finite 
set of categories or clusters to describe the data [Jain et al., 1988]. The 
categories can be mutually exclusive and exhaustive or consist of a richer 
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representation, such as hierarchical or overlapping categories. 
Furthermore, clustering is a data mining outcomes that is often confused 
with classification. While classification classifies an entity based on some 
predefined values of attributes, clustering groups similar records not based 
on some predefined values [Thuraisingham, 1999]. 
Examples of clustering applications in a knowledge discovery context are 
discovering homogeneous subpopulations for consumers in marketing 
databases and identifying subcategories of spectra from infrared sky 
measurements [Cheesman et al., 1996]. 
 
Characterization (or Summarization) is a process that identifies a compact 
description for a subset of data. A simple example would be tabulating the 
mean and standard deviations for all fields. More sophisticated methods 
involve the derivation of summary rules [Agrawal et al., 1996], multivariate 
visualisation techniques, and the discovery of functional relationships 
between variables [Zembowicz et al., 1996]. Finally, summarization 
techniques are often applied to interactive exploratory data analysis and 
automated report generation. 
 
Regression is a method for discovering a function that maps a data item to 
a real-valued prediction variable. Regression applications are many, for 
example, predicting the amount of biomass present in a forest given 
remotely sensed microwave measurements, estimating the probability that 
a patient will survive given the results of a set of diagnostic tests, predicting 
consumer demand for a new product as a function of advertising 
expenditure, and predicting time series where the input variables can be 
time-lagged versions of the prediction variable. 
 
Trend Detection focuses on discovering the most significant changes in the 
data from previously measured or normative values [Berndt et al., 1996], 
[Guyon et al., 1996], [Kloesgen et al., 1996]. 
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Dependency Analysis and Modeling consists of finding a model that 
describes significant dependencies between variables. Dependency 
models exist at two levels: (1) the structural level of the model specifies 
(often in a graphic form) which variables are locally dependent on each 
other and (2) the quantitative level of the model specifies the strengths of 
the dependencies using a numeric scale. For example, probabilistic 
dependency networks use conditional independence to specify the 
structural aspect of the model and probabilities or correlations to specify the 
strengths of the dependencies [Heckerman, 1996]. Probabilistic 
dependency networks are increasingly finding applications in areas as 
diverse as the development of probabilistic medical expert systems from 
databases, information retrieval, and modeling of the human genome. 
 
3.4 Approaches to Data Mining 
Berry and Linoff [Berry et al., 1997] have clearly explained the different 
approaches to data mining. They called them methodologies for data 
mining: their classification is based on the steps one would take to do 
mining and it is not concerned neither with the type of the outcomes nor 
with techniques.  
We can distinguish the following approaches to carry out data mining 
[Thuraisingham, 1999]: Top-down, Botton-up, Hybrid. 
3.4.1 Top-Down Approach 
In the top-down approach you have to start with some idea or a pattern or a 
hypothesis. Then you start querying the database and test your ideas and 
hypothesis: if something that does not confirm your hypothesis appears, the 
hypothesis has to be revised. In general, hypothesis testing is about 
generating ideas, developing models and then evaluating the model to 
determine if the hypothesis is valid or not. Of course the main task is to 
develop a model: if it is not a good one, then you cannot rely on the 
outcome. Moreover the model could simply be a collection of rules of the 
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form “if a person lives in Milan, then he owns a house worth more than 
250K €”; then to evaluate the model, one needs to query the database. In 
the above example, one could query to select all those living in Milan and 
owning houses costing less than 250K €. 
3.4.2 Bottom-Up Approach 
Another approach to data mining is called “bottom-up”. In this approach 
there is no hypothesis to test and, of course, this is much harder as the tool 
has to examine the data and then come up with patterns. The bottom-up 
approach can be distinguished as directed or undirected. In the directed 
data mining, also referred to as supervised learning, you have some ideas 
of what you are looking for. For example, who often travels with Paul to Los 
Angeles? Which item is often purchased with coffee? Like the top-down 
approach, models are developed and they are evaluated based on the data 
you analyze. On the contrary, in the undirected data mining, also referred 
as unsupervised learning in the machine learning literature, you have no 
idea of what you are looking for. Then you ask the tool to find something 
interesting; for instance, in image data mining, the data mining tool can find 
something that it appears as unusual. As before, a model has to be 
developed and evaluated with the data; once something interesting has 
been found, the directed data mining can be applied. 
3.4.3 Hybrid Approach 
The third approach is a so-called hybrid one, since it is a combination of 
both top-down and bottom-up mining. For instance, you can start with 
bottom-up mining, analyze the data and then discover a pattern. This 
pattern could be a hypothesis and you can now use top-down mining to test 
the hypothesis. As a result, you can find new patterns that become a new 
hypothesis; that is, the tool can switch between top-down and bottom-up 
mining and again between directed and undirected mining. 
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3.5 Data Mining Techniques 
There exist a wide variety of data mining techniques. This section surveys 
some of the most widely used techniques: 
• Statistical Analysis and Graph-theoretic Link Analysis 
• Linear Regression and Decision trees 
• Non Linear Regression and Artificial Neural Networks 
• Genetic Algorithms 
• Nearest neighbor method 
• Inductive Logic Programming and Association Rules 
 
The classification system used is an augmented compendium of those 
proposed in [Westphal et al., 1998], [Fayyad et al., 1996], [Thuraisingham, 
1999] and [Losiewicz et al., 2000]. 
3.5.1 Statistical Analysis and Graph-theoretic Link Analysis 
Statistical Analysis and Graph-theoretic Link Analysis are used when it is 
supposed that all attributes of a given class and allow them to make 
contributions to the decision that are equally important and independent of 
one another. This is unrealistic of course, but it leads to a simple scheme 
that works surprisingly well in practice [Witten et al., 2000].  
These techniques are based on Bayes’s rule of conditional probability. Let 
Pr[A] denote the probability of an event A and Pr[A|B] the conditional 
probability of event A towards event B, that is, given A and B be events in 
a random experiment with P[B] > 0, the conditional probability of A given 
B is defined to be  P(A | B) = P(A ∩ B) / P(B). 
 
Then, Bayes’s rule says that if you have a hypothesis H, and evidence E 
which bears on that hypothesis, then 
 
Pr[H|E] = Pr[E|H]Pr[H] / Pr[E] 
 
Many dependency methods employ approaches from graph theory, 
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structuring data into representations of causal links or influence diagrams to 
support sequential or static dependency analysis. The specific formalism 
adopted and the link and node semantics can vary with the domain, so 
effective design of the graph can require domain knowledge. Graph theory 
models are generally easily visualized as node and link dependency 
structures. 
Bayesian nets are probabilistic graphs that represent causal events as 
nodes and evidential dependencies as links. The evidence for belief in a 
leaf node accrues though the system of evidence links, based on the prior 
probabilities of the root nodes. The most tractable Bayesian networks are 
those that are instantiated in a Directed Acyclic Graph (DAG). The edges of 
the graph correspond to the causal or correlational relations that exist 
between the declarative evidence instantiated in the nodes. Associated with 
each node is a value corresponding to a belief or a probability whose value 
lies within the interval [0, 1]. A Bayesian net is evaluated by computing the 
conditional values of the network nodes based upon inputs applied to the 
root nodes that have no incoming edges. Formally, for every node n, there 
is associated evidence e. P[e] is either given by independent prior (root) 
probabilities, or derived via Bayes’ Rule, previously given. Bayes’ Rule 
provides a tractable method for modeling the strengths of one’s beliefs that 
an x is a y, given one’s knowledge that x is also a z, but the requirement to 
estimate prior probabilities could limit the utility of Bayesian networks in 
Data Mining applications (mainly for classification).  
3.5.2 Linear Regression and Decision trees  
Linear regression (or correlation) methods are used to determine the 
relationships between variables to support classification, association and 
clustering. Variations include univariate and multivariate regression. One 
common use of linear regression is to support creation of a decision tree. 
Decision trees are typically induced using a recursive algorithm that 
exhaustively partitions the data starting from an initial state in which all 
training instances are in a single partition, represented by the root node, 
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and progressively creates sub-partitions that are represented by internal or 
leaf nodes. At each non-terminal node, the algorithm branches on values of 
the attribute that best discriminates among the remaining cases [Witten et 
al., 2000]. Each node will correspond to a rule characterizing some explicit 
property of the data, so the creation of a decision tree is a restricted form of 
rule induction in which the resulting rules are mutually exclusive and 
exhaustive. Decision tree induction is fairly straightforward, but the results 
will only be useful if the available features provide sufficient basis for 
meaningful categorization. 
Moreover to reduce computational complexity, heuristics are often applied 
to the selection of linear properties that implicitly omit from consideration 
the vast majority of potential rules. Rule extraction from decision trees can 
be used in data mining to support hypothesis validation. 
3.5.3 Non Linear Regression and Artificial Neural Networks 
Nonlinear regression algorithms are used to support classification, 
association and clustering. Domains whose properties are not well suited to 
linear partitioning can sometimes exploit non-linear algorithms such as 
feed-forward neural nets, adaptive spline methods, and projection pursuit 
regression. 
Neural networks determine implicit rules where the classes invoked are not 
defined classically (e.g., not conforming to the principle of excluded 
middle), or are poorly understood and hence are not amenable to linear 
classification. A neural network is crafted from layers of neural units with 
various network typologies (number of units, layers, connections, 
connection strengths, and information propagation methods). One objection 
to the use of neural networks is that the results often depend on the 
individual who built the model. This is because the model, the network 
topology, and initial weights may differ from one implementation to another 
for the same data. A “black box syndrome” is also apparent in neural nets 
because there is rarely semantic insight to be gained from an inspection of 
the final state of the network. Unsupervised learning methods require no 
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feedback from a domain expert—instead, the network is used to discover 
categories based on correlations within the data. Unsupervised learning 
using a variant of the K-means clustering algorithm has been used with text 
in self-organizing maps of the type developed by [Kaski, 1997]. The 
alternative is supervised (or reinforcement) learning, in which expert 
feedback is given as part of the training set to indicate whether a solution is 
correct or incorrect. 
3.5.4 Genetic Algorithms 
Genetic algorithms can be used both for classification and for discovery of 
decision rules. Named for their Darwinist methodology, genetic algorithms 
use processing that is analogous to DNA recombination. A population of 
“individuals,” each representing a possible solution to a problem, is initially 
created at random or drawn randomly from a larger population. Pairs of 
individuals combine to produce “offspring” for the next generation, and 
mutation processes are used to randomly modify the genetic structure of 
some members of each new generation. 
Genetic algorithms perform categorization using supervised learning, 
training with a set of data and then using the known correct answers by a 
fitness function to guide the evolution of the algorithm using techniques to 
natural selection. Genetic methods have advantages over neural networks, 
because they provide more insight into the decision process. Sheth [Sheth, 
1994] describes an example of the use of a genetic algorithm for text 
processing, providing tests for both real and simulated users. 
3.5.5 Nearest neighbor method 
Nearest neighbor algorithms support clustering and classification by 
matching cases internally to each other or to an exemplar specified by a 
domain expert. A simple example of a nearest neighbor method would be 
as follows: given a set X =  { x1x2x3 … xn } of vectors composed of n 
features with binary values, for each pair (xi , xj), xi ≠ xj , create a vector vi 
of length n by comparing the values of each corresponding feature ni of 
  
Page 24 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
each pair (xi , xj), entering a 1 for each ni feature with matching values and 
0 otherwise. Then, sum the vi values to compute the degree of match. 
Those pairs (xi ,  xj) with the largest result are the nearest neighbors.  
In more complex nearest neighbor methods, features can be weighted to 
reflect degree of importance. Domain expertise is needed to select salient 
features, compute weights for those features, and select a distance or 
similarity measure. Nearest neighbor approaches have been used for 
learning from examples. An algorithm that calculates distance for 
production of real-valued distances between instances, and attaches 
weights to the instances to further modify the structure of feature space, 
can be found in [Cost et al., 1993]. 
3.5.6 Inductive Logic Programming and Association Rules 
Association rule-based techniques are popular among the database 
researchers. These techniques examine the data in the database, come up 
with associations between entities and under some point of view, they are 
similar to those used for link analysis [Thuraisingham, 1999]. 
To find association rules, one should execute the rule induction procedure 
once for every possible combination of attributes and with every possible 
combination of their values. That would result in an enourmous number of 
association rules, but using the concepts of coverage (or support), that is 
the relative frequency or number of times a rule produced by a rule 
induction system occurs within the database, and accuracy (or confidence), 
that is, the measure of how often the collection of items in an association 
occur together as a percentage of all the transactions, we can choose only 
the association rules with high coverage [Witten et al., 2000]. Association 
rules are often sought for very large datasets and efficient algorithms are 
highly values. Anyway, the amount of computation needed to generate 
association rules depends on the minimum coverage specified. In fact, the 
accuracy has less influence because it does not affect the number of 
passes that must be done through the dataset. In many cases, we would 
like to obtain a certain number of rules – i.e. forty – with the greatest 
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possible coverage, at a prespecified minimum accuracy level. Thus, in 
order to obtain such a result, we can begin by specifying the coverage to be 
rather high and then reduce it, re-executing the entire rule-finding algorithm 
for each coverage value and repeating until the desired number of rules 
has been generated. 
Another technique that can be considered closely related to association 
rules is Inductive Logic Programming (ILP). 
Inductive Logic Programming is a machine learning technique originated 
from logic programming. Instead of deducing new data from existing data 
and rules (as deductive logic programming does), ILP concerns about 
inducing rules from analyzing data.  Relational learning models are 
inductive logic programming applications. They are based on logic 
programming using Horn clauses, a restricted form of first-order predicate 
logic. Logic programming describes relations on objects using declarative 
subject-predicate representations and uses classical deductive logic to 
draw conclusions. Data mining has been conducted by using inductive logic 
programming to generate database queries, where query syntax is based 
on predicate logic. Thus, being a learning technique, ILP has been 
accepted as a data mining technique. 
Anyway, there have been some criticism that ILP will only work for small 
amounts of data and may fail for large quantities of data; furthermore, ILP 
as a relational learning technique will work well for binary relationships and 
may not work well for more complex relationships.  
These are some of the criticism that deductive logic programming has also 
received in the past. We believe that some of them are justified; however, 
with respect to ILP, it is important to start with small databases and binary 
relationships and then move to more complex relationships. 
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3.6 Data Mining Algorithms 
Having outlined the primary outcomes of data mining and the most 
commonly used techniques, the next step is to construct algorithms to solve 
them. 
The development of data mining algorithms led to the exploration of 
application domains within which data mining may be used. Since many of 
these domains have an inherently temporal or spatial context, the time 
and/or space component must be taken into account in the mining process 
to correctly interpret the collection of data. In [Roddick et al., 1999] a 
bibliography of data mining techniques to accommodate space and time is 
proposed. 
In the following, we focus on the analysis of the spatial and temporal data 
mining outlining advantages, limits and disadvantages of each algorithm. 
3.6.1 Temporal Data Mining 
To incorporate time in the data mining process gives us the ability to detect 
activities rather than just states, i.e. the ability to find behavioral aspects of 
communities of objects rather then just describing their states at a point in 
time. 
 
Temporal data mining covers several different topics. One is the discovery 
of frequent, or interesting, sequences in a time series. An interesting 
sequence might be to find customers whose spending pattern over time are 
similar to a given spending profile. Another example is real-time monitoring 
of complex systems such as an aircraft. If an unusual sensor signal 
appears it is possible to perform temporal data mining to detect similar 
signals in the past.  
To detect relations between different sequences is another area of 
temporal data mining. In stock market analysis we are interested in finding 
rules that describe relations between different stocks. For instance, we 
would like to find a rule that states that, when the stock price of company A 
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shows a steep increase, the stock price of company B shows a similar 
increase within the next thirty minutes. 
Another example from temporal data mining is to detect association rules 
that have a time component. For instance we might detect that certain 
items are purchased together during certain periods of the year. 
 
Temporal data mining is used in applications from various fields, such as 
medicine, finance, engineering and meteorology. Applications in temporal 
data mining often combine several different methods to reach a solution. In 
this report we will describe these different methods separately. 
 
Four broad categories of temporality within data can be recognized 
[Roddick et al., 2001c]: 
• Static: No temporal context is included and none can be inferred. 
Occasionally, some temporal inference can be made through 
reference to transaction-time by referring to audit trails or 
transaction logs. 
• Sequences: Ordered lists of events. This category includes ordered, 
but not timestamped collections of events. Many marketbasket data 
sets are held (or are interpreted) as sequences. While most 
collections are often limited to the sequence relationships before 
and after, this also allows for richer relationships such as meets, 
overlaps, contemporary of, etc. 
• Timestamped: A timed sequence of static data taken at more or less 
regular intervals. Examples include censuses and satellite 
meterological data and, in some cases, time-stamped marketbasket 
transactions or web-based activity. 
• Fully temporal: Each tuple in a time-varying relation in the database 
may have one or more dimensions of time, such as either or both of 
a transaction-time or valid-time history.  
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Representation of temporal sequences 
Temporal data mining often begins with a preprocessing step to find a more 
efficient representation of the data. One reason for this is that direct 
manipulation of continuous high dimensional data in an efficient way is 
extremely difficult. Another reason is that records might be inhomogeneous 
with respect to time series. [Tsumoto, 2001] describes characteristics of 
time series in hospital information systems. When a patient is sick, a large 
amount of tests might be recorded in a very short time period while, when 
the patient is well, tests will be sparse.  
 
One way to represent a sequence of real-valued elements in a time series 
is to approximate a piecewise linear function [Hand et. al. 2001]. Although 
this is a rather straightforward representation, not much is gained in terms 
of our ability to manipulate the generated representations. One possible 
application of this type of representation is on change-point detection, 
where one wants to locate the points where a significant change in 
behavior takes place.  
Another approach is to transform the time series into a different domain. 
The Discrete Fourier Transform (DFT) can be used to transform a 
sequence from the time domain to a point in the frequency domain. The 
first k frequencies can be chosen to represent each sequence and since 
the Fourier coefficients are invariant under shifts, the method can be 
extended to find similar sequences ignoring shifts. Other approaches have 
used the Discrete Wavelet Transform. 
A third approach to deal with time series is the translation of the initial 
sequence (with real valued elements) to a discretized sequence, this time 
composed of symbols from an alphabet. One such alphabet is the Shape 
Definition Language (SDL) [Agrawal et. al. 1993]. SDL has the ability to 
describe shape queries and to perform "blurry" matching. A "blurry" match 
is one where specific details of a pattern can be ignored to capture the 
overall shape. [Weiqiang et al., 2001] describes a simple way to translate a 
time sequence into an alphabet with nine different possible values, 
  
Page 29 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
S={s1,s2,s3,s4,s5,s6,s7,s8,s9}. For every three values Yj, Yj+1, Yj+2 there are 
three observations Xj, Xj+1, Xj+2. Compared to the previous value, X can 
change in three different ways. It can increase, Su, it can decrease, Sd, or it 
can remain stable, Ss. From this the nine possible values are calculated: 
S={s1,s2,s3,s4,s5,s6,s7,s8,s9}={ (Yj, Su, Su), (Yj, Su, Ss), (Yj, Su, Sd), (Yj, Ss, 
Su), (Yj, Ss, Ss), (Yj, Ss, Sd), (Yj, Sd, Su), (Yj, Sd, Ss), (Yj, Sd, Sd) }. These nine 
values are then used to search for temporal patterns. 
 
Using calendar attributes to time-stamp data (e.g. January 25th 1998) gives 
us the ability to form generalization hierarchies among data (year-month-
day). Furthermore, some temporal patterns, such as payday, occur at an 
interval of 28-31 days. When months are considered, this temporal pattern 
becomes more distinct. For a further discussion about calendar attributes 
and temporal granularity see [Wijsen et al., 1999] or [Hamilton et al., 2001].  
 
Now we are ready to present the algorithms of temporal data mining 
according to the outcomes previously given. 
3.6.1.1 Classification of Temporal Data 
A simple way to classify time is to form concept hierarchies, such as: Day-> 
Week->Quarter->Financial Year, or, Day->Month->Calendar Year. Both 
hierarchies are equally valid for the generalization process. However, the 
statistics are computed on different groups of the same data and yield 
different results. Using different temporal granularities makes it easier to 
detect certain temporal patterns. Payday, for instance, occur at an interval 
of 28-31 days. When months are considered, this temporal pattern 
becomes more distinct. [Hamilton et al., 2001] recognize four different 
methods to form generalization hierarchies: lookup, granularity, subset and 
algorithm. Lookup uses a table to generalize from e.g. weekday to 
weekend. Granularity simply drops the temporal information to be detailed 
in a tuple; for instance, (Year, Month, Day) is generalized to (Year, Month). 
Subset picks out a particular part of the temporal information, such as hour. 
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Finally, an algorithm to compute a generalisation hierarchy, such as 
season, from a tuple (Year, Month, Day) is used. For a further discussion 
about calendar attributes and temporal granularity, see [Wijsen et al., 
1999]. 
 
A classification method that deals with temporal sequences is the merge 
operator. This operator receives two sequences and returns "a sequence 
whose shape is a compromise between the two original sequences" [Keogh 
et al., 1998]. The basic idea is to iteratively merge a typical example of a 
class with each positive example, building a more general model for the 
class. 
 
Template based mining for sequences 
Consider a real valued subsequence of time series values Q, which we will 
call the query pattern, and a much larger time series called X. The goal is to 
find a subsequence within X that is most similar to Q. One approach is to 
perform a sequential scan of the query Q across the full length X, moving 
the query Q along X one time point at a time, and calculating a distance 
metric (such as Euclidian distance) at each point. According to [Hand et. 
al., 2001] this is prohibitively expensive and susceptible to slight 
deformations in Q or X. For instance, a slight "stretching" along the time 
axis of the "ideal" query Q can result in a large increase in distance. A 
better approach is to focus on structural properties such as peaks, 
plateaus, trends and valleys. Local shape-based features, such as the 
Shape Definition Language (SDL) [Agrawal et. al. 1993], are approximated 
to Q and X and are used to perform matching at a higher structural level. 
Based on SDL, [Agrawal et. al. 1993] defined a query language for the 
specification of time series patterns and trends. 
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3.6.1.2 Clustering 
As described in Section 3.3, clustering is an unsupervised grouping of 
entities that is not based on any predefined attributes. [Weigend et al., 
1998] propose the usage of a clustering algorithm for the analysis of 
financial data. The clustering algorithm used was the Auto Class miner 
[Cheesman et al., 1996], which forms clusters in the space defined by the 
values of the given features and assigns "similar" data items (in this case 
time series for trades) into the same cluster. As has been described above, 
comparing the values of the same feature across time series poses a 
problem since it is recorded at different time points. [Weigend et al., 1998] 
overcome this problem by exponentially smoothing the values of the 
features within an appropriate time interval. The appropriate selection of 
this time interval is critical. 
The work of [Weigend et al., 1998] reflects the difficulties in applying a 
mining algorithm on time-based data. Reasonable definitions of time 
intervals and preparatory smoothing of values are necessary to obtain 
comparable values. 
 
[Povinelli, 2001] has developed a method called the Time Series Data 
Mining framework, TSDM. TSDM focuses on finding hidden temporal 
patterns that are predictive of interesting events rather than trying to predict 
all occurrences. Events are defined a priori and for instance there can be a 
day when the price of certain stock increased more than five per cent. 
Clustering is used to analyse time series before an event. The clustering is 
achieved by mapping Q items of a time series into Q-dimensional space. 
When all parts of a time series have been mapped, points that are located 
close together in Q-dimensional space form a cluster. 
 
3.6.1.3 Temporal Association Rules 
Temporal association rules describe correlations between entities in time, 
such as, event A occurs before event B (association rules are described in 
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Section 3.5.6). For instance a non-temporal association rule might suggest 
[Roddick et al., 2001c] that the presence of mature stands of River Red 
Gum Eucalypts is associated with the presence of the endangered Red-
Tailed Black Cockatoo. A similar temporal association rule might indicate 
that the presence of Cockatoo usually occurs some time after the Eucalypts 
stand has reached maturity. This might indicate that a recovery plan for the 
Cockatoo would involve maintaining what might otherwise be considered 
ageing stands of River Red Gums. 
While the concept of association rule discovery is the same for temporal 
and nontemporal rules, algorithms designed for conventional rules cannot 
be directly applied to extract temporal rules. The reason is that classical 
association rules have no notion of order, while time implies an ordering. 
This ordering affects the statistical properties of the data and the semantics 
of the rules being extracted from them. 
 
[Honda et al., 2001] describe an approach to find temporal patterns in 
meteorology, i.e. a rule stating that weather pattern A occurs before 
weather pattern B. The first step of the algorithm analyses satellite images 
and forms clusters of images that portray similar weather patterns. Clusters 
are formed using a two-layered Kohonen neural network [Kohonen, 1995].  
The next step in the process is to form a sequence of events. Each image 
is an event and contains information about which cluster it belongs to and 
when it was recorded. Event pairs are then extracted from the sequence by 
moving a local time window over the sequence. Events that occur 
simultaneously in the window are recorded as an event pair. Then the 
cohesion for each event pair is calculated by dividing the frequency of the 
event pair with the frequency of each individual event. If the frequency is 
above a certain threshold the event pair is considered to be a rule. 
 
[Roddick et al., 2001c] point out that time is also a property of mining 
results. Static association rules illustrate the features of the data at a 
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certain point in time. Afterward, data changes take place and their statistical 
impact on the mining results must be traced. 
 
Measuring Interestingness 
To decide which rules are of interest still remains a difficult issue. This 
happens since interesting rules: 
• are not necessarily those that occur the most frequently. 
• are not structured or do not contain any elements which are 
different from noninteresting rules. 
• may only be interesting in certain contexts, unknown to the mining 
routine. 
[Berger et al., 1998] suggest a measure of interestingness based on apriori 
probabilities. The user assigns probabilities to different rules and if the 
occurrence of the rule is significantly lower or higher than the assigned rule 
it is considered to be interesting. 
[Das et al., 1998] rank discovered rules according to their informativeness. 
They use a measure of informativeness proposed by [Smyth et al., 1992]: 
this measure compares the posterior probability of each rule consequent, 
given the antecedent, with prior probability of the consequent, as done by 
the cross-entropy measure, but also takes the prior probability of the 
antecedent into account. 
 
3.6.2 Spatial Data Mining 
Although there have been many studies of data mining in relational and 
transaction databases [Fayyad et al., 1996], data mining is in great demand 
in other applicative databases, including spatial databases, temporal 
databases, object-oriented databases, multimedia databases, etc. The 
focus of this subsection is on the methods of spatial data mining, i.e., 
discovery of interesting knowledge from spatial data. 
Spatial data are the data related to objects that occupy space, then a 
spatial database stores spatial objects represented by spatial data types 
  
Page 34 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
and spatial relationships among such objects. Spatial data carries 
topological and/or distance information and it is often organized by spatial 
indexing structures and accessed by spatial access methods (SAM). These 
distinct features of a spatial database pose challenges and bring 
opportunities for mining information from spatial data. Spatial data mining, 
or knowledge discovery in spatial database, refers to the extraction of 
implicit knowledge, spatial relations, or other patterns not explicitly stored in 
spatial databases [Koperski et al., 1996a]. 
Spatial data mining methods can be used for understanding spatial data, 
discovering relationships between spatial and nonspatial data, construction 
of spatial knowledge-bases, query optimization, data reorganization in 
spatial databases, capturing the general characteristics in simple and 
concise manner, etc. This has wide applications in Geographic Information 
Systems (GIS), remote sensing, image databases exploration, medical 
imaging, robot navigation, and other areas where spatial data are used.  
 
We are now ready to describe some spatial algorithms classifying them 
according with the outcome. For a better comprehension, we suggest to 
read Appendix 1 before going on.  
3.6.2.1 Spatial Classification 
The task of classification is to assign an object to a class from a given set 
of classes based on the attribute values of the object. In spatial  
classification the attribute values of neighboring objects may also be 
relevant for the membership of objects to a particular class and therefore 
have to be considered as well. 
 
Now we present two algorithms for the task of spatial classification based 
on decision trees and an example of how this method can be applied. 
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“Spatial ID3” 
[Ester et al., 1997] proposed a spatial classification algorithm based on the 
well-known ID3 algorithm [Quinlan, 1986] which was designed for relational 
databases and was the first algorithm to build decision trees. The extension 
to spatial attributes is to consider also the attribute of objects on a 
neighborhood path starting from the current object. Thus, we need to define 
the concept of generalized attribute to mantain the neighborhood 
relationships among objects. 
Since it is reasonable to assume that the influence of neighboring objects 
and their attributes decreases with increasing distance, we can limit the 
length of the relevant neighborhood paths by an input parameter max-
length. Furthermore, the classification algorithm allows the input of a 
predicate to focus the search for classification rules on the objects of the 
database fulfilling this predicate.  
A pseudo code of the algorithm for spatial classification which finds all 
paths from the root to one of the leaves of a decision tree, can be found in 
[Ester et al., 2001]. 
 
“Two-Steps method” 
Another algorithm for spatial classification is presented by [Koperski et al. 
1998b]. It works as follows: the relevant attributes are extracted by 
comparing the attribute values of the target objects with the attribute values 
of their nearest neighbors. The determination of relevant attributes is based 
on the concept of the nearest hit (the nearest neighbor belonging to the 
same class) and the nearest miss (the nearest neighbor belonging to a 
different class). In the construction of the decision tree, the neighbors of 
target objects are not considered individually. Instead, so-called buffers are 
created around the target objects and the non-spatial attribute values are 
aggregated over all objects contained in the buffer. For instance, in the 
case of shopping malls a buffer may represent the area where its 
customers live or work. The size of the buffer yielding the maximum 
information gain is chosen and this size is applied to compute the 
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aggregates for all relevant attributes. Whereas the property of being a 
nearest neighbor cannot be directly expressed by our neighborhood 
relations, it is possible to extend our set of neighborhood relations 
accordingly. The proposed database primitives are, however, sufficient to 
express the creation of buffers for spatial classification by using a distance-
based neigborhood predicate. 
 
In the following we describe an example of how decision trees can be 
applied. 
 
Example: Focas, a decision tree application 
In [Fayyad et al., 1993b] - the Second Palomar Observatory Sky Survey 
(POSS-II) - decision tree methods have been used for the classification of 
galaxies, stars and other stellar objects. About 3 TB of sky images have 
been analyzed. Data images have been preprocessed by low-level image 
processing system FOCAS, which selected objects and produced basic 
attributes like: magnitudes, areas, intensity, image moments, ellipticity, 
orientation, etc. A set of objects have been classified by astronomers to 
create a training data set. Based on this classification, about ten training 
sets for decision tree algorithm have been constructed. From the trees 
obtained by the learning algorithm, a minimal set of robust, general and 
correct rules has been found. If no additional attributes describing features 
of a single image plate have been used, the accuracy was about 75%. 
Additional attributes were defined to reach a higher level of accuracy in 
every image. ''Sure-stars'' have been detected in every image for the 
purpose of finding image resolution. To gain efficiency, this process has 
been also automated. Using ''sure-stars'', two additional attributes for every 
image plate have been computed: resolution scale and resolution fraction. 
These two attributes have been used for normalization of attributes 
describing objects produced by FOCAS. Other attributes like background 
level or average intensity have been also used to normalize plates. After 
the normalization the classification accuracy increased to about 94%. About 
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5x108 objects have been classified. Obtained resolution was one magnitude 
better than the previous astronomical studies and it was possible to classify 
objects with images too faint to be classified by astronomers. 
3.6.2.2 Spatial Clustering 
Cluster analysis is a branch of statistics that has been studied extensively 
for many years. The main advantage of using this technique is that 
interesting structures or clusters can be found directly from the data without 
using any background knowledge, like concept hierarchies. A similar 
approach in machine learning is known as unsupervised learning. Then, we 
can exploit the results of research on clustering techniques in the spatial 
data mining process as proposed in [Ng et al., 1994]. Clustering algorithms 
used in statistics, like PAM (Partitioning Around Medoids) or CLARA 
(Clustering LARge Applications) [Kaufman et al., 1990], are reported to be 
inefficient from the computational complexity point of view. As for the 
efficiency concern, a new algorithm, called CLARANS (Clustering large 
Applications based upon RANdomized Search), was developed for cluster 
analysis. Experimental evidence showed that CLARANS outperforms the 
two existing cluster analysis algorithms, PAM and CLARA.  
Ng and Han used CLARANS in spatial data mining algorithms, 
SD(CLARANS) and NSD(CLARANS), that will be briefly describe.  
Applications of clustering in spatial databases are, e.g., the detection of 
seismic faults by grouping the entries of an earthquake catalog or the 
creation of thematic maps in geographic information systems by clustering 
feature vectors. We can support clustering algorithms by our database 
primitives if the clustering algorithm is based on a “local” cluster condition, 
i.e. if it constructs clusters by analyzing a restrict neighborhood of the 
objects. Examples are the density-based clustering algorithm DBSCAN 
[Ester et al., 1996] as well as its generalized version GDBSCAN [Sander et 
al., 1998] which is described below. 
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CLARANS 
Ng and Han [Ng et al., 1994] proposed CLARANS algorithm which tries to 
mix both PAM and CLARA by searching only through a subset of the data 
set and it does not confine itself to any sample at any given time. While 
CLARA has a fixed sample at every stage of the search, CLARANS draws 
a sample with some randomness in each step of the search. CLARANS 
has been experimentally shown to be more efficient than both PAM and 
CLARA. The authors claim that the computational complexity of every 
iteration in CLARANS is basically linearly proportional to the number of 
objects. This claim has been supported by [Ester et al., 1996]. It should be 
mentioned that CLARANS can be used to find the most natural number of 
clusters knat. CLARANS also enables the detection of outliers, e.g., points 
that do not belong to any cluster. Based upon CLARANS, two spatial data 
mining algorithms were developed: spatial dominant approach, 
SD(CLARANS) and non-spatial dominant approach, NSD(CLARANS). Both 
algorithms assume that the user specifies the type of the rule to be mined. 
 
SD(CLARANS) 
In this spatial dominant approach, spatial component(s) of the relevant data 
items are collected and clustered using CLARANS. Then, the algorithm 
performs an attribute-oriented induction (Section 3.6.2.3) on non-spatial 
attribute of objects in each cluster. The result of the query presents 
high-level non-spatial description of objects in every cluster. For example, 
one can find that in Vancouver expensive housing units are clustered in 
three clusters. In the downtown cluster there are mainly expensive 
condominiums; in the waterfront cluster mansions and single houses are 
located; and the third cluster consists mainly of single houses. 
 
NSD(CLARANS) 
This non-spatial dominant approach was the first to apply non-spatial 
generalizations. An attribute-oriented generalization is performed on the 
non-spatial attributes and produces a number of generalized tuples. For 
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example, the descriptions of expensive housing units can be generalized to 
single houses, mansions and condominiums. Then, for each such 
generalized tuple, all spatial components are collected and clustered using 
CLARANS to find knat clusters. In the final step, for each obtained cluster, it 
is verified if the clusters overlap each other. In this case the clusters are 
merged, and the corresponding generalized non-spatial descriptions of 
tuples are merged as well.  
The choice between SD(CLARANS) e NSD(CLARANS) depends upon the 
rules or the form of knowledge that user wants to discover, it may be better 
to choose one or the other of the above two algorithms. Usually 
SD(CLARANS) is more efficient than NSD(CLARANS). But, when the 
distribution of points is mainly determined by their non-spatial attributes, 
NSD(CLARANS) may have an edge. 
 
GDBSCAN 
GDBSCAN (Generalized Density Based Spatial Clustering of Applications 
with Noise) relies on a density-based notion of clusters. To deal with such a 
notion, we need some furher terms and parameters. Eps is a parameter 
that represents the maximum radius of the neighborhood; MinPts stands for 
the minimum number of points in an Eps-neighborhood, that is a relation 
based on Eps; finally noise is defined as the set of points not belonging to 
any cluster. 
The key idea of a density-based cluster is that for each point of a cluster its 
Eps-neighborhood for some given Eps > 0 has to contain at least a 
minimum number of points, i.e. the “density” in the Eps-neighborhood of 
points has to exceed some threshold. 
For a complete description of the algorithm, see [Ester et al., 2001]. 
 
Example: GDBSCAN application for Geography (2D Polygons) 
In the following, we present a simple method for detecting “influence 
regions” in a geographic database. 
GDBSCAN is used to extract density-connected sets of neighboring objects 
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having a similar value of the non-spatial attribute(s). To define the similarity 
on an attribute, its domain is partitioned into a number of disjoint classes 
and values in the same class are considered similar to each other. The sets 
with the highest or lowest attribute value(s) are the most interesting and are 
called influence regions, i.e. the maximal neighborhood of a centre having a 
similar value in the non-spatial attribute(s) as the centre itself. For 
economic geography, the resulting influence region may be further 
analyzed by comparing them to a circular region representing the expected 
theoretical shape to obtain a possible deviation. Different methods may be 
used for this comparison. A difference-based method calculates the 
difference of both, the observed influence region and the theoretical circular 
region, thus returning some region indicating the location of a possible 
deviation. An approximation-based method calculates the optimal 
approximating ellipsoid of the observed influence region. If the two main 
axes of the ellipsoid differ in length significantly, then the longer one is 
returned indicating the direction of a deviation. A detailed description of this 
application is presented in [Ester et al., 1997]. 
GDBSCAN can be used to extract the influence regions from a spatial 
database. We define NPred(X,Y) as “intersect(X,Y) ∧ attr-class(X) = attr-
class(Y)” and use cardinality as wCard function. Furthermore, we set 
MinCard to 2 in order to exclude sets of less than 2 objects. 
 
3.6.2.3 Spatial Characterization 
Characterization (or Summarization) process aims to find a compact 
description for a selected subset of the database. In this section, 
generalization and induction techniques are proposed to perform 
characterization of spatial database.  
 
One of the widely used induction techniques employes  machine learning to 
learn from examples. This method is often combined with generalization 
[Mitchell, 1982]. However, this approach cannot be directly adopted for 
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large spatial databases because  the algorithms are exponential in the 
number of examples, and it does not handle noise and inconsistent data 
very well. In [Han et al.,1993a] these techniques have been modified and 
an attribute-oriented (as opposed to the tuple-oriented in machine learning 
algorithms) induction algorithm to mine knowledge from large relational 
databases has been proposed.  
 
[Lu et al., 1993] extend attribute-oriented induction to spatial databases; 
therefore, the assumptions that are made for relational databases are also 
carried to spatial data mining. However we need a step more, since the 
generalization-based knowledge discovery requires the existence of 
background knowledge in the form of concept hierarchies: the basics of 
concept hierarchies is that as we ascend the “concept tree”, information 
becomes more and more general, but still remains consistent with the lower 
concept levels. 
In the case of spatial databases, there can be two kinds of concept 
hierarchies: non-spatial and spatial. The concept hierarchies can be 
explicitly given by the experts, or in some cases they can be generated 
automatically by data analysis [Han et al., 1993b]. An example of spatial 
concept hierarchies can be found in a generalization process, where 
regions representing counties can be merged to provinces and provinces 
can be merged to larger regions.  
Attribute-oriented induction is performed by climbing the generalization 
hierarchies and grouping the general relationships between spatial and 
non-spatial data at higher concept levels.  
Note that induction is continued until every attribute is generalized to the 
desired level and this happens when the number of different values for the 
attribute in the generalized table is no greater than a generalization 
threshold for this attribute. According to [Lu et al., 1993] we present an 
overview of two generalization based algorithms: spatial-data-dominant and 
non-spatial-data-dominant generalizations. Both algorithms assume that 
the rules to be mined are general data characteristics and that the 
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discovery process is initiated by the user who provides a learning request 
(query) explicitly, in a syntax similar to SQL.  
 
The main disadvantage of the two generalization based algorithms is that 
they assumed the concept hierarchies to be given or generated 
automatically. However, as pointed out before, there may be cases where 
such hierarchies are not present a priori.  
Another problem is that the spatial components of the databases are 
explored by merging regions at lower levels of the concept hierarchy to 
form region(s) at higher levels of the hierarchy.  
Both of these facts suggest that the quality and the interestingness of the 
mined characteristic rules is going to be much dependent upon the given 
concept hierarchy(ies). In many cases such hierarchies are given by the 
experts, but they may be not entirely appropriate. 
 
Spatial-Data-Dominant Generalization 
It is characterized by the following steps: 
1. In the first step all data described in the query are collected.  
2. Given the spatial data hierarchy,  
3. generalization can be performed first on the spatial data by merging the 
spatial regions according to the description stored in the concept 
hierarchy. Generalization of the spatial objects continues until a spatial 
generalization threshold is reached, that is when the number of regions 
is no greater than the  threshold value. 
4. Then, non-spatial data are retrieved and analyzed for each of the 
spatial objects using the attribute-oriented induction technique. 
The computational complexity of the algorithm is O(N logN ), where N is the 
number of spatial objects.  
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Non-spatial-Data-Dominant Generalization 
It is characterized by the following steps: 
1. The method also starts with collecting all data relevant to the user 
query. 
2.  In the second step the algorithm performs attribute-oriented induction 
on the non-spatial attributes, generalizing them to a higher (more 
general) concept level. For example, if we deal with the precipitation on 
a certain region, the precipitation value in the range (25 mm, 40 mm ] 
can be generalized to the concept wet. The generalization threshold is 
used to determine whether to continue or stop the generalization 
process. In this step the pointers to spatial objects are collected as a set 
and put with the generalized non-spatial data.  
3. In the third and the last step of the algorithm, neighboring areas with the 
same generalized attributes are merged together according to a spatial 
adjacent relation. For example, if we deal again with the precipitation on 
a certain region, if in one area the precipitation value was 50 mm, and 
in neighboring area it was 55 mm, then both precipitation values are 
generalized to the concept very wet and both areas are merged. The 
computational complexity of this algorithm is also O(N logN ), where N 
is the number of spatial objects.  
3.6.2.4 Spatial Trend Detection 
 A spatial trend is defined as a regular change of one or more non-spatial 
attributes when moving away from a given start object o [Ester et al., 2001]. 
It uses neighborhood paths starting from object o to model the movement. 
A regression analysis is performed on the respective attribute values for the 
objects of a neighborhood path to describe the regularity of change. 
Therefore, given  
• g be a neighborhood graph,  
• o an object (node) in g,  
• A a subset of all non-spatial attributes,  
• t a type of function (e.g. linear or exponential) used for the 
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regression,  
• filter one of the filters for neighborhood paths,  
• min-conf, min-length and max-length  are natural numbers, 
spatial trend detection aims to discover the set of all neighborhood paths in 
g, starting from o and having a trend of type t  in attributes a with a 
correlation of at least min-conf. Moreover the paths have to satisfy the filter 
and their length must be between min-length and max-length. 
Such a definition refers to the detection of two types of trend: 
• global trend detection, that aims to discover trends for the whole set 
of all neighborhood paths with source o having a length in the 
specified interval, 
• local trend detection, that aims to discover trends for a single 
neighborhood path with source o having a length in the specified 
interval. 
We note that both algorithms require the same input parameters but they 
use different methods to search the set of all relevant neighborhood paths. 
The two above algorithms may produce different patterns of change for the 
same start object o. 
 
The existence of a global trend for a start object o indicates that if 
considering all objects on all paths starting from o the values for the 
specified attribute(s) in general tend to increase (decrease) with increasing 
distance. Algorithm local-trends detects single paths starting from an object 
o and having a certain trend. The paths starting from o may show different 
patterns of change, e.g., some trends may be positive while the others may 
be negative. 
 
Global Trends Detection 
Global Trends Detection discovers global trends, i.e. trends for the whole 
set of all neighborhood paths with source o having a length in the specified 
interval. Algorithm detect-global-trends performs a breadth-first search of 
the set of all neighborhood paths starting from an object o. Beginning from 
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o, the algorithm creates all neighborhood paths of the same length 
simultaneously- starting with min-length and continuing until max-length. 
The regression is performed once for each of these sets of all paths of the 
same length. If no trend of length l with correlation greater than min-conf is 
detected, then the path extensions of length l+1, l+2, . . ., max-length are 
not created due to efficiency reasons. The parameter min-length has to be 
chosen large enough because a trend may become significant only at a 
certain minimum length of a neighborhood path.  
The algorithm returns the set of neighborhood paths of the maximum length 
having a trend with correlation greater than min-conf. Furthermore, the 
slope of the regression function and its correlation coefficient are returned. 
The slope describes the degree of change of the specified attribute when 
moving away from the source object o: a large slope is found for a quickly 
changing attribute whereas a small slope indicates that the attribute 
changes only slowly in the neighborhood of o. 
The correlation coefficient measures the confidence of the discovered 
trend: the larger the correlation coefficient, the better can the obervations 
be approximated by the regression function and the higher is the 
confidence of the discovered trend. 
 
Local Trends Detection 
The second algorithm discovers local trends, i.e. trends for a single 
neighborhood path with source o having a length in the specified interval. 
Algorithm detect-local-trends creates the neighborhood paths starting from 
o in a depth-first manner. A regression is performed once for each of the 
neighborhood paths with max-length ≤ length ≤min-length and a path is 
only extended further if it has a significant trend (i.e. correlation of the 
resulting regression function greater then  min-conf). The algorithm returns 
two sets of paths showing a significant spatial trend: a first set of positive 
trends and a second set of negative trends. 
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Example: Economic Geography 
Economic geographers may be interested in discovering spatial trends of 
various properties of communities such as the economic power. In the 
following, we illustrate the potential of spatial trend detection performed on 
the databse of the Bavarian region, called BAVARIA [Ester et al., 1998]. 
A geographic database on Bavaria was used for the experimental 
performance evaluation of our algorithms. The database contains the 
ATKIS 500 data (Bavarian State Bureau of Topography and Geodesy 
1996) and the Bavarian part of the statistical data obtained by the German 
census of 1987, i.e. 2043 Bavarian communities with one spatial attribute 
(polygon) and 52 non-spatial attributes (such as average rent or rate of 
unemployment). Also included are spatial objects representing natural 
object like mountains or rivers and infrastructure such as highways or 
railroads. The total number of spatial objects in the database then amounts 
to 6924. 
Both algorithms were applied to the Bavaria database varying min-
confidence from 0.6 to 0.8 for investigate the trend of attribute “average 
rent”.  The algorithm has been applied also using linear regression and  a t 
predicate intersects as the neighborhood relation to define the graph. 
Furthermore, the filter vertical starlike for paths has been used because 
due to our domain knowledge we expected the most significant trends in 
north-south direction and the length of the paths has been restricted by 
min-length = 4 and max-length = 7. In Figure (Figure 2, [Ester et al., 2001]) 
are illustrated the results of that investigation: the arrows point out the 
decreasing values of trend average rent in the city of Regensburg. We note 
that in general the average rent decreases with increasing distance from 
city center, but exists a path where the local trend is inverted. 
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A further analysis can be found in [Ester et al., 1998]. 
 
3.6.2.5 Spatial Dependency Modeling and Spatial Association Rules 
The concept of association rules was introduced by [Agrawal et al., 1993] in 
a study of mining large transaction databases and [Koperski et al.,1995] 
extended this concept to spatial databases.  
A spatial association rule is of the form: 
X → Y (c%),  
where X and Y are sets of spatial or nonspatial predicates and c% is the 
confidence of the rule. For example, the following rule is a spatial 
association rule:  
is_a(x,school)→ close_to(x,park) (80%). 
This rule states that 80% of schools are close to parks. 
There are various kinds of spatial predicates that could constitute a spatial 
association rule. Some examples are: topological relations, spatial 
orientations, distance information (see Appendix 1).  
To confine the number of discovered rules, the concepts of minimum 
support and minimum confidence are used (see 3.5.6).  
Figure 2: Visualization of trends starting from the city of Regensburg. 
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A strong rule is a rule with large support, (no less than the minimum 
support threshold) and large confidence (no less than the minimum 
confidence threshold).  
A top-down, progressive deepening search method for mining strong 
spatial association rules is described in [Koperski et al.,1995]: a novel two 
step spatial computation technique has been introduced to minimize the 
spatial computations. Moreover, a filtration of large patterns, based on 
minimum support at the high levels, saves a great deal of computations 
since there are much fewer spatial association relationships left at the lower 
concept levels. (for a further explanation see [Koperski et al.,1996b]) 
Now we can describe an algorithm that mines spatial association rules at 
multiple levels and uses the two-step computation technique. 
 
Multiple Level Spatial Association Rules 
It is characterized by the following steps: 
1. The mining process is started by a query which is to describe a class of 
objects S using other task relevant classes of objects, and a set of 
relevant relations. For example, a user may want to describe parks by 
presenting the description of relations between parks and other objects 
like: railways, restaurants, etc. Furthermore, the user can state that 
he/she is interested only in objects in the distance less than one 
kilometer from a park. Thus, the first step of the algorithm collects the 
task-relevant data.  
2. Then, some efficient spatial computations are performed as mentioned 
above to extract spatial associations at the level of generalized spatial 
relations. These efficient computations look for objects located in the 
distance no greater than the threshold to satisfy the predicate.  
3. These predicates are stored in an extended relational database. Each 
predicate in the database is checked with the threshold for the top level 
to filter out task-relevant classes of objects. For example, if only 5% of 
objects from class S satisfy the predicate g_close_to(s, zoo) and the 
minimum support threshold on the top level is 15% then the predicates 
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g_close_to (s, zoo) will be deleted. This filtration results in a database 
of large predicates. 
4. This database is further processed using finer spatial computations to 
produce exact spatial predicates like adjacent to, intersects, or distance 
less than x. Since a single predicate, like close_to (x, lake), is called a 
1-predicate, the conjunction of k such predicates is called a k-predicate. 
In this case, the database is used to produce large k-predicates and 
generate association rules at multiple concept levels. The algorithm 
finds large predicates by counting the number of occurrences of 
predicates in the database and comparing this number with the support 
threshold. The predicates and the number of their occurrences in 
database are stored in the predicate table. Based on the information 
stored in the predicate table the algorithm derives strong rules. 
5. After finding large predicates on high levels of concept hierarchies, the 
algorithm tries to find large predicates and rules on lower levels. For 
example, restaurants may be specialized into oriental restaurants and 
continental restaurants, and the algorithm may find relations between 
parks and these types of restaurants.  
 
The computational complexity of the algorithm is  
O(Cc x nc +Cf x nf + Cnonspatial), [Koperski et al.,1995], where Cc and Cf are 
average costs of computing each spatial predicate at a coarse and fine 
resolution level respectively, nc is the number of predicates that are 
coarsely computed, nf is the number of predicates that are finely computed, 
and Cnonspatial is the total cost of generating rules from the predicate 
databases. It is observed that nf is smaller than nc, but Cc is more efficient 
that Cf.  
 
The above algorithm, especially the two-step computation technique, is a 
novel approach towards mining spatial association rules at multiple levels, 
but it requires background knowledge in the form of concept hierarchies 
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and expects a user to describe the form of the rule s/he wants by giving 
such information in the mining query.  
 
Example: Geominer 
As shown by [Koperski et al., 1995], the proposed algorithm can be 
efficiently implemented. Thus, it has been successfully included in the 
Geominer system [Koperski, 1999], a spatial data mining prototype, 
providing a new architecture for generalization of spatial data. 
 
3.6.3 Spatio Temporal Data Mining 
Current Spatial Information Systems store an up-to-date, but static record 
of our environment. They fail to capture its dynamic nature, which 
considerably limits their reasoning capabilities. To remedy the situation, 
several attempts have been made to incorporate time into geo-referenced 
information over the past few decades. Time, location and theme have long 
been recognised as the building blocks of geographic data, but only 
recently we have seen a variety of spatio-temporal models and working 
system implementations [Abraham et al., 1998]. With the introduction of the 
temporal dimension, spatio-temporal information systems have been 
realized. They can reason effectively on a variety of new problems, ranging 
from environmental monitoring and impact assessment, resource 
management, decision support, administration, real-time navigation, and 
transportation scheduling to data quality and integrity enforcement. 
Introduction of the temporal dimension is achieved by the integration of a 
number of new features that improve current Spatial Information Systems 
(SIS) capabilities, such as enhanced analytical power, process visualisation 
and  integration of multiple data sources. 
In the following section we give a brief introducition to some new concepts: 
meta-rules and evolution rules. 
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Meta-Rules and Evolution Rules 
Meta-Rules are created when rulesets rather than datasets are inspected 
for trends and coincidental behavior.  
Meta-rules are rules derived from comparing existing rule sets that have 
been generated at different times on the same domain. Therefore spatio-
temporal meta-rules describe changes in rule sets obtained from 
consecutive spatial snapshots of the data in the spatiotemporal information 
system. In this way, meta-rules can characterise the evolution or constancy 
of existing patterns, which is useful in predicting future trends in the 
modelled environment. For example, “the support for rule  X is increasing”. 
This type of rule is particularly useful for temporal and spatio-temporal 
knowledge discovery. 
 
Evolution Rules. This type of rule has an explicit temporal and spatial 
context and describes the manner in which spatial entities change over 
time. Due to the exponential number of rules that can be generated, it 
requires the explicit adoption of sets of predicates that are usable and 
understandable. Given A and B two rules, examples of predicates might 
include the following: 
 follows : A follows B. For instance, a cluster of objects traces the same 
(or similar) spatial route as another cluster at a later time. (I.e. spatial 
coordinates are fixed, time is varying); 
 coincides: A coincides B. For instance, a cluster of objects traces the 
same (or similar) spatial path whenever a second cluster undergoes 
specified activity. (I.e. temporal coordinates are fixed, spatial activity 
varies). This may also include a causal relationship in which one 
cluster of objects undergoes some transformation or movement 
immediately after a second set undergoes some transformation or 
movement; 
 parallels: A parallels B. For instance, a cluster of objects traces the 
same (or a similar) spatial pattern but offset in space. (I.e. temporal 
coordinates are fixed, spatial activity varies). This class may include a 
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number of common spatial translations (such as rotation, reflection, 
etc.) 
 mutates: A mutates B. For instance, a cluster of objects transforms 
itself into a second cluster.  
 
In the following sections we describe algorithms for spatio-temporal data 
mining. 
  
3.6.3.1 Spatio-Temporal Clustering 
The ideas behind spatio-temporal clustering are similar to its static, non-
spatial counterpart, even if the complexity is far higher. That is, either 
characteristic features of objects in a spatio-temporal region or the spatio-
temporal characteristics of a set of objects are sought [Ng et al., 1994]. 
In fact, clustering techniques used in spatial databases organise data into 
groups based on the similarity of their spatial features, without requiring any 
a priori knowledge, by mostly employing similarity measure based on 
distance . They produce a number of structures (clusters) comprising points 
or regions that represent spatial entities as we previously described. 
Time is another attribute in a multi-dimensional data space and can be 
easily clustered on. The information attained by temporal clustering can be 
useful in e.g. detecting that certain spatial rules apply during different 
temporal intervals. For example, increases in a population can lead to an 
increase in the space taken by population but only during spring. Spatial 
clustering and attribute genaralization can thus be combined with temporal 
clustering, but will produce different results depending on the order in which 
they are applied to the data [Abraham et al., 1998].  
 
In a cadastral database, spatial clusters of a certain building type may be 
produced. A clustering on a temporal attribute such as ownership is then 
performed. Suppose that we are interested in sales patterns in the same 
cadastral database; a temporal clustering followed by either spatial 
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clustering or attribute genaralization would produce periods of increased 
sales activity and this outlines the areas and/or building types involved. 
A further possibility is to use temporal clustering in conjunction with a 
“hashing function”, that is a function that projects a value from a set with 
many members to a value from a set with a fixed number of members. This 
function divides data into groups based on a selected criteria, e.g. day of 
month or time of day, enabling clusters to be found in derived (or a function 
of) data. For example, finding temporal clusters in the times of day for 
Automatic Teller Machines give us congestion periods, which can be further 
processed either to find whether withdrawals, deposits or transfers 
dominate at these times, or to determine the spatial distribution of the 
machines involved. 
 
Clusters of spatial objects can also be used in conjunction with other 
temporal data mining techniques, such as temporal genaralization and 
meta-rules. Some spatial objects, such as certain buildings, volcanos, etc., 
can be viewed to be spatially fixed a long period of time. If clusters of these 
objects are established, it becomes possible to temporally generalize some 
of their attributes to characterize their behavior over time. For other objects, 
the position of some spatial clusters may slowly change over time in a 
fashion that the identification of each cluster remains possible, such as 
forested areas. In this case, meta-rules may be found to describe their 
movement or change in size. 
 
3.6.3.2 Spatio-Temporal Characterization 
This is a process whereby concept hierarchies are used to aggregate data, 
thus allowing stronger rules to be located at the expense of specificity 
[Roddick et al., 2001d].  
As we previously discussed, two types exist: spatial-data-dominant 
generalization which proceeds by first ascending spatial hierarchies and 
then genaralizing attributes data by region, and non-spatial-data-dominant 
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generalization which proceeds by first ascending the non-spatial attribute 
hierarchies.  
Both of these approaches can be used and are considered to yield snap 
characteristics in a temporal SIS. For mining characteristic rules that 
incorporate time, we have two approaches, according to the model 
employed by the system [Abraham et al., 1998]. 
1) If snapshots are extracted for different times, meta-rules can be used to 
describe changes between snapshot rule sets: 
• In the spatial-data-dominant case, this means trends in attribute 
value changes can be observed, although sometimes these 
changes may not be detected if there are only small variations in the 
attribute values over time. This happens because the generalization 
process can ‘smooth out’ deviations between layers by using high 
level concepts for descriptions. For example, a minor increase in 
temperatures over time may still be classified as mild in both the 
original and new description. 
• In the non-spatial-data-dominant case, meta-rules can describe 
changes in spatial areas, such as the spread of a fire or disease. In 
our view, this is a useful approach in many circumstances, because 
it enables the detection of environmental changes such as 
deforestation, increases or decreases in the levels of precipitat 
spread of urban areas. As an example, consider an orchard 
sectioned according to a spatial hierarchy. If the occurrences of a 
certain tree disease are registered regularly over time, the affected 
areas for each survey can be found and meta-rules can be 
construct to observe changes in those areas.  
2) The second approach is applicable only to representational techniques 
where full histories of individual objects are preserved. This means that 
temporal intervals denote the existence of object states. To explore such 
data, the use of temporal generalization is an option. At present, however, 
very little information is available on how to effectively generalize temporal 
intervals, and thus only hypothetical discovery guidelines can be given 
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here. 
• In the spatial-data-dominant case, for each region generated, 
temporal generalization followed by attribute generalization can be 
performed. This produces intervals for each region with an 
associated attribute concept that describes prevailing conditions for 
the region in a given period. 
• Similarly, in the nonspatial-data-dominant case, temporal 
genaralization followed by attribute genaralization can precede the 
region merging process. This yields intervals for each of which 
attribute data is generalized and regions with similar characteristics 
are joined. 
 
3.6.3.3 Spatio-Temporal Association 
This concept is similar to its static counterpart as described by [Agrawal et 
al., 1993] and in previous sections. Spatio-temporal extensions to this form 
of rule require the use of spatial and temporal predicates [Koperski et al., 
1995]. Moreover, it should be noted that for temporal association rules, the 
emphasis moves from the data itself to changes in the data. 
Therefore, similar to spatial approach (see Section 3.6.2.5), we can think of 
purely temporal associations as rules extracted from temporal data and 
expressed by the use of at least one temporal predicate, e.g. car oil change 
precedes tune-up. Thus, a spatio-temporal association rule would comprise 
both spatial and temporal predicates. A possible method to derive these 
rules is by processing evolution descriptions that may already contain such 
predicates [Abraham et al., 1998]. This enables us to find patterns such as 
the convergence of events in a spatial location or the seemingly unrelated 
movements of spatial objects caused by some common factor. Some 
possible examples include observing large numbers of seals near the 
Antarctic during summer or the movements of fishing ships towards a 
particular reef after coral spawn. 
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3.7 Synthesis  
 
The tables in following figure (Table 1, Table 2, Table 3) show an overview 
of all algorithms and represent a synthesis of their main characteristics. 
 
 Algorithm Approach Outcomes Technique 
Temporal DM     
Merge operator Top-Down Classification Nearest 
Neighbor 
Temporal 
Classification 
SDL Top-Down Classification  
Auto Class Miner Bottom-Up Clustering Nearest 
Neighbor 
Temporal 
Clustering 
TSDM Top-Down Clustering Nearest 
Neighbor 
Temporal 
Association 
Rules 
Time Dependent 
Association Rule 
Bottom-Up Association Moving Window 
Table 1: Synthesis of temporal data mininig algorithms. 
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Spatial DM     
Spatial ID3 Bottom-Up Classification Decision Tree 
and Nearest 
Neighbor 
 
Spatial 
Classification 
Two-Steps 
Method 
Bottom-Up Classification Decision Tree 
and Nearest 
Neighbor 
SD(CLARANS) Bottom-Up Clustering Statistical and 
Graph L.Analysis 
NSD(CLARANS) Bottom-Up Clustering Statistical and 
Graph L.Analysis 
Spatial Clustering 
GDBSCAN Bottom-Up Clustering Graph L.Analysis 
and Nearest 
Neighbor 
Spatial-Data-Dom
inant 
Generalization 
Top-Down Characterization Attribute-oriented 
induction 
Spatial 
Characterization 
 
Non-spatial-Data-
Dominant 
Generalization 
Top-Down Characterization Attribute-oriented 
induction 
Global Trends 
Detection 
Bottom-Up Trend Detection Trend Detection Spatial Trend 
Detection 
 
 
Local Trends 
Detection 
Bottom-Up Trend Detection Trend Detection 
Spatial 
Association Rules 
Multiple Level 
Spatial 
Association Rules
Top-Down Association Association Rules
Table 2: Synthesis of spatial data mininig algorithms. 
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Spatio-
Temporal DM 
    
Spatio-Temporal 
Clustering 
Spatial and 
Temporal 
Clustering 
Bottom-Up Clustering Nearest 
Neighbor, 
hashing 
functions,… 
Spatio-Temporal 
Characterization 
“snapshots 
extracted for 
different times” 
Top-Down Characterization Generalization 
and Meta-rules 
 “full histories of 
individual objects 
preserved” 
Top-Down Characterization Temporal and 
Attribute 
Generalization 
Spatio-Temporal 
Association 
“Multiple Level 
Spatio-Temporal 
Association 
Rules” 
Top-Down Association 
 
Association and 
Evolution Rules 
Table 3: Synthesis of spatio-temporal data mining algorithms. 
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4 Visual Data Mining 
4.1 Introduction to Visual Data Mining 
Visual data mining is an emerging area in explorative and intelligent data 
analysis and mining which is based on the integration of concepts from 
computer graphics, visualisation methods, information visualisation, visual 
perception, cognitive psychology and 3D virtual reality systems. It includes 
a collection of interactive reflective methods that support exploration of data 
sets by dynamically adjusting parameters to see how they affect the 
information being presented. It offers the machine learning and data mining 
community powerful means of analysis that can assist in uncovering 
patterns and trends that are likely to be missed with other non-visual 
methods [Hand et al., 2001]. 
 
We can define the term Visual Data Mining as follows [Ankerst, 2001]: 
 
Visual Data Mining is a step in the KDD process that utilizes visualisation 
as a communication channel between the computer and the user to 
produce novel and interpretable patterns. 
 
Visual Data Mining aims at integrating the human in the data mining 
process and applying its abilities to the large data sets available in today’s 
computer systems. For this purpose techniques which provide a good 
overview of the data and use the possibilities of visual representation for 
displaying large amounts of multidimensional data are especially important. 
These visualisation techniques are used in the process of hypotheses 
generation, where the user is guided by the visual feedback of the 
visualisations and quickly learns more about the properties of data in the 
database [Keim et al., 1996a]. 
 
Because of the fast technological development in the last years, the 
amount of information that has to be processed for making decisions 
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increases very fast. Often the automatic searching and analysing of data 
performed by computers does not find satisfactory solutions and therefore it 
is preferable to include the human in the data mining process and combine 
the flexibility, creativity and knowledge of a person with the huge storage 
capacity and computational power of the computers. Human ability of 
perception enables the user to analyse complex events in a short time 
interval, recognize important patterns and make decisions much more 
effectively than any computer can do. But in order to achieve this, the user 
must have the data presented in a logical way with a good overview of all 
information. For this purpose the techniques which provide a good 
representation or visualisation of data are becoming more and more 
important.  
 
How can visualisation techniques be included in the process of knowledge 
discovery in databases (KDD) or more particularly, in data mining? 
Typically, the user first specifies some parameters to restrict the search 
space, then data mining is performed automatically by an algorithm and 
finally the resulting patterns are presented to the user on the screen in a 
visualised form. Thus visualisation serves as a post-processing step 
between the user and the computer that brings the knowledge to the user. 
Alternatively this step can be included into the procedure before the data is 
processed or even at some intermediate point during data processing. In all 
cases the user is integrated more tightly in the whole KDD process, which 
results in a significant improvement in the knowledge gained through the 
KDD process. The quality of the resulting patterns recognized by a person 
increases when compared with computer recognized ones. The person can 
also provide domain knowledge to effectively constrain the search of the 
algorithm. Due to his active involvement the user has a deeper 
understanding of the resulting patterns and trusts the results more than 
when they are produced by computer only. A major advantage of 
visualisation techniques over other automatic data mining techniques (such 
as statistics, machine learning, artificial intelligence, etc.) is that 
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visualisations allows a direct interaction with the user and provide an 
immediate feedback as well as user steering which is difficult to achieve in 
non-visual approaches [Ankerst, 2000]. Recent research has proved that a 
suitable visualisation reduces the time to get information and to make 
sense out of it. Moreover by allowing dynamic user control of the visual 
information through direct manipulation principles, it is possible to traverse 
large information spaces and facilitate comprehension. Therefore the 
information visualisation techniques are very useful for data mining, 
especially as a support for post-processing activities, necessary to fully 
understand the applications of data mining application. Information 
visualisation can on the other hand be considered as a data mining 
technique in itself, which may allow user to discover new and useful 
properties [Buono, 2001]. 
4.2 Existing approaches in Visual Data Mining 
Based on the balance and sequence of the automatic and the interactive 
(visual) part in the KDD process, [Ankerst, 2001] proposes the following 
classification of the existing approaches of Visual Data Mining: 
- visualisation of the data mining result (Figure 3a) 
An algorithm performs the data mining task by extracting patterns, which 
are then visualized to make them interpretable. Based on the result of the 
visualisation, the user can rerun the data mining process with different 
parameters.  
- visualisation of an intermediate result (Figure 3b) 
An intermediate result of the data mining algorithm is visualized, from which 
the user retrieves the interesting patterns and then potentially reruns the 
algorithm. One of the basic motivation for this approach is to make the 
algorithmic part independent from an application. A complete data mining 
algorithm can be very useful in a certain domain but may have severe 
drawback in another one. Since there is no data mining algorithm suitable 
for all applications, the core part is performed and serves as multipurpose 
basis for further analysis directed by the user.  
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- visualisation of the data (Figure 3c) 
Data is visualized before any algorithm has been run on it. The user has a 
possibility to control the search completely from the very beginning of the 
process.  
 
 
4.3 Visualisation techniques used in data mining 
Visualisation techniques can be classified in a number of ways: based on 
the task at hand, based on the structure of the underlying data set or based 
on the number of attributes that can be represented. 
[Fayyad et.al. 2002] discuss how visualisations can be used to: explore 
data, confirm a hypothesis, or present information. In explorative 
visualisations the user does not necessarily know what he is looking for.   
This creates a dynamic scenario where interaction is critical. The user is 
searching for structures or trends and he/she is attempting to arrive at 
some hypotheses. In confirmatory visualisations the user has some prior 
Figure 3: Different approaches to Visual Data Mining. 
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hypotheses about the data that needs to be tested. This scenario is more 
stable and predictable. Analytical tools are especially necessary to be able 
to confirm or refute the hypotheses. When presenting information the user 
has a validated hypothesis and so he/she knows exactly what is to be 
presented and focuses on refining the visualisation to optimise 
presentation. [Bertin, 1983] gives a thorough description of how to create 
the most efficient diagrams and maps.  
 
In this section we give an overview of visualisation techniques used at 
different stages of the data mining procedure. The techniques are classified 
according to the number of attributes that they can represent.  
 
4.3.1  Techniques for displaying objects with a single attribute 
 
Histograms 
The most common technique for visualisation of data objects with a single 
attribute is a histogram. Histogram presents the number of values of the 
variable that lie in consecutive intervals. The technique is less reliable for 
small data sets, because it could show unrealistic random fluctuations and 
multimodality, both due to a bad choice of the sample. The reliability of the 
technique increases with the number of points in the sample, giving a very 
realistic picture on big data sets. 
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Histograms are usually applied to the data prior to any other processing: 
they help with identification of suspicious data records – these could be 
clearly seen in a histogram and could consequently be removed in order to 
prevent them from affecting the results of the further analysis  
In Figure 4, (from [Hand et al., 2001]) is presented a histogram of blood 
pressure data with a suspicious column of 35 persons who seem to have 
had blood pressure 0 at the moment of measurement, which is clearly 
impossible if these persons were alive when the measurements were 
taken. A possible explanation is that data records for these persons were 
missing and so they were accordingly assigned value 0 as a code for a 
missing record. 
 
Kernel plots 
Another technique is to smooth out the contribution of each observed data 
point over a local neighborhood by plotting the estimated density of the 
distribution of the sample. Let the sampled data include the values x(1), 
x(2), ..., x(n). We can introduce the kernel function, K, which describes the 
Figure 4: A histogram of blood pressure data. 
  
Page 65 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
contribution of the data point x(i) to the estimate at some point x in the 
interval between the smallest and the largest data value. Then the 
estimated density can be defined as: f(x)=Σi=1n K((x-x(i))/h), where h is a 
parameter specifying the width of the kernel function. To have a proper 
density, the kernel function has to fulfil the following requirement: its 
integral over the range interval has to be equal 1, thus ascertaining that 
also the integral of the density equals 1. A common kernel function is a 
normal (Gaussian) curve. The quality of the estimate depends on the shape 
(given by the type of the chosen function) and on the width (given by h) of 
the kernel function. By changing values of h, we can achieve an optimised 
fit of the estimate to the distribution of data. Small value of h yields spiky 
estimates with not much smoothing, while on the other hand large values of 
h tend to over smooth the distribution curve. Figure 5, from [Hand et al., 
2001], shows a typical kernel plot.  
 
 
 
 
Figure 5: A kernel estimate of weight for a group of 900 people. 
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Box and whiskers plots 
By using higher statistical moments of data (first statistical moments include 
sample mean, mode and median, higher moments include quartiles, 
deciles, percentiles, etc.) we can produce another interesting 
representation of data with single attribute. This is a so-called box and 
whiskers plot.  The plot includes a box, which includes the bulk of the data, 
usually extending itself from the first to the third quartile. The first quartile is 
the value which has the property that ¼ of points have a lower value and ¾ 
of points a higher value. The third quartile has ¾ of points with a lower 
value and ¼ with a value above it. Inside the box we plot one of the first 
moments (the mean, the median or the mode) and finally on each side we 
add whiskers to the box, representing spreads of tails in data distribution. In 
Figure 6, (from [Hand et al., 2001]) is shown a box and whiskers plot on 
plasma glucose concentration for two classes of persons (healthy people in 
the sample are labelled as class 1 and people with diabetes as class 2). 
The upper and lower boundaries of the box represent the upper and lower 
quartiles of data respectively. The horizontal line in the box represents the 
median of the data. The whiskers extend one and a half times the 
interquartile range from the end of each box. All data points outside the 
whiskers are plotted individually. 
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4.3.2 Techniques for displaying relationships between two variables 
 
Scatter plots 
The most common technique for visualisation of relationships between two 
variables is a scatter plot (Figure 7, from [Hand et al., 2001]), where we 
assign the values of each variable to each of the two axes and plot all data 
points into such a graph. The technique gives a very good result when 
searching for correlation between the two variables, but for data mining it is 
sometimes not the most appropriate tool, especially when there are too 
many data points. In this case the overprinting of points conceals the 
strength of actual correlation between the variables and in an extreme 
case, all we get is a blank rectangle which yields no result. 
Figure 6: A box and whiskers plot on plasma glucose concentration.  
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Contour plots 
A contour plot is the two dimensional equivalent of a kernel plot. Instead of 
plotting all the data points as in a scatter plot, we create an estimate 
surface of density and show it by printing its contours. This solves the 
overprinting problem of a scatter plot. As in a kernel plot we can vary the 
shape and the width of the surface, which affects the quality of the result. A 
typical contour plot can be seen on Figure 8, from [Hand et al., 2001] where 
a contour plot of 96000 cases of applications for a loan. The vertical axis 
shows the age of the applicant and the horizontal axis indicates the day on 
which the application was made. 
Figure 7: A standard scatter plot for two variables. 
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4.3.3 Techniques for displaying more than two variables 
 
According to [Ankerst, 2000] and [Keim et al., 1996a], the visualisation 
techniques for data mining of multivariate data can be classified into five 
groups:  
• pixel-oriented,  
• geometric projection,  
• icon-based, 
•  hierarchical, 
•  graph-based techniques. 
 All of the visualisation techniques that we mention below, are developed 
for visual data mining in a relational database, which is adequate for most 
Figure 8: A contour plot of 96000 cases of applications for a loan.  
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of the usual applications, because very large amounts of data are typically 
managed with the aid of relational systems. Most of the techniques 
however can also be used for visually mining large amounts of data stored 
in object-oriented or other types of databases [Keim et al., 1996a]. In this 
section we also provide an evaluation and comparison of some of the listed 
visualisation techniques used in visual data mining. 
 
Pixel-oriented techniques 
The basic idea of pixel-oriented techniques is to map each attribute value to 
a coloured pixel and to present the data values belonging to one attribute in 
separate windows. Figure 9, showing this principle, is taken from [Keim et 
al, 1996a]. Since in general these techniques use only one pixel per 
attribute value, it is possible to visualize the largest possible amount of data 
at one time.  
 
 
Pixel-oriented techniques use different arrangements for different purposes.  
The basic distinction is between query-independent and query-dependent 
techniques. 
If a user wants to visualize a large data set, the user may use a query-
independent technique which sorts the data according to some attribute 
and uses a screen-filling pattern to arrange the data values on the display. 
Figure 9: A representation of data with six attributes using a pixel-oriented.  
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The query-independent techniques are useful for data with a natural 
ordering according to one attribute (e.g. time-series data). Simple query-
independent techniques arrange data from left to right in a line-by-line or 
column-by-column way. Sometimes these arrangements do not produce 
useful results and in such a case one of the techniques that provide a 
better clustering of closely related data items can be used (for example 
space-filling curves).  For data mining even more important are techniques 
that provide semantically meaningful arrangement as well as clustering. An 
example of such a technique is the recursive pattern technique, which is 
based on a recursive scheme allowing the user to influence the 
arrangement of data items. First a certain number of elements is arranged 
from left to right then below backwards from right to left, then again from left 
to right and so one. The same basic arrangement is done on all recursion 
levels with the only difference that the basic elements arranged on i-th level 
are the patterns resulting from the previous level and so on. [Keim et al., 
1996a]. 
If there is no natural ordering of the data and the main goal is an interactive 
exploration of the database, the user will be more interested in a feedback 
to some query and turn to query-dependent techniques which visualize the 
relevance of the data items with respect to a query. Instead of directly 
mapping the data values to colour, the query-dependent technique 
calculates the distance between data and query values, combines the 
distances for each data item into an overall distance and visualize 
distances for the attributes and the overall distance. The distance function 
can be a metric for any type of numerical data or some other type of 
distance for other kinds of data, such a lexicographical difference or even 
phonetic difference for strings. Since the focus of the query-dependent 
techniques is on the relevance of the data items with respect to the query, 
different arrangements of pixels are appropriate than with query-
independent techniques. The most natural arrangement of the data items 
centres the most relevant data items in the middle of the window and less 
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relevant data items are arranged in a spiral-shape to the outside of the 
window [Keim et al., 1996].  
All pixel-oriented techniques partition the screen into multiple windows: for 
data with m attributes the screen is partitioned into m windows – one for 
each of the attributes. In case of query-dependent techniques an additional 
(m+1)-th window is provided for the overall distance. Inside the windows 
the data values are arranged according to the given overall sorting which 
may be data-driven for the query-independent techniques or query-driven 
for the query-dependent techniques. Correlations, functional dependencies 
and other interesting relationships may be detected by relating 
corresponding regions in the multiple windows. It is also important to use 
the correct palette of colours, because the human visual system has a non 
linear response to luminance and spectral content. Incorrect use of colour 
can hide existing relations between variables and introduce artefacts. The 
colour scale used should be perceptually equally spaced, the details about 
it can be found in [Keim et al., 1996]. 
 
Geometric projections techniques 
The goal of geometric projection techniques is to provide a meaningful 
projection of multidimensional data sets. Due to the many possibilities of 
mapping the multidimensional data on the two-dimensional screen, this 
class incorporates techniques which can be very different from one 
another. For example, techniques of exploratory statistics, such as principal 
component analysis, factor analysis and multidimensional scaling, belong 
here as well as more simple techniques, such as parallel coordinates 
technique. 
Sometimes, especially when we deal with three-dimensional data, we can 
produce scatter plots for each two selected attributes, which are in turn 
projected into a cube of points and then the cube is projected onto a two-
dimensional screen. The direction of the projection can vary and the goal of 
the user is to find the projection that yields an interesting result. This 
technique is called projection pursuit. Some software packages for 
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visualisation allow the user to watch the data while performing random 
rotations and to wait for interesting structures to become apparent. Another 
option is to compute the projection, which has a property that the sum of 
squared differences between data points and their respective projections is 
minimal. The direction of such projection is called the principal component 
direction. [Hand et al., 2001]. 
The parallel coordinates technique maps the attributes of a data set onto 
vertical axes and represents each data object as a piecewise linear line. 
This polygonal line intersects the vertical axes at one point that 
corresponds to its attribute value (Figure 10, from [Ankerst, 2000]). The 
technique maps the m-dimensional space onto the two display dimensions 
by using m equidistant axes which are parallel to one of the display axes. 
The axes correspond to the dimensions and are linearly scaled form the 
minimum to the maximum value of the corresponding dimension. Each data 
item is presented as a polygonal line intersection each of the axes at that 
point which corresponds to the data value of the considered dimension. 
Although the principle idea of the parallel coordinate visualisation technique 
is quite simple, it is powerful in revealing a wide range of data 
characteristics such as different data distributions and functional 
dependencies. However since the polygonal data may overlap, the number 
of the data items that can be visualized on the screen at the same time is 
limited to about 1000 items [Keim et al., 1996] 
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Icon-based techniques 
Icon-based techniques visualize multidimensional data by mapping the 
attribute values of each data element onto parameter values of small icons.  
An icon plot is based on the idea that the multiple variables can be 
represented by small diagrams (icons) in which the sizes of different 
geometrical features are determined by the values of particular variables.  
One of the more common icon types are star icons, in which different 
directions represent different variables and the lengths of radii in each 
direction represent the value of the variable. Figure 11, from [Hand et al., 
2001], shows an example of a star plot. 
 
 
 
 
 
Figure 10: The parallel coordinates technique. 
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Figure 11: An example of a star plot. 
Figure 12: The Chernoff face technique. 
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Another of the well-known techniques here is the Chernoff technique, 
where two chosen attributes are mapped to the two display dimensions. 
The remaining attributes are mapped to the properties of a face icon - the 
shape of the eyes, nose and mouth and the shape of the face itself. This 
technique is based on the human sensitivity to faces and facial features 
(Figure 12, from [Ankerst, 2000]). 
 
An iconic visualisation technique which allows a visualisation of larger 
amounts of data and is therefore more adequate for data mining is the stick 
figure technique. The icon is some type of stick figure, where two 
dimensions are mapped to the display dimensions and the remaining 
dimensions are mapped to the angles or limb lengths of the stick figure 
icon. If the data items are relatively dense with respect to the display 
dimensions, the resulting visualisation presents texture patterns that vary 
accordingly to the characteristics of the data and are therefore detectable 
by perception [Keim et al., 1996a].  
Many other ideas for iconic displays have been developed in the recent 
years. An approach which allows the visualisations of an arbitrary number 
of dimensions is the shape-coding approach. The icon used in shape-
coding approach maps each dimension to a small array of pixels and 
arranges the pixels arrays of each data item into a square or rectangle. The 
pixels corresponding to each of the dimensions are mapped to grey scale 
or colour according to the data value of the dimension. The small squares 
of rectangles corresponding to the data items are then arranged 
successively in a line-by-line fashion [Keim et al., 1996a]. 
 
 
Hierarchical techniques 
Hierarchical techniques visualize the data using a hierarchical partitioning 
into subspaces. Examples of these are the n-Vision techniques (also known 
as "worlds-within-worlds", Figure 13 from [Ankerst, 2001]) using nested 
three dimensional spaces, dimensional stacking technique based on 
partitioning the attribute space into two dimensional subspaces which are 
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then recursively stacked into each other, and tree maps technique. [Keim et 
al., 1996a]. 
 
 
Graph-techniques 
Graph-techniques are based on the idea to effectively present a large 
graph using specific layout algorithms, query languages and abstraction 
techniques. [Keim et al., 1996a]. 
 
Some other multivariate data visualisation techniques which are also used 
at some stage in visual data mining, but which do not particularly fit into any 
of the five categories above, are described below: 
  
Scatter plot matrix 
A scatter plot matrix (Figure 14, from [Hand et al., 2001]) is a generalization 
of a scatter plot into n dimensions. We create scatter plots for each two 
different variables and arrange them into a matrix. Sometimes points, 
Figure 13: The worlds-within-worlds techniques. 
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corresponding to the same object, can be highlighted in each scatter plot 
for better visualisation – this technique is called brushing. However, a 
scatter plot matrix is not a real multivariate display, as multivariate data is 
projected into multiple two-dimensional plots. 
 
 
 
 
Figure 14: A scatter plot matrix for data with 5 variables. 
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Trellis plots 
Another generalization of a scatter plot is a trellis plot: we fix two variables 
that are to be displayed and produce a series of scatter plots for each 
range (interval of values) of other variables. In Figure 15, (from [Hand et al., 
2001]) is shown a trellis plot of physiological data with 4 scatter plots and 
best-fitted lines. The upper two graphs show ages 29 to 42 while the lower 
two graphs show ages 18 to 28 – these are the two levels of the age 
variable. The split in the horizontal direction is between male and female 
persons. 
 
This technique can be used for any type of graph, not only scatter plots 
(e.g. histograms, contour plots, time series plots, etc.).  
 
Independence diagrams technique 
Another technique which uses distribution of data values of each attribute 
into ranges is the independence diagram technique. Each attribute is 
Figure 15: A trellis plot of physiological data with 4 scatter. 
  
Page 80 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
divided into ranges and for each pair of attributes the combination of these 
ranges defines a two-dimensional grid. For each cell of this grid the number 
of data items in it is stored. Then the grid is displayed, scaling each 
attribute data so that the displayed width of a range is proportional to the 
total number of data items within that range. The brightness of a cell is 
proportional to the density of the data items in it. Independence diagrams 
provide quantitative measures for data mining algorithms that identify 
attribute dependencies [Berchtold et al., 1998]. 
 
4.3.4 Summary of the Visualisation Techniques used in Data Mining 
In this section we present a summary of all the above described (Table 4) 
visualisation techniques used in data mining with their typical uses. 
 
 
Visualisation 
Technique 
Number of 
represented 
attributes 
 
Typical use 
Histogram 1 Pre-processing of data, visualisation of 
large amounts of data 
Kernel plot 1 Estimation of statistical properties of 
data 
Box and whiskers 
plot 
1 Representation of higher statistical 
moments of data 
Scatter plot 2 Basic visualisation of two-dimensional 
data 
Contour plot 2 Estimation of statistical properties of two-
dimensional data 
Pixel-oriented 
techniques 
  
Query-
independent pixel-
oriented 
Multi Visual analysis of data with natural 
ordering (e.g. time-series), visualizing 
data with respect to its characteristics 
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techniques only 
Query-dependent 
pixel-oriented 
techniques 
Multi Interactive exploration of the database 
where data does not have any ordering, 
visualizing data with respect to a query 
Geometric 
projection 
techniques 
  
Projection pursuit  Multi Analysis of three-dimensional data 
Principal 
component 
analysis 
Multi Analysis of three-dimensional data 
Parallel 
coordinates 
technique 
Multi Discovery of different data distributions 
and functional dependencies, only for 
smaller amounts of data 
Icon-based 
techniques 
  
Star plot Multi Analysis of data with a small number of 
attributes 
Chernoff face 
technique 
Multi Analysis of data with a small number of 
attributes, very appealing to human 
perception 
Stick figure 
technique 
Multi Visualisations and analysis of larger 
amounts of data, but not with many 
attributes 
Shape-coding Multi Visualisations and analysis of data with a 
very large number of attributes 
Hierarchical 
techniques 
Multi Visualisations of multivariate functions 
Graph 
techniques 
Multi Graph-theory approach to visualisations 
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Other 
multivariate 
techniques 
  
Scatter plot matrix Multi Projection of multivariate data onto 
several two-dimensional plots 
Trellis plot Multi Subdivision of data into smaller ranges 
Independence 
diagrams 
Multi Quantitative measures for identification 
of attribute dependencies 
Table 4: A summary of visualisation techniques. 
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5 Geographical Knowledge Discovery 
In this section we provide a brief introduction to Geographical Knowledge 
Discovery (GKD) [Miller et al., 2001a]. This field is an important special 
case of Knowledge Discovery in Database (KDD). After a short 
presentation of the main geographic data peculiarities, we describe how 
these peculiarities can affect the existing data warehouse, data mining and 
visualisation techniques. 
5.1 Why Geographic Knowledge Discovery? 
First of all, we provide an overview of geographical data peculiarities. 
According to [Miller et al., 2001b] the geographical data are: 
• need for a geographical measurement framework, 
• inherent spatial dependency and heterogeneity of data, 
• complexity of spatio-temporal objects and relationship, 
• diverse data types. 
In the following we provide a short description of these peculiarities. 
 
Geographical Measurement Framework 
Many information domains of interest in KDD are highly dimensional and 
these dimensions are relatively independent; on the contrary, geographical 
information are not only highly dimensional, but also have the property that 
up to four dimensions of the spatial information these dimensions are 
interrelated and provide the measurement framework for all other 
dimensions. A formal and computational representation of geographic 
information requires the adoption of an implied topological and geometric 
measurement framework. This framework affects measurement of the 
geographical attributes and consequently those patterns that can be 
extracted. 
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Spatial Dependency and Heterogeneity 
Measured geographic attributes usually exhibit the properties of spatial 
dependency and spatial heterogeneity. Spatial dependency is the tendency 
of attributes to be related at some location in space (i.e. Euclidean Space). 
Spatial heterogeneity refers to non-stationarity of most of geographic 
processes. An intrinsic degree of uniqueness at all geographic locations 
means that most geographic processes vary by location. Consequently 
global parameters estimated from a geographic database do not properly 
describe the geographic phenomenon at any particular location. 
 
Complexity of Spatio-Temporal Object and Relationships 
Spatio-temporal object and relationship tend to be more complex than the 
objects and the relationships in non-geographical databases. Data object in 
non-geographic databases can be meaningfully represented as points in a 
information space. Size, shape and boundary properties of geographic 
objects often affect geographic processes. Relationships such as distance, 
direction, connectivity are more complex when dimensional objects are 
cosidered. 
 
Diverse Data Types 
An aspect of the digital geographic information revolution is that geographic 
databases are moving beyond the well-structured vector and raster 
formats. Digital geographic databases and repositories increasing can 
contain ill-structured data such as imagery and geo–referenced multimedia 
[Camara et al., 1999]. 
 
5.2 Data Warehouse 
In [Miller et al., 2001a] a brief discussion abaut geographical data 
warehouse (GDW) is given. Geographical DW is also called spatial data 
warehouse. A geographic data warehouse contains geographic data as 
satellite images and aerial photography with no geographic data. 
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Geographic data introduce complexities that must be managed in DW 
design and during data integration process. For example, GDWs are 
potentially larger than DWs that do not contain geographic data, thus there 
are stricter requirements for scalability. Besides a special aggregation 
operator and hierarchical concepts are needed. 
For an unified overview of the fundamental concepts of spatial data 
warehousing see [Bérnard et al., 2001].  
 
[Shekhar et al., 2001] assert that one of the major difference between 
conventional and spatial data warehouses lays in the visualisation of the 
result. In conventional data warehousing, the results of OLAP process are 
often shown as summary tables or spread sheets of text and numbers, 
whereas in the case of a spatial data warehouse the results may be albums 
of maps. Other considerations are needed about the aggregate operators 
on geometry data types (e.g., point, line, polygon). The authors propose a 
map cube operator, it is an extension of traditional data cube operator to 
deal with spatial information. The goal is to support exploration of the map 
collection via roll-up, drill-down, and other operation on the aggregation 
hierarchy. 
 
In a context of geographical domain, according to [Bérnand et al., 2001], 
we could use metadata to describe spatial fusion operations: it increase the 
user awareness on the quality of the integrated information by supplying 
proper metadata, balancing the quantity with regard to the volume of spatial 
data, properly attaching metadata to geometric primitives, exploiting 
metadata properly to facilitate the importation of updated legacy data, etc. 
 
5.3 Data Mining 
Geographic data mining involves the application of computational tools to 
reveal interesting patterns in objects and events distributed in geographic 
space and across time. These patterns may involve the spatial properties of 
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an individual object and events, and spatio-temporal relationships among 
objects and events in addition to non-spatial attributes of interest in 
traditional data mining. 
Difficulties in accounting for spatial dependency in geographic data mining 
include identifying the spatial dependency structure, the potential 
combinatorial explosion in the size of these structure and scale-
dependency of many dependency measures. 
In section about spatial data mining (Section 3.6.2), we have just pointed 
out how much the spatial relationship affects every data mining techniques, 
presenting some spatial algorithms. 
5.4 Visualisation 
We have explained the visualisation techniques gain within KDD process in 
section about visual data mining (Section 4). Geographical Visualisation 
(GVis) includes cartography, GIS and scientific visualisation to explore 
geographic data and communicate geographic information. The 
advantages of GVis are the same ones described for the other visualisation 
techniques within KDD. GVis is related to GKD since it involves an 
interactive, customized process driven by human knowledge. The kind of 
visualisations used to represent geo-referented data are based on graph 
that we have described in visualisation section (Section 4.3). However, to 
make explicit the geographic information, previous graphs are represented 
over geographical maps, this kinds of visualisation are collected under a 
category called Map-based techniques [Gahean et al., 2001]. 
Map-based techniques allow the mapped data and its visual appearance to 
be changed interactively [Dykes, 1997]. Map legends are often used as the 
basis for interaction, as shown by [Peterson, 1999] and [Andrienko et al., 
1999b], permitting the user to change the appearance of the objects 
mapped and thereby to define and possibly explain clusters. 
Just to give an example of how previous visualisation techniques are 
adapted in geographic context, we mention a kind of geographical 
visualisation called ‘’geoview’’ ([Maceachren et al., 1999]).  A ‘’geoview’’ is 
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a three-dimensional window in which geographic space is mapped to 
display space in at least two of the dimensions. The third dimension is used 
to represent either the third spatial dimension (elevation/depth) or to 
represent time (with time treated as a linear dimension). In Figure 16 (from 
[Maceachren et al., 1999]), we have reported an example of geoview 
display where third dimension is used to representing the time. Glyphs over 
the map represent precipitation events at those times and places. 
 
 
 
Figure 16: An example of Geoview. 
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6 Applications 
In this section we introduce some applications of knowledge discovery. 
They are grouped by application domain. Our main goal is to provide a brief 
survey about attempts, ideas and experiences on different application 
fields. 
6.1 Example of Data Mining Application 
6.1.1 Vulcanos Identification on Venus Surface 
Knowledge mining from Image Databases can be viewed as a case of 
spatial data mining. There have been studies, led by [Fayyad et al., 1993a], 
on the automatic recognition and categorization of astronomical objects.  
The authors presented a system for identifying volcanos on the surface of 
Venus from images transmitted by the Magellan spacecraft. The system is 
composed of three basic components: data focusing, feature extraction, 
and classification learning. Like all other data focusing techniques, the first 
component increases the overall efficiency of the system by first identifying 
the portion of the image being analyzed that is most likely to contain a 
volcano. The second component of the system extracts interesting features 
from the data. Then the final task, which is performed by the rest of the 
system, is to discriminate between volcanos and other objects looking like 
volcanos. Such ''false alarms'' are caused by objects on the surface of 
Venus causing intensity deviations. The final component of the system 
uses training examples provided by the experts to create a classifier that 
can discriminate between volcanos and ''false alarms''. The decision tree 
method was used for this task and the obtained accuracy was about 80%.  
 
6.1.2 Environmental Issues Analysis 
[Kawano et al., 2001] proposed a fuzzy system to evaluate local 
environmental problem both by using usual numerical measurement and by 
feeling of resident people. Clustering helps this approach to integrate 
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people perception of environmental problem along with water and air 
analysis. The algorithms used for this proposal are fuzzy c-mean and Ward 
method. 
 
6.1.3 Traffic Analysis 
In the context of Intelligent Transportation System (ITS) we present two 
data mining applications that aid decision-making.  
The first article ([Shekhar et al., 2000]) analyses data mining and 
visualisation problem in a traffic monitoring context. It proposes to use 
clustering, classification and association rules discovery based on visual 
data representation. The highway traffic Data Archive of Twin-Cities 
metropolitan area has been used in such case study. Classification with 
decision tree, clustering with K-mean algorithm and association rule have 
been used to determine bottleneck station, to denote similar traffic flow 
pattern, to discover relationship between accident and high traffic volume 
respectively. 
The second data mining traffic application is proposed in [Hauser et al., 
2001]: a support to traffic signal timing planning is searched for by using 
hierarchical clustering analysis. The goal of this application is building a 
real time traffic signal decision system able to dynamically recognize which 
traffic signal map is needed and clustering groups similar traffic situation. 
6.1.4 Air Pollution Analysis 
Air pollution is one of the main factor that affects public health. Data mining 
techniques aids the prediction of air pollution and its effects. 
In [Ng et al., 2001] is described an agent framework to support spatial data 
mining for air pollution through a spatial generalization method explained in 
[Koperski et al., 1996b]. In this case, data mining activity is performed by 
spatial mining agents that classify the pollution levels. A prototype has been 
developed to allow web access for user to investigate the effect of 
meteorological and air pollutant elements on air pollution.  
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To demonstrate that data mining is not only a business tool (i.e. market 
baskets application), but it could be useful for scientific activity, [Read, 
1999] proposed decision tree to classify the relationship among ozone 
concentration, air temperature and relative humidity. 
In [Pokrovsky et al., 2002] a method based on fuzzy logic has been 
developed to study the impact of meteorology factors on the evolution of air 
pollutant levels for Hong Kong case study. This approach uses a clustering 
data mining outcome applying an iterative algorithm, that use Nearest 
Neighbor selection rule for cluster joining. 
Many studies investigate Neural Networks application to air pollution 
forecasting; some examples are described in [Gardner et al., 1999] and 
[Perez, 2001]. In these articles, based on survey sampled in London and 
Santiago respectively, the rate of pollutant elements in air is predicted 
through a regression activity. 
For further reference, a collection of artificial neural network applications on 
atmospheric science is mentioned in [Gardner et al., 1998].  
6.1.5 Map Analysis 
An application of topographic map analysis is described in [Malerba et al., 
2001], where a prototypic GIS named INductive GEographic iNformation 
System (INGENS) is developed. The system manages topographic maps of 
the Apulia region of Italy, whose purpose is supporting town planning. Data 
mining techniques are used to classify the following four morphological 
elements: regular grid system of farm, fluvial landscape, system of cliffs 
and royal cattle track. These four elements are deemed relevant for the 
environmental protection. The classification has been realised with a 
particular instance of Inductive Logic Programming techniques. Another 
application is cited by [Ester et al., 2001]. It clusters raster satellite images 
of California to create thematic maps. 
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6.1.6  Economic Geographic Analysis 
An interesting data mining application area is Economic Geographic Area. 
The key idea is that a geographic database may be used to discover spatial 
characterization of economic power or other interesting properties of 
communities. In [Ester et al., 2001] are presented some algorithms and 
their possible applications using geographic information about Bavaria 
collected during a German census. 
The data mining outcomes described are characterization, trend detection 
and classification. All of them have been used to test algorithm 
performance. Characterization has been developed to find the rules that 
individuate an area with high rate of retired persons; trend detection has 
been used to understand average rent trend in Regensburg area, while 
classification by decision tree has been used to perform an investigation 
about economic power of area. 
6.2 Example of Visual Data Mining Application 
In this section we introduce some Visual Data Mining application in order to 
illustrate how this technology has been employed in some real Knowledge 
Discovery Process. 
6.2.1 Telephone Calling Fraud Analysis 
An interesting Visual Data Mining application in the context of recognizing 
Telephone Calling Fraud is illustrated by [Cox et al., 1997].  Many data 
mining and automatic systems have been studied to discover fraud; 
however, these systems are often few efficient against the ever-changing 
techniques used by bandits. 
Since human pattern recognition skills are remarkable and in many 
situations far exceed the ability of automate mining algorithms, visual data 
mining could be used to improve automatic fraud detection. 
This approach has been successfully used to recognize telephone calling 
fraud. Telecommunications fraud is an industry-wide problem. For each 
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phone call, an AMA billing records that is a telecommunications industry 
data format standard, is created and stored in a huge database.  
The most bill-incisive calls are naturally the international calls, representing 
the information contained in AMA calls records; thus, using a visual 
metaphor for representing calling communities, it is possible to get 
significant insight about anomalous calling patterns. In Figure 17 (from [Cox 
et al., 1997]) is illustrated a NicheWorks display that points out a suspicious 
calling pattern. The user has interactively selected suspicious calling 
pattern. The node is displayed in detail at the upper lefts of the figure. This 
view shows that during a period of eight hour the subscriber made 126 calls 
to Middle East an Latin American Countries. This pattern was later 
confirmed as fraud. Since the pattern recognition task was performed by 
the user without a data mining step, we could include this application in the 
third type of visual data mining (Figure 3c). 
  
Figure 17: Display that points out a suspicious calling pattern. 
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6.2.2 Atmospheric Science Analysis 
In [Macedo et al., 2000] is discussed the use of simple visual tool in the 
application domain of Atmospheric Science Data to explore multivariate 
spatially referenced data. Throughout the paper is used the Comprehensive 
Ocean-Atmosphere Data Set (COADS), that is a compilation of in situ 
weather observations. The collected data are monthly mean values of sea 
surface temperature (SST), sea level pressure (SLP), wind speed, wind 
direction, for the period of January 1980 - December 1991. 
To deal with high dimension data visualisation different tools are used, such 
as, XGobi and ArcView3.0. There is a seamless inter-process 
communication link between ArcView 3.0 and XGobi, which allows to plot 
characteristics to be visualized simultaneously within the two package 
[Symanzik et al., 1999].  
 
The main idea is providing multiple views of data through different kind of 
diagrams. Using linked brushing, it is possible to keep the data 
relationships organizing them into different views. Thus, formulating queries 
becomes simple and rapid. For example, by interacting with different 
visualisations, we could formulate questions as “what is the distribution of 
sea level pressure if the sea surface temperature is between 25°C and 
30°C ?”. In  Figure 18 (from [Macedo et al., 2000]) is shown the 
relationships among sea surface temperature, sea level pressure (top plots) 
and correlated geographical area (bottom plots). This application is a good 
example of the third kind of visual data mining (see Figure 3c), since no 
data mining activity is performed by computer. 
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6.2.3 Geo-Referential Statistical Information Mapping 
As we have observed, problems about visualisation of geographic 
information are treated in GVis field. An interesting integration between 
visualisation and data mining tools is presented in [Andrienko et al., 1999a]: 
Descartes ([Andrienko et al., 1998]), that is, an intelligent maps visualisator 
and Kepler ([Wrobel et al., 1996]), an extensible data mining tools are 
linked to support spatial data mining. Since Kepler contains its own facilities 
for non-graphical representation of data mining results, it would be 
productive to make a dynamic link between display of Kepler and 
Descartes and vice versa to improve both data mining process 
understanding and user result interaction/recognition. Some examples of 
classification by decision tree (Figure 19, from [Andrienko et al., 1999a]) 
and characterisation by association rules are used to demostrate system 
ability. Since the user could interact with both data mining algorithm and its 
results, this system could be ascribed as a second type of visual data 
mining (see Figure 3b). 
Figure 18: Brushing in the sea level pressure vs. sea surface temperature. 
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Figure 19: Interactive classification of values of target attribute. 
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7 Data Mining Tools 
The market of data mining tool market has become more crowded in recent 
years, with more than fifty commercial data mining tools (they are listed in 
[Goebel, 1999] and at the KDNuggets web site [2]). Rapid introduction of 
new and upgraded tools is an exciting development, but creates difficulties 
for potential purchasers trying to assess the capabilities of off-the-shelf 
tools. 
In [Abbott et al., 1998] the authors present an estimation of the best 
commercial software. They evaluated five (commercial) tools as the best of 
more than forty candidate data mining tools. Those tools were (in 
alphabetical order of vendor Name):   
 
• Clementine, SPSS 
• Darwin, Thinking Machines Corp. 
• Enterprise Miner, SAS Institute  
• Intelligent Miner for Data, IBM 
• Pattern Recognition Workbench, Unica Technologies Inc. 
 
They were evalueted by using a specific set of user criteria, that is,  
• product track record,  
• vendor viability, 
• breadth of data mining algorithms in the tool, 
• compatibility with a specific computer environment, 
• ease of use, 
• the ability to handle large data sets. 
 
According to [Abbott et al., 1998] and [Goebel, 1999], we describe the 
general product characteristics, the database connectivity and the data 
mining characteristics by three different tables: 
• Table 5: In this table the general product characteristics are shown: the 
column “Architecture” specifies the computer architecture on which the 
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software runs; similarly, the column “Operating System” lists the 
operating systems for which run time version of the software can be 
obtained (Table 5). 
 
• Table 6: This table shows the database connectivity. The column “Data 
Sources” specifies possible formats for the data to be analysed; the 
column “Size” lists the maximum number of records the software can 
comfortably handle. Medium stands for 10000 to 1000000 records, 
while Large stands for more than 1000000 records. The column “Model” 
specifies the data model for the data to be analysed. Finally, the column 
“Queries” specifies how the user can formulate queries against the 
knowledge base and direct the discovery process. The term GUI stands 
for Graphic User Interface; the terms API and SDK stand for Application 
Program Interface and Software Development Kit respectively (Table 
6). 
 
• Table 7: In this table the data mining characteristics are described. By 
“Tasks” we mean the knowledge discovery tasks that the product is 
intended for. Pre = Data Preprocessing (Sampling, Filtering), P = 
Prediction, Regr = Regression, Cla = Classification, Clu = Clustering, A 
= Link Analysis (Associations), Vis = Model Visualisation, EDA = 
Exploratory Data Analysis. Finally, the column “Methods/Techniques” 
lists the methods used to discover the knowledge. NN = Neural 
Networks, GA = Genetic Algorithms, DT = Decision Trees, RI = Rule 
Induction, NNM = Nearest Neighbor Method. Finally the column 
“Human Interaction” specifies how much human interaction with 
discovery process is required and/or supported. Auto = Autonomous, 
H.G. = Human Guided discovery, H.I. = Highly Interactive (Table 7). 
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Product Company Version Architecture Op. System 
Clementine Integral 
Solution Ltd 
(ISL) [3] 
4.0 Stand Alone Unix, WinNT 
Darwin Thinking 
Machine 
(TMC) [4] 
3.0.1 Client/Server,
Parallel 
Processing, 
Stand Alone 
Unix 
Enterprise 
Miner 
SAS Institute 
[5] 
Beta Stand Alone Win3.x,Win9.x, 
WinNT,OS/2,Unix,IBM,Mac
Intelligent 
Miner 
IBM [6] 2.0 Client/Server,
Parallel 
Processing, 
Stand Alone 
Unix,Dos,Win3.x,Win9.x, 
WinNT,OS/2, IBM 
Pattern 
Recognition 
Workbench 
(PRW) 
Unica 
Technologies 
Inc. [7] 
2.5 Stand Alone Win3.x,Win9.x, 
WinNT 
 
Product Data Sources Size Model Queries 
Clementine Text files(ASCII), 
Informix, Oracle, 
Sybase, Ingres, 
ODBC,MS-Excel,  
Lotus 123 
Medium Relational GUI 
Darwin Text files(ASCII), 
Dbase files, 
Paradox, Oracle, 
Sybase,Ingres, 
ODBC,MS-Excel,  
Lotus 123 
Large Relational SQL or similar 
Enterprise 
Miner 
SAS table of data Large Relational GUI, SQL 
Intelligent 
Miner 
Text files(ASCII), 
Dbase files,  
Oracle,Sybase 
Large Relational SQL or similar, 
GUI 
PRW Text files(ASCII)  Medium No Relational Db 
Connectivity 
API or SDK 
Table 5: General Product Characteristics. 
Table 6: Database Connectivity. 
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All of the five products here evalueted display excellent properties, but each 
may be best suited for a different environment. IBM’s Intelligent Miner for 
Data has the advantage of being the current market leader, with a strong 
vendor offering well-regarded consulting support. ISL’s Clementine excels 
in support provided and in ease of use (given Unix familiarity) and might 
allow the most modeling iterations in a tight deadline. SAS’s Enterprise 
Miner would especially enhance a statistical environment where users are 
familiar with SAS and could exploit its macros. Thinking Machine’s Darwin 
is the best when you deal with very large databases. Finally Unica’s Pattern 
Recognition Workbench is a strong choice when it is not obvious which 
algorithm will be most appropriate, or when analysts are more familiar with 
spreadsheets than Unix. 
 
               Tasks Product 
Pre P Regr Cla Clu A Vis EDA
Methods/Techniques Human 
Interaction 
Clementine  X x   x  x   x X x x NN, DT, RI H.I. 
Darwin  X x   x  x   x X x x NN, GA, DT Auto/H.I./H.G 
Enterprise 
Miner 
    x      NN, DT, RI H.G./H.I. 
Intelligent 
Miner 
 X x   x  x     NN, DT, NNM H.I. 
PRW     x   x    NN, NNM H.G./H.I. 
Table 7: Data mining software characteristics. 
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8 Summary / Conclusion 
Many authors provided a survey of techniques to deal with data mining and 
visual data mining. This report tends to be a compendium and an 
interpretation of these surveys and many other articles and papers. 
In the first part of the report we described data mining as a part of the 
knowledge discovery (KDD) process. Data mining has been explained 
starting from its outcomes, in order to give a coherent overview of the main 
spatial and temporal data mining algorithms. 
In the second part of the report we presented visual data mining, describing 
its approaches and how visualisation techniques are used and related to 
data mining. Moreover we provided a brief description of the knowledge 
discovery in a geographical context, of how and where applications can 
head for, and of some of the main data mining tools. 
 
Starting from the analysis of this "State of the Art on Data Mining", we may 
outline that to date a standard (intended as uniqueness) meaning for visual 
data mining does not exist. This term is often used not only to describe the 
“visual” aspects in a data mining context, but it also refers to a more 
generic knowledge discovery process, where an individual may perform a 
human pattern recognition without using any data mining algorithm. 
There are still many open issues in and (visual) data mining. Some of them 
could be of interest in INVISIP, such as: 
 
• Metadata and visual data mining. How metadata can be a support 
for data warehousing, how data mining can be used as a mean to 
extract metadata, in order to provide them for further aims, how 
metadata can help visualisation and visual data mining. Moreover it 
should be known if we need to identify the metadata that can be 
mined and can be used for mining, that is, if we need special tools 
for metadata or we can use those ones developed for data mining. 
Another issues related to the previous one is the multilingual mining, 
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that is, how to face with mining multiple languages and how this 
problem affects the most commonly used tools.  
 
• GIS and visual data mining. How and if geographic information, GIS 
and visual data mining can be merged to be strengthned, is another 
issue that should be investigated: can we consider the process of 
querying a GIS as visual data mining or do we need further step(s)?  
 
• Scalability. The problem of scalability is closely related to this issue: 
data mining and visual data mining has to work on large databases 
and deal with very large aerial images or images taken from 
satellite. Presently, we have even peta-byte sized databases: can 
the present techniques scale for these databases? In particular, can 
we join different local repositories and provide a common one 
without the lack of relevant information, an easy and fast access 
and requiring the developement of new techniques? 
 
Considering that INVISIP efforts are addressed to site planning process, in 
next phases of the project we will investigate which are the different tasks 
involved in the knowledge construction process for this specific context. 
Data mining algorithms will be defined for some of these tasks and 
visualisation techniques will be identified as the most suitable for them. 
 
  
Page 102 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
9 References 
9.1 Literature 
[Abbott et al., 1998] D. Abbott, P. Matkovsky, J. Elder, An Evaluation of 
High-end Data Mining Tools for Fraud Detection, 
Defence Finance Accounting Service, 1998. 
 
[Abraham et al., 1998] T. Abraham, J. Roddick, Opportunities for 
knowledge discovery in spatio-temporal information 
systems, Australian Journal of Information Systems 
5(2), pp. 3-12, 1998. 
 
 [Agrawal et al., 1993]  R. Agrawal, T. Imielinski, A. Swami, Mining 
Association Rules Between Sets of Items in Large 
Databases, Proceeding 1993 ACM-SIGMOD Int. 
Conference on Management of Data, pp. 207-216, 
Washington, D.C., May 1993. 
 
 [Agrawal et al., 1996] R. Agrawal, H. Mannila, R. Srikant, H. Toivonen, I. 
Verkamo, Fast Discovery of Association Rules, 
Advances in Knowledge Discovery and Data Mining, 
eds. U. Fayyad, G. Piatetsky-Shapiro, P. Smyth, 
and R. Uthurusamy, pp. 307-328. Menlo Park, 
Calif., AAAI Press, 1996. 
 
 [Andrienko et al.,1998] G. Andrienko, N. Andrienko, Intelligent Visualisation 
and Dynamic Manipulation: Two Complementary 
Instruments to Support Data Exploration with GIS, 
Proceedings of AVI’98: Advanced Visual Interface 
Int. Working Conference, pp. 66-75, ACM Press, 
1998. 
 
 [Andrienko et al., 1999a]  G. Andrienko, N. Andrienko, Knowledge-Based 
Visualisation To Support Spatial Data Mining, 3rd 
International Symposium, IDA-99 Proceedings, 
Lecture Notes in Computer Science, vol. 1642, pp. 
149-160, Berlin, Springer-Verlag, 1999. 
 
[Andrienko et al., 1999b]  G. L. Andrienko, N. V. Andrienko, Interactive Maps 
for Visual Data Exploration, International Journal of 
Geographic Information Science, vol. 13, no 4, pp. 
355-374, Taylor&Francis, 1999. 
 
 [Ankerst, 2001] M. Ankerst, Visual Data Mining, PhD Thesis, 
Ludwig-Maximilians-Universität, München, 2001. 
  
  
Page 103 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
 [Berchtold et al., 1998] S. Berchtold, H. V. Jagadish, K. A. Ross, 
Independence Diagrams: A Technique for Visual 
Data Mining, Proceeding of 4th Intl. Conference on 
Knowledge Discovery and Data Mining, New York 
City, pp. 139-143, 1998. 
 
 [Beckmann et al., 1990]  N. Beckmann,H. P. Kriegel, R. Schneider,B. 
Seeger, The R*-tree: An Efficient and Robust 
Access Method for Point and Rectangles, 
Proceedings of 1990 to ACM-SIGMOD Intl. 
Conference on Management of Data, pp. 322-331, 
Atlantic City, USA, May 1990. 
 
 [Berger et al., 1998] G. Berger, A. Tuzhilin, Discovering unexpected 
patterns in temporal data using temporal logic, 
Temporal Databases-Research and Practice, O. 
Etzion, S. Jajodia and S. Sripada, Eds. Berlin, 
Springer-Verlag, Lecture Notes in Computer 
Science, vol 1399, pp. 281-309, 1998. 
 
[Berndt et al., 1996] D. Berndt, J. Clifford, Finding Patterns in Time 
Series: A Dynamic Programming Approach, 
Advances in Knowledge Discovery and Data Mining, 
eds. U. Fayyad, G. Piatetsky-Shapiro, P. Smyth, 
and R. Uthurusamy, pp. 229-248, Menlo Park, 
Calif., AAAI Press, 1996. 
 
[Bérnard et al., 2001]  Y. Bérnard, T. Merrett, J. Han, Fundamentals of 
Spatial Data Warehousing for Geographic 
Knowledge Discovery, Geographic Data Mining and 
Knowledge Discovery, pp. 53-73,Taylor & Francis, 
2001. 
 
[Berry et al., 1997] M. J. A. Berry, G. Linoff, Data Mining Techniques, 
New York, John Wiley & Sons, 1997. 
 
[Bertin, 1983] J. Bertin, The Semilogy of Graphics, Madison, WI, 
University of Wisconsin Press, 1983.  
 
[Brachmann et al., 1996] R. Brachmann, T. Anand, The Process of 
Knowledge Discovery in Databases: A Human-
Centered Approach, Advances in Knowledge 
Discovery and Data Mining, Menlo Park, Calif., pp. 
37-58, AAAI Press, 1996. 
 
 [Buono et al., 2001] P. Buono, M. F. Costabile, F. A. Lisi, Supporting 
Data Analysis Through Visualisations, Proceedings 
of the International Workshop on Visual Data 
  
Page 104 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
Mining, in conjunction with ECML/PKDD2001 - 2th 
European Conference on Machine Learning 
(ECML'01) and 5th European Conference on 
Principles and Practice of Knowledge Discovery in 
Databases (PKDD'01), 2001. 
 
[Camara et al., 1999] A. S. Camara, J. Raper, Spatial Multimedia and 
Virtual Reality, Taylor & Francis, London 1999. 
 
[Chaudhuri et al., 1997]  S. Chaudhuri, U. Dayal, An Overview of Data 
Warehousing and OLAP Technology, SIGMOD 
Record Vol. 26, no.1, pp. 65-74, ACM 1997. 
 
[Cheesman et al., 1996] P. Cheeseman, J. Stutz, Bayesian Classification 
(AUTOCLASS): Theory and Results, Advances in 
Knowledge Discovery and Data Mining, eds.,1996. 
 
[Cost et al., 1993] S. Cost, S. Salzberg, A Weighted Nearest 
Neighbour Algorithm for Learning with Symbolic 
Features, Machine Learning, 10, pp. 57-78,1993. 
 
[Cox et al., 1997] K. C. Cox, S. G. Eick, G. J. Will, R. J. Brachman, 
Brief Application Description Visual Data Mining: 
Recognising Telephone Calling Fraud, Data Mining 
and Knowledge Discovery (1), pp. 225–231, Kluwer 
Academic Publisher, 1997. 
 
[Das et al., 1998] G. Das, K.I. Lin, H. Mannila, G. Renganathan, P. 
Smyth, Rule Discovery from time series, Proceeding 
Fourth Int'l Conference (KDD), R. Agrawal, P. 
Stolorz, G. Piatesky-Shapiro, eds., pp. 16-22, 1998. 
 
[Dykes, 1997]    J. A. Dykes, Exploring Spatial Data Representation 
With Dynamic Graphics, Computers & Geosciences, 
vol. 23, no. 4, pp. 345-370, Elsevier Science,1997. 
 
[Egenhofer , 1991] M. J. Egenhofer, Reasoning about Binary 
Topological Relations, Proceeding of 2nd Int. 
Symposium. on Large Spatial Databases, Zurich, 
Switzerland, pp. 143-160, 1991. 
 
[Erklund et al., 1998] P. W. Erklund, S. D. Kirby, A. Salim, Data Mining 
and Soil Salinity Analysis, Int. J. of Geographical 
Information Science, Vol. 12 N.3, 1998. 
 
[Ester et al., 1996] M. Ester, H. P. Kriegel, J. Sander, X. Xu, A Density-
Based Algorithm for Discovering Clusters in Large 
Spatial Databases with Noise, Proceedings of the 
  
Page 105 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
2nd International Conference on Knowledge 
Discovery and Data Mining, Portland, Oregon, AAAI 
Press, 1996. 
 
[Ester et al., 1997] M. Ester, H. P. Kriegel, J. Sander, Spatial Data 
Mining:  A Database Approach, Proceeding of 5th 
Int. Symposium On Large Spatial Databases, Berlin, 
Germany, pp. 47-66, 1997. 
 
[Ester et al., 1998]  M. Ester, H. P. Kriegel, J. Sander, Algorithms for 
Characterization and Trend Detection in Spatial 
Databases, Proceeding of 4th Int. Conference on 
Knowledge Discovery and Data Mining, New York 
City, NY, pp. 44-50, 1998. 
 
[Ester et al., 2001] M. Ester, H. P. Kriegel, J. Sander, Algorithms and 
Applications for Spatial Data Mining, Geographic 
Data Mining and Knowledge Discovery, Research 
Monograph in GIS, Taylor&Francis, 2001. 
 
[Fayyad et al., 2002] U. Fayyad, G. G. Grinstein, A. Wierse, Information 
Visualisation in Data Mining and Knowledge 
Discovery, Morgan Kaufmann Publishers, San 
Francisco, 2002. 
 
[Fayyad et al., 1993a] U. M. Fayyad, P. Smyth, Image Database 
Exploration: Progress and Challenges, Proceeding 
of Knowledge Discovery in Databases Workshop, 
pp. 14-27, Washington, D.C., July 1993. 
 
[Fayyad et al., 1993b] U. Fayyad, P. Smyth, G. Piatetetsky-Shapiro, R. 
Uthurusamy, Automated Analysis of a Large-Scale 
Sky Survey: The SKICAT System, Proceeding of 
Knowledge Discovery in Databases Workshop, pp. 
1-13, Washington, D.C., July 1993. 
 
[Fayyad et al., 1996]      U. Fayyad, P. Smyth, G. Piatetetsky-Shapiro, R. 
Uthurusamy, Advances in knowledge discovery and 
data mining, AAAI Press/The MIT Press, 1996. 
 
[Gahegan et al., 2001] M. Gahegan, M. Wachowicz, M. Harrower, T. M. 
Rhyne, The Integration of Geographic Visualisation 
with Knowledge Discovery in Databases and Geo-
computation, Cartography and Geographic, vol. 28, 
no. 1, pp. 29-44, Information Science, 2001. 
 
[Gardner et al., 1998] M. W. Gardner, S. R. Dorling, Artificial neural 
networks (The Multi-layer Perception) – A Review of 
  
Page 106 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
Applications in the Atmospheric Sciences, 
Atmospheric Environment, Vol. 32, no 14/15, pp. 
2627-2636, Elsevier Science, 1998. 
 
[Gardner et al., 1999] M. W. Gardner, S. R. Dorling, Neural network 
Modelling and Prediction of Hourly NOx and NO2 
Concentrations in Urban Air in London, Atmospheric 
Environment, no 33, pp. 709-719, Elsevier Science, 
1999. 
 
[Goebel, 1999]    M. Goebel, A survey of data mining and knowledge 
discovery software tools, SIGKDD Explorations, 
June 1999. 
 
[Güting, 1994] R. H. Güting, An introduction to spatial database 
systems, VLDB Journal, 3(4), pp. 357-400, October 
1994. 
 
[Güttman, 1984]  R. Güttman, A dynamic index structure for spatial 
searching, Proceeding of ACM SIGMOD Int. 
Conference on Management of Data, Boston, MA, 
pp. 47-57, 1984. 
 
[Guyon et al., 1996] O. Guyon, N. Matic, N. Vapnik, Discovering    
Informative Patterns and Data Cleaning, Advances 
in Knowledge Discovery and Data Mining, eds. U. 
Fayyad, G. Piatetsky-Shapiro, P. Smyth, and R. 
Uthurusamy, pp. 495–516, Menlo Park, Calif., AAAI 
Press, 1996. 
 
[Hamilton et al., 2001] H. J. Hamilton, D. J. Randall, Data Mining with 
Calendar attributes, Lecture notes in Artificial 
Inteligence, Vol. 2007, pp. 117-132, Berlin, 
Springer, 2001. 
 
[Han et al., 1993a] J. Han, Y. Cai, N. Cercone, Data-driven Discovery 
of Quantitative Rules in Relational Databases, IEEE 
Trans. Knowledge and Data Eng., Vol. 5, pp. 29-40, 
1993. 
 
[Han et al., 1993b] J. Han,Y. Fu, Dynamic Generation and Refinement 
of Concept Hierarchies for Knowledge Discovery in 
Databases, Proceeding of AAAI'94 Workshop on 
Knowledge Discovery in Databases (KDD'94), pp. 
157-168, Seattle, WA, July 1994. 
 
[Hand et al., 2001] D. Hand, H. Mannilla, P. Smyth, Principles of Data 
Mining, MIT Press, Cambridge, Massachussets, 
  
Page 107 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
2001. 
 
[Hauser et al., 2001] T. Hauser, W. T. Scherer, Data Mining Tools for 
Real-Time Traffic Signal Decision Support & 
Maintenance, Proceeding of Conference on 
Systems, Man, and Cybernetics (3), pp. 1471–1477, 
IEEE International, 2001. 
 
[Heckerman, 1996] D. Heckerman, Bayesian Networks for Knowledge 
Discovery, Advances in Knowledge Discovery and 
Data Mining, eds. U. Fayyad, G. Piatetsky-Shapiro, 
P. Smyth, and R. Uthurusamy, pp. 273-306, Menlo 
Park, Calif., AAAI Press,1996. 
 
[Honda et al., 2001] R. Honda, O. Konishi, Temporal Rule Discovery for 
Time-Series Satellite Images and Integration with 
RDB, Lecture notes in Artificial Intelligence, Vol. 
2168, pp. 204-215, 2001. 
 
[Inmon, 1996] W. H. Inmon, Building the Data Warehouse, second 
edition, John Wiley & Sons, 1996. 
 
[Jain et al., 1988] A. K. Jain, R. C. Dubes, Algorithms for Clustering 
Data, Englewood Cliffs, N.J., Prentice-Hall, 1988. 
 
[Kaski, 1997]  S. Kaski, Data exploration using self-organising 
maps, Acta Polytechnica Scandinavica, Math., 
Computing and Management in Engineering Series 
No. 82, Espoo, Published by the Finnish Academy 
of Technology, 1997. 
 
[Kawano et al., 2001] S. Kawano, M. Shakato, M. Ryoke, Y. Nakamori, 
Soft Data Analysis for Evaluating Regional 
Environment, Proceeding of World Congress and 
20th NAFIPS International Conference, 2001. Joint 
9th, vol.1, pp. 116-121, IEEE, 2001. 
 
[Kaufman et al., 1990] L. Kaufman, P. J. Rousseeuw, Finding Groups in 
data: an introduction to cluster analysis, John Wiley 
& Sons, Inc., 1990. 
 
[Keim et al., 1996a] D. A. Keim, H. P. Kriegel, Visualisation Techniques 
for Mining Large Databases, A Comparison, 
Transactions on Knowledge and Data Engineering 
TKDE'96), Special Issue on Data Mining, Vol. 8, No. 
6, 1996, pp. 923-938. 
 
  
Page 108 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
[Keim et al., 1996b] D. A. Keim, J. P. Lee, B. Thuraisinghaman, C. 
Wittenbrink, Database Issues for Data Visualisation 
Supporting Interactive Database Exploration, 
Proceeding of Workshop on Database Issues for 
Data Visualisation, Atlanta, GA, 1995, pp. 12-25, in 
Lecture Notes in Computer Science, Springer, 1996. 
 
[Keogh et al., 1998] E. Keogh, M. Pazzani, An enhanced representation 
of time series which allows fast and accurate 
classification, clustering and relevance feedback, 
Proceeding of Knowledge discovery in Databases 
and Data mining, pp. 239-241, 1998. 
 
[Kloesgen et al., 1996]  W. Kloesgen, A Multipattern and Multistrategy 
Discovery Assistant, Advances in Knowledge 
Discovery and Data Mining, eds., U. Fayyad, G. 
Piatetsky-Shapiro, P. Smyth and R.Uthurusamy, pp. 
249-271. Menlo Park, Calif., AAAI Press, 1996. 
 
[Kohonen, 1995] T. Kohonen, Self-Organising maps, Springer 1995. 
 
[Koperski et al., 1995] K. Koperski, J. Han, Discovery of Spatial 
Association Rules in Geographic Information 
Databases, Proceeding of 4th Int'l Symposium on 
Large Spatial Databases (SSD'95), pp. 47-66, 
Portland, Maine, August 1995. 
 
[Koperski et al., 1996a] K. Koperski, J. Han, Data Mining Methods for the 
Analysis of Large Geographic Databases, 
Proceeding of 10th Annual Conference on GIS, 
March 1996. 
 
[Koperski et al., 1996b]   K. Koperski, J. Adhikary, J. Han, Spatial Data 
Mining: Progress and Challenges, SIGMOD'96, 
Proceeding of Workshop on Research Issues on 
Data Mining and Knowledge Discovery (DMKD'96), 
June 1996. 
 
[Koperski et al., 1998a] K. Koperski, J. Han, J. Adhikary, Mining Knowledge 
in Geographical Data, accepted in Special Issue On 
Spatial Database System, IEEE Computer, 1998. 
 
[Koperski et al., 1998b] K. Koperski, J. Han, N. Stefanovic, An Efficient two-
Step Method for Classification of Spatial Data, 
Proceeding of International Symposium on Spatial 
Data Handling SDH'98, July 1998. 
 
  
Page 109 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
[Koperski, 1999] K. Koperski, A Progressive Refinement Approach to 
Spatial Data Mining, Ph.D. thesis, Simon Fraser 
University, April 1999. 
 
[Losiewicz et al., 2000] P. Losiewicz, D. Oard, R. Kostoff, A Textual Data 
Mining to Support Science and Technology 
Management, Journal of Intelligent Information 
Systems, 15, pp. 99-119, Kluwer Academic 
Publishers, 2000. 
 
[Lu et al., 1993] W. Lu, J. Han, B. C. Ooi, Discovery of General 
Knowledge in Large Spatial Databases, Proceeding 
of Far East Workshop on Geographic Information 
Systems, pp. 275-289, Singapore, June 1993. 
 
[Maceachren et al., 1999] A. Maceachren, M. Wachowicz, R. Edsall, D. Haug, 
Constructing Knowledge from multivariate spatio-
temporal data: integrating geographical visualisation 
with knowledge discovery in database methods, Int. 
J. Geographical Information Science, Vol 13, N.4, 
pp. 311-334, 1999. 
 
[Macedo et al., 2000] M. Macedo, D. Cook, T. J. Brown, Visual Data 
Mining in Atmospheric Science Data, Data Mining 
and Knowledge Discovery (4), eds. T. Brown and P. 
Mielke, pp. 69–80, Boston, Kluwer Academic 
Publisher, 2000. 
 
[Malerba et al., 2001] D. Malerba, F. Esposito, A. Lanza, A. Lisi, Machine 
Learning for Information Extraction from 
Topographic Maps, Geographic Data Mining And 
Knowledge Discovery, Research Monographs in 
GIS, pp. 291-314, Taylor&Francis, 2001. 
 
[Miller et al., 2001a] H. J. Miller, J. Han, Geographic Data Mining and 
knowledge Discovery, Taylor&Francis, 2001. 
 
[Miller et al., 2001b] H. J. Miller, J. Han, Geographic Data Mining and 
Knowledge Discovery: An overview, Geographic 
Data Mining and Knowledge Discovery, 
Taylor&Francis, 2001. 
 
[Mitchell, 1982] T. M. Mitchell, Generalization as Search, Artificial  
Intelligence, 18, pp. 203-226, 1982. 
 
[Ng et al., 1994] R. Ng, J. Han, An Efficient and Effective Clustering 
Methods for Spatial Data Mining, Proceeding of 20th 
  
Page 110 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
International Conference on Very Large Data 
Bases, September pp. 12-15, Santiago, Chile, 1994. 
 
[Ng et al., 2001] V. Ng, S. C. F. Chan, S. Au, WebAgent for Spatial 
Mining on Air Pollution Meteorology, The Sixth 
International Conference on Computer Supported 
Co-operative Work in Design (CSCW), Design 
Proceeding, IEEE, 2001. 
 
[Perez, 2001] P. Perez, Prediction of Sulfur Dioxide 
Concentrations at a Site Near Downtown Santiago, 
Chile, Atmospheric Environment, no 35, pp. 4929–
4935, Elsevier Science, 2001. 
 
[Peterson, 1999]  M. P. Peterson, Active Legends for Interactive 
Cartographic Animation, International Journal of 
Geographic Information Science, vol. 13, no. 4, pp. 
375-384, 1999. 
 
[Pokrovsky et al., 2002] O. M. Pokrovsky, R. H. F. Kwok, C.N. Ng, Fuzzy 
Logic Approach For Description of Meteorological 
Impacts on Urban Air Pollution Species: a Hong 
Kong case study, Computers & Geosciences, no 28, 
pp. 119–127, Elsevier Science, 2002. 
 
[Povinelli, 2001] J. R. Povinelli, Identifying Temporal Patterns for 
Characterisation and Prediction of Financial Time 
Series Events, Lecture Notes in Artificial 
Intelligence, Vol. 2007, pp. 46-61, Berlin, Springer, 
2001. 
 
[Quinlan, 1986] J. R. Quinlan, Induction of Decision Trees, Machine 
Learning, Vol.1, pp. 81-106, 1986. 
 
[Read, 1999]  B. J. Read, Data Mining and Science?, 12th ERCIM 
Workshop, Amsterdam, November 1999. 
 
[Roddick et al., 1999] J. F. Roddick, M. Spiliopoulou, A Bibliography of 
Temporal, Spatial and Temporal-Spatial Data 
Mining Research, SIGKDD, June 1999. 
 
[Roddick et al., 2001a] J. Roddick, K. Hornsby, M. Spiliopoulou, An 
Updated Bibliography of Temporal, Spatial and 
Spatio-Temporal Data Mining Research, Post-
Workshop Proceedings of the International 
Workshop on Temporal, Spatial and Spatio-
Temporal Data Mining, TSDM2000, Berlin, Springer, 
2001. 
  
Page 111 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
 
[Roddick et al., 2001b]  J. Roddick, K. Hornsby, M. Spiliopoulou, 
YABTSSTDMR - Yet Another Bibliography of  
Temporal, Spatial and Spatio-Temporal Data Mining 
Research, Proceeding of SIGKDD Temporal Data 
Mining  Workshop, San Francisco, Calif., K. P. 
Unnikrishnan and R. Uthurusamy, Eds., ACM., pp. 
167-175, 2001. 
 
[Roddick et al., 2001c]  J. Roddick, M. Spiliopoulou, A survey of temporal 
knowledge discovery paradigms and methods, IEEE 
Transactions on knowledge and Data Engineering, 
vol 13, 2001. 
 
[Roddick et al., 2001d] J. Roddick, B. Lees, Paradigms for Spatial and 
Spatio-Temporal Data Mining, Geographic Data 
Mining and Knowledge Discovery, Research 
Monographs in Geographic Information Systems, 
Taylor&Francis, 2001. 
 
[Samet, 1990] H. Samet, The Design and Analysis of Spatial Data 
Structures, Addison-Wesley, Reading, MA, 1990. 
 
[Sander et al., 1998] J. Sander, M. Ester, H. P. Kriegel, X. Xu, A 
Distribution-Based Clustering Algorithm for Mining in 
Large Spatial Databases, Proceeding of 14th Int. 
Conf. on Data Engineering (ICDE'98), IEEE 
Computer Society Press, Los Alamitos, CA, pp. 
324-331, Feb 1998. 
 
[Shekhar et al., 2000] S. Shekhar, C. T. Lu, S. Chawla, P. Zhang, Data 
Mining and Visualisation of Twin-Cities Traffic Data, 
www.cs.umn.edu/research/shashi-group/paper_list.html, 
2000. 
 
[Shekhar et al., 2001] S.Shekhar, C. T. Lu, X. Tan, S. Chawla, R. R. 
Vatsavai, Map Cube: a Visualisation Tool for Spatial 
Data Warehouses, Geographic Data Mining and 
Knowledge Discovery, pp. 74-109,Taylor & Francis, 
2001. 
  
[Sheth, 1994] B. D. Sheth, A Learning Approach to Personalised 
Information Filtering, Master Thesis, 
Massachussetts Institute of Technology, 1994. 
 
[Smyth et al., 1992] P. Smyth, R. M. Goodman, An Information Theoretic 
Approach to Rules Induction from Databases, IEEE 
  
Page 112 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
Trans. Knowledge and Data Eng., Vol. 4, no. 4, pp. 
301-316, Aug 1992. 
 
[Symanzik et al., 1999] J. Symanzik, J. J. Majure, D. Cook, I. Megretskaia, 
Linking Arc View 3.0 and XGobi: Insight Behind the 
Front End, Journal of Computational and Graphical 
Statistics, no. 9, pp. 470-490, 2000. 
 
[Thearling et al., 1998]  K. Thearling, B. Becker, D. DeCoste, B. Mawby, M. 
Pilote, D.Sommerfield, Visualising Data Mining 
Models, Proceedings of the Integration of Data 
Mining and Data Visualisation Workshop, Springer 
Verlag, 1998. 
 
[Thuraisingham, 1999]  B.Thuraisingham, Data Maning: technologies, 
techniques, tools, and Trends, CRC Press, 1999. 
 
[Tsumoto, 2001]     S. Tsumoto, Discovery of Temporal Knowledge in 
Medical Time-Series Databases Using Moving 
Average, Multiscale Matching and Rule Induction, 
Lecture Notes in Artificial Intelligence, Springer-
Verlag, Vol. 2168, pp. 448-459, Berlin, 2001. 
 
[Tung et al., 2001] K. H. Tung, J. Han, M. Kamber, Spatial Clustering 
Methods in Data Mining: A Survey, Geographic 
Data Mining and Knowledge Discovery, 
Taylor&Francis, 2001. 
 
[Westphal et al., 1998]  C. Westphal, T. Blaxton, Data mining solutions, 
Wiley, 1998. 
 
[Weigend et al., 1998] A. S. Weigend, F. Chen, S. Figlewski, S. R. 
Waterhouse, Discovering technical trades in the T- 
Bond Futures Market, Proceeding of Fourth Int'l 
Conference on Knowledge Discovery and Data 
Mining (KDD '98), R. Agrawal, P. Stolorz, G. 
Piatetsky-Shapiro, eds. pp. 354-358, 1998. 
 
[Weiqiang et al., 2001] L. Weiqiang, W. Orgun, Temporal Data Mining 
Using Hidden Markov-Local Polynomial Models, 
Lecture Notes in Computer Science, Springer-
Verlag, Vol. 2035, pp. 324-335, Berlin, 2001. 
 
[Weiss et al., 1991] S. I. Weiss, C. Kulikowski, Computer Systems That 
Learn: Classification and Prediction Methods from 
Statistics, Neural Networks, Machine Learning, and 
Expert Systems, San Francisco, Calif., Morgan 
Kaufmann Publisher, 1991. 
  
Page 113 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
 
[Wijsen et al., 1999] J. Wijsen, R. Ng, Temporal Dependencies 
Generalized for Spatial and Other Dimensions, 
Lecture Notes in Computer Science, Springer-
Verlag, Vol. 1678, pp. 189-203, Berlin, 1999. 
 
[Witten et al., 2000] H. Witten, E. Frank, Data Mining, Morgan Kaufmann 
publishers, 2000. 
 
[Wrobel et al., 1996] S. Wrobel, D. Wettschereck, E. Sommer, W. Emde, 
Extensibily Data Mining System, Proceedings of 
KDD96 2nd International Conference On 
Knowledge Discovery and Data Mining, pp. 214-219 
AAAI press, 1996. 
 
[Zembowicz et al., 1996]  R. Zembowicz, J. Zytkow, From Contingency Tables 
to Various Forms of Knowledge in Databases, 
Advances in Knowledge Discovery and Data Mining, 
eds. U. Fayyad, G. Piatetsky-Shapiro, P.Smyth, and 
R. Uthurusamy, pp. 329-351, Menlo Park, Calif., 
AAAI Press, 1996. 
  
9.2 Links 
 
[1] www.citeseer.nj.nec.com 
 
[2] www.kdnuggets.com 
 
[3] www.isl.co.uk/clem.hmtl 
 
[4] www.think.com/html/products/products.htm 
 
[5] www.sas.com/software/components/miner.html 
 
[6] www.software.ibm.com/data/iminer 
 
[7] www.unica-usa.com 
  
Page 114 of  
IMA, KTH 
Task2.2: Technical Report of Data Mining 
V4.0, due date: 28.02.02 
D2.2_Data_Mining_V4.0 
13/07/2006 
10 Appendix 1: Primitives, Structures and Relations of Spatial Data 
Mining 
In this appendix we define some commonly used terms, concepts and 
structures in spatial data mining.  
 
Rules 
Various kinds of rules can be discovered from databases. For example, 
characteristic rules, discriminant rules, association rules, or deviation and 
evolution rules can be mined. A spatial characteristic rule is a general 
description of spatial data. For example, a rule describing the general price 
range of houses in various geographic regions in a city is a spatial 
characteristic rule. A spatial discriminant rule is a general description of the 
features which discriminate or contrast a class of spatial data from other 
class(es) like the comparison of price ranges of houses in different 
geographical regions. Finally, a spatial association rule is a rule which 
describes the implication of one or a set of features by another set of 
features in spatial databases. For example, a rule associating the price 
range of the houses with nearby spatial features, like beaches, is a spatial 
association rule.  
 
Thematic maps 
Thematic maps present the spatial distribution of a single or a few attributes. 
This differs from general or reference maps where the main objective is to 
present the position of objects in relation to other spatial objects. Thematic 
maps may be used for discovering different rules.  
 
Image databases 
There are special kind of spatial databases where data almost entirely 
consist of images or pictures. Image databases are used in remote sensing, 
medical imaging, etc. They are usually stored in form of grid arrays 
representing the image intensity in one or more spectral ranges. 
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Moreover algorithms for spatial data mining involve the use of spatial 
operations like spatial joins, map overlays, nearest neighbor queries and 
others. Therefore, efficient spatial access methods (SAM) and data 
structures for such computation is also a topic in spatial data mining [Güting, 
1994]. 
 
Spatial Data Structures 
Spatial data structure consists of points, lines, rectangles, etc. For example, 
a polygon can be represented by its edges (vector representation) or by the 
points contained in its interior, e.g. the pixels of an object in a raster image 
(raster representation). 
In order to build indices for these data, multidimensional trees have been 
proposed. These include quad trees [Samet, 1990], kd trees, Rtrees, R*-
trees, etc. One of the prominent SAMs which was much discussed in the 
literature recently is Rtree [Güttman, 1984] and its modification R*tree 
[Beckmann et al.,1990]. Objects stored in Rtrees are approximated by 
Minimum Bounding Rectangles (MBR). Rtree stores in every node a set of 
rectangles. Pointers to representation of polygon's boundaries and polygon's 
MBRs are stored in the leaves. At the internal nodes each rectangle is 
associated with a pointer to a child and represents minimum bounding 
rectangle of all rectangles stored in the child. 
 
Spatial relations  
The structures for spatial data mining are based on the concepts of 
neighborhood graphs and neighborhood paths which are in turn defined with 
respect to neighborhood relations between objects [Ester et al., 1997]. 
 There are three basic types of spatial relations:  
• topological, 
• distance, 
• direction relations.  
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These kind of  relation may be combined by logical operators to express a 
more complex neighborhood relation. 
 
Topological relations are based on the boundaries, interiors and 
complements of the two related objects and are invariant under 
transformations which are continuous, one-one, onto and whose inverse is 
continuous. The relations are: A disjoint B, A meets B, A overlaps B, A 
equals B, A covers B, A covered-by B, A contains B, A inside B. A formal 
definition has been given by [Egenhofer, 1991]. 
 
Distance relations compare the distance of two objects with a given constant 
using one of the arithmetic comparison operators. If dist is a distance 
function, σ is one of the arithmetic predicates <, > or =, and c is a real 
number, then a distance relation “O1 distanceσc O2“ between the two spatial 
objects O1 and O2 holds if distance(O1, O2) σ c  [Ester et al., 2001]. 
 
To define the direction relations, e.g. O2 south O1, we consider a 
representative point of the object O1 as the origin of a virtual coordinate 
system whose quadrants and half-planes define the directions. To fulfil the 
direction predicate, all points of O2 have to be located in the quadrants of 
half plane assigned to the direction predicate. 
 
By combining basic spatial relations via logical operators it is possible to 
define more complex spatial relations, e.g. “O1 being north of O2 and no 
more than 5 km away”. 
 
 Each such spatial relation induces a spatial neighborhood graph and a 
neighborhood path. Thus, following the definitions given in [Ester et al., 
1997] and [Ester et al., 2001], we define: 
• neighborhood graph DBneighbourG  for some spatial relation “neighbor'' 
and a database of spatial object, is defined as a graph (N,E) with the 
set of nodes N and the set of edges E. Each node corresponds to 
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an object of the database and two nodes n1 and n2 are connected 
via some edge iff neighbor(n1,n2) holds.  
• neighborhood path in some graph DBneighbourG  is defined as a list of k 
nodes of G, [n1, n2, . . ., nk ] where neighbor (ni , ni+1) holds for each 
i, 1 ≤ i ≤ k  1. Moreover we define the length of a path as k, the 
number of its nodes. 
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11 Glossary 
 
Accuracy: Accuracy is an important factor in assessing the success of data 
mining. When applied to data, accuracy refers to the rate of correct values 
in the data. When applied to models, accuracy refers to the degree of fit 
between the model and the data (see Confidence) 
Agent: is a computer system, situated in some environment, that is capable 
of flexible autonomous action in order to meet its design objectives. In data 
mining context, it could be an application that searches the data and sends 
an alert when a particular pattern is found.  
API: Application Program Interface 
Attribute: A quantity describing an instance. An attribute has a domain 
defined by the attribute type, which denotes the values that can be taken by 
an attribute 
Black Box: Any technology and especially algorithm which does not 
explain how it achieved its results. This renders some data mining 
technologies unsuitable for many business applications 
CLARA: Clustering LARge Applications 
CLARANS: Clustering large Applications based upon RANdomized Search 
Class: It is a set of objects having particular patterns or features 
Cluster: A set of similar cases 
Confidence: Confidence of rule "B given A" is a measure of how much 
more likely it is that B occurs when A has occurred. It is expressed as a 
percentage, with 100% meaning B always occurs if A has occurred 
Coverage: see Support 
DAG: Directed Acyclic Graph 
Data Item: a representative of data 
Data set: A schema and a set of instances matching the schema. 
Generally, no ordering on instances is assumed 
Data Warehouse: A database where data is collected for the purpose of 
being analysed 
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Data Warehousing: The process of visioning, planning, building, using, 
managing, maintaining, and enhancing data warehouses 
Directed Data Mining: see Supervised Learning 
DSS: Decision Support System, tools that serve the need of management 
in decision –making process  
Fitness Function: In the field of genetic algorithm, it is a function that 
measures the goodness of a certain individual and his possibility to pass its 
genetic heritage on to next generations 
Fuzzy Logic: A system of logic based on the fuzzy set theory 
Fuzzy Set: A set of items whose degree of membership in the set may 
range from 0 to 1 
GDBSCAN: Generalised Density Based Spatial Clustering of Applications 
with Noise 
Generalization threshold: The maximum number of different values for 
the attribute in the generalized table 
Geo-reference: Information that relates raster cells or vector/CAD 
elements to a specified co-ordinate system or map projection 
GDW: Geographic Data Warehouse 
GKD: Geographic Knowledge Discovery 
GIS: Geographic Information System 
GUI: Graphic User Interface 
GVis: Geographical Visualisation 
Hash(ing) Function: A hash function H projects a value from a set with 
many (or even an infinite number of) members to a value from a set with a 
fixed number of (fewer) members 
KDD: Knowledge Discovery in Database 
Kohonen Neural Network (or Kohonen feature map): A type of neural 
network that uses unsupervised learning to find patterns in data 
ID3: The first algorithm which was designed to build decision trees 
ILP: Inductive Logic Programming 
Machine Learning: It is the research area within AI that studies algorithms 
which induce models from a set of data. Machine learning differs from 
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statistics and pattern recognition in its focus on knowledge representation, 
symbolic data, automated discovery, and computational complexity 
analysis 
Market Basket Analysis: A technique, used in large retail chains, which 
studies every purchase made by customers to find out which sales are 
most commonly made together 
Medoid: The most centrally located point in a cluster 
Model: It is a structure and corresponding interpretation that summarises or 
partially summarises a set of data, for description or prediction. It can even 
be described as a description that adequately explains and predicts 
relevant data but is generally much smaller than the data itself 
MBR: Minimum Bounding Rectangles 
MIS:  Metadata Information System 
Noise: The difference between a model and its predictions. In a clustering 
context it represents the set of points not belonging to any cluster in the 
given database 
OLAP: On-Line Analytical Processing is a computer-based techniques 
used to analyse trends and perform business analysis using 
multidimensional views of business data, that is, it gives the user the 
capability to perform multi-dimensional analysis of the data 
Outlier: Point that does not belong to any cluster 
Pattern: see Class 
PAM: Partitioning Around Medoids 
Raster: Representation of thematic maps where pixels are associated with 
the attribute values 
Record: A list of features describing an instance 
SAM: Spatial Access Methods 
Schema: A description of a data set's attributes and their properties. 
SDL: Shape Definition Language 
SIS: Spatial Information Systems 
Supervised Learning: The collection of techniques where analysis uses a 
well-defined (known) dependent variable and the system builds a model 
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based on the prediction of a well-defined prediction field. All regression and 
classification techniques are supervised 
Support: The relative frequency or number of times a rule produced by a 
rule induction system occurs within the database. The higher the support 
the better the chance of the rule capturing a statistically significant pattern. 
The measure of how often the collection of items in an association occur 
together as a percentage of all the transactions 
Training Set: A data set used to feed and teach a machine learning 
process 
Threshold: The minimum percentage of occurrence of a class needed to 
choose that class 
TSDM: Time Series Data Mining framework 
Undirected Data Mining: see Unsupervised Learning 
Unsupervised Learning: This term refers to the collection of techniques 
where groupings of the data are defined without the use of a dependent 
variable and a model is built without a well defined goal or prediction field. 
Cluster analysis is an example 
Variable: see Attribute 
Vector: Representation of thematic maps where, a spatial object is 
represented by its geometry 
 
 
