Device-independent Randomness Amplification and Privatization by Kessler, Max & Arnon-Friedman, Rotem
Device-independent Randomness Amplification and Privatization
Max Kessler∗1 and Rotem Arnon-Friedman†1
1Institute for Theoretical Physics, ETH-Zu¨rich, CH-8093, Zu¨rich, Switzerland
Abstract
Randomness is an essential resource in computer science. In most applications perfect, and sometimes
private, randomness is needed, while it is not even clear that such a resource exists. It is well known
that the tools of classical computer science do not allow us to create perfect and secret randomness
from a single weak public source. Quantum physics, on the other hand, allows for such a process, even
in the most paranoid cryptographic sense termed “quantum device-independent cryptography”. In this
work we propose and prove the security of a new device-independent protocol that takes any single
public Santha-Vazirani source as input and creates a secret close to uniform string in the presence of a
quantum adversary.
Our work is the first to achieve randomness amplification with all the following properties: (1) ampli-
fication and “privatization” of a public Santha-Vazirani source with arbitrary bias (2) the use of a device
with only two components (compared to polynomial number of components) (3) non-vanishing extraction
rate and (4) maximal noise tolerance. In particular, this implies that our protocol is the first protocol
that can possibly be implemented with reachable parameters. We are able to achieve these by combining
three new tools: a particular family of Bell inequalities, a proof technique to lower bound entropy in the
device-independent setting, and a special framework for quantum-proof multi-source extractors.
1 Introduction
Randomness is widely used in computer science; it is essential for cryptography and (at the least) beneficial
for many other scenarios, e.g., when designing efficient algorithms or proving the existence of certain functions
and combinatorial objects of interest, via the probabilistic method [V+12].
Unfortunately, we cannot know for sure that randomness even exists; it might as well be that everything in
nature is completely deterministic and fixed in advance. Furthermore, even if we assume the existence of some
sources of randomness in nature, it is not clear at all that there are sources of perfect randomness. Physical
sources of randomness, such as radioactive decay or thermal noise, can be used to produce unpredictable
bit strings, but those are usually partially biased and correlated bits. Even worse, how unpredictable these
sources of randomness are depends on the knowledge of the observer regarding the physical system. For a
person who can keep track of all microscopic degrees of freedom the outcomes can be completely predictable.
The question addressed in this work is familiar — can we reduce the amount of perfect randomness
required for one’s task of interest? In particular, we are interested in the cryptographic point of view. That
is, when we say perfect randomness, for example, we mean that it should be uniform even with respect to
some prior knowledge or side information of a malicious party or an adversary.1 We then ask:
Question 1. Can perfect randomness be created from weak or short randomness?
Question 2. Can private, secret, randomness be created from public randomness?
By weak randomness we mean that the produced bits can be correlated and biased (though not completely
deterministic). One such source, investigated in many works and of relevance for the current one, is the so
called “Santha-Vazirani source”, or SV-source, [SV84] — a source that produces a sequence of bits, where
each bit has some randomness given all previous ones. This source is a special type of the more general
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1This is the most demanding context to consider randomness in. A positive answer to the these questions in the cryptographic
sense also implies a positive answer in applications where a malicious party is not of interest. The opposite direction is, of
course, not true.
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“min-entropy source” [CG88] (both defined formally below). Public randomness means that anyone can see
the random string once it is produced. This is the case, for example, for the random numbers produced by
the NIST randomness beacon2; they are publicly available over the internet.
“Classical” computer science addresses the first question by considering pseudorandom generators and
randomness extractors. Pseudorandom generators take a short perfectly random seed and generate from
it a longer string of bits that no efficient algorithm can distinguish from a uniformly random string (see,
e.g., [Gol10] for a survey). Thus, for the existence of pseudorandom generators we must make some assump-
tions regarding the complexity of certain computational tasks [DH76, Sha83]. Hence, they cannot be used
when considering an all-powerful adversary.
Randomness extractors are functions that take a weak random source as an input and return an almost-
uniform string as the output (see [NTS99]). Extractors are “information-theoretically secure” in the sense
that, in contrast to pseudorandom generators, they do not require the use of computational assumptions.
However, as widely known, no function can take a single SV-source and create close to uniform randomness
out of it [SV84]. We therefore ought to consider extractors which either take an additional independent
(short) random seed as input or several independent weak sources of randomness. These are called seeded
extractors and multi-source extractors, respectively. (See [DPVR12, KK10] for examples of extractors that
work even in the presence of a quantum adversary).
The answer to the second question seems obvious and intuitive — if everything is known in public (i.e.,
the initial source of randomness and the procedure, or protocol, used to manipulate it) then there is no way
to create some private, secret, information out of it.
Quantum physics allows us to tackle the above questions from another angle and derive different con-
clusions, without making assumptions regarding computational complexity or the number of independent
sources [BAK+16, AM16]. By preparing certain quantum states, e.g., a photon in a particular configuration,
and measuring them one can generate perfectly random bits which, according to the laws of physics, were
not known to anybody in advance.3
Taking such an approach to answer the above questions is “unfair” and unsatisfactory. Firstly, one
can argue that allowing the use of a source of, say, photons is like allowing the use of private unbiased
coins. (And allowing the use of entangled photons, distributed among several parties, is like allowing shared
randomness). Secondly, and significantly more importantly, when trying to implement such a source of
randomness we find that creating perfect quantum states and measurements is practically impossible. In the
cryptographic setting, imperfections and noise in the implementation are being exploited to gain information
on the generated randomness [GLLL+11].
To solve these issues (and many others) the quantum cryptography community took one step fur-
ther [ER14]. In the so called device-independent approach we let the adversary prepare the quantum devices
used to generate the desired randomness. The honest parties interact with the device prepared by the adver-
sary to test it and abort the protocol if its behaviour does not fit some predefined requirements. Then, the
entire procedure is known to the adversary and there are no “hidden private coins”. Furthermore, we can
no longer assume anything about the inner-workings of the device. Hence, if we are able to prove that the
produced outcomes are secure to use, then the statement is inherently independent of the physical device
and therefore robust to imperfections in the implementation.
In the device-independent scenario it might be that the adversary programmed the device to output a
certain fixed string which is completely known to her. Thus, at first sight, it seems impossible to prove that
the outputs are random from the perspective of the adversary. As known for quite some time now, the solution
is to base device-independent protocols on the violation of Bell inequalities [Eke91, MY98, BHK05, AM16].
A Bell inequality [Bel64] can be thought of as a game played by the honest parties using a device that
includes two non-communicaiting components (the most famous one being the CHSH inequality [CHSH69]
or CHSH game; see [BCP+14] for a review on Bell inequalities and non-locality). The game has a special
2http://www.nist.gov/itl/csd/ct/nist_beacon.cfm
3Note, however, that quantum physics (as well as any other physical theory) cannot exclude the possibility that there is no
randomness in nature to begin with. To prove that the outcome of a measurement performed on a quantum state is random,
for example, we must first assume that we have the ability to choose the different states and measurements we would like to
perform.
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property — some quantum, non-local, strategies can win the game with probability ωq greater than any
classical, local, strategy. Hence, if the honest parties observe that using their device they win the game with
probability ωq they conclude it must be quantum (further details are given in Section 2.5). Otherwise they
abort the protocol. Experiments have verified the quantum advantage in such “Bell games” in a loophole-free
way [HBD+15, SMSC+15, GVW+15] (in particular, this means that the experiments were executed without
making assumptions that could otherwise be exploited by the adversary in the cryptographic setting). It
is well established that the higher the winning probability in a game is, the higher the amount of secret
randomness which was produced in the process. We show this in Section 3 for our scenario of interest.
In this work we suggest a new quantum device-independent cryptographic protocol that uses a single
public SV source as input and produces secret close to uniform randomness, even with respect to a quantum
adversary. We state the concrete result and compare it to previous works in the following.
1.1 Results and contributions
We focus in this work on the amplification of an SV-source. An SV-source with bias µ ∈ (0, 0.5) has
the following property: for each bit produced by the source bi, Pr[bi = 0|b1, . . . , bi−1] ∈ [µ, 1 − µ], where
b1, . . . , bi−1 are all the previous bits produced by the source. Such sources describe physical processes in
which the bits are produced one after the other. Hence, the bias of each bit can depend (adversarially) on
the previous bits, but not on the bits that will be produced in the future. Many of the processes in nature
produce a sequence of bits, one bit after the other; the chronological order then implies that each bit can
only depend on the past and not on the future. Thus, an SV-source can be used to describe such process in
a realistic way.
The first challenge when dealing with randomness amplification is to find an interesting (and relevant)
setting to consider and devise a protocol that can be proven secure in that setting. Previous works considered
different protocols and there is no “standard model”.4 We first describe the scenario that we focus on and
its relevance. Then we state our result and explain the main steps and ideas of the proof.
The setting that we consider is illustrated in Figure 1. We start with an arbitrary, public, SV-source
with bias µ ∈ (0, 0.5). λ denotes all the bits produced before the adversary, Eve, prepares the device for the
honest party, Alice. λ can also include any other piece of classical information from the past that might be of
relevance to Eve. Eve then creates the device, denoted by the black box in the figure, depending on λ. She
can keep quantum side information E = E(λ) correlated with the device for herself; this side information
can later be used by Eve to gain information about the final random string. Once Alice holds the device she
can use it together with additional bits produced by the source, I and Z in the figure, to create her final
secret random string K.
The SV-source can be controlled by an untrusted party but we assume that every bit, when produced, has
some randomness conditioned on all side information. Mathematically, for the first bit of I, I1, for example,
we have 12 − µ ≤ Pr[I1 = 0|λ] ≤ 12 + µ.
In particular, in the above explained scenario it holds that, given the history λ and Eve’s knowledge E,
the device D and the sequence of bits I ◦ Z are independent. That is,5
I(D : I ◦ Z|λE) = 0 , (1)
where I(• : •|•) is the conditional mutual information.
We remark that the considered scenario is relevant for actual implementations of randomness amplification
protocols: the chronological order of events is such that Eve can prepare the device depending only on
past information (the history) but not on the bits which will be produced after delivering the device to
Alice. This implies that all correlations between the following bits produced by the source and the device
are due to past events and Eve’s side information. Thus, Equation (1) holds. Several previous works,
e.g., [CR12, GMD+13, BRG+16], considered similar settings as well.
4Though it is always the case that some Bell game is repeated many times, as in all device-independent protocols (e.g.,
device-independent quantum key distribution and randomness expansion).
5This should be understood on the intuitive level, as we did not define the device D in a mathematical way. The exact
setting is modelled formally in Section 4.1.
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Figure 1: An illustration of the considered setting. We start with a public SV source and a device which
was created by the adversary (the black box in the figure). The goal is to produce a secret, close to uniform,
string K. The bits produced by the SV-source when running the protocol, I and Z, and the device can be
correleated via the previous bits of the source, λ, and the adversary E. Our protocol is such that the honest
party first uses some of the bits, I, as input to the device. The output of the device is denoted by O. Then,
a special type of randomness extractor is applied to O and additional bits Z from the source. The result is
the output randomness K.
The main contribution of our work is a construction of a device-independent randomness amplification
protocol that uses a single public SV-source to create secret and close to uniform randomness, with respect
to all of the knowledge that the adversary has:
Theorem 3 (Informal). Given any public SV-source with bias µ ∈ (0, 0.5) there exists a protocol, requiring
a two-component device, such that:
1. (Soundness) For any device D used to implement the protocol such that Equation (1) holds, either the
protocol aborts with overwhelming probability or an ε-close to uniform (given the adversary’s knowledge)
string K is produced.
2. (Completeness) There exists an honest implementation of the device such that the protocol aborts with
negligible probability when using this device, even in the presence of noise.
The formal statement is given in Theorem 30. The soundness, or security, parameter ε depends on the
bias of the source, µ, as well as the parameters of an extractor used in our protocol to create K. For certain
choices of parameters the protocol can be made explicit.
Theorem 3 improves upon the prior state-of-the-art in several significant aspects (see Section 1.3 and
Table 1 for comparison with previous works):
1. Device requirement – we only require that the device includes two components (the lowest pos-
sible), compared to a polynomial number in previous works that considered a public weak source of
randomness..
This means that the black box in Figure 1 consists of two separated parts.6 Having two components is
6One can imagine the two components as being two computers or, alternatively, two provers in a multi-prover interactive
proof system.
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a necessary requirement for protocols based on Bell inequalities. As we explain in Section 1.3, previous
works that considered a public weak source had to use, at the least, polynomial number of components,
which is not realistic. Other works that allowed a constant number of devices could not derive a result
for an arbitrary bias µ, a public SV-source, and/or quantum adversaries.
2. Extraction rate (efficiency) – for a large range of parameters we can extract a linear number of bits7
while maintaining cryptographic security level, compared to a vanishing extraction rate in previous
works that considered a public weak source of randomness.
Using an extractor with sufficiently good parameters ε can be made exponentially small in the number
of bits taken from the SV-source while extracting a linear number of bits. Previous works could not
achieve this, independently of the extractor used in the protocol.
3. Robustness – we are able to tolerate the maximal amount of noise, compared to low noise levels in
previous works that considered a public weak source of randomness.
The completeness statement holds for any amount of noise in the implementation which still results in
a violation of the Bell inequality.8 This is the maximal possible amount one can hope to tolerate.
Apart from randomness amplification, our protocol can also be used as a main building block for device-
independent randomness expansion and key distribution using weak sources of randomness. More details
are given in Section 5.
Theorem 3 cannot be derived by improving previously known techniques (as explained in Section 1.3).
To prove it we present a completely new proof, which can be of independent interest. Our proof uses three
different tools which were developed recently and were not used before in the context of randomness ampli-
fication. One particular example for an independent technical contribution is the proof given in Section 3,
where we investigate a new type of Bell inequalities and show, for the first time, that they can also be used in
a cryptographic setting. Another contribution is presenting a first application of a special type of extractors
that were recently introduced in [AFPS16]. The existence of such extractors is what allows us to produce
randomness, in the presence of a quantum adversary, when starting with a single public SV-source.
1.2 Main steps in the proof
Our protocol is stated as Protocol 2 in Section 4.3. The protocol is simple: the device is used sequentially
with the inputs I from the SV-source to create the outputs O. Once all the outputs are produced Alice
calculates the average violation of a specific Bell inequality from the raw data and aborts if the violation is
not sufficiently high. If she does not abort then a special type of extractor is applied to O together with
additional bits from the source Z.
Step 1: Choosing the “correct” Bell inequality
As all device-independent protocols, our protocol is based on the violation of a given Bell inequality above a
certain threshold. This way Alice can make sure that the device implements a quantum non-local strategy.
All previous protocols use the CHSH Bell inequality or other well known inequalities.
We use a recently developed family of Bell inequalities (with two parties, two inputs, and two outputs)
which fits perfectly to the scenario of randomness amplification. As explained above, in our setting, the device
7To be more precise – for a large range of parameters (the full details are given in Remark 37) there is an explicit extractor
that can be used in our protocol to extract a linear number of bits. If one is interested in an explicit protocol for all parameters,
there are two options: 1) A simple modification of our protocol, which requires the use of a device with 4 components, can be
used to extract a sub-linear number of bits using a three-source extractor. (A similar thing was previously done in [BRG+16,
Theorem 2] but the resulting protocol requires 8 components and the security proof uses an additional assumption of a private
SV-source; see Section 1.3). 2) Using the current protocol (with only two components) one can extract a logrithmic number
of bits. If, in the future, new (classical) two-source extractors with better parameters are developed, they can be used in our
protocol to achieve better extraction rates without modifying the protocol or its security proof.
8This can be seen, for example, from Figure 4 below which shows that non-zero entropy can be certified as long as there is
a violation of the Bell inequality.
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Figure 2: Correlations between the device and the inputs. The two comonents of the device are denoted
by the black boxes. The inputs to the two components, X and Y , come from the SV-source. The outputs
are denoted by A and B. The device and the inputs can be correlated via the history λ, as denoted by the
dashed arrows. A violation of an MDL inequality certifies that the device cannot be classical in this setting.
and the inputs I can be correlated via λ. The Bell inequalities developed in [PRB+14], called “measurement
dependent locality (MDL) inequalities”, are adapted to the situation illustrated in Figure 2 for any bias of
the source. They therefore accommodate the dependency between the device and the side information. In
contrast, the violation of the CHSH inequality cannot be used to “verify quantumness” above some threshold
for the bias (see further details in Section 2.6). Other Bell inequalities which were used in the context of
randomness amplification and allowed for an arbitrary bias of the SV-source require a device with more than
two components [GMD+13, BRG+16, RBH+15].
We note that, for the completeness of our protocol, it is crucial that for any bias of the source there is
a quantum strategy (i.e., quantum state and measurements) that violate the inequality. This is indeed the
case as shown in [PRB+14]. When proving completeness we also explain how the maximal violation within
quantum physics can be found numerically.
The rest of the steps in the proof deal with the soundness proof.
Step 2: Certifying randomness from the MDL violation after a single use of the device
The analysis done in [PRB+14] for the MDL inequalities only ensures that a violation of the inequality
implies that the device must be non-local, i.e., it cannot be implemented by a classical strategy. While
this is important for the study of fundamental questions in physics, it is not sufficient in the cryptographic
setting. A quantitive bound on how random the output of the device must look to an adversary was missing.
The first part of our proof is devoted to deriving a relation between the violation of the MDL inequality
and the amount of knowledge Eve can gain regarding the output in a single use of the device. Specifically,
we prove a lower-bound on the von Neumann entropy of the output given all side information:
H(Oi|IiE, λ) ≥ t , (2)
where Ii and Oi are the inputs and outputs when using the device for the i’th time and t ≥ 0 depends on
the bias of the source and the observed violation of the MDL inequality (see Lemma 27 for the exact bound
and Figure 4 for a plot). The conditional von Neumann entropy is just one way of quantifying the amount
of secret randomness, but as we will show below, this is the relevant quantity for us.
A bound similar to Equation (2), but for the CHSH inequality, was proven in [PAB+09]. In the case of
the CHSH inequality the inputs are assumed to be chosen uniformly and independently of the device and
hence one cannot use the result of [PAB+09] directly for randomness amplification. We find a way to connect
the two scenarios and derive a bound as in Equation (2) for the MDL inequality from that of the CHSH
inequality.
The resulting bound is non-trivial as long as the MDL inequality is violated (while if there is no violation
the conditional entropy must be 0, since the device might be using a classical strategy). Combined with the
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following step, this property allows us to tolerate maximal amount of noise in the honest implementation of
the device used in the protocol.
Step 3: Bounding the total amount of min-entropy after multiple uses of the device
To bound the amount of extractable randomness from the outputs of the device O we need to lower bound
the total conditional smooth min-entropy9 Hεsmin(O|IE, λ), for εs ∈ (0, 1), given that our protocol did not
abort.
If the different uses of the device in the protocol were independent and identical, getting a bound on
Hεsmin(O|IE, λ) is rather easy. On the intuitive level, the total amount of entropy in that case is the sum of
the entropies in each round of the protocol [TCR09, DW05]. However, as the adversary is the one preparing
the device, there is no reason to believe that the device behaves in an independent and identical way. The
analysis is therefore more delicate.
To overcome this difficulty we uses a new information-theoretic tool, called the entropy accumulation
theorem [DFR16], to bound the total amount of smooth min-entropy, in a sequential processes, using the
von Neumann entropy of a single step of the process. More precisely, we use the framework developed
in [AFRV16] for proving security of device-independent cryptographic protocols using the entropy accu-
mulation theorem. In [AFRV16] the entropy accumulation theorem was used to prove security of device-
independent key distribution and randomness expansion protocols. We adapt the different steps to our
scenario of randomness amplification with the MDL inequalities.
To prove a lower bound on Hεsmin(O|IE, λ) we start by showing that for any SV-source and device, the
sequential process defined by the rounds of our protocol and the actions of the device fulfil the prerequisites
of the entropy accumulation theorem. Next, using Equation (2) we devise a “min-tradeoff function”. This
function quantifies the “worst-case von Neumann entropy” that is accumulated in a single round of the
protocol, while taking into account the observed violation of the MDL inequality. Once this function is
constructed we can apply the techniques of [DFR16, AFRV16] to derive a bound on Hεsmin(O|IE, λ). The
first order term of the lower bound on Hεsmin(O|IE, λ) is nH(Oi|IiE, λ), where n is the number of rounds of
the protocol. That is, Hεsmin(O|IE, λ) ∈ Ω(n), which is optimal. For more details, see Section 4.5.
Step 4: Extracting the randomness
Once a bound on the conditional smooth min-entropy is derived we need to extract the randomness using
an extractor. However, since only a single SV-source is available, there is no additional independent source
of randomness. Thus, standard seeded or multi-source extractors cannot be used.
In the last step of our proof we show that the setting that we consider (as in Figure 1 above) implies
that a newly developed model for quantum-proof multi-source extractors can be used [AFPS16]. The model
presented in [AFPS16], termed the “Markov model”, deals with extraction from multiple weak sources which
are independent only given some side information, possibly quantum. Each of the sources must have sufficient
amount of entropy conditioned on that side information. It was proven in [AFPS16] that any (strong) multi-
source extractor is also a (strong) quantum-proof multi-source extractor in the Markov model, with some
loss in parameters (the exact statements which we use are presented in Section 2.8).
We show that the considered setting implies that
I(O : Z|IE, λ) = 0 ,
meaning that given I, E, and λ, O and Z are independent. Furthermore, the previous step of our proof
ensures that O has sufficient amount of entropy conditioned on IEλ. The same is true for Z since it is
taken directly from the SV-source. We can therefore use a strong quantum-proof two source extractor in the
Markov model to create the final string K = Ext(O,Z), which is close to uniform even given ZIEλ. This
implies the security of our protocol.
9The smooth min-entropy is a standrd quantity related to the, more commonly known, min-entropy; the formal definition is
given in Section 2.3. The important thing to know at this stage is that it tightly determines how much randomness Alice can
extract from O in the presence of a quantum adversary [KRS09].
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The use of this special type of extractors [AFPS16] is what allows us to start with nothing but a single
public SV-source and consider quantum side-information. Previous models for quantum-proof multi-source
extractors [KK10, CLW14] do not allow for the side information considered in the current setting. Moreover,
a strong extractor is crucial here since the seed Z is public (as it comes from the public SV-source).
We remark that I and Z cannot be used directly as the sources for the extractors, although they both
have high min-entropy given λ and E. The reason is that they are not independent given λE. The use of
the device is therefore necessary in order to create a string O which is “decoupled” from Z.
The combination of all the steps above proves the soundness of our protocol.
1.3 Previous works
We now discuss the different works and assumptions and compare them to the current work. See also Table 1.
Public SV-source
Colbeck and Renner were the first to consider the task of randomness amplification [CR12] and give a “proof
of concept”. There, the relation between the knowledge that an adversary has about a final single bit was
bounded using the expected Bell violation . They showed that using a public SV-source with bounded bias
(µ = 0.058) and a two-component device a single close to uniform bit can be created in the presence of both
quantum and non-signalling (super quantum) adversaries. The number of measurements, however, grew
with their security parameter and only one bit was produced. Hence any protocol based on such approach
would have resulted in a vanishing extraction rate.
Following that, [GMD+13] improved on the above result by considering a protocol that can accommodate
arbitrary bias of the SV-source and tolerate some noise. Instead of restricting the analysis to quantum ad-
versaries [GMD+13] focused on the stronger non-signalling adversaries. Unfortunately, the protocol required
the use of many devices — polynomial in the number of bits used from the source. One can imagine this as
requiring a polynomial number of laboratories separated in space, each of which runs a quantum experiment.
This is of course unrealistic in any implementation.
To see why the proof technique of [GMD+13] could not be extended to get results similar to ours note
the following. First, to deal with an arbitrary bias of the SV-source a 5-party Bell inequality was used. This
implies that any protocol based on their Bell inequality would require, at the least, 5 devices (otherwise the
violation is meaningless). Second, the final randomness is extracted using a deterministic process, which
is only possible since their protocol requires a polynomial number of devices (for details see the discussion
in [GMD+13, Supplementary information C]). To reduce the number of devices one would have to construct
strong randomness extractors which are secure in the presence of non-signalling adversaries, but there are
indications that such do not exist [AFTS12].
Private SV-source
In [BRG+16, RBH+15] a protocol using a constant number of devices was constructed, also when considering
non-signalling adversaries. In addition, as in our work, the protocol is robust to noise and achieves a non-zero
extraction rate. The crucial difference between [BRG+16, RBH+15] and the current work is that the security
proof of [BRG+16, RBH+15] assumes that the SV-source must be private, i.e., no information about the
bits produced by the source can leak to the adversary at any point (also after the end of the protocol).
One might argue that this is not such a strong requirement, especially since we anyhow assume that
the final randomness created by the protocol is kept secret. However, there is one critical difference: it is
implied by the security definition of randomness amplification protocols (sometimes termed composable; see
Section 4.2) that if part of the produced randomness is leaked to the adversary the rest of the bits are still
close to uniform. In contrast, when proving security with a private source it is not clear at all what happens
when some information about the source is leaked to the adversary. It is nowhere proven (or conjectured)
that if partial information about the used source (even a single bit) is leaked the entropy of the produced
string remains somewhat high.
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Work Source Adversary # Devices Public source? Arbitrary bias? Robust? Efficient?
[CR12] SV Q & NS 2 X × × zero
[GMD+13] SV NS poly X X X zero
[BRG+16] SV NS 4 × X X X
Current SV Q 2 X X X X
[CSW14] min-entropy Q poly X X slightly zero
[CSW] min-entropy NS exp X X slightly zero
Table 1: Comparison of the different works. Q and NS stand for a quantum and non-signalling (super-
quantum) adversary respectively. The number of devices is with respect to the number of bits used from
the weak source of randomness. For a more detailed comparison of previous works see also [BRG+16,
Supplementary Information] and [AM16, Table 1].
The proof of [BRG+16, RBH+15] cannot be used to get a protocol which can take a public SV-source as
input. The reason is that the assumption regarding the privacy of the source is used in order to simplify the
security criterion and argue that a classical multi-source extractor can be used to extract the randomness,
although a non-signalling adversary is present. To allow for a public source one will need a strong multi-
source extractor which is secure in the presence of a non-signalling adversary, but as mentioned above it is
not clear that such exists.
We also remark that the simplification of the security definition to a classical one due to the use of
private source enabled the analysis of the total amount of min-entropy in the outputs of the device. The
same analysis cannot be used as is when considering the case of a public source or when trying to bound the
smooth min-entropy as we do here. Moreover, in [BRG+16, RBH+15] as well, Bell inequalities with more
than two parties are used. Thus, such protocols cannot lead to a protocol that requires only two components
as ours.
Public min-entropy source
In two more recent works [CSW14, CSW] a protocol that can amplify a public min-entropy source was
suggested and its security was proven. [CSW14] assumed a quantum adversary while [CSW] considered a
non-signalling one. The first part of the protocol in these works takes the min-entropy source and extracts
blocks of bits, some of them close to uniform with respect to the used devices, by enumerating all possible
seeds. The different blocks are then used as inputs to a randomness expansion protocol [MS16]. This
approach leads to a polynomial number of devices in [CSW14] and exponential in [CSW]. Furthermore, in
both works the security parameter is inverse polynomial in the number of bits used from the source, the
efficiency of the protocols vanishes, and the amount of tolerated noise is low.
A min-entropy source is of course more general than the SV-source considered in the current work. Our
work cannot be extended as is to the case of a min-entropy source. On the other hand, it is also not clear how
to take the work of [CSW14, CSW] and decrease the number of devices – to get close to uniform inputs for
the randomness expansion protocol starting with a single weak source one must enumerate the seeds; each
seed should then be used while running the protocol on a different set of devices. The number of devices (and
hence also the zero extraction rate) is thus a fundamental part in the proof technique of [CSW14, CSW].
Source-device-adversary model
In [CSW14, CSW] the authors model the relation between the source, the adversary, and the device differently
than what we do here. In particular, they allow for some quantum side information about the source, in
contrast to our λ which is classical. In all other mentioned works the assumptions regarding the relation
between the three components are similar to the ones considered here (though not mentioned explicitly in
the same way). In [WBG+16] a different scenario is considered, but the security analysis is not complete
and only restricted SV-sources can be amplified.
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Organisation of the paper. We start in Section 2 with some preliminaries. In particular, the neces-
sary information regarding the MDL inequalities and two-source extractors in the Markov model is given.
Section 3 is devoted to proving a relation between the observed violation of an MDL inequality and the
knowledge that a quantum adversary can gain about the output of the device. In Section 4 we state our
randomness amplification protocol and prove its security. We end in Section 5 with some open questions.
2 Preliminaries
2.1 Notation
In the following we will denote by
• capital letters classical registers (i.e., random variables) and quantum registers.
• a subscript register, e.g. Xi, a single register with label i and a superscript register, e.g. Xi, the
sequence of registers with labels up to i, i.e., Xi = X1...Xi.
• the operator ⊕ addition modulo 2, sometimes also called the XOR operation.
• PA the set of probability distributions over an alphabet A.
2.2 Quantum mechanics
We introduce the concepts of quantum mechanics that we use throughout our work. For a more detailed
view on quantum mechanics in quantum information theory we refer to Nielsen and Chuang [NC10].
A state of a quantum mechanical system can generally be described by density operators.
Definition 4 (Density operator). A density operator ρ on a Hilbert spaceH is a normalized positive operator
on H, i.e., ρ ≥ 0 and Trρ = 1. A density operator is said to be pure if it has the form ρ = |ψ〉〈ψ|, where,
using Dirac notation, |ψ〉 ∈ H.
A bipartite quantum state on two Hilbert spaces HA and HB is described by a density operator ρAB
on the Hilbert space HA ⊗ HB . If we want to recover the state on HA alone we take the partial trace,
ρA = TrB(ρAB) =
∑
b(idA ⊗ 〈b|)ρAB(idA ⊗ |b〉), where {|b〉}b is an orthonormal basis (ONB) on HB .
Some special density operators are given in the following.
(i) The density operator is said to be fully mixed if ρ = 1d id, where d = dim(H).
(ii) The density operator ρXA is said to be a classical-quantum state (cq-state) if ρ =
∑d
i=1 pi |i〉〈i| ⊗ ρiA,
where {|i〉}i is an ONB on a d-dimensional Hilbert space and
∑d
i=1 pi = 1 with pi ≥ 0 ∀ i. The notion
can be extended to an arbitrary amount of classical registers.
We describe the evolution of a quantum state by completely positive trace preserving (CPTP) maps.
Definition 5 (CPTP map). A linear map E ∈ Hom(End(HA),End(HB)) is said to be trace preserving if,
for any ρ ∈ End(HA),
Tr (E(ρ)) = Tr(ρ) .
The map E is said to be completely positive if, for any ρAR ∈ End(HA ⊗HR) and ρAR ≥ 0,
(E ⊗ IR)(ρAR) ≥ 0 ,
where HR is any additional Hilbert space and IR is the identity map on that Hilbert space.
When talking about the closeness of quantum states we quantify it by the trace distance which describes
how well two states can be distinguished.
Definition 6 (Trace distance). The trace distance between two density operators ρ and σ on a Hilbert space
H is defined as
δ(ρ, σ) =
1
2
‖ρ− σ‖1 = 1
2
Tr
(√
(ρ− σ)†(ρ− σ)
)
.
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2.3 Entropies and Markov chains
Entropies We make use of the Shannon entropy for classical random variables [Sha48] and its quantum
equivalent, the von Neumann entropy [Neu27]. The conditional Shannon entropy is defined as follows.
Definition 7 (Shannon entropy). Let X,Y be discrete random variables over the alphabets X ,Y distributed
according to the probability distribution PXY . Then the conditional Shannon entropy is defined as
H(X|Y ) = −
∑
x∈X ,y∈Y
PXY (x, y) log2 PX|Y=y(x) .
Its quantum equivalent, the von Neumann entropy, is defined for a quantum state ρAE .
Definition 8 (von Neumann entropy). Let HA and HE be two Hilbert spaces and ρAE a quantum state on
HA ⊗HE . Then the von Neumann entropy is defined as
H(AE)ρAE = −Tr (ρAE log ρAE) .
Furthermore, the conditional von Neumann entropy is defined as
H(A|E)ρAE = H(AE)ρAE −H(E)ρAE .
Furthermore we employ the (smooth) min-entropy, both in the classical and in the quantum case. The
(smooth) min-entropy, was introduced by Renner [Ren05], for a classical quantum state.
Definition 9 (Min-entropy). Let HA and HE be two Hilbert spaces and ρAE =
∑
a pa |a〉〈a|⊗ρaE a classical
quantum state on HA ⊗HE . Then the conditional min-entropy is defined as
Hmin(A|E) = − log pguess(A|E) ,
where pguess(A|E) is the maximal probability of guessing A given the quantum system E
pguess(A|E) = max{MaE}a
∣∣∣∣∣∑
a
paTr (M
a
Eρ
a
E)
∣∣∣∣∣ .
The maximization ranges over all sets of POVMs {MaE}a on E.
The smooth min-entropy is a smoothed version of the min-entropy, meaning it is the maximum of the
min-entropy in an ε-neighbourhood around the probability distribution or quantum state.
Definition 10 (Smooth min-entropy). Let HA and HE be two Hilbert spaces and ρAE =
∑
a pa |a〉〈a| ⊗ ρaE
a classical quantum state on HA ⊗HE . Then the conditional smooth min-entropy is defined as
Hεmin(A|E)ρAE = max
σAE∈Bε(ρAE)
Hmin(A|E)σAE ,
where Bε(ρAE) is the set of sub-normalised states that are at most ε away from ρAE in terms of purified
distance (see [TCR10]).
When the quantum state is clear from the context we drop the subscript of the entropies and simply
write H(A|E) instead of H(A|E)ρAE .
The mutual information I(X : Y |Z) quantifies the common information of X and Y , given Z and can be
described as a function of the entropies of the parts.
Definition 11 (Mutual information). Let X,Y and Z be random variables. Then the Shannon mutual
information is defined as
I(X : Y |Z) = H(X|Z)−H(X|Y Z) .
In the quantum case, let ρXY Z be a quantum state. Then the quantum mutual information s defined as
I(X : Y |Z) = H(X|Z)−H(X|Y Z) .
Definition 12 (Markov chain). A set of random variables X,Y,X, or a tripartite quantum state ρXY Z , is
said to form a (quantum) Markov chain, denoted by X ↔ Y ↔ Z, if the conditional mutual information
I(X : Z|Y ) vanishes.
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2.4 Weak sources of randomness
We consider two classes of weak random sources, an SV sources and a min-entropy source. The SV source
was first introduced by Santha and Vazirani [SV84]. Formally an SV source is defined as follows.
Definition 13 (µ-SV source, [SV84]). Let S be any source producing a sequence of binary random variables
Xi that can depend on some side information λ. Then, for any µ ∈ (0, 12 ), S is called an µ-SV source if the
random variables Xi are distributed according to some probability distribution PXi|Xi−1,λ that depends on
λ and satisfies
1
2
− µ ≤ PXi|Xi−1,λ(0|xi−1) ≤
1
2
+ µ ∀i, xi−1 . (3)
We see that an SV source produces bits that are all, to some extent, random, even given the previous bits
and some possible side information.
An MDL source produces two bits at a time and bounds the probability of each outcome in a similar
way as the SV source.
Definition 14 (µ-MDL source, [PRB+14]). Let S be any source producing binary random variables Xi and
Yi that can depend on some side information λ. Then, for any µ = {µmin, µmax} ∈ (0, 14 )× ( 14 , 1), S is called
a µ−MDL source if the outputs are distributed according to some probability distribution PXiYi|Xi−1Y i−1,λ
that depends on λ and satisfies
µmin ≤ PXiYi|Xi−1Y i−1,λ(xiyi|xi−1yi−1) ≤ µmax ∀xi, yi . (4)
In our work we us the notation of MDL sources. These are directly related to the SV sources as shown
below.
Lemma 15. For all 0 ≤ µ ≤ 1/2 a µ-SV source is a
{(
1
2 − µ
)2
,
(
1
2 + µ
)2}
-MDL source.
Proof. Employing the definition of conditional probabilities PXi|Xi−1,λ =
PXi,λ
PXi−1,λ
and PXi+1|Xi,λ =
PXi+1,λ
PXi,λ
we find PXi+1Xi|Xi−1,λ =
PXi+1,λ
PXi−1,λ
= PXi|Xi−1,λPXi+1|Xi,λ. From that it follows immediately that the con-
straints for two consecutive outputs of the SV source are(
1
2
− µ
)2
≤ PXi+1Xi|Xi−1,λ(xi+1xi|xi−1) ≤
(
1
2
+ µ
)2
∀i, xi+1 . (5)
Choosing µmin =
(
1
2 − µ
)2
and µmax =
(
1
2 + µ
)2
this satisfies Definition 14 of an MDL source.
Finally a min-entropy source is a source that produces a bit string that has a min-entropy which is lower
bounded by some constant.
Definition 16 (k-min-entropy source, [CG88]). Let S be any source producing a sequence of binary random
variables Xi that can depend on some side information λ. Furthermore let n be the arbitrary length of that
sequence. Then S is said to be a k-min-entropy source if the min-entropy of the bit string conditioned on
the side information is lower bounded by k, i.e., Hmin(X
n|λ) ≥ k.
It is worthwhile noticing that any SV source can also be used as a min-entropy source. The reversed
implication, however, is not true, since in an SV source each new bit must contain a minimal amount of
randomness. In this sense the output of the SV source has more structure.
With regards to randomness amplification it has been shown by Santha and Vazirani [SV84] that, classi-
cally, a single SV-source, private or public, cannot be amplified. If one has access to two or more independent
sources of which at least one is private, one can extract randomness from them using a randomness extractor.
However, if all the sources are public this is still not possible.
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2.5 Non-local games and Bell inequalities
Non-local games. During a non-local game two players, Alice and Bob, are given questions by a verifier
and have to return answers. Both the questions and answers can be described simply as numbers. The
questions, x and y, are taken from alphabets (we restrict ourselves to binary alphabets) X and Y, and
distributed according to some probability distribution PXY . Similarly, the answers, a and b, can be chosen
from (binary) alphabets A and B. Alice and Bob win a round of the game if the questions and answers
satisfy a previously defined condition. Formally we can think of a function w : X ×Y ×A×B → W, where
W is the set describing the outcome of the game.
In order to win the game with the highest probability Alice and Bob can, before the game starts, choose
a strategy. After the game starts they are no longer allowed to communicate. The rules of the game are that
the players are not allowed to communicate, one player does not know the other player’s question, and that
the players cannot influence the questions they are asked.
In terms of strategy we distinguish two classes, the first one being classical local hidden variable (LHV)/
shared randomness strategies. In an LHV strategy, Alice and Bob share some common information λ and,
according to the common information, choose their answers deterministically. The second class of strategies
are quantum strategies. Using a quantum strategy, Alice and Bob can share a multipartite quantum state.
They can then use the questions to choose measurements that are done on the quantum state. The results
of these measurements can then be used to produce answers for the questions.
It can be shown that quantum strategies are strictly more powerful than LHV strategies. Namely, for
some non-local games, there exist quantum strategies that achieve a winning probability that is higher than
any LHV strategy can achieve. We call the probability distributions PABXY , of the questions and answers,
that characterise these strategies non-local statistics.
Using this fact that strategies producing non-local statistics are more powerful than LHV strategies, we
can certify quantumness using non-local games. We can do this by analysing the winning probability of the
strategy in the game. If the winning probability is higher than the threshold for any LHV strategy we can
conclude that Alice and Bob must have used a quantum strategy.
Bell inequalities. An equivalent description of non-local games are Bell inequalities. In this scenario we
consider Bell experiments; i.e., experiments where we have two devices that take inputs (the questions) and
produce outputs (the answers). The probability distributions over the inputs and outputs can, similar to
the case of non-local games, be divided into LHV statistics and quantum statistics. However, the winning
probability is replaced by a Bell parameter, a general function of the probability distribution, f(PABXY ).
The Bell inequality is then a constraint on the Bell parameter that is satisfied by all LHV statistics. A Bell
inequality could for example look as follows
f(PABXY ) ≤ fLHV .
In the Bell experiments we consider some hidden side information λ. The assumptions that we make
about the setting are that firstly, given the inputs and the side information, the outputs do not depend on
each other. Secondly, we assume that , given x and λ, a does not depend on y, and, given y and λ, b does
not depend on x. Finally we require that the questions be independent of the side information. Given these
assumptions we can, similar as with non-local games, certify quantumness by calculating the Bell parameter
and comparing it to the local threshold. If the Bell parameter exceeds the local threshold we know that the
statistics must be non-local. Statistics that are not non-local are called local. The set of local statistics is
called the local polytope, L. We can think of the facets of the local polytope as the Bell inequalities. If
one Bell inequality is violated by PAB|XY the statistics lie outside of L and are thus non-local. The local
polytope with its facets is schematically depicted in Figure 3.
13
local polytope L
violating Bell inequality B1
not violating Bell inequality B1
Figure 3: Schematic description of a local polytope with boundaries (facets) described by Bell inequalities.
For example the top horizontal dashed line is determined by the Bell inequality B1. A violation of this Bell
inequality means that the probability distribution lies above the dashed line.
2.5.1 The CHSH game
As an example of a non-local game we consider the CHSH game. The winning function for the game is
w : X × Y ×A× B → {0, 1}
(x, y, a, b) 7→
{
1 if a⊕ b = x ∧ y
0 otherwise
,
meaning the game is won, if and only if the questions and answers satisfy a⊕b = x∧y. It can be shown that,
if the questions are uniformly distributed, no classical strategy can achieve a winning probability higher than
pwin =
3
4 . However, if Alice and Bob share a maximally entangled state and do measurements according to
the questions and use the outputs as answers, they can achieve a winning probability pwin =
2+
√
2
4 .
The CHSH game is the game corresponding to the CHSH inequality [CHSH69],
β ≡
∑
a,b,x,y∈{0,1}
(−1)a+b+xyPAB|XY (ab|xy) ≤ 2 . (6)
An equivalent version of the CHSH inequality (while enforcing non-signalling condition) is
α ≡ PAB|XY (00|00)−
(
PAB|XY (01|01) + PAB|XY (10|10) + PAB|XY (00|11)
) ≤ 0 . (7)
This inequality was first introduced by Eberhard [Ebe93]. Within quantum mechanics we can have non-local
values β ∈ [2, 2√2] and α ∈ [0,
√
2−1
2 ]. Thus, given the affine relation between the two values we find the
relation
β = 4α+ 2 ⇔ α = β
4
− 1
2
. (8)
2.6 Measurement dependent locality
In standard non-local games we usually assume that the questions are uniformly distributed and cannot be
influenced by anyone. This assumption is called measurement independence. Pu¨tz et. al [PRB+14] weakened
the assumption of measurement independence to an assumption of limited measurement dependence, where
Eve can influence the distribution of the questions to some extent, and studied Bell inequalities in this
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scenario. A schematic drawing of the setting in this scenario is shown in Figure 2. The inputs can now
depend on some hidden information and need not be uniform anymore. The way Eve can influence the
distribution of the questions is described by an MDL source (Definition 14). The main result of their work
is that we can verify the usage of quantum strategies for any amount of measurement dependence, as long
as µmin > 0.
In order to verify quantum strategies with an MDL source, we need a new Bell inequality, an MDL
inequality [PRB+14]
Sµ ≡ µminPABXY (0000)− µmax
(
PABXY (0101) + PABXY (1010) + PABXY (0011)
) ≤ 0 . (9)
Using this inequality we verify quantum strategies if Sµ ≥ 0. Furthermore we now call statistics that do
not violate Equation (9) measurement dependent local (MDL). This MDL inequality translates into a game
with winning function
w(a, b, x, y) =

µmin if (a, b, x, y) = (0, 0, 0, 0)
−µmax if (a, b, x, y) ∈ {(0, 1, 0, 1), (1, 0, 1, 0), (0, 0, 1, 1)}
0 otherwise .
2.7 Untrusted device
In our randomness amplification protocol we use two separated untrusted devices to play a non-local game.
Untrusted in this context means that we assume that the adversary produces the devices and can produce
them (almost) anyway she wants. However, we enforce the condition that we can use the device to play a
two-player non-local game with binary inputs and outputs; i.e., upon receipt of a binary input, the devices
produce a binary output. This condition can be easily checked during the execution of the protocol. If the
devices do not produce outputs or produce outputs that are not binary we can simply abort the protocol.
Moreover, we assume that quantum mechanics is complete. Thus we can model the inner workings of
the device as doing measurements on an unknown quantum state. The measurements can depend on the
inputs and the outputs can depend on the outcome of the measurement. If the devices are used sequentially
in a number of rounds like in our protocol, the measurements can be different in each round. In addition
the new quantum state on which the measurements are done can depend on previous rounds.
In a device-independent adversarial scenario we play the non-local game to verify the quantumness of the
inner workings of the devices. Hence we can think of the adversary implementing a strategy, i.e., a specific
set of states and measurements, in the device such that she gains a maximal amount of knowledge of the
outputs. This strategy also includes her attempt to trick us into thinking that the devices produce non-local
statistics whereas they are not. Since the adversary is also assumed to be the manufacturer of the devices
she can build a third device that contains a purification of the quantum states in the two other devices.
2.8 Quantum-proof randomness extractors in the Markov model
A (classical) two-source extractor is defined as follows.
Definition 17 (Two-source extractor, [Raz05]). A function Ext : {0, 1}n1 × {0, 1}n2 → {0, 1}m is called
a (k1, k2, ε) two-source extractor if for any two independent sources X1, X2 with Hmin (X1) ≥ k1 and
Hmin (X2) ≥ k2, we have
1
2
‖ρExt(X1,X2) − ρUm‖ ≤ ε ,
where ρUm is the fully mixed state on a system of dimension 2
m. Ext is said to be strong in the i’th input if
1
2
‖ρExt(X1,X2)Xi − ρUm ⊗ ρXi‖ ≤ ε .
If Ext is not strong in any of its inputs it is said to be weak.
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In our work we use extractors that work in the presence of quantum side information described by the
Markov model introduced in [AFPS16]. In the Markov model we assume that the two sources of a two-source
extractor together with the side information C form a Markov chain: I(X1 : X2|C) = 0 (where X1 and X2
are classical registers, while C can hold a quantum state). This can be interpreted as the requirement that,
given the side information, the two sources are independent. Formally the quantum Markov model and a
quantum-proof two-source extractor in the Markov model are defined as follows.
Definition 18 (Quantum Markov model, [AFPS16]). A ccq-state ρX1X2C is said to belong to the Markov
model if X1 ↔ C ↔ X2 is a Markov chain (i.e., I(X1 : X2|C) = 0).
Definition 19 (Strong quantum-proof two-source extractor in the Markov model, [AFPS16]). A function
Ext : {0, 1}n × {0, 1}d → {0, 1}m is a (k1, k2, ε) quantum-proof two-source extractor in the Markov model,
strong in the second source, if for all sources X1, X2, and quantum side information C, where X1 ↔ C ↔ X2
form a Markov chain, and with min-entropy Hmin (X1|C) ≥ k1 and Hmin (X2|C) ≥ k2, we have
1
2
‖ρExt(X1,X2)X2C − ρUm ⊗ ρX2C‖ ≤ ε .
where ρExt(X1,X2)C = Ext⊗ ICρX1X2C and ρUm is the fully mixed state on a system of dimension 2m.
The main result of [AFPS16] is that any (classical) two-source extractor is also quantum-proof in the
Markov model:
Lemma 20. Any (k1, k2, ε)-[strong] two-source extractor is a
(
k1 + log
1
ε , k2 + log
1
ε ,
√
3ε · 2(m−2)
)
-[strong]
quantum-proof two-source extractor in the Markov model, where m is the output length of the extractor.
In this work we use such an extractor, but for a source with a lower bound on the smooth min-entropy
rather than the min-entropy itself. The effect of this on the parameters of the extractor was also investigated
in [AFPS16]. We use the following form of the statement:
Lemma 21. Let Ext : {0, 1}n × {0, 1}d → {0, 1}m be a (k1, k2, ε) quantum-proof two-source extractor
in the Markov model, strong in the source Xi. Then for any Markov state ρX1X2C with H
εs
min(X1|C)ρ ≥
k1 + log(1/ε) + 1 and Hmin(X2|C)ρ ≥ k2 + log(1/ε) + 1,
1
2
‖ρExt(X1,X2)XiC − ρUm ⊗ ρXiC‖ ≤ 6 (εs + ε) .
2.9 The entropy accumulation theorem
The entropy accumulation theorem (EAT), introduced in [DFR16], gives a straightforward way of bounding
the smooth min-entropy of a system consisting of n random variables that possibly depend on each other.
For our work the simplified versions of the definitions and theorems of [DFR16], as presented in [AFRV16],
suffice. In the following we introduce the definitions and theorems which are crucial to working with the
EAT.
Definition 22 (EAT channels). EAT channels Ni : Ri−1 → RiAiBiIiCi, for i ∈ [n], are CPTP maps such
that for all i ∈ [n]:
1. Ai, Bi, Ii and Ci are finite-dimensional classical systems (RV). Ai and Bi are of dimension dAi and dBi
respectively. Ri are arbitrary quantum registers.
2. For any input state σRi−1R′ , where R
′ is a register isomorphic to Ri−1, the output state σRiAiBiIiCiR′ =
(Ni ⊗ IR′)
(
σRi−1R′
)
has the property that the classical value Ci can be measured from the marginal
σAiBiIi without changing the state.
3. For any initial state ρ0R0E , the final state ρAnBnInCnE = (TrRn ◦ Nn ◦ · · · ◦ N1)⊗ IEρ0R0E satisfies the
Markov chain condition Ai−1Bi−1 ↔ Ii−1E ↔ Ii for each i ∈ [n].
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Definition 23 (Min-tradeoff function). Let N1, . . . ,NN be a family of EAT channels. Let C denote the
common alphabet of C1, . . . , Cn. A function fmin from PC to the real numbers is called a min-tradeoff
function for {Ni} if it satisfies
fmin(p) ≤ inf
σRi−1R′ :Ni(σ)Ci=p
H (AiBi|IiR′)Ni(σ)
for all i ∈ [n], where the infimum is taken over all input states of Ni for which the marginal on Ci of the
output state is the probability distribution p, and the infimum over the empty set is defined as plus infinity.
Definition 24. Let Cn be a set of random variables over the alphabet C. Then freqCn defines the probability
distribution over C defined by freqCn(x) = |{i∈{1,...,n}:Ci=x}|n .
Definition 25 (Infinity norm). Let f : Ω→ R be a function over some set Ω ⊂ Rm. Then the infinity norm
of the gradient of f is defined as
‖∇f‖∞ = sup
{
∂
∂xi
f(x) : x ∈ Ω, i ∈ {1, . . . ,m}
}
.
Theorem 26 (EAT, [DFR16]). Let Ni : Ri−1 → RiAiBiIiCi for i ∈ [n] be EAT channels as in Definition 22,
ρAnBnInCnE = (TrRn ◦ Nn ◦ · · · ◦ N1) ⊗ IE ρR0E be the final state, Ω an event defined over Cn, pΩ the
probability of Ω in ρ, and ρ|Ω the final state conditioned on Ω. Let εs ∈ (0, 1).
For fmin a min-tradeoff function for {Ni}, as in Definition 23, and any t ∈ R such that fmin (freqCn) ≥ t
for any Cn ∈ Cn for which Pr [Cn]ρ|Ω > 0,
Hεsmin (A
nBn|InE)ρ|Ω > nt− v
√
n ,
where v = 2 (log(1 + 2dAiBi) + d‖∇fmin‖∞e)
√
1− 2 log(εs · pΩ) and dAiBi denotes the dimension of AiBi.
To gain some intuition regarding the EAT we now give a short explanation of how it is used below.
The concrete and formal details are given in the following sections. Our EAT-channels are chosen to be the
channels describing the actions in each step of the protocol (both of the honest parties and the uncharacterised
quantum device). The event Ω is the event of not aborting the protocol. ρ|Ω is hence the state in the end
of the protocol conditioned on not aborting. The goal is then to lower-bound the conditional smooth min-
entropy of this state and this is exactly what Theorem 26 gives us. The first order term in the given bound
is nt where n is the number of rounds of the protocol and t is the minimal amount of entropy accumulated
in each step, quantified using the min-tradeoff function. In Section 3 we make the relevant analysis to find
the value of t.
3 Secret randomness from a single round
In this section we quantify the randomness of the outputs of an MDL experiment. With that achieved we
can carry on in Section 4 to quantify the randomness of the outputs in a sequence of MDL experiments.
Hence quantifying the randomness in a single MDL experiment is crucial in our process of producing an
arbitrary amount of randomness.
In our single MDL experiment we consider a device consisting of two separated components, such that
one can enforce a situation in which the “non-signalling conditions” between the components hold. (i.e., the
two components cannot signal, or communicate, with one another). During the execution of the experiment
the two operators of the device, Alice and Bob, draw inputs, X and Y , from the MDL source. They then feed
the inputs to their component and record the output, A and B, that it generates. As noted in Section 2.7,
we consider a third party that can hold a purification, E, of the quantum state in the device. We thus
want to quantify the randomness of A and B given X, Y , and E. An algorithmic description of the MDL
experiment is given in Protocol 1. In Step 3 we use a uniform and independent random bit F to symmetrise
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Protocol 1 Execution of an MDL experiment
Arguments:
M(µ) – µ-MDL source
D – untrusted device of two components
1: Alice and Bob choose inputs from the MDL source with parameters µ.
2: Alice and Bob use D with X,Y and record their outputs as A, B.
3: [optional] Alice and Bob choose a uniform and independent binary random variable F and update their
outputs as A˜ = A⊕ F and B˜ = B ⊕ F .
the outputs. Of course, in the context of randomness amplification we cannot do this. Nevertheless, we use
this just as a step in the proof and later argue that the symmetrisation step can be dropped in practice.
Formally we choose to quantify the randomness by the von Neumann entropy, H(AB|XY E). The
remaining part of this section is dedicated to proving the following bound on this entropy.
Lemma 27. Consider the MDL experiment described in Protocol 1 where both the inputs and the outputs
are binary. Then, for a state and a set of measurements (i.e., strategy of the adversary) yielding a violation
Sµ > 0 of Inequality (9), the bound
H(AB|XY E) ≥ 1− h
(
1
2
+
1
µ∗
√
Sµ(Sµ + µ∗)
)
(10)
on the von Neumann entropy of the outputs holds, where µ∗ = µmin · µmax.
We prove the lemma by employing the bound on the Holevo quantity (introduced later) that Pironio et. al
derived in [PAB+09] for the CHSH game. We adapt the bound to the MDL game with biased inputs.
To prove Lemma 27 we first express the entropy in terms of the Holevo quantity, χ(A˜ : FE|X = x),
similarly to what was done as in [AFRV16]. The expression is given in the following lemma. The proof is
given in Appendix B.
Lemma 28. In an MDL experiment with binary inputs and outputs, as described in Protocol 1, with two
devices, between which the non-signaling condition holds, the entropy of the outputs can be lower bounded as
H(A˜B˜|XY FE) ≥
∑
x
Pr[X = x] · (1− χ(A˜ : FE|X = x)) , (11)
where χ(A˜ : FE|X = x) = H(FE|X = x)−H(FE|A˜,X = x) is the Holevo quantity.
We now proceed to prove Lemma 27.
Proof of Lemma 27. In the proof of our claim we first prove an upper bound on the Holevo quantity of the
symmetrized outputs as a function of the MDL violation. Once the upper bound on the Holevo quantity is
derived we make use of Lemma 28 and derive the lower bound on the von Neumann entropy of the symmetried
outputs. Finally we argue why the entropy bound for the symmetrized outputs is also an entropy bound for
the unsymmetrized outputs.
In order to upper bound the Holevo quantity we start with the bound that was derived in [PAB+09,
Equation (11)] for the standard CHSH scenario. Together with the relation in Equation (8) we find
χ(A˜ : EF |X = x) ≤ h
(
1
2
+
1
2
√
β2
4
− 1
)
= h
(
1
2
+
√
α(α+ 1)
)
, (12)
where β is the violation of the CHSH inequality and α is the violation of the Eberhard inequality.
Continuing we relate this bound to our scenario where the inputs for the Bell measurements are not
uniform and not independent. To that end we consider two processes producing different states. In the
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first process we consider an MDL source that produces biased bits that might be correlated with some side
information λ. In the second process we consider an input source that produces uniform and independent
bits. We want to relate the Holevo quantity of the outputs in both processes.
In both processes we can describe the generation of the outputs as doing a measurement on an unknown
quantum state
ρQAQBE,λ , (13)
where QA and QB are the quantum registers in Alice’s and Bob’s device respectively and E is the quantum
side information that the adversary holds. The state can also depend on the classical side information that
Eve has. The specific measurements can depend on the inputs, X and Y , and the classical side information
λ. We also include the uniform and independent random variable F in the measurements. This variable
then determines whether the outputs are being flipped or not, as described in Step 3. More precisely we
describe the measurement, implemented with a strategy λ for specific x, y, f , as a CPTP map evolving the
unknown quantum state
Exyf,λ : QAQBE → QAQBA˜B˜E
ρQAQBE,λ 7→ Exyf,λ(ρQAQBE,λ) .
(14)
Note that the two parts of the device and the adversary are spatially separated and thus the CPTP map
factors into three parts,
Exyf,λ = EAxf,λ ⊗ EByf,λ ⊗ IE
EAxf,λ : QA → QAA˜
EByf,λ : QB → QBB˜ ,
where IE is the identity map on the adversary’s quantum register.
Process 1 is associated to the measurements in our MDL scenario. First we choose inputs X,Y ∈ {0, 1}
according to a distribution PXY |λ satisfying Definition 14. Furthermore we also choose an independent and
uniform random variable F ∈ {0, 1} for the symmetrisation of the outputs. For a specific strategy λ of the
adversary the post measurement state is
ρ1
QAQBA˜B˜XY FE,λ
=
∑
x,y
PXY |λ(x, y)
∑
f
1
2
(EAxf,λ ⊗ EByf,λ ⊗ IE)(ρQAQBE,λ)⊗ |xyf〉〈xyf | ,
where {|x〉}x, {|y〉}y, and {|f〉}f each form an orthonormal basis of a two dimensional Hilbert space. After
tracing out the systems QA, QB , B and Y , which are irrelevant for the calculation of χ, we are left with
ρ1
A˜XFE,λ
=
∑
x
PX|λ(x)
∑
f
1
2
(TrQA ◦ EAxf,λ ⊗ IE)(ρQAE,λ)⊗ |f〉〈f |
⊗ |x〉〈x| .
We denote
ρ1
A˜FE|X=x,λ =
∑
f
1
2
(TrQA ◦ EAxf,λ ⊗ IE)(ρQAE,λ)⊗ |f〉〈f |
 .
Process 2 is associated to the standard CHSH scenario. First we choose the inputs X,Y ∈ {0, 1}
independent of everything else and uniformly at random. Then we choose an independent and uniform
random variable F ∈ {0, 1} to symmetrise the outputs. Similar to Process 1, for a specific strategy λ of the
adversary, the post measurement state is
ρ2
QAQBA˜B˜XY FE,λ
=
∑
x,y
1
4
∑
f
1
2
(EAxf,λ ⊗ EByf,λ ⊗ IE)(ρQAQBE)⊗ |xyf〉〈xyf | .
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After tracing out the systems QA, QB , B and Y we are left with
ρ2
A˜XFE,λ
=
∑
x
1
2
∑
f
1
2
(TrQA ◦ EAxf,λ ⊗ IE)(ρQAE)⊗ |f〉〈f |
⊗ |x〉〈x| .
We denote
ρ2
A˜FE|X=x,λ =
∑
f
1
2
(TrQA ◦ EAxf,λ ⊗ IE)(ρQAE)⊗ |f〉〈f |
 .
We observe that the states ρ1
A˜FE|X=x,λ and ρ
2
A˜FE|X=x,λ are equal and consequently we find
χ(A˜ : EF |X = x)ρ1
A˜FE|X=x,λ
= χ(A˜ : EF |X = x)ρ2
A˜FE|X=x,λ
.
This concludes our prove that the Holevo quantity is the same in Process 1, with biased inputs, and Process 2,
with uniform inputs.
In the next step we want to express the bound on the Holevo quantity as a function of the violation Sµ
of our MDL inequality. Starting with Equation (12) we know that
χ(A˜ : EF |X = x)ρ1
A˜FE|X=x,λ
= χ(A˜ : EF |X = x)ρ2
A˜FE|X=x,λ
≤ h
(
1
2
+
√
α(α+ 1)
)
.
Now we can relate Sµ to a minimal Bell violation α that would have been observed with the given state and
measurements. For the relation between the two violations we find
Sµ = µminPA˜B˜|XY (00|00) · PXY (00)︸ ︷︷ ︸
≤µmax
−
µmax
(
PA˜B˜|XY (01|01) · PXY (01)︸ ︷︷ ︸
≥µmin
+PA˜B˜|XY (10|10) · PXY (10)︸ ︷︷ ︸
≥µmin
+PA˜B˜|XY (00|11) · PXY (11)︸ ︷︷ ︸
≥µmin
)
≤ µ∗
(
PA˜B˜|XY (00|00)−
(
PA˜B˜|XY (01|01) + PA˜B˜|XY (10|10) + PA˜B˜|XY (00|11)
))
= µ∗ · α
and hence
α ≥ 1
µ∗
Sµ . (15)
We find the final bound on the Holevo quantity by plugging this relation into Equation 12,
χ(A˜ : EF |X = x) ≤ h
(
1
2
+
√
α(α+ 1)
)
≤ h
(
1
2
+
1
µ∗
√
Sµ(Sµ + µ∗)
)
,
where the last inequality holds because h(x) is monotonically decreasing for x ∈ [ 12 , 1]. A bound on the
entropy can be found by employing Lemma 28,
H(A˜B˜|XY FE) ≥ 1− h
(
1
2
+
1
µ∗
√
Sµ(Sµ + µ∗)
)
.
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We conclude the proof by showing that the bound on the entropy of the symmetrized outputs is the same
as the bound on the entropy of the unsymmetrized outputs. Namely we have
H(A˜B˜|XY FE) ≤ H(AB|XY FE)
= H(AB|XY E) ,
where the first step follows because, for fixed F , the symmetrisation step is a deterministic operation, and
the second step follows because F is independent of everything else.
A plot of the bound from Lemma 27 is shown in Figure 4. Once it shows the entropy bound as a function
of the MDL violation Sµ for different µ, and once a lower bound on the maximal achievable entropy as a
function of µmin. The reason that we can only plot a lower bound on the maximal entropy is due to the
dependence of the maximal entropy on the specific source. The exact reasoning and how we obtained the
lower bound is explained in Appendix A.
In the plots we clearly see that the entropy of the outputs increases with increasing MDL violation.
Furthermore we can observe that the maximal achievable entropy bound decreases with increasing source
bias. Intuitively this makes sense since we expect to get a lower amount of randomness in the outputs if we
start with less random inputs.
We also see in the above plot that the entropy is non-zero once there is a violation of the relevant
inequality. As will be clear from the next Section, this implies that, asymptotically, we can tolerate maximal
amount of noise — as long as there is a violation of the MDL inequality some randomness can be extracted.
4 Randomness amplification protocol
In the following sections we first introduce the setting of our randomness amplification protocol and explicitly
state the assumptions that we are taking. After that we introduce the protocol and proceed to prove the
completeness and the soundness of the protocol.
4.1 Setting and assumptions
We consider a setting where we have an MDL source and an untrusted device with at least two components.
All the components in our setting are spatially separated and possibly manufactured by an adversary. Since
the source and the components of the device are separated the non-signalling condition holds pairwise
between them. Both the device and the source can be correlated with some classical side information λ
that the adversary holds. Furthermore the adversary can have access to a quantum state ρE that can be
correlated with the device and the source.
During the protocol the source produces the inputs XnY n for the device which then, upon receiving the
inputs, produces the outputs AnBn. After the device produced the outputs the source produces another
string of binary random variables Zd. The extractor then produces the final output Km using AnBn and
Zd as inputs. The whole setting is schematically depicted in Figure 5.
We summarise the general assumptions of the analysis of our protocol in the following list.
1. Quantum mechanics is correct.
2. The adversary is limited by quantum mechanics and without loss of generality we can assume that the
adversary only holds a purification of Alice and Bob’s initial quantum state.
3. The untrusted device has at least two separated components.
Moreover, we state the assumptions that are related to our specific setting.
4. The adversary only has classical side information, λ, about the source of randomness.
5. The source of randomness is a public µ-MDL source.
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(a) Entropy bound in an MDL experiment as function of Sµ, as given in Equation (10).
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(b) Lower bound on maximal achievable entropy as function of MDL source parameters, µ.
Figure 4: In Figure 4a we plot the entropy bound given in Equation (10) as a function of the MDL violation
Sµ for several choices of µ. The black dots indicate a lower bound on the maximal possible Sµ within
quantum mechanics. In Figure 4b we show a lower bound on the maximal achievable entropy as a function
of µmin (recall that µmin = 1/4 corresponds to a uniform source). The exact way we lower bound the maximal
achievable entropy is explained in Appendix A. The plot of the maximal achievable entropy shows one curve
where we fixed µmin and chose µmax = 1 − 3 · µmin, and one plot where we chose µmax = (1−µmin)/3. These
two choices correspond to the two extreme cases for fixed µmin. A source with µmax = 1 − 3 · µmin is, for
our purpose, the worst case since it produces outputs such that one output pair is considerably favoured
while all other pairs appear with low probability µmin. A source where µmax = (1−µmin)/3 is, for our purpose,
the best case since only one output pair appears with low probability while all the other pairs appear with
equally (high) probability.
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time
Figure 5: Schematic drawing of the setting in the RAP. The adversary learns λ, the previous outputs of
the source and possibly any other knowledge that might help her predict the outputs of the source. The
source then produces XnY n, a string of binary random variables that might depend on λ. The string XnY n
together with a device, that Eve produced, is used by Alice and Bob to produce the outputs AnBn. During
that process Eve can keep a purification of the quantum state in the device, E, that helps her predict
AnBn. Finally, the string Zd is produced and the final output Km is produced from AnBn and Zd using
the extractor.
Assumptions 4 and 5 imply that the guessing probability (Definition 9) for the outputs of the source is
bounded as follows µmin ≤ pguess(XiYi|Xi−1Y i−1E, λ) ≤ µmax ∀λ, i.
6. While the device produces outputs, it holds that
I(Ai−1Bi−1 : XiYi|Xi−1Y i−1E, λ) = 0
and, after the device is done, it holds that
I(Zd : AnBn|XnY nE, λ) = 0 .
The first two assumptions amount to the assumption that quantum mechanics is correct and complete.
Since no experimental evidence has been found that this is not the case, these are reasonable. Furthermore,
the fact that the device consists of at least two components can easily be verified by inspecting it before
executing the protocol and the non-signalling condition can be reliably enforced by shielding the two parts
of the device. Without having any restrictions on the source we could not do anything. One therefore must
use some assumptions about the source. Here we use Assumptions 4 and 5 which are necessary for our proof
technique. Assumption 6 can be understood as assuming that, given the adversary’s side information, the
device and the source are independent, which again can be seen as the restriction that the adversary does
not have access to the device and the source after they were produced. This condition can easily be enforced
by securing the devices from being tampered with.
4.2 Security definition
We define the security via the secrecy of its outputs, similar as was done for the security definition of the
DIQKD protocol in [AFRV16].
Definition 29 (Secrecy). A randomness amplification protocol is said to be εRA-secret, when implemented
using a device D, if for an output of length m,
(1− Pr[abort]) ‖ρKmΣ − ρUm ⊗ ρΣ‖ ≤ εRA ,
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Protocol 2 Randomness Amplification Protocol
Arguments:
M(µ) – µ-MDL source
D – untrusted device of (at least) two components
n ∈ N+ – number of rounds
Sexp – lower bound on the expected violation of the MDL inequality for an honest (possibly noisy)
implementation
δest ∈ (0, Sexp) – width of statistical confidence interval for the estimation test
Ext : {0, 1}2n × {0, 1}d → {0, 1}m – (k1, k2, εext) quantum-proof randomness extractor in the
Markov model which is strong in the second input.
Entropy Accumulation:
1: For every round i ∈ {1, . . . , n} do steps 2-4.
2: Alice and Bob choose inputs Xi and Yi from the MDL source.
3: Alice and Bob use D with Xi, Yi and record their outputs as Ai, Bi.
4: Alice and Bob set Ci = w(Ai, Bi, Xi, Yi) for w as defined in Equation (16).
5: Alice and Bob abort the protocol if C¯ ≡ 1n
∑
j Cj < (Sexp − δest).
Randomness Extraction:
6: Draw a bit string Zd from M(µ).
7: Use Ext to create Km = Ext(AnBn, Zd).
where Km is the output of the RAP, Σ is the adversary’s side information that can be correlated with D,
and Um is a uniform random variable of m bits.
The protocol is thus said to be secure if either the protocol aborts with high probability or the outputs
are close to uniform.
4.3 The protocol
The protocol is given in Protocol 2.
Our proposed RAP consists of two parts. In the first part we accumulate entropy. For that matter we
perform a series of MDL experiments, similar to the one described in Section 3. In these MDL experiments
we draw inputs from an MDL source and feed them to a device that produces outputs. Ideally these outputs
will be generated by doing measurements on a quantum state such that an MDL inequality is violated. In
the second part we draw another string from the MDL source and use this string, as well as the output from
the entropy accumulation part, as inputs for the extractor. The extractor then produces the final output.
During the entropy accumulation part of the protocol the variable Ci is set in each round. This variable
is set to help evaluate whether the protocol should abort or not. In each round Ci is set according to the
winning function
w(Ai, Bi, Xi, Yi) =

µmin if (Ai, Bi, Xi, Yi) = (0, 0, 0, 0)
−µmax if (Ai, Bi, Xi, Yi) ∈ {(0, 1, 0, 1), (1, 0, 1, 0), (0, 0, 1, 1)}
0 otherwise .
(16)
After the n rounds of of the entropy accumulation routine we decide whether to abort or not by comparing
C¯ ≡ 1n
∑
j Cj with (Sexp − δest). Note that we almost always abort for sources where S∗µ ≤ δest (S∗µ is the
maximal MDL value in quantum mechanics, see Appendix A). Thus we cannot amplify randomness for
sources for which S∗µ ≤ δest. However, we need a positive δest in order to get a low probability for aborting
in an honest implementation (see Section 4.4). To remedy this problem we can decrease δest at the cost of
increasing n. Hence, it is possible to have a reasonable probability of aborting in an honest implementation
and still be able to amplify arbitrary SV sources.
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We state the following theorem that quantifies the quality of the protocol’s output. It is a formal version
of Theorem 3 which was given in the introduction. The proof of the theorem is given in the end of the
section as it combines our separate proofs of soundness and completeness.
Theorem 30. Given any public SV-source with bias µ ∈ (0, 0.5) and any two-component device D that
fulfils the assumptions described in Section 4.1, let n be the number of rounds in Protocol 2, εs, εEA ∈ (0, 1),
Sexp ≤ S∗µ, δest ∈ (0, Sexp) and m, εext the parameters of the (k1, k2, εext)-extractor used in Protocol 2, with
k1, k2 fulfilling Equation (34). Then:
1. (Secrecy) Protocol 2 produces a string Km of length m such that:
(1− Pr[abort]) ‖ρKmΣ − ρUm ⊗ ρΣ‖ ≤ 12 (εs + εext) + εEA ,
where Σ = EXnY nZdλ is the adversary’s side information.
2. (Completeness) There exists an honest implementation of the device such that Protocol 2 aborts with
probability εc ≤ exp
(
− 2nδ2est
(µmin+µmax)
2
)
when using this device.
4.4 Completeness
In order for our RAP to be useful we do not only need a protocol that, in theory, produces uniform outputs
but also one that can be implemented. We call this criterion the completeness of the protocol.
Lemma 31 (Completeness). Let M(µ) be any µ-MDL source and let Sexp ≤ S∗µ, where S∗µ is the maximal
possible value for Sµ in quantum theory for the given MDL source. Then Protocol 2 is complete with com-
pleteness parameter εc ≤ exp
(
− 2nδ2est
(µmin+µmax)
2
)
; i.e., the probability to abort in an honest implementation is
upper bounded by εc.
Proof. We want to show that there exists a device such that the protocol aborts with probability less than εc.
If we implement our device to perform n independent, identical measurements on the product state ρ⊗nQAQB ,
where ρQAQB together with the chosen measurements achieves an MDL value Sexp of the MDL inequality,
the expectation value of C¯ = 1n
∑
j Cj is given by E[C¯] = Sexp. We can then use Hoeffding’s inequality to
get an upper bound on the probability that the protocol aborts. We have
Pr [aborting] = Pr
[
C¯ < (Sexp − δest)
]
= Pr
[
Sexp − C¯ > δest
]
≤ exp
(
− 2nδ
2
est
(µmin + µmax)
2
)
.
In Lemma 31 we showed that, as long as Sexp is less than the maximal quantum value of Sµ, there is
an honest implementation of the protocol such that it aborts with low probability. In order for our protocol
to be useful in reality it is important to notice that, as shown in [PRB+14], for all µmin > 0 the maximal
quantum value of Sµ is greater than zero. Moreover, in Appendix A we explain how to obtain a state that
achieves a violation of the MDL inequality. Thus for all MDL sources with µmin 6= 0 the entropy bound that
we derive later on is non-trivial.
4.5 Soundeness
In the previous part we showed that our proposed protocol is complete. Besides that we also want that the
protocol does what it is supposed to do, i.e., if it does not abort the outputs should be secret with high
probability. This property, which is sometimes called soundness, is quantified in Definition 29.
In the following we prove that Protocol 2 is secret and determine the secrecy parameter εRA. In a first
step we derive a lower bound on the smooth min-entropy of the MDL experiments’ outputs. In the second
step we show that in our protocol we can make use of the quantum-proof randomness extractors introduced
in Section 2.8, and then proceed to determine the exact value of εRA.
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4.5.1 Lower-bounding the smooth min-entropy
In the first part of the RAP we have the entropy accumulation routine where we perform a number of MDL
experiments with our device. The goal now is to lower bound the smooth min-entropy of the outputs of
these experiments. To achieve this we employ the EAT (introduced in Section 2.9) together with the entropy
bound for a single MDL experiment that was derived in Section 3.
In order to apply the entropy accumulation theorem we need a protocol that evolves the states using
EAT channels. In our proposed protocol we have in each round two quantum registers QA,i and QB,i holding
the quantum state of either of the device’s two parts. Furthermore we have the classical registers Xi, Yi for
the inputs, Ai, Bi for the outputs of the device, and Ci evaluating the outcome of the MDL experiment.
Comparing our registers to Definition 22, we can identify Ri = QA,iQB,i and Ii = XiYi, and denote the
channels evolving the states in our protocol as
Ni : QA,i−1QB,i−1 → QA,iQB,iAiBiXiYiCi
ρQA,i−1QB,i−1 7→ ρQA,iQB,iAiBiXiYiCi .
(17)
The state after the n rounds of the entropy accumulation part, just before step 5 is denoted by
ρAnBnXnY nCnE =
(
TrQA,nQB,n ◦ Nn ◦ · · · ◦ N1
)⊗ IEρ0QAQBE (18)
In step 5 Alice and Bob decide whether to abort the protocol or not. We denote by Ω the event of not
aborting,
Ω =
{
C¯ ≥ (Sexp − δest)
}
. (19)
Combined we denote by ρAnBnXnY nCnE|Ω, or short ρ|Ω, the state after the protocol conditioned on not
aborting the protocol.
We need to prove that these channels are indeed EAT channels.
Lemma 32. The channels Ni that evolve the unknown quantum state of Protocol 2, are EAT channels, i.e.,
they satisfy Definition 22.
Proof. 1. Condition 1. is satisfied because Ai, Bi, Ii represent the (classical, discrete) inputs and outputs of
the device that is employed, and QA,iQB,i are quantum registers.
2. Condition 2. is satisfied because Ai, Bi, Ii are classical registers and Ci is a classical function of those
registers.
3. As is stated in Section 4.1 it holds that I(Ai−1Bi−1 : Ii|Ii−1Emλ) = 0. Thus, the Markov chain condition
is satisfied.
Now that we have the necessary preconditions, we can prove a bound on the smooth min-entropy
of AnBn given the inputs and the side information. More precisely, in Theorem 33, we lower bound
Hεsmin(A
nBn|XnY nFnE)ρ|Ω for any εs ∈ {0, 1}. In our proof we combine [AFRV16, Lemma 9 and The-
orem 10] and adapt the proofs to our setting.
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The bound is described with the help of the following functions, where p ∈ PC :
Sµ(p) = µmin · p(1)− µmax · p(−1) , (20)
gµ(p) =
{
1− h
(
1
2 +
1
µ∗
√
Sµ(p)(Sµ(p) + µ∗)
)
for
Sµ(p)
µ∗ ∈ [0,
√
2−1
2 )
1 for
Sµ(p)
µ∗ ∈ [
√
2−1
2 , 1]
, (21)
a(st) =
d
dSµ(p)
gµ(p)
∣∣∣
Sµ(p)=st
and b(st) = g(st)− a(st) · st . (22)
fmin(p, st) =
{
gµ(p) for Sµ(p) ≤ st
a(st) · Sµ(p) + b(st) for Sµ(p) > st
, (23)
ζµ(st, εs, εEA) = 2(log(9) + a(st) · µmax)
√
1− 2 log(εsεEA) , (24)
ηopt(εs, εEA, Sexp − δest, n, µ) = max
0<st<µ∗·
√
2−1
2
[
fmin(Sexp − δest, st)− 1√
n
ζµ(st, εs, εEA)
]
. (25)
Theorem 33 (Main). Let D be any device, ρ the state (as defined in Equation (18)) generated using
Protocol 2, Ω (as defined in Equation (19)) the event that the protocol does not abort, and ρ|Ω the state
conditioned on not aborting. Then, for any εEA, εs ∈ (0, 1), either the protocol aborts with probability greater
than 1− εEA or
Hεsmin(A
nBn|XnY nE)ρ|Ω > n · ηopt(εs, εEA, Sexp − δest, n, µ) (26)
where ηopt is defined in Equation (25).
The entropy bound from Theorem 33 is plotted in Figure 6.
Proof of Theorem 33. We begin the proof by devising a min-tradeoff function for the EAT channels. We
then proceed to lower bound the smooth min-entropy by employing the EAT with the given min-tradeoff
function.
Claim 1. Let {Ni} be the set of EAT channels implemented in Protocol 2. Then, for any 0 < st < µ∗ ·
√
2−1
2 ,
where µ∗ = µmin · µax, the function (23) is a min-tradeoff function for the set {Ni}.
Proof of Claim 1. Note that, due to Assumption 5, each Ni describes a single MDL experiment (as described
in Chapter 3). Thus, employing the bound from Equation (10), it follows directly that
inf
σRi−1R′ :Ni(σ)Ci=p
H (AiBi|XiYiR′)Ni(σ) ≥ 1− h
(
1
2
+
1
µ∗
√
Sµ(p)(Sµ(p) + µ∗)
)
. (27)
Let C = {−µmax, 0, µmin} and define the function gµ on PC as
gµ(p) =
{
1− h
(
1
2 +
1
µ∗
√
Sµ(p)(Sµ(p) + µ∗)
)
for
Sµ(p)
µ∗ ∈ [0,
√
2−1
2 )
1 for
Sµ(p)
µ∗ ∈ [
√
2−1
2 , 1]
. (28)
Then any function fmin(p), that is differentiable and satisfies fmin(p) ≤ gµ(p) for all p, is a min-tradeoff
function for the set {Ni}. Unfortunately, as Sµ(p)µ∗ approaches
√
2−1
2 , the derivative of gµ diverges. Since
the bound that we derive later depends on the derivative, we want to avoid this. Therefore we linearize gµ
starting at some point pt with
Sµ(pt)
µ∗ <
√
2−1
2 and thus avoid the problem of a diverging derivative.
Consider the change of variables
s = Sµ(p)
t = µmax · p(1) + µmin · p(−1) .
(29)
27
In this orthogonal coordinate system we clearly see that gµ(s, t) is independent of t and only changes with
s. Thus we can restrict our attention in analysing gµ(s, t) to a slice where t is constant. The divergence of
the derivative now happens as sµ∗ approaches
√
2−1
2 . Hence we linearize gµ at some point st < µ
∗ ·
√
2−1
2 .
For the linearization we define
a(st) =
d
ds
gµ(s)
∣∣∣
st
and b(st) = g(st)− a(st) · st . (30)
Given these constants we can define the function fmin as
fmin(s, st) =
{
gµ(s) for s ≤ st
a(st) · s+ b(st) for s > st
. (31)
Note that this is technically not yet a min-tradeoff function, since it is a function taking arguments in R
instead of PC . However, expressing the new variables as a function of p we can get the final min-tradeoff
function as
fmin(p, st) =
{
gµ(p) for s(p) ≤ st
a(st) · s(p) + b(st) for s(p) > st
. (32)
Note also that this is a min-tradeoff function for all 0 < st < µ
∗ ·
√
2−1
2 . Hence, when we derive the
entropy bound for Protocol 2 we can optimize over the parameter st to get the best possible bound.
Now that we have a min-tradeoff function we can continue to derive a lower bound on the smooth min-
entropy. As stated in Lemma 32 the channels in the protocol are EAT channels and we can employ the
EAT. Furthermore we realize that the event Ω of the protocol not aborting implies that the estimation for
the MDL violation is at least Sexp − δest, i.e.,
Sµ (freqCn) ≥ Sexp − δest
for any Cn for which Pr [Cn]ρ|Ω > 0. Thus, employing the EAT, we find that either the protocol aborts with
probability 1− Pr(Ω) ≥ 1− εEA or, the lower bound
Hεsmin (A
nBn|XnY nE)ρ|Ω > nfmin(Sexp − δest, st)−
√
nζµ(st, εs, εEA) , (33)
holds. Here we introduced ζµ(st, εs, εEA) = 2(log(9) + a(st) · µmax)
√
1− 2 log(εsεEA), where we used that
‖∇fmin‖∞ = a(st) · µmax, due to the linearization in the direction of the steepest slope. Additionally, in
the description of the lower bound we used the argument Sexp − δest as shorthand to denote any probability
distribution with Sµ(p) = Sexp − δest. We can use this abbreviated notation because for all p with fixed
Sµ(p), the value of the min-tradeoff function is the same. Furthermore, the fact that fmin(p) is constant as
long as Sµ(p) is constant is also the reason that, in the EAT, we can set t = fmin(Sexp− δest, st) in our lower
bound.
Since st is chosen arbitrarily, we can optimize over it. For the final entropy bound define
ηopt(εs, εEA, Sexp − δest, n, µ) = max
0<st<µ∗·
√
2−1
2
[
fmin(Sexp − δest, st)− 1√
n
ζµ(st, εs, εEA)
]
.
Thus, the entropy bound reduces to
Hεsmin (A
nBn|XnY nE)ρ|Ω > n · ηopt(εs, εEA, Sexp − δest, n, µ) .
As stated before, in Figure 6 the entropy rate, ηopt, is plotted for several different parameters of the
RAP. In Figure 6a the asymptotic rates are equal to the single round entropy bounds of Figure 4a with
corresponding µ. Furthermore, we observe that, as expected, the entropy rate decreases for a decreasing
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number of rounds, n. If the number of rounds decreases below a certain threshold, we do not get a non-trivial
(positive) entropy bound anymore.
In Figure 6b we see that, as was the case for a single MDL experiment, the maximal entropy (rate)
decreases as the bias of the source increases. Moreover, we observe that, as n decreases, the minimal MDL
violation to achieve a non-trivial entropy bound increases. Therefore, we can compensate imperfections in
the implementation (which lead to a decreasing MDL violation) with an increasing number of rounds.
4.5.2 Applying the extractor
So far we gave an explicit lower bound on the smooth min-entropy of the entropy accumulation routine’s
output. The last part in our RAP, that produces the final bits, is the application of a randomness extractor
(cf. Section 2.8). More precisely we are using a quantum-proof two-source randomness extractor in the
Markov model.
Using a two-source extractor we need, as the name indicates, two inputs. The first input that we use is
the outputs generated by the entropy accumulation routine, AnBn. As the second input to the extractor we
use additional raw bits from the source.10 Thus we first use the source to produce the inputs to the MDL
experiment and then to draw inputs, Zd, for the extractor directly. The exact setup that we use for that is
described in Section 4.1.
Since we are using extractors that work in the Markov model we require that the two inputs to the
extractor are independent conditioned on the adversary’s side information, i.e., I(Zd : AnBn|XnY nE, λ) = 0.
The fact that this is indeed the case in our setting is explicitly stated in Section 4.1. Hence we can use the
extractor to quantify the secrecy of the outputs.
Remark 34. When using I(Zd : AnBn|XnY nE, λ) = 0 we assume that the adversary has full access to
E and λ. However in a realistic setting this might not be the case, thus leading to the Markov condition
not being satisfied. Nevertheless, as stated in Section 5.2 in [AFPS16], the deletion of a part of the side
information cannot decrease the security of the extractor. Consequently, if the adversary is less powerful and
does not have access to all of E and λ, and thus the Markov condition is not satisfied, the extractor is still
secure.
The quality of the extractor’s output depends on the (smooth) min-entropy of the two sources. Thus, in
addition to the mutual information vanishing, we also need to know what the min-entropy of the random
variables Zd is.
Lemma 35. Let Zd be the output of a µ-MDL source. Then, the lower bound
Hmin(Z
d|XnY nE, λ) ≥ −d
2
· log(µmax)
on the min-entropy holds.
Proof. For a µ-MDL source we require that the guessing probability of the outputs is bounded (recall form
Section 4.1),
µmin ≤ pguess(Z2iZ2i+1|Z2i−1E, λ) ≤ µmax ∀λ, i .
Thus the maximal probability of any particular string appearing is at most µ
d/2
max. Finally, since the
min-entropy is the negative logarithm of the maximal guessing probability, the lemma follows.
Using the results from [AFPS16], Theorem 33, and Lemma 35 we can determine how close to uniform
the output of our RAP is.
10The first part of the source’s output is used as input for the entropy accumulation routine and the second part as second
input for the extractor.
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Figure 6: Plots of the entropy rate, ηopt, as a function of the expected MDL violation, Sexp, for different
parameters of the EAP. In addition to the noted values of n, µ, and δest = 10
−5, we used the parameters
εs = εEA = 10
−7. As in Figure 4a the black dots indicate the maximal possible MDL violation for given
µ. Note that in Figure 6a the asymptotic rates are equal to the curves in Figure 4a with corresponding µ.
Furthermore the curves in Figure 6b converge to the curves in Figure 4a. Both these facts are a consequence
of the asymptotic equipartition property. For convenience we choose µ such that µmax = 1− 3 · µmin.
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Lemma 36. Let Ext : {0, 1}2n×{0, 1}d → {0, 1}m be a (k1, k2, εext) be a two-source quantum-proof extractor
in the Markov model, strong in the second input, such that
k1 ≤ n · ηopt(εEA, εs, Sexp − δest, n, µ)− log(1/εext)− 1
k2 ≤ −d
2
· log(µmax)− log(1/εext)− 1
(34)
Consider the RAP (Protocol 2) using Ext and any εEA, εs ∈ (0, 1). Then, either the protocol aborts with
probability greater than 1 − εEA, or for the output Km together with the whole information the adversary
possibly has access to, Σ = ZdXnY nEλ, it holds that
1
2
‖ρKmΣ − ρUm ⊗ ρΣ‖ ≤ 6 (εs + εext) .
Proof. Starting with Theorem 33, we know that, either the protocol aborts with probability greater than
1 − εEA, or the smooth min-entropy of the entropy accumulation routine’s output is lower bounded by
n · ηopt(εEA, εs, Sexp − δest, n, µ). For the second input of the extractor, using Lemma 35, we know that the
min-entropy of the string Zd is lower bounded by d2 · log(1/µmax). Furthermore by assumption the state that
is generated in the protocol is a Markov state. Thus we can employ Lemma 21 to get an upper bound on
the distance between the output Km and a uniform string, and proof the claim.
Remark 37. As stated in Lemma 20, one can construct two-source quantum-proof extractors in the Markov
model from classical ones. The parameters of the chosen extractor affect the parameters of our protocol
directly. In particular, the security parameter (given below) and the efficiency of the protocol (the extraction
rate) depend on the extractor. It is important to note that there are explicit extractors with good parameters
for our purpose. In particular:
1. If one of the two sources (either the device’s outputs AnBn or the seed Zd for d = 2n) has (smooth)
min-entropy of more than n one can use the explicit construction of an extractor given in [AFPS16,
Corollary 25] to extract a linear number of bits. Focusing on the the seed, the min-entropy is sufficiently
high when µmax ≤ 1/2.11
2. Otherwise, one can use the explicit construction of an extractor given in [AFPS16, Corollary 30] to
extract a logarithmic number of bits.
3. To extract a sub-linear number of bits using an explicit extractor one can also consider a simple mod-
ification of our protocol, similarly to what was done in [BRG+16, Theorem 2] – given another device
with two components one can use the inputs to run the same protocol with the additional device and
by this create another source of randomness. Combined with what we had before, we now have three
sources of randomness (the outputs of the two devices and the seed) in the Markov model (see [AFPS16,
Definition 7]) . Thus, the three-source extractor given in [AFPS16, Corollary 28] can be used to extract
a sub-linear number of bits.
After putting everything together we can determine the secrecy parameter for our RAP corresponding to
the secrecy definition (Definition 29). In the final theorem we state εRA in terms of the RAP’s parameters.
Theorem 38 (Secrecy). For any εEA, εs ∈ (0, 1) the RAP (Protocol 2) with the given parameters is εRA-
secret (according to Definition 29), with εRA = 12 (εs + εext) + εEA.
Proof. In the following let Σ = ZdXnY nEλ be the whole information the adversary has access to. Starting
with Lemma 36 we can distinguish two cases.
Case 1. The protocol aborts with probability greater than 1− εEA.
11In terms of an SV-source, the source should be such that, roughly, 0.3 ≤ p(0) ≤ 0.7; recall Lemma 15.
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In that case, we find
(1− Pr[abort]) ‖ρKmΣ − ρUm ⊗ ρΣ‖ ≤ εEA ‖ρKmΣ − ρUm ⊗ ρΣ‖ ≤ εEA ,
since the trace distance is always less than one.
Case 2. The protocol aborts with probability less than 1− εEA (hence the entropy is sufficiently high).
In that case, using the bound from Lemma 36, we find
(1− Pr[abort]) ‖ρKmΣ − ρUm ⊗ ρΣ‖ ≤ ‖ρKmΣ − ρUm ⊗ ρΣ‖ ≤ 12 (εs + εext) .
We can now continue to prove Theorem 30.
Proof of Theorem 30. Part 1 follows directly from the proof of Theorem 38. Part 2 follows directly from
Lemma 31.
5 Open questions
We end with some open questions:
1. Is the amount of extractable randomness given in our work tight? There are few things that one can
consider when trying to improve the extraction rate:
i. While the bound given in Lemma 27 is non-trivial for any violation of the MDL inequality, it might
not be tight.
ii. We used the MDL inequality derived in [PRB+14]. They derived their inequality with the motivation
of detecting quantumness for an arbitrary MDL source. Thus it might be possible that there are
other MDL inequalities that are more suitable for quantifying randomness.
iii. The final length of the extracted randomness depends on the parameters of the extractor used. Find-
ing quantum-proof multi-source extractors for the Markov model which have good parameters is
therefore of interest. This can be achieved by considering better specific (classical) two-source extrac-
tors and then applying the technique of [AFPS16], or by improving over the parameters of [AFPS16]
for general constructions.
2. Can the analysis be extended such that the adversary is allowed to hold some quantum side information
about the source? Currently we only allow the adversary to know λ in advance (while E is the quantum
side information about the device itself). In Particular, this is a realistic assumptions in scenarios where
the device and the producer of the weak source are different parties. Nevertheless, it will be interesting to
see whether holding quantum side information about the source before producing the device is beneficial
for the adversary and what the consequences for the security of our protocol are.
3. Is it possible to amplify min-entropy sources while maintaining similar parameters? In particular, can it
be done with a constant number of devices? (in contrast to what was done in [CSW14]). The technique
presented here does not work if the SV (MDL) source is replaced with a min-entropy sources (while it
might be possible to extend them to block-sources). Thus, another approach has to be taken.
4. Similarly, is it possible to amplify randomness against a non-signalling adversary while maintaining similar
parameters? Our RAP works only against an adversary that is bound by quantum mechanics and an
extension to the non-signalling case is not possible using the techniques that we employed. In particular,
the proofs of both [DFR16] and [AFPS16] use the assumption that everything can be described with the
formalism of quantum physics. We remark that, while it might be possible to extend one of these results
to the non-signalling case, an extension of both of them will result in a contradiction with [AFTS12].
Previous works that focused on non-signalling adversaries cannot be used to achieve similar statements
as we derived in this work.
32
5. What is the effect of using a weak source of randomness in device-independent protocols that assume
prefect randomness, e.g., device-independent quantum key distribution protocol or randomness expansion?
In such protocols random bits are used not only for choosing the inputs for the devices, but also for
choosing the rounds in which a “test” is carried out. To analyse the effect of replacing perfect randomness
with weak randomness one can use our RAP. One trivial possibility to include our RAP would be to just
use it separately to generate uniform bits, before starting with the other protocols. Another option is to
use our protocol as the main building block for the test rounds. The test rounds themselves can then be
chosen with the SV-source, by using techniques such as enumeration.
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Appendices
A Finding the maximal quantum violation of an MDL inequality
It is not possible to find the maximal MDL value (S∗µ) in quantum mechanics for an MDL source with fixed
µ since this value depends on the specific probability distribution of the source.12 However, we can find a
lower bound on S∗µ by taking the worst case probability distribution for a fixed µ. What we get is the value
S˜µ ≡ µ2minPAB|XY (00|00)− µ2max
(
PAB|XY (01|01) + PAB|XY (10|10) + PAB|XY (00|11)
)
. (35)
The value S˜µ is a lower bound on Sµ that is independent of the source as long as µ is fixed. Therefore, when
we find the maximum of S˜µ in quantum mechanics (S˜
∗
µ) we also get lower bound on S
∗
µ.
Lemma 39. For fixed state and measurements S˜µ is a lower bound for Sµ (as defined in Equation 9).
Proof. First note that with µmin ≤ PXY |Σ(xy|σ) ≤ µmax ∀x, y, σ and PXY =
∑
σ PΣ(σ)PXY |Σ(xy|σ) it also
holds that
µmin ≤ PXY (xy) ≤ µmax ∀x, y . (36)
Employing these bounds we find
Sµ = µminPABXY (0000)− µmax
(
PABXY (0101) + PABXY (1010) + PABXY (0011)
)
= µmin PXY (00)︸ ︷︷ ︸
≥µmin
PAB|XY (00|00)−
− µmax
(
PXY (01)︸ ︷︷ ︸
≤µmax
PAB|XY (01|01) + PXY (10)︸ ︷︷ ︸
≤µmax
PAB|XY (10|10) + PXY (11)︸ ︷︷ ︸
≤µmax
PAB|XY (00|11)
)
≥ µ2minPAB|XY (00|00)− µ2max
(
PAB|XY (01|01) + PAB|XY (10|10) + PAB|XY (00|11)
)
= S˜µ
12For fixed µ the probability distribution for the source’s outputs is not necessarily fixed.
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We found S˜∗µ by maximising the eigenvalue of the Bell operator as a function of the measurement pa-
rameters in Matlab. For a Bell inequality
∑
a,b,x,y αabxyPAB|XY (ab|xy) ≤ plocal with parameters αabxy and
measurement operators {Mxa }a,x and {Myb }b,y the Bell operator is defined as
B =
∑
a,b,x,y
αabxyM
x
a ⊗Myb .
B Additional proofs
Proof of Lemma 28. First of all we have
H(AB|XY FE) ≥ H(A|XY FE) = H(A|XFE) .
Here the first step follows because A and B are classical registers. The second step follows because the
non-signalling condition holds between the two components of the device. Thus the dependence of A on Y
can only be through X; i.e., A, X, and Y form a Markov chain, A↔ X ↔ Y . Furthermore, it holds that
H(A|XFE) =
∑
x
Pr[X = x] ·H(A|FE,X = x) .
Finally we can rewrite
H(A|FE,X = x) = H(AFE|X = x)−H(FE|X = x)
= H(A|X = x) +H(FE|A,X = x)−H(FE|X = x)
= H(A|X = x)− χ(A : FE|X = x)
= 1− χ(A : FE|X = x) , (37)
where we used the fact that the outputs are symmetrized (Step 3) and we introduced the Holevo quantity
χ(A : FE|X = x) = H(FE|X = x)−H(FE|A,X = x).
Combining everything, the result follows.
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