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Demand forecasting is a central component for many
aspects of supply chain operations, as it provides crucial in-
put for subsequent decision making like ordering processes.
While machine learning methods can significantly improve
prediction accuracy over traditional time series forecasting,
the calculated predictions are often just point estimations
for the conditional mean of the underlying probability dis-
tribution, and the most powerful approaches, like deep
learning, are usually opaque in terms of how its individual
predictions can be interpreted. Using the novel supervised
machine learning method “Cyclic Boosting”, complete in-
dividual probability density functions can be predicted
instead of single numbers. While metrics evaluating point
estimates are widely used, methods for assessing the accu-
racy of predicted distributions are rare and this work pro-
poses new techniques for both qualitative and quantitative
evaluation methods. Additionally, each single prediction
obtained with this framework is explainable. This is a
major benefit in particular for practitioners, as this allows
them to avoid “black-box” models and understand the
contributing factors for each individual prediction.
Keywords: explainable machine learning, demand
forecasting, probability distribution
1. Introduction
Demand forecasting is one of the main challenges for retail-
ers and is at the core of supply chain business operations.
Due to its stochastic nature, demand is difficult to fore-
cast: It depends on many influencing factors and can be
interpreted as a random variable that is described by an
appropriate probability density function (PDF). Demand
estimation is further complicated by the fact that retailers
typically only observe realized sales rather than the actual
demand, and, in case the demand exceeds the current stock
level, the data become censored. Demand forecasting is
an application of time series forecasting and it is impor-
tant to note that demand as a random variable is not
identically and independently distributed (i.i.d.) between
different items and sales locations. While the probability
distribution describing the demand can be attributed to
a given family or parameterization, the exact parameters
vary: Seasonal effects, finite life cycles of products, and
the introduction of new products influence the demand
distribution, as well as the local weather at the retail loca-
tion or the retail location itself in terms of size, assortment
range, customer diversity, and other factors. The retail-
ers themselves also actively influence demand by using
advertisements to highlight products, offering rebates or
discounts for specific products, as well as pursuing an
active pricing strategy. This means that while we can
generally assume that demand follows a specific type of
probability distribution, its parameters are unique to the
instance for which an estimate is required. For example,
the probability distribution governing the demand of a
particular item is specific to the item, date, and retail
location for which the forecast is made, and depends on a
wide range of further influencing factors.
Because of the access to Big Data, a vast amount of these
data associated with demand, such as historic sales records,
information about promotional events or advertisements,
pricing information, local weather at retail locations, sea-
sonal information, as well as many further variables, can
be captured, stored, and processed. Different methods,
such as traditional univariate time series forecasting or
modern supervised machine learning algorithms, can then
be used to predict the demand distribution for individual
products sold at specific locations, corrected for censored
data. Demand forecasting for retailers often requires to
predict millions of item-store combinations daily, and tra-
ditional univariate time series forecasting methods operate
on each of these many individual time series separately.
Machine learning, on the contrary, optimizes all individual
time series together, improving the generalizability of the
method by exploiting common aspects between them. This
leads to a drastic reduction in variance of the model, and
in turn to an improvement of the forecast quality of each of
the individual time series. Furthermore, machine learning
enables a natural way to include the many exogenous vari-
ables influencing demand as features of the model, what
reduces also the bias compared to traditional time series
forecasting approaches which mainly rely on the historic
sales.
In order to make operational decisions, an optimal de-
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mand point estimator has to be defined, that can be used
to derive ordering decisions in the replenishment process
of the retailer. The ordering decision process is compli-
cated by a range of factors: Even in the case of perfect
demand forecasts, the decision maker has to consider lot
sizes defined by the wholesaler or manufacturer as well as
to balance conflicting metrics to reach an optimal decision.
Ordering too few items may result in out of stock situations
leading to unrealized demand and unsatisfied customers.
Ordering too many items results in excess inventory, which
increases transport and storage costs and, in the case of
perishable goods, excessive waste, as spoiled items need
to be disposed of at additional cost and potentially even
environmental impact. This situation is particularly notice-
able in the so called “ultra-fresh” category, which includes
items such as bakery products, ready-meals, fresh dairy
products, or certain meat products such as ground meat.
These items typically have a shelf-life ranging from less
than a business day to a few business days at most, with
a continuous spectrum in between, depending on the ex-
act item. In many situations, additional constraints have
to be considered to reach an optimal ordering decision:
Delivery cycles of items may vary depending on the type
of item and the wholesaler or manufacturer from which
they are procured. Retailers also operate at a given ser-
vice level to guarantee that a certain level of demand can
be fulfilled. The exact service level typically depends on
the overall business policy of the retailer and may also
depend on individual products, ranging from “never-out-
of-stock” items to a service level exceeding, e.g., 90 percent.
Therefore, demand forecasts are ideally made in the form
of full individual probability density distributions, from
which optimal point estimators can be derived, which in
turn serve as starting point to determine the subsequent
ordering decisions.
The remainder of the paper is organized as follows: We
first review the relevant literature and existing work in
sec. 2. We then describe our method to predict individual
negative binomial PDFs by means of a parametric approach
including two distinct machine learning models for mean of
variance in sec. 3. After that, we describe novel techniques
for the qualitative and quantitative evaluation of PDF
predictions in sec. 4. And finally, we present a demand
forecasting example to show an application of our methods
in sec. 5.
2. Literature Review
Inventory management offers a rich theory and the exten-
sive body of research can be broadly grouped into two
categories, where the inventory control problem is either
based on some knowledge of the underlying demand dis-
tribution or an integrated approach that seeks to map
directly from the observed data to the ordering decision.
More traditional inventory control systems rely on the
knowledge of the demand distribution in one form or an-
other, see e.g. [1] for an overview. In (s, S) type inventory
control systems [2], inventory levels are monitored at regu-
lar intervals and orders are dispatched once the inventory
level reaches a minimal value s. In case of linear holding
and shortage costs, such policies are optimal [3], although
perishable goods pose more challenges, see e.g. [4–6]. Ad-
ditionally, service level constraints can be included in these
kind of inventory control systems [7]. Perishable goods are
well described by the “newsvendor problem” [8], where,
in the simplest case, all stock perishes at the end of the
selling period (e.g. a business day). For a detailed review
of the newsvendor problem see e.g. [9]. Assuming linear
underage and overage costs b, h > 0, the optimal quantile
qopt = b/(b+ h) of a known demand distribution f(D) can
be calculated exactly. However, it should be noted that
demand is not independent between different samples for
a given date. For example, a promotion applied to one
product can affect the sales of related products within
the assortment. This implies that the demand forecasts
for multiple items or a given assortment range cannot be
treated as individual newsvendor-type predictions but need
to be modeled holistically.
The direct approach is often referred to as “data-driven
newsvendor” and discussed e.g. in [10–13]. It aims to avoid
estimating the underlying probability distribution for de-
mand and use the available data (historic sales records
and further variables) to derive the operational decisions
(i.e., the order quantity) directly. An overview of a range
of different approaches can also be found in [14]. Although
the integrated approach seems preferable at first glance,
since it avoids determining the full demand distribution
and results directly in the desired operational decision,
the indirect approach via demand forecasts offers some
substantial advantages. First, demand forecasts in form of
full PDFs can be used to simulate the performance of the
relevant metrics on the level of individual item, and, for ex-
ample, optimize the impact on business strategy decisions
on conflicting metrics such as out of stock (i.e., lost sales)
and waste rate. From a practitioners perspective, sepa-
rating the demand forecast from the operational decisions
(i.e., calculating the order quantities for the next delivery
cycle) enables longer-term planning and reduces the com-
plexity, as it avoids coupling delivery schedules of multiple
wholesalers and manufacturers with the forecast of cus-
tomer demand. It also allows to share long-term demand
predictions with other business units or external vendors
and wholesalers to ease their planning for the production
and supply chain processes upstream of the retailer. From
the perspective of the industrial practice of a vendor of
supply chain methods and tools, modeling the demand
separately from deriving the subsequent orders has the
additional benefit that multiple retail chains can benefit
from any improvement in the model description, even if the
specific retailers are unrelated to each other. Additionally,
a purely data-driven approach going from the observed
data directly to the operational decision (such as the order
quantity) does not allow to analyze the data-generating
process, i.e., the mechanism behind the stochastic behavior
of the customer demand. This is crucial, for example, if
a causal analysis is planned, such as a study of the ef-
fect of promotions, advertisements, price changes, or other
demand shaping factors in either Pearl’s do-calculus [15]
or Rubin’s potential outcomes framework [16]. Using an
operational quantity such as the order quantity will in
most cases act as an insufficient proxy for the quantity of
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interest (customer demand) and likely lead to unnecessary
causal pathways that one may not be able to fully control
for.
Therefore, the main objective in solving the inventory
control problem is to determine the underlying demand
distribution. The simplest approach is to use the observed
sales records and forecast these via sample average ap-
proximation (SAA), see, e.g., [17] for an overview, or as
a time series (see, e.g., [18]), for example by means of
auto-regressive integrated moving average (ARIMA) [19],
exponential smoothing [20], or structural time series mod-
els [21]. However, these approaches do not make use of any
data apart from the sales records themselves, although we
know that many variables such as price, advertisements,
weather influence, and others are highly correlated with
the demand. Saghafian and Tomlin [22] propose to include
partial information about the distribution in the deriva-
tion of the operational decision, i.e., the calculation of
the optimal order quantity. As described in sec. 1, mod-
ern supervised machine learning techniques can overcome
many of the issues of the more traditional approaches, and
therefore are the method of choice in most use cases today
(see, e.g., [23–26]).
In order to be able to fully optimize the operational
decision, it is critical to reconstruct a full demand distri-
bution. This also implies that a simple point-estimator,
as provided by the most common statistical techniques
and machine learning approaches, will not suffice. Instead,
we need to determine the full demand distribution from
data, conditional on the relevant variables such as date,
location, and item, taking all auxiliary data such as article
characteristics, pricing, advertisements, retail location de-
tails, etc. into account. This can be done in several ways:
Quantile regression [27, 28] can be implemented in various
frameworks and used to estimate a range of quantiles for
each predicted distribution, from which an empirical prob-
ability distribution can be interpolated. Using a dedicated
neural network [29], either the full PDF or a defined range
of quantiles can be calculated directly from the data for
each individual prediction without assuming an underlying
model. Alternatively, one can assume a given demand
model and fit the model parameters instead of reconstruct-
ing the complete distribution [30, 31]. This approach is
computationally favorable and usually more robust, as
fewer parameters need to be estimated. Empirically, one
can determine the best fitting distribution from data [32].
However, given the stochastic nature of the demand, such
an empirically determined distribution is not expected
to be stable and prone to sudden changes. Instead, the
choice of the demand distribution should be motivated by
theoretic considerations. The discrete demand is typically
modeled as a negative binomial distribution (NBD), also
known as Gamma-Poisson distribution [33–37]. This dis-
tribution arises if the Poisson parameter µ is a random
variable itself, which follows a Gamma distribution. The
NBD has two parameters, µ and σ2 > µ, and is over-
dispersed compared to the Poisson distribution, for which
σ2 = µ. Hence, for each ordering decision, the model
parameters µ and σ need to be determined for each item
at the required granularity, typically for each sales loca-
tion and ordering time, depending on all auxiliary data
describing article details, retail location, and influencing
factors such as pricing and advertisement information.
Summary of Contributions
This work demonstrates how the explainable machine learn-
ing algorithm Cyclic Boosting [38] can be used to model
the demand distribution at the granularity required by the
retailer. Typically, this means that the full demand PDF
has to be estimated per product for each sales location and
opening day, conditional on a wide range of variables such
as weather, prices, promotions, etc. In contrast to using
a “black-box” machine learning model, Cyclic Boosting
allows to interpret each individual prediction in terms of
influence of the different features.
Additionally, we show how the cumulative distribution
function (CDF) can be used to accurately asses the forecast
quality of the full predicted demand distribution, includ-
ing the tails of the distribution. This allows to verify
that the predicted demand distribution accurately reflects
the observed data and can hence be used both to derive
operational decisions such as order quantities as well as
strategic business decisions by the retailer, and to gain
further insights into customer behavior using for example
causal modeling.
3. Negative Binomial PDF Estimation
To predict an individual PDF using a parametric approach,
one has to rely on a model assumption about the underlying
distribution of the random variable to be predicted. As
discussed earlier, the NBD is well routed in theoretical
arguments to model customer demand. Its parameters can
be modeled by two independent models, one to estimate
the mean and the other for the variance. At least in
principle, any method can be used. However, as discussed
in sec. 2, machine learning algorithms are ideally suited
for the task of demand forecasting and in the following,
we will use the Cyclic Boosting algorithm to benefit in
particular from explainable decisions rather than black-
box approaches. Furthermore, the regularization approach
used during the training of the Cyclic Boosting algorithm
allows a dedicated treatment of the underlying NBD model,
which is another major benefit compared to a standard
“off-the-shelf” machine learning algorithm. This means
we use two subsequent Cyclic Boosting models in order
to estimate the parameters of each individual PDF that
we need to forecast. The first model is used to estimate
the mean and the second to estimate the variance. The
features may or may not differ between the mean and
variance estimation models, and it can be beneficial to
include the corresponding mean predictions as feature in
the variance model. The assigned mean and variance
predictions can then be used to generate individual PDFs
using the parameterization of the NBD for each sample.
In the following, after a brief recap of the fundamental
ideas of Cyclic Boosting, we describe a method to predict
mean and variance for individual NBD using two Cyclic
Boosting models.
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3.1. Cyclic Boosting Algorithm: Mean estimation
Cyclic Boosting [38] is a type of generalized additive model
using a cyclic coordinate descent optimization and featur-
ing a boosting-like update of parameters. Major benefits
of Cyclic Boosting are its accuracy, performance, even at
large scale, and providing fully explainable predictions,
which are of vital importance in practical applications.
The main idea of this algorithm is the following: First,
each feature, denoted by index j, is discretized appropri-
ately into k bins to reflect the specific behavior of the
feature. The global mean µ is determined from all values
y of the target variable Y ∈ [0,∞) observed in the data.
Single data records, for example, the sales corresponding
to a specific product-location-date combination along with
all relevant features, are indexed by i. The individual
predictions yˆi can then be calculated as:
yˆi = µ ·
p∏
j=1
fkj with k = {xj,i ∈ bkj } (1)
The factors fkj are the model parameters that are deter-
mined iteratively from the features until the algorithm
converges. During training, regularization techniques are
applied to avoid overfitting and improve the generalization
ability of the algorithm. The deviation of each factor from
fkj = 1 can then be used to explain how a specific feature
contributes to each individual prediction.
In detail, the following meta-algorithm describes how
the model parameters fkj are obtained from the training
data:
1. Calculate the global average µ from all observed y
across all bins k and features j.
2. Initialize the factors fkj ← 1
3. Cyclically iterate through features j = 1, ..., p and
calculate in turn for each bin k the partial factors g
and corresponding aggregated factors f , where indices
t (current iteration) and τ (current or preceding iter-
ation) refer to iterations of full feature cycles as the
training of the algorithm progresses:
gkj,t =
∑
xj,i∈bkj
yi∑
xj,i∈bkj
yˆi,τ
where fkj,t =
t∏
s=1
gkj,s (2)
Here, g is a factor that is multiplied to ft−1 in each
iteration. The current prediction, yˆτ , is calculated
according to Eqn.(1) with the current values of the
aggregated factors f :
yˆi,τ = µ ·
p∏
j=1
fkj,τ (3)
To be precise, the determination of gkj,t for a specific
feature j uses fkj,t−1 in the calculation of yˆ. For the
factors of all other features, the newest available values
are used, i.e., depending on the sequence of features
in the algorithm, either from the current (τ = t) or
the preceding iteration (τ = t− 1).
4. Quit when stopping criteria, e.g., the maximum num-
ber of iterations or no further improvement of an error
metric such as the mean absolute deviation (MAD)
or mean squared error (MSE), are met at the end of
a full feature cycle.
3.2. Cyclic Boosting Algorithm: Width estimation
In the previous section, the general Cyclic Boosting algo-
rithm was used to estimate the mean of the NBD model.
In order to predict the variance of the NBD model (as-
sociated with the mean predicted before), we modify the
algorithm as follows: When looking at the demand of indi-
vidual product-location-date combinations (meaning the
sales record of a specific item sold on a specific day at a
specific sales location), the target variable y has the values
y = 0, 1, 2, ... and the NBD model can be parameterized
as in [39]:
NB(y;µ, r) =
Γ(r + y)
y! · Γ(r) ·
(
r
r + µ
)r
·
(
µ
r + µ
)y
, (4)
where µ is the mean of the distribution and r a dispersion
parameter.
By bounding the inverse of the dispersion parameter 1/r
to the interval [0, 1] (corresponding to bounding r to the
interval [1,∞]), the variance σ2 can be calculated from µ
and r via:
σ2 = µ+
µ2
r
(5)
The estimate of the dispersion parameter rˆ can then
be calculated by minimizing the loss function defined in
Eqn.(6), which is expressed as negative log-likelihood func-
tion of a negative binomial distribution. Using Cyclic
Boosting, the minimization over all input samples i is per-
formed with respect to the Cyclic Boosting parameters
fkj , constituting the model of rˆi, according to Eqn.(7),
where the estimates for the mean µˆi are fixed to the values
obtained in the previous step (described in sec. 3.1).
L(r) = −L(r) = − ln
∑
i
NB(yi; µˆi, rˆi) (6)
rˆi = 1 +
1
p∏
j=1
fkj
with k = {xj,i ∈ bkj } (7)
In other words, the values rˆi are estimated via learning
the Cyclic Boosting model parameters fkj for each feature
j and bin k from data. For any concrete observation i,
the index k of the bin is determined by the value of the
feature xj,i and the subsequent look-up into which bin this
observation falls. Like in sec. 3.1, the model parameters
fkj correspond to factors with values in [0,∞] and again
values deviating from fkj = 1 can be used to explain the
relative importance of a specific feature contributing to
individual predictions. Note that the structure of Eqn.(7)
can be interpreted as inverse of a logit link function in
the same way as explained in [38] when Cyclic Boosting is
used for classification tasks.
The Cyclic Boosting algorithm is trained iteratively
using cyclic coordinate descent, processing one feature
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with all its bins at a time until convergence is reached.
Unlike in the basic multiplicative regression mode of Cyclic
Boosting described in sec. 3.1, the minimization of the
loss function in Eqn.(6) cannot be solved analytically and
has to be done numerically, for example, using a random
search. All other advantages of Cyclic Boosting, like for
example individual explainability of predictions, remain
valid for its negative binomial width mode.
Finally, the variance σˆ2i can be estimated from the dis-
persion parameter rˆi using Eqn.(5). Using the individual
predicted mean µˆi from the first step, the model is fully
specified for each individual prediction i.
4. Evaluation of PDF Predictions
Many statistical and most machine learning methods do
not provide a full probability density distribution as result.
Instead, these methods typically predict a single numeri-
cal quantity (denoted by yˆ) that is then compared to the
observed concrete realization of the random variable (de-
noted by y) using metrics such as the mean squared error
(MSE), mean absolute deviation (MAD) or others. In the
setting of a retailer, the observed quantity is the sales of
individual products and most machine learning approaches
would then predict a single number as a direct estimate
of the sales. However, reducing the prediction to a single
number does not allow to account for the uncertainty of
the prediction or the dynamics of the system. Instead, it
is imperative to predict the full PDF for each prediction
to be able to optimize the subsequent operational deci-
sion. Unfortunately, most statistical or machine learning
methods that predict full individual probability functions
lack quantitative or at least qualitative evaluation methods
to assess whether the full distribution has been forecast
correctly, in particular in the tails of the distribution.
For an estimation of the determining parameters of an
assumed functional form for the PDF, assessing the correct-
ness of the PDF model output refers to the evaluation of
the accuracy of the prediction of the different parameters.
In the case of the negative binomial distribution used in
this work, we have to verify that mean and variance are
determined accurately, as well as checking that the choice
of the underlying model can describe the observed data.
In the following, we will show how different visualizations
of the observed cumulative distribution function (CDF)
values can be used to evaluate the quality of the pre-
dicted PDFs. Although we limit the following discussion
to the negative binomial model, the method can be applied
generally to any representation of a probability density
distribution, even if it is obtained empirically.
4.1. Qualitative Evaluation of PDF Predictions
In the simplest case, we only have one model with one
set of model parameters to cover all predictions. In this
case, the evaluation of the full probability distribution is
straight-forward: We would fill a histogram of all observed
values, such as sales records, and overlay this with the
single model, such as a negative binomial with predicted
parameters, that is used for all observations. Then, we
compare the model curve directly with the observations,
using statistical tests such as the Kolmogorov-Smirnov
test.
In practical applications however, we have a large num-
ber of effective prediction models, since although we always
use the same model parameterization, such as the negative
binomial distribution, its parameters have to be deter-
mined at the required level of granularity. For example,
for daily orders, we need to predict the parameters of
the negative binomial distribution for each location, sales
day, and product. Unlike the simple case discussed above,
where we had many observations to compare the predic-
tion model to, we now have just a single observation per
prediction, meaning that we cannot use statistical tests
directly.
4.1.1. Histogram of CDF Observations
For a first qualitative assessment, we make use of the
probability integral transform, see e.g. [40,41], which states
that a random variable distributed according to the CDF of
another random variable is uniformly distributed between
0 and 1. We therefore expect that the distribution of
the actually observed CDF values of the corresponding
individual PDF predictions is uniform, if the predicted
PDF is calibrated correctly, regardless of the shape of the
predicted distribution. Any deviation can be interpreted
as a hint that the predicted PDF is not fully correct [42].
The CDF of a PDF f(x) is defined as:
FX(x) = P (X ≤ x) =
∫ x
−∞
fX(x
′)dx′ (8)
Here, FX(x) is the CDF with limx→−∞ FX(x) = 0 and
limx→∞ Fx(x) = 1. The cumulative distribution describes
the probability that a the variable has a value smaller than
x and intuitively represents the area under f(x′) up to a
point x.
If the CDF is continuous and strictly increasing, then
the inverse of the CDF, F−1(y), exists and is a unique
real-valued number x for each y ∈ [0, 1], so that we can
write F (x) = y. The inverse of the CDF is also called the
quantile function, because we can define the quantile τ of
the probability distribution f(x) as:
Qτ = F
−1(τ) (9)
Using the example of the normal distribution with
N (0, 1) as shown in Fig.1, we can identify the median
(τ = 0.5) by first looking at the CDF in the lower part of
the figure, look at y = 0.5 on the y-axis and then identify
the point on the x axis for both the PDF f(x) and the
CDF F (x) that correspond to the quantile τ . In the case
of the normal distribution, this is of course the central
value at zero.
We can then interpret the CDF as a new variable
s = F (t), meaning that F becomes a transformation that
maps t to s, i.e. F : t→ s. Accordingly, limt→−∞ s(t) = 0
and limt→∞ s(t) = 1 and s can be intuitively interpreted
as the fraction of the distribution of t with values smaller
than t from the definition of the CDF. This implies that
the probability distribution of s, g(s), is constant in the
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Figure 1: Probability distribution function f(x) and cu-
mulative distribution function of a normal dis-
tribution F (x).
interval s ∈ [0, 1] in which s is defined, and s can be inter-
preted as the cumulative distribution of its own probability
distribution:
s = G(s) =
∫ s
−∞
g(s′)ds′ (10)
In case of discrete probability functions, such as the
negative binomial function, the same argument still holds,
but the definition of the quantile function is replaced by
the generalized inverse: F−1(y) = inf {x : F(x) > y} for
y ∈ [0, 1], see e.g. [41, p. 54]. In order to obtain a uniform
distribution for discrete PDFs that is comparable to the
case of continuous distributions, the histogram holding
the values of the CDF is filled using random numbers
according to the intervals of the CDF. For example, if the
sales of zero items accounts for 75 percent of the observed
sales distribution for this item, the value of the CDF
function that is used to fill the histogram in case of zero
actual sales is randomly chosen in the interval [0, 0.75].
Proceeding similarly for all other observed values, with the
intervals from which to randomly choose values to fill in the
histogram defined by the CDF values of the corresponding
discrete sales value and the one below (e.g. for 3 actual
sales: random pick between discrete CDF values for 2 and
3), the resulting histogram of CDF values is again uniform,
as in the case of a continuous PDF.
A histogram of the actually observed CDF values for
each individual PDF prediction (see Fig.5 for an example)
is therefore expected to be uniformly distributed in [0, 1],
if the predicted probability distribution f(x) is correctly
calibrated. This is illustrated in Fig.2, which shows the
distribution of observed CDF values for five different cases.
If both the choice of the model and the model parameters
are estimated correctly, we would expect the uniform dis-
tribution. If the mean or the variance are not estimated
correctly, the resulting distribution will show a distinct
deviation from this uniform behavior.
It should be noted that the method requires a sufficient
sample size, as a too low number of observations of course
leads to a discretization bias.
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Figure 2: Histogram of actually observed CDF values
for different cases of estimating the full PDF
compared to the expected uniform distribution:
correct prediction (a: “uniform”), variance over-
estimated (b: “broad”), variance underestimated
(c: “narrow”), mean overestimated (d: “over”),
mean underestimated (e: “under”)
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4.1.2. Inverse Quantile Profile Plot
We now refine the method from sec. 4.1.1 by comparing (in
the sense of higher or lower) the CDF values of the observed
events, i.e., the sales records, with specified quantiles. In
order to do so, we start again from the predicted values
for the mean and variance from which a negative binomial
distribution is constructed for each prediction, for example,
for the predicted demand for a single product sold on a
single day in a given sales location. Each of these predicted
negative binomial PDFs is then transformed to its CDF.
Note that for simplicity, we always refer to the negative
binomial model in this description, however, the general
approach is valid for any PDF.
Then we compare the actual observed sales value (cor-
rected for censored data if necessary) to different quantiles
of the corresponding predicted distribution for each data
record and average over a larger data sample. For example,
if we wanted to check that the median of the distribution,
corresponding to the quantile 0.5, is predicted correctly by
the machine learning model, we would compare the value
0.5 to the ratio of CDF values (again randomly chosen
from the corresponding range of CDF values for discrete
target values, as described in sec. 4.1.1) of observed sales
records being lower/higher than 0.5. In other words, in
case of the median, 50 percent of the ex post observed
target values should be observed below the median of the
corresponding individual predicted PDF and 50 percent
above.
In order to judge whether the overall shape of the
predicted distributions is predicted correctly, we repeat
this procedure for a range of quantiles, for example
q = 0.1, 0.2, . . . , 0.9. However, we are free to choose which
quantiles to look at, and in specific situations it might be
advisable to look at the tails of the distribution in more
detail, to make sure that even relatively rare events are
estimated correctly by the machine learning algorithm, and
add more quantiles for comparison in the region between,
say q = 0.95 and q = 0.99. In the following, we call this
method inverse quantile profile plot. Profile plots are akin
to scatter plots and described in more detail in appendix
A.
Fig.3 illustrates five different collections of inverse quan-
tile profile plots (each collection comparing to 6 specified
quantile values, namely q = 0.1, q = 0.3, q = 0.5, q = 0.7,
q = 0.9, and q = 0.97), for separate sets of exemplary PDF
estimations and observed data combinations. The dashed
horizontal lines indicates the fraction we expect, i.e., the
specified quantile value, if the predictions are correct. For
example, for the median, the line at q = 0.5 indicates
that 50 percent of all PDF prediction and observed data
combinations in a given data set should fall above the line,
and 50 percent should fall below the line. The observation
of the number of samples, indicated with different markers,
that do in fact fall above and below a particular line, then
allows the evaluation of the accuracy of PDF estimations.
In case that the PDFs are not estimated correctly, the
fractions will deviate from their expected values and the
corresponding profile plot allows to judge whether for ex-
ample the tails of the predicted distribution describing
rare events are particularly problematic.
broad narrow over under uniform
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Figure 3: Five different inverse quantile profile plots (sep-
arated into columns by dotted vertical lines),
each comparing all its predicted PDFs to the
corresponding observed events. In the leftmost
two columns, the outcome is illustrated if the
estimate of the variance is biased, the center and
center-right columns illustrate cases for which
the mean estimation is biased, and the far right
column shows the expected behavior if all pre-
dictions are correct.
In the same way as the method of filling all observed CDF
values of the individual PDF predictions in a histogram and
compare to a uniform distribution (described in sec. 4.1.1),
inverse quantile profile plots do not work on individual PDF
predictions but require a statistical population. However,
calculating the fractions of the inverse quantile profile
plots globally, i.e., over all samples in the data set, might
not reveal certain deficiencies for a subset, e.g., a specific
store or product group in the example of retail demand
forecasts. Therefore, we combine the approach described
above with the method of profile plots, where the quantity
on the x-axis of the inverse quantile profile plot can be any
variable of the data set at hand known at prediction time.
In summary, this approach has two major benefits com-
pared to the method discussed in sec. 4.1.1: First, by
explicitly visualizing several different quantiles, the inverse
quantile profile plot reveals which part of the predicted
PDF, such as the tails of the probability distribution,
are particularly problematic. Second, by showing the
dependency from the (arbitrary) variable on the x-axis,
the inverse quantile profile plot reveals deviations of the
predicted PDF from the actuals for different parts, e.g.
specific categories, of that variable. Two examples for this
can be found in Figs. 9 and 8 in the next section.
4.2. Quantitative Evaluation of PDF Predictions
The methods discussed so far allow a detailed qualitative
evaluation of PDF predictions. In order to also quantify
the quality of the PDF predictions, we use a metric assess-
ing the difference between two probability distributions
to compare the histogram of CDF observations of the
predicted PDFs with the expected uniform distribution,
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and define an accuracy measure in the range between 0
and 1, which takes the value of 1 when both distribu-
tions agree perfectly. Several approaches that measure
the difference between two probability distributions are
suggested in the literature, such as the first Wasserstein
distance [43], also known as earth mover distance (EMD),
the Kullback-Leibler divergence [44], also known as rela-
tive entropy, or the Jensen-Shannon divergence [45], also
known as information radius.
Compared to the other mentioned methods, the first
Wasserstein distance, representing the symmetric distance
between two probability distributions on a given metric
space, is more sensitive to smaller deviations, because it
exhibits a linear behavior around zero (reflecting perfect
agreement). Therefore, we focus on the first Wasserstein
distance as the measure of difference in the following. For
our purposes here, it can be defined by:
EMD(P,Q) =
∑N
k=1 |FP (xk)− FQ(xk)|
N
, (11)
where FP (X) and FQ(X) are the CDFs of the two PDFs
P (X) and Q(X), respectively, and xk denotes the average
value of X in bin k, with X being divided in N bins.
Since 0.5 represents the maximum value of the first
Wasserstein distance when comparing any distribution in
the support [0, 1] to a flat distribution in the same interval
(its minimum being zero), we define an accuracy measure
for our PDF predictions in the range [0, 1] by:
accuracy = 1− 2 · EMD (12)
5. Example: Demand Forecasting
In the following, we describe how to use the approach
outlined above in a practical setting. We use a public
dataset obtained from a Kaggle online competition focusing
in estimating unit sales of Walmart retail goods [46] for
individual items for specific stores on specific days. For
each demand forecast, Cyclic Boosting is used to predict
the full probability density distribution of the expected
demand at a granularity of (item, store, day) and use the
methods described in sec. 4 to evaluate the quality of
the individual forecasts. Each data record corresponding
to an observed sales record is described by the following
fields: the identifier of an individual store store (store id),
the product identifier (item id) as well as the date. The
target y, that we need to predict, is the number of sales of
a given product in a given store on a specific day, denoted
by sales.
For our experiments, we use data from 2013-01-01 to
2016-05-22, that describe the sales of 100 different prod-
ucts (FOODS 3 500, ..., FOODS 3 599) of the department
FOODS 3 in 10 stores. All data before 2016 are used as
the training data and the data from 2016 are used as an
independent test or validation set. Besides the fields used
to identify an individual sales record and the correspond-
ing observed sales value, namely item id, store id, date,
sales, we also use the fields event name 1, event type 1,
snap CA, snap TX, snap WI, sell price, and list price
in the forecasts and multiple features are built from these
variables that are then used in the machine learning mod-
els.
5.1. Mean Estimation
As discussed earlier, we assume that each individual sale
can be described by a Poisson-like process and we assume
a negative binomial distribution to model the individual
probability distribution of each sales event. As a first step,
we use Cyclic Boosting (as described in sec. 3.1) to predict
the mean of the distribution.
This model uses the following variables as features: cate-
gorical variables for store id and item id, several derived
variables that are constructed from the time-series of the
sales records describing trend and seasonality (days since
beginning of 2013 as linear trend as well as day of week,
day of year, month, and week of month), time windows
around the events given in the data set (7 days before
until 3 days after for Christmas and Easter, and 3 days
before until 1 day after for all other events like New Year or
Thanksgiving), a flag denoting a promotion, and the ratio
of reduced (sell price) and normal price (list price).
We also include various two-dimensional combinations of
these features. In these cases, one of the two dimensions is
either store id or item id, allowing the machine learning
model to learn characteristics of individual locations and
products.
Unlike most state-of-the-art time series forecasting meth-
ods, we do not include lagged target information, for exam-
ple via stacking of exponentially weighted moving average
features, in our model. Although common in practice,
including such variables makes the learning of exogenous
effects, such as product promotions or the occurrence of
special events, much harder. This is because when those
variables are included, machine learning models tend to
rely mainly on temporal confounding. Therefore, omitting
these kind of variables improves the capability of the ma-
chine learning model to learn causal dependencies, which in
turn improves the explainability of the model as well as the
quality of the forecasts for mid- to long-term predictions
and rare events. In order to capture recent trends that
are not reflected in the exogenous features of the model,
we apply an individual residual correction on each of the
predictions of the machine learning model, which accounts
for deviations between the exponentially weighted moving
average (with a recursive smoothing factor of 0.15) of the
predictions and targets of each product-location combina-
tion over the corresponding past. We use the model to
predict the expected demand two days into the future to
reflect a realistic replenishment scenario, meaning that we
use a target lag of two days for the training.
We use the mean absolute deviation (MAD) as well as the
mean squared error (MSE) as two common metrics for the
evaluation of point estimates to give a rough estimate of
the accuracy of the predicted mean. These metrics do not
take the shape of the underlying probability distribution
into account, but only compare the predicted mean to
the observed number of sales. Using the independent test
data, we obtain the following metrics: MAD: 1.65 and
MSE: 10.09. The mean of the target, i.e. the observed
sales, is 3.28 for this period. Fig.4 shows the time series of
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Figure 4: Time series of mean predictions and sales in test
period summed over all products and stores.
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Figure 5: Predicted PDF (a) and CDF (b) for a specific
product-location-date combination. The dashed
vertical line in the CDF plot represents the ac-
tually observed sales, corresponding to a CDF
value just under 0.3.
both predictions and sales summed over all 100 products
and 10 stores during the test period.
5.2. Variance Estimation
The second model, based on Cyclic Boosting in its negative
binomial width mode described in sec. 3.2, is used to
estimate the variance of the negative binomial distribution.
The data are split into training and test set as above and in
addition the mean predictions for each individual product-
location-date combination are fixed in the variance model
as stated by Eqn.(6). This effectively means that the mean
predictions are created in-sample for the training period
using the fully trained and validated model for the mean
discussed above.
In this model focusing on the variance, we use the same
set of features as for the mean model described above in
sec. 5.1, except for dropping most of the two-dimensional
combinations (only keeping item id - store id, store id
- day of week, and item id - event type features) and
adding the in-sample mean prediction as feature. An
example for the resulting PDF and CDF predictions for
item FOODS 3 516 in store TX 3 on 2016-05-06, together
with the corresponding observed sales value, is shown in
Fig.5.
Fig.6 visualizes the fully explainable nature of the indi-
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Figure 6: Time series of mean predictions (with the sur-
rounding transparent band simplistically indicat-
ing a standard deviation as square root of the
corresponding variance predictions) and sales
(a), constituting factors of the mean predictions
(b), and constituting factors of the variance pre-
dictions (c), for a specific product-location com-
bination from beginning of February to end of
April 2016. For both mean and variance pre-
dictions, the most granular constituting factors
are aggregated, i.e. multiplied, for the sake of
visualization.
vidual Cyclic Boosting predictions, both for the mean and
the variance model, by showing the time series plots of the
factor values constituting the corresponding predictions
for item FOODS 3 516 in store TX 3 for all days in the test
period from beginning of February to end of April 2016.
Hereby, factors of different individual features, as described
above, are multiplied, according to Eqn.(1) for the mean
predictions and Eqn.(7) for the variance predictions, in
order to represent the behavior of a feature group. For
example, the events feature group corresponds to the com-
bination of all the factors of the different event features and
the dayofweek feature group includes the one-dimensional
feature dayofweek and its two-dimensional combinations
with store id and item id.
The different item store values for mean (higher than
1) and variance model factors (lower than 1), including
the static one-dimensional features store id and item id
and their two-dimensional combination, represent the fact
that this product-location combination sells more than
the average of all product-location combinations, and the
dispersion parameter 1/r in Eqn.(5) in turn tends towards
lower values. The explanation of the model for the peak
in sales and mean prediction on February 7, 2016 is the
event Super Bowl. The variance prediction for this day is
driven by two competing factors: the Super Bowl event
itself drives the higher dispersion parameter higher, and the
high mean prediction drives the lower dispersion parameter
lower.
9
0.0 0.2 0.4 0.6 0.8 1.0
CDF values
0
1000
2000
3000
4000
5000
co
un
t
a)
NBD
0.0 0.2 0.4 0.6 0.8 1.0
CDF values
0
2000
4000
6000
8000
10000
co
un
t
b)
Poisson
0.0 0.2 0.4 0.6 0.8 1.0
CDF values
0
500
1000
1500
2000
2500
co
un
t
c)
NBD (>1)
0.0 0.2 0.4 0.6 0.8 1.0
CDF values
0
1000
2000
3000
4000
5000
6000
co
un
t
d)
Poisson (>1)
Figure 7: Histograms of ex post observed target CDF val-
ues of the corresponding individual PDF predic-
tions (to be compared to a uniform distribution)
for our negative binomial model (a) and a sim-
pler Poisson model for comparison (b), using all
product-location-day combinations in the test
period. In order to show the effect of slow-sellers,
both negative binomial (c) and Poisson model
(d) histograms are also shown using samples with
mean predictions higher than 1.0 only.
5.3. Evaluation of PDF Predictions
Fig.7 shows the histogram of CDF observations according
to the method described in sec. 4.1.1 for all product-
location-day combinations in the test period. As bench-
mark, we compare the outcome of our negative binomial
model to a simpler Poisson assumption, which has only a
single model parameter, the mean. Using the same mean
predictions for both negative binomial and Poisson model,
the negative binomial PDF predictions are much closer to
the uniform distribution, which we expect for optimal PDF
predictions, than the Poisson PDF predictions, showing
the effectiveness of our variance estimation.
While the Poisson histogram shows a clear pattern of too
narrow PDF predictions (see Fig.2), the most significant
deviations of the negative binomial histogram from the
uniform distribution can be found in the first bins of CDF
values close to 0 (overprediction) as well as in the last
bins of CDF values close to 1 (underprediction). The
first case is mainly due to a slight zero-inflation of actual
sales. The latter case primarily stems from slow moving
articles with less than one item sold per store per day
on average, what can be seen in plots c and d of Fig.7,
where the spike at CDF values close to 1 is reduced by
excluding all samples with mean predictions lower than
1.0. The resulting distribution for the negative binomial
model indicates a slight tendency towards too broad PDF
predictions, at least for some observations.
Using the inverse quantile profile plots introduced ear-
lier, the prediction quality of the full predicted PDF can
be assessed in more detail. In Fig.8, each column corre-
sponds to a day of the week, using 0 for Mondays, 1 for
Tuesdays, etc., and the considered quantiles are 0.1, 0.3,
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Figure 8: Inverse quantile profile plot for the different days
of week on the x-axis (from Monday to Sunday)
aggregated over all product-location-day com-
binations in the test period, for our negative
binomial model (a) and a simpler Poisson model
for comparison (b).
0.5, 0.7, 0.9, and 0.97. Again, we compare the outcome of
our negative binomial model to a simpler Poisson assump-
tion. Aggregating over all stores, items, and sales dates
(independently for each day of the week), we can see that
for the negative binomial model each quantile is predicted
relatively well, except for Sundays showing a tendency
for overprediction of the mean (see Fig.3). The Poisson
model, on the other hand, shows a significant pattern of
too narrow PDF predictions across all days of the week.
Fig.9 shows the inverse quantile profile plot using the
predicted mean as the x-axis of the graph, meaning that
the distributions are grouped such that the 15 columns
correspond to mean predictions in 12 intervals with widths
of 5 from 0.0 to 60.0 and 3 remaining intervals [60.0, 70.0],
(70.0, 80.0], and (80.0, 100.0] (with mean predictions higher
than 100.0 included in the highest interval), while we ag-
gregate over all locations, items, and sales dates. The
considered quantiles are chosen to be the same as in Fig.8.
While the Poisson model again shows a significant pattern
of too narrow PDF predictions across the full range of
mean prediction values, we can also see several deviations
from the expected uniform behavior for the negative bino-
mial model. For mean predictions around 30, the negative
binomial model deviates significantly from the expected
behavior, with the shape of the deviations pointing to-
wards too broad PDF predictions (as also observed in
the CDF histogram above). And for mean predictions
higher than 80, the pattern of the deviations indicate an
underprediction of the mean parameter. The deviations at
very low predicted mean values reflect the complications
of zero-inflation and slow-sellers seen in the first and last
bins of the CDF histograms above.
In a real-live situation with a live supply chain project
for a customer, a more detailed investigation of the root-
causes would then start. However, it should be noted
that due to this segregation, the statistics in each part
of the relevant test sample becomes a limiting factor as
well. This plot also illustrates the benefits of using the
quantile profile plot, since we have seen that using more
conventional approaches, such as Fig.4 or even the lower
part of Fig.7, the predictions appear reasonable, even
when not relying on simple point metrics such as MAD or
MSE. It is therefore paramount both to predict the full
probability distribution instead of just a point estimate,
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Figure 9: Inverse quantile profile plot for mean predic-
tions on the x-axis aggregated over all product-
location-day combinations in the test period, for
our negative binomial model (a) and a simpler
Poisson model for comparison (b).
such as the mean, as well as verifying a number of quantiles
for each prediction to assess the quality of the prediction
thoroughly.
The quantitative results for the CDF accuracy of our
PDF predictions using the first Wasserstein distance as
metric (as described in sec. 4.2) and calculated over all
product-location-day combinations in the test period, can
be found in Tab.1. As benchmark, we again compare
against a Poisson model assumption using the same mean
predictions. As expected from the qualitative findings
in Fig.7, the negative binomial PDF predictions show a
significant improvement over the simpler Poisson model.
Table 1: Accuracy for negative binomial and Poisson PDF
predictions, using the first Wasserstein distance
as metric, calculated over all product-location-day
combinations in the test period.
NBD Poisson
EMD accuracy 0.967 0.850
6. Conclusion
Demand forecasting remains a crucial step in operational
planning for retailers. Both from practical and theoretical
perspectives, disentangling the forecast of demand from the
operational decision making regarding order quantities has
potentially significant advantages over an integrated ap-
proach using data to predict the resulting order quantities
directly. When predicting future demand, both model-
free and a model-based approaches can be used, where
the model-based approach is generally more robust, as
it is rooted in a theoretical understanding of the sales
process. Compared to a model-free approach like quantile
regression, the distributional assumption can drastically
reduce the uncertainty of the resulting predictions. Us-
ing the Cyclic Boosting machine learning approach, the
full probability density distribution can be predicted in a
fully explainable way on the individual level. This allows
to extract not only simple point estimates, such as the
expected mean demand, but all relevant quantiles of the
distribution.
Once the full probability density functions are forecasted,
their evaluation poses significant challenges: Common met-
rics, such as the mean absolute deviation or mean squared
error, only take point estimates into account and are gener-
ally not suitable for the evaluation of predicted probability
distributions. Furthermore, since the distributions are pre-
dicted for individual events, statistical techniques aiming
at the comparison of distributions using many events can-
not be used in general. Instead, novel techniques exploiting
the probability integral transform, namely the histogram
of observed CDF values of the predicted individual PDFs
as well as inverse quantile profile plots, allow a detailed
investigation into the behavior of the predictions. Finally,
a quantitative assessment resulting in a single number can
be obtained using metrics such as the earth mover distance
in a comparison between the histogram of observed CDF
values and the expected uniform distribution.
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A. Profile Histograms
In many cases, scatter plots are used to study the behavior
of two distributions or sets of data points visually. However,
even for moderate amount of data, this approach quickly
becomes difficult. To illustrate this, a sample of (x, y) data
points was obtained in the following way: The distribution
of x values was obtained by generating 5,000 samples of
Gaussian distributed random numbers X ∼ N (0.0, 2.0)
and the y values are obtained via Y ∼ X + N (2.0, 1.5).
Fig.10 shows the marginal distributions for x and y as well
as a scatter plot of x vs. y.
Although the simple linear correlation between X and Y
is apparent in the scatter plot, finer details are not visible
and it is easy to imagine that a more complex relationship
is difficult to discern. Profile histograms are specifically
designed to address this shortcoming. Intuitively, profile
histograms are a one-dimensional representation of the two-
dimensional scatter plot and are obtained in the following
way: The variable on the x axis is discretized into a suitable
range of bins. The exact choice of binning depends on the
problem at hand. One can for example choose equidistant
bins in the range of the x axis or non-equidistant bins such
that each bin contains the same number of observations.
Then within each bin of the variable X, the a location and
dispersion metric is calculated for the variable Y . This
means that the bin-borders on the X axis are used as
constraints on the variable Y and with these conditions
applied, for example the sample mean of the selected y
values as well as the standard deviation are calculated.
These location and dispersion metrics in each bin of X
are used to illustrate the behavior of the variable Y as
the values of the variable X change from bin to bin. The
resulting profile histogram is shown in Fig.11. This one-
dimensional representation allows to understand even a
complex relationship between two variables visually. Note
Figure 10: Marginal distribution and scatter plot of vari-
ables X and Y .
that due to few data points at the edges of the distributions
the profile histogram is expected to show visual artifacts
in the corresponding regions.
Figure 11: Profile histogram of variables X and Y .
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