1. INTRODUCTION IN STATISTICAL PARLANCE the term robustness has come to connote a certain resilience of statistical procedures to deviations from the assumptions of hypothetical models. The paradigm may be briefly stated as follows.* The process generating observed data is thought to be approximately described by an element of some parametric class of models. The investigator seeks statistics, i.e., a mapping from the sample space to a parameter space, whose distribution will be as concentrated as possible near the true parameters-if the hypothesized model is correct. If however, as seems almost certain, the parametric model is not quite true, one would like to use estimators whose distributions were altered only slightly if the distribution of the observations were close, in some reasonable sense, to that of some member of the parametric class. In important special cases this modest robustness requirement is not met by estimators in common usee3
We consider the familiar problem of estimating a vector of unknown (regression) parameters, p, from a sample of independent observations on random variables Yl, Y2, . . . , YT, distributed according to ( t = 1,.. . , T), where x,: t = 1,.. . ,T, denote rows of a known ( T x K )design matrix and the shape of F is not precisely known.4 If F is known precisely then it is frequently An early version of this paper We need only mention the sample mean, an estimator nonpareil of location if the sample observations are generated by an independent and identically distributed Gaussian process. However, in any open neighborhood of a Gaussian distribution there exists distribution functions which would take the distribution of the sample mean arbitrarily far away from its d~stribution in the Gaussian case; ~f .~H a m p e l [16] . This formulation restricts attention to what may be called the "robustness to distributional assumptions" problem, and leaves aside problems involving possible dependence among observations, non-linearities of functional form, etc. possible to show that the maximum likelihood estimator or some one-step (M) approximant to it is efficient in the Crambr-Rao sense. In particular, when F is known to be Gaussian (normal), Rao has shown that the least squares estimator, 6,is minimum variance in the class of unbiased estimators. Unfortunately the extreme sensitivity of the least squares estimator to modest amounts of outlier contamination makes it a very poor estimator in many non-Gaussian, especially long-tailed, situations. This paper introduces new classes of robust alternatives to the least squares estimator for t ! e linear model. Estimators are suggested which have comparable efficiency to P for Gaussian models while substantially outperforming the least squares estimator over a wide class of non-Gaussian error distributions. The proposed estimators are analogues to linear combinations of sample quantiles in the location model.5
BACKGROUND AND MOTIVATION
The aphorism made famous by PoincarC and quoted by CramCr [12] that, "everyone believes in the [Gaussian] law of errors, the experimenters because they think it is a mathematical theorem, the mathematicians because they think it is an experimental fact," is still all too apt. This "dogma of normality" as Huber has called it, seems largely attributable to a kind of wishful thinking. As Box and Tiao put it, Classical statistical arguments lead us to treat assumptions as if they were in some way axiomatic and yet consideration will show that, in fact, they are conjectures which in practice may be expected to be more or less true. Following Haavelmo's [I51classic paper it is sometimes argued that the errors encountered in econometric models are known to be the sum of a large number of small and independent elementary errors, and therefore will be approximately Gaussian due to central limit theorem considerations. However, it is rather puzzling that investigators, who are generally loathe to adopt informative priors about the systematic structure of their models about which theoretical considerations and past empirical experience should provide substantive evidence, should feel themselves so well informed about the unobservable constituents of their model's unobservable errors to argue that they satisfy a Lindeberg condition! A few gross errors occurring with low probability can cause serious deviations from normality: to dismiss the possibility of these occurrences almost invariably requires a leap of Gaussian faith into the realm of pure speculation. The need for robust alternatives to the sample mean (the least squares estimator in the location model) has been apparent since the eighteenth century. The median, other trimmed means, and more complicated linear combinations of order statistics were in common use especially in astronomical calculations, in the For obvious reasons the term "location model" is used to describe (1.l)when x, = 1: t = 1, . . . , T. nineteenth century.6 By 1821 Gauss had shown that the sample mean provided the "most probable" estimate of the location parameter from a random sample with probability density proportional to e-x"2"2 ,but this result was explicitly an ex post rationalization for the use of the sample mean rather than a claim for the empirical validity of this particular error law.7 In fact, it was noted by a number of authors that error distributions with longer tails than that of the Gaussian distribution were commonly observed. In such cases it appeared desirable to choose estimators which modified the sample mean by putting reduced weight on extreme observations.
There was a parallel early recognition of the need for robust alternatives to the least squares estimator for the linear model. Wild observations, or "outliers" as they came to be called, were more difficult to identify in such models and the fruitful notion from the location model of an ordering of sample observations had no simple analogue in the more complicated models. Many illustrious figures (Gauss, Laplace and Legendre, to name only three) suggested that the minimization of absolute deviations might be preferable to least squares when some sample observations are of dubious reliability.8 In 1818 Laplace proved that in the simple model of bivariate regression through the origin, this least absolute error (LAE) estimator had smaller asymptotic variance than the least squares estimator if the error law of the model had variance, a*, and density at the median, f(O), satisfying [2f(0)]-'<a. This result paved the way for investigations of the large sample theory of statistics based on sample quantiles in the location model. 9 The elementary point that there may exist nonlinear, or for that matter-biased, estimators superior to least squares for the non-Gaussian linear model is a well kept secret in most of the econometrics literature. Statements of the Gauss-Markov theorem too often seem to imply that linearity in y and unbiasedness are added virtues of the least squares estimator instead of restrictions on the class of its potential competitors. Indeed one sometimes encounters the view that infinite variance of the errors constitutes the only possible rationale for seeking robust alternatives to least squares in the linear model. This is, emphatically, false. While least squares is obviously abysmal for distributions having infinite variance (having zero efficiency for the Cauchy for example) its gross inferiority to a variety of nonlinear estimators is by no means confined to distributions with infinite variance.
The wave of current interest1' in the problem of robust estimation has focused primarily on the location model. While we cannot hope to do justice to the vast recent literature on this subject we briefly sketch the main lines of the developments which are most relevant to our work on the linear model. Mosteller [32] ,in 1946, proposed the use of a variety of so-called "inefficient statistics" based on a few sample quantiles as "quick and dirty" substitutes for more conventional estimators. It was found that estimators of this type could be constructed which were almost as efficient as the maximum likelihood estimators for most conventional parametric models. This approach was further developed by Bennett [7] for strictly parametric models, while Gastwirth [14] and others established that some estimators of this type had good efficiency properties for a wide variety of distributions. For example, the weighted average of the 1/3,1/2, and 213 quantiles with weights .3, .4, .3 has asymptotic efficiency of nearly eighty per cent for the Gaussian, Laplace, logistic, and Cauchy distributions." In contrast, the sample mean has asymptotic efficiency of one in the Gaussian case, but is less than half as efficient as the median for the Laplace distribution and has zero efficiency for the Cauchy distribution. Thus, although these "quick and dirty7' estimators may be "inefficient statistics" for any particular parametric model, in practice they may actually be preferable to putatively "optimal" estimators, like the sample mean, if there is some uncertainty about the shape of the distribution generating the sample. Much recent work has been devoted to extending results of this type beyond a fixed number of quantiles to estimators which are linear combinations of order statistics. The asymptotic theory of such (L) estimators has achieved almost classical standing through the efforts of Bickel [a],Stigler [39] and others. The most common (L) estimator of location is the a-trimmed mean which is simply the mean of the sample after the proportion a of largest and smallest observation have been removed. This venerable12 estimator was revived by Tukey in the late forties and has played an important role in recent work on robust estimation of location. Huber's nqw classic paper [24]on robust estimation of location solves for the least favorable (minimal Fisher information) distribution in the class of Gaussian 'contaminants-distributions of the form F = (1-E)@+EH, where @ denotes the standard Gaussian cumulative, H ranges over all symmetric cumulative distribution functions, and 0 S E < 1is a fixed proportion of contamination: the least favorable distribution has exponential tails, and Gaussian center so the minimax estimator is quadratic in the center and linear in the tails. Asymptotically Huber's minimax estimator behaves like an E -trimmed mean.
In order to provide some quantitative evidence on the performance of some alternative estimates of location we have abstracted a small subset of estimators and a small subset of distributions from those considered in the Princeton Robustness Study 131. Table I gives Monte-Carlo variances for six selected estimators and five selected distributions. We have purposely chosen simple estimators which are nonadaptive. The table clearly illustrates that estimators of location are available which, while making a small sacrifice of efficiency to the mean at the Gaussian distribution, are greatly superior to the mean for nonGaussian distributions. Only an unshakable a priori faith in the Gaussian "law of
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This estimator is due to Gastwirth [14] and bears his name in the Princeton Robustness Study 131. 12 Stigler [38]and Harter 1191 both discuss the historical background of the trimmed mean. errors" would seem to justify selecting the sample mean. 13 In practice, of course, it is common to discard certain observations which seem to be deviant on the basis of a preliminary inspection of the data. This procedure obviously amounts to a rough and ready trimmed mean, but more formal procedures seem desirable. Such ad hoc empirical accommodations are even more problematic within the context of the linear model since deviant observations are more difficult to identify there. In Sections 4 through 6 below we propose new classes of robust alternatives to the least squares estimator for the linear model and show that members of these classes have, unlike the least squares estimator, high efficiency over a wide range of error distributions.
Huber's work on the location model has been extended to other estimators of the (M) maximum likelihood type by Relles [35] , Huber 1261, Andrews [2] , Bickel
[lo], and others for the linear model. Another line of inquiry, based on analogues of rank procedures in the location model, has been extended to the linear model by JureEkovi [29] , Jaeckel [28] , and others. Bickel [9] has suggested a third line of attack based on analogues of linear combinations of order statistics, (L) estimates, from the linear model. His estimates are one-step iterations from an ordering of observations based on some preliminary robust estimate of location like, for example, the LAE estimate.14 Our approach, although substantially different from that taken by Bickel, may also be viewed as an attempt to extend to the linear model the notions of systematic statistics and linear combinations of order statistics which have proven so fruitful in dealing with the robust estimation problem in the location model. We begin by introducing a natural generalization to the linear model of the concept of 13 Based on the full study of 65 different estimators and ten distributions, Hampel concludes that the sample mean is the "clear candidate for . . . worst estimator of the study." Andrews, et al., [3,p. 2391. sample quantiles from the location model. 15 The LAE estimator will be an important special case. In the location model (K = 1, x, = 1, for all t) the two minimization problems coincide. The least absolute error estimator is the regression median, i.e., the regression quantile for 8 = 112.
We now introduce some crucial notation and state some fundamental properties of elements, ~* ( 8 ) REMARK: Theorem 3.2 collects a number of equivariance properties of regression quantiles. Note that (i) and (ii) imply P*(1/2) is scale equivariant, (iii) states /3*(8) is location (or "shift" or "regression") equivariant, and (iv) states that P*(8) is equivariant to reparameterization of design. 
The expression in brackets takes the values of -8 if yt >y ( h )and 1-O if y, <y ( h ) ,
so (3.6)reduces to the requirement that the number of y,'s less that y ( h )be strictly between T8-1 and TO. This in turn demands that TO be nonintegral. The continuity of Fremoves the tiresome problem of "ties" in the location model and accomplishes the same task in the general linear model. It may be noted that in the absence of this degeneracy phenomena the condition for uniqueness is purely a design condition, reducing in the location model to the requirement that TO be non-integral. This suggests that for any sequence { X T )of designs one should be able to extract a subsequence, or at worst some "perturbed" subsequence whose elements have unique solutions. An alternative approach which is frequently employed in the location model is to adopt some arbitrary rule to choose a single element from sets of quantiles when they occur. Either approach suffices to obtain the sequence of unique solutions considered in the next section dealing with the large sample distribution of regression quantiles.
THEOREM 3.4: Let p(u8(8)), N(u*(o)), and Z(u"(8)) denote the number of positive, negative, and zero elements in the vector u*(O) = y -Xp*(8). Then if X contains a column of ones, for every p"(8) E B"(8). If p* is unique, i.e., p* = B*, then the inequalities hold strictly.
PROOF: Partition the design so that X = [L. I 21 . By the argument used to obtain 
REMARK:
This result has a simple geometric interpretation. Imagine a scatter of sample observations in R with the 8th regression quantile line slicing through the scatter. Now consider the effect (on the position of the 8th RQ line) of moving observations up or down in the scatter. The result states that as long as these movements leave observations on the same side of the original line its position is unaffected. This property is obvious in the location model, sample quantile context, but its generalization is perhaps somewhat less obvious.
We conclude this section with an illustration in Table I1 of the regression quantiles for all 8 E (0, 1)in a simple bivariate model with five observations. Note that for 8 ~ ( 7 1 2 2 , 112,314) the problem admits multiple solutions. This theorem provides the foundation for a large-sample theory of so-called "systematic statistics9-estimators which are linear combinations of a few sample quantiles. The median is the most important special case having asymptotic variance [2f([(1/2))]-*. As we have noted above, this value will be less than the variance of the mean for a large class of long-tailed distributions. The asymptotic variance of the Gastwirth or trimean estimator of Table I can be easily calculated in a similar manner from Theorem 4.1 for arbitrary distributions. We merely require the evaluation of the density function of the distribution F at specified quantiles.
The analogy between sample quantiles in the location model and regression quantiles in the linear model is considerably strengthened by the striking resemblance in their asymptotic behavior. This is made explicit in the following theorem which plays a central role in the theory developed in the remainder of the paper. PROOF: The proof for M = 1is a trivial modification of the proof given in [6]for the special case P*(1/2). The case M= 2 is treated below explicitly, but the generalization to arbitrary M is obvious, albeit somewhat tedious. Consider the probability element, We demonstrate that the joint density function gT(al, 82) converges to a specified Gaussian density and ScheffC's theorem on convergence of densities completes the proof.
By Theorem 3.2, where u = y -XP is a vector of T independent realizations from F. So, by -1 )~k < C [ 1 / 2-112 sgn ( u ,-x,x(hi)-lu(hi) 
)-e i ] x t~( h i ) -'
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Since the first column of X is the unit vector, the events of (4.3)may be written as SO (4.5) implies that for sufficiently large T,the solution index sets must be disjoint. Thus proceeding as in [6], we may write,
-r(ei)-T~/~X & )-e i ] x t~( h i ) -' .
But since hl n h2= 0 and the u's are i.i.d., Now note that the random variables, (4.8) zti = with probability
F( S(ei)+ ~"~x t s i ) ,
for t E h;n h;.And by ( 4 . 9 ,
for sufficiently large T.
A bit of calculation reveals that the stabilized sums converge to a (2K)-variate Gaussian random vector with mean ( f ( ( ( e 1 ) ) The remarkable parallelism between the asymptotic behavior of ordinary sample quantiles in the location model and regression quantiles in the linear model suggests a straightforward extension of the large sample theory of so-called systematic statistics from the location model to the linear model. This is made explicit in the following result. In finite samples the form of the design matrix obviously has some impact on the sampling distribution of the estimates, and is likely therefore to affect the sample size required to achieve a given degree of convergence to the asymptotic distribution. Thus there is no contradiction between our general result and the finding of Rosenberg In a very stimulating critique of least squares estimation procedures, Tukey [42] suggests that efforts should be made to find estimators which modify the least squares method, reducing its notorious sensitivity to outlying observations, but preserving its essentially good qualities. In this spirit we discuss a simple modification of least squares which employs regression quantiles.
; QX1(h1)-', f ( ( ( e 2 ) ) S;QX1(h2)-')and covariance matrix
& ( I -6i)X1(h,)-'Qx(hl)-' el(1-6 2 )~' ( h l ) -' Q~( h 2 ) -' 81 (1 -8 2 )~' ( h z ) -' Q~( h i ) -~ 82)x1(h2)-'Qx(h2)-'I & ( I -
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An obvious analogue to the trimmed mean of the location model is suggested by regression quantiles. Let a be the desired trimming proportion. Calculate @*(a) and P*(1 -a ) for the sample. By Theorem 3.4 there will be approximately Ta observations below the former and above the latter. These observations are set aside, and the remaining observations are subjected to a least squares fit. Since the p * vectors are consistent estimators of the a and (1 -a ) population quantile hyperplanes, least squares on the "censored" sample is (asymptotically) like sampling from the distribution F truncated at ~' ( a ) and ~' ( 1 This -a). estimator, say Pa, is location and scale invariant, and will be asymptotically K-variate Gaussian with covariance matrix c2(a, F)Q-' where a2(a, F) denotes the asymptotic variance of the corresponding a-trimmed mean from a population with distribution F. This class offers promising robustness properties and should behave similarly to Huber's (M) estimates. Computation of these trimmed least squares estimates merely requires the solutions of two simple linear programming problems in addition to the usual least squares computation. The choice of the trimming proportion a will depend, obviously, on one's confidence in the quality of available data. With data of very dubious reliability one may want to use the ultimate trimmed least squares estimator with a = 1/2, the regression median or LAE estimator. For somewhat better data, a trimming proportion of five to ten per cent is probably preferable.
. CONCLUSION
We argue that the conventional least squares estimator may be seriously deficient in linear models with non-Gaussian errors. In the absence of a wellspecified prior on the set of plausible distribution functions it is useful, following Huber [25]and others, to view the problem of estimation in terms of insurance. It seems reasonable to pay a small premium in the form of sacrificed efficiency "at the Gaussian distribution" (if that is the hypothesized parametric model), in order to achieve a substantial improvement over least squares in the event of a non-Gaussian situation.
We introduce a new class of statistics for the linear model which we have called "regression quantiles" since they appear to have analogous properties to the ordinary sample quantiles of the location model. Natural generalizations based on regression quantiles of linear combinations of sample quantiles and trimmed means which appear to have promising robustness properties are then proposed for the general linear model. This translated dual formulation proves to be extremely convenient for computational purposes. Standard linear programming algorithms provide quite efficient algorithms for such bounded variables problems. So-called "parametric variation of the right-hand-side" of (D') permits economical solution for many, or indeed all, 0 E [O, 11.
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