Abstract. In real world scenarios, guiding vision to focus on salient parts of the visual space is a computationally demanding tasks. Selective attention is a biologically inspired strategy to cope with this problem, that can be used in engineered systems with limited resources. In active vision systems however, the stringent realtime requirements limit the space of solutions that can be achieved with conventional machine vision techniques and systems. We propose a hybrid approach where we combine a custom neuromorphic VLSI saliency-map based attention system with a conventional machine vision system, to implement both fast contrast-based saccadic eye movements in parallel with conventional visual attention models that use high-resolution color input images. We describe the system and characterize its response properties with experiments using both basic control visual stimuli and natural scenes.
Introduction
Selective attention is the strategy used by a wide range of animals [3, 6, 19, 23] to cope with the problem of processing high amounts of sensory inputs in real-time. Rather than attempting to process everything in parallel at once, selective attention allows the system to process the most relevant parts of the sensory input sequentially [9, 22] . For example, in primates selective attention plays a major role in determining where to center the high-resolution central foveal region of the retina for visual processing [21] , by biasing the planning and production of saccadic eye movement sequences [2, 13] . This is a highly effective strategy for optimizing the use of computing resources that is often also used in artificial sensory-motor systems. In particular this strategy Daniel Sonnleithner · Giacomo Indiveri Institute of Neuroinformatics, University of Zurich and ETH Zurich, Winterthurerstrasse 190, CH-8057 Zurich, Switzerland e-mail: {daniel.sonnleithner,giacomo}@ini.phys.ethz.ch has been adopted by a large number of research projects within the field of robotics and machine vision (see Frintrop et al. 2010 [12] for a recent survey). However, as vision is computationally intensive, selective attention models have been applied mainly to passive vision systems (i.e., machine vision systems operating on static images). Active vision systems on the other hand have extremely stringent requirements, as they often need to carry out all of the sensory processing in real-time. The real-time requirements together with additional constraints on size and power consumption of the computing hardware are still limiting the application of selective attention models to active-vision systems and mobile robotics.
To overcome this problem, we developed an active vision framework based on a dedicated hardware solution that can carry out the planning and production of camera movements in real-time, interfaced to a conventional machine vision system. The conventional machine vision system is composed of a standard color camera interfaced to a workstation for executing machine vision algorithms, while the custom hardware past is composed of hybrid analog/digital Very Large Scale Integration (VLSI) chips that implement real-time models of sensory processing systems and neuromorphic models of spiking neurons and cortical neural networks [16] . In particular the neuromorphic multi-chip system presented in this paper comprises a Selective Attention Chip (SAC [1] ) inspired by saliency-based models of attention [18] and a Dynamic Vision Sensor (DVS [20] ) inspired by the fast transient pathway of mammalian retinas. The DVS is a low-resolution vision sensor that responds to temporal contrast changes in the sensor's field of view in real-time and is not sensitive to color. Both, conventional color imager and custom DVS are mounted on a motorized pan-tilt-unit which orients them towards the most salient stimuli, as computed by the SAC.
While the low-resolution custom vision system responds in real-time to moving stimuli (such as objects entering the sensor's field of view) and can be used to produce fast reactive motor outputs, the conventional high-resolution machine vision system can be used to carry out higher level processing tasks (such as object recognition) on the images being analyzed, in between saccadic camera movements.
The framework proposed is inspired by the mammalian visual system that uses a high-resolution color "device" (the retina's fovea) in parallel with a lower-resolution "device" (the retina's periphery) that responds mainly to moving or transient stimuli and is less sensitive to color and shape. Computation of a saliency map using mainly changes in contrast of a moving scene is supported by recent findings that demonstrate that motion and temporal change are strong predictors of human saccades [17] .
In the next section we describe the active vision setup. In Section 3 we present experimental results that demonstrate the real-time capabilities of the selective attention system, and in Section 4 we discuss the results and present concluding remarks.
Fig. 1
Experimental setup diagram: both a high-resolution camera and a DVS chip are mounted on a pan-tilt-unit, controlled by a workstation. The camera is directly connected to the workstation, while the DVS sends its outputs to the SAC. The SAC processes the DVS data, computes the location of the most salient input, and transmits this information to the workstation. The workstation is then used to drive the pan-tilt-unit so that the most salient location is centered in the DVS field of view. Solid lines represent AER connections, the dashed represents vision signals from the standard camera, and the dotted line represents motor control signals
The Active Vision Setup
The active vision setup, with standard machine vision components interfaced to custom neuromorphic devices is depicted in Fig. 1 . The pan-tilt-unit orients both vision sensors toward salient stimuli. It can operate at speeds of more than 300
• /s with a resolution of about 0.05 • , and is controlled by the workstation via a serial interface. The high-resolution camera (a Logitec C200 web cam) is interfaced to the workstation via a standard USB connection and provides a 640 × 480 pixels video stream at 30 Hz. The DVS is the 128 × 128 pixel sensor described in Lichtsteiner et al. 2008 [20] . This sensor responds to temporal changes in the logarithm of local image intensity, thus encoding relative temporal changes in contrast, rather than absolute illumination (as in the conventional camera).
Thanks to the logarithmic compression, the DVS is able to detect contrast changes as low as 20 % with a dynamic range spanning over 5 decades. Each pixel in the DVS performs this computation independently (local gain control), allowing the DVS to optimally respond to scenes with non-homogeneous illumination (e.g., outdoors or in environments with uncontrolled illumination). An important feature of the DVS, which makes it radically different from the sensors used in conventional machine vision approaches is the way it transmits output signals: signals are not scanned out on a frame-by-frame basis. Rather, the address of a pixel is transmitted on a shared digital bus, as soon as that pixel senses a difference in contrast. This "event" is written on the bus as it happens, in a completely asynchronous fashion. Each pixel address is written on the bus in real time, and potential conflicts (cases in which multiple pixels attempt to access the shared bus at the same time) are managed by an on-chip arbiter. This asynchronous communication protocol is based on the address-event Representation (AER) [4, 7] . As the DVS only transmits data when pixels sense sufficient contrast changes, redundancy in the data is strongly reduced (e.g., no data is transmitted and no bandwidth is used when there is no change in the visual scene). This produces a sparse image coding and optimizes the use of the communication channel, as well as the post-processing and storage effort. This, combined with the real-time asynchronous output nature of the DVS ensures precise timing information and low latency [20] yet requires a much lower bandwidth than used by frame-based image sensors of equivalent time resolution [8] .
In general, AER systems convert analog signals into streams of stereotyped nonclocked digital pulses (spikes) and encode them using pulse-frequency modulation (spike rates). When a spiking element on an AER VLSI device generates an event, its address is encoded and instantaneously put on a digital bus. In this way time represents itself, and analog signals are encoded by the inter-spike intervals between the addresses of their sending nodes. By converting analog signals into this digital representation, we can take advantage of the high-speed digital communication tools and exploit the flexibility offered by digital systems. The Selective Attention Chip presented here, and the overall system use this AER scheme for both communicating and processing events that travel across the system's computational stages. Indeed, the SAC is using the same representation to receive the DVS signals, process them, and transmit the outcome of the selective attention processing.
The events produced by the DVS are transmitted to the SAC for computing in real-time the position of the salient target(s). The events generated by the SAC are then transmitted to a workstation for further processing that results in driving the pan-tilt-unit. Figure 2 shows the outputs of both vision sensors, as well as the output of the SAC, in response to the same input stimulus. All of the asynchronous address-event traffic is managed by custom Field Programmable Gate Array (FPGA) boards [11] and a look-up table based "mapper" that assigns destination addresses to each source address [10] . In this way events produced by different pixels on the DVS can be mapped to one or more pixels on the SAC e.g. to implement log-polar or retinotopic mappings. Similarly events produced by other AER sensors, such as the silicon cochlea [5] can be used to create more complex saliency maps. Events produced from algorithms executed on workstations can also be used to shape or modulate the saliency map, for example to model the effect of top-down influences on the selective attention competitive process (see Section 3).
The Selective Attention Chip
The saliency map is constructed by the input circuits of the SAC, which integrate the incoming address-events and carry out further processing on them. The chip has been described in detail in Bartolozzi et al. 2009 [1] . It comprises an array of 32 × 32 pixels with AER digital circuits as well as analog neuromorphic circuits that implement silicon synapses, neurons, and additional signal processing stages. Figure 3(b) shows the block diagram of an SAC pixel: each pixel in the array receives input sequences of spikes which encode the saliency of the corresponding pixel in the visual scene; an input excitatory synapse integrates the spikes into an excitatory current I exc which is then fed into a hysteretic Winner-Take-All (WTA) circuit [14] . The hysteretic WTA network compares the input currents of all pixels and activates only the pixel receiving the largest input current, while suppressing the output of all other pixels. The winning pixel will then produce a constant output current I wta , which is independent of the input, and source it to the pixel's leaky Integrate and Fire (I&F) neuron. This circuit, fully characterized in Indiveri et al. 2006 [15] , produces voltage pulses (spikes) at a rate which is proportional to it's input current. Each time a spike is emitted from a neuron, the address of the spiking pixel is encoded on a digital bus, instantaneously. The output AER circuits manage the asynchronous transmission of address-events to the other components of the selective attention system. In parallel, the spikes of the I&F neuron are sent to the pixel's inhibitory synapse which produces a negative current I inh . This implements a negative feedback loop in which the current integrated from the output spikes I inh is subtracted from the external input current I exc . The net input current to the winning pixel therefore decreases until a different pixel wins the competition for saliency. This self-inhibition implements a known mechanism in selective attention models named inhibition of return (IOR). It allows the network to shift from the currently attended stimulus to a different one, selecting sequentially the most salient regions of the input space in order of decreasing salience, reproducing the attentional scan path [18] .
Mapping Events to the Selective Attention Chip
The custom FPGA boards and the mapper device developed to manage the AER traffic [10] allow us to define arbitrary connectivity patterns for implementing different mappings from one or more AER sensors to the SAC. As the mapping tables are stored in the main memory of a PC motherboard, we have access to large amounts of fast memory (2 GiB in this system) and can program a wide variety of mappings.
As the DVS and the SAC have different resolutions, the use of the address-event mapper is extremely useful: the DVS uses a 15 bit address space to encode the position of its 128 × 128 pixels as well as the polarity of the pixel's sensed contrast change resulting either to an increase or decrease of contrast (on-or off-event). In contrast, the SAC's 32 × 32 pixel array uses only 10 bits to encode its pixel addresses.
The mapping used throughout this paper was linear, i.e. both the x-and the yvalue of the DVS output addresses are divided by 4 and mapped topographically to the SAC, irrespective of the event polarity (each SAC pixel has a receptive field corresponding to a 4 × 4 pixel area on the vision sensor). However, as the mapper can be reconfigured easily, this infrastructure is also useful to explore alternative mappings (e.g. retinotopic) from the dynamic vision sensor to the SAC, or to fuse inputs coming from different AER sensors (e.g. multiple vision sensors, or vision and auditory sensors).
Controlling the Pan-Tilt-Unit
In addition to being monitored by the workstation (e.g. to evaluate the system performance), the SAC's output address-events are used to control the pan-tilt-unit movements: the workstation processes the SAC output address-events to orient both vision sensors, moving them toward the salient regions in the visual space. As the control algorithms are executed on the workstation, many different strategies can be flexibly explored.
In the current experiments we adopted a control strategy defined as follows: the visual field is subdivided into five main regions (top, left, bottom, right and center); if an event is generated by pixels belonging to the center, the system does not move the actuator; if the event belongs to one of the other regions, a motion vector is calculated for both pan and tilt as
where e represents the event's x or y address, Δα i denotes the changes of angle that have to be applied to the pan-tilt-unit, and β represents the angle of view of the DVS. Note that the highest possible address value is 31. An alternative control algorithm that we adopted calculates Δα for every event produced (irrespective of the region it belongs to) and performs an appropriate thresholding, rather than first checking the region of origin and then performing the calculation for events coming only from border regions.
Experiments
To characterize the selective attention system, we conducted a set of basic control experiments. In a first set of experiments we measured the response of the SAC to different stimulus conditions, without activating the pan-tilt-unit motors (see also Sonnleithner et al. 2011(b) [25] ). In a second set of experiments, we activated the control loop and used the events produced by the SAC to orient the vision sensors (see also Sonnleithner et al. 2011 [24] ).
Covert Attention Experiments
To examine the SAC's response to different visual inputs, we stimulated the DVS by presenting different patterns on an LCD screen, and analyzed the SAC output address-events. The DVS was stimulated by three blinking black rectangles on a white background of the LCD screen. We used blinking frequencies ranging from 5 to 30 Hz. The size of the rectangles was chosen such that in most of the cases only one pixel in the SAC was stimulated.
Due to the "real-world" conditions used in this experiment, namely the refresh rates of the LCD screen, the mapping of the 128 × 128 DVS pixels to the 32 × 32 SAC pixels, the variability in the illumination conditions, and the mismatch and inhomogeneous properties of both DVS and SAC VLSI circuits, the spike-trains received by each SAC pixel do not have a regular 5 to 30 Hz frequency. Rather, they are inhomogeneous, with periods of bursting activity interleaved by periods of noisy low frequency. The inter-burst frequencies are proportional to the visual stimuli blinking frequencies. This experimental setup was chosen as a compromise between "natural" scene stimuli (that would be used in typical operating conditions), and well controlled stimuli (e.g., produced by function generators or computers), in order to determine the system's settings, for optimal operation in natural conditions, while having good control of the stimulus properties.
In these control experiments the selective attention system is expected to detect the rectangle that blinks with the highest frequency (i.e. the salient target) and ignore the two distractors blinking with a lower common baseline frequency. As done in psycho-physics experiments, we set parameters in our experiments at threshold, so that the system would not select the right target 100 % of the times, and measured the equivalent of psychometric curves on the artificial system, by gradually increasing the difference between baseline stimulus frequencies and target stimulus frequencies. We ran two sets of experiments with different baseline frequencies: one with 5 Hz, and the other with 10 Hz (see Fig. 5 ). Furthermore we repeated the experiments with an additional input generated synthetically on the workstation, as a sequence of extra address-events merged to the stream of address-events coming from the sensor, to apply the concept of top-down attention to the system.
Experiment Description
Each experiment comprises three 5 s lasting runs. Before the beginning of each experiment run, the system was reset to an initial state: the weights of the input excitatory synapses were set to zero, the WTA circuit bias current was turned off and the leak of the output neurons was set to max. At the onset of each run these parameters were reset to their default values.
To account for mismatch effects from both DVS and SAC circuits, we chose the locations of the three black rectangles randomly for each experiment, but kept them fixed for each of the experiment's runs. During the three runs, the target was permuted among the three locations. We swept the target frequency from the baseline value (either 5 or 10 Hz) up to 30 Hz. Higher target frequencies could not be used, due to interference with the monitor or system refresh rate. For each target frequency chosen, we repeated multiple trials of the experiments and calculated the percentage of correct choices made by the SAC. To estimate how reliable the selection of the correct target is, we repeated the same set of experiments, using the same randomly picked locations, multiple times (see error-bars in Fig. 5) .
As a next step, we set appropriate weights to the inhibitory synapses to activate the inhibition-of-return mechanism in the winning WTA cell. This feature should allow the system to scan through all salient regions (i.e., the three blinking rectangles), but ideally the location of the strongest stimulus should be chosen more often than the distractors.
Finally, we were interested to test if the concept of "top-down attention" is applicable to our system and to see how it would influence the performance of the detection of the salient target. We simulated top-down influence by using a computer-generated stimulus that provides an additional input to the location of the target rectangle, and measured its effect on the selection process. The stimulus was chosen such that it would not always win the competition process against the distractors, if presented in isolation (without the visual target). Therefore we generated an artificial 15 Hz Poisson spike train that stimulated an area of 3 × 3 SAC pixels centered at the location of the visual target and applied it in parallel to the visual "bottom-up" stimulus.
To calibrate the top-down stimulus in a way that it would not alter the bottom-up selection process if presented alone (i.e., to find the appropriate top-down stimulus frequency), we stimulated the SAC with the top-down Poisson spike train while displaying a visual stimulus corresponding to single rectangle blinking either at 5 Hz or at 10 Hz at a different spatial position, and evaluated the competition process. Then we counted the number of times the bottom-up visual stimulus was selected and related it to the total number of trials. The results of these control experiments are shown in Fig. 4 . Since there is a significant drop at 20 Hz top-down stimulus frequency, we chose maximum frequency of 15 Hz for the top-down spike-train.
Results
For each experiment run, we recorded both the input events mapped to the SAC and the SAC output events. For each target-distractor frequency pair we counted the runs where the selective attention system chose the target stimulus correctly and related it to the total conducted runs. The percentage correct results are summarized in Fig. 5 . As expected, when all three stimulus rectangles are blinking at the same (baseline) frequency the system picks one location at random (33% correct trials). This happens for both sets of experiments, with different baseline frequencies. As the difference between the target and the distractor frequencies increases, the percentage of correct runs increases. The drops in performance at 20 Hz for the 5 Hz baseline frequency correspond to an absolute target frequency of 25 Hz. Therefore it is most likely due to artifacts induced by interference with the power line or the screen's refresh rate. When activating the SAC's IOR mechanism, the system's performance is less regular. This is expected since this mechanism introduces additional dynamics into the selection process.
As expected, the top-down stimulus can positively bias the selection process: the system's performance in choosing the correct rectangle increases for both baseline frequencies (see dashed lines in Fig. 5 ).
Overt Attention Experiments
In this section we describe experiments in which the active vision system orients the camera and the DVS toward salient regions. Specifically, we oriented the dynamic vision sensor toward a standard LCD screen and presented visual stimuli provided by a Java program that we developed for this purpose. The stimuli consisted of two blinking blobs on two fixed locations A and B (see Fig. 6 ). We chose stimuli locations A and B such that they lay both in the DVS field of view, and such that both axes of the pan-tilt-unit had to move (pan: about 12 • , tilt: about 8.5 • ) in order to shift the DVS to center location B in its field of view, from location A.
At the beginning of the experiment, a blob blinking at a frequency of 10 Hz was presented at location A, and the DVS was centered on A. After 5 s, a blinking blob of 20 Hz appeared at location B. At the same time, the blob at location A stopped blinking. After 5 s the blinking location was switched back, then blinking at a frequency of 30 Hz. The experiment ended after another 5 s. The increased frequencies made sure that the newer stimuli were always more salient than the preceding ones. Both the stimulus data sent to the SAC and the output data produced by the SAC were recorded. Fig. 7 shows an example of raw address-event data: The plot's horizontal axis shows the experiment's time in seconds. Each dot in the figure represents the occurrence of an event. To represent the two dimensional structure of the chip, the pixels' x-and y-coordinates were collapsed on the y axis (pos = x + 32y).
During this control experiment the SAC's IOR feature was not enabled.
Measurement
The raw address-event data was analyzed to measure the active vision system's reaction times. To get a better visual representation of the data, the addresses that represented the blinking blobs were highlighted by colors (see Fig. 7 ). During the first phase (highlighted in blue), the system fixated the blinking blob at location A. At about 183.7 s the second blob at location B began to blink. In the raster plot, this phase is colored in pink. After a short time the system reacted on this new input and the pan-tilt-unit began to move. This phase can be easily identified by the high activity throughout all DVS addresses around 184 s. The arrows in Fig. 7 (a) point to the clusters of spikes generated by the blob moving from B to B'. Finally, in the third phase of the experiment the system has centered the location B (colored in red, indicated with letter B'). On average, with the biologically plausible time-constants and settings used in these experiments, the system takes 128 ms (σ = 25.3ms) to shift from one location To represent the two dimensional structure of the chip, the pixels' X-and Y-coordinates were collapsed on the Y axis (pos = X + 32Y ). Arrows indicate the clusters of spikes generated from the blob at location B during the camera movement.
to the next. As observed in the raster plot of Fig. 7(b) , and as expected by the WTA operation of the SAC, there is only one winner at a time. After the winner is chosen, the system takes 28 ms (σ = 1.4ms) to start a new saccadic camera movement (latency measured from the first output spike produced by the SAC). We used the significant increase in overall activity of the DVS to define the time of saccade onset. With the beginning of the onset of a saccadic camera movement we measure the final figure of merit: the time required by the pan-tilt-unit to center the new salient region in the DVS field of view. We define the end of such period by using the spikes produced by the SAC at the new location. For this time period the system requires 324 ms (σ = 18.2ms). The overall time used by the active vision system to select a new target and move the sensors to center it in its field of view can be obtained by summing up the time of these three different phases. This results in less than 500 ms. Both SAC and motion latencies can be easily decreased and tuned to the experiment/system requirements. In this experiment we purposely biased the SAC to have biologically plausible response properties, which result in these relatively high latencies.
Conclusions
We presented an active vision system that combines the strengths and advantages of both classical machine vision approaches and custom neuromorphic VLSI technology. In this work we described the overall system and focused mainly on basic control experiments to demonstrate the non-conventional aspects of the active vision system (namely it's ability to select salient targets and orient the sensor towards them in real time). We carried out additional experiments in less controlled and more cluttered environments, comprising for example blinking LEDs as targets in an office environment, with people walking in the background as distractors, and verified the same qualitative response properties.
The neuromorphic part of the architecture exploits the features of both the DVS and the SAC to create a biologically plausible selective attention system, similar to what has been previously proposed [1] . The overall framework developed here however allows the user to experiment with different models and different approaches: the programmable mapper used allows users to easily change look-up/mapping tables, so that events produced by the vision sensor can be mapped with different one-to-one, many-to-one, and/or one-to-many mapping schemes (e.g., to explore the effect of retinotopic mappings). In addition, this allows multiple AER sensors and devices to contribute to the creation of the saliency map on the SAC input synapses, raising the possibility to easily explore sensory-fusion strategies in the context of active (motorized) selective attention setups. The main strength of the framework proposed here lies in the ability to interface the classical machine vision methods to the neuromorphic components of the system. On both bottom-up, saliency-based selective attention algorithms as well as high-level or object-based models can be run in the machine vision system, and their output, once converted into AER, can be fused with the address-events being transmitted by the real-time sensors and processing chips. In this way complex software models that use high-resolution color vision sensors can modulate the saliency map on the SAC, influence or bias the selective attention competition taking place in the SAC, and ultimately determine the sequence of saccadic "eye" movements, where the "eye" in our case is the sensory system composed of a slow (frame-based) high-resolution color sensor, and a fast (asynchronous) low-resolution contrast transient sensor.
