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NORTH- HOLLAND 
COMPLETENESS OF SLDNF-RESOLUTION FOR 
NONFLOUNDERING QUERIES  
WLODZIMIERZ DRABENT 
~> SLDNF-resolution is a standard operational semantics for negation as 
(finite) failure. For some programs and goals, SLDNF-resolution is in- 
complete with respect to the Kunen semantics (program completion in 
three-valued logic). Intuitively, the reason for incompleteness is flounder- 
ing. This fact, however, has not been proven formally. The existing papers 
study syntactic lasses of programs and goals for which SLDNF-resolution 
is complete. 
We prove completeness of SLDNF-resolution for arbitrary programs, fair 
selection rules, and nonfloundering queries. For this, we need an appropri- 
ate notion of floundering. We introduce two versions of this notion, one 
simple but crude, the other more sophisticated. To be able to deal with 
fairness, we introduce an alternative definition of SLDNF-resolution. We 
also show how the three-valued completion semantics can be expressed in 
terms of the classical two-valued logic. 
1. INTRODUCTION 
A standard way of treating negation in logic programming is negation as (finite) 
failure. Its declarative semantics i  given by the Clark completion of the program. 
Actually, for normal programs, this semantics is too strong. For example, the 
completion of the program { p ~ -~p } is inconsistent, both p and -~p are its logical 
consequences; thus, the semantics requires the goal ~--p to both succeed and fail. 
To avoid such problems, a weaker version of completion semantics was introduced 
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by Kunen [10]. It considers logical consequences of the completion in three-valued 
logic. (In Section 7, we show how to express it in standard two-valued logic.) In 
our work, we use this semantics as the declarative semantics for logic programs. 
The abstract computational mechanism implementing negation as failure is 
SLDNF-resolution [12]. One would like such a computational mechanism to be 
complete, i.e., to be able to produce all the results required by the declarative 
semantics. In other words, completeness means that: (1) for any correct answer 
substitution required by the declarative semantics, the computational mechanism 
is able to produce a more general computed answer, and (2) for any goal ~-Q, if Q 
is false according to the declarative semantics, then ~Q fails. 
For normal ogic programs, SLDNF-resolution is not complete. Its completeness 
has been proved only for rather restricted classes of programs and goals; a seminal 
result is completeness for allowed programs/goals proved by Kunen [11] (it sub- 
sumes a theorem obtained at the same time by Cavedon and Lloyd [4]). It was 
extended for broader classes of programs and goals in a series of papers by Decker 
and Cavedon; see [5] for a summary. Probably its most important generalization 
is that of S t~k [20] (where an extension of SLDNF-resolution is used). We should 
also mention the result of Stroetmann [21]. For every such class, there exist pro- 
grams and goals that do not belong to the class, but for which SLDNF-resolution 
is complete. 
These completeness theorems have a similar form. They state that if a program 
with a goal satisfies certain syntactic onditions, then SLDNF-resolution gives the 
results required by the declarative semantics. The premises of these theorems do 
not refer to floundering (i.e., the inability of SLDNF-resolution to resolve non- 
ground negative literals). However, floundering---or the limitation of negation as 
failure to YES and NO answers--is usually considered to be the main reason for 
incompleteness (for instance, see [12, p. 98]). 1 
In this paper, we show that SLDNF-resolution is complete for nonfloundering 
goals under some natural conditions concerning fairness. The novelty of our ap- 
proach is that we relate the completeness directly to nonfloundering, and we deal 
with arbitrary normal programs and goals. 
The paper is organized as follows. The next section contains the outline of the 
paper. Section 3 presents the concepts necessary for our work. Among others, we 
need a constraint representation f resolution where, instead of applying mgus, the 
corresponding equations are added to the goals. That section also presents SLDFA- 
resolution [9], which is a generalization of SLDNF-resolution for constructive nega- 
tion. A completeness result for SLDFA-resolution [9] is a starting point for our 
work. The next two sections introduce SLDNFl-resolution and discuss floundering. 
SLDNFl-resolution can be seen as an alternative definition of SLDNF-resolution. 
We introduce it in order to be able to deal with fairness. Section 6 presents our 
completeness results for SLDNFl-resolution and for SLDNF-resolution. The last 
section shows how three-valued completion semantics can be represented in a stan- 
dard two-valued logic. 
We assume that the reader is familiar with basics of logic programming, SLDNF- 
resolution [12] and the Sunen semantics [10]. 
IThis can be justified more formally as follows. Due to floundering, SLDNF-resolution does 
not satisfy the lifting lemma. This implies, as shown by Plaza [16], that SLDNF-resolution cannot 
be complete (and sound) for any logical semantics. 
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2. OUTL INE 
In what follows, p, q stand for predicate symbols, x, y for variables, A, B for atoms, 
L, M for literals, and L, M for sequences (conjunctions) of literals. We will usually 
underscore the selected literal of a goal. We will often abbreviate "finitely failed" 
by "failed." We refer to SLDNF-resolution as defined in [12] by the definitions of a 
failed SLDNF-tree and an SLDNF-refutation. (The discussion below may also be 
read from the point of view of the definition of [2].) 
In this informal introduction, we use a (rather obvious) notion of a deriva- 
tion. The formal definition of SLDNF-derivation in [12, p. 87] is unsatisfactory [2]. 
According to it, for instance, floundering SLDNF-derivations just do not exist. 
This problem can be solved by removing from that definition the restrictions on 
a negative literal selected in the last goal. (Thus, if a -,A is selected in the last 
goal of a derivation, we neither require that A is ground nor that ~-A 
succeeds). 
Floundering is often defined as obtaining a goal consisting only of nonground 
negative literals. We understand it in a slightly different way. By floundering of a 
goal G, we mean selecting a nonground negative literal in a goal in the computation 
started with G. Thus, floundering depends on the selection rule. A definition of 
floundering is given later in this section. 
A selection rule (called also computation rule) is a function selecting a literal 
in any nonempty goal. It should be possible to select different literals in distinct 
occurrences of the same goal. So the selected literal in a goal in a derivation is a 
function of the "history" of the derivation (see [3, p. 504] for a definition). Roughly 
speaking, the history for a goal G in a derivation D is the part of D preceding G. For 
programs with negation, in case D is not a "top-level" derivation, one may require 
that the history refers also to what had happened before D was initiated. This 
means adding to the history the relevant parts of the derivations that had invoked 
D, directly or indirectly. All our results also hold for the concept of selection rule 
generalized by extending history in such way. 
In this paper, we show that SLDNF-resolution is complete for arbitrary pro- 
grams and for goals that do not flounder under certain requirements. An obvious 
requirement is that the goal does not flounder under some fair selection rule. (Us- 
ing a fair selection rule is already required for completeness of negation as failure 
for SLD-resolution [12, 3].) A selection rule is fair if, in every infinite derivation 
for each literal L in a goal, (some further instantiated version of) L is eventually 
selected. 
Example 2.1. Consider program { p ~-- p; q(x)~-}. Let ~-L be the goal ~-p, -,q(x). 
is false in the completion semantics, but ~--L does not fail. The reason for 
incompleteness is floundering when -~q(x) is selected. 2 Goal ~--L flounders under 
any fair selection rule, but it does not flounder under the Prolog selection rule, 
falling into a loop instead. 
However, nonfloundering for some fair selection rule is not sufficient for com- 
pleteness (if SLDNF-resolution is understood in the usual way [12, 2]). 
2In this work, we do not consider the extension of SLDNF-resolution that allows selecting 
nonground ~A in cases when ~-A fails or succeeds with an empty answer. 
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Example 2.2. For the program from the previous example, the goal ~---~p,-~q(x) 
does not flounder under any selection rule that selects -~p first. The goal simply 
does not have a successor, due to an infinite loop at the lower level. According to 
the completion semantics, the goal should fail. A failed tree does not exist for any 
selection rule, due to floundering, as in the previous example. 
The example suggests that the fairness requirement should be strengthened. For 
the purposes of this introduction, let us call a derivation strongly fair if it fails or 
if (some further instantiated version of) every literal occurring in the derivation is 
eventually selected. For definite programs and goals, fairness and strong fairness are 
equivalent, as an SLD-derivation that neither succeeds nor fails is infinite. As the 
example shows, this equivalence does not hold for SLDNF-derivations. Intuitively, 
it is strong fairness that is needed for completeness; if ~-L fails and ~-M does not, 
then in order to obtain failure of ~-L, M, one has to select L at some step. The 
problem is that strongly fair SLDNF-derivations do not exist for some programs 
and goals. An example is (p~-p; q~-q } with ~--~p,-~q. 
We solve this problem by providing an alternative representation of SLDNF- 
resolution. (For the details of the modification, called SLDNFl-resolution, see Sec- 
tion 4.) We introduce prefailed trees. The idea is that, after selecting a ground 
negative literal in a node ~-L, -~_AA, M of an SLDNF1 prefailed tree, a child ~-L, M 
of the node is built. If ~-L, M eventually fails, then the result of the computation 
for ~-A is irrelevant. If ~-A succeeds, then ~-L, M and its descendants can be 3 
removed from the tree. (Also, if both ~-A fails and ~-L, M succeeds, then a suc- 
cess of ~-L,-~A, M is established.) If a prefailed tree is finite and does not contain 
an empty goal, then it is an SLDNF1 finitely failed tree (provided all the selected 
negative literals are ground). 
So the difference between SLDNF- and SLDNFl-resolutions is that a node 
~- . . . ,  -~A, .. .  of an SLDNF1 failed tree may have a child also when ~- A does 
not fail. Any SLDNF1 finitely failed tree can be transformed into a finitely failed 
SLDNF-tree with the same root goal (and possibly a different selection rule); 
any SLDNFl-refutation is an SLDNF-refutation (Proposition 4.2). Obviously, 
any SLDNF-refutation (failed tree) is an SLDNFl-refutation (failed tree). Thus, 
SLDNFl-resolution can be seen as a way of representing SLDNF-resolution. 
For SLDNFl-resolution, strong fairness coincides with fairness: If the selection 
rule is fair, then for any goal, there exists an SLDNF1 prefailed tree whose every 
branch is a strongly fair sequence of goals. So we will use SLDNFl-resolution 
instead of SLDNF-resolution whenever we are interested in fairness. 
For the rest of this paper, we define floundering of a goal G under a selection rule 
R as selecting by R a nonground negative literal in an SLDNF1 prefailed tree: in 
an SLDNF1 prefailed tree for G or in a subsidiary prefailed tree referred to, directly 
or indirectly. 
Requirement of nonfloundering is rather restrictive, as it considers all the nodes 
of prefailed trees. For instance, goal G = ~-- -~_pp, -~q(x) flounders for program (p  ~- } 
and the Prolog selection rule. There are two prefailed trees for G and G; ~--~q(x) 
is a branch of one of them. However, the other tree is an SLDNF failed tree; literal 
-~q(x) is not selected in it. In Section 5, we weaken this requirement by defining 
"serious floundering." 
3Due to this nondeterministic choice, the prefailed tree is not unique. 
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We show that SLDNFl-resolution is sound and complete with respect o the 
three-valued completion semantics for any program, any fair selection rule, and any 
goal that does not (seriously) flounder under the selection rule (Theorem 6.2). The 
proof refers to completeness of SLDFA-resolution, a constructive negation method 
[9]. As a corollary, we obtain a completeness result for SLDNF-resolution. 
3. PREL IMINARIES  
3.1. Basics 
We use the standard notation and terminology [12]; however, normal programs and 
goals will be called programs (resp. goals). Underlining of a literal in a goal means 
that the literal is selected. Overbars will be used to denote a (finite) sequence of 
objects, e.g., 5 is an abbreviation for Xl , . . .  ,xn for some integer n >_ 0, p(t) abbre- 
viates p(tl, . . .  ,tin), where m is the arity of p, ~=t  abbreviates Sl =t l , . . . ,  Sn -~tn 
for some n > 0, etc. As usual, a comma will often be used instead of A. 
The logical consequence in the standard two-valued logic will be denoted by 
and in the three-valued logic by ~3. For the definitions concerning the three-valued 
logic, see [1, 7, 10]. We use the standard notion of the completion of a program P 
and denote it comp(P). The Clark equality theory that is a part of comp(P) will 
be denoted by CET. (Predicate symbol = has only two-valued interpretations.) 
We do not require that the language of discourse has exactly those functors that 
occur in P; neither do we require that the language is infinite. (We will say that 
the language is (in)finite if its set of functors, including constants, is (in)finite). 
An equation is an expression of the form s -- t where s and t are terms. Negation 
of an equation (a disequation) will be written as s ~ t. The symbol = is used both 
as a syntactic symbol in equations and as an equality symbol of the metalanguage. 
We take care that this does not lead to ambiguity. We will not distinguish between 
a set of equations and their conjunction. 
By a constraint, we mean a formula with only the predicate symbol - .  Con- 
straint U is said to be satisfiable if there exists a model of CET in which ~ is 
satisfiable (i.e., if CET ~/-~3~). 
In this paper, we consider only idempotent mgus. A substitution 0= (5/t} is 
idempotent iff {5} N FV(t) = 0. For 0 = {5/t}, we denote dom(0) -- {5} (the domain 
of a substitution). The equation set corresponding to a substitution {5/t} is 5 = t. 
By a most general unifier of an equation set ~ = t, we mean an mgu of the pair of 
term tuples (~, ~). If {5/Y} is an mgu of ~ = t, then CET ~ ~ = t ~-~ x = r. Equation 
set ~ = t is satisfiable iff it has a unifier iff CET ~ 3 ~ = t. 
The set of free variables occurring in a syntactic onstruct (formula, term, etc.) 
F is denoted by FV(F). The restriction FIs of a formula F to a set S of variables is 
the formula 3x l , . . . ,  xnF where {x l , . . . ,  xn} = FV(F)\S.  Similarly, the restriction 
of a substitution ~to S will be denoted 818. We will abbreviate FIFV(F, ) as FIF, 
and ~IFV(F') as ~lf'" 
3.2. SLDNF-Resolution 
We use the standard efinition of SLDNF-resolution [12]. It consists of two mutually 
dependent definitions of SLDNF-refutations and finitely failed SLDNF-trees. To 
avoid circularity, it employs ranks, which are natural numbers. SLDNF-derivations 
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and SLDNF-trees are introduced as additional notions only. As the definition is 
well known, we do not repeat it here. For details, the reader is referred to [12]. 
We will need a complementary view of SLDNF-resolution where equations are 
used instead of substitutions. We will call it the constraint representation f SLDNF- 
resolution (in contrast o the standard one [12]). We introduce it by describing 
differences between the standard and the constraint representation. 
In the standard representation, resolving a goal ~--M,p(t),N with a clause 
p(~)÷-L (with the variables tandardized apart [3]) results in a goal ~--(M, L, N)~ 
where ~ is a most general (idempotent) unifier of t and ~. In the constraint rep- 
resentation, goals are of the form ~--~, L where ~ is a satisfiable (possibly empty) 
equation set. A goal ~ ,M,p( t l , . . . ,  tn),-N resolved with a standardized apart 
clause p(sl,..., sn)~L results in ~-y, tl = S l , . . . ,  tn = sn, M, L, N, provided that 
~, tl - S l , . . . ,  t~ - sn is satisfiable. (In such a case, we will say that the clause is 
applicable to the goal.) 
The safeness condition ('%he selected negative literal is ground") has to be refor- 
mulated for the purposes of the constraint representation. Notice that a negative 
literal -~A in a goal ~ , . . . ,  ~A, . . .  corresponds to a ground literal in the standard 
representation iff AO is ground where ~ is an mgu of 7. By abuse of terminology, 
we will say that such A is ground in ~--~,...,-~A,.... Now, the treatment of se- 
lected negative literals in the constraint representation is obvious. C A successor of 
G = ~-~, M, ~A, N is ~ ,  M, N if A is ground in G and +--77, A finitely fails; G is a 
leaf of a failed SLDNFI-tree if A is ground in G and ~,  A succeeds.) 
By the accumulated substitution of an SLDNF-refutation in the standard rep- 
resentation, we mean the composition of all the involved unifiers. The computed 
answer substitution of the refutation is the accumulated substitution restricted to 
the variables of its first goal. (The accumulated substitution and the computed 
answers are idempotent.) In the constraint representation, the computed answer 
of a refutation starting with ~-M and ending with ~-~ is YI~. From this com- 
puted answer, it is easy to obtain the corresponding computed answer substitution 
in the standard representation. Let ~ = (5/t} be the accumulated substitution of 
the same refutation in the standard representation. By Corollary 6.2 of [15], 
is a most general unifier of 7. Thus, applying a unification algorithm to ~ and 
restricting the obtained substitution to FV(M) results in (an idempotent substitu- 
tion equivalent to) the computed answer substitution of the derivation in the first 
representation. 
3.3. SLDFA-Resolution 
In our proof, we will employ SLDFA-resolution which is a generalization of SLDNF- 
resolution (in the constraint representation). It is a constructive negation approach, 
making it possible to obtain answers (other than YES and NO) to negated queries, 
thus solving the problem of floundering. For instance, x ~ a can be obtained as an 
answer for ~---~p(x) and program {p(a)}. 
For the purposes of constructive negation, goals that contain disequations are 
needed. For generality, we allow arbitrary constraints (with -- being the only predi- 
cate symbol, as stated above). So, a goal is of the form +--71, L where ~ is a satisfiable 
constraint and L a sequence of literals. If CET is a complete theory, then ~ is sat- 
isfiable iff CET ~ 3 7. For the purposes of this paper, it is sufficient o consider 
SLDFAoresolution for infinite languages (i.e., with infinite sets of functors). For 
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such languages, CET is complete. We will write 7, 77' or just 77 ~ for a conjunction 
of constraints 77 and 7'. 
SLDFA-resolution is specified by defining SLDFA-refutations and SLDFA finitely 
failed trees. The definitions are mutually recursive. Here, we present a slightly 
restricted but still complete form of SLDFA-resolution. Let P be a normal program. 
Definition 3.1. An SLDFA-refutation of rank k (k > 0) is a sequence of goals 
G0 , . . . ,G~ such that G~ is ~-5 and for i = 1 , . . . ,n :  
1. an atom A is selected in Gi_ 1 and Gi results from Gi-1 by resolving it with 
a standardized apart clause from P (as in the constraint representation of
SLDNF-resolution), or 
2. a negative literal -~A is selected in Gi-1, 
Gi-1 = ~7, L, -~A, L', 
G~ = ~-77', L, L' 
and there exists an SLDFA finitely failed tree of rank < k for ~-77', A where 
7' is a constraint and FV(7') C_ FV(A). Constraint 77' is called a fail answer 
for ~7,  A. 
The constraint 61c o is a called a rank k SLDFA-computed answer for Go. 
Definition 3.2. A rank k (k _> 0) SLDFA finitely failed tree for a goal G is a tree 
satisfying the following conditions: 
1. each node is a goal and the root node is G; 
2. if H is a node in the tree with a positive literal selected, then for every 
clause C of P applicable to H, there exists exactly one child of H obtained 
by resolving H with a (standardized apart) variant of C; 
3. a node H with a negative literal selected, of the form 
~-7, L, ~A, L I 
has at most one child 
where 
~"-7,  "151,  " • " , - l(~n, L, L t 
. 
61,..., 5, (n > 0) 
are (some of the) SLDFA-computed answers for ~7,  A of rank < k 
(if 7, -~61 . . . .  , ~6n is unsatisfiable, then H has no children; otherwise, H has 
one child); 
the tree is finite and no node of the tree is of the form ÷-7. 
Let k be a natural number or k = w. A rank k SLDFA-derivation is a possibly 
infinite sequence Go, G1, . . .  satisfying Definition 3.1 without the condition on the 
form of the last goal. An SLDFA prefailed tree for G of rank k is a tree satisfying 
conditions 1, 2, and 3 of Definition 3.2. Obviously, a rank k refutation is also a 
refutation of any higher rank; the same for (pre) failed trees and derivations. 
Notice that selected negative literals are treated ifferently in a refutation and in 
a failed tree. A branch of a (pre) failed tree is not necessarily an SLDFA-derivation. 
To construct a successor of ~-7 , . . . ,  ~A, . . .  in a refutation (or derivation), a failed 
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tree for ~-~Tf, A is built. To construct a child of *--~,..., ~A, . . .  in a (pre) failed 
tree, refutations for *--~, A are constructed. It is not required that all the computed 
answers for ~ ,  A are used. 
For further explanations and examples, see [9] (or [8]). 
A way of computing fail answers for *-~, A (in other words, of finding yP such 
that ~-~P, A finitely fails) is described in [9]. First, a prefailed tree for ~-71, A is 
built. Then the "success" leaves and infinite branches are subsequently pruned. 
Pruning means, roughly speaking, adding to all the nodes of the tree such a con- 
straint that an undesirable node disappears (together with its descendants) due to 
unsatisfiability of the resulting constraint. 
It is easy to see that an SLDNF-refutation (failed tree) is an SLDFA-refutation 
(failed tree) of the same rank. (By induction on the rank. The base case is trivial, 
so is the inductive step for refutations. Consider a node H = ~-z/,.. . ,  ~A, . . .  in 
a finitely failed SLDNF-tree with A being ground in H. If *-y, A succeeds, then 
according to part 3 of Definition 3.2, n = 1, 51 = y, and H has no children. If 
~-~, A fails, then n = 0 and H has one child with the constraint y.) 
SLDFA-resolution is sound and complete [9] w.r.t, the three-valued completion 
semantics. (The definition of a fair selection rule from Section 2 applies to SLDFA- 
derivations and branches of prefailed trees in an obvious way.) 
Theorem 3.3 (Soundness of SLDFA-resolution). Let P be a program, ~---Q = ~--y,-L 
a goal. 
• If  ~Q .finitely fails, then comp(P) ~3 ~Q. 
• If  5 is an SLDFA-computed answer for ~--Q, then comp(P) ~3 5 --* Q. 
Note that -~Q is equivalent to ~ --* -~L, and that 5 --* Q implies 5 --* L and 5 ~ ~. 
Remember that ~ is satisfiable, by the definition of a goal. 
Theorem 3.4 (Completeness of SLDFA-resolution and independence from selection 
rule). Let P be a program, ~--Q = ~--~?, L a goal. Then for any fair selection 
yule: 
if comp(P) ~3 -~Q, then ~Q finitely fails, and 
if comp(P) ~3 5 ---* Q for a satisfiable constraint 5, then there exist SLDFA- 
computed answers 51,.. . ,  5n for ~Q such that CET ~ 5 ~ 51 V. . -  V 5n. 
4. SLDNF1-RESOLUTION 
We will need a new definition of SLDNF-resolution in order to be able to deal 
with fairness. SLDNFl-resolution can be seen as an alternative representation 
of SLDNF-resolution or as a concept intermediate between SLDNF- and SLDFA- 
resolution. See Section 2 for motivations and explanations. 
SLDNFl-resolution can be defined in terms of SLDFA-resolution: An SLDNF1- 
refutation (failed tree) is an SLDFA-refutation (failed tree) such that whenever -~A 
is selected in a goal H, then A is ground in H, for any goal H in the refutation 
(failed tree) or in a subsidiary failed tree or refutation. We also present a direct 
definition since SLDNFl-resolution is a central notion of this paper. It is easy to 
show that the two definitions are equivalent. The definition below uses the standard 
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representation f goals; transforming it to the constraint representation is obvious. 
Let P be a normal program. 
Definition 4.1 (SLDNFl-resolution). An SLDNFl-refutation of rank k (k > O) 
with computed answer (01 ' "  0n)[ao is a sequence of goals Go , . . . ,  G~ such that 
G~ is the empty goal, and for i = 1, . . . ,  n: 
1. an atom A is selected in Gi_ 1 and Gi results from Gi_ 1 by resolving it with 
a standardized apart clause from P using mgu 0i, or 
2. a ground negative literal ~A is selected in Gi-1, 
there exists an SLDNF1 failed tree for ~-A of rank < k, 
G,-1 = +-L, -~A, L ~, 
Gi = ~L ,  L', 
and 0i = ¢. 
A rank k (k > 0) SLDNF1 failed tree for a goal G is a tree satisfying the following 
conditions: 
1. each node is a goal and the root node is G; 
2. if H is a node in the tree with a positive literal selected, then for every 
clause C of P applicable to H, there exists exactly one child of H obtained 
by resolving H with a (standardized apart) variant of C; 
3. if H is a node with a negative literal selected, of the form ~L,  ~._AA, L', then 
A is ground and either H has one child ~L ,  L' or H is a leaf and there exists 
an SLDNFl-refutation for ~A of rank < k; 
4. the tree is finite and the empty goal does not occur in the tree. 
An SLDNF1 prefailed tree is a tree satisfying the definition of an SLDNF1 failed 
tree (with k _> 0 or k = w) without condition 4 and with condition 3 weakened by 
allowing selecting a nonground ~A in a leaf of the tree. 
Any SLDNF1 failed tree is an SLDNF1 prefailed tree. Any SLDNFl-refutation 
is a branch of an SLDNF1 prefailed tree. For a given goal and a selection rule, 
the prefailed tree is, in general, not unique, due to condition 3. If a required 
refutation for a ground ~--A exists, then goal ~-.. . ,  ~A . . . .  may be a leaf or may 
have a child. Similarly, a failed tree may be not unique. Clearly, there exist 
maximal SLDNF1 prefailed trees in which every node with a ground negative literal 
selected has a child. A maximal tree is unique for a given goal and a selection 
rule. 
Note that any failed SLDNF-tree (SLDNF-refutation) is an SLDNF1 failed tree 
(SLDNFl-refutation). On the other hand, there exist SLDNF1 failed trees that are 
not SLDNF failed trees. However, the following property establishes the equivalence 
between SLDNF- and SLDNFl-resolution. 
Proposition 4.2. An SLDNFl-refutation of rank k is an SLDNF-refutation of rank 
k. If there exists a rank k SLDNF1 failed tree for a goal G, then there ex- 
ists a failed SLDNF-tree of rank k for G (possibly via a different selection 
rule). 
PROOF. By induction on k. In an SLDNF1 failed tree, remove each nonleaf node 
H with a negative literal ~A selected, replace it with its child H ~, and add -~A to 
H p and all its descendants. [] 
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Thus, SLDNFl-resolution may indeed be treated as an alternative definition of 
SLDNF-resolution. As SLDNF-resolution is sound w.r.t, the Kunen semantics, the 
last property also implies soundness of SLDNFl-resolution. This soundness also 
follows from the soundness of SLDFA-resolution. 
We argue that SLDNFl-resolution provides a convenient formalization of the 
search space for SLDNF-resolution. For a given selection rule and a goal G, the 
search space is the maximal SLDNF1 prefailed tree for G together with the (max- 
imal) prefailed trees referred to, directly or indirectly. Note that this search space 
can be seen as an extension of the notion of SLDNF-tree of [2]. 
SLDNFl-resolution makes a fair search possible: after visiting a node H -- 
+-~A, L in the tree, the search of the tree for +-A may be interleaved with the 
search of the subtree rooted at H. Note that SLDNF-resolution of [12] and those 
of [2] and [14] do not have this property. 
Another solution of the problem of fairness was proposed by Martelli and Tricomi 
[13]. In that approach, a single tree also includes the subsidiary derivations; the 
goals of lower rank are made parts of top level goals. There is a disadvantage; 
such a tree, for instance a failed tree, cannot be, in general, transformed into 
a failed SLDNF-tree together with the subsidiary SLDNF-refutations and failed 
SLDNF-trees. This is because the treatment of ~A corresponds in a sense to con- 
structing multiple SLDNF-trees for +--A, possibly with different selection rules. 
We believe that SLDNFl-resolution is simpler and more natural. For instance, it 
would be rather difficult to express erious floundering of the next section in terms 
of [131. 
5. FLOUNDERING 
We showed in Section 2 that, for our purposes, floundering should be defined in 
terms of SLDNFl-resolution. We showed also that an obvious notion of floundering 
(Definition 5.1 below) is rather too generM. There may exist a failed SLDNF-tree 
for a floundering oal. 
Below, we introduce a more precise notion of floundering. For lack of a better 
term, we call it "serious floundering." The intuition behind the definition is that 
floundering is permitted if it occurs in a goal irrelevant to the eventual success or 
failure of the initial goal. We conclude the section with examples and a discussion 
about possible generalizations. In the definitions, we refer to a fixed program P 
and use the standard representation f goals. (Translation to the constraint repre- 
sentation is obvious.) We begin with a formal definition of floundering. 
Definition 5.1 (Floundering). Let k _> 0. A goal G depth k flounders under a 
selection rule R if there exists an SLDNF1 prefailed tree for G via R in which a 
--A is selected such that A is nonground (and k = 0) or +--A depth k - 1 flounders 
under R (and k > 0). 
G flounders if it depth k flounders for some k. (The notion of depth is needed 
to avoid circularity.) 
Definition 5.2. A branch D of an SLDNF1 prefailed tree fails if 
a ground negative literal --A is selected in some goal of D and +--A succeeds 
(i.e., there exists an SLDNFl-refutation for +--A) 
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or an atom A is selected in the last goal of D and A is not unifiable with any 
(standardized apart) clause head of the program. 
By a top section of a tree U, we mean a subgraph T of U such that T is a tree 
and the root of T is the root of U. 
Lemma 5. 3. If every branch of an SLDNF1 prefailed tree T fails, then some top 
section of T is an SLDNF1 failed tree. 
PROOF. A failed tree is obtained from T by removing all the descendants of any 
node *-- . . . ,  -~A,... for which A is ground and an SLDNFl-refutat ion for ~A exists. 
By KSnig's lemma, the tree is finite as all its branches are finite. [] 
To define serious floundering, we allow floundering, direct or indirect, in failed 
branches of prefailed trees. We allow it also in (any branch of) a prefailed tree with 
a ground root and a branch that  is a refutation. 
Definition 5.4 (Serious floundering). Let k > 0. A goal G depth k seriously floun- 
ders under a selection rule R if 
• there exists an SLDNF1 prefailed tree for G via R and a branch D of this 
tree such that D does not fail and 
- -k  = 0 and a nonground negative literal is selected in (the last goal of) D 
or 
- -k  > 0, a ground -~A is selected in D, and goal ~--A depth k - 1 seriously 
flounders 
• and if G is ground, then there does not exist an SLDNFl-refutat ion for G 
via R. 
G seriously flounders if it depth k seriously flounders for some k. 
Conversely, a goal G does not seriously flounder under a selection rule R iff: 
(1) G is ground and there exists an SLDNFl-refutat ion for G via R, or (2) for any 
branch D of any SLDNF1 prefailed tree for G via R, (a) D fails or (b) for any 
negative literal -~A selected in a goal of D, A is ground and ~--A does not seriously 
flounder, a
Example 5.5. For program {p~--~q(x); p~--}, goal ~-p flounders, but does not 
seriously flounder. 
Goal G = ~-- -~p,-~q(x) flounders under the Prolog selection rule as 
 q(x) 
L 
4It is sufficient o consider here an arbitrary prefailed tree instead of all the prefailed trees. If 
D is a branch of some SLDNF1 prefailed tree for G via R and D does not fail, then D is a branch 
of every SLDNF1 prefailed tree for G via R. Similarly, in Definition 5.4, "there exists a prefailed 
tree" can be replaced by "for every prefailed tree." 
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is a prefailed tree for any program. G does not seriously flounder iff ~-p succeeds. 
(This shows that nonserious floundering is undecidable. After encountering a goal 
with a nonground literal selected, it may be undecidable whether it is a case of 
nonserious floundering.) 
Consider Prolog selection rule. Assume that ~-p flounders and that q is not 
the head of any clause of the program. Then ~-~p, q flounders, but does not 
seriously flounder as the (unique) prefailed tree has one branch ( ~- ~p, q; ~- q) and 
the branch fails. 
We want to mention that it is possible to define a, suitable for our purposes 
(although rather artificial and weak), notion of floundering without referring to 
SLDNFl-resolution. The problem is in excluding cases as in Example 2.2. Con- 
sider the definition of SLDNF-resolution of [2]; an SLDNF-tree then contains the 
subsidiary SLDNF-trees. Let us say that a goal G does not w-flounder (w- for 
"weak") under R if, in the SLDNF-tree for G via R, every selected ~A is ground 
and *-A succeeds or fails. It is not difficult to show that such G does not seriously 
flounder under the corresponding selection rule. There exist, however, goals that 
do not flounder, but w-flounder (and goals that flounder and do not w-flounder). 
The notion of serious floundering may be further strengthened by modifying the 
second clause of Definition 5.4. That clause was chosen somehow arbitrary. The 
reason for the actual choice is that, in the context of SLDNF-vesolution, ground 
goals are particularly important. Obviously, we may allow (direct or indirect) 
floundering in a prefailed tree if it has a branch that is a refutation with empty 
computed answer substitution. Further on, one can exploit he cases where a branch 
is "subsumed" by a refutation. Consider an example (suggested by an anonymous 
referee). For program P = {p(a)~-;  p(a)~--~q(y); q(x)~-... } goal G = ~-p(x) 
both succeeds with {x/a} and seriously flounders. The floundering is inessential; 
even if it were possible to extend the floundering branch to a refutation, the resulting 
answer would be subsumed by the existing one. 
So if a prefailed tree for G has a branch that is a refutation with the answer 0, 
then any branch with (a prefix with) the accumulated substitution a is inessential 
if Ga is an instance of GO. In such inessential branches, we may allow floundering 
(selecting a -~A that is nonground or for which ~- A flounders). The results of the 
next section, including the completeness theorem, also hold for such a strengthened 
notion of floundering. (In Lemma 6.1, one should replace "the same answer" with 
"a more general answer.") 
6. COMPLETENESS OF  SLDNF1-RESOLUTION 
The basic idea of our completeness proof is as follows. Due to its completeness, 
SLDFA-resolution would provide for any goal the result (failure or answers) required 
by the semantics. Either the SLDFA-refutations and failed trees leading to the 
result are SLDNFl-refutations and trees or the goal flounders. 
From this argument, one can derive completeness for nonfloundering queries. As 
the following lemma shows, we are able to deal with some cases where nonground 
negative literals are selected in these SLDFA failed trees or refutations. This makes 
it possible to prove completeness of SLDNFl-resolution for not seriously floundering 
queries. 
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Lemma 6.1. Let P be a program, R a selection rule, and G = ~--~?, . . . a goal where 
77 is an equation set. Let G do not seriously flounder under R. If  there exists an 
SLDFA failed tree (refutation) for G via R, then there exists an SLDNF1 failed 
tree (refutation with the same answer) for G via R. 
PROOF.  By induction on the rank of the SLDFA failed tree (refutation). Let k _> 0; 
assume that the lemma holds for ranks < k. 
1. 
2. 
Let T be a rank k SLDFA failed tree for G via R. Consider the maximal top 
section T ~ of T that is an SLDNF1 prefailed tree. Thus, any leaf H of T r is 
a leaf of T or the selected literal of H is negative and nonground in H. 
Let D be a branch of T r and H = ~-~,. . .  be its last goal. We show that 
D fails. If an atom is selected in H, then H is a leaf of T and D fails indeed. 
Assume that ~A is selected in H, and that D does not fail. As G does not 
seriously flounder, ~A is ground in H; hence, H is a leaf of T. So there 
exists an SLDFA refutation for ~-~, A of rank < k and, by the inductive 
assumption, there exists an SLDNF1 refutation for ~-~, A. Thus, D fails. 
As every branch of T r fails, by Lemma 5.3, there exists a top section of T '  
that is an SLDNF1 failed tree for G via R. 
Let D be a rank k SLDFA-refutation for G via R. Consider the maximal 
prefix D ~ of D that is a branch of an SLDNF1 prefailed tree. So the last goal 
of D r is empty or is the first goal of D in which the selected literal is negative 
and nonground. By soundness of SLDFA-resolution, D ~ does not fail (if -~A 
is selected in some goal H r = ~-~, . . . ,  -~A . . . .  in D' and A is ground in H', 
then ~-~, A fails; so it does not succeed). 
As G does not seriously flounder, two possibilities exist: (1) G is ground 
and there exists an SLDNFl-refutation for G via R, Q.E.D. (Due to this case, 
an SLDNFl-refutation/tree obtained in this proof may be of different rank 
than the original SLDFA-refutation/tree.) (2) For any ~A selected in a goal 
H r = ~-~, . . . ,  ~A . . . .  of D ~, ~A is ground in H '  and ~-~], A does not seriously 
flounder. Thus, D r = D. For any such ~-~, A, by the inductive assumption, 
there exists an SLDNF1 failed tree. Thus, D is an SLDNFl-refutation. [] 
Theorem 6.2 (Completeness of SLDNFl-resolution for not seriously floundering 
queries). Let P be a normal program, R a fair selection rule, and ~-L a goal 
that does not seriously flounder under R. 
• If  comp(P) ~3 ~L, then there exists an SLDNF1 finitely failed tree for ~-L 
and R. 
• I f  comp(P) ~3 LO for some substitution ~, then there exists an SLDNF1- 
computed answer p for ~-L via R such that -LO is an instance of-Lp. 
PROOF.  Below, it is sufficient o use the completeness of SLDFA-resolution only 
for infinite languages. Indeed, if comp(P) ~3 F for a finite language 1", then also 
comp(P) ~3 F for an infinite language/: '  (whose set of functors is a superset of 
that of/ : ) .  In the rest of the proof, we may assume that the language is £ ' .  
Assume that comp(P) ~3 -~L. By completeness of SLDFA-resolution, for selec- 
tion rule R, there exists an SLDFA failed tree for ~--L. By Lemma 6.1, there exists 
an SLDNF1 failed tree for ~-L via R. This completes the proof for the case of a 
failed tree. 
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Respectively, assume that comp(P) ~3 L8 for an idempotent substitution 8. 
Without loss of generality, we may assume that the domain of 8 is a subset of FV (L). 
Let ~ be the equation set corresponding to 8. Then VL8 and V(~ -~ L) are equivalent 
under CET. By completeness of SLDFA-resolution, there exist SLDFA-refutations 
for ~--L with the computed answers 51,. •., ~fn such that 7/implies 61 V- .. V~in under 
CET. 
By Lemma 6.1, there exist SLDNFl-refutations for ~-L via R with the computed 
answers 61,.. . ,  6~. It remains to show that for one of the answers ~il,..., Sn, its cor- 
responding computed answer substitution (i.e., the computed answer substitution 
of the same refutation in the standard representation) satisfies the requirements of
the theorem. 
For i -- 1 , . . . ,  n, the answer ~i is of the form ~f~l r where ~ is an equation set. Let 
Pi be an mgu of 5~; so Pilr is the corresponding computed answer substitution (conf. 
Section 3.2). (In the following, the author acknowledges a Simplification suggested 
by an anonymous referee.) 
Implication ~ ~ 51 V ... V ~fn holds for any model of CET and any variable 
assignment. In particular, it holds for the term algebra HA' of terms with variables 
and for the variable assignment given by ~ (i.e., the value of term t is tS). Clearly, 
HA' ~0 ~ (as ~8 is of the form ~ = ~); hence, HA' ~e 5i for some i. Thus, 
HA' ~eu~ ~f~ for some substitution ~ with dom(a) n FV(L)  = 0. Now, 8 U a is a 
unifier of ~ and 8 U a = Pif~ for some substitution fl since Pi is an mgu. Hence, 
Zs. a 
As a corollary of this theorem (and Proposition 4.2) we obtain: 
Corollary 6.3. SLDNF-resolution is complete for any normal program and any 
goal that does not seriously flounder (or does not flounder in the sense of Defi- 
nition 5.1) under some fair selection rule. 
Remember that both floundering and serious floundering are defined in terms of 
SLDNFl-resolution. As explained previously, fairness cannot be dealt with in terms 
of SLDNF-resolution. The corollary does not hold if we define floundering in terms 
of a usual definition of SLDNF-resolution (like that of [2, 12, 14], conf. Example 
2.2) unless we additionally require that for every selected ~A goal, *--A succeeds 
or fails (conf. Section 5). 
As the following examples how, our theorem is in a sense independent of the 
previous completeness results. 
Example 6.4 (Allowedness does not imply lack of serious floundering under a fair 
selection rule). Consider program P = ( q( x ) *-- q(x)}. Goal ~-- Q = ~---~p( x ), q( x ) 
seriously flounders under any fair selection rule; our theorem is inapplicable here. 
On the other hand, PU {*--Q} is allowed, and one can say that in this case, SLDNF- 
resolution is complete by Kunen's completeness theorem [11]. However, the other 
premise of the theorem does not hold as comp(P) ~3 -~Q and comp(P) ~3 Q8 for 
any 8. (Obviously, neither a failed tree nor a refutation exists for ~--Q.) 
Hence, Kunen's theorem (completeness for allowed programs/goals) is not a 
consequence of Theorem 6.2. However, the cases of allowed programs and allowed 
goals that flounder under any fair selection rule are similar to that in the example: 
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Proposition 6.5. If an allowed P U { ~-- Q } seriously flounders under any fair selec- 
tion rule, then comp(P) ~3 ~Q (and there does not exist a failed tree for ~-- Q). 
If Q is ground, then comp(P) ~3 Q (and there does not exist a refutation for 
~- Q). The groundness requirement can be abandoned if we use the strengthened 
version of serious floundering discussed in the previous ection. 
PROOF. Assume that comp(P) ~3 -~Q. Then there exists a failed SLDNF-tree 
for *-Q together with the subsidiary failed trees and refutations. So under the 
selection rule used, ~-- Q does not seriously flounder. As the trees and refutations 
are finite, the rule is fair; contradiction. (More precisely, there exists a fair selection 
rule that results in the same trees/refutations.) The proof for the remaining case 
is analogical. [3 
Probably the most important generalization of Kunen's completeness theorem 
was recently proposed by St~rk [20]. StOrk's theorem considers an extension of 
SLDNF-resolution (where a nonground -~A can be selected provided that ~- A suc- 
ceeds with a most general answer). Two classes of goals, C + (7)) and C-(:P) are 
defined. The extended SLDNF-resolution is complete for success for goals from 
C+(P) and complete for failure for goals from C-(7~). We skip any details here; 
they may be found in [1, 7, 20]. 
Example 6. 6 (St£rk's completeness theorem does not subsume Theorem 6.2). Con- 
sider program P = {q(a)~--~q(x)} and goal G -- ~-p,-,q(x). In this case, 
Theorem 6.2 is applicable (G does not flounder) and the theorem from [20] is not 
(goal ~--p,-~q(x) is not in C-(~o) as ~-q(x) ~ C + (P)). 
The same for program {p ~- -~q(x); p~- } and goal ~--p (which does not seriously 
flounder while ~-p ¢ C + (7~)). 
7. US ING STANDARD LOGIC  
In this section, we show how the three-valued completion semantics of Kunen can be 
expressed in terms of standaid two-valued logic. The standard two-valued predicate 
calculus is a part of general education, and a standard tool of every mathematician. 
So many people find it more convenient to use than the three-valued logic. We 
believe that a two-valued representation f Kunen semantics would contribute to 
its understanding and usage. 
In our representation, we employ a modified concept of program completion [6, 
22]; we call it strict completion. (It is called doubled completion in [22].) This 
idea is not new, but a direct equivalence proof for arbitrary programs has not been 
published before. (Reference [18] contains a proof that is based on soundness of 
some fold/unfold transformations.) Another two-valued representation f Kunen 
semantics was proposed in [17-19]. That approach is, roughly speaking, based on 
replacing negative literals with positive ones using new predicate symbols. 
The strict completion comp*(P) of a program P is defined by transforming P 
into a program split(P). Then the strict completion is just the standard Clark 
completion of split(P): 
comp*(P) = comp(split(P)). 
Program split(P) is strict (see [6, 11] for a definition). 
104 W. DRABENT 
Let £ be the underlying language. To construct split(P), £: is extended by 
adding a new predicate symbol pt for every predicate symbol p (distinct from =) of 
£. For every clause C of P, split(P) contains two clauses C t and C' .  C I is C with 
p replaced by p~ in every negative literal of C (for any predicate symbol p). C" is 
C with p replaced by p' in every positive literal of C. 
Example 7.1. Consider a program P: 
Split(P) is 
p~q 
p ~ --,q 
q~-q .  
p ~__ q p/~__ qt 
p (__ _~qt pt ,__ _~q 
q ~__ q q, ~__ q/. 
comp(P) is equivalent (in two-valued logic) to p, and comp*(P) is equivalent o 
(p ~ q V ~q') A (pt ~ a t v -~q). 
A similar renaming is done to determine whether a formula is a consequence 
of the strict completion semantics. For a formula F of / : ,  split(F) is F with ev- 
ery negative occurrence of any predicate symbol p replaced by pt. For example, 
split(p(x),-~q(x)) is p(x),-~q'(x) and split(p(x) --* q) is pt(x) --* q. 
A formula F is said to be entailed by the strict completion semantics of P iff 
comp*(P) ~ split(F). 
Note that ~split(-~F) is split(F) with every p replaced by pt and every pt replaced 
by p. Obviously, comp*(P) ~ spl it(F)iff  comp*(P) ~-~split(-~F). In particular, 
if F contains only positive or only negative occurrences of predicate symbols (other 
than =), then comp*(P) ~ split(F)iff  comp*(P) ~ F. 
Theorem 7.2 (Equivalence of three-valued completion semantics and strict comple- 
tion semantics). For a program P and a formula F that does not contain ~-* 
¢omp(P) ~3 F iff comp*(P) ~ split(F). 
PROOF. (A generalization suggested by an anonymous referee made it possible to 
avoid an additional condition in the case of finite/:.) 
If ,4 is a model of CET, then by (I)Ap, we denote the corresponding three-valued 
immediate consequence operator. By (I)ApT, we denote its least fixed point. 
If I is a three-valued interpretation for/:, then let I t denote the interpretation 
in which any symbol from £: has the same meaning as in I, and for each predicate 
symbol pt, its meaning is the same as the meaning of p. By simple transfinite 
induction on a, we obtain that 
.4 
Thus, for any A, 
• v (I)split(P) T ~3 split(F). (7.1) 
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Also note that comp(P) ~3 F iff for every model ,4 of CET, ~ApT ~3 F (because 
if CART ~3 F, then 5 I ~3 f for any I _D ~)ApT; hence, for any model I of comp(P) 
over .4). Thus, by (7.1), 
comp(P) ~3 F iff comp*(P) ~3 split(F). 
As split(P) is strict and strict with respect o split(F), by Theorem 3.6 of [11], 
comp*(P) ~3 split(F) iff comp*(P) ~ split(F). [] 
8. CONCLUSIONS 
Our main result shows that the only reasons for incompleteness of SLDNF-resolution 
(for Kunen's three-valued completion semantics) are floundering and nonfair selec- 
tion of literals in goals. 
In Section 2, we showed that the standard definition of SLDNForesolution is
insufficient for treatment of fairness. The same holds for the definition of Apt and 
Doets [2] (and for that of [14]). What is needed is a kind of fairness between a
derivation and the subsidiary derivations. After selecting -~A in a goal ~-~A, L, it 
should still be possible to select L, even if ~-A diverges. We solved this problem by 
introducing SLDNFl-resolution, an alternative view of SLDNF-resolution. Another 
solution was proposed by Martelli and Tricomi [13]. As discussed in Section 4, we 
believe that SLDNFl-resolution is simpler and more natural. 
In the context of SLDNFl-resolution, we defined floundering and a less restric- 
tive notion of serious floundering. We proved that SLDNF1- (and SLDNF-) res- 
olution is complete for any goal that does not (seriously) flounder under a fair 
computation rule. This is the main result of this paper. It can be general- 
ized using a further modification of the notion of floundering which we discussed 
informally. 
Our work confirms, in a sense, the importance of the Kunen semantics as the 
semantics for finite failure and programs with negation. The fact that it employs 
three-valued logic may be seen as a disadvantage, not from the theoretical, but 
rather the pragmatic point of view. In Section 7, we presented a way of expressing 
this semantics in the standard two-valued logic. We believe that for many people, 
it may simplify understanding and applying this semantics. 
An obvious generalization ofSLDNF-resolution is SLDNF-resolution with a weak 
safeness condition (if a nonground ~A fails, then ~-~A succeeds; if ~A succeeds 
with a most general answer, then ~A fails [12]). The author believes that the 
results of this paper can be easily extended to SLDNF-resolution generalized in such 
a way, after introducing an appropriate counterpart of the notion of floundering. 
This is a subject for future work. 
The author thanks Robert Stgrk, Jan Matuszyfiski, Mark Wallace, Hendrik Decker, and two 
anonymous referees for their helpful comments. This research was partly supported by the Polish 
Academy of Sciences, ESPRIT BR Project No 6810 (Compulog 2) and by the Swedish Research 
Council for Engineering Sciences (dnr 221-93-942). 
5As Kleene truth tables are used for the connectives in F. 
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