Starting with the fundamental work of D.E.Muller in 1954, the polynomial representations of Boolean functions are widely investigated in connection with the theory of coding and for the synthesis of circuits of digital devices. The operator approach to polynomial representations, proposed in the works of S. F. Vinokurov, made it possible, on the one hand, to uniformly describe all known types of polynomial forms of Boolean functions, and, on the other hand, to generalize them to the case of expansions by the operator images of arbitrary odd function, not only conjunction.
Introduction
In the initial work [9] Muller introduced several polynomial forms of Boolean functions. Since that, these and many other polynomial forms were widely investigated.
The uniform approach to polynomial forms of Boolean functions were proposed in [12] , using the notion of operators and their bundles. In section 2 of the current paper we suggest another way to represent operators and bundles, using vectors and matrices. Such a way could be naturally generalized to multivalued functions, including functions over finite fields [3] .
One of the problems in the area of Boolean functions polynomial representation is obtaining lower bounds of complexity in particular classes of polynomial, and more general, of operator forms. This paper is devoted to obtaining lower bound for the class of extended operator forms. To achieve this result we developed a method for counting zeros in vectors over arbitrary finite field, which is described in section 3.
An extended list of references on the complexity for polynomial forms of Boolean functions and multivalued functions can be found in [11] .
Matrix representations of bundles of operators
Definition 1. A word a n . . . a 1 over the alphabet {d, e, p} will be called n-ary operator.
Let us construct the map v from the set of operators to Boolean vectors recursively as follows: v(a n . . . a 1 ) = v(a n ) ⊗ v(a n−1 . . . a 1 ) for n 2 and v(d) = (11) , v(e) = (01), v(p) = (10) for n = 1. The symbol ⊗ denotes the tensor product of vectors. For the sake of convenience let us introduce the vector (1) , which corresponds to the 0-ary operator ∅, i.e. to empty word. As tensor product ⊗ is an associative operation we can simply write v(a n . . . a 1 ) = v(a n ) ⊗ · · · ⊗ v(a 1 ).
Let N = 2 n and σ 1 , . . . , σ N be all pairwise different binary n-tuples ordered lexicographically such that j = 1 + σ j n 2 n−1 + · · · + σ j 2 2 1 + σ j 1 2 0 where σ j i denotes ith component of the tuple σ j .
For every tuple S = (g 1 , . . . , g N ) of n-ary Boolean functions let us define a matrix M S in the following way:
where M jk = g j (σ k n , . . . , σ k 1 ). For every n-ary Boolean function g let us define the tuple S g = (g 1 , . . . , g N ), assuming that for all 1 j N g j (x n , . . . ,
).
(2.2)
). The binary tuples σ 1 , . . . , σ N are ordered lexicographically. Thus, σ 1 = (0, . . . , 0) and σ N = (1, . . . , 1). Further, σ k is the k-th tuple from the beginning, and σ N −j+1 is the j-th tuple from the end. For σ k , there is exactly one
Otherwise, M jk = 0. This means that the matrix M Sg is the identity matrix.
Conversely, let M be the identity N ×N matrix of the form (2.1), and let n-ary Boolean functions g 1 , . . . , g N are given by g j (σ k n , . . . , σ k 1 ) = M jk , where 1 j, k N . Then g j (σ k n , . . . , σ k 1 ) = 1 if and only if M jk = 1, i.e. k = j. Further, g j (x n , . . . , x 1 ) = 1 only if x n = σ j n , . . . , x 1 = σ j 1 . This means that g j (x n , . . . , x 1 ) = (x n ⊕σ j n ) · . . . · (x 1 ⊕σ j 1 ). Since (σ j n , . . . ,σ j 1 ) is different from σ j in each element, we have (σ j n , . . . ,σ j 1 ) = σ N −j+1 , and therefore g j (x n , . . . ,
). This means that (g 1 , . . . , g N ) = S g , where g(x n , . . . , x 1 ) = x n ·. . .·x 1 , and M = M Sg .
Following [5] , let us define the action of an operator a n . . . a 1 on an n-ary Boolean function g as follows: a n . . . a 1 g = f n , where for all 1 m n f m (x n , . . . ,
and f 0 (x n , . . . , x 1 ) = g(x n , . . . , x 1 ).
For every n-ary Boolean function f let us introduce the binary vector V f ,
Proposition 2. For every n-ary Boolean function g and every n-ary operator a n . . . a 1 if f = a n . . . a 1 g, then V f = v(a n . . . a 1 )M Sg .
Proof. Let a n . . . a 1 be an n-ary operator. Recall through J d the set of indices m for which a m = d, and through J p the set of indices m for which a m = p. Denote by P (J d ) the set of all subsets of J d , including the empty set. First of all, note that since j = 1 + σ j n 2 n−1 + · · · + σ j 1 2 0 then
holds for all 1 j 2 m−1 N . Define sets of integers
Obviously, j 2 m for all j ∈ I m . Also define the vectors V m = v(a m . . . a 1 ). By induction, we will show that if f m is defined in the same way as in (2.3), then V m j = 1 if and only if 2 m − j + 1 ∈ I m , as well as
By the basis, we have I 0 = {1}, V 0 = (1), σ 1 = (0, . . . , 0). Thus, V 0 j = 1 if and only if 2 0 − j + 1 ∈ I 0 , and j∈I 0 g(σ k n ⊕ σ j n , . . . , σ k 1 ⊕ σ j 1 ) = g(σ k n , . . . , σ k 1 ) = f 0 (σ k n , . . . , σ k 1 ).
By the step of induction, we take a m . g(σ k n ⊕σ j n , . . . , σ k 1 ⊕σ j 1 ).
Thus, In the first case, we have 2 m − (j + 2 m−1 ) + 1 ∈ I m−1 , in the second case we have 2 m −j +1 ∈ I m−1 and, therefore,
This means that V f = v(a n . . . a 1 )M Sg and completes the proof.
A bundle of n-ary operators is a set A, which contains of N pairwise different n-ary operators.
A bundle is called generated by a pair or just pair-genera-
In this case, the operators a 1 n . . . a 1 1 and a N n . . . a N 1 are called generators or generating operators for the bundle A.
An N ×N Boolean matrix M represents a bundle of n-ary operators A = {a k n . . . a k 1 | 1 k N } if the elements of k-th row of the matrix M are pairwise equal to the corresponding elements of the vector v(a k n . . . a k 1 ). As operators in a bundle can be ordered in various ways, a matrix, representing the bundle, is not uniquely determined. But all such matrices can be reduced to each other by permutation of their rows.
For the sake of convenience, let us introduce the following notation. Let V = (V 1 , . . . , V m ) be a Boolean vector. Then, the number of zero elements of the vector V is denoted by Z(V ), i.e. Z(V ) = #{i | V i = 0, 1 i m}.
be a bundle of n-ary operators. If every n-ary Boolean function f can be represented as 
. By Definition 4, such a vector C j exists for every 1 j N .
Let the function g(x n , . . . , x 1 ) = x n ·. . .·x 1 . By Proposition 1, the matrix M Sg is the identity N ×N matrix. Thus, from Proposition 2 it follows that
Consider a matrix whose rows are vectors V f 1 , . . . , V f N . This is exactly the matrix M Sg since f j satisfies (2.2). Let M be a matrix whose rows are vectors C 1 , . . . , C N . Then we have the matrix equality M Sg = M M A . Since M Sg is the identity matrix, both matrices M and M A are necessarily non-degenerate.
Let f be an arbitrary n-ary Boolean function and (2.5) hold. Then L A (f ) = N − Z(C). As shown above, (2.5) can be represented in vector 
A , depending on the choice of the representing matrix. Since the matrices M A and M ′ A differ from each other only by the permutation of the rows, the vectors C and C ′ also differ in the same permutation of their elements. Thus, Z(C) = Z(C ′ ) and, consequently, L A (f ) does not depend on the choice of the representing matrix. The rest of the proof follows directly from Definition 5 and Proposition 3.
By Proposition 3.10 of [6] , the operator b n . . . b 1 from Definition 6 always exists and is uniquely determined by a pair-generated bundle A. By Theorem 3.17, in [6] all bundles in E A , including A itself, are the base bundles. It is also true for n = 0, since A = {∅} and E A = {A} for this case.
Definition 7. The set of all pair-generated bundles of n-ary operators will be called the class of pair-generated bundles of n-ary operators and will be denoted as H (n) . The set ExH (n) = A∈H (n) E A will be called the extended class of pair-generated bundles of n-ary operators.
Proposition 5. For arbitrary n-ary Boolean function f
Proof. It is known (see Expression (3) in [5] ) that for every n-ary Boolean function f it holds that
This leads to the desired expression.
Let S be a set of 2×2 Boolean matrices. The set S ⊗n is defined as S ⊗n = {M n ⊗· · ·⊗M 1 | M i ∈ S}, where ⊗ is Kronecker product of matrices. The set S ⊗0 consists of exactly one 1×1 matrix which only element is equal to 1. The set of all non-degenerate 2×2 Boolean matrices will be denoted as 
Proof. By Proposition 5 L ExH (n) (f ) = min
Since the set Kro 2 consists of all non-degenerate 2×2 matrices, a matrix 
Counting zeros in vectors over finite fields
In this section several notions of theory of finite field will be used. Non familiar reader can obtain missing information in [7] .
Let F q s be a finite field of order q s , and let ζ be its primitive element. Let ℓ be a linear map from finite field F q s onto its subfield F q such that ℓ(aβ + δ) = aℓ(β) + ℓ(δ) for every a ∈ F q and β, δ ∈ F q s .
Proof. For each a ∈ F q , denote by S a the set {β ∈ F q s | ℓ(β) = a}. Since ℓ is onto, every S a is non-empty. Let us fix some δ ∈ S 1 . For each a, consider the set S ′ a = {aδ + β | β ∈ S 0 }. Since ℓ(aδ + β) = a for all β ∈ S 0 , S ′ a ⊆ S a for every a ∈ F q . As aδ + β 1 = aδ + β 2 whenever β 1 = β 2 , we get S ′ a = S a and #S a = #S 0 . The sets S a are pairwise distinct and together contain all elements from F q s . Thus, #S a = #F q s /#F q = q s−1 . Therefore, #{t | ℓ(ζ t ) = 0, 0 t q s − 2} = #(S 0 \ {0}) = q s−1 − 1.
For each vector V = (V 1 , . . . , V n ) which components belongs to the field F q s put ℓ(V ) = (ℓ(V 1 ), . . . , ℓ(V n )).
For integers t and j let us define series of maps from F q s to complex numbers as follows: χ j (ζ t ) = e −2πijt/r , where r = q s −1 q−1 . It is easy to see that the map χ j is a multiplicative character of finite field F q s .
Let p be a prime integer such that q = p k for some integer k. An absolute trace for finite field F q is defined by Tr q (a) = a p 0 + · · · + a p k−1 for all a ∈ F q . It is known that for every a ∈ F q the value Tr q (a) belongs to Z p . Let us define a map ψ ℓ from F q s to complex numbers, which maps each element β ∈ F q s to ψ ℓ (β) = e 2πiTrq(ℓ(β))/p . It easy to see that the map ψ ℓ is an additive character of finite field F q s . Definition 8. A Gauss sum for multiplicative character χ j and additive character ψ ℓ of finite field F q s is defined by
It is known (see theorem 5.11 in [7] ) that if χ j and ψ ℓ are both non trivial, then |G(χ j , ψ ℓ )| = q s/2 . It is easy to see that χ j is non trivial for all integers j ≡ 0 (mod r), and ψ ℓ is also non trivial for above defined ℓ. Lemma 1. Let a vector V = (ζ d 1 , . . . , ζ d N ) for some integers d 1 , . . . , d N ,
Proof. The proof technique is taken from Chapter 12 of [4] . First of all, note that F q = {0} ∪ {ζ mr | 0 m q − 2}, since ζ r is a generator of the multiplicative group of the subfield F q . As ζ mr ∈ F q and ℓ is linear, we have ℓ(ζ t+mr ) = ζ mr ℓ(ζ t ). Thus, if ℓ(ζ d ) = 0, then there is a unique integer t such that 0 t r − 1, d ≡ t (mod r), and ℓ(ζ t ) = 0. Let us apply this observation to Z(ℓ(V )) as follows.
The following well-known equation can be easily proved if we consider it as a geometric progression.
Applying this equation to (3.1), we get
Introduce the value E * j as follows and, using similar transformations as in (3.1) and observing that ω −jd = ω −jt whenever d ≡ t (mod r), we get
Using the equality ω r = 1, we get
If 0 < j < r, the first sum is zero, as indicated in (3.2). So we have Split the Gauss sum G(χ j , ψ ℓ ) by zero and non-zero images of ℓ:
Consider the first part of the previous equation.
Now consider the second part, applying (3.4) just before the end.
Putting it all together, we have G(χ j , ψ ℓ ) =−1 E * j and
Recall that this is true only for 0 < j < r. From (3.3) it follows that
This completes the proof.
. . , ζ dnq )⊗· · ·⊗(ζ d 11 , . . . , ζ d 1q ) for some integers d 11 , . . . , d 1q , . . . , d n1 , . . . , d nq , r = q s −1 q−1 , ω = e 2πi/r . Then
ω jd t1 + · · · + ω jdtq . Moreover, if r is prime and for every t, 1 t n, among the numbers d t1 , . . . , d tq there are incomparable modulo r, then R(V ) = O (q − 2 + 2 cos π r ) n = o(q n ).
Proof. The number of elements in the vector V is equal to q n . Let V k denote the k-th element in V . Each integer k in the range 1 k q n can be uniquely represented as k = 1+(k n −1)q n−1 +(k n−1 −1)q n−2 +· · ·+(k 1 −1)q 0 , where 1 k j q, 1 j n. By the definition of tensor product ⊗,
where D k = ω jd nkn · . . . · ω jd 1k 1 = ω j(d nkn +···+d 1k 1 ) , referring to the previous representation of k. After this observation, the first part of Lemma 2 is essentially Lemma 1, slightly reformulated. Now consider the case when r is a prime integer, and evaluate the value of |R(V )|. By Theorem 5.11 in [7] , |G(χ j , ψ ℓ )| = √ q s , since ψ ℓ and χ j are nontrivial characters if 0 < j < r − 1.
Consider the value of |ω jd t1 + · · · + ω jdtq |. Without loss of generality, let d t1 and d t2 be incomparable modulo r. Thus, denoting d * = d t2 − d t1 , |ω jd t1 + · · · + ω jdtq | = |ω jd t1 | · |1 + ω jd * + · · · + ω j(dtq−d t1 ) | |1 + ω jd * | + q − 2
As ω jd * = e 2πijd * /r , we have , (1, ζ)M j ∈ (1, ζ), (1 + ζ, ζ), (1, 1 + ζ), (ζ, 1), (ζ, 1 + ζ), (1 + ζ, 1) . As ζ is a generator of the multiplicative group of the finite field F 2 s there exists an integer t such that 1 + ζ = ζ t and 1 < t < p. Recall also that 1 = ζ 0 . Since 0, 1, and t are incomparable modulo p, we can apply Lemma 2, which gives us the following: Z(V f M ) = 2 s−1 −1 2 s −1 2 n + o(2 n ) = 1 2 − 1 2p 2 n + o(2 n ) for every M ∈ Kro ⊗n 2 . By Corollary 1, L ExH Note that the largest currently known Mersenne prime is 2 82589933 −1 [1] . From Theorem 1 it follows that there exists an n-ary Boolean function f , such that L ExH (n) (f ) − o(2 n ). This is asymptotically stronger than the lower bound of the form L ExH (n) (f ) > 1 2 − 1 12 2 n , previously obtained in [5] . Proof. Given ε > 0 take a Mersenne prime p such that p > 1 2ε . Since the sequence of Mersenne primes is infinite, such p exists. Thus, 1 2p < ε, and using Theorem 1, we obtain the desired result.
Conclusion
In this paper we have proposed a general approach to obtain lower bounds of complexity in a certain class of polynomial forms of Boolean functions. Lemma 6 and lemma 8 in [2] can be considered as a special case of lemma 1 and lemma 2 of this work. As showed in [2] (see theorems 1 and 2) lower bounds in [8; 10] can be also obtained as a consequences of lemma 1 of this work.
