The availability of commodity multi-core and multi-processor machines and the inherent parallelism in constraint programming search offer significant opportunities for constraint programming. They also present a fundamental challenge: how to exploit parallelism transparently to speed up constraint programs. This paper shows how to parallelize constraint programs transparently without changes to the sequential code. The main technical idea consists of automatically lifting a sequential exploration strategy into its parallel counterpart, allowing workers to share and steal subproblems. Experimental results show that the parallel implementation may produce significant speedups on multi-core machines.
Introduction
Recent years have witnessed a transition in processor design from improvements in clock speed to parallel architectures. Multi-core and multiprocessor machines are now commodity hardware, a striking example of which is the recent announcement of the 80 core prototype developed by Intel [6] . Constraint programming (CP) search naturally offers significant opportunities for parallel computing, yet very little research has been devoted to parallel constraint programming implementations. Notable exceptions include CHIP/PEPSys [25] and its successors ECLiPSe [17] , Parallel Solver [19] , and Mozart [22] .
The paper tackles the challenge eloquently stated by Schulte and Carlsson [23] : how to exploit the resources provided by parallel computers and making their useful exploitation simple. One of the difficulties here is the rich search languages typically supported by modern constraint programming languages (e.g., [19, 21, 28] ). Indeed, constraint-programming search is best described by the equation The rest of this paper is organized as follows. Section 2 briefly reviews nondeterministc search in Comet and, in particular, the separation between nondeterministic programs and exploration strategies which is fundamental for transparent parallelism. Section 3 reviews two basic parallel programming abstractions of Comet: parallel loops and thread pools, which are used in parallelizing constraint programs. Section 4 shows parallel implementations of constraint programs, highlighting the small distance between the sequential and parallel versions. Section 5 describes the implementation in detail, starting with a high-level overview before proceeding to the implementation of the parallel controller. Section 6 presents the experimental results on a variety of applications. Finally, section 7 presents the related work and section 8 concludes the paper.
Nondeterministic Search
This section describes how to implement nondeterministic search for constraint programming within the Comet system. Comet cleanly separates the search tree to explore from the exploration strategy and its design is based on the equation
Nondeterministic Search = Nondeterministic Program + Search Controller.
In particular, the search tree is specified by a nondeterministic program which uses high-level nondeterministic instructions such as try and tryall. The exploration strategy is specified declares a variable (of type SolutionPool) to hold all the solutions to the problem.
Constraints
The constraints are specified in lines [11] [12] [13] [14] [15] [16] [17] [18] . The non-overlapping constraints are expressed in lines 12-14. Given two squares i and j, they specify that i is placed on the left, on the right, below, or above j. The constraints in lines [15] [16] [17] [18] specify that the squares fill the entire master space. In particular, line 16 (resp. line 17) states that the sizes of the squares intersecting a vertical (resp. horizontal) line p sum to the size of the master square.
Search procedure The nondeterministic program is described in lines [20] [21] [22] [23] [24] . It first assigns the x-coordinates (lines [20] [21] and then the y-coordinates (lines [22] [23] . Each of these assignments is a value/variable labeling: it considers a position p and determines the squares whose bottom-left corners have p as their x-coordinates (resp. y-coordinates). The nondeterministic program uses the nondeterministic try instruction which specifies several choices. In this application, the first choice assigns a position to a decision variable, say x[i].
The second choice imposes the constraint x[i] != p.
Note also the exploreall instruction in line 11 that specifies that all solutions must be found and the instruction in line 24 which adds each solution to the pool declared in line 5. If only one solution is desired, the explore instruction can be used instead of exploreall.
Scene Allocation
Finding perfect squares is a constraint satisfaction problem. The second application, scene allocation [26] , illustrates a nondeterministic program for an optimization problem. The goal is to minimize the cost of producing a movie consisting of several scenes. The scenes can be shot on various days, with the constraint that at most 5 scenes can be filmed every day.
Each actor has a day fee, appears in various scenes, and is paid according to the number of days he/she spent on site. Figure 2 depicts a constraint program for the scene allocation problem. The input data is declared in lines 1-10. The number of scenes is specified in line 1, the days in line 3, the actors in lines 4-5, and their fees in line 6. The array appear specifies the set of actors playing in each scene. For simplicity, its initialization is not shown (see line 8) . The set of scenes in which an actor appears is computed in line 9, while line 10 specifies the maximum number of scenes (that is, five) that can be shot on any given day. Objective and Constraints The objective function (line 14) specifies that the solution must minimize the sums of the actor costs, each actor being paid his/her fee times the number of days in which he/she shoots at least a scene. There is only one global cardinality constraint specifying that there are at most 5 scenes shot every day.
The Nondeterministic Program In this application, the nondeterministic program is a traditional labeling exploiting the first-fail principle. More precisely, the nondeterministic program iterates over the scenes and always chooses to assign first the scene with the smallest domain (line 19). Ties are broken by choosing the most costly scene first. Once a scene s is selected, the search nondeterministically assigns the days to s (lines [20] [21] . The nondeterministic program uses the tryall instruction which generalizes the try construct for situations in which the number of choices is not known a priori.
Search Controllers
As mentioned earlier, a search procedure in Comet is specified by a nondeterministic program and a search controller. Nondeterministic programs implicitly specify the search tree to explore, while search controllers specify the exploration strategy. Typically users will not write controllers. Comet provides a default search controller implementing a depth-first exploration, as well as implementations of a variety of controllers. However, users retain the ability to write custom controllers whenever their applications impose some requirements not covered by existing search controllers.
Because they play a fundamental role in the parallelization of constraint programs, this section reviews search controllers in some detail. It starts by giving an overview of continuations, which are used to implement nondeterminism. It then presents the interface of search controllers, the link between nondeterministic programs and search controllers, and a number of search controllers. More information can be found in [28, 27] .
Continuations
Continuations provide a flexible control structure to implement several higher-level abstractions such as exceptions, coroutines, and nondeterminism. Informally speaking, a continuation is a snapshot of the runtime data structures that allows the execution to restart from this point at a later stage of the computation. More precisely, a continuation is a pair I, S ,
where I is an instruction pointer and S is a stack to execute the code starting at I. In Comet, continuations are obtained through instructions of the form continuation c body that binds c to a continuation I, S , where I is the next instruction in the code and S is the stack when the continuation is captured. It then executes its body and continues in sequence. The resulting continuation can be invoked with a call(c) that restores the stack S and restarts execution from I. Consider the code displayed in Figure 3 . The code outputs fact(5) = 120 fact(4) = 24
Indeed, the continuation c in line 5 consists of an instruction pointer to line 6 and a stack whose entry for i stores the value 4. The Comet implementation first calls the factorial function with argument 5 (since i = 5 is executed when the continuation is taken). Since i has value 5, the implementation calls the continuation (line 8), which restarts execution
if (n==0) return 1;else return n * fact(n−1);
9 Continuation c = getContinuation(); 10 int r = fact(i ); 11 cout << "fact(" << i << ") = " << r << endl; in line 6 with a stack whose entry for i has value 4. The Comet implementation thus calls fact(4), displays its result, and terminates (since i is 4).
Consider now the code displayed in Figure 4 . The code has the same effect but it illustrates the complex control/stack patterns that may be induced by continuations. Indeed, the continuation is taken in line 5, i.e., inside the function getContinuation. The instruction pointer is on line 6 (the return) and the stack contains two frames for the global and the function scopes. When the continuation is called on line 14, the stack is restored, the execution restarts in line 6, returns the correct continuation c, and proceeds to compute fact(4), displays its results, and terminates. Note that continuations, like closures, are first-class objects that can be stored in data structures, used as arguments, and returned as values.
The Interface of Search Controllers
Since the implementation of nondeterminism in Comet is based on continuations, it is thus not surprising that search controllers implement the search strategy by manipulating continuations. The interface of search controllers is depicted in Figure 5 and we now review the role of each method informally.
The setExit method is called by the explore, exploreall, and minimize instructions and receives as argument a continuation e which specifies what to do after the search is completed. The start method is called by the explore, exploreall, and minimize instructions to initiate the nondeterministic execution. It receives a continuation s which is captured at the beginning of the nondeterministic program. The restart method is used for restarting strategies and typically calls the continuation s above (among other treatments).
The exit method typically calls the continuation e to terminate the search. The addChoice and fail methods are particularly important in that they typically specify the search strategy. Method addChoice receives a continuation c representing a nondeterministic choice and stores c in some data structure for future use. Method fail is called upon a failure in the search and typically restarts execution by executing a continuation received in addChoice. The remaining instructions are executed before and after a try (resp. tryall) instruction.
The Link between Nondeterministic Instructions and Search Controllers
Nondeterministic instructions in Comet are implemented in terms of source-to-source transformations. Figures 6 and 7 illustrate these transformations on the try and exploreall instructions; other nondeterministic instructions are rewritten similarly (see [28] for details).
Consider first Figure 6 which depicts the rewriting for the try. . When no such choices exist, the search controller will call continuation e.
A Controller for Depth-First Search with Checkpoints
We now turn to the implementation of several search controllers used in the experimental results. Our first controller is an implementation of depth-first search using checkpoints.
Checkpoints are first-class objects in Comet and represent the constraints added from the start of the search to the specific computation point where the checkpoint was taken. The use of checkpoints is critical in parallelizing constraint programs, since they precisely define nodes of the search tree. (Checkpoints are called semantic paths [4, 15] ). 
A Controller for Limited Discrepancy Search
Limited discrepancy search (LDS) [10] is a search strategy relying on a good heuristic. It explores the search space by trusting the heuristic early in the search and less and less so over time. More precisely, LDS can be thought of as exploring the search tree as a series of waves. In the first wave, LDS follows the heuristic to a leaf. In the second wave, it explores all the leaves that can be reached when the search path differs from the heuristic on exactly one decision (that is, the search path takes a single different choice in the nondeterministic program). In wave i, LDS explores leaves that can be reached when the search path exhibits i discrepancies with respect to the path followed by the heuristic.
A wave is a collection of nodes that are represented by a continuation, a checkpoint, as well as additional information such as the discrepancy or the depth in the tree. At any point in time, the implementation must manipulate both the current and the next wave. There are many ways of implementing LDS and Figure 9 depicts an implementation organized around two stacks of nodes, for the current and the next wave. Stack curStack holds the unexplored nodes in the current wave, while nextStack holds the nodes of the next wave. Like in the DFS controller, method addChoice creates a checkpoint (line 10). Then it inserts a node in the current wave if it does not exceed the limit on discrepancies (lines [11] [12] or in the next wave otherwise (line 13). The method fail pops the node from the current wave if possible (lines [26] [27] [28] [29] , in which case it also restores the node discrepancies (line 27). If the current wave is empty, the two stacks are swapped and the number of allowed discrepancies is increased (lines [20] [21] [22] [23] [24] [25] . The search completes when both stacks are empty.
To use LDS in the scene allocation program in Figure 2 , it suffices to add the instruction
after line 12 where the CPSolver CP is created. This clear separation between the nonde-terministic program and the search strategy is one of the appealing features of constraint programming. It is one of the main contributions of this paper to show that constraint programs can be parallelized automatically, while preserving this functionality.
A Controller for Bounded Discrepancy Search
We conclude this section with a controller for bounded discrepancy search. The controller is depicted in Figure 10 and consists of limiting the search to those that have at most k discrepancies compared to the heuristic. Note that this is an incomplete search controller as it would be necessary to progressively increase the limit k on the number of discrepancies to obtain a complete search. The controller is essentially similar to the DFS controller but is organized around a stack of nodes. It also maintains the discrepancies of the current node (lines 10 and 19) and differs in how method addChoice is implemented. Indeed, instead of systematically pushing a node on the stack, the controller does so only whenever the number of discrepancies is not above the threshold (lines 10-11). Observe also that the node pushed on the stack has discrep+1 discrepancies. 
Parallel Abstractions of Comet
This section gives a brief overview of some parallel abstractions of Comet used later in the paper. More detail on these and other abstractions can be found in [16, 13] .
Parallel Loops
Comet provides a parall construct, as the parallel counterpart to the sequential forall.
Consider the Comet snippet for a parallel multi-start local search for jobshop scheduling.
Each execution of the body creates a jobshop model (line 3) and searches for a high-quality solution from a randomly generated initial solution (line 4). For iteration i, the returned solution is stored in sol[i] (line 4 again). Once all iterations are completed, the value of the best found solution is displayed (line 6). The parallel abstraction is illustrated in line 2: The parall instruction is the parallel counterpart to the sequential forall construct of Comet. Operationally, the parall creates a thread to execute the loop body for each value of i. These threads are joined after the loop, i.e., the instruction following the loop is only executed after all threads completed their execution. Observe the easy transition from a sequential to a parallel multi-start algorithm.
Thread Pools
The implementation of the parall instruction associates a thread with each iteration of the parallel loop. Since each thread has its own runtime control blocks and stacks 2 , this implementation may induce some non-negligible overhead when the number of iterations is large. Thread pools overcome this limitation and allow Comet programs to map nicely onto the underlying architecture. reconsiders the parallel multistart algorithm but now uses a thread pool. The thread pool is declared in line 1 and used to parameterize the parall instruction in line 3. The semantics is the same as the traditional parall but the loop only uses the four threads in the pool to execute the iterations. The fragment shows how to collect all the solutions in a solution pool (declared in line 2) and how to retrieve the best solution in line 7. Observe the small distance between the sequential and parallel code and the clean separation between the model, the parallel code, and the mapping on the target architecture. Note also that the size of the parallel pool can be determined statically (or dynamically with a runtime call to System.getNumberOfCores()) according to the number of available processors.
Early Termination
Sometimes, it is desirable to terminate all threads as soon as some condition holds, e.g., as soon as a solution is found. For these situations, Comet provides an abstraction for early termination which we illustrate with a multi-start local search model for the the Progressive Party Problem based on a parallel loop. The code snippet on the left uses a parallel loop and a condition until found on line 10 which terminates all threads as soon as one of them sets found to true on line 8. When the number of iterations to run is a priori unbounded, a parever construct can be used instead as shown on the right hand side.
It runs the same search as before but no longer bounds the number of iterations. Similar constructs can be used in many other contexts.
Transparent Parallelization of Constraint Programs
The parallelization of constraint programs is illustrated in Figures 11 and 12 , which depict parallel versions of the square and scene programs with one worker per core.
Consider first Figure 11 . The modifications for obtaining a parallel version of the algorithm are in lines 7-9 and 29. They do not affect the model, that is the decision variables, the constraints, and the search procedure (lines [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Consider now Figure 12 that depicts a parallel program for scene allocation. The parallelization proceeds exactly as for the perfect square program, although this is a minimization problem and the search strategy uses an LDS controller. Once again, it illustrates that the parallelization of constraint programs in Comet is essentially transparent. 
The Implementation
This section describes the implementation of the transparent parallelization. It first reviews the parallel model, before presenting the parallel search controller.
High-Level Description of The Parallel Architecture
In the parallel implementation, each worker is associated with a thread and executes its own version of the constraint program. The workers collaborate by sharing subproblems, naturally leveraging the semantic paths used in the underlying search controllers. The collaboration is based on work stealing: When a worker is idle, it steals subproblems from active workers. Work stealing has some strong theoretical guarantees [1] and was successfully used in parallel (constraint) logic programming systems as early as in the 1980s (e.g., [29, 25] ) and in recent systems. Figure 13 illustrates work stealing. The left part depicts the search tree explored by a busy worker. The right part shows the new search tree after a steal operation: The stolen subproblems 4, 5, and 6 are placed in a problem pool (top right) and the search tree of the active worker is updated accordingly (bottom right). 
Worker j
Step 2:
Worker is notified of a shortage of subproblems in the shared pool and steals locally to replenish
Step 1: Worker j is starving and requests a subproblem to the shared problem pool. It blocks until a problem becomes available.
Search Controller Empty 4
Step 5:
Worker wakes up and consumes a problem from pool 4 , C 4
Step 6: I n i t i a t e a s e a r c h starting from problem 4
Step 3: G e n e r a t e e x p l i c i t subproblems from stolen node and continuation
Step 4: Wo r k e r i d e l i v e r s n e w subproblems to the pool
Step 7: Worker i resumes normal strategy. The node (1,C 1 ) is no longer in its pending local nodes C 3 Figure 15 : The Work-Stealing Protocol.
In the Comet implementation, the search nodes corresponding to open subproblems (e.g., subproblems 4-6 and 7-9 in Figure 13 ) have not been created yet: for instance, these nodes are created by lines 17-28 in the DFS controller of Figure 8 . This lazy creation of search nodes is important for efficiency reasons. However, when an idle worker wants to steal these nodes, the busy worker has to generate them, since the continuation references its own stack. As a result, each worker is organized as a simple finite state machine, alternating the exploration of its search tree and the generation of subproblems to be stolen (see Figure  14) . The transition from exploration to generation occurs when an idle worker requests a node, in which case the busy worker explicitly generates subproblems before returning to its exploration. In the current implementation, busy workers periodically poll the problem pool to check whether more subproblems must be shared, in which case they switch to generation. The work-stealing protocol is depicted in Figure 15 which describes all the steps in detail.
The workers interact through a problem pool which stores subproblems available for stealing.
The pool may be distributed across the workers or centralized. A centralized problem pool does not induce any noticeable contention in our parallel implementation, as it is organized as a producer/consumer buffer manipulating only pointers to subproblems. In the first step of Figure 15 , worker i is busy while worker j is idle. Since the problem pool is empty, the request from worker j for a new subproblem blocks. In steps 2 and 3, worker j polls the pool, switch to generating mode, and steals the root node, to produce nodes 4-6. In step 4, nodes 4-6 enter the problem pool. In step 5-6, worker i wakes up to receive a subproblem from the pool (node 4) and starts a new search. Finally, in step 7, worker i resumes its own search. Note that this example shows a somewhat extreme case since, in general, busy workers switch to generation mode before the pool is empty, so idle workers rarely starve.
The overall architecture has several benefits. First, it induces only a small overhead in exploration mode, since the workers execute a sequential engine with a lightweight instrumentation to be discussed in the next section. Second, the workers only exchange subproblems, making it possible for them to execute different search strategies if desired. Third, because the workers are responsible for generating subproblems available for stealing, the architecture applies directly to any exploration strategy: the strategy is encapsulated in the search controller and not visible externally.
The Interface of Search Controller Revisited
To parallelize constraint programs transparently, it is necessary to enhance the interface of search controllers slighly. Figure 5 depicted the full interface. The last two methods, namely steal and solve, augment the core functionalities described earlier with work stealing capabilities: steal is used to steal a search node from a controller and solve is used to solve a subproblem. Figure 16 shows an implementation of these two methods for a DFS controller.
Method steal simply steals the bottom node of the stack (if any). For DFS, the bottom node represents the root of the current search tree and tends to produce large subproblems. Note that, for other strategies, it might be beneficial to steal a different node. This is easily achieved by overriding the steal method. Method solve restores the checkpoint stored in the subproblem and restarts the search procedure by executing the "start" continuation.
Observe that method solve does not use the continuation stored in the search node, since it generally orginates from another thread. Instead, it simply restores the checkpoint, thus creating a subproblem which is solved using the search procedure. 
The Parallel Search Adapter

generic parallel search adapter that lifts any exploration strategy into a parallel exploration
strategy. The core of the implementation is the parallel search adapter created when the parallel solver is declared (for instance, line 9 in Figure 11 ). The architecture of the parallel adapter is depicted in Figure 17 . The figure shows that the CP solver references the parallel controller which encapsulates two sub-controllers: the exploration controller for the search exploration (e.g., the default or user-supplied controller) and the generation controller for generating subproblems. Subproblems are obtained from search nodes by extracting the checkpoints and other information such as discrepancies. Indeed, the initial constraint store and a checkpoint define a subproblem, which can be solved by the original search procedure. [15] , which we apply here to the parallelization of constraint programs. Observe also that each worker has its own constraint solver and thus its own parallel adapter. They only share the repository which contains search nodes available for stealing. The repository is a monitor (like solution pools) and all its methods are executed in mutual exclusion. The parallel adapter is now described in two steps to cover (1) the search initialization and (2) the exploration/generation transition. Figure 18 illustrates the two methods at the core of the initialization process. Recall that method start is called at the beginning of the search (e.g., when the exploreall or minimize instructions are called). The start method of the parallel adapter has two functionalities: (1) it must ensure that a single worker starts its exploration to avoid redun- 2) it must allow all workers to steal work once they have completed their current execution. The start method solves the second problem by creating a continuation steal (lines 2-7) used to initialize the exit continuation of exploration controller in line 5. This means that the exploration controller, when calling its exit continuation, will now execute the instruction in line 8 to steal work instead of leaving the search. The first problem mentioned above is solved by the instruction in line 8. The repository is used to synchronize all the workers. A single worker is allowed to start exploring; the others start stealing. Note also that, when the first worker has finished its first exploration, it will also return to line 8 and start stealing work, since the test in line 8 succeeds exactly once.
This is exactly the idea of semantic decomposition proposed in
The Search Initialization
Stealing work is depicted in lines 10-17. The worker requests a subproblem from the repository (line 11), that is, it tries to steal problems from other workers. This call to a method of the repository only returns when the worker has found a subproblem or when all the workers are looking for work. When a subproblem is available, the parallel adapter asks the exploration controller to solve the subproblem (line 13). In other words, the exploration controller starts an entirely new search to solve the subproblem. In other words, workers exchange subproblems, which are solved by applying the original search procedure.
Note that it may be the case that the subproblem cannot be restored successfully (in optimization problems), in which case line 14 is executed to obtain a new subproblem. If nothing is available, no work can be stolen anywhere and the worker exits (which means that its thread waits on a barrier to meet all the other threads in the parall instruction [16] ).
The Transition Between Exploration and Generation
The transition between exploration and generation, as well as the delegation to the appropriate sub-controller, is depicted in Figure 19 . Method addChoice illustrates the delegation process: In generation (resp. exploration) mode, the call is delegated to the generation (resp. exploration) controller. Method startTry and exitTry follow the same schema.
However, method startTry also "publishes" work when requested by the repository (line 1 19 to determine whether the pool needs more subproblems. When such condition holds, the worker switches to generation mode. The resulting protocol is similar to randomized work stealing [1] , but possibly resulting in more than one worker producing subproblems.
Once again, heuristics for worker selection and subproblem ordering can be implemented naturally by overriding the relevant methods. The parallel controller first steals a local node (line 20) from the exploration controller (e.g., checkpoint 1 and continuation C 1 in Figure   15 ). If such a problem is available for stealing, the code in lines 21-29 moves the adapter into generation mode (line 22), generates subproblems (line 26) by calling the generation explorer, and returns in exploration mode (line 29). To return in generation mode, the parallel adapter creates a new continuation resume and a checkpoint now. The generation controller is called with its exit continuation set to resume, ensuring that, when the generation phase is completed, execution returns in line 28. Similarly, the checkpoint now is restored so that the constraint solver returns to its exploration state.
The Generation Controller
It remains to describe the generation controller whose role is to explore the children of a node, sending their subproblems to the problem pool. It can be viewed as a simple DFS controller failing each time a new subproblem is created. For instance, Figure 20 depicts the implementation of method exitTry for the generation controller. This method is called at the end of the nondeterministic instruction try. As a result, when it reaches this instruction, the controller has created a subproblem. The code thus creates a checkpoint toPub capturing this subproblem (line 2) and creates a node with this checkpoint and possibly other information as the number of discrepancies.
3 It then fails, generating other nodes until its stack is empty, in which case its exit continuation is called and execution resumes in exploration mode.
Optimization
In the description so far, workers only exchange subproblems. In optimization applications, it is critical for the workers to communicate new bounds on the objective function. The parallel workers use events to receive new bounds asynchronously. The instruction whenever rep@newBound(int bound) bestFound = min( bestFound,bound);
updates the best found solution in the parallel adapter. The bound can then be used in the addChoice method to fail early as shown in Figure 21 .
Distributed Computing
This section discusses how to implement a distributed search controller to explore the search space on a network of workstations. The main difference between the parallel and distributed code is the pool. Indeed, sub-problems produced by workers can no longer be shared easily since the workers now have different address spaces. Instead, they must be shipped over the network back to the master (using sockets in our implementation) and then transmitted to starving workers (also across the network). Note also that, on a parallel machine, all the workers can probe the problem pool regularly to decide whether to push new sub-problems into the pool. Since they share the same address space, it induces negligible overhead. On a distributed platform, however, the higher communication latency makes it necessary to use a pull model in which the master requests subproblems whenever it wishes to replenish its pool. This communication protocol is once again implemented using events. The instruction whenever rep@needMore() wantGenerate = true;
informs the worker that the pool size is low and new work must be published. The call to rep.wantMore() in publish() is then replaced with a test of the flag wantGenerate. This pull model works equally well in parallel, but was not used initially for simplicity.
Portability to Other Systems
It is important to stress that the abstractions proposed herein are independent of the Comet system. They could be implemented in any system, albeit more tediously. They are based on a number of abstractions, each of which could be reimplemented in other languages or even in C++ libraries. Comet makes heavy use of continuations and closures, but these could be implemented or simulated in languages that do not support them natively [14] . Similarly, parallel loops have been implemented in systems such as OpenMP [3] and work stealing has been implemented in parallel logic programming systems such as CHIP [25] and in Cilk [5] .
One of the main novelties in this paper is to show that a careful selection of abstractions enables a transparent parallelization of constraint programs and this contribution is not restricted to Comet, but would generalize to other systems and libraries.
Experimental Results
We now describe the experimental results showing the feasibility of transparent parallelization. Before presenting the results, it is important to point out some important facts of parallel implementations. First, optimization applications may exhibit interesting behaviors. Some are positive: superlinear speedups may occur because the parallel version finds better solutions quicker and thus prunes the search space earlier. Some are negative: the parallel implementation may explore some part of the search tree not explored by the sequential implementation, reducing the speed-ups. Typically, in optimization applications, we also give results factoring these behaviors by reporting the time to prove optimality given an optimal solution at the start of the search. Second, the parallel implementation of a search strategy produces a different search strategy because of work stealing. Indeed, the stolen subproblems are solved with the search procedure and the heuristic may now be different. This strategy may be less or more effective on the problem at hand. This is also the case when a single worker is used with the parallel abstractions since this worker still publishes work to the pool and solves them later, starting from the beginning of the search procedure. Testing one worker in this way serves to measure the overhead/speedup of the implementation without any benefits of parallelization. 
Experimental Setting
The results use an Apple PowerMac with two dual-core Intel Xeon 2.66 GHz processors (4 cores total), 4MB L2 Cache per processor, and 2GB of RAM running Mac OSX 10.4.9.
Our implementation links our dynamic library for finite domains to the Comet system and implements the parallel controller in Comet itself. No change to the Comet runtime system were necessary. It is important to mention that parallel threads are in contention for the cache and for memory on multicore machines, which may have adverse effects on runtime.
The experimental results always compare the parallel and the sequential implementations.
In all cases but depth-first search, the exploration and the sequential controllers are the same. For depth-first search, it is possible, in a sequential implementation, to obtain a more efficient implementation than the controller depicted in Figure 8 . Indeed, since backtracking is chronological, it suffices to capture the trail pointer instead of a checkpoint, which may be significant when the constraint propagation does not take much time. Table 1 reports experimental results on a scene allocation problem featuring a global cardinality constraint and a complex objective function. These results are the average of 50 runs.
Scene Allocation
The search procedure does not use symmetry breaking and the instance features 19 scenes and 6 days. The first two lines report results on DFS and the last two on LDS. The second and fourth line report times for the optimality proof. DFS exhibits nice speedups reaching 3.37 for the proof and 3.11 overall. Observe also the small overhead of 1 worker over the sequential implementation. LDS exhibits superlinear speedups for 1 and 2 workers and nice speedups overall. Recall that the parallelization changes the strategy, even with 1 worker, which happens to be beneficial in this problem, causing these superlinear speedups. Tables 2 and 3 illustrate results on four different instances of graph coloring with 80 vertices and edge density of 40%. These tables report averages over 25 runs. The search procedure Table 2 : Graph Coloring using DFS.
Graph Coloring
uses symmetry breaking. The overhead of the single worker is more significant since there is little propagation and the cost of maintaining the semantic paths is proportionally larger. The first two columns indicate the problem number and the number of workers respectively. Columns 3-5 show the average, standard deviation, and minimum and maximum runtimes across all runs. The next two columns show the speedups with respect to the sequential and one worker implementations. Finally, the last two columns show the average number of failures and choice points over all workers. In Table 2 , it is interesting to note that the number of failures and choice points stay approximately the same as the number of workers increases, for some instances, indicating that the total work done is about the same as in the sequential implementation. Note that there is very little variance in the execution times regardless of the number of workers, except on instance 3 where the number of choice points increases with 3 workers -the manifestation of a negative effect where more Table 3 : Graph Coloring using DFS, proof only.
work is done in parallel-. When the number of choice points decreases, as in instance 5, the speedup improves significantly. In Table 3 , the number of choicepoint remains roughly the same as the number of workers increase. Once again, the parallel implementation shows good speedups for a problem in which maintaining semantic paths is costly.
Golomb Rulers
The Golomb rulers problem is to place N marks on a ruler such that the distances between any two marks are unique. The objective is to find the shortest such ruler for N marks.
The propagation is more time-consuming on this benchmark. Table 4 : Golomb Rulers.
Moreover, for DFS which dominates LDS here, the speedups scale nicely, moving from 2.59
with three processors to 4.26 with 4 processors (N=13). This is particularly satisfying since complex applications are likely to spend even more time in propagation, showing (again) the potential of parallel computing for constraint programming. It is also important to mention that the sequential implementation is only about 20% slower than Gecode [11] for the same number of choice points on this benchmark, although Comet is a very high-level garbage-collected language which imposes some overhead on our finite-domain library.
Jobshop Scheduling
We conclude this section by reporting a number of experimental results on jobshop scheduling. Scheduling is one of the successful application area of constraint programming and these results assess the benefits of parallel computing on these problems.
The Basic Constraint Program
The constraint programs evaluated in this section all use edge-finding and not-first/not-last algorithms [2, 24, 18] . Their search procedures rank the machines one at a time, using a lexicographic heuristic to choose the machine to schedule next. The heuristic first selects the machine with the smallest local slack and breaks ties using the global slack. Ranking a machine consists of sequencing the activities. Figure 22 depicts the constraint program stating the traditional precedence and resource constraints and ranking the machines successively, while Figure 23 shows the ranking procedure. The ranking of a machine consists of finding the first available rank r (line 3), selecting an activity a that can be scheduled in position r (line 4), and trying to schedule a in position r (lines 5-7). Observe once again that the parallelization is completely transparent: the constraints and the search procedure are left unchanged by the parallelization. Note that execution times in scheduling may often vary significantly according to the heuristic or search strategy. Thus, the rest of this section reports results on several settings.
Basic Results
We first report results on the ORB 1-5 benchmarks which are reasonably easy at this point. Tables 5 and 6 report these results for the DFS and LDS search controllers presented earlier. Table 5 : Jobshop Scheduling using DFS.
For DFS, the parallel implementation exhibits good speedups in general. On the most difficult problems (ORB 3 and ORB 1), the speedups are about 3.89 and 3.46 for 4 processors.
The results for a single worker may exhibit some serious slowdown due to the change in search strategy but the parallelism nicely recovers from these pathological behaviors, producing significant superlinear speedups.
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For LDS, the situation is reversed and the parallel implementation with a single worker is typically faster than the sequential version. The results systematically show superlinear speedups with respect to both the sequential and single-worker implementations. These speedups range from 5.43 to 6.31 when compared to the sequential constraint program. Table 8 : Jobshop Scheduling: High-Quality Solutions using IBDS.
Proof of Optimality
To reduce the effect of the heuristic, Table 7 reports the time for the optimality proofs (using DFS) on two reasonably difficult benchmarks: LA-24 and LA-25. The speedups are 3.28 and 3.78 with respect to the sequential implementation, and 3.35 and 3.94 over the parallel implementation with a single worker. Table 8 looks at the opposite situation: It studies the benefits of parallelism for the search of high-quality solutions with Iterative Bounded Discrepancy Search (IBDS). In particular, the table reports the times to find the optimal solution to a series of benchmarks (LA-21 to LA-25) using an iterative bounded discrepancy search. The constraint program uses the bound discrepancy controller in Figure 10 iteratively with 3, 6, 9, ... allowed discrepancies until the optimal solution is found. This is significantly more efficient than depth-first search on these benchmarks. The parallel constraint program yields superlinear speedups in this setting for LA-21, LA-24, and LA-25 over both the sequential and single-worker versions.
High-Quality Solutions using Iterative Bounded Discrepancy Search
6.5.5 Hybrid Optimization: Local Search and Constraint Programming Table 9 reports experimental results on a hybrid algorithm consisting of two phases: The first phase is the multi-start version of the tabu-search algorithm of Dell'Amico and Trubian [7] , while the second phase is a constraint program with a depth-first controller. finds very high-quality solutions on these problems and some have easy optimality proofs, which reduces the potential for parallelism. However, the more difficult problems (LA-24 and LA-25) exhibit strong (possibly superlinear) speedups.
Distributed Results
The distributed implementation was evaluated on jobshop scheduling problems using instances LA21-26 [12] and either a DFS or LDS search strategy. The hardware is a network of AMD Athlon at 2Ghz (Athlon 3800+) with a 100 Mbit switched LAN. The heuristic in the constraint-based scheduler first selects the machine with the smallest local slack and breaks ties using the global slack. The heuristics also ranks the resources by selecting first those tasks with the earliest completion times. The constraint-based scheduler only uses the basic edge-finding algorithm. Table 10 (top) depicts the times and speedups for the optimality proofs. This computation is interesting since it is not subject to superlinear speedups, e.g., speedups due to finding higher-quality solutions sooner in the search. Only LA-21, LA-24, and LA-25 are shown, the proof of optimality being trivial for the other problems. The speedups are excellent, ranging from 9.25 to almost 15 on 16 machines. It is also interesting to compare the speedups of the parallel and distributed implementations. On a multicore parallel machines with 4 workers, the speedups are 3.28 and 3.78 on LA-24 and LA-25, while they are 3.20 and 3.53 on the distributed implementation. Comet virtual machine to one peer over a 100Mbit network takes about 0.5 second. The running times for LA-23 with 16 workers is therefore bounded from below by this initial communication (e.g., 16 · 0.5). To improve efficiency one must switch to a gigabit network or use a multicast IP protocol 5 . Table 11 shows the results for finding optimal solutions and proving optimality using An interesting observation about these preliminary results is that DFS outperforms LDS in a distributed environment, although this is clearly not the case in sequential. The availability of parallel and distributed hardware, and the transparent parallelization of constraint programs, may alter the benefits and limitations of exploration strategies.
Related Work
The main novelty of this paper is the transparent parallelization of advanced constraint programming searches. To our knowledge, no other systems feature a similar functionality which addresses the challenge recently formulated by Schulte and Carlsson [23] . We review 5 multicast involves invasive changes to network routing and is unreliable.
related work in constraint programming to emphasize the originality of our proposal.
Parallel constraint logic programming was pioneered by the CHIP/PEPSys system [25] and elaborated in its successors [17] . These systems offer transparent parallelization. However, they were implemented at a time when there was no clean separation between the nondeterministic program and the exploration strategy (DFS was the exploration strategy).
Moreover, these systems induce a performance penalty when parallelism is not used, since they must use advanced data structures (hash-windows, binding arrays, enhanced trailing) to support parallelism transparently [25] . The proposal in this paper is entirely implemented on top of Comet and requires no change to its runtime system.
Perron describes Parallel Solver in [19] and reports experimental results in [20] , but he gives almost no detail on the architecture and implementation. Parallel Solver builds on Ilog Solver which supports exploration strategies elegantly through node evaluators and limits [19] . However, Ilog Solver uses syntactic paths which induce a number of pitfalls when, say, global cuts and randomization are used. It is not clear how work is shared and what is involved in parallelizing a search procedure, since no code or details are given. Disolver [9] , is a C++ constraint programming library that supports transparent distribution on top of MPI. Search heuristics can be defined by overriding variable and value selection methods of the provided Solver class. However, search strategies appear to be limited to DFS, optionally randomized with restarts. It is not clear from [9] how subproblems are implemented and how flexible the search language is since the system is available only for commercial use.
Oz/Mozart was a pioneering system in the separation of nondeterministic programs and exploration strategies, which are implemented as search engines [21] . Schulte [22] shows how to exploit parallelism in Oz/Mozart using a high-level architecture mostly similar to ours.
At the implementation level, workers are implemented as search engines and can generate search nodes available for stealing from a master. The actual implementation, which consists of about 1,000 lines of code, is not described in detail. It seems that syntactic paths are used to represent subproblems. Moreover, since search engines implement an entire search procedure, the worker cannot transparently lift another engine into a parallel search engine without code rewriting. In contrast, search controllers in Comet do not implement the complete search procedure: they just encapsulate the exploration order (through the addNode and fail methods) and save/restore search nodes. It is the conjunction of the nondeterministic program (control flow through continuation) and search controllers (exploration order and node management) which implements the search procedure and makes transparent parallelization possible. Note also that the code of the parallel controller is very short.
Conclusion
This paper showed how to transparently parallelize constraint programs addressing a fundamental challenge for CP systems. The key technical idea is to lift a search controller into a parallel controller supporting a work-stealing architecture. Experimental results show the practicability of the approach which produces good speedups on a variety of benchmarks.
The parallel controller is built entirely on top of the Comet system and hence the approach induces no overhead when parallelism is not used. The architecture also allows different workers to use different strategies. Advanced users can write their own parallel controllers for specific applications, as the architecture is completely open. Future research will be concerned with a distributed controller: This requires distributing the problem pool which must become a shared object and replacing threads by processes, but these abstractions are also available in Comet.
