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Anotace 
 
 Síťové simulace mohou být přínosným nástrojem nejen v oblasti řešení 
problémů při nasazování nových standardů či doporučení, ale také především 
pomůckou k pochopení a ověření znalosti chování komunikačních protokolů. 
 Cílem této práce je vytvoření názorných úloh v simulačním prostředí 
Network Simulator 2 (NS-2), které mají za úkol ověřit chování protokolu BGP a 
multicastu. Vytvořené úlohy se věnují především protokolu BGP, který je v 
oblasti směrování informací základním pilířem konglomerátu všech IP sítí, 
Internetu. 
 První dvě úlohy vytvořené pro protokol BGP využívají implementace ns-
BGP a zbývající jsou postavené na implementaci BGP++. Úlohy ověřují jednak 
funkci základních atributů protokolu, ovlivňující proces rozhodování při 
směrování informací (AS_PATH, MED, LOCAL_PREF, WEIGHT) a dále 
metody či parametry ovlivňující efektivitu procesu směrování a redukci 
nadměrného provozu v síti (BGP konfederace, filtrování, agregace, MRAI). 
 Poslední úloha je věnována multicastu a to konkrétně typu DM (Dense 
Mode), který je skupinou tzv. hustého režimu. Úloha znázorňuje 
přihlašování/odhlašování do skupin a šíření zpráv typu GRAF a PRUNE v rámci 
konstantního datového toku 
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Abstract 
 
Network simulation can be beneficial not only in solving problems while 
applying  new standards or recommendations, but also primarily an aid in 
understanding and verifying knowledge of behaviour of communications 
protocols.  
 The aim of the thesis is to create illustrative tasks in the simulation 
environment, Network Simulator 2 (NS-2), which are designed to verify the 
behavior of BGP and multicast. Created tasks are above all devoted to BGP, 
which is the cornerstone of routing information of all IP networks conglomerate, 
the Internet.  
The first two tasks designed for BGP use the implementation of ns-BGP 
and the remaining are based on the implementation of BGP++. The tasks verify 
both the function of basic attributes of the protocol, influencing the decision 
making process when routing information (AS_PATH, MED, LOCAL_PREF, 
WEIGHT), and furthermore the methods or parameters affecting the efficiency 
of the process of routing and a reduction of excessive network traffic (BGP 
confederation, routing, aggregation, MRAI).  
The last task regards multicast, more specifically the type of DM, which is 
a group of the so-called Dense Mode. The task illustrates how to join/leave 
groups and spread messages of types GRAFT and PRUNE under a constant 
data stream. 
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1 Úvod 
 
 
1.1 Předmluva 
 
 Komunikační protokoly představují v oboru telekomunikací důležitou oblast, ve které 
jsou základem pro vznik stále se vyvíjejících nových služeb a jejich inovací. Stejně tak 
akademické studijní programy telekomunikačních oborů vychází ze standardů a specifikací 
těchto protokolů, na kterých je tento obor z podstatné části postaven. Nejen správné pochopení 
základních struktur a principů, ale i implementace těchto protokolů v rámci vývoje či inovace 
nových služeb vyžaduje především teoretickou studii obsaženou v celém spektru specifikací, 
doporučení či standardů, které představují často komplikované pochopení vzájemných 
souvztažností. Ke správnému pochopení jsou nám nápomocny síťové simulátory v podobě 
softwarových nástrojů. Napříč možnostem ve volbě simulačního nástroje je použití Network 
Simulatoru (NS-2) [1] jednou z nejlepších možností pro řešení úloh na profesionální úrovni. 
 
 
1.2 Cíle a požadavky 
 
 Cílem diplomové práce je prostudovat problematiku simulace počítačových sítí se 
zaměřením se na Network Simulator 2 (NS-2) [1] a navrhnout několik laboratorních úloh na 
téma chování protokolů BGP, IPv6, případně na problematiku multicastu, která umožní 
studentům ověření znalostí získaných na přednáškách. 
 
 
1.3 Vytyčení hranic 
 
 V diplomové práci se nebudu věnovat případnému programování implementací 
studovaných protokolů do simulačního prostředí, ale budu vycházet z již dokončených a 
funkčních projektů, které jsou volně k dispozici na Internetu [2] [3]. 
 
 
1.4 Rozčlenění 
 
 Diplomová práce je organizovaná následovně: V kapitole 2 se věnuji tematickým 
oblastem, konkrétně teoretickému seznámení s BGP protokolem [4] [5] v podkapitole 2.1, s 
multicastem [6] [7] v podkapitole 2.2 a seznámením se se simulačním prostředím NS-2 [1] v 
podkapitole 2.3. Kapitola 3 se věnuje samotné tvorbě simulačních úloh. Podkapitola 3.1 
rozebírá implementaci protokolů v NS-2. Následující podkapitoly 3.2 a 3.3 jsou hotovými 
koncepcemi sedmi praktických úloh ověřujících funkcionality BGP protokolu a multicastu. 
Struktura jednotlivých podkapitol pro úlohy je vždy tvořena z návrhu a konfigurace sítě, 
z událostí v simulaci a z výsledků simulace. Kapitola 4 je zhodnocením celé diplomové práce. 
Seznam čerpané literatury je uveden v kapitole 5. Šestá kapitola je obsahen příloh, které jsou 
uvedeny kapitole poslední, sedmé. 
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2 Tematické oblasti 
 
 Prvořadým úkolem je seznámit se s komunikačním protokolem BGP a multicastem, 
které jsou předmětem tvorby laboratorních úloh. Následuje objasnění základní tématiky týkající 
se simulačního prostředí Network Simulator (NS-2) [1], ve kterém bude probíhat podstatná 
většina práce. 
 
 
2.1 Protokol BGP (Border Gateway Protocol) 
 
 Border Gateway Protocol (BGP) [4] [5] je dynamický směrovací protokol typu EGP 
jednotně využívaný ke směrování v Internetu mezi ohraničenými celky nazývající se autonomní 
systémy. Jeho primární funkcí je výměna informací mezi sousedními autonomními systémy o 
dostupnosti jejich interních IP sítí. Tento směrovací protokol se řadí mezi tzv. Path-vector 
protokoly, kde obsah směrovacích informací uchovává nejen cenu cesty, ale i všechny předešlé 
skoky jako seznam autonomních systémů, jimiž cesta prochází (k detekci smyček). Cesty se 
také označují jako tzv. routy a jsou informačními jednotkami skládajícími se z cílových 
destinací, které zastupuje prefix IP adres, a z atributů, které tvoří cenu routy. BGP podporuje 
tzv. beztřídní mezidoménové směrování (CIDR - Classless Inter-Domain Routing), agregaci 
směrovacích cest a filtrování rout [5] [8]. V rámci modelu TCP/IP pracuje nad transportní 
vrstvou (konkrétně nad spolehlivým protokolem TCP na portu 179) a je tak protokolem 
aplikačním. 
 
 
2.1.1 Autonomní systémy (AS) 
 
 Směrování v IP sítích, které v globálním měřítku tvoří celosvětovou síť Internet, je 
funkcí, která klade na aktivní směrovací prvky náročnou úlohu z hlediska řízení a uchovávání 
směrovacích informací. Je proto nemožné, aby si každý směrovač uchovával všechny tyto 
informace a proto je rozdělen do autonomních systémů (AS) [8]. Autonomní systém je tedy z 
hlediska počtu sítí a složitosti struktury Internetu souhrn několika IP sítí, které mají jednotnou 
technickou správu, jim vyhrazený rozsah IP adres a vlastní pravidla směrování. Tato vnitřní 
pravidla zajišťují protokoly typu IGP (Interior Gateway Protocol) a úroveň, ve které probíhají 
se nazývá intra-domain [9]. Patří sem protokoly RIP (Routing Information Protocol), EIGRP 
(Enhanced Interior Gateway Routing Protocol), IS-IS (Intermadiate System to Intermadiate 
System), OSPF (Open Shortest Path First). Výměna informací mezi jednotlivými AS musí mít 
jednotný směrovací systém, který zajišťuje směrovací protokol typu EGP (Exterior Gateway 
Protocol) a úroveň, ve které probíhá směrování mezi AS, se nazývá inter-domain [9]. EGP musí 
být implementován ve směrovači, který se pak označuje jako hraniční. V našem případě 
protokol BGP můžeme z hlediska relací dělit na interní (iBGP) v rámci jednoho AS a externí 
(eBGP) pro komunikaci mezi AS (blíže v kapitole 2.1.4) [5] [10]. Představu o struktuře spojení 
autonomních systémů ukazuje Obr.2.1. 
 AS mohou být z topologického hlediska rozčleněny do tří kategorií [5] [10]: 
- singlehomed AS - jedná se o AS, který má pouze jedno připojení k ostatním AS do 
Internetu. Též se můžeme setkat s pojmem koncový (stub) AS, který je připojen pouze 
k jednomu dalšímu AS, což může být plýtvání z hlediska ASN, mají-li oba AS stejnou 
směrovací politiku. 
- multihomed AS - jedná se o AS, který udržuje spojení s více než jedním dalším AS, což 
má dva důvody použití: 
 umožňuje udržet dostupnost spojení mezi AS (příp. ISP) při výpadku jednoho z 
těchto spojení 
 zvyšuje výkonnost směrovacího procesu, více cest umožňuje optimálnější výběr 
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- tranzitní (transit) AS - jedná se o AS, který poskytuje skrze sebe připojení dalším AS. 
AS není zdrojem směrovací informace ani cílovou destinací ve směrovací informaci. 
 
 
Obr.2.1 Ukázka směrování v autonomních systémech 
 
 Autonomní systémy se rozlišují unikátním číslem tzv. ASN (Autonomous system 
Number) [10], které bývalo 2-oktetové, ale z důvodu vyčerpání kapacity se přešlo na 4-oktetové 
(viz RFC 4893). Značí se tečkovou anotací ve tvaru X.Y (viz RFC 5396), kde X a Y jsou 16-
bitová čísla. Tato 32-bitová ASN jsou přidělována v plném rozsahu vyjma tří skupin 
vyhraněných anotací: 
• 1.Y - rezervováno organizací IANA 
• 65535.65535 - rezervováno organizací IANA 
• 0.Y - anotace pro staré 16-bitové ASN (Y = staré 16-bitové ASN). V původních 16-
bitových ASN jsou vyhraněné následující skupiny: 
 64512 až 65534 - určeny pro privátní účely  
 0 - identifikace sítí 
 23456 - slouží pro překlad 2-oktetového ASN na 4-oktetové 
 54272 až 64511 a 65535 - rezervováno organizací IANA. 
Přidělování a rezervace ASN má na starost organizace IANA (Internet Assigne Number 
Authority, ww.iana.org) a spolu s prefixy IP sítí je přiděluje regionálním registrům RIR 
(Regional Internet Registy), které je dále přidělují poskytovatelům Internetu (ISP). 
 
 
2.1.2 Typy a formáty zpráv BGP protokolu 
 
 Každá zpráva BGP protokolu má pevnou velikost hlavičky (19 bytů) a v závislosti na 
typu zprávy následuje nepovinná datová část. Maximální velikost zprávy BGP protokolu může 
dosahovat délky 4096 bytů (oktetů). Formát hlavičky zprávy ukazuje Obr.2.2 [4] [5] [10]. 
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Obr.2.2 Formát hlavičky zprávy BGP protokolu 
 
Význam jednotlivých polí je následující: 
• Značkovač (Marker) - 16 bytů - pole pro kompatibilitu s předešlými verzemi 
protokolu; musí být vyplněno samými jedničkami 
• Délka (Length) - 2 byty - uvádí celkovou délku zprávy včetně hlavičky v bytech (v 
rozmezí 19 - 4096 B)  
• Typ (Type) - 1 byte - označuje o jaký typ zprávy se jedná. Definovány jsou tyto typy 
zpráv: 
  1 - OPEN 
  2 - UPDATE 
  3 - NOTIFICATION 
  4 - KEEPALIVE 
 
 
2.1.2.1 Zpráva typu OPEN 
 
 První zprávou v komunikaci BGP protokolu je zpráva OPEN, která je zaslána po 
vytvoření TCP spojení. Je-li tato zpráva akceptována příjemcem, zašle se jako potvrzení zpráva 
typu KEEPALIVE. Formát datové části této zprávy, který navazuje na pevnou hlavičku BGP 
protokolu je naznačen na Obr.2.3 [4] [5]. 
 
 
Obr.2.3 Formát zprávy OPEN 
 
Význam jednotlivých polí je následující: 
• V - Verze (Version) - 1 byte - udává verzi protokolu BGP (aktuální verze 4) 
• AS - Autonomní systém (My Autonomous System) - 2 byty - hodnota udávající číslo 
autonomního systému odesílatele 
• HT (Hold Time) - 2 byty - udává počet sekund, který navrhuje odesílající směrovač k 
nastavení časovače (Hold Timer) přijímacího směrovače. Příjemce ho použije spolu s 
vlastní definovanou hodnotou k nastavení hodnoty, která je 0 nebo hodnotou nejméně 
3s. Takto vypočtená hodnota pak udává maximální dobu mezi přijetím zprávy typu 
KEEPALIVE či UPDATE od odesílatele. 
• BGP ID (BGP Identifier) - 4 byty - BGP identifikátor odesílatele je nastaven na 
základě jemu přiřazené IP adresy 
• DVP - Délka volitelných parametrů (Optional Parameters Length) - 1 byte - udává 
celkovou délku pole "Volitelné parametry" v bytech. Pokud je nula nejsou uvedeny 
žádné volitelné parametry. 
• Volitelné parametry (Optional parameters) - pole obsahuje seznam volitelných 
parametrů, ve kterých je každý parametr kódován trojicí: TP - typ parametru (1 byte), 
DP - délka parametru (1 byte), hodnota parametru (proměnná); viz Obr.2.4. 
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Obr.2.4 BGP zpráva OPEN - volitelné parametry 
 
 
2.1.2.2 Zpráva typu UPDATE 
 
 Zpráva přenáší směrovací informace mezi BGP uzly a na základě nich vytváří graf 
popisující vztahy mezi autonomními systémy. Je tak možné detekovat a odstranit směrovací 
smyčky. Datová část zprávy UPDATE na Obr.2.5 [4] [5] je připojena k pevné hlavičce 
protokolu BGP a obsahuje následující pole, která nemusí být vždy ve zprávě obsažena. 
 
 
Obr.2.5 Formát zprávy UPDATE 
 
Význam jednotlivých polí je následující: 
• Délka neplatných rout (Withdraw Routes Length) - 2 byty - udává délku následujícího 
pole neplatných rout v bytech. Nulová hodnota znamená, že následující pole Neplatné 
routy není uplatněno. 
• Neplatné routy (Withdraw Routes) - toto proměnné pole obsahuje seznam prefixů těch 
rout, které je třeba zneplatnit. Každý prefix se skládá z délky (1 byte), udávající masku 
v bitech a ze samotného prefixu IP adresy, jak je patrné z Obr.2.5. 
• Celková délka atributů cesty (Total Path Attribute Length) - 2 byty - udává celkovou 
délku následujícího pole atributů, přiřazených k NRLI v bytech. Nulová hodnota 
znamená, že pole Atributy cesty a NLRI není ve zprávě obsaženo. 
• Atributy cesty (Path Attributes) - pole proměnné délky uvádí pro každou platnou cestu 
atribut reprezentovaný následující trojicí: 
 Typ atributu - 2 byty - první oktet tvoří tzv. příznaky atributu (Flags 
Attribute) a druhý oktet tzv. kód typu atributu (Attribute Type Code); na 
základě těchto oktetů se volí, jak se bude rozhodovat o výběru cesty. 
 Délka atributu - 1(2) byte - určuje datovou délku atributu v bytech; na základě 
příznaku (bit 3), se jedná buď o jedno nebo dvouoktetové pole. 
 Hodnota atributu - 1 byte - na základě příznaků a kódového typu se 
interpretuje význam hodnoty v tomto poli 
Blíže se atributům věnuje kapitola 2.1.3. 
• NRLI (Network Layer Reachability Information) - proměnné pole obsahující seznam 
prefixů, které sdílí všechny uvedené atributy. Délka tohoto pole v bytech se počítá z 
celkové délky zprávy UPDATE a od ní odečtených hodnot všech polí včetně velikosti 
hlavičky. Opět je zde každý prefix složen z délky masky (1 byte) a samotného prefixu 
IP adresy. 
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2.1.2.3 Zpráva typu KEEPALIVE 
 
 Zpráva oznamující sousedům, že směrovač je stále v činnosti. Interval, ve kterém je 
tento typ zprávy odesílán závisí na nastavení časovače sousedního směrovače (tzv. Hold Timer 
[4] [5]) a zpravidla nabývá maximálně třetiny intervalu Hold Time. Ve výchozí konfiguraci 
bývá frekvence zasílání 60s. Přijetím zprávy KEEPALIVE se opět časovač nastavuje na 
původní hodnotu. Je-li Hold Time interval nastaven na nulu, zpráva KEEPALIVE se nezasílá. 
 
 
2.1.2.4 Zpráva typu NOTIFICATION 
 
 Zpráva se zasílá v případě výskytu chyby a po jejím zaslání je TCP spojení okamžitě 
ukončeno. Formát datové části této zprávy ukazuje Obr.2.6 [4] [5] a je složen z následujících 
polí: 
 Chybový kód (Error Code) - 1 byte - určuje typ chyby (např. 1 = Message Header 
Error - chyba v hlavičce, 4 = Hold Timer Expired - vypršení časovače) 
 Subkód chyby (Error Subcode) - 1 byte - vystihuje detailnější příčinu chyby (např. pro 
chybu v hlavičce: 2 = Bad Message Type - špatný typ zprávy) 
 Data - proměnné pole oznamující diagnózu příčiny chyby na základě dvou předešlých 
kódů 
 
 
Obr.2.6 Formát zprávy NOTIFICATION 
 
 
2.1.3 Atributy cesty 
 
 Směrovací proces BGP protokolu se řídí na základě metrik, kterým se říká atributy [4] 
[5]. Dle těchto atributů je vybrána efektivní cesta k dané IP síti příslušného autonomního 
systému. Jak již bylo uvedeno výše (kapitola 2.1.2.2) atributy jsou přenášeny ve zprávě 
UPDATE a jsou rozděleny do následujících kategorií: 
• Volitelný (Optional) - implementace BGP nevyžaduje podporu všech volitelných 
atributů. Mohou být přidány BGP směrovačem na cestě. Nerozpoznané volitelné 
atributy se řídí nastavením tranzitivního příznaku (bit 1) v oktetu k tomu určeném (viz 
Obr.2.7). Atributy se dělí: 
 Tranzitivní (Transitive) - nerozpozná-li BGP směrovač volitelný tranzitivní 
atribut může přesto cestu akceptovat a poslat ji dalším BGP směrovačům s 
nastavením příznaku Partial (bit 3), viz Obr.2.7. Je-li již tento příznak nastaven 
předchozím BGP směrovačem nesmí, být změněn na hodnotu 0. Tranzitivní 
příznak nastavuje buď tvůrce zprávy nebo jakýkoli BGP směrovač v cestě (s 
nastavením příznaku Partial).  
 Netranzitivní (non-Transitive) - nerozpozná-li BGP směrovač takto označený 
atribut v dané cestě, ignoruje ho a dále ho již s cestou neodesílá. 
• Dobře známý (Well-known) -  každá implementace BGP musí tyto atributy rozpoznat. 
Ty mohou být: 
 Mandatorní (Mandatory) - musí být obsaženy v každé zprávě UPDATE, která 
obsahuje NLRI 
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 Volitelné (Discretionary) - nemusí být obsaženy v každé zprávě UPDATE 
Uplatnění těchto kategorií se nastavuje jednotlivými bity v poli příznaků, které jsou popsány na 
Obr.2.7 [4] [5] [10]. 
 
 
Obr.2.7 Popisy bitů v poli "Příznaky atributu" 
 
Typy některých atributů a jejich zařazení do kategorií ukazuje následující Tab.2.1. 
 
Tab.2.1 Kategorický přehled vybraných atributů cest 
ATRIBUTY 
Typ Kód typu Kategorie 
ORIGIN 1 Well-known (Mandatory) 
AS_PATH 2 Well-known (Mandatory) 
NEXT_HOP 3 Well-known (Mandatory) 
MULTI_EXIT_DISC 4 Optional (non-Transitive) 
LOCAL_PREF 5 Well-known (Discretionary) 
ATOMIC_AGGREGATE 6 Well-known (Discretionary) 
AGGREGATOR 7 Optional (Transitive) 
 
Vybraným atributům se blíže věnují následující podkapitoly. 
 
 
2.1.3.1 ORIGIN 
 
 Tento mandatorní atribut [4] [5] [10] [11] [12] specifikuje, jakým způsobem byla 
informace v NRLI naučena a jeho hodnota by neměla být měněna žádným jiným BGP 
směrovačem. Může nabývat hodnot uvedených v následující tabulce Tab.2.2 [11]. 
 
Tab.2.2 Hodnoty atributu ORIGIN 
Hodnota Význam 
0 IGP - NLRI jsou naučeny z IGP protokolu ve stejném AS jako tvůrce 
této UPDATE zprávy 
1 EGP - NLRI jsou naučeny externě z EGP protokolu (RFC904) 
2 INCOMPLETE - NLRI je naučen z jiného zdroje než je IGP či EGP 
(např. statické routy) 
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2.1.3.2 AS_PATH 
 
 Atribut je mandatorní a je tak součástí každé UPDATE zprávy, kde identifikuje 
autonomní systémy, kterými tato směrovací informace prošla. Atribut je složen ze segmentů, 
které tvoří trojice:  
• typ segmentu (path segment type) - 1 byte - definuje následující typy [4] [5]: 
 AS_SET - značí neseřazený výčet AS, využívaný při agregaci  
 AS_SEQUENCE - značí seřazený výčet AS, kterými zpráva prošla 
• délka segmentu (path segment length) - 1 byte - počet AS v následujícím poli 
• hodnota segmentu (path segment value) - obsahuje identifikátory AS (ASN) 
Pokud je tento parametr zasílán na vnitřní směrovač v témže autonomním systému, zůstává 
atribut AS_PATH nezměněn (v případě AS, který je zdrojem UPDATE zprávy je tento atribut 
prázdný, čili délka segmentu je nula). Pokud se však routa zasílá na hraniční směrovač jiného 
autonomního systému, přidá systém svoje ASN do výčtu (na pozici nejvíce vlevo) jak ukazuje 
Obr.2.8. Díky tomuto atributu je možné detekovat smyčky a to tehdy, když AS v tomto 
parametru přijaté UPDATE zprávy najde svoje vlastní ASN. Pro více cest do stejné destinace se 
pak vybírá ta s nejmenším výčtem ASN. 
 
 
Obr.2.8 Použití atributu AS_PATH 
 
 
2.1.3.3 NEXT_HOP 
 
 Atribut definuje unicastovou IP adresu hraničního směrovače, který může být použit k 
dalšímu skoku při směrování k cílové síti. Řízení a výpočty tohoto atributu závisí na povaze 
sousedícího BGP směrovače, zda je vnitřní (iBGP) či vnější (eBGP) a zda je zdrojem UPDATE 
zpráv. Bližší specifikace je popsána v RFC 4271 [5]. Použití atributu demonstruje Obr.2.9. 
 
 
Obr.2.9 Použití atributu NEXT_HOP 
 
 
2.1.3.4 MULTI_EXIT_DISC (MED) 
 
 Jedná se o metriku se 4 bytovou hodnotou, která ovlivňuje rozhodování o použití 
směrovací cesty v případě, že do sousedního autonomního systému vede více cest [5] [8] [10] 
[11] [12]. Na základě hodnoty  MED ve více routách si vybere tu s nižší hodnotou a provoz 
směrem do sítě, obsažené v NRLI, bude směrován touto trasou. Ukázka využití tohoto atributu 
je patrná z Obr.2.10, kde je pro směrování vybrána cesta (červeně značena) do AS1 ke 
směrovači SM01 s nižším atributem MED = 90 oproti cestě ke směrovači SM02 s MED = 100. 
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Obr.2.10 Použití atributu MULTI_EXIT_DISC 
 
Jelikož se jedná o volitelný netranzitivní atribut tak přijetí UPDATE zprávy s tímto parametrem 
musí být v případě existence dalších hraničních směrovačů v rámci AS přeposlána na tyto 
směrovače pomocí iBGP, ale nesmí být již dále šířena do ostatních sousedních AS. 
Implementace musí proto obsahovat mechanismus pro odstranění tohoto atributu. 
 
 
2.1.3.5 WEIGHT (Váha) 
 
 Atribut váhy (Weight) [8] [11] [12] není definován doporučením RFC, jedná se o 
specifický atribut definovaný firmou CISCO a využívaný tak pouze u CISCO směrovačů. 
Atribut používá hodnotu váhy k určení nejlepší cesty (vyšší hodnota má vyšší prioritu) a 
definuje se pouze pro lokální směrovač, není tedy propagován ostatním BGP směrovačům. 
Hodnoty atributu mohou nabývat 0 až 65535. IP prefixům sítí vzniklých v daném BGP 
směrovači se automaticky přiřazuje hodnota 32768.  
 
 
Obr.2.111 Použití atributu WEIGHT (Váha) 
 
Obr.2.11 znázorňuje jednoduchý princip použití atributu WEIGHT. Cesta z AS2 do AS1 přes 
směrovač SM01 má nastvenou vyšší hodnotu (200) a proto bude ve směrovacím procesu 
upřednostňována před cestou přes SM02 s váhou 100. 
 
 
2.1.3.6 LOCAL_PREFERENCE (LOCAL_PREF) 
 
 Jedná se o dobře známý volitelný atribut, který je interně rozesílán pomocí iBGP. 
Nemusí být obsažen ve všech UPDATE zprávách, ale BGP směrovače ho musí rozpoznat. Na 
základě tohoto atributu se rozhoduje, který hraniční směrovač v rámci AS bude preferován v 
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případě, že do cílového AS vede více možných cest. Atribut se neposílá do sousedních AS a v 
případě přijetí ze směrovače sousedního AS je ignorován. Atribut je konfigurován na základě 
lokální politiky a vyšší hodnota toho atributu rozhoduje o výběru cesty. Na Obr.2.12 je názorně 
ukázáno, že nevhodná konfigurace LOCAL PREFERENCE [5] [8] [10] [11] [12] může 
zapříčinit ne příliš optimální cestu k cílové síti (červeně značena). 
 
 
Obr.2.12 Použití atributu LOCAL_PREFERENCE 
 
 
2.1.3.7 ATOMIC_AGGREGATE 
 
 Tento volitelný atribut se používá při agregaci několika směrovacích cest (viz kapitola 
2.1.5) [5] [11].  Tento atribut nese UPDATE zpráva k sousednímu směrovači v případě, že v 
rámci agregace byly vyřazeny všechny ASN z atributu AS_PATH a nahrazeny ASN, kde 
agregace proběhla, což může zabraňovat případným tvorbám smyček. 
 
 
2.1.3.8 AGGREGATOR 
 
 Jedná se o dodatečný volitelný tranzitivní atribut, který může být obsažen v UPDATE 
zprávě při agregaci cest. Obsahuje oproti předchozímu agregačnímu atributu ASN autonomního 
systému, ve kterém proběhla agregace cest (2 byty), a dále IP adresu BGP směrovače, který 
agregaci provedl (4 byty) [5]. Vesměs se jedná se o stejnou IP adresu, která je obsažena ve 
zprávě OPEN v poli BGP ID. 
 
 
2.1.4 Proces směrování protokolu BGP 
 
 Komunikace protokolem BGP neprobíhá stylem každý s každým, už jen z důvodu 
velkého množství ukládaných směrovacích informací ve svých tabulkách. Každý BGP 
směrovač má omezené množství svých sousedů, jejichž prostřednictvím se může dovědět o 
ostatních a jejich routách. Tyto směrovací informace si uchovává každý BGP směrovač v 
tabulkách, hromadně nazývaných RIB (Routing Information Base) [5] [8]. Tyto tabulky jsou tří 
druhů: 
a) Adj-RIBs-In (Adjacent Routing Information Base - Incoming), která obsahuje 
směrovací informace naučené z příchozích UPDATE zpráv od svého souseda. Routy 
obsaženy v této tabulce jsou následně využity v rozhodovacím procesu směrovače, kde 
hrají hlavní roli atributy uváděné v kapitole 2.1.3. 
b) Loc-RIB (Local Routing Information Base) obsahuje routy, které byly vybrány na 
základě směrovacích politik z předchozí tabulky Adj-RIB-In. Tyto routy jsou lokálně 
využívany BGP směrovačem 
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c) Adj-RIBs-Out (Adjacent Routing Information Base - Outgoing) je tabulka rout, které 
byly vybrány k rozeslání k sousedním BGP směrovačům zprávou typu UPDATE. 
S odesíláním UPDATE zpráv je spojen časovač MRAI (Minimum Route Advertisement 
Interval) [4] [5], který určuje minimální dobu, která musí uběhnout mezi oznámením po sobě 
jdoucích rout sousedním směrovačům. Tato časová limitace rychlosti zasílání UPDATE zpráv 
se zabraňuje jejich zbytečné distribuci. MRAI se stanovuje pro celý uzel (směrovač), a podle 
zvoleného módu se vztahuje jeho působení buď k IP prefixu sítě (MRAI per prefix) [3] nebo ke 
spojení sousedního uzlu (MRAI per peer) [3]. Z důvodu potřeb rychlé konvergence sítě se tato 
procedura nemusí vztahovat na routy obdržené z iBGP. Časovač MRAI není aplikován na 
rušené routy z důvodu vzniku smyček, které mohou trvat právě po dobu působnosti MRAI 
časovače. 
 Příjemce UPDATE zprávy musí umět atributy zpracovat takovým způsobem, aby se 
stejný typ atributu cesty v této zprávě neobjevoval vícekrát než jednou. V případě výběru 
správné cesty a její uchování ve směrovací tabulce, je třeba postupovat dle výběrových kritérií 
(atributů). Pořadí v jakém se BGP směrovač rozhoduje pro uložení nejoptimálnější cesty, může 
být následující [13]: 
1) výběr cesty dle atributu WEIGHT (Váha) - větší hodnota vyšší priorita 
2) výběr cesty dle atributu LOCAL PREF - větší hodnota vyšší priorita 
3) výběr cesty dle priority lokálně vytvořených nebo redistribuovaných přes IGP a nebo 
agregovaných sítí 
4) výběr cesty dle atributu AS_PATH - kratší cesta vyšší priorita 
5) výběr cesty dle atributu ORIGIN - nižsí typ vyšší priorita (IGP < EGP < Incomplete) 
6) výběr cesty dle atributu MULTI_EXIT_DISC - nižší hodnota vyšší priorita 
7) výběr cesty je upřednostněn přes eBGP oproti iBGP 
8) výběr cesty dle nejbližšího IGP směrovače (metriky) pro atribut NEXT_HOP 
9) rozhodnutí výběru více cest (pokračuje dále v případě, že ještě nebyla vybrána 
nejlepší cesta), jedná se o tzv. Multipath [13] 
10) výběr cesty dle nejstaršího BGP záznamu o cestě 
11) výběr cesty dle sousedního BGP směrovače s nejnižším BGP ID 
12) výběr cesty s minimální délkou seznamu clusteru (viz níže technika reflektorů) 
13) výběr cesty dle sousedního BGP směrovače s nejnižší IP adresou 
 
 Z pohledu členění sítí na autonomní systémy se dělí BGP spojení na vnitřní iBGP, kde 
je navázána relace mezi hraničními směrovači jednoho autonomního systému, a vnější eBGP, 
kde se vyměňují informace mezi hraničními směrovači dvou sousedních autonomních systémů 
[5] [10]. V případě tranzitního AS, který obsahuje více hraničních směrovačů, jež nemají 
spojení se všemi směrovači sousedních AS, je třeba redistribuovat příchozí routy pomocí iBGP. 
Jelikož routy přijaté iBGP protokolem se dále tímto protokolem neoznamují, z důvodu vzniku 
smyček, je proto nutností zajistit buď redistribuci z BGP do IGP (nepraktické z důvodu velikosti 
směrovacích tabulek) nebo zajistit vzájemné pospojování všech směrovačů a vytvořit tak tzv. 
full-mesh (viz Obr.2.13) spojení, které přestavuje n*(n-1)/2 propojení. Případně zajistit spojení 
tzv. technikou reflektorů (Route Reflection, viz Obr.2.13, RFC 2796) [5] [10] [12] nebo využít 
tzv. BGP konfederace (BGP confederation, viz Obr.2.14, RFC 5065) [10] [12] [13]. Technika 
reflektorů a BGP konfederace redukuje složitost ve spojení full-mesh a usnadňuje správu 
systému v rámci celého AS. 
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Obr.2.13 Propojení iBGP technikou full-mesh 
 
 Reflektorem nazýváme ten směrovač, který přijaté routy zasílá (odráží) ostatním 
směrovačům (klientům) přes spojení iBGP. V této technice se zavádí pojem cluster [5] [10], 
což je označení pro skupinu směrovačů označovaných jako klienti, které jsou přidruženy k 
reflektorujícímu směrovači a které nemusí mít vzájemně mezi sebou iBGP spojení. Princip 
techniky reflektorů je nastíněn na Obr.2.14. Směrovače Ra a Rb nepatří do žádného clusteru 
čili, nejsou tzv. klientské. Spolu s reflektory RR1 a RR2 tedy mezi sebou musí tvořit full-mesh. 
Reflektory na sebe pohlížejí jako na neklientské, tj. se stejným významem jako na Ra a Rb. 
Konfiguraci reflektorů, lze ale nastavit tak, aby i druhý reflektor byl jeho klientem (není náš 
případ). Směrovač Rd přijme UPDATE zprávu z AS100 relací eBGP a v AS300 ji zašle přes 
relaci iBGP připojenému reflektoru RR1. Jelikož RR1 obdržel UPDATE zprávu od klientského 
směrovače, odrazí ji ostatním klientům (Rc), ale zároveň i připojeným neklientským 
směrovačům (Ra, Rb, RR2). Rb obdrží routu přes iBGP, zpracuje ji a zašle přes eBGP do 
AS200. Reflektor RR2 routu pouze odrazí svým klientům ve skupině Cluster2, protože ji 
obdržel od neklientského RR1. Následně směrovač Re po zpracování distribuuje do AS400 přes 
relaci eBGP. Z následujícího plyne: 
• obdrží-li reflektor UPDATE zprávu od klientského směrovače, odrazí ji ostatním 
klientským směrovačům v clusteru, ale také i těm neklientským 
• obdrží-li reflektor UPDATE zprávu od neklientského směrovače, odráží ji pouze svým 
klientům v clusteru 
 
 
Obr.2.14 Použití techniky reflektorů (Route Reflection) 
 
 BGP konfederace (Obr.2.15) spočívá v rozdělení autonomního systému (AS100) do 
několika menších jednodušších autonomních podsystémů (subAS: AS101, AS102, AS103). 
Každý takový subAS má své vnitřní iBGP spojení typu full-mesh a musí mít tzv. eiBGP spojení 
s ostatními subAS v rámci konfederace. Spojení  eiBGP též označované jako cBGP, má tyto 
odlišnosti od eBGP: 
• vylepšený atribut AS_PATH, který obsahuje dva nové typy [10]:  
o AS_Confederation_Set – obsahuje neseřazené identifikátory všech subAS 
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o AS_Confederation_Sequence - obsahuje identifikátory všech subAS v pořadí 
ve kterém prošly při distribuci routy 
• atribut LOCAL_PREF, MED a NEXT_HOP je při komunikaci mezi subAS potlačován 
Routa naučená přes eiBGP může být oznámena dalšímu subAS a při komunikaci s jiným AS 
přes eBGP jsou identifikátory subAS v parametru AS_PATH potlačeny a je přenesen pouze 
identifikátor BGP konfederace, tj. AS ve kterém je konfederace zřízena. 
 
 
Obr.2.155 Použití techniky BGP konfederace (BGP Confederation) 
 
 
2.1.5 Agregace a filtrování směrovacích informací 
 
 BGP směrovač využívá metod filtrování a agregace k efektivnější organizaci přijatých 
rout [8]. V rámci metody filtrování může směrovač v rozhodovacím procesu redukovat 
množství rout v tabulce Adj-RIB-Out dvěma způsoby [5] [12]: 
• filtrování v NRLI - Na základě prefixů IP adres v poli NRLI v UPDADE zprávě, může 
administrátor spravující autonomní systém rozhodovat, jaké sítě bude dál distribuovat 
do sousedních autonomních systémů a ovlivnit tak směrování do konkrétních sítí přes 
ním spravovaný autonomní systém 
• filtrování v AS_PATH - Tento atribut obsahuje seznam identifikátorů autonomních 
systémů, kterými UPDATE zpráva prošla a má jednu z nejvyšších priorit v 
rozhodovacím procesu směrování. Z obsahu atributu lze tak filtrovat směrovací 
informace, které prošly konkrétním autonomním systémem a nepropouštět je ve 
směrovacím procesu dále. Další možnou variantou je uměle přidávat identifikátory 
autonomní systémů, což znevýhodní cestu ostatním AS před jinou, která vede do stejné 
sítě.  
 
 Agregace patří mezi základní techniku redukce velikosti směrovacích tabulek. Hraniční 
směrovač sníží (agreguje) množství informací z příchozích UPDATE zpráv (konkrétně v poli 
NRLI), přijatých od sousedních autonomních systémů. Takto redukovaný seznam NRLI poté 
posílá do dalšího AS a šetří tím místo ve směrovací tabulce. Agregace nelze vždy provést, např. 
jedná-li se o cesty s různou hodnotou atributu MULTI_EXIT_DISC nebo jsou-li atributy rout z 
různých AS různého typu.  
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Obr.2.16 Agregace směrovacích cest 
 
Na Obr.2.16 probíhá agregace v AS300, kde se sumarizují sítě 10.16.0.0/13 a 10.24.0.0/13 ze 
sousedních AS (100,200). Při agregaci se vybírá nejvyšší prefix IP sítě, který zahrnuje sítě s 
nižším prefixem a nad kterými chceme provést agregaci. Na co má agregace ještě vliv je 
parametr AS_PATH, v kterém se mohou odstranit ASN (100, 200) z agregovaných rout a 
nahradit se číslem AS, v němž byla provedena agregace (300). AS400 tak dostane směrovací 
informaci s jedním prefixem sítě a nemusí si uchovávat ve směrovací tabulce informace IP sítí, 
které jsou agregovány. 
 
 
2.2 IP Multicast 
 
 S pojmem IP multicast [6] [7] [14] se můžeme setkat tam, kde je potřeba odesílat data 
více příjemcům zároveň. Jedná se tedy o schematický pojem síťového adresování a směrování 
na protokolu IP. Při běžném spojení bod-bod (unicast) [6] [7], na Obr.2.17 červenou barvou, by 
doručení dat více příjemcům znamenalo zvýšené nároky na šířku pásma komunikačních linek 
sítě a snížení jejich datové propustnosti. Multicast využívá výhod skupinové adresace, kdy jsou 
příjemci, se zájmem o stejný datový zdroj, přiděleni do skupiny pod jednou IP adresou (viz 
kapitola 2.2.1). Zdroj tak data vysílá pouze na cílovou destinaci označenou multicastovou IP 
adresou a příslušné směrovače s podporou multicastu se postarají o distribuci koncovým 
příjemcům, na Obr.2.17 modrou barvou. 
 
 
Obr.2.17 Komunikace typu unicast a multicast 
 
Komunikaci typu multicast nejčastěji využívají aplikace pro vysílání multimediálních dat jako 
je videokonference, IPTV, VoIP, dále pak služby na bázi vyhledávání nebo distribuované 
simulace jako jsou síťové hry, apod. 
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2.2.1 Adresování v IP Multicastu 
 
 IP adresy pro multicast mají vymezený rozsah třídy D, kde první oktet má binární 
vyjádření 1110, čili sem spadají adresy 224.0.0.0 – 239.255.255.255, které jsou v paketu pouze 
cílového charakteru [6] [7] [14]. V rámci lokálního segmentu (TTL=1) je rezervován rozsah 
224.0.0.0 – 224.0.0.255, kde se určité IP adresy používají pro vyhrazené směrovače s podporou 
konkrétního směrovacího protokolu (např. OSPF, RIP, EIGRP, IGMP, atd.). Rezervovany jsou 
dále adresy s globálním rozsahem (224.0.1.0 – 224.0.1.255), které příděluje IANA (např. 
protokol NTP). Zbývající rozsah 239.0.0.0 – 239.255.255.255 má omezený význam pro 
nezávislé sítě dané konfigurací směrovačů. 
 
 
2.2.2 Směrování multicastu v síti 
 
 Na rozdíl od unicastového směrování, je směrování multicastových paketů náročnější z 
hlediska zatěžování směrovačů. Ten nese volbu redistribuce paketů k cílovým zdrojům, 
zamezuje jejich duplikaci a uchovává potřebné záznamy v unicastové a multicastové směrovací 
tabulce, která má charakter tzv. distibučních stromů [6] [15]. Z hlediska metody šíření 
multicastových paketů a bránění jejich duplikaci se využívá tzv. principu přeposílání paketu 
RPF (Reverse Path Forwarding) [6] [16]. Princip je takový, že směrovač si udržuje unicastovou 
směrovací tabulku (vytvořenou operátorem nebo jiným směrovacím protokolem) s adresou a 
rozhraním odkud paket přišel a v případě příchodu paketu s multicastovou adresou ověřuje (tzv. 
RPF check) [6] [7] zda došel ze správného rozhraní. V opačném případě paket zahodí. Ve 
směrování také rozhoduje hodnota TTL (Time To Live), která se při průchodu směrovačem 
snižuje o jedničku, tím se zabraňuje "blouděním" paketů v síti. 
 K distribuci multicastového paketu koncovým uživatelům, musí směrovač vědět, 
kterým klientům má data zasílat, resp. do kterých sítí má multicastová data distribuovat. Proto 
rozesílá do sítí dotaz na adresu 224.0.0.1. V případě klienta, který má zájem o odebírání dat z 
určité multicastové adresy, tak odešle odpověď na tuto adresu. Funkci přihlašování a 
odhlašování uživatelů k různým multicastovým skupinám zajišťuje protokol IGMP [6] [14] 
[17]. 
 
 
2.2.3 Distribuční stromy 
 
 Na základě zájemců o příjem multicastu, směrovače vytváří schematicý graf topologie 
sítě, kterou tvoří příjemci multicastových skupin. Takové schema je pak uloženo ve formě 
multicastové tabulky každého směrovače s podporou multicastu a nazývá se distribuční stromy 
[7] [14] [15]. Distibuční stromy jsou dvou typů a jsou popsány v následujících podkapitolách.  
 
 
2.2.3.1 Zdrojový strom 
 
 Zdrojový strom (Source Tree) bývá také nazýván stromem nejkratších cest (Shortest 
Path Tree - SPT)  [15] a jeho tzv. kořenem je právě zdroj multicastových dat. Na druhém konci 
označovaném jako tzv. listy se nachází příjemci multicastové skupiny. Strom se značí 
příslušnou notací ve tvaru (S,G), kde S je označení pro adresu zdroje a G pro adresu 
multicastové skupiny. Pro každý zdroj a jeho multicastovou skupinu existuje jeden takovýto 
stom. Ukázku zachycuje Obr.2.18. 
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Obr.2.18 Distribuce zdrojového stromu 
 
U tohoto stromu se můžeme setkat s označením modelu jako SSM (Source Specific Multicast) 
[15], nebo-li „jeden k mnoha“. Ve stromu hraje roli pouze jeden datový zdroj a jakýkoli další, 
který chce vysílat do stejné multicastové skupiny je ignorován. Z toho je patrné, že příjemce 
multicastových dat zná pouze jednu adresu zdroje (např. formou odkazu URL). Pro SSM je 
vyhrazen rozsah adres 232.0.0.0/8 
 SSM je nenáročný na realizaci aplikací a na síťový provoz, proto jeho nejčastější použití 
je pro distribuci multimediálního datového obsahu. 
 
 
2.2.3.2 Sdílený strom 
 
 Sdílený strom [6] [14] [15] má v případě více zdrojů trvalé umístění jednoho kořenu, a 
tvoří jej většinou samotný směrovač. Kořen se označuje jako tzv. „Rendezvous Point“ (RP). 
Sdílený strom má notifikaci (*,G), kde * označuje všechny zdrojové adresy. Ukázku stromu 
můžeme vidět na Obr.2.19. V případě sdíleného stromu je zde navíc cesta od zdrojů ke kořeni, 
ale pro multicastovou skupinu se jedná o jediný strom. 
 
 
Obr.2.19 Distribuce sdíleného stromu 
 
U sdíleného stromu se můžeme setkat s modelem označovaným jako ASM (Any Source 
Multicast) [15] neboli „monoho k mnoho“ , což značí více zdrojů v multicastové skupině. 
 Využití je převázně u videokonferencí nebo distribuovaných simulací, kde je vysoký 
datový přenos a jeho mechanismus je složitý. 
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2.2.4 Směrovací protokoly pro multicast 
 
 Směrovací protokoly můžeme z hlediska provozu a počtu příjemců v jednotlivých sítích 
rozdělit na dvě základní skupiny [6] [15]: 
• hustý režim (Dense mode) - přepokládá výskyt příjemců na teměř všech segmentech 
sítě 
• řídký režim (Spase mode) - přepodkládá nízký výskyt příjemců v síti 
Blíže se režimům věnují následující podkapitoly. 
 
 
2.2.4.1 Hustý režim 
 
 Do této skupiny patří směrovací protokoly pracující na modelu SSM, využívající tzv. 
„push principu“ [15], kde se multicastový datový tok rozesílá na všechny podsítě. To má za 
následek značnou zátěž směrovačů. Z toho důvodu se z podsítí, kde se nenachází žádný 
příjemce multicast skupiny, vysílá tzv. „prune zpráva“ [15] a směrovač tuto větev stromu ve 
své směrovací tabulce "odřízne". Prune zpráva má časovou platnost a je třeba ji obnovovat. V 
případě zájemce o příjem dat se nečeká, až vyprší platnost prune zprávy a zasílá se tzv. „graft 
zpráva“ [15], kdy nadřazený směrovač začne do této sítě vysílat multicastová data okamžitě. 
 K dense mode protokolům patří např. DVMRP (Distance Vector Multicast Routing 
Protocol), PIM-DM (Protocol Independent Multicast – Dense Mode) 
 
 
2.2.4.2 Řídký režim 
 
 V tomto režimu, využívaném u sdílených stromů, se využívá tzv. „pull model“ [15], 
který do sítě zasílá data v případě, že si je nějaký příjemce vyžádá. Žádost o přijímání dat se 
zasílá směrovačem ke kořenu tzv. „join zprávou“ [15], kterou je opět nutné časově obnovovat. 
Tato metoda je šetrnější vzhledem k vytížení směrovačů. 
 K spase mode protokolům patří např. PIM-SM (Protocol Independent Multicast – 
Sparse Mode), CBT (Core Based Trees) 
 
 
2.2.5 Protokol IGMP (Internet Group Management Protocol) 
 
 Protokol IGMP [6] [14] [17] je používán k signalizaci členství v multicastových 
skupinách. Patří sem přihlašování a odhlašovaní do multicastových skupin a pro zjišťování 
přítomnosti zájemců o příjem dat dané skupiny. Protokol je již zpracován ve třech verzích: 
• IGMPv1 - první verze obsahuje pouze dvě zprávy typu Membership Query a 
Membership Report [6] [17]. První typ je posílán jako pozitivní odpověď směrovači 
na žádost o členství do multicastové skupiny na adresu této skupiny. Druhý typ zasílá 
právě směrovač obvykle po 60 sekundách jako dotaz na členství na adresu 224.0.0.1. V 
případě více zájemců v síti k  příjmu dat, se jejich zpráva zasílá pouze od jednoho. To je 
zajištěno náhodným časem vysílání této zprávy. V případě zaslání jedním zájemcem o 
data, ostatní již tuto zprávu neposílají. V případě nezájmu o příjem přestavá stanice 
zprávu Membership Report odesílat a 3x nepřijatá odpověď na Membership Query 
znamená ukončení zasílání multicastových dat do sítě. Protokol je definován v RFC 
1112. 
• IGMPv2 - druhá verze protokolu přináší zprávu typu Leave Group [6] [17], kterou se 
příjemce odhlašuje ze skupiny, tím se krátí doba zasílání dat do sítě, kde již není aktivní 
příjemce. Další inovace je rozšíření Membership Query o žádost o konkrétní 
multicastovou skupinu (Group-Specific Query) [17]. V případě odhlášení příjemce od 
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konkrétní skupiny se může směrovač dotázat, zdali není zájem o vysílání té konkrétní 
skupiny. Protokol je definován v RFC 2236. 
• IGMPv3 - třetí verze nabízí možnost filtrování provozu na základě zdrojových adres. 
Seznam může obsahovat výčet IP adres, které mají být povoleny nebo naopak, které 
mají být filtrovány. Protokol je definován v RFC 3376. 
 
 
2.3 Simulační prostředí NS-2 
 
 
2.3.1 Úvod do simulačního prostředí 
 
 Network Simulator je určený k výzkumu a studiu komunikací v počítačových sítích a 
nabízí, jak již z názvu vypovídá, simulaci chování protokolů nad síťovou vrstvou, směrování, 
řízení front a dalších různých aplikací na bázi kabelových či bezdrátových sítí. Network 
Simulator verze 2 (NS-2) [1] je událostmi řízený simulátor, což znamená, že průběh událostí v 
simulaci určuje jejich načasované spouštění v rámci plánovače. 
 
 
2.3.1.1 Základní architektura  
 
 Strukturu architektury prostředí spolu se zobrazeným směrem zpracování procesu 
zachycuje Obr.2.20. Nejprve je třeba dodat, že NS-2 obsahuje dva klíčové programovací jazyky 
[18], na jejichž základě se sestavuje patřičná simulace, a které blíže popisuje následující 
kapitola 2.3.1.2. Stěžejní jazyk je zde C++, který definuje vnitřní mechanismy simulovaných 
objektů a pomocí kterého lze stávající moduly v rámci potřeby dále rozvíjet či upravovat. 
Druhým jazykem je OTcl, který definuje v simulaci topologii sítě, konfiguraci a nastavení 
parametrů, spouštění událostí a využití vytvořených modulů v NS-2 . 
 
 
Obr.2.20 Základní architektura NS-2 
 
 
 Samotná simulace je tvořena definicemi, příkazy, procedurami, apod., které jsou 
zapouzdřeny do tzv. skriptu, představujícího soubor s koncovkou *.tcl. Tcl skript je vstupem k 
samotnému zpracování simulace a je vykonán prostřednictvím interpretu nazývaným ns shell . 
Samotný program NS-2, pak zajišťuje správné přilinkování Tcl jazyka k C++, prostřednictvím 
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rozhraní TclCL [18], potřebné síťové komponenty a zajistí zpracování událostí na základě 
plánovače. Jeho výstupem mohou být trasovací soubory, které lze zpracovat různými 
softwarovými nástroji pro vizualizaci nebo pro grafické a tabulkové zpracování dat. NS-2 
disponuje dvěma nejvíce využívanými nástroji pro zpracování výstupních dat. Jsou to NAM 
(Netwok AniMator), sloužící k animaci síťových tras a paketů a Xgraph jako datový plotter s 
možnostmi zobrazování, přibližování a tisku grafů. Další zpracování trasovacích souborů je 
možné pomocí programů AWK, grep, qnuplot [19] nebo skriptovacího jazyka Perl [20]. 
 
 
2.3.1.2 Koncepce jazyků C++ a Tcl 
 
 NS-2 je objektově orientovaný simulátor napsaný v jazyce C++ s interpretem jazyka 
Tcl (Tool command language), potažmo jeho objektově orientovaném rozšíření OTcl. Jazyk 
C++ je použit k detailní implementaci protokolů a je mu hierarchicky přidružený jazyk OTcl, 
který slouží ke konfiguraci simulací a jejich možných výstupů definovaných v uživatelském 
skriptu. Tyto dva jazyky tvoří domény hierarchických tříd (C++ a OTcl) jsou mezi sebou 
provázány pomocí vazeb přes rozhraní TclCL, jak ukazuje Obr.2.21. Mohou tak být používány 
buď odděleně, nebo svázaně, ve vztahu tříd jedna k jedné. Svázané třídy se v doméně C++ 
nazývají kompilované hierarchie (compiled hierarchy) a v doméně Tcl interpretované 
hierarchie (interpreted hierarchy) [18] a tvoří tak jeden typ tříd. Druhým typem jsou třídy, 
které nemají provázání mezi doménami Tcl a C++ a nespadají tak ani do jedné jmenované 
hierarchie.  
 Důvod použití obou jazyků Tcl a C++ tak skýtá jisté výhody, které se týkají rychlosti a 
způsobu zpracování kódu. C++ kódy se kompilují a přilinkovávají do spustitelného souboru, 
naopak u OTcl není třeba kód kompilovat, jedná se totiž pouze o překladač, kde však vykonání 
každé řádky tohoto kódu zabere určitou dobu. V důsledku toho vyplývá, že kód v C++ je rychlý 
v rámci spuštění, ale pomalý a neefektivní v rámci provedení změn, kde každá změna by v 
případě NS-2 znamenala kompilaci celého programu. Je však vhodný pro spouštění objemných 
simulací. Na druhé straně OTcl je pomalý při spouštění a rychlý pro úpravy a je tak spíše 
vhodný pro malé simulace s častými změnami. NS-2 tak kombinuje výhody obou jazyků 
zároveň.  
 
 
Obr.2.21 Vztah mezi OTcl a C++ 
 
Rozhraní TclCL, napsané v jazyce C++, se skládá z 6 následujících tříd [18]: 
• Třída Tcl - obsahuje metody přistupující k interpretované hierarchii (definováno v 
souborech ~tclcl/tclcl.h a ~tclcl/Tcl.cc) 
• Třída InstVar - spojuje proměnné obou hierarchií dohromady (definováno v souboru 
~tclcl/Tcl.cc) 
• Třída TclObject - základní třída pro všechny objekty v kompilované hierarchii 
(definováno v souboru ~tclcl/Tcl.cc) 
• Třída TclClass - mapuje názvy tříd v interpretované hierarchii do názvů tříd v 
kompilované hierarchii (definováno v souborech ~tclcl/tclcl.h a ~tclcl/Tcl.cc) 
• Třída TclCommand - umožňuje z interpretované hierarchie přístup do kompilované 
hierarchie (definováno v souborech ~tclcl/tclcl.h a ~tclcl/Tcl.cc) 
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• Třída EmbeddedTcl - překládá Tcl skripty do kódu jazyka C++ (definováno v 
souborech ~tclcl/tclcl.h, ~tclcl/Tcl.cc a ~tclcl/tclAppInit.cc) 
 
 
2.3.1.3 Adresářová struktura 
 
 Instalace NS-2 má několik úrovní adresářů, ve kterých se nachází příslušné třídy 
hierarchií a moduly. Za předpokladu instalace Network Simulator verze 2.34 [7] je struktura 
zobrazena na Obr.2.22. 
 
 
Obr.2.22 Struktura adresářů v Network Simulator 
 
 První úroveň tvoří samotný adresář celého balíku NS. V úrovni 2 se nachází adresář pro 
TclCL rozhraní (tclcl-1.19), které obsahuje šest tříd (viz kapitola 2.3.1.2), dále pak součásti pro 
Tcl jazyk (tcl8.4.18, otcl-1.13), animátor NAM (nam-1.14), plotter (xgraph-12.1) a další 
volitelné komponenty. Součástí druhé úrovně je i adresář ns-2.34, který obsahuje simulační 
modely. Tyto modely jsou tedy v úrovni 3 a jejich interpretační hierarchie se nachází v adresáři 
tcl. Kompilační hierarchie je v adresářích, které jsou součástí úrovně 2. V třetí úrovni se mimo 
jiné nachází moduly pro fronty (queue), trasovaní paketů (trace), TCP protokol (tcp) nebo 
součásti simulátoru, plánovače a spojování související s vysíláním paketů. Úroveň 4 pod tcl 
adresářem obsahuje např. adresář lib, kde můžeme najít nejčastěji používané objekty pro tvorbu 
topologie (např. ns-link.tcl, ns-node.tcl, ns-queue.tcl, atd.) [1] [18]. 
 
 
2.3.1.4 Instalace 
 
 NS-2 je aplikace vyvíjená na platformě Unix, pod kterou skýtá nejméně problémový 
běh. NS-2 je volně dostupný nástroj a podporuje i další platformy jako jsou Linux, Windows (s 
Unix emulací Cygwin) a Mac systémy. Zdrojové kódy, které jsou ke stažení z webových 
stránek [1] je možné stáhnout buď jako kompletní balíček (all-in-one) nebo jako jednotlivé 
části. V kompletním balíčku [1] najdeme: 
• potřebné komponenty: Tcl, Tk, OTcl, TclCL, Ns 
• volitelné komponenty: NAM, Xgraph, CWeb, SGB, Zlib, Gt-itm a sgb2ns 
Pro správnou instalaci pod OS Linux je třeba být přihlášen pod uživatelem s dostatečnými 
právy, nejlépe jako uživatel root. Aby instalace fungovala korektně, je třeba mít nainstalovány 
patřičné balíčky, které jsou pro správnou kompilaci a instalaci  NS-2 potřebné. Jedná se o 
kompilátor jazyka C++ (gcc-c++), knihovny klientské části grafického prostředí X11 (libX11-
devel, xorg-x11-proto-devel). Po stažení a dekomprimaci balíčku aplikace NS-2 se může začít s 
následnou kombinací příkazů pro konfiguraci, kompilaci, a spuštění instalace. Jedná se o 
posloupnost příkazů: 
 
./configure 
make 
./install 
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 V případě instalace je možné provést její validaci spuštěním patřičných skriptů, které 
ověří potřebné funkcionality instalovaných komponent. To se provede příkazem  
 
./validate 
 
 
 
2.3.2 Objekty 
 
 Základní simulační objekty [18] [19], které NS obsahuje, jsou uzly (Nodes), linky 
(Links), agenti (Agents) a aplikace (Applications). Uzly a linky definují topologii vytvářené sítě. 
Agenti reprezentují koncové body a vytvářejí nebo zpracovávají pakety. Agenti jsou obecně 
používáni k implementaci protokolů různých úrovní. Aplikace zastupují provozní zdroje, které 
zasílají a přijímají data. Jak ukazuje Obr.2.23, jsou tyto všechny objekty v rámci své úrovně 
navzájem propojeny. Ve vizualizačním prostředí NAM se můžeme ještě setkat mimo jiné s 
objekty typu fronta (queue) a paket (packet). Fronta se zobrazuje na začátku linky a graficky 
zobrazuje počet paketů v ní obsažených v podobě čtvercových obrazců. Paket je zobrazen jako 
šipka ukazující ve směru jeho šíření. Oba objekty jsou zachyceny na Obr.2.28. 
 
 
Obr.2.23 Základní objekty simulátoru a jejich propojení 
 
 K tomu, aby bylo možné vytvářet výše zmiňované objekty v simulaci, je třeba nejdříve 
vyvořit objekt, který bude instancí třídy Simulator a který bude každou simulaci řídit a provádět 
nad ní operace. Je to nezbytný krok pro vytváření topologie. To se provede následujícím 
příkazem v Tcl skriptu: 
 
set ns [new Simulator] 
 
Název proměnné ns bývá nepsaným pravidlem pro označení instance třídy Simulator a v 
následujících příkazech jej budeme takto označovat. Odkazujeme-li se na již vytvořený objekt 
zastoupený proměnnou, používáme před touto proměnnou znak "$", čili v případě volání nějaké 
metody z třídy Simulator, zastoupené proměnnou ns, budeme psát: 
 
$ns volaná_metoda 
 
 
 
2.3.2.1 Objekt uzel (Node) 
 
 Uzly společné s linkami tvoří v topologii hlavní kostru simulované sítě a představují 
fyzické prvky, v kterých se vytváří a zpracovává datový provoz a jeho řízení. V ns se definuje 
uzel následujícím způsobem: 
 
set uzel [$ns node] 
 
Pro uzel můžeme definovat i jeho parametry, například pro čtvercový tvar a červenou barvu 
uzlu zobrazovaného v animačním prostředí NAM toho docílíme následujícími příkazy: 
 
$uzel color red 
$uzel shape box 
 
Uzel jako takový, je samostatnou třídou v OTcl a většina komponent uzlu jsou Tcl objekty. 
Struktura uzlu může být definována jako typu unicast nebo multicast jak naznačuje Obr.2.24.  
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Obr.2.24 Vlevo: struktura unicast uzlu, Vpravo: struktura multicast uzlu 
 
 Základní složení této struktury jsou komponenty klasifikátor adresy (classifer_) a 
klasifikátor portu (dmux_) jejichž funkcí je distribuce příchozích paketů správnému agentu či 
výstupní lince. Uzel obsahuje další komponenty jako: 
• adresa (id_), která se postupně od 0 inkrementuje s přibývajícími uzly 
• seznam sousedů (neighbor_) 
• seznam agentů (agent_) 
• typ uzlu (nodetype_) 
• směrovací modul 
Bližší popis a specifikace je popsána v příslušné dokumentaci [18] [19] na stránkách projektu 
[1]. 
 
 
2.3.2.2 Objekt linka (Link) 
 
 Linky tvoří spojení mezi uzly a jsou tak druhým aspektem při vytváření topologie. 
Network Simulator podporuje nejen spojení typu bod-bod, ale i různé varianty 
několikanásobného přístupu (multi-access LAN) jako jsou spojení mesh. Podle druhu spojení 
můžeme nadefinovat typ linky s příslušnými parametry. Základním typem je jednosměrná linka, 
která se definuje následujícím způsobem: 
 
$ns simplex-link uzel1 uzel2 šířka_pásma zpoždění typ_fronty 
 
příklad pro linku z uzlu n0 do uzlu n1 s šířkou pásma 10Mbit, zpoždění 5ms a typem fronty 
DropTail (zahazuje pakety v případě plné paměti) bude následující 
 
$ns simplex-link $n0 $n1 10Mb 5ms DropTail 
 
Typy front, které jsou v NS předefinované, mohou být [18] [19]: 
• DropTail - při přetečení jsou pakety zahazovány 
• RED (Random Early Discard) - detekce zahlcení ještě před přetečením 
• FQ (Fair Queueing) - rozdělování váhy podle pásma 
• DRR (Deficit Round Robin) - modifikovaný algoritmus Round-Robin 
• SFQ (Stochastic Fair Queueing) - rozdělení provozu do více front 
• CBQ - zahrnuje priority a algoritmus Round-Robin 
 
 Dalším často používaným typem je obousměrná linka, která se volá metodou duplex-
link a její syntaxe je stejná jako v případě jednosměrné linky. V podstatě je to totéž jako bych 
nadefinoval dvě linky typu simplex-link pro každý směr. Procedura linky přidává do její 
struktury také hodnotu TTL (Time To Live). Strukturu stavby jednosměrné linky ukazuje 
Obr.2.25. 
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Obr.2.255 Vnitřní struktura jednosměrné linky 
 
 Stejně jako uzly mají linky možnost definování parametrů pro výstupní animaci nástroje 
NAM. Následující čtyři řádky definují v pořadí směr spojnice představující linku, popisek linky, 
pozici fronty a barvu: 
 
$ns simplex-link-op $n0 $n1 orient right-down 
$ns simplex-link-op $n0 $n1 label "Linka 10Mbit" 
$ns simplex-link-op $n0 $n1 queuePos 0.5 
$ns simplex-link-op $n0 $n1 color red 
 
 V neposlední řadě je pro linku možnost nastavit velikost vstupní paměti (bufferu), kde v 
případě přetečení se s pakety zachází podle nadefinovaného typu fronty (např. typ DropTail 
pakety zahazuje). Velikost se nastaví následujícím příkazem: 
 
$ns queue-limit $n0 $n1 10 
 
Vstupní paměť má tak velikost 10, výchozí hodnota je nastavena na 50. 
 
 
2.3.2.3 Objekt agent (Agent) 
 
 Agenti představují koncové body, kde se vytváří nebo zpracovává paket síťové vrstvy a 
používají se k implementaci protokolů vyšších vrstev. Třída Agent je částečně implementovaná 
v C++ (soubory ~/ns/agent.cc a ~/ns/agent.h) a částečně v OTcl (soubor ~/ns/tcl/lib/ns-
agent.tcl). Agenti jsou připojeni k jednomu uzlu pomocí unikátní adresy složené z identifikátoru 
uzlu (addr_) a čísla portu tohoto uzlu (portID_). Ke každému uzlu tak může být připojeno více 
Agentů, jejich multiplexování je dáno automatickým řízením uvnitř objektu. Před odesláním 
simulovaného paketu se nastavují následující pole [19]: 
• addr_ - adresa připojeného uzlu (v paketu jako zdrojová adresa) 
• dst_ - cíl kam posílám paket 
• size_ - velikost paketu v bytech (udáváno v hlavičce paketu) 
• type_ - typ paketu (opět v hlavičce paketu) 
• fid_ - identifikátor IP toku 
• prio_ - pole priority v IP paketu 
• flags_ - příznaky paketu 
• defttl_ - výchozí hodnota TTL 
 
 V závislosti na typu agenta lze definovat další volitelné parametry. V NS-2 jsou již 
vytvoření agenti simulující protokoly jako TCP a různé jeho variace (např. Tahoe, Reno, Vegas, 
pro asymetrické linky,…), UDP, RTP/RTCP, SMR, směrovací protokoly distance-vector, 
centralizovaný multicast, textový protokol, Null atd. V NS-2 se můžeme setkat s dvěma typy 
Agentů: 
• jednosměrný - skládá se z jednoho odesílatele (např. Agent/TCP, Agent/TCP/Reno, 
Agent/TCP/Sack1, atd.) a jednoho příjemce (např. Agent/TCPSink, 
Agent/TCPSink/DelAck, Agent/Null, atd.) a data tak mohou být odesílána pouze v 
jednom směru  
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• dvousměrný - každý agent je odesílatelem i příjemcem zároveň a podporuje tak 
obousměrný datový přenos (např. Agent/FullTCP) 
 
Před samotnou simulací musí být uzel připojen příslušnou syntaxí k dalšímu uzlu, 
jelikož samotný síťový protokol zajišťuje pouze nastavení zdrojových a cílových adres 
spojujících dva koncové uzly. Proces vytvoření a připojení agenta je následující: 
 
set tcp [new Agent/TCP] 
$tcp set fid_ 2 
set sink [new Agent/TCPSink] 
$ns attach-agent $n0 $tcp 
$ns attach-agent $n1 $tcp 
$ns connect $tcp $sink 
 
 První řádek kódu definuje nový objekt tcp typu Agent/TCP, který je odesílatelem. 
V druhém řádku se nastavuje identifikátor toku v IP vrstvě. Třetí řádek vytváří druhý objekt 
typu Agent/TCPSink, který je příjemce. Čtvrtý a pátý řádek připojuje agenty (tcp a sink) k uzlům 
($n0 a $n1). Poslední řádek volá metodu pro spojení obou agentů. V rámci OTcl je možné 
nastavit parametry některých agentů, jak ukazuje následující syntaxe: 
 
set tcp [new Agent/TCP] 
$tcp set window_ 20 
$tcp target $dest 
$tcp set portID_ 1 
 
 V prvním řádku se opět definuje objekt tcp typu Agent. V druhém řádku nastavuji 
velikost okna, v třetím řádku je použita metoda target, která je součástí třídy Connector a 
nastavuje objekt $dest jako downstream objektu $tcp. V posledním řádku se nastavuje 
identifikátor portu. 
 Nastavování parametrů agentů je závislé od jejich typu a v případě použití je třeba 
nahlédnout do příslušné dokumentace [18] 
 
 
2.3.2.4 Objekt aplikace (Application) 
 
 Aplikace [18] [19] představují datové simulační zdroje a jsou připojeny nad transportní 
vrstvou, kde se nachází agenti reprezentující transportní protokoly (TCP, UDP, SCTP, 
SRM,…). Aplikace můžeme rozdělit na dva typy: 
• generátory datového toku (např. Application/Traffic/Exponencial) 
• simulované aplikace (např. Application/FTP) 
Generátor datového toku určuje, podle jakého modelu se bude datový tok generovat a jeho 
využití lze nejčastěji vidět nad UDP protokolem. V případě simulované aplikace se jedná o 
generování dat na základě fungování nějaké reálné aplikace, která je zde zastoupena simulací. 
 Aplikace se připojují k agentům buď pomocí metody attach-agent nebo attach-app jak 
ukazuje následující syntaxe: 
 
set ftp1 [new Application/FTP] 
$ftp1 attach-agent $src 
 
nebo 
 
set ftp1 [$src attach-app FTP] 
 
 Výše uvedené příklady syntaxe vytváří nový objekt ftp1 typu FTP aplikace a připojují 
jej na objekt src, který je agentem. V případě generátoru datového toku, lze opět nastavovat 
parametry, které jsou pro daný typ dané. Příklad nastavení konstantního bitového toku, 
s velikostí paketu 48B, přenosovou rychlostí 64Kbit/s a s generováním náhodného šumu: 
 
set traf [new Application/Traffic/CBR] 
$traf set packetSize_ 48 
$traf set rate_ 64Kb 
$traf set random_ 1 
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2.3.3 Příkladné použití a zpracování simulace 
 
 Tato kapitola slouží jako ukázka vytvoření jednoduché simulace s vizualizací pomocí 
NAM a Xgraph [1] [18]. V ukázce si vytvoříme topologii s šesti uzly n0 až n5, kde spojení 
uzlem n2 a n3 bude tvořit páteřní síť o šířce pásma 0,3Mbit se zpožděním 100ms. Uzly n0 a n1 
budou připojeny k uzlu n2 přes linku 2Mbit a se zpožděním 10ms. Zbývající n4 a n5 budou 
připojeny k páteři přes uzel n3. Mezi uzly n0 a n4 vytvoříme spojení TCP na kterém poběží 
aplikace FTP a mezi uzly n1 a n5 vytvoříme UDP spojení s konstantním bitovým tokem. Na 
páteři uměle navodíme ztrátovost paketů.  Jako grafický výstup si necháme vykreslit proměnnou 
velikost okna TCP spojení po dobu simulace. V první řadě je potřeba vytvořit instanci třídy 
Simulator : 
 
set ns [new Simulator] 
 
 
 
2.3.3.1 Výstupní soubory a vizualizace NAM 
 
  V dalším kroku si vytvoříme výstupní trasovací soubory a otevřeme je pro 
zápis. První dva řádky kódu vytváří trasovací soubor pro simulaci, další dva řádky kódu vytváří 
trasovací soubor, který využívá vizualizační nástroj NAM (ukázka obsahu souboru jen na 
Obr.2.26 a výčet jednotlivých polí popisuje Obr.2.27 [19]). Soubor out.nam pro NAM má 
stejný obsah jako první trasovací soubor out.tr, plus navíc obsahuje parametry a informace 
potřebné k vizualizaci. Poslední řádek vytváří výstupní soubor pro ukládání hodnot velikosti 
okna v TCP spojení: 
 
set MyTRACE [open out.tr w] ;#otevření out.tr pro zápis s odkazem MyTRACE 
$ns trace-all $MyTRACE  ;#nastavení zápisu trasování do souboru 
set myNAM [open out.nam w] ;#otevření out.nam pro zápis s odkazem myNAM 
$ns namtrace-all $myNAM  ;#nastavení zápisu trasování pro NAM do souboru 
set tcpOkno1 [open tcpOkno w] ;#otevření tcpOkno pro zápis s odkazem tcpOkno1 
 
 
Obr.2.26 Ukázka trasovacího souboru out.tr 
 
 
Obr.2.27 Popis jednotlivých polí trasovacího souboru 
 
Význam polí z Obr.2.27 je následující [18] [19]: 
 Event - udává typ události, která může nabývat 4 hodnot: 
• r : přijatý paket (received) 
• + : paket zařazený do fronty (enqueued) 
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• − : paket vyřazený z fronty (dequeued) 
•  d : zahozený paket (dropped) 
 Time - čas simulace, ve kterém se událost stala 
 From node - vstupní uzel linky na které došlo k události 
 To node - výstupní uzel linky na které došlo k události 
 Pkt type - typ paketu (CBR, TCP,…) 
 Pkt size - velikost paketu 
 Flags - příznaky paketu (E, N, C ,A P, F ... jejich význam uvádí dokumentace [18]) 
 Fid - identifikátor toku dat (flow ID) 
 Src addr - adresa zdroje, ve formátu "uzel.port" (source address) 
 Dst addr - adresa cílové destinace ve stejném formátu jako adresa zdroje 
 Seq num - pořadí paketu síťové vrstvy (sequence number) 
 Pkt id - jedinečný identifikátor paketu 
 
 Jak již bylo několikrát řečeno, vizualizace se provádí v programu NAM, kde je možné 
si odsimulovanou úlohu přehrávat v čase s libovolným krokem, monitorovat provoz dat, 
zobrazovat informace o právě probíhajících paketech, v přehledném grafickém uspořádání, které 
lze libovolně kdykoli editovat. Prostředí NAM se spuštěnou simulací a popisem jednotlivých 
částí je zachyceno na Obr.2.28.  
 
 
Obr.2.28 Vizualizační prostředí NAM 
 
 Samotné spuštění aplikace NAM se provádí v proceduře finish (viz kapitola 2.4.3.5) 
příkazem exec, syntaxe je tedy následující: 
 
exec nam out.nam & 
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2.3.3.2 Konfigurace topologie 
 
 Abychom si ušetřili vypisování, můžeme konfiguraci zdrojů definovat pomocí cyklu 
jako proměnné typu pole: 
 
set NodeNb 5     ;# nastavení počtu uzlů 
for {set j 0} {$j<=$NodeNb} {incr j} {  ;# formát cyklu 
set n($j) [$ns node]    ;# vytváření uzlů 
} 
 
 Následující řádky uvádí konfiguraci linky představující páteřní spoj spolu s parametry 
pro vizualizaci v NAM: 
 
$ns duplex-link $n(2) $n(3) 0.3Mb 100ms DropTail 
$ns duplex-link-op $n(2) $n(3) orient right 
$ns duplex-link-op $n(2) $n(3) label "paterni spoj 0,3Mbit" 
$ns duplex-link-op $n(2) $n(3) queuePos 0.5 
$ns duplex-link-op $n(2) $n(3) color brown 
$ns duplex-link-op $n(2) $n(3) queue-limit 10 
 
 Význam řádků v pořadí je následující: nejprve konfigurujeme linku s požadovanými 
parametry, dále udáváme orientaci vykreslení spoje, přiřazení štítku, pozici zobrazované fronty, 
barvu spoje a velikost fronty. Po překročení fronty budou pakety zahazovány, což je dáno 
mechanismem DropTail.  Další částí bude konfigurace agentů TCP a UDP a aplikací FTP a 
CBR: 
 
set tcp [new Agent/TCP]  ;#vytvoření objektu pro vysílání TCP 
$ns attach-agent $n(0) $tcp ;#připojení agenta na uzel n0 
set sink [new Agent/TCPSink] ;#vytvoření objektu typu TCPSink pro příjem  
$ns attach-agent $n(4) $sink ;#připojení agenta na uzel n4 
$ns connect $tcp $sink  ;#vytvoření relace mezi agenty 
$tcp set fid_ 1   ;#nastavení identifikátoru datového toku na 1 
set ftp [new Application/FTP] ;#vytvoření objektu aplikace typu FTP 
$ftp attach-agent $tcp  ;#připojení aplikace k agentovi 
$ftp set type_ FTP  ;#nastavení typu paketu FTP 
 
set udp [new Agent/UDP]  ;# vytvoření objektu pro vysílání UDP 
$ns attach-agent $n(1) $udp ;# připojení agenta na uzel n1 
set null [new Agent/Null] ;# vytvoření objektu typu Null pro příjem  
$ns attach-agent $n(5) $null ;# připojení agenta na uzel n5 
$ns connect $udp $null  ;# vytvoření relace mezi agenty 
$udp set fid_ 2   ;# nastavení identifikátoru datového toku na 2 
set cbr [new Application/Traffic/CBR];# vytvoření objektu aplikace typu CBR 
$cbr attach-agent $udp  ;# připojení aplikace k agentovi 
$cbr set type_ CBR  ;# nastavení typu paketu CBR 
$cbr set packetsize_ 1000 ;# nastavení konstantní velikosti paketu 
$cbr set rate_ 0.01Mb  ;# nastavení rychlosti odesílání dat 
$cbr set random_ false  ;# nastavení náhodného šumu 
 
 V simulaci lze využít i komponenty k modelování chybovosti linky. Následující řádky 
udávají konfiguraci ztrátovosti na páteřní lince 10%: 
 
set loss_module [new ErrorModel]  ;# vytvoření objektu chybového modelu 
$loss_module set rate_ 0.1   ;# nastavení rychlosti ztrátovosti 
$loss_module ranvar [new RandomVariable/Uniform] ;# typ distribuce 
$loss_module drop-target [new Agent/Null] ;# vytvoření cílového agenta Null 
$ns lossmodel $loss_module $n(2) $n(3)  ;# přiřazení modelu k lince 
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2.3.3.3 Vykreslení plotteru Xgraph 
 
 Grafické vyjádření velikosti okna v časové závislosti lze zobrazit pomocí nástroje 
Xgraph (viz Obr.2.29) [18] [19]. Pro jeho správnou funkci je třeba nadefinovat proceduru pro 
tisk velikosti okna: 
 
proc  plotWindow {tcpSource file} { ;# hlavička procedury 
 global ns    ;# nastavení globálních proměnných 
 set time 0.01    ;# deklarace kroku času pro x-vou souřadnici 
 set now [$ns now]   ;# ukládání aktuálního času 
 set cwnd [$tcpSource set cwnd_] ;# ukládání hodnoty okna z TCP spojení 
 puts $file "$now $cwnd"  ;# výstup hodnot do souboru  
 # rekuzivní volání procedury a příčtení času 
 $ns at [expr $now+$time] "plotWindow $tcpSource $file"  
}        
 
 
Obr.2.29 Časová závislost velikosti TCP okna v Xgraph 
 
 Samotné spuštění aplikace se provádí v proceduře finish (viz kapitola 2.4.3.5) a udává 
se s parametrem -geometry, za kterým následuje rozlišení okna 
 
exec xgraph tcpOkno -geometry 800x400 & 
 
 
 
2.3.3.4 Plánování a spouštění událostí 
 
 Jak již bylo v úvodu zmíněno, je Network Simulator událostmi řízený simulátor, proto 
potřebuje ke své činnosti plánovač. V NS-2 je možnost využití čtyř plánovačů [18] a káždý 
využívá jinou strukturu dat: 
• jednoduchý plánovací seznam (simple linked-list) – používá jednoduchou řádkovou 
strukturu seznamu se zachováním pořadí událostí od první po poslední. Přidání či 
smazání události vyžaduje přehled v seznamu a zařazení nové události tak musí být 
vloženo ve správném pořadí. Implementace tohoto způsobu plánování je typu FIFO. 
• plánovací zásobník (heap) -  jedná se o strukturu, která je na leší úrovni než 
jednoduchý plánovací seznam, převážně jedná-li se o velké množství naplánovaných 
událostí. Přidání a odebírání n událostí trvá O(log n). 
• kalendář front (calendar queue) – využívá analogické struktury jako klasický stolní 
kalendář, kde události ve stejný měsíc/den několika let mohou být zaznamenány 
v jednom dni. Od verze Network Simulator 2.33 disponuje třemi algoritmy [18]: 
 metodické zlepšení lineárního hledání, místo původního hledání vkládáných 
událostí dle chronologického pořadí se využívá obrácené chronologické pořadí 
 zlepšení odhadu šířky sektoru dle průměrných intervalů všech budoucích 
událostí 
 kalendář front SNOOPy – jiná varianta, která dynamicky ladí šířku sektoru 
fronty pomocí ceny výměny mezi vstupem a výstupem fronty 
Tento plánovač je v NS-2 jako výchozí. 
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• real-time – jedná se o speciální typ, který synchronizuje události v reálném čase a je to 
typ, který je stále vyvíjen [18]. 
 
 Plánování probíhá postupným vykonáním příkazů v plánovači, jejichž spouštění je dané 
časem v sekundách. Z toho plyne, že NS-2 je jednovláknový a může tak vykonávat v jednom 
čase pouze jednu událost. Dvě události se stejným časem spuštění jsou vykonány postupně dle 
pozice v seznamu. Jak se v simulátoru plánuje, ukazují následující vybrané řádky kódu: 
 
$ns at 1.1 "plotWindow $tcp $tcpOkno1"  ;# v čase 1,1s volá proceduru plotWindow 
$ns at 0.1 "$cbr start"    ;# v čase 0,1s se spouští aplikace CBR 
$ns at 0.1 "$n(1) label \"CBR source\"" ;# v čase 0,1s přiřadím uzlu n1 štítek 
$ns at 1.0 "$ftp start"    ;# v čase 1,0s se spouští aplikace FTP 
$ns at 1.0 "$n(0) label \"FTP source\"" ;# v čase 1,0s přiřadím uzlu n0 štítek 
$ns at 624.0 "$ftp stop"   ;# v čase 624,0s se přestává FTP vysílat 
$ns at 624.5 "$cbr stop"   ;# v čase 624,5s se přestává CBR vysílat 
$ns at 625.0 "finish"    ;# v čase 625,0s spouštím proceduru ukončení 
 
 
 
2.3.3.5 Spuštění simulace 
 
 Před samotným spuštěním simulace je třeba ve skriptu ještě uvést zakončovací 
proceduru finish [18] [19], která nemá žádné argumenty. Procedura má na starosti uložení všech 
trasovacích záznamů do trasovacích souborů, pomocí metody flush-trace a řádné zavření těchto 
souborů příkazem close před samotným spuštěním NAM, Xgraph či jiných nástrojů pro 
zpracování výstupních dat. Procedura se spouští v plánovači na konci jak je vidět v kapitole 
2.3.3.4 a může vypadat následovně: 
 
proc finish {} { 
  global ns myTRACE myNAM  ;# definice globálních proměnných 
  $ns flush-trace   ;# ukládání trasovacích záznamů 
  close $myTRACE    ;# zavření souboru out.tr 
  close $myNAM    ;# zavření souboru out.nam 
  exec nam out.nam &   ;# spuštění aplikace NAM 
  exec xgraph tcpOkno -geometry 800x400 & ;# spustění aplikace Xgraph 
exit 0      ;# bezchybná návratová hodnota 
} 
 
 Na konec skriptu se uvede příkaz ke spuštění instance Simulator a tím se celá simulace 
odstartuje. Syntaxe je následující: 
 
$ns run 
 
 Celý takto výtvořený skript, který pojmenujeme např. test.tcl se spustí v příkazovém 
interpretu operačního systému, tzv. bash (~$), a který bude vypadat následovně: 
 
~$ ns test.tcl 
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3 Návrh simulačních úloh 
 
 Cílem diplomové práce je navrhnout úlohy, ve kterých bude možno ověřit principy 
fungování protokolů BGP, IPv6 a multicastu, a které by se daly realizovat v simulačním 
prostředí NS-2 
 
 
3.1 Implementace protokolů v NS-2 
 
 Před samotným začátkem při návrhu úloh je třeba nejprve ověřit, zda je možné uvedené 
protokoly v prostředí NS-2 simulovat.  
Jelikož Network Simulator pracuje s vlastním modelem síťové vrstvy, lze těžko realizovat 
simulaci, kde by bylo možné názorně ověřit samotnou funkci protokolu IP a její případné 
odlišnosti ve verzi 6 od verze 4. Navíc NS-2 pracuje s modely síťové vrstvy dle protokolu IPv4 
a model implementující IPv6 neobsahuje. Použití protokolu IPv6 v NS-2 by znamenalo nově 
naprogramovat model síťové vrstvy v jazyku C++. Implementaci IPv6 se věnuje Network 
Simulator verze 3 (NS-3) [21], konkrétně od verze 3.5, který je ovšem založen na zcela jiné 
koncepci a simulace se provádí pouze v jazyku C++ s využitím jazyka Python [20]. 
 V případě simulace úloh pracujících s protokolem BGP bude třeba tento protokol do 
prostředí NS-2 implementovat, jelikož ho žádná verze v předefinovaných modulech nenabízí.  
Volně dostupné jsou tyto dvě implementace: 
• ns-BGP (vyvinuto na univerzitě Simon Fraser,  Tony Dongliang Feng [2]) 
• BGP++ (vyvinuto skupinou MANIACS [3] ) 
 
 
3.1.1 ns-BGP 2.0 
 
 Implementace protokolu BGP-4 do NS-2 (ns-BGP verze 2.0) [2] vznikla portováním ze 
síťového modelu protokolu BGP-4 (SSF.OS.BGP4) v simulačním prostředí SSFNet (Scalable 
Simulation Framework), který je postaven na platformě Java. Modul ns-BGP zahrnuje základní 
řízení pro udržení relace BGP směrovače a jeho odpojení, proces výběru směrovacích cest, 
opětovné připojení (reconnection) v rámci udržení relace, iBGP směrování a techniku 
reflektorů. Modul však bohužel nezahrnuje podporu směrovacích politik, metodu flamp 
dumping (snižování zasílání nadměrného počtu zpráv mezi směrovači), agregaci směrovacích 
cest. 
 
 
3.1.1.1 Změny v třídách a modulech 
 
 Implementované třídy v ns-BGP [2] vychází z hierarchie tříd NS-2 a základem celého 
modelu je směrovací unicastová struktura. ns-BGP uzly tak vychází z části z unicastových uzlů 
v NS-2 a z části z modelu SSF.OS.BGP4 v SSFNet. Z modelu SSF.OS.BGP4 byla portována 
vrstva socketu (TcpSocket) spolu s IPv4 adresováním  a směrováním paketů (IPv4Classifier), 
navíc pro podporu vysílání dat byla modifikovaná i třída pro TCP agenta (FullTcpAgent). 
Implementace dala vznik novým třídám a modulům v NS-2: 
• rtModule/BGP - nový směrovací modul v Tcl, který provádí registraci rozhraní spolu s 
vytvořeným uzlem 
• rtProtoBGP  (Agent/rtProto/BGP) - instance této třídy implementuje BGP uzel a 
představuje tak směrovací protokol, který navazuje spojení (relaci), učí se směrovacím 
cestám od sousedních BGP uzlů (iBGP i eBGP), vybírá nejlepší cesty a vytváří 
směrovací tabulku 
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• BGP_Timer - je odvozená třída z NS-2 a má nastarosti časovací prvky, jako např. 
časovač pro zprávy KEEPALIVE, UPDATE. 
• TcpSocket - představuje API rozhraní socketu pro transportní vrstvu 
• IPv4Classifier - zajišťuje řízení z hlediska síťové vrstvy, jako je směrování IP adres 
 
 
3.1.1.2 Syntaxe pro konfiguraci BGP sítě 
 
 Při vytváření uzlů ve skriptu je třeba zajistit, že se jedná o BGP uzel pomocí metody 
node-config. Příklad vytvoření takového uzlu ukazuje následující kód, který vytvoří uzel s ASN 
hodnotou 0 a IP adresou 10.0.0.1: 
 
$ns node-config -BGP ON  ;# zapnutí volby BGP uzlů 
set n0 [$ns node 0:10.0.0.1] ;# vytvoření BGP uzlu 
$ns node-config -BGP OFF ;# vypnutí volby BGP uzlů 
 
K vytvoření agenta BGP, nastavení identifikátoru a připojení k sousednímu BGP uzlu jsou 
následující příkazy: 
 
set bgp_agent0 [$n0 get-bgp-agent]  ;# vytvoření BGP agenta  
$bgp_agent0 bgp-id 10.0.0.1    ;# nastavení BGP identifikátoru 
$bgp_agent0 neighbor 10.0.1.1 remote-as 1 ;# sestavení relace se sousedním BGP uzlem 10.0.1.1 
 
Metodou neighbor lze konfigurovat sousední uzly, jako nastavení klienta clusteru nebo časovač 
Hold Timer,  KeepAlive Timer,  MRAI (minimální dobu k odeslání směrovací informace): 
 
$bgp_agent0 neighbor 10.0.1.1 route-reflector-client ;# klient clusteru 
$bgp_agent0 neighbor 10.0.1.1 hold-time 90   ;# časovač Hold Timer (s) 
$bgp_agent0 neighbor 10.0.1.1 keep-alive-time 30 ;# časovač KeepAlive Timer (s) 
$bgp_agent0 neighbor 10.0.1.1 mrai 30   ;# časovač MRAI (s) 
 
Konfiguraci dalších parametrů BGP směrovače lze nastavit následujícími příkazy: 
 
$bgp_agent0 cluster-id 1000  ;# číslo clusteru při použití reflektoru 
$bgp_agent0 connretry_time 120  ;# čas pro úspěšné navázání TCP realce s ostatními uzlu (s) 
$bgp_agent0 min_as_orig_time 15 ;# minimální čas k vytvoření další UPDATE zprávy (s) 
$bgp_agent0 set-auto-config  ;# povolení autodetekce sousedních uzlů s výchozím nastavením 
 
Po konfiguraci agenta BGP uzlu se mohou nadefinovat položky NRLI: 
 
$bgp_agent0 network 10.0.0.0/24 ;# vytvoření platných IP prefixů 
$bgp_agent0 no-network 10.0.0.0/24 ;# vytvoření neplatných IP prefixů 
$bgp_agent0 show-routes   ;# zobrazení směrovací tabulky BGP směrovače 
 
 
 
3.1.2 BGP++ 
 
 Implementace BGP++ (v aktuální verzi BGP++ 1.05 beta) [3] do NS-2 vychází ze 
směrovacího software GNU Zebra a je tak z velké části jeho funkčním obrazem. Místo 
implementace protokolu zcela od začátku, integruje BGP++ tzv. Zebra démona (bgpd) přímo do 
NS-2. Démon je založen na objektově orientovaném prostředí, upraveném ke komunikaci s 
plánovačem simulátoru a rozhraním TCP. Výhodou tohoto přístupu je, že zachovává původní 
algoritmy, které není třeba přetvářet a je založen na již ověřených kódech. Významnou 
předností BGP++ je soulad se syntaxí v konfiguraci s CISCO směrovači [12], což je značnou 
výhodou při testování skutečné konfigurace směrovače v simulačním prostředí, případně dobrý 
studijní předpoklad k budoucímu zužitkování v reálném nasazení. 
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3.1.2.1 Modifikace v implementaci 
 
Mezi základní modifikace GNU Zebra [3] patří: 
• přepis kódu z jazyka C do jazyka C++ 
• vzájemné proložení plánovače NS-2 a plánovače GNU Zebra bgpd 
• nahrazení aplikačního programovacího prostředí BSD soketu implementací FullTCP z 
NS-2 
• nahrazení funkcí v reálném čase, funkcemi se simulačním časem 
• modifikace konfigurací a logování do objektově orientovaného prostředí (jsou použity 
příkazy ze Zebra, přibližně 320 podporovaných příkazů a s přídavkem několika nových 
v NS-2) 
 
 Díky konfiguračnímu nástroji bgp++_conf probíhá konfigurace vetších simulací 
snadněji a rychleji. Konfigurační nástroj na základě jednoduchých parametrů generuje skript 
*.tcl, ve kterém je popsáno nastavení simulace (topologie, BGP uzly, agenti, atd.) včetně 
definice souborů s koncovkou *.conf, specifikující konfiguraci směrovače (každému BGP 
směrovači přísluší jeden soubor). Obsah konfiguračních souborů je tvořen původní syntaxí z 
GNU Zebra [3]. 
 
 
3.1.2.2 Ukázky konfigurace BGP sítě 
 
 Prvním krokem je vytvoření topologie klasickým způsobem v NS-2, který byl již 
popsán. Po vytvoření uzlů a jejich spojení pomocí linky je třeba vytvořit ještě před samotnou 
BGP instancí tzv. registr, který představuje databázi, ve které se mapují IP adresy k 
jednotlivým BGP instancím (na jednu simulaci je povolen pouze jeden registr). V následujícím 
ukázkovém kódu jsou vytvořeny dva uzly spojené duplexní 1Mb linkou. Je vytvořen registr pro 
BGP instance a pomocí metody register jsou jim přiděleny IP adresy. Metoda finish-time 
informuje směrovače o času ukončení simulace. Další použitou metodou je config-file, kterou se 
přiřazuje konfigurační soubor danému směrovači. Připojení BGP instance k uzlu je provedeno 
příkazem attach-node. Posledním příkazem cpu-load-model nastavíme model zátěže. Způsob, 
jakým je zátěž modelována je takový, že v každém okamžiku, kdy bgpd (BGP démon) vrací 
řízení simulátoru, si volí dobu (busy-period) po kterou bude zaneprázdněn. Během této doby 
neodpovídá na žádné žádosti a ty se tak ukládájí do paměti typu FIFO. Po vypšení této doby 
jsou pak všechny žádosti vykonány. BGP++ obsahuje dva zátěžové modely, rovnoměrný tzv. 
uniform a  tzv. time-sample. Tyto modely se liší v určení tzv. busy-period [3]. Uniform ji vybírá 
rovnoměrným náhodným způsobem v rámci daného rozmezí a u modelu time-sample se počítá 
z frekvence procesoru a počtu vykonaných cyklů (ty jsou měřeny na základě požadavku bgpd 
těsně předtím než je řízení vráceno simulátoru). Pokud není model zátěže určen, směrovač 
žádný nepoužije. 
 
set ns [ new Simulator ]   ;# vytvoření instance třídy Simulator 
set n1 [$ns node]    ;# vytvoření uzlu n1 
set n2 [$ns node]    ;# vytvoření uzlu n2 
$ns duplex-link $n1 $n2 1Mb DropTail  ;# vytvoření 1Mb linky mezi uzlu n1 a n2 
set r [new BgpRegistry]    ;# vytvoření registru 
set BGP1 [new Application/Route/Bgp]  ;# vytvoření aplikace BGP pro instanci BGP1 
$BGP1 register  $r    ;# namapování IP adresy BGP1 instance v registru 
$BGP1 finish-time  2000    ;# oznámení BGP1 instanci čas ukončení simulace 
$BGP1 config-file /home/BGP/doc/example1/bgpd1.conf ;# přiřazení konfiguračního soubor 
$BGP1 attach-node $n1    ;# připojení BGP1 instance k uzlu n1 
$BGP1 cpu-load-model uniform 0.0001 0.00001 ;# nastavení zátěžového modelu 
set BGP2 [new Application/Route/Bgp]  ;# vytvoření aplikace BGP pro instanci BGP2 
$BGP2 register  $r    ;# namapování IP adresy BGP2 instance v registru 
$BGP2 finish-time  2000    ;# oznámení BGP2 instanci čas ukončení simulace 
$BGP2 config-file /home/BGP/doc/example1/bgpd2.conf ;# přiřazení konfiguračního soubor 
$BGP2 attach-node $n2    ;# připojení BGP2 instance k uzlu n1 
$BGP2 cpu-load-model uniform   ;# nastavení zátěžového modelu 
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 Jak již bylo řečeno, konfigurace samotných směrovačů se provádí v konfiguračních 
souborech, kde se definuje ASN autonomního systému, ve kterém se nachází, IP adresa, 
sousedící BGP směrovače (vytváří se relace mezi BGP instancemi s výměnou směrovacích 
informací), prefixy směrovacích cest, povolení logování do souboru pro účely ladění. Obsah 
konfiguračních souborů může být následující (komentáře jsou označeny předřazením znaku 
"!"): 
 
Konfigurační soubor bgpd1.conf:  Konfigurační soubor bgpd2.conf: 
 
!Přidělení ASN(1) a IP (11.23.105.1) !Přidělení ASN(2) a IP (11.23.105.2) 
router bgp 1    router bgp 2 
bgp router-id 11.23.105.1   bgp router-id 11.23.105.2 
!Sousedící BGP směrovače   !Sousedící BGP směrovače 
neighbor 11.23.105.2    remote-as 2 neighbor 11.23.105.1    remote-as 1 
!prefixy směrovacích cest   !prefixy směrovacích cest 
network  147.32.0.0  mask 255.255.0.0 network  147.42.0.0  mask 255.255.0.0 
network  147.33.0.0  mask 255.255.0.0 network  147.43.0.0  mask 255.255.0.0 
!povolení logu pro účely ladění  !povolení logu pro účely ladění 
debug bgp      debug bgp 
debug bgp fsm    debug bgp fsm 
debug bgp keepalives   debug bgp keepalives 
debug bgp filters    debug bgp filters 
debug bgp events    debug bgp events 
debug bgp updates    debug bgp updates 
log file bgpd1.log    log file bgpd1.log 
 
 Poslední zmínkou je spouštění událostí v plánovači tcl skriptu, kde můžeme rozlišovat 
dva typy příkazů. Prvním typem jsou příkazy, které mění stávající konfiguraci směrovačů a 
druhým typem jsou příkazy, které se dotazují simulovaných směrovačů pro získání informací. 
Příkazy mají následující syntaxi: 
 
$ns at ČAS "$BGP1 command \"PŘÍKAZ, KTERÝ MÁ BÝT VYKONÁN \"" 
 
Následuje ukázka několika příkazů, které mají v uvedeném pořadí následující význam: 
• příkaz pro změnu konfigurace, který ve 10. sekundě simulace instanci BGP1 resetuje 
všechna její připojení 
• příkaz pro změnu konfigurace, který ve 180 sekundě simulace smaže ze směrovací 
tabulky směrovače BGP2 jeho souseda s IP 11.23.105.1 
• příkaz zobrazující informaci, která ve 41. sekundě simulace vytiskne obsah směrovací 
tabulky instance BGP1 do logovacího souboru 
• příkaz zobrazující informaci, který v 5. sekundě simulace vytiskne IP prefixy instance 
BGP1 do logovacího souboru 
 
$ns at 10 "$BGP1 command \"clear ip bgp * \"" 
$ns at 180 "$BGP2 command \"no neighbor 11.23.105.1\"" 
$ns at 41 "$BGP1 command \"show ip bgp \"" 
$ns at 5 "$BGP2 command \"show ip prefix-list PR_LIST\""   
 
 
 
3.1.3 Multicast 
 
 Implementace multicastu je již v NS-2 obsažena a možnosti výběru ze tří modelů [18], 
které jsou naprogramovány podle pravidel protokolu PIM (konkrétně PIM-DM a PIM-SM) [6]: 
• Dense Mode (DM) 
• CtrMcast (Centralized Mode), známý jako Sparse Mode 
• ST (Share Tree Mode), model sdíleného stromu 
• BST (Bi-directional Share Tree Mode), dvousměrný sdélený strom 
 
Rozhraní se v NS-2 definuje při instanci třídy Simulator následujícím příkazem: 
 
- 43 - 
 
set ns [new Simulator -multicast on] 
 
případně 
 
set ns [new Simulator] 
$ns multicast 
 
 Mezi významné metody multicastu patří mrtproto, která definuje model multicastu 
(DM, CtrMcast, ST), mrthandle, jež vrací řízení multicastovému objektu (přepíná mezi 
sdílenými a zdrojovými stromy, kontroluje kořen (RP) a tzv. boot-strap-router (BSR), 
zpracovává směrovací informace), mrtproto-iifs, která umožňuje použití více multicatových 
protokolů na jednom uzlu, allocaddr, jež alokuje novou nepoužitou IP adresu skupině, join-
group/leave-group, kterou používají agenti k přihlašování/odhlašování do/ze skupiny. Syntaxe 
příkazů je následující: 
 
$ns mrtproto CtrMcast   ;# nastavení centralizovaného modelu 
$ns mrtproto DM    ;# nastavení modelu Dense Mode 
$ns mrtproto ST    ;# nastavení modelu sdíleného stromu 
set mrthandle [$ns mrtproto $mrtproto];# nastavení řízení objektu typu multicast 
set group [Node allocaddr]  ;# alokace IP adresy skupiny 
$ns at 1.0 "$node1 join-group $rcvr $group" ;# pripojení uzlu do skupiny 
$ns at 2.0 "$node1 leave-group $rcvr $group" ;# odpojení uzlu do skupiny 
 
 V NS-2 lze chování multicastu monitorovat pomocí vestavěného modelu McastMonitor 
[9]. Ten trasuje uživatelem definovaný pohyb paketů do souboru.  
 
 
3.1.3.1 Centralizovaný multicast 
 
 Jedná o model známý jako "řídký režim" (Sparse Mode) vycházející z protokolu PIM-
SM [6]. Princip modelu je popsán v kapitole 2.2.3.1 a 2.2.4.2. Metody pro řízení mohou být 
následující: 
 
$mrthandle set_c_rp $node0 $node1 ;# nastavuje koren stromu 
$mrthandle set_c_bsr $node0:0 $node1:1 ;# nastavuje tzv. BSR (uzel:priorita) 
$mrthandle get_c_rp $node0 $group ;# načítá aktuální koren 
$mrthandle get_c_bsr $node0  ;# načítá aktuální BSR 
$mrthandle switch-treetype $group  ;# přepínání mezi stromy (sdílení/zdrojový) 
$mrthandle compute-mroutes  ;# přepočítává záznamy. Volá se dle potřeby 
 
 
 
3.1.3.2 Model Dense Mode 
 
 Tento typ modelu umožňuje za pomocí proměnné třídy CacheMissMode přepínat mezi 
dvěma módy. První mód je založen na bázi pravidel protokolu PIM-DM [6] a druhý na bázi 
pravidel protokolu DVMRP [6]. Rozdíl mezi těmito módy je, že DVMRP uržuje mezi uzly 
vztah rodič-potomek k redukci počtu linek, kterými se data vysílají. Příkazy pro konfiguraci 
mohou být následující: 
 
DM set PruneTimeout 0.3 ;# nastavení času platnosti zprávy Prune (výchozí je 0,5s) 
DM set CacheMissMode dvmrp  ;# nastavení módu DVMRP (výchozí je PIM-DM) 
 
 
 
3.1.3.3 Model sdíleného stromu 
 
 Jedná se o verzi multicastového protokolu na bázi sdíleného stromu (viz kapitola 
2.2.3.2). V modelu je možné nastavit proměnnou  RP_, která definuje, jaký uzel je kořenem 
(RP) pro danou skupinu. Syntaxe je následující: 
 
ST set RP_($group) $node0 
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Protokol nepodporuje dynamické změny. 
 
3.1.3.4 Model dvousměrného sdíleného stromu 
 
 Jedná se o experimentální verzi modelu obousměrného sdíleného stromu (BST), stejně 
jako u klasického sdíleného stromu (ST) je třeba ručně konfigurovat kořen pomocí proměnné 
RP_. Protokol také nepodporuje dynamické změny.  
 
 
3.2 Koncepce úloh protokolu BGP 
 
 Pro vytvoření úlohy č. 1 a úlohy č. 2 jsem si zvolil implementaci ns-BGP 2.0 [2] pro 
NS-2 verze 2.33 [1], kterou jsem testoval v operačním systému GNU/Linux Fedora Core 8 
(kernel 2.6.23.1). Důvod použítí staršího jádra této ditribuce (aktuální verze je Fedora Core 12) 
je jeho původní implementace pro toto jádro, kde využívá původní knihovny kompiléru a 
přidružené nástroje. Implementace ns-BGP do novějších ditribucí OS Linux je tak možná pouze 
za předpokladu přeprogramování původních zdrojových kódů (C++), případně instalace starší 
verze kompilátoru. 
 Zbývající úlohy (č. 3, 4, 5, 6) byly vytvořeny pro implementaci BGP++ (verze 1.05) [3], 
která byla vytvořena pro nižší verze NS-2 (2.2x) a kterou jsem testoval v NS-2 verze 2.26 [1] v 
operačním systému GNU/Linux CentOS 3.9 (kernel 2.4.21). Důvod změny OS pro testování 
BGP++ byl problém instalace starší verze kompilátoru gcc (potřebná verze ke správné 
kompilaci NS-2.26 s BGP implementaci je maximálně verze gcc 2.3.2) do OS Fedora Core 8 
(ten použivá gcc 4.1.2). Možnost instalace NS-2 verze 2.26 do OS s novějším kompilátorem gcc 
je možná v případě úpravy zdrojových kódů, kterou řeší použití modifikovaného patche   
NRLSensorSim vyvinutého společností U.S. Naval Research Laboratory [22]. Modifikace v 
podobě dvou přídavných patchů je dostupná na blogu vývojaře Mohit P. Tahiliany [23]. V 
takovém případě lze mít nainstalové obě verze NS-2 (2.33 a 2.26) v jednom OS. Tuto 
skutečnost jsem ověřil. Problém ovšem nastane v případě implementace BGP++, který při 
patchování provádí úpravy zdrojových kódů, a následná nutná rekompilace skončí s chybovým 
hlášením. 
 Pro přehlednost výpisu směrovacích tabulek jsou ve všech úlohách tvořeny IP adresy 
BGP směrovačů z ASN a čísla uzlu, formáty jsou 10.X.Y.1, 192.38.0.X, 192.X.Y.1. Kde X – je 
ASN autonomního systému, Y – číslo uzlu v NS-2. 
Zdrojové kódy skriptů jazyka TCL a dalších skriptů k odpovídajícím úlohám jsou uvedeny na 
konci dokumentu v přílohách A až I. Dále pak spolu se soubory konfiguračními, logovacími a 
trasovacími jsou uvedeny na přiloženém CD. 
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3.2.1 Úloha 1 - ověření eBGP směrování 
 
 Koncept první úlohy k ověření protokolu jsem zvolil schema topologie, na kterém si 
bude možno ověřit výměnu směrovacích informací BGP směrovačů při komunikaci eBGP, tedy 
mezi autonomními systémy. Tato úloha ověřuje: 
• výběr nejlepší cesty na základě rozhodovacího procesu. Pořadí priorit v tomto procesu 
je následující: 
 výběr cesty s nejvyšší hodnotou atributu LOCAL_PREF 
 výběr cesty s nejkratší hodnotou atributu AS_PATH 
 výběr cesty s nejnižší hodnotou atributu MED 
 přednost výběru cesty naučené z eBGP oproti iBGP 
 přednost výběru cesty s nižší metrikou IGP před hodnotou NEXT_HOP 
Jelikož se jedná pouze o eBGP relace, ověřuje se zde pouze atribut NEXT_HOP , 
AS_PATH. Případné nastavení atributu WEIGHT (či METRIC) není v modulu ns-BGP 
realizováno (viz routeinfo.cc). Tento atribut má podobný účel jako LOCAL_PREF s tím 
rozdílem, že se vztahuje svou účinností pouze na daný BGP směrovač. 
• volbu použití a nastavení hodnot časovačů 
• výpis záznamů směrovacích tabulek na základě přenesených rout 
 
 
3.2.1.1 Konfigurace topologie sítě 
 
 Toplogie je složená propojením sedmi BGP uzlů n0-n6, označených červeným kruhem 
(viz Obr.3.1). Modré uzly pouze znázorňují IGP smerovače a na BGP komunikaci se nepodílejí. 
Každý BGP směrovač je součástí samostatného autonomího systému (AS0-AS6). Každý 
takovýto BGP uzel má v rámci svého AS dva IGP směrovače, které jsou označeny modrým 
čtvercem a mají pouze informativní charakter. IP adresy hraničních uzlů s příslušným AS jsou 
znázorněny v Tab.3.1. 
 
 
Obr.3.1 Topologie BGP sítě pro úlohu 1 
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Tab.3.1 Přehled BGP uzlů v úloze 1 
Označení BGP uzlu IP adresa směrovače AS 
n0 10.0.0.1 0 
n1 10.1.1.1 1 
n2 10.2.2.1 2 
n3 10.3.3.1 3 
n4 10.4.4.1 4 
n5 10.5.5.1 5 
n6 10.6.6.1 6 
 
Každý uzel má nadefinován Hold Time časovač na 18s, časovač pro odesílání KEEPALIVE 
zpráv na 6s a MRAI (Minimum Route Advertisement Interval) časovač k minimální době 
odesílání UPDATE zpráv na 5s. 
 
 
3.2.1.2 Události v simulaci 
 
 Ve vytvořené topologii ověříme pomocí načasovaných událostí v plánovači navázání 
spojení, odesílání UPDATE zpráv (vytváření a rušení směrovacích test) a znovupřipojení při 
ztrátě spojení mezi BGP uzly. První události v čase 1,0s je vytvoření nové sítě v AS6 
(147.32.106.0/16), jejíž prefix bude před rozesláním upraven z důvodu delší IP adresy, než je 
její maska. V čase 1,5s bude vytvořena nová síť v AS0 (147.32.100.0/24). V čase 2,5s a 3,5s 
bude vytvořena stejná nová síť v AS0 (147.32.200.0/24. Tato duplicita ověří, že nebude 
distribuována 2x stejná routa. V čase 4,0s si necháme zobrazit směrovací tabulky všech 
směrovačů. Další distribuce směrovací cesty z AS3 bude v čase 10,0s a výpis směrovacích 
tabulek v 16,0 sekundě. Od 19,0 sekundy dochází ke ztrátě spojení mezi uzly AS4 a AS6 a 
následných dvou výpisů k ověření znovunavázání spojení mezi nimi. V čase 43,5s se zruší síť 
147.32.100.0/24 v AS0 a zneplatněná routa se opět rozešle mezi BGP uzly. V 45,0 sekundě 
vypíše obsah směrovacích tabulek a v 60,0 sekundě je volána procedura k ukončení simulace. 
 
 
3.2.1.3 Výsledky simulace 
 
Následně si přiblížíme výstupy simulace v souvislosti s naplánovanými událostmi. 
• Na Obr.3.2 je zachyceno navazování TCP spojení (konkrétně potvrzování ACK na TCP 
SYN) v čase 0,011320s 
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Obr.3.2 Navázání TCP spojení 
 
• Na Obr.3.3 je zachyceno rozesílání KEEPALIVE zpráv mezi směrovači jednotlivých 
AS. Každý takovýto paket této zprávy má velikost 59B. Směrovače mají nastavený 
časovač (keep-alive-time) na 6s. 
 
 
Obr.3.3 Distribuce zpráv typu KEEPALIVE 
 
• Obr.3.4 ukazuje v čase 1,0s vznik nové sítě (147.32.106.0/16) a tím i vznik nové routy a 
její následné rozesílání v UPDATE zprávě k ostatním AS. V první fázi (od AS6 k AS4) 
má velikost paketu 91B, každým průchodem dalším směrovačem se zvyšuje velikost 
pole AS_PATH a tím i velikost paketu o 2B (viz druhá fáze 93B,  třetí fáze 95B a 
poslední čtvrtá s velikostí paketu 97B) 
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Obr.3.4 Distribuce UPDATE zprávy mezi AS 
 
 Níže jsou vybrány ukázky směrovacích tabulek vybraných směrovačů. První blok 
výpisu ukazuje obsah směrovací tabulky uzlu n0 v AS0 v čase simulace 4,0s s třemi 
vytvořenými podsítěmi (147.32.106.0/16 v čase 1,0s v AS6, 147.32.100.0/24 v čase 1,5s a 
147.32.200.0/24 v čase 2,5s v AS0). Ve stejném čase je zobrazen výpis tabulky patřící 
směrovači v AS6. Z výpisů lze vysledovat, že došlo k úpravě prefixu sítě, vytvořené v AS6 
147.32.106.0/16, před samotnou distribucí na 147.32.0.0/16. Dále můžeme vysledovat, že 
směrovací informace o vytvořené síti 147.32.200.0/24 v čase 2,5s nebyla ještě v čase výpisu 
rozeslaná k ostatním AS z důvodu neuplynutí časovače MRAI (5s).  
 
Cas 4,0s: vypis smerovacich tabulek vsech uzlu: 
################################################################## 
BGP routing table of n0           název uzlu 
BGP table version is 7, local router ID is 10.0.0.1    IP adresa směrovače 
Status codes: * valid, > best, i - internal.       stavové kódy 
     Network            Next Hop       Metric  LocPrf  Weight Path         atribut 
*>   147.32.0.0/16      10.1.1.1/32           -      -      - 1 3 4 6      AS_PATH 
*>   147.32.100.0/24    self                  -      -      -             
*>   147.32.200.0/24    self                  -      -      - aribut dalšího skoku 
prefix sítě 
BGP routing table of n6 
BGP table version is 3, local router ID is 10.6.6.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   147.32.106.0/16    self                  -      -      -           
*>   147.32.100.0/24    10.4.4.1/32           -      -      - 4 3 1 0 
 
Další blok ukazuje výpis z uzlu n6 v čase 16,0s, kdy je seznam dostupných sítí plně 
aktualizován, včetně sítě přidané v AS3 v čase 10,0s.  
 
Cas 16,0s: vypis smerovacich tabulek vsech uzlu: 
################################################################## 
BGP routing table of n6 
BGP table version is 5, local router ID is 10.6.6.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   147.32.106.0/16    self                  -      -      -           
*>   147.32.100.0/24    10.4.4.1/32           -      -      - 4 3 1 0   
*>   147.32.103.0/24    10.4.4.1/32           -      -      - 4 3       
*>   147.32.200.0/24    10.4.4.1/32           -      -      - 4 3 1 0 
 
Výpisy z třetího bloku evidují v čase 19,2s výsledek výpadku spojení mezi AS4 a AS6 (nedošlo 
k odeslání UPDATE zprávy z AS6 do AS4, protože AS6 ma nastevno keep-alive-time na 40,0s). 
K výpadku došlo v čase 19,0s (po vypršení časovače HOLD v uzlu n4). Vypadek měl za 
následek rušení směrovacích záznamů v AS4 odkazujících do AS6 a následnou distribuci do 
ostatních AS. Stejně tak z pohledu AS6 byly zrušení všechny routy ve směrovací tabulce. 
 
Cas 19,2s: vypis smerovacich tabulek vsech uzlu: 
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################################################################## 
BGP routing table of n5 
BGP table version is 5, local router ID is 10.5.5.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   147.32.100.0/24    10.4.4.1/32           -      -      - 4 3 1 0   
*>   147.32.103.0/24    10.4.4.1/32           -      -      - 4 3       
*>   147.32.200.0/24    10.4.4.1/32           -      -      - 4 3 1 0   
 
BGP routing table of n6 
BGP table version is 8, local router ID is 10.6.6.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   147.32.106.0/16    self                  -      -      -           
 
Z důvodu ztráty spojení mezi uzly n4 a n6 bylo navázáno opětovně spojení (tzv. reconnect) a 
redistribuce všech dostupných rout pomocí UPDATE zprávy. V čase 19,3s již byla patrná 
kompletní obnova o dostupnosti AS6, jak ukazuje např. zvolený výpis z AS3 
 
Cas 19,3s: vypis smerovacich tabulek vsech uzlu: 
################################################################## 
BGP routing table of n3 
BGP table version is 7, local router ID is 10.3.3.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   147.32.0.0/16      10.4.4.1/32           -      -      - 4 6       
*>   147.32.100.0/24    10.1.1.1/32           -      -      - 1 0       
*>   147.32.103.0/24    self                  -      -      -           
*>   147.32.200.0/24    10.1.1.1/32           -      -      - 1 0 
 
Poslední ukázkou je zrušení sítě v AS0 (147.32.100.0/24) v čase 43,0s a distribuce této události 
k ostatním AS. Důkazem je výpis ze směrovací tabulky uzlu n2 v AS2 v čase 45,0s. 
 
Cas 45,0s: vypis smerovacich tabulek vsech uzlu: 
################################################################## 
BGP routing table of n2 
BGP table version is 27, local router ID is 10.2.2.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   147.32.0.0/16      10.3.3.1/32           -      -      - 3 4 6     
*>   147.32.103.0/24    10.3.3.1/32           -      -      - 3         
*>   147.32.200.0/24    10.0.0.1/32           -      -      - 0        
 
Ve výpisech jsou označeny směrovače jako uzly, jejich IP adresy, hodnoty atributu AS_PATH, 
prefixy sítí a atribut NEXT_HOP (self značí, že směrovač je tvůrcem routy). Tabulka udává 
svou verzí kolikát byla již měněna (viz např. "BGP table version is 7"). Na začátku záznamu 
jsou uvedeny kódy, zda je routa platná (*), nejlépe vybraná (>) nebo naučená přes iBGP (i). 
 
 Další ukázkou je grafické zpracování distribuce KEEPALIVE zpráv pro komunikaci 
BGP uzlů ve směru z AS0 do AS1, které je třeba provést externím skriptem. Pro více datových 
vzorků bylo třeba simulační úlohu prodloužit, v mém případě na dobu trvání 160,0s. Jako 
skriptovací jazyk jsem si vybral Perl [20], kód kriptu s popisem je uveden v příloze F (soubor 
KA.pl). Úkolem skriptu je z trasovacího souboru (out.tr) vyjmout datovou čast potřebnou k 
realizaci grafu. Následující syntaxe pro samotné spuštění skriptu se skládá z příkazu pro 
spuštění skriptovacího nástroje (perl), názvu souboru se skriptem (KA.pl), trasovacího souboru 
jako zdroje dat (out.tr), zadání směru komunikace zdrojovým a cílovým uzlem (0 1) a výstupem 
do souboru (graph.tr): 
 
perl KA.pl out.tr 0 1 > graph.tr 
 
Výsledkem je graf (obr. 3.5) zpracovaný již zmiňovaným programem Xgraph, který je součástí 
NS2. Osa Y udává dobu trvání v sekundách mezi po sobě jdoucímy zprávami a osa X má čistě 
časový charakter, udává tedy čas, kdy byla zpráva odeslána. 
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Obr.3.5 Graf distribuce zpráv KEEPALIVE od uzlu n0 k uzlu n1 
 
Z grafu je patrné, že odesílání zpráv odpovídá velikosti časovače MRAI, který je nastaven na 
5s. Zvýsené hodnoty v první časti simulace (vetší než 5,0s), tj. do 60,0s, májí za následek 
distribuce UPDATE zpráv, které mají vliv na resetování časovače MRAI. 
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3.2.2 Úloha 2 - ověření iBGP směrování 
 
 Koncept druhé úlohy ověřuje iBGP relaci v rámci jednoho autonomního systému. 
Topologii jsem sestavil ze tří AS. Úloha ověřuje principy distribuce uvnitř autotnomího 
systému, kde se uplaňuje pravidlo, že v rámci jednoho AS routy naučené přes iBGP se dále 
nerozesílají sousedním směrovačům stejného AS. Změny nastavení atributů LOCAL_PREF a 
MED se mi nepodařilo zrealizovat, ns-BGP implementace nemá pro změnu těchto atributů 
připraveny vstupy. 
 
 
3.2.2.1 Konfigurace topologie sítě 
 
 Toplogie je složená z osmi BGP uzlů (kruhový tvar uzlu, viz Obr.3.6), kde uzly n0, n1 a 
n2 jsou součástí AS1, uzel n7 patří do AS3 a zbývající do AS2. Zbývající uzly pouze znázorňují 
IGP směrovače a nemají na protokol BGP vliv. IP adresy uzlů s příslušným AS jsou znázorněny 
v Tab.3.2. 
 
 
Obr.3.6 Topologie BGP sítě pro úlohu 2 
 
Tab.3.2 Přehled BGP uzlů v úloze 2 
Označení BGP uzlu IP adresa směrovače AS  
n0 10.1.0.1 1  
n1 10.1.1.1 1  
n2 10.1.2.1 1  
n3 10.2.3.1 2  
n4 10.2.4.1 2  
n5 10.2.5.1 2  
n6 10.2.6.1 2  
n7 10.3.7.1 3  
 
 Hodnoty příslušných časovačů, tj. Hold Time, MRAI a časovač pro odesílání 
KEEPALIVE zpráv jsou nastaveny stejně jako v první úloze. Topologie AS2 tvoří tzv. 
propojení full-mesh, tzn. každý s každým. Co se týče propojení BGP uzlů v AS, ty full-mesh 
spojení netvoří, z důvodu ověření nesprávného fungování iBGP komunikace unvitř AS. 
Všechny linky mají šířku pásma 1Mbit a zpoždění 1ms, kromě linky mezi uzlem n6 a n7, která 
má zpoždění 4ms. 
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3.2.2.2 Události v simulaci 
 
 V plánovači v čase 1,5s vytváříme síť s IP adresou 150.150.150.0/24 v AS3, kterou 
ukládáme na uzlu n7 do směrovací tabulky a distribuujeme ji sousedním směrovačům (n4, n6) v 
AS2.Tato routa se rozešle do ostatních AS k příslušným směrovačům, vyjma uzlu n0. V čase 
7,0s je vytvořena síť 147.2.200.0/24 v AS1, kterou rozesílá v UPDATE zprávě směrovač na 
uzlu n2. Poslední událost, která vytváří novou síť (103.103.103.0/24) je v čase 13,0s na 
směrovači n5 v AS2. Výpis směrovacích tabulek všech směrovačů je naplanován v čase 25,0s a 
ve 30,0 sekundě proběhne ukončovací procedura. 
 
 
3.2.2.3 Výsledky simulace 
 
 Následující popis s obrázky ukazuje výstup simulace při distribuci routy s prefixem 
150.150.150.0/24 v 1,5s: 
• Obr.3.7 zachycuje v levé části, fáze 1 v čase 1,5s, rozesílání UPDATE zprávy z uzlu n7 
v AS3 k uzlům n6 a n4 v AS2, se kterými má nadefinované spojení eBGP. V pravé 
části, druhá fáze v čase 1,501736s, je patrné zpoždění linky mezi uzly n6 a n7 oproti 
spojení mezi n4 a n7, proto tato UPDATE zpráva dojde do AS2 až po iBGP distibuci 
z uzlu n4. 
 
 
Obr.3.7 vlevo, fáze 1: Distribuce rout pomocí eBGP;  
Vpravo, fáze 2: Distribuce rout pomocí iBGP 
 
• Na Obr.3.8 je patrné, že uzel n6 zasílá stejnou routu k uzlu n7 v AS3, jako je právě 
příchozí od téhož uslu, z důvodu zpoždění linky. Dále je možné vidět, že routy přijaté 
přes iBGP v AS2 již nejsou mezi sebou dále rozesílány, čili z uzlu n5 se již 
nedistribuuje k uzlu n3 a n4, stejně tak n3 a n4 je mezi sebou dále nerozesílají. V čase 
1,503472s pokračuje UPDATE zpráva z AS do AS1. 
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Obr.3.8 Distribuce UPDATE zprávy k sousedním AS 
 
• Obr.3.9 ukazuje v čase 1,504736s opožděnou iBGP distribuci zprávy UPDATE z uzlu 
n6 v rámci AS2, která již dle směrovacích pravidel nebude dále propuštěna z n3 směrem 
k sousednímu směrovači n2 v AS1. 
 
 
Obr.3.9 Distribuce UPDATE zprávy v poslední fázi 
 
 Z ukázky výpisu směrovacích tabulek vybraných směrovačů vyplývá, že routa s 
prefixem 103.103.103.0/24 vytvořená na směrovači n5, který má pouze iBGP relaci, se 
nezaslala v rámci AS2 k ostatním BGP směrovačům. Důvodem může být předpoklad distribuce 
v rámci AS jiným směrovacím protokolem, který rozešle informaci o nově vytvořené síti všem 
BGP směrovačům. Stejný případ nastává u vytvoření nové sítě na uzlu n2 v AS1, kde se tato 
routa rozešle pouze směrem k sousedícím AS, tj. AS2. Ze směrovacích tabulek je také patrné, že 
UPDATE zpráva informující o síti 150.150.150.0/24 v AS3, nedošla až k uzlu n0 v AS1. 
Důvodem je neúplné propojení všech tří směrovačů mezi sebou, které by měli tvořit full-mesh, 
případně využít techniky reflektorů.  
 
Cas 25,0s: vypis smerovacich tabulek vsech uzlu: 
################################################################## 
BGP routing table of n0 
BGP table version is 0, local router ID is 10.1.0.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
 
BGP routing table of n1 
BGP table version is 1, local router ID is 10.1.1.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
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*>   150.150.150.0/24   10.1.2.1/32           -      -      - 2 3       i 
 
BGP routing table of n2 
BGP table version is 3, local router ID is 10.1.2.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   147.2.200.0/24     self                  -      -      -           
*>   150.150.150.0/24   10.2.3.1/32           -      -      - 2 3       
 
BGP routing table of n5 
BGP table version is 4, local router ID is 10.2.5.1 
Status codes: * valid, > best, i - internal. 
     Network            Next Hop       Metric  LocPrf  Weight Path  
*>   103.103.103.0/24   self                  -      -      -           
*>   147.2.200.0/24     10.2.3.1/32           -      -      - 1         i 
*>   150.150.150.0/24   10.2.4.1/32           -      -      - 3         i 
 
V tabulkách si lze všimnout rout, které byly naučeny přes iBGP relaci, takové mají nakonci 
zaznámu uvedeno písmeno "i". 
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3.2.3 Úloha 3 - filtrování směrovacích informací 
 
 Třetí úloha ověřuje možnosti rozhodování na základě filtrování směrovacích informací. 
Implementace umožňuje tři způsoby definování filtru, které jsou v úloze začleněny: 
• filtr IP prefixů sítí, vycházející ze seznamu přístupů (tzv. access-list)  
• filtr IP prefixů sítí, vycházející ze senamu stanovených pravidel (tzv. prefix-list) 
• filtr atributů AS_PATH, vycházející ze seznamu stanovených pravidel (tzv. as-path) 
 
 
3.2.3.1 Konfigurace topologie sítě 
 
 Hlavní toplogii utvářející BGP relace tvoří osmice BGP uzlů (viz Obr.3.10), které mají 
kruhový tvar a pro svoji odlišnost v rámci autonomních systémů jsou příslušně zbarveny. Uzly 
čtvercovího tvary představují opět pouze IGP směrovače a na komunikaci se nepodílejí. Číselný 
výčet uzlů a jejich příslušnost k AS je uvedena v Tab.3.3. 
 
 
Obr.3.10 Topologie BGP sítě pro úlohu 3 
 
Tab.3.3 Přehled BGP uzlů v úloze 3 
Označení BGP uzlu IP adresa směrovače AS  
n0 (BGP0) 10.1.0.1 1  
n1 (BGP1) 10.2.1.1 2  
n2 (BGP2) 10.2.2.1 2  
n3 (BGP3) 10.2.3.1 2  
n4 (BGP4) 10.3.4.1 3  
n5 (BGP5) 10.4.5.1 4  
n6 (BGP6) 10.5.6.1 5  
n7 (BGP7) 10.6.7.1 6  
 
 V simulaci jsou hodnoty časovačů ponechány ve vychozích stavu, tak jak je uvádí 
příslušný standard [4] [5]. V případě BGP směrovačů v AS2 musí být urvořeno spojení full-
mesh, stejně jako tomu bylo v úloze 2. Linky jsou všechny nadefinovány v šířce pásma 1Mbit 
se zpožděním 1ms. Filtrování směrovacích informací (rout) bude prováděno na směrovačích 
AS1:BGP0, AS3:BGP4, AS4:BGP5, AS5:BGP6. 
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 Vzhledem k odlišnosti modulu BGP++ od ns-BGP, je třeba uvést několik záznamů z 
konfiguračních souborů jednotlivých uzlů, ve kterých je nadefinována počáteční politika 
filtrování a vznik některých nových IP sítí. Konfigurace BGP směrovačů je následující: 
• směrovač AS1:BGP0 
Vytvoření tří nových IP prefixů sítí, které se budou distribuovat 
   
  network  147.10.0.0   mask 255.255.0.0 
  network  147.20.0.0 
  network  147.30.0.0 
 
Filtr podle atributů AS_PATH, který povoluje pouze ty příchozí routy, jež byly 
vytvořeny v AS2 nebo v libovolném předešlém AS, který v cestě navazuje na AS2 má 
identifikátor 0 až 9: 
   
  neighbor 10.2.1.1 route-map CESTAr1 in 
  ip as-path access-list r1 permit ^2_[0-9]*$ 
   route-map CESTAr1 permit 10 
  match as-path r1 
 
• směrovač AS2:BGP1 
Vytvoření nového IP prefixu sítě, která se bude distribuovat: 
   
  network  155.55.0.0   mask 255.255.0.0 
 
• směrovač AS2:BGP2 
Vytvoření nového IP prefixu sítě, která se bude distribuovat: 
   
  network  147.55.0.0   mask 255.255.0.0 
 
• směrovač AS3:BGP4 
Filtr IP prefixů sítí, vycházející ze seznamu přístupů (list1), který nepovoluje příchozí 
sítě s IP prefixem 147.30.0.0/16: 
   
  neighbor 10.2.1.1 route-map CESTAr1 in 
  access-list list1 deny 147.30.0.0/16 
  access-list list1 permit any 
  route-map CESTAr1 permit 10 
  match ip address list1 
 
• směrovač AS4:BGP5 
Filtr podle atributů AS_PATH, který povoluje pouze ty příchozí routy, které byly 
vytvořeny v AS3: 
   
  neighbor 10.3.4.1 route-map CESTAr4 in 
  ip as-path access-list r4 permit ^3$ 
  route-map CESTAr4 permit 10  
  match as-path r4 
 
• směrovač AS5:BGP6 
Filtr IP prefixů sítí, vycházející ze senamu stanovených pravidel (PR_LIST), který 
povoluje příchozí routy s IP prefixem menším nebo rovným 24 z AS6: 
   
  neighbor 10.6.7.1    prefix-list PR_LIST  in 
  ip prefix-list PR_LIST seq 10 permit 0.0.0.0/0 le 24 
 ip prefix-list PR_LIST description "Seznam pravidel pro filtrovani IP prefixu" 
 
• směrovač AS6:BGP7 
Vytvoření tří nových IP prefixů sítí (delky 16,24,25), které se budou distribuovat: 
   
  network  75.10.0.0   mask 255.255.0.0 
  network  75.20.5.0   mask 255.255.255.0 
  network  75.30.6.0   mask 255.255.255.128 
 
Význam jednotlivých příkazů je vysvětlen v konfiguračních souborech v poznámce. 
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3.2.3.2 Události v simulaci 
 
 Pro snadnější orientaci v prostředí NAM, jsou v planovači uvedeny komentáře neboli 
anotace (ve skriptu uvedeny přikazem trace-annotate), které se postupně při simulaci zobrazují 
a mohou sloužit jako odkazy na konkrétní čas situace, kterou popisují (viz Obr.3.11).  
 
 
Obr.3.11 Výřez z prostředí NAM - komentáře jako odkazy (anotace) 
 
 Pro oveření aplikace filtrů na distribuované routy, které byly nastaveny hned při 
spuštění simulace v konfiguračních souborech příslušných směrovačů, je ve 20s proveden výpis 
směrovacích tabulek všech BGP směrovačů do logovacích souborů. Následující události v 
časovém pořadí ověřují filtrování na základě seznamu přístupů, tj. v 21s se ruší zákaz IP prefixu 
sítě 147.30.0.0/16, v 22s se provede reset spojení, aby se znovu načetly routy od sousedních AS, 
na které již nebude filtr uplatněn a ve 42s se provede opět vypis směrovacích tabulek směrovačů 
BGP4 a BGP5. V 50s se upravuje pravidlo pro filtrování dle seznamu prefixů a nastavuje se 
platnost IP sítí s prefixem větším nebo rovno než 24 (původně ≤ 24). V 51s je proveden reset a 
v 91s výpis směrovacích tabulek BGP6 a BGP7 pro ověření funkce filtru. Poslední částí je je 
ověření filtru aplikovaného na atribut AS_PATH, kdy je v 92s vytvořena síť 147.200.200.0/24 a 
ve 112s je proveden výpis směrovací tabulky BGP5 jako ověření filtrování. 
 
 
3.2.3.3 Výsledky simulace 
 
 Průběh celé simulace je detailně monitorován na každém BGP uzlu. Míra hloubky 
monitorování a zaznamenávání je dána volbou uživatele, který v konfiguračním souboru daného 
BGP uzlu povolí části, které mají být sledovány a následně zaznamenávány do logovacího 
souboru. Proto výsledky ověřování s vypovídající hodnotou jsou především textového 
charakteru (vypisy z logovacích souborů , které jsou doplněny komentářem - tučná modrá 
kurzíva). Výsledky simulace rozčleníme podle typu filtrování: 
• Filtrování IP prefixů sítí, vycházející ze seznamu přístupů (tzv. access-list) 
Směrovač AS3:BGP4 má aplikovaný filtr nepovolující síť 147.30.0.0/16 (vytvořenou v 
AS1:BGP0) příchozí v UPDATE zprávě od AS2:BGP1. Výsledkem správné aplikace je 
následující část výpisu z logovacího souboru (bgpd4.log) uzlu AS3:BGP4, kde je patrné 
odmítnutí (DENIED) a ve směrovací tabulce se tak síť s blokovaným prefixem 
nenachází: 
 
AS3:BGP4: Příjem UPDATE zprávy z AS2:BGP1 s routou (IP prefix sitě 147.30.0.0/16), 
která není dle seznamu přístupu povolena 
8.503599 BGP: 10.2.1.1 rcvd UPDATE w/ attr: nexthop 10.2.1.1, origin i, path 2 1 
8.503599 BGP: 10.2.1.1 rcvd UPDATE about 147.30.0.0/16 --DENIED due to: route-map 
AS3:BGP4: Vypis směrovací tabulky  
BGP table version is 0, local router ID is 10.3.4.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 75.10.0.0/16     10.5.6.1                               0  5 6i 
*> 75.20.5.0/24     10.5.6.1                               0  5 6i 
*> 147.10.0.0       10.2.1.1                               0  2 1i 
*> 147.20.0.0       10.2.1.1                               0  2 1i 
*> 147.55.0.0       10.2.1.1                               0  2i 
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*> 155.55.0.0       10.2.1.1                               0  2i 
 
V čase 21s se filtr ruší a v čase 22s je proveden reset spojení se sousedními BGP 
směrovači a opětovná distribuce rout včetně 147.30.30.0.0/16, která je již zapsána do 
tabulky. V čase 22s výpis směrovací tabulky BGP4 (bgpd4.log), ze které je patrný 
zrušený filtr: 
 
AS3:BGP4: Proveden reset spojení (ukázka logu při navazováí spojení a AS2:BGP1). 
NásledujePříjem UPDATE zprávy z AS2:BGP1 s routou (IP prefix sitě 147.30.0.0/16), 
která není dle seznamu přístupu povolena 
All neighbors which AS is 2 cleared 
22.000000 BGP: 10.2.1.1 [FSM] BGP_Stop (Established->Idle) 
28.442880 BGP: 10.2.1.1 [FSM] Timer (start timer expire). 
28.442880 BGP: 10.2.1.1 [FSM] BGP_Start (Idle->Connect) 
28.442880 BGP: 10.2.1.1 went from Idle to Connect 
28.442880 BGP: 10.2.1.1 [Event] Connect start to 10.2.1.1 
28.442880 BGP: 10.2.1.1 [FSM] Non blocking connect waiting result 
28.445559 BGP: 10.2.1.1 [FSM] TCP_connection_open (Connect->OpenSent) 
28.445559 BGP: 10.2.1.1 went from Connect to OpenSent 
28.445559 BGP: 10.2.1.1 sending OPEN,version 4, my as 3, holdtime 180, id 10.3.4.1 
28.445559 BGP: 10.2.1.1 send message type 1, length (incl. header) 45 
28.448239 BGP: 10.2.1.1 went from OpenSent to Active 
29.188243 BGP: 10.2.1.1 [FSM] TCP_connection_open (Active->OpenSent) 
29.189215 BGP: 10.2.1.1 rcv OPEN,version 4, remote-as 2, holdtime 180, id 10.2.1.1 
29.201207 BGP: 10.2.1.1 rcvd UPDATE w/ attr: nexthop 10.2.1.1, origin i, path 2 1 
29.201207 BGP: 10.2.1.1 rcvd 147.30.0.0/16 
29.201207 BGP: 10.4.5.1 send UPDATE 147.30.0.0/16 nexthop 10.3.4.1,orig i,path 2 1 
29.201207 BGP: 10.5.6.1 send UPDATE 147.30.0.0/16 nexthop 10.3.4.1,orig i,path 2 1 
AS3:BGP4: Vypis směrovací tabulky  
BGP table version is 0, local router ID is 10.3.4.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 75.10.0.0/16     10.5.6.1                               0  5 6i 
*> 75.20.5.0/24     10.5.6.1                               0  5 6i 
*> 147.10.0.0       10.2.1.1                               0  2 1i 
*> 147.20.0.0       10.2.1.1                               0  2 1i 
*> 147.30.0.0       10.2.1.1                               0  2 1i 
*> 147.55.0.0       10.2.1.1                               0  2i 
*> 155.55.0.0       10.2.1.1                               0  2i 
 
• Filtrování vycházející ze seznamu stanovených pravidel (tzv. prefix-list) 
Směrovač AS5:BGP6 má aplikovaný filtr, který z AS6:BGP7 propouští routy se sítěmi 
s prefixem ≤ 24. Jelikož máme v AS6:BGP7 vytvořeny tři sítě s prefixem 16, 24 a 25, 
lze z vypisu směrovací tabulky a dalších logovaných záznamů (bgpd6.log)  ověřit 
aplikaci filtru (síť s prefixem 25 tj. 75.30.6.0/25 nebude propuštěna): 
 
AS5:BGP6: Příjem dvou UPDATE zpráv z AS6:BGP7 (IP prefix sitě 75.10.0.0/16 a 
následně 75.20.5.0./24) s routami, které jsou povoleny a redistribuovány do 
AS3:BGP4. Následuje příjem UPDATE zprávy s obsahem sítě (75.30.6.0/25, prefix>24), 
která nesplňuje pravidlo filtru a proto zakázana. 
6.368926 BGP: 10.6.7.1 rcvd UPDATE w/ attr: nexthop 10.6.7.1, origin i, path 6 
6.368926 BGP: 10.6.7.1 rcvd 75.10.0.0/16 
6.369042 BGP: 10.3.4.1 send UPDATE 75.10.0.0/16 nexthop 10.5.6.1, origin i, path 6 
6.369042 BGP: 10.6.7.1 rcvd 75.20.5.0/24 
6.369138 BGP: 10.3.4.1 send UPDATE 75.20.5.0/24 nexthop 10.5.6.1, origin i, path 6 
6.369138 BGP: 10.6.7.1 rcvd UPDATE about 75.30.6.0/25 -- DENIED due to: filter 
AS5:BGP6: Vypis názvu a popisku seznamu na který je uplatněno fitlrovací pravidlo, 
které je následně uvedeno 
ip prefix-list PR_LIST: 1 entries 
   Description: "Seznam pravidel pro filtrovani IP prefixu"  
   seq 10 permit 0.0.0.0/0 le 24 
AS5:BGP6: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.5.6.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 75.10.0.0/16     10.6.7.1                               0  6i 
*> 75.20.5.0/24     10.6.7.1                               0  6i 
*> 147.10.0.0       10.3.4.1                               0  3 2 1i 
*> 147.20.0.0       10.3.4.1                               0  3 2 1i 
*> 147.55.0.0       10.3.4.1                               0  3 2i 
*> 155.55.0.0       10.3.4.1                               0  3 2i 
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následně je v čase 50s upraveno filtrovací pravidlo tak, že jsou propuštěny routy se 
sítěmi s prefixem ≥ 24. V 51s je proveden reset spojení aby se změna projevila. 
Následně v 91s je proveden výpis směrovací tabulky z AS5:BGP6. Z logu (bgpd6.log)  
je patrné, že nyní nebude propuštěna síť s prefixem 16 tj. 75.10.0.0/16 : 
 
AS5:BGP6: Proveden reset spojení. Příjem UPDATE zprávy z AS6:BGP7 na kterou bylo 
uplatněn filtr (nepovolen IP prefix sítě 75.10.0.0/16). Povoléné sítě 
(75.20.5.0/24 a 75.30.6.0/24) byly zapsány do směrovací tabulky dále odeslány do 
AS3:BGP4  
All neighbors which AS is 6 cleared 
58.672719 BGP: 10.6.7.1 rcvd UPDATE w/ attr: nexthop 10.6.7.1, origin i, path 6 
58.672719 BGP: 10.6.7.1 rcvd UPDATE about 75.10.0.0/16 -- DENIED due to: filter; 
58.672783 BGP: 10.6.7.1 rcvd UPDATE w/ attr: nexthop 10.6.7.1, origin i, path 6 
58.672783 BGP: 10.6.7.1 rcvd 75.20.5.0/24 
58.672783 BGP: 10.3.4.1 send UPDATE 75.20.5.0/24 nexthop 10.5.6.1, orign i, path 6 
58.672933 BGP: 10.6.7.1 rcvd UPDATE w/ attr: nexthop 10.6.7.1, origin i, path 6 
58.672933 BGP: 10.6.7.1 rcvd 75.30.6.0/25 
58.672933 BGP: 10.3.4.1 send UPDATE 75.30.6.0/25 nexthop 10.5.6.1, orign i, path 6 
AS5:BGP6: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.5.6.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 75.20.5.0/24     10.6.7.1                               0  6i 
*> 75.30.6.0/25     10.6.7.1                               0  6i 
*> 147.10.0.0       10.3.4.1                               0  3 2 1i 
*> 147.20.0.0       10.3.4.1                               0  3 2 1i 
*> 147.30.0.0       10.3.4.1                               0  3 2 1i 
*> 147.55.0.0       10.3.4.1                               0  3 2i 
*> 155.55.0.0       10.3.4.1                               0  3 2i 
 
• Filtrování podle atributu AS_PATH (tzv. as-path access-list) 
Filtrování dle atributu AS_PATH využívají směrovače BGP0 a BGP5. Filtrovací 
pravidlo v BGP0 povoluje pouze IP prefixy sítí vytvořené v AS2 nebo v AS4 (pouze 
dva skoky ve tvaru parametru AS_PATH: 2 *), to je patrné i ze směrovací tabulky uzlu 
BGP0 v čase před ukončením simulace. V tabulce jsou pouze sítě vytvořené v 
AS2:BGP1, AS2:BGP2 a AS3:BGP4. Z logovacího výpisu (bgpd0.log)  se lze 
přesvědčit o odmítnutí UPDATE zprávy s routami 75.10.0.0/16, 75.20.5.0/24 a 
75.30.6.0/25: 
 
AS1:BGP0: Příjem UPDATE zpráv a jejich odmítnutí z důvodu nastavení filtrovacího 
pravidla (routy obsahují 4 skoky, filtr povoluje pouze dva ve tvaru: 2 *) 
38.409990 BGP: 10.2.1.1 rcvd UPDATE w/ attr:nexthop 10.2.1.1,origin i,path 2 3 5 6 
38.409990 BGP: 10.2.1.1 rcvd UPDATE about 75.20.5.0/24 --DENIED due to: route-map; 
38.503040 BGP: 10.2.1.1 rcvd UPDATE w/ attr:nexthop 10.2.1.1,origin i,path 2 3 5 6 
38.503040 BGP: 10.2.1.1 rcvd UPDATE about 75.10.0.0/16 --DENIED due to: route-map; 
58.706609 BGP: 10.2.1.1 rcvd UPDATE w/ attr:nexthop 10.2.1.1,origin i,path 2 3 5 6 
58.706609 BGP: 10.2.1.1 rcvd UPDATE about 75.30.6.0/25 --DENIED due to: route-map; 
AS1:BGP0: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.1.0.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 147.10.0.0       0.0.0.0                            32768  i 
*> 147.20.0.0       0.0.0.0                            32768  i 
*> 147.30.0.0       0.0.0.0                            32768  i 
*> 147.55.0.0       10.2.1.1                               0  2i 
*> 147.200.200.0/24 10.2.1.1                               0  2 3i 
*> 155.55.0.0       10.2.1.1                               0  2i 
 
Podobné filtrovací pravidlo jako v případě AS1:BGP0, funguje na směrovači 
AS4:BGP5, kde jsou povolené pouze IP prefixy sítí vytvořené v AS3. Opět si lze ověřit 
z logu směrovače, který je k dispozici na přiloženém CD. 
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3.2.4 Úloha 4 - atributy MED, LOCAL_PREF, WEIGHT 
 
 Ovlivnění výběru cesty při směrování paketů do konkrétní lokální sítě je v rámci BGP 
protokolu možné pomocí atributů jako jsou MED, LOCAL_PREF nebo WEIGHT. Úloha 
simuluje zapojení, kde je možné tyto atributy ověřit. 
 
 
3.2.4.1 Konfigurace topologie sítě 
 
 Devět BGP směrovačů (viz Obr.3.12) je propojených tak, že utváří několik smyček, 
které zajišťují možnost více cest k příslušným vytvořeným sítím v konkrétních AS. Úloha uzlů s 
čtvercovým tvarem zde má stejný význam jako v předešlých úlohách. Seznam BGP uzlů je 
uveden v Tab.3.4. 
 
 
Obr.3.12 Topologie BGP sítě pro úlohu 4 
 
Tab.3.4 Přehled BGP uzlů v úloze 4 
Označení BGP uzlu IP adresa směrovače AS  
n0 (BGP0) 10.1.0.1 1  
n1 (BGP1) 10.1.1.1 1  
n2 (BGP2) 10.1.2.1 1  
n3 (BGP3) 10.2.3.1 2  
n4 (BGP4) 10.2.4.1 2  
n5 (BGP5) 10.3.5.1 3  
n6 (BGP6) 10.3.6.1 3  
n7 (BGP7) 10.4.7.1 4  
n8 (BGP8) 10.4.8.1 4  
 
 Hodnoty časovačů mají stejný výchozí stav jako v předešlé úloze. V případě BGP 
směrovačů v AS1 musí být utvořeno spojení full-mesh, stejně jako tomu bylo v přechozí úloze 
2. Komunikační linky mají opět šířku pásma 1Mbit a zpoždění 1ms. Parametr MED bude 
otestován na směrovačích v AS3, kde se bude rozhodovat o výběru cesty k vytvořené síti v AS4 
pomocí zaslaných atributů z AS4:BGP7 (MED=25) a z AS4:BGP8 (MED=75). Parametr 
LOCAL_PREF se bude testovat v AS2, kde je pro spojení do AS3:BGP5 nastavena vyšší 
hodnota (LOCAL_PREF=120) a do AS1:BGP0 nižší hodnota (LOCAL_PREF=110). Parametr 
WEIGHT bude otestován v AS4 na směrovači BGP7, který má se sousedním AS1:BGP2 
nastavenou nižší hodnotu (WEIGHT=555) než s druhým sousedním AS1:BGP1 
(WEIGHT=666). Příslušné konfigurace parametrů v jednotlivých směrovačích jsou následující: 
• směrovač AS2:BGP3 
Nastavení atributu LOCAL_PREF na 110 pro příchozí routy ze směrovače AS1:BGP0 
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  neighbor 10.1.0.1 route-map setlocpref in 
  route-map setlocpref permit 10 
  set local-preference 110 
 
• směrovač AS2:BGP4 
Nastavení atributu LOCAL_PREF na 120 pro příchozí routy ze směrovače AS3:BGP5 
   
  neighbor 10.3.5.1 route-map setlocpref in 
  route-map setlocpref permit 10 
  set local-preference 120 
 
• směrovač AS4:BGP7 
Nastavení atributu MED na hodnotgu 25 routám odesílaných ke směrovači AS3:BGP5, 
dále pak přiřazení váhy atributem WEIGHT na 555 pro směr k AS1:BGP2 a 666 
k AS1:BGP1 
 
neighbor 10.1.1.1 weight 666  
neighbor 10.1.2.1 weight 555   
neighbor 10.3.5.1 route-map setmetricout out 
  route-map setmetricout permit 10  
set metric 25 
 
• směrovač AS4:BGP8 
Vytvoření sítě 155.55.5.0/24 a nastavení atributu LOCAL_PREF na 110 pro příchozí 
routy ze směrovače AS1:BGP0 
 
network 155.55.5.0 mask 255.255.255.0 
neighbor 10.3.6.1 route-map setmetricout out 
  route-map setmetricout permit 10  
set metric 75 
 
 
 
3.2.4.2 Události v simulaci 
 
 V čase 0,01s a 0,02s jsou nastaveny komentáře v NAM pro události vzniklé v úplném 
prvopočátku simulace a definované přímo v konfiguračních souborech směrovačů. Ve stejné 
době vzniká popis uzlů v NAM. V čase 0,1s je ve směrovačích AS3:BGP5 a AS:BGP6 nastaven 
příznak pro zapnutí porovnávání směrovacích informací podle atributu MED.  V čase 10s je 
vytvořen nový IP prefix sítě 147.32.1.0/24. Ke konci simulace se v čase 199s proveden výpis 
všech směrovacích tabulek do příslušných logovacích souborů. 
 
 
3.2.4.3 Výsledky simulace 
 
 Opět jako v předešlé úloze, jsou výsledky zřejmé především z výpisů logovacích 
souborů. Tyto logy z různých směrovačů jsou řazeny chronologicky. Výpisy z logovacích 
souborů jsou doplněny komentářem, který je označen tučnou modrou kurzívou. Následuje troje 
ověření atributů: 
• Ověření atributu LOCAL PREFERENCE 
Fungování atributu si ukážeme na UPDATE zprávách, které nesou informaci o nové síti 
155.55.5.0/24, která vznikla v AS4:BGP8. Níže uvedené řádky logovacího výpisu jsou 
ze stanic AS2:BGP3 (bgpd3.log) a AS2:BGP4 (bgpd3.log): 
 
AS2:BGP4: Příjem UPDATE zprávy z AS3:BGP5 (přes AS3,AS4),nastavení LOC_PREF 120 a 
redistribuce v rámci iBGP do AS2:BGP3  
8.369378 BGP: 10.3.5.1 rcvd UPDATE w/ attr: nexthop 10.3.5.1, origin i, path 3 4 
8.369378 BGP: 10.3.5.1 rcvd 155.55.5.0/24 
8.369378 BGP: 10.2.3.1 send UPDATE 155.55.5.0/24 nexthop 10.3.5.1, origin i, 
localpref 120, path 3 4  
AS2:BGP3: Příjem UPDATE zprávy z AS2:BGP4 (přes i,AS3,AS4) v rámci iBGP a odeslaní 
UPDATE zprávy do AS1:BGP0 (s LOC_PREF 110) 
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8.371130 BGP: 10.2.4.1 rcvd UPDATE w/ attr: nexthop 10.3.5.1, origin i, localpref 
120, path 3 4  
8.371130 BGP: 10.2.4.1 rcvd 155.55.5.0/24 
8.693327 BGP: 10.1.0.1 send UPDATE 155.55.5.0/24 nexthop 10.2.3.1, origin i, path 
3 4 
AS2:BGP3: Příjem UPDATE zprávy z AS1:BGP0 (přes AS1,AS4), nastavení LOC_PREF 110 a 
odeslaní UPDATE zprávy do AS1:BGP0 (s LOC_PREF 110), avšak NEODESÍLÁ v rámci iBGP! 
8.867010 BGP: 10.1.0.1 rcvd UPDATE w/ attr: nexthop 10.1.0.1, origin i, path 1 4 
8.867010 BGP: 10.1.0.1 rcvd 155.55.5.0/24 
AS2:BGP4: Příjem UPDATE zprávy z AS3:BGP5, routa je již vobsažena ve směrovací 
tabulce, proto je jako duplikát ignorována 
38.369378 BGP: 10.3.5.1 rcvd UPDATE w/ attr: nexthop 10.3.5.1, origin i, path 3 4 
38.369378 BGP: 10.3.5.1 rcvd 155.55.5.0/24...duplicate ignored 
AS2:BGP3: Příjem UPDATE zprávy z AS1:BGP0, routa je již vobsažena ve směrovací 
tabulce, proto je jako duplikát ignorována 
38.867010 BGP: 10.1.0.1 rcvd UPDATE w/ attr: nexthop 10.1.0.1, origin i, path 1 4 
38.867010 BGP: 10.1.0.1 rcvd 155.55.5.0/24...duplicate ignored 
AS2:BGP3: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.2.3.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 147.32.1.0/24    10.1.0.1                      110      0  1i 
*  155.55.5.0/24    10.1.0.1                      110      0  1 4i 
*> i                10.3.5.1                      120      0  3 4i 
AS2:BGP3: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.2.4.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> i147.32.1.0/24   10.1.0.1                      110      0  1i 
*> 155.55.5.0/24    10.3.5.1                      120      0  3 4i 
 
Z výše uvedeného výpisu je patrné, že směrovač AS2:BGP3 již routu s IP prefixem sítě 
155.55.5.0/24, procházející z AS4 přes AS1, dále v rámci iBGP nešíří, tj. směrem k 
AS2:BGP4. Proto se také o tomto směru nedozví směrovače z AS3. Důvod je ten, že 
cesta přes AS1 má vyšší hodnotu atributu LOCAL_PREF (120), než druhá známá cesta 
přes AS3, která má nižsí prioritu, tj. nižsí hodnotu  atributu  LOCAL_PREF (110). 
 
• Ověření atributu MULTI EXIT DISC (MED)  
Fungování atributu si opět ukážeme na UPDATE zprávách, které distribuují IP prefix 
sítě 155.55.5.0/24, vytvořené v AS4:BGP8. V tomto příkladě si lze všimnout jak je 
zábráněno vytvoření smyčky pomocí atributu AS_PATH (viz komentář ve výpisu). 
Níže uvedené řádky logovacího výpisu jsou ze stanic AS4:BGP7 (bgpd7.log), 
AS4:BGP8 (bgpd8.log), AS3:BGP6 (bgpd6.log) a AS3:BGP5 (bgpd5.log): 
 
AS4:BGP8: Vytvořena síť 155.55.5.0/24. Odeslání UPDATE zpráv do AS3:BGP6 s 
nastaveným atribute MED (75) 
7.829198 BGP: 10.3.6.1 send UPDATE 155.55.5.0/24 nexthop 10.4.8.1, origin i, 
metric 75, path 
AS3:BGP6: Příjem UPDATE zprávy z AS4:BGP8 s nastaveným atributem MED (75) a 
redistribuce routy v UPDATE zprávě do AS3:BGP5 v rámci iBGP 
7.834030 BGP: 10.4.8.1 rcvd UPDATE w/ attr: nexthop 10.4.8.1, origin i, metric 75, 
path 4 
7.834030 BGP: 10.4.8.1 rcvd 155.55.5.0/24 
8.362794 BGP: 10.3.5.1 send UPDATE 155.55.5.0/24 nexthop 10.4.8.1, origin i, 
localpref 100, metric 75, path 4 
AS3:BGP5: Příjem UPDATE zprávy z AS3:BGP6 s nastaveným atributem MED (75) v rámci 
iBGP, následně příjem UPDATE zprávy z AS4:BGP7 s nastaveným atributem MED (25) a 
nakonec redistribuce routy (přijaté z AS4:BGP7) pomoci UPDATE zprávy do AS3:BGP6 
8.367682 BGP: 10.3.6.1 rcvd UPDATE w/ attr: nexthop 10.4.8.1, origin i, localpref 
100, metric 75, path 4 
8.367682 BGP: 10.3.6.1 rcvd 155.55.5.0/24 
8.863634 BGP: 10.4.7.1 rcvd UPDATE w/ attr: nexthop 10.4.7.1, origin i, metric 25, 
path 4 
8.863634 BGP: 10.4.7.1 rcvd 155.55.5.0/24 
8.863634 BGP: 10.3.6.1 send UPDATE 155.55.5.0/24 nexthop 10.4.7.1, origin i, 
localpref 100, metric 25, path 4 
AS4:BGP8: Odeslání UPDATE zpráv do AS4:BGP7 v rámci iBGP s nastaveným atributem 
LOCAL_PREF (100), který si vytváří sám směrovací algoritmus k upřednostnění cesty 
8.857250 BGP: 10.4.7.1 send UPDATE 155.55.5.0/24 nexthop 10.4.8.1, origin i, 
localpref 100, path 
- 63 - 
 
AS4:BGP7: Příjem UPDATE zprávy z AS4:BGP8 (LOCAL_PREF=100) a následná redistribuce 
obsažené routy do AS3:BGP5 s nastaveným atributem MED (25) 
8.861898 BGP: 10.4.8.1 rcvd UPDATE w/ attr: nexthop 10.4.8.1, origin i, localpref 
100, path 
8.861898 BGP: 10.4.8.1 rcvd 155.55.5.0/24 
8.861898 BGP: 10.3.5.1 send UPDATE 155.55.5.0/24 nexthop 10.4.7.1, origin i, 
metric 25, path 
AS3:BGP6: Příjem UPDATE zprávy z AS3:BGP5 s nastaveným parametrem MED (25) v rámci 
iBGP a následná redistribuce routy do AS4:BGP8 (vznik smyčky) 
8.865426 BGP: 10.3.5.1 rcvd UPDATE w/ attr: nexthop 10.4.7.1, origin i, localpref 
100, metric 25, path 4 
8.865426 BGP: 10.3.5.1 rcvd 155.55.5.0/24 
8.865426 BGP: 10.4.8.1 send UPDATE 155.55.5.0/24 nexthop 10.3.6.1, origin i, 
metric 25, path 4 
AS4:BGP8: Příjem UPDATE zprávy z AS3:BGP6 se stejnou obsaženou routou, tj. přenos 
v rámci smyčky BGP8-BGP7-BGP5-BGP6-BGP8.Smyčka je, na základě již obsaženého ASN 
(4 v atributu AS_PATH), detekována a routa není povolena k zápisu do tabulky. 
8.867122 BGP: 10.3.6.1 rcvd UPDATE w/ attr: nexthop 10.3.6.1, origin i, path 3 4 
8.867122 BGP: 10.3.6.1 rcvd UPDATE about 155.55.5.0/24 -- DENIED due to: as-path 
contains our own AS; 
AS3:BGP6: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.3.6.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*  147.32.1.0/24    10.4.8.1                75             0  4 1i 
*> i                10.2.4.1                      100      0  2 1i 
*> i155.55.5.0/24   10.4.7.1                25    100      0  4i 
*                   10.4.8.1                75             0  4i 
AS3:BGP5: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.3.5.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*  147.32.1.0/24    10.4.7.1                25             0  4 1i 
*>                  10.2.4.1                               0  2 1i 
*> 155.55.5.0/24    10.4.7.1                25             0  4i 
 
• Ověření atributu WEIGHT (Váha)  
Atribut váhy v našem případě ověříme níže uvedeným výpisem směrovací tabulky na 
směrovači AS4:BGP7 (bgpd7.log), který má nastavenou vyšší váhu cesty (666) ke 
směrovači BGP1 v AS1: 
 
AS4:BGP7: Vypis směrovací tabulky 
BGP table version is 0, local router ID is 10.4.7.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*  147.32.1.0/24    10.3.5.1                               0  3 2 1i 
*                   10.1.2.1                             555  1i 
*>                  10.1.1.1                             666  1i 
*> i155.55.5.0/24   10.4.8.1                      100      0  i 
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3.2.5 Úloha 5 - agregace a časovač MRAI 
 
 V případě šíření velkého množství směrovacích informací, které mají vliv na velikost 
směrovacích tabulek, lze v rámci BGP směrovače provádět agregace těchto informací (parametr 
A). Další možností jak zamezit přehlcení šítě nadměrným množstvím UPDATE zpráv je 
parametr MRAI, udávající  minimální dobu pro odeslání následující UPDATE zprávy. MRAI 
funguje ve dvou módech. První je podle prefixu (MRAI per prefix), kdy se jeho působení 
vztahuje k odesílaným routám se stejnou sítí (z různých cest, tj. odlišných délek AS_PATH). 
Druhý mód se vztahuje k uzlu (MRAI per peer), kdy se jeho působení váže obecně ke všem 
odchozím routám do daného uzlu. Úloha ověřuje tyto zmíněné skutečnosti. 
 
 
3.2.5.1 Konfigurace topologie sítě 
 
 Hlavní část topologie tvoří 7 BGP směrovačů (viz Obr.3.13) BGP1 až BGP7. Každý z 
těchto směrovačů je součástí samostatného autonomního systému. Úloha uzlů s čtvercovým 
tvarem zde má stejný význam jako v předešlých úlohách. Seznam BGP uzlů je uveden v 
Tab.3.5. 
 
 
Obr.3.13 Topologie BGP sítě pro úlohu 5 
 
Tab.3.5 Přehled BGP uzlů v úloze 5 
Označení BGP uzlu IP adresa směrovače AS  
n0 (BGP1) 192.38.0.1 1  
n1 (BGP2) 192.38.0.2 2  
n2 (BGP3) 192.38.0.3 3  
n3 (BGP4) 192.38.0.4 4  
n4 (BGP5) 192.38.0.5 5  
n5 (BGP6) 192.38.0.6 6  
n6 (BGP7) 192.38.0.7 7  
 
 Parametry linek a časovačů zachovávají stejné hodnoty jako u předchozích úloh. V 
případě směrovačů AS3:BGP3, AS4:BGP4 a AS7:BGP7 je uměle prodloužen atribut 
AS_PATH o další fiktivní automní systémy v odchozích routách, v prvních dvou případech pro 
účinnost časovače MRAI (per prefix) a v třetím případě pro názornější výčet AS při ověřování 
agregace. Agregaci provádí směrovač AS5:BGP5, který agreguje sítě dle délky a tvaru IP 
prefixu na 77.0.0.0/8. Časovač MRAI je ve výchozím módu vztažen k IP prefixu sítě (MRAI per 
prefix). Ověření provedeme na AS2:BGP2. Příslušné konfigurace parametrů v jednotlivých 
směrovačích jsou následující: 
- 65 - 
 
• směrovač AS3:BGP3 
Umělé rozšíření atributu AS_PATH o AS 15, 16 a 17 pro všechny odeslané UPDATE  
zprávy: 
   
  neighbor 192.38.0.2     route-map add-aspath out 
  route-map add-aspath permit 10 
  set as-path prepend   15 16 17 
 
• směrovač AS4:BGP4 
Umělé rozšíření atributu AS_PATH o AS 36 a 37 pro všechny odeslané UPDATE  
zprávy: 
   
  neighbor 192.38.0.2  route-map add-aspath out 
  route-map add-aspath permit 10 
  set as-path prepend   36 37 
 
• směrovač AS5:BGP5 
Nastavení agregace (77.0.0.0/8) pro všechny přijaté routy začínající tímto prefixem, s 
parametrem as-set (výčet všech AS obsažených v routách, které podléhají agregaci) a 
summary-only (bude odesílána pouze agregovaná routa): 
 
aggregate-address 77.0.0.0 255.0.0.0 as-set summary-onl 
 
• směrovač AS6:BGP6 
Vytvoření nových IP prefixů sítí, které se budou distribuovat: 
 
network 160.10.20.0/24 
network 160.10.40.0/24 
network 160.10.60.0/24 
network 77.77.6.0/24 
 
• směrovač AS7:BGP7 
Umělé rozšíření atributu AS_PATH o AS 22, 23 a 24 pro všechny odeslané UPDATE  
zprávy a vytvoření nových IP prefixů sítí, které se budou distribuovat: 
 
neighbor 192.38.0.5  route-map add-aspath out 
route-map add-aspath permit 10 
set as-path prepend   22 23 24 
network 77.77.7.0/24 
network 102.102.102.0/2 
 
 
 
3.2.5.2 Události v simulaci 
 
 Opět v časech 0,01s a 0,02s proběhne vytvoření štítků a komentářů v NAM k událostem 
definovaným přímo v konfiguračních souborech směrovačů. Během událostí v průběhu 
simulace se tyto komentáře doplňují v závisloti na naplánovaných událostech (tj. týká se všech 
řádků s příkazem " trace-annotate"). Další agregace IP prefixů (160.0.0.0/8) je nastavena v čase 
1s na AS5:BGP5 s parametrem "summary-only", tj. v odesílané UPADTE zprávě se bude 
vyskytovat pouze směrovací informace o agregované síti (sítě podléhající agregaci budou 
potlačeny). Ve 145s provedeme výpis směrovacích tabulek v AS6:BGP6 a AS7:BGP7. Ve 150s 
agregaci (77.0.0.0/8), nastavenou v konfiguraci AS5:BGP5, zrušíme a nastavíme ji v čase 151s 
znovu, tentokrát bez parametru "summary-only", čili pouze s "as-set" (výčtem všech AS). Ve 
152s resetujeme spojení, aby byly provedeny změny.  Následující pasáž v plánovači se věnuje 
testování časovače MRAI podle prefixu. Nejdříve se otestuje, že MRAI se nezvtahuje na rušené 
sítě kde je v 10s vytvořena síť 10.10.3.0/24 a po 5s je zrušena. V následujících časech 20s, 21s a 
22s je v AS3, AS4 a AS5 vytvořen IP prefix sítě 10.0.3.0/24 (s různou délkou AS_PATH). Ve 
27s a 52s jsou vypsány obsahy směrovacích tabulek směrovačů BGP1 až BGP5. Následující 
pasáž ověřuje MRAI podle uzlu. K přepnutí do tohoto módu dochází v 55s a následuje 
vytvoření tří různých nových sítí (10.30.3.0/24, 11.30.3.0/24, 12.30.3.0/24) ve směrovačích 
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BGP3,4,5 v časech 60s, 61s a 62s. Pro porovnání výsledků je proveden výpis směrovacích 
tabulek v AS1-5 v časech 66s a 199s. 
 
 
3.2.5.3 Výsledky simulace 
 
 Výsledky odhalují opět výpisy logovacích souborů, jejichž části jsou řazeny v rámci 
ověřování jednotlivých částí chronologicky. Výsledky ověřovaných částí jsou následující: 
• Ověření agregace (s parametry summary-only, as-set)   
Výpis z AS5:BGP5 (bgpd5.log) ukazuje, jak dochází k agregaci, kde je v odesílaných 
UPDATE zprávách patrné uplatnění atributů AGGREGATOR a 
ATOMIC_AGGREGATE a distribuovaná routa má již tvar po agregaci. Ve výpisu 
směrovací tabulky směrovače AS5:BGP5 je nastaven příznak "s" pro potlačované routy 
(tj. sítě, které podléhají agregaci). Z výpisu směrovacích tabulek (bgpd1.log, bgpd2.log) 
je patrné, že byla uplatněna agregace s parametrem summary-only a následně i bez něj: 
 
AS5:BGP5: Příjem dvou UPDATE zpráv z AS6:BGP6 a dvou UPDATE zprávy z AS7:BGP7. 
Všchny routy kromě 102.102.102.0/24 byly agregovány (77.* a 160.*) a následně 
odeslány k sousedním směrovačům (tj. především AS2:BGP2) a patřične nastavenými 
agregačními atributy (dle použitých parametrů). Poté následuje výpis směrovací 
tabulky v čase 27s. 
6.495479 BGP: 192.38.0.6 rcvd UPDATE w/ attr: nexthop 192.38.0.6, origin i, path 6 
6.495479 BGP: 192.38.0.6 rcvd 77.77.6.0/24 
6.495479 BGP: 192.38.0.6 rcvd UPDATE w/ attr: nexthop 192.38.0.6, origin i, path 6 
6.495479 BGP: 192.38.0.6 rcvd 160.10.20.0/24 
7.530003 BGP: 192.38.0.7 rcvd UPDATE w/ attr: nexthop 192.38.0.7, origin i, path 7 
22 23 24 
7.530003 BGP: 192.38.0.7 rcvd 77.77.7.0/24 
7.530003 BGP: 192.38.0.7 rcvd UPDATE w/ attr: nexthop 192.38.0.7, origin i, path 7 
22 23 24 
7.530003 BGP: 192.38.0.7 rcvd 102.102.102.0/24 
7.799593 BGP: 192.38.0.2 send UPDATE 77.0.0.0/8 nexthop 192.38.0.5, origin i, 
aggregated by 5 192.38.0.5, path {6,7,22,23,24} 
7.799593 BGP: 192.38.0.2 send UPDATE 102.102.102.0/24 nexthop 192.38.0.5, origin 
i, path 7 22 23 24 
7.799593 BGP: 192.38.0.2 send UPDATE 160.0.0.0/8 nexthop 192.38.0.5, origin i, 
atomic-aggregate, aggregated by 5 192.38.0.5, path   
 
BGP table version is 0, local router ID is 192.38.0.5 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 10.0.3.0/24      0.0.0.0                            32768  i 
*> 77.0.0.0         0.0.0.0                            32768  {6,7,22,23,24}i 
s> 77.77.6.0/24     192.38.0.6                             0  6i 
s> 77.77.7.0/24     192.38.0.7                             0  7 22 23 24i 
*> 102.102.102.0/24 192.38.0.7                             0  7 22 23 24i 
*> 160.0.0.0/8      0.0.0.0                            32768  i 
s> 160.10.20.0/24   192.38.0.6                             0  6i 
s> 160.10.40.0/24   192.38.0.6                             0  6i 
s> 160.10.60.0/24   192.38.0.6                             0  6i 
AS1:BGP1: Vypis směrovací tabulky ve 27s, agregace (160.0.0.0/8 s summary-only), 
(77.0.0.0/8 s summaty-only a as-set), lze sledovat výpis parametru as-set v 77.*/8 
BGP table version is 0, local router ID is 192.38.0.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 10.0.3.0/24      192.38.0.2                             0  2 3 15 16 17i 
*> 77.0.0.0         192.38.0.2                             0  2 5 {6,7,22,23,24}i 
*> 102.102.102.0/24 192.38.0.2                             0  2 5 7 22 23 24i 
*> 160.0.0.0/8      192.38.0.2                             0  2 5i 
AS2:BGP2: Vypis směrovací tabulky ve 199s, po úpravě agragace (77.0.0.0/8 bez 
summary-only), proto jsou zde obsaženy i sítě co podléhají agregaci 
BGP table version is 0, local router ID is 192.38.0.2 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> 10.0.3.0/24      192.38.0.5                             0  5i 
*                   192.38.0.4                             0  4 36 37i 
*                   192.38.0.3                             0  3 15 16 17i 
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*> 10.30.3.0/24     192.38.0.3                             0  3 15 16 17i 
*> 11.30.3.0/24     192.38.0.4                             0  4 36 37i 
*> 12.30.3.0/24     192.38.0.5                             0  5i 
*> 77.0.0.0         192.38.0.5                             0  5 {7,22,23,24,6}i 
*> 77.77.6.0/24     192.38.0.5                             0  5 6i 
*> 77.77.7.0/24     192.38.0.5                             0  5 7 22 23 24i 
*> 102.102.102.0/24 192.38.0.5                             0  5 7 22 23 24i 
*> 160.0.0.0/8      192.38.0.5                             0  5i 
 
• Ověření časovače MRAI (per prefix/per peer)  
Časovač MRAI má výchozí hodnotu 30s, v prvním případě se jedná o ověření MRAI 
podle prefixu (per prefix) v uzlu AS2:BGP2, kdy je přijatý stejný IP prefix sítě 
(10.0.3.0/24) ze tří příchozích směrů (od BGP3,4,5) v intervalech po 1s. První je přijatá 
routa v UPDATE zprávě z BGP3 je redistribuována do BGP1,4,5 (tím je nastaven 
odpočet časovač MRAI pro každý sousední směrovač, tj 1,4,5). Následně je přijatá 
stejná routa (s jinou cestou) z BGP4 a má být redostribuována do BGP1,3,5. Ale pro 
směr k BGP1 a BGP5 ještě nevypršel MRAI časovač, proto je odeslání UPDATE 
zprávy potlačeno (SUPRESS). Podobně je tomu při příchodu UPDATE zprávy z BGP5. 
Na zrušené routy se MRAI nevztahuje. Více následující výpis: 
 
AS2:BGP2: V 10sje přijata UPDATE zpráva z BGP3 s routou 10.10.3.0/24 a následně 
rozeslána do BGP1,4,5. Po 5-ti sekundách je síť zrušena. Je tedy evidentní ze na 
rušení rout se MRAI nevztahuje. 
10.001728 BGP: 192.38.0.3 rcvd UPDATE w/ attr: nexthop 192.38.0.3, origin i, path 
3 15 16 17 
10.001728 BGP: 192.38.0.3 rcvd 10.10.3.0/24 
10.001728 BGP: 192.38.0.1 send UPDATE 10.10.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
10.001728 BGP: 192.38.0.4 send UPDATE 10.10.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
10.001728 BGP: 192.38.0.5 send UPDATE 10.10.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
15.001536 BGP: 192.38.0.3 rcvd UPDATE w/ attr: nexthop 0.0.0.0, origin i 
15.001536 BGP: 192.38.0.3 rcvd UPDATE about 10.10.3.0/24 -- withdrawn 
AS2:BGP2: Následuje přijetí UPDATE zprávy z BGP3 (AS_PATH: 3,15,16,17) a následné 
odeslání v rámci eBGP do BGP1,BGP4,BGP5. Následuje přití UPDATE zprávy z BGP4 
(AS_PATH: 4,36,37) a odeslání pouze do BGP3 (pro BGP1,BGP5 nevypršel MRAI). 
Nakonec přijetí UPDATE zprávy od BGP5 a potlačení redistribuce do sousedních BGP 
směrovačů (BGP1,3,4)  
20.001728 BGP: 192.38.0.3 rcvd UPDATE w/ attr: nexthop 192.38.0.3, origin i, path 
3 15 16 17 
20.001728 BGP: 192.38.0.3 rcvd 10.0.3.0/24 
20.001728 BGP: 192.38.0.1 send UPDATE 10.0.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
20.001728 BGP: 192.38.0.4 send UPDATE 10.0.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
20.001728 BGP: 192.38.0.5 send UPDATE 10.0.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
21.001712 BGP: 192.38.0.4 rcvd UPDATE w/ attr: nexthop 192.38.0.4, origin i, path 
4 36 37 
21.001712 BGP: 192.38.0.4 rcvd 10.0.3.0/24 
21.001712 BGP: 192.38.0.1 UPDATE 10.0.3.0/24 -- SUPRESS due to: MRAI per prefix 
timer 
21.001712 BGP: 192.38.0.3 send UPDATE 10.0.3.0/24 nexthop 192.38.0.2, origin i, 
path 4 36 37 
21.001712 BGP: 192.38.0.5 UPDATE 10.0.3.0/24 -- SUPRESS due to: MRAI per prefix 
timer 
22.001680 BGP: 192.38.0.5 rcvd UPDATE w/ attr: nexthop 192.38.0.5, origin i, path 
5 
22.001680 BGP: 192.38.0.5 rcvd 10.0.3.0/24 
22.001680 BGP: 192.38.0.1 UPDATE 10.0.3.0/24 -- SUPRESS due to: MRAI per prefix 
timer 
22.001680 BGP: 192.38.0.3 UPDATE 10.0.3.0/24 -- SUPRESS due to: MRAI per prefix 
timer 
22.001680 BGP: 192.38.0.4 UPDATE 10.0.3.0/24 -- SUPRESS due to: MRAI per prefix 
timer 
AS3:BGP3: Výpis směrovací tabulky v 27s, kde je patrné (dle AS_PATH), že došla 
pouze informace z BGP4 
BGP table version is 0, local router ID is 192.38.0.3 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*  10.0.3.0/24      192.38.0.2                             0  2 4 36 37i 
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*>                  0.0.0.0                            32768  i 
*> 77.0.0.0         192.38.0.2                             0  2 5 {6,7,22,23,24}i 
*> 102.102.102.0/24 192.38.0.2                             0  2 5 7 22 23 24i 
*> 160.0.0.0/8      192.38.0.2                             0  2 5i 
AS2:BGP2: Nakonec po 30-ti sekundách tj. v čase 50s a 51s následuje vypršení 
časovačů MRAI a odeslání potlačených UPDATE zpráv. Odesílá se pouze ta routa s 
nejkratším AS_PATH (čili z BGP5)v čase  
50.001728 BGP: 192.38.0.4 [FSM] Timer (routeadv timer expire) 
50.001728 BGP: 192.38.0.4 send UPDATE 10.0.3.0/24 nexthop 192.38.0.2, origin i, 
path 5 
50.001728 BGP: 192.38.0.1 [FSM] Timer (routeadv timer expire) 
50.001728 BGP: 192.38.0.1 send UPDATE 10.0.3.0/24 nexthop 192.38.0.2, origin i, 
path 5 
51.001712 BGP: 192.38.0.3 [FSM] Timer (routeadv timer expire) 
51.001712 BGP: 192.38.0.3 send UPDATE 10.0.3.0/24 nexthop 192.38.0.2, origin i, 
path 5 
AS3:BGP3: Výpis směrovací tabulky v 52s, kde je patrné (dle AS_PATH), že již došla 
i informace z BGP5, která na základě rohodovacího algoritmu nahradila původní z 
BGP4 
BGP table version is 0, local router ID is 192.38.0.3 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*  10.0.3.0/24      192.38.0.2                             0  2 5i 
*>                  0.0.0.0                            32768  i 
*> 77.0.0.0         192.38.0.2                             0  2 5 {6,7,22,23,24}i 
*> 102.102.102.0/24 192.38.0.2                             0  2 5 7 22 23 24i 
*> 160.0.0.0/8      192.38.0.2                             0  2 5i 
 
V 55s dochází v BGP2 k přepnutí na MRAI podle uzlu (per peer) a z uzlů BGP3,4,5 
jsou distribuovány sítě s odlišným IP prefixem. Kdyby zůstal nastaven původní mód 
podle prefixu, všechny příchozí routy z BGP3,4,5 by byly následně po přijetí rozeslány. 
Z výpisu uvedeného níže je patrné, že aktivní je mód podle uzlu, který odesílá 
následující UPDATE zprávy s odlišnými routami až po vypršení MRAI. 
 
AS2:BGP2: Přijetí UPDATE zprávy z BGP3 (AS_PATH: 3,15,16,17) a následné odeslání v 
rámci eBGP do BGP1,BGP4,BGP5. Následuje přijetí UPDATE zprávy z BGP4 (AS_PATH: 
4,36,37, odlišné routy) a odeslání pouze do BGP3 (pro BGP1,BGP5 nevypršel 
MRAI).Nakonec přijetí UPDATE zprávy od BGP5 (opět odlišná routa) a potlačení 
redistribuce do sousedních  BGP směrovačů (BGP1,3,4)  
60.001728 BGP: 192.38.0.3 rcvd UPDATE w/ attr: nexthop 192.38.0.3, origin i, path 
3 15 16 17 
60.001728 BGP: 192.38.0.3 rcvd 10.30.3.0/24 
60.001728 BGP: 192.38.0.1 send UPDATE 10.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
60.001728 BGP: 192.38.0.4 send UPDATE 10.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
60.001728 BGP: 192.38.0.5 send UPDATE 10.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 3 15 16 17 
61.001712 BGP: 192.38.0.4 rcvd UPDATE w/ attr: nexthop 192.38.0.4, origin i, path 
4 36 37 
61.001712 BGP: 192.38.0.4 rcvd 11.30.3.0/24 
61.001712 BGP: 192.38.0.1 UPDATE 11.30.3.0/24 -- SUPRESS due to: MRAI per peer 
timer 
61.001712 BGP: 192.38.0.3 send UPDATE 11.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 4 36 37 
61.001712 BGP: 192.38.0.5 UPDATE 11.30.3.0/24 -- SUPRESS due to: MRAI per peer 
timer 
62.001680 BGP: 192.38.0.5 rcvd UPDATE w/ attr: nexthop 192.38.0.5, origin i, path 
5 
62.001680 BGP: 192.38.0.5 rcvd 12.30.3.0/24 
62.001680 BGP: 192.38.0.1 UPDATE 12.30.3.0/24 -- SUPRESS due to: MRAI per peer 
timer 
62.001680 BGP: 192.38.0.3 UPDATE 12.30.3.0/24 -- SUPRESS due to: MRAI per peer 
timer 
62.001680 BGP: 192.38.0.4 UPDATE 12.30.3.0/24 -- SUPRESS due to: MRAI per peer 
timer 
AS2:BGP2: Nakonec po 30-ti sekundách tj. v čase 90s a 91s následuje vypršení 
časovačů MRAI a odeslání potlačených UPDATE zpráv. Odesílá se pouze ta routa s 
nejkratším AS_PATH (čili z BGP5)v čase 
90.001728 BGP: 192.38.0.5 [FSM] Timer (routeadv timer expire) 
90.001728 BGP: 192.38.0.5 send UPDATE 11.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 4 36 37 
90.001728 BGP: 192.38.0.4 [FSM] Timer (routeadv timer expire) 
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90.001728 BGP: 192.38.0.4 send UPDATE 12.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 5 
90.001728 BGP: 192.38.0.1 [FSM] Timer (routeadv timer expire) 
90.001728 BGP: 192.38.0.1 send UPDATE 11.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 4 36 37 
90.001728 BGP: 192.38.0.1 send UPDATE 12.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 5 
91.001712 BGP: 192.38.0.3 [FSM] Timer (routeadv timer expire) 
91.001712 BGP: 192.38.0.3 send UPDATE 12.30.3.0/24 nexthop 192.38.0.2, origin i, 
path 5 
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3.2.6 Úloha 6 - BGP konfederace 
 
 Mohou nastat případy, kdy je topologie jednoho autonomního systému z hlediska BGP 
uzlů natolik rozsáhlá, že vytvoření iBGP spojení mezi všemi hraničními směrovači (tzv. full-
mesh) vyžaduje velké množství komunikačních linek a zvyšuje zátěžovost systému při 
distribuci zpráv BGP protokolu. Z těchto důvodů se pro odlehčení BGP komunikace využívá 
metod, jako jsou technika reflektorů nebo BGP konfederace (modul BGP++ disponuje oběma 
metodami). Úloha 6 řeší BGP konfederaci. 
K úloze je vytvořen externí skript (log2nam) na bázi unixových nástrojů (příkazy awk, sort, 
sed), který má za úkol vizualizovat BGP zprávy z logovacího souboru uzlu BGP7 (bgpd7.log) 
do prostředí NAM (viz Obr.3.14) jako komentáře s časovým odkazem (viz příkaz trace-
annotation). Externí skript je spuštěn v ukončovací proceduře tcl skriptu a vytváří nový výstup 
pro NAM (fin_log.nam): 
 
exec ./log2nam 
exec nam fin_log.nam 
 
 Pro snadnější vyčítání komentářů, zvětšením počtu zobrazovaných řádků s komentáři 
v NAM, je třeba upravit zdrojový kód příslušného souboru (~ns-allinone-2.26/nam-
1.9/tcl/build-ui.tcl) na řádku 942 a to ze současného “set annoBoxHeight 3“ na “set 
annoBoxHeight 15”, kde číslo uvádí počet zobrazovaných řádků. Tato změna se projeví po 
rekompilaci modulu NAM a výsledek je patrný z Obr.3.14. 
 
 
Obr.3.14 Vizualizace BGP zpráv z logovacího souboru v NAM 
 
 
3.2.6.1 Konfigurace topologie sítě 
 
 Celkovou topologii úlohy tvoří 4 automní systémy (AS1 - modrý, AS2 -zelený, AS3 - 
oranžový a dva odstíny hnědé, AS4 - fialový). Autonomní systém AS3 disponuje velkým 
počtem BGP směrovačů (BGP0 až BGP7), a proto je v něm využita technika BGP konfederace. 
AS3 je tedy rozdělen do tří autonomních podsystémů (AS31, AS32 a AS33), které jsou odlišeny 
třemi zmiňovanými barvami a dispozičně umístěny do středu celé topologie (viz Obr.3.15). 
Význam čtvercových uzlů zůstává zachován. Seznam BGP uzlů je uveden v Tab.3.6. 
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Obr.3.15 Topologie BGP sítě pro úlohu 6 
 
Tab.3.6 Přehled BGP uzlů v úloze 6 
Označení BGP uzlu IP adresa směrovače AS  
n0 (BGP0) 192.3.0.1 32  
n1 (BGP1) 192.3.1.1 32  
n2 (BGP2) 192.3.2.1 32  
n3 (BGP3) 192.3.3.1 32  
n4 (BGP4) 192.3.4.1 31  
n5 (BGP5) 192.3.5.1 31  
n6 (BGP6) 192.3.6.1 33  
n7 (BGP7) 192.3.7.1 33  
n8 (BGP8) 192.1.8.1 1  
n9 (BGP9) 192.2.9.1 2  
n10 (BGP10) 192.4.10.1 4  
 
 Konfigurace časovačů má výchozí hodnoty. Konfigurace BGP směrovačů obsahuje 
vytvoření několika IP prefixů sítí a vytvoření podsystémů pro BGP konfederaci: 
• směrovač AS3:AS32:BGP0, BGP1, BGP2, BGP3 
Začlenění do podsystému AS32 (sítě 147.32.11.0/24 a 147.32.12.0/24 pouze v BGP3): 
   
  router bgp 32 
  bgp confederation identifier 3 
  bgp confederation peers 31 33 
  network 147.32.11.0/24 
  network 147.32.12.0/24 
   
• směrovač AS3:AS31:BGP4, BGP5 
Začlenění do podsystému AS31 (sítě 147.32.13.0/24 a 147.32.14.0/24 pouze v BGP4): 
   
  router bgp 31 
  bgp confederation identifier 3 
  bgp confederation peers 32 33 
  network 147.31.13.0/24 
  network 147.31.14.0/24 
 
• směrovač AS3:AS31:BGP4, BGP5 
Začlenění do podsystému AS33 (síť 147.33.16.0/24 v BGP6 a 147.33.15.0/24 v BGP7): 
   
  router bgp 33 
  bgp confederation identifier 3 
  bgp confederation peers 31 32 
  network 147.33.16.0/24 
  network 147.33.15.0/24 
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• směrovač AS1:BGP8, AS2:BGP9, AS4:BPG10 
Vytvoření sítě 147.1.18.0/24 v BGP8,147.2.17.0/24 v BGP9 a 147.4.19.0/24 v BGP10): 
   
  network 147.1.18.0/24 
  network 147.2.17.0/24 
  network 147.4.19.0/24 
 
 
 
3.2.6.2 Události v simulaci 
 
 Přílušné vytvoření štítků a komentářů je v časech 0,01s a 0,02s. V čase 40s je v 
AS1:BGP8 vytvořen nový prefix sítě 160.10.20.0/24, který v simulaci poslouží jako ukázka 
šíření UPDATE zpráv v rámci celé topologie, především v rámci BGP konfederace. V čase 
100s je proveden výpis směrovací tabulky na všech hraničních směrovačích, kde se lze 
přesvědčit, že směrovací informace o veškerých vzniklých sítích v různých AS obdržely 
všechny hraniční směrovače 
 
 
3.2.6.3 Výsledky simulace 
 
 Směrovací informace uzlu BGP7 AS33 obsažené ve směrovací tabulce poukazují na 
rozšířený typ segmentu (AS_CONFED_SEQUENCE), který obsahuje seřazený výčet 
autonomních podsystémů v rámci BGP konfederace, kterými UPDATE zpráva prošla, například 
(32 31). Z tabulky je patrné, že všechny vytvořené sítě byly k uzlu doručeny. Hodnotu atributu 
LOCAL_PREF (100) případně WEIGHT (32768) si v rámci iBGP nastavuje směrovací 
algoritmus sám. 
 
BGP table version is 0, local router ID is 192.3.7.1 
Status codes: s suppressed, d damped, h history, * valid, > best, i - internal 
Origin codes: i - IGP, e - EGP, ? - incomplete 
   Network          Next Hop            Metric LocPrf Weight Path 
*> i147.1.18.0/24   192.1.8.1                     100      0  (32) 1i 
*> i147.2.17.0/24   192.2.9.1                     100      0  (32 31) 2i 
*> 147.4.19.0/24    192.4.10.1                             0  4i 
*> i147.31.13.0/24  192.3.4.1                     100      0  (32 31)i 
*> i147.31.14.0/24  192.3.4.1                     100      0  (32 31)i 
*> i147.32.11.0/24  192.3.3.1                     100      0  (32)i 
*> i147.32.12.0/24  192.3.3.1                     100      0  (32)i 
*> 147.33.15.0/24   0.0.0.0                            32768  i 
*> i147.33.16.0/24  192.3.6.1                     100      0  i 
*> i160.10.20.0/24  192.1.8.1                     100      0  (32) 1i 
 
Šíření UPDATE zprávy (s NRLI = 160.10.20.0/24) v BGP konfederaci autonomního systému 
AS3 je graficky znázorněno v následující obrázkové sérii (FÁZE 1 až FÁZE 4, Obr.3.16), která 
představuje výřezy z aplikačního okna Network Animatoru (NAM). 
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Obr.3.16 Ukázka šíření UPDATE zprávy v BGP konfederaci AS3 (FÁZE 1 - 4) 
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3.3 Koncepce úlohy 7 pro multicast 
 
 Network Simulator nabízí tři modely multicastových protokolů. Pro svou úlohu jsem si 
vybral pouze jeden z nich, konkrétně model DM (Dense Mode) neboli "hustý režim". Pro 
ověření jsem vybral pouze jednoduchou topologii (viz Obr.3.17), na které je názorně vidět 
fungování protokolu. 
 Zdrojový kód skriptu jazyka TCL je uveden na konci dokumentu v příloze G a na 
přiloženém CD. 
 
 
3.3.1 Konfigurace topologie sítě  
 
 Konfigurace topologie na Obr.3.17 se skládá z osmi uzlů, z toho dva představují zdroje 
vysílání multicastových dat (červený a modrý), tři představují pouze směrovače (černý) a 
poslední tři uzly jsou příjemci dat (hnědá). 
 
 
Obr.3.17 Topologie pro multicast DM 
 
Na zdrojových uzlech jsou připojeni UDP agenti s připojenou aplikací konstantního bitového 
toku (CBR). Koncové uzly mají připojeny agenty Null, které přijatá data nijak nezpracovávají s 
pakety tak zahazují. Pro multicast byly vytvořeny také dvě skupiny, každá pro jeden zdroj dat. 
 
 
3.3.2 Události v simulaci 
 
 Plánovací schema je v tomto případě jednoduché a začíná v čase 0,5s, kdy oba dva 
zdroje začínají vysílat do sítě. V čase 1,0s, 1,5s a 2,0s se postupně připojují příjemci do první 
multicastové skupiny a začínají tak přijímat data ze zdroje v této skupině. V čase 2,5s, 3,0s a 
3,5s se stejné uzly přijímající z první skupiny začínají postupně přihlašovat k odběru dat z druhé 
skupiny. Do doby než se odhlásí, tak přijímají všechny tři uzly z obou skupin. V čase 4,0s, 4,5s 
a 5,0s se postupně odhlašují z první skupiny a v čase 5,5s, 6,0s a 6,5s se odhlásí ze skupiny 
druhé. Zdroje dat končí své vysílání v čase 9,5s 
 
 
3.3.3 Výsledky simulace 
 
 V následujících obrázcích je názorně vidět princip fungování modelu DM. Z Obr.3.18 
je patrné, že oba zdroje začaly vysílat do celé sítě datové pakety CBR (červené a modré) a každá 
stanice, ke které dorazily, reaguje zasláním zprávy prune, jelikož nežádala o připojení do žádné 
skupiny pro příjem. Mezi samotnými zdroji a směrovacím uzlem n2 již byly prune zprávy 
(fialové) akceptovány, proto nejsou data mezi nimi už přeposílány. 
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Obr.3.18 Průběh simulace v multicastovém modelu DM (0,544255s) 
 
Obr.3.19 zachycuje postupné zasílání prune zpráv v čase simulace před 1,0s, kdy žádný klient 
nemá zájem o příjem dat. Datový tok tak "ustupuje", neboli směrovače šíří zprávy prune 
směrem ke zdroji a přijímaná data dál nerozesílají. 
 
 
Obr.3.19 Průběh simulace v multicastovém modelu DM (0,576833s) 
 
Následující Obr.3.20 zachycuje šíření zprávy typu graft, kdy uzel n5 žádá o připojení do první 
skupiny, čili má zájem o příjem dat z uzlu n0. Časy zachycení v simulaci v pořadí jsou : 
1,006736s, 1,019190s a 1,038090s 
 
- 76 - 
 
 
Obr.3.20 Průběh simulace v multicastovém modelu DM (šíření graft zprávy) 
 
Následující poslední Obr. 3.21 ukazuje stav v čase 4,004628s, kdy  jsou připojeni všichni tři 
příjemci k oběma skupinám a první příjemce, uzel n5, zasílá prune zprávu k odpojení z první 
skupiny. Za povšimnutí stojí seznam odkazů (anotací) ,v dolní části okna, který nás informuje o 
připojování a odpojování klientů ze skupin. V rámci těchto odkazů se lze v simulaci pohybovat 
do míst, která popisují. 
 
 
Obr.3.21 Průběh simulace v multicastovém modelu DM (v čase 4,004628 ) 
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4 Závěr 
 
 Stanoveným cílem diplomové práce byl návrh a vypracování úloh ověřujících znalost a 
chování směrovacího protokolu BGP, síťového protokolu IPv6 a multicastu v simulačním 
prostředí Network Simulator 2 (NS-2). První část práce je věnována teoretickému rozboru 
protokolu BGP, multicastu a simulačnímu nástroji NS-2. Druhá část se zabývá návrhem a 
vypracováním simulačních úloh. 
 Vypracované úlohy ověřují především protokol BGP, kterému jsem se z převážné 
většiny ve své praci věnoval a vypracoval na toto téma šest simulačních úloh pro dvě možné 
implementace (ns-BGP, BGP++). Menší pozornost jsem věnoval simulaci multicastu, a proto je 
na toto téma vypacována pouze jedna úloha. Ověření protokolu IPv6 samostatnou úlohou 
nebylo možné, především z důvodu chybějící podpory této verze, ale také z důvodu vlastního 
modelu síťové vrstvy, která je z pohledu uživatele ne příliš transparentní a názorná. 
 První dvě simulační úlohy ověřující protokol BGP jsou postaveny na implementaci ns-
BGP 2.0, odvozené ze simulačního modelu SSF.OS.BGP4 simulátoru SSFNet. Úloha č.1 je 
názornou ukázkou šíření BGP zpráv (UPDATE, KEEPALIVE) mezi autonomními systémy 
(AS), tj. ověření relace eBGP, a práce algoritmu ve směrovací tabulce. Úloha č.2 je zaměřena na 
komunikaci v rámci autonomního systému, tj. v rámci iBGP relací, a poukazuje na nutnost full-
mesh spojení. Zbývající čtyři úlohy jsou postaveny na implementaci BGP++ 1.05, modelově 
vycházející ze směrovacího software GNU Zebra. Modelu BGP++ je věnovano více úloh z 
důvodu většího potenciálu v možnostech testování chování a znalosti protokolu BGP a zejména 
z důvodu totožnosti syntaxe a konfigurace směrovačů s CISCO zařízeními, což má pro uživatele 
přínosnější hodnotu. Úloha č.3 se zabývá filtrováním rout dle IP prefixů sítě nebo atributu 
AS_PATH. Úloha č.4 ověřuje využití atributů MED, LOCAL_PREF, WEIGHT pro přiřazování 
priorit jednotlivým cestám. Úloha č.5 je zaměřena na agregaci IP prefixů při směrování a na 
využití časovače MRAI ovlivňujícího intenzitu zasílaných zpráv. Poslední úloha č.6 je 
věnována BGP konfederaci jako metodě k usnadnění směrování v rámci AS s velkým počtem 
hraničních směrovačů. 
 Multicast má v simulační úloze zastoupení pouze modelu pro hustý režim DM (Dense 
Mode), který testuje přihlašování a odhlašování klientů k odběru multicastových dat. 
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7 Přílohy 
 
Příloha A: Zdrojový kód jazyka TCL úlohy č.1 (ns-BGP) 
 
#*************************************** 
# ns-BGP - uloha 1, overeni eBGP relace 
# David Sobotka ID 74612 
# FEKT VUT v Brne, Diplomova prace 2010 
#*************************************** 
 
# #################################################################### 
# Uvodni nastaveni pro simulaci (otevreni souboru, stanoveni konstant) 
# #################################################################### 
 
set ns [new Simulator] ;# instance Simulator 
set myTRACE [open out.tr w] ;# otevreni trasovaciho souboru 
set myNAM [open out.nam w] ;# otevreni trasovaciho souboru pro NAM 
$ns trace-all $myTRACE ;# nastaveni zapisu trasovani do souboru 
$ns namtrace-all $myNAM ;# nastaveni zapisu trasovanipro NAM do souboru 
 
# Vytvoreni konstant pro casovace (orig /10 *2) 
# --------------------------------------------- 
 
# nastaveni casovace pro odesilani zprav KEEPALIVE 
set KAtime 6 
# nastaveni casovace Hold Time 
set Htime 18 
# nastaveni casovace minimalni doba k odeslani smerovaci informace 
set MRAItime 5 
 
# ########################################## 
# Konfigurace site (uzlu, linek, BGP agentu) 
# ########################################## 
 
# Vytvoreni vsech potrebnych uzlu s podporou BGP smerovani [AS:IP] 
# ---------------------------------------------------------------- 
# zapnuti konfigurace BGP uzlu 
$ns node-config -BGP ON 
# definice IP adres a identifikatoru AS uzlu (tvoreno smyckou) 
for {set j 0} {$j<=20} {incr j} { 
 if {$j < 7} { 
  #vytvoreni BGP uzlu  
  set n($j) [$ns node $j:10.$j.$j.1] 
  $n($j) color red 
 } else { 
 #vytvoreni dvou IGP uzlu k prislusnemu AS 
 set n($j) [$ns node] 
 $n($j) color blue  
 $n($j) shape box 
 } 
} 
# vypnuti konfigurace BGP uzlu 
$ns node-config -BGP OFF 
 
# Vytvoreni duplexnich linek mezi BGP uzly 1Mbit/1ms 
# -------------------------------------------------- 
$ns duplex-link $n(0) $n(1) 1Mb 1ms DropTail 
$ns duplex-link $n(0) $n(2) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(2) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(2) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(3) $n(4) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(5) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(6) 1Mb 1ms DropTail 
 
# Vytvoreni duplexnich linek mezi v ramci AS 1Mbit/1ms 
# -------------------------------------------------- 
$ns duplex-link $n(0) $n(7) 1Mb 1ms DropTail 
$ns duplex-link $n(0) $n(8) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(9) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(10) 1Mb 1ms DropTail 
$ns duplex-link $n(2) $n(11) 1Mb 1ms DropTail 
$ns duplex-link $n(2) $n(12) 1Mb 1ms DropTail 
$ns duplex-link $n(3) $n(13) 1Mb 1ms DropTail 
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$ns duplex-link $n(3) $n(14) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(15) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(16) 1Mb 1ms DropTail 
$ns duplex-link $n(5) $n(17) 1Mb 1ms DropTail 
$ns duplex-link $n(5) $n(18) 1Mb 1ms DropTail 
$ns duplex-link $n(6) $n(19) 1Mb 1ms DropTail 
$ns duplex-link $n(6) $n(20) 1Mb 1ms DropTail 
 
# BGP konfigurace uzlu n0 [IP,casovace,sousedi] 
# --------------------------------------------- 
# vytvoreni BGP agenta pro uzel n0 (AS0) 
set bgp(0) [$n(0) get-bgp-agent] 
# nastaveni BGP identifikatoru (IP) 
$bgp(0) bgp-id 10.0.0.1 
# sestaveni relace se sousednim uzlem n1 
$bgp(0) neighbor 10.1.1.1 remote-as 1 
# nastaveni casovace pro odesilani zprav KEEPALIVE 
$bgp(0) neighbor 10.1.1.1 keep-alive-time $KAtime 
# nastaveni casovace Hold Time (cekani na prichod zpravy KEEPALIVE) 
$bgp(0) neighbor 10.1.1.1 hold-time $Htime 
# nastaveni casovace MRAI (Minimum Route Advertisement Interval) 
$bgp(0) neighbor 10.1.1.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n2 
$bgp(0) neighbor 10.2.2.1 remote-as 2 
$bgp(0) neighbor 10.2.2.1 keep-alive-time $KAtime 
$bgp(0) neighbor 10.2.2.1 hold-time $Htime 
$bgp(0) neighbor 10.2.2.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n1 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(1) [$n(1) get-bgp-agent] 
$bgp(1) bgp-id 10.1.1.1 
# sestaveni relace se sousednim uzlem n0 
$bgp(1) neighbor 10.0.0.1 remote-as 0 
$bgp(1) neighbor 10.0.0.1 keep-alive-time $KAtime 
$bgp(1) neighbor 10.0.0.1 hold-time $Htime 
$bgp(1) neighbor 10.0.0.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n2 
$bgp(1) neighbor 10.2.2.1 remote-as 2 
$bgp(1) neighbor 10.2.2.1 keep-alive-time $KAtime 
$bgp(1) neighbor 10.2.2.1 hold-time $Htime 
$bgp(1) neighbor 10.2.2.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n3 
$bgp(1) neighbor 10.3.3.1 remote-as 3 
$bgp(1) neighbor 10.3.3.1 keep-alive-time $KAtime 
$bgp(1) neighbor 10.3.3.1 hold-time $Htime 
$bgp(1) neighbor 10.3.3.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n2 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(2) [$n(2) get-bgp-agent] 
$bgp(2) bgp-id 10.2.2.1 
# sestaveni relace se sousednim uzlem n0 
$bgp(2) neighbor 10.0.0.1 remote-as 0 
$bgp(2) neighbor 10.0.0.1 keep-alive-time $KAtime 
$bgp(2) neighbor 10.0.0.1 hold-time $Htime 
$bgp(2) neighbor 10.0.0.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n1 
$bgp(2) neighbor 10.1.1.1 remote-as 1 
$bgp(2) neighbor 10.1.1.1 keep-alive-time $KAtime 
$bgp(2) neighbor 10.1.1.1 hold-time $Htime 
$bgp(2) neighbor 10.1.1.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n3 
$bgp(2) neighbor 10.3.3.1 remote-as 3 
$bgp(2) neighbor 10.3.3.1 keep-alive-time $KAtime 
$bgp(2) neighbor 10.3.3.1 hold-time $Htime 
$bgp(2) neighbor 10.3.3.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n3 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(3) [$n(3) get-bgp-agent] 
$bgp(3) bgp-id 10.3.3.1 
# sestaveni relace se sousednim uzlem n1 
$bgp(3) neighbor 10.1.1.1 remote-as 1 
$bgp(3) neighbor 10.1.1.1 keep-alive-time $KAtime 
$bgp(3) neighbor 10.1.1.1 hold-time $Htime 
$bgp(3) neighbor 10.1.1.1 mrai $MRAItime 
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# sestaveni relace se sousednim uzlem n2 
$bgp(3) neighbor 10.2.2.1 remote-as 2 
$bgp(3) neighbor 10.2.2.1 keep-alive-time $KAtime 
$bgp(3) neighbor 10.2.2.1 hold-time $Htime 
$bgp(3) neighbor 10.2.2.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n4 
$bgp(3) neighbor 10.4.4.1 remote-as 4 
$bgp(3) neighbor 10.4.4.1 keep-alive-time $KAtime 
$bgp(3) neighbor 10.4.4.1 hold-time $Htime 
$bgp(3) neighbor 10.4.4.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n4 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(4) [$n(4) get-bgp-agent] 
$bgp(4) bgp-id 10.4.4.1 
# sestaveni relace se sousednim uzlem n3 
$bgp(4) neighbor 10.3.3.1 remote-as 3 
$bgp(4) neighbor 10.3.3.1 keep-alive-time $KAtime 
$bgp(4) neighbor 10.3.3.1 hold-time $Htime 
$bgp(4) neighbor 10.3.3.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n5 
$bgp(4) neighbor 10.5.5.1 remote-as 5 
$bgp(4) neighbor 10.5.5.1 keep-alive-time $KAtime 
$bgp(4) neighbor 10.5.5.1 hold-time $Htime 
$bgp(4) neighbor 10.5.5.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n6 
$bgp(4) neighbor 10.6.6.1 remote-as 6 
$bgp(4) neighbor 10.6.6.1 keep-alive-time $KAtime 
$bgp(4) neighbor 10.6.6.1 hold-time $Htime 
$bgp(4) neighbor 10.6.6.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n5 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(5) [$n(5) get-bgp-agent] 
$bgp(5) bgp-id 10.5.5.1 
# sestaveni relace se sousednim uzlem n4 
$bgp(5) neighbor 10.4.4.1 remote-as 4 
$bgp(5) neighbor 10.4.4.1 keep-alive-time $KAtime 
$bgp(5) neighbor 10.4.4.1 hold-time $Htime 
$bgp(5) neighbor 10.4.4.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n6 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(6) [$n(6) get-bgp-agent] 
$bgp(6) bgp-id 10.6.6.1 
# sestaveni relace se sousednim uzlem n4 
$bgp(6) neighbor 10.4.4.1 remote-as 4 
$bgp(6) neighbor 10.4.4.1 keep-alive-time 40 
$bgp(6) neighbor 10.4.4.1 hold-time $Htime 
$bgp(6) neighbor 10.4.4.1 mrai $MRAItime 
 
# ############################## 
# Vytvoreni udalosti v planovaci 
# ############################## 
 
# vytvoreni stitku s oznacenim prislusneho AS nad uzly 
for {set j 0} {$j<=6} {incr j} {   
 $ns at 0.01 "$n($j) label \"AS$j\"" 
} 
# Vytvoreni prefixu site (147.32.106.0/24) v AS6 - uprava prefixu 
$ns at 1.0 "puts \"##################################################################\"" 
$ns at 1.0 "puts \" Cas 1,0s: v AS6 vytvoreni site 147.32.106.0/16 - uprava prefixu\"" 
$ns at 1.0 "$bgp(6) network 147.32.106.0/16" 
# Vytvoreni prefixu site (147.32.100.0/24) v AS0 
$ns at 1.5 "puts \" Cas 1,5s: v AS0 vytvoreni site: 147.32.100.0/24\"" 
$ns at 1.5 "$bgp(0) network 147.32.100.0/24" 
# Vytvoreni prefixu site (147.32.200.0/24) v AS0 
$ns at 2.5 "puts \" Cas 2,5s: v AS0 vytvoreni site: 147.32.200.0/24\"" 
$ns at 2.5 "$bgp(0) network 147.32.200.0/24" 
# Vytvoreni prefixu site (147.32.200.0/24) v AS0 - overeni nepovoleni duplicity 
$ns at 3.5 "puts \" Cas 3,5s: v AS0 vytvoreni site: 147.32.200.0/24 - duplicita\"" 
$ns at 3.5 "$bgp(0) network 147.32.200.0/24" 
# Vypis smerovacich tabulek vsech BGP uzlu - neodeslana druha UPDATE zprava 
$ns at 4.0 "puts \" Cas 4,0s: vypis smerovacich tabulek vsech uzlu:\"" 
$ns at 4.0 "puts \"################################################################\n\"" 
for {set j 0} {$j<=6} {incr j} { 
 # tisk smerovacich tabulek 
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 $ns at 4.0 "$bgp($j) show-routes"   
} 
# Vytvoreni prefixu site (147.32.103.0/24) v AS3 
$ns at 10.0 "puts \"#################################################################\"" 
$ns at 10.0 "puts \" Cas 10,0s: v AS3 vytvoreni site: 147.32.103.0/24\"" 
$ns at 10.0 "$bgp(3) network 147.32.103.0/24" 
# Vypis smerovacich tabulek vsech BGP uzlu - vse aktualizovano 
$ns at 16.0 "puts \" Cas 16,0s: vypis smerovacich tabulek vsech uzlu:\"" 
$ns at 16.0 "puts \"###############################################################\n\"" 
for {set j 0} {$j<=6} {incr j} { 
 # tisk smerovacich tabulek 
 $ns at 16.0 "$bgp($j) show-routes"   
} 
# Vypis smerovacich tabulek vsech BGP uzlu po ztraceni spojeni s AS6 
$ns at 19.0 "puts \"#################################################################\"" 
$ns at 19.0 "puts \" Cas 19,0s: Nepotvrzeno spojeni KEEPALIVE od AS6 do AS4\"" 
$ns at 19.1 "puts \" Cas 19,1s: Spojeni ztraceno a ruseni rout s AS6.\"" 
$ns at 19.2 "puts \" Cas 19,2s: vypis smerovacich tabulek vsech uzlu:\"" 
$ns at 19.2 "puts \"###############################################################\n\"" 
for {set j 0} {$j<=6} {incr j} { 
 # tisk smerovacich tabulek 
 $ns at 19.2 "$bgp($j) show-routes" 
} 
# Vypis smerovacich tabulek vsech BGP uzlu  
$ns at 19.3 "puts \"#################################################################\"" 
$ns at 19.3 "puts \" Cas 19,3s: Byl proveden reconnect mezi AS4 a AS6. \"" 
$ns at 19.3 "puts \" Cas 19,3s: Caste probehla distribuce rout se sitemi v AS6. \""" 
$ns at 19.3 "puts \" Cas 19,3s: vypis smerovacich tabulek vsech uzlu:\"" 
$ns at 19.3 "puts \"###############################################################\n\"" 
for {set j 0} {$j<=6} {incr j} { 
 # tisk smerovacich tabulek 
 $ns at 19.3 "$bgp($j) show-routes" 
} 
# Zruseni prefixu obou siti (147.32.100.0/24 a 147.32.200.0/24) v AS0 
$ns at 43.0 "puts \"#################################################################\"" 
$ns at 43.0 "puts \" Cas 43,0s: v AS0 zruseni site 147.32.100.0/24\"" 
$ns at 43.5 "$bgp(0) no-network 147.32.100.0/24" 
# Vypis smerovacich tabulek vsech BGP uzlu 
$ns at 45.5 "puts \" Cas 45,0s: vypis smerovacich tabulek vsech uzlu: \"" 
$ns at 45.5 "puts \"###############################################################\n\"" 
for {set j 0} {$j<=6} {incr j} { 
 # tisk smerovacich tabulek 
 $ns at 45.5 "$bgp($j) show-routes" 
} 
# ukonceni planovace volanim ukoncovaci procedurou 
$ns at 60.0 "finish" 
 
# ################################################ 
# Zaver - ukonceni konfigurace a spusteni simulace 
# ################################################ 
 
# Ukoncovaci procedura 
# -------------------- 
proc finish {} { 
 # definice globalnich promennych 
        global ns myNAM myTRACE 
 # ukladani trasovacich souboru 
        $ns flush-trace 
 # zavreni trasovaciho souboru out.nam 
        close $myNAM 
 # zavreni trasovaciho souboru out.tr 
 close $myTRACE 
 # zobrazeni informace o spusteni animatoru 
 puts "##################################################################" 
        puts "Spusteni aplikace NAM..." 
 # spusteni NAM 
        exec nam out.nam 
 # navratova hodnota bez chyb 
        exit 0 
} 
 
# Spusteni simulace 
# ----------------- 
puts "##################################################################" 
puts "Spusteni simulace..." 
# spusteni instance Simulatoru 
$ns run 
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Příloha B: Zdrojový kód jazyka TCL úlohy č.2 (ns-BGP) 
 
#************************************** 
# ns-BGP - uloha 2, overeni iBGP relace 
# David Sobotka ID 74612 
# FEKT VUT v Brne, Diplomova prace 2010 
#************************************** 
 
# #################################################################### 
# Uvodni nastaveni pro simulaci (otevreni souboru, stanoveni konstant) 
# #################################################################### 
 
set ns [new Simulator] ;# instance Simulator 
set myTRACE [open out.tr w] ;# otevreni trasovaciho souboru 
set myNAM [open out.nam w] ;# otevreni trasovaciho souboru pro NAM 
$ns trace-all $myTRACE ;# nastaveni zapisu trasovani do souboru 
$ns namtrace-all $myNAM ;# nastaveni zapisu trasovanipro NAM do souboru 
 
# Vytvoreni konstant pro casovace (orig /10 *2) 
# --------------------------------------------- 
 
# nastaveni casovace pro odesilani zprav KEEPALIVE 
set KAtime 6 
# nastaveni casovace Hold Time 
set Htime 18 
# nastaveni casovace minimalni doba k odeslani smerovaci informace 
set MRAItime 5 
 
# ########################################## 
# Konfigurace site (uzlu, linek, BGP agentu) 
# ########################################## 
 
# Vytvoreni vsech potrebnych uzlu s podporou BGP smerovani [AS:IP] 
# ---------------------------------------------------------------- 
 
# zapnuti konfigurace BGP uzlu 
$ns node-config -BGP ON 
# definice IP adres a identifikatoru AS uzlu 
set n(0) [$ns node 1:10.1.0.1] 
set n(1) [$ns node 1:10.1.1.1] 
set n(2) [$ns node 1:10.1.2.1] 
set n(3) [$ns node 2:10.2.3.1] 
set n(4) [$ns node 2:10.2.4.1] 
set n(5) [$ns node 2:10.2.5.1] 
set n(6) [$ns node 2:10.2.6.1] 
set n(7) [$ns node 3:10.3.7.1] 
# vypnuti konfigurace BGP uzlu 
$ns node-config -BGP OFF 
# nastaveni barev BGP uzlu 
$n(0) color blue 
$n(1) color blue 
$n(2) color blue 
for {set j 3} {$j<=6} {incr j} {   
 $n($j) color red 
} 
$n(7) color green 
# definice IGP smerovacu v AS1 
set n(8) [$ns node] 
set n(9) [$ns node] 
set n(10) [$ns node] 
set n(11) [$ns node] 
# definice IGP smerovacu v AS2 
set n(12) [$ns node] 
set n(13) [$ns node] 
# definice IGP smerovacu v AS3 
set n(14) [$ns node] 
# nastaveni barev IGP smerovacu 
for {set j 8} {$j<=11} {incr j} { 
 $n($j) color blue 
} 
$n(12) color red 
$n(13) color red 
$n(14) color green 
# nastavani tvaru IGP smerovacu 
for {set j 8} {$j<=14} {incr j} { 
 $n($j) shape box 
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} 
 
# Vytvoreni duplexnich linek 1Mbit/1ms mezi BGP uzly v AS1  
# -------------------------------------------------------- 
$ns duplex-link $n(0) $n(1) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(2) 1Mb 1ms DropTail 
 
# Vytvoreni duplexnich linek 1Mbit/1ms mezi BGP uzly v AS2  
# -------------------------------------------------------- 
$ns duplex-link $n(3) $n(4) 1Mb 1ms DropTail 
$ns duplex-link $n(3) $n(5) 1Mb 1ms DropTail 
$ns duplex-link $n(3) $n(6) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(5) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(6) 1Mb 1ms DropTail 
$ns duplex-link $n(5) $n(6) 1Mb 1ms DropTail 
 
# Vytvoreni duplexnich linek 1Mbit/1ms mezi AS1-AS2,AS2-AS3  
# --------------------------------------------------------- 
$ns duplex-link $n(2) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(7) 1Mb 1ms DropTail 
$ns duplex-link $n(6) $n(7) 1Mb 4ms DropTail ;# 4ms zpozdeni! 
 
# Vytvoreni duplexnich linek 1Mbit/1ms mezi BGP a IGP uzly 
# -------------------------------------------------------- 
$ns duplex-link $n(0) $n(8) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(9) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(10) 1Mb 1ms DropTail 
$ns duplex-link $n(2) $n(11) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(12) 1Mb 1ms DropTail 
$ns duplex-link $n(5) $n(13) 1Mb 1ms DropTail 
$ns duplex-link $n(7) $n(14) 1Mb 1ms DropTail 
 
# BGP konfigurace uzlu n0 [IP,casovace,sousedi] 
# --------------------------------------------- 
# vytvoreni BGP agenta pro uzel n0 (AS1) 
set bgp(0) [$n(0) get-bgp-agent] 
# nastaveni BGP identifikatoru (IP) 
$bgp(0) bgp-id 10.1.0.1 
# sestaveni relace se sousednim uzlem n1 
$bgp(0) neighbor 10.1.1.1 remote-as 1 
# nastaveni casovace pro odesilani zprav KEEPALIVE 
$bgp(0) neighbor 10.1.1.1 keep-alive-time $KAtime 
# nastaveni casovace Hold Time (cekani na prichod zpravy KEEPALIVE) 
$bgp(0) neighbor 10.1.1.1 hold-time $Htime 
# nastaveni casovace MRAI (Minimum Route Advertisement Interval) 
$bgp(0) neighbor 10.1.1.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n1 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(1) [$n(1) get-bgp-agent] 
$bgp(1) bgp-id 10.1.1.1 
# sestaveni relace se sousednim uzlem n0 
$bgp(1) neighbor 10.1.0.1 remote-as 1 
$bgp(1) neighbor 10.1.0.1 keep-alive-time $KAtime 
$bgp(1) neighbor 10.1.0.1 hold-time $Htime 
$bgp(1) neighbor 10.1.0.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n2 
$bgp(1) neighbor 10.1.2.1 remote-as 1 
$bgp(1) neighbor 10.1.2.1 keep-alive-time $KAtime 
$bgp(1) neighbor 10.1.2.1 hold-time $Htime 
$bgp(1) neighbor 10.1.2.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n2 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(2) [$n(2) get-bgp-agent] 
$bgp(2) bgp-id 10.1.2.1 
# sestaveni relace se sousednim uzlem n1 
$bgp(2) neighbor 10.1.1.1 remote-as 1 
$bgp(2) neighbor 10.1.1.1 keep-alive-time $KAtime 
$bgp(2) neighbor 10.1.1.1 hold-time $Htime 
$bgp(2) neighbor 10.1.1.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n3 
$bgp(2) neighbor 10.2.3.1 remote-as 2 
$bgp(2) neighbor 10.2.3.1 keep-alive-time $KAtime 
$bgp(2) neighbor 10.2.3.1 hold-time $Htime 
$bgp(2) neighbor 10.2.3.1 mrai $MRAItime 
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# BGP konfigurace uzlu n3 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(3) [$n(3) get-bgp-agent] 
$bgp(3) bgp-id 10.2.3.1 
# sestaveni relace se sousednim uzlem n2 
$bgp(3) neighbor 10.1.2.1 remote-as 1 
$bgp(3) neighbor 10.1.2.1 keep-alive-time $KAtime 
$bgp(3) neighbor 10.1.2.1 hold-time $Htime 
$bgp(3) neighbor 10.1.2.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n4 
$bgp(3) neighbor 10.2.4.1 remote-as 2 
$bgp(3) neighbor 10.2.4.1 keep-alive-time $KAtime 
$bgp(3) neighbor 10.2.4.1 hold-time $Htime 
$bgp(3) neighbor 10.2.4.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n5 
$bgp(3) neighbor 10.2.5.1 remote-as 2 
$bgp(3) neighbor 10.2.5.1 keep-alive-time $KAtime 
$bgp(3) neighbor 10.2.5.1 hold-time $Htime 
$bgp(3) neighbor 10.2.5.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n6 
$bgp(3) neighbor 10.2.6.1 remote-as 2 
$bgp(3) neighbor 10.2.6.1 keep-alive-time $KAtime 
$bgp(3) neighbor 10.2.6.1 hold-time $Htime 
$bgp(3) neighbor 10.2.6.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n4 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(4) [$n(4) get-bgp-agent] 
$bgp(4) bgp-id 10.2.4.1 
# sestaveni relace se sousednim uzlem n3 
$bgp(4) neighbor 10.2.3.1 remote-as 2 
$bgp(4) neighbor 10.2.3.1 keep-alive-time $KAtime 
$bgp(4) neighbor 10.2.3.1 hold-time $Htime 
$bgp(4) neighbor 10.2.3.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n5 
$bgp(4) neighbor 10.2.5.1 remote-as 2 
$bgp(4) neighbor 10.2.5.1 keep-alive-time $KAtime 
$bgp(4) neighbor 10.2.5.1 hold-time $Htime 
$bgp(4) neighbor 10.2.5.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n6 
$bgp(4) neighbor 10.2.6.1 remote-as 2 
$bgp(4) neighbor 10.2.6.1 keep-alive-time $KAtime 
$bgp(4) neighbor 10.2.6.1 hold-time $Htime 
$bgp(4) neighbor 10.2.6.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n7 
$bgp(4) neighbor 10.3.7.1 remote-as 3 
$bgp(4) neighbor 10.3.7.1 keep-alive-time $KAtime 
$bgp(4) neighbor 10.3.7.1 hold-time $Htime 
$bgp(4) neighbor 10.3.7.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n5 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(5) [$n(5) get-bgp-agent] 
$bgp(5) bgp-id 10.2.5.1 
# sestaveni relace se sousednim uzlem n3 
$bgp(5) neighbor 10.2.3.1 remote-as 2 
$bgp(5) neighbor 10.2.3.1 keep-alive-time $KAtime 
$bgp(5) neighbor 10.2.3.1 hold-time $Htime 
$bgp(5) neighbor 10.2.3.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n4 
$bgp(5) neighbor 10.2.4.1 remote-as 2 
$bgp(5) neighbor 10.2.4.1 keep-alive-time $KAtime 
$bgp(5) neighbor 10.2.4.1 hold-time $Htime 
$bgp(5) neighbor 10.2.4.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n6 
$bgp(5) neighbor 10.2.6.1 remote-as 2 
$bgp(5) neighbor 10.2.6.1 keep-alive-time $KAtime 
$bgp(5) neighbor 10.2.6.1 hold-time $Htime 
$bgp(5) neighbor 10.2.6.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n6 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(6) [$n(6) get-bgp-agent] 
$bgp(6) bgp-id 10.2.6.1 
# sestaveni relace se sousednim uzlem n3 
$bgp(6) neighbor 10.2.3.1 remote-as 2 
$bgp(6) neighbor 10.2.3.1 keep-alive-time $KAtime 
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$bgp(6) neighbor 10.2.3.1 hold-time $Htime 
$bgp(6) neighbor 10.2.3.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n4 
$bgp(6) neighbor 10.2.4.1 remote-as 2 
$bgp(6) neighbor 10.2.4.1 keep-alive-time $KAtime 
$bgp(6) neighbor 10.2.4.1 hold-time $Htime 
$bgp(6) neighbor 10.2.4.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n5 
$bgp(6) neighbor 10.2.5.1 remote-as 2 
$bgp(6) neighbor 10.2.5.1 keep-alive-time $KAtime 
$bgp(6) neighbor 10.2.5.1 hold-time $Htime 
$bgp(6) neighbor 10.2.5.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n7 
$bgp(6) neighbor 10.3.7.1 remote-as 3 
$bgp(6) neighbor 10.3.7.1 keep-alive-time $KAtime 
$bgp(6) neighbor 10.3.7.1 hold-time $Htime 
$bgp(6) neighbor 10.3.7.1 mrai $MRAItime 
 
# BGP konfigurace uzlu n7 [IP,casovace,sousedi] 
# --------------------------------------------- 
set bgp(7) [$n(7) get-bgp-agent] 
$bgp(7) bgp-id 10.3.7.1 
# sestaveni relace se sousednim uzlem n4 
$bgp(7) neighbor 10.2.4.1 remote-as 2 
$bgp(7) neighbor 10.2.4.1 keep-alive-time $KAtime 
$bgp(7) neighbor 10.2.4.1 hold-time $Htime 
$bgp(7) neighbor 10.2.4.1 mrai $MRAItime 
# sestaveni relace se sousednim uzlem n6 
$bgp(7) neighbor 10.2.6.1 remote-as 2 
$bgp(7) neighbor 10.2.6.1 keep-alive-time $KAtime 
$bgp(7) neighbor 10.2.6.1 hold-time $Htime 
$bgp(7) neighbor 10.2.6.1 mrai $MRAItime 
 
# ############################## 
# Vytvoreni udalosti v planovaci 
# ############################## 
 
# vytvoreni stitku s oznacenim prislusneho AS nad uzly 
# ---------------------------------------------------- 
$ns at 0.01 "$n(0) label \"AS1\"" 
$ns at 0.01 "$n(1) label \"AS1\"" 
$ns at 0.01 "$n(2) label \"AS1\"" 
$ns at 0.01 "$n(7) label \"AS3\"" 
for {set j 3} {$j<=6} {incr j} {   
 $ns at 0.01 "$n($j) label \"AS2\"" 
} 
# distribuce smerovacich informaci 
# -------------------------------- 
# Vytvoreni prefixu site (150.150.150.0/24) v AS3 - distribuce vse mimo n0 
$ns at 1.5 "puts \"##################################################################\"" 
$ns at 1.5 "puts \" Cas 1,5s: v AS3, uzel n7 vytvoreni site 150.150.150.0/24\"" 
$ns at 1.5 "$bgp(7) network 150.150.150.0/24" 
# Vytvoreni prefixu site (147.2.200.0/24) v AS1 - distribuce vse mimo n0,n1 
$ns at 7.0 "puts \"##################################################################\"" 
$ns at 7.0 "puts \" Cas 7,0s: v AS1, uzel n2 vytvoreni site 147.2.200.0/24\"" 
$ns at 7.0 "$bgp(2) network 147.2.200.0/24" 
# Vytvoreni prefixu site (103.103.103.0/24) v AS2 - nedistribuovano  
$ns at 13.0 "puts \"#################################################################\"" 
$ns at 13.0 "puts \" Cas 13,0s: v AS2, uzel n5 vytvoreni site 103.103.103.0/24\"" 
$ns at 13.0 "$bgp(5) network 103.103.103.0/24" 
# Vypis smerovacich tabulek vsech BGP uzlu 
$ns at 25.0 "puts \" Cas 25,0s: vypis smerovacich tabulek vsech uzlu: \"" 
$ns at 25.0 "puts \"###############################################################\n\"" 
for {set j 0} {$j<=7} {incr j} { 
 # tisk smerovacich tabulek 
 $ns at 25.0 "$bgp($j) show-routes"   
} 
# ukonceni planovace volanim ukoncovaci procedurou 
$ns at 30.0 "finish" 
 
# ################################################ 
# Zaver - ukonceni konfigurace a spusteni simulace 
# ################################################ 
 
# Ukoncovaci procedura 
# -------------------- 
proc finish {} { 
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 # definice globalnich promennych 
global ns myNAM myTRACE 
 # ukladani trasovacich souboru 
$ns flush-trace 
 # zavreni trasovaciho souboru out.nam 
 close $myNAM 
 # zavreni trasovaciho souboru out.tr 
 close $myTRACE 
 puts "##################################################################" 
puts "Spusteni aplikace NAM..." 
 # spusteni NAM 
exec nam out.nam 
 # navratova hodnota bez chyb 
exit 0 
} 
 
# Spusteni simulace 
# ----------------- 
puts "##################################################################" 
puts "Spusteni simulace..." 
# spusteni instance Simulatoru 
$ns run 
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Příloha C: Zdrojový kód jazyka TCL úloy č.3 (BGP++) 
 
# *********************************************** 
# BGP++ - uloha 3, overeni politik dle filtrovani 
# David Sobotka - ID 74612 
# FEKT VUT v Brne, Diplomova prace 2010 
# *********************************************** 
 
# #################################################################### 
# Uvodni nastaveni pro simulaci (otevreni souboru, stanoveni konstant) 
# #################################################################### 
 
# vytvoreni instance simulatoru 
set ns [new Simulator] 
# otevreni trasovaciho souboru k zapisu 
set myTRACE [ open out.tr w ] 
$ns trace-all $myTRACE 
set myNAM [open out.nam w] 
$ns namtrace-all $myNAM 
 
# Vytvoreni konstanty informujici BGP instance o ukonceni simulace 
# ---------------------------------------------------------------- 
set fin 400 
 
# ########################################## 
# Konfigurace site (uzlu, linek, BGP agentu) 
# ########################################## 
 
# Vyvoreni uzlu 
for {set j 0} {$j<=18} {incr j} { 
 #vytvoreni BGP uzlu 
 if {$j < 8} { 
  set n($j) [$ns node] 
 } else { 
  #vytvoreni dvou IGP uzlu k prislusnemu AS 
  set n($j) [$ns node] 
  $n($j) shape box 
 } 
} 
 
# Barvy uzlu pro rozliseni AS 
# --------------------------- 
# Barva pro AS1 - cervena 
$n(0) color red 
$n(8) color red 
$n(9) color red 
# Barva pro AS2 - modra 
$n(1) color blue 
$n(2) color blue 
$n(3) color blue 
$n(10) color blue 
$n(11) color blue 
$n(12) color blue 
# Barva pro AS3 - oranzova 
$n(4) color orange 
$n(13) color orange 
# Barva pro AS4 - zelena 
$n(5) color green 
$n(14) color green 
$n(15) color green 
# Barva pro AS5 - fialova 
$n(6) color violet 
$n(16) color violet 
$n(17) color violet 
# Barva pro AS6 - cokoladova 
$n(7) color chocolate 
$n(18) color chocolate 
 
# Vytvoreni duplexnich linek mezi BGP uzly 1Mbit/1ms 
# -------------------------------------------------- 
$ns duplex-link $n(0) $n(1) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(2) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(2) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(4) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(5) 1Mb 1ms DropTail 
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$ns duplex-link $n(4) $n(6) 1Mb 1ms DropTail 
$ns duplex-link $n(6) $n(7) 1Mb 1ms DropTail 
 
# Vytvoreni duplexnich linek IGP-BGP 1Mbit/1ms 
# -------------------------------------------- 
$ns duplex-link $n(0) $n(8) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(0) $n(8) color "red" 
$ns duplex-link $n(0) $n(9) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(0) $n(9) color "red" 
$ns duplex-link $n(2) $n(10) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(2) $n(10) color "blue" 
$ns duplex-link $n(2) $n(11) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(2) $n(11) color "blue" 
$ns duplex-link $n(3) $n(12) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(3) $n(12) color "blue" 
$ns duplex-link $n(4) $n(13) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(4) $n(13) color "orange" 
$ns duplex-link $n(5) $n(14) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(5) $n(14) color "green" 
$ns duplex-link $n(5) $n(15) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(5) $n(15) color "green" 
$ns duplex-link $n(6) $n(16) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(6) $n(16) color "violet" 
$ns duplex-link $n(6) $n(17) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(6) $n(17) color "violet" 
$ns duplex-link $n(7) $n(18) 1Mb 1ms DropTail 
#$ns duplex-link-op $n(7) $n(18) color "chocolate" 
 
# inicializace BGP registru (databaze), ktere vyuzivaji  
# BGP instance k mapovani IP adres na BGP instance 
# ------------------------------------------------ 
set r [new BgpRegistry] 
 
# vytvoreni BGP instaci pro uzly n0-n7 
# ------------------------------------ 
 
for {set j 0} {$j<=7} {incr j} { 
 # Prirazeni aplikace Bgp k prvnimu uzlu 
 set BGP($j) [new Application/Route/Bgp] 
 # registrace BGP instance 
 $BGP($j) register $r 
 # oznameni BGP instanci cas ukonceni simulace 
 $BGP($j) finish-time  $fin 
 # prirazeni konfiguracniho souboru (muze byt vypsana cesta  
 # pokud nema soubor stejne umisteni jako tcl skript ) 
 $BGP($j) config-file ./bgpd$j.conf 
 # pripojeni instance BGP (aplikace BGP0) k uzlu n0  
 $BGP($j) attach-node $n($j) 
 # nastaveni modelu pracovni zateze (typ uniform- rovnomerny) zpusobuje,  
 # ze pokazde kdyz bgpd vraci rizeni simulatoru si urcuje z rozsahu dobu 
 # po kterou bude zanepraznen tzv. busy-period (nebude tak schopen obslouzit  
 # pozadavky napr. od prichozich paketu ci vypresni casovace ... vsechny se  
 # budou ukladat pameti). Pokud neni uvedeno, zadny model neni BGP smerovacem 
pouzit 
 $BGP($j) cpu-load-model uniform 0.0001 0.00001 
} 
 
# ############################## 
# Vytvoreni udalosti v planovaci 
# ############################## 
 
# vytvoreni stitku 
# ---------------- 
$ns at 0.01 "$n(0) label \"AS1:BGP0\"" 
$ns at 0.01 "$n(1) label \"AS2:BGP1\"" 
$ns at 0.01 "$n(2) label \"AS2:BGP2\"" 
$ns at 0.01 "$n(3) label \"AS2:BGP3\"" 
$ns at 0.01 "$n(4) label \"AS3:BGP4\"" 
$ns at 0.01 "$n(5) label \"AS4:BGP5\"" 
$ns at 0.01 "$n(6) label \"AS5:BGP6\"" 
$ns at 0.01 "$n(7) label \"AS6:BGP7\"" 
 
# Komentare pro NAM 
# ----------------- 
$ns at 0.01  "$ns trace-annotate \"V AS1:BGP0 filtrovani prichozich rout dle AS_PATH 
(povoleny jen z AS2).\"" 
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$ns at 0.01  "$ns trace-annotate \"V AS3:BGP4 filtrovani prichozich rout z BGP1 
(zakazana sit 147.30.0.0/16).\"" 
$ns at 0.01  "$ns trace-annotate \"V AS4:BGP5 filtrovani prichozich rout dle AS_PATH 
(povoleny jen z AS3).\"" 
$ns at 0.01  "$ns trace-annotate \"V AS5:BGP6 filtrovani prichozich rout z BGP7 (povolen 
prefix =< 24).\"" 
$ns at 0.02  "$ns trace-annotate \"V AS1:BGP0 vytvorena nova sit 147.10.0.0/16.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS1:BGP0 vytvorena nova sit 147.20.0.0/16.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS1:BGP0 vytvorena nova sit 147.30.0.0/16.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS2:BGP1 vytvorena nova sit 155.55.0.0/16.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS2:BGP2 vytvorena nova sit 147.55.0.0/16.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS6:BGP7 vytvorena nova sit 75.10.0.0/16.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS6:BGP7 vytvorena nova sit 75.20.5.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS6:BGP7 vytvorena nova sit 75.30.6.0/25.\"" 
 
$ns at 20  "$ns trace-annotate \"VYPIS VSECH SMEROVACICH TABULEK DO LOGOVACICH 
SOUBORU.\"" 
$ns at 21  "$ns trace-annotate \"V AS3:BGP4 je zruseno pravidlo pro filtrovani:\"" 
$ns at 21.0001  "$ns trace-annotate \"  >> no access-list list1 deny 147.30.0.0/16\"" 
$ns at 22  "$ns trace-annotate \"V AS3:BGP4 smazana smerovaci tabulka, reset spojeni\"" 
$ns at 42  "$ns trace-annotate \"VYPIS SMEROVACICH TABULEK (BGP4,5) DO LOGOVACICH 
SOUBORU.\"" 
$ns at 50  "$ns trace-annotate \"V AS5:BGP6 je uprava filtrovani (povolen prefix >= 
24):\"" 
$ns at 51.0001  "$ns trace-annotate \"  >> no ip prefix-list PR_LIST seq 10 permit 
0.0.0.0/0 le 24\"" 
$ns at 51.0002  "$ns trace-annotate \"  >> ip prefix-list PR_LIST seq 10 permit 
0.0.0.0/0 ge 24\"" 
$ns at 91  "$ns trace-annotate \"VYPIS SMEROVACICH TABULEK (BGP6,7) DO LOGOVACICH 
SOUBORU.\"" 
$ns at 92  "$ns trace-annotate \"V AS3:BGP4 vytvorena nova sit 147.200.200.0/24.\"" 
$ns at 112  "$ns trace-annotate \"VYPIS SMEROVACI TABULKY BGP5 DO LOGOVACIHO SOUBORU.\"" 
 
# zobrazeni prefix-listu s pravidly pro filtrovani rout na BGP6 
$ns at 15 "$BGP(6) command \"show ip prefix-list PR_LIST\"" 
 
# zobrazeni smerovacich tabulek BGP smerovacu 
for {set j 0} {$j<=7} {incr j} { 
 $ns at 20  "$BGP($j) command \"show ip bgp\"" 
} 
 
# OVERENI FILTROVANI IP PREFIXU DLE ACCESS-LIST 
# zmena access-listu v BGP4, ruseni zakazu prefixu 147.30.0.0/16 
$ns at 21  "$BGP(4) command \"no access-list list1 deny 147.30.0.0/16\"" 
# provedu znovupripojeni (reset spojeni) s BGP1 v AS2, aby se nacetly znovu routy 
$ns at 22  "$BGP(4) command \"clear ip bgp 2\"" 
# vypis smerovaci tabulky BGP4 smerovace v AS2 
$ns at 42  "$BGP(4) command \"show ip bgp\"" 
$ns at 42  "$BGP(5) command \"show ip bgp\"" 
 
# OVERENI FILTROVANI IP PREFIXU DLE PREFIX-LIST 
# zmena prefix-listu na BGP6, uprava filtrovacich pravidel: propousteni rout 
# ktere maji prefix vetsi nebo roven nez 24 
$ns at 50 "$BGP(6) command \"no ip prefix-list PR_LIST seq 10 permit 0.0.0.0/0 le 24\"" 
$ns at 50 "$BGP(6) command \"ip prefix-list PR_LIST seq 10 permit 0.0.0.0/0 ge 24\"" 
# provedu znovupripojeni (reset spojeni) BGP7 v AS6, aby se nacetly znovu routy 
$ns at 51  "$BGP(6) command \"clear ip bgp 6\"" 
# vypis smerovaci tabulky pro smerovac BGP7 a BGP6 
$ns at 91  "$BGP(7) command \"show ip bgp\"" 
$ns at 91  "$BGP(6) command \"show ip bgp\"" 
 
# OVERENI FILTROVANI DLE ATRIBUTU AS_PATH 
# Vytvoreni site 147.200.200.0/24 
$ns at 92  "$BGP(4) command \"network 147.200.200.0 mask 255.255.255.0\"" 
# vypis smerovaci tabulky pro smerovac BGP5 v AS4 
$ns at 112  "$BGP(5) command \"show ip bgp\"" 
$ns at 192  "$BGP(0) command \"show ip bgp\"" 
 
# ukonceni planovace volanim ukoncovaci procedurou 
$ns at $fin  "finish" 
 
# ################################################ 
# Zaver - ukonceni konfigurace a spusteni simulace 
# ################################################ 
 
# Ukoncovaci procedura 
# -------------------- 
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proc finish { }  { 
 # definice globalnich promennych 
 global myTRACE myNAM ns 
 # podminka pro splneni existence trasovacich souboru 
 if [info exists myTRACE] { 
     # zavreni trasovacich souboru out.tr,out.nam 
     close $myTRACE 
     close $myNAM 
 } 
 puts "##################################################################" 
puts "Spusteni aplikace NAM..." 
 exec nam out.nam 
 # navratova hodnota bez chyb 
exit 0 
} 
 
# Spusteni simulace 
# ----------------- 
 
puts "##################################################################" 
puts "Spusteni simulace..." 
# spusteni instance Simulatoru 
$ns run 
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Příloha D: Zdrojový kód jazyka TCL úlohy č.4 (BGP++) 
 
# ************************************************ 
# BGP++ - uloha 4, overeni MED, LOCAL_PREF, WEIGHT 
# David Sobotka - ID 74612 
# FEKT VUT v Brne, Diplomova prace 2010 
# ************************************************ 
 
# #################################################################### 
# Uvodni nastaveni pro simulaci (otevreni souboru, stanoveni konstant) 
# #################################################################### 
 
# vytvoreni instance simulatoru 
set ns [new Simulator] 
# otevreni trasovaciho souboru k zapisu 
set myTRACE [ open out.tr w ] 
$ns trace-all $myTRACE 
set myNAM [open out.nam w] 
$ns namtrace-all $myNAM 
 
# Vytvoreni konstanty informuji BGP instance o ukonceni simulace 
# -------------------------------------------------------------- 
set fin 200 
 
# ########################################## 
# Konfigurace site (uzlu, linek, BGP agentu) 
# ########################################## 
 
# Vyvoreni BGP uzlu 
# ----------------- 
set n0 [$ns node] 
set n1 [$ns node] 
set n2 [$ns node] 
set n3 [$ns node] 
set n4 [$ns node] 
set n5 [$ns node] 
set n6 [$ns node] 
set n7 [$ns node] 
set n8 [$ns node] 
 
# Vyvoreni IGP uzlu 
# ----------------- 
set n9 [$ns node] 
set n10 [$ns node] 
set n11 [$ns node] 
set n12 [$ns node] 
set n13 [$ns node] 
set n14 [$ns node] 
set n15 [$ns node] 
set n16 [$ns node] 
 
# Tvar uzlu pro IBG uzlu 
# ---------------------- 
$n9 shape box 
$n10 shape box 
$n11 shape box 
$n12 shape box 
$n13 shape box 
$n14 shape box 
$n15 shape box 
$n16 shape box 
 
# Barvy uzlu pro rozliseni AS 
# --------------------------- 
# Barva pro AS1 - cervena 
$n0 color red 
$n1 color red 
$n2 color red 
$n9 color red 
$n10 color red 
$n11 color red 
# Barva pro AS2 - modra 
$n3 color blue 
$n4 color blue 
$n12 color blue 
$n13 color blue 
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# Barva pro AS3 - oranzova 
$n5 color orange 
$n6 color orange 
$n14 color orange 
# Barva pro AS5 - fialova 
$n7 color violet 
$n8 color violet 
$n15 color violet 
$n16 color violet 
 
# Vytvoreni duplexnich linek mezi BGP uzly 1Mbit/1ms 
# -------------------------------------------------- 
$ns duplex-link $n0  $n1 1Mb 1ms DropTail 
$ns duplex-link $n0  $n2 1Mb 1ms DropTail 
$ns duplex-link $n0  $n3 1Mb 1ms DropTail 
$ns duplex-link $n1  $n2 1Mb 1ms DropTail 
#$ns duplex-link $n1  $n5 1Mb 1ms DropTail 
$ns duplex-link $n1  $n7 1Mb 1ms DropTail 
$ns duplex-link $n2  $n7 1Mb 1ms DropTail 
$ns duplex-link $n3  $n4 1Mb 1ms DropTail 
$ns duplex-link $n4  $n5 1Mb 1ms DropTail 
$ns duplex-link $n5  $n6 1Mb 1ms DropTail 
$ns duplex-link $n5  $n7 1Mb 1ms DropTail 
$ns duplex-link $n6  $n8 1Mb 1ms DropTail 
$ns duplex-link $n7  $n8 1Mb 1ms DropTail 
 
# Vytvoreni duplexnich linek IGP-BGP 1Mbit/1ms 
# -------------------------------------------- 
$ns duplex-link $n0  $n9  1Mb 1ms DropTail 
$ns duplex-link $n0  $n10 1Mb 1ms DropTail 
$ns duplex-link $n2  $n11 1Mb 1ms DropTail 
$ns duplex-link $n3  $n12 1Mb 1ms DropTail 
$ns duplex-link $n4  $n13 1Mb 1ms DropTail 
$ns duplex-link $n5  $n14 1Mb 1ms DropTail 
$ns duplex-link $n8  $n15 1Mb 1ms DropTail 
$ns duplex-link $n8  $n16 1Mb 1ms DropTail 
 
# inicializace BGP registru (databaze), ktere vyuzivaji  
# BGP instance k mapovani IP adres na BGP instance 
# ------------------------------------------------ 
 
set r [new BgpRegistry] 
 
# vytvoreni BGP instaci pro uzly n0-n8 
# ------------------------------------ 
 
set BGP0 [new Application/Route/Bgp] 
$BGP0 register  $r 
$BGP0 finish-time  $fin 
$BGP0 config-file ./bgpd0.conf 
$BGP0 attach-node $n0 
 
set BGP1 [new Application/Route/Bgp] 
$BGP1 register  $r 
$BGP1 finish-time  $fin 
$BGP1 config-file ./bgpd1.conf 
$BGP1 attach-node $n1 
 
set BGP2 [new Application/Route/Bgp] 
$BGP2 register  $r 
$BGP2 finish-time  $fin 
$BGP2 config-file ./bgpd2.conf 
$BGP2 attach-node $n2 
 
set BGP3 [new Application/Route/Bgp] 
$BGP3 register  $r 
$BGP3 finish-time  $fin 
$BGP3 config-file ./bgpd3.conf 
$BGP3 attach-node $n3 
 
set BGP4 [new Application/Route/Bgp] 
$BGP4 register  $r 
$BGP4 finish-time  $fin 
$BGP4 config-file ./bgpd4.conf 
$BGP4 attach-node $n4 
 
set BGP5 [new Application/Route/Bgp] 
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$BGP5 register  $r 
$BGP5 finish-time  $fin 
$BGP5 config-file ./bgpd5.conf 
$BGP5 attach-node $n5 
 
set BGP6 [new Application/Route/Bgp] 
$BGP6 register  $r 
$BGP6 finish-time  $fin 
$BGP6 config-file ./bgpd6.conf 
$BGP6 attach-node $n6 
 
set BGP7 [new Application/Route/Bgp] 
$BGP7 register  $r 
$BGP7 finish-time  $fin 
$BGP7 config-file ./bgpd7.conf 
$BGP7 attach-node $n7 
 
set BGP8 [new Application/Route/Bgp] 
$BGP8 register  $r 
$BGP8 finish-time  $fin 
$BGP8 config-file ./bgpd8.conf 
$BGP8 attach-node $n8 
 
# ############################## 
# Vytvoreni udalosti v planovaci 
# ############################## 
 
# vytvoreni stitku 
# ---------------- 
$ns at 0.01 "$n0 label \"AS1:BGP0\"" 
$ns at 0.01 "$n1 label \"AS1:BGP1\"" 
$ns at 0.01 "$n2 label \"AS1:BGP2\"" 
$ns at 0.01 "$n3 label \"AS2:BGP3\"" 
$ns at 0.01 "$n4 label \"AS2:BGP4\"" 
$ns at 0.01 "$n5 label \"AS3:BGP5\"" 
$ns at 0.01 "$n6 label \"AS3:BGP6\"" 
$ns at 0.01 "$n7 label \"AS4:BGP7\"" 
$ns at 0.01 "$n8 label \"AS4:BGP8\"" 
 
# Komentare pro NAM 
# ----------------- 
$ns at 0.01  "$ns trace-annotate \"V AS3:BGP5 a AS3:BGP6 nastaveni porovnavani rout dle 
atribitu MED.\"" 
$ns at 0.01001  "$ns trace-annotate \" >> bgp always-compare-med\"" 
$ns at 0.01  "$ns trace-annotate \"V AS4:BGP7 nastaveni atribitu MED=110.\"" 
$ns at 0.01  "$ns trace-annotate \"V AS4:BGP8 nastaveni atribitu MED=50.\"" 
$ns at 0.01  "$ns trace-annotate \"V AS3:BGP4 prichozi routy z BGP5 LOC_PREF=120.\"" 
$ns at 0.01  "$ns trace-annotate \"V AS3:BGP3 prichozi routy z BGP0 LOC_PREF=110.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS4:BGP8 vytvorena nova sit 155.55.5.0/24.\"" 
$ns at 10  "$ns trace-annotate \"V AS1:BGP1 vytvorena nova sit 147.32.1.0/24.\"" 
 
$ns at 199  "$ns trace-annotate \"VYPIS VSECH SMEROVACICH TABULEK DO LOGOVACICH 
SOUBORU.\"" 
 
# ve smerovaci BGP5 a BGP6 s uplatneni atrributu MED 
$ns at 0.1 "$BGP5 command  \"bgp always-compare-med\"" 
$ns at 0.1 "$BGP6 command  \"bgp always-compare-med\"" 
 
# vytvoreni nove site v BGP0 
$ns at 10 "$BGP0 command  \"network 147.32.1.0/24\"" 
 
# zobrazeni smerovacich tabulek BGP smerovacu 
$ns at 199 "$BGP0 command  \"show ip bgp\"" 
$ns at 199 "$BGP1 command  \"show ip bgp\"" 
$ns at 199 "$BGP2 command  \"show ip bgp\"" 
$ns at 199 "$BGP3 command \"show ip bgp\"" 
$ns at 199 "$BGP4 command \"show ip bgp\"" 
$ns at 199 "$BGP5 command \"show ip bgp\"" 
$ns at 199 "$BGP6 command \"show ip bgp\"" 
$ns at 199 "$BGP7 command \"show ip bgp\"" 
$ns at 199 "$BGP8 command \"show ip bgp\"" 
 
# ukonceni planovace volanim ukoncovaci procedurou 
$ns at $fin  "finish" 
 
# ################################################ 
# Zaver - ukonceni konfigurace a spusteni simulace 
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# ################################################ 
 
# Ukoncovaci procedura 
# -------------------- 
 
proc finish { }  { 
 # definice globalnich promennych 
 global myTRACE myNAM ns 
 # podminka pro splneni existence trasovacich souboru 
 if [info exists myTRACE] { 
     # zavreni trasovacich souboru out.tr,out.nam 
     close $myTRACE 
     close $myNAM 
 } 
 puts "##################################################################" 
puts "Spusteni aplikace NAM..." 
 exec nam out.nam 
 # navratova hodnota bez chyb 
exit 0 
} 
 
# Spusteni simulace 
# ----------------- 
 
puts "##################################################################" 
puts "Spusteni simulace..." 
# spusteni instance Simulatoru 
$ns run 
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Příloha E: Zdrojový kód jazyka TCL úloze č.5 (BGP++) 
 
# ******************************************************* 
# BGP++ - uloha 5, overeni agregace, MRAI PER PEER/PREFIX 
# David Sobotka - ID 74612 
# FEKT VUT v Brne, Diplomova prace 2010 
# ******************************************************* 
 
# #################################################################### 
# Uvodni nastaveni pro simulaci (otevreni souboru, stanoveni konstant) 
# #################################################################### 
 
# vytvoreni instance simulatoru 
set ns [new Simulator] 
# otevreni trasovaciho souboru k zapisu 
set myTRACE [ open out.tr w ] 
$ns trace-all $myTRACE 
set myNAM [open out.nam w] 
$ns namtrace-all $myNAM 
 
# Vytvoreni konstanty informuji BGP instance o ukonceni simulace 
# -------------------------------------------------------------- 
set fin 400 
 
# ########################################## 
# Konfigurace site (uzlu, linek, BGP agentu) 
# ########################################## 
 
# Vyvoreni BGP uzlu 
# ----------------- 
set n1 [$ns node] 
set n2 [$ns node] 
set n3 [$ns node] 
set n4 [$ns node] 
set n5 [$ns node] 
set n6 [$ns node] 
set n7 [$ns node] 
 
# Vyvoreni IGP uzlu 
# ----------------- 
set n8 [$ns node] 
set n9 [$ns node] 
set n10 [$ns node] 
set n11 [$ns node] 
set n12 [$ns node] 
set n13 [$ns node] 
set n14 [$ns node] 
set n15 [$ns node] 
 
# Tvar uzlu pro IBG uzlu 
# ---------------------- 
$n8 shape box 
$n9 shape box 
$n10 shape box 
$n11 shape box 
$n12 shape box 
$n13 shape box 
$n14 shape box 
$n15 shape box 
 
# Barvy uzlu pro rozliseni AS 
# --------------------------- 
# Barva pro AS1 - cervena 
$n1 color red 
$n8 color red 
$n9 color red 
# Barva pro AS2 - modra 
$n2 color blue 
# Barva pro AS3 - oranzova 
$n3 color orange 
$n10 color orange 
# Barva pro AS4 - cokoladova 
$n4 color chocolate 
$n11 color chocolate 
$n12 color chocolate 
# Barva pro AS5 - fialova 
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$n5 color violet 
$n13 color violet 
# Barva pro AS6 - yellow 
$n6 color yellow 
$n14 color yellow 
# Barva pro AS7 - brown 
$n7 color brown 
$n15 color brown 
 
# Vytvoreni duplexnich linek mezi BGP uzly 1Mbit/1ms 
# -------------------------------------------------- 
$ns duplex-link $n1 $n2 1Mb 1ms DropTail 
$ns duplex-link $n2 $n3 1Mb 1ms DropTail 
$ns duplex-link $n2 $n4 1Mb 1ms DropTail 
$ns duplex-link $n2 $n5 1Mb 1ms DropTail 
$ns duplex-link $n5 $n6 1Mb 1ms DropTail 
$ns duplex-link $n5 $n7 1Mb 1ms DropTail 
 
 
# Vytvoreni duplexnich linek IGP-BGP 1Mbit/1ms 
# -------------------------------------------- 
$ns duplex-link $n1 $n8 1Mb 1ms DropTail 
$ns duplex-link $n1 $n9 1Mb 1ms DropTail 
$ns duplex-link $n3 $n10 1Mb 1ms DropTail 
$ns duplex-link $n4 $n11 1Mb 1ms DropTail 
$ns duplex-link $n4 $n12 1Mb 1ms DropTail 
$ns duplex-link $n5 $n13 1Mb 1ms DropTail 
$ns duplex-link $n6 $n14 1Mb 1ms DropTail 
$ns duplex-link $n7 $n15 1Mb 1ms DropTail 
 
# vytvoreni AS uzlu a BGP aplikaci 
# ---------------------------------- 
 
# inicializace BGP registru (databaze), ktere vyuzivaji  
# BGP instance k mapovani IP adres na BGP instance 
# ------------------------------------------------ 
set r [new BgpRegistry] 
 
 
# vytvoreni BGP instaci pro uzly n1-n7 
# ------------------------------------ 
 
set BGP1 [new Application/Route/Bgp] 
$BGP1 register  $r 
$BGP1 finish-time  $fin 
$BGP1 config-file ./bgpd1.conf 
$BGP1 attach-node $n1 
 
set BGP2 [new Application/Route/Bgp] 
$BGP2 register  $r 
$BGP2 finish-time  $fin 
$BGP2 config-file ./bgpd2.conf 
$BGP2 attach-node $n2 
 
set BGP3 [new Application/Route/Bgp] 
$BGP3 register  $r 
$BGP3 finish-time  $fin 
$BGP3 config-file ./bgpd3.conf 
$BGP3 attach-node $n3 
 
set BGP4 [new Application/Route/Bgp] 
$BGP4 register  $r 
$BGP4 finish-time  $fin 
$BGP4 config-file ./bgpd4.conf 
$BGP4 attach-node $n4 
 
set BGP5 [new Application/Route/Bgp] 
$BGP5 register  $r 
$BGP5 finish-time  $fin 
$BGP5 config-file ./bgpd5.conf 
$BGP5 attach-node $n5 
 
set BGP6 [new Application/Route/Bgp] 
$BGP6 register  $r 
$BGP6 finish-time  $fin 
$BGP6 config-file ./bgpd6.conf 
$BGP6 attach-node $n6 
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set BGP7 [new Application/Route/Bgp] 
$BGP7 register  $r 
$BGP7 finish-time  $fin 
$BGP7 config-file ./bgpd7.conf 
$BGP7 attach-node $n7 
 
# ############################## 
# Vytvoreni udalosti v planovaci 
# ############################## 
 
# vytvoreni stitku 
# ---------------- 
$ns at 0.01 "$n1 label \"AS1:BGP1\"" 
$ns at 0.01 "$n2 label \"AS2:BGP2\"" 
$ns at 0.01 "$n3 label \"AS3:BGP3\"" 
$ns at 0.01 "$n4 label \"AS4:BGP4\"" 
$ns at 0.01 "$n5 label \"AS5:BGP5\"" 
$ns at 0.01 "$n6 label \"AS6:BGP6\"" 
$ns at 0.01 "$n7 label \"AS7:BGP7\"" 
 
# Komentare pro NAM 
# ----------------- 
$ns at 0.01  "$ns trace-annotate \"V AS3:BGP3 odchozim routam se doplni v atributu 
AS_PATH (+15,16,17).\"" 
$ns at 0.01  "$ns trace-annotate \"V AS4:BGP4 odchozim routam se doplni v atributu 
AS_PATH (+36,37).\"" 
$ns at 0.01  "$ns trace-annotate \"V AS7:BGP7 odchozim routam se doplni v atributu 
AS_PATH (+22,23).\"" 
$ns at 0.01  "$ns trace-annotate \"V AS5:BGP5 nastaveni agregace s vyctem AS +sum (pro 
site: 77.0.0.0/8) \"" 
$ns at 0.01  "$ns trace-annotate \"V AS4:BGP40 prichozi routy z BGP1 LOC_PREF=120.\"" 
$ns at 0.01  "$ns trace-annotate \"V AS4:BGP41 prichozi routy z BGP5 LOC_PREF=50.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS6:BGP6 vytvorena nova sit 160.10.20.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS6:BGP6 vytvorena nova sit 160.10.40.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS6:BGP6 vytvorena nova sit 160.10.60.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS6:BGP6 vytvorena nova sit 77.77.6.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS7:BGP7 vytvorena nova sit 77.77.7.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS7:BGP7 vytvorena nova sit 102.102.102.0/24.\"" 
 
$ns at 1  "$ns trace-annotate \"V AS5:BGP5 nastaveni agregace bez vyctu AS +sum (pro 
site 160.0.0.0/8):\"" 
$ns at 10  "$ns trace-annotate \"V AS3:BGP3 vytvorena nova sit 10.10.3.0/24.\"" 
$ns at 15  "$ns trace-annotate \"V AS3:BGP3 zrusena nova sit 10.10.3.0/24.\"" 
$ns at 20  "$ns trace-annotate \"V AS3:BGP3 vytvorena nova sit 10.0.3.0/24.\"" 
$ns at 21  "$ns trace-annotate \"V AS4:BGP4 vytvorena nova sit 10.0.3.0/24.\"" 
$ns at 22  "$ns trace-annotate \"V AS5:BGP5 vytvorena nova sit 10.0.3.0/24.\"" 
$ns at 27  "$ns trace-annotate \"VYPIS SMEROVACICH TABULEK (BGP1-5) DO LOGOVACICH 
SOUBORU.\"" 
$ns at 52  "$ns trace-annotate \"VYPIS SMEROVACICH TABULEK (BGP1-5) DO LOGOVACICH 
SOUBORU.\"" 
$ns at 55  "$ns trace-annotate \"V AS2:BGP2 nastaveni casovace MRAI podle uzlu (puvodne 
dle prefixu): \"" 
$ns at 55.0001  "$ns trace-annotate \"  >>  mrai-per-peer\"" 
$ns at 60  "$ns trace-annotate \"V AS3:BGP3 vytvorena nova sit 10.30.3.0/24.\"" 
$ns at 61  "$ns trace-annotate \"V AS4:BGP4 vytvorena nova sit 11.30.3.0/24.\"" 
$ns at 62  "$ns trace-annotate \"V AS5:BGP5 vytvorena nova sit 12.30.3.0/24.\"" 
$ns at 66  "$ns trace-annotate \"VYPIS SMEROVACICH TABULEK (BGP1-5) DO LOGOVACICH 
SOUBORU.\"" 
 
$ns at 145  "$ns trace-annotate \"VYPIS SMEROVACICH TABULEK (BGP6,7) DO LOGOVACICH 
SOUBORU.\"" 
$ns at 150  "$ns trace-annotate \"V AS5:BGP5 zruseni agregace s vyctem AS +sum (pro site 
77.0.0.0/8):\"" 
$ns at 150.0001  "$ns trace-annotate \"  >> no aggregate-address 77.0.0.0 255.0.0.0 as-
set summary-only\"" 
$ns at 151  "$ns trace-annotate \"V AS5:BGP5 nastaveni agregace s vyctem AS bez sum (pro 
site 77.0.0.0/8):\"" 
$ns at 151.0001  "$ns trace-annotate \"  >> aggregate-address 77.0.0.0 255.0.0.0 as-
set\"" 
$ns at 152  "$ns trace-annotate \"VYPIS SMEROVACICH TABULEK (BGP6,7) DO LOGOVACICH 
SOUBORU.\"" 
 
$ns at 199  "$ns trace-annotate \"VYPIS VSECH SMEROVACICH TABULEK DO LOGOVACICH 
SOUBORU.\"" 
 
# AGREGACE 
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# -------- 
# Nastaveni agregace do site 160.0.0.0/8 - bez summary-only propaguje vse 
$ns at 1 "$BGP5 command \"aggregate-address 160.0.0.0 255.0.0.0 summary-only\"" 
 
# Vypis smerovacich tabulek BGP6 a BGP7 
$ns at 145 "$BGP6 command \"show ip bgp\"" 
$ns at 145 "$BGP7 command \"show ip bgp\"" 
 
# Odstraneni agregace s parametrem pro sumarizaci 
$ns at 150 "$BGP5 command \"no aggregate-address 77.0.0.0 255.0.0.0 as-set summary-
only\"" 
 
# Povoleni agregace na BGP5 (bez funkce sumarizace) 
$ns at 151 "$BGP5 command \"aggregate-address 77.0.0.0 255.0.0.0 as-set\"" 
 
# Reserovani a zvonunavazani spojeni s BGP6 a BGP7 
$ns at 152 "$BGP5 command \"clear ip bgp 6\"" 
$ns at 152 "$BGP5 command \"clear ip bgp 7\"" 
 
# MRAI PER PREFIX 
# --------------- 
$ns at 10 "$BGP3 command \"network 10.10.3.0/24\"" 
# propaguje ihned neceka na MRAI, jedna se totiz o zruseni site 
$ns at 15 "$BGP3 command \"no network 10.10.3.0/24\"" 
$ns at 20 "$BGP3 command \"network 10.0.3.0/24\"" 
$ns at 21 "$BGP4 command \"network 10.0.3.0/24\"" 
$ns at 22 "$BGP5 command \"network 10.0.3.0/24\"" 
 
$ns at 27 "$BGP1 command \"show ip bgp\"" 
$ns at 27 "$BGP2 command \"show ip bgp\"" 
$ns at 27 "$BGP3 command \"show ip bgp\"" 
$ns at 27 "$BGP4 command \"show ip bgp\"" 
$ns at 27 "$BGP5 command \"show ip bgp\"" 
$ns at 52 "$BGP1 command \"show ip bgp\"" 
$ns at 52 "$BGP2 command \"show ip bgp\"" 
$ns at 52 "$BGP3 command \"show ip bgp\"" 
$ns at 52 "$BGP4 command \"show ip bgp\"" 
$ns at 52 "$BGP5 command \"show ip bgp\"" 
 
# MRAI PER PEER 
# ------------- 
$ns at 55 "$BGP2 mrai-per-peer" 
$ns at 60 "$BGP3 command \"network 10.30.3.0/24\"" 
$ns at 61 "$BGP4 command \"network 11.30.3.0/24\"" 
$ns at 62 "$BGP5 command \"network 12.30.3.0/24\"" 
 
$ns at 66 "$BGP1 command \"show ip bgp\"" 
$ns at 66 "$BGP2 command \"show ip bgp\"" 
$ns at 66 "$BGP3 command \"show ip bgp\"" 
$ns at 66 "$BGP4 command \"show ip bgp\"" 
$ns at 66 "$BGP5 command \"show ip bgp\"" 
$ns at 199 "$BGP1 command \"show ip bgp\"" 
$ns at 199 "$BGP2 command \"show ip bgp\"" 
$ns at 199 "$BGP3 command \"show ip bgp\"" 
$ns at 199 "$BGP4 command \"show ip bgp\"" 
$ns at 199 "$BGP5 command \"show ip bgp\"" 
$ns at 199 "$BGP6 command \"show ip bgp\"" 
$ns at 199 "$BGP7 command \"show ip bgp\"" 
 
# ukonceni planovace volanim ukoncovaci procedurou 
$ns at $fin  "finish" 
 
# ################################################ 
# Zaver - ukonceni konfigurace a spusteni simulace 
# ################################################ 
 
# Ukoncovaci procedura 
# -------------------- 
 
proc finish { }  { 
 # definice globalnich promennych 
 global myTRACE myNAM ns 
 # podminka pro splneni existence trasovacich souboru 
 if [info exists myTRACE] { 
     # zavreni trasovacich souboru out.tr,out.nam 
     close $myTRACE 
     close $myNAM 
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 } 
 puts "##################################################################" 
puts "Spusteni aplikace NAM..." 
exec nam out.nam 
 # navratova hodnota bez chyb 
exit 0 
} 
 
# Spusteni simulace 
# ----------------- 
 
puts "##################################################################" 
puts "Spusteni simulace..." 
# spusteni instance Simulatoru 
$ns run 
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Příloha F: Zdrojový kód jazyka TCL úlohy č.6 (BGP++) 
 
# ********************************************** 
# BGP++ - uloha 6, overeni iBGP - Confederations 
# David Sobotka - ID 74612 
# FEKT VUT v Brne, Diplomova prace 2010 
# ********************************************** 
 
# #################################################################### 
# Uvodni nastaveni pro simulaci (otevreni souboru, stanoveni konstant) 
# #################################################################### 
 
# vytvoreni instance simulatoru 
set ns [new Simulator] 
# otevreni trasovaciho souboru k zapisu 
set myTRACE [ open out.tr w ] 
$ns trace-all $myTRACE 
set myNAM [open out.nam w] 
$ns namtrace-all $myNAM 
 
# Vytvoreni konstanty informuji BGP instance o ukonceni simulace 
# -------------------------------------------------------------- 
set fin 400 
 
# ########################################## 
# Konfigurace site (uzlu, linek, BGP agentu) 
# ########################################## 
 
# Vytvoreni BGP a IGP uzlu 
# ------------------------ 
for {set j 0} {$j<=19} {incr j} { 
 if {$j < 11} { 
  # Vyvoreni BGP uzlu 
  set n($j) [$ns node] 
 } else { 
  # Vyvoreni IGP uzlu 
  set n($j) [$ns node] 
  # Tvar uzlu pro IGP uzlu 
  $n($j) shape box 
 } 
} 
 
# Barvy uzlu pro rozliseni AS 
# --------------------------- 
# Barva pro AS1 - modra 
$n(8) color blue 
$n(18) color blue 
# Barva pro AS2 - green 
$n(9) color green 
$n(17) color green 
# Barva pro AS31 - cokoladova 
$n(4) color chocolate 
$n(5) color chocolate 
$n(13) color chocolate 
$n(14) color chocolate 
# Barva pro AS32 - oranzova 
for {set j 0} {$j<13} {incr j} { 
 if {($j < 4) || ($j > 10)} { 
  $n($j) color orange 
 } 
} 
# Barva pro AS33 - hneda 
$n(6) color brown 
$n(7) color brown 
$n(15) color brown 
$n(16) color brown 
# Barva pro AS4 - fialova 
$n(10) color violet 
$n(19) color violet 
 
# Vytvoreni duplexnich linek mezi BGP uzly 1Mbit/1ms 
# -------------------------------------------------- 
$ns duplex-link $n(0) $n(1) 1Mb 1ms DropTail 
$ns duplex-link $n(0) $n(2) 1Mb 1ms DropTail 
$ns duplex-link $n(0) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(0) $n(8) 1Mb 1ms DropTail 
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$ns duplex-link $n(1) $n(2) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(1) $n(6) 1Mb 1ms DropTail 
$ns duplex-link $n(2) $n(3) 1Mb 1ms DropTail 
$ns duplex-link $n(3) $n(4) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(5) 1Mb 1ms DropTail 
$ns duplex-link $n(5) $n(9) 1Mb 1ms DropTail 
$ns duplex-link $n(6) $n(7) 1Mb 1ms DropTail 
$ns duplex-link $n(7) $n(10) 1Mb 1ms DropTail 
 
 
# Vytvoreni duplexnich linek IGP-BGP 1Mbit/1ms 
# -------------------------------------------- 
$ns duplex-link $n(3) $n(11) 1Mb 1ms DropTail 
$ns duplex-link $n(3) $n(12) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(13) 1Mb 1ms DropTail 
$ns duplex-link $n(4) $n(14) 1Mb 1ms DropTail 
$ns duplex-link $n(7) $n(15) 1Mb 1ms DropTail 
$ns duplex-link $n(6) $n(16) 1Mb 1ms DropTail 
$ns duplex-link $n(9) $n(17) 1Mb 1ms DropTail 
$ns duplex-link $n(8) $n(18) 1Mb 1ms DropTail 
$ns duplex-link $n(10) $n(19) 1Mb 1ms DropTail 
 
# Inicializace BGP registru (databaze), ktere vyuzivaji  
# BGP instance k mapovani IP adres na BGP instance 
# ------------------------------------------------ 
set r [new BgpRegistry] 
 
 
# Vytvoreni BGP instaci pro uzly n(0)-n(10) 
# ----------------------------------------- 
 
set BGP0 [new Application/Route/Bgp] 
$BGP0 register  $r 
$BGP0 finish-time  $fin 
$BGP0 config-file ./bgpd0.conf 
$BGP0 attach-node $n(0) 
 
set BGP1 [new Application/Route/Bgp] 
$BGP1 register  $r 
$BGP1 finish-time  $fin 
$BGP1 config-file ./bgpd1.conf 
$BGP1 attach-node $n(1) 
 
set BGP2 [new Application/Route/Bgp] 
$BGP2 register  $r 
$BGP2 finish-time  $fin 
$BGP2 config-file ./bgpd2.conf 
$BGP2 attach-node $n(2) 
 
set BGP3 [new Application/Route/Bgp] 
$BGP3 register  $r 
$BGP3 finish-time  $fin 
$BGP3 config-file ./bgpd3.conf 
$BGP3 attach-node $n(3) 
 
set BGP4 [new Application/Route/Bgp] 
$BGP4 register  $r 
$BGP4 finish-time  $fin 
$BGP4 config-file ./bgpd4.conf 
$BGP4 attach-node $n(4) 
 
set BGP5 [new Application/Route/Bgp] 
$BGP5 register  $r 
$BGP5 finish-time  $fin 
$BGP5 config-file ./bgpd5.conf 
$BGP5 attach-node $n(5) 
 
set BGP6 [new Application/Route/Bgp] 
$BGP6 register  $r 
$BGP6 finish-time  $fin 
$BGP6 config-file ./bgpd6.conf 
$BGP6 attach-node $n(6) 
 
set BGP7 [new Application/Route/Bgp] 
$BGP7 register  $r 
$BGP7 finish-time  $fin 
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$BGP7 config-file ./bgpd7.conf 
$BGP7 attach-node $n(7) 
 
set BGP8 [new Application/Route/Bgp] 
$BGP8 register  $r 
$BGP8 finish-time  $fin 
$BGP8 config-file ./bgpd8.conf 
$BGP8 attach-node $n(8) 
 
set BGP9 [new Application/Route/Bgp] 
$BGP9 register  $r 
$BGP9 finish-time  $fin 
$BGP9 config-file ./bgpd9.conf 
$BGP9 attach-node $n(9) 
 
set BGP10 [new Application/Route/Bgp] 
$BGP10 register  $r 
$BGP10 finish-time  $fin 
$BGP10 config-file ./bgpd10.conf 
$BGP10 attach-node $n(10) 
 
# ############################## 
# Vytvoreni udalosti v planovaci 
# ############################## 
 
# vytvoreni stitku 
# ---------------- 
$ns at 0.01 "$n(0) label \"AS3:AS32:BGP0\"" 
$ns at 0.01 "$n(1) label \"AS3:AS32:BGP1\"" 
$ns at 0.01 "$n(2) label \"AS3:AS32:BGP2\"" 
$ns at 0.01 "$n(3) label \"AS3:AS32:BGP3\"" 
$ns at 0.01 "$n(4) label \"AS3:AS31:BGP4\"" 
$ns at 0.01 "$n(5) label \"AS3:AS31:BGP5\"" 
$ns at 0.01 "$n(6) label \"AS3:AS33:BGP6\"" 
$ns at 0.01 "$n(7) label \"AS3:AS33:BGP7\"" 
$ns at 0.01 "$n(8) label \"AS1:BGP8\"" 
$ns at 0.01 "$n(9) label \"AS2:BGP9\"" 
$ns at 0.01 "$n(10) label \"AS4:BGP10\"" 
 
 
# Komentare pro NAM 
# ----------------- 
 
$ns at 0.02  "$ns trace-annotate \"V AS32:BGP3 vytvorena nova sit 147.32.11.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS32:BGP3 vytvorena nova sit 147.32.12.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS31:BGP4 vytvorena nova sit 147.31.13.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS31:BGP4 vytvorena nova sit 147.31.14.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS33:BGP6 vytvorena nova sit 147.33.16.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS33:BGP7 vytvorena nova sit 147.33.15.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS1:BGP8 vytvorena nova sit 147.1.18.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS2:BGP9 vytvorena nova sit 147.2.17.0/24.\"" 
$ns at 0.02  "$ns trace-annotate \"V AS4:BGP10 vytvorena nova sit 147.4.19.0/24.\"" 
$ns at 40  "$ns trace-annotate \"V AS1:BGP8 vytvorena nova sit 160.10.20.0/24.\"" 
$ns at 100  "$ns trace-annotate \"VYPIS VSECH SMEROVACICH TABULEK DO LOGOVACICH 
SOUBORU.\"" 
 
$ns at 40 "$BGP8 command \"network 160.10.20.0/24\"" 
 
$ns at 100 "$BGP0 command \"show ip bgp\"" 
$ns at 100 "$BGP1 command \"show ip bgp\"" 
$ns at 100 "$BGP2 command \"show ip bgp\"" 
$ns at 100 "$BGP3 command \"show ip bgp\"" 
$ns at 100 "$BGP4 command \"show ip bgp\"" 
$ns at 100 "$BGP5 command \"show ip bgp\"" 
$ns at 100 "$BGP6 command \"show ip bgp\"" 
$ns at 100 "$BGP7 command \"show ip bgp\"" 
$ns at 100 "$BGP8 command \"show ip bgp\"" 
$ns at 100 "$BGP9 command \"show ip bgp\"" 
$ns at 100 "$BGP10 command \"show ip bgp\"" 
 
$ns at 199 "$BGP0 command \"show ip bgp\"" 
$ns at 199 "$BGP1 command \"show ip bgp\"" 
$ns at 199 "$BGP2 command \"show ip bgp\"" 
$ns at 199 "$BGP3 command \"show ip bgp\"" 
$ns at 199 "$BGP4 command \"show ip bgp\"" 
$ns at 199 "$BGP5 command \"show ip bgp\"" 
$ns at 199 "$BGP6 command \"show ip bgp\"" 
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$ns at 199 "$BGP7 command \"show ip bgp\"" 
$ns at 199 "$BGP8 command \"show ip bgp\"" 
$ns at 199 "$BGP9 command \"show ip bgp\"" 
$ns at 199 "$BGP10 command \"show ip bgp\"" 
 
# ukonceni planovace volanim ukoncovaci procedurou 
$ns at $fin  "finish" 
 
# ################################################ 
# Zaver - ukonceni konfigurace a spusteni simulace 
# ################################################ 
 
# Ukoncovaci procedura 
# -------------------- 
 
proc finish { }  { 
 # definice globalnich promennych 
 global myTRACE myNAM ns 
 # podminka pro splneni existence trasovacich souboru 
 if [info exists myTRACE] { 
     # zavreni trasovacich souboru out.tr,out.nam 
     close $myTRACE 
     close $myNAM 
 } 
 puts "##################################################################" 
puts "Spusteni skriptu log2nam..." 
 exec ./log2nam 
 puts "Spusteni aplikace NAM..." 
 exec nam fin_log.nam 
 # navratova hodnota bez chyb 
exit 0 
} 
 
# Spusteni simulace 
# ----------------- 
 
puts "##################################################################" 
puts "Spusteni simulace..." 
# spusteni instance Simulatoru 
$ns run 
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Příloha G: Zdrojový kód jazyka TCL úlohy č.7 (Multicast) 
 
#***************************************** 
# Multicast - uloha 7, overeni DM modelu 
# David Sobotka ID 74612 
# Diplomova prace 2010 
#***************************************** 
 
# Vytvoreni instance Simulator se zapnutym Multicastem 
set ns [new Simulator -multicast on] 
 
# Otevreni trasovacich souboru pro zapis 
set myTRACE [open out.tr w] 
$ns trace-all $myTRACE 
set myNAM [open out.nam w] 
$ns namtrace-all $myNAM 
 
# Vytvoreni uzlu a prirazeni barev a popisku 
for {set j 0} {$j<=7} {incr j} {   
 set n($j) [$ns node ] 
} 
$n(0) color red 
$n(0) label "Zdroj1" 
$n(1) color blue 
$n(1) label "Zdroj2" 
$n(5) color chocolate 
$n(5) label "Prijimac1" 
$n(6) color chocolate 
$n(6) label "Prijimac2" 
$n(7) color chocolate 
$n(7) label "Prijimac3" 
 
# Barvy paketu dvou multicastovych skupin 
$ns color 10 red ;# skupina1 
$ns color 11 blue ;# skupina2 
$ns color 30 purple ;# prune zpravy 
$ns color 31 brown ;# graft zpravy 
 
 
# Vytvoreni linek mezi uzly 
$ns duplex-link $n(0) $n(2) 1.5Mb 10ms DropTail 
$ns duplex-link $n(1) $n(2) 1.5Mb 10ms DropTail 
$ns duplex-link $n(2) $n(3) 1.5Mb 10ms DropTail 
$ns duplex-link $n(3) $n(4) 1.5Mb 10ms DropTail 
$ns duplex-link $n(3) $n(7) 1.5Mb 10ms DropTail 
$ns duplex-link $n(4) $n(5) 1.5Mb 10ms DropTail 
$ns duplex-link $n(4) $n(6) 1.5Mb 10ms DropTail 
 
# Nastaveni modelu DM (Dense Mode) a rizeni objektu 
set mproto DM 
set mrthandle [$ns mrtproto $mproto {}] 
 
# Alokace novych dostupnych IP adres pro skupiny 
set skupina1 [Node allocaddr] 
set skupina2 [Node allocaddr] 
 
 
# Vytvoreni UDP agenta pro generovani datoveho provozu z n0 
set udp0 [new Agent/UDP]  ;# vytvoreni agenta 
$ns attach-agent $n(0) $udp0  ;# pripojeni agenta k uzlu 
$udp0 set dst_addr_ $skupina1  ;# prirazeni adresy skupine 1 
$udp0 set dst_port_ 0   ;# prirazeni portu skupine 1 
$udp0 set fid_ 10   ;# prirazeni barvy datovemu toku 
 
# Vytvoreni aplikace konstantniho datoveho toku pro n0 
set cbr1 [new Application/Traffic/CBR] ;# vytvoreni aplikace 
$cbr1 attach-agent $udp0   ;# pripojeni aplikace k agentovi 
 
# Vytvoreni UDP agenta pro generovani datoveho provozu z n1 
set udp1 [new Agent/UDP]  ;# vytvoreni agenta 
$ns attach-agent $n(1) $udp1  ;# pripojeni agenta k uzlu 
$udp1 set dst_addr_ $skupina2  ;# prirazeni adresy skupine 2 
$udp1 set dst_port_ 0   ;# prirazeni portu skupine 2 
$udp1 set fid_ 11   ;# prirazeni barvy datovemu toku 
 
# Vytvoreni aplikace konstantniho datoveho toku pro n1 
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set cbr2 [new Application/Traffic/CBR] ;# vytvoreni aplikace 
$cbr2 attach-agent $udp1   ;# pripojeni aplikace k agentovi 
 
# Vytvoreni prijimacu (agentu) a pripojeni k uzlum 
set prijemce1 [new Agent/Null] 
$ns attach-agent $n(5) $prijemce1 
set prijemce2 [new Agent/Null] 
$ns attach-agent $n(6) $prijemce2 
set prijemce3 [new Agent/Null] 
$ns attach-agent $n(7) $prijemce3 
set prijemce4 [new Agent/Null] 
$ns attach-agent $n(5) $prijemce1 
set prijemce5 [new Agent/Null] 
$ns attach-agent $n(6) $prijemce2 
set prijemce6 [new Agent/Null] 
$ns attach-agent $n(7) $prijemce3 
 
# Nacasovani udalosti (spusteni/zastaveni toku dat, pripojovani/odpojovani ke/ze skupin) 
$ns at 0.5 "$cbr1 start" 
$ns at 0.5 "$cbr2 start" 
 
$ns at 1.0 "$n(5) join-group $prijemce1 $skupina1" 
$ns at 1.5 "$n(6) join-group $prijemce2 $skupina1" 
$ns at 2.0 "$n(7) join-group $prijemce3 $skupina1" 
 
$ns at 2.5 "$n(5) join-group $prijemce4 $skupina2" 
$ns at 3.0 "$n(6) join-group $prijemce5 $skupina2" 
$ns at 3.5 "$n(7) join-group $prijemce6 $skupina2" 
 
$ns at 4.0 "$n(5) leave-group $prijemce1 $skupina1" 
$ns at 4.5 "$n(6) leave-group $prijemce2 $skupina1" 
$ns at 5.0 "$n(7) leave-group $prijemce3 $skupina1" 
 
$ns at 5.5 "$n(5) leave-group $prijemce4 $skupina2" 
$ns at 6.0 "$n(6) leave-group $prijemce5 $skupina2" 
$ns at 6.5 "$n(7) leave-group $prijemce6 $skupina2" 
 
$ns at 9.5 "$cbr1 stop" 
$ns at 9.5 "$cbr2 stop" 
 
# Ukoncovaci procedura 
$ns at 10.0 "finish" 
proc finish {} { 
   global ns myTRACE myNAM 
   $ns flush-trace 
   close $myTRACE 
   close $myNAM 
   exec nam out.nam & 
   exit 0 
} 
 
# Rychlost animace 
$ns set-animation-rate 3.0ms 
 
# Spusteni instance Simulatoru 
$ns run 
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Příloha H: Skript BGP úlohy č.1 
 
# skript pro vypocet casu odesilani zprav KEEPALIVE mezi vybranymi  
# spusteni skriptu: perl ka.pl <trasovaci soubor> <uzel A> <uzel B> > graph.tr 
 
$infile=$ARGV[0]; 
$fromnode=$ARGV[1]; 
$tonode=$ARGV[2]; 
 
$count = 0; 
 
open (DATA,"<$infile") 
 || die "Nemohu otevrit $infile $!"; 
 
while (<DATA>) { 
   
 @x = split(' '); 
 if ((@x[0] eq '+') && (@x[4] eq 'tcp') && (@x[5] eq '59')) {  
 if ($count != 0) {  
 if (@x[2] eq $fromnode) { 
 if (@x[3] eq $tonode) { 
  $perioda = @x[1]-$temp; 
  print "@x[1] $perioda\n"; 
  $temp = @x[1]; 
 }  
 } 
 } else { 
  $temp = @x[1]; 
  $count = 10; 
 } 
 } 
} 
 
close DATA; 
exec("xgraph -bar -brw 1 -nl -ng graph.tr -geometry 900x400 &"); 
exit(0); 
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Příloha I: Skript BGP úlohy č.6 
 
# David Sobotka, 74612, 
# FEKT VUT v Brne, dimplomova prace 2010 
 
#!/bin/bash 
# Skript, ktery konvertuje BGP zpravy z logovaciho souboru  
# do komentaru (trace-annotation) pro NAM zaclenenim primo 
# do trasovaciho souboru, s pouzitim unixovych prikazu 
# 'sort', 'awk' a 'sed' 
 
# Extrakce zprav a casu kdy byly generovany z logovaciho  
# souboru bgpd7.log uzlu BGP7 do souboru bgpd7.msg  
# (tj. vyjmuti datumu a systemoveho casu) 
# Kazda radka BGP logovaciho souboru ma format: 
# <datum> <cas> <cas simulace> BGP: <zprava> 
# Nova radka po extrakci v souboru bgpd7.msg bude mit tedy format: 
# <cas simulace> BGP: <zprava> 
awk '{print $3 " bgpd7" substr($0,index($0,"BGP: ")+3) }' < bgpd7.log > bgpd7.msg 
 
# V pripade spojeni vice logovacich souboru, je treba je sloucit 
# v serazenem poradi do jednoho vystupniho souboru 
# Napr: pro bgpd6.log a bgpd7.log: 
# sort --merge --general-numeric-sort bgpd6.msg bgpd7.msg > bgpdx.msg 
 
# Prevod do formatu komentaru (annotation) pro NAM, s vystupem do bgplog.nam 
# Vystup do formatu pro NAM musi vypadat nasledovne: 
# v -t <cas simulace> - sim_annotation <cas simulace> <cislo sekvence> <komentar> 
awk 'BEGIN { n=1 } { print "v -t " $1 " -e sim_annotation " $1 " " n " "$0 ; ++n }' < 
bgpd7.msg > bgplog.nam 
 
# Smazani znaku "[" a prevod znaku "]" na znak ":" 
# DUVOD: NAM se pokousi vyraz v hranatych zavorkach interpretovat jako prikaz 
sed --in-place 's/\[//g' bgplog.nam 
sed --in-place 's/]/:/g' bgplog.nam 
 
# Spojeni puvodniho trasovaciho souboru pro NAM out.nam  
# s vytvorenym logem s BGP zpravami 
sort --merge --numeric-sort --field-separator=" " --key=3 out.nam bgplog.nam > 
fin_log.nam 
 
 
