Introduction still 27 kJ/mol difference for a 135-atom model) [20] or 38 kJ/mol between models of 77 and 177 atoms in 4-oxalocrotonate tautomerase [13] . This shows that the QM-cluster approach requires careful selection of the QM system and that results obtained with less than ~150 atoms should be considered with caution.
Even worse, we have shown that QM-cluster energies can differ by over 60 kJ/mol even for QM systems of over 400 atoms, depending on whether atoms have been selected for the QM system with respect to their distance to the active site or with respect to their energetic influence in a QM/MM free-energy perturbation technique [16] . Moreover, Sumowski and Ochsenfeld have shown that QM-cluster energies can differ by 45 kJ/mol between calculations with 300 and 1637 atoms in the QM system [21] . Both these studies were performed without changing the geometry of the QM systems in order to avoid effects of the local minima problem. However, it has been suggested that the lack of geometry optimisation will artificially slow down the convergence of the energies with respect to the size of the QM system and that these results therefore are not relevant for the standard QM-cluster approach [3, 20] .
Even if the QM/MM approach includes all atoms of the enzyme, there is still a division between atoms treated by QM or by MM. Intuitively, the effect of converting a group from QM to MM is expected to be less drastic than converting it from QM to nothing or to a continuum solvent. Unfortunately, this is not necessarily the case. In a direct comparison of convergence of QM and QM/MM methods with respect to the size of the QM system, we showed that standard (electrostatic-embedding) QM/MM showed only a slightly better mean absolute error than a pure QM calculation (17 compared to 21 kJ/mol) and actually a slightly larger maximum error (57 compared to 56 kJ/mol) over 40 systems with 46-446 atoms in the QM system [22] . The problem seems to be the junctions and electrostatic interactions between the QM and MM systems. However, with a carefully designed mechanical-embedded QM/MM method the mean absolute error and maximum errors could be decreased to 7 and 28 kJ/mol, respectively. Also in these studies, all geometries were kept fixed. Eriksson and coworkers have shown a variation of QM/MM reaction and activation energies of up to 40 kJ/mol with QM systems of 55-96 atoms (with optimised geometries) [23] . Ochsenfeld and coworkers have also studied the convergence of QM/MM calculations (for both energies and NMR shifts) with respect to the size of the QM and suggested that systems of 200-1000 atoms are needed for convergence [21, 24, 25] . They have also concluded that the convergence of QM/MM is typically better than of QM-cluster calculations.
Based on these and related studies [26, 27, 28] , we have recently suggested a method (called big-QM in the following) that combines features of the two approaches [17] . It employs the QM/MM method to optimise geometries, using a small QM system. Then, accurate energies are calculated with a very large QM system, consisting of all chemical groups within 4.5 Å of the minimal QM system, as well as all buried charged groups in the protein, and with junctions moved three residues away from the minimal QM system. This gives QM systems of 600-1000 atoms, which can be treated with standard QM software. With such a size of the QM system, the treatment of the surroundings becomes less important, and we showed that three approaches (a continuum solvent, mechanical embedding, and electrostatic embedding) gave results that agreed within 13 kJ/mol for a reaction that preserves the net charge of the active site.
However, such an approach still depends on the size of the QM system used in the geometry optimisation. Recently, Liao and Thiel have observed changes of up to 105 kJ/mol in QM/MM energies when the geometries are optimised with different sizes of the QM system [29] . In this paper, we examine in a systematic way how QM-cluster, QM/MM, and big-QM energies vary when the geometry is optimised either by the QM-cluster or QM/MM approach using different sizes of the QM system. The results show that geometry optimisations do not solve the convergence problem of QM-cluster energies, but that big-QM energies are reasonably independent on the QM systems used in the QM geometry optimisations. In addition, we also show that the QM-cluster method is much more sensitive to the size of the QM system used in the geometry optimisation than QM/MM methods and that different approaches to fix atoms give different results. However, quite satisfactorily, for QM systems of >200 atoms QM-cluster and QM/MM geometry optimisations give similar results.
Methods

The protein
The calculations were started from our previous QM/MM structure of [Ni,Fe] hydrogenase [16, 26, 30] . It is based on the 1.81-Å crystal structure of the Ser499Ala mutant from Desulfovibrio fructosovorans [31] . Residues more than 27 Å from the active-site Ni ion were deleted and solvation water molecules were added to the protein, forming a sphere with radius 33 Å. This gave 602 protein residues, 1045 water molecules, and a total of 12178 atoms. All Lys, Arg, Asp, and Glu residues were assumed to be charged, except Glu-25, which shares a hydrogen atom with the Ni ligand Cys-543, and Glu-S16 (an initial S refer to the small subunit, whereas residue numbers without S refer to the large subunit), which is involved in the proton-transfer path from Cys-543 to the protein surface. Cys ligands coordinating to metals were deprotonated. Among the His residues, His-S92, S160, 481, and 549 were protonated on the ND1 atom, His-S13, 27, 66, 113, 118, 121, 123, 210, 228, 349, 367 , and 419 were protonated on the NE2 atom, and His-79, 115, 204, 305, and 538 were protonated on both these atoms. The added protons and water molecules were equilibrated, whereas the heavy atoms were kept at the crystal structure [30] .
QM/MM calculations
The QM/MM calculations were performed with the COMQUM software [32, 33] . In this approach, the protein and solvent are split into two subsystems: System 1 was the QM system and it was relaxed by QM methods. System 2 consisted of the remaining part of the protein and the water molecules. It was kept fixed at the original coordinates (the crystal structure for the heavy atoms).
In the QM calculations, system 1 was represented by a wavefunction, whereas all the other atoms were represented by an array of partial point charges, one for each atom, taken from MM libraries (i.e. electrostatic embedding). When there is a bond between systems 1 and 2 (a junction) the hydrogen link-atom approach was employed: The QM system was capped with hydrogen atoms (H link atoms, HL), the positions of which are linearly related to the corresponding carbon atoms (C link atoms, CL) in the full system [32, 34] . All atoms were included in the point-charge model, except the CL atoms [22] .
The total QM/MM energy in COMQUM is calculated as [32, 33] :
where E QM1+ptch2 HL is the QM energy of the QM system truncated by HL atoms and embedded in the point charges modelling system 2 (but excluding the self-energy of the point charges).
HL is the MM energy of the QM system, still truncated by HL atoms, but without any electrostatic interactions. Finally, E MM12,q 1 = 0 CL is the classical energy of all atoms in the system with CL atoms and with the charges of the QM system set to zero (to avoid double-counting of the electrostatic interactions). By this approach, which is similar to the one used in the Oniom method [35] , errors caused by the truncation of the QM system should cancel.
The geometry optimisations were continued until the energy change between two iterations was less than 2.6 J/mol (10 -6 a.u.) and the maximum norm of the Cartesian gradients was below 10 -3 a.u. The MM calculations were performed with the Amber software [36] , using the Amber 1999 force field [37, 38] .
QM calculations
All QM calculations were run with the Turbomole 6.1 software [39] using the Becke 1988-Perdew 1986 (BP86) density functional [40, 41] together with the def2-SV(P) basis set [42] . The calculations were sped up by expanding the Coulomb interactions in auxiliary basis sets, the resolution-of-identity approximation using the auxiliary basis sets corresponding to the def2-SV(P) basis set [43, 44] . The big-QM calculations used also the multipole-accelerated resolution-of-identity J approach (marij keyword).
In some cases, solvation effects were estimated by single-point calculations using the continuum conductor-like screening model (COSMO) [45, 46] . These calculations were performed with default values for all parameters (implying a water-like probe molecule) and a dielectric constant of 4. For the generation of the cavity, we used the optimised COSMO radii in Turbomole (1.30, 2.00, 1.83, 1.72, and 2.16 Å for H, C, N, O, and S, respectively [47] and 2.0 Å for the metals [48] ).
The geometry optimisations employed 50 different sizes of the QM system, taken from our previous study [16] . We started from a minimal QM system (Q0, shown in Figure 1 ) consisting of the Fe and Ni ions, the CO and the two CNligands, four CH 3 Sgroups as models of the Cys ligands, imidazole as a model of His-79, and CH 3 COOH as a model of Glu-25, which forms a hydrogen bond to Cys-543. This system was then successively enlarged by adding 20 or 30 chemical groups (not full residues) from the protein, either according to their distance to Q0 (D1-D20) or according to their energy contribution to the QM/MM free-energy difference in a previous study [26] (E1-E30) [16] . The added groups are listed in the tables below. The D2-D15 QM systems differed slightly from those previously used [16] in that two atoms were added, the back-bone O atom of Gly-73 and the H atom of Val-74, thereby avoiding two connected junctions, which gave problems in QM/MM optimisations. In QM systems D5-D8, atoms O of Ile-544 and H of Ala-545 were also added for the same reason. With these changes, D8 became identical to D9.
In addition, big-QM calculations [22] were performed, using QM system C in ref. no. 22, i.e. all groups within 4.5 Å of the minimal QM system Q0 without the Glu-25 model, with junctions moved three residues away, and including all buried charged groups in the protein that are directly connected to the central QM system. To reduce the number of junctions, we also added the side-chain methyl group of Thr-210, as well as the back-bone O atom of Val-496 and the H atom of Val-497. In addition, we added some groups that are optimised in the D1-D20 and E1-E30 systems but not included in the big QM system: the side-chains of Thr S18 , Arg-23, Asp-63, Arg-85, Asp-88, Arg-103, Asp-126, and His-538, as well as the N, HA, and C atoms of Leu-479, and two water molecules close to the active site. As the present calculations were based on the protein set-up in ref. no. 16, this big-QM system differed in the protonation state of His-S13 and 27, doubly protonated in ref. no. 22 but protonated only on the NE2 atom in the present calculations. Therefore, the big-QM was neutral in the present calculations and it contained 764 atoms (5368 basis functions and 2930 electrons). This big-QM system is shown in Figure 2 .
The big-QM calculations were performed with a point-charge model of the surroundings, because this gave the fastest convergence in our previous study [17] . To the big-QM energy, we added a MM correction, E MM12,
HL
, although it turned out to almost negligible for this large QM system (0.0±0.1 kJ/mol for the 50 different optimised QM systems with a maximum of 1.3 kJ/mol).
The geometry optimisations were performed either using the QM-cluster or the QM/MM approaches. The former approach was used only for QM systems D1-D20 and with three different sets of fixed atoms. In the first set, the HL atoms were fixed (H-fix). In the second set, we fixed instead the heavy atom to which HL is bound (C-fix). In the third set, both these atoms were fixed, as was recently recommended by Siegbahn (S-fix) [49,50. All geometry optimisations employed the DFT-D2 dispersion correction [51] and the QM-cluster optimisations were performed in the COSMO continuum solvent.
For accurate reaction energies, basis-set extrapolations, zero-point vibrational energy, thermal corrections, and tests with different DFT functionals should be performed [17] . However, for these convergence studies such calculations are not needed (and they would be extremely costly for the large QM systems). Moreover, our previous studies show that these corrections are small and partly cancelling, giving a net lowering of the HID-HIP reaction energy of only ~4 kJ/mol.
Result and Discussion
In this paper, we study the effect of geometry optimisations on QM-cluster, QM/MM, and big-QM calculations. We use the same test system as in our previous studies [16, 17, 22, 26, 30] , viz. a simple proton-transfer reaction in [Ni,Fe] hydrogenase that has been shown to be sensitive to the surroundings. The active site of this enzyme is a binuclear Ni-Fe cluster, in which the Fe ion is coordinated to one CO and two CNligands, as well as two Cys residues. These two Cys residues are also ligands of the Ni ion, which is coordinated by two additional Cys residues. One of the bridging Cys ligands, Cys-546 forms a hydrogen bond to the ND1 atom of His-79. The proton involved in this hydrogen bond can reside either on the Cys residue (called the HID state) or on the His residue (called the HIP state). The proton moves by only ~0.6 Å in this reaction, with minimal movements of the other atoms in the active site as can be seen in Figure 1 .
Our previous studies have shown that the two states have the same energy when calculated for the small Q0 QM system in vacuum. However, if the closest groups are added to the QM system, the HIP state becomes strongly favoured and the reaction energy stabilises at 110-120 kJ/mol after the addition of ~13 groups (i.e. the QM system D13), both if the calculations are performed in a vacuum or in the COSMO continuum solvent [16] . Likewise, the reaction energy converges if groups are instead added according to their importance in a QM/MM free-energy study [26] after the addition of about ~20 groups (i.e. the QM system E20). Unfortunately, in this case, the reaction energy is lower, 40-60 kJ/mol [16] , showing that even with QM systems of >400 atoms, there may still be energy differences of ~60 kJ/mol depending on how the added residues are selected. QM/MM free-energy perturbations and big-QM calculations have indicated that that the latter estimate is probably more reliable [17, 26] .
Of course, this is problematic for the QM-cluster approach, because it usually employs QM systems of 100-200 atoms. However, it has recently been argued that this poor convergence of the cluster energies is caused by the fact that the QM systems were not optimised [3, 20] . In this paper, we test this suggestion by recalculating the energies after geometry optimisations. These calculations have been done for 20 systems, for which the groups where added according to their distance to the active site (D1-D20) and for 30 systems, for which the groups were added according to their QM/MM free energies (E1-E30). Unfortunately, it is not evident how to perform geometry optimisations for large QM systems, especially when not all groups are connected. Therefore, we have tested four different approaches. First, we optimised all structures by QM/MM calculations, for which the MM system ensures that the structure does not diverge significantly from the crystal structure. After the QM/MM geometry optimisation, the MM system was removed and QM-cluster energies were calculated in vacuum or in the COSMO continuum solvent with a dielectric constant of 4. To test the stability of our recently suggested big-QM approach [17] , we also calculated big-QM energies with a 764-atom QM system (i.e. taking some of the coordinates from the MM system), shown in Figure 2 .
Alternatively, we performed QM-cluster optimisations of the isolated QM systems. In accordance with the QM-cluster approach, some atoms close to the positions where the QM system is truncated were kept fixed in these calculations, in order to avoid unphysical movements of the atoms when the surroundings are removed. We tested three different schemes to select the fixed atoms:
• H-fix: The HL atoms were fixed, i.e. the atoms that were converted to H atoms during the truncation. • C-fix: We fixed the heavy QM atom, to which the HL atoms are bound (XL). This has been the standard approach to fix atoms previously [1, 52] . • S-fix: Both the XL and HL atoms were fixed. This is the approach recently recommended by Siegbahn [49, 50] . It typically gives three fixed atoms for each truncated amino acid, because they normally have two junctions, e.g. from the backbone N and C atoms, when cut at the CA atom. These approaches were tested for the D1-D20 QM systems, but not for the E1-E30 systems, because the latter contain some groups that are not connected (by covalent or hydrogen bonds) to the other residues and therefore could move much during the geometry optimisations, even if one end of the group is fixed (cf. Figure 3) . In some cases, the HID state turned out not to be a stable state. Therefore, it was obtained by restraining the S-H distance of the moving proton to 1.405 Å (the distance in the optimised Q0 structure in vacuum). Table 1 shows the results obtained for the D1-D20 QM systems optimised with the QMcluster method with the S-fix scheme. It can be seen that during the geometry optimisation, the atoms move by 0.25-0.53 Å on average (excluding the fixed atoms), with a slightly decreasing trend as the optimised system grows larger (from 63 to 274 atoms). However, a closer look shows in many cases quite extensive changes in the active-site geometry. In particular, for most of the D2-D10 systems, one of the CNligands moves to a position where it bridges the two metal ions, with nearly equal Ni-C and Ni-N distances for the HID states (~2.1 Å), cf. Figure 3 . In five HID cases, it is also connected with a dissociation of the Cys-546 ligand from the Ni ion.
QM-cluster optimisations
However, once a model of the guanidine side chain of Arg-476 is included in the QM system in D11, the active-site structure is intact, with variations of the Fe-and Ni-ligand distances of less than 0.03 Å and less than 0.07 Å for the Ni-Fe distance (cf. Table S1 in the supplementary material). The covalent S-H and N-H bond lengths of the groups involved in the hydrogen bond are constant within 0.01 Å, whereas the hydrogen-bond distances involving the moving hydrogen atom show variations of up to 0.16 Å.
The energy difference between the HID and HIP state varies between 15 and 120 kJ/mol. For the D2-D10 systems, with their large changes in the active-site geometry, it differs by up to 67 kJ/mol from the calculations without any geometry optimisation. However, for D11-D20 the difference is less than 9 kJ/mol and the energy still converges towards ~120 kJ/mol. This shows that the geometry optimisations have a quite restricted influence on the studied energy as long as the active-site geometry is not distorted.
We also tested QM-cluster optimisations with the H-fix and C-fix schemes. However, the results in Tables 1 and S1 show even larger changes in the active-site geometry. In particular, the His-79 group rotated away from the Cys-546 group in the HIP state of systems D2-D5 to instead form a hydrogen bond to the back-bone carbonyl group of Cys-75, cf. Figure 5 . Therefore, these calculations were not pursued beyond the D6 state and the results agree with Siegbahn's suggestion that the S-fix scheme is preferred for QM-cluster optimisations [49, 50] .
QM/MM optimisation on the of the D1-D20 systems
Finally, we optimised systems D1-D20 also with the QM/MM approach. The results of these calculations are collected in Table 2 . It can be seen that the geometries change appreciably less than in the QM-cluster optimisations, by 0.10-0.17 Å, although no atoms in the QM system were kept fixed in these calculations. This shows that QM-cluster calculations with fixed atoms do not make the systems too rigid, as is often assumed [50] , but rather too flexible, owing to the omission of the surroundings. For the QM/MM optimisations, the average movement of the QM atoms slowly increases as the number of optimised atoms is increased.
The active-site geometry is very stable in the QM/MM optimisation (cf. Table S2 ): The metal-ligand distances show variations of 0.01-0.04 Å over the 20 systems, whereas the Ni-Fe distance varies by up to 0.08 Å. The hydrogen-bond distances for the moving hydrogen show a much larger variation of up to 0.48 Å for the N-H distance in the HID state and 0.74 Å for the S-H distance in the HIP state. However, this variation is mainly caused by the D3-D5 HID structures and the D16 HIP structure. Excluding these deviating states, the variations are only 0.17 and 0.27 Å, respectively. For the larger systems, the obtained active-site geometries are quite similar to those obtained with the QM-cluster approach. For example, for the D11-D20 systems, the metal-ligand distances differ by up to 0.04 Å, the Ni-Fe distance by up to 0.09 Å, whereas the flexible hydrogen-bond distance differs by up 0.50 Å in the HID state and by up to 0.42 Å in the HIP state.
For the QM/MM-optimised structures, we calculated reaction energies with five different methods. First, we calculated vacuum and COSMO energies for the isolated QM systems. They are directly comparable to the old calculations with fixed geometries [16] and the results in Table 2 show that they are closely similar. The mean absolute difference (MAD) between the results obtained with and without geometry optimisations is 6 and 7 kJ/mol for calculations in a vacuum and with the COSMO continuum solvent, respectively, with a maximum of 15 and 11 kJ/mol. For both calculations, the deviations are positive for the small QM systems (D1-D6) and negative for the large QM systems (D10-D20), and for the vacuum calculations, the deviations are largest (in absolute terms) for the smallest systems (D1-D5).
The COSMO energies are also directly comparable to the energies obtained with the QMcluster optimisations. Quite satisfactorily, it can be seen that for the D11-D20 systems (for which the cluster optimisations did not distort the active-site structure), the two methods give similar results with a MAD of 6 kJ/mol and maximum deviations of up to 8 kJ/mol. This shows that as soon as the QM system is big enough to not give distorted structures, the two approaches give similar results. In particular, this means that also for the QM/MM optimisations, the energy difference converges to ~118 kJ/mol for D14-D20.
The raw QM/MM energies also give estimates of the energy difference between the HID and HIP states. For a perfect QM/MM method, all QM systems would give the same result. For the five smallest QM systems this is not the case. Instead, the calculations give a low QM/MM energy of 1-15 kJ/mol. However, as soon as the junctions of the His-79 residue is moved to the neighbouring residues in D6, the QM/MM energy goes up to 42 kJ/mol and gets rather stable, although it still shows a slowly increasing trend. Yet, the variation (up to 20 kJ/mol) is smaller than for the QM-cluster vacuum or COSMO energies (variations of up to 57 and 26 kJ/mol for the same systems). The E QM1+ptch2 HL term gives similar results (actually with a slightly smaller variation), showing that the MM contribution is small (less than 6 kJ/mol for all systems, and less than 3 kJ/mol for D11-D20).
Finally, we calculated also big-QM energies for the same geometries with the 678-atom QM system in Figure 2 . From the results in Table 2 , it can be seen that these energies are much more stable, 47-61 kJ/mol with an average of 56±1 kJ/mol over all 20 optimised systems. The largest variation is found when the junctions of the first-sphere ligands are moved to the neighbouring residues (systems D1-D6) and when His-481 is included in the optimised system (D10). For QM systems D10-D20, the variation is less than 6 kJ/mol. This shows that the big-QM approach gives very stable energies even if the optimised QM system is varied from 46 to 274 atoms.
QM/MM optimisations of the E1-E30 systems
We have also performed geometry optimisations of QM systems E1-E30. In this case, we used only the QM/MM method, because some charged groups are not connected to the active site, as can be seen in Figure 3 . This is also reasonable considering the results from the D1-D20 systems, showing that QM/MM gives the most reliable structures, which are similar to those obtained with QM-cluster optimisations for the largest QM systems.
The results of the geometry optimisations are shown in Tables 3. From these, it can be seen that the atoms move slightly less in the E1-E30 systems than in the D1-D20 systems, 0.08-0.16 Å on average, with a similar increasing tendency with the size of the QM system.
The active-site geometries are very stable (collected in Table S3 ): The metal-ligand distances vary by 0.01-0.05 Å for the various QM systems and the Ni-Fe distance vary by up to 0.07 Å. As usual, the N-H hydrogen-bond distance in the HID state shows a quite large variation, 1.77-2.41 Å, but the S-H hydrogen-bond distance in the HIP state shows a much smaller variation, 2.08-2.20 Å. The average metal-ligand distances over the E1-E30 systems differ by 0-0.02 Å from the average distances over the D1-D20 systems (optimised by QM/MM), whereas the Ni-Fe distance differs by 0.01-0.02 Å, the N-H hydrogen-bond distance by 0.05 Å, and the S-H hydrogen-bond distance by 0.12 Å, indicating that the results are essentially identical.
We have studied the same energy differences between the HID and HIP states as for the D1-D20 states ( Table 3 ). The QM vacuum energies show quite large variations, -4 to 56 kJ/mol, but for E13-E30, it is reasonably converged to 24-56 kJ/mol. The COSMO calculations show a somewhat smaller variation, 36-79 kJ/mol with the largest and smallest values obtained for the E19 and E26 systems.
If the results are compared to the corresponding calculations without geometry optimisations, it can be seen that the two results are closely similar: The MAD for both the vacuum and COSMO calculations is only 4 kJ/mol. The maximum deviation is 14 kJ/mol, but the deviation is above 9 kJ/mol only for the E13 system, both in vacuum and in the COSMO continuum solvent. Thus, the present calculations clearly show that geometry optimisations have a very small effect on the HID-HIP energy difference. In particular, the large difference between the converged results of the D (~110 kJ/mol) and E (64 kJ/mol with COSMO) approaches remains and it is certainly not affected by the geometry optimisations, as has been recently suggested [3, 20] .
The QM/MM energies show a larger variation than the vacuum energies, -17 to 51 kJ/mol. However, at E13, convergence has been reached and for all the larger systems, the energy difference has stabilised to 37-51 kJ/mol, i.e. appreciably better than for both the vacuum (24-56 kJ/mol) and the COSMO calculations (36-79 kJ/mol). Again, it seems to be crucial to include the back-bone of His-79 to stabilise the energies (E12). The E QM1+ptch2 HL energy gives similar results (-14 to 64 kJ/mol), but they differ somewhat more from the QM/MM energies than for the D systems, because the MM term is rather large for some systems, up to 16 kJ/mol for E21.
The big-QM calculations give stable results, 43-69 kJ/mol and 57±1 kJ/mol on average. They show a slight increase to E7 (when the back-bone around Cys-72 is added) and then a decrease to E13 (when the back-bone around His-79 and a water molecule that forms hydrogen bonds to the backbone of three of the active-site residues, including His-79, are added).
Conclusions
In this paper, we have studied the effect of geometry optimisations for energies calculated with QM-cluster, QM/MM, and big-QM methods. We have used the same test case as in our previous convergence studies of these methods and QM/MM free energy perturbations [16, 17, 22, 26] , the proton transfer between His-79 and the Ni ligand Cys-546 in [Ni,Fe] hydrogenase, which has been shown to be very sensitive to the surroundings. In most previous studies, we have kept the surroundings outside the 46-atom Q0 QM system fixed at the crystal structure, whereas we here optimise an increasing number of atoms, from 56 to 362, testing 50 different optimised QM systems. Several important results are obtained.
• We have tested four different methods for the geometry optimisations. QM/MM optimisations give the most stable and reliable results. QM-cluster optimisations always give larger changes in the structures and for the smaller QM systems, large changes in the active-site structure are observed (when not all groups forming hydrogen bonds to the metal ligands are included). Fixing both the XL and HL atoms [49, 50] improves the results somewhat, but does not fully avoid major changes in the structure. However, for the largest QM systems, both energies and active-site structures obtained from optimisations with the QM/MM and the QM-cluster methods are similar. • The energy difference between the HID and HIP states, calculated with QM-cluster calculations in vacuum or in a continuum solvent with a dielectric constant of 4, is amazingly insensitive to the geometry optimisations: The energy changes by less than 10-14 kJ/mol, with a MAD of 4-7 kJ/mol. This should be compared to the reaction energies themselves, which change between -4 and 108 kJ/mol for the vacuum energies and between 36 and 113 kJ/mol for the COSMO energies for the same variation of the size of the QM systems. • In particular, the geometry optimisations do not improve the convergence of the QM cluster calculations, as has been recently suggested [3, 20] : The two approaches to add residues to the QM system, by their distance (D1-D20) or by their QM/MM freeenergy contribution (E1-E30), still converge to results that differ by ~60 kJ/mol as can be seen in Figure 6 . The reason for this is that the convergence of the D calculations is only apparent, because important residues are missing even in D20, as is evident from the big-QM calculations. • The QM/MM energy differences show an almost as slow convergence as the QMcluster vacuum energies and a worse convergence than the COSMO energies. However, they do not show the large discrepancy between the D1-D20 and E1-E30 systems as the QM-cluster calculations. This indicates that most of the effect of the missing residues in D20 can be recovered by including them as point charges. Moreover, the convergence is strongly improved as soon as the junctions are moved away from the active-site residues and with the largest QM systems, QM/MM actually converges towards the big-QM results for both the D and E systems. • Single-point big-QM energies, which are obtained for QM systems where all residues within 4.5 Å of the minimal active site, junctions are moved three residues away from the active site, and all buried charged groups are included (764 atoms) are amazingly stable to the size of the optimised QM system, with variations of 14-26 kJ/mol for the 50 different optimised QM systems and almost the same average for the two approaches (D and E), 56-57±1 kJ/mol. In conclusion, the present results show that great caution is needed to obtain reliable results with the QM-cluster approach, requiring a careful selection of the residues to include in the QM system. Clearly, all groups forming hydrogen-bonds to the active site need to be included. Fixing 2-3 atoms for each truncated residue is highly recommended. Still, there is a great risk that the QM system is too flexible and that important interactions with buried charges inside the protein are ignored -for the present test case, no QM-cluster approach would give reliable results.
Instead, we recommend the QM/MM method for the geometry optimisations, which seems to give reliable and stable structures, even with small QM systems. However, the QM/MM energies are quite unstable and we recommend the big-QM approach [17] (preferably combined with free-energy methods) for reliable energies. In particular, we emphasize the importance of moving junctions away from the active site. A strong advantage with the QM/MM structures is that coordinates for all atoms are obtained so that the effect of using different QM systems in single-point energy calculations can easily be tried without redoing the optimisations. The present results also show that keeping the surrounding protein fixed at the crystal structure is a reasonable approximation which minimises the risk of ending up in different local minima for the various states in an enzyme mechanism, an important problem for the QM/MM approach [7, 8] .
Of course, the present results are strictly only valid for the present [Ni,Fe] hydrogenase test case. The investigated reaction is special in that it involves a minor change in the structure of the active site and that it is very sensitive to the surroundings. [Ni,Fe] hydrogenase is also unusual in that it contains a large number of charges buried inside the protein. Still, our results point out possible problems of the various approaches and how they can be solved, indicating that both standard QM-cluster and QM/MM studies must be interpreted with caution and that a thorough investigation of the convergence of the results is recommended. In future publications, we will test similar methods on other systems. Table 2 . Results of the QM/MM optimisations of QM systems D1-D20. The table lists the residue that is added for each QM system, the number of atoms (#atm), the minimum distance between the added group and the minimal QM system Q0 (dist in Å), the average movement of the optimised atoms (∆r in Å) and the energy difference between the HID and HIP states (∆E in kJ/mol). For the latter, we give five measures from the present calculations with geometry optimisation (Optimised) and two from the old calculations without geometry optimisation [16] Bridging of one of the CNligands in the D10 HID model. The geometries before and after the geometry optimisation are shown in thin and thick lines, respectively. Hydrogen atoms are omitted for clarity. Figure 5 . Rotation of the His-79 ring in the D2 HIP model optimised with the QM-cluster method and the C-fix scheme. The geometries before and after the geometry optimisation are shown in thin and thick lines, respectively. Hydrogen atoms are omitted for clarity. Figure 6 . Convergence of the various energy differences for the D1-D20 and E1-E30 systems. 
