I propose an estimation strategy for the stochastic time-varying risk premium 
Introduction 7
Asset pricing theories suggest that riskier assets should demand higher ex-8 pected returns. Using Merton's (1973) 
where r m t+1 and r f t are the returns on the market portfolio and risk-free asset,
11
F t is the market-wide information available at time t, and λ t is the coefficient 
The time-varying GARCH-in-mean

30
The generic TVGARCH-in-mean(p,q) is defined as:
where η t is an independent and identically distributed (iid ) zero mean process 32 with unit variance; σ t is a latent conditional standard deviation; (5) (2) and (5),
where (7) is truncated at some lag-orderq withq > p + q + 1. Notably, (7) holds 60 because u t is a martingale difference sequence and z t is a function of lagged 61 values of u t . It follows that estimating θ by the standard generalized method of 62 moments (GMM) using the moments defined in (6) and (7) is not operational, rewrite (6) and (7) using estimates of σ t and u t obtained at some j iteration,
where σ j,t and z j,t denote the filtered estimates of σ t and z t based on θ j , and
finite sample counterpart of (9) is given by the usual sample mean, computing 68 the sample counterpart of (8) is less obvious. The work of Giraitis, Kapetan-69 ios, and Yates (2013) suggests the use of local kernels to construct operational 70 sample counterparts of (8). In turn, a feasible moment condition based on (8)
where iteratively by a two-step procedure. The first step consists of solving (10) for 82 each t, while the second step mimics the work of Linton and Perron (2003) and 83 consists of estimating φ using the sample counterpart of (9). In practise, the 84 kernel-based iterative estimator is as follows:
85
Step 1: Choose starting values λ 0 and φ 0 , such that φ 0 satisfies the second- , and {u 0,t } T t=1 from (2)-(5).
88
Step 2: Given σ
, calculate
k t,τ σ 0,τ r τ , for each t = 1, 2, .., T.
Step 3: Solving the sample counterpart of (9) is equivalent to estimate φ 1 by 90 nonlinear least squares. Calculate
Step 4: Update recursively σ and {u 1,t } T t=1 based on θ 1 .
92
Repeat steps 2-4 j times until θ j converges. Convergence occurs when 93 λ j − λ j−1 2 ≤ ε and φ j − φ j−1 2 ≤ ε, with ε set to 10 −5 . Parameters on 94 the j th iteration are given by:
Finally, three inputs are still necessary to implement the above algorithm: the 96 kernel function, the bandwidth parameter H, and the truncation lagq. in (13) and (14) is seen as the sample mapping, (8) and (9) distributed at the usual √ T rate.
Monte Carlo
I simulate data from (2)- (4) where p = q = 1, η t is normally distributed with 130 zero mean and variance equal to one, and λ t follows a bounded random walk 131 process (see detailed discussion in the online Supplement). The sample size and 132 the number of replications are set to 2,000 and 1,000, respectively.
133 Table 1 
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(apart from H = T 2/10 ). Finally, convergence rates are greater than 98% for all 143 specifications, suggesting that (8) and (9) are ACMs. Return Relation from the Cross-Section of Equity Returns," Discussion paper,
174
Duke University. The left-hand-side, center and right-hand-side graphs display estimates of λt with the Epanechnikov, Gaussian, and the flat kernel functions, respectively. Estimates of λt and the 90% confidence intervals are on the left axis. The bandwidth parameter is equal to H = T 6/10 . The conditional standard deviation is in light blue on the right axis. I perform 1000 replications in the bootstrap algorithm. The shaded areas account for the recession periods from the National Bureau of Economic Research (NBER).
