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PREDICTION AND EVALUATION IN COLLEGE HOCKEY
USING THE BRADLEY-TERRY-ZERMELO MODEL
JOHN T. WHELAN and ADAM WODON
Abstract. We describe the application of the Bradley-Terry model to NCAA Divi-
sion I Men’s Ice Hockey. A Bayesian construction gives a joint posterior probability
distribution for the log-strength parameters, given a set of game results and a choice
of prior distribution. For several suitable choices of prior, it is straightforward to find
the maximum a posteriori point (MAP) and a Hessian matrix, allowing a Gaussian
approximation to be constructed. Posterior predictive probabilities can be esti-
mated by 1) setting the log-strengths to their MAP values, 2) using the Gaussian
approximation for analytical or Monte Carlo integration, or 3) applying importance
sampling to re-weight the results of a Monte Carlo simulation. We define a method
to evaluate any models which generate predicted probabilities for future outcomes,
using the Bayes factor given the actual outcomes, and apply it to NCAA tournament
results. Finally, we describe an on-line tool which currently estimates probabilities
of future results using MAP evaluation and describe how it can be refined using the
Gaussian approximation or importance sampling.
1. Introduction
Sporting events, specifically games between pairs of teams, are a form of paired
comparison experiment, where one team (the winner) is chosen over the other (the
loser). The Bradley-Terry model associates the probability of the outcome of each
paired comparison with the inherent strengths of each team. Estimates of these
strengths can be used to construct a rating system which allows the ranking of
teams based on game outcomes when imbalances in strength of schedule make
simple winning percentage (fraction of games won) an unfair basis for ranking.
Because the strength parameters are also associated with the probabilities of game
results, they can be used to predict the outcome of future games. This paper
considers the application of this technique to NCAA Division I Men’s Ice Hockey,
the highest level of college hockey competition in the United States.
The paper is organized as follows: In Sec. 1.1 we define the Bradley-Terry model
and its use in constructing posterior estimates of team strengths. In Sec. 1.2 we
describe the particulars of the college hockey season and postseason. In Sec. 2
we describe several methods for estimating the posterior predictive probabilities
of the outcome of future games. In Sec. 3, we describe two applications of these
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techniques: the evaluation of the model constructed from the regular season by
use of a Bayes factor associated with NCAA tournament results; and the Pairwise
Probability Matrix, used during the season to construct predicted probabilities for
a team’s ranking associated with the NCAA tournament selection criteria.
1.1. The Bradley-Terry Model
Given a set of t teams, the Bradley-Terry-Zermelo model [2, 19] associates with
each team i = 1, . . . , t a log-strength parameter λi, and defines the probability of
team i winning a given game with team j such that the odds ratio is the ratio of
their strengths, i.e., the probability is
θij =
eλi
eλi + eλj
= logistic(λi − λj) (1.1)
In this paper, we will work in terms of the log-strength λi ∈ (−∞,∞).
Given a series of games among the teams in which a pair of teams i, j play
nij = nji times, the Bradley-Terry model defines a probability for a set of outcomes
D which includes wij wins (and nij − wij losses) for team i against team j:
P (D|{λi}) =
t∏
i=1
t∏
j=1
θ
wij
ij =
t∏
i=1
t∏
j=i+1
θ
wij
ij (1− θij)nij−wij (1.2)
Note that if the order of the outcomes of games between pairs of teams is ignored,
the sampling distribution for wij is
p({wij}|{λi}) =
t∏
i=1
t∏
j=i+1
(
nij
wij
)
θ
wij
ij (1− θij)nij−wij (1.3)
but the inferences about parameters {λi} are unchanged.
The log-likelihood can be written in terms of the total number of wins vi =∑t
j=1 wij as
lnP (D|{λi}) =
t∑
i=1
viλi − 1
2
t∑
i=1
t∑
j=1
nij ln
(
eλi + eλj
)
(1.4)
so that the maximum likelihood equations are
vi =
t∑
j=1
nij
eλ̂i
eλ̂i + eλ̂j
=
t∑
j=1
nij θ̂ij (1.5)
The maximum-likelihood log-strengths {λ̂i} are those for which the predicted num-
ber of wins
∑t
j=1 nij θ̂ij for each team equals the actual number vi. They can be
found, e.g., by Ford’s method, in which one iterates the equation[7]
λ̂i = ln
vi/ t∑
j=1
nij
eλ̂i + eλ̂j
 (1.6)
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Because the maximum-likelihood equations depend only on the differences λ̂i− λ̂j ,
the estimates {λ̂i} are defined only up to an overall additive constant.
Given a prior distribution f({λi}|I) for the log-strengths, the posterior distri-
bution given the game results D will be
f({λi}|D, I) ∝ P (D|{λi}) f({λi}|I) (1.7)
The maximum a posteriori (MAP) estimates {λ˜i} of the log-strengths will be the
solution to
vi +
∂
∂λi
ln f({λj}|I)
∣∣∣∣
{λj=λ˜j}
=
t∑
j=1
nij θ˜ij (1.8)
For the sake of mathematical simplicity, we will often use the Haldane prior1
f({λi}|I0) = constant (1.9)
This is an improper prior but can be formally understood as the limiting form of
a family of normalized priors.
Other convenient families of priors[17] are the generalized logistic prior
f({λi}|Iη) =
t∏
i=1
Γ(2η)
[Γ(η)]2
1
(1 + eλi)η(1 + e−λi)η
(1.10)
and the Gaussian prior
f({λi}|Iσ) =
t∏
i=1
1
σ
√
2pi
exp
(
− (λi)
2
2σ2
)
(1.11)
The Haldane prior is the limit of the generalized logistic prior as η → 0 and the
Gaussian prior as σ →∞.
Since the generalized logistic prior has
ln f({λj}|Iη) =
t∑
j=1
[−η ln(1 + e−λj )− η ln(1 + eλj )]+ constant (1.12)
and
∂
∂λi
ln f({λj}|Iη) = η e
−λi
1 + e−λi
− η e
λi
1 + eλi
= η(1− 2θi0) (1.13)
where θi0 = logistic(λi) is the probability that team i would win a game against
a team with log-strength zero. This means that the MAP equations with the
generalized logistic prior are
η + vi = 2ηθ˜i0 +
t∑
j=1
nij θ˜ij (1.14)
This is just the same as we’d obtain from the maximum-likelihood equations after
the addition of 2η “fictitious games” against a team with log-strength zero, half
1So named because the marginal prior distribution for any θij will follow the Haldane prior
[8, 9], which is the limit of a Beta(α, β) distribution as α, β → 0.
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wins and half losses, for each team. As such, the MAP equations can be solved by
a straightforward extension of Ford’s method.
With the Gaussian prior, the MAP equations become
vi =
λ˜i
σ2
+
t∑
j=1
nij θ˜ij (1.15)
Note that these cannot in general be solved by iterating
λ˜i = ln
 vi − λ˜i2σ2∑t
j=1
nij
eλ˜i+eλ˜j
 (1.16)
as suggested in [12] because, for small values of σ, the argument of the logarithm
may become negative.
1.2. College Hockey
The NCAA (National Collegiate Athletic Association) Men’s Division I Ice Hockey
competition consists, at present, of 60 teams which play approximately 30 to 40
games each during the season. At the end of the season, 16 teams are selected
(the champions of six conference tournaments, plus an additional 10 teams chosen
according to a set of selection criteria related to the outcomes of their games) to
play in a single-elimination tournament to determine the national champion. As
the games during the season are played within six conferences (with one team
currently competing as an independent), with additional non-conference games,
in-season tournaments, and conference playoff tournaments, teams will typically
face schedules of differing strengths. Rating systems have thus been devised to
evaluate their game results more fairly than would be possible by simply comparing
winning percentages (fraction of games won). The selection criteria for the NCAA
tournament are of this sort, notably the ratings percentage index (RPI) which
combines a team’s winning percentage with average winning percentages of its
opponents and opponents’ opponents. The maximum-likelihood Bradley-Terry
strengths are also used, under the name “Ken’s Ratings for American College
Hockey” (KRACH)[3].
In addition to a win or a loss, some college hockey games can end in a tie.
In computing NCAA selection criteria, a team which wins (whether in regulation
play or overtime) is awarded 2 points, a team which loses receives 0 points, and if a
game ends in a tie (after overtime), each team receives 1 point. (Penalty shootouts,
which may occur after a tie in some competitions, are not considered for NCAA
selection purposes.) In principle, one could use an extension of the Bradley-Terry
model with an additional parameter or parameters accounting for the probability
of ties. [13, 5, 10] However, this is complicated by the fact that some college
hockey games can end in ties, while others (mostly conference playoff and NCAA
tournament games, but also some games in in-season invitational tournaments)
continue in overtime until a winner is decided. Rather than keep track of the two
sorts of games, in this work we perform all computations with ties contributing
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0.5 to the win total and 0.5 to the loss total for each team. While this introduces
a conceptual inconsistency (since the formulas were derived without consideration
for the possibility of ties), it poses no impediment to the calculations, and ties are
rare enough that no pathological conclusions have yet been encountered.
2. Posterior Predictive Probabilities
In this paper, we are interested in the calculation of posterior predictive probabil-
ities. I.e., given a set of results D and a choice of prior I, so that the Bayesian
Bradley-Terry model produces a posterior pdf f({λi}|D, I), what is the probabil-
ity that some future games will have outcome O? This outcome may be a specified
set of wins and losses, but it may also be a more coarse-grained alternative, such as
that a particular team is chosen for the tournament field by winning its conference
championship game or finishing the season well enough according to the selection
criteria. If P (O|{λi}) is the probability of that outcome using the Bradley-Terry
model with log-strengths {λi} (which might itself be calculated according to some
non-trivial summation technique) then the posterior predictive probability for O
given the previous results D and prior information I is obtained by marginalizing
over the log-strengths:
P (O|D, I) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
P (O|{λi}) f({λi}|D, I) dtλ (2.1)
While the integrand of (2.1) may be straightforward to construct, the t-dimensional
integral is in general impossible to evaluate analytically and impractical to com-
pute via direct numerical integration. One approach is to draw samples from the
posterior f({λi}|D, I) via Markov Chain Monte Carlo methods, such as the Hamil-
tonian Monte Carlo used in [12]. In this paper, we consider simpler techniques
which apply approximation methods.
2.1. MAP Evaluation
The simplest method is to use the Bradley-Terry model with the team strength
parameters set to their maximum a posteriori values {λ˜i}, and evaluate P (O|{λ˜i}).
This is equivalent to replacing the full posterior f({λi}|D, I) with a t-dimensional
delta function at the MAP point. While this is convenient, it is clearly an over-
simplification, since it fails to account for the posterior uncertainty in the team
strengths.
2.2. Gaussian Approximation
One way to quantify the uncertainty in the posterior, and obtain a better approxi-
mation, is to Taylor expand the log-posterior ln f({λi}|D, I) about the MAP point
and obtain a Gaussian approximation
g({λi}|D, I) = const× exp
−1
2
t∑
i=1
t∑
j=1
[
λi − λ˜i
]
Hij
[
λj − λ˜j
] (2.2)
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where the Hessian matrix {Hij} has elements
Hij = − ∂
2
∂λi ∂λj
ln f({λi}|D, I)
∣∣∣∣
{λk=λ˜k}
= −nij θ˜ij θ˜ji + δij
t∑
k=1
θ˜ikθ˜ki − ∂
2
∂λi ∂λj
ln f({λi}|I)
∣∣∣∣
{λk=λ˜k}
(2.3)
For the Haldane prior, the last term vanishes; for the generalized logistic prior it
is
− ∂
2
∂λi ∂λj
ln f({λi}|Iη)
∣∣∣∣
{λk=λ˜k}
= δij θ˜i0(1− θ˜i0) (2.4)
and for the Gaussian prior, it is
− ∂
2
∂λi ∂λj
ln f({λi}|Iσ)
∣∣∣∣
{λk=λ˜k}
=
δij
σ2
(2.5)
The Gaussian approximation is a multivariate Gaussian distribution with mean
{λ˜i} and a variance-covariance matrix {Σij} which is the matrix inverse of the
Hessian {Hij}. Given a suitable prior distribution, {Hij} is invertible. Using the
Haldane prior produces a Hessian matrix
Hij = −nij θ̂ij θ̂ji + δij
t∑
k=1
θ̂ikθ̂ki =
t∑
k=1
hk`
(k)
i `
(k)
j (2.6)
Where we have decomposed the Hessian matrix using its orthonormal eigenvec-
tors
∑t
i=1 `
(k)
i `
(`)
i = δk`,
∑t
j=1Hij`
(k)
j = hk`
(k)
i , hi ≤ hi+1. There will be at
least one zero eigenvalue h1 = 0, corresponding to the eigenvector {`(1)i } =
{ 1√
t
, 1√
t
, . . . , 1√
t
}. If all of the maximum-likelihood estimates {λ̂i − λ̂j} are finite
and well-determined[1, 14, 4], which will nearly always be the case late in a season
with as many games as college hockey, the other eigenvalues {hi|i = 2, . . . , t} will
all be positive. Since the transformation λi → λi + a`(1)i , for any a ∈ R, doesn’t
change the probabilities P (O|{λi}), we can replace the Gaussian approximate dis-
tribution, which leaves
∑t
i=1 `
(1)
i λi unspecified, and is therefore unnormalizable,
with one which fixes
∑t
i=1 `
(1)
i λi = 0. This is a multivariate Gaussian distribution
whose mean is {λ̂i} and whose variance-covariance matrix is the Moore-Penrose
pseudo-inverse[11] of Hij , i.e.,
Σij =
t∑
k=2
`
(k)
i `
(k)
j
hk
, (2.7)
defined such that
t∑
k=1
ΣikHkj =
t∑
k=1
HikΣkj = δij − `(1)i `(1)j . (2.8)
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Figure 1. Histogram of weights in importance sampling using 1000 draws from a multivariate
(t = 60, one degenerate degree of freedom) Gaussian sampling distribution with to approximate
the Bradley-Terry posterior, starting with the Haldane prior and the results of the 2018-2019
NCAA Division I Men’s Ice Hockey season prior to NCAA tournament selection. The dashed
line indicates average weight of 0.001..
Depending on the specifics of the outcome O, it may be possible to evaluate the
approximate integral
P (O|D, I) ≈
∫ ∞
−∞
· · ·
∫ ∞
−∞
P (O|{λi}) g({λi}|D, I) dtλ (2.9)
analytically using the Gaussian approximation. More likely it will be necessary
to use a Monte Carlo technique, drawing N samples {λ(s)i } from the multivariate
Gaussian distribution Nt({λ˜i}, {Σij}) and estimating
P (O|D, I) ≈ 1
N
N∑
s=1
P (O|{λ(s)i }) (2.10)
2.3. Importance Sampling
Since g({λi}|D, I) is only an approximation to f({λi}|D, I), a natural correction
to (2.10) is to use importance sampling, weighting the probability P (O|{λ(s)i })
8 J. T. WHELAN and A. WODON
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Figure 2. Cross-section (conditional distribution) of the log-posterior ln f({λ(s)i }|D, I) through
the point with the highest weight in the Gaussian importance sampling. While the multivariate
Gaussian is a good approximation for some distance from the MAP point, the presence of t−1 =
59 meaningful parameters means that even seemingly large outliers can occur in the Gaussian
sample.
coming from each Monte Carlo draw by a factor
ws ∝ f({λ
(s)
i }|D, I)
g({λ(s)i }|D, I)
(2.11)
so that
P (O|D, I) ≈
∑N
s=1 wsP (O|{λ(s)i })∑N
s=1 ws
. (2.12)
If there are values of {λi} for which
g({λ(s)i }|D, I)
f({λ(s)i }|D, I)
 1
N
N∑
s′=1
g({λ(s′)i }|D, I)
f({λ(s′)i }|D, I)
, (2.13)
the importance sampling procedure may produce erratic results. We see this effect
when we use the Gaussian approximation for importance sampling. We see in
Fig. 1 that a few outliers produce large weight factors to try to adjust for the
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Figure 3. Marginal probability density function for the normalized distance from the maximum-
likelihood point under multivariate Gaussian random sampling, which is a χ(59) random variable.
Essentially all the probability weight is between 5 and 10 sigma from the ML point..
fact that the tail of the posterior is longer than that of the approximate Gaussian
distribution.
This is illustrated in Fig. 2, which shows a slice through the log-posterior in-
cluding the maximum-likelihood point {λ̂i} and the point {λ(sˆ)i } with the largest
importance sampling weight. The lower x-axis shows the projection of the vector
{λi} onto the unit vector {ui} defined by
ui =
λ
(sˆ)
i − λ̂i√∑t
j=1(λ
(sˆ)
j − λ̂j)2
(2.14)
The upper x-axis shows the normalized distance√√√√ t∑
i=1
t∑
j=1
[
λi − λ̂i
]
Hij
[
λj − λ̂j
]
(2.15)
from the maximum-likelihood point. The largest importance sampling rate occurs
at a normalized distance of 9.072-sigma from the ML point. This is not as large an
outlier as it might seem. With t− 1 = 59 meaningful parameters, the normalized
10 J. T. WHELAN and A. WODON
distance in a Gaussian Monte Carlo will be a chi-distributed random variable with
t−1 = 59 degrees of freedom, whose probability density function is shown in Fig. 3.
It shows that the samples are overwhelmingly likely to be found between 5 and
10 sigma from the ML point. This means that using a “heavy-tailed” distribution
such as the multivariate Student-t distribution will not improve the situation.
While the Student-t distribution has more support at large distances relative to
the maximum-likelihood point, essentially none of the random samples will be near
the ML point. Instead, the differently-shaped tails of the t-distribution would cause
points less far from the ML point to be undersampled relative to points farther out,
producing larger outliers in the normalized weights. This is illustrated in Fig. 2
for a multivariate Student-t distribution with ν = 59 degrees of freedom. The
covariance matrix has been scaled up so that a one-dimensional “slice” through
the maximum, i.e., the conditional distribution [6] is a Student-t distribution with
ν + (t− 1)− 1 degrees of freedom and (pseudo-)inverse scale matrix {Hij}.
Given that the departure of the posterior from normality (at least in this exam-
ple) is a matter of slight skewness than heavy tails, an avenue for future exploration
is importance sampling with a skew distribution, as proposed in [15, 16].
3. Applications
3.1. Evaluation via Bayes Factor
In Sec. 2, we described methods to calculate or approximate the probability of fu-
ture outcomes O using the Bradley-Terry model. We now describe a simple method
for evaluating any set of predictions. Suppose P (O|M1, D, I) and P (O|M2, D, I)
are the probabilities assigned to a future outcome O by two different methods M1
and M2, given past results D and any additional information I. (These should be
defined so that
∑
O P (O|M,D, I) = 1 for any exhaustive set of mutually exclusive
outcomes {O}.) A general method for comparing M1 and M2 is the Bayes factor
B12 =
P (O|M1, D, I)
P (O|M2, D, I) (3.1)
which is the factor by which the posterior odds ratio for M1 over M2 increases
relative to the prior odds ratio:
P (M1|O,D, I)
P (M2|O,D, I) =
P (O|M1, D, I)
P (O|M2, D, I)
P (M1|I)
P (M2|I) = B12
P (M1|I)
P (M2|I) (3.2)
We can apply this technique to any method of generating probabilities for future
outcomes of hockey games (not just Bradley-Terry). We can think of the results
D as “training data” and the outcome O as describing the “evaluation data” of
the rest of the games. We consider a straightforward example, where the training
data are the games of each season prior to tournament selection and the evaluation
data are the NCAA tournament games, with O being the actual sequence of results
which occurred. Note that for this evaluation calculation, we don’t actually need
to know P (O|M,D, I) for each possible outcome, only for the exact sequence of
results which occurred. For convenience, we compare each model to a “tossup
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Figure 4. Evolution of the Bayes factor for the predictions of the maximum likelihood Bradley
Terry model (KRACH) over the 2019 NCAA tournament. .
model” M0 in which each team is assigned a 50% chance to win each game, for
which P (O|M0, D, I) = 2−nO where nO is the number of games in the evaluation
data set. Evidently B12 = B10/B20.
If Mmle is the MAP evaluation method of Sec. 2.1, in which all probabilities
are independently assigned using the maximum-likelihood Bradley-Terry estimates
(the KRACH ratings),
Bmle0 =
nO∏
g=1
2θ̂wglg (3.3)
where wg is the winner and lg the loser of game g. So we see that for each game
predicted “correctly” (winner assigned a greater than 50% probability), the Bayes
factor increases by a factor of up to 2. However, for each game predicted “incor-
rectly” (winner assigned a less than 50% probability), the Bayes factor decreases.
If a result occurs which the model considered impossible, the Bayes factor is zero.
We can illustrate this with the results of the 2019 NCAA tournament, in Fig. 3.1
We see that the Bayes factor using all the results of the tournament is actually
slightly lower than 1. This is because the upset of American International College
defeating St. Cloud State was such a surprise according to the model.
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Figure 5. Evolution of the Bayes factor for the predictions of the three models over the NCAA
tournament since the 16-team format was introduced in 2003: the maximum likelihood Bradley
Terry model (KRACH), a model with a generalized logistic prior with η = 1 and a na¨ıve model
where the probability for a team to win a game is proportional to the square root of its win ratio
(wins divided by losses) without regard to strength of schedule..
If we compute the Bayes factor using the predictions and outcomes of multiple
NCAA tournaments (using the game results from each season to produce proba-
bilities for that season’s tournament), we begin to see distinctions between models.
In Fig. 5 we plot the evolution of this cumulative Bayes factor over the NCAA
tournaments from 2003 (the first year of the current 16-team format) to 2019. In
addition to the maximum likelihood/KRACH model, we plot the Bayes factor for
a model with a generalized logistic prior with η = 1 (estimated using the Gaussian
approximation and 20,000 Monte Carlo draws)2, along with a simple model based
on the win ratios vi/(ni−vi) for each team, where the probability that team i will
beat team j is assumed to be θwrij , where
θwrij
θwrji
=
θwrij
1− θwrij
=
√
vi
ni − vi
nj − vj
vj
(3.4)
2Note that Fig. 5 contains the results of four different Monte Carlo simulations (each with
20,000 draws for each season) plotted on top of one another, to illustrate that the integrals
of the Gaussian-approximated posterior have been estimated accurately. If a similar exercise is
performed with Gaussian importance sampling, the four simulations give vastly different posterior
predictive probabilities, indicating the algorithm is not stable enough to estimate the small
probability associated with one particular sequence of results.
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Pairwise Probability Matrix
These are the results of 20,000 Monte Carlo simulations of the remaining games prior to Selection Day. The winner of
each game in the simulation was determined randomly, weighted by KRACH. When that simulation was completed --
playing out the six conference tournaments -- a Pairwise was calculated based upon those results.
The numbers in the chart represent the percentage of times (among the total simulations run) each team placed in that
spot in the Pairwise. Note that just placing in the top 16 does not indicate the team made it, due to automatic bids (AQ).
Please see below the chart for more information.
Last updated: March 23, 2:58 am
RKTEAM In AL AQ 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
1 St. Cloud State 100% 32% 68% 100%
2 Minnesota State 100% 34% 66% 45% 21% 34%
3 Massachusetts 100% 100% 23% 56% 21%
4 Minnesota-Duluth 100% 68% 32% 32% 23% 45%
5 Quinnipiac 100% 100% 13% 50% 38%
6 Northeastern 100% 26% 74% 36% 38% 4% 13% 9%
7 Clarkson 100% 49% 51% 51% 4% 21% 24%
8 Ohio State 100% 100% 6% 30% 44% 20%
9 Denver 100% 100% 7% 27% 25% 12% 15% 12% 1%
10 Cornell 100% 51% 49% 5% 24% 20% 34% 18%
11 Arizona State 100% 100% 13% 51% 36%
12 Harvard 100% 100% 5% 61% 30% 4%
13 Bowling Green 82% 48% 34% 19% 15% 66%
14 Penn State 49% 49% 32% 17% 51%
15 Notre Dame 51% 51% 29% 20% 2% 49%
16 Providence 91% 91% 2% 68% 30%
17 Union 53% 47%
18 Western Michigan 47% 53%
19 Minnesota
20 North Dakota
Figure 6. An excerpt of the Pairwise Probability Matrix display, displaying estimated prob-
abilities entering the final day of games (2019 March 23) before NCAA tournament selection.
Excerpt from https://www.collegehockeynews.com/ratings/probabilityMatrix.php.
We can see that 17 tournaments of 15 games each are enough to show that the
Bradley-Terry model is clearly preferred to the model using win ratios without
including strength of schedule, which is in turn better than declaring each game a
tossup. It is not enough, however, to establish a preference between the Haldane
and generalized logistic priors, although their predictions have not always been
identical.
3.2. The Pairwise Probability Matrix
The Pairwise Probability Matrix [18] is a tool to predict the probability that
each team will make the NCAA tournament. It typically runs with a few weeks
remaining before the end of the conference tournaments and the selection of the
tournament field. In its current configuration (2018-2019 season), it takes a set of
Bradley-Terry log-strengths {λi} and estimates the probability P (O|{λi}) for an
outcome O (typically a team being selected for the NCAA tournament) as follows:
1. A set of N = 20,000 Monte Carlo trials are run. In each trial:
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(a) The remaining games of the season are simulated; in each game, a
winner is randomly chosen according to the probability predicted by
the Bradley-Terry model. For instance, if team i plays team j, the
probability that i will win is modelled as θij = logistic(λi − λj), and
team i is assigned as the winner if a Uniform(0, 1) random draw is less
than θij .
(b) The games to be played are not pre-determined, but may depend on
the results of other games earlier in the simulation (e.g., the loser of a
game may be eliminated from a conference tournament).
(c) When all the games have been simulated, teams are evaluated accord-
ing to the NCAA selection criteria, including an ordering based on
pairwise comparisons, and automatic qualification for the winners of
conference tournaments.
2. The probability of an outcome O is approximated as the fraction of Monte
Carlo simulations in which it occurs.
At present, the ratings used are the maximum likelihood estimates {λ̂i}, expressed
as KRACH ratings {100 eλ̂i}, so that the probability of a future outcome given
past game results D is approximated as in Sec. 2.1:
P (O|D, I) ≈ P (O|{λ̂i}) ≈ 1
N
N∑
s=1
I(s)(O) , (3.5)
where I(s)(O) = 1 if O occurs in Monte Carlo trial s and 0 if not. An excerpt of
a typical display, taken before the final day of games of the 2018-2019 season, is
shown in Fig. 6.
3.2.1. Shortcomings of the MLE Probabilities. As demonstrated in Sec. 3.1,
the KRACH/MLE Bradley-Terry model produces reasonably accurate predictions
when applied late in the college hockey season, based on the use of the model
to assign probabilities to NCAA tournament outcomes. However, it can lead
to some potentially inaccurate probabilities, in particular in underestimating the
probabilities of unlikely events or sequences of events. As an illustration, we
consider the situation on 2018 March 9, when Cornell and Quinnipiac began a best-
of-three playoff series. Their respective KRACH ratings were 415.3 and 93.30, so
the estimated probability of Cornell winning the game was 81.7%. However, there
was still some uncertainty in the difference of their Bradley-Terry log-strengths,
as illustrated in Fig. 7. Applying the Gaussian approximation of Sec. 2.2, we get
posterior predictive probability for Cornell to defeat Quinnipiac of∫ 1
0
θCrQn f(θCrQn|D, I) dθCrQn ≈ 80.0% (3.6)
An additional effect of the uncertainty is that the game results are not inde-
pendent. If Cornell lost one game with Quinnipiac, it would mean the difference
of their Bradley-Terry log-strengths was more likely to be below λ̂Cr − λ̂Qn than
above it, and the adjusted posterior probability they would lose another game
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Figure 7. Marginal posterior distribution on θCrQn, the probability for Cornell to defeat Quin-
nipiac using the Haldane prior. Note that the maximum likelihood estimate θ̂CrQn associated
with the KRACH ratings is not the maximum of the marginal posterior, because of the trans-
formation of the probability density function. The theoretical curve uses the Gaussian approx-
imation, and the histograms are four replications of the marginal posterior estimated using
importance sampling with the Gaussian approximation and 20,000 samples each, as described in
Sec. 3.2.3.
would be higher.3 This is reflected in Fig. 8, which shows that while the probabil-
ities from the KRACH ratings would give Cornell a 91.1% chance to win two out
of three games with Quinnipiac, the actual posterior predictive probability (using
the Gaussian approximation) is∫ 1
0
[
θ2CrQn + 2(1− θCrQn)θ2CrQn
]
f(θCrQn|D, I) dθCrQn ≈ 88.2% (3.7)
3.2.2. Proposed Modification to the Pairwise Probability Matrix. Re-
calculating the KRACH ratings to account for each simulated game result would
address the correlations between game results, but not the uncertainties arising
from the asymmetries of the marginal distributions for probabilities like θCrQn. It
would also be rather computationally intensive. Instead, we propose to modify the
3In practice, one calculates the probability for the whole sequence of results, but it can be con-
ceptually understood according to the Bayesian updating of posteriors, where P (O1, O2|D, I) =
P (O2|O1, D, I)P (O1|D, I).
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Figure 8. Marginal posterior distribution on the probability θ2CrQn + 2(1 − θCrQn)θ2CrQn for
Cornell to defeat Quinnipiac in a best-of-three series, using the Haldane prior. The theoretical
curve uses the Gaussian approximation, and the histograms are four replications of the marginal
posterior estimated using importance sampling with the Gaussian approximation and 20,000
samples each, as described in Sec. 3.2.3.
Monte Carlo algorithm to improve the estimate of probabilities using the Gaussian
approximation of Sec. 2.2 or the importance sampling method of Sec. 2.3. The
modified Monte Carlo workflow would be
1. The multivariate Gaussian approximation is constructed to the posterior
distribution from the Bradley-Terry log-strengths using the Haldane prior
with the constraint
∑t
i=1 λi = 0; the peak is at the maximum-likelihood
point {λ̂i} and the variance-covariance matrix is the pseudo-inverse {Σij}
of the Hessian matrix Hij = −nij θ̂ij θ̂ji + δij
∑t
k=1 θ̂ikθ̂ki.
2. A set of N = 20,000 Monte Carlo trials are run. In each trial:
(a) A random draw {λ(s)i |i = 1, . . . , t} is made from the multivariate nor-
mal Nt({λ˜i}, {Σij})
(b) If importance sampling is to be used, the ratio ws ∝ f({λ
(s)
i }|D,I)
g({λ(s)i }|D,I)
of
the exact posterior to the sampling distribution, at the point {λ(s)i },
is recorded.
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(c) The games are simulated using a win probability matrix
θ
(s)
ij = logistic(λ
(s)
i − λ(s)j ) as in the current algorithm.
(d) The sequence of games and NCAA selection criteria are created from
the series of game results as they are now.
3. If importance sampling is not used, the probability of an outcome O is
approximated as the fraction of Monte Carlo simulations in which it occurs
P (O|D, I) ≈ 1
N
N∑
s=1
I(s)(O) (3.8)
If importance sampling is used, the outcomes are weighted by the ratio ws,
normalized such that
∑N
s=1 ws = 1:
P (O|D, I) ≈
∑N
s=1 ws I
(s)(O)∑N
s=1 ws
=
N∑
s=1
ws I
(s)(O) (3.9)
3.2.3. Demonstration of Modifications. The modifications proposed in
Sec. 3.2.2 have not yet been integrated into the generation of the Pairwise Prob-
ability Matrix. However, we can demonstrate their impact by recomputing the
probabilities shown in Sec. 3.2.1. Using the game results of the 2018-2019 season
prior to 2018 March 9, we construct the Gaussian approximation g({λi}|D, I) to
the posterior f({λi}|D, I). We then draw N = 20,000 samples {λ(s)i } from this dis-
tribution, and calculate the weights ws ∝ f({λ
(s)
i }|D,I)
g({λ(s)i }|D,I)
. For each sample, we have
a probability θ
(s)
CrQn = logistic(λ
(s)
Cr − λ(s)Wn) that Cornell will defeat Quinnipiac in
a game, and a probability
pi
(s)
CrQn = (θ
(s)
CrQn)
2 + 2(1− θ(s)CrQn)(θ(s)CrQn)2 (3.10)
that Cornell will win a three-game series.
We simulate a subset of the Pairwise Probability Matrix Monte Carlo as fol-
lows. For each sample s we make three draws from a Bernoulli distribution with
probability θ
(s)
CrQn. If the first draw, W
(s)
CrQn, is one, we assign that sample as a win
for Cornell; if it is zero, we assign that as a loss for Cornell. If two or more of
the three draws for a sample are one, we set S
(s)
CrQn = 1 (series win for Cornell);
otherwise we set S
(s)
CrQn = 0 (series loss for Cornell).
To estimate the probability of Cornell winning a single game against Quinnip-
iac, assuming the Gaussian approximation (which was analytically computed in
Sec. 3.2.1 to be 80.0% by numerical integration of the marginal Gaussian posterior
on λCr − λQn), we can perform two different calculations: A Monte Carlo average
1
N
∑N
s=1 θ
(s)
CrQn of the single-game probability, or the fraction
1
N
∑N
s=1W
(s)
CrQn of
the of simulations in which Cornell wins the first game. The latter is the analogue
of what would be computed in the Pairwise Probability Matrix. To adjust the
single-game computation using importance sampling, we again have two options:
A weighted Monte Carlo average
∑N
s=1 ws θ
(s)
CrQn of the single-game probability,
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Table 1. Results of simulations using the Gaussian approximation with and without importance
sampling to estimate the probability, expressed as a percentage, of Cornell winning a game, or a
best-of-three series, with Quinnipiac, as of 2018 March 9..
Game (KRACH probability = 81.7%)
integration MC integration MC simulation
Gaussian approx 80.0 80.0, 80.1, 80.0, 79.9 80.2, 80.0, 79.7, 79.8
Importance sampling 81.8, 81.7, 81.4, 81.5 81.8, 81.6, 81.8, 81.9
Series (KRACH probability = 91.1%)
integration MC integration MC simulation
Gaussian approx 88.2 88.2, 88.3, 88.1, 88.0 88.3, 88.5, 87.7, 87.9
Importance sampling 89.8, 89.8, 89.5, 89.6 89.8, 89.9, 89.6, 89.7
or the sum of the weights
∑N
s=1 wsW
(s)
CrQn of the of simulations in which Cornell
wins the first game. The latter is the analogue of what would be computed in the
Pairwise Probability Matrix. To test these, and estimate Monte Carlo errors, we
performed four replications of the whole process (with 20,000 Monte Carlo sam-
ples each). The histograms of the simulated probabilities θ
(s)
CrQn, weighted by ws,
are plotted in Fig. 7. We see that there are some heavily-weighted outliers (the
largest weights in the four replications are 0.00399, 0.00686, 0.00488, and 0.00509,
compared to an average weight of 0.00005). However, when we estimate the single-
game probabilities using importance sampling, summarized in Table 3.2.3, they
all come out consistently, slightly below 82%, and we can distinguish a small dif-
ference between the probability predicted with and without importance sampling.
This is also reflected in the histograms in Fig. 7, where we can see that, despite
the outliers, the overall shape of the estimated posterior appears to be skewed
a bit further right than the one derived from the Gaussian approximation on
{λi}. Note that the effects of including the posterior uncertainty, and going from
the Gaussian approximation to the posterior estimated by importance sampling,
cancel out, and the estimated probability is quite close to that calculated from
the maximum-likelihood/KRACH approximation. We will see when we consider
three-game series that this cancellation is a coincidence.
To estimate the probability of Cornell winning a best-of-three series against
Quinnipiac, assuming the Gaussian approximation (which was computed in
Sec. 3.2.1 using numerical integration as 88.2%), we can again perform two cal-
culations: A Monte Carlo average 1N
∑N
s=1 pi
(s)
CrQn of the single-game probability,
or the fraction 1N
∑N
s=1 S
(s)
CrQn of the of simulations in which Cornell wins the first
game. The latter is the analogue of what would be computed in the Pairwise
Probability Matrix. Similarly, when we use importance sampling, we can compute
either a weighted Monte Carlo average
∑N
s=1 ws pi
(s)
CrQn of the best-of-three prob-
ability, or the sum of the weights
∑N
s=1 ws S
(s)
CrQn of the of simulations in which
Cornell wins the three-game series. The latter is the analogue of what would be
computed in the Pairwise Probability Matrix. The histograms of the simulated
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probabilities pi
(s)
CrQn, weighted by ws, are plotted in Fig. 8, and the probabilities
are summarized in Table 3.2.3. We see that the Monte Carlo simulations of the
games are somewhat more robust than the Monte Carlo averages, but the results
are consistent, just below 90%, and noticeably different from both the Gaussian
approximation (about 88%) and the maximum likelihood/KRACH probability of
91.1%.
4. Discussion
We have illustrated some applications of the Bradley-Terry model to college hockey.
The model, in its maximum-likelihood form, is already used to rank teams as the
basis of the KRACH ratings. Because the Bradley-Terry strength parameters nat-
urally produce probabilities of game outcomes, the model can also be used for the
prediction of future outcomes based on past results. In Sec. 2 we showed how
to go beyond the maximum-likelihood values of these probabilities to account for
posterior uncertainties in the parameters and estimate posterior predictive prob-
abilities. One can avoid the use of full Markov Chain Monte Carlo methods by
approximating the relevant marginalization integrals using a multivariate Gaussian
approximation to the posterior and/or importance sampling.
In Sec. 3 we exhibited two applications of these posterior predictive probabil-
ities. The first used these probabilities to evaluate the models (Bradley-Terry or
otherwise) generating them. Constructing a Bayes factor for the NCAA tourna-
ment results using the probabilities predicted using the pre-tournament results
shows, over time, the superiority of Bradley-Terry models to a na¨ıve model based
only on each team’s win/loss ratio. It would be illuminating to compare the
Bradley-Terry model to more sophisticated alternatives such as the Ratings Per-
centage Index (RPI), but that is non-trivial because the RPI doesn’t naturally
produce predictive probabilities.
Finally, the Pairwise Probability Matrix is a natural application of the Bradley-
Terry model to assign probabilities to the outcome of the last few weeks of a college
hockey season, in terms of which teams qualify for the NCAA tournament. The
current application uses Monte Carlo simulation to estimate these probabilities
from the maximum-likelihood Bradley-Terry parameters (KRACH ratings). We
have proposed a modification to this program where, at each Monte Carlo iteration
the ratings are also randomly drawn from an approximation to their posterior
distribution. This should more accurately account for posterior uncertainties in
the parameters and induced correlations of future game outcomes.
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