Abstract. The commuting probability of a finite group is defined to be the probability that two randomly chosen group elements commute. Let P ⊂ (0, 1] be the set of commuting probabilities of all finite groups. We prove that every point of P is nearly an Egyptian fraction of bounded complexity. As a corollary we deduce two conjectures of Keith Joseph from 1977: all limit points of P are rational, and P is well ordered by >. We also prove analogous theorems for bilinear maps of abelian groups.
Introduction
Suppose we measure the abelianness of a finite group G by counting the number of pairs of elements of G which commute. Call Pr(G) = P x,y∈G (xy = yx) = 1 |G| 2 |{(x, y) ∈ G 2 : xy = yx}|.
the commuting probability of G. Then a possibly surprising first observation is that a group G with Pr(G) ≈ 1 must actually satisfy Pr(G) = 1. In fact if Pr(G) < 1 then Pr(G) 5/8. After such an observation it is natural to wonder what the rest of the set P = {Pr(G) : G a finite group} looks like. For instance, is there some ε > 0 such that if Pr(G) < 5/8 then Pr(G) 5/8 − ε? Is there some interval in which P is dense? These sorts of questions were first studied in general by Keith Joseph [Jos69, Jos77] , who made the following three conjectures.
Conjecture 1.1 (Joseph's conjectures).
J1. All limit points of P are rational. J2. P is well ordered by >.
J3. {0} ∪ P is closed.
Note that conjectures J1 and J2, if true, answer our questions above about the structure of P, for J1 implies that P is nowhere dense, and J2 implies that to every p ∈ P we can associate some ε > 0 such that (p − ε, p) ∩ P = ∅. Progress on J1 and J2 has been slow, however. The best partial result to date is due to Hegarty [Heg13] , who proved that J1 and J2 hold for the set P ∩ (2/9, 1].
From Hegarty's work one can begin to see a connection between commuting probability and so-called Egyptian fractions. The purpose of the present paper is to further develop this connection, and to use it to prove J1 and J2.
Define the Egyptian complexity E(q) of a rational number q > 0 to be the least positive integer m such that q can be written as a sum of reciprocals q = 1/n 1 + · · · + 1/n m , with each n i a positive integer, agreeing that E(0) = 0 and that E(x) = ∞ if x is irrational. We prove the following structure theorem for the values of Pr(G), which roughly asserts that commuting probabilities are nearly Egyptian fractions of bounded complexity. Theorem 1.2. For every decreasing function η : N → (0, 1) there is some M = M (η) ∈ N such that every commuting probability Pr(G) has the form q + ε, where E(q) M and 0 ε η(E(q)). Corollary 1.3. All limit points of P are rational, and P is well ordered by >.
We also prove a version of the above theorem for bilinear maps, partly as a model problem and partly for independent interest. Given finite abelian groups A, B, C and a bilinear map φ : A × B → C, let
Let P b be the set of all Pr(φ), where φ is such a bilinear map.
Theorem 1.4. For every decreasing function η : N → (0, 1) there is some M = M (η) ∈ N such that every bilinear zero probability Pr(φ) has the form q + ε, where E(q) M and 0 ε η(E(q)).
Corollary 1.5. All limit points of P b are rational, and P b is well ordered by >.
The proofs of Theorems 1.2 and 1.4 rely on a theorem of Neumann [Neu89] which states that if a group G is statistically close to abelian in the sense that Pr(G) is bounded away from 0 then G is structurally close to abelian in the sense that G has a large abelian section. We prove an amplified version of this theorem in Section 2 and we use it to deduce Theorems 1.2 and 1.4 in Section 3. We deduce Joseph's conjectures J1 and J2 in Section 4.
Assuming J2 holds, Joseph also asked for the order type of (P, >). We consider this question in Section 5. By examining the proof of Theorem 1.2 we reduce the number of possibilities for the order type to two. Theorem 1.6. The order type of (P, >) is either ω ω or ω
The same theorem holds for P b .
Neumann's theorem amplified
Lemma 2.1. Let G be a finite group and X a symmetric subset of G containing the identity. Then X = X 3r provided (r + 1)|X| > |G|.
Proof. Suppose x i ∈ X 3i+1 \ X 3i for each i = 0, . . . , r. Then for each i we have
. . , x r X are disjoint subsets of G each of size |X|, so (r + 1)|X| |G|.
Thus if (r + 1)|X| > |G| we must have X 3i+1 = X 3i for some i r, so we must have X = X 3i = X 3r .
For φ : A × B → C a bilinear map and A ′ A and B ′ B subgroups, we denote by φ(A ′ , B ′ ) the group generated by the values φ(a Proof. Let X ⊂ A be the set of x ∈ A such that | ker φ(x, ·)| (ε/2)|B|, and let A ′ be the group generated by X. Then |X| (ε/2)|A|, so A ′ has index at most 2/ε in A, and by the lemma every a ∈ A ′ is a sum of at most 6/ε elements of X, so for 
with the term φ(a j , b j ) appearing twice then we can reduce the total number of
We need a stronger variant of the above theorem which asserts the existence of subgroups A ′ and 
Point (2) of the theorem can be stated alternatively as follows: the induced map
We have not stated a bound on |A/A ′ | or |B/B ′ |, but such a bound is implicit if
Thus by ensuring η(1) ε/2 one automatically has
Proof. If Pr(φ) η(1) then we can just take A ′ = B ′ = {0}, so assume otherwise.
Then we can apply Theorem 2.2 with ε = η(1). Let A 1 A and B 1 B be the resulting subgroups, let C 1 = φ(A 1 , B 1 ), and suppose that more than η(|C 1 |)|A||B|
Then in particular for at least η(
But this implies
after an η(1)-bounded number of steps, at which time we will have the conclusion of the theorem.
We now turn our attention to the commutator map on groups, which behaves enough like a bilinear map for the above arguments to be emulated. In an arbitrary group G we write [x, y] for the commutator x −1 y −1 xy of two elements x, y ∈ G.
For H, K G we write [H, K] for the group generated by all commutators [h, k] with h ∈ H, k ∈ K.
Theorem 2.4 (Neumann's theorem). Let ε > 0, and let G be a finite group such that Pr(G) ε. Then G has a normal 2-step nilpotent subgroup H of ε-bounded
is the centraliser of x in G, and let K be the group generated by X. Then |K| (ε/2)|G|, so K has index at most 2/ε in G, and by the lemma every k ∈ K is the product of at most 6/ε elements of K, so for every
If we replace x by any element x ′ of C K (y)x and then y by any element y N → (0, 1) there is some M = M (η) such that the following holds. Every finite group G has a normal subgroup H such that
Proof. If Pr(G) η(1) then we can just take H = 1, so assume otherwise. Then we can apply Theorem 2.4 with ε = η(1). Let K 1 G be the resulting subgroup, let L 1 = K 1 , and suppose that more than
By using the commutator expansion formula
and some further rearrangement, we can rewrite this as
This implies that for some l 0 ∈ L 1 there are at least
Thus the subgroup N 0 L 1 defined by
But note that if K 2 is the normal subgroup of G generated by K 1 and x then in
Since trivially
Lemma 2.5 implies that the size of
is bounded by a function of |L 1 /N | |G/N | and |K 2 /K 1 | |G/K 1 |, and thus the
Now we can repeat the argument with K 2 and L 2 = L 1 in place of K 1 and L 1 , but since |G/K 1 ||G/L 1 | is an η(1)-bounded integer and |G/K 2 ||G/L 2 | < |G/K 1 ||G/L 1 | this process must end after an η(1)-bounded number of steps, at which time we will have normal subgroups K, L G such that
But (2) implies that with at most
the conclusion of the theorem is satisfied by H = K ∩ L.
We pause to mention that Theorem 2.6 has the following rather clean equivalent formulation in terms of ultrafinite groups. 
The main theorem
For an abelian group A we denote by A the group of characters γ : A → S 1 .
Recall the size relation | A| = |A| and the orthogonality relations
Lemma 3.1. Let A, B, C be finite abelian groups and φ : A × B → C a bilinear map. Then E(Pr(φ)) |C|.
Proof. By orthogonality of characters we have
But for fixed γ ∈ C the set {a ∈ A : γ(φ(a, B)) = 1} is a subgroup of A, so the above formula expresses Pr(φ) as a sum of |C| terms of the form 1/n with n a positive integer. 
by the lemma, and
The proof of Theorem 1.2 is similar, but to prove a suitable analogue of Lemma 3.1
we need the following theorem of Hall [Hal56] .
Lemma 3.2. In any group G the index of the second centre Proof. Let A be the abelian group [G, G] ∩ Z(G), and let Z 2 be the second centre of G. Then by the orthognality relations we have
, so by orthogonality again we have
For fixed y ∈ G, γ ∈ A, let
Then, again by (2.1), G y,γ is a subgroup of G and x → [x, y] defines a homomor-
Finally, the integrand here depends on y only through yZ 2 , so we can replace the expectation over y ∈ G by an expectation over yZ 2 ∈ G/Z 2 , so
Proof of Theorem 1.2. Fix η : N → (0, 1) and G. By the lemma we can find another decreasing function η ′ : N → (0, 1) such that
for all finite groups G. Applying Theorem 2.6 with η ′ , we find some M = M (η) and a subgroup H G such that |[H, H]| M and such that no more than 
by the choice of η ′ .
Joseph's conjectures
The following lemma is well known.
Lemma 4.1. For every x > 0 and m ∈ N the supremum of the set of q < x such that E(q) m is strictly less than x.
Proof. Suppose for contradiction that n 1i , ..., n mi are m sequences of positive integers such that for all i 1/n 1i + · · · + 1/n mi < x and 1/n 1i + · · · + 1/n mi → x.
After rearranging and passing to a subsequence we may assume that n 1i = n 1 , . . . , n ki = n k are constants while n k+1,i , . . . , n mi → ∞. But then
Proof of Corollary 1.3. Let x > 0 be a limit point of P = {Pr(G) : G a finite group}. We will prove that x is rational, and that if p n → x then p n x for all but finitely many n.
By the lemma η x (m) > 0 for every m, so by Theorem 1.2 there is some M = M (η x ) such that every p ∈ P has the form q + ε, where E(q) M and 0 ε η x (E(q)).
Fix some such p = q + ε and suppose q < x. Then
so p is bounded away from x. Thus if p n = q n + ε n → x then we must have p n q n x for all but finitely many n. In particular q n → x, but the set of Egyptian fractions of complexity at most M is closed, so this implies E(x) M , so
Corollary 1.5 is proved in exactly the same way.
The order type of P
Having shown in previous sections that (P, >) is well ordered, we show in this final section that (P, >) has order type either ω ω or ω For X a nonempty closed subset of [0, 1] let X ′ ⊂ X be the set of limit points of X. Iterating this operation, define X α for ordinals α as follows:
If X is countable then there is a unique countable ordinal α for which X α is finite and nonempty; we call α the Cantor-Bendixson rank of X. If X happens to be well ordered by > then its order type is at most ω α + 1, and if X α = {0} and α > 0 then in fact the order type of X is exactly ω α + 1. Proof. By induction on γ if x ∈ X γ and y ∈ X and y > 0 then
Hence by induction on δ if x ∈ X γ and x > 0 and y ∈ X δ and y > 0 then xy ∈ X γ+δ .
Suppose x ∈ X γ and x > 0. Fix y ∈ X ∩ (0, 1). Then for all n we have xy n ∈ X γ , and xy n → 0, so
Hence we must have X α = {0}. Now suppose γ < α. Since 0 ∈ X α ⊂ X γ+1 there must be some x ∈ X γ ∩ (0, 1).
But then for all n we have
We deduce that α sup
Let ω β be the largest power of ω such that ω
a contradiction, so we must have α = ω β .
Let P be the closure of P in [0, 1]. By the formula
we know that P, and hence P, is closed under multiplication, so if α is the CantorBendixson rank of P then the lemma and the previous discussion implies that P has order type ω α + 1, so P has order type ω α , and moreover α = ω β for some β.
Since for instance 1/2 ∈ P ′ we know that β > 0. We will prove that α ω 2 , and thus α ∈ {ω, ω 2 }.
For n ∈ N let E n = {q : E(q) n} be the set of Egyptian fractions of complexity at most n. The following lemma follows from the proofs of Theorem 1.2, Corollary 1.3, and Theorem 2.6.
Lemma 5.2. For every ε 0 > 0 there exist k ∈ N and a function m : (0, 1] → N such that for all ε 1 , . . . , ε k > 0 the set Define the sequence t 0 , t 1 , . . . , t k by t 0 = n(ε 0 ), t i+1 = b(η x (h(t i ))) for 0 i < k.
Then inductively
h(t i ) m(ε i ),
for all i in the range 0 i k − 1, so η x (M ) = η x (t k−1 ) η x (h(t k−1 )) ε k .
But from the proof of Corollary 1.3 we know that (x − η x (M ), x) ∩ P = ∅, so there can be at most 1/ε k elements x in the set (5.1), and the lemma follows.
Proof of Theorem 1.6. By the previous discussion it suffices to prove that α ω 2 .
By the lemma and the law (X ∩ U ) ′ = X ′ ∩ U for open U we have
Since this holds for all ε k > 0 we have
(E m(εi) + [0, ε i+1 ]) c ⊂ E m(ε k−1 ) , and now using E ′ n = E n−1 and the law (X ∩ U ) ′ = X ′ ∩ U again we have
(E m(εi) + [0, ε i+1 ]) c = ∅.
In particular
Repeating the argument another k − 1 times, we have Thus α ω 2 , as claimed.
The same argument applies unchanged in the case of P b .
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