The coalescence of compact binary stars is expected to produce a stochastic background of gravitational waves (GW) observable with future GW detectors. Such backgrounds are usually characterized by their power spectrum as a function of frequency. Here, we present a method to calculate the full 1-point distribution of strain fluctuations. We focus on time series data, but our approach generalizes to the frequency domain. We illustrate how this probability distribution can be evaluated numerically. In addition, we derive accurate, analytical asymptotic expressions for the large strain tail, which demonstrate that it is dominated by the nearest source. As an application, we also calculate the distribution of strain fluctuations for the astrophysical GW background produced by binary mergers of compact stars in the Universe, and quantify the extent to which it deviates from a Gaussian distribution. Our approach could be useful for the spectral shape reconstruction of stochastic GW backgrounds. arXiv:1910.04587v1 [astro-ph.CO] 10 Oct 2019 2. The GW sources are independent of each other, and are all instances of the same type of sources (say, compact binaries), but may have varying physical parameters (say, chirp masses).
I. INTRODUCTION
The direct discovery of gravitational waves (GWs) from binary black hole mergers in 2015 [1] sparked a new interest in gravitational waves, which constitute a new window to the Universe. Due to the relative weakness of gravity, the amplitudes of gravitational waves are rather small, and many GW-emitting processes pass under our noses undetected. Their cumulative effect amounts to a gravitational-wave background that bathes the detectors (for a recent review see [2] ) and may, when investigated, reveal details of its physical origin (see for instance [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] for astrophysical backgrounds). This background shares a lot of properties with other cosmic backgrounds, such as the cosmic microwave background (e.g. their stochastic nature), but is also unique, in ways we will explore here.
That the stochastic gravitation-wave background (SGWB) from cosmological sources (such the primordial GWs produced during inflation) is a Gaussian random field is well-known [14] . The situation is less clear for backgrounds of astrophysical origin, although, prima facie, the Central Limit Theorem suggests that the distribution of observed strain should converge towards a Gaussian when the number of sources, N , tends to infinity. As opposed to primordial GWs, which are generated by inherently random quantum fluctuations during inflation, astrophysical sources are purely deterministic, inso-far-as their position, separation, masses, etc. specify the wave-forms fully. Hence, while in the former case the wave amplitudes themselves are random, in the latterwhich is our main concern in this paper -the only randomness is in the spatio-temporal location of the source * ginat@campus.technion.ac.il † dvince@physics.technion.ac.il on the past light cone of the observer (as well as its position in the relevant parameter space). Therefore, one expects that a superposition of signals from such sources need not be a Gaussian random field, unless N becomes very large. So far, most of the literature on SGWBs has focused on the quantity
where
is the energy density of the observed GW strain h at the (observer-frame) frequency f . The density parameter Ω gw , integrated over all frequencies, is then the mean SGWB energy density signature. In this paper, we aim at providing a tractable approach for determining the full (1-point) probability distribution function (PDF) of h around this mean energy. For simplicity, we will focus on strain time series h(t) analogous to those simulated in e.g. [15] [16] [17] , but we emphasize that our approach is capable of resolving the frequency dependence of the full distribution function (see §V for a brief discussion of this point).
In order to carry out this task, we exploit the fact that GWs propagate over distances much larger than the typical clustering length r ξ of the sources. Therefore, Poisson clustering should provide a good approximation when the bulk of the sources lie at distances r r ξ from the detector. This simplification enables us to calculate the PDF of the observed strain from the knowledge of the characteristic functions of individual sources solely. In particular, we are interested in by the asymptotic behavior of the strain distribution in the large strain limit, the impact of interferences and the validity of the Gaussian approximation. Furthermore, as a demonstration of the applicability of our methods, we will apply them to the characterization of the PDF of the SGWB produced by binary mergers of compact stars.
The paper is organized as follows: we lay down our assumptions and spell out our approach in §II. We then move on to exemplify our method with a toy model in §III, which we subsequently expand in §IV in order to estimate the probability distribution of the SGWB produced by binary mergers of compact stars in the Universe. We discuss our results, along with a number of possible extensions, in §V before concluding in §VI. Throughout, we assume that space-time is described by a flat Friedman-Lemaître-Robertson-Walker (FLRW) metric, with cosmological parameters Ω m = 0.32, Ω rad = 9.187 × 10 −5 , Ω Λ = 1 − Ω m − Ω rad , h = 0.674 [18] .
II. GENERAL CONSIDERATIONS
Suppose that a gravitational-wave detector, located at the origin of the coordinate system, receives signals from N sources distributed uniformly within a sphere of (comoving) radius R. The sources radiate signals -each of which is characterized by its own relevant physical processes -which travel to the detector, where they interfere to produce a total signal [19] 
Here, n(t) is the detector noise (which is uncorrelated with h(t)), and h i (t) is a linear combination of the two different polarizations h + and h × of the waves. 1 Presupposing that the detector noise can be mitigated (using advanced interferometers like LISA and/or cross-correlation among multiple detectors), the strain time series h(t) (sampled into small time intervals) -which contains the largest amount of information about the GW background (down to the residual noise level) -could be extracted from the data (possibly sampled into small time intervals). Our goal is to find a way to calculate the 1-point probability distribution (PDF) P (h), which gives the probability of measuring a strain [h, h + dh] at the detector, and to comprehend its basic properties.
For this purpose, we make the following assumptions:
1. Spacetime is described by a flat FLRW metric in co-moving coordinates (t, r), with cosmological parameters as specified in §I. Henceforth, t will stand for the cosmic time while η will denote the conformal time. The sources and the detector are idealized co-moving frames.
3. The sources are distributed homogeneously in comoving space according to an isotropic Poisson process. Therefore, the number N of sources within a sphere of co-moving radius R is Poisson distributed with a mean count λ(R): N ∼ Pois(λ(R)). 4 . Each source has a probability density R * (t) of turning on at a given cosmic time t.
5.
A source which turned on at t = t * at a co-moving distance r = |r| from the detector produces a strain at r = 0 and time t 0 > t * , which is given by a known function g:
η 0,ret = η 0 − r/c is the retarded conformal time, η 0 is the conformal time measured by the detector (i.e. the conformal age of the universe today), d is an arbitrary distance chosen to normalize the strain (to make g dimensionless), and ϕ is a random phase uniformly distributed in the interval [0, 2π]. We include an exponential decay with characteristic length scale r 0 for generality. This could represent either the detection horizon, or a physical damping caused by an anisotropic dark matter energy-momentum tensor [20, 21] for instance.
6. The wavelength of the GWs is considerably smaller than the radius of curvature of the Universe. As a result, the polarizations decouple and propagate along null-geodesics [19, §4.1.4].
Let us comment briefly on some of these assumptions: in general, the properties of the GW signal g depends on a set of model parameters (which include, e.g., the chirp mass of a binary star), ξ = (ξ 1 , ξ 2 , . . .). As mentioned earlier, one expects that the distant astrophysical sources be clustered spatially (a phenomenon which also leads to anisotropies on large angular scales, as recently discussed in the literature, by, e.g., [3, 8, 10, [22] [23] [24] [25] ). However, since the GWs propagate over large distances without being attenuated significantly (any viable r 0 is much greater than r ξ ), it is reasonable to assume that the sources follow Poisson clustering. When r 0 is finite, it is convenient to work with the mean number N 0 of sources inside a sphere of radius r 0 . As the source counts are also homogeneous along the radial direction, one has N 0 = λ(R)(r 0 /R) 3 .
In practice, h is a superposition of independent contributions, so it is natural to calculate the Fourier transform of its PDF, P (h), which decomposes into a product of the characteristic functions of the waves emitted by the individual sources [26] [27] [28] . For a spatial Poisson process, the probability to find a single source at position r with parameters ξ and phase ϕ is
Here and henceforth, φ(ξ) denotes the measure on the source parameter space 2 Let ψ(q) be the corresponding characteristic function -the PDF's Fourier transform -
wherẽ
is the phase-average of exp(iqh(t)) for a single source.
Since the sources are identical, they share the same characteristic function ψ(q), whence the characteristic function Ξ(q) for Poisson distributed sources in a sphere of radius R is the Poisson mixture
(One could start the sum at k = 1 and end up with an irrelevant additive constant term which can be dropped.)
Consequently, the PDF of the observed strain produced by Poisson distributed sources is given by the inverse Fourier transform
The main question is how to obtain a meaningful expression for ψ(q). As we will show below, the asymptotic properties of P (h) can be gleaned from equation (9) without explicit knowledge of ψ(q), as they rely only on universal properties of the physical system. For example, provided that each source has an equal probability of emitting +h k as −h k , ψ(q) is an even function of q and, therefore, P (h) is also an even function of h. This implies that P (h = 0) = 0, i.e. P (h) flattens for small values of |h|. An analytical derivation of the form of P (h) at large h is somewhat more challenging, and is expounded below. The results are reminiscent of cosmological results obtained with the theory of large deviations (see [29] for a review), when applied in the context of the large scale structure (LSS; see, for instance, [30] [31] [32] [33] [34] [35] [36] ). At this point, it is worthwhile to draw an analogy between the physical system considered here and random walks. Since the observed strain is a superposition of independent but identical waves, its time evolution is analogous to a random walk in the complex plain: the position of the walker after n steps is of the form n k=1 A k exp(iϕ k ), which is precisely a sum of n random waves, with ϕ k representing the phase of the k-th wave as it reaches the detector (see [37, 38] ). Here, however, the amplitudes of the waves have a unique property -they all obey the law of gravity (they decay as 1/r), but ipso facto one will be able to deduce general properties of the PDF.
To exemplify our method and illustrate the key properties of P (h), it is instructive to consider a simplified scenario first. This is the focus of §III. A more realistic calculation will be carried out in §V.
III. A SIMPLIFIED MODEL
In order to understand the features of P (h), we consider a simple test case in which the GWs emitted are all described by a pure sine wave with a constant frequency ω, i.e. g(t) = A cos(ωt + ϕ). Furthermore, we ignore any cosmological effects, but assume there is a finite attenuation length r 0 . Picking up d ≡ r 0 , the strain produced by a single source at the detector is
The source parameters are ξ = (A, ω) in this case. We leave the distributions of A and ω, φ(A) and φ(ω), undetermined.
A. The Characteristic Function
The phase-average of exp(iqh(t)), needed for the computation of the single source characteristic function, is
where J 0 is the zeroth (cylindrical) Bessel function. The characteristic function ψ(q) is obtained upon a further average over the volume of a sphere of radius R (which could correspond to the detection horizon if r 0 were to represent a physical damping), the distribution of the amplitude A and, in principle, the frequency ω (although the latter is immaterial in the 1-point PDF as p is independent of it). Explicitly,
or, upon substituting the variables τ ≡ r/r 0 , s ≡ qh c and b ≡ A/h c ,
The normalization strain h c is defined through
The last approximation is valid only if R r 0 . A multiplicative factor of λ is taken out of h 2 c , so that the latter is defined for a mean count of unity. In fact, λh 2 c ≡ h 2 is exactly the variance of strain fluctuations, as is readily visible from computing the second moment of P (h) from the general relation
The transformation q → s implies that h is now measured in units of h c . All one has to do to obtain a PDF for h itself is to divide by h c , where needed. It is evident from equation (13) that the quantity we are interested in, λψ(s) − λ, depends linearly on N 0 . Therefore, it is easier to
(16) Note that G(s) is nothing but the cumulant generating function for N 0 = 1. It satisfies G(0) = G (0) = 0, while G (0) < 0, it reaches its global maximum at s = 0.
B. The shape of the distribution
To obtain the large-h asymptotic behavior of P (h), suppose first that N 0 is small. (P (h) is even in h, so we take h > 0 without loss of generality.) In this case, one may expand the characteristic function e N0G(s) ≈ 1 + N 0 G(s). Ignoring the average over b for the moment, one obtains
The Fourier transform may now be performed easily, viz.
If u = τ e τ , then, provided that b/ |h| ≤ R/r 0 e R/r0 (which ought to be the case for sufficiently large |h|),
where W (u) is Lambert's W function. If |h| b, then the integration domain contains solely small values of u, for which W 3 (u) ≈ u 3 , whence, to leading order,
where x = hu/b. Upon performing the final integral, the first order asymptotic expansion of P (h) turns out to be
This meshes well with the numerical evaluation of P (h) accurately in the large-h limit, as can be seen from the top panel of figure 1 .
We contend that this asymptotic relation still holds even when N 0 is not small. The reason is as follows: away from the origin, G(s) is a smooth (C ∞ ) function and, consequently, its Fourier transform decays faster than any power-law. Indeed, if we divide up the real line into three intervals:
1, and take a partition of unity {η 0 , η + , η − } subordinate to this division, then we can divide P (h) accordingly, too. More precisely, let P i = 1 2π R η i e −ish e G ds, so that P = i∈{0,±} P i . For i = 0, P i is the Fourier transform of a smooth function, and therefore decays exponentially with h. Hence, a power-law decay must originate from P 0 , if there is one at all. 3 Thus, P (h) ∼ P 0 (h) as h → ∞. The advantage of adding η 0 (s) is that it vanishes outside I 0 , and one thus may expand the exponential as before. After expanding, η 0 may be removed and the integration limits restored to ±∞, accruing only exponentially small errors. This argument is similar to that presented in [39] , in the context of the method of stationary phase.
C. The importance of interferences
Equation (21) implies that the probability for observing a large value of h is dominated by the nearest neighbor. To see this, assume that the individual strains h i (t) are fully incoherent. As a result, cross-terms vanish and the total intensity L is the sum of the individual inten- as one would expect for incoherent electromagnetic radiation. Here, h 2 i is the average of h 2 i (t) over the duration of the experiment. In analogy with the ionizing background produced by quasars, we have [e.g., 28]
This power-law behavior is known to arise from the nearest neighbor [40] . Similarly, bearing in mind that P (h 2 ) = P (h)/h, the large-h asymptotic scaling (21) implies
which demonstrates our assertion. The distribution P (L) can be computed using the tech-nique outlined above (cf. [28] ) upon substituting g(t) = A 2 r 2 0 e −2r/r0 2r 2 (25) in the expression ofp(q; A, ω; r). We included a factor of 1 2 so that eq. (25) is precisely the time average of eq.(10). Consequently, the dependence on the random phase ϕ is trivial, and one is left with The bottom panel of figure 1 displays P (L) along with P (h 2 ) for the comparison. While the two distributions exhibit the same power-law behavior at high-L, as explained above, there is a stark difference at low L. This emphasizes the crucial role that interference, both constructive and destructive, play in the determination of the observed time series. Note that the means of both distributions are equal, λL c = λh 2 c , reflecting the fact that the variance of independent random variables is additive. In other words, a measurement of h 2 (that is, ρ gw for a realistic GW background) does not provide any information about the (in)coherence of the signal. As a rule of thumb, the distribution is well approximated by a Gaussian for |h| √ λh c (many sources contribute to the observed strain), and by power-law tails for |h| √ λh c (a single, nearby source dominates the signal).
IV. STOCHASTIC BACKGROUND FROM BINARIES
Having understood the salient features of the PDF of the observed strain in a simplified case, we now turn our attention to a more realistic source of the SGWB: binary mergers of any combination of white dwarfs, neutron stars or black holes. All, but the final stages of such systems, may be described by a Keplerian orbit perturbed by the gravitational radiation reaction [19] .
A. Basic relations
We approximate the sources as Keplerian throughout, and consider circular orbits -an assumption justified by the circularizing effect of gravitational-wave emission. As a result, the detector measures a certain linear superposition of the two polarizations h = F + h + + F × h × with wave-forms given by [19] 
where θ, i describe the orientation of the binary relative to the detector, t = t coal − t is the time to coalescence as measured by the observer (or at the source, as it is co-moving) and
f obs gw (t) = 1 π 5 256t
Here,
is the chirp mass, ϕ is a (random) phase and z is the source redshift. Furthermore, the time to coalescence reads
where t * is time the binary formed of the binary,
is the retarded age of the Universe, and τ 0 (M c , T ) is the life-time of a binary -the time it would take until both members collide; assuming gravitational-wave emission solely, we have τ 0 (M c , T ) = 5c 5 T 8/3 (GM c ) −5/3 [19, p. 171 ]. We set the present-day scale factor to unity.
Since the phase ϕ is random, the average of exp(iqh(t)) over ϕ returns a Bessel function forp, as before. Including an exponential decay with attenuation length r 0 (to which d is set), this implies
The redshift dependence induces a dependence on the co-moving distance r through the Friedmann equations. Next,p must be further averaged over the sphere S 2 as well as all the model parameters ξ in order to get ψ. But first of let us stress that the integral over t coal is equivalent to an integral over the 'starting time' and, as such, it must be weighted by the density of binary progenitors (which we take to be proportional to the star formation rate).
Finally, the large-h asymptotics of P (h) can be obtained upon separating the argument of the Bessel function into an 'amplitude' part, A(r), multiplied by a 'propagation' part, exp(−r/r 0 )/d L = exp(−r/r 0 )a(r)/r. Following the procedure outlined in §III, one obtains the same asymptotic expansion at large h. Namely,
where b(τ = 0) is the normalized amplitude evaluated at τ = 0. The coefficient b is evaluated at τ = 0, because, in passing through eq. (18), b is now a function of τ , which we Taylor-expand about 0. The terms above zeroth order contribute higher powers of h in the denominator, and are thus neglected.
B. Probability measure for the source parameter space
Before delving into the calculation of the SGWB characteristic function, let us remark on the probability measure we adopt for ξ = (t * , M c , T ). While we attempt to use physically plausible rates, our main goal is to illustrate how our formalism can be used to calculate the PDF of the SGWB produced by binary mergers. Therefore, even though the rates and parameters chosen here were picked so as to simplify this task, we stress that the procedure laid down in this section may be used for any choice of rate functions, such as more accurate estimates based on stellar evolution simulations and past GW merger events [41, 42] .
Let us approximate the probability density that a binary of compact stars forms at cosmic time t * with period T and chirp mass M c as a product distribution
where φ(M c ) is discussed below, T max,min are some infrared (IR) and ultra-violet (UV) cut-offs, and R * traces the star-formation rate, which we model as
Here, σ = √ 6, so that R * peaks at redshift z = 2 [43] ; it is translated into R * (t * ) using the redshift-to-cosmictime relation. The 1/T probability density for the initial orbital period is derived fromÖpik's law [44] , which is a reasonable approximation to the observed Galactic period distribution over a fairly large range of periods [45] .
Knowing T , one can calculate the lifetime τ 0 . Then, G(s) is obtained from an integration over t * , M c , T . The non-trivial integration limits are as follows: T lies between T max and max T min , τ −1 0 (t 0,ret − t * ) , while t * runs from 0 to t 0,ret (r). The reason for this choice of integration limits is twofold: binaries which merge such that the signal from the merger event reaches the detector (origin) before t 0 do not contribute to the gravitationalwave signal at t 0 ; and neither do binaries which form at (t * , r) such that the signal sent at their birth does not reach the detector in time.
Regarding the chirp-mass distribution, suppose that the initial masses m 1 and m 2 of the two binary members have both broken power-law densities, φ(m) = Cm −α , where α depends on m as in, e.g., a Kroupa mass function [46, 47] . The SGWB is mainly produced by remnants of stellar evolution, whose final mass is related to m 1 , m 2 by the so-called 'initial-to-final mass function' µ(m) [47, p. 601 ]. This implies an effective φ(M c ) given by
FIG. 2. The value of G(s) (equations (35) and (40)) for the parameters specified in the text and appendix A.
where δ D (x) is the Dirac distribution.
Together, the functions φ(M c ), R * (t * ) and φ(T ) ∝ 1/T specify φ(ξ). The measures here are less accurate for super-massive black holes and, ideally, one would rather consider the contributions of both stellar-sized and massive black holes binaries in the calculation of the observed strain PDF P (h). For the sake of illustration however, we will constrain ourselves to stellar-sized binaries solely (which could indeed be isolated is frequency-space, see §V).
C. U.V. cut-off on the radial distance When a binary system has a large apparent brightness -as is the case of nearby sources -its signal can rise above the detector noise and, in principle, be resolved as an individual event, and subtracted from the SGWB time series. In this case, it ceases to contribute to the SGWB as defined here. To account for a subtraction (determined by the sensitivity of the detector), one could introduce a sharp UV cut-off h max or, alternatively, set a lower limit r min > 0 on r. In the latter case, G(s) becomes a smooth function and, thus, P (h) must decay exponentially (at least) for sufficiently large values of the observed strain. It is then possible to distinguish two regimes at large h (we neglect attenuation for simplicity here): h λ b d/r min and h λ b d/r min . In the first regime, the UV cut-off can be neglected, and the behavior of f (h) is similar to the case r min = 0. In the second regime, the only possible way to achieve a large value of h is through a constructive interference of many sources, indicating an exponential decay. Therefore, we expect our reasoning from §IV to apply, and P (h) to behave like a power-law, until some exponential cut-off. Henceforth, we will set r min > 0. We derive the precise form of the exponential decline in appendix B. Overall, any UV cutoff h max will regularize the moments of P (h) (which are all infinite starting from the third), and give rise to an exponential decline just as r min > 0 does. The variance h 2 remains weakly sensitive to the value of h max (i.e. it varies at most by ∼10%) as long as h max h c . All that remains is to evaluate G(s), i.e. to compute
We perform this integral numerically assuming R = 14 Gpc and r 0 = 1 Gpc (see appendix A for details). The result is plotted in figure 2.
The distribution P (h), computed from an inverse Fourier transform of exp(N 0 G), is shown in figure 3 assuming N 0 = 0.0175 [17] . We find a strain normalization of h c = 8.137 × 10 −30 . Here again, there is an excellent agreement between the exact numerical result (solid curve) and the asymptotic expression (dashed line) in the large-h limit. We have also overlaid a Gaussian distribution (dotted-dashed curve) with variance h 2 equal to that of the full distribution. This emphasizes that a Gaussian is a bad approximation over the range of strain values considered here owing to the low number of sources. As N 0 increases, the transition to the h −4 power-law tail moves to larger values of h, so that the Gaussian approximation improves (at fixed value of h). In figure 4 , we show the effect of varying N 0 on the prob- ability P (h 2 ) of measuring a squared strain h 2 .
To conclude this section, recall that the variance of observed strain fluctuations is related to the density parameter Ω gw (f ) through
The unequal time correlator h(t)h(t ) encodes additional information on, e.g., whether the SGWB produced by binary mergers of compact stars falls in the "continuous", "shot noise" or "pop-corn" regime [16] . This depends on the ratio between the duration of events and time interval between successive events. At the distribution level, quantifying the correlation structure of time series data would amount to calculating the 2-point PDF P h(t), h(t ) (and higher order statistics). This ought to be relatively straightforward, albeit beyond the scope of this paper.
V. DISCUSSION AND GENERAL PROPERTIES
The salient features of P (h) we outlined in this paper remain valid in a more general setting -when g = A(t) exp[i(ω(t)t+ϕ)] -provided that A and ω are slowlyvarying functions of t. As in §III and §IV, averaging over the phase ϕ gives a Bessel function:
If r min = 0 (or equivalently h max = ∞), the dominant contribution again comes from the |s| 3 term in G(s), and generates an h −4 power-law; if not, the methods of §IV C and appendix B apply, mutatis mutandis. The −4 exponent actually reflects the specific r-dependence of the GW luminosity distance in General Relativity (GR). Obviously, this exponent may change if the flux does not satisfy the familiar 1/r 2 law (as is the case in some extensions of GR [48] ).
A. Isotropy
One critical assumption made throughout this paper is that of the isotropy of the source spatial distribution (the mean number density is allowed to vary along the radial direction), so that our h 2 actually corresponds to the shot noise term discussed in [24] , rather than the angular power spectra C 's calculated in [8, 10] [see also 49-51, for similar calculations in the context of cosmological backgrounds].
While isotropy is a reasonable assumption for the main extra-Galactic background sources of LIGO and Virgo [24] , there is a significant contribution from Galactic white-dwarf binaries to the background that should be observed by LISA [19] . The formalism considered here can be extended to include generic clustering [along the lines of, e.g., 40] and projection effects induced by inhomogeneities (peculiar velocities, gravitational redshift etc.) into the calculation of G(s) [see for instance 25] .
In the specific case of contributions from our Galaxy, eq. (5) will have to be amended to include a number density which depends on the sky direction in accordance with the Galactic density profile (approximately a disk, see [13] ). The SGWB will then be the superposition of an extra-Galactic part h ext (studied in this paper), and a Galactic part h Gal . Since both are independent, the characteristic function of h = h extra + h Gal is the product of their characteristic functions. One can still denote the characteristic function of h Gal by exp(N Gal G Gal (s)), with N Gal measuring the mean number of galactic sources across the sky (even if this distribution is neither isotropic nor Poissonian). Therefore, the function G(s) should also separate into two parts:
1, Laplace's method (this time treating N Gal as the big parameter, not h) ensures that, for all values of h but the very largest, where the approximations of appendix B applies, the dominant contribution to G Gal is its O(s 2 ) term in its Maclaurin series. Thus, one expects that for large N Gal , h is well-approximated by a sum of h ext , whose distribution we have described here, and a Gaussian random variable, provided that h is not too large.
B. Frequency domain
All of the above is true for the entire gravitationalwave amplitude integrated, so to speak, over all frequencies. We can resolve the probability distribution for each frequency, though: ifh(f ) = dt e 2πitf h(t), then, for N sources,h
The individual Fourier modes 4h k (f ) also are independent by the assumptions stated in §II, with the caveat that they are complex random variables. Treatingh(f ) as a complex variable, the single source characteristic function ψ(q) should be defined as
where q is now complex,g(f ) denotes the Fourier transform of g(t) and (z) is the real part. Alternatively, sincẽ h(f ) must satisfy the reality condition (because h(t) is real), we can restrict ourselves to statistics of the real part h (f ) of the Fourier amplitudes without loosing any information. In this case, the methods of §II applies exactly provided that g(t) is replaced bỹ
(T expresses the finite duration T of the experiment; frequencies f < 1/T are poorly sampled by the data.) 4 One could also consider a wavelet decomposition.
As an illustration, consider the simplified model of §III. For a general T < ∞, the Fourier transform g yields
r 0 e −r/r0 r
where ω ± = ω ± 2πf . Integrating over the random phase ϕ,p(q, f ; ξ; r) becomes, after some manipulations,
provided that α(ω, f, T ) is defined as
(48) Eq. (47) is identical to eq. (11) except for a frequencydependent factor of α(ω, f, T ). Our previous arguments remain valid, so the PDF P ( h (f ) = h) will be dominated by the nearest neighbor at large h. Its asymptotic form thus exhibits the power-law behavior ∼ h −4 , although its overall amplitude is now modulated in accordance with α(ω, f, T ).
C. Detector noise
We have assumed idealized, noiseless detectors for simplicity. In reality, the distribution of time domain strain fluctuations cannot be measured below a characteristic threshold ∼ n 2 determined by the rms variance of the residual noise. In addition to improved detector sensitivity, cross-correlations between different detectors should help to reduce this threshold [19] . In this case, it is the probability density P (h 2 ) which is the quantity being measured (although, if the detectors are not spatially coincident, the interpretation of the cross-correlation signal is less straightforward 5 ). Finally, it is convenient to perform the signal processing in the frequency domain as outlined above, because the detector noise usually has a very specific frequency dependence, especially if n 2 is of order λh 2 c or larger.
VI. CONCLUSION
In this paper, we exemplified a formalism to calculate the probability density function of a stochastic gravitational-wave background produced by Poissonclustered compact binaries. A similar approach was considered in the context of the high-redshift ionizing UV background but, to the extent of our knowledge, it is the first time that it is applied to stochastic GW backgrounds, where interference is taken into account in a consistent manner.
In contrast with earlier works on the topic, we provided expressions for the full distribution function, not only its variance (or power spectrum). Our formalism thus has the advantage of being able to model large deviations, as well as typical fluctuations. We evaluated the probability distribution numerically, and derived accurate asymptotic expressions for the large strain tail. The latter turns out to be dominated by the nearest active source. The resulting h −4 scaling is, in fact, a universal phenomenon, in-so-far-as it is independent of the particular properties and characteristics of the sources -so long as they are deterministic, point sources -and arises solely from the nature of gravity, the four-dimensional nature of space-time and the inverse-square law decay of the wave amplitude.
Section IV described a calculation of the stochastic background produced by binary mergers of compact stars, assuming Newtonian orbits throughout the binary's evolution in conjunction with other simplifying assumptions on the rates, mass functions and spatial clus-tering of the sources. These, however, do reflect a limitation of the formalism, but rather the authors' wish to simplify the numerics. In fact, G(s) may be calculated much more precisely in an analogous way, using rates and mass-function derived from simulations directly and taking into account inhomogeneities in the spatial distribution of the sources. Finally, our results can be extended in the Fourier domain and, therefore, could be useful for the frequency reconstruction of stochastic GW backgrounds (see, e.g., [52] ). We defer a thorough study of all these issues to future work. the saddle points are those where G (z) = ih. The relevant steepest descents contour coincides with the imaginary axis, for G is even. Therefore, we set z = −iy so that ζ = −hy + G(−iy). Moreover, since G(0) = 0 and G is an entire function, then z has to be large for G to be as large as ih. This justifies the replacement of G(−iy) by its asymptotic expansion as |y| → ∞. In the particular case at hand, it is of the form − hy + c exp(ay)y −b ,
where a, b, c > 0 are independent of y.
The reason for equation (B1) is as follows:p, as given by equation (35), is J 0 (const × s) (where the constant is not a function of s), so G(iy) is the expectation value of J 0 (const × iy) = I 0 (const × y). When y is large (as is necessary for a saddle point), I 0 (Ay) ∼ exp(Ay)(2πAy) −1/2 [55] . One needs to calculate the expectation value over A, which, in the case of §IV, is a six-dimensional integral. As y is large, this integral is well-approximated by Laplace's method: three of the integration parameters maximize A on the boundary of the integration domain (τ, M c and T ), whereas the other three (θ, i and t * ) maximize it in its interior. Thus, by Laplace's method, b = 1 2 + 3 + 3 2 = 5. Furthermore, a is the value of A at the maximum and c = 3τ 2 φ(M c , t * , T ) sin i (2π) 3/2 (A ,θθ A ,φφ A ,t * t * A ,τ A ,Mc A ,T ) −1/2 ,
where a comma and a subscript denote partial derivatives, and all quantities are also evaluated at the maximizing point.
The critical points of ζ(y) = −hy + ce ay /y 5 are the solutions of h ∼ ace ay y 5 ,
bearing in mind that y is large and retaining only the dominant terms. This equation is solved by the Lambert W-function, which is approximated by ay ∼ ln h [55] . Applying Laplace's method yet another time, the steepest descents method yields 
