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INTRODUCCION 
En este trabajo se profundiza en uno de los tópicos más clásicos en la teoría del análisis 
complejo de una variable: la clasificación de las superficies de Riemann. El estudio sobre 
la teoría de la clasificación se realiza desde tres puntos de vista distintos, cada uno de los 
cuales constituye un capítulo. 
-4ntes de comenzar a hablar de los resultados conseguidos, sería interesante exponer con 
algún detalle lo que va a ser la herramienta fundamental en el desarrollo posterior: la 
métrica hiperbólica o de Poincaré. Esto va a hacer que, en general, se adopten puntos de 
vista de geometría Riemanniana. 
Si S es una superficie de Riemann cualquiera (una variedad bidimensional con un atlas 
con cambios de carta analíticos) y n : S 4 S es su recubrimiento universal, Ilamamoc r 
al grupo de transformaciones recubndoras, es decir, el grupo de las funciones y : S -+ S 
biholomorfas y tales que n o y = ?i. El grupo r opera sin puntos fijos y discontinuamente 
sobre S y de hecho se tiene que S es conformemente equivalente con S/r. Recíprocamente, 
dado cualquier grupo r de transformaciones biholomorfas de S en sí mismo que actúen 
discontinuamente y sin puntos fijos, S/r es una superficie de Riemann. Un tal grupo r se 
denomina grupo Fuchsiano si 3 = A. 
Antes de continuar, conviene precisar los términos de función analítica y holomorfa. Se 
dice que f : Q C C --+ C es una aplicación analítica si admite un desarrollo en serie de 
potencias con radio de convergencia positivo. 
Si S, R son dos superficies de Riemann, se dice que f : S + R es holomorfa si su 
expresión en cartas locales es analítica. Se denota la clase de funciones holomorfas de S 
en R por H ( S ,  R). 
El teorema de uniformización dice que cualquier superficie de Ftiemann simplemente 
conexa es conformenente equivalente a la esfera de Riemann e, al plano complejo C o 
al disco unidad A. Por tanto, sólo hay tres posibilidades para 3, módulo equivalencia 
conforme. 
Si S = e, entonces S ha de ser necesariamente e, ya que e sólo puede ser espacio 
recubridor de sí mismo. 
Si S = C ,  las transformaciones recubridoras han de ser necesariamente de la forma 
y(z) = z + a para que no haya punto fijo en C; como además el grupo debe actuar 
discontinuamente, r ha de ser o bien el grupo trivial o bien tener uno o dos generadores: 
así S puede ser conformemente equivalente a C, C - {O} o a un toro T, respectivamente 
(hay toda una variedad unidimensional compleja de toros, no conformemente equivalentes 
entre sí). 
A estas superficies que no tienen como recubriclor universal al disco A las llamamos 
excepcionales. Todas las demás, a las que Ilainareriios hiperbólicas o no excepcionales, 
tienen al disco como recubndor. 
Se cuenta que Poincaré, cuando iba a subir al tranvía que le llevaría a una excursión 
geológica, descubrió que las aplicaciones de ~ g b i u s  que preservan A son exactamente las 
isometrías del disco si le dotamos de la métrica 
Aquí por isometnas no sólo se entiende que se conservan distancias sino también orien- 
taciones. Este grupo de isometrías, al que se denota por Mob(A), es el conjunto de 
transformaciones 
T : A + A tal que T(z) = e "* c o n a E A  y 6 ' ~ [ 0 , 2 ~ )  1 + ¿ir 
El disco con esta métrica constituye el modelo de Poincaré de la geometría hiperbólica, 
en el que las geodésicas son los arcos de circunferencia perpendiculares a ¿?A, y que tiene 
curvatura constante K = -1. Este es el motivo de que aparezcan el 4 y el 2 en (0.1); si 
no estuviesen, la curvatura sería -4. 
Otro modelo, conforme e isométricamente equivalente a éste, es el semiplano superior U 
con la métrica 
Id4 d s = - .  
Y ., L 
Se usarán ambos indistintamente, aunque por el teorema de la aplicación de Füemann, 
cualquier simplemente conexo R contenido propiamente en el plano, es equivalente a éstos 
con la métrica conforme cuya densidad verifica Xn(f(z))l f'(z)I = Xn(z), donde f : A --+ 0 
es una aplicación biholomorfa. 
También se usará como modelo en una ocasión (para probar el lema 1.1 del capítulo 1) 
la banda B G {O < I m  r < 11, con su métrica de densidad Xe(r) = n/sen(ay). 
Dada cualquier superficie S no excepcional, si a : A -+ S es un recubrimiento universal 
de S y y E Mob(A), entonces ?;o y : A -+ S es también un recubrimiento universal, y así 
se obienen todos los posibles. Por tanto, al elegir un recubrimiento universal, se pueden 
prefijar n(0) y el argumento de ~ ' ( 0 ) .  
Como S es conformemente equivalente a A / r ,  donde r es el grupo de transformaciones 
recubridoras de un recubrimiento universal, los grupos r que podemos elegir para realizar 
tal representación son únicos salvo conjugación por un elemento de Mob(A). Como r es 
un grupo de isometnas para la métrica hiperbólica de A, puede proyectarse dicha métrica 
mediante T, de forma que se dota a S A/r  de una métrica Füemanniana conforme, 
completa y con curvatura K = -1. Esta métrica está bien definida, ya que r es único 
salvo conjugación por una isometria de A, y además es la única que verifica las propiedades 
anteriores. También es fácil ver que Xs es una función analítica real en cada carta. 
Constituye un abuso de leriguajc el decir que la métrica de Poincaré es una métrica 
conforme, ya que la propiedad de conformalidad (conservar ángulos y orientaciones), es 
una relación de equivalencia entre dos métricas. .41 hablar de superficies de Riemann 
que están contenidas en el plano, que la métrica sea conforme significa que es conforme 
con la métrica euclídea. Si trabajamos con una superficie general S, que la métrica sea 
conforme quiere decir que cualquier recubrimiento universal n del disco (con su métrica 
euclídea o hiperbólica) sobre S (con su métrica hiperbólica), es una aplicación conforme 
(observemos que esto es una tautología ya que K es una isometría local), o lo que es lo 
mismo, que cualquier carta local de S es una aplicación conforme sobre el plano con su 
métrica eirclídea, ya que n es holomorfa. Por tanto, cualquier aplicación holomoría es 
conforme con respecto a las métricas hiperbólicas (o a las euclídeas en cada carta), si la 
diferencial en el punto considerado es distinta de cero. 
Conviene destacar un hecho importante acerca de la unicidad de la métrica de Poincaré: 
dada una variedad bidimensional orientable M, existen infinitas estructuras de superficie 
de Riemann para M incompatibles (no conformes) entre sí, y para cada una de ellas existe 
una métrica de Poincaré. La elección de estructura de superficie de Riemann (un atlas 
analítico) es equivalente a la elección de una clase de métricas conformes en la variedad. 
Obsérvese que cualquier variedad Riemanniana bidimensional orientable puede ser dotada 
de un atlas analítico de forma que su métrica sea conforme con la euclidea en cada carta; 
considerando como cartas las coordenadas isotermales y todas las que sean conformes con 
ellas. 
La idea de la demostración de un hecho tan sorprendente como la unicidad de la métrica 
de Poincaré, es muy sencilla: 
Si tenemos dos métricas completas g1,gz en S, de curvatura -1 y conformes entre 
sí, el hecho de que tengan la misma curvatura constante hace que, dados dos puntos 
cualesquiera p , q  de S, exista una isometría local entre dos entornos V de p y W de q, 
f : (V,g,) + (W, gz) (basta considerar las coordenadas geodésicas exponenciales). Al ser 
completas las métricas, f puede elevarse a los recubridores universales, prolongando la 
aplicación a lo largo de las geodésicas. 
Por tanto, basta con probar que si h : (A, g ~ )  -+ (A,g) es una isometna global, donde 
g~ es la métrica hiperbólica de A y g es una métrica conforme con la euclídea, entonces 
g = gn. Pero como h es un automorfismo conforme de A, h ha de ser una transformación de 
Mobius, y como las transformaciones de Mobius son isometrías para la métrica hiperklica, 
se tiene que g = g ~ .  
Si S es un dominio plano y n : A + S es un recubrimiento universal, entonces las 
densidades de la métrica de Poincaré con respecto a la métrica euclídea en A y S verifican 
la relación 
Conocer A s  es pues tan complicado como conocer el recubrimiento universal, pero en 
algunos casos sencillos es posible hallar A s  explícitamente: 
(a) Si S = {O < lz - a l  < R ) ,  entonces 
(b) Si S E {r < Ir - al < r m),  entonces 
C 7r 
Xs(z) = ( M) , donde c = -. 12-alsen clog log m 
En la mayor parte de los casos en los que S es un dominio contenido en C ,  el cálculo 
explícito de As es imposible, pero existen estimaciones muy buenas: 
Una aplicación del lema de Schwan implica que 
donde por d se entenderá de aquí en adelante la distancia euclídea. 
El teorema 114 de Koebe permite deducir que 
en el caso de que S sea simplemente conexo. Entonces, 
para los simplemente conexos. Esto es también cierto para una clase de dominios mu- 
cho más amplia, los llamados domini- modulados, que jugarán un importante papel en 
el capítulo l. Unas buenas estimaciones de As para un dominio plano general fueron 
obtenidas por Beardon y Ponunerenke [B-P]: 
TEOREMA. Para cualquier dominio plano S c C se  t iene  
l / f i  5 Xs(z) d(2,a.S) (k + Ps(z)) 5 2 k + .rr/2, para t o d o  2 E S, 
donde  
y k ~ 4 + í o g ( 3 + 2 f i ) .  
La  cota  inferior se  puede  mejorar has ta  conseguir 
Esta métrica tiene un gran número de propiedades, aparte de las ya mencionadas. Si 
se denota, como se hará de ahora en adelante, por ds la distancia inducida por la métrica 
de Poincaré en la superficie S, y si f : A + A es una aplicación holomorfa, entonces una 
reiorriiulación del lema de Schwarz implica que 
d a ( f ( z ) ,  f ( w ) )  5 d ~ ( z ,  w ) para todo z , w  E A. 
De hecho, se tiene una versión mucho más fuerte de este principio. Si f : S  -t R es una 
aplicación holomoria, entonces 
d ~ ( f  (P), f ( q ) )  5 ds(p ,  9 )  Para todo P, 9 E S, 
es decir, todas las aplicaciones holomorfas son contractivas para la métrica hiperbólica. 
En particular, si se toma como f la inclusión de S en R, donde S  y R son dominios 
planos, se tiene que 
X R ( Z )  5 XS(Z)  para todo z  E S .  
Cómo puede usarse esta métrica para probar teoremas de variable compleja, se muestra 
con esta sencilla demostración del teorema pequeño de Picard: 
Antes que nada, conviene establecer una notación que será muy usada: A ( a ,  r )  es el disco 
eiiclídeo de centro a  y radio r ,  a ( a ,  r )  es la clausura de A ( a ,  r ) ,  A ( a ,  r)' = A ( a ,  r )  - { a )  
y A, = A ( 0 ,  T ) ,  por lo que A, = A. 
Si f  : C -r S  es una aplicación holomorfa, donde S  es una superficie de Riemann 
hiperbólica, entonces f es constante. 
Dados z ,  w  E C ,  si N > lzl, lwl, entonces 
d s ( f ( z ) ,  f ( w ) )  5 da,(z,  w ) ,  
y el término de la derecha tiende a cero cuando N tiende a co. 
Definida la métrica de Poincaré y enunciadas algunas de sus propiedades, se puede 
exponer ya el contenido de cada capítulo. Como se decía al principio de esta introducción, 
todos los capítulos pueden verse, desde un punto de vista general, como una profundización 
en el estudio de la clasificación de las superficies de Riemann. 
Ahora se expondrán de una forma sucinta la mayor parte de los resultados que se prueban 
en el presente trabajo. Las definiciones, las fórmulas y las relaciones con otros conceptos 
afines, se desarrollan con más detalle en las introducciones de cada capítulo. 
En el primer capítulo se estudia cuándo una superficie es bass, es decir, cuándo el menor 
autovalor b ( S )  del laplaciano (con respecto a la métrica hiperbólica) es cero. 
Un importante teorema de Elstrodt-Patterson-Sullivan [Su121 da una fórmula explícita 
para b(S)  en función de 6 ( S ) ,  el exponente de convergencia de una serie de Poincaré 
asociada a S ,  que involucra la geometría y la topología de S .  Otro teorema de Patterson 
y Sullivan [N2, p.159) establece la igualdad entre & ( S )  y la dimensión de Hausdod del 
conjunto límite cónico C(r) asociado a cualquier grupo l? que represente a S .  Todos estos 
conceptos se definen y se desarrollan mucho más detalladamente en la introducción del 
capítulo 1. 
Además, existe una caracterización de superficies bass con fuerte sabor geométrico. Si 
As ,  Ls denotan respectivamente el área y la longitud en S respecto a su métrica de 
Poincaré, se define la constante isoperimétrica de S como 
donde el supremo se toma sobre todos los dominios G relativamente compactos en S y 
con frontera suave. Decimos que S satisface la desigualdad isoperimétrica lineal si 
h ( S )  < m, lo que implica que 
&(G) 5 h ( S )  Ls(aG), 
para todos los dominios anteriores G. 
TEOREMA B. U n a  superficie d e  R i e m a n n  S n o  es  bass s i  y sólo si satisface la 
desigualdad isoperimétrica. Además, s e  t i ene  q u e  
Este resultado era ya conocido, pero la prueba que se da es nueva y se utiliza de forma 
esencial en la demostración del teorema A. 
Todo esto muestra que b(S) se relaciona con gran cantidad de objetos interesantes de la 
superficie. 
La numeración usada en los resultados es la siguiente: 
Los teoremas que constituyen el núcleo de esta tesis se distinguen por numerarse con 
letras en lugar de con números; por tanto se hablará de teorema A, teorema B, ... 
Los teoremas que tienen nombre propio (teorema de Liouville, teorema de Picard, ...) y 
los que sólamente aparecen en la introducción, no llevan letras ni números. 
El resto de los teoremas probados por otros matemáticos, así como todos los demás 
- .  resultados que aquí se prueban, ya sean Iernas, corolarios o proposiciones, se numeran con 
dos cifras, la primera de las cuales indica la  sección (no el capitulo) en que aparecen por 
primera vez, y la segunda señala su orden dentro de la sección. 
Cuando se haga alguna referencia a un resultado previo, se entenderá, a menos que se 
indique explícitamente otra cosa, que el resultado se encuentra en el mismo capítulo. 
Dcsde Teichmüller, uno de los principales objetos de estudio en la teoría geométrica de 
funciones ha sido el comportamiento de los invariantes conformes de una superficie cuando 
ésta se deforma mediante aplicaciones cuasiconformes. 
El primer resultado positivo que se consiguió, fue que la clase de las superficies de 
Riemann que no tienen función de Creen (Oc) es cerrada bajo la aplicación de transfor- 
maciones cuasiconformes [Pf]. Aquí se prueba que lo mismo es cierto para la clase de 
superficies bass: 
TEOREMA A. Si u n a  superficie d e  R iemann  S, es  bass y es  cuasiconforme- 
mente  equivalente a S?, entonces S2 e s  bass. 
El siguiente objetivo será estudiar qué dominios planos son bass. ., 
Aquí se consiguen una condición necesaria y otra suficiente para que un dominio plano 
sea bass, y ambas condiciones están muy próximas. Estas condiciones vienen expresadas 
en los teoremas C y D. 
Un dominio G de la esfera se denomina modulado si existe una cota superior para el 
módulo de todo dominio doblemente conexo H C G que separa la frontera de G. 
1 El módulo de un dominio .4t { t  < lz l  < 1), con t E [O, l), se define como & l o g f  
Si H es un dominio doblemente conexo, existe un t E [O, 1) tal que H es conformemente -. 
equivalente a At, y definimos el módulo de H como el módulo de Al .  El módulo puede 
definirse de forma equivalente, sin usar de forma explícita las aplicaciones conformes, de 
la siguiente manera: el módulo de H es el cociente entre el número a y el ínfimo de las 
longitudes (respecto a la métrica de Poincaré de H) de todas las curvas cerradas que no 
son homótopas a cero en H. Esta caracterización se usará en la prueba del lema 2.1 del 
capítulo 1. 
La condición de que G sea modulado puede expresarse equivalentemente en términos de 
la métrica de Poincaré, diciendo que existe una constante positiva C ,  tal que la longitud 
respecto a la métrica de Poincaré (LG) de cualquier curva cerrada contenida en G, está 
acotada inferiormente por C. 
Los dominios modulados son objeto de estudio en la actualidad. María José González 
[G] ha probado el siguiente resultado: 
TEOREMA. U n  dominio G d e  la esfera e s  modulado s i  y sólo s i  existe u n  
dominio fundamental  F t a l  q u e  aF e s  un cuasicirculo. 
Si S es una superficie de Riemann que puede representarse como A / r ,  se dice que 3 
es u11 domin io  fundamental  para r si F es un dominio cuya frontera tiene área cero, y 
si existe un subconjunto 'H de ¿¡F tal que 3 U 31 contiene exactamente un punto de cada 
órbita de r en A. Un subconjiinto de la esfera es un cuasicírculo si es la imagen de aA 
mediante una aplicación cuasiconfonne de la esfera en sí misma. 
La condición suficiente para que un dominio plano sea bass la d a  el siguiente teorema. 
TEOREMA C. Supongamos q u e  G e s  modulado y q u e  {a,},>i es  una  sucesidn 
(f ini ta  o iiifinita) separada e n  la  mét r ica  hiperbólica de G, es  decir, que  verifica 
inf d~(a , , a , )  > 0. 
n#m 
Entonces  e l  dominio GO = G - no es  bass. 
Sea B un conjuiito compacto en el plano complejo. Si p es un punto de B, se definen 
para r, O < r 5 diam B, 
1 .  
P(p, r )  r -znf {s  : A(p,s) n B = A(p, r) n B}, 
r 
donde cap es la capacidad logarítmica (ver la definición y algunas de sus más importantes 
propiedades en [Ts, cap.31). 
La capacidad es lineal respecto a las dilataciones, por lo que a es una medida de lo 
"grueso" que es el conjunto B alrededor de p, independiente de la escala. De p podría 
decirse algo parecido: mide lo "rodeado" que está un punto p por el resto del conjunto 
B, independientemente de la escala. Como la capacidad de un disco cerrado es igual a su 
radio, siempre se tiene que ~ ( p ,  r )  < B(p, r )  5 1. p es un concepto más fino que a, ya que 
los conjuntos nunierables tienen capacidad logan'tmica cero, mientras que pueden hacer 
que @ esté próximo a 1 (por ejemplo, si B = {O) U {an)ñ=l, con O < a < 1, se tiene que 
"(0, r )  r 0 y P(0, r )  2 a). 
Es interesante observar que 0 puede ser definido en cualquier espacio métrico, ya que 
sólo involucra conceptos métricos. 
Si H es un dominio plano e m pertenece a H, se sabe [Pol, pp.192-193],[Po3, pp.302 y 
3071 que H es modulado si y sólo si inf,,, a(p,  r )  > O, y que a su vez esto es equivalente a 
que inf,,, P(p, r )  > O, donde en ambos casos el conjunto B tenido en cuenta es B = 3H. 
Se tiene el siguiente recíproco del teorema C. 
TEOREMA D. Supongamos que  H es u n  dominio plano que  no  es bass y que  
co E H. Entonces S - H  es una  unión disjuilta P U 1, donde  I es el conjunto d e  
todos los puntos  aislados d e  8 H .  Los puntos  d e  I están separados e n  la  métrica 
hiperbólica d e  e-P = H U 1 y existen constantes  cl y cz ta les  que si  p E P, 
entonces 
O(P, ~ B ( P ,  r ) )  l cz 
donde  a y /3 se consideran con B = P. 
Adenlás cap (A(p, r )  n P) > O para  cada p E P y cada r  > 0. 
La condición suficiente del teorema C y la condición necesaria del teorema D están muy 
próximas: en ambas aparece el hecho de que los puntos aislados están separados en la 
métrica hiperbólica y que la capacidad de la frontera alrededor de los puntos no aislados 
es positiva. La condición del teorema C sobre a es más fuerte que la del teorema D, pero 
no difieren demasiado. 
En la sección 1.5 se describen ejemplos que muestran que la condición del teorema C no 
es necesaria mientras que la del teorema D no es suficiente. 
Estos cuatro teoremas están publicados en (F-Rl]. 
En el segundo capítulo se estudia la existencia de la función de Green en relación con 
el área de las bolas hiperbólicas. En la introducción del capítulo 11 se cuentan con detalle 
los antecedentes históricos de este problema. 
Si S es una superficie de Riemann, p es un punto de S y t  es un númem positivo, 
denotamos por As(p, t )  el área de la bola de radio t centrada en p. El problema concreto 
que se estudia aquí es: ¿qué tipo de crecimiento de As(p, t )  cuando t  tiende a oo implica 
que S posee funcion de Green (que S Oc)? 
N. Varopoulos sugirió que en esta situación, es decir, si la superficie tiene curvatura 
constante negativa, un crecimiento exponenciaf uniforme del á rea  debería implicar 
la existencia de función de Green. Más precisamente, si se define 
y se supone que 
inf 
r > t o  t 
¿puede deducirse que S tiene función de Green? 
La conjetura es cierta para el caso de dominios pianos, y de hecho se obtiene un resultado 
m& fuerte, corno corolario del siguiente teorema. 
TEOREMA E. S i  existen un  radio to y una constante co tales que  
(0.2) AS(P,  t o )  2. co, para  todo p E S, 
entoiices existe u n a  cota  inferior positiva pa ra  las longitudes d e  todas  las curvas 
cer radas  que  no son homótopas a cero. Además, el recíproco también es cierto. 
Así se deduce: 
COROLARIO 1.1. Si S es u n  dominio plano que satisface (0.2) entonces S tiene 
función de  Green.  
Por tanto la observación de Varopoulos se verifica al menos en el caso de superficies de 
Riemann planas. El mismo argumento funciona para superficies de Riemann de género 
finito. La situación general es radicalmente diferente. Se demostrará: 
TEOREMA F. Existe  u n a  superficie de Riemann R t a l  que  
AR(P,  t) 2 e o o t ,  para todo  t 2 to ,  
donde  ao, to  son números positivos, y ta l  que  R no tiene función d e  Green. 
Estos teoremas están publicados en [F-R2]. 
El capítulo finaliza con unos resultados que conectan la desigualdad isoperimétrica 
tratada anteriormente con el crecimiento exponencial del área. 
PROPOSICION 5.1. Si S es una superficie d e  Riemann que no es bass y h es 
su constante isoperimétrica, para cada p E S y to, E > O, existe una constante 
C = C(p,  t o ,  e) tal  que 
De la demostración de este enunciado se obtiene un corolario respecto al crecimiento 
uniforme en los puntos de la superficie, que es el tema de este capítulo. 
COROLARIO 5.2. Si S no es bass, si h es su  constante isoperimétrica y si 
el radio de  inyectividad de todos los puntos de  S está acotado inferiormente 
por una constante positiva L ,  entonces para cada to, E > O, existe una constante 
C = C(to, E ,  L )  independiente d e  p, tal  que 
De aquí se deduce el siguiente resultado que, en principio, resulta sorprendente: 
COROLARIO 5.3. Si S es un dominio plano y existen constantes positivas to 
y co tales que 
As(p,  t o )  2 co para todo p E S, 
entonces existen constantes c y a tales que 
As(p ,  t )  L c ea' 
para todo p E S y para todo t  2 to. 
El tercer capítulo trata de singularidades evitables para funciones holomorfas. Uno de 
los enfoques clásicos de este problema es equivalente a la existencia de funciones holomorfas 
acotadas no constantes, otro de los tópicos en la teoría de clasificación. El punto de partida 
serán los siguientes teoremas: 
TEOREMA DE RIEMANN. Si f E H(A*,  A )  entonces f se extiende a una 
función de H (  A, A ) .  
TEOREMA GRANDE DE PICARD. Si f E H(  A*, C - {O, 1) ) entonces f se ex- 
tiende a una función de H(A,  e). 
Estos teoremas han sido objeto de importantes generalizaciones, tratando de amplia 
respectivamente el conjunto que puede quitarse a A  en vez de {O), y la clase de superficies 
que pueden colocarse en lugar de C - {O, 1): 
TEOREMA 0.6. Sea E un compacto de  capacidad analítica cero contenido en  
A, y f E H (  A - E,  A ) .  Entonces f se extiende a una función de  H(  A, A). 
TEOREMA 0.3. Sea f E H( A*, S )  donde  S es una superficie d e  Riemann 
hiperbólica. Entonces se verifica u n a  de las dos  siguientes afirmaciones: 
( i )  f puede  extenderse a una función d e  H ( A ,  S ) ,  
(ii) S es t á  contenida e n  o t r a  superficie d e  Riemann R  = S U { p )  d e  t a l  forma 
q u e  si  se define f(0)  = p, entonces f E H ( A ,  R ) .  
La introducción del capítulo 111 contiene una discusión mucho más detallada de estos 
teoremas. 
Se han conseguido resultados que conectan ambos tipos de generalización. 
TEOREMA G. S i  E es  un compacto de capacidad analítica cero contenido e n  
A, si f E H (  A - E ,  S )  donde  S es una  superficie d e  Riemann, y si  s e  verifica que  
S  n o  es  compacta  y f (A - E) es relativamente compacto, entonces f s e  extiende 
a u n a  función d e  H(  A, S). 
Si E tiene capacidad analítica positiva, es fácil encontrar contraejemplos al teorema G, 
porque existe una función holomorfa g : A - E - - +  A que no puede extenderse a E; si 
x : 3 -+ S  ( S  puede ser A,  C, o S )  es un recubrimiento universal, entonces f = ír o g no 
puede extenderse a E.  
Para ver la necesidad de que f ( A  - E )  sea relativamente compacto, basta considerar 
S  = C ,  E = {O} y f(r) = exp(l/z). 
Un ejemplo, en la introducción del capítulo 111, mostrará que la hipótesis sobre la no 
compacidad de S también es esencial, pero usando este teorema puede encontrarse un 
resultado acerca de superficies compactas. 
COROLARIO 1.1. Sea  E un  c o n ~ p a c t o  d e  capacidad analítica cero contenido 
e n  A,  s e a  S una  superficie d e  Riemann compacta  y sea f E H ( A  - E, S). Si 
existe u n  abier to no vacío U de  S t a l  q u e  f (A  - E) tiene intersección vacía con 
U, entonces f se extiende a una  función d e  H ( A ,  S ) .  
También se prueba aquí otro resultado de extensión de funciones holomorfas con valores 
en superficies de Riemann compactas de género mayor que uno, aunque ahora es necesaria 
una hipótesis adicional. 
Uno de los puntos de partida del capitulo 111 fue el teorema grande de Picard, que 
habla de singularidades aisladas (recuérdese que E = {O} en dicho teorema). Se introduce 
ahora una medida de "cómo está de aislado" un punto de E. Se probará que si los puntos 
de E están "suficientemente aislados" (la suficiencia dependerá de S ) ,  las funciones de 
H (  A - E, S )  pueden extenderse a funciones de H( A, S). 
Si E es un compacto y e es un punto de E, para cada r > O ya se ha definido P(e, r )  
como 
1 .  
p(e, r )  - zn f { S  : A(e, 3) n E = A(e, r) n E }, 
r 
Y se define ahora 
B*(e) E lim inf p(e, r). 
r-O 
Si S es una superficie de Riemann hiperbólica, se define la sístole de S (y se deno- 
mina Sis(S)) como el ínfimo de las longitudes de las geodésicas cerradas. Por tanto, si y 
es una curva cerrada en S no homótopa a cero, se tiene que 
Ls(7) L Sis(S). 
Obsérvese que si S es compacta, entonces Sis(S) > 0. 
Con esta notación, el siguiente teorema se escribe así: 
TEOREMA H. Sea f una función de  H(  A- E, S ) ,  donde S es una superficie de 
Riemann compacta de  género mayor que uno y E es un compacto de  capacidad !;?% 
analítica cero, contenido en A. Si 
p*(e) < ezp(-2r2/sis(s)), 
para  todo punto e de  E, entonces f se  extiende a una función de H ( A ,  S). 
Al llegar a este punto resulta natural preguntarse si se podría probar algún resultado 
para funciones con valores en superficies compactas de género cero y uno (respectivamente 
y T). Como estas superficies no tienen métrica hiperbólica, los métodos desmilados 
a partir de esta métrica en principio van a naufragar; pero si se quitan puntos a y s 
T, las superficies resultantes sí que tienen métrica hiperbólica y algo puede salvarse del 
naufragio. 
El teorema grande de Picard, punto de partida de todos estos resultados, puede contem- ' 
plarse desde otro punto de vista: 
Si f E H(& - E,  & - F) tiene alguna singularidad y E es un conjunto finito, entonces 
F consta a lo sumo de dos puntos. 
Existen varios teoremas paralelos (ver [Top] para una recopilación) que afllman que si E 
es "pequeñon, entonces F también debe serlo, pero resultados posteriores de Matsumoto 
[Mat] y Carleson [Ca2] mostraron que el tamaño no lo es todo para el conjunto E, sino 
que también su geometría juega un importante papel. En esta línea están los últimos 
resultados: 
TEOREMA 1. Dada  una  sucesión {ak}:;: ( v  puede s e r  u n  número natural  
o infinito, e n  cuyo caso exigirá a la sucesión que  t i enda  a w) de  números 
coniplejos "bien distribuidos", existe u n a  gran variedad d e  conjuntos de  Cantor 
E '9adecuados" tales que  si  f : e - ~  - C-{ak}::: e s  holomorfa, entonces f se 
ext iende a una  función holoiiiorfa e n  t o d a  la esfera, y p o r  t a n t o  es racional. 
También se prueba en esta tesis un resultado de este tipo, cuando la superficie de llegada 
es un toro cualquiera menos un punto. 
TEOREMA J. Si E es u n  conjunto d e  Can to r  "adecuado" y f es tá  en la clase 
H(  D - E ,  T - {p} ), entonces f se  ext iende a u n a  función de H( D, T).  
Notación: 
Los símbolos ds,  diams, Ls,  As, Bs, As denotarán respectivamente la distancia, el 
diámetro, la longitud, el área, la bola y la densidad de la métrica en S con respecto 
a la métrica euclidea (esto último sólo si S es un dominio contenido en C), cuando se 
considera a S dotada de su métrica de Poincaré. . , 
Cuando estos símbolos aparezcan sin el subíndice S, denotarán estos mismos conceptos 
pero ahora referidos a la métrica euclídea usual. 
Si el subíndice es e, denotarán estos mismos conceptos pero ahora relativos a la métrica 
esférica que se define en la sección 111.4. No hay posibilidad de confusión, ya que 6 no 
tiene métrica hiperbólica. 
La capacidad logarítmica de un conjunto se denotará por cap, su capacidad logan'tmica 
hiperbólica por cap,, [SS, p.94], y su dimensión de Hausdofl por dim. 
&(a, T )  es el disco euclídeo de centro a y radio T ,  ñ ( a ,  r) es la clausura de A(a, r), 
A(a,r)* = A(u,T)  - { a )  y A ,  = A(O,T), por lo que Al = A. 
C denotará una constante cuyo valor puede variar de línea en línea, e incluso dentro de 
la misma línea. 
C A P I T U L O  1. Superficies d e  Rieiiiaiiii bass y aplicacioiies cuasiconformes. 
En este capítulo vamos se estudia cierta medida del "tamaño" de una superficie de 
Riemann hiperbólica S (o de su "frontera"). 
Dada una curva cerrada y  con punto base p  E S, denotamos por [ y ]  la clase de homotopía 
de y  en l I l ( S , p ) ,  el primer grupo de homotopía o grupo fundamental de S [Mas].  Entonces 
podemos definir 
L([y l )  = inf (Ls(r7) : II E írl}, 
y considerar, para cada t > O, la función tipo zeta 
que involucra simultáneamente la geometría y la topología de S. Obsérvese que la definición 
es válida en toda variedad Riemanniana n-dimensional. 
De la propia definición se deduce que logUt es una función Lipschitz en S; de hecho se 
tiene que 
I logUt(p) - logUt(q) I <  2 t d s ( p , q ) ,  
siempre que Ut sea finita en p o en q. Esto implica que si Ut es finita en un punto, entonces 
es finita en cualquier otro punto de S.  
Si n : A -, S = A / r  es un recubridor universal con n(0) = p y y  es una curva cerrada 
en S con punto base p, 5 denota la elevación de y  a A que comienza en O y acaba en 
z .  Este punto final z es el mismo para la elevación de cualquier curva homótopa a y que 
comience en O. Además, z = TO para una única T E r. Si o es el segmento que une O con 
r . se tiene 
L s ( .  0 0) = LA(.) 5 L A ( : )  = Ls(71) 
para toda 17 6 [ y ] ,  ya que o es la curva más corta que une O y z ;  y como además 71 o o E [ y ] ,  
se tiene que L ( [ y ] )  es de hecho un mínimo y 
L ( [ y ] )  = L s ( r  o a )  = d ~ ( 0 ,  TO) = log l + I T O I  1- 1 TO 1 '  
Por tanto, se ha obtenido otra expresión para Ut : l 
' < 2', U  y y a q u e 1 I ( 1 + I T O I )  - es finita si y sólo si lo es la serie C(1- 1 TO 1)'. I l 
l 
Un simple argumento de cmpaqrictamieiito de puntos de la órbita, muestra que Ut es 
finita para todo t > 1 y para todo grupo Fiichsiatio r [Ts, p.5161. Resulta natural introducir 
el dcnonunado exponente  d e  coiivergeiicia 6(S) o 6( r )  
que es la abscisa de convergencia de la función zeta de arriba. Se obtiene el mismo expo- 
nente si se sustituye O por cualqiiier otro punto del disco unidad, ya que eso supone una 
conjugación en el grupo r .  Se sigue de lo que ya se ha dicho que 6(S) está en el intervalo 
[O, 11. Además, 6(S) es igual a cero sólo en el caso de que S sea conformemente equivalente 
a un disco o a un anillo. 
El teorema de Myrberg [SS, p.5221 asegura que S tiene función de Green si y sólo si U, 
es finita. Este es uno de los muchos resultados conocidos acerca de estas series de Poincaré. 
En cierto sentido, 6 mide el tamaño de S o de su "frontera". Si se consideran los dominios 
planos St = { z  E C : t <I z l< l}, para t E [O, l ) ,  se observa que existen difeomorñsmos 
entre dos cualesquiera de ellos (aunque no existe una aplicación conforme que lleve uno 
de ellos en ningún otro), y por tanto, todos los grupos de homotopía son isomorfos. Sin 
embargo, la geometría de So es radicalmente distinta de la de cualquier otro St, ya que 
en St cualquier curva no trivial tiene al menos longitud 2?rZ/Iog(l/t), mientras que en So 
hay curvas no triviales de longitud arbitrariamente pequeña. La causa es que la frontera 
de So es "considerablemente más pequeña" que la de cualquier otro St. Esto lo detecta el 
exponente de convergencia, ya que &(S,) = O si t E (0 , l )  y &(So) = 112. 
Existe una relación directa entre &(S) y el conjunto límite A(r) de r. A(r) es el subcon- 
junto cerrado de d A  que se define como el conjunto de puntos de acumulación (derivado) 
de la órbita de O, a la que se denotará por I'(0). Un poco de geometría hiperbólica muestra 
que se obtiene el mismo conjunto límite si en vez de considerar la órbita de O se considera la 
órbita de cualquier otro punto del disco unidad. Hay un importante subconjunto de A(r), 
el conjunto límite radial o cónico C( r ) ,  que se define como el conjunto de los < E A(r) 
tales que alguna subsucesión de r(0) está en algún cono de Stolz con vértice en t .  Si 
i E A, E a A  y X E (0,7r/2), se dice que z pertenece al cono con vértice en t y de aper- 
tura X si el ángulo entre los vectores y E-z es a lo sumo A, y si además lz -(I < 2cos A. 
C ( r )  también es independiente de la órbita usada. Para ver una definición detallada de 
estos conjuntos y una exposición de sus más importantes propiedades, ver (N2). 
Ambos conjuntos límite coinciden salvo un conjunto numerable, que corresponde a los 
puntos fijos de los elementos parabólicos, si r es finitamente generado o, equivalentemente, 
si r admite un dominio fundamental con un número finito de lados. No es así en general, 
ya que si e - ~  = A / r ,  donde E es el conjunto de Cantor, A(r) = aA,  mientras que 
dim C ( r )  < 1 (esto se deduce del teorema C y del próximo resultado). 
Un importante teorema de Patterson y Sullivan [N2, ~ .159]  afirma que 
&(S) = dim C( r ) ,  
(con la íiiiica cxccpción de S  = A', ya que 6(A8) = 112 y A ( A * )  consta de un Único 
plinto), y en particular, 
6(S)  5 dim A(l?), 
por lo que si r es finitamente generado, entonces 
6(S)  = dim A(l'). 
"Escuchemos" ahora la superficie S ,  en la terminología de Kac [Kac]. Las frecuencias 
fundamentales que emitiría una membrana elástica que tuviera la forma de la superficie 
S  son los autovalores de su operador de Laplace-Beltrami o, más abreviadamente, de su 
laplaciano. El convenio para la elección del signo del laplaciano, es tomar aquel que lo 
convierte en un operador semidefinido positivo (se define A f = -div (grad f ) ) .  El menor 
autovalor del laplaciano para el problema de Dirichlet con valor O en m, puede definirse 
en términos del cociente de Rayleigh, como 
b(S) = inf 55 I I  9 rad( f )  1 1 2  dw SS f Zdw f€C?(S) 
donde 1 1  II,grad y dw se refieren a la métrica de Poincaré de S ,  y ambas integrales están 
extendidas a S. 
Obsérvese que la integral de Dirichlet es un invariante conforme, es decir, si S  es un 
dominio plano, entonces 
donde ahora 1 1 ,  v y dxdy se refieren a la métrica euclídea en la segunda integral. Para 
verificar esto, basta con observar que grad(f) = A-' v f ,  1 1  ( I Z =  X 2  1 I Z  y dw = Xzdxdy. 
Estas fórmulas son ciertas para cualquier métrica conforme g = XZ(dxZ+dy2) en un abierto 
de RZ, y no sólo para la métrica de Poincaré. 
Sabemos que b(S)  está en el intervalo [0,1/4]. De hecho, un teorema de Elstrodt- 
Patterson-Sullivan (Su121 dice que 
si O 5 & ( S )  5 112 
b(S) = 6 - ( S ) )  si 112 5 6(S)  < 1. 
Una superficie se denomina bass si b(S) = O, o equivalentemente, si & ( S )  = 1. La 
traducción literal del término inglés bass en este contexto sería "bajo" o "ban'tono," y 
como siempre se tiene b(S) 2 O, damos este nombre a las superficies que dan la nota más 
baja. 
Si una superficie de Riemann no es bass, entonces tiene función de Green; de hecho, 
existe una autofunción positiva y Cm del laplaciano con autovalor t para cada t < b(S). 
Ver (Su12, p.3281. El hecho de que S  tenga función de Green también se deduce del teorema 
de Myrberg. 
Desdc Teiclimüller se ha venido estudiando la estabilidad de los invariantes conformes de 
las siiperfices de Riemann cuando la métrica se defornia ciiasiconformcrnente. Técnicamente, 
si Si y Sz son dos superficies y f : SI + Sz es una aplicación cuasiconforme, se desea 
estudiar la relación existente entre los invariantes geoinétricos de Si y S2. 
En la teoría de clacificación de superficies de Rieinann aparecen cuatro clases fiiiidamen- 
tales de superficies: La clase de las superficies que no tienen función de Green se denota 
OG. La clase de superficies de Riemann en las que las únicas funciones armónicas positivas 
son las constantes se denota O H P ,  y contiene a OG. Llamamos O H B  a la clase de superfi- 
cies en las qiie las únicas funciones armónicas acotadas son las constantes. Evidentemente, 
O H B  contiene a O H P .  Virtanen [Vi] y Royden [Rol] probaron que la clase O H D  de su- 
perficies que no poseen funciones armónicas no constantes con integral de Dirichlet finita 
es idéntica a la clase O H B D  de superficies que no tienen funciones armónicas acotadas no 
constantes con integral de Dirichlet finita. Esto prueba en particular que O H D  contiene a 
O H B  Tenemos pues, el siguiente conjunto de inclusiones: 
Se sabe que para superficies de género finito, de forma análoga al caso de género cero, se 
tiene que Oc = O H D ,  pero Ahlfors y Royden [A-R], y Toki [Tokl], [Tok2] han probado que 
para superficies de Riemann arbitrarias las inclusiones son todas propias. Una descripción 
detallada puede encontrarse en [A-S]. 
Por lo que ya se ha visto, se sabe que las superficies bass contienen a la clase Oo. Un 
problema abierto que seria interesante estudiar es la relación entre la clase d e  superficies 
bass y OHB.  Como O ~ B  = O c  para superficies de género finito, O H B  está contenida en la 
clase de superficies bass en este caso. Esta inclusión también se mantiene para superfices 
que son recubridores regulares de una superficie compacta. Sabemos probar que si S no es 
bass, entonces el índice de Varopoulos [Va21 &(S) es positivo, lo cual implica la existencia de 
funciones armónicas acotadas (aunque él lo prueba sólo en el caso en que 112 < 6(S) < 1). 
Además el contenido es estricto, ya que A - {O) - {2-"}:=, es un dominio bass que no 
. 
está en O H B .  De momento ignoramos si esta inclusión se mantiene en el caso general. 
El primer resultado acerca de la conservación de una de estas clases bajo aplicaciones 
cuasiconformes es el de Oc [Pf]. En [Ro2] Royden se preguntó si también se conservaría 
la clase O H B .  Esta es una pregunta razonable, ya que, como se ha comentado, en el 
caso de género finito OG = O H ~ .  Recientemente P. Doyle y T.Lyons [L], trabajando 
independientemente, encontraron pares de superficies de Riemann cuasiicométricas (y de 
hecho cuasiconformemente equivalentes), una de las cuales no está en O H B  y la otra está 
en O H P .  Por tanto, ni O H B  ni O H p  se conservan mediante aplicaciones cuasiconformes, 
mientras que O H D  es claramente invariante cuasiconforme, puesto que éstas aplicaciones 
cuasiconservan la integral de Dirichlet. 
Se ha probado: 
TEOREMA A. Si una  superficie d e  Rieiiiaiiii Si es  bass  y es  cuasiconfornie- 
mente equivaleiite a S2, eiitonces SI es  bass. 
Por tanto, ser bass es una propiedad cuasiconformemente invariante. 
Es fácil ver que si f : S1 -+ S2 es una aplicación k-cuasiconforme entonces k-'6(S1) 5 
6(S2) 5 k6(S1), pero esto no ayuda en la prueba del teorema A. 
Se verá que ser bass es un concepto puramente geométrico (dado que la curvatura de 
nuestras superficies es siempre -1). 
Se dice que una superficie de Riemann S satisface la desigualdad isoperimétrica 
lineal (DIL) si existe una constante positiva h(S) tal que para todo abierto G relativamente 
compacto y con frontera suave, se tiene que 
Sea V(S) el conjunto de tales abiertos G. 
Por supuesto, el plano hiperbólico satisface la DIL con h = 1. 
Un teorema general de Cheeger establece que si una superficie S satisface la DIL entonces 
no es bass, y de hecho se tiene la estimación b(S) 2 1/(4h(S)'). La curvatura negativa 
fuerza una desigualdad en la dirección opuesta. Más concretamente: 
TEOREMA B. U n a  superficie d e  R iemann  S n o  e s  bass si  y sólo s i  satisface la 
DIL. Además, s e  t iene que  
Este resultado es conocido. Además, es cierto incluso en dimensiones superiores y con 
hipótesis más débiles sobre la curvatura [Bu-, p.2281. Peru la prueba que se da aquí se 
adapta a esta situación y el argumento que usa será necesario más adelante en la prueba 
del teorema A. 
No deja de ser sorprendente que aunque las aplicaciones cuasiconformes no conserven 
longitud ni área, sí conserven la existencia de la DIL. Por otra parte, la composición de una 
función armónica con una cuasiconforme, no tiene por qué ser ni siquiera superarmónica; 
por tanto, no se conservan ni autofunciones ni autovalores, aunque sí el hecho de que el 
menor autovalor sea positivo. 
El siguiente objetivo serA estiitliar qué doniinios planos son bass. Los dominios planos 
quc tieneti fuiiciúri de Grccn son aqiidllos cuyo complenicnto tiene capacidad logarítmica 
positiva. Decidir cuándo un dominio plano es bass es una cuestión más delicada. Por 
ejemplo, A - {O) - {2-"}rz1 es bass mientras que A - {l - 2Yn}Z1 no lo es. 
Los teoremas C y D dan una condición necesaria y otra suficiente para que un dominio 
plano sea bass, y airibas condiciones están muy próxiiiias. 
Un dominio G de la esfera se denomina modulado  si existe una cota superior para el 
módulo de todo dominio dobleniente conexo H C G que separa la frontera de G. El ínfimo 
de tales cotas superiores se denomina el módulo de G. 
Existe un gran número de caracterizaciones de estos dominios y se conocen muchas de 
sus propiedades. (Ver por ejemplo [B-P],[Pol],[Po3],[Mi]). 
TEOREMA C. Supongamos que  G es  modulado  y que  es una  sucesión 
(finita o infinita) separada  en  la métr ica  hiperbólica de G, esdec i r ,  que  verifica 
inf d c ( a n ,  a , )  > 0 .  
n#m 
Entonces el doininio Go = G - {an):=, n o  e s  bass. 
Si la sucesión es finita, la condición de separación de los puntos es automática. 
Este resultado generaliza el de [Fe3], donde se había demostrado que los dominios mo- 
dulados no son bass. 
Sea B un conjunto compacto en el plano coniplejo. Si p  es un punto de E, se definen 
para r ,  O < r  < diam B ,  
Conviene destacar el hecho de que ,B puede ser definido en cualquier espacio métrico, ya 1 
que sólo involucra conceptos ~nétricos. 
Si H es un dominio plano e m pertenece a H ,  se sabe [Pol, pp.192-193],[Po3, pp.302 y 1 307) que H es modulado si y sólo si infp,r a ( p ,  r )  > O, y que a su vez esto es equivalente 
a que infp,, p(p ,  T )  > O ,  donde en ambos casos el conjunto B tenido en cuenta para el 
cálculo es B = a H .  Siempre se tiene la desigualdad a ( p , r )  5 P ( p , r )  < 1. Un conjunto 
B que veriñca in f { < r ( ~ , r )  : p  E B,O < T 5 d iam B }  > O se denomina uniformemente I 
perfecto. 
El siguiente resultado es casi un recíproco del teorema C. 1 
TEOREMA D. Supongamos que  H es u n  dominio plano que  no es bass y que  
m E H .  Entonces e-H es una  unión d is junta  P U 1, donde  1 es el conjunto de  
todos los puntos aislados d e  a H .  Los pun tos  d e  I es tán  separados  e n  la  métrica 
hiperbólica d e  e-P = H U I y existen constantes ci y cz tales que  si p E P, 
entonces 
.(P, ~ P ( P ,  r ) )  2 cz 
donde a y P se consideran con B = P. 
Además cap (A(p ,  r )  n P )  > O para  cada  p  E P y cada r  > 0. 
En la sección 1.5 se dan ejemplos que muestran que la condición del teorema C no es 
necesaria mientras que la del teorema D no es suficiente. Sería interesante encontrar una 
caracterización en términos euclídeos de los dominios planos (o al menos de los dominios 
planos cuya frontera está contenida en la recta real, es decir, los dominios de Denjoy) que 
son bass. 
Es interesante destacar el hecho de que se están relacionando condiciones que pueden 
>I verse con ojos euclídeos" con el hecho de que exista la DIL, que es un concepto que 
depende intrínsecamente de la estructura métrica hiperbólica. Podría decirse que ésta es 
una de las muchas formas de ver que la métrica de Poincaré no es algo artificial en la 
variable compleja. 
La organización de este primer capítulo es la siguiente: En la sección 1 se prueba el 
teorema B. La prueba del teorema A se encuentra en la sección 2, y finalmente las de- 
mostraciones de los teoremas C y D aparecen en las secciones 3 y 4 respectivamente. La 
sección 5 contiene los ejemplos a los que ya se ha aludido. 
Notación: 
Si F es un conjunto cerrado Fa = ais ( F )  es el conjunto de todos los puntos aislados de 
F, y Fd = der (F) es el conjunto de todos los puntos de acumulación de F (el conjunto 
derivado de F ) .  
AC es el complementario de A. 
SECCION 1.1. P r u e b a  del teorema B. 
TEOREMA B. U n a  superficie d e  Riemann S no es bass s i  y sólo si  satisface la  
desigualdad isoperimétrica. Además, se  t iene que  
Si S satisface la DIL, como ya se ha comentado anteriormente, la desigualdad de Cheeger 
[Che],[Cha, p.951 establece que S no es bass y que, de hecho, se tiene la desigualdad 
Si se supone ahora que S no es bass, se verá que debe satisfacer la DIL. 
El primer paso es verificar que basta probar la DIL sólo para los dominios geodésicos 
de S. Por un dominio geodésico se entiende un dominio G C S, tal que aG es una 
cantidad finita de geodésicas simples cerradas, y As(G) es finita. G no tiene por qué ser 
relativamente compacto ya que puede "rodear" un número finito de punturas. Desde este 
punto de vista se considerarán las punturas como geodésicas impropias de longitud cero. 
Una p u n t u r a  en una superficie de Riemann S es el ''tipo de frontera" de S que se origina 
a causa de un elemento parabólico en el grupo Fudisiano que representa a la superficie. Por 
conjugación siempre puede suponerse que este elemento parabólico es la transformación 
Tz  = z f 1, y por tanto, existirá una región A = {O <: z < 1, y > para algún 7 
suficientemente grande, tal que si a : U -4 S = U / r  es el recubrimiento universal asociado 
a ese grupo, 7; aplica inyectivamente la región A en un entorno de la puntura, y lleva las 
líneas verticales en U sobre las geodésicas que "emanan" de la puntura. 
Este entorno siempre va a ser isométrico a un entorno de O en A*, o lo que es lo mismo, 
a una región de la pseudoesfera originada en R3 por la rotación de la tractriz. Se deduce 
de esto que en la clase de homotopia libre de las curvas que "rodean" una puntura, hay 
curvas de longitud arbitrariamente pequeña. Y el recíproco también es cierto: si en una 
clase de homotopía libre en una superficie de Riemann, dotada de su métrica de Poincaré, 
hay curvas de longitud arbitrariamente pequeña, entonces esa clase corresponde a una 
puntura. 
Si S es un subdominio de la esfera, las punturas de S son los puntos aislados de 8s. 
Antes que nada, se tratan algunos casos elementales. 
LEMA 1.1. a) Si S es  una  superficie d e  Rieniann simple o doblemente conexa 
entonces la DIL se verifica con constante  1. 
b) S i  S es  una  superficie d e  Riemann y R E  V(S) es un  dominio simple o do- 
blemente conexo en S, entonces 
Demostración: Para ver que A satisface la DIL con h = 1, basta con seguir el razo- 
namiento del comienzo de la sección 1.3 y observar que 
Si R es un simplemente conexo en S, entonces R se eleva a fi en A y r : fi -+ R es 
biholomorfa, por lo que 
Por un doblemente conexo en S se entiende un dominio con dos curvas frontera (una 
de las cuales puede reducirse a un   unto) libremente homótopas entre sí. Si R es un 
doblemente conexo en S y sus curvas frontera son homótopas a cero, existe un dominio 
R* > R , que es simplemente conexo y cuya frontera es una de las curvas de R ($2' se 
construye "rellenando el agujero que tiene a"). Por tanto 
Si R es un doblemente conexo en S y sus c u r w  frontera y1 y 7 2  no son homótopas a 
cero ni a una puntura, sea y la geodésica en la clase de homotopía libre de 71. Sea B la 
banda B = {O < Imz < 1) con XB(z) = n./sen(ry) y sea n. : B -+ S un recubrimiento 
universal con r(w) = y ,  donde w es la geodésica w = {Imz = 1/21. Si 1 = Ls(7), entonces 
el automofismo de B que representa a y es Tz = z + l / r .  
Sea T i ,  i=1,2, una elevación de yi tal que dB(jl ,  T z )  = ds(yi, ' y 2 )  Entonces, si fi es el 
dominio de B limitado por j l ,  7 2 ,  {Rez = O) y {Rez = Iln), se tiene que r ( a )  = O .  
Sea Q' la envolvente convexa (hiperbólica) de fi en la banda B, que estará limitada por 
a ,  b, {Rez = O} y {Rez = l/?r}, donde ahora a y b son curvas que pueden expresarse como 
funciones de x con a(x) 5 b(x). Se tiene 
Como Icotan(7ru)l 5 cosec(ru) si u E (0, l ) ,  entonces se tiene que 
La primera desigualdad se tiene porque a(f¿) = 52, y ~r es holomorfa. La cuarta desigualdad 
se debe al hecho de que la frontera de la envolvente convexa de un conjunto es más corta 
que la frontera de ese mismo conjunto. 
Si y, y y2 son homótopas a una puntura, no existe unageodésica en su clase de homotopía 
libre, ya que en ella hay curvas de longitud arbitrariamente pequeña. Sin embargo, el 
argumento es completamente análogo si se considera ?r : U -+ S con Tz = z + 1 la 
transformación parabólica que representa a la puntura, con la métrica hiperbólica en U. 
Esto prueba la parte b). La a) se deduce observando que cuando S es simple o 
doblemente conexa, cualquier dominio de D(G) puede reducirse a los casos anteriores por 
la linealidad de la DIL. #L1.1. 
Al verificar siempre la desigualdad deseada, no hay que preocuparse por los dominios 
simple y doblemente conexos. Este es un detalle técnico necesario, ya que a dichos dominios 
no se les puede asociar ningún dominio geodésico cuyas curvas frontera sean libremente 
homótopas a las del dominio original. La razón es sencilla: la curvatura negativa impide 
que una curva simple, cerrada y homótopa a cero pueda ser una geodésica, del mismo 
modo que no permite que existan dos geodésicas simples cerradas libremente homótopas 
entre sí. 
LEMA 1.2. S i  S satisface la DIL p a r a  subdominios geodésicos, entonces S 
satisface la DIL. 
Demostración: Supongamos que 52 E V(S) y que 
donde E < 112. Vamos a ver que entonces existe un dominio geodésico G con 
Con esto se habrá terminado la prueba. 
Por el lema 1.1, puede suponerse que a 5 2  es una unión finita de curvas simples cerradas 
disjuntas y,, ...,y,, con n > 2. Además, puede suponerse que ninguna y, es homótopa a 
cero. Si alguna lo fuese, entonces sería la frontera de un dominio simplemente conexo V, 
y en ese caso podría tomarse el nuevo dominio 52 U V ,  disminuyendo así la longitud de su 
frontera (se ha quitado Ls(yi)) y aumentando su área (se ha añadido As(V)) .  
Sea b; la geodésica en la clase de honiotopía libre de 7 ,  (recuérdese que bi puede ser una 
p ~ t ~ r a ) .  Sea G el dominio "acotado" por las bi. Entonces G es un dominio geodésico, y 
LS(aG) < Ls(aR) .  Ahora sólo resta comparar As(G)  con As(R) ,  y se tiene que 
Esta estimación surge de observar que cuando se reemplaza una y, por una bi se pierde 
a lo sumo un área de Ls(7i) -i Ls(bi). Esto se deduce, si y, n bi = 0 ,  del lema 1.1 b), ya 
que yi y bi acotan un dominio doblemente conexo. Si 7 ,  n bi # 0 ,  entonces acotan uno o 
varios dominios simplemente conexos, y por tanto estos dominios pueden elevarse al disco 
unidad y usar su DIL. Si bi es una puntura, simplemente se gana área. 
De (1.1) y (1.3) se obtiene 
y ya que Ls(aG) 5 Ls(aQ) se consigue el resultado. 
Además, si As(G)  5 h,(S)Ls(aG) para todo dominio geodésico G,  entonces 
La razón por la que es conveniente trabajar con dominios geodésicos es sencilla: ya que 
se quiere relacionar b ( S )  con h(S), lo primero que se puede intentear es usar la desigualdad 
para cierta f suficientemente suave y de soporte compacto, tal que SS 1 V f l2 sea compara- 
ble con Ls(BG) y SS f Z  con As(G). Como habrá que usar cartas locales para construir una 
tal f ,  es conveniente que aG sea tal que permita tomar las mejores cartas. Alrededor de 
geodésicas simples cerradas puede tomarse de una forma canónica la mejor carta posible: 
el recubrimiento universal. Esto va a permitir probar de una forma sencilla el lema 1.3. 
Ahora se necesita alguna información especifica sobre geodésicas y punturas, que se 
recopila en los siguientes lemas. 
LEMA 1.3. Sea S una superficie de Riemann y y una geodksica simple cerrada 
e n  S. S e a  ahora  R = {p E S : d s ( p ,  y )  <_ d} .  Entonces 
As(Q)  I 2 senh(d) &(y).  
L a  desigualdad es  la  mejor posible. 
Deinostracióii: Sea T la transformación de Mobius de U en U que representa a 7. 
Se puede suponer, ya que puede conseguirse mediante una conjugación del grupo, que 
T: = A: con longitud de traslación log X = Ls(7), y que n (el recubrimiento universal) 
aplica 
sobre 7. 
S i f i  = {z E U :  du(z , r )  5 d ,  1 < I z l <  e L~(7)}, entonces n(fi) = f2 y se tiene que 
l = 2 senh(d) L u ( j )  = 2senh(d) Ls(7). l Ahora, 
I As(R) <: ~ " ( 6 )  = 2 senh(d) Ls(7) 
donde la desigualdad se deduce porque las aplicaciones holomorfas disminuyen el área. 
I #L1.3. 
i 
1 Puesto que la longitud extremal va a jugar un importante papel, tanto en este capítulo 
como en el siguiente, se define a continuación. 
l Sean W un dominio en la superficie de Riemann S, y i? un conjunto de curvas rectificables en W. Para cada densidad lineal (o "métrican) p en W, definida en coordenadas locales 
I de tal forma que p(r)ldzl es invariante, donde p es semicontinua inferiormente y mayor o igual que cero, podemos definir la plongitud de 7 E r por 
y L ( r  ) = inf L(7,p). 
" 
Si ahora se define la p-área de W como 
la longitud extremal  de r en W se define mediante la expresión 
X W ( ~ )  - sup L( r ,  pI2 
P A(W,P)' 
donde el supremo se toma sobre todas las densidades lineales p en W como las que se han 
descrito, que no son idénticamente cero. 
Por supuesto, es muy fácil obtener una cota inferior de Xw(r), sin más que evaluar el 
término que aparece dentro del supremo para una p cualquiera 
- - 
- - Si E,, -E2 son dos conjuntos cerrados no vacíos contenidos en W, se denota por r la 
familia de curvas que unen El y E2. Se escribe Xw(Ei,E2) E Xw(r) y se liama a esta 
cantidad (la longitud extremal de r en W), la distancia extremal  entre El y E2. Para 
ver la definición más detalladamente, consultar [A-S, pp.220-2251. 
Una tercera fornia en que puede definirse el módulo de un doblemente conexo es como la 
distancia extremal entre las dos componentes de su frontera. Este es el motivo que justifica 
la aparición del 2 x  en la primera definición. 
Si W es el interior de una superficie compacta con borde y E l ,  Ez son cada uno la 
unión de un número finito de subarcos o de arcos completos del borde de N', entonces 
existe una única función armónica acotada u que es O en E l ,  1 en E?, y cuya derivada 
normal se anula en la parte restante del borde de W. 
TEOREMA 1.4. ([A-S, p.2251) La  distancia extremal  en t r e  El y E2 es igual a 
l/D(u). 
Recuérdese que la longitud extremal y la integral de Diridilet D(u) son invariantes 
conformes. 
Sea p una puntura en S. Un collar alrededor de p es un dominio doblemente conexo en 
S acotado por p y por una curva de Jordan (llamada la curva frontera del collar) ortogonal 
al conjunto de geodésicas que emanan de p. Un collar alrededor de p de área j3 se denomina 
un p-collar: Ca(p). 
LEMA 1.5. Si p es una  puntura,  entonces d a d o  u n  @ 5 1 y u n  e > O, si se toma  
a = (1/P + 116)-', la función v armónica e n  Ca(p) - Co(p) q u e  e s  1 sobre  la  curva 
frontera  d e  CB(p) y O sobre la curva frontera d e  Co(p), satisface 
Demostración: S puede representarse como U/r y se puede suponer, ya que esto puede 
conseguirse mediante una conjugación del grupo, que r contiene un elemento primitivo de 
la forma z + z + 1, y que el recubrimiento universal x : U + U / r  = S transforma las 
lineas verticales en U en geodésicas que emanan de p. Esto implica que un collar alrededor 
de p es la imagen mediante R de una región {O 5 x < 1, y > q }  (para algún q > O) en 
la que ñ es inyectiva. Un cálculo muestra que, para un P-collar, 17 = 1/B. Consultar los 
detalles en [Ber]. 
Se sabe [Kr, p.60-611 que existe un /3-collar para todo B 5 1. 
Se puede elevar v  a una función w  en U: 
1 
,-Y 
w(z + iy) = 11. 
z - a 
Entonces 
IJ 1 110 1 V w  I Z  dydx = 1 l V v l Z =  b i!,, = E. CO(P)-~,(P) 110 - 1/P 
Corriieriza ahora la prueba del teorema B. Por hipótesis, se tiene que b ( S )  > O. Sea G 
tiri dominio geodésico en S. Sean -y, las geodésicas simples cerradas propias que acotan 
G donde j = 1, ..., n, y sean p, las punturas "rodeadas" por G ,  i = 1, ..., m. Sea d una 
constante positiva fija. 
Sea O j  = i n t { p ~  S - G :  d s ( p , y j )  < d ) .  
Sea Hk la componente conexa de que contiene a Ok. Hk puede escribirse como 
Hk = O k l  U O k 2  U ... U O k , .  Sea ut  la función armónica que vale 1 en yk, U ... U 7 k ,  y O en 
Ek = ~ H L  - (-yk, U ... U y ~ , ) .  
Sea r la colección de todas las curvas en Hk que unen El. con yk, U ... U rk,. 
El teorema 1.4 da 
La segunda igualdad es la definición de longitud extremal, donde el supremo se toma, como 
ya se ha dicho, sobre todas las métricas p en H k ,  que son conformes con la métrica euclídea 
en cada carta local, o lo que es lo mismo, que son conformes con la métrica de Poincaré 
ps en S, restringida a Hk. 
Usando el lema 1.3 se obtiene 
La función g(d)  = senh(d) /d2  alcanza su mínimo absoluto en el intervalo (0, w) en el 
punto do = 1.915008 ... y go = g ( d a )  < 0.9053. Eligiendo d = do se consigue 
donde por supuesto, cada componente conexa aparece una única vez en la suma. 
Se quiere usar la desigualdad 
para alguna f con soporte compacto. 
Sena razonable definir f de la siguiente forma: 
1 en G 
f = { uk en Hk 
O en el resto, 
pero f debe ser O en un entorno de las punturas; por tanto, habrá que definirla de una 
forma diferente alrededor de ellas. Se hará de la siguiente manera: 
Existe un Po < 1 tal que Cp,(pi) C G para todo i=l ,  ..., m. Además, estos collares son 
disjuritos. 
Si E E ( O , r n P o ) ,  entonces CCl,(p;) está conteriido en G y As(UyC,I,(p;)) = c. 
Ahora ~ u e d e  usarse el lema 1.5 con /3 = &/m,  a = /3/2 = &/2m, tomando vi como en el 
lema y vi = O en C,(p,). 
Entonces 
1 en G - UfCB(pi)  
vi en CB(p;)  
ut en Hk 
O en el resto, 
entonces 
para todo E < mbo. Por tanto 
y (1.4) implica que 
90 h (S )  1 2 + - 
b(S) '
y ya que b < 114, se obtiene que 
1 
h(S)b(S)  5 5 + go. 
Por tanto 
3 h(S)b(S) < 5. # TB. 
SECCION 1.2. P r u e b a  del teorema A. 
TEOREMA A. Si u n a  superficie d e  R iemann  SI es  bass y e s  cuasiconforme- 
mente  equivalente a S2, entonces S2 es  bass. 
Sea f : S, + S2 una aplicación k-cuasiconforme entre las superficies Si y Sz. 
De momento se ha reducido el conjunto de los dominios iniciales V(S) para los que 
habría que comprobar que se verifica la desigualdad isoperimétrica, al subconjunto mucho 
menor y más manejable de los dominios geodésicos. El área en estos dominios, debido a 
que la curvatura es constante, es un iniariante topológico, y si bien es cierto que una apli- 
cación cuasiconforme puede distorsionar completamente las longitudes y que no conserva 
las geodésicas, el hecho de que la aplicación sea globalmente cuasiconforme va a hacer que 
prácticamente se conserven las longitudes de geodésicas equivalentes. 
Se necesita el siguiente lema. 
LEMA 2.1. Sea al u n  curva simple cer rada  e n  Si y sea  a 2  = f (a l ) .  Sea  a, el 
ínfimo d e  las longitudes d e  todas  las curvas  cerradas l ibremente homótopas a 
ai e n  Si. Entonces 
Demostración: Si a,  es O, entonces cada a, es homótopa a cero o "rodean una puntura. 
Por tanto las a, son cero simultáneamente, ya q u e  f es un homeomorñsmo que lleva 
punturas en punturas. 
Por tanto puede suponerse que ala2 > 0. 
Sea Ai la transformación de Mobius de A en A que representa a a,, i = 1,2. Entonces 
las -4;'s son hiperbólicas, a;= longitud de traslación de A, = infZEA dA(z, A;z), y Al y A2 
son conjugadas por un elevamiento f de'f (f : A -t A). 
Sea 0 ,  la superficie de Riemann cociente A/<Ai>, i = 1,2. Entonces 0, es un anillo cuyo 
módulo es n/";. Por tanto, ya que f : 01 + 0 2  está bien definida y es k-cuasiconforme, 
debe k-cuasiconservar los módulos, es decir, 
La otra desigualdad es un corolario de ésta, ya que f- '  : S 2  + S1 también es una 
aplicación k-cuasiconforme. #L2.1. 
Si SZ satisface la DIL, Si también debe satisfacerla: El lema 1.2. dice qiie basta con que 
exista una constante Ci tal que si R1  es un dominio geodésico en S i ,  entonces 
Sean cuj, j = 1 ,  ..., n las curvas frontera de 01 ( a j  puede ser una puntura). Sea p,, 
donde j = 1, ..., n, la curta más corta en la clase de homotopía libre de f(cu,). Entonces 
/3, es una geodésica simple cerrada. Si @ es el dominio acotado por las Pj1s, se tiene que 
As , (@)  = As, (O1), por el teorema de Gauss-Bonnet. Pero 
y por tanto Si satisface la DIL con constante hl que verifica 
hl ': 2 + h2k 5 3hzk. 
En particular, 
~ (S I ) '  5 Ckzb(Sz) 
donde C 5 36(1/2 + go)' < 72. #TA.  
SECCION 1.3. Prueba del teorema C. 
TEOREMA C. Supongamos que G es modulado y que es una sucesión 
(finita o infinita) separada en la métrica hiperbólica de G, es  decir, que verifica 
inf dG(an, am) > 0. 
n#m 
Entonces el dominio Go = G - no es basa. 
Sin pérdida de generalidad (ya que puede conseguirse aplicando una transformación de 
Mobius), se supone en esta sección que co no está en G. 
Sea t el ínfimo t E in fnfmdc(an, a,). 
En vez de demostrar que b(Go) > O, se probará que h(Go) < C. 
En esta sección, C será una constante que dependerá sólo de t y del módulo de G. 
Sea I = 
La prueba es fácil si I = 0: 
En [O] se prueba que 
Ya que G es modulado, existe una constante Co > O tal que 
Por tanto IVlogXc(z)l 5 CXc(z). 
Se sabe que A& = AlogXG, ya que la métrica conforme dada por Xc(z)l¿zl tiene cur- 
vatura gaussiana -1. Si B pertenece a V ( G ) ,  entonces, usando la fórmula de Green, 
donde ñ es la normal unitaria exterior a aB,  y el laplaciano, el gradiente y el producto 
escalar son todos euclídeos. 
Y así 
Por tanto G verifica la DIL con h(G) 5 2/Co. 
La idea de la prueba si I # 0 es dividir G en dos partes: la primera parte estará "lejos" de 
I y entonces Xc0 .- X G ;  la segunda parte consistirá de trozos que "rodearán" E y entonces 
~ G O  AA. en cada trozo. El entorno de I  se elegirá de tal forma que las constantes que 
aparezcan en las estimaciones sean universales. 
LEMA 3.1. Si S = G - UZ=,A(a,, $d(a,,aG)) con E > O, entonces 
< X < CXG(Z)  XG(Z) - Go -
para todo z E S. 
Demostración: Ya que Go C G ,  XG(Z) 5 X G ~ ( Z )  para todo z E Go 
Sea z E S. Es fáeil comprobar que 
E 1 z - a 12 -d(z, aG) ,  
2- i -E Va E E.  
Por tanto d(z, aGo) = d(z,  I  U a G )  2 &d(z, aG) .  
Y esto, junto con el lema de Schwarz, da finalmente 
LEMA 3.2. Los discos {A(a,,ed(a,,dG))).>i son disjuntos si e = &. Además, 
si K = e4."j y z E ñ ( a ,  ~ d ( a ,  a G ) )  donde a E I ,  entonces 
X~(a,~d(o ,8G)) . (z )  5 X ~ o ( z )  5 X~(o,2cd(a,a~)).(z).  
Demostración: Supongamos que existen m, n ( m  # n )  tales que 
1 a, - a, I< 2ed(an, 3G).  
Sea y el segmento rectilíneo que une a, con a,; si z E y 
d(a,, a G )  51 a, - z 1 +d(z, a G )  < 2cd(a,, a G )  + d(z, aG) ,  
y entonces 
d(a,, 3 G )  < - 1 d(z,aG). 
1 - 26 
Se sigue que 
y por tanto 
lo cual contradice la definición de t .  
Por tanto, los discos {A(a, ,cd(a, ,  aG))} ,>l  - son disjuntos. 
La segunda desigualdad es entonces obvia, ya que A(a,  2~¿(a ,  aG))' C Go. 
La primera desigualdad se deduce del teorema de Beardon y Pommerenlre de la intro- 
ducción [B-P]: 
pco(z )  se define como 
Si z E b ( a ,  ed(a, aG)) ,  se tiene que Iz - al = ¿(r, aGo),  ya que E < 112 y que se verifica 
(a - c(  2 2~ ¿(a, aG) para todo c E I. Conviene elegir como b un punto de BG tal que 
d(a, a G )  = d(a, b ) .  Entonces 
y como 
se tiene que 
Ahora puede comenzarse la prueba del teorema C. 
Sea D un dominio relativamente compacto en Go con aD = P U p1 U ... U pt U P 1  U .../3'. 
Las p ,  p,, f l  son curvas de Jordan, que pueden suponerse disjuntas. Además, /3 es 
la componente conexa exterior de a D ,  las Di no son homótopas a cero en G ,  y las 8' 
son homótopas a cero en G, con pi = aB' donde B' es un dominio de Jordan cerrado 
en G. 
Si B = D U {U:, ,B'}  - I entonces las curvas frontera de B son p U Pl U ... U P t .  Basta 
con demostrar que 
ya que se ha aumentado el área y disminuido la longitud. 
Sea d,  d(a,, a G )  y defínanse 
E 
Ig 3 { a ,  : B íi A(a,, Sd,) # 0), 
& 
II S { a ,  : a B  íi A(a,, -d,)* 2 # 0}, 
E 12 z { a ,  : A(a, ,  5d,)* c B} .  
Obsérvese que Il n 12 = 0 y que Il U Iz = IB.  
El lema 3.2 implica que 
Se distinguen dos casos: 
Caso 1. Lco(aB fl A(an,&dn)*) < a para algún a, E 11. 
Ya que dco({l z - a,  I= ~ d , / 2 ) ,  { I  z - a,  I =  ~ d , } )  > a ,  8B fi A(a,, ~d,)' contiene una 
curva frontera y de B. Entonces y es una P, ó -y = P. Además, y no puede ser una pj ya 
que y C A(a, ,~d, )  y por tanto es homótopa a cero en G. Entonces y = P y se concluye 
que B C A(a, ,~d,)* y B es simple o doblemente conexo. Por el lema 1.1, 
A c o ( B )  I Lc , (8B) .  
Caso 2. I, = 0 ó L c o ( 8 B  íi A(a,, ~ d , ) * )  2 a para todo a,  E 1,. 
Se tiene 
Se tratará cada sumando de forma independiente. 
Primero, Ac,(B íi S) 5 C A c ( B  íi S )  por el lema 3.1. 
Usando el lema 3.2, se obtiene que 
A c o ( A ( a n ,  &dn/2)*)  í A~(m,,,~ad,)* (A(a, ,  &dn/2 )* )  = AA. ( A ( o , l / 4 ) * )  = c: 
y por otra parte se tiene que 
Todo esto da 
Entonces 
Por último se tratará el tercer término. Del lema 3.2 se deduce que 
Aco(A(an, edn/2)') 1 C. 
Corno a, E I I ,  se tiene que 
y por tanto 
ya que los discos {A(a,,~d,)],>, - son disjuntos. 
Juntando (3.1), (3.2) y (3.3) se obtiene 
SECCION 1.4. Prueba del teorema D. 
TEOREMA D. Supóngase que H es un dominio plano que no es bass y que 
cc E H .  Entonces e-H es una unión disjunta PU 1, donde I es el conjunto de 
todos los puntos aislados d e  aH. Los puntos de  I están separados en  la métrica 
hiperbólica de S-P  = H U I y existen constantes cl y c2 tales que si p E P, 
entonces 
donde a y B se consideran con B = P. 
Además cap (A(p, r )  n P) > O para cada p E P y cada r > 0. 
LEMA 4.1. Sea E un conjunto compacto, E C a, con {0,1} C E y capE 5 e. 
Existe una constante universal C tal  que si R > 2 entonces 
Demostración: Se puede encontrar un abierto A con frontera COD que contiene a E,  y 
tal que si u es la función armónica en A 2 - 3  con valores frontera 
entonces 
donde C es una constante absoluta. 
Una posible elección para tal u es la siguiente: 
Se reescala todo para que Az pase a ser A, y se considera U(z) el potencial conductor 
hiperbólico de $ E ,  donde el $ se debe al cambio de escala (ver [Ts, p.94] para las defini- 
ciones relacionadas con la capacidad hiperbólica). U es armónica en A -  $E, U = O en 
- 
a A  y U = VA en $E (salvo un conjunto de capacidad cero), donde VA 
-1og caph(iE). 
Si r E [O, VA), la "curva" de nivel C, E { z E A : U(z) = r }, que es la frontera del abierto 
D, { z E A : U ( z )  > r } que contiene a E, es una unión finita de curvas de Jordan 
analíticas, y se tiene [SS, p.2371 que 
Como U es armónica en A - D,, la fórmula de Green da la igualdad 
Por tanto, si se toman A E 2 0 ,  y u ( z )  1 - r - 'U(z /2 ) ,  pasa un r próximo a Vb, se 
tiene que 
y ya que $ E  está contenido en a1/2, también se tiene que caph($E) 5 cap E.  
Sea & un númeru positivo menor que R. 
Sea V una función definida en A R  - E de la siguiente manera: 
I O en el resto. 
Claramente 
en A2 - A  
si 2  < Izl < & 
en el resto. 
Esto implica que 
y además 
! v2XiR-E 2 1 
I J L R - E  / /  3/2<lz1<2 u ~ A ~ ~ - ~  2 4 ( { 3 / 2  < 121 < 211, I 
1 V 2 X i , - ~  2 -Ac - (o , i 1 ( {3 /2  < 121 < 2 } )  =c> 4 
I 
Por tanto I 
para cada Ro < R, por lo que 
En [Fe21 se probó que si E = {a ,  b} y t  = dA(a, b), entonces b(A - E) 5 a ( t ) ,  donde 
a es una función que tiende a O cuando t  tiende a O .  Como consecuencia del lema 4.1, se . 
tiene un resultado bastante más general: 
TEOREMA K. Sea E un compacto contenido en  E,, donde O < r < 1. Supón- 
co E gase que { O ,  r)  c E y que además -f 5 E .  Entonces 
COROLARIO 4.2. Sea E un compacto contenido en  a, donde O < r < 1. 
Supóngase que O pertenece a E, E # { O }  y capE = O .  Entonces 
- 
COROLARIO 4.3. Si a ,  b E A ,  entonces 
6 ( A  - { a ,  b } )  L 1 - h ( d ~ ( a ,  b ) )  si d ~ ( a ,  b) < do, 
C h ( t )  = l o g ( f  cotanh:) ' 
Para comprobar este corolario, basta considerar la transformación de M6bius T ,  que 
conserva A, y tal que T a  = O y Tb = tanh($dA(a, b)), por ser 6 un invariante conforme. 
El siguiente lema será usado frecuentemente, ya que permitirá "pegarn partes de la 
frontera manteniendo 6 bajo control. 
LEMA 4.4. Sea R un dominio en  la esfera de Riemann. Si G es un conjunto 
cerrado y conexo tal que G n 8 R  # 0 y no es una componente conexa de  R - G, 
entonces 
Demostración: Si y es una curía cerrada no homótopa a cero en RO, entonces no 
puede ser homótopa a cero en a. Si lo fuese, tendría que rodear parte de G, y como G 
es conexo, y rodearía todo G; pero como G í l  dR # 0, y rodearía parte de Xl, lo cual es 
una contradicción. Por tanto, hay más clases de homotopía en R, además de haber más 
curvas. 
También se tiene, ya que la inclusión de Ro en R es una aplicación holomorfa, que las 
distancias en Ro son mayores que en R. 
Juntando ambos hechos, se deduce que la función Ut correspondiente a 520 es menor o 
igual que la correspondiente a 52. 
Ver [Cal, T5.11 para una prueba alternativa. #L4.4. 
LEMA 4.5. Sea E un conjunto compacto infinito contenido en el plano y con 
capE = O .  Sea R un subdominio d e  la esfera de Riemann, que incluso puede 
ser  toda la esfera, que contiene a E. Entonces 
Demostración: El teorema de Cantor-Bendixon (ver, por ejemplo, [Ku, p.1831) implica 
que E = Q U R donde Q es el subconjunto perfecto maximai de E y R es un conjunto 
numerable. 
Se distinguen dos casos: 
Caso (A): Q = 0. 
Entonces E = R es un conjunto cerrado numerable. 
Sea E = Ed U Ea .  Veamos, antes que nada, que Ed y Ea son ambos distintos del vacío. 
Si Ea = 0, entonces E (= E d )  es un conjunto perfecto. Se sigue de aquí que E c Q = 0 
lo cual contradice que E sea infinito. 
Si Ed = 0, entonces E (= Ea)  es un conjunto compacto discreto. Por tanto, ha de ser 
finito contradiciendo la hipótesis de partida. 
Ahora, sea Ed = ( E d ) d  U ( E ~ ) . .  Obsérvese que (Ed)' es distinto del vacío, ya que si 
( E ~ ) "  = 0 ,  entonces E ~ ( =  ( E ~ ) ~ )  es un conjunto perfecto. Se tiene entonces c Q = 0 
que contradice Ed # 0. 
Si e  pertenece a (Ed) . ,  existe un r  > O tal que A(e ,2r )  í i  Ed = { e ) ,  A (e , r )  C 52 y 
E fl A(e,  T)' # 0 .  Ya que e  pertenece a Ed,  se tiene que A ( e , r )  n E = { e )  U {a , ) ,  con 
a ,  E Ea y a ,  + e. 
Sea G = A(e,r)C con la notación del lema 4.4. Si definimos B r { e )  U {a , ) , ,  dicho 
lema asegura que 
6(R - E)  2 6(A(e, r )  - B ) .  
En [Pa, T4.11 se prueba que si S es una supeficie de Riemann hiperbólica y A es un 
subconjunto discreto de S,  entonces 
6(S - A) 2 6(S) .  
Se sigue que 
6(A(e, v )  - B )  > 6(A(e, r )  - { e ,  a , , } )  = 6 (n - { o ,  y)) . 
El corolario 4.2 implica que 
Entonces 
para cada n. 
Y por tanto el lema está probado en este caso. 
Caso (B): Q # 0. 
El conjunto Q no es uniformemente perfecto porque capQ = O. Se sigue que si k es un 
número natural mayor que 1, existen un punto ak en Q y un númem positivo rk tales que 
Bk separa Q, donde Bk es el anillo 
Esto no es más que una cuantificación del hecho de que existen anillos Bk de módulo arbi- 
trariamente grande contenidos en C - Q y que separan Q, que es la Última caracterización 
de los conjuntos uniformemente perfectos definidos en la introducción de este capitulo. 
El hecho de que puedan elegirse los anillos Bk contenidos en 0, en el caso de que í2 sea 
un subdominio propio de la esfera, es debido a que al estar Q contenido en el compacto E, 
su diámetro es finito y la distancia de E a a0 es positiva. Ya que Bk debe separar Q,  krk 
tiene que ser siempre menor que el diámetro de Q. Esto permite decir que rk se hace muy 
pequeño y que por tanto, puede tenerse, quizás eligiendo una subsucesión, la desigualdad 
krk < d(ak, aR). 
ObsSevese que E n  Bk(= RnBk)  es un conjunto cerrado numerable. Se sigue que existen 
s k ,  tk con s k  E [rk /k ,rk /Jkj ,  tk E [Ji-rt ,krk],  tales que I 
Si Ak es el anillo {sk  5 Ir - a k )  5 tk} ,  entonces Ak n Q = 0 y Ak n E(= Ak n R)  es un 1 
cojunto compacto contenido en el interior de Ak. 
Si Ak n E  es infinito para algún k ,  entonces puede aplicarse el caso (A), usando dos veces 
seguidas el lema 4.4 con G igual respectivamente a A ( a k ,  tk)' y a a ( a t ,  sk ) .  I 
Por consiguiente, podemos suponer que Ak n E es finito para todo k  > 1. El lema 4.4 
implica que I 
6(R - E )  1 6(A(at , tk)  - E). 
Aplicando de nuevo el teorema de Patterson junto con el corolario 4.2, se obtiene que I 
lo que implica que I 
6(R - E )  2 1 - 6 
b ( k / 2 )  para todo k  > 1, 
y entonces 
6(R - E )  = 1. #L4.5. 
Ahora puede comenzarse la pmeba del teorema D. 
Sea P = c - { H  U 1), donde 1 es el conjunto de los puntos aislados de aH. 
Obsérvese que P es distinto del vacío: 
Si P fuese vacío entonces H sena la esfera de Riemann menos un número ünito de 
puntos, pero esta posibilidad está descartada ya que 6(H) < 1. 
Además, se probará que 
Si se supone que esto no es cierto, existen p E P y r > O tales que se verifica que 
cap(A(p, r )  n P )  = O. Para simplificar la notación, puede suponerse que p = O y r = 1, y 
por tanto cap(A n P )  = 0. 
Sea R el conjunto { S  E ( O ,  1 )  : {lzl = S }  n ( P  U 1) # 0). R es un conjunto cerrado 
en (0 , l )  y capR = O. Por tanto existen s E (0,l) y e > O tales que R n  [S - & , S ]  = fl y 
( P u I ) n A : # 0 .  
Entonces el conjunto E definido como E = A, íi ( P  U I )  = A*-, í l  ( P  U 1) es un conjiinto 
compacto en A, y cap E = O. Obsérvese que E es infinito ya que p 1.  
Por tanto, usando los lemas 4.4 y 4.5, se deduce que 
6(H) 2 6(A, - E)  = 1, 
lo cual contradice b(H) > 0. 
Se concluye que cap(A(p, r )  n P )  > O para cada p E P y para cada r > 0. 
El siguiente paso será comprobar que los puntos de 1 están separados en C- P. Sea q 
un punto fijo de H. 
Sea F un recubrimiento universal F : A --+ C- P tal que F(0) = q. 
Se define J = F-'(1) y sea G un recubrimiento universal G : A + A -  J tal que 
G(0) = 0. 
Entonces II = F o G : A + H es un recubrimiento universal de H y II(0) = q. 
Sea T una isometría de A. Si G o T = G, entonces II o T = II. 
Se sigue que el grupo C(G) de transformaciones recubndoras de G forma un subgnipo 
de G(II), las transformaciones recubndoras de II. Por tanto 
de donde se deduce que 6(A - J )  5 6(H) < 1. 
Si i, j pertenecen a 1, entonces existen k, 1 pertenecientes a J tales que se vefifica que 
dA(k, 1) = dC-p(i, j).  Luego usando el teorema de Patterson y el corolario 4.3 
6(H) 2 6(A - J )  2 6(A - {k, l}) 1 1 - h(dA(k, 1)). 
Por tanto. 
Finalmente se prueban las acotaciones de <y y p. 
Tómense p E P y O < r 5 id iarn  P. Sea p = P(p, r). 
C Sea Ci < 114 una constante tal que si ,6 < 2C1 entonces iog(i,28) < $b(H), donde C es 
la constante que aparece en el lema 4.1. 
Si p < 2Ci, entonces 
Ya que cap(A(p, r )  í l  P )  > O (obsérvese que A(p, r )  í l  P tiene al menos dos puntos), 
usando el lema 4.1 se obtiene que: 
Ahora pueden aplicarse el lema 4.4 y el teorema de Patterson para ver que I 
Obsérvese que la primera desigualdad es cierta gracias a que r 5 $ d i a , n ~ ,  lo cual 1 
implica que A(p, r)' n a H  # 0. De aquí se deduce que 
1 
Por tanto 
y entonces 
Se sigue que 
es decir 
4 ~ 7  ~ P ( P ,  > c2. 
I 
Considérese ahora el caso idiam P  < r 5 diam P. 
Si P ( P , ~ )  < C I ( <  1 /41  entonces r P ( p ,  r )  = ;P(p, :) y P(p ,  5) = 2P(p,r) < 2Ci. 
I 
Se sigue que I 
es decir 
4 P l  ~ P ( P ,  r ) )  > C z  
Esto termina la prueba. #TD. 
SECCION 1.5. Ejemplos. 
En esta sección vamos a construir los ejemplos anunciados en la introducción. 
Ejemplo 1. Este ejemplo muestra que la condición del teorema C no es necesaria. 
Para ello se construye un dominio plano R que no es bass y que no verifica las hipótesis 
del teorema C. De hecho, R no tiene punturas y no es modulado. 
Sean los conjuntos A { z  = z + iy E U n ¿?'A : 1x1 > e } ,  Bl = { E }  x [7/8,9/8], y 
B1 { - E }  x [7/8,9/8]. 
Sean ahora Co = A U BI  U B2 y Cn la imagen de Co mediante la traslación T,z = z + 2n. 
Si definimos 
R U - un=,C,, 
R es un dominio plano simplemente conexo, y R puede deñnirse como 
R R - U,,D,, 
1 donde D, A(2n + +, =). 
Como los anillos A, = { 1 / ( 4  + n) < Ir - 2n - 2/21 < 7/8}  separan la frontera de R y 
7 4+n tienen módulo &log-, entonces R no es modulado. 
Para ver que R satisface la DIL, basta con elegir un e suficientemente pequeño como 
para que el "pasillo" Pn E (2n - &,2n + e )  x (7/8,9/8)  sea tan "estrecho" que permita 
hacer lo siguiente: 
Dado G un dominio de V ( R )  que rodea D,, , ..., D,, , se pueden trazar curvas 71, ...,y, 
tales que yj esté contenida en P,, L R ( y j )  5 C LR(aG n P,), para una constante universal 
C ,  por lo que 
L ~ ( y 1 )  + ... + L R ( ~ ~ )  5 C (LR(BG f7 Pi) + ... + L,(aG n P,)) 5 CLR(aG), 
y tales que G - { y i ,  ..., y,) tenga T + 1 componentes conexas: Go, G l ,  ..., G,, donde Go no 
rodea ningún D, y G, rodea Dnj .  Entonces existe una constante Cl tal que 
AR(GI )  + ... + AR(G,) _< Ci L R ( ~ G ) .  
La desigualdad para Go se tiene ya que, en la región en que está Go, las métricas de R 
y R son comparables, y R es simplemente conexo, por lo que h(R)  = 1. 
La segunda desigualdad se deduce del hecho de que, en la región en que está Gj, las 
métricas de R y fi, C2 - Dnj son comparables, y C2,  es doblemente conexo, por lo que 
h ( 0 , )  = 1. 
Ejemplo 2. Este ejemplo muestra que la conclusión del teorema D no implica que 
un dominio de la esfera no sea bass. Para ello se construye un dominio S de la siguiente 
manera: 
Sea E,  un subconjunto de la circunferencia C ,  de centro O y radio 2-". Si n es par, E, 
es un conjunto de N, arcos equidistribuidos sobre C ,  y de argumento 6, cada uno. Si n 
es impar, E, es toda la circunferencia C ,  salvo la zona {largrl < N;'}. Entonces S se 
define como 
S E 
- { O }  - üT=lEn. 
Para ver que S no satisface la DIL, pueden considerarse los dominios D,, construidos 
de la siguiente manera: 
Dado un n par, sea uj ,  para j = 1,2, l a  geodésica en la clase de homotopía libre de las 
circunferencias comprendidas entre C,+j-2 y Cn+j- i .  
Sean ahora y ] ,  ..., ?N,, las geodésicas que rodean cada uno de los N,  arcos situados sobre 
la circunferencia C,. 
a l ,  u z , y l ,  ..., 7 N ,  limiltan un dominio geodésico D, en S, que en virtud del teorema de 
Gauss-Bomet y de que S tiene curvatura constante -1, tiene área 27rN,. 
Si Aj es el anillo A, {2-"-1+' < lzl < 2-n-J+2} y r), es la geodésica en A, definida 
como r ) j  {Ir/ = d-}, se tiene que 
" 
Usando de nuevo el truco de los anillos, puede verse que si N,$, tiende a cero, 
.. .. 
para j = 1, ..., N,, donde C es una constante universal. 
Se deduce de esto que . 
Por tanto, si se eligen N, = [log n] (donde [ ] denota la parte entera) y 6, = e-", se 
tiene que 
Ls(dD,) < C Y As(&) -+ m, 
lo cual implica que S no satisface la DIL. 
Falta por ver que S verifica las conclusiones del teorema D. 
Sea p  un punto de 8.9. Si p  = O ó p  E E, para algún n impar, tanto a como P son 
grandes. Si p E J ,  donde J  es un arco de E, para algún n par, P ( p , r )  es grande si 
r > d (p ,  E,- J ) .  Si r  5 d (p ,  E, - J ) ,  es entonces a ( p ,  rP(p ,  r ) )  lo que es grande. 
La justificación de lo que se acaba de Armar se encuentra en este lema: 
LEMA 5.1. Dados N intervalos de  longitud O, Z , ,  ..., Z N ,  equidistribuidos en 
[0,1], si p  es un punto de I,, y B se define como B U I j ,  se verifica que 
donde C es una constante positiva universal (C cap([O, l])), y donde a y se 
consideran con respecto a B. 
C A P I T U L O  11. Area y existencia d e  función d e  Green.  
Desde su aparición, la función de Green ha sido una pieza básica dentro del análisis, con 
numerosas aplicaciones en diversas ramas de las matemáticas. El primer problema que se 
plantea con respecto a la función de Green es el de su existencia. Efectivamente, éste es 
uno de los primeros hechos tenidos en cuenta en la teoría de clasificación de superficies de 
Riemann. 
Hay diversas formas de caracterizar la existencia de función de Green en una superficie 
de Riemann; además, se conocen muchas condiciones suficientes. Por ejemplo, como ya 
se ha comentado en el capitulo 1, si una superficie no es bass, entonces tiene función de 
Green. 
La existencia de función de Green es equivalente a que haya una función superarmónica 
positiva no constante en la superficie (ver por ejemplo [A-S]). Por tanto, su existencia 
es independiente del polo elegido. Es interesante destacar que, aunque el operador de 
Laplace-Beltrami depende de la métrica Riemanniana de la superficie, el hecho de que los 
cambios de carta sean holomorfos garantiza la independencia de la superarmonicidad con 
respecto a la métrica conforme considerada Esto es cierto debido a que la dimensión es 
dos. 
Una condición equivalente es que el movimiento Browniano en la superficie sea tran- 
sitorio, es decir, que dado cualquier compacto, el viajero Browniano tenga probabilidad 
positiva de visitarlo sólo un número finito de veces. Esto es equivalente a decir que la 
distancia extremal de un punto cualquiera a la "frontera de la superficie" sea finita (ver 
por ejemplo [A-S], [Val]). Si el movimiento Browniano no es transitorio, se dice que es 
recurrente.  El movimiento Browniano en el disco unidad se define como el asociado al 
operador de Laplace-Beltrami del disco con la métrica hiperbólica, y es simplemente un 
cambio de tiempo del movimiento usual en el plano. Para deñnirlo en una superficie de 
Riemann hiperbólica basta con proyectar el del disco unidad mediante la aplicación recubri- 
dora universal. El movimiento Browniano asociado de esta manera es el correspondiente al 
generado por el laplaciano de la métrica hiperbólica (recuérdese que el recubrimiento uni- 
versal es localmente una isometna); se obtendría otro diferente considerando otra métrica, 
pero el hecho de que sea transitorio ha de ser, en virtud de la caracterización anterior, 
independiente de la métrica. 
Otra condición equivalente, aunque ahora sólo para el caso en que la superficie sea 
un dominio plano, es que su complemento respecto al plano complejo tenga capacidad 
logan'tmica positiva, lo cual se satisface, por ejemplo, si tiene dimensión de HausdoríT 
positiva (la capacidad logarítrnica está a nivel de dimensión cero). Que el "tarnaiio" de 
la frontera sea fundamental para el problema, es algo bastante intuitivo: cuanta más 
frontera haya, más posibilidades tendrá el viajero Browniano de llegar a ella, y por tanto, 
de abandonar todo compacto de la superficie, ya que a la frontera no se puede llegar en 
ticnipo finito. Pensado desde otro plinto de vista, si la frontera tiene capacidad positiva, 
entonces es suficientemente "gruesa" como para poder resolver el problema de Dirichlet. 
Por consiguiente, es razonable que se traten de dar criterios para la existencia de función 
de Green en superficies generales en relación con algún objeto intrínseco a la superficie, 
que dependa del tamaño de la frontera en el caso de un dominio plano. 
Planteado así el problema, después de haber desarrollado todo un capítulo gracias a la 
métrica de Poincaré, parece razonable tratar de relacionar esta métrica con el problema que 
nos ocupa, ya que Xs(z) 5 2/d(z, a s )  y existe una cota inferior de Xs(z) que "no difiere 
demasiado" de d(z,aS)-', como ya se ha comentado. Las métricas dan inmediatamente 
dos conceptos: longitud y área. El área es, en principio, un concepto más regular, ya que 
se construye a partir de la longitud, por medio de integración. 
El área de las bolas relativas a la métrica hipérbolica va a ser precisamente el objeto que 
se tratará de relacionar con la existencia de la  función de Green. Este es un tema clásico y 
bien conocido. Consultar, por ejemplo, [D],[E],[Fel],[Kar],[L-S],[Val] y las referencias que 
ellos contienen sobre condiciones topológicas y geométricas más generales (para variedades 
Riemannianas arbitranas) relacionadas con la existencia de función de Green. 
Si S es una superficie de Riemann, p es un punto de S y t es un número positivo, se 
denota por As(p,t) el área de la bola de radio t centrada en p. El problema concreto 
que se estudia aquí es: ¿qué tipo de crecimiento de As(p, t) cuando t tiende a m implica 
que S posee función de Green (que S@ Oc)? Por supuesto, se tiene una cota superior 
para el crecimiento de As(p, t); como la aplicación recubridora universal es localmente una 
isometna, se tiene que 
cuando t -+ m. La igualdad se produce siempre que Bs(p, t )  sea simplemente conexa, ya 
que entonces el recubrimiento universal admite una inversa definida en la bola. 
El siguiente teorema es conocido. 
TEOREMA 2.1. (i) Si para  un  punto  po E S y unas constantes  co, to se veriflca 
q u e  
As(po,t) l coet, pa ra  t o d o  t 2 to, 
entonces S tiene función d e  Green. 
(ii) Dada  una  función SI : (O, m) -+ (O, m) , creciente, y ta l  q u e  
*(t) lim - - 
t-o;, e' 0, 
entonces existen u n a  superficie d e  Riemann R y u n  pun to  E R tales que  
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. ~ R ( P ,  to) L S)(t), para todo t 2 t i ,  
pero R no tiene función de Green. 
La parte (i) es elemental y la parte (ii) ha sido probada por Nicholls [NI]. En la sección 
2 se da un esquema de una prueba sencilla del teorema 2.1. Es destacable el hecho de que 
I en el ejemplo de la parte (ii), puede elegirse como R un dominio plano. - 
N. Varopoulos sugirió que en esta situación, es decir, si la superficie tiene curvatura 
I constante negativa, un crecimiento exponencial uniforme del á rea  debería implicar la existencia de función de Green. Más precisamente, si se detine 
y se supone que 
I inf logAs( t )  , 
t>to t 
¿puede deducirse que S tiene función de Green? 
La conjetura es cierta para el caso de dominios planos, y de hecho, como corolario del 
I siguiente teorema, se tiene un resultado más fuerte. 
TEOREMA E. Si existen un radio to y una constante co tales que 
(0.2) As(P, to) 2 co, para todo p E S, 
I entonces existe una cota inferior positiva para las longitudes d e  todas  las curvas cerradas que no son homótopas a cero. Además, el recíproco también es cierto. 
Así se deduce: 
I COROLARIO 1.1. Si S es un dominio plano que satisface (0.2) entonces S tiene función de  Green. 
- 
Por tanto la observación de Varopoulos es válida al menos en el caso de superficies de 
Riemann planas. El mismo argumento puede aplicarse para superficies de Riemann de 
género finito. La situación general es radicalmente diferente. Se demostrará: 
TEOREMA F. Existe  u n a  superficie d e  Riemann R t a l  que  
AR(P, t )  L e"'', para  t o d o  t  > t o ,  
donde  ao, to son  núnleros positivos, y t a l  que  R n o  tiene función d e  Green. 
Es razonable pensar que a0 puede reemplazarse por cualquier a E (0 ,  l), e incluso 
obtener que A R ( ~ )  > $ ( t ) ,  para una $ como en (0.1), pero todavía no se ha probado. Si 
se hacen las cuentas con cuidado y se escriben explícitamente todas las constantes que 
aparecen en el argumento, se ve que a0 = 0.08 funciona. Un argumento de esta clase, pero 
un poco más sofisticado, permite construir un ejemplo similar con a0 = 1/3. 
Varopoulos en [ V d ,  p.2711 da un ejemplo como el del teorema F con a0 = 1, pero con 
curvatura variable. Su ejemplo es, topológicamente, el plano. 
El capítulo finaliza con un resultado que conecta los hechos del capítulo anterior con el 
crecimiento exponencial del área. 
. 
PROPOSICION 5.1. S i  S es u n a  superficie d e  Riemann que  no  es bass y h es 
su cons tante  isoperimétrica, para cada  p E S y to, e  > O ,  existe una  constante 
C = C(p,  t o ,  E )  t a l  q u e  
As(p,  t )  > Cexp[(hK1 - ~ ) t ]  s i  t 2 to. 
De la demostración de este enunciado puede obtenerse un corolario respecto al cre- 
cimiento uniforme en los puntos de la superficie. 
COROLARIO 5.2. S i  S no es bass, si h es s u  constante  isoperimétrica y si 
el radio d e  inyectividad de  todos los puntos  d e  S es t á  acotado inferiormente 
p o r  u n a  cons tante  positiva 1,  entonces p a r a  cada tO,e  > O ,  existe una  constante 
C = C( to ,  E ,  L )  independiente de  p y ta l  q u e  
. . -. _ 
Se obtiene así el siguiente resultado que, en principio, resulta sorprendente: 
COROLARIO 5.3. Si S es un dominio plano y existen constantes positivas to 
Y co tales que 
As(p,  to)  2 co para todo p E S, 
entonces existen constantes c y a tales que 
As(p,  t) 2 c eO' 
para todo p E S y para todo t 2 to. 
En las secciones 1 y 3 se prueban los teoremas E y F respectivamente, mientras que la 
demostración del teorema 2.1 se trata en la sección 2. La sección 4 contiene la prueba de 
algunos lemas técnicos que son necesarios en la prueba del teorema F. En la sección 5 se 
demuestran la proposición 5.1 y sus corolarios. 
SECCION 11.1. Prueba del teorema E. 
Comienza la sección con la prueba del corolario 1.1. 
COROLARIO 1.1. Si S es un dominio plano que satisface (0.2) entonces S tiene 
función de  Green. 
Demostración: Sea S un dominio plano que satisface (0.2). Entonces existe una 
constante c > O tal que toda curva cerrada que no es homótopa a cero tiene longitud al 
menos c. De esto se deduce que S tiene una frontera uniformemente perfecta (ver [Pol]) 
y, en particular, que 8.9 tiene capacidad positiva, y esta condición es equivalente a la 
existencia de función de Green. #Cl.l. 
TEOREMA E. Si existen un radio to y una  constante co tales que 
(0.2) As(pi to) L co, para  todo p E S, 
entonces existe una cota inferior positiva para las longitudes de todas las curvas 
cerradas que no son homótopas a cero. Además, el recíproco también es cierto. 
Demostración: Para probar el teorema se supone que S satisface (0.2) y se de- 
mostrará que si r es un grupo Fuchsiano que representa a S, entonces J? no tiene elementos 
parabólicos y que la longitud de traslación de todo elemento hiperbólico de l? es mayor que 
co(2senh(to))-'. 
Si y es un elemento hiperbólico de r entonces el eje de y se proyecta sobre una geodésica 
cerrada o cuya longitud es la longitud de traslación de y. Sea L esta longitud. Sea C el 
conjunto de puntos de S cuya distancia a a es menor que to. Si p E o entonces 
La tercera desigualdad se obtiene del lema 1.3 del capítulo 1. La prueba consistía simple- 
mente en elevar C al disco unidad. De aquí se concluye que 
Si r tiene algún elemento parabolico y, puede suponerse, ya que es posible conjugar el 
grupo, que y(z) = z + 1. Entonces 
Como Bu(iX,to) es la bola euclídea centrada en el eje imaginaxio que pasa por los puntos 
iXeto e iAe-'o, entonces 
para todo X > O, lo cual fuerza a co a ser cero, llegando así a una contradicción. 
A continuación se prueba el recíproco. 
Supongamos que la longitud de cualquier CurM cerrada que no sea homótopa a cero en S, 
está acotada inferiormente por 2cl. Entonces Bs(p, cl) es simplemente conexa para todo 
p E S. Si dado un p E S, Bs(p, cl) no lo fuera, existirían dos geodésicas distintas al, 0 2  
que partirían de p = al(0) = ~ ( 0 )  y acaban'an en el mismo punto q = al(tl) = uz(tz), 
que pertenecería a Bs(p, cl). Si a al U 02, entonces a no puede ser homótopa a cero, ya 
que si lo fuera, exitirían elevaciones ál, á2 de 01,u2 a A, con los mismos puntos iniciales 
y finales. Por tanto las elevaciones tendrían que coincidir, lo que implicaría que al = 02, 
que es una contradicción. Por tanto, a no es homótopa a cero en S, y consecuentemente 
lo cual es una contradicción. 
Por tanto, Bs(p, cl) es simplemente conexa para todo p E S, y entonces puede elevarse 
a A para obtener 
Se verá en la sección 5 cómo la condición (0.2) da automáticamente un crecimiento 
exponencial en el caso de dominios planos. Esto es claramente falso si S tiene género: 
basta pensar simplemente en las superficies compactas. Pero excluido este caso patológico, 
también se puede obtener un resultado. 
PROPOSICION 1.2. Si S no es compacta, la  condición (0.2) implica que existe 
una constante c tal  que 
As(p, t) 2 ct ,  
para todo t > to y para todo p E S. 
Demostración: Supongamos que As(p, to) 2 co para todo p E S. Los razonamientos 
de la prueba del teorema E muestran que existe una constante positiva i ,  tal que Bs(p,  i )  
es simplemente conexa para todo p E S. De hecho, se sabe que puede escogerse 
Como S no es compacta, dados p E S y t  > O ,  existe un q E S a distancia t de p. Sea 
y una geodésica de p a q que minimiza la distancia. Si u : A + S es un recubrimiento 
universal con s ( 0 )  = p, sea j la elevación de 7 que comienza en O y acaba en a, con 
~ ( a )  = q ( 5  es el segmento rectilíneo que une O con a) .  Se definen ahora los puntos z j  
como aquellos puntos de j situados a distancia (2j  - 1 ) i  de O ,  para j = 1, ..., N, donde 
N = [t/(21)] y [ ] denota la parte entera. 
Las bolas Bs(x ( z j ) ,  i ) ,  además de ser simplemente anexas,  son disjuntas dos a dos. Si 
no lo fueran, existiría un z E Bs(n(z j ) ,  i )n  Bs (n( z i ) ,  i ) ,  por lo que la distancia entre n(z , )  
y u(zk) sería menor que 21, lo cual implican's que ds(p, q) < t .  
Entonces se tiene 
Un Z-cubrimiento de una superficie de Riemann compacta de género 2 da un ejemplo 
en el que As(p, t )  x t .  
SECCION 11.2. Prueba  del  teorema 2.1. 
TEOREMA 2.1. (i) Si pa ra  u n  pun to  po E S y unas  constantes  CO, to s e  veriRca 
que  
As(po,t) 2 coet, pa ra  t o d o  t 2 to, 
entonces S tiene función d e  Green. 
(ii) Dada  una función 4 : (0, m) + (0, m) , creciente, y ta l  q u e  
*(t) = 0, lim 7
1-03 e 
entonces existen una  superficie d e  Riemann R y u n  pun to  po E R tales que  
AR(P, to) 2 iC>(t), p a r a  t o d o  t 2 t i ,  
pero R no tiene función d e  Green. 
Comencemos probando la parte (i). Por tanto se supone que para algún punto po E S y 
para alguna constante co se tiene 
Se verá que S tiene una función armónica acotada no constante, lo cual implica que tiene 
función de Green. Sea ll un recubrimiento universal de A sobre S con II(0) = po. Sean 
r el grupo de cubrimiento asociado y D la región de Dirichlet de r en O [Bea, p.2271. Es 
fácil ver (consultar por ejemplo [Sull, p.4881) que (2.1) implica que i3DnaA tiene longitud 
positiva: 
Sea w(r) el ángulo de la intersección de D con la circunferencia de radio hiperbólico r. 
Como D es convexo, w(r) es una función decreciente. Si a D  n aA tiene longitud cero (es 
decir, si w(r) -+ O cuando r -+ m), se llega a una contradicción. Dado cualquier E > 0, 
existe un ro tal que w(r) < E si r > ro. Si se define a(r)  LA(aBA(o, r)), se tiene que 
AS(PO, t) - 5: a(r) w(r) dr  5: a(r)  w(r) dr a(r)  dr 5 + E  
AA@, t) S: 47.1 dr SO 4.1 dr SO a( r )dr  ' 
lo cual implica que 
- As(Po,~)  lim 5 E ,  
1-m Aa(0,t) 
en contradicción con (2.1). 
Sea E un subconjunto de Borel de ¿3D n ¿3A cuya longitud es la mitad de la longitud de 
¿3Dn¿3A y sea F = ~ - , ~ r [ y ( E ) ] .  Si U es la extensión de Poisson de la función característica 
de F, entonces u es r-invariante, acotada y no constante. Obsérvese que S es accesible en 
la terminología de   PO^], ya que se dice que S es accesible si existe un conjunto medible 
B c a A  de longitud positiva, que no contiene dos puntos r-equivalentes. 
El ejemplo de (ii) puede construirse de la siguiente manera: Sean 8, números positivos 
decrecientes a cero lentamente, con O. = T .  Sea g, la geodésica que une eien-1 con eie* , y 
h, su reflexión respecto al eje real. Sean las transformaciones de Mobius 7, que conservan 
A y tales que yn(g,) = h,, y tales que si p E g,, entonces y,(p) = P, donde "-" significa 
"el conjugado complejo". El teorema de Poincaré permite afirmar que el grupo generado 
por las 7,'s es un gmpo Fuchsiano y que el polígono (de inñnitos lados) Q determinado 
por las g,'s y las h,'s es una región fundamental. El cociente R = A l r  es el plano menos 
una sucesión de puntos crecientes a m. Esto implica que R no tiene función de Green. 
Ahora, dada $(t) satisfaciendo (0.1), puede elegirse la sucesión 8, tal que 
AA(Q n B ~ ( 0 , t ) )  2 I l ( t ) ,  para todo t 2 t l ,  
y consecuentemente, si po es el punto de R representado por 0, entonces 
Esta es esenciaimente la construcción de  Nicholls en [NI]. 
SECCION 11.3. Prueba del teorema F. 
TEOREMA F. Existe una superficie de Riemann R tal que 
AR(P,  t )  2 eaot, para todo t 2 t o ,  
donde aro, to son números positivos, y tal  que R no tiene funci6n de Green. 
La prueba se divide en dos pasos. Primeramente se construye un grafo G con dos 
propiedades: 
(i) para todo vértice u,  el número de vértices a distancia menor que t en el gafo es, al 
menos, ceOot, 
(ii) el camino aleatorio en el grafo (con la misma probabilidad de saltar de un vértice a 
cualquiera de sus vértices adyacentes) es recurrente. 
El segundo paso consiste en construir una superficie de Riemann siguiendo este modelo 
discreto. 
El graío representado por la recta red en el que los vértices son los números enteros 
tiene camino aleatorio recurrente, pero el número de vértices a distancia t de uno dado es 
del orden de t. 
Por otra parte, en el grafo binario, el número de vértices a distancia t de uno dado es 
del orden de 2', pero su camino aleatorio asociado es transitorio. 
Lo que se hará es construir un árbol con "injertos" de estos dos anteriores. 
El bloque de construcción básico es una Y-pieza, un grafo con cuatro vértices y tres 
aristas que tiene la forma de la letra Y. Se denomina nodo al vértice central y vértices 
virtudes a los otros tres vértices. El grafo se obtendrá uniendo Y-piezas por los vértices 
virtudes. La razón de que los vértices virtudes se denominen así es que al formar el gafo 
puede considerarse que estos no son vértices en un sentido restringido de la palabra, ya 
que cada uno de ellos conecta solamente dos aristas. Un nodo tiene tres vecinos que son 
vértices virtudes, y un vértice virtual tiene dos vecinos que son nodos. 
Sea una sucesión creciente de enteros positivos {kj}j=ioo. 
El punto de partida son dos Y-piezas unidas por un vértice virtual. Se denota este punto 
común por po. En cada vértice virtual que permanece libre (hay cuatro de ellos) se une 
otra Y-pieza por uno de sus vértices virtudes. Ahora hay 23 vértices virtudes libres, y se 
coloca en cada uno de ellos una Y-pieza. El proceso se repite (kl - 2) veces. Ahora hay 2k1 
vértices virtuales libres, y en este momento se invierte el proceso. Los vértices virtualea 
libres pueden considerarse emparejados (aquellos que tienen el mismo padre). En cada par 
se coloca una Y-pieza. Ahora hay 2k1-1 vértices virtudes libres. Todavía van en parejas 
(los que tienen el mismo abuelo), y se une cada par con una Y-pieza. En este mom 
hay 2 k l - 2  vértices virtudes libres. Se repite el proceso hasta que finalmente qued 
único vértice virtual libre; se denomina pl , y se continua de nuevo uniendo Y-piezas t 
obtener 2k' vértices virtuales libres. Se invierte de nuevo el proceso hasta que sólo q 
uno libre, al que se denomina pz.  Así continúa el proceso. 
Cualquier arista en este grafo conecta un vértice virtual con un nodo. Se d&i 
distancia en el grafo diciendo que la distancia entre un nodo y un vértice virtual adyac 
es 112. 
Independientemente de cómo se elijan los k,, el camino aleatorio en el grafo es recurr 
Una forma de verificar esto es utilizar la conocida analogía con los circuitos eléctricos 
está cuidadosamente descrita en el maravilloso libro de Doyle y Snell [D-S]. En este lib 
explican las definiciones y los resultadas. Se considera el g a f o  como un circuito el& 
y cada arista con conductancia 1, [D-S, p.401. (Esta es la condición eléctrica equivaie: 
que el camino aleatorio tenga igual probabilidad de saltar a cualquiera de sus vecinos 
fácil ver que la resistencia efectiva ([D-S, p.531) de cada pieza del ga fo  "entre" p, y p, 
esencialmente constante y, consecuentemente, la resistencia efectiva del grafo comple 
po a m. (Consultar p.55 y capítulo 6.5 de [D-S] para ver las técnicas usuales de evalui 
de la resistencia efectiva de un grafo). Por tanto el camino aleatorio que comienza t 
tiene probabilidad cero de escapar a m. 
En cualquier caso, más adelante se verificará directamente que la superficie de Füer 
construida a partir del grafo, no tiene función de Green. 
Se eligen los km's tales que = 2"k1. 
Para cada vértice p se denota por a(p, m) el número de Y-piezas del g a f o  contei 
en la bola (respecto a la distancia del ga fo  deñnida anteriormente) de centro p y ra< 
entero positivo m. Cálculos elementales muestran en primer lugar que 
para cada j y cada entero positivo m, donde B = 1/10 funciona, y que de esta desigul 
se deduce fácilmente que 
para cada vértice p y cada entero positivo m. 
Supongamos ahora estas desigualdades para continuar con el resto del argumente 
comprobación de (3.1) y (3.2) se deja para la siguiente sección. 
Para construir la superficie de Riemann según el modelo del grafo anterior, se sustil 
las Y-piezas por las también llamadas Y-piezas de Lobell, que son una herramienta hat 
en la construcción de superficies de Riemann. Una descripción detallada de estas Y-F 
y algunas de sus aplicaciones pueden encontrarse en [Cha, cap.X.3). 
Una Y-pieza de Lobell es una esfera a la que se le han quitado tres discos, dotada de 
una métrica de curvatura constante negativa -1, para la cual las tres curvas frontera son 
geodésicas. También se exige que las longitudes de las curvas frontera sean las mismas, 
digamos 2a,  y que la distancia entre dos cualesquiera de estas curvas frontera sea P. 
Entonces a y B están relacionadas por 
(Esta es la Única restricción para a y P.  Consultar [Bul] y [Cha, p.2481 para ver los 
detalles). 
Fijemos a 0  = Po satisfaciendo la relación anterior. 
Si ahora se colocan juntas las Y-piezas de Lobell siguiendo el diseño wmbinatorio del 
grafo e identificando las curvas frontera correspondientes, obtenemos una superficie com- 
pleta R de curvatura constante negativa -1. La métrica que tiene R es su métrica de 
Poincaré en virtud de la unicidad de la que hablarnos en la introducción. Los vértices 
virtudes se corresponden con las c u r w  frontera de las Y-piezas de Lobell, y las Y-piezas 
mismas están representadas por los nodos. 
Sean Qi y Qz dos Y-piezas de Lobell de R no adyacentes, y sean ql y q2 sus nodos 
correspondientes. Entonces, si diste es la distancia en el grafo G, 
donde A  es una constante fija. 
Ya que las Y-piezas tienen la misma área 257, se deduce inmediatamente que si p E R 
entonces 
A R ( p , t )  2 cleCy', para todo t 2 to, 
donde cl y cz son constantes fijas. 
Sólo f d t a  comprobar que R no tiene función de Green. 
Las dos Y-piezas usadas para comenzar la construcción tienen una curva frontera común 
que está representada por PO. Se llamará D al dominio unión de ambas Y-piezas. Sólo hay 
que probar que la distancia extremal X(r) de la familia de curvas r que "unen" aD w n  el m 
de Alexandrov de R es infinita [A-S, p.2291. Ahora, todas las geodésicas gj  representadas 
por los vértices virtudes pj  tienen longitud 2ao. Sea Cj el collar alrededor de gj  con ancho 
d, donde d es una constante fija adecuada (por ejemplo, puede tomarse d satisfaciendo 
senh(d) = cosech(ao/2)). Sea I', la familia de curvas que unen las componentes frontera 
de Cj. Entonces la distancia extremal X(rj) es una constante fija Xo. Ya que toda curva 
en r contiene una subcurva en cada rj, las leyes de composición para la longitud extremal 
([A-S, p.2221) permiten afirmar que 
De aquí se deduce que X(r) = m, como se deseaba. 
En cualquier caso el grafo y la superficie de Riemann son claramente "roughly" isométricos 
en el sentido de Kanai [Kan]; consecuentemente, ya que el camino aleatorio en el grafo es 
recurrente, el movimiento Browniano en la superficie de Riemann también es recurrente, 
es decir, R no tiene función de Green. #TF. 
I 
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SECCION 11.4. Prueba de  (3.1) y (3.2). 
L E M A  4.1. Existe una constante universal c  2 O tal que 
a ( p j ,  m )  2 ~ 2 %  
para todo j, y para todo entero positivo m .  
Demostración: Se comienza con m. Se distinguen tres casos. 
(1) Si O < m 5 kl  - 1 ,  entonces 
a ( p o ,  m) = 2"'+' - 2  > 2"'. 
N N 
(2) Si - 1  + 2  k ,  < m 5 - 1  + 2  k j  + k , ~ + ~ ,  entonces 
1 1 
Usando la desigualdad 
(4 .1)  z + y  2 s l -UyU para todo 2, y > O, U E ( O ,  l ) ,  
con u = 115, se tiene 
N porque $ k N  - El k j  > O ( y a  que k,+l = 2"kl ). 
(3) Si - 1  + 2 C F  k ,  + k ~ + i  < m 5 - 1  + 2  ~ f J + l  k j ,  entonces 
La prueba ha terminado para el caso j = 0. 
Para un j arbitrario, simplemente se repiten los mismos cálculos sin contar las Y-piezas 
de las generaciones anteriores a pj y se obtiene la misma desigualdad con las mismas 
constantes universales. #L4.1. 
LEMA 4.2. Sea p  un vértice virtual entre pj-1 y pj.  Si d es la distancia en el 
grafo entre p  y p , ,  entonces 
donde c es una constante absoluta. 
Demostración: Primeramente obsérvese que a(p,  m) = a(p', m) si p  y p' son vértices 
virtuales de la misma generación. 
Si p  es tal que d < kj, entonces 
Para conseguir esta desigualdad no ha sido necesario contar las Y-piezas de las generaciones 
anteriores a p. 
Si p  es tal que d > kj, entonces 
donde se usa (4.2) en la primera desigualdad y ( 4 . 1 )  con u = 213 en la segunda. Entonces 
Y por fin se tienen todos los elementos necesarios para probar el resultado final. 
LEMA 4.3. Existe una constante universal c > O tal  que 
a(p ,  m) > c 2% 
para todo vértice virtual p, y para todo m positivo. 
Demostración: Sea un vértice virtud p  fijo. Entonces, si 1 5 m < d ,  se tiene la 
desigualdad 
a(p ,  m )  2 c 2 y  
Y si m > d, entonces 
donde se ha usado (4.1) con u = 10113. Entonces 
a(p, m) 2 c2E para todo entero positivo m. 
Con una adecuada elección de los { k , } Z , ,  el exponente 1/13 puede reemplazarse por 
cualquier número menor que 1/9. #L4.3. 
SECCION 11.5. Constante isoperimétrica y área. 
En primer lugar se prueba la proposición 5.1. 
PROPOSICION 5.1. Si S es una superficie de Riemann que no es bass y h  es 
su  constante isoperimétrica, para cada p  E S y to, E > O ,  existe una constante 
C = C ( p ,  to ,  E )  tal que 
Demostración: Sean p  E S y t o , c  > O fijos. Si se denota por A ( t )  el área As(p,  t ) ,  por 
L ( t )  la longitud de Ó'Bs(p, t )  y por h  la constante isoperimétrica, entonces se tiene 
A ( t )  5 hL( t )  para todo t  2 0. 
Por tanto, dados cualesquiera í) > O y t  > r ) ,  
r t r f - n  rt  
> A(t - 7)) + 
f -1) 
Se ha conseguido pues, 
~ ( t )  > (1 + E) ~ ( t  - n )  
para todo >I > O y para todo t  > 7). 
Dado ahora un entero positivo k ,  iterando la desigualdad, resulta que 
Ahora, si t  1 7, se tiene 
7) l t / . l - 1  7 )  .-2 
~ ( t )  ~ ( [ t / n l n )  2 ~ ( n )  ( 1  + h) L 4.1 ( 1  + h) . 
Como lirn,,o(l + 7)/h)11? = e x p ( l / h ) ,  se sabe que existe un 70 5 to tal que 
( 1  + rlo/h)'lq0 > e x p ( l / h  - E ) ,  
y entonces 
As(p,  t )  = A(t)  2 c e z p [ ( l / h  - e)t]  para todo t  2 to ,  
donde 
Obsérvese que es imprescindible para obtener una desigualdad como ésta, poner los 
cuantificadores e  y to. Si se plantea desde el principio la inecuación integral 
i 
h A ( t )  > l A(u)du, 
que es la desigualdad inversa de la que aparece en el lema de Gronwail, la solución en el 
caso de igualdad es A(t)  = O, lo que arruina cualquier esperanza de obtener algo útil en 
esta línea si no se introduce alguna idea nueva. 
COROLARIO 5.2. Si S no es bass, si h es su  constante isoperimétrica y si 
el radio d e  inyectividad de todos los puntos de  S está acotado inferiormente 
por una constante positiva L ,  entonces para cada t O , e  > O, existe una constante 
C = C(to ,  e ,  1 )  independiente de p  y t a l  que 
Demostración: Si el radio de inyectividad está acotado inferionnente por L, en la 
demostración anterior puede elegirse 70 < L,  y entonces 
es independiente de p. #C5.2. 
COROLARIO 5.3. Si S es un dominio plano y existen constantes positivas to 
y co tales que 
As(p, t o )  2 co para todo p  E S, 
entonces existen constantes c y a tales que 
A s ( p , t )  2 ceat 
Para todo p E S y para todo t  > t o .  
Demostración: La prueba ya es sencilla. La demostración del corolario 1.1 muestra que 
8s es uniformemente perfecta, lo cual implica que S no es bass. La prueba del teorema E 
muestra también que el radio de inyectividad está acotado inferiormente por una constante 
independiente de los puntos de S. Por tanto basta con aplicar el corolario 5.2. #C5.2. 
CAPITULO 111. Extensión holomorfa. 
El problema fundamental en la teoría geométrica de funciones es la existencia de fun- 
ciones holomorfas entre dos superficies de Riemann dadas y, caso de que existan, el estudio 
de su crecimiento. 
En este contexto podemos ver los teoremas de Liouville y de Picard: 
TEOREMA DE LIOUVILLE. Las únicas funciones en H ( C ,  A )  son las cons- 
tantes. 
TEOREMA DE PICARD. Las Únicas funciones en H (  C, C - {O, 1 )  ) son las cons- 
tantes. 
Es evidente que el teorema de Liouville se deduce del teorema de Picard. Existen dos 
teoremas de los que se deducen los anteriores: 
TEOREMA DE RIEMANN. Si f  E H ( A * ,  A )  entonces f  se extiende a una 
función de H (  A, A ) .  
TEOREMA GRANDE DE PICARD. Si f  E H( A * ,  C - {O, 1) ) entonces f se ex- 
tiende a una función de  H ( A ,  e). 
Ya que nunca va a crear confusión, se denotará de igual forma a una función y a su 
extensión holomorfa. 
En este caso también el teorema de Riemann se deduce del teorema grande de Picard. 
A su vez, estos teoremas pueden generalizarse mucho más: 
El teorema grande de Picard puede ser probado de forma muy elegante usando la métrica 
de Poincaré de C - {O, l}, y de esa demostración pueden deducirse varios resultados: 
COROLARIO 0.1 .  Si f  E H ( A * ,  S )  donde S es una superficie de Riemann no 
excepcional, entonces si para alguna sucesión {z,} convergente a O se tiene 
que la sucesión imagen { f ( z , ) ]  converge a algún punto p E S, puede definirse 
f ( 0 )  = p y entonces f  E H (  A ,  S ) .  
COROLARIO 0.2.  Si f  E H ( A * ,  S )  donde S es una superficie de  Riemann no 
excepcional y si se  verifica una de las dos condiciones siguientes: 
(a) S  no es compacta y f ( A * )  es relativamente compacto, 
(b) S  es compacta, 
entonces f  se extiende a una función de H ( A ,  S). 
En [Ro3] se prueba el teorema que cierra por completo esta cuestión: 
TEOREMA 0.3. Sea  f E H ( A * ,  S )  donde  S es u n a  superficie d e  Riemann 
liiperbólica. Entonces se  verifica una  d e  las dos  siguientes afirmaciones: 
(i) f puede extenderse a una  función de H( A ,  S), 
(ii) S es tá  contenida e n  o t r a  superficie d e  Riemann R  = S U { p }  d e  ta l  forma 
q u e  si  definimos f(0) = p, entonces f E H ( A ,  R ) .  
Si se pretende generalizar el teorema de Riemann, es decir, buscar conjuntos E  que se 
puedan quitar a A en lugar de {O}, de forma que el teorema de Riemann continúe siendo 
cierto, habrá que hablar de la capacidad analítica. Para entender más a fondo el problema 
conviene hablar de conjuntos nulos, en el sentido de Painlevé. 
Un subconjunto compacto E C C es un conjunto nulo si e - ~  E Ose, donde OAB 
denota la clase de superficies de Riemann cuyas únicas funciones holomorfas y acotadas 
son las constantes. 
El teorema de la aplicación de Riemann muestra que si un compacto E  contiene un 
conexo cerrado con más de un punto, entonces E  no es un conjunto nulo. Por tanto un 
conjunto nulo es totalmente disconexo. A partir de ahora sólo se considerarán compactos 
E  totalmente disconexos. 
También existe una condición suficiente. 
PROPOSICION 0.4. Si E  es un  compacto con H i ( E )  = O, donde  H1 es la medida 
d e  HausdorfF unidimensional, entonces E  es u n  conjunto nulo. 
Se sabe que existe un compacto E  con Hl ( E )  = 1 ,  que es un conjunto nulo. 
Sin embargo, esta condición suficiente ( H l ( E )  = O) es una caracterización en el caso de 
que E  esté contenido en una curva rectificable. 
También se ha probado que si dim E  > 1 entonces E  no es un conjunto nulo. 
La relación entre conjuntos nulos y la generalización del teorema de Riemann viene dada 
por el siguiente resultado. 
PROPOSICION 0.5. Sea  E  un  con~pacto .  E  es  u n  conjunto nulo si y sólo si 
p a r a  cualquier dominio R  que contiene a E s e  verifica que  t o d a  función de la 
clase H ( R - E ,  A )  puede extenderse a u n a  función de H ( R ,  A ) .  
Las ideas para probar estos hechos se encuentran en [Fi, pp.64-651. 
Dados un compacto E y un punto p de 6 - E ,  se define 
y ( E )  = sup{lhP(p)l : h  E H - ( C - E ) ,  Ilhllm 5 l}. 
En virtud de la proposición 0.5, y(E)  = O si y sólo si cualquier función holomoxfa y 
acotada en un entorno de E,  excepto quizás en E, admite una extensión holomorfa a E. 
Por tanto, se tiene: 
TEOREMA 0.6. Sea  E  un compacto d e  capacidad analítica cero contenido e n  
A ,  y f E H( A  - E ,  A ) .  Entonces f se ext iende a una  función d e  H ( A ,  A ) .  
El hecho de que y ( E )  sea cero es independiente del punto p elegido. Se acostumbra a 
elegir el m para normalizar. A y (E)  se le denomina la capacidad analitica de E.  Como 
ya se ha conientado, si H i ( E )  = O, entonces y (E)  = O, y si dim E  > 1,  entonces y(E)  > 0. 
Por tanto, la capacidad analítica está al nivel de la dimensión de HausdortT 1. 
Después de estudiar los dos problemas por separado, puede plantearse la búsqueda de 
resultados que unifiquen ambas posibilidades. Es decir, si se tiene una f E H( A- E ,  S ) ,  
donde E  es un compacto de capacidad analítica cero y S  una superficie de Riemann, ibajo 
qué condiciones puede f extenderse analíticamente a E? 
Ya se ha visto que se verifica el resultado siguiente: 
COROLARIO 0.2. Si f E H ( A * ,  S )  donde  S  es una  superficie d e  Riemann no  
excepcional y si  s e  verifica una  d e  las d o s  condiciones siguientes: 
(a)  S  no es  compacta  y f (A*)  es relativamente compacto, 
(b)  S  es compacta,  
entonces f s e  extiende a una  función d e  H ( A ,  S ) .  
Aquí se prueba: 
TEOREMA G. Si E  es  un  compacto d e  capacidad analít ica cero contenido e n  
A ,  si  f E H( A-E ,  S )  donde S  es una  superficie d e  Riemann,  y si  s e  verifica 
(a') S  no es  compacta  y f ( A -  E )  es relativamente compacto,  
entonces f s e  extiende a una  función d e  H ( A ,  S) .  
Conviene destacar el hecho de que en este enunciado desaparece superficialmente la 
hipótesis, hasta ahora omnipresente, de que S  sea hiperbólica. La causa de que esto 
ocurra es que un compacto contenido en una superficie de Riemann no compacta, siempre 
puede "meterse dentro" de una superficie hiperbólica. Se hace algo semejante a esto en la 
demostración del corolario 1 . l .  
El ejemplo más sencillo de esta situación es el caso S  = C. Entonces, f (A-E) compacto 
quiere decir que f está acotada, y se tiene el resultado conocido. 
Conviene observar que el resultado no es cierto en general si sustituimos la hipótesis (a') 
por (by): S  es compacta e hiperbólica (el género de S  es mayor que 1). A continuación se 
da  un breve ejemplo que lo demuestra. 
Ejemplo: Sean las  transformaciones de Mobius 
y FA el grupo generado por y, y y*. R A/ rx  es una superficie de Riemann, que 
topológicamente es un toro al que se le ha quitado un disco, si X está próximo a 1. Sea 
S  el doble de Schottky de R [A-S, pp.26-271, que es una superficie compacta de género 2. 
Si fo : A  -+ R es un recubrimiento universal y consideramos su reflexión f  : e- E,, -, S, 
donde EA es el conjunto límite de rA, f no puede extenderse a Ex, y además se tiene que 
dirnEx + O cuando X + 1, 
por lo que Ex tiene capacidad analítica cero. 
La hipótesis sobre la no compacidad de S es pues, esencial, pero usando este teorema 
puede encontrarse un resultado acerca de superficies compactas. 
COROLARIO 1.1. Sea  E un compacto  d e  capacidad analítica cero contenido 
e n  A, sea  S una  superflcie d e  R iemann  compacta  y sea  f  E H ( A - E ,  S ) .  Si 
existe u n  abier to no vacío U d e  S  t a l  q u e  f ( A - E )  t iene intersección vacia con 
U, entonces f  s e  ex t iende  a una  función d e  H ( A ,  S ) .  
El corolario 1.1 ha sido probado con anterioridad por Shiga [Sh] usando técnicas distintas. 
Aunque el resultado de Shiga es más general, puesto que habla de extensión a espacios 
recubridores, en este contexto su teorema 2 establece lo siguiente: 
TEOREMA 0.7. S i  E es u n  compacto d e  capacidad analítica cero contenido en 
A, y S  es  una  superficie d e  Riemann C-no-degenerada, t o d a  f  E H(A-E,  S )  se 
extiende a una  función de H( A ,  S ) .  
Una superficie de Ftiemann S  es C-nedegenerada si la pseudodistancia de Carathéodory 
es en realidad una distancia, a la que acostumbra a llamarse C s ,  y además verifica una 
propiedad adicional: existe una constante E > O tal que para toda curva cerrada -y, no 
homótopa a cero en S, se tiene que la longitud de 7 con respecto a C s  es mayor que e. 
Si S  es una superficie de Riemann y p,q  son dos puntos de S,  la pseudodistancia de 
Carathéodory C s  de S se define como 
Es fácil comprobar que C s  es una pseudodistancia, que C s  d s ,  y que si f  E H( R, S), 
entonces 
C s ( f  ( P ) ,  f ( q ) )  I CR(P,  q ) ,  
para todos los puntos p, q de R (consultar [Ko] para una exposición más detallada). 
Si S es una superficie de Riemann compacta con borde (sin punturaa), entonces S es 
C-no-degenerada (aunque si S es compacta, se tiene que Cs O). 
La niétrica Cs es bastante natural para  robar teoremas de extensión, ya que ignora 
por completo los conjuntos de capacidad analítica cero. 
Si se desea probar un teorema que permita extender f E H(A-E, S )  para S compacta, 
pidiendo que E sea un conjunto "pequeño", no basta con pedir dimE < a, para ningún 
cr > O, ya que en el ejemplo que se ha dado, la dimensión de Ex podía ser arbitrariamente 
pequeña. 
Por tanto, un teorema que restrinja el tamaño de E debe hacer hipótesis a nivel de 
dimensión cero. Esto es precisamente lo que ha hecho Suzuki [Suz]: 
TEOREMA 0.8. Si E es  un  compacto d e  capacidad logaritmica cero contenido 
e n  A, S es  una  superficie d e  Riemann compacta  d e  genero g 2 2 y f E H(A-E, S), 
entonces f s e  extiende a una  función de H ( A ,  S ) .  
La restricción en el género no es gratuita, ya que si S = e, la conclusión falla de forma 
trivial con E = {O} y f(z) = ezp (112). Lo mismo ocurre si S = T = C/(Z +iZ), E = {O) 
Y f(z) = ezp(l/z)/(Z + iZ). 
Como se ha comentado antes, la hipótesis sobre E de este teorema es del orden de ,:. 
-. . 
magnitud correcto si queremos una condición que permita extender cualquier función de 
H( A-E,  S )  donde S es cualquier superficie de Riemann compacta de género mayor que 
uno. Pero las hipótesis sobre E pueden hacerse menos restrictivas si se impone alguna 
condición sobre la superficie compacta S.  
Uno de los puntos de partida fue el teorema grande de Picard, que habla de singularidades 
aisladas ( E  = {O) en dicho teorema). Se introduce ahora una medida de "cómo está de 
aislado" un punto de E .  Se probará que si los puntos de E están "suficientemente aislados" - 
(la suficiencia dependerá de S),  las funciones de H(  A-E, S )  pueden extenderse a funciones 
de H ( A ,  S ) .  
Si E es un compacto y e es un punto de E, para cada r > O ya se ha definido p(e, r) 
como 
p(e, r )  E ' in f {S : A(e, S) n E = A(e, r) n E},  
r 
y se define ahora 
( e )  lim inf p(e, 7). 
7-0 
Si S es una superficie de Riemann hiperbólica, se define la sistole de S (y se denota 
Sis(S)) como el ínfimo de las longitudes de las geodésicas cerradas. Por tanto, si 7 es una 
curva cerrada en S no homótopa a cero, se tiene que 
Ls(7) 1 Sis(S). 
Obsérvese que si S es compacta, entonces Sis(S) > 0. 
Con esta notación, el siguiente teorema se escribe así: 
TEOREMA H. Sea f una  función de H(A-E,  S), donde  S e s  una  superflcie de  
Riemann compacta  d e  género mayor que  uno y E es  un  compacto d e  capacidad 
analítica cero, contenido e n  A. S i  
P*(e) < ezp(-2nz/~is(S)),  
pa ra  t o d o  pun to  e d e  E, entonces f se extiende a una  función d e  H ( A ,  S) .  
Como corolario de la demostración también se tiene el siguiente enunciado más fuerte: 
TEOREMA H'. Sea  E u n  conjunto compacto de capacidad analítica cero con- 
tenido e n  A, y S una  superflcie d e  Riemann hiperbólica ta l  que  Sis(S) > O. Si 
f es u n a  función d e  H(  A-E, S), y s e  verülca que  
pa ra  t o d o  punto  e d e  E, entonces f se  extiende a una  función d e  H ( A ,  S). 
Los teoremas 0.8 y H están relacionados pero ninguno contiene al otro. Para ver esto 
basta con encontrar un compacto E con p ( e )  < P < 1, para todo punto e de E, y que 
tenga capacidad logaritmica positiva. Pero se puede construir un ejemplo mucho más 
espectacular: existe un conjunto de Cantor de dimensión de HausdorR uno, y tal que @* 
se anula en todo punto. 
Sería interesante conseguir un resultado que pudiera englobar estos dos teoremas. Por 
ejemplo: si dim E < C(S), donde C(S) es una constante que depende exclusivamente de 
la geometría de la superficie compacta S, entonces f tiene una extensión holomorfa a E. 
Hasta ahora se han expuesto teoremas de extensión para funciones holomorfas con d o -  
res en superficies de Riemann compactas de género mayor que uno. Los argumentos ex- 
cluían los casos de género cero y uno, debido a que la esfera y los toros no tienen métrica 
hiperbólica. Este obstáculo puede salvarse quitando a y a T un abierto, como se hizo 
en el corolario 1.1. Pero pueden imponerse condiciones mucho menos restrictivas qui- 
. 
tando puntos a C y a T, aunque así no podrán obtenerse teoremas tan generales como 
los precedentes. Los conjuntos evitables satisfarán P* O, pero podrán tener dimensión 
de Hausdorff positiva (se tiene un ejemplo lineal de dimensión 115, y se pueden conseguir 
conjuntos de dimensión mayor si se usan las posibilidades geométricas del plano, mucho 
más ricas que las de la recta). 
Estos resultados conectan con otra clase de generalizaciones del teorema grande de Pi- 
card. Este teorema puede verse desde otro punto de vista: 
Si E ,  F son compactos contenidos en el plano y existe una función holomorfa no cons- 
tante f : - E - e - F, iqué puede decirse acerca del "tamaño de F si se sabe que E 
es "pequeño"? 
El teorema grande de Picard afirma que si el cardinal de E es finito y f tiene alguna 
singularidad, entonces F consta a lo sumo de dos puntos. 
Existen muchm generalizaciones del teorema de Picard en este sentido (ver [Top] para 
una recopilación). Se ha probado que si cap(E) = O entonces se tiene necesariamente 
que cap(F)  = O. A mediados de siglo se esperaba poder probar el teorema de Picard 
con capacidad, es decir, que si cap(E) = O, entonces F sena un conjunto finito. Pero 
Matsumoto [Mat] acabó por completo con esa esperanza: demostró que dado un cerrado 
cualquiera F de capacidad logarítmica cero, existen un cerrado E de capacidad logan'tmica 
cero y una función holomorfa f ,  con singularidades en E ,  que omite F. 
Esto parecía haber cerrado la cuestión, pero Carleson [Ca2] encontró un conjunto per- 
fecto E de capacidad logm'tmica positiva, tal que toda f con alguna singularidad omite a 
lo sumo tres puntos. 
Los resultados de Matsumoto y Carleson dicen que la capacidad logarítmica no es la 
manera adecuada de medir los conjuntos para este problema; es necesario involucrar algo 
más, como pueda ser la geometría de los conjuntos, para obtener resultados. 
Los siguientes teoremas generalizan el de Carleson, ya que mejoran su prueba al consi- 
derar la métrica de Poincaré: 
TEOREMA 1. Dada  una  sucesión {at};:: ( u  puede se r  u n  número  na tura l  
o infinito, e n  cuyo caso s e  exigirá a la sucesión que  t ienda  a m) d e  números 
complejos "bien distribuidos", existe una  g ran  variedad d e  conjuntos de Cantor  
P 
E "adecuados" tales que  si f : S-E - ~-{ak}f;:; es holomorfa, entonces f s e  r 
extiende a una  función holomorfa e n  t o d a  la  esfera, y por  t a n t o  es racional. 
'3 
La demostración prueba de hecho que también hay extensión holomorfa si se sustituye 
& - E  por D - E ,  donde D es cualquier dominio que contiene a E .  Si v = m, E puede 
elegirse con dim E = 115. Además, si u = m, f E H( D, C). 
También se prueba un resultado de este tipo cuando la superficie de llegada es un toro 
cualquiera menos un punto. 
TEOREMA J. Si E es u n  conjunto d e  Can to r  "adecuado" y f es tá  en la clase 
H( D - E ,  T- {p) ), entonces f se  extiende a una  función d e  H( D, T). 
Los enunciados precisos de estos teoremas están en la sección 111.3, donde se hace una 
detallada descripción de los conjuntos de Cantor "adecuados", de las sucesiones "bien 
distribuidas", y de sus propiedades. 1 
La organización del resto del capitulo es la siguiente: En la sección 111.1 se prueban el 
teorema G y el corolario 1.1. El teorema H se demuestra en 111.2. En la sección 111.4 
se prueban los teoremas 1 y J, y en la 111.5 se demuestran los lemas usados en la sección 
I 
anterior. 
S E C C I O N  111.1. P r u e b a  del teorema G. 
TEOREMA G. Si E  es un  compacto d e  capacidad analít ica cero contenido e n  
A, si f E H( A - E ,  S )  donde S es u n a  superficie d e  Riemann,  y si s e  verifica 
(a') S no  es  compacta  y f ( A - E )  es relativamente compacto,  
entonces f s e  extiende a u n a  función d e  H ( A ,  S ) .  
Demostración: Si se define Y como Y f ( A  - E ) ,  entonces Y es un compacto de S .  
Sea h  : S -+ una función holomorfa no constante y tal que no toma el valor m en el 
compacto Y. La existencia de una tal función está garantizada ya que S  es una superficie 
de Riemann no compacta [Fo, p.2031. Este es el momento en el que el argumento deja de 
funcionar para las superficies compactas. Al ser h  continua, h ( y )  es un compacto de C, 
por lo que puede suponerse, sin pérdida de generalidad, que h ( Y )  C A. 
Ya que la función g h o f está en la clase H( A  - E ,  A )  y que la capacidad analítica 
de E es cero, g tiene una extensión holomorfa a todo el disco unidad, a la que se seguirá 
llamando g .  
Sean ahora e  un punto particular del conjunto E  y { z , }  una sucesión contenida en 
A  - E y convergente al punto e .  Como la sucesión { f ( z , ) }  está contenida en el compacto 
- 
Y, existe una subsucesión { z i }  tal que su imagen { f ( z n ) }  converge a un punto so del 
compacto Y. Evidentemente, la sucesión h ( f ( z i ) )  converge a h(sa) ,  pero como g  = h O f 
es holomorfa en todo el disco unidad, g ( z i )  también'converge a g(e) .  Por tanto se tiene 
que h ( s a )  = g(e) .  
El conjunto A de todos los S" que son puntos de acumulación de la imagen mediante 
f de alguna sucesión convergente a e ,  ha de ser necesariamente finito, ya que A  es un 
subconjunto del compacto Y ,  h  es holomorfa y no constante en Y ,  y h(A)  = g(e) .  A 
continuación se probará que de hecho A  se reduce a un único punto: 
k Sea A = { S ' ,  ..., s k } ,  y sean V i ,  ..., Vk entornos disjuntos dos a dos de S ' ,  ..., s  respecti- 
vamente. Existe un e > O tal que 
Si no fuese así, para cada n natural existiría un punto z ,  E A(e ,  l / n )  - E ,  tal que su 
imagen f ( z , )  no estaría en UjVj .  Como los z, constituyen una sucesión convergente a e, 
existe una subsucesión z i  tal que f ( z i )  converge a uno de los s J ,  pero esto es imposible 
ya que f ( 2 , )  b, lo cual aporta la contradicción deseada. 
Como la capacidad analítica de E  es cero, E es totalmente disconexo, lo cual implica 
que f ( A ( e ,  E )  - E )  es un conexo contenido en U j 5  Por tanto, existe un j tal que 
f ( A ( e , ~ )  - E )  c 6. 
Si ahora se define f ( e )  = S' ,  se verifica la igualdad 
en todos los puntos del disco unidad. 
Si en un punto a  E E se tiene dhlf(.) # O, entonces existen un entorno V de f ( a )  en el 
. . 
que h  es univalente y un entorno  de a  tal que f ( U )  C V .  Entonces f = h-' o g en el 
abierto U ,  por lo que f es holomorfa en U .  
Sean b l ,  ..., b, todos los puntos críticos de h  en 7, y sea A  E n  f - ' ( {b , ,  ..., b,}). Ya se 
ha probado que la extensión de f es holomorfa en E - A; también va a serlo en A: 
Sea W, un entorno simplemente conexo de b j ,  con Wl,  ..., W, disjuntos dos a dos. Sea a  
un punto del conjunto A. Si f ( a )  = b j ,  entonces existe un E > O tal que 
f ( A ( a ,  E )  - A) C W,. 
Si a0 E A  n A(a ,  E ) ,  entonces f (ao)  = b,, por lo que 
f ( A ( a ,  € 1 )  C Wj, 
lo cual prueba que la extensión de f es continua en todo el disco unidad. 
Como ya se ha visto, dado un punto a  E A,  existe un E. con 
f ( A ( a , ~ . ) )  c Wj para algún j. 
Como U.~aA(a,c.) cubre A  = E n f - ' ( {b l ,  ..., b,}), que es un compacto ya que f ea 
continua, existen a l ,  ..., a ,  con 
A C R  = ~~!!',,A(a~,e,). 
Dado un a  E A ,  sea R. la componente conexa de R  que lo contiene. Entonces 
f ( R , ) c W j  paraalgGn j ~ { l ,  ..., r } .  
Como W, es un entorno simplemente conexo de b j ,  se sabe que existe una aplicación 
conforme 7, : W j  + A. 
Entonces 
es continua en R, y holomorfa y acotada en R. - ( A  Ti R.). Como A  Ti R. es un compacto 
de capacidad analítica cero, entonces q, o f es holomorfa en a, por lo que f también es 
holomorfa en a. #TG. 
COROLARIO 1.1. Sea E un compacto de capacidad analítica cero contenido 
en A, sea S una superficie de Riemann compacta y sea f E H ( A - E ,  S). Si 
existe un abierto no vacío U de S tal que f(A-E) tiene intersección vacía con 
U, entonces f se extiende a una función de  H(A, S). 
Demostración: La idea de la prueba es muy sencilla: se trata de encontrar una super- 
ficie So que contenga a f (A - E) pero que no sea compacta, y entonces se podrá usar el 
teorema G. 
Si S tiene género cero, entonces S está contenida en y la situación es la del caso 
clásico. 
Si S tiene género positivo, se puede considerar un simplemente conexo V con frontera 
,, suave" y tal que c U. Sean Si S - V, que es una superficie con borde 7 aV, y 
S 2  el doble de Schottky de Si [A-S, pp.26-271. Si dotamos a S2 de su métrica de Poincaré 
(cosa que podemos hacer, ya que S 2  tiene género mayor que l), 7 es una geodésica, por 
ser la reflexión en y una isomería en Sz. 
Sea 1 Ls,(y) y sea A el anillo 
dotado de su métrica hiperbólica. La curva 7' E (121 = e x p ( ~ ~ / l ) )  tiene longitud 1 en A. 
Por tanto, si se corta A a lo largo de y', S2 a lo largo de 7 y se pega una parte de A a Si 
(dotada de la métrica inducida como subconjunto de Sz, para la cual y es una geodésica 
de longitud l ) ,  identificando las geodésicas frontera, se obtiene una superficie de Ftiemann 
SO, no compacta, y tal que Si C So. 
Como f (A - E) está contenido en S1, que es un compacto contenido en So, f se extiende 
a una función de H( A, So ). Como E está contenido en la frontera de A -E, se tiene que 
f(E) está contenido en Si, por lo que f está en H(  A, S). #Cl.l. 
SECCION 111.2. Prueba  del teorema H. 
Antes de comenzar la prueba, conviene hacer una observación sencilla pero que será muy 
útil, tanto en la demostración del teorema H como en el desarrollo posterior. 
LEMA 2.1. Si S  es  un dominio plano que contiene al anillo A (1 < Ir1 c R}, 
entonces se verifica la desigualdad siguiente: 
Demostración: Sea y  la geodésica simple cerrada en A, y  = { 1.1 = a}. Como ya 
se ha comentado en la introducción, la densidad de la métrica hiperbólica de A es 
c r donde c - 
' A ( " )  = 
~tl sen (c log 121) log R 
Esto implica que 
Como ninguna curva cerrada no homótopa a cero en A, es más corta que y, este cálculo 
justifica la segunda definición de módulo de un doblemente conexo que se dió en la intm 
ducción. 
Ahora basta simplemente con observar que como A está contenido en S ,  se tiene que 
L s ( 7 )  l LA(7).  #L2.1. 
TEOREMA H. Sea f una función de H (  A-E, S ), donde S  es una superficie de 
Riemann compacta de género mayor que uno y E es un compacto de capacidad 
analítica cero, contenido en A. Si 
p*(e) < e x p ( - 2 r z / ~ i s ( S ) ) ,  
para todo punto e de  E, entonces f se extiende a una función de H ( A ,  S ) .  
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Demostración:  Sea o una curva cerrada cualquiera en A-E.  Lo que se pretende 
probar es que f ( u )  es homótopa a cero. Si se prueba esto, la función f admite una 
- - 
elevación f : A - E -+ A, tal que f = n o f ,  donde n : A + S es un recubrimiento 
universal. Esto es debido a que trivializa el grupo de homotopía [Mas]. 
Como E es un conjunto de capacidad analítica cero, f se extiende a una función de 
H( A, A ), y consecuentemente f = n o j se extiende a una función de H (  A, S). 
Por tanto, para probar el teorema H basta con probar que f ( u )  es homótopa a cero. 
Si u es homótopa a cero, el resultado es elemental. 
Si u rodea un subconjunto cerrado F de E, dado cualquier e  E F, existe un radio 
positivo re < d(u,  F )  tal que /3 E P(e, r e )  < ezp( -2n2/S is (S) ) .  Evidentemente se tiene 
que 
y como F es compacto, existen {el, ..., ek} tales que 
Sean yj las curvas rj E { I r  - ejl = r j f i ) .  Como los anillos { r j @ ,  < Ir - ejl < r,} 
están contenidos en A-E, y son conformemente equivalentes (y por tanto isométcicos) a 
los anillos {l < 121 < l / P j } ,  el lema 2.1 implica que 
y entonces se tiene que 
Como cualquier curva no homótopa a cero en S tiene longitud mayor o igual que Sis(S) ,  
se deduce que f ( y j )  es homótopa a cero. Para finalizar, sólo falta observar que como o es 
libremente homótopa a la unión de las yj7s, f (o )  es libremente homótopa a la unión de las 
f ( y j ) ' s ,  y por ello, homótopa a cero. #TH. 
SECCION 111.3. Exposición d e  los teoremas 1 y J. 
Si S es una superficie de Riemann con alguna puntura, entonces se tiene inmediatamente 
que Sis(S) = O. Puede definirse para las superficies con punturas un nuevo concepto, al 
que se denominará Sisp(S), que es el idimo de las longitudes de todas las curvas en S 
que no son homótopas a cero ni a una puntura. Esta traslación del concepto de sístole va 
a jugar exactamente el mismo papel que Sis(S) en las superficies con punturas, aunque 
evidentemente, las cosas serán ahora más laboriosas. 
Antes que nada, interesa caracterizar los dominios planos S tales que Sisp(S) > O, ya 
que estos resultados serán necesarios para enunciar el teorema 1. Primeramente se expone 
el lema geométrico que es el instrumento principal de los cálculos posteriores: 
LEMA 3.1. Si y es una curva cerrada en C - {a, b} que rodea a a y a b, y se 
tiene que d(a ,  y) 5 c, entonces 
donde log+ denota la parte positiva del logaritmo, lo cual quiere decir que se 
define como log+$ E max (0,  log z ). 
Como corolario de este lema se tiene la caracterización que se buscaba. 
PROPOSICION 3.2. Si S es un subdominio de  C, las siguientes condiciones son 
equivalentes: 
(i) Sisp(S) > O, 
(ii) existe una constante a, que acota superiormente el módulo de  cualquier 
dominio doblemente conexo A, contenido en  S, que separa 8.9 ,'de dos en dos", 
(iii) existe una constante a2 que acota superiormente el módulo de cualquier 
anillo A, contenido en S, que separa aS "de dos en dos", 
(iv) existe una constante as que acota superiormente el módulo de cualquier 
anillo A, centrado en un  punto de 6's y contenido en S, que separa aS "de dos 
en dos". 
Aquí, al afirmar que A "separa de dos en dosn as, quiere decirse que A deja al menos 
dos puntos de aS "dentro" y al menos otros dos "fuera". Más precisamente, la frontera de 
A determina dos dominios simplemente conexos que tienen intersección m í a  con A, y se 
exige que en cada uno de esos dominios haya al menos dos puntos de aS. 
Por lo que respecta a esta proposición, co no es un punto especial si se definen los anillos 
"centrados en m" como los anillos centrados en O .  Por supuesto, dana exactamente igual 
definirlos centrados en cualquier otro número complejo fijo. 
Al seguir la prueba se observa que tinas constantes se acotan en función de otras. 
La equivalencia entre (i) y (ii) se prueba con ayuda del lema 3.1 y siguiendo las ideas que 
Pommerenke [Pol] usa para caracterizar los dominios modulados R como aquellos para los 
que Sis(R) > 0. 
La equivalencia entre (ii) y (iii) la d a  el teorema de Teichmüller que afirma que un 
doblemente conexo de módulo muy grande contiene un anillo euclídeo de módulo muy 
grande (todos los elementos e ideas necesarios para la prueba están en [A, pp.71-741). 
La equivalencia entre (iii) y (iv) es elemental. 
A continuación se describen los dominios planos que son el objeto del teorema 1: 
Sea $2 C - { a k } z l ,  donde {ak} es una sucesión cuyos módulos tienden a co y tal 
que Sisp(R) < co. Entonces, si R M  C - { a k } z ' ,  se exigirá que exista una constante 
positiva B 5 Sisp(R) independiente de M y tal que 
Esta condición se satisface si, por ejemplo, existen constantes C2 > C1 > 1, tales que 
Cllaal 5 lak+lI 5 Czlakl, y lo mismo ocurre si ak = k m  para cualquier a > O (no resulta 
difícil comprobar en ambos casos que se verifica la condición (iv) de la proposición 3.2). 
Si se exige que Sisp(R) > O ,  entonces se tiene automáticamente que existe una constante 
C tal que lak+lI 5 Clakl (esta condición podría expresarse como @'(cm) > O ,  en analogía 
con lo ya definido). Bajo esta hipótesis, se pueden encontrar constantes Cz > C1 > 1 y una 
subsucesión {bk} c {ak}, tales que CllbkI 5 Ibk+ l j  5 C21bkI. Por tanto, si una sucesión es 
tal que Sisp(R) > O ,  siempre puede encontrarse una subsucesión que verifique (3.1). 
Dada una sucsesión {ak}, se define 
Si al. = Ck, entonces p~ =: CN. 
Si ak = k a , entonces p~ =: No+'. 
Se describen a continuación los conjuntos de Cantor E con los que se tratará en adelante. 
E es la intersección de los conjuntos cerrados donde E. es una bola. El está 
contenido en la unión de las bolas disjuntas contenidas en E. : { B J } ,  con j  = 1, ..., N i .  
Ez es un conjunto cerrado contenido en la unión de las bolas disjuntas {BjlJa}, con jl = 
1, ..., N , ,  jz = 1 ,  ..., N z ,  y tales que BjiJz c BJ1. E,  es un conjunto cerrado contenido en 
la unión de las bolas disjuntas { B J ~ ~ ~ . J ~ - L J ~ ) ,  con j l  = 1, ..., N i ,  ... , j ,  = 1 ,  ..., N,, y tales 
. , que BJI ... J . - I J "  BJI  ... j n - 1 ,  
Hay que imponer algunas restricciones a estas bolas. Si se denota por bjl . . j n  el centro 
de la bola BJ' . . .Jm,  se exigirá que 
r a d i o ( ~ ~ l . . . ~ " )  5 r, ,  
para todos los j l ,  ..., j,, k l ,  ..., kn tales que b, , , . .  j,, no es el centro de la bola B ~ I . . . ~ ~ .  
Se permite que alguna bola sea el conjunto vacío, y por supuesto, no será tenida en 
cuenta para calcular r ,  y R,. Es decir, una bola de la generación n - 1 tendrá a lo sumo 
N ,  hijos; también se exige que haya alguna bola de esa generación que tenga exactamente -, 
N,, hijos, y que N,  sea mayor que 1. 
Las bolas de centro b,, , , , , ,  y radio R , / 2  son disjuntas y al menos la tercera parte de su 
área está contenida en su madre Bj'...j*-'. Esto proporciona la desigualdad 
Si se define p ,  E;' = &Ir,, y se pide que E ,  tienda a O ,  entonces se tiene inme- 
diatamente que tanto r ,  como R,  tienden también a O. 
Como 
se tiene, si se denota por M, el contenido a-dimensional, que 
Por tanto, si N:-"E: tiende a O ,  entonces dirn E 5 a. Consecuentemente, si N ~ E ,  
tiende a 0,  hipótesis que se hará enseguida, se tiene que dim E 5 215, y que la capacidad 
analítica de E es cero. 
Ya se está en condiciones de enunciar los teoremas 1 y J. 
Sean E un conjunto de Cantor de los que acaban de describirse, tal que u E sup, N ,  
(u ~ u e d e  ser finito o infinito), y D un dominio de la esfera que contiene a E. Sea {ak}:': 
una sucesión que verifica (3.1), y sea la sucesión definida de la siguiente manera: 
1 1 2  112) 
a, P N . ( z , - ,  + N ,  en  . 
TEOREMA 1. Si f E H (  D - E ,  R )  y C,a,  < m, entonces f se extiende a una 
función de H ( D ,  c ) .  
Si v = m, f se extiende a una función de H ( D ,  C). 
Si v < m, la condición C,a, < cn es equivalente a C,,E!,'~ < cm, y no es 
necesario exigir que se verifique (3.1). 
Sean p un punto de un toro T y E un conjunto de Cantor como los que se acaban de 
describir. 
TEOREMA J. Si E es tal que C,(N:E:/' + N ~ E : ? , )  < m y f E H(D-E,  T - { p } ) ,  
entonces f se extiende a una función de H ( D ,  T). 
SECCION 111.4. P r u e b a  d e  los teoremas 1 y J. 
Sean E un conjunto de Cantor de los que se han descrito en la sección 111.3, tal que 
u E sup ,  N ,  ( v  puede ser finito o infinito), y D  un dominio de la esfera que contiene 
al conjunto E. Sea {ak}~zi una sucesión que verifica (3 .1) ,  y sea la sucesión {a,}:=, 
112 112) definida como a,  E pN.(cn-, + N ,  cn . 
TEOREMA 1. Si  f E H (  D - E ,  $2) y E ,  (Y, < m, entonces f se ext iende a una  
función de H (  D ,  c ). 
Si u = cm, f s e  extiende a una  función d e  H( D, C). 
Si u < cm, l a  condición E,an < w es equivalente a c ~ E ? ~  < cm, y no es 
necesario pedir  que  se  verifique (3.1). 
Antes de comenzar con la prueba del teorema 1, conviene realizar unas observaciones 
que serán de utilidad en el desarrollo posterior. 
Como E es un conjunto compacto y aD es un conjunto cerrado, existe una constante 
co > O tal que 
Ip - ql > co para cualesquiera puntos p E E, q E aD. 
Si D  es el plano complejo o la esfera de Ftiemann, se toma co = m. 
Se define el número a0 como 
?y2 
00 exp (i Argaenh( i l4 )  ) > 4 x  lo8. 
(a) Se elige un número real cualquiera a que sea mayor que a0 (tómese por ejemplo 
a = a0 + 1 ) .  
Se elige un número natural no suficientemente grande como para que si n 2 no - 1, se 
verifiquen las siguientes condiciones: 
( A )  / I n  2 2 a 2 .  
Esto implica que p, = R , / r ,  > 1, y por tanto puede considerarse el anillo 
,... j, E { r ,  < - bjl ...jn I < r n ~ n }  
al que se denotará, siempre que no haya ambigüedades, para simplificar la notación, 
A = { r  < I Z  - bl < r p } .  
Esto también implica que p, > a', y que puede considerarse el anillo 
{ ~ r n  < 12 - b j  ,...j, I < rnpn/a} c Aj ,.,. jn 
o para simplificar 
Aa = { a r  < )z  - bl < rp/a}.  
(B) r, + R, < CO. 
Esto implica que el anillo 4 está propiamente contenido en el dominio D-E. 
N+I Se  llama^^ (respectivamente r )  a Sisp(nN),  donde RN C-{ai),=, (respectivamente 
Sis,(R), donde 0 E C - {al.):_':). Obsérvese que nN es la esfera con N+2 punturas, ya 
que a0 = cm es una puntura en R N ,  aunque no lo es en R si v = m. 
(C) p,, 2 exp(2nZ/B) donde B es la constante que aparece en (3.1). Con esta notación, 
TN >_ B para todo N y T 2 B. 
Demostración: Se define para cada s E [a ,  p/<r], la curva y, z {Iz - bl = rs}, y se 
designa como y a y+. La curva y es una geodésica, tanto para la métrica de A como 
para la de AP (en un anillo, la Única circunferencia que es una geodésica es la "media 
geométrica" de sus curvas frontera). Como se vió en la introducción, la densidad de la 
métrica hiperbólica en el anillo A es 
C n 
A A ( ~ )  = donde c r - ( M) Iz-blsen clog logp' 
Esto permite deducir inmediatamente que 
lo que da  la acotación 
2 n c  
= sen (c iog 3)  ' 
Sea ahora un número natural N 2 3 fijo. Entonces se tiene 
Ln,(frs) 5 LD-E(%) <  LA(^#) < ci(a), 
(4.2) 1 
daamn,(fyS) < - c I ( ~ ) ,  para todo s E [a,p/a].  2 
Las dos primeras desigualdades se tienen porque f y la inclusión son holomorfas, y la 
tercera por (4.1'). 
Para cada t > 1, se considera el collar de área t- ' ,  C,  Cf en RN alrededor de la 
puntura ai (recuérdese que a0 = m). Todos los Ci son disjuntos dos a dos e isométricos a 
la región [O, 1) x (t,  w )  en U con su métrica de Poincaré, si se identifican las componentes 
verticales de su frontera. Esto da 
Se sabe que 
donde la igualdad se deduce de (4.1), tomando s = Jli, y la Última desigualdad de (C), 
ya que se tiene 
Esto quiere decir que f y  es homótopa a un punto de R N  O a una puntura de RN. 
Obsérvese que si u = cn , f y  no puede ser homótopa a m, aunque m es una puntura de 
RN, ya que el mismo argumento, sustituyendo R por S¿N, implica que fy es homótopa a 
un punto o a una puntura de $2, e w no es una puntura de R en este caso. 
Se tiene el siguiente resultado. 
LEMA 4.1. En es t a  situación, existe a lo  s u m o  u n  j E {O, 1, ..., N + 1) ta l  que  
si  A" e s  el anillo q u e  rodea a y. 
Si yo es la curva central de un anillo de la generación n - 1 (es decir, yo rodea un 
. . BII ... I . . - ~ J ~ - I  pero no rodea ningún BJ1...'--l ), sean 71, ...,y N,, SUS hijas, alguna de las 
cuales puede ser el conjunto vacío, y sea N N, de ahora en adelante, si u = m, N v 
si Y < m. 
Se define el dominio A como 
N -  A = ~ n t  yo - uj,,Int yj, 
donde 
si n(z, 7) es el índice de la curva y con respecto al punto z .  
No es más que un cálculo el verificar (usando que r, es no creciente y que p, > 9 ) que 
A está bien definido, es decir, que y~ c Int yo. 
Considérese ahora f  como una función f  : -, í l N .  El lema 4.1 asegura que para cada 
i E { O ,  1, ..., N } ,  existe a lo sumo un j  j ( i )  E { O ,  1 ,  ..., N  + 1 )  tal que 
1 
dn,( fAP,  cj(a)) < p ( t ) .  
Por tanto, existe un j E { O ,  1 ,..., N  + 1 )  tal que 
1 
dn,  ( f A?, C j  ) > ;cz(t) ,  para todo i E { O ,  1, ..., N } .  
Sea ahora T = Tj la tansformación de Mobius 
T es una rotación de la esfera de Riemann que lleva a,  en a. = m. 
Obsérvese que la región plana { lwl > p ~ }  está contenida en T n N .  
LEMA 4.2. Sean la superflcie de Riemann S C - G, donde G es un cerrado 
contenido en & y C f  el collar en S alrededor de la puntura en m. Entonces 
Si z  es un punto de uE,AP,  como f ( z )  $ C,, entonces T f ( z )  $ TC,, y aplicando el 
lema 4.2, se tiene que 
LEMA 4.3. Sean el anillo A E { p  5 Iz - a )  5 ,~k), donde k 2 2, y la  curva 
y { l z  - al = p J k } .  Si g es una función holomorfa en A y tal que lg(z)l 5 M 
para todo z E A, entonces 
2 4 ~ M  diam ( g y )  < -J k '  
Por tanto, se tiene que 
24 n p ~  e'"' d iam (T f < m = c p ~  e112, para i E ( 0 ,  1, ..., N), I 
si C = 24 n a e'"'. Por tanto, I 
diam ( ~ n t  ~ f y ' )  < c p ~  E'''. 
Si ahora se considera en la esfera de Riemann e la métrica ds = Xe)dz), donde I 
X c ( z )  = <1, 1 + lz12 - I 
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I 
entonces se deduce de la igualdad anterior, 
112 diam ( In t  T f y O )  < C PN, E , - ] .  
Para acabar este razonamiento sólo falta aplicar un Último lema. 
LEMA 4.4. Sea A  u n  dominio plano limitado p o r  k + 1 curvas d e  Jo rdan  
disjuntas: yo (la exterior), y', . . . , y k .  Sea  g : + C analítica. Entonces 
Aplicando el lema 4.4, 
T f A  c uLJ , , In t  ~ f y ' ,  
y teniendo en cuenta que T es una isometría para la métrica esférica, 
donde la primera desigualdad se debe a que Tf A  es conexo. 
Por tanto, se tiene que 
d i a m e ( f A )  < Can donde E a ,  < m. 
n 
Esta condición garantiza que f  tiene una extensión continua a D: 
Dado un punto e E E fijo, existe una sucesión de curvas {yn};=, que rodean e,  tales 
que y ,  es de la generación n y que y,+' es hija de y,. Sea A, el dominio acotado por y, 
y sus hijas, y sea { x , } Z 1  una sucesión de puntos en D tal que z ,  E A,. Entonces 
Esto permite Armar que f  (z,) es una sucesión de Caudiy en e, por lo que existe un 
w ,  E tal que f ( x , )  converge a w,, y además se tiene que 
Como es natural, se define f ( e )  = w,, y se compmeba que f  es continua en e: 
Para ello, dado un E > O, se considera una sucesión de dominios 11, corno antes. Puede 
elegirse un hf tal que I 
Se considera la curva y que es la frontera exterior de 'AM; por tanto, 7 es de la ge- 
neración M .  Se probará a continuación que si z E I n t  7, entonces f (z) dista menos que E 
de f (e). I 
Sea un z E I n t  y fijo, y un punto cualquiera zo de y. Sea e0 E E tal que z pertenece al 
conjunto {eo} U { u ~ = ~ A : } ,  donde A: son los dominios que "convergen" a eo. Entonces 
se tiene que 
m m 
de(f ('17 f (e)) 5 d ~ ( f  z), f ( ~ 0 ) )  + de(f (20), f (e)) 5 2 C ak + 2 C ak < e. 
M+1 M+1 
Esto termina la prueba de la continuidad. Ahora, dado un punto e E E, se verá que f 
es holomorfa en un entorno suyo. 
Existe un M tal que 
por tanto, si y es la frontera exterior de AM, y z E I n t y  que es un entorno de e, se tiene 
que 
diame( f ( In t  y)) < -, 
4 
es decir, f ( In t  y) está contenido en un hemisferio de c (recuérdese que con esta métrica 
el diámetro de C es ;). Por tanto, existe una transformación de Mobius T, que además 
es una isometna esférica, tal que Tf : In t  y -4 A. Como dim E < 215, la capacidad 
anaiítica de E es cero, y Tf se extiende analíticamente en In t  7. Por tanto, f es holomorfa 
en e. 
Para acabar la ~ r u e b a  falta ver que si v = m, entonces f no toma el valor m. Si 
r E D- E, evidentemente f(z) # m. Si existiera un e E E tal que f(e) = m, se define la 
función 
1 
g(z) = , que verifica g(e) = O. f (2) - al  
Sean RO = g(R) y E min {laz - a l  1-', la3 - al 1-'}. 
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Como g es continua, existe un 6 > O tal que si lz - el < 6 ,  entonces 1g(z)1 < E.  
Existe una curva y  que rodea el punto e ,  de una generación suficientemente grande tal 
que y  C A(e,  6 )  y L D - e ( y )  < T ,  por lo que 
Por tanto, y  no rodea (a2 - al)- '  ni (a3  - a l ) - ' ,  pero sí que rodea 0 ,  por el teorema 
de la aplicación abierta, y por tanto, a una infinidad de los (an  - a l ) - ' .  Como rodea dos 
puntos y deja de rodear otros dos, se tiene que 
T Sisp(R)  = Sisp(Ro) 5 Ln,(gy)  < T ,  
lo cual es una contradicción. # T I .  
Con el teorema 1 ya probado, la demostración del teorema J resulta sencilla. 
Sean p  un punto de un toro T y E un conjunto de Cantor como los que se han descrito 
en la sección 111.3. 
TEOREMA J. Si E es ta l  que  c ~ ( N : E S ~ ~  + N ~ E ~ / ~  n n - ~ ) < w Y  f E H ( D - E ,  T - { P } ) ,  
entonces f se extiende a una  función de H ( D ,  T ) .  
Deinostración: Sea y  una curva cerrada cualquiera en D -  E .  Como E n Int y  es un 
compacto, existe un número finito de curvas { y i } z l  tales que y  es libremente homótopa 
a la suma y1 + ... + -y, y L D - ~ ( 7 , )  < S i s p ( T -  {p}). Basta repetir la construcción usada 
en la prueba del teorema 1. 
Como L T < ~ ) (  f yi) I L D - E ( Y ~ )  < S i s p ( T  - { p } ) ,  éntonces f y i  es homótopa a cero en 
T ,  y por tanto, f y  es homótopa a cero en T .  
T es conformemente equivalente a C/r donde r es el grupo generado por y l ( z )  = z  + 1 
. . 
y y z ( t )  = z + (o,  para algún (o E C, y podemos suponer que en esta identificación p  se 
corresponde con 0 .  Sea entonces n : C + T el recubrimiento universal con n(0)  = p. 
Como f : D - E  + T es homotópicamente trivial, existe un elevamiento j de f .  Como 
f = ?r o  f no toma el valor p, f no toma los valores n-'(p) = r ( 0 )  > N .  Por tanto, 
Por el teorema 1, se sabe que f tiene una extensión holomorfa, que también es analítica, 
ya que N es infinito. Por tanto, f = no  f se extiende a una función de H( D ,  T ). #TJ.  
SECCION 111.5. Prueba de los lemas usados en la sección 111.4. 
Se comienza con la prueba del lema 4.1. 
LEMA 4.1. En  esta situacióri, existe a lo sumo un j E {O, 1, ..., N + l} tal que 
1 
dnN(fAO, C, ) 5 4cz(t), 
si A" es el anillo que rodea a y. 
Para organizar la demostración será conveniente probar unos cuantos lemas previos. 
LEMA 5.1. Si a es una curva cerrada en U, entonces 
- - 
Demostración: Como Int a es un compacto, existen puntos p,  q E Int u tales que 
- 
diamU(Int o) = drr(p ,  q ) .  Si p, q son ambos puntos frontera, la demostración está acabada, 
ya que como a conecta dos veces p  con q ,  se tiene que L u ( a )  2 2 du(p ,  q). 
- 
Aunque intuitivamente es claro que p, q E a(Int a ) ,  el siguiente argumento indica cómo 
probarlo: 
Si alguno de ellos está en Int a ,  se considera la geodésica que los une, y se prolonga hasta 
llegar a o. De esta manera se obtiene un punto más lejano, lo cual es una contradicción. 
#L5.1. 
LEMA 5.2. Si a es homótopa a cero en una superficie de  Riemann S c C, 
entonces 
Demostración: Sea n : U + S un recubrimiento universal. Como a es homótopa a 
cero en S, su antiimagen por n es una unión numerable de curvas cerradas. Sea 7 una 
cualquiera de ellas. Vamos a ver que 
Int a C n(Int 7) .  
Si a es un punto de Int a y B S { b  : ñ ( b )  = a } ,  entonces 
La segunda igualdad es un simple cambio de variable, y la tercera es una aplicación del 
principio del argumento, en la que no aparecen los polos ya que n es analítica. 
Esto implica que tiene que existir al menos un punto b E U tal que su imagen por ~r 
sea a y qrie n(y, b) # O, es decir, que b sea un punto de Int  y. Por tanto, a = x(b) es un 
punto de ~ ( I n t  y), y como 8n(Int y) está contenida en x(8  I r ~ t  y), ya que x es una función 
continua y abierta, se tiene también que I 
l 
- - 
Int  a C x(Int y). 
Por tanto, 1 I
y ya se tiene el resultado que se quería. La segunda desigualdad es cierta ya que ~r es 
holomorfa, y la tercera es el lema 5.1. #L5.2. I 
LEMA 5.3. E n  las  hipótesis con las que  t rabajamos,  s e  t iene que  1 
Demostración: Como 8Aa = y, U y,/,, el lema 4.4 (que se probará sin usar ningún 
resultado de aquí) implica que 
f A, C I n t  f -y, U In t  f -ypl,. 
Como f Aa es conexo, o bien Znt f y, í l  Znt f .y,/, # 0 o bien f AO está contenido en uno 
de ellos. En cualquiera de los dos casos, 
diamn, (f A,) 5 diamo, (Int f y,) + diamnN (Znt f y,lp). 
Ahora puede aplicarse el lema 5.2 para obtener 
1 1 
diamn, ( f  A,) < ~Ln,(f- l , )  + ZLn,(fy,~,), 
y usar (4.2) para conseguir 
LEMA 5.4. Sea  S u n a  superficie d e  Riemann con u n a  p u n t u r a  a, y sea Cr 
el collar a l rededor  d e  a d e  área  r-l. Entonces, si a es u n a  curva cerrada que 
rodea  a y Ls(y) 5 L < 2Argsenh(l/4), se  tiene que  y C Cr, con  
Demostración: 
por hipótesis Ls(y) 
y está contenida en 
Si y tiene intersección vacíacon C Z ,  entonces Ls(y) > 112 [Ber]. Como 
5 L < 112, necesariamente 7 ha de intersecar a CZ.  Esto implica que 
C', ya que si existiera un punto de y fuera de C' se tendría 
. lo cual contradice la hipótesis. 
Ahora que se sabe que y está contenida en C', puede considerarse una única carta (la 
usual en [O, 1) x (1, m) c U )  para trabajar con ella. Sea r un elevamiento de 7 a su 
recubridor universal U y sea t min {Zm z : z E ;y) 2 1. Entonces 
L 2 Ls(y) = Lrr(I)  > dv(it ,  1 + it  ) E d, 
donde d verifica 
Por tanto 
Después de todo el trabajo preliminar realizado, la demostración del lema 4.1 está ya 
muy próxima. 
Se distinguen dos casos: 
(A) f7  es homótopa a cero, donde y es la curva central de Aa. 
Supongamos que existen i, j E {O, 1, ..., N + 1) tales que 
1 
dnN(fAa, Ct )  I 4cz(t), para k = i,j. 
(4.3) implica que 
cZ(t) 5 dnN(C,,Cj) 5 dnN(Cii fAa)  + diamnN(fAa) + dnN(fAa,Cj). 
Del lema 5.3 se deduce que 
1 1 
cz(t) < ;cz(t) + C I ( ~ )  + -cz(t) = cz(t), 4 
y ya se ha conseguido la contradicción buscada. 
(B) f y no es homótopa a cero. 
Existe un j E {O, 1, ..., N + 1) tal que f y es homótopa a a,, ya  que se ha probado que 
f y  es homótopa a un punto o a una puntura de CIN. 
(3.2) y (a) nos dan respectivamente 
LnN(f-ys) < cl(a) < 2Argsenh(1/4) para todo s E [ a ,~ /a ] .  
El lema 5.4 asegura que fy, está contenido en C; para todo s E [ a ,~ / a ] ,  luego fAa 
está contenido en Cl. Por tanto si i # j se tiene, en virtud de que los collares de área 1 
son disjuntos, 
A continuación se prueba el lema 4.2. 
LEMA 4.2. Sean la superficie de  Riemann S r C - G, donde G es un cerrado 
contenido en  & y Ct el collar en  S alrededor de la puntura  en m. Entonces 
Se necesita un resultado previo. 
LEMA 5.5. Para  j = 1, 2, sean R j  = e - G,, a un punto aislado de  ambos 
dominios, Cf el  collar en Qj centrado en  a y de  área t-'. Si Q2 c R , ,  entonces 
Ci C Ci para todo t > 1. 
Demostración: Como il2 c Q1, entonces 
Esto quiere decir que aC: es una curva que rodea a y que tiene longitud a lo sumo t-' en 
n i .  El lema 1.4 asegura que si t-' < 2Argsenh(l/4) d-', entonces está contenido 
en C:' , con 
Por tanto 
t Ci c Cil con lim - = 1. 
t-m ti 
Dado un to > d, sea t un número mayor que to. Entonces 
Cio = { Z  E Rz : dz(z,C:) S log(t/to)}. 
Si z  E C?, existe una curva y en R2 que une z  con Ci  y L 2 ( y )  5 log(t/ to).  Por tanto 
t  ti 
L ~ ( Y ) S L Z ( Y ) I ~ O ~ - -  =lag- 
to t1tolt' 
Como Ci  C CiL  ,existe un subarco 71 de 7 que une z  con C:', y 
tl d ~ ( z , c : ' )  S Ll(71) S L I ( Y )  5 109- 
tltO/tl 
y por tanto, 
E C : L ~ O I '  para todo t 2 to ,  
por lo que z  E C;O. Esto da el resultado que se quería para todo t > d. Y de aquí se 
deduce el resultado general, ya que Al 5 X 2 .  #L5.5. 
Demostrar ahora el lema 4.2 es sencillo. Se usa el lema 5.5 tomando Gi = G U {m) 
y G2 = aR U {m}. Basta con observar que a : U + R2, con s ( z )  = R e z p ( 2  x i z ) ,  
es el recubrimiento universal correspondiente al grupo r generado por la transformación 
y ( z )  = z  + 1, y que a aplica biyectivamente la región [O, 1 )  x ( t ,  cm) en {Iz/  > ReZ"'}. 
#L4.2. 
L E M A  4.3. Sean el anillo A { p  S Ir - al S pk}, donde  k 2 2, y l a  curva 
y {Ir - al = p&}. Si g es  u n a  función holornorfa e n  A y t a l  q u e  Ig(z)l 5 M 
p a r a  t o d o  z  E A, entonces 
24n M diam ( g y )  < -. Jk 
Demostración: La función h ( z )  e f(pz + a)  es holomoría en la región ( 1  5 lzl 5 k}. 
Por tanto, 
Entonces, si Izl = k, 
Si I z I  = Jk, entonces w = pz + a está en la curva y, y gP(w)  = h8(z )p- l .  
Por tanto, 
24 M 
Ig'(w)l 5 - para todo w E y,  
k p  
24 bf L lo cual da  L(g7) < e (y) = y, que implica la afirmación deseada. #L4.3. 
LEMA 4.4. Sea A u n  dominio plano limitado por  k + 1 curvas d e  Jordan 
- 
disjuntas: r0 (la exter ior) , . r l ,  ..., -yk. Sea g : A -+ C analítica. Entonces 
Demostración: Considérense las c u r w  y', ...,yk orientadas en el sentido de giro de 
las agujas del reloj, y +y0 orientada en sentido contrario. Entonces se verifica que la suma 
de las curvas yo + y' + . .. + yk es homótopa a cero en A. 
k La prueba acabará si se supone que zo n(g$, wo) = O, y se ve que wa g(A). Bajo 
esta hipótesis se tiene que si B g-'(wo), entonces 
lo cual implica que g no toma el valor wo en A. La primera igualdad se tiene por la hipótesis 
realizada, la segunda es un cambio de variable, la tercera es el principio del argumento, y 
la cuarta se debe a la orientación elegida para las 7'. #L4.4. 
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