Few aspects of human cognition are more personal than the choices we make. Our decisions-from the mundane to the impossibly complex-continually shape the courses of our lives. In recent years, researchers have applied the tools of neuroscience to understand the mechanisms that underlie decision making, as part of the new discipline of decision neuroscience. A primary goal of this emerging field has been to identify the processes that underlie specific decision variables, including the value of rewards, the uncertainty associated with particular outcomes, and the consequences of social interactions. Recent work suggests potential neural substrates that integrate these variables, potentially reflecting a common neural currency for value, to facilitate value comparisons. Despite the successes of decision neuroscience research for elucidating brain mechanisms, significant challenges remain. These include building new conceptual frameworks for decision making, integrating research findings across disparate techniques and species, and extending results from neuroscience to shape economic theory. To overcome these challenges, future research will likely focus on interpersonal variability in decision making, with the eventual goal of creating biologically plausible models for individual choice. 
INTRODUCTION

H
umans and other animals continually make decisions: Should I give up a sure immediate reward for a larger, but risky reward in the future? Should I take an aggressive or passive stance toward my competitor? Is this a fair trade? Poor decision making is a hallmark of many cognitive disorders, from addiction to schizophrenia. Over the past decade, there has been dramatic growth in the use of neuroscience methods to study the mechanisms of decision making. Here, we summarize some key insights and describe ongoing challenges from this new interdiscipline of 'decision neuroscience' or 'neuroeconomics'. Although these two terms have been used synonymously throughout the literature, we use the former term hereafter for clarity and breadth.
It was originally believed that dopamine coded for the hedonic impact of rewards, [11] [12] [13] [14] [15] and this viewpoint remains common within popular accounts of dopamine as the 'pleasure chemical'. More recent work, however, emphasizes dopamine's role in motivated behavior, including altering the salience of incentives [16] [17] [18] and updating models of future rewards. 19 It should also be noted that some authors have questioned whether dopamine specifically contributes to reward processing, in itself. 20 Reward prediction errors (RPEs) arise when a stimulus provides information that changes expectations of the timing, amount, or content of future rewards. Early studies by Schultz et al. 19, [21] [22] [23] used electrophysiological methods to track changes in neuron firing rate to cues that predicted a reward (e.g., fruit juice) that was delivered a few seconds later. At the beginning of the experiment, before the monkey learned that a given cue predicted any subsequent reward, the neuronal activity in VTA only increased to the delivery of the rewarding fruit juice. As the monkeys learned that the cue predicted future rewards, the cue evoked increasing VTA activity but activity to the reward itself diminished. Once the cue-reward contingency was established, the researchers omitted some expected rewards and found that VTA activity decreased below baseline firing rates. Based on these results, Schultz et al. interpreted the firing rate of dopaminergic neurons to carry RPE signals, 19 which provides a computationally tractable method for tracking changes in value.
Signals consistent with RPEs have since been identified in neurons in the vSTR 21 and ventromedial prefrontal cortex (vmPFC). 21, 24 Similar prediction errors have recently been reported in human dopaminergic neurons in the substantia nigra. 25 Studies using functional magnetic resonance imaging (fMRI) also have shown that reward predictability modulates the response to reward in the vSTR 26, 27 and the VTA. 28 Collectively, these results have led to the common conclusion that key dopaminergic regions (i.e., VTA and vSTR) and their targets (e.g., vmPFC) constitute the brain's reward system ( Figure 1 ). Nevertheless, the processing of reward is not limited to these regions. For example, an early primate electrophysiology study by Platt and Glimcher 29 demonstrated that activity of neurons in posterior parietal cortex was highly correlated with value of different response options. These and similar results from brain regions associated with response selection and motor output [30] [31] [32] [33] [34] indicate that value information can modulate processing at many stages of decision making. 
Value: Alternative Explanations
The role of the dopaminergic system in forming and updating predictions about rewards is now well established [reviewed in Ref 9 ]. Yet, intriguing research points to other interpretations for the functions of these regions. One key focus of current research potentially examines separate signals associated with anticipation and receipt of rewards. Knutson et al. took the basic paradigms used in prior primate electrophysiology studies and created a novel response-time task suitable for fMRI. 35 At the beginning of each trial, participants viewed a single cue that indicated the potential monetary consequences of that trial (e.g., a gain or loss). Then, following a short and variable delay, a target appeared. If the participant pressed a button sufficiently quickly thereafter, then the monetary reward would be delivered (or a monetary punishment would be avoided). During the period in which participants anticipated potential rewards, Knutson et al. observed robust striatal and medial prefrontal activation, consistent with the role of these regions in reward anticipation. This basic paradigm, called the monetary incentive delay (MID) task, has become a common approach for eliciting anticipation-related activation in rewardrelated regions [reviewed in Ref 36] .
Similarly, early fMRI studies using gambling games revealed that receipt of monetary rewards evoked vSTR activation. 37-39 Delgado et al. 37 used a card-guessing task in which correct guesses were associated with monetary gains, but incorrect guesses were associated with monetary losses. They found that activation in the vSTR increased to winning, compared to losing trials. Some evidence indicates, however, that reward receipt evokes activation specifically in the vmPFC, 40,41 consistent with a role of that region in computing the expected value of a reward. 42 Considered generally, activation in vmPFC [and adjacent orbitofrontal cortex (OFC)] may reflect the assessed value of rewards. Studies using singleunit recordings indicate that the responsiveness of vmPFC neurons to rewards depends on the monkey's satiation, 43 ,44 a conclusion that has since been replicated in human participants using fMRI. 45, 46 Value computations in vmPFC likely play an important role during active decision making, as considered later in this review.
While decision neuroscience research has most commonly used monetary rewards (in humans) and juice rewards (in monkeys), strong evidence indicates that reward-related responses generalize to a wide range of stimuli. Neuroimaging and single-unit experiments have observed vSTR and vmPFC activation in response to many sorts of sensory rewards, including tastes, 26 ,47-49 smells, 50,51 touch, 52 attractive faces, [53] [54] [55] [56] and even sexual experience. 57, 58 More abstract rewards also evoke activation within the reward system: beautiful art, 59 humor, 60 charitable giving, 61, 62 love, [63] [64] [65] along with a wide range of social stimuli [reviewed in Ref 66] .
Value learning requires consideration of both positive and negative outcomes. Electrophysiological studies have identified sets of neurons within the VTA that code for either aversive or appetitive events, 67, 68 which could potentially project into distinct regions of the striatum for separate processing of losses and gains. 69 Notably, aversive stimuli can also evoke activation in similar brain regions as rewarding stimuli depending on context. [70] [71] [72] Finally, some research suggests that the dopaminergic system may signal a broader class of environmental events than just reinforcers. In particular, research points to a potential role for the striatum, at least, in the response to salient but nonrewarding events. [73] [74] [75] For example, vSTR activation can be evoked by unexpected but meaningful auditory stimuli (e.g., sirens, dog barks) in the absence of any overt rewards. 74 Important evidence in support of a salience perspective would come from the demonstration of valence-independent changes (e.g., increases in activation to both positive and negative cues and/or outcomes). Recent attempts to dissociate reward salience from reward valence have led to equivocal results, at least within the vSTR, with evidence both for 76 and against 77 valence-independent activation. Future studies will be necessary to reconcile these disparate perspectives.
Uncertainty
A second important decision variable is uncertainty. Considered in a psychological 78 or economic 79 context, uncertainty reflects the absence of some desired information-such as about the timing, content, value, or certainty of future rewards. Uncertainty pervades many real-world decisions, and organisms actively seek to reduce uncertainty in many contexts. Note that uncertainty is intimately connected to reward valuation; cues about future rewards, by definition, minimize uncertainty. As shown by Fiorillo et al., 80 the pattern of cue-and reward-dopamine neuron activity described in the previous section scales with probability: as the probability of reward increases, cue-related activity increases but outcome-related activity decreases. The same study also indicates that uncertainty may lead to sustained activity of dopaminergic neurons during anticipation periods. 80 And, valuation-related activation of the striatum tracks probability in a nonlinear manner, consistent with probability weighting functions identified behaviorally. 81 When uncertainty reflects known probabilities, decisions involve risk. Studies of risky choice typically ask participants to select between outcomes with different probabilities of reward or with different variances of potential reward distributions. Across numerous studies, key areas involved in risky decision making include lateral and orbital prefrontal cortex, anterior cingulate cortex (ACC), posterior parietal cortex, and insular cortex 31, [82] [83] [84] [85] [86] (Figure 2 ). Given the complexity of risky choice, parsing the distinct contributions of these regions remains an active area of study. One important target for current research has been anterior insular cortex. Building upon prior research linking this region to representations of bodily states, Bechara et al. have linked the insula (and vmPFC) to internal feedback signals that may shape behavior away from potential negative consequences. 87, 88 Consistent with this idea, insular activation increases both to stimuli that signal increasing environmental risk 82, 89 and attempts to minimize risk. 90 Recent work by Preuschoff et al. 84 suggests that activation of the anterior insula represents a signal for a risk prediction error. Under their model, the anterior insula tracks unexpected changes in risk, based on new information or decision outcomes. This intriguing result may provide an important link to cognitive neuroscience studies of the role of insular cortex in cognitive control (see section Conclusions and Future Directions for additional discussion).
A smaller set of studies have examined the effects of ambiguity, or unknown probabilities, upon decision making. Consider the following example, adapted from Ellsberg. 91 In front of you are two urns, each with 100 colored balls. The left urn has exactly 50 red balls and 50 blue balls, while the right urn has an unknown number of red balls and an unknown number of blue balls (and no other colors). You win a monetary prize if you declare a color, reach into the urn, and pull out a ball of your chosen color. What do you do? When faced with analogs of this decision in the laboratory, most individuals choose to pull a ball from the left, or risky, urn. But, examination of the decision problem reveals that the chances of winning are exactly the same in either case (i.e., 50%). When Hsu et al. 92 presented similar decision problems to participants in an fMRI session, they found that lateral orbitofrontal cortex and the amygdala exhibited significantly greater activation to decisions involving ambiguity, compared to decisions involving risk. A similar approach was used by Huettel et al., 83 who observed ambiguityrelated activation in different regions: the insula, the posterior parietal cortex, and the lateral prefrontal cortex, with the last of these also tracking ambiguity preferences. These disparate results may reflect distinct aspects of ambiguity-related processing. The lateral orbitofrontal cortex, in particular, has been associated with aversion to negative events [e.g., Ref 93 ; for a review, see Ref 94] . This interpretation is supported by lesion data reported by Hsu et al. (2005) , who found that patients with orbitofrontal cortex damage exhibited decreased aversion to ambiguity (and risk). Conversely, regions of prefrontal and parietal cortex may be critical for forming representations of potentially knowable information, as recently shown by Bach et al. 95 Uncertainty can also be induced by increasing the delay before a reward is received, which leads subjects to devalue potential rewards (i.e., temporal discounting). To account for known anomalies in intertemporal choice, researchers have proposed that temporal discounting reflects two processes: an impulsive system (β) that rapidly devalues rewards that are not immediately attainable, and a patient system (δ) that exhibits much more gradual discounting. Studies by McClure et al. 96, 97 supported this two-system model, such that the β system comprises reward-related regions including the vSTR and the vmPFC, whereas the δ system includes cognitive regions like lateral parietal and lateral prefrontal cortices. Other research has cast doubt onto the β − δ model with evidence that intertemporal choices follow from activation of a single system for subjective value 98 comprising vSTR, posterior cingulate cortex, and vmPFC. Of particular relevance for resolving this debate will be paradigms that examine delay discounting as it occurs, as has been explored in a few recent studies.
96,99,100
Social Interactions
Real-world decision making often involves social settings where individuals must not only consider the value and uncertainty of outcomes, but also incorporate information about other individuals. 5 Decision neuroscience research has investigated two main classes of information about other individuals: their actions (e.g., in competitive games) and their characteristics (e.g., facial features).
Studies of social interactions often first constrain behavior using interactive games with well-defined rules and payoffs, 101 and then implement psychological parameters (e.g., guilt, envy, fairness, equity) into subsequent analyses. This general approach has provided valuable insights about the mechanisms underlying cooperation, 102, 103 fairness, [104] [105] [106] [107] altruism, 61, 62, 108 and punishment. [109] [110] [111] Most such studies have used fMRI to scan one individual who interacts with other participants, whether real or computer-generated, outside of the scanner. For example, research by Sanfey et al. 104 using the Ultimatum Game demonstrated that activation in the anterior insula increased to others' unfair actions, whereas activation of lateral prefrontal cortex increased when ignoring unfairness and accepting an offered reward. Another important approach has been hyperscanning, which involves scanning multiple individuals simultaneously. 112, 113 The power of this latter approach was first shown by King-Casas et al., who scanned pairs of subjects while they interacted in an investment game. 113 This game requires one player to trust the other with some of their money, whereupon if the trust is reciprocated both players benefit. By identifying correlations between the activation patterns of two subjects' brains, these researchers provided evidence that activation of the caudate was consistent with the development of an intention to trust. Note that while most research on social interactions has used human participants, some primate electrophysiology research has set up decision scenarios modeled on competitive games.
34,114 For example, Barraclough et al. 114 demonstrated that neurons in DLPFC encoded decision variables critical for strategic choice (e.g., interactions between past decisions and opponent tendencies).
Social interactions can themselves be highly rewarding. 66 For example, Rilling et al. 103 reported activation in reward-related regions when individuals cooperated during a repeated Prisoner's Dilemma game. Reward can also be derived from punishing others; as shown by de Quervain et al., 109 punishing a noncooperative counterpart evokes activation in the ventral caudate. Recently, Hsu et al. 106 examined fairness by allowing participants to distribute food donations to groups of Ugandan orphans. They found the striking results that the efficiency (i.e., overall amount of food) and inequity (i.e., imbalance of allocations across individuals) of food donations were tracked in distinct regions-the putamen and insula, respectively-with the tradeoff between these parameters expressed in the caudate activation. As shown by these studies, the decision variables identified earlier in this review for individual choice behavior also modulate social interactions. Yet, despite these similarities, it remains unclear whether individual and social decisions involve similar coding at the neuronal level.
Social interactions also rely on gaining information about others' characteristics. Particularly relevant are faces, whose complexity and informational properties make them intrinsically rewarding. 115 Attractive faces reliably evoke activation in the vmPFC, as seen in a wide range of experimental paradigms. [53] [54] [55] [56] However, activation in vSTR has been only infrequently observed. 55, 56 Moreover, recent work has demonstrated that heterosexual males will trade small amounts of money to view photographs of attractive females, 116 paralleling previous research showing that male monkeys will sacrifice juice rewards to view images of females' perinea. 117, 118 Heterosexual males will also work (i.e., exert effort) to view photographs of attractive females. 56, 116 Furthermore, it has also been found that the reward value of viewing an attractive face increases with increasing duration of presentation. 116 How is social information integrated with nonsocial information to guide behavior? Some brain systems may play roles specifically in social decision making. Research in both humans 119 and monkeys 120 has demonstrated that distinct regions of the medial prefrontal cortex compute social and nonsocial information: the anterior cingulate sulcus tracks changes in reward expectations, whereas the anterior cingulate gyrus responds to social information. Moreover, regions involved in social cognition also contribute to decision processes. 121 However, most regions that support decision making likely do so in both individual and social contexts (see Refs 119,122 for reviews). In the next section, we consider how the brain may integrate information from a variety of sources to reach decisions.
VALUE COMPARISON
Decision neuroscience research often seeks to understand how value computations lead to specific choices. 1, 4, 6 To facilitate value comparison, a variety of goods, experiences, and actions must be converted into some sort of 'common currency' wherein comparisons can quickly and efficiently be made upon the same relative scale. 123 Elucidating the specific computations that underlie a common currency representation would have important implications for valuation and decision making. 124 Of note, however, relatively few decision neuroscience studies have used multiple reward modalities, as necessary for evaluating relative valuation.
Yet in recent years, there has been substantial interest in relative valuation, often in the context of economic exchanges like purchasing decisions. A common fMRI paradigm allows participants to trade money earned in the experimental setting for goods of greater or lesser value. When participants purchased inexpensive familiar objects, subjective value of those goods was correlated with activation in vSTR but not vmPFC, whereas subsequent information about prices modulated activation of vmPFC and insular cortex. 125 In contrast, when hungry participants placed bids on food items that could be consumed after the scanning session, activation in vmPFC was modulated by the subjective desirability of the food items. 126 Additional recent fMRI studies have demonstrated that a similar region of vmPFC is involved in computing the value of items during trading. 127, 128 Neurons in ventral prefrontal cortex have also been shown to code for the relative value of juice rewards, across a variety of task parameters and decision contexts. 129, 130 These studies thus converge on the idea that vmPFC represents a critical substrate for trading money for another good or service-and potentially, a more general computation of common currency.
However, many decisions may rely on more than just brain systems for value computation. Behavioral economics research has identified a variety of anomalies in preferences, including the endowment effect 131 and framing effects, 132 that may reflect contextdependent contributions from specific brain regions [reviewed in Refs 133, 134] . Recent neuroimaging studies of the endowment effect, or the tendency to overvalue goods that one already possesses, indicate that activation in the vSTR tracks value in a largely reference-dependent manner. 135, 136 Framing effects occur when the manner of representing a decision problem (e.g., describing outcomes either as losses or as gains from different points of reference) biases individuals toward one choice or another. Decisions consistent with framing effects evoke increased activation in the amygdala, while decisions inconsistent with framing effects evoke increased activation in dorsomedial prefrontal cortex; 137 the latter effect may reflect the role of this region in implementing strategies for decision making. 138 Adaptive decision makers should also incorporate value information from decisions that are not made; that is, from rewards that are observed, but not received, or 'fictive' outcomes. [139] [140] [141] Extending prior neuroimaging work suggesting that the vSTR responds to fictive outcomes, 139,141 a recent electrophysiological recording study in monkeys indicated that single neurons in ACC track fictive outcomes. 140 Critically, neurons representing fictive outcomes utilized a similar coding scheme as neurons that represented experienced outcomes. These studies demonstrate that at least some brain regions incorporate unobtained outcomes into value computations, which may greatly facilitate decision making in dynamic, complex environments.
INDIVIDUAL DIFFERENCES
Models of decision-making behavior have traditionally assumed that all individuals approach choices in a similar fashion. Yet, individuals vary, often dramatically, in the decision variables that contribute to their choices: uncertainty preferences, aversion to loss, delay discounting, inequity aversion, other regarding preferences, among many others. Even the most fundamental and robust phenomena in decision making are subject to individual variability. As one example, in the seminal work by Kahneman and Tversky on heuristics and biases in decision making, 142 substantial minorities of participants make choices contrary to canonical biases (e.g., opposite to framing effects).
Within decision neuroscience, like within cognitive neuroscience more generally, the study of individual differences has been a relatively recent development-and one limited to a subset of research methods. A primary challenge is sample size: the experiment must include enough participants to have substantial variability. Studies using nonhuman animals or human lesion patients often include only a handful of participants. Similarly, many early neuroimaging studies had relatively small samples (e.g., ∼10 participants), which precluded examination of individual variability. And, neither behavioral economics nor cognitive psychology has a strong tradition of examining differences among individuals. Both disciplines have tended to collect data from large samples of subjects, typically drawn from a relatively homogeneous population of young adults, and then combine data across that population to extract general rules for behavior. Reflecting these limitations, nearly all neuroscience studies of individual differences in decision making have used fMRI in human participants.
An early example of individual difference effects was reported by Huettel et al. 83 who measured brain responses to decisions involving risky and ambiguous gambles. For each subject, the authors used the pattern of choices to estimate relative preferences for or against risk and ambiguity. Among regions exhibiting increased activity to ambiguity compared to risk, activation in lateral PFC tracked ambiguity preferences whereas activation in posterior parietal cortex tracked risk preferences. These authors also found that the lateral PFC activation tracked individual differences in impulsiveness, which suggested a link between the cognitive detection of ambiguity and the construction of rules for behavior.
Similar approaches have been used in other domains of choice, often to support the inference that the targeted brain regions contribute to the process of interest. In work by Tom et al., 143 subjects chose whether to accept mixed gambles consisting of one gain and one loss, with equal probability (e.g., a coin flip, such that heads wins $20 but tails loses $15). The loss aversion parameter (λ) was defined as the multiplication factor necessary to make a potential gain and a potential loss subjectively equivalent. That is, an individual with λ of 2 would be willing to flip a coin if the win was $21 but the loss was $10, but would not flip that same coin when the win was reduced to $19. The authors found that activation in the vSTR and vmPFC was strongly correlated with subjects' relative loss aversion, supporting the hypothesis that individual differences in such choices reflect the relative neural sensitivity to rewards. Individual differences in parameter functions can also be critical for disambiguating competing theories. As described above, early research on intertemporal choice indicated that decisions involving immediately available outcomes evoked activation in regions critical for reward evaluation. 97 One interpretation of this activation is that it reflected the temptation of the immediate reward, consistent with the 'hot' system in dual-system models (i.e., System I). More recent work 98 used a similar paradigm but additionally measured individual differences in the rate of intertemporal discounting (i.e., k in a hyperbolic model of discounted value). Kable and Glimcher found that activation in reward-related regions was well predicted by the utility of the decision options, as estimated individually for each subject from their discounting parameter. Based on this result, these authors concluded that subjective value, at least in this sort of choice paradigm, reflects the computations of a single system regardless of delay until reward delivery. While the debate about dual-system models has not yet been resolved (see below for additional discussion), these results provide a clear demonstration of the additive power provided by individual difference measurements.
A second major application of individual difference analyses has been showing how activation during decision making is modulated by variation in relevant traits. Most such studies collect trait data using validated psychometric tests adopted from social or clinical psychology, or from behavioral economics, administered outside of the behavioral session. Then, the scores on one or more tests are included as covariates in across-subjects statistical analyses to identify brain regions whose change in activation during some tasks correlates with the trait measure. Using this approach, decision neuroscientists have identified neural correlates of personality measures (e.g., harm avoidance; see Refs 89,144), manipulativeness, 145 altruism, 108 and reward sensitivity. 146 An important recent direction for decision neuroscience has been identifying genetic predictors of individual differences, using the methods of imaging genomics. 147 Using this approach, several decision neuroscience studies have successfully used genetic variability to predict differential brain activation during economic tasks. [148] [149] [150] [151] [152] [153] For example, Boettiger et al. 149 found that impulsive choice behavior and activity levels in dorsal PFC and posterior parietal cortex were predicted by the Val158Met polymorphism of the catechol-O-methyltransferase (COMT) gene, which modulates the availability of synaptic dopamine. In addition, Yacubian et al. 150 found that reward sensitivity was blunted by an interaction between COMT and the dopamine transporter gene DAT. Recently, Rosier et al. 152 found that the individuals who were homozygous for the short allele of the serotonin transporter gene (5-HTTLPR) were more susceptible to framing and exhibited greater activity in the amygdala, compared to individuals with the long allele. In another striking example of linking genetics and behavior, Frank et al. 148 demonstrated that genes that influence striatal dopamine function (i.e., DARPP-32 and DRD2) predict individual differences in exploitative learning, whereas a gene that influences dopamine function in the prefrontal cortex (i.e., COMT) predicted exploratory tendencies. Although linking psychological traits to genetics biomarkers poses many challenges [e.g., Refs 154, 155] , studies such as these have the potential to discover endophenotypes that may be useful for the treatment and diagnosis of disorders of decision making. 147, [156] [157] [158] [159] Despite these many apparent successes, the search for individual differences has not been without controversy. Any trait measurement will be subject to imprecision. Personality questionnaires, in particular, are subject to at least two sorts of error in measurement: limitations of the questionnaire to assess the underlying trait, and fluctuations in the measurement according to environmental changes (e.g., mood, time of day). As argued in a recent criticism of individual difference measures in social neuroscience, 160 many reports of high correlations between traits and brain activation may be the result of statistical artifacts, with the true correlation considerably smaller. This particular controversy remains ongoing; see, for example, Ref 161 for replies and Refs 162,163 for related discussions. It is important to emphasize however, that this criticism reflects concern about the values of brain-behavior correlations, not the significance of those correlations.
A more damaging criticism reflects the tendency for reverse inference 164 in interpreting brain-behavior relationships. When observing that individual differences in some measure (e.g., loss aversion) predict a particular activation pattern (e.g., vSTR activation to losses), it is natural to draw a causal conclusion: that loss aversion during decision making reflects a change in the subjective weighting of different rewards. This example may seem straightforward, given how tightly activation of the vSTR has been coupled to reward learning, but other claims are more problematic. Activation in insular cortex or lateral prefrontal cortex, as just two examples, may be evoked in a wide variety of tasks, making it difficult to determine exactly what psychological processes differentiate individuals. Many biological and environmental factors may multiply determine individual differences in decision making, and a core problem for future research will be isolating specific contributors.
CONCLUSIONS AND FUTURE DIRECTIONS
Decision neuroscience research has already provided many new insights into brain function, as evident from even the incomplete summary provided by this article. Yet, its cross-disciplinary nature poses considerable challenges: Does decision neuroscience research reflect an emerging and distinct discipline, or a tentative foray of cognitive neuroscience into a new topic area? What links will be built between decision neuroscience and other topics in neuroscience, from memory and perception to development and aging? And, will new models for decision making arise, or will neuroscientists simply create more precise maps of known decision processes? Meeting this last challenge, in particular, seems critical for the success of a new discipline of decision neuroscience.
Conceptual Challenges
Studies in decision neuroscience are often striking in their simplicity. Many laboratories have studied the neural underpinnings of economic phenomena (e.g., risk aversion, framing bias) that can be modeled using well-validated functions. If a variable or operation in those functions is correlated with the physiological or metabolic changes in a brain region (see section Decision Variables for examples)-or if computations change when that region is disabled [e.g., Ref 107] -then the researcher concludes that the brain region contributes to that economic phenomenon. The power of this approach comes from its operationalization of key processes: 'risk aversion' can be defined as a parameter in a model, not via reference to some underlying psychological state. Accordingly, research on that parameter can be conducted in both humans and nonhuman primates, often using relatively simple tasks that are well-suited to decision modeling (see Refs 27, [165] [166] [167] [168] for elegant examples).
The basic decision neuroscience approach shares conceptual underpinnings with early studies of learning, 169, 170 which derived model parameters only from the behavior of organisms. By eschewing interpretations in terms of cognitive or neural underpinnings, behaviorist researchers constructed robust, descriptive models for behavior, many of whose elements still pervade learning theory. 171, 172 Operationalization carries a significant conceptual cost, however: it precludes extrapolation of behavior to new and complex environments. Early cognitive psychologists challenged the behaviorist dogma by introducing the concept of 'converging operations', which posited that complex concepts could be established through sets of experiments. As a quick example, one could model the choices of gamblers in a casino according to the reinforcement history of their decisions, without recourse to any underlying states. Or, one could postulate that the gamblers' behavior was modulated by cognitive states (e.g., regret, temptation) that are only indirectly measurable and that tend to be highly correlated with objective measures of reward outcome. By evaluating behavior across a series of experiments, each manipulating a different aspect of reinforcement, researchers could converge on the features of the decision that best predict choice-which might be parsimoniously described using a complex psychological term like 'regret'.
The most common conceptual interpretations of decision neuroscience research have been variants of the 'dual-systems' psychological model of choice. 173, 174 Considered roughly, a dual-system model contends that decisions (and often behavior, more generally) reflect the interaction between two distinct neural contributors. The emotional System I acts quickly and automatically, processes information only superficially using parallel mechanisms, overweights immediate or salient consequences, and emphasizes affective elements of decision making. The rational System II acts more slowly and consciously, processes information more deeply using sequential mechanisms, ascribes value to all outcomes, and downplays emotional content. When extended to neuroscience, this dichotomy becomes isomorphic with specific brain regions: System I regions include elements of the reward system, the amygdala, and medial prefrontal cortex (Figure 1 ), whereas System II regions include lateral prefrontal cortex, ACC, and posterior parietal cortex (Figure 2) . In many decision neuroscience studies, including seminal work, choices have been postulated to reflect the competitive interplay between these two systems. 97, 104, 137 While the dual-system model makes intuitive sense-we all have experienced the temptation of a mouth-watering dessert, followed by an effort of will to decline-it fails as an account of the neural mechanisms of decision making. One major problem lies in a lack of converging evidence. Decision neuroscience has adopted an experimental approach more similar to neuroscience than to psychology (or to behavioral economics). Most publications in decision neuroscience comprise only a single experiment, usually with only one manipulation of the phenomenon of interest and one neuroscience technique for measurement. Accordingly, psychological interpretations of data from that experiment (e.g., activation of the prefrontal cortex leads to rational decision making) may not generalize to other experimental paradigms. Generalization may be particularly problematic for brain regions shown to be activated within a wide range of experiments; this is known as the problem of 'reverse inference'. 164 Despite the popular interpretation that neuroscience provides direct access to hidden aspects of our mental lives [i.e., 'neuroessentialism', see Ref 175] , the mapping between our intuitions (i.e., subjective feelings of conflict) and the underlying neural computations may be difficult to discern. Moreover, considerable evidence indicates that many regions canonically associated with emotion also contribute to a host of cognitive processes; for example, activation of the anterior insula not only tracks the risk associated with a decision, 84, 90 but also can be evoked by relatively simple executive processing tasks in the absence of risk. 176, 177 Conversely, activation of canonically rational regions like the prefrontal cortex is not a prerequisite for rationality. Consider the striking examples that individuals with lesions to prefrontal cortex sometimes make more rational decisions than neurologically normal individuals. 178, 179 Finally, even when putative cognitive and affective regions interact, the outcome may be unexpected. In a recent study by Venkatraman et al., 138 increased activation of insular cortex and vmPFC predicted decisions consistent with economic models, whereas activation of lateral prefrontal cortex and parietal cortex predicted seemingly irrational heuristic choices.
Given these challenges, what sort of conceptual approaches might direct future decision neuroscience research? An important new direction lies in improved connections between decision neuroscience research and cutting-edge work in other areas within cognitive neuroscience (see related work throughout this volume). As functional neuroimaging methods, in particular, have matured, there has been an increasing recognition that brain regions support particular types of computations that may be called upon in a variety of task contexts. Returning to the above counterintuitive examples: recent work on functional connectivity shows that insular cortex signals the need for cognitive control, 180 which may be a consequence of risk (or changes in risk) within a decision scenario. 84 Similarly, there has been substantial recent research that attempts to parse the functions of the prefrontal cortex according to the computations supported by its subregions. 181 Some regions within prefrontal cortex seem particularly critical for feedback-based learning, and lesions to those regions often lead to maladaptive real-world decision making. However, there are also conditions where feedback is meaningless, as when playing games of chance or investing in the stock market (i.e., the outcome at one point in time is not predictive of future outcomes). Under such conditions, ignoring feedback may prevent regret-driven or riskaverse mistakes, leading to better outcomes. 178 
Methodological Challenges
Research in decision neuroscience, like that in cognitive neuroscience more broadly, has used a diverse set of methods. Most common, especially in recent years, have been studies using fMRI. Also prevalent are electrophysiological recording of single-neuron activity in nonhuman primates and scalp-recorded event-related potentials (ERPs) in human subjects. These techniques provide some complementarities of scale: fMRI provides breadth of coverage and spatial precision, single-neuron recordings give direct measures of action potentials, and ERP measurements allow characterization of collective dendritic activity with high temporal resolution. Even so, integrating conclusions across studies using different neuroscience methods poses several sorts of challenges. One wellrecognized problem is that these techniques measure different aspects of neural function. Functional MRI measures relative changes in the local concentration of deoxygenated hemoglobin, [182] [183] [184] which mirrors local energy consumption and thus tracks primarily the dendritic activity of neurons. 185 Thus, activation observed using fMRI may reflect primarily the input or integrative activity within a brain region, whereas single-unit activity better reflects the output or signaling activity. For additional consideration of the challenges of integrating across different measures of brain function, we refer the interested reader to recent reviews. 186, 187 A second challenge lies in reconciling results across species, given differences in experimental paradigms. Decision neuroscience studies with human participants typically adopt the methodological conventions of behavioral economics: participants make decisions about real but abstract rewards (e.g., money), they receive full information about the decision scenario (i.e., no deception), and researchers strive to minimize external influences on choice (e.g., no communication with other participants, no other incentives). Over the course of a 1-2 h testing session, a participant might make on the order of 100 independent decisions about information presented using words and numbers. Studies using nonhuman primates (usually the rhesus monkey, Macaca mulatta) adopt very different methods: liquid rewards are delivered during the experimental session, the tasks involve simple choices whose options are indicated symbolically, and the animals are trained extensively over thousands of trials. Moreover, decision-making behavior may differ dramatically across species. As one of many examples, humans exhibit a temporal discounting rate for monetary rewards that approaches a few percent per year (e.g., in many real-world investments), whereas nonhuman primates show discounting for primary rewards over intervals of seconds. 188 Some aspects of human social decision making, from altruistic donation to cooperation in multiplayer games, can be difficult to model within animal models. And, every human participant possesses a wealth of prior conceptual knowledge, which may violate the assumptions of the experimental setting. For example, when judging the trustworthiness of a game partner, people evaluate not just that partner's past actions but also superficial features like appearance, with concomitant implications for neuroscience data. 189 To ameliorate these problems, some decision neuroscience researchers have adopted experimental paradigms that can be readily completed by both human and nonhuman subjects. For instance, reward conditioning tasks involve the repeated presentation of one or more simple cues (e.g., abstract visual images) that predict subsequent outcomes (e.g., juice rewards). As described in section Decision Variables, this approach was first used in studies with nonhuman primates by Schultz et al., 19 and was subsequently extended to human paradigms by a number of investigators [e.g., Ref 49] . Tasks that adopt elements of foraging behavior 190 or of reinforcement learning 165 often translate well across species. Even more complex decisions can be incorporated into simple, species-general paradigms. Studies by Platt et al. demonstrated that monkeys would trade small amounts of juice to look at photos of other monkeys 117, 118 ; similar results were subsequently shown for human subjects who traded small amounts of money to view images of attractive human faces. 116 Yet, similarity of tasks, by itself, does not ensure similarity of processing. A human may arrive at a decision using a variety of simplifying heuristics, complex priors, and decision biases, whereas the same decision might be reached by a monkey based on the past history of reward. As such, an important direction for future decision neuroscience research will be to characterize the computations that lead to decisions, including potential differences in those computations across species.
A final methodological challenge is moving from correlational to causal models of the mechanisms of decision making. Common approaches like fMRI and single-neuron recording measure brain function: they allow decision neuroscientists to show that an experimental variable (e.g., risk) alters the functioning of a particular brain region. However, the claim that a region plays a causal role in decision making requires manipulation of brain function, followed by the demonstrations of concomitant changes in decision-making behavior. Many such approaches are available for animal research, including very precise lesion methods, 191 microstimulation, 192 and in vivo manipulation of neurotransmitter levels. 193 Human researchers have a more limited repertoire. One powerful approach has examined the effects of disrupted brain function, either from naturally occurring lesions or via temporary lesions evoked using transcranial magnetic stimulation (TMS). The latter approach, which can be implemented in neurologically normal individuals, has been applied to several sorts of economic decisions. In one striking example, TMS applied to the prefrontal cortex disrupted judgments of unfairness in the Ultimatum Game, 107 a result that stood in contrast to prior work using neuroimaging methods. 104 Another technique, transcranial direct current stimulation (tDCS) [reviewed in Ref 194] , allows researchers to either increase or decrease cortical excitability depending on the polarity of the current flow. 194 Accordingly, increased cortical excitability over right dorsolateral prefrontal cortex (DLPFC) combined with decreased excitability over left DLPFC diminishes risk-taking behavior. 195, 196 As tDCS can be administered to large cohorts of individuals simultaneously, it affords a novel opportunity to examine the neural basis of social interactions. A recent study by Knoch et al. recruited large groups of subjects to play the ultimatum game while receiving tDCS. 197 Strikingly, they observed a reduction in subjects' propensity to punish unfair behavior following stimulation that decreased excitability over right DLPFC.
Another important new direction uses drug or dietary manipulations to modify the chemical milieu of the brain. As notable examples, the intranasal delivery of oxytocin increases trusting behavior in a cooperative game, 198, 199 a dietary depletion of brain serotonin increases the likelihood of rejecting unfair offers, 200 and dopamine antagonists increase gambling in pathological gamblers but not in normal controls. 201 
Practical Challenges
Over the past 5 years, decision neuroscience has developed from a curiosity to a vibrant interdiscipline.
There are now dozens of laboratories studying the mechanisms of decision making using neuroscience methods, and many core findings have permeated both the academic literature and the popular press. Even neuroscientists who study other aspects of mental life now commonly incorporate decision neuroscience concepts into their research, as when studying the effects of reward on memory systems 202 or the social cognition of comparing one's own performance against another's success. 203 Without question, concepts from decision-making research, including economic theory, have sparked robust growth within neuroscience.
Yet, decision modeling has proven largely resistant to inroads from neuroscience. Many potential new applications of decision neuroscience research involve extensions to the social sciences: marketing, law, political science, and even public policy. Neuromarketing, in particular, has become a cottage industry, with several companies promising a better understanding of consumer's decisions based upon fMRI or electroencephalography (EEG) data. Attitudes of economists (and other social scientists) toward neuroscience have ranged from guarded optimism 204 to constructive criticism. 205 Some critics contend that neuroscience, at least so far, has provided no unique insights about decision-making behavior. Others make a much stronger claim: results from neuroscience cannot refine or falsify models of economic phenomenon, even in principle. 206 Two arguments support this claim (see Ref 207 for a more extensive consideration). First, because economic models are fundamentally about observable behavior, whether of specific individuals or aggregates (e.g., a stock market), only behavioral data can be used to evaluate those models. Consider a hypothetical example: an economic theorist creates a model that predicts bidding behavior in online auctions. A neuroscientist then shows that activation in the vmPFC increases as the auction progresses, which leads to the natural interpretation that the subjective value of a good increases as the bids get larger and larger. Yet, to the economic theorist, that information about brain function is simply irrelevant. The model, that is argued, could only be rejected based on using data about people's decisions, not about their brains. This contention has been labeled the 'Behavioral Sufficiency' argument.
Second, many important aspects of economic modeling involve complex collective phenomena, such as voting behavior, financial markets, and price bubbles, among others. Each of these does involve, at root, individual decisions: the price of an asset in a market reflects all of the individual decisions to buy or sell that asset. Yet, it can be difficult to see how neuroscience data-which describe the functioning of an individual's brain-bear upon collective phenomena. Critics charge that important phenomena like markets can only be understood by abstracting the individual decision makers and focusing instead on measures of higher level interactions (e.g., the ebb and flow of prices themselves). This criticism has been called the 'Emergent Phenomenon' argument.
How, given these forceful criticisms, might decision neuroscience shape the models of decisionmaking behavior? A model that fits existing data about choice behavior might fail in new circumstances (e.g., under stress, anger, or sleep deprivation). By understanding the effects of these environmental effects upon brain function, researchers may identify avenues for new experiments that could falsify a seemingly workable model. Similarly, there has been substantial interest in understanding decision making in populations other than the young, healthy, collegeeducated adults who constitute the lion's share of laboratory participants. To consider just one example, older adults often report an increased focus on positive, compared to negative, consequences of their decisions. 208 Consistent with this psychological bias, work using standard decision neuroscience paradigms indicated that older adults do show an attenuated ventral striatal response to anticipated negative outcomes. 209 This neuroscience result led to the hypothesis that older adults would show framing effects for monetary gains but not losses, as recently confirmed experimentally. 210 This series of disparate experiments progressed from observations of behavior, to measures of brain function, to new and testable predictions about behavior.
Neuroscience will not render behavioral economics and cognitive psychology obsolete; instead, it will indicate new and unanticipated directions for research. One such direction will be particularly critical: understanding variability in decision making. The major models of decision-making behavior (e.g., cumulative prospect theory) are often elegant in their simplicity, but they cannot in themselves predict why different people make different decisions. Thus, the future of decision neuroscience lies in contributing to the development of new, robust, and biologically plausible models of behavior. 
