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GEOMETRIC ROUGH PATHS ON INFINITE DIMENSIONAL
SPACES
ERLEND GRONG1, TORSTEIN NILSSEN2 AND ALEXANDER SCHMEDING1
Abstract. Similar to ordinary differential equations, rough paths and rough
differential equations can be formulated in a Banach space setting. For α ∈
(1/3, 1/2), we give criteria for when we can approximate Banach space-valued
weakly geometric α-rough paths by signatures of curves of bounded variation,
given some tuning of the Ho¨lder parameter. We show that these criteria are
satisfied for weakly geometric rough paths on Hilbert spaces. As an applica-
tion, we obtain Wong-Zakai type result for C-valued martingales.
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1. Introduction
The theory of rough paths was invented by T. Lyons in his seminal article [Lyo98]
and provides a fresh look at integration and differential equations driven by rough
signals. A rough path consists of a Ho¨lder continuous path in a vector space together
with higher level information satisfying certain algebraic and analytical properties.
The algebraic identities in turn allow one to conveniently formulate a rough path
as a path in nilpotent groups of truncated tensor series, cf. [FH14] for a detailed
account. Similar to the well-known theory of ordinary differential equations, it
makes sense to formulate rough paths and rough differential equations with values in
a Banach space, [LCL07, FV06]. It is expected that the general theory carries over
to this infinite-dimensional setting, yet a number of results which are elementary
cornerstones of rough path theory are still unknown in the Banach setting. There
has recently been an increased interest in such an infinite dimensional theory given
newly found applications, see e.g. [Der10, Bai14, BR19, CN19],
In the present paper, we address one of these problems, the characterization of
weakly geometric rough paths in Banach spaces. Our aims are twofold. Firstly,
we describe and develop the infinite-dimensional geometric framework for Banach
space-valued rough paths and weakly geometric rough paths. These rough paths
take their values in (infinite-dimensional) groups of truncated tensor products.
Some care needs to be taken in this setting, as the tensor product of two Banach
spaces will depend on choice of of norm on the product. Secondly, we character-
ize the geometric rough paths that take their values in an Hilbert space and their
relationship to weakly geometric rough paths. Our main result is to prove the
following well-known relationship for finite dimensional rough paths in an infinite
dimensional setting. Recall that for α ∈ (1/3, 1/2), a geometric α-rough path is the
is an element of the closure in signatures S2(x)st = 1+ xt − xs +
∫ t
s (xr − xs)⊗ dxr
of curves xt of bounded variation, while an α-rough path xst = 1 + xst + x
(2)
st is
called weakly geometric if the symmetric part of x
(2)
st equals
1
2xst ⊗ xst; a property
that holds for all geometric rough paths in particular by an integration by parts
argument.
Theorem 1.1. For α ∈ (1/3, 1/2), let C αg ([0, T ], E) and C αwg([0, T ], E) denote
respectively geometric rough paths and weakly geometric rough paths in E, defined
on the interval [0, T ] and relative to the projective norm on E ⊗ E. Then for any
β ∈ (1/3, α), we have inclusions
C
α
g ([0, T ], E) ⊂ C αwp([0, T ], E) ⊂ C βg ([0, T ], E).
The structure of the paper is as follows. In Section 2, we review the infinite-
dimensional framework for rough paths with values in Banach spaces. We begin
with a review of basics from functional analysis used. In particular, an overview
of tensor products, choice of norm and the induced topology is given. We then
construct Lie groups sitting inside of infinite-dimensional tensor algebras. These
groups and their analytical structure provide the right framework to understand
the geometric properties of rough paths and their signatures. Certain parts of
this material will be well known to experts in the field, however, we were not
able to locate a complete presentation in the literature. In particular, the infinite-
dimensional Lie structures are novel.
We continue with a presentation of Banach space-valued α-rough paths for
α ∈ (13 , 12 ) in Section 3. This leads to the three prerequisite assumptions in Theo-
rem 3.3 which states when weakly geometric rough paths can be approximated by
signatures of bounded variation path after some tuning of the Ho¨lder parameter.
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In Section 3.2, we apply Theorem 1.1 to prove Wong-Zakai type results for martin-
gales with values in a Banach space of sufficiently smooth functions. This yields a
concrete application for rough paths on infinite dimensional space.
The remainder of the paper is dedicated to proving Theorem 1.1 by showing
that the criteria of Theorem 3.3 are indeed satisfied in the Hilbert space setting.
All of these criteria depends on considering Carnot-Carathe´odory geometry or sub-
Riemannian geometry of our infinite dimensional groups. We will therefore review
some prerequisites from this topic in Section 4. This section gives an overview of
the topic in finite dimensional spaces while at the same time highlighting which
part of the theory that is no longer available in the infinite dimensional setting. We
then do the proof of Theorem 1.1 in several steps throughout Section 5, including
a result in Theorem 5.4 where we prove that the Carnot-Carathe´odory metric on
the free step 2 nilpotent group generated by a Hilbert space becomes a geodesic
distance when restricted to the subset where it is finite. We conclude the proof
of Theorem 1.1 in Section 5.4. In Section 5.5 we give some comments about the
generalization of such results to arbitrary Banach spaces.
This paper uses tools from rough path theory, infinite dimensional Lie groups
and sub-Riemannian geometry, and has therefore been written to accommodate the
reader that might be unfamiliar with one or more of these topics. To this end, we
have also added Appendix A which includes some basic definitions from infinite
dimensional calculus.
2. The infinite-dimensional framework for rough paths
2.1. Tensor products of Banach spaces. If E and F are two Banach spaces,
we write E ⊗a F for their algebraic tensor product. Using the convention that
E⊗a0 = R, we will for any k ≥ 0 endow the k-fold algebraic tensor product E⊗ak
with a family of norms ‖·‖k satisfying the following conditions, cf. [BGLY15].
1. For every a ∈ E⊗ak, b ∈ E⊗aℓ, we have
‖a⊗ b‖k+ℓ ≤ ‖a‖k · ‖b‖ℓ.
2. For any permutation σ of the integers 1, 2 . . . k and for any x1, . . . , xk ∈ E,
‖x1 ⊗ x2 ⊗ · · · ⊗ xk‖k = ‖xσ(1) ⊗ · · · ⊗ xσ(k)‖k.
Inductively, for k, ℓ ∈ N we define the spaces E⊗k ⊗ E⊗ℓ as the completion of
E⊗k ⊗a E⊗ℓ with respect to the norm ‖·‖k+ℓ. From the inclusions
E⊗a(k+ℓ) ⊆ E⊗k ⊗a E⊗ℓ ⊆ E⊗(k+ℓ)
it follows that E⊗k ⊗ E⊗ℓ ∼= E⊗(k+ℓ) as Banach spaces.
By [Rya02, Section 6], such a family of norms on each tensor power can be
iteratively constructed using reasonable crossnorms.
Definition 2.1. A reasonable crossnorm on E ⊗a F is a norm ‖ · ‖2, such that
• ‖x⊗ y‖2 ≤ ‖x‖E‖y‖F for all x ∈ E, y ∈ F ,
• for all continuous linear ϕ ∈ E∗, ψ ∈ F ∗ the functional ϕ⊗ψ on E⊗aF is bounded
and satisfies ‖ϕ⊗ ψ‖ ≤ ‖ϕ‖‖ψ‖ relative to their respective induced norms.
Example 2.2. The projective tensor product of Banach spaces is the completion of
the algebraic tensor product with respect to the projective tensor norm
‖z‖π := inf {
∑n
i=1‖xi‖E‖yi‖F : z =
∑n
i=1 xi ⊗ yi} .
It is well known that the projective tensor norm is a reasonable crossnorm onE⊗aF .
Similarly, the injective tensor norm
‖z‖ǫ = sup {|
∑n
i=1 ϕ(xi)ψ(yi)| : ϕ ∈ E∗, ψ ∈ Fj, ‖ϕ‖ = ‖ψ‖ = 1, z =
∑n
i=1 xi ⊗ yi} .
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for which the completion is the injective tensor product, [Rya02, Section 3], is a
reasonable crossnorm and every reasonable crossnorm ‖ · ‖2 satisfies ‖z‖ǫ ≤ ‖z‖2 ≤
‖z‖π, [Rya02, Theorem 6.1].
If E is a Hilbert space, then we can identify H ⊗a H with finite rank operators
from H to itself. In this case, the projective and injective norm of z : H →
H correspond respectively to the trace norm and the operator norm, see [Rya02,
Corollary 4.9] for details.
Remark 2.3. Reasonable crossnorms are symmetric in their arguments, i.e. we have
equality ‖x⊗ y‖2 = ‖x‖E‖y‖F , ∀x ∈ E, y ∈ F , [Rya02, Theorem 6.1].
2.2. Algebra of truncated tensor series. For N ∈ N0 ∪ {∞}, we define
AN :=
N∏
k=0
E⊗k
as the the space of (truncated) formal tensor series of E. Elements in AN will be
denoted as sequences (x(k))k≤N . A sequence concentrated in the k-th factor E
⊗k
is called homogeneous of degree k. The set AN is an algebra with respect to degree
wise addition and the multiplication
(x(k))k≤N · (y(k))k≤N :=
( ∑
n+m=k
x(n) ⊗ y(m)
)
k≤N
.
The algebras AN turn out to be Banach algebras for N finite. For N = ∞ they
are still continuous inverse algebras, i.e. topological algebras such that inversion is
continuous and the unit group is an open subset. Continuous inverse algebras and
their unit groups can be seen as an infinite-dimensional generalization of matrix
algebras and their unit Lie groups. We summarize the details in the following
result.
Lemma 2.4. The algebra AN is a Banach algebra for N < ∞, while A∞ is a
Fre´chet algebra. Moreover, AN is a continuous inverse algebra whose group of
units A×N is a C0-regular infinite-dimensional Lie group for any N ∈ N ∪ {∞}.
Before stating the proof, let us recall the notion of regularity of an infinite-
dimensional Lie group G. Let 1 denotes the group’s identity element and write
L(G) for the Lie algebra of G. Then G is called Cr-regular, r ∈ N0 ∪ {∞}, if for
each Cr-curve u : [0, 1]→ L(G) the initial value problem{
γ˙(t) = γ(t) · u(t)
γ(0) = 1
has a (necessarily unique) Cr+1-solution Evol(u) := γ : [0, 1]→ G and the map
evol: Cr([0, 1],L(G))→ G, u 7→ Evol(u)(1)
is smooth. A C∞-regular Lie group G is called regular (in the sense of Milnor).
Every Banach Lie group is C0-regular (cf. [Nee06]). Several important results in
infinite-dimensional Lie theory are only available for regular Lie groups, cf. [KM97].
Proof of Lemma 2.4. By construction of the algebra structure we have for elements
of degree k and ℓ that
E⊗k ·E⊗ℓ ⊆ E⊗(k+ℓ).(2.1)
By choice of tensor norms in section 2.1, AN is a Banach algebra for N <∞, so in
particular a continuous inverse algebra. Now A∞ is a Fre´chet space with respect
to the product topology. The choice of tensor norms shows that multiplication
is separately continuous and by [Wae71, VII, Proposition 1] the multiplication is
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also jointly continuous. Since A∞ is a countable product of Banach spaces whose
multiplication satisfies (2.1), we conclude thatA∞ is a densely graded locally convex
algebra in the sense of [BDS16]. Due to [BDS16, Lemma B.8 (b)] A∞ is a continuous
inverse algebra, i.e. inversion is continuous and the unit group A× is an open subset
of A∞. Following [Glo¨02, GN12], the unit group A×N is a regular Banach (for
N <∞) or Fre´chet Lie group (N =∞). 
Remark 2.5. The unit group A× of AN is even a real analytic Lie group in the
sense that the group operations extend analytically to the complexification, cf.
Appendix A. However, for our purpose analyticity will not be important.
2.3. Exponential map. Define the canonical projection πN0 : AN → K = A0 and
the closed ideal
IAN := kerπN0 =
∏
0<k≤N
E⊗k.
Related to this ideal, we introduce the following maps.
Lemma 2.6 (Exponential and logarithm). The exponential and logarithm series
expN : IAN → 1 + IAN , X 7→
∑
0≤n≤N
X⊗n
n!
,
logN : 1 + IAN → IAN , 1 + Y 7→
∑
0≤n≤N
(−1)n+1Y
⊗n
n
,
yield mutually inverse real analytic isomorphisms.
In this paper we work only with algebras over the real numbers. However,
in the following proof we need a holomorphic functional calculus which is most
conveniently formulated in complex algebras. This presents no problem as we can
always pass to the complexification of an algebra, work there and return to the
original algebra, see [Glo¨02].
Proof of Lemma 2.6. We follow [Glo¨02] and define the spectrum of x ∈ AN as
σ(x) := C \ {z ∈ C | z · 1− x ∈ A×N},
where 1 is the unit of AN . For Ω ⊆ C open we let (AN )Ω := {x ∈ AN | σ(x) ⊆ Ω}.
In view of the holomorphic functional calculus developed in [Glo¨02, Section 4] and
[Glo¨02, Lemma 5.2], it suffices to prove that IA ⊆ (AN ){|z|<log(2)} and 1 + IAN ⊆
{|z − 1| < 1}. However, from [BDS16, Lemma B.8 (a)], the element z · 1 − x is
invertible if and only if z 6= πN0 (x). Thus the statement follows from holomorphic
functional calculus. 
Remark 2.7. Due to [Glo¨02, Theorem 5.6] the Lie group exponential of A×N is given
by the exponential series
expAN : IAN = L(A×N )→ A×N , x 7→
∑
n∈N0
x⊗n
n!
.
Thus the Lie group exponential induces a local diffeomorphism between Lie algebra
and Lie group and one can even prove that the groups A×N are Baker-Campbell-
Hausdorff (BCH) Lie groups, i.e. for X,Y in some neighborhood of 0, the BCH-
series
∞∑
k=1
(−1)k+1
k
∑
ri+si>0
r1+s1+···+rk+sk≤N
[Xr1Y s1 · · ·XrkY sk ]
(
∑k
j=1(rj + sj)) ·
∏k
i=1 ri!si!
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with
[Xr1Y s1 · · ·XrkY sk ] := [X [X, · · · [X︸ ︷︷ ︸
r1
, [Y [Y [· · · [Y︸ ︷︷ ︸
s1
[X, [· · · ]]] · · · ]]]]]]
converges and defines an analytic function of X,Y there, cf. [Nee06, IV.1].
2.4. Free nilpotent groups. Using the exponential map, we are ready to define
the subgroups of A×N we are interested in. Observe that AN = L(A×N ) is a Lie
algebra with respect to the commutator bracket [x, y ] := x ⊗ y − y ⊗ x. We
define inductively the space Pna(E) of Lie polynomials over E of degree n ∈ N by
P1a(E) := E and
Pn+1a (E) := Lna(E) + span{[x, y ] | x ∈ Pna(E), y ∈ E} ⊆ An+1,
P∞a (E) :=
{∑
n∈N0
Pn
∣∣∣∣∣Pn ∈ E⊗n is a Lie polynomial
}
.
Elements in the set P∞a (E) are called Lie series. The set of all Lie polynomials
or Lie series is a Lie subalgebra of (IAN , [ · , · ]), [Reu93, Chapter 1.2]. Since AN
is a topological Lie algebra, we see that also PN (E) := PNa (E) is a closed Lie
subalgebra of (AN , [ · , · ]). Due to [Reu93, Theorem 1.4], we have PN (E) ⊆ IAN .
The set
GN (E) := expAN (PN (E)) = expAN (PN (E)),
forms a closed subgroup ofA×N due to [Reu93, Corollary 3.3]. Note that the equality
is due to Lemma 2.6.
Closed subgroups of infinite-dimensional Lie groups are in general not again Lie
subgroups [Nee06, Remark IV.3.17]. So indeed the next proposition is non-trivial.
Proposition 2.8. The group GN (E) is a closed submanifold of AN and this struc-
ture turns it into a Banach Lie group for N <∞ and into a Fre´chet Lie group for
N = ∞. Moreover, GN (E) is a C0-regular Lie group and the exponential map
exp: PN (E)→ GN (E) is a diffeomorphism.
Proof. The group GN (E) is a closed subgroup of the locally exponential Lie group
A×N . Due to Remark 2.7, the Lie group exponential of this group is expAN . Define
now the set
L(N) := {x ∈ IAN = L(A×N ) | expAN (Rx) ⊆ GN (E)}.
Due to construction of the closed Lie subalgebra PN (E), we have PN (E) ⊆ L(N).
Conversely as PN (E) ⊆ IAN and GN (E) ⊆ 1 + IAN , we deduce from Lemma 2.6
that also L(N) ⊆ PN (E) holds, hence the two sets coincide. It follows that GN (E)
is a locally exponential Lie subgroup of A×N by [Nee06, Theorem IV.3.3].
We have to show that the Lie group exponential exp is a diffeomorphism. We
already know that PN (E) ⊆ IAN and GN (E) ⊆ 1 + IAN and the exponential
expAN is a diffeomorphism between those sets due to Lemma 2.6. This implies
that the Lie group exponential is a diffeomorphism as exp = expAN |
G
N (E)
PN (E)
due to
[Nee06, Theorem IV.3.3].
The Banach Lie groups GN (E), N < ∞ are C0-regular, cf. also Remark 2.9
below, and we see that the canonical projection mappings πMN : G
M (E)→ GN (E),
N,M ∈ N0 ∪ {∞}, M ≥ N are smooth group homomorphisms. Hence we obtain a
projective system of Lie groups (GN (E), πNN−1)N∈N whose Lie algebras also form a
projective system (PN (E),L(πNN−1))N∈N of Lie algebras. As sets
P∞(E) = lim←− P
N (E), G∞(E) = lim←−G
N (E),
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and the limit maps π∞N are smooth group homomorphisms. Then we deduce from
[Glo¨15, Lemma 7.6] that G∞(E) admits a projective limit chart, hence [Glo¨15,
Proposition 7.14] shows that G∞(E) is C0-regular. 
Remark 2.9. The regularity of the Lie groups GN (E) can be strengthened by weak-
ening the requirements on the curves in the Lie algebra. This results in a notion
of Lp-regularity [Glo¨15] for infinite-dimensional Lie groups. One can show that
Banach Lie groups such as GN (E) are L1-regular. Furthermore, as in the proof
of Proposition 2.8, one sees that the limit G∞(E) is L1-regular. Note that L1-
regularity implies all other known types of measurable regularity for Lie groups.
Observe that for N < ∞, the group GN (E) is a nilpotent group of step N
generated by E.
Example 2.10 (Step 2). For the remainder of the paper, we will mostly focus on the
special case of N = 2. In this case P2(E) is the closure in A2 of sums of elements
x, y ∧ z = y ⊗ z − z ⊗ y with x, y, z ∈ E and Lie brackets
[x+ x(2), y + y(2)] = x ∧ y, x, y ∈ E, x(2), y(2) ∈ P2(E) ∩E⊗2.
2.5. Solutions to the regularity problem as iterated integrals. We will give
an alternate perspective on the regularity of the Lie group GN (E) which will be
useful in our application in the context of rough paths.
From the regularity of the Lie group GN (E), we can solve the differential equa-
tion
(2.2) γ˙(t) = γ(t) · u(t), γ(0) = 1,
in GN (E) for all curves u : [0, 1] → L(GN (E)) of a given regularity. Recall that
GN (E) is a closed regular Lie subgroup of the Lie group A×N . In [GN12, Lemma
2.2] it was proven that the solution to (2.2) seen as an equation in A×N is given by
the Volterra type series
(2.3) γ(t) = 1 +
∞∑
n=1
∫ t
0
∫ tn−1
0
· · ·
∫ t2
0
u(t1)⊗ · · · ⊗ u(tn)dt1 . . .dtn.
Since u is a curve into L(GN (E)) ⊆ AN = L(A×N ), we can identify the solution of
(2.2) inGN (E) with a solution of the equation in AN . By uniqueness these solutions
coincide, hence the Volterra series (2.3) takes its values inGN (E). We conclude that
the solution to the differential equation (2.2) is given by a series of iterated integrals.
Assume now that the curve u takes its values in the subspace E ⊆ L(GN (E))
(identified as the degree 1 elements in the (truncated) tensor algebra), then we can
identify the component of degree k as the iterated integral
πk(γ(t)) =
∫ t
0
∫ tk−1
0
· · ·
∫ t2
0
u(t1)⊗ · · · ⊗ u(tk)dt1 . . . dtk.
In other words, if we interpret u : [0, 1]→ E as a rough path with values in the Ba-
nach space E, the solution of equation (2.2) is the signature of u, cf. also Section 3.
3. Applications to infinite dimensional rough paths
3.1. Rough paths and geometric rough paths in Banach space. Let us
first recall the notion of a Banach-space valued rough path, see e.g. [CDLL16].
The definition of a rough path involves higher level components with values in a
completed tensor product.
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Definition 3.1. Fix α ∈ (13 , 12 ) and a tensor product completion E⊗E by a choice
of reasonable crossnorm ‖ · ‖2. An (E,⊗)-valued α-rough path consists of a pair
(x, x(2))
x : [0, T ]→ E, x(2) : [0, T ]2 → E⊗2 = E ⊗ E
where x is an α-Ho¨lder continuous path and x(2) is ”twice Ho¨lder continuous”, i.e.
(3.1) ‖xt − xs‖ . |t− s|α, ‖x(2)st ‖2 . |t− s|2α.
In addition, we require
(3.2) x
(2)
st − x(2)su − x(2)ut = (xu − xs)⊗ (xt − xu)
usually called Chen’s relation. The set of rough paths equipped with the metric
induced by (3.1) is denoted C α([0, T ], E).
To be more precise about this distance, we write xst = 1+ xt − xs + x(2)st in A2,
the two step-truncated tensor algebra over E. The Chen relations (3.2) can then
we rewritten as xst = xsuxut. Introduce a metric d on 1+IN = {x = 1+x+x(2) :
x ∈ E, x(2) ∈ E ⊗ E}, by
|x| = max{‖x‖, ‖x‖1/22 },
d(x,y) = |x−1 · y| = |(1 + x+ x(2))−1 · (1 + y + y(2))|.
We then define the distance between two α-rough paths (s, t) 7→ xst,yst defined on
[0, T ]2 as
(3.3) dα(x,y) = sup
0≤s<t≤T
d(xst,yst)
|t− s|α .
Rephrasing these properties, we can define xt := x0t = 1+xt+x
(2)
0t = 1+xt+x
(2)
t
and regard x as a α-Ho¨lder continuous path with values in A2. The relations
(3.2) tells us that xst = x
−1
s xt and we have the identification C
α([0, T ], E) ≃
Cα([0, T ], 1 + IN ).
Recall the interpretation of the second component of a rough path. It is thought
of as the iterated integral of x,
x
(2)
st ”=”
∫ t
s
(xr − xs)⊗ dxr
and is usually defined by probabilistic arguments when there is no canonical analytic
argument for the construction of x(2). More precicely, it is by now well-known (see
[You36]) that the iterated integral
∫
x ⊗ dx can be defined using usual analysis
arguments provided x is α-Ho¨lder continuous with α ∈ (12 , 1). Many interesting
paths are however less regular, e.g. sample paths of the Brownian motion which
are known to be Ho¨lder continuous for any exponent α < 12 . On the other hand
the Brownian motion has additional probabilistic structure, namely the martingale
structure, which allows the definition of an iterated integral.
More specifically, let E = RK and let (ωt)t∈[0,T ] be a K-dimensional Brownian
motion on some probability space (Ω,F ,P). Using the aforementioned martingale
structures of the Brownian motion one can show that the Riemann sum∫ T
0
ωr ⊗ dθωr = lim
|P |→0
∑
P=(ti)
ωti+θ(t+1−ti) ⊗ (ωti+1 − ωti)
converges in L2(Ω,RK×K). Above P is a partition of [0, T ], |P | denotes its mesh
and θ is some parameter in [0, 1]. Contrary to usual Riemann-Lebesgue integration
theory, the integral
∫
ωr ⊗ dθωr is not independent of θ. The choice θ = 0 leaves
the martingale structure invariant and is referred to as the Itoˆ integral, whereas
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θ = 12 is compatible with regular calculus rules and is referred to as the Stratonovich
integral.
To elaborate on the phrase “compatible with regular calculus”, notice that if
x is smooth, then if we define x
(2)
st :=
∫ t
s
(xr − xs) ⊗ dxr using classical calculus
and (x, x(2)) is referred to as the canonical lift of x to a rough path (x, x(2)). The
integration by parts formula gives us
(3.4)
∫ t
s
(xr − xs)⊗ dxr +
∫ t
s
dxr ⊗ (xr − xs) = (xt − xs)⊗ (xt − xs).
This additional structure is then captured by regarding x as a path with values in
G2(E) and we note that log2(xst) = xt − xs + a(2)st where
(3.5) a
(2)
st =
1
2
(∫ t
s
(xr − xs)⊗ dxr −
∫ t
s
dxr ⊗ (xr − xs)
)
=
1
2
∫ t
s
(xr−xs)∧dxr ,
which is the so-called Levy area of x.
Definition 3.2 (Weakly geometric and geometric rough paths). We say that α-
rough path xt is weakly geometric if it takes values in G
2(E). These can again
can be given the structure of a metric space C αwg([0, T ], E) with the metric dα as in
(3.3) and can be identified with Cα([0, T ], G2(E)).
The space of geometric rough paths is defined as the closure in the rough path
topology of the set canonical lift of smooth paths and is denoted C αg ([0, T ], E).
Since (3.4) is stable under limits, we get that the set of geometric rough paths
can be regarded as a subspace of Cα([0, T ], G2(E)). The reversed question, namely
if any x ∈ Cα([0, T ], G2(E)) can be approximated by a sequence of smooth paths
is answered positively modulo some tuning of the Ho¨lder parameter α given the
following conditions.
We recall the definition of the Carnot-Caratheodory metric, which we will often
abbreviate as the CC-metric. We define this metric ρ on G2(E) by ρ(y, z) =
ρ(1,y−1 · z) and
ρ(1,y) = inf
{∫ T
0
‖x˙t‖ dt :
x∈C([0,T ],E),x0=0, xt has bounded variation
y=S2(x)t:=1+xT+
∫ T
0
xt⊗dxt
}
.
Theorem 3.3. Write
B∞ = {z ∈ G2(E) : ρ(1, z) <∞},
Write C([0, T ], B∞) for the space of continuous curves in B∞ with respect to ρ.
Let α ∈ (13 , 12 ) be given and let β ∈ (13 , α) be arbitrary. Assume that the following
conditions are satisfied.
(I) For any z ∈ G2(E), we have d(1, z) ≤ ρ(1, z).
(II) The metric space (B∞, ρ) is a complete, geodesic space.
(III) The set
Cα([0, T ], G2(E)) ∩C([0, T ], B∞),
is dense in Cα([0, T ], G2(E)) relative to the metric dβ.
Then for any x ∈ Cα([0, T ], G(2)(E)) there exists a sequence of bounded variation
paths xn : [0, T ]→ E such that
xn = S2(xn)→ x in C β([0, T ], E).
In particular, we have the inclusions
C
α
g ([0, T ], E) ⊂ Cα([0, T ], G2(E)) ⊂ C βg ([0, T ], E).
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To explain condition (II) in more details, recall that if (M,d) is a metric space,
then a curve γ : [0, T ]→M is said to have constant speed if Length(γ|[s,t]) = c|t−s|
for any 0 ≤ s ≤ t ≤ T and some c ≥ 0. A constant speed curve is a geodesic if
Length(γ|[s,t]) = d(γ(s), γ(t)) = |t − s|d(γ(0), γ(T )). The metric space (M,d) is
called geodesic if any pair of points can be connected by a geodesic.
If E is finite dimension, the assumptions (I), (II) and (III) hold as ρ and d are
then equivalent and we have access to the Hopf-Rinow theorem, see e.g. [FV06]. If
E is a general Hilbert space, the Hopf-Rinow theorem is no longer available [Eke78].
We will also show that the metrics ρ and d will not be equivalent in the infinite
dimensional case, yet assumptions (I), (II) and (III) will be satisfied, giving us the
result in Theorem 1.1. We will prove this statement in Section 5, finishing the proof
in Section 5.4.
Proof of Theorem 3.3. We first consider the case when x ∈ Cα([0, T ], G2(E))} ∩
C([0, T ], B∞). As (B∞, ρ) is a geodesic space, [FV10, Lemma 5.21] implies that
there exists a sequence of truncated signatures xn = S2(xn) : [0, T ] → B∞ of
bounded variation paths xn such that
sup
t∈[0,T ]
ρ(xt,x
n
t )→ 0, for n→∞,
and we have the uniform bound supn d(1,x
n
st) ≤ C|t − s|α. From (I), we conclude
that xn converges to x in C([0, T ], G(2)(E)). To show the stronger convergence
in Cβ([0, T ], G2(E)) we perform a classical interpolation argument. Since d is left
invariant we see that
d(xnst,xst) ≤ d((xns )−1xnt , (xs)−1xnt ) + d((xs)−1xnt , (xs)−1xt)
≤ 2 sup
t∈[0,T ]
d(xnt ,xt) ≤ 2 sup
t∈[0,T ]
ρ(xnt ,xt),
so that there exists a sequence of real numbers εn → 0 with
d(xnst,xst) ≤ εn.
From the construction of xn we have d(1,xnst), d(1,xst) ≤ C|t − s|α. Using the
interpolation min{a, b} ≤ aθb1−θ for every a, b ≥ 0 and θ ∈ [0, 1] we have
d(xnst,xst) ≤ εn ∧ C|t− s|α ≤ εθnC1−θ|t− s|α(1−θ)
and by choosing θ such that α(1 − θ) = β we get convergence
dβ(x
n,x) = sup
s,t∈[0,T ]
d(xnst,xst)
|t− s|β ≤ ε
θ
nC
1−θ → 0, n→∞.
Finally, from the density of Cα([0, T ], G2(E)) ∩ C([0, T ], B∞) by (III) it follows
that if xm ∈ Cα([0, T ], G2(E)) ∩C([0, T ], B∞) is a sequence converging to an arbi-
trary x ∈ Cα([0, T ], G2(E)) with respect to dβ , and xn,m is a sequence of truncated
signatures of bounded variation curves converging to xm, then xm,m converge to x.
This completes the proof. 
Remark 3.4. Note that by (I), we will have
C([0, T ], B∞) ⊆ {x ∈ C([0, T ], G) : xt ∈ B∞, 0 ≤ t ≤ T }.
We will see in Theorem 5.4 that in the case of Hilbert spaces, B∞ will be a proper
subset of B∞, as will C([0, T ], B∞) be of the set {x ∈ C([0, T ], G) : xt ∈ B∞, 0 ≤
t ≤ T } by Remark 5.6.
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3.2. Wong-Zakai for stochastic flows. As an application of Theorem 3.3 and
Therorem 1.1 we prove aWong-Zakai type result for martingales with values in a Ba-
nach space of sufficiently smooth functions, as systematically explored in [Kun97].
Let (fk)
K
k=0 be a collection of time-dependent vector fields fk : [0, T ] × Rd → Rd
of class Cpb (R
d,Rd) in the x-variable for some p to be determined later, and let
(ωt)t∈[0,T ] be a K-dimensional Brownian motion on some filtered probability space
(Ω,F ,P). The study of the Stratonovich equation (for notational convenience we
write ω0t = t)
(3.6) dyt =
K∑
k=0
fk(t, yt) ◦ dωkt
is by now classical. The book [Kun97] stresses the importance of considering the
Cpb (R
d,Rd)-valued semi-martingale
(3.7) mt(ξ) :=
K∑
k=0
∫ t
0
fk(r, ξ)dω
k
r
which allows for a one-to-one characterization of stochastic flows (see [Kun97] for
precise statement and result). Equation (3.6) is then understood as dyt = m◦dt(yt).
Consider now the tensor product on Cpb (R
d,Rd),
(f ⊗ g)(ξ, ζ) := f(ξ)g(ζ)T ,
which allows us to identify Cpb (R
d,Rd)⊗2 with a subspace of Cpb (R
d × Rd,Rd×d).
Let us define the iterated integral
m
(2)
st (ξ, ζ) :=
∫ t
s
(mr −ms)⊗ ◦dmr(ξ, ζ)(3.8)
:=
K∑
k,l=0
∫ t
s
∫ r
s
fl(v, ξ)fk(r, ζ)
T dωlv ◦ dωkr ,
as a Cpb (R
d×Rd,Rd×d)-valued random field. Checking the symmetry condition then
boils down to checking (3.4) for this tensor product. We have, for µ, ν ∈ {1, . . . , d}
m
(2),µ,ν
st (ξ, ζ) +m
(2),ν,µ
st (ζ, ξ)
=
∫ t
s
(mµr (ξ)−mµs (ξ)) ◦ dmνr (ζ) +
∫ t
s
(mνr (ζ)−mνs (ζ)) ◦ dmµr (ξ)
=(mµt (ξ)−mµs (ξ))(mνt (ζ) −mνs (ζ))(3.9)
by the well-known integration by parts formula for the Stratonovich integral. We
note that the particular decomposition of (3.7) and (3.8) in terms of the vector
fields f and ω are not important for this property; only the choice of Stratonovich
integration in the definition of m(2) plays a role.
The thread of [Kun97] was picked up in the rough path setting in [BR19] where
the authors introduce so-called “rough drivers”, which are vector field analogues
of rough paths. It was noted in [CN19] that these vector fields can be canonically
defined from infinite-dimensional, i.e. Cpb (R
d,Rd), valued rough paths. In fact, the
set of Cp-vector fields Xp(Rd) is canonically identified with Cpb (R
d,Rd) via
Cpb (R
d,Rd) → Xp(Rd)
f 7→ f · ∇ =∑µ fµ ∂∂ξµ .
Moreover, define by linearity on the algebraic tensor
Cpb (R
d,Rd)⊗a2 → Xp(Rd)
f ⊗ g 7→ (f · ∇(g · ∇)) =∑µ,ν fµ ∂gν∂ξµ ∂∂ξν
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and denote by ∇⊗2 the extension to Cpb (Rd×Rd,Rd×d). Moreover, for a matrix a we
let a∇2 :=∑µ,ν aµ,ν ∂∂ξµ ∂∂ξν . Then, given a rough path x ∈ C α([0, T ], Cpb (Rd,Rd)),
if we let
(3.10) Xst(ξ) := xst(ξ) · ∇, Xst(ξ) := ∇⊗2 x(2)st (ξ, ξ) + x(2)st (ξ, ξ)∇2,
then X := (X,X) is a weakly geometric rough driver in the sense of [BR19]. Con-
cretely, we will assume p ≥ 3 to be an integer for simplicity. This could in principle
be relaxed at the expense of introducing vector fields which are Ho¨lder continuous
in space, but we stick to the simpler case which is also in line with the regularity
assumptions in [FH14].
In [BR19] the authors prove Wong-Zakai approximations of dyt = m◦dt(yt) by
using linear interpolation of the Banach-space martingale m, showing that the
corresponding iterated integral converges tom(2) in the appropriate sense and using
continuity of the Itoˆ-Lyons map, see [BR19] for details.
The proposition below is proved in a similar way, except the martingale structure
is replaced by Theorem 1.1 and the continuity of the mapping x 7→ X. Notice that
we use the Sobolev embedding to put ourselves in a Hilbert-space setting.
Theorem 3.5. Let x ∈ C αwg([0, T ], Hk(Rd,Rd)) for k > d2 + p+ 1 for some p ≥ 3
and suppose y solves dyt = Xdt(yt) where Xt = (Xt,Xt) is the rough driver built
from x. Then there exists a sequence of functions xn : [0, T ]×Rd → Rd of bounded
variation of t such that the solution yn of
y˙nt = x
n
t (y
n
t )
converges to y in Cβ([0, T ], C(Rd,Rd)) for any β ∈ (13 , α).
Proof. Since x is weakly geometric we have
(3.11) x
(2),µ,ν
st (ξ, ζ) + x
(2),ν,µ
st (ζ, ξ) = (x
µ
t (ξ)− xµs (ξ))(xνt (ζ) − xνs (ζ))
for all µ, ν ∈ {1, . . . , d} which gives x(2)st ∇2 = 12 (xt − xs)(xt − xs)T∇2. It follows
that
Xst(ξ)− 1
2
Xst(Xst)(ξ) = ∇⊗2
(
x
(2)
st −
1
2
xst ⊗ xst
)
(ξ, ξ) ∈ X(Rd)
so it is a weakly geometric rough driver in the sense [BR19]. From Theorem 1.1
we get can approximate the infinite dimensional rough path (x, x(2)) by a sequence
of smooth paths. The result now follows from [BR19, Theorem 2.6] since the
embedding Hk(Rd,Rd) ⊂ Cpb (Rd,Rd) is continuous. 
4. Finite dimensional Carnot-Carathe´odory geometry
4.1. Sub-Riemannian manifolds and the Carnot-Carathe´odory distance.
We review some of the theory of finite dimensional sub-Riemannian manifolds. For
more details, see e.g. [Mon02] and [ABB20].
An n-dimensional sub-Riemannian manifold is a triple (M, E , g) where M is an
n-dimensional manifold, E is a subbundle of the tangent bundle and g = 〈 · , · 〉g is
a metric tensor defined only on E . An absolutely continuous curve γ : [0, T ]→ M
is called horizontal if γ˙(t) ∈ Eγ(t) for almost every t. For each such curve, we define
its length by
Length(γ) =
∫ T
0
|γ˙|g(t) dt, |γ˙|g = 〈γ˙, γ˙〉1/2g .
We assume that E satisfies the bracket-generating condition, meaning that sections
of E and their iterated brackets span the entire TM . This is a sufficient condition
for any pair of points x, y ∈M to be connected by a horizontal curve by the Chow-
Rashevski˘ı theorem [Cho39, Ras38]. Hence, if we define the Carnot-Carathe´odory
metric ρ, or the CC-metric for short, such that ρ(x, y) is the infimum of the length
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of all horizontal curves connecting x and y, then this distance is finite. Furthermore,
the bracket-generating condition implies that the topology of ρ coincides with the
manifold topology.
In order to describe length minimizers of ρ, we introduce the following notation.
Associated to a sub-Riemannian structures (E , g), define a corresponding map ♯ :
T ∗M → E ⊆ TM by
p(v) = 〈♯p, v〉g, for any v ∈ E , p ∈ T ∗M .
Introduce a sub-Riemannian Hamiltonian function H : T ∗M → R by
H(p) =
1
2
〈♯p, ♯p〉g, p ∈ T ∗M.
A projection γ(t) = π(λ(t)) of a solution λ(t) = et
~H(p0) of the Hamiltonian sys-
tem is called a normal geodesics. Such curves are smooth and always local length
minimizers, but there might be minimizers that do not appear in this way. For a
given initial point x0 ∈ M , we define Ωx0 as the Hilbert manifold of all horizontal
L2-curves defined on an interval [0, T ] with initial value x0. Let end : Ωx0 → M
be the endpoint map γ 7→ γ(T ). A curve γ ∈ Ωx0 is called an abnormal curve
if it is a singular point of end. Abnormal curves only depend on the horizontal
bundle E and not the metric g. An abnormal curve is not necessarily a minimizer,
even locally, but any length minimizer is either a normal geodesic, an abnormal
curve or both. In the following special case, we can disregard the abnormal curves
[ABB20, Corollary 12.15].
Theorem 4.1 (The Goh condition). Assume that E has step 2, i.e. assume that
E + [E , E ] = TM . Then all length minimizers are normal geodesics.
Remark 4.2 (Sub-Finsler manifolds). We could also talk about a generalization
of sub-Riemannian metrics called sub-Finsler manifolds, which replaces the metric
tensor g by a Finsler metric ρ on a bracket-generating subbundle E . This gener-
alization will then also contain Riemannian and Finsler manifolds as special cases.
By [Ber89], any locally compact, locally contractible homogeneous length space is
isometric to a quotient G/H of a Lie group with a closed subgroup equipped with
the Carnot-Carathe´odory metric of an invariant sub-Finsler metric.
Remark 4.3 (Infinite dimensional manifold). The Chow-Rashevski˘ı theorem relat-
ing the bracket-generation condition to finiteness of the CC-distance does not have
a counterpart in infinite dimensions. The closest result exists on Hilbert manifolds
M , where we are assured that we can reach a dense subset by horizontal curves
from any given point in M from a given point if the horizontal distribution is
bracket-generating, see [Led04]. For more on sub-Riemannian manifolds of infinite
dimensions, see e.g. [GMV15, AT17].
4.2. Invariant sub-Riemannian structure on Lie groups and geodesics. We
will now give a more explicit description of the candidates for length minimizers in
sub-Riemannian manifold. Consider an affine connection ∇ on TM with torsion
T (X,Y ) = ∇XY −∇YX − [X,Y ],
It is called compatible with (E , g) if for every X ∈ X(TM), Y, Y2 ∈ X(E), we have
that ∇XY |x ∈ Ex, and
X〈Y, Y2〉g = 〈∇XY, Y2〉g + 〈Y,∇XY2〉g.
We note the following way to describe normal geodesics and abnormal curves
through compatible connections, see [GMG17] and [Gro20].
Proposition 4.4. Let ∇ be any connection compatible with the sub-Riemannian
structure.
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(a) A curve γ(t) is a normal geodesic if and only if there is some one-form λ(t)
along γ(t) such that
♯λ(t) = γ˙(t), ∇γ˙λ(t) = −λ(t)(T (γ˙(t), · )).
(b) A curve γ(t) is an abnormal curve if and only if there is some one-form λ(t)
along γ(t) such that
♯λ(t) = 0, ∇γ˙λ(t) = −λ(t)(T (γ˙(t), · )).
We will focus on the case of invariant structures on Lie groups which will be
most important for us. Let G be an n-dimensional Lie group with Lie algebra g.
Let e be a generating subspace of g equipped with an inner product. Define a sub-
Riemannian structure (E , g) by left translation of e with its inner product. Using
the left invariant connection in Proposition 4.4, we obtain the following corollary.
Recall that ad∗ is the adjoint representation of g on g∗, defined by the formula.
〈ad∗(X)µ, Y 〉 = −〈µ, [X,Y ]〉, X, Y ∈ g, µ ∈ g∗.
Corollary 4.5. Let γ(t) be a horizontal curve with left logarithmic derivative
u(t) = γ(t)−1 · γ˙(t).
(a) γ is a normal geodesic if and only if there is a curve t 7→ λ(t) in g∗ satisfying
(4.1) ♯λ(t) = u(t), λ˙(t) = − ad∗(u(t))λ(t).
(b) γ is an abnormal curve if and only if there is a curve t 7→ λ(t) in g∗ satisfying
♯λ(t) = 0, λ˙(t) = − ad∗(u(t))λ(t).
4.3. Carnot groups. A stratified Lie algebra is a finite dimensional Lie algebra
with decomposition g = g1 ⊕ · · · ⊕ gN such that for k = 1, . . . , N − 1,
[g1, gk] = gk+1, [g1, gN ] = 0.
Let G be the corresponding simply connected Lie group of g. Assume that g1
is equipped with a norm ‖ · ‖. Define a sub-Finsler structure (E , ρ) of G by left
translation of g1 and its norm. The sub-Finsler manifold (G, E , ρ) is then called a
Carnot group.
Let g = g1 ⊕ · · · ⊕ gN be a stratified Lie algebra with a norm ‖ · ‖ on g1. For
any s > 0, we define a Lie algebra automorphism dils : g → g as the linear map
satisfying
dils(X) = s
kX, for any X ∈ gk, k = 1, . . . , N .
Let (G, E , ρ) be the corresponding Carnot group and define Dils : G → G as the
corresponding Lie group automorphism of dils. If ρ is the corresponding Carnot-
Carathe´odory metric, then for any x,y ∈ G, we have
ρ(Dils x,Dils y) = sρ(x,y).
The maps Dils are called dilations. Carnot groups are the only metric spaces that
are locally compact, geodesic, isometrically homogeneous and that admit dilations
[LD15].
We consider homogeneous norms on Carnot groups, adapting definitions from
[FV10, Chapter 7.5.3].
Definition 4.6. Let G be a group with a family of dilations (Dils)s>0. A homoge-
neous norm is a continuous map ||| · ||| : G→ R≥0 satisfying
(i) For any x ∈ G, ‖x‖ = 0 if and only x is the identity 1 = 1G in G.
(ii) It is homogeneous with respect to the dilations, i.e. |||Dils x||| = s|||x|||.
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A homogeneous norm on G is said to be symmetric if |||x||| = |||x−1|||. It is called
sub-additive if
|||x · y||| ≤ |||x||| + |||y|||.
Example 4.7. (i) Choose norms on each gk for 2 ≤ k ≤ N as well. Then we can
define a homogeneous norm
|x| = max
1≤k≤N
‖ pr
gk
logx‖1/k.
which is symmetric, but not necessarily sub-additive.
(ii) If 1 is the unit of G, then |||x||| = ρ(1,x) is a homogeneous norm which is
symmetric and sub-additive.
Example 4.8 (Free nilpotent groups). Let (E, ‖ · ‖) be a finite dimensional normed
vector space and define the free nilpotent Lie algebra PN (E) of step N as in Sec-
tion 2.4. This is then the free algebra of elements in E, divided out by the relations
of anti-symmetry, Jacobi identity and words in E of length longer than N . The
Lie algebra PN (E) has a natural structure of a stratified Lie algebra PN (E) =
f1⊕ · · ·⊕ fN where elements in fn are spanned by brackets of length n. On the cor-
responding simply connected Lie group GN (E), we define a sub-Finsler structure
given by left translation of (E, ‖ · ‖).
Any Carnot group can be considered as the quotient of such a group. Let (G, E , ρ)
be a Carnot group with Lie algebra g = g1 ⊕ · · · ⊕ gN . Let ‖ · ‖ be the norm on g1.
By definition, there is a canonical surjective Lie algebra homomorphism
PN (g1)→ g,
by dividing out with the extra relations of g. This map induces a submersion
from π : GN (g1) → G, such that every horizontal curve in (G, E , ρ) is the image
of a horizontal curve of the same length in GN (g1). It follows that π is a length-
shortening map.
Remark 4.9. Invariant sub-Finsler structures on Lie groups are complete, and are
hence geodesic spaces by the Hopf-Rinow theorem. This holds in particular for
Carnot groups.
5. Carnot-Caratheodory geometry and weakly geometric rough
paths on Hilbert spaces
5.1. Free step 2 sub-Riemannian groups. Let E be a finite dimensional inner
product space and use the notation X∗ = 〈X, · 〉 for any X ∈ E. Define a Lie
algebra g(E) = P2(E). By Example 2.10, we can identify g(E) with E ⊕ ∧2E
equipped with a Lie bracket structure
[X + X, Y + Y] = X ∧ Y, X, Y ∈ E,X,Y ∈ ∧2E.
We identify ∧2E with the space of skew-symmetric endomorphisms so(E) by writing
(5.1) X ∧ Y = X∗ ⊗ Y − Y ∗ ⊗X.
Consider the corresponding simply connected Lie group G2(E) with its induced
sub-Riemannian structure (E , g). For the rest of this section, we will use the fact
that exp : g(E) → G2(E) is a diffeomorphism to identify these as spaces. The
group G(E) is hence the space E ⊕ so(E) with multiplication
(5.2) (x+ x(2)) · (y + y(2)) = x+ y + x(2) + y(2) + 1
2
x ∧ y,
x, y ∈ E, x(2), y(2) ∈ so(E). With this identification the identity is 0 and inverses
are given by (x + x(2))−1 = −x− x(2). Recall the identity in (3.5) for relating the
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presentation of G2(E) as a subset of A2 and its representation in exponential coor-
dinates. A curve Γ(t) = γ(t) + γ(2)(t) is horizontal with left logarithmic derivative
u(t) in E when
(γ(t) + γ(2)(t))−1 · d
dt
(γ(t) + γ(2)(t)) = γ˙(t) + γ˙(2)(t)− 1
2
γ(t) ∧ γ˙(t) = u(t).
In other words
γ˙(t) = u(t), γ˙(2)(t) =
1
2
γ(t) ∧ u(t).
Since our sub-Riemmannian manifold (G2(E), E , g) is step 2, we know that all
length minimizers are normal geodesics. As a tool to present the normal geodesic
equations, introduce first the inner product
〈X ⊕ X, Y ⊕ Y〉 = 〈X,Y 〉+ 〈X,Y〉 = 〈X,Y 〉E − 1
2
trE XY,
which allows us to identify g(E) and its dual. Let Γ(t) be a normal geodesic
with left logarithmic derivative Γ(t)−1 · Γ˙(t) = u(t). Using our inner product and
Corollary 4.5, we know that there is a curve λ(t) = u(t) + Λ(t), Λ(t) ∈ so(E) in
g(E), such that for any Y + Y ∈ g(E), Y ∈ E, Y ∈ so(E),
〈λ˙(t), Y + Y〉 = 〈u˙(t), Y 〉+ 〈Λ˙(t), Y (2)〉 = 〈λ(t), [u(t), Y + Y]〉
= 〈λ(t), u(t) ∧ Y 〉 = 〈Λ(t)u(t), Y 〉.
It follows that
Λ˙(t) = 0, U˙(t) = ΛU(t).
As a result, for some constant element Λ ∈ so(H) and u0 ∈ E, any normal geodesic
is on the form
(5.3) γ(t) = x0 +
∫ t
0
esΛu0 ds, γ
(2)(t) = x
(2)
0 +
1
2
∫ t
0
γ(s) ∧ esΛu0ds.
Example 5.1 (Heisenberg group). In the special case when E is two-dimensional, we
call G2(E) the Heisenberg group. Introduce a complex structure on E by choosing
an orthonormal basis and writing this as respectively X and iX where i =
√−1.
We write Λ = λX ∧ iX , u0 = u0X , γ(t) = z(t)w and γ(2)(t) = σ(t)X ∧ iX with
z(t), u0 ∈ C and σ(t), λ ∈ R. We can then rewrite (5.3) as
z(t) = z0 +
∫ t
0
eiλsu0 ds = z0 +
eiλt − 1
iλ
u0,
σ(t) = σ0 +
1
2
∫ t
0
Im(z¯(s)eiλsu0) ds
= σ0 + Im
(
eiλt−1
2iλ
z¯0u0
)
+ |u0|2 Im
(
i
λt− i(e−iλt − 1)
2λ2
)
.
where we interpret e
iλt−1
iλ and i
λt−i(eiλt−1)
λ2 as respectively t and
1
2 t
2 if λ = 0. If
the initial point is the identity 0, we have
z(t) =
1− eiλt
iλ
u0 =
2 sin(λt/2)
λ
eitλ/2u0, σ(t) =
|u0|2
2λ
(
t− sin(λt)
λ
)
.
If the above geodesic is defined on the intervall [0, 1], then it has length |u0|. In
particular, we observe the following.
(a) A minimizing geodesic defined on [0, 1] from 0 to zX ⊕ 0 is given by the choice
λ = 0. It follows that
ρ(0, zX) = |z|.
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(b) A minimizing geodesic defined on [0, 1] from 0 to σX∧iX is given by the choice
λ = ±2π depending on the sign of σ. Hence, we have that
|σ| = ρ(0, σX ∧ iX)
2
4π
.
Using the triangle inequality it follows that
(5.4) max{|z|, 2√π|σ|1/2} ≤ ρ(0, zX + σX ∧ iX) ≤ |z|+ 2√π|σ|1/2.
5.2. Dimension-free inequality on step 2 Carnot groups. We want to gener-
alize the inequality (5.4) to free nilpotent groups of step 2 of arbitrary dimensions.
The inequality can be concluded from formulas of the CC-distance to the vertical
space in [RS17, Appendix A], but we include some more details here for the sake of
completion and for applications to infinite dimensional vector spaces in Section 5.3.
Consider the case of a finite dimensional Hilbert space E of arbitrary dimension
n ≥ 2. We want to introduce a class of norms and quasi-norms on so(E). Any
element X ∈ so(E) will have non-zero eigenvalues {±iσ1, . . . ,±iσk} for some k ≥ 0.
We order them in such a way that
σ1 ≥ · · · ≥ σk > 0.
These are also the singular values of X as |X| = √−X2 has exactly these non-zero
eigenvalues, with each σj appearing twice. Define a sequence σ(X) = (σj)
∞
j=1 of
non-negative numbers such that σj = 0 for j > k. For 0 < p ≤ ∞, we define
‖X‖Schp = ‖σ(X)‖ℓp .
For p ≥ 1, these are norms called the Schatten p-norms, [MV97, 16]. We will also
introduce the following special map
‖X‖cc = ‖σ(X)‖ℓ1(R;N) =
∞∑
j=1
jσj .
It is simple to see that ‖ · ‖cc is not a norm when dimE > 2, however, we will show
that it is a quasi-norm (i.e. a map satisfying the norm axioms except the triangle
inequality which is assumed in the form ‖x + y‖ ≤ K(‖x‖ + ‖x‖ for some K ≥ 1,
[DF93, Section I.9]). Furthermore, from the definition,
(5.5) ‖X‖Sch1 ≤ ‖X‖cc ≤ ‖X‖Sch1/2 .
The latter follows from the fact that for any k > 0,
√
a+ kb ≤ √a +
√
b if b ≥ 0
and a ≥ (k−1)24 b, hence√
σ1 + · · ·+ kσk ≤
√
σ1 + · · ·+ (k − 1)σk−1 +√σk,
since σ1 + · · ·+ (k − 1)σk−1 ≥ k(k−1)2 σk.
Define a homogeneous norm
|||x+ x(2)||| = max
{
‖x‖E , 2
√
π‖x(2)‖1/2cc
}
.
We then have the following result.
Theorem 5.2. Let E be an arbitrary finite dimensional Hilbert space and consider
G2(E) with its sub-Riemannian structure. If ρ is the Carnot-Carathe´odory distance
of g, then
|||x + x(2)||| ≤ ρ(0, x+ x(2)) ≤ 2|||x+ x(2)|||.
Proof. We will use the geodesic equations in (5.3). We note first that the minimal
geodesic from 0 to x ∈ E is just a straight line in E, and hence
‖x‖E = ρ(0, x).
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These correspond to the geodesics in (5.3). We will show that we also have
(5.6) ρ(0, x(2)) = 2
√
π‖x(2)‖1/2cc , x(2) ∈ so(E),
which will give us the result from the triangle inequality.
Consider a general solution of the geodesic equations Γ(t) = γ(t) + γ(2)(t) on
G2(E) with Γ(0) = 0 and Γ(1) = x(2). Consider arbitrary initial values Λ 6= 0
and u0 6= 0 for the geodesic equation as in (5.3). Choose an orthonormal basis
X1, . . . , Xk, Y1, . . . , Yk, T1, . . . , Tn−k such that we can write
Λ =
k∑
j=1
λjXj ∧ Yj , λj > 0.
Introduce again complex notation iXj = Yj , i =
√−1, and write
u0 =
k∑
j=1
wjXj +
n−k∑
j=1
cjTj, wj ∈ C, cj ∈ R.
We will then have
u(t) =
k∑
j=1
eiλj twjXj +
n−k∑
j=1
cjTj , wj ∈ C, cj ∈ R.
We make the following simplifications. If wj = 0, then the value of λj has no effect
on u(t). We may hence set it to zero and reduce the value of k. Without any loss
of generality, we can hence assume that every wj is non-zero. Next, if for some
1 ≤ j, l ≤ k, we have λj = λk, then eiλj twjXj + eiλktwkXk = eiλjt(wjXj +wkXk),
and so we again obtain the same u(t) if we replace λjXj ∧ Yj + λlXl ∧ Yl with
λj
|wj |2 + |wk|2 (wjXj + wkXk) ∧ i(wjXj + wkXk).
By repeating such replacements, we may assume that all values of λ1, . . . , λk are
different.
If Γ(t) = Γu(t) = γ(t) + γ
(2)(t) is the corresponding geodesic, then
γ(t) =
k∑
j=1
2 sin(λjt)
λj
eiλj t/2wjXj +
n−k∑
j=1
tcjTj .
From the condition γ(1) = 0, it follows that c1, . . . , cn−k all vanish and that for
every 1 ≤ j ≤ n − k. Furthermore, since we assume that wj 6= 0, it follows that
λj = 2πnj for some positive integers nj .
Computing x(2), and using that all of the integers n1, . . . , nk are different, we
obtain
x(2) =
1
2
∫ 1
0
γ(t) ∧ u(t) dt = 1
4π
k∑
j=1
1
nj
(−iwjXj) ∧ (wjXj) .
It follows that the endpoint x(2) has 2k non-zero eigenvalues {±iσ1, . . . ,±iσk} with
σs =
1
4nsπ
|wj |2.
In other words, any normal geodesic Γ(t) from 0 to the point x(2) has length
Length(Γ)2 =
k∑
j=1
|wj |2 =
k∑
j=1
4πnjσj .
In order to obtain the minimal value, we use nj = l if σj is the l-th largest eigenvalue.
The result follows. 
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Using the identity (5.6) we also obtain the following result.
Corollary 5.3. ‖ · ‖cc is a quasi-norm on so(E). In particular, it is even a 1/2-
norm [DF93, Section I.9], i.e. it satisfies
‖X+ Y‖1/2cc ≤ ‖X‖1/2cc + ‖Y‖1/2cc , ‖X+ Y‖cc ≤ 2(‖X‖cc + ‖Y‖cc).
5.3. Free Lie groups of step 2 from Hilbert spaces. Let E be a real Hilbert
space, not necessarily finite dimensional. Denote by so(E) the space of all compact,
skew-symmetric maps. For any X ∈ so(E), define σ(X) = (σj)∞j=1 such that |X| =√−X2 has eigenvalues in decreasing order σ1 = σ1 ≥ σ2 = σ2 ≥ · · · . Define sop(E)
as all elements X in so(E) with
‖X‖Schp = ‖σ(X)‖ℓp <∞.
Define ‖X‖cc =
∑∞
j=1 jσj and write the space of elements where this quasi-norm
is finite as socc(E). Since all compact operators are limits of finite rank operators
([MV97, Corollary 16.4]), all the previous mentioned inequalities still hold. In
particular, ‖ · ‖cc is a quasi-norm and
so1/2(E) ⊆ socc(E) ⊆ so1(E).
Finally, we let soa(E) denote finite rank skew-symmetric operators in E.
Consider Lie algebras
ga(E) = E ⊕ soa(E) ⊆ gcc(E) = E ⊕ socc(E) ⊆ g(E) = E ⊕ so1(E),
with Lie brackets,
[X + X, Y + Y] = X ∧ Y, X ∧ Y = X∗ ⊗ Y − Y ∗ ⊗X.
X, Y ∈ E,X,Y ∈ so1(E). If we give g(E) a norm
‖x⊕ x(2)‖g(E) = max{‖x‖E, ‖x(2)‖Sch1}.
then it has the structure of a Banach Lie algebra. If we consider the set soa(E)
as a subset of E ⊗a E, then so1(E) can be identified as the closure with respect
to the projective norm as described in Example 2.2. This Lie algebra have an
associated Banach Lie group: The corresponding group G2(E) is the set g(E)
with group operation as in (5.2) as a consequence, making the exponential map
exp equal to the identity on the set g(E). We write G2a(E) = exp(ga(E)) and
G2cc(E) = exp(gcc(E)).
Let t 7→ u(t) be any function in L1([0, 1], E), and Γu be the solution of
Γ−1u (t) · Γ˙u(t) = u(t), γu(0) = 0.
This curve always exists from the L1-regularity property of the Banach Lie groupG2(E)
(see [Glo¨15] and also Remark 2.9). For any x,y ∈ G2(E), we define ρ(x,y) ∈ [0,∞]
by
ρ(x,y) = ρ(0,x−1 · y),
ρ(0,x) = inf
{‖u‖L1 : u ∈ L1([0, 1], E),Γu(1) = x} .
We can now state our main result.
Theorem 5.4. For any Hilbert space E, we have
G2cc(E) = {x ∈ G2(E) : ρ(0,x) <∞},
The metric space (G2cc(E), ρ) is a complete, geodesic space. Furthermore, if we
define
|||x+ x(2)||| = max
{
‖x‖E , 2
√
π‖x(2)‖1/2cc
}
,
then
(5.7) |||x||| ≤ ρ(0,x) ≤ 2|||x|||.
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We will do the proof of this theorem in two parts. In the first part, we will show
that G2cc(E) is indeed exactly the set with finite ρ-distance and that the inequality
(5.7) hold. In the second part, we show that it is a geodesic space.
Proof of Theorem 5.4, Part I. We will begin by introducing the following notation,
that we will use in both parts of the proof. If F is any closed subspace of E,
we write prF : E → F for the corresponding orthogonal projection and write
p¯rF = idE − prF for the projection to the complement. By slight abuse of notation,
we will extend this projection to a linear map prF : G
2(E) → G2(F ), denoted by
the same symbol, and determined by,
prF X ∧ Y = (prF X) ∧ (prF Y ).
We use similar convention for p¯rF : G
2(E)→ G2(F⊥). Finally, we write a projec-
tion operator prF∧F⊥ : G
2(E)→ G2(E) by prF∧F⊥ : X 7→ 0 and
X ∧ (prF X) ∧ (p¯rFY ) + (p¯rFX) ∧ (prF Y ).
We have already shown the result for finite dimensional spaces, so we assume
that E is infinite dimensional.
Step 1: Properties of projections to closed subspaces. . Let F ⊆ E be any closed
subspace and let x ∈ G2(F ) ⊆ G2(E) be arbitrary. Assume that there is a curve
Let Γu(t) from 0 to x in G
2(E). We observe then that
prF Γ(t) = ΓprF u(t),
is a curve in G2(F ) from 0 to x of less or equal length. Hence, we obtain
ρ(0,x) = inf{‖u‖L1 : u ∈ L1([0, 1], F ) ⊆ L1([0, 1], E),Γu(1) = x}
and in particular, if there is a minimizing geodesic from 0 in G2(F ) it will also be
minimizing in the larger space.
Step 2: The CC-distance is finite on G2a(E). Consider an arbitrary element x ∈
G2a(E) with
x = x⊕ x(2), x(2) =
n∑
j=1
σjXj ∧ Yj .
such that X1, Y1, . . . , Xn, Yn are mutually orthogonal unit vectors. Define the finite
dimensional subspace F = span{x,X1, Y1, . . . , Xn, Yn}. We then observe that since
x ∈ G2(F ), ρ(0,x) <∞ and there is a minimizing geodesic from 0 to x. Also, any
element in G2a(E) satisfies the inequality (5.7).
Step 3: Vertical elements. Consider an element x = x(2) ∈ socc(E) with σ(x(2)) =
(σj). Find mutually orthogonal unit vectors X1, Y1, X2, Y2, . . . such that
x(2) =
∞∑
j=1
σjXj ∧ Yj .
Consider the curve
u(t) = 2
√
π
∞∑
j=1
(jσj)
1/2(cos(2πjt)Xj + sin(2πjt)Yj).
We see that ‖u(t)‖E = ‖u‖L1 = 2
√
π‖y(2)‖cc. Furthermore, if pr≤n denotes the
orthogonal projections to F≤n = span{X1, Y1, . . . , Xn, Yn}, then by the proof of
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Theorem 5.2, it follows that pr≤n Γu is a minimizing geodesic from 0 to y
n = yn,(2)
with
yn,(2) =
n∑
j=1
σjXj ∧ Yj .
Since pr≤n u converges to u in L
1([0, 1], H) and yn converges to x in the norm
‖ · ‖g(E), it follows that Γu is a minimizing geodesic from 0 to x, and in particular,
ρ(0,x) = Length(Γu) = 2
√
π‖x(2)‖1/2cc .
Step 4: The CC-distance is exactly finite on G2cc(E). For any element x = x+x
(2) ∈
G2cc(E), we can construct a horizontal curve Γ from 0 to x by a concatenation of
the straight line from 0 to x with a minimizing geodesic from 0 to 0 ⊕ x(2) left
translated by x⊕ 0. The result is that
ρ(0,x) ≤ Length(Γ) = ‖x‖+ 2√π‖x(2)‖1/2cc ≤ 2|||x||| <∞.
Conversely if x ∈ G2(E) and |||x||| = ∞, then using (5.7) and any sequence yn in
G2a(E) converging to x in ‖ · ‖g(E) shows that ρ(0,x) = ∞. G2cc(E) is complete
with the distance ρ as it is complete with respect to ||| · ||| by definition. 
We will need the following lemma to prove that (G, ρ) is a geodesic space.
Lemma 5.5. Let x ∈ G2cc(E) be a fixed arbitrary element.
(a) The set
(5.8) K(x) =


y ∈ G2cc(E) :
For any closed subspace F ⊆ E
ρ(0, prF y) ≤
√
2ρ(0,x)ρ(0, prF x)
‖ prF∧F⊥ y‖Sch1 ≤
√
2ρ(0,x)3ρ(0, prF x)


,
is relatively compact in G2(E).
(b) Any minimizing geodesic from 0 to x is contained in K(x).
Proof. To simplify notation in the proof, we use notation ρ(x) := ρ(0,x).
(a) By definition, for any y ∈ K(x), we have
‖y‖g(E) ≤ ρ(y) ≤
√
2ρ(x)
so K(x) is bounded in both G2cc(E) and G
2(E). Write x = x + x(2) with
σ(x(2)) = (σj). Define mutually orthogonal unit vectors T,X1, Y1, X2, Y2, . . . ,
such that x ∈ F := span{T,X1, Y1, . . . } and such that x(2) =
∑∞
j=1 σnXn∧Yn.
Observe that since prE⊥ x = 0, we must have K(x) ⊆ G2cc(E) and hence it is
sufficient to consider subspaces of this space.
Identify F by the space R× ℓ2(C) by
y 7→ r × (zj), r = 〈y, T 〉, zj = 〈x,Xj〉+ i〈x, Yj〉.
Recall (e.g. from [Eng77, Theorem 4.3.29]) that for a complete metric space,
a set is relatively compact if and only if it is totally bounded, i.e. for ev-
ery ε > 0, there is a finite set of balls of radius ε > 0 covering the set.
Write Fn = span{T,X1, Y1 . . . , Xn, Yn} with orthogonal complement F>n =
span{Xn+1, Yn+1, Xn+2, Yn+2, . . . , } in F . Write prn and p¯rn for their corre-
sponding orthogonal projections. Any element y ∈ K(x) we can decompose
by
y = y1 + y2 + y3,
with y1 = prn y, y2 = p¯rny and y3 = prFn∧F>n y . We observe that
ρ(y1) ≤ ρ(x).
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max{‖y2‖H , ‖y(2)2 ‖Sch1} ≤ ρ(y2) ≤
√
2ρ(x)ρ(p¯rn x).
‖y3‖Sch1 ≤
√
2ρ(x)3ρ(p¯rn x).
Hence, for a given ε > 0. we can choose n sufficiently large such that y2 and
y3 are contained in the ε-ball B(0, ε) centered at 0 ∈ g(E). We can then find
a finite set of ε balls to cover the set Fn ∩B(0, ρ(x)). Hence, we have covered
all of K(x) for the result.
(b) Let F be a fixed closed subspace and write prF = pr, p¯rF = p¯r and prF∧F⊥ =
pr∧. Let Γ = Γu = γ + γ
(2) : [0, 1]→M be any minimizing geodesic and write
uF = pru and u¯ = p¯r u. Note that since u is a minimizing geodesic, then by
reparametrization, we may assume that
‖u(t)‖ =
√
‖uF (t)‖2 + ‖u¯(t)‖2 = ρ(x), and note(5.9)
ρ(p¯rx) ≤ Length(p¯rΓ) =
∫ 1
0
‖u¯‖ dt ≤ ρ(x).(5.10)
This leads to the following sequence of inequalities
ρ(x)ρ(pr x) ≥ ρ(x)(ρ(x)− ρ(p¯rx))
(5.9)+(5.10)
≥ ρ(x)
∫ 1
0
(√
‖uF (t)‖2 + ‖u¯(t)‖2 − ‖u¯(t)‖
)
dt
(5.9)
= ρ(x)
∫ 1
0
(
‖uF (t)‖2√
‖uF (t)‖2 + ‖u¯(t)‖2 + ‖u¯(t)‖
)
dt
(5.10)
≥ 1
2
∫ 1
0
‖uF (t)‖2 dt
Jensen≥ 1
2
(∫ 1
0
‖uF (t)‖ dt
)2
=
1
2
Length(prΓ)2.
It follows that any point y on the curve Γ will have ρ(pry) ≤
√
2ρ(x)ρ(prx). We
also see that pr∧ Γt = pr∧ γ
(2)(t) with
pr∧ γ
(2)(t) =
1
2
∫ t
0
((pr γ(s)) ∧ u¯(s) + (p¯r γ(s)) ∧ uF (s))ds.
We finally use that
‖ pr∧ γ(t)‖Sch1 ≤
1
2
∫ 1
0
(‖ prγ ∧ u¯(t)‖Sch1 + ‖p¯r γ ∧ uF (t)‖Sch1) dt
≤ 1√
2
√
ρ(x)ρ(prx)
∫ 1
0
‖u¯(t)‖Edt+ ρ(x)1
2
∫ 1
0
‖uF (t)‖Edt
≤
√
2ρ(x)3ρ(prx).
Hence the geodesic satisfies pointwise the bounds from the definition ofK(x), hence
the result follows. 
Proof of Theorem 5.4, Part II. We are now ready to complete the proof. For this
part, the following notation will be practical. If y(2) ∈ so1(E) is an arbitrary
element with σ(y(2)) = (σj), and we can write in a collection of mutually orthogonal
unit vectors as X1, Y1, X2, Y2 . . . ,
y(2) =
∞∑
j=1
σjXj ∧ Yj ,
then we write
y(2)(m) :=
m∑
j=1
σjXj ∧ Yj ,
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If y = y ⊕ y(2) ∈ G2(E), we write y(m) = y(m) ⊕ y(2)(m) where y(m) is the
projection of y to the orthogonal complement of {Xm+1, Ym+1, Xm+2, Ym+2, . . . , }.
Step 5: Closed balls in different metrics. For fixed r2 ≥ 0 and x0 ∈ G2cc(E), consider
the set
B¯r = {x ∈ G2cc(E) : ρ(x0,x) ≤ r},
be the closed ball centered at x0 with respect to ρ. We will prove that this is
a closed set in G2(E). By left invariance, we only consider x0 = 0. Assume that
yn = yn⊕yn,(2) is a sequence contained in B¯r converging in G2(E) to some element
y = y + y(2). We then have that
‖y − yn‖E → 0, ‖y(2) − yn,(2)‖Sch1 → 0.
It follows that ‖y(2)(m)− yn,(2)(m)‖Sch1 → 0 as well. Furthermore, since
‖y(2)(m)− yn,(2)(m)‖cc ≤ m‖y(2)(m)− yn,(2)(m)‖Sch1 ,
it follows that ρ(yn(m),y(m))→ 0. As a consequence
ρ(0,y) = lim
m→∞
ρ(0,y(m)) = lim
m→∞
lim
n→∞
ρ(0,yn(m)) ≤ r.
Hence, y ∈ B¯r.
Step 6: Every point has a midpoint. Let x = x + x(2) be an arbitrary element in
G2cc(E) and define x
n = x(n). Since xn ∈ G2a(E), there exists a length minimizing
geodesic Γn from 0 to xn. Using the notation of (5.8) and Lemma 5.5, we know
that Γn is contained in the set K(xn). Furthermore, since for any closed subspace
F of E, we have ρ(0, prF x
n) ≤ ρ(0, prF x), if follows that for any 1 ≤ n < ∞, Γn
is contained in K(x).
Let sn denote the midpoint of each geodesic Γn. This satisfies
ρ(0, sn) = ρ(xn, sn) =
1
2
ρ(0,xn) ≤ 1
2
ρ(0,x) := r.
Write δm = d(x
m,x), and define balls
B¯0 = {y ∈ G2(E) : ρ(0,y) ≤ r},
B¯m = {y ∈ G2(E) : ρ(x,y) ≤ r + δm}.
By the definition of xn, we have sn ∈ B¯ ∩ B¯m for any n ≥ m with δm → 0.
Since every sm is contained in K(x), by compactness, there is a subsequence
snk converging to a point s in G
2(E). This element hence has to be contained in
B¯0 ∩ B¯m for any m ≥ 1. It follows that
ρ(0, s) = ρ(x, s) =
1
2
ρ(0,x),
i.e., s is a midpoint of x. Since (G2cc(E), ρ) is a complete length space, it follows from
left-invariance of the metric together with [BBI01, Theorem 2.4.16] that existence
of such midpoint for any element is equivalent to the space being a geodesic space.
This completes the proof. 
5.4. Proof of Theorem 1.1. We will now want to show our main result, which is
that if E is a Hilbert space and we define α-weak geometric rough path relative to
the projective norm on the tensor product, then for β ∈ (1/3, α)
C
α
g ([0, T ], E) ⊂ C αwp([0, T ], E) ⊂ C βg ([0, T ], E).
We can prove this by showing that (I), (II) and (III) in Theorem 3.3. By Theo-
rem 5.4 it follows that (I) and (II) are satisfied for Hilbert spaces. Hence, we only
need to prove that assumption (III) holds.
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Let x = x⊕ x(2) ∈ Cα([0, T ], G2(E)) be an arbitrary weakly geometric α-rough
paths. We write
x
(2)
t =
∞∑
j=1
σj,tXj,t ∧ Yj,t.
with each σj,t depending continuously on t. Define
z
(2)
t =
∞∑
j=n+1
σj,tXj,t ∧ Yj,t.
We observe that by continuity on [0, T ], we have that d(0, znt ) =
∑∞
j=n σj,t converges
uniformly to zero. It follows that we find a sequence εn → 0 such that
sup
t∈[0,T ]
d(0, znt ) < εn.
Define xnt = (z
n
t )
−1x. Since both d(zns , z
n
t ) and d(x
n
s ,x
n
t ) are bounded from
above by d(xs,xt) for any s, t, we have that x
n, zn ∈ Cα(0, G2(E)). Furthermore,
by definition, for every s, t and n ≥ 1, there exists a subspace Fnst of rank at most
4n+ 2 such that xns ,x
n
t ∈ G2(Fnst). Hence
1
4n+ 2
ρ(xns ,x
n
t ) ≤ d(xns ,xnt ) ≤ ρ(xs,xt).
for any s, t ∈ [0, T ]. It follows that xnt is a continuous function in G2cc with respect
to ρ for each n ≥ 1.
Since znt takes values in the center of G
2(E), then
d(xst,x
n
st) = d(xst,xst · zns · (znt )−1) = d(zns , znt ) < εn.
Using now the α-Ho¨lder property of xn and x and using an interpolation argument
as in the proof of Theorem 3.3, we obtain that dβ(x,x
n) → 0 for any β ∈ (13 , α).
This completes the proof.
Remark 5.6 (Continuity with respect to ρ). We note that even though in the above
proof, each xn takes values in G2cc(E), the separate statement about continuity is
also a necessary part of the proof. Indeed, for any infinite dimensional Hilbert space
E, there are elements in Cα([0, T ], G2(E)) that take values in G2cc(E) but are not
continuous with respect to the CC-metric.
Let X1, Y1, X2, Y2, . . . be an arbitrary countably infinite collection of mutually
orthogonal unit vector fields. Consider the sequence
ym =
m2∑
j=1
1
m4
Xj ∧ Yj , n ≥ 1.
Then for m < n,
d(0,ym)2 = ‖ym‖Sch1 =
1
m2
and d(yn,ym)2 =
(n2 −m2)
m2n4
(n2 + 2m2),
In particular,
d(yn,ym)2 ≤ 6(n−m)
m2n
.
On the other hand ρ(0,ym)2 = ‖yn‖cc = (m
2+1)
2m2 ≥ 12 every ym is outside the
CC-ball of radius 12 . Consider the path
xt =


0 if t = 0,
ym+1 +
t− 1m+1
1
m−
1
m+1
(ym − ym+1) if 1m+1 ≤ t ≤ 1m ,
y1 if t = 1.
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This path is obviously not continuous at t = 0, however, it will in fact be 12 -Ho¨lder
with respect to the distance d. We show this through considering three cases.
(i) If 0 < 1m+1 ≤ t ≤ 1m , then
d(0,xt)
2 ≤ 1
m2
≤ 4
(m+ 1)2
≤ 4t2.
(ii) Observe that if 1m+1 ≤ s < t ≤ 1m , then
xst = m(m+ 1)(t− s)(ym − ym+1).
Furthermore,
d(xs,xt)
2 = m(m+ 1)(t− s)d(ym+1,ym) ≤ 6 t− s
m+ 1
≤ 6(t− s).
(iii) We finally assume that 0 < 1n+1 ≤ s ≤ 1n ≤ 1m+1 ≤ t ≤ 1m . If m+1 < n, then
it follows that t− s > 1n2 and also
d(xs,xt)
2 ≤ d(yn+1,ym)2 ≤ 6(n+ 1−m)
m2(n+ 1)
≤ 36
m
n−m− 1
(m+ 1)n
≤ 36(t− s).
If m+ 1 = n, we observe that
xt = y
m+1 + ((m+ 1)t− 1)m(ym − ym+1),
xs = y
m+1 + ((m+ 1)s− 1)(m+ 2)(ym+1 − ym+2).
so
xst =
(
t− 1
m+ 1
)
m(m+ 1)(ym − ym+1)
+
(
1
m+ 1
− s
)
(m+ 1)(m+ 2)(ym+1 − ym+2).
If follows that
d(xs,xt)
2 ≤ 2
(
t− 1
m+ 1
)
m(m+ 1)d(ym,ym+1)2
+ 2
(
1
m+ 1
− s
)
(m+ 1)(m+ 2)d(ym+1,ym+2)2
≤ 2 (t− s) (m+ 1) (md(ym,ym+1)2 + (m+ 2)d(ym,ym+1)2)
≤ 2 (t− s) (m+ 1)
(
m
6
m2(m+ 1)
+ (m+ 2)
6
(m+ 1)2(m+ 2)
)
= 12 (t− s)
(
1
m
+
1
m+ 1
)
≤ 24(t− s).
Through these calculations, we obtain a concrete counterexample.
5.5. Generalizing the result to Banach spaces. In our approach to char-
acterize geometric rough paths for Ho¨lder index α ∈ (1/3, 1/2) with values in
Hilbert spaces we have exploited that we could solve the problem for every finite-
dimensional subspace of the Hilbert space. This led to dimension independent
estimates which could then be lifted to the Hilbert space. Note that the lifting
procedure works only because the orthogonal projection onto finite-dimensional
subspaces is contractive, i.e. it shortens distances between points. Equivalently,
this property can be characterized as the projections being of operator norm 1. As
this condition makes also sense for projections onto subspaces of Banach spaces,
one may ask oneself if we could not just copy the approach for Hilbert spaces by
employing contractive projections instead of the orthogonal ones.
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Let us first mention that contractive projections might in general be rare in
Banach spaces. Namely, we have from [Ran01, Theorem 3.1] the following charac-
terization:
Theorem 5.7 (Contractive projections characterise Hilbert spaces). For a Banach
space E with dim E ≥ 3, the following statements are equivalent:
(i) E is isometrically isomorphic to a Hilbert space,
(ii) every 2-dimensional subspace of E is the range of a projection of norm 1,
(iii) every subspace of E is the range of a projection of norm 1.
A generalization to Banach spaces hence need an an approach that does not lean
so heavily on projections or choose subspaces carefully in order to have contractive
projection, see [Ran01] for examples.
Appendix A. Infinite-dimensional calculus
We include some basic definitions and standard notation of differential calculus
in locally convex spaces. For more details, we refer to [Glo¨03, Kel74].
A.1. Differentiable and smooth maps. Let E and F be locally convex K-vector
spaces with K ∈ {R,C}. For some open set U ⊆ E, let f : U → F be a continuous
map. For any (x, y) ∈ U × E, we define the directional derivative at x in the
direction of x by
df(x, y) := Dyf(x) := lim
t→0
t−1(f(x+ ty)− f(x)),
whenever the limit is defined. We say that f is Cr
K
, for 1 ≤ r ≤ ∞, if the iterated
directional derivatives
d(k)f(x, y1, . . . , yk) := (DykDyk−1 · · ·Dy1f)(x)
exist for all finite k ≤ r, x ∈ U and y1, . . . , yk ∈ E and define continuous maps
d(k)f : U ×Ek → F . We say that f smooth if it is C∞
K
. We write Cr
K
simply as Cr
if K is clear from the context.
Definition A.1. Let E, F be real locally convex spaces and f : U → F defined
on an open subset U . We call f real analytic (or Cω
R
) if f extends to a C∞
C
-map
f˜ : U˜ → FC on an open neighborhood U˜ of U in the complexification EC.
For r ∈ N0∪{∞, ω} the composition of CrK-maps (if possible) is again a CrK-map
(cf. [Glo¨03, Propositions 2.7 and 2.9]).
A.2. Manifolds modeled on infinite dimensional spaces. Fix a Hausdorff
topological space M and a locally convex space E over K ∈ {R,C}. An E-manifold
chart (Uκ, κ) onM is an open set Uκ ⊆M together with a homeomorphism κ : Uκ →
Vκ ⊆ E onto an open subset of E. Two such charts are called Cr-compatible for
r ∈ N0 ∪ {∞, ω} if the change of charts map ν−1 ◦ κ : κ(Uκ ∩ Uν) → ν(Uκ ∩ Uν)
is a Cr-diffeomorphism. A Cr
K
-atlas of M is a family of pairwise Cr-compatible
manifold charts, whose domains cover M . Two such Cr-atlases are equivalent if
their union is again a Cr-atlas.
A locally convex Cr-manifold M modeled on E is a Hausdorff space M with an
equivalence class of Cr-atlases of E-manifold charts. Direct products of locally con-
vex manifolds, tangent spaces and tangent bundles as well as Cr-maps of manifolds
may be defined as in the finite-dimensional setting.
A K-analytic Lie group is a group G equipped with a Cω
K
-manifold structure
modeled on a locally convex space, such that the group operations are K-analytic.
For a Lie group G we denote by L(G) the associated Lie algebra.
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