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Abstract
In the first part of the paper, we introduce notions of asymptotic continuous orbit
equivalence and asymptotic conjugacy in Smale spaces and characterize them in terms
of their asymptotic Ruelle algebras with their dual actions. In the second part, we
introduce a groupoid C∗-algebra which is an extended version of the asymptotic Ruelle
algebra from a Smale space and study the extended Ruelle algebras from the view
points of Cuntz–Krieger algebras. As a result, the asymptotic Ruelle algebra is realized
as a fixed point algebra of the extended Ruelle algebra under certain circle action.
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1 Introduction
D. Ruelle has initiated a study of a basic class of hyperbolic dynamical systems, called
Smale spaces, from a view point of noncommutative operator algebras in [32], [33]. Smale
spaces are, roughly speaking, hyperbolic dynamical systems with local product structure.
His definition of Smale space was motivated by the work of S. Smale [35], R. Bowen [2], [3]
and others. Two-sided subshifts of finite type are typical examples of Smale spaces. Ruelle
has introduced non commutative algebras from Smale spaces and studied equilibrium
states on them. After the Ruelle’s papers, Ian F. Putnam [24], [25], [26], [27], Putnam–
Spielberg [28] and Kaminker–Putnam–Spielberg [10] (cf. K. Thomsen [36], etc.) have
investigated more detail on various kinds of C∗-algebras associated to Smale spaces from
the view points of groupoids and structure theory of C∗-algebras. For a Smale space
(X,φ), Putnam has considered the following six kinds of C∗-algebras written in [24], [25]
S(X,φ), U(X,φ), A(X,φ), S(X,φ) ⋊ Z, U(X,φ) ⋊ Z, A(X,φ) ⋊ Z. (1.1)
The symbols S,U,A correspond to stable, unstable, asymptotic equivalence relations, re-
spectively. The second three algebras in the above six algebras are crossed products of the
first three algebras by Z-actions defined from automorphisms induced by φ, respectively.
Putnam has written the second three algebras as Rs, Ru, Ra, respectively and call them
the stable Ruelle algebra, the unstable Ruelle algebra, the asymptotic Ruelle algebra, re-
spectively ([25]). In this paper, we write them as Rsφ,Ruφ,Raφ, respectively to emphasize
the original homeomorphism φ. He pointed out that if (X,φ) is a shift of finite type de-
fined by an irreducible square matrix A with entries in {0, 1}, the algebras S(X,φ)⋊Z and
U(X,φ)⋊Z are isomorphic to the stabilized Cuntz–Krieger algebras OA⊗K and OAt ⊗K,
respectively, where K denotes the C∗-algebra of compact operators on a separable infinite
dimensional Hilbert space. Putnam–Spielberg [28] (cf. Killough–Putnam [11]) also con-
structed another kinds of C∗-algebras S(X,φ, P ), U(X,φ, P ) and their crossed products
S(X,φ, P )⋊Z, U(X,φ, P )⋊Z from a φ-invariant subset P ⊂ X of periodic points by using
e´tale groupoids defined by restricting stable, unstable equivalence relations to P , respec-
tively. Although there are many different choices of P , they are all Morita equivalent to
S(X,φ), U(X,φ) and S(X,φ)⋊Z, U(X,φ)⋊Z, respectively. In the present paper, we will
not deal with these C∗-algebras S(X,φ, P ), U(X,φ, P ), S(X,φ, P ) ⋊ Z, U(X,φ, P ) ⋊ Z.
In this paper we will mainly focus on the algebra Raφ, the last one in (1.1). By
Putnam [24], the algebra Raφ is realized as the groupoid C∗-algebra C∗(Gaφ ⋊ Z) of an
e´tale groupoid Gaφ ⋊ Z. Its unit space (G
a
φ ⋊ Z)
◦ is identified with the original space X.
We naturally identify C(X) with a subalgebra of Raφ. A Smale space (X,φ) is said to
be asymptotically essentially free if the interior of the set of n-asymptotic periodic points
{x ∈ X | (φn(x), x) ∈ Gaφ} is empty for every n ∈ Z with n 6= 0. If (X,φ) is irreducible
and X is not any finite set, (X,φ) is asymptotically essentially free (Lemma 5.2). We
know that (X,φ) is asymptotically essentially free if and only if the e´tale groupoid Gaφ⋊Z
is essentially principal (Lemma 5.3). Hence if (X,φ) is irreducible and the space X is
infinite, the C∗-algebra Raφ is simple (Proposition 5.4), and the C∗-subalgebra C(X) is
maximal abelian in Raφ. Since C∗(Gaφ⋊Z) is canonically isomorphic to the crossed product
C∗(Gaφ)⋊Z of the groupoid C
∗-algebra C∗(Gaφ), which is the C
∗-algebra A(X,φ) the third
one in (1.1), by the integer group Z coming from the original transformation φ on X, the
algebra Raφ has the dual action written ρφt of the circle group T = R/Z. Throughout the
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paper we assume that the space X is infinite.
In the first part of this paper, we introduce a notion of asymptotic continuous orbit
equivalence in Smale spaces, which will be defined in Section 2. Roughly speaking, two
Smale spaces are asymptotically continuous orbit equivalent if they are continuous orbit
equivalent up to asymptotic equivalence. We will show that asymptotic continuous orbit
equivalence in Smale spaces is equivalent to their associated e´tale groupoids being isomor-
phic. It corresponds to the fact that continuous orbit equivalence in one-sided topological
Markov shifts is equivalent to their associated e´tale groupoids being isomorphic (cf. [18],
[20], [21]). If two Smale spaces (X,φ) and (Y, ψ) are asymptotically continuous orbit
equivalent, written (X,φ) ∼
ACOE
(Y, ψ), then there exists a homeomorphism h : X −→ Y
having certain continuous homomorphisms cφ : G
a
φ ⋊ Z −→ Z and cψ : Gaψ ⋊ Z −→ Z.
The continuous homomorphisms define unitary representations Ut(cφ) on l
2(Gaφ ⋊ Z) and
Ut(cψ) on l
2(Gaψ⋊Z) of T which give rise to actions Ad(Ut(cφ)) on Raφ of T and Ad(Ut(cψ))
on Raψ of T, respectively. In Section 3 and Section 5, we will show the following.
Theorem 1.1 (Theorem 3.4 and Theorem 5.7). Let (X,φ) and (Y, ψ) be irreducible Smale
spaces. Then the following assertions are equivalent:
(i) (X,φ) and (Y, ψ) are asymptotically continuous orbit equivalent.
(ii) The groupoids Gaφ ⋊ Z and G
a
ψ ⋊ Z are isomorphic as e´tale groupoids.
(iii) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and
Φ ◦ ρφt = Ad(Ut(cψ)) ◦ Φ, Φ ◦Ad(Ut(cφ)) = ρψt ◦Φ for t ∈ T
for some continuous homomorphisms cφ : G
a
φ ⋊ Z −→ Z and cψ : Gaψ ⋊ Z −→ Z.
In Section 4, we will prove that stably asymptotic continuous orbit equivalence of
Smale spaces preserves their periodic orbits, so that their zeta functions are related to
each other by the associated cocycle functions (Theorem 4.9).
In Section 5, we study asymptotic continuous orbit equivalence in Smale spaces in
terms of the dual actions of the associated Ruelle algebras.
In Section 6, we will introduce a notion of asymptotic conjugacy between Smale spaces
(X,φ) and (Y, ψ), written (X,φ) ∼=
a
(Y, ψ). Roughly speaking, two Smale spaces are asymp-
totically conjugate if they are topologically conjugate up to asymptotic equivalences. It is
stronger than asymptotic continuous orbit equivalence but weaker than topological con-
jugacy. The notion of asymptotic conjugacy in this paper is not the same as the notion of
eventual conjugacy which is used in dynamical systems (cf. [13, Definition 7.7.14]). Let
dφ : G
a
φ ⋊ Z −→ Z and dψ : Gaψ ⋊ Z −→ Z be the continuous homomorphisms of e´tale
groupoids defined by
dφ(x, n, z) = n, dψ(y,m,w) = m for (x, n, z) ∈ Gaφ ⋊ Z, (y,m,w) ∈ Gaψ ⋊ Z.
We will characterize asymptotic conjugacy in terms of the Ruelle algebras with their dual
actions in the following way.
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Theorem 1.2 (Theorem 6.4). Let (X,φ) and (Y, ψ) be irreducible Smale spaces. Then
the following assertions are equivalent.
(i) (X,φ) and (Y, ψ) are asymptotically conjugate.
(ii) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
dψ ◦ ϕ = dφ.
(iii) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and
Φ ◦ ρφt = ρψt ◦ Φ for t ∈ T.
The asymptotic Ruelle algebra Raφ has a translation invariant faithful tracial state
coming from maximal measure called the Bowen measure on X. Hence the algebra Raφ is
never purely infinite. In Section 7, we will introduce a unital, purely infinite version of
Raφ. The introduced C∗-algebra is denoted by Rs,uφ , called the extended asymptotic Ruelle
algebra. It has a natural T2-action denoted by ρs,uφ . The fixed point algebra (Rs,uφ )δ
φ
of Rs,uφ under the diagonal T-action defined by δφz = ρs,uφ,(z,z), z ∈ T is isomorphic to the
original asymptotic Ruelle algebra Raφ (Theorem 7.9).
In Section 8, 9, we will apply the above discussions to shifts of finite type, which
we call topological Markov shifts, from the view point of Cuntz–Krieger algebras. For
an irreducible and not permutation square matrix A with entries in {0, 1}, let us denote
by (X¯A, σ¯A) the associated two-sided topological Markov shift. The dynamical system is
a typical example of Smale space as in [24], [25], [32]. Consider the asymptotic Ruelle
algebra Raσ¯A and the extended asymptotic Ruelle algebra Rs,uσ¯A for the topological Markov
shift (X¯A, σ¯A), respectively. Let ρ
At and ρA be the gauge actions on the Cuntz–Krieger
algebras OAt and OA, respectively, where At is the transpose of the matrix A. We put
the diagonal gauge action δAr = ρ
At
r ⊗ ρAr , r ∈ T on OAt ⊗OA.
Theorem 1.3 (Theorem 9.6 and Corollary 9.7). Let (X¯A, σ¯A) be the Smale space of
the two-sided topological Markov shift defined by irreducible non-permutation matrix A
with entries in {0, 1}. Then there exists a projection EA in the tensor product C∗-algebra
OAt⊗OA such that δAr (EA) = EA for all r ∈ T and the extended asymptotic Ruelle algebra
Rs,uσ¯A is isomorphic to the C∗-algebra EA(OAt ⊗OA)EA denoted by Rs,uA . The asymptotic
Ruelle algebra Raσ¯A is isomorphic to the fixed point algebra (Rs,uA )
δA
of Rs,uA under the
diagonal gauge action δA.
For the two-sided topological Markov shift (X¯A, σ¯A), we denote by Rs,uA the extended
asymptotic Ruelle algebra Rs,uσ¯A , which is identified with the C∗-algebra EA(OAt⊗OA)EA,
and by RaA the asymptotic Ruelle algebra Raσ¯A , which is identified with the fixed point
algebra of EA(OAt ⊗OA)EA under the diagonal gauge action δA by the above theorem.
In Section 10, we will present the K-groups of the asymptotic Ruelle algebras Raφ for
some topological Markov shifts. In Putnam [24] and Killough–Putnam [11], the K-theory
formula for the asymptotic Ruelle algebras RaA for the topological Markov shift (X¯A, σ¯A)
has been provided. We will use Putnam’s formula in [24] to compute the K-groups of
the C∗-algebra RaA for the N × N matrix A =


1 · · · 1
...
...
1 · · · 1

 with all entries being 1’s,
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so that the topological Markov shift (X¯A, σ¯A) is the full N -shift. Let us denote by RaN
the asymptotic Ruelle algebra RaA for the matrix A. The C∗-algebra RaN is a simple
AT-algebra of real rank zero with a unique tracial state written τN . We will show that
K0(RaN ) ∼= K1(RaN ) ∼= Z[ 1N ] (Proposition 10.3) and τN∗(K0(RaN )) = Z[ 1N ] (Lemma 10.4).
We then see that two algebras RaN and RaM are isomorphic if and only if Z[ 1N ] = Z[ 1M ]
(Proposition 10.5). As a result, we know that the two-sided full 2-shift and the two-sided
full 3-shift are not asymptotically continuous orbit equivalent (Corollary 10.6).
In Section 11, we refer to differences among asymptotic continuous orbit equivalence,
asymptotic conjugacy and topological conjugacy of Smale spaces, and present an open
question related to their differences.
Throughout the paper, we denote by Z+ and N the set of nonnegative integers and the
set of positive integers, respectively.
2 Smale spaces and their groupoids
Let φ be a homeomorphism on a compact metric space (X, d) with metric d. Let us recall
the definition of Smale space following D. Ruelle [32, 7.1] and I. F, Putnam [24, Section
1]. Our notations are slightly changed from Ruelle’s ones and Putnam’s ones. For ǫ > 0,
we set
∆ǫ := {(x, y) ∈ X ×X | d(x, y) < ǫ}.
Suppose that there exist ǫ0 > 0 and a continuous map
[·, ·] : (x, y) ∈ ∆ǫ0 −→ [x, y] ∈ X
having the following three properties called (SS1):
(i) [x, x] = x for x ∈ X,
(ii) [[x, y], z] = [x, [y, z]] = [x, z] for (x, y), (y, z), (x, z), ([x, y], z), (x, [y, z]) ∈ ∆ǫ0 ,
(iii) [φ(x), φ(y)] = φ([x, y]) for (x, y), (φ(x), φ(y)) ∈ ∆ǫ0 .
Put for 0 < ǫ ≤ ǫ0
Xs(x, ǫ) = {y ∈ X | [y, x] = y, d(x, y) < ǫ}, (2.1)
Xu(x, ǫ) = {y ∈ X | [x, y] = y, d(x, y) < ǫ}. (2.2)
We further require that there exists 0 < λ0 < 1 such that the following two properties
called (SS2) hold:
d(φ(y), φ(z)) ≤ λ0d(y, z) for y, z ∈ Xs(x, ǫ), (2.3)
d(φ−1(y), φ−1(z)) ≤ λ0d(y, z) for y, z ∈ Xu(x, ǫ). (2.4)
Definition 2.1 (Ruelle [32, 7.1]). A Smale space is a topological dynamical system (X,φ)
of a homeomorphism φ on a compact metric space X with a bracket [·, ·] satisfying (SS1)
and (SS2) for suitable ǫ0, λ0.
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By Ruelle [32, 7.1], Putnam [24, Section 1], there exists ǫ1 with 0 < ǫ1 < ǫ0 such that
for any ǫ satisfying 0 < ǫ < ǫ1, the equalities
Xs(x, ǫ) = {y ∈ X | d(φn(x), φn(y)) < ǫ for all n = 0, 1, 2, . . . }, (2.5)
Xu(x, ǫ) = {y ∈ X | d(φn(x), φn(y)) < ǫ for all n = 0,−1,−2, . . . } (2.6)
hold.
Lemma 2.2 (Putnam [24, Section 1], Ruelle [32, 7.1]). For x, y ∈ X with (x, y) ∈ ∆ǫ0
and d(x, [y, x]), d(y, [y, x]) < ǫ1,
{[y, x]} = Xu(y, ǫ1) ∩Xs(x, ǫ1).
Hence for 0 < ǫ < ǫ1 and x, y, z ∈ X, the equality [y, x] = z holds if and only if
d(φ−n(y), φ−n(z)) < ǫ, d(φn(x), φn(z)) < ǫ for all n = 0, 1, 2, . . . .
This means that the bracket [·, ·] is determined by the original dynamics (X, d, φ) if it
exists. The following lemma is also useful.
Lemma 2.3 (Putnam [24, Section 1], Ruelle [32, 7.1]). For any ǫ with 0 < ǫ ≤ ǫ0 and
x ∈ X, we have
(i) φ(Xs(x, ǫ)) ⊂ Xs(φ(x), ǫ)).
(ii) φ−1(Xu(x, ǫ)) ⊂ Xu(φ−1(x), ǫ)).
Following Putnam [24, Section 1], we put for x ∈ X
Xs(x) = {y ∈ X | lim
n→∞ d(φ
n(x), φn(y)) = 0},
Xu(x) = {y ∈ X | lim
n→∞ d(φ
−n(x), φ−n(y)) = 0},
Xa(x) = Xs(x) ∩Xu(x).
We note that the inclusion relations Xs(x, ǫ0) ⊂ Xs(x) and Xu(x, ǫ0) ⊂ Xu(x) have been
shown in [24]. The following lemma has been seen in [24], [32].
Lemma 2.4 (Putnam [24, Section 1], Ruelle [32, 7.1]). For any ǫ with 0 < ǫ ≤ ǫ0 and
x ∈ X, we have
(i) Xs(x) = ∪∞n=0φ−n(Xs(φn(x), ǫ)).
(ii) Xu(x) = ∪∞n=0φn(Xs(φ−n(x), ǫ)).
Following Putnam [24, Section 1], we put
Gs,0φ = {(x, y) ∈ X ×X | y ∈ Xs(x, ǫ0)},
Gu,0φ = {(x, y) ∈ X ×X | y ∈ Xu(x, ǫ0)},
Ga,0φ = G
s,0
φ ∩Gu,0φ ,
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and for n ∈ N,
Gs,nφ = (φ× φ)−n(Gs,0φ ),
Gu,nφ = (φ× φ)n(Gu,0φ ),
Ga,nφ = G
s,n
φ ∩Gu,nφ .
All of them are given the relative topology of X ×X.
Since [y, x] = y if and only if [x, y] = x, one sees that y ∈ Xs(x, ǫ0) if and only if
x ∈ Xs(y, ǫ0). Hence (x, y) ∈ G∗,nφ if and only if (y, x) ∈ G∗,nφ for ∗ = s, u, a.
We note the following lemma, which is well-known and useful.
Lemma 2.5. For x, y ∈ X we have (x, y) ∈ Ga,0φ if and only if x = y. Hence we may
identify Ga,0φ with X as a topological space.
Proof. Take an arbitrary (x, y) ∈ Ga,0φ . As (x, y) ∈ Gs,0φ , we see that y ∈ Xs(x, ǫ0) so that
[y, x] = y, and also as (x, y) ∈ Gu,0φ , we see that y ∈ Xu(x, ǫ0) so that [x, y] = y. Hence
we have
x = [x, x] = [x, [y, x]] = [x, y] = y.
By Lemma 2.3, we know that
G∗,nφ ⊂ G∗,n+1φ , ∗ = s, u, a, n = 0, 1, . . . (2.7)
Following [24, Section 1], [25, Section 3] and [28, Section 2], we define several equivalence
relations on X:
Gsφ = ∪∞n=0Gs,nφ , Guφ = ∪∞n=0Gu,nφ , Gaφ = ∪∞n=0Ga,nφ .
By (2.7), the set G∗φ = ∪∞n=0G∗,nφ is an inductive system of topological spaces. Each
G∗φ, ∗ = s, u, a is endowed with the inductive limit topology. The following lemma has
been also shown by Putnam.
Lemma 2.6 (Putnam [24, Section 1]).
(i) Gsφ = {(x, y) ∈ X ×X | limn→∞ d(φ
n(x), φn(y)) = 0}.
(ii) Guφ = {(x, y) ∈ X ×X | limn→∞ d(φ
−n(x), φ−n(y)) = 0}.
(iii) Gaφ = {(x, y) ∈ X ×X | limn→∞ d(φ
n(x), φn(y)) = lim
n→∞ d(φ
−n(x), φ−n(y)) = 0}.
Putnam have studied these three equivalence relations Gsφ, G
u
φ and G
a
φ on X by re-
garding them as principal groupoids. He pointed out that the third equivalence relation
Gaφ is an e´tale equivalence relation whereas the first two are not e´tale in general. He
has also studied the associated groupoid C∗-algebras C∗(Gsφ), C
∗(Guφ) and C
∗(Gaφ) which
have been denoted by S(X,φ), U(X,φ) and A(X,φ), respectively. He has pointed out
7
that they are all stably AF-algebras if (X,φ) is a shift of finite type. He also studied their
semi-direct products by the integer group Z as groupoids
Gsφ ⋊ Z ={(x, n, y) ∈ X × Z×X | (φn(x), y) ∈ Gsφ},
Guφ ⋊ Z ={(x, n, y) ∈ X × Z×X | (φn(x), y) ∈ Guφ},
Gaφ ⋊ Z ={(x, n, y) ∈ X × Z×X | (φn(x), y) ∈ Gaφ}.
Since the map
γ : (x, n, y) ∈ G∗φ ⋊ Z→ ((x, φ−n(y)), n) ∈ G∗φ × Z (2.8)
is bijective, the topology of the groupoid G∗φ ⋊ Z is defined by the product topology of
G∗φ × Z through the map γ. Let us denote by (G∗φ ⋊ Z)◦ the unit space of the groupoid
G∗φ ⋊ Z which is identified with that of G
∗
φ and naturally homeomorphic to the original
space X through the correspondence (x, 0, x) ∈ (G∗φ ⋊ Z)◦ −→ x ∈ X for ∗ = s, u, a. The
range map r : G∗φ⋊Z→ (G∗φ⋊Z)◦ and the source map s : G∗φ⋊Z→ (G∗φ⋊Z)◦ are defined
by
r(x, n, y) = (x, 0, x) and s(x, n, y) = (y, 0, y).
The groupoid operations are defined by
(x, n, y) · (x′,m,w) = (x, n+m,w) if y = x′,
(x, n, y)−1 = (y,−n, x).
Putnam [24], [25] and Putnam–Spielberg [28] have also studied their associated groupoid
C∗-algebras C∗(Gsφ⋊Z), C
∗(Guφ⋊Z) and C
∗(Gaφ⋊Z) which have been written Rs, Ru and
Ra, respectively in their papers. In this paper we denote them by Rsφ, Ruφ and Raφ, respec-
tively, to emphasize the homeomorphism φ. We remark that Putnam–Spielberg [28] (cf.
Killough–Putnam [11]) also constructed another kinds of C∗-algebras S(X,φ, P ), U(X,φ, P )
and their crossed products S(X,φ, P )⋊Z, U(X,φ, P )⋊Z from a φ-invariant subset P ⊂ X
of periodic points by using e´tale groupoids defined by restricting the stable equivalence
relation Gsφ, unstable equivalence relations G
u
φ to P , respectively. In the present paper, we
will not deal with these C∗-algebras S(X,φ, P ), U(X,φ, P ), S(X,φ, P )⋊Z, U(X,φ, P )⋊Z.
3 Asymptotic continuous orbit equivalence
Let (X,φ) be a Smale space. In this section, the symbol d will be used as a two-cocycle.
It does not mean the metric on X. A sequence {fn}n∈Z of integer-valued continuous
functions on X is called a one-cocycle for φ if they satisfy the identity
fn(x) + fm(φ
n(x)) = fn+m(x), x ∈ X, n,m ∈ Z. (3.1)
For a continuous function f : X −→ Z and n ∈ Z, we define
fn(x) =


∑n−1
i=0 f(φ
i(x)) for n > 0,
0 for n = 0,
−∑−1i=n f(φi(x)) for n < 0.
It is straightforward to see the following lemma.
8
Lemma 3.1. For n,m ∈ Z, the identity
fn(x) + fm(φn(x)) = fn+m(x), x ∈ X (3.2)
holds. Hence the sequence {fn}n∈Z is a one-cocycle for φ.
We note that a sequence of functions satisfying (3.1) is determined by only f1.
In what follows we focus on asymptotic equivalence relationsGaφ. A continuous function
d : Gaφ −→ Z is called a two-cocycle if it satisfies the following equalities:
d(x, z) + d(z, w) = d(x,w), (x, z), (z, w), (x,w) ∈ Gaφ. (3.3)
The identity (3.3) means that d : Gaφ −→ Z is a groupoid homomorphism.
Definition 3.2. Smale spaces (X,φ) and (Y, ψ) are said to be asymptotically continuously
orbit equivalent if there exist a homeomorphism h : X −→ Y , continuous functions c1 :
X −→ Z, c2 : Y −→ Z, and two-cocycle functions d1 : Gaφ −→ Z, d2 : Gaψ −→ Z such that
(1) cm1 (x) + d1(φ
m(x), φm(z)) = cm1 (z) + d1(x, z), (x, z) ∈ Gaφ, m ∈ Z.
(2) cm2 (y) + d2(ψ
m(y), ψm(w)) = cm2 (w) + d2(y,w), (y,w) ∈ Gaψ, m ∈ Z.
and,
(i) For each n ∈ Z, the pair (ψcn1 (x)(h(x)), h(φn(x))) denoted by ξn1 (x) belongs to Gaψ
for each x ∈ X, and the map ξn1 : x ∈ X −→ ξn1 (x) ∈ Gaψ is continuous.
(ii) For each n ∈ Z, the pair (φcn2 (y)(h−1(y)), h−1(ψn(y))) denoted by ξn2 (y) belongs to
Gaφ for each y ∈ Y , and the map ξn2 : y ∈ Y −→ ξn2 (y) ∈ Gaφ is continuous.
(iii) The pair (ψd1(x,z)(h(x)), h(z)) denoted by η1(x, z) belongs to G
a
ψ for each (x, z) ∈ Gaφ,
and the map η1 : (x, z) ∈ Gaφ −→ η1(x, z) ∈ Gaψ is continuous.
(iv) The pair (φd2(y,w)(h−1(y)), h−1(w)) denoted by η2(y,w) belongs to Gaφ for each
(y,w) ∈ Gaψ, and the map η2 : (y,w) ∈ Gaψ −→ η2(y,w) ∈ Gaφ is continuous.
(v) c
cn1 (x)
2 (h(x)) + d2(ψ
cn1 (x)(h(x)), h(φn(x))) = n, x ∈ X, n ∈ Z.
(vi) c
cn2 (y)
1 (h
−1(y)) + d1(φc
n
2 (y)(h−1(y)), h−1(ψn(y))) = n, y ∈ Y, n ∈ Z.
(vii) c
d1(x,z)
2 (h(x)) + d2(ψ
d1(x,z)(h(x)), h(z)) = 0, (x, z) ∈ Gaφ.
(viii) c
d2(y,w)
1 (h
−1(y)) + d1(φd2(y,w)(h−1(y)), h−1(w)) = 0, (y,w) ∈ Gaψ.
In this situation, we write (X,φ) ∼
ACOE
(Y, ψ).
Remark 3.3. 1. The condition (1) above is equivalent to the condition
c1(x) + d1(φ(x), φ(z)) = c1(z) + d1(x, z), (x, z) ∈ Gaφ,
and the condition (2) is similar to (1).
2. The conditions (i), (ii), (iii), (iv) above are equivalent to the following conditions
respectively,
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(i) For each n ∈ Z, there exits a continuous function k1,n : X −→ Z+ such that
(ψk1,n(x)+c
n
1 (x)(h(x)), ψk1,n(x)(h(φn(x)))) ∈ Gs,0ψ , (3.4)
(ψ−k1,n(x)+c
n
1 (x)(h(x)), ψ−k1,n(x)(h(φn(x)))) ∈ Gu,0ψ . (3.5)
(ii) For each n ∈ Z, there exits a continuous function k2,n : Y −→ Z+ such that
(φk2,n(y)+c
n
2 (y)(h−1(y)), φk2,n(y)(h−1(ψn(y)))) ∈ Gs,0φ , (3.6)
(φ−k2,n(y)+c
n
2 (y)(h−1(y)), φ−k2,n(y)(h−1(ψn(y)))) ∈ Gu,0φ . (3.7)
(iii) There exists a continuous function m1 : G
a
φ −→ Z+ such that
(ψm1(x,z)+d1(x,z)(h(x)), ψm1(x,z)(h(z))) ∈ Gs,0ψ for (x, z) ∈ Gaφ,
(ψ−m1(x,z)+d1(x,z)(h(x)), ψ−m1(x,z)(h(z))) ∈ Gu,0ψ for (x, z) ∈ Gaφ.
(iv) There exists a continuous function m2 : G
a
ψ −→ Z+ such that
(φm2(y,w)+d2(y,w)(h−1(y)), φm2(y,w)(h−1(w))) ∈ Gs,0φ for (y,w) ∈ Gaψ,
(φ−m2(y,w)+d2(y,w)(h−1(y)), φ−m2(y,w)(h−1(w))) ∈ Gu,0φ for (y,w) ∈ Gaψ.
In what follows, we will assume that our Smale space is irreducible, which means that
for every ordered pair of open sets U, V ⊂ X, there exists K ∈ N such that φK(U)∩V 6= ∅.
Theorem 3.4. Suppose that Smale spaces (X,φ) and (Y, ψ) are irreducible. Then the
following assertions are equivalent:
(i) (X,φ) and (Y, ψ) are asymptotically continuous orbit equivalent.
(ii) The groupoids Gaφ ⋊ Z and G
a
ψ ⋊ Z are isomorphic as e´tale groupoids.
Proof. (ii) =⇒ (i): Suppose that the groupoids Gaφ ⋊ Z and Gaψ ⋊ Z are isomorphic as
e´tale groupoids. There exist homeomorphisms h : (Gaφ ⋊ Z)
◦ → (Gaψ ⋊ Z)◦ and ϕh :
Gaφ ⋊ Z → Gaψ ⋊ Z which are compatible with their groupoid operations. Since the unit
spaces (Gaφ ⋊ Z)
◦ and (Gaψ ⋊ Z)
◦ are identified with the original spaces X and Y as
topological spaces through the identifications
(x, 0, x) ∈ (Gaφ ⋊ Z)◦ −→ x ∈ X and (y, 0, y) ∈ (Gaψ ⋊ Z)◦ −→ y ∈ Y,
respectively, we have a homeomorphism from X onto Y , which is still denoted by h :
X → Y. As ϕh(x, n, z) ∈ Gaψ ⋊ Z for (x, n, z) ∈ Gaφ ⋊ Z, there exists c1(x, n, z) ∈ Z such
that ϕh(x, n, z) = (h(x), c1(x, n, z), h(z)). In particular, we have (x, n, φ
n(x)) ∈ Gaφ⋊Z for
z = φn(x), and may define c1,n(x) = c1(x, n, φ
n(x)) so that
(h(x), c1,n(x), h(φ
n(x))) ∈ Gaψ ⋊ Z. (3.8)
Now for x ∈ X and n,m ∈ Z, we have
(x, n +m,φn+m(x)) = (x, n, φn(x)) · (φn(x),m, φn+m(x)) in Gaφ ⋊ Z
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so that
(h(x), c1,n+m(x), h(φ
n+m(x)))
=ϕh(x, n+m,φ
n+m(x))
=ϕh(x, n, φ
n(x))ϕh(φ
n(x),m, φn+m(x))
=(h(x), c1,n(x), h(φ
n(x)))(h(φn(x)), c1,m(φ
n(x)), h(φn+m(x)))
=(h(x), c1,n(x) + c1,m(φ
n(x)), h(φn+m(x))).
Hence we have
c1,n+m(x) = c1,n(x) + c1,m(φ
n(x)), (3.9)
so that the sequence {c1,n}n∈Z of continuous functions is a one-cocycle function on X.
By putting c1(x) := c1,1(x), we see that c
n
1 (x) = c1,n(x) by (3.9). By (3.8), we see that
(ψc
n
1 (x)(h(x)), h(φn(x))) ∈ Gaψ. Since the maps below
((x, x), n) ∈ Gaφ × Z
γ−1−→ (x, n, φn(x)) ∈ Gaφ ⋊ Z
ϕh−→ (h(x), cn1 (x), h(φn(x))) ∈ Gaψ ⋊ Z
γ−→ ((h(x), ψ−cn1 (x)(h(φn(x))), cn1 (x)) ∈ Gaψ × Z
(ψc
n
1 (x)×ψcn1 (x))×id−→ (ψcn1 (x)(h(x)), h(φn(x))), cn1 (x)) ∈ Gaψ × Z
are all continuous, the map ξn1 : x ∈ X −→ ξn1 (x) := (ψc
n
1 (x)(h(x)), h(φn(x))) ∈ Gaψ is
continuous.
On the other hand, for (x, z) ∈ Gaφ we see that (x, 0, z) ∈ Gaφ ⋊ Z. Hence there exists
d1(x, z) ∈ Z such that ϕh(x, 0, z) = (h(x), d1(x, z), h(z)). Since ϕh : Gaφ ⋊ Z −→ Gaψ ⋊ Z
is continuous, the function d1 : G
a
φ −→ Z is continuous. For (x, z), (z, w) ∈ Gaφ, we have
(x, 0, w) = (x, 0, z)(z, 0, w) ∈ Gaφ, and hence
(h(x), d1(x,w), h(w)) =ϕh(x, 0, w)
=ϕh(x, 0, z) · ϕh(z, 0, w)
=(h(x), d1(x, z), h(z)) · (h(z), d1(z, w), h(w))
=(h(x), d1(x, z) + d1(z, w), h(w))
so that d1(x,w) = d1(x, z) + d1(z, w) holds, and d1 : G
a
φ −→ Z is a two-cocycle function.
Since the maps below
((x, z), 0) ∈ Gaφ × Z
γ−1−→ (x, 0, z) ∈ Gaφ ⋊ Z
ϕh−→ (h(x), d1(x, z), h(z)) ∈ Gaψ ⋊ Z
γ−→ ((h(x), ψ−d1(x,z)(h(z)), d1(x, z)) ∈ Gaψ × Z
(ψd1(x,z)×ψd1(x,z))×id−→ (ψd1(x,z)(h(x)), h(z)), d1(x, z)) ∈ Gaψ × Z
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are all continuous, the map η1 : (x, z) ∈ Gaφ −→ η1(x, z) := (ψd1(x,z)(h(x)), h(z)) ∈ Gaψ is
continuous.
For (x, n, x′), (x′,m, z) ∈ Gaφ ⋊ Z, the identity ϕh((x, n, x′) · (x′,m, z)) = ϕh(x, n, x′) ·
ϕh(x
′,m, z) is equivalent to the identity
cm1 (φ
n(x)) + d1(φ
m+n(x), z) = cm1 (x
′) + d1(φn(x), x′) + d1(φm(x′), z),
that implies the identity
cm1 (x) + d1(φ
m(x), φm(z)) = cm1 (z) + d1(x, z), (x, z) ∈ Gaφ, m ∈ Z.
We similarly have one-cocycle function c2 : Y → Z and two-cocycle function d2 :
Gaψ −→ Z for the homeomorphism ϕ−1h : Gaψ⋊Z −→ Gaφ⋊Z. Since h−1 = (ϕh)−1|(Gaψ⋊Z)◦ :
(Gaψ ⋊ Z)
◦ = Y −→ (Gaφ ⋊ Z)◦ = X, we see that ϕ−1h = ϕh−1 . By the identity
(x, n, φn(x)) = (ϕ−1h ◦ ϕh)(x, n, φn(x)) for x ∈ X, n ∈ Z,
we have
(ϕ−1h ◦ ϕh)(x, n, φn(x))
=ϕ−1h (h(x), c
n
1 (x), h(φ
n(x)))
=ϕ−1h (h(x), c
n
1 (x), ψ
cn1 (x)(h(x))) · ϕ−1h (ψc
n
1 (x)(h(x)), 0, h(φn(x)))
=(x, c
cn1 (x)
2 (h(x)), h
−1(ψc
n
1 (x)(h(x))) · (h−1(ψcn1 (x)(h(x))), d2(ψcn1 (x)(h(x)), h(φn(x))), φn(x))
=(x, c
cn1 (x)
2 (h(x)) + d2(ψ
cn1 (x)(h(x)), h(φn(x))), φn(x))
so that the identity
c
cn1 (x)
2 (h(x)) + d2(ψ
cn1 (x)(h(x)), h(φn(x))) = n
holds, and similarly
c
cn2 (y)
1 (h
−1(y)) + d1(φc
n
2 (y)(h−1(y)), h−1(ψn(y))) = n, y ∈ Y, n ∈ Z.
For (x, z) ∈ Gaφ, the identity (x, 0, z) = (ϕ−1h ◦ ϕ)(x, 0, z) holds so that we have
(ϕ−1h ◦ ϕh)(x, 0, z)
=ϕ−1h (h(x), d1(x, z), h(z))
=ϕ−1h (h(x), d1(x, z), ψ
d1(x,z)(h(x))) · ϕ−1h (ψd1(x,z)(h(x)), 0, h(z))
=(x, c
d1(x,z)
2 (h(x)), h
−1(ψd1(x,z)(h(x))) · (h−1(ψd1(x,z)(h(x))), d2(ψd1(x,z)(h(x)), h(z)), z)
=(x, c
d1(x,z)
2 (h(x)) + d2(ψ
d1(x,z)(h(x)), h(z)), z).
Hence we have
c
d1(x,z)
2 (h(x)) + d2(ψ
d1(x,z)(h(x)), h(z)) = 0, (x, z) ∈ Gaφ,
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and similarly
c
d2(y,w)
1 (h
−1(y)) + d1(φd2(y,w)(h−1(y)), h−1(w)) = 0, (y,w) ∈ Gaψ.
Therefore we see that (X,φ) ∼
ACOE
(Y, ψ).
(i) =⇒ (ii): Assume that (X,φ) ∼
ACOE
(Y, ψ) and take a homeomorphism h : X −→ Y ,
continuous functions c1 : X −→ Z, c2 : Y −→ Z, and two-cocycle functions d1 : Gaφ −→
Z, d2 : G
a
ψ −→ Z as in Definition 3.2. Let (x, n, z) ∈ Gaφ ⋊ Z be an arbitrary element, so
that (φn(x), z) ∈ Gaφ and we have
(x, n, z) = (x, n, φn(x)) · (φn(x), 0, z).
Put
ϕh(x, n, z) = (h(x), c
n
1 (x), h(φ
n(x)) · (h(φn(x)), d1(φn(x), z), h(z)). (3.10)
By Definition 3.2 (i), (ψc
n
1 (x)(h(x)), h(φn(x))) belongs to Gaψ so that (h(x), c
n
1 (x), h(φ
n(x)))
gives an element of Gaψ ⋊ Z. As (φ
n(x), z) ∈ Gaφ, we see that by Definition 3.2 (iii),
(ψd1(φ
n(x),z)(h(φn(x))), h(z)) belongs to Gaψ so that (h(φ
n(x)), d1(φ
n(x), z), h(z)) gives an
element of Gaψ⋊Z. Hence ϕh(x, n, z) defines an element of the groupoid G
a
ψ⋊Z such that
ϕh(x, n, z) = (h(x), c
n
1 (x) + d1(φ
n(x), z), h(z)).
It is straightforward to see that the equality (1) in Definition 3.2 implies
ϕh((x, n, x
′) · (x′,m, z)) = ϕh(x, n, x′) · ϕh(x′,m, z)
for (x, n, x′), (x′,m, z) ∈ Gaφ ⋊ Z.
Since x ∈ X −→ ξn1 (x) = (ψc
n
1 (x)(h(x)), h(φn(x))) ∈ Gaψ is continuous by Definition
3.2 (i) and
γ−1 ◦ ((ψ−cn1 (x) × ψ−cn1 (x))× id)(ξn1 (x), cn1 (x))
=γ−1(h(x), ψ−c
n
1 (x)(h(φn(x)), cn1 (x))
=(h(x), cn1 (x), h(φ
n(x))),
the map ϕ1h : G
a
φ ⋊Z −→ Gaψ ⋊ Z defined by
ϕ1h(x, n, z) := (h(x), c
n
1 (x), h(φ
n(x)))
is continuous.
And also the map η1 : (x, z) ∈ Gaφ −→ η1(x, z) = (ψd1(x,z)(h(x)), h(z)) ∈ Gaψ is
continuous by Definition 3.2 (iii) and
γ−1((ψ−d1(φ
n(x),z) × ψ−d1(φn(x),z))× id)(η1(φn(x), z), d1(φn(x), z))
=γ−1(h(φn(x)), ψ−d1(φ
n(x),z), d1(φ
n(x), z))
=(h(φn(x)), d1(φ
n(x), z), h(z)).
Hence the map ϕ0h : G
a
φ ⋊ Z −→ Gaψ ⋊Z defined by
ϕ0h(x, n, z) := (h(φ
n(x)), d1(φ
n(x), z), h(z))
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is continuous. Since ϕh(x, n, z) = ϕ
1
h(x, n, z)ϕ
0
h(x, n, z) by (3.10), the map ϕh : G
a
φ⋊Z −→
Gaψ ⋊ Z is continuous.
Similarly we may define a continuous map ϕh−1 : G
a
ψ ⋊ Z −→ Gaφ ⋊ Z from the
homeomorphism h−1 : Y −→ X and one-cocycle function c2 : Y −→ Z, two-cocycle
function d2 : G
a
ψ −→ Z by setting
ϕh−1(y,m,w) = (h
−1(y), cm2 (y) + d2(ψ
m(y), w), h−1(w)) for (y,m,w) ∈ Gaψ ⋊ Z.
We put for (y,m,w) ∈ Gaψ ⋊ Z
(ϕh−1)
1(y,m,w) =(h−1(y), cm2 (y), h
−1(ψm(y))),
(ϕh−1)
0(y,m,w) =(h−1(ψm(y)), d2(ψm(y), w), h−1(w))
so that
ϕh−1(y,m,w) = (ϕh−1)
1(y,m,w) · (ϕh−1)0(y,m,w) for (y,m,w) ∈ Gaψ ⋊ Z.
We will next show that ϕh and ϕh−1 are inverses to each other. For x ∈ X,n ∈ Z, we have
(ϕh−1 ◦ ϕh)(x, n, φn(x))
=ϕh−1(h(x), c
n
1 (x), h(φ
n(x)))
=ϕh−1(h(x), c
n
1 (x), ψ
cn1 (x)(h(x))) · (ψcn1 (x)(h(x)), 0, h(φn(x)))
=(x, c
cn1 (x)
2 (h(x)), h
−1(ψc
n
1 (x)(h(x)))) · (h−1(ψcn1 (x)(h(x))), d2(ψcn1 (x)(h(x)), h(φn(x))), φn(x))
=(x, c
cn1 (x)
2 (h(x)) + d2(ψ
cn1 (x)(h(x)), h(φn(x))), φn(x)).
By the condition of Definition 3.2 (v), we have
(ϕh−1 ◦ ϕh)(x, n, φn(x)) = (x, n, φn(x)).
We also have for (x, z) ∈ Gaφ,
ϕh−1 ◦ ϕh(x, 0, z)
=ϕh−1(h(x), d1(x, z), h(z))
=(x, c
d1(x,z)
2 (h(x)), h
−1(ψd1(x,z)(h(x)))) · (h−1(ψd1(x,z)(h(x))), d2(ψd1(x,z)(h(x)), h(z)), z)
=(x, c
d1(x,z)
2 (h(x)) + d2(ψ
d1(x,z)(h(x)), h(z)), z)
By the condition of Definition 3.2 (vii), we have
(ϕh−1 ◦ ϕh)(x, 0, z) = (x, 0, z).
Therefore we have for (x, n, z) ∈ Gaφ ⋊ Z
(ϕh−1 ◦ ϕh)(x, n, z)
=((ϕh−1 ◦ ϕh)(x, n, φn(x))) · ((ϕh−1 ◦ ϕh)(φn(x), 0, z))
=(x, n, φn(x)) · (φn(x), 0, z)
=(x, n, z).
Similarly we have (ϕh ◦ϕh−1)(y,m,w) = (y,m,w) for (y,m,w) ∈ Gaψ ⋊Z. Hence we have
ϕh−1 = (ϕh)
−1 and ϕh gives rise to an isomorphism Gaφ ⋊ Z −→ Gaψ ⋊ Z of the e´tale
groupoids.
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Smale spaces (X,φ) and (Y, ψ) are said to be stably continuous orbit equivalent if in
Definition 3.2, we may replace Gaφ, G
a
ψ with G
s
φ, G
s
ψ , respectively, and written (X,φ) ∼
SCOE
(Y, ψ). Unstably continuous orbit equivalent is similarly defined by replacing Gaφ, G
a
ψ with
Guφ, G
u
ψ, respectively, and written (X,φ) ∼
UCOE
(Y, ψ). Precise definition of stably continu-
ous orbit equivalet is the following:
Definition 3.5. Smale spaces (X,φ) and (Y, ψ) are said to be stably continuous orbit
equivalent if there exist a homeomorphism h : X −→ Y , continuous functions c1 : X −→
Z, c2 : Y −→ Z, and two-cocycle functions d1 : Gsφ −→ Z, d2 : Gsψ −→ Z such that
(1) cm1 (x) + d1(φ
m(x), φm(z)) = cm1 (z) + d1(x, z), (x, z) ∈ Gsφ, m ∈ Z.
(2) cm2 (y) + d2(ψ
m(y), ψm(w)) = cm2 (w) + d2(y,w), (y,w) ∈ Gsψ,m ∈ Z.
and,
(i) For each n ∈ Z, there exits a continuous function k1,n : X −→ Z+ such that
(ψk1,n(x)+c
n
1 (x)(h(x)), ψk1,n(x)(h(φn(x)))) ∈ Gs,0ψ .
(ii) For each n ∈ Z, there exits a continuous function k2,n : Y −→ Z+ such that
(φk2,n(y)+c
n
2 (y)(h−1(y)), φk2,n(y)(h−1(φn(y)))) ∈ Gs,0φ .
(iii) There exists a continuous function m1 : G
s
φ −→ Z+ such that
(ψm1(x,z)+d1(x,z)(h(x)), ψm1(x,z)(h(z))) ∈ Gs,0ψ for (x, z) ∈ Gsφ.
(iv) There exists a continuous function m2 : G
s
ψ −→ Z+ such that
(φm2(y,w)+d2(y,w)(h−1(y)), φm2(y,w)(h−1(w))) ∈ Gs,0φ for (y,w) ∈ Gsψ.
(v) c
cn1 (x)
2 (h(x)) + d2(ψ
cn1 (x)(h(x)), h(φn(x))) = n, x ∈ X, n ∈ Z.
(vi) c
cn2 (y)
1 (h
−1(y)) + d1(φc
n
2 (y)(h−1(y)), h−1(ψn(y))) = n, y ∈ Y, n ∈ Z.
(vii) c
d1(x,z)
2 (h(x)) + d2(ψ
d1(x,z)(h(x)), h(z)) = 0, (x, z) ∈ Gsφ.
(viii) c
d2(y,w)
1 (h
−1(y)) + d1(φd2(y,w)(h−1(y)), h−1(w)) = 0, (y,w) ∈ Gsψ.
If we replace Gs,0φ , G
s,0
ψ , G
s
φ, G
s
ψ with G
u,0
φ , G
u,0
ψ , G
u
φ, G
u
ψ , respectively, then (X,φ) and
(Y, ψ) are said to be unstably continuous orbit equivalent.
We may show the following theorem in a similar fashion to Theorem 3.4.
Theorem 3.6. Suppose that the Smale spaces (X,φ) and (Y, ψ) are irreducible. Then the
following conditions are equivalent:
(i) (X,φ) ∼
SCOE
(Y, ψ) (resp. (X,φ) ∼
UCOE
(Y, ψ))
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(ii) The groupoids Gsφ ⋊ Z and G
s
ψ ⋊ Z (resp. G
u
φ ⋊ Z and G
u
ψ ⋊ Z) are isomorphic as
topological groupoids.
We note that the groupoids Gsφ, G
s
ψ , G
u
φ, G
u
ψ above are the non-e´tale groupoids appear-
ing in Lemma 2.6 which had been defined in [24]. We do not know whether or not the
corresponding theorem holds for e´tale groupoids defined from φ-invariant set of stable or
unstable equivalence relations appearing in [28].
4 Asymptotic periodic orbits of Smale spaces
Let (X,φ) be an irreducible Smale space.
Definition 4.1. An element x ∈ X is called a stably asymptotic periodic point if there
exists p ∈ Z with p 6= 0 such that (x, φp(x)) ∈ Gsφ. We call such p asymptotic period of x.
If |p| is the least positive such number, it is said to be the least asymptotic period of x.
We note that the asymptotic period is possibly negative, and hence if p is the least
asymptotic period, then −p is also the least asymptotic period.
Throughout this section, we assume that (X,φ) ∼
SCOE
(Y, ψ) and keep a homeomor-
phism h : X −→ Y , continuous functions c1, c2 and two-cocycle functions d1, d2 which
give rise to stably asymptotic continuous orbit equivalence between (X,φ) and (Y, ψ) as
in Definition 3.5.
Lemma 4.2. If x ∈ X is a stably asymptotic periodic point with asymptotic period p, then
h(x) is also a stably asymptotic periodic point with asymptotic period cp1(x)+ d1(φ
p(x), x).
Proof. Since (x, φp(x)) ∈ Gsφ and hence (x, p, x) ∈ Gsφ ⋊ Z, we have
ϕh(x, p, x) = (h(x), c
p
1(x) + d1(φ
p(x), x), h(x)).
As (X,φ) ∼
SCOE
(Y, ψ), h(x) is a stably asymptotic periodic point in Y with asymptotic
period cp1(x) + d1(φ
p(x), x).
Lemma 4.3. Let x ∈ X be a stably asymptotic periodic point with least asymptotic period
p. Let p′ be the least asymptotic period of h(x). Then we have the equality
cnp
′
2 (h(x)) + d2(ψ
np′(h(x)), h(x)) = n · (cp′2 (h(x)) + d2(ψp
′
(h(x)), h(x))) (4.1)
for all n ∈ Z.
Proof. Suppose that (x, φp(x)) ∈ Gsφ. Put y = h(x) and q′ = cp1(x) + d1(φp(x), x). By the
preceding lemma, we know that y has asymptotic period q′, so that (y, p′, y) ∈ Gsψ⋊Z. Now
suppose that the equality (4.1) holds for n = k. Since (y, p′, y)(y, kp′, y) = (y, (k+1)p′, y),
we get
ϕh−1((y, p
′, y)(y, kp′, y)) = ϕh−1(y, (k + 1)p
′, y). (4.2)
The left hand side of (4.2) equals
ϕh−1(y, p
′, y)ϕh−1(y, kp
′, y)
=(h−1(y), cp
′
2 (y) + d2(ψ
p′(y), y), h−1(y)) · (h−1(y), ckp′2 (y) + d2(ψkp
′
(y), y), h−1(y))
=(h−1(y), cp
′
2 (y) + d2(ψ
p′(y), y) + ckp
′
2 (y) + d2(ψ
kp′(y), y), h−1(y)).
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The right hand side of (4.2) equals
ϕh−1(y, (k + 1)p
′, y) = (h−1(y), c(k+1)p
′
2 (y) + d2(ψ
(k+1)p′(y), y), h−1(y))
so that we have
cp
′
2 (y) + d2(ψ
p′(y), y) + ckp
′
2 (y) + d2(ψ
kp′(y), y) = c
(k+1)p′
2 (y) + d2(ψ
(k+1)p′(y), y).
By induction, we obtain the desired equalities for all n ∈ N, and hence for all n ∈ Z in a
similar way.
Lemma 4.4. If x ∈ X is a stably asymptotic periodic point with asymptotic period p, then
h(x) is also a stably asymptotic periodic point with asymptotic period cp1(x)+ d1(φ
p(x), x).
If in particular, p is the least asymptotic period of x, then cp1(x) + d1(φ
p(x), x) is the least
asymptotic period of h(x).
Proof. It suffices to show the “If in particular” part. Suppose that (x, φp(x)) ∈ Gsφ and
p is the least asymptotic period of x. We will show that cp1(x) + d1(φ
p(x), x) is the
least asymptotic period of h(x). Let p′ be the the least asymptotic period of h(x). Put
q′ = cp1(x) + d1(φ
p(x), x), so that q′ = n · p′ for some n ∈ Z. We will prove that n = ±1.
We have
(x, p, x) =(ϕh−1 ◦ ϕh)(x, p, x)
=ϕh−1(h(x), q
′, h(x))
=(x, cq
′
2 (h(x)) + d2(ψ
q′(h(x)), h(x)), x).
Hence p = cq
′
2 (h(x)) + d2(ψ
q′(h(x)), h(x)). As q′ = np′, the preceding lemma tells us that
p = n · (cp′2 (h(x)) + d2(ψp
′
(h(x)), h(x))). (4.3)
Since p′ is (the least) asymptotic period of h(x), we have (ψp
′
(h(x)), h(x)) ∈ Gsψ, so that
by Definition 3.5 (iv), we have
(φd2(ψ
p′ (h(x)),h(x))(h−1(ψp
′
(h(x))), h−1(h(x))) ∈ Gsφ. (4.4)
By Definition 3.5 (ii), we have (φc
p′
2 (h(x))(x), h−1(ψp
′
(h(x)))) ∈ Gsφ and hence
(φc
p′
2 (h(x))+d2(ψ
p′ (h(x)),h(x))(x), φd2(ψ
p′ (h(x)),h(x))(h−1(ψp
′
(h(x))))) ∈ Gsφ. (4.5)
By (4.4) and (4.5), we have
(φc
p′
2 (h(x))+d2(ψ
p′ (h(x)),h(x))(x), x) ∈ Gsφ. (4.6)
As p is the least asymptotic period of x, we have
cp
′
2 (h(x)) + d2(ψ
p′(h(x)), h(x)) = p ·m′ for some m′ ∈ Z. (4.7)
By (4.3) and (4.7), we have
p = n ·m′ · p
so that we conclude that n = ±1 and hence cp1(x) + d1(φp(x), x) is the least asymptotic
period of h(x).
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For a stably asymptotic periodic point x ∈ X with asymptotic period p, We put
cph(x) := c
p
1(x) + d1(φ
p(x), x) ∈ Z.
If p is the least asymptotic period, the preceding proposition tells us that
cnph (x) = n · cph(x) for n ∈ Z.
In this case, as any asymptotic period q of x is written q = m · p for some m ∈ Z with
m 6= 0, we have cnmph (x) = nm · cph(x) = n · cmph (x) so that cnqh (x) = n · cqh(x).
For a periodic point x ∈ X, the finite set {φn(x) | n ∈ Z} is called a periodic orbit.
Let us denote by
Porb(X) := the set of periodic orbits of (X,φ).
A periodic point with period p is called a p-periodic point. Let Perp(X) be the set of
p-periodic points of (X,φ). The following theorem due to R. Bowen tells us that the set
Perp(X) is finite for each p because so is Perp(X¯A).
Theorem 4.5 ([2, Theorem 3.12]). Let (X,φ) be an irreducible Smale space. Then there
exists an irreducible subshift of finite type (X¯A, σ¯A) such that there exists a finite-to-one
factor map ϕ : (X¯A, σ¯A) −→ (X,φ).
For a periodic orbit γ ∈ Porb(X), take a periodic point x ∈ X such that γ = {φn(x) |
n ∈ Z}. The cardinality of the set {φn(x) | n ∈ Z} is called the length of γ and written |γ|.
We will show that the periodic orbits Porb(X) and Porb(Y ) are related by their cocycle
functions under the condition (X,φ) ∼
SCOE
(Y, ψ). We provide the following lemma
Lemma 4.6. Suppose that (X,φ) ∼
SCOE
(Y, ψ). Let x ∈ X be a periodic point in X such
that φp(x) = x. Put q = |cp1(x)|. Then we have
(i) ckp1 (x) = kc
p
1(x) for k ∈ Z.
(ii) ψq(h(x)) ∈ Y s(h(x)) so that the limit limk→∞ ψqk(h(x)) exists in Y.
(iii) Put ηh(x) = limk→∞ ψqk(h(x)). Then
ηh(φ
n(x)) = ψc
n
1 (x)(ηh(x)) for n ∈ Z. (4.8)
In particular, ηh(x) is a q-periodic point in Y .
(iv) ηh(x) ∈ Y s(h(x)).
(v) If p is the least period of x, then cp1(x) is the least period of ηh(x).
(vi) c
c
p
1(x)
2 (ηh(x)) = p.
Proof. (i) Since φp(x) = x, we have d1(φ
p(x), x) = 0 so that cph(x) = c
p
1(x)+d1(φ
p(x), x) =
cp1(x). Hence the equality c
p
1(x) · k = ckp1 (x) for k ∈ Z is immediate.
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(ii) We have (ψq(h(x)), h(x)) = (ψc
p
1(x)(h(x)), h(φp(x))) which belongs to Gsψ because
of Definition 3.5 (i), so that ψq(h(x)) ∈ Y s(h(x)). By using [28, Lemma 5.3], the element
limk→∞ ψqk(h(x)) exists in Y and is a periodic point with period q.
(iii) By Definition 3.5 (i) with Lemma 2.6 , we have
lim
k→∞
ψqk(h(φn(x))) = lim
k→∞
ψqk(ψc
n
1 (x)(h(x))) = ψc
n
1 (x)( lim
k→∞
ψqk(h(x)))
so that the equality (4.8) holds.
(iv) For each n ∈ Z, we have qn = |cp1(x)|n by (i) so that the equality
lim
k→∞
ψqk(ψqn(h(x))) = lim
k→∞
ψqk(h(φpn(x))) = lim
k→∞
ψqk(h(x))
holds because of Definition 3.5 (i). It then follows that
lim
n→∞ψ
qn(ηh(x)) = lim
n→∞ψ
qn( lim
k→∞
ψqk(h(x)))
= lim
n→∞( limk→∞
ψqn+qk(h(x)))
= lim
n→∞
(
lim
k→∞
ψqk(ψqn(h(x)))
)
= lim
n→∞
(
lim
k→∞
ψqk(h(x))
)
= lim
k→∞
ψqk(h(x)) = ηh(x)
and also for j = 1, . . . , q − 1,
lim
n→∞ψ
qn+j(ηh(x)) =ψ
j
(
lim
n→∞ψ
qn(ηh(x))
)
=ψj
(
lim
n→∞ψ
qn(h(x))
)
= lim
n→∞ψ
qn+j(h(x)).
Hence we have
lim
n→∞ d(ψ
n(ηh(x)), ψ
n(h(x))) = 0
where the above d(·, ·) is the metric on Y , so that we obtain that ηh(x) ∈ Y s(h(x)).
(v) Assume that p is the least period of x. We will show that q = |cp1(x)| is the least
period of ηh(x). Let q0 be the least period of ηh(x), such that q = q0 ·m for some m ∈ N
and ψq0(ηh(x)) = ηh(x). Hence we have
lim
k→∞
ψqk+j(ψq0(h(x))) = lim
k→∞
ψqk+j(h(x)), j = 0, 1, . . . , q − 1
so that
lim
n→∞ψ
n(ψq0(h(x))) = lim
n→∞ψ
n(h(x)).
By Lemma 2.6, we have (ψq0(h(x)), h(x)) ∈ Gsψ and hence q0 is an asymptotic period of
h(x) . As q is the least asymptotic period of h(x) by Lemma 4.4 and q = q0 ·m, we get
m = 1, that is, q is the least period of ηh(x).
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(vi) We will prove cq2(ηh(x)) = p for the case q = c
p
1(x). The other case q = −cp1(x) =
c−p1 (x) is similarly shown. As the function c
q
2 is continuous, we have
cq2(ηh(x)) = lim
k→∞
cq2(ψ
qk(h(x))).
By the cocycle property (3.2) for c2 and Definition 3.5 (v), we have
cq2(ψ
qk(h(x))) =cq+qk2 (h(x)) − cqk2 (h(x))
=c
c
(k+1)p
1 (x)
2 (h(x)) − c
c
kp
1 (x)
2 (h(x))
=
(
(k + 1)p − d2(ψc
(k+1)p
1 (x)(h(x)), h(φ(k+1)p(x)))
)
−
(
kp− d2(ψc
kp
1 (x)(h(x)), h(φkp(x)))
)
=p− d2(ψ(k+1)q(h(x)), h(x)) + d2(ψkp(h(x)), h(x)).
We have
lim
n→∞ψ
n(ψqk(h(x))) = lim
n→∞ψ
n(h(φqk(x))) = lim
n→∞ψ
n(h(x))
and
lim
n→∞ d(ψ
n(ψqk(h(x))), ψn(h(x))) = 0,
where the above d(·, ·) is the metric on Y . This implies that ψqk(h(x)) ∈ Y s(h(x)) for all
k ∈ Z. As ηh(x) ∈ Y s(h(x)) by (iv), we have ψqk(h(x)) ∈ Y s(ηh(x)) for all k ∈ Z, so that
there exists k0 ∈ N such that for all k ≥ k0 and l ∈ N
d(ψql(ψqk(h(x))), ψql(ηh(x))) < ǫ0.
Hence for j = 1, . . . , q − 1, there exists kj ∈ N such that for all k ≥ kj and l ∈ N
d(ψql+j(ψqk(h(x))), ψql+j(ηh(x))) < ǫ0.
We then find K ∈ N such that for all k ≥ K and n ∈ N,
d(ψn(ψqk(h(x))), ψn(ηh(x))) < ǫ0.
This implies ψqk(h(x)) ∈ Y s(ηh(x), ǫ0) for all k ≥ K. Since
lim
k→∞
ψ(k+1)q(h(x)) = lim
k→∞
ψqk(h(x)) = ηh(x),
by the continuity of d2, we see that
lim
k→∞
d2(ψ
(k+1)q(h(x)), h(x)) = lim
k→∞
d2(ψ
kp(h(x)), h(x)) = d2(ηh(x), h(x)),
thus proving limk→∞ c
q
2(ψ
qk(h(x))) = p.
For a q-periodic point y in Y, we put
ηh−1(y) = lim
m→∞φ
|cq2(y)|·m(h−1(y)).
The above limit exists in X by a similar manner to Lemma 4.6 (ii), and ηh−1(y) is c
q
2(y)-
periodic point in X.
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Lemma 4.7. For a periodic point x in X, we have
ηh−1(ηh(x)) = φ
−d2(ηh(x),h(x))(x). (4.9)
Hence ηh−1(ηh(x)) belongs to the periodic orbit of x under φ.
Proof. Suppose that φp(x) = x. Take the constants 0 < ǫ1 < ǫ0 and 0 < λ0 < 1 for the
Smale space (X,φ) as in Definition 2.1 and right after Definition 2.1. By using Definition
3.5 (ii), we know that Lemma 4.6 (iv) implies that (ηh(x), h(x)) ∈ Gsψ, so that
(φd2(ηh(x),h(x))(h−1(ηh(x))), x) ∈ Gsφ
because of Definition 3.5 (iv). Hence for ǫ > 0 with 0 < ǫ < ǫ1, there exists n0 ∈ N such
that
d(φn(φn0(φd2(ηh(x),h(x))(h−1(ηh(x))))), φn(φn0(x))) < ǫ for n = 0, 1, 2, . . .
where the above d(·, ·) is the metric on X, and hence
φn0(φd2(ηh(x),h(x))(h−1(ηh(x)))) ∈ Xs(φn0(x), ǫ).
For any l ∈ N, we have by (2.3)
d(φl(φn0+d2(ηh(x),h(x))(h−1(ηh(x)))), φl(φn0(x)))
≤λl0d(φn0+d2(ηh(x),h(x))(h−1(ηh(x)))), φn0(x)) ≤ λl0 · ǫ
so that
lim
n→∞φ
|p|n(φn0+d2(ηh(x),h(x))(h−1(ηh(x)))) = lim
n→∞φ
|p|n(φn0(x)) = φn0(x).
Since
lim
n→∞φ
|p|n(φn0+d2(ηh(x),h(x))(h−1(ηh(x))) =φn0+d2(ηh(x),h(x))
(
lim
n→∞φ
|p|n(h−1(ηh(x)))
)
=φn0+d2(ηh(x),h(x))(ηh−1(ηh(x))),
the equality
φn0+d2(ηh(x),h(x))(ηh−1(ηh(x))) = φ
n0(x)
holds, thus proving (4.9).
We thus reach the following proposition.
Proposition 4.8. Suppose that (X,φ) ∼
SCOE
(Y, ψ). Then there exists a bijective map
ξh : Porb(X) −→ Porb(Y ) such that
|ξh(γ)| = |c|γ|1 (x)| for γ ∈ Porb(X) with γ = {φn(x) | n ∈ Z}.
21
Proof. For γ = {φn(x) | n ∈ Z} ∈ Porb(X), put p = |γ| the positive least period of x.
Define
ξh(γ) = {ψn(ηh(x)) | n ∈ Z}
Since ηh(x) is a periodic point in Y with its least period c
p
1(x), ξh(γ) is a periodic orbit
in Y such that |ξh(γ)| = |cp1(x)|. We note the corresponding statement for h−1 to Lemma
4.6 (iii) holds so that we have the equality
ηh−1(ψ
n(y)) = φc
n
2 (y)(ηh−1(y)), n ∈ Z (4.10)
for a periodic point y ∈ Y . By (4.8) and (4.10), we have
ηh−1(ψ
n(ηh(x))) = φ
cn2 (ηh(x))(ηh−1(ηh(x))) = φ
cn2 (ηh(x))−d2(ηh(x)),h(x))(x)
Hence ηh−1(ψ
n(ηh(x))) belongs to γ so that we have ξh−1(ξh(γ)) = γ. Similarly we have
ξh(ξh−1(γ
′)) = γ′ for γ′ ∈ Porb(Y ). We thus conclude that the map ξh : Porb(X) −→
Porb(Y ) is bijective and satisfies the desired property.
The zeta function ζφ(t) for the dynamical system (X,φ) is defined by
ζφ(t) := exp
{ ∞∑
n=1
tn
n
|Pern(X)|
}
(cf.[2], [13], [23], [34]),
where |Pern(X)| means the cardinal number of the finite set Pern(X). Suppose that
(X,φ) ∼
SCOE
(Y, ψ). By Proposition 4.8, there exists a bijective map ξh : Porb(X) −→
Porb(Y ) such that
|ξh(γ)| = |c|γ|1 (x)| for γ ∈ Porb(X) with γ = {φn(x) | n ∈ Z}.
We set the two kinds of dynamical zeta functions
ζξh(t) :=
∏
γ∈Porb(X)
(1− t|ξh(γ)|)−1
and
ζφ,c1(s) := exp


∞∑
n=1
1
n
∑
x∈Pern(X)
exp(−s|cn1 (x)|)

 (cf.[23], [34]).
By putting t = e−s, we see that
ζξh(t) = ζφ,c1(s)
by general theory of dynamical zeta function (cf. [23], [34]).
Theorem 4.9. Suppose that (X,φ) ∼
SCOE
(Y, ψ). Let h : X −→ Y be a homeomorphism
which gives rise to a stably asymptotic continuous orbit equivalence between them. Then
we have
ζφ(t) = ζξh−1 (t), ζψ(t) = ζξh(t).
Proof. There exists a bijection ξh : Porb(X) −→ Porb(Y ) such that |ξh(γ)| = |c|γ|1 (x)| for
γ ∈ Porb(X) with γ = {φn(x) | n ∈ Z}. As ξh is bijective with |ξh(γ)| = |c|γ|1 (x)|, it is
direct to see that ζψ(t) = ζξh(t), and similarly ζφ(t) = ζξh−1 (t).
We remark that a similat statement under the condition (X,φ) ∼
UCOE
(Y, ψ) to the
above theorem holds.
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5 Asymptotic Ruelle algebras Raφ with dual actions
Let us recall the construction of the groupoid C∗-algebras from e´tale groupoids ([29]). Let
G be an e´tale groupoid with range map r : G −→ G◦ and source map s : G −→ G◦ from
G to the unit space G◦ of G. In [29], “r-discrete” was used instead of “e´tale”.
The (reduced) groupoid C∗-algebra C∗r (G) for an e´tale groupoid G is defined as in the
following way ([29]). Let Cc(G) be the set of all continuous functions on G with compact
support that has a natural product structure of ∗-algebra given by
(f ∗ g)(u) =
∑
r(t)=r(u)
f(t)g(t−1u) =
∑
u=t1t2
f(t1)g(t2),
f∗(u) = f(u−1), f, g ∈ Cc(G), u ∈ G.
Let C0(G
◦) be the C∗-algebra of all continuous functions on the unit space G◦ that vanish
at infinity. The algebra Cc(G) is a C0(G
◦)-right module, endowed with a C0(G◦)-valued
inner product given by
(ξf)(t) =ξ(t)f(s(t)), ξ ∈ Cc(G), f ∈ C0(G◦), t ∈ G,
< ξ, η > (x) =
∑
x=s(t)
ξ(t)η(t), ξ, η ∈ Cc(G), x ∈ G◦.
Let us denote by l2(G) the completion of the inner product C0(G
◦)-module Cc(G). It is a
Hilbert C∗-right module over the commutative C∗-algebra C0(G◦). We denote by B(l2(G))
the C∗-algebra of all bounded adjointable C0(G◦)-module maps on l2(G). Let π be the
∗-homomorphism of Cc(G) into B(l2(G)) defined by π(f)ξ = f ∗ ξ for f, ξ ∈ Cc(G). Then
the closure of π(Cc(G)) in B(l
2(G)) is called the (reduced) C∗-algebra of the groupoid G,
that we denote by C∗r (G). If we endow Cc(G) with the universal C∗-norm, its completion is
called the the (full) C∗-algebra of the groupoid G, that we denote by C∗(G). By a general
theory of groupoid C∗-algebras, C∗r (G) is canonically isomorphic to C∗(G) if the groupoid
is amenable ([29]). An e´tale groupoid G is said to be essentially principal if the interior of
G′ = {γ ∈ G | s(γ) = r(γ)} is G◦ ([30, Definition 3.1]). By Renault [29, Proposition 4.7],
[30, Proposition 4.2], C0(G
◦) is maximal abelian in C∗r (G) if and only if G is essentially
principal.
Definition 5.1. A Smale space (X,φ) is said to be asymptotically essentially free if the
interior of the set of n-asymptotic periodic points {x ∈ X | (φn(x), x) ∈ Gaφ} is empty for
every n ∈ Z with n 6= 0.
We are always assuming that the space X is infinite. Recall that a Smale space (X,φ)
is said to be irreducible if for every ordered pair of open sets U, V ⊂ X, there exists K ∈ N
such that φK(U) ∩ V 6= ∅. It is equivalent to the condition that for every ordered pair of
open sets U, V ⊂ X, there exists K ∈ N such that φ−K(U) ∩ V 6= ∅. The referee kindly
showed to the author the following lemma with its proof below. The author deeply thanks
the referee.
Lemma 5.2. If a Smale space (X,φ) is irreducible and X is infinite, then (X,φ) is
asymptotically essentially free.
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Proof. Let Un, n ∈ N be a countable base of open sets of the topology of X. Since (X,φ)
is irreducible, the set ∪∞n=0φ−n(Um) is dense in X for every m ∈ N. By Baire’s category
theorem, ∩∞m=1 ∪∞n=0 φ−n(Um) is dense in X. The set ∩∞m=1 ∪∞n=0 φ−n(Um) coincides with
the set of points whose forward orbit is dense in X. Now suppose that for a fixed n 6= 0,
the interior of the set of n-asymptotic periodic points {x ∈ X | (φn(x), x) ∈ Gaφ} contains
a non-empty open set U . There exists a point x ∈ U such that the forward orbit of x is
dense in X. Since (φn(x), x) ∈ Gaφ, we have
lim
m→∞ d(φ
m(φn(x)), φm(x)) = 0
so that φn(x) ∈ Xs(x). By [28, Lemma 5.3], there exists limk→∞ φkn(x), denoted by
y, in the set of n-periodic points Pern(X). We note that although [28, Lemma 5.3] is
considering only mixing Smale spaces, the assertion [28, Lemma 5.3] holds in the irre-
ducible Smale space with X being infinite. Since X is infinite, one may find a point
z 6∈{y, φ(y), . . . , φn−1(y)}. Put ǫ = 14Min{d(z, φi(y)) | i = 0, 1, . . . , n − 1}. Let us denote
by Nǫ(z) the ǫ-neighborhood of z of open ball. We put V = ∪n−1i=0Nǫ(φi(y)) so that we
have V ∩Nǫ(z) = ∅. Since X is compact, there exists δ > 0 such that for all w1, w2 ∈ X,
d(w1, w2) < δ implies d(φ
j(w1), φ
j(w2)) < ǫ for all j = 0, 1, . . . , n − 1. In particular,
for j = 0, we have δ < ǫ. Since limk→∞ φkn(x) = y, there exists K ∈ N such that
d(φkn(x), y) < δ for all k ≥ K. Hence we have
d(φj(φkn(x)), φj(y)) < ǫ for all j = 0, 1, . . . , n− 1, k ≥ K
so that φkn+j(x) ∈ Nǫ(φj(y)) for all j = 0, 1, . . . , n− 1, k ≥ K. Hence we have φm(x) ∈ V
for all m ≥ K · n. This contradicts the condition that the forward orbit of x is dense in
X. We thus conclude that the interior of the set {x ∈ X | (φn(x), x) ∈ Gaφ} is empty.
Lemma 5.3. A Smale space (X,φ) is asymptotically essentially free if and only if the
groupoid Gaφ ⋊ Z is essentially principal.
Proof. As we have
(Gaφ ⋊ Z)
′ = ∪n∈Z {(x, n, z) ∈ Gaφ ⋊Z | x = z}
= ∪n∈Z {(x, n, x) ∈ X × Z×X | (φn(x), x) ∈ Gaφ},
the interior int((Gaφ ⋊ Z)
′) of Gaφ ⋊ Z is
int((Gaφ ⋊ Z)
′) = ∪n∈Zint({(x, n, x) ∈ X × Z×X | (φn(x), x) ∈ Gaφ}).
For n = 0, we see that
int({(x, 0, x) ∈ X × Z×X | (x, x) ∈ Gaφ}) = (Gaφ ⋊Z)◦ = X.
Hence int((Gaφ⋊Z)
′) = (Gaφ⋊Z)
◦ if and only if int({(x, n, x) ∈ X×Z×X | (φn(x), x) ∈ Gaφ})
is empty for all n ∈ Z except n = 0. This implies that (X,φ) is asymptotically essentially
free if and only if Gaφ ⋊ Z is essentially principal.
The following proposition as well as Lemma 5.5 is well-known to experts through [24,
Theorem 3.1]. The proof is also direct from Renault’s result [29, Proposition 4.6].
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Proposition 5.4. If a Smale space (X,φ) is irreducible, then the groupoid C∗-algebra
C∗r (Gaφ ⋊ Z) is simple.
Lemma 5.5 (cf. [28, Theorem 1.1]). The groupoids Gaφ and G
a
φ ⋊ Z are both amenable.
By Lemma 5.5, the full groupoid C∗-algebras C∗(Gaφ), C
∗(Gaφ ⋊ Z) and the reduced
groupoid C∗-algebras C∗r (Gaφ), C
∗
r (G
a
φ⋊Z) are canonically isomorphic respectively. We do
not distinguish them and write them C∗(Gaφ), C
∗(Gaφ ⋊ Z), respectively.
For an irreducible Smale space (X,φ), the asymptotic Ruelle algebra Raφ is defined as
the groupoid C∗-algebras C∗(Gaφ⋊Z) of the e´tale groupoid G
a
φ⋊Z. The algebra has been
written Ra in Putnam’s paper [24]. In this paper, we denote it by Raφ. As in the papers
[24], [28], the groupoid Gaφ⋊Z is the semidirect product of the goupoid G
a
φ by the integer
group Z, one knows that the algebra Raφ is naturally isomorphic to the crossed product
C∗-algebra C∗(Gaφ)⋊ Z of the groupoid C
∗-algebra C∗(Gaφ) by Z.
In the construction of the groupoid C∗-algebras C∗(Gaφ⋊Z), we first define the unitary
group Uφt for t ∈ T = R/Z on l2(Gaφ ⋊ Z) by setting
[Uφt ξ](x, n, z) = exp(2π
√−1nt)ξ(x, n, z) (5.1)
for ξ ∈ l2(Gaφ⋊Z), (x, n, z) ∈ Gaφ⋊Z. The automorphisms Ad(Uφt ), t ∈ T on B(l2(Gaφ⋊Z))
leave Raφ globally invariant, and yield an action of T on Raφ. Let us denote by ρφt the action
Ad(Uφt ), t ∈ T on Raφ. It is direct to see that the action is exactly corresponds to the dual
action of the crossed product C∗(Gaφ)⋊ Z.
A continuous function f : Gaφ ⋊ Z → Z is called a continuous homomorphism if it
satisfies
f(γ1γ2) = f(γ1) + f(γ2) for γ1, γ2 ∈ Gaφ ⋊ Z.
It defines a one-parameter unitary group Ut(f), t ∈ T on l2(Gaφ ⋊ Z) by setting
[Ut(f)ξ](x, n, z) = exp(2π
√−1f(x, n, z)t)ξ(x, n, z) (5.2)
for ξ ∈ l2(Gaφ ⋊ Z), (x, n, z) ∈ Gaφ ⋊ Z. If in particular for the continuous homomorphism
dφ(x, n, z) = n, we have Ut(dφ) = U
φ
t by (5.1).
Now suppose that (X,φ) ∼
ACOE
(Y, ψ). Let ϕh : G
a
φ⋊Z −→ Gaψ⋊Z be the isomorphism
of the e´tale groupoids and h : X −→ Y the homeomorphism which give rise to the
asymptotic continuous orbit equivalence between them. We define two unitaries
Vh : l
2(Gaψ ⋊Z) −→ l2(Gaφ ⋊ Z), Vh−1 : l2(Gaφ ⋊ Z) −→ l2(Gaψ ⋊ Z),
by setting
[Vhζ](x, n, z) =ζ(ϕh(x, n, z)), ζ ∈ l2(Gaψ ⋊Z), (x, n, z) ∈ Gaφ ⋊ Z, (5.3)
[Vh−1ξ](y,m,w) =ξ(ϕh−1(y,m,w)), ξ ∈ l2(Gaφ ⋊ Z), (y,m,w) ∈ Gaψ ⋊ Z. (5.4)
Since the unit space (Gaφ ⋊ Z)
◦ is identified with the original space X through the corre-
spondence (x, 0, x) ∈ (Gaφ ⋊ Z)◦ −→ x ∈ X and (Gaφ ⋊ Z)◦ is clopen in Gaφ ⋊ Z, we regard
C(X) as a subalgebra of Raφ. Similarly C(Y ) is regarded as a subalgebra of Raψ.
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Proposition 5.6. Suppose that (X,φ) ∼
ACOE
(Y, ψ), and keep the above notation. Let
ϕh : G
a
φ⋊Z −→ Gaψ⋊Z be the isomorphism of the e´tale groupoids giving rise to (X,φ) ∼
ACOE
(Y, ψ). Let f : Gaφ⋊Z −→ Z and g : Gaψ⋊Z −→ Z be continuous homomorphisms satisfying
f = g ◦ ϕh. Then there exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that
Φ(C(X)) = C(Y ) and
Φ ◦ Ad(Ut(f)) = Ad(Ut(g)) ◦ Φ, for t ∈ T. (5.5)
Proof. We set Φ = Ad(Vh−1). It satisfies Φ(Cc(G
a
φ⋊Z)) = Cc(G
a
ψ⋊Z) and hence Φ(Raφ) =
Raψ, and Φ(C(X)) = C(Y ). For ζ ∈ l2(Gaψ ⋊ Z), (y,m,w) ∈ Gaψ ⋊ Z and a ∈ Cc(Gaφ ⋊ Z),
we have the following equalities:
[(Φ ◦ Ad(Ut(f)))(a)ζ](y,m,w)
=[Vh−1Ut(f)aUt(f)
∗Vhζ](y,m,w)
=[Ut(f)aUt(f)
∗Vhζ](ϕ−1h (y,m,w))
=exp(2π
√−1f(ϕ−1h (y,m,w))t)[a ∗ (Ut(f)∗Vhζ)](ϕ−1h (y,m,w))
=exp(2π
√−1f(ϕ−1h (y,m,w))t)

 ∑
r(γ)=r(ϕ−1h (y,m,w))
a(γ)(Ut(f)
∗Vhζ)(γ−1ϕ−1h (y,m,w))


=exp(2π
√−1f(ϕ−1h (y,m,w))t)
 ∑
r(γ)=h−1(y)
a(γ)exp(−2π√−1f(γ−1ϕ−1h (y,m,w))t)(Vhζ)(γ−1ϕ−1h (y,m,w))


=exp(2π
√−1f(ϕ−1h (y,m,w))t)
 ∑
r(γ)=h−1(y)
a(γ)exp(−2π√−1(f(γ−1) + f(ϕ−1h (y,m,w)))t)(Vhζ)(γ−1ϕ−1h (y,m,w))


=
∑
r(γ)=h−1(y)
a(γ)exp(−2π√−1f(γ−1)t)ζ(ϕh(γ−1) · (y,m,w))
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and
[(Ad(Ut(g)) ◦ Φ)(a)ζ](y,m,w)
=[Ut(g)Vh−1aVhUt(g)
∗ζ](y,m,w)
=exp(2π
√−1g(y,m,w)t)[Vh−1aVhUt(g)∗ζ](y,m,w)
=exp(2π
√−1g(y,m,w)t)[aVhUt(g)∗ζ](ϕ−1h (y,m,w))
=exp(2π
√−1g(y,m,w)t)

 ∑
r(γ)=r(ϕ−1h (y,m,w))
a(γ)(VhUt(g)
∗ζ)(γ−1ϕ−1h (y,m,w))


=exp(2π
√−1g(y,m,w)t)

 ∑
r(γ)=h−1(y)
a(γ)(Ut(g)
∗ζ)(ϕh(γ−1ϕ−1h (y,m,w)))


=exp(2π
√−1g(y,m,w)t)
 ∑
r(γ)=h−1(y)
a(γ)exp(−2π√−1g(ϕh(γ−1) · (y,m,w))t)ζ(ϕh(γ−1) · (y,m,w))


=
∑
r(γ)=h−1(y)
a(γ)exp(−2π√−1g(ϕh(γ−1))t)ζ(ϕh(γ−1) · (y,m,w)).
By assumption, we see that f(γ−1) = g(ϕh(γ−1)), so that we obtain Φ ◦ Ad(Ut(f)) =
Ad(Ut(g)) ◦Φ.
We are assuming that (X,φ) ∼
ACOE
(Y, ψ). Let h : X −→ Y be a homeomorphism
which gives rise to the asymptotic continuous orbit equivalence between them. Take the
continuous functions c1 : X −→ Z, c2 : Y −→ Z and two-cocycle functions d1 : Gaφ −→
Z, d2 : G
a
ψ −→ Z satisfying Definition 3.2 of asymptotic continuous orbit equivalence. We
set two functions
cφ(x, n, z) =c
n
1 (x) + d1(φ
n(x), z), (x, n, z) ∈ Gaφ ⋊ Z, (5.6)
cψ(y,m,w) =c
m
2 (y) + d2(ψ
m(y), w), (y,m,w) ∈ Gaψ ⋊ Z. (5.7)
They satisfy
cφ(γ1γ2) =cφ(γ1) + cφ(γ2) for γ1, γ2 ∈ Gaφ ⋊ Z,
cψ(γ
′
1γ
′
2) =cψ(γ
′
1) + cψ(γ
′
2) for γ
′
1, γ
′
2 ∈ Gaψ ⋊Z,
and hence they are continuous homomorphisms satisfying
ϕh(x, n, z) = (h(x), cφ(x, n, z), h(z)), (x, n, z) ∈ Gaφ ⋊ Z,
ϕh−1(y,m,w) = (h
−1(y), cψ(y,m,w), h−1(w)), (y,m,w) ∈ Gaψ ⋊ Z.
We note that the following identities hold:
dψ(ϕh(x, n, z)) = cφ(x, n, z), dφ(ϕ
−1
h (y,m,w)) = cψ(y,m,w), (5.8)
cψ(ϕh(x, n, z)) = dφ(x, n, z) = n, cφ(ϕ
−1
h (y,m,w)) = dψ(y,m,w) = m. (5.9)
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Theorem 5.7. Suppose that Smale spaces (X,φ) and (Y, ψ) are irreducible. Then the
following assertions are equivalent:
(i) (X,φ) and (Y, ψ) are asymptotically continuous orbit equivalent.
(ii) There exists an isomorphism Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) = C(Y )
and
Φ ◦ ρφt = Ad(Ut(cψ)) ◦ Φ, Φ ◦ Ad(Ut(cφ)) = ρψt ◦ Φ for t ∈ T
for some continuous homomorphisms cφ : G
a
φ ⋊ Z −→ Z and cψ : Gaψ ⋊ Z −→ Z.
Proof. (i) =⇒ (ii): Take f = dφ, g = cψ in the equality (5.5). We then have Ad(Ut(dφ)) =
ρφt and cψ ◦ ϕh = dφ by (5.9). Hence by (5.5), we obtain
Φ ◦ ρφt = Ad(Ut(cψ)) ◦ Φ, t ∈ T. (5.10)
Take f = cφ, g = dψ in the equality (5.5). We then have Ad(Ut(dψ)) = ρ
ψ
t and cφ◦(ϕh)−1 =
dψ by (5.9). Hence by (5.5), we obtain
Φ ◦ Ad(Ut(cφ)) = ρψt ◦ Φ, t ∈ T. (5.11)
(ii) =⇒ (i): Since the Smale spaces (X,φ) and (Y, ψ) are both asymptotically essentially
free, the e´tale groupoids Gaφ⋊Z and G
a
ψ ⋊Z are both essentially principal by Lemma 5.3.
By Renault [30, Proposition 4.11], an isomorphism Raφ −→ Raψ of C∗-algebras such that
Φ(C(X)) = C(Y ) yields an isomorphism of the underlying e´tale groupoids Gaφ ⋊ Z and
Gaψ ⋊ Z. Hence by Theorem 3.4, we see the implication (ii) =⇒ (i).
Remark 5.8. Similar discussions to Theorem 5.7 for topological Markov shifts with con-
tinuous orbit equivalence are seen in several papers (cf. [5], [6], [14], [15], [16], [17], [20],
etc. )
6 Asymptotic conjugacy
In this section, we will introduce a notion of asymptotic conjugacy between Smale spaces,
and describe the asymptotic conjugacy in terms of the Ruelle algebras with its dual actions.
Smale spaces (X,φ) in this section are assumed to be irreducible and the spaceX is infinite.
Definition 6.1. Smale spaces (X,φ) and (Y, ψ) are said to be asymptotically conjugate if
they are asymptotically continuously orbit equivalent such that we may take their cocycle
functions such as c1 ≡ 1, c2 ≡ 1 and d1 ≡ 0, d2 ≡ 0 in Definition 3.2.
In this situation, we write (X,φ) ∼=
a
(Y, ψ). Namely we have (X,φ) and (Y, ψ) are said
to be asymptotically conjugate if and only if there exists a homeomorphism h : X −→ Y
which satisfies the following four conditions:
(i) There exists a continuous function k1,n : X −→ Z+ for each n ∈ Z such that
(ψk1,n(x)+n(h(x)), ψk1,n(x)(h(φn(x)))) ∈ Gs,0ψ ,
(ψ−k1,n(x)+n(h(x)), ψ−k1,n(x)(h(φn(x)))) ∈ Gu,0ψ .
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(ii) There exists a continuous function k2,n : Y −→ Z+ for each n ∈ Z such that
(φk2,n(y)+n(h−1(y)), φk2,n(y)(h−1(ψn(y)))) ∈ Gs,0φ ,
(φ−k2,n(y)+n(h−1(y)), φ−k2,n(y)(h−1(ψn(y)))) ∈ Gu,0φ .
(iii) There exists a continuous function m1;G
a
φ −→ Z+ such that
(ψm1(x,z)(h(x)), ψm1(x,z)(h(z))) ∈ Gs,0ψ for (x, z) ∈ Gaφ,
(ψ−m1(x,z)(h(x)), ψ−m1(x,z)(h(z))) ∈ Gu,0ψ for (x, z) ∈ Gaφ.
(iv) There exists a continuous function m2;G
a
ψ −→ Z+ such that
(φm2(y,w)(h−1(y)), φm2(y,w)(h−1(w))) ∈ Gs,0φ for (y,w) ∈ Gaψ,
(φ−m2(y,w)(h−1(y)), φ−m2(y,w)(h−1(w))) ∈ Gu,0φ for (y,w) ∈ Gaψ.
Recall that the Ruelle algebra Raφ is defined as the groupoid C∗-algebra C∗(Gaφ ⋊ Z) of
the e´tale groupoid Gaφ ⋊ Z. It is naturally isomorphic to the crossed product C
∗(Gaφ)⋊ Z
of the C∗-algebra C∗(Gaφ) by the automorphism φ
∗ on C∗(Gaφ) induced by the formula
φ∗(f)(x, z) = f(φ(x), φ(z)) for f ∈ Cc(Gaφ), (x, z) ∈ Gaφ.
Define the unitary Uφ on l
2(Gaφ ⋊ Z) by setting
(Uφξ)(x, n, z) = ξ(φ(x), n − 1, z) for ξ ∈ l2(Gaφ ⋊ Z), (x, n, z) ∈ Gaφ ⋊ Z. (6.1)
It is direct to see that
UφfU
∗
φ = φ
∗(f) for f ∈ Cc(Gaφ),
where
f(x,m, z) =
{
f(x, z) if m = 0,
0 otherwise
for (x, z) ∈ Gaφ.
Now we are assuming that (X,φ) is irreducible, so that the C∗-algebra Raφ is simple by
Proposition 5.4. Hence we know that Raφ is isomorphic to the C∗-algebra C∗(C∗(Gaφ), Uφ)
generated by the its subalgebra C∗(Gaφ) and the unitary Uφ. The following lemma is
directly seen from J. Renault’s result [30, Proposition 4.11].
Lemma 6.2. Let (X,φ) and (Y, ψ) be irreducible Smale spaces. The following assertions
are equivalent:
(i) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
ϕ(Gaφ) = G
a
ψ and ϕ(G
a,0
φ ) = G
a,0
ψ .
(ii) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C∗(Gaφ)) =
C∗(Gaψ) and Φ(C(X)) = C(Y )
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Proof. By Lemma 2.5, the spaces Ga,0φ , G
a,0
ψ are identified with X,Y respectively as topo-
logical spaces. They are also identified with the unit spaces (Gaφ ⋊ Z)
◦, (Gaψ ⋊ Z)
◦, re-
spectively. Since (X,φ) and (Y, ψ) are irreducible and hence asymptotically essentially
free, the e´tale groupoids Gaφ ⋊ Z and G
a
ψ ⋊ Z are both essentially principal by Lemma
5.3. The implication (i) =⇒ (ii) is direct. By Renault [30, Proposition 4.11], an isomor-
phism Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) = C(Y ) yields an isomorphism ϕ
of the underlying e´tale groupoids Gaφ ⋊ Z and G
a
ψ ⋊ Z. By the construction of the iso-
morphism ϕ of the e´tale groupoids, we see that ϕ(Gaφ) = G
a
ψ by the additional condition
Φ(C∗(Gaφ)) = C
∗(Gaψ), thus proving the implication (ii) =⇒ (i).
Proposition 6.3. Let (X,φ) and (Y, ψ) be irreducible Smale spaces. Suppose that there
exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) = C(Y ) and
Φ ◦ ρφt = ρψt ◦ Φ, t ∈ T.
Then there exists a homeomorphism h : X −→ Y which gives rise to an asymptotic
continuous orbit equivalence between (X,φ) and (Y, ψ), such that its cocycle functions
satisfy
c1 ≡ 1, c2 ≡ 1, d1 ≡ 0, d2 ≡ 0.
Namely, (X,φ) and (Y, ψ) are asymptotically conjugate.
Proof. Suppose that there exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that
Φ(C(X)) = C(Y ) and Φ ◦ ρφt = ρψt ◦Φ, t ∈ T. We will first show that d1 ≡ 0, d2 ≡ 0. Since
the fixed point algebra (Raφ)ρ
φ
of Raφ under ρφ is canonically isomorphic to the groupoid
C∗-subalgebra C∗(Gaφ), the isomorphism Φ : Raφ −→ Raψ satisfies Φ(C∗(Gaφ)) = C∗(Gaψ).
By Lemma 6.2, we then find a homeomorphism h : X −→ Y and a groupoid isomorphism
ϕh : G
a
φ ⋊ Z −→ Gaψ ⋊ Z such that ϕh(Gaφ) = Gaψ, ϕh|Ga,0φ = h and Φ(f) = f ◦ h
−1 for
f ∈ C(X). For (x, z) ∈ Gaφ, we have
ϕh(x, 0, z) = (h(x), cφ(x, 0, z), h(z)) = (h(x), d1(x, z), h(z)).
As ϕh(x, 0, z) ∈ Gaψ, we know that d1(x, z) = 0, and d2(y,w) = 0 for (y,w) ∈ Gaψ similarly.
We will second show that c1 ≡ 1, c2 ≡ 1. Since the isomorphism Φ : Raφ −→ Raψ
satisfies Φ(C(X)) = C(Y ), the groupoid isomorphism ϕh : G
a
φ ⋊ Z −→ Gaψ ⋊ Z with
homeomorphism h : X −→ Y yields an asymptotic continuous orbit equivalence between
them. They also satisfy the equalities
ϕh(x, n, z) = (h(x), cφ(x, n, z), h(z)), (x, n, z) ∈ Gaφ ⋊ Z, (6.2)
ϕh−1(y,m,w) = (h
−1(y), cψ(y,m,w), h−1(w)), (y,m,w) ∈ Gaψ ⋊ Z. (6.3)
Let Vh be the unitary defined in (5.3). As in the proof of Proposition 5.6, by putting
Φh = Ad(Vh−1), we have an isomorphism Φh : Raφ −→ Raψ such that Φh(C(X)) = C(Y )
and
Φh ◦ ρφt = Ad(Ut(cψ)) ◦ Φh, Φh ◦ Ad(Ut(cφ)) = ρψt ◦ Φh.
Let Uφ be the unitary defined in (6.1), which corresponds to the implementing unitary of
the positive generator of the group representation of Z in the crossed product C∗(Gaφ)⋊Z.
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It satisfies the equality UφfU
∗
φ = f ◦ φ for f ∈ C(X). For f ∈ C(X), as Φ(f) = Φh(f), we
see that
Φ(Uφ)Φh(f)Φ(U
∗
φ) = Φ(f ◦ φ) = Φh(f ◦ φ) = Φh(Uφ)Φh(f)Φh(U∗φ),
so that
Φ−1h (Φ(Uφ))fΦ
−1
h (Φ(U
∗
φ)) = UφfU
∗
φ.
Hence we have
U∗φΦ
−1
h (Φ(Uφ))f = fU
∗
φΦ
−1
h (Φ(Uφ)) for all f ∈ C(X).
Since (X,φ) is irreducible and hence asymptotically essentially free, the groupoid Gaφ ⋊Z
is essentially principal by Lemma 5.3. By [29, Proposition 4.7] or [30, Proposition 4.2],
C(X) = C((Gaφ ⋊ Z)
◦) is a maximal abelian C∗-subalgebra of Raφ. Hence there exists a
unitary f0 ∈ C(X) such that U∗φΦ−1h (Φ(Uφ)) = f0, so that
Φ(Uφ) = Φh(Uφf0). (6.4)
Since Φ ◦ ρφt = ρψt ◦ Φ and Φh ◦ Ad(Ut(cφ)) = ρψt ◦ Φh, we get by the equality (6.4)
Φ ◦ ρφt (Uφ) = (Φh ◦ Ad(Ut(cφ)))(Uφf0). (6.5)
As ρφt (Uφ) = exp(2π
√−1t)Uφ, the equality (6.5) goes to
exp(2π
√−1t)Φ(Uφ) = Φh(Ut(cφ)Uφf0Ut(cφ)∗). (6.6)
As f0 ∈ C(X) and Ut(cφ)∗ = Ut(−cφ), we have for ξ ∈ l2(Gaφ ⋊ Z) and (x, n, z) ∈ Gaφ ⋊ Z,
[Ut(−cφ)f0ξ](x, n, z) = exp(2π
√−1(−cφ(x, n, z))t)[f0ξ](x, n, z)
= f0(x)exp(2π
√−1(−cφ(x, n, z))t)ξ(x, n, z)
= [f0(x)Ut(−cφ)ξ](x, n, z)
so that Ut(cφ)
∗f0 = f0Ut(cφ)∗. Hence the equation (6.6) implies
exp(2π
√−1t)Φ(Uφ) = Φh(Ut(cφ)UφUt(cφ)∗f0), (6.7)
which goes to by (6.4)
exp(2π
√−1t)Φh(Uφ) = Φh(Ut(cφ)UφUt(cφ)∗) (6.8)
so that
exp(2π
√−1t)Uφ = Ut(cφ)UφUt(cφ)∗. (6.9)
For ξ ∈ l2(Gaφ ⋊ Z) and (x, n, z) ∈ Gaφ ⋊ Z, we have the equalities
[Ut(cφ)UφUt(cφ)
∗ξ](x, n, z)
=exp(2π
√−1(cφ(x, n, z))t)[UφUt(−cφ)ξ](x, n, z)
=exp(2π
√−1(cφ(x, n, z))t)[Ut(−cφ)ξ](φ(x), n − 1, z)
=exp(2π
√−1(cφ(x, n, z) − cφ(φ(x), n − 1, z))t)ξ(φ(x), n − 1, z).
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On the other hand,
[exp(2π
√−1t)Uφξ](x, n, z) = exp(2π
√−1t)ξ(φ(x), n − 1, z).
By (6.9), we have
cφ(x, n, z) − cφ(φ(x), n − 1, z) = 1.
By (5.6), we see that
cφ(x, n, z) − cφ(φ(x), n − 1, z)
={cn1 (x) + d1(φn(x), z)} − {cn−11 (φ(x)) + d1(φn−1(φ(x)), z)}
=c1(x).
Therefore we have c1(x) = 1 for all x ∈ X, and c2(y) = 1 for all y ∈ Y similarly.
Recall that a continuous homomorphism dφ : G
a
φ⋊Z −→ Z is defined by dφ(x, n, z) = n
for (x, n, z) ∈ Gaφ ⋊ Z.
Theorem 6.4. Let (X,φ) and (Y, ψ) be irreducible Smale spaces. Then the following
assertions are equivalent:
(i) (X,φ) and (Y, ψ) are asymptotically conjugate: (X,φ) ∼=
a
(Y, ψ).
(ii) There exists an isomorphism ϕ : Gaφ ⋊ Z −→ Gaψ ⋊ Z of e´tale groupoids such that
dψ ◦ ϕ = dφ.
(iii) There exists an isomorphism Φ : Raφ −→ Raψ of C∗-algebras such that Φ(C(X)) =
C(Y ) and
Φ ◦ ρφt = ρψt ◦Φ, t ∈ T.
Proof. The implication (iii) =⇒ (i) follows from Proposition 6.3. In the proof of Proposi-
tion 6.3, we have shown that there exists an isomorphism of groupoids ϕh : G
a
φ ⋊ Z −→
Gaψ ⋊ Z such that c1 ≡ 1, c2 ≡ 1 and d1 ≡ 0, d2 ≡ 0. Hence we have
cφ(x, n, z) = c
n
1 (x) + d1(φ
n(x), z) = n for (x, n, z) ∈ Gaφ ⋊ Z
and cψ(y,m,w) = m, similarly. This implies that cφ = dφ and cψ = dψ. By (6.2), we
obtain dψ ◦ ϕ = dφ. This argument shows that the implications (iii) =⇒ (ii) =⇒ (i) hold.
We will show the implication (i) =⇒ (iii). Suppose that (X,φ) and (Y, ψ) are asymptot-
ically conjugate. Take a homeomorphism h : X −→ Y which gives rise to the asymptotic
conjugacy. In the proof of (i) =⇒ (ii) of Theorem 5.7, we know that cφ = dφ and cψ = dψ
because cφ(x, n, z) = n for (x, n, z) ∈ Gaφ⋊Z and cψ(y,m,w) = m for (y,m,w) ∈ Gaψ ⋊Z,
similarly, which come from the conditions c1 ≡ 1, c2 ≡ 1, d1 ≡ 0, d2 ≡ 0. Hence we have
Ad(Ut(cφ)) = Ad(Ut(dφ)) = ρ
φ
t and Ad(Ut(cψ)) = Ad(Ut(dψ)) = ρ
ψ
t . We thus obtain the
equality Φh ◦ ρφt = ρψt ◦Φh by (5.10) or (5.11).
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7 Extended Ruelle algebras Rs,uφ
In this section, we will introduce an extended Ruelle algebra Rs,uφ from a certain amenable
e´tale groupoid of a Smale space (X,φ). The introduced C∗-algebra contains the asymptotic
Ruelle algebra Raφ as a fixed point subalgebra under some circle action. The extended
Ruelle algebras will be useful in the following sections to investigate the asymptotic Ruelle
algebra Raφ for topological Markov shifts from the view points of Cuntz–Krieger algebras.
We first introduce the following groupoid Gs,uφ ⋊Z
2 for a Smale space (X,φ) which will
be proved to be e´tale and amenable.
Gs,uφ ⋊ Z
2 = {(x, p, q, y) ∈ X × Z× Z×X | (φp(x), y) ∈ Gsφ, (φq(x), y) ∈ Guφ}. (7.1)
The following lemma is straightforward.
Lemma 7.1. For (x, p, q, y), (x′, p′, q′, y′) ∈ Gs,uφ ⋊ Z2, we have
(i) (x, p + p′, q + q′, y′) ∈ Gs,uφ ⋊ Z2 if y = x′.
(ii) (y,−p,−q, x) ∈ Gs,uφ ⋊ Z2.
Two elements (x, p, q, y), (x′, p′, q′, y′) ∈ Gs,uφ ⋊Z2 are composable if and only if y = x′.
The multiplication and the inverse in Gs,uφ ⋊ Z
2 are given by
(x, p, q, y) · (x′, p′, q′, y′) = (x, p+ p′, q + q′, y′) if y = x′,
(x, p, q, y)−1 = (y,−p,−q, x).
We write the unit space (Gs,uφ ⋊ Z
2)◦ of Gs,uφ ⋊ Z
2 as
(Gs,uφ ⋊ Z
2)◦ = {(x, 0, 0, x) | x ∈ X}
which is identified with X. Define the range map, source map r, s : Gs,uφ ⋊ Z
2 −→
(Gs,uφ ⋊ Z
2)◦ by
r(x, p, q, y) = (x, 0, 0, x), s(x, p, q, y) = (y, 0, 0, y).
For p, q ∈ Z and n = 0, 1, . . . , we set
Gs,u,nφ (p, q) ={(x, y) ∈ X ×X | (φp(x), y) ∈ Gs,nφ , (φq(x), y) ∈ Gu,nφ },
Gs,uφ (p, q) ={(x, y) ∈ X ×X | (φp(x), y) ∈ Gsφ, (φq(x), y) ∈ Guφ}.
For each n, the set Gs,u,nφ (p, q) is endowed with the relative topology from X ×X. Since
G∗,nφ ⊂ G∗,n+1φ for ∗ = s, u and n = 0, 1, . . . , we have
Gs,u,nφ (p, q) ⊂ Gs,u,n+1φ (p, q) and Gs,uφ (p, q) = ∪∞n=0Gs,u,nφ (p, q). (7.2)
We may endow Gs,uφ (p, q) with inductive limit topology from the inductive system (7.2)
of the topological spaces {Gs,u,nφ (p, q)}n∈Z+ . Since we may identify Gs,uφ ⋊ Z2 with the
disjoint union ⊔(p,q)∈Z2Gs,uφ (p, q), the groupoid Gs,uφ ⋊ Z2 has the topology defined from
the topology of the disjoint union ⊔(p,q)∈Z2Gs,uφ (p, q). We then have
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Proposition 7.2. Gs,uφ ⋊ Z
2 is an e´tale groupoid.
Proof. We will show that the range map r : (x, p, q, y) ∈ Gs,uφ ⋊ Z2 −→ (x, 0, 0, x) ∈
(Gs,uφ ⋊ Z
2)◦ is a local homeomorphism. Take an arbitrary point (x, p, q, y) ∈ Gs,uφ ⋊ Z2.
Since Gs,uφ ⋊ Z
2 = ⊔(p,q)∈Z2Gs,uφ (p, q) and Gs,uφ (p, q) = ∪∞n=0Gs,u,nφ (p, q), we may assume
that (x, y) belongs to Gs,u,Nφ (p, q) for some N ∈ Z+, so that
(φp(x), y) ∈ Gs,Nφ , (φq(x), y) ∈ Gu,Nφ
which imply that
(φN+p(x), φN (y)) ∈ Gs,0φ , (φ−(N−q)(x), φ−N (y)) ∈ Gu,0φ (7.3)
and
d(φN+p+n(x), φN+n(y)) < ǫ0, d(φ
−(N−q+n)(x), φ−(N+n)(y)) < ǫ0 (7.4)
for all n = 0, 1, 2, . . . . Take z ∈ X such that d(x, z) is small enough and d(φN (y), φN+p(z)) <
ǫ0, so that (φ
N (y), φN+p(z)) ∈ ∆ǫ0 . Hence the point [φN (y), φN+p(z)] defines an element
of X, and we have an element φ−N ([φN (y), φN+p(z)]) in X. Since we may assume that
[φN (y), φN+p(z)] ∈ Xu(φN (y), ǫ0), we have
d(y, φ−N ([φN (y), φN+p(z)])) =d(φ−N (φN (y)), φ−N ([φN (y), φN+p(z)]))
<λN0 d(φ
N (y), [φN (y), φN+p(z)])
<λN0 ǫ0.
Similarly we have an element [φ−(N−q)(z), φ−N (y)] ∈ X and φN ([φ−(N−q)(z), φ−N (y)]) ∈
X such that
d(y, φN ([φ−(N−q)(z), φ−N (y)])) < λN0 ǫ0.
We may also assume that λN0 <
1
2 by taking N large enough, so that
d(φN ([φ−(N−q)(z), φ−N (y)]), φ−N ([φN (y), φN+p(z)]))
<d(y, φN ([φ−(N−q)(z), φ−N (y)])) + d(y, φ−N ([φN (y), φN+p(z)]))
<2λN0 ǫ0 < ǫ0.
Hence we have
(φN ([φ−(N−q)(z), φ−N (y)]), φ−N ([φN (y), φN+p(z)])) ∈ ∆ǫ0
so that the element
γ(z) := [φN ([φ−(N−q)(z), φ−N (y)]), φ−N ([φN (y), φN+p(z)])] (7.5)
is defined in X. The map γ is defined on a small neighborhood of x and gives rise to a
continuous map on the neighborhood. The conditions (7.3) imply
[φN (y), φN+p(x)] = φN (y), [φ−(N−q)(x), φ−N (y)] = φ−N (y).
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Hence for z = x in (7.5), we have
γ(x) =[φN ([φ−(N−q)(x), φ−N (y)]), φ−N ([φN (y), φN+p(x)])]
=[φN (φ−N (y)), φ−N (φN (y))]
=[y, y] = y.
We will next show that γ is injective. Suppose that γ(z) = γ(z′) for z, z′ in a small
neighborhood of x. Since
φ−N (γ(z)) =[[φ−(N−q)(z), φ−N (y)], φ−2N ([φN (y), φN+p(z)])] (7.6)
=[φ−(N−q)(z), φ−2N ([φN (y), φN+p(z)])] (7.7)
and similarly
φ−N (γ(z′)) =[φ−(N−q)(z′), φ−2N ([φN (y), φN+p(z′)])]. (7.8)
We then have by (7.7), (7.8)
φ−(N−q)(z) =[[φ−(N−q)(z), φ−2N ([φN (y), φN+p(z)])], φ−(N−q)(z)]
=[φ−N (γ(z)), φ−(N−q)(z)]
=[φ−N (γ(z′)), φ−(N−q)(z)]
=[[φ−(N−q)(z′), φ−2N ([φN (y), φN+p(z′)])], φ−(N−q)(z)]
=[φ−(N−q)(z′), φ−(N−q)(z)]
so that
φ−(N−q)(z) = [φ−(N−q)(z′), φ−(N−q)(z)]. (7.9)
Since z, z′ are in a small neighborhood of x, we may assume that
d(φ−(N−q)(z′), φ−(N−q)(z)) < ǫ0. (7.10)
By (7.9) and (7.10), we know
φ−(N−q)(z′) ∈ Xu(φ−(N−q)(z), ǫ0)
so that
d(φ−(N−q+n)(z′), φ−(N−q+n)(z)) < ǫ0 for all n = 0, 1, 2, . . . . (7.11)
As z, z′ are in a small neighborhood of x, we may assume that
d(φ−n(x), φ−n(z)) <
ǫ0
2
, d(φ−n(x), φ−n(z′)) <
ǫ0
2
for all n = 0, 1, . . . , N − q.
Hence we have
d(φ−n(z′), φ−n(z)) < ǫ0 for all n = 0, 1, . . . N − q. (7.12)
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By (7.11) and (7.12), we obtain
d(φ−n(z′), φ−n(z)) < ǫ0 for all n = 0, 1, 2, . . .
and hence
z′ ∈ Xu(z, ǫ0).
We similarly observe that
d(φn(z′), φn(z)) < ǫ0 for all n = 0, 1, 2, . . .
and hence
z′ ∈ Xs(z, ǫ0)
so that
z′ ∈ Xu(z, ǫ0) ∩Xs(z, ǫ0)
and z′ = [z, z] = z. This shows that γ is injective on a small neighborhood of x and locally
a homeomorphism by the definition of γ. As a consequence, the groupoid Gs,uφ ⋊ Z
2 is
e´tale.
Lemma 7.3. The e´tale groupoid Gs,uφ ⋊ Z
2 is amenable.
Proof. Consider the groupoid homomorphism η : (x, p, q, y) ∈ Gs,uφ ⋊ Z2 −→ (p, q) ∈ Z2.
The kernel is Gsφ ∩ Guφ = Gaφ which is amenable by Lemma 5.5. Hence by [1, Proposition
5.1.2], we conclude that Gs,uφ ⋊ Z
2 is amenable.
Definition 7.4. A Smale space (X,φ) is said to be (s,u)-essentially free if the interior of
the set {x ∈ X | (φp(x), x) ∈ Gsφ, (φq(x), x) ∈ Guφ} is empty for each (p, q) ∈ Z × Z with
(p, q) 6= (0, 0).
The following lemma, which is kindly suggested by the referee, is proved in a similar
way to Lemma 5.2
Lemma 7.5. If (X,φ) is irreducible and X is infinite, then (X,φ) is (s,u)-essentially free.
Proof. Suppose that the set
int{x ∈ X | (φp(x), x) ∈ Gsφ, (φq(x), x) ∈ Guφ}
contains a non-empty open set U for a fixed (p, q) ∈ Z × Z with (p, q) 6= (0, 0). We may
assume that p 6= 0. Since
int{x ∈ X | (φp(x), x) ∈ Gsφ, (φq(x), x) ∈ Guφ} ⊂ int{x ∈ X | (φp(x), x) ∈ Gsφ},
We have a non-empty open set U such that
U ⊂ int{x ∈ X | (φp(x), x) ∈ Gsφ}
for a fixed p 6= 0. By the same argument as the proof of Lemma 5.2, we have a contradic-
tion, thus proving (X,φ) is (s,u)-essentially free.
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Lemma 7.6. A Smale space (X,φ) is (s,u)-essentially free if and only if the e´tale groupoid
Gs,uφ ⋊ Z
2 is essentially principal.
Proof. As we have
(Gs,uφ ⋊ Z
2)′ = ∪p,q∈Z {(x, p, q, y) ∈ Gs,uφ ⋊ Z2 | x = y}
= ∪p,q∈Z {(x, p, q, x) ∈ X × Z× Z×X | (φp(x), x) ∈ Gsφ, (φq(x), x) ∈ Guφ},
the interior int((Gs,uφ ⋊ Z
2)′) of Gs,uφ ⋊ Z
2 is
int((Gs,uφ ⋊Z
2)′) = ∪p,q∈Zint({(x, p, q, x) ∈ X×Z×Z×X | (φp(x), x) ∈ Gsφ, (φq(x), x) ∈ Guφ}).
For p = q = 0, we see that
int({(x, 0, 0, x) ∈ X × Z× Z×X | (x, x) ∈ Gsφ, (x, x) ∈ Guφ}) = (Gs,uφ ⋊ Z2)◦ = X.
Hence int((Gs,uφ ⋊ Z
2)′) = (Gs,uφ ⋊ Z
2)◦ if and only if the interior of {(x, p, q, x) ∈ X ×
Z × Z ×X | (φp(x), x) ∈ Gsφ, (φq(x), x) ∈ Guφ} is empty for all p, q ∈ Z except p = q = 0.
This implies that (X,φ) is (s,u)-essentially free if and only if Gs,uφ ⋊ Z
2 is essentially
principal.
Definition 7.7. The groupoid C∗-algebra C∗(Gs,uφ ⋊ Z
2) of the e´tale amenable groupoid
Gs,uφ ⋊ Z
2 for a Smale space (X,φ) is called the extended asymptotic Ruelle algebra or
simply the extended Ruelle algebra and written Rs,uφ .
Since Gs,uφ ⋊Z
2 is amenable, the C∗-algebraRs,uφ is identified with the reduced groupoid
C∗-algebra C∗r (G
s,u
φ ⋊ Z
2) on l2(Gs,uφ ⋊ Z
2) in a canonical way.
Similarly to Proposition 5.4, we obtain the following.
Proposition 7.8. If a Smale space (X,φ) is irreducible and X is infinite, then the C∗-
algebra Rs,uφ is simple.
We note that the above proposition also follows from [28, Theorem 1.4] through Propo-
sition 7.10 which will be shown later.
Let Uz1,z2 , (z1, z2) ∈ T2 = {(z1, z2) ∈ C×C | |zi| = 1} be an action of T2 to the unitary
group of B(l2(Gs,uφ ⋊ Z
2)) defined by
(Uz1,z2ξ)(x, p, q, y) = z
p
1z
−q
2 ξ(x, p, q, y) for ξ ∈ l2(Gs,uφ ⋊ Z2), (x, p, q, y) ∈ Gs,uφ ⋊ Z2.
It is easy to see that the automorphisms Ad(Uz1,z2) of B(l
2(Gs,uφ ⋊ Z
2)) for (z1, z2) ∈ T2
leave Rs,uφ globally invariant. They give rise to an action of T2 on Rs,uφ , denoted by ρs,uφ .
Let us denote by δφz = ρ
s,u
φ,(z,z), z ∈ T the action of T, called the diagonal action. Recall
that the asymptotic Ruelle algebra Raφ is defined by the groupoid C∗-algebra C∗(Gaφ ⋊Z)
of the e´tale groupoid Gaφ ⋊ Z. We then have
Theorem 7.9. Assume that a Smale space (X,φ) is irreducible and X is infinite. Then
the fixed point algebra (Rs,uφ )δ
φ
of Rs,uφ under the diagonal action δφ is isomorphic to the
asymptotic Ruelle algebra Raφ.
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Proof. The e´tale groupoid Gaφ ⋊ Z is identified with the subgroupoid
{(x, p, p, y) ∈ X × Z× Z×X | (φp(x), y) ∈ Gsφ, (φp(x), y) ∈ Guφ} ⊂ Gs,uφ ⋊ Z2 (7.13)
of Gs,uφ ⋊Z
2, which is written (Gs,uφ ⋊Z
2)D. Since (Gs,uφ ⋊Z
2)D is clopen in Gs,uφ ⋊Z
2, we
have a natural inclusion relation Cc((G
s,u
φ ⋊ Z
2)D) ⊂ Cc(Gs,uφ ⋊ Z2) of the algebras. For
f ∈ Cc((Gs,uφ ⋊ Z2)D), we put
Eφ(f)(x, p, q, y) =
{
f(x, p, p, y) if p = q,
0 if p 6= q.
Then Eφ defines a continuous linear map from Cc(Gs,uφ ⋊ Z2) to Cc((Gs,uφ ⋊ Z2)D) and
extends to Rs,uφ by the formula
Eφ(f) =
∫
T
δφz (f)dz for f ∈ Rs,uφ
so that we have a conditional expectation from Rs,uφ onto Raφ. It is routine to check that
Eφ(Rs,uφ ) is the fixed point algebra (Rs,uφ )δ
φ
of Rs,uφ under the diagonal action δφ.
The author would like to thank the referee who kindly suggested the following propo-
sition to the author.
Proposition 7.10. The extended Ruelle algebra Rs,uφ is stably isomorphic to the tensor
product Rsφ⊗Ruφ between the stable Ruelle algebra Rsφ and the unstable Ruelle algebra Ruφ.
Proof. It is easy to see that the correspondence
(x, p, z) × (y, q, w) ∈ (Gsφ ⋊ Z)× (Guφ ⋊Z) −→ ((x, z) × (y,w)), (p, q)) ∈ (Gsφ ×Guφ)⋊ Z2
yields an isomorphism of e´tale groupoids between (Gsφ⋊Z)×(Guφ⋊Z) and (Gsφ×Guφ)⋊Z2.
Hence we have
Rsφ ⊗Ruφ = C∗((Gsφ ⋊ Z)× (Guφ ⋊ Z)) ∼= C∗((Gsφ ×Guφ)⋊ Z2).
As in the proof of [24, Theorem 3.1], the diagonal ∆ = {((x, z) × (x, z), (p, q)) ∈ (Gsφ ×
Guφ)⋊Z
2} is an abstract transversal in the sense of Muhly–Renault-Williams [22]. Since the
reduction of (Gsφ×Guφ)⋊Z2 to ∆ is clearly isomorphic to Gs,uφ ⋊Z2 as e´tale groupoids, we see
by [22, Theorem 2.8] that C∗(Gs,uφ ⋊Z
2) is stably isomorphic to C∗((Gsφ×Guφ)⋊Z2), so that
The extended Ruelle algebra Rs,uφ is stably isomorphic to the tensor product Rsφ⊗Ruφ.
8 Asymptotic continuous orbit equivalence in topological
Markov shifts
In the first part of this section, we will deal with topological Markov shifts, which are
often called shifts of finite type, as examples of Smale spaces. They have been studied by
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Ruelle, Putnam and Putnam-Spielberg, etc. from the view point of Smale spaces. The
following description follows from Putnam’s lecture note [25, Section 1].
Let A = [A(i, j)]Ni,j=1 be anN×N matrix with entries A(i, j) in {0, 1} for i, j = 1, . . . , N
such that none of its rows or columns is zero. We assume that N ≥ 2 and the matrix A is
irreducible and not any permutation matrix. Let us denote by X¯A the shift space of the
two-sided topological Markov shift (X¯A, σ¯A), which is defined by
X¯A = {(xn)n∈Z ∈ {1, . . . , N}Z | A(xn, xn+1) = 1 for all n ∈ Z}
with shift transformation σ¯A defined by σ¯A((xn)n∈Z) = (xn+1)n∈Z. We note that the
assumption that A is irreducible and not a permutation matrix implies the shift space X¯A
is infinite and hence homeomorphic to a Cantor discontinuum.
Take and fix an arbitrary real number λ0 with 0 < λ0 < 1. The space X¯A is endowed
with the following metric d defined by
d((xn)n∈Z, (yn)n∈Z) =


0 if (xn)n∈Z = (yn)n∈Z,
1 if x0 6= y0,
(λ0)
k+1 if k = Max{|n| | xi = yi for all i; |i| ≤ n}.
With the above metric d, the space X¯A is a compact Hausdorff space such that the
topological dynamical system (X¯A, σ¯A) is called the two-sided topological Markov shift
defined by A. For k ∈ Z+, we set
Bk(X¯A) = {(xn)kn=1 ∈ {1, . . . , N}k | A(xn, xn+1) = 1, n = 1, . . . , k − 1}
and B∗(X¯A) = ∪∞k=0Bk(X¯A), where B0(X¯A) denotes the empty word ∅. Each member of
Bk(X¯A) is called an admissible word of length k.
We will view the topological Markov shift as a Smale space in the following way.
Take ǫ0 = 1, so that we have (x, y) ∈ ∆ǫ0 if and only if x0 = y0. Hence the bracket
[x, y] = ([x, y]n)n∈Z ∈ X¯A for (x, y) ∈ ∆ǫ0 may be defined by
[x, y]n =
{
xn if n ≤ 0,
yn if n ≥ 0.
Since x0 = y0, ([x, y]n)n∈Z defines an element of X¯A. We then have
X¯sA(x, ǫ0) = {y ∈ X¯A | yn = xn for n = 0, 1, 2, . . . },
X¯uA(x, ǫ0) = {y ∈ X¯A | yn = xn for n = 0,−1,−2, . . . }.
As in Putnam’s lecture note [25, Section 1], the two-sided topological Markov shift
(X¯A, σ¯A) with the above metric d becomes a Smale space for ǫ0 = 1 and λ0 itself.
We write for n = 0, 1, 2, . . .
Gs,nA = G
s,n
σ¯A
, Gu,nA = G
u,n
σ¯A
, Ga,nA = G
a,n
σ¯A
.
Since
Gs,0A = {(x, y) ∈ X¯A × X¯A | yi = xi for all i = 0, 1, 2, . . . },
Gu,0A = {(x, y) ∈ X¯A × X¯A | yi = xi for all i = 0,−1,−2, . . . },
Ga,0A = G
s,0
A ∩Gu,0A = {(x, y) ∈ X¯A × X¯A | x = y},
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we know for n = 0, 1, 2, . . .
Gs,nA = {(x, y) ∈ X¯A × X¯A | yi = xi for all i = n, n+ 1, n + 2, . . . },
Gu,nA = {(x, y) ∈ X¯A × X¯A | yi = xi for all i = −n,−n− 1,−n − 2, . . . },
Ga,nA = G
s,n
A ∩Gu,nA = {(x, y) ∈ X¯A × X¯A | yi = xi for all |i| = n, n+ 1, n + 2, . . . }.
All of them are given the relative topology of X¯A×X¯A. Each of them defines an equivalence
relation on X¯A. We set
GsA = ∪∞n=0Gs,nA , GuA = ∪∞n=0Gu,nA , GaA = ∪∞n=0Ga,nA ,
and they are endowed with the inductive limit topology, respectively. Putnam have studied
these three equivalence relations GsA, G
u
A and G
a
A on X¯A by regarding them as topological
groupoids. He has studied the associated groupoid C∗-algebras C∗(GsA), C
∗(GuA) and
C∗(GaA) which have been denoted by S(X¯A, σ¯A), U(X¯A, σ¯A) and A(X¯A, σ¯A), respectively.
He has pointed out that they are all stably AF-algebras. He investigated their semi-direct
products as groupoids
GsA ⋊ Z ={(x, n, y) ∈ X¯A × Z× X¯A | (σ¯nA(x), y) ∈ GsA},
GuA ⋊ Z ={(x, n, y) ∈ X¯A × Z× X¯A | (σ¯nA(x), y) ∈ GuA},
GaA ⋊ Z ={(x, n, y) ∈ X¯A × Z× X¯A | (σ¯nA(x), y) ∈ GaA}.
Putnam has also deeply studied the associated groupoid C∗-algebras C∗(GsA⋊Z), C
∗(GuA⋊
Z) and C∗(GaA ⋊ Z) which have been written Rs, Ru and Ra, respectively in his papers.
In this paper, we denote them by RsA, RuA and RaA, respectively, to emphasize the ma-
trix A. We note that the irreducibility of the Smale space (X¯A, σ¯A) corresponds to the
irreducibility of the matrix A, and the condition that X¯A is infinite corresponds to the
property that the matrix A is not any permutation matrix.
In the second part of this section, we study asymptotic continuous orbit equivalence
defined for Smale spaces in Section 3 focusing on topological Markov shifts.
Let (X¯A, σ¯A) and (X¯B , σ¯B) be topological Markov shifts. We will regard them as
Smale spaces and consider conditions under which they become asymptotic continuous
orbit equivalence.
Lemma 8.1. Each of the conditions (i) and (ii) in Remark 3.3 are equivalent to the
following conditions (i) and (ii), respectively.
(i) There exits a continuous function k1 : X¯A −→ Z+ such that
(σ¯
k1(x)+c1(x)
B (h(x)), σ¯
k1(x)
B (h(σ¯A(x)))) ∈ Gs,0B , (8.1)
(σ¯
−k1(x)+c1(x)
B (h(x)), σ¯
−k1(x)
B (h(σ¯A(x)))) ∈ Gu,0B . (8.2)
(ii) There exits a continuous function k2 : X¯B −→ Z+ such that
(σ¯
k2(y)+c2(y)
A (h
−1(y)), σ¯k2(y)A (h
−1(σ¯B(y)))) ∈ Gs,0A , (8.3)
(σ¯
−k2(y)+c2(y)
A (h
−1(y)), σ¯−k2(y)A (h
−1(σ¯B(y)))) ∈ Gu,0A . (8.4)
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Proof. (i) We will prove that the equality (8.1) implies (3.4) by putting k1,n(x) = k
n
1 (x).
Suppose that there exits a continuous function k1 : X¯A −→ Z+ satisfying the equality
(8.1). Since
Gs,0B = {(x, y) ∈ X¯B × X¯B | yi = xi for all i = 0, 1, 2, . . . },
Gs,0B is an equivalence relation in X¯B × X¯B . In the equality (8.1), we have
σ¯
k1(x)
B (h(σ¯A(x))) ∈ X¯B(σ¯k1(x)+c1(x)B (h(x)), ǫ0)
so that by Lemma 2.3, for any m ∈ N,
σ¯mB (σ¯
k1(x)
B (h(σ¯A(x)))) ∈ X¯B(σ¯mB (σ¯k1(x)+c1(x)B (h(x))), ǫ0) (8.5)
and hence
(σ¯
m+k1(x)+c1(x)
B (h(x)), σ¯
m+k1(x)
B (h(σ¯A(x)))) ∈ Gs,0B .
Take m = k1(σ¯A(x)) + c1(σ¯A(x)) so that we have
(σ¯
k1(σ¯A(x))+c1(σ¯A(x))+k1(x)+c1(x)
B (h(x)), σ¯
k1(σ¯A(x))+c1(σ¯A(x))+k1(x)
B (h(σ¯A(x)))) ∈ Gs,0B ,
that is
(σ¯
k21(x)+c
2
1(x)
B (h(x)), σ¯
c1(σ¯A(x))+k
2
1(x)
B (h(σ¯A(x)))) ∈ Gs,0B . (8.6)
By replacing x with σ¯A(x) in the equality (8.1) and (8.5), we have the following
(σ¯
k1(σ¯A(x))+c1(σ¯A(x))
B (h(σ¯A(x))), σ¯
k1(σ¯A(x))
B (h(σ¯
2
A(x)))) ∈ Gs,0B ,
σ¯mB (σ¯
k1(σ¯A(x))
B (h(σ¯
2
A(x)))) ∈ X¯B(σ¯mB (σ¯k1(σ¯A(x))+c1(σ¯A(x))B (h(σ¯A(x)))), ǫ0),
so that
(σ¯
m+k1(σ¯A(x))+c1(σ¯A(x))
B (h(σ¯A(x))), σ¯
m+k1(σ¯A(x))
B (h(σ¯
2
A(x)))) ∈ Gs,0B .
Take m = k1(x) so that we have
(σ¯
k1(x)+k1(σ¯A(x))+c1(σ¯A(x))
B (h(σ¯A(x))), σ¯
k1(x)+k1(σ¯A(x))
B (h(σ¯
2
A(x)))) ∈ Gs,0B ,
that is
(σ¯
k21(x)+c1(σ¯A(x))
B (h(σ¯A(x))), σ¯
k21 (x)
B (h(σ¯
2
A(x)))) ∈ Gs,0B . (8.7)
By (8.6) and (8.7), we have
(σ¯
k21(x)+c
2
1(x)
B (h(x)), σ¯
k21(x)
B (h(σ¯
2
A(x)))) ∈ Gs,0B .
This proves (3.4) for n = 2. We may inductively prove (3.4) for general n in a similar
fashion, and we can see (i). The other assertion (ii) is shown in a similar way to (i).
For x = (xn)n∈Z ∈ X¯A, we put
x− = (x−n)∞n=0, x+ = (xn)
∞
n=0.
Hence we have (x, z) ∈ Gs,0A (resp. (x, z) ∈ Gu,0A ) if and only if x+ = z+ (resp. x− = z−).
By Remark 3.3 with Lemma 8.1, we may reformulate asymptotic continuous orbit
equivalence in topological Markov shifts in the following way.
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Proposition 8.2. Topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are asymptotically
continuous orbit equivalent if and only if there exist a homeomorphism h : X¯A −→ X¯B,
continuous functions c1 : X¯A −→ Z, c2 : X¯B −→ Z, and two-cocycle functions d1 : GaA −→
Z, d2 : G
a
B −→ Z, such that
(1) cm1 (x) + d1(σ¯
m
A (x), σ¯
m
A (z)) = c
m
1 (z) + d1(x, z), (x, z) ∈ GaA, m ∈ Z.
(2) cm2 (y) + d2(σ¯
m
B (y), σ¯
m
B (w)) = c
m
2 (w) + d2(y,w), (y,w) ∈ GaB ,m ∈ Z.
and,
(i) There exits a continuous function k1 : X¯A −→ Z+ such that
σ¯
k1(x)+c1(x)
B (h(x))+ = σ¯
k1(x)
B (h(σ¯A(x)))+,
σ¯
−k1(x)+c1(x)
B (h(x))− = σ¯
−k1(x)
B (h(σ¯A(x)))−.
(ii) There exits a continuous function k2 : X¯B −→ Z+ such that
σ¯
k2(y)+c2(y)
A (h
−1(y))+ = σ¯
k2(y)
A (h
−1(σ¯B(y)))+,
σ¯
−k2(y)+c2(y)
A (h
−1(y))− = σ¯
−k2(y)
A (h
−1(σ¯B(y)))−.
(iii) There exists a continuous function m1 : G
a
A −→ Z+ such that
σ¯
m1(x,z)+d1(x,z)
B (h(x))+ = σ¯
m1(x,z)
B (h(z))+ for (x, z) ∈ GaA,
σ¯
−m1(x,z)+d1(x,z)
B (h(x))− = σ¯
−m1(x,z)
B (h(z))− for (x, z) ∈ GaA.
(iv) There exists a continuous function m2 : G
a
B −→ Z+ such that
σ¯
m2(y,w)+d2(y,w)
A (h
−1(y))+ = σ¯
m2(y,w)
A (h
−1(w))+ for (y,w) ∈ GaB ,
σ¯
−m2(y,w)+d2(y,w)
A (h
−1(y))− = σ¯
−m2(y,w)
A (h
−1(w))− for (y,w) ∈ GaB .
(v) c
cn1 (x)
2 (h(x)) + d2(σ¯
cn1 (x)
B (h(x)), h(σ¯
n
A(x))) = n, x ∈ X¯A, n ∈ Z.
(vi) c
cn2 (y)
1 (h
−1(y)) + d1(σ¯
cn2 (y)
A (h
−1(y)), h−1(σ¯nB(y))) = n, y ∈ X¯B , n ∈ Z.
(vii) c
d1(x,z)
2 (h(x)) + d2(σ¯
d1(x,z)
B (h(x)), h(z)) = 0, (x, z) ∈ GaA.
(viii) c
d2(y,w)
1 (h
−1(y)) + d1(σ¯
d2(y,w)
A (h
−1(y)), h−1(w)) = 0, (y,w) ∈ GaB .
9 Approach from Cuntz–Krieger algebras
Let A = [A(i, j)]Ni,j=1 be an irreducible square matrix with entries in {0, 1}. We assume
that A is not any permutation matrix. Let {Si | i = 1, . . . , N} be the canonical generating
partial isometries of the Cuntz–Krieger algebra OA defined by the matrix A, and similarly
{Tj | j = 1, . . . , N} be the canonical generating partial isometries of the Cuntz–Krieger
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algebra OAt defined by the transposed matrix At of A ([7]). They are the universal unique
C∗-algebras subject to the following operator relations, respectively
N∑
j=1
SjS
∗
j = 1, S
∗
i Si =
N∑
j=1
A(i, j)SjS
∗
j , i = 1, . . . , N,
N∑
j=1
TjT
∗
j = 1, T
∗
i Ti =
N∑
j=1
At(i, j)TjT
∗
j , i = 1, . . . , N.
In the algebra OA, the automorphisms ρAt ∈ Aut(OA), t ∈ T = R/Z defined by ρAt (Si) =
e2π
√−1tSi, i = 1, . . . , N yield an action of T on OA is called the gauge action. It is well-
known that the fixed point algebra (OA)ρA of OA under the gauge action ρA is an AF-
algebra written FA, whose maximal abelian C∗-subalgebra consisting of diagonal elements
is written DA. For an admissible word µ = (µ1, . . . , µm) ∈ Bm(X¯A), we denote by Sµ the
partial isometry Sµ1 · · ·Sµm . The C∗-algebra FA is generated by partial isometries of
the form SµS
∗
ν for µ, ν ∈ Bm(X¯A),m = 1, 2, . . . , and the C∗-algebra DA is generated by
projections of the form SµS
∗
µ for µ ∈ B∗(X¯A). Let XA be the shift space of the right
one-sided topological Markov shift (XA, σA), which is defined by the compact Hausdorff
space
XA = {(xn)n∈N ∈ {1, . . . , N}N | A(xn, xn+1) = 1, n ∈ N}
with shift transformation σA((xn)n∈N) = (xn+1)n∈N. As in [7, Section 7], the C∗-algebra
DA is canonically isomorphic to the commutative C∗-algebra C(XA) of all continuous
functions on XA.
We similarly write the partial isometry Tξ¯ = Tξk · · ·Tξ1 for ξ¯ = (ξk, . . . , ξ1) ∈ Bk(X¯At)
and the C∗-subalgebras FAt ,DAt of OAt for the transposed matrix At, respectively.
Let us consider the tensor product C∗-algebra OAt ⊗OA. In the algebra OAt ⊗OA, we
define the projections
EA =
N∑
j=1
TjT
∗
j ⊗ S∗jSj, EAt =
N∑
j=1
T ∗j Tj ⊗ SjS∗j .
The projection EA has appeared in Kaminker–Putnam [9, Section 4] to study K-theoretic
duality between OA and OAt .
Lemma 9.1 (cf. [9, Section 4]).
EA = EAt . (9.1)
Proof. We have
EA =
N∑
i=1
TiT
∗
i ⊗ S∗i Si =
N∑
i=1
TiT
∗
i ⊗ (
N∑
j=1
A(i, j)SjS
∗
j ) =
N∑
i=1
N∑
j=1
A(i, j)TiT
∗
i ⊗ SjS∗j ,
EAt =
N∑
j=1
T ∗j Tj ⊗ SjS∗j =
N∑
j=1
(
N∑
i=1
At(j, i)TiT
∗
i )⊗ SjS∗j =
N∑
i=1
N∑
j=1
At(j, i)TiT
∗
i ⊗ SjS∗j ,
thus proving (9.1).
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Definition 9.2 (The extended Ruelle algebra for topological Markov shift). We define
the C∗-algebra Rs,uA by
Rs,uA = EA(OAt ⊗OA)EA
as a C∗-subalgebra of the tensor product C∗-algebra OAt ⊗OA.
We also define C∗-subalgebras
D
s,u
A = EA(DAt ⊗DA)EA, Fs,uA = EA(FAt ⊗FA)EA.
Therefore we have C∗-subalgebras of Rs,uA
D
s,u
A ⊂ Fs,uA ⊂ Rs,uA .
For an admissible word ξ = (ξ1, . . . , ξk) ∈ Bk(X¯A), we denote by ξ¯ the admissible word
(ξk, . . . , ξ1) in X¯At obtained by reversing the symbols of the word (ξ1, . . . , ξk).
Lemma 9.3. For µ = (µ1, . . . , µm), ν = (ν1, . . . , νn) ∈ B∗(X¯A) and ξ¯ = (ξk, . . . , ξ1), η¯ =
(ηl, . . . , η1) ∈ B∗(X¯At), the following two conditions are equivalent:
(i) EA(Tξ¯T
∗¯
η ⊗ SµS∗ν)EA = Tξ¯T ∗¯η ⊗ SµS∗ν .
(ii) A(ξk, µ1) = A(ηl, ν1) = 1.
Proof. We have the following equalities:
EA(Tξ¯T
∗
η¯ ⊗ SµS∗ν) =
N∑
i=1
T ∗i TiTξ¯T
∗
η¯ ⊗ SiS∗i SµS∗ν
=T ∗µ1Tµ1Tξ¯T
∗
η¯ ⊗ Sµ1S∗µ1SµS∗ν
=At(µ1, ξk)Tξ¯T
∗
η¯ ⊗ SµS∗ν
=A(ξk, µ1)Tξ¯T
∗
η¯ ⊗ SµS∗ν .
Similarly we have
(Tξ¯T
∗
η¯ ⊗ SµS∗ν)EA = A(ηl, ν1)Tξ¯T ∗η¯ ⊗ SµS∗ν .
Hence the equality EA(Tξ¯T
∗¯
η ⊗ SµS∗ν)EA = Tξ¯T ∗¯η ⊗ SµS∗ν holds if and only if A(ξk, µ1) =
A(ηl, ν1) = 1.
Let us denote by R◦A the ∗-subalgebra of Rs,uA linearly spanned by the operators of the
form
Tξ¯T
∗
η¯ ⊗ SµS∗ν for A(ξk, µ1) = A(ηl, ν1) = 1 (9.2)
where µ = (µ1, . . . , µm), ν = (ν1, . . . , νn) ∈ B∗(X¯A) and ξ¯ = (ξk, . . . , ξ1), η¯ = (ηl, . . . , η1) ∈
B∗(X¯At).
Lemma 9.4. R◦A is dense in Rs,uA .
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Proof. Let PA be the ∗-algebra linearly spanned by the operators of the form SµS∗ν for
µ, ν ∈ B∗(X¯A). As in [7, Section 2], the algebra PA becomes a dense ∗-subalgebra of OA.
We denote by PAt ⊗ PA the linear span of elements
Tξ¯T
∗
η¯ ⊗ SµS∗ν for µ, ν ∈ B∗(X¯A), ξ¯, η¯ ∈ B∗(X¯At).
It becomes a dense ∗-subalgebra of the C∗-algebra of tensor products OAt ⊗OA. For any
Y ∈ Rs,uA ⊂ OAt ⊗OA, take Yn ∈ PAt ⊗ PA such that ‖Y − Yn‖ −→ 0 as n −→∞. Since
‖Y −EAYnEA‖ = ‖EAY EA − EAYnEA‖ ≤ ‖Y − Yn‖ −→ 0
as n −→∞, and EAYnEA belongs to R◦A, we conclude that R◦A is dense in Rs,uA .
Lemma 9.5. D
s,u
A is canonically isomorphic to C(X¯A).
Proof. For µ = (µ1, . . . , µm), ξ = (ξ1, . . . , ξk) ∈ B∗(X¯A) with A(ξk, µ1) = 1, denote by ξµ
the admissible word (ξ1, . . . , ξk, µ1, . . . , µm) ∈ B∗(X¯A). Let Uξµ be the cylinder set of X¯A
defined by
Uξµ = {(xn)n∈Z ∈ X¯A | x−(k−1) = ξ1, . . . , x−1 = ξk−1, x0 = ξk, x1 = µ1, . . . , xm = µm}.
Since Ds,uA = EA(DAt ⊗DA)EA and
DA = C∗(SµS∗µ | µ ∈ B∗(XA)), DAt = C∗(Tξ¯T ∗¯ξ | ξ ∈ B∗(XAt)),
it is straightforward to see that the correspondence
Tξ¯T
∗¯
ξ
⊗ SµS∗µ ∈ Ds,uA −→ χUξµ ∈ C(X¯A)
yields an isomorphism between Ds,uA and C(X¯A).
Consider the automorphisms γA(r,s) = ρ
At
r ⊗ ρAs , (r, s) ∈ T2 on OAt ⊗OA for the gauge
actions ρA
t
on OAt and ρA on OA. Since γA(r,s)(EA) = EA, we have an action γA of
T
2 on Rs,uA . The diagonal action δAt , t ∈ T on Rs,uA is defined by δAt = γA(t,t), t ∈ T. On
the other hand, the groupoid C∗-algebra Rs,uσ¯A = C∗(Gs,uA ⋊ Z2) of the e´tale amenable
groupoid Gs,uA ⋊Z
2 has an action ρs,uσ¯A of T
2 defined in the paragraph right before Theorem
7.9. Its diagonal action δσ¯A of T on Rs,uσ¯A is defined by δσ¯At = ρs,uσ¯A,(t,t). Its fixed point
algebra (Rs,uσ¯A )δ
σ¯A is isomorphic to the asymptotic Ruelle algebra Raσ¯A written RaA. For
the structure of the algebra Rs,uA , we have
Theorem 9.6. Let A be an irreducible and not permutation matrix with entries in {0, 1}.
Then the C∗-algebra Rs,uA is a unital, simple, purely infinite, nuclear C∗-algebra isomorphic
to the groupoid C∗-algebra Rs,uσ¯A of the e´tale groupoid Gs,uA ⋊Z2. More precisely, there exists
an isomorphism Φ : Rs,uA −→ Rs,uσ¯A of C∗-algebras such that
Φ(Ds,uA ) = C(X¯A) and Φ ◦ γA(r,s) = ρs,uσ¯A,(r,s) ◦Φ, (r, s) ∈ T
2. (9.3)
In particular, we have Φ ◦ δAt = δσ¯At ◦Φ for t ∈ T.
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Proof. Since A is irreducible and not permutation matrix, the Cuntz–Krieger algebras
OA,OAt are both unital, simple, purely infinite and nuclear ([7, Theorem 2.14]). Hence so
is the algebra EA(OAt ⊗OA)EA = Rs,uA . We will construct an isomorphism Φ : Rs,uA −→
Rs,uσ¯A having the desired properties (9.3). As in [18], [29], [30], [31], the right one-sided
topological Markov shift (XA, σA) gives rise to an e´tale groupoid GA, which is defined by
GA = {((xi)∞i=1, n, (yj)∞j=1) ∈ XA × Z×XA | n = l − k, xi+k = yi+l, i = 1, 2, . . . }.
We have the groupoid GAt for the transposed matrix A
t in a similar way. It is wel-
known that the groupoids GA, GAt are amenable and e´tale such that their C
∗-algebras
C∗(GA), C∗(GAt) are isomorphic to the the Cuntz–Krieger algebras OA,OAt , respectively.
Let GAt ×GA be the direct product of the groupoids so that C∗(GAt ×GA) is isomorphic
to the tensor product C∗(GAt) ⊗ C∗(GA) of the groupoid C∗-algebras. Hence we have a
natural isomorphism Φ : OAt ⊗OA −→ C∗(GAt ×GA). For elements
((xi)
∞
i=1, n, (yi)
∞
i=1) ∈ GA with n = l − k, xi+k = yi+l for i ∈ N,
((x′j)
∞
j=1, n
′, (y′j)
∞
j=1) ∈ GA with n′ = l′ − k′, x′j+k′ = y′j+l′ for j ∈ N
of the groupoidGA, we assume that A(x
′
1, x1) = A(y
′
1, y1) = 1. Put x = (xi)
∞
i=1, y = (yi)
∞
i=1
and x′ = (x′j)
∞
j=1, y
′ = (y′j)
∞
j=1. We define a bi-infinite sequence π(x
′, x) = (π(x′, x)i)i∈Z by
setting
π(x′, x)i =
{
xi if i ≥ 1,
x′−i+1 if i ≤ 0.
Then π(x′, x) and similarly π(y′, y) belong to X¯A. Put N = Max{l+1, l′} and p = −n, q =
n′. Since
σ¯pA(π(x
′, x))i =π(y′, y)i, i ≥ N,
σ¯qA(π(x
′, x))i =π(y′, y)i, i ≤ −N,
we have
(π(x′, x), p, q, π(y′, y)) ∈ Gs,uA ⋊ Z2.
Define the subgroupoid GAt ×A GA of GAt ×GA by
GAt ×A GA = {((x′, n′, y′), (x, n, y)) ∈ GAt ×GA | A(x′1, x1) = A(y′1, y1) = 1}.
It is easy to see that the correspondence
((x′, n′, y′), (x, n, y)) ∈ GAt ×A GA −→ (π(x′, x),−n, n′, π(y′, y)) ∈ Gs,uA ⋊ Z2
yields an isomorphism of e´tale groupoids, so that we may identify GAt×AGA and Gs,uA ⋊Z2
as e´tale groupoids through the above correspondence. Since GAt ×AGA is a clopen subset
of GAt ×GA, the characteristic function χGAt×AGA of GAt ×AGA on GAt ×GA belongs to
the C∗-algebra C∗(GAt×GA), which is denote by PA. It then follows that the isomorphism
Φ : OAt ⊗ OA −→ C∗(GAt × GA) satisfies Φ(EA) = PA. Hence the restriction of Φ to
the subalgebra EA(OAt ⊗ OA)EA gives rise to an isomorphism EA(OAt ⊗ OA)EA −→
PAC
∗(GAt ×GA)PA which is still denoted by Φ. As PAC∗(GAt ×GA)PA is identified with
C∗(Gs,uA ⋊ Z
2), we have an isomorphism Φ : Rs,uA −→ Rs,uσ¯A . It is also described in the
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following way. For µ = (µ1, . . . , µm), ν = (ν1, . . . , νn) ∈ B∗(X¯A) and ξ¯ = (ξk, . . . , ξ1), η¯ =
(ηl, . . . , η1) ∈ B∗(X¯At) with A(ξk, µ1) = A(ηl, ν1) = 1, we know that
(φm−n(x), y) ∈ Gs,|m−n|A , (φl−k(x), y) ∈ Gu,|l−k|A for x ∈ Uξµ, y ∈ Uην .
Let χξµ,ην ∈ Cc(Gs,uA ⋊ Z2) be the characteristic function of the clopen set
Uξµ,ην = {(x,m− n, l − k, y) ∈ Gs,uA ⋊ Z2 | x ∈ Uξµ, y ∈ Uην ,
(σ¯mA (x), σ¯
n
A(y)) ∈ Gs,0A , (σ¯−kA (x), σ¯−lA (y)) ∈ Gu,0A }.
It is not difficult to see that the correspondence
Tξ¯T
∗
η¯ ⊗ SµS∗ν ∈ Rs,uA −→ χξµ,ην ∈ Cc(Gs,uA ⋊ Z2) (9.4)
gives rise to the isomorphism Φ : Rs,uA −→ C∗(Gs,uA ⋊ Z2)(= Rs,uσ¯A ). By (9.4), we easily
know that Φ satisfies (9.3).
Corollary 9.7. The fixed point algebra (Rs,uA )δ
A
of Rs,uA under the diagonal gauge action
δA is isomorphic to the asymptotic Ruelle algebra RaA.
Proof. The fixed point algebra (Rs,uσ¯A )δ
σ¯A of Rs,uσ¯A under δσ¯A is isomorphic to the asymptotic
Ruelle algebra RaA by Theorem 7.9. Hence the assertion follows from Theorem 9.6.
Put Ui = T
∗
i ⊗ Si in OAt ⊗OA for i = 1, . . . , N . We set UA =
∑N
i=1 Ui in OAt ⊗OA.
Lemma 9.8. UA is a unitary in Rs,uA , that is, UAU∗A = U∗AUA = EA.
Proof. We have
EAUi = (
N∑
j=1
T ∗j Tj ⊗ SjS∗j )Ui =
N∑
j=1
T ∗j TjT
∗
i ⊗ SjS∗jSi = T ∗i ⊗ Si
and similarly UiEA = Ui, so that we have Ui ∈ Rs,uA . Since we have UiU∗i = T ∗i Ti ⊗ SiS∗i
and U∗i Ui = TiT
∗
i ⊗ S∗i Si, we see that
UiU
∗
i · UjU∗j = U∗i Ui · U∗j Uj = 0 if i 6= j.
It then follows that
U∗AUA =
N∑
i=1
U∗i Ui =
N∑
i=1
TiT
∗
i ⊗ S∗i Si = EA.
We have UAU
∗
A = EA similarly.
Define the inner automorphism αA of Rs,uA by setting αA = Ad(UA).
Proposition 9.9. Let Φ : Rs,uA −→ Rs,uσ¯A (= C∗(Gs,uA ⋊ Z2)) be the isomorphism defined
in Theorem 9.6. Then the restriction Φ|Ds,uA : D
s,u
A → C(X¯A) of Φ to the commutative
C∗-subalgebra Ds,uA satisfies the relation:
Φ ◦ αA = σ¯∗A ◦Φ
where σ¯∗A(f) = f ◦ σ¯A for f ∈ C(X¯A).
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Proof. For µ = (µ1, . . . , µm), ξ = (ξ1, . . . , ξk) ∈ B∗(X¯A) with A(ξk, µ1) = 1, We have
UA(Tξ¯T
∗¯
ξ
⊗ SµS∗µ)U∗A =
N∑
i,j=1
T ∗i Tξ¯T
∗¯
ξ
Tj ⊗ SiSµS∗µS∗j
=T ∗ξ1Tξ1T(ξk−1,...,ξ1)T
∗
(ξk−1,...,ξ1)
T ∗ξ1Tξ1 ⊗ SξkµS∗ξkµ
=T(ξk−1,...,ξ1)T
∗
(ξk−1,...,ξ1)
⊗ SξkµS∗ξkµ.
This shows that the equality Φ ◦ αA = σ¯∗A ◦ Φ holds on Ds,uA .
We note that the unitary Φ(UA) in Rs,uσ¯A belongs to the asymptotic Ruelle algebra Raσ¯A
and it is nothing but the unitary Uσ¯A for (X,φ) = (X¯A, σ¯A) defined in (6.1).
Remark 9.10. In [8, Proposition 6.7], C. G. Holton proved that if two primitive matrices
A and B are shift equivalent (cf. [13]), then the asymptotic Ruelle algebras RaA andRaB are
isomorphic by showing that the automorphism αA induced by the original transformation
σ¯A on the AF-algebra C
∗(GaA) has the Rohlin property.
10 K-theory for the asymptotic Ruelle algebras for full shifts
In this final section, we will compute the K-groups and its trace values of the asymptotic
Ruelle algebras RaA for some topological Markov shifts. In [24](cf. [11]), the K-theory
formula for the asymptotic Ruelle algebras RaA for the topological Markov shift (X¯A, σ¯A)
has been provided. In particular, ring and module structure of the K-groups have been
deeply studied in [11]. We will see the K-groups of the C∗-algebra RaA in a concrete way
for full shifts by using the Putnam’s formula in [24] which we will describe below. Let A
be an N ×N irreducible matrix with entries in {0, 1}. Let us consider the abelian group
H(A) of the inductive limit
Z
N ⊗ ZN At⊗A−→ ZN ⊗ ZN At⊗A−→ · · · . (10.1)
Under a natural identification between ZN ⊗ZN and the N ×N matrices MN (Z) over Z,
we set Hk(A) =MN (Z) for k = 1, 2, . . . . Then the map A
t ⊗A in (10.1) goes to the map
ιk : Hk(A) −→ Hk+1(A) defined by ιk([T, k]) = [ATA, k + 1] for [T, k] ∈ Hk(A) with T ∈
MN (Z). Define the homomorphism αk : Hk(A) −→ Hk+1(A) by αk([T, k]) = [A2T, k + 1]
for [T, k] ∈ Hk(A), which extends to an endomorphism α : H(A) −→ H(A). Putnam
showed the following K-theory formula by using the six-term exact sequence for K-theory
of the C∗-algebra RaA:
Proposition 10.1 (Putnam [24, p. 192]).
K0(RaA) =Coker(id − α : H(A) −→ H(A)),
K1(RaA) =Ker(id − α : H(A) −→ H(A)).
We will compute the groups K∗(RaA) for the N ×N matrix A =


1 · · · 1
...
...
1 · · · 1

 with all
entries being 1’s, so that the topological Markov shift (X¯A, σ¯A) is the full N -shift written
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(X¯N , σ¯N ). Let us denote by RaN the asymptotic Ruelle algebra RaA for the matrix A. For
a natural number n, Z[ 1
n
] means the subgroup { m
nk
∈ R | m,k ∈ Z} of the additive group
R. We provide the following lemma.
Lemma 10.2. There exists an isomorphism ξ : H(A) −→ Z[ 1
N2
] of abelian groups such
that the diagram
H(A)
α−−−−→ H(A)
ξ
y yξ
Z[ 1
N2
]
id−−−−→ Z[ 1
N2
]
is commutative. Hence α = id on H(A).
Proof. For a matrix T = [tij ]
N
i,j=1 ∈ MN (Z), define sN (T ) =
∑N
i,j=1 tij. As ATA =
sN (T )A, the map sN : MN (Z)(= Hk(A)) −→ Z defines a homomorphism such that
ιk([T, k]) = [sN (T )A, k + 1] for T ∈ MN (Z). For [T, k], [S, k] ∈ Hk(A), [T, k] and [S, k]
define the same element in H(A) if and only if sN (T ) = sN (S). Define s˜N : Hk(A) −→ Z
by setting s˜N ([T, k]) = sN (T ) for [T, k] ∈ Hk(A). Since
s˜N (ιk([T, k])) = sN (sN (T )A) = sN (T )N
2 = N2s˜N ([T, k]),
we have the sequences of commutative diagrams:
H1(A)
ι1−−−−→ H2(A) ι2−−−−→ H3(A) ι3−−−−→ · · · −−−−→ H(A)
s˜N
y s˜Ny s˜Ny y
Z
×N2−−−−→ Z ×N2−−−−→ Z ×N2−−−−→ · · · −−−−→ Z[ 1
N2
]
and
H1(A)
ι1−−−−→ H2(A) ι2−−−−→ H3(A) ι3−−−−→ · · · −−−−→ H(A)
s˜N
y 1N2 s˜Ny 1N4 s˜Ny y
R
id−−−−→ R id−−−−→ R id−−−−→ · · · −−−−→ R.
Hence we may define an isomorphism ξ : H(A) −→ Z[ 1
N2
] ⊂ R by setting
ξ([T, k]) =
1
(N2)k−1
s˜N ([T, k]) =
1
N2k−2
sN(T ) ∈ Z[ 1
N2
] for [T, k] ∈ Hk(A).
Since α([T, k]) = [A2T, k + 1] and sN (A
2T ) = N2sN (T ), we have
ξ(α([T, k])) =
1
(N2)k
sN (A
2T ) =
1
(N2)k−1
sN (T ) = ξ([T, k]),
so that the isomorphism ξ : H(A) −→ Z[ 1
N2
] satisfies ξ ◦ α = ξ, and hence we have α = id
on H(A).
As id−α is the zero map on H(A) with Z[ 1
N2
] = Z[ 1
N
] in R, we thus have the following
proposition by the formula of Proposition 10.1.
49
Proposition 10.3 (cf. [11, Section 3.3]). K0(RaN ) ∼= K1(RaN ) ∼= H(A) ∼= Z[ 1N ].
C. G. Holton proved that if an N × N matrix A is aperiodic, then the shift σ¯∗N on
the AF-algebra C∗(GaA) has the Rohlin property [8, Theorem 6.1]. For the N ×N matrix
A =


1 · · · 1
...
...
1 · · · 1

 , the algebra C∗(GaN ) which is the C∗-algebra of the groupoid GaA is the
UHF algebra of type N∞, so that the crossed product RaN = C∗(GaN ) ⋊σ¯∗N Z is a simple
AT-algebra of real rank zero with a unique tracial state by [4, Theorem 1.1], [12, Theorem
1.3]. The unique tracial state on RaN is denoted by τN . It arises from the Parry measure
on the full N -shift (X¯N , σ¯N ) (Putnam [24, Theorem 3.3]). We may determine the trace
values of the K0-group in the following way.
Lemma 10.4. τN∗(K0(RaN )) = Z[ 1N ] in R.
Proof. By Corollary 9.7, the algebra RaN is realized as the fixed point algebra of Rs,uN
under the diagonal gauge action. It is easy to see that RaN is generated by linear span of
operators of the form Tξ¯T
∗¯
η ⊗ SµS∗ν for µ = (µ1, . . . , µm), ν = (ν1, . . . , νn) ∈ B∗(X¯A), ξ¯ =
(ξk, . . . , ξ1), η¯ = (ηl, . . . , η1) ∈ B∗(X¯At) such that k+m = l+n. Since the tracial state τN
on RaN comes from the Parry measure on X¯N , we have
τN (Tξ¯T
∗
η¯ ⊗ SµS∗ν) =
{
1
Nk+m
if ξ¯ = η¯, µ = ν,
0 otherwise.
Through the six-term exact sequence
K0(C
∗(GaN ))
id−α−−−−→ K0(C∗(GaN ))
id−−−−→ K0(RaN )x y
K1(RaN )
id←−−−− K1(C∗(GaN ))
id−α←−−−− K1(C∗(GaN ))
for the crossed product RaN = C∗(GaN ) ⋊ Z with the fact K1(C∗(GaN )) = 0 and α = id,
all elements of K0(RaN ) come from those of K0(C∗(GaN )) = H(A). We thus conclude that
τN∗(K0(RaN )) = Z[ 1N ].
For two natural numbers 1 < M,N ∈ N, let M = pk11 · · · pkmm , N = ql11 · · · qlnn be the
prime factorizations ofM,N such that p1 < · · · < pm, q1 < · · · < qn and k1, . . . , km, l1, . . . , ln ∈
N, respectively.
Proposition 10.5. Keep the above notation. The following assertions are equivalent.
(i) The Ruelle algebras RaM and RaN are isomorphic.
(ii) Z[ 1
M
] = Z[ 1
N
] as subsets of values of R.
(iii) {p1, . . . , pm} = {q1, . . . , qn}, that is, m = n and p1 = q1, . . . , pm = qn.
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Proof. (i) =⇒ (ii): Since the Ruelle algebras RaM and RaN have unique tracial state,
respectively, the assertion follows from the preceding lemma.
(ii) =⇒ (i): The algebras RaM ,RaN are both AT-algebras of real rank zero with unique
tracial state. The condition Z[ 1
M
] = Z[ 1
N
] implies that their K-theoretic dates
(K0(RaM ),K0(RaM )+, [1],K1(RaM )) = (K0(RaN ),K0(RaN )+, [1],K1(RaN ))
coincide because of Proposition 10.3 and Lemma 10.4. By a general classification theory
of simple AT-algebras of real rank zero, we conclude that the Ruelle algebras RaM and RaN
are isomorphic.
The equivalence (ii) ⇐⇒ (iii) is easy.
We have the following corollary.
Corollary 10.6. Let M = pk11 · · · pkmm and N = ql11 · · · qlnn be the prime factorizations
of M,N as in the above proposition. If the sets {p1, . . . , pm} and {q1, . . . , qn} do not
coincide with each other, then the two-sided full shifts (X¯M , σ¯M ) and (X¯N , σ¯N ) are not
asymptotically continuous orbit equivalent.
Proof. Suppose that {p1, . . . , pm} 6= {q1, . . . , qn}. By the above proposition, the Ruelle
algebras RaN ,RaM are not isomorphic. Since the isomorphism class of the Ruelle algebra
is invariant under asymptotic continuous orbit equivalence by Theorem 5.7, we know that
(X¯M , σ¯M ) and (X¯N , σ¯N ) are not asymptotically continuous orbit equivalent.
11 Concluding remarks
Before ending the paper, we refer to differences among asymptotic continuous orbit equiv-
alence, asymptotic conjugacy and topological conjugacy of Smale spaces. It is may be
proved that topological conjugacy implies asymptotic conjugacy, which implies asymp-
totic continuous orbit equivalence. For an irreducible Smale space (X,φ), its inverse
system (X,φ−1) automatically becomes an irreducible Smale space by definition. We then
see the following
Proposition 11.1. An irreducible Smale space (X,φ) is asymptotically continuous orbit
equivalent to its inverse (X,φ−1).
Proof. In Definition 3.2, we set Y = X,ψ = φ−1 and take h = id, c1 ≡ −1, c2 ≡ −1, d1 ≡
0, d2 ≡ 0. We then see that cn1 (x) = −n for all x ∈ X and cn2 (y) = −n for all y ∈ Y. It is
direct to see that all conditions in Definition 3.2 hold for these c1, c2, d1, d2, so that (X,φ)
is asymptotically continuous orbit equivalent to its inverse (X,φ−1).
We may easily explain the above situation in terms of C∗-algebras. We actually see that
the identity map id : X −→ X induces an isomorphism Φ : Raφ −→ Raφ−1 of C∗-algebras
such that
Φ(C(X)) = C(X) and Φ ◦ ρφt = ρφ
−1
−t ◦ Φ,
because in Theorem 1.1 (iii), we may have.
Ad(Ut(cφ−1)) = ρ
φ−1
−t , Ad(Ut(cφ)) = ρ
φ
t .
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Corollary 11.2. There exists a pair (X,φ) and (Y, ψ) of irreducible Smale spaces such
that they are asymptotically continuous orbit equivalent but not topologically conjugate.
Proof. As in [13, Example 7.4.19], the matrix A =
[
19 5
4 1
]
is not shift equivalent to its
transpose At =
[
19 4
5 1
]
. Let (X,φ) and (Y, ψ) be the shifts of finite type defined by
the matrices A and At, respectively. Since (Y, ψ) is naturally topologically conjugate to
(X,φ−1), the Smale spaces (X,φ) and (Y, ψ) are asymptotically continuous orbit equivalent
by the preceding proposition. As shift equivalence relation of matrices is weaker than
strong shift equivalence, by Williams’ theorem [37] the shifts of finite type (X,φ) and
(Y, ψ) are not topologically conjugate.
In the recent paper:
K. Matsumoto, Topological conjugacy of topological Markov shifts and Ruelle algebras,
arXiv:1706.07155,
which is a continuation of this paper, the author shows that two-sided topological Markov
shifts are topologically conjugate if and only if they are asymptotically conjugate. Hence
the example in the proof of Corollary 11.2 shows us that there exists a pair (X,φ) and (Y, ψ)
of irreducible Smale spaces such that they are asymptotically continuous orbit equivalent
but not asymptotically conjugate. For a general irreducible Smale space, however, we do
not know whether or not the asymptotic conjugacy implies topological conjugacy. This is
an open question probably being affirmative.
We finally remark the following. We know that if two irreducible topological Markov
shifts are asymptotically continuous orbit equivalent, then their asymptotic Ruelle alge-
bras are isomorphic by Theorem 5.7. Since these asymptotic Ruelle algebras RaA have
unique tracial states τA coming from the Parry measures on the shift spaces. Hence
the trace values τA∗(K0(RaA)) are invariant under asymptotic continuous orbit equiv-
alence. For two matrices A =
[
1 1
1 1
]
, B =
[
1 1
1 0
]
it is straightforward to see that
τA∗(K0(RaA)) 6= τB∗(K0(RaB)) as subsets of R, because τB∗(K0(RaB)) contains the trace
values of the dimension group of the AF-algebra defined by the matrix B. Hence we know
that the two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are not asymptotically
continuous orbit equivalent, whereas their one-sided topological Markov shifts (XA, σA)
and (XB , σB) are continuous orbit equivalent as in [14, Section 5].
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