Abstract. We consider a parabolic interface problem which models the transport of a dissolved species in two-phase incompressible flow problems. Due to the so-called Henry interface condition the solution is discontinuous across the interface. We use an extended finite element space combined with a method due to Nitsche for the spatial discretization of this problem and derive optimal discretization error bounds for this method. For the time discretization a standard θ-scheme is applied. Results of numerical experiments are given that illustrate the convergence properties of this discretization.
, be a convex polygonal domain that contains two different immiscible incompressible phases. The (in general time dependent) subdomains containing the two phases are denoted by Ω 1 , Ω 2 , withΩ =Ω 1 ∪Ω 2 . A typical example is a droplet surrounded by another fluid. In this paper we only consider the stationary case in which the interface Γ :=Ω 1 ∩Ω 2 does not depend on time. The interface Γ is assumed to be sufficiently smooth. A model example is a droplet at a stationary position in a flow field. The fluid dynamics in such a flow problem is usually modeled by the incompressible Navier-Stokes equations combined with suitable conditions at the interface which describe the effect of surface tension. For this model we refer to the literature, e.g. [2, 7, 19, 27] . By w we denote the velocity field resulting from these Navier-Stokes equations. In this paper we consider a model which describes the transport of a dissolved species in such a two-phase flow problem. In strong formulation this model is as follows: 
|Γ , where v i = v |Ωi is the restriction of v to Ω i . In (1.1) we have standard parabolic convection-diffusion equations in the two subdomains Ω 1 and Ω 2 . The diffusion coefficient α is assumed to be piecewise constant:
In general we have α 1 = α 2 . The interface condition in (1.2) results from the conservation of mass principle. The condition in (1.3) is the so-called Henry condition, cf.
[ 17, 23, 22, 3, 2] . In this condition the coefficient β is strictly positive and piecewise constant:
In general we have β 1 = β 2 , since species concentration usually has a jump discontinuity at the interface due to different solubility within the respective fluid phases. Hence, the solution u is discontinuous across the interface.
In this paper we analyze a special finite element method for the discretization of this class of parabolic interface problems. For the special case β 1 = β 2 (no discontinuity) and with a triangulation which is fitted to the interface, standard finite element spaces have (close to) optimal approximation properties. In [4] it is proved that in this special case for standard linear finite elements an L 2 -discretization error bound of the order h 2 log h holds. In this paper we allow β 1 = β 2 and use triangulations that are unfitted (as in level set of VOF approaches), i.e. the interface crosses the elements. We will analyze a variant of Nitsche's method [20] for the spatial discretization of this problem. From this semi-discrete problem a full discretization is obtained by using a standard θ-scheme for time discretization. We use the same Nitsche method as presented and analyzed in [8] , cf. also [9, 10, 11] . In that paper this method is applied to a stationary heat conduction problem with a conductivity that is discontinuous across the interface (α 1 = α 2 ) but with a solution that is continuous across the interface (β 1 = β 2 ). We apply this method to the instationary problem described above, with β 1 = β 2 (discontinuous solution), and furthermore allow a convection term in (1.1) (in [8] only pure diffusion is considered). In the error analysis that we present some key results from [8] are used.
We also mention the papers [12, 13, 14, 15, 16] in which a similar Nitsche method is applied and analyzed in a different setting, namely as a mortar method, which allows the use of non-matching meshes, for the discretization of elliptic and parabolic problems with smooth solutions.
Remark 1. The discontinuity of u across the interface can be avoided by introducing transformed quantitiesũ := βu,α := α/β,w := w/β. Then (1.1)-(1.3) can be reformulated as
(1.8)
In this formulation we have continuity ofũ across Γ but, compared to (1.1), a subdomain dependent scaling factor β −1 in front of the time derivative. We will consider the model in the formulation (1.1)-(1.5). The discretization method obtained for this model immediately yields an analogon for the transformed model (1.6)-(1.8), cf. remark 5.
The paper is organized as follows. In section 2 we discuss a weak formulation of the problem (1.1)-(1.5). In section 3 Nitsche's finite element method for the spatial discretization is presented. In section 4 optimal discretization error bounds are derived. In section 5 the issue of time discretization is briefly addressed. Finally, in section 6 we present results of a numerical experiment with a three-dimensional transport problem of the form (1.1)-(1.5).
2. Weak formulation. In this section we give a weak formulation of the problem (1.1)-(1.5) which, under reasonable assumptions on the data f , u 0 (and w), has a unique solution. We assume that for the function u 0 in the initial condition (1.4) the conditions in (1.2), (1.3) are satisfied. For simplicity we only consider homogeneous Dirichlet boundary conditions in (1.5) . Note that this boundary condition is given (only) on ∂Ω and thus if ∂Ω 1 ∩∂Ω = ∅, then it does not prescribe values for u 1 = u |Ω1 .
Due to the fact that the underlying two-phase fluid dynamics concerns two incompressible immiscible phases it is reasonable to make the following assumption about the velocity field w:
In the remainder of the paper we assume that (2.1) holds.
For a weak formulation we introduce suitable Hilbert spaces. We define
On H we use the scalar product
which clearly is equivalent to the standard scalar product on
The corresponding norm is denoted by | · | 1,Ω1∪Ω2 . This norm is equivalent with
The space V, (·, ·) 1,Ω1∪Ω2 is a Hilbert space. We obtain a Gelfand triple V ֒→ H ≡ H ′ ֒→ V ′ , with dense and continuous embeddings ֒→. We now introduce the bilinear form
This bilinear form is continuous on V and using (2.1) we get, for u ∈ V ,
Hence, (w · ∇u, u) 0 = 0 holds. This yields ellipticity of a(·, ·):
We introduce some further standard notation. If X is a Banach space then L 2 (0, T ; X) is the space of L 2 functions from (0, T ) into X, which is a Banach space for the norm
Furthermore C([0, T ]; X) denotes the space of continuous functions from [0, T ] into X, which is a Banach space for the norm
Now consider the following weak formulation of (1.
Here ·, · denotes the duality pairing on V ′ × V . The derivative ∂u ∂t is defined in a distributional sense, cf. for example [18, 25] . In particular
It can be shown ( [18, 25] ) that u ∈ C([0, T ]; H) holds and thus the initial condition u = u 0 is well-defined. It is proved in [18, 25] that the weak formulation (2.4) has a unique solution.
Remark 2. This existence and uniqueness result still holds (cf. [26, 6] ) if instead of ellipticity of the bilinear form a(·, ·), cf. (2.3), one has the weaker property
with constants c 0 > 0 and c 1 independent of u. Using |(w · ∇u, u) 0 | ≤ c|u| 1,Ω1∪Ω2 u 0 it easily follows that this property holds without using the first two assumptions in (2.1). We introduce these assumptions because they simplify the presentation of the analysis for the continuous problem and we need them in our analysis of Nitsche's method in section 4.
The duality pairing in (2.4) can be replaced by the scalar product (·, ·) 0 on H if one assumes additional regularity of the data f and u 0 . Related to this regularity issue we first consider the stationary problem: for f ∈ H,
The unique solution w of this problem satisfies (cf. [4] )
and
holds, with a constant c independent of f . The space V reg is a Banach space with respect to the norm · 2,Ω1∪Ω2 . Using this regularity result it follows from Theorem 3.2 in [24] that the following holds:
Moreover, the distributional time derivative satisfies
We now show that the variational problem (2.8) is indeed a correct weak formulation of the problem (1.1)-(1.5). Lemma 2.2. Take f ∈ H, u 0 ∈ V reg . Assume that (1.1)-(1.5) has a solution u(x, t) which is sufficiently smooth such that for u : t → u(·, t) we have
Using this we obtain
If u satisfies (1.1), (1.2) we thus obtain For the result in (2.10) it is essential that we multiply the equation (1.1) by βv and not by v. This explains why in the scalar products (·, ·) 0 and (·, ·) 1,Ω1∪Ω2 we use the weighting with the (piecewise constant) function β.
3. Nitsche's method. We present Nitsche's method along the same lines as in [8] . Let {T h } h>0 be a family of shape regular triangulations of Ω. A triangulation T h consists of triangles T , with h T := diam(T ) and h := max{ h T | T ∈ T h }. For any triangle T ∈ T h let T i := T ∩ Ω i be the part of T in Ω i . For any T with T ∩ Γ = ∅ we define Γ T := T ∩ Γ. Related to the triangulation we formulate the same assumptions as in [8] :
Assumption 1. Consider a T with T ∩ Γ = ∅. We assume that the interface Γ intersects ∂T exactly twice and each edge of T at most once. Let Γ T,h be the straight line connecting the points of intersection between Γ and ∂T . We assume that Γ T is a function of length on Γ T,h :
The assumptions formulated in assumption 1 are satisfied on sufficiently fine meshes. We now introduce the finite element space
In the literature a finite element discretization based on the space V Γ h is often called an extended finite element method (XFEM), cf. [1, 5] . Furthermore, in the (engineering) literature this space is usually characterized in a different way, which we briefly explain. Let V h be the standard finite element space of continuous piecewise linears, corresponding to the triangulation T h . Define the index set J = {1, . . . , n}, where n = dim V h , and let (φ i ) i∈J be the nodal basis in V h . Let J Γ := { j ∈ J | |Γ ∩ supp(φ j )| > 0 } be the index set of those basis functions the support of which is intersected by Γ. The heaviside function H Γ has the values H Γ (x) = 0 for x ∈ Ω 1 , H Γ (x) = 1 for x ∈ Ω 2 . Using this, for j ∈ J Γ we introduce a so-called enrichment function
, where x j is the vertex with index j. We introduce a new basis function φ Γ j := φ j Φ j , j ∈ J Γ , and define the space
This characterization accounts for the name "extended finite element method". The new basis functions φ
hence, κ 1 +κ 2 = 1. For v sufficiently smooth such that (v i ) |Γ , i = 1, 2, are well-defined, we define the weighted average
For the average and jump operators the following identity holds for all f, g such that these operators are well-defined:
with λ > 0 a parameter. This bilinear form is well-defined on the space V Γ h but also on
The space W reg is larger than the space V reg in (2.6). The interface condition [βv] is fulfilled for all v ∈ V reg but not neccesarily for v ∈ W reg . Using this bilinear form we define a method of lines discretization of (2.8). Let
Opposite to the weak formulation in (2. . As we will show in the following sections, this approach leads to optimal order error bounds (section 4) and satisfactory results in numerical experiments (section 6).
4. Analysis of Nitsche's method. In this section we present an error analysis of the method of lines discretization given in (3.4). We start with a consistency result:
Lemma 4.1. Let u = u(t) ∈ V reg be the solution defined in lemma 2.1. Then u(t) satisfies
Proof. From lemma 2.2 we have that u = u(t) satisfies [α∇u · n] = 0, [βu] = 0. Using this and (3.2) we obtain:
Furthermore, u solves (1.1) (in the sense as in lemma 2.2). Multiplication of (1.1) by βv h and integration over Ω results in
and thus the consistency result holds. For the error analysis we introduce a suitable norm, as in [8] . Let G h denote the set of all triangles that are intersected by Γ. We define Note that different from [8] we have a scaling with β in the terms |v| 1,Ω1∪Ω2 and [βv] 1/2,h,Γ . The bilinear form a h (·, ·) has the following continuity and ellipticity properties with respect to the norm ||| · |||.
Lemma 4.2. There exist constants c 1 , c 2 > 0 such that for λ sufficiently large (independent of h) the following holds:
Using the Cauchy-Schwarz inequality and the definitions of the norms we obtain
which proves the continuity. Using the assumptions (2.1) we obtain for
with c > 0 independent of h. From Lemma 4 in [8] we have
Using this we obtain the ellipticity result in (4.6), provided the parameter λ is chosen sufficiently large.
In [8] an interpolation operator I * h : holds.
In the error analysis we use the elliptic projection R h :
In the following two lemmas we derive error bounds for this projection. Lemma 4.4. The following holds:
h . Using lemma 4.2 and theorem 4.3 we get, with c 2 > 0:
Hence, |||χ h ||| ≤ c h v 2,Ω1∪Ω2 holds and thus
holds.
Lemma 4.5. The following holds:
Using w · n = 0 on Γ and div w = 0 in Ω i we get −(w · ∇u, v) 0 = (w · ∇v, u) 0 and thusã(u, v) = a(v, u) for u, v ∈ H 1 0 (Ω 1 ∪ Ω 2 ). Letũ ∈ V be the unique solution of
This dual problem has the same regularity properties as the one in (2.5), i.e.,ũ ∈ H 2 (Ω 1 ∪ Ω 2 ) and
with a constant c independent of e h . Using this regularity property, combined with [βũ] = 0 (sinceũ ∈ V ) it follows thatũ solves the following problem:
Multiplication of (4.8) with βe h , integration over Ω i and applying partial integration we obtain, using (4.9),(4.10):
Using this in combination with theorem 4.3 and lemma 4.4 we get
which completes the proof. We now derive an error bound for the semi-discretization by Nitsche's method in (3.4). We require that the solution u = u(t) ∈ V reg as defined in lemma 2.1 has sufficient regularity, in particular ∂u ∂t ∈ L 1 0, T ; W reg ). The analysis uses standard arguments as in, for example, [26] .
Theorem 4.6. Let u = u(t) ∈ V reg be the solution defined in lemma 2.1 and
h the solution of (3.4) with u h (0) =û 0 . The following holds
Proof. Introduce the splitting u h (t) − u(t) = θ(t) + ρ(t), with θ :
For θ = θ(t) ∈ V Γ h we have, using lemma 4.1:
with w = ∂u ∂t . We assumed sufficient regularity, in particular w ∈ W reg . Using lemma 4.5 we get
Thus we have
Integration over [0, t] and using θ(0) 0 = û 0 − R h u 0 0 proves the desired result.
Remark 4. We comment on the error analysis for the three-dimensional case. The Nitsche method given in (3.4) has an obvious analogon if we consider a problem as in (1.1)-(1.5) with Ω ⊂ R 3 and use the extended finite element space on a family of shape regular tetrahedral triangulations. The arguments to derive the consistency result in lemma 4.1 are dimension independent. Results as in lemma 4.2, lemma 4.4 and lemma 4.5 can be proved using results from [9] . The arguments and the techniques used are essentially the same as for the 2D case.
5. Time discretization. The semi-discretization (3.4), resulting from Nitsche's method, can be combined with standard time discretization methods. For example, the θ-scheme (θ ∈ (0, 1]) takes the following form. For n = 0, 1, . . . , N − 1, with
holds. The error analysis of this full discretization method can be performed using standard arguments, as in [26] . For completeness we derive an error bound for the implicit Euler method. Again we require that the solution u = u(t) ∈ V reg as defined in lemma 2.1 has sufficient regularity, in particular ∂u ∂t ∈ L 1 0, T ; W reg and 
Proof. We use the splitting u 
we have a bound as in (4.11) . For the backward difference quotient we introduce the notation∂ n w := (w n − w n−1 )/∆t. Using the definition of u n h in (5.1), the definition of the semi-discretization in (3.4) and the consistency result in lemma 4.1 we obtain
Taking v h = θ n ∈ V Γ h and using a h (θ n , θ n ) ≥ 0 we get
Hence, 6. Numerical experiments. In this section we present results of numerical experiments. We consider a three-dimensional test problem in which the interface Γ is planar. We use this simple interface geometry to avoid errors that are introduced by a numerical interface approximation and to obtain a problem of the form (1.1)-(1.5) with a known and sufficiently smooth solution u.
The domain Ω = (0, 1) 3 is sudivided into the subdomains Ω 1 := {(x, y, z) ∈ Ω : z < 0.34113} and Ω 2 := Ω \ Ω 1 , which are seperated by the planar interface Γ := {(x, y, z) ∈ Ω : z = 0.34113}. The position of the interface and the tetrahedral triangulation (cf. below) are chosen such that these do not fit.
We consider the problem (1.1)-(1.5) with α = (α 1 , α 2 ) := (1, 2), β = (β 1 , β 2 ) := (2, 1) and a stationary velocity field
which satisfies the assumptions (2.1). The right hand side f is taken such that the exact solution is u(x, y, z, t) := exp(−t) cos(πx) cos(2πy)az(z + b) in Ω 1 , exp(−t) cos(πx) cos(2πy)z(z − 1)
in Ω 2 ,
where the constants a and b are determined such that the interface conditions (1.2)-(1.3) are satisfied. We take homogeneous Dirichlet boundary conditions on the boundary segments z = 0 and z = 1 and homogeneous Neumann boundary conditions on the remaining part of the boundary.
6.1. Spatial discretization error bound. For the spatial discretization, we first create a uniform grid with mesh size h = The semi-discretization u h (t) is not known. We computed an accurate approximation of u h (t) using the implicit Euler time-stepping scheme ( (5.1) with θ = 1) with a time step size ∆t which is sufficiently small (in our experiments: ∆t = 10 −4 ) such that the error due to the time discretization is negligible compared to the space discretization error. The resulting reference solution is denoted by u * h (t). In the implementation of (5.1) the basis in V Γ h as explained in remark 3 is used. Note that special quadrature methods are needed for computing quantities like (φ Γ i , φ j ) 0 and a h (φ Γ i , φ j ). For the parameter λ in the bilinear form a h (·, ·) we take the value λ = 100. This choice is based on numerical experiments. It turns out that the error behaviour is not very sensitive with respect the choice of the parameter value. The results are essentially the same for all 10 1 ≤ λ ≤ 10 3 . In Table 6 .1, the errors u * h (T ) − u(T ) L 2 for T = 0.15 are displayed. These results are consistent with the theoretical bound O(h 2 ) given in theorem 4.6. at T = 0.15 in the plane x = 0.25 is shown in Figure 6 .2. Table 6 .3 Time discretization error in L 2 norm and convergence order at T = 0.2
