Let (V, E) be a graph with vertex set V and edge set E. Let (X, X ′ , Y ) ∈ V × V × {−1, 1} be a random triple, where X, X ′ are independent uniformly distributed vertices and Y is a label indicating whether X, X ′ are "similar" (Y = +1), or not (Y = −1). Our goal is to estimate the regression function
that is assumed to be a symmetric kernel on V ×V and will be called the similarity kernel.
It is well known that sign(S * (X, X ′ )) is the Bayes classifier, that is, the best possible predictor of Y based on an observation of X, X ′ in the sense that it minimizes the generalization error P{Y = g(X, X ′ )} over all possible predictors g : V × V → {−1, 1}.
Our goal is to estimate S * based on the training data (X 1 , X ′ 1 , Y 1 ), . . . , (X n , X ′ n , Y n ) consisting of n i.i.d. copies of (X, X ′ , Y ). We are especially interested in the class of problems such that, on the one hand, S * is a matrix (kernel) of relatively small rank and, on the other hand, S * possesses certain degree of smoothness on the graph.
Throughout the paper, S V denotes the linear space of symmetric kernels S : V ×V → R, S(u, v) = S(v, u), u, v ∈ V, that can be also viewed as real-valued symmetric m × m matrices. For S ∈ S V , let rank(S) denote the rank of S and tr(S) denote the trace of S. The spectral representation of S has the form S = r j=1 σ j (ψ j ⊗ ψ j ), where r = rank(S), σ 1 ≤ · · · ≤ σ r are non-zero eigenvalues of S (repeated with their multiplicities) and ψ 1 , . . . , ψ r are the corresponding orthonormal eigenfunctions (there is a multiple choice of ψ j s in the case of repeated eigenvalues). We also use the notation sign(S) := r j=1 sign(σ j )(ψ j ⊗ ψ j ) and we define the support of S, denoted by supp(S), as the linear span of {ψ 1 , . . . , ψ r } in R V .
For 1 ≤ p < ∞, the Schatten p-norm of S ∈ S V is defined as , where |S| := √ S 2 . For p = 1, · 1 is called the nuclear norm, while, for p = 2, · 2 is the Hilbert-Schmidt or Frobenius norm, that is, the norm induced by the Hilbert-Schmidt inner product which will be denoted by ·, · . The operator or spectral norm is defined as S := max j |σ j |.
Let us also denote by Π 2 := Π × Π the distribution of random couple (X, X ′ ) in V × V and let S L 2 (Π 2 ) be the L 2 (Π 2 )-norm of kernel S :
The corresponding inner product is denoted by ·, · L 2 (Π 2 ) . Clearly, under the assumption that the distribution Π is uniform in V, we have S L 2 (Π 2 ) = m −2 S 2 2 and S 1 , S 2 L 2 (Π 2 ) = m −2 S 1 , S 2 .
The smoothness of a symmetric kernel S : V × V → R can be characterized in terms of Sobolev type norms ∆ p/2 S 2 2 for some p > 0. Note that if S is a kernel of rank r with spectral representation S =
so, essentially, the smoothness of the kernel S depends on the smoothness of its eigenfunctions ψ k on the graph. In particular, for p = 1, we have
where the sum is over the couples of vertices connected with an edge.
Given a kernel S, let L n (S) denote the following penalized empirical risk:
where W = d∆ p for some constants d > 0 and p > 0, ε,ε > 0 are regularization parameters and ε 1 =ε m 2 . We will study the following estimation method:
where D is a closed convex subset of the linear space S V of all symmetric kernels. Note that there are two complexity penalties involved in the definition of penalized empirical risk (1.1). The first penalty is based on the nuclear norm S 1 and it is used to "promote" low rank solutions. The second penalty is based on a "Sobolev type norm" W 1/2 S 2 2 .
1 Below · denotes the Euclidean norm in R V ; there is a little abuse of notation here since we also denote the operator norm by · .
It is used to "promote" the smoothness of the solution on the graph. In principle, W in the definition of L n (S) could be an arbitrary symmetric nonnegatively definite matrix.
Therefore, alternative interpretations of the problem under consideration are possible (such as, for instance, learning similarities on weighted graphs).
We will derive an upper bound on the error Ŝ − S * 2
of estimatorŜ in terms of spectral characteristics of the target similarity matrix S * and matrix W . Before stating the main results, let us recall recent advances on low rank matrix completion problems in which the approach based on nuclear norm penalization has been crucial.
Suppose first that a symmetric kernel S * ∈ S V is observed at random points (X j , X ′ j ), j = 1, . . . , n, where X j , X ′ j , j = 1, . . . , n are independent and sampled from the uniform distribution Π in V. In this case, V is an arbitrary finite set of cardinality m and the set of edges E is not specified. It is assumed that Y j = S * (X j , X ′ j ), so, there is no errors in the observations. In such a noiseless case, the following method is used to recover S * based on the observations (
Such methods of recovery of low rank target matrices S * have been extensively studied are low rank matrices S * that can not be recovered based on a random sample of n entries unless n is very large (comparable with the total number of entries of the matrix). Indeed, consider S * such that, for given u, v ∈ V, S * (u, v) = S * (v, u) = 1 and S * (u ′ , v ′ ) = 0 otherwise. For this rank 2 matrix, the probability that the two "informative" entries are not present in the sample is (1 − 2 m 2 ) n , which is close to 1 if n = o(m 2 ). Such sparse low rank matrices should be excluded to make it possible to recover the target low rank matrix based on relatively small samples of entries. This is done by introducing so called low coherence assumptions. Let {e v : v ∈ V } be the canonical orthonormal basis of R V equipped with the standard Euclidean inner product. Given a linear subspace L ⊂ R V , denote by L ⊥ the orthogonal complement of L and by P L the projector onto the subspace L. Let L := supp(S * ), r = rank(S * ) and suppose there exists a constant ν ≥ 1 (coherence
The following result is due to Candes and Tao (2010) and Gross (2011) (we state here a version of Gross that is an improvement of an earlier result of Candes and Tao with significant simplification of the proof).
Theorem 1 Suppose conditions (1.3) hold for some ν ≥ 1. Then, there exists a constant C > 0 such that, for all n ≥ Cνrm log 2 m,Š = S * with probability at least 1 − m −2 .
Thus, if, for the target matrix S * , the coherence coefficient ν ≥ 1 is relatively small, the nuclear norm minimization algorithm (1.2) does provide the exact recovery of S * as soon as the number of observed entries n is of the order mr (up to a log factor).
In the case when Y j are noisy observations of S * (X j , X ′ j ) with
one can use the following estimation method based on penalized empirical risk minimization with quadratic loss and with nuclear norm penalty:
This method has been also extensively studied for the recent years, in particular, by 
Clearly, (1.5) is equivalent to method (1.2) defined above forε = 0.
When the observations |Y j | ≤ 1, j = 1, . . . , n (for instance, when Y j ∈ {−1, 1}, which is the case studied in the paper), the next result follows from Theorem 4 in Koltchinskii,
Lounici and Tsybakov (2011).
Theorem 2 For t > 0, suppose that Then with probability at least
Our main goal is to show that this bound can be improved in the case when the target kernel S * , in addition to having relatively small rank, is also smooth on the graph and when the estimation method (1.2) is used with a proper choice of regularization parameters ε,ε.
Main Results
Suppose that W has the following spectral representation: 
with a constant c > 0.
Suppose now that the spectral representation of S * is S * = r k=1 µ k (ψ k ⊗ψ k ), where r = rank(S * ) ≥ 1, µ k are non-zero eigenvalues of S * (possibly repeated) and ψ k are the corresponding orthonormal eigenfuctions. Denote L := supp(S * ). Let ϕ be an arbitrary
We will denote by Ψ = Ψ S * ,W the class of all the functions satisfying these properties.
Often, it will be convenient to extend a function ϕ ∈ Ψ to nonnegative real numbers by making it linear in each of the intervals [k, k + 1], k = 0, 1, . . . , m − 1 and setting
Such an extension will be also denoted by ϕ. It is easy to see that the extension is a nondecreasing function in R + and the function u →
The following coherence function will be crucial in our analysis:
It is straightforward to check thatφ ∈ Ψ and, for all
Thus,φ is the smallest function ϕ ∈ Ψ. Also,φ(m) = r since
k is nonincreasing, we havē
Given t > 0, let t n,m := t + log(2m(log 2 (4n ζ m (3/2)ζ ) + 2)). We will assume in what follows that mt n,m ≤ n and set
Theorem 3 There exists constants C, C 1 depending only on c such that, for all s ∈ {k 0 + 1, . . . , m + 1} and allε
Remarks. Note that max v∈V P L e v 2 ≤ 1. Thus, the last term in the righthand side of bound (2.2) is smaller than the first term, provided that
Moreover, this term is much smaller under a low coherence condition max v∈V P L e v 2 ≤ νr m for some ν ≥ 1 (see conditions (1.3)). In this case,
Note also that Theorem 3 holds in the case whenε = 0. In this case, s = m and ϕ(S * , m) = r, so the bound of Theorem 3 becomes
which also follows from the result of Koltchinskii, Lounici and Tsybakov (2011) (see Theorem 2 in Section 1). 3 Here and in what follows, we use a convention that λm+1 = +∞ and λ
The functionφ involved in the statement of the theorem has some connection to the low coherence assumptions frequently used in the literature on low rank matrix completion. To be specific, suppose that, for some ν ≥ 1,
A part of standard low coherence assumptions on matrix S * with respect to the orthonor-
and it implies condition (2.4) that can be viewed as a weak version of low coherence.
Under condition (2.4), the following corollary of Theorem 3 holds.
Corollary 1 Suppose that condition (2.4) holds. Then, there exists a constant C > 0 depending only on ζ such that, for all s ∈ {k 0 + 1, . . . , m + 1} and allε ∈ (λ −1 s , λ
, with probability at least 1 − e −t ,
Note that, if λ k ≍ k 2β for some β > 1/2, then the choice of s that minimizes the bound of Corollary 1 is s ≍ n νrtn,m
, which, under a low
The advantage of (2.5) comparing with (2.3) (that holds forε = 0 and does not rely on any smoothness assumption on the kernel S * ) is due to the fact that there is no factor m in the numerator in the right hand side of (2.5). Due to this fact, when m is large enough and ν is not too large, bound (2.5) becomes sharper than (2.3).
Proofs
Proof of Theorem 3. Bound (2.2) will be proved for an arbitrary function ϕ ∈ Ψ S * ,W with ϕ(k) = r, k ≥ m instead ofφ. It then can be applied to the functionφ (which is the smallest function in Ψ S * ,W ). We will also assume throughout the proof that s ∈ {k 0 , . . . , m} andε ∈ [λ −1 s+1 , λ −1 s ] (at the end of the proof, we replace s + 1 → s).
Clearly, this defines orthogonal projectors P L , P ⊥ L in the space S V with Hilbert-Schmidt inner product. We will use the following well known representation of subdifferential of convex function Koltchinskii (2011b) , Appendix A.4 and references therein). An arbitrary matrix A ∈ ∂L n (Ŝ) can be represented as follows:
SinceŜ is a minimizer of L n (S), there exists a matrix A ∈ ∂L n (Ŝ) such that −A belongs to the normal cone of D at the pointŜ (see Aubin and Ekeland (1984) , Chap. 2, Corollary 6). This implies that A,Ŝ − S * ≤ 0 and, in view of (3.1),
It follows by a simple algebra that
where
On the other hand, let V * ∈ ∂ S * 1 . Therefore, the representation V * = sign(S * ) + P ⊥ L (M ) holds, where M is a matrix with M ≤ 1. It follows from the trace duality property that there exists an M with M ≤ 1 such that
where in the first equality we used that P ⊥ L is a self-adjoint operator and in the second equality we used that S * has support L. Using this equation and monotonicity of subdifferentials of convex functions, we get
Substituting this in (3.2), it is easy to get
We will bound separately each term in the right hand side. First note that
We will also need a more subtle bound on sign(S * ),Ŝ − S * , expressed in terms of function ϕ. Note that, for all k 0 ≤ s ≤ m,
which easily implies
We will now use the following elementary lemma.
Lemma 1 Let c be the constant from condition (2.1). For all s
Proof. Denote F s := s k=1 P L φ k 2 , s = 1, . . . , m. Then, using the properties of function ϕ ∈ Ψ, we get
Using the assumptions on the spectrum of W (in particular, condition (2.1)), we conclude that
ending the proof.
It follows from from (3.5) and the bound of Lemma 1 that
This implies the following bound:
where we used twice an elementary inequality ab ≤ a 2 + 1 4 b 2 , a, b > 0. Since, under the assumptions of the theorem,ελ s+1 ≥ 1, (3.7) yields the following bound:
To bound the second term in the right hand side of (3.3), note that
which implies
Finally, we bound Ξ,Ŝ − S * : Lemma 2 Let Z be a bounded random symmetric matrix with EZ = 0, σ 2 Z := EZ 2 and Z ≤ U for some U > 0. Let Z 1 , . . . , Z n be n i.i.d. copies of Z. Then for all t > 0, with probability at least 1 − e t 1 n
It is applied to i.i.d. random matrices
Since Z i ≤ 2 and, by a simple computation, σ 2
.g., Koltchinskii (2011b), Section 9.4), Lemma 2 implies that with probability at least 1 − e −t
Under the assumption that ε ≥ 4 t + log(2m) nm 2(t + log(2m)) n , this yields Ξ ≤ ε/2 and
For simplicity, it is assumed that n ≥ 2m(t + log(2m)). In this case, one can take
, as it has been done in the statement of the theorem.
We have to bound | P L Ξ,Ŝ − S * | and we start with the following simple bound:
where we use the fact that rank(P L Ξ) ≤ 2r. Substituting (3.4), (3.10), (3.12) and (3.13) in (3.3), we easily get that
(3.14)
Forε = 0, this bound follows from the results of Koltchinskii, Lounici and Tsybakov (2011). However, we need a more subtle bound expressed in terms of function ϕ, which is akin to bound (3.8) . To this end, we will use the following lemma.
Lemma 3 For δ > 0, let k(δ) be the largest value of k ≤ m such that λ
1 < δ 2 , we set k(δ) = 0). For all t > 0, with probability at least 1 − e −t ,
provided that k(δ) < m, and
Proof. The proof is somewhat akin to the derivation of the bounds on Rademacher processes in terms of Mendelson's complexities used in learning theory (see, e.g., Proposition 3.3 in Koltchinskii (2011b)).
Note that, for all symmetric m × m matrices M ,
Then, it easily follows that
Define now the following inner product:
and let · w be the corresponding norm. We will provide an upper bound on
To this end, we use a standard Bernstein type inequality for random variables in a Hilbert space. It is given in the following lemma.
Lemma 4 Let ξ be a bounded random variable with values in a Hilbert space H. Suppose that Eξ = 0, E ξ 2 H = σ 2 and ξ H ≤ U . Let ξ 1 , . . . , ξ n be n i.i.d. copies of ξ i . Then for all t > 0, with probability at least
get that for all t > 0, with probability at least 1 − e −t ,
Using the fact that Y ∈ {−1, 1}, we get
Assuming that 1 ≤ k(δ) ≤ m − 1, using the bound of Lemma 1, the fact that
k(δ)+1 < δ 2 and the monotonicity of function ϕ, we get from (3.18) that
It is easy to check that (3.19) holds also for k(δ) = 0 and k(δ) = m (in the last case,
which, in view of condition (2.1), implies
Using bounds (3.17), (3.19 ) and (3.20), we get, under the condition that k(δ) < m,
In the case when k(δ) ≥ m, it is easy to show that
as follows:
If k(δ) < m, it follows from (3.15), (3.16), (3.21) and (3.23) that with probability at least 1 − e −t , for all symmetric matrices M with M 2 ≤ δ and
Alternatively, if k(δ) ≥ m, we use (3.22) to get
It follows from Lemma 3 that, for all δ > 0, the following bound holds with proba- with respect to δ then implies that with probability at least 1 − e −t for all δ
where C > 0 is a constant depending only on c. Indeed, by the union bound, (3.24) holds with probability at least
(by monotonicity of the left hand side). Note that k(δ j ) ≤ k(δ) ≤ k(δ j+1 ). We can now use the fact that
is a nonincreasing function and the condition λ k+1 /λ k ≤ c to show that
This and bound (3.26) imply that
which proves bound (3.25).
Set δ as
and assume for now that δ ∈ [δ − , δ + ]. For a particular choice of M :=Ŝ
Suppose now that δ 2 ≥ε. Since, under assumptions of the theorem,ε ∈ (λ
In the case when δ 2 <ε, we have k(δ) ≥ k( √ε ) = s. In this case, we again use the fact
This allows us to deduce from (3.28) that
It follows from bounds (3.29) and (3.30) that with probability at least 1 − e −t ,
It remains now to substitute bounds (3.8), (3.10), (3.12) and (3.31) in bound (3.3) to get that with some constants C > 0, C 1 > 0 depending only on c and with probability
where t m := t + log(2m).
We still have to choose the values of δ − , δ + and to handle the case when Thus, δ ≥ m −ζ/2 . Next note that
where we also took into account that the absolute values of the entries of S * are bounded by 1. It now follows from (3.14) that, under the assumption
which holds with probability at least 1−e −t . Therefore, as soon as W 1/2 (Ŝ−S * ) L 2 (Π 2 ) ≥ n −ζ , we have δ ≤ 4n ζ m ζ .
We will now take δ − := m −ζ/2 , δ + := 4n ζ m ζ . Then, the only case when (3.34) can possibly hold is if W 1/2 (Ŝ − S * ) L 2 (Π 2 ) ≤ n −ζ . In this case, we can set
and follow the proof of bound (3.31) replacing throughout the argument W 1/2 (Ŝ − S * ) L 2 (Π 2 ) with n −ζ . This yields with some constants C, C 1 > 0 depending only on c.
Clearly, we can assume that C 1 ≥ 1 andt ≥ 1. Since m ≤ n 2 (recall that we even Thus, the last term of bound (3.36) can be dropped (with a proper adjustment of constant
Note also that with our choice of δ − , δ + t = t + log(log 2 (δ + /δ − + 2) ≤ t + log(log 2 (4n ζ m (3/2)ζ ) + 2) andt + t m ≤ 2t n,m . It is now easy to conclude that, with some constants C, C 1 depending only on c and with probability at least 1 − 3e
The probability bound 1 − 3e −t can be rewritten as 1 − e −t by changing the value of constants C, C 1 . Also, by changing the notation s + 1 → s, bound (3.37) yields (2.2).
This completes the proof of the theorem.
