Abstract-This paper presents a novel adaptive spiral dynamic algorithm for global optimization. Through a spiral model, spiral dynamic algorithm has a balanced exploration and exploitation strategy. Defining suitable value for the radius and displacement in its spiral model may lead the algorithm to converge with high speed. The dynamic step size produced by the model also allows the algorithm to avoid oscillation around the optimum point. However, for high dimension problems, the algorithm may easily get trapped into local optima. This is due to the incorporation of a constant radius and displacement in the model. In order to solve the problem, a novel adaptive formulation is proposed in this paper by varying the radius and displacement of the spiral model. The proposed algorithm is validated with various dimensions of unimodal and multimodal benchmark functions. Furthermore, it is applied to parameter optimization of an autoregressive with exogenous terms dynamic model of a flexible manipulator system. Comparison with the original spiral dynamic algorithm shows that the proposed algorithm has better accuracy. Moreover, the time domain and frequency domain responses of the flexible manipulator model shows that the proposed algorithm outperforms its predecessor algorithm.
INTRODUCTION
Since the introduction of metaheuristic algorithm, research in this area has continuously grown. Various new techniques have been introduced by researchers worldwide where the design and development are made based on the formulation of natural phenomena. Two main categories of metaheuristic algorithm are bio-inspired and nature-inspired algorithms. A bio-inspired algorithm is an optimization algorithm where the formulation and philosophy are inspired from the behaviour of living organism while a nature-inspired algorithm is adopted from natural phenomena other than living organism. Some of the popular bio-inspired algorithms are genetic algorithm that mimics the process of natural evolution and genetic [1] , particle swarm optimization inspired by social behaviour of bird flocking or fish schooling [2] , bacterial foraging algorithm adopted from a natural way of Echerichia coli bacteria searching for food throughout their lifecycle [3] , ant colony algorithm based on the behaviour of ants seeking for food sources through the most effective path [4] , bee colony algorithm that is formulated based on the foraging and swarming behaviour of honey bee population [5] , etc. On the other hand, examples of well-known nature-inspired algorithms include chemical reaction optimization that mimics the interactions of molecules in a chemical reaction, aiming to get a low energy stable state [6] , simulated annealing adopted based on heating and cooling phenomena of a material [7] , and spiral dynamic algorithm inspired from spiral phenomena in nature [8] .
Spiral dynamic algorithm (SDA) is a relatively new type of nature-inspired optimization algorithm. Since the introduction of SDA, few publications on the developments and applications of the algorithm to solve real world problems have been reported in the literature. [9] proposed adaptive SDA based on mathematical and non-mathematical fuzzy logic system to vary the radius and displacement of the spiral model. In the formulation, individual search point fitness value is incorporated into linear, quadratic or exponential functions and used as an input to fuzzy inference system. The proposed algorithms have been tested with several unimodal and multimodal benchmark functions. [10] has utilized SDA as exploitation strategy for hybrid spiral-dynamic bacteriaforaging algorithm. The exploration strategy for the algorithm has been represented by bacteria chemotaxis phase of bacteria foraging algorithm. The proposed algorithm has been validated with various types of benchmark functions and applied to optimize PD controller parameters for position tracking control of a flexible manipulator system. [11] has proposed a hybrid spiral-dynamic bacteria-chemotaxis algorithm where bacteria tumble and swim actions have been incorporated into SDA. Instead of randomly tumble and swim, the bacteria behave in spiral manner. The proposed algorithm has been employed to estimate dynamic model of a flexible system. [12] has conducted a quantitative analysis of the spiral radius and its effect under various computational conditions and different dynamic environments. The authors proposed a tuning method for the radius as a function of maximum iteration. This paper proposes a new adaptive formulation to determine the spiral radius r and rotation angle θ, based on individual search agent fitness cost and the best current fitness cost. Several benchmarks functions are selected to test the performance of the proposed algorithm. A flexible manipulator system is chosen as a platform to test the algorithm in solving a high dimension real world problem. The rest of the paper is organized as follows. Section II briefly describes the spiral dynamic algorithm. The details of the proposed algorithm are presented in section III. The validation of the proposed algorithm with benchmark functions is presented in section IV. Section V presents the application of the algorithm to optimization of dynamic model for end-point acceleration of a flexible manipulator system and the associated result. The paper is concluded in section VI.
II. SPIRAL DYNAMIC ALGORITHM
This section briefly describes the spiral dynamic algorithm. For more information and detailed explanation about the algorithm may be referred to [8] . The idea of SDA was originated from spiral phenomena, observed in nature, such as spiral galaxy, hurricane, tornado, waves and shell of nautilus. The main component of SDA is a spiral model, which can determine the shape and characteristic of a spiral. It consists of two crucial parameters namely radius, r and rotation angle or displacement, θ, which may affect the performance of the algorithm, particularly the convergence speed and accuracy. Each of these two parameters is constant and user-defined. The strength of this algorithm is in the balanced combination of exploration and exploitation strategies, which can be represented as diversification and intensification phases respectively. In SDA, all search points are designed such that they move from outermost layer to a centre in a spiral form. Diversification occurs at the outermost layer in the early motion of a search point where it moves away diversely in a large step size. Intensification occurs in the inner layer of the spiral where a search agent is conversely moved towards the spiral centre with smaller step size. Moreover, spiral model provides dynamic step size for each search agent to move from one location to another. The step size is large in the early phase of exploration and gets smaller as the number of iterations increases in the exploitation stage. Therefore, with a selection of proper value of radius and displacement, all search agents in SDA may easily reach any point located in a feasible region particularly in a remote area. An n-dimensional spiral model, derived using composition of rotational matrix based on the combination of all 2-axes, is given as:
where * x is a centre point of spiral, n S is a multiplication of radius, r and composition of rotational n n × matrix, Notice that for all cases, the step size of the spiral changes constantly starting with large step and it decreases continuously as it moves towards the centre point. However, defining the radius and angle in the spiral model as constant may lead all the search points in the feasible space to have similar characteristic of spiral trajectory. This may not allow the search point to explore thoroughly within the search area especially if the values of radius and angle are not properly selected. Moreover, the algorithm might get trapped into local optima rather than reaching the global optimum.
III. ADAPTIVE SPIRAL DYNAMIC ALGORITHM
This section describes the proposed adaptive formulation for determining the spiral radius and rotation angle or angular displacement of the spiral model.
Unlike the SDA, here, an adaptive formulation is proposed as a way of determining different values of radius and angle for each search point according to its fitness level and the best fitness level among them. This strategy may vary the step size more dynamically where at every iteration, each search point will move with a different step size according to deviation of its fitness level with the global best fitness, leading to better exploration and exploitation. The adaptive formulation for spiral radius can be defined as:
where a r is an adaptive spiral radius, c r is a constant value and )) (
is a fitness value of a particular point and ))) (
is the best global fitness cost in the current iteration. u r and l r are maximum radius and minimum radius of spiral path trajectory for a particular point respectively. u r and l r must be chosen within [0, 1] to ensure that a point in the search space converges towards current best location, which is always located at the centre of spiral trajectory. On the other hand, positive constant value of c r is rate of change of fitness deviation level and spiral radius. Small value of c r tends to select maximum radius, r u while large value of c r tends to select minimum radius, l r . Employing Eq. 2 into SDA will vary the spiral radius between u r and l r , which directly changes step size of a search point. The adaptive formulation for rotational angle can be defined as:
where a θ is an adaptive spiral angle, u θ and l θ are maximum and minimum angles of spiral path trajectory for a particular point respectively. u θ and l θ must be chosen within [0, π 2 ] to ensure that a point in the search space converges towards current best location. Positive constant value of c a is rate of change of fitness deviation level and spiral angle. Other parameters in Eq. 3 are similar to those in Eq. 2.
A point in the search space with high fitness cost indicates that it is not a good point and is far away from the optimum location. Therefore, defining a large radius and angle may lead to a large step size which will move the point away from its current bad location. On the contrary, a point with small fitness cost implies that it is a good point and there is high possibility for a better point to be found nearby. Therefore, defining smaller radius and angle will give a smaller step size hence directing the point to search a better solution within a smaller feasible region. Another important point to highlight here is that by providing a range of radius and angle values to the search points, may give chances for them to move within extremely large and extremely small step sizes hence enhancing the diversification and intensification phases.
Most of the steps in adaptive SDA are similar to those in the original SDA. The difference is that the constant spiral radius and angle are replaced with the adaptive formulations shown in Eq. 2 and Eq. 3 respectively. Description of notations and parameters for the adaptive SDA is shown in Table 1 while its flowchart is depicted in Fig. 2 . Notice that the incorporation of adaptive formulation into SDA maintains its original structure without adding extra complexity. However, if the dimension of a problem increases, the size of the rotational square matrix also increases and this condition may impact on the total computation time.
VI. VALIDATION WITH BENCHMARK FUNCTIONS
The proposed adaptive SDA (ASDA) is validated in this section with several unimodal and multimodal benchmark functions in comparison to the original SDA. Standard benchmark functions adopted from [13] and [14] are used in the work. The validation tests are conducted for 15, 30, and 45 dimensions with 30 independent runs. The initial positions of the search points are randomly selected on the feasible region. Moreover, a standard set of parameters is used for all benchmark functions. The parameters for SDA are adopted from [12] , while the parameters for the ASDA are heuristically chosen. The number of search points and the number of fitness evaluation for both algorithms were defined as 50 and 80000 respectively. Spiral radius, r = 0.96 and angle, θ = π/4 were used for the SDA. On the other hand, the value for adaptive spiral radius for the ASDA was given as: Fig. 2 . Flowchart of adaptive spiral dynamic algorithm while the parameter used to generate the adaptive angle was defined as:
The statistical results for the test are presented in terms of mean and standard deviation of the best-of-runs value of 30 independent runs as in Table II . Moreover, the best and worst accuracies to the optimum solution are also presented for both algorithms. The best mean achieved between those two algorithms is highlighted in bold font. In order to evaluate the significant difference of the result in Table II , an unpaired t-test was conducted and the result is shown in Table III.   TABLE II.  TABLE II It is noted that the proposed ASDA has achieved the best mean in most of the tests with significant difference except for 15 dimensions Sphere and Griewank functions. However, the unpaired t-test result shows that for 15 dimensions Sphere function, the difference was not significant. Also, from both tables, it is noted that as the dimension of the problem increases, the significant difference between the two algorithms becomes more obvious. It is also noted that the ASDA has achieved the best standard deviation for all tests stating that it has presented more consistent solutions compared to SDA. It is also clear from the best and worst accuracies that the search points using ADSA are more capable to reach points closer to the optimum location. The convergence plot in terms of log10 scale of the average best fitness against the number of fitness evaluation for both algorithms, tested on 30 dimensions for all benchmark functions is depicted in Figs. 3-6 . Notice that the proposed ASDA has shown better accuracy for all test functions. In terms of the convergence speed based on the number of fitness evaluation for 30 dimensional problems, ASDA has shown faster convergence for Rastrigin, Sphere and Griewank functions. On the other hand, for Ackley function, the SDA has shown faster convergence at the early search operation, but the ASDA has intercepted the plot at the 23250 fitness evaluation number. The ASDA has continuously converged to a higher accurate location while the SDA has stopped the convergence and trapped at local optimum. The flexible manipulator arm considered in this work is a single-input multi-output system, which is commonly found in the industry. The input to the system is an analog voltage (motor torque) while the outputs are hub angle, hub velocity and end-point acceleration. It has a highly nonlinear dynamic behaviour. In practice, for a given bang-bang input, a control algorithm should be able to track a reference hub angle and at the same time it must suppress motion-induced vibration at the end-point. Naturally, the flexible dynamic behaviour of the flexible arm is dominated by the end-point acceleration, which consists of set of resonance modes. However, dealing with modelling of a flexible system is a very challenging task since it consists of both rigid and flexible dynamics. A conventional method of modelling the system requires many prior information about the physical properties of the system and it involves several assumptions that may reduce the accuracy of the developed model. An alternative and promising strategy to acquire dynamic model of the system is through system identification.
Moreover, an optimization algorithm may be employed to acquire optimum parameters for a predefined structure of a dynamic system. Through this method, if the input and output data from actual system are available, the dynamic model of the system still can be acquired even if prior information about physical properties of the system is not known. In this work, the input-output data of the system is extracted from an experimental rig as shown in Fig. 7 . A total of 2300 inputoutput data pairs are extracted from the system. The first 1500 data is used in the modelling phase and the remaining or at least one-third of the unused data is used for the validation phase. Details of the single link flexible manipulator rig can be found in [15] . In this paper, the modelling task focuses on the end-point acceleration only. Motivated by previously reported work [14] , autoregression with exogeneous (ARX) model is adopted as a predefined structure for end-point acceleration. A general formulation of a discrete transfer function for an ARX model is given as:
where M is the highest order of the numerator and N is the highest order of the denominator which represent the order of the transfer function. The numerator coefficient b 0 is considered as zero, if the model is only depending on previous input samples [14] . Substituting M=N=8, an eight-order ARX model is formulated in discrete transfer function form as:
( ) 
Therefore, a total of 16 parameters need to be optimized using SDA and adaptive SDA for the end-point acceleration. The number of search agents and the maximum number of iteration were defined as 50 and 5000 respectively for both algorithms. The spiral radius and angle for SDA were defined as 99 . 0 = r and 381 . 0 = θ respectively. On the other hand, the parameter used to generate the adaptive spiral was defined as: (8) while the parameter used to generate the adaptive angle was defined as:
Notice that for both adaptive equations, a maximum range of radius and angle was defined in order to provide more dynamic range of motion for each search agent within the search space. The numerical results achieved with both algorithms are shown in Table IV . It is noted that ASDA achieved the best fitness cost of 15.24, which is far better than that achieved by SDA. However, in terms of total computation time, the proposed algorithm needed extra 556 seconds to complete the whole search operation. In terms of error, ASDA achieved lower error in both modelling and validation phases. The convergence plot in terms of time for both algorithms is depicted in Fig. 8 . Notice that, although ASDA needed a little extra time, it managed to intercept the SDA at 649 seconds and it continuously accelerated to an optimum point. Further results of the modelling phase are depicted in Fig.  9 . The convergence plot in terms of iteration shows that ASDA showed slower convergence at the early stages of the search operation. However, it successfully intercepted SDA at iteration 665. Graphical plot of end-point acceleration in the modelling phase shows that both algorithms under study were able to closely follow the actual signal. Moreover, the error plot shows that the response with ASDA had lower error range compared to that with SDA. Graphical results in the timedomain and frequency-domain in the validation phase are depicted in Fig. 10 . It is noted that both SDA and ASDA closely mimicked another portion of unused actual signal. However, it is noted in the error plot in the validation phase that ASDA performed better than SDA. The corresponding power-spectral density plots show that the first, second and third resonance frequencies of vibration with both algorithms were found at 11.72 Hz, 39.06 Hz and 66.41 Hz respectively.
VI. CONCLUSION
A novel adaptive formulation to vary spiral radius and angular displacement with the aim to increase the efficiency for both exploration and exploitation of spiral dynamic algorithm has been proposed. The adaptation equation has been formulated as a function of individual search agent fitness cost as well as the best global fitness cost at the current iteration. Unlike SDA, the proposed algorithm has successfully avoided local optima. Moreover, this strategy has enabled the search agents to explore thoroughly within a search space and exploit the search effectively in a remote location. The proposed algorithm has been validated with unimodal and multimodal benchmark functions with various numbers of dimensions. Also, the algorithm has been used to acquire dynamic model for flexible manipulator system. Comparison between the proposed and original algorithm shows a significant difference in terms of fitness accuracy. The original SDA has demonstrated better convergence speed at the initial phase but has settled at local optimum solution. Moreover, the results of time-domain and frequency-domain show that both algorithms have successfully acquired dynamic model for end-point acceleration of the manipulator. However, the proposed algorithm has performed significantly better than the original SDA. The proposed algorithm will be applied in the future to optimize nonlinear models based on neural network and fuzzy logic. Yes
