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Abstract
We introduce amodiﬁedMilstein scheme for pathwise approximation of scalar stochastic delay differential equationswith constant
time lag on a ﬁxed ﬁnite time interval. Our algorithm is based on equidistant evaluation of the driving Brownian motion and is
simply obtained by replacing iterated Itô-integrals by products of appropriate Brownian increments in the deﬁnition of the Milstein
scheme. We prove that the piecewise linear interpolation of the modiﬁed Milstein scheme is asymptotically optimal with respect to
the mean square L2-error within the class of all pathwise approximations that use observations of the driving Brownian motion at
equidistant points. Moreover, for a large class of equations our scheme is also asymptotically optimal for mean square approximation
of the solution at the ﬁnal time point. Our asymptotic optimality results are complemented by a comparison with the Euler scheme
based on exact error formulas for a linear test equation. This comparison demonstrates the superiority of the modiﬁed Milstein
scheme even for a very small number of discretization points. Finally, we provide a generalization of our approach to the case of a
system of SDDEs with an arbitrary ﬁnite number of constant delays. We conjecture that the above optimality results carry over to
the generalized scheme.
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1. Introduction
In this paper we study pathwise approximation of a scalar stochastic delay differential equation (SDDE) in the
Itô-sense
dX(t) = a(t, X(t), X(t − r)) dt + (t, X(t), X(t − r)) dW(t), 0 tT ,
X(t) = (t), −r t0, (1)
with constant time lag r > 0, initial path , drift coefﬁcient a, diffusion coefﬁcient  and a one-dimensional driving
Brownian motion W . For the theory of SDDEs, or more general of stochastic functional differential equations, we refer
to, e.g., [12,10].
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While the numerical analysis of stochastic ordinary differential equations (SODEs) is well studied, see, e.g.,
[11,7,18,16,14,17] for results and further references,much less is known for SDDEs.Numerical solutions of SDDE’s are
ﬁrst studied in [19,20]. Convergence properties of the equidistant Euler–Maruyama scheme are established in [1,8,5].
A semi-implicit equidistant Euler method is studied in [9]. The Milstein scheme is analyzed in [6]. All of the above
authors provide upper bounds with unspeciﬁed constants for the (mean square) error of the respective schemes at the
discretization points. Under appropriate conditions on the initial path, the drift coefﬁcient and the diffusion coefﬁcient,
the order of convergence of these methods (in terms of the number of equidistant discretization points) turns out to be
the same as for SODEs, i.e., 12 for the Euler scheme and 1 for the Milstein scheme. The questions of lower bounds and
optimal methods have not been addressed so far.
In the present paper we introduce a new and easily applied method X̂N for pathwise approximation of the solution
of Eq. (1). The basic idea is simply to replace iterated Itô-integrals that appear in the deﬁnition of the Milstein scheme
by products of appropriate increments of the driving Brownian motion W . The resulting modiﬁed Milstein scheme is
based only on N evaluations of W at equidistant points and it coincides with the Milstein scheme if no delay term is
present in the diffusion coefﬁcient. The approximation X̂N is deﬁned by piecewise linear interpolation.
We prove that X̂N is asymptotically optimal with respect to the mean square L2-error within the class of all pathwise
approximations that are based on evaluations of W at equidistant discretization points, see Theorem 2. The resulting
optimal order of convergence is N−1/2 and the asymptotic constant is determined by smoothness properties of the
solution of (1) in the mean square sense.
Furthermore, we provide an asymptotic ﬁrst order expansion of the mean square error of X̂N at the ﬁnal time point
t =T . If the corresponding asymptotic constant is not zero then the proposed method is also asymptotically optimal for
mean square approximation of X(T ) based on equidistant evaluation of W , see Theorem 1. In this case the resulting
optimal order of convergence is N−1/2, which is in sharp contrast to the optimal order N−1 for SODEs, see [15]. For
a zero constant the order of convergence of the mean square error of X̂N(T ) is at least N−3/4.
We also address the question whether higher orders of convergence can be achieved if a non-equidistant discretization
is used. The answer turns out to be negative in general. For any pathwise approximation that uses evaluations of the
driving Brownian motion at N ﬁxed points in the time interval, the order of convergence is at most N−1/2 for the mean
square L2-error and also for the mean square error at t = T if the corresponding constant is non-zero, see Theorem 3.
Our results on asymptotic optimality of the modiﬁed Milstein scheme are complemented by a comparison of X̂N
with the equidistant Euler scheme on the basis of exact error formulas for a linear test equation. This comparison clearly
demonstrates the superiority of X̂N with respect to both error criteria even for a very small number N of discretization
points.
The paper is organized as follows. In Section 2 we state our assumptions on Eq. (1). The proposed method X̂N is
motivated and deﬁned in Section 3. Section 4 contains the error analysis of X̂N as well as the analysis of minimal errors
for arbitrary discretizations. The comparison of the new algorithm with the Euler scheme is carried out in Section 5. In
Section 6 we describe how to generalize our approach to the case of a system of SDDEs with an arbitrary ﬁnite number
of constant delays. Proofs are postponed to Section 7 and the Appendix.
2. Assumptions
For convenience, we assume that the length of the time interval [0, T ] is a multiple of the time lag r,
T = m · r ,
with m ∈ N\{1}.
Furthermore, we impose the following conditions on the initial path , the drift coefﬁcient a and the diffusion
coefﬁcient :
(A) The initial path  is deterministic and Hölder continuous of order 12 .(B) The drift coefﬁcient a and the diffusion coefﬁcient  satisfy
a,  ∈ C1,2([0, T ] × R2)
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with bounded spatial derivatives. Moreover, there exists K > 0 such that
|a(1,0,0)(t, x1, x2)| + |(1,0,0)(t, x1, x2)|K · (1 + |x1| + |x2|).
(C) Eq. (1) is non-deterministic, i.e.,∫ T
0
E(2(t, X(t), X(t − r)) dt > 0.
Properties (A) and (B) imply that a pathwise unique strong solution of Eq. (1) with initial condition X(t) = (t) for









E|X(s) − X(t)|qc · |s − t |q/2, (3)
for every q1. Here, the constant c > 0 only depends on , a,  and the parameter q, see [5]. The assumption of a
deterministic initial path  is for convenience only, see Remark 4.
Throughout the following we formally put
W(t) = 0, t < 0,
X(t) = (t) = 0, t < − r ,
as well as
(t, x1, x2) = 0, t < 0, x1, x2 ∈ R.
3. The algorithm
Let N ∈ N with
N/m ∈ N
and consider the resulting equidistant discretization
t =  · T/N,  = 0, 1, . . . , N . (4)
Note that discretization (4) contains the points t−r= t−N/m for N/m. In particular, the points r, 2 ·r, . . . , m ·r=T
are included in the mesh.
We deﬁne a corresponding scheme X̂N by
X̂N(−t) = (−t),  = 0, 1, . . . , 2N/m,
and
X̂N(t+1) = X̂N(t) + a(t, X̂N (t), X̂N(t − r)) · (t+1 − t)
+ (t, X̂N (t), X̂N(t − r)) · (W(t+1) − W(t))
+ 12 · ((0,1,0))(t, X̂N (t), X̂N(t − r)) · ((W(t+1) − W(t))2 − (t+1 − t))
+ 12 · (t − r, X̂N(t − r), X̂N(t − 2r)) · (0,0,1)(t, X̂N (t), X̂N(t − r))
× (W(t+1 − r) − W(t − r)) · (W(t+1) − W(t)),
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for  = 0, 1, . . . , N − 1. Piecewise linear interpolation yields a global approximation
X̂N(t) = t+1 − t
t+1 − t · X̂N(t) +
t − t
t+1 − t · X̂N(t+1), t ∈ [t, t+1],
on the time interval [0, T ]. Note that X̂N is solely based on the equidistant Brownian increments W(t+1)−W(t) and
only the N/m + 1 values (0), (−T/N), . . . , (−r) of the initial function  are needed for the computation of the
approximation on the interval [0, T ].





(W(s − r) − W(t − r)) dW(s), t ∈]t, t+1].
Then X̂MN is given by
X̂MN (−t) = (−t),  = 0, 1, . . . , 2N/m,
and
X̂MN (t+1) = X̂MN (t) + a(t, X̂MN (t), X̂MN (t − r)) · (t+1 − t)
+ (t, X̂MN (t), X̂MN (t − r)) · (W(t+1) − W(t))
+ 12 · ((0,1,0))(t, X̂MN (t), X̂MN (t − r)) · ((W(t+1) − W(t))2 − (t+1 − t))
+ (t − r, X̂MN (t − r), X̂MN (t − 2r))(0,0,1)(t, X̂MN (t), X̂MN (t − r)) · JN(t+1),
for  = 0, 1, . . . , N − 1. Under assumptions (A) and (B) this scheme satisﬁes
max
=1,...,N E|X(t) − X̂
M
N (t)|2c · 1/N2,
where the constant c > 0 only depends on , a and , see [6]. However, note that X̂MN does not only use Brownian
increments but also the iterated Itô-integrals JN(t+1). Due to Lemma 5 we have
E(JN(t+1) |W(t1), . . . ,W(tN))
= 12 · (W(t+1 − r) − W(t − r)) · (W(t+1) − W(t)).
Replacing JN(t+1) by this conditional expectation in the deﬁnition of X̂MN yields the scheme X̂N . Clearly, X̂N coincides
with the Milstein scheme X̂MN if 
(0,0,1) = 0, i.e., if the diffusion coefﬁcient (t, x1, x2) does not depend on the delay
state variable x2.
4. Asymptotic error analysis
We formally introduce the error criteria that are used in this paper for the analysis of pathwise approximation of Eq.
(1). Consider an arbitrary approximation
X = (W(1), . . . ,W(N)),






(X(t) − X(t))2 dt
)1/2
,
i.e., the approximation X is compared to the solution X globally on the time interval [0, T ]. For the comparison of X
with X at the ﬁnal time point t = T we deﬁne
e(X, T ) = (E|X(T ) − X(T )|2)1/2.
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We compare the method X̂N with the best mean square approximation
X̂∗N(t) = E(X(t) |W(t1), . . . ,W(tN)), 0 tT ,
based on the evaluation of W at discretization points (4).
First, we analyze the error e(X̂N , T ) of the modiﬁed Milstein scheme X̂N at the ﬁnal time point T. Consider the
random ﬁeld (t, s) on [0, T ]2 given by
(t, s) =
{
0 if s < t,
1 if s = t,
and
d(t, s) = a(0,1,0)(s, X(s),X(s − r)) · (t, s) ds + a(0,0,1)(s, X(s),X(s − r)) · (t, s − r) ds
+ (0,1,0)(s, X(s),X(s − r)) · (t, s) dW(s) + (0,0,1)(s, X(s),X(s − r)) · (t, s − r) dW(s),
for s t . Roughly speaking, (t, ·) is the mean square derivative of the solution with respect to its state at time t, see
Remark 5. Next, deﬁne a ﬁeld ϑ(t, s) on [0, T ]2 by
ϑ(t, s) = (t, s) · (t − r,X(t − r),X(t − 2r)) · (0,0,1)(t, X(t), X(t − r)),






E(ϑ2(t, T )) dt
)1/2
.
Theorem 1. The approximations X̂N and X̂∗N satisfy1
e(X̂N , T ) ≈ e(X̂∗N, T ) ≈ C · N−1/2,
if C> 0. If C= 0 then
e(X̂N , T )c · N−3/4,
where the constant c > 0 only depends on , a and .











E(ϑ2(t, s)) ds dt
)1/2
.
Note that C> 0 due to assumption (C).
Theorem 2. The approximations X̂N and X̂∗N satisfy
e(X̂N) ≈ e(X̂∗N) ≈ C · N−1/2.
By Theorem 2 the method X̂N is asymptotically optimal with respect to the mean squareL2-error on the time interval
[0, T ]. If the constant C is positive then, by Theorem 1, the method X̂N is also asymptotically optimal with respect
to the error at the ﬁnal time point T. Moreover, in this case the order of convergence of the respective minimal errors
e(X̂∗N, T ) and e(X̂∗N) is N−1/2. See Remark 2 for a discussion of the case C= 0.
We show that in general the order N−1/2 cannot be improved if a non-equidistant discretization is used instead of
(4). Consider an arbitrary discretization
0< 1 < · · ·< NT
1 We use ≈ to denote the strong asymptotic equivalence of sequences of real numbers, i.e., an ≈ bn if limn→∞ an/bn = 1.
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of the time interval [0, T ]. Clearly, the conditional expectation
X̂∗1,...,N (t) = E(X(t) |W(1), . . . ,W(N)), t ∈ [0, T ],
is the optimal pathwise approximation of X based on the evaluations W(1), . . . ,W(N) with respect to both, the mean
square L2-error on [0, T ] and the mean square error at the ﬁnal time point T. Put
e(N, T ) = inf{e(X̂∗1,...,N , T ) : 0< 1 < · · ·< NT }
as well as
e(N) = inf{e(X̂∗1,...,N ) : 0< 1 < · · ·< NT }.
The quantities e(N, T ) and e(N) are the minimal error at the point T and the minimal mean square L2-error on the
interval [0, T ], respectively, that can be achieved if the driving Brownian motion may be evaluated at N ﬁxed time
points in the interval [0, T ].
Theorem 3. If C> 0 then2
e(N, T )  1/N1/2.
Furthermore,
e(N)  1/N1/2.
Remark 2. If the constant C is zero then, by Theorem 1, the order of convergence of e(X̂N , T ) is at least N−3/4. In
particular, we have C= 0 if the diffusion coefﬁcient (t, x1, x2) does not depend on the delay state variable x2, i.e., if
(0,0,1) = 0. In this case, however, the modiﬁed Milstein scheme X̂N coincides with the Milstein scheme X̂MN and the
order of convergence of e(X̂N , T ) is at least N−1, see Remark 1. On the other hand, if C= 0 then the scheme X̂N may
loose the property of being asymptotically optimal with respect to the error at the ﬁnal time point T. A simple example
is provided by the SODE
dX(t) = t dW(t), 0 tT ,
with initial value X(0) = 0. For this equation it is straightforward to check that
e(X̂N , T ) = e(X̂MN , T ) ≈ 1√3 · T
3/2 · 1/N ≈ 2 · e(X̂∗N, T ).
We add that optimal pathwise approximation of scalar SODEs at the ﬁnal time point based on a ﬁnite number of
evaluations of the driving Brownian motion is studied in full detail in [15].
Remark 3. Optimal L2-approximation of a scalar SODE
dX(t) = a(t, X(t)) dt + (t, X(t)) dW(t), 0 tT ,
based on a ﬁnite number of evaluations of W is studied in [4]. In particular, these authors prove that







e(N) ≈ 1/N1/2 · (T /6)1/2 ·
∫ T
0
(E(2(t, X(t))))1/2 dt (6)
hold under mild regularity conditions on the initial value X(0), the drift coefﬁcient a and the diffusion coefﬁcient .
Clearly, under assumptions (A) and (B), (5) is a consequence of Theorem 2. Furthermore, (6) implies e(N)  N−1/2,
which is a particular instance of Theorem 3.
2 By  we denote the weak asymptotic equivalence of sequences, i.e., an  bn if c1an/bnc2 for sufﬁciently large n with positive constants
c1, c2.
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Remark 4. By a slight modiﬁcation of our proofs we can cover the case of a stochastic initial segment , too. Assume








for a sufﬁciently large q > 0 as well as
E|(s) − (t)|2c · |s − t |,
for all s, t ∈ [−r, 0]. Then Theorems 1–3 still hold.
For speciﬁc linear equations the respective asymptotic constants C and C can be computed explicitly. We illustrate
this fact by the following two examples.
Example 1. Consider the equation
dX(t) = (1 +  · X(t − r)) dW(t), 0 t3r ,
with the constant initial path = 1. The solution is given by
X(t) = 1 + (1 + ) · W(t) +  · (1 + ) ·
∫ t
r
W(s − r) dW(s)





W(u − r) dW(u) dW(s).
For tr we have
(t, s) =
{
1 if s ∈ [t, t + r],
1 +  · (W(s) − W(t + r)) if s ∈ [t + r, 3r],
which yields
ϑ(t, s) =
{ · (1 + ) if t ∈ [r, 2r], s ∈ [t, t + r],
 · (1 + ) · (1 +  · (W(s) − W(t + r)) if t ∈ [r, 2r], s ∈ [t + r, 3r],
 · (1 + ) · (1 +  · W(t − 2r)) if t ∈ [2r, 3r], s ∈ [t, 3r].
By straightforward calculations,∫ 3r
r





E(ϑ2(t, s)) ds dt = 2 · (1 + )2 · (2r2 + 2/3 · r3). (8)
Next, observe
(t, X(t), X(t − r)) = 1 +  · X(t − r),
to derive
E(2(t, X(t), X(t − r))) =
{
(1 + )2 if t ∈ [0, r],
(1 + )2 · (1 + 2 · (t − r)) if t ∈ [r, 2r],
(1 + )2 · (1 + 2 · (t − r) + 4/2 · (t − 2r)2) if t ∈ [2r, 3r],
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and ∫ 3r
0
E(2(t, X(t), X(t − r))) dt = (1 + )2 · (3r + 22 · r2 + 4/6 · r3). (9)




2 · | · (1 + )| · r · (2 + 2 · r)1/2,
C= 1√6 · |1 + | · r · (9 + 15
2 · r + 24 · r2)1/2.
Note that the case = −1 is excluded by Condition (C).
Example 2. Consider the equation
dX(t) = (1 · X(t) + 2 · X(t − r)) dt + (1 · X(t) + 2 · X(t − r)) dW(t), 0 t2r ,
with 1 = 0, 1 · 2 = 2 · 1 and constant initial path = 1. We have
(t, s) = e(1−21/2)·(s−t)+1·(W(s)−W(t)),
for ts t + r , see Remark 5, and
X(t) = (1 + 2/1) · (0, t) − 2/1,
for 0 tr . Thus
ϑ(t, s) = 2 · (1 + 2) · (t, s) · (0, t − r),
for r ts2r , which yields
C= 1√
2
· |2 · (1 + 2)| · r · e(1+
2
1/2)·r ,
for the asymptotic constant from Theorem 1. Note that the case 1 = −2 is excluded by assumption (C).





E(ϑ2(t, s)) ds dt = 22/21 · (1 + 2/1)2 · (21 · r · e
2
1·r − e21·r + 1). (10)
By straightforward calculations,
E(2(t, X(t), X(t − r))) = E((1 · X(t) + 2)2) = (1 + 2)2 · e
2
1·t ,
for 0 tr . Moreover
E(X2(t)) =
⎧⎨⎩
(1 + ˜)2 · e21·t − ˜(2 + ˜) if t ∈ [0, r],
(1 + ˜)2 · e21·t + ˜2(2 + ˜)2
+˜(2 + ˜)(1 + ˜)2 · (21 · (t − r) − 1) · e
2
1·(t−r) if t ∈ [r, 2r],
with ˜= 2/1, see [3, Lemma 15]. Hence
E(2(t, X(t), X(t − r))) = E((1 · X(t) + 2 · X(t − r))2)
= (1 + 2)2 · (2 · (21 + 2) · (t − r) · e
2
1·(t−r) + e21·t ),
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for r t2r . It follows:∫ 2r
0
E(2(t, X(t), X(t − r))) dt
= (1 + 2/1)2 · (e2
2
1·r − 1) + (1 + 2/1)2 · 2/1 · (2 + 2/1) · (21 · r · e
2
1·r − e21·r + 1). (11)
Combine (10) and (11) to obtain
C= 1√6 · |1 + 2/1| · r
1/2 · (2(e221·r − 1) + 2/1 · (52/1 + 4) · (21 · r · e
2
1·r − e21·r + 1))1/2,
for the asymptotic constant from Theorem 2.
Remark 5. Existence and uniqueness of the ﬁeld  follows from general results of [12] on stochastic functional
differential equations. In particular, for 0 ts min(t + r, T ) we have













The ﬁeld  may be interpreted in the following way. Fix t ∈ [0, T ] and consider, for every h ∈ C([t − r, t]), the
solution Xh of the stochastic delay differential equation
dXh(s) = a(s,Xh(s),Xh(s − r)) ds + (s,Xh(s),Xh(s − r)) dW(s), tsT ,
with initial condition
Xh(s) = h(s), t − rs t .
The distribution of the processXh onC([t, T ]) coincides with the conditional distribution of the solution (X(s))t sT
given (X(s))t−r s t = h, see [13]. As a consequence of condition (B), for every s t there exists the L2-derivative
X′h(s) of Xh(s) with respect to its state at time t, i.e.,
lim




for every sequence hn ∈ C([t − r, t]) with hn(t)> 0 and limn→∞‖hn‖∞ = 0. Moreover the process X′h is the unique
solution of the stochastic delay differential equation
dX′h(s) = a(0,1,0)(s, Xh(s),Xh(s − r)) · X′h(s) ds + a(0,0,1)(s, Xh(s),Xh(s − r)) · X′h(s − r) ds
+ (0,1,0)(s, Xh(s),Xh(s − r)) · X′h(s) dW(s)
+ (0,0,1)(s, Xh(s),Xh(s − r)) · X′h(s − r) dW(s), tsT ,
with initial conditionX′h(s)=1{t}(s) for t−rs t . The latter two facts are straightforward extensions of the respective
results for SODEs, see, e.g., [2]. Replacing Xh by the solution X yields the deﬁning equation for the process (t, ·).
We brieﬂy comment on mean square smoothness properties of the ﬁelds  and ϑ. Using (A) and (B) as well as (2)















E|(t1, s1) − (t2, s2)|q + E|ϑ(t1, s1) − ϑ(t2, s2)|qc · (|t1 − t2|q/2 + |s1 − s2|q/2), (13)
for all q1, r t1s1T , r t2s2T , where the positive constant c only depends on a, ,  and q.
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5. A comparison with the Euler scheme based on exact error formulas
We compare the new algorithm X̂N with the Euler scheme. Recall discretization (4). The corresponding Euler scheme
X̂EN is deﬁned by
X̂EN(−t) = (−t),  = 0, 1, . . . , N/m,
and
X̂EN(t+1) = X̂EN(t) + a(t, X̂EN(t), X̂EN(t − r)) · (t+1 − t)
+ (t, X̂EN(t), X̂EN(t − r)) · (W(t+1) − W(t)),
for  = 0, 1, . . . , N − 1. By piecewise linear interpolation we obtain a global approximation
X̂EN(t) =
t+1 − t




t+1 − t · X̂
E
N(t+1), t ∈ [t, t+1],
on the time interval [0, T ].
As a test equation we use
dX(t) =  · (X(t) + X(t − 1)) dW(t), 0 t2, (14)
with  = 0 and constant initial path = 1.
Our comparison of X̂N with X̂EN is based on exact formulas for both the mean square error at the ﬁnal time point
t = 2 and the mean square L2-error. For the Euler scheme X̂EN these formulas are proven in [3, Appendix B]. The error
formulas for the method X̂N can be shown in a similar way.
5.1. The error at the ﬁnal time point
Put
N = 1 + 22/N, 	N = 1 + 22/N + 24/N2.
Lemma 1. For Eq. (14) the mean square errors at t = 2 of the schemes X̂N and X̂EN are given by
(i)
e2(X̂EN, 2) = 1/N · 164 · N/2−1N + 4(e2
2 − NN) + 12(2 − 1) · (e
2 − N/2N )
and
(ii)
e2(X̂N , 2) = 1/N · 24 · 	N/2−1N + 4(e2
2 − 	NN) + 12(2 − 1) · (e
2 − 	N/2N )
+ 1/N2 · 86/3 · (5 − 2/N) · 	N/2−1N .
Remark 6. Note that
e2
2 − NN ≈ 1/N · 24 · e2
2
. (15)
Hence Lemma 1(i) yields
e(X̂EN, 2) ≈ eas(X̂EN, 2) := 1/N1/2 · 22 · e
2/2 · (2e2 + 32 + 1)1/2, (16)






























for the mean square error at t = 2 of the Euler scheme. For the new method X̂N we get
e(X̂N , 2) ≈ eas(X̂N , 2) := 1/N1/2 ·
√
22 · e2/2, (17)
either from Lemma 1(ii) and
e2
2 − 	NN = o(1/N), (18)
or by taking r = 1, 1 = 2 = 0 and 1 = 2 =  in Example 2.
Fig. 1 shows in log10 versus log10 coordinates, for = 1 (left) and = 2 (right), the dependence of the exact errors
e(X̂EN, 2) and e(X̂N , 2) (vertical axes) on the number N of evaluations of the driving Brownian motion (horizontal
axes). + and × are computed by means of the exact error formulas from Lemma 1 and lines correspond to the
asymptotic formulas (16) and (17). The graphs illustrate the superiority of the modiﬁed Milstein scheme X̂N over the
Euler scheme. We observe a signiﬁcantly better performance of the method X̂N even for very small numbers N. The
asymptotic quantities eas(X̂EN, 2) and eas(X̂N , 2) are quickly approached. For N1000 we have






0.011 if = 2,
0.001 if = 1,
and




0.273 if = 2,
0.003 if = 1.
Fig. 2 provides in log10 versus log10 coordinates, for = 1 (left) and = 2 (right), the plots of the minimal numbers
NE(
, 2) and N(
, 2) of discretization points (vertical axes) that are necessary to achieve a mean square error at t =2 of
at most 
> 0 (horizontal axes) using the Euler scheme and the modiﬁed Milstein scheme, respectively. The number of
discretization points needed to obtain a given accuracy is considerably reduced by using the modiﬁed Milstein scheme
instead of the Euler scheme. For example, in the case =2, an equidistant discretization with NE(0.01, 2)=42346544
points has to be used to obtain the accuracy 
 = 0.01 with the Euler scheme, while the new algorithm only needs
N(0.01, 2) = 175330 points.
The ratio N(
, 2)/NE(
, 2) (vertical axes) versus log10 
 (horizontal axes) is plotted, for =1 (left) and =2 (right),
in Fig. 3 for moderate values of 
. Compared to the Euler scheme the modiﬁed Milstein scheme yields a decrease of
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Fig. 3.
computational time (in terms of the number of discretization points) by a factor close to
(4e
2 + 62 + 2)−1 =
{
0.00409 . . . if = 2,
0.05298 . . . if = 1,
see Remark 6.
5.2. The mean square L2-error
Recall the deﬁnition of N and 	N in Section 5.1 and put
N = (1 + 2/N)−2.
Lemma 2. For Eq. (14) the mean square L2-errors of the approximations X̂N and X̂EN are given by
(i)
e2(X̂EN) = 4/2 · (e2
2 − NN) + (12 − 24/2) · (e
2 − N/2N )
− 1/N · 83 · (NN − (6 + 32) · N/2−1N + 5)
+ 1/N2 · 42/3 · ((25 − 42) · N/2−1N − 1) + 1/N3 · 84/3 · N/2−1N

































e2(X̂N) = 1/N · 2N/3 · (2	NN − (9 − 92) · 	N/2−1N + 7)
+ 4/2 · (e22 − 	NN) + (12 − 24/2) · (e
2 − 	N/2N )
− 1/N2 · 22/3 · N · ((17 − 372) · 	N/2−1N + 1)







































+ 1/N7 · 812/9 · N · 	N/2−1N .
Remark 7. From Lemma 2(i) and (15) we obtain









for the piecewise linear interpolated Euler scheme. For the piecewise linear interpolated Milstein scheme X̂N we derive








either from Lemma 2(ii) and (18) or by taking r = 1, 1 = 2 = 0 and 1 = 2 =  in Example 2.
Log10–log10 plots of the exact errors e(X̂EN) and e(X̂N) (vertical axes) versus the number N of discretization points
(horizontal axes) are given in Fig. 4, for = 1 (left) and = 2 (right). + and × are computed by use of the exact error
formulas from Lemma 2 and lines are based on the asymptotic formulas (19) and (20). As in the case of the error at the
ﬁnal time point the new algorithm performs constantly better than the Euler approximation. The asymptotic quantities
eas(X̂
E
N) and eas(X̂N) provide an excellent approximation of the respective exact errors already for a small number of
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Fig. 6.







0.010 if = 2,






0.024 if = 2,
0.001 if = 1.
Fig. 5 shows (in the form of log10–log10 plots again), for = 1 (left) and = 2 (right), the minimal numbers NE(
)
and N(
) of discretization points (vertical axes) that are needed to obtain a mean square L2-error of at most 
> 0
(horizontal axes) using the Euler scheme and the modiﬁed Milstein scheme, respectively. The plots indicate once more
the increase in performance achieved by the new approach compared to the Euler scheme.
If = 2 then NE(0.01)= 9525066 points are necessary to achieve the accuracy 
= 0.01 with the Euler scheme. The
piecewise linear interpolation of the modiﬁed Milstein scheme yields this accuracy already with N(0.01) = 496250
points.
Finally, in Fig. 6 we have plotted, for  = 1 (left) and  = 2 (right), the ratio N(
)/NE(
) (vertical axes) versus
log10 of the accuracy 
 (horizontal axes). Using the new algorithm instead of the Euler scheme leads to a decrease of
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computational time (in terms of the number of discretization points) by a factor close to
2 · e22 + 9(2 − 1) · e2 + 7
(122 − 4) · e22 + (184 − 242 + 24) · e2 − 20
=
{
0.05510 . . . if = 2,
0.24736 . . . if = 1,
see Remark 7.
6. Extensions
We brieﬂy describe how to generalize our approach to the case of a system of SDDEs with an arbitrary ﬁnite number
of constant delays
r1, . . . , rK ∈ [0, r].
More precisely, we consider the d-dimensional system
dX(t) = a(t, X(t − r1), . . . , X(t − rK)) dt + (t, X(t − r1), . . . , X(t − rK)) dW(t), 0 tT ,
X(t) = (t), −r t0, (21)
with (for convenience) deterministic initial path
= (1, . . . , d)′ : [−r, 0] → Rd ,
m-dimensional driving Brownian motion
W = (W1, . . . ,Wm)′,
drift coefﬁcient
a = (a1, . . . , ad)′ : [0, T ] × RK·d → Rd
and diffusion coefﬁcient
= (i,j ) 1 id
1 jm











, k = 1, . . . , K ,




⎞⎠ , ∇k(j) =
⎛⎝∇k1,j...
∇kd,j
⎞⎠ , j = 1, . . . , m.
Moreover, we let (t) = 0 for t < r and W(t) = (t, x) = 0 for t < 0 and x ∈ RK·d .
Consider an equidistant discretizaton
t =  · T/N,  = 0, 1, . . . , N ,






(Wj1(t+1) − Wj1(t))2 − (t+1 − t) if j1 = j2, rk = 0,
(W˜j1(t+1 − rk) − W˜j1(t − rk)) · (Wj2(t+1) − Wj2(t)) otherwise,
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for j1, j2 = 1, . . . , m and k = 1, . . . , K . The modiﬁed Milstein scheme X̂N is then deﬁned by
X̂N(− · T/N) = (− · T/N),  = 0, 1, . . . , 2N · r/T 
and
X̂N(t+1) = X̂N(t) + a(t, X̂N (t − r1), . . . , X̂N (t − rK)) · (t+1 − t)








∇k(j1)(t, X̂N (t − r1), . . . , X̂N (t − rK))
× (j2)(t − rk, X̂N(t − rk − r1), . . . , X̂N (t − rk − rK)) · I ()j1,j2,k ,
where the intermediate values X̂N(t − rk) are computed by piecewise linear interpolation of the scheme up to the
point t.
The SDDE considered in the preceding sections corresponds to the case d = m = 1, K = 2, r1 = 0, r2 = r and
T = m · r with m ∈ N\{1}. Then the above deﬁnition yields the method introduced in Section 3 if N/m ∈ N. In this
case, the piecewise linear interpolated scheme X̂N is asymptotically optimal with respect to the mean square L2-error
in the class of all methods that are based on evaluations of W at equidistant points, see Theorem 2. We conjecture that
this remains true for general equation (21) under appropriate smoothness conditions on , a and .
Finally, we stress that the generalized scheme may be used without any restriction on the lags r1, . . . , rK or the time
horizon T. Moreover, a non-equidistant discretization may be employed as well.
7. Proof of Theorems 1–3
The main idea of the proof is to introduce an appropriate auxiliary process XN such that, asymptotically, pathwise
approximation of the solution X based on N evaluations of W is equivalent to pathwise approximation of XN with
respect to both the mean square L2-error and the mean square error at t = T (if C> 0).
The process XN is given by
XN = XMtN + LN ,
where XMtN denotes a time-continuous truncated Milstein scheme and LN is an approximation to the difference of X
Mt
N
and the corresponding time-continuous Milstein scheme. More precisely, XMtN is deﬁned by
XMtN (t) = (t), t0,
and
XMtN (t) = XMtN (t) + a(t, XMtN (t), XMtN (t − r)) · (t − t)
+ (t, XMtN (t), XMtN (t − r)) · (W(t) − W(t))
+ 1/2 · ((0,1,0))(t, XMtN (t), XMtN (t − r)) · ((W(t) − W(t))2 − (t − t)),
for t ∈]t, t+1]. Recall the deﬁnition of the iterated Itô-integrals JN(t) in Remark 1. The process LN is deﬁned by
LN(t) = 0, −r tr
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and
LN(t) = LN(t) + a(0,1,0)(t, XMtN (t), XMtN (t − r)) · LN(t) · (t − t)
+ a(0,0,1)(t, XMtN (t), XMtN (t − r)) · LN(t − r) · (t − t)
+ (0,1,0)(t, XMtN (t), XMtN (t − r)) · LN(t) · (W(t) − W(t))
+ (0,0,1)(t, XMtN (t), XMtN (t − r)) · LN(t − r) · (W(t) − W(t))
+ (t − r,XMtN (t − r),XMtN (t − 2r))
× (0,0,1)(t, XMtN (t), XMtN (t − r)) · JN(t),
for t ∈]t, t+1] with tr .
Due to Proposition 2 in the Appendix we have
sup
t∈[0,T ]
E|X(t) − XN(t)|2 = O(N−2). (22)
Thus, ifX is a pathwise approximation ofX that is based on evaluations ofW atN equidistant points then, asymptotically,
it sufﬁces to analyze the difference XN − X.
We brieﬂy outline the structure of this section. In Section 7.1 we introduce an approximation to the ﬁeld ϑ from
Section 4 and provide corresponding error bounds. Moreover, we investigate the relationship between the process LN
and the ﬁeld ϑ. Section 7.2 deals with approximation of iterated Itô-integrals based on Brownian increments. The lower
bounds in Theorems 1 and 2 are proven in Section 7.3. The matching upper bounds are shown in Section 7.4. In Section
7.5 we prove Theorem 3.
Throughout the following we use c to denote unspeciﬁed positive constants that only depend on r, T, the initial path
, the drift coefﬁcient a, the diffusion coefﬁcient  and some moment parameter q. Moreover, we will use the notation
U(t) = (t, X(t), X(t − r)), UMtN (t) = (t, XMtN (t),XMtN (t − r)).
7.1. Approximation of the ﬁeld ϑ
We ﬁrst introduce a time-continuous Euler-type approximation ̂N of the ﬁeld  based on discretization (4). This
approximation is deﬁned by
̂N(t, t) =
{
0 if t < t,
1 if t = t,
and
̂N(t, t) = ̂N(t, tj ) + a(0,1,0)(UMtN (tj )) · ̂N(t, tj ) · (t − tj )
+ a(0,0,1)(UMtN (tj )) · ̂N(t, tj − r) · (t − tj )
+ (0,1,0)(UMtN (tj )) · ̂N(t, tj ) · (W(t) − W(tj ))
+ (0,0,1)(UMtN (tj )) · ̂N(t, tj − r) · (W(t) − W(tj )),
for t tj < t tj+1. We use ̂N to derive an approximation of the ﬁeld ϑ. Deﬁne
ϑ̂N(t, t) =
{
0 if t < t+1,
̂N(t+1, t) · (UMtN (t − r)) · (0,0,1)(UMtN (t)) if t t+1,
for r t tN−1.
Lemma 3. The approximation ϑ̂N satisﬁes
(i)
E |̂ϑN(t, t)|qc,
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(ii)
E|ϑ(t, t) − ϑ̂N(t, t)|qc · N−q/2.
for t t+1 >r and every q1.
See [3] for a proof of Lemma 3. Finally, we provide a representation of the process LN at the discretization points
t in terms of the approximation ϑ̂N and the process JN .




ϑ̂N(tj , t) · JN(tj+1),
for every t.
Proof. The proof is straightforward by induction on t. 
7.2. Approximation of iterated Itô-integral based on Brownian increments
Consider a discretization
0 = 0 < 1 < · · ·< K = T
that satisﬁes
min(k + r, T ),max(k − r, 0) ∈ {0, . . . , K}, (23)
for every k = 0, 1, . . . , K , and put
	k = k+1 − k .
Fix a1, b1, a2, b2 ∈ {1, . . . , K} with





(W(s − r) − W(aj − r)) dW(s), j = 1, 2.
Finally, let B denote the -algebra that is generated by W(0),W(1), . . . ,W(K).
Lemma 5. The conditional expectation E(I1 |B) satisﬁes
E(I1 |B) = 12 ·
∑
a1k<b1
(W(k − r) + W(k+1 − r) − 2W(a1 − r)) · (W(k+1) − W(k)),
as well as






(	2k + 	k · ((W(k+1 − r) − W(k − r))2 + (W(k+1) − W(k))2))
and
E((W(t) − E(W(t) |B)) · (I1 − E(I1 |B)) |B) = 0,
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for tb1. Furthermore,
E((I1 − E(I1 |B)) · (I2 − E(I2 |B)) |B) = 0.
Proof. We prove the above statements under the assumption
aj = kj , bj = kj+1










(W(k − r) − W(aj − r)) · (W(k+1) − W(k)).
Let n ∈ N, put
si = k1 + i/n · 	k1 , i = 0, 1, . . . , n,








2 = 0, (24)
which implies
lim
n→∞E(E(I1 |B) − E(I1,n |B))
2 = 0. (25)
Let Z = W − W˜ , where W˜ = E(W |B) denotes the piecewise linear interpolation of W at the points k . By (23),
W(si − r) − W(k1 − r) = Z(si − r) +
si − k1
	k1
· (W(k1+1 − r) − W(k1 − r)).
Furthermore,
W(si+1) − W(si) = Z(si+1) − Z(si) + si+1 − si
	k1
· (W(k1+1) − W(k1)).
Note that







(k+1 − max(s, t))(min(s, t) − k)
	k
· 1[k,k+1]2(s, t).
Since si − rk1 it follows:
E(Z(si − r) · (Z(si+1) − Z(si)) |B) = E(Z(si − r) · (Z(si+1) − Z(si))) = 0.
Moreover,
E(Z(si − r) · (W(k1+1) − W(k1)) |B) = (W(k1+1) − W(k1)) · E(Z(si − r)) = 0
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and similarly,





E((W(si − r) − W(k1 − r)) · (W(si+1) − W(si)) |B)









n→∞ E(I1,n |B) =
1
2 · (W(k1+1 − r) − W(k1 − r)) · (W(k1+1) − W(k1)).
Now, use (25) to complete the proof of the ﬁrst equality.
In order to prove the second equality note that (24) together with (25) implies
lim
n→∞E|E((I1 − E(I1 |B))
2 |B) − E((I1,n − E(I1,n |B))2 |B)| = 0. (28)




(W˜ (si − r) − W(k1 − r)) · (W˜ (si+1) − W˜ (si)).
Thus
I1,n − E(I1,n |B) =
n−1∑
i=0
(A1,i + B1,i + C1,i ), (29)
where
A1,i = Z(si − r) · (Z(si+1) − Z(si)),
B1,i = Z(si − r) · (W˜ (si+1) − W˜ (si)),
C1,i = (W˜ (si − r) − W(k1 − r)) · (Z(si+1) − Z(si)).
Due to (26) we have
E(A1,i · B1,j |B) = E(A1,i · C1,j |B) = E(B1,i · C1,j |B) = 0,
which implies




















si+1 − si − (si+1 − si)2 · 	−1k1 if i = j,
−(si+1 − si) · (sj+1 − sj ) · 	−1k1 if i = j.
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Straightforward calculations yield
E(A1,i · A1,j |B) = 
(si, sj ) · i,j ,
E(B1,i · B1,j |B) = 
(si, sj ) · (W(k1+1) − W(k1))2 · (si+1 − si) · (sj+1 − sj ) · 	−2k1 ,






























(s, t) ds dt








⎞⎠= (W(k1+1 − r) − W(k1 − r))2 · 	−2k1 · ∫ k1+1
k1
(s − k1)2 ds
− (W(k1+1 − r) − W(k1 − r))2 · 	−3k1 ·
(∫ k1+1
k1
(s − k1) ds
)2
= (W(k1+1 − r) − W(k1 − r))2 · 	k1/12.
We conclude that
lim
n→∞ E((I1,n − E(I1,n |B))
2 |B)
= 112 · (	2k1 + 	k1 · ((W(k1+1 − r) − W(k1 − r))2 + (W(k1+1) − W(k1))2)).
In view of (28) this ﬁnishes the proof of the second equality.
Next, let t > k1+1. Use (26) and (29) to obtain
E(Z(t) · (I1,n − E(I1,n |B)) |B) = 0.
This establishes the third equality since (24) together with (25) implies
lim
n→∞E |E(Z(t) · ((I1 − E(I1 |B)) − (I1,n − E(I1,n |B))) |B)| = 0.
Finally, deﬁne I2,n analogously to I1,n and use decomposition (29) to obtain
E((I1,n − E(I1,n |B)) · (I2,n − E(I2,n |B)) |B) = 0.
Clearly, by (24) and (25),
lim
n→∞E|E(((I1 − E(I1 |B)) · ((I2 − E(I2 |B))|B)
− E((I1,n − E(I1,n |B)) · (I2,n − E(I2,n |B)) |B)| = 0,
which completes the proof. 
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7.3. Proof of the lower bounds in Theorems 1 and 2
Let BN denote the -algebra that is generated by W(t1), . . . ,W(tN) and recall that X̂∗N = E(X |BN). Put ZN =
W − E(W |BN) as well as
d = T/N + (W(t+1 − r) − W(t − r))2 + (W(t+1) − W(t))2,
and deﬁne












e(X̂∗N)(T /N)1/2 · (E(AN + BN))1/2 − c · N−3/4.




E|X̂∗N(t) − XN(t)|2 dt
)1/2
− c/N . (30)
Fix , let t ∈]t, t+1] and put
(t) = 12 · ((0,1,0))(t, XMtN (t), XMtN (t − r)) · ((W(t) − W(t))2 − (t − t)).
Assumption (B) together with Lemma 9 from the Appendix implies
E|(t)|2c/N2. (31)
Use (31) and Lemma 10 from the Appendix to derive
(E|XN(t) − X̂∗N(t)|2)1/2 = (E|XMtN (t) + LN(t) − X̂∗N(t)|2)1/2
(E|XMtN (t) − (t) + LN(t) − X̂∗N(t)|2)1/2 − c/N
(E|XMtN (t) − (t) + LN(t) − E(XMtN (t) − (t) + LN(t) |BN)|2)1/2 − c/N
= (E|(UMtN (t)) · ZN(t) + LN(t) − E(LN(t) |BN)|2)1/2 − c/N . (32)
Lemma 4 yields
LN(t) − E(LN(t) |BN) =
∑
r tj<t
ϑ̂N(tj , t) · (JN(tj+1) − E(JN(tj+1) |BN)).
Thus, by Lemma 5,
E(|(UMtN (t)) · ZN(t) + LN(t) − E(LN(t) |BN)|2 |BN)




2 · E((JN(tj+1) − E(JN(tj+1) |BN))2 |BN)




2 · dj ,
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which implies∫ t+1
t
E|(UMtN (t)) · ZN(t) + LN(t) − E(LN(t) |BN)|2 dt







Due to (B), (2), and Lemma 9 and Proposition 1 from the Appendix,
E|2(UMtN (t)) − 2(U(t))|c/N1/2. (34)
Moreover, employing Lemma 3 it is easy to see that
E|((̂ϑN(tj , t))2 − (ϑ(tj , t))2) · dj |c/N3/2. (35)




















ϑ2(tj , t) · dj
⎞⎠− c/N3/2
= T/N · E(AN + BN) − c/N3/2. (36)
Finally, combine (30) with (32) and (36) to complete the proof. 
Next, we turn to the error of X̂∗N at the ﬁnal time point T. Deﬁne
CN = 112 ·
N−1∑
=0
ϑ2(t, T ) · d.
Lemma 7.
e(X̂∗N, T )(T /N)1/2 · (E(CN))1/2 − c · N−3/4.
Proof. Employing (22) we have
e(X̂∗N, T )(E|XN(T ) − X̂∗N(T )|2)1/2 − c/N
(E|XN(T ) − E(XN(T ) |BN)|2)1/2 − c/N . (37)
By deﬁnition of XN and Lemma 4,




ϑ̂N(t, T ) · (JN(t+1) − E(JN(t+1) |BN)).
Use Lemma 5 as well as (35) to obtain











ϑ2(t, T ) · d
⎞⎠− c/N3/2. (38)
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Combining (37) with (38) ﬁnishes the proof. 






























E(ϑ2(t, T )) dt .
Proof. Note that (B) together with (2) and (3) implies the continuity of the function t → E(2(U(t)), which imme-
diately yields (i).
In order to prove (ii) ﬁx M ∈ N, put
si = r + i · (T − r)/M, i = 0, 1, . . . ,M ,
and deﬁne









for NM . Observing (12) and (13) it is straightforward to check that
|E(BN − BM,N)|c/M1/2. (39)





d − 3(T − r)/M
⎞⎠2 = 0.






d − 3(T − r)/M
⎞⎠∣∣∣∣∣∣= 0. (40)
Combine (39) with (40) to obtain
lim









Finally, observe that (12) together with (13) implies the continuity of the mapping (t, s) → E(ϑ2(t, s)), r tsT ,
which ﬁnishes the proof of (ii). The proof of (iii) may be handled in much the same way. 
Clearly, the lower bound in Theorem 1 follows from Lemma 7 and Lemma 8(iii). Similarly, Lemma 6 together with
Lemma 8(i) and (ii) implies the lower bound in Theorem 2.
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7.4. Proof of the upper bounds in Theorems 1 and 2
Consider the discretization (4) and deﬁne a corresponding scheme XN by
XN(t) = XMtN (t) + LN(t),  = 0, 1, . . . , N ,
where the process LN is given by
LN(t) = 0, −r tr ,
and
LN(t) = LN(t) + a(0,1,0)(UMtN (t)) · LN(t) · (t − t)
+ a(0,0,1)(UMtN (t)) · LN(t − r) · (t − t)
+ (0,1,0)(UMtN (t)) · LN(t) · (W(t) − W(t))
+ (0,0,1)(UMtN (t)) · LN(t − r) · (W(t) − W(t))
+ (UMtN (t − r)) · (0,0,1)(UMtN (t)) · E(JN(t) |BN),
for t ∈]t, t+1]. By piecewise linear interpolation
XN(t) = t+1 − t
t+1 − t · XN(t) +
t − t
t+1 − t · XN(t+1), t ∈ [t, t+1],
we obtain a global approximation on the time interval [0, T ].




ϑ̂K(tj , t) · E(JN(tj+1) |BN),
see Lemma 4, which in particular yields
LN(t) = E(LN(t) |BN). (41)
Due to Lemma 13 from the Appendix we have
sup
0 tT
E|X̂N(t) − XN(t)|2c/N2. (42)
Combine (42) with (22) to conclude that
(E|X(t) − X̂N(t)|2)1/2(E|XN(t) − XN(t)|2)1/2 + c/N , (43)
for every t ∈ [0, T ]. Fix , let t ∈]t, t+1] and recall the deﬁnition of (t) in the proof of Lemma 6. By deﬁnition,
XN(t) − XN(t) = (UMtN (t)) · ZN(t) + (t) − (t − t) · N · (t+1)
+ LN(t) − LN(t) − (t − t) · N · (LN(t+1) − LN(t)). (44)
Use (31) as well as Lemma 10(ii) from the Appendix to derive
(E|X(t) − X̂N(t)|2)1/2
(E|(UMtN (t)) · ZN(t) + LN(t) − E(LN(t) |BN)|2)1/2 + c/N
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from (43) and (44). Next, observe (34) as well as (35), and proceed similar to the proof of Lemma 6 in Section 7.3 to
obtain
e(X̂N)(T /N)1/2 · (E(AN + BN))1/2 + c · N−3/4.
Now, the upper bound in Theorem 2 follows from Lemma 8(i) and (ii).
We turn to the error of X̂N at the ﬁnal time point T. Use (43) and (44) to get
(E|X(T ) − X̂N(T )|2)1/2(E|LN(T ) − E(LN(T ) |BN)|2)1/2 + c/N .
Proceed similar to the proof of Lemma 7 to conclude that
e(X̂N , T )(T /N)1/2 · (E(CN))1/2 + c · N−3/4. (45)
Finally, observe that C= 0 implies E(CN) = 0 and apply Lemma 8(iii) in the case C> 0 to obtain the upper bound in
Theorem 1.
7.5. Proof of Theorem 3
Let N ∈ N, consider an arbitrary discretization
0 = s0 <s1 < · · ·<sN = T
of the time interval [0, T ] and let
YN = E(X |W(s1), . . . ,W(sN))
denote the corresponding optimal approximation of X. Put
MN = T/r · N
and
t =  · T/MN,  = 0, 1, . . . ,MN .
Next, deﬁne a discretization
0 = 0 < 1 < · · ·< KN = T
by
{1, . . . , KN } = {t1, . . . , tMN } ∪ ({si + j · r : j = −T/r, . . . , T /r, i = 1, . . . , N} ∩ [0, T ]).
Note that this discretization satisﬁes assumption (23) of Lemma 5 and
KN3T/r · N . (46)
Let CKN denote the -algebra that is generated by W(1), . . . ,W(KN ) and put ZKN =W −E(W |CKN ). Due to (22)
we have
(E|X(t) − YN(t)|2)1/2(E|XMN (t) − YN(t)|2)1/2 − (E|X(t) − XMN (t)|2)1/2
(E|XMN (t) − E(XMN (t) |CKN )|2)1/2 − c/N , (47)
for every t ∈ [0, T ].
Fix  ∈ {0, 1, . . . ,MN − 1} and let t ∈]t, t+1]. Similar to the proof of Lemma 6 we obtain
(E|XMN (t) − E(XMN (t) |CKN )|2)1/2
(E|(UMtMN (t) · ZKN (t) + LMN (t) − E(LMN (t) |CKN )|2)1/2 − c/N . (48)
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Employing Lemma 4 as well as Lemma 5 we get
E(|(UMtMN (t) · ZKN (t) + LMN (t) − E(LMN (t) |CKN )|2 |CKN ))




2 · E((JMN (tj+1)
− E(JMN (tj+1) |CKN ))2 |CKN ).
Put
n = #{k : tk < t+1}.
By the Hölder inequality,∫ t+1
t





(k+1 − k)2T 2/(6M2N · n).
Furthermore, by Lemma 5,





(k+1 − k)2T 2/(12M2N · nj ).
Consequently, observing (34) and Lemma 3,∫ t+1
t
E(|(UMtMN (t) · ZKN (t) + LMN (t) − E(LMN (t) |CKN )|2 dt





T 2/(6M2N · n) · E(2(U(t))) + T 3/(12M3N) ·
−1∑
j=0
E(ϑ2(tj , t)) · 1/nj − c/M5/2N .















E(ϑ2(tj , t)) · 1/nj − c/M3/2N















− c/M3/2N . (49)
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Combine (47) with (48) and (49), and observe (46) to conclude that
lim inf



















































Due toAssumption (C) the last sum above is positive, which ﬁnishes the proof of the lower bound for the minimal mean
square L2-error e(N) in Theorem 3. Clearly, the corresponding matching upper bound is a consequence of Theorem 2.
In order to prove the part on e(N, T ) in Theorem 3 use (47), (48) and Lemma 10 from the Appendix to obtain
(E|X(T ) − YN(T )|2)1/2(E|LMN (T ) − E(LMN (T ) |CKN )|2)1/2 − c/N . (50)
Next, proceed as above to derive
E|LMN (T ) − E(LMN (T ) |CKN )|2T 2/(12M2N) ·
MN−1∑
j=0
E(ϑ2(tj , T )) · 1/nj − c/M3/2N
T 2/(12M2N) · 1/KN ·
⎛⎝MN−1∑
j=0
(E(ϑ2(tj , T )))
1/2
⎞⎠2 − c/M3/2N . (51)
Finally, combine (50) with (51) and observe (46) to conclude that
lim inf



















(E(ϑ2(t, T )))1/2 dt
)2
.
Clearly, the last integral is positive if and only if the asymptotic constantC is positive, which completes the proof of the
lower bound for the minimal square error at the ﬁnal time point e(N, T ) in Theorem 3. The corresponding matching
upper bound is a consequence of the ﬁrst statement in Theorem 1.
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Appendix
The main goal of this section is to establish the estimates (22) and (42) for the auxiliary processes XN and XN ,
respectively, from Section 7.
N. Hofmann, T. Müller-Gronbach / Journal of Computational and Applied Mathematics 197 (2006) 89–121 117
Throughout, we consider discretization (4) fromSection 3. Recall the deﬁnition of the corresponding time-continuous
truncated Milstein scheme XMtN from Section 7. We begin with error bounds for X
Mt
N and the time-continuous versions
XEN and X
M
N of the Euler scheme and the Milstein scheme, respectively. The latter two processes are deﬁned by
XEN(t) = XMN (t) = (t), t0,
and
XEN(t) = XEN(t) + a(t, XEN(t), XEN(t − r)) · (t − t) + (t, XEN(t), XEN(t − r)) · (W(t) − W(t)),
XMN (t) = XMN (t) + a(t, XMN (t), XMN (t − r)) · (t − t) + (t, XMN (t), XMN (t − r)) · (W(t) − W(t))
+ 12 · ((0,1,0))(t, XMN (t), XMN (t − r)) · ((W(t) − W(t))2 − (t − t))
+ (t − r,XMN (t − r),XMN (t − 2r)) · (0,0,1)(t, XMN (t), XMN (t − r)) · JN(t),
for t ∈]t, t+1].
To shorten notation we deﬁne
UMN (t) = (t, XMN (t),XMN (t − r)), UMtN (t) = (t, XMtN (t),XMtN (t − r)).
Moreover, we put ‖Y‖q =(E|Y |q)1/q for a random variable Y and q1. Finally, we use c to denote unspeciﬁed positive
constants that only depend on a, ,  and q.








(‖XMtN (t) − XEN(t)‖q + ‖XMN (t) − XMtN (t)‖q)c · N−1/2,
for every q1.
Proof. These estimates are obtained by using standard techniques. See [3] for details. 
Proposition 1. The processes XEN , X
Mt








‖X(t) − XMtN (t)‖qc · N−1/2,




‖X(t) − XMN (t)‖2c · N−1.
Parts (i) and (iii) are consequences of more general results in [5, Theorem 3.1] and [6, Theorem 5.2], respectively.
Part (ii) immediately follows from (i) and Lemma 9(ii).
Next, we analyze the processes LN and LN , see Section 7.
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Lemma 10. The processes LN and LN satisfy
sup
t∈[0,T ]




(‖LN(t) − LN(t)‖q + ‖LN(t) − LN(t)‖q)c · N−1.
for every q1.
Proof. For convenience we restrict to the case q = 2 and we only consider the process LN . The same arguments also




Let t ∈ [t, t+1] with tr . Write
LN(t) = A(t) + B(t),
with
A(t) = LN(t) + a(0,1,0)(UMtN (t)) · LN(t) · (t − t) + a(0,0,1)(UMtN (t)) · LN(t − r) · (t − t).
Clearly, by the boundedness of the spatial derivatives,
‖A(t)‖22g2(t) · (1 + c · (t − t)).
Moreover, using (B) and Lemma 9,
‖B(t)‖22c · ‖(LN(t) + LN(t − r)) · (W(t) − W(t))‖22 + c · ‖(UMtN (t − r)) · JN(t)‖22
c · g2(t) · (t − t) + c · (t − t)2.
Observe that E(A(t) · B(t)) = 0. Summarizing we get
g2(t)g2(t) · (1 + c/N) + c/N2.
The ﬁrst estimate thus follows from Gronwall’s Lemma.
Finally, by (i),
‖LN(t) − LN(t)‖22c · ‖LN(t) + LN(t − r)‖22 · (t − t)2 + c · ‖B(t)‖22
c · g2(t) · (t − t)2 + c · g2(t) · (t − t) + c · (t − t)2
c/N2,
which ﬁnishes the proof. 
We proceed with a comparison of XMN and X
Mt
N + LN .
Lemma 11. For every q1,
sup
t∈[0,T ]
‖XMN (t) − XMtN (t) − LN(t)‖qc · N−1.
Proof. As in the proof of Lemma 10 we assume q = 2. The case q > 2 may be handled in a similar way. Deﬁne
g(t) = sup
0 s t
‖XMN (s) − XMtN (s) − LN(s)‖2.
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Let t ∈ [t, t+1] and deﬁne the quantities
A = a(UMN (t)) − a(UMtN (t)) − a(0,1,0)(UMtN (t)) · (XMN (t) − XMtN (t))
− a(0,0,1)(UMtN (t)) · (XMN (t − r) − XMtN (t − r))
and
= (UMN (t)) − (UMtN (t)) − (0,1,0)(UMtN (t)) · (XMN (t) − XMtN (t))
− (0,0,1)(UMtN (t)) · (XMN (t − r) − XMtN (t − r)).
Then
XMN (t) − XMtN (t) − LN(t) = Y + A · (t − t) + B + C + D,
where
Y = XMN (t) − XMtN (t) − LN(t) + a(0,1,0)(UMtN (t)) · (XMN (t) − XMtN (t) − LN(t)) · (t − t)
+ a(0,0,1)(UMtN (t)) · (XMN (t − r) − XMtN (t − r) − LN(t − r)) · (t − t),
B = (0,1,0)(UMtN (t)) · (XMN (t) − XMtN (t) − LN(t)) · (W(t) − W(t))
+ (0,0,1)(UMtN (t)) · (XMN (t − r) − XMtN (t − r) − LN(t − r)) · (W(t) − W(t))
+  · (W(t) − W(t)),
C = 12 · (( · (0,1,0))(UMN (t)) − ( · (0,1,0))(UMtN (t))) · ((W(t) − W(t))2 − (t − t))
and
D = ((UMN (t − r)) · (0,0,1)(UMN (t)) − (UMtN (t − r)) · (0,0,1)(UMtN (t))) · JN(t).
Clearly,
‖Y‖22g2(t) · (1 + c · (t − t)).
Furthermore, by Lemma 9,
‖C‖22 + ‖D‖22c · (‖XMN (t) − XMtN (t)‖24 + ‖XMN (t − r) − XMtN (t − r)‖24) · (t − t)2
c/N · (t − t)2
as well as
‖A‖22 + ‖‖22c · (‖XMN (t) − XMtN (t)‖44 + ‖XMN (t − r) − XMtN (t − r)‖44)c/N2.
The latter inequality yields
‖B‖22c · (g2(t) + ‖‖22) · (t − t)c · (g2(t) + 1/N2) · (t − t).
Note that
E(Y · B) = E(Y · C) = E(Y · D) = 0.
Hence
|E(Y · (A · (t − t) + B + C + D))| = |E(Y · A)| · (t − t)c · g(t) · 1/N · (t − t).
Summarizing we obtain
g2(t)g2(t) + c · (t − t) · (g2(t) + g(t)/N + 1/N2)
g2(t) · (1 + c/N) + c/N3.
Now, use Gronwall’s Lemma to complete the proof. 
120 N. Hofmann, T. Müller-Gronbach / Journal of Computational and Applied Mathematics 197 (2006) 89–121
As a consequence of Proposition 1 and Lemma 11 we obtain
Proposition 2. The process XN satisﬁes
sup
t∈[0,T ]
‖X(t) − XN(t)‖2c · N−1.
Finally, we consider a time-continuous version X˜N of the approximation X̂N introduced in Section 3. Put
J˜N (t) = 12 · (W(t − r) − W(t − r)) · (W(t) − W(t)),
for t ∈]t, t+1] and deﬁne the process X˜N by
X˜N(t) = (t), t0,
and
X˜N(t) = X˜N(t) + a(t, X˜N (t), X˜N(t − r)) · (t − t) + (t, X˜N (t), X˜N(t − r)) · (W(t) − W(t))
+ 12 · ((0,1,0))(t, X˜N (t), X˜N(t − r)) · ((W(t) − W(t))2 − (t − t))
+ (t − r, X˜N(t − r), X˜N(t − 2r)) · (0,0,1)(t, X˜N (t), X˜N(t − r)) · J˜N (t),
for t ∈]t, t+1]. Thus X˜N is deﬁned as the time-continuousMilstein schemeXMN with JN replaced by the approximation
J˜N .
We compare X˜N with the processes XMtN and X
Mt
N + LN .








‖X˜N(t) − XMtN (t) − LN(t)‖qc · N−1
for every q1.
These estimates may be derived in the same way as the corresponding estimates for the time-continuous Milstein
scheme XMN in Lemma 9(ii) and Lemma 11.
Note that, at the discretization points t the processes X˜N and XMtN +LN coincide with the approximations X̂N and
XN , respectively. Therefore, Lemma 12 implies the following estimate of the difference X̂N − XN .
Lemma 13. The approximations X̂N and XN satisfy
sup
t∈[0,T ]
‖X̂N(t) − XN(t)‖2c · N−1.
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