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Introduccio´n
El Trabajo Fin de Grado que presentamos se dedica al estudio de algunos
resultados para matrices no negativas que son de aplicacio´n tanto en el estu-
dio de las matrices estoca´sticas, como en el ana´lisis de la convergencia de los
me´todos iterativos cla´sicos. En la Seccio´n 1 se introducen las definiciones y
resultados parciales necesarios para concluir con la demostracio´n del Teorema
de Perron-Frobenius para matrices irreducibles.
La Seccio´n 2 tiene un doble objetivo. Por un lado, nos proponemos com-
parar la velocidad de convergencia de los diferentes me´todos iterativos cla´sicos
que se utilizan para resolver sistemas lineales que surgen tras la discretizacio´n
espacial de ecuaciones elipticas y, por otro, establaceremos algu´n resultado
que permite estimar el para´metro o´ptimo del me´todo SOR. Las matrices aso-
ciadas a este tipo de sistemas tienen la propiedad de ser dispersas (o sparse),
es decir, solo hay un pequen˜o porcentaje de elementos no nulos que adema´s
suelen seguir un patro´n determinado y con frecuencia tienen otra propiedades
importantes como la irreducibilidad y el cara´cter no negativo.
En la Seccio´n 3 se recogen tres aplicaciones que ilustran el intere´s de los
resultados teo´ricos presentados en las Secciones 1 y 2. El teorema de Perron-
Frobenius es un resultado que puede tener aplicaciones a diferentes a´mbitos
de la ciencia y la tecnolog´ıa. Algunas de estas aplicaciones son el ana´lisis de
las caracter´ısticas demogra´ficas de una poblacio´n, la teor´ıa de juegos, la dis-
tribucio´n del poder en una red social, el desarrollo de buscadores como Google
y, algo que nunca me habr´ıa imaginado, el ana´lisis de resultados de ciertas
competiciones deportivas. Como aplicaciones directas del teorema de Perron-
Frobenius hemos decidido estudiar el algoritmo que calcula el PageRank de
Google, en el cual aparecen las matrices estoca´sticas. Tambie´n, utilizando un
algoritmo similar al de PageRank estableceremos clasificaciones (o rankings)
de la u´ltima Champions League y compararemos los resultados obtenidos con
los resultados reales.
Para ilustrar los resultados de la Seccio´n 2, consideraremos el problema
de calcular el estado estacionario de temperaturas de una placa con forma
de L, sometida a una fuente de calor. Para ello discretizaremos el Laplaciano
mediante diferencias finitas de segundo orden y resolveremos los sistemas
lineales resultantes con los me´todos de Jacobi, Gauss-Seidel y SOR.
En el Ape´ndice se incluyen los programas en Matlab que hemos imple-
mentado para obtener los resultados de las aplicaciones de la Seccio´n 3.
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1. Matrices no negativas. Resultados teo´ri-
cos.
En esta seccio´n vamos a recordar algunos conceptos ba´sicos como son la
norma espectral, el radio espectral, las matrices diagonalmente dominantes
e introduciremos otros conceptos nuevos como son la nocio´n de irreducibli-
dad y convergencia de una matriz, las matrices no negativas y relacionare-
mos algunas de estas propiedades con los grafos. Adema´s, veremos algunas
propiedades interesantes y daremos cotas para el radio espectral para difer-
entes tipos de matrices basa´ndonos principalmente en el ya conocido Teorema
de Gerschgorin y en el Teorema de Perron-Frobenius.
Durante todo el trabajo, salvo que indiquemos otra cosa, consideraremos
matrices complejas de taman˜o n× n.
1.1. Normas y radio espectral de una matriz
En primer lugar, comenzamos recordando la definicio´n de norma eucl´ıdea
y sus propiedades, que recogeremos en el Teorema 1.1.
Definicio´n 1.1. Sea x ∈ Cn. La norma eucl´ıdea de x viene dada por
‖x‖ = √x∗x =
√√√√ n∑
i=1
|xi|2.
Teorema 1.1. Sean x,y ∈ Cn se tiene que
1) ‖x‖ > 0 para todo x 6= 0,
2) ‖x‖ = 0 si y solo si x = 0,
3) Si α ∈ C entonces ‖αx‖ = |α|‖x‖,
4) ‖x + y‖ ≤ ‖x‖+ ‖y‖ para cualquier x e y. (Desigualdad triangular)
A continuacio´n definimos el concepto de radio espectral de una matriz,
que desde el punto de vista geome´trico es el radio del menor disco centrado
en el origen que contiene a todos los autovalores de la matriz.
Definicio´n 1.2. Sea A una matriz con autovalores λi, 1 ≤ i ≤ n. Definimos
el radio espectral de la matriz A como
ρ(A) = ma´x
1≤i≤n
|λi|.
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En algunos casos, por simplicidad, denotaremos por σ(A) al conjunto de
autovalores de la matriz A. Lo llamaremos espectro de A.
De manera ana´loga a los vectores, recordamos la definicio´n de norma
espectral o eucl´ıdea de una matriz y sus propiedades.
Definicio´n 1.3. Sea A una matriz. Definimos la norma espectral de A de la
siguiente manera
‖A‖ = sup
x 6=0
‖Ax‖
‖x‖ ,
donde ‖·‖ en la parte derecha de la igualdad denota la norma eucl´ıdea de Cn.
Teorema 1.2. Sean A y B dos matrices. Si denotamos por O a la matriz
nula, se verifica que
1) ‖A‖ > 0 para toda A 6= O,
2) ‖A‖ = 0 si y solo si A = O,
3) Si α ∈ C entonces ‖αA‖ = |α|‖A‖,
4) ‖A+B‖ ≤ ‖A‖+ ‖B‖,
5) ‖I‖ = 1,
6) ‖AB‖ ≤ ‖A‖‖B‖.
7) Para cualquier x ∈ Cn tenemos que ‖Ax‖ ≤ ‖A‖‖x‖, y existe algu´n vec-
tor x 6= 0 para el que se da la igualdad.
En general, el ca´lculo preciso del radio espectral de una matriz es compli-
cado por lo que vamos a dar algunas cotas. Como corolario de este teorema,
vamos a relacionar la norma espectral y el radio espectral de una matriz.
Corolario 1.1. Sea A una matriz. Se verifica que
ρ(A) ≤ ‖A‖.
Demostracio´n. Sea λ un autovalor cualquiera de A y x 6= 0 un autovector
asociado, entonces Ax = λx. Tomando normas y aplicando el Teorema 1.2 y
el tercer apartado del Teorema 1.1 tenemos que
‖A‖‖x‖ ≥ ‖Ax‖ = ‖λx‖ = |λ|‖x‖
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y, por tanto,
‖A‖ ≥ |λ|.
Como esto es cierto para todos los autovalores de A y ρ(A) = ma´x
1≤i≤n
|λi|, es
claro que
‖A‖ ≥ ρ(A).
De ahora en adelante denotaremos A∗ = AT . Vamos a definir el concepto
de matriz hermı´tica y, al igual que antes, relacionaremos el radio espectral y
la norma espectral pero ahora teniendo en cuenta que la matriz es hermı´tica.
Definicio´n 1.4. Sea A una matriz. Se dice que es hermı´tica si es igual a su
propia traspuesta conjugada, es decir, si A∗ = A.
Teorema 1.3. Sea A una matriz. Entonces
‖A‖ =
√
ρ(A∗A).
Demostracio´n. Es claro que la matriz A∗A es hermı´tica y semidefinida posi-
tiva, es decir,
(A∗A)∗ = A∗A
x∗A∗Ax = ‖Ax‖2 ≥ 0 para cualquier x.
Por ser A∗A hermı´tica, tiene una base ortonormal de autovectores {xi}ni=1,
es decir,
A∗Axi = λixi con 0 ≤ λ1 ≤ · · · ≤ λn = ρ(A∗A).
Como el conjunto es ortonormal se tiene que
x∗ixj =
{
0 si i 6= j,
1 si i = j.
Consideramos el vector no nulo x =
n∑
i=1
cixi, entonces
(‖Ax‖
‖x‖
)2
=
x∗A∗Ax
x∗x
=
n∑
i,j=1
c∗i cjx
∗
iA
∗Axj
n∑
j=1
|cj|2
=
n∑
i,j=1
c∗i cjx
∗
iλjxj
n∑
j=1
|cj|2
=
n∑
i=1
|ci|2λi
n∑
j=1
|cj|2
,
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luego
0 ≤
(‖Ax‖
‖x‖
)2
=
n∑
i=1
|ci|2λi
n∑
j=1
|cj|2
≤
(
n∑
i=1
|ci|2
)
λn
n∑
j=1
|cj|2
= λn
y, por tanto, se tiene que ‖A‖2 ≤ λn. En particular, si tomamos c1 = · · · =
cn−1 = 0 y cn = 1, es decir, x = xn
‖A‖2 = sup
x 6=0
(‖Ax‖
‖x‖
)2
≥ λn = ρ(A∗A)
y, por tanto,
‖A‖ =
√
ρ(A∗A).
Corolario 1.2. Si A es una matriz hermı´tica, entonces
‖A‖ = ρ(A).
Adema´s, si qm(x) es un polinomio real en la variable x de grado m, entonces
‖qm(A)‖ = ρ(qm(A)).
Demostracio´n. Segu´n el Teorema 1.3 y como A es hermı´tica, es decir, A∗ = A,
tenemos que
‖A‖2 = ρ(A∗A) = ρ(A2) = [ρ(A)]2.
Tomando ra´ıces, como ρ(A) debe ser un valor positivo tenemos la primera
parte del resultado
‖A‖ = ρ(A).
Por otra parte, dado qm(x) = αmx
m + · · · + α1x + α0 un polinomio real de
grado m en x, mediante una simple comprobacio´n, utilizando propiedades de
la conjugacio´n y la trasposicio´n de matrices y el hecho de que αm, . . . , α0 ∈ R
es fa´cil ver que la matriz qm(A) es hermı´tica
qm(A)
∗ = (αmAm + · · ·+ α1A+ α0I)∗ = αm(Am)∗ + · · ·+ α1A∗ + α0I∗
= αmA
m + · · ·+ α1A+ α0I = qm(A),
y, por tanto,
‖qm(A)‖ = ρ(qm(A)).
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A continuacio´n recordaremos el teorema de Gerschgorin, el cual da cotas
para los autovalores de una matriz y permite deducir cotas para su radio
espectral.
Teorema 1.4 (Gerschgorin). Sea A = [ai,j] una matriz. Definimos
Λi =
n∑
j = 1
j 6= i
|ai,j|, 1 ≤ i ≤ n.
Si λ es un autovalor de A, existe un entero r con 1 ≤ r ≤ n tal que
|λ− ar,r| ≤ Λr.
Por tanto, todos los autovalores de la matriz A esta´n en la unio´n de los discos
|z − ai,i| ≤ Λi, 1 ≤ i ≤ n.
A estos discos los llamaremos discos de Gerschgorin.
Basa´ndonos en este resultado, vamos a dar nuevas cotas para el radio
espectral de una matriz.
Corolario 1.3. Sea A = [ai,j] una matriz. Entonces se verifica
1) ρ(A) ≤ ‖A‖∞,
2) ρ(A) ≤ ‖A‖1.
Demostracio´n.
1) Cada uno de los discos de Gerschgorin |z − ai,i| ≤ Λi esta´ contenido
en el disco |z| ≤ |ai,i| + Λi ≤ ma´x
1≤i≤n
n∑
j=1
|ai,j| = ‖A‖∞. En consecuencia,
ρ(A) ≤ ‖A‖∞.
2) Puesto que A y AT tienen los mismos autovalores, aplicando el Teorema
1.4 a la matriz AT tenemos que los autovalores esta´n en la unio´n de los
discos
|z − aj,j| ≤ Λj, 1 ≤ j ≤ n,
siendo
Λj =
n∑
i = 1
i 6= j
|ai,j|.
Al igual que antes, estos discos esta´n contenidos en el disco |z| ≤ |aj,j|+
Λj ≤ ma´x
1≤j≤n
n∑
i=1
|ai,j| = ‖A‖1 y, por tanto, ρ(A) ≤ ‖A‖1.
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Corolario 1.4. Sea A = [ai,j] una matriz y sean x1, . . . , xn nu´meros reales
positivos. Definimos
v = ma´x
1≤i≤n

n∑
j=1
|ai,j|xj
xi
 y v′ = ma´x1≤j≤n
(
xj
n∑
i=1
|ai,j|
xi
)
.
Entonces, ρ(A) ≤ mı´n (v, v′).
Demostracio´n. Basta aplicar el Corolario 1.3 a la matriz D−1AD siendo D
la matriz diagonal
D =
x1 . . .
xn
 .
Definicio´n 1.5. Sea A una matriz. Se dice que es convergente si la sucesio´n
de matrices {Am}∞m=1 converge a la matriz nula cuando m → ∞. Diremos
que A es divergente en cualquier otro caso.
Teorema 1.5. Sea A una matriz n× n. A es convergente si y solo si
ρ(A) < 1.
Demostracio´n. Vamos a utilizar la forma cano´nica de Jordan de la matriz A.
Dada la matriz A, sabemos que existe una matriz regular S ∈ Mn×n(C) tal
que
A˜ = SAS−1 =
J1 . . .
Jr

donde cada Js ∈Mns×ns(C) es de la forma
Js =

λs 1
. . . . . .
λs 1
λs

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y los {λs}rs=1 son los autovalores de A y tambie´n los de A˜ puesto que son los
mismos. Dado que A˜m = SAmS−1, vamos a calcular los elementos de A˜m
A˜m =
J
m
1
. . .
Jmr
 .
Los bloques de Jordan podemos escribirlos como
Js = λsI +Ns,
donde I es la matriz identidad de taman˜o ns × ns y Ns una matriz nilpo-
tente de orden ns. Inductivamente podemos dar una fo´rmula general para los
elementos de Jms
Jms = (λsI +Ns)
m
=
(
m
0
)
λms +
(
m
1
)
λm−1s Ns + · · ·+
(
m
ns − 1
)
λm−(ns−1)s N
ns−1
s .
Podemos escribir de forma general los elementos de Jms = [d
(m)
i,j ] de la siguiente
forma
d
(m)
i,j =

0 si i > j(
m
j−i
)
λm−j+is si i ≤ j ≤ mı´n{ns,m+ i}
0 si m+ i < j < ns
Supongamos que A es convergente, es decir, Am
m→∞−−−→ O. Como A˜ = SAS−1
tenemos que A˜m
m→∞−−−→ O y por tanto Jms m→∞−−−→ O lo que implica que
|λs| < 1 para 1 ≤ s ≤ r, es decir, ρ(A˜) < 1 y como A y A˜ tienen los mismos
autovalores concluimos que ρ(A) < 1.
Rec´ıprocamente si ρ(A) = ρ(A˜) < 1 tenemos que d
(m)
i,j
m→∞−−−→ 0, es decir,
Jms
m→∞−−−→ O, lo que implica que A˜ m→∞−−−→ O y por tanto A m→∞−−−→ O, es decir,
A es convergente.
1.2. Matrices irreducibles
Definicio´n 1.6. Para n ≥ 2, decimos que la matriz A es irreducible si no
existe ninguna matriz de permutacio´n P tal que
PAP T =
[
A1,1 A1,2
O A2,2
]
,
11
donde A1,1 y A2,2 son matrices cuadradas de taman˜os k×k y (n−k)×(n−k)
respectivamente con k 6= 0, n. Si existe tal permutacio´n diremos que la matriz
es reducible.
Supongamos que queremos resolver Ax = b donde
A = PA˜P T =
[
A1,1 A1,2
O A2,2
]
.
Entonces podemos escribirlo de la siguiente manera
A1,1x1 + A1,2x2 = b1
A2,2x2 = b2,
es decir, resolver el sistema lineal original se reduce a resolver dos sistemas
lineales de menor taman˜o, de ah´ı el nombre de matrices reducibles.
Si reducimos la matriz A todo lo que podamos llegaremos a una matriz
que tiene la siguiente forma
R1,1 R1,2 . . . R1,m
O R2,2 . . . R2,m
...
...
. . .
...
O O . . . Rm,m
 ,
siendo Ri,i, 1 ≤ i ≤ m, una matriz irreducible o una matriz nula de taman˜o
1× 1. Diremos que esta matriz es la forma normal de una matriz reducible.
Definicio´n 1.7. Un grafo dirigido es un par (V,A) donde V = {1, 2, . . . , n}
es el conjunto de ve´rtices y A ⊂ V ×V es el conjunto de aristas dirigidas, de
modo que el par ordenado (i, j) esta´ en A si existe una arista que parte del
nodo i y llega al nodo j. Dada una matriz A = [ai,j], el grafo G(A) asociado
a la matriz A es un grafo dirigido de tal forma que si ai,j 6= 0, existe una
arista que parte del nodo i y llega al nodo j, es decir, A = {(i, j), 1 ≤ i, j ≤
n : ai,j 6= 0}.
Definicio´n 1.8. Un grafo dirigido de n nodos es fuertemente conexo si para
cualquier par de nodos i y j con 1 ≤ i, j ≤ n, existe un camino dirigido que
conecta i con j, es decir, existe un nu´mero finito de pares (i1, i2), (i2, i3), . . . ,
(ik−1, ik) en A con i1 = i e ik = j.
Teorema 1.6. Una matriz A es irreducible si y solo si su grafo dirigido G(A)
es fuertemente conexo.
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Demostracio´n. Para la implicacio´n directa veamos que si G(A) no es fuerte-
mente conexo entonces A es reducible. Si G(A) no es fuertemente conexo,
entonces existen dos indices i 6= j tales que no es posible encontrar un camino
dirigido que parta del nodo i y llegue al nodo j. Si G(A) = (V ,A), consider-
amos los siguientes conjuntos disjuntos
I = {r ∈ V : existe un camino dirigido que va de i a r},
J = V r I.
Tomando la permutacio´n P , que ordena los nodos de forma que aparecen en
primer lugar los que esta´n en I y despue´s los que esta´n en J ,
P : V 7→ {I, J},
entonces
PAP T =
[
A1,1 A1,2
O A2,2
]
,
lo que prueba que A es reducible como quer´ıamos ver.
Para el reciproco veamos que si A es reducible entonces el grafo asocia-
do G(A) no es fuertemente conexo. Si A es reducible existe una matriz de
permutacio´n P tal que
PAP T =
[
A1,1 A1,2
O A2,2
]
Considerando esta matriz por bloques, no es posible encontrar un camino
dirigido que parta de un nodo i del bloque 2 y llegue a un nodo j del bloque
1, luego G(A) no es fuertemente conexo.
Veamos algunos ejemplos de aplicacio´n de este teorema. Consideramos
las matrices
A =
[
1 1
0 1
]
y B =
1 1 11 1 1
1 1 1

En cuanto a la matriz A podemos observar que es reducible ya que el grafo
asociado G(A) no es fuertemente conexo porque no podemos ir del nodo 2
al 1. La matriz B es irreducible porque como podemos ver el grafo G(B) es
fuertemente conexo.
Ahora vamos a extender el teorema de Gerschgorin a matrices irreducibles.
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Figura 1: Grafos dirigidos asociados a las matrices A y B
Teorema 1.7. Sea A una matriz irreducible y supongamos que λ es un au-
tovalor de A que esta´ en la frontera de la unio´n de los discos de Gerschgorin
|z − ai,i| ≤ Λi. Entonces, λ esta´ en las n circunferencias |z − ai,i| = Λi, es
decir,
|λ− ai,i| = Λi, 1 ≤ i ≤ n.
Demostracio´n. Sea λ un autovalor de la matriz A y x 6= 0 el autovector aso-
ciado, normalizado para que la componente de mayor mo´dulo sea la unidad.
Supongamos que dicha componente es la r-e´sima, es decir, |xr| = 1 y |xi| ≤ 1
si i 6= r. Dado que Ax = λx, se tiene que
n∑
j=1
ai,jxj = λxi, para cada 1 ≤ i ≤ n,
o equivalentemente, podemos escribir
n∑
j = 1
j 6= i
ai,jxj = (λ− ai,i)xi, para cada 1 ≤ i ≤ n.
En particular, para i = r tomamos mo´dulos, aplicamos la desigualdad trian-
gular, y tenemos que
|λ− ar,r| ≤
n∑
j = 1
j 6= r
|ar,j||xj| ≤
n∑
j = 1
j 6= r
|ar,j| = Λr. (1)
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Como λ tiene que estar en la frontera de los discos a los que pertenece, debe
verificarse la igualdad en (1), es decir,
|λ− ar,r| =
n∑
j = 1
j 6= r
|ar,j||xj| = Λr.
En consecuencia, para todos ar,p 6= 0 con p 6= r, tiene que cumplirse que
|xp| = 1. Dado que A es irreducible, existe al menos un p cumpliendo ar,p 6= 0,
luego |xp| = 1 y repetimos anterior cambiando r por p. Finalmente, por el
Teorema 1.6 como A es irreducible su grafo asociado, G(A), es fuertemente
conexo. Por lo tanto podemos encontrar un camino arp, app1 , . . . , apmj que
va de r a j para cualquier 1 ≤ j ≤ n. Repitiendo el proceso anterior con
los ı´ndices p, p1, . . . , pm, j queda demostrado que todos los nodos tienen la
propiedad de que
|λ− aj,j| = Λj para 1 ≤ j ≤ n,
como quer´ıamos ver.
1.3. Matrices diagonalmente dominantes
Definicio´n 1.9. Sea A una matriz n × n. Decimos que es diagonalmente
dominante si
n∑
i = 1
i 6= j
|ai,j| ≤ |ai,i|, 1 ≤ i ≤ n.
Si la desigualdad es estricta diremos que A es estrictamente diagonalmente
dominante. Si es diagonalmente dominante, se da la desigualdad estricta
para al menos un indice y es irreducible, diremos que A es irreduciblemente
diagonalmente dominante.
Teorema 1.8. Sea A = [ai,j] una matriz estrictamente o irreduciblemente
diagonalmente dominante, entonces la matriz A es regular. Adema´s, si to-
dos los elementos diagonales de A son nu´meros reales positivos entonces los
autovalores λi cumplen que
Re(λi) > 0, 1 ≤ i ≤ n.
Demostracio´n. Para ver que A es regular basta con ver que λ = 0 no es
autovalor. El caso ma´s sencillo es que A sea estrictamente diagonalmente
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dominante, es decir,
n∑
j = 1
j 6= i
|ai,j| < |ai,i|, 1 ≤ i ≤ n.
Por el Teorema 1.4 sabemos que si λ es autovalor tiene que estar en la unio´n
de los discos de Gerschgorin, es decir, debe cumplirse que
|λ− ai,i| ≤ Λi, para algu´n i.
Por reduccio´n al absurdo, supongamos que λ = 0 es autovalor. Entonces
tendr´ıamos que
|−ai,i| = |ai,i| ≤ Λi
en contra de que A es estrictamente diagonalmente dominante. Por tanto
λ = 0 no es autovalor y en consecuencia A es regular. El hecho de que
Re(λi) > 0 es bastante intuitivo: puesto que A es estrictamente diagonal-
mente dominante es claro que si consideramos los discos de Gerschgorin,
los radios Λi van a ser menores estrictamente que |ai,i| y como los ai,i son
nu´meros reales positivos claramente los discos estara´n contenidos en la parte
del plano complejo con parte real estrictamente positiva y por tanto los au-
tovalores λi tambie´n.
En el caso de que A sea irreduciblemente diagonalmente dominante, por el
Teorema 1.7 si λ es autovalor y no esta´ en el interir de los discos debe ocurrir
que
|λ− ai,i| = Λi, 1 ≤ i ≤ n.
Si λ = 0 fuera autovalor tendr´ıamos que
|−ai,i| = |ai,i| = Λi, 1 ≤ i ≤ n,
lo cual es imposible porque segu´n la Definicio´n 1.9 para algu´n indice i se
tiene
Λi =
n∑
j = 1
j 6= i
|ai,j| < |ai,i|.
Al igual que antes y una vez descartado λ = 0 como autovalor, es claro que
Re(λi) > 0.
Corolario 1.5. Sea A = [ai,j] una matriz hermı´tica, estrictamente diago-
nalmente dominante o irreduciblemente diagonalmente dominante cuyos el-
ementos diagonales son nu´meros reales positivos, entonces la matriz A es
definida positiva.
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Demostracio´n. Para ver que A es definida positiva basta comprobar que tiene
todos sus autovalores positivos. Podemos aplicar el Teorema 1.8 pues A es
estrictamente o irreduciblemente diagonalmente dominante y los elementos
diagonales de A son reales, entonces Re(λi) > 0 para 1 ≤ i ≤ n. Como A
es hermı´tica, sus autovalores λi son reales y en conclusio´n, como quer´ıamos
ver, λi > 0 para todo 1 ≤ i ≤ n.
1.4. Matrices no negativas. El teorema de Perron-Fro-
benius
Definicio´n 1.10. Sean A = [ai,j], B = [bi,j] ∈ Mn×m(R). Diremos que A ≥
B si ai,j ≥ bi,j para todo 1 ≤ i ≤ n y 1 ≤ j ≤ m. Si O es la matriz
nula, diremos que la matriz A es no negativa (resp. positiva) si A ≥ O(resp.
A > O). Si A = [ai,j] ∈ Mn×m(C) denotaremos por |A| a la matriz cuyos
elementos son |ai,j|.
Tambie´n utilizaremos esta notacio´n con vectores.
Lema 1.1. Si A ≥ O es irreducible, entonces
(I + A)n−1 > O
Demostracio´n. Basta ver que (I + A)n−1x > 0 para cualquier x ≥ 0,x 6= 0.
Recurrentemente, definimos la siguiente sucesio´n de vectores no negativos
xk+1 = (I + A)xk, k = 0, 1, . . . , n− 2,
donde x0 = x. Puesto que I +A y x son no negativos, todos los xk sera´n no
negativos. De hecho vamos a ver que el vector xk+1 tiene menos componentes
nulas que xk. Por reduccio´n al absurdo, supongamos que xk+1 y xk tienen
las u´ltimas r componentes nulas, (si no fuera as´ı existir´ıa un permutacio´n P
tal que
Pxk+1 =
[
α
0
]
y Pxk =
[
β
0
]
donde α,β > 0 son vectores de taman˜o n− r).
Segu´n la ecuacio´n de recurrencia tenemos que
xk+1 = (I + A)xk = xk + Axk =
[
α
0
]
=
[
β
0
]
+
[
A1,1 A1,2
A2,1 A2,2
] [
β
0
]
siendo A1,1 y A2,2 matrices cuadradas de taman˜o n − r y r respectiva-
mente. Realizando las operaciones matriciales por bloques debe cumplirse
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que A2,1β = 0, lo cual solo es posible si A2,1 = O porque β > 0, pero esto
entra en contradiccio´n con el supuesto de que A sea irreducible. Puesto que
x 6= 0, a lo sumo puede tener n − 1 componentes nulas, luego el vector xk
tendra´ a lo sumo n− k − 1 componentes nulas y por tanto
xn−1 = (I + A)xn−2 = (I + A)2xn−3 = · · · = (I + A)n−1x0 > 0.
Definicio´n 1.11. Sean A = [ai,j] ≥ O irreducible y x ≥ 0. Definimos
rx = mı´n
xi>0

n∑
j=1
ai,jxj
xi
 ≥ 0, r = supx ≥ 0
x 6= 0
rx ≥ 0.
Puesto que rx y rαx coinciden para cualquier α > 0 nos basta considerar el
siguiente conjunto compacto
P = {x ≥ 0 : ‖x‖ = 1}
al cual vamos a asociar otro conjunto de vectores positivos
Q = {y = (I + A)n−1x : x ∈ P}
que tambie´n es compacto. Adema´s ry es una funcio´n continua en Q por lo
que existe z > 0 tal que
Az ≥ rz.
A este vector z lo llamaremos vector extremal.
Adema´s, no existe ningu´n vector w ≥ 0 tal que Aw > rw.
Lema 1.2. Si A ≥ O es irreducible, la cantidad r de la Definicio´n 1.11
es positiva. Adema´s, cada vector extremal z es un autovector positivo de A
asociado al autovalor r, es decir, Az = rz y z es positivo.
Demostracio´n. Puesto que A es irreducible no puede tener toda una fila nula.
Entonces si  = (1, . . . , 1)T , el producto A tampoco puede tener ninguna
componente nula. En este caso y puesto que A ≥ O tenemos que
r =
n∑
j=1
ai,j > 0
y por tanto r ≥ r > 0.
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Sea ahora z un vector extremal de A, es decir, tal que
Az ≥ rz.
Para que r sea autovalor asociado al autovector z tendr´ıa que darse la igual-
dad, es decir, si suponemos que
Az− rz = η ≥ 0, (2)
hay que ver que η = 0. Por reduccio´n al absurdo, supongamos que η 6= 0.
Entonces alguna de sus componentes es positiva. Multiplicando en (2) por
(I + A)n−1 tenemos que
A(I + A)n−1z− r(I + A)n−1z = (I + A)n−1η > 0.
Para simplificar, llamamos w = (I + A)n−1z > 0 y la desigualdad anterior
puede expresarse como Aw > rw. Si analizamos dicha desigualdad compo-
nente a componente tenemos que
n∑
j=1
ai,jwj > rwi,
lo cual implica que
n∑
j=1
ai,jwj
wi
> r
y, por tanto,
rw = mı´n
1≤i≤n

n∑
j=1
ai,jwj
wi
 > r,
llegando a contradiccio´n por ser, por definicio´n, r ≥ rw. En conclusio´n, ten-
emos que η = 0 y, por tanto, z es autovector de A.
Finalmente, por ser r autovalor de A tenemos que
w = (I + A)n−1z = (1 + r)n−1z,
y como w y r son positivos, debe ser z > 0.
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Lema 1.3. Sean A = [ai,j] ≥ O irreducible y B = [bi,j] ∈ Mn×n(C) con
|B| ≤ A. Si β es un autovalor cualquiera de B entonces,
|β| ≤ r
siendo r el valor de la Definicio´n 1.11. Adema´s, se puede dar la igualdad,
es decir, β = reiφ para algu´n nu´mero real φ si y solo si |B| = A y B =
eiφDAD−1 siendo D una matriz diagonal con elementos unitarios.
Demostracio´n. Dado que β es autovalor de B, sabemos que Bx = βx con
x 6= 0. Escrito componente a componente
n∑
j=1
bi,jxj = βxi para 1 ≤ i ≤ n.
Si tomamos mo´dulos
|β||xi| = |βxi| = |
n∑
j=1
bi,jxj| ≤
n∑
j=1
|bi,j||xj|,
luego
|β||x| ≤ |B||x| ≤ A|x|,
donde la segunda desigualdad se da por hipo´tesis y de donde deducimos que
|β| ≤ r|x| ≤ r.
Ahora si β = r se tiene que |x| es un vector extremal de A y por el
Lema 1.2 sabemos que |x| > 0 es autovector asociado al autovalor positivo
r. Adema´s, debe ocurrir que
r|x| = |B||x| = A|x|, (3)
puesto que |x| > 0, y junto con la hipo´tesis de que |B| ≤ A debe ocurrir que
|B| = A.
Consideramos la matriz
D =

x1
|x1|
. . .
xn
|xn|

cuyos elementos no nulos tienen mo´dulo 1 y es claro que
x = D|x|. (4)
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Escribiendo β = reiφ para algu´n φ ∈ R, entonces podemos reescribir
Bx = βx como
Bx = reiφx
y utilizando (4)
BD|x| = reiφD|x|.
Denotando C = e−iφD−1BD, entonces Bx = βx se reescribe como
C|x| = r|x|.
Llevando esto a (3) se tiene que
r|x| = C|x| = |B||x| = A|x|.
Por otro lado, de la definicio´n de C y de la igualdad |B| = A se deduce
|C| = |B| = A.
En consecuencia,
C|x| = |C||x| = A|x|,
y como |x| > 0 deducimos que
C = |C| = A.
Finalmente, como C = e−iφD−1BD = A tenemos
B = eiφDAD−1.
Para el rec´ıproco, es claro que si B = eiφDAD−1 entonces |B| = A por ser
A ≥ O y B tiene un autovalor β tal que |β| = r.
Corolario 1.6. Sea A ≥ O irreducible. Entonces el autovalor r del Lema 1.2
coincide con ρ(A).
Demostracio´n. Segu´n el Lema 1.2, el valor r es autovalor de A y por tanto
r ≤ ρ(A). Adema´s, aplicando el Lema 1.3 tomando B = A tenemos que si β
es autovalor de A,
|β| ≤ r
siendo β el autovalor de A. Entonces,
ρ(A) = ma´x
β∈σ(A)
|β| ≤ r ≤ ρ(A)
y por tanto debe cumplirse que ρ(A) = r.
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Lema 1.4. Sea A ≥ O irreducible. Si B es una submatriz cuadrada principal
de A entonces ρ(B) < ρ(A)
Demostracio´n. Como B es una submatriz principal de A, existe una matriz
de permutacio´n P tal que
PAP T =
[
B A1,2
A2,1 A2,2
]
,
donde B y A2,2 son matrices cuadradas de taman˜o m×m y (n−m)×(n−m),
respectivamente.
Definimos
C =
[
B O
O O
]
.
Es claro que ρ(B) = ρ(C) y O ≤ C ≤ PAP T con C 6= PAP T . Por el Lema
1.3 y el Corolario 1.6 sabemos que si β es autovalor de B,
|β| < r = ρ(A),
luego
ρ(B) = ma´x
β∈σ(B)
|β| < ρ(A).
Lema 1.5. Sea A una matriz y Φ(λ) su polinomio caracter´ıstico. Entonces
Φ′(λ) coincide con la suma de todos los determinantes de las submatrices
principales de taman˜o (n− 1)× (n− 1) de la matriz λI − A.
Demostracio´n. Para simplificar, llamamos B = λI − A. Por definicio´n de
determinante tenemos que
Φ(λ) = det(B) =
∑
σ∈Sn
(−1)pi(σ)
n∏
i=1
bi,σ(i),
siendo pi(σ) la signatura de la permutacio´n y
bi,j =
{
−ai,j si i 6= j,
λ− ai,j si i = j.
Ahora, derivamos respecto de λ
Φ′(λ) =
∑
σ∈Sn
(−1)pi(σ)
[
n∑
k=1
b′k,σ(k)
∏
j 6=k
bj,σ(j)
]
. (5)
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Por como esta´n definidos los bi,j, sabemos que
b′k,σ(k) =
{
1 si k = σ(k),
0 en otro caso.
Entonces, podemos reescribir (5) como
Φ′(λ) =
n∑
k=1
 ∑
σ ∈ Sn
σ(k) = k
(−1)pi(σ)
∏
j 6=k
bj,σ(j)
 .
Consideramos la aplicacio´n
R : {σ ∈ Sn : σ(k) = k} −→ Sn−1
σ 7→ σ˜
dada por σ˜(i) = σ(i) para i 6= k. Puesto que σ deja fijo el ı´ndice k, ambas
permutaciones tienen la misma signatura y, por tanto,
Φ′(λ) =
n∑
k=1
 ∑
σ˜∈Sn−1
(−1)pi(σ˜)
n∏
i = 1
i 6= k
bi, ˜σ(i)
 =
n∑
k=1
det(λI − Ak,k),
siendo Ak,k el menor de taman˜o (n− 1)× (n− 1) que resulta de eliminar de
A la fila y la columna k.
Teorema 1.9 (Perron-Frobenius). Sea A ≥ O irreducible. Se verifica que
1) La matriz A tiene un autovalor positivo que coincide con su radio espec-
tral.
2) El autovector asociado al autovalor ρ(A) es positivo.
3) El radio espectral de A aumenta al aumentar cualquier elemento de A.
4) ρ(A) es un autovalor simple de A.
Demostracio´n.
1) Segu´n el Lema 1.2 el autovalor r es positivo y por el Corolario 1.6 sabemos
que coincide con ρ(A).
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2) Se sigue del Lema 1.2.
3) Si aumentamos algunos elementos de A, conseguiremos otra matriz B que
tambie´n es irreducible. Segu´n el Lema 1.3 y el Corolario 1.6, si α es un
autovalor cualquiera de A se tiene que
|α| ≤ r = ρ(B).
Como esto ocurre para cualquier autovalor de A, se tiene que ρ(A) ≤ ρ(B).
Adema´s, la igualdad no puede darse, por la segunda parte del Lema 1.3
y puesto que A 6= |B|.
4) Sea Φ(λ) el polinomio caracter´ıstico de A. Como ρ(A) es ra´ız de Φ(λ),
basta comprobar que es una ra´ız simple, o equivalentemente, tenemos que
ver que Φ′(ρ(A)) > 0. Por el Lema 1.5 sabemos que
Φ′(ρ(A)) =
n∑
i=1
det(ρ(A)I − Ai,i) para 1 ≤ i ≤ n,
siendo Ai,i el menor de taman˜o (n − 1) × (n − 1) que resulta de elim-
inar de A la fila y la columna i. Para cada i la funcio´n det(λI − Ai,i)
tiende hacia infinito cuando λ tiende a infinito y no puede anularse para
ningu´n λ > ρ(Ai,i). Por el Lema 1.4 sabemos que ρ(A) > ρ(Ai,i), entonces
det (ρ(A)I − Ai,i) > 0 para todo i y, por tanto, Φ′(ρ(A)) > 0.
Tambie´n podemos enunciar una generalizacio´n del Teorema de Perron-
Frobenius para el caso de matrices reducibles.
Teorema 1.10. Sea A ≥ O. Se verifica que
1) La matriz A tiene un autovalor real no negativo que coincide con su ra-
dio espectral. De hecho es positivo, salvo que A sea reducible y su forma
normal sea estrictamente triangular superior.
2) El autovector asociado al autovalor ρ(A) es no negativo.
3) El radio espectral de A no decrece al aumentar cualquier elemento de A.
Demostracio´n. Supongamos que A esta´ en forma normal. Basta analizar lo
que ocurre con cada bloque diagonal.
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1) Si Ri,i es una matriz nula de taman˜o 1× 1, tiene un autovalor simple nu-
lo. Si Ri,i es irreducible, segu´n el Teorema 1.9 tiene un autovalor positivo
que coincide con su radio espectral. Como el radio espectral de A sera´ el
mayor de los radios espectrales de los bloques Ri,i diagonales irreducibles,
coincidira´ con el correspondiente autovalor positivo del bloque de may-
or radio espectral. Si la forma normal de A es estrictamente triangular
superior es porque todos los Ri,i son matrices nulas, y en consecuencia
ρ(A) = 0.
2) Si ρ(A) = 0, como la forma normal de la matriz sera´ estrictamente tri-
angular superior, basta tomar el vector e1 = (1, 0, . . . , 0)
T , que es no
negativo, como autovector asociado al 0.
Si ρ(A) > 0, existe un i tal que ρ(A) es el autovalor de mayor mo´dulo
de la matriz irreducible Ri,i y, por el Teorema 1.9 tiene un autovector
asociado w(i) > 0. El vector w con todas las componentes nulas excepto
las correspondientes al bloque i que se toman iguales al vector w(i), es
no negativo y es autovector de la matriz A asociado al autovalor positivo
ρ(A).
3) Si el elemento que se aumenta corresponde a un bloque irreducible Ri,i
para el cual ρ(A) = ρ(Ri,i) entonces, por el Teorema 1.9 aumentara´ ρ(Ri,i)
y, en consecuencia, aumentara´ ρ(A).
Si el elemento que se aumenta corresponde a un bloque irreducible Ri,i
para el cual ρ(A) > ρ(Ri,i) aunque, por el Teorema 1.9 aumentara´ ρ(Ri,i)
es posible que ρ(A) se mantenga igual.
Por u´ltimo, si se aumenta un elemento diagonal correspondiente a un
bloque 1× 1 nulo, entonces claramente el radio espectral de dicho bloque
aumentara´, pero es posible que no supere el valor de ρ(A).
Tambie´n podr´ıa suceder que al aumentar algu´n elemento de A, los bloques
diagonales de su forma normal no cambiasen, en cuyo caso ρ(A) tampoco
cambia.
Lo que se puede afirmar en todos los casos es que ρ(A) no va a disminuir
al aumentar algu´n elemento de A.
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2. Ana´lisis de convergencia de los me´todos
iterativos cla´sicos
El objetivo en esta seccio´n es analizar la convergencia de los me´todos iter-
ativos cla´sicos: Jacobi, Gauss-Seidel y SOR. Hablaremos de que los me´todos
iterativos son convergentes cuando sean convergentes las correspondientes
matrices de iteracio´n.
2.1. Descripcio´n de los me´todos
Nuestro problema consiste en resolver un sistema lineal de n ecuaciones
con n inco´gnitas
Ax = b
donde A ∈ Mn×n(C) es una matriz regular con elementos diagonales no nu-
los y b ∈ Cn es un vector columna. Partiendo de una aproximacio´n inicial
a la solucio´n, x(0), los me´todos iterativos cla´sicos generan una sucesio´n de
aproximaciones, x(m), con la esperanza de que converjan a la solucio´n ex-
acta del sistema, x, que sera´ u´nica por la regularidad de A. Adema´s, estos
me´todos tratan de aprovechar la estructura y la dispersio´n de las matrices.
Los tres me´todos que vamos a considerar parten de escribir A como
A = D −E − F donde D es una matriz diagonal formada por los elementos
diagonales de A, E es una matriz formada por la parte estrictamente trian-
gular inferior de A con signo opuesto y F es una matriz formada por la parte
estrictamente triangular superior de A tambie´n con signo opuesto. Entonces
podemos escribir el sistema lineal original como
(D − E − F )x = b. (6)
2.1.1. Me´todo de Jacobi
Reescribiendo (6) de forma equivalente
Dx = (E + F )x + b,
podemos llevar a cabo el siguiente me´todo iterativo
Dx(m+1) = (E + F )x(m) + b, m ≥ 0.
Como los elementos diagonales de A son no nulos, D es invertible y tenemos
que
x(m+1) = D−1(E + F )x(m) +D−1b, m ≥ 0,
26
a lo que llamaremos me´todo de Jacobi. A la matriz
J = D−1(E + F )
la llamaremos matriz de iteracio´n del me´todo de Jacobi asociada a la matriz
A. Si definimos las matrices L = D−1E y U = D−1F , se tiene que
J = L+ U
y, teniendo en cuenta que E + F = D − A, se puede escribir tambie´n
J = I −D−1A.
De estas u´ltimas desigualdades, se deduce fa´cilmente que J tiene los elemen-
tos diagonales nulos.
2.1.2. Me´todo de Gauss-Seidel
Analizando el me´todo de Jacobi podemos observar que al hacer el ca´lculo
de la componente i-e´sima del iterante x(m+1) podr´ıamos utilizar las compo-
nentes x
(m+1)
1 , . . . , x
(m+1)
i−1 que ya tenemos calculadas de este y, si el me´todo
esta´ convergiendo, cabe esperar que se cometa menor error. Esta es la idea
ba´sica del me´todo que vamos a describir a continuacio´n en forma matricial
(D − E)x(m+1) = Fx(m) + b, m ≥ 0.
Como la matriz D−E es regular, por ser triangular con elementos diagonales
no nulos, tenemos que
x(m+1) = (D − E)−1Fx(m) + (D − E)−1b, m ≥ 0.
A la matriz
L1 = (D − E)−1F
la llamamos matriz de iteracio´n del me´todo de Gauss-Seidel asociada a la
matriz A.
2.1.3. Me´todo SOR (Me´todo de sobrerrelajacio´n sucesiva)
El tercer me´todo esta´ relacionado con el de Gauss-Seidel en el sentido de
que para calcular la componente i-e´sima de un iterante utiliza una combi-
nacio´n lineal de la componente i-e´sima del iterante anterior y de la compo-
nente i-e´sima que se obtendr´ıa con el me´todo de Gauss-Seidel. En notacio´n
matricial el me´todo se escribe como
(D − ωE)x(m+1) = [(1− ω)D − ωF ]x(m) + ωb, m ≥ 0,
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donde ω es un para´metro real no nulo.
Como los elementos diagonales de A son no nulos, la matriz D − ωE es
regular para cualquier valor de ω y, por tanto, se tiene que
x(m+1) = (D−ωE)−1[(1−ω)D−ωF ]x(m) +ω(D−ωE)−1b, m ≥ 0. (7)
Considerando de nuevo las matrices L = D−1E y U = D−1F , reescribimos
(7) como
x(m+1) = (I − ωL)−1[(1− ω)I − ωU ]x(m) + ω(I − ωL)−1D−1b, m ≥ 0.
A la matriz
Lω = (I − ωL)−1[(1− ω)I + ωU ]
la llamamos matriz de iteracio´n del me´todo SOR asociada a la matriz A y el
para´metro ω se llama factor de relajacio´n.
Los tres me´todos anteriormente descritos se pueden escribir de una forma
ma´s general como
Mx(m+1) = Nx(m) + b (8)
o, equivalentemente,
x(m+1) = M−1Nx(m) +M−1b, (9)
donde A = M − N es una escisio´n de la matriz A. La matriz de iteracio´n
del me´todo sera´ M−1N . La siguiente tabla recoge co´mo esta´n definidas las
matrices M y N para cada uno de los tres me´todos considerados.
Me´todo M N
Jacobi D E + F
Gauss-Seidel D − E F
SOR 1
ω
(D − ωE) 1
ω
(ωF + (1− ω)D)
Si sustituimos estos valores de M y N en (9) obtendremos el me´todo
correspondiente.
Aunque el ana´lisis de convergencia de los me´todos se realizara´ utilizando
(9), la implementacio´n pra´ctica de los mismos se basa en (8), que requiere
resolver en cada iteracio´n un sistema lineal con matriz M . El hecho de que en
los me´todos considerados la matriz M sea diagonal o triangular se traduce en
que el costo operativo de resolver un sistema lineal con matriz M es mucho
menor que el de resolver el sistema original con matriz A.
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A cada uno de estos me´todos iterativos podemos asociarle el vector de error
que definimos para cada iterante como
e(m) = x(m) − x, para m ≥ 0,
donde x es la solucio´n exacta del sistema Ax = b y x(m) es la aproximacio´n
a la solucio´n tras m iteraciones. Se satisface la recurrencia
e(m) = Be(m−1),
donde B = M−1N es la matriz de iteracio´n del me´todo. Podemos escribir el
error tras m iteraciones como
e(m) = Be(m−1) = · · · = Bme(0), para m ≥ 0.
Adema´s, por el Teorema 1.5 sabemos que e(m) → 0 para cualquier eleccio´n
de e(0) si y solo si ρ(B) < 1.
Definicio´n 2.1. Sea A una matriz convergente. Definimos la razo´n asinto´tica
de convergencia como
R∞(A) = − ln(ρ(A)).
Si B es la matriz de iteracio´n del me´todo, asinto´ticamente, por cada
iteracio´n del me´todo la norma del error se divide por eR∞(B). Entonces para
dividir el error por en, asinto´ticamente, necesitaremos n
R∞(B) iteraciones.
2.2. El teorema de Stein-Rosenberg
En esta seccio´n presentaremos el teorema de Stein-Rosenberg, que va a
comparar la velocidad de convergencia de los me´todos de Jacobi y Gauss-
Seidel, basa´ndose en la comparacio´n de los radios espectrales de las matrices
de iteracio´n de dichos me´todos.
En general, no existe ningu´n resultado que asegure que un me´todo sea
mejor que el otro. Sin embargo, an˜adiendo la condicio´n de no negatividad a
la matriz de Jacobi, el teorema de Stein-Rosenberg demuestra que estos dos
me´todos son comparables y, en caso de convergencia, podremos decir cua´l de
los dos es mejor.
Definicio´n 2.2. Sea J ≥ O una matriz cuyos elementos diagonales son
nulos. Podemos expresar esta matriz como J = L + U , donde L y U son
matrices estrictamente triangular inferior y superior, respectivamente. A este
tipo de matrices las llamaremos matrices de Jacobi.
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Definicio´n 2.3. Sean L y U matrices estrictamente triangular inferior y
superior respectivamente. Para σ ≥ 0 definimos
m(σ) = ρ(σL+ U),
n(σ) = ρ(L+ σU).
En particular, m(1) = n(1) = ρ(J).
Lema 2.1. Sea J = L+U ≥ O la matriz de Jacobi. Si ρ(J) > 0 entonces las
funciones n y m que acabamos de definir son ambas estrictamente crecientes
y si ρ(J) = 0 entonces n(σ) = m(σ) = 0 para cualquier σ ≥ 0.
Demostracio´n. Supongamos, en primer lugar, que J es reducible y su forma
normal es estrictamente triangular superior. Por el Teorema 1.10 sabemos
que ρ(J) = 0. Ahora, sea M(σ) = σL + U . La matriz M(σ) tambie´n es una
matriz reducible para cualquier σ ≥ 0, ya que su grafo dirigido va a coincidir
con el de J o, en caso de que σ = 0 el grafo au´n tendra´ menos aristas que
G(J). La forma normal de M(σ) tambie´n debe ser estrictamente triangular
superior y, por tanto, ρ(M(σ)) = 0, es decir, m(σ) = 0.
De forma ana´loga se prueba que n(σ) = 0.
Ahora, supongamos que J es irreducible. Por el Teorema 1.9 sabemos que
ρ(J) > 0. Para σ > 0, la matriz M(σ) que definimos antes es irreducible.
Entonces por el Teorema 1.9, ρ(M(σ)) aumenta si aumentamos algu´n ele-
mento de M(σ), es decir, si aumentamos σ. Por tanto, la funcio´n m(σ) es
estrictamente creciente.
De igual manera se prueba que n(σ) es estrictamente creciente.
Teorema 2.1 (Stein-Rosenberg). Sea J=L+U la matriz de Jacobi de taman˜o
n×n que suponemos no negativa y con todos los elementos diagonales nulos,
y sea L1 la matriz de iteracio´n de Gauss-Seidel. Entonces una y solamente
una de las siguientes relaciones es va´lida
1) ρ(J) = ρ(L1) = 0,
2) 0 < ρ(L1) < ρ(J) < 1,
3) 1 < ρ(J) < ρ(L1),
4) ρ(J) = ρ(L1) = 1.
En conclusio´n, la matriz J de Jacobi y la matriz L1 convergen o divergen
simulta´neamente.
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Incluimos en este memoria u´nicamente la demostracio´n del teorema en
el caso en que la matriz de iteracio´n del me´todo de Jacobi es, adema´s, irre-
ducible.
Demostracio´n. Sean L1 la matriz de Gauss-Seidel y J = L + U la matriz
de Jacobi que suponemos no negativa e irreducible. Sabemos que I − L es
regular y
(I − L)−1 =
∞∑
r=1
Lr.
Como L es estrictamente triangular inferior esta suma es finita,
(I − L)−1 = I + L+ · · ·+ Ln−1 ≥ O.
Por tanto L1 = (I − L)−1U ≥ O. Por el Teorema 1.10 sabemos que existe
x ≥ 0 de tal forma que
L1x = λx, (10)
siendo λ = ρ(L1) ≥ 0. Dado que J es irreducible, sabemos que las matrices
λL+U y L+ 1
λ
U son tambie´n no negativas e irreducibles. Entonces podemos
escribir (10) de las dos siguientes formas
(λL+ U)x = λx,
(L+
1
λ
U)x = x.
De aqu´ı deducimos que m(λ) = λ y n( 1
λ
) = 1. Adema´s, λ > 0 y x > 0, dado
que las matrices λL+ U y L+ 1
λ
U son irreducibles.
1) Si ρ(J) = 0 sabemos que m(σ) = n(σ) = 0 para cualquier σ ≥ 0. Supong-
amos que existe λ > 0 tal que
L1x = λx,
o equivalentemente,
(λL+ U)x = λx.
Entonces λ es autovalor de λL+ U , es decir,
λ ≤ ρ(λL+ U) = m(λ) = 0.
Lo cual entra en contradiccio´n con el supuesto de que λ sea positivo, luego
ρ(J) = ρ(L1) = 0.
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2) Supongamos que 0 < ρ(J) < 1. Sabemos que n(1) = ρ(J) < 1, n( 1
λ
) = 1
y que n es estrictamente creciente. Luego debe ocurrir que 1 < 1
λ
o,
equivalentemente, 0 < λ < 1. Como m(1) = ρ(J) y m es estrictamente
creciente tenemos que
λ = m(λ) < m(1) = ρ(J).
En conclusio´n, 0 < ρ(L1) < ρ(J) < 1 como quer´ıamos ver.
3) Supongamos ahora que ρ(J) > 1. Ana´logamente al caso anterior se tiene
que 1 < ρ(J) < ρ(L1).
4) Si ρ(J) = 1 sabemos que m(σ) = n(σ) = 1. Supongamos que existe λ > 1
tal que
L1x = λx
o, equivalentemente,
(L+
1
λ
U)x = x.
Entonces 1 es autovalor de L + 1
λ
U , es decir, 1 ≤ n( 1
λ
). Por el cara´cter
estrictamente creciente de n debe ocurrir que 1 < 1
λ
. Pero esto es imposible
si λ > 1, por tanto λ = 1 y ρ(J) = ρ(L1) = 1.
Corolario 2.1. Sea J la matriz de Jacobi. Bajo las hipo´tesis del Teorema
2.1, si 0 < ρ(J) < 1, entonces R∞(L1) > R∞(J).
Demostracio´n. Por el Teorema 2.1 sabemos que se tiene que cumplir que
0 < ρ(L1) < ρ(J) < 1. Teniendo en cuenta la definicio´n de la razo´n asinto´tica
de convergencia, es claro que R∞(L1) > R∞(J).
De aqu´ı podemos concluir que, cuando los dos me´todos convergen el me´to-
do de Gauss-Seidel es asinto´ticamente ma´s ra´pido que el de Jacobi.
2.3. Determinacio´n del factor de relajacio´n o´ptimo de
SOR
El problema de calcular para el me´todo SOR el factor de relajacio´n que ll-
eva a una mayor velocidad de convergencia, en general, es complicado. De he-
cho no existen resultados generales para la determinacio´n de este para´metro.
En esta seccio´n vamos a deducir cual es el factor de relajacio´n o´ptimo en el
caso particular de matrices 2-c´ıclicas. Vamos a medir la velocidad de conver-
gencia mediante la razo´n asinto´tica de convergencia. El me´todo sera´ mejor
cuanto mayor sea su razo´n asinto´tica de convergencia, o equivalentemente,
cuanto menor sea el radio espectral de la matriz de iteracio´n del me´todo.
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Teorema 2.2. Sean J = L+U la matriz de Jacobi y Lω la matriz del SOR.
Entonces
ρ(Lω) ≥ |ω − 1| para cualquier ω,
y la igualdad se da solo si todos los autovalores de Lω tienen modulo |ω− 1|.
Demostracio´n. Dado que L y U son matrices estrictamente triangular inferior
y superior respectivamente, sabemos que det(L) = det(U) = 0. Tambie´n es
claro que det(I − ωL) = 1 y, por tanto, det((I − ωL)−1) = 1. Entonces
det(Lω) = det((I − ωL)−1) det((1− ω)I + ωU) = (1− ω)n.
Dado que det(Lω) =
∏n
i=1 λi, siendo λi los autovalores de Lω, tomando mo´du-
los se tiene que
|ω − 1|n =
n∏
i=1
|λi|.
Si existe un ı´ndice i de tal forma que |λi| < |ω − 1|, entonces existira´ otro
ı´ndice j tal que |λj| > |ω − 1| y, por tanto, ρ(Lω) > |ω − 1|.
Si |λi| = |ω − 1| para todo 1 ≤ i ≤ n, es claro que ρ(Lω) = |ω − 1|.
Definicio´n 2.4. Sea A ∈ Mn×n(C). Diremos que A es de´bilmente 2-c´ıclica
si existe una matriz de permutacio´n P tal que
PAP T =
[
O A1,2
A2,1 O
]
,
donde las submatrices diagonales nulas son cuadradas de taman˜os r × r y
(n− r)× (n− r) con 1 ≤ r < n. A esta matriz la llamaremos forma normal
de una matriz de´bilmente 2-c´ıclica.
Teorema 2.3. Sea A ≥ O, irreducible y de´bilmente 2-c´ıclica. Entonces su
polinomio caracter´ıstico es de la forma
Φ(t) = tm
r∏
i=1
(t2 − λ2i )
con m+ 2r = n. En consecuencia, A tiene dos autovalores de mo´dulo ρ(A).
Demostracio´n. Basta con ver que si λ 6= 0 es autovalor de A entonces −λ
tambie´n lo es y con la misma multiplicidad. Supongamos que A esta´ en forma
normal. Entonces
Φ(z) = det(zI − A) = det
[
zIr −A1,2
−A2,1 zIn−r
]
= (−1)r det
[−zIr A1,2
−A2,1 zIn−r
]
= (−1)r(−1)n−r det
[−zIr −A1,2
−A2,1 −zIn−r
]
= (−1)n det
[−zIr −A1,2
−A2,1 −zIn−r
]
= (−1)n det(−zI − A) = (−1)nΦ(−z).
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Derivando j veces la relacio´n
Φ(z) = (−1)nΦ(−z)
tenemos que
Φ(j)(z) = (−1)n+jΦ(j)(−z).
Ahora, λ es autovalor de A de multiplicidad k si y solo si
Φ(λ) = Φ′(λ) = · · · = Φ(k−1)(λ) = 0,
Φ(k)(λ) 6= 0,
o equivalentemente,
(−1)nΦ(−λ) = (−1)n+1Φ′(−λ) = · · · = (−1)n+k−1Φ(k−1)(−λ) = 0,
(−1)n+kΦ(k)(−λ) 6= 0.
Por tanto, debe ocurrir que
Φ(−λ) = Φ′(−λ) = · · · = Φ(k−1)(−λ) = 0
y que
Φ(k)(−λ) 6= 0,
es decir, −λ es autovalor de A de multiplicidad k, como queriamos ver.
Definicio´n 2.5. Diremos que una matriz A es 2-c´ıclica si la matriz de Jacobi
asociada
J = I −D−1A,
es de´bilmente 2-c´ıclica. Como viene siendo habitual en este cap´ıtulo, D es
una matriz diagonal cuyos elementos son los elementos diagonales de A.
Definicio´n 2.6. Sea A una matriz 2-c´ıclica. Decimos que A esta´ consisten-
temente ordenada si los autovalores de la matriz
J(α) = αL+
1
α
U
son independientes de α, para α 6= 0. Adema´s, tambie´n podemos decir que
la matriz de Jacobi, J = L + U , es consistentemente ordenada. En caso
contrario, diremos que A y J esta´n inconsistentemente ordenadas.
Teorema 2.4. Sea J = L + U una matriz consistentemente ordenada y
de´bilmente 2-c´ıclica. Para cualquier α, β, γ ∈ C se tiene que
det[γI − (αL+ βU)] = det[γI − (αβ) 12 (L+ U)].
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Demostracio´n. Dado que el determinante de una matriz es el producto de
todos sus autovalores, basta ver que γI − (αL + βU) y γI − (αβ) 12 (L + U)
tienen los mismos autovalores, o equivalentemente, que los autovalores de
αL+ βU y (αβ)
1
2 (L+ U) coinciden.
Si α = 0 o´ β = 0 se tiene que la matriz αL+βU es estrictamente triangular
y, por tanto, sus autovalores son nulos. Por otro lado la matriz (αβ)
1
2 (L+U)
es la matriz nula, cuyos autovalores tambie´n son nulos.
Ahora, supongamos que α 6= 0 y β 6= 0 y llamamos ν = √α/β. Entonces
√
αβ
[
νL+
1
ν
U
]
= αL+ βU
y, por tanto, los autovalores de estas dos matrices deben coincidir. Como
J esta´ consistentemente ordenada sabemos que los autovalores de νL + 1
ν
U
son independientes de ν. En particular, si tomamos ν = 1 tenemos que los
autovalores de αL+βU y
√
αβ(L+U) son iguales, como quer´ıamos ver.
El problema que planteamos en esta seccio´n consiste en minimizar ρ(Lω)
cuando ρ(Lω) se ve como funcio´n de ω. Al valor de ω para el que se alcanza
dicho mı´nimo lo llamaremos ω o´ptimo y lo denotaremos por ωop.
Teorema 2.5. Sea A una matriz 2-c´ıclica de taman˜o n×n, consistentemente
ordenada y cuyos elementos diagonales son no nulos. Para ω 6= 0, si λ 6= 0
es un autovalor de Lω y µ cumple que
(λ+ ω − 1)2 = λω2µ2, (11)
entonces µ es autovalor de la matriz de Jacobi. Reciprocamente, si µ es un
autovalor de la matriz de Jacobi y λ satisface (11), entonces λ es una auto-
valor de Lω.
Demostracio´n. Sabemos que I − ωL es regular y det(I − ωL) = 1 debido al
cara´cter estrictamente triangular de L. Por tanto,
Φ(λ) = det(λI − Lω) = det(I − ωL) det(λI − Lω)
= det((I − ωL)(λI − Lω))
= det((I − ωL)λI − ωU − (1− ω)I)
= det((λ+ ω − 1)I − ωU − ωλL).
Por el Teorema 2.4 sabemos que
Φ(λ) = det((λ+ ω − 1)I − ωλ 12J).
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Dado que A es 2-c´ıclica, la matriz J es de´bilmente 2-c´ıclica y, por tanto,
ωλ
1
2J tambie´n. Si µi, 1 ≤ i ≤ n, es autovalor de J , segu´n el Teorema 2.3,
tenemos que
Φ(λ) = (λ+ ω − 1)m
r∏
i=1
[(λ+ ω − 1)2 − λω2µ2i ],
con m+ 2r = n.
Supongamos que ω 6= 0. Sea λ 6= 0 un autovalor de Lω, entonces alguno
de los factores de Φ(λ) debe ser nulo. Sea µ 6= 0 cumpliendo (11). Es claro
que λ + ω − 1 6= 0 y, por tanto, debe ocurrir que (λ + ω − 1)2 − λω2µ2i = 0
para algu´n 1 ≤ i ≤ r. Deben cumplirse las ecuaciones
(λ+ ω − 1)2 = λω2µ2i ,
(λ+ ω − 1)2 = λω2µ2,
luego λω2(µ2i − µ2) = 0. Entonces debe cumplirse que
µ = ±µi
y, por tanto, µ es autovalor de J por el Teorema 2.3.
En caso de que µ = 0 y cumpla (11) hay que ver que µ = 0 es autovalor de
J . Como λ es autovalor de Lω tiene que cumplirse que Φ(λ) = 0, es decir,
Φ(λ) = det((λ+ ω − 1)I − ωλ 12J) = 0. (12)
Dado que µ = 0 sabemos que λ+ ω − 1 = 0 y podemos reescribir (12) de la
siguiente manera
Φ(λ) = det(−ωλ 12J) = 0.
De donde deducimos que µ = 0 tiene que ser autovalor de J porque tanto λ
como ω son no nulos.
Rec´ıprocamente, si µ es un autovalor de J y λ cumple (11), es claro que
alguno de los factores (λ−ω− 1)2− λω2µ2i es nulo. Se tiene que Φ(λ) = 0 y,
en conclusio´n, λ es autovalor de Lω.
Teorema 2.6. Sea A una matriz 2-c´ıclica, consistentemente ordenada y
cuyos elementos diagonales son no nulos. Si la matriz de Jacobi asociada
a la matriz A converge y tiene todos sus autovalores reales, entonces
ωop =
2
1 +
√
1− ρ2(B) y ρ(Lωop) = ωop − 1.
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Demostracio´n. Segu´n el Teorema 2.5 los autovalores de las matrices de Jacobi
y del SOR se relacionan mediante la igualdad
(λ+ ω − 1)2 = λω2µ2,
siendo µ un autovalor de J con 0 < µ ≤ ρ(J) < 1. Tomando ra´ıces tenemos
(λ+ ω − 1) = ±λ 12ωµ.
Definimos la funciones
gω(λ) =
λ+ ω − 1
ω
para ω 6= 0,
fµ(λ) = ±λ 12µ.
Es claro que gω es una recta como funcio´n de λ y, adema´s pasa por el punto
(1,1). Su pendiente (1/ω) es positiva y decrece cuando ω aumenta. Al igual
que la pendiente, la mayor abscisa de los dos puntos de interseccio´n de gω
y fµ tambie´n decrece al aumentar ω hasta el momento en que gω se vuelve
tangente a la rama positiva de fµ. Sea (λ˜, ω˜) el punto de tangencia. En ese
punto debe ocurrir que las funciones y sus derivadas coinciden, es decir,
λ˜+ ω˜ − 1
ω˜
= λ˜
1
2µ, (13)
1
ω˜
=
1
2
λ˜−
1
2µ. (14)
Despejando λ˜ de (14) y sustituyendo en (13) llegamos a la siguiente
ecuacio´n de segundo grado en ω˜
µ2ω˜2 − 4ω˜ + 4 = 0.
Resolviendo obtenemos que
ω˜ =
2
1 +
√
1− µ2 .
Despejando µ de (14) y sustituyendo en (13) obtenemos la abscisa del
punto de tangencia, λ˜ = ω˜−1. Si ω > ω˜ ya no tendr´ıamos punto de corte con
la rama positiva de fµ. Entonces las ra´ıces de (13) serian nu´meros complejos
conjugados de mo´dulo ω − 1. Vamos a considerar las curvas fρ(J)(λ) y fµ(λ)
siendo 0 ≤ µ < ρ(J), que esta´n representadas en la Figura 2 por las para´bolas
azul y roja, respectivamente. Es claro que la para´bola correspondiente a ρ(J)
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Figura 2: Gra´ficas de las funciones fµ y gω
es ma´s abierta que la correspondiente a otro autovalor de menor mo´dulo µ.
Sean λ˜ρ(J) y λ˜ las abscisas de los puntos de corte de fρ(J) con gωρ(J) y de fµ
con gωµ , respectivamente. Como podemos observar en la Figura 2, λ˜ρ > λ˜.
Por otro lado, la recta gωµ(λ) corta tambie´n a la curva fωρ(J) pero lo hace en
un punto cuya abscisa es mayor que λ˜ρ. Entonces debe ser
ωop =
2
1 +
√
1− ρ2(B)
y
ρ(Lωop) = ωop − 1.
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3. Aplicaciones
3.1. El ca´lculo del PageRank de Google
Como bien conocemos, Google es el buscador mas popular y mas utilizado
del planeta. Tiene en su base de datos miles de millones de pa´ginas web y
atiende mas de 3000 millones de consultas diarias por parte de los usuarios
de internet [10]. En el disen˜o del buscador hay muchos aspectos a tener en
cuenta como el almacenamiento de toda la informacio´n, la gestio´n de las
consultas de los usuarios o la bu´squeda dentro de las bases de datos, y todas
estas acciones deben realizarse de forma eficiente. Nosotros en esta subseccio´n
vamos a tratar otra cuestio´n. Supongamos que tras la bu´squeda realizada se
han encontrado n pa´ginas que contienen informacio´n que puede resultar u´til
al usuario. El problema es,
¿En que´ orden se muestran los resultados?
La solucio´n: el algoritmo de PageRank. La u´nica informacio´n que necesita
dicho algoritmo son las paginas web, las cuales visualizaremos como nodos
de un grafo dirigido ponderado, y los enlaces que hay de unas a otras que
sera´n las aristas del grafo.
Asociado al grafo tendremos la matriz de incidencia A = [ai,j] definida
por
ai,j =
{
1 si la pa´gina i enlaza a la pa´gina j,
0 en otro caso.
Supongamos que el usuario navega aleatoriamente por la red. En el in-
stante inicial el usuario se situ´a aleatoriamente en una de las n pa´ginas y
va movie´ndose a pa´ginas a las que enlaza la pa´gina que actualmente esta´ vis-
itando. Se supone que cada uno de los enlaces tiene la misma probabilidad de
ser elegido por el usuario. Construimos en primer lugar la matriz P = [pi,j]
donde pi,j es la probabilidad de que en un click el usuario vaya de la pa´gina i
a la pa´gina j. Es decir, si desde la pa´gina i hay enlaces a ni pa´ginas, entonces
pi,j =
1
ni
para cada j con ai,j = 1, y si la pa´gina i no tiene enlaces a ninguna
otra pa´gina entonces pi,j = 0 para 1 ≤ j ≤ n. Esta matriz es dispersa, se
construye fa´cilmente a partir de la matriz de incidencia A pero, en general, no
es irreducible dado que en la pra´ctica hay pa´ginas que no contienen enlaces
a ninguna otra.
Para intentar conseguir una matriz irreducible definimos a continuacio´n
S = P T +
1
n
ewT ,
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Figura 3: Ejemplo de una red con 5 pa´ginas web. En las aristas aparece la
probabilidad que hay de pasar de cada pa´gina a las que tienen enlace desde
ella.
donde e es el vector columna de Rn con todos los elementos iguales a uno y
w = (w1, . . . , wn)
T esta´ definido por
wi =
{
1 si la fila i-e´sima de P es nula,
0 en otro caso.
Esta matriz S sigue siendo dispersa aunque no tendra´ tantos elementos nulos
como P . El te´rmino que se an˜ade a la matriz P T para construir la matriz S
refleja el hecho de que si un usuario esta´ en una pa´gina que no tiene enlaces a
ninguna otra, se movera´ a cualquiera de las n pa´ginas de la red con la misma
probabilidad 1/n. Adema´s, de este modo, se conseguira´ que la matriz S sea
una matriz estoca´stica, es decir, 0 ≤ si,j ≤ 1 para 1 ≤ i, j ≤ n y Se = e.
Veamos que interpretacio´n podemos darle a esta matriz S. Si denotamos
por q al vector cuya componente i-e´sima es la probabilidad de que el usuario
este´ visitando la pa´gina i en el momento actual, la componente i-e´sima del
producto Sq representa la probabilidad de que el usuario este´ visitando la
pa´gina i despue´s de un click.
En un tercer paso, se define la matriz de Google como
G = αS + (1− α) 1
n
eeT
donde α es un para´metro real que toma un valor entre 0 y 1. El para´metro α
controla la prioridad que se le da a la estructura de enlaces de la web frente a
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la idea de que desde cualquier pa´gina se puede ir en un click a cualquier otra
con probabilidad igual a 1
n
. La matriz G es no negativa, ya no es dispersa,
sino llena, sigue siendo estoca´stica y, adema´s, es irreducible. Por el cara´cter
no negativo e irreducible de G los Teoremas 1.7 y 1.9 garantizan que 1 es el
autovalor dominante, que es simple y, por tanto, que el me´todo de la potencia
aplicado a G converge hacia e´l. Adema´s, el autovector asociado tambie´n es
no negativo, y normalizado adecuadamente, es un vector de probabilidad con
las probabilidades de que un usuario este´ visitando cada una de las n pa´ginas
de la red cuando el nu´mero de clicks se hace grande. Las pa´ginas con mayor
probabilidad de ser visitadas deben considerarse como ma´s importantes en
la ordenacio´n de los resultados de una bu´squeda. El vector de PageRank es,
por tanto, el autovector asociado al autovalor 1 y, por tanto, satisface que
Gpi = pi. (15)
En cuanto a la computacio´n pra´ctica de dicho vector pi, utilizaremos el
comando sparse para realizar los ca´lculos eficientemente y no vamos a cal-
cular expresamente la matriz G porque perder´ıamos las ventajas del cara´cter
disperso de la matriz de incidencia del grafo de la red y ser´ıa mucho ma´s
costoso aplicar el me´todo de la potencia. Para la ilustracio´n nume´rica que
incluimos en esta subseccio´n, hemos generado un co´digo en Matlab, censor-
ship.m, para construir la matriz P de probabilidades y el vector w a partir
de la matriz de adyacencia del grafo de una red.
Hemos tomado datos reales reducidos encontrados en [7]:
http://www.cs.toronto.edu/∼tsap/experiments/datasets/
Trataremos aproximadamente con 2600 pa´ginas web. Sin ma´s que utilizar el
comando spy de Matlab, podemos ver la estructura de ceros de la matriz P
con la que hemos trabajado. Solo los puntos azules representan elementos no
nulos de la matriz. Poco ma´s del 1 % de los ma´s de seis millones de elementos
de la matriz es no nulo.
En la funcio´n pagerank.m hemos programado el me´todo de la potencia
de una manera eficiente, aprovechando el cara´cter disperso de la matriz P y
las herramientas con las que cuenta Matlab para trabajar con este tipo de
matrices [5]. Nuestro problema consiste en encontrar el autovector asociado
al autovalor dominante, es decir, encontrar pi de tal forma que se cumpla
(15). Al aplicar el me´todo de la potencia es necesario calcular productos
Gpi(k), donde pi(k) sera´ la aproximacio´n al vector pi tras k iteraciones. Para
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Figura 4: Estructura de dispersio´n de la matriz P
ello escribimos Gpi(k) como
Gpi(k) = αP Tpi(k) + α
1
n
ewTpi(k) + (1− α) 1
n
eeTpi(k)
= αP Tpi(k) + α
1
n
e(wTpi(k)) + (1− α) 1
n
e(eTpi(k))
= αP Tpi(k) +
1
n
[(
αwT + (1− α)eT )pi(k)] e
y as´ı las correspondientes operaciones se hara´n de la forma mas eficiente
posible y aprovechando el cara´cter disperso de las matrices.
Una vez calculada una aproximacio´n al autovector dominante, cuya com-
ponente i-e´sima indica la importancia de la pa´gina web i, el programa pager-
ank.m da como salida un vector nume´rico con los ı´ndices de las pa´ginas web
ordenados por orden de importancia decreciente de las mismas, es decir, la
pa´gina cuyo ı´ndice aparece en la primera posicio´n del vector es la mas impor-
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tante y sera´ la primera que aparezca en el resultado de la bu´squeda realizada
con Google.
Tomando como para´metros de entrada α = 0.85 (el valor sugerido en
[7]), tol = 10−6 (para parar la iteracio´n en el me´todo de la potencia) y N =
100 (nu´mero ma´ximo de iteraciones, por si la convergencia fuese demasiado
lenta), mostramos a continuacio´n la salida, reducida a las 20 pa´ginas web
ma´s importantes.
niter =
49
page =
6
1248
300
1242
1064
1
2041
54
990
1246
1191
13
981
1223
2353
2035
220
350
2352
15
El para´metro α, adema´s de controlar la prioridad que se le da a la es-
tructura de enlaces de la web, tambie´n influye en la razo´n asinto´tica de con-
vergencia del me´todo de la potencia. Considerando el valor 0.85 el algoritmo
sera´ eficiente y efectivo. Nos gustar´ıa que el algoritmo tratara con una estruc-
tura de la web lo ma´s parecida a la realidad, pero cuando α → 1 el me´todo
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de la potencia necesita muchas mas iteraciones para encontrar la solucio´n.
Tomando como tolerancia 10−6, en la siguiente tabla podemos ver co´mo va
aumentando el numero de iteraciones necesarias cuando α se aproxima a 1.
α Numero de iteraciones
0.5 12
0.7 23
0.85 49
0.95 152
0.99 770
0.999 7726
La velocidad de convergencia del me´todo de la potencia depende del co-
ciente |λ2
λ1
| entre el mo´dulo del segundo y del primer autovalor dominante de
la matriz. Cuanto menor sea este cociente la convergencia sera´ ma´s ra´pida
(Langville, 2006, p. 42).
Si variamos ligeramente el para´metro α, por ejemplo, α = 0.7, y ejecuta-
mos de nuevo nuestro programa, vemos que el orden de importancia de las
pa´ginas web no var´ıa mucho. De hecho de las primeras 20 pa´ginas obtenidas
como ma´s importantes para los dos valores de α considerados, 17 son co-
munes a ambos listados. La siguiente salida es la que se obtiene cuando α =
0.7
niter =
23
page =
6
300
1248
1064
1242
54
1
2041
13
981
15
44
2155
1223
2
2035
1191
23
350
990
220
El algoritmo que utiliza Google actualmente para calcular el vector PageR-
ank incorpora al algoritmo ba´sico que acabamos de describir diversas mejoras
que esta´n fuera del alcance del trabajo que presentamos.
3.2. Ana´lisis de resultados de competiciones deporti-
vas
En los deportes hay muchos factores que se pueden tener en cuenta a la
hora de decidir un ranking de los equipos participantes en una competicio´n.
En esta subseccio´n vamos a utilizar la teor´ıa de Perron-Frobenius y, de
nuevo, el me´todo de la potencia, para elaborar un ranking de los n equipos
participantes en una competicio´n de fu´tbol en la cual no se enfrentan todos
contra todos. Ideas similares han aparecido en [6] para la liga de fu´tbol uni-
versitario americana y en [4] para el tenis. La idea que hay detra´s del ranking
que vamos a elaborar es asignar a cada equipo una puntuacio´n que tenga en
cuenta tanto el resultado de sus enfrentamientos con los otros equipos, co-
mo la fortaleza de los rivales a los que se ha enfrentado. Si suponemos que
r= [rj], 1 ≤ j ≤ n, es el vector de ranking de los distintos equipos, podemos
definir la puntuacio´n del equipo i-e´simo como
pi =
n∑
j=1
ai,jrj para 1 ≤ i ≤ n,
siendo ai,j valores no negativos dependientes del resultado del enfrentamiento
entre el equipo i y el equipo j.
Siguiendo [6], para definir los coeficientes aij vamos a tener en cuenta el
nu´mero de goles que marca cada equipo a cada uno de los rivales, puesto que
en caso contrario, un equipo que gane su partido 7-0 sumar´ıa a su puntuacio´n
lo mismo que un equipo que ha ganado 1-0 al mismo rival. Si denotamos por
Si,j el nu´mero de goles que marca el equipo i al equipo j podemos elegir [6]
ai,j =
Si,j + 1
Si,j + Sj,i + 2
. (16)
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Esta eleccio´n puede tener una debilidad, dado que un equipo puede aprovechar
un partido fa´cil para marcar muchos goles y as´ı aumentar mucho su pun-
tuacio´n. Para paliar este efecto tomaremos, siguiendo de nuevo [6],
ai,j = h
(
Si,j + 1
Si,j + Sj,i + 2
)
, (17)
siendo
h(x) =
1
2
+
1
2
sgn
(
x− 1
2
)√
|2x− 1|.
En el caso de que dos equipos i y j no se hayan enfrentado en [6] se sug-
iere mantener los coeficientes ai,j = aj,i = h
(
1
2
)
= 1
2
(como si se hubier-
an enfrentado y se hubiera producido un empate a 0). Nosotros sugerimos
incorporar un para´metro α (ana´logo al para´metro utilizado en la determi-
nacio´n del PageRank de Google) que tome valores entre 0 y 0.5. El papel del
para´metro α es asignar a los equipos una pequen˜a puntuacio´n en caso de no
enfrentamiento entre ellos, que no se confunda con el 1
2
que se asignar´ıa en
caso de empate real. En los experimentos nume´ricos hemos utilizado distintos
valores de α y veremos en la Tabla 1 que´ repercusio´n tiene en la ordenacio´n
final. En el caso de que i = j consideramos el valor ai,i = 0 porque un equipo
no se enfrenta a si mismo. Como podemos observar, hay muchos detalles que
se pueden tener en cuenta, que van mejorando poco a poco el algoritmo y
cabr´ıa esperar que al an˜adir esta mejoras los resultados fueran cada vez ma´s
cercanos a los reales.
Una vez establecidas las puntuaciones de cada enfrentamiento, si consid-
eramos que el ranking final deber´ıa ser proporcional a la puntuacio´n, ten-
dr´ıamos que encontrar un vector r tal que
Ar = λr,
es decir, r tendra´ que ser autovector de la matriz A = [ai,j] no negativa e irre-
ducible que se ha definido anteriormente y que tiene en cuenta los resultados
de los enfrentamientos. El teorema de Perron-Frobenius se puede aplicar y
asegura que el autovector asociado al autovalor dominante satisface r ≥ 0.
Para calcular el vector de ranking r hemos implementado la funcio´n cham-
pions.m que utiliza el me´todo de la potencia para calcular el autovector
asociado al autovalor dominante.
Nosotros hemos trabajado con los resultados de la Champions League de
la temporada 2014-2015 en la que participaron 32 equipos.
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Clasificacio´n α = 0.1 α = 0.1 α = 0.5 α = 0.5
real y (16) y (17) y (16) y (17)
Barcelona Barcelona Barcelona Barcelona Barcelona
Juventus Juventus Juventus Bayern Real Madrid
Bayern Bayern Real Madrid Real Madrid Bayern
Real Madrid Real Madrid Bayern Chelsea Chelsea
Oporto At.Madrid At.Madrid Oporto At.Madrid
PSG Oporto Chelsea At.Madrid Juventus
At.Madrid Monaco Oporto Juventus Oporto
Monaco Chelsea Monaco Arsenal Arsenal
Chelsea PSG Arsenal Br.Dortmund Ath.Bilbao
Arsenal Arsenal Leverkusen Ath.Bilbao Br.Dortmund
Schalke Br.Dortmund PSG PSG PSG
Br.Dortmund Leverkusen Br.Dortmund Monaco Leverkusen
Man.City Man.City Man.City Leverkusen Monaco
Basilea Schalke Ath.Bilbao Man.City Sp.Lisboa
Leverkusen Ath.Bilbao Basilea Sp.Lisboa Man.City
Shakhtar Shakhtar Shakhtar Anderletch Anderletch
Sp.Lisboa Basilea Schalke Olympiacos Basilea
Olympiacos Olympiacos Olympiacos Ajax Olympiacos
Ath.Bilbao Sp.Lisboa Sp.Lisboa Zenit Zenit
Anderletch Anderletch Benfica Shakhtar Ajax
Ajax Ajax Anderletch Basilea Shakhtar
Roma Zenit Zenit Schalke Benfica
Ludogorets Benfica Ajax Benfica Roma
Maribor Roma Roma Roma Schalke
Galatasaray CSK Moscu CSK Moscu Liverpool Liverpool
CSK Moscu Liverpool Liverpool CSK Moscu CSK Moscu
Liverpool Maribor Maribor Maribor Maribor
Zenit Ludogorets Malmoe Ludogorets Malmoe
Benfica Malmoe Ludogorets Galatasaray Ludogorets
Malmoe Galatasaray Galatasaray Malmoe Galatasaray
Bate Borisov Apoel Bate Borisov Apoel Bate Borisov
Apoel Bate Borisov Apoel Bate Borisov Apoel
Tabla 1: Clasificaciones de la Champions League obtenidas con diferentes
valores de los para´metros
A la hora de comparar las clasificaciones, ma´s que tener en cuenta la
posicio´n de cada equipo (pues la propia competicio´n no los clasifica) nos
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hemos fijado en la fase de la competicio´n hasta la que ha llegado cada equipo
y hemos identificado cada una de estas fases con colores segu´n indica la Tabla
2.
Ganador 1o
Finalista 2o
Semifinales 3o-4o
Cuartos 5o-8o
Octavos 9o-16o
Grupos 17o-32o
Tabla 2: Asignacio´n de colores por posiciones
La funcio´n champions.m tiene como para´metros de entrada el para´metro
α, un indicador que permite elegir si se realizan los ca´lculos con (16) o (17),
la tolerancia para parar la iteracio´n del me´todo de la potencia y el nu´mero
ma´ximo de iteraciones permitidas. En primer lugar, a partir de los resulta-
dos de los partidos jugados, se construye la matriz a la que vamos a aplicar
el me´todo de la potencia, siguiendo los pasos descritos anteriormente y uti-
lizando (16) o (17) segu´n indique el correspondiente para´metro de entrada.
Despue´s con la funcio´n potencia.m calculamos el autovalor dominante y el
autovector asociado, que es el vector de ranking. Ordenado de forma decre-
ciente dicho vector da la clasificacio´n para los equipos.
En los experimentos nume´ricos hemos utilizado como nu´mero ma´ximo
de iteraciones permitidas 100, como tolerancia para parar la iteracio´n del
me´todo de la potencia 10−6 y distintos valores del para´metro α entre 0 y 0.5.
Para definir la matriz A hemos utilizado tanto (16) como (17). La Tabla 1
muestra los resultados obtenidos para α = 0.1 y α = 0.5 (valor sugerido en
[6]) con las dos opciones (16) y (17). En la primera columna se ha incluido
la clasificacio´n real de la competicio´n. Se puede observar que los resultados
que mejor se ajustan a la realidad son los obtenidos con α = 0.1 y, dentro de
estos, no parece necesario utilizar (17).
3.3. Discretizacio´n del laplaciano en un dominio con
forma de L
En esta subseccio´n presentamos un ejemplo en el que son de aplicacio´n los
resultados teo´ricos presentados en la Seccio´n 2. Nuestro objetivo es calcular
el estado estacionario de temperaturas de una placa en forma de L. Para ello
debemos resolver una ecuacio´n en derivadas parciales, que vamos a aproximar
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nume´ricamente utilizando diferencias divididas de segundo orden sobre una
malla uniforme de puntos (xi, yj) = (ih, jh), con los ı´ndices i, j variando
adecuadamente para recorrer todos los nodos interiores del dominio con forma
de L y siendo h = 1
n
el dia´metro de la malla. Estas aproximaciones las
calcularemos resolviendo con los diferentes me´todos iterativos estudiados un
sistema lineal cuya dimensio´n crece enormemente cuando h tiende a 0.
El dominio Ω donde queremos resolver la ecuacio´n de Poisson es el cuadra-
do [0,2] x [0,2] al que le quitamos el cuadrado de ve´rtices (1,1), (1,2), (2,1),
(2,2). Vamos a resolver
uxx + uyy = f(x, y), (x, y) ∈ Ω˚ (18)
con
u(x, y) = g(x, y), (x, y) ∈ ∂Ω, (19)
donde f y g esta´n definidas de la siguiente forma
f(x, y) =
α
2
(α
2
− 1
)
(x2 + y2)(xy)
α
2
−2,
g(x, y) = (xy)
α
2 .
De este modo la solucio´n exacta es conocida u(x, y) = (xy)
α
2 . El para´metro
α da cuenta de la regularidad de la solucio´n exacta de (18)–(19) y, por tanto,
del orden de convergencia de las aproximaciones nume´ricas calculadas. En
los experimentos nume´ricos se ha tomado α igual a 9.
Si denotamos por Ui,j la aproximacio´n a la solucio´n de (18) en el nodo
(xi, yj) y escribimos Fi,j = f(xi, yj), el sistema lineal que tenemos que resolver
es el siguiente:
Ui+1,j + Ui−1,j + Ui,j+1 + Ui,j−1 − 4Ui,j
h2
= Fi,j, (20)
con los ı´ndices i, j variando adecuadamente para recorrer todos los nodos
interiores del dominio con forma de L. El orden utilizado tanto para los
nodos como para resolver las ecuaciones en los me´todos iterativos es el orden
natural (de izquierda a derecha y de abajo hacia arriba). Los valores Ui,j
correspondientes a nodos en la frontera del dominio no son inco´gnitas puesto
que deben satisfacer la condicio´n frontera (19). Dichos valores pasar´ıan a
formar parte del te´rmino independiente del sistema lineal si se escribiese en
el formato general Ax = b.
Hemos programado en Matlab las funciones Jacobi.m, GaussSeidel.m
y SOR.m que implementan los me´todos de Jacobi, Gauss-Seidel y SOR,
respectivamente, para resolver este sistema lineal sin construir expl´ıcitamente
la matriz del sistema, sino utilizando (20).
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Vamos a ilustrar en primer lugar sobre este ejemplo el teorema de Stein-
Rosenberg. Para ello vamos a considerar diferentes valores del dia´metro de la
red 1
n
, vamos a fijar una tolerancia para detener la iteracio´n y compararemos
el nu´mero de iteraciones necesarias para obtener aproximaciones con errores
inferiores a dicha tolerancia con los me´todos de Jacobi y Gauss-Seidel. Los
me´todos de Jacobi y Gauss-Seidel aplicados a (20) con la ordenacio´n natural
de los nodos se escriben como
U
(m+1)
i,j =
U
(m)
i+1,j + U
(m)
i−1,j + U
(m)
i,j+1 + U
(m)
i,j−1 − h2Fi,j
4
para m ≥ 0,
U
(m+1)
i,j =
U
(m)
i+1,j + U
(m+1)
i−1,j + U
(m)
i,j+1 + U
(m+1)
i,j−1 − h2Fi,j
4
para m ≥ 0,
respectivamente, donde los super´ındices (m) y (m+ 1) se refieren al nu´mero
de iteraciones realizadas. Como iterante inicial (para m = 0) se toma el que
tiene nulos todos los elementos correspondientes a nodos en el interior del
dominio.
En la siguiente tabla observamos el nu´mero de iteraciones necesarias para
cada uno de los me´todos si tomamos la tolerancia proporcional al error de
discretizacio´n h
2
100
.
n No iteraciones Jacobi No iteraciones Gauss-Seidel
4 34 21
8 130 81
16 510 311
32 2060 1212
En todos los casos, el nu´mero de iteraciones que necesita el me´todo de
Jacobi es superior al nu´mero de iteraciones requeridas por el me´todo de
Gauss-Seidel. Este hecho esta´ de acuerdo con el apartado 2 del Teorema 2.1
que establece que cuando los dos me´todos convergen, el radio espectral de
la matriz de iteracio´n de Gauss-Seidel es menor que el radio espectral de la
matriz de iteracio´n de Jacobi. El teorema de Stein-Rosenberg es de aplicacio´n
en este ejemplo porque la matriz de Jacobi es no negativa (ver (20)) y con
elementos diagonales nulos.
En segundo lugar, vamos a estimar nume´ricamente el valor del factor de
sobrerrelajacio´n o´ptimo del me´todo SOR. El me´todo SOR aplicado a (20)
con la ordenacio´n natural de los nodos se escribe como
U
(m+1)
i,j = ω
U
(m)
i+1,j + U
(m+1)
i−1,j + U
(m)
i,j+1 + U
(m+1)
i,j−1 − h2Fi,j
4
+ (1− ω)U (m)i,j .
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Para estimar el para´metro o´ptimo ωop hemos ejecutado SOR.m con valores
de ω equiespaciados entre 0 y 2 (el intervalo en el que, segu´n la Teorema 2.2,
tiene que estar ω para que el me´todo sea convergente) y hemos dibujado en
una gra´fica el nu´mero de iteraciones frente al valor de ω utilizado en cada
caso.
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Figura 5: Nu´mero de iteraciones en funcio´n de ω para n = 4
En la Figura 5 se han representado los datos obtenidos para n = 4 y ω =
0.1, 0.2, . . . , 1.9. Podemos observar que el valor de ω, de entre los utilizados,
para el que se realizan menos iteraciones es 1.3.
Por otro lado, hemos implementado en MatrizJacobi.m, la construccio´n
expl´ıcita de la matriz de Jacobi para el problema que nos ocupa, en funcio´n
de n. Hemos calculado nume´ricamente el radio espectral de dicha matriz con
el comando eig de Matlab y hemos aplicado el Teorema 2.6 de la Seccio´n 2.3
que permite calcular el valor del para´metro o´ptimo ωop en funcio´n del radio
espectral de la matriz de iteracio´n del me´todo de Jacobi.
Como salida de MatrizJacobi.m cuando n = 4 obtenemos
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w =
1.3090
Este valor coincide, dentro de la precisio´n utilizada en la estimacio´n nume´rica,
con el que hab´ıamos estimado nume´ricamente, probando con distintos valores
de ω y queda´ndonos con aquel que requiere un menor nu´mero de iteraciones
para satisfacer un mismo criterio de precisio´n.
Se ha repetido el mismo experimento cuando se aumenta el nu´mero de
nodos en los que se obtiene aproximacio´n a la solucio´n de la ecuacio´n de
Poisson. Ma´s precisamente, se ha trabajado con n = 4, 8, 16 y 32.
En la siguiente tabla se pueden ver los valores de ωop calculados con la
funcio´n MatrizJacobi.m (segunda columna) y los estimados siguiendo el
procedimiento que se ha descrito para n = 4 pero tomando ahora ω = 0.01,
0.02, . . ., 1.99 (tercera columna).
n ωop ωop
MatrizJacobi.m iterativos.m
4 1.3090 1.30
8 1.5716 1.57
16 1.7588 1.76
32 1.8716 1.87
Observamos, en primer lugar, que para cada n ambos valores distan menos
de una cente´sima, que es el espaciado que se ha utilizado para el para´metro
ω cuando se ha estimado ωop nume´ricamente. Tambie´n se observa que al
aumentar n el valor del para´metro o´ptimo ωop se va acercando a 2.
Para finalizar esta seccio´n, mostramos en la Figura 6 la distribucio´n de los
elementos no nulos de la matriz de iteracio´n de Jacobi para n = 4 cuando se
utiliza el ordena natural (arriba) y el orden blanco-negro (abajo). En la parte
inferior de la Figura 6 se observa el cara´cter 2-c´ıclico de dicha matriz, una
de las propiedades necesarias para poder aplicar el Teorema 2.6 que nos ha
permitido calcular ωop en funcio´n del radio espectral de la matriz de iteracio´n
de Jacobi.
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Figura 6: Estructura de elementos no nulos de la matriz de Jacobi para n = 4.
Arriba: ordenacio´n natural. Abajo: ordenacio´n blanco-negro.
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Co´digos de MATLAB
En este ape´ndice vamos a incluir los programas de Matlab que hemos
implementado para realizar los experimentos en la Seccio´n 3.
A. Ca´lculo del PageRank de Google
censorship.m
function [H,a] = censorship;
% Creamos y guardamos en un fichero la matriz con
% la que vamos a trabajar y el vector indicador de
% las filas nulas de dicha matriz
H=sparse(dlmread(’adj_matrix_censorship.txt’));
ss=sum(H,2);
Inz=ss~=0; %indices de las filas no nulas de H
H(Inz ,:)=diag (1./ss(Inz))*H(Inz ,:);
a=(~Inz) ’;
H=H’;
% La matriz a la que tenemos que aplicar el metodo
% de la potencia es la que tiene normalizadas las
% columnas , por eso guardamos la traspuesta
save matriz_censorship_ej H a
end
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pagerank.m
function [niter ,b] = pagerank(alfa , tol , N);
% alfa: para´metro alfa de Google
% tol: tolerancia para parar la iteracio´n
% N: numero maximo de iteraciones permitidas
load matriz_censorship_ej
% Cargamos la matriz H y el vector a generados
% por censorship.m
% H: matriz (sparse) que tiene normalizadas las
% columnas que no son identicamente nulas
% a: vector (sparse) fila indicador de las
% columnas nulas
n=length(H); %dimension de la matriz
y=(1/n*ones(1,n))’; %vector columna ,vector inicial
C=(alfa*(a*y)+(1-alfa))*sum(y)./n;
y1=alfa*(H*y)+C;
y1=y1/sum(y1);
niter =1;
while (niter <N & norm(y1-y)>tol)
y=y1;
C=(alfa*(a*y)+(1-alfa))*sum(y)./n;
y1=alfa*(H*y)+C;
y1=y1/sum(y1);
niter=niter +1;
end
if niter==N
disp(’Se ha alcanzado el numero maximo de
iteraciones ’)
end
v=y1/sum(y1);
[vord ,ind]=sort(v,’descend ’);
b=ind (1:20);
end
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B. Ca´lculo del ranking de la Champions Lea-
gue
champions.m
function clas = champions(alfa ,indh ,tol ,N);
% alfa: parametro utilizado en partidos no jugados
% indh: indicador para decidir si se usa la func. h
% tol: tolerancia para para la iteracion
% N: numero maximo de iteraciones permitidas
A=sparse(dlmread(’Champions_final.txt’));
n=length(A);
Aux=sparse(zeros(n,n));
for i=1:n
for j=1:n
if i==j
A(i,i)=0;
elseif A(i,j)+A(j,i)==0
Aux(i,j)=alfa;
Aux(j,i)=alfa;
elseif indh ==1 % con h
Aux(i,j)=h((A(i,j)+1)/(A(i,j)+A(j,i)+2));
else % sin h
Aux(i,j)=(A(i,j)+1)/(A(i,j)+A(j,i)+2);
end
end
end
champ=char(’Ajax’,’Anderlecht ’,’Apoel’,’Arsenal ’,’At
.Madrid ’,’Ath.Bilbao ’,’Barcelona ’,’Basilea ’,’Bate
Borisov ’,’Bayern ’,’Benfica ’,’Br.Dortmund ’,’
Chelsea ’,’CSK Moscu’,’Galatasaray ’,’Juventus ’,’
Leverkusen ’,’Liverpool ’,’Ludogorets ’,’Malmoe ’,’
Man.City’,’Maribor ’,’Monaco ’,’Olympiacos ’,’Oporto
’,’PSG’,’Real Madrid ’,’Roma’,’Schalke ’,’Shakhtar ’
,’Sp.Lisboa ’,’Zenit’);
[niter ,lambda ,v]= potencia(Aux ,tol ,N);
[vord ,ind]=sort(v,’descend ’);
clas=champ(ind ,:);
end
59
h.m
function h = h(x);
% Funcion h de [6]
h=1/2+1/2* sign(x -1/2)*sqrt(abs(2*x-1));
end
potencia.m
function [niter , lambda , v] = potencia(Aux , tol , N)
% Funcion que implementa el metodo de la potencia
[n, n]=size(Aux);
x0=(1/n)*ones(n,1);
[M,i]=max(abs(x0));
y=(1/x0(i)).*x0; %y0
z=Aux*y; %z1
niter =1;
while (niter <N & abs(x0(i)-z(i))>tol)
x0=z;
[M,i]=max(abs(z));
y=(1/z(i)).*z;
z=Aux*y;
niter=niter +1;
end
if niter==N
disp(’Se ha alcanzado el numero maximo de
iteraciones ’)
end
lambda=z(i);
v=y;
end
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C. Me´todos iterativos cla´sicos
iterativos.m
function []= iterativos(alfa , n, omega)
% Estado estacionario de temperaturas de una placa
% en forma de L
% alfa: parametro de las funciones f y g
% n: parametro que define el diametro de la malla
% omega: vector con valores de omega en (0,2)
h = 1/n;
N=2*n; % cuadrado [0 ,2]*[0 ,2]
tol=h*h/100; % tolerancia prop. al error de
discretizacion
% condiciones frontera (L)
x=[0:N]’/n;
y=zeros(N+1,1);
U(:,1) = (x.*y).^( alfa /2); % cf en y=0
x=[0:n]’/n;
y=2* ones(n+1,1);
U(1:n+1,N+1) = (x.*y).^( alfa /2); % cf en y=2
x=[n:N]’/n;
y=ones(n+1,1);
U(n+1:N+1,n+1)=(x.*y).^( alfa /2); % cf en y=1
x=zeros(1,N+1);
y=[0:N]/n;
U(1,:) = (x.*y).^( alfa /2); % cf en x=0
x=2* ones(1,n+1);
y=[0:n]/n;
U(N+1,1:n+1) = (x.*y).^( alfa /2); % cf en x=2
x=ones(1,n+1);
y=[n:N]/n;
U(n+1,n+1:N+1)=(x.*y).^( alfa /2); % cf en x=1
61
F=zeros(N+1,N+1);
x=[0:N]/n;
y=[0:N]’/n;
for i=2:N
for j=2:N
F(i,j)=(alfa /2)*(alfa /2-1)*(x(i)*y(j)).^...
(alfa /2-2)*(x(i)^2+y(j)^2);
end
end
F(n+2:N+1,n+2:N+1)=zeros(N-n);
F=F’;
disp(’Jacobi ’)
[niterj , V] = Jacobi(U,F,tol ,h);
niterj
disp(’Gauss -Seidel ’)
[niterg , V] = GaussSeidel(U,F,tol ,h);
niterg
disp(’SOR’)
for i=1: length(omega)
[niters , V] = SOR(U,F,tol ,h,omega(i));
niters
plot(omega(i),niters ,’b.’);
hold on
end
xlabel(’omega’);
ylabel(’nu´mero de iteraciones ’);
end
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Jacobi.m
function [niter ,U]= Jacobi(U,F,tol ,h);
% Funcion que implementa el metodo de Jacobi
% para el problema de la placa en forma de L
N=length(U);
d=tol+1;
n=floor(N/2);
niter =0;
while max(max(abs(d)))>tol
x0=U;
for i=2:n
for j=2:N-1
U(i,j)=(x0(i+1,j)+x0(i,j+1) +...
x0(i-1,j)+ x0(i,j-1)-h*h*F(i,j))/4;
end
end
for i=n+1:N-1
for j=2:n
U(i,j)=(x0(i+1,j)+x0(i,j+1) +...
x0(i-1,j)+x0(i,j-1)-h*h*F(i,j))/4;
end
end
d=x0(2:N-1,2:N-1)-U(2:N-1,2:N-1);
niter=niter +1;
end
end
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GaussSeidel.m
function [niter ,U]= GaussSeidel(U,F,tol ,h);
% Funcion que implementa el metodo de Gauss -Seidel
% para el problema de la placa en forma de L
N=length(U);
d=tol+1;
n=floor(N/2);
niter =0;
while max(max(abs(d)))>tol
x0=U;
for i=2:n
for j=2:N-1
U(i,j)=(x0(i+1,j)+x0(i,j+1)+U(i-1,j)+...
U(i,j-1)-h*h*F(i,j))/4;
end
end
for i=n+1:N-1
for j=2:n
U(i,j)=(x0(i+1,j)+x0(i,j+1)+U(i-1,j)+...
U(i,j-1)-h*h*F(i,j))/4;
end
end
d=x0(2:N-1,2:N-1)-U(2:N-1,2:N-1);
niter=niter +1;
end
end
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SOR.m
function [niter ,U]=SOR(U,F,tol ,h,omega);
% Funcion que implementa el metodo SOR
% para el problema de la placa en forma de L
N=length(U);
d=tol+1;
n=floor(N/2);
niter =0;
while max(max(abs(d)))>tol
x0=U;
for i=2:n
for j=2:N-1
U(i,j)=omega*(x0(i+1,j)+x0(i,j+1) +...
U(i-1,j)+U(i,j-1)-h*h*F(i,j))/4 +...
(1-omega)*x0(i,j);
end
end
for i=n+1:N-1
for j=2:n
U(i,j)=omega*(x0(i+1,j)+x0(i,j+1) +...
U(i-1,j)+U(i,j-1)-h*h*F(i,j))/4 +...
(1-omega)*x0(i,j);
end
end
d=x0(2:N-1,2:N-1)-U(2:N-1,2:N-1);
niter=niter +1;
end
end
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MatrizJacobi.m
function w = MatrizJacobi(n)
% Construccion por bloques de la matriz de Jacobi
% con el orden natural
% n: parametro que define el diametro de la malla
h = 1/n;
N=2*n; %cuadrado [0 ,2]*[0 ,2]
ong=ones((n-1)*(N-1) -1,1);
ong(N-1:N-1:(n-1)*(N-1) -1)=0;
onp=ones(n*(n-1) -1,1);
onp(n-1:n-1:n*(n-1) -1)=0;
%Bloques grandes
bloqg=diag(-4*ones((n-1)*(N-1) ,1) ,0)+...
diag(ong ,1)+diag(ong ,-1)+...
diag(ones((n-1)*(N-1) -(N-1) ,1),N-1) +...
diag(ones((n-1)*(N-1) -(N-1) ,1) ,-(N-1));
%Bloques peque~nos
bloqp=diag(-4*ones(n*(n-1) ,1) ,0)+diag(onp ,1) +...
diag(onp ,-1)+diag(ones(n*(n-1) -(n-1) ,1),n-1) +...
diag(ones(n*(n-1) -(n-1) ,1) ,-(n-1));
L=zeros ((N-1)*(n-1),n*(n-1));
L((N-1)*(n-2) +1:(N-1)*(n-2)+(n-1) ,1:n-1)=eye(n-1);
A=[bloqg ,L;L’,bloqp];
A1=(1/(h^2))*A;
d=diag(A1);
D=diag(d,0);
m=size(A);
J=eye(m)-inv(D)*A1;
figure (1)
spy(J)
%Reordenacion blanco -negro de la matriz de Jacobi
C=zeros(m,m);
J1(1:2:m)=[1:(m+1) /2];
J1(2:2:m)=[(m+1) /2+1:m];
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C(J1 ,J1)=J;
figure (2)
spy(C)
au=eig(J);
ro=max(abs(au));
w=2/(1+ sqrt(1-ro^2));
end
67
