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Abstract 
Mangroves store more carbon than other tropical forests, and phenology plays an important role 
in regulating carbon sequestration and storage. Understanding phenology, therefore, is essential 
to measuring and predicting land-atmosphere interactions, the carbon and water cycles, and, 
ultimately, the response of vegetation to a changing climate. Mangrove phenology is often 
studied at the plot scale, and requires expensive and time-consuming fieldwork. Few studies have 
used satellites to monitor mangrove phenology, and fewer have compared field observations with 
satellite-derived phenology. In this thesis, I investigate the effects of water depth, spatial 
resolution, and site selection on satellite-derived phenology, I examine the suitability of different 
spectral indices to detect vegetation fraction, and I present a novel, data-driven approach to 
examining mangrove phenology using the Landsat archive. To validate the phenology models, I 
combined field observations and published data, with hundreds of satellite images from six 
regions in eastern and northern Australia. Here, I demonstrate that: 1) not all spectral indices 
perform well when detecting vegetation fraction; 2)  we can use Generalized Additive Models 
(GAMs) on a pixel-by-pixel basis and the resulting models correlate well with field-observed 
phenology; 3) mangrove phenology is site dependent; 4) fully parametric methods over-simplify 
the phenology of mangroves; and 5) the spatial resolution, temporal coverage, site selection, and 
pre-processing techniques have subtle, but significant effects on the phenology models. In the 
future, GAMs can be combined with rainfall and temperature datasets, to determine the influence 
these drivers have on mangrove phenology. With increasing temperatures and erratic rainfall 
patterns, GAMs will become an important tool, not only to forecast changes in phenology, carbon 
sequestration, and vegetation growth rates, but they can also help to monitor lethal and sub-
lethal conditions of vegetation stress. 
 
Keywords: 
Mangroves; Mangrove forests; Generalized Additive Models; Land Surface Phenology; 
Phenology; Remote Sensing; Satellite Imagery; Landsat; Sentinel 2. 
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1 Introduction  
1.1 The importance of mangrove forests 
The terms ‘mangrove forests’ and ‘mangroves’, refer to a group of plants, shrubs, and palms that 
grow in estuaries of countries in tropical regions (Duke et al., 2006). These plants grow in over 120 
countries around the world (Chandra Giri et al., 2011b; Hamilton and Casey, 2016), and have 
adapted to life at the interface of fresh and seawater (Friess et al., 2019; Tomlinson, 1986). There 
is plethora of animals that depend on mangrove forests, including the Royal Bengal tiger 
(Panthera tigris tigris), sharks and rays, crabs, birds, fishes, and, of course, humans.  
Humans have used mangrove ecosystems for centuries. Coastal communities benefit from a wide 
range of goods and services provided by mangrove forests, from aquaculture and agriculture, to 
wood extraction, medicines, shoreline protection and shelter from extreme weather events (FAO, 
2007; Kainuma et al., 2010; Lee et al., 2014). Studies suggest that the monetary value of the goods 
and services that mangroves provide ranges between USD $14,000 - $194,000 per hectare, per 
year (Costanza et al., 2014). This means that mangrove forests are of vital importance to coastal 
communities and more generally to human populations, not only because mangroves protect 
coastlines from extreme weather events (Alongi, 2008), but also because they store large amounts 
of carbon. 
Among tropical forests, mangroves are the most carbon dense (Donato et al., 2011; Kauffman et 
al., 2020), this means that they store large amounts of carbon when compared to other tropical 
forests. Mangroves store carbon in their biomass (i.e. leaves, trunks, and roots), but they mainly 
store it in the soil (Adame and Lovelock, 2011; Kauffman et al., 2020). The amount of carbon stored 
in these forests changes with location (e.g. continent, latitude), site (e.g. river mouth), species, 
water quality (e.g. turbidity, salinity), and weather (Donato et al., 2011; Lovelock et al., 2014; 
Sanderman et al., 2018). In general, and regardless of this variability, studies suggest that 
mangrove forests play a key role in the mitigation of, and adaptation to climate change either by 
planting new forests, protecting standing forests, and by preventing their deforestation (Duarte 
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et al., 2013; Gilman et al., 2008). Despite their importance, these forests face many threats, 
including deforestation and land use change.   
Mangroves are also threatened by anthropogenic actions and the effects of climate change. 
Studies by Friess et al. (2019), Lovelock et al. (2015), and Rogers et al. (2019) state that mangrove 
ecosystems are highly threatened by sea level rise and land use change, and that the loss of these 
forests ranges between 1-8% per year. The main reason why mangroves are threatened by these 
stressors is the limited amount of land available to maintain their extent of for future expansion 
and migration from land cover change to aquaculture, agriculture and urban development (Friess 
et al., 2019). Mangroves are known to migrate landward and seaward (Asbridge et al., 2016), 
however, these habitats have been reduced to narrow sections of coast due to anthropogenic 
pressures such as agriculture, aquaculture, and urbanization (Richards and Friess, 2016). Given all 
these pressures, monitoring the health of mangrove forests is of prime importance to ensure the 
ongoing quality and quantity of goods and services provided by these ecosystems.  
 
1.2 The importance of phenology 
Phenology refers to the relationship between seasonal life cycle events of plants and animals, and 
cycles of abiotic factors (Annette and Menzel, 2002; Morellato et al., 2016a). For example, 
flowering and fruiting may be related to seasonal rainfall, or falling or rising temperatures. 
Flowering plants, such as mangroves, align their flowering and fruiting events with changes in 
temperature and moisture (Duke, 2001). At the same time, plants need to protect themselves from 
antagonistic insects, seed predators and other pests (Duke, 2002a; Matthews and Mazer, 2016). 
Plant phenology is also linked to the carbon cycle, by regulating carbon sequestration and storage. 
Therefore understanding plant phenology is  fundamental to explain the processes governing 
weather, climate, and biogeochemical cycles, as well as ecosystem response to climate change 
and extreme weather events (Garonna et al., 2016; Peñuelas et al., 2009; Sitch et al., 2015).  
There are detailed phenological descriptions for many plant species, including mangroves 
(Coupland et al., 2006; Duke et al., 2006; Metcalfe et al., 2011a). For example, Duke (1990) 
described the phenology of Avicennia marina mangroves and related it to temperature, rainfall, 
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and location along the Australian coastline. These invaluable descriptions come from small and 
scattered plots, but with the aid of satellite images and other tools they are used to model plant 
phenology over large geographical areas (e.g. 100s-1000s of km). These models of phenology 
help us understand global phenomena such as the carbon and water cycles, but it is important to 
acknowledge that these models are often biased in two main ways:  
1. Most models of plant phenology are only applied to landscapes in the northern 
hemisphere, leaving a gap in knowledge related to the phenology of plants in the southern 
hemisphere (Chambers et al., 2013). This means that biogeochemical and ecosystem 
function models may produce results that are not representative of the global reality; and,  
2. Mangroves and other tropical forests are often ignored from continental- or global-scale 
phenology models (see e.g. Bolton et al., (2020); Fu et al. (2014); Vogelmann et al. (2016)). 
Models of phenology created for temperate forests may not be applicable to mangroves 
or other tropical ecosystems. 
To reduce these biases, and to improve global biogeochemical models, there is a need to explore 
plant phenology in the southern hemisphere, especially mangrove phenology. Of chief 
importance is the understanding of how mangrove phenology changes with location, and over 
time. Discerning how phenology changes with location is important because not all mangroves 
sequester and store the same amount of carbon (Adame and Lovelock, 2011; Kauffman et al., 
2020), and learning about temporal changes could explain mangrove adaptation to a changing 
climate. Attaining this knowledge requires data, and data collection in mangrove forests presents 
a unique set of challenges, as explained below. 
 
1.3 The challenges of monitoring mangrove forests 
Usually, mangrove health, growth, and phenology are monitored in the field, and field campaigns 
can be challenging. To assess phenology, data collection efforts should cover, at least, one full 
growing cycle, but preferably more (Metcalfe et al., 2011a; Wilson and Saintilan, 2012). In Australia, 
most descriptions of mangrove phenology were conducted in the 1980’s (Duke, 1988; Duke et al., 
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1984a; Saenger and Moverley, 1985; Tomlinson, 1986). More recently, Coupland et al. (2005) and 
Metcalfe et al. (2011), described the phenology of several mangrove species around Darwin 
harbour (NT) while Wilson and Saintilan (2012) did so in the Richmond River (NSW). The 
information provided by these studies is very valuable, and serves as a baseline for future 
comparison, but data on mangrove phenology is still scarce, variables and methods are not 
standardized, and frequency of observation varies widely between studies. This lack of agreement 
only adds to the complexity of understanding mangrove phenology.  
To better understand mangrove phenology, and how these forests respond to anthropogenic and 
natural stressors, one needs: 1) datasets that span decades; 2) to acquire data consistently over 
space and time; 3) collect data on a fortnightly or weekly basis; and 4) gather data over large areas 
instead of small plots. Satellites provide data with these characteristics, which is why remote 
sensing tools are emerging as indispensable tools to monitor mangrove forests at local, national, 
and global scales (Younes Cárdenas et al., 2017). 
 
1.4 Remote sensing of mangrove forests 
Satellites repeatedly collect data over large geographical areas, resulting in archives that can be 
used to monitor mangrove ecosystems worldwide. Studies have leveraged the spatial and spectral 
qualities of satellite sensors to create maps of mangrove forests at the global (Bunting et al., 2018; 
Chandra Giri et al., 2011b; Hamilton and Casey, 2016), regional (Bhattarai and Giri, 2011; 
Lymburner et al., 2019a), and local scales (Asbridge et al., 2018; Kovacs et al., 2001). These maps 
provide information on the extent, distribution of mangroves, and even Fractional Vegetation 
Cover (FVC), where FVC is defined as the area covered by foliage projected onto a horizontal 
surface (Younes et al., 2019). However, few studies have examined seasonal and long-term 
changes in mangrove forests. 
In 2018, Pastor-Guzman et al. (2018b), used the 8-day MOD09A1 surface reflectance product from 
the MODIS archive (2000-2014) to examine the phenology of mangrove forests in the Yucatan 
Peninsula (Mexico). The authors compared four different spectral indices to temperature, rainfall, 
water salinity, and litterfall, and concluded that mangrove phenology in their study sites is mainly 
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driven by rainfall, as opposed to temperature. Similar to Pastor-Guzman et al. (2018), Songsom et 
al. (2019) used MODIS data (2003-2012) to examine the phenology of mangroves in Southern 
Thailand. The authors used the 16-day MOD13Q1 product with a spatial resolution of 250m, and 
found that mangroves have a distinct phenology when compared to neighbouring tropical forests. 
These are just two examples of studies examining mangrove phenology using satellite imagery, 
and there are some aspects that can be improved. 
The studies by  Pastor-Guzman et al. (2018) and Songsom et al. (2019), use coarse spatial 
resolution data (500m and 250m respectively). This means that every pixel represents not only 
mangrove trees from different species, but salt marshes and other plant communities associated 
with mangrove forests. In addition to capturing many plant communities, each pixel may also 
capture different land cover types such as beaches, saltpans, croplands, roads, artificial surfaces, 
and water. Water is omnipresent in satellite images of mangrove forests, but the effects of water 
in the spectral signature of mangroves remain unknown. Moreover, the contribution of water (i.e. 
tides) to the spectral signature of mangroves may depend on the spatial resolution of the sensor, 
however this also remains unexplored. The main way to prevent these mixed pixels, and explore 
the effects of water on the spectral reflectance of mangroves, is to use sensors with finer spatial 
resolution, for example, Landsat or Sentinel 2.  
When compared to MODIS, the main advantage of Landsat and Sentinel 2 sensors is the finer 
spatial resolutions (30m and 10m respectively). Their main drawback, however, is the less frequent 
revisit time (8-16 days, and 3-5 days respectively). The Landsat sensors have an additional 
advantage in the length of its archive (32+ years) when compared to the MODIS archive (21 years), 
opening the opportunity to comparing past and present phenology. 
Due to its geographical and temporal coverage, the Landsat archive is well suited to aid in 
assessing mangrove phenology and it has been used for similar purposes in a wide range of 
ecosystems. For example, Melaas et al. (2018) used the Landsat archive to measure intra and inter 
annual variations in the magnitude of the Enhanced Vegetation Index (EVI) in temperate and 
boreal forests of North America over 29 years. Their study suggests that eastern and western 
forests differ in their phenology, specifically the dates of leaf emergence and onset. Using Landsat 
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imagery (1985-2015), Senf et al. (2017) found that the phenology of broad-leaved forests in 
Germany is mainly driven by elevation, and more importantly, that the growing season is starting 
earlier than in the 1980’s and 1990’s. These and other studies demonstrate that, despite a lower 
temporal resolution, the Landsat archive can be used to detect seasonal and interannual changes 
in vegetation phenology. 
Two recent studies that have used Landsat imagery to monitor seasonal changes in mangrove 
forests are those by Zhang et al. (2016) and Small and Sousa (2019). Zhang et al. (2016) used 
Landsat 5 images between 1985-2011 to explore the effects of extreme cold spells and hurricanes 
on the seasonal patterns of mangroves in south Florida (United States), but did not explore 
phenology per se. Small and Sousa (2019) on the other hand, examined seasonal patterns of 
mangrove greenness using Landsat and Sentinel 2 data over the Sundarbans region in 
Bangladesh. This study suggested that mangrove phenology is heavily influenced by monsoonal 
rainfall, and phenology seems to depend on the species composition and other environmental 
factors. The aforementioned studies hint at an increased interest in mangrove forests and 
mangrove phenology, but the following questions still remain: 1) What is the influence of water 
under the canopy in the spectral signature of mangroves? 2) Is mangrove phenology site 
dependent? 3) How do different spatial and temporal resolutions modify the observed phenology, 
and 4) Has mangrove phenology changed over the past 30 years? 
 
1.5 Research Aims and objectives 
Observing mangrove phenology is one way to measure vegetation response to changes in the 
climate. However, phenology is mostly studied in situ, at the plot level, and for short periods of 
time (<2 growth cycles). To examine how mangroves adapt to a changing climate, investigations 
spanning several decades and at different locations are needed. Satellite imagery archives hold 
decades-worth of data on these ecosystems around the world. In this thesis I will link field and 
satellite data to examine mangrove phenology. My overarching aim is to examine temporal 
and spatial changes in mangrove phenology across Australia using the Landsat and Sentinel 
2 archives. To achieve this aim, I address the following objectives: 
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1. To investigate the effects of understory water on the estimation of Fractional Vegetation 
Cover in mangrove forests (Chapter 3).  
2. To compare and contrast the effectiveness of different spectral indices in predicting 
Fractional Vegetation Cover (Chapter 3). 
3. To critically evaluate the relationship between field and satellite-derived phenology in 
mangroves forests across Australia (Chapter 4). 
4. To investigate how changes in the spatial and temporal resolution, alter the observed 
phenology of an ecosystem (Chapter 5). 
 
1.6 Thesis structure 
This thesis is made up of a literature review (Chapter 2), three empirical chapters (Chapters 3, 4, 
and 5), and a summary of the implications of this project to future work (Chapter 6). Each empirical 
chapter was written with the intention of being published in a peer-reviewed journal and can be 
read independently or in conjunction with the other chapters. Each chapter builds on the results 
from the previous one, creating a coherent overview of how mangrove phenology is derived from 
satellite imagery and how phenology changes over time and space (Figure 1).  A summary of each 
chapter is provided in the following section. 
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Figure 1: Thesis structure. Relationship between aims, chapters and outcomes.  
Acronyms used in the figure: Enhanced Vegetation Index (EVI); Generalized Additive Models (GAMs). 
 
1.7 Chapter synopsis 
Chapter 2: Monitoring mangrove forests, are we taking advantage of technology? 
In this literature review, I explore how different studies use freely available satellite imagery to 
monitor mangrove forests. Firstly, I look at common applications of satellite imagery in mangrove 
ecosystems, followed by the need for long-term studies of mangrove forests. Then I present two 
key gaps in using satellite imagery for mangrove research: 1) the effects of water under the canopy 
in the spectral signature of mangroves, and 2) the use of satellite images to detect the phenology 
of mangroves. The former is important because mangroves are subject to frequent inundation 
and thus their spectral signature may change from one observation to the next, not because of 
altered canopy structure, but by the presence or absence of water. The second gap is important 
because field descriptions of mangrove phenology are limited and there needs to be a consistent 
approach to monitoring phenology over time. In this chapter I argue that studies should leverage 
the long time series of satellite imagery to examine the phenology and trends of change in 
mangrove forests.  
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Chapter 3: The effects of water depth on estimating Fractional Vegetation Cover in 
mangrove forests. 
Building on the results of Chapter 2, in this chapter I aim to: 1) explore the effects of understory 
water on estimating Fractional Vegetation Cover; and 2) compare the effectiveness of different 
spectral indices in predicting FVC. To achieve these aims, I designed an experiment to isolate the 
effect of understory water on the spectral reflectance of mangrove leaves. I used a hyperspectral 
pushbroom scanner to capture data to derive four spectral indices for analysis.  
In this chapter I conclude that: 1) linear and non-linear models of the Enhanced Vegetation Index 
(EVI) produce similar predictions of FVC in mangrove forests; 2) EVI is a better predictor of FVC 
than the commonly used Normalized Difference Vegetation Index (NDVI); and 3) the spectral 
index plays a more important role than the spatial resolution when estimating FVC. The Fractional 
Vegetation Cover is measured at a single time step in the phenology cycle; therefore, good 
predictions of fractional cover over time may result in good predictions of phenology.  
 
Chapter 4: Extracting mangrove phenology from Landsat imagery: a novel approach using 
Generalized Additive Models 
In this chapter, I examine the relationship between satellite-derived phenology, published 
literature on mangrove phenology, and raw data from field observations. In contrast to previous 
studies, I use a data-driven approach to model phenology: Generalized Additive Models (GAMs). 
I evaluated  six sites across Australia, and concluded that: 1) seasonal and inter-annual variations 
of EVI correlate well with the net leaf production, and the rate of leaf production of mangrove 
forests; 2) GAMs can detect one or more periods of leaf production in evergreen forests; 3) 
mangrove phenology is site-dependent; and 4) fully parametric methods may over-simplify the 
phenology of mangroves and other evergreen forests.  
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Chapter 5: Considerations and pitfalls in using long time series of satellite imagery for 
vegetation phenology investigations 
This chapter builds on the results of Chapters 3 and 4; here I demonstrated how the area of 
interest, the sensor selection, and the data cleaning methods can change the shape of the 
phenology of a mangrove forest in northern Australia. To do this, I used 352 Landsat and 260 
Sentinel 2 images of the Darwin harbor in Northern Australia acquired between 2010 and 2020. I 
conclude that, the distribution of observations over time may play a more important role on 
apparent phenology than the frequency of observation. Also, the apparent phenology resulting 
from Landsat and Sentinel 2 sensors is comparable with one another, but it is not comparable to 
phenology derived from MODIS due to differences in the spatial resolution of the sensors. Finally, 
I argue that studies must incorporate knowledge and context into their workflows to ensure 
apparent phenology resembles true vegetation phenology. 
 
1.8 Research Methods 
In this section, I provide a brief overview of the methods used throughout the thesis. For detailed 
descriptions, please refer to the corresponding section in each chapter. 
 
1.8.1 Field Data Acquisition 
For this thesis, field data collection was limited to Chapters 3 and 4. In Chapter 3, I designed an 
experiment to examine the effects of tidal height on the estimation of Fractional Vegetation Cover 
in mangrove ecosystems. I collected mature Ceriops australis leaves from the ‘Jack Barnes 
Mangrove Boardwalk’ in Cairns, Queensland. I inspected the leaves, and divided them intro three 
groups. Each group was assigned to a tidal scenario (i.e. low, transition, and high tide) and was 
later scanned using a hyperspectral pushbroom scanner at James Cook University in Cairns, 
Queensland.  
The data collection for Chapter 4, was performed by Duke et al. (1999) between June 1996 and 
August 1998 in Curtis Island, and near the Gladstone port in central Queensland as part of an 
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experiment into the bioremediation of mangrove forests affected by oil spills. Importantly, for this 
chapter I only considered the plots not affected by the experiments, that is, the control plots. The 
data collected consisted of mean monthly values of six phenological variables, including the 
number of Leaves lost [leaves × m-2 × day-1], Leaves gained [stipules × m-2 × day-1], and the net 
leaf production [leaves gained - leaves lost × m-2 × day-1]. I used this information to validate the 
phenological models generated from Landsat imagery. 
 
1.8.2 Satellite Data Acquisition and processing 
In this thesis, I used imagery from high and medium resolution satellite sensors. In Chapter 3, I 
used two surface reflectance images from the Worldview 3 sensor over the Cairns region, in 
northern Queensland. The Digital Globe Foundation provided the images that showed the study 
area under low and high tide conditions.  
In Chapter 4, I used Landsat TM/ETM+ images, while in Chapter 5 I used Landsat TM/ETM+/OLI 
and Sentinel 2 images. All Landsat and Sentinel images used in this thesis were provided free of 
charge by the United States National Aeronautics and Space Administration (NASA) and the 
European Space Agency through Digital Earth Australia (DEA). DEA performed geometric, 
radiometric, and Nadir Bidirectional Reflectance Distribution Function (BRDF) Adjusted 
Reflectance (NBAR) using the methods described by Lewis et al. (2017). 
 
1.8.3 Data Analysis 
Throughout this project, I used a range of analysis and modelling techniques from the R and 
Python programming languages, ENVI 5.2 (Excelis Visual Information Solutions, Inc.), ArcGIS 10.3 
(Environmental Systems Research Institute), and Digital Earth Australia 
(https://docs.dea.ga.gov.au/about/intro.html). I used satellite images and Generalized Additive 
Models (GAMs) to examine the phenology of mangrove forests. A python package developed by 
Facebook Inc. The ‘Prophet’ package was originally designed to detect trends in user engagement 
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with the social media platform (Taylor et al., 2018), but instead of looking at trends of engagement, 
I re-purposed the package to examine changes in EVI.  
By measuring the changes in EVI, I was able to extract several phenological metrics (e.g. start, end, 
and length of the growing season) in different years. Moreover, GAMs allowed me to detect 
changes in the long-term trends of mangrove greenness, an indication that mangroves are 
dynamic ecosystems and are subject to the effects of long-term climate changes.  
 
1.9 Summary of Thesis Implications 
The methods used in this thesis could radically change the way we detect phenology from satellite 
images. In contrast to model-driven methods, I present a data-driven approach to effectively 
detect phenological cycles in mangrove forests. Because mangroves and other evergreen forests 
may have more than one period of leaf growth, sinusoidal or double logistic curves may not be 
good representations of the ecosystem. I have demonstrated that GAMs are able to detect these 
additional periods of leaf growth, as described in field observations. With the wealth of data stored 
in the Landsat, MODIS, and Sentinel 2 archives, data-driven models should be the norm, not the 
exception, when examining long term plant phenology. 
While most studies focus on key phenological metrics (e.g. start of season and peak growing 
season dates), I argue that the shape, amplitude, and frequency of the observed phenology should 
also be inspected. While phenological metrics are important when examining long term changes 
in plant communities, limiting ourselves to these metrics means that we analyse only some of the 
data. Changes in the shape, amplitude, and frequency of the observed phenology can provide 
insights into ecosystem change. For example, peaks and troughs in the observed phenology may 
indicate a dual leaf-flush event, or understory growth. Analysing all the information is equally as 
important as analysing changes in key phenological metrics, especially under climate change 
scenarios. 
I have demonstrated that small changes in the location, source data, and analysis methods can 
cause small - but significant - changes in the way we detect phenology and phenological metrics. 
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While this may seem obvious, it has far-reaching implications. The main implication is that, unless 
two models use the same data and parameters, they may be incomparable to one another. In 
other words, for any given site, two models may produce different phenological metrics because 
of contrasting data and methods, rather than changes in the plants themselves.  
2 Monitoring mangrove forests: are we taking full advantage of 
technology? 
 
A version of this chapter has been published as: Younes Cárdenas, N., Joyce, K. E., & Maier, S. W. 
(2017). Monitoring mangrove forests: Are we taking full advantage of technology? International 




Mangrove forests grow in the estuaries of 124 tropical countries around the world. Because in-
situ monitoring of mangroves is difficult and time-consuming, remote sensing technologies are 
commonly used to monitor these ecosystems. Landsat satellites have provided regular and 
systematic images of mangrove ecosystems for over 30 years, yet researchers often cite budget 
and infrastructure constraints to justify the underuse of this resource. Since 2001, over 50 studies 
have used Landsat or ASTER imagery for mangrove monitoring, and most focus on the spatial 
extent of mangroves, rarely using more than five images. Even after the Landsat archive was made 
free for public use, few studies used more than five images, despite the clear advantages of using 
more images (e.g. lower signal-to-noise ratios). The main argument of this paper is that, with 
freely available imagery and high performance computing facilities around the world, it is up to 
researchers to acquire the necessary programming skills to use these resources. Programming 
skills allow researchers to automate repetitive and time-consuming tasks, such as image 
acquisition and processing, consequently reducing up to 60% of the time dedicated to these 
activities. These skills also help scientists to review and re-use algorithms, hence making mangrove 
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research more agile. This paper contributes to the debate on why scientists need to learn to 
program, not only to challenge prevailing approaches to mangrove research, but also to expand 
the temporal and spatial extents that are commonly used for mangrove research.  
 
2.2 Keywords: 
Long-term monitoring, mangroves, tides, automation, Landsat, ASTER, programming, remote 
sensing. 
 
2.3 Introduction:  recalling the importance of mangroves 
Mangroves are groups of trees, palms and shrubs that grow in the estuarine margins of 124 
countries around the world (Duke et al., 2006; FAO, 2007), and cover between 150,000 and 188,000 
km2 (Barbier, 2015; Costanza et al., 2014). Inhabitants of mangrove forests include the Royal Bengal 
tiger (Panthera tigris tigris), crocodiles and myriad birds, reptiles, amphibians, crustaceans and, of 
course, humans. With so many species depending on mangrove forests, it is important to know 
how humans alter and use these ecosystems. 
Humans use mangroves in direct (e.g.. building materials, food and medicinal purposes) and 
indirect ways (e.g. carbon sequestration, protection from extreme weather events, fish nurseries 
and land building) (Barbier, 2015; Donato et al., 2011; Kainuma et al., 2010; Lee et al., 2014). These 
uses and services make mangroves worth up to $194,000 ha-1 yr-1 (Costanza et al., 2014). Despite 
the importance of these forests, best (and most recent) estimates declare that between 1980 and 
2001 global areas of mangroves declined 30-50%, and 16% of mangrove species may be facing 
extinction (Donato et al., 2011; Duncan et al., 2016; FAO, 2007). Furthermore, sea level rise is 
expected to submerge entire forests by 2115 (Lovelock et al., 2015), which only increases the need 
for better management and monitoring strategies.  
In-situ mangrove monitoring is a challenging task. Because these ecosystems are hard to access, 
surveying can be costly and time-consuming, but in-situ monitoring is still regarded as an 
important source of information (see e.g. Moritz-Zimmermann et al. (2002)). Remotely sensed 
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data provides a complementary source of information and is increasingly being used as such. For 
example, Lee et al. (2014) found that the Web of Science had more than 8000 indexed studies on 
mangroves and most of them used some sort of remotely sensed data. Their study also highlights 
how mangrove research is shifting from fine-scale projects (i.e. in-situ monitoring) to continental 
and global scale analysis. It is in the latter where remote sensing tools are most useful (see Section 
2.5).    
Earth observation satellites are excellent remote sensing tools for mangrove monitoring. They 
consistently i) gather information over large areas, ii) revisit places on a monthly, weekly, or 
sometimes even daily basis, and iii) use visible and non-visible sections of the electromagnetic 
spectrum to make quantitative measurements of light interactions with surface features (Chuvieco 
and Huete, 2010; Yang et al., 2017). Satellites also provide information and insight on spatial extent 
(e.g. land cover change), distribution (e.g. species), and temporal changes of mangrove forests 
(e.g. phenology). The collection of this information over decades is what makes satellites an 
invaluable tool for mangrove monitoring. 
Today, more than 300 earth observation satellites from more than 15 countries are operational 
(Union of Concerned Scientists, 2017). Such satellites are operated by state agencies or private 
companies and, while many operators provide data at commercial rates, some offer their datasets 
free-of-charge. For example, the MODIS (Moderate Resolution Imaging Spectroradiometer) and 
AVHRR (Advanced Very High Resolution Radiometer) archives have been publicly available since 
2001 and 1978 respectively. Although these sensors have a high spectral resolution, their spatial 
resolution (500m and 1.1km respectively) makes them less suitable for mangrove monitoring. In 
contrast, the Sentinel 2 sensor has a 10 x 10m spatial resolution in the visible and Near Infra-Red 
(NIR) spectral bands. Despite being publicly available since the instrument was operational in 
2015, no peer-reviewed studies to date have used Sentinel 2 imagery for mangrove research. This 
review, however, will focus on the Landsat (free since 2008) and ASTER archives (Advanced 
Spaceborne Thermal Emission and Reflection Radiometer, free since 2016). While some studies 
have used higher spatial or spectral resolution images for mangrove research (see e.g. Heenkenda 
et al. 2015; Koedsin and Vaiphasa 2013; Kamal and Phinn 2011), imagery from Landsat and ASTER 
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is still widely used for three main reasons: 1) their worldwide coverage, 2) their archives go back 
to the 1980’s and 1990’s respectively, and 3) data is freely available to the public (Wulder et al., 
2016). 
Since 2000, more than 50 peer-reviewed articles have used Landsat or ASTER imagery to monitor 
mangroves around the world. Of these, 52% focused on just five countries (Australia, Malaysia, 
China, Madagascar and Mexico), while only 3% had global extent (see Table 12). The remainder 
of the studies focused on 19 other countries. Figure 2 shows the countries and territories where 
mangrove research has been done using freely available imagery from Landsat and ASTER. Only 
22 countries have used freely available imagery, indicating that researchers are not taking 
advantage of this resource. Some of the reasons for this may include: lack of knowledge about 
the availability of satellite imagery, lack of interest in mangrove ecosystems, financial or data 
accessibility constraints and limited skills or infrastructure. 
 
Figure 2: Number of studies per country that used Landsat imagery (2000-2016). Approximately 65% of the studies 
focused on mangroves in developing countries. Green areas represent the distribution mangrove forests source: Giri 
et al. (2013a) 
 
This review does not intend to update the results presented by Heumann (2011) or Kuenzer and 
Bluemel (2011); they provide insightful reviews of methods and sensors commonly used in 
mangrove research. Here we intend to challenge scientists to take advantage of all available 
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imagery, processing facilities and datasets. This will result in examining more complex questions 
(e.g. seasonal and yearly changes, impacts of climate change and sea level rise), instead of 
focusing primarily on spatial extent.  
Changes in the spatial extent of mangroves fail to represent other processes occurring in the 
ecosystem. Therefore, it is important to combine this information with biophysical variables such 
as forest density, leaf area index and chlorophyll content to gain a better understanding of how 
the ecosystem reacts to environmental pressures. Shifting the focus from purely spatial variables 
to an integrated view of the ecosystem requires additional information. This information may 
include meteorological, biophysical, field and citizen-collected data in various formats, resolutions 
and scales. Cleaning, compiling, processing and analysing larger datasets requires more 
processing power than ever before. Nowadays there are resources available to make this happen 
such as freely available imagery, enhanced storage and processing facilities (see section 2.5.3).  
This review aims to: i) understand how researchers are currently using freely available imagery 
(mainly Landsat and ASTER) to study mangrove forests; ii) explore how long-term monitoring adds 
to our understanding of mangrove ecosystems; and iii) emphasize the need for scientists to 
acquire programming skills. To do this, we will revisit some of the questions being addressed and 
the time scales used to measure spatiotemporal changes. Next we examine the differences 
between high and low temporal resolution data, and suggest novel ways to process more 
information in less time. We then discuss how task automation needs to be incorporated into 
image processing and analysis and why researchers need to acquire programming skills to move 
mangrove research forward.     
 
2.4 What are we looking at? 
Mapping the natural extent of mangrove forests is required to quantify the services they provide 
as carbon sinks, fish nurseries and coastal protection (Danielsen et al., 2005; Donato et al., 2011; 
Lee et al., 2014). Extent mapping is also needed to analyse the threats mangroves face from 
climate change, deforestation and land use change (Alongi, 2008; Duke et al., 2007; FAO, 2007). 
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Nowadays, most maps of mangrove forests are derived from remotely sensed information and 
are used to represent changes in extent and land cover; examples of this are discussed below.  
The vast majority of studies use remote sensing technologies to identify mangrove forests and 
measure their spatial extent. Many methodologies have been developed to discriminate 
mangrove from non-mangrove vegetation. Chuvieco and Huete (2010) and Lillesand et al. (2015) 
are only two of the many sources of information that describe how these methodologies work 
and when they should be applied. This raises the question: do we really need more methods for 
discriminating mangroves from other land covers? Or is it time to change the scope of research? 
 
2.4.1 Mangroves extent and distribution  
In New Zealand, Gao (1999) analysed the distribution of mangroves using SPOT XS, and Landsat 
TM (TM) images. He found that, despite the coarser spatial resolution, TM images resulted in a 
more accurate differentiation of mangroves from other land covers. This was attributed to the 
better spectral resolution of TM images compared to SPOT XS. In 2003, Saito et al., compared 
SPOT-4 and ASTER imagery of the United Arab Emirates to map mangrove forests. In this case, 
neither satellite proved better than the other one for delineating the extent mangrove forests, 
mainly due to their high spectral resolution. In China, Jia et al. (2014) used 25 Landsat images to 
map mangroves at the country scale. Their main objective was to update the areas presented by 
a 2001 study. However, they did not explain the methods of the 2001 study and only compared 
the areal extent of mangrove forests. The aforementioned studies indicate possible drivers of 
mangrove loss, but failed to analyse or provide further information on such drivers or the reasons 
behind the changes in mangrove distribution.  
Some even more ambitious studies include species discrimination and species zonation. For 
example, Abdul Aziz et al., (2015) used Landsat imagery to successfully discriminate young and 
mature Rhizophora and Avicennia-Sonneratia forests in Malaysia. They used supervised and 
unsupervised classification methods, followed by segmentation of the spectral signatures of the 
different mangrove groups to accomplish this. In other ecosystems, using satellite images for 
genus identification has proven a challenging task (see e.g. Lu et al. (2004)). In mangrove 
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communities this process is aided by contextual information based on their distribution along 
estuaries and the tidal profile that leads to well-known zonation between genera (Duke et al., 
2006). 
Remote sensing has also been combined with other techniques to determine how mangroves 
change their distribution when their environment changes. The case presented by França et al., 
(2012) shows how Landsat imagery, paired with sediment cores and pollen analysis, can provide 
evidence of mangrove encroachment when the environmental conditions change. However, the 
authors used a single image of the Marajó Island to map the extent of mangroves, which limits 
the information extracted. To test how sand migration affects the mangrove ecosystem the 
authors could have used several Landsat or ASTER images to analyse how this process has altered 
mangrove habitats. With enough images, they could have created a model relating mangrove 
habitat to the island erosion and accretion rates to further test their hypothesis. These are just a 
few examples of how remote sensing technologies aid in measuring the spatial extent of 
mangroves. While methods vary, the result is the same: an impression of the state of the land 
surface at a given point in time. Conversely, the usage of two or more images of the same area 
results in the ability to identify changes in the landscape.  
 
2.4.2 Thematic and biophysical variables 
Identifying changes in the landscape is an important aspect of mangrove research. By using two 
or more remotely sensed images from different years, it is possible to identify changes in thematic 
and biophysical variables. These variables may be categorical or continuous and can be measured 
directly (e.g. land cover) or through a proxy (e.g. spectral indices). An example of how a biophysical 
variable may be related to a spectral index is presented by Jean-Baptiste and Jensen (2006). They 
used ASTER imagery to correlate in-situ measurements of canopy closure and leaf area index (LAI) 
with the Normalized Difference Vegetation Index (NDVI) and the Soil Adjusted Vegetation Index 
(SAVI). The authors found that both biophysical variables were highly correlated with the spectral 
indices. The main drawback of this study is the use of a single image. This provides limited results 
and fails to demonstrate if established relationship with the spectral indices holds true over space 
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or time. By using additional images, their relationships between spectral indices and biophysical 
variables may have been tested on different dates or study sites.  
Raha et al. (2012), on the other hand, used six remotely sensed images to directly measure 
shoreline configuration (i.e. a thematic variable) in the Sundarbans. They found that the above-
ground mangroves biomass is related to the accretion and erosion of the islands in the region. By 
using six satellite images, they were able to demonstrate how mangrove forests are transformed 
over time and the impacts this has on the ecosystem. Almost every mangrove forest around the 
world has been transformed in some way or another, and identifying these changes plays an 
important role in mangrove research.  
 
2.4.3 Change detection 
The ability to detect changes in the landscape depends mainly on the area affected and the 
resolution of the sensor being used. When using moderate spatial resolution sensors such as 
Landsat or ASTER, widespread events (e.g. defoliation) are often evident, while localized changes 
are difficult to detect. In eastern Africa for example, Ferreira et al., (2009) found that selective 
cutting and logging in the Kenya-Mozambique border cannot be detected at the pixel level using 
Landsat imagery due to its resolution (30 x 30 m). Importantly, the authors used methods aimed 
at detecting land cover changes (i.e. unsupervised classification), although sub-pixel analysis may 
have yielded a different result. Despite this, they did manage to quantify gains and losses when 
comparing images from 1995 and 2005. The losses were mostly attributed to the construction of 
aquaculture ponds and urban expansion, which are often bigger than a pixel and have different 
spectral signatures to mangroves. 
Aquaculture expansion and coastal development are a threat to mangrove forests. Chen et al., 
(2013) and Béland et al., (2006) assessed land cover changes in Honduras and Vietnam using 
satellite images from the 1980s, 1990s and 2000s for their assessments. Not surprisingly, both 
studies correlated aquaculture expansion with mangrove loss. Despite this, some limitations need 
to be mentioned:  i) both studies used images taken more than six years apart, resulting in high 
uncertainty and limited ability to identify other sources for land cover change; ii) the influence of 
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extreme weather events (e.g. hurricane Mitch in 1998 and typhoon Linda in 1997) is overlooked 
as a source of mangroves loss; and iii) patches of mangrove forests may have been concealed by 
the tidal height, or water in the ponds, which adds to the overall uncertainty in the results of these 
studies. The examples presented in this section show how mangrove research has been conducted 
thus far: focusing in the extent of mangroves and overlooking other physical variables that may 
influence the extent of the forests shown in satellite images. 
In general, there is an abundance of studies that focus on mapping mangroves forest extent (for 
excellent reviews refer to Kuenzer et al. (2011) and Heumann (2011)). To map and discriminate 
mangroves, several image classification methodologies have been developed (e.g. object-based, 
pixel based, artificial neural networks). However, most studies focus on the spatial extent of 
mangroves, and only the location between studies seems to change. Giri et al. (2013a) and 
Spalding et al. (1997) have already mapped mangroves on a planetary scale, and we should 
leverage this information to contribute to mangrove research. Examples of knowledge gaps 
include: i) the identification of phenological changes that have occurred over past decades in 
mangrove ecosystems; and ii) how resilient are mangrove ecosystems today, compared to 30 years 
ago. But more importantly, we still need to determine if the tidal height, at the time of image 
acquisition, affects the spectral signature of mangroves. The latter is important because areas of 
mangrove forests may have been routinely underestimated due to the proportion of water in a 
pixel may influence how it is classified (see Section 2.4). Furthermore, we need to determine if the 
spectral bands commonly used to identify mangroves (e.g. NIR) are affected by water in the 
background, and the magnitude of these effects.  
 
2.4.4 Data gaps and future research 
Mangrove studies cover a wide range of topics that certainly need to be addressed; most focus 
their attention on changes in area, land use and land cover. However, the influence of water under 
the canopy (i.e. tidal height) and how it alters the spectral signature of mangroves has yet to be 
fully studied. Some evidence suggests that the tidal height at the time the satellite images were 
taken might influence mangrove classification (Adam et al., 2010; Akumu et al., 2010a; Giri et al., 
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2007). If the spectral signature of mangroves indeed changes with the tidal height, mangrove 
classification methods and current estimates of mangrove areas would have to be revised.  
To understand why this happens, we have to look into the structure of the leaves and the forest. 
Firstly, in the cellular structure of the leaves, the mesophyll cell layer and its internal cavities scatter 
the incidental light and reflect the 700 – 1100 nanometre region of the spectrum (i.e. the NIR 
region; Chuvieco and Huete, 2010). Secondly, from the viewpoint of a satellite, the forest structure 
is comprised of groups and stacks of leaves that form the canopies of trees. When leaves are 
stacked they reduce the backscatter of light and contribute to the overall reflected radiation; in 
other words, the denser the canopy, the more reflected light. In contrast, single leaves allow 
approximately 40% of the incident radiation to be transmitted through their structure and into 
the background (See, Figure 3, Dawson et al., 1998). Water is known to absorb most incident light, 
including the NIR and SWIR regions. During high tide, water floods the mangroves and the light 
that is transmitted to the background depends on the canopy density. As shown in Figure 3, when 
light hits a single leaf, some energy is reflected and some is transmitted; the latter is finally 
absorbed by the water. This scenario is common in the fringes of the forest, river margins and 
beaches, where canopies have a low density. Conversely, in places with denser canopies, leaves 
can stack and reflect more light. These differences can have a significant impact on how 
researchers interpret the information of a satellite image, for example when measuring the spatial 
extent of mangroves. 
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Figure 3: Interaction of electromagnetic energy with a single leaf (A) and a stack of leaves (B) (Adapted from Jong and 
Van der Meer, 2001, p. 118). The higher the number of stacked leaves, the greater the NIR and SWIR energy captured 
by the sensor. 
 
Evidence that tidal height and canopy density affects the spectral signature of mangroves is 
presented by Saito et al. (2003). They showed abrupt declines in the NIR and SWIR spectral bands 
when images of Avicennia mangroves were taken during high tide, when compared to low tide. 
Although the authors do not investigate this issue further, this confirms that water in the 
background alters the spectral signatures of mangrove forests. A representation of how this 
happens is shown in Figure 4.  
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Figure 4: Conceptual figure of mangroves at high and low tides. Panel A) simulates a Landsat pixel of a mangrove 
forests during high tide. Here, the water in the background absorbs the NIR and the forest canopy reflects it lowering 
the reflectance of the pixel in all wavelengths. Panel B) simulates the same pixel during low tide; overall, more 
radiation is reflected in this scenario across all wavelengths. Panel C) compares the spectral signature of pixels A) and 
B) 
 
This lack of understanding about how water affects the spectral signature of mangroves is a critical 
gap that needs further research due to the impact that it may have on the overall areas classified 
as ‘mangroves’ (Vo et al., 2013). For example, Li et al. (2013), found discrepancies in surveyed and 
Landsat-derived areas of mangroves in southern China. They attribute (yet do not quantify the 
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magnitude of) these differences to i) varying tidal heights in the images and during surveys; ii) 
errors in field measurements and iii) time gaps between imagery and surveys. All of these factors 
alter the classification of mangrove forests and highlight the need for a standardized way of 
measuring these forests, irrespective of the tidal height.  
In an attempt to address this, Zhang and Tian (2013) created a Mangrove Recognition Index that 
includes images taken at high and low tides. The authors argue that during high tides there is a 
sharp decline in the spectral reflectance of mangroves, especially in the NIR and SWIR regions. 
While the authors state that this decline is a key element in the discrimination of mangrove from 
non-mangrove vegetation, they offer no explanation as to why this phenomena happens. 
Although the paper uses two images to discriminate mangroves at high and low tide, it fails to 
quantitatively address the effects of tidal height for individual spectral bands. The research would 
have been more relevant if a correction method (i.e. numerical relationship) for specific spectral 
bands had been proposed. Despite the efforts of these researchers, this index has yet to be 
independently tested and validated.   
In summary, there are many methodologies for mangrove classification, but none consider the 
tidal influences. This means that biophysical and thematic variables are likely to be affected, 
especially in areas with big tidal fluctuations. Likewise, the thematic and biophysical changes 
previously identified would have to be revised. Once we account for these variations we can apply 
this knowledge to identifying long term changes in mangrove forests, their causes and more 
accurate estimates of carbon stocks (Giri, 2016; Loveland and Dwyer, 2012).  
 
2.5 The need for long-term mangroves monitoring 
2.5.1 Bi-temporal and multi-temporal analysis 
The ability of satellites to systematically gather information of a given place over long periods of 
time makes them a valuable tool for identifying disturbances in the landscape (Loveland and 
Dwyer, 2012). One of the main uses of remotely sensed images has been bi-temporal analysis. Bi-
temporal analysis uses two images to describe the changes in spectral or thematic characteristics 
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of a given environment (Hansen and Loveland, 2012). While common and simple to implement, 
this approach has serious limitations as it fails to describe stochastic (e.g. fire), cyclical (e.g. 
phenology) or long-term trends in the environment. Likewise, signal-to-noise ratios, cloud 
coverage and shadows may affect the interpretation of the results.  
In contrast, multi-temporal analysis uses several images (often dozens) to describe not only trends 
in the environment, but also cyclical changes and feedback phenomena (Kennedy et al., 2014). 
This is where the millions of images captured by the Landsat and ASTER satellites have the 
potential to play a pivotal role in mangrove research. However, having the information available 
does not mean it is being used, and mangrove scientists are not yet fully exploiting the Landsat 
and ASTER archives to explore long-term changes in these fragile ecosystems.  
Multi-temporal analysis is not without its challenges, one of them being (mis)registration of pixels 
during the calibration and validation stages of the analysis. In medium (e.g. Landsat) and coarse 
resolution images (e.g. MODIS) pixel alignment is key to ensure that one is tracking a single piece 
of land over time. Multi temporal analyses need to consider the georegistration errors inherent to 
the methods used, and resolution of the imagery (Claverie et al., 2018). In the best scenario, 
Landsat images could be up to 15m off target, while MODIS images could be off by hundreds of 
meters. These errors could be additive or multiplicative over time, depending on the ecosystem 
being examined, the number of images used, the availability of field data for validation, and the 
knowledge of the study site by the research team.  
Here, we looked at 55 peer-reviewed journal articles published between 2001 and 2016 that used 
Landsat or ASTER images to map or monitor mangrove forests. Approximately 1900 satellites 
images were used, but most studies used three images 7 – 11 years apart (see Table 12 in 
Appendix 1). From 2001 to 2008, 21 studies were published and about 143 images were used, 
while between 2009 and 2016, more than 1700 images were used. Until 2008, budget constraints 
for image acquisition was a common constraint for using satellite images but, when the Landsat 
archive was made public a surge in their use was evident (Loveland and Dwyer, 2012; Wulder et 
al., 2012). This milestone has been fundamental for mangrove forest research because during and 
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after 2008 the total number of images used to monitor these ecosystems increased by a factor of 
ten (see Figure 5).  
 
 
Figure 5: Cumulative number of images per year.  
 
Monitoring mangrove forests, however, often focuses on the areal extent, rather than on long-
term monitoring. After 2008 several papers had study areas larger than the footprints of a single 
satellite image, and hence required more images to cover their study sites. For example, Jia et al. 
(2014) used 25 images to map mangroves in China while Giri et al. (2011) used more than 1000 
images to map mangroves worldwide. Despite the increase in the use of satellite images, most 
studies still use fewer than ten images (see Figure 6). This means that the full potential for the 
image archives is yet to be unlocked.  
Recently, researchers have shown interest in using high temporal resolution data to examine how 
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2016), explored canopy expansion dynamics, Zhang et al. (2016) focused on phenology and Li et 
al. (2013) on fragmentation. This focus shift, from forest extent to forest dynamics, is much 
welcomed and we expect the trend to continue. 
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2.5.2 Long-term monitoring of mangrove forests 
To assess the risk of hypertension in their patients, doctors often take several blood pressure 
measurements in a single day. Similarly, high temporal resolution data enables a better 
understanding of the processes acting on an ecosystem. Long-term monitoring should be 
understood as systematically observing land surface dynamics using temporally dense 
information over a set period of time (Kuenzer et al., 2015; Lindenmayer et al., 2012). The 
applications of long-term monitoring range from carbon budget modelling to estimating crop 
yields and ecosystem management. Ultimately, the goals of long-term studies should be to 
support evidence-based policy decisions, and to understand the complex relationships taking 
place in mangrove forests.  
An example of a long-term study that used high temporal resolution data of mangrove 
ecosystems is presented by Zhang et al. (2016). They used 150 Landsat images of southern Florida 
taken between 1985 and 2011 to analyse how chilling events and hurricanes affected mangrove 
trees. They found that shorter mangroves suffered more damage from chilling events, while taller 
mangroves were subject to more damage from hurricanes. They concluded that mangroves can 
take up to seven months to reach the lowest vegetation condition, and up to six years to fully 
recover after an extreme event. The case presented by Zhang et al. (2016) is relevant for two main 
reasons: it is a long-term study, and it uses high temporal resolution data. The former is related 
to the 27-year monitoring period that incorporated not only satellite imagery, but also 
meteorological information (i.e. temperature, humidity) and extreme weather events. The 
temporal resolution refers to using more than five images per year. 
Going from two images per decade to five per year represents a paradigm shift in mangrove 
research. Long-term monitoring studies will become the new norm and regular change detection 
studies will become obsolete, as more images are collected and processing capabilities increase. 
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This is fundamental for mangrove forests, especially because this information can be further used 
to model how mangroves adapt to changing environmental conditions, or to value ecosystem 
services over time. Additionally, this opens the door to phenological research in mangrove forests. 
Phenology is related to seasonal cycles of fruiting, flowering, rainfall, temperature and other 
factors. In mangrove ecosystems, it has been thoroughly studied in-situ, without the use of 
remotely sensed data (Duke et al., 2006). The spatial arrangement of mangrove forests makes 
them ideal targets for long-term monitoring using remote sensors. While some species can 
tolerate high concentrations of salt and frequent inundations, others prefer upriver locations and 
infrequent wetting (Duke et al., 2006). Changes in the spectral signatures and spatial configuration 
(or other properties) of mangroves may reveal alterations in ecological processes (Kennedy et al., 
2014; Lewis III et al., 2016). For example, seasonality, disturbances and recovering ecosystems may 
show cyclical, abrupt decreases and steady increases respectively in the value of a given property 
(Figure 7). If these changes are to be noted, an adequate number of observations (i.e. satellite 
images) is needed (Figure 8). The ability to detect subtle or abrupt changes in mangroves can 
mean the difference between and timely response and a massive dieback.  
  
 
Figure 7: Conceptual diagrams of different processes in mangrove forests (adapted from Kennedy et al. (2014); Lewis 
III et al. (2016). Here, a mangrove ecosystem shows (A) cyclical phenological changes, (B) an abrupt disturbance and 
(C) a recovering phase.  
 
The real power of remotely sensed data is that it can be traced over time at the pixel level. In 
north-eastern United States, for example, Zhu and Woodcock (2014) monitored land cover 
changes in deciduous and conifer forests using 519 Landsat images over 30 years. By using 
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approximately 519 observations per pixel, they established a range of values in which healthy 
forests should fluctuate. If an observation was outside the expected range, then the forest had 
changed. This method enabled them to pinpoint when change had occurred and measure the 
magnitude, frequency and intensity of that change. While this algorithm seems to be useful in 
detecting changes across a range of land cover classes, it has yet to be tested in mangrove forests. 
This would represent a challenge because of tidal variations and the corresponding changes in 
the spectral reflectance of mangroves. Furthermore, high numbers of false changes may arise 
when the algorithm classifies pixels as ‘mangrove’, then as ‘water’ and back to ‘mangrove’ due to 
changing tides.  
The algorithm developed by Zhu and Woodcock (2014) used surface reflectance values as the 
main input, but spectral indices (e.g. NDVI) or other variables may be used. This approach was 
shown during the development of the algorithm (Zhu et al., 2012). Regardless of the variable, it is 
evident that the number of observations is of critical importance, although this may require 
additional processing and storage facilities (Yuan et al., 2015). To represent the importance of 
time density in the data, Figure 8 illustrates how an insufficient number of observations may lead 
to incorrect interpretation of remotely sensed information.  Here, the measured variable (i.e. pixel 
value) changes over time and, to detect these changes, the correct number of observations (i.e. 
satellite images) is crucial. Panels A), B), C) and D) display changes in state, amplitude, frequency 
and trend of a measured variable. Too few observations lead to incorrect interpretations of the 
variable behaviour over time; in this case, the interpretation is that there is no change over time. 
In contrast, having temporally dense information provides the researcher with a more accurate 
perspective of the range, frequency and amplitude of a variable before and after a change. Just 
like doctors assessing hypertension in patients, mangrove research could benefit from having long 
term, temporally dense information from the Landsat and ASTER archives. Despite this, cloud 
cover and shadows still pose a significant challenge. 
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Figure 8: Change of (A) state, (B) amplitude, (C) frequency and (D) long-term trend in a variable (i.e. pixel value). The 
number of observations (E) allows the correct identification of the processes acting in the ecosystem (conceptual 
diagram, adapted from Zhu and Woodcock (2014) and Kennedy et al. (2014)) 
 
Cloud cover and shadows are well-documented challenges when using satellite images (Abrams 
et al., 2015; Kuenzer et al., 2011; Wulder et al., 2016). Researchers usually resort to cloud-free data, 
regardless of the sensor, number of images or the location but this trend is changing in favour of 
using pixel-by-pixel observations. According to Zhu and Woodcock (2014), by discarding pixels 
flagged as clouds or shadows, the remainder of the pixels are used as valid observations. This also 
applies to gap lines in Landsat 7 images with the Scan Line Corrector off (SLC-off); the gaps are 
treated as masked pixels. The ability to extract information from every image is important because 
SLC-off images are rarely used. By enabling the usage of SLC-off images, the signal-to-noise ratio 
is reduced, and the number of usable images rises, resulting in more usable information and better 
assessment of the ecosystem.   
Long-term monitoring of mangroves faces another challenge: spatial coverage. Sensors have 
collected different numbers of images for different geographical locations. For example, while the 
continental United States, Europe, Australia have more than 800 images in the Landsat archive, 
Africa, wester Asia, and Central America often have less than 400. The disparity of available images 
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makes every usable pixel very valuable, especially when there are clouded images over mangrove 
forests in countries with relatively few images. To overcome these limitations, researchers have 
various tools available that may enable the use of the whole Landsat archive for mangrove 
monitoring (see e.g. Braaten et al. (2015); Frantz et al. (2015); Goodwin et al. (2013); Zhe Zhu and 
Woodcock (2014)). 
Despite our ability to use all available Landsat images, challenges remain. Selecting and validating 
time series methods and results depends on the environmental conditions of the study site as well 
as on the preferences of the researchers (Roy et al., 2015). Finally, the wealth of data required for 
(and generated by) long-term studies is often difficult to gather, store and process. Therefore, to 
unleash all the potential lying in the Landsat and ASTER archives, researchers need to take 
advantage of all available technology.  
 
2.5.3 Available technologies for long-term mangrove monitoring 
Most studies use images 7-11 years apart from one another (see Table 12), making it difficult to 
assess subtle or ongoing changes in mangrove ecosystems due to noise and low temporal 
resolution of the data (Kennedy et al., 2010; Zhu et al., 2012). To better understand how the 
ecosystem reacts to different environmental conditions (e.g. precipitation, temperature, nutrient 
loads), full use of the Landsat, ASTER and Sentinel 2 archives is required. This implies large dataset 
acquisition, storage, and processing, which are the most urgent challenges to be addressed if 
long-term ecosystem monitoring is to be implemented (Yang et al., 2017). 
With all data available, the next challenge is the time and infrastructure required for image 
processing and information extraction. It is true that not all researchers have the computing power 
to acquire and manipulate the vast amounts of information that this represents (Wulder and 
Coops, 2014). Despite this, we think that long-term monitoring of mangrove forests needs to be 
prioritized, and thus we present some alternatives to overcome acquisition, storage and 
processing limitations:  
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Google Earth Engine (GEE, https://earthengine.google.com/) is an online platform that may be 
used by public and private organizations to store, process and make visualizations of large 
geospatial datasets. Users can upload their own images and algorithms, but GEE also features its 
own database of earth imagery (e.g. Landsat), processed data (e.g. Digital Elevation Models), 
climate, and demographic datasets (Google, 2015). All datasets and algorithms are available for 
approved users. While access to GEE is free, every application goes through an evaluation process 
and not every application is accepted. This may be due to high demand for free processing 
capabilities or because GEE requires research to be at a global scale. Examples of the capabilities 
of GEE include mapping the expansion of oil palm plantations (Lee et al., 2016) and urban 
settlements (Patel et al., 2015) and quantifying changes in the world’s forests (Hansen et al., 2013). 
In mangrove research, (Giri et al., 2015) used the GEE to assess mangrove changes in Pakistan, 
India and Bangladesh between 1973 and 2011, but we have yet to see more uses of this platform.  
Amazon Web Services (AWS, https://aws.amazon.com/) and Microsoft Azure (MA, 
https://azure.microsoft.com/) provide storage, processing and visualization capabilities in paid 
and free subscription schemes. Both services provide access to ESRI ArcGIS, provided that the user 
already has an active licence to run said program. ESRI has its own cloud processing platform 
(ArcGIS Online, https://www.arcgis.com/) that allows users to upload, process and share 
geospatial information using their proprietary software.   
In contrast to the previous examples, the Australian Geoscience Data Cube (AGDC, 
http://www.datacube.org.au/) and NASA Earth Exchange (NEX, https://nex.nasa.gov/nex/) are not 
led by private organizations. They are government-led initiatives that provide scientists with 
geospatial information, algorithms and High Performance Computing (HPC) capabilities. The 
AGDC is hosted at the National Computing Infrastructure facility at the Australian National 
University (Lewis et al., 2016), and provides specialty imaging and visualization tools to its users 
(NCI, 2015). Likewise, the NEX platform also offers supercomputing facilities, data, algorithms and 
downscaled climate models to its users. Although the NEX is restricted to researchers and 
institutions affiliated with NASA, users can take advantage of NASA’s datasets, processing 
algorithms and HPC facilities. 
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A comparison between services is presented in Table 1, but these are just a few examples. We 
encourage readers to look also at EarthCube (https://earthcube.org/), UCAR Unidata 
(http://www.unidata.ucar.edu/), European Space Agency (ESA) Grid Processing on Demand (G-
POD) for Earth Observation Applications (http://gpod.eo.esa.int/) and EarthServer 
(http://earthserver.eu/), all of which provide varying cloud computing services for geospatial 
analysis. There is also one free tool specifically developed for Time Series visualization: NASA’s 
GIOVANNI (https://giovanni.gsfc.nasa.gov/giovanni/). Despite the fact that GIOVANNI is heavily 
focused on atmospheric measurements, it has strong statistical and visualization tools that 
provide long-term data to the user. 
  


















HPC Capabilities ● ● ● ● ● ● 
Data Storage ● ● ● ● ● ● 
Preloaded Satellite Imagery ● ● ● ● ● ● 
Preloaded Algorithms ● ● ● ● ● ● 
Free to Access ● ● ● ● ● ● 
Access Subject to Project 
Approval 
● ● ● ● ● ● 
Requires Programming Skills 
to Use 
● ● ● ● ● ● 
Provide Own Visualization  
Tools 
● ● ● ● ● ● 
Supports paid Third-Party  
Visualization tools. 
● ● ● ● ● ● 
Provide ready-to-use 
products  
(e.g. NDVI) or algorithms 
● ● ● ● ● ● 
User can Upload Own 
Imagery 
● ● ● ● ● ● 
User can upload/develop 
processing algorithms 
● ● ● ● ● ● 
Table 1: Comparison of available HPC resources for long-term mangrove monitoring. Symbol colour represent:  
Green = yes; Yellow = depends on the project; Red = no. 
 
Although it is not the aim of this review to provide an in-depth explanation of how these platforms 
work, here we briefly mention four clear advantages over traditional ways of processing geospatial 
information (for more information see e.g. Yang et al. (2017), (2013)): 
i. Scalability: these platforms are made to handle increasingly higher loads of data. The end 
user does not need to worry about expanding or upgrading memory, processors or 
storage because the service provider will do this as necessary.  
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ii. Reliability, redundancy and maintenance: service providers have processing and 
storage facilities located around the globe: if one fails, there are a number of backups that 
ensure processing continues (redundancy) without losing data (reliability). Also, software 
and hardware maintenance reduces crashes or malfunctions on the platform, allowing for 
peak performance and better service.  
iii. Data sharing, discovery and exchange (collaboration): one single dataset can be used 
by several teams, agencies or organizations. Instead of making each research team acquire 
the information, it can easily be shared; this saves time and effort that can be invested in 
using the information. This applies not only to datasets but to algorithms and scripts. This 
is important because it makes methods reproducible by different groups.  
iv. Pay-as-you-go: paid services charge only by amount of data processed or the time spent 
using the resources. Considering that 184,500 Landsat images can be processed in eight 
hours (Mueller et al., 2016) and some services are free-of-charge, these platforms are even 
more appealing. 
All this means that mangrove research can process virtually unlimited amounts of data, in shorter 
times, for free and without data or service loss. Potential uses of these resources include near real 
time monitoring of land cover changes, carbon stocks and others. 
In summary, future mangrove research needs to embrace cloud-computing services. They not 
only provide data, storage, processing and algorithms, but also enable large-scale and long-term 
mangrove research in an efficient, cost-effective way. Giri et al. (2013b) and Wulder and Coops 
(2014) have motivated researchers to use these services, but one obstacle remains: the lack of 
programming skills. Without them, researchers depend on manually acquiring, correcting and 
processing imagery, thereby limiting the spatial and temporal extent of their studies as well as the 
depth of questions being addressed. Once image processing is dealt with, researchers must 
analyse the data and, if done manually, results may be limited and superficial. Automating data 
analysis opens the door for continental and long term studies (see e.g. (Gill et al., 2017; Olofsson 
et al., 2016; Vogelmann et al., 2016a) 
 
2.6 The need for automation: challenges and opportunities 
The lack of adequate computing power is one of the main reasons cited as to why researchers are 
using few images, however this is changing (Giri, 2016; Wulder and Coops, 2014). We certainly 
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agree with Giri (2016) and Granell et al. (2016) when they state that earth observation research 
needs to be taken to the next level. This means using cloud computing and ever-growing data 
repositories, using and re-using geospatial and environmental data products and, ultimately, 
harnessing the capabilities of platforms like AGDC and GEE. Technology enables researchers to 
allocate time to data analysis, rather than to processing by automatically doing the hard work.  
Labour-intensive, time-consuming tasks that require immediate action can be automated. 
Examples of this can be seen in stock trading (Teixeira and de Oliveira, 2010), face recognition 
(Jenkins and Burton, 2008) and other applications. This has also been done in earth observation 
applications. Researchers have been able to automate algorithms to achieve different ends. For 
instance, Kuleli et al. (2011) delineated shorelines of several Turkish wetlands, Barrett and Frazier 
(2016) linked reflectance to water quality values, while Selkowitz and Forster (2016) mapped 
permanent ice and snow cover over the western United States. These and many other studies 
automated the image pre-processing stages, cloud or water masking, index generation, 
thresholding and map creation, all of which are fairly straightforward but time-consuming. Despite 
these goals being achieved, there is room for improvement. Once an algorithm is developed, 
hundreds of images can automatically be downloaded and processed, greater areas can be 
analysed, and the process can be replicated in other ecosystems.   
In mangrove forests, few authors have reported task automation. Some exceptions include Zhang 
et al. (2016), for instance, who automatically calculated four spectral indices (NDVIS, SAVI, EVI, 
NDMI) for more than 140 Landsat images through South Florida. Heenkenda et al. (2014) 
automated the image classification of aerial photographs and WorldView-2 imagery to distinguish 
mangrove species from other vegetation. Similarly, Giri and Muhlhausen (2008) used a 
semiautomatic technique to monitor mangrove changes in Madagascar. This shortage of 
examples is a reflection of the need for researchers to automate tasks if better and more complex 
questions are to be addressed in the near future. The use of automatic processing algorithms 
represents the biggest opportunity for mangrove research but, to use them, researchers need 
programming skills. 
 
54 | P a g e  
 
2.6.1 Automation requires skills 
Environmental and remote sensing sciences need to leverage all technological advances, including 
programming (Vitolo et al., 2015). Programming has been deemed as an essential skill for the 21st 
century, just as important as reading or writing (Paul, 2016; Vee, 2013). However, the lack of 
programming skills is hampering our ability to answer complicated questions related to mangrove 
ecosystems. For example, we need to know more about mangrove phenology at the landscape 
scale, and how they respond to varying nutrient, temperature and sea level changes. Satellites 
generate enough information to answer these questions, but to do this we need to automate as 
many tasks as possible.  
Automating image processing is on the rise and it can save 50-60% of the time spent on a project 
(Giri, 2016). The ability to sub-divide the acquisition, processing and analysis of remotely sensed 
data into smaller, simpler tasks that a computer can do should not require a software engineer 
(Paul, 2016; Wing, 2008). Scientists should be able to read and write code to make their work 
easier and faster. 
Researchers have been developing scripts in R, Matlab, Python and other programming languages 
for statistical analysis and to solve complex mathematical problems (Vitolo et al., 2015). Then why 
are so few studies undertaking long-term projects on the dynamics of mangrove ecosystems? 
Reasons may differ, but some that arise from this review are the potential lack of knowledge of 
available resources and a lack of programming skills. The latter is a gap that needs urgent 
attention.  
There are many reasons to acquire programming skills. Here we summarize some of the most 
important ones when related to mangrove research: 
i. Fully using available computing capabilities. Be it a desktop, laptop or supercomputer, 
researchers often use only a small part of the processing capabilities of their machines 
(e.g. for word processing, and some statistical analysis). Modern computers have resources 
that could be used more intensively. Instead of turning off the computer during weekends 
or nights, researchers could automate repetitive and analytical work and dedicate their 
working hours to interpretation and communication of their results. 
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ii. Iteration over big datasets can be tedious or even impossible if done manually. Processing 
and analysing hundreds of images of the Landsat or ASTER archives could be done in days 
or weeks if automated and provide much needed information to scientists, land managers 
and policymakers. Considering that often data comes in different formats (e.g. images, 
reports, and social media) and is always growing, it becomes increasingly important to 
process it more efficiently. However, this is only achieved by task automation (or a very 
large workforce).  
iii. Computational thinking and problem-solving skills go hand in hand, and many argue that 
programming gives researchers the ability to dissect a big problem into smaller, simpler 
pieces (Paul, 2016; Wing, 2008). Solving smaller problems is easier and faster than solving 
a single, more complex problem. Similarly, programming simple instructions is easier than 
creating complicated code.  
We also argue that scientists should be able to create their own scripts (i.e. pieces of code that 
automate a task) to understand what the script does and why it does it. If researchers blindly trust 
the code of another person (i.e. a “black box”), confidence in the results may be greatly diminished. 
Researchers need to understand, correct and adapt scripts to fit their purpose, as well as audit 
external code for two main reasons: 
1. Quality control prevents incorrect methods and results to be spread out, and entitles 
the researcher to make corrections. Petre and Wilson (2014) explored the benefits of the 
code reviewing process by involving professional software developers and scientists who 
had used their coding knowledge to solve a problem. The former reviewed the scripts of 
the latter. The authors found four main reasons for scientists to engage in code review 
practices, which are summarized in Figure 9. 
2. Data and computer scientists have the skills to automate tasks, process information and 
interpret results. Because putting information into an ecological context is only a fraction 
of the overall workload, mangrove scientists risk being left out. In other words, the smaller 
the contribution of mangrove scientists, the less they will be invited to collaborate in 
research. The Landsat and ASTER archives house more than 5 and 2.8 million images 
respectively (Abrams et al., 2015; Wulder et al., 2016). Furthermore, with Sentinel 2A in 
orbit and Sentinel 2B expected to start operating in 2017, there is the potential to access 
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information up to nine times per month from medium and high spatial resolution sources. 
This does not include low spatial resolution sensors (e.g. MODIS), which are also freely 
available to users. This means that mangrove researchers need to update their skillsets or 
they risk becoming obsolete or irrelevant. Preventing this from happening is not easy, but 
it is simple: learn to code and share your code.   
 
Figure 9: Main Reasons for Code Review according to Petre and Wilson (2014) 
 
Reasons to acquire programming skills are varied (Ayer et al., 2014; Joppa et al., 2013; Trucano, 
2015; Yang et al., 2013), but our aim is to encourage researchers to get skilled. Skilled researches 
may not only find that it is faster to automate a solution to a problem, than doing so manually. 
They may also find that they are more sought after for collaborations and advice. Automating 
tasks will make mangrove research faster, more accessible and reachable which, in turn, will attract 
more people into the sciences.  
In summary, data resources are available for free and are collected every day, and there is no 
shortage of processing facilities. The link between mangrove ecosystems, data acquisition and 
processing is coding. The implications of coding for mangrove science are numerous: i) ability to 
address new, more complex, questions via the use of imagery, climate and other spatial datasets; 
ii) highly skilled researchers who can automate tasks and analyse information; iii) near-real-time 
data processing; iv) better information for mangrove management and conservation; and most 
57 | P a g e  
 
importantly v) scripts that are peer reviewed to ensure the quality of the methods and results is 
preserved. 
 
2.7 The way forward  
This review has focused on the challenges faced by mangrove research. Although the average 
study used 2.8 images 7-11 years apart before 2009, mangrove research is slowly changing in 
favour of using hundreds of images and looking at the long-term dynamics of mangrove 
ecosystems.  
With a predicted 2% loss of mangrove forests per year (Chen et al., 2013) this change of direction 
is welcomed. It is safe to say that mapping the extent of these ecosystems no longer is the ultimate 
goal. Rather, integrating imagery and climate data is beginning to gain speed and popularity. 
Despite this, more work is needed to gain a greater understanding of how mangroves respond to 
environmental changes, especially sea level rise (Ward et al., 2016). 
Tidal and hydrological regimes play a critical role in these ecosystems (Lewis III et al., 2016). To 
understand how they interact with mangrove forests, the information in the Landsat and ASTER 
archives need to be exploited. This high temporal resolution data is needed to assess long-term 
changes in the ecosystem. Furthermore, long-term monitoring could aid in diagnosing, and 
potentially preventing, massive mangrove dieback such as the events in Australia in 2016 (JCU, 
2016). 
Long-term monitoring of mangrove forests can only be achieved by processing large datasets, 
and having special infrastructure is no longer a sine qua non condition. This can now be achieved 
by using free (e.g. AGDC, NEX, GEE) or paid services (i.e. AWS, MA). These services will help make 
the change from local to global mangrove monitoring (Chandra Giri et al., 2011b; Wulder and 
Coops, 2014), but it also implies the need for researchers to acquire programming skills.  
More scientists need to acquire these skills, not only for automation purposes, but to audit scripts, 
workflows and results (Joppa et al., 2013). This is especially true for new and early career scientists 
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who have grown with technology and are very comfortable with computers, internet and myriad 
software and hardware platforms. Researchers need not be expert programmers, but “virtual 
segregation” in research is a reality that should be overcome (Paul, 2016). With freely available 
ever-growing datasets, processing power and programming skills become a need rather than a 
luxury. While not every researcher will choose this path, it is in my opinion that the path that will 
become the rule, rather than the exception.  
Finally, these skills and resources will transform data into information for management, and public 
awareness. But more importantly, they will help to avoid researcher obsolescence.  
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3 The effects of water depth on estimating Fractional Vegetation 
Cover in mangrove forests 
 
A version of this chapter has been published as: Younes, N., Joyce, K. E., Northfield, T. D., & Maier, 
S. W. (2019). The effects of water depth on estimating Fractional Vegetation Cover in mangrove 




Maps of mangroves have often been limited to showing the presence or absence of mangrove 
trees and seldom have studies shown an important indicator of ecosystem integrity such as 
vegetation cover. Fractional vegetation cover (FVC) is used to assess ecosystem health, land cover 
and carbon stocks, hence accurately measuring FVC is an important task for scientists and land 
managers. Many methods have been proposed to measure FVC and simple linear models are 
commonly used. We created an experiment that allowed us to: 1) acquire very detailed 
hyperspectral imagery (1mm pixel size) from a simulated mangrove forest, 2) measure the effect 
of water depth on FVC estimations, and 3) compare the relationship of eight spectral bands and 
indices with FVC using linear and non-linear models. After acquiring the imagery we corrected for 
dark signal and a white reference, performed spectral and spatial resampling, and created linear 
and non-linear models across four pixel sizes. Our results suggest that 1) linear and beta models 
have similar performance across all pixel sizes; 2) Soil Adjusted Vegetation Index (SAVI), Modified 
Soil Adjusted Vegetation Index2 (MSAVI2) and Enhanced Vegetation Index (EVI) perform better 
than the Normalized Difference Vegetation Index (NDVI), and, 3) our models perform better at 
fine pixel sizes than coarse scales. We tested our results on high-resolution satellite imagery with 
similar results and, therefore, recommend using SAVI, EVI or MSAVI2 when predicting FVC instead 
of NDVI.  
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Mangroves are among the most carbon-rich ecosystems in the tropics and provide a wide range 
of goods and services to human populations (Barbier, 2015; Donato et al., 2011; Kainuma et al., 
2010). Mapping these ecosystems allows us to determine the amount of mangrove cover per 
country and serves as a basis for later comparisons. While global maps of mangroves are available 
(Chandra Giri et al., 2011b; Kainuma et al., 2010), these maps are often limited to show the 
presence or absence of mangroves but do not measure an important indicator of ecosystem 
integrity: fractional vegetation cover. Fractional Vegetation Cover (FVC) provides information on 
forest biomass, vegetation density and more (Munshi-South, 2012; Paletto and Tosi, 2009; C. 
Zhang et al., 2016). Fractional vegetation cover, also known as foliage projected cover, is defined 
as the vertical projection of foliage into a horizontal surface as a fraction per unit area. It can be 
estimated from aerial photographs or satellite images and is often used for assessing crop health 
(Boegh et al., 2002), and changes in land use and land cover (Wiesmair et al., 2016; Yang et al., 
2016). FVC has been represented at different pixel sizes, and using a variety of sensors.  
Fractional vegetation cover is often derived from spectral indices such as NDVI (Normalized 
Difference Vegetation Index), SAVI (Soil Adjusted Vegetation Index), MSAVI (Modified Soil 
Adjusted Vegetation Index) and others (see Table 2). Spectral indices and in turn, FVC are derived 
from remotely sensed information, and are often used as indicators of land condition and change 
(Jafari et al., 2007). As such, a well-defined relationship between spectral indices and the predicted 
FVC is crucial. Despite the importance of this relationship, the literature shows no consensus on 
how to accurately measure FVC from spectral indices due, in part, to the following four issues: i) 
The relationship between FVC and some spectral indices may be linear, non-linear, or both; ii) 
contribution of the background to the spectral reflectance of open canopy; iii) Spatial resolution; 
and iv) no consensus on which spectral index to use. We briefly describe these issues below.  
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3.2.1 The relationship of FVC with spectral indices may be linear or non-linear 
Many authors have used linear relationships between spectral indices and FVC. Gutman and 
Ignatov (1998) were among the first to test the linear relationship between NDVI and FVC, and 
others have followed (see e.g. Jean-Baptiste and Jensen (2006); Montandon and Small (2008); Xiao 
and Moody, (2005)). Linear relationships, however, appear to be most successful in arid and semi-
arid regions when compared to non-linear relationships  (Camacho-De Coca et al., 2004; Jafari et 
al., 2007; Jia et al., 2015). Alternative studies found non-linear relationships between FVC and 
spectral indices: curvilinear, beta, and logistic regressions have been used to demonstrate how 
changes in spectral indices relate to changes in FVC (Korhonen et al., 2007; Leprieur et al., 2000; 
Poudel and Temesgen, 2016). This divergence in methods is further emphasized by the 
disagreement on which spectral indices to use, as shown in Table 2. While these relationships have 
been tested in an array of ecosystems, a comparison of linear and non-linear models of FVC using 
spectral indices has not been attempted in mangrove ecosystems.  
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Table 2: Examples of the various indices and modelling techniques used for estimating Fractional vegetation Cover. 
ARVI: Atmospherically Resistant Vegetation Index; EVI: Enhanced Vegetation Index; FVC: Fractional Vegetation Cover; 
GEMI: Global Environment Monitoring Index; GARI: Green Atmospherically Resistant Index; MSAVI: Modified Soil 
Adjusted Vegetation Index; NDVI: Normalized Difference Vegetation Index; SDVI Scaled Difference Vegetation Index; 
RVI: Ratio Vegetation Index; SAVI: Soil Adjusted Vegetation Index; SR: Simple Ratio Index; TCT: Tasseled Cap 
Transformation; TGVDI: Three-band Maximal Gradient Difference; VARI: Variably Atmospherically Resistant Index; 
WDVI: Weighted Difference Vegetation Index. 
 
Index / Method used Modelling technique Sensor(s) Reference 
NDVI, TCT Beta Regression Landsat TM, Aerial photographs (Coulston et al., 2012) 
Top-hit Cover Beta Regression RapidEye (Karl et al., 2017) 
ARVI, SR, NDVI 
Logistic Regression, 
Beta Regression 




Unspecified satellite imagery*, aerial 
photographs 
(Carlson and Ripley, 
1997) 








Aerial photography, Landsat ETM 





Spectroradiometer (Jiang et al., 2006) 
SAVI Linear regression Landsat TM 
(Lagomasino et al., 
2015) 
MSAVI2, NDVI, SAVI, 
TSAVI 
Polynomial regression Spectroradiometer (Purevdorj et al., 1998) 
MSAVI2, NDVI Random forest WorldView 2 (Wiesmair et al., 2016) 
NDVI, SAVI-A, TCT Linear regression Landsat TM (Jafari et al., 2007) 
EVI2, MSAVI2, NDVI, 
VARI 





(Camacho-De Coca et 
al., 2004) 




Field photography, Landsat OLI (Ding et al., 2017) 
EVI, NDVI, TGVDI 
Spectral Mixture 
Analysis 
MODIS (C. Zhang et al., 2016) 
GARI, VARI Analytical method Spectroradiometer (Gitelson et al., 2002) 
NDVI, SAVI, SR Linear regression  ASTER 
(Jean-Baptiste and 
Jensen, 2006) 
LAI, OSAVI, NDWI, NDVI, 
NDBI, GARI, NDII 
Spectral Mixture 
analysis 
 Landsat 8 
(Monsef and Smith, 
2017) 
NDVI-G, NDVI-R, NDVI-
b, EVI, LAI 
Analytical method 
Compact Airborne Spectral Imager 
(CASI)  
(Boegh et al., 2002) 
EVI, MSAVI2, NDVI, RVI, 
SAVI 
Linear regression  
RGB Aerial Photography, Field 
photography, HJ 1A/1B satellites 
(Chen et al., 2016) 
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3.2.2 Contribution of the background to spectral reflectance of open canopy vegetation 
In the Sundarbans (Bangladesh), Giri et al. (2007) related mangrove FVC to NDVI using the Gutman 
and Ignatov model (Gutman and Ignatov, 1998). They found that NDVI values of 0.2 and 0.7 
represented ‘open’ and ‘closed’ canopy mangroves respectively, and concluded that relationship 
was valid for each individual image but values for ‘open’ or ‘closed’ forest could change due to 
phenology and tidal height. The authors make no mention of the temporal and spatial variations 
in the background materials (e.g. mud, water) of mangroves which are known to alter the spectral 
signatures of mangroves (Rogers et al., 2017). Because the Sundarbans mangrove forest extends 
over 10,000 km2, variations in underlying sediments and materials are inevitable and could change 
the relationship between FVC and NDVI. In a laboratory experiment, Meza Díaz and Blackburn 
(2003) tried to simulate a mangrove forest over a variety of backgrounds. The authors used 
Gardenia jasminoides (a species related to mangroves) and linear regression models to determine 
how different backgrounds alter the relationship between FVC and spectral indices. They 
concluded that the type (e.g. sand, leaves) and texture of the background materials indeed alter 
the spectral indices and, hence, FVC measurements. More importantly, they suggest that the 
relationships between FVC and some spectral indices are not necessarily linear. However, they do 
not suggest which type(s) of relationship could best describe FVC from spectral indices. 
 
3.2.3 Spatial resolution 
To add to the complexity of the problem, Jiang et al. (2006) stated that the relationship between 
FVC and NDVI was linear when the spatial resolution allowed to resolve individual elements (e.g. 
individual tree crowns), and non-linear when the elements could not be individually resolved. In 
other words, the spatial resolution or pixel size, play a crucial role in the type of relationship 
between FVC and NDVI. Wu and Li (2009) described the effects of scale (i.e. spatial resolution) and 
scaling (i.e. transferring information from one scale to another) in remote sensing scenarios. Like 
many others (e.g. Leprieur et al. (2000); Meza Díaz and Blackburn (2003)), Wu and Li (2009) 
describe how heterogeneous surfaces alter the spectral response of land surface at different pixel 
sizes. The authors mention two ways for reducing the influence of heterogeneity: to quantify the 
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intra-pixel heterogeneity or, to minimize the intra-pixel variability. While there are many methods 
for estimating the former (see Table 2), the latter can be achieved by using very detailed imagery.  
 
3.2.4 No consensus on which spectral index to use 
Out of all spectral indices used, one seems to appear in most studies: NDVI. The literature largely 
agrees that NDVI is the de facto index related to FVC and, while this may be true for some 
ecosystems, little work has been done to test other indices in mangrove forests. On the one hand, 
Lagomasino et al. (2015) used NDVI and SAVI to extract FVC in the Florida Everglades while Zhang 
et al. (2016) used NDVI, SAVI and EVI. On the other hand, Emch and Peterson (2006), Lovelock et 
al. (2017), Giri et al. (2007) and many others rely solely on NDVI to infer biophysical information 
of mangrove forests. 
Up to now, we have briefly mentioned four important issues when trying to estimate FVC in 
mangrove ecosystems. Still, accurately measuring FVC in mangrove forests remains a challenge, 
because remotely sensed data is captured during varying tides. Depending on the resolution of 
the sensor, tidal height may alter the spectral mixture of mangrove forests in certain wavelengths, 
especially at the fringes of mangrove forests (Rogers et al., 2017; Saito et al., 2003). While some 
projects have incorporated the tidal height when mapping the presence or absence of mangroves 
(see e.g. Rogers et al. (2017)), none have assessed the effects of tidal height in estimating FVC 
(Younes Cárdenas et al., 2017).  
To understand the effects of tidal height on the estimation of FVC in mangrove ecosystems we 
designed an experiment to compare two modelling techniques across four spatial scales using 
very detailed imagery. Afterwards, we contrasted our results with two high-resolution images of 
our study site. Knowing which combination of spectral bands or indices, modelling techniques 
and spatial scales yields the most accurate results will allow us to create an automated process 
that extracts FVC from individual images and time series datasets. With this paper, we aim to: i) 
examine the influence of water depth in the estimation of mangrove FVC, ii) determine which 
spectral band or index is the best predictor of FVC in mangrove ecosystems, and iii) examine the 
performance of the indices and bands at different spatial scales.  
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3.3 Materials and Methods  
3.3.1 Study Area 
We selected the mangroves surrounding the Cairns International Airport in northern Queensland 
(Australia) due to their ease of access and closeness to the James Cook University facilities. These 
wetlands are part of a 4,500 hectare bio-geographic region known as Trinity Inlet where the 
mangroves in the Ceriops, Rhizophora, Avicennia and Bruguiera genera are common (Hegerl and 
Davie, n.d.; Kutt, 1997). Our study site has a monsoonal climate with wet and dry winters, where 
temperature ranges between 20°C and 30°C and the mean annual rainfall reaches 1983 mm. The 
area is located 5 km north of Cairns city center, and next to the Barron River. The Barron River 
delta drains close to 200,000 hectares and provides a constant flow of freshwater to the study 
area and has six distinct habitat types (see Kutt (1997) for more information). 
 
3.3.2 Experimental Design 
Leaves were randomly selected and collected from healthy Ceriops australis mangrove trees in 
the Jack Barnes Bicentennial Mangrove Boardwalk site in Cairns (16° 52.976'S, 145° 45.663'E) (n = 
96). We inspected the samples to avoid any obvious damage by insects, sunburn or disease and 
then placed them into coolers with ice on sealed plastic bags and taken to the remote sensing 
laboratory at James Cook University - Cairns. We selected this species because it is widespread 
throughout Australia and the size of their leaves (5.5 – 10 cm x 2.0 – 3.4 cm) was suitable for this 
experiment (Duke et al., 2006; Wightman et al., 2006).  
The leaves were divided into three groups of 32 leaves, where each group represented a different 
tidal height scenario. Each group of leaves was then divided into stacks of one, three, five and 
seven leaves and attached to a wooden platform as shown in Figure 10. Stacks were arranged 
perpendicularly to each other to reduce the effects of the position of the sun, shadows or other 
factors when scanning. Furthermore, to reduce the effects of leaf dehydration and solar angle 
changes, all scenarios (i.e. 5, 15 and 30 cm of water) were scanned at the same time. Because our 
aim was to determine if water depth affects our ability to estimate FVC from remotely sensed data, 
we simulated low, transition and high tide by filling the containers with 5, 15 and 30 centimeters 
66 | P a g e  
 
of water respectively.  We decided to use 5, 15 and 30 cm of water for our experiment for several 
reasons: i) we were able to replicate realistic scenarios where mangrove mud is exposed and fully 
covered with water; ii) if 15 or 30 cm of water have an effect on the spectral reflectance of 
mangrove leaves, a more thorough experiment should be proposed; however, if there is no effect 
at these depths, no effect could be expected from other tidal heights; and iii) the containers used 
limited our ability to simulate the entire tidal range of the Cairns region (i.e. 3.6m).  
 
 
Figure 10: Experiment layout. The experiment consisted of three containers with varying water depths all of which 
were scanned at the same time to avoid variations in illumination. Mangrove leaves were stacked on top of each other 
and positioned perpendicularly from each other to better simulate a mangrove forest. 
 
We also collected mud from the study site and used it to create a 5cm coating for the bottom of 
the containers. We did this for two main reasons: i) to better simulate the mangrove environment 
in our study site (turbid water) and ii) to prevent the bottom of the container from contributing 
to the spectral readings from the leaves. With the mud in place, water was poured into the 
container and left for 24 hours to ensure any solids would settle, though water remained turbid 
throughout the experiment, as it is often the case in our study area. Lastly, our design allowed us 
to isolate the effects of tidal height on FVC estimation from the interference of stems, branches 
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and dead leaves commonly found in mangrove ecosystems. We estimated FVC by performing 
supervised classification of the original image in ENVI and then quantifying the amount of leaf 
and water in each pixel using ArcGIS (Figure 11B). 
 
3.3.3 Hyperspectral imagery acquisition and pre-processing  
We obtained hyperspectral imagery over the leaf arrangement using a Headwall NANO 
Hyperspectral Scanner (Headwall Photonics Inc.), with a spectral resolution of 270 bands between 
400 – 1000 nm (spectral bandwidth of 1.4 – 2 nm) and a Field of View equal to 15.3 degrees. The 
spectral range of this pushbroom scanner incorporates the visible (400-650 nm), red edge (650-
750 nm) and NIR regions (750-1000 nm), which are often used to discriminate plant species. The 
scanner was turned on and left to warm up for 3 minutes before the first scan. Dark signal 
measurements were taken before and after the scans by completely covering the sensor and 
recording the signal in each spectral band. The samples were illuminated by direct sunlight and 
the scanner was positioned two meters above the samples, centered above the leaf arrangement. 
A 75% white Spectralon® panel was scanned alongside all images, thereby ensuring that any 
corrections due to changing illumination could be made during the image pre-processing stages. 
This set-up allowed us to i) reduce to the minimum any bidirectional reflectance distribution 
effects, ii) attain imagery of the mangrove leaves such that each pixel represented approximately 
1x1 mm, and iii) isolate the effects of tidal height on mangrove leaves to assess FVC.  
We selected the images that were most consistent regarding scanning speed and illumination. 
Out of the two selected images, one was used to create the models and the other one to test 
them. Images were taken five minutes apart and took approximately 40 seconds to scan. Both 
images were transformed to reflectance using the ‘spectral math’ function in ENVI (Exelis Visual 
Information Solutions, Inc.) in two steps: firstly, we subtracted the dark signal (S2) from the spectral 
measurement in each pixel (S1, equation 1). Then we divided the new spectral image (S3) by the 
mean spectral signature registered in the Spectralon® panel (S4, equation 2). The corrected 
images (S5) were used for all subsequent steps. 
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      (2) 
where x and y are pixel coordinates, S4 represents the average over all pixels covering the 
reference target and S5(x,y) is the image reflectance. 
 
Because we wanted to determine if the relationship between FVC and the spectral indices could 
be used with more freely available imagery, we resampled our hyperspectral images to match the 
spectral resolution of Landsat 8 (Lausch et al., 2013). We achieved this by using the ‘spectral 
resampling’ tool in ENVI. We then extracted the mangrove features from the image using a 
Maximum Likelihood supervised classification. Given the high spatial resolution of our images (see 
Figure 11), we were confident on the FVC values for each pixel thus ensuring the quality of the 
results.   
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Figure 11: Original and resampled images from one leaf in our experiment. Panel A) shows the original image and the 
resampled images to 5 × 5, 10 × 10, 15 × 15 and 20 × 20.  Panel B) shows the result from the image classification, and 
Panel C) shows the Fractional Vegetation Cover per pixel at all grid sizes. 
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3.3.4 Satellite imagery acquisition and pre-processing  
The DigitalGlobe Foundation provided two Worldview 3 images of the mangrove forest that 
surrounds the Barnes Bicentennial Mangrove Boardwalk site in Cairns (Figure 12). The images were 
acquired on 31-August-2015 and 12-February-2016, have less than 20% cloud cover and a spatial 
resolution of 1.2m x 1.2m per pixel. Similar to our hyperspectral scanner, the Worldview 3 images 
capture information in the 400-1000 nm range of the electromagnetic spectrum, with the Blue 
(480 nm), Red (660 nm) and Near Infrared (950 nm) bands being the most relevant to this project. 
The images were collected at different tidal heights:  1.70m for the 2015 image and 2.4m for the 
2016 image however, it is important to remember that sun-synchronous sensors rarely capture 
the entire tidal range as explained by Bishop-Taylor et al. (2019). Because there is a difference of 
only 70cm between the tides in our two satellite images, we consider that our simulation of 5, 15 
and 30cm is a scenario that can truly represent a mangrove environment. 
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Figure 12: True colour (A, C) and EVI (B, D) images of the study area. The top row shows images of August 15th, 2015 
and 1.7m tide, while the bottom row shows images of February 12th, 2016 and 2.4m tide. Worldview 3 images 
provided by the Digital Globe Foundation. 
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3.3.5 Image Analysis  
In 1999, Chen (1999) demonstrated that some spectral indices were heavily affected by the pixel 
size of the images, something that was also re-stated by Jiang et al. (2006). We tested the effects 
of scale with several spectral bands and indices on four different pixel resolutions by resampling 
the images to 5 × 5, 10 × 10, 15 × 15 and 20 × 20 grid sizes (Figure 11). Note that as the data are 
not georeferenced, these grids represent counts of pixels rather than a given spatial size. Then we 
generated the spectral indices for each spatially resampled image and extracted the percent 
coverage for each grid cell. We analyzed the resulting data using the statistical software ‘R’ version 
3.3 and ‘RStudio’ version 1.0.136 (R Core Development Team, 2016). This procedure was done for 
the calibration and the validation images, and a similar one for the satellite images (Figure 13). 
 
Figure 13: Data capture, pre-processing, and analysis workflow. 
 
We used a combination of vegetation indices and individual spectral bands to examine the effect 
of water depth on FVC estimations (Table 3). We selected these indices mainly because they use 
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bands within the 400-1000nm range, but also because they account for an array of parameters 
that may influence the estimation of FVC. For example, SAVI and MSAVI2 account for soil 
influences, however MSAVI2 avoids the calculation of the soil adjustment factor (Huete, 1988; Kerr 
et al., 2003). In contrast to NDVI, EVI does not saturate when canopy densities are high (Huete et 
al., 2002). During this experiment, we decided that the soil factor (L) in the SAVI should be static 
at 0.5 for two reasons: firstly, the optimization of L for mangrove ecosystems is beyond the scope 
of this experiment. Secondly, we wanted to account for the influence of the background without 
adding an additional variable (i.e. L) to the models.  We also tested a combination of bands in the 
form of a linear regression model of the Green, Red and NIR bands. We created this linear mixture 
model in ‘R’ by adding the spectral reflectance values of each spectral band as shown in Table 3. 
 





















𝐺𝑟𝑒𝑒𝑛 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑎𝑛𝑐𝑒 = 𝜌𝑔𝑟𝑒𝑒𝑛 =  𝜌0.533−0.590𝜇𝑚 
Red band 𝑅𝑒𝑑 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑎𝑛𝑐𝑒 = 𝜌𝑟𝑒𝑑 =  𝜌0.636−0.673𝜇𝑚 
NIR band 𝑁𝐼𝑅 𝑟𝑒𝑓𝑙𝑒𝑐𝑡𝑎𝑛𝑐𝑒 = 𝜌𝑁𝐼𝑅 =  𝜌0.851−0.879𝜇𝑚 
Linear 
mixture 




𝐸𝑉𝐼 = 2.5 ∗
(𝜌𝑁𝐼𝑅 − 𝜌𝑟𝑒𝑑)













1.5 ∗ (𝜌𝑁𝐼𝑅 − 𝜌𝑟𝑒𝑑)
𝜌𝑁𝐼𝑅 + 𝜌𝑟𝑒𝑑 + 0.5
 
MSAVI2 
(Kerr et al., 
2003) 𝑀𝑆𝐴𝑉𝐼2 =
2 ∗ 𝜌𝑁𝐼𝑅 + 1 − √(2 ∗ 𝜌𝑁𝐼𝑅 + 1)
2 − 8(𝜌𝑁𝐼𝑅 − 𝜌𝑟𝑒𝑑)
2
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3.3.6 Statistical analyses and model testing 
Statistically, vegetation cover is bounded between 0 and 1, it often displays the characteristics of 
a heteroscedastic variable and typically is not normally-distributed (Cribari-Neto and Zeileis, 2010; 
Karl et al., 2017). The beta distribution is defined as follows (Ferrari and Cribari-Neto, 2004): 
𝜋(𝑦; 𝑝, 𝑞) =
Γ(𝑝+𝑞)
Γ(𝑝)Γ(𝑞)
𝑦𝑝−1 (1 − 𝑦)𝑞−1    (3) 
where 𝑦 is the dependent variable and is measured continuously between 0 and 1, and the 
probability density function is given by: 
 𝑓(𝑦; 𝜇, 𝜙) =
Γ(𝜙)
Γ(𝜇𝜙)Γ(1−𝜇)
𝑦𝜇𝜙−1 (1 − 𝑦)(1−𝜇)𝜙−1    (4) 












.      (6) 
According to Eskelson et al. (2011) and Ferrari and Cribari-Neto (2004), when 𝑦1, … 𝑦n are 
independent, random variables where yi follows the probability density function in Equation 4, the 
beta regression model can be expressed in terms of: 
𝑔(𝜇𝑖) = 𝑥𝑖
𝑇𝜷 =  𝜂𝑖      (5) 
were 𝑥𝑖 = (𝑥𝑖𝑙 , … , 𝑥𝑖𝑘)
𝑇 is a vector of k explanatory variables (k < n) assumed to be fixed and 
known, 𝜷 = (𝛽𝑙 , … , 𝛽𝑘)
𝑇 is a k x 1 vector of unknown regression parameters (𝛽 ∈  ℝ𝑘), and 𝜂𝑖 is a 
linear predictor. Lastly, 𝑔(∙) is a monotonic and twice differentiable link function that maps (0, 1) 
into ℝ.  
The statistical analyses were divided in three phases: i) Data cleaning, ii) measuring the effect size 
of water depth, iii) model testing. The first stage consisted of eliminating noise and data with zero 
FVC, which were mainly represented by pixels with 100% water. This process was done in ArcMap 
version 10.2 (Environmental Systems Research Institute) by inspecting all experimental and 
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satellite images and removing pixels without information or outside the areas of interest for this 
experiment.  
Then we created 128 individual models, that is, a linear and beta regression model for each 
spectral index and band at each pixel size with and without water as a predictor of FVC. Beta 
regression models are well suited for situations where a response variable is bounded between 0-
1 such as FVC (Ferrari and Cribari-Neto, 2004).  
We used “R” (version 3.5.1) to create the models and incorporated water depth as a variable in 
the following way:  
 
model <- lm(FVC ~ Index)       (7) 
model <- lm(FVC ~ Index + Depth)     (8) 
 where: 
“model” is the model name,  
“FVC” is the unknown vegetation cover for each pixel,  
“Index” is the known value of the spectral index for each pixel, and 
“Depth” is the known depth value for each pixel. 
We used the lm function and the betareg within the Betareg package in “R” to fit the linear and 
beta models respectively (Cribari-Neto and Zeileis, 2010; R Core Development Team, 2016). The 
beta regression model was developed by Ferrari and Cribari-Neto (2004) and allowed us to use 
the ‘logit’ link function to fit all models for the spectral bands and indices. The ‘logit’ link function 
accounts for the bounded nature of FVC, in other words, it limits the prediction of FVC to values 
between 0-1.  To determine the effect size of water depth in FVC estimation, we used Cohen’s d, 
Akaike Information Criterion and the difference in R-squared values from the models. 
Finally, we tested all models to determine the strength of the relationships between FVC and the 
spectral indices. To measure the strength of the predictive models, we plotted the Predicted FVC 
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versus the Real FVC and obtained R2 and Root Mean Squared Error (RMSE) and Mean Absolute 
Errors (MAE) values for that relationship. 
 
 
3.4 Results  
In the first instance, we acknowledge that our experimental design is a simplification of mangrove 
ecosystems. However, by excluding branches, stems and soil heterogeneity we i) isolated the tidal 
effects on the simulated mangrove canopy and ii) reduced intra-pixel heterogeneity. While the 
former is the main objective of this project, the latter allowed us to reduce the scaling effects 
introduced by heterogeneous land surfaces (Obata et al., 2012; Wu and Li, 2009a). In accordance 
with Lausch et al. (2013), we did not find significant differences in the maximum, minimum, median 
or average values of the spectral indices at the different pixel sizes neither for the experimental 
nor for the satellite images.  Similarly, there was not a significant difference in the spectral 
signatures of the stacks of one, three, five and seven leaves, therefore we decided to treat them 
as a single unit. 
 
3.4.1 Measuring the effect size of water depth 
To measure the effect size of water depth on FVC estimations, we used linear and beta models of 
FVC at the 5 × 5 grid size on our training image. In Table 4 we show the results of Cohen’s d, the 
difference in Akaike Information Criterion (AIC) values and the difference in R2 values to show how 
water affects each spectral index and band. On our experimental images, the values for Cohen’s 
d indicate that the effect of water depth in the linear or beta models is negligible; similarly, the 
models with and without water show little difference in their R2 or pseudo-R2 values.  
Lastly, the difference in AIC values shows mixed results. On the one hand, in linear and beta models 
where |∆𝐴𝐼𝐶| < 2, models with and without depth are considered to be similar. On the other hand, 
if |∆𝐴𝐼𝐶| > 2, the models are considered as different. Using this reference, Table 4 would indicate 
that neither linear nor beta models of SAVI and MSAVI2 are influenced by water depth when 
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predicting FVC. However, linear and beta models that use NDVI, Red, or Green are influenced by 
water depth. Despite the difference in AIC values, if the predictive power (i.e. R2 or pseudo-R2) is 
invariant, and the effect size is negligible, one can assume that water depth does not influence 
these models when estimating FVC. To further test the influence of water depth on FVC estimation, 
we proceeded to create linear and beta models across all pixel sizes. 
 
Table 4: Effect size of water depth in FVC estimation for experimental images 








d ΔAIC  
R-squared 
Difference 
Green 0.00 -9.44 0.02  0.00 -6.79 0.01 
Red 0.00 -17.26 0.03  0.01 -12.86 0.03 
NIR 0.00 -4.05 0.01  0.00 -1.69 0.01 
Linear Mix 0.00 -4.87 0.01  0.00 -2.06 0.01 
NDVI 0.00 -30.46 0.03  -0.01 -24.14 0.03 
SAVI 0.00 0.24 0.00  -0.01 1.11 0.00 
MSAVI2 0.00 -0.50 0.00  -0.01 0.57 0.00 
EVI 0.00 -3.92 0.01  0.00 -2.81 0.00 
 
3.4.2 Calibration Models for experimental images 
From the images of our experiment we created linear and beta models of FVC using eight spectral 
bands and indices across four pixel sizes to determine if water depth plays a significant role in 
estimating FVC in mangrove ecosystems. Evaluation of the R2, pseudo-R2, and RMSE values Table 
5 suggests that the Red, Green, and Linear Mixture models have the lowest estimating power and 
highest RMSE values across all pixel sizes therefore our discussion will mostly omit these models.  
Out of all the spectral bands and indices analyzed, linear models of EVI, SAVI and MSAVI2 show 
the highest predictive power (R2) and the lowest RMSE values regardless of the pixel sizes. Our 
results indicate that these three indices outperform NDVI as predictors of FVC in mangrove 
ecosystems, as shown in Table 5. At the 5 × 5 pixel size, linear models of SAVI and MSAVI2 and 
beta models of SAVI, MSAVI and EVI are better predictors of FVC than NDVI. At the 20 × 20 pixel 
size, the beta model of NDVI has little predictive power (pseudo-R2 = 0.22) whereas the models 
for EVI and NIR show the highest pseudo-R2 values at 0.61 and 0.57 respectively. The linear model 
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of NDVI does not perform much better at this pixel size (R2 = 0.37). Put simply, models of SAVI, 
EVI and MSAVI2 are more related to FVC than those of NDVI across all pixel sizes.  
Models that exclude depth as a factor for estimating FVC have roughly the same predictive power 
when compared to those that include water depth. In our experiment, this statement holds true 
for linear and beta models across all pixel sizes. Our results suggest that the predictive power of 
the models is unaffected by the water depth across all pixel sizes tested.  
Similar to the models with depth, linear and beta models of NDVI have lower predictive power 
than those of SAVI, EVI and MSAVI2 across all pixel sizes. The beta model of NDVI at the 20 × 20 
pixel size again shows the lowest pseudo-R2 value (0.21), even lower than the red spectral band 
(pseudo-R2 = 0.23). In summary, when incorporated as a predictive variable, water depth does not 
influence the predictive power of linear and beta models of FVC, meaning that R2, pseudo-R2 and 
RMSE values remain mostly invariant. To test if the effect size of water depth is indeed negligible, 
we decided to create models with and without depth for every index on every pixel size, and we 
show the results in the next sections. 
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Table 5: Calibration and validation models of spectral bands and indices across all pixel sizes, ordered by highest R2 or pseudo-R2 values. The top five and all NDVI models are shown 


















10x10 SAVI 0.73 11.89 10x10 EVI 0.68 0.11 10x10 SAVI 0.73 11.90 10x10 EVI 0.68 0.11
5x5 SAVI 0.71 12.94 10x10 SAVI 0.65 0.11 10x10 EVI 0.71 12.30 10x10 SAVI 0.65 0.11
10x10 EVI 0.71 12.26 5x5 SAVI 0.64 0.12 20x20 EVI 0.71 10.57 10x10 MSAVI2 0.64 0.11
10x10 MSAVI2 0.71 12.36 10x10 MSAVI2 0.64 0.13 10x10 MSAVI2 0.71 12.39 5x5 SAVI 0.63 0.12
20x20 EVI 0.71 10.55 5x5 MSAVI2 0.62 0.12 5x5 SAVI 0.70 13.28 5x5 MSAVI2 0.61 0.12
5x5 MSAVI2 0.68 13.70 20x20 EVI 0.61 0.10 20x20 SAVI 0.66 11.36 20x20 EVI 0.61 0.10
20x20 SAVI 0.67 11.25 15x15 EVI 0.61 0.13 5x5 MSAVI2 0.66 14.08 15x15 EVI 0.60 0.13
5x5 NDVI 0.66 14.06 5x5 EVI 0.60 0.12 15x15 SAVI 0.65 13.32 10x10 NIR 0.60 0.13
15x15 SAVI 0.65 13.11 15x15 SAVI 0.60 0.13 20x20 MSAVI2 0.64 11.73 15x15 SAVI 0.58 0.13
20x20 MSAVI2 0.64 11.62 10x10 NIR 0.60 0.22 15x15 MSAVI2 0.63 13.60 5x5 EVI 0.58 0.13
5x5 EVI 0.64 14.45 15x15 MSAVI2 0.59 0.13 15x15 EVI 0.62 13.78 15x15 MSAVI2 0.58 0.13
15x15 MSAVI2 0.64 13.42 20x20 NIR 0.57 0.11 5x5 EVI 0.61 15.04 20x20 NIR 0.57 0.11
15x15 EVI 0.62 13.71 5x5 NDVI 0.56 0.14 5x5 NDVI 0.61 15.15 20x20 Linear mixture 0.52 0.13
20x20 NIR 0.60 12.31 20x20 Linear mixture 0.53 0.18 20x20 NIR 0.60 12.32 5x5 NDVI 0.52 0.15
10x10 NIR 0.59 14.68 20x20 SAVI 0.51 0.11 10x10 NIR 0.59 14.68 20x20 SAVI 0.51 0.11
10x10 NDVI 0.56 15.12 10x10 Linear mixture 0.50 0.18 10x10 NDVI 0.54 15.46 10x10 Linear mixture 0.50 0.13
20x20 Linear mixture 0.52 13.48 20x20 MSAVI2 0.49 0.11 20x20 Linear mixture 0.52 13.58 20x20 MSAVI2 0.49 0.12
5x5 NIR 0.51 16.91 5x5 NIR 0.48 0.15 5x5 NIR 0.49 17.24 5x5 NIR 0.47 0.15
10x10 Linear mixture 0.49 16.34 15x15 NIR 0.47 0.16 10x10 Linear mixture 0.49 16.35 15x15 NIR 0.47 0.16
15x15 NDVI 0.47 16.19 10x10 NDVI 0.41 0.15 15x15 NDVI 0.47 16.23 10x10 NDVI 0.40 0.15
15x15 NIR 0.46 16.31 20x20 Green 0.39 0.22 15x15 NIR 0.47 16.35 15x15 NDVI 0.38 0.16
20x20 NDVI 0.37 15.41 15x15 NDVI 0.38 0.16 20x20 NDVI 0.37 15.51 20x20 Green 0.37 0.15
20x20 Green 0.36 15.50 15x15 Linear mixture 0.36 0.19 15x15 Linear mixture 0.35 18.03 15x15 Linear mixture 0.36 0.15
5x5 Linear mixture 0.36 19.37 10x10 Green 0.34 0.20 20x20 Green 0.35 15.84 10x10 Green 0.34 0.20
15x15 Linear mixture 0.34 18.03 5x5 Linear mixture 0.34 0.19 5x5 Linear mixture 0.34 19.64 5x5 Linear mixture 0.33 0.15
10x10 Green 0.32 18.79 20x20 Red 0.27 0.18 10x10 Green 0.32 18.84 20x20 Red 0.23 0.18
20x20 Red 0.20 17.42 20x20 NDVI 0.22 0.15 15x15 Green 0.20 19.98 15x15 Green 0.21 0.15
15x15 Green 0.20 19.94 15x15 Green 0.21 0.15 20x20 Red 0.16 17.99 20x20 NDVI 0.21 0.15
5x5 Green 0.18 21.90 5x5 Green 0.17 0.22 5x5 Green 0.15 22.31 5x5 Green 0.15 0.18
10x10 Red 0.09 21.81 10x10 Red 0.10 0.18 10x10 Red 0.08 21.96 10x10 Red 0.10 0.22
5x5 Red 0.08 23.21 5x5 Red 0.06 0.23 5x5 Red 0.02 23.90 15x15 Red 0.03 0.22
15x15 Red 0.03 21.93 15x15 Red 0.04 0.22 15x15 Red 0.02 22.17 5x5 Red 0.02 0.24
Models with Depth Models without Depth
Linear Models Beta Models Linear Models Beta Models
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3.4.2.1 Linear models with and without depth 
All indices show a positive relationship with FVC at each the 5 × 5 grid (Figure 14) and the 
20 × 20 grid (Figure 15), that is, as the index value increases FVC increases. Amongst the 
individual spectral bands, Green and NIR show greater correlation with FVC, while the Red 
band shows the weakest relationship with FVC, especially at the 20 × 20 grid (see Figure 
15 and Table 5). In addition, the number of data points used to generate the models is far 
greater for the 5 × 5 grid than for the 20 × 20 grid (i.e. 736 and 74 respectively). This 
number of data points ensures the creation of robust models and solid results.  
Also, most models have high intercept values; that is to say that at low index or reflectance 
values, predicted FVC will not necessarily be low. Put simply, these models i) require 
unrealistically low index or reflectance values to predict low FVC (0 - 35%) and ii) will 
predict FVC > 100% because the predicted variable has no boundaries. Despite this, there 
is one exception: NDVI. The linear model for NDVI has a low intercept value that predicts 
all fractions of vegetation cover (0- 100%) with values within the range of NDVI (see Figure 
14E and Figure 15E). However, this model is far from perfect (see Section 3.3). 
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Figure 14: Linear models for individual spectral bands, band mixture and spectral indices on a 5 × 5 pixel 
size. Black and red lines represent models with and without depth respectively. To maintain homogeneity in 
the figure, values for Predicted FVC have been capped at 0% and 100%, regardless of the minimum or 
maximum value predicted. 
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Figure 15: Linear models for individual spectral bands, band mixture and spectral indices on a 20 × 20 pixel 
size. Black and red lines represent models with and without depth respectively. To maintain homogeneity in 
the figure, values for Predicted FVC have been capped at 0% and 100%, regardless of the minimum or 
maximum value predicted. 
 
When comparing the 5 × 5 and 20 × 20 grid models it is easy to see some similarities. For 
example, despite having fewer data points, in the 20×20 grid the distribution and spread 
of the data remain mostly unchanged. Another similarity between pixel sizes is that models 
with and without depth are very closely related to one another. In other words, intercept 
and slope values for models with and without depth are very similar for models with depth 
and without depth.  
Differences between the two grid sizes include the intercept values, which are generally 
lower on the 5 × 5 than on the 20 × 20 grid. While on the 5 × 5 grid most models showed 
intercept values around 40% FVC, in the 20 × 20 grid these values are mostly above the 
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45% FVC mark. Another difference between pixel sizes is the range of index or reflectance 
values that the model uses to predict FVC. For example, the models for EVI and SAVI 
predict 100% FVC at 0.7 and 0.6 in the 5 × 5 grid respectively, while on the 20 × 20 values 
change to 1.1 and 0.9. This means that coarser grid sizes allow linear models to use a 
marginally wider range of measured index or reflectance values with no warranty of better 
a better fit. 
Some linear models tend to predict FVC >100%. For instance, the models for the NIR band 
at the 5 × 5 grid will predict FVC >100% after reaching a reflectance value of 0.6, while 
linear models of MSAVI2 will do so after MSAVI2 reaches 0.59 (see Figure 14 and Figure 
15). In the case of NDVI, the 5 × 5 model will predict FVC >100% starting at NDVI = 0.86, 
while the 20 × 20 model will predict 100% FVC only when NDVI > 1. Considering that NDVI 
values higher than 1 cannot exist, the bounded nature of beta models is an appealing 
alternative to linear models.  
 
3.4.2.2 Beta models with and without depth 
There are two main differences between the linear and beta models. The first difference is 
that linear models predict FVC > 100% and FVC < 0%, that is, they predict values outside 
the range 0-1. Alternatively, beta models always predict values between 0-1 (see Figure 16 
and Figure 17). This is due to the ‘logit’ link function used in the beta models. The second 
difference is that beta models generally follow the shape of the data better than linear 
models. This results in more realistic estimations of FVC, especially in the middle values of 
the spectral indices. An example of this is shown in Figure 16 especially in the models for 
NDVI, EVI, SAVI and MSAVI2. These models start rising on the left-hand side of the graph 
where index and reflectance values are low. Then rise and become asymptotic to the 
horizontal axis towards the right-hand side of the graphs where index and reflectance 
values are higher.  
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Figure 16: Beta models for individual spectral bands, band mixture and spectral indices on a 5 × 5 pixel size. 
FVC is represented as a fraction because beta models are bounded between 0-1. 
 
Another difference between the linear and beta models is that beta models at the 20 × 20 
grid display slightly higher intercept values than those at the 5 × 5 grid (see Figure 16 and 
Figure 17). It is also noticeable that, when considered individually, the green and red 
spectral bands do not seem to have a strong relationship with FVC. However, when 
combined with the NIR band the linear mixture model appears to be a closer relationship 
with vegetation cover across all pixel sizes (see Table 5).   
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Figure 17: Beta models for individual spectral bands, band mixture and spectral indices on a 20 × 20 pixel 
size. FVC is represented as a fraction because beta models are bounded between 0-1. 
 
 
3.4.3 Validation Models for experimental images 
3.4.3.1 Linear models 
After creating the models, we validated them with an independent image by comparing 
the true FVC against the predicted FVC. Figure 18 reveals the correlations between true 
and predicted FVC for the eight spectral indices and bands at the 5 × 5 scale, where black 
and red lines represent models with and without depth respectively. In our experiment, 
models without depth exhibit the same predictive power to those that include depth as a 
predictive factor of FVC. In Figure 18 we can see that the red band displays the lowest 
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correlations between true and predicted FVC, while the SAVI (R2 = 0.71) and MSAVI2 (R2 = 
0.68) models have the highest correlations.  
At the 20 × 20 the red spectral band maintains the lowest predictive power (R2 = 0.2) while 
the EVI (R2 = 0.71), SAVI (R2 = 0.67) and MSAVI2 (R2 = 0.65) models show the greatest 
correlation between real and predicted FVC (see Figure 19). At the 5 × 5 scale, NDVI is the 
only model that predicts FVC < 30%, while at the 20 × 20 scale none of the models can 
achieve this (see Figure 18 and Figure 19). The ability to estimate low FVC values is 
desirable, however most linear models will only produce FVC higher than 40%, even at 
very low true FVC values.  
 
Figure 18: True versus Predicted FVC derived from linear models of individual spectral bands, band mixture 
and spectral indices on a 5 × 5 pixel size. Black and red lines represent models with and without depth 
respectively. To maintain consistency in the figure, values for Predicted FVC have been capped at 0% and 
100%, regardless of the minimum or maximum value predicted. 
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Figure 19: True versus Predicted FVC derived from linear models of individual spectral bands, band mixture 
and spectral indices on a 20 × 20 pixel size. Black and red lines represent models with and without depth 
respectively.  To maintain consistency in the figure, values for Predicted FVC have been capped at 0% and 
100%, regardless of the minimum or maximum value predicted. 
 
 
3.4.3.2  Beta models 
At the 5 × 5 grid size, the beta model for the red spectral band still has the lowest 
correlation between real and predicted FVC (R2 = 0.02, see Figure 20). As with the linear 
models, the beta models for EVI (R2 = 0.72), SAVI (R2 = 0.75) and MSAVI2 (R2 = 0.74) show 
the best performance whereas NDVI shows a much lower correlation between true and 
predicted FVC (R2 = 0.64, see Figure 20). Given the link function used, none of the beta 
models predicts FVC >100% or FVC <0%, regardless of the grid size, which is one of the 
advantages of using this particular non-linear model.  
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Figure 20: True versus Predicted FVC derived from beta models of individual spectral bands, band mixture 
and spectral indices on a 5 × 5 pixel size. Black and red lines represent models with and without depth 
respectively. 
 
Similar to linear models, not all beta models are able to predict FVC < 30%. At the 5 × 5 
scale the lowest predictions of FVC come from the EVI (18%), SAVI (19%) and MSAVI2 
(21%). At the coarser 20 × 20 grid size, NDVI, and SAVI predict 37% and 35% FVC 
respectively, highlighting the difficulty of modelling this biophysical variable. Most other 
models retain their lower and upper limits from the 5 × 5 grid. As discussed above, the 
‘logit’ link function in the beta regression model bounds FVC between 0 and 1, making 
beta models more appropriate for applications where the predicted variable is bounded 
between 0-1. 
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Figure 21: True versus Predicted FVC derived from beta models of individual spectral bands, band mixture 
and spectral indices on a 20 × 20 pixel size. Black and red lines represent models with and without depth 
respectively. 
 
Regarding the different pixel sizes used, Table 6 shows a comparison of RMSE values for 
spectral indices across all pixel sizes, while Table 7 compares MAE values. In general, EVI, 
SAVI and MSAVI2 produce the models with the lowest RMSE values regardless of the type 
of model or the inclusion depth as a predictive variable. Notably, models that use NDVI 
present higher RMSE values across pixel sizes and modelling techniques when compared 
to EVI, SAVI and MSAVI2. Also, RMSE values were higher for linear and beta models at 5 × 
5 scale than those at the 20 × 20 scale, however with only four pixel sizes tested we cannot 
make a generalization of a trend.  
When looking at the models with and without depth, we can see that linear models that 
include depth have marginally lower RMSE values than those without depth (see Table 6). 
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This trend is reversed on beta models where models without depth present the lower 
RMSE values. As shown in Table 5 and Table 6, the predictive power and RMSE of each 
index is similar across pixel sizes. In other words, if the appropriate index is selected the 
predictive power and RMSE are of the models should not change drastically if the data is 
up-scaled (Lausch et al., 2013).  
 
Table 6: Comparison of RMSE values across all pixel sizes.  
  RMSE values for linear models 
  With Depth    Without Depth 
  5x5 10x10 15x15 20x20   5x5 10x10 15x15 20x20 
EVI 14.45 12.26 13.71 10.55   15.04 12.30 13.78 10.57 
Green 21.90 18.79 19.94 15.50   22.31 18.84 19.98 15.84 
Linear 
mixture 
19.37 16.34 18.03 13.48 
  
19.64 16.35 18.03 13.58 
MSAVI2 13.70 12.36 13.42 11.62   14.08 12.39 13.60 11.73 
NDVI 14.06 15.12 16.19 15.41   15.15 15.46 16.23 15.51 
NIR 16.91 14.68 16.31 12.31   17.24 14.68 16.35 12.32 
Red 23.21 21.81 21.93 17.42   23.90 21.96 22.17 17.99 
SAVI 12.94 11.89 13.11 11.25   13.28 11.90 13.32 11.36 
                    
  RMSE values for beta models 
   With Depth   Without Depth 
  5x5 10x10 15x15 20x20   5x5 10x10 15x15 20x20 
EVI 0.12 0.11 0.13 0.10   0.13 0.11 0.13 0.10 
Green 0.22 0.20 0.15 0.22   0.18 0.20 0.15 0.15 
Linear 
mixture 
0.19 0.18 0.19 0.18 
  
0.15 0.13 0.15 0.13 
MSAVI2 0.12 0.13 0.13 0.11   0.12 0.11 0.13 0.12 
NDVI 0.14 0.15 0.16 0.15   0.15 0.15 0.16 0.15 
NIR 0.15 0.22 0.16 0.11   0.15 0.13 0.16 0.11 
Red 0.23 0.18 0.22 0.18   0.24 0.22 0.22 0.18 
SAVI 0.12 0.11 0.13 0.11   0.12 0.11 0.13 0.11 
 
Another measurement that shows little variation when data are up-scaled is the Mean 
Absolute Error (MAE, see Table 7). We used MAE to determine the average magnitude of 
the errors in our models and found two main things: firstly, there is little difference in the 
91 | P a g e  
 
MAE values for models with depth and without depth. Secondly, most models show a 
marginally lower MAE value at coarser pixel sizes than at finer ones.  
 
Table 7: Comparison of MAE values across all pixel sizes.  
 MAE values for linear models 
 With Depth  Without Depth 
 5x5 10x10 15x15 20x20  5x5 10x10 15x15 20x20 
EVI 11.35 9.32 10.10 8.21  11.55 9.20 10.30 8.26 
Green 17.95 15.40 15.64 12.58  18.20 15.39 15.69 12.68 
Linear mixture 15.68 13.14 13.57 10.80  15.58 13.12 13.57 10.85 
MSAVI2 10.63 9.56 10.24 9.43  10.75 9.51 10.53 9.50 
NDVI 11.40 12.14 12.92 12.83  12.05 12.36 12.94 12.91 
NIR 13.46 11.58 12.02 9.66  13.34 11.54 12.07 9.65 
Red 19.36 18.25 18.24 14.44  20.02 18.40 18.27 14.53 
SAVI 10.04 9.24 9.99 9.26  10.14 9.22 10.34 9.43 
          
 MAE values for beta models 
 With Depth  Without Depth 
 5x5 10x10 15x15 20x20  5x5 10x10 15x15 20x20 
EVI 0.10 0.08 0.10 0.08  0.10 0.08 0.10 0.08 
Green 0.18 0.15 0.16 0.12  0.18 0.15 0.16 0.12 
Linear mixture 0.15 0.12 0.13 0.10  0.15 0.12 0.13 0.10 
MSAVI2 0.09 0.09 0.10 0.09  0.09 0.09 0.11 0.10 
NDVI 0.11 0.12 0.13 0.13  0.12 0.12 0.13 0.13 
NIR 0.12 0.10 0.11 0.09  0.12 0.10 0.11 0.09 
Red 0.19 0.18 0.18 0.15  0.20 0.19 0.18 0.15 
SAVI 0.09 0.09 0.10 0.09  0.09 0.09 0.11 0.10 
 
 
In summary, our results show that when using spectral bands or indices in the 400-100nm 
range of the spectrum: i) water depth has a negligible effect on the estimation of FVC, ii) 
SAVI, MSAVI2 and EVI are better predictors of FVC than NDVI and, iii) the selection of the 
index and modelling technique seem to have greater effect on FVC prediction than the 
pixel size.  
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3.4.4 The effect size of water depth using satellite imagery 
To determine if the results from our experiment held true in a mangrove ecosystem, we 
followed the workflow in Figure 13 to create linear and beta models for the two satellite images 
from our study site. In Figure 22, we show a false color composite of the low tide image at its 
original resolution (i.e. 1.2m x 1.2m) and resampled to 5x5 and 20x20 cells along their 
corresponding EVI and FVC.  
 
Figure 22: Original and resampled satellite images from our study site for low tide image (August 2015). False 
colour composite, supervised classification and EVI are shown in panels A, B, C respectively. False colour 
composite, FVC and EVI for the 5x5 and 20x20 grids are shown in panels D through I respectively.  
 
After estimating the true FVC from each image, we used the spectral indices to create linear 
and beta models that of FVC. We selected pixels with mangroves from both images and 
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created a training and testing dataset with a 75%-25% split. Finally, we used Cohen’s d, the 
difference in AIC values and R2 values to compare the models that included depth with those 
that excluded depth as a modelling factor. In Table 8 we show the results of such comparison 
for the low and high tide images. For brevity we will only show the results for EVI, however all 
indices show similar outcomes. While there is variation in the AIC values between the models, 
the predictive power of the models remains the same. In other words, by including water depth 
as a factor to predict FVC does not imply the models will have better predictive power (i.e. R2). 
In summary, the effect of water depth is negligible when estimating FVC regardless of the scale 
or modelling technique.  
 
Table 8: Effect size of water depth in FVC estimation from satellite images 
 Linear models  Beta models 
EVI  
Cohen's 




d ΔAIC  
R-squared 
Difference 
5x5 -0.01 -68.8 0.00  -0.02 78.9 0.00 
10x10 0.04 -38.4 0.00  0.02 49.9 0.00 
15x15 0.01 -24.6 0.00  0.00 32.4 0.00 
20x20 0.02 -22.0 0.01  0.02 28.0 0.01 
 
3.5 Discussion 
Accurately predicting fractional vegetation cover in mangrove ecosystems remains an 
unresolved issue. Here, we designed an experiment to determine the influence of tidal height 
in estimating FVC using linear and non-linear models of eight spectral indices and bands. We 
later compared our experimental results to satellite images of mangroves under different tidal 
regimes and found that tidal height does not influence the estimation of FVC, regardless of 
the spectral index used. 
Of all spectral indices used to estimate FVC, NDVI seems to be the most common. Leprieur et 
al. (2000) for example, used NDVI and MSAVI to predict FVC in the arid grasslands of the Niger 
region in West Africa. While the authors hint that NDVI may be a better predictor of low FVC, 
they did not fully validate their claim. They argue that sharp increases in the index values in 
response to vegetation are enough to support their results. In contrast, Jean-Baptiste and 
Jensen (2006) used linear regression models in a mangrove ecosystem to predict percent 
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canopy closure from field and satellite data. The authors state that their linear models reach 
R2 = 0.82, their field data points (n = 32) only cover areas with measured vegetation ranging 
from 25% - 90%, ignoring areas with lover FVC. This omission is important because areas with 
FVC < 25% are found mostly in the fringes of mangrove forests alongside estuaries where 
intra-pixel heterogeneity may changes with the tidal height. Whereas Leprieur et al. (2000) 
focus on areas with low FVC and produced a curvilinear relationship, Jean-Baptiste and Jensen 
(2006) rely on high FVC to produce a linear model that predicts FVC outside the 0-1 range. 
These two studies, as well as those mentioned in Table 2, are only a sample of the many show 
the disagreement on the linearity or non-linearity of the NDVI-FVC relationship.  
In our study, some linear models predict FVC values higher than 100%. This too was observed 
by Gutman and Ignatov (1998), Ding et al. (2017) and Meza Díaz and Blackburn (2003). The 
latter also found that the brightness of the background saturated some indices and altered 
their predictive power. Aside from index saturation, the relationship between FVC and spectral 
indices appears to affected by other factors and is less likely to be linear (Huete, 1988; Meza 
Díaz and Blackburn, 2003). Specifically, Jiang et al. (2008) stated that the relationship between 
NDVI and FVC can be linear and non-linear depending on the spatial scale. The authors 
mention that shadows and the brightness of the soil play an important role in the linearity of 
the relationship. The effects of soil brightness on the estimations of FVC were also observed 
by (Meza Díaz and Blackburn, 2003), who indicate that NDVI and SAVI are heavily affected by 
soil background, including sediment-laden water. Our results are consistent with those of 
Meza Díaz and Blackburn (2003) in the sense that other spectral indices outperform NDVI in 
predictive power and lower errors. In our case, EVI, SAVI and MSAVI2 are better predictors of 
FVC than NDVI when using linear and non-linear models. 
Similar to the findings by Eskelson et al. (2011), our results demonstrate that beta models can 
be used as an alternative to simple linear models for FVC. Some authors have compared beta 
models with other, more complex and computationally intensive methods to predict FVC. For 
example, Coulston et al. (2012) compared beta models with a random forest classification 
method to predict FVC in the continental United States. They found that the random forest 
classification method produced better results than the beta regression models. Nonetheless, 
they also acknowledge that the random forest methodology requires i) more computational 
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power, ii) spectral normalization between images and, iii) that each explanatory variable is 
tested for significance. The advantages of using beta models are twofold: firstly, FVC will be 
predicted within its true range (i.e. 0-1), and secondly, it can be easily computed from different 
spectral bands and indices such as EVI or NDVI.  
Although NDVI has been commonly used to predict FVC in various ecosystems, some studies 
suggest that SAVI and MSAVI provide equal or better results than NDVI (Ding et al., 2017; Kerr 
et al., 2003; Korhonen et al., 2015). Here, we found that EVI, SAVI and MSAVI2 are better 
predictors of FVC than NDVI. One reason for this is background heterogeneity. The 
background of the vegetation often alters NDVI values by introducing ‘noise’, especially when 
FVC < 60% (Kerr et al., 2003; Meza Díaz and Blackburn, 2003) and because NDVI often saturates 
when FVC ≥ 80% (Ding et al., 2017). Because we measured the reflectance at all vegetation 
fractions (i.e. 1 – 100%) we were able to determine that most spectral bands and indices will 
read zero at FVC<30%. In other words, most indices and bands only measure vegetation 
fractions higher than 30% when water dominates the background (see Figure 14-7). This 
phenomenon, when coupled with the known saturation of NDVI at high FVC could explain why 
the images at the 10 × 10 pixel size outperform the others. Still, we advise caution when 
comparing different pixel sizes.  
Comparing spectral indices across spatial scales is an issue of debate. Many authors, including 
Wu and Li (2009), Jiang et al. (2008) and Lausch et al. (2013) have discussed the issue at length 
and all suggest caution when comparing up-scaled or down-scaled spatial data. While Jiang 
et al. (2008) state that NDVI across different spatial scales is not comparable, Lausch et al. 
(2013) say that up-scaled datasets ‘inherit’ the heterogeneity characteristics and features 
making them similar to the original data. Both Wu and Li (2009) and Jiang et al. (2008) make 
the case that changes in scale may affect the linearity of the response of NDVI to vegetation, 
however we could not confirm that statement with our experiment or using satellite imagery.  
One of the limitations of our study is that we only used data in the 400 – 1000 nm region, 
meaning that indices that use short wave infrared bands were not tested. Despite this, our 
study is relevant to sensors with high spatial resolution that do not register longer wavelengths 
or provide them separately and at a fee. Another limitation of our study is the fact that we only 
tested two modelling techniques. While there are other, more complex models, we tested the 
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linear and non-linear response of the spectral indices to FVC, a matter of much debate. Finally, 
the code used to create a linear and a beta model in ‘R’ is freely available through GitHub 
alongside some of the data used in this project (see (Younes Cárdenas, 2018)). 
 
3.6 Conclusions 
In this study we used linear and non-linear models to i) examine the influence of water depth 
in estimating mangrove FVC, and ii) determine which spectral bands or indices are good 
predictors of FVC in mangrove ecosystems. By using very detailed imagery we have 
demonstrated that the effect size of water depth is negligible, at least under the conditions 
tested here. Our results also indicate that SAVI, MSAVI2 and EVI are better predictors of 
vegetation cover than NDVI given their better predictive power and lower errors. We also used 
high-resolution satellite imagery at two different tidal regimes to validate our experimental 
results and found that models with and without water as factor as essentially the same 
according to Cohens’d and the differences in R2 values. Further research is needed to 
understand the implications of using EVI, SAVI and MSAVI2 (instead of NDVI) in different 
inversion models to estimate FVC in mangrove ecosystems. The results from our experiment 
suggest three main things:  
1. Linear and beta models produce similar results when predicting FVC from spectral bands 
or indices particularly at fine spatial resolutions. Although beta regression is seldom used 
to relate FVC to spectral indices, it should be considered as robust alternative to linear 
models. 
2. Spectral bands and indices other than NDVI should be considered when predicting FVC 
using remotely sensed imagery in mangrove environments. More specifically SAVI, 
MSAVI2 and EVI are suitable replacements for NDVI as they outperform the latter index 
across all pixel sizes. Our results demonstrated that, under the evaluated conditions, NDVI 
is not the best predictor of FVC. While other studies have suggested this, we have 
systematically demonstrated it using highly detailed imagery in a controlled environment 
and validated it using high-resolution satellite imagery.  
3. Although not directly comparable, finer pixel sizes (i.e. 5 × 5 and 10 × 10) provide the best 
relationships between predicted and true FVC than coarse pixel sizes (i.e. 15 × 15 and 20 
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× 20). This indicates that, under certain conditions, the selection of the spectral index for 
estimating FVC plays a more important role than the pixel size used.  
Based on these findings, our next steps include using beta regression models over broad scale 
mangrove ecosystems and obtain a measure of FVC change over time.  
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4 Extracting mangrove phenology from Landsat imagery: a 
novel approach using Generalized Additive Models 
 
A version of this chapter is currently in press in ‘Remote Sensing’.  
 
 




Around the world, the effects of changing plant phenology are evident in many ways: from 
earlier and longer growing seasons to altering the relationships between plants and their 
natural pollinators. Plant phenology is often monitored using satellite images and parametric 
methods. Parametric methods assume that ecosystems have unimodal phenologies and that 
the phenology model is invariant through space and time. In evergreen ecosystems such as 
mangrove forests, these assumptions may not hold true. Here we present a novel, data-driven 
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approach to extract plant phenology from Landsat imagery using Generalized Additive Models 
(GAMs). Using GAMs, we created models for six different mangrove forests across Australia. In 
contrast to parametric methods, GAMs let the data define the shape of the phenological curve, 
hence showing the unique characteristics of each study site. We found that the Enhanced 
Vegetation Index (EVI) model is related to leaf production rate (from in situ data), leaf gain and 
net leaf production (from published literature). We also found that EVI does not respond 
immediately to leaf gain in most cases, but has a two- to three-month lag. We also identified 
the start of season and peak growing season dates at our field site. The former occurs between 
September and October and the latter May and July. The GAMs allowed us to identify dual 
phenology events in our study sites, indicated by two instances of high EVI and two instances 
of low EVI values throughout the year. We contribute to a better understanding of mangrove 
phenology by presenting a data driven method that allows us to link physical changes of 
mangrove forests with satellite imagery. In the future, we will use GAMs to 1) relate phenology 
to environmental variables (e.g. temperature and rainfall) and 2) predict phenological changes.  
 
Keywords:  GAMs; Generalized Additive Models; EVI; Landsat; Mangrove forests; Phenology; 
Time Series Analysis;. 
 
4.3 Introduction 
Around the world, the effects of changing plant phenology are evident in many ways: from 
earlier and longer growing seasons to altering the relationships between plants and their 
natural pollinators (Chambers et al., 2013; Garonna et al., 2016; Morellato et al., 2016a). Remote 
sensing techniques allow us to detect subtle changes in plant phenology, and here we present 
a novel approach to describe phenological cycles of mangrove ecosystems. We contribute to 
a better understanding of mangrove phenology by investigating physical changes of 
mangrove ecosystems and how the evidence of change is captured by satellite images. 
Accurately modelling and predicting mangrove phenology will help us understand not only 
the seasonal variations, but also the long-term trends in natural cycles of these forests. New 
models, such as the one presented here, will advance our understanding of how drought, heat 
waves and other extreme weather events affect mangrove health and growth. Similar to using 
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sea temperature to predict coral bleaching events, we could use phenology to predict 
mangrove dieback events akin to those of 2015 and 2016 in the Gulf of Carpentaria in northern 
Australia. 
Phenology is related to the life cycle events of plants and animals and their relationship to 
climatic and other abiotic factors (Menzel, 2002; Morellato et al., 2016). Plant phenology also 
plays an important role in the carbon cycle in the form of sequestration and storage. 
Phenological cycles of plants ensure that leafing, flowering and fruiting events occur during 
the most appropriate season to achieve maximum growth and reproductive success. 
Mangrove phenology is often described at the species level by relating the time of year when 
trees flower, fruit or defoliate with suspected drivers like temperature and rainfall (Duke et al., 
2006; Tomlinson, 1986). For example, Duke (1990) described the phenology and distribution 
of Avicennia marina mangroves along the Australian coastline, and Metcalfe et al. (2011) 
described the flowering and leafing phenologies of mangroves in the Darwin region. While 
these descriptions provide a very valuable baseline for comparison, they often lack the spatial 
extent and frequency needed for phenological studies (Younes Cárdenas et al., 2017). 
We can monitor mangrove phenology using remote sensing or we can collect in situ data. The 
main advantage of in situ monitoring is that it provides information at the tree and species 
level, where observations can be very detailed over a wide range of variables. However, in situ 
monitoring is challenging, time-consuming and variation in methods and survey effort can 
make it difficult to compare results (Cresswell and Semeniuk, 2011). In contrast, the remote 
sensing approach provides information at the landscape and continental scales and is 
consistently acquired over time and space (Younes Cárdenas et al., 2017). While there are many 
studies that used spaceborne sensors to map mangroves at the global (Ciri et al., 2011; 
Hamilton and Casey, 2016), continental (Lymburner et al., 2019b; Rogers et al., 2017), and local 
scales (Asbridge et al., 2016), few have used these sensors to monitor mangrove phenology. 
(Pastor-Guzman et al., 2018) used MODIS (Moderate Resolution Imaging Spectroradiometer) 
data between 2000-2014 to detect mangrove phenology using four different spectral indices 
in the Yucatan peninsula in Mexico. Similarly, (Songsom et al., 2019) compared the phenology 
of mangroves to that of the surrounding forests using MODIS imagery. While the temporal 
resolution of the MODIS sensors is very high (1-2 days), the spatial resolution is coarse (250-
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500m). Landsat satellites offer a better spatial resolution at the cost of a lower temporal 
resolution. Despite this trade-off, the Landsat archive is key to using remote sensing to monitor 
mangrove phenology as it provides more than 30 years of imagery at a spatial resolution of 
30 m x 30 m and a temporal resolution of 8 – 16 days (Dhu et al., 2017).  
To date, most studies on plant phenology have used fully parametric models, mainly in the 
form of double logistic or sinusoidal functions (Broich et al., 2015; Pastor-Guzman et al., 2015; 
Zhang et al., 2014). These functions may perform well in deciduous or temperate forests, where 
there is a single, well defined period of leaf production, and a single, well defined period of 
leaf senescence (Melaas et al., 2016; White et al., 2009), but these methods may not be well 
suited for mangroves and other evergreen forests. When detecting phenology, one of the main 
limitations of parametric models (e.g. logistic functions) is that they fail to detect asymmetric 
trends in leaf growth or senescence (Melaas et al., 2016). Considering that the growing season 
of some evergreen forests consists of two periods of leaf growth and death, fully parametric 
(or model-driven) models have the potential to oversimplify the phenology of these 
ecosystems. Other, more complex models have also been used to examine plant phenology, 
mainly in the form of artificial neural networks, however these methods are known to  have 
mostly been used in croplands (Xin et al., 2020) . Semi parametric (or data-driven) models, on 
the other hand, may be better suited for this task as they do not necessarily assume that there 
will be a single peak or trough in leaf growth or death. Rather, semi parametric models use 
the data to determine the shape of the phenology.  
Studies have documented the dual phenology of mangroves (Tomlinson, 1986) and other 
evergreen forests (Liu et al., 2013) in the field, but this dual phenology has not been recorded 
using satellite imagery. Dual phenology refers to two periods of leaf growth; unlike deciduous 
forests which grow their leaves during the spring, some evergreen forests have two periods of 
leaf growth every year. In mangrove forests these events have never been documented using 
satellite imagery, probably due to the use of fully parametric models to detect phenology, or 
because in situ data collection focuses mainly on litter fall rather than leaf production. The 
novelty of this study is that, we use a semi-parametric method to model mangrove phenology 
and in doing that we present, for the first time, these two distinct periods of leaf growth 
described in the literature. Generalized Additive Models (GAMs) are commonly used in ecology 
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and climate sciences, to examine non-linear relationships between response and independent 
variables. Here we present a novel, data-driven method to extracting mangrove phenology 
from a series of Landsat images. We use discrete observations of mangrove forests (i.e. satellite 
images) and Generalized Additive Models (GAMs) to create a continuous curve of phenology 
over time, without assuming a certain shape, amplitude, or frequency. Our aims are to: 1) Use 
a semi-parametric approach (GAMs) to examine if seasonal changes in biophysical variables 
are related to seasonal changes in the spectral reflectance of mangrove forests;; 2) Compare 
the satellite-derived phenology with a set of field observations and measurements; 3) Compare 
the satellite-derived phenology to peer-reviewed literature describing the phenology of 
mangrove forests; and 4) Determine how the Enhanced Vegetation Index (EVI) responds to 
leaf gain, leaf fall or net leaf production in mangrove ecosystems across Australia. This 
manuscript is organized in the following way: firstly, we describe the site and methods used to 
collect the field data. Then we describe how we use the literature to create a proxy for 
mangrove phenology. Afterwards, we describe the use of GAMs and satellite images to detect 
the apparent phenology of mangroves across northern Australia. Having done this, we present 
the models of apparent phenology and compare them with the data collected in the field, and 
the proxies from the literature. Finally, we discuss the results, limitations, and future work. 
 
4.4 Materials and Methods 
We selected six study sites across Australia to evaluate mangrove phenology from satellite 
imagery using GAMs. One site corresponds to field observations collected in the Gladstone 
region (Queensland) in the late 1990’s, and the remaining sites (n=5) correspond to qualitative 
data extracted from peer-reviewed publications (Figure 23). In this section we first describe 
the field site followed by the peer-reviewed studies, the image acquisition process, and the 
time series analysis using GAMs. Finally, we describe the phenology model validation. 
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Figure 23: Workflow and location of the study sites used to validate the phenology model. * shows the location of 
the field site (Duke et al., 1999) and two other published studies used. 
 
4.4.1 Field Site Description 
The Gladstone region in central Queensland is home to over 100,000 ha of intertidal wetlands, 
out of which 30% are mangrove forests (Trewin, 2013). The annual mean temperature ranges 
between 18.4°C and 27.5°C, the mean annual rainfall is 874 mm, and the semi-diurnal tides 
often range from 1.5 – 3.5 m but reach up to 6 m. In this region, mangroves of the Rhizophora, 
Avicenna, and Ceriops genera are among the most common (Duke et al., 2006; Trewin, 2013). 
The field data were collected between July 1996 and August 1998 in two plots located in 
Fisherman’s Landing and one plot on Curtis Island (Figure 24). The sites were dominated by 
Rhizophora stylosa trees and located within the Landsat World Reference System 2 (WRS-2) 
path 91 and rows 76 and 77.  
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Figure 24: Location of the field sites and mangrove patches in the Gladstone region, Queensland. Aerial images of 
the study site for 1996, provided by the State of Queensland (QAP5402131/47) 
 
4.4.2 Field Observations and Measurements 
The data were collected by (Duke et al., 1999) in the following way: in each plot, the authors 
selected mature R. stylosa trees between 4-9 meters tall and tagged 21 leafy shoots in the 
upper two meters of the canopy. They conducted monthly inspections and recorded the shoot 
status, number of leaves, reproductive parts and number of branch shoots. To measure the 
amount of litter fall, the authors suspended litter traps (1m2 in area) under the selected trees. 
The traps were suspended above the high tide mark and litter was collected, sorted and 
weighted on a monthly basis. During the data collection period the average tide height was 
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2.49 m according to historical records for the site (TMR - Queensland Dept. of Transport and 
Main Roads, n.d.). Importantly, Duke et al. (1999)  never intended to validate satellite imagery 
with their data, therefore these data are completely independent of our EVI model. The data 
consist of the mean monthly values of six phenological variables, however, we selected the 
three that were more relevant for our study (see (Duke et al., 1999) for details). The selected 
biophysical variables are:  
Leaves lost [leaves × m-2 × day-1]: The number of leaves that fell into the litter traps. 
Leaves gained [stipules × m-2 × day-1]:  The number of interpetiolar stipules that fell into the 
litter traps. This variable serves as a proxy for the number of leaves produced in a tree. 
Net leaf production [leaves gained - leaves lost]: The difference between leaves gained and 
fallen leaves. This measure is an indication the net balance of leaves in the canopy with more 
or less leaves as leaves appear or fall, leaving the canopy in either debit (=stressed), credit 
(=growth) or neutral condition. 
 
4.4.3 Published literature on the phenology of R. stylosa 
To compare the phenology model (i.e. from the GAMs) to other sources of information, we 
gathered a set of peer-reviewed papers that included R. stylosa as target species. The reasons 
for selecting this species were twofold: 1) it is common throughout northern Australia; and 2) 
a number of studies have described its phenology over a wide geographic area across the Indo 
West Pacific region. We looked for papers that had a graphical interpretation of leaf fall and/or 
leaf gain over time and we found six examples (Table 9). We used the published graphical 
interpretations of leaf fall and leaf gain to determine, in a qualitative way, the times of the year 
where most leaves grew or fell. All published graphs show ‘Time’ on the horizontal axis and a 
measure of leaf fall or gain on the vertical axis. In each study, we divided the vertical axis into 
five equidistant categories (i.e. very low, low, medium, high, very high) and recoded the 
category for each month (not shown). Finally, we calculated the net leaf production from each 
study by subtracting the leaf fall from leaf gain values and then compared the three variables 
with the EVI models of each site (Table 9).  
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Table 9: Peer-reviewed studies used for the qualitative comparison.  
Reference Target species 






(Duke et al., 1984a) C. tagal var. tagal  
B. gymnorhiza 
R. apiculata  
R. stylosa 
R. X lamarckii 
LF, LG 1975 - 1978 Monthly Hinchinbrook Island, QLD 
(Saenger and Moverley, 
1985) 
A. annulata 
A. corniculaturn  
A. marina  
C. tagal 
E. agallocha  
L. racemosa  
O. octodonta 
R. stylosa  
X australasicus 
LF, LG 1979 - 1982 Monthly Gladstone and Proserpine, QLD 
(Duke, 2002a)* R. stylosa 
 
LF, LG 1996 - 1998 Monthly Gladstone, QLD 
(Coupland et al., 2005) A. marina 
C. australis  
R stylosa  
S. alba 
LF, LG 1999 - 2001 Monthly Darwin Harbor, NT 








LF 1997 - 2000 Monthly Darwin Harbor, NT 
( Wilson and Saintilan, 2012) R. stylosa 
 
LF, LG 2002 - 2004 73 days South West Rocks Creek, Richmond 
River, Brunswick River, NSW 
*Same location as Duke et al. (1999). 
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From Table 9 one can see that the studies by (Duke et al., 1984b) and (Saenger and Moverley, 
1985) pre date the time where Landsat imagery was collected. Between 1974 and 1989, 
cyclones Dawn (March 1976), Keith (January 1977), Gordon (January 1979), and Kerry (March 
1979) affected Hinchinbrook Island, Gladstone, or Proserpine in Queensland. Neither (Duke et 
al., 1984b) nor (Saenger and Moverley, 1985) mention the effects of cyclones, drought on their 
respective study sites, either because the field campaigns happened before the cyclones, or 
there was no significant damage to the trees. While there is no certainty about the effects of 
extreme weather events for those studies, here we assume that the phenology observed by 
the authors did not change until satellite imagery was acquired. 
 
4.4.4 Landsat image acquisition and processing 
Digital Earth Australia holds a copy of the Landsat archive (1987 – present)  for the whole of 
Australia (Dhu et al., 2017; Lewis et al., 2016). Digital Earth Australia provided all images 
(n=787) of our sites between 1987 and 2006 for the Landsat 5 (TM) and Landsat 7 (ETM+) 
sensors, and performed 1) geometric, 2) atmospheric and 3) Nadir-adjusted Bidirectional 
reflectance distribution function Reflectance (NBAR) corrections. Digital Earth Australia uses 
the ‘Pixel Quality Assessment’ algorithm (Dhu et al., 2017) to remove pixels with clouds and 
cloud shadows, and we used the resulting product to extract the Enhanced Vegetation Index 
(EVI) (Huete et al., 2002). EVI is commonly used to assess phenology using remote sensing 
(Broich et al., 2014; Pastor-Guzman et al., 2018; Songsom et al., 2019), it rarely saturates with 
high-density vegetation, and has demonstrated to perform better than other spectral indices 
in mangrove ecosystems (Younes et al., 2019). 
Our study leverages the high temporal density of the Landsat archive, and the overlapping 
footprints of two or more Landsat scenes, hence increasing the number of usable pixels in a 
given area. To compare the GAMs with peer-reviewed literature, we selected a period equal to 
the time of the data collection plus and minus one year, thereby ensuring that the models had 
enough input data. In the cases where studies were dated before 1987, we used the first three 
years of available imagery of the area to create the GAM. We estimated the location of the 
studies from the site descriptions in each publication and created a region of interest of 
approximately 17 ha of mangrove forests surrounding the study area. Afterwards, we masked 
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out pixels with no mangroves and applied the GAM to every mangrove pixel within our region 
of interest. This approach ensured that we captured the phenology of the mangrove 
community instead of a small plot.  
 
4.4.5 Time Series Analysis using Generalized Additive Models 
With all images pre-processed, georeferenced and sorted by time of acquisition, we proceeded 
to create a model of phenology for every available pixel in our study sites using GAMs. Like 
other statistical methods for time series analysis, GAMs decompose a noisy time series (e.g. 
satellite images) into three main constituents: a seasonal component, a trend component and 
a residual component. Here, we will only focus on the seasonal component (i.e. phenology), 
which refers to a change or fluctuation in a series that occurs periodically one or more times 
per year (Hyndman and Athanasopoulos, 2018) 
Contrary to linear additive models, GAMs are statistical models in which the relationship of 
predictor and response variables is captured by smooth functions instead of coefficients 
(Hastie and Tibshirani, 1986). Equations 1 and 2 show the respective linear and generalized 
additive relationships between one response variable (𝑌) and two predictor variables (𝑋𝑖) for 
i observations (Jones and Almond, 1992):    
 
𝑌 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + 𝜀     (1) 
𝑌 = 𝛽0 + 𝑓1(𝑋𝑖1) + 𝑓2(𝑋𝑖2) + 𝜀     (2) 
 
Noticeably, there is no change in the form of the model. However, there is no assumption that 
the relationship between predictor and response variables is linear. In equation (1) an additive 
linear relationship between 𝑌 and 𝑋𝑖 is captured by the slope terms 𝛽1 and 𝛽2, while in equation 
(2) the additive relationship is captured by the ‘smooth’ functions 𝑓1(∙) and 𝑓2(∙). The shape of 
the ‘smooth’ functions (𝑓𝑛(∙))  is determined during the computation in an iterative way and 
can take many forms (Jones and Almond, 1992; Zuur, 2012). Another characteristic of GAMs is 
that measurements do not need to be evenly spaced in time (Taylor and Letham, 2018). This 
works well in our case for two reasons: 1) pixels with clouds, shadows and other errors are 
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flagged as invalid observations leading to time series with random gaps in both length and 
timing; and 2) areas where the footprints of two or more scenes overlap will have more 
observations than areas with no overlap.  
To detect mangrove phenology from a satellite-derived data series, we used the python 
programming language and the ‘Prophet’ package (version 0.3.post2) developed by Facebook 
(Taylor and Letham, 2018). Facebook designed this package to analyze user engagement with 
the social network at different time scales, and to investigate how periodic events such as 
holidays affect that engagement. Similar to mangrove phenology, user engagement on the 
social media platform is affected by regular and irregular events such as weekends (i.e. regular 
events) and public holidays, which change every year (Taylor and Letham, 2018). In a similar 
fashion, mangroves are affected by regular changes in temperature and rainfall (i.e. seasons) 
and irregular events such as cyclones or drought. While the time scales may differ, the concept 
of tracing an event (e.g. phenology or user engagement) over time remains the same. We 
selected this package due to its ease of use and re-purposed it to extract seasonal variations 
in greenness and phenological metrics from satellite images of mangrove forests.  
I chose ‘Prophet’ because when I started this thesis chapter it was (to the best of my 
knowledge) the only python package that had the capability to generate GAMs in the python 
programming language. The other main reason to use prophet is that the developers of the 
packages had already published a peer-reviewed paper showing the use, capabilities, and 
some results of the package, therefore providing me with a high degree of certainty that the 
package was valid and functional. Since then, and especially since 2019, other libraries and 
packages have added GAMs to their repertoire of statistical functions, however most are still 
in ‘beta’ versions and testing is ongoing. In addition, ‘Prophet’ allows me to analyse the 
seasonal patterns, and the overall trend separately from one another, thereby giving me a lot 
of flexibility in the analysis and interpretation of the results. 
 
4.4.6 Phenological metrics 
With the data ingested, Prophet separates the seasonal components of the time series from 
the trend and the residual components. Prophet then uses GAMs, a Fourier series and a matrix 
of seasonality vectors to model periodic events in a time series (Taylor and Letham, 2018). The 
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seasonal component of the GAMs is used as an approximation of phenological cycles and 
several techniques can be adapted to extract the start, end, and duration of the mangrove 
‘green-up’ season. In this study, we adopted similar definitions to those by (Restrepo-Coupe 
et al., 2015) to identify the Start of Season, End of Season and Peak Growing Season, however, 
as our study does not involve a sinusoidal curve the definitions vary slightly. For simplicity, we 
define the start of season and end of season as the lowest points, and peak growing season 
as the highest points of the de-trended time series (Figure 25). We also define the Length of 
the growing season as the time between the start of season and end of season. Because we 
use start of season, end of season and peak growing season as phenological metrics of the 
landscape, they do not represent individual species.  
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Figure 25: Panel A) shows every available EVI observation for every pixel in the 17 ha region of interest from 
February 1995 to December 1996 for the Gladstone region. Panel B) shows the median and standard deviation of 
the observed EVI values in grey dots and lines respectively, and the EVI model (i.e. GAM) in red. Panel C) shows 
the EVI model, the definitions of: start and end of season (SOS, EOS), peak growing season (PGS) and length of 
the growing season (LGS). Shaded areas represent the wet season months. Panel D) shows the apparent 
phenology resulting from the GAM (red) versus the apparent phenology resulting from using a Discrete Fourier 
Transform (blue). 
 
We extracted the start of season and peak growing season for each pixel in our field study site 
in the following way: from the seasonal component, we selected the predicted index values 
from the GAMs that were lower or higher than the 5 or 95 percentile as potential start of 
season or peak growing season dates, respectively (Figure 25C). Then we selected the median 
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of the image acquisition dates as the start of season, peak growing season and end of season 
dates. In case the selected date was not a date in which an image was acquired, we searched 
for the image with the closest date and used that date instead.  
Because we wanted to determine if the GAMs were correlated with biophysical processes 
described in the literature (i.e. leaf gain, leaf loss, net leaf production), we decided to shift the 
models (i.e. displace the models along the time axis) by one, two and three months. We then 
examined if the EVI response was immediate or delayed. An immediate response of EVI to a 
biophysical process would imply that remote sensing techniques could be used for real-time 
monitoring. In contrast, a delayed response would help us understand which processes drive 
the changes in EVI. After comparing the biophysical processes to the EVI, we examined their 
relationship using linear regressions.  
For the purposes of this thesis, we decided that the Discrete Fourier Transform was not an 
adequate method to detect phenology because it does not fit the real data as well as the 
GAMs. In Figure 25D we present a simple comparison between the apparent phenology 
resulting from using Prophet, and the apparent phenology from using a Discrete Fourier 
Transform using the ScyPy package for python. While the Fourier transform is aesthetically 
more pleasing, is it evident that it misses many of the median and standard deviation values 
of EVI.  
 
4.4.7 Validation of the GAMs  
We assessed the precision of our model by running linear regressions between the EVI model 
and 1) observed EVI values; 2) in situ data from (Duke et al., 1999); and 3) leaf fall, leaf gain 
and net leaf production values from published literature.  
 
4.5 Results  
4.5.1 Time Series Analysis using GAMs – Mangrove phenology 
We found that some Australian mangroves display a bimodal seasonality with two periods of 
high EVI values and two periods of low EVI values, as shown in Figure 25 and Figure 26. In the 
Gladstone region, the highest EVI values are recorded between May and August (‘Peak 
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growing season’ in Figure 25), which are immediately followed by the lowest EVI values 
between September and November (‘Start of season/End of season’ in Figure 25). During the 
wet season, EVI values exhibit a second, less pronounced peak between December and January 
followed by a subtle drop between February and April. This bimodal seasonality refers to two 
different peaks in leaf production (Tomlinson, 1986) and is also seen through time, with EVI 
values in mid-year being higher than those at the beginning or end of the year (wet season).   
 
 
Figure 26: EVI model of phenology for each study site. Blue squares represent locations where only published 
literature was used, while the red square represents the location of the field data site and where published 
literature was used. Grey dashed circles show examples of year-to-year variations in the EVI model. 
 
Figure 26 shows the average phenology model of all the pixels in each study site and highlights 
the fact that mangrove phenology varies with location and through time. For example, both 
Gladstone sites display similar phenology models despite being years apart. When compared 
to the Hinchinbrook site, however, the models are somewhat different, especially when looking 
immediately before and after the highest EVI values (i.e. peak growing season). On a greater 
scale, the phenology models across states differ greatly from one another. The site located in 
New South Wales has a distinctly smooth phenology curve while the Queensland sites show 
jagged features and the Northern Territory is in between.  
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Temporally, GAMs reveals subtle year-to-year differences in the phenology model that cannot 
be seen with fully parametric models as the latter over-simplify the phenology from satellite 
images. Grey circles in Figure 26 focus on certain features in the phenology models that change 
from year to year. Since we created the GAMs on a pixel-by-pixel basis, we can examine each 
pixel individually and determine the causes of such variations.  
 
4.5.2 GAMs and Field Data 
In Figure 27 we show the EVI model and the in situ data from (Duke et al., 1999). We can see 
that each field variable has a marked seasonal pattern, where the values of the variable increase 
and decrease at certain times of the year (see below). Similarly, the EVI models show a seasonal 
pattern with higher values between May and September and lower values between October 
and April. Both the monthly mean and the chronological EVI models seem to describe some 
variables better than others as explained below (see Section 4.6). 
 
Figure 27: Predicted EVI vs in situ data from (Duke et al., 1999). Red line represents the EVI model for the 
Gladstone area (1995-1999). Grey bars and black lines represent the values for each variable and standard error 
respectively. On the left panel, the data are grouped by month and on the right panel the data are presented in 
chronological order. No in situ data were recorded for April during the experiment. 
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4.5.2.1 EVI model and leaves lost 
Visually, the EVI model appears to have an inverse relationship with the number of leaves lost. 
Between November and March, when the number of leaves lost is high (≥3 leaves/m2/day), 
EVI values are often low. In contrast, EVI values are often high between May and October when 
fewer leaves are lost. This relationship is evident in Figure 27A/B. 
 
4.5.2.2 EVI model and leaves gained  
From Figure 27 C/D we see that the EVI model has a closer relationship with the number of 
leaves gained than with the number of leaves lost. Visually, this relationship is very strong, 
especially in the second half of the year. Between October and December the number of leaves 
gained rises to its maximum value; this number then drops and remains stable until May. 
Similarly, in October, EVI rises steadily from its lowest value until December where it remains 
stable until March before rising to its maximum values between May and June before dropping 
again and restarting the cycle. In Figure 27D the EVI model shows peaks that coincide with 
periods of high number of leaves produced (e.g. January 1997, December 1997, and May 
1998). The same can be said about the troughs in the EVI model, which coincide with lower 
values of leaves produced (e.g. October 1996 and 1997). 
 
4.5.2.3 EVI model and Net Leaf Production 
Net leaf production presented by (Duke et al., 1999) shows two distinct peaks (i.e. June and 
December) and two troughs (i.e. January and November) that coincide with the peaks and 
troughs of the EVI model (Figure 27E). When the data are aggregated by month (Figure 27E), 
the relationship between EVI and the net leaf production is clear. Similarly, when the data are 
presented in chronological order, the months where net leaf production is highest (or lowest) 
coincide with months of high (or low) EVI values (Figure 27F). In some cases, high and low EVI 
values precede the highest and lowest values of net leaf production by about a month, 
however this is not consistent over time.  
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4.5.3 GAMs and Published Literature 
Similar to our field data site, the GAMs showed a bimodal phenology curve across all sites 
described in the selected literature (Table 9, Figure 28). In general, the phenology models have 
either 1) an inverse relationship or 2) a time lag with respect to the intensity of leaf fall reported 
in the literature. Most studies report higher leaf fall rates between October and March and 
lower leaf fall rates between April and September (Figure 28), which denotes an inverse 
relationship with EVI. By shifting the models by three months, the visual relationship between 
leaf fall and EVI becomes stronger, especially for the data presented by (Coupland et al., 2005; 
Duke, 2002a) and (Metcalfe et al., 2011a).  
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Figure 28:  Left, centre and right show a qualitative measure of Leaf fall, Leaf gain and Net Leaf Production for 
each study site. The red line represents the monthly value of the predicted EVI from the GAMs and the blue 
dotted line represents the predicted EVI shifted by three months. 
 
Models of EVI seem to be better predictors of leaf gain intensity when compared to leaf fall 
intensity. On most sites, leaf gain intensity is highest between November and April and lowest 
between May and October. Higher values of leaf gain intensity relate well with high values of 
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EVI. However, their timing does not match exactly. Visually, the shifted EVI models show a 
much closer relationship with leaf gain intensity across all sites than the models with no time 
shift (Figure 28). Regarding net leaf production, sites in Gladstone (QLD) and Darwin (NT) show 
that the peaks and troughs of the EVI model coincide with the highest and lowest values of 
leaf production (Figure 28C/D.) In contrast, the shifted models shown in Figure 28A/B/E have 
a better visual relationship with net leaf production.  
 
4.5.4 Validation: Predicted EVI vs published data 
With the exception of Duke et al. (1984a), all sites have higher correlation values with leaf gain 
or net leaf production when the EVI model is shifted by two or three months. For example, the 
EVI model correlates better with leaf gain values shifted by two months in the case of (Duke, 
2002a) and (Nicholas C Wilson and Saintilan, 2012) and tree months in the case of (Saenger 
and Moverley, 1985) and (Coupland et al., 2005). The high R2 values in Table 10 demonstrate 
that, in mangrove forests, the EVI response to leaf gain intensity and net leaf production is not 
immediate but delayed by two to three months.  
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Table 10: Correlation coefficients of the EVI model versus Net leaf production, leaf fall and leaf gain for each site. 




Leaf Fall Leaf Gain 
Net leaf 
production 
R2 p value R2 p value R2 p value 
Duke_1984 -3 0.01 0.75 0.24 0.11 0.15 0.22 
 -2 0.24 0.11 0.17 0.18 0.00 0.93 
 -1 0.33 0.05 0.24 0.10 0.00 0.91 
 0 0.33 0.05 0.47 0.01 0.05 0.49 
Saegner_1985 -3 0.11 0.29 0.54 0.01 0.55 0.01 
 -2 0.16 0.19 0.43 0.02 0.36 0.04 
 -1 0.21 0.13 0.35 0.04 0.23 0.12 
 0 0.41 0.02 0.35 0.04 0.14 0.23 
Duke_2002 -3 0.38 0.03 0.53 0.01 0.01 0.81 
 -2 0.74 0.00 0.90 0.00 0.04 0.53 
 -1 0.71 0.00 0.36 0.04 0.43 0.02 
 0 0.25 0.10 0.02 0.70 0.51 0.01 
Coupland_2005 -3 0.04 0.52 0.39 0.03 0.15 0.22 
 -2 0.07 0.42 0.05 0.49 0.00 0.98 
 -1 0.08 0.38 0.08 0.38 0.00 0.90 
 0 0.06 0.46 0.00 0.87 0.01 0.71 
Wilson_2012 -3 0.02 0.63 0.42 0.02 0.75 0.00 
 -2 0.06 0.45 0.71 0.00 0.53 0.01 
 -1 0.33 0.05 0.66 0.00 0.16 0.20 
 0 0.71 0.00 0.37 0.04 0.00 0.83 
Metcalfe_2011 -3 0.06 0.46 - - - - 
 -2 0.55 0.01 - - - - 
 -1 0.79 0.00 - - - - 
 0 0.61 0.00 - - - - 
 
In summary: 1) the EVI models resulting from the GAMs are good predictors of leaf gain and 
net leaf production across our study sites; and 2) EVI does not respond immediately to leaf 
gain and in most cases has a two- to three-month delay after mangrove forests show signs of 
leaf gain or  increased net leaf production. 
 
4.5.5 Phenological Metrics 
After analyzing every pixel in the Landsat images from our field site, we found that the growing 
season starts and ends between Day of Year (DOY) 280 and 316, that is between September 
and October each year (Figure 29A). The peak growing season occurs most frequently between 
May and July (i.e. DOY 137-165, Figure 29B). The start of season and peak growing season 
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usually occur before and after the wet season respectively, however establishing a relationship 
between the two events is beyond the scope of this study. See the Discussion section for more 
on the bimodal seasonality of mangrove ecosystems.  
 
 
Figure 29: Start of Season and Peak of Growing Season for mangroves in the Gladstone region (QLD) between 
1995-1999, as determined by the EVI model. 
 
4.6 Discussion 
Extracting phenological metrics of mangrove forests from satellite images is an ongoing field 
of research. We contribute to this field by 1) presenting a novel, data-driven method to 
extracting phenology from satellite imagery; and 2) applying the method in evergreen forests 
across Australia. Importantly, with the use of satellite images we have demonstrated that plots 
with similar species can have different phenologies. Phenology is, in turn, site dependent and 
hence should not be described using a single logistic or sinusoidal curve.  
 
4.6.1 The phenology of Rhizophora stylosa  
Authors have described, in situ, the phenological traits of R. stylosa around the world, however 
few have attempted to compare mangrove phenology across regions. (Pastor-Guzman et al., 
2018), for example, used satellite imagery and a sinusoidal model to describe seasonal 
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variations of mangrove forests in the Yucatan peninsula in Mexico. They found that the spectral 
index values are lower during the dry season and higher during the wet season, an outcome 
that differs from our findings. Across all our study sites, we found lower EVI values during the 
wet season and higher EVI values during the dry season. These differences may be due to the 
geographical location and the species composition of both studies. R. mangle, Laguncularia, 
racemosa, Avicennia germinans and Conocarpus erectus dominated their study site, while R. 
stylosa, A. marina and C. tagal dominated ours. Despite R. stylosa being the dominant species 
in our site, several species of mangroves may contribute to the apparent phenology of each 
pixel given the resolution of the Landsat images (i.e. 30m). Determining the contribution of 
each species to the apparent phenology is an ongoing field of research.   
Another big difference between our study and that of (Pastor-Guzman et al., 2018) is that the 
species that dominate mangrove forests in their study sites show a unimodal phenology 
response across the Yucatan peninsula. In contrast, we found bimodal phenology signals in 
our field study site as well as in the sites described in the peer-reviewed literature (Figure 26). 
This bimodal phenology is not new. Duke et al. (1984) , and later Tomlinson (1986) described 
R. stylosa and other mangrove species as having two distinct periods of leaf growth each year. 
Descriptions at the plot level certainly help us understand the bimodal response of EVI over 
time, however the number of leaves that a tree produces might not be the only explanation 
for a bimodal response in EVI. 
Recently, Smith et al. (2019) suggested that the seasonal response of EVI in an evergreen forest 
was bimodal due to layers of the canopy responding in opposing seasonal patterns. When 
there is decrease in leaf area index of the upper canopy, the lower canopy takes advantage of 
the extra light to increase its leaf area. Following the findings by Wu et al. (2016), Smith et al. 
(2019) propose that the seasonal response of EVI comes from variations in leaf area index and 
photosynthetic capacity (i.e. younger, more efficient leaves), rather than from climate and 
weather patterns alone. Indeed, leaf ontogeny, demography and longevity could influence 
satellite observations, with leaves of different ages having varying amounts of chlorophyll, 
carotenoids, and water, resulting in slightly different spectral signatures. These assertions need 
to be tested in mangrove ecosystems, to determine if the bimodal response of EVI is related 
to the canopy structure or net leaf production.   
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In this study we have demonstrated that seasonal and inter-annual changes in leaf gain and 
net leaf production are related to changes in EVI. Coupland et al. (2005) suggested that leaf 
production of R. stylosa in Northern Australia is most evident during the wet season 
(December through May), however this species produces new leaves throughout the year. 
Similarly, Wilson and Saintilan (2012) found that R. stylosa has the highest values of leaf 
production and leaf fall between December and April. The authors also indicated that this 
species has a net leaf gain between January and August, and a net leaf loss between September 
and December, which coincides with upward and downward trends in the EVI model for that 
site (Figure 28E). Despite the strength of the EVI-net leaf production relationship, when using 
satellite imagery, there are other factors that affect the phenology response of mangrove 
forests. 
Environmental and biological factors such as cyclones, rainfall and tree age are known to alter 
the phenology and spectral response of mangrove ecosystems (Kovacs et al., 2001; Lovelock 
et al., 2015; Pastor-Guzman et al., 2018). With the help of satellite imagery and GAMs, we can 
now look at inter-annual changes in mangrove phenology (e.g. Figure 26) and relate them to 
environmental or biological factors. Because these factors may change one by one, or several 
at a time, inter-annual predictions of mangrove phenology are difficult. A way to improve the 
prediction of seasonal and inter-annual phenology is to include past and present observations 
of these factors during the creation of the GAMs. GAMs create a numerical relationship 
between each factor and the phenology model to determine how influential is the former over 
the latter.  
For example, there seems to be an inverse relationship between apparent phenology and 
temperature (Figure 30). EVI reaches its highest values at the same time when temperature is 
low and vice versa. On the other hand, EVI seems to be correlated with rainfall, with EVI 
displaying increasing values after periods of high or continuous rainfall. In R. stylosa and other 
mangrove species the inverse relationship between phenology and temperature has also been 
noted by Duke (2002), and Pastor-Guzman et al. (2018), but does not seem to be the case 
everywhere (Duke et al., 1984). While not investigated here, the year-to-year variability in 
temperature and rainfall is also evident in Figure 30. Between November 1995 and March 1996, 
there were more episodes of rainfall, combined with higher maximum temperatures when 
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compared to subsequent years. Year-to-year variations in weather and climate patterns are 
likely to play a role in long-term changes in mangrove phenology. Given that GAMs allow us 
to examine long term trends in phenology, linking trends in phenology with changes 
temperature and rainfall is a natural next step for this research. 
 
Figure 30: Apparent phenology from the GAMs for the Gladstone site is shown in red. The maximum daily 
temperature (oC,), and the daily rainfall (mm) for the Gladstone Airport weather station between 1995 and 1999 
are shown in green and blue respectively. 
 
Similarly, biological variables such as species composition, growth rate and forest maturity 
may also affect the spectral response of mangroves, and thus, any model derived from satellite 
sensors. A mature, dense forest will have a different response to a newly-planted mangrove 
patch or one that is recovering from a natural or manmade disaster (Chandra Giri et al., 2011a). 
Because relating 30 years of satellite observations to biological processes requires that in situ 
data is collected frequently and over long periods, the need for long-term (five or more years) 
monitoring sites in mangrove forests is evident. Long-term monitoring of mangrove 
ecosystems is important, especially when relating variations in spectral indices, to changes in 
tree growth and temperature such as those presented by Coldren et al. (2016) and Coldren et 
al. (2018).  
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4.6.2 GAMs vs parametric methods 
Our ability to detect and forecast mangrove phenology improves our understanding of the 
ecosystem (Chambers et al., 2013), and our approach greatly differs from others, more 
commonly used (Helman, 2018). For example, Zhang et al. (2003) derived a mathematical 
function that resembles the phenological phases of forests in the northeastern United States. 
Their aim was to use satellite images to monitor vegetation dynamics at the landscape level, 
and one of their biggest achievements was that the method did not require any fixed constants 
or thresholds to be applicable. This method has been used at the local (Fisher et al., 2006) and 
global scales (White et al., 2009), however the premise that a parametrized mathematical curve 
fits every plot of land has remained unchanged. The method derived by Zhang et al. (2003) 
assumes that the selected model of phenology is: 1) correct, 2) already known and 3) is 
invariant through space and time (Jones and Almond, 1992; Yee and Mitchell, 1991). Even 
recent studies (Songsom et al., 2019) insist on these assumptions when applying smoothers 
and filter to the data prior to detecting the phenology without considering that the data they 
discard may provide insights into the phenomenon their trying to model (i.e. phenology). We, 
on the other hand, used semiparametric GAMs as an estimation method to describe the 
changing relationship between mangrove phenology and EVI. GAMs let the data define the 
shape of the phenology curve, allowing for bimodality and skewness to be detected and 
modelled (Yee and Mitchell, 1991). 
As shown above, the relationship between EVI and mangrove phenology changes with space 
and time. The main limitation of parametric approaches is that those methods are constrained 
to the particular models evaluated (e.g. Pasquarella et al. (2018), Zhang et al. (2003), Zhu et al. 
(2012)). That is to say, parametric methods assume that the shape of the phenological curve 
remains invariant and only variations in the frequency and amplitude of the signals are allowed.  
In contrast to parametric methods, GAMs use the data itself (in this case EVI values from 
satellite imagery) to determine the shape of the relationship. Because the relationship between 
the predictor and response variable is unknown beforehand, GAMs apply a series of smooth 
functions and use the data to determine which function is the best fit for a given dataset. This 
data-driven approach enabled us to demonstrate three key things: 1) the phenology response 
of mangroves forests dominated by R. stylosa is not unimodal, but often bimodal across our 
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study sites; 2) the second leaf growth phase varies in intensity depending on the site. For 
example the second leaf flush is much lower in New South Wales (Figure 28E) than in 
Queensland and the Northern Territory (Figure 28B/D). The reasons behind these differences 
are not fully understood but may be due, in part, to differences in air temperature, rainfall and 
water temperature; 3) the phenology response of mangrove ecosystems is site dependent and 
GAMs allow us to see small seasonal and inter-annual variations that are otherwise impossible 
to detect using fully parametric methods. However, to provide a better, more accurate, 
description of mangrove phenology we need ecophysiological descriptions that span more 
than 18 – 24 months to compare to satellite-derived phenology. 
Field descriptions of phenology longer than two years will also help inform apparent 
phenology models in different ways. For example, here we found that there is a 2-3 month lag 
between in situ phenology and apparent phenology. These lags need to be validated with field 
data, and across different sites. One way of examining these relationships could include the 
comparison of parametric and semi-parametric methods for detecting phenology from 
satellite images. If the lag between higher net leaf production and higher EVI is real, then it 
should show regardless of the method used. Moreover, these lags should also be evident while 
using sensors with different spatial and temporal resolutions. This hypothesis was not tested 
here but it poses a set of research questions worth exploring.  
 
4.6.3 Validation of the GAMs 
Peer-reviewed literature of phenological models often lacks a description of the methods used 
to validate the models, making it difficult to compare the performance of the GAMs versus 
other approaches. Despite this limitation, we validated our EVI model using three different, 
independent sources of information and found that GAMs are good tools to extract the 
phenology response of mangrove forests from satellite images.  
Linear regressions between Observed and Predicted EVI values showed a good model fit, with 
R2 > 0.40 in half of our study sites despite variations in the raw EVI values (see Figure 41). 
Correlation values between the GAM and in situ data were low (as expected), but there are 
valid reasons for this. The study by Duke et al. (1999) focused on three sites in the Gladstone 
region in Queensland, and aimed at examining potential bioremediation strategies in case an 
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oil spill hit the Queensland coast. The authors never intended to use the field data to validate 
satellite imagery, hence the difficulties in correlating one with the other. Furthermore, the 
dataset consisted of one value per date per site i.e. only three data points per date, and some 
dates had no values (e.g. April 1997), which reduced the potential for correlation even more. 
Lastly, the study only gathered data over an 18-month period, limiting our information to one 
and a half growing seasons. Having only one full season of information limits the number of 
links we could create between the EVI model and the field data. We need longer field studies 
to understand fully the phenology curves extracted from satellite imagery and to examine the 
response of mangrove forests to changes in weather and climate patterns.  
The validation process of the EVI model with peer-reviewed literature provided us with two 
important pieces of information: 1) our models correlate well with the leaf gain intensity and 
net leaf production reported in the literature, regardless of the year in which  those data were 
acquired; and 2) EVI has a two- to three-month lag with leaf gain intensity in most of our study 
sites. The former is important because it highlights the usefulness of GAMs. The latter tells us 
that, from a biophysical perspective, EVI responds to the canopy elements that absorb red 
light for photosynthesis and scatter near infra-red light, while field phenology traces leaf 
formation and drop. The delayed response of EVI is expected for two reasons: 1) the time it 
takes newly formed leaves to reach their maximum size, and 2) the net leaf production varies 
throughout the year. In Figure 31 we show an example of this. At ‘t1’ leaves are scarce and bud 
breaking, net leaf production and chlorophyll content are low but positive and the satellite 
captures mainly the background of the mangrove tree (i.e. exposed soil and understory water). 
At ‘t2’ leaves are growing and new leaves are bud breaking. At ‘t3’, net leaf production peaks, 
meaning that there are many leaves growing and bud breaking, the satellite captures mainly 
green material, including chlorophyll, thus EVI is high as well. When ‘t4’ arrives EVI is still high, 
more leaves are dropping than bud breaking, but leaves from ‘t3’ are still growing and reaching 
maturity (i.e. high chlorophyll content) hence the lag between peak EVI and peak leaf 
gain/production. Finally, the tree loses more leaves and the background in the satellite images 
starts to show again (‘t5’) and the cycle starts again. The implications of this delayed response 
of EVI need to be explored because the growth/recovery rate after a natural disaster may not 
be as evident from satellite imagery as previously thought (Chandra Giri et al., 2011a). 
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Figure 31: Time difference between peak leaf production and peak EVI during a given year for a 
simulated mangrove tree.  
 
Apparent phenology can be detected using a variety of spectral indices, and EVI is only one of 
several that has been used for coastal ecosystem investigations (Murray et al., 2019; Pastor-
Guzman et al., 2018; Rogers et al., 2017). Future studies could use EVI in combination with 
other spectral indices to improve the detection of phenological events such as accurate 
measurement of leaf production and different stages of leaf growth. It would also be important 
to assess whether other spectral indices also display a time lag with relation to net leaf 
production, and whether other phenology models show this temporal shift as well. For 
example, spectral indices that use the short-wave infra-red region of the spectrum could 
provide information on water content and indirectly inform the number of leaves in the forest. 
Establishing this relationship is important, especially in scenarios where mangroves are at risk 
of massive diebacks such as drought and heat waves.  
Besides temperature, rainfall, and other climate data, other sources of information that can 
potentially provide additional insights to our model: 1) Fractional Vegetation cover, and 2) 
radar imagery from Sentinel 1 or Advanced Land Observing Satellite (ALOS) sensors. The use 
of Radar datasets to monitor mangrove forests has been increasing in the past few years, 
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mainly providing insights on mangrove zonation (Held et al., 2003; Worthington et al., 2020), 
canopy structure and height (Simard et al., 2019), while Fractional Vegetation Cover informs 
mangrove dynamics (Lymburner et al., 2019). The spatial resolution of many of these sensors, 
including Landsat, does not allow the discrimination of species, however, estimating general 




In this paper, we demonstrated that GAMs help us detect seasonal and inter-annual changes 
in mangrove phenology by using 787 satellite images of different study sites across Australia. 
We compared our model to field and published data. When compared to field data, we found 
that seasonal and inter-annual variations of EVI correlate well with the leaf production rate, 
net leaf production of mangrove forests. When compared to published data, we found that 
there is a time lag between leaf gain and the EVI. Overall, leaf gain and net leaf production are 
more closely related to higher EVI values than leaf fall. Regarding the phenological metrics, in 
our Gladstone site, start of season occurs more frequently between September and October 
each year and peak growing season between May and July.  
Rather than imposing a parameterized mathematical curve to the data, our study leverages 
the ability of GAMs to let the data determine the type of relationship between a given spectral 
index and plant phenology. This data-driven approach helped us detect a bimodal phenology 
in mangrove forests dominated by R. stylosa; bimodal phenology has been reported in the 
literature but it has never been seen with remote sensing techniques. More importantly, GAMs 
allowed us to determine that mangrove phenology is site-dependent. Fully parametric 
methods, when applied to remotely sensed data, have over-simplified the phenology of 
mangrove ecosystems and other evergreen forests worldwide. 
By understanding how phenology changes from site to site, and year to year, this study 
provides a tool for regional and continental-scale assessments of mangrove phenology. We 
expect to see an increase in the use of GAMs, especially in conjunction with the Landsat and 
other long-term, worldwide imagery archives.  
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5 All models of satellite-derived phenology are wrong, but 
some are useful. 
 
A version of this chapter is currently in review in ‘International Journal of Applied Earth 
Observations and Geoinformation’.  
 
5.1 Graphical Abstract 
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5.2 Abstract 
Satellite-derived phenology (or apparent phenology) is frequently used to illustrate changes 
in plant phenology (i.e. true phenology) and the effects of climate forcing. However, each study 
uses a different method to detect phenology. Plant phenology refers to the relationship 
between the life cycle of plants and weather and climate events. Phenology is often studied in 
the field, but recently studies have transitioned towards using satellite images to monitor 
phenology at the plot, country, and continental scales. The problem with this approach is that 
there is an ever-increasing variety of earth observation satellites collecting data with different 
spatial, spectral, and temporal characteristics. In this paper we ask if studies that detect 
phenology using different sensors over the same site produce comparable results. Mangrove 
forests are one example where different methods have been used to examine their apparent 
phenology. In general, plant phenology, including mangroves, is described using few 
individual plants, but continental-scale descriptions of phenological events are scarce or 
inexistent. Few attempts have been made to describe the phenology of mangroves using 
satellite imagery, and each study presents a different method. We hypothesize that apparent 
phenology changes with: 1) areal extent; 2) site location; 3) frequency of observation; 4) spatial 
resolution; 5) temporal coverage; and 6) the number of cloud contaminated observations. 
Intuitively, one would assume that these hypotheses hold true, yet few studies have 
investigated this. For example, one would expect that clouds change the observed phenology 
of vegetation, that the number of species captured at spatial resolution will impact the 
apparent phenology, or that mangroves in different places display different phenologies, but 
how are these changes represented in the apparent phenology? We use the Enhanced 
Vegetation Index (EVI) to examine the changes in the start of season and peak growing season 
dates, as well as the shape and amplitude of the apparent phenology in each hypothesis. We 
use Landsat and Sentinel 2 imagery over the mangrove forests in Darwin Harbour (Northern 
Territory, Australia) as a case study, and found that apparent phenology does change with the 
sensor, site, and cloud contamination. Importantly, the apparent phenology is comparable 
between Landsat and Sentinel 2 sensors, but it is not comparable to phenology derived from 
MODIS. This is due to differences in the spatial resolution of the sensors. Cloud contamination 
also significantly changes the apparent phenology of vegetation.  In this paper we expose the 
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complexity of modelling phenology with remote sensing and help guide future phenology 
investigations.  
 
Keywords: Landsat, Sentinel 2, phenology, Time Series Analysis, Generalized Additive Models, 
apparent phenology, mangroves. 
 
 
5.3 Introduction  
Phenology is the branch of science that relates the life-cycle events of organisms to the biotic 
and abiotic events that cause them (Cerdeira et al., 2018); for example, plants losing their leaves 
in autumn and growing them in spring. Plant phenology is usually studied in the field. Field 
observations allow researchers to closely examine the life cycles of plants; however, these 
studies are often limited to small areas and to short periods of observation. In addition, 
historical records of plant phenology are limited in their geographical extent, number of 
species, and availability. Recently, studies have used satellite images to examine plant 
phenology at larger scales and over longer periods of time (Broich et al., 2014; Verbesselt et 
al., 2010; White et al., 2009). Here we use the term ‘apparent phenology’ to refer to satellite-
derived phenology to discriminate it from the phenology observed in the field. The advantages 
of using satellites for studying phenology are threefold: 1) there are decades worth of images 
for most places on earth; 2) satellites collect data at periodic intervals over large areas; and 3) 
all images are collected in the same way, thereby ensuring the data collection remains 
consistent over space and time. These advantages imply that we can assess phenology over 
large areas and retrospectively, however satellite images are just a tool to detect plant 
phenology, and, like any other tool, these images can be used in several ways.  
From entire continents, to individual countries and small regions, satellite images are the 
preferred tool to detect plant phenology at different spatial scales (Czernecki et al., 2018; 
Pastor-Guzman et al., 2018; White et al., 2002). Like other tools, satellite images have different 
characteristics depending on the sensor that collects the data. Two important characteristics 
of satellite images that relate to the sensor are the spatial resolution and the temporal 
resolution. The spatial resolution refers to the land surface area covered by each pixel (i.e. pixel 
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size), and the temporal resolution refers to the frequency with which the satellite visits a given 
site. Each sensor has a unique combination of spatial and temporal resolution, and the most 
frequently used sensors to detect plant phenology are Landsat, Sentinel 2, and MODIS 
(Moderate Resolution Imaging Spectroradiometer) (Bolton et al., 2020; Fu et al., 2014b; Melaas 
et al., 2018). But detecting phenology not only depends on the sensor, it also depends on the 
amount of data available for the study site, and environmental factors such as cloud cover. 
Many ecosystems are covered by clouds throughout the year, therefore obtaining cloud-free 
satellite images from those regions is rare. In other occasions, the target feature or 
phenomenon occurs when clouds are prevalent and, therefore, they are hidden from satellite 
view. When presented with these circumstances, researchers interested in phenology have 
resorted to using methods such as compositing to remove the effects of clouds in their data 
(e.g. (Griffiths et al., 2019)). Such approaches, however, may remove important within-year 
phenological features, making them less than ideal in many cases. More often than not, studies 
resort to masking algorithms to remove pixels marked as clouds, or cloud shadows; however, 
these algorithms are not perfect and can remove valid observations (i.e. commission errors), 
or keep invalid data (i.e. omission errors) (Ernst et al., 2018). The effects of clouds and cloud 
shadows on the satellite-derived (i.e. apparent) phenology of ecosystems are yet to be 
explored. One advantage of using cloud masking algorithms is that they remove unwanted 
data from the dataset, however this also reduces the number of usable observations to detect 
phenology.   
The number of observations available for any given site is known as the time series, and it 
varies from sensor to sensor. Because detecting plant phenology requires (at least) one year 
of observations, the length of the time series plays an important role not only in detecting 
phenology, but also in evaluating changes over time (Garonna et al., 2016; Melaas et al., 2013; 
Vogelmann et al., 2016b). Changes in plant phenology serve as indicators of alterations in 
weather and climate patterns (Garonna et al., 2016; Peñuelas et al., 2009; Sitch et al., 2015). 
However, there is no consensus on the most effective methods or models to detect these 
changes. 
When referring to the ability of a model to represent the exact behaviour of a system, George 
Box famously stated the ‘all models are wrong, but some are useful’’ (Box, 1979, 1976). This 
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assertion seems to hold true for phenology investigation, where studies have used wide range 
of models across different ecosystems, spanning different decades, and using different 
sensors. Because of this variation in methods and inputs, comparing the phenology from two 
or more studies remains a challenging endeavour.  
Vegetation phenology has been studied at different spatial scales and over different 
landscapes (Melaas et al., 2018; Pastor-Guzman et al., 2018). Broich et al. (2014) studied the 
phenology across Australia, and found stark differences between landscapes. Plant 
communities in central Australia, where rain is scarce, displayed small variations in greenness 
and, in some cases, seemed to skip the growing season altogether due to the lack of available 
water. The apparent (i.e. satellite-derived) phenology showed by the authors corresponds, to 
some degree, to the real phenology of the vegetation. However, the variability in the 
vegetation within a 500m pixel could be influencing the signal captured by the model. These, 
and many other models are wrong. They are wrong not because they lack merit or scientific 
validity, but because are incapable of representing the exact behaviour of the ecosystem.  
But these models are also very useful. These models provide a good starting point for plant 
phenology investigations, but with an ever-increasing variety of earth observation satellites, it 
is important to raise the question: when two studies use different sensors to detect phenology 
over the same site, are their models comparable to one another? Our aim is to answer this 
question. To determine if satellite-derived phenology is comparable between studies, we 
evaluate if: 1) the size of the study site, 2) the location of the study site, 3) the frequency of 
observation, 4) the spatial resolution, 5) the temporal coverage, and 6) the data pre-processing 
methods change the apparent phenology of the study area. We test these hypotheses using 
mangrove forests as an example, but these considerations also apply to other intertidal 
ecosystems, inland wetlands, and tropical evergreen forests.  
 
5.4 Methods 
5.4.1 Study Area  
For this study we selected the mangroves that surround the city of Darwin, in Australia’s 
Northern Territory because their phenology and distribution are well-known (Coupland et al., 
2005; Metcalfe et al., 2011a; Rogers et al., 2017). Darwin Harbour is comprised by three main 
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sections or ‘arms’: the western arm, the central arm, and the eastern arm, which borders Darwin 
city. Within Darwin Harbour we selected one large area of the central arm (4,500ha, Figure 
32A), one smaller area covering 140ha (Figure 32B), and three small plots (1ha each, Figure 
32B), as study sites. To avoid confusion, we will refer to them as ‘region’, ‘zone’, and ‘plots’ 
respectively.  
 
Figure 32: Study area and selected sites. Panel A) shows the central arm of Darwin Harbour and the mangrove 
Region and mangrove Zone. Panel B) shows the mangrove Zone and the three mangrove plots (i.e. plot 1, plot 2, 
and plot 3). Basemap source: Esri.. Mangrove polygon source: “Mangrove canopy cover” version 2.0.2 (Lymburner 
et al., 2019a) 
 
Darwin harbour has an approximate area of 450 km2, out of which 190 km2 are covered by 
mangrove forests (Metcalfe et al., 2011). This region has a monsoonal climate and experiences 
maximum daily temperatures surrounding 32oC all year long, while minimum temperatures 
vary between 18oC and 25 oC. Precipitation is seasonal, with January, February and March being 
the months with highest rainfall, averaging 1105 mm; the drier months see around 8 mm. This 
region is also prone to tropical cyclones. According to the Australian Bureau of Meteorology 
Tropical Cyclone Data Portal (accessed 22/11/2020), since the 2009-2010 season over 14 
tropical cyclones have been within a 300km radius of Darwin Harbor, and several made landfall. 
Mangrove zonation in this region is highly dependent on tidal elevation due to an abrupt 
elevation 2 m rise from the coastal fringes. Mangrove diversity in Darwin harbour is high, with 
48 mangrove species identified (Moritz-Zimmermann et al., 2002, p. 6); the species that 
dominate the seaward margin are mainly Rhizophora stylosa and Sonneratira alba, and Ceriops 
australis dominate the mid and upper tidal flats (Metcalfe et al., 1999, p. 16). 
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5.4.2 Data acquisition and processing  
In this project we used 352 Landsat and 260 Sentinel 2 images, collected over our study area 
between January 2010 and January 2020. Landsat satellites collect data every 8-16 days in the 
visible and near infra-red regions of the electromagnetic spectrum at 30m, while the Sentinel 
2 sensors collect data every 5-10 days at 10m resolution in similar spectral regions. Also, 
Landsat imagery for the Australian mainland goes back to 1987 but only to 2015 for Sentinel 
2 sensors. All images were georegistered, atmospherically corrected, and grouped into tiles 
with a defined equal area projection by Geoscience Australia and loaded into the Digital Earth 
Australia platform (Dhu et al., 2017; Lewis et al., 2017; Roberts et al., 2017). We used Digital 
Earth Australia to load all satellite images, aggregate the data, and remove all pixels that did 
not correspond to mangrove forests using the mangrove extent data from the National Map 
(https://nationalmap.gov.au/, dataset “Mangrove canopy cover” version 2.0.2). We calculated 
the Enhanced Vegetation Index (EVI) (Huete et al., 2002) for every mangrove pixel in every 
image; we selected EVI because it is known to be effective in mangrove and phenology 
investigations (Pastor-Guzman et al., 2018; Younes et al., 2019). To test hypothesis 4, we used 
Sentinel 2 images and resampled them to 30m and 250m to simulate the spatial resolution of 
the Landsat and MODIS sensors (see Section 5.4.3.4 for details).  
We used Generalized Additive Models (GAMs) to represent the phenology of our mangrove 
sites and to calculate two commonly-used metrics: Start of Season (SOS) and Peak of Growing 
Season (PGS) (Figure 33). Importantly, while GAMs can be used to model phenology on a pixel 
by pixel basis, for simplicity, we aggregated the data in the following way: first, we grouped all 
images by date of image acquisition, and then we extracted the median EVI of all pixels in the 
area under analysis (Figure 33). The result of this aggregation is a singe EVI value per site per 
date. We selected the geometric median because it produces statistically representative 
results, and can be used for time series investigations (Roberts et al., 2017).  
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Figure 33: Conceptual diagram of the hypotheses tested. From the apparent phenology we derived the following 
metrics: Start of Season (SOS) and Peak of Growing Season (PGS) represent the lowest and highest EVI values in 
the apparent phenology curve. Sentinel 2 data were resampled to obtain 250m resolution imagery. 
 
5.4.3 Data analysis 
Vegetation phenology can be studied at the continental, regional, or plot level. Some studies 
look at vegetation phenology at the pixel level while others perform temporal or spatial 
aggregations to generate landscape averages (Czernecki et al., 2018; White et al., 2009). In this 
study we use three spatial scales (i.e. region, zone, plot) and aggregate the data for each spatial 
scale as shown in Figure 33. We mainly used the ‘Xarray’ (Hoyer and Hamman, 2017) and 
‘Prophet’ (version 0.6, Taylor and Letham, 2018) packages for Python to create the models of 
apparent phenology for each analysis, and all model parameters remained unchanged 
throughout the analyses. As a result, any differences in the apparent phenology are derived 
from changes in the input data, not from changes in the model parameters. From the models 
of phenology, we derived the SOS and PGS days, defined as the median of the days of the year 
with the lowest and highest 5% of EVI values in the apparent phenology, respectively. In each 
hypothesis, we compared the following aspects of apparent phenology: number of peaks, 
number of troughs, median SOS date, median PGS date, maximum EVI, and minimum EVI, as 
well as the shape of the apparent phenology curve and the trend. 
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Importantly, we tested only one hypothesis at a time, meaning that there was no interaction 
between different areas, locations, frequencies of observation, spatial resolutions, time 
coverage, or cloud contamination. For most hypotheses we used all available Landsat images 
between 2010 and 2020, and cloud masked following Dhu et al. (2017) and Li et al. (2012). 
However, to test some hypotheses we used Sentinel 2 images, or a different time frame (see 
below). Furthermore, most scientific studies related to plant phenology rely on spectral indices 
such as EVI, rather than using individual spectral bands, therefore we do not investigate the 
effects of the spectral characteristics of the sensor on apparent phenology. We used Digital 
Earth Australia to test our six hypotheses, and below is a brief description of each analysis. 
 
5.4.3.1 Hypothesis 1: Influence of size of area under investigation on apparent phenology. 
To examine if the size of the study site changes the apparent phenology, we used all available 
Landsat images and compared models at the regional, zonal, and plot scales between the years 
2010 and 2020 (Figure 33). Here we define regional, zonal, and plots, as spaces covering 
thousands of hectares, hundreds of hectares, and 10 hectares or less respectively. To detect 
the apparent phenology, we used the median EVI of each site as input data for the GAMs.  
 
5.4.3.2 Hypothesis 2: Influence of location on apparent phenology 
When assessing the phenology of mangroves and other intertidal ecosystems, the site 
selection may play a crucial role in the results. To test our hypothesis, we compared three plots 
of the same size (3 x 2 pixels), located within 500m of each other, as shown in Figure 32B. One 
plot was located next to the high tide mark, one plot was located 300m from the observable 
water edge, and the last plot was located (500m from the observable water). Phenology was 
extracted from all Landsat 5/7/8 sensors for years 2010 to 2020.  
 
5.4.3.3 Hypothesis 3: Influence of frequency of observation on apparent phenology 
This hypothesis arises from the fact that each Landsat satellite (i.e. Landsat 7, and Landsat 8) 
has a temporal resolution of 16 days, but when combined, the temporal resolution of these 
sensors is reduced to eight days. Similarly, the Sentinel 2 sensors revisit frequency is 10 days, 
but only five when combined (Li and Roy, 2017). To investigate how the frequency of 
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observations affects the observed phenology of mangrove forests, we compared the apparent 
phenology using all available observations from two individual sensors (i.e. Landsat 8 and 
Sentinel 2A), and of two families of sensors (i.e. Landsat and Sentinel 2) over the same period 
of time (i.e. 2015 – 2020). We selected these years because it is when both families of sensors 
have two operational satellites. All data was kept at native resolution, that is, 30m for Landsat 
images, and 10m for Sentinel 2 images. As a result, four models were generated: 1) Landsat 8; 
2) Sentinel 2A; 3) Landsat 7/8; and 4) Sentinel 2A/B.  
 
5.4.3.4 Hypothesis 4: Influence of spatial resolution on apparent phenology 
We examined the effects of the spatial resolution on the apparent phenology of mangroves 
by using all available Sentinel 2 observations between 2010 and 2020. To simulate the spatial 
resolution of Landsat and MODIS sensors, we used analysis-ready Sentinel 2 images (Dwyer et 
al., 2018), we resampled the surface reflectance images to 30m, and 250m, and from the 
resampled images we derived the EVI. This resulted in three datasets for the selected area (i.e. 
10m, 30m, and 250m). Finally, we used GAMs to detect the apparent phenology.  
 
5.4.3.5 Hypothesis 5: Influence of temporal coverage on apparent phenology 
To examine how the length of a time series changes the apparent phenology of mangroves 
we used Landsat 8 observations of the study zone Figure 32B) to create models spanning 
different lengths of time. To simulate different temporal coverages, we subset the Landsat 8 
archive in the following way: one dataset spanning two years (2013-205), one dataset spanning 
four years (2013-2017), and one dataset using all data (2013-2020). We fitted the GAMs to 
each dataset and compared the results.  
 
5.4.3.6 Hypothesis 6: Influence of cloud contamination on apparent phenology 
To explore the extent to which apparent phenology is affected by cloud-contaminated 
observations, we compared two phenology models using all Landsat 5/7/8 observations over 
the mangrove region between 2010 and 2020 (Figure 32A). As described by Lewis et al. (2017), 
Digital Earth Australia creates a ‘Pixel Quality’ band for each observation that results from 
testing each pixel for the presence of clouds or cloud shadows, radiometric saturation and 
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zero values. This band allows the user to select or remove pixels that are relevant for their 
study. In our case, we used the ‘Pixel Quality’ band to remove observations tagged as clouds 
or cloud shadows from each image for the first model. For the second model, we did not 
remove the pixels tagged as clouds. Under the assumption that the ‘Pixel Quality’ band had 
few commission and omission errors, one model had fewer, but higher quality, mangrove 
observations, while the other model had more observations, but with lower quality overall.  
 
5.5 Results 
In Table 11 we show the median SOS and PGS, as well as the maximum and minimum EVI for 
each apparent phenology model in each hypothesis. We chose the midmangrove plot (i.e. Plot 
2) to test several hypotheses because it is less influenced by water under the canopy, and edge 
effects from being close to other vegetation communities. These results suggest that 
mangroves around Darwin Harbour reach the PGS between Day of Year (DOY) 110 (April) and 
144 (May), that is to say, within a 34-day window. The SOS is more variable. Some models 
show the SOS on DOY 288 (October) while others show it on DOY 56 (February). The shape of 
the apparent phenology also changes within, and between hypotheses, with some alterations 
being more evident than others. Figure 34 shows the apparent phenology curves from all 
models created here, and highlights two that are more dissimilar from the rest. The trend (i.e. 
the general increase or decrease over time) of most models did not show significant changes, 
except in Hypothesis 5, therefore, we rarely refer to it in the text. In the following sections we 
describe the changes to the apparent phenology curve, the SOS and PGS arising from each 
hypothesis tested.  
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Hypothesis 1: Influence of size of 
area under investigation on apparent 
phenology 
Region 30 Landsat 5/7/8 35 134 0.81 0.41 
Zone 30 Landsat 5/7/8 29 136 0.87 0.42 
Plot 2 30 Landsat 5/7/8 299 136 0.95 0.48 
Hypothesis 2: Influence of location on 
apparent phenology 
Plot 1 30 Landsat 5/7/8 35 123 0.97 0.39 
Plot 2 30 Landsat 5/7/8 299 136 0.95 0.48 
Plot 3 30 Landsat 5/7/8 299 136 0.90 0.41 
Hypothesis 3: Influence of frequency 
of observations on apparent 
phenology 
Plot 2 10 Sentinel 2A 306 110 0.96 0.48 
Plot 2 10 Sentinel 2A/B 302 115 0.93 0.51 
Plot 2 30 Landsat 8 288 131 0.94 0.45 
Plot 2 30 Landsat 7/8 35 134 0.81 0.41 
Hypothesis 4: Influence of spatial 
resolution on apparent phenology 
Zone 250 Sentinel 2A/B 297 112 0.86 0.44 
Zone 30 Sentinel 2A/B 26 116 0.84 0.38 
Zone 10 Sentinel 2A/B 27 116 0.83 0.38 
Hypothesis 5: Influence of temporal 
coverage on apparent phenology 
Plot 2 (2 years) 30 Landsat 8 56 136 1.16 0.39 
Plot 2 (4 years) 30 Landsat 8 299 139 1.04 0.45 
Plot 2 (6 years) 30 Landsat 8 296 134 1.01 0.45 
 Hypothesis 6: Influence of 
cloud contamination on apparent 
phenology  
Region (with cloud mask) 30 Landsat 5/7/8 35 134 0.81 0.41 
Region (without cloud mask) 30 Landsat 5/7/8 33 144 0.76 0.20 
  




Figure 34: Comparison of the apparent phenology models from all hypotheses (grey lines). Highlighted in red 
(Hypothesis 3) and purple (Hypothesis 6) are two models that show dissimilar patterns to other models. The 
trends of each model are not shown. 
 
5.5.1 Extent and Site Selection 
5.5.1.1 Hypothesis 1: Influence of site size on apparent phenology 
The size of the site does change the apparent phenology. However, the models display some 
similarities. From Figure 35 it is clear that the apparent phenology for the three sites has a 
single peak and two troughs. The apparent phenology of the sites shows that the PGS occurs 
on similar DOY. For the region, zone, and plot the PGS is at DOY 134, 136, and 136 respectively. 
According to the models, the median SOS for the region and the mangrove zone occurs early 
in the year (DOY 35 and 29 respectively), but the median SOS for the plot happens on DOY 
299. This difference can also be seen in Figure 35G. Another difference in the models is the 
range of EVI values. EVI ranges from 0.41-0.81 and 0.42-0.87 for the region and zone 
respectively, but those values change for the plot (i.e. 0.48-0.95).  
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Figure 35: Spatial representation and apparent phenology of mangroves at three different spatial scales: A) 
mangrove region, B) mangrove zone, C) mangrove plot 2 (midmangrove), and D) apparent phenology from the 
mangrove region, zone and plot 2. Note that the pixel size is the same across all samples. Median values are 
shown in all panels.  
 
 
5.5.1.2 Hypothesis 2: Influence of location on apparent phenology 
Figure 36 shows the apparent phenology for three plots located in three different intertidal 
zones, and, overall, the apparent phenology is similar across them. At the beginning of the 
calendar year, the three curves in Figure 36 show a trough, followed by a well-defined peak; 
after this peak, the curves show a second trough followed by a smaller peak in EVI values.  
 
Figure 36: Apparent phenology of three mangrove plots in different intertidal zones. Plot 1, Plot 2, and Plot 3 
correspond to the waterfront, midmangrove, and inland plots respectively. The lines for plot 3 (black) and plot 2 
(blue) sites have similar SOS and PGS dates over the years, but different EVI magnitudes.  The apparent 
phenology of plot 1 (orange) has different SOS dates when compared to the other two sites.  
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Mangroves in different intertidal zones display similar PGS dates, but different SOS dates. For 
example, the median PGS for plot 1 is 123, while the PGS for plot 2 and plot 3 is 136, and 136 
respectively, resulting in a 13-day difference. In contrast, the median SOS occurs on DOY 35, 
299, and 299 for plot 1, plot 2, and plot 3 respectively. For instance, the lines for plot 3 (black) 
and plot 2 (blue) in Figure 36 display the lowest values in late 2010, while the line for plot 1 
(orange) only shows a small trough. The lowest point of the phenology curve of plot 1 is 
reached in early 2011, as stated before, a recurring pattern between 2010 and 2020. Figure 36 
also shows that the EVI range for plot 1 changed from 0.39-0.86 in the 2010-2011 period, to 
0.50-0.95 between 2018-2019. Plots 2 and 3 also display changes in their EVI range during 
different periods. We do not attempt to analyze the factors leading to these variations in the 
EVI. Given that the model parameters to detect phenology of the three plots remained 
unchanged, our results support the idea PGS dates are comparable between plots, but the SOS 
dates are not comparable.  
 
5.5.2 Sensor Selection 
5.5.2.1 Hypothesis 3: Influence of frequency of observation on apparent phenology 
With a higher revisit time, there are approximately 51% more Sentinel 2A images of Darwin 
Harbour between 2015 and 2020 (n=159), when compared to Landsat 8 (n=105). Figure 37 
clearly shows that the frequency of observation changes the apparent phenology of plot 2, 
when comparing the apparent phenology from the Sentinel 2A and Landsat 8 sensors. The 
median PGS from Sentinel 2A occurs in DOY 110 (Figure 37A), while the median PGS of the 
Landsat 8 model happens in DOY 131 (Figure 37B). Regarding the SOS, the Sentinel 2A model 
shows that the lowest EVI values happen in DOY 306, while the phenology derived from only 
Landsat 8 images shows that the median SOS occurs in 288 (Figure 37B). When comparing 
Figure 37A to Figure 37B, it is clear that there are differences in the shape of the curves. The 
Sentinel 2A model displays a single, well-defined peak in EVI values, while the Landsat 8 model 
shows two peaks, one in May, and one in December. This demonstrates that the frequency of 
observation does change the apparent phenology of mangroves.  
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Figure 37: Observation frequency and phenology from Sentinel 2A (A), Landsat 8 (B), Sentinel 2A/B (C), and 
Landsat 7/8 (D). Panels E) and F) compare the apparent phenology from the Sentinel and Landsat families for 
sensors respectively. For display purposes we only show the 2016-2020 period. Sentinel 2B was launched in 
September 2015. 
When all Sentinel 2A/B images are considered (n=260, Figure 37C), the apparent phenology 
of plot 2 changes slightly when compared to the apparent phenology of detected when only 
using Sentinel 2A images (Figure 37C). The shape of both models is similar, while the EVI range 
varies slightly between the two models (0.48-0.96 for the Sentinel 2A, and 0.51-0.93 for the 
Sentinel 2A/B models). When the two Sentinel satellites gather information, the median PGS 
and SOS happen in DOY 115, and 302 respectively.   
In sharp contrast to the Sentinel 2A/B case, when all Landsat 7/8 images are used (n=207), the 
apparent phenology of plot 2 changes significantly when compared to the Landsat 8 
phenology. Mainly, the December peak in EVI values changes to a trough, thereby moving the 
median SOS date from DOY 288 to DOY 35 (Figure 37D/F). The median PGS experiences almost 
no change, occurring on DOY 134.  
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An important distinction between these models is the distribution of images over time. As 
shown by the Landsat 8 models (Figure 37B), there are more observations between March and 
October, than between November and February each year. This results in a data void that the 
GAMs need to fill. The situation is similar for the Landsat 7/8 model (Figure 37D) where, despite 
having double the observations, there are few data points between December and February. 
In contrast, the images used for the Sentinel 2A and Sentinel 2A/B model are more evenly 
distributed throughout the year, hence the apparent phenology resulting from these models 
is more similar to those presented in the previous hypotheses.  
 
5.5.2.2 Hypothesis 4: Influence of spatial resolution on apparent phenology 
In Figure 38 we demonstrate how the spatial resolution of the sensor changes the apparent 
phenology of the mangrove zone. The number of observations remains unchanged, therefore 
changes in the apparent phenology are related to the number of pixels and their EVI value in 
each scenario. For example, at the 10m (Figure 38A/B) and 30m resolutions (Figure 38C/D), the 
apparent phenology of the zone is almost identical. EVI ranges between 0.38-0.83, and 0.38-
0.84 for the 30m and 10m models respectively, and the median SOS and PGS occur at 
approximately the same times: DOY 27 and 116 respectively for the 10m model, and DOY 26 
and 116 for the 30m model (Figure 38G). At these two resolutions, apparent phenology models 
are comparable with one another.  
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Figure 38: Spatial representation and apparent phenology of the study zone from Sentinel 2 data. Panel A): 
Sentinel 2 data at native spatial resolution (10m). Panel B) Sentinel 2 data resampled to match the spatial 
resolution of Landsat (30m). Panel C): Sentinel 2 data resampled to match the spatial resolution of MODIS (250m). 
Panel D): comparison of the apparent phenology of the study zone at three different spatial resolutions.  
 
In contrast to the 10m and 30m resolutions, the EVI range for the 250m resolution model 
ranges between 0.44-0.86, displaying a change in the amplitude of the model (Figure 38E/F). 
The median PGS for the 250m model occurs on DOY 112, however the median SOS occurs on 
DOY 297 (October), as opposed to January like in the finer resolution models.  
 
5.5.2.3 Hypothesis 5: Influence of temporal coverage on apparent phenology 
The amount of data used by phenology studies alters the shape, amplitude, and apparent 
phenology metrics. Using Landsat 8 as an example, in Figure 39we demonstrate how the length 
of the time series changes the shape and amplitude of the apparent phenology, as well as 
changes in the trends in EVI values. Figure 39A shows the apparent phenology of the two-year, 
four-year, and six-year models, as well as the raw EVI values (gray dots). It is easy to see that 
the range of EVI values for the two-year model of phenology is larger (0.39-1.16) than the EVI 
range for the four- and six-year models (0.45-1.04, and 0.45-1.01 respectively). Using only two 
years of observations (n=38), the GAM tries to accommodate for all the peaks and troughs in 
the data, hence creating a model with a large amplitude. In this model, the median SOS and 
PGS occur on DOY 56 and 136 respectively.  




Figure 39: Panel A) shows the apparent phenology curves using 2, 4, and 6 years of Landsat 8 observations. Panel 
B) shows the trends of apparent phenology from using 2, 4, and 6 years of Landsat 8 data. 
 
With four years of data (n=83), the EVI range is reduced, but the overall shape of the phenology 
is kept. The median PGS dates remain unchanged, but the median SOS moves to DOY 299. 
The model that used six years of data (n=136) is very similar to the four-year model. Maximum 
and minimum EVI values, including the intermediate peaks and troughs, do not show 
significant changes when compared to the four-year model, and the median SOS and PGS 
occur on DOY 296 and 134 respectively.   
Regarding the trends in EVI values, the two- and four-year models show a downward trend, 
indicating that EVI values decrease each year, however, with only few years of data this should 
be interpreted with caution. The six-year model shows a downward trend EVI values between 
2013 and early 2016, which is consistent with the previous two models. After 2017, the 
downward trend in the six-year model is replaced by an increasing trend, demonstrating that 
the temporal coverage alters the slope of the trend and the apparent phenology of mangrove 
forests.   
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5.5.3 Data and Data Processing 
5.5.3.1 Hypothesis 6: Influence of cloud contamination on apparent phenology 
We created two models of phenology using all Landsat 5/7/8 observations over the mangrove 
region between 2010 and 2020. The first difference between the models is the amount of data 
fed to the GAMs. As shown in Figure 40A, the total number of usable pixels for the model with 
cloud masking is lower when compared to the number of usable pixels used for the model 
without cloud masking. The majority of the pixels masked by the algorithm have EVI values 
lower than 0.4, which correspond mostly, but not always, to clouds and cloud shadows. By 
removing these pixels the GAM has fewer input data, meaning that 1) there is less bias towards 
pixels with low EVI values, and 2) less variance in the data (see Section 5.6.3). The effects of 
reducing the bias and variances are clearly reflected in the apparent phenology (Figure 40B). 
 
 
Figure 40: Panel A) shows the apparent phenology of the mangrove zone when using data with cloud masking, 
and data without cloud masking. Panel B) shows a histogram of the distribution of pixel values (i.e. EVI) used to 
detect the apparent phenology (2010-2020). 
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With respect to the median SOS, the models display similar dates: DOY 34 and 33 for the 
models with and without cloud masking respectively (Figure 40B). The median PGS however, 
shows a wider gap between the models. The model with cloud masking shows this event on 
DOY 134, while in the model without cloud masking the PGS occurs on DOY 144. From Figure 
40B it is easy to see that the amplitude of the model without cloud masking is greater (EVI 
between 0.20-0.76) than the amplitude of the apparent phenology model with cloud masking 




Studies that analyze plant phenology using satellite images are more common than ever 
before. However, these studies use a wide range of sensors, look at different sites, and process 
their data in different ways. The idea that “all models are wrong, but some are useful” (Box, 
1979) is put to the test by asking: if two studies use different sensors to detect phenology over 
the same site, do they produce comparable results? We answer this question by testing six 
hypotheses related to the area of interest, the sensor selection, and the data pre-processing 
over an Australian mangrove forest (Figure 33).  Under certain circumstances, we found that 
studies may produce comparable phenology models, as explained below.  
 
5.6.1 Area of interest (Extent and Site Selection) 
When studies perform spatial aggregation on sites that differ significantly in their areal extent 
(i.e. one order of magnitude or more), comparison is not advisable, mainly because of 
differences in the species composition, species richness, plant growth stages. All these factors 
can influence the shape and amplitude of the apparent phenology, as well as the SOS and PGS 
dates. Differences in SOS and PGS dates, as well as in EVI values support the idea that the size 
of the area of interest changes the apparent phenology of an ecosystem. Therefore, studies 
comparing sites of different areal extents may not be comparable with one another, even if 
data are spatially aggregated. Spatial aggregations are good for making generalizations over 
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selected areas, however they come with their own set of challenges (Jelinski and Wu, 1996a; 
Wu and Li, 2009b; Younes et al., 2019), including changing apparent phenology of vegetation. 
In our case, the apparent phenology curves were similar in shape, but the phenology metrics 
were different. The similarity in the shape of the three curves is not entirely surprising because 
1) the region is dominated by mangroves of the Ceriops and Rhizophora genera (Metcalfe et 
al., 2011a); 2) by using the median value of all pixels we capture the general trends in pixel 
values (Roberts et al., 2017); and 3) all models were created using the same number of input 
EVI values (i.e. the median EVI per date), which reduces the model variance. Despite these 
similarities, there are important differences in the apparent phenology of the mangrove region, 
zone, and plot.  
Here, we have demonstrated that spatial aggregation of data results in changes to the SOS by 
more than 60 days and PGS. Our results agree with those of van Bussel et al. (2011), who 
conclude that spatial aggregations 1) can change the phenological metrics of crops by more 
than 10 days, and 2) they average the values of apparent phenology, thereby reducing natural 
variation and presenting a smoother phenology signal. Importantly, phenological metrics are 
key variables in assessing how an ecosystem responds to variations in the climate and, if these 
metrics are subject to change due to spatial averaging, they become unreliable, and potentially 
misleading.  
Regarding the different locations, the models of apparent phenology shown here seem to 
coincide with the PGS dates, but not always with the SOS dates. These differences may be due 
to:  
1. The species represented at the sites are slightly different and thus their phenology 
differs from one another. In other words, the dominant species in each site may change 
from site to site, therefore the phenology captured by the model differs.  
2. The tidal height may play a role changing the apparent phenology of plot 1. Changes 
in apparent phenology may be due to variable tide heights, when the satellite image 
captures more water per pixel in plot 1 when compared to plots 2 and 3. In 2019, 
(Younes et al., 2019) described how different tidal heights might change the spectral 
signature of mangrove forests. The study concluded that, when using high spatial 
resolution imagery (1.4m), the spectral signatures of mangrove forests does not change 
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during high tide when compared to low tide. However, that study failed to examine the 
influence of the tides when a mixed pixel is more likely to occur. Further, in 2019 
(Bishop-Taylor et al., 2019) demonstrated that optical sun-synchronous satellites fail to 
capture the entire tidal range in the Australian mainland. As a result, if the satellite 
consistently captures the higher tides, models of phenology at the fringes of 
mangroves may be biased towards lower values due to a larger proportion of water in 
each pixel (thus a smaller proportion of vegetation). Conversely, if the satellite captures 
the lower end of the tidal range, each pixel would have more vegetation exposed and 
thus, a more accurate phenology model.  
Here, it is unclear if the tides have any real effect on the phenology model of plots 1 and 2, or 
if the mangrove species in each plot have slightly different phenologies. However, we 
demonstrated that while the phenology curves are similar between plots, the location of the 
site does play a role in the apparent phenology. If the areal extent of the sites remains similar, 
apparent phenologies should be comparable between studies, assuming other factors remain 
equal (i.e. sensor and data processing). 
 
5.6.2 Sensor Selection (Frequency of Observation, Spatial Resolution, and Temporal 
Coverage)  
Understanding the needs of the phenological study is crucial to selecting the frequency of 
observations. For example, a study looking at crops may require a higher frequency of 
observations to examine the dates where leaf-growing occurs or when dormancy starts. In 
contrast, examining broad trends of leaf production and leaf fall in evergreen forests may 
require a lower frequency of observation. The frequency of observation is a recurring topic in 
phenology investigations. For example, Melaas et al. (2018b) and Kowalski et al. (2020) 
leverage the frequency of observation of Landsat or Sentinel 2 sensors, but also the 
overlapping footprints of the images. It is easy to understand that, if there are more images 
available for a given time of year, the apparent phenology will be better represented than if 
there are fewer images. But if we have many images for one season (e.g. winter) and few, or 
none, for another (e.g. summer), the apparent phenology might not be well represented. In 
Section 5.5.2.1 we showed that, with more observations between September and April, the 
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Landsat 7/8 model was more similar to the Sentinel 2 models than to the Landsat 8 model. 
With a higher temporal resolution, Sentinel 2 sensors have more useful (i.e. with no clouds) 
observations when compared to Landsat sensors, and this is directly related to the distribution 
of observations through time (Figure 37). Here, we demonstrated that the frequency of 
observation changes the apparent phenology of a mangrove forest, but we also showed that 
the distribution of images over time is also an important factor. Recently, Kowalski et al. (2020) 
found that the frequency and distribution of observations changed the SOS dates throughout 
Germany, while Zhou et al. (2019) had similar findings in north American grasslands. Although 
their temporal and spatial scales differ from ours, our results align.  
Turning to the spatial resolution of the sensor, to date, most studies on phenology have used 
sensors with a spatial resolution of 250m, or coarser, particularly MODIS (see e.g. (Czernecki 
et al., 2018; White et al., 2009). This is too coarse to examine the phenology of a particular 
community, plot or species. It has been demonstrated the heterogeneous surfaces have 
different spectral responses at different spatial scales (Wu and Li, 2009), and that there are 
ways of minimizing this effect: either quantify the intra-pixel heterogeneity, or to use higher 
spatial resolution imagery (Younes et al., 2019). Considering that many studies of phenology 
use sensors with pixels that measure 250m or more, it is inevitable to think that these models 
cannot accurately describe the phenology of a particular vegetation type. Using Box’s words 
coupled with the findings by Wu and Li (2009), models that use large pixel sizes are more 
wrong than models that use smaller pixels sises. Regardless of the pixel size, these models 
provide useful hints regarding the apparent phenology of the landscape.  
Lately, the trend is to use Landsat or Sentinel 2 imagery individually or in combination. With 
higher spatial resolution than MODIS products, one would assume lower intra-pixel 
heterogeneity in Landsat and Sentinel 2 imagery, and thus, an apparent phenology that is less 
wrong. Despite this, a higher resolution means that one is not necessarily looking at the 
phenology of the landscape, but at the phenology of a plot or stand, turning this into a classic 
example of the modifiable area unit problem (Jelinski and Wu, 1996). Our results suggest that 
the spatial resolution of the sensor can change the apparent phenology of the ecosystem 
being investigated. Therefore, images with similar resolutions (i.e. 10m and 30m) produce 
apparent phenologies that are comparable with one another. Under the conditions tested 
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here, the apparent phenology of our study zone is almost identical between the 10m and 30m 
resolution images. In other words, the models of apparent phenology from Landsat and 
Sentinel 2 sensors are comparable with one another.  
In 2018, Pastick et al. combined Landsat and Sentinel 2 observations to detect the apparent 
phenology of dryland ecosystems in the western United States. To validate their models of 
phenology they compared the apparent phenology detected at 30m to MODIS NDVI 
(Normalized Difference Vegetation Index) data collected at 250m. At their native resolutions 
these two are not comparable, therefore the authors downscaled the 250m data to 30m, and 
they upscaled the 30m data to 250m. Similarly, when Claverie et al. (2018) describe the 
Harmonized Landsat and Sentinel dataset, they hint caution when comparing the 30m data to 
the 250m data. We too advise against the comparison of phenology models from 10m or 30m 
to those of 250m or coarser because of changes in the EVI range, and SOS dates.  
Lastly, the effects of temporal coverage on apparent phenology are related to changes in the 
amplitude of the model (i.e. shape) and the SOS. Some studies look at plant phenology using 
a single year of data (Kowalski et al., 2020), but others examine the apparent phenology over 
decades (Garonna et al., 2016; Melaas et al., 2018). A single year of satellite images may give 
an idea of what the ecosystem is doing and when; however, examining one or two years of 
apparent phenology may not provide the full picture. Studies have demonstrated the 
difficulties in making generalizations of phenological cycles due to inter- and intra-annual 
variability in apparent phenology. For example Broich et al. (2014) used satellite imagery 
between 2000 and 2013 to examine apparent phenology across Australia. The authors 
conclude that, in some ecosystems of the Australian interior, the PGS varies by over a month 
from one year to the next, driven by rainfall patterns and atmospheric circulation. In 
comparison, our study site has a fairly regular phenology and, despite this, the apparent 
phenology of the mangroves from two years of data had considerable differences when 
compared to the four- and six-year models. Considering this, we advise caution when using 
less than four years of satellite imagery to detect apparent phenology, and we encourage 
incorporating contextual information in the analysis (e.g. weather and climate data) before 
comparing studies that span different periods.  
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Four years of data provide a more informative version of the phenology of the landscape than 
just one or two years, but it certainly does not allow for a comprehensive understanding of 
phenological events. As show by Broich et al. (2014) year-to-year variations in weather and 
climate patterns can, and often do, change the phenology of different vegetation types. In 
Australia, El Nino Southern Oscillation, the Julian-Madden Oscillation, and the Indian Ocean 
Dipole, control the amount of water contained in the atmosphere, and thus, precipitation over 
the continent. Precipitation, in turn, is a driver of vegetation phenology, making phenology 
susceptible to the aforementioned phenomena. Because one cannot assume that climate 
patterns are stable through time, one should not assume a stable phenology either. Under the 
conditions tested here, the shape of the four-year and six-year phenology curves and the long 
term trends are similar, but not identical. Feeding more data to the GAMs does change the 
output, and these differences should be tested with longer time series.  
 
5.6.3 Data and Data Processing  
We detected apparent phenology from a dataset that includes cloudy observations, and a 
dataset that removes most of the pixels affected by clouds and cloud shadows. Here, we 
demonstrate that the apparent phenology is, indeed, affected by clouds and cloud shadows 
(see also Section 5.6.5). While it is unlikely that many studies will use satellite images without 
any type of cloud removal, there are two main reasons why knowing how clouds affect 
apparent phenology is important: knowledge and context  (Comber and Wulder, 2019).  
Knowledge refers to understanding the true phenology of the study site, regardless of the 
vegetation type (e.g. crops, wetlands, or forests). For example, when the SOS and PGS happen 
and how they are expressed on the ground. Context, on the other hand, refers to the ability of 
the user to make informed decisions based on the apparent phenology. When knowledge and 
context are integrated, they allow the user to assess whether the apparent phenology is within 
an expected range of values (e.g. 0.4 < EVI < 1.2) or if it affected by clouds or cloud shadows 
(e.g. EVI < 0.4). After comparing the true and apparent phenologies (i.e. using context and 
knowledge), the user can: 1) further clean the data, 2) tune or change the model, or 3) change 
the workflow (e.g. sensor fusion), to ensure that the apparent phenology is representative of 
the true phenology.  
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Moreover, many tropical ecosystems have prevalent cloud cover, which limits the number of 
clear observations in a year. Adding to this, the Landsat archive does not provide the same 
number of images over all continents (Wulder et al., 2016). Examples of areas that have 
persistent cloud cover and low number of images include the upper guinea forest in west 
Africa, the tropical rainforests of Central and South America. Due to the lack of clear 
observations, phenology investigations in these areas may resort to using cloud masks (or 
algorithms) with larger omission errors to ensure more cloud-free observations are available 
for analysis, therefore prior knowledge about the effects of clouds and cloud shadows in 
phenology are important.  
 
5.6.4 The definition of Start of Season 
In this study we showed that the area and sensor(s) selected will change, to some degree, the 
shape, amplitude, and metrics of the apparent phenology. Our results indicate that the SOS is 
the metric most subject to change, and there are two main reasons for that: 1) the method 
used for representing apparent phenology, and 2) the definition of SOS. Here, we used GAMs 
to represent apparent phenology from satellite images, but most studies of phenology use 
fully parametric methods for this purpose. Studies that use fully parametric methods to 
represent phenology assume, among other things, that phenology can be represented by a 
model with a single peak and a single trough. This assumption may not hold true for 
mangroves and other evergreen forests, given that studies have demonstrated that some 
mangrove species display multimodal vegetative phenologies (Duke, 1990b; Duke et al., 1984a; 
Tomlinson, 1986). By using GAMs, we do not assume that there is a single peak or trough in 
the phenology of mangroves, and we let the data define the number, frequency and 
magnitude of the peaks and troughs. Also, to prevent overfitting, we constrained the number 
of seasonal components in the ‘Prophet’ package. This means that, despite fitting a curve with 
fewer peaks and troughs, most models still display two peaks and two troughs in EVI values. 
Some of the changes in the SOS dates (e.g. in section 5.5.1.1) may be due to the use of the 
median values for each date. By aggregating the data, we tend to capture the trend of the 
region or zone, in detriment of the natural variation of smaller plots. Given that we make no 
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assumption about the number or magnitude of the peaks and troughs in the apparent 
phenology, PGS and SOS dates are subject to change (see Section 5.5). 
The second reason that makes the SOS change is the way in which we defined it. We defined 
the SOS as the median of the lowest five percent of EVI values in a growth cycle. Others define 
SOS as the midpoint between the minimum spectral index value and the maximum green-up 
rate (Restrepo-Coupe et al., 2015). Broich et al. (2014), for example, defined the SOS as the 
date where the EVI values reached 20% of the phenology curve amplitude, and tested their 
method on several vegetation types across Australia. Before fitting a double logistic curve to 
the data, the authors used a Savitzky–Golay filter to reduce the variability in EVI values. In 
doing so, the authors alter the data to fit a unimodal model of phenology, and therefore, the 
SOS dates. Under the conditions tested here, neither of the previous definitions may be 
adequate given that the data shows two periods of low EVI with an intermediate peak of 
varying magnitude. A new definition of SOS may be required to accommodate for unimodal 
and multimodal phenologies in different environments.  
 
5.6.5 Uncertainties and limitations 
In this document, we used Darwin Harbor as a case study for examining the influence that the 
site, sensor, and data have on apparent phenology. While we have tried to isolate every 
element to demonstrate its influence, there are some limitations that need to be 
acknowledged. 
Firstly, we may not be looking at the same site every time. Most methods for geocoding 
satellite images are subject to errors of up to half a pixel, therefore using Sentinel or Landsat 
images implies that each pixel might be off target by up to 6 and 18 meters respectively 
(Claverie et al., 2018). If, like here, one is aggregating the data before applying the model, 
these errors might be reduced because the aim is to capture the phenology of an area larger 
than one pixel. Conversely, if the aim is to examine the phenology of every pixel, geo-location 
errors must be acknowledged, and cautious interpretation is advised.  
Secondly, no cloud-masking algorithm is perfect. There will be omission and commission 
errors associated with each algorithm, and interpretation of phenology models needs to 
accommodate for such errors. Despite new methods being developed for cloud and cloud 
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shadow detection for Landsat and Sentinel datasets (Candra et al., 2020; Ernst et al., 2018; 
Mateo-García et al., 2018), the user must acknowledge that abnormally low or high values may 
result from omitted clouds or shadows. In our case, some omission and commission errors 
were evident in the Landsat images despite masking the clouds and cloud shadows. We 
reduced these errors by aggregating the data, and using the median values for each date. 
Nevertheless, the user may decide not to do any spatial aggregations, and must acknowledge 
the limitations of cloud-masking algorithms. But pixel values are not only affected by clouds 
or shadows, they can be affected by vegetation migration.  
Mangroves are dynamic ecosystems; they are known to migrate in response to changes in 
environmental conditions (Asbridge et al., 2015; Rogers et al., 2017; Saintilan et al., 2014). This 
implies that models of phenology may not only reflect annual cycles in the trees, but also plant 
migration, colonization, or dieback. Recently, Lymburner et al. (2019) mapped the extent of 
mangrove forests across Australia on a yearly basis. This information, coupled with high-
resolution imagery, phenocams, and other ancillary datasets may provide insights as to the 
processes driving the phenology of a particular pixel, plot, or region (Moore et al., 2016).   
While the claims that satellites collect data consistently over space and time are true, 
modifications in the sensor characteristics and orbit may show as changes in phenology. For 
example, Roy et al. (2016), and Zhang and Roy (2016) attributed some changes in surface 
reflectance to variations in orbits, sensing geometries, and spectral characteristics of the 
Landsat 5, Landsat 7 and Landsat 8 sensors. Considering that these changes are small, but 
potentially significant, data harmonization should be considered when analysing a time series 
from these sensors.  
There are also limitations related to GAMs, for example, their tendency to overfit the data. To 
overcome this, ‘Prophet’ and other packages offer the ability to limited the number of knots 
and penalizing models in favour of simpler ones. As a result, our models captured the principal 
features of the phenology without overfitting the data. There are, however, ways to improve 
upon the method used here. For example, combining the advanced capabilities of the ‘mgcv’ 
package to select different smooth functions, and Bayesian stochastic simulation (Wood, 
2017). 
159 | P a g e  
 
Lastly, we used GAMs as a way to examine phenology from satellite imagery, while others have 
used fully parametric methods (Pasquarella et al., 2018; Verbesselt et al., 2010). Because the 
mechanisms behind the models differ from one another, phenology models may not be 
directly comparable unless the site, sensor, and data are the same (see e.g. Atkinson et al. 
(2012)). Here we demonstrated the usefulness of GAMs as a tool for detecting mangrove 
phenology in Northern Australia, however our intention is not to compare this method to other 
methods or sites. Indeed, a comparison between parametric and semi-parametric methods is 
needed, not only in the context of assessing phenology, but also to determine if different sites 
and sensors alter the apparent phenology equally. Atkinson et al. (2012) compared several 
fully parametric algorithms used to detect phenology, but did not incorporate GAMs or other 
semi-parametric models. Change detection algorithms are often based on the vegetation 
changes over time (i.e. phenology), however they are rarely used for phenology investigations.  
Yan et al. (2019), for example, compared ‘Prophet’ (the algorithm used here) to other, 
commonly-used, algorithms for land cover change detection. The authors found that the 
algorithm that used ‘Prophet’ was able to accurately capture subtle changes in land cover, as 
well as the direction and rate of change. The performance of GAMs could be compared to 
change detection models (Yan et al., 2019) especially in the context of climate forcing and its 
effects on phenological cycles.  
 
5.6.6 Future directions 
To date, most remote sensing studies on phenology have used MODIS, with fewer studies 
using Landsat or Sentinel data. Currently, there are several methods to harmonize Landsat and 
Sentinel-2 data to study phenology, however they focus mainly in dryland ecosystems (Pastick 
et al., 2018; Zhou et al., 2019). Data harmonization of these two families of sensors will improve 
phenology investigations in several ways, including: 1) near real-time monitoring of 
phenology, 2) increased frequency of observations, 3) more evenly distributed usable 
observations throughout the year, and 4) increased number of cloud-free observations in 
mangrove and other evergreen forests. With this wealth of methods and data, phenology 
investigations can move from examining past phenology to forecasting future phenology. 
Forecasting phenology will allow us to assess future carbon budgets, and select the 
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ecosystems that will help mitigate the effects of increased concentration of carbon dioxide in 
the atmosphere.  
 
5.7 Conclusions 
In this paper we ask if studies that detect phenology using different sensors on the same site 
produce comparable results, and often the result is: no. We explored different area sizes, using 
one versus many sensors, and removing clouds. Each maintained some characteristics of the 
apparent phenology, but not all. Our intention is not to prescribe a method for modelling 
phenology, but to expose the complexity of the process and help guide future phenology 
investigations. We conclude that: 1) the areal extent and the location of the study site change 
the apparent phenology of the vegetation; 2) the distribution of observations over time may 
play a more important role on apparent phenology than the frequency of observation; 3) the 
apparent phenology resulting from Landsat and Sentinel 2 sensors is comparable with one 
another, but it is not comparable to phenology derived from MODIS due to differences in the 
spatial resolution of the sensors; 4) the length of the time series has more impact on the trend 
of the phenology than on the apparent phenology itself; and 5) cloud contamination 
significantly changes the apparent phenology of vegetation, therefore, studies must 
incorporate knowledge and context into their workflows to ensure apparent phenology 
resembles true vegetation phenology. Reflecting on what George Box said, the models tested 
here are able to represent behaviour of a mangrove ecosystem and, like many other models 
of phenology, the ones presented here are wrong. They are wrong because we are not certain 
about the miniscule and specific changes that take place in the ecosystem, or when they take 
place, or if they take place at the same time throughout the landscape. But the models are 
certainly useful. The usefulness of these models comes from their ability to represent data and 
its variations. From these models we can examine seasonal variations and long term trends, 
and eventually compare those variations to other biophysical drivers. In conclusion, each 
combination of sensor, site, and data will produce a unique apparent phenology model, 
therefore, all models of apparent phenology are wrong, but some are useful.  
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6 Synthesis and Implications 
The overarching aim of this thesis was to examine temporal and spatial changes in 
mangrove phenology across Australia using the Landsat and Sentinel 2 archives. I 
achieved this by completing a literature review (Chapter 2), and through three empirical 
chapters (Chapters 3, 4, and 5). Specifically, I: 
1. Reviewed the literature on the options to process large datasets of satellite imagery 
(Chapter 2), 
2. Investigated the effects of understory water on the estimation of Fractional 
Vegetation Cover in mangrove forests (Chapter 3), 
3. Compared the effectiveness of different spectral indices in predicting Fractional 
Vegetation Cover in a simulated, and a real mangrove forest (Chapter 3), 
4. Evaluated the relationship between field and satellite-derived phenology in 
mangroves forests across Australia (Chapter 4), and 
5. Investigated how changes in the spatial and temporal resolution, alter the observed 
phenology of a mangrove ecosystem (Chapter 5). 
Each of the previous chapters in this thesis has its own discussion and conclusions. However, 
here I summarize the key findings of this thesis, put these findings into context, and discuss 
the implications for future phenology investigations. Importantly, my intention with this thesis 
is not to prescribe semi-parametric or data-driven models for all phenological investigations, 
but to present a different approach to monitor phenology that will show, in more detail, the 
phenology of different plant communities, when compared to fully parametric models.  
 
6.1 Summary of Key Findings 
6.1.1 Key findings of Chapter 2: Monitoring mangrove forests: are we taking full advantage 
of technology? 
• Satellite images are commonly used to detect changes in mangrove forests. These 
changes are often related to their extent (e.g. logging), land cover change (e.g. 
mangrove to aquaculture farms). 
163 | P a g e  
 
• Until recently, most studies relied on two to five images, due to computational and 
data storage constraints. 
• There has been an increase in the number of images used for analysis due to the 
availability of images from different sources (e.g. Landsat and Sentinel 2 archives). This, 
couples with cloud computation and storage resources implies that researchers now 
have the ability to process thousands of images at a time.  
• Considering the amount of data stored in the Landsat, MODIS, Sentinel 2, and other 
satellite archives, manually analysing each image is no longer viable. Fully automating 
the analysis of satellite imagery is becoming the norm rather than the exception, 
therefore researchers and students alike are encouraged to acquire any level of 
programming skills. 
When I wrote chapter in 2016, few studies had used more than 10 images to monitor 
mangrove forests, and nowadays studies using long time series are more common than ever 
before (Pastor-Guzman et al., 2018; Songsom et al., 2019; K. Zhang et al., 2016). Coding skills, 
coupled with freely available data and computational resources, have allowed an explosion of 
studies that look at spatiotemporal changes over entire continents at a time. Where before 
studies used tens of images, now they use thousands; and where before studies looked at sites 
now they look at continents. The way we do these spatiotemporal analyses, including detecting 
phenology, has radically changed in the past decade and will continue to evolve in the 
following years. Coding is now an essential skill for students and researchers alike, not only for 
phenology investigations, but for many spatiotemporal analyses.  
Phenology investigations require hundreds, and potentially thousands, of images over the 
selected study site. It is, therefore imperative to change the way we process these images, from 
a manual process to a fully automated process or using Analysis Ready Data (Dwyer et al., 
2018; Ernst et al., 2018). More and more imagery archives are moving to cloud storage, and 
allowing users to perform analyses on the spot rather than forcing them to download all 
required images, process, and analyse them one by one (Dhu et al., 2017; Gorelick et al., 2017). 
Platforms like Digital Earth Australia and Google Earth Engine are making phenology 
investigations more accessible, not only by providing free access to data and processing 
capabilities, but also because they allow the users to create their own algorithms. Users are 
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now responsible for gaining new insights as to how ecosystems have changed over space and 
time at the local, regional, and continental scales.  
 
6.1.2 Key findings of Chapter 3: The effects of water depth on estimating Fractional 
Vegetation Cover in mangrove forests 
• The spectral indices EVI, MSAVI, and MASVI2 are better predictors of vegetation 
fraction when compared to NDVI.  
• When high resolution imagery (<1.4m) is used, water under the canopy of mangrove 
forests does not impact estimations of FVC.  
• The spectral index selected for estimating FVC is more important than the spatial 
resolution of the image. 
One of the knowledge gaps identified in Chapter 2 was that water under the canopy may alter 
the spectral signature of mangrove forests because of the absorption of near-infrared light. 
This gap was addressed in this thesis using very detailed (1mm) imagery over a simulated 
mangrove forests, and high resolution (1.2m) satellite imagery over a real mangrove 
ecosystem. The effect of water depth on the spectral signature of mangroves remains untested 
when using the short-wave infrared region of the spectrum, and in medium resolution imagery 
(i.e. 10m or 30m). In 2017, Sagar et al., developed an algorithm that allows the user to create 
composite images using tidal height instead of the time as compositing dimension. In other 
words, instead of creating a yearly composite, one can create a composite of all images at 
high, or low tide regardless of the date of image acquisition. Recently, Bishop-Taylor et al. 
(2019) successfully used this method to delineate spatiotemporal changes of the Australian 
coastline over the past 30 years. This algorithm could be used to test if tidal height changes 
the spectral signature of mangroves when using the visible, near infrared, and shortwave 
infrared regions of the spectrum. I did not use this algorithm in this thesis for two main reasons: 
firstly, the algorithm was made available after I had completed this chapter; and secondly, I 
only had two high resolution (1.2m) satellite images donated by the Digital Globe Foundation, 
therefore I could not create a composite.  
Findings of this chapter have been corroborated in phenology investigations. For example, 
Kowalski et al., (2020) also found that EVI is better suited for investigations of vegetation 
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fraction, and hence phenology, than NDVI. The authors compared the phenology of temperate 
broadleaf forests in Germany and made similar conclusions to the ones one this chapter. Firstly, 
they found that that the apparent phenology from EVI was more correlated with true 
phenology when compared to the apparent phenology from NDVI. Secondly, they too 
conclude that the spectral index used is more important than the spatial resolution of the 
images, when comparing the apparent phenology using Landsat and Sentinel 2 imagery. I 
further explored the spatial resolution claim in Chapter 5. It is important to remember that 
apparent phenology is, at least in part, a function of FVC (i.e. more leaves in a tree equate to 
increased FVC), therefore EVI can be used as a proxy for FVC and phenology. Findings from 
this chapter served as steppingstones for the next chapter in this thesis.  
 
6.1.3 Key findings of Chapter 4: Extracting mangrove phenology from Landsat imagery: a 
novel approach using Generalized Additive Models 
• Phenology is site dependent, irrespective of the dominant species at each site. 
• Generalized Additive Models (GAMs) are a data-driven approach capable of detecting 
phenology. 
• Satellite images capture changes in greenness and those changes are related to leaf 
growth and net leaf production. 
Mangroves grow along most of the Australian coastline, but their distribution is dictated, in 
part, by the climate, geomorphology, and lithology (Lymburner et al., 2019a). Therefore it is to 
be expected that each mangrove community displays a different phenology. Despite having 
the same dominant species at each of the study sites, I have demonstrated that each site 
displays a different phenology. These differences in phenology may be related to the species 
composition and richness, the growth stage of the trees, the number of trees in each pixel, or 
the number of layers in the forest canopy. The importance of this finding is that phenology is 
linked to carbon stocks (Richardson et al., 2009; Saitoh et al., 2015), therefore the amount of 
carbon that mangroves store (or release), depends on factors such as: the phenological phase 
of the trees, the species composition and richness of the site, age of the mangrove forest, and 
others. This link between carbon stocks and phenology implies that we need to: 1) extend 
research efforts into understanding the phenology of evergreen forests; 2) include phenology 
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investigations in the methods for estimating carbon stocks and budgets, and more 
importantly; 3) adapt and update national and international policies (e.g. International Treaty 
on Wetlands (Ramsar Treaty), or the Commonwealth Environment Protection and Biodiversity 
Conservation Act 1999) to account for changes in the phenology of evergreen forests  and 
wetlands due to changing climate conditions (Rogers et al., 2016). 
 
6.1.4 Key findings of Chapter 5: All models of satellite-derived phenology are wrong, but 
some are useful.  
• The apparent phenology resulting from Landsat and Sentinel 2 sensor observations is 
comparable with one another, but it is not comparable to phenology derived from 
MODIS. 
• The length of the time series has more impacts on the trend of the phenology than on 
the apparent phenology itself. 
• The distribution of observations over time may play a more important role on apparent 
phenology than the frequency of observation.  
In Chapter 4 I demonstrated that mangrove phenology is site dependent, and in this chapter 
I demonstrate that there are many factors that influence apparent phenology, including the 
location, the spatial and temporal resolution, and cloud contamination. Phenological patterns 
are set to be disrupted, especially in Europe, Asia, Australasia and North America by the effects 
of climate change (Field et al., 2014), and to assess how, and when these changes take place, 
it is important to establish a baseline of what phenology looks like. Satellite images often aid 
in this effort, especially those images from the 1970’s and 1980’s. From these images, studies 
can establish a baseline of phenological patterns, mainly the start of season, peak growing 
season, and the length of the growing season. Past and current patterns in plant phenology 
can be studied to assess if changes have occurred, but before those assessments are made, 
one needs to ensure that these phenological patterns are, in fact, comparable.  
In this Chapter I have demonstrated that apparent phenology changes with the following 
factors: spatial resolution, cloud contamination, and the frequency of observations. The main 
implication for phenology investigations is that, unless the spatial resolution of the images 
used, and the processing techniques are similar, the detected phenologies may not be 
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comparable. By ensuring that changes in apparent phenology are real, and not an artefact of 
the data or analysis method, studies can accurately track the response of plants to climate 
forcing. There are guidelines that describe how to detect and validate phenology observations 
(e.g. Restrepo-Coupe et al. (2015)), but with many studies using different data and methods, 
comparing changes in plant phenology remains a challenge.  
 
6.2 Implications for future work 
6.2.1 Theoretical implications 
One of the main implications of this thesis is that models of phenology developed for 
temperate or deciduous forests may not be directly transferable to mangrove forests. Plant 
phenology is often modelled using temperate or deciduous forests from the northern 
hemisphere. As a result, most models of phenology assume that plants follow a unimodal cycle 
with a single, well-defined peak in leaf production, and a single, well-defined trough that 
represents leaf senescence. In some cases, sinusoidal or double logistic curves can be used to 
represent phenology. Tropical evergreen forests such as mangroves do not necessarily follow 
a yearly cycle, or have single, well-defined, period of leaf growth or leaf fall, and neither do 
drylands (Broich et al., 2014). As a result, researchers need to re-think their assumptions when 
using remotely sensed data to detect phenology in these ecosystems. In other words, the 
assumption that tropical evergreen forests, or drylands, will always display a unimodal 
phenology may result in models that are not representative of true phenology.  
Another important lesson from this thesis is that phenology is site specific, in the sense that 
each individual patch of mangrove forest (represented by a pixel) presents a unique phenology 
curve. This is especially important because mangrove forests are dynamic ecosystems known 
to expand landward and seawards (Asbridge et al., 2018; Lymburner et al., 2019a), and 
phenology investigations must take these migrations into account. Firstly, the apparent 
phenology of a pixel that represents a stable mangrove patch over time will differ from that of 
a pixel that changes from representing a mud flat to one colonized by mangroves. Secondly, 
keeping track of landward and seaward migrations will allow future investigations to couple 
changes in phenology with changes in land cover. Linking phenology with mangrove migration 
168 | P a g e  
 
(i.e. land cover) will provide insights into the response of the ecosystem to changes in weather 
and climate patterns.  
Lastly, future work must debate the application of model- and data-driven approaches to 
detecting phenology. Model driven approaches are commonly used to detect phenology from 
satellite images (Broich et al., 2014; Melaas et al., 2018; Pastor-Guzman et al., 2018), but these 
approaches oversimplify the apparent phenology of vegetation. Studies have compared the 
performance and suitability of model-driven methods for phenology investigations (Atkinson 
et al., 2012; Hird and McDermid, 2009), and data-driven methods have been largely ignored. 
In this thesis I challenge the status quo and demonstrate that data-driven approaches are well 
suited for detecting phenology using satellite imagery. The importance of this demonstration 
is that future work can use data-driven methods not only to detect phenology, but to forecast 
it. Forecasting phenology under different climate change scenarios is important for estimating 
carbon stocks and budgets in the near and distant futures. Moreover, GAMs allow the 
identification of the contribution of each explanatory variable and its importance in the 
prediction of phenology (e.g. the influence of rainfall or temperature).  
 
6.2.2 Analytical implications 
The main analytical implication arising from this thesis is that GAMs can be used on gridded 
datasets. In other words, we can generate an individual, data-driven model for each pixel in a 
time series of satellite images, without the need to aggregate the data spatially or temporally. 
This itself is not new; the novelty is that GAMs allow each model of phenology (i.e. pixel) to 
have its own set of explanatory variables. These variables can be independent from each other, 
or they can interact with each other to present a more coherent phenology-climate change 
connection (Kennedy et al., 2014; Morisette et al., 2009). This is useful especially when 
considering continuous variables such as temperature or rainfall, and discrete variables such 
as land use. While neighbouring pixels might have explanatory variables with similar values, 
subtle changes in these variables could trigger changes in phenology. For example, we could 
use time series of mangrove EVI, precipitation, and temperature to: 1) detect phenology, 2) 
examine the influence of precipitation and temperature on phenology for every pixel in the  
study site, and 3) forecast phenology. To date, most studies that have modelled apparent 
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phenology from satellite imagery have modelled explanatory variables separately from the 
imagery (Melaas et al., 2018; Pastor-Guzman et al., 2018). In contrast, GAMs perform these 
three operations in a single step, and for every pixel, thereby removing the need to model the 
influence of the predictor variables as a separate operation. By modelling each pixel 
independently, studies could gain a deeper understanding of the drivers of mangrove 
phenology and their importance in the apparent phenology at a resolution never attempted 
before. 
Future work on phenology must also consider the advantages and disadvantages of using 
GAMs versus other modelling methods. Some advantages of GAMs over model driven 
approaches, are that they do not depend on an accurate description of the process (i.e. 
minimal number of assumptions made), and that the process itself does not need to be known 
to create a model (i.e. phenology of mangrove forests). Model driven approaches do need 
accurate descriptions of the process (i.e. several assumptions are made), and, if the process is 
unknown, it is difficult to represent. GAMs, however, do have some drawbacks when compared 
to model driven methods. For example, GAMs are computationally intensive, take longer to fit 
a model, and may require large training datasets, whereas model driven methods are fast and 
simple to interpret. High performance computing environments such as Digital Earth Australia 
and Google Earth Engine, take advantage of parallelization packages (e.g. Dask Development 
Team (2016)) that distribute the computations over the total number of processing nodes in 
the environment. As a result, GAMs can be applied to many pixels at once, rather than one at 
a time, thereby optimizing the resources and reducing the overall time required to model 
phenology over large areas.  
Finally, GAMs allow users to forecast phenology. There are over 30 years of satellite images of 
mangrove forests, temperature, rainfall, and other biophysical data from land and spaceborne 
sensors. These data, along with predictions of future climate conditions could be included in 
the GAMs as explanatory variables and help researchers forecast mangrove phenology. 
Forecasting phenology is important for several reasons, including its link to carbon stocks 
(Morisette et al., 2009), and the uncertainty of the impacts of climate change in tropical regions 
of Australia (Turton, 2017). Forecasting phenology can help us understand the effects of rising 
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temperatures, increased atmospheric moisture, and erratic rainfall patters in vegetation 
communities, and consequently, in human populations that live in coastal environments.  
 
6.2.3 Implications for field work and long-term monitoring 
My experience doing this research has shown that there are few, long-term (>1.5 years) field 
studies on mangrove forests throughout Australia, and each study collects data in a slightly 
different way, hence comparing studies becomes a complicated task. In addition, there are no 
long-term sites for constant monitoring of mangroves and their phenology. This hampers the 
ability to validate satellite-derived phenology investigations in these ecosystems. As a result, 
there are two main recommendations for field work arising from this research. Firstly, 
standardising phenological field data collection is imperative. Specifically, the variables to be 
collected (e.g. leaf growth, net leaf production, leaf area index), the frequency of observations 
(e.g. monthly), the number of trees per species, and the number of replicate plots. Ancillary 
data (e.g. temperature, humidity), are also key for phenology investigations in the field, and 
from satellite imagery.  
Secondly, establishing long-term field monitoring site(s) in mangrove forests will help us 
understand the link between mangrove phenology, biogeochemical cycles, and the effects of 
cyclones, rising sea level, and heatwaves on mangrove forests. These sites, in conjunction with 
satellite imagery would allow researchers to measure the effects of extreme weather events, 
climate forcing, and anthropogenic pressures on mangroves ecosystems.   
 
6.3 Directions for future work 
In this thesis I focused on detecting the phenology of mangrove forests from a time series of 
satellite images, using sites located in Queensland and the Northern Territory of Australia. The 
work presented in this document does not end here, and some work is still ongoing. While 
beyond the scope of this thesis, I am continuing to examine the influence of temperature, 
rainfall, and other biophysical variables on the phenology of mangroves. Ideally, the next step 
would be to use GAMs, all available Landsat imagery, and Digital Earth Australia to create a 
phenology product for mangrove ecosystems. This product would complement the one 
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created by Broich et al. (2015), by presenting a longer view of phenology at a finer spatial 
resolution, and be specific to mangrove forests. Beyond this, I present four key questions 
related to phenology that can help guide future work: 
1. Can we integrate optical, radar, and LiDAR information to better understand mangrove 
phenology? Given that the Sentinel 1 (European Space Agency) and GEDI (NASA) 
sensors are currently operating and will collect data over several years, these three 
datasets could be integrated to provide a comprehensive view of mangrove growth, 
structure, and phenology. 
2. I have demonstrated that apparent phenology is correlated to net leaf production, leaf 
growth, and leaf fall. These variables are key in carbon sequestration models. This raises 
the question: can we improve current models of carbon sequestration by using the 
phenological cycles of mangroves? 
3. Species identification using 30m resolution imagery is a complicated task at the best 
of times. Can we use pixel-wise phenology in combination with harmonized Landsat 
and Sentinel 2 data to aid in species identification in mangrove forests? 
4. Can we use the phenology as an indicator of stress for mangrove ecosystems? Similar 
to seagrass dieback and coral bleaching, mangroves suffer from massive dieback 
events. Establishing when and where these lethal (i.e. dieback) and sub-lethal (e.g. 
stress due to drought) events happen, are key to understanding the conditions leading 
to them. Spatiotemporal changes in phenology may be used as early indicators of 
stress due to alterations in their environmental conditions.  
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Appendix 1: Summary of studies published since the year 2000 
Table 12 summary of studies published since the year 2000 
Year Reference Sensor(s) 
Images 
used Year(s) of image(s) used 
2001 Kovacs et al. (2001)  Landsat TM 3 1986, 1993, 1999 
Loneragan et al. (2001)  Landsat TM 1 1994 
2002 Sulong et al. (2002) Landsat TM 1 1994 
Vasconcelos et al. (2002) Landsat TM 1 1998 
2003 Ruiz-Luna and Berlanga-
Robles (2003)  
Landsat MSS / TM 4 1973, 1986, 1992, 1997 
Saito et al. (2003)  SPOT-4, ASTER 2 1999, 2000 
2004 Krause et al. (2004)  ASTER, Landsat TM / ETM 4 1988, 1991, 1999, 2001 
2005 Cornejo et al. (2005)  Landsat MSS / ETM 4 1973, 1986, 1992, 2000 
Manson et al. (2005)   Landsat TM 2 1986, 1997 
2006 Béland et al. (2006)   Landsat TM / ETM 3 1986, 1992, 2001 
Emch and Peterson (2006)    Landsat TM / ETM 2 1989, 2000 
Jean-Baptiste and Jensen 
(2006) 
ASTER 1 2005 
2007 Baghdadi and Oliveros (2007)  ASTER 1 2004 
Giri et al. (2007)   Landsat MSS /TM / ETM 8 1977, 1989, 2000 
Habshi et al. (2007)  ASTER 3 2002 
Harper et al. (2007) * Landsat MSS /TM / ETM 8 1972-1979, 1989-1996, 1999-2001 
James et al. (2007)   Landsat TM / ETM 6 1986, 1987, 2002, 2003 
Jupiter et al. (2007)  Landsat ETM 1 2000 
2008 Giri and Muhlhausen (2008) 
** 
ASTER, Landsat MSS / TM / 
ETM 
82 1973-1983, 1989-1993, 1997-2000, 
2005 
Liu et al. (2008)  Landsat TM 3 1995, 1998, 2002 
Paling et al. (2008)  Landsat TM 3 1999, 2002, 2004 
Phua et al. (2008)  Landsat MSS / TM 3 1973, 1991, 1996 
2009 Ferreira et al. (2009)  Landsat TM 2 1995, 2005 
Lee and Yeh (2009)   SPOT-4, Landsat TM 2 1995 
2010 Akumu et al. (2010)  ASTER, Landsat TM / ETM 3  1989, 2001, 2003 
Eslami-Andargoli et al. (2010) Landsat MSS / TM 3 1972, 1990, 2004 
2011 Alatorre et al. (2011)   Landsat ETM 4 2004 
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Bhattarai and Giri (2011) ** Global Land Survey 128 2000 
Giri et al. (2011) */** Global Land Survey 1000 2000 
Long and Giri (2011)  Global Land Survey 61 1991-1993, 1999-2005 
2012 França et al. (2012)  Landsat TM 1 2010 
Kumar et al. (2012)  Landsat TM / ETM, 
Resourcesat 1 
3 1991, 2000, 2006 
Raha et al. (2012)  Landsat MSS 2 1975, 1989 
2013 Chen et al. (2013)  Landsat TM / ETM / OLI 4 1985, 1996, 2002, 2013 
Eslami‐Andargoli et al. (2013) Landsat MSS / TM / ETM 3 1972, 1990, 2004 
Kirui et al. (2013) */** Landsat MSS / TM 8 1984, 1985, 1990, 1992, 2000, 2002, 
2008, 2010 
Li et al. (2013)  Landsat MSS / TM / ETM 70 1973-1978, 1986-1990, 1992-1996, 
1998, 2000 - 2012 
Zhang and Tian (2013)  Landsat TM 2 2006 
2014 Jia et al. (2014) Landsat TM / ETM 25 2008 - 2010 
2015 Abdul Aziz et al. (2015)  Landsat TM / ETM / OLI 6 1988, 1995, 1999, 2001, 2009, 2013 
Aziz et al. (2015)  Landsat MSS / TM / ETM / 
OLI 
9 1978, 1988, 1989, 1995, 1999, 2001, 
2009, 2013, 2014 
Dutta et al. (2015) */**  Landsat OLI 6 
 
Giri et al. (2015) * Global Land Survey, Landsat 
MSS / TM  
10 1973, 1975, 1990, 1997, 2000, 2001, 
2006, 2010   
Ibharim et al. (2015)   Landsat TM / ETM 2 1993, 1999 
Jones et al. (2015)  Landsat TM 1 2011 
Kamal et al. (2015)  Landsat TM 2 2009, 2011 
Kanniah et al. (2015) * Landsat TM / ETM / OLI 7 1989, 2000, 2005, 2007, 2009, 2013, 
2014 
Lagomasino et al. (2015) ** Landsat TM 16 1993-2009 
Pastor-Guzman et al. (2015) 
** 
Landsat OLI 6 2013, 2014 
2016 Asbridge et al. (2016) ** Landsat TM / ETM / OLI 85 1987-2014 
Hossain et al. (2016)   Landsat ETM / OLI 2 2013, 2014 
Jones et al. (2016)  Landsat TM / ETM / OLI 5 2010, 2011, 2014 
Nardin et al. (2016)  Landsat TM / ETM / OLI 158 1989, 1990, 1993 - 2014 
Son et al. (2016)  Landsat TM / ETM / OLI 5 1989, 1996, 2009, 2003, 2014 
Zhang et al. (2016) ** Landsat TM / ETM / OLI 150 1985 - 2011 
* Number of images not explicitly reported. **Years of images not explicitly reported. 
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Appendix 2: Validation of Observed vs predicted EVI. 
In Figure 41 we show the linear regression that compares the observed and the predicted EVI 
values for all study sites. When using the mean values per date (Figure 41 top panel), it is easy 
to see that some models show low predictive power (i.e. R2 < 0.30), and others show a 
moderate predictive power (i.e. 30 ≤ R2 ≤ 50). For example, EVI models have a moderate 
agreement with observed EVI values in the sites where (Coupland et al., 2005), (Saenger and 
Moverley, 1985), and (Nicholas C Wilson and Saintilan, 2012) undertook their field campaigns 
(Figure 41B/D/E).  In sharp contrast, when the data are grouped by month (Figure 41 bottom 
panel), the EVI models show better predictive power across all sites, due to lower influence of 
daily fluctuations. For example, EVI models for (Saenger and Moverley, 1985), (Coupland et al., 
2005) and (Metcalfe et al., 2011a) have the highest R2 values of all models i.e. 0.93, 0.90 and 
0.90 respectively. The residuals of all the regressions (not shown) are randomly distributed, 
indicating that errors are stochastic and showing no signs of heteroscedasticity or non-linear 
associations between observed and predicted values. These results suggest that in mangrove 
ecosystems GAMs may be better predictors of seasonal changes than inter-annual variations.  
 
Figure 41: Observed EVI vs EVI model for all sites. Top panel shows the linear regression of the mean observed 
EVI per date, while the bottom panel shows the linear regression of the monthly means of the model and EVI 
observations.  
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Validation: Predicted EVI vs in situ variables 
We validated our EVI model against in situ data by running a linear regression between the 
EVI model and every in situ variable from (Duke et al., 1999). When the data are grouped by 
date (i.e. chronological order), the highest correlations with the EVI model come from the leaf 
production rate (R2 = 0.20), total leaf area (R2 = 0.16) and net leaf production (R2 = 0.11). When 
the data are aggregated by month however, the correlation of the variables with EVI increases 
in most cases (e.g. leaf production rate (R2 = 0.27), standing stock (R2 = 0.14)).  
 
Moving forward 
We have identified several ways in which the remote sensing and ecology communities can 
take phenology modelling to the next level. Firstly, we can evaluate accuracy by gathering 
and/or sharing field data with sufficient temporal resolution as to compare it with satellite 
imagery. These data could include leaf area index, litter fall, leaf onset, biomass, and other 
measurements of plant phenology and growth that aid in assessing model accuracy and 
potential bias.  
Secondly, GAMs and high-resolution imagery (i.e. equal or better than 1.5 × 1.5m) can be used 
to model phenological changes on single plants. By modelling phenology and the factors that 
affect it, users can take preventive or corrective measurements before the plant (or crop) fails 
or dies. More importantly, high resolution imagery could potentially be used to create models 
at the same scale as the data collection plots, inform policy and monitor restoration projects 
(Lee et al., 2019).  
Thirdly, incorporating independent datasets to the GAMs will allow us to examine which 
environmental variables have the most influence on mangrove phenology at a continental 
scale. These datasets could include parameters like temperature, rainfall, humidity and tidal 
range. Besides altering spectral reflectance value values in the near and short-wave infrared 
bands (Younes Cárdenas et al., 2017), the tidal range at the time of image acquisition may play 
an important role in mangrove phenology. Just like temperature and rainfall, the tides vary 
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seasonally across Australia (Bishop-Taylor et al., 2019) and their impact on mangrove 
phenology is yet to be assessed. 
Lastly, we have demonstrated the usefulness of GAMs with a dense time-series of remotely 
sensed imagery, but the applications of this work could also be used with Moderate-Resolution 
Imaging Spectroradiometer (MODIS), Sentinel or other satellite sensors. Creating maps of 
mangroves around the world is important, but we currently have the technology to process 
large datasets in just hours, so why not model (and forecast) phenology under different climate 
change scenarios? This means detecting changes in the start of season and peak growing 
season dates over time and how that may correlate with changing weather and climatic 
patterns. 
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Figure 42: Linear regression between the in situ variables (columns) and the EVI model. The left panel shows the 
data grouped by date and on the right panel, the data are grouped by month. Black line shows the linear model 
fit and shaded areas represent the 5-95 confidence interval.  
 
In summary, after comparing the in situ data from Duke et al. (1999) with the EVI model, we 
can say that the models seem to be more related to the leaf production rate, total leaf area 
and the net leaf production of mangrove forests.  
