Abstract. We present an approach to linear logic planning where an explicit correspondence between partial order plans and multiplicative exponential linear logic proofs is established. This is performed by extracting partial order plans from sound and complete encodings of planning problems in multiplicative exponential linear logic in a way that exhibits a non-interleaving behavioral concurrency semantics. Relying on this fact, we argue that this work is a crucial step for establishing a common language for concurrency and planning that will allow to carry techniques and methods between these two fields.
Introduction
Planning and concurrency are two fields of computer science that evolved independently, aiming at solving tasks that are similar in nature but different in perspective: while planning formalisms focus on finding a plan, if there exists such a plan, that solves a given planning problem; the focus in concurrency theory is on the global behavior of a given concurrent system, resulting in universally quantified queries, e.g., deadlock freeness, verification of a security protocol. In contrast to approaches to planning, in order to be able to handle such queries, languages for concurrency are equipped with a rich arsenal of mathematical methods that allow for an analysis of equivalence of processes.
We propose linear logic planning (see. e.g., [7, 5] ) as a platform for a common language for planning and concurrency, aiming at bringing these two fields closer and allowing the techniques and tools in both fileds to be interchanged 1 . We establish a strict correspondence between partial order plans and the proofs of multiplicative exponential linear logic encodings of planning problems. The partial order plans which we extract from the proofs by an algorithm exhibit a non-interleaving behavioral concurrency semantics. Our result also contributes to the field of petri nets because of the strict correspondence between the reachablity problem in petri nets and linear logic planning problems (see, e.g., [1] ).
As the underlying formalism we employ the proof theoretic formalism of the calculus of structures (see, e.g., [3, 8] ) instead of the sequent calculus. The distinguishing feature of this formalism is deep inference: the inference rules can be applied at arbitrary depths inside logical expressions. This brings about properties of proofs and deductive systems that are interesting from the point of view of computer science applications (see, e.g., [4] ).
Linear Logic Planning and Concurrency

MELL in the Calculus of Structures
There are countably many atoms, denoted by a, b, c, . . . The formulae P , Q, R, S. . . of multiplicative exponential linear logic are generated by
where a stands for any atom, 1 and ⊥, called one and bottom. A formula (R 1 R h ) is a par formula, (R 1 R h ) is a times formula, !R is an of-course formula, and ?R is a why-not formula;R is the negation of the formula R. Formulae are considered to be equivalent modulo the relation ≈, which is the smallest congruence relation induced by the equations for associativity and commutativity for par and times formulae together with the following equations:
A formula context, denoted as in S{ }, is a formula with a hole that does not appear in the scope of negation. The formula R is a subformula of S{R} and S{ } is its context. Context braces are omitted if no ambiguity is possible.
The following are the rules of the multiplicative exponential linear logic system in the calculus of structures [8] . The rules are called atomic interaction (ai↓), switch (s), promotion (p↓), weakening (w↓), and absorption (b↓), respectively.
A derivation ∆ is a finite chain of instances of these inference rules. A derivation can consist of just one formula. The top-most formula in a derivation, if present, is called the premise, and the bottom-most formula is called its conclusion. A proof Π is a finite derivation whose premise is the unit 1.
Linear Logic Planning
A linear logic planning problem P is given by I, G, A where I :{ r 1 , . . . , r m} is a multiset 2 of fluents called the initial state. The multiset G :{ g 1 , . . . , g n} of fluents is the goal state. A is a finite set of actions of the form a :{ c 1 , . . . , c p} → { e 1 , . . . , e q} , where{ c 1 , . . . , c p} and{ e 1 , . . . , e q} are multisets of fluents called conditions and effects, respectively, and a is the name of the action. Action a is applicable to a state S iff{ c 1 , . . . , c p}⊆ S. The application of such an action a to a state S is defined by the function Φ, where it is applicable, as Φ(a, S) = ( S−{ c 1 , . . . , c p} )∪{ e 1 , . . . , e q} .
A goal G is satisfied iff there is a plan P, i.e., a sequence of actions P = a 1 ; . . . ; a k such that Φ(a k , . . . , Φ(a 1 , I) . . .) = G . Then, we say P transforms the initial state I into the state G. If there exists such a plan P then P is a solution for the planning problem P. Then we say P solves P. We denote the empty plan with •. If it is more convenient, Φ(a k , . . . , Φ(a 1 , I) . . .) will be abbreviated with Φ(P, I). The length of a plan is the number of actions in that plan.
Let us now present our encoding of the planning problems in MELL. 
Lemma 2. The following rule is derivable (sound) in ELS.
It is important to observe that the inference rules action and termination provide the operational semantics of a planner: these inference rules can be used as machine instructions in an implementation of this approach.
Theorem 3 Let P = (?A 1 . . . ?A s ! (r 1 . . . r m (t 1 . . . t n ))) be a ppf that corresponds to a planning problem P. There is a proof with k number of applications of the p↓ rule iff there is a plan p with length k that solves the planning problem P, where I ={ r 1 , . . . , r m} and G ={ t 1 , . . . , t n} .
Independence and Causality in Plans
In this section, we will present an algorithm for extracting partial order plans, which exhibit a concurrency semantics, from the proofs of the ppf.
where the atoms in an action formula are labeled with the name of that action. Furthermore, whenever there is an application of the rule b↓, the labels of the atoms in the premise, which are copied, are extended with a natural number that does not occur with the same action name elsewhere in the proof. Let Label denote the set of all the labels occurring in Π. The function µ on Π is defined as follows: If Π = ∅, then µ(Π) = ∅. Otherwise, -if ρ is the application of a rule other than ai↓ then µ(Π) = µ(Π ) .
-if ρ is the application of the rule ai↓ where R is the formula [a l ,ā k ] for an atom a such that l, k ∈ Label, then
Given a proof Π of P, a constraint set of Π for P (C P,Π ) is given with µ(Π).
A constraint set identifies a class of "equivalent" ppf proofs, determined by the pairs of atoms that get annihilated by the ai↓ instances. This idea is very similar to using proof nets [2] as a means for identifying classes of equivalent proofs upto permutation of inference rules, or the ideas used to describe classes of proofs that are equivalent upto a geometric criterion similar to proof nets [6] .
Proposition 5 Let P be a ppf defined on the action set A and C P,Π be a constraint set of a proof Π for P. (i) C P,Π is antisymmetric.
(ii) C P,Π is irreflexive.
Definition 6 Let P be a ppf defined on the action set A and C P,Π be a constraint set of a proof Π for P. The concurrent plan of Π for P is Γ P,Π is the transitive reduction (cover relation) of C P,Π .
Definition 7 A plan P is induced by a strict total order ≺ if for any pair (x, y) ∈≺, x appears to the left of y in P.
Theorem 8 Let P a ppf of a planning problem P, Π be a proof of P, and Γ P,Π be the concurrent plan of Π for P. For any strict total order ≺⊇ Γ P,Π , if P is a plan induced by ≤ then P solves P.
Partial Order Plans with a Concurrency Semantics
In planning approach of this paper, states are defined over the data structure multiset, actions are considered as multiset rewriting rules. Multiset rewriting is also complete for representing computations of place/transition Petri nets (see, e.g., [1] ). As indicated by the correspondence above with Petri nets, when planning problems are considered from the point of view of concurrent computations, due to the explicit representation of resources, multiset rewriting planning allows to observe true concurrency in the computations: in a language with true concurrency, when two actions are partially ordered, the outcome of their execution in parallel is same as the outcome of their execution in either order. Because the explicit treatment of resources provides a representation of independence and causality, when two actions are partially ordered, in an execution that involves both of these actions, they are independent in terms of the resources that they require to be executed. Thus, their parallel composition results in an action that has the same effect as their execution in any order. Here, it becomes possible to speak about concurrency, in contrast to only parallelism, because the common predecessors and successors of the two composed actions provide a synchronization mechanism when they are considered as points in time.
Labelled event structures (LES) is a model for concurrency [9] . In a LES the causality between actions is expressed as a partial order, and the nondeterminism is obtained by a conflict relation. By using the operational semantics given by the inference rules as a labelled transition system, in [4] , we provide a procedure for obtaining a LES from the specification of a planning problem. The LES obtained takes all the possible computations in the planning domain into consideration and reflects the plans that are in conflict with each other. The concurrent plans and their linearizations presented above correspond to possible successful computations in the LES of the planning domain.
Discussion
In [4] , we have introduced a deductive language 3 for multiset planning within an extension of multiplicative exponential linear logic with a noncommutative selfdual operator [3] . In this language, the sequential composition of the actions is represented by means of the non-commutative self-dual logical operator, whereas the parallel composition of the actions is naturally mapped to the commutative par operator of linear logic. Thus, by means of this language parallel and sequential composition of actions and plans can be represented at the same logical level as in process algebra and logical reasoning can be performed on these plan expressions. In this paper, we described how these plans can be computed. On going work includes combining these ideas within a common language for planning and concurrency, with a proof theoretical deductive operational semantics and a noninterleaving behavioral concurrency semantics. The language obtained this way will benefit from a rich arsenal of tools, methods and techniques that are imported from the both fields of planning and concurrency.
