In this paper we propose a new algorithm of noise reduction in color images. The new technique of multichannel image enhancement is capable of reducing impulse and Gaussian noise and it outperforms the basic methods based on vector median used for the noise reduction in color images. In the paper a new smoothing operator, based on a random walk model and on a fuzzy similarity measure between pixels connected by a digital geodesic path is introduced. The efficiency of the proposed method was tested on the standard color images using the widely used objective image quality measures. . . . 5 R(n-l), implies the same ordering to the corresponding vectors Fi : F(l) < . . . < F(n-l). Nonlinear ranked type multichannel estimators define the vector F(o) as the filter output. However, the concept of input ordering, initially applied to scalar quantities is not easily extended to multichannel data, since there is no universal way to define ordering in vector spaces.
STANDARD NOISE REDUCTION FILTERS
Most popular nonlinear, multichannel filters are based on the ordering of vectors in a predefined moving window [ 1-61. The output of these filters is defined as the lowest ranked vector according to a specific vector ordering technique.
Let F(rc): represent a multichannel image and let W be a window of finite size n (filter length). The noisy image vectors inside the filtering window W are denoted as Fj , j = 0,1, ..., n -1 , If the distance between two vectors F;, Fj is denoted as p(F;, Fj) then the scalar quantity R; = C7zd p(Fi, Fj), is the distance associated with the noisy vector Fi . The ordering of the Ri 's: R(1) 5 . . . 5 R(n-l) , implies the same ordering to the corresponding vectors Fi : F(l) < . . . < F(n-l). Nonlinear ranked type multichannel estimators define the vector F(o) as the filter output. However, the concept of input ordering, initially applied to scalar quantities is not easily extended to multichannel data, since there is no universal way to define ordering in vector spaces.
To overcome this problem, distance functions are often utilized to order vectors. As an example, the Vector Median The reduction of image noise without major degradation of the image structure is one of the most important problems of the low-level image processing. A whole variety of algorithms has been developed, but none of them can be seen as a final solution of the noise problem and therefore a new filtering technique, which copes better with impulsive and Gaussian noise has been proposed.
NEW ALGORITHM OF NOISE REDUCTION
Let us assume, that R2 is the Euclidean space, W is a planar subset of R2 and z, y are points of of the set W .
A path from z to y is a continuous mapping P: [a, b] ---+ X , such that ?(a) = 5 and P(b) = y. Point z is the starting point and y is the end point of the path P [%lo] .
An increasing polygonal line P on the path P is any polygonal line P = {g(Ai)}yxo , a = A0 < . . . < A, = b.
The length of the polygonal line P is the total sum of its constitutive line segments L ( P ) = Cy=l p(P(Ai-1, A;), where p(z, y) is the distance between the points z and y, when a specific metric is adopted.
If P is a path from z to y then it is called rectifiable, if and only if L ( P ) , where P is an increasing polygonal line is bounded. Its upper bound is called the length of the path P , The geodesic distance pw(z, y) between points 5 and y is the lower bound of the length of all paths leading from z to y totally included in W . If such paths do not exist, then the value of the geodesic distance is set to ca. The geodesic distance verifies p w ( z , y) 2 p(z, y) and in the case when w is a convex set then pw(z, y) = p ( x , y).
The notion of the geodesic distance can be extended to a lattice, which is a set of discrete points, in our case image pixels.
Let a digital lattice f i = (F, N) be defined by F, which is the set of all points of the plane (pixels of a color image) and the neighbourhood relation N between the lattice points.
A digital path P = {p;):=, on the lattice IFI is a sequence of neighbouring points (pi-1, pi) E N. The length L ( P ) ofdigital path P { p i }~= . is simply E:=, p"(p-l,pi).
If P(2, y) denotes the digital path connecting the points x and ?/ in F then the lattice distance between those points is defined a s p w ( z , y j = min L [ P ( z , y)].
Q X > Y )
Constraining the paths to be totally included in a predefined set GII E F yields the digital geodesic distance p"'. In this paper we will assign to the distance of neiglibouring points the value 1 and will be working with the 8-neighhourhood system.
Let the pixels (i, .?) and ( k , 1) lie culled connected , denoted iis ( i j ) U ( k > 1) , if there exists ii geodesic path Pw{(i,:j), ( k , 1 ) ) containedin the set 1Y startingfrom ( i , j ) and ending at ( k , 1) (Fig. 1 ).
11 two pixels (Q, yo) and (xn, yrl,j are connected by a geodesic path P"{ (xg] 
(1) be ia measure of dissimilarity between pixels (zo, yo) and (z,~, gr,), along a specific geodesic path P" joining (zo, yo) and ( z n , y n ) . If a path joining two distinct points 2 , y, such that F(a:) = F(y) consists of lattice points of the same val-
Let us now define the similarity function between two pixels connected along all geodesic digital paths leading from ( i , j ) and ( k , 1) ( The normalized similarity function takes the form ( 3 ) The normalized similarity function has the property Now we are in a position to define a smoothing transforma-
where ( k : 1) are points which are connected with ( i , j ) by geodesic digital paths of length ri included in Mi.
RESULTS
The effectiveness of the new smoothing operator defined by (5) was tested using the LENA and PEPPERS standard, images contaminated by Gaussian noise of r = 30: We also used the LENA image contaminated by 4% impulsiv noise (salt & pepper added on each channeP) mixed with Gaussian noise (CT = 30).
The performance of the presented method was evaluated by means of the objective image quality measures RMSE, PSNR, NMSE and NCD [3] . Tables 2 and 3 show the obtained results for n = 3 and p increasing linearly from 10 to 30. After 3 iterations the filtered image was being sharpened and was visually more pleasing, however the quality measures were decreasing. Therefore only the results of 3 iterations are shown in the Tab. 2 and 3. Additionally Fig.  2 shows the comparison of the new filtering technique with the standard vector median.
For the calculation of the similarity function we used the L1 metric and an exponential function, however we have obtained good results using other convex functions and different vector metrics.
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