It's advantageous
• Initialization:
-Read the octree created in the data partitioning step from the disk.
-Allocate memory space for holding octants.
-Create data structures needed in the streamline construction.
• ('onstruction of the streamlines:
1. Get the initial positions selected by the user. Table   3 . Fetch octa,nts into the main memory.
4. Integrate all streamlines with their octants in the main memory until all of t.henl leave the octants.
5. Go back t.o 2, if a temlina.tion condition for any of the st.t'eamlines is not met.
Initialization
The initialization step first reads the octree fl'om the disk and creates the following data structures:
• an octa,nt, Figure 5 . Initially, the ID's of tile octants which contain the initial positions are identified and entered into the streamline objects, and all streamline objects are kept. in the waiting (tllelle.
In the next step of the streamline construction, the streamline objects in the waiting queue are examined one by one. As long as there is still space in tile pre-allocated main memory, the octant identified by a streamline object is read into the octant In each entry, a list of blocks of the same size is maintained. An examt)h" of a. fl'ee space pool is shown in Figure  7 , in which the block size level is three. Streamline visualization of this data set is shownin Figure 8 . Data sets are stox'edon disk in binary format. For eachdata set, one hundred streamlinesare constructed by using the three programs. The maximum number of time stepsfor eachstreamline is set to 5,000. An IBM RS6000Model 560 workstation was usedfor the tests. This machine has 128 megabytesof main memory and 512megabytesof pagingspace.Two costsare measuredby using wall clock time in seconds.The first one is the initialization cost which is mainly the time to read ill the test data. Tile secondone is the cost of constructing 100streamlines. Tile total cost is then calculated by'adding these two. The tests results are summarizedin Figure9 in which logarithmic scaleis usedfor the y-axis so that very largeand small numbers can be plotted in the window. The time breakdownof eachcaseis listed in Table 1 , 2 and 3.
Coml)ared with the two virtual-memory-basedprograms,the performanceof the out- Three parameters influence the performauce of the out-of-core program.
They are the maxinmm octant size, the size of the memory space, and the block size level. Tests are conducted on the Sun workstation to explore how these three parameters affect, the performano • of the out-of-core program and to find an optimal combination of the three parameters.
In the tests, the maximum octant size is sel to 10,000, 20,000, 30,000, and 40,000 cells resl)ectively , where eachcell is representedby 80 bytes of information as explained in Section5.1. The sizesof memory spaceare set to 4, 6, 8, and 10 times the maximum octant size. The block sizelevel variesfrom 1 to 8. The tests are performed asfollows:
For each value of the maximum octant size do:
• Subdivide the data set based on the maximum octant size.
• For each memory space size do:
-Create memory space.
-For each block size level do:
1 create free space pool based on the block size: level.
2 construct 100 streamlines.
3 measure and report the cost.
For convenience, a smaller data set of 1.78 million cells is used in these tests. This data set comes from a wind tunnel simulation. Visualization results are shown in Figure  10 .
Note that the streamtubes are software rendered.
The computational cost for the data partitioning and the preprocessing together is about 20 minutes on the same workstation.
Note that this cost depends on the maximum octant size. The data is stored in a local disk of the workstation. The initial points of the 100 streamlines are randomly selected. The maximum number of time steps of a streamline is 5,000.
The test results are shown in Figures  11, 12 , 13 and 14. The costs of constructing streamlines by using the same maximum octant size are shown in each individual figure.
The curves plotted in each figure represent the costs of using different sizes of main memory space while varying the block size level. Figure  15 . 
