Abstract-In subspace clustering, a group of data points belonging to a union of subspaces are assigned membership to their respective subspaces. This paper presents a new approach dubbed Innovation Pursuit (iPursuit) to the problem of subspace clustering using a new geometrical idea whereby each subspace is identified based on its novelty with respect to the other subspaces. The proposed approach finds the subspaces consecutively by solving a series of simple linear optimization problems, each searching for some direction of innovation in the span of the data that is potentially orthogonal to all subspaces except for the one to be identified in one step of the algorithm. A detailed mathematical analysis is provided establishing sufficient conditions for the proposed approach to correctly cluster the data points. The proposed approach can provably yield exact clustering even when the subspaces have significant intersections under mild conditions on the distribution of the data points in the subspaces. Moreover, it is shown that the complexity of the proposed method scales only linearly in the number of data points and subspaces, and quadratically in the dimension of the subspaces. The numerical simulations demonstrate that iPursuit can often outperform the state-of-the-art subspace clustering algorithms, more so for subspaces with significant intersections.
I. INTRODUCTION
The grand challenge of contemporary data analytics and machine learning lies in dealing with ever-increasing amounts of high-dimensional data from multiple sources and different modalities. The high-dimensionality of data increases the computational complexity and memory requirements of existing algorithms and can adversely degrade their performance [1] . However, the observation that high-dimensional datasets often have intrinsic low-dimensional structures has enabled some noteworthy progress in analyzing such data. For instance, the high-dimensional digital facial images under different illumination were shown to approximately lie in a very lowdimensional subspace, which led to the development of efficient algorithms that leverage low-dimensional representations of such images [2] - [5] .
Linear subspace models are widely used in signal processing and data analysis since many datasets can be wellapproximated with low-dimensional subspaces [6] . When data in a high-dimensional space lies in a single subspace, conventional techniques such as Principal Component Analysis (PCA) can be efficiently used to find the underlying lowdimensional subspace [5] , [7] , [8] . However, in many applications the data points may be originating from multiple
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The problem of subspace clustering is concerned with learning these low-dimensional subspaces and clustering the data points to their respective subspaces. This problem arises in many applications, including computer vision (e.g. motion segmentation [10] , face clustering [11] ), gene expression analysis [12] , image processing [13] and system identification [14] . Some of the difficulties associated with subspace clustering are that neither the number of subspaces nor their dimensions are known, in addition to the unknown membership of the data points to the subspaces.
A. Related work
Numerous approaches for subspace clustering have been studied in prior work, including statistical-based approaches [15] , [16] , spectral clustering [17] , the algebraic-geometric approach [18] and iterative methods [19] . In this section, we briefly discuss some of the most popular existing approaches for subspace clustering. We refer the reader to [9] for a comprehensive survey on the topic. Iterative algorithms such as [19] , [20] were some of the first methods addressing the multi-subspace learning problem. These algorithms alternate between assigning the data points to the identified subspaces and updating the subspaces. Some of the drawbacks of this class of algorithms is that they can converge to a local minimum and typically assume that the dimension of the subspaces and their number are known.
Another reputable idea for subspace segmentation is based on the algebraic geometric approach. These algorithms, such as the Generalized Principal Component Analysis (GPCA) [18] , fit the data using a set of polynomials whose gradients at a point are orthogonal to the subspace containing that point. GPCA does not impose any restrictive conditions on the subspaces (they do not need to be independent), albeit it is sensitive to noise and has exponential complexity in the number of subspaces and their dimensions.
A class of clustering algorithms, termed statistical clustering methods, make some assumptions about the distribution of the data in the subspaces. For example, the iterative algorithm in [21] , [22] assumes that the distribution of the data points in the subspaces is Gaussian. These algorithms typically require prior specifications for the number and dimensions of the subspaces, and are generally sensitive to initialization. Random sample consensus (RANSAC) is another iterative statistical method for robust model fitting [23] , which recovers one subspace at a time by repeatedly sampling small subsets of data points and identifying a consensus set consisting of all the points in the entire dataset that belong to the subspace spanned by the selected points. The consensus set is removed and the steps are repeated until all the subspaces are identified. The main drawback of this approach is scalability since the probability of selecting points belonging to the same subspace reduces exponentially with the number of subspaces. In turn, the number of trials required to select points in the same subspace grows exponentially with the number and dimension of the subspaces.
Much of the recent research work on subspace clustering is focused on spectral clustering [24] based methods [17] , [25] - [32] . These algorithms consist of two main steps and mostly differ in the first step. In the first step, a similarity matrix is constructed, and in the second step spectral clustering [24] is applied to the similarity matrix. The similarity matrix is constructed by finding a neighborhood for each data point. Recently, several spectral clustering based algorithms were proposed with both theoretical guarantees and good empirical performance. The state-of-the-art spectral clustering based algorithm is Sparse Subspace Clustering (SSC) [17] , which uses 1 -minimization for neighborhood construction. In [28] , it was shown that under certain conditions, SSC can yield exact clustering even for subspaces with intersection. Another algorithm called Low-Rank Representation (LRR) [27] uses nuclear norm minimization to find the neighborhoods (i.e., build the similarity matrix). LRR is robust to outliers but has provable guarantees only when the data is drawn from independent subspaces.
B. Contributions
This paper presents a new approach to the subspace clustering problem. The proposed algorithm, dubbed iPursuit (short for Innovation Pursuit), is a multi-step algorithm in which a subspace is identified in each step based on its novelty with respect to (w.r.t.) the other subspaces. The geometrical idea underlying our approach is consecutive direction-search in the span of the data. More specifically, in each step we search for a vector in the span of the data that is potentially orthogonal to all the subspaces except for the one subspace to be identified in that step. We present a comprehensive analysis of the proposed algorithm and derive sufficient conditions for the algorithm to correctly cluster the data. It is shown that iPursuit can cluster the data correctly under mild conditions on the distribution of the data in the subspaces even in the challenging scenarios where the subspaces have remarkable intersection.
The proposed method advances the state-of-the-art research in subspace clustering on several fronts. First, iPursuit rests on a novel geometrical idea whereby the subspaces are identified by searching the directions of innovation in the span of the data. Second, to the best of our knowledge this is the first scalable multi-step algorithm with provable guarantees -the computational complexity of iPursuit only scales linearly in the number of subspaces and quadratically in their dimensions (c.f. Section (II-E)). By contrast, GPCA [9] , [18] (without spectral clustering) and RANSAC [23] , which are popular multi-step algorithms, have exponential complexity in the number of subspaces and their dimensions. Third, innovation pursuit in the data span enables superior performance when the subspaces have considerable intersections, and brings about substantial speedups, in comparison to the state-of-the-art spectral clustering approaches. Fourth, the formulation enables many variants of the algorithm to inherit robustness properties in highly noisy settings (c.f. Section III).
C. Notation and definitions
Bold-face upper-case letters are used to denote matrices and bold-face lower-case letters are used to denote vectors. Given a matrix A, A denotes its spectral norm. For a vector a, a denotes its 2 -norm and a 1 its 1 -norm. Given two matrices A 1 and A 2 with equal number of rows, the matrix
is the matrix formed from the concatenation of A 1 and A 2 . Given matrices
with equal number of rows, we use the union symbol ∪ to define the matrix
as the concatenation of the matrices
. For a matrix D, we overload the set membership operator by using the notation
where ⊕ denotes the direct sum operator and dim(G i ) is the dimension of G i . Given a vector a, a| is the vector whose elements are equal to the absolute value of the elements of a. For a real number a, sgn(a) is equal to 1 if a > 0, −1 if a < 0, and 0 if a = 0. The complement of a set L is denoted L c . Also, for any positive integer n, the index set {1, . . . , n} is denoted [n].
Innovation subspace: Consider two subspaces S 1 and S 2 , such that S 1 = S 2 , and one is not contained in the other. This means that S 2 carries some innovation w.r.t. S 1 . As such, corresponding to each subspace we define an innovation subspace, which is its novelty (innovation) over the other subspaces. More formally, the innovation subspace is defined as follows. Definition 1. Assume that V 1 and V 2 are two orthonormal bases for S 1 and S 2 , respectively. We define the subspace I (S 2 ⊥ S 1 ) as the innovation subspace of S 2 over S 1 that is spanned by I − V 1 V T 1 V 2 . In other words, I (S 2 ⊥ S 1 ) is the complement of S 1 in the subspace S 1 ⊕ S 2 .
In a similar way, we can define I (S 1 ⊥ S 2 ) as the innovation subspace of S 1 over S 2 . The subspace I (S 1 ⊥ S 2 ) is the complement of S 2 in S 1 ⊕ S 2 . Fig. 1 illustrates a scenario in which the data lies in a two-dimensional subspace S 1 , and a one-dimensional subspace S 2 . The innovation subspace of S 2 over S 1 is orthogonal to S 1 . Since S 1 and S 2 are independent, S 2 and I (S 2 ⊥ S 1 ) have equal dimension. It is easy to see that the dimension of I (S 2 ⊥ S 1 ) is equal to the dimension of S 2 minus the dimension of S 1 ∩ S 2 .
II. PROPOSED APPROACH
In this section, the core idea underlying iPursuit is described by first introducing a non-convex optimization problem. Then, we propose a convex relaxation and show that under mild sufficient conditions, solving the convex problem yields the correct subspaces. In this section (except for Section III on noisy data), it is assumed that the given data matrix follows the following data model.
Data Model 1.
The data matrix D ∈ R M1×M2 can be represented as
where T is an arbitrary permutation matrix. The columns of D i ∈ R M1×ni lie in S i , where S i is an r i -dimensional linear subspace, for 1 ≤ i ≤ N , and,
as an orthonormal basis for S i . In addition, define D as the space spanned by the data, i.e.,
assumed that any subspace in the set of subspaces
has an innovation over the other subspaces, to say that, for 1 ≤ i ≤ N , the subspace S i does not completely lie in
addition, the columns of D are normalized, i.e., each column has an 2 -norm equal to one.
A. Innovation pursuit: Insight
iPursuit is a multi-step algorithm that identifies one subspace at a time. In each step, the data is clustered into two subspaces. One subspace is the identified subspace and the other one is the direct sum of the other subspaces. The data points of the identified subspace are removed and the algorithm is applied to the remaining data to find the next subspace. Accordingly, each step of the algorithm can be interpreted as a subspace clustering problem with two subspaces. Therefore, for ease of exposition we first investigate the two-subspace scenario then extend the result to multiple (more than two) subspaces. Thus, in this subsection, it is assumed that the data follows Data model 1 with N = 2.
To gain some intuition, we consider an example before stating our main result. Consider the case where S 1 and S 2 are not orthogonal and assume that n 2 < n 1 . The non-orthogonality of S 1 and S 2 is not a requirement, but is merely used herein to easily explain the idea underlying the proposed approach. Let c * be the optimal point of the following optimization problem
where . 0 is the 0 -norm. Hence, ĉ T D 0 is equal to the number of non-zero elements ofĉ T D. The first constraint forces the search forĉ in the span of the data, and the equality constraint ĉ = 1 is used to avoid the trivialĉ = 0 solution. Assume that the data points are distributed in S 1 and S 2 uniformly at random. Thus, the data is not aligned with any direction in S 1 and S 2 whp.
The optimization problem (2) searches for a non-zero vector in the span of the data that is orthogonal to the maximum number of data points. We claim that the optimal point of (2) lies in I (S 2 ⊥ S 1 ) whp given the assumption that the number of data points in S 1 is greater than the number of data points in S 2 . In addition, since the feasible set of (2) is restricted to D, there is no feasible vector that is orthogonal to the whole data. To further clarify this argument, consider the following scenarios:
I. If c * lies in S 1 , then it cannot be orthogonal to most of the data points in S 1 since the data is uniformly distributed in the subspaces. In addition, it cannot be orthogonal to the data points in S 2 given that S 1 and S 2 are not orthogonal. Therefore, the optimal point of (2) cannot be in S 1 given that the optimal vector should be orthogonal to the maximum number of data points. Similarly, the optimal point cannot lie in S 2 . II. If c * lies in I (S 1 ⊥ S 2 ), then it is orthogonal to the data points in D 2 . However, n 2 < n 1 . Thus, If c * lies in I (S 2 ⊥ S 1 ) (which is orthogonal to S 1 ) the cost function of (2) can be decreased. III. If c * lies in none of the subspaces S 1 , S 2 , I (S 2 ⊥ S 1 ) and I (S 2 ⊥ S 1 ), then it is not orthogonal to S 1 nor S 2 . Therefore, c
* cannot be orthogonal to the maximum number of data points. Therefore, the algorithm is likely to choose the optimal point from I (S 2 ⊥ S 1 ). Thus, if c * ∈ I (S 2 ⊥ S 1 ), we can obtain S 2 from the span of the columns of D corresponding to the non-zero elements of (c * ) T D. The following lemma ensures that these columns span S 2 . Lemma 1. The columns of D corresponding to the non-zero elements of (c * ) T D span S 2 if both conditions below are satisfied:
the data points in D 2 do not lie in the union of lower dimensional subspaces within S 2 each with innovation w.r.t. to the other subspaces.
Proof. See Appendix.
The requirement of Lemma 1 is by no means restrictive. In particular, if the columns of D 2 can follow Data model 1 with N ≥ 2, then the problem can be viewed as a problem of subspace clustering with more than two subspaces. This could arise for example if the data points D 2 in a two-dimensional subspace S 2 lie in two one-dimensional subspaces. In Section Fig. 2 . Data distributions in a two-dimensional subspace. The blue stars and red circles are the data points and their projections on the unit circle, respectively. In the left plot, the data points are distributed uniformly at random. Thus, they are not aligned along any specific directions and the permeance statistic cannot be small. In the right plot, the data points are aligned, hence the permeance statistic is small.
II-D, we will address the clustering problem with more than two subspaces. Remark 1. At a high level, the innovation search optimization problem (2) finds the most sparse vector in the row space of D. Interestingly, finding the most sparse vector in a linear subspace has bearing on, and has been effectively used in, other machine learning problems, including dictionary learning and spectral estimation [33] , [34] .
B. Convex relaxation
The cost function of (2) is non-convex and the combinatorial 0 -norm minimization may not be computationally tractable. Since the 1 -norm is known to provide an efficient convex approximation of the 0 -norm, we relax the non-convex cost function and rewrite (2) as
The optimization problem (3) is still non-convex in view of the non-convexity of its feasible set. Therefore, we further substitute the equality constraint with a linear constraint and rewrite (3) as
(IP) is the core program of iPursuit to find a direction of innovation. Here, q is a unit 2 -norm vector which is not orthogonal to D. The vector q can be chosen as a random unit vector in D. In Section II-F, we develop a methodology to learn a good choice for q from the given data matrix. The relaxation of the quadratic equality constraint to a linear constraint is a common technique in the literature [34] .
C. Segmentation of two subspaces: Performance guarantees
Based on Lemma 1, to show that the proposed program (4) yields correct clustering, it suffices to show that the optimal point of (4) lies in I (S 2 ⊥ S 1 ) given that condition ii of Lemma 1 is satisfied, or lies in I (S 1 ⊥ S 2 ) given that condition ii of Lemma 1 is satisfied for D 1 . The following theorem provides sufficient conditions for the optimal point of (4) to lie in I (S 2 ⊥ S 1 ) provided that
If the inequality in (5) is reversed, then parallel sufficient conditions can be established for the optimal point of (4) to lie in the alternative subspace I (S 1 ⊥ S 2 ). Hence, assumption (5) does not lead to any loss of generality. Since I (S 2 ⊥ S 1 ) and I (S 1 ⊥ S 2 ) are orthogonal to S 1 and S 2 , respectively, condition (5) is equivalent to
Conceptually, assumption (6) is related to the assumption n 2 < n 1 used in the example of Section II-A in the sense that it makes it more likely for the direction of innovation to lie in I (S 2 ⊥ S 1 ) 1 . The sufficient conditions of Theorem 2 for the optimal point of (4) to lie in I (S 2 ⊥ S 1 ) are characterized in terms of the optimal solution to an oracle optimization problem (OP), where the feasible set of (IP) is replaced by I (S 2 ⊥ S 1 ). The oracle problem (OP) is defined as
Before we state the theorem, we also define the index set L 0 comprising the indices of the columns of D 2 orthogonal to c 2 (the optimal solution to (OP)),
with cardinality n 0 = |L 0 | and a complement set L c 0 . Theorem 2. Suppose the data matrix D follows Data model 1 with N = 2. Also, assume that condition (6) and the requirement of Lemma 1 for D 2 are satisfied (condition ii of Lemma 1). Let c 2 be the optimal point of the oracle program (OP) and define
Also, let P 2 denote an orthonormal basis for I (S 2 ⊥ S 1 ), n 0 the cardinality of L 0 defined in (8) , and assume that q is a unit
then c 2 , which lies in I (S 2 ⊥ S 1 ), is the optimal point of (IP) in (4), and iPursuit clusters the data correctly.
The proofs of all the lemmas and theorems are deferred to the appendix. In what follows, we provide a detailed discussion of the significance of the sufficient conditions (10) of Theorem 2, which reveal some interesting facts about the properties of iPursuit.
1. The distribution of the data matters. The sufficient condition (10) is consistent with our intuition about the subspace clustering problem. In particular, the LHS of (10) is known as the permeance statistic [8] . For a set of data points D i in a subspace S i , the permeance statistic is defined as
The permeance statistic is an efficient measure of how well the data is distributed in the subspace. Fig. 2 illustrates two scenarios for the distribution of data in a two-dimensional subspace. In the left plot, the data points are distributed uniformly at random. In this case, the permeance statistic cannot be small since the data points are not concentrated along any directions. In the right plot, the data points are concentrated along some direction and hence the data is not well distributed in the subspace. In this case, we can find a direction along which the data has small projection.
Having n 0 on the RHS implies that the distribution of the data points within S 2 matters since c 2 cannot be simultaneously orthogonal to a large number of columns of D 2 if the data does not align along particular directions. Hence, the distribution of the data points within each subspace is an important performance factor for iPursuit.
2. The coherency of q with I (S 2 ⊥ S 1 ) is an important factor. An important performance factor in iPursuit is the coherency of the vector q with the subspace I (S 2 ⊥ S 1 ). To clarify, suppose that (6) is satisfied and assume that the vector q lies in D. If the optimal point of (4) lies in I (S 2 ⊥ S 1 ), iPursuit will yield exact clustering. However, if q is strongly coherent with S 1 (i.e., the vector q has small projection on I (S 2 ⊥ S 1 )), then the optimal point of (4) may not lie in I (S 2 ⊥ S 1 ). The rationale is that the Euclidean norm of any feasible point of (4) lying in I (S 2 ⊥ S 1 ) will have to be large to satisfy the equality constraint when q is incoherent with I (S 2 ⊥ S 1 ), which in turn would increase the cost function. As a matter of fact, the factor
in the second inequality of (10) confirms our intuition about the importance of the coherency of q with I (S 2 ⊥ S 1 ).
In particular, (10) suggests that iPursuit could have more difficulty yielding correct clustering if the projection of q on the subspace S 1 is increased (i.e., the projection of the vector on the subspace I (S 2 ⊥ S 1 ) is decreased). The coherence property could have a more serious effect on the performance of the algorithm for non-independent subspaces, especially when the dimension of their intersection is significant. For instance, consider the scenario where the vector q is chosen randomly from D, and define y as the dimension of the intersection of S 1 and S 2 . It follows that I (S 2 ⊥ S 1 ) has dimension r 2 − y. Thus,
Therefore, a randomly chosen vector q is likely to have a small projection on the innovation subspace when y is large. As such, in dealing with subspaces with significant intersection, it may not be favorable to choose the vector q at random. In Section II-F and section III, we develop a simple technique to learn a good choice for q from the given data. This technique makes iPursuit remarkably powerful in dealing with subspaces with intersection as shown in the numerical results section. Now, we demonstrate that the sufficient conditions (10) are not restrictive. The following lemma simplifies the sufficient conditions of Theorem 2 when the data points are randomly distributed in the subspaces. In this setting, we show that the conditions are naturally satisfied.
Lemma 3. Assume D follows Data model 1 with N = 2 and the data points are drawn uniformly at random from the intersection of the unit sphere S M1−1 and each subspace. If
then the optimal point of (4) lies in I (S 2 ⊥ S 1 ) with probability at least
When the data does not align along any particular directions, n 0 will be much smaller than n 2 since the vector c 2 can only be simultaneously orthogonal to a small number of the columns of D 2 . Noting that the LHS of (13) has order n 1 and the RHS has order √ n 2 + n 0 (which is much smaller than n 2 when n 2 is sufficiently large), we see that the sufficient conditions are naturally satisfied when the data is well-distributed within the subspaces.
D. Clustering multiple subspaces
In this section, the performance guarantees provided in Theorem 2 are extended to multiple subspaces, i.e., more than two subspaces. We discuss our result for multiple subspaces and further simplify the derived sufficient conditions. 1) Performance guarantees iPursuit identifies the subspaces consecutively, i.e., one subspace is identified in each step. The data lying in the identified subspace is removed and optimal direction-search (4) is applied to the remaining data points to find the next subspace. This process is continued to find all the subspaces.
In order to analyze iPursuit for the scenarios with more than two subspaces, it is helpful to define the concept of minimum innovation as follows.
(w.r.t. the vector q used in the first step), then we expect iPursuit to find S k in the first step. Similar to Theorem 2, we make the following assumption without loss of generality.
According to assumption 1, if q N is used in the first step as the linear constraint of the innovation pursuit optimization problem, iPursuit is expected to first identify S N . Assume that S N is correctly identified and that the columns of D lying in S N are removed from D. If the algorithm for direction-search is run again using q N −1 for the linear constraint, then iPursuit is expected to identify S N −1 . If this process is continued, we expect the algorithm to identify S 2 in the last step.
In each step, the problem is equivalent to disjoining two subspaces. In particular, in the (N − m + 1) th step, the algorithm is expected to identify S m , which can be viewed as separating
Note that 
We also define the set L 0m with cardinality n 0m , . Define c m as the optimal point of (OP m ) in (16) and let
Assume that q m is a unit 2 -norm vector in
where T m−1 is an orthonormal basis for S k , is the optimal point of (IP m ) in (15), i.e., the subspace S m is correctly identified.
The sufficient conditions provided in Theorem 4 reveal another intriguing property of iPursuit. Contrary to conventional wisdom, increasing the number of subspaces may improve the performance of iPursuit, for if the data points are well distributed in the subspaces, the LHS of (19) is more likely to dominate the RHS. Next, we analyze the sufficient conditions (19) and simplify the LHS of (19) to the permeance statistic.
2) Simplification
According to Theorem 2, when the data points are well distributed within the subspaces and there is a sufficient number of data points in the subspaces (say S 1 ), the optimal point of (4) lies in I(S 2 ⊥ S 1 ) whp even if q is coherent with S 1 . This intuition is the basis for an unproven conjecture we use herein to simplify the sufficient conditions of Theorem 4. We conjecture that the optimal point of the non-convex optimization problem (3) lies in one of the innovation subspaces if there are enough data points in the subspaces and they are well distributed. First, to avoid cumbersome notation let
Then the conjecture is tantamount to saying that, if the data follows Data model 1 with n subspaces, then it is highly likely that
for some integer 1 ≤ t n ≤ n. Adopting the same notation preceding Theorem 4, we redefine I j as
Accordingly, the sufficient condition provided in Theorem 4 can be simplified as
where t m−1 is defined similar to t n in (20) . Define D 
E. Complexity analysis and limitations
In this section, we use an Alternating Direction Method of Multipliers (ADMM) method [35] to develop an efficient algorithm for solving (IP). Define U as an orthonormal basis for D. Thus, the optimization problem (4) is equivalent to min
Hence, this optimization problem is equivalent to min a,t
with a regularization parameter µ. The Lagrangian function of (22) can be written as
where y 1 and y 2 are the Lagrange multipliers. The ADMM approach then consists of an iterative procedure. Define (a k , t k ) as the optimization variables and (y and define the element-wise function T (x) as T (x) = sgn(x) max(|x|− , 0). Each iteration consists of the following steps:
1. Obtain a k by minimizing the Lagrangian function with respect to a while the other variables are held constant. The optimal a is obtained as
Similarly, update t as
3. Update the Lagrange multipliers as follows
These 3 steps are repeated until the algorithm converges or the number of iterations exceeds a predefined threshold. The complexity of the initialization step of the solver is O(r 3 ) plus the complexity of obtaining U. Obtaining an appropriate U has O(r 2 M 2 ) by applying the clustering algorithm to a random subset of the rows of D (with the rank of sampled rows equal to r). In addition, the complexity of each iteration of the solver is O(rM 2 ). Thus, the overall complexity is less than O((r 3 + r 2 M 2 )N ) since the number of data points remaining keeps decreasing over the iterations. In most cases, r M 2 , hence the overall complexity is roughly O(r 2 M 2 N ).
Remark 2. The proposed method brings about substantial speedups over most of existing algorithms due to the following: i) Unlike existing multi-step algorithms (such as RANSAC) which have exponential complexity in the number and dimension of subspaces, the complexity of iPursuit is linear in the number of subspaces and quadratic in their dimension. In addition, while iPursuit has linear complexity in M 2 , spectral clustering based algorithms have complexity O(M 2 2 N ) for their spectral clustering step plus the complexity of obtaining the similarity matrix. ii) More importantly, the solver of the proposed optimization problem has O(rM 2 ) complexity per iteration, while the other operations -whose complexity is O(r 2 M 2 ) and O(r 3 ) -sit outside of the iterative solver. This feature makes the proposed method notably faster than most of the existing algorithms which solve high-dimensional optimization problems. For instance, solving the optimization problem of the SSC algorithm has roughly O(M 3 2 + rM 2 ) complexity per iteration [17] .
The main requirement of the proposed method is that no subspace should lie in the direct sum of the other subspaces. In other words, the dimension of the innovation subspace corresponding to each subspace should be at least 1. Thus, the number of subspaces cannot be larger than the ambient dimension. More specifically, suppose the data lies in a union of N d-dimensional subspaces and that the dimension of the innovation subspace corresponding to each subspace is equal to g. In this case, the dimension of the ambient space should be greater than or equal to d + g(N − 1). For instance, assume M 1 = 2 and consider Fig. 3 showing c T D. In the left plot, the data points lie in a union of two random onedimensional subspaces and
and D 2 ∈ R 2×50 . In the right plot, the data points lie in a union of three random one-dimensional subspaces and
and D 3 ∈ R 2×50 . The result of the left plot can be used Fig. 3 . The ambient space is a 2-dimensional subspace. For the left plot, the data points lie in a union of 2 one-dimensional subspaces. For the right plot, the data points lie in a union of 3 one-dimensional subspaces.
to correctly identify a subspace as the non-zero elements correspond to only one subspace, but not so for the scenario of the right plot. We note that the innovation requirement is much less restrictive than the requirement of independence between subspaces.
F. How to choose the vector q?
The previous analysis revealed that the coherency of the vector q with the innovation subspace is a key performance factor for iPursuit. While our investigations have shown that the proposed algorithm performs very well when the subspaces are independent even when the vector q is chosen at random, randomly choosing the vector q may not be favorable when the dimension of their intersection is increased (c.f. Section II-C). This motivates the methodology described next that aims to search for a "good" vector q.
Consider the following least-square optimization problem,
The optimization problem (24) searches for a vector in D that has a small projection on the columns of D. The optimal point of (24) has a closed-form solution, namely, the singular vector corresponding to the least non-zero singular value of D. When the subspaces are close to each other, the optimal point of (24) is very close to the innovation subspace I (S 2 ⊥ S 1 ). This is due to the fact that I (S 2 ⊥ S 1 ) is orthogonal to S 1 , hence a vector in the innovation subspace will have a small projection on S 2 . As such, when the subspaces are close to each other, the least singular vector is coherent with the innovation subspace and can be a good candidate for the vector q. In the numerical results section, it is shown that this choice of q leads to substantial improvement in performance compared to using a randomly generated q. However, in settings in which the singular values of D decay rapidly and the data is noisy we may not be able to obtain an exact estimate of r. This may lead to the undesirable usage of a singular vector corresponding to noise as the constraint vector. In the next section, we investigate stability issues and present robust variants of the algorithm in the presence of noise.
III. NOISY DATA
In the presence of additive noise, we model the data as Clearly, the optimal point of (26) is very close to the subspace spanned by the singular vectors corresponding to the small singular values. Thus, if c e denotes the optimal solution of (26), then all the elements of c T e D e will be fairly small and we cannot distinguish the subspaces. However, the span of the dominant singular vectors is approximately equal to D. Accordingly, we propose the following approximation to (IP),
where Q is an orthonormal basis for the span of the dominant singular vectors. The first constraint of (27) forces the optimal point to lie in span(Q), which serves as a good approximation to span(D). For instance, consider
, where the columns of D 1 ∈ R 40×100 lie in a 5-dimensional subspace S 1 , and the columns of D 2 ∈ R 40×100 lie in another 5-dimensional subspace S 2 . Define c e and c r as the optimal points of (26) and (27) , respectively. Fig. 4 shows |c T e D e | and |c T r D e | with the maximum element scaled to one. Clearly, c T r D e can be used to correctly cluster the data. In addition, when D is low rank, the subspace constraint in (27) can filter out a remarkable portion of the noise component.
When the data is noisy and the singular values of D decay rapidly, it may be hard to accurately estimate r. If the dimension is incorrectly estimated, Q may contain some singular vectors corresponding to the noise component, wherefore the optimal point of (27) could end up lying close to a noise singular vector. In the sequel, we present two techniques to effectively avoid this undesirable scenario. 1. Sparse representation of the optimal point: When D is low rank, i.e., r min(M 1 , M 2 ), any direction in the span of the data -including the optimal direction sought by iPursuit -can be represented as a sparse combination of the data points. For such settings, we propose the alternative optimization problem
where γ is a regularization parameter. Forcing a sparse representation in (28) for the optimal direction averts a solution that lies in close proximity with the small singular vectors, which are normally obtained through linear combinations of a large number of data points. This alternative formulation is particularly useful when the dimension of the data cannot be accurately estimated.
Using a data point as a constraint vector:
A singular vector corresponding to the noise component is nearly orthogonal to the entire data, i.e., has small projection on all the data points. Thus, if the optimal vector is forced to have strong projection on a data point, it will be unlikely for the optimal direction to be close to a noise singular vector. Thus, we modify (28) as follows
where d ek is the k th column of D e . The modified constraint in (29) ensures that the optimal point is not orthogonal to d ek . If d ek lies in the subspace S i , the optimal point of (29) will lie in the innovation subspace corresponding to S i whp. In order to determine a good data point for the constraint vector, we leverage the principle presented in section II-F. Specifically, we use the data point that is most close to the least singular vector rather than the least singular vector itself. When D is not a low rank matrix, we can set γ equal to zero. The table of Algorithm 1 details the proposed method for noisy data along with used notation and definitions.
Algorithm 1 Innovation pursuit (iPursuit) for noisy data
Initialization Set κ,n andN as integers greater than 1, and set c i and co equal to positive real numbers less than 1. While The number of identified subspaces is lessN or the number of the columns of De is less thann. 1. Obtaining the basis for the remaining Data: Construct Q as the orthonormal matrix formed by the dominant singular vectors of De. 2. Choosing the vector q: Set q = the column of De most close to the last column of Q. 3. Solve (29) and define c * = Qa * , where a * is the optimal point of (29) and define
.
Finding a basis for the identified subspace:
Construct G 1 as the matrix consisting of the columns of De corresponding to the elements of h 1 that are greater than c i . Alternatively, construct G 1 using the columns of De corresponding to the κ largest elements of h 1 . Define F 1 as an orthonormal basis for G 1 .
Finding a basis for the rest of the data:
Define the vector h 2 whose entries are equal to the 2 -norm of the columns
. Construct G 2 as the columns of De corresponding to the elements of h 2 greater than co. Define F 2 as an orthonormal basis for the columns of G 2 . 6. Find the data point belonging to the identified subspace: Assign de i to the identified subspace if
Remove the data points belonging to the identified subspace: Update De by removing the columns corresponding to the identified subspace.
End While

A. Minimizing error propagation
If κ (or c i ) and the threshold c o in Algorithm 1 are chosen appropriately, the algorithm exhibits strong robustness in the presence of noise. Nonetheless, if the data is remarkably noisy, an error incurred in one step of the algorithm may propagate and unfavorably affect the performance in subsequent steps. In the following, we discuss the two main sources of error and present some techniques to effectively neutralize their impact on subsequent iterations. 1. Some data points are erroneously included in G 1 and G 2 : Suppose that S m is the subspace to be identified in a given step of the algorithm, i.e., the optimal point of (29) lies in the innovation subspace corresponding to S m . If the noise component is too strong, few data points from the other subspaces may be erroneously included in G 1 . In this subsection, we present a technique to remove these erroneous data points (In [36] , we analyze the proposed technique as a robust subspace recovery algorithm). Consider two columns g 1 and g 2 of G 1 , where g 1 belongs to S m and g 2 to one of the other subspaces, and define the inner products α 1 := g
Since G 1 contains many data points that are coherent with g 1 , α 1 > α 2 whp. Thus, by removing a portion of the columns of G 1 with small inner products, the columns belonging to the other subspaces are likely to be removed. In addition, we obtain F 1 from the principal directions of G 1 which mitigates the impact of noise and erroneous data points. The same technique can be used to remove the wrong data points from G 2 . The table of Algorithm 2 presents the details of using the proposed idea in the fourth step of Algorithm 1 to remove the erroneous data points from G 1 . The complexity of this extra step is roughly O(M 2 2 r). However, since the complexity of solving the proposed optimization problem is linear with the number of data points, even with this extra step the proposed method is remarkably faster than the state of the art subspace clustering algorithms. In section IV-D, we compare extensively the running time of proposed method with the state of the art methods.
Algorithm 2 Fourth step of Algorithm 1 with a technique for removing erroneous data points
Initialization Set β equal to an integer between 0 to 50. 4. Finding a basis for the identified subspace 4.1 Construct G 1 as the matrix consisting of the columns of De corresponding to the elements of h 1 that are greater than c i or construct G 1 using the columns of De corresponding to the κ largest elements of h 1 .
Define
Remove β percent of the columns of G 1 corresponding to the columns of R with the smallest 2 -norms. 4.3 Define F 1 as an orthonormal basis for G 1 .
2. Some of the data points remain unidentified: Suppose S m is to be identified in a given iteration, yet not all the data points belonging to S m are identified, i.e., some of these points remain unidentified. In this case, an error may occur if one such point is used for the constraint vector q. However, such an error can be easily detected because if one such point is used as q, the vector h 1 would be too sparse since the optimal direction is orthogonal to all the data points expect a few remaining points of S m . As an example, consider the setting where D follows Data model 1 with N = 5,
= 100 but n 5 = 6, i.e., S 5 contains only few data points. Fig. 5 shows the output of (29) Accordingly, if the output of (29) is too sparse, we solve (29) again using a new constraint vector.
B. Using multiple constraint vectors
In each step of the proposed algorithm, we could solve (29) with multiple choices for q and pick the one leading to the most favorable solution. For instance, we can find the m nearest neighbors to the least singular vector among the data points, or find m data points that are most close to the m least singular vectors, and solve (29) with all the m choices of the constraint vector. The question remains as of how to identify the best choice for q. Ideally, one would favor the constraint vector that minimizes the clustering error. Note that each step of the proposed algorithm is clustering the data points into two subspaces. When the clustering error increases, the distance between the identified subspaces decreases. To clarify, consider D 1 and D 2 spanning subspaces S 1 and S 2 , respectively. A subspace clustering algorithm clusters the data
If the number of data points belonging to S 2 in D 1 increases, the identified subspace corresponding to S 1 gets closer to S 2 . As such, we choose the constraint vector which leads to the maximum distance between the identified subspaces. The distance between two subspaces can be measured using their orthogonal bases. For instance, V T 1 V 2 2 F can be used as a distance measure between S 1 and S 2 [28] , [32] , as it is inversely proportional to the distance between S 1 and S 2 .
C. Updating the bases
In spectral clustering algorithms, even if the found neighborhood of a data point contains wrong data points (data points from other subspaces), the spectral clustering step can remain immune since the spectral clustering step considers the representation of all data points and few errors in the similarity matrix do not disturb the performance of algorithm. The proposed method is a low complexity multi-step algorithm. If a data points is assigned to incorrect cluster in a step, its assignment is not changed in the next steps since the algorithm works on the remaining data points in the next steps. Thus, for the scenarios where the data is highly noisy, we propose a technique to correct the clustering of data points which have been assigned to wrong data clusters. The table of Algorithm 3 presents the proposed techniques. Once Algorithm 1 completes the clustering of data, Algorithm 3 is applied to the clustered data to minimize the clustering error. It uses the idea presented in Algorithm 2 to obtain a set of bases for the subspaces. Subsequently, the clustering is updated with respect to the obtained bases. In addition, we can apply this algorithm in a iterative way, i.e., apply Algorithm 3 multiple times and update the clustering each time.
Algorithm 3 Final error correction
Define the matrices {D i }N i=1 as the clustered data. Error Correction 1 For 1 ≤ i ≤N 1.1 Define R i =D T iD i . Remove β percent of the columns ofD i corresponding to the columns of R i with the smallest 2 -norms. 1.2 ObtainV i as an orthonomal basis for the column space ofD i .
2 Update the data clustering with respect to the obtained bases {V i }N i=1 (the matrices {D i }N i=1 are updated), i.e., a data point d is assigned to the i th cluster if i = arg max
IV. NUMERICAL SIMULATIONS In this section, we present some numerical experiments to study the performance of the proposed subspace clustering algorithm (iPursuit) and compare its performance to existing approaches. First, we present some numerical simulations confirming the intuition gained through performance analysis. Then, we compare the running time and performance of the proposed approach with existing algorithms to investigate the speed and capability of iPursuit in dealing with nonindependent subspaces and noisy data. Finally, we apply iPursuit to real data for motion segmentation. In the presented experiments, we consider subspaces with intersection. The data in all simulations (except for the last one that uses real data) is generated as follows. The given data points lie in a union of N r-dimensional subspaces
. Define M as a random y-dimensional subspace. We generate each subspace S i as S i = M ⊕ R i , where R i is a random r − y dimensional subspace. Thus, the dimension of the intersection of the subspaces {S i } N i=1 is equal to y whp. In all experiments with synthetic data we set γ = 0. In the simulation with real data, γ = 0.06. For simulations with noisy and real data, we use Algorithm 2 to filter out the wrong data points from G 1 and G 2 . With noisy data, we solve (29) with the 4 data points closest to the least singular vector to choose a final vector q, whereas with real data we use the 5 neighborhood data points. In all the experiments using synthetic data, the data points are distributed uniformly at random within the subspaces, i.e., a data point lying in an r i -dimensional subspace S i is generated as V i g, where the elements of g ∈ R ri are sampled independently from N (0, 1). A. The importance of the coherency parameter In this simulation, it is shown that the performance of iPursuit is improved when q is coherent with the innovation subspace. It is assumed that the data lies in two subspaces and M 1 = 50. The dimension of the subspaces is equal to 15 and the dimension of their intersection varies between 0 to 14. Each subspace has 100 data points (total of 200 data points). Fig. 6 shows the phase transition plot in the plane of c r (the coherency of q with the innovation subspace) defined as c r =
and y, where y is the dimension of the intersection of the subspaces. DefineV 1 andV 2 as orthonormal bases for the identified subspaces. A trial is considered successful if
One can see that as c r is increased, the performance of the algorithm improves. The left plot of Fig. 6 shows that when c r is large enough, the algorithm yields exact segmentation even when y = 14. This simulation confirms our analysis regarding the importance of the coherency parameter.
B. Choosing the vector q
Next, it is shown that choosing the vector q using the proposed technique in Section II-F can substantially improve the performance of the proposed algorithm. In this experiment, it is assumed that the data points lie in two 20-dimensional subspaces S 1 and S 2 and M 1 = 50. The right plot of Fig. 6 shows the probability of correct subspace identification versus the dimension of the intersection. Each point in the plot is obtained by averaging over 100 independent runs. Again, a trial is considered successful if (30) is satisfied. It is clear that when q is equal to the least singular vector of the data, the algorithm performs substantially better, i.e., the algorithm is more robust to the intersection between the subspaces. This is because the least singular vector is coherent with the innovation subspace when the subspaces are close to each other.
C. The ratio n1 n2
In Lemma 3, it was shown that the optimal point of (4) is more likely to lie in the innovation subspace I (S 2 ⊥ S 1 ) if the ratio n1 n2 increases. In this section, we confirm this analysis numerically. According to the presented analysis and the numerical simulations in Sections IV-A, IV-B and IV-E, the algorithm performs very well even when n 1 = n 2 . However, to observe the effect of this ratio, we consider a particularly hard subspace clustering scenario with significant intersection between the subspaces. Specifically, we assume that the given data points lie in two 40-dimensional subspaces (S 1 and S 2 ), the dimension of the intersection is equal to 39 and M 1 = 200.
The left plot of Fig. 7 shows the phase transition plot of iPursuit in the plane of n 1 and n 2 (the number of data points in the first and second subspaces). For each (n 1 , n 2 ), we generate 10 random realizations of the problem. A trial is considered successful if (30) is satisfied. It is evident that the algorithm achieves better performance away from the diagonal, i.e., when the ratio n1 n2 is away from 1. When n1 n2 is smaller than one, it is more likely that
Thus, according to Lemma 3, if the ratio n2 n1 increases, the optimal point of (4) is likely to lie in I (S 1 ⊥ S 2 ), and the algorithm yields correct segmentation.
D. Running time comparison
The complexity of solving the proposed optimization problem is linear with number of data points. This feature makes the proposed method notably faster than the state of the art clustering algorithms. In this section, we study the running time of iPursuit, SSC [17] , SSC-OMP [25] , LRR [27] , TSC [26] , and K-flats [9] . For SSC and LRR, we use the ADMM solvers provided on the authors websites. Similarly, for TSC we use the code on the author website. In all the tables, iPursuit refers to Algorithm 1 and iPursuit+ refers to Algorithm 1 plus the error correction techniques presented in Algorithm 2 and Algorithm 3. For SSC-OMP, the number of neighborhood data points found by the OMP function is set equal to min(r/N, 50) and for TSC, the value for number of parameters is set equal to min(2r/N, 50). 
One can observe that the proposed approach is notably faster than the spectral clustering based methods. The complexity of K-flat algorithm is also linear with number of data points and it yields comparable speed to the speed of iPursuit. However, the performance of K-flat is sensitive to its random initialization, K-flat needs to know the dimensions and number of subspaces, and K-flat does work well when the subspaces are close. Table II: This table studies the running times versus number of subspaces. The data line in a union of N 100 N -dimensional subspaces, M 1 = 110, and M 2 = 5000. One can roughly observe that the running time of proposed method is linear with the number of subspaces. The running time of LRR, SSC, and TSC do not show strong dependence on the number of subspaces. In our simulation, the running time of SSC-OMP is decreasing function of number of subspaces. This is because r i = r/N . Thus, if N is small, the dimension of subspaces are high and the OMP function needs to find more neighborhood data points for each data point. Table III : This table studies the running time versus the dimension of subspaces. The dimension of subspaces, r/5, is increased from 4 to 200. One can observe that the running time of proposed algorithm increases with the rank of data. However, even if r = 1000, the proposed method is remarkably faster than the spectral clustering based methods. There are 90 data points in each subspace and the distribution of the data in the subspaces is uniformly random. In this experiment, we compare the performance of iPursuit to the state-of-the-art SSC [17] and LRR [27] algorithms. The number of replicates used in the spectral clustering for SSC and LRR is equal to 20. Define the Clustering Error (CE) as the ratio of misclassified points to the total number of data points. The right plot of Fig. 7 shows the clustering error versus the dimension of the intersection. The dimension of intersection varies between 1 to 29. Thus the rank of the data ranges from 436 to 44. Each point in the plot is obtained by averaging over 40 independent runs. iPursuit is shown to yield the best performance. The proposed algorithm finds the subspaces consecutively, thus all the subspaces are identified in 15 steps.
F. Noisy data
In this section, we study the performance of the algorithm with different noise levels, and varying dimensions of the intersection between the subspaces, which gives rise to both low rank and high rank data matrices. It is assumed that D follows Data model 1 with M 1 = 100, M 2 = 500, N = 6 and {r i } 6 i=1 = 15. The dimension of the intersection between the subspaces varies from 0 to 14. Thus, the rank of D ranges from 20 to 90. The Noisy data follows (25) and the elements of E are sampled independently from a zero mean Gaussian distribution. Fig. 8 shows the performance of iPursuit, SSC and LRR versus the dimension of the intersection for
equal to 1/20, 1/10, 1/5 and 1/2. One can observe that even with τ = 1/5, iPursuit significantly outperforms the other algorithms. In addition, when the data is very noisy, i.e., τ = 1/2, it yields better performance when the dimension of the intersection is large. SSC, LRR, and SSC-OMP yield a better performance for lower dimension of intersection. This is explained by the fact that the rank of the data is high when the dimension of the intersection is low, and the subspace projection operation Q T D e may not always filter out the additive noise effectively.
G. Real world data
In this section, we apply iPursuit to the problem of motion segmentation using the Hopkins155 [37] dataset, which contains video sequences of 2 or 3 motions. The data is generated by extracting and tracking a set of feature points through the frames [37] . Most of the videos are checkerboard and traffic videos. In motion segmentation, each motion corresponds to one subspace. Thus, the problem here is to cluster data lying in two or three subspaces. We divide the data into two main subsets: traffic data and non-traffic data. Table IV shows the clustering error (in percentage) for iPursuit, SSC, LRR, TSC, SSC-OMP and K-flats. We use the results reported in [9] , [17] , [26] , [32] . One can observe that iPursuit yields competitive results comparing to SSC and LRR and yields better performance comparing to TSC, SSC-OMP and K-flats. Thus, g(δ) is equivalent to
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