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Abstract 
 
 In this paper, we develop a novel approach to 
model the Internet round trip time using a recently 
proposed symbolic type neural network model called 
symbolic function network. The developed predictor is 
shown to have good generalization performance and 
simple representation compared to the multilayer 
perceptron based predictors. 
 
 
1. Introduction  
 
As being the widest packet switched network, the 
Internet is targeted to be reliable enough to provide all 
kinds of services in the best quality, whatever being 
non real time or real time services. For the non real 
time applications, the TCP protocol is reliable enough 
to handle the congestion problems that degrade the 
transmission performance. On the other hand, for the 
real time applications, TCP is not suitable due to the 
play back timing constraints of such kinds of services. 
Hence, the UDP protocol is being used instead. 
Although, UDP is suitable for supporting the real time 
service from the perspective of controlling the 
transport timing to suit the play back timing needs; it 
does not consider the quality of service. As a result, a 
new family of transport algorithms called “TCP- 
friendly” algorithms has been introduced and still 
being developed to support real time applications over 
the Internet [3],[6],[7]. The end–to–end packet delay 
and the packet loss ratio (PLR) are the key quantities 
that could be used by such control protocols [5], [8]. 
The end-to-end packet delay is the delay experienced 
to deliver a packet over a packet switched network 
from its original source to the final destination. The 
delay can be expressed by the round trip time (RTT). 
However, the packet loss rate is the ratio of the number 
of lost packets to the total number of sent packets 
within a specific period. Besides being used as inputs 
to the transport controllers, these quantities could be 
used to express and expect the quality of service that 
may be offered along a specific path between two 
nodes on the network. These parameters can be 
measured by using simulators that sends packets from 
the source to the destination and tracks its delivery. 
Although designing and running such simulators is an 
easy task, the accuracy of the measured parameters are 
not very good due to some noise sources, for example; 
the difference in synchronization between the source 
and the destination clocks [28],[29]. Rather than using 
the measured parameter values directly as inputs to the 
traffic controllers, it is much better to use the 
prediction of the future values; as predictive control 
may give better results than reactive control [4]. To 
predict these parameters, the system dynamics should 
be investigated. For the Internet, characterizing the 
dynamics of such performance parameters is a very 
challenging issue due to its heterogeneous structure.   
 
In this paper we focus on RTT prediction; however, 
the statistical analysis shows some correlation between 
RTT and PLR [26]. So, the prediction of RTT may be 
used in predicting PLR [27]. There is much work in 
literature that study the behavior of the end -to -end 
delay dynamics analytically using the statistical 
analysis and the queuing theory [10]-   
[12],[15],[19],[21]-[25]. On the other hand, relatively 
few empirical methods are applied on this problem that 
resulted in better performance due to the none 
stationary nature of the system. Some system 
identification technique is applied in [18]. Also, some 
machine learning methods are investigated; a recurrent 
neural network based predictor is developed in [14] to 
produce single step and multi step ahead predictions of 
the RTT time series. A Functional network based RTT 
predictor is introduced in [30]. A Multiple model 
approach is developed in [17].  
 
We propose an empirical approach that uses the 
collected RTT time series to construct a neural type 
predictor using a new neural network model called 
symbolic function network (SFN) [1].  This model is 
proved to have great approximation power and good 
ability to filter the system noise. Also the constructed 
symbolic networks are relatively simple and have fast 
recall speed.  
 
The paper is organized as follows; the next chapter 
gives an overview on SFN. A synthetic modeling 
problem is examined that shows the powerful in 
modeling, noise filtering and simple representation. In 
Section 3 we design the RTT predictor using the SFN, 
followed by the conclusion section. 
2. Overview over the symbolic function 
network 
2.1. Theory 
 
The model is designed so as to represent any 
function or system in a symbolic form in terms of a 
number of elementary functions. These functions are 
selected and tuned based on the learning data to form a 
tree that is built in a constructive way in a top down 
fashion. Elementary functions are added to the tree one 
by one in some way so as to achieve as best fitting 
performance as possible for the given training data. By 
having several layers of the tree several levels of 
function concatenations can be achieved. The basic 
building blocks used are: 
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That is because most functions encountered in practice 
involve these basic functions. The constructive 
algorithm uses these nonlinear transformations as 
building blocks to synthesize the function to be 
modeled.  Instead of   generating a very large number 
of fixed parameter transformations and let the training 
process to choose the best smallest set; a small set of 
flexible transformations are being generated and their 
parameters are getting tuned by the training process 
using a suitable optimization technique. 
 
To avoid numerical instabilities and division by zero, 
we have used instead of the above functions the 
following modified elementary 
functions:
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Where  u is a scalar input. These elements are 
tunable; where , , , ,  and w v q pα  are the free parameters 
to be tuned. This scheme offers great modeling 
flexibility because it permits functional selection, 
feature selection, and flexible network structure. 
 
2.2. Training Algorithms 
 
Several algorithms are proposed to construct the 
network; that is determining the strategy and sequence 
of elementary functions additions. In the forward 
algorithm, the network components are added to the 
network in an incremental way. The network 
component can be a single link as in the case of the 
“Forward Link by Link algorithm” (FLK-SFN), or a 
complete layer as in the case of the “Forward Layer by 
Layer algorithm” (FLY-SFN). After adding each 
element and training the network, the algorithm 
measures the network performance and decides based 
on that to keep this added item or to restore the 
previous network configurations. The number of 
candidate elements to be added to the network is 
increasing with the modeled system complexity; so, in 
case of complex systems the training algorithm will 
consider a large number of elements that needs long 
training time. As a result, a model variant called 
“Forward with Reduced random Set algorithm” (FRS-
SFN) is designed to select a distinct random set of 
candidate elements to be considered according to some 
reduction factor determined by the designer. Some 
model variants are designed that is based on running a 
pruning algorithm in parallel with the constructive 
algorithm. By applying pruning, there is a chance to 
re-evaluate the already admitted elementary functions 
and removes the redundant links. Also, it can enhance 
the generalization performance by removing the 
functions that approximate the system noise, i.e. 
reducing overfitting. In the Forward-Backward 
algorithm (FB-SFN), the burning procedure-the 
backward phase- starts to run after admitting a specific 
number of elementary functions and then the network 
construction is being resumed in the forward direction. 
The forward and backward routines continue 
alternatively until reaching either the performance goal 
or the maximum network depth. In the Backward 
algorithm (B-SFN), the forward phase continues until 
reaching the maximum network depth and then the 
backward phase starts. 
 
2.3. Synthetic Example 
 
To show the approximation power of the SFN 
model we investigate here a regression problem, 
namely approximating a noisy two-dimensional 
nonlinear function. 
 
2.3.1. Problem definition. We considered the function 
2 2
( ) 1 * 2 ;f Χ = Χ Χ +ε where ε is a normally 
distributed random noise with mean 0,µ = and 
standard deviation 0.05σ = .  
 
2.3.2. Simulation setup. The training set consists of 
100 samples generated in the grid [-1:0.2:0.8]x[-
1:0.2:0.8], and the test set consists of 100 samples 
generated using the grid [-0.975:0.2:0.825]x[-
0.975:0.2:0.825]. (I.e. the testing points are shifted 
from the learning points by a constant shift equals 
0.025 in both dimensions).  
 
Figure.1 shows the noisy data used in training the 
network. The data points are partitioned into 75% 
training set and 25% validation set. In addition, there is 
a test set for the final test of the performance of the 
models. The training set is used for the weight 
optimization process and the validation set is used to 
evaluate the network structure in the link admission 
process. 
 
 
Figure 1.Nonlinear regression problem learning 
data. 
 
The error measure used to assess the networks 
performance is Mean Square Error (MSE); where 
2
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1
M
y m d m
m
MSE
M
∑ −
=
=  ; ( ), ( )y m d m  are the network 
output, and the desired output at any sample “ m ” 
respectively; and, M is the length of the investigated 
data set.  Besides the error measures, the number of 
resulted networks’ weights are reported to compare 
there complexity. 
 
2.3.3. Simulation Results. Figure 2 shows the SFN 
network’s fitting performance of a two layer SFN 
network. While the constructed SFN network is shown 
in Figure 3.  
 
 
Figure 2.Symbolic function network output. 
 
 
That is a two layer network that consists of eight 
elementary functions with just fourteen tuned weights. 
This network representation is relatively simple 
compared to the simplest multilayer perceptron that 
could be designed to model this problem that contains 
more than sixty weights on average [1]  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.The constructed symbolic function 
network. 
 
 
The constructed symbolic function that represents the 
function is: 
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The testing performance in MSE is 0.0014, while the 
training performance in MSE is 0.0039. This result 
indicates that the constructed symbolic network could 
capture the system nonlinearties in a very good fitness, 
while filtered the random noise out.  
 
3. Round Trip Time prediction  
3.1. Experimental Setup 
 
We collected the RTT data by installing a 
transmission Processor at Chonbuk National 
University in South Korea, and a receiving- 
retransmission processor at Seoul National University. 
The transmission processor transmitted packets using 
the TCP-friendly mechanism. The packet size is 625 
bytes, and that includes 64 bytes reserved for Probe 
header. The probe header keeps track of the 
transmission time and order of the packet. This 
information is used to estimate the RTT (Round Trip 
Time). The basic time unit is 2 Sec, so the time series 
of RTT values represents the measurement over each 2 
Sec time interval. The RTT within each interval is the 
average of the individual packets’ RTT. The resulted 
time series consists of 13,158 data points. In designing 
the SFN model, we used the first 2000 points as the 
learning data set used in designing the network, and 
the remaining data as an out-of- samples test data. The 
learning data points are partitioned into 75% training 
set and 25% validation set. All versions of the 
proposed method: 1) Forward Layer by Layer (FLY-
SFN), 2) Forward Link by Link (FLK-SFN), 3) 
Backward (B-SFN), 4) Forward Backward (FB-SFN), 
and 5) Forward with Reduced Random Set (FRS-SFN) 
have been tested. To obtain a comparative idea about 
the performance of the proposed model, we have 
implemented a multilayer perceptron neural network 
(MLP) (a single hidden layer network). We have 
considered the following methods for training the 
MLP: 1) The basic backpropagation (B-BP), 2) the 
early stopping backpropagation (ES-BP), and 3) the 
Bayesian regularization backpropagation (BR-BP) [2]. 
It is well-known that for MLP, the most critical 
parameter is the number of hidden nodes. We used the 
validation set to determine this parameter. We trained 
networks with numbers of hidden nodes being 
1,2,3,4,6,9,12, and 15, and selected the one that gives 
best validation set performance. Whether SFN or 
MLP, all of the network structures’ performances are 
evaluated using a validation data set. However, only 
the winning structure is tested using the test data set 
and reported. To average out the fluctuations due to 
the random choice of the initial weights, we have 
performed 5 runs for every method, each run using 
different initial weights. The average testing 
performance is reported. For the SFN networks , all 
runs typically lead to the same network (and same 
performance). In such a case only one run's result is 
reported. The error measure used to assess the 
networks performance is Normalized Mean Square 
Error (NMSE %); 
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where 
( ), ( ) ,y m d m   are the network output, and the desired 
output at any sample “m ” respectively; and, M is 
the length of the investigated data set.  Besides the 
error measures, the number of resulted networks’ 
weights are reported to compare there complexity. In 
the simulation results, we used the abbreviations of the 
learning methods followed by the number of hidden 
nodes for the trained MLP network. Also, we used just 
the latest three data points as inputs to the network in 
order to predict the next data point. 
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3.2. Simulation Results 
 
A segment of the out-of-sample data is represented 
in Figure 4. The Constructed SFN network consists of 
6 weights and gave the performance NMSE % about 
6.48 using B-SFN algorithm. The Results are listed in 
Table.1 that shows that the SFN could capture the RTT 
time series nonlinearties with a relatively simple 
representation than that of MLP.  
 
 
 
Figure 4.  Predicted and actual time series of a 
portion of the out-of-sample data for the SFN-RTT 
model. 
 
 
Table 1. RTT predictors’ testing results 
 
 
 
 
 
 
 
 
4. Summary and conclusion 
Prediction of the round trip time series is a hard task 
because the noisy and nonlinear nature of such time 
series. However, the SFN model could capture the 
RTT model dynamics and nonlinearties, and 
represented it in a quite simple representation that 
provide the fast recall speed  needed by the real time 
predictive traffic controllers implemented in the real 
time transport protocols. Also, the predicted values are 
more accurate than the measured values because of the 
ability of noise filtering of the SFN model.  
 
 
5. References 
 
[1] G. Eskander and A. Atiya, “Symbolic Function 
Networks”, submitted to Neural Networks Journal. 
[2] S- Haykin, Neural Networks- A Comprehensive 
Foundation, second ed. Upper Saddle River, NJ. Prentice - 
Hall, 1999. 
[3] D. D. Clark, S. Shenker, L. Zhang, “Supporting Real 
Time Applications in an Integrated Services Packet Network 
: Architecture and Mechanism”, Proc. ACM SIGCOMM’92, 
Baltimore, M D, 1992, pp. 14-26. 
[4] S.G.Yoo, K.T.Chong, and H.S.KIM, “Development of 
Predictive TFRC with Neural Network”, PaCT 2005, Lecture 
Notes on Computer Science, 3606, 2005, pp.193-205. 
[5] D. Sisalem and H. Schulzrinne, “The Loss-Delay Based 
Adjustment Algorithm: a TCP-Friendly Adaptation Scheme”, 
in Proc. NOSSDAV, Cambridge, UK, Jul. 1998, pp. 215-
226. 
[6] L. Vicisano, L. Rizzo, and J. Crowcroft, “TCP-like 
Congestion Control for Layered Multicast Data Transfer”, 
IEEE INFOCOM'98, 1998. 
[7]  Jitendra Padhye, James F. Kurose, Donald F. Towsley, 
and Rajeev Koodli, “A TCP-Friendly Rate Adjustment 
Protocol For Continuous Media Over Best Effort Networks”, 
In Proceedings of the ACM Conference on Measurement and 
Modeling of Computer Systems (SIGCOMM), 1999 ), pp. 
220-221. 
[8] R. Jain, “A Delay-Based Approach for Congestion 
Avoidance in Interconnected Heterogeneous Computer 
Networks”, ACM Computer Communication Review, Vol. 
19, Oct. 1989, pp. 56-71. 
[9] S. G. Yoo, K. T. Chong, and S. Y. Yi, “Neural Network 
Modeling of Transmission Rate Control Factor for 
Multimedia Transmission Using the Internet”, APweb2005, 
Lecture Notes on Computer Science, 3399, 2005, pp 851-
862. 
[10] J. Bolot, “End- To- End Packet Delay and Loss 
Behavior in the Internet”, Proc. SIGCOMM, Sept 1993, pp. 
289-298. 
[11] J. Bolot, “Characterizing End-to-End Packet Delay and 
Loss in the Internet”, Journal of High Speed Networks, Vol. 
2, No.3, December, 1993, pp.305-323. 
[12] Sue B. Moon, “Measurement and Analysis of End- to- 
End Delay and Loss in the Internet”, PhD Thesis, University 
of Massachusetts, 2000. 
[13] A. F. Atiya, S. G. Yoo, K. T. Chong, and H. Kim, 
“Packet Loss Rate Prediction Using the Sparse Basis 
Prediction Model”,  IEEE Trans Neural Networks, Vol. 18, 
No. 3, May 2007, pp. 950-954. 
[14] A. G. Parlos,” Identification of the Internet END to 
END Delay Dynamics using Multi - Step Neuro – 
Predictors”, In Proc. Of the 2002 Int. joint conference on 
Neural Networks, IJCNN02, Honolulu, HI, May 2002. 
Algorithm 
Testing 
Average 
NMSE% 
Average 
# 
Weights 
B-BP      (2) 7.47 11 
ES-  BP  (3) 6.53 16 
BR –BP    (2) 6.98 11 
FLY-SFN 6.51 15 
FLK-SFN 6.59 7 
B-SFN 6.48 6 
FB-SFN 6.52 9 
FRS-SFN 6.64 5 
[15] M. Allman, and V. Paxon, “On Estimating End- to- End 
Network Path Properties”, In SIGCOMM, 1999, pp. 236-
247. 
[16] B. Baldi, and Y. Ofek, “End- to- End Delay Analysis of 
Video Conferencing Over Packet- Switched Networks”, 
IEEE/ACM Trans on Networking, Vol. 8, No.4, Aug 2000, 
pp. 479-492. 
[17] M. Yang, J. –F. Ru, and X. R. Li, “Predicting Internet 
End- to – End Delay: Multiple Model Approach”, Technical 
Report, University of New Orleans, Jan.2004. 
[18]  H. Ohsaki, M. Murata, and H. Miyahara, “Modeling 
End- to- End Packet Delay Dynamics of The Internet Using 
System Identification”, In Proceedings of  the International  
Tele traffic Congress 17, Dec 2001, pp. 1027- 1038. 
[19] Paxson, Vern, “Measurement and Analysis of End- to –
End Internet Dynamics”, PhD Thesis, University of 
California, Berkeley, 1997. 
[20] Sanghi, D., Gudmundsson, O., Agrawala, A., and Jain, 
B.N, “Experimental Assessment of the  End- to- End 
Behavior on the Internet”, In Proceedings of 
INFOCOM’93x,  1993, pp. 1027- 1038. 
[21]  M. Yang and X. Li, “A Survey of the Existing Methods 
for Predicting End- to- End Internet Delay”, Technical 
Report, University of Orleans, April 2003. 
[22] M. Yang and X. Li, “The Major Issues and Factors in 
End- to- End Internet Delay Prediction”, Technical Report, 
University of Orleans, April 2002. 
[23]   M. Yang and X. Li, “Predicting End- to- End Delay of 
the Internet Using Time Series analysis”, Technical Report, 
University of Orleans, Nov 2003. 
[24]  M. Yang, J. –F. Ru, H. Chen, A. Bashi , X. R. Li, 
N.S.V. Rao, “Predicting Internet End- to- End Delay : A 
Statistical Study”, Annual Report Review on 
Communications, Vol.58, 2005. 
[25]  M. Yang, X. R. Li ,  H. Chen,  N.S.V. Rao, “Predicting 
Internet End- to- End Delay : An Overview”, In Proc of 36 th  
IEEE Southeastern Symposium on Systems Theory, Atlanta, 
Mar 2004, pp. 210-214. 
[26] S. B Moon, J. Kurso, P. Skelly, and D. Towesly, 
“Correlation of Packet Delay and Loss in The Internet”, 
Tech. Rep, Department of Computer Science, University of 
Massachusetts, USA, Jan, 1998. 
[27] Roychoudhuri, and E. Al- Shaer,  “Real – Time Packet 
Loss Prediction Based on End – to –End Delay Variation”, 
Transactions on Network and Services Management 
(TNSM), vol.2-1, 2006. 
[28] P. Karm, C. Partridge, “Improving Round- Trip Time 
Estimates in Reliable Transport Protocols”, ACM Trans On 
Computer Systems, Vol.9, No.4, Nov 1991, pp. 364-373. 
[29] S. B Moon, J. Kurso, P. Skelly, and D. Towesly, 
“Estimation and Removal of Clock Skew from Network 
Delay Measurement”, Tech Report 98-43, Department of 
Computer Science, University of Massachusetts at Amherst, 
MA 01003, 1998. 
[30] C. Zhu, C. Pei, and J. Li, “Functional Networks Based 
Internet End-to-End Delay Dynamics”, 18th International 
Conference on Advanced Information Networking and 
Applications (AINA2004), Vol. 2, March 2004, pp. 540- 
543. 
 
 
 
 
 
 
 
 
 
 
 
 
