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NESTED ALGEBRAIC BETHE ANSATZ FOR DEFORMED
ORTHOGONAL AND SYMPLECTIC SPIN CHAINS
ALLAN GERRARD AND VIDAS REGELSKIS
Abstract. We construct exact eigenvectors and eigenvalues for Uq(sp2n)- and Uq(so2n)-symmetric closed
spin chains by means of a nested algebraic Bethe ansatz method. We use a fusion procedure to construct
higher-dimensional Lax operators. Our approach generalises and extends the results obtained by Reshetikhin
and De Vega–Karowski. We also present a generalisation of Tarasov–Varchenko trace formula for nested
Bethe vectors.
1. Introduction
The nested algebraic Bethe ansatz is a large collection of methods used to find eigenvectors and eigenvalues
of transfer matrices of lattice integrable models associated with higher rank Lie algebras. It effectively reduces
the problem of diagonalizing quantum Hamiltonians to a set of algebraic equations, known as the Bethe
ansatz equations, that in many cases can be solved using numerical methods, see reviews [PRS18, Sla07].
In addition, the nested Bethe vectors play an important role not only in the theory of quantum integrable
models but also in representation theory of quantum groups more generally. For instance, Bethe vectors can
be used to construct Jackson integral representations for solutions of the quantized Knizhnik–Zamolodchikov
equations [Res92, TaVa94].
The nested algebraic Bethe ansatz for orthogonal and symplectic spin chains in the rational setting was
studied by De Vega and Karowski [DVK87] and Reshetikhin [Res85, Res91]. The analytic Bethe ansatz in
both rational and trigonometric setting has been addressed by Kuniba and Suzuki in [KuSu95]. An extension
towards models with rational orthosymplectic symmetries via a different nesting procedure was presented
by Martins and Ramos in [MaRa97]. However there has been little progress in orthogonal and symplectic
integrable models with periodic boundary conditions since. The O(N) Gross-Neveu model has been recently
studied by Babujian, Foerster and Karowski in [BMF12, BMF16].
This paper aims to fill gaps in the literature by presenting a nested algebraic Bethe ansatz for Uq(sp2n)-
and Uq(so2n)-symmetric closed spin chains. We employ a fusion procedure similar to that in [IsMo11,
IMO12] to construct Lax operators for skewsymmetric or symmetric representations, with which we build
an integrable transfer matrix. The notation used in the paper closely follows that in [GRW20]. We then
proceed to diagonalise the transfer matrix using an approach based on a mixture of methods that appeared
in [DVK87, Res85, Res91] and more recently in [GeRe19]. We show that the problem of constructing transfer
matrix eigenvectors may be reduced to an analogous problem for a Uq(gln)-symmetric spin chain, which we
solve inductively, following [BeRa08]. Our main results are Theorem 4.9, stating sufficient conditions for the
Bethe vector to become an eigenvector of the transfer matrix as well as giving its corresponding eigenvalue,
and Theorem 4.13, stating a closed trace formula for the Bethe vectors, which generalises the formula given
in [TaVa13].
The nesting procedure used in this paper relies on the chains of natural subalgebras of quantum loop
algebras Uq(Lsp2n) ⊃ Uq(Lgln) ⊃ · · · ⊃ Uq(Lgl2) and Uq(Lso2n) ⊃ Uq(Lgln) ⊃ · · · ⊃ Uq(Lgl2). This
gives an unambiguous solution to the spectral problem of a Uq(sp2n)-symmetric spin chain. However, for
a Uq(so2n)-symmetric spin chain such a nesting breaks the underlying symmetry of the Dynkin diagram of
type Dn and additional steps must be taken to arrive at the correct Bethe equations, see Remark 4.10 (ii)
and (iii) for details. This was not observed in [DVK87] where a different choice of the nested vacuum vector
was made and ultimately lead to a perturbative approach. This paper has resolved this issue. We believe
that the results of this paper will be of interested to a wider community, in particular, in the study of the
quantized Knizhnik-Zamolodchikov equations of type Cn and Dn in the spirit of [Res92, TaVa94].
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The paper is organised as follows. In Section 2 we introduce the our notation and discuss relevant
properties of R-matrices. In Section 3 we introduce the spin chain and discuss its structure, underlying
symmetries and representations. Section 4 is the main section of this paper and contains our main results,
Bethe vectors and Bethe equations. Appendix A gives a brief exposition of the quasi-classical limit.
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2. Preliminaries and definitions
2.1. Lie algebras and matrix operators. Let n ∈ N. We will denote by g2n either the orthogonal Lie
algebra so2n or the symplectic Lie algebra sp2n. The Lie algebra g2n can be realized as a Lie subalgebra of
gl2n as follows. For each 1 ≤ i, j ≤ 2n, let Eij denote the standard generators of gl2n and put ı¯ = 2n− i+1.
Introduce elements Fij = Eij − θijE¯ı¯ satisfying
[Fij , Fkl] = δjkFil − δilFkj + θij(δjl¯Fkı¯ − δik¯F¯l), Fij + θijF¯ı¯ = 0,(2.1)
where θij = θiθj with θi = −1 if 1 ≤ i ≤ n and θi = 1 if n < i ≤ 2n in the symplectic case or θi = 1 in the
orthogonal case. The algebra g2n is isomorphic to spanC{Fij : 1 ≤ i, j ≤ 2n}, and spanC{Fii : 1 ≤ i ≤ n}
forms a Cartan subalgebra which will be denoted by h2n. The elements Fij with 1 ≤ i, j ≤ n form a
subalgebra gln ⊂ g2n; the same is true for the elements Fij with n < i, j ≤ 2n.
For convenience, we set θ = −1 for sp2n and θ = 1 for so2n, and θ
′ = 12 (θ + 1). We will also need the
following tuple of integers:
(2.2) (ν1, . . . , ν2n) = (−n+ θ
′,−n+ 1 + θ′, . . . ,−1 + θ′, 1− θ′, . . . , n− 1− θ′, n− θ′).
Let M ∈ N. For any 1 ≤ i, j ≤M denote by eij ∈ End(C
M ) the usual matrix units over C. For a matrix
X with entries xij in an associative algebra A we write
(2.3) Xs =
∑
1≤i,j≤M
I⊗s−1 ⊗ eij ⊗ I
⊗k−s ⊗ xij ∈ End(C
M )⊗k ⊗A,
where k ∈ N≥2 will always be clear from the context.
For any matrix operator A =
∑n
i,j=1 eij ⊗ aij with eij ∈ End(C
n) and aij ∈ A, any associative algebra,
and any 1 ≤ k ≤ n, define a k-reduced operator A(k) :=
∑n
i,j=k e
(k)
i−k+1,j−k+1 ⊗ aij with matrix units
e
(k)
ij ∈ End(C
n−k+1). Given l ≥ 1 it will be convenient to say that A(k+l) is an l-reduced operator of A(k).
2.2. Quantum R-matrices. Choose q ∈ R×, q 6= ±1, and set κ = n−θ. Introduce a matrix-valued rational
function R by
(2.4) R(u, v) := Rq +
q − q−1
v/u− 1
P −
q − q−1
q2κv/u− 1
Qq,
where Rq, P and Qq are matrix operators on C
2n ⊗ C2n defined by
(2.5)
Rq :=
∑
1≤i,j≤2n
qδij−δi¯eii ⊗ ejj + (q − q
−1)
∑
1≤i<j≤2n
(eij ⊗ eji − q
νi−νjθijeij ⊗ eı¯¯),
P :=
∑
1≤i,j≤n
eij ⊗ eji, Qq :=
∑
1≤i,j≤2n
qνi−νjθijeij ⊗ eı¯¯.
The matrix R(u, v), obtained by Jimbo in [Ji86], is a solution of the quantum Yang-Baxter equation on
(C2n)⊗3 with spectral parameters,
(2.6) R12(u, v)R13(u,w)R23(v, w) = R23(v, w)R13(u,w)R12(u, v),
where we have employed the notation (2.3).
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Let k ≥ l. (We will not need the case when k < l.) With a slight abuse of notation we introduce “reduced”
matrix operators R
(k,l)
q , P (k,l) and Q
(k,l)
q on Cn−k+1 ⊗ Cn−l+1 by
(2.7)
R(k,l)q :=
n−k+1∑
i=1
n−l+1∑
j=1
qδije
(k)
ii ⊗ e
(l)
jj + (q − q
−1)
n−k+1∑
i,j=1
δi<j e
(k)
ij ⊗ e
(l)
j′i′ ,
P (k,l) :=
n−k+1∑
i,j=1
e
(k)
ij ⊗ e
(l)
j′i′ , Q
(k,l)
q :=
n−k+1∑
i,j=1
qi−je
(k)
ij ⊗ e
(l)
ı¯¯ ,
where i′ = i + k − l, j′ = j + k − l and ı¯ = n− k − i + 2, ¯ = n− k − j + 2. The operators (2.5) and (2.7)
will never appear simultaneously, so there will be no ambiguity. We also note that
(2.8) (R(k,l)q )
−1 = R
(k,l)
q−1
, P (k,l)Q(k,l)q P
(k,l) = Q
(k,l)
q−1
.
Recall that C2n ∼= C2 ⊗ Cn. Let xij with 1 ≤ i, j ≤ 2 denote the matrix units of End(C
2). Then, for any
1 ≤ i, j ≤ n, we may write
(2.9) eij = x11 ⊗ e
(1)
ij , en+i,j = x21 ⊗ e
(1)
ij , ei,n+j = x12 ⊗ e
(1)
ij , en+i,n+j = x22 ⊗ e
(1)
ij .
Viewing the matrix R(u, v) as an element in End(C2 ⊗ C2) we recover the six-vertex block structure,
(2.10) R(u, v) =

R(1,1)(u, v)
K(1,1)(u, q2κv) U (1,1)(u, v)
U¯ (1,1)(v, u) K(1,1)(u, q2κv)
R(1,1)(u, v)
 ,
where the operators inside the matrix above are each acting on Cn ⊗ Cn and are defined in terms of those
in (2.7), that is
R(k,l)(u, v) := R(k,l)q +
q − q−1
v/u− 1
P (k,l), K(k,l)(u, v) := (R
(k,l)
q−1
(u, v))ω¯2 ,(2.11)
U (k,k)(u, v) := −
q − q−1
u/v − 1
P (k,k) +
θ(q − q−1)
q−κ′u/v − qκ′
Q(k,k)q , U¯
(k,k)(v, u) := P (k,k)U
(k,k)
q−1
(v, u)P (k,k),(2.12)
where κ′ = κ − k + 1 and ω¯ is the transposition defined by ω¯ : e
(l)
ij 7→ q
j−ie
(l)
¯ ı¯ , the inverse of which is
ω : e
(l)
ij 7→ q
i−je
(l)
¯ ı¯ , and ı¯ = n− i− l + 1, ¯ = n− j − l + 1. We also note two more important identities,
U¯ (k,k)(v, u)(K(k,k)(u, q2κv))−1 =
q − q−1
v/u− 1
P (k,k)(K(k,k)(u, q2κu))−1
=
1
v − u
Res
w→u
R(k,k)(u,w)(K(k,k)(u, q2κw))−1,(2.13)
(K(k,k)(v, q2κu))−1U (k,k)(v, u) =
q−1 − q
v/u− 1
(K(k,k)(u, q2κu))−1P (k,k)
=
1
v − u
Res
w→u
(K(k,k)(w, q2κu))−1R(k,k)(w, u),(2.14)
that will play a key part in finding the so-called unwanted terms of the algebraic Bethe ansatz. Lastly,
introduce elements
E
+(l)
ij := δijq
−e
(l)
ii − (q − q−1)δi<je
(l)
ij , E
−(l)
ji := δijq
e
(l)
ii + (q − q−1)δi<je
(l)
ji ,(2.15)
E
(l)
ij (u) :=
1
1− u
E
+(l)
ij +
1
1− u−1
E
−(l)
ij ,(2.16)
where we have used the notation qe
(l)
ii =
∑n−l+1
j=1 q
δije
(l)
jj . Then we may write
R(k,l)(u, v) =
n−k+1∑
i,j=1
e
(k)
ij ⊗ E
(l)
j′i′(v/u), K
(k,l)(u, v) =
n−k+1∑
i,j=1
e
(k)
ij ⊗ (E
(l)
q−1,j′i′
(v/u))ω¯,(2.17)
where i′ = i+ k − l and j′ = j + k − l.
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3. Setting up symmetries and representations of the spin chain
3.1. Quantum loop algebras Uq(Lg2n) and Uq(Lgln). Let N = 2n or N = n. Introduce elements ℓ
±
ij [r]
with 1 ≤ i, j ≤ N and r ≥ 0, combine them into formal series ℓ±ij(u) =
∑
r≥0 ℓ
±
ij [r]u
±r, and collect into
generating matrices
(3.1) L±(u) :=
∑
1≤i,j≤N
eij ⊗ ℓ
±
ij(u).
We will say that that elements ℓ±ij [r] have degree r.
Definition 3.1. The quantum loop algebra Uq(Lg2n) (resp. Uq(Lgln)) is the unital associative algebra with
generators ℓ±ij [r] with 1 ≤ i, j ≤ N and r ≥ 0, subject to the following relations:
ℓ−ii [0]ℓ
+
ii [0] = 1 for all i and ℓ
−
ij [0] = ℓ
+
ji[0] = 0 for i < j and(3.2)
R12(u, v)L
±
1 (u)L
±
2 (v) = L
±
2 (v)L
±
1 (u)R12(u, v),(3.3)
R12(u, v)L
+
1 (u)L
−
2 (v) = L
−
2 (v)L
+
1 (u)R12(u, v).(3.4)
where N = 2n and R12(u, v) is given by (2.4) (resp. N = n and R12(u, v) is given by (2.11)).
The following subalgebras of Uq(Lg2n) will be relevent to the present work:
• The subalgebra generated by ℓ±ij [0] with 1 ≤ i, j ≤ 2n, isomorphic to the quantum enveloping algebra
Uq(g2n) of the direct sum of the Lie algebra g2n and a one dimensional Lie algebra.
• The subalgebra generated by ℓ±ij [r] with 1 ≤ i, j ≤ n and r ≥ 0, isomorphic to Uq(Lgln).
• The subalgebra generated by ℓ±ij [0] with 1 ≤ i, j ≤ n, isomorphic to the quantum enveloping algebra
Uq(gln) of the Lie algebra gln.
We write the generating matrices L±(u) of Uq(Lg2n) as
(3.5) L±(u) =
(
A±(u) B±(u)
C±(u) D±(u)
)
.
Then viewing L±1 (u) and L
±
2 (u) as elements in End(C
2⊗C2) with entries in End(Cn⊗Cn)⊗Uexq (Lg2n)[[u
±1]],
we have
L±1 (u) =

A±1 (u) B
±
1 (u)
A±1 (u) B
±
1 (u)
C±1 (u) D
±
1 (u)
C±1 (u) D
±
1 (u)
, L±2 (u) =

A±2 (u) B
±
2 (u)
C±2 (u) D
±
2 (u)
A±2 (u) B
±
2 (u)
C±2 (u) D
±
2 (u)
.
This allows us to write the defining relations of Uq(Lg2n) in terms of the matrix operators A
±(u), B±(u),
C±(u) and D±(u). The relations that we will need are:
A±2 (v)B
±
1 (u)K
(1,1)
12 (u, q
2κv) = R
(1,1)
12 (u, v)B
±
1 (u)A
±
2 (v)−B
±
2 (v)A
±
1 (u)U¯
(1,1)
12 (v, u),(3.6)
K
(1,1)
12 (v, q
2κu)D±1 (v)B
±
2 (u) = B
±
2 (u)D
±
1 (v)R
(1,1)
12 (v, u)− U
(1,1)
12 (v, u)B
±
1 (v)D
±
2 (u),(3.7)
K
(1,1)
12 (u, q
2κv)C±1 (u)A
±
2 (v) = A
±
2 (v)C
±
1 (u)R
(1,1)
12 (u, v)− U
(1,1)
12 (u, v)A
±
1 (u)C
±
2 (v),(3.8)
C±2 (v)D
±
2 (u)K
(1,1)
12 (u, q
2κv) = R
(1,1)
12 (u, v)D
±
1 (u)C
±
2 (v)−D
±
2 (v)C
±
1 (u)U¯
(1,1)
12 (v, u),(3.9)
K
(1,1)
12 (u, q
2κv)D±1 (u)A
±
2 (v)−A
±
2 (v)D
±
1 (u)K
(1,1)
12 (u, q
2κv)
= B±2 (v)C
±
1 (u)U¯
(1,1)
12 (v, u)− U
(1,1)
12 (u, v)B
±
1 (u)C
±
2 (v),(3.10)
and their mixed counterparts obtained in an obvious way, cf. (3.3) vs. (3.4). Operators A±(u), B±(u) and
D±(u) satisfy relations analogous to (3.3) and (3.4) only with R(1,1)(u, v), e.g.,
(3.11) R
(1,1)
12 (u, v)B
±
1 (u)B
±
2 (v) = B
±
2 (v)B
±
1 (u)R
(1,1)
12 (u, v).
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We now focus on the subalgebra Uq(gln) ⊂ Uq(g2n) generated by coefficients of the matrix entries of
A±(u). Define a k-reduced matrix A±(k)(u) :=
∑n
i,j=k e
(k)
i−k+1,j−k+1 ⊗ [A
±(u)]ij and set
(3.12) a±(k)(v) := [A±(k)(v)]11, B
±(k+1)(u) :=
n−k∑
j=1
(v
(k+1)
j )
∗ ⊗ [A±(k)(u)]1,1+j .
We also define a suitably normalised check Rˇ-matrix
Rˇ
(k,l)
12 (u, v) :=
v − u
qv − q−1u
P
(k,l)
12 R
(k,l)
12 (u, v).
The defining relations of Uq(Lgln) then yield
a
±(k)(v)B
±(k+1)
1 (u) =
qv − q−1u
v − u
B
±(k+1)
1 (u)a
±(k)(v) +
q − q−1
u/v − 1
B
±(k+1)
1 (v)a
±(k)(u),(3.13)
A
±(k)
1 (v)B
±(k)
2 (u) = B
±(k)
2 (u)A
±(k)
1 (v)R
(k,k)
12 (v, u)−
q − q−1
u/v − 1
B
±(k)
2 (v)A
±(k)
1 (u)P
(k,k)
12 ,(3.14)
B
±(k)
1 (u)B
±(k)
2 (v) = B
±(k)
1 (v)B
±(k)
2 (u)Rˇ
(k,k)
12 (u, v),(3.15)
R
(k,k)
12 (u, v)A
±(k)
1 (u)A
±(k)
2 (v) = A
±(k)
2 (v)A
±(k)
1 (u)R
(k,k)
12 (u, v),(3.16)
plus the mixed relations. Note that R
(n,n)
12 (u, v) acts as a constant on C ⊗ C
∼= C multiplying by qv−q
−1u
v−u
,
while Rˇ
(n,n)
12 (u, v) multiplies by 1.
3.2. Representations. Fix ℓ ∈ N, the length of a spin chain, and choose c1, . . . , cℓ ∈ C
×, called inhomo-
geneities or marked points. Then choose s1, . . . , sℓ ∈ N such that 1 ≤ si ≤ n for all i in the symplectic case,
and si ≥ 1 for all i in the orthogonal case. Our goal is to study a spectral problem in the space
(3.17) L := L(λ(1))c1 ⊗ · · · ⊗ L(λ
(ℓ))cℓ
where L(λ(i))ci with i = 1, . . . , ℓ denote the (skew)symmetric Uq(Lg2n)-modules of lowest weight λ
(i)(u) with
components given by
λ
(i)
j (u, ci) :=

q ci − q
−1u
ci − u
if j = 1,
1 if 1 < j < 2n,
q−1ci − q
−2κ+1u
qsi−1ci − q−2κ−si+1u
if j = 2n
(3.18)
in the symmetric case, i.e. when g2n = so2n, and by
λ
(i)
j (u, ci) :=

q ci − q
−1u
ci − u
if 1 ≤ j ≤ si,
1 if si < j < 2n− si + 1,
q−sici − q
−2κ+siu
q−si+1 ci − q−2κ+si−1u
if 2n− si + 1 ≤ j ≤ 2n
(3.19)
in the skewsymmetric case, i.e. when g2n = sp2n. In particular, given a lowest weight vector η ∈ L we have
(3.20) ℓ±ij(u)η = 0 for i > j and ℓ
±
jj(u)η =
ℓ∏
i=1
λ(i)(u, ci)η for all j.
Here weights λ(i)(u) should be expanded in positive (resp. negative) series in u for ℓ+jj(u) (resp. for ℓ
−
jj(u)).
As vector spaces, modules L(λ(i))ci are isomorphic to the subspaces Π
θ
si
(C2n)⊗si ⊂ (C2n)⊗si where Π±si
are idempotent operators defined by Π±1 := 1 and, when si ≥ 2,
Πθsi :=
θ
[si]q!
2∏
j=si
(
R12(q
−2θ, 1)P12 · · ·Rj−1,j(q
−(j−1)θ , 1)Pj−1,j
)
.
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The lowest weight vector of L(λ(i))ci is ηsi = e1 ⊗ · · · ⊗ e1 in the symmetric case, and it is ηsi =∑
σ∈Ssi
sign(σ)ql(σ) · eσ(1) ⊗ eσ(2) ⊗ · · · ⊗ eσ(si) in the skewsymmetric case; here l(σ) denotes the length
of a reduced expression of σ ∈ Ssi , an element in the symmetric group on si letters (full details will be given
in [GRW20]). The generating matrix L±a (u) acts on the space L in terms of a product of R-matrices (2.4),
(3.21) Ta(u; c) :=
ℓ∏
i=1
si∏
j=1
Raij (u, q
2θ(j−1)ci)
where ij enumerate individual tensorands C
2n of L(λ(i))ci . We will often omit the depence on c to ease the
notation and write Ta(u), its matrix elements will be denoted as tij(u).
Crucially, modules L(λ(i))ci are irreducible Uq(g2n)-modules of lowest weight λ
(i) = (qsi , 1, . . . , 1, q−si) in
the symmetric case, and of weight λ(i) =
(
q, . . . , q, 1, . . . , 1, q−1, . . . , q−1
)
in the skewsymmetric case; here
the number of q’s and q−1’s is si. The subspace
(L(λ(i))ci)
0 := {ξ ∈ L(λ(i))ci : tn+i,j [0]ξ = 0 for 1 ≤ i, j ≤ n}
is an irreducible Uq(gln)-module of lowest weight (λ
(i)
1 , . . . , λ
(i)
n ). In particular, we have that
L0 := {ξ ∈ L : tn+i,j(u)ξ = 0 for 1 ≤ i, j ≤ n} = L(λ
(1))0c1 ⊗ · · · ⊗ L(λ
(ℓ))0cℓ .
The A±a (u) and D
±
a (u) operators act on the subspace L
0 in terms of a product of the “reduced” R- and
K-matrices defined in (2.11),
A(1)a (u) :=
ℓ∏
i=1
si∏
j=1
R
(1,1)
aij
(u, q2θ(j−1)ci),(3.22)
D(1)a (u) :=
ℓ∏
i=1
si∏
j=1
K
(1,1)
aij
(u, q2κ+2θ(j−1)ci).(3.23)
4. Algebraic Bethe ansatz
4.1. Quantum spaces and monodromy matrices. Choose m0,m1, . . . ,mn−1 ∈ Z≥0, which we call exci-
tation or magnon numbers. For each mk assign an mk-tuple u
(k) := (u
(k)
1 , . . . , u
(k)
mk) of complex parameters
and an mk-tuple of labels a
k := (ak1 , . . . , a
k
mk
). For m0 we additionally assign a tuple a˜
0 := (a˜01, . . . , a˜
0
m0
).
We will often use the following shorthand notation:
(4.1) u(0...k) := (u(0), . . . ,u(k)), a0˜,0...k := (a˜0,a0, . . . ,ak).
Let V
(k)
a
k−1
i
denote a copy of Cn−k+1 labelled by “ak−1i ” and let W
(k)
a
k−1 be given by
W
(k)
a
k−1 := V
(k)
a
k−1
1
⊗ · · · ⊗ V
(k)
a
k−1
mk−1
.
Let L be a lowest weight Uq(Lg2n)-module defined in (3.17). We will say that L
(0) := L is a level-0
quantum space. We define a level-1 quantum space by
(4.2) L(1) := (L(0))0 ⊗W
(1)
a˜
0 ⊗W
(1)
a
0 .
Then for each 2 ≤ k ≤ n we recursively define a level-k quantum space by
(4.3) L(k) := (L(k−1))0 ⊗W
(k)
a
k−1
where
(L(k−1))0 := {ξ ∈ L(k−1) : tij(u)ξ = 0 for i > j and j < k − 1}.
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Definition 4.1. We will say that Ta(v) is a level-0 monodromy matrix. We define level-1 monodromy
matrices, acting on the space L(1), by
A
(1)
aa0˜,0
(v;u(0)) :=
(
1∏
i=m0
K
(1,1)
aa˜0
i
(v, q2θu
(0)
i )
)(
m0∏
i=1
K
(1,1)
aa0
i
(v, u
(0)
i )
)
A(1)a (v),(4.4)
D
(1)
aa0˜,0
(v;u(0)) := D(1)a (v)
(
1∏
i=m0
R
(1,1)
aa˜0
i
(v, u
(0)
i )
)(
m0∏
i=1
R
(1,1)
aa0
i
(v, q−2θu
(0)
i )
)
.(4.5)
For each 2 ≤ k ≤ n we recursively define level-k monodromy matrices, acting on the spaces L(k), by
A
(k)
aa0˜,0...k−1
(v;u(0...k−1)) := A
(k)
aa0˜,0...k−2
(v;u(0...k−2))
(
mk−1∏
i=1
R
(k,k)
aa
k−1
i
(v, u
(k−1)
i )
)
,(4.6)
D
(k)
aa0˜,0...k−1
(v;u(0...k−1)) :=
(
mk−1∏
i=1
R
(k,k)
aa
k−1
i
(v, q2κ
′
u
(k−1)
i )
)
D
(k)
aa0˜,0...k−2
(v;u(0...k−2)),(4.7)
where A
(k)
aa0˜,0...k−2
and D
(k)
aa0˜,0...k−2
denote the 1-reduced operators of A
(k−1)
aa0˜,0...k−2
and D
(k−1)
aa0˜,0...k−2
, respectively.
Operators A
(k)
aa0˜,0...k−1
and D
(k)
aa0˜,0...k−1
are matrices with entries in End(L(k)). Thus, to ease the notation,
we will write them as A
(k)
a and D
(k)
a . We will use a similar notation throughout the manuscript.
Lemma 4.2. For 1 ≤ k ≤ n− 1 let ≡ denote equality of operators in the space L(k). Then
R
(k,k)
ab (v, w)A
(k)
a (v;u
(0...k−1))A
(k)
b (w;u
(0...k−1))
≡ A
(k)
b (w;u
(0...k−1))A(k)a (v;u
(0...k−1))R
(k,k)
ab (v, w),
R
(k,k)
ab (v, w)D
(k)
a (v;u
(0...k−1))D
(k)
b (w;u
(0...k−1))
≡ D
(k)
b (w;u
(0...k−1))D(k)a (v;u
(0...k−1))R
(k,k)
ab (v, w),
D(k)a (v;u
(0...k−1))R
(k,k)
q−1,ab
(v, q2κ
′
w)A
(k)
b (w;u
(0...k−1))
≡ A
(k)
b (w;u
(0...k−1))R
(k,k)
q−1,ab
(v, q2κ
′
w)D(k)a (v;u
(0...k−1))(4.8)
where κ′ = κ− k + 1.
Proof. The first two identities follow from the Yang-Baxter equation and the defining relations of A and D
operators. For the third identity we additionally need to use the property C±a (v) ≡ 0. 
Observe that K-matrices in (4.4) and R-matrices in (4.5) are “at the fusion point”. More precisely,
introduce (skew)symmetric projector Π± := ± 1
q+q−1R
(1,1)(q∓2, 1)P (1,1) and set V ± := Π±Cn ⊗ Cn. The
subspace V ± is an irreducible Uq(Lgln)-module with the lowest weight vector ξ
± given by
(4.9) ξ+ = e
(1)
1 ⊗ e
(1)
1 , ξ
− = e
(1)
1 ⊗ e
(1)
2 − qe
(1)
2 ⊗ e
(1)
1 .
Denote
K
θ
kj :=
[
K
(1,1)
aa˜0
i
(v, q2θu
(0)
i )K
(1,1)
aa0
i
(v, u
(0)
i )
]
jk
, Rθkj :=
[
R
(1,1)
aa˜0
i
(v, u
(0)
i )R
(1,1)
aa0
i
(v, q−2θu
(0)
i )
]
jk
,
where the matrix elements are taken with respect to the “a” space. Then Kθjk ξ
−θ = Rθjk ξ
−θ = 0 if j > k
and
K
−
jj ξ
+ =
(
δj<n + δjn
q2v − q−2u
(0)
i
v − u
(0)
i
)
ξ+, R−jj ξ
+ =
(
δj1
q−2v − q2u
(0)
i
v − u
(0)
i
+ δj>1
)
ξ+,(4.10)
K
+
jj ξ
− =
(
δj<n−1 + δj≥n−1
qv − q−1u
(0)
i
v − u
(0)
i
)
ξ−, R+jj ξ
− =
(
δj≤2
q−1v − qu
(0)
i
v − u
(0)
i
+ δj>2
)
ξ−.(4.11)
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For each 1 ≤ j ≤ m0 define vector ξ
(j)
− recursively by ξ
(1)
− := ξ
− and
ξ
(j)
− := e
(1)
1 ⊗ ξ
(j−1)
− ⊗ e
(1)
2 − qe
(1)
2 ⊗ ξ
(j−1)
− ⊗ e
(1)
1 .
We also set ξ
(j)
+ :=
(
e
(1)
1
)⊗2j
. Then for each 1 ≤ k ≤ n− 1 we define a level-k nested vacuum vector by
(4.12) η
(k)
± := η ⊗ ξ
(m0)
± ⊗
(
e
(2)
1
)⊗m1
⊗ · · · ⊗
(
e
(k+1)
1
)⊗mk ∈ (L(k))0,
where η = ηs1⊗· · ·⊗ηsℓ is the lowest weight vector of L
(0) = L. We then denote the (1, 1)-th matrix element
of monodromy matrices (4.4), (4.6) by
a
(k)(v;u(0...k−1)) :=
[
A(k)a (v;u
(0...k−1))
]
11
, d(k)(v;u(0...k−1)) :=
[
D(k)a (v;u
(0...k−1))
]
11
.
We will be interested in the action of these operators on η
(k)
± .
Lemma 4.3. Vector η
(k)
−θ is lowest weight vector with respect to the action of the level-k monodromy matrix.
The operators a(k)(v;u(0...k−1)) and d(k)(v;u(0...k−1)) act on η
(k)
−θ by multiplication with
for k = 1 :
ℓ∏
i=1
λ
(i)
1 (v) ,(4.13)
for 1 ≤ k ≤ n− 1 :
ℓ∏
i=1
λ
(i)
k (v)
mk−1∏
i=1
q−1v − qu
(k−1)
i
v − u
(k−1)
i
,(4.14)
for k = n− 1 :
ℓ∏
i=1
λ
(i)
n−1(v)
mn−2∏
i=1
q−1v − qu
(n−2)
i
v − u
(n−2)
i
m0∏
i=1
qθ
′
v − q−θ
′
u
(0)
i
v − u
(0)
i
,(4.15)
for k = n :
ℓ∏
i=1
λ(i)n (v)
mn−1∏
i=1
q−1v − qu
(n−1)
i
v − u
(n−1)
i
m0∏
i=1
q2−θ
′
v − qθ
′−2u
(0)
i
v − u
(0)
i
,(4.16)
and
for k = 1 :
ℓ∏
i=1
λ
(i)
2n(v) ,(4.17)
for 2 ≤ k ≤ n− 1 :
ℓ∏
i=1
λ
(i)
2n−k+1(v)
mk−1∏
i=1
qv − q2κ
′−1u
(k−1)
i
v − q2κ′u
(k−1)
i
,(4.18)
for k = n− 1 :
ℓ∏
i=1
λ
(i)
n+2(v)
mn−2∏
i=1
qv − q2κ
′−1u
(n−2)
i
v − q2κ′u
(n−2)
i
m0∏
i=1
q−θ
′
v − qθ
′
u
(0)
i
v − u
(0)
i
,(4.19)
for k = n :
ℓ∏
i=1
λ
(i)
n+1(v)
mn−1∏
i=1
qv − q2κ
′−1u
(n−1)
i
v − q2κ′u
(n−1)
i
m0∏
i=1
qθ
′−2 v − q2−θ
′
u
(0)
i
v − u
(0)
i
,(4.20)
respectively. Here κ′ = κ− k + 1 and θ′ = 12 (1 + θ).
Proof. First, note that the level-k nested monodromy matrix may be written as
A(k)a (v;u
(0...k−1)) =
(
1∏
i=m0
K
(k,1)
aa˜0
i
(v, q2θu
(0)
i )
)(
m0∏
i=1
K
(k,1)
aa0
i
(v, u
(0)
i )
)
A(k)a (v)
(
k∏
l=2
ml−1∏
i=1
R
(k,l)
aa
l−1
i
(v, u
(l−1)
i )
)
.
In order to prove that η
(k)
−θ is a lowest weight vector, consider the action of the elements
[
A
(k)
a (v;u(0...k−1)
]
ij
with i ≥ j. It follows from (2.15–2.17) that, when acting on η
(k)
+ , the R- and K-matrices become upper
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triangular matrices in the “a” auxiliary space. That is, for i ≥ j,
E
(l)
j′i′(u/v)e
(l)
1 = δij
(
δi′1
q−1v − qu
v − u
+ δi′>1
)
e
(l)
1 ,
(E
(l)
q−1,j′i′
(u/v))ω¯ e
(l)
1 = δij
(
δi′ l¯
qv − q−1u
v − u
+ δi′<l¯
)
e
(l)
1 ,
where the primed notation is the same as for (2.17). Furthermore, as η is a lowest weight vector for L, the
action of A
(k)
a (v) is also upper triangular,[
A(k)a (v)
]
ij
η = δij
ℓ∏
p=1
λ
(p)
k (v, cp)η for i ≥ j.
Therefore, taking a product of these matrices, the action of the level-k nested monodromy matrix will also
be upper triangular, from which we conclude that η
(k)
+ is a lowest weight vector. The identities (4.13-4.16)
may be found by[
ml−1∏
i=1
R
(k,l)
aa
l−1
i
(v, u
(l−1)
i )
]
j1
(e
(l)
1 )
⊗ml−1 = δj1
(
δkl
mk−1∏
i=1
q−1v − qu
(k−1)
i
v − u
(k−1)
i
+ δk>l
)
(e
(l)
1 )
⊗ml−1 ,
[
1∏
i=m0
K
(k,1)
aa˜0
i
(v, q2θu
(0)
i )
]
j1
(e
(1)
1 )
⊗m0 = δj1
(
δkn
m0∏
i=1
q1−θ v − qθ−1u
(0)
i
q−θv − qθu
(0)
i
+ δk<n
)
(e
(1)
1 )
⊗m0 ,
[
m0∏
i=1
K
(k,1)
aa0
i
(v, u
(0)
i )
]
11
(e
(1)
1 )
⊗m0 =
(
δkn
m0∏
i=1
qv − q−1u
(0)
i
v − u
(0)
i
+ δk<n
)
(e
(1)
1 )
⊗m0 ,
where the matrix elements are taken with respect to the the “a” space. Expressions (4.17-4.20) are obtained
similarly. This concludes the proof in the symplectic case.
The orthogonal case follows by the same arguments and the fact that ξ
(m0)
− is a lowest weight vector with
respect to the action of
K
[m0] :=
(
1∏
i=m0
K
(1,1)
aa˜0
i
(v, q2u
(0)
i )
)(
m0∏
i=1
K
(1,1)
aa0
i
(v, u
(0)
i )
)
.
We will prove the latter by induction on m0. The m0 = 1 case has already been explained above. Let
s ≥ 1. We assume that ξ
(s)
− is a lowest weight vector for K
[s] of weight λ
[s]
i (v) = 1 for i < n − 1 and
λ
[s]
i (v) =
∏s
j=1
q v−q−1u
v−u
for i = n− 1, n. We write the action of K[s+1] on ξ
(s+1)
− as[
K
[s+1]
ij
]
ij
· ξ
(s+1)
− =
n∑
b,c=1
(E
(1)
q−1,bi
(q2u/v))ω¯
[
K
[s]
]
bc
(E
(1)
q−1,jc
(u/v))ω¯
×
(
e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
2 − qe
(1)
2 ⊗ ξ
(s)
− ⊗ e
(1)
1
)
=
n∑
b,c=1
i≤b≤c
(E
(1)
q−1,bi
(q2u/v))ω¯
[
K
[s]
]
bc
(E
(1)
q−1,jc
(u/v))ω¯ · e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
2
− q
n∑
b,c=1
b≤c≤j
(E
(1)
q−1,bi
(q2u/v))ω¯
[
K
[s]
]
bc
(E
(1)
q−1,jc
(u/v))ω¯ · e
(1)
2 ⊗ ξ
(s)
− ⊗ e
(1)
1(4.21)
since ξ
(s)
− and e
(1)
1 are lowest weight vectors in their relevant representations. Observe that
(E
(1)
q−1,ji
(u/v))ω¯ e
(1)
1 = δij
(
δin
qv − q−1u
v − u
+ δi<n
)
e
(1)
1
+ δi<nδjn
qi−j(q − q−1)
v/u− 1
e
(1)
n−i+1
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and
(E
(1)
q−1,ji
(u/v))ω¯ e
(1)
2 = δij
(
δi,n−1
qv − q−1u
v − u
+ δi6=n−1
)
e
(1)
2 − δinδj,n−1
q2 − 1
u/v − 1
e
(1)
1
+ δi<n−1δj,n−1
qi−j(q − q−1)
v/u− 1
e
(1)
n−i+1 .
Assume that i > j. It clear from above that K
[s+1]
ij · ξ
(s+1)
− = 0 if j < n− 1. Hence we only need to consider
the case with i = n and j = n− 1. Then (4.21) becomes[
K
[s+1]
]
n,n−1
· ξ
(s+1)
− = −
(
λ[s]n (v)
v − u
q−1v − qu
·
q2 − 1
u/v − 1
− qλ[s]n (v)
q2 − 1
q2u/v − 1
·
qv − q−1u
v − u
)
e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
1 = 0,
as required. Next, assume that i = j = n. Then[
K
[s+1]
]
nn
· ξ
(s+1)
− = λ
[s]
n (v)
(
v − u
q−1v − qu
e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
2 − q
qv − q−1u
v − u
e
(1)
2 ⊗ ξ
(s)
− ⊗ e
(1)
1
)
+ qλ
[s]
n−1(v)
q2 − 1
q2u/v − 1
·
q−1(q − q−1)
v/u− 1
e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
2
= λ[s]n (v)
qv − q−1u
v − u
(
e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
2 − qe
(1)
2 ⊗ ξ
(s)
− ⊗ e
(1)
1
)
= λ[s+1]n (v)ξ
(s+1)
− .
In a similar way, for i = j = n− 1, we find[
K
[s+1]
]
n−1,n−1
· ξ
(s+1)
− = λ
[s]
n−1(v)
(
qv − q−1u
v − u
e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
2 − q
2 v − u
v − q2u
e
(1)
2 ⊗ ξ
(s)
− ⊗ e
(1)
1
)
− λ[s]n (v)
q−1(q − q−1)
q−2v/u− 1
·
q2 − 1
u/v − 1
e
(1)
2 ⊗ ξ
(s)
− ⊗ e
(1)
1
= λ
[s]
n−1(v)
qv − q−1u
v − u
(
e
(1)
1 ⊗ ξ
(s)
− ⊗ e
(1)
2 − qe
(1)
2 ⊗ ξ
(s)
− ⊗ e
(1)
1
)
= λ
[s+1]
n−1 (v)ξ
(s+1)
− .
Lastly, when i = j < n− 1 we obtain
[
K
[s+1]
]
ii
· ξ
(s+1)
− = ξ
(s+1)
− . Then, using the arguments similar to those
in the symplectic case yields the wanted result. 
4.2. Transfer matrices, Bethe vectors and Bethe equations. Recall the notion of level-k monodromy
matrices, viz. Definition 4.1.
Definition 4.4. We define level-0 transfer matrix by
(4.22) τ(v) := tra Ta(v) = traA
(1)
a (v) + traD
(1)
a (v).
For all 1 ≤ k ≤ n− 1 we define level-k transfer matrices by
τ (k)(v;u(0...k−1)) := traA
(k)
a (v;u
(0...k−1))
and
τ˜ (k)(v;u(0...k−1)) := traD
(k)
a (v;u
(0...k−1)).
Next, for each level of nesting, 0 ≤ k ≤ n− 1, we introduce mk-magnon creation operators.
Definition 4.5. We define level-0 creation operator by
(4.23) B
(0)
a
0˜,0
(u(0)) :=
m0∏
i=1
βa˜0
i
a0
i
(u
(0)
i )
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where
(4.24) βa˜0
i
a0
i
(u
(0)
i ) :=
n∑
j,k=1
q−j t¯,n+k(u
(0)
i )⊗ e
(1)∗
k ⊗ e
(1)∗
j ∈ End(L
(0))⊗ V
(1)∗
a˜0
i
⊗ V
(1)∗
a0
i
.
For all 1 ≤ k ≤ n− 1 we define level-k creation operators by
B
(k)
a
k (u
(k);u(0...k−1)) :=
mk∏
i=1
B
(k+1)
ak
i
(u
(k)
i ;u
(0...k−1))(4.25)
where
(4.26) B
(k+1)
ak
i
(u
(k)
i ;u
(0...k−1)) :=
n−k∑
j=1
[
A
(k)
ak
i
(u
(k)
i ;u
(0...k−1))
]
1,1+j
⊗ e
(k+1)∗
j ∈ End(L
(k))⊗ V
(k+1)∗
ak
i
.
Recall the notion of nested vacuum vector η
(k)
± , viz. (4.12). The level-(n−1) nested vacuum vector is our
reference state for constructing the (off-shell) Bethe vectors.
Definition 4.6. For all 1 ≤ k ≤ n− 1 we define level-k Bethe vectors by
(4.27) Φ
(k)
θ (u
(k...n−1);u(0...k−1)) :=
n−1∏
i=k
B
(i)
a
i (u
(i);u(0...i−1)) · η
(n−1)
−θ .
The level-0 Bethe vector is defined by
(4.28) Φ
(0)
θ (u
(0...n−1)) := B
(0)
a
0˜,0
(u(0))Φ
(1)
θ (u
(1...n−1);u(0)).
Note that vector Φ
(k)
θ (u
(k...n−1);u(0...k−1)) is an element of the level-k quantum space L(k) and has
u
(0...k−1) and c as its free parameters.
For 0 ≤ k ≤ n− 1 set Smk...n−1 := Smk × · · · ×Smn−1 . For any σ
(l) ∈ Sml with k ≤ l ≤ n− 1 define an
action of Smk...n−1 on Φ
(k)
θ (u
(k...n−1);u(0...k−1)) by
σ(l) : u(k...n−1) 7→ u
(k...n−1)
σ(l)
:= (u(k), . . . ,u
(l)
σ(l)
, . . . ,u(n−1)}, u
(l)
σ(l)
:= (u
(l)
σ(l)(1)
, . . . , u
(l)
σ(l)(ml)
).
For further convenience we set σ
(l)
j ∈ Sml to be the j-cycle such that
u
(l)
σ
(l)
j
= (u
(l)
j , u
(l)
j+1, . . . , u
(l)
ml
, u
(l)
1 , . . . , u
(l)
j−1).
We will also make use of the notation
u
(l)
σ
(l)
j
,u
(l)
j
→v
:= (v, u
(l)
j+1, . . . , u
(l)
ml
, u
(l)
1 , . . . , u
(l)
j−1).
Lemma 4.7. Bethe vector Φ
(k)
θ (u
(k...n−1);u(0...k−1)) is invariant under the action of Smk...n−1 .
Proof. This follows using standard arguments, the fact that Rˇ-matrices act on η
(n−1)
−θ by 1, and relations
βa˜0
i
a0
i
(u
(0)
i )βa˜0i+1a0i+1(u
(0)
i+1) = βa˜0i a0i (u
(0)
i+1)βa˜0i+1a0i+1(u
(0)
i )
(
Rˇ
(1,1)
a0
i
a0
i+1
(u
(0)
i , u
(0)
i+1)
)−1
Rˇ
(1,1)
a˜0
i
a˜0
i+1
(u
(0)
i , u
(0)
i+1)
and
B
(k+1)
ak
i
(u
(k)
i ;u
(0...k−1))B
(k+1)
ak
i+1
(u
(k)
i+1;u
(0...k−1))
≡ B
(k+1)
ak
i
(u
(k)
i+1;u
(0...k−1))B
(k+1)
ak
i+1
(u
(k)
i ;u
(0...k−1))Rˇ
(k+1,k+1)
ak
i
ak
i+1
(u
(k)
i , u
(k)
i+1)
which follow from (3.11) and (3.15); here ≡ denotes equality of operators in the space L(k). 
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Theorem 4.8. Bethe vector Φ
(1)
θ (u
(1...n−1);u(0)) is an eigenvector of τ (1)(v;u(0)) with the eigenvalue
Λ(1)(v;u(1...n−1);u(0)) :=
m1∏
i=1
qv − q−1u
(1)
i
v − u
(1)
i
ℓ∏
i=1
λ
(i)
1 (v)
+
n−2∑
k=2
mk−1∏
i=1
q−1v − qu
(k−1)
i
v − u
(k−1)
i
mk∏
i=1
qv − q−1u
(k)
i
v − u
(k)
i
ℓ∏
i=1
λ
(i)
k (v)
+
mn−2∏
i=1
q−1v − qu
(n−2)
i
v − u
(n−2)
i
mn−1∏
i=1
qv − q−1u
(n−1)
i
v − u
(n−1)
i
m0∏
i=1
qθ
′
v − q−θ
′
u
(0)
i
v − u
(0)
i
ℓ∏
i=1
λ
(i)
n−1(v)
+
m0∏
i=1
q2−θ
′
v − q−2+θ
′
u
(0)
i
v − u
(0)
i
mn−1∏
i=1
q−1v − qu
(n−1)
i
v − u
(n−1)
i
ℓ∏
i=1
λ(i)n (v)(4.29)
and an eigenvector of τ˜ (1)(v;u(0)) with the eigenvalue
Λ˜(1)(v;u(1...n−1);u(0)) :=
m1∏
i=1
v − q2κu
(1)
i
qv − q2κ−1u
(1)
i
ℓ∏
i=1
λ
(i)
2n(v)
+
n−2∑
k=2
mk−1∏
i=1
qv − q2κ−2k+1u
(k−1)
i
v − q2κ−2k+2u
(k−1)
i
mk∏
i=1
v − q2κ−2k+2u
(k)
i
qv − q2κ−2k+1u
(k)
i
ℓ∏
i=1
λ
(i)
2n−k+1(v)
+
mn−2∏
i=1
qv − q3−2θu
(n−2)
i
v − q4−2θu
(n−2)
i
mn−1∏
i=1
v − q4−2θu
(n−1)
i
qv − q3−2θu
(n−1)
i
m0∏
i=1
q−θ
′
v − qθ
′
u
(0)
i
v − u
(0)
i
ℓ∏
i=1
λ
(i)
n+2(v)
+
mn−1∏
i=1
qv − q1−2θu
(n−1)
i
v − q2−2θu
(n−1)
i
m0∏
i=1
q−2+θ
′
v − q2−θ
′
u
(0)
i
v − u
(0)
i
ℓ∏
i=1
λ
(i)
n+1(v)(4.30)
provided
(4.31) Res
v→u
(k)
j
Λ(1)(v;u(1...n−1);u(0)) = 0 for 1 ≤ k ≤ n− 1, 1 ≤ j ≤ mk.
Proof. Step 1. Φ
(1)
θ (u
(1...n−1);u(0)) is an eigenvector of τ (1)(v,u(0)). This is a standard result (see e.g.
[BeRa08]), hence we give an outline of the proof only. We rewrite the exchange relations (3.13) and (3.14)
as
a
(k)(v)B
(k+1)
ak
i
(u
(k)
i ) =
qv − q−1u
(k)
i
v − u
(k)
i
B
(k+1)
ak
i
(u
(k)
i )a
(k)(v)
−
v/u
(k)
i
v − u
(k)
i
Res
w→u
(k)
i
qw − q−1u
(k)
i
w − u
(k)
i
B
(k+1)
ak
i
(v)a(k)(w),
A(k+1)a (v)B
(k+1)
ak
i
(u
(k)
i ) = B
(k+1)
ak
i
(u
(k)
i )A
(k+1)
a (v)R
(k+1)
aak
i
(v, u
(k)
i )
−
v/u
(k)
i
v − u
(k)
i
Res
w→u
(k)
i
B
(k+1)
ak
i
(v)A(k+1)a (w)R
(k+1,k+1)
aak
i
(w, u
(k)
i ).
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Then, using the usual symmetry arguments for the Bethe vector, viz. Lemma 4.7, we obtain
τ (1)(v;u(0))Φ
(1)
θ (u
(1...n−1);u(0))
= B
(1)
a
1 (u
(1);u(0))
(
m1∏
i=1
qv − q−1u
(1)
i
v − u
(1)
i
a
(1)(v;u(0)) + τ (2)(v;u(0,1))
)
Φ
(2)
θ (u
(2...n−1);u(0,1))
−
m1∑
j=1
v/u
(1)
j
v − u
(1)
j
B
(1)
a
1 (u
(1)
σ
(1)
j
,u
(1)
j
→v
;u(0))
× Res
w→u
(1)
j
(
m1∏
i=1
qw − q−1u
(1)
i
w − u
(1)
i
a
(1)(w;u(0)) + τ (2)(w;u
(0,1)
σ
(1)
j
,u
(1)
j
→v
)
)
Φ
(2)
θ (u
(2...n−1);u
(0,1)
σ
(1)
j
).
Proceeding in the same way and using Lemma 4.3 we find
τ (1)(v;u(0))Φ
(1)
θ (u
(1...n−1);u(0)) = Λ(1)(v;u(1...n−1);u(0))Φ
(1)
θ (u
(1...n−1);u(0))
provided (4.31) holds, as required.
Step 2. Φ
(1)
θ (u
(1...n−1);u(0)) is an eigenvector of τ˜ (1)(v,u(0)). It follows from Lemma 4.2 that transfer
matrices τ (1)(v;u(0)) and τ˜ (1)(v;u(0)) form a family of commutative operators in the space L(1). They can
thus be diagonalized simultaneously. Assuming (4.31) holds, it is sufficient to focus on the wanted terms in
the exchange relations. In particular, it follows from (4.8) that
d
(k)(v)B
(k+1)
ak
i
(u
(k)
i ) =
v − q2κ−2k+2u
(k)
i
qv − q2κ−2+1u
(k)
i
B
(k+1)
ak
i
(u
(k)
i )a
(k)(v) + UWT,
D(k+1)a (v)B
(k+1)
ak
i
(u
(k)
i ) = B
(k+1)
ak
i
(u
(k)
i )R
(k+1)
q−1,aak
i
(v, q2κ−2k+2u
(k)
i )A
(k+1)
a (v) + UWT,
where UWT denotes the unwanted terms. The eigenvalue (4.30) now follows by Lemma 4.3 and the standard
arguments. 
The Theorem below is our first main result.
Theorem 4.9. Bethe vector Φ
(0)
θ (u
(0...n−1)) is an eigenvector of τ(v) with eigenvalue
(4.32) Λ(v;u(0...n−1)) := Λ(1)(v;u(1...n−1);u(0)) + Λ˜(1)(v;u(1...n−1);u(0))
provided
Res
v→u
(0)
j
Λ(v;u(0...n−1)) = 0 for 1 ≤ j ≤ m0, and(4.33)
Res
v→u
(k)
j
Λ(1)
(
v;u(1...n−1);u(0)
)
= 0 for 1 ≤ j ≤ mk, 1 ≤ k ≤ n− 1.(4.34)
Proof. Using (2.8) and (2.11)–(2.14), we deduce R
(1,1)
21 (u, v) = R
(1,1)
q−1,12(v, u) and
(K
(1,1)
12 (u, q
2κv))−1 = K
(1,1)
21 (v, q
2θu) = K
(1,1)
q−1,12(u, q
−2θv).
These relations allow us to rewrite (3.6) and (3.7) as
A±1 (v)B
±
2 (u) = R
(1,1)
q−1,12(v, u)B
±
2 (u)A
±
1 (v)K
(1,1)
12 (v, q
2θu)
−
1
v − u
Res
w→u
R
(1,1)
q−1,12(w, u)B
±
1 (v)A
±
2 (u)K
(1,1)
12 (w, q
2θu),
D±1 (v)B
±
2 (u) = K
(1,1)
q−1,12(v, q
−2θu)B±2 (u)D
±
1 (v)R
(1,1)
12 (v, u)
−
1
v − u
Res
w→u
K
(1,1)
q−1,12(w, q
−2θu)B±1 (v)D
±
2 (u)R
(1,1)
12 (w, u).
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Then, using (2.11), (4.24) and replacing the A and D operators with their images in End(L(0)), we obtain
A(1)a (v)βa˜0i a0i (u
(0)
i ) = βa˜0i a0i (u
(0)
i )K
(1,1)
aa0
i
(v, u
(0)
i )A
(1)
a (v)K
(1,1)
aa˜0
i
(v, q2θu
(0)
i )
−
1
v − u
(0)
i
βa˜0
i
a0
i
(v) Res
w→u
(0)
i
K
(1,1)
aa0
i
(w, u
(0)
i )A
(1)
a (w)K
(1,1)
aa˜0
i
(w, q2θu
(0)
i ),
D(1)a (v)βa˜0i a0i (u
(0)
i ) = βa˜0i a0i (u
(0)
i )R
(1,1)
aa0
i
(v, q−2θu
(0)
i )D
(1)
a (v)R
(1,1)
aa˜0
i
(v, u
(0)
i )
−
1
v − u
(0)
i
βa˜0
i
a0
i
(v) Res
w→u
(0)
i
R
(1,1)
aa0
i
(w, q−2θu
(0)
i )D
(1)
a (v)R
(1,1)
aa˜0
i
(w, u
(0)
i ).
The relations above together with Lemma 4.7 and the standard symmetry arguments imply that
τ(v)Φ
(0)
θ (u
(0...n−1))
= B
(0)
a
0˜,0
(u(0))
(
τ (1)(v;u(0)) + τ˜ (1)(v;u(0))
)
Φ
(1)
θ (u
(1...n−1);u(0))
−
m0∑
j=1
1
v − u
(0)
j
B
(0)
a
0˜,0
(u
(0)
σ
(0)
j
,u
(0)
j
→v
) Res
w→u
(0)
j
(
τ (1)(w;u
(0)
σ
(0)
j
) + τ˜ (1)(w;u
(0)
σ
(0)
j
)
)
Φ
(1)
θ (u
(1...n−1);u
(0)
σ
(0)
j
).
Theorem (4.8) allows us to replace τ (1)(w;u
(0)
σ
(0)
j
) and τ˜ (1)(w;u
(0)
σ
(0)
j
) with their eigenvalues, provided (4.34)
holds, giving
τ(v)Φ
(0)
θ (u
(0...n−1))
= B
(0)
a
0˜,0
(u(0))Λ(v;u(0...n−1))Φ
(1)
θ (u
(1...n−1);u(0))
−
m0∑
j=1
1
v − u
(0)
j
B
(0)
a
0˜,0
(u
(0)
σ
(0)
j
,u
(0)
j
→v
) Res
w→u
(0)
j
Λ(w;u
(0)
σ
(0)
j
,u(1...n−1))Φ
(1)
θ (u
(1...n−1);u
(0)
σ
(0)
j
).
Noting that, from its definition and the exact forms of Λ(1) and Λ˜(1), we have Λ(w;u
(0)
σ
(0)
j
,u(1...n−1)) =
Λ(w;u(0...n−1)). Therefore, (4.33) implies that each term in the sum on the second line individually vanishes,
and we are left with the desired result. 
Remark 4.10 (i). The equations (4.34) are Bethe equations for a Uq(gln)-symmetric spin chain, with an
additional factor when j = n− 1 due to level-0 excitations. For convenience, set u
(n)
j := u
(0)
j and mn := m0.
Then the explicit form of the equations (4.34) and (4.33) in the symplectic case is
ℓ∏
i=1
λ
(i)
1 (u
(1)
j )
λ
(i)
2 (u
(1)
j )
=
m1∏
i=1
i6=j
q−1u
(1)
j − qu
(1)
i
qu
(1)
j − q
−1u
(1)
i
m2∏
i=1
qu
(1)
j − q
−1u
(2)
i
u
(1)
j − u
(2)
i
,(4.35)
ℓ∏
i=1
λ
(i)
k (u
(k)
j )
λ
(i)
k+1(u
(k)
j )
=
mk−1∏
i=1
u
(k)
j − u
(k−1)
i
q−1u
(k)
j − qu
(k−1)
i
mk∏
i=1
i6=j
q−1u
(k)
j − qu
(k)
i
qu
(k)
j − q
−1u
(k)
i
mk+1∏
i=1
qu
(k)
j − q
−1u
(k+1)
i
u
(k)
j − u
(k+1)
i
,(4.36)
ℓ∏
i=1
λ
(i)
n−1(u
(n−1)
j )
λ
(i)
n (u
(n−1)
j )
=
mn−2∏
i=1
u
(n−1)
j − u
(n−2)
i
q−1u
(n−1)
j − qu
(n−2)
i
mn−1∏
i=1
i6=j
q−1u
(n−1)
j − qu
(n−1)
i
qu
(n−1)
j − q
−1u
(n−1)
i
mn∏
i=1
q2u
(n−1)
j − q
−2u
(n)
i
u
(n−1)
j − u
(n)
i
,(4.37)
ℓ∏
i=1
λ
(i)
n (u
(n)
j )
λ
(i)
n+1(u
(n)
j )
=
mn−1∏
i=1
u
(n)
j − u
(n−1)
i
q−2u
(n)
j − q
2u
(n−1)
i
mn∏
i=1
i6=j
q−2u
(n)
j − q
2u
(n)
i
q2u
(n)
j − q
−2u
(n)
i
(4.38)
for 2 ≤ k ≤ n− 2 and all allowed j, and weights given by (3.19).
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(ii). In the orthogonal case, the Bethe equations for k = 1, . . . , n − 3 are identical to the symplectic case.
For k = n− 2 and n− 1, the equations are replaced by, respectively,
ℓ∏
i=1
λ
(i)
n−2(u
(n−2)
j )
λ
(i)
n−1(u
(n−2)
j )
=
mn−3∏
i=1
u
(n−2)
j − u
(n−3)
i
q−1u
(n−2)
j − qu
(n−3)
i
mn−2∏
i=1
i6=j
q−1u
(n−2)
j − qu
(n−2)
i
qu
(n−2)
j − q
−1u
(n−2)
i
×
mn−1∏
i=1
qu
(n−2)
j − q
−1u
(n−1)
i
u
(n−2)
j − u
(n−1)
i
mn∏
i=1
qu
(n−2)
j − q
−1u
(n)
i
u
(n−2)
j − u
(n)
i
,(4.39)
ℓ∏
i=1
λ
(i)
n−1(u
(n−1)
j )
λ
(i)
n (u
(n−1)
j )
=
mn−2∏
i=1
u
(n−1)
j − u
(n−2)
i
q−1u
(n−1)
j − qu
(n−2)
i
mn−1∏
i=1
i6=j
q−1u
(n−1)
j − qu
(n−1)
i
qu
(n−1)
j − q
−1u
(n−1)
i
,(4.40)
for all allowed j. For the level-0 Bethe equations, however, the eigenvalue contains four poles at each Bethe
root, rather than two. Through use of the identity (see Remark 6.6 in [GRW20]),
λn+2(u)
λn(u)
=
λn+1(u)
λn−1(u)
,
the resulting expression may be factorised to give the following Bethe equations, for 1 ≤ j ≤ mn,(
mn−2∏
i=1
q−1u
(n)
j − qu
(n−2)
i
u
(n)
j − u
(n−2)
i
mn−1∏
i=1
qu
(n)
j − q
−1u
(n−1)
i
q−1u
(n)
j − qu
(n−1)
i
+
ℓ∏
i=1
λ
(i)
n (u
(n)
j )
λ
(i)
n−1(u
(n)
j )
)
×
(
mn∏
i=1
i6=j
qu
(n)
j − q
−1u
(n)
i
q−1u
(n)
j − qu
(n)
i
mn−2∏
i=1
q−1u
(n)
j − qu
(n−2)
i
u
(n)
j − u
(n−2)
i
−
ℓ∏
i=1
λ
(i)
n+1(u
(n)
j )
λ
(i)
n−1(u
(n)
j )
)
= 0.(4.41)
Observe that setting the first factor to zero is exactly equivalent to (4.40), the level-(n− 1) set of equations,
noting that the sign discrepancy is due to the product in (4.40) excluding the i = j index. This factorisation
is due to an automorphism of the Dynkin diagram of type Dn, which exchanges the two branching nodes.
This symmetry of Dynkin diagram is broken by our nesting procedure, and so we obtained only a single set
of Bethe equations for the level-(n − 1) Bethe roots. Extending this to the level-0, we set the right-hand
factor above to zero to give the level-0 Bethe equations
ℓ∏
i=1
λ
(i)
n−1(u
(n)
j , ci)
λ
(i)
n+1(u
(n)
j , ci)
=
mn−2∏
i=1
u
(n)
j − u
(n−2)
i
q−1u
(n)
j − qu
(n−2)
i
mn∏
i=1
i6=j
q−1u
(n)
j − qu
(n)
i
qu
(n)
j − q
−1u
(n)
i
(4.42)
for all allowed j.
(iii). Rather than taking (4.33) and (4.34) separately, we could instead attempt to recover the Bethe equations
from the condition Res
v→u
(k)
j
Λ(v;u(0...n−1)) = 0 for all Bethe roots u
(k)
j , 0 ≤ k ≤ n− 1. As one might expect,
this turns out to be directly equivalent to (4.34) for 1 ≤ k ≤ n− 2, however, in the k = n− 1 case we obtain
a factorisation identical to (4.41),(
mn−2∏
i=1
q−1u
(n−1)
j − qu
(n−2)
i
u
(n−1)
j − u
(n−2)
i
mn−1∏
i=1
i6=j
qu
(n−1)
j − q
−1u
(n−1)
i
q−1u
(n−1)
j − qu
(n−1)
i
−
ℓ∏
i=1
λ
(i)
n (u
(n−1)
j )
λ
(i)
n−1(u
(n−1)
j )
)
×
(
mn∏
i=1
qu
(n−1)
j − q
−1u
(n)
i
q−1u
(n−1)
j − qu
(n)
i
mn−2∏
i=1
q−1u
(n−1)
j − qu
(n−2)
i
u
(n−1)
j − u
(n−2)
i
+
ℓ∏
i=1
λ
(i)
n+1(u
(n−1)
j )
λ
(i)
n−1(u
(n−1)
j )
)
= 0,
for 1 ≤ j ≤ mn−1. This again reflects the fact that the symmetry of the Dynkin diagram of type Dn
is unbroken at level-0. One might expect that a nesting procedure of the type employed in [MaRa97] for
rational closed spin chains and in [Gom18] for rational open spin chains, in which the chain of symmetry
subalgebras is Dn ⊃ Dn−1 ⊃ · · · ⊃ D1, would preserve this symmetry of the Dynkin diagram at all levels of
nesting.
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Remark 4.11. For n = 2, the Bethe equations (4.40) and (4.42) decouple into two sets of Bethe equations
for Uq(sl2)-symmetric spin chains, and can be solved separately. This is consistent with the isomorphism
so4 ∼= sl2 ⊕ sl2. Similarly, for n = 3, the isomorphism so6 ∼= sl4 is borne out in the Bethe equations (4.39),
(4.40) and (4.42).
Remark 4.12. Let aij denote the matrix entries of a connected Dynkin diagram of type Cn or Dn and let
I denote the set of its nodes. Then put d1 = . . . = dn = 1 except dn = 2 for Cn. Upon substituting
u
(k)
j → q
d˜kz
(k)
j , where d˜k =
∑k
i=1 di except d˜n =
∑n−1
i=1 di for Dn, and taking into account (3.18) and (3.19),
Bethe equations above can be written as
ℓ∏
i=1
λk(q
d˜kz
(k)
j )
λk+1(qd˜kz
(k)
j )
= −
∏
l∈I
ml∏
i=1
z
(k)
j − q
dkaklz
(l)
i
qdkaklz
(k)
j − z
(l)
i
,
for 1 ≤ k ≤ n and all allowed j.
4.3. A nearest-neighbour interaction Hamiltonian. In the case where L(λ(i))ci
∼= Cn, so that L ∼=
(Cn)⊗ℓ and the Lax operators are given simply by the R-matrix (2.4), a nearest neighbour spin chain
Hamiltonian may be extracted from the transfer matrix by taking the logarithmic derivative at a particular
value of v. Indeed, set ci = 1 for 1 ≤ i ≤ ℓ and define an adjusted transfer matrix by
t(v) :=
(
1− v
q − q−1
)ℓ
τ(v),
with the property that at v = 1 it becomes the shift operator,
t(1) = tra Pa1Pa2 · · ·Paℓ = Pℓ−1,ℓPℓ−2,ℓ−1 · · ·P12.
A nearest-neighbour interaction Hamiltonian is then
H :=
d
dv
ln t(v)
∣∣∣
v=1
=
(
t(1)−1
)
t′(1) =
ℓ−1∑
i=1
hi,i+1 + hℓ,1,
where the interaction between adjacent sites h ∈ End(Cn ⊗ Cn) is given by
h := I −
P Rq
q − q−1
+
P Qq
q2κ − 1
.
4.4. Trace formula for Bethe vectors. Introduce matrices fθ ∈ End(C
2n) by f+ = q
−1en+2,n−qen+1,n−1
and f− = −qen+1,n. Then define a transposition ω on End(C
2n) by ω : eij 7→ θijq
νi−νje¯ı¯ where ı¯ = 2n−i+1
and ¯ = 2n− j + 1. The Theorem below is our second main result.
Theorem 4.13. The level-0 Bethe vector can be written as
Φ
(0)
θ (u
(0...n−1)) = trW
[(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
Rq−1,ak
i
a0
j
(u
(k)
i , q
2θu
(0)
j )
)
×
(
m0∏
i=1
Tωa0
i
(u
(0)
i )
)(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
Rak
i
a0
j
(u
(k)
i , q
−2κu
(0)
j )
)
×
(
n−1∏
k=1
mk∏
i=1
Tak
i
(u
(k)
i )
)(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
Rak
i
al
j
(u
(k)
i , u
(l)
j )
)
× (fθ)
⊗m0 ⊗ (e21)
⊗m1 ⊗ · · · ⊗ (en,n−1)
⊗mn−1
]
· η ,(4.43)
where the trace is taken over the space W =W
a
0 ⊗ · · · ⊗W
a
n−1
∼= (C2n)⊗(m0+...+mn−1).
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Proof. Recall the trace formula for the Bethe vectors of a Uq(gln)-symmetric spin chain given in Section 5.2
of [BeRa08]. This result implies the following formula for the level-1 Bethe vector:
Φ
(1)
θ (u
(1...n−1);u(0)) = tr
W
(1)
[(
n−1∏
k=1
mk∏
i=1
A
(1)
ak
i
a
0˜,0
(u
(k)
i ;u
(0))
)(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
R
(1,1)
ak
i
al
j
(u
(k)
i , u
(l)
j )
)
× (e
(1)
21 )
⊗m1 ⊗ · · · ⊗ (e
(1)
n,n−1)
⊗mn−1
]
· η
(1)
−θ ,
where the trace is taken over the space W
(1)
=W
(1)
a11
⊗ · · ·⊗W
(1)
an−1mn−1
∼= (Cn)⊗(m1+...+mn−1). From (4.4), this
is equal to
Φ
(1)
θ (u
(1...n−1);u(0)) = tr
W
(1)
[(
n−1∏
k=1
mk∏
i=1
1∏
j=m0
K
(1,1)
ak
i
a˜0
j
(u
(k)
i , q
2θu
(0)
j )
)(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
K
(1,1)
ak
i
a0
j
(u
(k)
i , u
(0)
j )
)
×
(
n−1∏
k=1
mk∏
i=1
A
(1)
aki
(u
(k)
i )
)(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
R
(1,1)
aki a
l
j
(u
(k)
i , u
(l)
j )
)
× (e
(1)
21 )
⊗m1 ⊗ · · · ⊗ (e
(1)
n,n−1)
⊗mn−1
]
· η
(1)
−θ .
We now introduce the level-0 creation operators in order to arrive at an expression for the level-0 Bethe
vector, as given in Definition 4.6,
Φ
(0)
θ (u
(0...n−1)) = tr
W
(1)
[(
m0∏
i=1
βa˜0
i
a0
i
(u
(0)
i )
)(
n−1∏
k=1
mk∏
i=1
1∏
j=m0
K
(1,1)
ak
i
a˜0
j
(u
(k)
i , q
2θu
(0)
j )
)
×
(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
K
(1,1)
ak
i
a0
j
(u
(k)
i , u
(0)
j )
)(
n−1∏
k=1
mk∏
i=1
A
(1)
ak
i
(u
(k)
i )
)
×
(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
R
(1,1)
ak
i
al
j
(u
(k)
i , u
(l)
j )
)
(e
(1)
21 )
⊗m1 ⊗ · · · ⊗ (e
(1)
n,n−1)
⊗mn−1
]
· η
(1)
−θ .
The next step is to rewrite the above expression in terms of the matrixB(u), cf. (3.5), rather than the creation
operator β(u). Consider the following in expression, in which a matrix operator X acts non-trivially on the
space a˜0 and trivially on the space a0, and vice versa for the matrix operator Y , and both operators act
non-trivially on any number of other spaces,
βa˜0a0(u)Xa˜0 Ya0 · (e
(1)
k )a˜0 ⊗ (e
(1)
l )a0 =
∑
ij
(e
(1)∗
j )a˜0 ⊗ (e
(1)∗
i )a0 ⊗ q
−ibı¯j(u) ·Xa˜0 Ya0 · (e
(1)
k )a˜0 ⊗ (e
(1)
l )a0 .
Contracting matrices gives∑
ij
q−i bı¯j(u)[X ]jk[Y ]il =
∑
ij
q−¯
[
Bω(u)
]
¯i
[X ]jk[Y ]il
=
∑
ij
q−k¯
[
Bω(u)
]
¯i
[Xω]k¯¯[Y ]il
=
∑
ij
q−k¯[Xω]k¯¯
[
Bω(u)
]
¯i
[Y ]il
= q−k¯[XωBω(u)Y ]k¯l = q
−k¯ tr
[
XωBω(u)Y e
(1)
lk¯
]
.
We have thus arrived at the identity
βa˜0a0(u)Xa˜0 Ya0 · (e
(1)
k )a˜0 ⊗ (e
(1)
l )a0 = q
−k¯ tr
[
XωBω(u)Y e
(1)
lk¯
]
.
Now recall (4.9). Hence we need to consider the cases when (k, l) = (1, 1), (1, 2), (2, 1), or equivalently
(l, k¯) = (1, n), (2, n), (1, n − 1). Bearing this in mind we define matrices f
(1)
θ ∈ End(C
n) by f
(1)
− = −qe
(1)
1,n
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and f
(1)
+ = q
−1e
(1)
2,n − qe
(1)
1,n−1. This allows us to write the level-0 Bethe vector as follows:
Φ
(0)
θ (u
(0...n−1))
= trW
[(
n−1∏
k=1
mk∏
i=1
1∏
j=m0
K
(1,1)
ak
i
a0
j
(u
(k)
i , q
2θu
(0)
j )
)ω
a
0
(
m0∏
i=1
Bωa0
i
(u
(0)
i )
)(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
K
(1,1)
ak
i
a0
j
(u
(k)
i , u
(0)
j )
)
×
(
n−1∏
k=1
mk∏
i=1
A
(1)
ak
i
(u
(k)
i )
)(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
R
(1,1)
ak
i
al
j
(u
(k)
i , u
(l)
j )
)
× (θqθ−nf
(1)
θ )
⊗m0 ⊗ (e
(1)
21 )
⊗m1 ⊗ · · · ⊗ (e
(1)
n,n−1)
⊗mn−1
]
· η
= trW
[(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
R
(1,1)
q−1,ak
i
a0
j
(u
(k)
i , q
2θu
(0)
j )
)(
m0∏
i=1
θqθ−nBωa0
i
(u
(0)
i )
)(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
K
(1,1)
ak
i
a0
j
(u
(k)
i , u
(0)
j )
)
×
(
n−1∏
k=1
mk∏
i=1
A
(1)
ak
i
(u
(k)
i )
)(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
R
(1,1)
ak
i
al
j
(u
(k)
i , u
(l)
j )
)
× (f
(1)
θ )
⊗m0 ⊗ (e
(1)
21 )
⊗m1 ⊗ · · · ⊗ (e
(1)
n,n−1)
⊗mn−1
]
· η.(4.44)
It remains to show that the form of the Bethe vector given in (4.43) reduces to to above form, by
considering the decomposition C2n ∼= C2⊗Cn as in (2.9), and tracing out all the C2 spaces. Making explicit
this decomposition, the formula (4.43) becomes
Φ
(0)
θ (u
(0...n−1)) = trW
[(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
Rq−1,ak
i
a0
j
(u
(k)
i , q
2θu
(0)
j )
)
×
(
m0∏
i=1
Tωa0
i
(u
(0)
i )
)(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
Rak
i
a0
j
(u
(k)
i , q
−2κu
(0)
j )
)
×
(
n−1∏
k=1
mk∏
i=1
Tak
i
(u
(k)
i )
)(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
Rak
i
al
j
(u
(k)
i , u
(l)
j )
)
× (x21 ⊗ f
(1)
θ )
⊗m0 ⊗ (x11 ⊗ e
(1)
21 )
⊗m1 ⊗ · · · ⊗ (x11 ⊗ e
(1)
n,n−1)
⊗mn−1
]
· η.(4.45)
Recall (2.10) and note that
R(u, v) x11 ⊗ x11 = R
(1,1)(u, v)x11 ⊗ x11,
R(u, v) x11 ⊗ x21 = U
(1,1)(u, v)x21 ⊗ x11 +K
(1,1)(u, q2κv)x11 ⊗ x21.
Next, recall (2.2) and note that
νn+j − νi = j − θ
′ − (−n+ i− 1 + θ′) = j − i+ n− θ
for all 1 ≤ i, j ≤ n. This implies the following relationship between the transposition ω on End(C2n) and its
counterpart on End(Cn):[
Tω(u)
]
i,n+j
= θqi−j−n+θtn−j+1,2n−i+1(u) = θq
θ−n
[
Bω(u)
]
ij
.
Hence, the action of T (u) and Tω(u) on x11 and x21 takes the form
T (u)x11 = A(u)x11 + C(u)x21,
Tω(u)x21 = θq
θ−nBω(u)x11 +A
ω(u)x21.
The identities above imply that the numbers of x11’s and x21’s inside the trace in (4.45) are conserved
individually under the action R-matrices. Therefore, the only possibility for the partial trace over the C2
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spaces to be nonzero is if the action of the Tω
a0
i
(u
(0)
i ) maps (x21)a0i to (x11)a0i . That is, each T
ω
a0
i
(u
(0)
i ) acts
as qθ−nθBω
a0
i
(u
(0)
i ). Since each (x21)a0i must be acted on by T
ω
a0
i
(u
(0)
i ), the R-matrices to the right of the
Tω
a0
i
(u
(0)
i )’s must not permute the (x21)a0j with the (x11)aki for k ≥ 1. That is, the Raki a0j (u
(k)
i , q
−2κu
(0)
j ) each
act as K
(1,1)
aki a
0
j
(u
(k)
i , u
(0)
j ) in order for the trace to be non-zero. Finally, all other R-matrices in (4.45) act on
suitable pairs x11⊗ x11 only, and may simply be replaced with R
(1,1)(u, v), for appropriate u, v. This proves
that taking the partial trace over the C2 spaces in (4.45) we arrive at (4.44), as required. 
Below we provide two examples of level-0 Bethe vectors obtained using (4.45). We will assume thatmi = 0
for 0 ≤ i ≤ n− 1 if not stated otherwise. We also set pk := δk,n−1 q
−2 (q − q−1).
Example 4.14 (Symplectic case). For n ≥ 1 and m0 = m ≥ 1 we have
Φ
(0)
− (u
(0)
1 , . . . , u
(0)
m ) = q
−mtn,n+1(u
(0)
1 ) · · · tn,n+1(u
(0)
m ) · η.
For n ≥ 2 and m0 = mk = 1 with 1 ≤ k ≤ n− 1 we have
Φ
(0)
− (u
(0)
1 , u
(k)
1 ) = q
−1
[
tn,n+1(u
(0)
1 )tk,k+1(u
(k)
1 ) +
pku
(0)
1
u
(k)
1 − u
(0)
1
(
tn−1,n+1(u
(0)
1 ) + tn,n+2(u
(0)
1 )
)
tnn(u
(k)
1 )
]
· η.
For n ≥ 2 and m0 = 2, mk = 1 with 1 ≤ k ≤ n− 1 we have
Φ
(0)
− (u
(0)
1 , u
(0)
2 , u
(k)
1 ) = q
−2
[
tn,n+1(u
(0)
1 )tn,n+1(u
(0)
2 )tk,k+1(u
(k)
1 )
+ pk
(
u
(0)
2
u
(k)
1 − u
(0)
2
tn,n+1(u
(0)
1 )
(
tn−1,n+1(u
(0)
2 ) +
qu
(k)
1 − q
−1u
(0)
1
u
(k)
1 − u
(0)
1
tn,n+2(u
(0)
2 )
)
+
u
(0)
1
u
(k)
1 − u
(0)
1
(
qu
(k)
1 − q
−1u
(0)
2
u
(k)
1 − u
(0)
2
tn−1,n+1(u
(0)
1 ) +
q2u
(k)
1 − q
−2u
(0)
2
u
(k)
1 − u
(0)
2
tn,n+2(u
(0)
1 )
)
tn,n+1(u
(0)
2 )
)
× tk+1,k+1(u
(k)
1 )
]
· η.
Example 4.15 (Orthogonal case). For n ≥ 1 and m0 = m ≥ 1 we have
Φ
(0)
+ (u
(0)
1 , . . . , u
(0)
m ) =
m∏
k=1
(
q−2tn−1,n+1(u
(0)
k )− tn,n+2(u
(0)
k )
)
· η.
For n ≥ 2 and m0 = mk = 1 with 1 ≤ k ≤ n− 1 we have
Φ
(0)
+ (u
(0)
1 , u
(k)
1 ) =
[
qδk,n−1u
(k)
1 − q
−δk,n−1u
(0)
1
q2(u
(k)
1 − u
(0)
1 )
(
q−2tn−1,n+1(u
(0)
1 )− tn,n+2(u
(0)
1 )
)
tk,k+1(u
(k)
1 )
+
pk+1u
(0)
1
u
(k)
1 − u
(0)
1
(
q−2tn−2,n+1(u
(0)
1 )− q tn,n+3(u
(0)
1 )
)
tk+1,k+1(u
(k)
1 )
]
· η.
For n ≥ 4 and m0 = 2, mk = 1 with 1 ≤ k ≤ n− 3 we have
Φ
(0)
+ (u
(0)
1 , u
(0)
2 , u
(k)
1 ) =
(
q−2tn−1,n+1(u
(0)
1 )− tn,n+2(u
(0)
1 )
)
×
(
q−2tn−1,n+1(u
(0)
2 )− tn,n+2(u
(0)
2 )
)
tk,k+1(u
(k)
1 ) · η.
The k = n− 2 and k = n− 1 cases have long tails, hence we have not written them out explicitly.
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Appendix A. The semi-classical limit
In order to retrieve the results of [Res85] and [DVK87], we investigate the semi-classical q → 1 limit, or
equivalently the ~ → 0 limit. The limit must be taken in a particular way, as the spectral parameters have
a hidden q dependence. Setting u = e2x~, v = e2y~ and q = e~ and expanding in powers of ~, we recover the
Zamolodchikov R-matrix [ZaZa78, KuSk82],
Rq −→
~→0
I, Qq −→
~→0
Q :=
2n∑
i,j=1
eij ⊗ eı¯¯, R(u, v) −→
~→0
R(x− y) := I −
P
x− y
−
Q
κ− (x − y)
.
The reduced R-matrices become the Yang R-matrices,
R(k,l)(u, v) −→
~→0
R(k,l)(x− y) := I(k,l) −
P (k,l)
x− y
.
The eigenvalues given in Theorem 4.8 in the limit become
Λ(1)(y;x(1...n−1);x(0)) =
m1∏
i=1
y − x
(1)
i + 1
y − x
(1)
i
ℓ∏
i=1
λ
(i)
1 (y)
+
n−2∑
k=2
mk−1∏
i=1
y − x
(k−1)
i − 1
y − x
(k−1)
i
mk∏
i=1
y − x
(k)
i + 1
y − x
(k)
i
ℓ∏
i=1
λ
(i)
k (y)
+
mn−2∏
i=1
y − x
(n−2)
i − 1
y − x
(n−2)
i
mn−1∏
i=1
y − x
(n−1)
i + 1
y − x
(n−1)
i
m0∏
i=1
y − x
(0)
i + θ
′
y − x
(0)
i
ℓ∏
i=1
λ
(i)
n−1(y)
+
mn−1∏
i=1
y − x
(n−1)
i − 1
y − x
(n−1)
i
m0∏
i=1
y − x
(0)
i + 2− θ
′
y − x
(0)
i
ℓ∏
i=1
λ(i)n (y)
and
Λ˜(1)(y;x(1...n−1);x(0)) =
m1∏
i=1
y − x
(1)
i − κ
y − x
(1)
i − κ+ 1
ℓ∏
i=1
λ
(i)
2n(y)
+
n−2∑
k=2
mk−1∏
i=1
y − x
(k−1)
i − κ+ k
y − x
(k−1)
i − κ+ k − 1
mk∏
i=1
y − x
(k)
i − κ+ k − 1
y − x
(k)
i − κ+ k
ℓ∏
i=1
λ
(i)
2n−k+1(y)
+
mn−2∏
i=1
y − x
(n−2)
i + θ − 1
y − x
(n−2)
i + θ − 2
mn−1∏
i=1
y − x
(n−1)
i + θ − 1
y − x
(n−1)
i + θ − 2
m0∏
i=1
y − x
(0)
i − θ
′
y − x
(0)
i
ℓ∏
i=1
λ
(i)
n+2(y)
+
mn−1∏
i=1
y − x
(n−1)
i + θ
y − x
(n−1)
i + θ − 1
m0∏
i=1
y − x
(0)
i − 2 + θ
′
y − x
(0)
i
ℓ∏
i=1
λ
(i)
n+1(y)
where the rational weights are given by
λ
(i)
j (v) −→
~→0
λ
(i)
j (y) :=

y − bi − si
y − ci
if j = 1,
1 if 1 < j < 2n,
y − bi − κ+ 1
y − bi − κ+ 1− si
if j = 2n
(A.1)
in the symmetric case, i.e. when g2n = so2n, and by
λ
(i)
j (v) −→
~→0
λ
(i)
j (y) :=

y − bi − 1
y − bi
if 1 ≤ j ≤ si,
1 if si < j < 2n− si + 1,
y − bi − κ+ si
y − bi − κ+ si − 1
if 2n− si + 1 ≤ j ≤ 2n
(A.2)
in the skewsymmetric case, i.e. when g2n = sp2n; here bi =
1
2~ log ci ∈ C are the inhomogeneities.
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The Bethe equations may be obtained in the same way. Denoting x
(n)
j := x
(0)
j and mn := m0 their explicit
form is, in the symplectic case,
ℓ∏
i=1
λ
(i)
1 (x
(1)
j )
λ
(i)
2 (x
(1)
j )
=
m1∏
i=1
i6=j
x
(1)
j − x
(1)
i − 1
x
(1)
j − x
(1)
i + 1
m2∏
i=1
x
(1)
j − x
(2)
i + 1
x
(1)
j − x
(2)
i
,
ℓ∏
i=1
λ
(i)
k (x
(k)
j )
λ
(i)
k+1(x
(k)
j )
=
mk−1∏
i=1
x
(k)
j − x
(k−1)
i
x
(k)
j − x
(k−1)
i − 1
mk∏
i=1
i6=j
x
(k)
j − x
(k)
i − 1
x
(k)
j − x
(k)
i + 1
mk+1∏
i=1
x
(k)
j − x
(k+1)
i + 1
x
(k)
j − x
(k+1)
i
,
ℓ∏
i=1
λ
(i)
n−1(x
(n−1)
j )
λ
(i)
n (x
(n−1)
j )
=
mn−2∏
i=1
x
(n−1)
j − x
(n−2)
i
x
(n−1)
j − x
(n−2)
i − 1
mn−1∏
i=1
i6=j
x
(n−1)
j − x
(n−1)
i − 1
x
(n−1)
j − x
(n−1)
i + 1
mn∏
i=1
x
(n−1)
j − x
(n)
i + 2
x
(n−1)
j − x
(n)
i
,
ℓ∏
i=1
λ
(i)
n (x
(n)
j )
λ
(i)
n+1(x
(n)
j )
=
mn−1∏
i=1
x
(n)
j − x
(n−1)
i
x
(n)
j − x
(n−1)
i − 2
mn∏
i=1
i6=j
x
(n)
j − x
(n)
i − 2
x
(n)
j − x
(n)
i + 2
for 2 ≤ k ≤ n− 2 and all allowed j, and weights given by (A.2). In the orthogonal case, the Bethe equations
for k = 1, . . . , n− 3 are identical to the symplectic case; for k = n− 2, n− 1, n they are, respectively,
ℓ∏
i=1
λ
(i)
n−2(x
(n−2)
j )
λ
(i)
n−1(x
(n−2)
j )
=
mn−3∏
i=1
x
(n−2)
j − x
(n−3)
i
x
(n−2)
j − x
(n−3)
i − 1
mn−2∏
i=1
i6=j
x
(n−2)
j − x
(n−2)
i − 1
x
(n−2)
j − x
(n−2)
i + 1
×
mn−1∏
i=1
x
(n−2)
j − x
(n−1)
i + 1
x
(n−2)
j − x
(n−1)
i
mn∏
i=1
x
(n−2)
j − x
(n)
i + 1
x
(n−2)
j − x
(n)
i
,
ℓ∏
i=1
λ
(i)
n−1(x
(n−1)
j )
λ
(i)
n (x
(n−1)
j )
=
mn−2∏
i=1
x
(n−1)
j − x
(n−2)
i
x
(n−1)
j − x
(n−2)
i − 1
mn−1∏
i=1
i6=j
x
(n−1)
j − x
(n−1)
i − 1
x
(n−1)
j − x
(n−1)
i + 1
,
ℓ∏
i=1
λ
(i)
n−1(x
(n)
j )
λ
(i)
n+1(x
(n)
j )
=
mn−2∏
i=1
x
(n)
j − x
(n−2)
i
x
(n)
j − x
(n−2)
i − 1
mn∏
i=1
i6=j
x
(n)
j − x
(n)
i − 1
x
(n)
j − x
(n)
i + 1
for all allowed j, and weights given by (A.1). Substituting x
(k)
j → w
(k)
j − d˜k with d˜k and assuming restrictions
on n as in Remark 4.12, the Bethe equations for both symplectic and orthogonal cases take the form
ℓ∏
i=1
λ
(i)
k (w
(k)
j − d˜k)
λ
(i)
k+1(w
(k)
j − d˜k)
= −
∏
l∈I
ml∏
i∈1
w
(k)
j − w
(l)
i −
1
2dkakl
w
(k)
j − w
(l)
i +
1
2dkakl
for 1 ≤ k ≤ n and all allowed j.
Finally, the trace formula for level-0 Bethe vector (4.45) takes the form
Φ(0)(x(0...n−1)) = trW
[(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
Raki a0j (x
(k)
i − x
(0)
j − θ)
)
×
(
m0∏
i=1
T ta0
i
(x
(0)
i )
)(
n−1∏
k=1
mk∏
i=1
m0∏
j=1
Rak
i
a0
j
(x
(k)
i − x
(0)
j + κ)
)
×
(
n−1∏
k=1
mk∏
i=1
Tak
i
(x
(k)
i )
)(
n−1∏
k=2
k−1∏
l=1
mk∏
i=1
1∏
j=ml
Rak
i
al
j
(x
(k)
i − x
(l)
j )
)
× (fθ)
⊗m0 ⊗ (e21)
⊗m1 ⊗ · · · ⊗ (en,n−1)
⊗mn−1
]
· η ,
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where the trace is taken over the spaceW = Wa01 ⊗· · ·⊗Wan−1mn−1
∼= (C2n)⊗(m0+...+mn−1) and fθ ∈ End(C
2n)
is defined for orthogonal and symplectic cases respectively by f1 = en+1,n−1 − en+2,n and f−1 = en+1,n,
and Ta(x)’s are defined via the rational fusion procedure analogous to that in Section 3.2 (see [IMO12] and
Section 3.1 in [GeRe19]) and t is the transposition defined by t : eij 7→ e¯ ı¯.
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