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Abstract—In the two-user Gaussian interference channel with
Gaussian inputs and treating interference as noise (TIN), im-
proper complex signals can be beneficial if time-sharing is not
allowed or if only the data rates are averaged over several
transmit strategies (convex hull formulation). On the other hand,
proper (circularly symmetric) signals have recently been shown
to be optimal if coded time-sharing is considered, i.e., if both
the data rates and the transmit powers are averaged. In this
paper, we show that both conclusions remain the same if single-
input multiple-output (SIMO) systems with multiple antennas
at the receivers are considered. The proof for the case with
coded time-sharing is via a novel enhanced channel concept
for the two-user SIMO interference channel, which turns out
to deliver a tight outer bound to the TIN rate region with
coded time-sharing. The result for the case without coded time-
sharing is demonstrated by studying specific examples in which
a newly proposed composite real gradient-projection method for
improper signaling can outperform the globally optimal proper
signaling strategy. In addition, we discuss how the achievable
TIN rate region with coded time-sharing can be computed
numerically.
Index Terms—Improper signaling, interference channel, rate
region, single-input/multiple-output (SIMO), time-sharing, treat
interference as noise.
I. INTRODUCTION
Using so-called improper signals, where the pseudovariance
c˜x = E[(x − E[x ])2] is not equal to zero, instead of proper
signals [1] with zero pseudovariance1 has been identified as
a candidate to manage interference in future communication
systems. In particular, it was shown in [2] that improper signals
can achieve more degrees of freedom than proper signals in the
three-user Gaussian interference channel. This inspired further
research on improper signals in other communication scenarios
with interference.
For the two-user Gaussian interference channel under the
assumption that we use Gaussian codebooks and treat inter-
ference as noise (TIN), it has recently been shown that we
have to distinguish between two cases. It was shown in [3]
that proper signaling achieves the whole rate region if coded
time-sharing (see [4], [5] and Section II-B) is allowed, i.e.,
if it is allowed to average the data rates and the transmit
powers over several transmit strategies. If we instead restrict
ourselves to the so-called convex hull formulation (see [4] and
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1In the case of zero-mean Gaussian random variables, propriety is equiva-
lent to circular symmetry of the probability density function.
Section II-C), i.e., we only allow an averaging of the rates,
or to pure strategies (see Section II-A), i.e., we do not allow
any averaging, improper signaling can bring gains over proper
signaling as demonstrated in [6].
In this paper, we show that the situation remains the same
in the two-user Gaussian single-input multiple-output (SIMO)
interference channel with Gaussian codebooks and TIN. For
the case with coded time-sharing, we provide a nontrivial
extension of the proof from [7], showing that proper signals
are the optimal inputs in this case (Section III). Afterwards,
we discuss numerical algorithms for pure strategies and for
coded time-sharing under the assumption of proper signals,
and we propose a gradient-projection method for weighted
sum rate maximization with improper signals (Section IV).
Using the algorithmic solutions, we can visualize comparisons
of the rate regions obtained with the various types of strategies
(proper/improper and pure/convex hull/time-sharing), and we
can establish the result that improper signals can be beneficial
if coded-time sharing is not allowed (Section V). Finally,
interpretations of the results and possible extensions to other
scenarios are discussed (Section VI).
There is a large variety of results on the comparison
of proper and improper signals in single-input single-output
(SISO) scenarios, and some results are available for the
multiple-input single-output (MISO) interference channel, but
the topic has not yet been studied in detail for the SIMO inter-
ference channel. Improper signals were considered in the SISO
interference channel from a game-theoretic perspective in [8],
and heuristic optimization methods for improper signaling
were proposed in [6], [9]. Demonstrations of the superiority
of improper signaling in the case without coded time-sharing
were given in [6], [10] for the case of mutual interference
and in [11], [12] for the case with one-sided interference
(so-called Z-interference channel). The optimality of proper
signals in the case with coded time-sharing was first shown
for the Z-interference channel in [13] and then extended to the
two-user interference channel with mutual interference in [3].
For the two-user MISO interference channel, [14] proposed a
heuristic with improper signals that was shown to outperform
the globally optimal proper signaling in the case without coded
time-sharing. A heuristic improper signaling scheme for the
multiple-input multiple-output (MIMO) interference channel
can be found in [15].
All these previous results do not answer the two questions
that are settled in this paper, namely whether proper signals
remain optimal in the case with coded time-sharing when
switching from a SISO scenario to a SIMO scenario, and
whether gains by improper signals can be shown in the SIMO
2scenario without coded time-sharing.
As an additional contribution, we show that symbol ex-
tensions (considering multiple subsequent channel uses as a
single channel use in a higher-dimensional system, e.g., [2],
[16], [17]) are not required to achieve the whole time-sharing
rate region. This is a generalization of results for the real-
valued SISO interference channel in [18] and the complex
SISO interference channel in [3].
Finally, the proposed gradient-projection algorithm might be
of interest in its own since it can also be applied to the more
general MIMO interference channel. A comparison of this
approach to other heuristic approaches should be investigated
in the future, but goes beyond the scope of this paper, which
focuses on investigating the above-mentioned fundamental
aspects of the two-user SIMO interference channel.
Notation:We use 0 for the zero vector or zero matrix, •T for
the transpose, and •H for the conjugate-transpose. Inequalities
for vectors have to be understood as sets of component-wise
inequalities while  for matrices is meant in the sense of
positive-semidefiniteness. The vector ei is the ith canonical
unit vector, the matrix IN is the N × N identity matrix,
and we use diag(•i) to construct a diagonal matrix from its
diagonal elements •i. We write ⊗ for the Kronecker product,
and ‖ • ‖ is the 2-norm of a vector. The ceiling operation ⌈a⌉
rounds a real number a to the smallest integer greater than or
equal to a. We use ℜ, ℑ, and ∠ for the real part, imaginary
part, and the argument of a complex number, respectively.
To distinguish real-valued and complex quantities, we write
complex quantities in sans-serif font and real-valued quantities
in serif font. Throughout the paper, we use the shorthand
notation j := 3− k for the index of the interfering user when
considering a user k ∈ {1, 2}.
II. SYSTEM MODEL AND TIME-SHARING
We consider a two-user SIMO interference channel
y1 = h11x1 + h12x2 + η1 ∈ C
N1 (1a)
y2 = h21x1 + h22x2 + η2 ∈ C
N2 (1b)
with proper Gaussian noise ηk ∼ CN (0,Cηk), where the
input signals xk, k = 1, 2 are (possibly improper) zero-
mean complex Gaussian with variance cxk = E[|xk|
2] and
pseudovariance c˜xk = E[x
2
k ]. The whole paper focuses on the
case where the receivers treat interference as noise (TIN). It is
thus convenient for some derivations to define the interference-
plus-noise signals
s1 = h12x2 + η1, s2 = h21x1 + η2. (2)
The channel vectors hkk and hkj are assumed to stay
constant over time, and we assume perfect channel state
information. Furthermore, it is assumed that the input signals
of both users and the noise at both users (i.e., x1, x2, η1, and
η2) are all mutually independent. Without loss of generality,
we assume Cηk = INk , ∀k.
The achievable rates (Shannon rates) with TIN can be
written as (e.g., [6])
rk(X ) =
log2
detCyk
detCsk
+
1
2
log2
det
(
INk − C
−1
yk
C˜ykC
−T
yk
C˜
H
yk
)
det
(
INk − C
−1
sk C˜ skC
−T
sk C˜
H
sk
) (3)
with
Cyk = hkkcxkh
H
kk + Csk , Csk = hkjcxjh
H
kj + INk , (4a)
C˜yk = hkk c˜xkh
T
kk + C˜ sk , C˜ sk = hkj c˜xjh
T
kj . (4b)
The tuple X = (cx1 , cx2 , c˜x1 , c˜x2) summarizes all parameters
that describe the chosen strategy, i.e., all transmit variances and
pseudovariances. The special case c˜x1 = c˜x2 = 0 corresponds
to proper signaling. In this case, the second summand in (3)
vanishes.
As an alternative to (3), we can calculate the achievable data
rates via the composite real representation, where complex
vectors b and linear operations b 7→ Ab (with a complex
matrix A) are represented by (e.g., [19])
bˇ =
[
ℜb
ℑb
]
and bˇ 7→ A`bˇ, A` =
[
ℜA −ℑA
ℑA ℜA
]
. (5)
The second-order properties of a random vector b with co-
variance matrix Cb and pseudocovariance matrix C˜b , can
equivalently be described by the covariance matrix of bˇ. The
relation reads as (e.g., [20])
Cbˇ =
1
2
([
ℜCb −ℑCb
ℑCb ℜCb
]
+
[
ℜC˜b ℑC˜b
ℑC˜b −ℜC˜b
])
(6)
and Cbˇ is referred to as the composite real covariance matrix.
Using these definitions, the achievable rates are given by
rk(Cxˇk ,Cxˇj ) =
1
2
log2
detCyˇk
detCsˇk
(7)
with
Cyˇk = H`kkCxˇkH`
T
kk +Csˇk , (8a)
Csˇk = H`kjCxˇjH`
T
kj +
1
2
I2Nk . (8b)
The composite real channel matrices according to the defini-
tion in (5) read as
H`kk =
[
ℜhkk −ℑhkk
ℑhkk ℜhkk
]
, H`kj =
[
ℜhkj −ℑhkj
ℑhkj ℜhkj
]
(9)
The factor of 12 in front of the logarithm accounts for the
fact that real-valued data streams instead of complex ones are
considered while the factor of 12 in (8b) comes from applying
(6) to the noise covariance matrix.
A. Pure Strategies
In this paper, three types of transmit strategies are consid-
ered. In the first type, which we refer to as pure strategies, a
single choice for the statistical properties of the input signals is
applied as long as the channel realization remains unchanged.
3To study the rate region with pure strategies we compute
Pareto-optimal pairs of achievable rates (r1, r2) by solving the
so-called rate balancing [21] optimization2
max
X ,R∈R
R s. t. rk(X ) ≥ ρkR, ∀k (10a)
0 ≤ cxk ≤ Pk, ∀k (10b)
|˜cxk | ≤ cxk , ∀k (10c)
with the so-called rate profile vector [23] ρ set to ρ =
[ρ1, ρ2]
T = [β, 1 − β]T for various β ∈ [0; 1]. The entries
of ρk define relative rate targets of the two users, and the
optimal value of R is the highest possible common scaling
factor that still leads to a feasible pair of rates. Without loss
of generality, we assume that ρ1 + ρ2 = 1, so that the value
of R equals the achieved sum rate.
B. Time-Sharing
The second type of strategies we consider combine mul-
tiple transmit strategies by means of weighting factors τ =
[τ1, . . . , τL] that indicate which fraction of the total time the
ℓth strategy should be used. Instead of interpreting them as
the length of time intervals, these weights can also be seen as
the probability that the ℓth strategy is chosen (see the concept
of a time-sharing parameter in [4]).
The so-called time-sharing strategies (or coded time-
sharing, e.g., [5]) can be optimized by solving
max
X (ℓ),L∈N,R∈R
τ≥0:
∑L
ℓ=1 τℓ=1
R s. t.
L∑
ℓ=1
τℓrk(X
(ℓ)) ≥ ρkR, ∀k (11a)
L∑
ℓ=1
τℓc
(ℓ)
xk
≤ Pk, ∀k (11b)
0 ≤ c(ℓ)
xk
, ∀k, ∀ℓ (11c)
|˜c(ℓ)
xk
| ≤ c(ℓ)
xk
, ∀k, ∀ℓ (11d)
where we use X (ℓ) = (c
(ℓ)
x1 , c
(ℓ)
x2 , c˜
(ℓ)
x1
, c˜(ℓ)
x2
) to denote the
transmit (pseudo)variances of the ℓth strategy.
C. Convex Hull
The third type of strategies, which do not exploit the full
potential of time-sharing [4], are obtained by first finding the
rate region with pure strategies and then taking its convex
hull (e.g., [6], [8], [12], [14]). This convex hull operation
corresponds to averaging the data rates as in (11a), but the
power constraints for pure strategies (10b) are respected when
computing the original rate region. Thus, the convex hull
formulation cannot exploit the potential of average power
constraints as in (11b). This can be formulated as
max
X (ℓ),L∈N,R∈R
τ≥0:
∑L
ℓ=1 τℓ=1
R s. t.
L∑
ℓ=1
τℓrk(X
(ℓ)) ≥ ρkR, ∀k (12a)
0 ≤ c(ℓ)
xk
≤ Pk, ∀k, ∀ℓ (12b)
|˜c(ℓ)
xk
| ≤ c(ℓ)
xk
, ∀k, ∀ℓ. (12c)
2Note that (10c) is the necessary and sufficient condition for a valid
pseudovariance (see, e.g., [22]).
Due to the more restrictive power constraints, the convex
hull formulation leads in general to a smaller rate region than
coded time-sharing. To obtain the complete time-sharing rate
region, we thus cannot take the convex hull after solving
(10), but we instead have to account for the possibility of
time-sharing already during the optimization by solving (11).
Some might argue that coded time-sharing can lead to stronger
fluctuations of the transmit powers than the convex hull
formulation. A detailed discussion why this should not be
seen as an obstacle and how long-term fluctuations could be
circumvented is given in [3].
D. Remark on Symbol Extensions
All rate expressions given above can be extended to include
the possibility of symbol extensions (see, e.g., [2], [16]–[18],
[24]). In this case, transmit symbols
¯
xk =

xk,1...
xk,T

 (13)
spanning over T channel uses are considered, and the achiev-
able rates can be calculated via
rk(X ) =
1
2T
log2
detC
¯
yˇk
detC
¯
sˇk
(14)
with
C
¯
yˇk
=
¯
H`kkC
¯
xˇk ¯
H`Tkk +C
¯
sˇk , (15a)
C
¯
sˇk = ¯
H`kjC
¯
xˇj ¯
H`Tkj +
1
2
I2TNk . (15b)
where
¯
H`kk and
¯
H`kj are the composite real representations
(5) of3
¯
Hkk = IT ⊗ hkk,
¯
Hkj = IT ⊗ hkj . (16)
Note that switching to a symbol extension over T channel
uses implies that the transmit power constraint becomes an
average power constraint
1
T
trace[C
¯
xˇk ] ≤ Pk (17)
over the T elements of
¯
xk. As this does not seem to be
compatible with the assumptions in the case of pure strategies
or of the convex hull formulation, we only consider the
possibility of symbol extensions when studying coded time-
sharing.
However, in the formal proofs in the appendix it is shown
that symbol extensions do not bring any advantages if coded
time-sharing is considered. Therefore, for the sake of readabil-
ity, the derivations in the following section are directly written
down for the case without symbol extensions.
The fact that symbol extensions do not bring an advantage in
the case of Gaussian signals and TIN with coded time-sharing
was established for the real-valued single-antenna interference
channel in [18] and extended to the complex single-antenna
interference channel in [3]. Similar considerations for single-
antenna scenarios can also be found in [24], [25]. One part of
proving Theorem 1 in the next section is to extend this result
to the complex SIMO interference channel.
3Recall that we only consider constant channel coefficients in this paper.
4III. MAIN RESULT WITH CODED TIME-SHARING
In this section, we establish the main result of this paper,
which states the optimality of proper signaling without symbol
extensions in the considered scenario with coded time-sharing.
Theorem 1. Consider the two-user Gaussian SIMO interfer-
ence channel (1) with Gaussian input signals under power
constraints (11b), and assume that interference is treated as
noise. Then, the whole time-sharing rate region R can be
achieved using proper input signals without symbol extensions.
The proof is established by combining four Lemmas that are
stated and proven below. First, Lemma 1 describes a transfor-
mation to a simpler SIMO interference channel whose rate
region R′ equals the original rate region R. Then, Lemma 2
introduces an enhanced SIMO interference channel whose rate
region R¯ contains R′. However, under a restriction to proper
signaling without symbol extensions, the rate regions R′proper
of the transformed system and R¯proper of the enhanced system
coincide, which is stated in Lemma 3. Finally, Lemma 4
studies the enhanced system and shows that proper signaling
without symbol extensions achieves the whole time-sharing
rate region, i.e., R¯proper is the same as R¯.
Proof of Theorem 1: By Lemmas 1, 2, 3, and 4, we
have R = R′ ⊆ R¯ = R¯proper = R′proper = Rproper, where
R′ is defined in Lemma 1, R¯ is defined in Lemma 2, and
the subscript proper denotes the respective rate region under a
restriction to proper input signals without symbol extensions.
On the other hand, it is clear that Rproper ⊆ R. This shows
that Rproper = R.
Lemma 1. Consider the reduced QR decomposition[
hkk hkj
]
= Qk︸︷︷︸
∈CNk×2
[
hk ake
jϕk
0 bke
jψk
]
(18)
with hk, ak, bk, ϕk, ψk ∈ R, and let
h′11 =
[
h1
0
]
, h′22 =
[
h2e
jθ
0
]
, h′12 =
[
a1
b1
]
, h′21 =
[
a2
b2
]
(19)
with θ = −ϕ1 − ϕ2. Define R
′ to be the time-sharing rate
region of the transformed SIMO interference channel
y1 = h
′
11x1 + h
′
12x2 + η
′
1 ∈ C
2 (20a)
y2 = h
′
21x1 + h
′
22x2 + η
′
2 ∈ C
2 (20b)
with proper Gaussian noise η′k ∼ CN (0, I2). Then, under the
assumptions of Theorem 1, R = R′ and any rate vector that is
achievable in one system with proper signaling without symbol
extensions is also achievable in the other system under the
same restrictions.
Note that there are various ways to transform multiantenna
interference channels to simpler formulations, preferably of
reduced dimension. For example, a standard form of the two-
user MIMO interference channel discussed in [26, Sec. 2.2.1]
could also be applied to the SIMO scenario. The transforma-
tion that we instead propose in Lemma 1 is designed in a way
that the enhanced scenario needed for the following proofs can
be easily created. The proof of Lemma 1 in the appendix is
based on the fact that neither a receive filtering with QHk nor
some required phase rotations of the input and output signals
change the achievable rates.
Lemma 2. Let R¯ denote the time-sharing rate region of the
modified interference channel
y1 = h
′
11x1 + h
′
12x2 + η
′
1 ∈ C
2 (21a)
y2 = h
′
21x1 + h¯22x2 + η
′
2 ∈ C
2 (21b)
with
h¯kk =
[
hk
0
]
(22)
and all other definitions as in Lemma 1. Then, under the
assumptions of Theorem 1, R ⊆ R¯.
The formal proof of Lemma 2 including the possibility of
symbol extensions is presented separately in the appendix. In
the following, we give a short justification by applying the
composite real rate expression (7) to the transformed system
(20) obtained in Lemma 1.
Let us parameterize the composite real input covariance
matrices as4
Cxˇk =
cxk
2
I2 +
|˜cxk |
2
[
cosαk sinαk
sinαk − cosαk
]
(23)
where αk can be chosen arbitrarily without affecting the power
constraints or the condition for a valid c˜xk . The following facts
can be verified by expanding the determinants by the help of a
software for symbolic calculations. First, detCsˇ1 and detCsˇ2
both do not depend on any of α1, α2 and θ. Second, there is
no individual dependence of detCyˇ1 and detCyˇ2 on α1, α2,
or θ, but instead the dependence is only via
β1 = α2 − α1, β2 = α2 − α1 + 2θ (24)
respectively. Third, we have
∂ detCyˇk
∂βk
=
h2k|ak|
2 |˜cx1 ||˜cxj | sinβk
8
. (25)
Let r¯k(X ) denote a version of (7) where, after expanding
the determinants, all instances of βk are replaced by π while
the occurrences of cxk , cxj , |˜cxk |, and |˜cxj | remain unchanged.
Due to (25), having βk = π, ∀k would be optimal in terms of
achievable rates. The interpretation of this is that the impro-
priety of the intended signal and of the received interference
should point exactly in opposite directions.5 However, due to
(24), it is in general not possible to achieve βk = π for both
users simultaneously. Thus, r¯k(X ) is in general not achievable,
but it is an upper bound to rk(X ).
By contrast, the upper bounds are achievable for both users
simultaneously if we instead consider the enhanced system
(21), where θ = 0. Moreover, the upper bounds in the
enhanced system (21) are the same as in the transformed
system (20) since the only dependence of detCyˇ2 on θ via β2
was eliminated when forming the upper bound. This leads to
the statement of Lemma 2 that for any time-sharing solution
with α1 and α2 being chosen optimally in each strategy, the
average rates achieved in (21) are at least as high as in (20).
4The time slot index ℓ can be omitted for the sake of brevity whenever we
consider only a particular time slot.
5Similar observations can be found in other system models, e.g., [3], [12].
5The idea of channel enhancement was originally proposed
in [27] to make a nondegraded MIMO broadcast channel
degraded by increasing some channel gains (or, equivalently,
reducing the noise). The idea was later transferred to the
MIMO wiretap channel [28] and the MIMO relay channel
[29]. However, the channel enhancement argument that we
use in this work is instead based on a different idea that was
developed in [3] for the SISO interference-channel. Lemma 2
provides a nontrivial extension of this idea to the considered
SISO scenario. Compared to the classical enhancement argu-
ment from [27], the first difference is that our aim is not to
create a degraded scenario, but rather a scenario with real-
valued channel coefficients, which turns out to be useful in the
following proofs. The second difference is that we obtain the
enhancement by only changing the phase of a single channel
coefficient while keeping all magnitudes unchanged.
Lemma 3. Assume a constraint that all transmit signals have
to be proper without symbol extensions, and let R′proper
and R¯proper denote the resulting time-sharing rate regions of
(20) and (21), respectively. Then, under the assumptions of
Theorem 1, R′proper = R¯proper.
Proof: For proper signals without time-sharing, the rate
is given by the first summand of (3). It is easy to verify that
Cs1 , Cs2 , and Cy1 do not depend on θ as the only dependence
on θ can be via h′22. Since
h′22cxkh
′H
22 =
[
h22cx2 0
0 0
]
(26)
Cy2 does not depend on θ either. Thus, choosing θ = 0 to
obtain (21) does not change the achievable rates.
Lemma 4. For the enhanced SIMO interference channel (21)
under the assumptions of Theorem 1, proper signaling without
symbol extensions achieves the whole time-sharing rate region,
i.e., R¯proper = R¯.
The formal proof including the consideration of symbol
extensions is given in the appendix. For the following intuitive
justification, we note that all channel vectors in (21) are real-
valued, so that the composite real representation of each of
them is a block-diagonal matrix with two equal blocks due to
(5). We thus have
yˇ1 =
[
h′11 0
0 h′11
]
xˇ1 +
[
h′12 0
0 h′12
]
xˇ2 + ηˇ1 (27a)
yˇ2 =
[
h′21 0
0 h′21
]
xˇ1 +
[
h¯22 0
0 h¯22
]
xˇ2 + ηˇ2 (27b)
with real-valued Gaussian noise ηˇk ∼ N (0,
1
2I4), ∀k. This
is mathematically equivalent to a symbol extension over two
channel uses in a real-valued SIMO interference channel with
constant channels.
We can now make use of the upper bounds on the per-user
rates defined below (25). These bounds are achievable in the
enhanced scenario if we choose α2 = α1 + π, and they do
not depend on the individual values of α1 and α2. We may
thus assume α1 = 0 without loss of generality, so that c˜
(ℓ)
xk
are
real-valued for both users k. Then, Cxˇk in (23) are diagonal
for both k and can be reparameterized as
C
(ℓ)
xˇk
=
1
2
[
c
(ℓ)
xk + c˜
(ℓ)
xk
0
0 c
(ℓ)
xk − c˜
(ℓ)
xk
]
=:
[
p
(ℓ)
k,1 0
0 p
(ℓ)
k,2
]
(28)
in the ℓth time slot. Since the determinant of a block-diagonal
matrix can be rewritten as a product of determinants, and since
the logarithm of a product is a sum of logarithms, the diagonal
covariance matrices lead to
r¯
(ℓ)
k =
2∑
t=1
1
2
log2
detC
yˇ
(ℓ)
k,t
detC
sˇ
(ℓ)
k,t
(29)
with
C
(ℓ)
yˇk,t
= h¯kkp
(ℓ)
k,th¯
T
kk +Csˇ(ℓ)
k,t
, (30a)
C
sˇ
(ℓ)
k,t
= h′kjp
(ℓ)
j,th
′T
kj +
1
2
I2 (30b)
for t ∈ {1, 2}.
Now assume that p
(ℓ)
k,1 6= p
(ℓ)
k,2 for some k and some ℓ in the
optimal rate balancing solution. Then, we can create a new
solution with L′ = 2L time slots with τ ′ℓ = τ⌈ℓ/2⌉/2 in (11),
and set6
p
′(ℓ)
k,1 = p
′(ℓ)
k,2 =
{
p
(⌈ℓ/2⌉)
k,1 , ℓ odd,
p
(⌈ℓ/2⌉)
k,2 , ℓ even.
(31)
This does not change the value on the left hand side of (11b),
and due to (29), the value on the left hand side of (11a) remains
unchanged as well. In essence, since the channel model in (27)
consists of block-diagonal matrices with equal blocks, varying
the power over the blocks in a single time slot is completely
interchangeable with varying the power over two consecutive
time slots. Thus, any power imbalance between the blocks can
be equalized by replacing it with a power imbalance over time
slots. Consequently, there always exists an optimal solution
with
p
′(ℓ)
k,1 = p
′(ℓ)
k,2 ⇔
c
′(ℓ)
xk + c˜
′(ℓ)
xk
2
=
c
′(ℓ)
xk − c˜
′(ℓ)
xk
2
⇔ c˜ ′(ℓ)
xk
= 0
(32)
for all users k and all time slots ℓ, i.e., a solution with proper
signaling.
To complete the proof of Lemma 4 and thus of Theorem 1,
the argumentation is extended in the formal proof in the ap-
pendix in order to include the possibility of symbol extensions
in the complex setting.
IV. ALGORITHMIC SOLUTIONS
In this section, we discuss numerical methods to optimize
the various types of transmit strategies discussed in this
paper. Under a restriction to proper signals, we comment
on a globally optimal method for rate balancing with pure
strategies, and we propose a globally optimal method for rate
balancing with coded time-sharing. Afterwards, we turn our
attention to improper signals and propose a heuristic approach
to weighted sum rate maximization, which we then use to draw
conclusions about pure strategies and about the convex hull
6Similar arguments have previously been used in SISO scenarios [3], [24].
6formulation in Section V. Note that there is no need to derive
an optimization method for coded time-sharing with improper
signals since we have shown in Theorem 1 that proper signals
are optimal in case of coded time-sharing.
A. Pure Strategies with Proper Signals
In [30], a weighted sum rate maximization in the K-
user SIMO interference channel with proper signals was
considered, and an exponential-complexity method based on
monotonic optimization was proposed for this nonconvex
problem. An arising subproblem in this method is the rate
balancing problem (10), for which an efficient solution was
proposed in [30]. For the reader’s convenience, we briefly
summarize the relevant steps below.
Via a bisection over R, problem (10) can be turned into a
series of feasibility problems with fixed rate targets (due to
fixed R) instead of relative rate targets, i.e.,
find
cx1 ,cx2
w1,w2
s. t. log2 (1 + γk) ≥ ρkR, ∀k (33a)
0 ≤ cxk ≤ Pk, ∀k (33b)
where the signal-to-interference-and-noise ratio γk can been
expressed by means of a receive filter wk as
γk =
|wHk hkk|
2cxk
|wHk hkj |
2cxj +w
H
k wk
. (34)
Problem (33) has a solution if and only if the value of
Γ (R) =
(
max
cx1 ,cx2
w1,w2
min
k∈{1,2}
γk
2ρkR − 1
s. t. 0 ≤ cxk ≤ Pk, ∀k
)
(35)
is larger than or equal to 1.
According to [30, Th. 4.1], there exists an i ∈ {1, 2} such
that the solution of (35) remains unchanged if the power
constraint of user k = i is ignored. Moreover, problem (35)
with only one power constraint can be solved via Perron-
Frobenius theory (e.g., [31]) as derived in detail in [30].
These ingredients lead to the solution method summarized
in Algorithm 1, which is a specialization of [30, Algorithms III
and IV] to the case of K = 2 users. The algorithm uses
Ai =
[
Ψ σ
1
Pi
eTi Ψ
1
Pi
eTi σ
]
, (36)
Ψ =
[
0 d1|w
H
1 h12|
2
d2|wH2 h21|
2 0
]
, σ =
[
d1‖w1‖
2
d2‖w2‖2
]
(37)
for i ∈ {1, 2}, where dk =
2ρkR−1
|wH
k
hkk|2
for k ∈ {1, 2}.
B. Coded Time-Sharing with Proper Signals
To solve the time-sharing problem (11) under a restriction
to proper signals, we extend the approach for the SISO in-
terference channel in [3] to the considered SIMO interference
channel. Since (11) fulfills the so-called time-sharing condition
from [32], it has zero duality gap, and we can consider the
Lagrangian dual problem (e.g., [33], [34]).
Let p(ℓ) = [p
(ℓ)
1 , p
(ℓ)
2 ]
T, and define the rate with proper
signals as rk(p) := rk(X )|X=(p1,p2,0,0) with rk(X ) from (3).
Algorithm 1 Solution to Problem (10) based on [30]
Perform a bisection to find R : Γ (R) = 1 by repeatedly
evaluating the nondecreasing function Γ (R) as follows:
For i ∈ {1, 2}:
1) Set cxk ← 0, ∀k.
2) Set wk ← C−1sk hkk, ∀k.
3) Set λ and [cx1 , cx2 , 1] to the dominant eigenvalue and
eigenvector of Ai.
4) Repeat from step 2) until λ has converged (change from
previous iteration smaller than some ǫ).
5) If cxk ≤ Pk, ∀k, return Γ (R)←
1
λ .
We can drop the constraint (11d) and dualize the constraints
(11a)–(11b), so that we obtain
min
µ≥0
λ≥0
max
L∈N,R∈R
(τ≥0):
∑L
ℓ=1 τℓ=1
max
(p(ℓ)≥0)∀ℓ
Θ (38)
with the dual variables µ = [µ1, µ2]
T and λ = [λ1, λ2]
T, and
the Lagrangian function
Θ =
(
1−
2∑
k=1
µkρk
)
R +
2∑
k=1
λkPk
+
L∑
ℓ=1
τℓ
2∑
k=1
(
µk rk(p
(ℓ))− λkp
(ℓ)
k
)
. (39)
To avoid an unbounded inner maximization, the outer mini-
mization must be restricted to ρTµ = 1, and we obtain
min
µ≥0,λ≥0
ρTµ=1
2∑
k=1
λkPk + fµ,λ(p
⋆(µ,λ)). (40)
with
p⋆(µ,λ) = argmax
p≥0
fµ,λ(p) (41)
and
fµ,λ(p) =
2∑
k=1
(µk rk(p)− λkpk) . (42)
Note that the dual problem can finally be expressed without a
dependence on L and τℓ since the L instances of the innermost
maximization in (38) are all equivalent to solving the same
inner problem (41). For a similar derivation with more details
about intermediate steps, the reader is referred to [3].
The outer problem is a convex program and can be solved by
various methods from the literature on convex programming
(e.g., [33], [34]). A detailed description how the problem in
the SISO case can be solved by means of the cutting plane
method [34], [35] is given in [3]. As switching to a SIMO
scenario only changes the rate equations in the inner problem,
but not the structure of the outer problem, we refer the reader
to [3] for further details and instead concentrate on the inner
problem.
For given µ and λ, the inner problem (41) can be re-
formulated as a so-called mixed monotonic program (MMP)
[36], which can be solved by means of a branch-and-bound
algorithm (e.g., [37, Sec. 6.2]). For this method, which we
7summarize below, we introduce the mixed monotonic (MM)
function
F (x,y) =
2∑
k=1
(
µk log2
(
1 + xkh
H
kk
(
INk+ hkjyjh
H
kj
)−1
hkk
)
− λkyk
)
(43)
which is nondecreasing in x and nonincreasing in y. Since
fµ,λ(p) = F (p,p), we can rewrite the inner problem as
max
p≥0
F (p,p) (44)
and we note that
U([a; b]) := F (b,a) ≥ F (p,p), ∀p ∈ [a; b] (45a)
A([a; b]) := F (a,a) ≤ max
p∈[a; b]
F (p,p) (45b)
give us upper and lower bounds to the optimal value inside a
box p ∈ B = [a; b] = {p | a ≤ p ≤ b}. The utopian bound
(45a) is due to the MM properties of F and becomes tight as
b− a→ 0.
The branch-and-bound algorithm summarized in Algo-
rithm 2 is based on the observation that subdividing a box
Bˆ = [aˆ; bˆ] into a pair of smaller boxes B1 and B2 leads
to refined bounds (45), which ultimately become tight if the
boxes converge to singletons. A new pair of boxes can be
obtained by cutting the box Bˆ along its longest edge into two
subboxes, i.e.,
B1 =
[
aˆ; bˆ−
bˆk⋆ − aˆk⋆
2
ek⋆
]
(46a)
B2 =
[
aˆ+
bˆk⋆ − aˆk⋆
2
ek⋆ ; bˆ
]
(46b)
and
k⋆ = argmax
k∈{1,2}
bˆk − aˆk. (47)
Algorithm 2 Branch-and-Bound Method for Problem (41)
Given an initial set B = {B0} such that the optimizer is
contained in the box B0:
1) Find the box with the highest upper bound, i.e., Bˆ =
argmaxB∈B U(B) with U defined in (45a).
2) Replace B by7(B \ {Bˆ}) ∪ {B1,B2} using (46).
3) Repeat steps 1) and 2) until maxB∈B U(B) −
maxB∈BA(B) ≤ ǫ with A defined in (45b).
4) Return the vector p that achieves maxB∈BA(B).
According to the convergence proof in [36], the method
converges in finite time to an ǫ-optimal solution, i.e., a solution
that is no more than ǫ away from the true global optimum, if
the initial box B0 contains the whole feasible set. Since the
feasible set of (44) is unbounded, we instead use the following
procedure (following the lines of [3]) to construct a B0 that
contains the global optimum, which is sufficient.
7We use \ to denote a set difference.
Consider the concave interference-free expression
fˆk(pk) = µk log2
(
1 + pk‖hkk‖
2
)
− λkpk
pk→∞→ −∞ (48)
where setting the derivative to zero leads to the maximum
fˆmax,k = max
pk≥0
fˆk(pk) = fˆk
(
max
{
µk
λk ln 2
−
1
‖hkk‖2
, 0
})
.
(49)
Moreover, by any root finding method for concave functions,
we can find p0,k such that fˆk(pk) + fˆmax,j ≤ 0, ∀pk ≥ p0,k.
Since neglecting the interference cannot reduce the achievable
rates, it holds that fˆ(p) :=
∑2
k=1 fˆk(pk) ≥ F (p,p), and we
have fˆ(p) ≤ 0 if pk ≥ p0,k for any k. Thus, (44) takes its
maximum inside B0 = [0; p0], where p0 = [p0,1, p0,2]T.
Remark 1. The algorithmic solution based on Lagrange dual-
ity, the cutting plane method, and mixed monotonic program-
ming could also be applied to the K-user SIMO interference
channel with K > 2 users. The only obstacle is that the
computational complexity of the branch-and-bound method
grows exponentially in the number of variables, and might thus
no longer be feasibly if K grows large. Due to the nonconvex
nature of the inner problem, polynomial-complexity methods
for finding its global optimum are not expected to exist.
Remark 2. Instead of the MMP approach, other monotonic
programming formulations, e.g., based on the polyblock
method as in [30], [38], could be used. However, the case
studies in [36] suggest that those methods would be computa-
tionally less efficient than the proposed MMP solution. To get
an overview of various monotonic programming techniques
in similar scenarios, see [36], [39], [40] and the references
therein.
Remark 3. Note that solving the dual problem (40) only
delivers the optimal rates, but does not directly deliver the
time-sharing strategy that achieves these rates. If we are
interested in the optimal strategy, a so-called primal recovery
as described in [3] can be easily performed based on the
cutting plane solution of the outer problem. The number of
strategies L obtained from the primal recovery can in principle
be arbitrarily high, as defined in the optimization problem (11).
However, it is clear from an extension to the Carathéodory
Theorem discussed in [41] that there always exists an optimal
solution of (11) that requires no more than 4 active strategies
[3]. Indeed, only a low number of strategies with nonzero time-
sharing weights τℓ is observed when applying the algorithm
in numerical simulations.
C. Weighted Sum Rate Maximization with Improper Signals
When improper signals are allowed as input signals, it is
no longer sufficient to consider the first summand of the
rate equation (3). Instead, we have to consider the complete
expression in (3) or the composite real version in (7). As these
expressions are nonconvex and do not have clear monotonicity
properties, it is not obvious how a globally optimal solution
to rate maximization problems with improper signals can be
obtained. In the following, we propose a gradient-projection
8approach for the weighted sum rate maximization
max
Cxˇ10
Cxˇ20
2∑
k=1
wkrk(Cxˇ1 ,Cxˇ2)︸ ︷︷ ︸
W (Cxˇ1 ,Cxˇ2)
s. t. trace[Cxˇk ] ≤ Pk, ∀k
(50)
in the composite real representation.
The approach relies on the covariance-based optimization
framework from [42], but the following modifications are
applied.
• In [42, Th. 1], a projection onto a feasible set defined
by a sum power constraint is derived. To apply the
method to individual power constraints instead, note
that the constraints on Cxˇ1 and Cxˇ2 in (50) are not
coupled. Thus, we can project each Cxˇk individually on
its respective feasible set. Fortunately, this is equivalent
to the projection with a sum power constraint in a system
with K = 1 user, i.e., we can apply the projection from
[42, Th. 1] individually for each Cxˇk .
• While a convex optimization problem was considered
in [42], we apply the gradient-projection approach to
a nonconvex problem. Thus, we cannot expect to find
the globally optimal solution in general. To increase the
probability of finding the global optimum, we can start
the algorithm with multiple random initializations and
keep the best solution.
• Instead of the complex formulation with proper signals
in [42], we consider a problem in the composite real
representation. Thus, all Hermitian matrices in [42] are
replaced by real-symmetric matrices below. Moreover,
similar as for the composite real optimization methods
in [15], [43], it is necessary to choose initial covariance
matrices that correspond to improper signaling because
the algorithm would otherwise be stuck in the set of solu-
tions with proper signals and would never find potentially
better solutions with improper signals.
The procedure summarized in Algorithm 3 makes use of
the gradient
∂W
∂Cxˇk
=
wk
2 ln 2
H`TkkC
−1
yˇk
H`kk+
wj
2 ln 2
H`Tjk
(
C−1yˇj −C
−1
sˇj
)
H`kk
(51)
and of the projection
projk(Cxˇk) := Ωk diag(max{ξk,i − ζk, 0})Ωk (52)
where Ωk diag(ξk,i)Ωk = Cxˇk is an eigenvalue decomposi-
tion and ζk is determined such that
∑2Nk
i=1 max{ξk,i−ζk, 0} =
Pk. Finding ζk has an interpretation similar to the waterfilling
method [44] and can, e.g., be implemented as described in
[42, Cor. 1].
Remark 4. The gradient-projection approach could be further
fine-tuned with a preconditioning step [42], other step size
rules (e.g., [34]), or a different convergence criterion, e.g.,
based on the Frobenius norm of the change in the variables
instead of based on the objective function. However, for our
purposes in Section V, such a fine-tuning is not required.
Analyzing these possible modifications is thus beyond the
scope of this paper.
Algorithm 3 Gradient-Projection Algorithm for Problem (50)
For each given pair of initial matrices (Cxˇ1,0,Cxˇ2,0):
1) Set s← 1.
2) Set Gk ←
∂W
∂Cxˇk
, ∀k using (51).
3) Set Cxˇk,m+1 ← projk
(
Cxˇk,m +
1
sGk
)
, ∀k.
4) IfW (Cxˇ1,m+1,Cxˇ2,m+1)−W (Cxˇ1,m,Cxˇ2,m) < 0, set
s← s+ 1 and repeat from step 3).
5) IfW (Cxˇ1,m+1,Cxˇ2,m+1)−W (Cxˇ1,m,Cxˇ2,m) > ǫ, set
m← m+ 1 and repeat from step 2).
6) Return (Cxˇ1,m+1,Cxˇ2,m+1).
Remark 5. Even though we consider the SIMO interference
channel, the composite real representation is a real-valued
MIMO system. Thus, Algorithm 3 is designed for weighed
sum rate maximization in the real-valued MIMO interference
channel. This implies that it could also be applied to the
composite real representation of a complex MIMO interference
channel. Moreover, the algorithm can easily be extended to
a K-user MIMO interference channel with K > 2 users
and is thus an alternative to the heuristic based on weighted
minimum mean square error minimization from [15]. Since
studying MIMO scenarios goes beyond the scope of this paper,
a comparison of the average performance of the two heuristics
in various scenarios is left open for future research.
V. NUMERICAL RESULTS
To compare the various transmit strategies numerically, we
consider the channel realization
h11 =
[
−0.0878+ 0.3457j
1.0534 + 0.7316j
]
, h12 =
[
0.9963 + 0.5140j
1.0021− 0.2146j
]
,
(53a)
h21 =
[
0.9496 + 0.4156j
−1.7076− 1.1134j
]
, h22 =
[
0.5072 + 0.6282j
1.1528− 0.8111j
]
(53b)
with P1 = P2 = 10. According to the numerical results in
Fig. 1, the convex hull formulation for proper signals cannot
do any better than time division multiple access, i.e., switching
between the two single-user points. This result is obtained
by first calculating the rate region for pure strategies with
proper signals using the globally optimal method described in
Section IV-A and taking the convex hull afterwards. By con-
trast, when incorporating the possibility of coded time-sharing
directly in the optimization as discussed in Section IV-B, a
significantly larger rate region can be achieved while sticking
to proper signaling.
For improper signaling, we present results based on the
gradient-projection heuristic for weighted sum rate maximiza-
tion from Section IV-C. When solved optimally, a weighted
sum rate maximization can only lead to points that are achiev-
able with pure strategies, but also lie on the Pareto boundary
of the convex hull of the rate region [38, Cor A5.9]. The
results can thus be used to draw conclusions about both pure
strategies and the convex hull formulation.
For a better illustration, we have added markers at the points
that can be achieved with a pure strategy. As some of these
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Figure 1. Achievable rate regions with pure strategies, with the convex hull
formulation, and with time-sharing in the scenario (53) with P1 = P2 = 10.
points lie outside the rate region of pure strategies with proper
signals, we have demonstrated a gain by improper signals for
the case of pure strategies. A gain for the case of the convex
hull formulation is demonstrated by the convex hull of these
points (gray dashed) compared to the convex hull for proper
signaling. However, the gains by means of improper signaling
are limited to these two cases without coded time-sharing.
If coded time-sharing is allowed, Theorem 1 states that no
gain by using improper signaling instead of proper signaling
is possible.
As we have solved the weighted sum rate maximization
with a suboptimal heuristic, it is left open whether a better
algorithm could bring the convex hull for improper signals
closer to the plotted time-sharing rate region. However, it is
clear from Theorem 1 that the time-sharing rate region is an
outer bound to what is achievable with improper signaling.
In a second scenario with
h11 =
[
0.9578 + 2.0563j
−0.7581 + 0.5835j
]
, h12 =
[
0.6795 + 0.9751j
0.0877− 0.7482j
]
,
(54a)
h21 =
[
1.0159− 0.3314j
−1.3866− 0.1927j
]
, h22 =
[
−0.1398 + 0.7767j
−0.8541− 0.1965j
]
(54b)
we observe a case where proper pure strategies and the convex
hull formulation with proper signals achieve more than time
division multiple access. All other observations remain the
same as in the first scenario.
As a further example, we reconsider the channel realization
from (53), but we set h12 = 0, so that receiver 1 does not
experience any interference from transmitter 2. The results in
Fig. 3 show that the previous observations remain valid in such
a one-sided SIMO interference channel (SIMO Z-interference
channel).
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Figure 2. Achievable rate regions with pure strategies, with the convex hull
formulation, and with time-sharing in the scenario (54) with P1 = P2 = 10.
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Figure 3. Achievable rate regions with pure strategies, with the convex hull
formulation, and with time-sharing in the scenario (53) with P1 = P2 = 10
and with h12 replaced by h12 = 0.
VI. DISCUSSION AND OUTLOOK
We have considered the two-user Gaussian SIMO interfer-
ence channel with Gaussian inputs and interference treated
as noise. For this scenario, we have proven that proper
signals achieve the whole rate region if coded time-sharing is
allowed. On the other hand, for the case where time-sharing
is not allowed and only pure strategies or the convex hull
formulation are considered, we have demonstrated numerically
that improper signaling can lead to larger rate regions than the
globally optimal proper signaling strategy. These results were
established for two-user SISO interference channels in [3] and
[6], respectively, and we have extended them to the two-user
SIMO interference channel.
It is important to note that Theorem 1, which shows the
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optimality of proper signals in case of coded time-sharing, is
specific to scenarios with only two users. Improper signaling
may bring gains in theK-user SIMO interference channel with
K > 2 even if coded time-sharing is allowed since the phases
of the complex pseudovariances play a role in systems with
three or more users [2]. By contrast, the proof in this paper
makes use of the fact that the pseudovariances can be chosen
to be real-valued in the case of two users (see the discussion
below Lemma 4).
As a real-valued pseudovariance corresponds to a power
imbalance between real and imaginary parts, the following
intuitive interpretation is possible in the two-user case. In the
convex hull formulation, reducing the transmit power of a
user in one time slot will help the other user by reducing the
interference, but it will not allow us to use a higher transmit
power in some other time slot. The latter would be possible in
case of coded time-sharing. By contrast, reducing the power in
one of the real-valued components of a complex signal always
allows us to increase the power in the other component without
increasing the total transmit power. Thus, improper signaling
brings a gain in flexibility over proper signaling in the convex
hull formulation, but not in case of coded time-sharing. For
a more detailed discussion of this interpretation, the reader is
referred to [3], [13], where the aspect was discussed in single-
antenna scenarios.
A topic for future research would be an extension of The-
orem 1 to the MISO interference channel. For this scenario,
gains by means of improper signals were shown in [14] for
pure strategies and for the convex hull formulation, but it is an
open question whether improper signals can still be beneficial
if coded time-sharing is considered. Extending the argumen-
tation from this paper to the MISO interference channel is
nontrivial since covariance matrices and pseudocovariance
matrices of the input signals need to be considered instead
of scalar variances and scalar pseudovariances.
The situation is even less clear for the MIMO interference
channel. When studying the case of coded time-sharing, the
complications are the same as described above for the MISO
scenario. However, for the MIMO interference channel, even
the case of pure strategies and the convex hull formulation
is not fully understood. Since no globally optimal methods
for pure strategies with proper signaling are available if all
terminals have multiple antennas, previous comparisons [15]
have only compared proper heuristics to improper heuristics,
but gains by improper signaling over globally optimal proper
signaling have not been demonstrated.
APPENDIX
In this appendix, we prove Lemma 1, and we provide formal
proofs of Lemmas 2 and 4 taking into account the possibility
of symbol extensions.
Proof of Lemma 1: In the null space of QHk , we only
have noise, and due to Cηk = INk , these noise components
are independent of the noise components in the orthogonal
complement of the null space. Thus, we do not lose any
information when removing all components in this null space
(see [26, Sec. 2.2.1]) by setting
y ′k = Q
H
k yk = Q
H
k
[
hkk hkj
] [xk
xj
]
+QHk ηk
= QHk Qk︸ ︷︷ ︸
=I2
[
hk ake
jϕk
0 bke
jψk
] [
xk
xj
]
+QHk ηk. (55)
Furthermore, defining new input and output signals with
rotated phases according to
x ′1 = x1 x
′
2 = x2e
jϕ1 (56a)
y ′′1,1 = y
′
1,1 y
′′
2,1 = y
′
2,1e
−jϕ2 (56b)
y ′′1,2 = y
′
1,2e
j(ϕ1−ψ1) y ′′2,2 = y
′
2,2e
−jψ2 (56c)
does not change the achievable rates.8 Thus, the SIMO inter-
ference channel
y ′′1 =
[
h1 a1e
jϕ1
0 ej(ϕ1−ψ1)b1e
jψ1
] [
x ′1
e−jϕ1x ′2
]
+ η′1 (57a)
y ′′2 =
[
e−jϕ2h2 e
−jϕ2a2e
jϕ2
0 e−jψ2b2e
jψ2
] [
e−jϕ1x ′2
x ′1
]
+ η′2 (57b)
with
η
′
1 =
[
1
e−j(ϕ1−ψ1)
]
QH1 η1 ∼ CN (0, I2) (58a)
η
′
2 =
[
e−jϕ2
e−jψ2
]
QH1 η2 ∼ CN (0, I2) (58b)
has the same achievable rate region as (1). Comparing (57)
to (20), we can identify θ = −ϕ1 − ϕ2. Moreover, x ′1 and x
′
2
are proper if and only if x1 and x2 are proper since c˜x2 =
0 ⇔ c˜
x
′
2
= c˜x2e
j2ϕ1 = 0 . Finally, it is clear from (56)
that a strategy without symbol extensions in the transformed
system corresponds to a strategy without symbol extensions
in the original system.
Proof of Lemma 2: We can calculate the achievable rates
with symbol extensions (13) and possibly improper signals by
applying the rate equation (14) to the transformed SIMO in-
terference channel (20). We use the eigenvalue decomposition
C
¯
xˇj = VkΦkV
T
k and we note that ¯
H` ′Tkj ¯
H` ′kj is equal to the
composite real representation of the complex matrix
¯
H ′Tkj ¯
H ′kj = (IT ⊗ h
′
kj)
T(IT ⊗ h
′
kj) = ‖h
′
kj‖
2
IT . (59)
Translating this to the composite real representation (5), where
the dimension is doubled, we have
¯
H` ′Tkj ¯
H` ′kj = ‖h
′
kj‖
2
I2T ,
and the denominator of (14) can be rewritten as
detC
¯
sˇk = 2
−4T det
(
I4T + 2
¯
H` ′kjC
¯
xˇj ¯
H` ′Tkj
)
(60a)
= 2−4T det
(
I2T + 2‖h
′
kj‖
2Φj
)
. (60b)
Furthermore,
¯
H` ′Tkk ¯
H` ′kj is equal to the composite real rep-
resentation of9
¯
H ′Hkk ¯
H ′kj = (IT ⊗ h
′
kk)
H(IT ⊗ h
′
kj) = h
′H
kkh
′
kjIT . (61)
8On the receiver side, we do not lose information since the transformation
is invertible. On the transmitter side, for any distribution of x2 that fulfills
the constraints, there exists a distribution for x ′2 that fulfills the constraints.
9We treat h′
kk
as a complex vector since it is complex for k = 2, see (19).
11
detC
¯
yˇk
= 2−4T det
(
I4T + 2
[
¯
H` ′kk ¯
H` ′kj
] [
C
¯
xˇk
C
¯
xˇj
] [
¯
H` ′Tkk
¯
H` ′Tkj
])
(63a)
= 2−4T det
(
I4T + 2
[
¯
H` ′kkVk ¯
H` ′kjVj
] [
Φk
Φj
] [
V Tk ¯
H` ′Tkk
V Tj ¯
H` ′Tkj
])
(63b)
= 2−4T det
(
I4T + 2
[
V Tk ¯
H` ′Tkk ¯
H` ′kkVk V
T
k ¯
H` ′Tkk ¯
H` ′kjVj
V Tj ¯
H` ′Tkj ¯
H` ′kkVk V
T
j ¯
H` ′Tkj ¯
H` ′kjVj
][
Φk
Φj
])
(63c)
= 2−4T det
(
I4T + 2
[
‖h′kk‖
2
I2T |h
′H
kkh
′
kj |V
T
k UkVj
|h′Hkkh
′
kj |V
T
j U
T
k Vk ‖h
′
kj‖
2
I2T
] [
Φk
Φj
])
(63d)
= 2−4T det
([
I2T + 2‖h′kk‖
2Φk 2|h′Hkkh
′
kj |V
T
k UkVjΦj
2|h′Hkkh
′
kj |V
T
j U
T
k VkΦk I2T + 2‖h
′
kj‖
2Φj
])
(63e)
= 2−4T det
(
I2T + 2‖h
′
kj‖
2Φj
)
· det
(
I2T + 2‖h
′
kk‖
2Φk − (2|h
′H
kkh
′
kj |WkΦj)(I2T + 2‖h
′
kj‖
2Φj)
−1(2|h′Hkkh
′
kj |W
T
k Φk)
)
(63f)
= 2−4T det
(
I2T + 2‖h
′
kj‖
2Φj
)
det
(
I2T + 2‖h
′
kk‖
2WkDkW
T
k Φk
)
(63g)
Thus, we can write
¯
H` ′Tkk ¯
H` ′kj = |h
′H
kkh
′
kj |Uk with the real
unitary matrix
Uk =
[
cos(∠(h′Hkkh
′
kj)) − sin(∠(h
′H
kkh
′
kj))
sin(∠(h′Hkkh
′
kj)) cos(∠(h
′H
kkh
′
kj))
]
⊗ IT . (62)
Moreover, we have
¯
H` ′Tkk ¯
H` ′kk = ‖h
′
kk‖
2
I2T in analogy to
(59). This enables us to rewrite the numerator of (14) as given
in (63) on the top of page 11. The reformulation in (63f) is
obtained by taking the Schur complement [31] and makes use
of the real unitary matrixWk = V
T
k UkVj . In (63g), we have
defined the diagonal matrix
Dk = I2T −
|h′Hkkh
′
kj |
2
‖h′kk‖
2
Φj
(
1
2
I2T + ‖h
′
kj‖
2Φj
)−1
. (64)
Combining (14), (60a), and (63), we have
rk =
1
2T
log2 det(I2T + 2‖h
′
kk‖
2WkDkW
T
k Φk) (65a)
≤
1
2T
log2 det(I2T + 2‖h
′
kk‖
2DkΦ˜k) =: r¯k (65b)
where the diagonal matrix Φ˜k is a reordered version of Φk
that is arranged in a way that the ith largest entry of Φ˜k is at
the same position as the ith largest entry of Dk. The bound
is due to the Hadamard inequality [31, Sec. 7.8] and due to
the optimal ordering of Φ˜k, which can be shown in analogy
to the optimality of channel pairing in the relay scenario in
[45].10
Note that the ith diagonal element of Dk is nonincreasing
in the ith diagonal element of Φj and independent of the other
elements of Φj . Thus, the ith largest entry of Dk (which
should be at the same position as the ith largest entry of Φi)
is at the position of the ith smallest entry of Φj . Thus, if we
can find V1 and V2 such that W1 = W2 = I2T , the bound
10The main argument can be summarized as follows. Let x1 ≥ x2 ≥ 0,
y1 ≥ y2 ≥ 0, and a > 0. Then, log(1 + ax1y1) + log(1 + ax2y2) ≥
log(1 + ax1y2) + log(1 + ax2y1) is equivalent to 1 + ax1y1 + ax2y2 +
a2x1x2y1y2 ≥ 1+ax1y2+ax2y1+a2x1x2y1y2 ⇔ (x1−x2)(y1−y2) ≥
0, which is fulfilled. Similar arguments were used in a real-valued SISO
scenario in [18] and in a complex SISO scenario in [3].
in (65b) is achievable for both users simultaneously by anti-
aligned entries (one increasing, the other decreasing) in Φj
and Φk.
While finding such V1 and V2 is in general not possible, it
is indeed possible for the case θ = 0. In this case, we obtain
from (62) that U1 = U2 = I2T , so that V1 = V2 = I2T is
adequate to achieve the upper bound. As the upper bound does
not depend on θ (since it does not depend on U2), it is the
same for the two systems (20) and (21), but it can be achieved
with equality in the enhanced system (21).
Proof of Lemma 4: In the proof of Lemma 2, we
have already shown using (65b) that the optimal rates r¯k
in the enhanced system (21) can be achieved with diagonal
covariance matrices C
¯
xˇk = Φk by choosing V1 = V2 = I2T .
Based on the diagonal entries
D
(ℓ)
k,t = 1−
|h¯Tkkh
′
kj |
2
‖h¯kk‖2
(
1
2 + ‖h
′
kj‖
2 Φ
(ℓ)
j,t
)Φ(ℓ)j,t (66)
of D
(ℓ)
k in the ℓth strategy, we have
11
r¯k(Φ
(ℓ)
1 ,Φ
(ℓ)
2 ) (67a)
=
1
2T
2T∑
t=1
log2
(
1 + 2‖h¯kk‖
2D
(ℓ)
k,tΦ
(ℓ)
k,t
)
(67b)
=
1
2T
2T∑
t=1
log2
(
1 + h¯Tkk
(
h′kjΦ
(ℓ)
j,th
′T
kj +
1
2
I2
)−1
h¯kkΦ
(ℓ)
k,t
)
(67c)
where the last equality can be verified by applying the matrix
inversion lemma (e.g., [31, Sec. 0.7.4]) to the inverse in (67c).
The power constraints (11b) can be expressed in terms of Φ1
and Φ2 as
L∑
ℓ=1
τℓ
1
T
trace[Φ
(ℓ)
k ] ≤ Pk, ∀k. (68)
11We have substituted the diagonal entry Φ˜
(ℓ)
k,t
by Φ
(ℓ)
k,t
since the ordering
will implicitly be optimized when optimizing the diagonal entries of Φ
(ℓ)
k
.
12
Using a similar argument as in [3], [24], we can use L′ =
2TL time slots with τ ′ℓ = τ⌈ ℓ2T ⌉
/(2T ) in (11), and we can
then set
Φ
′(2T (ℓ−1)+s)
k,t = Φ
(ℓ)
k,s, ∀t ∈ {1, . . . , 2T } (69)
for all s ∈ {1, . . . , 2T }, ℓ ∈ {1, . . . , L}, and k ∈ {1, 2}.
This does not change the value on the left hand side of (68),
and the left hand side of (11a) remains unchanged as well if
(67c) is used as rate expression. Thus, there always exists an
optimal solution with scaled identity matrices as covariance
matrices C
¯
xˇk of the composite real representation (5) of
the extended symbol vectors (13). These scaled identities,
however, imply that the symbol extensions have not been
necessary and, via (6), show that the obtained strategy has
vanishing pseudovariances in each time slot.
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