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Abstract
The massmt of the top quark t is now measured to be 174±5GeV. Improvement of the present
error ∆mt = 5GeV is important not only for its own sake. For example with ∆mt ∼ 0.2GeV,
the Higgs mass mH is predicted from electroweak precision measurements with an error of
∆mH/mH ∼ 20%, which is now ∼ 60%. There is a consensus that mt is best measured at
future e+e− Linear Colliders (LC) by using the line shape of the total cross section σtot(
√
s ∼
2mt; e
+e− → tt¯) near the tt¯ threshold. However, it was reported recently that the Next-to-
Next-to-Leading-Order (NNLO) correction to σtot is as large as the NLO correction to it. This
implies that the convergence of the series is not good, and this theoretical uncertainty affects
the precision of the determination of mt at LC. In the thesis, we improve the convergence
of the perturbative series of σtot by choosing appropriate expansion parameters for both mt
and the strong gauge coupling αs. As for the mass parameter, the pole mass was used in the
previous studies. However, because of the infrared (IR) structure of QCD, the pole mass of
a quark is defined only with an ambiguity of O(ΛQCD) ∼ 1GeV. Instead, we use another
mass parameter called potential-subtracted mass, which is less affected by the IR region of
QCD. As for the gauge coupling, we resum a certain class of higher order corrections by using
renormalization group. With these two prescriptions, the perturbative convergence of σtot
is much improved. Correspondingly, the resulting ambiguity for the determination of mt is
estimated to be ∼ 0.1GeV, which is not larger than the expected statistical error at future
LC. We also study the top-quark momentum distribution dσ/dpt. The NNLO correction for
the line-shape of dσ/dpt turns out to be fairly small compared to that for σtot.
Aside from the contribution of Standard Model (SM), we also study that of new physics.
Since Cabbibo-Kobayashi-Maskawa matrix elements for the top quark are almost diagonal
(|Vtb| ≃ 1), CP-violating effect in top-quark sector is highly suppressed in SM. In the thesis,
we study the effect of all types of anomalous CP violating top-quark Electric Dipole Moment
(EDM) interactions near the threshold for the first time. If they are measured to be non-zero,
it would immediately imply new physics. We show that one can disentangle tt¯g-, tt¯γ- and
tt¯Z-EDMs by the dependence of CP-odd observables on the cm-energy and on the degree of
initial state polarization. The sensitivity to chromo-EDM at LC turns out to be better than
that at LC in the open top region (
√
s≫ 2mt), but to be worse than that at LHC by a factor
O(1/10). The sensitivities to electroweak-EDMs near the threshold are similar to those in the
open top region at LC.
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Chapter 1
Introduction
1.1 Top quark
As more experimental data is accumulated, it has become clearer that the Standard Model
(SM) describes the physics around and below the ElectroWeak (EW) scale very well. One of
the great triumph of the SM is that the top quark t is discovered at Tevatron [1] within the
range predicted from EW precision measurements. Currently [2]
mt = 174.3± 5.1GeV from direct measurement,
mt = 170± 7(+14)GeV from indirect SM EW fit.
For the indirect fit, the central value and the first uncertainty are formH = mZ , and the second
is the shift from changing mH to 300GeV. Here mH is the Higgs mass.
Despite of its success, few people consider the SM as the ultimate theory because of its
“un-naturalness”. There are several issues and possible solutions to them. First, the gauge
symmetry of SM is a direct product of three distinct groups, and gauge anomaly cancellation
is highly non-trivial. These “un-natural” aspects are explained if physics at higher energies is
governed by a Grand Unified Theory (GUT). In fact, the three gauge couplings unify around
1016GeV in the minimal supersymmetric SM, if the soft SUSY breaking scale is around 1TeV.
Weak-scale Super Symmetry (SUSY) itself is motivated to stabilize the EW scale against
radiative corrections, which is also an “un-natural” aspect of the SM.
Another one is flavor repetition, which seems redundant, and its breaking by masses and
mixings. In this respect, top quark is highly exceptional, since the mass of the next heaviest
fermion b is mb = 4.1–4.4GeV [2], which is 40 times smaller than mt. Thus one can expect
that top quark may play an important role for the physics around TeV scale, especially for
flavor and Higgs physics. In fact, among the ingredients of the SM, the mechanism that breaks
the electroweak symmetry is the only one that is not verified experimentally. The situation is
similar also for top quark. Except its mass mt, almost no property of the top quark is known
experimentally. Thus there are still possibilities of its “anomalous” property. For example, it
might not be merely a “heavy quark”, which means that the generation is not repeating in
fact; it might be a composite of subquarks, or it might condensate to trigger EW symmetry
breaking [5], which means that there is a certain strong attractive force between tt¯. Or there
might be a substantial mixing with a “fourth generation quark”, which can be vector-like. On
the other hand, even if top quark itself were merely a “heavy quark”, it is expected to be
sensitive to the mechanism of SU(2)L×U(1)Y breaking, because of its large mass and the large
mass difference between t and b quarks.
1
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Some properties of top quark will be measured at LHC, which operates before e+e− linear
colliders does. With its high cm energy and high luminosity, it is expected that certain clue
to new physics will be discovered at LHC. However precise measurement at hadron colliders
may not be possible, since the cm energy of each elementary process is not fixed. Thus it is
lepton colliders that can measure the properties of top quark etc. precisely, after the discovery
at Tevatron, or hadron colliders in general.
1.1.1 Top quark pair production in e+e− collisions near threshold
Studies on top quark at e+e− colliders can be classified into two groups depending on the cm
energy
√
s; one is at the threshold region (
√
s ∼ 2mt), and the other is at the open top region
(
√
s ≫ 2mt). One prominent feature of the threshold region, which makes the distinction
above, is multiple gluon rescattering between t and t¯, which is effectively not suppressed by
powers of αs. In fact, top quark is an ideal probe of the short distance behavior of QCD. This
is because of its large mass mt and its large decay width Γt, which are related [6,7]
1 as follows:
Γt =
GFm
3
t
8π
√
2
≃ 1.5GeV .
This expression holds at tree level in the limit mW/mt → 0, and is for the SM, where almost
every t decays into bW+. Here |Vtb| ≃ 1 is used, which is indeed the case when the unitarity
of VCKM among the first three generations is assumed. When the distance between t and
t¯ is shorter than the typical non-perturbative scale ∼ 1/ΛQCD ∼ 1/(1GeV), gluon exchanges
between them can be approximated by the Coulomb potential2 V = −CFαs/r, where CF = 4/3
is the quadratic Casimir for the fundamental representation of SU(3). Due to the large mass,
the Bohr radius3 rB of the tt¯ pair is much smaller than the typical non-perturbative scale:
rB = 1/(CFαsmt/2) ≃ 1/(20GeV) ≪ 1/ΛQCD. This means that the QCD potential between
t and t¯ is surely well within the perturbative region. And due to the large decay width,
a tt¯ pair decays before it hadronizes [6]; that is, the fluctuation of top quark momentum4√
mtΓt ≃ 15GeV ≫ ΛQCD due to the off-shell effect acts as an IR cut-off. Thus a tt¯ pair
produced in e+e− collisions can be treated perturbatively from the production to the decay,
even near the threshold, where the QCD effect is enhanced. Thus the threshold region is one
of the best places for the study of perturbative QCD.
There are many studies on tt¯ pair production near the threshold in e+e− collisions [3,9–32],
including ours. Some of them are reviewed briefly in the next two sections, and in the former
halves of Chapters 2 and 4 at some length. Concisely speaking, we (i) reduce the theoretical
uncertainty for the determination of the top-quark mass using the process e+e− → tt¯ near the
threshold, and (ii) study the sensitivity of e+e− colliders with
√
s ≃ 2mt to all the anomalous
Electric Dipole Moments in t-t¯-gauge boson interactions for the first time.
1.2 Overview of tt¯ production cross section
1 More detailed expression is shown in Section B.1.
2 This expression is for a color-singlet qq¯. For a color-octet state, it is V = (CA/2−CF )αs/r, where CA = 3.
3 It is defined in Section B.3. See also Figure 2.4.
4 The peak momentum of the top quark is ∼ |
√
mt(
√
s− 2mt + 1GeV + iΓt)|. See Figure 4.9. The fluctu-
ation given here is for near the threshold.
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1.2.1 LO and NLO calculations of σtot and dσ/dp
In e+e− collisions with
√
s ≃ 2mq where q = c, b, there are sharp resonances in the total
production cross section σtot(s) due to the qq¯ bound states such as J/Ψ or Υ. The locations of
those bound state poles are used to probe the QCD potential at r ∼ 1/(αsmq), which is near
the boundary of the perturbative description of QCD [8]. On the other hand, due to the large
decay width of top quark Γt, (would-be) tt¯ bound-states merge into a single slight rise of σtot(s)
near the 1S resonance. Thus in order to calculate σtot(s) just below the threshold (
√
s . 2mt)
reliably5, one needs to sum over a host of resonances. This summation is conveniently done
using the Green function for a tt¯ pair [9]:
G(r , r ′) ≡
〈
r
∣∣∣∣ 1H − (E + iΓt)
∣∣∣∣r ′〉
=
∑
n
ψn(r)ψ
∗
n(r
′)
En − (E + iΓt) +
∫
d3k
(2π)3
ψ~k(r)ψ
∗
~k
(r ′)
E~k − (E + iΓt)
,
where H is the Non-Relativistic (NR) Hamiltonian for tt¯, E ≡ √s−2mt is the NR energy, and
ψn and ψ~k are energy eigenfunctions for En(< 0) and E~k ≡ ~k2/mt(> 0), respectively. Since
top quarks are non-relativistic near the threshold, it is convenient to use a non-relativistic
approximation at the leading order. There is another advantage for the NR Green-function
treatment. Near the threshold, it is known that the naive perturbative expansion in αs breaks
down (“threshold singularity”). In fact, n-th power of αs is accompanied by 1/β
m
t (m ≤ n),
where βt is the velocity of t and t¯ at their cm frame. The situation is similar to certain pertur-
bation series where powers of αs are accompanied by powers of log(q/µ); a stable perturbative
expansion is obtained by summing up (potentially large) leading log’s. In other words, one
should identify
∑
n(αs(µ) ln(q/µ))
n to be the leading order. Likewise, one should identify∑
n(αs/βt)
n to be the leading order near the threshold. On the other hand, this summation
is realized6 automatically in the Green function for Coulomb potential between t and t¯. Thus
the Green function method provides an efficient way (i) to sum up infinite number of broad
resonances, and (ii) to sum up powers of αs/βt. After these summations, the cross section is
finite7 even at the threshold, which corresponds8 to βt = 0. Order counting becomes easier by
noting αs = g
2
s /(4π~c) = O(1/c) and βt = vt/c = O(1/c), which means αs/βt = O(1). This is
the Leading Order (LO). Likewise the Next-to-Leading Order (NLO) is O(1/c), and so on.
The total cross section at the leading order was calculated in [11] with the QCD potential
V (r) that is Renormalization Group (RG) improved in the coordinate space. It triggered several
studies both by experimentalists and by theorists [13–15]. A part of NLO corrections was taken
into account in their analysis. After a while, complete NLO corrections to tt¯ production and
their decay cross section were calculated [16, 17]. They included the Final-State Interactions
(FSIs), by which we mean gluon exchange between t and b¯, t¯ and b, and b and b¯. It was also
5 The production cross section grows rapidly near the threshold, because the leading contribution is S-wave.
The mass of top quark is determined by measuring this rise of σtot. Thus the precise calculation of σtot near the
threshold is required for this reason. Note also that the “binding energy” for the 1S state is ∼ p2B/mt ∼ 2GeV,
where pB = 1/rB is Bohr momentum. See Section B.3.
6 The explicit expression is given in Eq. (2.46). Note that
√
E/mt = βt +O
(
β3t
)
.
7 See Figure 2.6.
8 Due to finite decay width Γt, velocity βt of top quark is not determined by the energy. Its typical fluctuation
is βt ∼
√
Γt/mt ≃ 0.1 ∼ αs. See just below Eq. (2.12). This is consistent with our order counting. The symbol
c is speed of light.
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shown that although these FSIs modify the momentum distribution of t, their corrections to
the total cross section cancel to NLO.
Top–anti-top pair production near the threshold in e+e− collisions not only provides the
place for a precise study of perturbative QCD, but also was known to be the best environment
to determine the top quark mass mt. This is because Monte Carlo detector simulations [3,4,18]
based on NLO calculations [14–16] showed that mt can be determined with statistical error
9
(∆mt)
stat ≃ 0.2GeV using the energy dependence of R-ratio and the top quark momentum
distribution dσ/dp. It was also shown that QCD gauge coupling αs(mZ) can be measured with
statistical error 0.005. It was assumed that 11 energy points are sampled with 1 fb−1 for each
point. A similar MC study is shown in [4]. These MC studies are based on Next-to-Leading
Order (NLO = O(1/c)) theoretical calculations and assume no theoretical uncertainties.
1.2.2 NNLO calculations of σtot
However recently the NNLO corrections to the total cross section σtot has been calculated by
several groups [26–28]10, and it turned out to be unexpectedly large. In fact the magnitude of
the NNLO correction is similar to that of the NLO correction. This is problematic since it is
desirable to determine the top-quark mass in high precision in order to pin down contributions
from new physics (and/or Higgs). For example [4] for wide range of Higgs mass mH , the
uncertainty (∆mH/mH) of Higgs mass extracted from radiative corrections depends on the
uncertainty of mt, and is 57% for the present precision, while it reduces to 17% for Linear
Colliders (LCs) assuming (∆mt)
stat ≃ 0.4GeV.
1.2.3 Theoretical progress related to σtot
After the calculations of the NLO corrections to σtot, several pieces of theoretical progress have
been made with the precise calculation for heavy quark-antiquark system [65]. One is the use
of low energy effective theories called NRQCD [34, 35] and pNRQCD [36, 37], which enabled
the calculations of the NNLO corrections explained above, and the other is the cancellation of
the ambiguities in the pole mass of a quark and in the coordinate space QCD potential; those
ambiguities are due to the infrared structure of QCD, which is called “renormalon ambigu-
ity” [55–60]. The latter enables us to improve the perturbative convergence of σtot, which is
made in [29], on which a part of the thesis is based. Here we explain these two topics briefly.
At NNLO and beyond, non-relativistic calculations become complicated. There are several
reasons. Typical one is that the normalization of the tt¯ current jtt¯ depends on the momentum
transfer; in other words, anomalous dimension of jtt¯ is non-zero. This makes the use of low-
energy effective theories particularly powerful. Schematically, the reduction goes as follows.
The starting point is QCD, which is fully relativistic. By expanding the fields for non-relativistic
particles in 1/c, one obtains NRQCD [34,35]. At NNLO (and lower orders) further reduction is
possible, since no real gluon is emitted11 at these orders. Thus “soft” gluons can be integrated
out to result in a tt¯ potential [36,37]. It is known that this formalism, called potential NRQCD
or pNRQCD, reproduces correctly the energy shift of the hydrogen atom and positronium to
9 On the other hand, LHC may give (∆mt)
stat ∼ 2GeV.
10 Their results are reproduced in Section 2.6.2. Comprehensive summary (including our work) to the end
of 1999 is available in [33].
11 This may be understood by the fact that the vertex for transverse gluon gT in Coulomb gauge is suppressed
by O(1/c) compared to the vertex for Coulomb gluon gC .
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mα2×α3 [38]. For actual calculations, one does not need to know the precise “normalization”,
or the matching coefficients, of the each operator in pNRQCD Lagrangian, a priori. Only
a combination of them is relevant for, say, a total production cross section σtot. It can be
determined by calculating σtot in both perturbative QCD and pNRQCD, and by demanding
those two results coincide. This procedure called “direct matching” [39] is possible12 since for
αs ≪ βt ≪ 1 both perturbative QCD and pNRQCD are applicable.
On the other hand, “renormalon ambiguity” [55–58] is related to the convergence of a
perturbative expansion in QFT, which is in fact an asymptotic expansion. One of the techniques
to sum up an asymptotic series S(a) with respect to a is Borel summation13, where the sum
is expressed in terms of integration of e−t/a S˜(t) from t = 0 to t = ∞. Here S˜(t) is the
function related to S(a). The fact that S(a) diverges is expressed by the poles of S˜(t) on the
integration path t = 0–∞, which are called “renormalon poles”. One can step aside those poles
by modifying the integration path; there may be two ways for each pole. Ambiguities due to
those poles may be estimated by the difference between the two choices of the modification.
Due to the factor e−t/a, the severest ambiguity comes from the “renormalon pole” nearest to
the origin (t = 0). Now, it is known that the pole mass mpole suffers from the renormalon
poles [51–54], which originate from the IR structure of QCD. However it was shown [59, 60]
that in the combination 2mpole+V (r), where V (r) is the coordinate space QCD potential, the
severest renormalon pole is cancelled; this means V (r) also suffer from the renormalon pole,
and the location of the pole is the same as for mpole and the residue is twice and the sign is
opposite. This suggests that one should not attempt to determine pole mass. Instead another
mass scheme that do not sensitive to IR physics of QCD, such as MS mass, should be used.
Several such “short-distance” mass schemes are proposed in literature; potential-subtracted
mass [59], 1S mass [61], and kinetic mass [62].
1.2.4 Our contributions
As was explained above, the previous NNLO calculations of σtot showed large corrections. How-
ever, since the convergence of a perturbative series changes depending on the renormalization
scheme14, there is a possibility for finding a scheme where σtot converges better. This is the
subject of the latter half of Chapter 2. There we implement two prescriptions; one is to use
the mass scheme that do not suffer from IR renormalon ambiguity; and the other is to sum up
(potentially large) leading logarithms by using renormalization group. Both of these reduce the
theoretical uncertainty of σtot. With this improvement, we estimate the theoretical uncertainty
(∆mt)
th of the top quark mass determination is reduced to ∼ 0.1GeV, which is smaller than
the expected statistical error.
We also calculate the NNLO correction for dσ/dp from the rescattering between t and t¯.
However it is not considered that the rescattering between t and b¯ etc., which may modify the
distribution to the similar extent.
12 Of course one needs the result for perturbative QCD. For the case we deal, O(α2s) corrections to σ(e+e− →
γ∗ → tt¯) are calculated in [40].
13 Here a may be considered as a coupling. Asymptotic behavior of S(a) can be inferred by using renormal-
ization group, for example. See Section 2.7.3 for detail.
14 A different renormalization scheme (and renormalization scale) corresponds to a different way of summing
up a perturbation series.
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1.3 Overview of top-quark anomalous EDMs
Of course top quark is (potentially) sensitive not only to the SM dynamics but also to the
physics beyond the SM. One particularly clear signal is CP violation in top-quark sector.
This is because the SM contribution is suppressed to many orders below the current or near-
future experimental reach15. Thus a non-zero expectation value of a CP-odd observable means
contribution from new physics immediately16. In fact there are plenty of new sources for CP
violation once the particle content of the SM is extended. Many models, including Minimal
SuperSymmetric SM (MSSM) or multi Higgs-doublets model in general, induce CP violating
t-t¯-gauge boson interactions at one-loop level. In the cm frame of tt¯ pair, or a particle–anti-
particle system in general, a CP-odd observable related to them is odd under st ↔ s¯ t, and
vice versa, since CP transformation exchanges their spins s at the frame. Also in this respect
top quark is excellent since the polarization Pt of t is not disturbed by hadronization, and the
information of Pt is inherited to its decay products; especially, the charged lepton ℓ
+ is emitted
with the angular distribution17 ∝ 1+ |Pt| cos θ, where θ is the angle between the polarization of
t and the momentum of ℓ+. Thus the CP violations in the top-quark sector can be measured by
the difference Pt− P¯t between the polarizations of t and t¯, which can be measured statistically
from the directions of the charged leptons.
Since many extensions of the SM contain new sources of CP violation, we parameterize their
effects by effective couplings in a model independent way. Among CP violating interactions
of t, Electric Dipole Moment (EDM) interaction is the lowest dimensional operator18. Thus in
terms of an effective Lagrangian, CP violating effects in the top quark sector are parameterized
by several anomalous EDMs of top quark at the first approximation. There are several of them:
tt¯g-, tt¯γ-, tt¯Z-, and tb¯W -EDM. The first three affect the production (and rescattering) process
of tt¯, while the last one the decay process.
1.3.1 Previous studies
Many studies19 have been done for the anomalous EDMs of top quarks. One major topic
is how well those EDMs are measured in future colliders. Some study for e+e− colliders with√
s≫ 2mt, and the others for hadron colliders. The former is suited for the study of EW-EDMs,
tt¯γ and tt¯Z, while the latter for Chromo-EDM, tt¯g. Both of these results are summarized in
Section 4.4.
1.3.2 Our contributions
Although many studies have done for e+e− colliders with
√
s≫ 2mt and for hadron colliders,
there was no one for e+e− colliders near the threshold to date. Thus we study this case.
We concentrate on the anomalous EDMs in the production process (tt¯-gauge bosons) here,
and leave tb¯W -EDM for a future study. Among the three flavor-diagonal EDMs, our prime
concern is on Chromo Electric Dipole Moment (CEDM): tt¯g-EDM. The reason is as follows.
As shall be shown in Section 4.6, two ElectroWeak EDMs, tt¯γ- and tt¯Z-EDM, directly modify
15 This is because the CKM matrix elements for the third generation are almost diagonal: |Vtb| ≃ 1. See
Section 4.2 for more quantitative statements.
16 Provided that the initial state is a CP eigenstate.
17 See Section 4.5.3.
18 See Section A.4.
19 See Sections 4.2 and 4.4 for the references.
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the tt¯ production vertex, and their interactions are proportional to the relative momentum
|p| ≃ √mtE between tt¯. This means open top region (
√
s ≫ 2mt) is more appropriate to
study them. On the other hand CEDM modifies the rescattering of tt¯, which can is suppressed
when
√
s ≫ 2mt. Thus in open top region at lepton colliders, it can be studied only by real
gluon emissions. We find that the threshold region is more sensitive to CEDM than the open
top region. As for hadron colliders, they are sensitive to the existence of a non-zero CEDM,
since tt¯ pairs are copiously produced in gluon fusions. In fact our result for CEDM is that the
sensitivity of e+e− colliders at the threshold are worse than that of hadron colliders. However
precise measurement of CEDM may be difficult in hadron colliders. Moreover, while detailed
detector simulation seems to be indispensable for the serious study of the sensitivity at hadron
colliders, it has not been done so far20. On the other hand, a full detector simulation with
realistic experimental setup is in progress [125] based on our study presented here. Thanks to
the clean environment of e+e− collisions, their first result for the sensitivity is consistent with
our naive estimate.
1.4 Organization of the thesis
In the thesis I study21 the physics of tt¯ threshold in e+e− collisions for the study of both in the
SM and beyond the SM dynamics.
Chapters 2 and 3 are devoted to the SM dynamics. Total production cross section σtot
is studied in Chapter 2. By reorganizing perturbation series, we obtain better convergence
of σtot to NNLO than ever obtained. With this result, theoretical uncertainty to measure
mt becomes smaller than experimental uncertainties. The chapter also includes a review of
previous studies, of theoretical set-up such as the Green function method to calculate σtot. A
derivation of non-relativistic Hamiltonian to NNLO is also given. Chapter 3 deals with the
top-quark momentum distribution. Coulomb rescattering between tt¯ is treated to NNLO.
On the other hand, Chapter 4 is devoted to the contributions from new physics, especially
to new sources of CP violation. It is explained that, the CP violation in top-quark sector
within the SM is so small that if it is discovered it would immediately imply new physics. CP
violation in top-quark sector is parameterized by Electric Dipole Moment (EDM) interactions
of top quark, since it is the lowest dimension operator that violates CP symmetry. Many studies
have been done on EDMs of top quark, but they are all in the open-top region
√
s ≫ 2mt.
We analyze them in the threshold region
√
s ≃ 2mt for the first time. Due to the multiple
Coulomb rescattering near the threshold, differential production cross section is sensitive to t-t¯-
gluon anomalous EDM even when tt¯ is produced in e+e− collisions. We find that the sensitivity
of future e+e− Linear Colliders (LC) is worse than that at hadron colliders by factor O(1/10)
or less. Sensitivities for tt¯γ- and tt¯Z-EDMs are also studied, and are found to be comparable
to those in the open-top region at LC.
Summary and discussions are given in Chapter 5.
20 At least to our knowledge.
21 This work is based on the collaborations with Y. Sumino and A. Ota [29], and with M. Jez˙abek and
Y. Sumino [66].

Chapter 2
Total Production Cross Section
2.1 Overview
As was explained in Chapter 1, it was considered that the mass mt of top quark t can be
determined most accurately by the energy scan of tt¯ total production cross section near the
threshold in e+e− collisions. However there emerge the fear that this way of determination
suffer from a large theoretical uncertainty, due to the large NNLO (= O(1/c2)) correction to
the tt¯ production cross section σtot(s), where
√
s denotes the cm energy.
In the thesis, we follow closely the procedure used in [27]. There the Green function G
for a tt¯ system is rewritten in a form convenient for numerical calculations. By implementing
“renormalon cancellation” and “log(q/µ) resummation”, we improve the convergence of σtot
obtained in [26–28].
This chapter is organized as follows. In Section 2.2, it is explained that how an non-
relativistic (color-singlet) tt¯ pair is described in terms of the Green function of the pair. In
particular, the total production cross section is given by the optical theorem, which is explained
in Section 2.2.1. In Section 2.2.2, order counting is explained. Also shown is that the Coulomb
potential is a part of leading Hamiltonian. At NNLO, there arise several difficulties, which
is given in Section 2.2.3. In Section 2.2.4, the Hamiltonian to NNLO is shown. The Hamil-
tonian is looked at more closely in Section 2.3. We obtain the Green function G by solving
the Schro¨dinger equation numerically. For this purpose, we express G in terms of reduced
Green function G′, which satisfies simpler Schro¨dinger equation than G itself. This is done in
Section 2.4. At that stage, we are equipped to reproduce the previously obtained results for
the total cross section, including NNLO ones. They are collected in Section 2.6, and exhibit
large correction at NNLO. Hereafter, we try to improve the convergence of the perturbative ex-
pansion. It is known that (certain) perturbative expansions involving the pole mass of a quark
are less converging than those involving MS mass, or “short-distance” mass. It is suspected
that this is because pole mass suffer from non-perturbative dynamics of QCD. Section 2.7 is
devoted to this issue. There we adopt potential-subtracted mass scheme, which is proposed
in [59]. This improves the convergence of binding energies. In Section 2.8, certain kind of loga-
rithm in the Coulombic potential is summed up using renormalization group. Tentatively, the
convergence of R ratio is best with these two prescriptions. The section contains the estimate
of theoretical uncertainties for this case; in terms of top quark mass, it is (∆mt)
th ∼ 0.1GeV.
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2.2 Non-relativistic description of tt¯ system
2.2.1 Optical Theorem
In terms of an amplitude M, the unitarity [Eq. (A.55)] of S-matrix is expressed by optical
theorem, which relates the total cross section of a two-body scattering to the imaginary part
of the forward scattering amplitude:
σtot(k1, k2 → anything) = 1
sβ¯i
ImM(k1, k2 → k1, k2) ,
where β¯i = 2|kCM|/
√
s, and |kCM| ≡ |k 1| = |k 2| at the cm-frame of two particles with momenta
k1 and k2. If we restrict the intermediate states appropriately on the RHS, we have the total
cross section for k1, k2 → such-and-such. For the process e+(p¯e)e−(pe) → γ∗ → tt¯, the total
cross section of this process can be obtained from the imaginary part of the amplitude for
e+(p¯e)e
−(pe) → γ∗ → tt¯ → γ∗ → e+(p¯e)e−(pe). Let (−ieQt)2 · iΠµν(q) be the tt¯ contribution
to the vacuum polarization of a photon with momentum qµ:
iΠµν(q) = i(q2gµν − qµqν)Π(q2)
=
∫
d4x eiq·x 〈0|T[jµ(x)jν(0)] |0〉
= 〈0|T[˜µ(q)˜ν(−q)] |0〉
= (−1)NC
∫
d4p
(2π)4
i
(p− q/2)2 −m2 + iǫ
i
(p+ q/2)2 −m2 + iǫ
× tr [(p/− q//2 +m)γµ(p/+ q//2 +m)γµ] ,
where jµ(x) = t¯(x)γµt(x), and the last expression corresponds to one-loop. By contracting
indices, we have
Π(q2) =
−i
3q2
〈0|T[˜µ(q)˜µ(−q)] |0〉 = 1
3q2
gµνΠ
µν(q) .
Thus for unpolarized e+e−,
iM(pe, p¯e → · · · → pe, p¯e) = (−ieQt)2 · i(q2gµν − qµqν)Π(q2)
(−i
q2
)2
×
× 1
22
∑
spins
tr [u(pe)u¯(pe)γµv(p¯e)v¯(p¯e)γν ]
= i(4πα)2Q2eQ
2
t Π(q
2) .
Here we neglect electron mass. Note that the qµqν-part of Πµν do not contribute, since e+e−-
current is conserved: v¯(p¯e)q/u(pe) = 0, where q
µ = (pe + p¯e)
µ. Thus, with s = q2,
R(s) ≡ σtot(e
+e− → γ∗ → tt¯)
σpt
(2.1)
= Q2t 12π ImΠ(q
2) = Q2t
4π
s
Im
[
−i 〈0|T[˜µ(q)˜µ(−q)] |0〉
]
,
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µ ν = Γµ ν
Figure 2.1: Lowest-order (=O(1/c)) contribution of gluon exchange
between tt¯ to the total cross section.
Γµ =µ + Γµ V
Figure 2.2: Ladder approximation of vertex function Γ. This is suf-
ficient for Coulomb gluon, which is instantaneous.
where
σpt(s) ≡ 4πα
2
3s
= 0.817 pb
( √
s
2× 175GeV
)−2
(2.2)
is “point cross section”, the total cross section for e+e− → γ∗ → µ+µ− with √s≫ 2mµ.
As will be shown in Section 4.6.2, Coulomb rescattering1 between t and t¯ can be taken into
account2 by modifying (one of the) tt¯γ vertex as [Figure 2.1]
γµ → [γµ]rescat = γµ G˜(|p|, E)
[
p2
mt
− (E + iΓ)
]
,
where
G˜(|p|, E) ≡
∫
dΩ~p
4π
〈p|G |x ′ = 0〉 , G ≡ 1
H − (E + iΓt) ,
and H is a Non-Relativistic Hamiltonian. Thus to the lowest order of 1/c-expansion,
iΠµν(q) = (−1)NC
∫
d4p
(2π)4
i(
E
2
+ p0 + i
Γt
2
)
− p
2
2mt
i(
E
2
− p0 + iΓt
2
)
− p
2
2mt
×
× tr
[
1 + γ0
2
[γµ]rescat
1− γ0
2
γν
]
= i 2(gµν − gµ0gν0)NC
∫
d3p
(2π)3
G˜(|p|, E)
= i 2(gµν − gµ0gν0)NC G(x = 0, E) ,
or
Π(q2) =
2NC
q2
G(x = 0, E) , Im
[
−i 〈0|T[˜µ(q)˜µ(−q)] |0〉
]
= 6NCG(x = 0, E) ,
1 We have in mind the rescattering due to the exchange of Coulomb gluons.
2 Only the effect of “soft” gluons can be taken into account by the Green function G. See Section 2.2.5.
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where G(x , E) ≡ 〈x |G |x ′ = 0〉. Thus up to short distance corrections and relativistic correc-
tions, R ratio near the threshold is given as follows:
R(s) =
3
2
NCQ
2
t
4m2
s
· 4π
m2c
ImG(x = 0, E) . (2.3)
Note that the velocity β of t at tt¯ cm frame is
β =
√
1− 4m
2
t
s
, or,
4m2t
s
= 1− β2 = 1
γ2
. (2.4)
If one expands as amplitude M into eigenstates of orbital angular momentum L, M =∑
LM(L), then |M(L)| ∝ βL. Thus S wave (L = 0) is the leading contribution near the
threshold. We sometimes use S-wave projected notation of Green function G(r, r′) defined in
Section A.2.4:
G(r = 0, r′ = 0) = G(x = 0, E) . (2.5)
Here the energy dependence is implicit.
2.2.2 Order counting
The non-relativistic expression of a quantity is obtained by expanding it with respect to 1/c.
Noting that
αs =
g2s
4π~c
= O
(
1
c
)
,
it is useful to introduce a dimensionful (but order unity) coupling as ≡ αMSs (µs)c for order
counting; here µs is a “soft scale”, which means the typical scale for the tt¯ potential. Thus the
QCD correction αs is the same order to the relativistic correction β, where β =
√
1− 4m2t/s
is the velocity of t and t¯ at their cm-frame:
β =
v
c
, αs(µs) =
as
c
,
αs(µs)
β
=
as
v
= O(1) . (2.6)
In fact as we shall see near Eq. (2.12), βt ∼
√
Γt/mt ≃ 0.1 ∼ αs near the threshold. One can
clearly see that one need to sum up αs(µs)/β to all order. The Leading Order (LO) is O(1),
the Next-to-Leading Order (NLO) is O(1/c), and the Next-to-Next-to-Leading Order (NNLO)
is O(1/c2).
The following relations may be useful to count the order of 1/c:
dim[mrc] = dim[rp] = dim[~] = dim[1] , dim[1/r] = dim[p] .
Since dim[as] = dim[c] or dim[as/r] = dim[E], the Coulomb potential is the same order to the
kinetic term. Thus it is a part of the leading-order Hamiltonian H0.
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2.2.3 Complications at O(1/c2)
There are several complications at O(1/c2) and beyond. Some are already in freely-propagating
tt¯ pairs, some are in the tt¯ potential V , and some are especially in the Non-Abelian part VNA
of V .
For the free tt¯ propagation, (i–1) the Hamiltonian contains p4 term besides p2 term, which is
the standard kinetic term. (i–2) The wave-function normalization of the production tt¯ current
jtt¯ depends on the momentum transfer q
2, or in other words, anomalous dimension of jtt¯ is
non-zero. (i–3) At O(1/c) and below, the decay width Γt of t quark can be incorporated by
replacing H → H − iΓ [9, 16]. At O(1/c2) and higher, this is no longer justified. These three
issues are discussed just below.
For the tt¯ potential V , there are log(q2/µ2s) corrections [43–45]. This is the only correction
to O(1/c) aside from a finite term. However to O(1/c2), besides the log corrections, (ii–1)
there are also corrections called Breit-Fermi potential VBF [41]. These corrections are common
to the potential due to both Abelian (γ) and non-Abelian gauge (g) boson exchange. (ii–2)
There is also a correction [42] especially due to non-Abelian nature of a gluon, which is absent
at O(1/c) and below. These two issues are discussed in Section 2.3.
Current normalization C
(cur)
1 , C
(cur)
2
For R-ratio, the lowest in both β and αs expansion is O(β1, α0s). There are several corrections
beyond the lowest order. Only relativistic corrections are considered here3. For αs = 0 and to
all-order in β, the tt¯ production cross section is
R =
3
2
NCQ
2
t β
(
1− β
2
3
)
, (2.7)
where β is velocity of t at tt¯ cm frame [Eq. (2.4)]. The Green function formalism [Eq. (2.3)]
should reproduce this result. The Non-Relativistic Hamiltonian H
(NR)
free for free tt¯ is
H
(NR)
free = H
(R)
free − 2mc2
=
p2
m
− p
4
4m3c2
+O
(
1
c4
)
,
where H
(R)
free is defined in Eq. (2.17). A form factor depends on the momentum-transfer in
general, and so does the wave-function normalization for tt¯ vector current jµ(q). A Taylor
expansion, or derivative expansion in coordinate space, of R(s) reads
R(s) = Q2t
4π
s
Im
[
−i 〈0|T[˜µ(q)˜µ(−q)] |0〉
]
=
3
2
NCQ
2
t
4m2
s
4π
m2c
{
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
ImG(r, r′)
∣∣∣∣
r,r′→r0
+O
(
1
c3
)
, (2.8)
where C
(cur)
1 = 1+O(αs) and C(cur)2 = const.+O(αs); the constant of C(cur)2 is determined below
in this section. The reason for introducing the cutoff parameter r0( 6= 0) shall be explained also
3 Others are considered in Section 2.5.
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below in this section. If the potential between tt¯ is neglected, a part of the expression above
can be rewritten as follows:
Im
{C(cur)1 + C(cur)2 △r +△r′2m2c2 +O
(
1
c4
)}
〈r| 1
p2
m
− p
4
4m3c2
+O
(
1
c4
)
− (E + iΓt)
|r′〉

= Im
(1− C(cur)2 E + iΓtmc2
)
〈r| 1
p2
m
− (E + iΓt)
|r′〉

+ Im 〈r| 1
p2
m
− (E + iΓt)
p4
4m3c2
1
p2
m
− (E + iΓt)
|r′〉+O
(
1
c4
)
. (2.9)
Here we used
(△r +△r′) 〈r |G |r ′〉 = −
〈
r
∣∣(p2G+Gp2) ∣∣r ′〉 . (2.10)
First, consider the case Γt = 0. With the explicit analytic calculations
4 of the Green functions
in Section B.4.1, the β-dependence of R in Green function method is
R/
(
3
2
NCQ
2
t
)
= (1− β2) · u
c
{(
1− C(cur)2
(u
c
)2)
+
5
8
(u
c
)2
+O
(
1
c4
)}
= β
(
1− C(cur)2 β2 +O
(
β4
))
,
while relativistic QFT says [Eq. (2.7)] it is β(1− β2/3). Note that u = β +O(β3) is defined in
Section B.4. Thus we obtain
C
(cur)
2 =
1
3
+O(αs) . (2.11)
As shall be seen in Section 2.2.2, soft gluon corrections are suppressed by αs(µs) = O(1/c), the
lowest matching coefficient is sufficient for the O(1/c2) calculations, since C(cur)2 is a coefficient
of O(1/c2) correction.
Treatment of the finite width Γt
Concentrating on freely-propagating tt¯, the Green function5 at the origin is
ImG(0, 0) =
m2t
4π
Re
√
E + iΓt
mt
+O
(
1
c
)
. (2.12)
Note that
√
E/mt = β + O(β3). Thus effectively β ∼
√
Γt/mt ≃ 0.1 near the threshold. By
using
√
E + iΓt =
[√
E2 + Γ2t + E
2
]1/2
+ i
[√
E2 + Γ2t − E
2
]1/2
× sgn[Γt] ,
4 The relevants are ImG0 and ImG2.
5 This is derived in Section B.4.1. The relevant one is ImG0.
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in general, we have
R =
3
2
NCQ
2
t
[√
E2 + Γ2t + E
2mt
]1/2
+O
(
1
c
)
. (2.13)
It is known that the effect of finite decay width Γt can be taken into account by the
replacement E → E + iΓt to LO [9] and NLO [16]. However to NNLO with non-zero Γt,
imaginary part of the Green function is no longer finite when one takes the limit r = r′ → 0,
which is required by the optical theorem:
Eq. (2.9) =
(
−C(cur)2 +
1
2
)
Γt
4πc2r
+O
(
r0 = 1, r′
0
= 1,
1
c4
)
,
for r > r′. This means that the effect of the finite width Γt is not properly treated by the
replacement E → E + iΓt at O(1/c2). Here following [27], we regulate this singularity by
putting r = r′ → r0 6= 0, as shown in Eq. (2.8).
2.2.4 Non-relativistic NNLO Hamiltonian H
The NNLO Hamiltonian6 H , which is relevant to us, is
H = H0 + V1(r) + U(p , r) , H0 =
p2
mt
− CFas
r
, (2.14)
where H0 is the leading-order Hamiltonian, V1(r) is radiative corrections to the Coulomb
potential7,
V1(r) = −CFas
r
[
as
4πc
{2β0 ln(µ′r) + a1} (2.15)
+
( as
4πc
)2{
β20
(
4 ln2(µ′r) +
π2
3
)
+ 2(β1 + 2β0a1) ln(µ
′r) + a2
}]
,
and U(p , r) is a momentum-dependent potential, which includes only O(1/c2) terms:
U(p , r) = − p
4
4m3t c
2
− CACFa
2
s
2mtr2c2
− CFas
2m2t c
2
{
1
r
,p2
}
+
CFas
2m2t c
2
L2
r3
+
πCFas
m2t c
2
(
1 +
4
3
S 2
)
δ(3)(r)
+
3CFas
2m2t c
2
L·S
r3
− CFas
2m2t c
2
1
r3
(
S 2 − 3(S ·r)
2
r2
)
= − p
4
4m3t c
2
− CACFa
2
s
2mtr2c2
− CFas
2m2t c
2
{
1
r
,p2
}
+
11πCFas
3m2t c
2
δ(3)(r) ,
6 When we say simply “Hamiltonian” H , it means “Non-Relativistic Hamiltonian” H(NR).
7 We may sometimes use the word “Coulombic potential” VC for the Coulomb potential with radiative
corrections:
VC(r) =
−CF as
r
+ V1(r) .
Coefficients a2 etc. are defined in Section 2.3.4.
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where { , } means anticommutator, and the last expression is for the S-wave state, L =
0,S2 = 2, rirj = δijr2/3. The first term in U(p , r) is the relativistic correction to the free
Hamiltonian, and the second term VNA(r) is due to Non-Abelian nature of a gluon. The rest
is Breit-Fermi potential VBF(p, r). In the next section, we shall see each of them more closely.
We need to calculate the Green function G(r, r′) for the Hamiltonian H . Because of the
logarithmic corrections to Coulomb potential, G(r, r′) cannot be obtained analytically8. For
numerical calculations, there are two obvious complications for the H above. One is p4, which
makes the Schro¨dinger equation a fourth-rank differential equation, and the other is the δ-
function. These two difficulties can be circumvented by rewriting H appropriately. We do this
in Section 2.4.
2.2.5 Soft corrections and hard corrections
It is known that the matrix element |M|2 is singular near the threshold due to “soft” gluons,
if one calculate to a fixed order of αs. This is called “threshold singularity”. Here the “soft”
gluon means that its momentum is ∼ αsmt. However it is also known that this singularity
is absent once the terms of (αs/β)
n are summed over, and this summation is achieved in
Non-Relativistic Green function G with Coulomb potential9 V . Thus Green function method
[Eq. (2.8)] is convenient for the threshold physics.
On the other hand, if the gluon, exchanged between tt¯, is “hard”, which means its momen-
tum is ∼ mt, it is not treated by the non-relativistic potential, but by the matching coefficients
of tt¯ production current. It is called “hard vertex correction” [48], which is the same as usual
radiative correction to the vector vertex:
γµ → γµ
(
1− 2CF αs(µh)
π
+O(α2s)) (2.16)
for each vertex. Here µh ≃ mt is a “hard scale” which is a typical scale for short distance
physics. We limit ourselves to the contributions from the “soft” gluons for the moment. The
matching coefficients, which represent the contributions from the “hard” gluons, are determined
in Section 2.5.
2.3 Non-relativistic tt¯ potential V to NNLO
2.3.1 Normalization of wave functions
In QFT, fields of spin-0 are dim-1, while those of spin-1/2 are dim-3/2. Thus if one uses the
convention10 that the dimensions of the creation-annihilation operators are the same for spin-0
fields and spin-1/2 fields, the dimension of c-number wave functions for spin-1/2 fields is higher
by 1/2 than that for spin-0. Since the dimensions of states with different spins are the same11
8 Actually, the Green function without V1 can be obtained analytically. See Section 2.4.2.
9 Note that V represents gluons of its momentum is ∼ αsmt. The relevant scale for these soft gluons (or for
the potential) is denoted by mus.
10 This is the convention that is usually used in (modern) relativistic calculations.
11 Since 〈ψ|ψ〉 is probability, |ψ〉 is dimensionless. While the dimensions of bases are determined by orth-
normality relations. For momentum, 〈p |p ′〉 = (2π)3δ(3)(p − p ′) means dim[|p〉] = dim[p−3/2]. For spins, |s〉 is
dimensionless in usual convention.
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in NR-Quantum Mechanics, one has to rescale the wave functions for spin-1/2 fields by hand.
We may proceed as follows. Free Relativistic Hamiltonian H
(R)
free of tt¯ pair is
H
(R)
free =
√
(mc2)2 + (pc)2 × 2 (2.17)
= 2mc2 +
p2
m
− p
4
4m3c2
+O
(
1
c4
)
.
Thus, the propagator for one-particle state in a non-Lorentz-covariant QM is
i
p0 −√(mc2)2 + (pc)2 = i
p0 −mc2 − p
2
2m
+
p4
8m3c2
+O
(
1
c4
) .
On the other hand, in Lorentz-covariant QFT, it is
1
p2 −m2 + iǫ =
1
2p0
[
1
p0 −
√
p2 +m2 + iǫ
+
1
p0 +
√
p2 +m2 − iǫ
]
or
i(p/+m)
p2 −m2 + iǫ ≃
i
p0 −
√
p2 +m2 + iǫ
p/+m
2p0
,
i(p/−m)
p2 −m2 + iǫ ≃
i
p0 −
√
p2 +m2 + iǫ
p/−m
2p0
.
Thus the non-covariant normalization of spinors, which is used for non-relativistic calculations
hereafter, is ∑
s
u(p, s)u¯(p, s) =
p/+m
2p0
,
∑
s
v(p, s)v¯(p, s) =
p/−m
2p0
,
or in Dirac representation,
u(p, s) =
√
p0 +m
2p0
 χ
s
p·σ
p0 +m
χs
 , v(p, s) = uc(p, s) = Cu¯(p, s)T ,
where C is charge conjugation matrix defined in Section A.3.2.
2.3.2 Breit-Fermi potential VBF
The potential V˜ (in momentum space) between tt¯ can be obtained by calculating the matrix
element M for the elastic scattering of tt¯, t(p) t¯(p¯) → t(p′) t¯(p¯′), in QFT and comparing
this with the formula in Born approximation, which is proportional to V˜ (k), where k is the
momentum transfer. Working in the cm frame of tt¯, the system can be dealt with one particle
QM [Section A.2.1]. Let us define12 k ≡ p′ − p, K ≡ (p′ + p)/2, or p′ = K + 1
2
k, p = K − 1
2
k.
12 Note that k is not relative momentum but momentum transfer; likewise K is not total momentum.
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Using p0 = mc2 + p2/(2m) +O(1/c2) etc.,
u¯(p′)γ0u(p) = χ′t
†
[
1 +
1
c2
−k 2 + 2iσt·(k×K )
8m2
+O
(
1
c4
)]
χt ,
u¯(p′)γiu(p) = χ′t
†
[
1
c
2Ki − iǫijkkjσkt
2m
+O
(
1
c3
)]
χt .
The corresponding expressions for
v¯(p¯)γµv(p¯′) = −vc(p¯′)(γµ)cvc(p¯) = +u¯(p¯′)γµu(p¯)
can be obtained by replacing k → −k , K → −K , σt → σt¯, χ(′)t → χ(′)t¯ . Thus in Coulomb
gauge13 [Section A.6.2],
iM = (−CF )(−igs)2
[
u¯(p′)γ0u(p) · u¯(p¯′)γ0u(p¯) ·D00 + u¯(p′)γiu(p) · u¯(p¯′)γju(p¯) ·Dij
]
= (−i)χ′t†χ′t¯† V˜BF(p ′,p)χ′tχ′t¯ ,
where VBF is the Breit-Fermi potential [41]:
V˜BF(p
′,p) = 〈p ′ |VBF |p〉
= −4πCFαs
[
1
k 2
+
1
2m2c2
(
p ′
2
k 2
+
p2
k 2
)
− 1
2m2c2
(
(p ′·k)2
(k 2)2
+
(k ·p)2
(k 2)2
)
+
1
4m2c2
+
3i
4m2c2
(
k×p ′
k 2
· S + k×p
k 2
· S
)
− 1
2m2c2
(
S 2 − (S ·k)
2
k 2
)
+O
(
1
c4
)]
,
where k = p ′ − p , S = S t + S t¯ and S t = σt/2, S t¯ = σt¯/2. There are several remarks.
Since the overall phase of M is unphysical, relation between iM and V˜ is determined so as
to reproduce the Coulomb potential at the leading order. We rewrote K with p,p ′, k in a
symmetric way:
4K 2 = 2p ′
2
+ 2p2 − k 2 ,
4 (k ·K )2 = 2 (p ′·k)2 + (k ·p)2 − (k 2)2 ,
k×K = 1
2
(−p ′×k + k×p) .
This makes the hermiticity of VBF transparent. Due to CP invariance of QCD, VBF is symmetric
under S t ↔ S t¯ [Equations 4.5 and A.52]. They are conveniently expressed in terms of the
total spin S :
S t·S t¯ = 1
2
(
S 2 − 3
2
)
, (S t·k) (S t¯·k) = 1
2
(
(S ·k )2 − k
2
2
)
.
The V˜BF depends not only on k but also on K . This means the potential is momentum
dependent [Section A.2.3]. This can be seen clearly in the coordinate-space representation
given below.
13 In fact VBF depends on the choice of gauge, and is not hermitian in general. However Coulomb gauge
gives hermitian result.
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The Breit-Fermi potential VBF(r) in coordinate-space can be obtained by Fourier transform:
VBF(r) δ
(3)(r ′ − r ) = 〈r ′ |VBF |r〉 =
∫
d3p′
(2π)3
d3p
(2π)3
ei(~p
′·~r′−~p·~r) V˜BF(p
′,p) ,
where r (r ′) is the relative coordinate for the initial (final) state. With
d3p′ d3p p ′·r ′ − p·r
= d3k d3p = k ·r ′ + p·(r ′ − r)
= d3p′ d3k = p ′·(r ′ − r) + k ·r
= d3K d3k , = K ·(r ′ + r)/2 + k ·(r ′ − r) ,
and ∫
d3k
(2π)3
ei
~k·~r 4π
{
1 ,
kikj
k 2
;
1
|k | ,
ki
k 2
;
1
k 2
,
kikj
(k 2)2
}
=
{
4πδ(3)(r) ,
1
r3
(
δij − 3r
irj
r2
)
+
4π
3
δijδ(3)(r) ;
2
π
1
r2
,
iri
r3
;
1
r
,
1
2r
(
δij − r
irj
r2
)}
,
we have
VBF(r) = −CFαs
r
− CFαs
2m2c2
{
1
r
, p2
}
+
CFαs
2m2c2
L2
r3
+
πCFαs
m2c2
(
1 +
4
3
S2
)
δ(3)(r)
+
3CFαs
2m2c2
L·S
r3
− CFαs
2m2c2
1
r3
(
S 2 − 3(S ·r)
2
r2
)
+O
(
1
c4
)
, (2.18)
where { , } means anti-commutator, and p and L = r×p are differential operators that
correspond to linear and orbital-angular momentum, respectively. Note that L and r commutes
[Section A.2.2]. In this form, one can clearly see that VBF(r) is hermitian. The following
relations may be useful to compare with the formulas in other literatures:
S t·S t¯ − 3(S t·r) (S t¯·r)
r 2
=
1
2
(
S 2 − 3(S ·r)
r 2
)
,
−
{
1
r
, p2
}
+
L2
r3
+ 4πδ(3)(r) =
−1
r
(
p2 +
1
r
r ·(r ·p)p
)
,{
pipj ,
1
2r
(
δij − r
irj
r2
)}
=
L2
r3
+ 4πδ(3)(r) .
2.3.3 Non-Abelian effect VNA
There is also a potential [42] proportional to CA, which is zero for Abelian gauge group (like
QED) [Figure 2.3]:
V˜NA(k) = −π
2CACFa
2
s
mt|k |c2 , VNA(r) = −
CACFa
2
s
2mtr2c2
. (2.19)
One can see that the potential in momentum space is non-analytic, and in coordinate space it
is a strong attractive potential near the origin.
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gC gT
Figure 2.3: Feynman diagram that contributes to VNA.
2.3.4 Radiative corrections V1 for Coulomb potential
There are also radiative corrections to Coulomb potential. We call this potential Coulombic
potential VC:
VC(k
2) = −CF 4πα
V
s (k
2;µ2)
k 2
, (2.20)
where the coupling in V -scheme is [43–45]
αVs (k
2;µ2) = αMSs (µ
2)
[
1 +
αMSs (µ
2)
4π
(
−β0 ln k
2
µ2
+ a1
)
(2.21)
+
(
αMSs (µ
2)
4π
)2((
β0 ln
k 2
µ2
)2
− (2β0a1 + β1) ln k
2
µ2
+ a2
)
+ · · ·
]
= αMSs (k
2)
[
1 +
αMSs (k
2)
4π
a1 +
(
αMSs (k
2)
4π
)2
a2 + · · ·
]
, for µ2 = k 2.
Here the first expression is for fixed order series, and the second for Renormalization-Group
(RG) improved series, µ2 = k 2. In Section 2.2.4 we wrote the log corrections as V1:
VC(k
2) = −CF 4πα
MS
s
k 2
+ V1(k
2) .
The potential VC(r) for coordinate space can be obtained analytically only for the fixed-
order series:
VC(r) = −CF α¯
V
s (1/r;µ)
r
= −CFα
MS
s
r
+ V1(r) , (2.22)
where
α¯Vs (1/r;µ) = α
MS
s (µ
2)
[
1 +
αMSs (µ
2)
4π
{2β0 ln(µr eγE) + a1} (2.23)
+
(
αMSs (µ
2)
4π
)2{
β20
(
4 ln2(µr eγE) +
π2
3
)
+ 2(β1 + 2β0a1) ln(µr e
γE) + a2
}]
.
We can see
α¯Vs (1/r;µ) ≃ αVs (k 2 = 1/r′2;µ2) , r′ ≡ r eγE
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aside from π2/3. Here γE = 0.5772 · · · is Euler-Mascheroni constant, and originates from the
Fourier transform: ∫
d3k
(2π)3
ln(k 2) ei
~k·~r
k 2
=
−1
4πr
[
ln(r2) + 2γE
]
.
Coefficients a1 and a2 are coefficients for O(1/c) and O(1/c2) corrections, respectively:
a1 =
31
9
CA − 20
9
TFnf =
31
3
− 10
9
nf = 4.77778 · · · ,
a2 =
(
4343
162
+ 4π2 − π
4
4
+
22
3
ζ3
)
C2A −
(
1798
81
+
56
3
ζ3
)
CATFnf
−
(
55
3
− 16ζ3
)
CFTFnf +
(
20
9
TFnf
)2
(2.24)
= 456.749− 66.3542nf + 1.23457n2f = 155.842 · · · .
Group theoretic factors CF etc. are given in Section A.1.1. In the first calculation of O(α2s)
correction [44], the 4π2 in C2A term of a2 was incorrectly calculated to be 6π
2. With this,
a
(old)
2 = 634.402− 66.3542nf + 1.23457n2f = 333.495 · · · .
Thus the correct value [45] of a2 is less than half of a
(old)
2 .
Since a2 is a coefficient of O(1/c2) correction, one can expect better convergence with
the correction to a2. However for fixed order calculation, ln(k/µs) term disturbs this naive
expectation. While for RG improved calculation, the size of O(1/c2) correction is diminished
by 2.
Coefficients β0 and β1 determine the RG flow of QCD coupling αs(µ). These first two
coefficients are independent to renormalization scheme:
∂
∂ln µ2
(
4π
αs(µ2)
)
= β0 + β1
αs(µ
2)
4π
+ β2
(
αs(µ
2)
4π
)2
+ · · · , or
µ
∂αs
∂µ
= − β0
2π
α2s −
β1
8π2
α3s −
β2
32π3
α4s − · · · ,
where
β0 =
11
3
CA − 4
3
TFnf = 11− 2
3
nf = 7.66667 · · · , (2.25)
β1 =
34
3
C2A −
20
3
CATFnf − 4CFTFnf = 2
(
51− 19
3
nf
)
= 38.6667 · · · .
At the leading order of running, one have
αs(µ
2) =
αs(M
2)
1 +
β0αs(M
2)
4π
log
µ2
M2
=
4π
β0 log
µ2
Λ2
,
where Λ2 = M2 exp
(
−4π
β0αs(M2)
)
. If we identify αs(µ)/π and (αs(µ)/π) ln(µ
2/k2) to be the
expansion parameters, then the coefficients are
β0
4
= 1.91667 · · · , β1
16
= 2.41667 · · · ,
a1
4
= 1.19444 · · · , a2
16
= 9.74014 · · · .
One can see that the finite term of O(α2s) correction a2/16 is large compared to the other.
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RG improved Coulombic potential
As can be seen in Eqs. (2.21) and (2.23), leading log’s,
∑
(αs ln)
n, in VC can be summed up
either in momentum space (µ = k) or in coordinate space (µ = 1/r′). However as we saw
above, there is an extra term π2/3 in α2s term for the coordinate space potential. Thus it
seems that RG improvement in momentum space is better. The potential in coordinate space
is obtained by numerical Fourier transform. There is another advantage14 for this prescription,
which is related to the “renormalon cancellation”, where the infrared part of V˜C(k) plays an
important role. However let us postpone this subject until Section 2.7.
Scale dependence of αV (q, µs) and α
MS
s (µs) are shown in Figure 2.4 for µs = 20GeV,
75GeV, and q. One can see that perturbative convergence is improved by the RG prescription
µs = q over the whole relevant momentum scale. Since the coupling becomes stronger as higher
orders are taken into account, it is expected that the binding energy becomes larger with higher
order corrections. Scaling behavior of MS coupling is also shown for comparison. It is similar
but higher order corrections are much smaller. In fact one can hardly distinguish 2-loop and
3-loop running. This is because a2 (and a1) is large. See the relation of V-scheme coupling to
MS-scheme coupling [Eq. (2.21)]. Also shown is the straight line q/(CFmt/2). The solution
q/(CFmt/2) = αV (q), or
µs = CFαV (µs)mt/2
gives Bohr momentum pB = µs. We can see that pB ≃ 20GeV and αV (pB) ≃ 0.16.
As shall be explained in Section 2.6.1, the normalization of the total cross section is de-
termined by the strength of the attractive force dV/dr between tt¯. This is shown in Fig-
ure 2.5. One can see that the perturbative convergence is worse for µs = 20GeV ≃ pB than
for µs = 75GeV or µs = q.
2.4 Reduced Green function G′
2.4.1 G in terms of G′
As was explained above, the HamiltonianH to NNLO (=O(1/c2)) [Eq. (2.14)] is not convenient
for numerical calculation. Thus following [27], we rewrite the Green function G for H in this
section.
We are interested in a Green function G(r, r′) that is projected to the S-wave. In operator
language, it is defined as follows [Section A.2.4]:
G ≡ 1
H − ω , ω ≡ E + iΓt , (2.26)
G(r , r ′) ≡ 〈r |G |r ′〉 , G(r, r′) ≡
∫
dΩr
4π
dΩr′
4π
G(r , r ′) .
Here H is defined in Eq. (2.14). Using operator identities derived in Section A.2.2
[p2, ipr] = 4πδ
(3)(r) +
2L2
r3
, [
1
r
, ipr] =
1
r2
,
14 It was argued in [46] that large theoretical uncertainty remains even after the RG improvement of VC. This
claim was based on a large discrepancy between results of renormalization-group improvements in momentum
space and in coordinate space. However in view of “renormalon cancellation”, momentum space is better.
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Figure 2.4: The momentum-space couplings αV vs. momentum trans-
fer q at LO (dot-dashed), NLO (dashed), and NNLO (solid). Two are
fixed order (µs = 20GeV, 75GeV), and one is RG improved (µs = q).
Intersection of αV and the straight line q/(CFmt/2), which is also
shown, gives Bohr momentum pB and the coupling αV (pB) at the scale
pB [Section B.3]. Running of MS coupling is also shown for reference.
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Figure 2.5: Attractive force dV/dr due to Coulombic potential VC,
with µs = 20GeV, 75GeV, q.
or
4π
mt
δ(3)(r) = [H0, ipr]− 2L
2
mtr3
+
CFas
r2
,(
p2
mt
)2
= H20 +
{
H0 ,
CFas
r
}
+
C2Fa
2
s
r2
,
the momentum dependent O(1/c2) potential U(p , r) can be rewritten as follows:
U(p , r) = − 1
4mtc2
H20 −
C2Fa
2
s
2mtc2
(
2
3
(3− S 2) + CA
CF
)
1
r2
− 3CFas
4mtc2
{
H0 ,
1
r
}
+
3 + 4S 2
12
CFas
mtc2
[H0 , ipr]
− 2CFas
3m2t c
2
L2S 2
r3
+
3CFas
2m2t c
2
L·S
r3
− CFas
2m2t c
2
1
r3
(
S 2 − 3(S ·r)
2
r2
)
= − 1
4mtc2
H20 −
C2Fa
2
s
2mtc2
(
2
3
+
CA
CF
)
1
r2
− 3CFas
4mtc2
{
H0 ,
1
r
}
+
11CFas
12mtc2
[H0 , ipr] ,
where the last expression is for the S-wave. We concentrate on the S-wave hereafter. To
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summarize,
H = H0 + V1 + U ,
U = bH20 + {H0 , OE}+ [H0 , OO] +W , (2.27)
b ≡ −1
4mtc2
, OE ≡ −3CFas
4mtc2
1
r
, OO ≡ 11CFas
12mtc2
ipr ,
W ≡ − C
2
Fa
2
s
2mtc2
(
2
3
+
CA
CF
)
1
r2
≡ − κ
mtr2c2
.
Note that OO is anti-hermitian, and thus U is hermitian. Using this expression for U , we can
rewrite G up to O(1/c3):
G =
1
H0 + V1 + U − ω
≃ 1
H0 − ω −
1
H0 − ω (V1 + U)
1
H0 − ω +
1
H0 − ωV1
1
H0 − ωV1
1
H0 − ω
≃ − b+ (1− bω −OE −OO) 1
H0 − ω (1− bω −OE +OO)
− 1
H0 − ω (V1 + bω
2 + 2ωOE +W ) 1
H0 − ω +
1
H0 − ωV1
1
H0 − ωV1
1
H0 − ω
≃ −b+ (1− bω −OE −OO) 1
H0 + V1 + bω2 + 2ωOE +W − ω (1− bω −OE +OO) ,
or
G = G′ − {bω +OE , G′} − [OO , G′]− b+O
(
1
c3
)
, (2.28)
G′ ≡ 1
H ′ − E , H
′ ≡ H0 + V1 + 2ωOE +W , E ≡ ω − bω2 .
Note that H ′ does not contain neither p4 nor δ(r):
H ′ =
p2
m
− CF a¯s
r
+ V1(r)− κ
mr2c2
, (2.29)
where
a¯s ≡ as
(
1 +
3
2
E + iΓ
mc2
)
, E ≡ (E + iΓ)
(
1 +
E + iΓ
4mc2
)
,
and
κ ≡ C
2
F
2
(
2
3
+
CA
CF
)(as
c
)2
(2.30)
= 2.5926 a2s = 0.06637×
( as
0.16
)2
.
Thus numerical calculation of Green function is much easier for G′ than G itself. In terms of
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c-number functions, they are related as
G(r, r′) =
[
1 +
E + iΓ
2mc2
+
3CF
4
(as
c
)2( 1
masr
+
1
masr′
)
− 11CF
12
(as
c
)2( 1
masr
d
dr
r +
1
masr′
d
dr′
r′
)]
G′(r, r′)
+
1
4mc2
1
4πrr′
δ(r − r′) +O
(
1
c3
)
=
[
1 +
E + iΓ
2mc2
− CF
6
(as
c
)2( 1
masr
+
1
masr′
)
+
11C2F
12
(as
c
)2]
G′(r, r′)
+
1
4mc2
1
4πrr′
δ(r − r′) +O
(
r, r′
1
c3
)
, (2.31)
where we used the relation Eq. (B.9) for the Coulomb Green function. Note that the difference
is higher order. Thus,
ImG(r0, r0)
=
[
1 +
(as
c
)2( −CF
3masr0
+
11C2F
12
)]
Im
[(
1 +
E + iΓ
2m2c2
)
G′(r0, r0)
]
+O
(
r0,
1
c3
)
. (2.32)
2.4.2 Green function for Coulomb plus 1/r2 potentials
In this section, we consider the Hamiltonian,
H =
p2
m
− CFas
r
− κ
mr2c2
, (2.33)
because (i) the Green function G (projected to S-wave) can be obtained analytically; and (ii)
the Green function G′ for H ′ in Eq. (2.29) without log corrections V1(r) can be obtained by
replacing as → a¯s, E → E . The results for pure Coulomb potential, which we shall use several
times, are also obtained by expanding in κ.
The Schro¨dinger equation for G(~r, ~r′) is[
E −
(
−△~r
m
− CFαs
r
− κ
mr2
)]
G(~r, ~r′) = −δ(3)(~r − ~r′) ,
where r = |~r|. We are interested in the Green function G(r, r′) projected to S-wave:[
E −
(−1
mr
∂2
∂r2
r − CFαs
r
− κ
mr2
)]
G(r, r′) =
−1
4πrr′
δ(r − r′) .
To simplify the equation, we introduce the following notations:
G(r, r′) =
g(r, r′)
rr′
, z = CFαsmr , ν
2 =
(CFαs)
2m
4E
. (2.34)
Here z is r measured in unit of (twice) the Bohr radius pB, and 1/ν
2 is E in the unit of the
Bohr energy EB [Eq. (B.7)]. Thus by dividing by (CFαs)
2m, we have(
1
4ν2
+
∂2
∂z2
+
1
z
+
κ
z2
)
g(z, z′) =
−1
4πCFαs
δ(z − z′) ,
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where g(z, z′) is just g(r, r′) without rescaling:
g(z, z′) = g
(
r=z/(CFαsm), r
′=z′/(CFαsm)
)
,
while the normalization of δ-function changes according to πδ(z) = Im [1/(z − iǫ)]. Solutions
with δ-function source can be obtained by the solutions without δ-functions:
g(z, z′) =
1
4πCFαsW
[g<(z)g>(z
′)θ(z′ − z) + g<(z′)g>(z)θ(z − z′)] , (2.35)
where W is the Wronskian15,
W ≡W (g>, g<; z) ≡
∣∣∣∣g>(z) g<(z)g′>(z) g′<(z)
∣∣∣∣ = g>(z) g′<(z)− g<(z) g′>(z) ,
and the function g>(z) (g<(z)) is the solution to the homogeneous differential equation:(
1
4ν2
+
d2
dz2
+
1
z
+
κ
z2
)
g(z) = 0 , (2.36)
which is “well-behaved” at z →∞ (z → 0). Since we use the value of the Green function near
the origin, it is important to know its behavior around there. For κ > 0, which is the case, the
potential is dominated by 1/z2 near the origin. Assuming a solution of power behavior,(
d2
dz2
+
κ
z2
)
zd ≃ 0 ,
one obtains
d =
1±√1− 4κ
2
≡ d± , d+ + d− = 1 , d+d− = κ . (2.37)
This may indicate that the wave function is collapsed into the origin when the attractive force
is as strong as κ > 1/4. However we don’t have to worry about this because κ ∼ 0.06 for
our case. For small κ, d+ ≃ 1 − κ, d− ≃ κ. Thus in order to obtain the results for Coulomb
potential, it is convenient to write d+(= 1− d−) in terms of d−. For both choice of d±, g(z)/z
diverges at the origin, but it’s milder for d+. Thus g<(z) ∼ zd+ near the origin. For Coulomb
(κ = 0), two independent solutions are
z − 1
2
z2 +O(z3) , 1− z ln z +O(z2 ln z) .
In order for g(z)/z to be finite at the origin, g<(z) ∼ z − 12z2.
Further calculations are done in Section B.2. Especially, results for pure Coulomb potential,
which we frequently refer to, is collected in Section B.3.
15 One can easily show that the Wronskian W for the two solutions of a 2nd-rank homogeneous ordinary
differential equation without 1st-derivative term, is independent of z:
dW
dz
= 0 .
Thus one can calculate W wherever he/she wants.
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2.4.3 Explicit expression for G′
The optical theorem shows that all we have to do is to calculate the Green function G, or G′,
near the origin. The reduced Green function G′ is defined in Eqs. (2.28) and (2.29). Thus we
numerically solve the Schro¨dinger equation[
E −
(
−△
m
− CF a¯s
r
+ V1(r)− κ
mr2
)]
g(r)
r
= 0 , (2.38)
or, equivalently,(
1
4ν2
+
d2
dz2
+
κ
z2
+
1
z
[
ℓ2 ln
2(µ˜′z) + ℓ1 ln(µ˜
′z) + ℓ0
])
g(z) = 0 ,
where
z = CFαsmr , ν
2 =
(CFαs)
2m
4E , µ˜
′z = µr eγE ,
and
ℓ2 =
( as
4π
)2
4β20 ,
ℓ1 =
as
4π
2β0 +
( as
4π
)2
2 (β1 + 2β0a1) ,
ℓ0 = 1 +
3(E + iΓ)
2m
+
as
4π
a1 +
( as
4π
)2 (π2
3
β20 + a2
)
.
There are two independent solutions for this differential equation. Assuming their form near
the origin as
g±(z) = z
d±
[
1 + z
(
L±2 ln
2(µ˜′z) + L±1 ln(µ˜
′z) + L±0
)
+O(z2)] , (2.39)
we have
L±2 = −
ℓ2
2d±
,
L±1 =
2d± + 1
2d2±
ℓ2 − 1
2d±
ℓ1 ,
L±0 = −
4d2± + 2d± + 1
4d3±
ℓ2 +
2d± + 1
4d2±
ℓ1 − 1
2d±
ℓ0 .
With these two solutions, solutions (nearly) regular for z →∞ and z → 0, respectively, are
g>(r) = g−(z) +Bg+(z) , g<(r) = g+(z) .
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With the normalization in Eq. (2.39), the Wronskian W with respect to z is the same as
Eq. (B.6): W =
√
1− 4κ. Thus we have
4π
m2c
G′(r, r′) =
4π
m2c
1
4πCFasW
g>(z)g<(z
′)
rr′
, (z > z′)
=
CFas√
1− 4κ
[
g+(z)g−(z
′)
zz′
+B
g+(z)g+(z
′)
zz′
]
→ CFas√
1− 4κ
[
1
z
{
1 + z
∑
i=±
(
L
(i)
2 ln
2(µ˜′z) + L
(i)
1 ln(µ˜
′z) + L
(i)
0
)
+ · · ·
}
+Bz−2d−
{
1 + 2z
(
L
(+)
2 ln
2(µ˜′z) + L
(+)
1 ln(µ˜
′z) + L
(+)
0
)
+ · · ·
}]
=
CFas√
1− 4κ
[
1
z
+
∑
i=±
(
L
(i)
2 ln
2(µ˜′z) + L
(i)
1 ln(µ˜
′z) + L
(i)
0
)
+Bz−2d−
]
+ (vanish when z → 0). (2.40)
where → means r = r′ = r0 → 0.
2.5 Matching of NRQCD with QCD
Having taken into account the “soft” gluon contributions, next we consider the effect of “hard”
gluons. It is determined by matching the NRQCD calculation to QCD one. Short distance
coefficients C
(cur)
1 , C
(cur)
2 for tt¯ production current, defined in Eq. (2.8), are determined in the
same section to the lowest order of αs. Higher orders can be determined by matching the result
for Green function method with that for usual perturbative QCD. The Green function method,
or NRQCD, can be applied when β ≪ 1, while pQCD can be applied when αs/β ≪ 1. Thus
both formalism is valid when αs ≪ β ≪ 1. For this energy region, Green functions can be
calculated perturbatively. While relativistic pQCD calculation was done in [40]. Both of these
results are summarized in Section B.4. By demanding these two results to coincide, we obtain
C
(cur)
1 and C
(cur)
2 . Actually for C
(cur)
2 , we need only to the leading order, which was obtained
already in free-propagating limit [Eq. (2.11)]. With C
(cur)
2 = 1/3,{
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
ImG(r, r′)
∣∣∣∣
r,r′→r0
(2.41)
=
{
C
(cur)
1 −
(as
c
)2 CF
3masr0
}
Im
[(
1− E + iΓ
3mc2
)
G(r0, r0)
]
=
{
C
(cur)
1 +
(as
c
)2( −2CF
3masr0
+
11
12
C2F
)}
Im
[(
1 +
E + iΓ
6mc2
)
G′(r0, r0)
]
where the equalities are up to O(1/c3). Here we used Eqs. (2.10) and (2.26), or[
−△r
m
− CFas
r
− (E + iΓ) +O
(
1
c
)]
G(r, r′) =
1
4πrr′
δ(r − r′) , or
△r
m
ImG(r, r′) = − Im
[(
CFas
r
+ E + iΓ
)
G(r, r′)
]
+O
(
1
c
)
.
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The same relation holds also for G′(r, r′) since their difference is O(1/c2). With the definition{
1 +
(
αs(µh)
π
)
CFC1 +
(
αs(µh)
π
)2
CFC2(r0)
}
≡
{
C
(cur)
1 +
(as
c
)2( −2CF
3mtasr0
+
11
12
C2F
)}
, (2.42)
we have [27]
C1 = −4 , (2.43)
C2(r0) = CFC
A
2 + CAC
NA
2 + TFnfC
L
2 + TFnHC
H
2
+ π2
(
2
3
CF + CA
)
ln
(
r0
r
(ref)
0
)
+ 2β0 ln
(
mt
µh
)
= − 19.17 + 0.611111nf + 0.251199nH
+ 38.3818 ln
(
r0
r
(ref)
0
)
+
(
22− 4
3
nf
)
ln
(
mt
µh
)
= − 18.3077 + 38.3818 ln
(
r0
r
(ref)
0
)
+ 15.3333 ln
(
mt
µh
)
, (2.44)
r
(ref)
0 ≡
e2−γE
2mtc
=
2.07433
mtc
(2.45)
where
CA2 =
39
4
− ζ3 + π2
(
4
3
ln 2− 35
18
)
= −1.5215 · · · ,
CNA2 = −
151
36
− 13
2
ζ3 + π
2
(
179
72
− 8
3
ln 2
)
= −5.71378 · · · ,
CL2 =
11
9
= 1.22222 · · · ,
CH2 =
44
9
− 4
9
π2 = 0.502398 · · · .
Note that the velocity dependence of the matching coefficient is determined by single number:
C
(cur)
2 = 1/3. Thus it is highly non-trivial that the matching is surely possible.
Let us consider the r0 dependence of R ratio for the case Γt = 0. Since only ℓ0 and L
±
0 ,
among ℓi and L
±
i , have imaginary part, we see from Eq. (2.40),
4π
m2c
ImG′(r0, r0) =
CFas√
1− 4κ
{
Im [B] z
−2d−
0 + Im
[
L+0 + L
−
0
]}
=
CFas√
1− 4κ
{
Im [B] z
−2d−
0 −
3Γt
4κmt
}
.
Here we omit the terms that vanish when z0 → 0. Since κ is a coefficient of O(1/c2) interaction,
we need only the terms with the first (or less) order in κ. Thus
ImG′ ∼ z−2d−0 = e−2d− ln z0 = 1− 2d− ln(z0) + · · ·
= 1− 2κ ln(z0)− 2κ2 ln(z0)(1− ln(z0)) + · · ·
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where z0 = CFαs(µs)mtr0. While r0 dependence of matching coefficients [Eq. (2.43)] is
C ∼ 1 + 2κ ln(r0/r(ref)0 ) .
Thus we can see that ln r0 singularity is cancelled in R ratio to the order we are concerning
16.
However for finite width Γt, the expression for R diverges with 1/r0 and ln(r0). This is due to
the incomplete treatment of the width Γt. Here we follow the treatment of [27]; that is, expand
the expression with respect to r0 as detail as possible, and drop the terms that vanish when
r0 → 0. We choose r0 = r(ref)0 .
2.6 Previously obtained results for R ratio
In this section, we show R ratio for freely-propagating tt¯ with and without finite decay width
Γt, Leading Order (LO) Coulomb rescattering with and without Γt, Next-to-Leading Order
(NLO = O(1/c)) Coulomb rescattering with Γt, and Next-to-Next-to-Leading Order (NNLO
= O(1/c2)) Coulomb rescattering with Γt. All of these are for fixed order αs(µs) calculations17,
and are obtained before our work, except those with anew2 .
2.6.1 Analytic results
Analytic formulas for R ratios [Eq. (2.1)] are available for the following cases:
R =
3
2
NCQ
2
t
√
E
mt
, for free; without Γt ,
R =
3
2
NCQ
2
t
√√
E2 + Γ2t + E
2mt
, for free; with Γt ,
R =
3
2
NCQ
2
t
πCFαs
1− e−zE , zE = πCFαs
√
mt
E
, for LO; without Γt , (2.46)
where E =
√
s− 2mt. The second one is given in Eq. (2.13), and the last one is in Eq. (B.8).
These results are shown in Figure 2.6. We can see several points. Because of non-zero width Γt,
the production cross section is non-zero also for E < 0. More prominently, attractive Coulomb
interaction between tt¯ enhance tt¯ production cross section by many times. This is because the
tt¯ wave function |ψ(0)|2 at the origin is enhanced by the attractive potential.
Wave function ψ(0) at the origin and potential V (r)
The magnitude of a wave function at the origin is related to (the expectation value of) the
attractive force dV (r)/dr [47]. We are interested only in S wave. Higher orbital angular
momentum states may not contribute to ψ(0). Thus we define
ψ(r) =
1√
4π
y(r)
r
16 The κ in G′ is evaluated at the scale µs, while the κ in C is evaluated at µh. However, the difference
between αs(µs)
2 and αs(µh)
2 is higher order, at least formally.
17 LO and NLO corrections with RG improvement were also calculated; these are summarized in Figure 2.10.
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Figure 2.6: R ratios for the situations that analytic formulas are
available. We used mt = 175GeV, Γt = 1.43GeV, αs(µs) = 0.16,
which is for µs ≃ 20GeV. Shown in vertical lines are the first four
resonances for Coulomb potential: En = −EB/n2 where EB ≡ p2B/mt
and pB ≡ CFαs(µs)mt/2. Note that the self-consistent solution for
pB = CFαs(µs = pB)mt/2 is pB ≃ 20GeV.
for S wave, which means
△ψ(r) = 1√
4π
y′′(r)
r
.
With this and the Schro¨dinger equation[
−△
2µ
+ V (r)
]
ψ(r) = Eψ(r) ,
where µ = mt/2 is the reduced mass, the following quantity can be evaluated in two ways:
−
∫
d3r
y′′y′
4πr2
=
−1
2
∫
dr(y2)′ =
−1
2
(y2)′
∣∣∞
0
= −2π (ψ + rψ′)2∣∣∞
0
= 2π|ψ(0)|2 , while
= 2µ
∫
d3r[E − V (r)] yy
′
4πr2
= µ
∫
dr[E − V (r)](y2)′ = µ
∫
drV ′(r) y2 = µ 〈V ′〉 .
Thus we have
|ψ(0)|2 = µ
2π
〈V ′(r)〉 . (2.47)
On the other hand, constant shift of the potential, V (r)→ V (r)+ δV , can be compensated
by the shift of the energy, E → E + δV . Thus it is related to the shift of the mass mt, since
E =
√
s−2mt. This issue is discussed intensively in Section 2.7 in connection with renormalon
ambiguity of both pole mass mpolet of a quark and potential V (r) in coordinate space.
2.6.2 Numerical results
Analytic formulas for R ratio cannot be obtained with non-zero width Γt even for LO. For LO
and NLO, the expression for R ratio is
R(s) =
3
2
NCQ
2
t
4π
m2c
C
(cur)
1 ImG(r = 0, r
′ = 0) ,
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where the (S wave projected) Green function G(r, r′) is the solution for[
(E + iΓt)−
(−1
mt
[
d2
dr2
+
2
r
d
dr
]
− CFas
r
+ V1(r)
)]
G(r, r′) =
−1
4πrr′
δ(r − r′) ,
with E =
√
s − 2m(pole)t . Note that V1(r) is zero for LO. For NLO, only O(1/c) terms are
used in V1(r). The same notice is applied for the short-distance current renormalization C
(cur)
1 .
It can read from Eqs. (2.42) and (2.43); it is unity for LO, and (1 − 2CFαs(µh)/π)2 = (1 −
4CFαs(µh)/π) for NLO [Eq. (2.16)].
The situation becomes more complicated for NNLO (and higher). The last expression is
the one we actually used:
R =
3
2
NCQ
2
t
4m2
s
4π
m2c
{
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
ImG(r, r′)
∣∣∣∣
r,r′→r0
=
3
2
NCQ
2
t
4m2
s
4π
m2c
{
1 +
(
αs(µh)
π
)
CFC1 +
(
αs(µh)
π
)2
CFC2(r0)
}
×
× Im
[(
1 +
E + iΓ
6mc2
)
G′(r0, r0)
]
(2.48)
=
3
2
NCQ
2
t
4m2
s
{
1 +
(
αs(µh)
π
)
CFC1 +
(
αs(µh)
π
)2
CFC2(r0)
}
CFas√
1− 4κ ×
× Im
[(
1 +
E + iΓ
6mc2
){
Bz
−2d−
0 +
1
z0
+
∑
i=±
(
L
(i)
2 ln
2(µ˜′z0) + L
(i)
1 ln(µ˜
′z0) + L
(i)
0
)}]
,
where z0 = CFαsmr0, µ˜
′z0 = µr0 e
γE , and r0 = r
(ref)
0 ≡ e2−γE /(2mt). Here we used Eqs. (2.8),
(2.41), (2.42) and (2.40). Reduced Green function G′(r, r′) is the solution of[
E −
(−1
mt
[
d2
dr2
+
2
r
d
dr
]
− CF a¯s
r
+ V1(r)− κ
mtr2
)]
G′(r, r′) =
−1
4πrr′
δ(r − r′) ,
where
a¯s ≡ as
(
1 +
3
2
E + iΓ
mc2
)
, κ =
C2F
2
(
2
3
+
CA
CF
)(as
c
)2
, E = (E + iΓ)
(
1 +
E + iΓ
4mc2
)
.
The coefficient B is determined as
B = −g−(r)
g+(r)
∣∣∣∣
r→∞
,
where g±(r) are the solutions of homogeneous differential equation for G
′(r, r′) with the bound-
ary condition
g±(z) = z
d±
[
1 + z
(
L±2 ln
2(µ˜′z) + L±1 ln(µ˜
′z) + L±0
)
+O(z2)] .
Our input is
mt = 175GeV , Γt = 1.43GeV , α
MS
s (mZ) = 0.118 .
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Figure 2.7: R-ratios for e+e− → γ∗ → tt¯ at LO (dot-dashed), NLO
(dashed), and NNLO (solid) as functions of the energy measured from
twice the pole mass, E =
√
s−2mpole. Arrows indicate dislocations of
the maximum point of R as the O(1/c) and O(1/c2) corrections are
included, respectively. We putmpole = mt = 175GeV, Γt = 1.43GeV,
and αs(mZ) = 0.118. Dotted lines show NNLO R-ratios calculated
with an old value of a2 [44], which is one of the coefficients in the two-
loop perturbative QCD potential V1(r). Figure (a) is for µs = 75GeV
and (b) is for µs = 20GeV.
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Figure 2.8: R-ratios for e+e− → γ∗ → tt¯ at NNLO for several values
of r0: r0 = a/2 (dashed), r0 = a (solid), and r0 = 2a (dot-dashed),
where a ≡ r(ref)0 ≡ e2−γE /2mt. Figure (a) is for µs = 75GeV, and
(b) is for µs = 20GeV. Other notations and parameters are same as
in Figure 2.7.
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There are also another inputs. One is the “hard scale” µh = mt, which is for αs in matching
coefficients, and the “soft scale” µs = 20GeV, 75GeV, which is for αs in potential. The other
is regulator r0 = r
(ref)
0 for the incomplete treatment of Γt.
Shown in Figure 2.7 is the R-ratios for LO, NLO (= O(1/c)) and NNLO (= O(1/c2)), where
the last one is calculated in [26–28] for µs = 75GeV. Our numerical results are consistent with
them. As was already pointed in [26–28], O(1/c) and O(1/c2) corrections for R ratio are not
small at all. In fact this is the motivation for us to study this issue: how well can we improve
the perturbative convergence of R. There are three possible sources of this bad convergence:
(i) after the calculations in [26–28], it was found [45] that the previous calculation [44] of a
coefficient a2 in V1, which is one of the O(1/c2) corrections, turn out to wrong. In fact the
original value of a2 is so huge that it was suspected to be wrong before the calculation in [45].
We see the effect of this modification just below in this section. (ii) One can see that the soft-
scale (µs) dependence of R is also large. This suggests the necessity of Renormalization-Group
(RG) improvement. We do this in Section 2.8. (iii) Yet another possible source is renormalon
ambiguity of pole mass and potential. We pursue this issue in Section 2.7.
Before studying suspects (ii) and (iii) above, let us look at more closely these fixed order
results for now. In Figures 2.7, the difference of those two figures are the choice of the soft scale
µs, which is written simply as µ. One choice is µs = 20GeV ≃ pB and the other is 75GeV.
The latter is chosen somewhat arbitrary. Naively, the natural scale for Coulomb potential is
Bohr momentum pB ≃ 20GeV [Eq. (B.7)]. However one can see that the convergence of the
normalization is better for µs = 75GeV than that for µs = 20GeV, although the convergence
of the peak position (≃ mass of the 1S resonance) is better for µs = 20GeV than that for
µs = 75GeV. This maybe because the normalization is determined by the wave function
at the origin, which is much shorter than 1/pB; |ψ(0)|2(∝ 〈V ′(r)〉). More explicitly, from
Figure 2.5 one can see that the convergence of the attractive force due to Coulombic potential
VC is worse for µ = 20GeV. There is another attractive force due to VNA for NNLO. This
also increases the normalization18. On the other hand, the position of 1S peak is determined
by Bohr momentum pB. However corrections to the potential V1(r) are minimized near
19
1/r ≃ µ′s = µs eγE . Interplay of these factors makes the estimate of the optimal scale for
µs complicated. We consider this issue once more in Section 2.8.1, where the theoretical
ambiguities of our calculations are examined.
Also shown in the same figures are the effects of correcting a2 [44,45], which is a coefficient
of NNLO correction to Coulomb potential. Numerically, the difference between a
(old)
2 ≃ 333
and a
(new)
2 ≃ 156 is large, but the effect of correcting it to R turns out to be small. This is
because log term in V1(r) [Eq. (2.15)] are also large. In the following section, we give the results
for RG improved potential, where large log’s are summed. For those cases, NNLO corrections
diminishes by factor two when the correct value for a2 is used.
Shown in Figures 2.8 are the r0 dependence of R ratio. Both vertical and horizontal
directions are magnified by two, compared to Figures 2.7. The value of r0 is varied by factors
2 and 1/2. As was explained in Section 2.4.3, the variation in R is due to not only O(1/c3)
corrections but also O(Γt/mt) terms in Eq. (2.48). The size of this variation is a measure of
one of the uncertainties of our theoretical prediction. We can see it is rather small compared
to the O(1/c2) correction itself. Especially, side-ward shift is very small.
18 Short distance vertex corrections C1 etc. also affects the overall normalization. For example, with
αMSs (mt) = 0.107, it is 1− 4CFαMSs (µh = mt)/π = 0.818 to NLO.
19 For reference, eγE = 1.781 · · · .
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2.7 Renormalon ambiguity and PS mass
2.7.1 Perturbative convergence
It is known that the perturbative expansion in QFT is an asymptotic expansion. The ambiguity
due to this is called “renormalon ambiguity” [55–58]. This is the subject of this section.
For some quantities Q, explicit calculations show that perturbative convergence of Q is
much better when Q are expressed in terms of MS-mass mMSt than in pole-mass m
pole
t . One
example is the leading fermionic correction (∆ρ)f to the ρ-parameter [49]:
∆ρon-shell ≃ NCGFM
2
t
8
√
2π2
[
1− αs(µ)
π
× 2.9−
(
αs(µ)
π
)2(
5.0 ln
µ2
M2t
+ 15.
)]
,
∆ρMS ≃ NCGF m¯t(µ)
2
8
√
2π2
[
1 +
αs(µ)
π
(2ℓ− 0.19) +
(
αs(µ)
π
)2(
15
4
ℓ2 + 2.0ℓ− 4.0
)]
,
where20 Mt ≡ mpolet , m¯t(µ) ≡ mMSt (µ), and ℓ ≡ ln[µ2/m¯t(µ)2] = 0 for µ = µt ≡ m¯t(µt). One
can see that with µ = µt, the coefficient of αs/π is smaller by factor 15 for MS-mass, and
factor 4 in the case (αs/π)
2. A similar behavior can also be seen in the QCD corrections to the
interactions ℓ+ℓ−H , W+W−H , and ZZH [50]. It is suspected that these worse convergence
may be a signal of renormalon contributions.
Likewise, as we shall see below, the pole massmpolet of a quark itself suffers from “renormalon
ambiguity” of O(ΛQCD) even if Γt > ΛQCD [51–54]. For example, the invariant mass mjW of
the jet and W , which are the decay products of t, distributes around mt. However since b is
not color-singlet, the mjW -distribution do not directly represent m
pole
t .
On the other hand, there is also “renormalon ambiguity” for quark-antiquark potential
V (r) in coordinate space, and it can be shown [59, 60] that the severest ambiguity cancel in
the combination 2mpolet + V (r). We shall see this just below.
2.7.2 IR gluon contributions to self-energy Σ and potential V (r)
The mass m of a particle f is renormalized due to the self-energy Σ of f by δm = mΣ1, since
i
p/−m− Σ =
i
p/−m−mΣ1 − (p/−m)Σ2
≃ 1
1− Σ2
i
p/−m(1 + Σ1) ,
where
Σ(p,m) ≡ mΣ1(p2, m) + (p/−m)Σ2(p2, m)
= p/Σ2 +m(Σ1 − Σ2) .
20See also [50].
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Let us consider the one-loop gluon contribution to Σ of a quark. Since gluon is strongly coupled
in IR region, we concentrate on those region. For a static quark pµ ≃ (m,~0) [54],
−iΣIR = (−igs)2 T aT a
∫
~k=soft
d4k
(2π)4
γ0
i(p/+ k/ +m)
(p+ k)2 −m2 + iǫγ0
−i
−|k |2 + iǫ
∣∣∣∣
p2≃m2
≃ 1 + γ
0
2
CFg
2
s
∫
~k=soft
d4k
(2π)4
1
(k0 + iǫ)(|k |2 − iǫ)
=
1 + γ0
2
−i
2
∫
~k=soft
d3k
(2π)3
4πCFαs
|k |2
≃ (−i)1 + γ
0
2
1
2
∫
~k=soft
d3k
(2π)3
4πCFαs(|k |2)
|k |2 ,
where we used ki ∼ 0 in the denominator, and 1
k0+iǫ
= P 1
k0
− iπδ(k0). Fermion bubbles in
the gluon propagation alter the |k |-dependence with the coefficient nf , the number of (light)
fermion flavor. By naively non-abelianizing nf to β0, we have the last expression. Thus we
have Σ2 = Σ1 − Σ2, or
δmIR = mΣ1 = m · 2Σ2
=
1
2
∫
~k=soft
d3k
(2π)3
4πCFαs(|k |2)
|k |2 ,
where δmIR means the contribution from IR gluons. This expression is ill-defined due to the
IR-pole of the QCD coupling αs(µ). On the other hand, the QCD-potential V (r) in coordinate
space is also ill-defined due to just the same reason:
δV (r)IR =
∫
~k=soft
d3k
(2π)3
ei
~k·~r −4πCFαs(|k |2)
|k |2 .
However we can see that [59,60] the “severest IR renormalon pole” is canceled in the combina-
tion 2mpole+V (r). The precise meaning of this statement is explained in the next section. The
origin of the difference of the sign can be understood as follows. Consider an Abelian gauge
group for simplicity. For the self-energy Σ, both end of a “gluon” couple to the “quarks” of the
same charge; thus Σ ∝ +CFαs, where CF ∼ Q2 (Q is Abelian charge). For the potential V ,
one end of a “gluon” couples to a “quark” while the other to a “anti-quark”; thus V ∝ −CFαs.
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2.7.3 Borel sum and IR renormalon pole
IR renormalon in mpole is discussed in [37, 52, 53]. IR gluon contribution for a quark mass is
δmIR(µ) ≡ 1
2
∫
|~k|<µ
d3k
(2π)3
4πCFαs(|k |2)
|k |2 =
CF
π
∫ µ
0
dk αs(k
2)
=
CFαs(µ)
π
µ
∞∑
n=0
n!
(
2
β0αs(µ)
4π
)n
(2.49)
=
CF
π
µ
∫ ∞
0
dt e−t/αs(µ)
1
1− 2β0t
4π
. (2.50)
We can see several points. With the expression in the second line21, which is written in
series, the coefficients grows with n!, thus the series is asymptotic one, which means it does not
converge at all. The procedure that leads to the final expression is called “Borel resummation”.
One can easily check that this expression is the same as the above one at least formally, by
expanding the denominator and integrating each term, which gives simply Γ-function or n!.
The integration parameter t is called the “Borel parameter” conjugate to αs(µ). It is sometimes
convenient to use the rescaled Borel parameter u ≡ β0t
4π
conjugate to β0αs(µ)
4π
. The complex plane
of the Borel parameter t or u is called “Borel plane”. With the Borel-sum representation of
δmIR, there is a pole on the path of integration, since β0 > 0. The pole in the Borel plane that
originates from the asymptotic behavior of a perturbative expansion is called a renormalon
pole. We can see that the pole mass has a IR renormalon pole at u = 1
2
. The following
expressions may be useful to follow some of the calculations here:
αs(k) =
αs(µ)
1− β0αs(µ)
4π
ln µ
2
k2
= αs(µ) ·
∞∑
n=0
(
β0αs(µ)
4π
ln
µ2
k2
)n
,
αs(µ) =
4π
β0 ln
(
µ2
Λ2
) = ∫ ∞
0
dt
(
µ2
Λ2
)− β0
4π
t
,
exp
( −4π
β0αs(µ)
)
=
Λ2
µ2
, e−t/αs(µ) =
(
µ2
Λ2
)− β0
4π
t
.
where Λ = ΛQCD. The most RHS of the second equation may be called Borel representation
for the running coupling [57].
Short distance mass and long distance mass
IR renormalon pole disturbs pole mass mpole but not MS mass mMS. This is because MS
scheme subtracts only the pole that originates from UV divergence. Such a mass scheme may
be called “short distance mass”. On the other hand, a mass scheme sensitive to IR physics
may be called “long distance mass”. For example, the peak of the invariant mass mjW of the
jet and W that are decay products of t, may be a kind of long distance mass of top quark.
Those mass schemes suffer from IR renormalon ambiguity.
21 Here we used
∫ 1
0
dx
(
ln
1
x2
)n
= 2nn!.
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Ambiguity due to IR renormalon pole
There are several ways to estimate the ambiguity of mpole due to IR physics. We show three
ways here. It may be useful to see that both the Borel-summed expression and the asymptotic-
series one give almost the same result. The symbol ∆ denotes ambiguity.
(i) In the Borel-summed expression Eq. (2.50), there is a pole on the path of integration.
There may be two choices to step aside this singularity; one is to around upper side of the
pole, and the other is lower side. The ambiguity may be estimated by the difference of these
two [51]:
∆ (δmIR(µ)) ≃ 1
2
Im
[
CF
π
µ
∮
C
dt e−t/αs(µ)
1
1− 2β0t
4π
]
=
−1
2
4πCF
β0
µ
(
Λ2QCD
µ2
)1/2
=
−1
2
4πCF
β0
ΛQCD .
Note that the power 1/2 of Λ2/µ2 reflects the position of the renormalon pole u = 1/2. Be-
cause of the exponential dumping factor exp[−t/αs(µ)], the severest ambiguity is due to the
renormalon pole that is closest to the origin. For the case of mpole, it is u = 1/2. However in
the combination 2mpole + V (r), this severest pole is cancelled each other. The next severest
pole, which may not be cancelled in the combination above, may be u = 1. The ambiguity due
to this renormalon pole is
∆ (δmIR) ∼ µ
(
Λ2
µ2
)1
= Λ · Λ
µ
for u = 1 ,
thus suppressed by factor Λ/µ ∼ 1/175 for µ ∼ mt. Precise determination of the residue may
be difficult.
(ii) Let us consider a asymptotic series
∑∞
n=0 x
nn! [52]. The best approximation may be
obtained when one sums up until the ratio of a term and the next term becomes greater than
unity: [xn+1(n + 1)!]/[xnn!] = xn < 1, or n . ncrit ≡ 1/x. The ambiguity may be estimated
by the magnitude to the last term:
∆
(
ncrit∑
n=0
xnn!
)
≃ xnn!|n=ncrit ≃
n!
nn
∣∣∣∣
n=ncrit
≃ √2πncrit e−ncrit .
For the case we deal,
ncrit =
1
2
4π
β0αs(µ)
≃ 6 to 7 .
Note that if the severest IR renormalon pole is not u = 1/2 but u = 1, then ncrit = 4π/(β0αs).
Thus from Eq. (2.49) we have
∆ (δmIR) ≃ CF
π
µαs(µ) ·
√
2πncrit e
−ncrit
=
CFαs(µ)
π
2π√
β0αs(µ)
ΛQCD .
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(iii) There is also an another way to estimate. It gives small imaginary part directly to the
denominator of the integrand of momentum integration [52]:
∆ (δmIR(µ)) ≃ Im [δmIR(µ)] = Im
[
CF
π
4π
β0
∫ µ
0
dk
1
ln k
2
Λ2
+ iǫ
]
=
−1
2
4πCF
β0
ΛQCD .
For an asymptotic slavery theory β0 < 0 such as QED, the IR renormalon pole is not on
the path of integration, thus it may not be big problem. In terms of an asymptotic series, each
term is sign altering, thus the singularity is less than the case for β0 > 0. There are also UV
renormalon poles in QCD (and in QED as well). However, they are situated at the negative
region of the real axis (for β0 > 0), thus cause no ambiguity at least with regard to the Borel
resum.
2.7.4 Potential-Subtracted mass mPS(µf)
Arguments by now indicate that one should attempt to extract the MS mass mMS directly,
not the pole mass mpole, from experiments. However one crucial point is that MS mass is
not calculated to the order we need. This is because the binding energy (∼ −EB) is already
O(mα2s) to the leading order [Eq. (B.7)]. Thus to NNLO, one needs O(mα4s) term, which
is N4LO correction to the quark mass. Recently N3LO correction to the quark mass was
calculated [64]. But one more higher order may be very hard to calculate. One way to
circumvent this dilemma is to introduce another “short-distance” mass scheme. There may be
a host of schemes, but one scheme which is convenient to our problem is Potential-Subtracted
(PS) mass mPS proposed in [59]. The argument goes as follows. As we showed above, the
combination 2mpole + V (r) is free from the (severest) IR renormalon pole, but each of mpole
and V (r) are not. The problematic part is the IR part of V˜ (|k |). The idea is to add that part
to the mass. Then the new potential is free from (severest) IR renormalon ambiguity. Thus so
is the new mass scheme, since the sum is so:
2mpole + VC(r) = 2mPS(µf) + VC(r;µf) , (2.51)
where22
mPS(µf) ≡ mpole +∆m(µf ) , VC(r;µf) ≡ VC(r)− 2∆m(µf)
and
∆m(µf) ≡ 1
2
∫
|~q|<µf
d3q
(2π)3
V˜C(q) (2.52)
=
−CFas
π
µf
[
1 +
as
4π
{
a1 − β0
(
ln
µ2f
µ2s
− 2
)}
+
( as
4π
)2{
a2 − (2a1β0 + β1)
(
ln
µ2f
µ2s
− 2
)
+ β20
(
ln2
µ2f
µ2s
− 4 ln µ
2
f
µ2s
+ 8
)}]
,
22 Note that our ∆m(µf ) is related to a corresponding quantity in [59] by ∆m(µf ) = −δm(µf ), and is
negative.
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∆m(µf)
µf = 3GeV µf = 10GeV
µs = 20GeV µs = 75GeV µs = 20GeV µs = 75GeV
LO −0.1922GeV −0.1546GeV −0.6408GeV −0.5153GeV
NLO −0.3123GeV −0.2589GeV −0.8945GeV −0.7707GeV
NNLO −0.4003GeV −0.3389GeV −1.035 GeV −0.9255GeV
Table 2.1: The difference ∆m(µf ) = mPS(µf )−mpole of PS mass and
pole mass, defined in Eq. (2.52). Although we use µf = 3GeV in the
study, we also show ∆m(µf = 10GeV) for reference.
where V˜C(q) is the Fourier transform of the Coulombic potential VC(r) defined in Eq. (2.20),
and as = α
MS
s (µs). The scale µf for factorization should be larger than ΛQCD in order to
remove the IR ambiguity. On the other hand it seems that µf should not be as large as Bohr
momentum pB in order not to disturb the Coulombic potential near Bohr radius. Following
the original paper [59] for PS mass, we choose µf = 3GeV. Explicit values are given in
Table 2.1. For reference, ∆m(µf = 10GeV) is also shown. Note that in the definition above,
we dropped the r-dependence of ∆m(µf ). Thus the equality in Eq. (2.51) is up to O
(
Λ3QCDr
2
)
at least perturbatively23. There may be renormalon ambiguity also in this r-dependent term.
This ambiguity can not be cancelled in the combination 2mpole + V (r) since the pole mass is
r-independent. However the ambiguity in this term may not be serious, because the typical
scale r for (would-be) tt¯ bound state is 1/pB ≃ 1/(20GeV), which means the ambiguity is of
order Λ2QCDr ∼ 0.05GeV. It is known that V (r) ∝ r outside the perturbative region. However
as we shall see in Section 2.8.1, this ambiguity is negligible in our case due to the large mass
and decay width of the top quark [9, 11, 12, 14]. Thus the next-severest renormalon ambiguity
above may also be negligible.
Recently, the relation between MS- and pole-mass was calculated to O(α3s) [63]. With this,
PS-mass can be related more accurately to MS-mass than to pole-mass24.
2.7.5 Results for R ratio with mPS(µf)
Following the arguments above, it is PS mass (or a short-distance mass, in general) that is
well determined from experiments. Thus we fix PS mass but not pole mass. With the choice
µf = 3GeV, the difference ∆m(µf ) ≃ −0.4GeV of pole mass mpole and PS mass mPS is
tiny compared to mpole ≃ 175GeV. Thus the Schro¨dinger equation barely changes except the
origin of non-relativistic energy E, since it is now E =
√
s − 2mPS. Note that, as explained
in Section 2.6.1, constant shift of potential V simply means the shift of the origin of E.
Shown in Figure 2.9 are almost the same as those in Figure 2.7 except we fixed mPS(µf =
3GeV) = 175GeV rather than mpole. Since |∆m(µf)| is larger for higher order, the position
of 1S peak moves more for higher order. We can see the sideward convergence becomes better
by the difference |(∆m)NNLO − (∆m)NLO| ≃ 0.1GeV and |(∆m)NLO − (∆m)LO| ≃ 0.1GeV,
respectively. On the other hand the normalization barely changes, as is anticipated. In the
next section we study RG improvement of the potential, which is expected to be effective to
this problem.
23 There is no O(Λ2QCDr) term due to rotational symmetry. However I’m not sure if this is true also non-
perturbatively.
24 See the reference above for details.
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Figure 2.9: R-ratios for e+e− → γ∗ → tt¯ at LO (dot-dashed), NLO
(dashed), and NNLO (solid) as functions of the energy measured from
twice the potential-subtracted mass,
√
s− 2mPS. We set µf = 3GeV
and mPS(µf ) = 175GeV. Figure (a) is for µs = 75GeV, and (b)
is for µs = 20GeV. Other notations and parameters are same as
in Figure 2.7.
2.8 Results for R ratio with RG improved VC and mPS
As mentioned in Section 2.6.2, large renormalization-scale µs dependence of R ratio indicates
the necessity of log(µs) resummation. As first step
25, we sum up log(µs) in the Coulombic
potential VC(r). Thus our results here still depends on the soft scale µs, which is in VBF and
VNA. As we saw in Figure 2.4, couplings converge much better for RG-improved case than for
fixed order, all over the relevant momentum scale CFasmt . 1/r < mt. Thus it is expected
that the convergence is improved by the use of V
(RG)
C (r) that is RG improved (µs = q) in the
momentum space and Fourier transformed to the coordinate space.
PS mass mPS(µf) with RG improved potential is ambiguous, since V˜
(RG)
C diverges at IR
region. Here we define as follows:
mPS(µf) ≡ mpole +∆m(µf ) , V (RG)C (r;µf) ≡
∫
|~q|>µf
d3q
(2π)3
ei~q·~r V˜
(RG)
C (q) ,
∆m(µf) ≡ 1
2
∫
|~q|<µf
d3q
(2π)3
V˜
(fixed)
C (q) .
Our final result for R-ratio in this paper is shown in Figure 2.10. For comparison, R-ratios both
with and without the RG improvement for VC are given. We can see that convergence of both
the normalization and the peak position is improved slightly. The latter is listed in Table 2.2
as the “binding energies” of the 1S resonance state 2mPS(µf)−M1S. They are determined by
reducing the decay width Γt tentatively.
Why is the convergence not improved much better? Let us drop the corrections other than
those for VC(r), for the moment. The R ratio for this case is shown in Figure 2.11. The relevant
25 A full resummation of logarithms up to NNLO requires a significant modification of the formula Eq. (2.48);
we will study its incorporation in our future work.
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Figure 2.10: Our final result for R-ratios in this paper for e+e− →
γ∗ → tt¯ at LO, NLO, and NNLO. Solid lines show those with
renormalization-group improved Coulombic potentials, V
(RG)
C (r;µf ).
Dashed lines are those with fixed-order Coulombic potentials VC(r).
Arrows indicate dislocations of the maximum point of R as the
O(1/c) and O(1/c2) corrections are included, respectively. We set
µf = 3GeV, mPS(µf ) = 175GeV, µs = 75GeV, Γt = 1.43GeV, and
αs(mZ) = 0.118.
(fixed-order) (RG-improved)
µs = 20GeV µs = 75GeV µs = 20GeV µs = 75GeV
LO 1.390GeV 0.838GeV 1.573GeV 1.573GeV
NLO 1.716GeV 1.453GeV 1.861GeV 1.861GeV
NNLO 2.062GeV 1.817GeV 2.136GeV 2.058GeV
Table 2.2: “Binding energies” of the 1S resonance state defined as
2mPS(µf )−M1S at LO, NLO, and NNLO calculated with VC(r) (fixed-
order) and with V
(RG)
C (r;µf ) (RG-improved). These are determined
by reducing the decay width Γt tentatively. We set µf = 3GeV,
mPS(µf ) = 175GeV, Γt = 1.43GeV, and αs(mZ) = 0.118.
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Figure 2.11: R-ratios for e+e− → γ∗ → tt¯ calculated with a Hamil-
tonian H = p2/mt + V0(r), where V0(r) includes only the Coulombic
part of the tt¯ potential. Other corrections (hard vertex corrections,
relativistic corrections, etc.) are not included. Solid and dashed
lines, respectively, show R-ratios with (V0(r) = V
(RG)
C (r;µf )) and
without (V0(r) = V
(fixed)
C (r;µf ), µs = 75GeV) a renormalization-
group improvement of the Coulombic potential. We set µf = 3GeV,
mPS(µf ) = 175GeV, Γt = 1.43GeV, and αs(mZ) = 0.118.
formula is
R(s) =
6πNcQ
2
t
m2t
Im G(0, 0)
with {−1
mt
[
d2
dr2
+
2
r
d
dr
]
+ V0(r)− ω
}
G(r, r′) =
1
4πrr′
δ(r − r′),
both for fixed order V0(r) = V
(fixed)
C (r;µf) and RG-improved V0(r) = V
(RG)
C (r;µf). We can
see clearly that the convergence is much improved by the log(µs) resummations. Thus it is
other corrections that disturb the perturbative convergence of R ratio. Among them the 1/r2
potential VNA(r), which is a strong attractive potential near the origin, is suspected to be
the worst. It remains as our future task to gain better understandings of these residual large
corrections.
Shown in Figure 2.12 is αMSs (mZ)-dependence ofR ratio. The peak position moves 0.12GeV×
2 with the variation of αMSs (mZ) = 0.119± 0.002, which is the current uncertainty [2].
2.8.1 Theoretical uncertainties for NNLO calculation of R ratio
There are several uncertainties in our NNLO calculation of R ratio. In this section we study
the size of them and estimate the theoretical uncertainty (∆mPSt )
th of top mass determination.
Since the perturbative convergence of R ratio is the best with the RG-improved potential and
the Potential-Subtracted mass, we study the uncertainties for this case.
Leading log(q/µs)’s of V˜C(q) can be summed over not only with the choice µs = q, but also
µs = 2q etc. Their difference is related to the summation of the next-to-leading log’s (and
higher). Shown in Figure 2.13 are the uncertainties due to this freedom. One can see that it
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Figure 2.12: Dependence of R ratio with the variation of αMSs (mZ):
0.117, 0.119, and 0.121 for the left, and 0.108, 0.118, and 0.128 for the
right. For both figures, IR part k < Λ = 3GeV of Coulombic potential
V˜C(k) is not taken into account for the Fourier transform to VC(r). For
the figure on the right, twice the ∆m(µf = 20GeV)−∆m(Λ = 3GeV)
is further subtracted from VC(r) and added to mPS. No width is
included for αs(mZ) = 0. We set µs = 75GeV, mPS(µf ) = 175GeV,
Γt = 1.43GeV.
is fairly small for both NLO and NNLO. The dependence is large for LO, since there is no log
that compensates the log dependence of the coupling.
The soft-scale dependence still remains in the potential, since we RG improve only the
Coulombic part. It is shown in the left-half of Figure 2.14. A physical quantity Q do not depend
on the choice of renormalization scale µ provided Q is calculated to all order. If perturbative
expansion is terminated to certain order, Q depends on µ since the discarded higher order
terms depend on µ. Thus it is expected that the truncated perturbative expansion is a “good”
approximation when µ dependence is small, and the magnitude of µ dependence around there
is a measure of (uncalculated) higher order corrections. With this view, one can see that the
choice µs ≃ pB ≃ 20GeV is not “good” for R ratio. The right-half of Figure 2.14 shows cut-off
r0 dependence, which is absent for NLO and LO, and also for NNLO if one treats the effect of
top decay width Γt properly. One can see that the dependence on r0 is small for r0 ≃ r(ref)0 .
Thus one can see both µs and r0 dependence is small compared to the difference of NNLO
R ratio and NLO R ratio. Besides the shifts are only horizontal, thus do not disturb the
determination of top mass mPSt (µf).
More quantitatively, the variation of the peak position of σNNLOtot is 0.08GeV × 2 both for
µs = 20GeV–150GeV and µs/q = 1/2–2.
Estimate of (∆mt)
th
Now let us estimate the theoretical uncertainty of top quark mass mPSt (µf) with µf = 3GeV
based on our NNLO calculations. Since both µs- and r0-dependence are fairly small in the side-
ward direction, we can forget about them. RG-improve prescription dependence [Figure 2.13]
may serve as a measure of theoretical uncertainty. One can see that the sideward NLO cor-
rection to LO R-ratio is similar to the uncertainty of LO R-ratio due to the choice of µs/q.
Likewise, NNLO correction of NLO R is also similar to the uncertainty of NLO, but it is a little
smaller. This may be because there are sources of NNLO correction other than those log’s; that
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Figure 2.13: Dependence of R ratio on the prescription to sum-over
leading log(µs/q)’s of V˜C(q). Three choices are given for each with
NNLO (top), NLO (bottom–left), and LO (bottom-right) corrections:
µs = q/2, q, 2q. We set µf = 3GeV, mPS(µf ) = 175GeV, Γt =
1.43GeV, and αs(mZ) = 0.118. For NNLO µs = 75GeV.
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Figure 2.14: (Left) The soft-scale (µs) dependence of R ratio with
NNLO corrections. µs is written as µ for simplicity. The normalization
changes monotonically in the choice of µs shown in the figure: µs =
20GeV for highest and µs = 150GeV for the lowest. (Right) The cut-
off (r0) dependence of R ratio with NNLO corrections. r
(ref)
0 is written
as a for simplicity. In both figures, we set µf = 3GeV, mPS(µf ) =
175GeV, Γt = 1.43GeV, and αs(mZ) = 0.118.
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is, VBF and VNA. Thus we estimate the NNLO theoretical ambiguity to be (∆mt)
th ∼ 0.1GeV.
Here we are conservative, since there are corrections aside from log’s, such as VVA.
As for N3LO = O(1/c3) corrections, those terms for VBF is ∼ CFas/(m3c3r4), since mcr
is dimensionless. Here only the dimension is considered. Thus translations like 1/r2 ∼ p2,
1/r3 ∼ δ(3)(r), 1/r ∼ d/dr are possible. Likewise, O(1/c3) correction to VNA may be ∼
CACFa
2
s/(m
2r3c3), since a4s may be O(1/c4). Another significant modification is that real
gluon emission is possible to O(1/c3).
In our calculations, leading log’s in VC are summed with RG. Recently next-to-leading log’s
corrections of N3LO, α3s ln
2(1/αs), to R ratio is calculated in [32]. One can read that the size of
N3LO corrections to the peak position is ∼ 2× 0.1GeV, which is consistent with the estimate
above.
Non-perturbative effect
Non-perturbative corrections modify QCD potential at r ∼ 1/(1GeV) and far. Thus their
effects can be estimated by the dependence of Green function G with respect to the variation
of the potential around r ∼ 1/(1GeV); and it turns out to be small. For r > r′,
G′(r, r′) =
1
4πCFasW
g>(r)g<(r
′)
rr′
,
where g>(r)/r and g<(r)/r are the solutions of (reduced) Schro¨dinger equation [Eq. (2.38)]
with the boundary conditions limr→∞ g>(r) = 0 and limr→0 g<(r) ≃ (CFasmtr)d+ , respectively.
Since only G′(r, r′)|r=r′≃0 is relevant for R ratio, it is g>(r) near the origin that determines R
ratio. It may be affected by non-perturbative effect (r & 1/(1GeV)) through the boundary
condition. However we can see in Figure 2.16 that g>(r) dumps well within perturbative region
r/rB . 20 with r ∼ 1/(1GeV). Thus non-perturbative effect (to the QCD potential) do not
alter the Green function for tt¯. We also show g<(r) in Figures 2.17 and 2.18, for reference.
Effect of Z exchange
To O(1/c2), axial-vector current jµA also contributes since it is suppressed by O(1/c). Note
that the “cross term” j∗AjV of axial-vector and vector (j
µ
V ) current do not contribute to total
cross section Section 4.3.2. The effect of Z exchange between e+e− current and tt¯ current is
incorporated by rescaling the vector–vector coupling and by adding the effect of axial-vector–
axial-vector coupling. With the notation defined in Eq. (A.33), the former changes only overall
normalization by the ratio |[vevt]|2 + |[aevt]|2 to Q2t . The effective couplings [vevt] etc. are
defined in Section A.5. Numerically it is 0.480/0.444 = 1.080 on the threshold. Especially,
theoretical uncertainty (∆mt)
th for determination of mt is not altered by this inclusion, since
it is energy independent. While in [30] it is shown that the effect of j∗AjA is small and flat with
respect to E near the threshold26, since it is suppressed by β2 compared to j∗V jV . Note that
only the leading order calculation of j∗AjA is sufficient for the NNLO calculation of R ratio.
Thus R ratio near the threshold is not altered when the effect of Z exchange is taken into
account, and so is (∆mt)
th.
26 Note that the correspoding coupling is |[veat]|2 + |[aeat]|2 = 0.1430 on the threshold.
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Figure 2.15: The function g>(r)/r is a solution of the (reduced)
Schro¨dinger equation to NNLO [Eq. (2.38)] that dumps at r → ∞.
cm energy is changed from E = −5GeV to 0GeV. They are plotted
vs. r/rB = pB r, where 1/rB = pB = CFαsmt/2 = 17.94GeV for
αs = α
MS
s (µs = 20GeV) = 0.1534. Perturbative potential description
is valid within the hard scale ∼ pB/mt = 0.1023 and the ΛQCD scale
∼ pB/(1GeV) = 17.94. We set µs = 20GeV, µf = 3GeV, mPS(µf ) =
175GeV, Γt = 1.43GeV, and αs(mZ) = 0.118.
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Figure 2.16: The same as Figure 2.15. cm energy is chaged from
E = 1GeV to 5GeV. The last two figures are both for E = 5GeV;
only the range of r differs.
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Figure 2.17: The function g<(r)/r is a solution of the (reduced)
Schro¨dinger equation to NNLO [Eq. (2.38)] that dumps at r → 0.
Other situations are just the same as Figure 2.15.
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Figure 2.18: Solutions of the (reduced) Schro¨dinger equation to
NNLO [Eq. (2.38)] that dumps at r → 0. Other situations are just
the same as Figure 2.16.
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Figure 2.19: R ratio in mpole scheme (left) and mMS scheme. See
text for detail.
Effect of using mMS instead of mpole
Shown in Figure 2.19 is the effect of using different mass schemes. In the left figure, pole-mass
is fixed to mpole = 174.788GeV; while in the right one, MS-mass is fixed to m¯(m¯) = 165GeV,
which corresponds to mpole = 174.788GeV at NNNLO. In both figures, α
MS
s (mZ) = 0.119 is
used; this corresponds to αMSs (165GeV) = 0.109. Note that the used potential is one in fixed-
order; also PS-mass scheme is not used. By letting Γt → 0, one can investigates the position
of 1S peak. These positions are also shown in the figures by vertical lines. Numerically, they
are (348.321GeV, 347.504GeV, 346.986GeV) for (LO, NLO, NNLO) when mpole is fixed, while
(344.408GeV, 346.892GeV, 347.340GeV) when m¯(m¯) is fixed.
Chapter 3
Top-Quark Momentum Distribution
Due to the large decay width Γt, the momentum |pt| of top quark is not determined by the
cm energy
√
s = 2mt + E, but distributes around |
√
mt(E + 1GeV + iΓt)|, where 1GeV ∼
binding energy. Momentum distribution dσ/dp of top quark in e+e− → tt¯ near the threshold
is calculated in [13] to LO, and in [15] to NLO. In this section we calculate a part of NNLO
correction; that is, only gluon exchange between tt¯ is considered. Gluon exchange between t
and b¯ etc. are not considered.
3.1 Derivation of the distribution
Differential cross section of tt¯ pair production can be written as follows:
dσ(e+e− → tt¯→ bW+b¯W−)
=
NC
2s
∑
X,Y=γ,Z
(2mt)
4
(s−m2X)(s−m2Y )
(EXY )
µν(HXY )
µν
×
∣∣∣∣ 1p2t −m2t + imtΓt 1p¯2t −m2t + imtΓt
∣∣∣∣2 dΦ4(bW+b¯W−) ,
where
(EXY )
µν = tr
[
ΛµX
(1− Pe+Pe−)− (Pe+ − Pe−)
4
p/eΛ¯
ν
Y p¯/e
]
,
(HXY )
µν =
(
gW√
2
)4
tr
[
p/t +mt
2mt
ΓµX
−p¯/t +mt
2mt
γα
1− γ5
2
p¯/bγ
β 1− γ5
2
×
× −p¯/t +mt
2mt
Γ¯νY
p/t +mt
2mt
γρ
1− γ5
2
p/bγ
σ 1− γ5
2
]
×
×
[
−gαβ + (p¯W )α(p¯W )β
m2W
][
−gρσ + (pW )ρ(pW )σ
m2W
]
,
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and
ΛµX = gX
(
veXγµ − aeXγµγ5
)
,
ΓµX = (|pt|2/mt − (E + iΓt))×
× gX
[
vtX(1 + δV )G˜(E,pt)γ
µ − atX(1 + δA)F˜ (E,pt)γµγ5
]
,
δV = −8αs
3π
, δA = −4αs
3π
.
This can be obtain by usual Feynman rules with the modification of the tt¯ production vertex Γµ
due to the Coulomb rescattering. The formula above can be reduced more by approximating
the momenta of top and anti-top by their on-shell values1. By decomposing the phase space
of bW+b¯W− into tt¯
dΦ4(bW
+b¯W−) =
d4p
(2π)4
dΦ2(t
∗ → bW+) dΦ2(t¯∗ → b¯W−) ,
where pt = q/2 + p and p¯t = q/2 − p (q is the total momentum), both bW+ and b¯W− can
integrated out:∫
dΦ2(t¯→ b¯W−)
(
gW√
2
)2
γα
1− γ5
2
p¯/bγ
β 1− γ5
2
[
−gαβ + (p¯W )α(p¯W )β
m2W
]
=
Γt
mt
p¯/t(1− γ5) .
As for the remaining phase space d4p/(2π)4, the time-component can be integrated with the
formulas ∫
dz
2π
1
z − (x+ iy)
1
z + (x+ iy)
=
i
2(x+ iy)
,∫
dz
2π
∣∣∣∣ 1z − (x+ iy) 1z + (x+ iy)
∣∣∣∣2 = ∣∣∣∣ i2(x+ iy)
∣∣∣∣2 1y ,
since we put p0t =
√
p2t +m
2
t everywhere aside from at the denominators of propagators. Thus
we have
dσ(e+e− → tt¯)
d3p
=
1
(2π)3
NC
2s
∑
X,Y=γ,Z
2Γt
(s−m2X)(s−m2Y )
∣∣∣∣ 1E − p2/mt + iΓt
∣∣∣∣2 ×
× tr
[
ΓµX
p¯/t −mt
2mt
Γ¯νY
p/t +mt
2mt
]
(EXY )µν .
The momentum distributions of the decay products of W ’s depend on the polarization of
top-quark. For such calculations, the following relations may be useful:
p/+m
2m
G
p/+m
2m
=
p/+m
2m
1− P/γ5
2
C ,
p¯/−m
2m
G¯
p¯/−m
2m
=
p¯/−m
2m
1− P¯/γ5
2
C¯ ,
1 Except at the denominators of the top and anti-top propagators.
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where
1− P·s
2
C = tr
[
G
p/+m
2m
1− s/γ5
2
]
,
1− P¯·s¯
2
C¯ = tr
[
G¯
p¯/−m
2m
1− s¯/γ5
2
]
.
There relations hold when p2 = m2, P·p = s·p = 0, and the likewise for p¯. These relations
can be easily verified at the rest frame of p. Note that although G is a general 4 × 4 matrix,
only 2× 2 sub-matrix contributes because of the projection operators p/+m/(2m) etc. Those
four degrees of freedom are expressed by one scalar C and one 4-vector P with one constraint
P·p = 0.
For the case of γ-mediated tt¯ production, the distribution dσ/dp can be calculated in usual
way with the vertices
Λµ = eQeγ
µ , Γµ = (|pt|2/mt − (E + iΓt)) eQtG˜(E,pt)γµ .
At the leading order, the distribution can written as
1
σpt
dσ
dp
=
4πp2
(2π)3
· 3
2
NCQ
2
t
4m2
s
4π
m2c
Γt
∣∣∣G˜(r = 0, p)∣∣∣2 .
For Γt → 0, this is zero unless G˜(r = 0, p) diverges. This is consistent with
1
σtot
dσ
dp
= δ(p−
√
mtE) , for Γt = 0.
3.2 Unitarity relation
Momentum integration of the differential cross section dσ/dp should coincide to the total cross
section σtot. This is relation is called unitarity. It is important to confirm oneself that unitarity
holds both theoretically and numerically within the accuracy considered.
For a Green function
G =
1
H − ω , ω = E + iΓ ,
its imaginary part can expressed as
ImG ≡ 1
2i
(G−G†) = G† (G
−1)† −G−1
2i
G = G
(G−1)† −G−1
2i
G†
= G† Im
[
(G−1)†
]
G = G† Im [H −E + iΓ] G
= G†GΓ = GG†Γ ,
or ∫
d3p
(2π)3
Γt
∣∣∣G˜(|p|, E)∣∣∣2 = ImG(x = 0, E) .
Thus the relation
dσ
d3p
= σptNCQ
2
t
3
4π2m2t
Γt
∣∣∣G˜(|p|, E)∣∣∣2 , or dσ
dp
= σptNCQ
2
t
3
πm2t
p2Γt
∣∣∣G˜(|p|, E)∣∣∣2
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is consistent with the expression for the R ratio in Eq. (2.3).
Including the higher order corrections for tt¯ current, the unitarity relation above becomes
Im
[{
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
G(r, r′)
]
=
∫
d3p
(2π)2
{
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
G˜∗(p, r)G˜(p, r′)Γ
=
∫
d3p
(2π)2
{
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
G˜(r, p)G˜∗(r′, p)Γ .
Thus the momentum distribution is expected to be expressed as follows:
1
σpt
dσ
dp
=
4πp2
(2π)3
· 3
2
NCQ
2
t
4m2
s
4π
m2c
Γ
{
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
G˜(r, p)G˜∗(r′, p)
∣∣∣∣
r,r′→r0
,
With the relation
△r
m
G˜(r, p) = −
[
CFas
r
+ (E + iΓ)
]
G˜(r, p)− sin(pr)
pr
+O
(
1
c
)
,
which is just the Schro¨dinger equation with the Coulomb potential, the derivatives can be
removed: {
C
(cur)
1 + C
(cur)
2
△r +△r′
2m2c2
}
G˜(r, p)G˜(r′, p)∗
∣∣∣∣
r,r′→r0
(3.1)
=
{
C
(cur)
1 −
CF
3
(as
c
)2 1
masr0
− E
3m2c2
} ∣∣∣G˜(r0, p)∣∣∣2
− 1
3mc2
sin(pr0)
pr0
Re
[
G˜(r0, p)
]
.
Here the equality is up to O(1/c3). We want to express the unitary relation in terms of the
reduced Green function G′:
G = G′ + δG′ +O
(
1
c3
)
, where δG′ = −{bω +OE , G′} − [OO , G′]− b .
Thus with
G˜(r, p) = G˜′(r, p) + δG˜′(r, p) +O
(
1
c3
)
,
where G˜(r, p) = 〈r|G |p〉, we have∣∣∣G˜(r, p)∣∣∣2 = ∣∣∣G˜′(r, p)∣∣∣2 + 2Re [δG˜′(r, p) G˜′(r′, p)∗] +O( 1
c3
)
.
Differential operators can be rewritten in terms of c-numbers as we did for the total cross
section:
1
masr
d
dr
rG˜′(r, p) =
(
1
masr
− CF
2
)
G˜′(r, p) +O
(
r,
1
c
)
.
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Thus with the definitions
G˜′E(r, p) ≡ 〈r|G′
1
masr
|p〉 = 4π
masp
∫ ∞
0
dr′ sin(pr′)G′(r, r′) ,
G˜′O(r, p) ≡ 〈r|G′
1
mas
ipr |p〉 = −4π
mas
∫ ∞
0
dr′ cos(pr′) r′G′(r, r′) ,
we have, up to O(1/c3),
δG˜′(r, p) =
(
E + iΓ
2mc2
+
3CFas
4mc2r
)
G˜′(r, p) +
3CF
4
(as
c
)2
G˜′E(r, p)
− 11CFas
12mc2
1
r
d
dr
rG˜′(r, p)− 11CF
12
(as
c
)2
G˜′O(r, p) +
1
4mc2
sin(pr)
pr
=
{
E + iΓ
2mc2
+
3CF
4
(as
c
)2 1
masr
− 11CF
12
(as
c
)2( 1
masr
− CF
2
)}
G˜′(r, p)
+
3CF
4
(as
c
)2
G˜′E(r, p)−
11CF
12
(as
c
)2
G˜′O(r, p) +
1
4mc2
sin(pr)
pr
,
2Re
[
δG˜′(r0, p) G˜
′(r0, p)
∗
]
=
{
E
mc2
+
(as
c
)2(
− CF
3masr0
+
11C2F
12
)} ∣∣∣G˜′(r0, p)∣∣∣2
+
3CF
2
(as
c
)2
Re
[
G˜′E(r0, p) G˜
′(r0, p)
∗
]
− 11CF
6
(as
c
)2
Re
[
G˜′O(r0, p) G˜
′(r0, p)
∗
]
+
1
2mc2
sin(pr0)
pr0
Re
[
G˜′(r0, p)
]
.
Thus
Eq. (3.1)
=
{
1 +
(
αs(µh)
π
)
CFC1 +
(
αs(µh)
π
)2
CFC2(r0)
}[(
1 +
2E
3mc2
) ∣∣∣G˜′(r0, p)∣∣∣2
+
3CF
2
(as
c
)2
Re
[
G˜′E(r0, p) G˜
′(r0, p)
∗
]
− 11CF
6
(as
c
)2
Re
[
G˜′O(r0, p) G˜
′(r0, p)
∗
]
+
1
6mc2
sin(pr0)
pr0
Re
[
G˜′(r0, p)
]]
Here we used Eq. (2.42). Up to the terms that vanish when r0 → 0,
G˜′(r0, p) =
1
4πCFas
√
1− 4κ
4π
p
r
−d−
0
∫ ∞
0
dr sin(pr) g>(r) ,
G˜′E(r0, p) =
1
4πCFas
√
1− 4κ
4π
masp
r
−d−
0
∫ ∞
0
dr
sin(pr)
r
g>(r) ,
G˜′O(r0, p) =
1
4πCFas
√
1− 4κ
−4π
mas
r
−d−
0
∫ ∞
0
dr cos(pr) g>(r)
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Figure 3.1: Top quark momentum distributions at LO (dot-dashed),
NLO (dashed), and NNLO (solid) for µs = 20GeV (left) and µs = q
(right). For each curve, we set the c.m. energy on the 1S resonance
state,
√
s =M1S .
3.3 Results for dσ/dp
To summarize, the momentum distribution of top quark near the threshold can be written as
follows:
dσ
dp
=
16α2
s2
NcQ
2
q
{
1 +
(
αs(µh)
π
)
CFC1 +
(
αs(µh)
π
)2
CFC2(r0)
}
× p2Γt f(p, r0) ,
where
f(p, r0) =
{(
1 +
2E
3mt
)
|G˜′(p, r0)|2 + 3
2
CFαs(µs)
2 Re
[
G˜′1/r(p, r0) G˜
′(p, r0)
∗
]
−11
6
CFαs(µs)
2 Re
[
G˜′ipr(p, r0) G˜
′(p, r0)
∗
]
+
1
6mt
sin(pr0)
pr0
Re
[
G˜′(p, r0)
]}
.
Here p = |p t|. We changed a notation of momentum-space Green functions a little bit:
G˜(p, r0) =
∫
d3r ei~p·~r G(r, r0) ,
G˜1/r(p, r0) =
∫
d3r ei~p·~r
1
αs(µ)mtr
G(r, r0) ,
G˜ipr(p, r0) =
∫
d3r ei~p·~r
ipr
αs(µ)mt
G(r, r0) .
The unitarity relation holds numerically, to the degree we are concerning.
Our choice for the soft scale is µs = 20GeV since a relevant scale around the distribution
peak is the scale of Bohr momentum pB.
Shown in Figures 3.1 and 3.2 are the top quark momentum distributions. We normalize
the distribution to unity at each distribution peak, because overall normalization do not have
extra information other than the total cross section R has. This distribution depends on cm
energy. The Figure 3.1 is on 1S resonance and Figure 3.2 is 4GeV above the 1S. We use the
notation ∆E =
√
s−M1S. One can see that corrections are fairly small compared to those for
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Figure 3.2: Top quark momentum distributions at LO (dot-dashed),
NLO (dashed), and NNLO (solid) for µs = 20GeV (left) and mus = q
(right). For each curve, we set the c.m. energy at 4GeVabove the 1S
resonance mass.
total cross section R. Using RG improved Coulombic potential also do not change qualitative
feature. Both O(1/c) and O(1/c2) corrections are similar qualitatively, while quantitatively,
the latter is larger. The most prominent correction is the shifts of peak momenta ppeak for
∆E = 4GeV Figure 3.2. However this is mainly due to the shift of 1S resonance, which
is already visible in R ratio. That is, for energies ∆E > 1–2GeV, the peak momentum of
the distribution tends to be determined only by kinematics, ppeak ≃ 12
√
s− 4m2t . Note that
binding energy becomes deeper with higher order correction Table 2.2. Correspondingly, the
peak momentum in Figure 3.2 lower with higher corrections. On the other hand, this kind
of correction is small on the 1S resonance (∆E = 0, Figure 3.1). Quantitatively, O(1/c) and
O(1/c2) corrections shift ppeak is δppeak/ppeak = −0.8% and +2.5%, respectively, for fixed order,
while +0.5% and +2.2% for RG improved. Behavior in intermediate energy is as follows. At
∆E = 0 the corrections are positive ∼ + few%; between ∆E = 0 and ∆E = 1–2GeV,
the corrections decrease and change sign from + few% to − few%; at higher energies, ∆E >
1–2GeV, the corrections stay negative, but their magnitude |δppeak/ppeak| decrease with energy.
Aside from the correction mentioned above, the next prominent correction is for higher
momentum region. This is because higher order corrections in 1/c-expansion are less suppressed
for higher energy and momentum.
Other corrections
Although the momentum distributions above are calculated with O(1/c2) corrections, they are
not complete. This is mainly because we do not treat the decay process of t and t¯ properly. In
Section 2.2.3 we mentioned that treating the decay width Γt with the replacement E → E+ iΓ
is valid for O(1/c) and below. In fact, this is only for total cross section R. Final-State
Interactions (FSI) between the decay products of t and t¯ modify the momentum distribution
of t already at O(1/c). In the analysis above, we dropped this effect. The effect of FSI to
O(1/c2) is not calculated yet. Shown in Figure 3.3 are O(1/c) momentum distributions with
and without FSI. We can see that the effect of NLO FSI is somewhat larger than that of
NNLO potential modifications etc. Quantitatively, the final-state interactions reduce the peak
momentum about 5% almost independent to the energy [18]. Note that the energy dependence
of the corrections are different for NLO FSI and NNLO potential modifications etc.
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Figure 3.3: Top quark momentum distributions at NLO with the
renormalization group improvement for the Coulomb part of the po-
tential. The c.m. energy is set on the 1S resonance state (left) and
4GeV above it (right). The solid (dashed) line is calculated with
(without) the O(1/c) final-state interaction corrections.
Chapter 4
Anomalous Electric Dipole Moments of
Top Quark
In the early stage of studies on e+e− → tt¯ near the threshold, the effects of a Higgs exchange
between tt¯ were also examined [11]. It showed that the mass mH and the coupling gtt¯H of
the Higgs can be probed, if the Higgs is light. Many of extensions of the Standard Model
(SM), including Supersymmetric SM (SSM), contain extra Higgs multiplets. They in general
introduce complex couplings that are unremovable by field redefinitions, or “physical”, thus
provide sources of CP violation other than those in CKM matrix. Not only in extra Higgs
multiplets, but also in other extensions, there are plenty of sources for CP violation in general,
once we expand the particle content of a model. For example in SSM, mass matrices for
squarks and sleptons can have complex phases. These extra sources for CP violation induce
EDM for various particles to one-loop level, while the leading SM contribution is three-loop.
The magnitude of EDM of a fermion is proportional to its mass, in general. Thus we study
the EDMs of top quark in this section. Because EDMs are CP violating, their effect can be
seen in the difference of the polarization of t and t¯, which is zero if all the relevant interaction
is CP conserving.
In Section 4.1 it is explained that a non-zero value of (intrinsic) EDM violates both P and
T. Field theoretic description of EDM is also given. In Section 4.2 expected values of EDMs
in various models are summarized.
4.1 Electric Dipole Moment (EDM)
Total angular momentum is a sum of orbital angular momentum and (intrinsic) spin. Just the
same situation holds for Electric Dipole Moment (EDM) µE and Magnetic Dipole Moment
(MDM) µB:
µE = µEDM +D , µB = µMDM +M . (4.1)
Here we mean intrinsic dipole moments by µEDM and µMDM, and “orbital” ones by D and M .
As is well known, the transformation properties of electric field E etc. under, say, parity can
be defined so that the classical electromagnetism is invariant under any combinations of Parity
P, Charge conjugation C, and Time reversal T. However this is not the case for quantum field
theories, as we shall see below.
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ρ j E B D M s x p
P + − − + − + + − −
C − − − − − −
T + − + − + − − + −
Table 4.1: Transformation properties under Parity P etc. of the quan-
tities related to classical electromagnetism; ρ is charge density, j cur-
rent density, E electric field, B magnetic field, D “orbital” part of
electric dipole moment, M “orbital” part of magnetic dipole moment.
These are fields. s is spin (or angular momentum, in general), x is
coordinate, p is linear momentum. P etc. mean the eigenvalues under
P etc. For P and T, arguments of fields are changed from (x , t) to
(−x , t) and (x ,−t), respectively.
The EDM µE and MDM µB are defined by the following interactions:
V = −µE ·E − µB·B . (4.2)
Within the classical electromagnetism, only the “orbital” contributions (D ,M ) to the dipole
moments can be calculated:
D(t) =
∫
d3xxρ(x , t) , M (t) =
1
2
∫
d3xx×j (x , t) ,
where
ρ(x , t) =
∑
i
qiδ
(3)
(
x − x i(t)
)
, j (x , t) =
∑
i
qi
dx i(t)
dt
δ(3)
(
x − x i(t)
)
,
are charge density and current density, respectively. From these definitions, we can see the
transformation properties under Parity and Time reversal. For example,
ρ(x , t)
P−→
∑
i
qiδ
(3)
(
x − (−x i(t))
)
= +ρ(−x , t) ,
because δ-function is an even function, and then
D(t)
P−→
∫
d3x · (−x )ρ(−x , t) = −D(t) .
Here we changed the integration variable x → x ′ = −x . The transformation properties of
other quantities are given in Table 4.1.
Within the framework of QFT, spin s is the only vector available for a particle at rest, thus
µEDM , µMDM // s .
Thus µMDM·B is (P,T) = (+,+) while µEDM·E is (P,T) = (−,−), which means non-zero value
of (intrinsic) EDM µEDM is allowed only when both P and T (or CP) are violated.
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As is well known, when the interaction of fermion-fermion-gauge boson has the form of
Γµ = γµF1(q
2) +
i
2m
σµνqνF2(q
2) ,
MDM is expressed as
µMDM =
e
m
[
F1(q
2) + F2(q
2)
] σ
2
q2→0
=
e
m
g
2
σ
2
,
where m is the mass of the fermion, F1(q
2) and F2(q
2) are form factors1, which depend on the
momentum of the gauge boson qµ (flows into the fermion current), and g is Lande´ g-factor:
(g − 2)/2 = α/(2π) + · · · . Thus anomalous MDM is expressed by the second term of the
following effective Lagrangian:
L = −eF1(q2)ψ¯γµψAµ − e
2m
F2(q
2)ψ¯σµνψ∂µAν .
From this we can obtain the corresponding term for EDM by replacing B by E . This can be
done by using dual field strength:
Fµν = (F0i,
−1
2
ǫijkFjk) = (E ,B) ,
1
2!
ǫµνρσF
ρσ = (−B ,E) .
Our convention for the totally antisymmetric tensor is ǫ0123 = +1. Thus with
σµν∂µAν =
1
2
σµνFµν −→ 1
2
σµν · 1
2
ǫµνρσF
ρσ =
i
2
σµνγ5Fµν = iσ
µνγ5∂µAν ,
we have
Γµ = γµF1(q
2) +
i
2m
σµνqν
[
F2(q
2) + iγ5 d(q
2)
]
,
or the following effective Lagrangian for EDM:
L = −eF1(q2)ψ¯γµψAµ − ed(q
2)
2m
ψ¯iσµνγ5ψ∂µAν
≃ −eF1(q2)ψ¯γµψAµ + ed(q
2)
2m
(ψ¯iγ5i
↔
∂ µψ)Aµ , (4.3)
where d(q2) is a dimensionless form factor for anomalous EDM:
µEDM =
ed
m
σ
2
.
The “≃” in the last step means they coincide with the use of the eqs. of motion [Section A.4].
The operator 1
2
ψ¯iσµνγ5ψFµν ≃ −(ψ¯iγ5i
↔
∂ µψ)Aµ has (P,T) = (−,−) [Tables A.2, A.3]. The
anomalous EDM interactions with Z and gluon g are defined in the same way. Since the
interactions are flavor-diagonal, its existence immediately means CP violation.
In fact, as shall be shown in Section A.4, the EDM-interaction above, which is dim-5, is the
lowest dimension operator for t-t¯-gauge boson that violates CP invariance. Thus CP-violating
effect is taken into account by the EDM to the leading order. The form factors d(q2) depend on
1 F1(q
2 = 0) is the electric charge of the relevant particle.
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the momentum transfer q2 in general. However to the lowest order of derivative expansion, it is
constant. To our knowledge, all studies to date concerning sensitivities of collider experiments
to the EDMs assumed that the momentum dependence of d(q2) can be neglected. Also, as
we shall see in the following section, the q2-dependence is shown to be moderate, by explicit
calculations of EDMs based on specific models like Minimum Supersymmetric Standard Model
(MSSM). Thus we also follow this assumption. The magnitude of EDMs are
tt¯γ-EDM =
edtγ
mt
= dtγ × 1.13× 10−16e cm ,
tt¯Z-EDM =
gZdtZ
mt
= dtZ × 1.13× 10−16gZ cm , (4.4)
tt¯g-EDM =
gsdtg
mt
= dtg × 1.13× 10−16gs cm .
Note that gZ/e = (g/ cos θW )/(g sin θW ) = 1/(cos θW sin θW ) = 2.372 · · · .
As can easily be checked, the term d ψ¯iσµνγ5ψFµν is hermitian only if the EDM-coupling d
is real. However as explained in Section A.7.5, an effective Lagrangian need not be hermitian;
its anti-hermitian part simply parameterizes an absorptive part T − T †, where T = (S − 1)/i
is a T -matrix defined from the S-matrix. Thus we assume d’s are complex.
4.2 Predictions of EDMs in various models
In all models with CP violation, EDMs of top quark may not be zero. For example in the
Standard Model, tt¯γ-EDM is estimated to be ∼ 10−30e cm [69, 70]. Those for tt¯Z- and tt¯g-
EDM are obtained by changing the unit to gZ cm and gs cm, respectively
2. Compared with
the “O(1)-coupling” result [Eq. (4.4)] e/mt ≃ 10−16e cm, it is very small. This is because
in the SM, the lowest contribution arises from three-loop diagrams, which is proportional to
G2Fαs [69, 70].
Since the operator ψ¯iσµνγ5ψ responsible for EDM is chirality flipping, one need to pick up
a mass of a fermion at least once. Large mass may be advantageous to obtain large EDM, but
it may also be a suppression factor when the relevant fermion is in a loop. Thus in various
models, EDM of a fermion is typically proportional to its mass. This makes the EDM of top
quark very interesting.
There are several models that induce EDM at 1-loop. These include models with extra-
Higgs multiples and supersymmetry, which are natural candidates for beyond the SM. See [67]
for reviews on early studies. Here we summarize studies made after these reviews3. The
conclusion of this section is as follows: the size of EDMs are expected to be
tt¯g-EDM ∼ 10−19–10−20gs cm ,
and the same for other EDMs with appropriate changes of the unit, if CP-violating parameters
in the models are O(1).
In a model with two Higgs doublets, it is estimated by W. Bernreuther, T. Schro¨der and
T. N. Pham (1992) [71] that
tt¯γ-EDM ∼ eGFm
3
t
4π2m2φ
= 3.1× 10−18e cm
( mφ
100GeV
)−2
,
2 These can be obtained by assuming that the result for duu¯γ in [70] can applied also for dtt¯γ etc.
3 See also [68].
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where the extra m2t comes from the Higgs-fermion couplings. Numerical calculations show the
real part and the imaginary part of the ElectroWeak-EDMs are the similar order each other.
For tt¯γ-EDM it is ∼ 2 × 10−19e cm for mt = 150GeV, mH = 200GeV,
√
s = 400GeV; and
tt¯Z-EDM ∼ 0.2 × tt¯γ-EDM. They assumed CP-violating parameters in the model to be of
order unity. EDMs induced by neutral Higgs boson exchange are considered also in A. Soni
and R. M. Xu (1992) [72]. They estimated
tt¯γ-EDM ≃ 4× 10−20e cm ,
tt¯g-EDM ≃ gs
Qte
× tt¯γ-EDM ≃ 6× 10−20gs cm ,
for mH = 2mt and mt = 125GeV. CP-violating parameters in the model are assumed to
be of order unity. They argued that the effects due to charged-Higgs-boson exchange may
be suppressed by a factor m2b/M
2, where M2 is a linear combination of m2t and m
2
H . Thus
the charged Higgs boson contribution is likely to be subleading to the neutral Higgs boson
exchange. They also calculated the q2 dependence of the EDM form factors, which turn out
to be moderate. The tt¯γ- and tt¯Z-EDM induced by Higgs exchange are calculated also in
[76, 92, 93].
In the MSSM, one can introduce (unremovable) complex couplings with only one genera-
tion [74]. Induced EDMs in MSSM is considered in [73]. They find that both tt¯γ- and tt¯Z-EDM
can reach 10−20e cm. Exchanged particles are gluino, charginos, neutralinos and squarks. In
most cases gluino g˜ gives the leading contribution. However when mg˜ & 500GeV, they find
that chargino contribution can be larger than that from gluino due to the large Yukawa coupling
of top quark. They assume the unification of gauge couplings and gaugino masses but others.
In particular, they do not assume unification of the scalar mass parameters and the trilinear
scalar coupling parameter Aq of the different generations. Their reference set of parameters
are such that squark are lighter than 400GeV, and complex phases in squark mixing matrices
and in higgsino mixing parameter µ are of order unity. They vary one parameter while others
are fixed to the reference values. The tt¯γ- and tt¯Z-EDMs in Supersymmetric Standard Model
(SSM) was studied also in [118, 119]. The tb¯W -EDM in SSM was studied in [111, 118].
There are also other models. For example in the model [75] with SU(3)C×SU(3)L×U(1)X ,
contribution of charged and neutral Higgs exchange at one-loop is estimated to 10−19e cm and
10−19gs cm for the values of relative phases of the vev’s such that CP violation is maximal. See
also [77–80] for works related to top-quark EDM, [81] for EDMs of b-quark etc. in supersym-
metric models, and [82] for EDMs of b-quark etc. in leptoquark model.
4.3 CP violating observables
At the Lagrangian level, CP-symmetry is violated if the field-dependent phases ηCηP in Eq. (A.44)
cannot be tuned so that the all term in L transform with the same phase4. Since kinetic terms
are invariant, or “even”, under any combinations of P, C, and T , a CP-odd interaction is syn-
onymous with CP-violating one. We are concerned with CP-odd observables, which needs the
interference of CP-even and CP-odd amplitudes: MCP-evenM∗CP-odd. Transformation properties
of M or L are discussed in Section A.7. Here we apply it to |M|2, or dσ. As we shall see
in Section A.7.5, observables are classified into CPT˜-even and -odd ones. The latter can be
non-zero if and only if there is a finite absorptive part, which is defined as the anti-hermitian
4 One usually redefines the fields to include (ηCηP )
−1/2. See Section A.7.6.
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E − E¯ E + E¯ p − p¯ p + p¯ p×p¯ p·p¯ s − s¯ s + s¯ s×s¯ s·s¯
CP − + + − − + − + − +
CPT˜ − + − + − + + − − +
P + + − − + + + + + +
C − + − + − + − + − +
T˜ + + − − + + − − + +
Table 4.2: Transformation properties of the energies, the momenta
and the spins of particle-antiparticle system. In their cm frame, E −
E¯ = 0, E+E¯ = 2E, p−p¯ = 2p , p+p¯ = 0, p×p¯ = 0 and p·p¯ = −|p|2.
part T − T † of T -matrix, S = 1 + iT . Sources for an absorptive part are, for example, decay
width and final- and initial-state rescattering. For the case we are considering, e+e− → tt¯ near
the threshold, there is plenty of Coulomb rescattering between tt¯. Thus we can probe both
CPT˜-even and -odd observables simultaneously.
A word for notation may be in order. P is a field-theoretic operator acting on creation-
annihilation operators [Eq. (A.44)]; P is an operation for M defined by γ-matrices, which is
c-number [Eq. (A.46)]; P is an eigenvalue with respect to P or P [Tables 4.1, A.2, A.3]; P is an
operation for quantities such as spin s or momentum p [Eq. (4.5), Table 4.2]. However there
may be no confusion even if these distinctions are not made, aside from Time Reversal.
4.3.1 P, C and T˜ for |M|2
Basic discrete symmetry operations in QFT are P, C and T . These operate on creation-
annihilation operators, and are summarized in Section A.7.1. We can define corresponding
operations P , C and T for (a part of) an amplitudeM. These are represented not by operators
of QFT, but by combinations of γ matrices. These operations are summarized in Section A.7.4.
We can also define related operations P, C and T˜ for the each term of |M|2, or dσ. For
definiteness, we limit ourselves to the case we are considering: e−(pe, se) e
+(p¯e, s¯e)→ γ∗/Z∗ →
t(pt, st) t¯(p¯t, s¯t), followed by t → bW+ (t¯ → b¯W−) etc. For particle-antiparticle pair, these
operations are defined by
P · · · (p , s, p¯ , s¯)→ (−p , s,−p¯ , s¯)
C · · · (p , s, p¯ , s¯)→ (p¯ , s¯,p, s) = (−p , s¯ ,−p¯ , s)
T˜ · · · (p , s, p¯ , s¯)→ (−p ,−s ,−p¯ ,−s¯)
CP · · · (p , s, p¯ , s¯)→ (−p¯ , s¯,−p , s) = (p , s¯, p¯ , s)
CPT˜ · · · (p , s, p¯ , s¯)→ (p¯ ,−s¯,p ,−s) = (−p ,−s¯ ,−p¯ ,−s) .
(4.5)
The equalities are for the case p + p¯ = 0. Some combinations are given in Table 4.2, whose
contents can also be organized as follows:
(CP,CPT˜) = (−,+) · · · s − s¯ , p + p¯ ,
(CP,CPT˜) = (−,−) · · · s×s¯ , p×p¯ , E − E¯ ,
(CP,CPT˜) = (+,+) · · · s ·s¯ , p·p¯ , E + E¯ ,
(CP,CPT˜) = (+,−) · · · s + s¯ , p − p¯ .
(4.6)
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Candidates of the particle-antiparticle pair are (e−, e+), (t, t¯), (ℓ−, ℓ+) and (b, b¯). The last two
originate from the decays of t and t¯.
Note that the operation T˜ do not interchange initial and final states. The tilde ˜ on T
emphasis this point. This operation T˜ is sometimes called “naive T”5. It may be difficult, if
not impossible, to built the field theoretic operator T˜ for T˜. For example, the operator with
the same properties as T but without the anti-unitarity nature does not do the job. This is
because the transformation for creation-annihilation operators T˜ a(p , s)T˜ † = a(−p ,−s) etc.
with an unitary operator T˜ , do not lead to the same transformation for ψ and ψ¯ as T , since
ψ (and ψ¯) contains u and v, which are c-numbers.
With the knowledge of Section A.7.4, it is sensible to operate P and/or C to a part of
a process when all relevant Feynman diagrams are topologically the same. In our case, we
can apply P etc. separately to the final or the initial current. On the other hand, one should
operate T˜ to the whole process.
Symmetry property of |M|2 is directly related to that of the expectation values of observ-
ables, which we now turn to.
4.3.2 Expectation values
Since an expectation value is obtained by integration over the phase space, not all terms in
|calM |2 contribute to it. The transformation properties under Parity etc. can be used to
determine a relevant combination of interactions.
Consider for example, an expectation value
〈(pe − p¯e)·(pt − p¯t)〉 = 4 〈pe·pt〉 =
4
σtot
∫
dΦpe·pt
dσ(pe,pt)
dΦ
,
which is P-odd with respect to both the final and the initial currents. Thus only a part of dσ
contributes to the expectation value; that is, which have the same transformation property to
the relevant observable. There are four combinations for the SM vertices:
[vevt]∗ · [aeat]× ((v¯γµu)e(u¯γµv)t)∗ · ((v¯γνγ5u)e(u¯γνγ5v)t)+ c.c.
+ [veat]∗ · [aevt]× ((v¯γνu)e(u¯γνγ5v)t)∗ · ((v¯γµγ5u)e(u¯γµv)t)+ c.c.
Here [vevt] etc. are (energy dependent) couplings that combine both γ and Z contributions.
These are defined in Eq. (A.33). Note that P of both initial and final current should be oppo-
site. Thus only the combination a3 ≡ [vevt]∗ [aeat] + [aevt]∗ [veat] contributes to the forward-
backward asymmetry (after one sum over spins)6. The effective couplings [vevt] etc. are defined
in Section A.5, and the combinations a3 etc. are defined in Eq. (4.26).
Another example is the total cross section σtot. After summing over spins, momenta are
the only vectors. Thus each term in |M|2 should be composed of even number of momenta.
From Eq. (A.51), we know that the product of the Parity of the final-currents should be even,
which means even number of momenta of final state. Thus the number of momenta of initial
state should also be even, which means the product of the Parity eigenvalues of the initial-
current should be even. To summarize, an interference of amplitudes M1M∗2 contributes to
5In my opinion, “naive time reversal” seems to mean “just flip initial and final states”; just the opposite.
6 Before summing the spin st of t, (st·pe) (pe·pt) ∝ cos θte contributes to “spin-direction-specified FB asym-
metry”. This observable is P-odd w.r.t. the final tt¯ current but P-even w.r.t. the initial e−e+ current. Thus
the combination a4 ≡ [vevt]∗ [veat] + [aevt]∗ [aeat] also contributes to this asymmetry. Note that non-zero
polarization of initial e+e− effectively mixes the vector vertex and the axial-vector vertex of e+e−.
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the total cross section if and only if the Parities of the final-currents in M1 and M2 are the
same, and so are initial-currents.
CP transformation interchanges the spins of a particle and its anti-particle (st, s¯t)→ (s¯t, st)
at the cm frame of them. Thus the interference (MCP=±M ∗CP=±) of the amplitudes with the
same CP contributes in the same sign to the polarizations7 of a particle and its anti-particle.
On the other hand, the interference (MCP=±M ∗CP=∓) of the amplitudes with the opposite CP
contributes in the opposite sign to the polarizations of a particle and its anti-particle. We see
the example latter.
4.3.3 Several CP violating observables
From Table 4.2 or Eq. (4.6), we can see that (st ∓ s¯t)·(pe×pt) is (CP,CPT˜) = (∓,±) and
(st ∓ s¯t)·(pt − pe (pe·pt) /|pe|2) is (CP,CPT˜) = (∓,∓). Here the CP operation can be limited
to the final current. Within the Standard Model, where CP-odd contributions to both tt¯ and
e+e− vertices are highly suppressed, we see that
〈st·(pe×pt)〉 − 〈s¯t·(pe×pt)〉 = 0 ,〈
st·(pt − pe (pe·pt) /|pe|2)
〉− 〈s¯t·(pt − pe (pe·pt) /|pe|2)〉 = 0 ,
because they are CP-odd combinations. The former is suppressed in the open top region,
since (st + s¯t)·(pe×pt) is CPT˜-odd, which means the expectation value is proportional to the
absorptive part of the amplitude, which come from EW and QCD radiative corrections. It is
known [90] that the polarization PN (∼ 〈st·(pe×pt)〉) of top quark normal to the e+e−–tt¯ plane
is O(10−2) for the SM. However for the SM, the difference PN − P¯N is far smaller than the
current experimental reach, since it is CP-odd.
The following are some of CP-odd combinations of observables8 (at the cm frame of e+e−):
s// − s¯// ∝ (st − s¯t)·pe CPT˜ = −
s⊥ − s¯⊥ ∝ (st − s¯t)·(pt − pe (pe·pt) /|pe|2) CPT˜ = −
sN − s¯N ∝ (st − s¯t)·(pe×pt) CPT˜ = +
AfE = Ef − Ef¯ (f = ℓ+, b) CPT˜ = −
Af1 = pˆe·
(
pf×pf¯
)
CPT˜ = + (4.7)
Af2 = pˆe·(pf + pf¯ ) CPT˜ = −
T f33 = 2(pf − pf¯ )3
(
pf×pf¯
)
3
CPT˜ = +
Qf33 = 2(pf + pf¯)3 (pf − pf¯)3 − 23(|pf |2 − |pf¯ |2) CPT˜ = −
Note that pe = (pe − p¯e)/2 and pt = (pt − p¯t)/2. Also, kinematical cuts should respect
CP-invariance.
Expectation values of CP-odd observables are not the only CP-violating observables. Event
rate asymmetries also do the job. However, these two kinds of observables may be related
closely. For example, Forward-Backward asymmetry AFB of top quark is similar to the corre-
lation 〈pe·pt〉 ∝ 〈cos θte〉. More precisely, AFB = 〈sgn(pe·pt)〉 /σtot. Several kinds of event rate
7See Section 4.5 for polarization.
8 We follow the notations of [24, 115, 122].
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asymmetries are considered in literatures. One is the difference of production cross sections
for tLt¯L and tRt¯R [76, 93]
9
σ(tLt¯L)− σ(tRt¯R) CPT˜ = − ,
where t¯L = tR. These are chirality-flipping, and thus are small for relativistic top quarks.
Note that from Eq. (4.5), σ(tLt¯L) ↔ σ(tRt¯R) under CPT˜, while the other two chirality-non-
flipping’s, σ(tLt¯R) and σ(tRt¯L), are self-conjugate under CP. As we shall see in Section 4.5.3,
the charged leptons ℓ+ produced in t (or more directly, W+) decays are emitted preferentially
in the direction of top-quark spin. Thus ℓ+ produced in tL decay is less energetic than that
in tR decay. Thus the event asymmetry above is similar to A
ℓ
E defined above, which is also
CPT˜-odd. Another event rate asymmetry is up-down asymmetry Aup-down [93], which is the
rate difference between the events with ℓ± above the reaction plane and the events with ℓ±
below the e+e−–tt¯ plane:
Aup-down(f) =
Nup(f
±)−Ndown(f±)
Nup(f±) +Ndown(f±)
CPT˜ = + ,
where f = ℓ+, b, and Nup(f
±) = Nup(f) +Nup(f¯) etc. This quantity is “similar” to the corre-
lation 〈(pℓ+ + pℓ−)·(pe×pt)〉, which is CPT˜-even. Yet another one is the particle-antiparticle
asymmetry [97, 117]:
N(f)−N(f¯) CPT˜ = − ,
where f = ℓ+, b. Since both momentum and spin are summed10, CP-odd means CPT˜-odd.
Still another one is [97]
AFB(f) + AFB(f¯) ∝ (NF(f)−NB(f¯)) + (NF(f¯)−NB(f)) CPT˜ = + ,
where f = ℓ+, b. This quantity is (CP,CPT˜) = (−,+), because p ↔ −p¯ for CP and p ↔ +p¯
for CPT˜.
For pp collisions, there may be non-zero CP-odd asymmetry that is not related to CP-
violating interactions, since the initial state is not a CP eigenstate. However such an effect is
estimated to be small [76, 103].
4.4 Studies of EDMs at open top region
There has been many studies on EDMs of top quark. These exploit “open” t’s; that is,
relativistic t and t¯: β ≃ 1. Although our concern is at the threshold region β . 0.1, we
summarize results obtained from the analyses in open top region, for comparison.
4.4.1 Present bounds for EDMs
There are several EDMs for top-quark; tt¯γ, tt¯Z, tt¯g, and tb¯W . Experimental bounds on these
EDMs at present are summarized here. Conclusion is that “O(1)” couplings are allowed:
tt¯g-EDM . 10−16gs cm etc.
9 References in this section are not meant to be extensive but only examples.
10 In this case, both CP and CPT˜ just interchange particle and antiparticle.
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P. Haberl, O. Nachtmann and A. Wilch (1996) [84] studied the present bound on tt¯g-EDM
and -MDM from the pp¯ → tt¯X total production rate at Tevatron √s = 1.8TeV. They found
the coupling of order unity is allowed, which means tt¯g-EDM = 10−16gs cm is allowed, and so
is for MDM.
K. Cheung and D. Silverman (1997) [85] also studied the present bounds on qq¯g-EDM and
-MDM, and are both calculated to be 0.89× 10−16gs cm. They used the transverse momentum
distribution of prompt photon produced in qg → qγ, q¯g → q¯γ, qq¯ → gγ at Tevatron √s =
1.8TeV, 0.1 fb−1 (Run I).
EW-EDMs are constrained indirectly from B → Xsγ [86]; it shows that O(() 1) coupling is
allowed.
A. De Ru´jula, M. B. Gavela, O. Pe`ne and F. J. Vegas (1991) [83] studied bounds on EDMs
of quarks from neutron γ-EDM: |tt¯γ-EDM| < 2.0× 10−17e cm, |tt¯Z-EDM| < 8.7× 10−18gZ cm,
and |tt¯g-EDM| < 5.8×10−20gs cm. They used mt = 100GeV; this may change the limit above.
As they themselves pointed out, it is doubtful whether their calculation is applicable to top
quark. Thus we don’t take these limits seriously.
In [87], CP conserving anomalous EW couplings of top quark is constrained from LEP/SLC
data.
For τ , present bound from LEP is obtained in [88].
4.4.2 Expected future bounds on EDMs (Open top region)
There are already several studies on the top quark EDMs. Some are for e+e− colliders, others
are for hadron colliders. We choose two representative studies for each of these, and report the
results of their analyses. In e+e− collisions, tt¯γ- and tt¯Z-EDM can be studied in the production
process, while in hadron collisions, tt¯g-EDM can be studied. The summary of this section is,
• Bounds of 10−18e cm on tt¯γ- and tt¯Z-EDM are possible at a e+e− colliders at √s =
500GeV. With the use of “optimal observable”, this can be improved by factor 2. How-
ever this observable may have larger systematic error than simpler observables.
• Bound of 10−18–10−19gs cm on tt¯g-EDM is possible for hadron collisions at
√
s = 14TeV.
(i) Anomalous ElectroWeak vertices in e+e− or γγ collisions
(i–0) Detector simulation [113] was performed with
∫L = 50 fb−1, mt = 180GeV, √s =
500GeV, polarization of e− beam = ±80%. They used the decay chain tt¯→ bb¯WW → bb¯qq¯′ℓν,
where ℓ = e, µ. The relevant branching fraction is 8/27. They obtained overall efficiency of
the analysis, including branching fractions, reconstruction efficiency, and acceptance, ≃ 18%.
Their results is that the sensitivity for EW-EDM is O(0.1) with 90% CL.
(i–1) D. Atwood and A. Soni (1992) [91]. They studied the sensitivities for tt¯γ- and tt¯Z-
EDM, (and -MDM) of e+e− → tt¯ with √s = 0.5TeV. No specific model is assumed. Assuming
that the top decay vertex tb¯W is the SM one, they claimed 1σ-bounds are ∼ 10−18e cm for
104 events. They introduce the notion of an “optimal observable” that have the maximum
sensitivity to the relevant coupling. This observable turn out to be powerful as we shall see.
However in general, this observable is rather complicated combination of momenta (and spins,
maybe). Thus as themselves noted [103], there may be larger systematic error than that for
simple observables. The events they use are that with both W decay leptonically: bℓ+νℓb¯ℓ
−ν¯ℓ.
4.4 Studies of EDMs at open top region 71
Re [tt¯γ-EDM] Im [tt¯γ-EDM] Re [tt¯Z-EDM] Im [tt¯Z-EDM]
without EW , with optimal 4× 10−17 1× 10−17 1× 10−17 4× 10−17
with EW , with simple 4× 10−18 1× 10−18 4× 10−18 4× 10−18
with EW , with optimal 4× 10−19 4× 10−19 4× 10−19 4× 10−19
Table 4.3: D. Atwood and A. Soni (1992) [91]. 1σ sensitivities in
units of e cm. “With EW” means “to use polarization of W”. Sim-
ple observables are explained in the text. See the original paper for
optimal observables.
In this case, one can measure the polarization EµW of W , statistically by the distribution of ℓ
±:
EµW =
tr [p/νω/0p/ℓγ
µ(1− γ5)]
4
√
pν ·ω0 pℓ·ω0 ,
where its “gauge” is fixed by an arbitrary lightlike vector ω0. As summarized in Table 4.3,
the use of EµW improves the sensitivity about O(102). They propose several observables that
are expectation values of certain operators. Explicit formulas of the operators for optimal
observables are quite lengthy. They also studied simple operators. Those with best sensitivities
are
ǫµνρσP
µ
b Q
ν
zH
+ρH−σ for Re[tt¯γ-EDM] ,
ǫµνρσP
µ
e Q
ν
zH
+ρH−σ for Re[tt¯Z-EDM] ,
H−·Qz for both Im[tt¯γ-EDM] and Im[tt¯Z-EDM] ,
where Pb = pb¯−pb, Pe = pe+−pe− , Qz = pe+ + pe− , H± = 2 (EW+·pt)EW+ ±2 (EW−·pt)EW−.
(i–2) M. S. Baek, S. Y. Choi and C. S. Kim (1997) [92]. They studied the sensitivities
for tt¯γ-EDM and tt¯Z-EDM of e+e− collisions and γγ collisions at NLC with
√
s = 0.5TeV,∫Lee = 10 fb−1 for polarized electrons and the twice for unpolarized electrons. No specific
model is assumed. The real part of EDMs are bounded by CPT˜-even observables (when there
is no absorptive part). With polarized electrons, the tightest bound is obtained through Ab1,
defined in Eq. (4.7), in the inclusive top-quark decay mode:
|Re(tt¯γ-EDM)| ≤ 1.4× 10−17e cm , |Re(tt¯Z-EDM)| ≤ 2.3× 10−17e cm .
Likewise, the imaginary part is bounded by CPT˜-odd observables. With polarized electrons,
the tightest bound is obtained through AbE, defined in Eq. (4.7), in the inclusive top-quark
decay mode:
| Im(tt¯γ-EDM)| ≤ 1.8× 10−17e cm , | Im(tt¯Z-EDM)| ≤ 3.1× 10−17e cm .
For polarized γγ collisions, |Re(tt¯γ-EDM)| ≤ 1.8 × 10−17e cm for √s = 0.5TeV, and 0.2 ×
10−17e cm for 1.0TeV. They argued that the sensitivity is much sensitive to
√
s than e+e−
collisions.
(i–3) These couplings are also studied in [95–97]. In [93, 94], tt¯γ-EDM and tt¯Z-EDM are
consider within two Higgs doublets model. QCD corrections to this process well above the
threshold are considered in [98]. Studies in γγ colliders are given in [99, 100]; sensitivity is
∼ 10−17e cm with ∫L = 10 fb−1 and √s = 500GeV.
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(ii) Anomalous Chromomagnetic vertex in hadron collisions
(ii–1) D. Atwood, A. Aeppli and A. Soni (1992) [103]. It was studied that the sensitivities
of gg → tt¯ at SSC and LHC for the real part of tt¯g-EDM. 1σ sensitivity is 0.3 × 10−19gs cm
with optimal observable fopt, 0.5 × 10−19gs cm with f1, and 0.6 × 10−19gs cm with f2. We do
not reproduce their explicit form. Assumed experimental setup is mainly, SSC,
√
s = 40TeV,
10 fb−1, 107 leptonic tt¯ events. However, they say that the difference is only a few percent
by changing SSC
√
s = 40TeV to LHC
√
s = 16TeV. Correlations between the t and t¯
polarizations are used: fopt, f1, f2, f3. The fopt and f1 are tailored to maximize the sensitivity
for Re(tt¯g-EDM), and are fairly complicated combination of momenta and spins. As they
pointed out, there may be larger systematic error than simpler observables such as f2 and f3:
f2 =
ǫµνρσp
µ
e1p
ν
e2p
ρ
b1p
σ
b2
(pe1·pe2 pb1·pb2)1/2 .
f3 turn out to be less sensitive than f2 by O(10).
(ii–2) S. Y. Choi, C. S. Kim and Jake Lee (1997) [104]. The sensitivity of gg → tt¯ (LHC)
for tt¯g-EDM was studied. Assumed setup is acceptance efficiency ǫ = 10%, Bℓ = Bℓ¯ = 20%
for ℓ = e, µ,
√
s = 14TeV, and
∫Lpp = 10 fb−1. CP-odd energy and angular correlations are
used for unpolarized proton beam. 1σ sensitivity is
|Re(tt¯g-EDM)| = 0.899× 10−17gs cm · · · T ℓ33 ,
| Im(tt¯g-EDM)| = 0.858× 10−18gs cm · · · AℓE ,
| Im(tt¯g-EDM)| = 0.205× 10−17gs cm · · · Qℓ33 ,
where written in the RHS are relevant observables defined in Eq. (4.7). There may be (at
least) two more operators that are CP-odd: Aℓ1 and A
ℓ
2, also defined in Eq. (4.7). However
these correlation are zero, since the cross section is symmetric under (pg, p¯g)→ (p¯g,pg) due to
Bose symmetry:
∣∣pg, p¯g〉 = a†(pg)a†(p¯g) |0〉 = + ∣∣p¯g,pg〉. For polarized proton beam, one can
probe CP-violating effect without detailed reconstruction of the final states. Thus they used
CP-odd rate asymmetry,
A =
σ+ − σ−
σ+ + σ−
,
where σ± is the cross section for tt¯ production in collision of an unpolarized proton to a polarized
proton of helicity ±. They obtained | Im(tt¯g-EDM)| ≤ 10−20gs cm. They found sensitivity
depends crucially on the degree of polarization of gluons. Berger-Qiu parameterization [105]
for polarized gluon distribution functions was used.
(ii–3) In [76], N(tLt¯L)−N(tRt¯R) was studied. In [106] Tevatron Run II (
√
s = 2TeV) was
considered. In [99], γγ → tt¯ is also considered; a list of sensitivities is also given. In [108],
two-doublets Higgs models was considered. In [107] the process gW+ → tb¯ was studied, and
the contribution turned to be small; the reason is also given.
(ii–4) Here are comments for the uncertainties in the theoretical analyses of sensitivity stud-
ies at hadron colliders. Some of the existing sensitivity studies make use of some complicated
combinations of momenta of leptons and b’s; those include “optimal observable”. Whether
these analyses can be taken seriously was questioned; there are several reasons. Firstly the cm
energy of a reaction cannot be measured in hadron collisions. In view of event reconstruction,
more questionable is the efficiencies for the assignments of jets to the parent partons. A jet,
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which is assigned to a parent parton, must be well separated from other jets in order for it
to be used as a signal jet; in other words, not all hadrons are assigned to one of the signal
jets, which means the jets used for the analysis. This is in contrast to e+e- collisions, where
every hadrons are assigned to one of the jets. Generally certain amount of energy is not cor-
rectly assigned but included into other (non-signal) jets. Usually the missing energy will be
supplemented artificially by multiplying some factor to the observed energy. Under such cir-
cumstances it should be examined carefully, incorporating realistic detector simulations, how
well the required parton four-momenta can be reconstructed.
(iii) Other situations
Anomalous chromo-EDM vertex in e+e− collisions is studied in [101, 102]. In [101], gluon jet
energy distribution for the process e+e− → tt¯g is studied. They concluded that the sensitivity
is O(() 1) with √s = 500GeV, ∫L = 50 fb−1, identification-efficiency for top-quark pair-
production event ≃ 100%, and Eming = 25GeV. The last one is the cut for the minimum
gluon-jet energy, which is necessary because (1) the cross section is IR singular, and (2) and
to avoid the contamination due to the gluon radiation from b-quark; the cross section grows
rapidly as Eming is lowered. On the other hand, in [102], CP-odd spin correlation of t and t¯ is
studied. They concluded that the sensitivity is O(10) with √s = 500GeV, ∫L = 50 fb−1, and
top-detection efficiency ǫ = 0.1.
Anomalous EW vertices in hadron collisions are studied in [76].
Anomalous decay vertex is studied in [109–112]. Both production and decay anomalous
vertices are studied simultaneously in [113–119] for e+e− collisions, and in [120] for hadron
collisions. CP violation in top sector is studied also in [121]. CP violation in other sectors
(EDM of τ etc.) are studied in [122–124].
4.5 Polarizations
In the previous section, we saw that the spin-direction of t and t¯ may serve as a probe of
EDMs. In this section, we see how the effects of polarization can be incorporated to actual
calculations, and how the polarizations can be measured.
4.5.1 Polarizations of e+e−
Polarization is a incoherent sum of states with definite spin direction. Thus this can be treated
by a density matrix. For spin-1/2 particle, polarization ~P is defined to twice the expectation
value of spin ~S: ~P = 2〈~S〉. Thus the density matrix ρ is
ρ =
1
2
(
1+
∑
i
Piσi
)
=
1
2
(
1 + Pz Px − iPy
Px + iPy 1− Pz
)
,
because tr (ρ) = 1, tr (ρSi) = 〈Si〉. Then for longitudinal polarization, we just sum “spin-up”
and “spin-down” with the weight 1+P
2
and 1−P
2
, respectively. Since electron mass is negligible,
chirality is the same to helicity for electron, and the opposite for positron: (ψL)
c = (ψc)R. Thus
the matrix element Eµν ≃ ∑spins jµe¯ejν∗e¯e for initial e+e− current with incomplete polarizations
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Figure 4.1: Contours of the measure of initial polarization: χ =
(P¯e − Pe)/(1 − PeP¯e). In the figure P(e−) = Pe and P(e+) = P¯e.
From left-top to right-bottom, the contours are for χ = 0.99, 0.9, 0.8,
0.4, 0.0, −0.4, −0.8, −0.9, and −0.99. For unpolarized positron beam
P¯e = 0, χ = −Pe.
can be written as follows:
Eµν = tr
[
Λµ
(
1 + Pe
2
1 + γ5
2
+
1− Pe
2
1− γ5
2
)
p/e ×
× Λ¯ν p¯/e
(
1 + P¯e
2
1 + γ5
2
+
1− P¯e
2
1− γ5
2
)]
= 1−PeP¯e
4
tr
[
Λµ(1− χγ5)p/eΛ¯ν p¯/e
]
.
Here Pe = 1 (P¯e = 1) means the complete polarization with right-handed helicity for electron
(positron), and
χ =
P¯e − Pe
1− PeP¯e
(4.8)
is a measure of initial polarization; χ = ±1 means (Pe, P¯e) = (∓1,±1). The contours of χ
are shown in Figure 4.1. We can see that non-zero polarization effectively mixes vector- and
axial-vector-vertices, or χ 6= 0 means that the initial state is parity violating. Thus when
χ 6= 0, an expectation value of parity-odd observable can be non-zero, even if all the relevant
interactions are parity conserving.
The effect of non-zero χ can easily be recovered from the results with χ = 0, in the following
way. Since we don’t assume anomalous vertices for initial e+e− current,
Eµν ∝ tr[(veXγµ − aeXγµγ5)(1− χγ5)p/e(veY
∗
γν − aeY ∗γνγ5)p¯/e]
= tr[γµp/eγν p¯/e
{
(veXveY
∗
+ aeXaeY
∗
) + χ(veXaeY
∗
+ aeXveY
∗
)
}
+ γµp/eγν p¯/eγ5
{
(veXaeY
∗
+ aeXveY
∗
) + χ(veXveY
∗
+ aeXaeY
∗
)
}
] .
Thus we can recover terms proportional to χ from those without χ as follows: every terms in
|M|2 contain two factors of ve or ae; exchange each one of them with the rule ve ↔ ae and
divide by two. The product of couplings in Eqs. (4.26) and (4.27) are defined such that each
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pair of (a1, a2), (a3, a4) and (a5, a6) are “conjugate” with the procedure above. Thus we can
recover χ dependence simply by replacing (a1, a2) with (a1 + χa2, a2 + χa1) and similarly for
(a3, a4) and (a5, a6).
4.5.2 Polarizations of tt¯
Although the spin s of, say, t is surely a 3-vector, but one should be careful to its quantum
nature. That is, two spins that are orthogonal in a sense of 3-vector, are not “orthogonal”.
For a spin-1/2 state,
|〈θ, φ |zˆ〉|2 = cos2 θ
2
=
1 + cos θ
2
,
where θ and φ denote polar coordinates, and |zˆ〉 = |θ = 0〉. Thus, when an amplitude vanishes
for some choice of spin ~s = −~n, it means the spin-direction is +~n, not perpendicular to −~n.
Let us look at them more closer. In quantum mechanics, the polarization ~P along some
direction ~n (|~n|2 = 1) may be calculated as follows:
~n·~P = 〈Ψ|~n·(2 ~ˆS) |Ψ〉 / 〈Ψ |Ψ〉
=
∑
P=±1
P |〈~s = P~n |Ψ〉|2 / 〈Ψ |Ψ〉 ,
Here we used
1 =
∑
P=±1
|~s = P~n〉 〈~s = P~n| , ~n· ~ˆS |P~n〉 = P
2
|P~n〉 .
Note that Sˆi means spin operator, while si means spin-direction: |~s|2 = 1.
With this experience in mind, next we consider the process e+e− → t(s)t¯(s¯), where s (s¯) is
a 3-vector for the spin-direction of t (t¯) at its rest frame. Let us write the spin dependence of
the matrix element M as follows:
|M(si, s¯j)|2 = C
4
[
1 + siPi + s¯jP¯j + sis¯j(PiP¯j +Mij)
]
= C
[(
1 + siPi
2
)(
1 + s¯jP¯j
2
)
+
1
4
sis¯jMij
]
. (4.9)
As the notation indicates, Pi can be interpreted as the polarization vector for t. This can be
seen as follows. Total cross section σ is
σ ∝
∫
dΩ
∑
si=±ni
s¯j=±n¯j
|M(si, s¯j)|2 =
∫
dΩC .
Note that momentum 3-vectors are summed over all direction, while spin 3-vectors are summed
only “up” and “down”, because this is the way they form a complete set. The directions ~n, ~¯n
of quantization-axes are arbitrary, here. While, the polarization vector Pi of t for a fixed
momentum configuration is〈
ni·2Si〉 ∝ ∑
P=±1
P¯=±1
P|M(si = Pni, s¯j = P¯n¯j)|2 = niPi C .
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The spin quantization-axis ~¯n for t¯ is arbitrary. Dividing by σ, we see that Pi defined at Eq. (4.9)
is surely a polarization vector for t, when one sum over the spin of t¯. Likewise,〈
ni·2Si n¯j·2S¯j〉 ∝ ∑
P=±1
P¯=±1
PP¯|M(si = Pni, s¯j = P¯n¯j)|2 = nin¯j(PiP¯j +Mij)C .
Thus we see
〈
SiS¯j
〉
=
Pi
2
P¯j
2
+
Mij
4
6= P
i
2
P¯j
2
=
〈
Si
〉 〈
S¯j
〉
,
which means the spins of t and t¯ are correlated when Mij 6= 0. This can be seen already in the
definition Eq. (4.9); when Mij = 0, |M(si = −Pi, s¯j)|2 = 0 irrespective of s¯j (when |~P|2 = 1).
This means the spin-direction ~s is ~P, and is determined solely by the momentum configuration,
because so is ~P. In general Mij 6= 0, because momenta and spins have independent degrees
of freedom. However in some cases, the two spin-directions factorize. For example, for the
process e−(L) e+(R)→ γ∗ → t(s) t¯(s¯) near the threshold,
|M|2 ∝
(
1− st·pe−
mt
)(
1− s¯ t·pe−
mt
)
+O(β2t ) ,
where βt = 2|pt|/
√
s. Here e+(R) means positron of right-handed helicity, not chirality. This
shows that the direction of spins of both t and t¯ are anti-parallel to the direction of (left-
handed) initial electron. This is due to the conservation of total angular momentum; on the
threshold, there is no orbital angular momentum.
The polarization vectors ~P,~¯P should be composed of odd number of pt and pe, since |M|2 is a
scalar under 3-dimensional rotation. This means the polarization vectors are odd under “over-
all” parity transformation [Section A.7.4], which means parity violating. These vectors are
non-zero even for zero initial polarization χ, because the coupling of Z to fermion-antifermion
is parity violating.
A |M|2 for the definite momenta and spin-directions of t and t¯ can be calculated with the
usual Trace technique with spin-projection operators [Section A.3.7]. One can easily see that
the general spin structure for |M|2 is that given in Eq. (4.9). In the next section, it is given
that the simple example of a calculation with a spin-projection.
4.5.3 Spin direction of top quark
The direction of the spin of top quark can be measured statistically for the decay process
t→ bℓ¯νℓ. This is because [90] at the rest frame of t, the charged lepton ℓ¯ is emitted preferentially
to the direction of the spin of top quark. This can be seen as follows. Using u¯1Γv2 = −vc2Γcuc1 =
−u¯2Γcv1 for commuting spinors, and Fierz identity,
M∼ u¯(pb)γµ 1−γ52 u(pt) u¯(pν)γµ 1−γ52 v(pℓ¯)
= +u¯(pb)γ
µ 1−γ5
2
u(pt) u¯(pℓ¯)γµ
1+γ5
2
v(pν)
= 1
2
u¯(pb)(1 + γ5)v(pν) u¯(pℓ¯)(1− γ5)u(pt) ,
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which means
|M|2 ∝
∑
sℓ¯
|u¯(pℓ¯, sℓ¯)(1− γ5)u(pt, st)|2
= tr
[
p¯/ℓ(1− γ5)(p/t +mt)
1−s/
t
γ5
2
(1 + γ5)
]
= 4pℓ¯ · (pt −mtst)
= 4mtEℓ¯(1 + st·βℓ¯) at the rest frame of top.
That is, roughly speaking, st // + 〈pℓ+〉 and s t¯ // −〈pℓ−〉. Thus the component n·st of the
spin st of top quark parallel to certain direction n can be obtained statistically by 〈n·pℓ¯〉. Then
we treat the spin (or polarization) of top quark as if it were a observable.
4.6 Corrections due to Coulomb rescattering
4.6.1 Relevant Lagrangian
From now on, we concentrate to the tt¯ production near the threshold. This also means to use
e+e− collisions, since for hadron colliders
√
s of each subprocess is not fixed. As emphasized in
Chapter 2, the most prominent feature of threshold region is leading-order multiple Coulomb
rescattering11 , which means higher orders of αs are not suppressed compared to the propagation
without gluon exchange. This drastically changes the behavior of tt¯ production cross section,
compared to the tree-level expectation. For example, the magnitude of the “imaginary part”
(= absorptive part) of the amplitude is similar to the “real part”.
The relevant part of the Lagrangian is as follows:
L =− gs(t¯γµT at)Gaµ −
gsdtg
2mt
(t¯ iσµνγ5T
at)∂µG
a
ν
− gZ(t¯γµ(vtZ − atZγ5)t)Zµ − gZdtZ
2mt
(t¯ iσµνγ5t)∂µZν
− eQt(t¯γµt)Aµ − edtγ
2mt
(t¯ iσµνγ5t)∂µAν
+ terms required by gauge invariance + · · · ,
where the couplings are defined in Eq. (A.32). Feynman rule for, say, tt¯γ vertex is proportional
to Qtγ
µ + dtγ/(2mt)σ
νµγ5qν , where qν is a momentum flows into tt¯ current. Note that
d
2m
(t¯ iσµνγ5t)∂µAν ≃ −d
2m
(t¯ iγ5i
↔
∂ µt)Aµ ≃ −d(pt − p¯t)
µ
2m
u¯(pt) iγ5 v(p¯t) ǫµ ,
where the first “≃” means they coincide with the use of eqs. of motion, and the second means
to sandwich with 〈pt, p¯t| and |q〉 and to integrate over x [Section A.4]. We checked that both
of these forms of the interaction give the same result, at least for the case we deal with.
11 Since the Coulomb rescattering is indispensable for the threshold region, in some case its effect is implicit,
and the word “rescattering” is saved for the other corrections; that is, gluon exchange between t and b¯ for
example. However here we do not care about those corrections involving decay products.
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As we saw in Section 2.3, the potential VC between tt¯ due to Lint = −gs(t¯γµT at)Gaµ is
V˜C = −CF g2s /|q |2, where q is momentum transfer from t¯ to t. Likewise, one can show that the
potential VCEDM due to the tt¯g-EDM interaction above is [Figure 4.2]
V˜CEDM =
−CF g2s
|q |2
−dtg
mt
iq ·
(σt
2
− σt¯
2
)
. (4.10)
This potential is (P,C) = (−,+), as it should be.
×t
t¯
gC
×
t
t¯
gC
Figure 4.2: Contribution of anomalous tt¯g-EDM to tt¯ potential.
Note that the magnitude of the EDM-interactions are proportional to the momentum trans-
fer between tt¯. This can clearly be seen in the modified vertices Eq. (4.12) in the next section.
Thus the effects of two EW-EDMs becomes larger for higher cm energy
√
s, because they
affect directly the tt¯ production vertex. While the effect of CEDM do not become larger for
higher
√
s, because12 it affects the Coulomb rescattering between tt¯, whose relative signifi-
cance becomes smaller for
√
s. Thus the threshold region does not suit for the measurement
of EW-EDMs. On the other hand, CEDM can be measured only near the threshold for lepton
colliders. Note that even though the sensitivity to the existence of finite CEDM may be better
for hadron colliders, the precise measurement of its magnitude may only be achieved at lepton
colliders.
4.6.2 Corrections to vertices
In the next section, we show that the effect of Coulomb rescattering between t and t¯ is to
change the vertices for tt¯γ and tt¯Z. The result is as follows. To the tree-level (and without
anomalous vertices), the electroweak tt¯ vertices are(
ΓX
)µ
= vtXΓµV − atXΓµA , where ΓµV = γµ , ΓµA = γµγ5 (X = γ, Z) ,
times −igX . See Section A.5 for the definition of the couplings. Rescattering and anomalous
vertices modify the vertices:(
ΓX
)µ
= vtXΓµV − atXΓµA + dtXΓµEW-EDM , (4.11)
where
ΓµV =
[
γµG(E, |p|)− iγ5−p
µ
mt
dtgD(E, |p|)
]
×
( |p|2
mt
− (E + iΓt)
)
,
ΓµA = γ
µγ5F (E, |p|)×
( |p|2
mt
− (E + iΓt)
)
, (4.12)
ΓµEW-EDM = iγ5
−pµ
mt
F (E, |p|)×
( |p|2
mt
− (E + iΓt)
)
,
12 More concretely speaking, because the combination of the Green function D = F −G, which is relevant
to CEDM, becomes zero for
√
s≫ 2mt.
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where p = (pt − p¯t)/2 is the relative momentum of tt¯, and E =
√
s − 2mt is non-relativistic
cm energy; G(E, |p|) and F (E, |p|) are S- and P -wave Green functions, respectively
G(E, |p|) = 〈p|G|x ′ = ~0〉 , pF (E, |p|) = 〈p|pF |x ′ = ~0〉 , (4.13)
and ( |p|2
mt
− ω + VC
)
G = 1 ,
( |p|2
mt
− ω + VC
)
pF = p , (4.14)
and D(E, |p|) = G(E, |p|) − F (E, |p|). We can see from the equations for Green functions
that
G(E, |p|) = F (E, |p|) = 1/
( |p|2
mt
− (E + iΓt)
)
for V → 0 ,
and D(E, |p|) = 0. Thus in the weak potential limit, or for √s ≫ 2mt where the effect of
Coulomb rescattering is diminished, the vertices reduces the tree-level ones with anomalous
EW-EDMs but QCD-EDM.
We can see from Eq. (4.12) that the effects of anomalous CP-violating interactions are
suppressed13 only by βt = |pt|/mt. Thus we take into account O(βt) corrections, and neglect
the higher orders14.
4.6.3 Sketch of the calculation
Using Non-Relativistic form of the propagators,
SF (k +
q
2
) =
1 + γ0
2
i
E/2 + k0 − |q |2/(2mt) + iΓt/2 +O
(
1
c
)
,
SF (k − q
2
) =
1− γ0
2
i
E/2− k0 − |q |2/(2mt) + iΓt/2 +O
(
1
c
)
, (4.15)
Lippmann-Schwinger equation for the vector vertex is written as follows:
ΓiV (E, p) = γ
i + CF (−igs)2
∫
d4k
(2π)4
i
E/2 + k0 − |k |2/(2mt) + iΓt/2 ×
× i
E/2− k0 − |k |2/(2mt) + iΓt/2 ×
×
[
γ0
1 + γ0
2
ΓiV (E, k)
1− γ0
2
γ0
+
(
dtg
2mt
)
σj0γ5
−(p− k)j
c
1 + γ0
2
ΓiV (E, k)
1− γ0
2
γ0
+
(
dtg
2mt
)
γ0
1 + γ0
2
ΓiV (E, k)
1− γ0
2
σj0γ5
+(p− k)j
c]
× i|p − k |2 . (4.16)
13 Note that the time-component of the vertex do not contribute to |M|2, since the initial e+e− current jµe+e−
is conserved qµj
µ
e+e− = 0 (because the mass of e
− can be neglected). Thus at the cm-frame qµ = (
√
s,~0), the
time-component of e+e− current is zero j0e+e− = 0. Propagators of gauge bosons are proportional to gµν , aside
from qµqν . Thus only the space-component of tt¯ current j
µ
tt¯ contributes.
14 We also neglect the O(βt) corrections from FSIs.
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A similar equation holds also for the axial vertex. Since there is no p0-dependence on the
right-hand side, consistency requires ΓiV (E, p) = Γ
i
V (E,p). Thus we can trivially integrate p
0,
and obtain
ΓiV (E,p) = γ
i −
∫
d3k
(2π)3
−CF g2s
|p − k |2
1
|k |2/mt − (E + iΓt) × (4.17)
× 1 + γ
0
2
[
ΓiV (E, k)−
dtg
2mt
(p − k)j
c
{
σj0γ5Γ
i
V (E, k) + Γ
i
V (E, k)σ
j0γ5
}] 1− γ0
2
.
In view of the structure of gamma matrix, we decompose the vertex function ΓiV (E,p) as
follows:
1 + γ0
2
ΓiV (E,p)
1− γ0
2
=
1 + γ0
2
[
γj
(
δijΓG(E,p) + Γ
ij
B(E,p)
)
+ iσijγ5Γ
j
F (E,p)− iγ5ΓiD(E,p)
]
1− γ0
2
(4.18)
where
∑
ij Γ
ij
B(E,p) = 0. By plugging this expression into the integral equation above, one
obtains the integral equations for each (reduced) vertex functions ΓG(E,p) etc. One can see
that ΓiD(E,p) = O(dtg), ΓijB(E,p) = O
(
d 2tg
)
. Thus we forget about ΓijB(E,p) hereafter. One
can do just the same procedure for the axial vertex ΓiA(E,p), and finds that anomalous tt¯g
vertex we inserted do not alter the axial vertex to the order we consider now. We extract
Lorentz structure of ΓiF (E,p) etc. as follows:
ΓG(E,p) =
( |p|2
mt
− (E + iΓt)
)
G(E, |p|) ,
ΓiF (E,p) =
( |p|2
mt
− (E + iΓt)
) −pi
mtc
F (E, |p|) ,
ΓiD(E,p) =
( |p|2
mt
− (E + iΓt)
) −pi
mtc
dtgD(E, |p|) . (4.19)
In terms of G(E, |p|), the Lippmann-Schwinger eqs. become NR Schro¨dinger equations:( |p|2
mt
− (E + iΓt)
)
G(E, |p|) +
∫
d3k
(2π)3
[
V˜C(|p − k |)G(E, |k |)
]
= 1 ,( |p|2
mt
− (E + iΓt)
)
p iF (E, |p|) +
∫
d3k
(2π)3
[
V˜C(|p − k |)k iF (E, |k |)
]
= p i .( |p|2
mt
− (E + iΓt)
)
p iD(E, |p|) +
∫
d3k
(2π)3
[
V˜C(|p − k |)k iD(E, |k |)
]
=
∫
d3k
(2π)3
[
V˜C(|k − p|)(p − k)iG(E, |k |)
]
.
We find that D = G− F . As for EW-EDMs, since
1
2mt
σλµγ5qλ ≃ σ0µγ5 ≃ iγ5−p
µ
mtc
, (4.20)
we can put as
ΓiEW-EDM(E,p) = iγ5
−pi
mtc
K(E, |p|)
( |p|2
mt
− (E + iΓt)
)
. (4.21)
4.6 Corrections due to Coulomb rescattering 81
By comparing with
γiγ5 ≃ iσijγ5−p
j
mtc
,
one can see that piK(E, |p|) satisfies the same Lippmann-Schwinger eq. as piF (E, |p|), thus
K(E, |p|) = F (E, |p|).
Likewise,
ΓiA ≃ iσijγ5ΓjF ≃
( |p|2
mt
− (E + iΓt)
)
γiγ5F (E, |p|) .
4.6.4 Polarization vector of top and antitop
Including O(βt) contribution, the production cross section for tt¯ pair can be written as follows:
dσ
d3p t
=
NCα
2Γt
2πm4t
1− Pe+Pe−
2
|G|2(a1 + χa2)
{
1 + 2Re
(
CFB
F
G
)
βt cos θte
}
,
where
βt =
|pt|
mt
, cos θte =
pe·pt
|pe| |pt|
,
and χ is a measure of the polarization of initial e+e− defined in Eq. (4.8). The coefficient CFB
is defined in Eq. (4.23). For unpolarized positron beam (P¯e = 0), χ = −Pe, where Pe = −1 for
the electron beam that is completely polarized to left-handed helicity. Hard vertex corrections
are not included, since we are working with non-renormalizable interactions. In the formula
above we summed over spins of t and t¯. Before summing over the spins of tt¯, the production
cross section for them can be written as follows:
dσ(st, s¯t)
d3p t
=
dσ
d3p t
1 +P·st + P¯·s¯t + (st)i(s¯t)jQij
4
,
As was explained in Section 4.5.2, P and P¯ can be interpreted as polarization vectors for t and
t¯, respectively. Both SM and anomalous interactions contribute to the polarizations:
P = PSM + δP , P¯ = P¯SM + δP¯ .
With the knowledge of Section 4.3.2, the interference of an anomalous vertex, which is CP-odd,
and the standard one, which is CP-even, contributes in the opposite sign to the polarizations
of t and t¯. On the other hand, the interference among the standard interactions contribute in
the same sign:
P¯SM = PSM , δP¯ = −δP , (4.22)
or
PSM = (P+ P¯)/2 , δP = (P− P¯)/2 .
82 Chapter 4 Anomalous Electric Dipole Moments of Top Quark
Note that we are working to the leading order of the anomalous couplings. Hereafter we express
those vector by components:
P = P//n// + P⊥n⊥ + PNnN , st = s//n// + s⊥n⊥ + sNnN ,
where the axes are determined by the beam direction and the production plane:
n// ≡ pe|pe|
, nN ≡ pe×pt|pe×pt|
, n⊥ ≡ nN×n// .
Now the polarization of t is as follows15:
(PSM)// = C
0
// + Re
(
C1//
F
G
)
βt cos θte ,
(PSM)⊥ = Re
(
C⊥
F
G
)
βt sin θte ,
(PSM)N = Im
(
CN
F
G
)
βt sin θte
for the contributions from the standard interactions16 , and
δP// = 0 ,
δP⊥ =
[
Im
(
Bg⊥dtg
D
G
)
+ Im
(
Bγ⊥dtγ
F
G
)
+ Im
(
BZ⊥ dtZ
F
G
)]
βt sin θte ,
δPN =
[
Re
(
BgNdtg
D
G
)
+ Re
(
BγNdtγ
F
G
)
+ Re
(
BZNdtZ
F
G
)]
βt sin θte
for the contribution from the anomalous interactions. Coefficients C0// etc. are defined below.
There is also correlation between st and s¯t:
(st)i(s¯t)jQij = (st)i(s¯t)jQijSM + (st)i(s¯t)j δQij ,
(st)i(s¯t)jQijSM = s//s¯// + (s//s¯⊥ + s⊥s¯//) Re
(
CN
F
G
)
βt sin θte
+ (s//s¯N + sNs¯//) Im
(
C⊥
F
G
)
βt sin θte ,
(st)i(s¯t)j δQij =
+ (s//s¯⊥ − s⊥s¯//)
[
Im
(
BgNdtg
D
G
)
+ Im
(
BγNdtγ
F
G
)
+ Im
(
BZNdtZ
F
G
)]
βt sin θte
+ (s//s¯N − sNs¯//)
[
Re
(
Bg⊥dtg
D
G
)
+ Re
(
Bγ⊥dtγ
F
G
)
+ Re
(
BZ⊥ dtZ
F
G
)]
βt sin θte .
15 We use notation similar to [24]. The are two differences: (i) a3 and a4 of them are twice of ours; and (ii)
CN of them is −CN of ours.
16 These results coincide with those in [24].
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We do not use these correlations in this work.
Coefficients of the polarization are defined as follows:
C0//(χ) = −
a2 + χa1
a1 + χa2
, C1//(χ) = 2C
0
//CN + C⊥ = 2(1− χ2)
a2a3 − a1a4
(a1 + χa2)2
,
C⊥(χ) = −a4 + χa3
a1 + χa2
, CN(χ) =
a3 + χa4
a1 + χa2
= CFB (4.23)
for the standard vertices, and
Bg⊥(χ) = −1 , BgN(χ) = +C0//(χ) ,
BEW⊥ (χ) =
a5 + χa6
a1 + χa2
= Bγ⊥(χ) dtγ +B
Z
⊥ (χ) dtZ , (4.24)
BEWN (χ) =
a6 + χa5
a1 + χa2
= BγN(χ) dtγ +B
Z
N(χ) dtZ ,
where
Bγ⊥(χ) =
1
a1 + χa2
{(
[vevt]∗ veγ + [aevt]∗ aeγ
)
+ χ
(
[vevt]∗ aeγ + [aevt]∗ veγ
)}
=
1
a1 + χa2
(
[vevt]∗ veγ + χ[aevt]∗ veγ
)
,
BZ⊥ (χ) =
1
a1 + χa2
{(
[vevt]∗ veZ + [aevt]∗ aeZ
)
+ χ
(
[vevt]∗ aeZ + [aevt]∗ veZ
)}
d(s) ,
BγN(χ) =
1
a1 + χa2
{
χ
(
[vevt]∗ veγ + [aevt]∗ aeγ
)
+
(
[vevt]∗ aeγ + [aevt]∗ veγ
)}
(4.25)
=
1
a1 + χa2
(
χ[vevt]∗ veγ + [aevt]∗ veγ
)
,
BZN(χ) =
1
a1 + χa2
{
χ
(
[vevt]∗ veZ + [aevt]∗ aeZ
)
+
(
[vevt]∗ aeZ + [aevt]∗ veZ
)}
d(s)
for the anomalous vertices. Symbols a1∼6 are the combinations of EW couplings:
a1 =
∣∣[vevt]∣∣2 + ∣∣[aevt]∣∣2 , a2 = 2Re ([vevt]∗ [aevt]) , (4.26)
a3 = [v
evt]∗ [aeat] + [aevt]∗ [veat] , a4 = [v
evt]∗ [veat] + [aevt]∗ [aeat] ,
for the standard vertices and the anomalous tt¯g-vertex, and
a5 = [v
evt]∗ [vedt] + [aevt]∗ [aedt]
= [vevt]∗ veγdtγ + [aevt]∗ aeγdtγ + [vevt]∗ veZd(s) dtZ + [aevt]∗ aeZd(s) dtZ
= [vevt]∗ veγdtγ + [vevt]∗ veZd(s) dtZ + [aevt]∗ aeZd(s) dtZ ,
a6 = [v
evt]∗ [aedt] + [aevt]∗ [vedt] (4.27)
= [vevt]∗ aeγdtγ + [aevt]∗ veγdtγ + [vevt]∗ aeZd(s) dtZ + [aevt]∗ veZd(s) dtZ
= [aevt]∗ veγdtγ + [vevt]∗ aeZd(s) dtZ + [aevt]∗ veZd(s) dtZ
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|G|2 (G∗D) G∗F
(SM)∗ (SM) (SM)∗ (EW-EDM)
a1 a2 a3 a4 a5 a6
Ptt¯ +(−) +(−) − − − −
Pe−e+ + − − + + −
Table 4.4: “Eigenvalues” of the products of couplings a1 etc., defined
in Eqs. (4.26) and (4.27) under Parity transformations P for the final
(tt¯) and initial (e−e+) currents. See text for the details.
for the anomalous tt¯γ- and tt¯Z-vertices. Symbols [veat] etc. are defined in Eq. (A.33), and d(s)
is a ratio of Z-propagator to γ-propagator [Eq. (A.34)]. These combinations a1∼6 are chosen so
that the dependence on the initial polarization can be seen easily; each pair of (a1, a2), (a3, a4),
(a5, a6) is “conjugate” each other with respect to the exchange e
+e− couplings [Section 4.5.1].
Table 4.4 is “eigenvalues” of the products of couplings a1 etc., defined in Eqs. (4.26) and
(4.27) under Parity transformations P for the final (tt¯) and initial (e−e+) currents. It read as
follows. For example, the coupling a5 = [v
evt]∗ [vedt] + [aevt]∗ [aedt] is a coefficient of the cross
term of SM contribution and EW-EDM contribution, M∗SMMEW-EDM. Thus in |M|2, a5 is
accompanied by G∗F , since
MSM ∼ G+ F = O(1) +O(βt) · · · CP-even
MC-EDM ∼ D = O(βt) · · · CP-odd
MEW-EDM ∼ F = O(βt) · · · CP-odd .
Note that we are working to O(βt). Under Ptt¯, vt-part of MSM is transformed with the
eigenvalue +1, while dt-part of MEW-EDM is −1; thus in |M|2, the term with a5 should be −1
under Ptt¯. A complication occurs for a1 and a2, which contain vt, which is a coefficient of both
γµG, which is P-even, and iγ5(p
µ/m)D, which is P-odd. The former is O(β0), while the others
are O(β). Since now we are working to O(β), only the interference G∗D contributes, as far
as D is concerned. Thus vtvt can be Ptt¯ = ±1, where +1 for |G|2, while −1 for G∗D. Thus
denoted in parentheses for a1 and a2 are for G
∗D. On the other hand, vt in a3–6 should be SM
contribution, not chromo-EDM contribution. This is can be seem from the order counting for
the velocity β; all anomalous contributions to M are O(β), while SM contributions are O(1).
This table can be used as follows. For example in |M|2, a term with (Ptt¯,Pe−e+) = (+,+)
should be accompanied by a1|G|2. Likewise, a term with (Ptt¯,Pe−e+) = (−,−) should be
a3G
∗F , which is SM contribution, or a2G
∗D, which is the interference between chromo-EDM
contribution and SM one.
Physical considerations
Let us see if our results for dσ(st, s¯t)/d
3p t is plausible. For this purpose, it is convenient to
express it in terms of vectors p and s , not the components of them; see Section B.5. We
already saw in Eq. (4.22) that CP-property of the terms in |M|2 relates the s-dependence and
s¯-dependence [See also Eq. (4.5)]. Here we shall see that Parity-property can be used to derive
momentum-dependence. As was explained in Section 4.5.1, non-zero polarization χ for initial
e+e− current mixes the vector and axial vertices, thus it complicates symmetry considerations.
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(Pe+e−,Ptt¯) (SM)∗ (SM) (SM)∗ (C-EDM) (SM)∗ (EW-EDM)
|pe|2 O(1) (+,+) a1|G|2
pe·pt O(βt) (−,−) Re [a3G∗F ]
pe O(1) (−,+) a2|G|2
pt , pe (pe·pt) O(βt) (+,−) a4G∗F a1G∗D a5G∗F
pe×pt O(βt) (−,−) a3G∗F a2G∗D a6G∗F
(pe)i (pe)j O(1) (+,+) a1|G|2
(pe)i (pt)j O(βt) (−,−) a3G∗F a2G∗D a6G∗F
(pe)i (pe×pt)j O(βt) (+,−) a4G∗F a1G∗D a5G∗F
Table 4.5: Note that spin (s) is even under P. Thus Ptt¯ etc. is
determined solely by momenta (pe,pt). On the other hand, CPT˜
depends on s .
However as explained in Section 4.5.1, the results for non-zero χ can easily be recovered from
those for χ = 0 by replacing couplings appropriately: a1 → a1 + χa2, for example. Thus
in this section, we consider the case when the spins of e+e− are summed with even weights:
χ = 0. Before calculating the traces for |M|2, it is easy to see that each momentum17 (pt,pe)
can appear only twice or less in |M|2, and each spin-vector (st, s¯t) can appear only once or
less. However since we are working to O(βt) or less, momenta of t and t¯ cannot appear twice:
|pt| = βtγtmt,
Let us start with the unpolarized part dσunpol. As is shown in Eq. (A.53), CP-odd part
of the (product of the) tt¯ current (jj†)tt¯ ≡ jtt¯j†tt¯ do not contribute to spin-summed cross
section. Since the anomalous interactions are CP-odd while the Standard ones are even, the
interferences between them are CP-odd. This means those interferences (M∗SMMEDM) do
not contribute to dσunpol; the interference among anomalous contributions (M∗EDMMEDM) is
O(β2t ), and thus is beyond our concern here; only M∗SMMSM contributes to dσunpol. Since
dσunpol is a scalar, (pe,pt)-dependence of it is either |pe|2, pe·pt, or |pt|2; see Table 4.5. Among
these, |pt|2 is O(β2t ), and thus is beyond our concern here. “Eigenvalues” under Pe+e− etc.
can be easily seen; for example, pe·pt has odd number of pe and odd number of pt; thus it
has (Pe+e−,Ptt¯) = (−,−). Accompanied couplings and Green functions can also be determined
from Table 4.4; for example, a term of (Pe+e−,Ptt¯) = (−,−) is accompanied by either a2G∗D
or a3G
∗F . But the former do not contributes to dσunpol, since it is M∗SMMEDM. Since pe·pt is
CPT˜-even, it is accompanied by Re (a3G
∗F ); note that a CPT˜-even (-odd) term is proportional
to “real” (“imaginary”) part [Section A.7.5]. Among dσunpol, only the part with Ptt¯ = +1
contributes to the total cross section σtot [Eq. (A.51)]; thus σtot ∝ a1|G|2. On the other
hand, Ptt¯ = −1 part contributes to the Forward-Backward asymmetry AFB = 〈sgn(pe·pt)〉 /σtot
[Section 4.3.2]. Thus the “coupling” of the term pe·pt ∝ βt cos θte is Re (a3G∗F ). This completes
the analysis of dσunpol.
Next we consider the terms proportional to the spin-vectors: Pt·st + P¯t·s¯t. Since the
polarization vectors Pt and P¯t are 3-vectors, each term of them is proportional to either of pe,
pt or pe×pt. The number of pt should be zero or one, since we are working to O(βt); note that
|pe|2 = E2, where E is beam energy. Thus the momentum dependence of Pt and P¯t is either
17We are working at the cm-frame of e+e−.
86 Chapter 4 Anomalous Electric Dipole Moments of Top Quark
pe, pt, pe (pe·pt), or pe×pt. These18 are listed in Table 4.5. Also shown is the order of velocity;
only the interference among SM contributions are O(1), and the others are O(βt). Note that
under CPT˜, “eigenvalues” of (p , s+ s¯, s− s¯) are (−,−,+) [Table 4.2]. From this, for example,
one can see that the chromo-EDM contribution to the CP-odd term19 (st− s¯t)·(pe·pt) in dσ is
proportional to Re (a2G
∗D), since the term is CPT˜-even. This completes the analysis of the
term Pt·st + P¯t·s¯t in dσunpol, except the relative magnitude of each term, especially of pt and
pe (pe·pt). Our result for δP shows that they are proportional to either
(st − s¯t)·(pt − pe
pe·pt
|pe|2
) or (st − s¯t)·(pe×pt) ,
which are both perpendicular to the beam direction pe. It seems that we miss some symmetry.
However for the effect of chromo-EDM, it can be understood as follows. For that case, tt¯ is
produced in (L, S) = (0, 1) or JPC = 1−− at first. Note that P = (−1)L+1 and C = (−1)L+S
for fermion–anti-fermion pair. Then they are modified by the anomalous tt¯g-EDM potential
[Eq. (4.10)], which has (P,C) = (−,+); thus the resulting state is JPC = 1+− or (L, S) = (1, 0).
On the other hand,
〈
spin-1
∣∣(Si − S¯i)∣∣spin-0〉 is zero for i = z, and non-zero for i = x, y. Thus
there is no contribution to parallel component.
One also see the terms proportional to st
is¯
j
t can be understood in the same manner, except
the anomalous contributions:
(st×s¯t)·(pt − pe
pe·pt
|pe|2
) or (st×s¯t)·(pe×pt) .
We can see that neglecting O(βt) and higher,
dσ(st, s¯t)
d3p t
∝ 1 + C0//(s// + s¯//) + s//s¯//
Thus if s// = 1, which means the spin of t is parallel to pe, then s¯// 6= −1, which means the
spin of t¯ cannot be anti-parallel to pe, or should be parallel to pe [Section 4.5.2]. The situation
is more clear for the case χ = ±1, or C0// = ∓1:
dσ(st, s¯t)
d3p t
∝ (1∓ s//)(1∓ s¯//)
This factorization shows that when χ = +1 [−1], or when the helicity of initial (e−, e+) is
(L,R) [(R,L)], the spins of both t and t¯ are anti-parallel [parallel] to pe. For other choice of χ,
the spins of t and t¯ have no definite direction. Including O(βt) corrections, the factorization
do not hold even for χ = ±1.
4.7 Results for EDMs
Here comes our numerical results. We shall see that it is possible to disentangle that the effects
of each three anomalous interactions dtg, dtγ , and dtZ .
18 Here pe (pe·pt) is the vector pe with the coefficient pe·pt.
19 Of course there is no such contribution to the CP-even term such as (st + s¯t)·(pe·pt).
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If all the couplings dtg etc. are real and the decay width ΓZ of Z is neglected, the effects of
anomalous interactions for polarization are
δP⊥ =
(−Bg⊥dtg +Bγ⊥dtγ +BZ⊥ dtZ) Im(FG
)
βt sin θte ,
δPN =
[(−BgNdtg +BγNdtγ +BZNdtZ)Re(FG
)
+BgNdtg
]
βt sin θte .
This assumption is realistic, since the imaginary part is generated by physical threshold in loop
diagram. From Figures 4.11 and 4.9, we can see that Chromo-EDM dtg and EW-EDMs dtγ , dtZ
can be separated through their energy dependence, since typical βt become larger for larger
energy. The Re [(F −G)/G]βt becomes smaller for larger energy, because F = G for the case
V = 0; note that the effect of rescattering becomes smaller as one leaves from the threshold.
On the other hand, from Figure 4.3, we can see that the two EW-EDMs, dtγ and dtZ , can be
separated through the response with respect to the initial polarization χ. This is also pointed
out some time ago [96] in the context of open top analysis. Note also that from the definitions,
B⊥ = ±BN for χ = ±1.
The relation
ppeak ≃
∣∣∣√mt (E + 1GeV + iΓt)∣∣∣ (4.28)
agrees qualitatively with Figure 4.9. Here 1GeV ≃ 2mt −M1S = binding energy. Note that
with V → 0, the relation ppeak =
∣∣∣√mt (E + iΓt)∣∣∣ holds20.
For stable quark under LO Coulomb rescattering, G and F can be obtained analytically [24]:
lim
Γt→0
E→p2/mt
(
E − p
2
mt
+ iΓt
)
G(p , E) = exp
(
πpB
2p
)
Γ
(
1 + i
pB
p
)
,
lim
Γt→0
E→p2/mt
(
E − p
2
mt
+ iΓt
)
F (p , E) =
(
1− ipB
p
)
exp
(
πpB
2p
)
Γ
(
1 + i
pB
p
)
,
where pB = CFαsmt/2 ≃ 20GeV. Thus
F
G
∣∣∣∣
p=ppeak
≃ 1− i pB
ppeak
≃ 1− i pB√
mt (E + 1GeV + iΓt)
.
This agrees qualitatively well with Figure 4.10. Note that there is no energy dependence of
Re [F/G] if Γt = 0. Thus this may provide a way to measure the decay width of top quark.
4.7.1 Sensitivity
The polarization 〈P〉 projected to certain direction can be measured as
〈P〉 ≃ N↑ −N↓
N↑ +N↓
.
20 This can be obtained from G = 1/(p2t/mt − (E + iΓt)) for V → 0, and dσ/dpt ∝ p2t |G|2.
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Figure 4.3: Coefficients for polarizations as functions of initial polar-
ization χ. In the figures, Cpara = C//, Cperp = C⊥ and Cnorm = CN.
(Left–top) Coefficients for SM contributions. (Right–top) Coefficients
for anomalous EDM couplings. Lines in the lower two figures the
same to those in the upper two figures: (Left-bottom) Coefficients for
the polarization parallel to n⊥. (Right-bottom) Coefficients for the
polarization parallel to nN.
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Figure 4.4: Green functions
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Figure 4.9: Typical momentum of top quark, which is defined by
the peak momentum ppeak of the momentum distribution dσ/dp ∝
|p|2|G|2. It is approximately ppeak ≃
∣∣∣√mt (E + 1GeV + iΓt)∣∣∣. Here
1GeV ≃ 2mt − M1S = binding energy. Note that if Γt = 0, the
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Figure 4.10: The ratio of the Green functions F (p)/G(p) at the peak
momentum ppeak of the momentum distribution dσ/dp. In opera-
tor language, G(p) = 〈p|G |r′ = 0〉. In order to avoid the complex-
ity to NNLO (= O(1/c2)), we use NLO QCD potential with RG
improved in momentum space. We also use Potential-Subtracted
(PS) mass mPS(µf ) = 175GeV with µf = 3GeV. Other inputs are
Γt = 1.43GeV, and αs(mZ) = 0.118. Two figures are exactly the
same: (Left) Real and imaginary parts of the ratio F/G are plotted
with respect to E =
√
s− 2mPS. (Right) The ratio F/G is plotted in
the complex plane.
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Figure 4.11: The ratios of the Green functions times “velocity” of top
quark F (p)/G(p) ·p/mt and (F −G)/G ·p/mt at the peak momentum
ppeak of the momentum distribution dσ/dp. Inputs are the same as
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Thus the error may be estimated roughly as δ〈P〉 ≃ 1/√Neff . Here Neff means the number of
events used for the analysis:
Neff = σtt¯ ×
∫L × (BℓBh)× ǫ
= 0.5 pb× 100 fb−1 ×
(
2
9
· 2
3
)
× 0.6 = 4× 103 events,
which means 1/
√
Neff = 1.5 × 10−2. We used the branching fraction Bℓ (Bh) of W+ to e+ or
µ+ (hadron) is 2/9 (2/3). We assumed integrated luminosity
∫L = 50 fb−1, and the detection
efficiency ǫ = 0.6.
For example, with
PN = B
g
NRe
(
dtg
F −G
G
)
βt sin θte ,
statistical error for dtg is
δdtg ≃ 1
BgN × Re
(
dtg
F−G
G
)
βt
×
∫ 1
−1
d(cos θte) 1∫ 1
−1
d(cos θte) sin θte
× 1√
Neff
≃ 1
1× 0.1 ×
4
π
× 1.5× 10−2
≃ 0.2 ∼ O(10%) .
From this estimate, we have
tt¯g-EDM =
gs
mt
dtg . 10
−17gs cm
for Chromo-EDM. Since all coefficients (C⊥, BN, etc.) are similar in magnitude and so are
the ratio of Green functions (Im (F/G), etc.), bounds for electroweak EDMs are just the same
order:
tt¯γ-EDM =
e
mt
dtγ . 10
−17e cm , tt¯Z-EDM =
gZ
mt
dtZ . 10
−17gZ cm .
A realistic Monte Carlo detector simulation based on the calculation here is also in progress
by experimentalists [125]. They show that high detection efficiency is possible with simple
event selection criteria and b-tagging. Up to now, only lepton energy asymmetry 〈Eℓ+ − Eℓ−〉
for dilepton+dijet event is obtained. Statistical error with 100 fb−1 is
δ(stat) [〈Eℓ+ − Eℓ−〉] = 0.649GeV .
Their results for anomalous couplings, based on our calculations, are
|Re [dtγ ] | < 1.48 , |Re [dtZ ] | < 1.04 , |Re [dtg] | < 3.93
to 95% CL. In fact, lepton energy asymmetry is not a good observable for polarization. This is
because the time component of spin 4-vector is suppressed by βt ∼ 1/10 compared to the space
component. On the other hand event asymmetries are not suppressed in that way, since they
can be obtained by integrating 3-momentum asymmetry. Moreover the branching fraction for
single-lepton + 4-jets is larger than that for dilepton + dijet. Thus it is expected that the
sensitivity for anomalous EDMs is improved by factor 10 or more. This is consistent with the
naive estimate we made above.

Chapter 5
Summary and Discussions
We study how the tt¯ threshold region serves as a probe of physics at electroweak scale and
beyond.
In Chapter 2, we studied the convergence of the perturbative series of the total production
cross section σtot for e
+e− → tt¯ in the threshold region. Two efforts have been made to
improve it. One is to use Potential-Subtracted mass mPSt (µf), and the other is to resum leading
log(q/µs)’s of the Coulombic potential V˜C(q) in momentum space using Renormalization Group
(RG). The former is to circumvent the (severest) renormalon ambiguity inherent to the pole
mass and the coordinate-space potential of an IR-slave interaction. With this prescription,
the convergence of the position of 1S resonance becomes better. The latter is to reduce the
renormalization scale (µs) dependence of R ratio, where µs is the scale for the tt¯ potential
V . Among various contributions to the potential V = VC + VBF + VNA, only the log(q/µs)’s
in the Coulombic potential VC are summed up in this work. RG improvement of the whole
V is a subject of a future study. With these two implementations, we estimate (∆mt)
th ∼
0.1GeV, where (∆mt)
th is the theoretical uncertainty for the determination of mt using the
process e+e− → tt¯ with √s ≃ 2mt. This size is consistent with one of the N3LO corrections
calculated recently [32]. Lower bound to the CKM element |Vtb| may also be obtained. Note
that Γt ∝ |Vtb|2, and the present bound [2] for |Vtb| is 0.06–0.9993 when the unitary of CKM
matrix within the first three generations is not assumed.
In Chapter 3, we calculated the momentum distributions dσ/dp of top quark near the
threshold. Corrections to O(1/c2) are included. However the Final-State Interactions1 between
t and the decay products of t¯ etc. are not taken into account. The effect of the NNLO correction
for (1/σtot) dσ/dp from the rescattering between t and t¯, which is calculated here, turns out
to be rather small compared to the NNLO correction to σtot. In fact the correction is smaller
than the effect of the NLO correction from the FSI. Thus the NNLO correction from the FSI
may contribute with the similar magnitude to the NNLO correction from tt¯ rescattering.
In Chapter 4, anomalous EDMs of top quark are studied. They can be measured by CP-
odd observables. Chromo-EDM modifies tt¯ rescattering, while ElectroWeak-EDMs modify tt¯
production vertex. Thus their effects can be distinguished from the energy dependences, since
the latter is enhanced by raising cm energy, while the former is not. On the other hand
two EW-EDMs, tt¯γ-EDM and tt¯Z-EDM, can be distinguished from the dependences on the
polarization of the initial e− (and e+). We estimate the sensitivity of tt¯ production near
the threshold in future e+e− colliders to be ∼ 10−17gs cm (e cm, gZ cm) for tt¯g-EDM (tt¯γ-, tt¯Z-
EDM) with the integrated luminosity ≃ 100 fb−1. It is worth mentioning that a realistic Monte
1We call this FSI for brevity.
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Carlo detector simulation is in progress by experimentalists [125], based on our theoretical
calculations. Their first result is already available, and our naive estimate is consistent with
it. We note that hadron colliders may be powerful to prove the existence of non-zero EDMs;
however precise determination of their values would be difficult. In this respect, e+e− collider
is much advantageous.
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Appendix A
A.1 Notes on group theory
A.1.1 Group theoretic factors
Generators of a Lie group satisfy the following commutation relation:[
T a , T b
]
= ifabcT c .
Trace normalization TR and quadratic Casimir CR for a representation R is defined by
tr
[
T aRT
b
R
]
= TRδ
ab , T aRT
a
R = CR1 .
For SU(N = 3)
TF =
1
2
, TA = CA = N = 3 , CF =
N2 − 1
2N
=
4
3
, (A.1)
where F and A mean fundamental and adjoint representations, respectively.
Coefficients β0 etc. of renormalization group equations are given in Section 2.3.4. When
necessary, we use
nf = 5 , nH = 1 , (A.2)
where the former is the number of light quarks and the latter is the number of Higgs bosons.
A.1.2 Color charge summation for color-singlet state
For a particle-antiparticle pair ψψc in color-singlet state, the product of color charge is −CF :
〈
T aT¯ a
〉
= −CF = −N
2
C − 1
2NC
. (A.3)
This corresponds to Qψ·(−Qψ) = −Q2ψ for Abelian gauge group. Sum over the index a is
implicit. In this section, we show this relation. The relevant Lagrangian is
L = −gsψ¯γµT aψGaµ = −gsψcγµT¯ aψcGaµ ,
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where T¯ a = −T aT, and ψc = Cψ¯T with CγµTC† = −γµ. Then〈
T aT¯ a
〉
=
1
NC
∑
i,j
[
ξj
†
T aξi
] [
ξj(−T aT)ξi†
]
=
−1
NC
∑
i,j
tr
[
ξjξj
†
T aξiξi
†
T a
]
=
−1
NC
CF tr [1] = −CF ,
where
ξR =
10
0
 , ξG =
01
0
 , ξB =
00
1
 ,
for example. The indices i and j mean the color of initial and final ψ, respectively.
Although the calculation above is specific to fundamental representation F , generalization
to arbitrary representation R is obvious;
〈
T aT¯ a
〉
= −CR, where CR is quadratic Casimir for
the representation R.
A.2 Notes on non-relativistic quantum mechanics
A.2.1 Relative coordinate
As is well known, a non-relativistic two-body system can be decomposed into relative and
center-of-momentum motions:
H =
p21
2m1
+
p22
2m2
=
p2
2µ
+
P 2
2M
,
where
R ≡ m1
m1 +m2
r 1 +
m2
m1 +m2
r 2 , P ≡ p1 + p2 ,
r ≡ r 1 − r 2 , p ≡ m2
m1 +m2
p1 −
m1
m1 +m2
p2 ,
and
1
µ
≡ 1
m1
+
1
m2
, M ≡ m1 +m2 (m1m2 = µM) .
One can easily check that those coordinates and momenta satisfy the standard commutation
relations [Ri , Pj ] = iδij etc. Thus they are conjugate also in quantum mechanical sense.
A.2.2 Radial momentum pr
The operator pr for radial momentum is defined by the Weyl-ordered product of r/r and p :
pr ≡ 1
2
(
1
r
r ·p + p·r 1
r
)
.
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Using
r
∂
∂r
= ri
∂
∂ri
,
∂
∂ri
(
ri
r
)
=
n− 1
r
with n = 3 ,
one obtains
ipr =
∂
∂r
+ r =
1
r
∂
∂r
r , (ipr)
2 =
∂2
∂r2
+
2
r
∂
∂r
=
1
r
∂2
∂r2
r =
1
r2
∂
∂r
(
r2
∂
∂r
)
.
With these relations, one can show that this satisfy [r , pr] = i, and 〈ψ1|prψ2〉 = 〈prψ1|ψ2〉 for
the states of limr→0 rψ(r) = 0. Note that 〈ψ1|ψ2〉 =
∫
dΩ
∫
r2dr ψ∗1(r)ψ2(r). On the other
hand, the angular part of p2 is given by orbital angular momentum L = r×p:
p2 = p2r +
L2
r2
,
where
L2 = r 2p2 − r ·(r ·p)p + 2ir ·p = r 2p2 + ∂
∂r
(
r2
∂
∂r
)
.
Since [r , Li] = 0, L2 and r also commutes. The following relations may sometimes be useful:
(r ·p)2 ≡ ripirjpj , r ·(r ·p)p ≡ rirjpjpi = (r ·p)2 + ir ·p = −r2 ∂
2
∂r2
.
One must be careful for the singularity at the origin r = 0. For example, with−△ = p2 = p2r
for angle-independent function, naive calculation gives △(1/r) = 0, while actually
△1
r
= −4πδ(3)(r) .
The contributions of δ-functions are easy to miss. They arise from differentiation of functions
singular at the origin. It is safer to integrate by parts so that to avoid these subtle points. For
example, with functions of well-behaving,
〈f | p2r
1
r
|g〉 = 〈p2rf ∣∣ 1r |g〉
= −
∫
dΩ
∫ ∞
0
r2dr
{
1
r
∂2
∂r2
(rf)
}
1
r
g
= 4πf(0)g(0)−
∫
dΩ
∫ ∞
0
r2dr f
1
r
∂2
∂r2
g ,
or
p2r
1
r
= 4πδ(3)(r)− 1
r
∂2
∂r2
.
We use following relations in the text:
[p2r, ipr] = 4πδ
(3)(r) , [p2, ipr] = 4πδ
(3)(r) +
2L2
r3
,
[p2r ,
1
r
] = 4πδ(3)(r) +
2
r2
∂
∂r
, [p2,
1
r
] = 4πδ(3)(r) +
2
r2
∂
∂r
,
{p2r,
1
r
} = 4πδ(3)(r) + 2
r2
∂
∂r
+
2
r
p2r , {p2,
1
r
} = 4πδ(3)(r) + 2
r2
∂
∂r
+
2
r
p2 ,
[ipr,
1
r
] =
−1
r2
.
The first relation is highly anomalous; pr and p
2
r do not commute.
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A.2.3 Operators in momentum and coordinate space
A momentum independent potential V is diagonal in coordinate space:
〈x |V (xˆ ) |y〉 = V (x ) δ(3)(x − y) ,
where hat ˆmeans operator. Such an operator in momentum space depends only on momentum
transfer:
〈p |V (xˆ ) |q〉 =
∫
d3x 〈p |x 〉V (x ) 〈x |q〉
=
∫
d3x e−i(~p−~q)·~x V (x )
= V˜ (p − q) .
Using
〈x |pˆ | 〉 = −i∇x 〈x | 〉 , 〈 |pˆ |x 〉 = +i∇x 〈 |x 〉 , d
dy
f(x− y) = − d
dx
f(x− y) ,
we have
〈p | [pˆ , V (xˆ )] |q〉 = (p − q) · V˜ (p − q) ,
〈x | [pˆ , V (xˆ )] |y〉 =(− i∇xV (x ))δ(3)(x − y) .
More generally,
〈p |V G | 〉 =
∫
d3q
(2π)3
V˜ (p − q) G˜(q) , 〈x |V G | 〉 = V (x )G(x ) ,
〈p |pˆV G | 〉 =
∫
d3q
(2π)3
pV˜ (p − q) G˜(q) , 〈x |pˆV G | 〉 = −i∇x
(
V (x )G(x )
)
,
〈p |V pˆG | 〉 =
∫
d3q
(2π)3
V˜ (p − q) q G˜(q) , 〈x |V pˆG | 〉 = V (x )(−i∇xG(x )) ,
〈p |[pˆ , V ]G | 〉 =
∫
d3q
(2π)3
(p − q) · V˜ (p − q) G˜(q) , 〈x |[pˆ , V ]G | 〉 = (−i∇xV (x ))G(x ) ,
where
G˜(p) ≡ 〈p |G | 〉 , G(x ) ≡ 〈x |G | 〉 ,
Our convention for Fourier transform is
f(x ) = 〈x |f〉 =
∫
d3p
(2π)3
〈x |p〉 〈p |f〉 =
∫
d3p
(2π)3
ei~x·~p f˜(p) ,
f˜(p) = 〈p |f〉 =
∫
d3x 〈p |x 〉 〈x |f〉 =
∫
d3x e−i~x·~p f(x ) .
For δ-functions,
δ(3)(x − y) = 〈x |y〉 =
∫
d3p
(2π)3
ei(~x−~y)·~p ,
(2π)3δ(3)(p − q) = 〈p |q〉 =
∫
d3x e−i~x·(~p−~q) .
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A.2.4 S-wave projection
If a quantity f depends on a 3-vector, say, r , it can be decomposed into “radial part” and
“spherical part”. For example, a plain wave of momentum p can be written as
Sometimes we use the shorthand notation for S-wave projection:
G ≡ 1
H − ω , ω ≡ E + iΓt , (A.4)
G(r , r ′) ≡ 〈r |G |r ′〉 , G(r, r′) ≡
∫
dΩr
4π
dΩr′
4π
G(r , r ′) .
〈r| ≡
∫
dΩr
4π
〈r | , 〈p| ≡
∫
dΩp
4π
〈p| , etc.
L = 0,S 2 = 2, rirj = δijr2/3.
In general, partial wave expansion can be defined as follows:
f(k, θ) =
∞∑
ℓ=0
(2ℓ+ 1) fℓ(k)Pℓ(cos θ) , fℓ(k) =
∫
dΩ
4π
Pℓ(cos θ) f(k, θ) .
The second relation holds because∫
dΩ
4π
Pℓ(cos θ)Pℓ′(cos θ) =
δℓℓ′
2ℓ+ 1
.
Here Pℓ(cos θ) is Legendre polynomials:
P0(cos θ) = 1 , P1(cos θ) = cos θ , P2(cos θ) =
3
2
cos2 θ − 1
2
.
Also the following relation holds:∫
dΩ
4π
|f(k, θ)|2 =
∞∑
ℓ=0
(2ℓ+ 1) |fℓ(k)|2 .
An example may be in order. A plane wave is expanded as follows:
eikr cos θ =
∞∑
ℓ=0
(2ℓ+ 1) iℓjℓ(kr)Pℓ(cos θ) ,
where jℓ(kr) is a spherical Bessel, which is a solution Rℓ(r) = jℓ(kr) of the radial Schro¨dinger
equation: [
d2
dr2
+
2
r
d
dr
− ℓ(ℓ+ 1)
r2
]
Rℓ(r) + k
2Rℓ(r) = 0 ,
where k2/(2m) = E. Explicitly,
j0(ρ) =
sin ρ
ρ
, j1(ρ) =
sin ρ
ρ2
− cos ρ
ρ
, j2(ρ) =
(
3
ρ3
− 1
ρ
)
sin ρ− 3
ρ2
cos ρ .
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Fourier transform goes as follows:
f(x ′, x ) =
∞∑
ℓ=0
(2ℓ+ 1) fℓ(x
′, x)Pℓ(cos θx′x) ,
f(p ′, x ) ≡
∫
d3x′ e−i~p
′·~x′ f(x ′, x )
=
∞∑
ℓ=0
(2ℓ+ 1) fℓ(p
′, x)Pℓ(cos θp′x) ,
where θx′x is the angle between x
′ and x , and
fℓ(p
′, x) ≡
∫ ∞
0
4πx′
2
dx′ (−i)ℓjℓ(p′x′) fℓ(x′, x) ,
fℓ(x
′, x) =
∫ ∞
0
4πp′2dp′
(2π)3
iℓjℓ(p
′x′) fℓ(p
′, x) .
Here we used ∫
dΩx′
4π
Pℓ′(cos θp′x′)Pℓ(cos θx′x) =
δℓℓ′
2ℓ+ 1
Pℓ(cos θp′x) ,∫ ∞
0
4πp2dp
(2π)3
jℓ(px) jℓ(px
′) =
1
4πx2
δ(1)(x− x′) , for each ℓ.
The following are completeness relations for the angular part:
1
2
∫ 1
−1
d(cos θ)Pℓ(cos θ)Pℓ′(cos θ) =
δℓℓ′
2ℓ+ 1
,
1
2
∞∑
ℓ=0
(2ℓ+ 1)Pℓ(cos θ)Pℓ(cos θ
′) = δ(1)(cos θ − cos θ′) ,
1
2π
∫ 2π
0
dφ ei(m−m
′)φ = δmm′ ,
1
2π
∞∑
m=−∞
eim(φ−φ
′) = δ(1)(φ− φ′) .
Since ∫
d3x′ δ(3)(x − x ′) f(x′, cos θ′, φ′) = f(x, cos θ, φ) ,
δ-function in the polar coordinate can be written
δ(3)(x − x ′) = 1
x2
δ(1)(x− x′) δ(1)(cos θxz − cos θx′z) δ(1)(φx − φx′) , for f = f(x, cos θ, φ),
=
1
2πx2
δ(1)(x− x′) δ(1)(cos θxz − cos θx′z) , for f = f(x, cos θ),
=
1
4πx2
δ(1)(x− x′) , for f = f(x).
Here θxz is the angle between x and certain axis, and likewise for φx.
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A.3 Formulas for Dirac spinors
References [126] are useful.
A.3.1 Mode expansions
The anticommutation rules for the creation-annihilation operators asp and b
s
p , are{
arp , a
s†
q
}
=
{
brp , b
s†
q
}
= (2π)3 2Ep δ
(3)(p − q) δrs , (A.5)
and all the others are zero. Here as†p (b
s†
p ) is the creation operator for fermion (anti-fermion)
with the momentum p and the spin s. A quantized Dirac field ψ(x) can be expanded in terms
of them:
ψ(x) =
∫
d3p
(2π)3 2Ep
∑
s
(
aspu(p, s) e
−ip·x+bs†p v(p, s) e
+ip·x
)
, (A.6)
ψ¯(x) =
∫
d3p
(2π)3 2Ep
∑
s
(
as†p u¯(p, s) e
+ip·x+bsp v¯(p, s) e
−ip·x
)
.
Since the anticommutator relations above are invariant under the phase rotation a→ eiδ a (and
the similar for b), the relative phase between u and v is not fixed, a priori. Our convention is
explained in Section A.3.3.
A one-particle state is |p , s〉 = as†p |0〉. Note that 〈p , r|q , s〉 = (2π)3 2Ep δ(3)(p − q) δrs is
Lorentz invariant.
Note that all flavor-dependence is carried by the creation-annihilation operators asp and b
s
p ;
c-number spinors u(p, s) and v(p, s) is flavor-independent.
A.3.2 Several conjugations: Γ†, Γ¯, Γc and Γb
There are several conjugations1 for γ-matrices Γ; that is, hermitian conjugation Γ†, Dirac
conjugation Γ¯, Charge conjugation Γc, and the conjugation related to Time Reversal Γb:
Γ¯ ≡ γ0Γ†γ0 , Γc ≡ CΓTC† , Γb ≡ B†ΓTB , (A.7)
where the Charge conjugation matrix C and the Time Reversal matrix B are defined by the
following properties:
C† = C−1 , CT = −C , B† = B−1 , BT = −B , (A.8)
CγµTC† = −γµ , B†γ0∗B = +γ0 , B†γi∗B = −γi . (A.9)
The last two relations can be combined to the single relation B†γµTB = +γµ. For a product
of γ-matrices, one can show that Γ1Γ2 · · ·Γn = Γ¯n · · · Γ¯2Γ¯1 and (Γ1Γ2 · · ·Γn)c = Γcn · · ·Γc2Γc1.
Some of these are collected in Table A.1. By using these conjugations, the operations P, C and
T for a spinor bilinear, which are defined in Eqs. (A.48), (A.49) and (A.50), can be expressed
as follows:
γ0Γγ0 = (Γ¯)† , CΓTC† = Γc , B†Γ∗B = (Γb)† . (A.10)
1 We limit ourselves to the spinors in 4-dimension.
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1 iγ5 γ
µ γµγ5 σ
µν iσµνγ5 i
Γ† + − (−1)µ −(−1)µ (−1)µ(−1)ν −(−1)µ(−1)ν −
Γ¯ + + + + + + −
Γc + + − + − − +
Γb + + + − − − +
Table A.1: “Eigenvalues” of γ-matrices under the several conjuga-
tions defined in the text: Γ¯ ≡ γ0Γ†γ0, Γc ≡ CΓTC†, and Γb ≡ B†ΓTB.
The symbol (−1)µ is defined to be +1 for µ = 0 and to be −1 for
µ = 1, 2, 3. The index µ on (−1)µ is always not summed; besides
there is no distinction whether it is covariant or contravariant. The
notations γ˜µ ≡ (−1)µγµ and σ˜µν ≡ (−1)µ(−1)νσµν may sometimes
be convenient.
One can see that “Parity” and “Time Reversal” do not reverse the order of γ-matrices. For
successive applications of the conjugations, one can show the following relations:
Γc = (Γ¯)c , Γb = (Γ¯)b .
Also one can show (CB)γµ(CB)† = −γµ, which implies CB = γ5 up to phase. Note that
BC = (CB)T.
A Dirac conjugated γ-matrix Γ¯ appears when one takes the hermitian conjugation of a
spinor bilinear: (
ψ¯1Γψ2
)†
= ψ¯2Γ¯ψ1 , (A.11)
for both anti-commuting and commuting spinors.
A.3.3 Antiparticle field ψc
The antiparticle field ψc of a Dirac field ψ is defined by
ψc(x) ≡ Cψ¯T(x) , ψc(x) = −ψT(x)C† , (A.12)
where C is the charge conjugation matrix defined in Eq. (A.9). It coincides with the charge-
conjugated field CψC† up to field-dependent phase. The following relations can be shown:
(ψc)c = ψ , (ψL)
c = (ψc)R , (ψR)
c = (ψc)L , (A.13)
where ψL/R ≡ PL/Rψ and ψL/R = ψ¯PR/L, where PL/R ≡ (1 ∓ γ5)/2. Our convention2 for the
relative phase between c-number wave-functions u and v are
v ≡ uc = Cu¯T , v¯ = −uTC† , vT = −u¯C .
2 In general, v = expiδ uc, which means u = expiδ vc.
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See the next section for details. With this convention, an anti-fermion field ψc(x) is expanded
in terms of the creation-annihilation operators as follows:
ψc(x) =
∫
d3p
(2π)3 2Ep
∑
s
(
bspu(p, s) e
−ip·x+as†p v(p, s) e
+ip·x
)
, (A.14)
ψc(x) =
∫
d3p
(2π)3 2Ep
∑
s
(
bs†p u¯(p, s) e
+ip·x+asp v¯(p, s) e
−ip·x
)
.
One can see that a and b in ψ are interchanged in ψc. Thus the role of particle and anti-particle
is indeed interchanged.
A spinor bilinear can be rewritten in terms of their anti-particle fields:
ψ¯1Γψ2 = +ψ
c
2Γ
cψc1 , for anti-commuting spinors. (A.15)
For commuting spinors, u¯1Γv2 = −vc2Γcuc1 = −u¯2Γcv1, for example. The second equality holds
irrespective of the phase convention between u and v, since v = eiδ uc means u = eiδ vc.
A.3.4 Dirac representation
For an non-relativistic particle, the time component of the 4-momentum is much larger than
the space component. Thus it is convenient to choose the representation of γ-matrices such
that the time component is “special”. Dirac representation is one of them:
γ0 =
(
1
−1
)
, γi =
(
σi
−σi
)
, σµν ≡ i
2
[γµ , γν ] , (A.16)
γ5 ≡ i
4!
ǫµνρσγ
µγνγργσ = iγ0γ1γ2γ3 =
(
1
1
)
,
where σi are Pauli matrices:
σ1 ≡
(
1
1
)
, σ2 ≡
( −i
+i
)
, σ3 ≡
(
1
−1
)
.
These satisfy {γµ , γν} = 2gµν , where gµν = diag(+,−,−,−); and σiσj = δij + iǫijkσk, where
ǫ123 = +1. Our convention for the 4-dimensional totally-antisymmetric tensor is that ǫ0123 =
+1. Note that the phase of γ5 is chosen such that the chirality (= eigenvalue of γ5) coincides
with the helicity for a massless particle (or u); for a massless antiparticle (or v), the chirality
is the opposite to the helicity [Section A.3.5]. Note also that (γ5)
2 = +1. Explicit forms of the
charge conjugation matrix C and the time-reversal matrix B in the Dirac representation are
C = iγ2γ0 =
( −iσ2
−iσ2
)
, B = γ1γ3 =
(
iσ2
iσ2
)
. (A.17)
Overall phases are not fixed by the defining properties in Eq. (A.9). Our convention is such
that CB = γ5, which means BC = (CB)T = γ∗5 = γ
T
5 .
Freely-propagating spinor states are specified by the 4-momentum pµ = (E,p) and the
(3 dimensional) spin direction s (|s |2 = 1) at the rest frame. Note that s is not the space
component of the spin 4-vector sµ that is obtained by boosting (0, s)µ to the “laboratory”
108
frame. However when the distinction between s and sµ is not important, we write simply s.
The c-number wave-functions are as follows:
u(p, s) =
√
E +m
 χ
s
p·σ
E +m
χs
 , v(p, s) ≡ uc(p, s) = √E +m
 p·σE +mχ−s
χ−s
 , (A.18)
where uc(p, s) ≡ Cu¯T(p, s). The second relation defines the relative phase of u and v. From
this it holds that vc(p, s) = u(p, s). One can see that the upper (lower) two components of u (v)
are O(1), while the lower (upper) are O(β). This is the reason why the Dirac representation
is convenient for non-relativistic particles. The expressions above can be obtained by boosting
the expressions at the rest frame of a particle:
u(p, s) =
√
2m
(
χs
0
)
, v(p, s) =
√
2m
(
0
χ−s
)
.
Note that the mass-dimension of a spinor field is [ψ] = 3/2, while that of a scalar field is
[φ] = 1.
Other representations
Representations other than the Dirac representation can be obtained by unitary transforma-
tion3 U . For example, so-called chiral (or Weyl) representation γµW can be obtained from the
Dirac representation γµD as follows:
γµW = Uγ
µ
DU
† , U =
(
1/
√
2 −1/√2
1/
√
2 1/
√
2
)
. (A.19)
Accordingly ψW = UψD and ψW = ψDU
†. One can see that if γD is hermitian (anti-hermitian),
then γW is also hermitian (anti-hermitian). As for the charge conjugation matrix C and the
time-reversal matrix B
CW = UCDU
T , BW = U
∗BDU
† , (A.20)
in general. These follow from the fundamental requirements CγµTC† = −γµ and B†γµTB = γµ.
Since U for the Dirac-to-Weyl transformation is real, if one choose CD = iγ
2
Dγ
0
D for the Dirac
representation, then CW = iγ
2
Wγ
0
W also for the Weyl representation. However in general, the
representations of C and B in terms of γ-matrix depend on the representation of γ-matrix
itself. On the other hand, since the fundamental requirement for the parity transformation is
Aγµ†A† = γµ (A = γ0), which means AW = UADU
†, the representation of “parity matrix” A is
independent to the representation of γ-matrix. One can also see that the relations CT = −C
and BT = −B are representation independent. On the other hand, a relation such as C† = −C
is representation dependent.
3 The fundamental relation {γµ , γν} = 2gµν1 remains intact by the transformation γ → UγU−1 with
invertible matrix U that is not necessarily unitary. However if U is not unitary, ψ†ψ changes when one changes
the representation. It may be convenient if γµ is either hermitian or anti-hermitian. Since (γµ)2 = 2gµµ [no
summation], γµ should be hermitian (anti-hermitian) if gµµ > 0 (< 0) [no summation].
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A.3.5 Pauli spin spinors χ±s and helicity h
Spin s
Pauli 2-component spinors χs and χ−s for the spin direction4 sR = (cosφ sin θ, sinφ sin θ, cos θ)
at the rest frame of a particle, is
χs =
 cos
θ
2
sin
θ
2
eiφ
 , χ−s ≡ (−iσ2)(χs)∗ =
− sin
θ
2
e−iφ
cos
θ
2
 . (A.21)
Note that χ−(−s) ≡ (−iσ2)(χ−s)∗ = −χs. The χs and χ−s are eigenstates of spin operator for
the direction sR:
sR·σχs = +χs , sR·σχ−s = −χ−s .
Thus χ±s surely represent the states of spin = ±sR, and (1± sR·σ)/2 are the spin-projection
operators for 2-component spinors.
Spin 4-vector sµ is obtained by boosting (0, sR)
µ at the rest frame of the particle to the
“laboratory” frame:
sµ =
 γ (sR·β)
sR +
γ2
γ + 1
(sR·β)β
 , (A.22)
where β = p/E, β = |β|, γ = 1/
√
1− β2. Note that (pµ, sµ) → (p˜µ,∓s˜µ) is equivalent to
(p , sR)→ (−p ,±sR), that is, the Parity and Time Reversal transformations.
The following relations are for the process e+(p¯e) e
−(pe)→ t(pt, st) t¯(p¯t, s¯t) with
√
s = 2mtγ,
where γ = 1/
√
1− β2. We work in the cm frame of tt¯ (and e+e−). We neglect the electron
mass, and dropped O(β2) and higher terms. Also note that st and s¯t are spin 4-vectors at
the “laboratory frame”, which is the cm frame of tt¯, while s t and s¯ t are spin 3-vectors at
the rest frame of t and t¯, respectively. Our convention for the totally antisymmetric tensor is
ǫ0123 = +1. Use pe + p¯e = pt + p¯t and st·pt = s¯t·p¯t = 0 to obtain other relations.
st·pe = +st·(pt − pe) , s¯t·pe = −s¯ t·(p t + pe) ,
st·p¯e = +st·(pt + pe) , s¯t·p¯e = −s¯ t·(p t − pe) ,
ǫµνρσ(pe)
µ(p¯e)
ν(pt)
ρ(st)
σ = −2mts t·(pe×p t) ,
ǫµνρσ(pe)
µ(p¯e)
ν(pt)
ρ(s¯t)
σ = −2mts¯ t·(pe×p t) ,
ǫµνρσ(pe)
µ(p¯e)
ν(st)
ρ(s¯t)
σ = −2mtpe·(st×s¯ t) ,
ǫµνρσ(pe)
µ(pt)
ν(st)
ρ(s¯t)
σ = +mt(st×s¯ t)·(p t − pe) +
1
mt
(
(st·pt) s¯ t + (s¯t·pt) st
)·(pe×p t) ,
ǫµνρσ(p¯e)
µ(pt)
ν(st)
ρ(s¯t)
σ = +mt(s t×s¯t)·(pt + pe)−
1
mt
(
(s t·p t) s¯t + (s¯ t·p t) s t
)·(pe×pt) .
4 The subscript R emphasis that the sR is not the space component of the spin 4-vector s
µ in Eq. (A.22).
Since we rarely refer only to the space component of sµ, we sometimes write sR simply s. In fact, the difference
between s and the space component of sµ is O(β2), as can be seen in Eq. (A.22). When the distinction between
s and sµ is not important, we may simply write them s.
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Helicity h
Spin degrees of freedom can also be specified by helicity5 h = sR·p/|p|. The state of h = +1
(−1) is called right-handed (left-handed) helicity state, for both particle and anti-particle. Thus
the spin for helicity eigenstates are s = ±p/|p| = ±β/|β| for h = ±. Since s ·σχ±s = ±χ±s,
we have
p·σ
|p| χ
± = ±χ± ,
where χ± ≡ χ±s with sR = +p/|p|. By noting χ−(±) = ±χ∓, Dirac spinors of helicity
eigenstates are
u(p, h = ±) = √E +m
 χ
±
±|p|
E +m
χ±
 , v(p, h = ±) = √E +m
 −|p|E +mχ∓
±χ∓
 . (A.23)
Here v(p, h) = uc(p, h), since charge conjugation do not flip neither momentum nor spin. For
a massless state, we have
u(p, h = ±) =
√
E
(
χ±
hχ±
)
, v(p, h = ±) =
√
E
(−χ∓
hχ∓
)
.
With γ5 in Eq. (A.16), we have
γ5 u(p, h) = +h u(p, h) , γ5 v(p, h) = −h v(p, h) for m = 0,
which means that our convention for the phase of γ5 is such that it eigenvalue (= chirality) is the
same as the helicity for u (∼ fermion), while the opposite for v (∼ anti-fermion), for a massless
case. Note that u (v) can be used also for anti-fermion (fermion), since u1Γv2 = −u2Γcvc1, etc.
[Section A.3.3].
The spin 4-vector sµ for helicity eigenstate is
sµ(h = ±) = ±1
β
 γβ2(
1 + γ
2β2
γ+1
)
β
 = ±γ
β
(
β2
β
)
, while
pµ
mβ
=
γ
β
(
1
β
)
.
Thus sµ(h = ±1)→ ±pµ/m as β → 1 both for a particle and an anti-particle.
A.3.6 Lorentz transformation for γ-matrices
Parity operation etc. are defined to act on ψ’s, but in Section A.7.4 we show that equivalent
operations can be implemented as manipulations on γ-matrices. Likewise, although Lorentz
transformation changes only fields and (xµ, pµ, sµ), equivalent manipulations for γ-matrices,
which are constant to Lorentz tr., are possible. Consider a Lorentz transformation
pµ → Λµνpν , ψ → Λ 1
2
ψ .
5 The helicity of massless particles may be defined by the limiting procedure m→ 0.
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Since ψ¯ψ is a Lorentz scalar, ψ¯ → ψ¯Λ 1
2
−1. Since ψ¯pµγµψ is also a scalar, we have Λ
µ
νΛ 1
2
−1γµΛ 1
2
=
γν , or
Λ 1
2
−1γµΛ 1
2
= (Λ−1)νµγν .
This means γ-matrices are “transformed backward” by Λ 1
2
−1 and Λ 1
2
. For example, let us
consider the Lorentz transformation pµ = Λµν(m,~0)
ν , or (Λ−1)νµp
µ = (m,~0)ν . Thus we have
Λ 1
2
−1p/Λ 1
2
= (Λ−1)νµp
µγν = mγ
0 .
A.3.7 Projection operators for energy Λ±(p) and spin Σ(s)
Thus energy projection operators Λ±(p) for positive and negative energy at the rest frame are
Λ+ =
(
1
0
)
=
1 + γ0
2
=
m+mγ0
2m
boost−→ m+ p/
2m
,
Λ− =
(
0
1
)
=
1− γ0
2
=
m−mγ0
2m
boost−→ m− p/
2m
,
or
Λ±(p) =
±p/+m
2m
. (A.24)
It has a following properties:
Λ+(p) u(p, s) = u(p, s) , Λ−(p) v(p, s) = v(p, s) ,
Λ−(p) u(p, s) = Λ+(p) v(p, s) = 0 ,
Λ±(p) Λ±(p) = Λ±(p) , Λ+(p) Λ−(p) = 0 for p
2 = m2, (A.25)
Λ+(p) + Λ−(p) = 1 ,
p/Λ±(p) = ±mΛ±(p) for p2 = m2.
Use the relation (u¯1Γv2)
† = v¯2Γ¯u1 for u¯(p, s) etc.
Likewise, for the spin-projection operator Σ(s) at the rest frame, and the spin parallel to
z-axis (sz = ±1),
Σ(s) =
(
1+szσz
2
1−szσz
2
)
rotate−→
(
1+s ·σ
2
1−s ·σ
2
)
=
1 + s ·γγ5
2
boost−→ 1− s/γ5
2
. (A.26)
This has the following properties:
Σ(s) u(p, s) = u(p, s) , Σ(s) v(p, s) = v(p, s) ,
Σ(−s) u(p, s) = Σ(−s) v(p, s) = 0 ,
Σ(s) Σ(s) = Σ(s) , Σ(s) Σ(−s) = 0 , (A.27)
Σ(s) + Σ(−s) = 1 .
At the rest frame, pµ = (m,~0) and sµ = (0, ~s). Thus p·s = 0. From this, projection operators
for energy and spin commute:
Λ±(p) Σ(s) = Σ(s) Λ±(p) . (A.28)
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Just the same manipulations are possible also for χs and χ−s. We show only the results.
These can be verified also by direct calculations. For simplicity we mean sR by s, not the
space component of sµ in arbitrary frame. They are orthogonal χs†χ−s = χ−s
†
χs = 0.
χsχs† =
1 + s·σ
2
, χ−sχ−s
†
=
1− s·σ
2
. (A.29)
Similarly for u and v,
u(p, s) u¯(p, s) =
1− s/γ5
2
(p/+m) = 2mΣ(s) Λ+(p) , (A.30)
v(p, s) v¯(p, s) =
1− s/γ5
2
(p/−m) = −2mΣ(s) Λ−(p) .
As we saw above, at high energy, the spin 4-vector of a particle becomes parallel to the
4-momentum of the particle: sµ(h = ±1) → ±pµ/m as β → 1. Here h means helicity. Since
pµ (±p/+m) = ±m (±p/ +m) for p2 = m2, we have for β ≃ 1,
u(p, h) u¯(p, h) =
1 + hγ5
2
p/ , v(p, h) v¯(p, h) =
1− hγ5
2
p/ , (A.31)
where h = +1 (−1) for right-handed (left-handed) helicity state. One can see that the relation
between the helicity and the chirality (= eigenvalue of γ5) is opposite between particle and
antiparticle, or to be precise, u and v.
A.4 Gordon identities
In this section, we show that the only CP-odd t-t¯-gauge boson interaction of dim-5 is that of
EDM interaction; others are not independent. We closely follow the Appendix.C of [123]. Let
us see tt¯Z interaction, for example. By integrating by parts, all derivatives on, say, Zµ can
be removed. After this manipulation, dim-5 terms of effective Lagrangian can be written as
follows:
L =(g1ψ¯∂µψ − g2ψ¯γ5∂µψ + ig3ψ¯σµν∂νψ + g4ψ¯iσµνγ5∂νψ)Zµ + h.c.
Couplings g1∼4 can be complex in general; but should be real in order for those terms are odd
under CP. In interaction picture, where the field operators satisfy equations of motion for free
fields
(i∂/ −mt)ψ = 0 , (+m2Z)Zµ = 0 , ∂µZµ = 0 ,
the following relations hold:
∂ν(ψ¯σ
µνψ) = −(ψ¯i↔∂ µψ) + 2mψ¯γµψ ,
(ψ¯σµνi
↔
∂ νψ) = ∂
µ(ψ¯ψ) ,
∂ν(ψ¯iσ
µνγ5ψ) = −(ψ¯iγ5i
↔
∂ µψ) ,
(ψ¯iσµνγ5i
↔
∂ νψ) = −∂µ(ψ¯iγ5ψ) + 2mψ¯γµγ5ψ .
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In these relations, arguments of ψ and ψ¯ are all x, and ∂ν = ∂/∂x
ν . The first one is the
celebrated Gordon decomposition:
ψ¯γµψ =
1
2m
[
(ψ¯i
↔
∂ µψ) + ∂ν(ψ¯σ
µνψ)
]
.
By using these “Gordon identities”, the Lagrangian above can be organized as follows:
L = (g′1∂µ(ψ¯ψ) + g′2∂ν(ψ¯iσµνγ5ψ))Zµ
= g′2ψ¯iσ
µνγ5ψ ∂µZν
= − g′2(ψ¯iγ5i
↔
∂ µψ)Zµ .
Formulas for u(p) etc. are obtained from
〈p, s| ψ¯(x) = 〈0| u¯(p, s) eip·x , ψ(x) |p, s〉 = u(p, s) e−ip·x |0〉 ,
〈p¯, s¯|ψ(x) = 〈0| v(p¯, s¯) eip¯·x , ψ¯(x) |p¯, s¯〉 = v¯(p¯, s¯) e−ip¯·x |0〉 .
For example, with the convention 〈p, p¯| = (|p, p¯〉)† = (a†pa†p¯ |0〉)† = 〈0| ap¯ap,
〈p, p¯| ψ¯Γi↔∂ µψ |0〉 = +(p− p¯)µ u¯(p)Γv(p¯) ei(p+p¯)·x ,
〈p′| ψ¯Γi↔∂ µψ |p〉 = +(p′ + p)µ u¯(p′)Γu(p) ei(p′−p)·x ,
〈p¯′| ψ¯Γi↔∂ µψ |p¯〉 = +(p¯′ + p¯)µ v¯(p¯)Γv(p¯′) ei(p¯′−p¯)·x .
Here p (p¯) means the momentum for a particle (anti-particle). Note that the last equation in-
cludes the minus sign from the anti-commutativity of fermion. The exponential factor becomes
4-momentum conservation for each vertex:∫
d4x ei(p+p¯)·x e−iq·x = (2π)4δ(4)(p+ p¯− q) .
Thus for the process 〈p, p¯| ← |q〉,
iqν u¯(p)σ
µνv(p¯) = −(p− p¯)µ u¯(p)v(p¯) + 2mu¯(p)γµv(p¯) ,
(p− p¯)ν u¯(p)σµνv(p¯) = iqµ u¯(p)v(p¯) ,
iqν u¯(p)iσ
µνγ5v(p¯) = −(p− p¯)µ u¯(p)iγ5v(p¯) ,
(p− p¯)ν u¯(p)iσµνγ5v(p¯) = −iqµ u¯(p)iγ5v(p¯) + 2mu¯(p)γµγ5v(p¯) ,
where q = p+ p¯. At the cm-frame of qµ = (
√
s,~0),
u¯(p)γiγ5v(p¯) = u¯(p) iσ
ijγ5
−pj
m
v(p¯) ,
i
qν
2m
u¯(p) iσiνγ5v(p¯) = i
√
s
2m
u¯(p) iσi0γ5v(p¯) = u¯(p) iγ5
−pi
m
v(p¯) ,
for example.
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A.5 Merging the effects of γ and Z exchange
In e+e− → tt¯, both γ and Z are exchanged in s-channel. But their effect can be combined to
single effective couplings. With the SM vertices
ΛXµ = gX
(
veXγµ − aeXγµγ5
)
, ΓµX = gX
(
vtXγµ − atXγµγ5
)
(X = γ, Z)
where
gγ = e = g sin θW , v
fγ = Qf , a
fγ = 0 ,
gZ =
g
cos θW
, vfZ =
1
2
T3L −Qf sin2 θW , afZ = 1
2
T3L , (A.32)
or
veγ = −1 , veZ = −1
4
+ sin2 θW = −0.01876 , aeγ = 0 , aeZ = −14 ,
vtγ = +2
3
, vtZ = +1
4
− 2
3
sin2 θW = 0.09584 , a
tγ = 0 , atZ = +1
4
,
we have ∑
X=γ,Z
1
s−m2X
(
v¯(p¯e)ΛXµu(pe)
)(
u¯(pt)Γ
µ
Xv(p¯t)
)
=
e2
s
[
[vevt]
(
v¯(p¯e)γµu(pe)
)(
u¯(pt)γ
µv(p¯t)
)
− [veat] (v¯(p¯e)γµu(pe))(u¯(pt)γµγ5v(p¯t))
− [aevt] (v¯(p¯e)γµγ5u(pe))(u¯(pt)γµv(p¯t))
+ [aeat]
(
v¯(p¯e)γµγ5u(pe)
)(
u¯(pt)γ
µγ5v(p¯t)
)]
,
where
[vevt] = veγvtγ + d(s) veZvtZ ,
[veat] = veγatγ + d(s) veZatZ = d(s) veZatZ ,
[aevt] = aeγvtγ + d(s) aeZvtZ = d(s) aeZvtZ , (A.33)
[aeat] = aeγatγ + d(s) aeZatZ = d(s) aeZatZ
are energy-dependent “couplings”, and d(s) is a ratio of Z-propagator to γ-propagator:
d(s) ≡ g
2
Z
e2
s
s−m2Z + imZΓZ
, (A.34)
where
g2
Z
e2
=
(
g
cos θW
)2
(g sin θW )2
=
1
cos2 θW sin
2 θW
=
1
(1− 0.23124) · 0.23124 = 5.625 = (2.372)
2 .
Extensions for anomalous vertices should be obvious. The width ΓZ of Z introduces absorptive
part: ΓZ/mZ = 2.490GeV/91.187GeV = 0.0273. For
√
s = 2×175GeV, its relative magnitude
is typically s/(s−m2Z + imZΓZ) = 1.073− 0.002 i. Thus for the threshold region, the effect of
Coulomb rescattering overwhelms the effect of ΓZ . Also in the open top region, it is known [90]
that the QCD vertex correction is larger than ΓZ , as far as the normal component PN of the
polarization of top quark is concerned.
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A.6 Propagators
A.6.1 Fermion propagator
Let us define the momentum configuration at cm-frame of tt¯ as follows:
qµ = pµt + p¯
µ
t = (2mt + E,~0) , p
µ = (pµt − p¯µt )/2 , pt =
q
2
+ p , −p¯t = −q
2
+ p . (A.35)
It is sometimes convenient to use −p¯t instead of +p¯t, since it is the former that enters to the
propagators. In other words,∑
spin
u(pt)u¯(pt) = p/t +mt , −
∑
spin
v(p¯t)v¯(p¯t) = −p¯/t +mt . (A.36)
The negative sign for v reflects anticommuting property of fermion.
±q/
2
+ p/+mt = 2mt
[
1± γ0
2
− ~p·~γ
2mtc
+
1
2mtc2
(
±E
2
+ p0
)
γ0
]
(A.37)(
±q
2
+ p
)2
−m2t + imtΓt = 2mt
[
E
2
± p0 − p
2
2mt
+
1
2mtc2
(
E2
4
± Ep0 + (p0)2
)
+ i
Γt
2
]
.
Thus the Feynman propagators SF (pt) = i(p/t +mt)/(p
2
t −m2t + imtΓt) for t and t¯ are
SF (±q/2 + p) =
i
(
1± γ0
2
− ~p·~γ
2mtc
)
(
E
2
± p0 + iΓt
2
)
− p
2
2mt
+O
(
1
c2
)
.
p/t +mt
2mt
γi
−p¯/t +mt
2mt
=
1 + γ0
2
γi
1− γ0
2
+O
(
1
c
)
(A.38)
p/t +mt
2mt
γiγ5
−p¯/t +mt
2mt
=
1 + γ0
2
[
iσijγ5
−pj
mtc
]
1− γ0
2
+O
(
1
c2
)
(A.39)
p/t +mt
2mt
σ0iγ5
−p¯/t +mt
2mt
=
1 + γ0
2
[
iγ5
−pi
mtc
]
1− γ0
2
+O
(
1
c2
)
(A.40)
Note that the last two (and Eq. (A.36)) are consistent with “Gordon identities” in Section A.4.
A.6.2 Gluon propagator
Gluon propagator
〈
Gaµ(q)G
b
ν(−q)
〉
= Dµνδ
ab is given by
Dµν =
i
q2 + iǫ
(
−gµν + (1− ξ)qµqν
q2
)
(A.41)
for covariant gauge, and
D00 =
i
|q |2 − iǫ , D
0i = Di0 = 0 ,
Dij =
i
(q0/c)2 − |q |2 + iǫ
(
δij − q
iqj
|q |2
)
(A.42)
for Coulomb gauge. The later is convenient for non-relativistic calculations.
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A.7 Parity, Charge Conjugation and Time Reversal
Within QFT, Parity operation P etc. are defined on creation-annihilation operators. However
sometimes it’s convenient to consider those operations for c-numbers such as u¯(p)γµv(p¯).
For explicit calculations, it is convenient to introduce a shorthand notation ˜ for flipping
the sign of space-components of 4-vectors and tensors:
pµ = (p0, pi) , γµ = (γ0, γi) , σµν = (σ0i, σij) ,
p˜µ ≡ (p0,−pi) γ˜µ ≡ (γ0,−γi) σ˜µν ≡ (−σ0i,+σij) (A.43)
= (−1)µpµ , = (γµ)† , = (σµν)† .
Relations to another notations are
(−1)µγµ = γ˜µ = γµ , (−1)µ(−1)νσµν = σ˜µν = σµν .
Note that the index on (−1)µ is never summed over. Note also that
p˜µγµ = p
µγ˜µ = p˜/ , p˜
µγ˜µ = p
µγµ = p/ ,
(−1)µ(−1)ν(−1)ρ(−1)σǫµνρσ = −ǫµνρσ .
A.7.1 P, C and T for field operators
Parity operation etc. for a Dirac field operator ψ(x) [Eq. (A.6)] are
Pψ¯(x)P−1 = η∗Pη0P ∗ψ¯(x˜)γ0 , Pψ(x)P−1 = ηPη0Pγ0ψ(x˜) ,
Cψ¯(x)C−1 = η∗Cη0C∗ψc(x) , Cψ(x)C−1 = ηCη0Cψc(x) , (A.44)
T ψ¯(x)T −1 = η∗Tη0T ∗ψ¯(−x˜)B† , T ψ(x)T −1 = ηTη0TBψ(−x˜) ,
where ψc is an antiparticle field defined in Eq. (A.12). The symbol ηP etc. are flavor-dependent
phases |ηP |2 = 1, and η0P etc. are flavor-independent “over-all” phases |η0P |2 = 1. In terms of
creation-annihilation operators, asp and b
s
p , these transformations are
PaspP−1 = +ηPη0Pas−p , PbspP−1 = −η∗P η0P ∗bs−p ,
CaspC−1 = ηCη0Cbsp , CbspC−1 = η∗Cη0C∗asp , (A.45)
T aspT −1 = ηTη0Ta−s−p , T bspT −1 = η∗T η0T ∗b−s−p .
Note that c-number spinors u(p, s) and v(p, s) are flavor-independent, and
u¯(p, s)γ0 = +u¯(p˜, s) γ0u(p, s) = +u(p˜, s)
v¯(p, s)γ0 = −v¯(p˜, s) γ0v(p, s) = −v(p˜, s) ,
u(p, s)TC† = −v¯(p, s) Cu¯(p, s)T = v(p, s)
v(p, s)TC† = −u¯(p, s) Cv¯(p, s)T = u(p, s) , (A.46)(
u¯(p, s)
)∗
B = u¯(p˜, s˜) B†
(
u(p, s)
)∗
= u(p˜, s˜)(
v¯(p, s)
)∗
B = v¯(p˜, s˜) B†
(
v(p, s)
)∗
= v(p˜, s˜) .
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In order for CPT (and the permutations) to be a symmetry of an action, these phases cannot
to be arbitrary:
ηPi = ±1 , ηT i = η∗Piη∗Ci .
If one (or more) of fields is Majorana, the reality condition ψ = ψc restricts the “over-all”
phases:
η0P = ±i , η0C = ±1 , η0T = ±1 .
Note that C and P commutes if and only if η∗Piη0P ∗ = −ηPiη0P , or6 η0P = ±i. Note also that T
is anti-unitary:
〈f | T −1OT |i〉 = 〈T (f)| O |T (i)〉∗ T (cO)T −1 = c∗T OT −1 .
= 〈T (i)| O† |T (f)〉 , (A.47)
Only spinor-bilinears are relevant for scattering matricesM, because they are Lorentz scalars:
P[ψ¯1(x)Γ(x)ψ2(x)]P−1 = η∗P1ηP2 P(Γ) ψ¯1(x)Γ(x)ψ2(x)
∣∣∣
x=x˜
,
C[ψ¯1(x)Γ(x)ψ2(x)]C−1 = η∗C1ηC2 C(Γ) ψ¯2(x)Γ(x)ψ1(x) , (A.48)
T [ψ¯1(x)Γ(x)ψ2(x)]T −1 = η∗T1ηT2 T(Γ) ψ¯1(x)Γ(x)ψ2(x)
∣∣∣
x=−x˜
.
Here the parity eigenvalue P(Γ) for Γ etc. are defined through the following relations:
γ0Γ(x)γ0 ≡ P(Γ) Γ(x˜)
CΓT(x)C† ≡ C(Γ) Γ(x) (A.49)
B†Γ∗(x)B ≡ T(Γ) Γ(−x˜)
These eigenvalues are summarized in the Table A.2. For example, γ0γiγ0 = −γi (i = 1, 2, 3)
means P(γi) = −1, and γ0 ∂
∂xi
γ0 = − ∂
∂(−xi)
means P(∂i) = −1. Note that, since charge
conjugation interchanges fields, even though C(∂µ) = +1, be sure that C changes
→
∂µ to
←
∂µ,
since (
→
∂µ)
T =
←
∂µ. Thus C(
↔
∂ µ) = −1, where A
↔
∂B ≡ A(→∂ − ←∂)B = A(∂B)− (∂A)B. Note also
that T(iΓ) = −T(Γ), or T(eiδ Γ) = e−2iδ T(Γ), in general.
In the momentum space, eigenvalues for Parity etc. are defined as follows:
γ0Γ(p, s, p¯, s¯)γ0 ≡ P(Γ) Γ(p˜, s, ˜¯p, s¯)
CΓT(p, s, p¯, s¯)C† ≡ C(Γ) Γ(p¯, s¯, p, s) (A.50)
B†Γ∗(p, s, p¯, s¯)B ≡ T(Γ) Γ(p˜, s˜, ˜¯p, ˜¯s)
For example, γ0
(
iγ5(p− p¯)i
)
γ0 = iγ5
(−(p− p¯)i) means P(iγ5(p− p¯)i) = +1. This is in accord
with P
(
iγ5 i
↔
∂ i
)
= +1. From the definitions above, we have the following for Dirac conjugates
Γ¯ ≡ γ0Γ†γ0:
P(Γ¯) = P(Γ)∗ , C(Γ¯) = C(Γ)∗ , T(Γ¯) = T(Γ)∗ .
6 This follows since one can choose ηPi = +1 for a certain species i.
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1 iγ5 γ
µ γµγ5 σ
µν iσµνγ5
→
∂µ +
←
∂µ i
↔
∂ µ
P + − (−1)µ −(−1)µ (−1)µ(−1)ν −(−1)µ(−1)ν (−1)µ (−1)µ
C + + − + − − + −
T + − (−1)µ (−1)µ −(−1)µ(−1)ν (−1)µ(−1)ν −(−1)µ (−1)µ
CP + − −(−1)µ −(−1)µ −(−1)µ(−1)ν (−1)µ(−1)ν (−1)µ −(−1)µ
CPT + + − − + + − −
Table A.2: Eigenvalues of γ-matrices and derivative. They are not
transformed under parity P etc., which are defined to operate on
creation-annihilation operators. It should be understood that they
are sandwiched by ψ¯ and ψ. However, one can define similar trans-
formations for c-numbers. See the text for the definitions. Note that
iσµνγ5 =
1
2ǫ
µνρσσρσ with ǫ0123 = +1. Although ψ¯(
→
∂µ +
←
∂µ)ψ =
∂µ(ψ¯ψ), this is listed because each of
→
∂ and
←
∂ is not the eigenstate of
C. The symbol (−1)µ is defined to be +1 for µ = 0 and to be −1 for
µ = 1, 2, 3. The index on (−1)µ is not summed always; besides there
is no distinction whether covariant or contravariant.
Aµ Fµν E B j
µ
P (−1)µ (−1)µ(−1)ν − + (−1)µ
C − − − − −
T (−1)µ −(−1)µ(−1)ν + − (−1)µ
CP −(−1)µ −(−1)µ(−1)ν + − −(−1)µ
CPT − + + + −
Table A.3: A gauge connection Aµ should transform the same way to
i∂µ. For charge conjugation, extra minus sign comes when changing
←
∂µ to
→
∂µ by integration by parts. As for time reversal, (seemingly)
extra minus sign comes from the anti-unitary nature of T .
P(Γ) and C(Γ) are (usually) real, but T(Γ) may be complex depending on the choice of the
phase of Γ: T(eiδ Γ) = e−2iδ T(Γ).
All entries in Table A.2 are chosen so that Γ¯ = Γ. Note (
→
∂µ)
† =
←
∂µ. For a product of
γ-matrices, Γ1Γ2 · · ·Γn = Γ¯n · · · Γ¯2Γ¯1. Likewise for Γc ≡ CΓTC†, (Γ1Γ2 · · ·Γn)c = Γcn · · ·Γc2Γc1.
Thus, be careful to the eigenvalue C of a product; it is not just the product of each eigenvalue,
in general; however γ-matrices and derivatives commutes, of course. On the other hand, P and
T do not reverse the order of matrices.
We also summarize the transformation properties of gauge fields in Table A.3. For non-
Abelian gauge, Aµ = A
a
µT
a and Fµν = F
a
µνT
a. For P and T , the arguments x of fields change
to x˜ and −x˜, respectively. For Charge Conjugation, CAµC−1 = −A∗µ = −ATµ . In general, field
dependent phases should also be considered, as in the case of ψ. But we do not go into detail
here.
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A.7.2 CPT symmetry
From the Tables A.2 and A.3, one can see that a Lorentz invariant interaction such as ψ¯γµψ Aµ
is CPT -even: CPT = +1. It’s easy to remember, since one can assign −1 for each 4-vector
index µ; for example, CPT -eigenvalue of a tensor such as σµν is (−1)2 = +1.
A.7.3 P, C and T for currents
When the topology is the same for all the diagrams contributing to M, we can apply P, C, or
CP to, say, an initial current and a final current, independently. A (tree-level) amplitude can
be written as
M =
∑
A,B
〈tt¯| (t¯ΓAt)(ZZ)(e¯ΛBe) |ee¯〉
=
∑
A,B
〈tt¯| (t¯ΓAt) |0〉 〈0| (ZZ) |0〉 〈0| (e¯ΛBe) |ee¯〉
∼ jtt¯ j†e+e− .
We can rewrite, say, the final tt¯ current jtt¯ using P etc.:
〈tt¯| (t¯ΓP=±t) |0〉 = 〈tt¯| (P†P)(t¯ΓP=±t)(P†P) |0〉
= ±〈P(tt¯)| (t¯ΓP=±t) |0〉 ,
〈tt¯| (t¯ΓCP=±t) |0〉 = 〈tt¯| ((CP)†CP)(t¯ΓCP=±t)((CP)†CP) |0〉
= ±〈CP(tt¯)| (t¯ΓCP=±t) |0〉 ,
〈tt¯| (t¯ΓT=±t) |0〉 = 〈tt¯| (T †T )(t¯ΓT=±t)(T †T ) |0〉
= ±〈T (tt¯)| (t¯ΓT=±t) |0〉∗ ,
where
|P(p, s, p¯, s¯)〉 = − |(p˜, s, ˜¯p, s¯)〉 ,
|C(p, s, p¯, s¯)〉 = |(p¯, s¯, p, s)〉 ,
|T (p, s, p¯, s¯)〉 = |(p˜, s˜, ˜¯p, ˜¯s)〉 ,
because
|P(p, s, p¯, s¯)〉 = (Pa†(p, s)P†)(Pb†(p¯, s¯)P†)(P |0〉)
=
(
+ηPη
0
Pa
†(p˜, s)
)(−η∗Pη0P ∗b†(˜¯p, s¯)) |0〉
= − |(p˜, s, ˜¯p, s¯)〉 , etc.
Due to the complex conjugation for T , its not a good idea to consider only the final or initial
current but the whole amplitude.
A.7.4 P , C and T for amplitudes or currents
Although the parity transformation P etc. in the QFT are defined for creation-annihilation
operators, the similar manipulations can be applied directly to c-numbers: Combined with the
definitions Eq. (A.49) [or Eq. (A.50)] for the transformations of γ-matrices, we can analyze P
properties etc. of matrix elements M solely in terms of c-numbers.
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Parity and Charge Conjugation
We consider a subprocess Z∗(q) → t(p, s) t¯(p¯, s¯) for definiteness. Denoted in the parentheses
are their momenta and their spins. The relevant vertex Γµ can be decomposed into pieces, so
that each of which is an “eigenstate” of parity operation:
Γµ = ΓµA + Γ
µ
B + · · ·
where ΓµA = A(q
2)γµ, for example. Here A(q2) is a form factor. Hereafter, we consider a part
of the tt¯ current jµtt¯ = j
µ
A + j
µ
B + · · · :
jµA(p , s, p¯, s¯) = u¯(p, s)Γ
µ
Av(p¯, s¯)
=
(
u¯(p, s)γ0
)(
γ0ΓµAγ
0
)(
γ0v(p¯, s¯)
)
= −P(ΓA) · jµA(−p , s,−p¯ , s¯) ,
where the minus sign can be understood by the fact that the product of the intrinsic parity of
a particle and that of its anti-particle is −1.
From the result above, or
jµA(p , p¯)j
ν
B
∗(p, p¯) = P(ΓA)P(ΓB)
∗ · jµA(−p ,−p¯)jνB∗(−p ,−p¯) ,
we know that the terms in |M|2 that are odd (even) under (pt, p¯t)→ (−pt,−p¯t) should come
from the interference of the tt¯ vertices with the opposite (same) parity, P(ΓA)P(ΓB)
∗ = −1
(+1), and vice versa7.
We can also see that ∫
dΩjµAj
ν
B
∗ = 0 for P(ΓA)P(ΓB)
∗ = −1 . (A.51)
This can be understood as follows. For a fermion-antifermion system, its parity is P = (−1)L+1.
Then different parity eigenvalue means different orbital angular momentum L. And the states
with different L are orthogonal each other:∫
dΩ
4π
PL(cos θ)PL′(cos θ) =
δLL′
2L+ 1
,
which means partial waves of different L are orthogonal each other. Note that an eigenstate of
partial wave is a spherical wave, not a plane wave that is a momentum eigenstate |p〉. In other
words, |p〉 is a superposition of the states of definite L. Thus before phase-space integration,
they do not form eigenstates of definite L, and then need not be diagonal with respect to L.
We can further operate Charge Conjugation:
jµA(p , s, p¯ , s¯) = −P(ΓA) ·
(
v(˜¯p, s¯)TC†
)(
C(ΓµA)
TC†
)(
Cu¯(p˜, s)T
)
= +P(ΓA)C(ΓA) · jµA(−p¯ , s¯,−p , s)
= CP(ΓA) · jµA(p , s¯, p¯, s) ,
or
jµA(s , s¯)j
ν
B
∗(s , s¯) = CP(ΓA)CP(ΓB)
∗ · jµA(s¯ , s)jνB∗(s¯, s) . (A.52)
7 We may sometimes write P(ΓA) as P(j)tt¯, and P(ΓA)P(ΓB)
∗ as P(jj†)tt¯.
A.7 Parity, Charge Conjugation and Time Reversal 121
p p¯ s s¯
P −p −p¯ s s¯
C p¯ (−p) p (−p¯) s¯ s
T˜ −p −p¯ −s −s¯
CP −p¯ (p) −p (p¯) s¯ s
CPT˜ p¯ (−p) p (−p¯) −s¯ −s
Table A.4: Transformation properties of momentum and spin. De-
noted in the parentheses are for when p + p¯ = 0.
Thus the terms in |M|2 that are odd (even) under (st, s¯t) → (s¯t, st) should come from the
interference of the tt¯ vertices with the opposite (same) CP, CP(ΓA)CP(ΓB)
∗ = −1 (+1), and
vice versa8. We can also see that∑
s,s¯
jµAj
ν
B
∗ = 0 for CP(ΓA)CP(ΓB)
∗ = −1 . (A.53)
This can be understood as follows. For a fermion-antifermion pair, CP = (−1)S+1, which is a
compact expression for the fact that spin-0 (spin-1) state is antisymmetric (symmetric) under
the interchange of s and s¯. Explicit calculation may be useful:∑
s,s¯
(χs†χ−s¯)† (χs†σiχ−s¯) =
∑
s,s¯
tr
[
(χ−s¯χ−s¯
†
)(χsχs
†
)σi
]
=tr
[
σi
]
= 0 ,
where we used the completeness relation for spin states:
∑
s χ
sχs
†
= 1. They need not be
zero before spin-sum over both s and s¯. With the definition χ−s¯ = −iσ2(χs¯)∗ and the explicit
calculations, one can easily see that χs†χ−s¯ is a spin-0 state, and χs†σiχ−s¯ is a spin-1 state.
It is easy to see that these analysis can equally be applied to initial current, say, e+e− → Z∗.
We may use a term “tt¯-current” Parity transformation Ptt¯ for (pt, p¯t) → (−pt,−p¯t), “e+e−-
current” for (pe, p¯e)→ (−pe,−p¯e), and “over-all” for to flip all the momenta; and likewise for
CP and C.
The results of this subsection can be summarized as follows. First we expressM∗i Mj, which
is a part of |M|2, in terms of momenta p and spins s. Then let us define Parity operation in
terms of p and s as summarized in Table A.4. Now the results in this subsection reads
M ∗
P=±MP=± · · · P-even ,
M ∗
P=±MP=∓ · · · P-odd ,
M ∗
CP=±MCP=± · · · CP-even ,
M ∗
CP=±MCP=∓ · · · CP-odd .
These results are very plausible. One might think that the same situation holds also for Time-
Reversal. However in the next subsection, we shall see that this is not the case.
8 We may sometimes write CP(ΓA) as CP(j)tt¯, and CP(ΓA)CP(ΓB)
∗ as CP(jj†)tt¯.
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Time reversal and T˜
As we saw, an initial current and a final current can separately be rewritten using either Parity
and/or Charge Conjugation operations. This is because Charge Conjugation operation invokes
transpose in the spinor space, while each current is 1×1 in that space, which is invariant under
transpose. As for Time Reversal, it is convenient to consider whole M, because each current
is not real. Of course M itself is not real, in general. We mention to this point later.
For definiteness, we consider the process e−(pe, r) e
+(p¯e, r¯) → Z∗(q) → t(pt, s) t¯(p¯t, s¯) at
the tree level, and decompose the final vertex Γµ and the initial vertex Λµ into pieces that are
“eigenstates” of Time Reversal. Let A(q2) and B(q2) be the form factors for the final vertex,
and C(q2) and D(q2) for the initial vertex:
ΓµA ≡ A · ΓˆµA , ΛCµ ≡ C · ΛˆCµ ,
and
MAC ≡ AC · MˆAC (A.54)
= AC · u¯(pt, s)ΓˆµAv(p¯, s¯) v¯(p¯e, r¯)ΛˆCµu(pe, r) ,
up to factors e2 etc. Then
Mˆ ∗AC(p , s) =
(
u¯(pt, s)
∗B
)(
B†Γˆµ∗A B
)(
B†v(p¯, s¯)∗
)
× (v¯(p¯e, r¯)∗B)(B†Λˆ ∗CµB)(B†u(pe, r))
= T(ΓˆA)T(ΛˆC) · MˆAC(−p ,−s) ,
or
M ∗AC(p , s)MBD(p , s)
=T(ΓˆA)T(ΓˆB)
∗
T(ΛˆC)T(ΛˆD)
∗ · MAC(−p ,−s)M ∗BD(−p ,−s) .
Here (−p ,−s) means to flip all the momenta and the spins. Now
|M|2 = |MAC +MBD + · · · |2
= · · ·+MACM ∗BD +M ∗ACMBD + · · ·
= · · ·+ Re (AB∗CD∗) [MˆACMˆ ∗BD + Mˆ ∗ACMˆBD]
+ i Im (AB∗CD∗)
[MˆACMˆ ∗BD − Mˆ ∗ACMˆBD]+ · · ·
means that the terms in |M|2 that are even (odd) under (p , s)→ (−p ,−s) should be accom-
panied by Re (AB∗CD∗) when T(ΓˆA)T(ΓˆB)
∗
T(ΛˆC)T(ΛˆD)
∗ = +1 (−1), or by Im (AB∗CD∗)
when T(ΓˆA)T(ΓˆB)
∗
T(ΛˆC)T(ΛˆD)
∗ = −1 (+1). Note that one can always adjust the phases of
Γˆ’s and Λˆ’s so that T(ΓˆA)T(ΓˆB)
∗
T(ΛˆC)T(ΛˆD)
∗ = ±1. Correspondingly, the phase of AB∗CD∗
changes counterwise.
The statement above can be simplified as follows. First let us write T(ΓˆA)T(ΓˆB)
∗
T(ΛˆC)T(ΛˆD)
∗
as T(MM∗). Since MM∗ is Lorentz scalar, CPT(MM∗) = +1 [Section A.7.2], which means
T(MM∗) = CP(MM∗). As we saw in the previous subsection, CP(MM∗) is equivalent to
the eigenvalue under CP-transformation (s , s¯) → (s¯, s) [Table A.4]. Thus the result in this
subsection is that
(MM∗)CPT˜=+ ∝ Re(product of relevant form factors) ,
(MM∗)CPT˜=− ∝ Im(product of relevant form factors) ,
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where T˜-transformation is also defined in Table A.4. Note that T˜ do NOT interchange initial-
and final-states, while the genuine T -transformation do.
In fact, the argument above holds only for tree-level diagrams. This is because we neglected
iǫ in propagators at Eq. (A.54). The sign of this imaginary part becomes relevant once we across
a physical threshold in a loop: log(−x ± iǫ) = log(x) ± iπ, for example. Thus, to be precise,
the argument above holds when there is no absorptive part. As we shall see below, the sources
for absorptive part are rescattering and physical threshold, which are absent to tree level9. If
there is an absorptive part, Re (AB∗CD∗) and Im above are replaced by Re
(
AB∗CD∗ eiδ
)
etc.,
where eiδ is an effect of absorptive parts.
Symmetry considerations for |M|2 continue to Section 4.3.1.
A.7.5 Absorptive parts and CPT˜
Transformation properties of S-matrix and T -matrix, S = 1 + iT , is as follows:
PSP−1 = S PTP−1 = T if PHP−1 = H
(CP)S(CP)−1 = S (CP)T (CP)−1 = T if (CP)H(CP−1) = H
T ST −1 = S† T TT −1 = T † if T HT −1 = H
(CPT )S(CPT )−1 = S† (CPT )T (CPT )−1 = T † if (CPT )H(CPT )−1 = H
The last two rows can be understood by S ≃ e−iHt and T is anti-unitary.
In terms of matrix element, CPT invariance can be written as
Tfi = 〈f |T |i〉
= 〈f | (CPT )−1(CPT )T (CPT )−1(CPT ) |i〉
= 〈CPT (f)|T † |CPT (i)〉∗
= 〈CPT (i)|T |CPT (f)〉
= Tiˆfˆ ,
where iˆ (fˆ) denotes CPT˜-conjugate state of a state i (f). CPT˜ is defined in Eq. (4.5). Thus
T ∗
fˆ iˆ
= T †
iˆfˆ
= T †fi , from CPT invariance,
= Tfi , if there is no absorptive part,
where the absorptive part of a T -matrix is defined by its anti-hermitian part10 T − T † (or
times −i or something). The relation above T ∗
fˆ iˆ
= Tfi, or |Tfˆ iˆ|2 = |Tfi|2, for the case of no
absorptive part has the following consequences: an expectation value of a CPT˜-odd observable
is zero, unless there is an absorptive part, while that of CPT˜-even observable can be non-zero
without an absorptive part. This is the basis of the classification of observables based on CPT˜
transformation [89, 93]. In fact, as we saw in the previous subsection, CPT˜-even (-odd) term
MM∗ is proportional to the real- (imaginary-) part of the relevant product of couplings.
9Decay width is a part of physical threshold effect, but can be treated to the tree level. Likewise, the
imaginary part of form factors originate from physical thresholds, but those are treated by effective vertices
here.
10 Hermitian may be called “dispersive part”.
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The dagger † on T (and S) for T complicates symmetry arguments. However T is hermitian
to tree level; that is, no absorptive part. This can be shown as follows. Unitarity S†S = 1 in
terms of T -matrix is −i(T − T †) = T †T , or
−i(Tfi − T †fi) =
∑
n
T †fnTni . (A.55)
This is a celebrated formula, which relates the absorptive part of an amplitude and the “cut
diagrams” of the amplitude. If an intermediate state n is a two- (or more) particle state, the
RHS is loop effect. If n is a one-particle state, it hits the pole of the propagator for n:
i
p2 −m2n + imnΓn
∣∣∣∣
p2=m2n
=
1
mnΓn
,
while Γn ≃ Im [self-energy of n] is again loop effect. Thus anyway, absorptive part (T − T †)
comes from loop effect.
A source of absorptive part can be traced back to the boundary condition for Green func-
tions: a positive energy particle propagates forward in time, while a negative, backward. This
boundary condition is embodied by the Feynman prescription for the position of the pole of a
propagator:
i
p2 −m2 + iǫ .
If one choose principal-value prescription
P
1
x
≡ 1
2
(
1
x+ iǫ
+
1
x− iǫ
)
instead, there would be no absorptive part. We can see this by analyticity of an amplitude
M(s) as a function of cm energy √s. Below the threshold, there is no absorptive part, and
thus M(s) is real:
M(s) = [M(s∗)]∗ .
Analyticity requires this to hold also above thresholds:
Im [M(s+ iǫ)] = − Im [M(s− iǫ)] .
Thus, no absorptive part for principal-value prescription. We know by experience that the sign
of iǫ in propagators are irrelevant to tree-level. This is in accord with the observation above
that no absorptive part to tree-level.
A word may be in order for “tree-level”. Higher order effects can be treated by effective
interactions, and so are absorptive parts. They can effectively introduced as anti-hermitian
parts of Lagrangian. For example, a decay width Γ can be introduced to “tree” level:
L = · · · −
(
m− iΓ
2
)
ψ¯ψ + · · · , (A.56)
which is consistent with s − m2 + imΓ ≃ s − (m − iΓ/2)2. Thus in the statement “no ab-
sorptive part to tree-level”, anti-hermitian parts of Lagrangian are counted as higher order.
It’s interesting that it seems QFT with the Feynman prescription specifies the direction of
time-flow:
|ψ|2 ∼ | e−iEt |2 ∼ | e−i(m−iΓ/2) |2 ∼ e−Γt .
That is, simple time reversal t→ −t may not be a symmetry, if absorptive part is finite. This
may be a “conjugate statement” to that CPT˜ and CPT differs when absorptive part is finite.
A.7 Parity, Charge Conjugation and Time Reversal 125
A.7.6 CP violation
Roughly speaking, CP transformation changes an operator to its hermitian conjugate, while
the coupling intact [Eq. (A.57)]. T changes the coupling to its complex conjugate. Thus CPT
changes a term in Lagrangian to its hermitian conjugate.
There two kinds of complex phase inM: one is weak phase ǫ and the other is strong phase
δ. Non-zero sin δ means non-zero absorptive part. In this sense, δ can also be called “absorptive
phase”. On the other hand, ǫ is related to the hermitian contribution; thus it might also be
called “dispersive phase”; it is also sometimes called “CP phase”. Both of these phases are
important for CP-violating phenomena. For example, let us consider the amplitude Af for a
certain process with a final state f , and its CP-conjugated amplitude A¯f¯ :
Af = A1 e
iδ1 +A2 e
iδ2
= |A1| eiǫ1 eiδ1 +|A2| eiǫ2 eiδ2 ,
A¯f¯ = A
∗
1 e
iδ1 +A∗2 e
iδ2
= |A1| e−iǫ1 eiδ1 +|A2| e−iǫ2 eiδ2 .
Here A¯f¯ is determined up to overall phase, which is irrelevant to |M|2. Now one can calculate
the following CP-odd quantity:
|Af |2 − |A¯f¯ |2
|Af |2 + |A¯f¯ |2
=
2 Im(A∗1A2) sin(δ1 − δ2)
|A1|2 + |A2|2 + 2Re(A∗1A2) cos(δ1 − δ2)
=
−2|A1| |A2| sin(ǫ1 − ǫ2) sin(δ1 − δ2)
|A1|2 + |A2|2 + 2|A1| |A2| cos(ǫ1 − ǫ2) cos(δ1 − δ2) .
One can clearly see that one needs both of two independent CP phases and two independent
absorptive phases.
The fact above that one needs an absorptive part, is well known from K physics. However
before sum-over final state momenta and/or spins, one do not need an absorptive part for CP
violating observables.
In general, one can not say that a certain interaction Lint violates CP. This is because of the
degrees of freedom to redefine CP by flavor-dependent complex phases. For flavor-off-diagonal
interaction, vector-like phase transformation changes CP-property; while for flavor-diagonal
interaction, chiral phase transformation does. A simple example is a Dirac mass term written
in terms of two chiral fermions:
−Lm = mψ¯ψ = mψRψL +mψLψR .
Here non-zero imaginary part of m means (effective) absorptive part, not CP-violation. In
terms of Dirac fermion, this is flavor-diagonal; while in terms of chiral fermion, this is flavor-
off-diagonal. One can easily see that this term is CP-even. Now we make chiral rotation, which
is a symmetry of the Lagrangian if it’s anomaly-free:
ψ → ei(α/2)γ5 ψ , or
{
ψL → e−iα/2 ψL
ψR → e+iα/2 ψR .
Accordingly the mass term above changes its form:
−Lm → mψ¯ eiαγ5 ψ = m cosα ψ¯ψ +m sinα ψ¯ iγ5ψ
= m e−iα ψRψL +m e
+iα ψLψR .
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Now the term ψ¯ iγ5ψ is CP-odd, while ψ¯ψ is even. Thus the mass term above violates CP
symmetry, although the original one do not. In terms of chiral fermions, CP interchanges ψRψL
and ψLψR with the transformation [Eq. (A.44)]
(CP)ψL/R(CP)−1 = ηCP γ0(ψL/R)c ,
with11 ηCP ≡ ηPηC = 1. With ψ¯1Γψ2 = ψc2 Γcψc1 and (ψ¯1Γψ2)† = ψ¯2Γ¯ψ1, one can see that
the non-zero complex phase α seems to mean CP violation. In fact, as can be expected from
the context, this can be cured by taken into account of the degrees of freedom to choose the
field-dependent phases ηCP in the definition of CP transformation:
(CP)ψL(CP)−1 = e+iα γ0(ψL)c , (CP)ψR(CP)−1 = e−iα γ0(ψR)c .
One can see that Lm can indeed be a CP eigenstate. Usually one redefines the field to include
the phase (ηCP )
−1/2. For the case above,
(CP) e−iα/2 ψL(CP)−1 = γ0(e−iα/2 ψL)c , (CP) e+iα/2 ψR(CP)−1 = γ0(e+iα/2 ψR)c .
Note that ψc contains ψ†. The redefinition (e−iα/2 ψL, e
+iα/2 ψR)→ (ψL, ψR) takes the Lagrang-
ian back to the original form, where the CP property is transparent. To summarize, non-zero
imaginary part in the coupling for a flavor-off-diagonal interaction may or may not be a source
of CP violation; it depends on how many explicitly broken U(1) symmetries are there12.
While for flavor-diagonal such as
ψ¯ i∂/ψ = ψL i∂/ψL + ψR i∂/ψR ,
their CP property is definite, since the flavor-dependent phases ηCP cancel in each term. One
can unambiguously say that a certain flavor-diagonal interaction is whether CP-even or odd.
Some more examples may be useful. Let us consider the following S − P interaction:
(ψ¯ψ − ψ¯ iγ5ψ)φ .
From Table A.2, one can see that ψ¯ψ is CP-even, while ψ¯ iγ5ψ is odd. Thus one can not define
the CP property of φ so as to preserve CP. The situation is similar for the V −A interaction,
which violates both C and P maximally. However there is a difference: S − P interaction is
off-diagonal in terms of chiral fermion, while V − A is diagonal (and conserves CP). Thus
in principle, there is a possibility to “rotate” ψ so that the interaction above preserves CP.
However such a degree of freedom may already be used to rewrite the mass term, as we did
just above. Thus if φ is the Higgs that gives mass to ψ, the above S − P interaction may be
“rotated” to the CP-even interaction ψ¯ψφ at the same time. On the other hand, if φ is not
the Higgs that gives mass to ψ, the interaction of φ may violates CP, in general.
Likewise, MDM and EDM interaction are also flavor-off-diagonal in terms of chiral fermion:
t¯
(
σµνF2(q
2) + iσµνγ5 d(q
2)
)
t ∂µAν .
11Here we dropped field-independent phases η0P η
0
C which do not contribute to any fermion bilinears.
12 Unbroken U(1) symmetries, such as fermion-number or electric charge, can not be used to redefine the
phase of couplings, since those symmetry do not alter the form of Lagrangians. On the other hand, axial U(1)
symmetry is explicitly broken by a fermion mass, thus can be used to absorb the phase of the fermion mass.
A.7 Parity, Charge Conjugation and Time Reversal 127
Since chiral rotation of t is already fixed by the mass term of t, non-zero d means CP violation.
Non-zero imaginary part of d means (effective) absorptive part, in this case.
Hermitian conjugation of a flavor-off-diagonal interaction is closely related to the CP oper-
ation. For example,
L = −g√
2
Vtb · t¯γµ1− γ5
2
b ·W+µ + h.c. + · · · ,
(CP)L(CP)† = −g√
2
Vtb · (−1)b¯γ˜µ1− γ5
2
t · (−1)W˜+∗µ + h.c. + · · · (A.57)
= +
−g√
2
Vtb · b¯γµ1− γ5
2
t ·W−µ + h.c. + · · ·
=
[(−g√
2
Vtb
)∗
t¯γµ
1− γ5
2
b ·W+µ
]†
+ h.c. + · · · ,
where tilde˜means to flip space components [Eq. (A.43)]. Since the gauge coupling g is real, the
term above is invariant under CP with the phase convention that Vtb is real. CP transformation
of gauge bosons are summarized in Table A.3.
Effect of rephasing
We saw that CP transformation of Lint looks different for the different choice of the phase
of fields. Let us consider how M changes under the phase transformation of the fields. The
key observation is that Lint remains intact under field-redefinitions, since couplings are also
redefined to absorb the difference. Since M ≃
〈
f
∣∣∣∣(exp(i ∫ Lint)− 1)∣∣∣∣i〉, rephasing affects
only 〈f | and |i〉 = a† · · · a† |0〉. This means each term in M changes with the same phase.
Thus each term in MM∗ is rephasing invariant; thus it is sensible to consider the real or
imaginary part of the product of the couplings in CPT˜-argument.

Appendix B
B.1 Top quark decay width Γt
Decay width of top quark is calculated in [6, 7]:
Γ(t→ bW+) = ΓBorn ·
(
1− 2
3
αs
π
f
)
,
where
ΓBorn = |Vtb|2GFm
3
t
8π
√
2
2pW
mt

[
1−
(
mb
mt
)2]2
+
[
1 +
(
mb
mt
)2]2(
mW
mt
)2
− 2
(
mW
mt
)4
≃ GFm
3
t
8π
√
2
(
1− m
2
W
m2t
)2(
1 + 2
m2W
m2t
)
, where
pW =W momentum in the t rest frame
=
√
m2t − (mW +mb)2
√
m2t − (mW −mb)2 / (2mt)
and
f =
[
π2 + 2Li2(y)− 2 Li2(1− y)
]
+
[
4y(1− y − 2y2) ln y + 2(1− y)2(5 + 4y) ln(1− y)
− (1− y)(5 + 9y − 6y2)] / 2(1− y)2(1 + 2y) ,
where y = m2W/m
2
t .
B.2 Coulomb plus 1/r2 potential: explicit calculation
Confluent hypergeometric function F (α, γ; z)
Confluent hypergeometric function F (α, γ; z), or Kummer’s function, is defined by
F (α, γ; z) =
∞∑
k=0
(α)k
k!(γ)k
zk = 1 +
α
γ
z +
α(α+ 1)
2!γ(γ + 1)
z2 + · · · ,
where (α)k ≡ α(α+ 1) · · · (α + k − 1), (α)0 ≡ 1. This is one of the solutions of
d2w
dz2
+
(
−1 + γ
z
) dw
dz
− α
z
w = 0 .
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Its asymptotic behavior is
F (α, γ; ζ)→ 1 , for ζ → 0 ,
F (α, γ; ζ) ∼ Γ(γ)
Γ(γ − α)(−ζ)
−α +
Γ(γ)
Γ(α)
eζ ζα−γ , for |ζ | → ∞ (B.1)
Note also that F (α, γ; ζ) = e−ζ F (γ − α, γ;−ζ).
Whittaker’s differential equation is
d2W
dζ2
+
(
−1
4
+
k
ζ
+
µ2 − 1/4
ζ2
)
W = 0 .
One of the solution can be written by F :
W = ζµ+1/2 e−ζ/2 F (µ− k + 1
2
, 2µ+ 1; ζ) .
Coulomb plus 1/r2 potential: explicit calculation
This section is continued from Section 2.4.2.
Let us consider the case E < 0 for the moment. The case when E > 0 can be obtained
from analytic continuation. The parameter ν is pure imaginary for E < 0, thus we introduce
another variable ζ :
ζ =
iz
ν
By multiplying Eq. (2.36) by (−ν2), one obtains(
d2
dζ2
− 1
4
− iν
ζ
+
κ
ζ2
)
g(ζ) = 0 (B.2)
By comparing this and Whittaker’s differential equation, one can see the correspondence k =
−iν, µ2 − 1/4 = −κ, or µ = ±√1/4− κ = d± − 12 . Thus the solution1 is
g(ζ) = ζd± e−ζ/2 F (d± + iν, 2d±; ζ) , (B.3)
or
g±(z) ≡ zd± ez/(2ρ) F (d± + ρ, 2d±;−z/ρ) , ρ ≡ iν , z ≡ −ρζ .
Any solution of Eq. (B.2) is expressed as a linear combination of g±, and so are g>(z) and
g<(z). Since F (α, γ; ζ)→ 1 for ζ → 0, we have
g<(z) = g+(z) . (B.4)
1 For Coulomb (κ = 0), these two degenerate, and independent solutions are
ζ e−ζ/2 F (1 + iν, 2; ζ) , ζ e−ζ/2 [F (1 + iν, 2; ζ) ln ζ + F ∗(1 + iν, 2; ζ)]
where F ∗ is some other function. Thus it may not a good idea to let κ = 0 at this stage. However, wave
function etc. can be obtained with this method.
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While the limit ζ →∞ is more complicated. For E < 0, Re ζ < 0, since
ν = −CFαs
2
√
m
E + iǫ
≃ −i|ν| + ǫ , or ρ ≃ |ν|+ iǫ .
Thus one can see the the first term in Eq. (B.1) dominates:
g±(z)
z→∞∼ zd± ez/(2ρ) Γ(2d±)
Γ(d± − ρ)
(
z
ρ
)−d±−ρ
= ρd±+ρ z−ρ ez/(2ρ)
Γ(2d±)
Γ(d± − ρ) .
With this expression, we have
g>(z) = g−(z)− ρd−−d+ Γ(2d−)Γ(d+ − ρ)
Γ(2d+)Γ(d− − ρ)g+(z) . (B.5)
The Wronskian W can be calculated from g±(z) ≃ zd± for z → 0:
W = 1− 2d− =
√
1− 4κ , (B.6)
Now all ingredients for the Green function in Section 2.4.2 are obtained.
Next we want to obtain the location of pole and its residue F (α, γ; ζ) diverges when γ is
zero or negative integer. However since d± > 0, g± do not diverge. Thus the divergence of the
Green function comes solely from Γ(d+−ρ). The poles sit at d+−ρ = −(n−1) (n = 1, 2, 3, · · · ),
or
ρ2 = (n− d−)2 , while
= −(CFαs)
2
4
m
E + iǫ
.
Thus
En = − (CFαs)
2m
4(n− d−)2 − iǫ (n = 1, 2, 3, · · · ) .
Especially with κ→ 0 or d− → 0, we have energy levels for Coulomb potential
En = −(CFαs)
2m
4n2
= −(CFαsm/2)
2
m
1
n2
(n = 1, 2, 3, · · · ) .
One can also read off energy eigenfunctions from the residue of the pole, since
G(r , r ′) = 〈r | 1
H − (E + iΓ) |r
′〉 =
∑∫ ψn(r)ψ∗n(r ′)
En − (E + iΓ) ,
where the wave function for bound states are properly normalized: 〈ψn|ψm〉 = δnm. With
n′ = n− 1 (d+ + n′ = n− d−)
Γ(d+ − ρ) ∼ 1
d+ − ρ+ n′
(−1)n′
n′!
≃ −(−1)
n′
n′!
(CFαs)
2m
2(n− d−)3
1
E − En + iǫ , near the pole,
since with ρ(E) = CFαs
2
√
m
|E|
,
∂ρ
∂|E| ≃ −
2(n− d−)3
(CFαs)2m
, near the pole.
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Thus
g>(z) ∼ (−1)
n′
n′!
(CFαs)
2m
2
1
(n− d−)4−2d−
Γ(2d−)
Γ(2− 2d−)Γ(2d− − n)
1
E − En + iǫg+(z)
or
g(z, z′) ∼ 1
4π(1− 2d−)
(−1)n′
n′!
CFαsm
2
1
(n− d−)4−2d−
Γ(2d−)
Γ(2− 2d−)Γ(2d− − n) ×
× 1
E − En + iǫg+(z)g+(z
′) , while,
= rr′G(r, r′) ∼ −rψn(r) r
′ψ∗n(r
′)
E − En + iǫ ,
which means
rψn(r) =
[
CFαsm
8π
(−1)n
(n− 1)!
1
(1− 2d−)(n− d−)4−2d−
Γ(2d−)
Γ(2− 2d−)Γ(2d− − n)
]1/2
g+(z) ,
g+(z) = z
d+ e−z/(2ρ) F (1− n, 2d+; z/ρ) , ρ = n− d− , d+ = 1− d− .
Here we used F (α, γ; ζ) = e−ζ F (γ−α, γ;−ζ). For Coulomb, using Γ(ǫ−n) = 1
ǫ
(−1)n
n!
, we have
rψn(r) = rψn(0) e
−z/(2n) F (1− n, 2; z/n)
= rψn(0)
[
1− z
2
+
z2
12
(
1 +
1
2n2
)
+O(z3)] ,
where
|ψn(0)|2 = (CFαsm/2)
3
π
1
n3
.
These are for E < 0. For E > 0, one obtains
ImG(r, r′) =
m2u
4π
|ψu(0)|2
[O(κ0)+O(κ1)+O(κ2)] , where
O(κ0) = 1− 1
2
CFasm(r + r
′) +O(r2) ,
O(κ1) = 2κ[−1
2
{
ln
(
ur
r
(ref)
0
)
+ ln
(
ur′
r
(ref)
0
)}
+ f
( zu
2π
)
+O(r)
]
,
where
f(x) = Re [ψ(ix) + γE] =
∞∑
n=1
ζ(2n+ 1)(−x2)n , x ∈ R ,
and r
(ref)
0 is given in Eq. (2.45). Note ImG0(0, 0) = m
2u/(4π). The factor |ψu(0)|2
|ψu(0)|2 ≡ zu
1− e−zu = 1 +
zu
2
+
z2u
12
+O(z4u) , zu ≡ πCFαsu
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is called Sommerfeld-Sakharov factor. One can see that for both E < 0 and E > 0 case,
ImGC(r, r
′) ∝ 1− 1
2
CFasm(r + r
′) +O(r2 etc.) ,
irrespective of E.
The Sommerfeld-Sakharov factor is derived as follows. Consider ImG(0, 0) for Coulomb.
By expanding to Taylor series, one have
g<(z
′) = z′
(
1− 1
2
z′
)
+O
(
z′
3
, κ
)
,
g>(z) = 1− z ln z +
[
1− 2γE + 1
2ρ
+ ln ρ− ψ(−ρ)
]
z +O(z2, κ) ,
where ψ(z) ≡ Γ′(z)/Γ(z) is digamma function. Thus
G(r, r′) =
CFαsm
2
4π
{
1
z
− ln z +
[
−1
2
z′
z
+ 1− 2γE + ln ρ+ 1
2ρ
− ψ(−ρ)
]
+O(z)
}
,
or
ImG(0, 0) =
CFαsm
2
4π
Im
[
ln ρ+
1
2ρ
− ψ(−ρ)
]
.
This can be reduced more. Let us concentrate for E > 0. Using
ρ2 = −(CFαs)
2
4
m
E + iǫ
, or ρ =
i
2π
πCFαs
u
+ ǫ , where u =
√
E
m
and
− 1
2z
− ψ(z) = γE + π
2
cot(πz) +
∞∑
n=1
ζ(2n+ 1) z2n ,
one obtains
Im ln ρ =
π
2
,
1
2ρ
− ψ(−ρ) = iπ
2
1 + e−zu
1− e−zu + real .
Thus we obtain
ImG(0, 0) =
CFαsm
2
4
1
1− e−zu =
m2u
4π
zu
1− e−zu for E > 0 .
The second factor in the last expression is the Sommerfeld-Sakharov factor.
B.3 Results for Coulomb potential
Here we summarize some results for Coulomb potential −CFαs/r. Noting that the reduced
mass µ is m/2, we define
Bohr momentum · · · pB ≡ CFαsm/2 ,
Bohr radius · · · rB ≡ 1/pB ,
Bohr energy · · · EB ≡ p2B/m .
(B.7)
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Bohr energy may also be called Rydberg energy. Typically pB ≃ 20GeV. See Figure 2.4. For
E < 0 (n = 1, 2, 3, · · · ),
En = −EB 1
n2
, |ψn(0)|2 = p
3
B
π
1
n3
,
and
GC(r, r
′) ≃ −ψn(r)ψ
∗
n(r
′)
E − En + iǫ , near E = En,
where
ψn(r) = ψn(0) e
−r/(rBn) F (1− n, 2; 2r/(rBn))
= ψn(0)
[
1− r
rB
+
1
3
(
r
rB
)2(
1 +
1
2n2
)
+O(r3)] .
While for E > 0,
ImGC(r, r
′) =
m2
4π
√
E
m
|ψE(0)|2
[
1−
(
r
rB
+
r′
rB
)
+O(r2 etc.)] ,
|ψE(0)|2 = zE
1− e−zE , zE = πCFαs
√
m
E
. (B.8)
Thus irrespective of energy E,
ImGC(r, r
′) ∝ 1−
(
r
rB
+
r′
rB
)
+O(r2 etc.)
With this relation, we have
1
masr
d
dr
rGC(r) =
(
1
masr
− CF
2
)
GC(r) +O
(
r,
1
c
)
(B.9)
where GC(r) may either be GC(r, r
′) or GC(r, p).
B.4 Expressions needed for matching
As was explained in Section 2.5, perturbative expansions with respect to αs and with respect
to αs/β are both valid when αs ≪ β ≪ 1. Here we collect both of them. These are used
to determine the matching coefficients for NRQCD calculations. In the following, we use the
quantity u that is equal to β to the leading order. Relation between them are as follows:
u
c
≡
√
E
mtc2
=
√√
s− 2mt
mt
=
√
2(γ − 1) = β
(
1 +
3
8
β2 +O(β4)) ,
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4m2
s
=
1
γ2
= 1− β2 , γ = 1√
1− β2 = 1 +
u2
2
,
p2
m2
= γ2β2 =
β2
1− β2 = β
2(1 + β2 + β4 + · · · )
= γ2 − 1 = u2
(
1 +
u2
4
)
.
B.4.1 NRQCD calculation of R ratio
When αs ≪ β ≪ 1, the Green function G defined in Eq. (2.26) can be expanded perturbatively:
ImG(r, r′) =
10∑
i=0
ImGi(r, r
′) ,
where with
G0 ≡ 1
p2
m
− E − iǫ
,
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ImG0(r0, r0) = Im 〈r0|G0 |r0〉
=
m2u
4π
+O(r 20 ) ,
ImG1(r0, r0) = Im 〈r0|G0CFas
r
[
1 +
as
4πc
{2β0 ln(µ′r) + a1}
]
G0 |r0〉
=
m2u
4π
· CFas
u
π
2
[
1− 2
π
mr0u+
as
c
1
4π
{
a1 − 2β0 ln
(
2mu
µ
)}]
+O(r0) ,
ImG2(r0, r0) = Im 〈r0|G0 p
4
4m3c2
G0 |r0〉
=
m2u
4π
·
(u
c
)2 5
8
+O(r0) ,
ImG3(r0, r0) = Im 〈r0|G0
[−11πCFas
3m2c2
δ(3)(r)
]
G0 |r0〉
=
m2u
4π
· CFas
c
−11
6mr0c
+O(r0) ,
ImG4(r0, r0) = Im 〈r0|G0 CFas
2m2c2
{
p2 ,
1
r
}
G0 |r0〉
=
m2u
4π
· CFas
c
(
1
mr0c
+
u
c
π
2
)
+O(r0) ,
ImG5(r0, r0) = Im 〈r0|G0CACFa
2
s
2mr2c2
G0 |r0〉
=
m2u
4π
· CACFa
2
s
c2
{
− ln
(
2mur0
e2−γE
)}
+O(r0) ,
ImG6(r0, r0) = Im 〈r0|G0CFas
r
G0
CFas
r
G0 |r0〉
=
m2u
4π
· (CFas)
2
u2
π2
12
+O(r0) ,
ImG7(r0, r0) = Im 〈r0|G0CFas
r
G0
CFas
r
G0
p4
4m3c2
G0 |r0〉+ 2 permutations
=
m2u
4π
· (CFas)
2
cu
[
π
4mr0c
+
u
c
{
11
96
π2 − 1
2
− 1
2
ln
(
2mur0
e2−γE
)}]
+O(r0) ,
ImG8(r0, r0) = Im 〈r0|G0CFas
r
G0
[−11πCFas
3m2c2
δ(3)(r)
]
G0 |r0〉+
[
1
r
↔ δ(3)(r)
]
=
m2u
4π
· (CFas)
2
cu
[ −11π
12mr0c
+
u
c
{
11
4
+
11
6
ln
(
2mur0
e2−γE
)}]
+O(r0) ,
ImG9(r0, r0) = Im 〈r0|G0CFas
r
G0
CFas
2m2c2
{
p2 ,
1
r
}
G0 |r0〉+
[
1
r
↔
{
p2 ,
1
r
}]
=
m2u
4π
· (CFas)
2
cu
[
π
2mr0c
+
u
c
{
π2
6
− 1− 2 ln
(
2mur0
e2−γE
)}]
+O(r0) ,
ImG10(r0, r0) = Im 〈r0|G0CFas
r
G0
p4
4m3c2
G0 |r0〉+
[
1
r
↔ p4
]
=
m2u
4π
· CFas
c
[
1
2mr0c
+
u
c
π
2
]
+O(r0) .
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Thus we have
4π
m2c
ImG(r0, r0) /
(u
c
)
=
{
1 +
as
u
CF
π
2
− CFasmr0 +
(as
u
)2
C2F
π2
12
}
+
as
c
{
as
u
CF
1
8
[
a1 − 2β0 ln
(
2mu
µ
)]}
+
(as
c
)2{( u
as
)2
5
8
+
u
as
CFπ − CF
(
CA +
2
3
CF
)
ln
(
2mur0
e2−γE
)
+ C2F
(
9
32
π2 +
5
4
)
+ CF
1
asmr0
(−1
3
)
+
as
u
C2F
π
asmr0
(−1
6
)}
+O
(
1
c3
)
=
{
1 +
(u
c
)2 5
8
}
+ CF
as
c
{
c
u
π
2
[
1− 2
π
mr0u
]
− 1
3mr0c
+
u
c
π
}
+ CF
(as
c
)2{( c
u
)2
CF
π2
12
+
c
u
1
8
[
a1 − 2β0 ln
(
2mu
µ
)]
+
c
u
CF
π
mr0c
(−1
6
)
−
(
CA +
2
3
CF
)
ln
(
2mur0
e2−γE
)
+ CF
(
9
32
π2 +
5
4
)}
+O(a3s) . (B.10)
The two expressions above are exactly the same each other. The R ratio and ImG is related
in Eq. (2.8). By comparing the result in this section and that in the next section, one can
determine the matching coefficients C
(cur)
1 and C
(cur)
2 . For this purpose, it is convenient to
rewrite u with β. To each order in αs, their relations are
u
(
1 +
5
8
u2
)
= β(1 + β2 +O(β4)) ,
u
( π
2u
+ πu
)
= β
(
π
2β
+ πβ +O(β3)) ,
u
(
π2
12u2
+
9
32
π2
)
= β
(
π
12β2
+
π2
4
+O(β2)) .
One can just substitute β for u in other cases, since there difference is O(β3) and higher.
B.4.2 Perturbative QCD calculation of R ratio
Perturbative calculation of R ratio for e+e− → γ∗ → q¯q was done in [40]. Here we summarize
the result for reference:
R =
3
2
NCQ
2
q β
(
1− β
2
3
)[
1 + CF
(
αs(µh)
π
)
∆(1) + CF
(
αs(µh)
π
)2
∆(2) +O(α3s)
]
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where m is mass of q, and
∆(1) =
π2
2β
− 4 + π
2
2
β +O(β2) ,
∆(2) = CF∆
(2)
A + CA∆
(2)
NA + TFnf∆
(2)
L + TFnH∆
(2)
H +∆
(2)
ln 2β +∆
(2)
µh
+O(β) ,
where
∆
(2)
A =
π4
12β2
− 2π
2
β
+
π4
6
+ π2
(
−35
18
− 2
3
lnβ +
4
3
ln 2
)
+
39
4
− ζ3 ,
∆
(2)
NA = −
31π2
72β
+ π2
(
179
72
− ln β − 8
3
ln 2
)
− 151
36
− 13
2
ζ3 ,
∆
(2)
L = −
5π2
18β
+
11
9
,
∆
(2)
H =
44
9
− 4π
2
9
,
∆
(2)
ln 2β = −
π2
4β
β0 ln 2β ,
∆(2)µh =
(
−π
2
4β
+ 2
)
β0 ln
m
µh
= −∆(1)β0
4
ln
m2
µ2h
.
B.5 Top quark polarization
Neglecting O(βt) and higher, the production cross section for tt¯ pair can be written as follows:
dσ
d3pt
=
NCα
2Γt
2πm4t
1− Pe+Pe−
2
× |G|2(a1 + χa2) (B.11)
Here we sum over the spins of t and t¯.
D = G− F (B.12)
|G|2(a1 + χa2)→ 1
4
(
[no st, s¯t dependence] + [st dependent]
+ [s¯t dependent] + [st, s¯t dependent]
)
(B.13)
[no st, s¯t dependence]
= |G|2(a1 + χa2) + 2Re [G∗F (a3 + χa4)] pe·pt
m2t
= |G|2(a1 + χa2)
{
1 + 2Re
(
CFB
F
G
)
βt cos θte
}
(B.14)
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[st dependent]
=− |G|2(a2 + χa1)st·pe
mt
− Re [G∗F (a4 + χa3)]
[
st·pt
mt
+
st·pe
mt
pe·pt
m2t
]
+ Im [G∗F (a3 + χa4)]
st·(pe×pt)
m2t
+ [− Im(dtgG∗D)(a1 + χa2) + Im [G∗F (a5 + χa6)]]
[
st·pt
mt
− st·pe
mt
pe·pt
m2t
]
+ [− Re(dtgG∗D)(a2 + χa1) + Re [G∗F (a6 + χa5)]] st·(pe×pt)
m2t
= |G|2(a1 + χa2)
{
C0//s// + 2Re
(
C⊥
F
G
)
s//βt cos θte
+ Re
(
C⊥
F
G
)
s⊥βt sin θte + Im
(
CN
F
G
)
sNβt sin θte
+
[
Bg⊥ Im
(
dtg
D
G
)
+ Im
(
B⊥
F
G
)]
s⊥βt sin θte
+
[
BgNRe
(
dtg
D
G
)
+ Re
(
BN
F
G
)]
sNβt sin θte
}
(B.15)
[s¯t dependent] =
(
st → s¯t, dtg → −dtg, dtγ → −dtγ , dtZ → −dtZ at [st dependent]
)
(B.16)
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Note that dtγ → −dtγ and dtZ → −dtZ mean Bγ/Z⊥ → −Bγ/Z⊥ and Bγ/ZN → −Bγ/ZN .
[st, s¯t dependent]
= |G|2(a1 + χa2)st·pe
mt
s¯t·pe
mt
+ Re [G∗F (a3 + χa4)]
[
st·pe
mt
s¯t·pt
mt
+
s¯t·pe
mt
st·pt
mt
]
− Im [G∗F (a4 + χa3)]
[
st·pe
mt
s¯t·(pe×pt)
m2t
+
s¯t·pe
mt
st·(pe×pt)
m2t
]
+ [− Im(dtgG∗D)(a2 + χa1) + Im [G∗F (a6 + χa5)]]
×
[
st·pe
mt
s¯t·pt
mt
− s¯t·pe
mt
st·pt
mt
]
+ [− Re(dtgG∗D)(a1 + χa2) + Re [G∗F (a5 + χa6)]]
×
[
st·pe
mt
s¯t·(pe×pt)
m2t
− s¯t·pe
mt
st·(pe×pt)
m2t
]
= |G|2(a1 + χa2)
{
s//s¯// + 2Re
(
CN
F
G
)
s//s¯//βt cos θte
+ Re
(
CN
F
G
)
(s//s¯⊥ + s¯//s⊥)βt sin θte
+ Im
(
C⊥
F
G
)
(s//s¯N + s¯//sN)βt sin θte
+
[
BgN Im
(
dtg
D
G
)
+ Im
(
BN
F
G
)]
(s//s¯⊥ − s⊥s¯//)βt sin θte
+
[
Bg⊥Re
(
dtg
D
G
)
+ Re
(
B⊥
F
G
)]
(s//s¯N − sNs¯//)βt sin θte (B.17)
In general,
(st·pe) (s¯t·pt)− (s¯t·pe) (st·pt) = (st×s¯t)·(pe×pt) (B.18)
By replacing pt with (pe×pt) we have
(st·pe) [s¯t·(pe×pt)]− (s¯t·pe) [st·(pe×pt)]
+ (st×s¯t)·
[
pt|pe|2 − pe (pe·pt)
]
= (pe)i(pe)j(pt)k(st)l(s¯t)m · 1
4!
δi[jǫklm] = 0 (B.19)
Thus one can see that the anomalous contributions to the [st, s¯t dependent]-part is proportional
to s t×s¯ t.
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