Abstract-In this paper, the problem of estimating the channel parameters of a new user in a multiuser code-division multiple-access (CDMA) communication system is addressed. It is assumed that the new user transmits training data over a slowly fading multipath channel. The proposed algorithm is based on maximumlikelihood estimation of the channel parameters. First, an asymptotic expression for the likelihood function of channel parameters is derived and a re-parametrization of this likelihood function is proposed. In this re-parametrization, the channel parameters are combined into a discrete time channel filter of symbol period length. Then, expectation-maximization algorithm and alternating projection algorithm-based techniques are considered to extract channel parameters from the estimated discrete channel filter, to maximize the derived asymptotic likelihood function. The performance of the proposed algorithms is evaluated through simulation studies. In addition, the proposed algorithms are compared to previously suggested subspace techniques for multipath channel estimation.
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I. INTRODUCTION

D
IRECT-SEQUENCE code-division multiple access (DS-CDMA) is emerging as a possible multiple-access scheme for future digital wireless communication systems. The inherent low power, potential for high capacity, antijamming and antimultipath characteristics of DS-CDMA systems motivate its consideration. While a large number of receivers for multiuser DS-CDMA have been proposed, a significant portion of these proposals rely on knowledge of communication parameters. Specifically, an accurate channel description is often necessary. The communications channel of each user in a multipath channel can be modeled by a tapped-delay line [1] and as such, the necessary parameter knowledge is the set of time delays and coefficients characterizing each path of the channel.
Due to the dependence of many receivers on channel information, an equally large number of parameter estimation techniques have been proposed for use with multiuser receivers. In the current work, maximum-likelihood (ML)-based estimation methods employing training sequences are developed for multiuser, multipath scenarios.
Single-path channel parameter estimation methods based on ML schemes have been proposed in [2] - [5] . In both [4] and [5] , the multiple-access interference (MAI) is modeled as a colored Gaussian process, and ML-based estimation algorithms are developed. In [5] , a structured estimate is proposed for the covariance matrix of this colored Gaussian noise based on an eigenanalysis of the sample covariance matrix. In [4] , a large sample ML estimator is presented using an approximation to the likelihood function which is asymptotically valid for a large number of bits. However, it should be noted that for most outdoor wireless applications, a frequency-selective fading model is more accurate for the channel than the flat-fading model [1] investigated in the single-path schemes above. In [6] , the large sample ML estimation method of [4] has been extended to the case of multiple users transmitting known training signals over multipath channels. The proposed two-stage algorithm first estimates the channel filters of all the users by employing a large sample ML technique, then extracts the channel parameters of all the paths of each user by a least squares fit to the estimated channel filter. A blind method for delay estimation of all active users is proposed in [7] , where an iterative coordinate descent method with discretized search is used to attack the resulting multiparameter optimization problem. Approximate ML estimators based on the expectation-maximization (EM) [8] algorithm are considered in [9] for joint data detection and delay estimation in asynchronous CDMA systems. A single-user, fast-fading, DS-CDMA system is considered in [10] . However, both [9] , [10] suffer from being single-path techniques.
Of late, estimation algorithms which exploit signal and noise subspaces have received much attention. These subspaces are estimated using second-order statistics of the received signal. Some of the earliest work for DS-CDMA systems is seen in [11] , where channels with multipath characteristics are considered. Simultaneously, a similar single-path blind subspace estimation technique was introduced in [12] . Both of these works estimate time delays as continuous valued unknowns. In the current work, it is shown that there are scenarios in which the algorithms of [11] produce a large number of outliers due to an implicit assumption about timing information. Other subspace algorithms [13] - [15] require coarse timing information about the user of interest and presume a fixed-spacing tap delay line model which could result in over-parametrization of the estimation problem.
In this paper, ML-based schemes are considered for channel estimation of a multiuser DS-CDMA system in a multipath environment. It is assumed that the unknown path delays are continuously valued. Initially, the classical ML estimation problem is posed where the MAI is modeled as colored Gaussian noise as in [4] and [5] . The asymptotic statistics for the distribution of the MAI interference are derived. In particular, it is shown that for sufficiently long observation intervals, the interference subspace has essentially dimension , where is the number of active users. For the multipath scenario, it is observed that such a scheme remains prohibitively complex. In order to reduce computational complexity, two approximate techniques based on the EM and the alternating projection (AP) [16] algorithms are presented. The topic of the final investigation lies in the recognition that the subspace scheme of [11] does in fact assume some information about the timing of the first path in the multipath case. If this assumption is violated, the performance of the algorithm is severely affected. We show that for multipath channels, the dimension of the signalsubspace varies and that underestimating the dimension of the signal subspace results in poor performance under strong MAI. While the problem is initially posed for only a single new user entering communication, the methods derived herein can be extended to channel estimation formultiplenewusers.
It should be explicitly noted that due to the investigation of the maximum-likelihood criterion, the work presented herein has similarities to prior work [2] , [5] , [9] . The focus of the current work is on channel estimation for a new single user transmitting in a multipath, multiple-access environment where no prior synchronization is assumed. The contribution of this work is in the use of asymptotic statistics which have a structure that can be exploited to simplify the estimation algorithm and the development of an alternative parameterization of the signal of interest, which facilitates the use of computationally efficient iterative techniques for the complex ML optimization problem. These developments directly impact estimator form and improve performance. Furthermore, the asymptotic statistics enable interpretation of the operation of the channel estimators. While these differences are mathematically subtle, the impact on the robustness of the algorithms is significant. This paper is organized as follows. In Section II, the system model is introduced. The channel estimation problem is posed in Section III. In Section IV, we provide the derivation of the asymptotic statistics of the MAI. Estimation of the channel parameters via exact ML and suboptimal approximations of the ML method is presented in Section V. In Section VI, subspacebased techniques are discussed. Section VII presents simulations results and conclusions. The Appendix provides the generalization of the algorithm to multiple new users and derivation of the Cramér-Rao lower bound for the defined estimation problem.
II. SYSTEM MODEL
We consider an asynchronous DS-CDMA system operating over a slow fading multipath channel. The baseband signal for user is obtained by spreading a binary phase-shift keying data stream onto a spreading waveform . The support of is , where is the symbol period. The spreading waveform is generated by modulating a signature sequence ( -sequence, Gold Code, etc. [17] ) of length with a train of rectangular pulses of duration (1) The transmitted signal is formed by multiplying with the carrier , where and represent the carrier amplitude and phase, respectively. The complex envelope representation of the transmitted signal is given by (2) We assume that the channel for user consists of distinct, resolvable, propagation paths [18] . The impulse response of the channel is given by (3) where is the complex channel fading coefficient and is the propagation delay associated with the th propagation path for th user's signal. It is assumed that and are unknown but do not vary throughout the period of consideration. A maximum multipath spread of half the symbol period is assumed; i.e., . Then, without loss of generality, we can assume that the support of lies in the interval . At the receiver, the received signal is the superposition of propagated signals from all users and the background channel noise. The complex envelope representation of the received signal can be written as (4) where denotes the convolution operation, , and is the additive white complex Gaussian noise with zero mean and a power spectral density . After the carrier is suppressed, a discrete-time observation is formed by sampling the output of a filter matched to the chip waveform at the chip rate. As the channel parameters are unknown, the chip matched filter is not synchronized with any of the users' symbol intervals or chip transitions. Then, , the th sample of the observation during the th bit interval, is given by (5) where (6) and is a zero mean complex Gaussian random variable with variance . The received vector is formed by stacking samples associated with the th bit interval
A comment is in order in regards to the assumption of rectangular pulse shapes. It is clear that in a practical system, band-limited pulse shapes will be employed. The assumption of rectangular pulses enables a parametric model of the received signal. This model can be exploited for estimation purposes. If a less parametric model were used, higher estimation error could be incurred due to the likely "over-parameterization" of the channel.
First, we derive the signal model for the existing active users in the channel. Each user steadily transmits independent, identically distributed, equally probable zero-mean random binary data symbols. None of these users leave the system during the observation interval.
During the acquisition period, the contribution of the active users to the th observation vector can be written as (8) where , , and are defined as follows. Let and , respectively, be the integer part and the fractional part of the normalized delay , i.e.,
, where denotes the largest integer less than or equal to . When the delay is perfectly aligned with the sampling time ( ), , , and are given by .
As such the superscripts , and refer to the left, middle, and right portions of the spreading code which contribute to the received signal. Thus, the superscript should not be confused with the received signal . Since is obtained from an integrate-and-dump circuit, the spreading vectors for a general will be a convex combination of two adjacent chips; i.e., For the single-path case, an arbitrary block of observations with length equal to the symbol interval (length ) will contain at least the end of the previous symbol and the beginning of the current symbol of each user. Thus, this block can be viewed as a linear combination of 2K signal components [ 's and 's] and noise. For the multipath case, the signal of each user which arrives from each propagation path may also superimpose upon each other. Thus, with our assumption of a maximum multipath spread, a block of observations can contain at most three adjacent bits of each user. Fig. 1 illustrates an example where the channel of user with two multipath components results in three signal vectors in one observation period. We note that this differs from the assumptions of [11] , where it was presumed that the received signal was a linear combination of 2K signal vectors. We can write the signal model in (8) in matrix vector form (9) where and are defined by and Now consider the signal component of the new user , transmitting with spreading code . During the acquisition period, the new user will transmit a fixed-symbol training sequence of length for initial acquisition. That is, we shall assume that the training sequence for the user of interest is the all ones sequences. We assume that the base-station can estimate the presence of a new user using methods such as those proposed in [19] .
The remaining active users continue transmitting zero-mean random signals which will be treated as MAI.
Since the data bits and the channel parameters of the new user are constant during this period, the propagation delay only causes a circular shift to the spreading vector . For , we define the circularly shifted spreading vector (10) and corresponds to the spreading vector . Then a signature matrix for user ( ) can be obtained by stacking the circularly shifted versions of the spreading vector columnwise: . Then, the effective spreading code for a propagation delay is given by , where is defined for as . The vector , is the th unit basis vector in . The model for can be obtained by adding up the contributions of the active users given in (9) with the constant signals from the new user (i.e., )
where the matrix is given by . We define the as the effective discrete channel filter for user and obtain alternative representation for the received signal as (12) where III. PROBLEM DEFINITION In this paper, we consider the problem of estimating the unknown channel parameters of a new active user based on observations made during an acquisition period. The desired parameters are the multipath propagation delays for distinct paths and their associated complex valued gain coefficients. While it is possible to postulate a joint maximum-likelihood (ML) estimator to simultaneously estimate the ( paths for each of users) real valued parameters, the resultant optimization is prohibitively complex. This complexity motivated the consideration of suboptimal iterative techniques [2] , [9] .
One may reduce the problem to a much simpler single-user estimation problem by assuming prior probabilities for the information bits and the channel parameters of the interfering users and averaging the likelihood function over these priors. That is, the marginal likelihood function can be obtained by (13) where includes the channel parameters of the new user only, includes all channel parameters and information bits of the remaining users, and is the prior assumed for . Unfortunately, even if good estimates for prior probabilities are available, computing the above many-fold integration is difficult. Moreover, the resulting marginal likelihood estimation of parameters based on the resulting likelihood function may not be simple.
Another method to reduce the joint ML estimation problem to a simpler ML estimation problem is to reduce the observable variables from to the sample mean , as suggested in [5] . This is the approach we shall investigate. (14) In the next section it will be observed that for sufficiently large , the distribution of the sample average can be approximated by a Gaussian distribution, under the assumption that the information symbols of the interfering users are identically distributed, independent, zero-mean, equally probable, binary random variables. That is (15) where denotes a complex conjugate transpose of . An interpretation of (15) is to view the channel parameters and information bits of the other users as being absorbed into the covariance matrix .
We can estimate the parameters using the likelihood function in (15) , which will be a much simpler task than the -user joint ML problem, if an accurate estimate of the covariance matrix is available. In Section IV-A, we will provide an asymptotically unbiased estimator of the covariance matrix and show how this estimate can be improved by making use of the structure of . Once the covariance matrix is obtained, the remaining task is merely parameter estimation of superimposed signals embedded in colored Gaussian noise.
IV. ASYMPTOTIC DISTRIBUTION OF THE SAMPLE AVERAGE
In this section, it is shown that the asymptotic distribution of the sample average is Gaussian. Additionally, the mean vector and covariance matrix of this distribution is derived. The data bits of the interfering users are treated as random variables, whereas the channel parameters of all users are assumed to be deterministic variables.
While it is true that the in (14) are identically distributed, these random vectors are not independent. However, they are -dependent. That is, for , and are independent. This is due to the fact that each data bit of an active user can contribute to at most three possible adjacent observation intervals. We can invoke the central limit theorem for -dependent random variables [20] . Thus, the random vector ( ) converges in distribution to , where (16) and (17) Since is independent of for , and for all , the above expression reduces to (18) Since the information bits of the interfering users are zero-mean, equally probable binary random variables (19) where The Kronecker product operator is denoted by . We note that is given by (20) Thus, the distribution of can be approximated by a complex Gaussian distribution with covariance matrix and mean vector . Furthermore, for sufficiently large , we can use the limiting distribution to approximate the covariance matrix by , with given above in (20) . Thus (21) The use of the limiting distribution with covariance matrix is motivated by the fact that has a much simpler eigenstructure than . The signal subspace of is of rank , whereas the signal subspace of is of rank , where depending the particular delays of the interfering users. The matrix in the estimation process will serve as a whitening filter to suppress the effects of MAI on the sample average . Our derivation of the matrix indicates that for sufficiently large , the interfering users are only affecting along signal vectors. In the use of versus , the current work departs from prior work in this area.
A. Covariance Matrix Estimation
It is patent from (20) that without explicit knowledge of the parameters of the interfering users, the covariance matrix is not explicitly known. Thus, we resort to estimation via relevant sample correlation matrices. An unbiased estimator of is provided and then the parameterization of given by (20) is employed to modify the technique of [5] to exploit the structure of . An unbiased estimator of [21] is given by (22) where (23) and (24) In general, the estimate of the covariance matrix converges to as the number of observations increases. We note that is the unbiased estimator of the covariance matrix associated with the asymptotic distribution. Since in the limit converges to , is only an asymptotically unbiased estimator of . However, we recall that it is (and not ) that we wish to estimate. The structure of the covariance matrix can be exploited, to improve the unbiased estimators given above. From (20) , the form of is given by
The eigenvector decomposition of is given by , where is a diagonal matrix of eigenvalues of in descending order and the columns of are the corresponding eigenvectors. We shall assume that does not lie in the null-space of for each . Thus, the matrix has the rank . Therefore, the eigenvalues of the covariance matrix are given by otherwise (26)
The unstructured estimate proposed in (22) will not, in general, have this eigenstructure, because it is computed from a finite number of noisy observations. From the unbiased estimate , we first calculate the nearest positive-semidefinite matrix in two-norm, by setting the negative eigenvalues of to zero. Then the structured estimate is obtained by finding the matrix with the desired structure which best fits the unstructured estimate in the two-norm sense; i.e., (27) We adopt the solution to this problem as given in [5] and obtain where and 's are the eigenvalues and eigenvectors of , respectively, and is defined as . Then, the structured estimator of the covariance matrix is given by .
V. ML PARAMETER ESTIMATION
The asymptotic statistics derived in Section IV are employed to estimate the channel parameters of the new user. The parameter vector is defined as (28) where and . The likelihood function is given in (15) .
A. Exact ML
The exact maximum-likelihood estimator is the parameter vector that yields the maximum value of the likelihood function given in (15) . The optimization problem expressed with the two-norm is (29) We observe that the problem is quadratic in . Therefore, for a given set of delays , the which minimizes (29) is given by where denotes the pseudoinverse. Substituting the expression for into (29) yields (30) where , , and is the orthogonal projection to the subspace spanned by the columns of . Unfortunately, the objective function in (30) is not smooth because is discontinuous at chip boundaries. A possible approach is to find the minimum is to partition the parameter space for , , into a number of cells in which is continuous and differentiable, and then apply standard iterative gradient search techniques to solve for the local minimum in each cell; and then find the global minimum among the local minima. For the case, the parameter space for is partitioned into cells in each of which the local minimum can be obtained analytically, as done in [12] . However, for the case, it is difficult to solve for the smallest local minimum in each cell. Moreover, the number of cells becomes overwhelmingly large. Thus, the use of the exact ML estimator is very limited, even in this reduced case because of its high computational cost when is large. Therefore, we propose to consider two approximate ML techniques and compare their performance in Section VII via simulation studies.
B. Approximate ML via the EM Algorithm
The EM algorithm [8] can be used to decompose a large dimensional maximum-likelihood estimation problem into tractable smaller ones. The estimation of the parameters and from the observed data , is a maximum-likelihood parameter estimation problem, where parameters of superimposed deterministic signals in colored Gaussian noise are searched. An approximate ML technique, which uses EM algorithm, has been developed in [22] for the similar problem of estimating parameters of multiple sources in array signal processing. The EM algorithm for this multiuser parameter estimation application can be summarized as follows. The algorithm is said to have converged when the likelihood function has not increased, or has insignificantly increased from one iteration to the next. The initial estimate and the 's are design choices. In this study, the is selected such that the above procedures result in a multistage-type estimation. That is, it is chosen such that where . This choice provides a faster convergence rate for the algorithm as discussed in [23] . Then, the channel parameters associated with each propagation path can be alternately estimated, and all of the initial estimates can be set to zero.
The M-step of the algorithm has the highest computational cost. Closed-form expressions for the M-step can be derived as (31) (32) where the weighting matrix is defined as . Since the function is piecewise-continuous, the maximization can be achieved by first dividing the support of into cells of chip period in which is continuous and differentiable, and finding the local maxima at each cell. Then, one finds the global maximum among the local maxima. In each cell, , indexed by , we have
The expression in (31) can be rewritten in the form where is a positive definite matrix. Therefore, the objective function is the ratio of two second-order polynomials. The solution to this type of optimization problem through differentiation of this expression, has been previously illustrated [4] , [5] , [12] . Plainly, the first-order condition reduces to (33) where Then, a local maximum is obtained from where is a root of (33). Once the local maxima for each cell have been found, the highest peak is chosen to be the estimate in (31).
C. AP Approximation to ML
For the exact solution of the maximum-likelihood function, the set of delays that solve the maximization problem in (30) must be determined. We can design an iterative procedure to solve for , using the projection structure of the objective function. The alternative projection algorithm is adopted from [16] , where it was applied to the localization of multiple sources in passive sensor arrays.
The algorithm can be summarized as follows.
1. Set , initialize . For , repeat steps 2 and 3.
Projection
Step: Compute the projection matrix where is the matrix with the th column deleted and . We note that at each iteration step, the paths are estimated sequentially, not in parallel. 3. Maximization step: (34) where is given by . 4. If the algorithm has not converged, set and iterate step 2-4.
Estimate amplitudes using
Again the algorithm is said to have converged when the objective function has not increased, or has insignificantly increased from one iteration to the next. The maximization problem in (34) has the same form of the M-step in the EM algorithm with and therefore the solution outlined in Section V-B is applicable to this optimization problem as well. Both the EM and AP algorithms can be extended to consider the problem of estimating the channels of multiple new users. This generalization is presented in Appendix A.
VI. SUBSPACE-BASED TECHNIQUES FOR BLIND MULTIPATH CHANNEL ESTIMATION
In Section V, we provided two approximate ML methods for channel estimation where it was presumed that the new user transmitted a training signal. In the current section, we discuss a previously proposed blind algorithm for multipath channel estimation. In [11] , Bensley and Aazhang proposed a subspace-based technique for multipath channel estimation. They assumed that for each user, only two symbols can overlap at each observation interval . This condition can be achieved for the new user by some coarse synchronization of the sampling interval if the multipath spread is small. However, it is not possible to satisfy this condition for all users simultaneously in an asynchronous system. Their assumption leads to a simpler approximate model for the received signal vector (35) This model implies that the covariance matrix will have the form , where the matrix has rank . Therefore, a sample estimate of the covariance matrix can be formed and the eigenvectors of can be partitioned to form a signal subspace spanned by the first eigenvectors corresponding to highest eigenvalues and a noise subspace spanned by remaining eigenvectors . Then an estimate for the discrete channel filter can be formed, by noting that both , have to be in the signal subspace. Specifically, Bensley et al. propose the following estimate for :
Finally an estimate of the parameters and can be found by fitting the nonlinear model to the estimated channel filter to minimize the two-norm of the error. This blind subspace method does not require a training sequence for the new user and the amplitude estimates can be determined up to a normalization constant. However, the assumption that only two symbols of each interfering user contribute to one observation interval is not always valid for multipath channels. The signal model in (35) is the appropriate model for the received signal, and the signal model in (9) is only approximately true for multipath channels. Therefore, the signal space estimated from will in general have a dimension between and . Estimating the appropriate dimension for the signal subspace is a challenging problem and under the presence of strong MAI using a fixed dimension of may fail to include signal components from the new user into the signal subspace. Also, we should note that without coarse synchronization for the new user, the performance of the subspace algorithm degrades. These effects will be illustrated by the simulation studies in Section VII.
VII. NUMERICAL RESULTS
In the simulation experiments, all users are assigned Gold sequences of length and multipath channels with paths. The multipath delays are randomly chosen and fixed throughout the simulations. The support of the multipath delays is chosen from a uniform distribution and the paths are uniformly distributed within the support interval . A coarse synchronization [by restricting the support of multipath delay for the new user to ] is assumed, to allow comparison with the subspace technique. The path delays for the new user are arbitrarily chosen as . The phase for each path is chosen from a uniform distribution . In all simulations, the paths of the new user have unit power, i.e.,
. The signal-to-noise ratio (SNR) is defined as the received per-symbol signal over noise energy (
). The paths of the interfering users are assumed to have equal power and MAI is defined as . In each example, the performance of the estimators are estimated using 250 Monte Carlo simulations.
The following performance measures are used to quantify the performance of the different techniques.
1) Probability of correct acquisition is defined as the probability that all paths are correctly acquired. A correct acquisition for a path occurs, when the estimate is within a half chip of the true value, i.e., . 2) We shall consider the root-mean-square-error (RMSE) for the delay estimate ( ), the channel gain amplitude estimate ( ), and the channel gain angle estimate ( ). RMSE ( ) is defined as the RMSE estimate of parameter , given correct acquisition of path , i.e.,
In the first experiment, the number of active users is fixed at . An SNR level of 10 dB and MAI level of 10 dB is used. The length of the observation interval is varied between 
and
. The performance of the simple correlator [4] , the EM and AP-based approximate ML estimators, and the subspace-based technique for a signal subspace of dimension and is given in Figs. 2-5 . The performance of the two EM-based ML algorithms that assume perfect knowledge of the covariance matrix and , respectively, is also included. In Fig. 2 , the probability of acquisition is given for the four techniques for different values of . In Figs. 3-5 , the RMSE of the delay and amplitude estimates is given, together with the Cramér-Rao bound (CRB) of these parameters. The CRBs are derived in the Appendix. For this experiment the performance of the EM algorithm with known covariance matrix is indistinguishable from the CRB. We note that the bias of the estimates has not been theoretically investigated. However, empirically the estimates appear to be unbiased.
In the second experiment, the number of users is fixed at , an SNR level of 10 dB and bits is employed. The MAI is varied between 10-20 dB. The performance of the simple correlator, the EM and AP-based approximate ML estimators, and the subspace-based technique for this experiment is given in Figs. 6-9 . In Fig. 6 , the probability of acquisition is given for the four techniques for different MAI levels. In Figs. 7-9 , the RMSE of the delay and amplitude estimates is given, together with the CRB of these parameters. Again the performance of the EM algorithm with known covariance matrix is indistinguishable from the CRB. We first note that the performances of the two EM algorithms with perfect knowledge of and are identical, for a reasonable range of and MAI values, which validates the use of the matrix in place of . Also the strong performance of these algorithms indicates that the suboptimal optimization provided by EM (or AP) is not the limiting factor of the proposed techniques. The performances of the EM-and AP-based techniques are very similar. We have observed in our simulations that the computational cost of the EM is considerably smaller than that of AP, although it takes the AP algorithm less number of iterations to converge. These observations suggest the use of a hybrid technique, which uses the AP algorithm for initialization and the EM algorithm for additional iterations. The RMSE performance of the EM and AP algorithms approaches the CRB for large observation intervals and the performance degrades for MAI levels higher than 20 dB. Comparing the performance of the EM and AP algorithms with the techniques which use knowledge of the covariance matrix, we conclude that the poor performance of the EM and AP techniques at high MAI levels is due to the poor estimates of the covariance matrix and not due to the use of asymptotic form of the covariance matrix or due to the suboptimal optimization provided by EM and AP.
In both experiments, the blind subspace-based method (BA) fails to correctly lock on to the three paths. This is mainly due to the suboptimal two-stage algorithm used in [11] . For large number of users, the dimension of the signal space becomes large compared to the dimension of the noise space. Therefore, the estimate of the discrete channel filter obtained in the first stage does not have the required sparse structure. This affects the performance of the second stage, where paths are extracted from the estimated discrete channel vector. However, reasonable performance can be achieved with the subspace method for a small number of users as illustrated in the next experiment.
In the third experiment, we repeat the second experiment with for the two subspace techniques. In Fig. 10 , the probability of acquisition is given for the two techniques for different MAI levels. We note that for this particular set of multipath delays the subspace algorithm which uses a signal subspace of dimension fails at high MAI levels, due to the inappropriate signal model assumed by this technique. The subspace algorithm which uses a signal subspace of dimension has a suboptimal performance because of the overestimation of the signal subspace.
VIII. CONCLUSION
We proposed two techniques for estimating the channel parameters of a new user in a multiuser multipath DS-CDMA communication environment. The proposed techniques are iterative implementations of maximum-likelihood estimators of the channel parameters under the assumption of the presence of a training sequence. We derived an asymptotic expression for the likelihood function of channel parameters and proposed a re-parametrization of this likelihood function, where the channel parameters are combined into a discrete time channel filter of symbol period length. The performance of the proposed algorithms was evaluated via simulation studies and comparison to the Cramér-Rao lower bounds on estimation variance. The simulations intimate that the limitation of the approximate ML algorithms lies in the estimation of the data covariance matrix. Furthermore, the numerical results suggest the use of the AP algorithm to initialize the EM algorithm thus providing a balance between complexity and performance. The derived asymptotic statistics were employed to propose a new blind subspace-based algorithm suitable for single path channels. This new algorithm was obtained to provide improved performance for systems with a large number of users. In addition the algorithm can be extended to the problem of channel estimation for multiple new users.
APPENDIX A DELAY ESTIMATION FOR MULTIPLE NEW USERS
In the previous sections, we have assumed that there is a single user who transmits training data in the presence of active users transmitting data bits. However, the methods that we propose can easily be modified for multiple new users coming to the system. For new users transmitting training data of all ones, the received signal can be modeled as (37) Again, we assume that the spreading sequence of each new user is known to the base station. One possible strategy to acquire the channel parameters of each new user is to simply disregard the presence of other new users. Due to the inherent low correlation between the shifted versions of the spreading codes, we would expect the effect of a constant signal from the other users to be negligible in the parametric method of channel estimation that we adopt.
Alternatively, we could easily modify the EM and AP algorithms so that we alternate between each new user as well as between the paths of their respective channels. For example, the modified EM algorithm can be summarized as follows. We have simulated the performance of the algorithm for more than one new user. We consider active users and new users coming to the system. Each user has a multipath channel of paths. The number of bits in the training sequence is and dB. The delays for the new users were and , respectively. The simulation results are summarized in Table I . The first row reports the probability of acquisition and the RMSE of the channel parameters for the first new user, by disregarding the presence of the second new user. The second row reports probability of acquisition and the RMSE of the channel parameters for the first new user, for the modified EM method which alternates between each new user as well as between the paths of their respective channels. In the last row, we include the performance of the single new user ( ) case. We observe that EM algorithm which assumes 
APPENDIX B CRAMÉR-RAO LOWER BOUND
The Cramér-Rao inequality for an unknown parameter vector gives a lower bound for the covariance matrix of an unbiased estimator of . (38) where is the Fisher information matrix. The parameter vector for the estimation problem considered in this paper
consists of real parameters, where and are the real and imaginary part of the vector .
The log-likelihood function for the sample average can be written as const. (40) Thus, in the calculation of the CRB, we are assuming that (15) He has worked in the area of parameters estimation for multiuser communications. His current research interests include robust space-time coding, performance analysis of communication systems in Rayleigh fading, and DSP implementations of wireless modems.
