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Forward chaining is an algorithm that is particularly simple and there-
fore used in many inference systems. It computes the facts that are
implied by a set of facts and rules. Unfortunately, this algorithm is not
complete with respect to negation. To solve this problem, it is possible,
in the context of propositional calculus, to automatically add the rules
needed to make forward chaining complete. This transformation is a logi-
cal compilation of knowledge bases. This article presents a new method,
based on a cycle search in a graph associated to the set of rules to com-
pile, which allows a precise identification of what is needed for complete-
ness. ] 2000 Academic Press
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1. INTRODUCTION
Among the various inference algorithms, forward chaining appears to be par-
ticularly simple and efficient. Based on modus ponens, it is commonly used in
expert systems. Beyond its simplicity and its speed, it has the advantage of being
able to produce the set of facts that are implied by the knowledge, which is not the
case of theorem provers such as backward chaining.
Unfortunately, forward chaining is not complete when disjunctions or negations
are used. An interesting solution to this problem is called achievement. It is a kind
of knowledge compilation which was first proposed in [MD90].
This paper presents a new method of achievement based on a cycle search in a
graph. First, the definition of achievement is recalled. Then, we explain the incom-
pleteness of forward chaining while giving the basis of the new method. To for-
malize this explanation, linear input resolution is recalled to introduce a necessary
and sufficient condition of completeness. We show then that this condition yields an
elegant achievement algorithm based on the search of cycles in a graph. We also
prove that two kinds of cycles, namely ambiguous cycles and nonsimple cycles,
need not be considered. Then, we stress the strengths and weaknesses of the method
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and give an example of its use for knowledge elicitation. Last, we compare the use
of forward chaining on an achieved base to the use of a complete production
method. This comparison shows that the cost of achievement is amortized after
several queries and proves that achievement is a real compilation method.
2. ACHIEVEMENT
We deal with propositional calculus and the following definitions.
Definition 1. An atom is a Boolean variable. A literal is an atom or its
negation (a or ca). A clause is a disjunction of literals. A clause C1 subsumes a
clause C2 iff C1 C2 . A rule is a formula of the form if condition then conclusion,
where the condition is a conjunction of literals and the conclusion a single literal.
Rules are also noted condition  conclusion (‘‘  ’’ meaning implies). A rule
a1 7 } } } 7 an  b is semantically equivalent2 to the clause ca1 6 } } } 6 can 6 b.
A fact is a literal assumed to be true. A base of clauses (resp. rules, facts) is a set
of clauses (resp. rules, facts). An implicate of a base is a clause which is implied by
the base. A prime implicate is an implicate which is not subsumed by another.
A variant of a clause C is a rule whose clausal form is C.
Forward chaining works on a set of rules and a base of facts. It consists in going
through the set of rules, and, for those whose condition is satisfied, adding their
conclusion to the base of facts. For example, with the rules [a  b, a  c,
b7 c  d] and the known fact a, the first and second rules let us deduce that b and
c are both true. These literals are therefore added to the set of facts. Then, one can
deduce with the last rule that d is true.
Unfortunately, this algorithm is not complete (i.e., it fails to produce some
implied literals) when disjunctions or negations are used. On the example above, if
it is known that d is false, forward chaining cannot derive ca since no rule has cd
as condition.
There are several ways to avoid this incompleteness:
 writing only knowledge bases for which forward chaining is complete. This
method is certainly the most used. Yet, it has severe disadvantages. First, it makes
knowledge elicitation harder, since one has to take into account not only the
semantic point of view, but also the syntactic one. But also, it becomes quickly
intractable for an expert to guarantee the completeness of forward chaining. There-
fore, there are usually no proofs that every deduction will be made, which is clearly
unacceptable in critical applications.
 using a complete inference algorithm instead of forward chaining. For
example, a satisfiability test could be used to build a production algorithm similar
to forward chaining by testing for each atom a whether or not a and ca are con-
sistent with the base and current facts. But if n is the number of atoms, this requires
O(n) satisfiability tests for each new set of facts and each test may take exponential
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2 Throughout this paper, we consider the usual two-valued semantic. A formula is equivalent to
another one if both have the same set of two-valued models.
time. Furthermore, this method is not compatible with most expert systems and
makes procedural attachments difficult.
 adding rules so that forward chaining becomes complete for any set of facts.
This method is called achievement [MD90, MD94b] and has none of the previous
disadvantages. First, there is not restriction on the way the expert writes the
knowledge base. On the contrary, instead of sticking to rules, knowledge can be
encoded by any formulae (such as disjunctions, but also atleast and atmost con-
structs) since achievement will translate them into rules understood by forward
chaining. Second, completeness is guaranteed for any set of facts. Third, achieve-
ment is done once and only once. It is a compilation of the knowledge which
remains valid whatever set of facts is later used. Therefore, its cost is amortized after
several queries as will be shown later. Achieving a given base may be difficult since
in the worst case, an exponential number of rules must be added. Nevertheless, such
cases rarely occur in practice and even when they do, using forward chaining on the
compiled base is often more efficient than O(n) satisfiability tests on the initial base.
Last achieved bases are also complete for some other inference methods such as
unit refutation [dV94]. The difference between unit refutation and forward chain-
ing is that forward chaining is a production algorithm which computes all the unit
implicates in a single run, whereas unit refutation can only check that one literal
is implied.
This paper is devoted to the third solution, the use of achievement, which is
defined below:
Definition 2. An achievement of a base B is a base Achvt(B) semantically
equivalent to B such that \F set of facts, \l literal, (B _ F < l )  (l is produced by
forward chaining on Achvt(B) _ F ).
Several achievement algorithms are discussed in [MD90, MD94b]. Each basi-
cally computes the set of prime implicates. Unfortunately, none explain exactly why
a rule must be added for completeness. The goal of this paper is to give a method
that allows a precise identification of what is needed for completeness, allowing
finer analyses of previous and future achievement methods.
3. BASIC IDEA OF THE NEW METHOD
Let us first see on our previous example why forward chaining is incomplete.
With the rules [a  b, a  c, b 7 c  d], it appears that forward chaining is unable
to make use of the first rule to deduce ca from the fact cb. This is caused by the
orientation of rules and can easily be solved by the use of variants which generalize
the notion of reciprocal or by an extension of forward chaining to clauses [Mat91].
This latter method, also called the Boolean constraint propagation in [FdK93], is
just a way to avoid storing all the variants of a clause and is therefore the preferred
one. Both methods are, however, equivalent. Thus, throughout this paper, we will
use rules for clarity (and compatibility with existing expert systems) and clauses for
efficiency and generality.
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However, this is not the only reason of incompleteness. On our example, it is also
impossible to infer ca from the fact cd, and for that, variants are not sufficient.
To get this implicate, it is necessary to infer first that if cd is true, then, either cb
is true or cc is true. Such a derivation is impossible by forward chaining and is not
really interesting since we only care about unit implicates (facts). However, it is
essential to note that, whichever from cb and cc is true, it is always possible to
infer ca. So, deriving that a disjunction of facts is true appears useful only when
each of these facts lets us prove a common consequence. In that case, the complete-
ness of the method requires this inference. When we use arrows on a graph to repre-
sent the ‘‘implications’’ used in the above inference, it appears that disjunctions
correspond to a fork and, deducing a common consequence, to a junction of
arrows. These forksjunctions, illustrated below, are characteristic of the clauses to
add.
The remarks, together with the results on achievement by parts3 [RM95], lead to
the idea of achieving a base by searching cycles in a graph.
The formalization of these intuitions is based on the representation of a set of
clauses by a graph and on linear input resolution [Lov78]. It is shown that search-
ing for one kind of cycle is a way to easily identify linear resolutions producing the
clauses needed for completeness.
4. LINEAR INPUT RESOLUTION
The definition of linear input resolution as well as some of its properties are now
recalled.
Definition 3. A linear input resolution L from a set B of clauses is a pair of
sequence of clauses ((C0 , C1 , ...Cn&1), (R0 , R1 , ...Rn)) such that (1) \i, Ci # B,
(2) R0=C0 and, (3) \i>0, Ri is a binary resolvent of Ri&1 with Ci&1. The clauses
Ci are called side clauses, while Ri are called center clauses. The clause C0 is the
root of the linear input resolution. Rn is the result of the linear input resolution,
also called the resolvent of L.
The only difference with the general linear resolution is that it is forbidden to use
a center clause as a side clause. Therefore, linear input resolution is not complete
for refutation or the computation of prime implicates. For example, it is impossible
to derive the empty clause by input resolution from the set of clauses [a 6 b,
a6 cb, ca 6 b, ca 6 b, ca 6 cb].
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3 Achievement by parts is an efficient achievement method which splits the base in a certain way,
achieves each part independently, and merges the resulting bases. Splitting is done by taking the
biconnected components of a graph different from the one considered here.
This incompleteness is avoided by doing a saturation. Whenever a resolvent is
produced, every linear input resolution using this resolvent is built, the same way
saturation by binary resolution is done [CL73].
Definition 4. Let B be a base of clauses. Let S(B)=B _ [C, C is a clause
obtained by linear input resolution from B]. The saturation by linear input resolu-
tion of a base B is the first set S n (B) such that S n+1 (B)=Sn (B).
Proposition 5. Each prime implicate of a base B is in the saturation by linear
input resolution of B.
Each prime implicate can be obtained by a linear resolution [Mat91] and each
linear resolution can be turned into a sequence of linear input resolutions which
first generate the center clauses also used as side clauses and then reuse these
clauses to produce the desired implicate.
5. NECESSARY AND SUFFICIENT CONDITION OF ACHIEVEMENT
It is known [MD90, MD94b] that the prime implicates of a base are an achieve-
ment of it and that only some of them are needed. A characterization of the
required implicates based on the concept of merge resolvent is now given.
Definition 6. A binary resolvent between two clauses A and B is a merge
resolvent if A & B{<. The literals in A & B are merge literals.
Generally, a merge literal is one that forward chaining cannot produce. For
example, it cannot infer b from [ca, p 6 b 6 a, cp 6 b] because b is a merge
literal in the implicate a6 b. However, when a literal is merged in an implicate, but
not in the same implicate obtained by another way, forward chaining may be able
to infer it.
Example 7. The following base is achieved.
{
p 6 a 6 b
cp 6 a 6 c
q 6 b 6 a
cq 6 b 6 c
Yet, the prime implicate a 6 b 6 c cannot be obtained without a merge. However,
because the merge literal is never the same, it is unnecessary to add this clause.
The theorem below generalizes this example.
Theorem 8. A base B is achieve if and only if \C prime implicate of B, \l # C,
C can be obtained by at least a linear input resolution from B which does not contain
a merge of l and such that no center clause is resolved upon a merged literal.
Proof. ( o ) is proved in [RM96a] and ( O ) is easily proved by contradiction.
Example 9. The base [a 6 b, a 6 cb, ca 6 b] is not achieved since a is a
prime implicate which we cannot get by a linear input resolution where a would not
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be merged. This is also true for b. Adding a to the base achieves it, since now every
prime implicate satisfies the conditions of the theorem. For example, b can be
obtained with no merge from a and ca6 b.
So, to achieve a given base, it is sufficient to add the implicates that are obtained
by different linear input resolutions with the same literal being merged in each of
these resolutions. This can of course be done by saturation by linear input resolu-
tion. It can easily be proved that it is unnecessary to keep at each stage of the
saturation clauses obtained by linear input resolutions without a merge. So each
step consists in producing clauses that are obtained by a linear input resolution
ending with a merge.
6. TRANSLATION ON A GRAPH
We now consider how the notions of linear input resolution and merge resolution
translate on a graph and obtain an elegant characterization of the clauses needed
for achievement.
Definition 10. A graph of literals associated to a base B is the graph such that
 its set of nodes is
v the set of atoms of B and their negation (literal nodes),
union
v the set of the identifiers of the clauses of B (clause nodes).
 its set of edges is
v the set of i& j such that i is a literal of the clause whose identifier is j
(clause edges)
union
v the set of a&ca for every atom a (link edges).
We use numbers to identify clauses and two different colors for edges: one for
clause edges and another one for link edges. Also, when it is not ambiguous, the
identifier of a clause node may be omitted on the graph.
Example 11. The graph of literals of the base [(1) a  b, (2) b  a, (3) a] is the
following:
We chose to draw a link edge with a dashed line and to mark clause nodes by a dot.
The link edges represent literals that may be resolved upon, exactly as links in
connection graphs [Kow75]. The main difference between our graph and a connec-
tion graph is that this latter does not allow an easy detection of merge resolvents.
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Definition 12. A resolution chain is a chain (i.e., a sequence of edges) of the
graph of literals of the form
lL1&C1&lR1 -- - lL2&C2&lR2 --- } } } - - - lLn&Cn&lRn ,
where each lLi , lRi is a literal of the base and Ci is an identifier of a clause of the
base such that
\i, {
lLi # Ci
lRi # Ci
lLi=clR(i&1)
lLi {lRi .
A simple resolution chain is a resolution chain which does not contain the same
node more than once, ends of the chain excepted.
Note 13. The condition lLi {lRi just forbids resolving twice upon the same
literal in two successive resolutions. Since the literal resolved upon disappears from
the resolvent, it cannot be resolved upon again.
To each resolution chain can be associated a linear input resolution, obtained by
reading the clauses of the chain from one end to the other, keeping the same order
in the linear input resolution and resolving upon literals designated by link edges.
But in fact, a resolution chain represents several linear input resolutions. The
root clause of the resolution can be any of the clauses in the chain. The next side
clause in the resolution can be any of the clauses adjacent to the clauses already put
in the resolution. So, in the most general case, it is possible to choose for the next
side clause between a clause to the left and one to the right of the clauses already
put in the resolution.
Example 14. The figure below shows the four linear input resolutions
associated to the following chain.
Definition 15. A linear input resolution L is associated to a resolution chain
C and reciprocally if and only if the conditions below are satisfied
 The root clause of L is a clause of C.
 The side clause Ci of L is one of the clauses of C linked to the subchain
composed by the preceding side and root clauses by a link edge which represents
the literal to be resolved upon in the resolution with Ci .
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Note 16. It is clear that to each resolution chain is associated at last one linear
input resolution. However, the converse is false. There are some linear input resolu-
tions which are not associated to a single resolution chain, such as the one have
[a 6 b6 c, cc 6 d, cb 6 e, ca 6 f ] for side clauses. However, each resolvent
needed for achievement does correspond to a single resolution chain as will be
proved later.
Definition 17. A Merge cycle is a resolution chain such that the first literal of
the chain and the last are the same.
It is the same concept as that of the tied chain developed in [Esh93]. However,
we prefer the term merge cycle which is more representative of the main property
of this object, in our opinion. [Esh93] used tied chains to build a sufficient test of
completeness for unit refutability. Since forward chaining is a kind of unit resolu-
tion, it is not surprising to find the same concept in both contexts.
The key property of a merge cycle is that any merge resolvent translates into a
merge cycle.
Proposition 18 [RM96a]. Each linear input resolution ending with a merge can
be associated to a merge cycle.
7. AMBIGUOUS CYCLES ARE USELESS
Several different linear input resolvents may correspond to a cycle or resolution
chain. If this is the case, the resolution chain is told to be ambiguous. Such chains
are characterized by the occurrence of bridges.
Definition 19. A bridge in a resolution chain is an edge which links a clause
of the chain (the bridge’s clause) to a literal of the chain (the bridge’s literal ) belong-
ing to another clause in the chain, and which is not an end of the chain.
The bridge’s literal is not allowed to be one end of the chain because, for the
chain to be ambiguous, the bridge’s literal must be resolved upon. Depending on
the order in which the bridge’s clause and the resolution upon the bridge’s literal
appear in the linear input resolution, the bridge’s literal will appear or not in the
final resolvent, which is the way we can get different resolvents from a single chain.
Definition 20. An ambiguous chain is a chain with at least one bridge. An
ambiguous merge cycle is an ambiguous chain with the same literal at both ends.
Example 21. The chain below [a, b, cb, c, cc, d, cd, e] is not ambiguous
whereas the following one is, due to the bridge drawn in bold.
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Two different linear input resolvents can be associated to this last chain:
Proposition 22 [RM06a]. Let C be a resolution chain of the form:
lL1&C1&lR1 -- - lL2&C2&lR2 --- lL3 } } } lR(n&1) -- - lLn&Cn&lRn .
If C is unambiguous, it represents a unique linear input resolvent which can be written
[lL1] _ [lRn] _ i (Ci&[lLi , lRi]).
Informally, an unambiguous (and simple) merge cycle looks like a sea urchin.
The proposition above states that the associated resolvent is obtained by keeping
its spines and its mouth (the ends of the chain).
Fortunately, the proposition below shows that ambiguous chains can be ignored in
a saturation since the associated resolvents will be either useless or obtainable by
unambiguous chains. This result frees us from considering every linear input resolu-
tions associated to a chain or cycle and saves many computations.
Proposition 23 [RM96a]. Let C be an ambiguous resolution chain and L one of
its associated linear input resolution. The resolvent of L is
 a tautology, or
 a clause subsumed by another implicate of clauses of C, or
 a clause obtainable from an unambiguous resolution chain built from C
by replacing merge cycles created by bridges with the linear input resolvent they
represent.
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8. NONSIMPLE CYCLES ARE USELESS
It is also proved that considering nonsimple cycles4 is useless. This is a crucial
result for the method to be applicable (there are infinitely many nonsimple cycles
as soon as there is a cycle).
Proposition 24 [RM96a]. Any resolvent neither tautological nor subsumed, and
which is associated to a resolution chain neither ambiguous nor simple, can be
obtained by saturation using only resolvents obtained by simple and unambiguous
resolution chains.
Unfortunately, we cannot restrict further the search to only fundamental cycles5,
or avoid a saturation, as the example below proves.
Example 25. It is necessary to add four clauses to achieve this base.
a1 6 a2 6 a2
cai 6 b1 6 ci
cci 6 d = i # [1, 2, 3]
If no saturation is done, it is impossible to add the clause b1 6 b2 6 b3 6 d which
is required for completeness. If we consider only fundamental cycles, one of the
three clauses bi 6 bj 6 ak 6 d (i, j, k all different) will be missing, depending on the
chosen cycle base. This missing clause cannot be produced later by saturation.
9. ALGORITHM
The preceding results prove that the following algorithm computes an achieve-
ment of a base B. In this algorithm, Bi holds the base after i saturation steps and
Ci the clauses added by step number i.
1: B0  B; C0  B; i  0
2: while Ci {< do
3: * find merge cycles *
4: Compute S the set of clauses associated to simple and unambiguous merge
cycles of Bi in which at least one clause of Ci occurs
5:
6: Ci+1  <
7: * cancel tautologies, subsumed clauses and implicates obtainable by dif-
ferent ways with different merges *
8: for all clause C of S do
9: if C is neither a tautology, nor subsumed by a clause of Bi _ Ci+1 then
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4 A simple cycle is a cycle which does not contain the same vertex twice, except at both ends.
5 A fundamental cycle is a cycle, a member of a basis from which every cycle can be built.
10: if there is at least one variant of C which represents an inference that
cannot be done by forward chaining from Bi _ Ci+1 then
11: Ci+1  Ci+1 _ [C]
12: end if
13: end if
14: end for
15: Bi+1  Bi _ Ci+1 ; i  i+1
16: end while
On the last described base, the algorithm will work as follows. First, B0=C0=B.
B0 contains three cycles which all have a clause of C0 . These cycles are all simple,
unambiguous merge cycles. The resolvents they represent are a1 6 b2 6 b3 6 d,
b1 6 a2 6 b3 6 d, and b1 6 b2 6 a3 6 d. As these clauses are neither tautological
nor subsumed, and not even obtainable without merging d, they all appear in C1
and are added to the graph. Thus B1 contains three simple, unambiguous merge
cycles using clauses of C1 . All these cycles produce the same clause b1 6 b2 6
b3 6 d which is not a tautology, is not subsumed, and cannot be obtained without
merging d. Hence, C2=[b1 6 b2 6 b3 6 d] and this clause is added to B1 to get
B2 . This addition does not generate any new merge cycle and the algorithm stops
with C3=<. The base B is achieved by the addition (to the variants of the initial
base) of the variants of the four clauses above having d as conclusion (since it is
the merge literal).
10. STRENGTHS AND WEAKNESS
The previous algorithm is not a precise description of an implementation, but
rather a simple and concise description of the method. We now give some details
about the refinements which make the interest of the method and also stress some
of its weaknesses.
The first point is that the cycle search starts from the merged literal, that is from
both ends of the cycle toward the center. This brings substantial savings compared
to a filtering algorithm such as FPI0 [dV94]. Briefly stated, FPI0
6 uses any prime
implicate algorithm to produce the prime implicates and filters among them those
obtained by a merge resolution. Our point of view is to first identify possible
merged literals and then check if we can build a merge resolution from them. There-
fore, no resolution step is performed if no possible merged literal is found, which
is not the case in the filtering approach.
Next, the cycle approach forbids resolutions between clauses belonging to dif-
ferent biconnected components. A biconnected component is a maximal subgraph
which contains no cut node. A cut node is a node whose removal cancels every path
between two nodes that were previously connected. Every path between two bicon-
nected components goes through the cut node. Therefore, no simple cycle can cross
the boundary of a biconnected component. This restriction dramatically improves
the compilation time as [RM95] proved.
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6 FPI0 (Filtered Prime Implicate 0) as well as FPI2 produce achieved bases, but with redundant
clauses. Bases produced by FPI1 are not achieved in the general case.
Also, before adding a clause generated by a cycle to the base, our algorithm
checks if this addition really allows a deduction that forward chaining was unable
to perform. This is not the case when the clause can be obtained by another linear
input resolution with no merging of the literal at both ends of the cycle. Of course,
enumerating every other linear input resolution to do this test would be intractable.
In fact, the most efficient way is to use forward chaining. Let C be the clause
produced by the cycle and l the literal at both ends. We just have to check if
forward chaining can produce l from the set of literals c(C&[l]). If it cannot, C
must be added. If it can, C need not be added (unless another cycle yields the same
clause with another merged literal that forward chaining cannot produce).
For example, the first four clauses of [a 6 b 6 c, cc 6 d 6 e, ce 6 f, c f 6 a,
b6 d 6 e] form a merge cycle.
This cycle generates the clause b 6 d 6 a, a being the merged literal. Yet, it need not
be added to the base (the resolution of the last three clauses of the base give the
same clause but without merging a). Here is how it is detected by forward chaining.
We put in the base of facts the negation of the literals of the produced
clausemerged literal exceptedthat is, cb, cd. From there, forward chaining
proves e, then f, and at last a, the merged literal. This means that the considered
merge cycle represents a deduction that forward chaining was already able to do.
Therefore, we dot not add the corresponding clause.
This is, of course, an efficient test but the most interesting point is that it can be
included in the search for cycles and used to further prune the search space. On the
previous example, we could start the cycle search from a which may be a merged
literal since it belongs to two clauses. If we start the cycle by the two clauses
a6 b 6 c and cc6 d 6 e, we already know that b and d will appear in the clause
corresponding to the cycle. So, we can add their negation to the base of facts
and run forward chaining. This produces e. It also proves that whatever way we
complete the cycle, the corresponding clause will be redundant since it will be
obtainable by a linear input resolution without merging a. So we know we can
avoid the resolutions steps with ce 6 f and c f 6 a. More generally, each time we
add a clause to the current path in the cycle search, we also add to the base of facts
the negation of the literals which do not belong to the path. Then forward chaining
is run. The pruning criterium is to forbid the extension of the current path by edges
containing one literal proved by this forward chaining because this would give a
redundant cycle.
Last, when trying to extend a path with a clause, it is interesting to check if the
resulting path can effectively be extended to close the cycle, especially when perform-
ing incremental achievement. This can be done by maintaining information on the
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transitive closure of the relation R defined by CRC$ iff there is a chain C&l- - -
cl&C$. Unfortunately, this optimization does not seem very easy to implement.
Indeed, the weakness of the method is that it does not lead to a simple implemen-
tation, even if it implicitly contains many restrictions. A clever implementation
should perform resolution steps only if they could help close the current cycle. The
obtained resolvents should be cached in case they could be used for another cycle.
The difficult point is how to manage this cache when a new clause is added to the
base.
11. EXAMPLE OF USE IN KNOWLEDGE ELICITATION
Achievement can be very useful in the process of writing a knowledge base. For
example, an expert may enter his or her rules with an editor that performs
incremental achievement and issues a warning for any rule that is an implicate of
the knowledge entered so far, but which forward chaining cannot use. The expert
is then given the choice to automatically add this rule to ensure completeness. At
the same time, he or she is given a chance to check the validity of the rules since
a simple explanation of the origin of the new rule is given. Any dubious proposed
rule (and especially inconsistency) derives from another dubious rule which can be
tracked this way.
An example of a session with such an editor appears below. The expert first
enters four rules. The fourth rule allows with the two previous ones the deduction
of d  e unobtainable by forward chaining, and the system immediately issues a
warning. In this case, the expert agrees with this rule and accepts its automatic
inclusion.
1>not a  b or not d
2>c  d
3>a  e
4>b  e
Warning: rules 1, 3 and 4 prove that d  e which forward chaining
cannot deduce. Do you want to add this rule? y
5>deduced from 1, 3 and 4: d  e
12. COMPARISON WITH A COMPLETE PRODUCTION METHOD
To check that achievement is a real compilation method, i.e., it really allows
faster inferences, we compared it to a complete production method based on the
satisfiability test. The algorithm of this complete method is detailed below. The
satisfiability test that was chosen is C-SAT [DABC94].
1: if B _ F unsatisfiable then
2: return Unsatisfiable * every literal is implied *
3: end if
4:
5: for all literal l of B do
55KNOWLEDGE BASES BY CYCLE SEARCH
6: if l # F then
7: continue; *l is obviously implied*
8: end if
9: if cl # F then
10: continue; *l is not implied since the base is satisfiable *
11: end if
12: if B _ F _ [cl] unsatisfiable then
13: F  F _ [l] * l is implies *
14: end if
15: end for
16: return F
We measured tsat , the global time needed for this algorithm to perform the infer-
ences on a set of n random bases of facts, with the time tfwch needed by forward chain-
ing to perform the same inferences on the achieved base. From these measures, we
define the mean speedup by inference as S=tsat tfwch and the mean break-even
point as B=n . tcomp(tsat&tfwch) where tcomp is the time required for the achievement
of the base. This number represents how many inferences should be performed
before compilation is amortized. The experimental results are given in the table (all
times are in seconds and measured on a Sparc-585).
Name tcomp tsat tfwch n S B
Deputes 0.085 0.558 0.252 422 2.2 117.2
Logiciens 0.035 0.307 0.154 300 1.9 68.7
Pannes 0.085 0.608 0.253 450 2.3 107.8
Type1-76 0.175 2.44 0.867 526 2.8 58.1
Type3-50 0.125 1.818 0.193 102 9.4 7.8
Type4-9 100.7 0.504 0.185 252 2.7 79484.2
Type5-5 0.005 0.587 0.252 420 2.3 6.2
Type6-11 0.055 1.821 0.583 529 3.1 23.4
Type7-5 0.015 0.718 0.253 375 2.8 12.1
Pigeon-2-3 0.005 0.102 0.053 150 1.9 15.4
Pigeon-3-4 0.115 0.379 0.194 330 1.9 205.4
Pigeon-4-5 28.1 1.177 1.099 570 1.0 207248
Ramsey-4 51.9 0.903 0.338 482 2.6 44306.4
Nqueens-6 8.955 4.337 0.351 490 12.3 1100.8
Chandra21 22.6 0.058 0.045 35 1.2 61061.6
Chandra24 221.2 0.024 0.013 14 1.7 299759
Easy 0.025 0.249 0.099 240 2.5 39.9
History-ex 0.015 0.382 0.186 307 2.0 23.5
Selenoid 0.025 0.322 0.128 300 2.5 38.5
Valve 0.125 0.633 0.182 360 3.4 99.7
Two-pipes 1.445 0.731 0.249 420 2.9 1259.9
Three-pipes 19.0 1.533 0.494 600 3.0 11012.4
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Four-pipes 132.0 2.000 0.615 600 3.2 57229.1
Mine-2-2 1.145 3.075 0.163 103 18.8 40.5
Adder-4 0.025 0.770 0.183 370 4.2 15.7
Mult-3-3 853.3 0.360 0.091 66 3.9 209171
Mult-inf-3-3 216.6 1.054 0.186 187 5.6 46649.9
Mult-sup-3-3 196.8 0.887 0.135 156 6.5 40840.8
2tree-11 6.095 0.727 0.248 400 2.9 5092.7
Cycle1-6 0.335 0.317 0.191 254 1.6 671.7
Deputes and logiciens are taken from [Car66]. Pannes is a base described in
[Sie87]. Type-*-* are structured bases defined in [Mat91]. Pigeon, ramsey, and
nqueens are well-known. Bases chandra to four-pipes are taken from [FdK93].
Mine-x-y encodes the mine sweeper game on a x V y field. Adder-n is an n bits
adder. Mult-*-x-y are multipliers of x bits by y, some of them with an additional
order constraint on the two operands. Last, 2tree-* and cycle1-* are bases whose
graphs contain many cycles.
As we can see, forward chaining on the achieved base is faster than a complete
method based on a satisfiability test with a speedup of 2 to 3. The break-even point
varies from one base to another and is the larger for bases whose achievement is
exponential (pigeon-*-*, chandra*, cycle1-*, ...). However, in most cases, the com-
pilation is amortized after a very small number of inferences (from 100 to 1000).
This proves that achievement is a real compilation method whose cost is amortized
after several queries.
13. CONCLUSION
Forward chaining is an algorithm for producing implied literals which is often
used in expert systems. Unfortunately, this algorithm is not complete as soon as
negations or disjunctions are used. In previous articles [MD90, MD94b, MD94a],
a logical compilation of knowledge bases was presented which compiles a base
once, allowing later a simple forward chaining to compute every implied literal, and
this, whatever base of facts is chosen. This article presents a new compilation
method called achievement by cycle search, based on the computation of cycles in
a graph. This method lets us identify precisely parts o the knowledge for which
forward chaining is not complete and which we complete. Thus, we can avoid the
production of every prime implicate, avoiding as soon as possible many useless
computations. Among other applications, achievement by cycle search shows the
writer of a knowledge base which subsets of the base must be completed. This
method makes possible the implementation of an editor, telling incrementally, as
each rules is entered, what the rules missing for completeness are. Furthermore,
such a system can produce a graphical explanation. It is therefore an interesting
tool to help developing knowledge bases in propositional calculus. Also, this
method gives another explanation of achievement by parts methods [RM95] and
lets us derive other segmentation theorems. Last, it is clearly proved that achieve-
ment is a real compilation method which can produce substantial speedup.
Received July 27, 1998; final manuscript received September 23, 1998; published online September 29, 2000
57KNOWLEDGE BASES BY CYCLE SEARCH
REFERENCES
[Car66] Caroll, L. (1966), ‘‘La logique sans peine,’’ Hermann, Paris.
[CL73] Chang, C.-L., and Lee, R. C.-T. (1973), ‘‘Symbolic Logic and Mechanical Theorem
Proving,’’ Academic Press, San Diego.
[DABC94] Dubois, O., Andre , P., Boufkhad, Y., and Carlier, J. (1994), SAT versus UNSAT, DIMACS
Challenge on Satisfiability Testing.
[dV94] del Val, A. (1994), Tractable databases: How to make propositional unit resolution com-
plete through compilation, in ‘‘KR’94, Proceedings of Fourth International Conference on
Principles of Knowledge Representation and Reasoning’’ (J. Doyle, E. Sandewall, and
P. Torassi, Eds.), pp. 551561.
[Esh93] Eshghi, K. (1993), A tractable class of abduction problems, in ‘‘Proceedings of the 30th
International Joint Conference of Artificial Intelligence,’’ pp. 38.
[FdK93] Forbus, K. D., and de Kleer, J. (1993), ‘‘Building Problem Solvers,’’ MIT Press, Cambridge,
MA.
[Kow75] Kowalski, R. (1975), A proof of procedure using connection graphs, J. Assoc. Comput.
Mach. 22, 572595.
[Lov78] Loveland, D. W. (1978), ‘‘Automated Theorem Proving: A logical Basis,’’ North-Holland,
Amsterdam.
[Mat91] Mathieu, P. (1991), ‘‘L’utilisation de la logique trivalue e dans les syste mes experts,’’ Ph.D.
thesis, Universite de Lille 1, France.
[MD90] Mathieu, P., and Delahaye, J.-P. (1990), The logical compilation of knowledge bases, in
‘‘Proceedings of JELIA’90 (Amsterdam),’’ Lecture Notes in Artificial Intelligence, Vol. 478,
pp. 386398, Springer-Verlag, Berlin.
[MD94a] Mathieu, P., and Delahaye, J.-P. (1994), A kind of achievement by parts method, in
‘‘Proceedings of the 5th International Conference on Logic Programming and Automated
Reasoning, LPAR’94, Kiev, Ukraine’’ (F. Pfenning, Ed.), Lecture Notes in Artificial
Intelligence, Vol. 822, pp. 320332, Springer-Verlag, Berlin.
[MD94b] Mathieu, P., and Delahaye, J.-P. (1994), A kind of logical compilation for knowledge bases,
Theoret. Comput. Sc. 131, 197218.
[RM95] Roussel, O., and Mathieu, P. (1995), E valuation des me thodes d’ache vement par parties,
in ‘‘Actes des IVe me Journe es Francophones de Programmation en Logique, JFPL’95
(Dijon), Teknea, Toulouse, France,’’ pp. 175189.
[RM96a] Roussel, O., and Mathieu, P. (1996), A new method for knowledge compilation: the
achievement by cycle search, in ‘‘Proceedings of CADE-13, New Brunswick, NJ’’ (M. A.
McRobbie and J. K. Slaney, Eds.), Lecture Notes in Artificial Intelligence, Vol. 1104,
pp. 493507, Springer-Verlag, Berlin.
[RM96b] Roussel, O., and Mathieu, P. (1996), ‘‘L’ache vement par cycles des bases de connaissances,’’
Tech. Report IT287, Laboratoire d’Informatique Fondamentale de Lille, France.
[Sie87] Siegel, P. (1987), ‘‘Repre sentation et utilisation de la connaissance en calcul proposi-
tionnel,’’ Ph.D. thesis, Universite de Aix-Marseille II, Faculte de Sciences de Luminy,
France, The se d’Etat.
58 ROUSSEL AND MATHIEU
