Abstract. Let p(z, w) be a polynomial in two variables. We call the solution of the algebraic equation p(z, w) = 0 the algebraic correspondence. We regard it as the graph of the multivalued function z → w defined implicitly by p(z, w) = 0. Algebraic correspondences on the Riemann sphereĈ give a generalization of dynamical systems of Klein groups and rational functions. We introduce C * -algebras associated with algebraic correspondences on the Riemann sphere. We show that if an algebraic correspondence is free and expansive on a closed pinvariant subset J ofĈ, then the associated C
Introduction
For a branched covering π : M → M, Deaconu and Muhly [9] introduced a C * -algebra C * (M, π) as the C * -algebra of the r-discrete groupoid constructed by Renault [27] . In order to capture information of the branched points for the complex dynamical system arising from a rational function R, in [14] we introduced a slightly different C * -algebras O R (Ĉ), O R = O R (J R ) and O R (F R ) associated with a rational function R on the Riemann sphere, the Julia set J R and the Fatou set F R of R. We showed that the C * -algebfras O R (J R ) on the Julia set is always simple and purely infinite if the degree of R is at least two. We also studied a relation between branched points and KMS states in [12] . C. Delaroche [1] and M. Laca -J. Spielberg [20] showed that a certain boundary action of a Kleinian group on the limit set yields a simple nuclear purely infinite C * -algebra as groupoid C * -algebra or crossed product. Dutkay and Jorgensen study a spectral theory on Hilbert spaces built on general finite-to-one maps ( [8] ).
On the other hand, Sullivan discovered a dictionary between the theory of complex analytic iteration and the theory of Kleinian groups in [29] . Sullivan's dictionary shows a strong analogy between the limit set Λ Γ of a Kleinian group Γ and the Julia set J R of a rational function R. Therefore it is natural to generalize both Kleinian groups and rational maps. In fact there exist such objects called algebraic correspondences or holomorphic correspondences in many works by several people, for example, Bullet [4] , Bullet-Penrose [5] , [6] and Münzner-Rasch [24] . Let p(z, w) be a polynomial in two variables. Then the solution of the algebraic equation p(z, w) = 0 is called the algebraic correspondence. We regard it as the graph of the multivalued function z → w defined implicitly by p(z, w) = 0.
In this paper, we introduce C * -algebras associated with algebraic correspondences on the Riemann sphere. We show that if an algebraic correspondence is free and expansive on a closed p-invariant subset J ofĈ, then the associated C * -algebra O p (J) is simple and purely infinite. We shall show some examples and compute the K-groups of the associated C * -algebras. For example, Let p(z, w) = (w − z If m 1 , m 2 , . . . , m r are relatively prime, then the associated C * -algebra O p (T) is simple and purely infinite.
Our C * -algebras O p (J) are related with C * -algebras of irreversible dynamical systems by Exel-Vershik [10] , C * -algebras associated with subshifts by Matsumoto [21] , graph C * -algebras [19] and their generalizaion for topological relations by Brenken [3] , topological graphs by Katsura [16] , and topological quivers by Muhly and Solel [22] and by Muhly and Tomforde [23] . Some of our C * -algebras are isomorphic to C * -algebras associated self-similar sets [15] and Mauldin-Williams graphs [13] .
Algebraic correspondences
Let p(z, w) ∈ C[z, w] be a polynomial in two variables of degree m in z and degree n in w. We shall study an algebraic function implicitly determined by the algebraic equation p(z, w) = 0 on the Riemann sphereĈ. Note that there exist two different ways to compactify the algebriac curve p(z, w) = 0. The standard construction in algebraic geometry is to consider the zeroes of a homogeneous polynomial P (z, w, u) in the complex projective plane CP 2 . But we choose the second way after [5] and introduce four variables z 1 , z 2 , w 1 , w 2 and a polynomial
which is separately homogeneous in z 1 , z 2 and in w 1 , w 2 . We identiy the Riemann sphereĈ with the complex projective line CP 1 . We denote by [z 1 , z 2 ] an element of CP 1 . Then the algebraic correspondence C p of p(z, w) on the Riemann sphere is a closed subset ofĈ ×Ĉ defined by
Then C p is compact. In fact, it is a continuous image of a compact subset
To simplify notation, we write it by
for short if no confusion can arise. It is also convienient to consider change of variables u =
be a rational function with polynomials P (z), Q(z). Put p(z, w) = Q(z)w − P (z). Then the algebraic correspondence C p of p(z, w) on the Riemann sphere is exactly the graph {(z, w) ∈Ĉ ×Ĉ | w = R(z), z ∈Ĉ} of R.
Therefore we regard the algebraic correspondence C p of a general polynomial p(z, w) as the graph of the algebraic function z → w implicitly defined by the equation p(z, w) = 0. Then the iteration of the algebraic function is described naturally by a sequence z 1 , z 2 , z 3 , . . . satisfying (z k , z k+1 ) ∈ C p for k = 1, 2, 3, . . . .
Any non-zero polynomial p(z, w) ∈ C[z, w] has a unique factorization into irreducible polynomials:
where each g i (z, w) is irreducible and g i and g j (i = j) are prime each other. Throughout the paper, we assume that any polynomial p(z, w) we consider is reduced, that is, the above powers n i = 1 for any i. We also assume that any g i (z, w) is not a function only in z or w. In particular the degree m in z and the degree n in w of p(z, w) are both greater than or equal to one.
We need to recall an elementary fact as follows:
Definition@(branch index). Let p(z, w) be a non-zero polynomial in two variables of degree m in z and degree n in w. Then we sometimes rewrite p(z, w) as
Fix w = w 0 ∈Ĉ. Then the equation f (z) := p(z, w 0 ) = 0 in z ∈Ĉ has m roots with multiplicities. Take any root z = z 0 . The branch index of p(z, w) at (z 0 , w 0 ), denoted by e p (z 0 , w 0 ) or e(z 0 , w 0 ), is defined to be the multiplicity for the root z = z 0 of f (z) = p(z, w 0 ) = 0. For example, let R(z) =
be a rational function with polynomials P (z), Q(z). Put p(z, w) = Q(z)w − P (z). Then the branch index e p (z 0 , R(z 0 )) coincides with the usual branch index e R (z 0 ) of R at z = z 0 .
3. associated C * -algebras
We recall Cuntz-Pimsner algebras [25] . Let A be a C * -algebra and X be a Hilbert right A-module. We denote by L(X) be the algebra of the adjointable bounded operators on X. For ξ, η ∈ X, the "rank one" operator θ ξ,η is defined by θ ξ,η (ζ) = ξ(η|ζ) for ζ ∈ X. The closure of the linear span of rank one operators is denoted by K(X). We say that X is a Hilbert bimodule (or C * -correspondence) over A if X is a Hilbert right A-module with a homomorphism φ : A → L(X). In this note, we assume that X is full and φ is injective.
⊗n be the Fock module of X with a convention X ⊗0 = A. For ξ ∈ X, the creation operator T ξ ∈ L(F (X)) is defined by
The Cuntz-Toeplitz algebra T X is the C * -subalgebra of L(F (X)) generated by i F (X) (a) with a ∈ A and T ξ with ξ ∈ X. Let j K : K(X) → T X be the homomorphism defined by j K (θ ξ,η ) = T ξ T * η . We consider the ideal
for a ∈ I X . We note that the Cuntz-Pimsner algebra O X is the universal C * -algebra generated by i(a) with a ∈ A and S ξ with ξ ∈ X satisfying that i(a)S ξ = S φ(a)ξ ,
We usually identify i(a) with a in A. We denote by O alg X the * -algebra generated algebraically by A and S ξ with ξ ∈ X. There exists an action γ : R → Aut O X with γ t (S ξ ) = e it S ξ , which is called the gauge action. Since we assume that φ :
We denote by F X the C * -algebra generated by all K(X ⊗n ), n ≥ 0 in the inductive limit algebra lim − → L(X ⊗n ). Let F n be the C * -subalgebra of F X generated by K(X ⊗k ), k = 0, 1, . . . , n, with the convention F 0 = A = K(X ⊗0 ). Then F X = lim − → F n . Let p(z, w) be a non-zero polynomial in two variables and C p the algebraic correspondence of p(z, w) on the Riemann sphere. Consider a C * -algebra A = C(Ĉ) of continuous functions onĈ. Let X = C(C p ). Then X is a A-A bimodule by
for f, g ∈ X and w ∈Ĉ. We need branch index e p (z, w) in the formula of the inner product above. Put
, as a polynomial in z, then each coeficient (a k (w)) k is continuous in w. Then the continuity of the mapĈ ∋ w → (f |g) A (w) ∈ C follows from the definition of the branch index and the continuity of the roots with multiplicities of a polynomial on the Riemann sphere. See, for example, [7] .
The left multiplication of A on X gives the left action φ :
Proof. Let m be the degree of p(z, w) in z. For any f ∈ X = C(C p ), we have
Therefore two norms 2 and ∞ are equivalent. Since C(C p ) is complete with respect to ∞ , it is also complete with respect to 2 . Since (1|1) A (w) = {z∈Ĉ | (z,w)∈Cp} e p (z.w)1 = m, (X|X) A contains the identity I A of A. Therefore X is full. If a ∈ A is not zero, then there exists x 0 ∈Ĉ with a(x 0 ) = 0. Since the degree m in z of p(z, w) is greater than or equal to one, there exists w 0 ∈Ĉ with (
Definition. We introduce the C * -algebra O p (Ĉ) associated with an algebraic correspondence C p = {(z, w) ∈Ĉ ×Ĉ | p(z, w) = 0} as a Cuntz-Pimsner algebra [25] of the Hilbert C * -bimodule
A closed subset J inĈ is said to be p-invariant if the following conditions are satisfied: For z, w ∈Ĉ, (i)z ∈ J and p(z, w) = 0 implies w ∈ J, (ii)w ∈ J and p(z, w) = 0 implies z ∈ J. Under the condition, we can define
and the left action is unital and faithful.
We also introduce the C * -algebra O p (J) as a Cuntz-Pimsner algebra of the Hilbert
We define the set B(p) of "branched points" and the set C(p) of "branched values".
B(p) := { z ∈Ĉ | there exists w ∈Ĉ such that p(z, w) = 0 and e(z, w) ≥ 2}.
C(p) := { w ∈Ĉ | there exists z ∈Ĉ such that p(z, w) = 0 and e(z, w) ≥ 2}.
In the above definitions, we may replace e(z, w) ≥ 2 by ∂p ∂z (z, w) = 0 after appropriate change of variables. Symmetrically we definẽ B(p) := { w ∈Ĉ | there exists z ∈Ĉ such that p(z, w) = 0 and ∂p ∂w (z, w) = 0}.
C(p) := { z ∈Ĉ | there exists w ∈Ĉ such that p(z, w) = 0 and ∂p ∂w (z, w) = 0}.
We need some known estimates of the above sets.
Proof. It follows from proposition 2 in [5] that
The rest is symmetrically obtained.
Proof. This is a direct consequence of Proposition 4.4 in [12] or [23] .
We consider Hilbert C * -bimodules of iteration of the "algebraic function". Put
We define the path space P n = P n (J) of length n in J by
Then P n is compact, since it is a continuous image of a compact subset. We extends branched index for paths of length n as
Then C(P n ) is a Hilbert bimodule over A by
Proof. It is enough to assume that J =Ĉ. We may and do assume that n = 2, because a similar argument holds for general n. We already know that X ⊗ A X has an A = C(Ĉ)-valued inner product. Therefore for
Hence w → (f |g) A (w) is continuous. Then for finte these sums
Since C(P 2 ) 0 is a * −subalgebra of C(P 2 ) and separates two points, C(P 2 ) 0 is uniformly dense in C(P 2 ). Note that uniformly norm ∞ and 2 are equivalent,
∞ . For any f, g ∈ C(P 2 ), there exist sequences (f n ) n and (g n ) n in C(P 2 ) 0 such that f n → f and g n → g uniformly. Since
we see that (f n |g n ) A (w) converges to (f |g) A (w) uniformly in w. Since a uniformly limit of continuous functions is continuous, (f |g) A (w) is continuous in w.
Now it is clear to check the following propositon. There exists an isometric A-A bimodule homomorphism ϕ :
Proof. It is easy to check ϕ is a well defined A-A bimodule map. The proof of Lemma 3.5 shows that ϕ is isometric. Since ∞ and 2 are equivalent, ϕ is onto.
We need to define another compact space G n = G n (J) by
Then C(G n ) is a Hilbert bimodule over A by
simplicity and pure infiniteness
In this section we consider a sufficient condition for a polynomial so that the associated O p (J) is simple and purely infinite.
Let J be a p-invariant subset ofĈ. For any subset U of J and a natural number n, we define a subset U (n) of J by
Definition. Let p(z, w) be a non-zero polynomial in two variables and J a pinvariant subset ofĈ. Then p is said to be expansive on J if for any nonempty open set U ⊂ J in J with the relative topology there exists a natural number n such that
be a rational function with polynomials P (z), Q(z) and deg R ≥ 2. Put p(z, w) = Q(z)w − P (z). Then U (n) is exactly R n (U). Therefore p is expansive on the Julia set J R by [2, Theorem 4.2.5].
Example. Let p(z, w) = z 2 + w 2 − 1. Then J := {0, 1, −1} is a p-invariant set and p is not expansive on J. In fact, let U = {0}, then U (2n) = {0} and U (2n+1) = {1, −1}. And p is not expansive onĈ, because an open set U :=Ĉ \ {0, 1, −1} is p-invariant 8 and U (n) = U =Ĉ for any n. In general, for any polynomial, if p has a finite p-invariant set, then p is not expansive onĈ similarly.
Example. Let p(z, w) = z m − w, m ≥ 2. Then J := T is a p-invariant set and p is expansive on J, because T is a Julia set of w = R(z) = z m . Let p(z, w) = z − w n , n ≥ 2. Then J := T is a p-invariant set but p is not expansive on J. In fact U :=Ĉ \ {1} is p-invariant and U (k)
We continue this argument to obtain z m 1 = 1. This contradicts the fact that z 1 ∈ U. Therefore p is not expansive on T.
Nextly, suppose that n is not devided by m. Let d be the greatest common divisor of m and n. Then m = m 0 d and n = n 0 d for some natural numbers m 0 and n 0 . Since n is not devided by m, m 0 is greater than or equal to 2. We identify T with R ( mod 1) by z = e 2πiα and w = e 2πiβ . Then z m −w n = 0 means that mα = nβ −k for some integer k. Hence
Then C p (J) has d connected components, because mR = dR ( mod n). Definition. Let N be a natural number. We define the set GP(N) of N-generalized periodic points by
be a rational function with polynomials P (z), Q(z). Put p(z, w) = Q(z)w − P (z). Then
In fact, if R n (w) = w for some n ≤ N, then it is clear that w ∈ GP(N). Conversely let w ∈ GP(N), then there exists z such that w = R n (z) = R m (z) for some 0 ≤ m < n ≤ N. Then R n−m (w) = w.
Definition. A polynomial p in two variables is said to be free on J if for any natural number N, GP(N) is a finite set. For example, let R(z) =
be a rational function with polynomials P (z), Q(z). Put p(z, w) = Q(z)w − P (z). If deg R ≥ 2, then p is free on any p-invariant set J. Proof. Assume that m = n. We identify T with R/Z by z = e 2πiα and w = e Conversely assume that m = n. Then any (z, z, . . . , z) ∈ J k+1 is in P k (J). Hence for any natural number N, GP(N) = T is an infinite set. Thus p is not free on T.
Remark. The above example is related with an example by Katsura in [17, section 4] . If m and n are relatively prime, then his example coincides with our example. If m and n are not relatively prime, then his example is different with ours. In fact our P n (T) is not connected if m and n are not relatively prime. But they are isomorphic as bimodule.
. . , r be rational functions with polynomials P i (z), Q i (z). Put p(z, w) = (Q 1 (z)w − P 1 (z)) · · · (Q r (z)w − P r (z)). Let J ⊂Ĉ be a p-invariant closed subset. Assume that each deg R i ≥ 2 and deg R 1 , . . . , deg R r are relatively prime, then p is free on J. Furthermore, if J is a Julia set for some R i , then p is expansive on J.
Proof. Let N be a natural number and m, n integers with 0 ≤ n < m ≤ N. For i 1 , . . . , i m , j 1 , . . . , j n = 1, 2, . . . , r, we shall show that
On the contrary, assume that M = ∞. Then covering degrees of both sides coincide. Count the covering derees and rearrange them. Then we have
tr with s 1 + · · · + s r = m and t 1 + · · · + t r = n. Since deg R 1 , . . . , deg R r are relatively prime, s i = t i for i = 1, . . . , r. Then m = n. This contradicts the fact that n < m. Hence M < ∞. Therefore Q(m, n) := {z ∈Ĉ | there exists w ∈ C such that (z, w) ∈ G m , (z, w) ∈ G n } is a finite set. Hence
is also a finite set. This shows that p is free on J.
It is evident that, if J is a Julia set for some R i , then p is expansive on J.
Example. Let m and n be natural numbers and relatively prime. Consider p(z, w) = (w − z m )(w − z n ). We note that J = T is the common Julia set of w = z m and w = z n . Then p is free on J and expansive on J. We note that there appears a new branched point (1, 1) in C p .
be a rational function given by Lattes. Then the Julia set J R 1 =Ĉ. Let R 2 (z) = P 2 (z)/Q 2 (z) be any rational function with odd degree. Put p(z, w) = ((4z(z 2 − 1))w − (z 2 + 1) 2 )(Q 2 (z)w − P 2 (z)). Let J =Ĉ. Then p is expansive on J and free on J.
Example. Let i 1 , · · · , i n , j 1 , · · · , j n be natural numbers. Assume that i k = 1 or j k = 1 for each k. Suppose that those which are not equal to 1 are relatively prime.
Then p is free on J.
Example. Let m be a natural number with m ≥ 2. Put p(z, w) = (w−z m )(w m −z). Then p is not free on T. In fact, there exist different paths (z, z m , z, z m , z) ∈ P 4 (T) and (z, z m , z) ∈ P 2 (T). Hence GP(4) = T.
Example. Let p(z, w) = z 2 + w 2 − 1. Then p is not free on J =Ĉ. In fact, choose any (z, w) ∈ C p . Then there exist different paths (z, w, z, w, z) ∈ P 4 (Ĉ) and (z, w, z) ∈ P 2 (Ĉ). Hence GP(4) =Ĉ.
Lemma 4.4. Suppose that p is expansive on a p-invariant subset J. Then for any non-zero positive element a ∈ A and for any ε > 0 there exist n ∈ N and f ∈ X ⊗n with (f |f ) A = I such that
Proof. Let x 0 be a point in J with |a(x 0 )| = a . For any ε > 0 there exist an open neighbourhood U of x 0 in J such that for any x ∈ U we have a − ε ≤ a(x) ≤ a . Choose another open neighbourhood V of x 0 in J and a compact subset K ⊂ J satisfying V ⊂ K ⊂ U. Since p is expansive on J, there exists n ∈ N such that V (n) = J. We identify X ⊗n with C(P n ) ⊃ ρ * (C(G n )) as in the paragraph after Proposition 3.7. Define closed subsets F 1 and F 2 of J × J by
Since
Since V (n) = J, for any w ∈ J there exists z 1 ∈ V such that (z 1 , w) ∈ G n . Then (z 1 , w) ∈ F 1 and g(z 1 , w) = 1. Therefore
For any w ∈ J and (z 1 , w) ∈ G n , if z ∈ U, then a − ε ≤ a(z), and if z ∈ U c , then f (z 1 , . . . , z n , w) = g(x, y)b −1/2 (w) = 0. Therefore
Lemma 4.5. Suppose that p is expansive on a p-invariant subset J. Then for any non-zero positive element a ∈ A and for any ε > 0 with 0 < ε < a , there exist n ∈ N and u ∈ X ⊗n such that
and S * u aS u = I. Proof. This is exactly as same as [14, Lemma 3.5] .
A step in the proof of the main theorem is to show a certain element S in a Cuntz-Pimsner algebra is 0. It is enough to show a corresponding element T in the Toeplitz algebra is 0. Since the Toeplitz algebra acts on the Fock module and the Fock module is realized as a function space, we can calculate T x = 0 concretely.
We write A = X ⊗0 . If a ∈ A, then T a means φ(a) ⊗ I n on X ⊗n . The following lemma is a key of the proof of our main theorem. Lemma 4.6. Let i and j be integers with i, j ≥ 0 and i = j. Take x ∈ X ⊗i and y ∈ X ⊗j . Suppose that a ∈ A = C(J) satisfies the following condition:
Proof. It is enough to show T ax T * ay f = 0 for any f ∈ X ⊗r , r = 0, 1, 2, . . . . If r < j, then T ax T * ay f = T ax 0 = 0. Hnece we may assume that r ≥ j and
We need to prepare the following elementary fact: ( Proof. Let D 1 be the set of w ∈ J satisfying that there exist u ∈ J, z ∈ GP(N) sucn that (u, w) ∈ G N , (u, z) ∈ G k for some k = 0, 1, . . . , N.
Since p is free on J, GP(N) is a finte set. Hence D 1 is also a finte set. Consider the set D 2 of w ∈ J satisfying that there exist u, z ∈ J such that (u, w) ∈ G N , (u, z) ∈ G k for some k = 0, 1, . . . , N and z is in B(p), C(p),B(p) orC(p). Then D 2 is a finite set. Since D 1 ∪D 2 is a finite set and J has no isolated points, there exist a non-empty open 
Proof. For N ∈ N, for any T ∈ L(X ⊗N ), for any ε > 0, there exists f ∈ X ⊗N with f 2 = 1 such that
Since the function 
Define a ∈ C(J) by
Then this function a satisfies the condition in Lemma 4.6. Therefore for any
It is important to recall the fact that there exists an isometric * -homomorhism 
To simplify notation, we put
Lemma 4.10. Let J be a p-invariant set with no isolated points. Suppose that p is expansive and free on J. Let b = c * c for some c ∈ O alg X . We decompose b = j b j with γ t (b j ) = e ijt b j . For any ε > 0 there exists P ∈ A with 0 ≤ P ≤ I satisfying the following:
⊗n , we define length(x) = n with the convention length(a) = 0 for a ∈ A. We write c as a finite sum c = a+ i S x i S * y i . Put n = 2 max{length(x i ), length(y i ); i}. For j > 0, each b j is a finite sum of terms in the form such that
In the case when j < 0, b j is a finite sum of terms in the form such that
We shall identify b 0 with an element in L(X ⊗n ). Apply Proposition 4.9 for T = (b 0 ) 1/2 . Then there exists a ∈ A + = C(J) + with a = 1 such that
Define a positive operator P = a ∈ A. Then
It is evident that P b j P = 0 for j = 0.
Since we have prepaired technical lemmas addapting to our particular situation, the rest of the proof of our main theorem is a standard one. Proof. Let w ∈ O p (J) be any non-zero positive element. We shall show that there exist z 1 , z 2 ∈ O p (J) such that z * 1 wz 2 = I. We may assume that w = 1. Let E : O p (J) → O p (J) α be the canonical conditional expectation onto the fixed point algebra by the gauge action α. Since E is faithful, E(w) = 0. Choose ε such that 0 < ε < E(w) 4 and ε( E(w) − 3ε) −1 ≤ 1.
There exists an element c ∈ O p (J) alg such that w − c * c < ε and c ≤ 1. Let b = c * c. Then b is decomposed as a finite sum b = j b j with α t (b j ) = e ijt b j . Since b ≤ 1, b 0 = E(b) ≤ 1. By Lemma 4.10, there exists P ∈ A with 0 ≤ P ≤ I satisfying P b j P = 0 (j = 0) and P b 0 P ≥ b 0 − ε. Then we have P b 0 P ≥ b 0 − ε = E(b) − ε ≥ E(w) − E(w) − E(b) − ε ≥ E(w) − 2ε.
For T := P b 0 P ∈ L(X ⊗m ), there exists f ∈ X ⊗m with f = 1 such that
2 ≥ E(w) − 3ε. Define a = S * f T S f = (f |T f ) A ∈ A. Then a ≥ E(w) − 3ε > ε. By Lemma 4.5, there exists n ∈ N and u ∈ X ⊗n sucn that
and S * u aS u = I. Then u ≤ ( E(w) − 3ε) −1/2 . We have S * f P wP S f − a ≤ S f 2 P 2 w − b < ε.
Therefore S * u S * f P wP S f S u − I < u 2 ε ≤ ε( E(w) − 3ε) −1 ≤ 1.
Hence S * u S * f P wP S f S u is invertible. Thus there exists v ∈ O X with S * u S * f P wP S f S u v = I. Put z 1 = S * u S * f P and z 2 = P S f S u v. Then z 1 wz 2 = I.
Remark. Schweizer's theorem in [28] also implies that O p (J) is simple. Our theorem gives simplicity and pure infiniteness with a direct proof. C * -algebra O p (J) is separable and nuclear, and satisfies the Universal Coefficient Theorem. Hence the isomorphism class of C * -algebra O p (J) is completely determined by the K-group together with the class of the unit by the classification theorem by Kirchberg-Phillips [18] , [26] .
Example. Let m and n be natural numbers. Consider p(z, w) = z m − w n and J = T. If n is not devided by m, then O p (J) is simple and purely infinite.
Example. Let m and n be natural numbers and relatively prime. Consider p(z, w) = (w − z m )(w − z n ) and J = T. Then O p (J) is simple and purely infinite.
Example. Let R 1 (z) = (z 2 +1) 2 4z(z 2 −1) be a rational function given by Lattes. Let R 2 (z) = P 2 (z)/Q 2 (z) be any rational function with odd degree. Consider p(z, w) = ((4z(z 2 − 1))w − (z 2 + 1) 2 )(Q 2 (z)w − P 2 (z)).
Let J =Ĉ. Then O p (J) is simple and purely infinite.
Example. Let i 1 , · · · , i n , j 1 , · · · , j n be natural numbers. Assume that i k = 1 or j k = 1 for each k. Suppose that those which are not equal to 1 are relatively prime. Put J = T. Let p(z, w) = (z i 1 − w j 1 )(z i 2 − w j 2 ) · · · (z in − w jn ).
Then O p (J) is simple and purely infinite.
