In this paper, we present a new anchor shot detection system which is a core step of the preprocessing process for the news video analysis. The proposed system is composed of four modules and operates sequentially: 1) skin color detection module for reducing the candidate face regions; 2) face detection module for finding the key-frames with a facial data; 3) vector representation module for the key-frame images using a non-negative matrix factorization; 4) anchor shot detection module using a support vector data description. According to our computer experiments, the proposed system shows not only the comparable accuracy to the recent other results, but also more faster detection rate than others.
Introduction
Nowadays, video materials and video services have been more available than ever before with respect to the information repositories as well as the commercial perspectives. Especially, according to the recent literature reviews, the news videos happened to be attracted by many researchers for the purpose of the news video analysis such as news video indexing, browsing, and retrieval. In fact, recently the news videos appeared to be very valuable information for the data analysts, information providers and TV consumers because of their information richness [1] .
In a preprocessing process of the news video analysis, Anchor Shot Detection(ASD) is a core step for news video story segmentation. In literatures, there are two main research paradigms for ASD strategies in general [2] [3] : 1) template matching method and unsupervised method. Template based method defines a model in advance for an anchor shot and match it against all the shots of a news video. This method is proven to be too sensitive to the conditions of the studio as well as positions of anchor person. Consequently, it turned out to be not cost-effective.
On the other hand, unsupervised method is grouping shots with similar visual contents that repeatedly occurred in the whole news video. Since this method consists of two phases which require the computational cost: clustering and pruning, it might be computationally expensive. Besides, there are also ongoing attempts to use audio-visual features for ASD [4] [5] . However these methods are somewhat time-consuming from the practical point of view. Since news videos are produced every day with a greate volume, it is necessary to devise the fast and accurate algorithms for ASD, needless to say.
In this paper, we introduce our novel ASD system which consists of four modules and operates sequentially: 1) skin color detection module for reducing the candidate face regions; 2) face detection module for finding the key-frames with a facial data; 3) vector representation module for the key-frame images using a non-negative matrix factorization; 4) anchor shot detection module using a support vector data description.
New Anchor Shot Detection System
In this section, we introduce our newly proposed anchor shot detection system, which is given in Figure 1 , aiming at the fast detection as well as high precision rate. Each module will be described one by one in details. 
Skin Color Detection Module
To choose the candidate sets of anchor shots and reduce the search space for the real-time face detection phase, we adopt a fast skin color detection algorithm [6] in this stage which eliminates key-frames of each shot with no region of skin color or too large region. Now we employ a simple but cost-effective heuristic rule defined in (1) . Consequently, the reduced image with a skin color region is generated with a comparable fast speed.
Real-Time Face Detection Module
A real-time face detection module classifies the reduced images of each key-frame produced at the prior step into one with a facial data and the other with non-face data. Therefore, if the face is not detected or over 3-faces are detected in a key-frame, it is discarded automatically. Accordingly, we can reduce the candidate sets of anchor shot.
To meet our design requirements (i.e., speed and precision), we choose a real-time face detection model [6] which consists of several weak classifiers in a way of cascading structure and a support vector machine(SVM) in the last stage. A series of weak classifiers generates the candidate faces fast with low precision. Therefore, they are able to decide the candidate faces with low computational cost since the false-negative ratio is high but the false-positive ratio is close to zero. On the other hand, a SVM in the last stage detects a face from candidate faces. The architecture of real-time face detection module is given in Figure 2 . 
Vector Representation Module
For the vector representation of key-frame images, we adopt a non-negative matrix factorization(NMF), since it has a distinctive characteristic comparing to other linear algebra techniques such as a singular value decomposition(SVD) and a principal component analysis(PCA). That is, in the induced space derived by a NMF, each axis captures the special features of each class, and each image is represented with an additive combination of axes. Each axis in the space derived by the NMF has more straightforward correspondence with each image class than in the space derived by SVD and PCA [7] .
The NMF factoring a given positive matrix subject to positive constraints is derived as follows [7] : The image corpus is regarded as an × matrix , each column contains non-negative pixel values of one of the images. Given matrix , the NMF is defined as a problem to find non-negative matrix factors  and  such that:
where
It is formalized through the following optimization problem.
Using the Lagrange function and the Kuhn-Tucker condition, the following equations for and are given:
These equations lead to following update formulas:
For the vector representation of image, NMF is usually defined as follows;
The columns of  are called basis. Each column of  is called an encoding and is in one-to-one correspondence with a image in . The rank of factorization is generally chosen so that     , and the product  can be regarded as a compressed form of the data in .
Anchor Shot Detection Module
In the last stage of our system, we classify the anchor shot using a SVM for high precision. In general, the volume of data necessary for training varies depending on each class anchor shot data and non-anchor shot data. Hence, the training result may be distorted by other class owing to the unbalanced size of training data. Accordingly, it is preferable to select the decision boundary using one-class SVM (one of the most well-known one-class SVM is a support vector data description (SVDD)). A SVDD is derived as follows [8] :
Given a dataset of -patterns in -dimensional input space,    ∈  , one-class SVM is defined as a problem to obtain a sphere that minimizes the volume of it including the training data, and it is formalized through the following optimization problem:
where is the center of the sphere that expresses a class,   is the square value of sphere radius,  is the penalty term that shows how far -th training data is deviated from the sphere, and  is the trade-off constant. By introducing a Lagrange function and saddle point condition, we obtain the following dual problem:
A sphere can express more complex decision boundary in the feature space F and we can map an input space into a feature space using kernel function . When the Gaussian function is chosen for the kernel, the problem can be further simplified as follows:
Note that in this case, the decision function of each class can be summarized as follows To evaluate the effectiveness of a proposed anchor shot detection system, we collect a dataset from the two main Korean broadcasting stations, namely, KBS and MBC. A dataset is described in more details in Table 1 Table 1 Dataset for evaluation We obtained 399(32.5 %) and 148(12.1 %) key-frames as the candidate set without missing any anchor shots, respectively after a skin color detection and a face detection phase. By adopting a preprocessing process with a skin color detection and a face detection, we can eliminate the huge amount of non-candidate anchor shots effectively. As can be seen in Figure 3 , only 10% shots including real anchor shots out of candidate sets was chosen after preprocessing. Therefore, we are entitled to claim that our system is very cost-effective.
Roughly comparing ours with the results of other previous methods [1] [2] [3] [4] [5] (in fact, it is not meaningful, since each method uses its own dataset, respectively), our system showed 98.14 % of precision and 96.8 % of recall, respectively which is comparable to others in general.
Conclusions
In this paper, we proposed a novel anchor shot detection system which can detect anchor shot rapidly by reducing the search space. According to our computer experiments, the proposed system showed not only the comparable accuracy to the recent other results, but also more faster detection rate than others.
