Abstract-This paper proposes a novel strategy using par allel optimization computations for nonlinear moving horizon state estimation, and parameter identification problems of dynamic systems. The parallelization is based on the multi point derivative-based Gauss-Newton search, as one of the most efficient algorithms for the nonlinear least-square problems. A numerical experiment is performed to demonstrate the parallel computations with the comparison to sequential computations.
I. INTRODUCTION
Moving horizon estimation (MHE) of states in nonlinear systems is considered. This is a powerful estimation approach that is shown to have superior performance compared to Extended Kalman Filters (EKF) in many cases, and may have performance that is competitive to advanced nonlinear estimators such as particle filters (PF) and the Unscented Kalman Filter (UKF). Despite the merits of MHE, its prac tical applicability is limited by the need for a nonlinear numerical optimization algorithm to be executed at each sampling instant [1], [2] , [3] . This may require powerful computers, in particular compared to EKF and UKF, or may limit the applicability to systems of relatively low order or slow sampling.
When selecting an algorithm for solving the MHE opti mization problem at each sample, the following considera tions can be made
•
Computations must be done in real time at each sam pling instant, and fast deterministic execution time is a high priority.
• The unknown state and the optimal estimate changes from one sample to the next. Using the optimization algorithm output from the previous sample should be used to initialize the optimization at the current sample, a procedure commonly known as warm start, since the changes from one sample to the next are usually reasonably small.
• In order to prioritize the requirement for fast and deterministic execution of the algorithm it may be acceptable that the optimum is tracked asymptotically and an optimal estimate is not computed exactly at each sample (this is commonly known as sub-optimal or approximate solution approaches).
• Although the algorithm requirement is relaxed to track the optimum only asymptotically, it should at the same time have a fast transient response. In some applications it is required that, the algorithm should adapt quickly to discontinuous jumps in states (e.g. due to unknown time-varying parameters being modeled as states in an augmented state space model) and initial errors.
• The algorithm should, as far as possible, be robust to initializations that may lead to local minima being tracked instead of global minima.
• The algorithm should be scalable such that it can be efficiently implemented on a range of multi-core processing architectures ranging from multi-core pro cessors to massively parallel hardware such as GPUs and FPGAs.
The computational burden of a nonlinear optimization algo rithm can be broken down, and the efficiency can be gained, by the problem redistribution to parallel processors/cores. In standard parallel algorithms, each processor computes a certain problem (subproblem) with two major steps: par allelization and synchronization [4] . The synchronization step is responsible for sufficient decrease of the objective function while the parallelization step produces candidate points and candidate directions. Derivative-based parallel op timization algorithms like Block-Jacobi [4] , parallel variable distribution [5] , [6] , parallel gradient distribution [7] and parallel variable transformation [8] aim to decompose the original problem into significantly smaller subproblems that are treated in parallel. Solvers for the class of nonlinear least square problems based on Levenberg-Marquardt method is proposed in [9] and the multisplitting strategy is proposed in [10] . Alternative derivative-free methods rely on point-based parallelization [11] , [12] , with NeIder-Mead algorithm [13] .
Our approach combines point-based search with derivative-based Gauss-Newton method [14] , where the synchronization step consists of taking the best point found by the C processors. The best point is the one for which the cost function has lowest value [7] . In the parallelization step the optimization algorithm starts from several initial points, where each initial point is allocated to one processor, but a point cannot be shared by more than one processor. This is also similar to the globalization technique with multistart concept that is mentioned in [15] , [16] . The number of iterations computed on one processor is compared with a number of processors, each computing one iteration. This is discussed for the moving horizon state and parameter estimation problem of the simulated nonlinear dynamic system. Published moving horizon observers (MHO) optimize the initial state of a model at the beginning of a moving data window [1], [2] , [3] . The advantage of the proposed moving horizon observer is that the uncertainty and process noise is implicitly captured by the EKF pre-filtering and post-filtering, without introducing additional variables in optimization, which makes it more suitable for the fast mechatronic systems [ 1 7 ].
II. MODEL FORMUL ATION
For the purpose of state estimation and parameter identifi cation a dynamic system is described by a general continuous time-invariant augmented state-space equations le (x s,P, u) +zs zp The most frequent situation encountered in practice is when the system is governed by continuous-time dynamics and the measurements are obtained at discrete time instances. For the problem formulation we consider the numerically discretized dynamic nonlinear system described by the equations where t = N + I,N + 2, .... Neglecting process noise in the basic MHO formulation, the following algebraic map is defined (8) Define the N-information vector at time t
The observer design problem is to reconstruct the vector XI-N based on the information vector It. . The solution vector Xt-N is in the case of uniform observability given by an over-determined set of full rank algebraic equations, where there are more equations than unknowns for which nx � Nny. The formulation can be under-determined if there is loss of rank if no persistence of excitation is present, or the system is not observable [19] .
The cost function of the MHO optimization problem is in the meaning of the least-squares method defined as
where
The cost function (10) comprises two squared norms where the first norm is weighted by the S matrix. The contribution of the N-step model response to the optimized vector XI-N is expressed through the second norm weight matrix W.
The first term in the given formulation can be viewed as an estimate of the arrival cost [3] , [2] . The a priori state estimate used in the arrival cost at the beginning of the horizon is declared as Xt-Nlt and is computed in a time instant t for the time instance t -N by pre-filtering with an EKF [2] . The EKF is running at the beginning of horizon on the output data Yt-N which were measured in the t -N time instance. This is the information which corrects the one-step prediction
The a priori state estimate at the beginning of the horizon is computed as The covariance matrix is computed as
The other matrix computations necessary for the pre-filtering are done via regular EKF equations as explained in Appendix I (index t changes to t -Nit and index t -1 changes to t -N -lit -1). The only difference is that the EKF equations here are applied for the first time instance t -N of the receding window. Note that with this pre-filtering the stochastic properties of the process noise and measurement noise are assumed known. Also note that neglecting process noise in (11) may lead to accuracy loss, and is made for reduced computations. The post-filtering using the EKF is further performed to propagate the estimate Xt-Nlt to current .. A + tlme Instance X tlt '
The schematic time sequence of the a priori state estimate vector (x), state estimate vectors (x), post-filtered state estimate vectors (x + ), input (u) and output ( y ) vectors on N horizon are in Figure 1 . The MHO algorithm, schematically shown in Figure 2 consists of three main computation parts: Pre-filtering, Optimizer, and N-step post-filtering. The Optimizer contains N-step model prediction and Cost func tion minimization blocks. The main computation engine is the optimization algorithm that performs the cost function minimization. The MHO algorithm with the pre-filtering and post-filtering can be summarized into following steps:
Input: Load the initial Datapool with measurement data and input data.
Step 1: Obtain the actual output measurement Yt . input Ut and update the Datapool.
Step 2: If the current time instance is t = N + 1, set the initial values for X �N and P OIN (as in the case of EKF Eq. Else for t > N + 1: xi=-N-lll-l =X t-N-llt-l (this value is set from the last optimization run)
Step 3: Compute the a priori estimate with Eq. (12)
Step 4: Numerically integrate F; � Nlt (as in the case of EKF Eq. (30) through Eq. (32))
Step 5: Compute the EKF gain matrix � -Nlt (as in the case of EKF according to Eq. (33))
Step 6: Compute the a posteriori state estimate xi=-Nlt Step 8: Use the EKF to estimate the state from the beginning of receding window to the end of receding window as
where i = 1,2, ... ,N. The initial condition for the first step (i = 1) is xi=-Nlt = Xl -Ni l ' (Block in Figure 2 : N-step post filtering)
Step 9: Check the cost function value JI(X I-Nlt ) if it is below or above its threshold value O T . If Jl (Xl-Ni t ) > O T , turn off the pre-filtering in the cost function (10) through small gain in the S matrix, otherwise use the pre-filtering's nominal gain.
End of loop; Go to Step l.
D
Step 9 is optional, but recommended for problems with sudden changes and jumps in states/parameters. The optimization algorithm is discussed in the next section.
IV. O PTIMIZATION ALGORITHM
In this section, we consider the cost function J1 (x) at time index t, where X E IR n x.
Step 1: Generate C new initial points {x; -Nlt }f= l = {x i-Ni t ' .... 'xf -Nlt V based on the pre-filtered state vector 
Xt-Nlt . Use the fixed step-size � , to scatter the initial points x ;_ Nlt ' i = 1 ... C for the states and parameters
Xl-Ni t + ql1 x � Xt-Nlt -ql1 x � (16) where i = 1 ... 2nx + 1 and q k is a unit vector in a direction of X k,t-Nlt' where X k,t-Nlt is a k element of vector xI -Ni l' k = 1. .. nx.
Generate C solution candidates by the following proce dure:
Step 2: Solve in parallel, for i = 1, ... ,C, the C Gauss Newton-systems for the search direction df E ]Rl1x: where V 2 1t (x;_ NI Jdj -V 11 (x;_ NI J T F/ (x; -Nlt ) (17)
Step 3: In parallel, for i = 1, ... , C, determine the step length £/ > 0 using a line search and make Newton-step update with A iterations (with the inclusion of Step 2):
Step 3. 1: Pick the point x i-Ni t ' ... ,f -NI I with minimum cost function value as the current estimate X t-Nlt.
Step 3.2: Let t +-t + 1, update with new data samples if available, and go to Step l.
D

Remarks
•
In step 1, the number of initial points C for the parallel computation is chosen as C = 2nx + 1, however the design of � can be relaxed to a region where the optimal solution is likely to be found (hoping that this may lead to a negative jump in cost function value). Such relaxation can lead to a significant reduction of the initial points with lower C number. On the other side, one should maintain a significant diversity among the initial points such that there is a chance for the solution to escape if trapped in a local minimum. 
Step 2 is naturally parallelized on C cores. If the num ber of available cores is much larger, one may achieve more efficient utilization of the processing resources by also parallelizing computation of gradient, and the linear algebraic methods for solving the Newton-system.
• While
Step 3 is naturally parallelized on C cores, further parallelization can be applied to the line search algorithm.
• State constraints of the form X = {x E ]Rl1x, c(x) :s; O} for some smooth function c, can be included by replacing (17) with the Karush-Kuhn-Tucker (KKT) conditions. They are in general a mixture of equations and inequal ities, and iterative approaches with additional mecha nisms are generally needed to convert these into a set of equations at each iteration [14] .
V. SIMUL ATIONS
In the following section, the simulation is performed to demonstrate the algorithm on the dynamical system data generated by the simulation of a nonlinear state-space model
The state-space model consists of the nonlinear ordinary dif ferential equation (ODE) system with the state Xl, unknown parameter X 2 , input U, state process noise Zl, parameter process noise Z 2 and continuous measurement y of Xl with the continuous measurement noise v. The main goal of the simulation scenario is to investigate performance with a sudden change of the operating point. The fast system transient is triggered by the abrupt changes of parameter X 2.
The ODEs are solved numerically, where in the following experiments the explicit Heun's method [20] is used. The data are generated through the procedure for calculating the numerical solution to the initial value problem defined by the deterministic part of Eq. (21) with the initial condition of the state vector Xo, Square Error (RSE) computed for each state as
where k = 1,2, n = lOO, el,l = YI -Xl,1 and e2,1 = X2,1 -X 2, 1' b) Estimation results with sequential computation, C = 1: Before any parallel computations are performed, the single-processor with sequential computations is evaluated in Figure 4 . In this experiment the influence of pre-filtering on convergence is demonstrated. It can be seen that with the pre-filtering on (case "a"), the convergence during transients is retarded compared to the case with the pre-filtering off (case "b"), however in this case the estimates of Xl and X2 are more sensitive to the process noise. Improved filtering and rate of convergence is achieved when the pre-filtering is turned off during the transients (case "c"). The RSE index is computed and displayed in Table II . The cost function value is monitored during the computations and when it gets over the threshold value Dr, the gain parameter e changes to its off-value. The monitored cost function value with the threshold is shown in Figure 5 . The influence of the number of iterations is shown on parameter X2, in Figure 6 , where it can be seen that three iterations have better converge rate of X2 than one iteration. c) Estimation results with parallel computation, C = 3:
In the parallel computations, fast estimates of the state Xl and parameter X2 during the transients is shown in Figure 7 . This figure compares the influence of different step-sizes �. The   0.06 ,------,-----,-----r----r------- performance is compared for the step-size � = 1 (case "a") and � = 2 (case "b"), while the best performance is achieved for � = 3 (case "c"). This is however a scenario where the algorithm can perform a "perfect jump" because the magnitude of change in the simulated system is exactly three. Such a step-size would be suitable for a parameter which randomly but repetitively changes between two constant values. The RSE index is computed and displayed in Table  III . The jumping logic among solutions from different proces sors for the case "a" (step-size � = 1) is shown in Figure   8 . Each parallel estimation started from a different initial point ends with a point which is evaluated in a cost function.
--single-processor 
VI. CONCLUSION AND FUTURE WORK
This work demonstrates a novel approach and formulation of parallel optimization for an efficient moving horizon esti mation. The efficiency lies in a strategy for evaluating several candidate initialization points and in the proposed parallel numerical optimization strategy that is based on the Gauss Newton method. The simulation experiment demonstrates that the proposed parallelization and synchronization strategy performs more efficiently compared to sequential computa tion where the sequential approach uses more iterations, i.e. same number of computations as the parallel approach but the sequential approach needs more time.
The future work will focus more on the parallelization strategy of scattering the initial points scalability and real time data testing.
ApPENDIX I EXTENDED KALMAN FILT ER (EKF)
The EKF is used as a pre-filter and post-filter, therefore short summary of the assumptions and equations is intro duced in this section. The following algorithm is in the The dynamic system is given by (5) and (6) . The main assumption about the process and the measurement noise is that they have the white noise properties, i. e. sequentially uncorrelated Gaussian distribution with zero mean
where Ql is a process noise covariance matrix and Rl is a measurement noise covariance matrix. The initial condition of the state vector is assumed to be Gaussian distribution Xo <"V N(i t, pt). 
From time instance t -1, the dynamic system (3) The presented EKF algorithm will be generally denoted as (38) for t = 0, 1, ... , where iF : ]Rnx x ]Rn" -+ ]Rnx represents the EKF dynamics. Its shorter notation i�/Yt +l (xi) will also be used when convenient.
