We consider the Cauchy-Dirichlet and Dirichlet problems for the nonlinear parabolic 
Introduction
In this paper we consider the nonlinear parabolic equation The mathematical theory of degenerate parabolic equations begins with paper [21] , where the first existence, uniqueness and regularity results, as well as some qualitative properties of solutions of different initial and boundary value problems for general diffusion equation There has been a considerable amount of published work on this subject during the last four decades. For a general study we can refer to the survey articles [3, 17, 22, 25] in the case of the porous medium equation and to article [17] in the case of general nonlinear parabolic equations with implicit degeneracy. However in paper [21] and in many of the papers which followed, the boundary-value problems were investigated in cylindrical domains, and at least in the onedimensional case, there is now a complete picture of the general theory (existence, uniqueness, regularity and comparison results) of these problems for the reaction-diffusion equation (1.1).
As to boundary-value problems in non-cylindrical domains with non-smooth boundaries, there is a complete picture only in the case of the heat equation (1.2) . To explain, consider a Dirichlet problem for the heat equation u t = u xx in E = (x, t) : φ 1 (t) < x < φ 2 (t), 0 < t ≤ T , (1.2) u(x, 0) = u 0 (x), φ 1 (0) ≤ x ≤ φ 2 (0), (1.3) u(φ i (t), t) = ψ i (t), 0 ≤ t ≤ T, (1.4) where 0 < T ≤ +∞, φ i , ψ i ∈ C[0; T ], φ 1 (t) < φ 2 (t) for t ∈ [0; T ] and u 0 ∈ C ([φ 1 (0); φ 2 (0)]) and u 0 (φ i (0)) = ψ i (0), i = 1, 2. Gevrey [13] 
where c is a suitable negative constant. In [23] a necessary condition was also derived which is close to the sufficient one but still differs slightly.
Let φ ∈ C[0; T ] and for any fixed t 0 > 0 define the functions [5] ).
In [19] , a necessary and sufficient condition for regularity of a boundary point in the Dirichlet problem for the heat equation in arbitrary spatial dimension has been announced. However, the complete proof of the results from [6] has not been published. In [4] similar results were proved for a class of one-dimensional nonlinear degenerate parabolic equations with mean curvature operator. This class of equations has no relationship to that of reaction-diffusion equations (1.1).
In this paper we are interested in Cauchy-Dirichlet and Dirichlet problems to equation (1.1).
Let us formulate the problems:
I. The Cauchy-Dirichlet problem (CDP): find a solution of equation (1.1) in
with conditions 8) where 
for any finite T 1 ∈ (0; T ].
(b) for any finite t 0 , t 1 such that 0 ≤ t 0 < t 1 ≤ T and for any C ∞ functions µ i (t),
, the following integral identity holds
where
is an arbitrary function that equals zero when x = µ i (t), t 0 ≤ t ≤ t 1 , i = 1, 2.
Definition 1.2 We shall say that the function u(x, t) is a solution of DP in E if
(a) u is non-negative and continuous inĒ, satisfying (??), (??), (b) for any finite t 0 , t 1 such that 0 ≤ t 0 < t 1 ≤ T and for any C ∞ functions µ i (t),
integral identity (??) holds, where f ∈ C 2,1
is an arbitrary function that equals zero
Furthermore, for both problems, we assume that 0 < T ≤ +∞ if b ≥ 0 or b < 0 and 0 < β ≤ 1, and T ∈ (0; T * ) if b < 0 and β > 1, where
ε > 0 is an arbitrary sufficiently small number.
In Section 2 we consider a CDP. In Section 2.1 (Theorem 2.1) we prove that there exists a solution of CDP if for each t 0 > 0 there exists a function F (δ) such that F is defined for all positive and sufficiently small δ, F is positive and convergent to 0 as δ → +0 and
Furthermore, this assumption will be called assumption (L). In particular, the assumption 
If the initial and boundary data have a positive infimum under the assumption (L) on the curve s, there is also uniqueness in the case when a > 0, m > 0, b < 0, 0 < β < 1 (see In Section 3 we consider DP. In Section 3.1 (Theorem 3.1) we prove the existence of a solution of the DP, if φ 1 satisfies assumption (L) and φ 2 satisfies assumption (R), that is to say, for each t 0 > 0 there exists a function F (δ) as before, such that 12) for sufficiently small positive δ. In particular, the assumption (R) is satisfied if at every fixed point t 0 > 0, φ 2 is a left-upper-Hölder continuous with Hölder exponent ν > 
From these results it easily follows that under the conditions (a) and (b), the solution of the DP is unique even if there exists a finite number of points t i , i = 1, . . . , k such that It should be noted that the methods we use are essentially standard: parabolic regularization, Holmgrem's method, construction of barriers. These methods have been developed during the last three decades due to papers [21, 16, 14, 18, 7, 15, 24] etc. The most difficult step is the proof of continuity of the constructed limit solution to CDP or DP up to the nonsmooth boundary.
This step is proved by using the classical method of barriers and a limiting process. It should also be mentioned that our assumptions made on the boundary curves and boundary data are more general than those made in [6] .
A particular motivation for this work arises from the problem about the evolution of interfaces, and the local behaviour of solutions near the interface, in problems for equation (1.1) .
In a recent paper [1] , barrier techniques using standard comparison theorems in cylindrical domains have been applied to this problem. As a result, explicit formulae for the interface and for the local solution have been derived, but only in particular cases when the small-time behaviour of the solution has a uniform character near the interface. In many cases,however, the latter has a non-uniform behaviour. By constructing local barriers it is possible to prove similar results in these cases as well, but only if there is a comparison theorem for equation
(1.1) in a non-cylindrical domain with a boundary curve which has the same kind of behaviour as the interface. In many cases this may be non-smooth and characteristic at the origin. Using the results of this paper, a full description of the evolution of interfaces and of the local solution near the interface for all relevant values of parameters is presented in a paper [2] .
The Cauchy-Dirichlet Problem

Existence
In this section we shall suppose that a > 0, m > 0, b ∈ R 1 , β > 0. Our purpose is to prove the following theorem. 
where D n = (x, t) : s n (t) < x < r n , 0 < t ≤ T n and
Without loss of generality, we may suppose that
If we introduce new variables r n (x − s n (t)) (r n − s n (t)) −1 → y, t → t, then (??)-(??) will be transformed to the problem
follows that there exists a unique classical solution v = v n (y, t) of the problem (2.4)-(??) such
Therefore, the function u n (x, t) = v n r n (x − s n (t))(r n − s n (t)) −1 , t is the classical solution
The next step consists in proving the uniform Hölder continuity of the sequence u n on every
Consider a sequence of compacts
where k is a monotonic sequence such that
Obviously, for each fixed k there exists a number
where M 1 (k) is a constant which depends on k and does not depend on n. The estimation (??) may be proved by Bernstein's method, for example in the form given in [24] . It implies that
where α = min(1; m −1 ). It is well-known from (??) that the Hölder estimate follows with respect to time variable as well. As a matter of fact the following Hölder estimate may be proved exactly as it is proved in [24] 
Thus {u n } , n ≥ n(k) is uniformly bounded and equicontinuous in D (k) . It should be pointed out that the equicontinuity of the sequence {u n } in D (k) may be established by using more general results of [8] . From (??), (??), by a diagonalisation argument and the Arzela-Ascoli theorem, we may find a subsequence n and a limit functionũ ∈ C(D) such that u n →ũ as n → ∞, pointwise in D, and the convergence is uniform on compact subsets of D. Obviously, It remains only to prove the continuity of u(x, t) at the points (s(t), t), t ≥ 0. For that, first
Obviously the function u(x, t) satisfies the integral identity (??
The sequence {v n } converges to v as n → +∞ pointwise inD and the convergence is uniform on compact subsets of D . Continuity of the function u(x, t) at the points (s(t), t), t ≥ 0 is equivalent to continuity of the function v(y, t) at the points (0, t), t ≥ 0.
If t 0 ≥ 0 and ψ(t 0 ) > 0, we shall prove that for arbitrary sufficiently small ε > 0 the following two inequalities are valid
(2.14)
As ε > 0 is arbitrary, the continuity of v(y, t) at the boundary point (0, t 0 ) follows from (??), (??). If ψ(t 0 ) = 0, then it is sufficient to prove (??), since (??) (with ε = 0 in the right-hand side) directly follows from the fact that v is non-negative inD .
Let ψ(t 0 ) > 0. Take an arbitrary ε ∈ (0; ψ(t 0 )) and prove the inequality (??). Consider a
f (ζ) = M 1 (ζ/hif b≤ 0, we take the two cases:
we take the two cases:
If b > 0 we take six different cases (as shown in Figure 1 ). 
and we assume that the curve s satisfies condition (??) at the point t 0 for
easily be checked that it follows that 
As before, from (??), it follows that we can choose and fix µ 1 ≥ µ 0 so large that if µ ≥ µ 1 then (??) is valid. Let t 0 > 0. Since ψ(t) is continuous there exist the numbers µ 2 ≥ µ 1 and δ 1 such
2 ≤ t ≤ t 0 +δ 1 , where, if t 0 = T (and T is finite), we choose
the neighbourhood of t 0 . Since ω n (0, t 0 ) = ψ(t 0 ) − ε and f is continuous and the sequence {s n } uniformly converges to a continuous function s as n → +∞, for ∀ fixed µ ≥ µ 2 there exists a number δ 2 = δ 2 (µ, ε) ≤ δ 1 which does not depend on n and a number
(we choose δ 2 = 0 if t 0 = T and δ 2 > 0 if t 0 < T ). Now suppose that t 0 > 0 and consider
Since the sequence {s n } uniformly converges to s as n → +∞, we may suppose without loss of generality that ω
If t 0 = 0 we choose and fix µ 2 ≥ µ 1 and N 2 ≥ N 1 so large that if µ ≥ µ 2 and n ≥ N 2 then
Obviously, η n → 0 as n → ∞ uniformly with respect to µ ≥ µ 2 . Then we set
we may choose and fix µ 3 ≥ µ 2 so large that for arbitrary µ ≥ µ 3
Without loss of generality we may suppose that if T = +∞ then for arbitrary fixed µ ≥ µ 3
Let us now compare ω n (y, t) and v n (y, t) in Ω n for fixed µ ≥ µ 3 and for n ≥ N 3 (µ, ε):
If t 0 = 0 we also have
We can now apply the maximum principle. Obviously, ω n is a smooth function inΩ n . Moreover, ω n is bounded away from zero inΩ n by ε γ n . Consider a function z(y, t) = v n (y, t) − ω n (y, t).
Since z ≥ 0 on the parabolic boundary of Ω n , by applying maximum principle it follows that z ≥ 0 inΩ n . Let P = (y, t) : 0 < y < y 0 , 0 < t ≤ t 0 + δ 2 , where 0 < y 0 < r n and Ω n ⊂ P ⊂ D n for µ ≥ µ 3 and n ≥ N 3 . Letω n (y, t) = ω n (y, t) inΩ n ; ε γ n inP \Ω n . Since v n ≥ ε γ n inP , we haveω n (y, t) ≤ v n (y, t) inP . In the limit n → +∞ we have
and Ω = (y, t) :
Obviously, we have
Hence, from (??), (??) follows.
Let us now prove (??). LetM = ψ 1 (t 0 +δ), whereδ > 0, is so small that the function ψ 1 is defined and continuous at the point t 0 +δ. Take an arbitrary ε > 0 such that ψ(t 0 ) + ε <M .
As before, consider a function
and α is an arbitrary number such that 0 < α < m −1 . If t 0 > 0 then we choose
and as before, we assume that the curve s satisfies the condition (??) at the
We consider a function
, where λ 1 is a positive number such that
Let us transform L n ω n :
if α < 1, and
Since µh 1 (µ) → 0 as µ → ∞, we can choose and fix
where, if t 0 = T (and T is finite), we choose δ 1 = 0 and if
is some number such that t 0 + δ 1 < T . If t 0 = 0 then we choose δ 1 = δ 1 (ε) > 0 such that
Let us now estimate ω n (0, t) in the neighbourhood of t 0 .
Since ω n (0, t 0 ) = ψ(t 0 ) + ε and f is continuous and the sequence {s n } uniformly converges to a continuous function s as n → +∞, there exists a number 0 ≤ δ 2 = δ 2 (µ, ε) ≤ δ 1 which does not depend on n and a number
(we choose δ 2 = 0 if t 0 = T and δ 2 > 0 if t 0 < T .) Now suppose that t 0 > 0 and consider
As before, we may suppose that
then we have
If t 0 = 0 we choose µ 2 ≥ µ 1 and N 2 ≥ N 1 so large that if µ ≥ µ 2 and n ≥ N 2 , then
Then we set Ω n , Λ n , ξ n as before, by replacing h and η n with h 1 and 0 respectively. We then derive (2.19)-(2.21), replacing M 3 and N 3 with M 7 and N 2 respectively.
Let us now compare ω n (y, t) and v n (y, t) in Ω n for fixed µ ≥ µ 3 and for n ≥ N 2 . We have
Consider a function z(y, t) = v n (y, t) − ω n (y, t). Since z ≤ 0 on the parabolic boundary of Ω n , by applying maximum principle it follows that z ≤ 0 inΩ n . As before, consider a rectangular P , where 0 < y 0 < r n and Ω n ⊂ P ⊂ D n for µ ≥ µ 3 and n ≥ N 2 . Let
Since v n (y, t) ≤M inP , we haveω n ≥ v n inP . In the limit as n → ∞, we have
where 
Uniqueness
Throughout this section we shall suppose that the boundary curve s satisfies the assumption (L).
Theorem 2.2 Let a > 0, m > 0 and either
then the solution of the CDP is unique.
P roof. Suppose that g 1 and g 2 are two solutions of CDP. Lett ∈ (0; T ] be an arbitrary finite number. We shall prove uniqueness by proving that for some limit solution u = lim u n the following inequalities are valid
for every t ∈ (0;t ] and for every ω ∈ C ∞ 0 (s(t); +∞) such that |ω| ≤ 1. Obviously, from (2.24) it follows that g 1 = u = g 2 for s(t) ≤ x < +∞, 0 ≤ t ≤t, which implies uniqueness in view of the arbitrariness oft.
Let t ∈ (0;t ] be fixed and let ω ∈ C Let χ(x) = Kx γ for x ≥ 0 (see the proof of the Theorem 2.1). Suppose also that the sequences {r n }, {s n } satisfy, in addition to the conditions from Theorem 2.1, the following: 
x,t (R n ) such that f = 0 for x = s n (τ ) and x = r n , 0 ≤ τ ≤ t. Let u = lim u n be a limit solution of CDP constructed in the proof of Theorem 2.1. We have
If b ≥ 0 then we transform (2.26) as follows.
dθ,
We assume that
where L stands for A to C, respectively. If b < 0 then we transform (2.26) as follows.
where A n , B n , A k n , B k n are the same as before (it should be stressed that γ = 1 if b < 0). 
The existence and uniqueness of the classical solution to (2.31) follows from [10] . The solution f = f (x, τ ) has the following properties 
where the constant M * does not depend on k.
The proof of I-V is standard and based on the maximum principle (see e.g. [7, 16, 18, 24] ).
Let us prove property V. Assume that
e n =ē = min 2δ; B
Obviously, s n (t) + e n /2 < p, and s n (τ )+e n /2 < r n for 0 ≤ τ ≤ t, if n is chosen large enough. If b > 0 consider a function
, if n is chosen large enough. It follows that f 1 cannot attain its maximum inR 2n at some point of R 2n . Since
the function f 1 attains its maximum inR 2n on the whole curve x = s n (τ ), 0 ≤ τ ≤ t.
That is to say f 1x s n (τ ),
which implies V. If b = 0, the same arguments may be applied to the function
If b < 0 then we first consider a function f 1 = exp B 0 (τ − t) f . Then we apply the same arguments to the function 
By using the properties I-VI we estimate the right-hand side of (2.33) as follows:
In view of VI we have lim 
wheres is an arbitrary number such thats ≤ min 0≤τ ≤t s n (τ ), n = 1, 2, . . . . By using these estimates in (??) and passing to the limit first with respect to k → +∞ and then with respect to n → +∞ from (??), (??) follows. The theorem is proved.
Theorem 2.3 Let
a > 0, b < 0, m > 0, 0 < β < 1. Then if u 0 (x), ψ(t) ≥ δ > 0 for (x, t) ∈ [0; +∞) × [0; T ],(2.
34)
then the CDP has a unique solution.
From (2.34) and from the proof of the Theorem 2.1 it easily follows that the constructed solution of the CDP satisfies
Hence u is a classical solution (see Remark 2.1) and uniqueness of the solution immediately follow from the maximum principle.
Comparison Theorem
In this section we shall prove the comparison theorem for solution of the CDP.
Definition 2.1
We shall say that the function g(x, t) is a supersolution (respectively sub-
(a) g is non-negative and continuous inD and g ∈ L ∞ (D ∩ (t ≤ T 1 )) for any finite T 1 ∈ (0; T ], (b) for any finite t 0 , t 1 such that 0 ≤ t 0 < t 1 ≤ T and for any C ∞ functions µ i (t),
the integral inequality
holds where f ∈ C 2,1
The next lemma gives a sufficient condition for super-or subsolutions. 
Lemma 2.1 Let g be a non-negative and continuous function inD belonging to C
at the points of D, where g ∈ C 2,1
P roof. Let D 1 be given and take non-negative f ∈ C 2,1 
P roof. First, prove the theorem for supersolutions. The proof is similar to the proof of uniqueness. Suppose on the contrary that g(x * , t) < u(x * , t) for some (x * , t) ∈ D. The continuity of g and u implies that g(
is chosen such that s(t) < x * − µ. Then we take an arbitrary function ω ∈ C ∞ 0 (s(t); +∞) such that
Our goal will be achieved if we prove the inequality
which is a contradiction of our assumption. To prove (??), first we construct a sequence {u n } as in the Theorems 2.1 and 2.2. Since u is a unique solution of CDP we have u = lim u n .
Since g is a supersolution of equation (1.1) in R n and u n is a solution of equation (2.1) in R n , we have instead of (??)
Then instead of f in (??) we take the classical solution of the problem (2.31). Since ω is a non-negative function, from the maximum principle it follows that f ≥ 0 for (x, τ ) ∈R n and hence f x (s n (τ ), τ) ≥ 0 for 0 ≤ τ ≤ t. By using this, from (2.36) and (2.38), (2.37) follows.
The proof coincides with the proof given in the uniqueness Theorem 2.2. The proof for the subsolution is similar. The theorem is proved. 
The Dirichlet Problem
Existence
In this section we shall suppose that a > 0, m > 0, b ∈ R 1 and β > 0. P roof Let the sequences {ε n }, {T n } be chosen as in the proof of Theorem 2.1. Suppose that {φ in }, i = 1, 2 are arbitrary sequences of functions such that 
where the constant θ b and the function χ are the same as in the proof of Theorem 2.1.
Consider the auxiliary problem
→ y, t → t, then (??)-(??) will be transformed to the The sequence {u n } is uniformly bounded and equicontinuous on every compact subset of E.
The proof completely coincides with the proof given in that of Theorem 2.1. As before, by a diagonalization argument and the Arzela-Ascoli theorem we may find a sub-sequence n and a limit functionũ ∈ C(E) such that u n →ũ as n → +∞, pointwise in E, and the convergence is uniform on compact subsets of E. Obviously,ũ ∈ L ∞ (E) if b ≥ 0 or b < 0 and β > 1 and It remains only to prove the continuity of u(x, t) at the points (φ i (t), t), t ≥ 0. For that, If t 0 ≥ 0 and ψ 2 (t 0 ) > 0, it is enough to show that for arbitrary sufficiently small ε > 0 the following two inequalities are valid
Because ε > 0 is arbitrary, from (??) and (??), the continuity of v at the boundary points (H, t 0 ) follows. If ψ 2 (t 0 ) = 0, however, then it is sufficient to prove (??), since (??) (with ε = 0 in the right-hand side) directly follows from the fact that v is non-negative inĒ .
Let ψ 2 (t 0 ) > 0. Take an arbitrary ε ∈ (0; ψ 2 (t 0 )) and prove the inequality (??). The proof is similar to that of (2.13). Consider a function
and by choosing the value of α appropriately we divide the analysis into different cases, as in the proof of Theorem 2.1 (see also Figure 1 if b > 0). We then choose h, M i , i = 1, 3, as in the proof of (2.13) (replacing ψ by ψ 2 ), and similar analysis leads to the following estimation
and d t 0 (µ), η n are defined as before. Since φ 2 satisfies (1.12), for arbitrary µ fixed and large enough, there exists N = N (µ) such that ζ n (t 0 − µ −2 ) > H for n ≥ N . In the final limit as n → +∞, we have
0, (y, t) ∈Ē \Ω
Hence, from (??), (??) follows. The proof of (3.8) is similar to the given proof of (3.7) and to that of (2.14), therefore we omit it. Thus we have proved the continuity of the limit solution at the boundary points (φ 2 (t), t), t ≥ 0. The proof of continuity of the limit solution at the points (φ 1 (t), t), t ≥ 0 is similar to the given proof and to the proof of continuity of the limit solution to CDP on the boundary curve (s(t), t), t ≥ 0. The theorem is proved.
Uniqueness and Comparison Results
In this section we shall suppose that the boundary curve φ 1 (respectively φ 2 ) satisfies the assumption (L) (respectively assumption (R)). 
P roof
The proof is similar to the proof given in the case of CDP (Theorem 2.2). Suppose that g 1 and g 2 are two solutions of DP. Lett ∈ (0; T ] be an arbitrary finite number. As before, uniqueness will be proved by confirming that for some limit solution u = lim u n the following inequalities are valid
for every t ∈ (0;t ] and for an arbitrary function ω ∈ C ∞ 0 φ 1 (t); φ 2 (t) such that |ω| ≤ 1. Let (2.25) be valid with φ 1 (t) < p < q < φ 2 (t). Suppose that χ(x) = Kx γ for x ≥ 0 (see the proof of Theorem 3.1). Take an arbitrary sequence of real numbers {δ } such that
Suppose also that the sequences {φ jn }, j = 1, 2, in addition to conditions from the proof of Theorem 3.1, satisfy the following properties:
(the possibility of which follows from (1.13))
Without loss of generality we may assume that φ 1n (t) < p < q < φ 2n (t), n = 1, 2, . . . ;
δ < t, = 1, 2, . . . . Since the proof of (??) is similar for each i, we shall henceforth write
Let u = lim u n be the limit solution of DP constructed in the proof of Theorem 3.1. We have
If b ≥ 0 we transform (??) as follows
where A n , B n , C n are the same as in the proof of Theorem 2.2. As before, assume that A k n , B k n , C k n , k = 1, 2, . . . are C ∞ approximations of A n , B n , C n , respectively, inĒ 1n and that they satisfy (2.28). If b < 0 then we transform (??) as follows A n − A k n f xx − B n − B k n f (u n − g) dx dτ, (3.12b) where A n , B n , A k n , B k n are the same as before. Since u n satisfies (2.8), the estimations (2.30)
are valid in this case as well (note that γ = 1 if b < 0). Then consider a problem The proof is similar to that given in the case of problem (2.31). Let us consider (3.12) with J i . (3.14)
To estimate the right-hand side of (3.14) we can now use properties I-III. Obviously from I and III it follows that lim Obviously u n , x ∈ R 1 is bounded uniformly with respect to n, . By using property I we have u(x, δ ) − g(x, δ ) dx.
By using these estimations in (3.14) and passing to the limit first with respect to k → +∞ then with respect to n → +∞, from (3.14) it follows that The proof is similar to that of the Theorem 2.3 (see also Remark 2.1).
Finally, we present the following comparison result (see Remark 2.3 in Section 2.3). As in the case of Theorem 2.4, the proof is similar to that of the uniqueness Theorem 3.2. 
