This paper develops a model for the forward and spot exchange rate which allows for the presence of a Markov switching risk premium in the forward market and considers the issue of testing for the unbiased forward exchange rate (UFER) hypothesis. Using US/UK data, it is shown that the UFER hypothesis cannot be rejected provided that instrumental variables are used to account for within-regime correlation between explanatory variables and disturbances in the Markov switching model on which the test is based.
Introduction
Testing the unbiased forward exchange rate (UFER) hypothesis, that is the hypothesis that the forward foreign exchange rate is an unbiased predictor of the corresponding spot exchange rate, has attracted considerable amount of interest in the literature. The results concerning its empirical validity have however been rather mixed. For example, Engel (1996) surveyed studies which have assumed rational expectations and attempted to attribute the forward rate bias to a foreign-exchange risk premium. His main conclusion was that standard general equilibrium models are unsuccessful in explaining the magnitude of the risk premium and, also, the empirical failure of the unbiasedness hypothesis.
The aim of the present paper is to offer a possible explanation for the rejection of the UFER hypothesis that is often reported in the empirical literature. In particular, we exploit an implication of the consumption capital asset pricing model (CAPM) under structural changes in consumption to reconcile this empirical evidence with general equilibrium models. The motivation for this approach is the empirical finding that consumption dynamics can be characterised successfully by models that allow for structural changes that are driven by a Markov process (see, e.g., Cecchetti et al., 1990; Hall et al., 1997) . When combined with the hypothesis of timevarying risk premium, such dynamic behaviour for consumption implies that the risk premium itself is subject to Markov changes in regime.
Allowing for the presence of a Markov switching risk premium leads to a model for the spot rate and the forward premium whose parameters switch stochastically between regimes. A difficulty with such a model, however, that the right-hand side variables are correlated with the disturbances within each regime. It is, therefore, a plausible conjecture that the standard pseudomaximum likelihood (S-PML) estimator for Markov-switching models (see, e.g., Hamilton, 1994, ch. 22 ) which ignores such correlation is likely be inconsistent. This inconsistency of the S-PML estimator, combined with the often poor quality of conventional asymptotic inference procedures even in situations where the S-PML estimator is consistent (cf. Psaradakis and Sola, 1998) , increases considerably the probability of misleading inferences being drawn form the fitted model.
We argue that one way of overcoming the difficulties associated with within-regime orthogonality failures in Markov-switching models is to use instrumental variables (IV), much in the same way as in single-regime models. Using this approach, we consider the problem of testing the UFER hypothesis using monthly data for the Sterling/Dollar exchange rate. It is demonstrated that, in the context of a model that allows for a time-varying risk premium with Markov regimes is used, the UFER hypothesis cannot be rejected provided that instrumental variables are used to account for the failure of independence between right-hand side variables and disturbances.
Moreover, such a model outperforms the forward rate as a mean of forecasting the spot exchange rate.
To fix ideas and notation, the next section of the paper outlines a simple theoretical model for forward exchange pricing and explains how a Markov switching foreign-exchange risk premium can arise. Section 3 discusses the results of standard regression-based tests of the UFER hypothesis and examines the stochastic properties of the risk premium. Section 4 presents our empirical Markov-switching model and a small-scale simulation study of the properties of the tests of the UFER hypothesis that are used in our analysis. It also reports and discusses the results from a post-sample analysis to enquiry wether the model proposed in the paper could be used to improve the forecast of the spot over the forward. Section 5 summarises and concludes.
Modelling the Forward Exchange Rate
Consider a standard infinite-horizon consumption CAPM model in which the behaviour of the equilibrium real return r on any asset is governed by the Euler condition
where u(·) is the utility function, C t is consumption at date t, β is the discount factor, and
denotes mathematical expectation conditional on information available at date t. Using a similar condition for the real ex post return on a foreign asset, and assuming that purchasing power parity and covered interest parity hold, it is easily shown that
where F t is the one-period forward exchange rate, S t is the spot exchange rate, and P t is the price level. Hence, under the assumption that all the variables in (2) are jointly lognormally distributed, the equation may be rewritten as
where terms on the right-hand side of (3) are typically interpreted in the literature as the sum of the foreign-exchange risk premium and two Jensen inequality terms associated with Siegel's paradox (e.g., Obstfeld and Rogoff, 1996, § 8.7.5).
The basis for many empirical investigations of the behaviour of the forward exchange rate is a simplified version of (3) associated with the so-called UFER hypothesis. The latter states that
and
with (5) representing the assumption of rational expectations (so {η t+1 } is a martingale-difference relative to the information set {s m , m 6 t}). Since {s t } and {f t } are typically found in practice to be best described as integrated processes of order one which cointegrate with cointegrating parameter unity, (4)-(5) are often expressed as
where ∆ is the differencing operator defined by ∆y t = y t −y t−1 . In this representation, the UFER hypothesis is equivalent to α = 0 and β = 1. 1 Under the UFER hypothesis, the logarithm of the forward rate provides an unbiased forecast of the logarithm of the future spot exchange rate.
A common empirical finding, however, is that β < 1 in (6) (see Engel, 1996) . A number of explanations for the empirical failure of this simple model have been offered in the literature leading to the conclusion that the UFER assumption is inappropriate probably because of a breakdown of the rational expectations and/or risk neutrality on the part of economic agents.
In such cases, a common strategy is to investigate a "weaker" form of the UFER hypothesis in which the forward rate contains a component which varies randomly over time. Thus, (4) is replaced by
in which the forward exchange rate is the sum of the expected future spot rate and a timevarying premium component v t which may represent compensation for risk-averse speculators in the forward market for holding a net position in foreign exchange. 2 Many researchers have also shown that the evolution of consumption over time can be described well by dynamic models the parameters of which depend on the state of an (exogenous)
finite Markov chain (e.g., Cecchetti et al., 1990; Hall et al., 1997) . When combined with the hypothesis of time-varying risk premia, such dynamic behaviour for consumption implies that the risk premium itself is subject to Markov structural changes. To illustrate, let us assume that
where {ζ t } is white noise and {x t } are regime-indicator variables, independent of {ζ t }. Assume further that nature selects regime at date t with a probability that depends on what regime nature was in at date t − 1, so that {x t } form a time-homogeneous first-order Markov chain on {0, 1} with transition probabilities
1 Since this hypothesis is the consequence of the assumption that market participants use available information efficiently, the hypothesis is sometimes stated in a stronger form in which the forward rate is an unbiased prediction of the future spot rate and the associated prediction errors are serially uncorrelated. 2 In terms of our theoretical model,
In the remainder of the paper we shall refer to vt as the risk premium even though, as mentioned before, it also incorporates two Jensen inequality terms.
Then, it is not difficult to show that, conditionally on x t = 0, the solution for the forward rate is
while, conditionally on x t = 1, the solution is
where
This clearly leads to a model with a risk-premium process which is subject to Markov regimeswitching. Hence, one may think of the UFER hypothesis as being represented by (7) but with {v t } following a stochastic processes with parameters that are subject to Markov changes.
As we shall argue in the sequel, such a characterization of the foreign-exchange risk premium is consistent with the empirical evidence obtained from our data set.
Testing the UFER Hypothesis
The data set used for our empirical analysis consists of 164 end-of-month observations on the natural logarithm of the spot and forward (thirty-day rate) Sterling/Dollar exchange rate for the period from January 1987 to August 2000 (the time series of the spread f t − s t is shown in Figure 1 ). In agreement with other studies, the spot and forward exchange rates are found to be integrated of order one and to cointegrate with cointegrating parameter unity (at least at the 5% significance level). More specifically, the sieve bootstrap t-test for a unit root (in a model with a constant term) proposed by Psaradakis (2001) has a P-value of 0.081, 0.079 and 0.041 for {s t }, {f t } and {f t − s t }, respectively. 3 Starting with the simple model in (6), Table 1 reports the OLS estimates of α and β, along with corresponding standard errors. 4 Evidently, the estimate of β differs markedly from the theoretically correct value of unity. Moreover, the portmanteau Q statistics for the residuals and their squares indicate the presence of nonlinear temporal dependence in the estimated residuals from (6).
If we allow for a time-varying risk premium, as in (7), then it is well-known that the OLS estimates in (6) will be inconsistent. IV estimates of the parameters in (6) are obtained using a constant, f t−1 − s t−1 , f t−2 − s t−2 and f t−3 − s t−3 as instruments 5 . From Table 1 , the estimate 3 The P-values for the tests were obtained from 999 bootstrap replications and the order of the autoregressive sieve used was selected from the range {0, 1, . . . , 12} by means of the Akaike information criterion. 4 Throughout the paper, if the residuals of a model exhibit signs of autocorrelation and/or heteroscedasticity, coefficient standard errors are obtained by using the prewhitened kernel estimator of Andrews and Monahan (1992) in conjunction with the Parzen kernel and their data-based bandwidth selector. 5 The choice of the instruments is based on the significance of their coefficients in the reduced-form regressions for the instrumental variables and on the outcome of Sargan's (1964) test for instrument validity. It is worth noting, however, that very similar results were obtained using a variety of instruments. of β is still significantly different from its theoretical value and the squared IV residuals are autocorrelated. Interestingly, while the hypothesis β = 1 cannot be rejected, the confidence interval for β is very wide and contains negative values of β.
Stochastic Properties of the Risk Premium
In accordance with the theoretical structure in (10)- (11), we argue that an explanation for these rejections of the UFER hypothesis may lie with the risk premium being subject to discrete Markov shifts. To investigate this possibility, we examine the properties of the series {f t −s t+1 }, which is shown in Figure 1 . Since, (4)- (5) imply that
f t − s t+1 must share the same properties with the combined risk premium plus noise process.
Hence, any Markov-type nonlinearities in the risk premium are likely to be reflected in the dynamic behaviour of f t − s t+1 .
To investigate this possibility, we directly test a single-regime AR (1) Moreover, the two-regime models outperform the single-regime ones in terms of the residual diagnostics for non-linear dependence, as can be seen in Table 2 . 6 The P-value is calculated according to the method described in Hansen (1996) , using 1000 random draws from the relevant limiting Gaussian processes and bandwidth parameter M = 0, 1, . . . , 4. In the light of the empirical evidence reported in the previous section, we proceed to model the forward exchange rate under the assumption that the risk premium process is subject to Markov changes in regime. As explained in Section 2, such an assumption is consistent with a consumption CAPM model where consumption is subject to Markov regime-switching.
Empirical Model
Letting {x t } be a time-homogeneous first-order Markov chain on {0, 1} with transition probabilities p = Pr[x t = 1|x t−1 = 1] and q = Pr[x t = 0|x t−1 = 0], we assume that {v t } satisfies the difference equation
where {ε t } is a white noise with zero mean and unit variance, independent of {x t }. 8 Then, (5), (7) and (13) imply that
where (14) can provide the basis for a test of the UFER hypothesis. Notice, however, that s t ,and f t are correlated with the noise term ε * t+1 (in each regime) through η t and ε t . It is, therefore, likely that S-PML estimates of the parameters in (14) will be inconsistent. One way of overcoming the difficulties associated with within-regime correlation between the regressors and the disturbance term is to use some form of IV estimation where the instrumenting equations also have state-dependent parameters.
Our inference procedures are based on the estimation of the following system of equations:
, and Ω t = {(s m , f m ), 1 6 m 6 t}. Thus, in (15) , the UFER hypothesis is equivalent to α = 0 and β = 1. 8 To ensure covariance stationarity of {vt}, it is also assumed that qρ 
Estimation and testing in the context of the Markov switching model in (15)-(17) -where
neither the error terms ξ 1,t+1 , ξ 2t and ξ 3t nor the Markov chain x t are observed -can be carried out by using the a variant of the recursive algorithm discussed in Hamilton (1994, ch. 22), which is presented in the Appendix. This gives as a by-product the sample likelihood function which can be maximized numerically with respect to (α, β, γ 0 , γ 1 , σ 0 , σ 1 , δ
1 , φ 0 , φ 1 , p, q), subject to the constraint that p and q lie in the open unit interval. We refer to estimates obtained from this procedure as IV-PML estimates. 9 .
In Table 3 , we report Gaussian IV-PML estimates of the parameters in (15), along with corresponding asymptotic standard errors. 10 The fitted model is well-specified, having standardized residuals which exhibit no signs of linear or nonlinear temporal dependence. The IV-PML point estimate of β is very close to the value implied by the expectations theory and the hypothesis β = 1 cannot be rejected at the 5% level. Finally, the estimated transition probabilities suggest that the Markov chain that drives changes in regime is highly persistent, so if the system is in either of the two regimes, it is likely to remain in that regime. Figure 2 shows plots of the inferred probabilities of being in the regime represented by x t = 1 at each point in the sample, along with the risk-premium {f t−1 −s t }. 11 It is clear that there were several changes in regime. For example, the filter allocates a high probability of state x t = 0 in the early 1990s, probably caused by the UK's exit from the ERM following disruption on the financial markets.
To evaluate the empirical relevance of the use of the IV-PML estimator, we also estimate the parameters in (14) using the standard algorithm (Hamilton, 1994, ch. 22 ). Thus, in Table 3 we report S-PML parameter estimates for the model
As in the IV-PML case, the fitted model appears to be well-defined. The S-PML estimate of β, however, differs significantly from the value that is consistent with the UFER hypothesis and the hypothesis β = 1 is rejected at the 5% level. We speculate that the most likely explanation of this result is the inconsistency of the S-PML estimator due to orthogonality failure. In the following section we carry out some sampling experiments to investigate the validity of this claim. 9 Note that, in general, the structure of the instrumenting equations (16) and (17) has to be determined empirically. In our case, one lag of each of ft − st and ft−1 − st was found to be enough to produce well-behaved 
A Simulation Study
As mentioned earlier, the presence of f t in the right-hand side of (14) and the replacement of the latent term f t−1 − E t−1 [s t ] by the observed f t−1 − s t mean that the S-PML estimator of the parameters in (18) is likely to be inconsistent. As a means of overcoming the problem, we proposed to use an IV-PML estimator. In this subsection of the paper, we investigate the properties of different estimators using a few sampling experiments. The data-generating process in our simulation study is defined by the equations
where, conditionally on
As before, {x t } is a time-homogeneous first-order Markov chain on {0, 1} with transition probabilities p = Pr[x t = 1|x t−1 = 1] and q = Pr[x t = 0|x t−1 = 0], so our data-generating mechanism is consistent with the UFER hypothesis with a Markov switching risk premium. To ensure the relevance of our simulations, the values of the parameters (ρ xt , σ (11) xt , σ (12) xt , σ 22 , p, q) are chosen on the basis of empirical results obtained with the Sterling/Dollar exchange-rate data. The initial values for s t and f t are historical values from our sample, while the initial value for x t is drawn from its estimated stationary distribution. The experiments proceed by generating artificial time series for s t and f t of length T ∈ {150, 300, 500, 1000}. Then, in each of 1000 Monte Carlo replications, the OLS and IV estimates of the parameters of (6) and the Gaussian S-PML and IV-PML estimates of the parameters of (18) and (15)- (17), respectively, are computed, as well as the value of the t-statistic for testing the null hypothesis that β = 1. For IV and IV-PML estimation, the instruments are (1, f t−1 − s t−1 ) and (1, f t−2 − s t−1 ), respectively. 12 Table 4 reports the mean and standard deviation of the empirical distribution of the four estimators of β, along with the rejection frequencies of the corresponding 5%-level t-type tests for β = 1 (using critical values from the standard normal distribution). The OLS and S-PML estimators are evidently severely biased away from unity, a bias which remains substantial even in samples of 1000 observations. As a consequence, the corresponding t-tests falsely reject the null hypothesis that β = 1 in almost all Monte Carlo replications. Using the standard IV estimator does not rescue the UFER hypothesis, with the bias remaining substantial (probably due to the omitted variable problem) and the test rejection frequency increasing with sample sizes. The IV-PML estimator clearly outperforms all other estimators. Although it is slightly 1 2 We also experimented with alternative sets of instruments with little change in the simulation results.
biased in the smaller sample considered, its bias is a decreasing function of the sample size and the empirical size of the corresponding t-test converges to the nominal 5% value.
In summary, it appears that failure to take into account within-regime correlation between a regressor and the disturbance term in the Markov switching model will result in almost certain rejection of the UFER hypothesis, a problem which can be overcome, to a large extent, by the use of the IV-PML estimator.
A Forecast Exercise
In this subsection we examine how a model that allows for the presence of a time-varying foreignexchange risk premium can be exploited for forecasting purposes. More specifically, assuming that the UFER hypothesis holds (i.e., α = 0, β = 1), we investigate whether taking into account the information contained in the autocorrelation structure of the risk premium yields improvements in the accuracy of out-of-sample forecasts of the forward exchange rate. This exercise is of particular interest since the pricing of a forward rate is based on the best public's forecast of the future spot rate (plus the time-varying covariance whenever the agents are risk averse) and, by investigating the forecast performance of different models, we will be able to assess how the public use available information.
The competing forecasting models under consideration are the following:
The standard model (6) with no risk premium, which implies that
where b s T +1 denotes the one-step-ahead forecast conditional on information available at date T .
(M2) A model with a linear AR(1) risk premium, i.e. s t+1 = f t + γ(f t−1 − s t ) + e t , for which
where b γ is an IV estimate of γ.
(M3) A model with a Markov switching AR(1) risk premium, as in (14), for which
is the IV-PML estimate of (q, p, γ 0 , γ 1 ) and b
Comparison of M2 and M3 with M1 reveals what the loss in terms of forecast performance is from using the simple forward rate as a forecast of the future spot rate in the presence of a time-varying risk premium in the forward market. 1 3 Here we assume that the public's information consists only of observations on the exchange rates.
Forecast comparisons are carried out as follows. For each of 12 subseries {(s 1 , f 1 ), . . . , (s`, f`)} of the data, with`= 152, . . . , 163, we estimate the parameters of the forecasting models and compute the one-period-ahead forecast and the associated forecast error. Based on these 12
forecast errors, we then compute traditional loss measures, which include the mean squared error (MSE), the root mean squared error (RMSE), the mean absolute error (MAE), the mean squared percent error (MSPE), the root mean squared percent error (RMSPE), and the mean absolute percentage error (MAPE). In addition, we also calculate Theil's inequality coefficient. Table 5 summarises the results of the forecast comparisons. The results are all in favour of the M3. Based on the MSE and the MSPE criteria, there is a loss of 9% when M2 is used against the M3 specification and 5% against the forward rate (M1). The other criteria tell the same story. Turning to M3, the results indicate a gain of 4% against the forward rate using the MSE and MSPE, and similar results are obtained using the other accuracy criteria.
In summary, it appears that using a linear model, which incorporates a time-varying risk premium, does not improve on the simple forward rate. On the other hand, the fact that M3
improves over M1 represents evidence in favour of our model since the forecast of the future spot rate, given by the forward rate, omits the information contained in the conditional covariance which has a Markov structure and it is not captured by the linear model.
Summary
In this paper, we have considered the problem of testing the UFER hypothesis in the presence of structural instability. Our analysis has been based on a theoretical model which allows for the presence of a time-varying risk premium in the forward market and Markov regime-switching behaviour in consumption. Under these conditions, the risk-premium process itself is subject to Markov changes in regime. As a consequence, a model for the spot rate and premium has parameters that depend on the state of nature and explanatory variables which are correlated with the disturbances. It is, therefore, reasonable to expect the S-PML estimator for Markovswitching models to be inconsistent, and have argued that valid inference requires the use of an estimator like the IV-PML estimator discussed in this paper and in Psaradakis et al. (2001) .
Using such inference procedures, we have shown that the UFER hypothesis cannot be rejected for the Sterling/Dollar forward and spot exchange rates. We have also carried out a few Monte
Carlo experiments which have demonstrated that, even if we account for structural breaks, failure to take in account the orthogonality failure within regimes will almost certainly result in the rejection of the UFER hypothesis. Finally, we have shown that the proposed Markov switching model provides more accurate forecasts of the spot exchange rate than the forward rate.
In closing, it is worth pointing out that the inference procedures discussed in this paper have applications beyond the context of testing the UFER hypothesis. A leading example is the rational expectations theory of the term structure of interest rates. This theory implies that, if economic agents are risk-averse, there is a time-varying risk premium, and consumption evolves as a Markov switching process, the risk premium will be subject to Markov changes. Under these conditions, the models typically used to test the expectations hypothesis (e.g., Mankiw
and Miron, 1986) will not only have regime-dependent parameters but will also have explanatory variables which are correlated with the disturbances within each regime. Correct inference in the context of such models would require, therefore, the use of an estimator like the IV-PML estimator (cf Psaradakis et al., 2001 ).
Appendix: IV-PML Estimation
Estimates of the parameters of regime-switching models are obtained using procedures which are similar to those described in Hamilton (1994, ch. 22 ). In the case of IV-PML estimation, the regressors are instrumented and the reduced-form regressions for the instruments have state-dependent parameters. The conditional probability density function of the data w t = (∆s t+1 , f t − s t , f t−1 − s t ) 0 given the state x t and the history of the system can thus be written as
Here,
1 , φ 0 , φ 1 , p, q) 0 . Q(k) is the residual Ljung-Box statistic at lag k, Q 2 (k)
is the squared-residual Ljung-Box statistic at lag k, and t(β = 1) is the t-statistic for the hypothesis β = 1. Figure 1 : Premium (f t − s t+1 ) and Spread (f t − s t ). 
