INTRODUCTION
A continuing and developing program for the evaluation of the performance of the various techniques utilized in predicting the future course of hurricanes has been in existence a t the National Hurricane Center (NHC) , Miami, Fla., for several years. Sufficient data have now been accumulated to permit meaningful conclusions to be drawn as to the relative merits of some of the numerous systems which have been used to forecast hurricane motion. I n this paper, attention will be focused on the performance of eight such techniques during the years 1959-64, although not all methods were used throughout the entire period. The first part deals with a number of statistical measures of the forecast errors. The second part presents verification information in the form of probability ellipses for four levels of probability, namely, 20, 40, 60, and 80 percent.
It is not the purpose of this paper to discuss in detail the forecast techniques which have been evaluated, since most of these have been described elsewhere [4, 5 , 8, 9, lo]. However, in order to facilitate reading of the paper a brief summary of the main features of each method will be given. The methods range from simple straight-line extrapolation to numerical prediction with a simple barotropic model. Several are statistical in nature and were derived by a screening and multiple linear regression technique. As predictors, these use such parameters as sea level pressures or heights of constant pressure surfaces, geostrophic wind components, the past motion of the cyclone center, thicknesses between constant pressure surfaces, and height changes measured in a moving coordinate system. The official forecasts issued by the Weather Bureau Forecast Centers represent the professional judgment and experience of the hurricane forecasters, and are essentially subjective in nature, although consideration is given to the numerical forecasts, objective aids, climatology, etc. The basic characteristics of each method are listed in table 1. I n verifying the forecasts a "best track" prepared by the Hurricane Forecast Centers was used, the writer having no part in determining this track. With one exception, only those forecasts prepared at the time of the event for operational forecast purposes were verified. In an earlier paper the writer [7] described a set of "simulated" operational forecasts prepared by use of the T-60 method. The verification statistics for this method in- fig. 1) . Area B has the largest number DifTerences in the verification statistics have been attributed to the differences in the data density, although other factors (such as climatology) may contribute to these differences.
Before a detailed examination of the statistical quantities, some comments and a word of caution are in order concerning the interpretation of these results. While comparisons as to the relative merits of the techniques are inevitable, these comparisons may not be fully justified. The sample sizes are unequal, and not all methods were used during all the years. For example, "(3-64 was used for the first time during the 1964 season, but routine preparation of the RHS and T-60 forecasts was discontinued at Miami in 1964. This made it impossible to obtain a homogeneous sample for comparison of all techniques, although a small homogeneous sample was available for comparing five forecast methods based on the 1964 season. I n addition, the official Weather Bureau forecasts are issued at 6-hour intervals, beginning a t 0400 GMT. This means that the 24-hr. forecasts issued a t 0400 OMT and 1600 GMT are based on surface and upper-air data observed 4 hours earlier, while those issued a t 1000 GMT and 2200 GMT are based on upper-air data observed 10 hours earlier. On the other hand, the forecast period for the objective systems is measured from observation time, even though the forecast may not be available until several hours later. This places the official forecasts at a disadvantage whenever comparisons between methods are made, but this disadvantage is partly offset by the availability of later data, particularly aircraft reconnaisof oceanic upper-air stations and area A has the fewest. sance reports. -----72 hr.
76 hr.
-- vector errors in area B, where the mean was 145 n. mi.
The T-60 was the next best with a mean error of 195 n. mi.
I n area C the mean error for T-60 was lower, but the median for NHC-64 was lower. However, the results of the two systems are not strictly comparable since they are for different years. For a 48-hr. forecast three systems could be compared ( that a persistence forecast in the area east of the Lesser Antilles has a high probability of success. Table 6 presents the statistical items for the official Weather Bureau forecasts. These data are listed separately because of the differences in the times these forecasts are issued. While no direct comparisons between the WB forecasts and the various objective systems should be made, it is of interest to note that the two best objective systems (" (3-64 and M-M) have demonstrated forecast skill comparable to that of the official forecasts. Table 6 also shows that forecasts for area B are better than those in areas A or C. Table 7 The results of this section may be summarized briefly.
casts in area B than elsewhere. This is the area with the greatest density of oceanic upper-air stations, and part of the increased accuracy is probably due to the better analyses which can be produced with more data. nearly a linear relationship between mean vector errors and length of forecast period.
PROBABILITY ELLIPSES
I n this section the forecast vector errors will be displayed Figures 3 through 21 show by use of probability ellipses.
1
probability ellipses for a number of techniques for 24-hr. forecast periods.
I n the figures the origin (cross) represents the forecast position of the storm and the small dots represent the observed position of the storm at verification time relative to the forecast position. Thus, the error distribution represented by these figures may be interpreted in the following way:
Quadrant l-forecast position too far south and east. Quadrant 2-forecast position too far south and west. Quadrant 3-forecast position too far north and west. Quadrant 4-forecast position too far north and east. The numbers appearing on the probability ellipses represent the probabilities that that percentage of the distribution of the vector errors will be contained within these ellipses.
Before proceeding with a summary discussion of the figures, some comments regarding probability ellipses will be offered. Following Veigas, Miller, and Howe [9] , the vector errors were resolved into latitude and longitude components and were plotted on suitable figures. Then, if it is assumed that these components, when considered jointly, may be displayed as a bivariate normal distribution (see Appendix), the resulting equations (1)-(3) from the probability density function are as follows:
where a is the semi-major axis and b is the semi-minor axis of an ellipse. The other terms in equations (1) and (2) are defined as follows: uzonl and g l u t are the population standard deviations of the longitude and latitude components, respectively; p is the linear correlation coefficient between the longitude and latitude components;
and S is a measure of the probability and is given by S=l/(l-p) where p is a certain probability, e.g., 10 percent, 28 percent, etc. (3) where + is the angle which the semi-major axis of 'an ellipse makes with the horizontal coordinate axis of the figure depicting the error distribution. To solve the above equations, estimates of the various population parameters were obtained from the data sample represented in each figure. Table 9 is a summary of some of the relationships represented by the probability ellipses depicted in figures 3 through 21. This table identifies the name of the forecast method being considered, the number of the figure which gives the detailed data for that forecasting technique, the area in which the data represented was acquired, a comparison of areas for each system depicted, and an observation of the degree to which the probability ellipses depart from ellipticity. Table 10 contains a section showing the percentage of forecasts which should be contained within the areas of the probability ellipses if the assumption is met that the joint distribution of the latitude and longitude components of the vector errors is a bivariate normal one, and the actual percentage of these forecasts which are contained within these probability ellipses. Also appearing in this table are the allowable differences in percentages permitted between a bivariate normal distribution and an actual distribution. I n conclusion, tables 9-10, illustrate several facts concerning figures 3 through 21.
First, for all techniques the forecasts made while storms were in area B yielded the smallest errors.
Second, most of the methods examined exhibited some sort of bias, even though it was quite small for some of the methods. For example, forecasts made while storms were in area A with the WB, T-59, NWP, and PERS methods produced forecasts which, on the average, tended to be too far south and too fast with reference to the observed positions of the storm centers.
Forecasts made when storms were in area B with the WB and RHS systems produced forecasts which, on the average, tended to be too far north and too fast, while those using the M-M and T-60 techniques produced "on the average" forecasts which tended to be too far north and too slow. Forecasts made in area B by the T-59 and NWP methods exhibited primarily a bias toward being too fast. . . Forecasts made while storms were in area C by the T-59
and T-60 systems yielded "on the average" forecasts that were too far south and too slow while those using the RHS system were too far north and too slow. Also in the area C, "on the average" forecasts produced by the NWP method were too far south and too fast, those by the M-M method were primarily too slow, those by the PERS method were too fast, and in those by the WB method little bias was shown. Third, all but three of the techniques (WB-Area A, RHS-Area B, PERS-Area A) for wliich probability ellipses were determined had shapes that were elliptical. The three which did not, had shapes approximating that of a circle. Contour ellipses having a circular configuration indicate a random distribution of the quantities involved. The more eccentric the ellipses becomc, the closer the relationship between latitude and longitude errors, and one can see that as the distribution of the vector errors comprising the sample distribution more closely approximates that of a straight line, then the linear correlation coefficient between latitude and longitude errors approaches one.
Fourth, it is apparent, from the section in the limits of the Kolmogorov-Smirnov test. Strictly speaking, figures 3, 16, and 19 should not appear, as they do not represent close agreement with a bivariate normal distribution. However for the sake of completeness they are presented.
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APPENDIX
To test a sample of data t o see whether it has a bivariate normal distribution, one can utilize the Kolmogorov- and some specified theoretical distribution. . . ." It determines whether the scores in the sample can reasonably be thought to have come from a population having the theoretical distribution. Briefly, the test involves specifying the cumulative frequency distribution which would occur under the theoretical distribution and comparing that with the observed cumulative frequency distrii . . bution. The point at which these two distributions, theoretical and observed, show the greatest divergence is determined. Reference to the sampling distribution indicates whether such a large divergence is likely on the basis of chance. That is, the sampling distribution indicates whether a divergence of the observed magnitude would probably occur if the observations were really a random sample from the theoretical distribution. 
