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Resumo
Neste trabalho, estudamos o Espac¸o de Variac¸a˜o Limitada BV (Ω) e entendemos o
significado de um ponto cr´ıtico para o funcional de energia associado ao problema
do operador 1-Laplaciano dado por −∆u = f em Ω, onde Ω e´ limitado e u ∈ BV (Ω).
Ale´m disso, obtemos a equac¸a˜o de Euler-Lagrange para esse problema.
Palavras-chave: Espac¸o de Variac¸a˜o Limitada, Ponto cr´ıtico, Operador 1-Laplaciano
e Equac¸a˜o de Euler-Lagrange.
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Abstract
In this work, we study the Bounded Variation Space BV (Ω) and we understand the
significance of a critical point for the energy functional associated with the problem of
the 1-Laplacian operator given by −∆u = f on Ω, where Ω is limited and u ∈ BV (Ω).
In addition, we obtain the Euler-Lagrange equation for this problem.
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ı.e. : Isto e´.
M+(Ω) : Espac¸o das medidas de Radon positivas.
M(Ω) : Espac¸o das medidas de Radon real.
Cc(Ω) : Espac¸o das func¸o˜es cont´ınuas com suporte compacto.
C0(Ω) : Espac¸o das func¸o˜es cont´ınuas que sa˜o nulas no infinito.
HN : Medida de Hausdorff N-dimensional.
X∗ : Espac¸o dual topolo´gico de X.
∂ψ(Ω) : Subdiferencial da func¸a˜o ψ.
BV (Ω) : Espac¸o das func¸o˜es de variac¸a˜o limitada.
W 1,1(Ω) : Espac¸o das func¸o˜es de Sobolev.
‖·‖BV (Ω) : Norma no espac¸o BV (Ω).
| · |BV (Ω) : Seminorma no espac¸o BV (Ω).




Em 1881, as func¸o˜es de variac¸a˜o limitada foram introduzidas pela primeira
vez por C. Jordan em [2] para estudar a convergeˆncia pontual das se´ries de Fourier.
Apo´s da introduc¸a˜o por Jordan de func¸o˜es de variac¸a˜o limitada de uma varia´vel real,
va´rios autores tentaram generalizar o conceito para func¸o˜es de mais de uma varia´vel.
A primeira tentativa foi feita por Arzela` e Hardy em 1905, seguida por Vitali, Fre´chet,
Tonelli e Pierpont. No entanto, o ponto de vista que se tornou popular e hoje e´ aceito
na literatura como a generalizac¸a˜o mais eficiente da teoria unidimensional e´ devido
a De Giorgi e Fichera. Embora com definic¸o˜es diferentes, as abordagens de De Giorgi
e Fichera sa˜o equivalentes.
Em [2], as func¸o˜es de variac¸a˜o limitada BV (Ω) tiveram um papel muito impor-
tante em va´rios problemas cla´ssicos do ca´lculo de variac¸o˜es, por exemplo, na teoria
de gra´ficos com a´rea mı´nima ou no processamento de imagens. Enrico Giusti [15]
da´ o seguinte exemplo: dado u : Ω ⊂ RN → R uma func¸a˜o suave, enta˜o a a´rea do






e, portanto, u minimiza a a´rea se, e somente se, e´ uma soluc¸a˜o da equac¸a˜o de su-
perf´ıcie mı´nima
DivT (u) = 0 onde T (u) =
∇u√
1 + |∇u|2 .
Uma pergunta natural e´ a existeˆncia de soluc¸o˜es do problema de Dirichlet as-
sociado, i.e.,  −DivT (u) = f em Ω,u = 0 sobre ∂Ω, (1)
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2onde f e´ uma func¸a˜o dada. Jenkins e Serrin [16] provaram que o problema de
Dirichlet tem soluc¸a˜o no caso N-dimensional se a curvatura me´dia de ∂Ω na˜o for
negativa em nenhum ponto. Assim, a equac¸a˜o (1) pode na˜o ter soluc¸a˜o dependendo
das condic¸o˜es geome´tricas da fronteira ∂Ω. Para evitar essa inconvenieˆncia, podemos
generalizar levemente a noc¸a˜o da soluc¸a˜o de (1). Mais precisamente, na˜o impomos
a condic¸a˜o de fronteira u = ϕ mas, ao inve´s disso, a introduzimos no funcional
de energia associado, o qual penalize func¸o˜es que na˜o sejam iguais q.t.p em ∂Ω, e








|u− ϕ|dHN−1, u ∈ X,
onde X e´ um espac¸o de tal forma que a equac¸a˜o (1) e´ satisfeita e HN−1 e´ a medida
de Hausdorff de dimensa˜o N − 1. Por outro lado, poder´ıamos pensar que o espac¸o
das func¸o˜es W 1,1(Ω) e´ adequado para o funcional A, mas acontece que A na˜o e´ semi-
cont´ınuo inferiormente nesse espac¸o. Assim, seria muito dif´ıcil provar a existeˆncia
de mı´nimos. Enrico Giusti [15], provou que o funcional A sempre tem um mı´nimo
em BV (Ω), independentemente da curvatura me´dia de ∂Ω.
No caso do processamento de imagens, Rudin [21] apresenta um modelo de
restaurac¸a˜o de imagens: se u0 e´ a func¸a˜o de intensidade observada, u0(x, y) denota
os valores de pixel de uma imagem ruidosa para x, y ∈ Ω e u(x, y) e´ a imagem limpa
desejada, enta˜o
u0(x, y) = u(x, y) + n(x, y), (2)
onde n e´ o ru´ıdo aditivo. E´ claro que desejamos construir u a partir de u0. O problema













(u− u0)2 = σ2.
Neste modelo, sabe-se que o espac¸o das func¸o˜es BV (Ω) e´ adequado para muitas
tarefas ba´sicas de processamento de imagens.
3Chambolle [6], provou que os elementos de W 1,1(Ω) sa˜o muito regulares para mos-
trar imagens de forma eficiente, ja´ que na˜o podem conter descontinuidades atrave´s
de uma linha (como bordas ou fronteiras de uma imagem) ou qualquer hipersu-
perf´ıcie em geral.
Bernand Kawhol [18], apresenta o problema de torc¸a˜o
 −∆pu = 1 em Ω,u = 0 sobre ∂Ω, (3)
onde Ω ⊂ RN e´ um domı´nio limitado e−∆pu = div(|∇u|p−2∇u) com p ∈ (1,∞).





ϕdx, ∀ϕ ∈ C∞c (Ω).
















= 1 em Ω,
u = 0 sobre ∂Ω,
(4)
Se tentamos minimizar sobre W 1,10 (Ω), existem problemas com a existeˆncia de
uma soluc¸a˜o em W 1,10 (Ω) pois esse espac¸o na˜o e´ reflexivo. Uma maneira de superar
essa dificuldade e´ trabalhar no espac¸o BV (Ω). Nesse caso, o funcional de energia











onde, pelo Teorema 4.2.9, existe u ∈ BV (Ω) soluc¸a˜o de variac¸a˜o limitada (ponto
4cr´ıtico de J1) que satisfaz











−Divz = f q.t.p em Ω,
com N
N−1 ≤ p <∞ e a u´ltima equac¸a˜o e´ chamada de Equac¸a˜o de Euler-Lagrange.
Os objetivos centrais do trabalho e´ o estudo detalhado do Espac¸o de Variac¸a˜o
Limitada apresentados por [2, 3, 10]. Apresentaremos as propriedades desse espac¸o
e mostraremos as condic¸o˜es necessa´rias para um minimizador de um funcional de





= f em Ω,
onde Ω e´ um domı´nio limitado e u ∈ BV (Ω) . Descreveremos agora a estrutura deste
trabalho.
No cap´ıtulo 1, apresentaremos um breve resumo dos conceitos ba´sicos de te-
oria da medida e integrac¸a˜o com foco naqueles que sera˜o mais relevantes para a
construc¸a˜o dos cap´ıtulos posteriores. Alem disso, estabelecemos as notac¸o˜es que fo-
ram utilizadas durante todo o texto. Inicialmente, abordamos as medidas de Radon e
as de Hausdorff. Por fim, fizemos um breve estudo sobre as propriedades das medidas
de Radon que sa˜o necessa´rias nos cap´ıtulos 2 e 4.
No cap´ıtulo 2, apresentamos uma s´ıntese da teoria do Espac¸o de Variac¸a˜o Li-
mitada BV (Ω). Na primeira sec¸a˜o motivados pelo teorema de caracterizac¸a˜o de
W 1,p(Ω), definiremos naturalmente os Espac¸os de Variac¸a˜o Limitada e, em seguida,
estudaremos um teorema de caracterizac¸a˜o de BV (Ω) que sera´ muito importante
nas provas de va´rios resultados descritos no cap´ıtulo 4. Na segunda sec¸a˜o, estuda-
remos os principais resultados de imersa˜o e mostraremos os teoremas generalizados
de Green e Poincare´ no espac¸o BV (Ω).
No cap´ıtulo 3, abordaremos o estudo do subdiferencial e o gradiente generali-
zado de Clarke, apresentando uma revisa˜o dos principais resultados encontrados na
literatura e que sera˜o de muita importaˆncia para as provas dos teoremas do Cap´ıtulo
54.
No cap´ıtulo 4, apresentaremos o problema de torc¸a˜o que e´ modelado pelo o
operador 1-Laplaciano onde esse operador na˜o esta´ bem definido em pontos x ∈ Ω
tal que ∇u(x) = 0. Mostraremos que os pontos cr´ıticos do funcional de energia
associado satisfazem uma versa˜o de (4.37), na qual aparece um campo vetorial que
esta´ bem definido.
Cap´ıtulo 1
Espac¸o das Medidas de Radon e suas
propriedades
Neste cap´ıtulo, fixaremos as notac¸o˜es e estabeleceremos os principais resultados
que sera˜o utilizados na construc¸a˜o dos pro´ximos cap´ıtulos. Inicialmente apresenta-
remos as definic¸o˜es de Medida de Radon e Hausdorff. No fim deste cap´ıtulo, faremos
uma revisa˜o das principais propriedades das medidas de Radon. As principais re-
fereˆncias deste cap´ıtulo sa˜o Folland [14], Bogachev [4] e Brezis [5].
1.1 Sobre Medidas
Definic¸a˜o 1.1.1 (A´lgebra) Seja X um conjunto na˜o vazio. Uma a´lgebra de subcon-
juntos de X e´ uma colec¸a˜o na˜o vazia A de subconjuntos de X que e´ fechada pela unia˜o
de quantidades finitas e complementares. Em outras palavras, A ⊂ P (X) - o conjunto
das partes de X - e:
(a) seE1, ..., En ∈ A, enta˜o
⋃n
k=1Ek ∈ A,
(b) seE ∈ A, enta˜o Ec ∈ A.
Podemos generalizar a definic¸a˜o acima para a unia˜o de quantidade infinita.
Definic¸a˜o 1.1.2 (Sigma-a´lgebra) Dizemos que uma σ- a´lgebra de conjuntos de X e´
uma colec¸a˜o na˜o vazia A de subconjuntos de X que e´ fechada pela unia˜o de quantidades
enumera´veis e complementares, isso e´,
(a) seE ∈ A, enta˜o Ec ∈ A,
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7(b) se {En}∞n=1 ∈ A, enta˜o
⋃∞
n=1En ∈ A.
Nesse sentido, estabelecemos e denotamos o que sera´ o domı´nio de uma me-
dida. Ou seja, se X e´ um conjunto na˜o vazio e A ⊂ P (X) e´ uma σ- a´lgebra, enta˜o
X = (X,A) e´ chamado um espac¸o mensura´vel e os subconjuntos de X sa˜o chamados
de conjuntos mensura´veis.
Sempre existe uma menor σ − a´lgebra contendo um subconjunto de X.
Teorema 1.1.3 (σ- a´lgebra gerada) Seja X um conjunto na˜o vazio e Θ um subcon-
junto de P (X). Enta˜o existe uma u´nica e menor σ- a´lgebraM(Θ) que conte´m Θ. Ale´m
disso, essa σ- a´lgebra e´ dada pela intersec¸a˜o de todas as σ- a´lgebras contendo Θ.
Demostrac¸a˜o: Ver [4], pa´g. 4.
Uma σ- a´lgebra especial.
Definic¸a˜o 1.1.4 (σ- a´lgebra de Borel) Considere X um espac¸o topolo´gico (em parti-
cular, se X for um espac¸o me´trico). Dizemos que a σ- a´lgebra gerada pela famı´lia de
conjuntos abertos de X e´ a σ- a´lgebra de Borel sobre X, e a denotamos por BX ou B(X).
Ale´m disso, seus elementos sa˜o chamados conjuntos de Borel ou Borelianos.
Um exemplo de uma σ- a´lgebra de Borel.
Proposic¸a˜o 1.1.5 Seja BR a σ- a´lgebra de Borel sobre R. Enta˜o BR e´ gerada por qual-
quer um dos tipos de conjuntos abaixo:
(a) intervalos abertos da forma (a, b) com a < b,
(b) intervalos fechados da forma [a, b] com a < b,
(c) intervalos semi-abertos (a, b] com a < b ou [a, b) com a < b,
(d) intervalos abertos semi-infinitos (a,∞) ou (−∞, a) com a ∈ R,
(e) intervalos fechados semi-infinitos [a,∞) ou (−∞, a] com a ∈ R.
Demonstrac¸a˜o: Ver [4], pa´g. 7.
Definic¸a˜o 1.1.6 SejaX um conjunto na˜o vazio munido de uma σ- a´lgebraM. Dizemos
que uma medida sobreM e´ uma func¸a˜o µ :M−→ [0,∞] que satisfaz:
(a) µ(∅) = 0,








Como uma consequeˆncia imediata da definic¸a˜o de medida, temos que se






µ(Ej), pois Ej = ∅
para todo j > n.
Por todo este texto, adicionalmente, nos referiremos ao conjunto X munido de
uma σ- a´lgebraM e a` medida µ sobre X, como sendo:
• o espac¸o de medida (X,M) := (X,M, µ),
• um espac¸o de medida finita se µ(X) <∞, isso e´, µ(E) <∞ para todo E ∈ M,
pois µ(X) = µ(E) + µ(Ec),
• uma medida σ−finita se X =
+∞⋃
j=1
Ej com Ej ∈M e µ(Ej) < +∞ ∀j ∈ N,
• uma medida completa seM (o domı´nio da medida) conte´m todos os subcon-
juntos dos conjuntos de medida nula.
Um exemplo especial de medida.
Definic¸a˜o 1.1.7 (Medida de Borel) Considere X um espac¸o topolo´gico. Dizemos que
uma medida cujo domı´nio e´ B(X) e´ uma medida de Borel.
De forma mais geral, temos.
Definic¸a˜o 1.1.8 Uma medida exterior sobre um conjunto na˜o vazio X e´ uma func¸a˜o
µ∗ : P (X) −→ [0,∞] que satisfaz:
• µ∗(∅) = 0,








Um exemplo de medida exterior.
9Proposic¸a˜o 1.1.9 Sejam Θ ⊂ P (X) e µ : Θ −→ [0,+∞] tal que ∅, X ∈ Θ e µ(∅) = 0.












enta˜o µ∗ e´ uma medida exterior.
Demonstrac¸a˜o: Ver [14], pa´g. 29.
E´ consequeˆncia imediata da definic¸a˜o acima que vale a desigualdade
µ∗(E) ≤ µ∗(E ∩ A) + µ∗(E ∩ Ac) para todos A e E dados.
Definic¸a˜o 1.1.10 Dizemos que um conjunto A ⊂ X e´ chamado µ∗ −mensura´vel se
µ∗(E) = µ∗(E ∩ A) + µ∗(E ∩ Ac) para cada E ⊂ X. (1.1)
Teorema 1.1.11 (Carathe´odory) Seja µ∗ uma medida exterior sobre X. Enta˜o a
colec¸a˜o N de todos os conjuntos µ∗ − mensura´veis e´ um σ − a´lgebra. Ale´m disso,
a restric¸a˜o de µ∗ a` colec¸a˜o N e´ uma medida completa.
Demonstrac¸a˜o: Ver [14], pa´g. 29.
Um caso especial de medida exterior sobre um espac¸o me´trico. Considere
X := (X, ρ) um espac¸o me´trico, onde ρ(A,B) = min{ρ(x, y) : x ∈ A, y ∈ B} para
conjuntos A,B ⊂ X dados. Para mais detalhes, veja Folland [14].
Definic¸a˜o 1.1.12 Dizemos que µ∗ e´ uma medida exterior me´trica sobre X se µ∗ e´ uma
medida exterior e satisfaz
µ∗(A ∪B) = µ∗(A) + µ∗(B) para todos A,B ⊂ X dados com ρ(A,B) > 0.
A respeito de Borelianos, temos.
Proposic¸a˜o 1.1.13 Seja µ∗ uma medida exterior me´trica sobreX. Enta˜o cada conjunto
boreliano de X e´ µ∗−mensura´vel.
Demonstrac¸a˜o: Ver [14], pa´g. 349.
No que segue, vamos denotar o diaˆmetro de um conjunto A por diam(A), ou seja,
diam(A) = max{ρ(x, y) : x, y ∈ A}.
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Um caso especial de medida exterior me´trica, e que desempenha um papel muito
importante no contexto dos espac¸os de Variac¸a˜o Limitada, e´ a medida de Hausdorff.
Para definirmos essa medida, observamos inicialmente que a Proposic¸a˜o 1.1.9 implica





p : A ⊂
∞⋃
j=1
Bj, diam(Bj) ≤ δ
}
,
e´ uma medida exterior para cada p ≥ 0 e δ > 0 dados, onde o ı´nfimo e´ tomado sobre
todos as coberturas
⋃∞
j=1Bj de A pelos conjuntos Bj ⊂ X, com a convenc¸a˜o de que
inf ∅ =∞.
Quando passamos ao limite em δ → 0, obtemos.
Proposic¸a˜o 1.1.14 Seja p ≥ 0. Enta˜o a func¸a˜o Hp : P (X) −→ [0,+∞], definida por
Hp(A) = lim
δ−→0
Hp,δ(A), A ∈ P (X),
e´ uma medida exterior me´trica.
Demonstrac¸a˜o: Desde que Hp,δ e´ uma medida exterior, segue da Proposic¸a˜o 1.1.9
queHp e´ uma medida exterior tambe´m. No que segue, vamos concluir queHp e´ uma
medida exterior me´trica. Considere A,B ⊂ X tal que ρ(A,B) > 0. Seja {Cj} uma
cobertura de A ∪B tal que
diam(Cj) ≤ δ ≤ ρ(A,B), ∀j ∈ N.




p ≥ Hp,δ(A) +Hp,δ(B)
apo´s passar ao ı´nfimo em tais coberturas. Novamente passando ao ı´nfimo, obtemos
Hp,δ(A ∪B) ≥ Hp,δ(A) +Hp,δ(B) para todo δ > 0.
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Portanto, fazendo δ −→ 0, obtemos
Hp(A ∪B) ≥ Hp(A) +Hp(B).
Agora, lembrando que Hp e´ uma medida exterior, temos a desigualdade contra´ria.
Isso conclui a prova. 
Uma consequeˆncia imediata das Proposic¸o˜es 1.1.13 e 1.1.14, temos que a
restric¸a˜o de Hp aos conjuntos Borelianos e´ uma medida, que ainda denotaremos
por Hp. Essa medida restric¸a˜o e´ chamada de medida de Hausdorff p-dimensional.
De volta a uma medida geral.
Definic¸a˜o 1.1.15 Considere (X,M) um espac¸o mensura´vel e µ, ν : M −→ [0,+∞]
duas medidas. Dizemos que uma medida ν e´ absolutamente cont´ınua com respeito a`
medida µ, e denotamos isso por ν  µ, se para cada E ∈ M com µ(E) = 0 tivermos
ν(E) = 0.
Refinamos a definic¸a˜o de medida para incluir medidas com valores negativos.
Definic¸a˜o 1.1.16 (Medida com sinal) Considere (X,M) um espac¸o mensura´vel. Di-
zemos que uma medida com sinal e´ uma func¸a˜o µ :M−→ [−∞,+∞] tal que:
i) µ(∅) = 0,
ii) µ assume no ma´ximo um dos valores +∞ ou −∞,








Adicionalmente, dizemos que µ e´ uma medida com sinal real ou medida real
se ela na˜o assumir nenhum dos valores ±∞.
Generalizando o conceito de medida real.
Definic¸a˜o 1.1.17 (Vetor Medida) Considere (X,M) um espac¸o mensura´vel. Dizemos
que um vetor medida e´ uma func¸a˜o µ :M−→ RN tal que:
i) µ(∅) = 0,
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Como consequeˆncia imediata da definic¸a˜o (1.1.16), temos que toda medida e´ uma
medida com sinal e para enfatizar as medidas, como definidas na Definic¸a˜o (1.24),
vamos a referir a elas como medidas positivas.
Um exemplo de medida real.
Definic¸a˜o 1.1.18 Considere X um espac¸o topolo´gico. Dizemos que uma medida real
cujo domı´nio e´ B(X) e´ uma medida de Borel real.
Assim, podemos definir ”conjuntos com sinal”.
Definic¸a˜o 1.1.19 Dizemos que um conjunto E ∈ M e´ positivo (respectivamente nega-
tivo, nulo) para µ se
µ(F ) ≥ 0 (≤ 0,= 0) ∀F ∈M tal que F ⊂ E.
Isso nos permite definir.
Definic¸a˜o 1.1.20 Considere (X,M) um espac¸o mensura´vel e µ, ν duas medidas com
sinal. Dizemos que µ e ν sa˜o mutuamente singulares (ou ν e´ singular com respeito a` µ),
e denotamos isso por ν ⊥ µ, se existirem dois conjuntos A,B ∈M tais que X = A ∪B,
A e´ nulo com respeito a` medida µ e B e´ nulo com respeito a` ν.
Definic¸a˜o 1.1.21 Considere (X,M) um espac¸o de medida. Dizemos que um enunciado
e´ verdade em quase todos os pontos x ∈ X ou para quase todos os pontos (q.t.p) x ∈ X,
se for verdadeira, exceto para x em algum conjunto de medida nula.
Com o objetivo de definir integrabilidade de uma func¸a˜o, vamos definir func¸a˜o
mensura´vel.
Definic¸a˜o 1.1.22 Considere (X,M) e (Y,N ) espac¸os mensura´veis. Dizemos que uma
func¸a˜o f : X −→ Y e´ (M,N )−mensura´vel ou simplesmente mensura´vel, se
f−1(E) ∈M para todo E ∈ N .
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Como uma consequeˆncia dessa definic¸a˜o, temos que uma func¸a˜o f : X −→ R e´
M−mensura´vel se ela for (M, BR)−mensura´vel, onde BR = {E ⊂ R : E ∩R ∈ BR}
e´ a σ-a´lgebra de Borel.
Um exemplo de func¸a˜o mensura´vel e´ a func¸a˜o caracter´ıstica XE : X → R de
um conjunto E ⊂M,
χE(x) =
1 se x ∈ E,0 se x /∈ E.
Uma combinac¸a˜o linear finita de func¸o˜es caracter´ısticas de elementos de M e´
dita ser uma func¸a˜o simples (mensura´vel) em X.
No que segue, vamos considerar que (X,M, µ) seja um espac¸o de medida e
denotar o espac¸o das func¸o˜es na˜o negativas mensura´veis por L+ = {f : X −→
[0,+∞] : f e´M−mensura´vel}.
Definic¸a˜o 1.1.23 Seja φ ∈ L+ uma func¸ao simples tal que φ = ∑nj=1 ajχEj com
X =
⋃n






com a convenc¸a˜o de que 0.∞ = 0.
Para func¸o˜es f ∈ L+.






φdµ : 0 ≤ φ ≤ f, φ e´ simples
}
E de forma geral.
Definic¸a˜o 1.1.25 Dizemos que uma func¸a˜o f mensura´vel e´ integra´vel se pelo menos

















f+(x) := max(f(x), 0) e f−(x) := max(−f(x), 0)
sa˜o as partes positiva e negativa de f , respectivamente.
Em particular, temos que f integra´vel se, e somente se,
∫ |f |dµ < +∞. Em
consequeˆncia disso, denotaremos por
L1(X,µ) = L1(µ) = L1(X) := {f : X = (X,M, µ)→ R : f e´ integra´vel}
e observar que esse conjunto e´ um espac¸o vetorial real com as operac¸o˜es usuais sobre
func¸o˜es. Assim podemos definir as func¸o˜es p integra´veis.
Definic¸a˜o 1.1.26 Seja p ∈ R com 1 < p <∞. Dizemos que uma func¸a˜o mensura´vel f
e´ p-integra´vel se |f |p ∈ L1(µ). Em consequeˆncia disso, denotaremos
Lp(X) := {f e´ mensura´vel : |f |p ∈ L1(X)},
para p =∞
L∞(X) := {f e´ mensura´vel : |f(x)| ≤ C q.t.p em X, para alguma constante C}.
Estamos em condic¸o˜es de enunciar o Teorema de Radon-Nikodyn.
Teorema 1.1.27 (Teorema de Radon-Nikodyn) Sejam ν uma medida com sinal σ-
finita e µ uma medida positiva σ-finita sobre (X,M). Enta˜o existem medidas positivas
σ-finitas µ1 e µ2 em (X,M) tais que
ν = µ1 + µ2 com µ1  µ, µ2 ⊥ ν.




fdµ1 para todo E ∈M





gdν, enta˜o f = g q.t.p
Demonstrac¸a˜o: Ver [20], pa´g. 122, [14], pa´g. 90.
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Uma consequeˆncia.










Demonstrac¸a˜o: Ver [20], pa´g. 125.
Para finalizar essa sec¸a˜o, vamos voltar a`s medidas com sinal para mostrar que
elas podem ser escritas como a diferenc¸a de duas medidas positivas.
Teorema 1.1.29 Seja µ uma medida real sobre um espac¸o mensura´vel (X,M). Enta˜o,
existem conjuntos disjuntos X+, X− ∈ M tais que X = X+ ∪ X−. Ale´m disso, para
todo A ∈M temos
µ(A ∩X−) ≤ 0 e µ(A ∩X+) ≥ 0.
Demonstrac¸a˜o: Ver [4], pa´g. 176.
Uma consequeˆncia.
Corola´rio 1.1.30 Assume as hipo´teses do teorema anterior e considere µ+ e µ− defini-
das por
µ+(A) := µ(A ∩X+) e µ−(A) := −µ(A ∩X−) para A ∈M.
Enta˜o µ+ e µ− sa˜o medidas positivas. Ale´m disso, µ = µ+ − µ−.
Demonstrac¸a˜o: Ver [4], pa´g. 176.
Definic¸a˜o 1.1.31 Definimos a variac¸a˜o total de uma medida real µ como sendo a me-
dida |µ| dada por |µ| = µ+ + µ− e a variac¸a˜o de µ como ‖µ‖ = |µ|(X).
Generalizando o conceito de variac¸a˜o total para um vetor medida.











para cada E ⊂M.
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Teorema 1.1.33 (Teorema de decomposic¸a˜o de Jordan) Se µ e´ uma medida com
sinal, enta˜o existem u´nicas medidas positivas µ+ e µ− tal que µ = µ+ − µ−.
Demonstrac¸a˜o: Ver [14], pa´g. 87.
1.2 Medidas de Radon
Nesta sec¸a˜o, vamos definir uma medida de Borel especial, a medida de Ra-
don, e apo´s rever e apresentar va´rios resultados, vamos enunciar o Teorema Riesz-
Alexandroff que mostra um isomorfismo isome´trico entre tais medidas e o dual to-
polo´gico do C0(Ω). Nesse sentido, vamos considerar em toda essa sec¸a˜o X como
sendo um espac¸o de Hausdorff localmente compacto, a menos que se faz necessa´rio
condico˜es adicionais que sera˜o enunciadas.
Inciamos com alguns fatos ba´sicos de Ana´lise.
Definic¸a˜o 1.2.1 (Espac¸o C0(X)) Dizemos que f e´ nula no infinito se para cada  > 0
o conjunto {x : |f(x)| ≥ } e´ compacto e denotamos o conjunto de tais func¸o˜es por
C0(X) = {f ∈ C(X) : f e´ nula no infinito}.
Um outro conjunto importante.
Definic¸a˜o 1.2.2 Considere f : X 7−→ R sendo uma func¸a˜o cont´ınua. O suporte de f ,
que sera´ denotado por supp(f), e´ definido como
supp(f) = {x ∈ X : f(x) 6= 0}
e
Cc(X) = {f ∈ C(X) : supp(f) e´ compacto}.
E´ bem conhecido que tanto C0(X) e Cc(X) sa˜o espac¸os de Banach com as
operac¸o˜es usuais de func¸o˜es e normas uniformes.
Teorema 1.2.3 Para 1 ≤ p <∞, o espac¸o Cc(X) e´ denso em Lp(µ) na norma de Lp(µ).
Demonstrac¸a˜o: Ver [20], pa´g. 68.
O lema importante.
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Lema 1.2.4 (Lema de Urysohn) Seja K ⊂ U ⊂ X, onde K e´ um compacto e U e´ um
conjunto aberto. Enta˜o existe uma func¸a˜o f ∈ C(X, [0, 1]) tal que f = 1 em K e f = 0
fora de um subconjunto compacto de U .
Usando esse Teorema cla´ssico, podemos provar a pro´xima Proposic¸a˜o.
Proposic¸a˜o 1.2.5 O espac¸o Cc(X) e´ denso em C0(X).
Demonstrac¸a˜o: Vamos mostrar inicialmente que Cc(X)
‖·‖∞ ⊂ C0(X). Seja
f ∈ Cc(X)‖·‖∞. Enta˜o existe (fn) ⊂ Cc(X) tal que fn converge uniformemente a
f ∈ C(X), isso e´, para cada  > 0 existe n0 ∈ N tal que ‖fn − f‖∞ <  for all n ≥ n0.
Da´ı, |f(x)| <  para todo x /∈ supp(fn) e portanto f ∈ C0(X).
Por outro lado, se f ∈ C0(X), vamos construir uma sequeˆncia (fn) ∈ Cc(X) tal
que fn → f uniformemente. De fato, para cada n ∈ N dado, o conjunto
Kn = {x : |f(x)| ≥ 1
n
} ⊂ X
e´ compacto. Assim, pelo Teorema de Urysohn 1.2.4, existe gn ∈ Cc(X) satisfazendo
0 ≤ gn ≤ 1 e gn = 1 sobre Kn.
Definindo fn = gnf, n ∈ N, temos que fn ∈ Cc(X), pois gn e f sa˜o cont´ınuos, e
supp(fn) = supp(gnf) ⊂ supp(gn) ∩ supp(f) ⊂ supp(gn).
Assim,
‖fn − f‖∞ = ‖gnf − f‖∞ ≤ ‖gn − 1‖∞‖f‖∞ < 1/n
o que mostra que fn −→ f uniformemente em X. 
Definic¸a˜o 1.2.6 ConsidereX um espac¸o topolo´gico eE ⊂ X. Uma partic¸a˜o da unidade
sobre E e´ uma colec¸a˜o {hα}α∈A de func¸o˜es em C(X, [0, 1]) tal que:
• cada x ∈ X tem uma vizinhanc¸a na qual, exceto uma quantidade finita, todas as
demais func¸o˜es h′α sa˜o identicamente zero.
• ∑α∈A hα(x) = 1 para cada x ∈ E.
Ainda dizemos que a partic¸a˜o da unidade {hα} esta´ subordinada a uma cobertura aberta
U de E se para cada α ∈ A existir um conjunto U ∈ U com supp(hα) ⊂ U .
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Um exemplo importante de Partic¸a˜o da Unidade subordinada a uma cobertura
aberta.
Proposic¸a˜o 1.2.7 Sejam K um subconjunto compacto de X e {Uj}n1 uma cobertura
aberta de K. Enta˜o existe uma partic¸a˜o da unidade em K subordinada a` cobertura
{Uj}n1 consistindo de func¸o˜es com suporte compacto.
Demonstrac¸a˜o: Ver [14], pa´g. 134.
Agora estamos em condic¸a˜o de definir e apresentar algumas fatos sobre Medi-
das de Radon.
Definic¸a˜o 1.2.8 (Medida Regular) Considere E um conjunto boreliano em X. Dize-
mos que µ e´ uma medida regular se ela e´ regular exterior e interior, isso e´, para cada E
vale:
(i) (regular exterior)
µ(E) = inf{µ(U) : U ⊃ E, U e´ aberto }
(ii) (regular interior)
µ(E) = sup{µ(K) : K ⊂ E, K e´ compacto }.
Essa definic¸a˜o nos permite definir.
Definic¸a˜o 1.2.9 (Medida de Radon) Dizemos que uma medida de Borel sobre X que
e´ finita sobre todo compacto, regular exterior sobre todo boreliano e regular interior
sobre todo conjunto aberto e´ uma medida de Radon.
Uma aproximac¸a˜o por func¸a˜o cont´ınua de suporte compacto de uma func¸a˜o men-
sura´vel.
Teorema 1.2.10 (Lusin) Sejam µ uma medida de Radon sobre X e f : X −→ R uma
func¸a˜o mensura´vel tal que {x : f(x) 6= 0} tem medida finita. Enta˜o, para cada  > 0
dado, existe φ ∈ Cc(X) tal que
{x : φ(x) 6= f(x)} tem medida menor que .
Adicionalmente, se f e´ limitada podemos escolher φ tal que
‖φ‖ ≤ ‖f‖
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Demonstrac¸a˜o: Ver [4], pa´g. 115.
Como uma consequeˆncia do Teorema da Decomposic¸a˜o de Jordam, podemos definir.
Definic¸a˜o 1.2.11 (Medidas de Radon real) Considere B(X) uma σ− a´lgebra de Bo-
rel. Dizemos que uma medida de Radon real e´ uma medida de Borel real cujas variac¸o˜es
positiva e negativa (ou seja, medidas positivas) sa˜o medidas de Radon.
Com o objetivo de enfatizar as propriedades das medidas de Radon sobre X,
dependendo da estrutura topolo´gica de X, vamos denotar por:
• M(X) o espac¸o das medidas de Radon real quando X e´ um espac¸o de Haus-
dorff localmente compacto,
• M(X) o espac¸o das medidas de Radon real quando X e´ compacto.
Para enunciarmos o pro´ximo Teorema, vamos considerar um funcional linear
positivo I sobre Cc(X), isso e´, 〈I, f〉 ≥ 0 para todo f ≥ 0. Denotaremos o conjunto





. Ale´m disso, vamos denotar porM+(X) o conjunto
das medidas de Radon positivas.
Assim, defina a aplicac¸a˜o
S : M+(X)→ (Cc(X))∗+
µ→ S(µ) := I : Cc(X)→ R




O pro´ximo Teorema mostra que a aplicac¸a˜o S esta´ bem definida.
Teorema 1.2.12 Seja I um funcional linear positivo sobre Cc(X). Enta˜o existe uma




fdµ para cada f ∈ Cc(X). (1.2)
Ale´m disso, µ satisfaz:
i) µ(U) = sup{〈I, f〉 : f ∈ Cc(X), f ≺ U} para cada aberto U ⊂ X.
ii) µ(K) = inf{〈I, f〉 : f ∈ Cc(X), f ≥ χK} para cada compacto K ⊂ X,
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onde χK denota a func¸a˜o caracter´ıstica em K e f ≺ U denota o conjunto das func¸o˜es
0 ≤ f ≤ 1 com supp(f) ⊂ U sempre que U for um aberto em X e f ∈ Cc(X).
Demonstrac¸a˜o: Vamos provar inicialmente a unicidade. Sejam µ uma medida de
Radon tal que (1.2) valha e U ⊂ X um aberto. Enta˜o
〈I, f〉 ≤ µ(U) para toda f ≺ U. (1.3)
Por outro lado, se K ⊂ U e´ um compacto, enta˜o pelo Lema de Urysohn (1.2.4),
existe f ∈ Cc(X) tal que f ≺ U e f = 1 sobre K, ou seja,∫
K
χK = µ(K) ≤
∫
X
fdµ = 〈I, f〉. (1.4)
Desde que µ e´ uma medida de Radon, enta˜o µ e´ regular interior sobre U . Assim,
tomando o supremo sobre todos os compactos K ⊂ U e usando (1.4), obtemos
µ(U) ≤ 〈I, f〉 o que junto com (1.3) nos leva a obter
µ(U) = sup{〈I, f〉 : f ∈ Cc(X), f ≺ U}, (1.5)
para cada aberto U ⊂ X. Deste modo, µ e´ determinada por I sobre todos os con-
juntos abertos e, portanto, sobre todos os conjuntos de Borel, devido a` regularidade
externa, i.e., para cada subconjunto Boreliano E ⊂ X
µ(E) = inf{µ(U) : U ⊃ E,U e´ aberto}. (1.6)


















fdη : f ∈ Cc(X), f ≺ U
}
= η(U).
Logo, pela regularidade exterior de µ, isso e´, da propriedade (1.6), obtemos que
µ(E) = η(E), ∀E ∈ X,
ou equivalentemente, µ = η o que e´ um absurdo.
No que segue provaremos a existeˆncia de µ. Defina
µ(U) = sup{〈I, f〉 : f ∈ Cc(X), f ≺ U} (1.7)
para cada conjunto aberto U dado e µ∗ por
µ∗(E) = inf{µ(U) : U ⊃ E, U e´ aberto} (1.8)
para cada E ∈ X arbitra´rio. Assim, segue das definic¸o˜es que µ(U) ≤ µ(V ) se U ⊂ V
e µ∗(U) = µ(U) se U e´ aberto.
A estrate´gia para o resto da prova da existeˆncia e´ mostrar as treˆs afirmac¸o˜es
abaixo:
(a) µ∗ e´ uma medida exterior. De fato, mostraremos primeiro que se {Uj} e´ uma














Uj, para algum n finito,
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e assim pela Proposic¸a˜o 1.2.7, existem g1, · · · , gn ∈ Cc(X) com gj ≺ Uj e
∑n
j=1 gj = 1
sobre K.
Portanto, temos que f =
∑n


























≥ inf {µ(U) : U e´ aberto e E ⊂ U} ,
(1.9)
para todo E ⊂ X.
Por outro lado, desde que U =
⋃∞
j=1 Uj, enta˜o Uj ⊂ U e assim µ(Uj) ≤













≤ inf {µ(U) : U e´ aberto e E ⊂ U} ,
(1.10)
para os conjuntos U ⊃ E.
Assim, das desigualdades (1.9) e (1.10) temos









o que define uma medida exterior por (1.1.9).
(b) Todo conjunto aberto e´ µ∗−mensura´vel. Em particular, µ e´ regular exterior
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e satisfaz (i). E´ suficiente mostrarmos que para cada conjunto aberto U dado vale
µ∗(E) ≥ µ∗(E ∩ U) + µ∗(E ∩ U c)
para todo subconjunto E ⊂ X com µ∗(E) <∞.
Primeiro suponha que E e´ aberto, enta˜o E ∩ U e´ aberto. Assim, segue pela
definic¸a˜o de µ dado em (1.8) que para cada  > 0 dado existe um f ∈ Cc(X) tal que
f ≺ E ∩ U e 〈I, f〉 > µ(E ∩ U)− .
Ale´m disso, E \ (supp(f) e´ aberto e portanto existe um g tal que
g ≺ E \ supp(f) e 〈I, g〉 > µ(E \ supp(f))− .
Da´ı, obtemos que
0 ≤ f + g ≤ 1 e supp(f + g) ⊂ supp(f) ∩ supp(g) ⊂ E,
isso e´, f +g ≺ E. Como uma consequeˆncia desse fato e de supp(f) ⊂ U ∩E, obtemos
que
µ∗(E) = µ(E) ≥ I(f) + I(g) > µ(E ∩ U) + µ(E \ supp(f))− 2
≥ µ(E ∩ U) + µ(E \ U)− 2
≥ µ∗(E ∩ U) + µ∗(E \ U)− 2
para cada  > 0 dado. Isso nos leva a` desigualdade desejada, fazendo → 0.
Para o caso geral, dados um conjunto arbitra´rio E ⊂ X com µ∗(E) < ∞ e
 > 0, segue de (1.8) que existe um aberto V ⊃ E tal que µ(V ) < µ∗(E) + . Assim,
aplicando o primeiro caso ao aberto V , segue
µ∗(E) +  > µ(V ) = µ∗(V ) ≥ µ∗(V ∩ U) + µ∗(V ∩ U c)
≥ µ∗(E ∩ U) + µ∗(E ∩ U c)
24
o nos leva a` desigualdade afirmado, fazendo  −→ 0. Isso completa a prova da
afirmac¸a˜o.
Como qualquer aberto U ⊂ X e´ µ∗−mensura´vel, conclu´ımos pelo teorema de
Carathe´odory (1.1.11), todo conjunto de Borel e´ µ∗−mensura´vel e que µ = µ∗|BX
e´ uma medida de Borel (a notac¸a˜o e´ consistente porque µ∗(U) = µ(U) para cada
U aberto). Como consequeˆncia disso, temos que a medida µ e´ regular exterior e µ
satisfaz (i), devido a sua definic¸a˜o dada em (1.7).
Para finalizar a prova do Teorema, resta apenas mostrar que a medida µ e´ finita
para todo conjunto compacto K ⊂ X e regular interior sobre conjuntos abertos. Para
mostrar isso, vamos provar as duas afirmac¸o˜es abaixo.
(c) A medida µ satisfaz (ii). Considere K ⊂ X um conjunto compacto e f uma
func¸a˜o em Cc(X, [0, 1]) tal que f ≥ χK . Assim, dado  > 0, segue que o aberto
U = {x : f(x) > 1 − } e´ tal que U ⊃ K. Portanto, dado g ≺ U, segue que
f
1− − g ≥ 0 em X o que implica
〈I, g〉 ≤ 〈I, f〉
1− 
devido a` linearidade positiva de I.
Enta˜o, pela arbitraridade de g ≺ U e a definic¸a˜o de µ(U), temos
µ(U) ≤ 〈I, f〉
1− 
e devido a inclusa˜o K ⊂ U, segue µ(K) ≤ µ(U) e portanto
µ(K) ≤ 〈I, f〉
1−  ,
isso e´, fazendo → 0 obtemos
µ(K) ≤ 〈I, f〉 para toda f ∈ Cc(X; [0, 1]) com f ≥ χK . (1.11)
Por outro lado, dado um conjunto aberto arbitra´rio U ⊃ K, segue pelo lema de
Urysohn que existe g ∈ Cc(X, [0, 1]) tal que g ≥ χK e g ≺ U . Assim, segue de (1.11)
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e da definic¸a˜o de µ(U) que
µ(K) ≤ 〈I, g〉 ≤ µ(U) para toda f ∈ Cc(X; [0, 1]) com f ≥ χK .
Desde que µ e´ regular exterior (veja item (b) acima), segue das desigualdades acima
que
µ(K) ≤ inf{〈I, f〉 : f ∈ Cc(X; [0, 1]) e f ≥ χK}
= inf{µ(U) : U e´ aberto e U ⊃ K} = µ(K)
o que mostra a afirmac¸a˜o (ii). Isso completa a prova da afirmac¸a˜o.
Consequeˆncias da afirmac¸a˜o provada, isso e´, da validade do item ii):
• a medida µ e´ finita sobre conjuntos compactos. De fato, dado um compacto
K ⊂ X, segue Lema de Urysohn que existe uma φ ∈ Cc(X, [0, 1]) tal que φ|K =
1, isso e´, φ ≥ χK o que nos leva a µ(K) ≤ 〈I, φ〉 <∞,
• a medida µ e´ regular interior sobre conjuntos abertos. De fato, seja U um sub-
conjunto aberto de X e α ∈ R tal que α < µ(U). Portanto, segue da definic¸a˜o
de µ que existe uma f ≺ U tal que 〈I, f〉 > α, ou seja, existe f e´ tal que
K = supp(f) ⊂ U , χK ≥ f e 〈I, f〉 > α.
Dado g ∈ Cc(X) tal que g ≥ χK , segue da escolha de f que g − f ≥ 0, isso e´,
〈I, g〉 ≥ 〈I, f〉 > α. Assim, passando ao ı´nfimo sobre tais g, segue da desigual-
dade acima e de ii) que
µ(K) > α. (1.12)
Pelo Lema de Urysohn existe h ≺ U tal que h|K = 1, isso e´, 〈I, h〉 ≥ µ(K).
Assim, segue dessa desigualdade, usando o item (i) ja´ provado, que
µ(U) ≥ 〈I, h〉 ≥ µ(K).
Portanto, isso juntamente com (1.12), nos leva a obter que α < µ(K) ≤ µ(U),
ou seja, µ e´ medida regular interior sobre U .
Finalmente, falta apenas provarmos que
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(d) 〈I, f〉 = ∫
X




fdµ para todo f ∈ Cc(X, [0, 1]).
Considere f ∈ Cc(X, [0, 1]). Dado N ∈ N, defina
Kj = {x : f(x) ≥ j
N
} e K0 = supp(f)
para 1 ≤ j ≤ N . Assim, temos que KN ⊂ · · · ⊂ Kj ⊂ Kj−1 ⊂ · · · ⊂ K1 ⊂ K0.
Agora, definindo f1, · · · , fN ∈ Cc(X) por
fj(x) =

0 se x /∈ Kj−1,
f(x)− j−1
N
se x ∈ Kj−1\Kj,







se x ∈ Kj,
fj(x) = f(x)− j − 1
N




se x ∈ Kj−1 \Kj.














A seguir, relacionamos as medidas dos compactos Kj e Kj−1 com 〈I, fj〉. Desde
que Nfj ∈ C(X, [0, 1]), segue de (1.13) que
χKj ≤ Nfj ≤ χKj−1 .
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Quanto ao compacto Kj, segue de ii) que
µ(Kj) ≤ 〈I,Nfj〉, (1.14)
para todo Nfj ∈ Cc(X) com Nfj ≥ χkj . Quando ao compacto Kj−1, dado um
conjunto aberto U ⊃ Kj−1 temos Nfj ≺ U , e assim segue de i) que
〈I,Nfj〉 ≤ µ(U),
para todo Nfj ∈ Cc(X) com Nfj ≺ U . Logo, tomando o ı´nfimo na desigualdade
anterior, segue da regularidade exterior de µ em Kj−1 que
〈I,Nfj〉 ≤ µ(Kj−1). (1.15)
Portanto das desigualdades (1.14) e (1.15) segue que
1
N

































∣∣〈I, f〉 − ∫
X




para todo N ∈ N
o que nos leva a concluir a prova do Teorema. 
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No que segue, vamos estender o Teorema anterior para o caso de funcionais e
medidas reais. Para isso, primeiramente, vamos definir as operac¸o˜es soma e produto
emM(X) por
(i) soma: (µ1 + µ2)(E) := µ1(E) + µ2(E),∀E ∈ B(X),
(ii) produto: (λµ)(E) = λµ(E),∀E ∈ B(X) e λ ∈ R.
Nesse caso, temos.
Teorema 1.2.13 M(X), com a soma e produto acima, e´ um espac¸o vetorial. Ale´m
disso, ‖µ‖ = |µ|(X) e´ uma norma sobre M(X), onde |µ|(X) e´ a variac¸a˜o total da
medida.
Demonstrac¸a˜o: Ver [14], pa´g. 222.
O Pro´ximo Lema mostra que podemos escrever um funcional com a diferenc¸a
de dois funcionais positivos.
Lema 1.2.14 Seja I ∈ (C0(X))∗. Enta˜o existem funcionais positivos I+, I− ∈ (C0(X))∗
tal que I = I+ − I−.
Demonstrac¸a˜o: Dado I ∈ (C0(X))∗, defina
〈I+, f〉 = sup{〈I, g〉 : g ∈ C0(X,R), 0 ≤ g ≤ f} para cada f ∈ C0(X, [0,+∞))
que esta´ bem-definido, pois |〈I, g〉| ≤ ‖I‖‖g‖ ≤ ‖I‖‖f‖ para todo 0 ≤ g ≤ f e e´
positivo, pois 〈I+, f〉 ≥ 〈I, 0〉 = 0.
No que segue mostraremos que I+ e´ ”linear” para f ≥ 0. Primeiro, observamos
que segue diretamente da definic¸a˜o que 〈I+, cf〉 = c〈I+, f〉 se c ≥ 0. Ale´m disso,
dados f1, f2 ∈ C0(X, [0,+∞)), segue novamente da definic¸a˜o de I+ que
〈I+, f1 + f2〉 ≥ 〈I+f1〉+ 〈I+, f2〉. (1.17)
Por outro lado, dado g ∈ C0(X, [0,+∞)) com 0 ≤ g ≤ f1 + f2, seque que g1 :=
min{g, f1} e g2 := g − g1 satisfazem 0 ≤ g1 ≤ f1 e 0 ≤ g2 ≤ f2 e assim obtemos da
definic¸a˜o de I+ que
〈I, g〉 = 〈I, g1〉+ 〈I, g2〉 ≤ 〈I+, f1〉+ 〈I+, f2〉.
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o que nos leva, apo´s passar ao supremo, a` desigualdade
〈I+, f1 + f2〉 ≤ 〈I+, f1〉+ 〈I+, f2〉. (1.18)
Portanto, das desigualdades (1.17) e (1.18) conclu´ımos que
〈I+, f1 + f2〉 = 〈I+, f1〉+ 〈I+, f2〉.
Para finalizar a definic¸a˜o de I+, considere f ∈ C0(X,R) tal que
〈I+, f〉 := 〈I+, f+〉 − 〈I+, f−〉,
onde as func¸o˜es partes positiva e negativa f+, f− ∈ C0(X, [0,∞)). Provemos agora
que I+ e´ linear.
• A linearidade de I+. De fato, sejam f1, f2 ∈ C0(X,R) e f = f1 + f2, enta˜o
f+ − f− = f+1 − f−1 + f+2 − f−2 ,
isso e´,
〈I+, f+〉+ 〈I+, f−1 〉+ 〈I+, f−2 〉 = 〈I+, f−〉+ 〈I+, f+1 〉+ 〈I+, f+2 〉,
e portanto
〈I+, f+〉 − 〈I+, f−〉 = 〈I+, f+1 〉 − 〈I+, f−1 〉+ 〈I+, f+2 〉 − 〈I+, f−2 〉,
que nos a` prova da afirmac¸a˜o.
• A continuidade de I+. Segue de
|〈I+, f〉| ≤ max{〈I+, f+〉, 〈I+, f−〉} ≤ ‖I‖max{‖f+‖, ‖f−‖} = ‖I‖‖f‖
e, em particular, ‖I+‖ ≤ ‖I‖.
Finalmente, definindo I− = I+ − I, obtemos que I− ∈ (C0(X))∗ e e´ positivo
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tambe´m. Isso termina a prova do Lema. 
Para enunciarmos o pro´ximo Teorema, vamos definir a seguinte aplicac¸a˜o
T : M(X)→ (C0(X))∗
µ→ T (µ) := I : C0(X)→ R




O pro´ximo Teorema mostra em particular que essa aplicac¸a˜o esta´ bem definida.
Teorema 1.2.15 (Teorema de Representac¸a˜o de Riesz-Alexandroff) A aplicac¸a˜o T
dada acima e´ um isomorfismo e ‖T (µ)‖ = ‖I‖ = ‖µ‖ para cada µ ∈M(X).
Demonstrac¸a˜o: Para prova desse teorema vamos a seguir as seguintes etapas
Afirmac¸a˜o 1: A aplicac¸a˜o T esta´ bem definida, ou seja, para cada µ ∈ M(X) dado,




fdµ, ∀f ∈ Cc(X).
Assim, J e´ linear pela linearidade da integral. Em seguida, vamos mostrar que J





fdµ : f ∈ Cc(X), 0 ≤ f ≤ 1
}
,





|f |dµ ≤ ‖f‖∞
∫
X
dµ para toda f ∈ Cc(X),









Portanto, |〈J, f〉| = ∣∣∫
X
fdµ
∣∣ ≤ ‖f‖µ(X) e´ satisfeito se, e somente se, X tem
medida finita. Concluindo que J e´ um funcional linear cont´ınuo sobre Cc(X) se µ e´
uma medida finita.
Do Teorema 1.2.5, temos que Cc(X) e´ denso em C0(X) na norma do supremo.





. Enta˜o existe um
operador J˜ ∈ (C0(X))∗ tal que




Novamente, da densidade do espac¸o Cc(X) em C0(X), dado f ∈ C0(X) existe
(fn) ⊂ Cc(X) tal que ‖fn − f‖∞ → 0 e da desigualdade




〈J˜ , fn〉 = 〈J˜ , f〉,
isso e´





Agora vejamos que (fn) ⊂ Cc(X) satisfaz as hipo´teses do Teorema da Con-




∣∣∣∣ ≤ ‖fn‖∞µ(X) ≤ Cµ(X),
para alguma constante C > 0, pois ‖fn − f‖∞ → 0.
Portanto,







fdµ = 〈T (µ), f〉,
isso e´ T (µ) = J˜ ∈ (C0(X))∗ o que mostra a afirmac¸a˜o 1.
Afirmac¸a˜o 2: A aplicac¸a˜o T e´ sobrejetiva, ou seja, dado I ∈ (C0(X))∗, existe µ ∈
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Vamos considerar 2 casos:
Caso 1: O funcional linear I e´ positivo sobre C0(X). Nesse caso, a restric¸a˜o J1 :=
I|Cc(X) tambe´m e´ um funcional linear positivo em Cc(X). Assim, existe pelo Teorema




fdµ, ∀f ∈ Cc(X).
Portanto, segue da prova da Afirmac¸a˜o 1 que I = T (µ). Isso mostra que T e´
sobrejetiva.
Caso 2: O funcional linear I ∈ (C0(X))∗ e´ na˜o-necessariamente positivo. Nesse caso,
desde que I e´ um funcional linear limitado sobre C0(X), segue do Lema 1.2.14 que
existem funcionais lineares positivos I+ e I− sobre C0(X) tais que I = I+−I−. Assim
pelo Caso 1 acima, existem medidas de Radon µ1 e µ2 tais que















fdµ = 〈T (µ), f〉, ∀f ∈ C0(X),
onde µ := µ1 − µ2 e´ uma medida de Radon. Isso termina a prova da Afirmac¸a˜o 2.






|f |dµ ≤ ‖f‖∞|µ(X)| ≤ ‖f‖∞|µ|(X) = ‖f‖∞‖µ‖,






Por outro lado, considerando h = dµ/d|µ| enta˜o h ≡ 1, segue que pelo Teorema
de Lusin 1.2.10 que para cada  > 0 dado existe f ∈ Cc(X) tal que ‖f‖ = 1 e f = h





























Portanto das desigualdades anteriores, obtemos ‖µ‖ = ‖I‖, mostrando assim a
afirmac¸a˜o 3. Portanto das afirmac¸o˜es 1, 2 e 3 conclu´ımos que a aplicac¸a˜o T e´ uma
isomorfismo isome´trico. 
Como uma consequeˆncia do Teorema de Riesz-Alexandroff para o caso escalar,
obtemos uma versa˜o para o caso vetorial.
Corola´rio 1.2.16 Nas condic¸o˜es anteriores do Teorema de Riesz-Alexandroff, temos que
T acima e´ um isomorfo isome´trico, onde T e´ definido como




µ→ T (µ) := I : C0(X,RN)→ R







• µ = (µ1, µ2, · · · , µN) ∈M(X,RN) e µi ∈M(X).
• f = (f1, f2, · · · , fN) ∈ C0
(
X,RN
)′ e fi ∈ C0(X).
onde a normas dos espac¸osM(X,RN), C0
(
X,RN
)∗ sa˜o ‖µ‖ = |µ|(X) e ‖f‖∞ respecti-
vamente.
Demonstrac¸a˜o: A bijetividade e´ mostrada pelo teorema anterior e para mostrar que
eles preservam normas ver [2], pa´g. 28. 
Ainda no contexto deM(X), temos.
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Definic¸a˜o 1.2.17 (Convergeˆncia emM(X)) Considere uma sequeˆncia (µn) ⊂M(X)
e µ ∈M(X). Dizemos que





ϕdµ para cada ϕ ∈ Cc(X)
(ii) (µn) converge fracamente∗ a µ (µn
∗





ϕdµ para cada ϕ ∈ C0(X).
A relac¸a˜o entre esses dois conceitos e´ dado pelo seguinte resultado.
Proposic¸a˜o 1.2.18 Sejam (µn) uma sequeˆncia emM(X) e µ ∈M(X). Enta˜o
µn
∗
⇀ µ⇐⇒ µn ⇀ µ e sup
n∈N
|un|(X) <∞.
Demonstrac¸a˜o: Ver [3], pa´g. 62.
Como uma consequeˆncia do Teorema 1.2.15, temos.
Corola´rio 1.2.19 Seja Ω subconjunto compacto de RN . Enta˜o
T : M(Ω)→ (C(Ω))∗
definido como em (1.19) e´ um isomorfismo isome´trico, isso e´, para cada F ∈ (C(Ω))∗





M(Ω) esta´ definido apo´s a definic¸a˜o (1.2.11). Demonstrac¸a˜o: Ver [19], pa´g. 310.
Observac¸a˜o 1.2.20 Pelo corola´rio anterior indentificamos o dual topolo´gico de C(Ω)
com as medidas de Radon real M(Ω), i.e. M(Ω) = (C(Ω))∗.
A partir dos resultados acima, quando dissermos que µ e´ uma medida de Radon
real, enta˜o estaremos identificando µ como um funcional linear e cont´ınuo definido
sobre C(Ω) se Ω e´ compacto, isto e´, µ ∈ (C(Ω))∗ e µ ∈ (C0(Ω))∗ se Ω e´ Hausdorff
localmente compacto.
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1.3 Propriedades das Medidas de Radon
Nesse sec¸a˜o, vamos considerar Ω como sendo um subconjunto aberto e limitado
de RN , a menos que se fac¸a necessa´rio condico˜es adicionais que sera˜o enunciadas.
Apresentaremos propriedades do espac¸o das medidas M(Ω), enunciaremos um Te-
orema que mostra uma identificac¸a˜o de L1(Ω) como um subespac¸o de M(Ω) e a
partir dele obtemos um resultado muito importante de compacidade em L1(Ω). As
principais refereˆncias utilizadas neste cap´ıtulo sa˜o : Folland [14], Brezis [5].
Definamos agora as func¸o˜es p integra´veis.
Definic¸a˜o 1.3.1 Considere Ω um subconjunto aberto de RN , na˜o necessariamente limi-
tado. Denotaremos por Lploc(Ω) com 1 ≤ p < ∞, o espac¸o das func¸o˜es u : Ω 7−→ R tais




u : Ω 7−→ R :
∫
K
|u|pdx < +∞,∀K ⊂ Ω
}
.
O seguinte teorema e´ muito importante para nossos pro´ximos sec¸o˜es.
Teorema 1.3.2 Seja f ∈ L1loc(Ω). Enta˜o
1. f ∈ L1(Ω)⇐⇒ A = sup{∫ fϕ; ϕ ∈ Cc(Ω), ‖ϕ‖∞ ≤ 1} <∞,
2. A = ‖f‖L1(Ω) se f ∈ L1(Ω).
Demonstrac¸a˜o: Sejam f ∈ L1(Ω) e ϕ ∈ Cc(Ω) com ‖ϕ‖∞ ≤ 1. Enta˜o tomando o







∣∣∣∣ ≤ ‖ϕ‖∞ ∫
K





fϕ : ϕ ∈ Cc(Ω), ‖ϕ‖∞ ≤ 1
}
≤ ‖f‖L1(Ω).
Por outro lado suponha que A <∞. Mostraremos que f ∈ L1(Ω) e ‖f‖L1(Ω) ≤ A. De
fato, dado
ϕ









∣∣∣∣ ≤ A‖ϕ‖∞, ∀ϕ ∈ Cc(Ω). (1.22)
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Seja K ⊂ Ω qualquer subconjunto compacto e ψ ∈ Cc(Ω) uma func¸a˜o tal que 0 ≤
ψ ≤ 1 e ψ = 1 em K.
Dada uma func¸a˜o u ∈ L∞(Ω) arbitra´ria, segue do Exerc´ıcio 4.25 (Ver [5]) que
existe uma sequeˆncia (un) ⊂ Cc(Ω) tal que
‖un‖∞ ≤ ‖u‖∞ e un −→ u q.t.p em Ω.






∣∣∣∣ ≤ A‖un‖∞ ≤ A, para todo n,
ou seja, pelo Teorema da Convergeˆncia Dominada, obtemos
∫
K
|f |dx ≤ A para cada subconjunto K ⊂ Ω.
Desde que Ω e´ limitado, dado  > 0 existe um conjunto compacto K ⊂ Ω tal
que µ(Ω \K) <  (ver Teorema 1.4.8 [4]). Em consequeˆncia dessas desigualdades e
da densidade do espac¸o C∞c (Ω) em L
1(Ω), obtemos




|ϕn|dx < + A+ ‖ϕn‖∞µ(Ω \K)
e fazendo  −→ 0, obtemos
‖f‖L1(Ω) ≤ A e f ∈ L1(Ω).
Isso prova o Teorema. 
O seguinte teorema e´ importante para mostrar um resultado de compacidade
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em L1(Ω). Para fazermos isso, defina
T : L1(Ω)→M(Ω)
u→ T (u) : C(Ω)→ R





Teorema 1.3.3 A aplicac¸a˜o T e´ uma isometria. Em particular, o espac¸o das func¸o˜es
integra´veis L1(Ω) pode ser identificado a um subespac¸o fechado de M(Ω).
Demonstrac¸a˜o: Basta provar que a seguinte aplicac¸a˜o e´ injetora Por definic¸a˜o, temos
que








‖f‖∞ = ‖u‖L1(Ω) (1.24)
Por outro lado, dado u ∈ L1(Ω) temos que





Portanto, segue da desigualdade acima que
‖T (u)‖M(Ω) = sup
f∈C(Ω)
|〈T (u), f〉|
‖f‖∞ ≤ ‖u‖L1(Ω), (1.25)
e assim das desigualdades (1.24) e (1.25), obtemos
‖T (u)‖M(Ω) = ‖u‖L1(Ω),∀u ∈ L1(Ω).
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Agora mostremos que a aplicac¸a˜o T e´ injetora. Sejam u, v ∈ L1(Ω).
u = v ⇐⇒ u− v = 0, ∀u, v ∈ L1(Ω)
⇐⇒ ‖u− v‖L1(Ω) = 0
⇐⇒ ‖T (u)− T (v)‖M(Ω) = 0
⇐⇒ T (u) = T (v).
Mostraremos agora que T (L1(Ω)) e´ fechado em M(Ω), isto e´, dado (un) ⊂ T (L1(Ω))
tal que un −→ u em M(Ω) enta˜o existe v ∈ L1(Ω) tal que T (v) = u. De fato, como
a sequeˆncia (un) ⊂ T (L1(Ω)) enta˜o existe (vn) ⊂ L1(Ω) tal que T (vn) = un,∀n ∈ N.
Ale´m disso (vn) e´ uma sequeˆncia de Cauchy, pois
‖vn − vm‖L1(Ω) = ‖T (vn)− T (vm)‖M(Ω) = ‖un − um‖M(Ω) −→ 0,
e isso implica que existe um v ∈ L1(Ω) tal que vn −→ v. Por outro lado
‖u− T (v)‖M(Ω) = ‖u− un + un − um + um − T (v)‖M(Ω)
≤ ‖u− un‖M(Ω) + ‖un − um‖M(Ω) + ‖T (vm)− T (v)‖M(Ω)
= ‖u− un‖M(Ω) + ‖un − um‖M(Ω) + ‖vm − v‖L1(Ω).
e fazendo m,n −→∞, obtemos u = T (v). Concluindo assim que T (L1(Ω)) e´ fechado.
Portanto, identificaremos de agora em diante L1(Ω) como sendo um subespac¸o veto-
rial fechado de M(Ω). 
Uma consequeˆncia imediata do u´ltimo Teorema e do fato de C(Ω).
Corola´rio 1.3.4 Seja (fn) e´ uma sequeˆncia limitada em L1(Ω). Enta˜o existe uma sub-




fnku −→ 〈µ, u〉, ∀u ∈ C(Ω).
Vejamos algumas propriedades topolo´gicas do espac¸o M(Ω).
Teorema 1.3.5 O espac¸o das medidas de Radon M(Ω) na˜o e´ reflexivo e na˜o e´ separa´vel.
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Demonstrac¸a˜o: Desde que L1(Ω) na˜o e´ reflexivo e e´ um subespac¸o fechado deM(Ω),
segue do Teorema 5.0.1 que M(Ω) na˜o e´ reflexivo.
Agora, vamos mostrar que M(Ω) na˜o e´ separa´vel. Seja
δa : C(Ω)→ R
ϕ→ 〈δa, ϕ〉 = ϕ(a),
onde a ∈ Ω. Defina o conjunto
Θa = {f ∈M(Ω) : ‖f − δa‖M(Ω) < 1/2},
o qual e´ na˜o vazio pois se f = δa ⇒ 0 = ||f − δa||M(Ω) < 1/2. Assim, temos que
Θa ⊂M(Ω).
Afirmac¸a˜o: Θa ∩Θb = ∅ se a 6= b. Suponha por contradic¸a˜o que Θa ∩Θb 6= ∅. Enta˜o
existe f ∈M(Ω) tal que f ∈ Θa e f ∈ Θb, isso e´,
‖f − δa‖M(Ω) < 1/2 e ‖f − δb‖M(Ω) < 1/2.
o que nos leva a
‖δa − δb‖M(Ω) ≤ ‖f − δa‖M(Ω) + ‖f − δb‖M(Ω) < 1. (1.26)
Por outro lado, temos
‖δa − δb‖M(Ω) = sup
ϕ∈C(Ω)
ϕ6=0





o que implica, por (1.26) e (1.27), que
2 ≤ ‖δa − δb‖M(Ω) < 1,
por uma escolha de uma func¸a˜o ϕ com suporte compacto tal que ϕ(a) = 1 e
ϕ(b) = −1.
Portanto, Θa ∩ Θb = ∅ e assim as hipo´teses do Teorema 5.0.2 sa˜o satisfeitas.
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Da´ı, conclu´ımos que M(Ω) na˜o e´ separa´vel, o que prova o Teorema. 
No que segue vamos mostrar a densidade de C∞c (Ω) na Topologia fraca
∗ em
M(Ω).
Definic¸a˜o 1.3.6 O conjunto C∞c (Ω) e´ definido pelas func¸o˜es ϕ : Ω 7−→ R que satisfazem
as seguintes condic¸o˜es:
(i) ϕ ∈ C∞(Ω),
(ii) ϕ e´ de suporte compacto.
Teorema 1.3.7 O fecho do conjunto C∞c (Ω), na norma de L
1(Ω), e´ um conjunto pro´prio
em M(Ω), isso e´, C∞c (Ω)
‖·‖1 (M(Ω).
Demonstrac¸a˜o: Suponha por contradic¸a˜o que C∞c (Ω)
‖·‖1
= M(Ω). Portanto, seguiria
do Teorema 1.2.3, isso e´, C∞c (Ω)
‖·‖1
= L1(Ω), que dado µ ∈ M(Ω) existiria uma
sequeˆncia (fn) ⊂ C∞c (Ω) tal que ‖fn − µ‖M(Ω) −→ 0, isso e´,
‖fn − µ‖L1(Ω) → 0⇒ fn → µ em L1(Ω)
e, em particular, ter´ıamos que µ ∈ L1(Ω). No entanto, se considerarmos µ = δa, com
a ∈ Ω definido por
〈δa, ϕ〉 = ϕ(a), ϕ ∈ C(Ω),
a informac¸a˜o acima implicaria que δa ∈ L1(Ω).
Isso na˜o pode ocorrer. De fato, se existisse uma func¸a˜o f ∈ L1loc(Ω) tal que∫
Ω
f(x)ϕ(x)dx = ϕ(a), ∀ϕ ∈ C∞c (Ω), (1.27)
enta˜o, tomando ψ ∈ C∞c (Ω) definida por
ψ(x) = ξ(x)‖x− a‖2, ∀ξ ∈ C∞c (Ω), (1.28)
obter´ıamos de (1.27) que
∫
Ω
f(x)ξ(x)‖x− a‖2 = ξ(a)‖a− a‖2 = 0, ∀ξ ∈ C∞c (Ω).
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Da´ı, aplicando o Lema de Du Bois Raymond, ter´ıamos f(x)‖x − a‖2 = 0 q.t.p
em Ω, mostrando que f(x) = 0 q.t.p em Ω. Mas de (1.27) resultaria que ϕ(a) = 0,
∀ϕ ∈ C∞c (Ω), o que e´ um absurdo. 
Abaixo, apresentamos uma noc¸a˜o de convergeˆncia.
Teorema 1.3.8 Dado um µ ∈ M(Ω), existe uma sequeˆncia (un) ⊂ C∞c (Ω) tal que
un
∗
⇀ µ, isso e´, ∫
Ω
unf −→ 〈µ, f〉, ∀f ∈ C(Ω).
Demonstrac¸a˜o: Inicialmente, vamos denotar por E o espac¸o C(Ω) com a norma do
supremo e observar que a afirmac¸a˜o A
σ(E∗,E) ⊂ BE∗ e´ via identicac¸a˜o pela aplicac¸a˜o
(1.23). Seja A = {u ∈ C∞c (Ω) : ‖u‖L1(Ω) ≤ 1} ⊂ L1(Ω). Enta˜o T (Aσ(E
∗,E)
) ⊂ M(Ω).
Suponha por contradic¸a˜o que exista um µ0 /∈ T (Aσ(E
∗,E)




Desde que T (A
σ(E∗,E)
) e Bµ0 sa˜o convexos e fechados na topologia σ(E
∗, E),
segue da segunda forma geome´trica do Teorema de Hahn-Banach 5.0.3 que existem
um f0 ∈ C(Ω) com f0 6= 0 e um α > 0 tal que
〈µ, f0〉 < α < 〈µ0, f0〉, ∀µ ∈ T (Aσ(E
∗,E)
).
Em particular, segue de (1.23) que para cada µ ∈ T (Aσ(E∗,E)) ⊂ T (A), existe um
u´nico u ∈ A tal que µ = T (u), isso e´,
∫
Ω
uf0dx < α < 〈µ0, f0〉, ∀u ∈ A. (1.29)
Por outro lado, pelo Teorema 5.0.5, temos que A e´ denso na bola unita´ria de
L1(Ω), isso e´
A
‖·‖L1 = BL1(Ω) := {u ∈ L1(Ω) : ‖u‖L1(Ω) ≤ 1},
o que implica que T (BL1(Ω)) ⊂M(Ω). Assim, pelo Corola´rio 5.0.4 e (1.23), temos
‖f0‖ = sup




uf0dx : u ∈ BL1(Ω)
}
42
e assim tomando o supremo sobre tais u ∈ A em (1.29), obtemos
‖f0‖∞ < α < 〈µ0, f0〉 ≤ ‖f0‖∞,
o que e´ um absurdo. Mostrando que µ0 ∈ T (Aσ(E
∗,E)
), isso e´
M(Ω) ⊂ T (Aσ(E∗,E)).
Ale´m disso, desde que E = C(Ω) e´ um espac¸o de Banach separa´vel, segue do
Teorema 5.0.11 que a bola unita´ria BE∗ e´ metriza´vel. Portanto, de
µ0 ∈ T (Aσ(E
∗,E)
) ⊂ BE∗
logo existe (un) ⊂ C∞c (Ω) tal que T (un) ∗⇀ µ0 = T (u0). Assim, pela Proposic¸a˜o 5.0.9,
obtemos
〈T (un), f〉 −→ 〈T (u0), f〉,∀f ∈ C(Ω).
isso e´, ∫
Ω
unfdx −→ 〈µ0, f〉,∀f ∈ C(Ω).

Agora estamos aptos a introduzir os Espac¸os de Variac¸a˜o Limitada.
Cap´ıtulo 2
Espac¸o de Variac¸a˜o Limitada
Neste cap´ıtulo, vamos aproveitar a Proposic¸a˜o 5.1.6 para definir o espac¸o de
variac¸a˜o limitada que sera´ denotado por BV (Ω). Observamos que no caso p > 1 essa
proposic¸a˜o afirma que




∣∣∣∣ ≤ C‖ϕ‖Lp′ (Ω), ∀ϕ ∈ C∞c (Ω,RN)
(2.1)




∣∣∣∣ ≤ C‖ϕ‖∞, ∀ϕ ∈ C∞c (Ω,RN),
mas u na˜o pertence aW 1,1(Ω). A partir disso vamos dizer que uma func¸a˜o u ∈ L1(Ω) e´
de variac¸a˜o limitada se ela satisfaz (2.1). Na Sec¸a˜o 2.1 apresentaremos os principais
resultados topolo´gicos de BV (Ω) que sera˜o utilizados nas provas de va´rios resultados
apresentados no Cap´ıtulo 4. Na Sec¸a˜o 2.2 discutiremos as principais propriedades de
imersa˜o do espac¸o BV (Ω) em Lp(Ω).
As principais refereˆncias utilizadas neste cap´ıtulo sa˜o: Ambrosio [2], Attouch [3] e
Lawrence [10].
2.1 Definic¸o˜es e propriedades
Iniciamos com o caso p = 1 da Proposic¸a˜o 5.1.6.
Proposic¸a˜o 2.1.1 Sejam Ω ⊂ RN um subconjunto aberto e u ∈ L1(Ω). Consideremos:
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(i) u ∈ W 1,1(Ω),
(ii) existe uma constante C > 0 tal que∣∣∣∣∫
Ω
uDivϕdx
∣∣∣∣ ≤ C‖ϕ‖∞, ∀ϕ ∈ C∞c (Ω,RN),
(iii) existe uma constante C > 0 tal que para todo aberto ω ⊂⊂ Ω e todo h ∈ RN com
|h| < dist(ω, ∂Ω), tem-se
‖τhu− u‖Lp(ω) ≤ C|h|,
onde τhu(x) := u(x+ h).
Enta˜o (i) =⇒ (ii)⇐⇒ (iii). Ale´m disso, temos que C = ‖∇u‖L1(Ω) em (ii) e (iii).
Aproveitando essa Proposic¸a˜o, denominamos por BV (Ω) o subespac¸o vetorial,








∣∣∣∣ ≤ C‖ϕ‖∞,∀ϕ ∈ C1c (Ω,RN)}
e por
|u|BV (Ω) = sup
{∫
Ω








. Segue imediatamente da definic¸a˜o que | · |BV (Ω) e´ uma semi-
norma em BV (Ω).
Definic¸a˜o 2.1.2 Dizemos que BV (Ω) constru´ıdo anteriormente e´ o espac¸o vetorial das
func¸o˜es de variac¸a˜o limitada.
Para enunciarmos o pro´ximo teorema, relembramos queM(Ω,RN) e´ o espac¸o
das medidas de Radon que e´ isomorfo ao espac¸o produto M(Ω)N e de acordo com
esse isomorfismo,
µ ∈M(Ω,RN)⇔ µ = (µ1, · · · , µN) com µi ∈M(Ω), i = 1, · · · , N.
Teorema 2.1.3 Seja Ω um subconjunto aberto de RN . Enta˜o sa˜o equivalentes:
(i) u ∈ BV (Ω),
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(ii) u ∈ L1(Ω) e Du ∈ M(Ω,RN). Em particular, ∂u
∂xi
∈ M(Ω) para todo i =
1, · · · , N , onde ∂u
∂xi
e´ a derivada direcional de u no sentido distribucional,
(iii) u ∈ L1(Ω) e ‖Du‖ := sup{〈Du,ϕ〉 : ϕ ∈ Cc(Ω,RN), ‖ϕ‖∞ ≤ 1} < +∞,











i) =⇒ ii) Defina
T : BV (Ω)→ (C∞c (Ω,RN))∗
u→ T (u) : C∞c (Ω,RN)→ R







= C0(Ω,RN), onde ‖·‖ e´ a norma do supremo de C0(Ω,RN). Para
a prova dessa afirmac¸a˜o veja-se a demonstrac¸a˜o do Teorema 1.2.5.
• T (u) e´ linear pela linearidade da integral e continua, pois u ∈ BV (Ω), ou seja




∣∣∣∣ ≤ c‖ϕ‖∞, ∀ϕ ∈ C∞c (Ω,RN).
Portanto, por extensa˜o, existe uma u´nica
µ ∈ (C0(Ω,RN))∗ =M(Ω,RN)
tal que
〈µ, ϕ〉 = 〈T (u), ϕ〉 = −
∫
Ω
uDiv ϕdx, ∀ϕ ∈ C∞c (Ω,RN) (2.2)








ϕidx := 〈Du,ϕ〉, ∀ϕ ∈ C∞c (Ω,RN), (2.3)
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Isso e´, pelo isomorfismo de M(Ω)N e M(Ω,RN), obtemos µi = ∂u
∂xi
em C∞c (Ω).
Ainda da unicidade da extensa˜o acima, vamos denotar por
∂u
∂xi
a medida µi definida
no espac¸oM(Ω).





, ϕ〉| ≤ C‖ϕ‖∞, ∀ϕ ∈ C0(Ω),
poisM(Ω) e´ o dual topolo´gico de C0(Ω).
Desde que Cc(Ω) e´ denso em C0(Ω), obtemos
|〈 ∂u
∂xi
, ϕ〉| ≤ C‖ϕ‖∞, ∀ϕ ∈ Cc(Ω),
ou seja, tomando o supremo sobre tais func¸o˜es, na desiguadade acima, obtemos o
afirmado.






















∣∣∣∣ = | − 〈u, ∂ϕ∂xi 〉| ≤ C, ∀ϕ ∈ C∞c (Ω),
onde a u´ltima desigualdade segue da hipo´tese. Seja ϕ ∈ C1c (Ω). Enta˜o existe uma
sequeˆncia ϕn ∈ C∞c (Ω) tal que ϕn −→ ϕ ∈ C1c (Ω) na norma ‖·‖C1c . Assim, segue da






∣∣∣∣ ≤ C, ∀ϕ ∈ C1c (Ω).
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∣∣∣∣ ≤ CN, ∀ϕ ∈ C1c (Ω,RN)
o que mostra que u ∈ BV (Ω). Isso finaliza a prova. 
Observac¸a˜o 2.1.4 Da equivaleˆncia entre i) e ii) do teorema anterior, segue que para











uDivϕdx,∀ϕ ∈ C∞c (Ω,RN). (2.4)
Ale´m disso, pela aplicac¸a˜o definida em (1.20) e de (2.4) ,segue que



















uDiv ϕdx : ϕ ∈ C1c (Ω,RN), ‖ϕ‖∞ ≤ 1
}
.
e, portanto, pelo Teorema da representac¸a˜o Riesz-Alexandroff, obtemos que∫
Ω




uDivϕdx : ϕ ∈ C1c (Ω,RN), ‖ϕ‖∞ ≤ 1
}
. (2.5)
Teorema 2.1.5 O espac¸o W 1,1(Ω) e´ um subespac¸o vetorial pro´prio de BV (Ω).
Demonstrac¸a˜o: A inclusa˜o deW 1,1(Ω) emBV (Ω) segue imediatamente da Proposic¸a˜o
2.1.1. Ale´m disso, W 1,1(Ω) e´ um subespac¸o vetorial de BV (Ω) com as operac¸o˜es de
soma e produto consideradas.
No que segue vamos exibir um exemplo de uma func¸a˜o u ∈ BV (Ω) \W 1,1(Ω).
Dado um conjunto abertoE ⊂ Ω com fronteira suave tal quem(E) <∞ eHN−1(∂E) <
∞, onde HN−1 denota a medida de Hausdorff de dimensa˜o N − 1 e m(E) denota a
medida de Lebesgue do conjunto E em RN . Mostraremos que χE ∈ BV (Ω).
Desde que χE ∈ L1(Ω), resta apenas provar que a variac¸a˜o e´ finita. De fato, se-
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gue pelo Teorema 2.16 (Teorema generalizado de Green) que para todo ϕ ∈ C1c (Ω,RN)












‖ϕ‖∞‖ν‖∞HN−1 = HN−1(∂E) <∞.






χEDiv ϕdx : ϕ ∈ C1c (Ω,RN), ‖ϕ‖∞ ≤ 1
}
≤ HN−1(∂E) <∞.
No que segue, vamos mostrar que χE 6∈ W 1,1(Ω). Para isso mostraremos a seguinte
afirmac¸a˜o.
Afirmac¸a˜o 1: Seja Ω um subconjunto conexo de RN e Ω ⊃ E um conjunto
mensura´vel. Enta˜o χE /∈ W 1,1(Ω) a menos que E = Ω ou E = ∅.
Para provar essa afirmac¸a˜o usaremos o seguinte resultado,
u, v ∈ W 1,1(Ω), u = v q.t.p em B ∈ B(Ω) =⇒ Du = Dv q.t.p sobre B, (2.6)
onde D denota a derivada no sentido distribucional. A prova dessa afirmac¸a˜o pode
se encontrar em [11], pa´g. 203.
De fato, suponha por contradic¸a˜o que χE ∈ W 1,1(Ω) para todo E ⊂ Ω excepto
quando E = Ω ou E = ∅. Logo, ja´ que χE = 1 q.t.p sobre E, enta˜o por 2.6 obtemos
que
DχE = D(1) = 0 q.t.p sobre E.
Analogamente como χE = 0 sobre Ω \ E segue de 2.6 que
DχE = D(1) = 0 q.t.p sobre Ω \ E.
Portanto, DχE = 0 sobre Ω. Consequentemente da desigualdade de Poincare´ (5.1.8)
segue que χE e´ constante, i.e. E = Ω ou E = ∅ o que e´ uma contradic¸a˜o. Concluindo
assim a prova da afirmac¸a˜o 1. Portanto, χE /∈ W 1,1(Ω). 
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Proposic¸a˜o 2.1.6 Considere (un)n∈N uma sequeˆncia em BV (Ω) tal que
supn∈N |un|BV (Ω) < +∞. Se (un) converge em L1(Ω) para algum u ∈ L1(Ω), enta˜o
u ∈ BV (Ω) e |u|BV (Ω) ≤ lim inf
n−→∞
|un|BV (Ω).
Demonstrac¸a˜o: Seja ϕ ∈ C1c (Ω,RN) tal que ‖ϕ‖∞ ≤ 1. Da´ı existe um conjunto
compacto K tal que supp(ϕ) ⊂ K. Em consequeˆncia da continuidade de |Divϕ| em
K e supp(Divϕ) ⊂ K, obtemos que sup
x∈K































Tomando o supremo para ϕ ∈ C1(Ω,RN) tal que ‖ϕ‖∞ ≤ 1 e da hipo´tese
supn∈N |un|BV (Ω) <∞, obtemos
|u|BV (Ω) ≤ lim inf
n−→+∞
|un|BV (Ω) <∞.
Portanto, pelo Teorema 2.1.3, u ∈ BV (Ω). 
Desde que | · |BV = 0 define apenas uma seminorma em BV (Ω), pois | · |BV = 0 na˜o
implica que u = 0, vamos definir
‖·‖BV (Ω) : BV (Ω)→ R
u→ ‖u‖BV (Ω) := ‖u‖L1(Ω) + |u|BV (Ω)
que torna uma norma em BV (Ω).
Teorema 2.1.7 O espac¸o BV (Ω) munido com a ‖·‖BV (Ω) e´ um espac¸o de Banach.
Demonstrac¸a˜o: Seja (un)n∈N uma sequeˆncia de Cauchy em BV (Ω), isso e´, para todo
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 > 0 existe N ∈ N tal que
‖um − un‖BV (Ω) = ‖um − un‖L1(Ω) + |um − un|BV (Ω) < ,∀ m,n ≥ N.
Enta˜o (un)n∈N e´ uma sequeˆncia de Cauchy em L1(Ω). Em consequeˆncia, da comple-
titude de L1(Ω), existe u ∈ L1(Ω) tal que un −→ u em L1(Ω). Em particular para
p, q ∈ N e fixando q > N, obtemos
up − uq −→ u− uq, quando p −→∞ (2.7)
e tambe´m sendo (un) uma sequeˆncia de Cauchy em BV (Ω), temos que
sup
p∈N
|up − uq|BV (Ω) ≤ sup
p∈N
‖up − uq‖BV (Ω) < .
Assim da Proposic¸a˜o 2.1.6 obtemos
|u− uq|BV (Ω) ≤ lim inf
n−→∞
|up − uq|BV (Ω) ≤ ,
logo
|u|BV (Ω) ≤ |u− uq|BV (Ω) + |uq|BV (Ω) <∞,
e como u ∈ L1(Ω) conclui pelo Teorema 2.1.3 que u ∈ BV (Ω). Ale´m disso,
‖u− uq‖BV (Ω) = ‖u− uq‖L1(Ω) + |u− uq|BV (Ω) −→ 0, em BV (Ω).
Portanto BV (Ω) e´ um espac¸o de Banach. 
Corola´rio 2.1.8 Se u ∈ W 1,1(Ω), enta˜o ‖u‖W 1,1(Ω) = ‖u‖BV (Ω).
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Demonstrac¸a˜o: Considere u ∈ W 1,1(Ω). Enta˜o segue do Teorema 1.3.2, que















ϕidx : ϕi ∈ Cc(Ω), |ϕi|∞ ≤ 1
}










dx : ϕi ∈ C1c (Ω), |ϕi|∞ ≤ 1
}





uDivϕdx : ϕ ∈ C1c (Ω,RN), ‖ϕ‖∞ ≤ 1
}
= ‖u‖L1(Ω) + |u|BV (Ω).
Isso prova o corola´rio. 
Teorema 2.1.9 O espac¸o BV (Ω) na˜o e´ reflexivo.
Demonstrac¸a˜o: Primeiro, vamos provar a seguinte afirmac¸a˜o.
Afirmac¸a˜o: W 1,1(Ω) e´ um subespac¸o fechado de BV (Ω). De fato, seja (un) ⊂
W 1,1(Ω) tal que
un −→ u em BV (Ω).
Pelo Teorema 2.1.8, a norma de un no espac¸o BV (Ω) coincide com a norma de un
em W 1,1(Ω). Logo, (un) e´ um sequeˆncia de Cauchy em W 1,1(Ω), pois
‖un − um‖W 1,1 = ‖un − um‖BV (Ω) ≤ ‖un − u‖BV (Ω) + ‖um − u‖BV (Ω) −→ 0,
quando m,n −→∞. Em consequeˆncia, existem (unk) e uˇ ∈ W 1,1(Ω) tal que unk −→ uˇ
em W 1,1(Ω). Por outro lado
‖u− uˇ‖BV (Ω) ≤ ‖u− unk‖BV (Ω) + ‖uˇ− unk‖BV (Ω)
= ‖u− unk‖BV (Ω) + ‖uˇ− unk‖W 1,1(Ω) −→ 0,
quando n −→∞, mostrando que u = uˇ. Assim obtemos que
un −→ u em W 1,1(Ω).
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Portanto W 1,1(Ω) e´ um subespac¸o fechado de BV (Ω), o que conclui a prova da
afirmac¸a˜o.
Assim, pelo Teorema 5.0.1, BV (Ω) na˜o e´ reflexivo, pois W 1,1(Ω) na˜o reflexivo.

2.2 Conveˆrgencia e imerso˜es
Das propriedades dos Espac¸os de Sobolev temos que o espac¸o C∞(Ω) e´ denso
em W 1,1(Ω) com respeito a` norma ‖·‖W 1,1(Ω). Assim, segue do corola´rio anterior que
C∞(Ω) ∩BV (Ω)‖·‖BV (Ω) = C∞(Ω) ∩BV (Ω)‖·‖W1,1(Ω) ⊂ W 1,1(Ω)  BV (Ω),
ou seja, C∞(Ω) ∩ BV (Ω) na˜o e´ denso em BV (Ω) com a topologia da norma. Dessa
forma, nosso objetivo e´ encontrar uma nova noc¸a˜o de convergeˆncia que torne o
espac¸o C∞(Ω)∩BV (Ω) denso em BV (Ω) com respeito a` topologia induzida por esta
convergeˆncia. Para este objetivo, primeiro definimos a Convergeˆncia Intermedia´ria.
Definic¸a˜o 2.2.1 (Convergeˆncia Intermedia´ria) Considere uma sequeˆncia (un)n∈N ⊂
BV (Ω) e u ∈ BV (Ω). Dizemos que un −→ u no sentido da convergeˆncia intermedia´ria
se
un −→ u em L1(Ω) e |un|BV (Ω) −→ |u|BV (Ω).
Relembramos a seguinte definic¸a˜o.
Definic¸a˜o 2.2.2 Uma func¸a˜o regularizante ρ e´ definida por
ρ(x) = 
−Nρ(x/),
onde ρ e´ uma func¸a˜o na˜o negativa que satisfaz




A partir de uma func¸a˜o regularizante, podemos definir a seguinte convoluc¸a˜o.
Definic¸a˜o 2.2.3 Considere µ ∈M(RN ,RM) e ρ uma func¸a˜o regularizante. Definimos





Teorema 2.2.4 Seja ρ uma func¸a˜o regularizante e ρ ∗ µ definido como na Definic¸a˜o
acima. Enta˜o ρ ∗ µ ∈ C∞(RN ,RM) e ale´m disso, satisfaz
i) ρ ∗ µ ⇀ µ fracamente emM(RN ,RM),
ii)
∫





RN |ρ ∗ µ| −→
∫
RN |µ| quando  −→ 0.
Demonstrac¸a˜o: Ver [3], pa´g. 132.
Teorema 2.2.5 O espac¸o C∞(Ω) ∩ BV (Ω) e´ denso em BV (Ω) no sentido da con-
vergeˆncia intermedia´ria.
Demonstrac¸a˜o: Note que C∞(Ω) ∩ BV (Ω) = C∞(Ω) ∩W 1,1(Ω). De fato, a inclusa˜o
C∞(Ω) ∩ BV (Ω) ⊃ C∞(Ω) ∩W 1,1(Ω) e´ evidente. Por outro lado, dado u ∈ C∞(Ω) ∩
BV (Ω) enta˜o existe a derivada
∂u
∂xi
cont´ınua e assim para todo conjunto compacto
K ⊂ Ω obtemos que ∫
K
∣∣∣∣ ∂u∂xi
∣∣∣∣ dx <∞ e ∫
K
|u|dx <∞,
isso e´, u, ∂u
∂xi










ϕdx, ∀ϕ ∈ C∞c (Ω).
Logo, pela densidade do espac¸o C∞c (Ω) em C
1
c (Ω) na norma do supremo e do Teo-











ϕdx, ∀ϕ ∈ C1c (Ω),






ϕdx : ϕ ∈ Cc(Ω), ‖ϕ‖∞ ≤ 1
}
<∞.
Portanto, pelo Teorema 1.3.2 obtemos que ‖ ∂u
∂xi
‖L1(Ω) < ∞, isso e´ u ∈ C∞(Ω) ∩
W 1,1(Ω).
Agora mostraremos que para todo u ∈ BV (Ω) existe (u) ⊂ C∞(Ω) ∩W 1,1(Ω)
tal que ∫
Ω









onde a integral de |Du| e´ no sentido de Lebesgue (veja (2.5) na observac¸a˜o 2.1.4)
e a integral de |Du| e´ no sentido da variac¸a˜o total da medida definida em (1.2.13).
Consideremos uma famı´lia (Ωi)i∈N de subconjuntos de Ω tal que
∫
ΩrΩo




Constru´ımos uma cobertura aberta (Ci)i∈N de Ω da seguinte maneira
C1 = Ω2 e Ci = Ωi+1 r Ωi−1, ∀i ≥ 2.
Seja (ϕi)i∈N uma partic¸a˜o da unidade subordinada a` cobertura (Ci)i∈N. Assim, as
func¸o˜es ϕi satisfazem




Note que ϕ1 = 1 em Ω1. Para cada i ∈ N escolhamos i > 0 tal que as seguintes
estimativas sejam satisfeitas (ver prova do Teorema 2.2.4 em [3] pa´g. 132-133)
supp(ρi ∗ ϕiu) ⊂ Ci, (2.8)∫
Ω









∣∣∣∣ <  e (2.10)∫
Ω









Observe que a soma e´ localmente finita, pois para cada x ∈ Ω pertence ao ma´ximo
dois, entre os conjuntos {Ci} e por (2.8), u esta´ bem definido. Ale´m disso, temos
pelo Teorema 2.2.5 que u ∈ C∞(Ω) e como
∑∞
i=1 ϕi = 1, obtemos
∑∞
i=1 ϕiu = u.
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|uϕi − ρi ∗ (uϕi)| dx < ,






Derivando no sentido distribucional obtemos que






















ρi ∗ (ϕiDu) +
∞∑
i=1
(ρi ∗ (uDϕi)− uDϕi). (2.12)

































|Du|+  < 2. (2.13)
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|Du| < 2, (2.14)






∣∣∣∣ < 2+ 2 = 4.







o que conclui a prova. 
Definic¸a˜o 2.2.6 (Fronteira Lipschitziana) Considere Ω um subconjunto aberto deRN
com fronteira ∂Ω. Dizemos que Ω tem fronteira Lipschitziana se para p ∈ ∂Ω existe um
hiperplano H de dimensa˜o N − 1, uma func¸a˜o Lipschitz cont´ınua g : H → R e r, h > 0
tais que
i) Ω ∩ C = {x+ yη : x ∈ Br(p) ∩H, −h < y < g(x)},
ii) (∂Ω) ∩ C = {x+ yη : x ∈ Br(p) ∩H, g(x) = y},
onde, η e´ o vetor normal unita´rio a H e
• Br(p) := {x ∈ RN : ‖x− p‖ < r},
• C := {x+ yη : x ∈ Br(p) ∩H, −h < y < h}.
Teorema 2.2.7 Seja Ω um subconjunto aberto limitado do RN com fronteira Lipschit-
ziana. Enta˜o para todo p com 1 ≤ p ≤ N
N−1 a imersa˜o
BV (Ω) ↪→ Lp(Ω)
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e´ cont´ınua. Mais precisamente, existe uma constante C > 0, que depende somente de






≤ C‖u‖BV (Ω), para todo u ∈ BV (Ω).
Demonstrac¸a˜o: Seja uma sequeˆncia (un)n∈N ∈ C∞(Ω) ∩ BV (Ω) = C∞(Ω) ∩W 1,1(Ω)
que converge a u ∈ BV (Ω) no sentido da convergeˆncia intermedia´ria, ver Teo-
rema 2.2.5. Assim, (un) ∈ W 1,1(Ω). Da imersa˜o cont´ınua W 1,1(Ω) ↪→ Lp(Ω) para
1 ≤ p < N






≤ C‖un‖W 1,1(Ω) = C
(‖un‖L1(Ω) + |un|BV (Ω)) <∞.
Como Lp(Ω) e´ reflexivo para p ≥ 1 e (un) e´ limitado, segue que un ⇀ u em Lp(Ω)
















(‖un‖L1(Ω) + |un|BV (Ω))
=C‖u‖BV (Ω),
onde usamos a convergeˆncia intermedia´ria para obter a u´ltima igualdade. Isso ter-
mina a prova. 
Observac¸a˜o 2.2.8 De acordo com o teorema anterior, cada elemento de BV (Ω) per-
tence a Lp(Ω) para 1 ≤ p ≤ N
N−1 . Isso nos permite melhorar levemente o Teorema de
densidade (2.2.5) para a seguinte forma.
Corola´rio 2.2.9 Seja u ∈ BV (Ω). Enta˜o existe (un) ∈ C∞(Ω) ∩BV (Ω) tal que
un −→ u em Lp(Ω) e |un|BV (Ω) −→ |u|BV (Ω).
No que segue, passaremos a usar a seguinte notac¸a˜o
1∗ =
N
N − 1 . (2.15)
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Teorema 2.2.10 Seja Ω ⊂ RN um aberto limitado com fronteira Lipschitziana. Enta˜o
para todo p com 1 ≤ p < N
N−1 a imersa˜o
BV (Ω) ↪→ Lp(Ω)
e´ compacta.
Demonstrac¸a˜o: Seja uma sequeˆncia (un) ⊂ BV (Ω) tal que ‖un‖BV (Ω) ≤ 1. Pela
Observac¸a˜o (2.2.8) temos que existe vn ∈ C∞(Ω) ∩BV (Ω) tal que
‖vn − un‖p < 1/n, ∀p ∈ [1, 1∗] e ‖∇vn‖L1(Ω) < 2,
onde a u´ltima desigualdade segue da hipo´tese ‖un‖BV (Ω) ≤ 1. Assim,
‖vn‖W 1,1(Ω) = ‖vn‖L1(Ω) + ‖∇vn‖L1(Ω) ≤ ‖vn − un‖L1 + ‖un‖L1(Ω) + ‖∇vn‖L1(Ω)
≤ ‖vn − un‖L1 + ‖un‖BV (Ω) + ‖∇vn‖L1(Ω) < 4.
Desde que (vn) e´ limitado em W 1,1(Ω), segue da imersa˜o compacta de W 1,1(Ω) ↪→
Lp(Ω) para p ∈ [1, 1∗) que existe uma subsequeˆncia vnk e u ∈ Lp(Ω) tal que vnk −→
u em Lp(Ω). Logo
‖unk − u‖Lp(Ω) = ‖vnk − unk‖Lp(Ω) + ‖vnk − u‖Lp(Ω) −→ 0,
quando k −→∞. Portanto unk −→ u em Lp(Ω). Mostraremos agora que u ∈ BV (Ω).
Como ‖unk‖BV (Ω) = ‖unk‖L1(Ω) + |unk |BV (Ω) ≤ 1 enta˜o supk∈N |unk |BV (Ω) ≤ 1 e ale´m
disso unk −→ u em L1(Ω), isso e´, pela Proposic¸a˜o 2.1.6, obtemos que u ∈ BV (Ω) o
que completa a prova. 
Teorema 2.2.11 (Teorema do Trac¸o em BV(Ω)) Seja Ω ⊂ RN aberto e limitado com
fronteira Lipschitziana. Enta˜o existe um operador linear e cont´ınuo Γ : BV (Ω) −→
L1(∂Ω,HN−1) tal que:
i) Γ(u) = u|∂Ω se u ∈ C(Ω) ∩BV (Ω),








u|∂Ωϕ · νdHN−1,∀ϕ ∈ C1(Ω,RN) (2.16)
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onde ν(x) e´ o vetor normal exterior a Ω em x, que esta´ definido para todo x ∈ ∂Ω, a
menos de un conjunto de medida HN−1 nula.
Demonstrac¸a˜o: Ver [3], pa´g. 379.
Teorema 2.2.12 (Desigualdade de Poincare´ em BV(Ω)) Seja Ω um aberto limitado














para todo u ∈ BV (Ω).
Demonstrac¸a˜o: Ver [10], pa´g 189.
Cap´ıtulo 3
Subdiferencial e o Gradiente de
Clarke
Neste cap´ıtulo, vamos apresentar as noc¸o˜es de subdiferencial e o gradiente ge-
neralizado de Clarke. Por todo este cap´ıtulo, denotaremos por X um espac¸o de
Banach real munido da norma ‖·‖, seu dual sera´ representado por X∗ e a notac¸a˜o
〈·, ·〉 significara´ o par de dualidade entre X∗ e X.
3.1 Subdiferencial
As definic¸o˜es e demonstrac¸o˜es dos resultados listados nesta sec¸a˜o podem ser
encontrados em Carl [22] e Zsulkin [23].
Definic¸a˜o 3.1.1 Considere ψ : X −→ (−∞,+∞] uma func¸a˜o convexa localmente Lips-
chitz. Definimos o domı´nio efetivo de ψ como
D(ψ) = {u ∈ X : ψ(u) < +∞}.
Definic¸a˜o 3.1.2 Considere ψ : X −→ R ∪ {+∞} uma func¸a˜o convexa (ψ 6≡ +∞). Um
elemento u∗ ∈ X∗ e´ chamado subgradiente de ψ em u ∈ D(ψ) se satisfaz a seguinte
desigualdade
ψ(v)− ψ(u) ≥ 〈u∗, v − u〉, ∀v ∈ X. (3.1)
Ale´m disso, o conjunto de todos u∗ ∈ X∗ satisfazendo (3.1) e´ chamado de subdiferencial
de ψ em u e e´ denotado por ∂ψ(u).
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Definic¸a˜o 3.1.3 (Derivada de Gateaux) Considere X, Y espac¸os de Banach e G :
U ⊂ X −→ Y uma func¸a˜o cujo domı´nio U e´ um aberto de X. Definimos a derivada
direcional de G no ponto u ∈ U na direc¸a˜o h ∈ X por





desde que o limite exista. Se 〈G′(u), h〉 existe para todo h ∈ X e se a seguinte func¸a˜o
G′(u) : X −→ Y
h −→ 〈G′(u), h〉
e´ linear e cont´ınuo, enta˜o dizemos que G e´ Gateaux diferencia´vel em u, e chamamos
G′(u) a derivada de Gateaux de G no ponto u ∈ U.
Teorema 3.1.4 Seja G : X −→ R uma func¸a˜o convexa e Gateaux diferencia´vel em
u ∈ X. Enta˜o ∂G(u) tem um so´ elemento, a saber, u∗ = G′(u).
Demonstrac¸a˜o: Sejam u, v ∈ X e t ∈ (0, 1]. Da convexidade de G obtemos que
G(u+ t(v − u)) = G(tv + (1− t)u) ≤ tG(v) + (1− t)G(u) = t(G(v)−G(u)) +G(u).
Logo,
G(u+ t(v − u))−G(u)
t
≤ G(v)−G(u).
Como G e´ Gateaux diferencia´vel, decorre que
〈G′(u), v − u〉 = lim
t−→0
G(u+ t(v − u))−G(u)
t
≤ G(v)−G(u).
Mostrando que G′(u) ∈ ∂G(u). Agora seja u∗ ∈ ∂G(u). Enta˜o para cada v ∈ X e t > 0
G(u+ tv)−G(u) ≥ 〈u∗, u+ tv − u〉 = 〈u∗, tv〉 = t〈u∗, v〉,
de modo que






isso e´, 〈G′(u)− u∗, v〉 ≥ 0, para todo v ∈ X. Portanto, 〈G′(u)− u∗, v〉 = 0, ∀v ∈ X, o
que mostra que G′(u) = u∗. Isso finaliza a prova. 
3.2 O gradiente generalizado de Clarke
As definic¸o˜es e demonstrac¸o˜es dos resultados listados nesta sec¸a˜o podem ser
encontrados em Chang [7], Clarke [9] e Carl [22].
Definic¸a˜o 3.2.1 Um funcional f : X −→ R e´ dito localmente Lipschitz
(f ∈ Liploc(X,R)) se para cada x ∈ X existe uma vizinhanc¸a V = Vx de x e uma
constante K = Kx > 0 tal que
|f(y)− f(z)| ≤ K‖y − z‖, para todo y, z ∈ V.
Exemplo 3.2.2 A func¸a˜o f : R −→ R definida por f(t) = |t| e´ uma func¸a˜o localmente
Lipschitz.
Definic¸a˜o 3.2.3 Considere f ∈ Liploc(X,R) e u, v ∈ X. A derivada generalizada de f
em u na direc¸a˜o v e´ definida por






f o(u; v) = lim sup
h−→0, λ↓0
f(u+ h+ λv)− f(u+ h)
λ
,
Proposic¸a˜o 3.2.4 Seja f ∈ Liploc(X,R). Enta˜o
(i) dado u ∈ X, o funcional f o(u; ·) e´ subaditivo, positivamente homogeˆneo, convexo
e satisfaz a desigualdade
|f o(u; v)| ≤ K‖v‖,∀v ∈ X,
(ii) f o(u;−v) = (−f)o(u; v), ∀u, v ∈ X,
(iii) a func¸a˜o (u, v) ∈ X ×X −→ f o(u; v) ∈ R e´ semicont´ınua superiormente.
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Demonstrac¸a˜o: Prova do i). Vamos mostrar primeiro a subaditividade.
Sejam u, v, w e y ∈ X
f o(u; v + w) = lim sup
y−→u, t↓0
















f(y + tw)− f(y)
t
,
= f o(u; v) + f o(u;w),
onde x := y + tw na segunda igualdade.
Vamos mostrar que f o(u; ·) e´ positivamente homogeˆnea. Dado λ > 0, temos
f o(u;λv) = lim sup
y−→u, t↓0




f(y + rv)− f(y)
r.λ−1
= λ lim sup
y−→u, t↓0
f(y + rv)− f(y)
r
= λf o(u; v),
onde r := λt na segunda igualdade. Para finalizar a prova do item i), observamos de
f ∈ Liploc(X,R) que
f o(u; v) = lim sup
y−→u, t↓0








K‖x+ tv − x
t
‖ = K‖v‖, ∀v ∈ X.
Prova do ii). Segue da definic¸a˜o de f e tomando w := x− tv que










Prova do iii). Sejam (un) e (vn) sequeˆncias arbitra´rias tais que un −→ u e
vn −→ v respectivamente. Enta˜o segue da definic¸a˜o de f ∈ Liploc(X,R) que existem
wn ∈ X e tn > 0 tal que
‖wn − un‖+ tn < 1
n
e
f o(un; vn)− 1
n
≤ f(wn + tnvn)− f(wn)
tn
=
f(wn + tnv)− f(wn)
tn
+
f(wn + tnvn)− f(wn + tnv)
tn
.
Desde que f ∈ Liploc(X,R), obtemos que
f o(un; vn)− 1
n






para algum K > 0. Assim, fazendo n −→∞, obtemos
lim sup
n−→∞
f o(un, vn) ≤ f o(u, v).

Agora estamos em condic¸o˜es de definir o gradiente generalizado de Clarke.
Definic¸a˜o 3.2.5 O gradiente generalizado de Clarke de um funcional localmente Lipz-
chitz (f ∈ Liploc(X,R)) em um ponto u ∈ X e´ o subconjunto de X∗ definido por
∂f(u) = {ζ ∈ X∗ : f o(u; v) ≥ 〈ζ, v〉,∀v ∈ X}.
Denotemos por ‖·‖X∗ a norma em X∗ definida por
‖ζ‖X∗ = sup{〈ζ, v〉 : v ∈ X, ‖v‖ ≤ 1}.
Teorema 3.2.6 Seja f ∈ Liploc(X,R). Enta˜o o conjunto ∂f(u) e´ na˜o vazio.
Demonstrac¸a˜o: Pela Proposic¸a˜o 3.2.4, temos que f o(u; ·) e´ um funcional positi-
vamente homogeˆneo e subaditivo. Assim, pelo Teorema de Hahn-Banach, forma
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anal´ıtica, existe um funcional ζ : X → R tal que
〈ζ, v〉 ≤ f o(u; v), ∀v ∈ X (3.2)
e, como uma consequeˆncia da Proposic¸a˜o 3.2.4, obtemos que
〈ζ, v〉 ≤ K‖v‖,∀v ∈ X,
isso e´, ζ ∈ X∗. Portanto, segue disso e de (3.2) que ζ ∈ ∂f(u). 
Proposic¸a˜o 3.2.7 Sejam f ∈ Liploc(X,R) e u ∈ X. Enta˜o:
(i) ∂f(u) ⊂ X∗ e´ convexo, fraco*-compacto e
‖ζ‖X∗ ≤ K para todo ζ ∈ ∂f(u),
onde K = Ku > 0 e´ a constante de Lipschitz,
(ii) f o(u; v) = max{〈ζ, v〉 : ζ ∈ ∂f(u)},
(iii) a multifunc¸a˜o u −→ ∂f(u) e´ fraco∗-fechado, no seguinte sentido: se (un, ζn) ⊂
X ×X∗ e´ uma sequeˆncia satisfazendo
ζn ∈ ∂f(un), un X−→ u e ζn ∗⇀ ζ,
enta˜o ζ ∈ ∂f(u).
Demonstrac¸a˜o: Prova do i).
Pelo Teorema de Banach-Alaoglu-Bourbaki obtemos que
B∂f(u) = {Φ ∈ ∂f(u) : ‖Φ‖X∗ ≤ 1} e´ fraco∗ − compacto
e o caso geral e´ obtido pelo Teorema 11, pa´g. 34 em [24]. Por outro lado, como
f ∈ Liploc(X,R) segue que
‖ζ‖X∗ = sup
‖v‖≤1
〈ζ, v〉 ≤ sup
‖v‖≤1
f o(u; v) ≤ Ku, ∀ζ ∈ ∂f(u).
Prova do ii).
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De fato, segue diretamente da definic¸a˜o que 〈ζ, v〉 ≤ f o(u; v), ∀v ∈ X. Suponha
por contradic¸a˜o que para algum v ∈ X, vale a desigualdade estrita. Enta˜o segue do
Teorema de Hahn-Banach-Forma Anal´ıtica, que existe um funcional ζ ∈ X∗ tal que
f o(u; v) > 〈ζ, v〉 = f o(u; v),
o que nos leva a uma contradic¸a˜o.
Prova do iii).
Dado (un) ⊂ X satisfazendo un −→ u em X e seja ζn ∈ ∂f(un) com ζn ∗⇀ ζ em
X∗. Enta˜o por definic¸a˜o temos
〈ζn, v〉 ≤ f o(un; v), ∀v ∈ X.
Assim, segue da semicontinuidade superior de f o(u; ·) que
f o(u; v) ≥ lim sup
n−→∞
f o(un; v) ≥ lim sup
n−→∞
〈ζn, v〉 ≥ 〈ζ, v〉, ∀v ∈ X.
Como v e´ arbitra´rio, segue que ζ ∈ ∂f(x). 
Proposic¸a˜o 3.2.8 Seja f : X → R um funcional convexo. Enta˜o o gradiente generali-
zado de Clarke ∂f(u) coincide com o subdiferencial de f .
Demonstrac¸a˜o: Ver [9], pa´g. 167.
3.3 Propriedades do gradiente generalizado de Clarke
Como refereˆncia para as demonstrac¸o˜es feitas nesta sec¸a˜o, o leitor pode con-
sultar Clarke [9] e Carl [22], que foram os textos base na construc¸a˜o deste to´pico.
Definic¸a˜o 3.3.1 Um elemento u ∈ X e´ dito ser um ponto cr´ıtico de um funcional
f ∈ Liploc(X;R) se
0 ∈ ∂f(u).






Demonstrac¸a˜o: Se λ = 0, a propriedade e´ obvia.
Se λ > 0, temos
ζ ∈ ∂(λf)(u)⇐⇒ 〈ζ, v〉 ≤ (λf)o(u; v),∀v ∈ X
⇐⇒ 〈1
λ
ζ, v〉 ≤ 1
λ
(λf)o(u; v) = f o(u; v),∀v ∈ X
⇐⇒ ζ ∈ λ∂f(u).
Se λ < 0, segue da Proposic¸a˜o 3.2.4 (ii) que
ζ ∈ ∂(λf)(u)⇐⇒ 〈1
λ







(−λf)o(u; v) = f o(u; v),∀v ∈ X
⇐⇒ ζ ∈ λ∂f(u).
Isso completa a prova. 
Definic¸a˜o 3.3.3 Uma func¸a˜o localmente Lipschitz f : X −→ R e´ chamada regular em
um ponto u ∈ X se:
(i) a derivada direcional 〈f ′(u), v〉 := f ′(u; v) existe, para cada v ∈ X,
(ii) f o(u; v) = f
′
(u; v),∀v ∈ X.
Proposic¸a˜o 3.3.4 Sejam f, g : X −→ R func¸o˜es localmente Lipschitz. Enta˜o para cada
u ∈ X, temos a seguinte inclusa˜o:
∂(f + g)(u) ⊂ ∂f(u) + ∂g(u).
Ale´m disso, se as func¸o˜es f e g sa˜o regulares no ponto u ∈ X, enta˜o a inclusa˜o acima se
torna uma igualdade e f + g e´ regular em u.
Demonstrac¸a˜o: Seja ζ ∈ ∂(f + g)(u). Por definic¸a˜o, temos
〈ζ, v〉 ≤ (f + g)o(u; v) ≤ f o(u; v) + go(u; v), ∀v ∈ X. (3.3)
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Argumentando por contradic¸a˜o, admitamos que ζ /∈ ∂f(u) + ∂g(u). Enta˜o como X∗
e´ um espac¸o de Haussdorff munido da topologia fraca∗, existe w ∈ X tal que
〈ζ, w〉 > max{〈z, w〉 : z := z1 + z2 ∈ ∂f(u) + ∂g(u)}
= max{〈z1, w〉+ 〈z2, w〉 : z1 ∈ ∂f(u), z2 ∈ ∂g(u)}
= max{〈z1, w〉 : z1 ∈ ∂f(u)}+ max{〈z2, w〉 : z2 ∈ ∂g(u)}
= f o(u;w) + go(u;w),
onde a u´ltima desigualdade segue da Proposic¸a˜o 3.2.7 (ii). Isso contradiz (3.3).
Suponha agora que f e g sa˜o regulares em u ∈ X. Seja ζ ∈ ∂f(u) + ∂g(u). Enta˜o por
definic¸a˜o, obtemos que
〈ζ, v〉 ≤ f o(u; v) + go(u; v) = f ′(u; v) + g′(u; v)
= (f + g)′(u; v) = (f + g)o(u; v),∀v ∈ X.
Onde conclu´ımos que ζ ∈ ∂(f + g)(u), isso e´
∂(f + g) ⊃ ∂f(u) + ∂g(u).

Cap´ıtulo 4
Equac¸a˜o de Euler-Lagrange para
problemas com 1-Laplaciano
Neste cap´ıtulo, consideraremos Ω ⊂ RN um aberto limitado com fronteira Lips-
chitzina e ν e´ o vetor normal unita´rio sobre ∂Ω. No cap´ıtulo 2, apresentamos o
Teorema 2.1.3 que caracteriza os espac¸os de variac¸a˜o limitada e no Cap´ıtulo 1 o
Teorema de Riesz Alexandroff que nos da uma identificac¸a˜o das medidas de Radon
M(Ω) com o dual topolo´gico do espac¸o C0(Ω), onde a norma em M(Ω) e´ igual a`
variac¸a˜o total da medida.
Esses teoremas sera˜o de muita importaˆncia na prova do Teorema 4.1.8 que nos
fornecera´ um significado para as soluc¸o˜es de Variac¸a˜o Limitada de um problema cujo
funcional energia conte´m um termo que e´ uma variac¸a˜o limitada de uma medida de
Radon. Para provar esse teorema sera´ necessa´rio utilizar as Proposic¸o˜es 4.1.1 e 4.1.2.
Ale´m disso, entenderemos o significado de um ponto cr´ıtico para o funcional de
energia associado ao problema do operador 1-Laplaciano dado por −∆u = f em Ω,
onde Ω e´ limitado e u ∈ BV (Ω) e obteremos a equac¸a˜o de Euler-Lagrange que e´
satisfeita pelos pontos cr´ıticos do funcional de energia associado.
Os resultados e as demonstrac¸o˜es deste cap´ıtulo podem ser encontrados nas re-
fereˆncias [1, 12, 17].
Para as seguintes sec¸o˜es precisaremos do seguinte conjunto,
L∞q (Ω) := {z ∈ L∞(Ω,RN) : Divz ∈ Lq(Ω)}, para q ≥ 1.
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4.1 Resultados do espac¸o BV(Ω) e das medidas de Ra-
don
Proposic¸a˜o 4.1.1 Para cada z ∈ L∞1 (Ω) existe uma func¸a˜o [z, ν] ∈ L∞(∂Ω), chamada
trac¸o normal de z, tal que








[z, ν]udHN−1, para todo u ∈ C∞(Ω). (4.1)



















zDudx, ∀u ∈ C∞(Ω).
Desde que Ω tem fronteira Lipschitziana, escolhemos uma cobertura aberta {Uk}lk=0
de Ω e xk ∈ RN \ {0} com
B(x+ xk) ⊂ Ω, ∀x ∈ Ωk := Uk ∩ Ω e ∀ > 0 pequeno.
Seja ρ ∈ C∞c (RN) uma func¸a˜o regularizante, definimos
ρkm(x) := m




m ∗ z ∈ C∞(Ωk).
Enta˜o suppρkm(x− ·) ⊂ Ω para x ∈ Ωk e para todo  > 0 pequeno. Pelo Teorema 5.0.7
do apeˆndice, decorre que
ρkm ∗ z =: zkm −→ z em L1(Ωk). (4.3)
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= ‖Divz(x)− ρkm ∗Divz(x)‖L1(Ωk).
Desde que z ∈ L∞1 (Ω), Divz ∈ L1(Ωk) segue do Teorema 5.0.7, que∫
Ωk
|Divz(x)−Divzkm(x)|dx −→ 0, quando m −→∞. (4.4)































em que foi usado




∣∣∣∣ ≤ ‖z‖L∞(Ω), (4.6)
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para obtermos a u´ltima desigualdade, segue de (4.5) que
‖zm‖L∞(Ω) ≤ ‖z‖L∞(Ω).
Como podemos reescrever z :=
∑l
k=0 ζ
kz, temos que Div(ζkz) = zDζk + ζkDivz e
‖Divzm −Divz‖L1(Ω) = ‖zkm.Dζk + ζk.Divzkm − z.Dζk − ζkDivz‖L1(Ω)
≤ ‖Dζk(zkm − z)‖L1(Ω) + ‖ζk(Divzkm −Divz)‖L1(Ωk)
≤ k1‖zkm − z‖L1(Ωk) + k2‖Divzkm −Divz‖L1(Ωk),
o que implica de (4.3) e (4.4) que
Divzm −→ Divz em L1(Ω). (4.7)
Ale´m disso, segue de (4.3), que
‖zm − z‖L1(Ω) = ‖
l∑
k=0





∣∣∣∣∣ −→ 0. (4.8)
Assim, segue de (4.7), (4.8) e do Teorema de Green generalizado 2.2.11 e da
















≤ ‖z‖L∞(Ω)‖u|∂Ω‖L1(∂Ω), ∀u ∈ C∞(Ω). (4.9)
Em particular, dados u, v ∈ C∞(Ω), conclu´ımos que
α(u− v) = 0 se u|∂Ω = v|∂Ω , HN−1 q.t.p em ∂Ω,
i.e., α(u) depende so´ de u|∂Ω. Agora, defina a aplicac¸a˜o linear β : Y → R por
β(u|∂Ω) := α(u), ∀u ∈ C∞(Ω),
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onde Y = {u|∂Ω : u ∈ C∞(Ω)}. Assim, Y e´ um subespac¸o de L1(∂Ω) e, de (4.9),
obtemos que
|β(u|∂Ω)| = |α(u)| ≤ ‖z‖L∞(Ω)‖u|∂Ω‖L1(∂Ω), ∀u ∈ C∞(Ω), (4.10)
i.e., β e´ cont´ınuo.
Portanto, pelo Teorema de Hahn-Banach existe uma extensa˜o linear cont´ınua
de β ao espac¸o L1(∂Ω) e que preserva norma. Ou seja, de β ∈ (L1(∂Ω))′ existe uma
func¸a˜o [z, ν] ∈ L∞(∂Ω) tal que
α(u) = β(u|∂Ω) =
∫
∂Ω
[z, ν]u|∂ΩdHN−1, ∀u ∈ C∞(Ω)









[z, ν]u|∂ΩdHN−1, para todo u ∈ C∞(Ω).
Isso mostra (4.1.2). Ale´m disso, segue de (4.10), da preservac¸a˜o de normas que





e isso mostra (4.1.1).
Para finalizar a prova resta mostrar (4.2). Assuma que z ∈ L∞q (Ω) e u ∈ W 1,1 ∩
Lq
′
(Ω) para algum 1 < q ≤ ∞. Enta˜o pela Proposic¸a˜o 5.1.11 existe uma sequeˆncia
(um) ⊂ C∞(Ω) tal que














∣∣∣∣ ≤ ‖z‖L∞(Ω)‖∇um −∇u‖L1(Ω) → 0, quando m −→∞.
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∣∣∣∣ ≤ ‖[z, ν]‖L∞(∂Ω)‖um|∂Ω − u|∂Ω‖L1(∂Ω)
≤ C‖z‖L∞(Ω)‖um − u‖W 1,1(Ω) −→ 0.









[z, ν]u|∂ΩdHN−1, para todo u ∈ W 1,1(Ω) ∩ Lq
′
(Ω).
Agora assuma que q = 1 enta˜o z ∈ L∞1 (Ω) e u ∈ W 1,1 ∩ L∞(Ω). Pelo Teorema 5.1.11
obtemos que existe (um)m≥1 ⊂ C∞(Ω) tal que
um −→ u em W 1,1(Ω).
Assim, como um → u ∈ L1(Ω), enta˜o existe uma subsequeˆncia (umk) e uma func¸a˜o
g ∈ L1(Ω) tal que
umk(x) −→ u(x) q.t.p em Ω,
|umk(x)| ≤ g(x) q.t.p em Ω,
o que nos leva a
umk(x)Divz(x) −→ u(x)Divz(x) q.t.p em Ω,
|umk(x)Divz(x)| ≤ |KDivz(x)| q.t.p em Ω.















∣∣∣∣ ≤ ‖z‖L∞(Ω)‖∇umk −∇u‖L1(Ω) → 0, quando k −→∞,
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∣∣∣∣ ≤ ‖[z, ν]‖L∞(∂Ω)‖um|∂Ω − u|∂Ω‖L1(∂Ω)
≤ C‖z‖L∞(Ω)‖um − u‖W 1,1(Ω) −→ 0.








[z, ν]u|∂ΩdHN−1, para todo u ∈ W 1,1(Ω),
onde a u´ltima igualdade e´ obtida. Isso finaliza a prova da Proposic¸a˜o. 
Proposic¸a˜o 4.1.2 Para cada u ∈ BV (Ω) ∩ Lp(Ω) com 1 < p < ∞ e z ∈ L∞p′ (Ω) existe
















uzDϕdx, ∀ϕ ∈ C∞c (Ω).
Ale´m disso, para cada aberto Ω˜ ⊂ Ω, valem
〈(z,Du), ϕ〉 ≤ ‖ϕ‖∞‖z‖L∞(Ω˜)
∫
Ω˜










para todo conjunto Boreliano Ω˜ ⊂ Ω.
Demonstrac¸a˜o: Fixe u ∈ BV (Ω) ∩ Lp(Ω), z ∈ L∞p′ (Ω) e defina a seguinte aplicac¸a˜o
linear
(z,Du) : C∞c (Ω) −→ R
ϕ −→ 〈(z,Du), ϕ〉








Ale´m disso, observamos que para cada conjunto aberto Ω˜ ⊂ Ω fixado, temos
que u|Ω˜ ∈ BV (Ω˜). Pelo Teorema 2.2.5 podemos aproximar u|Ω˜ por uma sequeˆncia
(um)m≥1 ∈ C∞(Ω˜) ∩BV (Ω˜), isso e´,




















|Dum|, para ϕ ∈ C∞c (Ω˜).
(4.17)
Consequentemente se tomarmos um ∈ C∞(Ω˜) em (4.15) segue de (4.16) e (4.17)
que
|〈(z,Du), ϕ〉| ≤ ‖ϕ‖∞‖z‖L∞(Ω˜)
∫
Ω˜
|Du|dx, ∀ϕ ∈ C∞c (Ω˜)
e isso mostra (4.13).









|Du|,∀ conjunto Boreliano Ω˜ ⊂ Ω











De fato, para cada  > 0 dado, escolha um aberto Ω˜ ⊂⊂ Ω e ϕ ∈ C∞c (Ω) tal que
|Du|(∂Ω˜) = 0, |Du|(Ω \ Ω˜) < , 0 ≤ ϕ(x) ≤ 1 em Ω e ϕ(x) = 1 em Ω˜. (4.18)
Ale´m disso, segue da prova do Teorema 2.2.5, que existe uma sequeˆncia (um) ∈
77
C∞(Ω) ∩BV (Ω) ∩ Lp(Ω) tal que
um −→ u em Lp(Ω) e |Dum|(Ω) −→ |Du|(Ω) (4.19)



































∣∣∣∣ = 0. (4.20)
























































|Du| = 0 pois das hipo´teses (4.18) temos que ϕ(x) = 1 em Ω˜. Por-
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Note que um ∈ W 1,1(Ω) e pelo Teorema 2.2.11 temos que um|∂Ω −→ u|∂Ω em L1(∂Ω).
Assim, de (4.2) obtemos
∫
∂Ω





















Isso finaliza a prova. 
Teorema 4.1.3 Considere Ω ⊂ RN um aberto e limitado com fronteira Lipschitziana e
B ⊂ RN a bola unita´ria tal que Ω ⊂ B. Sejam u ∈ BV (Ω) e
u¯(x) :=
 u(x) x ∈ Ω,0 x ∈ B \ Ω.
Enta˜o u¯ ∈ BV (B) e
Du¯ = Du− u|∂ΩνHN−1|∂Ω ,
onde ν(x) denota o vetor unita´rio exterior a Ω em x ∈ ∂Ω.




















Desde que u e u¯ ∈ L1(Ω), segue que
Du¯ = Du− u|∂ΩνHN−1|∂Ω ,
no sentido distribucional. 
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Observac¸a˜o 4.1.4 Veja que pelo Teorema 2.1.3, identificamos Du¯ como uma medida
de Radon e portanto a variac¸a˜o total de Du¯ e´




Definic¸a˜o 4.1.5 Considere f : X −→ R, onde X e´ o dual do espac¸o Y . Definimos a
func¸a˜o conjugada de f sobre Y , com respeito da forma bilinear 〈x, y〉, x ∈ X e y ∈ Y ,
por
f ∗(y) = sup
x∈X
(〈x, y〉 − f(x)), y ∈ Y, x ∈ X.
Teorema 4.1.6 Seja E um espac¸o vetorial e ϕ : E −→ (−∞,∞] convexa semicont´ınua
inferiormente e ϕ 6≡ +∞. Enta˜o ϕ∗∗ = ϕ.
Demonstrac¸a˜o: Ver [5], pa´g. 13.
Definic¸a˜o 4.1.7 Seja E um espac¸o de Banach e A ⊂ E. Definimos a func¸a˜o indicador
IA por
IA(x) =
0 x ∈ A,∞ caso contra´rio.
No que segue, com o objetivo de entender o significado de soluc¸o˜es para pro-








|u|dHN−1 u ∈ BV (Ω) ∩ Lp(Ω),




fudx, E3(u) := α
∫
Ω




|u− h|qdx, ∀u ∈ Lp(Ω).
Vamos tambe´m assumir as seguintes hipo´teses:
(H1) f ∈ Lp′(Ω), g ∈ Lr(Ω), h ∈ BV (Ω) ∩ Lq(Ω) ,
(H2)
N
N−1 ≤ p <∞, 1 ≤ q, r ≤ p, α ∈ R.
Teorema 4.1.8 Sejam u ∈ BV (Ω) e Ω ⊂ RN um aberto com ∂Ω fronteira Lipschitzi-
ana. Enta˜o:
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(1) O funcional E1 e´ convexo, semicont´ınuo inferiormente e positivamente homogeˆneo
de grau 1 em Lp(Ω). Ale´m disso, u∗ ∈ ∂E1(u) para u ∈ Lp(Ω) se e so´ se existe
z ∈ L(Ω,RN) com
‖z‖L∞(Ω) ≤ 1, u∗ = Divz ∈ Lp′(Ω), (4.22)




Se E1(u) > 0, enta˜o ‖z‖L∞(Ω) = 1 em (4.22).
(2) O funcional E2 e´ continuamente diferencia´vel sobre Lp(Ω) com
E ′2(u) = −f, para todo u ∈ Lp(Ω).
(3) Para q > 1 o funcional G e´ convexo, Lipschitz localmente cont´ınuo, e Gateaux
diferencia´vel sobre Lp(Ω) com
G′(u) = q|u− h|q−2(u− h).
O subdiferencial e´ dado por
∂G(u) = {q|u− h|q−2(u− h)}, para todo u ∈ Lp(Ω).
Demonstrac¸a˜o: Prova do (1). Defina o conjunto
M∗ = {v∗ ∈ Lp′(Ω) : v∗ = −Divz, z ∈ L∞(Ω,RN), ‖z‖L∞(Ω) ≤ 1}.
Afirmac¸a˜o 1: M∗ e´ fechado.
De fato, consideremos uma sequeˆncia {v∗n} ⊂ M∗ com v∗n −→ v∗ em Lp′(Ω). Enta˜o
existe zn ∈ L∞(Ω) tal que ‖zn‖L∞(Ω) ≤ 1 e v∗n = −Divzn. Como zn ∈ L∞(Ω), enta˜o∫
Ω
znDivϕdx ≤ C‖ϕ‖∞, ∀ϕ ∈ C∞c (Ω).
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znDϕdx, ∀ϕ ∈ C∞c (Ω), n ∈ N. (4.23)
Desde que {v∗n} e´ limitado em L∞(Ω), segue pelo Teorema 5.0.10, que
zn
∗
⇀ z em L∞(Ω) (4.24)









Divzϕdx, ∀ ∈ C∞c (Ω),
e, por Du Bois Raimond 5.0.6, v∗ = −Divz ∈ Lp′(Ω). Ale´m disso, segue de (4.24)
que
‖z‖L∞(Ω) ≤ lim inf
n−→∞
‖zn‖L∞(Ω) ≤ 1,
obtendo que v∗ ∈ M∗, i.e., M∗ e´ fechado. No que segue mostraremos que I∗M∗ = E1,
onde IM∗ denota a func¸a˜o conjugada da func¸a˜o indicadora de M∗, ou seja,
I∗M∗(v) = sup
v∗∈Lp′ (Ω)
(〈v∗, v〉 − IM∗(v∗)) = sup
v∗∈M∗
〈v∗, v〉, para todo v ∈ Lp(Ω).










































I∗M∗(v) ≤ E1(v), ∀v ∈ Lp(Ω). (4.25)

































v∗vdx : v∗ ∈M∗
}
= I∗M∗(v), ∀v ∈ Lp(Ω). (4.26)
Portanto de (4.25) e (4.26), obtemos
I∗M∗(v) = E1(v), ∀v ∈ Lp(Ω). (4.27)




∗ = E∗1 . (4.28)
Afirmac¸a˜o 3: v∗ ∈ ∂E1(v)⇐⇒ E1(v) + E∗1(v∗) = E1(v) + IM∗ = 〈v∗, v〉.
De fato, seja v∗ ∈ ∂E1(v), enta˜o
v∗ ∈ ∂E1(v)⇐⇒ E1(u)− E1(v) ≥ 〈v∗, u− v〉,∀u ∈ Lp(Ω)
⇐⇒ 〈v∗, u〉 − E1(u) ≤ 〈v∗, v〉 − E1(v), ∀u ∈ Lp(Ω)
⇐⇒ sup
v∗∈Lp(Ω)
{〈v∗, u〉 − E1(u)} ≤ 〈v∗, v〉 − E1(v)
⇐⇒ E∗1(v∗) ≤ 〈v∗, v〉 − E1(v). (4.29)
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Por outro lado, de (4.28) decorre que
I∗M∗(v) = sup
v∗∈Lp′ (Ω)
{〈v∗, v〉 − IM∗(v∗)} = sup
v∗∈Lp′ (Ω)
{〈v∗, v〉 − E∗1(v∗)}
≥ 〈v∗, v〉 − E∗1(v∗),
ou seja,
E∗1(v
∗) ≥ 〈v∗, v〉 − I∗M∗(v) = 〈v∗, v〉 − E1(v). (4.30)
Enta˜o de (4.29) e (4.30), obtemos
v∗ ∈ ∂E1(v)⇐⇒ E1(v) + E∗1(v∗) = E1(v) + IM∗(v∗) = 〈v∗, v〉.
Portanto,
v∗ ∈ ∂E1(v)⇐⇒ E1(v) = 〈v∗, v〉.
Prova do (2).
Calculando a derivada de E2 no ponto u ∈ Lp(Ω), na direc¸a˜o h ∈ Lp(Ω)

















Assim, 〈E ′2(u), h〉 = −
∫
Ω
fhdx existe para todo h ∈ Lp(Ω) e a func¸a˜o
E ′2(u) : L
p(Ω) −→ R




e´ linear pela linearidade da integral e cont´ınua pois




∣∣∣∣ ≤ ‖f‖Lp′ (Ω)‖h‖Lp(Ω) = C‖h‖Lp(Ω).
Portanto,
E ′2(u) = −f, ∀u ∈ Lp(Ω).
84
Prova do (3).





onde ϕ(t) = qtq−1. Isto e´, G(u) = F (‖u − h‖Lq(Ω)). Mostrar que G e´ convexa, e´
equivalente a provar que F e´ convexa. Para 0 ≤ s < t, seja η = λs + (1 − λ)t com
s, t ∈ [0, 1]. Enta˜o






ϕ(η)dτ = (t− η)ϕ(η),






ϕ(η)dτ = (η − s)ϕ(η).
Da´ı temos que
(1− λ)(F (t)− F (η)) ≥ (1− λ)(t− η)ϕ(η),
−λ(F (η)− F (s)) ≥ −λ(η − s)ϕ(η),
somando estas desigualdades, obtemos
λF (s) + (1− λ)F (t)− F (η) ≥ (λs+ (1− λ)t− η)ϕ(η) ≥ 0.
Isto e´,
F (λs+ (1− λ)t− η) ≤ λF (s) + (1− λ)F (t),
o que prova que F (e portanto G) e´ convexo. Agora calculemos a derivada de Gate-
aux. Seja w ∈ Lp(Ω)


















(|u− h+ tw|q − |u− h|q)dx. (4.31)
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Para t ∈ (0, 1) definamos uma func¸a˜o g : [0, 1] −→ R por
g(s) = |stw(x) + u(x)− h(x)|q.
Lembrando que |y| = ySign(y) obtemos














|stw(x) + u(x)− h(x)|q−1Sign(stw(x) + u(x)− h(x))w(x)ds,
ou seja,





|stw + u− h|q−1Sign(stw + u− h)hds. (4.33)
Logo, pelo Teorema do Valor Me´dio, existe ξ ∈ (0, 1) tal que g(1)− g(0) = g′(ξ), isso
e´,
||u(x)− h(x) + tw(x)|q − |u(x)− h(x)|q| = |q|ξtw(x) + u(x)− h(x)|q−1Sign(ξtw(x)
+ u(x)− h(x))tw(x)|
= qt|ξtw(x) + u(x)− h(x)|q−1.|w(x)|
≤ qt||u(x)− h(x)|+ |w(x)||q−1|w(x)|.
Equivalentemente,
|u(x)− h(x) + tw(x)|q − |u(x)− h(x)|q
t




Afirmac¸a˜o: F (x) ∈ L1(Ω). De fato, da desigualdade de Holder, decorre que
∫
Ω

















Aplicando o Lema 5.1 obtemos
∫
Ω
q(|u− h|+ |w|)q−1|w|dx ≤ q
(∫
Ω









‖u− h‖qLq(Ω) + ‖w‖qLq(Ω)
)1/p
‖w‖Lq(Ω).
Veja que para 1 ≤ q ≤ p, Lp(Ω) ⊂ Lq(Ω), enta˜o u + h ∈ Lq(Ω). Assim, a func¸a˜o
q(|u − h(·)| + |w(·)|)q−1|w(·)| esta´ em L1(Ω). Portanto, temos todas as hipo´teses para
































w(x)|u− h|q−2(u− h)dx,∀u ∈ Lp(Ω), w ∈ Lq(Ω),
isso e´,
G′(u) = q|u− h|q−2(u− h),∀u ∈ Lp(Ω).
Como G e´ Gateaux diferencia´vel e convexo, pelo Teorema 3.1.4, obtemos que seu
subdiferencial e´
∂G(u) = {q|u− h|q−2(u− h)}.
Mostremos ainda que o operador G e´ localmente Lipschitz cont´ınuo, isso e´,














||u− h|q − |v − h|q|dx. (4.34)
De fato, se 1 ≤ q ≤ p, enta˜o Lp(Ω) ⊂ Lq(Ω). Definamos uma func¸a˜o g : [0, 1] −→ R
por
g(s) = |s(u− h) + (1− s)(v − h)|q.
Lembrando que |y| = ySgn(y), obtemos
g′(s) = q|s(u− h) + (1− s)(v − h)|q−1Sgn(s(u− h) + (1− s)(v − h))(u− v)
e pelo Teorema do Valor Me´dio, existe ξ ∈ (0, 1) tal que g(1)− g(0) = g′(ξ), isso e´,
|u−h|q−|v−h|q = q|s(u−h)+(1−s)(v−h)|q−1Sign((u−h)+(1− )(v−h))(u−v).
Como  ∈ (0, 1) segue que
||u− h|q − |v − h|q| = q||(u− h) + (1− )(v − h)|q−1(u− v)|
≤ q||u− h|+ |v − h||q−1|u− v|
≤ q2q−1(|u− h|q−1 + |v − h|q−1)|u− v|. (4.35)
Note que, da desigualdade de Holder, obtemos
∫
Ω




















= ‖v − h‖q/pLq(Ω)‖u− v‖Lq(Ω).
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Integrando em (4.35) e das desigualdades anteriores decorre que
∫
Ω
||u− h|q − |v − h|q|dx ≤ q2q−1(‖u− h‖q/pLq(Ω) + ‖v − h‖q/pLq(Ω))‖u− v‖Lq(Ω).
Das hipo´teses dadas temos que u, v e h ∈ Lq(Ω), logo
∫
Ω
||u− h|q − |v − h|q|dx ≤ K‖u− v‖Lq(Ω). (4.36)
Assim de (4.34) e (4.36) conclu´ımos a prova.





|u− h|rdx, ∀u ∈ Lp(Ω).
Lembremos que pelo Teorema 3.3.2, temos que
∂(αF )(u) = α∂F (u).
Conclu´ımos assim que
∂(αE3)(u) = α{r|u− h|r−2(u− h)},∀α ∈ R.

4.2 Problema de torc¸a˜o
Nesta sec¸a˜o, motivados pelo artigo de Bernand Kawhol [17], vamos estabelecer
as condic¸o˜es necessa´rias para que um minimizador do funcional de energia associado
ao problema (4.37), definido sobre BV (Ω), satisfac¸a
 −∆1u = f em Ω,u = 0 sobre ∂Ω, (4.37)
onde Ω ⊂ RN e´ um domı´nio limitado, f ∈ Lp′(Ω) com N
N−1 ≤ p < ∞ e o operador




. Dessa maneira, o ob-
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jetivo e´ entender o significado de uma soluc¸a˜o de variac¸a˜o limitada para o funcional
de energia associado ao problema (4.37).
4.2.1 Funcional de energia
Nesta sec¸a˜o, vamos definir o funcional de energia associado ao problema de
torc¸a˜o (4.37). Para isso, construiremos o funcional de energia associado ao seguinte
problema  −∆pu = 1 em Ω,u = 0 sobre ∂Ω,
onde Ω ⊂ RN e´ um domı´nio limitado e −∆pu = div(|∇u|p−2∇u) com p ∈ (1,∞). Para








que e´ equivalente a ‖·‖BV .
Teorema 4.2.1 As normas ||| · |||BV (Ω) e ‖·‖BV sa˜o equivalentes.
Demonstrac¸a˜o: Do Teorema 2.2.12 obtemos















≤ (C1 + 1)|||u|||BV (Ω).











≤ (1 + C)‖u‖BV (Ω).
Portanto, das desigualdades obtemos que
1
(C1 + 1)
‖u‖BV (Ω) ≤ |||u|||BV (Ω) ≤ (1 + C)‖u‖BV (Ω), para todo u ∈ BV (Ω).

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Assim, os resultados obtidos para o espac¸o (BV (Ω), ‖·‖BV (Ω)) no Cap´ıtulo 2 sa˜o
va´lidos para o espac¸o (BV (Ω), ||| · |||BV (Ω)).
Com o objetivo de obter o funcional energia associado ao problema de torc¸a˜o
(4.37), definamos o conjunto de per´ımetro finito.
Definic¸a˜o 4.2.2 (Conjuntos de per´ımetro finito) ConsidereE ⊂ Ω um conjunto men-
sura´vel. Definimos o per´ımetro de E em Ω, denotado por P (E,Ω), como a variac¸a˜o total
da func¸a˜o carater´ıstica χE em Ω, ou seja,
P (E,Ω) := sup
{∫
E
Divϕdx : ϕ ∈ C1c (Ω,RN), ‖ϕ‖∞ ≤ 1
}
.
Dizemos que E e´ um conjunto com per´ımetro finito em Ω se P (E,Ω) <∞.
Teorema 4.2.3 Seja u uma func¸a˜o localmente integra´vel sobre Ω (u ∈ L1loc(Ω)) e






Demonstrac¸a˜o: Ver [13], pa´g. 219.





Em particular, se u ∈ BV (Ω), enta˜o o conjunto Et = {x ∈ Ω : u(x) > t} tem per´ımetro








para todo conjunto Boreliano B ⊆ Ω.
Demonstrac¸a˜o: Ver [2], pa´g. 145.
Agora vejamos um fato muito importante antes da construc¸a˜o do funcional de
energia associado ao problema (4.37). Considere o seguinte problema
 −∆pu = 1 em Ω,u = 0 sobre ∂Ω, (4.38)
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onde Ω ⊂ RN e´ um domı´nio limitado e −∆pu = div(|∇u|p−2∇u) com p ∈ (1,∞). A





ϕdx, ∀ϕ ∈ C∞c (Ω).










Para p ∈ (1,∞) esse funcional esta´ bem definido. Para o caso p = 1, se tentarmos
minimizar sobre W 1,10 (Ω), existem problemas com a existeˆncia de uma soluc¸a˜o em
W 1,10 (Ω), pois existem sequeˆncias limitadas em W
1,1
0 (Ω), que convergem na topologia
de L1(Ω) para uma func¸a˜o, a qual na˜o pertence ao espac¸o W 1,10 (Ω).
Uma maneira de superar essa dificuldade e´ trabalhar no espac¸o BV (Ω). Nesse




(P (Et,Ω)− A(Et))dt, (4.39)
para 0 ≤ u ∈ BV (Ω), onde:
i) Et = {x ∈ Ω : u(x) > t} e´ o conjunto de n´ıveis de u ∈ BV (Ω),
ii) P (Et,Ω) denota o per´ımetro de Et em Ω ⊂ RN ,
iii) A(Et) denota a´rea ou volume, isso e´, a medida de Lebesgue N-dimensional de
Et.
















Portanto, pelos argumentos anteriores, estamos em condic¸o˜es de definir o funcional










Mas, observamos que o problema de torc¸a˜o (4.37) possui condic¸a˜o de fronteira de
Dirichlet homogeˆnea. Assim, impondo essa condic¸a˜o consideremos o funcional I =




















Baseado na teoria de subdiferenciais [7, 9, 23] pode se definir um ponto cr´ıtico
para o funcional de energia associado ao problema de torc¸a˜o.
Definic¸a˜o 4.2.5 (Ponto cr´ıtico) Considere I = ψ − Φ, onde Φ ∈ C1(BV (Ω)) e ψ :
BV (Ω) −→ R ∪ {+∞} funcional convexo localmente Lipschitz. Dizemos que um ponto
cr´ıtico e´ uma func¸a˜o u ∈ BV (Ω) tal que 0 ∈ ∂I(u), ou equivalentemente
ψ(v)− ψ(u) ≥ 〈Φ′(u), v − u〉, ∀v ∈ BV (Ω).
Observac¸a˜o 4.2.6 Da definic¸a˜o anterior temos
0 ∈ ∂I(u)⇐⇒ (ψ(v)− Φ(v))− (ψ(u)− Φ(u)) ≥ 0, ∀v ∈ BV (Ω)
⇐⇒ ψ(v)− ψ(u) ≥ Φ(v)− Φ(u),∀v ∈ BV (Ω).
Logo, como Φ ∈ C1(BV (Ω)) e pela convexidade da func¸a˜o ψ, temos que
〈Φ′(u), v − u〉 = lim
t−→0








ψ((1− t)u+ tv)− ψ(u)
t
≤ ψ(v)− ψ(u), ∀v ∈ BV (Ω).
Assim, a desigualdade anterior e´ obtida.
93
Proposic¸a˜o 4.2.7 Seja I = ψ−Φ um funcional sobre BV (Ω), onde Φ ∈ C1(BV (Ω),R)
e ψ : BV (Ω) −→ R∪{+∞} convexa e semicont´ınua inferiormente. Enta˜o, todo mı´nimo
local e´ um ponto cr´ıtico de I.
Demonstrac¸a˜o: Seja u um mı´nimo local de I, isso e´, I(u) ≤ I(v) para toda vizinhanc¸a
de u. Dado t > 0 suficientemente pequeno, da convexidade da func¸a˜o ψ obtemos
0 ≤I((1− t)u+ tv)− I(u)
= ψ((1− t)u+ tv)− Φ(u+ t(v − u))− (ψ(u)− Φ(u))
≤ t(ψ(v)− ψ(u))− (Φ(u+ t(v − u))− Φ(u)).
Assim, dividindo por t e fazendo t −→ 0 obtemos
ψ(v)− ψ(u) ≥ 〈Φ′(u), v − u〉, ∀v ∈ BV (Ω).

Em particular, para o funcional (4.40), u ∈ BV (Ω) ∩ Lp(Ω) e´ ponto critico se e
so´ se
ψ(v)− ψ(u) ≥ 〈Φ′(u), v − u〉, ∀v ∈ BV (Ω).
Assim, estamos em condic¸o˜es de definir uma soluc¸a˜o de variac¸a˜o limitada para
o problema (4.37).
Definic¸a˜o 4.2.8 (soluc¸a˜o de variac¸a˜o limitada) Dizemos que uma func¸a˜o u ∈
BV (Ω) ∩ Lp(Ω) e´ soluc¸a˜o de variac¸a˜o limitada para o problema (4.37) se
|||v|||BV − |||u|||BV ≥
∫
Ω
f(v − u)dx, ∀v ∈ BV (Ω) ∩ Lp(Ω).
Teorema 4.2.9 Seja u ∈ BV (Ω)∩Lp(Ω) um minimizador do problema (4.37). Enta˜o:









−Divz = f q.t.p em Ω,
(4.41)
onde N
N−1 ≤ p <∞.
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4.2.3 Equac¸a˜o de Euler-Lagrange
Mostraremos que os pontos cr´ıticos do funcional de energia (4.40) satisfazem
uma versa˜o de (4.37) na qual aparece um campo vetorial z ∈ L∞(Ω,RN) que esta´
bem definido e que coincide com
∇u
|∇u| nos pontos onde ∇u 6= 0. Por essas razo˜es e
com o objetivo de aplicar o Teorema 4.1.8, estendemos os funcionais definidos em
BV (Ω) para Lp(Ω) da seguinte maneira
ψ(u) =
ψ(u) se u ∈ BV (Ω) ∩ L
p(Ω),





onde I(u) = ψ(u) − Φ(u). Dessa forma, temos que Φ ∈ C1(Lp(Ω),R) e ψ e´ convexa
e semicont´ınua inferiormente. Assim, o subdiferencial ∂I(u) esta´ bem definido. O
seguinte teorema nos da´ uma condic¸a˜o necessa´ria para que uma func¸a˜o seja ponto
cr´ıtico.
Teorema 4.2.10 Seja u ∈ BV (Ω). Se 0 ∈ ∂I(u) enta˜o 0 ∈ ∂I(u).
Demonstrac¸a˜o: Da hipo´tese temos que
ψ(v)− ψ(u) ≥ 〈Φ′(u), v − u〉, ∀v ∈ BV (Ω). (4.42)
Mostraremos que
0 ∈ ∂I(u)⇐⇒ ψ(v)− ψ(u) ≥ 〈Φ′(u), v − u〉, ∀v ∈ Lp(Ω).
Caso 1: se v ∈ BV (Ω) ∩ Lp(Ω) obtemos de (4.42) que




f(v − u)dx = 〈Φ′(u), v − u〉, ∀v ∈ Lp(Ω).
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Caso 2: se v ∈ Lp(Ω) \ BV (Ω) segue que ψ(v) = +∞ e, como u ∈ BV (Ω), obtemos
que
ψ(v)− ψ(u) = +∞ ≥ 〈Φ′(u), v − u〉,
isto e´,
ψ(v)− ψ(u) ≥ 〈Φ′(u), v − u〉 ∀v ∈ Lp(Ω).
Portanto, conclu´ımos que 0 ∈ ∂I(u). 
Provemos agora o Teorema 4.2.9. Suponha que u ∈ BV (Ω) ∩ Lp(Ω) e´ um
minimizador do problema de torc¸a˜o (4.37). Logo, pela Proposic¸a˜o 4.2.7, obtemos
que u e´ ponto cr´ıtico do funcional de energia I := ψ − Φ que, por sua vez, e´ soluc¸a˜o
de variac¸a˜o limitada, ou seja,
|||v|||BV (Ω) − |||u|||BV (Ω) ≥
∫
Ω
f(v − u)dx, ∀v ∈ BV (Ω).
Pelo Teorema 4.2.10, se 0 ∈ ∂I(u) enta˜o 0 ∈ ∂I(u) e da convexidade de ψ e Φ ∈
C1(Lp(Ω),R) segue que Φ′(u) ∈ ∂ψ(u). Assim, da definic¸a˜o de subdiferencial obte-
mos
∃z∗ ∈ (Lp(Ω))∗ = Lp′(Ω) tal que z∗ ∈ ∂ψ(u) e Φ′(u) = z∗. (4.43)
Logo, pelo Teorema 4.1.8, existe z ∈ L∞(Ω,RN) tal que ‖z‖∞ ≤ 1 satisfazendo
z∗ = −Divz ∈ (Lp(Ω))∗ = Lp′(Ω),














(f +Divz)vdx = 0,∀v ∈ BV (Ω).
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Portanto,
−Divz = f q.t.p em Ω. (4.45)
De (4.44) e (4.45), conclui-se que












−Divz = f q.t.p em Ω,
onde a u´ltima equac¸a˜o e´ chamada Equac¸a˜o de Euler-Lagrange.
Cap´ıtulo 5
APEˆNDICE
Lema 5.1 Se 1 ≤ r <∞ e a ≥ 0, b ≥ 0, enta˜o (a+ b)r ≤ 2r−1(ar + br).
Teorema 5.0.1 Seja F ⊂ E subespac¸o fechado. Se E e´ reflexivo, enta˜o F e´ reflexivo.
Demonstrac¸a˜o: Ver [5], pa´g. 70.
Teorema 5.0.2 Seja E um espac¸o de Banach. Suponha que existe uma famı´lia (Oi)i∈I
tal que
i) para cada i ∈ I, Oi e´ um subconjunto na˜o vazio de E,
ii) Oi ∩Oj = ∅ se i 6= j,
iii) I na˜o e´ enumera´vel.
Enta˜o E na˜o e´ separa´vel.
Demonstrac¸a˜o: Ver [5], pa´g. 103.
Teorema 5.0.3 Seja E um espac¸o de Banach. Dados A,B ⊂ E∗ conjuntos convexos
tal que A ∩ B = ∅, A fechado em σ(E∗, E) e B compacto em σ(E∗, E). Enta˜o existem
x0 ∈ E, x0 6= 0 e α ∈ R tal que
H = {f ∈ E∗ : 〈f, x0〉 = α}
separa A e B estritamente, isto e´
〈f, x0〉 ≤ α− , ∀f ∈ A,




Corola´rio 5.0.4 Seja E um espac¸o de Banach. Enta˜o para cada x ∈ E temos
‖x‖E∗ = sup{|〈f, x〉| : f ∈ E∗ e ‖f‖ ≤ 1}
= max{|〈f, x〉| : f ∈ E∗ e ‖f‖ ≤ 1}.
Demonstrac¸a˜o: Ver [5], pa´g. 4.
Proposic¸a˜o 5.0.5 Seja Ω um subconjunto aberto de RN . Enta˜o C∞c (Ω) e´ denso em
Lp(Ω), para 1 ≤ p < +∞.
Demonstrac¸a˜o: Ver [5], pa´g. 109.
Lema 5.0.6 (Du Bois Raymond) Seja u ∈ L1loc(Ω) tal que∫
Ω
uϕdx = 0, ∀ϕ ∈ C∞c (Ω).
Enta˜o u = 0 q.t.p em Ω.
Demonstrac¸a˜o: Ver [5], pa´g. 110.
Teorema 5.0.7 Seja f ∈ Lp(Ω) com 1 ≤ p ≤ ∞. Enta˜o
(ρn ∗ f) −→ f em Lp(Ω). (5.1)
Demonstrac¸a˜o: Ver [5], pa´g. 109.
Teorema 5.0.8 Sejam f ∈ Ckc (RN), k ≥ 1 e g ∈ L1loc(RN). Enta˜o f ∗ g ∈ Ck(RN) e
Dα(f ∗ g) = Dαf ∗ g, ∀α com |α| ≤ k. (5.2)
Em particular, se f ∈ C∞c (RN) e g ∈ L1loc(RN), enta˜o f ∗ g ∈ C∞(RN).
Demonstrac¸a˜o: Ver [5], pa´g. 107.
Proposic¸a˜o 5.0.9 Seja (fn) uma sequeˆncia em E∗. Enta˜o
fn
∗
⇀ f em σ(E∗, E)⇐⇒ 〈fn, x〉 → 〈f, x〉, ∀x ∈ E.
Demonstrac¸a˜o: Ver [5], pa´g. 63.
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Teorema 5.0.10 Seja E um espac¸o de Banach separa´vel e {fn} uma sequeˆncia limitada
em E∗. Enta˜o existe uma subsequeˆncia {fnk} que converge na topologia σ(E∗, E).
Demonstrac¸a˜o: Ver [5], pa´g. 75.
Teorema 5.0.11 Seja E um espac¸o de Banach separa´vel. Enta˜o BE∗ e´ metriza´vel na
topologia σ(E∗, E). Reciprocamente, se BE∗ e´ metriza´vel em σ(E∗, E) enta˜o E e´ se-
para´vel.
Demonstrac¸a˜o: Ver [5], pa´g. 78.
5.1 Propriedades dos espac¸os de Sobolev
A principal refereˆncia utilizada neste cap´ıtulo e´ : Brezis [5] e Lawrence [11].
Definic¸a˜o 5.1.1 Seja k ∈ N ∪ {0} um nu´mero na˜o negativo. Dizemos que um multi-
ı´ndice α de ordem k e´ uma n-upla α = (α1, · · · , αn) tal que
|α| := α1 + · · ·+ αn = k






x2 · · · ∂αnxn
,
se |α| ≥ 1.
Agora definamos a derivada fraca de uma func¸a˜o p-integra´vel.
Definic¸a˜o 5.1.2 Sejam Ω ⊂ RN um aberto, α um multi-´ındice e f, g ∈ L1loc(Ω). Dize-





gϕdx, ∀ϕ ∈ C∞c (Ω).
Definic¸a˜o 5.1.3 (Espac¸o de Sobolev W 1,p(Ω)) Considere Ω um aberto de RN com
1 ≤ p ≤ +∞. O espac¸o de Sobolev W 1,p(Ω) e´ defindo por
W 1,p(Ω) = {u ∈ Lp(Ω) : ∃ Dαu ∈ Lp(Ω)},
onde Dαu denota a α-e´sima derivada fraca de u em Ω.
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Proposic¸a˜o 5.1.4 O espac¸o W 1,p(Ω) e´ um espac¸o de Banach para 1 ≤ p ≤ ∞, reflexivo
para 1 < p <∞ e separa´vel se 1 ≤ p <∞.
Proposic¸a˜o 5.1.5 O espac¸o W 1,2(Ω) := H1(Ω) munido com o seguinte produto escalar






















e´ um espac¸o de Hilbert separa´vel.
Demonstrac¸a˜o: Ver [5], pa´g. 264.
Proposic¸a˜o 5.1.6 (Caracterizac¸a˜o de W 1,p(Ω)) Consideremos um subconjunto aberto
Ω de RN e u ∈ Lp(Ω) com 1 < p ≤ +∞. As seguintes propriedades sa˜o equivalentes:
(i) u ∈ W 1,p(Ω),






∣∣∣∣ ≤ C‖ϕ‖Lp′ (Ω), ∀ϕ ∈ C∞c (Ω), ∀i = 1, · · · , N,
(iii) existe uma constante C > 0 tal que para todo aberto ω ⊂⊂ Ω e todo h ∈ RN com
|h| < dist(ω, ∂Ω), tem-se:
||τhu− u||Lp(ω) ≤ C|h|,
onde τhu(x) := u(x+ h). Ale´m disso, se pode tomar C = 2‖∇u‖Lp(Ω) em (ii) e (iii).
Demonstrac¸a˜o: Ver [5], pa´g. 267.
Definic¸a˜o 5.1.7 Sejam Ω ⊂ RN , 1 ≤ p ≤ ∞ e k ∈ N ∪ {0}. O espac¸o W k,p0 (Ω) e´
definido como sendo o fecho de C∞c (Ω) na norma ‖·‖k,p, i.e.





De acordo com a definic¸a˜o, u ∈ W k,p0 (Ω) se, e somente se, existe uma sequeˆncia
(um) ⊂ C∞c (Ω) tal que um −→ u em W k,p(Ω).
Teorema 5.1.8 (Desigualdade de Poincare´) Seja Ω ⊂ RN limitado e 1 ≤ p < N .
Enta˜o existe C = C(N, p, |Ω|) > 0 tal que
‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω), ∀u ∈ W k,p0 (Ω).
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Demonstrac¸a˜o: Ver [5], pa´g. 290.
Proposic¸a˜o 5.1.9 Seja Ω um aberto limitado de RN e ∂Ω de classe C1. Enta˜o para













uv(η.ei)dS, 1 ≤ i ≤ N.
Demonstrac¸a˜o: Ver [3], pa´g. 189. e [5], pa´g. 316.
Teorema 5.1.10 (Teorema do trac¸o) Sejam Ω ⊂ RN um aberto limitado de classe C1
e 1 ≤ p ≤ ∞. Enta˜o existe um operador linear limitado
T : W 1,p(Ω) −→ Lp(∂Ω)
tal que
(i) T (u) = u|∂Ω se u ∈ W 1,p(Ω) ∩ C(Ω),
(ii) existe C = C(p,Ω) > 0 tal que, para todo u ∈ W 1,p(Ω), vale
‖Tu‖Lp(∂Ω) ≤ C‖u‖W 1,p(Ω).
Demonstrac¸a˜o: Ver [11], pa´g. 258.
Proposic¸a˜o 5.1.11 Sejam Ω ⊂ RN um aberto limitado e ∂Ω de classe C1. Enta˜o para
cada u ∈ W 1,p(Ω) com 1 ≤ p <∞ existe (um)m≥1 ⊂ C∞(Ω) tal que
um −→ u em W 1,p(Ω).
Demonstrac¸a˜o: Ver [11], pa´g. 252.
Definic¸a˜o 5.1.12 (Imersa˜o continua) Consideremos (X, || · ||X) e (Y, || · ||Y ) espac¸os
normados com X ⊆ Y . Dizemos que X esta´ imerso continuamente em Y se existe C > 0
tal que
‖x‖Y≤ C‖x‖X , ∀x ∈ X.
Nesse caso, escrevemos X ↪→ Y .
Definic¸a˜o 5.1.13 (Imersa˜o Compacta) Consideremos X e Y dois espac¸os vetoriais
normados com X ↪→ Y . Dizemos que a imersa˜o de X e Y e´ compacta se a aplicac¸a˜o
identidade i : X −→ Y for compacta. Nesse caso dizemos que X esta´ imerso compacta-




Uma maneira equivalente de definir uma imersa˜o compacta e´ dizer queX esta´ imerso
compactamente em Y , se toda sequeˆncia limitada (un) ⊂ X possui subsequeˆncia
convergente em Y .
Teorema 5.1.14 (Rellich-Kondrachov) Seja Ω um subconjunto limitado e de classe
C1. Enta˜o as seguintes imerso˜es sa˜o compactas:
• W 1,p(Ω) ↪→ Lq(Ω); 1 ≤ q ≤ Np
N−p se p < N,
• W 1,p(Ω) ↪→ Lq(Ω); 1 ≤ q < +∞ se p = N,
• W 1,p(Ω) ↪→ C(Ω); se p > N.
Demonstrac¸a˜o: Ver [3], pa´g. 285.
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