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Abstract
We define A∞-bimodules similarly to Tradler and show that this notion is equiv-
alent to an A∞-functor with two arguments which takes values in the differential
graded category of complexes of k-modules, where k is a ground commutative ring.
Serre A∞-functors are defined via A∞-bimodules likewise Kontsevich and Soibel-
man. We prove that a unital closed under shifts A∞-category A over a field k
admits a Serre A∞-functor if and only if its homotopy category H
0A admits a Serre
k-linear functor. The proof uses categories enriched in K, the homotopy category
of complexes of k-modules, and Serre K-functors. Also we use a new A∞-version of
the Yoneda Lemma generalizing the previously obtained result.
Serre–Grothendieck duality for coherent sheaves on a smooth projective variety was
reformulated by Bondal and Kapranov in terms of Serre functors [BK89]. Being an
abstract category theory notion Serre functors were discovered in other contexts as well,
for instance, in Kapranov’s studies of constructible sheaves on stratified spaces [Kap90].
Reiten and van den Bergh showed that Serre functors in categories of modules are related
to Auslander–Reiten sequences and triangles [RvdB02].
Often Serre functors are considered in triangulated categories and it is reasonable to lift
them to their origin – pretriangulated dg-categories or A∞-categories. Soibelman defines
Serre A∞-functors in [Soi04], based on Kontsevich and Soibelman work which is a sequel
to [KS06]. In the present article we consider Serre A∞-functors in detail. We define them
via A∞-bimodules in Section 6 and use enriched categories to draw conclusions about
existence of Serre A∞-functors.
A∞-modules over A∞-algebras are introduced by Keller [Kel01]. A∞-bimodules over
A∞-algebras are defined by Tradler [Tra01, Tra02]. A∞-modules and A∞-bimodules over
A∞-categories over a field were first considered by Lefe`vre-Hasegawa [LH03] under the
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name of polydules and bipolydules. A∞-modules over A∞-categories were developed fur-
ther by Keller [Kel06]. We study A∞-bimodules over A∞-categories over a ground com-
mutative ring k in Section 5 and show that this notion is equivalent to an A∞-functor
with two arguments which takes values in the dg-category Ck of complexes of k-modules.
A similar notion of A∞-modules over an A∞-category C from Section 4 is equivalent to
an A∞-functor C → Ck. The latter point of view taken by Seidel [Sei06] proved use-
ful for ordinary and differential graded categories as well, see Drinfeld’s article [Dri04,
Appendix III].
Any unital A∞-category A determines a K-category kA [Lyu03, BLM07], where K
is the homotopy category of complexes of k-modules. Respectively, an A∞-functor f
determines a K-functor kf . In particular, a Serre A∞-functor S : A → A determines
a Serre K-functor kS : kA → kA. We prove also the converse: if kA admits a Serre
K-functor, then A admits a Serre A∞-functor (Corollary 6.3). This shows the importance
of enriched categories in the subject.
Besides enrichment in K we consider in Section 2 also categories enriched in the
category gr of graded k-modules. When k is a field, we prove that a Serre K-functor
exists in kA if and only if the cohomology gr-category H•A
def
= H•(kA) admits a Serre
gr-functor (Corollary 2.16). If the gr-category H•A is closed under shifts, then it admits
a Serre gr-functor if and only if the k-linear category H0A admits a Serre k-linear functor
(Corollary 2.18, Proposition 2.21). Summing up, a unital closed under shifts A∞-category
A over a field k admits a Serre A∞-functor if and only if its homotopy categoryH
0A admits
a Serre k-linear functor (Theorem 6.5). This applies, in particular, to a pretriangulated
A∞-enhancement A of a triangulated category H
0A over a field k.
In the proofs we use a new A∞-version of the Yoneda Lemma (Theorem A.1). It
generalizes the previous result that the Yoneda A∞-functor is homotopy full and faith-
ful [Fuk02, Theorem 9.1], [LM04, Theorem A.11], as well as a result of Seidel [Sei06,
Lemma 2.12] which was proven over a ground field k. The proof of the Yoneda Lemma
occupies Appendix A. It is based on the theory of A∞-bimodules developed in Section 5.
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0.1. Notation and conventions. Notation follows closely the usage of the book [BLM07].
In particular, U is a ground universe containing an element which is an infinite set, and
k denotes a U -small commutative associative ring with unity. A graded quiver C typi-
cally means a U -small set of objects ObC together with U -small Z-graded k-modules
of morphisms C(X, Y ), given for each pair X, Y ∈ ObC. For any graded k-module M
there is another graded k-module sM = M [1], its suspension, with the shifted grad-
ing (sM)k = M [1]k = Mk+1. The mapping s : M → sM given by the identity maps
Mk ==⇀⇁M [1]k−1 has degree −1. The composition of maps, morphisms, functors, etc. is
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denoted fg = f · g =
f
→
g
→ = g ◦ f . A function (or a functor) f : X → Y applied
to an element is denoted f(x) = xf = x.f = x•f and occasionally fx.
Objects of the (large) Abelian U -category Ck of complexes of k-modules are U -small
differential graded k-modules. Morphisms of Ck are chain maps. The category Ck is
symmetric closed monoidal: the inner hom-complexes Ck(X, Y ) are U -small, therefore,
objects of Ck. This determines a (large) differential graded U -category Ck. In particular,
Ck is a non-small graded U -quiver.
Speaking about a symmetric monoidal category (C,⊗,1, c) we actually mean the
equivalent notion of a symmetric Monoidal category (C,⊗I , λf) [Lyu99, Definitions 1.2.2,
1.2.14], [BLM07, Chapter 3]. It is equipped with tensor product functors ⊗I : (Xi)i∈I 7→
⊗i∈IXi, where I are finite linearly ordered (index) sets. The isomorphisms λ
f : ⊗i∈IXi →
⊗j∈J⊗i∈f
−1jXi given for any map f : I → J can be thought of as constructed from the as-
sociativity isomorphisms a and commutativity isomorphisms c. When f is non-decreasing,
the isomorphisms λf can be ignored similarly to associativity isomorphisms. The coher-
ence principle of [BLM07, Section 3.25] allows to write down canonical isomorphisms ωc
(products of λf ’s and their inverses) between iterated tensor products, indicating only
the permutation of arguments ω. One of them, σ(12) : ⊗
i∈I ⊗j∈J Xij → ⊗
j∈J ⊗i∈I Xij is
defined explicitly in [BLM07, (3.28.1)]. Sometimes, when the permutation of arguments
reads clearly, we write simply perm for the corresponding canonical isomorphism.
A symmetric multicategory Ĉ is associated with a lax symmetric Monoidal category
(C,⊗I , λf), where natural transformations λf are not necessarily invertible, see [BLM07,
Section 4.20].
The category of graded k-linear quivers has a natural symmetric Monoidal structure.
For given quivers Qi the tensor product quiver ⊠
i∈I
Qi has the set of objects
∏
i∈I ObQi
and the graded k-modules of morphisms (⊠i∈IQi)((Xi)i∈I , (Yi)i∈I) = ⊗
i∈IQi(Xi, Yi).
For any graded quiver C and a sequence of objects (X0, . . . , Xn) of C we use in this
article the notation
T¯ nsC(X0, . . . , Xn) = sC(X0, X1)⊗ · · · ⊗ sC(Xn−1, Xn),
T nsC(X0, Xn) = ⊕X1,...,Xn−1∈ObCT¯
nsC(X0, . . . , Xn).
When the list of arguments is obvious we abbreviate the notation T¯ nsC(X0, . . . , Xn) to
T¯ nsC(X0, Xn). For n = 0 we set T
0sC(X, Y ) = k if X = Y , and 0 otherwise. The tensor
quiver is TsC = ⊕n>0T
nsC = ⊕n>0(sC)
⊗n.
AnA∞-category means a graded quiver C with n-ary compositions bn : T
nsC(X0, Xn)→
sC(X0, Xn) of degree 1 given for all n > 1 (we assume for simplicity that b0 = 0) such
that b2 = 0 for the k-linear map b : TsC→ TsC of degree 1
b =
∑
r+n+t=k
r+1+t=l
1⊗r ⊗ bn ⊗ 1
⊗t : T ksC→ T lsC. (0.1)
The composition b · pr1 = (0, b1, b2, . . . ) : TsC→ sC is denoted bˇ.
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The tensor quiver TC becomes a counital coalgebra when equipped with the cut co-
multiplication ∆0 : TC(X, Y ) → ⊕Z∈ObCTC(X,Z)
⊗
k
TC(Z, Y ), h1 ⊗ h2 ⊗ · · · ⊗ hn 7→∑n
k=0 h1 ⊗ · · · ⊗ hk
⊗
hk+1 ⊗ · · · ⊗ hn. The map b given by (0.1) is a coderivation with
respect to this comultiplication. Thus b is a codifferential.
We denote by n the linearly ordered index set {1 < 2 < · · · < n}.
An A∞-functor f : A → B is a map of objects f = Ob f : ObA → ObB, X 7→ Xf
and k-linear maps f : TsA(X, Y ) → TsB(Xf, Y f) of degree 0 which agree with the
cut comultiplication and commute with the codifferentials b. Such f is determined in
a unique way by its components fk = f pr1 : T
ksA(X, Y ) → sB(Xf, Y f), k > 1 (we
require that f0 = 0). This generalizes to the case of A∞-functors with many arguments
f : (Ai)i∈n → B. Such A∞-functor is a quiver map f : ⊠
i∈nTsAi → TsB of degree 0
which agrees with the cut comultiplication and commutes with the differentials. Denote
fˇ = f · pr1 : ⊠
i∈nTsAi → sB. The restrictions f(ki)i∈n of fˇ to ⊠
i∈nT kisAi are called the
components of f . It is required that the restriction f00...0 of fˇ to ⊠
i∈nT 0sAi vanishes.
The components determine coalgebra homomorphism f in a unique way. Commutation
with the differentials means that the following compositions are equal
(
⊠
i∈nTsAi
f
−→ TsB
bˇ
−→ sB
)
=
(
⊠
i∈nTsAi
Pn
i=1 1
⊠(i−1)⊠b⊠1⊠(n−i)
→ ⊠i∈n TsAi
fˇ
−→ sB
)
.
The set of A∞-functors (Ai)i∈n → B is denoted by A∞((Ai)i∈n;B). There is a natural way
to compose A∞-functors, the composition is associative, and for an arbitrary A∞-category
A, the identity A∞-functor idA : A → A is the unit with respect to the composition.
Thus, A∞-categories and A∞-functors constitute a symmetric multicategory A∞ [BLM07,
Chapter 12].
With a family (Ai)
n
i=1,B of A∞-categories we associate a graded quiver A∞((Ai)
n
i=1;B).
Its objects are A∞-functors with n entries. Morphisms are A∞-transformations between
such A∞-functors f and g, that is, (f, g)-coderivations. Such coderivation r can be iden-
tified with the collection of its components rˇ = r · pr1, thus,
sA∞((Ai)
n
i=1;B)(f, g) ≃
∏
X,Y ∈
Qn
i=1 ObAi
Ck
(
(⊠i∈nTsAi)(X, Y ), sB(Xf, Y g)
)
=
∏
(Xi)i∈n,(Yi)i∈n∈
Qn
i=1 ObAi
Ck
(
⊗i∈n[TsAi(Xi, Yi)], sB((Xi)i∈nf, (Yi)i∈ng)
)
.
Moreover, A∞((Ai)
n
i=1;B) has a distinguished A∞-category structure which together with
the evaluation A∞-functor
evA∞ : (Ai)
n
i=1,A∞((Ai)
n
i=1;B)→ B, (X1, . . . , Xn, f) 7→ (X1, . . . , Xn)f
turns the symmetric multicategory A∞ into a closed multicategory [BLM07]. Thus, for
arbitrary A∞-categories (Ai)i∈n, (Bj)j∈m, C, the map
ϕA∞ : A∞((Bj)j∈m;A∞((Ai)i∈n;C)) −→ A∞((Ai)i∈n, (Bj)j∈m;C),
f 7−→ ((idAi)i∈n, f) ev
A∞
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is bijective. It follows from the general properties of closed multicategories that the
bijection ϕA∞ extends uniquely to an isomorphism of A∞-categories
ϕA∞ : A∞((Bj)j∈m;A∞((Ai)i∈n;C))→ A∞((Ai)i∈n, (Bj)j∈m;C)
with ObϕA∞ = ϕA∞ . In particular, if C is a unital A∞-category, ϕ
A∞ maps isomorphic
A∞-functors to isomorphic.
The components evA∞k1,...,kn;m of the evaluation A∞-functor vanish if m > 1 by for-
mula [BLM07, (12.25.4)]. For m = 0, 1 they are
evA∞k1,...,kn;0 : [⊗
i∈nT kisAi(Xi, Yi)]⊗ T
0sA∞((Ai)
n
i=1;B)(f, f)
fk1,...,kn→ sB((Xi)i∈nf, (Yi)i∈nf),
evA∞k1,...,kn;1 =
[
(⊗i∈nT kisAi(Xi, Yi))⊗ sA∞((Ai)
n
i=1;B)(f, g)
1⊗prk1,...,kn→
[⊗i∈nT kisAi(Xi, Yi)]⊗ Ck
(
⊗i∈n[T kisAi(Xi, Yi)], sB((Xi)i∈nf, (Yi)i∈ng)
)
evCk
→ sB((Xi)i∈nf, (Yi)i∈ng)
]
. (0.2)
When (Ai)
n
i=1,B are unital A∞-categories, we define A
u
∞((Ai)
n
i=1;B) as a full A∞-subcat-
egory of A∞((Ai)
n
i=1;B), whose objects are unital A∞-functors. Equipped with a similar
evaluation evA
u
∞ the collection Au∞ of unital A∞-categories and unital A∞-functors also
becomes a closed multicategory. Similarly to the case of A∞, there is a natural bijection
ϕA
u
∞ : Au∞((Bj)j∈m;A
u
∞((Ai)i∈n;C)) −→ A
u
∞((Ai)i∈n, (Bj)j∈m;C),
f 7−→ ((idAi)i∈n, f) ev
Au∞
for arbitrary unital A∞-categories (Ai)i∈n, (Bj)j∈m, C.
In the simplest version graded spans P consist of a U -small set Obs P of source objects,
a U -small set Obt P of target objects, and U -small graded k-modules P(X, Y ) for all
X ∈ Obs P, Y ∈ Obt P. Graded quivers A are particular cases of spans, distinguished
by the condition ObsA = ObtA. The tensor product P ⊗ Q of two spans P, Q exists if
Obt P = Obs Q and equals
(P⊗ Q)(X,Z) =
⊕
Y ∈Obt P
P(X, Y )⊗k Q(Y, Z).
Details can be found in [BLM07].
Next we explain our notation for closed symmetric monoidal categories which differs
slightly from [Kel82, Chapter 1].
Let (V,⊗,1, c) be a closed symmetric monoidal U -category. For each pair of objects
X, Y ∈ ObV, let V(X, Y ) denote the inner hom-object. Denote by evV : X⊗V(X, Y )→ Y
and coevV : Y → V(X,X ⊗ Y ) the evaluation and coevaluation morphisms, respectively.
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Then the mutually inverse adjunction isomorphisms are explicitly given as follows:
V(Y,V(X,Z))←→ V(X ⊗ Y, Z),
f → (1X ⊗ f) evX,Z ,
coevX,Y V(X, g)← g.
There is a V-category V whose objects are those of V, and for each pair of objects
X and Y , the object V(X, Y ) ∈ ObV is the inner hom-object of V. The composition is
found from the following equation:
[
X ⊗ V(X, Y )⊗ V(Y, Z)
1⊗µV
→ X ⊗ V(X,Z)
evV
→ Z
]
=
[
X ⊗ V(X, Y )⊗ V(Y, Z)
evV ⊗1
→ Y ⊗ V(Y, Z)
evV
→ Z
]
. (0.3)
The identity morphism 1VX : 1→ V(X,X) is found from the following equation:
[
X
∼
→X ⊗ 1
1⊗1
V
X→ X ⊗ V(X,X)
evV
→ X
]
= idX .
For our applications we need several categories V, for instance the Abelian category
Ck of complexes of k-modules and its quotient category K, the homotopy category of
complexes of k-modules. The tensor product is the tensor product of complexes, the
unit object is k, viewed as a complex concentrated in degree 0, and the symmetry is
the standard symmetry c : X ⊗ Y → Y ⊗ X , x ⊗ y 7→ (−)xyy ⊗ x. We shorten up
the usual notation (−1)deg x·deg y to (−)xy. Similarly, (−)x means (−1)deg x, (−)x+y means
(−1)deg x+deg y, etc. For each pair of complexes X and Y , the inner hom-object K(X, Y ) is
the same as the inner hom-complex Ck(X, Y ) in the symmetric closed monoidal Abelian
category Ck. The evaluation morphism ev
K : X ⊗ K(X, Y ) → Y and the coevaluation
morphism coevK : Y → K(X,X ⊗ Y ) in K are the homotopy classes of the evaluation
morphism evCk : X ⊗ Ck(X, Y ) → Y and the coevaluation morphism coev
Ck : Y →
Ck(X,X ⊗ Y ) in Ck, respectively.
It is easy to see that µK = m
Ck
2 and 1
K
X = 1
Ck
X , therefore K = kCk.
Also we use as V the category gr = gr(k-Mod) of graded k-modules, and the familiar
category k-Mod of k-modules.
The following identity holds for any homogeneous k-linear map a : X → A of arbitrary
degree by the properties of the closed monoidal category Ck:
(
Ck(A,B)⊗ Ck(B,C)
m2
→ Ck(A,C)
Ck(a,C)→ Ck(X,C)
)
=
(
Ck(A,B)⊗ Ck(B,C)
Ck(a,B)⊗1→ Ck(X,B)⊗ Ck(B,C)
m2
→ Ck(X,C)
)
. (0.4)
Let f : A ⊗ X → B, g : B ⊗ Y → C be two homogeneous k-linear maps of arbitrary
degrees, that is, f ∈ Ck(A ⊗ X,B)
•, g ∈ Ck(B ⊗ Y, C)
•. Then the following identity is
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proven in [LM04] as equation (A.1.2):
(
X ⊗ Y
coevA,X ⊗ coevB,Y
→ Ck(A,A⊗X)⊗ Ck(B,B ⊗ Y )
Ck(A,f)⊗Ck(B,g)→ Ck(A,B)⊗ Ck(B,C)
m2
→ Ck(A,C)
)
=
(
X ⊗ Y
coevA,X⊗Y
→ Ck(A,A⊗X ⊗ Y )
Ck(A,f⊗1)→ Ck(A,B ⊗ Y )
Ck(A,g)→ Ck(A,C)
)
. (0.5)
1. V-categories
We refer the reader to [Kel82, Chapter 1] for the basic theory of enriched categories.
The category of unital (resp. non-unital) V-categories (where V is a closed symmetric
monoidal category) is denoted V-Cat (resp. V-Catnu).
1.1. Opposite V-categories. Let A be a V-category, not necessarily unital. Its op-
posite Aop is defined in the standard way. Namely, ObAop = ObA, and for each pair of
objects X, Y ∈ ObA, Aop(X, Y ) = A(Y,X). The composition in Aop is given by
µAop =
[
A
op(X, Y )⊗Aop(Y, Z) = A(Y,X)⊗A(Z, Y )
c
→
A(Z, Y )⊗A(Y,X)
µA
→ A(Z,X) = Aop(X,Z)
]
.
More generally, for each n > 1, the iterated n-ary composition in Aop is
µnAop =
[
⊗i∈nAop(Xi−1, Xi) = ⊗
i∈n
A(Xi, Xi−1)
ω0c→
⊗i∈n A(Xn−i+1, Xn−i)
µn
A→ A(Xn, X0) = A
op(X0, Xn)
]
, (1.1)
where the permutation ω0 =
(
1 2 ... n−1 n
n n−1 ... 2 1
)
is the longest element of Sn, and ω
0
c is
the corresponding signed permutation, the action of ω0 in tensor products via standard
symmetry. Note that if A is unital, then so is Aop, with the same identity morphisms.
Let f : A → B be a V-functor, not necessarily unital. It gives rise to a V-functor
f op : Aop → Bop with Ob f op = Ob f : ObA→ ObB, and
f op =
[
A
op(X, Y ) = A(Y,X)
f
→ B(Y f,Xf) = Bop(Xf, Y f)
]
, X, Y ∈ ObA.
Note that f op is a unital V-functor if so is f . Clearly, the correspondences A 7→ Aop,
f 7→ f op define a functor −op : V-Catnu → V-Catnu which restricts to a functor −op :
V-Cat → V-Cat. The functor −op is symmetric Monoidal. More precisely, for arbitrary
V-categories Ai, i ∈ n, the equation ⊠
i∈n
A
op
i = (⊠
i∈n
Ai)
op holds. Indeed, the underlying
V-quivers of both categories coincide, and so do the identity morphisms if the categories
Ai, i ∈ n, are unital. The composition in ⊠
i∈nA
op
i is given by
µ⊠i∈nAopi =
[(
⊗i∈nAopi (Xi, Yi)
)
⊗
(
⊗i∈nAopi (Yi, Zi)
)
σ(12)
→ ⊗i∈n (Ai(Yi, Xi)⊗Ai(Zi, Yi))
⊗i∈nc
→ ⊗i∈n (Ai(Zi, Yi)⊗Ai(Yi, Xi))
⊗i∈nµAi→ ⊗i∈n Ai(Zi, Xi) = ⊗
i∈n
A
op
i (Xi, Zi)
]
.
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The composition in (⊠i∈nAi)
op is given by
µ(⊠i∈nAi)op =
[
(⊠i∈nAi)
op((Xi)i∈n, (Yi)i∈n)⊗ (⊠
i∈n
Ai)
op((Yi)i∈n, (Zi)i∈n)
=
(
⊗i∈nAi(Yi, Xi)
)
⊗
(
⊗i∈nAi(Zi, Yi)
) c
→
(
⊗i∈nAi(Zi, Yi)
)
⊗
(
⊗i∈nAi(Yi, Xi)
)
σ(12)
→ ⊗i∈n (Ai(Zi, Yi)⊗Ai(Yi, Xi))
⊗i∈nµAi→ ⊗i∈n Ai(Zi, Xi) = ⊗
i∈n
A
op
i (Xi, Zi)
]
.
The equation µ⊠i∈nAop
i
= µ(⊠i∈nAi)op follows from the following equation in V:
[(
⊗i∈nAi(Yi, Xi)
)
⊗
(
⊗i∈nAi(Zi, Yi)
) σ(12)
→ ⊗i∈n (Ai(Yi, Xi)⊗Ai(Zi, Yi))
⊗i∈nc
→ ⊗i∈n (Ai(Zi, Yi)⊗Ai(Yi, Xi))
]
=
[(
⊗i∈nAi(Yi, Xi)
)
⊗
(
⊗i∈nAi(Zi, Yi)
) c
→
(
⊗i∈nAi(Zi, Yi)
)
⊗
(
⊗i∈nAi(Yi, Xi)
)
σ(12)
→ ⊗i∈n (Ai(Zi, Yi)⊗Ai(Yi, Xi))
]
,
which is a consequence of coherence principle of [BLM07, Lemma 3.26, Remark 3.27].
Therefore, −op induces a symmetric multifunctor −op : V̂-Catnu → V̂-Catnu which restricts
to a symmetric multifunctor −op : V̂-Cat→ V̂-Cat.
1.2. Hom-functor. A V-category A gives rise to a V-functor HomA : A
op ⊠ A → V
which maps a pair of objects (X, Y ) ∈ ObA × ObA to A(X, Y ) ∈ ObV, and whose
action on morphisms is given by
HomA =
[
A
op(X, Y )⊗A(U, V ) = A(Y,X)⊗A(U, V )
coevV
→
V(A(X,U),A(X,U)⊗A(Y,X)⊗A(U, V ))
V(1,(c⊗1)µ3
A
)
→ V(A(X,U),A(Y, V ))
]
.
Equivalently, HomA is found by closedness of V from the diagram
A(X,U)⊗A(Y,X)⊗A(U, V )
1⊗HomA
→ A(X,U)⊗ V(A(X,U),A(Y, V ))
A(Y,X)⊗A(X,U)⊗A(U, V )
c⊗1
↓
µ3
A → A(Y, V )
evV
↓
(1.2)
1.3 Lemma. Let A be a V-category. Then
HomAop =
[
A⊠Aop
c
→ Aop ⊠A
HomA
→ V
]
.
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Proof. Using (1.1), we obtain:
HomAop =
[
A(X, Y )⊗Aop(U, V ) = Aop(Y,X)⊗Aop(U, V )
coevV
→ V(Aop(X,U),Aop(X,U)⊗Aop(Y,X)⊗Aop(U, V ))
V(1,(c⊗1)µ3
Aop
)
→ V(Aop(X,U),Aop(Y, V ))
]
=
[
A(X, Y )⊗A(V, U)
coevV
→ V(A(U,X),A(U,X)⊗A(X, Y )⊗A(V, U))
V(1,(c⊗1)ω0cµ
3
A
)
→ V(A(U,X),A(V, Y ))
]
,
where ω0 = (13) ∈ S3. Clearly, (c⊗ 1)ω
0
c = (1⊗ c)(c⊗ 1), therefore
HomAop =
[
A(X, Y )⊗A(V, U)
coevV
→ V(A(U,X),A(U,X)⊗A(X, Y )⊗A(V, U))
V(1,(1⊗c)(c⊗1)µ3
A
)
→ V(A(U,X),A(V, Y ))
]
=
[
A(X, Y )⊗A(V, U)
c
→ A(V, U)⊗A(X, Y )
coevV
→
V(A(U,X),A(U,X)⊗A(V, U)⊗A(X, Y ))
V(1,(c⊗1)µ3
A
)
→ V(A(U,X),A(V, Y ))
]
=
[
A(X, Y )⊗A(V, U)
c
→ A(V, U)⊗A(X, Y )
HomA
→ V(A(U,X),A(V, Y ))
]
.
The lemma is proven.
An object X of A defines a V-functor X : 1→ A, ∗ 7→ X , 1(∗, ∗) = 1
1A
X→ A(X,X),
whose source 1 is a V-category with one object ∗. This V-category is a unit of tensor
multiplication ⊠. The V-functors A( , Y ) = HomA( , Y ) : A
op → V and A(X, ) =
HomA(X, ) : A→ V are defined as follows:
A( , Y ) =
[
A
op ∼→ Aop ⊠ 1
1⊠Y
→ Aop ⊠A
HomA
→ V
]
,
A(X, ) =
[
A
∼
→ 1⊠A
X⊠1
→ Aop ⊠A
HomA
→ V
]
.
Thus, the V-functor A( , Y ) maps an object X to A(X, Y ), and its action on morphisms
is given by
A( , Y ) =
[
A
op(W,X) = A(X,W )
coevV
→ V(A(W,Y ),A(W,Y )⊗A(X,W ))
V(1,cµA)
→ V(A(W,Y ),A(X, Y ))
]
. (1.3)
Similarly, the V-functor A(X, ) maps an object Y to A(X, Y ), and its action on mor-
phisms is given by
A(X, ) =
[
A(Y, Z)
coevV
→ V(A(X, Y ),A(X, Y )⊗A(Y, Z))
V(1,µA)
→ V(A(X, Y ),A(X,Z))
]
. (1.4)
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1.4. Duality functor. The unit object 1 of V defines the duality V-functor V( ,1) =
HomV( ,1) : V
op → V. The functor V( ,1) maps an object M to its dual V(M,1), and
its action on morphisms is given by
V( ,1) =
[
V
op(M,N) = V(N,M)
coevV
→ V(V(M,1),V(M,1)⊗ V(N,M))
V(1,c)
→
V(V(M,1),V(N,M)⊗ V(M,1))
V(1,µV)
→ V(V(M,1),V(N,1))
]
. (1.5)
For each object M there is a natural morphism e : M → V(V(M,1),1) which is a
unique solution of the following equation in V:
V(M,1)⊗M
c
→M ⊗ V(M,1)
V(M,1)⊗ V(V(M,1),1)
1⊗e
↓
evV
→ 1
evV
↓
Explicitly,
e =
[
M
coevV
→ V(V(M,1),V(M,1)⊗M)
V(1,c)
→
V(V(M,1),M ⊗ V(M,1))
V(1,evV)
→ V(V(M,1),1)
]
.
An object M is reflexive if e is an isomorphism in V.
1.5. Representability. Let us state for the record the following
1.6 Proposition (Weak Yoneda Lemma). Let F : A → V be a V-functor, X an object
of A. There is a bijection between elements of F (X), i.e., morphisms t : 1 → F (X),
and natural transformations A(X, ) → F : A → V defined as follows: with an element
t : 1→ F (X) a natural transformation is associated whose components are given by
A(X,Z)
t⊗FX,Z
→ F (X)⊗ V(F (X), F (Z))
evV
→ F (Z), Z ∈ ObA.
In particular, F is representable if and only if there is an object X ∈ ObA and an element
t : 1→ F (X) such that for each object Z ∈ ObA the above composite is invertible.
Proof. Standard, see [Kel82, Section 1.9].
2. Serre functors for V-categories
Serre functors for enriched categories are for us a bridge between ordinary Serre functors
and Serre A∞-functors.
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2.1. Serre V-functors. Let C be a V-category, S : C → C a V-functor. Consider a
natural transformation ψ as in the diagram below:
C
op ⊠ C
1⊠S
→ Cop ⊠ C
V
op
Homop
Cop↓
V( ,1)
→
ψ
⇐=
==
==
==
==
V
HomC
↓
(2.1)
The natural transformation ψ is a collection of morphisms of V
ψX,Y : 1→ V(C(X, Y S),V(C(Y,X),1)), X, Y ∈ ObC.
Equivalently, ψ is given by a collection of morphisms ψX,Y : C(X, Y S) → V(C(Y,X),1)
of V, for X, Y ∈ ObC. Naturality of ψ may be verified variable-by-variable.
2.2 Definition. Let C be a V-category. A V-functor S : C → C is called a right Serre
functor if there exists a natural isomorphism ψ as in (2.1). If moreover S is a self–
equivalence, it is called a Serre functor.
This terms agree with the conventions of Mazorchuk and Stroppel [MS05] and up to
taking dual spaces with the terminology of Reiten and van den Bergh [RvdB02].
2.3 Lemma. Let S : C → C be a V-functor. Fix an object Y of C. A collection of
morphisms (ψX,Y : C(X, Y S)→ V(C(Y,X),1))X∈ObC of V is natural in X if and only if
ψX,Y =
[
C(X, Y S)
coevV
→ V(C(Y,X),C(Y,X)⊗ C(X, Y S))
V(1,µC)
→
V(C(Y,X),C(Y, Y S))
V(1,τY )
→ V(C(Y,X),1)
]
, (2.2)
where
τY =
[
C(Y, Y S)
1CY ⊗1→ C(Y, Y )⊗ C(Y, Y S)
1⊗ψY,Y
→ C(Y, Y )⊗ V(C(Y, Y ),1)
evV
→ 1
]
. (2.3)
Proof. The collection (ψX,Y )X∈ObC is a natural V-transformation
C
op C( ,Y S) → V
V
op
ψ−,Y
wwww
V( ,1)
→
C(Y, )op →
if the following diagram commutes:
C(Z,X)
C( ,Y S)
→ V(C(X, Y S),C(Z, Y S))
= V(C(X, Y S),V(C(Y, Z),1))
V(1,ψZ,Y )
↓
V(C(Y, Z),C(Y,X))
C(Y, )
↓
V( ,1)
→ V(V(C(Y,X),1),V(C(Y, Z),1))
V(ψX,Y ,1)
↑
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By closedness, this is equivalent to commutativity of the exterior of the following diagram:
C(X, Y S)⊗ C(Z,X)
1⊗C( ,Y S)
→
C(X, Y S)⊗
⊗V(C(X, Y S),C(Z, Y S))
=
C(Z,X)⊗ C(X, Y S)
c
→
=
V(C(Y,X),1)⊗ C(Z,X)
ψX,Y ⊗1
↓
C(Z, Y S)
evV
↓
µC
→
C(Z,X)⊗ V(C(Y,X),1)
1⊗ψX,Y
↓
c
→
V(C(Y,X),1)⊗
⊗V(C(Y, Z),C(Y,X))
1⊗C(Y, )
↓
=
V(C(Y, Z),C(Y,X))⊗
⊗V(C(Y,X),1)
C(Y, )⊗1
↓c
→
=
V(C(Y,X),1)⊗
⊗V(V(C(Y,X),1),V(C(Y, Z),1))
1⊗V( ,1)
↓
evV
→ V(C(Y, Z),1)
ψZ,Y
↓
µV
→
The right upper quadrilateral and the left lower quadrilateral commute by definition
of C( , Y S) and V( ,1) respectively, see (1.3) and its particular case (1.5). Since c is
an isomorphism, commutativity of the exterior is equivalent to commutativity of the
pentagon. Again, by closedness, this is equivalent to commutativity of the exterior of the
following diagram:
C(Y, Z)⊗ C(Z,X)⊗ C(X, Y S)
1⊗µC
→ C(Y, Z)⊗ C(Z, Y S)
C(Y, Z)⊗ C(Z,X)⊗ V(C(Y,X),1)
1⊗1⊗ψX,Y
↓
C(Y, Z)⊗ V(C(Y, Z),1)
1⊗ψZ,Y
↓
1
evV
↓
C(Y, Z)⊗ V(C(Y, Z),C(Y,X))⊗ V(C(Y,X),1)
1⊗C(Y, )⊗1
↓
evV ⊗1
→ C(Y,X)⊗ V(C(Y,X),1)
evV
↑
µC⊗1
→
The triangle commutes by definition of C(Y, ), see (1.4). It follows that naturality of ψ−,Y
is equivalent to commutativity of the hexagon:
C(Y, Z)⊗ C(Z,X)⊗ C(X, Y S)
1⊗µCψZ,Y
→ C(Y, Z)⊗ V(C(Y, Z),1)
C(Y,X)⊗ V(C(Y,X),1)
µC⊗ψX,Y
↓
evV
→ 1
evV
↓
(2.4)
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Assume that ψ−,Y is natural, so the above diagram commutes, and consider a particular
case, Z = Y . Composing both paths of the diagram with the morphism 1CY ⊗ 1 ⊗ 1 :
C(Y,X)⊗ C(X, Y S)→ C(Y, Y )⊗ C(Y,X)⊗ C(X, Y S), we obtain:
C(Y,X)⊗ C(X, Y S)
µC
→ C(Y, Y S)
C(Y,X)⊗ V(C(Y,X),1)
1⊗ψX,Y
↓
evV
→ 1
τY
↓
(2.5)
where τY is given by expression (2.3). By closedness, the above equation admits a unique
solution ψX,Y , namely, (2.2).
Assume now that ψX,Y is given by (2.2). Then (2.5) holds true. Plugging it into (2.4),
whose commutativity has to be proven, we obtain the equation
C(Y, Z)⊗ C(Z,X)⊗ C(X, Y S)
1⊗µC
→ C(Y, Z)⊗ C(Z, Y S)
µC
→ C(Y, Y S)
C(Y,X)⊗ C(X, Y S)
µC⊗1
↓
µC
→ C(Y, Y S)
τY
→ 1
τY
↓
which holds true by associativity of composition.
2.4 Lemma. Let S : C → C be a V-functor. Fix an object X of C. A collection of
morphisms (ψX,Y : C(X, Y S) → V(C(Y,X),1))Y ∈ObC of V is natural in Y if and only if
for each Y ∈ ObC
ψX,Y =
[
C(X, Y S)
coevV
→ V(C(Y,X),C(Y,X)⊗ C(X, Y S))
V(1,S⊗1)
→
V(C(Y,X),C(Y S,XS)⊗ C(X, Y S))
V(1,cµC)
→ V(C(Y,X),C(X,XS))
V(1,τX )
→ V(C(Y,X),1)
]
, (2.6)
where τX is given by (2.3).
Proof. Naturality of ψX,− presented by the square
C
S
→ C
V
op
C( ,X)op
↓
V( ,1)
→
ψX,−
⇐=
==
==
==
==
V
C(X, )
↓
is expressed by commutativity in V of the following diagram:
C(Y, Z)
S
→ C(Y S, ZS)
V(C(Z,X),C(Y,X))
C( ,X)
↓
V(C(X, Y S),C(X,ZS))
C(X, )
↓
V(V(C(Y,X),1),V(C(Z,X),1))
V( ,1)
↓
V(ψX,Y ,1)
→ V(C(X, Y S),V(C(Z,X),1))
V(1,ψX,Z )
↓
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By closedness, the latter is equivalent to commutativity of the exterior of the diagram
displayed on the following page. Since c is an isomorphism, it follows that the polygon
marked by ∗ is commutative. By closedness, this is equivalent to commutativity of the
exterior of the following diagram:
C(Z,X)⊗ C(X, Y S)⊗ C(Y, Z)
1⊗1⊗S
→ C(Z,X)⊗ C(X, Y S)⊗ C(Y S, ZS)
C(Z,X)⊗ C(Y, Z)⊗ C(X, Y S)
1⊗c
↓
C(Z,X)⊗ C(X,ZS)
1⊗µC
↓
C(Z,X)⊗ C(Y, Z)⊗ V(C(Y,X),1)
1⊗1⊗ψX,Y
↓
C(Z,X)⊗ V(C(Z,X),1)
1⊗ψX,Z
↓
1
evV
↓
C(Z,X)⊗ V(C(Z,X),C(Y,X))⊗ V(C(Y,X),1)
1⊗C( ,X)⊗1
↓
evV ⊗1
→ C(Y,X)⊗ V(C(Y,X),1)
evV
↑
cµC⊗1
→
The triangle commutes by (1.3). Therefore, the remaining polygon is commutative as
well:
C(Z,X)⊗ C(X, Y S)⊗ C(Y, Z)
1⊗1⊗S
→ C(Z,X)⊗ C(X, Y S)⊗ C(Y S, ZS)
C(Y, Z)⊗ C(Z,X)⊗ C(X, Y S)
(123)∼
↓
C(Z,X)⊗ C(X,ZS)
1⊗µC
↓
C(Y,X)⊗ C(X, Y S)
µC⊗1
↓
C(Z,X)⊗ V(C(Z,X),1)
1⊗ψX,Z
↓
C(Y,X)⊗ V(C(Y,X),1)
1⊗ψX,Y
↓
evV
→ 1
evV
↓
(2.7)
Suppose that the collection of morphisms (ψX,Y : C(X, Y S) → V(C(Y,X),1))Y ∈ObC
is natural in Y . Consider diagram (2.7) with Z = X . Composing both paths with the
morphism 1CX ⊗ 1 ⊗ 1 : C(X, Y S) ⊗ C(Y,X) → C(X,X) ⊗ C(X, Y S) ⊗ C(Y,X) gives an
equation:
C(Y,X)⊗ C(X, Y S)
S⊗1
→ C(Y S,XS)⊗ C(X, Y S)
cµC
→ C(X,XS)
=
C(Y,X)⊗ V(C(Y,X),1)
1⊗ψX,Y
↓
evV
→ 1
τX
↓
(2.8)
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C(X, Y S)⊗ C(Y, Z)
1⊗S
→ C(X, Y S)⊗ C(Y S, ZS)
1⊗C(X, )
→
C(X, Y S)⊗
⊗V(C(X, Y S),C(X,ZS))
V(C(Y,X),1)⊗ C(Y, Z)
ψX,Y ⊗1
↓
C(Y, Z)⊗ C(X, Y S)
c
→
C(X,ZS)
evV
↓
µC
→
V(C(Y,X),1)⊗
⊗V(C(Z,X),C(Y,X))
1⊗C( ,X)
↓
C(Y, Z)⊗ V(C(Y,X),1)
1⊗ψX,Y
↓
c
→
∗
V(C(Z,X),C(Y,X))⊗
⊗V(C(Y,X),1)
C( ,X)⊗1
↓
c
→
V(C(Y,X),1)⊗
⊗V(V(C(Y,X),1),V(C(Z,X),1))
1⊗V( ,1)
↓
evV
→ V(C(Z,X),1)
ψX,Z
↓
µV
→
F
igu
re
1:
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The only solution to the above equation is given by (2.6).
Conversely, suppose equation (2.8) holds. It suffices to prove that diagram (2.7) is
commutative. Plugging in the expressions for (1⊗ψX,Y ) ev
V and (1⊗ψX,Z) ev
V into (2.7),
we obtain (cancelling a common permutation of the factors of the source object):
C(X, Y S)⊗ C(Y, Z)⊗ C(Z,X)
1⊗S⊗S
→ C(X, Y S)⊗ C(Y S, ZS)⊗ C(ZS,XS)
C(X, Y S)⊗ C(Y,X)
1⊗µC
↓
C(X,ZS)⊗ C(ZS,XS)
µC⊗1
↓
C(X, Y S)⊗ C(Y S,XS)
1⊗S
↓
C(X,XS)
µC
↓
C(X,XS)
µC
↓
τX
→ 1
τX
↓
Commutativity of the diagram follows from associativity of µC and the fact that S is a
V-functor. The lemma is proven.
2.5 Proposition. Assume that S : C→ C is a V-functor, and ψ is a natural transforma-
tion as in (2.1). Then the following diagram commutes (in V):
C(Y,X)
e
→ V(V(C(Y,X),1),1)
C(Y S,XS)
S
↓
ψY S,X
→ V(C(X, Y S),1)
V(ψX,Y ,1)
↓
In particular, if for each pair of objects X, Y ∈ ObC the object C(Y,X) is reflexive, and
ψ is an isomorphism, then S is fully faithful.
Proof. By closedness, it suffices to prove commutativity of the following diagram:
C(X, Y S)⊗ C(Y,X)
1⊗e
→ C(X, Y S)⊗ V(V(C(Y,X),1),1)
C(X, Y S)⊗ C(Y S,XS)
1⊗S
↓
C(X, Y S)⊗ V(C(X, Y S),1)
1⊗V(ψX,Y ,1)
↓
C(X, Y S)⊗ V(C(X, Y S),1)
1⊗ψY S,X
↓
evV
→ 1
evV
↓
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Using (2.5) and the definition of e, the above diagram can be transformed as follows:
C(X, Y S)⊗ C(Y,X)
c
→ C(Y,X)⊗ C(X, Y S)
C(X, Y S)⊗ C(Y S,XS)
1⊗S
↓
C(Y,X)⊗ V(C(Y,X),1)
1⊗ψX,Y
↓
C(X,XS)
µC
↓
τX
→ 1
evV
↓
It is commutative by (2.8).
Proposition 2.5 implies that a right Serre functor is fully faithful if and only if C is hom-
reflexive, i.e., if C(X, Y ) is a reflexive object of V for each pair of objects X, Y ∈ ObC. If
this is the case, a right Serre functor will be a Serre functor if and only if it is essentially
surjective on objects. The most natural reason for hom-reflexivity is, of course, k being a
field. When k is a field, an object C of gr(k -vect) is reflexive iff all spaces Cn are finite-
dimensional. The ring k being a field, the homology functor H• : K → gr(k -vect) is an
equivalence (see e.g. [GM03, Chapter III, § 2, Proposition 4]). Hence, an object C of K is
reflexive iff all homology spaces HnC are finite-dimensional. A projective module of finite
rank over an arbitrary commutative ring k is reflexive as an object of a rigid monoidal
category [DM82, Example 1.23]. Thus, an object C of gr(k-Mod) whose components Cn
are projective k-modules of finite rank is reflexive.
2.6 Proposition. Let C be a V-category. There exists a right Serre V-functor S : C→ C
if and only if for each object Y ∈ ObC the V-functor
HomC(Y, )
op · V( ,1) = V(C(Y, )op,1) : Cop → V
is representable.
Proof. Standard, see [Kel82, Section 1.10].
2.7. Commutation with equivalences. Let C and C′ be V-categories with right Serre
functors S : C → C and S ′ : C′ → C′, respectively. Let ψ and ψ′ be isomorphisms as in
(2.1). For objects Y ∈ ObC, Z ∈ ObC′, define τY , τ
′
Z by (2.3). Let T : C → C
′ be a
V-functor, and suppose that T is fully faithful. Then there is a natural transformation
κ : ST → TS ′ such that, for each object Y ∈ ObC, the following equation holds:
[
C(Y, Y S)
T
→ C′(Y T, Y ST )
C′(Y T,κ)
→ C′(Y T, Y TS ′)
τ ′
Y T→ 1
]
= τY . (2.9)
Indeed, the left hand side of equation (2.9) equals
[
C(Y, Y S)
T
→ C′(Y T, Y ST )
1⊗κY
→ C′(Y T, Y ST )⊗ C′(Y ST, Y TS ′)
µ
C′→ C′(Y T, Y TS ′)
τ ′Y T→ 1
]
.
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Using relation (2.5) between τ ′Y T and ψ
′
Y ST,Y T , we get:
[
C(Y, Y S)
T
→ C′(Y T, Y ST )
1⊗κY
→ C′(Y T, Y ST )⊗ C′(Y ST, Y TS ′)
1⊗ψ′Y ST,Y T
→ C′(Y T, Y ST )⊗ V(C′(Y T, Y ST ),1)
evV
→ 1
]
.
Therefore, equation (2.9) is equivalent to the following equation:
[
C(Y, Y S)
1⊗κY
→ C(Y, Y S)⊗ C′(Y ST, Y TS ′)
1⊗ψ′
Y ST,Y T
→
C(Y, Y S)⊗ V(C′(Y T, Y ST ),1)
1⊗V(T,1)
→ C(Y, Y S)⊗ V(C(Y, Y S),1)
evV
→ 1
]
= τY .
It implies that the composite
1
κY
→ C′(Y ST, Y TS ′)
ψ′
Y ST,Y T
→ V(C′(Y T, Y ST ),1)
V(T,1)
→ V(C(Y, Y S),1)
is equal to τY : 1→ V(C(Y, Y S),1), the morphism that corresponds to τY by closedness
of the category V. Since the morphisms ψ′Y ST,Y T and V(T,1) are invertible, the morphism
κY : 1→ C
′(Y ST, Y TS ′) is uniquely determined.
2.8 Lemma. The transformation κ satisfies the following equation:
ψX,Y =
[
C(X, Y S)
T
→ C′(XT, Y ST )
C′(XT,κ)
→ C(XT, Y TS ′)
ψ′
XT,Y T
→ V(C′(Y T,XT ),1)
V(T,1)
→ V(C(Y,X),1)
]
,
for each pair of objects X, Y ∈ ObC.
Proof. The exterior of the following diagram commutes:
C(Y, Y S)
τY
→ 1
C(Y,X)⊗ C(X, Y S)
µC
→
C
′(Y T, Y ST )
T
↓
C′(Y T,κ)
→ C′(Y T, Y TS ′)
τ ′
Y T
↑
C
′(Y T,XT )⊗ C′(XT, Y ST )
µ
C′
↑
1⊗C′(XT,κ)
→
T⊗T →
C
′(Y T,XT )⊗ C′(XT, Y TS ′)
µ
C′
↑
The right upper square commutes by the definition of κ, commutativity of the lower
square is a consequence of associativity of µC′. The left quadrilateral is commutative
since T is a V-functor. Transforming both paths with the help of equation (2.5) yields
18
the following equation:
[
C(Y,X)⊗ C(X, Y S)
1⊗ψX,Y
→ C(Y,X)⊗ V(C(Y,X),1)
evV
→ 1
]
=
[
C(Y,X)⊗ C(X, Y S)
T⊗T
→ C′(Y T,XT )⊗ C′(XT, Y ST )
1⊗C′(XT,κ)
→
C
′(Y T,XT )⊗ C′(XT, Y TS ′)
1⊗ψ′
XT,Y T
→ C′(Y T,XT )⊗ V(C′(Y T,XT ),1)
evV
→ 1
]
=
[
C(Y,X)⊗ C(X, Y S)
1⊗T
→ C(Y,X)⊗ C′(XT, Y ST )
1⊗C′(XT,κ)
→ C(Y,X)⊗ C′(XT, Y TS ′)
1⊗ψ′XT,Y T
→ C(Y,X)⊗ V(C′(Y T,XT ),1)
1⊗V(T,1)
→ C(Y,X)⊗ V(C(Y,X),1)
evV
→ 1
]
.
The required equation follows by closedness of V.
2.9 Corollary. If T is an equivalence, then the natural transformation κ : ST → TS ′ is
an isomorphism.
Proof. Lemma 2.8 implies that C′(XT,κ) : C′(XT, Y ST )→ C′(XT,XTS ′) is an isomor-
phism, for each X ∈ ObC. Since T is essentially surjective, it follows that the morphism
C′(Z,κ) : C′(Z, Y ST ) → C′(Z, Y TS ′) is invertible, for each Z ∈ ObC′, thus κ is an
isomorphism.
2.10 Corollary. A right Serre V-functor is unique up to an isomorphism.
Proof. Suppose S, S ′ : C → C are right Serre functors. Applying Corollary 2.9 to the
functor T = IdC : C→ C yields a natural isomorphism κ : S → S
′.
2.11. Trace functionals determine the Serre functor. Combining for a natural
transformation ψ diagrams (2.5) and (2.8) we get the equation
C(Y,X)⊗ C(X, Y S)
µC
→ C(Y, Y S)
τY
→ 1
=
C(Y S,XS)⊗ C(X, Y S)
S⊗1
↓
c
→ C(X, Y S)⊗ C(Y S,XS)
µC
→ C(X,XS)
τX
↑
(2.10)
The above diagram can be written as the equation
C(X, Y S)⊗ C(Y,X)
1⊗S
→ C(X, Y S)⊗ C(Y S,XS)
=
C(Y,X)⊗ C(X, Y S)
c
↓
φX,Y
→ 1
φY S,X
↓
(2.11)
When S is a fully faithful right Serre functor, the pairing
φX,Y =
[
C(Y,X)⊗ C(X, Y S)
µC
→ C(Y, Y S)
τY
→ 1
]
(2.12)
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is perfect. Namely, the induced by it morphism ψX,Y : C(X, Y S) → V(C(Y,X),1) is
invertible, and induced by the pairing
c · φX,Y =
[
C(X, Y S)⊗ C(Y,X)
c
→ C(Y,X)⊗ C(X, Y S)
φX,Y
→ 1
]
the morphism ψ′ : C(Y,X)→ V(C(X, Y S),1) is invertible. In fact, diagram (2.11) implies
that
ψ′ =
[
C(Y,X)
S
→ C(Y S,XS)
ψY S,X
→ V(C(X, Y S),1)
]
.
Diagram (2.11) allows to restore the morphisms S : C(Y,X)→ C(Y S,XS) unambigu-
ously from ObS and the trace functionals τ , due to ψY S,X being isomorphisms.
2.12 Proposition. A map ObS and trace functionals τX , X ∈ ObC, such that the
induced ψX,Y from (2.2) are invertible, define a unique right Serre V-functor (S, ψX,Y ).
Proof. Let us show that the obtained morphisms S : C(Y,X)→ C(Y S,XS) preserve the
composition in C. In fact, due to associativity of composition we have
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
1⊗S⊗S
→ C(X,ZS)⊗ C(ZS, Y S)⊗ C(Y S,XS)
1⊗µC
→ C(X,ZS)⊗ C(ZS,XS)
φZS,X
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
1⊗S⊗S
→ C(X,ZS)⊗ C(ZS, Y S)⊗ C(Y S,XS)
µC⊗1
→ C(X, Y S)⊗ C(Y S,XS)
µC
→ C(X,XS)
τX
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(1⊗S⊗1)(µC⊗1)
→ C(X, Y S)⊗ C(Y,X)
1⊗S
→ C(X, Y S)⊗ C(Y S,XS)
µC
→ C(X,XS)
τX
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(1⊗S⊗1)(µC⊗1)
→ C(X, Y S)⊗ C(Y,X)
c
→ C(Y,X)⊗ C(X, Y S)
µC
→ C(Y, Y S)
τY
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(123)c(1⊗1⊗S)
→ C(Y,X)⊗ C(X,ZS)⊗ C(ZS, Y S)
1⊗µC
→ C(Y,X)⊗ C(X, Y S)
µC
→ C(Y, Y S)
τY
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(123)c(1⊗1⊗S)
→ C(Y,X)⊗ C(X,ZS)⊗ C(ZS, Y S)
µC⊗1
→ C(Y, ZS)⊗ C(ZS, Y S)
µC
→ C(Y, Y S)
τY
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(123)c(µC⊗1)
→ C(Y, ZS)⊗ C(Z, Y )
1⊗S
→ C(Y, ZS)⊗ C(ZS, Y S)
µC
→ C(Y, Y S)
τY
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(123)c(µC⊗1)
→ C(Y, ZS)⊗ C(Z, Y )
c
→ C(Z, Y )⊗ C(Y, ZS)
µC
→ C(Z,ZS)
τZ
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(321)c
→ C(Z, Y )⊗ C(Y,X)⊗ C(X,ZS)
1⊗µC
→ C(Z, Y )⊗ C(Y, ZS)
µC
→ C(Z,ZS)
τZ
→ 1
]
.
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On the other hand
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
1⊗µC
→ C(X,ZS)⊗ C(Z,X)
1⊗S
→ C(X,ZS)⊗ C(ZS,XS)
φZS,X
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
1⊗µC
→ C(X,ZS)⊗ C(Z,X)
c
→ C(Z,X)⊗ C(X,ZS)
φX,Z
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(321)c
→ C(Z, Y )⊗ C(Y,X)⊗ C(X,ZS)
µC⊗1
→ C(Z,X)⊗ C(X,ZS)
µC
→ C(Z,ZS)
τZ
→ 1
]
=
[
C(X,ZS)⊗ C(Z, Y )⊗ C(Y,X)
(321)c
→ C(Z, Y )⊗ C(Y,X)⊗ C(X,ZS)
1⊗µC
→ C(Z, Y )⊗ C(Y, ZS)
µC
→ C(Z,ZS)
τZ
→ 1
]
.
The last lines of both expressions coincide, hence (S ⊗ S)µC = µCS.
Let us prove that the morphisms S : C(X,X) → C(XS,XS) of V preserve units.
Indeed, the exterior of the following diagram commutes:
C(X,XS)
τX
→ 1
C(X,XS)
λ . I(1X⊗1)
→
=
====
====
====
====
=⇀⇁
C(X,X)⊗ C(X,XS)
µC
↑
= =
C(X,XS)⊗ 1
λI . ≀
↓
1⊗1X
→ C(X,XS)⊗ C(X,X)
c
↑
C(X,XS)⊗ C(XS,XS)
1⊗S
↓
µC
→
1⊗?
1⊗1XS →
C(X,XS)
τX
↑
Therefore, both paths from C(X,XS) to 1, going through the isomorphism λI . , sides of
triangle marked ‘1⊗?’, µC and τX , compose to the same morphism τX . Invertibility of
ψX,X implies that the origin ‘?’ of the mentioned triangle commutes, that is,
1XS =
[
1
1X
→ C(X,X)
S
→ C(XS,XS)
]
.
Summing up, the constructed S : C → C is a V-functor. Applying Lemma 2.3 we
deduce that ψ−,Y is natural in the first argument for all objects Y of C. Recall that ψX,Y
is a unique morphism which makes diagram (2.5) commutative. Due to equation (2.10)
ψX,Y makes commutative also diagram (2.8). This means that ψX,Y can be presented also
in the form (2.6). Applying Lemma 2.4 we deduce that ψX,− is natural in the second
argument for all objects X of C. Being natural in each variable ψ is natural as a whole
[Kel82, Section 1.4].
21
2.13. Base change. Let V = (V,⊗I
V
, λf
V
), W = (W,⊗I
W
, λf
W
) be closed symmetric
Monoidal U -categories. Let (B, βI) : (V,⊗I
V
, λf
V
) → (W,⊗I
W
, λf
W
) be a lax symmetric
Monoidal functor. Denote by B̂ : V̂ → Ŵ the corresponding multifunctor. According to
[Man07], (B, βI) gives rise to a lax symmetric Monoidal Cat-functor (B∗, β
I
∗) : V-Cat →
W-Cat. Since the multicategories V̂ and Ŵ are closed, the multifunctor B̂ determines
the closing transformation B̂. In particular, we have a W-functor B∗V → W, X 7→ BX ,
which is denoted by B̂ by abuse of notation, whose action on morphisms is found from
the following equation in W:
[
BX ⊗ B(V(X, Y ))
1⊗ bB
→ BX ⊗W(BX,BY )
evW
→ BY
]
= B̂(evV). (2.13)
Let B̂∗ : V̂-Cat→ Ŵ-Cat denote the symmetric Cat-multifunctor that corresponds to the
lax symmetric Monoidal Cat-functor (B∗, β
I
∗). Clearly, B̂∗ commutes with taking opposite.
In the sequel, the tensor product in the categories V and W is denoted by ⊗, the unit
objects in both categories are denoted by 1.
Let A be a V-category. We claim that the W-functor
B̂∗HomA ·B̂ =
[
B∗(A)
op ⊠ B∗(A)
cB∗ HomA
→ B∗V
bB
→W
]
coincides with HomB∗A. Indeed, both functors send a pair of objects (X, Y ) ∈ ObA×ObA
to the object B(A(X, Y )) = (B∗A)(X, Y ) of W. Applying B̂ to equation (1.2) yields a
commutative diagram
B(A(X,U))⊗B(A(Y,X))⊗B(A(U,V ))
1⊗ bBHomA
→ B(A(X,U))⊗BV(A(X,U),A(Y,V ))
B(A(Y,X))⊗B(A(X,U))⊗B(A(U,V ))
c⊗1
↓ bB(µ3
A
)
‖
µ3
B∗A
→ B(A(Y,V ))
bB(evV)
↓
Expanding B̂(evV) according to (2.13) we transform the above diagram as follows:
B(A(X,U))⊗B(A(Y,X))⊗B(A(U,V ))
1⊗ bBHomA · bB
→ B(A(X,U))⊗W(B(A(X,U)),B(A(Y,V )))
B(A(Y,X))⊗B(A(X,U))⊗B(A(U,V ))
c⊗1
↓ µ3
B∗A → B(A(Y,V ))
evW
↓
It follows that the functors B̂∗HomA ·B̂ and HomB∗A satisfy the same equation, therefore
they must coincide by closedness of W.
There is a natural transformation of W-functors ζ ′ as in the diagram below:
B∗V
op B∗V( ,1)→ B∗V
W
op
( bB)op
↓
W( ,B1)
→
ζ′
⇐=
==
==
==
=
W
bB
↓
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For each object X , the morphism ζ ′X : B(V(X,1)) → W(BX,B1) in W comes from the
map B̂(evV) : BX ⊗ BV(X,1) → B1 by closedness of W. In other words, ζ ′X = B̂X,1.
Naturality of ζ ′ is expressed by the following equation in W:
BV(Y,X)
BV( ,1)
→ BV(V(X,1),V(Y,1))
W(BY,BX)
bB
↓
W(BV(X,1), BV(Y,1))
bB
↓
W(W(BX,B1),W(BY,B1))
W( ,B1)
↓
W(ζ′X ,1)→W(BV(X,1),W(BY,B1))
W(1,ζ′
Y
)
↓
By closedness of W, it is equivalent to the following equation:
BV(X,1)⊗ BV(Y,X)
1⊗BV( ,1)
→ BV(X,1)⊗BV(V(X,1),V(Y,1))
W(BX,B1)⊗W(BY,BX)
ζ′X⊗
bB
↓
BV(Y,1)
bB(evV)
↓
W(BX,B1)⊗W(W(BX,B1),W(BY,B1))
1⊗W( ,B1)
↓
evW
→W(BY,B1)
ζ′Y↓
By (1.3), the above equation reduces to the equation
BV(Y,X)⊗ BV(X,1)
bB(µV)
‖
µB∗V
→ BV(Y,1)
W(BY,BX)⊗W(BX,B1)
bB⊗ζ′X = bBY,X⊗ bBX,1
↓
µW
→W(BY,B1)
bBY,1 = ζ′Y
↓
which expresses the fact that B̂ : B∗V→W is a W-functor.
Suppose that β∅ : 1 → B1 is an isomorphism. Then there is a natural isomorphism
of functors
W(1, (β∅)−1) : W( , B1)→W( ,1) : Wop →W.
Pasting it with ζ ′ gives a natural transformation ζ as in the diagram below:
B∗V
op B∗V( ,1)→ B∗V
W
op
( bB)op
↓
W( ,1)
→
ζ
⇐=
==
==
==
=
W
bB
↓
(2.14)
2.14 Proposition. Suppose ζ is an isomorphism. Let C be a V-category, and suppose
S : C → C is a right Serre V-functor. Then B∗(S) : B∗(C) → B∗(C) is a right Serre
W-functor.
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Proof. Let ψ be a natural isomorphism as in (2.1). Applying the Cat-multifunctor B̂∗ and
patching the result with diagram (2.14) yields the following diagram:
B∗(C)
op ⊠B∗(C)
1⊠B∗(S)
→ B∗(C)
op ⊠B∗(C)
B∗V
op
cB∗(HomCop )op
↓
B∗V( ,1)
→
cB∗(ψ)
⇐==
====
====
====
=
B∗V
cB∗ HomC
↓
W
op
( bB)op
↓
W( ,1)
→
ζ
⇐==
====
====
====
===
W
bB
↓
(2.15)
Since B̂∗HomC ·B̂ = HomB∗(C) and B̂∗HomCop ·B̂ = HomB∗(C)op , we obtain a natural
transformation
B∗(C)
op ⊠B∗(C)
1⊠B∗(S)
→ B∗(C)
op ⊠B∗(C)
W
op
Homop
B∗(C)op↓
W( ,1)
→⇐
====
====
====
====
W
HomB∗(C)
↓
It is invertible since so are ψ and ζ . It follows that a right Serre V-functor S : C → C
induces a right Serre W-functor B∗(S) : B∗(C)→ B∗(C).
2.15. From K-categories to gr-categories. Consider the lax symmetric Monoidal
base change functor (H•, κI) : K→ gr, X 7→ H•X = (HnX)n∈Z, where for each I ∈ Ob S
the morphism κI : ⊗i∈IH•Xi → H
• ⊗i∈I Xi is the Ku¨nneth map. There is a gr-functor
Ĥ• : H•∗K→ gr, X 7→ H
•X , that acts on morphisms via the map
K(X [−n], Y ) = HnK(X, Y )→ gr(H•X,H•Y )n =
∏
d∈Z
k-Mod(Hd−nX,HdY )
which sends the homotopy class of a chain map f : X [−n]→ Y to (Hd(f))d∈Z. Note that
H• preserves the unit object, therefore there is a natural transformation
H•∗K
op H
•
∗K( ,k)→ H•∗K
grop
( cH•)op
↓
gr( ,k)
→
ζ
⇐=
==
==
==
=
gr
cH•
↓
Explicitly, the map ζX = Ĥ•X,k : H
•(K(X, k)) → gr(H•X,H•k) = gr(H•X, k) is given
by its components
K(X [−n], k) = HnK(X, k)→ gr(H•X, k)n = k-Mod(H−nX, k), f 7→ H0(f).
In general, ζ is not invertible. However, if k is a field, ζ is an isomorphism. In fact, in this
case H• : K → gr is an equivalence. A quasi-inverse is given by the functor F : gr → K
which equips a graded k-module with the trivial differential.
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2.16 Corollary. Suppose k is a field. Let S : C→ C be a (right) Serre K-functor. Then
H•∗ (S) : H
•
∗ (C) → H
•
∗ (C) is a (right) Serre gr-functor. Moreover, H
•
∗ reflects (right)
Serre functors: if H•∗ (C) admits a (right) Serre gr-functor, then C admits a (right) Serre
K-functor.
Proof. The first assertion follows from Proposition 2.14. For the proof of the second,
note that the symmetric Monoidal functor F : gr → K induces a symmetric Monoidal
Cat-functor F∗ : ĝr-Cat → K̂-Cat. The corresponding K-functor F̂ : F∗gr → K acts
as the identity on morphisms (the complex K(FX, FY ) carries the trivial differential
and coincides with gr(X, Y ) as a graded k-module). Furthermore, F preserves the unit
object, therefore Proposition 2.14 applies. It follows that if S¯ : H•∗ (C)→ H
•
∗ (C) is a right
Serre gr-functor, then F∗(S¯) : F∗H
•
∗ (C)→ F∗H
•
∗(C) is a right Serre K-functor. Since the
K-category F∗H
•
∗(C) is isomorphic to C, the right Serre K-functor F∗(S¯) translates to a
right Serre K-functor on C.
2.17. From gr-categories to k-categories. Consider a lax symmetric Monoidal base
change functor (N, νI) : gr→ k-Mod, X = (Xn)n∈Z 7→ X
0, where for each I ∈ Ob S the
map νI : ⊗i∈INXi = ⊗
i∈IX0i → N⊗
i∈IXi = ⊕
P
i∈I ni=0
Xnii is the natural embedding. The
k-functor N̂ : N∗gr→ k-Mod, X 7→ NX = X
0, acts on morphisms via the projection
Ngr(X, Y ) = gr(X, Y )0 =
∏
d∈Z
k-Mod(Xd, Y d)
→ k-Mod(X0, Y 0) = k-Mod(NX,NY ).
The functor N preserves the unit object, therefore there exists a natural transformation
N∗gr
op N∗gr( ,k)→N∗gr
k-Modop
( bN)op
↓
k-Mod( ,k)
→
ζ
⇐=
===
===
===
=
k-Mod
bN
↓
Explicitly, the map ζX = N̂X,k is the identity map
Ngr(X, k) = gr(X, k)0 → k-Mod(X0, k) = k-Mod(NX, k).
2.18 Corollary (to Proposition 2.14). Suppose S : C → C is a right Serre gr-functor.
Then N∗(S) : N∗(C)→ N∗(C) is a right Serre k-functor.
If N∗(C) possess a right Serre k-functor, it does not imply, in general, that C has a right
Serre gr-functor. However, this will be the case if C is closed under shifts, as explained
in the next section.
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2.19. Categories closed under shifts. As in [BLM07, Chapter 10] denote by Z
the following algebra (strict monoidal category) in the symmetric monoidal category of
dg-categories, K-categories or gr-categories. As a graded quiver Z has ObZ = Z and
Z(m,n) = k[n−m]. In the first two cases Z is supplied with zero differential. Composition
in the category Z comes from the multiplication in k:
µZ : Z(l, m)⊗k Z(m,n) = k[m− l]⊗k k[n−m]→ k[n− l] = Z(l, n),
1sm−l ⊗ 1sn−m 7→ 1sn−l.
The elements 1 ∈ k = Z(n, n) are identity morphisms of Z.
The object Z of (V-Cat,⊠) (where V is dg, K or gr) is equipped with an algebra (a
strict monoidal category) structure, given by multiplication – the V-functor
⊗ψ : Z⊠ Z→ Z, m× n 7→ m+ n,
⊗ψ : (Z⊠ Z)(n×m, k × l) = Z(n, k)⊗ Z(m, l)→ Z(n +m, k + l),
1sk−n ⊗ 1sl−m 7→ (−1)k(m−l)sk+l−n−m.
Therefore, for the three mentioned V the functor −⊠Z : V-Cat→ V-Cat, C 7→ C⊠Z,
is a monad. It takes a V-category C to the V-category C ⊠ Z with the set of objects
ObC⊠Z = ObC×Z and with the graded modules of morphisms (C⊠Z)((X, n), (Y,m)) =
C(X, Y )⊗ k[m− n]. The composition is given by the following morphism in V:
µC⊠Z =
[
(C⊠ Z)((X, n), (Y,m))⊗ (C⊠ Z)((Y,m), (Z, p)) =
C(X, Y )⊗ k[m− n]⊗ C(Y, Z)⊗ k[p−m]
1⊗c⊗1
→ C(X, Y )⊗ C(Y, Z)⊗ k[m− n]⊗ k[p−m]
µC⊗µZ
→ C(X,Z)⊗ k[p− n] = (C⊠ Z)((X, n), (Z, p))
]
. (2.16)
The unit u[ ] = id⊠1Z : C → C⊠ Z of the monad − ⊠ Z : V-Cat → V-Cat is the natural
embedding X 7→ (X, 0) bijective on morphisms. Here 1Z : k → Z, ∗ 7→ 0 is the unit of
the algebra Z, whose source is the graded category k with one object.
The V-category C⊠ Z admits an isomorphic form C[ ] whose set of objects is ObC[ ] =
ObC× Z, likewise C ⊠ Z. The graded k-modules of morphisms are C[ ]((X, n), (Y,m)) =
C(X, Y )[m− n]. This graded quiver is identified with C⊠ Z via the isomorphism
ß =
[
C(X, Y )[m− n]
sn−m
→ C(X, Y )
λI . (1⊗sm−n)
→ C(X, Y )⊗ Z(n,m)
]
in [BLM07, Chapter 10]. Therefore, in the cases of V = Ck or V = K the graded k-module
C[ ]((X, n), (Y,m)) is equipped with the differential (−1)m−nsn−mdCs
m−n. Multiplication
in C[ ] is found from (2.16) as
µC[ ] =
[
C(X, Y )[m− n]⊗ C(Y, Z)[p−m]
ß⊗ß
→ C(X, Y )⊗ k[m− n]⊗C(Y, Z)⊗ k[p−m]
µC⊠Z→ C(X,Z)⊗ k[p− n]
ß−1
→ C(X,Z)[p− n]
]
=
[
C(X, Y )[m− n]⊗ C(Y, Z)[p−m]
(sm−n⊗sp−m)−1
→ C(X, Y )⊗ C(Y, Z)
µC
→ C(X,Z)
sp−n
→ C(X,Z)[p− n]
]
. (2.17)
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2.20 Definition. We say that a V-category C is closed under shifts if every object (X, n)
of C[ ] is isomorphic in C[ ] to some object (Y, 0), Y = X [n] ∈ ObC.
Clearly, −[ ] : V-Cat→ V-Cat is also a monad, whose unit u[ ] : C → C
[ ] is the natural
embedding X 7→ (X, 0) identity on morphisms. Immediately one finds that a V-category
C is closed under shifts if and only if the functor u[ ] : C→ C
[ ] is an equivalence.
The lax symmetric Monoidal base change functor (H•, κI) : K → gr gives, in par-
ticular, the Ku¨nneth functor κ : H•C ⊠ H•Z → H•(C ⊠ Z), identity on objects. It is
an isomorphism of gr-categories because Z(m,n) = k[n − m] are flat graded k-mod-
ules. Clearly, Z coincides with H•Z as a graded k-quiver, hence we have the isomor-
phism κ : (H•C) ⊠ Z → H•(C ⊠ Z). Equivalently we may write the isomorphism
(H•C)[ ] ≃ H•(C[ ]). From the lax monoidality of (H•, κI) we deduce the following equa-
tion:
H•(u[ ]) =
[
H•C
u[ ]
→ (H•C)⊠ Z
κ
∼
→ H•(C⊠ Z)
]
.
Therefore, if C is a K-category closed under shifts, then H•C is a gr-category closed under
shifts.
For a gr-category C, the components of the graded k-module C(X, Y ) are denoted by
C(X, Y )n = Cn(X, Y ), X, Y ∈ ObC, n ∈ Z. The k-category N∗(C) is denoted by C
0.
2.21 Proposition. Let C be a gr-category closed under shifts. Suppose S0 : C0 → C0 is
a right Serre k-functor. Then there exists a right Serre gr-functor S : C → C such that
N∗(S) = S
0.
Proof. Let ψ0 = (ψ0X,Y : C
0(X, Y S0) → k-Mod(C0(Y,X), k))X,Y ∈ObC be a natural iso-
morphism. Let φ0X,Y : C
0(Y,X)⊗C0(X, Y S)→ k, X, Y ∈ ObC, denote the corresponding
pairings from (2.12). Define trace functionals τ 0X : C
0(X,XS) → k, X ∈ ObC, by
formula (2.3). We are going to apply Proposition 2.12. For this we need to specify a
map ObS : ObC → ObC and trace functionals τX : C(X,XS) → k, X ∈ ObC. Set
ObS = ObS0. Let the 0-th component of τX be equal to the map τ
0
X , the other com-
ponents necessarily vanish since k is concentrated in degree 0. Let us prove that the
pairings φX,Y given by (2.12) are perfect. For n ∈ Z, the restriction of φX,Y to the
summand Cn(Y,X)⊗ C−n(X, Y S) is given by
φX,Y =
[
C
n(Y,X)⊗ C−n(X, Y S)
µC
→ C0(Y, Y S)
τ0Y→ k
]
.
It can be written as follows:
φX,Y =
[
C
n(Y,X)⊗ C−n(X, Y S) = C[ ]((Y, 0), (X, n))0 ⊗ C[ ]((X, n), (Y S, 0))0
(−)nµ
C[ ]→ C[ ]((Y, 0), (Y S, 0))0 = C0(Y, Y S)
τ0
Y→ k
]
.
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Since C is closed under shifts, there exist an object X [n] ∈ ObC and an isomorphism
α : (X, n)→ (X [n], 0) in C[ ]. Using associativity of µC[ ] , we obtain:
φX,Y =
[
C
n(Y,X)⊗ C−n(X, Y S) = C[ ]((Y, 0), (X, n))0 ⊗ C[ ]((X, n), (Y S, 0))0
C[ ](1,α)0⊗C[ ](α−1,1)0
→ C[ ]((Y, 0), (X [n], 0))0 ⊗ C[ ]((X [n], 0), (Y S, 0))0
(−)nµ
C[ ]→ C[ ]((Y, 0), (Y S, 0))0 = C0(Y, Y S)
τ0
Y→ k
]
=
[
C
n(Y,X)⊗ C−n(X, Y S) = C[ ]((Y, 0), (X, n))0 ⊗ C[ ]((X, n), (Y S, 0))0
C[ ](1,α)0⊗C[ ](α−1,1)0
→ C[ ]((Y, 0), (X [n], 0))0 ⊗ C[ ]((X [n], 0), (Y S, 0))0
= C0(Y,X [n])⊗ C0(X [n], Y S)
(−)nµ
C0→ C0(Y, Y S)
τ0Y→ k
]
=
[
C
n(Y,X)⊗ C−n(X, Y S) = C[ ]((Y, 0), (X, n))0 ⊗ C[ ]((X, n), (Y S, 0))0
C[ ](1,α)0⊗C[ ](α−1,1)0
→ C[ ]((Y, 0), (X [n], 0))0 ⊗ C[ ]((X [n], 0), (Y S, 0))0
= C0(Y,X [n])⊗ C0(X [n], Y S)
(−)nφ0
X[n],Y
→ k
]
.
Since φ0X[n],Y is a perfect pairing and the maps C
[ ](1, α)0 and C[ ](α−1, 1)0 are invertible,
the pairing φX,Y is perfect as well. Indeed, it is easy to see that the corresponding maps
ψ−nX,Y and ψ
0
X[n],Y are related as follows:
ψ−nX,Y =
[
C
−n(X, Y S)
C[ ](α−1,1)0
→ C0(X [n], Y S)
(−)nψ0
X[n],Y
→
Homk(C
0(Y,X [n]), k)
Homk(C
[ ](1,α))0,1)
→ Homk(C
n(Y,X), k)
]
.
Proposition 2.12 implies that there is a right Serre gr-functor S : C→ C. Its components
are determined unambiguously by equation (2.10). Applying the multifunctor N̂ to it we
find that the functor N∗(S) : C
0 → C0 satisfies the same equation the functor S0 : C0 → C0
does. By uniqueness of the solution, N∗(S) = S
0.
3. A∞-categories and K-categories
In this section we recall and deepen the relationship between A∞-categories and K-cate-
gories. It is implemented by a multifunctor k : Au∞ → K̂-Cat from [BLM07, Chapter 13],
where K-Cat is the symmetric Monoidal category of K-categories and K-functors, and
K̂-Cat is the corresponding symmetric multicategory. This multifunctor extends to non-
unital A∞-categories as a sort of multifunctor k : A∞ → K̂-Catnu, where K-Cat
nu is the
symmetric Monoidal category of non-unital K-categories and K-functors, and K̂-Catnu is
the corresponding symmetric multicategory [loc. cit.].
3.1. Opposite A∞-categories. Recall the following definitions from [LM04, Appendix A].
Let A be a graded k-quiver. Then its opposite quiver Aop is defined as the quiver with
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the same class of objects ObAop = ObA, and with graded k-modules of morphisms
Aop(X, Y ) = A(Y,X).
Let γ : TsAop → TsA denote the following anti-isomorphism of coalgebras and alge-
bras (free categories):
γ = (−1)kω0c : sA
op(X0, X1)⊗ · · · ⊗ sA
op(Xk−1, Xk)
→ sA(Xk, Xk−1)⊗ · · · ⊗ sA(X1, X0), (3.1)
where ω0 =
(
1 2 ... k−1 k
k k−1 ... 2 1
)
∈ Sk. Clearly, γ∆0 = ∆0(γ ⊗ γ)c = ∆0c(γ ⊗ γ), which is the
anti-isomorphism property. Notice also that (Aop)op = A and γ2 = id.
When A is an A∞-category with the codifferential b : TsA → TsA, then γbγ :
TsAop → TsAop is also a codifferential. Indeed,
γbγ∆0 = γb∆0c(γ ⊗ γ) = γ∆0(1⊗ b+ b⊗ 1)c(γ ⊗ γ)
= ∆0(γ ⊗ γ)c(1⊗ b+ b⊗ 1)c(γ ⊗ γ) = ∆0(γbγ ⊗ 1 + 1⊗ γbγ).
The opposite A∞-category A
op to an A∞-category A is the opposite quiver, equipped with
the codifferential bop = γbγ : TsAop → TsAop. The components of bop are computed as
follows:
bopk = (−)
k+1
[
sAop(X0, X1)⊗ · · · ⊗ sA
op(Xk−1, Xk)
ω0c→
sA(Xk, Xk−1)⊗ · · · ⊗ sA(X1, X0)
bk
→ sA(Xk, X0) = sA
op(X0, Xk)
]
. (3.2)
The sign (−1)k in (3.1) ensures that the above definition agrees with the definition of the
opposite usual category, meaning that, for an arbitrary A∞-category A, k(A
op) = (kA)op.
Indeed, clearly, both categories have ObA as the set of objects. Furthermore, for each
pair of objects X, Y ∈ ObA,
mop1 = sb
op
1 s
−1 = sb1s
−1 = m1 : A
op(X, Y ) = A(Y,X)→ A(Y,X) = Aop(X, Y ),
therefore (kAop)(X, Y ) = (Aop(X, Y ), mop1 ) = (A(Y,X), m1) = (kA)
op(X, Y ). Finally, the
compositions in both categories coincide:
µkAop = m
op
2 = (s⊗ s)b
op
2 s
−1 = −(s⊗ s)cb2s
−1 = c(s⊗ s)b2s
−1 = cm2 = µ(kA)op .
In particular, it follows that Aop is unital if so is A, with the same unit elements.
For an arbitrary A∞-functor f : ⊠
i∈nTsAi → TsB there is another A∞-functor f
op
defined by the commutative square
⊠i∈nTsAi
f
→ TsB
⊠i∈nTsAopi
⊠nγ
↓
fop
→ TsBop
γ
↓
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Since γ2 = id, the A∞-functor f
op is found as the composite
f op =
[
⊠i∈nTsAop
⊠nγ
→ ⊠i∈n TsAi
f
→ TsB
γ
→ TsBop
]
.
A non-unital K-functor kf : ⊠i∈nkAi → kB is associated with f in [BLM07, Chap-
ter 13]. This K-functor acts on objects in the same way as f . It is determined by the
components fej , ej = (0, . . . , 0, 1, 0, . . . , 0):
kf =
[
⊗j∈nkAj(Xj, Yj)
⊗j∈n(sfej s
−1)
→
⊗j∈n kB
(
((Yi)i<j , (Xi)i>j)f, ((Yi)i6j , (Xi)i>j)f
) µn
kB→ kB
(
(Xi)i∈nf, (Yi)i∈nf
)]
,
The case of n = 1 was considered in [Lyu03, Proposition 8.6]. According to [BLM07] an
A∞-functor f is called unital, if the K-functor kf is unital. The set of unital A∞-functors
⊠i∈nTsAi → TsB is denoted A
u
∞((Ai)i∈n;B). The assignment A 7→ kA, f 7→ kf gives a
multifunctor k : Au∞ → K̂-Cat, see [BLM07, Chapter 13].
3.2 Lemma. For an arbitraryA∞-functor f : ⊠
i∈nTsAi → TsB, theK-functors kf
op, (kf)op :
⊠i∈nkA
op
i → kB
op coincide.
Proof. The case n = 1 is straightforward. We provide a proof in the case n = 2, which
we are going to use later.
Let f : TsA⊠ TsB→ TsC be an A∞-functor. The components of f
op are given by
f opkn = (−)
k+n−1
[
sAop(X0, X1)⊗ · · · ⊗ sA
op(Xk−1, Xk)⊗
⊗ sBop(U0, U1)⊗ · · · ⊗ sB
op(Un−1, Un)
= sA(X1, X0)⊗ · · · ⊗ sA(Xk, Xk−1)⊗ sB(U1, U0)⊗ · · · ⊗ sB(Un, Un−1)
piknc→ sA(Xk, Xk−1)⊗ · · · ⊗ sA(X1, X0)⊗ sB(Un, Un−1)⊗ · · · ⊗ sB(U1, U0)
fkn
→ sC((Xk, Un)f, (X0, U0)f) = sC
op((X0, U0)f, (Xk, Un)f)
]
, (3.3)
where πkn =
(
1 2 ... k k+1 k+2 ... k+n
k k−1 ... 1 k+n k+n−1 ... k+1
)
∈ Sk+n, and π
kn
c is the corresponding signed
permutation.
Clearly, both kf op and (kf)op act as Ob f on objects. Let X, Y ∈ ObA, U, V ∈ ObB.
Then
kf op =
[
A
op(X, Y )⊗Bop(U, V )
sfop10 s
−1⊗sfop01 s
−1
→
C
op((X,U)f, (Y, U)f)⊗ Cop((Y, U)f, (Y, V )f)
µkCop→ Cop((X,U)f, (Y, V )f)
]
.
By (3.3),
f op10 = f10 : sA
op(X, Y )→ sC((Y, U)f, (X,U)f) = sCop((X,U)f, (Y, U)f),
f op01 = f01 : sB
op(U, V )→ sC((Y, V )f, (Y, U)f) = sCop((Y, U)f, (Y, V )f),
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therefore
kf op =
[
A(Y,X)⊗B(V, U)
sf10s−1⊗sf01s−1
→
C((Y, U)f, (X,U)f)⊗ C((Y, V )f, (Y, U)f)
c
→
C((Y, V )f, (Y, U)f)⊗ C((Y, U)f, (X,U)f)
µkC
→ C((Y, V )f, (X,U)f)
]
=
[
A(Y,X)⊗B(V, U)
c
→ B(V, U)⊗A(Y,X)
sf01s−1⊗sf10s−1
→
C((Y, V )f, (Y, U)f)⊗ C((Y, U)f, (X,U)f)
µkC
→ C((Y, V )f, (X,U)f)
]
.
Further,
(kf)op =
[
A(Y,X)⊗B(V, U)
sf10s−1⊗sf01s−1
→
C((Y, V )f, (X, V )f)⊗ C((X, V )f, (X,U)f)
µkC
→ C((Y, V )f, (X,U)f)
]
.
We must therefore prove the following equation in K:
[
A(Y,X)⊗B(V, U)
c
→ B(V, U)⊗A(Y,X)
sf01s−1⊗sf10s−1
→
C((Y, V )f, (Y, U)f)⊗ C((Y, U)f, (X,U)f)
µkC
→ C((Y, V )f, (X,U)f)
]
=
[
A(Y,X)⊗B(V, U)
sf10s−1⊗sf01s−1
→ C((Y, V )f, (X, V )f)⊗ C((X, V )f, (X,U)f)
µkC
→ C((Y, V )f, (X,U)f)
]
. (3.4)
By definition of an A∞-functor the equation fb = (b⊠ 1 + 1 ⊠ b)f : TsA⊠ TsB → TsC
holds. Restricting it to sA⊠ sB and composing with pr1 : TsC→ sC, we obtain
(f10 ⊗ f01)b2 + c(f01 ⊗ f10)b2 + f11b1
= (1⊗ b1 + b1 ⊗ 1)f11 : sA(Y,X)⊗ sB(V, U)→ sC((Y, V )f, (X,U)f).
Thus, (f10 ⊗ f01)b2 + c(f01 ⊗ f10)b2 is a boundary. Therefore,
(s⊗ s)(f10 ⊗ f01)b2 = c(s⊗ s)(f01 ⊗ f10)b2
in K. This implies equation (3.4).
In particular, f op is a unital A∞-functor if f is unital.
3.3 Proposition. The correspondences A 7→ Aop, f 7→ f op define a symmetric multi-
functor −op : A∞ → A∞ which restricts to a symmetric multifunctor −
op : Au∞ → A
u
∞.
Proof. Straightforward.
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As an arbitrary symmetric multifunctor between closed multicategories, −op possesses
a closing transformation op : A∞((Ai)i∈I ;B)
op → A∞((A
op
i )i∈I ;B
op) uniquely determined
by the following equation in A∞:
[
(Aopi )i∈I ,A∞((Ai)i∈I ;B)
op 1,op→ (Aopi )i∈I ,A∞((A
op
i )i∈I ;B
op)
evA∞
→ Bop
]
= (evA∞)op. (3.5)
The A∞-functor (ev
A∞)op acts on objects in the same way as evA∞ . It follows that
(Xi)i∈I(f)op = (Xi)i∈If for an arbitrary A∞-functor f : (Ai)i∈I → B and a family of
objects Xi ∈ ObAi, i ∈ I. The components
(evA∞)op(mi),m = −
[
⊠i∈ITmisAopi ⊠ T
msA∞((Ai)i∈I ;B)
op ⊠
I(γ)I⊠γ
→
⊠i∈I TmisAi ⊠ T
msA∞((Ai)i∈I ;B)
evA∞
(mi),m→ sB
]
(3.6)
vanish unless m = 0 or m = 1 since the same holds for evA∞(mi),m. From equations (3.5)
and (3.6) we infer that
(⊗i∈I1⊗mi ⊗Obop) evA∞(mi),0
= −
[
⊗i∈I ⊗pi∈mi sAopi (X
i
pi−1
, X ipi)⊗ T
0sA∞((Ai)i∈I ;B)
op(f, f)
≃ ⊗i∈I ⊗pi∈mi sAopi (X
i
pi−1
, X ipi)
⊗i∈I(−)miω0c→
⊗i∈I ⊗pi∈misAi(X
i
mi−pi
, X imi−pi+1)
f(mi)→ sB((X i0)i∈If, (X
i
mi
)i∈If)
]
,
therefore (f)op = f op : (Aopi )i∈I → B
op. Similarly,
(⊗i∈I1⊗mi ⊗ op
1
) evA∞(mi),1
=
[
⊗i∈I ⊗pi∈mi sAopi (X
i
pi−1
, X ipi)⊗ sA∞((Ai)i∈I ;B)
op(f, g)
⊗i∈I(−)miω0c⊗1→ ⊗i∈I ⊗pi∈misAi(X
i
mi−pi
, X imi−pi+1)⊗ sA∞((Ai)i∈I ;B)(g, f)
⊗i∈I⊗pi∈mi1⊗pr
→ ⊗i∈I ⊗pi∈misAi(X
i
mi−pi
, X imi−pi+1)
⊗ Ck(⊗
i∈I ⊗pi∈mi sAi(X
i
mi−pi
, X imi−pi+1), sB((X
i
mi
)i∈Ig, (X
i
0)i∈If))
evCk
→ sB((X imi)i∈Ig, (X
i
0)i∈If) = sB
op((X i0)i∈If
op, (X imi)i∈Ig
op)
]
.
It follows that the map op
1
: sA∞((Ai)i∈I ;B)
op(f, g)→ sA∞((A
op
i )i∈I ;B
op)(f op, gop) takes
an A∞-transformation r : g → f : (Ai)i∈I → B to the opposite A∞-transformation
rop
def
= (r)op
1
: f op → gop : (Aopi )i∈I → B
op with the components
[(r)op
1
](mi) = (−)
m1+···+mn
[
⊗i∈I ⊗pi∈mi sAopi (X
i
pi−1
, X ipi)
⊗i∈Iω0c→
⊗i∈I ⊗pi∈misAi(X
i
mi−pi
, X imi−pi+1)
r(mi)→ sB((X imi)i∈Ig, (X
i
0)i∈If)
]
.
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The higher components of op vanish. Similar computations can be performed in the mul-
ticategory Au∞. They lead to the same formulas for op, which means that the A∞-functor
op restricts to a unital A∞-functor op : A
u
∞((Ai)i∈I ;B)
op → Au∞((A
op
i )i∈I ;B
op) if the
A∞-categories Ai, i ∈ I, B are unital.
As an easy application of the above considerations note that if r : f → g : (Ai)i∈I →
B is an isomorphism of A∞-functors, then r
op : gop → f op : (Aopi )i∈I → B
op is an
isomorphism as well.
3.4. The k-Cat-multifunctor k. The multifunctor k : Au∞ → K̂-Cat is defined in
[BLM07, Chapter 13]. Here we construct its extension to natural A∞-transformations
as follows. Let f, g : (Ai)i∈I → B be unital A∞-functors, r : f → g : (Ai)i∈I → B
a natural A∞-transformation. It gives rise to a natural transformation of K-functors
kr : kf → kg : ⊠i∈IkAi → kB. Components of kr are given by
(Xi)i∈Ikr = (Xi)i∈Ir0s
−1 : k→ B((Xi)i∈If, (Xi)i∈Ig), Xi ∈ ObAi, i ∈ I.
Since r0b1 = 0, kr is a chain map. Naturality is expressed by the following equation in K:
⊠
i∈I
kAi(Xi, Yi)
kf
→ kB((Xi)i∈If, (Yi)i∈If)
=
kB((Xi)i∈Ig, (Yi)i∈Ig)
kg
↓
((Xi)i∈I kr⊗1)µkB
→ kB((Xi)i∈If, (Yi)i∈Ig).
(1⊗(Yi)i∈I kr)µkB↓
Associativity of µkB allows to write it as follows:
[
⊗i∈IkAi(Xi, Yi)
⊗i∈Isfeis
−1⊗(Yi)i∈I r0s
−1
→
⊗i∈I kB(((Yj)j<i, (Xj)j>i)f, ((Yj)j6i, (Xj)j>i)f)⊗ kB((Yi)i∈If, (Yi)i∈Ig)
µI⊔1
kB→ kB((Xi)i∈If, (Yi)i∈Ig)
]
=
[
⊗i∈IkAi(Xi, Yi)
(Xi)i∈I
r0s−1⊗⊗i∈Isgeis
−1
→
kB((Xi)i∈If, (Xi)i∈Ig)⊗⊗
i∈I
kB(((Yj)j<i, (Xj)j>i)g, ((Yj)j6i, (Xj)j>i)g)
µ1⊔I
kB→ kB((Xi)i∈If, (Yi)i∈Ig)
]
.
This equation is a consequence of the following equation in K:
(s(f |
(Yj)j<i,(Xj)j>i
i )1s
−1 ⊗ (Yj)j6i,(Xj)j>ir0s
−1)µkB
= ((Yj)j<i,(Xj)j>ir0s
−1 ⊗ s(g|
(Yj)j<i,(Xj)j>i
i )1s
−1)µkB :
A(Xi, Yi)→ B(((Yj)j<i, (Xj)j>i)f, ((Yj)j6i, (Xj)j>i)g),
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which in turn follows from the equation (rB1)ei = 0:
(sfeis
−1 ⊗ r0s
−1)m2 − (r0s
−1 ⊗ sgeis
−1)m2 + sreis
−1m1 +m1sreis
−1
= s[(fei ⊗ r0)b2 + (r0 ⊗ gei)b2 + reib1 + b1rei]s
−1 = 0 :
A(Xi, Yi)→ B(((Yj)j<i, (Xj)j>i)f, ((Yj)j6i, (Xj)j>i)g).
The 2-category K-Cat is naturally a symmetric Monoidal k-Cat-category, therefore
K̂-Cat is a symmetric k-Cat-multicategory. According to the general recipe, for each map
φ : I → J , the composition in K̂-Cat is given by the k-linear functor
µK̂-Catφ =
[
⊠J⊔1[(K-Cat(⊠i∈φ
−1j
Ai,Bj))j∈J ,K-Cat(⊠
j∈J
Bj ,C)]
Λφ
k-Cat
∼
→
⊠j∈J K-Cat(⊠i∈φ
−1j
Ai,Bj)⊠K-Cat(⊠
j∈J
Bj,C)
⊠J⊠1
→
K-Cat(⊠j∈J ⊠i∈φ
−1j
Ai,⊠
j∈J
Bj)⊠K-Cat(⊠
j∈J
Bj ,C)
λφ·−·−
→K-Cat(⊠i∈IAi,C)
]
.
In particular, the action on natural transformations is given by the map
⊗j∈J K-Cat(⊠i∈φ
−1j
Ai,Bj)(fj, gj)⊗K-Cat(⊠
j∈J
Bj ,C)(h, k)
→ K-Cat(⊠i∈IAi,C)((fj)j∈J · h, (gj)j∈J · k), ⊗
j∈Jrj ⊗ p 7→ (rj)j∈J · p,
where for each collection of objects Xi ∈ Ai, i ∈ I,
(Xi)i∈I [(r
j)j∈J · p] =
[
k
λ∅→J⊔1
∼
→ ⊗J⊔1 k
⊗j∈J (Xi)i∈φ−1j
rj⊗((Xi)i∈φ−1jgj )j∈J
p
→
⊗j∈J B((Xi)i∈φ−1jfj, (Xi)i∈φ−1jgj)⊗ C(((Xi)i∈φ−1jgj)j∈Jh, ((Xi)i∈φ−1jgj)j∈Jk)
h⊗1
→ C((Xi)i∈I(fj)j∈Jh, (Xi)i∈I(gj)j∈Jh)⊗ C((Xi)i∈I(gj)j∈Jh, (Xi)i∈I(gj)j∈Jk)
µC
→ C((Xi)i∈I(fj)j∈Jh, (Xi)i∈I(gj)j∈Jk)
]
.
The base change functor H0 : Au∞ → k-Cat turns the symmetric A
u
∞-multicategory A
u
∞
into a symmetric k-Cat-multicategory, which we denote by Au∞. That is, the objects of
Au∞ are unital A∞-categories, and for each collection (Ai)i∈I , B of unital A∞-categories,
there is a k-linear category Au∞((Ai)i∈I ;B) = H
0
A
u
∞((Ai)i∈I ;B), whose objects are unital
A∞-functors, and whose morphisms are equivalence classes of natural A∞-transformations.
The composition in Au∞ is given by the k-linear functor µ
Au∞
φ = H
0(µ
A
u
∞
φ ) = H
0(kµ
A
u
∞
φ ),
where
kµ
Au∞
φ =
[
⊗j∈JAu∞((Ai)i∈φ−1j ;Bj)(fj, gj)⊗ A
u
∞((Bj)j∈J ;C)(h, k)
⊗j∈JsMej0s
−1⊗sM0...01s−1
→
⊗j∈J Au∞((Ai)i∈I ;C)(((gl)l<j, (fl)l>j)h, ((gl)l6j, (fl)l>j)h)
⊗ Au∞((Ai)i∈I ;C)((gj)j∈Jh, (gj)j∈Jk)
µJ⊔1
kAu∞((Ai)i∈I ;C)
→ Au∞((Ai)i∈I ;C)((fj)j∈Jh, (gj)j∈Jk)
]
.
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3.5 Proposition. There is a symmetric k-Cat-multifunctor k : Au∞ → K̂-Cat.
Proof. It remains to prove compatibility of k with µ
Au∞
φ on the level of transformations.
Let rj ∈ sAu∞((Ai)i∈φ−1j ;Bj)(fj, gj), j ∈ J , p ∈ sA
u
∞((Bj)j∈J ;C) be natural A∞-transfor-
mations. Then ((rjs−1)j∈J , ps
−1)µ
Au∞
φ is the equivalence class of the following A∞-trans-
formation:
[⊗j∈J((gl)l<j , r
j, (fl)l>j, h)Mej0s
−1 ⊗ ((gj)j∈J , p)M0...01s
−1]µJ⊔1
kAu∞((Ai)i∈I ;C)
.
In order to find k[((rjs−1)j∈J , ps
−1)µ
Au∞
φ ] we need the 0-th components of the above ex-
pression. Since [(t⊗ q)B2]0 = (t0 ⊗ q0)b2, for arbitrary composable A∞-transformations t
and q, it follows that
(Xi)i∈Ik[((r
js−1)j∈J , ps
−1)µ
Au∞
φ ]
= (⊗j∈J (Xi)i∈φ−1j [((gl)l<j , r
j, (fl)l>j, h)Mej0]0s
−1⊗
⊗ (Xi)i∈I [((gj)j∈J , p)M0...01]0s
−1)µJ⊔1
kC
= (⊗j∈J (Xi)i∈φ−1jr
j
0s
−1s(h|
((Xi)i∈φ−1lgl)l<j ,((Xi)i∈φ−1lfl)l>j
j )1s
−1⊗
⊗ ((Xi)i∈φ−1jgj)j∈Jp0s
−1)µJ⊔1
kC .
By associativity of µkC, this equals
(⊗j∈J (Xi)i∈φ−1jr
j
0s
−1 · ⊗j∈Js(h|
((Xi)i∈φ−1lgl)l<j ,((Xi)i∈φ−1lfl)l>j
j )1s
−1µJ
kC
⊗ ((Xi)i∈φ−1jgj)j∈Jp0s
−1)µkC
= (⊗j∈J (Xi)i∈φ−1jkr
j · kh⊗ ((Xi)i∈φ−1jgj)j∈Jkp)µkC = (Xi)i∈I [(kr
j)j∈J · kp].
Therefore, k[((rjs−1)j∈J , ps
−1)µ
Au∞
φ ] = ((kr
j)j∈J , kp)µ
K̂-Cat
φ , hence k is a multifunctor.
The quotient functor Q : dg = Ck → K equipped with the identity transformation
⊗i∈IQXi → Q ⊗
i∈I Xi is a symmetric Monoidal functor. It gives rise to a symmetric
Monoidal Cat-functor Q∗ : dg-Cat → K-Cat. Let Q̂∗ : d̂g-Cat → K̂-Cat denote the
corresponding symmetric Cat-multifunctor.
3.6 Proposition. There is a multinatural isomorphism
A
u
∞×d̂g-Cat
⊡
→ Au∞
K̂-Cat× K̂-Cat
k×cQ∗
↓
⊠
→
ξ
⇐=
==
==
==
==
K̂-Cat
k
↓
where ⊡ : Au∞⊠d̂g-Cat → A
u
∞ is the action of differential graded categories on unital
A∞-categories constructed in [BLM07, Appendices C.10–C.13].
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Proof. Given a unital A∞-category A and a differential graded category C, define an
isomorphism of K-quivers ξ : k(A⊡ C) → kA⊠ Q∗C, identity on objects, as follows. For
X, Y ∈ ObA, U, V ∈ ObC, we have
k(A⊡ C)((X,U), (Y, V )) = ((A⊡ C)((X,U), (Y, V )), mA⊡C1 )
= ((sA(X, Y )⊗ C(U, V ))[−1], sbA⊡Cs−1),
(kA⊠Q∗C)((X,U), (Y, V )) = kA(X, Y )⊗Q∗C(U, V )
= (A(X, Y )⊗ C(U, V ), m1 ⊗ 1 + 1⊗ d).
Define ξ by
ξ = s(s−1 ⊗ 1) : (sA(X, Y )⊗ C(U, V ))[−1]→ A(X, Y )⊗ C(U, V ).
The morphism ξ commutes with the differential since
mA⊡C1 · ξ = sb
A⊡Cs−1 · s(s−1 ⊗ 1) = s(b1 ⊗ 1− 1⊗ d)(s
−1 ⊗ 1)
= s(s−1 ⊗ 1)(sb1s
−1 ⊗ 1 + 1⊗ d) = ξ · (m1 ⊗ 1 + 1⊗ d),
therefore it is an isomorphism ofK-quivers. We claim that it also respects the composition.
Indeed, suppose X, Y, Z ∈ ObA, U, V,W ∈ ObC. From [BLM07, (C.10.1)] we find that
µk(A⊡C) = m
A⊡C
2 =
[
(A⊡ C)((X,U), (Y, V ))⊗ (A⊡ C)((Y, V ), (Z,W ))
s⊗s
→
(sA(X, Y )⊗ C(U, V ))⊗ (sA(Y, Z)⊗ C(V,W ))
σ(12)
→
(sA(X, Y )⊗ sA(Y, Z))⊗ (C(U, V )⊗ C(V,W ))
b2⊗µC
→
sA(X,Z)⊗ C(U,W )
s−1
→ (A⊡ C)((X,U), (Z,W ))
]
,
µkA⊠Q∗C =
[
(A(X, Y )⊗ C(U, V ))⊗ (A(Y, Z)⊗ C(V,W ))
σ(12)
→
(A(X, Y )⊗A(Y, Z))⊗ (C(U, V )⊗ C(V,W ))
m2⊗µC
→ A(X,Z)⊗ C(U,W )
]
.
It follows that
µk(A⊡C) · ξ =
[
(A⊡ C)((X,U), (Y, V ))⊗ (A⊡ C)((Y, V ), (Z,W ))
s⊗s
→
(sA(X, Y )⊗ C(U, V ))⊗ (sA(Y, Z)⊗ C(V,W ))
σ(12)
→
(sA(X, Y )⊗ sA(Y, Z))⊗ (C(U, V )⊗ C(V,W ))
b2s−1⊗µC
→ A(X,Z)⊗ C(U,W )
]
,
(ξ ⊗ ξ) · µkA⊠Q∗C =
[
(A⊡ C)((X,U), (Y, V ))⊗ (A⊡ C)((Y, V ), (Z,W ))
s(s−1⊗1)⊗s(s−1⊗1)
→ (A(X, Y )⊗ C(U, V ))⊗ (A(Y, Z)⊗ C(V,W ))
σ(12)
→
(A(X, Y )⊗A(Y, Z))⊗ (C(U, V )⊗ C(V,W ))
m2⊗µC
→ A(X,Z)⊗ C(U,W )
]
=
[
(A⊡ C)((X,U), (Y, V ))⊗ (A⊡ C)((Y, V ), (Z,W ))
s⊗s
→
(sA(X, Y )⊗ C(U, V ))⊗ (sA(Y, Z)⊗ C(V,W ))
σ(12)
→
(sA(X, Y )⊗ sA(Y, Z))⊗ (C(U, V )⊗ C(V,W ))
−(s−1⊗s−1)m2⊗µC
→ A(X,Z)⊗ C(U,W )
]
,
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therefore µk(A⊡C) · ξ = (ξ⊗ ξ) ·µkA⊠Q∗C, as b2s
−1 = −(s−1⊗ s−1)m2. The morphism ξ also
respects the identity morphisms since
1
k(A⊡C)
(X,U) ξ = (Xi
A
0 ⊗ 1
C
U)s
−1 · s(s−1 ⊗ 1) = (Xi
A
0 s
−1 ⊗ 1CU) = (1
kA
X ⊗ 1
C
U) = 1
kA⊠Q∗C
(X,U) .
Thus, ξ is an isomorphism of K-categories.
Multinaturality of ξ reduces to the following problem. Let f : ⊠i∈ITsAi → TsB be
an A∞-functor, g : ⊠
i∈ICi → D a differential graded functor. Then the diagram
⊠i∈Ik(Ai ⊡ Ci)
⊠Iξ
→ ⊠i∈I(kAi ⊠Q∗Ci)
k(B⊡D)
k(f⊡g)
↓
ξ
→ kB⊠Q∗D
σ(12) ·(kf⊠cQ∗g)
↓
must commute; let us prove this. Let Xi, Yi ∈ ObAi, Ui, Vi ∈ ObCi, i ∈ I, be families of
objects. Then
k(f ⊡ g) =
[
⊗i∈I(Ai ⊡ Ci)((Xi, Ui), (Yi, Vi))
⊗i∈Is(f⊡g)eis
−1
→
⊗i∈I (B⊡D)
(
(((Yj)j<i, (Xj)j>i)f, ((Vj)j<i, (Uj)j>i)g),
(((Yj)j6i, (Xj)j>i)f, ((Vj)j6i, (Uj)j>i)g)
)
µI
k(B⊡D)
→ (B⊡D)
(
((Xi)i∈If, (Ui)i∈Ig), ((Yi)i∈If, (Vi)i∈Ig)
)]
.
From [BLM07, (C.5.1)] we infer that
(f ⊡ g)ei =
[
sAi(Xi, Yi)⊗ C(Ui, Vi)
fei⊗gei→
sB(((Yj)j<i, (Xj)j>i)f, ((Yj)j6i, (Xj)j>i)f)⊗
⊗D(((Vj)j<i, (Uj)j>i)g, ((Vj)j6i, (Uj)j>i)g)
]
,
where
gei =
[
Ci(Ui, Vi)
λi:1→֒I ·⊗j∈I [(1Vj )j<i,id,(1Uj )j>i]
→
⊗j∈I [(Cj(Vj, Vj))j<i,Ci(Ui, Vi), (Cj(Uj , Uj))j>i]
g
→D(((Vj)j<i, (Uj)j>i)g, ((Vj)j6i, (Uj)j>i)g)
]
.
Therefore
k(f ⊡ g) · ξ =
[
⊗i∈I(Ai ⊡ Ci)((Xi, Ui), (Yi, Vi))
⊗i∈Is(fei⊗gei)s
−1
→
⊗i∈I (B⊡D)
(
(((Yi)j<i, (Xj)j>i)f, ((Vi)j<i, (Uj)j>i)g),
(((Yj)j6i, (Xj)j>i)f, ((Vj)j6i, (Uj)j>i)g)
)
⊗i∈Iξ
→ ⊗i∈I [B(((Yi)j<i, (Xj)j>i)f, ((Yj)j6i, (Xj)j>i)f)
⊗D(((Vi)j<i, (Uj)j>i)g, ((Vj)j6i, (Uj)j>i)g)]
µI
kB⊠Q∗D→ B((Xi)i∈If, (Yi)i∈If)⊗D((Ui)i∈Ig, (Vi)i∈Ig)
]
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since ξ respects the composition. The above expression can be transformed as follows:
k(f ⊡ g) · ξ =
[
⊗i∈I(Ai ⊡ Ci)((Xi, Ui), (Yi, Vi))
⊗i∈Is(s−1⊗1)
→
⊗i∈I (Ai(Xi, Yi)⊗ Ci(Ui, Vi))
⊗i∈I(sfeis
−1⊗gei)→
⊗i∈I [B(((Yi)j<i, (Xj)j>i)f, ((Yj)j6i, (Xj)j>i)f)
⊗D(((Vi)j<i, (Uj)j>i)g, ((Vj)j6i, (Uj)j>i)g)]
σ(12)
→
(
⊗i∈IB(((Yj)j<i, (Xj)j>i)f, ((Yj)j6i, (Xj)j>i)f)
)
⊗
(
⊗i∈ID(((Vj)j<i, (Uj)j>i)g, ((Vj)j6i, (Uj)j>i)g)
)
µI
kB
⊗µI
D→ B((Xi)i∈If, (Yi)i∈If)⊗D((Ui)i∈Ig, (Vi)i∈Ig)
]
=
[
⊗i∈I(Ai ⊡ Ci)((Xi, Ui), (Yi, Vi))
⊗i∈Iξ
→
⊗i∈I (Ai(Xi, Yi)⊗ Ci(Ui, Vi))
σ(12)
→ (⊗i∈IAi(Xi, Yi))⊗ (⊗
i∈I
Ci(Ui, Vi))
(⊗i∈Isfeis
−1)µI
kB
⊗(⊗i∈Igei)µD→ B((Xi)i∈If, (Yi)i∈If)⊗D((Ui)i∈Ig, (Vi)i∈Ig)
]
= ⊗i∈Iξ · σ(12) · (kf ⊗ g),
due to the definition of kf and the identity
[
⊗i∈ICi(Ui, Vi)
⊗i∈Igei→ ⊗i∈I D(((Vj)j<i, (Uj)j>i)g, ((Vj)j6i, (Uj)j>i)g)
µI
D→D((Ui)i∈Ig, (Vi)i∈Ig)
]
= g,
which is a consequence of g being a functor and associativity of µD. The proposition is
proven.
3.7. A∞-categories closed under shifts. Unital A∞-categories closed under shifts
are defined in [BLM07, Chapter 15] similarly to Definition 2.20. A unital A∞-category C
is closed under shifts if and only if the A∞-functor u[ ] : C → C
[ ] ≃ C ⊡ Z = C ⊠ Z is an
equivalence.
For an arbitrary A∞-category C the operations in C
[ ] are described explicitly in
[BLM07, (15.2.2)]. In particular,
bC
[ ]
2 = (−)
p−n
[
sC[ ]((X, n), (Y,m))⊗ sC[ ]((Y,m), (Z, p))
= sC(X, Y )[m− n]⊗ sC(Y, Z)[p−m]
(sm−n⊗sp−m)−1
→ sC(X, Y )⊗ sC(Y, Z)
bC2→ sC(X,Z)
sp−n
→ sC(X,Z)[p− n] = sC[ ]((X, n), (Z, p))
]
.
The above proposition implies that the binary operation mC
[ ]
2 = (s ⊗ s)b
C[ ]
2 s
−1 in C[ ]
is homotopic to multiplication in kC[ ] given by formula (2.17). Actually, mC
[ ]
2 is given
precisely by chain map (2.17), as one easily deduces from the above expression for bC
[ ]
2 .
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We have denoted the algebra Z in dg-Cat, “the same” algebra Q∗Z in K-Cat and “the
same” algebra H•(Q∗Z) in gr-Cat all by the same letter Z by abuse of notation. Since
units of the monads − ⊡ Z and − ⊠ Z reduce essentially to the unit of the algebra Z,
Proposition 3.6 implies the following relation between them:
[
kA
ku[ ]
→ k(A⊡ Z)
ξ
∼
→ kA⊠Q∗Z
]
=
[
kA
u[ ]
→ kA⊠ Z = kA⊠Q∗Z
]
.
Thus, if one of the K-functors ku[ ] : kA→ k(A⊡ Z) and u[ ] : kA→ kA⊠ Z is an equiva-
lence, then so is the other. The former is a K-equivalence if and only if the A∞-functor
u[ ] : A→ A⊡Z is an equivalence. Therefore, the A∞-category A is closed under shifts if
and only if the K-category kA is closed under shifts.
3.8. Shifts as differential graded functors. Let f = (f i : C i → Di+deg f)i∈Z ∈
Ck(C,D) be a homogeneous element (a k-linear map f : C → D of certain degree d =
deg f). Define f [n] = (−)fns−nfsn = (−)dn
(
C[n]i = C i+n
f i+n
→ Di+n+d = D[n]i+d
)
, which
is an element of Ck(C[n], D[n]) of the same degree deg f .
Define the shift differential graded functor [n] : Ck → Ck as follows. It takes a complex
(C, d) to the complex (C[n], d[n]), d[n] = (−)ns−ndsn. On morphisms it acts via Ck(s
−n, 1)·
Ck(1, s
n) : Ck(C,D)→ Ck(C[n], D[n]), f 7→ f
[n]. Clearly, [n] · [m] = [n +m].
4. A∞-modules.
Consider the monoidal category (Q/S,⊗) of graded k-quivers. When S = 1 it reduces to
the category of graded k-modules used by Keller [Kel01] in his definition of A∞-modules
over A∞-algebras. Let C, D be coassociative counital coalgebras; let ψ : C → D be
a homomorphism; let δ : M → M ⊗ C and δ : N → N ⊗ D be counital comodules;
let f : M → N be a ψ-comodule homomorphism, fδ = δ(f ⊗ ψ); let ξ : C → D be a
(ψ, ψ)-coderivation, ξ∆0 = ∆0(ψ⊗ξ+ξ⊗ψ). Define a (ψ, f, ξ)-connection as a morphism
r : M → N of certain degree such that
M
δ
→M ⊗ C
=
N
r
↓
δ
→ N ⊗D
f⊗ξ+r⊗ψ
↓
compare with Tradler [Tra01]. Let (C, bC) be a differential graded coalgebra. Let a
counital comodule M have a (1, 1, bC)-connection bM : M → M of degree 1, that is,
bMδ = δ(1 ⊗ bC + bM ⊗ 1). Its curvature (bM )2 : M → M is always a C-comodule
homomorphism of degree 2. If it vanishes, bM is called a flat connection (a differential)
on M .
Equivalently, we consider the category (dQ/S,⊗) of differential graded quivers, and
coalgebras and comodules therein. For A∞-applications it suffices to consider coalgebras
39
(resp. comodules) whose underlying graded coalgebra (resp. comodule) has the form TsA
(resp. sM⊗ TsC).
Let M ∈ ObQ/S be graded quiver such that M(X, Y ) = M(Y ) depends only on
Y ∈ S. For any quiver C ∈ ObQ/S the tensor quiver C = (TsC,∆0) is a coalgebra. The
comodule δ = 1⊗∆0 : M = sM⊗ TsC→ sM⊗ TsC⊗ TsC is counital. Let (C, b
C) be an
A∞-category. Equivalently, we consider augmented coalgebras in (
dQ/S,⊗) of the form
(TsC,∆0, b
C). Let bM : sM ⊗ TsC → sM ⊗ TsC be a (1, 1, bC)-connection. Define the
matrix coefficients of bM to be
bMmn = (1⊗ inm) · b
M · (1⊗ prn) : sM⊗ T
msC→ sM⊗ T nsC, m, n > 0.
The coefficients bMm0 : sM⊗ T
msC→ sM are abbreviated to bMm and called components of
bM.
A version of the following statement occurs in [LH03, Lemme 2.1.2.1].
4.1 Lemma. Any (1, 1, bC)-connection bM : sM ⊗ TsC → sM ⊗ TsC is determined in a
unique way by its components bMn : sM⊗ T
nsC→ sM, n > 0. The matrix coefficients of
bM are expressed via components of bM and components of the codifferential bC as follows:
bMmn = b
M
m−n ⊗ 1
⊗n +
∑
p+k+q=m
p+1+q=n
1⊗1+p ⊗ bCk ⊗ 1
⊗q : sM⊗ TmsC→ sM⊗ T nsC
for m > n. If m < n, the matrix coefficient bMmn vanishes.
Such comodules are particular cases of bimodules discussed below. That is why state-
ments about comodules are only formulated. We prove more general results in the next
section.
The morphism (bM)2 : sM ⊗ TsC → sM ⊗ TsC is a (1, 1, 0)-connection of degree 2,
therefore equation (bM)2 = 0 is equivalent to its particular case (bM)2(1 ⊗ pr0) = 0 :
sM⊗ TsC → sM. Thus bM is a flat connection if for each m > 0 the following equation
holds:
m∑
n=0
(bMm−n ⊗ 1
⊗n)bMn +
∑
p+k+q=m
(1⊗1+p ⊗ bCk ⊗ 1
⊗q)bMp+1+q = 0 :
sM⊗ TmsC→ sM. (4.1)
Equivalently, such a TsC-comodule with a flat connection is the TsC-comodule (sM ⊗
TsC, bM) in the category (dQ/S,⊗). It consists of the following data: a graded k-module
M(X) for each object X of C; a family of k-linear maps of degree 1
bMn : sM(X0)⊗ sC(X0, X1)⊗ · · · ⊗ sC(Xn−1, Xn)→ sM(Xn), n > 0,
subject to equations (4.1). Equation (4.1) for m = 0 implies (bM0 )
2 = 0, that is,
(sM(X), bM0 ) is a chain complex, for each object X ∈ ObC. We call a TsC-comodule
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with a flat connection (sM ⊗ TsC, bM), M(∗, Y ) = M(Y ), a C-module (an A∞-module
over C). C-modules form a differential graded category C -mod. The notion of a module
over some kind of A∞-category was introduced by Lefe`vre-Hasegawa under the name of
polydule [LH03].
4.2 Proposition. An arbitrary A∞-functor φ : C → Ck determines a TsC-comodule
sM⊗ TsC with a flat connection bM by the formulae: M(X) = Xφ, for each object X of
C, bM0 = s
−1ds : sM(X)→ sM(X), where d is the differential in the complex Xφ, and for
n > 0
bMn =
[
sM(X0)⊗ sC(X0, X1)⊗ · · · ⊗ sC(Xn−1, Xn)
1⊗φn
→ sM(X0)⊗ sCk(M(X0),M(Xn))
(s⊗s)−1
→M(X0)⊗ Ck(M(X0),M(Xn))
evCk
→M(Xn)
s
→ sM(Xn)
]
. (4.2)
This mapping from A∞-functors to C-modules is bijective. Moreover, the differential
graded categories A∞(C;Ck) and C -mod are isomorphic.
A C-module (an A∞-module over C) is defined as an A∞-functor φ : C→ Ck by Seidel
[Sei06, Section 1j]. The above proposition shows that the both definitions of C-modules are
equivalent. In the differential graded case C-modules are actively used by Drinfeld [Dri04].
4.3 Definition. Let C be a unital A∞-category. A C-module M determined by an
A∞-functor φ : C→ Ck is called unital if φ is unital.
4.4 Proposition. A C-module M is unital if and only if for each X ∈ ObC the compo-
sition [
sM(X) ≃ sM(X)⊗ k
1⊗X i
C
0→ sM(X)⊗ sC(X,X)
bM1→ sM(X)
]
is homotopic to identity map.
Proof. The second statement expands to the property that
[
sM(X) ≃ sM(X)⊗ k
s−1⊗X i
C
0→M(X)⊗ sC(X,X)
1⊗φ1s−1
→M(X)⊗ Ck(M(X),M(X))
evCk
→M(X)
s
→ sM(X)
]
is homotopic to identity. That is,
Xi
C
0φ1s
−1 = 1sM(X) + vm
Ck
1 , or, X i
C
0φ1 = 1M(X)s+ vsb
Ck
1 .
In other words, A∞-functor φ is unital.
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5. A∞-bimodules.
Consider monoidal category (Q/S,⊗) of graded k-quivers. When S = 1 it reduces to
the category of graded k-modules used by Tradler [Tra01, Tra02] in his definition of
A∞-bimodules over A∞-algebras. We extend his definitions of A∞-bimodules improved in
[TT06] from graded k-modules to graded k-quivers. The notion of a bimodule over some
kind of A∞-categories was introduced by Lefe`vre-Hasegawa under the name of bipolydule
[LH03].
5.1 Definition. LetA, C be coassociative counital coalgebras in (Q/R,⊗) resp. (Q/S,⊗).
A counital (A,C)-bicomodule (P, δP ) consists of a graded k-span (gr-span) P with Obs P =
R, Obt P = S, ParP = Obs P ×Obt P , src = pr1, tgt = pr2 and a coaction δ
P = (δ′, δ′′) :
P → (A⊗R P )⊕ (P ⊗S C) of degree 0 such that the following diagram commutes
P
δ
→ (A⊗R P )⊕ (P ⊗S C)
(A⊗R P )⊕ (P ⊗S C)
δ
↓
(1⊗δ)⊕(1⊗∆)
→
(A⊗R A⊗R P )⊕ (A⊗R P ⊗S C)
⊕(P ⊗S C ⊗S C)
(∆⊗1)⊕(δ⊗1)↓
and δ′ · (ε⊗ 1) = 1 = δ′′ · (1⊗ ε) : P → P .
The equation presented on the diagram consists in fact of three equations claiming
that P is a left A-comodule, a right C-comodule and the coactions commute.
Let A, B, C, D be coassociative counital coalgebras; let φ : A → B, ψ : C → D be
homomorphisms; let χ : A → B be a (φ, φ)-coderivation and let ξ : C → D be a (ψ, ψ)-
coderivation of certain degree, that is, χ∆ = ∆(φ⊗ χ+ χ⊗ φ), ξ∆ = ∆(ψ ⊗ ξ + ξ ⊗ ψ).
Let δ : P → (A ⊗ P ) ⊕ (P ⊗ C) be a counital (A,C)-bicomodule and let δ : Q →
(B ⊗ Q) ⊕ (Q ⊗ D) be a counital (B,D)-bicomodule. A k-span morphism f : P → Q
of degree 0 with Obs f = Obφ, Obt f = Obψ is a (φ, ψ)-bicomodule homomorphism if
fδ′ = δ′(φ⊗ f) : P → B ⊗Q and fδ′′ = δ′′(f ⊗ ψ) : P → Q⊗D. Define a (φ, ψ, f, χ, ξ)-
connection as a k-span morphism r : P → Q of certain degree with Obs r = Obφ,
Obt r = Obψ such that
P
δ
→ (A⊗ P )⊕ (P ⊗ C)
Q
r
↓
δ
→ (B ⊗Q)⊕ (Q⊗D)
(φ⊗r+χ⊗f)⊕(f⊗ξ+r⊗ψ)
↓
Let (A, bA), (C, bC) be differential graded coalgebras and let P be an (A,C)-bicomodule
with an (idA, idC , idP , b
A, bC)-connection bP : P → P of degree 1, that is, bP δ′ = δ′(1 ⊗
bP + bA ⊗ 1) and bP δ′′ = δ′′(1 ⊗ bC + bP ⊗ 1). Its curvature (bP )2 : P → P is always an
(A,C)-bicomodule homomorphism of degree 2. If it vanishes, bP is called a flat connection
(a differential) on P .
42
Taking for (A, bA) the trivial differential graded coalgebra k with the trivial coactions
we recover the notions introduced in Section 4. Namely, an (A,C)-bicomodule P with
an (idA, idC , idP , b
A, bC)-connection bP : P → P of degree 1 is the same as a C-comodule
with a (1, 1, bC)-connection, both flatness conditions coincide, etc.
Equivalently, bicomodules with flat connections are bicomodules which live in the cat-
egory of differential graded spans. The set of A-C-bicomodules becomes the set of objects
of a differential graded category A-C -bicomod. For differential graded bicomodules P , Q,
the k-th component of the graded k-module A-C -bicomod(P,Q) consists of (idA, idC)-bi-
comodule homomorphisms t : P → Q of degree k. The differential of t is the commutator
tm1 = tb
Q − (−)tbP t : P → Q, which is again a homomorphism of bicomodules, nat-
urally of degree k + 1. Composition of homomorphisms of bicomodules is the ordinary
composition of k-span morphisms.
The main example of a bicomodule is the following. Let A, B, C, D be graded
k-quivers. Let P, Q be gr-spans with Obs P = ObA, Obt P = ObC, Obs Q = ObB,
Obt Q = ObD, ParP = Obs P × Obt P, ParQ = Obs Q × Obt Q, src = pr1, tgt =
pr2. Take coalgebras A = TsA, B = TsB, C = TsC, D = TsD and bicomodules
P = TsA ⊗ sP ⊗ TsC, Q = TsB ⊗ sQ ⊗ TsD equipped with the cut comultiplications
(coactions)
∆0(a1, . . . , an) =
n∑
i=0
(a1, . . . , ai)⊗ (ai+1, . . . , an),
δ(a1, . . . , ak, p, ck+1, . . . , ck+l) =
k∑
i=0
(a1, . . . , ai)⊗ (ai+1, . . . , p, . . . , ck+l)
+
k+l∑
i=k
(a1, . . . , p, . . . , ci)⊗ (ci+1, . . . , ck+l).
Notice that a graded quiver M ∈ ObQ/S such that M(X, Y ) = M(Y ) depends only
on Y ∈ S is nothing else but a gr-span M with ObsM = {∗}, ObtM = S. Thus,
TsC-comodules of the form sM ⊗ TsC from Section 4 are nothing else but TsA-TsC-
bicomodules TsA ⊗ sM ⊗ TsC for the graded quiver A = 1u with one object ∗ and
with 1u(∗, ∗) = 0. Furthermore, A∞-modules M over an A∞-category C are the same as
1u-C-bimodules, as defined before Proposition 5.3.
Let φ : TsA → TsB, ψ : TsC → TsD be augmented coalgebra morphisms. Let
g : P → Q be a k-span morphism of certain degree with Obs g = Obφ, Obt g = Obψ.
Define the matrix coefficients of g to be
gkl;mn = (ink⊗1⊗ inl) · g · (prm⊗1 ⊗ prn) :
T ksA⊗ sP⊗ T lsC→ TmsB⊗ sQ⊗ T nsD, k, l,m, n > 0.
The coefficients gkl;00 : T
ksA⊗ sP⊗ T lsC→ sQ are abbreviated to gkl and called compo-
nents of g. Denote by gˇ the composite g · (pr0⊗1 ⊗ pr0) : TsA ⊗ sP ⊗ TsC → sQ. The
restriction of gˇ to the summand T ksA⊗ sP⊗ T lsC is precisely the component gkl.
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Let f : P → Q be a (φ, ψ)-bicomodule homomorphism. It is uniquely recovered from
its components similarly to Tradler [Tra01, Lemma 4.2]. Let us supply the details. The
coaction δP has two components,
δ′ = ∆0 ⊗ 1⊗ 1 : TsA⊗ sP⊗ TsC→ TsA⊗ TsA⊗ sP⊗ TsC,
δ′′ = 1⊗ 1⊗∆0 : TsA⊗ sP⊗ TsC→ TsA⊗ sP⊗ TsC⊗ TsC,
and similarly for δQ. As f is a (φ, ψ)-bicomodule homomorphism, it satisfies the equations
f(∆0 ⊗ 1⊗ 1) = (∆0 ⊗ 1⊗ 1)(φ⊗ f) : TsA⊗ sP⊗ TsC→ TsB⊗ TsB⊗ sQ⊗ TsD,
f(1⊗ 1⊗∆0) = (1⊗ 1⊗∆0)(f ⊗ ψ) : TsA⊗ sP⊗ TsC→ TsB⊗ sQ⊗ TsD⊗ TsD.
It follows that
f(∆0 ⊗ 1⊗∆0) = (∆0 ⊗ 1⊗∆0)(φ⊗ f ⊗ ψ) :
TsA⊗ sP⊗ TsC→ TsB⊗ TsB⊗ sQ⊗ TsD⊗ TsD.
Composing both sides with the morphism
1⊗ pr0⊗1 ⊗ pr0⊗1 : TsB⊗ TsB⊗ sQ⊗ TsD⊗ TsD→ TsB⊗ sQ⊗ TsD, (5.1)
and taking into account the identities ∆0(1⊗ pr0) = 1, ∆0(pr0⊗1) = 1, we obtain
f = (∆0 ⊗ 1⊗∆0)(φ⊗ fˇ ⊗ ψ). (5.2)
This equation implies the following formulas for the matrix coefficients of f :
fkl;mn =
∑
i1+···+im+p=k
j1+···+jn+q=l
(φi1 ⊗ · · · ⊗ φim ⊗ fpq ⊗ ψj1 ⊗ · · · ⊗ ψjn) :
T ksA⊗ sP⊗ T lsC→ TmsB⊗ sQ⊗ T nsD, k, l,m, n > 0. (5.3)
In particular, if k < m or l < n, the matrix coefficient fkl;mn vanishes.
Let r : P → Q be a (φ, ψ, f, χ, ξ)-connection. It satisfies the following equations:
r(∆0 ⊗ 1⊗ 1) = (∆0 ⊗ 1⊗ 1)(φ⊗ r + χ⊗ f) :
TsA⊗ sP⊗ TsC→ TsB⊗ TsB⊗ sQ⊗ TsD,
r(1⊗ 1⊗∆0) = (1⊗ 1⊗∆0)(f ⊗ ξ + r ⊗ ψ) :
TsA⊗ sP⊗ TsC→ TsB⊗ sQ⊗ TsD⊗ TsD.
They imply that
r(∆0 ⊗ 1⊗∆0) = (∆0 ⊗ 1⊗∆0)(φ⊗ f ⊗ ξ + φ⊗ r ⊗ ψ + χ⊗ f ⊗ ψ) :
TsA⊗ sP⊗ TsC→ TsB⊗ TsB⊗ sQ⊗ TsD⊗ TsD.
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Composing both side with the morphism (5.1) we obtain
r = (∆0 ⊗ 1⊗∆0)(φ⊗ fˇ ⊗ ξ + φ⊗ rˇ ⊗ ψ + χ⊗ fˇ ⊗ ψ). (5.4)
From this equation we find the following expression for the matrix coefficient rkl;mn:
p+1+q=n∑
i1+···+im+i=k
j+j1+···+jp+t+jp+1+···+jp+q=l
φi1 ⊗ · · · ⊗ φim ⊗ fij ⊗ ψj1 ⊗ · · · ⊗ ψjp ⊗ ξt ⊗ ψjp+1 ⊗ · · · ⊗ ψjp+q
+
∑
i1+···+im+i=k
j+j1+···+jn=l
φi1 ⊗ · · · ⊗ φim ⊗ rij ⊗ ψj1 ⊗ · · · ⊗ ψjn
+
a+1+c=m∑
i1+···+ia+u+ia+1+···+ia+c+i=k
j+j1+···+jn=l
φi1 ⊗ · · · ⊗ φia ⊗ χu ⊗ φia+1 ⊗ · · · ⊗ φia+c ⊗ fij ⊗ ψj1 ⊗ · · · ⊗ ψjn :
T ksA⊗ sP⊗ T lsC→ TmsB⊗ sQ⊗ T nsD, k, l,m, n > 0. (5.5)
Let A, C be A∞-categories and let P be a gr-span with Obs P = ObA, Obt P =
ObC, ParP = Obs P × Obt P, src = pr1, tgt = pr2. Let A = TsA, C = TsC, and
consider the bicomodule P = TsA ⊗ sP ⊗ TsC. The set of (1, 1, 1, bA, bC)-connections
bP : P → P of degree 1 with (bP00)
2 = 0 is in bijection with the set of augmented
coalgebra homomorphisms φP : TsAop ⊠ TsC → TsCk. Indeed, collections of complexes
(φP(X, Y ), d)X∈ObAY ∈ObC are identified with the dg-spans (P, sb
P
00s
−1). In particular, for each
pair of objects X ∈ ObA, Y ∈ ObC holds (φP(X, Y ))[1] = (sP(X, Y ),−bP00). The
components bPkn and φ
P
kn are related for (k, n) 6= (0, 0) by the formula
bPkn =
[
sA(Xk, Xk−1)⊗ · · · ⊗ sA(X1, X0)⊗ sP(X0, Y0)⊗ sC(Y0, Y1)⊗ · · · ⊗ sC(Yn−1, Yn)
γ˜⊗1⊗n
→
sP(X0, Y0)⊗ sA
op(X0, X1)⊗ · · · ⊗ sA
op(Xk−1, Xk)⊗ sC(Y0, Y1)⊗ · · · ⊗ sC(Yn−1, Yn)
1⊗φP
kn→ sP(X0, Y0)⊗ sCk(P(X0, Y0),P(Xk, Yn))
1⊗s−1
→ sP(X0, Y0)⊗ Ck(P(X0, Y0),P(Xk, Yn))
1⊗[1]
→ sP(X0, Y0)⊗ Ck(sP(X0, Y0), sP(Xk, Yn))
evCk
→ sP(Xk, Yn)
]
,
where γ˜ = (12 . . . k + 1) · γ, and anti-isomorphism γ is defined by (3.1).
The components of bP can be written in a more concise form. Given objects X, Y ∈
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ObA, Z,W ∈ ObC, define
bˇP+ =
[
TsA(Y,X)⊗ sP(X,Z)⊗ TsC(Z,W )
c⊗1
→ sP(X,Z)⊗ TsA(Y,X)⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(X,Z)⊗ TsAop(X, Y )⊗ TsC(Z,W )
1⊗φˇP
→ sP(X,Z)⊗ sCk(P(X,Z),P(Y,W ))
(s⊗s)−1
→ P(X,Z)⊗ Ck(P(X,Z),P(Y,W ))
evCk
→ P(Y,W )
s
→ sP(Y,W )
]
=
[
TsA(Y,X)⊗ sP(X,Z)⊗ TsC(Z,W )
c⊗1
→ sP(X,Z)⊗ TsA(Y,X)⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(X,Z)⊗ TsAop(X, Y )⊗ TsC(Z,W )
1⊗φˇP
→ sP(X,Z)⊗ sCk(P(X,Z),P(Y,W ))
1⊗s−1[1]
→ sP(X,Z)⊗ Ck(sP(X,Z), sP(Y,W ))
evCk
→ sP(Y,W )
]
, (5.6)
where γ : TsA → TsAop is the coalgebra anti-isomorphism (3.1), and φˇP = φPpr1 :
TsAop ⊠ TsC→ sCk. Conversely, components of the A∞-functor φ
P can be found as
φˇP =
[
TsAop(X, Y )⊗ TsC(Z,W )
γ⊗1
→ TsA(Y,X)⊗ TsC(Z,W )
coevCk
→ Ck(sP(X,Z), sP(X,Z)⊗ TsA(Y,X)⊗ TsC(Z,W ))
C
k
(1,(c⊗1)bˇP+)
→ Ck(sP(X,Z), sP(Y,W ))
[−1]s
→ sCk(P(X,Z),P(Y,W ))
]
. (5.7)
Define also
bˇP0 =
[
TsA(Y,X)⊗ sP(X,Z)⊗ TsC(Z,W )
pr0 ⊗1⊗pr0→ sP(X,Z)
bP00→ sP(X,Z)
]
. (5.8)
Note that bˇP+ vanishes on T
0sA(Y,X) ⊗ sP(X,Z) ⊗ T 0sC(Z,W ) since φˇP vanishes on
T 0sAop(X, Y )⊗ T 0sC(Z,W ). It follows that bˇP = bˇP+ + bˇ
P
0 .
The following statement was proven by Lefe`vre-Hasegawa in assumption that the
ground ring is a field [LH03, Lemme 5.3.0.1].
5.2 Proposition. bP is a flat connection, that is, (TsA⊗ sP⊗ TsC, bP) is a bicomodule
in dQ, if and only if the corresponding augmented coalgebra homomorphism φP : TsAop⊠
TsC→ TsCk is an A∞-functor.
Proof. According to (5.4),
bP = (∆0 ⊗ 1⊗∆0)(1⊗ pr0⊗1⊗ pr0⊗b
C+ 1⊗ bˇP⊗ 1 + bA⊗ pr0⊗1⊗ pr0⊗1)
= 1⊗ 1⊗ bC+ (∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P⊗ 1) + bA⊗ 1⊗ 1.
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The k-span morphism (bP)2 : P → P is a (1, 1, 1, 0, 0)-connection of degree 2, therefore
the equation (bP)2 = 0 is equivalent to its particular case (bP)2(pr0⊗1 ⊗ pr0) = 0 :
TsA⊗ sP⊗ TsC→ sP. In terms of bˇP, the latter reads as follows:
(bA⊗ 1⊗ 1 + 1⊗ 1⊗ bC)bˇP+ (∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P⊗ 1)bˇP = 0. (5.9)
Note that (bA ⊗ 1 ⊗ 1 + 1 ⊗ 1 ⊗ bC)bˇP = (bA ⊗ 1 ⊗ 1 + 1 ⊗ 1 ⊗ bC)bˇP+, since b
Apr0 = 0,
bCpr0 = 0. The second term in the above equation splits into the sum of four summands,
which we are going to compute separately. First of all,
(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)bˇ
P
0 = (∆0(pr0⊗ pr0)⊗ 1⊗∆(pr0⊗ pr0))(b
P
00)
2
= (pr0⊗1 ⊗ pr0)s
−1d2s = 0 : TsA⊗ sP⊗ TsC→ sP.
Secondly,
(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
+ ⊗ 1)bˇ
P
0 + (∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)bˇ
P
+
= (∆0(pr0⊗1)⊗ 1⊗∆0(1⊗ pr0))bˇ
P
+b
P
00 + (∆0(1⊗ pr0)⊗ b
P
00 ⊗∆(pr0⊗1))bˇ
P
+
= bˇP+b
P
00 + (1⊗ b
P
00 ⊗ 1)bˇ
P
+
=
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗φˇP
→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
1⊗s−1
→ sP(Y, Z)⊗ Ck(P(Y, Z),P(X,W ))
1⊗[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(X,W ))
evCk
→ sP(X,W )
bP00→ sP(X,W )
]
+
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
1⊗bP00⊗1→ TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗φˇP
→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
1⊗s−1
→ sP(Y, Z)⊗ Ck(P(Y, Z),P(X,W ))
1⊗[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(X,W ))
evCk
→ sP(X,W )
]
=
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗φˇP
→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
1⊗s−1
→ sP(Y, Z)⊗ Ck(P(Y, Z),P(X,W ))
1⊗[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(X,W ))
evCk bP00−(b
P
00⊗1) ev
Ck
→ sP(X,W )
]
.
The complexes sP(Y, Z) and sP(X,W ) carry the differential −bP00. Since ev
Ck is a chain
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map, it follows that evCk bP00 − (b
P
00 ⊗ 1) ev
Ck = −(1⊗m
Ck
1 ) ev
Ck , therefore
(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
+ ⊗ 1)bˇ
P
0 + (∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)bˇ
P
+
= −
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗φˇP
→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
1⊗s−1
→ sP(Y, Z)⊗ Ck(P(Y, Z),P(X,W ))
1⊗[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(X,W ))
(1⊗m
Ck
1 ) ev
Ck
→ sP(X,W )
]
.
Since [1] is a differential graded functor, it follows that [1]m
Ck
1 = m
Ck
1 [1]. Together with
the relation b
Ck
1 s
−1 = s−1m
Ck
1 this implies that
(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
+ ⊗ 1)bˇ
P
0 + (∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)bˇ
P
+
= −
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗φˇPb
Ck
1→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
1⊗s−1
→ sP(Y, Z)⊗ Ck(P(Y, Z),P(X,W ))
1⊗[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(X,W ))
evCk
→ sP(X,W )
]
.
Next, let us compute
(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
+ ⊗ 1)bˇ
P
+ =
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
∆0⊗1⊗∆0
→⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ TsA(U, Y )⊗ sP(Y, Z)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗c⊗1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsA(U, Y )⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗γ⊗1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗φˇP⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ sCk(P(Y, Z),P(U, V ))⊗ TsC(V,W )
P
1⊗1⊗s−1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ Ck(P(Y, Z),P(U, V ))⊗ TsC(V,W )
P
1⊗1⊗[1]⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(U, V ))⊗ TsC(V,W )
P
1⊗evCk ⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(U, V )⊗ TsC(V,W )
P
c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ TsA(X,U)⊗ TsC(V,W )
P
1⊗γ⊗1
→
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⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗φˇP
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ sCk(P(U, V ),P(X,W ))
P
1⊗s−1
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ Ck(P(U, V ),P(X,W ))
P
1⊗[1]
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ Ck(sP(U, V ), sP(X,W ))
P
evCk
→ sP(X,W )
]
.
The latter can be written as[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗∆0c(γ⊗γ)⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗φˇP⊗φˇP
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),P(U, V ))⊗ sCk(P(U, V ),P(X,W ))
P
1⊗s−1⊗s−1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ Ck(P(Y, Z),P(U, V ))⊗ Ck(P(U, V ),P(X,W ))
P
1⊗[1]⊗[1]
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ Ck(sP(Y, Z), sP(U, V ))⊗ Ck(sP(U, V ), sP(X,W ))
P
(evCk ⊗1) evCk
→ sP(X,W )
]
.
Using the identities ∆0c(γ ⊗ γ) = γ∆0 (see [LM04, Section A.4]), (ev
Ck ⊗1) evCk = (1 ⊗
m
Ck
2 ) ev
Ck , and (s−1 ⊗ s−1)m
Ck
2 = −b
Ck
2 s
−1, we transform the above expression as follows:
(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
+ ⊗ 1)bˇ
P
+ = −
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→
sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗∆0⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗φˇP⊗φˇP
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),P(U, V ))⊗ sCk(P(U, V ),P(X,W ))
P
1⊗b
Ck
2→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
1⊗s−1
→ sP(Y, Z)⊗ Ck(P(Y, Z),P(X,W ))
1⊗[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(X,W ))
evCk
→ sP(X,W )
]
.
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Finally,
(bA⊗ 1⊗ 1 + 1⊗ 1⊗ bC)bˇP+ =
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→
sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗(bA
op
⊗1+1⊗bC)φˇP
→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
(s⊗s)−1
→ P(Y, Z)⊗ Ck(P(Y, Z),P(X,W ))
evCk
→ P(X,W )
s
→ sP(X,W )
]
,
since bA
op
= γbAγ : TsAop(Y,X)→ TsAop(Y,X). We conclude that the left hand side of
(5.9) equals (c⊗ 1)(1⊗ γ ⊗ 1)(1⊗ R)(s⊗ s)−1 evCk s−1, where
R =
[
TsAop(Y,X)⊗ TsC(Z,W )
bA
op
⊗1+1⊗bC
→ TsAop(Y,X)⊗ TsC(Z,W )
φˇP
→ sCk(φ
P(Y, Z), φP(X,W ))
]
− φˇPb
Ck
1 −
[
TsAop(Y,X)⊗ TsC(Z,W )
∆0⊗∆0
→⊕
U∈ObA,V ∈ObC
TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
φˇP⊗φˇP
→
⊕
U∈ObA,V ∈ObC
sCk(φ
P(Y, Z), φP(U, V ))⊗ sCk(φ
P(U, V ), φP(X,W ))
P
b
Ck
2→ sCk(φ
P(Y, Z), φP(X,W ))
]
.
By closedness, bP is a flat connection if and only if R = 0, for all objects X, Y ∈ ObA,
Z,W ∈ ObC, that is, if φP is an A∞-functor.
Let A, C be A∞-categories. The full subcategory of the differential graded category
TsA-TsC -bicomod consisting of dg-bicomodules whose underlying graded bicomodule has
the form TsA⊗sP⊗TsC is denoted by A-C -bimod. Its objects are called A∞-bimodules,
extending the terminology of Tradler [Tra01].
5.3 Proposition. The differential graded categories A-C -bimod and A∞(A
op,C;Ck) are
isomorphic.
Proof. Proposition 5.2 establishes a bijection between the sets of objects of the differ-
ential graded categories A∞(A
op,C;Ck) and A-C -bimod. Let us extend it to an isomor-
phism of differential graded categories. Let φ, ψ : Aop,C → Ck be A∞-functors, P, Q
the corresponding A-C-bimodules. Define a k-linear map Φ : A∞(A
op,C;Ck)(φ, ψ) →
A-C -bimod(P,Q) of degree 0 as follows. An element rs−1 ∈ A∞(A
op,C;Ck)(φ, ψ) is
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mapped to an (idTsA, idTsC)-bicomodule homomorphism t = (rs
−1)Φ : TsA⊗sP⊗TsC→
TsA⊗ sQ⊗ TsC given by its components
tkn = (−)
r+1
[
sA(Xk, Xk−1)⊗ · · · ⊗ sA(X1, X0)⊗ sP(X0, Y0)⊗ sC(Y0, Y1)⊗ · · · ⊗ sC(Yn−1, Yn)
γ˜⊗1⊗n
→
sP(X0, Y0)⊗ sA
op(X0, X1)⊗ · · · ⊗ sA
op(Xk−1, Xk)⊗ sC(Y0, Y1)⊗ · · · ⊗ sC(Yn−1, Yn)
1⊗rkn
→ sP(X0, Y0)⊗ sCk(P(X0, Y0),Q(Xk, Yn))
1⊗s−1[1]
→
sP(X0, Y0)⊗ Ck(sP(X0, Y0), sQ(Xk, Yn))
evCk
→ sQ(Xk, Yn)
]
, k, n > 0,
or more concisely,
tˇ = (−)r+1
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→
sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗rˇ
→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk
→ sQ(X,W )
]
,
where rˇ = r · pr1 ∈ span(TsA
op ⊠ TsC, sCk)(Obφ,Obψ). Closedness of gr implies
that the map Φ : A∞(A
op,C;Ck)(φ, ψ) → A-C -bimod(P,Q) is an isomorphism. Let
us prove that it also commutes with the differential. We must prove that ((rs−1)Φ)d =
(rs−1m
A∞(Aop,C;Ck)
1 )Φ = ((rB1)s
−1)Φ for each element r ∈ sA∞(A
op,C;Ck)(φ, ψ). Since the
both sides of the equation are (idTsA, idTsC)-bimodule homomorphisms of degree deg r+1,
it suffices to prove the equation [((rs−1)Φ)d]∨ = [((rB1)s
−1)Φ]∨. Using (5.4), we obtain:
[((rs−1)Φ)d]∨ = (td)∨ = (t · bQ)∨ − (−)t(bP · t)∨ = t · bˇQ− (−)tbP · tˇ
= t · bˇQ+ (5.10)
− (−)t(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
+ ⊗ 1)tˇ (5.11)
+ t · bˇQ0 − (−)
t(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)tˇ (5.12)
− (−)t(bA⊗ 1⊗ 1 + 1⊗ 1⊗ bC)tˇ. (5.13)
Let us compute summands (5.10)–(5.13) separately. According to (5.2), expression (5.10)
equals
t · bˇQ+ = (∆0 ⊗ 1⊗∆0)(1⊗ tˇ⊗ 1)bˇ
Q
+
= (−)r+1
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
∆0⊗1⊗∆0
→⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ TsA(U, Y )⊗ sP(Y, Z)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗c⊗1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsA(U, Y )⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗γ⊗1⊗1
→
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⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗rˇ⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ sCk(P(Y, Z),Q(U, V ))⊗ TsC(V,W )
P
1⊗1⊗s−1[1]⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(U, V ))⊗ TsC(V,W )
P
1⊗evCk ⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sQ(U, V )⊗ TsC(V,W )
P
c⊗1
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ TsA(X,U)⊗ TsC(V,W )
P
1⊗γ⊗1
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗ψˇ
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ sCk(Q(U, V ),Q(X,W ))
P
1⊗s−1[1]
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ Ck(sQ(U, V ), sQ(X,W ))
P
evCk
→ sQ(X,W )
]
.
As in the proof of Proposition 5.2, the above composite can be transformed as follows:
(−)r+1
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗∆0c(γ⊗γ)⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗rˇ⊗ψˇ
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),Q(U, V ))⊗ sCk(Q(U, V ),Q(X,W ))
P
1⊗s−1[1]⊗s−1[1]
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(U, V ))⊗ Ck(sQ(U, V ), sQ(X,W ))
P
(evCk ⊗1) evCk
→ sQ(X,W )
]
.
Applying the already mentioned identities ∆0c(γ ⊗ γ) = γ∆0, (ev
Ck ⊗1) evCk = (1 ⊗
m
Ck
2 ) ev
Ck , and (s−1 ⊗ s−1)m
Ck
2 = −b
Ck
2 s
−1, we find:
t · bˇQ+ = (−)
r
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→
sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
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1⊗∆0⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗rˇ⊗ψˇ
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),Q(U, V ))⊗ sCk(Q(U, V ),Q(X,W ))
P
1⊗b
Ck
2→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk
→ sQ(X,W )
]
.
Similarly, composite (5.11) equals
− (−)t(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
+ ⊗ 1)tˇ = −
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
∆0⊗1⊗∆0
→⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ TsA(U, Y )⊗ sP(Y, Z)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗c⊗1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsA(U, Y )⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗γ⊗1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗φˇ⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ sCk(P(Y, Z),P(U, V ))⊗ TsC(V,W )
P
1⊗1⊗s−1[1]⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(U, V ))⊗ TsC(V,W )
P
1⊗evCk ⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(U, V )⊗ TsC(V,W )
P
c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ TsA(X,U)⊗ TsC(V,W )
P
1⊗γ⊗1
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗rˇ
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ sCk(P(U, V ),Q(X,W ))
P
1⊗s−1[1]
→
⊕
U∈ObA,V ∈ObC
sP(U, V )⊗ Ck(sP(U, V ), sQ(X,W ))
P
evCk
→ sQ(X,W )
]
= (−)r+1
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗∆0c(γ⊗γ)⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
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P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗φˇ⊗rˇ
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),P(U, V ))⊗ sCk(P(U, V ),Q(X,W ))
P
1⊗s−1[1]⊗s−1[1]
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ Ck(sP(Y, Z), sP(U, V ))⊗ Ck(sP(U, V ), sQ(X,W ))
P
(evCk ⊗1) evCk
→ sQ(X,W )
]
= (−)r
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→
sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗∆0⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗φˇ⊗rˇ
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),P(U, V ))⊗ sCk(P(U, V ),Q(X,W ))
P
1⊗b
Ck
2→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk
→ sQ(X,W )
]
.
By (5.2), expression (5.12) can be written as follows:
t · bˇQ0 − (−)
t(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)tˇ
= (∆0 ⊗ 1⊗∆0)(1⊗ tˇ⊗ 1)(pr0⊗1⊗ pr0)b
Q
00
− (−)t(∆0 ⊗ 1⊗∆0)(1⊗ pr0⊗1⊗ pr0⊗1)(1⊗ b
P
00 ⊗ 1)tˇ
= tˇ · bQ00 − (−)
t(1⊗ bP00 ⊗ 1)tˇ,
therefore
t · bˇQ0 − (−)
t(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)tˇ
= (−)r+1
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→
sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗rˇ
→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk
→ sQ(X,W )
bQ00→ sQ(X,W )
]
−
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
1⊗bP00⊗1→ TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→
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sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗rˇ
→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk
→ sQ(X,W )
]
= (−)r+1
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→
sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗rˇ
→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk ·bQ00−(b
P
00⊗1) ev
Ck
→ sQ(X,W )
]
.
The complexes sP(Y, Z) and sQ(X,W ) carry the differential −bP00. Since ev
Ck is a chain
map, it follows that evCk bP00− (b
P
00⊗1) ev
Ck = −(1⊗m
Ck
1 ) ev
Ck . Together with the relation
b
Ck
1 s
−1[1] = s−1[1]m
Ck
1 this implies that
t · bˇQ0 − (−)
t(∆0 ⊗ 1⊗∆0)(1⊗ bˇ
P
0 ⊗ 1)tˇ
= (−)r
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→
sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗rˇb
Ck
1→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk
→ sQ(X,W )
]
.
Finally, notice that
− (−)t(bA⊗ 1⊗ 1 + 1⊗ 1⊗ bC)tˇ
= −
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗(bA
op
⊗1+1⊗bC)rˇ
→ sP(Y, Z)⊗ sCk(P(Y, Z),Q(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(X,W ))
evCk
→ sQ(X,W )
]
.
Summing up, we conclude that (td)∨ = (−)r(c ⊗ 1)(1 ⊗ γ ⊗ 1)(1 ⊗ R)(1 ⊗ s−1[1]) evCk ,
where
R =
[
TsAop(Y,X)⊗ TsC(Z,W )
∆0⊗∆0
→⊕
U∈ObA,V ∈ObC
TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
(φˇ⊗rˇ+rˇ⊗ψˇ)b
Ck
2→
sCk(P(Y, Z),Q(X,W ))
]
+ rˇb
Ck
1 − (−)
r(bA
op
⊗ 1 + 1⊗ bC)rˇ
= [rbCk − (−)r(bA
op
⊗ 1 + 1⊗ bC)r]∨ = [rB1]
∨.
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The claim follows.
Let us prove that the constructed chain maps are compatible with the composition.
Let φ, ψ, χ : Aop,C → Ck be A∞-functors, P, Q, T the corresponding A-C-bimodules.
Pick arbitrary r ∈ sA∞(A
op,C;Ck)(φ, ψ) and q ∈ sA∞(A
op,C;Ck)(ψ, χ), and denote by
t = (rs−1)Φ and u = (qs−1)Φ the corresponding bicomodule homomorphisms. We must
show that
t · u = ((rs−1 ⊗ qs−1)m
A∞(Aop,C;Ck)
2 )Φ = (−)
q+1((r ⊗ q)B2s
−1)Φ.
Again, it suffices to prove the equation (t · u)∨ = (−)q+1[((r ⊗ q)B2s
−1)Φ]∨. We have:
(t · u)∨ = t · uˇ = (∆0 ⊗ 1⊗∆0)(1⊗ tˇ⊗ 1)uˇ
= (−)r+q
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
∆0⊗1⊗∆0
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ TsA(U, Y )⊗ sP(Y, Z)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗c⊗1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsA(U, Y )⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗γ⊗1⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗rˇ⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ sCk(P(Y, Z),Q(U, V ))⊗ TsC(V,W )
P
1⊗1⊗s−1[1]⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(U, V ))⊗ TsC(V,W )
P
1⊗evCk ⊗1
→
⊕
U∈ObA,V ∈ObC
TsA(X,U)⊗ sQ(U, V )⊗ TsC(V,W )
P
c⊗1
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ TsA(X,U)⊗ TsC(V,W )
P
1⊗γ⊗1
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗qˇ
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ sCk(Q(U, V ),T(X,W ))
P
1⊗s−1[1]
→
⊕
U∈ObA,V ∈ObC
sQ(U, V )⊗ Ck(sQ(U, V ), sT(X,W ))
P
evCk
→ sT(X,W )
]
= (−)r
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→ sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗∆0c(γ⊗γ)⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
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P
1⊗rˇ⊗qˇ
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),Q(U, V ))⊗ sCk(Q(U, V ),T(X,W ))
P
1⊗s−1[1]⊗s−1[1]
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ Ck(sP(Y, Z), sQ(U, V ))⊗ Ck(sQ(U, V ), sT(X,W ))
P
(evCk ⊗1) evCk
→ sT(X,W )
]
= (−)r+1
[
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
c⊗1
→
sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗∆0⊗∆0
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
1⊗rˇ⊗qˇ
→
⊕
U∈ObA,V ∈ObC
sP(Y, Z)⊗ sCk(P(Y, Z),Q(U, V ))⊗ sCk(Q(U, V ),T(X,W ))
P
1⊗b
Ck
2→ sP(Y, Z)⊗ sCk(P(Y, Z),T(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sT(X,W ))
evCk
→ sT(X,W )
]
.
It remains to note that
[(r ⊗ q)B2]
∨ =
[
TsAop(Y,X)⊗ TsC(Z,W )
∆0⊗∆0
→⊕
U∈ObA,V ∈ObC
TsAop(Y, U)⊗ TsAop(U,X)⊗ TsC(Z, V )⊗ TsC(V,W )
P
1⊗c⊗1
→
⊕
U∈ObA,V ∈ObC
TsAop(Y, U)⊗ TsC(Z, V )⊗ TsAop(U,X)⊗ TsC(V,W )
P
rˇ⊗qˇ
→
⊕
U∈ObA,V ∈ObC
sCk(P(Y, Z),Q(U, V ))⊗ sCk(Q(U, V ),T(X,W ))
P
b
Ck
2→ sCk(P(Y, Z),T(X,W ))
]
,
and (−)r+1 = (−)q+1(−)(r+q+1)+1 = (−)q+1(−)deg[(r⊗q)B2]+1. The claim follows from the
definition of Φ.
Both dg-categories A-C -bimod and A∞(A
op,C;Ck) are unital. The units are the iden-
tity morphisms in the ordinary categories Z0(A-C -bimod) and Z0(A∞(A
op,C;Ck)). The
dg-functor Φ induces an isomorphism Z0Φ of these categories. Hence, Z0Φ is unital. In
other words, Φ is unital. The proposition is proven.
Let us write explicitly the inverse map Φ−1 : A-C -bimod(P,Q)→ A∞(A
op,C;Ck)(φ, ψ).
It takes a bicomodule homomorphism t : TsA ⊗ sP ⊗ TsC → TsA ⊗ sQ ⊗ TsC to an
57
A∞-transformation rs
−1 ∈ A∞(A
op,C;Ck)(φ, ψ) given by its components
rˇ = (−)t
[
TsAop(Y,X)⊗ TsC(Z,W )
γ⊗1
→ TsA(X, Y )⊗ TsC(Z,W )
coevCk
→
Ck(sP(Y, Z), sP(Y, Z)⊗ TsA(X, Y )⊗ TsC(Z,W ))
C
k
(1,(c⊗1)tˇ)
→
Ck(sP(Y, Z), sQ(X,W ))
[−1]s
→ sCk(P(Y, Z),Q(X,W ))
]
. (5.14)
5.4. Regular A∞-bimodule. Let A be an A∞-category. Extending the notion of
regular A∞-bimodule given by Tradler [Tra01, Lemma 5.1(a)] from the case ofA∞-algebras
to A∞-categories, define the regular A-A-bimodule R = RA as follows. Its underlying
quiver coincides with A. Components of the codifferential bR are given by
bˇR =
[
TsA⊗ sA⊗ TsA
µTsA
→ TsA
bˇA
→ sA
]
,
where µTsA is the multiplication in the tensor quiver TsA. Equivalently, b
R
kn = b
A
k+1+n,
k, n > 0. Flatness of bR in form (5.9) is equivalent to the A∞-identity b
A · bˇA = 0. Indeed,
the three summands of the left hand side of (5.9) correspond to three kinds of subintervals
of the interval [1, k + 1 + n] ∩ Z. Subintervals of the first two types miss the point k + 1
and those of the third type contain it.
5.5 Definition. Define an A∞-functor HomA : A
op,A → Ck as the A∞-functor φ
R that
corresponds to the regular A-A-bimodule R = RA.
The A∞-functor HomA takes a pair of objects X,Z ∈ ObA to the chain complex
(A(X,Z), m1). The components of HomA are found from equation (5.7):
(HomA)kn =
[
T ksAop(X, Y )⊗ T nsA(Z,W )
γ⊗1
→ T ksA(Y,X)⊗ T nsA(Z,W )
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ T
ksA(Y,X)⊗ T nsA(Z,W ))
Ck(1,(c⊗1)b
A
k+1+n)
→ Ck(sA(X,Z), sA(Y,W ))
[−1]s
→ sCk(A(X,Z),A(Y,W ))
]
. (5.15)
Closedness of the multicategory A∞ [BLM07, Theorem 12.19] implies that there exists
a unique A∞-functor Y : A→ A∞(A
op;Ck) (called the Yoneda A∞-functor) such that
HomA =
[
A
op,A
1,Y
→ Aop,A∞(A
op;Ck)
evA∞
→ Ck
]
.
Explicit formula [BLM07, (12.25.4)] for evaluation component evA∞k0 shows that the value
of Y on an object Z of A is given by the restriction A∞-functor
ZY = HZ = HZ
A
= HomA
∣∣Z : Aop → Ck, X 7→ (A(X,Z), m1) = HomA(X,Z)
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with the components
HZk = (HomA)k0 = (−1)
k
[
T ksAop(X, Y )
coevCk
→
Ck(sA(X,Z), sA(X,Z)⊗ T
ksAop(X, Y ))
Ck(1,ω
0
c b
A
k+1)
→
Ck(sA(X,Z), sA(Y, Z))
[−1]s
→ sCk(A(X,Z),A(Y, Z))
]
, (5.16)
where ω0 =
(
0 1 ... k−1 k
k k−1 ... 1 0
)
∈ Sk+1, and ω
0
c is the corresponding signed permutation.
Restrictions of A∞-functors in general are defined in [BLM07, Section 12.18], in particular,
the k-th component of HomA
∣∣Z
1
described by [loc. cit., (12.18.2)] equals (1,ObY ) evA∞k0 .
Equivalently, components of the A∞-functor H
Z : Aop → Ck are determined by the
equation
s⊗kHZk s
−1 = (−1)k(k+1)/2+1
[
T kAop(X, Y )
coevCk
→
Ck(A(X,Z),A(X,Z)⊗ T
k
A
op(X, Y ))
Ck(1,ω
0
cm
A
k+1)
→ Ck(A(X,Z),A(Y, Z))
]
.
Notice that evA∞km vanishes unless m 6 1. Formula [BLM07, (12.25.4)] for the compo-
nent evA∞k1 implies that the component (HomA)kn is determined for n > 1, k > 0 by Ynk
which is the composition of Yn with
prk : sA∞(A
op;Ck)(H
Z , HW )→ Ck(T
ksAop(X, Y ), sCk(XH
Z , Y HW ))
as follows:
(HomA)kn =
[
T ksAop(X, Y )⊗ T nsA(Z,W )
1⊗Ynk
→ T ksAop(X, Y )⊗ Ck
(
T ksAop(X, Y ), sCk(A(X,Z),A(Y,W ))
)
evCk
→ sCk(A(X,Z),A(Y,W ))
]
.
Conversely, the component Yn is determined by the components (HomA)kn for all k > 0
via the formula
Ynk =
[
T nsA(Z,W )
coevCk
→ Ck(T
ksAop(X, Y ), T ksAop(X, Y )⊗ T nsA(Z,W ))
Ck(1,(HomA)kn)→ Ck
(
T ksAop(X, Y ), sCk(A(X,Z),A(Y,W ))
)]
.
Plugging in expression (5.15) we get
Ynk =
[
T nsA(Z,W )
coevCk
→ Ck(T
ksAop(X, Y ), T ksAop(X, Y )⊗ T nsA(Z,W ))
Ck(1,coev
Ck )
→
Ck
(
T ksAop(X, Y ),Ck(sA(X,Z), sA(X,Z)⊗ T
ksAop(X, Y )⊗ T nsA(Z,W ))
)
C
k
(1,C
k
(1,(1⊗γ⊗1)(c⊗1)bA
k+1+n))
→ Ck
(
T ksAop(X, Y ),Ck(sA(X,Z), sA(Y,W ))
)
Ck(1,[−1]s)→ Ck
(
T ksAop(X, Y ), sCk(A(X,Z),A(Y,W ))
)]
.
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Another kind of the Yoneda A∞-functor Y : A → A∞(A
op;Ck) was introduced
in [LM04, Appendix A]. Actually, it was defined there as an A∞-functor from A
op to
A∞(A;Ck). It turns out that Y which we shall call the shifted Yoneda A∞-functor differs
from Y by a shift:
Y = Y · A∞(1; [1]) : A→ A∞(A
op;Ck). (5.17)
Indeed, an object Z of A is taken by Y to the A∞-functor ZY = h
Z : Aop → Ck,
X 7→ (sA(X,Z),−b1) = (A(X,Z), m1)[1] = (XH
Z)[1]. The components of HZ · [1]
HZk s
−1[1]s = (−1)k
[
T ksAop(X, Y )
coevCk
→
Ck(sA(X,Z), sA(X,Z)⊗ T
ksAop(X, Y ))
Ck(1,ω
0
c b
A
k+1)
→
Ck(sA(X,Z), sA(Y, Z))
s
→ sCk(sA(X,Z), sA(Y, Z))
]
coincide with the components hZk by [LM04, Appendix A]. Therefore, h
Z = HZ · [1].
Furthermore, the components Yn are determined by Ynk = Yn · prk, which turn out [loc.
cit.] to coincide with
Ynk · Ck(1, s
−1[1]s) =
[
T nsA(Z,W )
coevCk
→
Ck(T
ksAop(X, Y ), T ksAop(X, Y )⊗ T nsA(Z,W ))
Ck(1,coev
Ck )
→
Ck
(
T ksAop(X, Y ),Ck(sA(X,Z), sA(X,Z)⊗ T
ksAop(X, Y )⊗ T nsA(Z,W ))
)
Ck(1,Ck(1,(1⊗γ⊗1)(c⊗1)b
A
k+1+n))
→ Ck
(
T ksAop(X, Y ),Ck(sA(X,Z), sA(Y,W ))
)
Ck(1,s)→ Ck
(
T ksAop(X, Y ), sCk(sA(X,Z), sA(Y,W ))
)]
=
[
T nsA(Z,W )
coevCk
→
Ck(sA(X,Z)⊗ T
ksAop(X, Y ), sA(X,Z)⊗ T ksAop(X, Y )⊗ T nsA(Z,W ))
C
k
(1,(1⊗γ⊗1)(c⊗1)bA
k+1+n)
→ Ck(sA(X,Z)⊗ T
ksAop(X, Y ), sA(Y,W ))
ϕ−1
∼
→ Ck
(
T ksAop(X, Y ),Ck(sA(X,Z), sA(Y,W ))
)
Ck(1,s)→ Ck
(
T ksAop(X, Y ), sCk(sA(X,Z), sA(Y,W ))
)]
.
The natural isomorphism ϕCk : Ck(A,Ck(B,C))→ Ck(B ⊗ A,C) is found from the equa-
tion
[
B ⊗A⊗ Ck(A,Ck(B,C))
1⊗evCk
→ B ⊗ Ck(B,C)
evCk
→ C
]
=
[
B ⊗ A⊗ Ck(A,Ck(B,C))
ϕCk
→ B ⊗ A⊗ Ck(B ⊗A,C)
evCk
→ C
]
.
Its solvability is implied by closedness of Ck. Summing up, (5.17) holds and the two
Yoneda A∞-functors agree.
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5.6. Restriction of scalars. Let f : A → B, g : C → D be A∞-functors. Let P be a
B-D-bimodule, φ : Bop,D→ Ck the corresponding A∞-functor. Define an A-C-bimodule
fPg as the bimodule corresponding to the composite
A
op,C
fop,g
→ Bop,D
φ
→ Ck.
Its underlying gr-span is given by fPg(X, Y ) = P(Xf, Y g), X ∈ ObA, Y ∈ ObC.
Components of the codifferential bfPg are found using formulas (5.6) and (5.8):
bˇf
Pg
+ =
[
TsA(X, Y )⊗ sP(Y f, Zg)⊗ TsC(Z,W )
c⊗1
→ sP(Y f, Zg)⊗ TsA(X, Y )⊗ TsC(Z,W )
1⊗γ⊗1
→ sP(Y f, Zg)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗[(fop,g)φ]∨
→ sP(Y f, Zg)⊗ sCk(P(Y f, Zg),P(Xf,Wg))
1⊗s−1[1]
→ sP(Y f, Zg)⊗ Ck(sP(Y f, Zg), sP(Xf,Wg))
evCk
→ sP(Xf,Wg)
]
=
[
TsA(X, Y )⊗ sP(Y f, Zg)⊗ TsC(Z,W )
f⊗1⊗g
→
TsB(Xf, Y f)⊗ sP(Y f, Zg)⊗ TsD(Zg,Wg)
c⊗1
→
sP(Y f, Zg)⊗ TsB(Xf, Y f)⊗ TsD(Zg,Wg)
1⊗γ⊗1
→
sP(Y f, Zg)⊗ TsBop(Y f,Xf)⊗ TsD(Zg,Wg)
1⊗φˇ
→
sP(Y f, Zg)⊗ sCk(P(Y f, Zg),P(Xf,Wg))
1⊗s−1[1]
→
sP(Y f, Zg)⊗ Ck(sP(Y f, Zg), sP(Xf,Wg))
evCk
→ sP(Xf,Wg)
]
,
bˇf
Pg
0 =
[
TsA(X, Y )⊗ sP(Y f, Zg)⊗ TsC(Z,W )
pr0⊗1⊗pr0→ sP(Y f, Zg)
bP00→ sP(Y f, Zg)
]
.
These equations can be combined into a single formula
bˇfPg =
[
TsA(X, Y )⊗ sP(Y f, Zg)⊗ TsC(Z,W )
f⊗1⊗g
→
TsB(Xf, Y f)⊗ sP(Y f, Zg)⊗ TsD(Zg,Wg)
bˇP
→ sP(Xf,Wg)
]
. (5.18)
Let f : A→ B be an A∞-functor. Define an (idTsA, idTsA)-bicomodule homomorphism
tf : RA = A→ fBf = f(RB)f of degree 0 by its components
tˇf =
[
TsA(X, Y )⊗ sA(Y, Z)⊗ TsA(Z,W )
µTsA
→ TsA(X,W )
fˇ
→ sB(Xf,Wf)
]
,
or in extended form,
tfkn =
[
sA(Xk, Xk−1)⊗ · · · ⊗ sA(X1, X0)⊗ sA(X0, Z0)⊗
⊗ sA(Z0, Z1)⊗ · · · ⊗ sA(Zn−1, Zn)
fk+1+n
→ sB(Xkf, Znf)
]
. (5.19)
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We claim that tfd = 0. As usual, it suffices to show that (tfd)∨ = 0. From the identity
(tfd)∨ = tf · bˇf (RB)f − bRA · tˇf = (∆0 ⊗ 1⊗∆0)(1⊗ tˇ
f ⊗ 1)bˇf (RB)f
− (bA⊗ 1⊗ 1 + 1⊗ 1⊗ bA)tˇf − (∆0 ⊗ 1⊗∆0)(1⊗ bˇ
RA ⊗ 1)tˇf
it follows that
(tfd)∨ =
[
TsA(X, Y )⊗ sA(Y, Z)⊗ TsA(Z,W )
∆0⊗1⊗∆0
→⊕
U,V ∈ObA
TsA(X,U)⊗ TsA(U, Y )⊗ sA(Y, Z)⊗ TsA(Z, V )⊗ TsA(V,W )
P
1⊗µTsA⊗1
→
⊕
U,V ∈ObA
TsA(X,U)⊗ TsA(U, V )⊗ TsA(V,W )
P
1⊗fˇ⊗1
→
⊕
U,V ∈ObA
TsA(X,U)⊗ sB(Uf, V f)⊗ TsA(V,W )
P
f⊗1⊗f
→
⊕
U,V ∈ObA
TsB(Xf, Uf)⊗ sB(Uf, V f)⊗ TsB(V f,Wf)
µTsB
→
TsB(Xf,Wf)
bˇB
→ sB(Xf,Wf)
]
−
[
TsA(X, Y )⊗ sA(Y, Z)⊗ TsA(Z,W )
bA⊗1⊗1+1⊗1⊗bA
→
TsA(X, Y )⊗ sA(Y, Z)⊗ TsA(Z,W )
µTsA
→ TsA(X,W )
fˇ
→ sB(Xf,Wf)
]
−
[
TsA(X, Y )⊗ sA(Y, Z)⊗ TsA(Z,W )
∆0⊗1⊗∆0
→⊕
U,V ∈ObA
TsA(X,U)⊗ TsA(U, Y )⊗ sA(Y, Z)⊗ TsA(Z, V )⊗ TsA(V,W )
P
1⊗µTsA⊗1
→
⊕
U,V ∈ObA
TsA(X,U)⊗ TsA(U, V )⊗ TsA(V,W )
P
1⊗bˇA⊗1
→
⊕
U,V ∈ObA
TsA(X,U)⊗ sA(U, V )⊗ TsA(V,W )
P
µTsA
→ TsA(X,W )
fˇ
→ sB(Xf,Wf)
]
.
Likewise Section 5.4 we see that the equation (tfd)∨ = 0 is equivalent to f · bˇB = bA · fˇ .
5.7 Corollary. Let f : A→ B be an A∞-functor. There is a natural A∞-transformation
rf : HomA → (f
op, f) · HomB : A
op,A→ Ck depicted as follows:
A
op,A
HomA
→ Ck
B
op,B
rf
wwww
HomB
→
fop,f →
It is invertible if f is homotopy full and faithful.
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Proof. Define rf = (tf )Φ−1s ∈ sA∞(A
op,A;Ck)(HomA, (f
op, f) HomB), where t
f : A →
fBf is the closed bicomodule homomorphism defined above. Since Φ is an invertible chain
map, it follows that rf is a natural A∞-transformation. Suppose f is homotopy full and
faithful. That is, its first component f1 is homotopy invertible. This implies that the
(0, 0)-component
X,Zr
f
00 =
[
k
coev
→ Ck(sA(X,Z), sA(X,Z))
Ck(1,f1)→
Ck(sA(X,Z), sB(Xf, Zf))
[−1]s
→ sCk(A(X,Z),B(Xf, Zf))
]
,
found from (5.14) and (5.19), is invertible modulo boundaries in sCk(A(X,Z),B(Xf, Zf)),
thus rf is invertible by [BLM07, Lemma 13.9]. The corollary is proven.
5.8. Opposite bimodule. Let P be an A-C-bimodule, φ : Aop,C→ Ck the correspond-
ing A∞-functor. Define an opposite bimodule P
op as the Cop-Aop-bimodule corresponding
to the A∞-functor
(idC, idAop , φ)µ
A∞
X:2→2 =
[
TsC⊠ TsAop
c
→ TsAop ⊠ TsC
φ
→ TsCk
]
.
Its underlying gr-span is given by Pop(Y,X) = P(X, Y ), X ∈ ObA, Y ∈ ObC. Compo-
nents of the differential bP
op
are found from equations (5.6) and (5.8):
bˇP
op
+ =
[
TsCop(W,Z)⊗ sPop(Z, Y )⊗ TsAop(Y,X)
c⊗1
→
sP(Y, Z)⊗ TsCop(W,Z)⊗ TsAop(Y,X)
1⊗γ⊗1
→ sP(Y, Z)⊗ TsC(Z,W )⊗ TsAop(Y,X)
1⊗c
→ sP(Y, Z)⊗ TsAop(Y,X)⊗ TsC(Z,W )
1⊗φˇ
→ sP(Y, Z)⊗ sCk(P(Y, Z),P(X,W ))
1⊗s−1[1]
→ sP(Y, Z)⊗ Ck(sP(Y, Z), sP(X,W ))
evCk
→ sP(X,W ) = sPop(W,X)
]
=
[
TsCop(W,Z)⊗ sPop(Z, Y )⊗ TsAop(Y,X)
(13)∼
→
TsAop(Y,X)⊗ sP(Y, Z)⊗ TsCop(W,Z)
γ⊗1⊗γ
→
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
bˇP+
→ sP(X,W ) = sPop(W,X)
]
,
bˇP
op
0 =
[
TsCop(W,X)⊗ sPop(Z, Y )⊗ TsAop(Y,X)
pr0 ⊗1⊗pr0→ sP(Y, Z)
bP00→ sP(Y, Z)
]
.
These equations are particular cases of a single formula
bˇP
op
=
[
TsCop(W,Z)⊗ sPop(Z, Y )⊗ TsAop(Y,X)
(13)∼
→
TsAop(Y,X)⊗ sP(Y, Z)⊗ TsCop(W,Z)
γ⊗1⊗γ
→
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
bˇP
→ sP(X,W ) = sPop(W,X)
]
63
= −
[
TsCop(W,Z)⊗ sPop(Z, Y )⊗ TsAop(Y,X)
(13)∼
→
TsAop(Y,X)⊗ sPop(Z, Y )⊗ TsCop(W,Z)
γ⊗γ⊗γ
→
TsA(X, Y )⊗ sP(Y, Z)⊗ TsC(Z,W )
bˇP
→ sP(X,W ) = sPop(W,X)
]
. (5.20)
5.9 Proposition. Let A be an A∞-category. Then R
op
A
= RAop as A
op-Aop-bimodules.
Proof. Clearly, the underlying gr-spans of the both bimodules coincide. Computing bˇR
op
A
by formula (5.20) yields
bˇR
op
A = −
[
TsAop(W,Z)⊗ sAop(Z, Y )⊗ TsAop(Y,X)
(13)∼
→
TsAop(Y,X)⊗ sAop(Z, Y )⊗ TsAop(W,Z)
γ⊗γ⊗γ
→
TsA(X, Y )⊗ sA(Y, Z)⊗ TsA(Z,W )
µTsA
→ TsA(X,W )
bˇA
→ sA(X,W )
]
= −
[
TsAop(W,Z)⊗ sAop(Z, Y )⊗ TsAop(Y,X)
µTsAop→ TsAop(W,X)
γ
→ TsA(X,W )
bˇA
→ sA(X,W )
]
since γ : TsAop → TsA is a category anti-isomorphism. Since bA
op
= γbAγ, it follows
that bˇA
op
= −γbˇA : TsAop(W,X)→ sA(W,X), therefore
bˇR
op
A =
[
TsAop(W,Z)⊗ sAop(Z, Y )⊗ TsAop(Y,X)
µTsAop→
TsAop(W,X)
bˇA
op
→ sAop(W,X)
]
= bˇRAop .
The proposition is proven.
5.10 Corollary. Let A be an A∞-category. Then
HomAop =
[
TsA⊠ TsAop
c
→ TsAop ⊠ TsA
HomA
→ TsCk
]
.
5.11 Proposition. For an arbitrary A∞-category A, kHomA = HomkA : kA
op⊠kA → K.
Proof. Let X, Y, U, V ∈ ObA. Then
kHomA =
[
A
op(X, Y )⊗A(U, V )
s(HomA)10s
−1⊗s(HomA)01s
−1
→
Ck(A(X,U),A(Y, U))⊗ Ck(A(Y, U),A(Y, V ))
m
Ck
2→ Ck(A(X,U),A(Y, V ))
]
.
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According to (5.16),
s(HomA)10s
−1 = −
[
A(Y,X)
s
→ sA(Y,X)
coevCk
→ Ck(sA(X,U), sA(X,U)⊗ sA(Y,X))
Ck(1,cb2)→ Ck(sA(X,U), sA(Y, U))
[−1]
‖
Ck(s,1)·Ck(1,s
−1)
→ Ck(A(X,U),A(Y, U))
]
= −
[
A(Y,X)
coevCk
→ Ck(A(X,U),A(X,U)⊗A(Y,X))
Ck(1,s⊗s)→
Ck(A(X,U), sA(X,U)⊗ sA(Y,X))
Ck(1,cb2s
−1)
→ Ck(A(X,U),A(Y, U))
]
=
[
A(Y,X)
coevCk
→ Ck(A(X,U),A(X,U)⊗A(Y,X))
Ck(1,c)→
Ck(A(X,U),A(Y,X)⊗A(X,U))
Ck(1,m2)→ Ck(A(X,U),A(Y, U))
]
. (5.21)
Similarly we obtain from equation (5.15)
s(HomA)01s
−1 =
[
A(U, V )
s
→ sA(U, V )
coevCk
→ Ck(sA(Y, U), sA(Y, U)⊗ sA(U, V ))
Ck(1,b2)→ Ck(sA(Y, U), sA(Y, V ))
[−1]
→ Ck(A(Y, U),A(Y, V ))
]
=
[
A(U, V )
coevCk
→ Ck(A(Y, U),A(Y, U)⊗A(U, V ))
C
k
(1,m2)
→ Ck(A(Y, U),A(Y, V ))
]
.
It follows that
kHomA =
[
A(Y,X)⊗A(U, V )
coevCk ⊗ coevCk
→
Ck(A(X,U),A(X,U)⊗A(Y,X))⊗ Ck(A(Y, U),A(Y, U)⊗A(U, V ))
Ck(1,cm2)⊗Ck(1,m2)→
Ck(A(X,U),A(Y, U))⊗ Ck(A(Y, U),A(Y, V ))
m
Ck
2→ Ck(A(X,U),A(Y, V ))
]
.
Equation (A.1.2) of [LM04] allows to write the above expression as follows:
kHomA =
[
A(Y,X)⊗A(U, V )
coevCk
→ Ck(A(X,U),A(X,U)⊗A(Y,X)⊗A(U, V ))
Ck(1,cm2⊗1)→ Ck(A(X,U),A(Y, U)⊗A(U, V ))
Ck(1,m2)→ Ck(A(X,U),A(Y, V ))
]
=
[
A(Y,X)⊗A(U, V )
coevCk
→ Ck(A(X,U),A(X,U)⊗A(Y,X)⊗A(U, V ))
Ck(1,c⊗1)→
Ck(A(X,U),A(Y,X)⊗A(X,U)⊗A(U, V ))
Ck(1,(m2⊗1)m2)→ Ck(A(X,U),A(Y, V ))
]
= HomkA .
The proposition is proven.
65
5.12. Duality A∞-functor. The regular module k, viewed as a complex concentrated
in degree 0, determines the duality A∞-functor D = H
k = hk · [−1] : Ck
op → Ck. It maps
a complex M to its dual (Ck(M, k), m1) = (Ck(M, k),−Ck(d, 1)). Since Ck is a differential
graded category, the components Dk vanish if k > 1, due to (5.16). The component D1
is given by
D1 = −
[
sCk
op(M,N) = sCk(N,M)
coevCk
→
Ck(sCk(M, k), sCk(M, k)⊗ sCk(N,M))
Ck(1,cb
Ck
2 )→ Ck(sCk(M, k), sCk(N, k))
[−1]
→ Ck(Ck(M, k),Ck(N, k))
s
→ sCk(Ck(M, k),Ck(N, k))
]
.
It follows that
sD1s
−1 =
[
Ck
op(M,N) = Ck(N,M)
coevCk
→
Ck(Ck(M, k),Ck(M, k)⊗ Ck(N,M))
Ck(1,cm
Ck
2 )→ Ck(Ck(M, k),Ck(N, k))
]
,
cf. (5.21). It follows from (1.5) that kD = K( , k) : kCk
op = Kop → kCk = K.
5.13. Dual A∞-bimodule. Let A, C be A∞-categories, and let P be an A-C-bimodule
with a flat (1, 1, 1, bA, bC)-connection bP : TsA ⊗ sP ⊗ TsC → TsA ⊗ sP ⊗ TsC, and
let φP : TsAop ⊠ TsC → TsCk be the corresponding A∞-functor. Define the dual C-A-
bimodule P∗ as the bimodule that corresponds to the following A∞-functor:
φP
∗
= ((φP)op, D)µA∞2→1•A∞(X;Ck) : C
op,A→ Ck,
where X : 2→ 2, 1 7→ 2, 2 7→ 1, and the map A∞(X;Ck) is given by the composite
A∞(A,C
op;Ck)
idCop × idA ×1→ A∞(C
op;Cop)× A∞(A;A)× A∞(A,C
op;Ck)
µA∞
X:2→2→ A∞(C
op,A;Ck).
Equivalently,
φP
∗
=
(
TsCop ⊠ TsA
c
→ TsA⊠ TsCop
γ⊠γ
→
TsAop ⊠ TsC
φP
→ TsCk
γ
→ TsCk
op D→ TsCk
)
. (5.22)
The underlying gr-span of P∗ is given by Obs P
∗ = Obt P = ObC, Obt P
∗ = Obs P =
ObA, ParP∗ = Obs P
∗ × Obt P
∗, src = pr1, tgt = pr2, P
∗(X, Y ) = Ck(P(Y,X), k),
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X ∈ ObC, Y ∈ ObA. Moreover,
φˇP
∗
= φP
∗
pr1 =
[
TsCop(Y, Z)⊗ TsA(X,W )
c(γ⊗γ)
→
TsAop(W,X)⊗ TsC(Z, Y )
φˇP
→ sCk(P(W,Z),P(X, Y ))
coevCk
→
Ck(sCk(P(X, Y ), k), sCk(P(X, Y ), k)⊗ sCk(P(W,Z),P(X, Y )))
Ck(1,cb
Ck
2 )→
Ck(sCk(P(X, Y ), k), sCk(P(W,Z), k))
[−1]
→ Ck(Ck(P(X, Y ), k),Ck(P(W,Z), k))
s
→ sCk(Ck(P(X, Y ), k),Ck(P(W,Z), k))
]
(the minus sign present in γ : sCk
op → sCk cancels that present in D1). According to
(5.6),
bˇP
∗
+ =
[
TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
c⊗1
→
sP∗(Y, Z)⊗ TsC(X, Y )⊗ TsA(Z,W )
1⊗γ⊗1
→ sP∗(Y, Z)⊗ TsCop(Y,X)⊗ TsA(Z,W )
1⊗c
→ sP∗(Y, Z)⊗ TsA(Z,W )⊗ TsCop(Y,X)
1⊗γ⊗γ
→
sP∗(Y, Z)⊗ TsAop(W,Z)⊗ TsC(X, Y )
1⊗φˇP
→ sP∗(Y, Z)⊗ sCk(P(W,X),P(Z, Y ))
1⊗coevCk
→ sP∗(Y, Z)⊗ Ck(sCk(P(Z, Y ), k), sCk(P(Z, Y ), k)⊗ sCk(P(W,X),P(Z, Y )))
1⊗Ck(1,cb
Ck
2 )→ sP∗(Y, Z)⊗ Ck(sP
∗(Y, Z), sP∗(X,W ))
evCk
→ sP∗(X,W )
]
=
[
TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
(123)
→ TsA(Z,W )⊗ TsC(X, Y )⊗ sP∗(Y, Z)
γ⊗1⊗1
→ TsAop(W,Z)⊗ TsC(X, Y )⊗ sP∗(Y, Z)
φˇP⊗1
→
sCk(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
b
Ck
2→ sCk(P(W,X), k) = sP
∗(X,W )
]
,
by properties of closed monoidal categories. Similarly, by (5.8)
bˇP
∗
0 =
[
TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
pr0⊗1⊗pr0→ sP∗(Y, Z)
−s−1Ck(d,1)s→ sP∗(Y, Z)
]
,
where d is the differential in the complex φP(Z, Y ) = P(Z, Y ).
5.14 Proposition. The map bˇP
∗
: TsC⊗sP∗⊗TsA→ sP∗ satisfies the following equation:
[
sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
1⊗bˇP
∗
→ sP(W,X)⊗ sP∗(X,W )
s−1⊗s−1
→ P(W,X)⊗ Ck(P(W,X), k)
evCk
→ k
]
= −
[
sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
(1234)
→
TsA(Z,W )⊗ sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)
bˇP⊗1
→ sP(Z, Y )⊗ sP∗(Y, Z)
s−1⊗s−1
→ P(Z, Y )⊗ Ck(P(Z, Y ), k)
evCk
→ k
]
.
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Proof. It suffices to prove that the pairs of morphisms bˇP+, bˇ
P∗
+ and bˇ
P
0 , bˇ
P∗
0 are related by
similar equations. The corresponding equation for bˇP+, bˇ
P∗
+ is given below:
[
sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
1⊗bˇP
∗
+
→ sP(W,X)⊗ sP∗(X,W )
s−1⊗s−1
→ P(W,X)⊗ Ck(P(W,X), k)
evCk
→ k
]
= −
[
sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
(1234)
→
TsA(Z,W )⊗ sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)
bˇP+⊗1
→ sP(Z, Y )⊗ sP∗(Y, Z)
s−1⊗s−1
→ P(Z, Y )⊗ Ck(P(Z, Y ), k)
evCk
→ k
]
. (5.23)
Its left hand side equals
[
sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
1⊗(123)
→
sP(W,X)⊗ TsA(Z,W )⊗ TsC(X, Y )⊗ sP∗(Y, Z)
1⊗γ⊗1⊗1
→
sP(W,X)⊗ TsAop(W,Z)⊗ TsC(X, Y )⊗ sP∗(Y, Z)
1⊗φˇP⊗1
→
sP(W,X)⊗ sCk(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
1⊗b
Ck
2→
sP(W,X)⊗ sCk(P(W,X), k)
s−1⊗s−1
→ P(W,X)⊗ Ck(P(W,X), k)
evCk
→ k
]
.
Note that (1234)(c⊗ 1⊗ 1) = 1⊗ (123). Using (5.6), the right hand side can be written
as follows:
−
[
sP(W,X)⊗ TsC(X, Y )⊗ sP∗(Y, Z)⊗ TsA(Z,W )
1⊗(123)
→
sP(W,X)⊗ TsA(Z,W )⊗ TsC(X, Y )⊗ sP∗(Y, Z)
1⊗γ⊗1⊗1
→
sP(W,X)⊗ TsAop(W,Z)⊗ TsC(X, Y )⊗ sP∗(Y, Z)
1⊗φˇP⊗1
→
sP(W,X)⊗ sCk(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
1⊗s−1⊗1
→
sP(W,X)⊗ Ck(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
1⊗[1]⊗1
→
sP(W,X)⊗ Ck(sP(W,X), sP(Z, Y ))⊗ sCk(P(Z, Y ), k)
evCk ⊗1
→
sP(Z, Y )⊗ sCk(P(Z, Y ), k)
s−1⊗s−1
→ P(Z, Y )⊗ Ck(P(Z, Y ), k)
evCk
→ k
]
.
Equation (5.23) follows from the following equation, which we are going to prove:
[
sP(W,X)⊗ sCk(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
1⊗b
Ck
2→
sP(W,X)⊗ sCk(P(W,X), k)
s−1⊗s−1
→ P(W,X)⊗ Ck(P(W,X), k)
evCk
→ k
]
= −
[
sP(W,X)⊗ sCk(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
1⊗s−1⊗1
→
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sP(W,X)⊗ Ck(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
1⊗[1]⊗1
→
sP(W,X)⊗ Ck(sP(W,X), sP(Z, Y ))⊗ sCk(P(Z, Y ), k)
evCk ⊗1
→
sP(Z, Y )⊗ sCk(P(Z, Y ), k)
s−1⊗s−1
→ P(Z, Y )⊗ Ck(P(Z, Y ), k)
evCk
→ k
]
.
Composing both sides with the morphism −s⊗ s⊗ s we obtain an equivalent equation:
[
P(W,X)⊗ Ck(P(W,X),P(Z, Y ))⊗ Ck(P(Z, Y ), k)
1⊗m
Ck
2→
P(W,X)⊗ Ck(P(W,X), k)
evCk
→ k
]
= −
[
P(W,X)⊗ Ck(P(W,X),P(Z, Y ))⊗ Ck(P(Z, Y ), k)
s⊗1⊗s
→
sP(W,X)⊗ Ck(P(W,X),P(Z, Y ))⊗ sCk(P(Z, Y ), k)
1⊗[1]⊗1
→
sP(W,X)⊗ Ck(sP(W,X), sP(Z, Y ))⊗ sCk(P(Z, Y ), k)
evCk ⊗1
→
sP(Z, Y )⊗ sCk(P(Z, Y ), k)
s−1⊗s−1
→ P(Z, Y )⊗ Ck(P(Z, Y ), k)
evCk
→ k
]
.
It follows from the definition of dg-functor [1] that
(s⊗ 1)(1⊗ [1]) evCk s−1 = (s⊗ 1)(s−1 ⊗ 1) evCk ss−1 = evCk ,
therefore the right hand side of the above equation is equal to (evCk ⊗1) evCk , and it equals
the left hand side by the definition of m
Ck
2 .
The corresponding equation for bˇP0 and bˇ
P∗
0 reads as follows:
[
sP(W,X)⊗ T 0sC(X, Y )⊗ sP∗(Y, Z)⊗ T 0sA(Z,W )
1⊗bˇP
∗
0→
sP(W,X)⊗ sP∗(X,W )
s−1⊗s−1
→ P(W,X)⊗ Ck(P(W,X), k)
evCk
→ k
]
= −
[
sP(W,X)⊗ T 0sC(X, Y )⊗ sP∗(Y, Z)⊗ T 0sA(Z,W )
(1234)
→
T 0sA(Z,W )⊗ sP(W,X)⊗ T 0sC(X, Y )⊗ sP∗(Y, Z)
bˇP0 ⊗1→
sP(Z, Y )⊗ sP∗(Y, Z)
s−1⊗s−1
→ P(Z, Y )⊗ Ck(P(Z, Y ), k)
evCk
→ k
]
.
It is non-trivial only if X = Y and Z = W . In this case, up to obvious isomorphism the
left hand side equals
[
sP(Z,X)⊗ sP∗(X,Z)
s−1⊗s−1
→ P(Z,X)⊗ Ck(P(Z,X), k)
1⊗Ck(d,1)→ P(Z,X)⊗ Ck(P(Z,X), k)
evCk
→ k
]
=
[
sP(Z,X)⊗ sP∗(X,Z)
s−1⊗s−1
→ P(Z,X)⊗ Ck(P(Z,X), k)
d⊗1
→ P(Z,X)⊗ Ck(P(Z,X), k)
evCk
→ k
]
= −
[
sP(Z,X)⊗ sP∗(X,Z)
s−1ds⊗1
→ sP(Z,X)⊗ sCk(P(Z,X), k)
s−1⊗s−1
→ P(Z,X)⊗ Ck(P(Z,X), k)
evCk
→ k
]
,
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which is the right hand side (up to obvious isomorphism).
5.15 Proposition. Let A be an A∞-category. Denote by R the regular A-bimodule.
Then
φR
∗
= (Homop
Aop
, D)µA∞2→1 = Hom
op
Aop
·D : Aop,A→ Ck.
Proof. Formula (5.22) implies that
φR
∗
=
[
TsAop ⊠ TsA
c
→ TsA⊠ TsAop
γ⊠γ
→ TsAop ⊠ TsA
HomA
→ TsCk
γ
→ TsCk
op D→ TsCk
]
=
[
TsAop ⊠ TsA
γ⊠γ
→ TsA⊠ TsAop
c
→ TsAop ⊠ TsA
HomA
→ TsCk
γ
→ TsCk
op D→ TsCk
]
.
By Corollary 5.10, HomAop = [TsA⊠ TsA
op c→ TsAop ⊠ TsA
HomA
→ TsCk], therefore
φR
∗
=
[
TsAop ⊠ TsA
γ⊠γ
→ TsA⊠ TsAop
HomAop→ TsCk
γ
→ TsCk
op D→ TsCk
]
=
[
TsAop ⊠ TsA
Homop
Aop→ TsCk
op D→ TsCk
]
.
The proposition is proven.
5.16. Unital A∞-bimodules.
5.17 Definition. An A-C-bimodule P corresponding to an A∞-functor φ : A
op,C → Ck
is called unital if the A∞-functor φ is unital.
5.18 Proposition. AnA-C-bimodule P is unital if and only if for allX ∈ ObA, Y ∈ ObC
the compositions
[
sP(X, Y ) = sP(X, Y )⊗ k
1⊗Y i
C
0→ sP(X, Y )⊗ sC(Y, Y )
bP01→ sP(X, Y )
]
,
−
[
sP(X, Y ) = k⊗ sP(X, Y )
X i
A
0 ⊗1→ sA(X,X)⊗ sP(X, Y )
bP10→ sP(X, Y )
]
are homotopic to the identity map.
Proof. The second statement expands to the property that
[
sP(X, Y )
s−1⊗Y i
C
0φ01s
−1
→ P(X, Y )⊗ Ck(P(X, Y ),P(X, Y ))
evCk s
→ sP(X, Y )
]
,[
sP(X, Y )
s−1⊗X i
A
0 φ10s
−1
→ P(X, Y )⊗ Ck(P(X, Y ),P(X, Y ))
evCk s
→ sP(X, Y )
]
are homotopic to identity. That is,
Y i
C
0
(
φ01|
X
C
)
− 1sP(X,Y )s ∈ Im b1, Xi
A
0
(
φ10|
Y
Aop
)
− 1sP(X,Y )s ∈ Im b1
for allX ∈ ObA, Y ∈ ObC. By [BLM07, Proposition 13.6] theA∞-functor φ is unital.
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5.19 Remark. Suppose A is a unital A∞-category. By the above criterion, the regular
A-bimodule RA is unital, and therefore the A∞-functor HomA : A
op,A→ Ck is unital. In
particular, for each object Z of A, the representable A∞-functor
HZ = HomA |
Z
1 : A
op → Ck
is unital, by [BLM07, Proposition 13.6]. Thus, the Yoneda A∞-functor Y : A →
A∞(A
op;Ck) takes values in the full A∞-subcategory A
u
∞(A
op;Ck) of A∞(A
op;Ck). Fur-
thermore, by the closedness of the multicategory Au∞, the A∞-functor Y is unital.
Let A, B be unital A∞-categories. A unital A∞-functor f : A→ B is called homotopy
fully faithful if the corresponding K-functor kf : kA → kB is fully faithful. That is,
f is homotopy fully faithful if and only if its first component is homotopy invertible.
Equivalently, f is homotopy fully faithful if and only if it admits a factorization
A
g
→ I ⊂
e
→ B, (5.24)
where I is a full A∞-subcategory of B, e : I → B is the embedding, and g : A → I is an
A∞-equivalence.
5.20 Lemma. Suppose f : A→ B is a homotopy fully faithful A∞-functor. Then for an
arbitrary A∞-category C the A∞-functor A∞(1; f) : A∞(C;A) → A∞(C;B) is homotopy
fully faithful.
Proof. Factorize f as in (5.24). Then the A∞-functor A∞(1; f) factorizes as
A∞(C;A)
A∞(1;g)
→ A∞(C; I)
A∞(1;e)
→ A∞(C;B).
The A∞-functor A∞(1; g) is an A∞-equivalence since A∞(C;−) is a A
u
∞-2-functor, so it
suffices to show that A∞(1; e) is a full embedding. Since e is a strict A∞-functor, so is
A∞(1; e). Its first component is given by
sA∞(C; I)(φ, ψ) =
X,Y ∈ObC∏
n>0
Ck(T
nsC(X, Y ), sI(Xφ, Y ψ))
Ck(1,e1)→
sA∞(C;B)(φe, ψe) =
X,Y ∈ObC∏
n>0
Ck(T
nsC(X, Y ), sB(Xφ, Y ψ)),
that is, r = (rn) 7→ re = (rne1). Since sI(Xφ, Y ψ) = sB(Xφ, Y ψ) and e1 : sI(Xφ, Y ψ)→
sB(Xφ, Y ψ) is the identity morphism, the above map is the identity morphism, and the
proof is complete.
5.21 Example. Let g : C→ A be an A∞-functor. Then anA-C-bimoduleA
g is associated
to it via the A∞-functor
A
g =
[
A
op,C
1,g
→ Aop,A
1,Y
→ Aop,A∞(A
op,Ck)
evA∞
→ Ck
]
=
[
A
op,C
1,g
→ Aop,A
HomA
→ Ck
]
. (5.25)
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As we already noticed, A-C-bimodules are objects of the differential graded category
A∞(A
op,C;Ck) ≃ A∞(C;A∞(A
op;Ck)). Thus it makes sense to speak about their isomor-
phisms in the homotopy category H0(A∞(A
op,C;Ck)).
5.22 Proposition. There is an A∞-functor A∞(C;A)→ A∞(A
op,C;Ck), g 7→ A
g, homo-
topy fully faithful if A is a unital A∞-category. In that case, A∞-functors g, h : C → A
are isomorphic if and only if the bimodules Ag and Ah are isomorphic. If both C and A
are unital, then the above A∞-functor restricts to A
u
∞(C;A)→ A
u
∞(A
op,C;Ck). Moreover,
g is unital if and only if Ag is unital.
Proof. The functor in question is the composite
A∞(C;A)
A∞(1;Y )
→ A∞(C;A∞(A
op;Ck))
ϕA∞
∼
→ A∞(A
op,C;Ck),
where Y is the Yoneda A∞-functor. When A is unital, Y : A→ A
u
∞(A
op;Ck) is homotopy
fully faithful by Corollary A.9, see also [LM04, Theorem A.11]. Thus, the first claim
follows from Lemma 5.20.
Assume that A∞-categories C and A are unital, and A∞-functor (5.25) is unital. Let
us prove that g : C→ A is unital. Denote f = g ·Y : C→ A∞(A
op;Ck). The A∞-functor
f ′ =
[
A
op,C
1,f
→ Aop,Au∞(A
op,Ck)
ev
→ Ck
]
is unital by assumption. The bijection
ϕA∞ : A∞(C;A∞(A
op;Ck))→ A∞(A
op,C;Ck)
shows that given f ′ can be obtained from a unique f . The bijection
ϕA
u
∞ : Au∞(C;A
u
∞(A
op;Ck))→ A
u
∞(A
op,C;Ck)
shows that such A∞-functor f is unital.
Thus, the composition of g : C→ A with the unital homotopy fully faithful A∞-functor
Y : A → Au∞(A
op;Ck) is unital. Denote by Rep(A
op,Ck) the essential image of Y ,
the full differential graded subcategory of Au∞(A
op;Ck) whose objects are representable
A∞-functors (X)Y = H
X . The composition of g with the A∞-equivalence Y : A →
Rep(Aop,Ck) is unital. Denote by Ψ : Rep(A
op,Ck) → A a quasi-inverse to Y . We find
that g is isomorphic to a unital A∞-functor g · Y ·Ψ : C→ A. Thus, g is unital itself by
[Lyu03, (8.2.4)].
5.23 Proposition. Let A,C be A∞-categories, and suppose A is unital. Let P be an
A-C-bimodule, φP : Aop,C → Ck the corresponding A∞-functor. The A-C-bimodule P is
isomorphic to Ag for some A∞-functor g : C→ A if and only if for each object Y ∈ ObC
the A∞-functor φ
P|Y1 : A
op → Ck is representable.
72
Proof. The “only if” part is obvious. For the proof of “if”, consider the A∞-functor f =
(ϕA∞)−1(φP) : C→ A∞(A
op;Ck). It acts on objects by Y 7→ φ
P|Y1 , Y ∈ ObC, therefore it
takes values in the A∞-subcategory Rep(A
op,Ck) of representable A∞-functors. Denote by
Ψ : Rep(Aop,Ck)→ A a quasi-inverse to Y . Let g denote the A∞-functor f ·Ψ : C→ A.
Then the composite g ·Y = f ·Ψ ·Y : C→ A∞(A
op;Ck) is isomorphic to f , therefore the
A∞-functor
ϕA∞(g · Y ) =
[
A
op,C
1,g·Y
→ Aop,A∞(A
op;Ck)
evA∞
→ Ck
]
,
corresponding to the bimodule Ag, is isomorphic to ϕA∞(f) = φP. Thus, Ag is isomorphic
to P.
5.24 Lemma. If A-C-bimodule P is unital, then the dual C-A-bimodule P∗ is unital as
well.
Proof. The A∞-functor φ
P∗ is the composite of two A∞-functors, (φ
P)op : A,Cop → Ck
op
and D = Hk : Ck
op → Ck. The latter is unital by Remark 5.19. The former is unital if
and only if φP is unital.
6. Serre A∞-functors
Here we present Serre A∞-functors as an application of A∞-bimodules.
6.1 Definition (cf. Soibelman [Soi04], Kontsevich and Soibelman, sequel to [KS06]).
A right Serre A∞-functor S : A → A in a unital A∞-category A is an A∞-functor for
which the A-bimodules AS =
[
Aop,A
1,S
→ Aop,A
HomA
→ Ck
]
and A∗ are isomorphic. If,
moreover, S is an A∞-equivalence, it is called a Serre A∞-functor.
By Lemma 5.24 and Proposition 5.22, if a right Serre A∞-functor exists, then it is
unital and unique up to an isomorphism.
6.2 Proposition. If S : A → A is a (right) Serre A∞-functor, then kS : kA → kA is a
(right) Serre K-functor.
Proof. Let p : AS → A∗ be an isomorphism. More precisely, p is an isomorphism
(1, S,HomA)µ
A
u
∞
id:2→2 → (Hom
op
Aop
, D)µ
A
u
∞
2→1 : A
op,A→ Ck.
We visualize this by the following diagram:
A
op,A
1,S
→ Aop,A
Ck
op
Homop
Aop↓
D
→
p
⇐=
==
==
==
=
Ck
HomA
↓
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Applying the k-Cat-multifunctor k, and using Lemma 3.2, Proposition 5.11, and results
of Section 5.12, we get a similar diagram in K-Cat:
kA
op ⊠ kA
1⊠kS
→ kAop ⊠ kA
K
op
Homop
kAop↓
K( ,k)
→
kp
⇐=
===
===
===
=
K
HomkA
↓
Since kp is an isomorphism, it follows that kS is a right Serre K-functor.
The A∞-functor S is an equivalence if and only if kS is a K-equivalence.
When A is an A∞-algebra and S is its identity endomorphism, the natural transforma-
tion p : A → A∗ identifies with an ∞-inner-product on A, as defined by Tradler [Tra01,
Definition 5.3].
6.3 Corollary. Let A be a unital A∞-category. Then A admits a (right) Serre A∞-functor
if and only if kA admits a (right) Serre K-functor.
Proof. The “only if” part is proven above. Suppose kA admits a Serre K-functor. By
Proposition 2.6 this implies representability of the K-functor
HomkA(Y, )
op ·K( , k) = k[HomA(Y, )
op ·D] : kAop → K = kCk,
for each object Y ∈ ObA. By Corollary A.6 the A∞-functor
HomA(Y, )
op ·D = (Homop
Aop
, D)µA∞2→1|
Y
1 : A
op → Ck
is representable for each Y ∈ ObA. By Proposition 5.23 the bimodule A∗ corresponding
to the A∞-functor (Hom
op
Aop
, D)µA∞2→1 is isomorphic to A
S for some A∞-functor S : A →
A.
6.4 Corollary. Suppose A is a Hom-reflexive A∞-category, i.e., the complex A(X, Y )
is reflexive in K for each pair of objects X, Y ∈ ObA. If S : A → A is a right Serre
A∞-functor, then S is homotopy fully faithful.
Proof. The K-functor kS is fully faithful by Proposition 2.5.
In particular, the above corollary applies if k is a field and all homology spaces
Hn(A(X, Y )) are finite dimensional. If A is closed under shifts, the latter condition is
equivalent to requiring thatH0(A(X, Y )) be finite dimensional for each pairX, Y ∈ ObA.
Indeed, Hn(A(X, Y )) = Hn(kA(X, Y )) = H0(kA(X, Y )[n]) = H0((kA)[ ]((X, 0), (Y, n))).
The K-category kA is closed under shifts by results of Section 3.7, therefore there exists
an isomorphism α : (Y, n) → (Z, 0) in (kA)[ ], for some Z ∈ ObA. It induces an isomor-
phism (kA)[ ](1, α) : (kA)[ ]((X, 0), (Y, n)) → (kA)[ ]((X, 0), (Z, 0)) = kA(X,Z) in K, thus
an isomorphism in homology
Hn(A(X, Y )) = H0((kA)[ ]((X, 0), (Y, n))) ≃ H0(kA(X,Z)) = H0(A(X,Z)).
The latter space is finite dimensional by assumption.
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6.5 Theorem. Suppose k is a field, A is a unital A∞-category closed under shifts. Then
the following conditions are equivalent:
(a) A admits a (right) Serre A∞-functor;
(b) kA admits a (right) Serre K-functor;
(c) H•A
def
= H•(kA) admits a (right) Serre gr-functor;
(d) H0(A) admits (right) Serre k-linear functor.
Proof. Equivalence of (a) and (b) is proven in Corollary 6.3. Conditions (b) and (c) are
equivalent due to Corollary 2.16, because H• : K → gr is an equivalence of symmetric
monoidal categories. Condition (c) implies (d) for arbitrary gr-category by Corollary 2.18,
in particular, for H•A. Note that H•A is closed under shifts by Section 3.7 and the
discussion preceding Proposition 2.21. Therefore, (d) implies (c) due to Proposition 2.21.
An application of this theorem is the following. Let k be a field. Drinfeld’s construc-
tion of quotients of pretriangulated dg-categories [Dri04] allows to find a pretriangulated
dg-category A such that H0(A) is some familiar derived category (e.g. category Dbcoh(X)
of complexes of coherent sheaves on a projective variety X). If a right Serre functor exists
for H0(A), then A admits a right Serre A∞-functor S by the above theorem. That is the
case of H0(A) ≃ Dbcoh(X), where X is a smooth projective variety [BK89, Example 3.2].
Notice that S : A→ A does not have to be a dg-functor.
6.6 Proposition. Let S : A→ A, S ′ : B→ B be right Serre A∞-functors. Let g : B→ A
be an A∞-equivalence. Then the A∞-functors S
′g : B → A and gS : B → A are
isomorphic.
Proof. Consider the following diagram:
B
op,B
1,S′
→ Bop,B
⇐======
(rg)op
∼
A
op,A
1,S
→
gop,g
→
A
op,A⇐======
rg
∼
gop,g
←
Ck
op
Homop
Bop
↓
D
→
Homop
Aop←
Ck
HomB
↓HomA →
Here the natural A∞-isomorphism r
g is that constructed in Corollary 5.7. The exte-
rior and the lower trapezoid commute up to natural A∞-isomorphisms by definition of
right Serre functor. It follows that the A∞-functors (g
op, S ′g) HomA : B
op,B → Ck and
(gop, gS) HomA : B
op,B→ Ck are isomorphic. Consider the A∞-functors
B
S′g
→ A
Y
→ Au∞(A
op;Ck)
A
u
∞(g
op;1)
→ Au∞(B
op;Ck)
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and
B
gS
→ A
Y
→ Au∞(A
op;Ck)
A
u
∞(g
op;1)
→ Au∞(B
op;Ck)
that correspond to (gop, S ′g) HomA : B
op,B → Ck and (g
op, gS) HomA : B
op,B → Ck by
closedness. More precisely, the upper line is equal to (ϕA
u
∞)−1((gop, S ′g) HomA) and the
bottom line is equal to (ϕA
u
∞)−1((gop, gS) HomA), where
ϕA
u
∞ : Au∞(B;A
u
∞(B
op;Ck))→ A
u
∞(B
op,B;Ck)
is the natural isomorphism of A∞-categories coming from the closed structure. It follows
that the A∞-functors S
′ · g · Y · Au∞(g
op; 1) and g · S · Y · Au∞(g
op; 1) are isomorphic.
Obviously, the A∞-functor g
op is an equivalence, therefore so is the A∞-functor A
u
∞(g
op; 1)
since Au∞( ;Ck) is an A
u
∞-2-functor. Therefore, the A∞-functors S
′ · g · Y and g · S · Y
are isomorphic. However, this implies that the A∞-functors (1, S
′g) HomA = ϕ
A
u
∞(S ′ ·
g · Y ) and (1, gS) HomA = ϕ
A
u
∞(g · S · Y ) are isomorphic as well. These A∞-functors
correspond to (A,B)-A∞-bimodules A
S′g and AgS respectively. Proposition 5.22 implies
an isomorphism between the A∞-functors S
′g and gS.
6.7 Remark. Let A be an A∞-category, let S : A → A be an A∞-functor. The (0, 0)-
component of a cycle p ∈ A∞(A
op,A;Ck)(A
S,A∗)[1]−1 determines for all objects X , Y of
A a degree 0 map
k ≃ T 0sAop(X,X)⊗ T 0sA(Y, Y )
p00
→ sCk(A(X, Y S),A
∗(X, Y ))
s−1
→ Ck(A(X, Y S),Ck(A(Y,X), k)).
The obtained mapping A(X, Y S) → Ck(A(Y,X), k) is a chain map, since p00s
−1m1 = 0.
Its homotopy class gives ψX,Y from (2.1) when the pair (S, p) is projected to (kS, ψ = kp)
via the multifunctor k.
6.8. A strict case of a Serre A∞-functor. Let us consider a particularly simple
case of an A∞-category A with a right Serre functor S : A → A which is a strict
A∞-functor (only the first component does not vanish) and with the invertible natu-
ral A∞-transformation p : A
S → A∗ : Aop,A → Ck whose only non-vanishing com-
ponent is p00 : T
0sAop(X,X) ⊗ T 0sA(Y, Y ) → sCk(A(X, Y S),Ck(A(Y,X), k)). In-
vertibility of p, equivalent to invertibility of p00, means that the induced chain maps
r00 : A(X, Y S) → Ck(A(Y,X), k) are homotopy invertible for all objects X , Y of A.
General formulae for pB1 give the components (pB1)00 = p00b1 and
(pB1)kn = ([(1, S) HomA]kn ⊗ p00)b
Ck
2 + (p00 ⊗ [Hom
op
Aop
·D]kn)b
Ck
2 (6.1)
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for k+n > 0. Since p is natural, pB1 = 0, thus the right hand side of (6.1) has to vanish.
Expanding the first summand we get
(−)k
[
T ksAop(X0, Xk)⊗ T
nsA(Y0, Yn)
coev
→
Ck
(
sA(X0, Y0S), sA(X0, Y0S)⊗ T
ksAop(X0, Xk)⊗ T
nsA(Y0, Yn)
)
Ck(1,ρc(1
⊗k+1⊗S⊗n1 )bk+1+nr00)→ Ck
(
sA(X0, Y0S), sCk(A(Yn, Xk), k)
)
[−1]s
→ sCk
(
A(X0, Y0S),Ck(A(Yn, Xk), k)
)]
.
Expanding the second summand we obtain
− (−)k
[
T ksAop(X0, Xk)⊗ T
nsA(Y0, Yn)
coev
→ Ck
(
sA(Yn, Xk), sA(Yn, Xk)⊗ T
ksAop(X0, Xk)⊗ T
nsA(Y0, Yn)
)
C
k
(1,(123)c(1⊗1⊗ω0c ))→ Ck
(
sA(Yn, Xk), T
nsA(Y0, Yn)⊗ sA(Yn, Xk)⊗ T
ksA(Xk, X0)
)
Ck(1,bn+1+k)→ Ck
(
sA(Yn, Xk), sA(Y0, X0)
) [−1]s
→ sCk
(
A(Yn, Xk),A(Y0, X0)
)
coev
→ Ck
(
sA(X0, Y0S), sA(X0, Y0S)⊗ sCk(A(Yn, Xk),A(Y0, X0))
) Ck(1,(r00⊗1)cb2)→
Ck
(
sA(X0, Y0S), sCk(A(Yn, Xk), k)
) [−1]s
→ sCk
(
A(X0, Y0S),Ck(A(Yn, Xk), k)
)]
.
Sum of the two above expressions must vanish. The obtained equation can be simplified
further by closedness of Ck. The homotopy isomorphism r00 induces the pairing
q00 =
[
A(Y,X)⊗A(X, Y S)
1⊗r00
→ A(Y,X)⊗ Ck(A(Y,X), k)
ev
→ k
]
.
Using it we write down the naturality condition for p as follows: for all k > 0, n > 0
[
A(Yn, Xk)⊗ T
k
A(Xk, X0)⊗A(X0, Y0S)⊗ T
n
A(Y0, Yn)
(1⊗3⊗(sS1s−1)⊗n)(1⊗mk+1+n)
→ A(Yn, Xk)⊗A(Xk, YnS)
q00
→ k
]
= (−)(k+1)(n+1)
[
A(Yn, Xk)⊗ T
k
A(Xk, X0)⊗A(X0, Y0S)⊗ T
n
A(Y0, Yn)
(1234)c
→ T nA(Y0, Yn)⊗A(Yn, Xk)⊗ T
k
A(Xk, X0)⊗A(X0, Y0S)
mn+1+k⊗1
→ A(Y0, X0)⊗A(X0, Y0S)
q00
→ k
]
. (6.2)
Let us give a sufficient condition for this equation to hold true.
6.9 Proposition. Let A be an A∞-category, and let S : A → A be a strict A∞-functor.
Suppose given a pairing q00 : A(Y,X)⊗A(X, Y S)→ k for all objects X , Y of A. Assume
that for all X, Y ∈ ObA
(a) q00 is a chain map;
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(b) the induced chain map
r00 =
[
A(X, Y S)
coev
→ Ck(A(Y,X),A(Y,X)⊗A(X, Y S))
Ck(1,q00)→ Ck(A(Y,X), k)
]
is homotopy invertible;
(c) the pairing q00 is symmetric in a sense similar to diagram (2.11), namely, the fol-
lowing diagram of chain maps commutes:
A(X, Y S)⊗A(Y,X)
1⊗sS1s−1
→ A(X, Y S)⊗A(Y S,XS)
=
A(Y,X)⊗A(X, Y S)
c
↓
q00
→ k
q00
↓
(6.3)
(d) the following equation holds for all k > 0 and all objects X0, . . . , Xk, Y
[
A(Y,Xk)⊗ T
k
A(Xk, X0)⊗A(X0, Y S)
1⊗mk+1
→ A(Y,Xk)⊗A(Xk, Y S)
q00
→ k
]
= (−)k+1
[
A(Y,Xk)⊗ T
k
A(Xk, X0)⊗A(X0, Y S)
m1+k⊗1
→ A(Y,X0)⊗A(X0, Y S)
q00
→ k
]
. (6.4)
Then the natural A∞-transformation p : A
S → A∗ : Aop,A → Ck with the only non-
vanishing component p00 : 1 7→ r00 is invertible and S : A→ A is a Serre A∞-functor.
Notice that (6.4) is precisely the case of (6.2) with n = 0. On the other hand,
diagram (2.11) written for K-category C = kA and the pairing φ = [q00] says that (6.3)
has to commute only up to homotopy. Thus, condition (c) is sufficient but not necessary.
Proof. We have to prove equation (6.2) for all k > 0, n > 0. The case of n = 0 holds
by condition (d). Let us proceed by induction on n. Assume that (6.2) holds true for all
k > 0, 0 6 n < N . Let us prove equation (6.2) for k > 0, n = N . We have
(−)(k+1)(n+1)(13524)c · (mn+1+k ⊗ 1) · q00
(d)
= (−)(k+1)(n+1)+k+n+1(13524)c · (1⊗mn+k+1) · q00
= (−)kn(12345)c · (mn+k+1 ⊗ 1) · c · q00
(c)
= (−)kn(12345)c · (mn+k+1 ⊗ sS1s
−1) · q00
= (−)(k+2)n(1⊗3 ⊗ sS1s
−1 ⊗ 1) · (12345)c · (mn+k+1 ⊗ 1) · q00
by (6.2)
=
for k+1,n−1
(1⊗3 ⊗ sS1s
−1 ⊗ 1) · (1⊗4 ⊗ T n−1(sS1s
−1)) · (1⊗mk+1+n) · q00 :
A(Yn, Xk)⊗ T
k
A(Xk, X0)⊗A(X0, Y0S)⊗A(Y0, Y1)⊗ T
n−1
A(Y1, Yn)→ k.
This is just equation (6.2) for k, n.
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Some authors like to consider a special case of the above in which S = [d] is the shift
functor (when it makes sense), the paring q00 is symmetric and cyclically symmetric with
respect to n-ary compositions, cf. [Cos04, Section 6.2]. Then A is called a Calabi–Yau
A∞-category. General Serre A∞-functors cover wider scope, although they require more
data to work with.
A. The Yoneda Lemma.
A version of the classical Yoneda Lemma is presented in Mac Lane’s book [Mac88, Sec-
tion III.2] as the following statement. For any category C there is an isomorphism of
functors
evCat ≃
[
C× Cat(C, Set)
Y op×1
→ Cat(C, Set)op × Cat(C, Set)
HomCat(C,Set)
→ Set
]
,
where Y : Cop → Cat(C, Set), X 7→ C(X, ), is the Yoneda embedding. Here we generalize
this to A∞-setting.
A.1 Theorem (The Yoneda Lemma). For any A∞-categoryA there is a naturalA∞-trans-
formation
Ω : evA∞ →
[
A,A∞(A;Ck)
Y op,1
→ A∞(A;Ck)
op,A∞(A;Ck)
HomA∞(A;Ck)→ Ck
]
.
If the A∞-category A is unital, Ω restricts to an invertible natural A∞-transformation
A,Au∞(A;Ck)
evA
u
∞
→ Ck
A
u
∞(A;Ck)
op,Au∞(A;Ck)
Ω
wwww
HomAu∞(A;Ck)
→
Y op,1 →
Previously published A∞-versions of Yoneda Lemma contented with the statement that
for unital A∞-category A, the Yoneda A∞-functor Y : A
op → Au∞(A;Ck) is homotopy
full and faithful [Fuk02, Theorem 9.1], [LM04, Theorem A.11]. A more general form of
the Yoneda Lemma is considered by Seidel [Sei06, Lemma 2.12] over a ground field k. We
shall see that these are corollaries of the above theorem.
Proof. First of all we describe the A∞-transformation Ω for an arbitrary A∞-category A.
The discussion of Section 5.6 applied to the A∞-functor
ψ =
[
A,A∞(A;Ck)
Y op,1
→ A∞(A;Ck)
op,A∞(A;Ck)
HomA∞(A;Ck)→ Ck
]
presents the corresponding Aop-A∞(A;Ck)-bimodule Q = Y A∞(A;Ck)1 via the regular
A∞-bimodule. Thus,
(Q(X, f), sbQ00s
−1) = (A∞(A;Ck)(H
X, f), sB1s
−1).
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According to (5.16) HX = Aop( , X) = A(X, ) has the components
HXk = (HomAop)k0 =
[
T ksA(Y, Z)
coevCk
→ Ck(sA(X, Y ), sA(X, Y )⊗ T
ksA(Y, Z))
Ck(1,b
A
1+k)
→ Ck(sA(X, Y ), sA(X,Z))
[−1]s
→ sCk(A(X, Y ),A(X,Z))
]
. (A.1)
We have bQ00 = B1 and, moreover, by (5.18)
bˇQ =
[
TsAop(Y,X)⊗ sQ(X, f)⊗ TsA∞(A;Ck)(f, g)
Y ⊗1⊗1
→ TsA∞(A;Ck)(H
Y , HX)⊗ sA∞(A;Ck)(H
X, f)⊗ TsA∞(A;Ck)(f, g)
Bˇ
→ sA∞(A;Ck)(H
Y , g) = sQ(Y, g)
]
.
Since A∞(A;Ck) is a differential graded category, Bp = 0 for p > 2. Therefore, b
Q
kn = 0 if
n > 1, and bQk1 = 0 if k > 0. The non-trivial components are (for k > 0)
bQk0 =
[
T ksAop(Y,X)⊗ sQ(X, f)⊗ T 0sA∞(A;Ck)(f, f)
Yk⊗1⊗1
→
sA∞(A;Ck)(H
Y , HX)⊗ sA∞(A;Ck)(H
X , f)
B2
→ sA∞(A;Ck)(H
Y , f) = sQ(Y, f)
]
,
bQ01 =
[
T 0sAop(X,X)⊗ sQ(X, f)⊗ sA∞(A;Ck)(f, g)
B2
→ sA∞(A;Ck)(H
X , g) = sQ(X, g)
]
. (A.2)
Denote by E the Aop-A∞(A;Ck)-bimodule corresponding to the A∞-functor ev
A∞ :
A,A∞(A;Ck)→ Ck. For any object X of A and any A∞-functor f : A→ Ck the complex
(E(X, f), sbE00s
−1) is (Xf, d). According to (5.6)
bˇE+ =
[
TsAop(Y,X)⊗ sE(X, f)⊗ TsA∞(A;Ck)(f, g)
c⊗1
→ sE(X, f)⊗ TsAop(Y,X)⊗ TsA∞(A;Ck)(f, g)
1⊗γ⊗1
→
sE(X, f)⊗ TsA(X, Y )⊗ TsA∞(A;Ck)(f, g)
1⊗eˇvA∞
→ sE(X, f)⊗ sCk(Xf, Y g)
1⊗s−1[1]
→Xf [1]⊗ Ck(Xf [1], Y g[1])
evCk
→ Y g[1] = sE(Y, g)
]
.
Explicit formula (0.2) for evA∞ shows that bEkn = 0 if n > 1. The remaining components
are described as
bEk0 =
[
T ksAop(Y,X)⊗ sE(X, f)⊗ T 0sA∞(A;Ck)(f, f)
c⊗1
→ sE(X, f)⊗ T ksAop(Y,X)
1⊗γ
→ sE(X, f)⊗ T ksA(X, Y )
1⊗fk
→
Xf [1]⊗ sCk(Xf, Y f)
1⊗s−1[1]
→Xf [1]⊗ Ck(Xf [1], Y f [1])
evCk
→ Y f [1] = sE(Y, f)
]
80
for k > 0, and if k > 0 there is
bEk1 =
[
T ksAop(Y,X)⊗ sE(X, f)⊗ sA∞(A;Ck)(f, g)
c⊗1
→ sE(X, f)⊗ T ksAop(Y,X)⊗ sA∞(A;Ck)(f, g)
1⊗γ⊗1
→ sE(X, f)⊗ T ksA(X, Y )⊗ sA∞(A;Ck)(f, g)
1⊗1⊗prk→ sE(X, f)⊗ T ksA(X, Y )⊗ Ck(T
ksA(X, Y ), sCk(Xf, Y g))
1⊗evCk
→
Xf [1]⊗ sCk(Xf, Y g)
1⊗s−1[1]
→Xf [1]⊗ Ck(Xf [1], Y g[1])
evCk
→ Y g[1] = sE(Y, g)
]
.
The A∞-transformation Ω in question is constructed via a homomorphism
℧ = (Ωs−1)Φ : TsAop ⊗ sE⊗ TsA∞(A;Ck)→ TsA
op ⊗ sQ⊗ TsA∞(A;Ck)
of TsAop-TsA∞(A;Ck)-bicomodules thanks to Proposition 5.3. Its matrix coefficients are
recovered from the components via formula (5.3) as
℧kl;mn =
∑
m+p=k
q+n=l
(1⊗m ⊗ ℧pq ⊗ 1
⊗n) :
T ksAop ⊗ sE⊗ T lsA∞(A;Ck)→ T
msAop ⊗ sQ⊗ T nsA∞(A;Ck).
The composition of the morphism
℧pq : T
psAop(X0, Xp)⊗Xpf0[1]⊗ T
qsA∞(A;Ck)(f0, fq)→ sA∞(A;Ck)(H
X0 , fq)
with the projection
prn : sA∞(A;Ck)(H
X0, fq)→ Ck(T
nsA(Z0, Zn), sCk(A(X0, Z0), Znfq)) (A.3)
is given by the composite
℧pq;n
def
= ℧pq · prn = (−)
p+1
[
T psAop(X0, Xp)⊗Xpf0[1]⊗ T
qsA∞(A;Ck)(f0, fq)
coevCk
→ Ck(sA(X0, Z0)⊗ T
nsA(Z0, Zn),
sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
psAop(X0, Xp)⊗Xpf0[1]⊗ T
qsA∞(A;Ck)(f0, fq))
Ck(1,perm)→ Ck(sA(X0, Z0)⊗ T
nsA(Z0, Zn),
Xpf0[1]⊗ T
psA(Xp, X0)⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
qsA∞(A;Ck)(f0, fq))
Ck(1,1⊗ev
A∞
p+1+n,q)
→ Ck(sA(X0, Z0)⊗ T
nsA(Z0, Zn), Xpf0[1]⊗ sCk(Xpf0, Znfq))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0)⊗ T
nsA(Z0, Zn), Xpf0[1]⊗ Ck(Xpf0[1], Znfq[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0)⊗ T
nsA(Z0, Zn), Znfq[1])
(ϕCk )−1
→ Ck(T
nsA(Z0, Zn),Ck(sA(X0, Z0), Znfq[1]))
Ck(1,[−1]s)→ Ck(T
nsA(Z0, Zn), sCk(A(X0, Z0), Znfq))
]
. (A.4)
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Thus, an element x1 ⊗ · · · ⊗ xp ⊗ y ⊗ r1 ⊗ · · · ⊗ rq ∈ T
psAop(X0, Xp) ⊗ Xpf0[1] ⊗
T qsA∞(A;Ck)(f0, fq) is mapped to an A∞-transformation (x1 ⊗ · · · ⊗ xp ⊗ y ⊗ r1 ⊗ · · · ⊗
rq)℧pq ∈ sA∞(A;Ck)(H
X0, fq) with components
[(x1 ⊗ · · · ⊗ xp ⊗ y ⊗ r1 ⊗ · · · ⊗ rq)℧pq]n : T
nsA(Z0, Zn)→ sCk(A(X0, Z0), Znfq),
z1 ⊗ · · · ⊗ zn 7→ (z1 ⊗ · · · ⊗ zn ⊗ x1 ⊗ · · · ⊗ xp ⊗ y ⊗ r1 ⊗ · · · ⊗ rq)℧
′
pq;n,
where ℧′pq;n
def
= (1⊗n ⊗ ℧pq;n) ev
Ck = (1⊗n ⊗ ℧pq · prn) ev
Ck = (1⊗n ⊗ ℧pq) ev
A∞
n1 is given by
℧
′
pq;n = (−)
p+1
[
T nsA(Z0, Zn)⊗ T
psAop(X0, Xp)⊗Xpf0[1]⊗ T
qsA∞(A;Ck)(f0, fq)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)
⊗ T psAop(X0, Xp)⊗Xpf0[1]⊗ T
qsA∞(A;Ck)(f0, fq))
Ck(1,perm)→ Ck(sA(X0, Z0), Xpf0[1]⊗ T
psA(Xp, X0)
⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
qsA∞(A;Ck)(f0, fq))
Ck(1,1⊗ev
A∞
p+1+n,q)
→ Ck(sA(X0, Z0), Xpf0[1]⊗ sCk(Xpf0, Znfq))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xpf0[1]⊗ Ck(Xpf0[1], Znfq[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfq[1])
[−1]s
→ sCk(A(X0, Z0), Znfq)
]
.
It follows that ℧pq : T
psAop ⊗ sE ⊗ T qsA∞(A;Ck) → sQ vanishes if q > 1. The other
components are given by
℧
′
p0;n = (−)
p+1
[
T nsA(Z0, Zn)⊗ T
psAop(X0, Xp)⊗Xpf [1]
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
psAop(X0, Xp)⊗Xpf [1])
C
k
(1,perm)
→ Ck(sA(X0, Z0), Xpf [1]⊗ T
psA(Xp, X0)⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn))
Ck(1,1⊗fp+1+n)→ Ck(sA(X0, Z0), Xpf [1]⊗ sCk(Xpf, Znf))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xpf [1]⊗ Ck(Xpf [1], Znf [1]))
C
k
(1,evCk )
→ Ck(sA(X0, Z0), Znf [1])
[−1]s
→ sCk(A(X0, Z0), Znf)
]
(A.5)
and
℧
′
p1;n = (−)
p+1
[
T nsA(Z0, Zn)⊗ T
psAop(X0, Xp)⊗Xpf [1]⊗ sA∞(A;Ck)(f, g)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)
⊗ T psAop(X0, Xp)⊗Xpf [1]⊗ sA∞(A;Ck)(f, g))
Ck(1,perm)→ Ck(sA(X0, Z0), Xpf [1]⊗ T
psA(Xp, X0)
⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ sA∞(A;Ck)(f, g))
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Ck(1,1⊗1
⊗p+1+n⊗prp+1+n)
→ Ck(sA(X0, Z0), Xpf [1]⊗ T
psA(Xp, X0)⊗ sA(X0, Z0)
⊗ T nsA(Z0, Zn)⊗ Ck(T
psA(Xp, X0)⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn), sCk(Xpf, Zng)))
Ck(1,1⊗ev
Ck)
→ Ck(sA(X0, Z0), Xpf [1]⊗ sCk(Xpf, Zng))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xpf [1]⊗ Ck(Xpf [1], Zng[1]))
C
k
(1,evCk )
→ Ck(sA(X0, Z0), Zng[1])
[−1]s
→ sCk(A(X0, Z0), Zng)
]
.
Naturality of the A∞-transformation Ω is implied by the following
A.2 Lemma. The bicomodule homomorphism ℧ is a chain map.
Proof. Equivalently, we have to prove the equation ℧bˇQ = bE℧ˇ. In components, the
expressions
(℧bˇQ)kl =
∑
m+p=k
q+n=l
(1⊗msAop ⊗ ℧pq ⊗ 1
⊗n
sA∞(A;Ck)
)bQmn, (A.6)
(bE℧ˇ)kl =
∑
p+t+q=l
(1⊗ksAop ⊗ 1sE⊗ 1
⊗p
sA∞(A;Ck)
⊗ b
A∞(A;Ck)
t ⊗ 1
⊗q
sA∞(A;Ck)
)℧k,p+1+q (A.7)
+
∑
m+i=k
j+n=l
(1⊗msAop ⊗ b
E
ij ⊗ 1
⊗n
sA∞(A;Ck)
)℧mn (A.8)
+
∑
a+u+c=k
(1⊗asAop ⊗ b
Aop
u ⊗ 1
⊗c
sAop ⊗ 1sE⊗ 1
⊗l
sA∞(A;Ck)
)℧a+1+c,l (A.9)
have to coincide for all k, l > 0. Let us analyze the details of this equation. Since bQmn = 0
unless n = 0 or (m,n) = (0, 1), it follows that the right hand side of (A.6) reduces to
k∑
m=0
(1⊗msAop ⊗ ℧k−m,l)b
Q
m0 + (℧k,l−1 ⊗ 1sA∞(A;Ck))b
Q
01.
Since A∞(A;Ck) is a differential graded category, sum (A.7) reduces to
l∑
p=1
(1⊗ksAop ⊗ 1sE⊗ 1
⊗(p−1)
sA∞(A;Ck)
⊗B1 ⊗ 1
⊗(l−p)
sA∞(A;Ck)
)℧kl
+
l−1∑
p=1
(1⊗ksAop ⊗ 1sE⊗ 1
⊗(p−1)
sA∞(A;Ck)
⊗ B2 ⊗ 1
⊗(l−p−1)
sA∞(A;Ck)
)℧k,l−1.
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Since bEij = 0 if j > 1, sum (A.8) equals
k−1∑
m=0
(1⊗msAop ⊗ b
E
k−m,0 ⊗ 1
⊗l
sA∞(A;Ck)
)℧ml + (1
⊗k
sAop ⊗ b
E
00 ⊗ 1
⊗l
sA∞(A;Ck)
)℧kl
+
k∑
m=0
(1⊗msAop ⊗ b
E
k−m,1 ⊗ 1
⊗(l−1)
sA∞(A;Ck)
)℧m,l−1.
Sum (A.9) does not allow further simplification. Therefore, the equation to prove is
k∑
m=0
(1⊗msAop ⊗ ℧k−m,l)b
Q
m0 + (℧k,l−1 ⊗ 1sA∞(A;Ck))b
Q
01
=
l∑
p=1
(1⊗ksAop ⊗ 1sE⊗ 1
⊗(p−1)
sA∞(A;Ck)
⊗ B1 ⊗ 1
⊗(l−p)
sA∞(A;Ck)
)℧kl
+
l−1∑
p=1
(1⊗ksAop ⊗ 1sE⊗ 1
⊗(p−1)
sA∞(A;Ck)
⊗ B2 ⊗ 1
⊗(l−p−1)
sA∞(A;Ck)
)℧k,l−1
+
k∑
m=0
(1⊗msAop ⊗ b
E
k−m,0 ⊗ 1
⊗l
sA∞(A;Ck)
)℧ml +
k∑
m=0
(1⊗msAop ⊗ b
E
k−m,1 ⊗ 1
⊗(l−1)
sA∞(A;Ck)
)℧m,l−1
+
∑
a+u+c=k
(1⊗asAop ⊗ b
Aop
u ⊗ 1
⊗c
sAop ⊗ 1sE⊗ 1
⊗l
sA∞(A;Ck)
)℧a+1+c,l.
Write it in more detailed form using explicit formulas (A.2) for components of bQ:
S
def
=
k∑
m=1
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
Ym⊗℧k−m,l
→
sA∞(A;Ck)(H
X0 , HXm)⊗ sA∞(A;Ck)(H
Xm, fl)
B2
→ sA∞(A;Ck)(H
X0, fl)
]
+
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧kl
→
sA∞(A;Ck)(H
X0, fl)
B1
→ sA∞(A;Ck)(H
X0, fl)
]
+
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧k,l−1⊗1
→
sA∞(A;Ck)(H
X0, fl−1)⊗ sA∞(A;Ck)(fl−1, fl)
B2
→ sA∞(A;Ck)(H
X0, fl)
]
−
l∑
p=1
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗k⊗1⊗1⊗p−1⊗B1⊗1⊗l−p
→
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧kl
→ sA∞(A;Ck)(H
X0, fl)
]
−
l−1∑
p=1
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗k⊗1⊗1⊗p−1⊗B2⊗1⊗l−p−1
→
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T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
l−1sA∞(A;Ck)(f0, . . . , fp−1, fp+1, . . . , fl)
℧k,l−1
→ sA∞(A;Ck)(H
X0, fl)
]
−
k∑
m=0
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗m⊗bE
k−m,0⊗1
⊗l
→
T¯msAop(X0, Xm)⊗Xmf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧ml
→ sA∞(A;Ck)(H
X0, fl)
]
−
k∑
m=0
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗m⊗bE
k−m,1⊗1
⊗l−1
→
T¯msAop(X0, Xm)⊗Xmf1[1]⊗ T¯
l−1sA∞(A;Ck)(f1, fl)
℧m,l−1
→ sA∞(A;Ck)(H
X0, fl)
]
−
∑
a+u+c=k
[
T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗a⊗bA
op
u ⊗1
⊗c⊗1⊗1⊗l
→
T¯ a+1+csAop(X0, . . . , Xa, Xa+u, . . . , Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧a+1+c,l
→ sA∞(A;Ck)(H
X0 , fl)
]
= 0.
The above equation is equivalent to the system of equations
S · prn = 0 : T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
→ sCk(T¯
nsA(Z0, Zn), sCk(A(X0, Z0), Znfl)),
where n > 0, and Z0, . . . , Zn ∈ ObA. By closedness, each of these equations is equivalent
to
(1⊗n ⊗ S · prn) ev
Ck = (1⊗n ⊗ S) evA∞n1 = 0 :
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
→ sCk(A(X0, Z0), Znfl).
The fact that evA∞ is an A∞-functor combined with explicit formula (0.2) for components
of evA∞ allows to derive certain identities. Specifically, restricting the identity [evA∞ bCk−
(bA⊠1+1⊠B) evA∞ ] pr1 = 0 : TsA⊠TsA∞(A;Ck)→ sCk to the summand T¯
nsA(Z0, Zn)⊗
sA∞(A;Ck)(φ, ψ)⊗ sA∞(A;Ck)(ψ, χ) yields
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)⊗ sA∞(A;Ck)(ψ, χ)
1⊗n⊗B2
→ T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, χ)
1⊗n⊗prn→
T¯ nsA(Z0, Zn)⊗ Ck(T¯
nsA(Z0, Zn), sCk(Z0φ, Znχ))
evCk
→ sCk(Z0φ, Znχ)
]
=
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)⊗ sA∞(A;Ck)(ψ, χ)
1⊗n⊗B2
→ T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, χ)
evA∞n1→ sCk(Z0φ, Znχ)
]
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=
∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)⊗ sA∞(A;Ck)(ψ, χ)
perm
→ T¯ psA(Z0, Zp)⊗ sA∞(A;Ck)(φ, ψ)⊗ T¯
qsA(Zp, Zn)⊗ sA∞(A;Ck)(ψ, χ)
evA∞p1 ⊗ ev
A∞
q1
→ sCk(Z0φ, Zpψ)⊗ sCk(Zpψ, Znχ)
b
Ck
2→ sCk(Z0φ, Znχ)
]
. (A.10)
Restricting the same identity to the summand T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ) yields
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
1⊗n⊗B1
→ T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
1⊗n⊗prn→ T¯ nsA(Z0, Zn)⊗ Ck(T¯
nsA(Z0, Zn), sCk(Z0φ, Znψ))
evCk
→ sCk(Z0φ, Znψ)
]
=
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
1⊗n⊗B1
→
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
evA∞n1→ sCk(Z0φ, Znψ)
]
=
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
evA∞n1→ sCk(Z0φ, Znψ)
b
Ck
1→ sCk(Z0φ, Znψ)
]
+
q>0∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
perm
→
T¯ psA(Z0, Zp)⊗ sA∞(A;Ck)(φ, ψ)⊗ T¯
qsA(Zp, Zn)⊗ T
0sA∞(A;Ck)(ψ, ψ)
evA∞p1 ⊗ ev
A∞
q0
→ sCk(Z0φ, Zpψ)⊗ sCk(Zpψ, Znψ)
b
Ck
2→ sCk(Z0φ, Znψ)
]
+
p>0∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
∼
→
T¯ psA(Z0, Zp)⊗ T
0sA∞(A;Ck)(φ, φ)⊗ T¯
qsA(Zp, Zn)⊗ sA∞(A;Ck)(φ, ψ)
evA∞p0 ⊗ ev
A∞
q1
→ sCk(Z0φ, Zpφ)⊗ sCk(Zpφ, Znψ)
b
Ck
2→ sCk(Z0φ, Znψ)
]
−
∑
α+t+β=n
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
1⊗α⊗bt⊗1⊗β⊗1
→
T¯ α+1+βA(Z0, . . . , Zα, Zα+t, . . . , Zn)⊗ sA∞(A;Ck)(φ, ψ)
evA∞
α+1+β,1
→ sCk(Z0φ, Znψ)
]
=
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
evA∞n1→ sCk(Z0φ, Znψ)
b
Ck
1→ sCk(Z0φ, Znψ)
]
+
q>0∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
perm
→
T¯ psA(Z0, Zp)⊗ sA∞(A;Ck)(φ, ψ)⊗ T¯
qsA(Zp, Zn)⊗ T
0sA∞(A;Ck)(ψ, ψ)
evA∞p1 ⊗ ev
A∞
q0
→ sCk(Z0φ, Zpψ)⊗ sCk(Zpψ, Znψ)
b
Ck
2→ sCk(Z0φ, Znψ)
]
+
p>0∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
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φp⊗ev
A∞
q1
→ sCk(Z0φ, Zpφ)⊗ sCk(Zpφ, Znψ)
b
Ck
2→ sCk(Z0φ, Znψ)
]
−
∑
α+t+β=n
[
T¯ nsA(Z0, Zn)⊗ sA∞(A;Ck)(φ, ψ)
1⊗α⊗bt⊗1⊗β⊗1
→
T¯ α+1+βsA(Z0, . . . , Zα, Zα+t, . . . , Zn)⊗ sA∞(A;Ck)(φ, ψ)
evA∞
α+1+β,1
→ sCk(Z0φ, Znψ)
]
. (A.11)
With identities (A.10) and (A.11) in hand, it is the matter of straightforward verification
to check that (1⊗n ⊗ S · prn) ev
Ck admits the following presentation:
k∑
m=1
∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
perm
→ T¯ psA(Z0, Zp)⊗ T¯
msAop(X0, Xm)⊗ T¯
qsA(Zp, Zn)
⊗ T¯ k−msAop(Xm, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
(HomAop )pm⊗℧
′
k−m,l;q
→ sCk(A(X0, Z0),A(Xm, Zp))⊗ sCk(A(Xm, Zp), Znfl)
b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
(A.12)
+
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧′
kl;n
→ sCk(A(X0, Z0), Znfl)
b
Ck
1→ sCk(A(X0, Z0), Znfl)
]
(A.13)
+
q>0∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
perm
→ T¯ psA(Z0, Zp)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]
⊗ T¯ lsA∞(A;Ck)(f0, fl)⊗ T¯
qsA(Zp, Zn)⊗ T
0sA∞(A;Ck)(fl, fl)
℧′
kl;p⊗ev
A∞
q0
→ sCk(A(X0, Z0), Zpfl)⊗ sCk(Zpfl, Znfl)
b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
(A.14)
+
p>0∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
H
X0
p ⊗℧′kl;q
→ sCk(A(X0, Z0),A(X0, Zp))⊗ sCk(A(X0, Zp), Znfl)
b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
(A.15)
−
∑
α+t+β=n
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗α⊗bt⊗1⊗β⊗1⊗k⊗1⊗1⊗l
→ T¯ α+1+βsA(Z0, . . . , Zα, Zα+t, . . . , Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧′
kl;α+1+β
→ sCk(A(X0, Z0), Znfl)
]
(A.16)
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+
∑
p+q=n
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
perm
→ T¯ psA(Z0, Zp)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]
⊗ T¯ l−1sA∞(A;Ck)(f0, fl−1)⊗ T¯
qsA(Zp, Zn)⊗ sA∞(A;Ck)(fl−1, fl)
℧′
k,l−1;p⊗ev
A∞
q1
→ sCk(A(X0, Z0), Zpfl−1)⊗ sCk(Zpfl−1, Znfl)
b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
(A.17)
−
l∑
p=1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗n⊗1⊗k⊗1⊗1⊗p−1⊗B1⊗1⊗l−p
→
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧′
kl;n
→ sCk(A(X0, Z0), Znfl)
]
(A.18)
−
l−1∑
p=1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗n⊗1⊗k⊗1⊗1⊗p−1⊗B2⊗1⊗l−p−1
→ T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)
⊗Xkf0[1]⊗ T¯
l−1sA∞(A;Ck)(f0, . . . , fp−1, fp+1, . . . , fl)
℧′
k,l−1;n
→ sCk(A(X0, Z0), Znfl)
]
(A.19)
−
k∑
m=0
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗n⊗1⊗m⊗bE
k−m,0⊗1
⊗l
→ T¯ nsA(Z0, Zn)⊗ T¯
msAop(X0, Xm)
⊗Xmf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
℧′
ml;n
→ sCk(A(X0, Z0), Znfl)
]
(A.20)
−
k∑
m=0
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗n⊗1⊗m⊗bE
k−m,1⊗1
⊗l−1
→
T¯ nsA(Z0, Zn)⊗ T¯
msAop(X0, Xm)⊗Xmf1[1]⊗ T¯
l−1sA∞(A;Ck)(f1, fl)
℧′
m,l−1;n
→ sCk(A(X0, Z0), Znfl)
]
(A.21)
−
∑
a+u+c=k
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗n⊗1⊗a⊗bA
op
u ⊗1
⊗c⊗1⊗1⊗l
→ T¯ nsA(Z0, Zn)
⊗ T¯ a+1+csAop(X0, . . . , Xa, Xa+u, . . . , Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
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℧′
a+1+c,l;n
→ sCk(A(X0, Z0), Znfl)
]
. (A.22)
Appearance of the component (HomAop)pm in term (A.12) is explained by the identity
(HomAop)pm = ((1,Y ) ev
A∞)pm = (1
⊗p ⊗ Ym) ev
A∞
p1 , which holds true by definition of
the Yoneda A∞-functor Y : A
op → A∞(A;Ck). Expanding (HomAop)pm according to
formula (5.15), term (A.12) can be written as follows:
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
perm
→ T¯ psA(Z0, Zp)⊗ T¯
msAop(X0, Xm)⊗ T¯
qsA(Zp, Zn)
⊗ T¯ k−msAop(Xm, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk ⊗ coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
psA(Z0, Zp)⊗ T¯
msAop(X0, Xm))
⊗ Ck(sA(Xm, Zp), sA(Xm, Zp)⊗ T¯
qsA(Zp, Zn)
⊗ T¯ k−msAop(Xm, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)⊗Ck(1,perm)→ Ck(sA(X0, Z0), T¯
msA(Xm, X0)⊗ sA(X0, Z0)⊗ T¯
psA(Z0, Zp))
⊗ Ck(sA(Xm, Zp), Xkf0[1]⊗ T¯
k−msA(Xk, Xm)
⊗A(Xm, Zp)⊗ T¯
qsA(Zp, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,bm+1+p)⊗Ck(1,1⊗ev
A∞
k−m+1+q,l)
→ Ck(sA(X0, Z0), sA(Xm, Zp))
⊗ Ck(sA(Xm, Zp), Xkf0[1]⊗ sCk(Xkf0, Znfl))
1⊗Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), sA(Xm, Zp))
⊗ Ck(sA(Xm, Zp), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
1⊗Ck(1,ev
Ck)
→ Ck(sA(X0, Z0), sA(Xm, Zp))⊗ Ck(sA(Xm, Zp), Znfl[1])
[−1]s⊗[−1]s
→
sCk(A(X0, Z0),A(Xm, Zp))⊗ sCk(A(Xm, Zp), Znfl)
b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
.
Replacing the last two arrows by the composite m
Ck
2 [−1]s and applying identity (0.5)
yields:
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗(k−m)⊗bm+1+p⊗1⊗q⊗1⊗l) ev
A∞
k−m+1+q,l)
→
Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
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Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
Denote d′ = s−1ds = s−1dXkf0s = bE00 : Xkf0[1] = sE(Xk, f0) → Xkf0[1] = sE(Xk, f0).
Thus, the shifted complex Xkf0[1] carries the differential −d
′. Since m
Ck
1 = −Ck(1, d
′) +
Ck(b1, 1) : Ck(sA(X0, Z0), Znfl[1]) → Ck(sA(X0, Z0), Znfl[1]), it follows that term (A.13)
equals
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
C
k
(1,1⊗evA∞
k+1+n,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→
Ck(sA(X0, Z0), Znfl[1])
m
Ck
1→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
= (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗ev
A∞
k+1+n,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,− ev
Ck ·d′)
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗k⊗b1⊗1⊗n⊗1⊗l) ev
A∞
k+1+n,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
90
Since evCk is a chain map, it follows that
− evCk ·d′ = −(d′ ⊗ 1) evCk +(1⊗m
Ck
1 ) ev
Ck : Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1])→ Znfl[1],
therefore term (A.13) equals
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
C
k
(1,perm)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗ev
A∞
k+1+n,l b
Ck
1 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
+ (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,d
′⊗evA∞
k+1+n,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗k⊗b1⊗1⊗n⊗1⊗l) ev
A∞
k+1+n,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
. (A.23)
91
Using the identity
f =
[
X
coevCk
→ Ck(Y, Y ⊗X)
Ck(1,1⊗f)→ Ck(Y, Y ⊗ Ck(Y, Z))
Ck(1,ev
Ck)
→ Ck(Y, Z)
]
valid for an arbitrary f ∈ Ck(X,Ck(Y, Z)) by general properties of closed monoidal cate-
gories, term (A.14) can be written as follows:
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
perm
→ T¯ psA(Z0, Zp)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
⊗ T¯ qsA(Zp, Zn)⊗ T
0sA∞(A;Ck)(fl, fl)
coevCk ⊗ coevCk
→
Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
psA(Z0, Zp)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]
⊗ T¯ lsA∞(A;Ck)(f0, fl))⊗ Ck(Zpfl[1], Zpfl[1]⊗ T¯
qsA(Zp, Zn)⊗ T
0sA∞(A;Ck)(fl, fl))
C
k
(1,perm)⊗1
→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)⊗ T¯
psA(Z0, Zp)
⊗ T¯ lsA∞(A;Ck)(f0, fl))⊗ Ck(Zpfl[1], Zpfl[1]⊗ T¯
qsA(Zp, Zn)⊗ T
0sA∞(A;Ck)(fl, fl))
Ck(1,1⊗ev
A∞
k+1+p,l)⊗Ck(1,1⊗ev
A∞
q0 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Zpfl))
⊗ Ck(Zpfl[1], Zpfl[1]⊗ sCk(Zpfl, Znfl))
Ck(1,1⊗s
−1[1])⊗Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Zpfl[1]))
⊗ Ck(Zpfl[1], Zpfl[1]⊗ Ck(Zpfl[1], Znfl[1]))
Ck(1,ev
Ck )⊗Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Zpfl[1])⊗ Ck(Zpfl[1], Znfl[1])
[−1]s⊗[−1]s
→
sCk(A(X0, Z0), Zpfl)⊗ sCk(Zpfl, Znfl)
b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
. (A.24)
Replacing the last two arrows by the compositem
Ck
2 [−1]s and applying identity (0.5) leads
to
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)⊗ T¯
psA(Z0, Zp)
⊗ T¯ lsA∞(A;Ck)(f0, fl)⊗ T¯
qsA(Zp, Zn)⊗ T
0sA∞(A;Ck)(fl, fl))
C
k
(1,1⊗evA∞
k+1+p,l⊗ ev
A∞
q0 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Zpfl)⊗ sCk(Zpfl, Znfl))
Ck(1,1⊗s
−1[1]⊗s−1[1])
→
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Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Zpfl[1])⊗ Ck(Zpfl[1], Znfl[1]))
Ck(1,(ev
Ck ⊗1) evCk )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
. (A.25)
Since
(evCk ⊗1) evCk = (1⊗m
Ck
2 ) ev
Ck :
Xkf0[1]⊗ Ck(Xkf0[1], Zpfl[1])⊗ Ck(Zpfl[1], Znfl[1])→ Znfl[1],
and (s−1[1]⊗ s−1[1])m
Ck
2 = −b
Ck
2 s
−1[1], we infer that term (A.14) equals
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗perm·(ev
A∞
k+1+p,l⊗ ev
A∞
q0 )b
Ck
2 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
Similarly, term (A.15) equals
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk ⊗ coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
psA(Z0, Zp))⊗ Ck(sA(X0, Zp),
sA(X0, Zp)⊗ T¯
qsA(Zp, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
1⊗Ck(1,perm)→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
psA(Z0, Zp))
⊗ Ck(sA(X0, Zp), Xkf0[1]⊗ T¯
ksA(Xk, X0)
⊗ sA(X0, Zp)⊗ T¯
qsA(Zp, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,bp+1)⊗Ck(1,1⊗ev
A∞
k+1+q,l)
→ Ck(sA(X0, Z0), sA(X0, Zp))
⊗ Ck(sA(X0, Zp), Xkf0[1]⊗ sCk(Xkf0, Znfl))
1⊗Ck(1,1⊗s
−1[1])
→
Ck(sA(X0, Z0), sA(X0, Zp))⊗ Ck(sA(X0, Zp), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
1⊗Ck(1,ev
Ck)
→ Ck(sA(X0, Z0), sA(X0, Zp))⊗ Ck(sA(X0, Zp), Znfl[1])
[−1]s⊗[−1]s
→ sCk(A(X0, Z0),A(X0, Zp))⊗ sCk(A(X0, Zp), Znfl)
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b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
= −(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗k⊗bp+1⊗1⊗q⊗1⊗l) ev
A∞
k+1+q,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
due to identity (0.5). It follows immediately from naturality of coevCk that term (A.16)
equals
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗k⊗1⊗1⊗α⊗bt⊗1⊗β⊗1⊗l) ev
A∞
k+α+2+β,l)
→
Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
Term (A.17) can be written as follows:
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
perm
→ T¯ psA(Z0, Zp)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
l−1sA∞(A;Ck)(f0, fl−1)
⊗ T¯ qsA(Zp, Zn)⊗ sA∞(A;Ck)(fl−1, fl)
coevCk ⊗ coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
psA(Z0, Zp)⊗ T¯
ksAop(X0, Xk)
⊗Xkf0[1]⊗ T¯
l−1sA∞(A;Ck)(f0, fl−1))
⊗ Ck(Zpfl−1[1], Zpfl−1[1]⊗ T¯
qsA(Zp, Zn)⊗ sA∞(A;Ck)(fl−1, fl))
Ck(1,perm)⊗1→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
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⊗ T¯ psA(Z0, Zp)⊗ T¯
l−1sA∞(A;Ck)(f0, fl−1))
⊗ Ck(Zpfl−1[1], Zpfl−1[1]⊗ T¯
qsA(Zp, Zn)⊗ sA∞(A;Ck)(fl−1, fl))
Ck(1,1⊗ev
A∞
k+1+p,l−1)⊗Ck(1,1⊗ev
A∞
q1 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Zpfl−1))
⊗ Ck(Zpfl−1[1], Zpfl−1[1]⊗ sCk(Zpfl−1, Znfl))
Ck(1,1⊗s
−1[1])⊗Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Zpfl−1[1]))
⊗ Ck(Zpfl−1[1], Zpfl−1[1]⊗ Ck(Zpfl−1[1], Znfl[1]))
Ck(1,ev
Ck)⊗Ck(1,ev
Ck)
→ Ck(sA(X0, Z0), Zpfl−1[1])⊗ Ck(Zpfl−1[1], Znfl[1])
[−1]s⊗[−1]s
→
sCk(A(X0, Z0), Zpfl−1)⊗ sCk(Zpfl−1, Znfl)
b
Ck
2→ sCk(A(X0, Z0), Znfl)
]
.
The obtained expression is of the same type as (A.24). Transform it in the same manner
to conclude that term (A.17) equals
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗perm ·(ev
A∞
k+1+p,l−1⊗ ev
A∞
q1 )b
Ck
2 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
Obviously, term (A.18) can be written as follows:
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗k⊗1⊗1⊗n⊗1⊗p−1⊗B1⊗1⊗l−p) ev
A∞
k+1+n,l)
→
Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
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Similar presentation holds for term (A.19):
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗k⊗1⊗1⊗n⊗1⊗p−1⊗B2⊗1⊗l−p−1) ev
A∞
k+1+n,l−1)
→
Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
If m = k, term (A.20) equals
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,d
′⊗evA∞
k+1+n,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
,
it cancels one of the summands present in (A.23). Suppose that 0 6 m 6 k−1. Expressing
bEk−m,0 via ev
A∞
k−m,0, we write term (A.20) as follows:
(−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
perm
→ T¯ nsA(Z0, Zn)⊗ T¯
msAop(X0, Xm)⊗Xkf0[1]⊗ T¯
k−msA(Xk, Xm)
⊗ T 0sA∞(A;Ck)(f0, f0)⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗n⊗1⊗m⊗1⊗evA∞
k−m,0⊗1
⊗l
→ T¯ nsA(Z0, Zn)⊗ T¯
msAop(X0, Xm)⊗Xkf0[1]
⊗ sCk(Xkf0, Xmf0)⊗ T¯
lsA∞(A;Ck)(f0, fl)
1⊗n⊗1⊗m⊗1⊗s−1[1]⊗1⊗l
→ T¯ nsA(Z0, Zn)⊗ T¯
msAop(X0, Xm)⊗Xkf0[1]
⊗ Ck(Xkf0[1], Xmf0[1])⊗ T¯
lsA∞(A;Ck)(f0, fl)
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1⊗n⊗1⊗m⊗evCk ⊗1⊗l
→
T¯ nsA(Z0, Zn)⊗ T¯
msAop(X0, Xm)⊗Xmf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)⊗ T¯
msAop(X0, Xm)
⊗Xmf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
C
k
(1,perm)
→ Ck(sA(X0, Z0), Xmf0[1]⊗ T¯
msA(Xm, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗ev
A∞
m+1+n,l)
→ Ck(sA(X0, Z0), Xmf0[1]⊗ sCk(Xmf0, Znfl))
C
k
(1,1⊗s−1[1])
→ Ck(sA(X0, Z0), Xmf0[1]⊗ Ck(Xmf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
= (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)
⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
C
k
(1,perm)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
k−msA(Xk, Xm)⊗ T
0sA∞(A;Ck)(f0, f0)
⊗ T¯msA(Xm, X0)⊗ sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗ev
A∞
k−m,0⊗ ev
A∞
m+1+n,l)
→
Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Xmf0)⊗ sCk(Xmf0, Znfl))
Ck(1,1⊗s
−1[1]⊗s−1[1])
→
Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Xmf0[1])⊗ Ck(Xmf0[1], Znfl[1]))
Ck(1,(ev
Ck ⊗1) evCk )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
The further transformations are parallel to (A.25). We conclude that term (A.20) equals
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(ev
A∞
k−m,0 ⊗ ev
A∞
m+1+n,l)b
Ck
2 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
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The case of term (A.21) is quite similar, we only give the result:
− (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗perm·(ev
A∞
k−m,1 ⊗ ev
A∞
m+1+n,l−1)b
Ck
2 )
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
Finally, using formula (3.2) for bA
op
u , we find that term (A.22) equals
(−)a+2+c
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)
⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗1
⊗n⊗1⊗a⊗bA
op
u ⊗1
⊗c⊗1⊗1⊗l)
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ a+1+csAop(X0, . . . , Xa, Xa+u, . . . , Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
c+1+asA(Xk, . . . , Xa+u, Xa, . . . , X0)
⊗ sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗ev
A∞
c+2+a+n,l)
→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,⊗ ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
= (−)a+u+c+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗(1
⊗c⊗bu⊗1⊗a⊗1⊗1⊗n⊗1⊗l) ev
A∞
c+2+a+n,l)
→
Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
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Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
.
The overall sign is (−)a+u+c+1 = (−)k+1.
Summing up, we conclude that
(1⊗n ⊗ S · prn) ev
Ck = (−)k+1
[
T¯ nsA(Z0, Zn)⊗ T¯
ksAop(X0, Xk)⊗Xkf0[1]
⊗ T¯ lsA∞(A;Ck)(f0, fl)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)
⊗ T¯ ksAop(X0, Xk)⊗Xkf0[1]⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,perm)→ Ck(sA(X0, Z0), Xkf0[1]⊗ T¯
ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T¯ nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl))
Ck(1,1⊗R)→ Ck(sA(X0, Z0), Xkf0[1]⊗ sCk(Xkf0, Znfl))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), Xkf0[1]⊗ Ck(Xkf0[1], Znfl[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), Znfl[1])
[−1]s
→ sCk(A(X0, Z0), Znfl)
]
,
where
R = −
k∑
m=1
∑
p+q=n
(1⊗k−m ⊗ bm+1+p ⊗ 1
⊗q ⊗ 1⊗l) evA∞k−m+1+q,l+ev
A∞
k+1+n,l b
Ck
− (1⊗k ⊗ b1 ⊗ 1
⊗n ⊗ 1⊗l) evA∞k+1+n,l+
q>0∑
p+q=n
perm ·(evA∞k+1+p,l⊗ ev
A∞
q0 )b
C
k
2
−
p>0∑
p+q=n
(1⊗k ⊗ bp+1 ⊗ 1
⊗q ⊗ 1⊗l) evA∞k+1+q,l
−
∑
α+t+β=n
(1⊗k ⊗ 1⊗ 1⊗α ⊗ bt ⊗ 1
⊗β ⊗ 1⊗l) evA∞k+α+2+β,l
+
∑
p+q=n
perm ·(evA∞k+1+p,l−1⊗ ev
A∞
q1 )b
Ck
2
−
l∑
p=1
(1⊗k+1+n ⊗ 1⊗p−1 ⊗ B1 ⊗ 1
⊗l−p) evA∞k+1+n,l
−
l−1∑
p=1
(1⊗k+1+n ⊗ 1⊗p−1 ⊗ B2 ⊗ 1
⊗l−p−1) evA∞k+1+n,l−1
+
k−1∑
m=0
(evA∞k−m,0⊗ ev
A∞
m+1+n,l)b
Ck
2 +
k∑
m=0
perm ·(evA∞k−m,1⊗ ev
A∞
m+1+n,l−1)b
Ck
2
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−
∑
a+u+c=k
(1⊗c ⊗ bu ⊗ 1
⊗a ⊗ 1⊗ 1⊗n ⊗ 1⊗l) evA∞c+2+a+n,l :
T¯ ksA(Xk, X0)⊗ sA(X0, Z0)⊗ T¯
nsA(Z0, Zn)⊗ T¯
lsA∞(A;Ck)(f0, fl)
→ sCk(Xkf0, Znfl),
which is easily seen to be the restriction of (evA∞ bCk − (bA ⊠ 1 + 1 ⊠ B) evA∞) pr1 :
TsA⊠TsA∞(A;Ck)→ sCk to the summand T¯
ksA(Xk, X0)⊗sA(X0, Z0)⊗T¯
nsA(Z0, Zn)⊗
T¯ lsA∞(A;Ck)(f0, fl) of the source. Since ev
A∞ is an A∞-functor, it follows that R = 0,
and the equation is proven. That finishes the proof of Lemma A.2.
Let A be an A∞-category, and let f : A → Ck be an A∞-functor. Denote by M the
A-module determined by f in Proposition 4.2. Denote
Υ = ℧00 : sM(X) = sE(X, f) = Xf [1]→ sA∞(A;Ck)(H
X , f) (A.26)
for the sake of brevity. The composition of Υ with the projection prn from (A.3) is given
by the particular case p = q = 0 of (A.4):
Υn = −
[
sM(X)
coevCk
→
Ck(sA(X,Z0)⊗ T
nsA(Z0, Zn), sA(X,Z0)⊗ T
nsA(Z0, Zn)⊗ sM(X))
Ck(1,τc)→ Ck(sA(X,Z0)⊗ T
nsA(Z0, Zn), sM(X)⊗ sA(X,Z0)⊗ T
nsA(Z0, Zn))
Ck(1,b
M
n+1)
→ Ck(sA(X,Z0)⊗ T
nsA(Z0, Zn), sM(Zn))
(ϕCk )−1
→ Ck(T
nsA(Z0, Zn),Ck(sA(X,Z0), sM(Zn)))
Ck(1,[−1])→ Ck(T
nsA(Z0, Zn),Ck(A(X,Z0),M(Zn)))
Ck(1,s)→ Ck(T
nsA(Z0, Zn), sCk(A(X,Z0),M(Zn)))
]
,
where n > 0, τ =
(
0 1 ... n n+1
1 2 ... n+1 0
)
∈ Sn+2. An element r ∈ sM(X) is mapped to an
A∞-transformation (r)Υ with the components
(r)Υn : T
nsA(Z0, Zn)→ sCk(A(X,Z0),M(Zn)), n > 0,
z1 ⊗ · · · ⊗ zn 7→ (z1 ⊗ · · · ⊗ zn ⊗ r)Υ
′
n,
where
Υ′n = −
[
T nsA(Z0, Zn)⊗ sM(X)
coevCk
→
Ck(sA(X,Z0), sA(X,Z0)⊗ T
nsA(Z0, Zn)⊗ sM(X))
Ck(1,τc)→
Ck(sA(X,Z0), sM(X)⊗ sA(X,Z0)⊗ T
nsA(Z0, Zn))
C
k
(1,bMn+1)
→
Ck(sA(X,Z0), sM(Zn))
[−1]
→ Ck(A(X,Z0),M(Zn))
s
→ sCk(A(X,Z0),M(Zn))
]
.
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Since ℧ is a chain map by Lemma A.2, vanishing of (5.12) on sM(X) implies that the
map
℧00 = Υ : (sM(X), b
E
00 = s
−1dXfs = bM0 )→ (sA∞(A;Ck)(H
X , f), bQ00 = B1)
is a chain map as well. The following result generalizes previously known A∞-version of
the Yoneda Lemma [Fuk02, Theorem 9.1], [LM04, Proposition A.9], and gives the latter
if f = HW for W ∈ ObA. It can also be found in Seidel’s book [Sei06, Lemma 2.12],
where it is proven assuming that the ground ring k is a field, and the proof is based on
a spectral sequence argument. The proof presented here is considerably longer than that
of Seidel, however it works in the case of an arbitrary commutative ground ring.
A.3 Proposition. Let A be a unital A∞-category, let X be an object of A, and let
f : A→ Ck be a unital A∞-functor. Then the map Υ is homotopy invertible.
Proof. The A∞-module M corresponding to f is unital by Proposition 4.4. The compo-
nents of f are expressed via the components of bM as follows (k > 1):
fk =
[
T ksA(Z0, Zk)
coevCk
→ Ck(sM(Z0), sM(Z0)⊗ T
ksA(Z0, Zk))
Ck(1,b
M
k
)
→ Ck(sM(Z0), sM(Zk))
[−1]
→ Ck(M(Z0),M(Zk))
s
→ sCk(M(Z0),M(Zk))
]
. (A.27)
Define a map α : sA∞(A;Ck)(H
X, f)→ sM(X) as follows:
α =
[
sA∞(A;Ck)(H
X , f)
pr0→ sCk(A(X,X),M(X))
s−1
→ Ck(A(X,X),M(X))
[1]
→ Ck(sA(X,X), sM(X))
Ck(X i
A
0 ,1)→ Ck(k, sM(X)) = sM(X)
]
. (A.28)
The map α is a chain map. Indeed, pr0 is a chain map, and
s−1[1]Ck(Xi
A
0 , 1)b
M
0 = s
−1[1]Ck(Xi
A
0 , 1)Ck(1, b
M
0 )
= s−1[1](−Ck(1, b
M
0 ) + Ck(b1, 1))Ck(Xi
A
0 , 1) = s
−1[1]m
Ck
1 Ck(Xi
A
0 , 1)
= s−1m
Ck
1 [1]Ck(Xi
A
0 , 1) = b
Ck
1 s
−1[1]Ck(Xi
A
0 , 1),
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since Xi
A
0 is a chain map, and [1] is a differential graded functor. Let us compute Υα:
Υα = Υ0s
−1[1]Ck(Xi
A
0 , 1) = −
[
sM(X)
coevCk
→ Ck(sA(X,X), sA(X,X)⊗ sM(X))
Ck(1,c)→ Ck(sA(X,X), sM(X)⊗ sA(X,X))
Ck(1,b
M
1 )→ Ck(sA(X,X), sM(X))
Ck(X i
A
0 ,1)→ Ck(k, sM(X)) = sM(X)
]
=
[
sM(X)
coevCk
→ Ck(sA(X,X), sA(X,X)⊗ sM(X))
Ck(X i
A
0 ,1)→
Ck(k, sA(X,X)⊗ sM(X))
Ck(1,cb
M
1 )→ Ck(k, sM(X)) = sM(X)
]
=
[
sM(X)
coevCk
→ Ck(k, k⊗ sM(X))
Ck(1,X i
A
0 ⊗1)→ Ck(k, sA(X,X)⊗ sM(X))
Ck(1,cb
M
1 )→ Ck(k, sM(X)) = sM(X)
]
=
[
sM(X)
1⊗X i
A
0→ sM(X)⊗ sA(X,X)
bM1→ sM(X)
]
. (A.29)
Since M is a unital A∞-module by Proposition 4.4, it follows that Υα is homotopic to
identity. Let us prove that αΥ is homotopy invertible.
The graded k-module sA∞(A;Ck)(H
X , f) is V =
∏∞
n=0 Vn, where
Vn =
∏
Z0, ..., Zn∈ObA
Ck(T¯
nsA(Z0, Zn), sCk(A(X,Z0),M(Zn)))
and all products are taken in the category of graded k-modules. In other terms, for d ∈ Z,
V d =
∏∞
n=0 V
d
n , where
V dn =
∏
Z0, ..., Zn∈ObA
Ck(T¯
nsA(Z0, Zn), sCk(A(X,Z0),M(Zn)))
d.
We consider V dn as Abelian groups with discrete topology. The Abelian group V
d is
equipped with the topology of the product. Thus, its basis of neighborhoods of 0 is given
by k-submodules Φdm = 0
m−1 ×
∏∞
n=m V
d
n . They form a filtration V
d = Φd0 ⊃ Φ
d
1 ⊃ Φ
d
2 ⊃
. . . . We call a k-linear map a : V → V of degree p continuous if the induced maps
ad,d+p = a
∣∣
V d
: V d → V d+p are continuous for all d ∈ Z. This holds if and only if for any
d ∈ Z and m ∈ N
def
= Z>0 there exists an integer κ = κ(d,m) ∈ N such that (Φ
d
κ)a ⊂ Φ
d+p
m .
We may assume that
m′ < m′′ implies κ(d,m′) 6 κ(d,m′′). (A.30)
Indeed, a given function m 7→ κ(d,m) can be replaced with the function m 7→ κ′(d,m) =
minn>m κ(d, n) and κ
′ satisfies condition (A.30). Continuous linear maps a : V → V
of degree p are in bijection with families of N × N-matrices (Ad,d+p)d∈Z of linear maps
Ad,d+pnm : V
d
n → V
d+p
m with finite number of non-vanishing elements in each column of A
d,d+p.
Indeed, to each continuous map ad,d+p : V d → V d+p corresponds the inductive limit over
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m of κ(d,m)×m-matrices of maps V d/Φdκ(d,m) → V
d+p/Φd+pm . On the other hand, to each
family (Ad,d+p)d∈Z of N×N-matrices with finite number of non-vanishing elements in each
column correspond obvious maps ad,d+p : V d → V d+p, and they are continuous. Thus,
a = (ad,d+p)d∈Z is continuous. A continuous map a : V → V can be completely recovered
from one N × N-matrix (anm)n,m∈N of maps anm = (A
d,d+p
nm )d∈Z : Vn → Vm of degree p.
Naturally, not any such matrix determines a continuous map, however, if the number of
non-vanishing elements in each column of (anm) is finite, then this matrix does determine
a continuous map.
The differential D
def
= B1 : V → V , r 7→ (r)B1 = rb − (−)
rbr is continuous and the
function κ for it is simply κ(d,m) = m. Its matrix is given by
D = B1 =


D0,0 D0,1 D0,2 . . .
0 D1,1 D1,2 . . .
0 0 D2,2 . . .
...
...
...
. . .

 ,
where
Dk,k = Ck(1, b
Ck
1 )− Ck
( ∑
p+1+q=k
1⊗p ⊗ b1 ⊗ 1
⊗q, 1
)
: Vk → Vk,
rkDk,k = rkb
Ck
1 − (−)
r
∑
p+1+q=k
(1⊗p ⊗ b1 ⊗ 1
⊗q)rk,
(one easily recognizes the differential in the complex Vk),
rkDk,k+1 = (rk ⊗ f1)b
Ck
2 + (H
X
1 ⊗ rk)b
Ck
2 − (−)
r
∑
p+q=k−1
(1⊗p ⊗ b2 ⊗ 1
⊗q)rk.
Further we shall see that we do not need to compute other components.
Composition of αΥ with prn equals
αΥn = −
[
sA∞(A;Ck)(H
X, f)
pr0→ sCk(A(X,X),M(X))
s−1[1]
→ Ck(sA(X,X), sM(X))
Ck(X i
A
0 ,1)→ Ck(k, sM(X)) = sM(X)
coevCk
→ Ck(sA(X,Z0)⊗ T
nsA(Z0, Zn), sA(X,Z0)⊗ T
nsA(Z0, Zn)⊗ sM(X))
Ck(1,τc)→ Ck(sA(X,Z0)⊗ T
nsA(Z0, Zn), sM(X)⊗ sA(X,Z0)⊗ T
nsA(Z0, Zn))
Ck(1,b
M
n+1)
→ Ck(sA(X,Z0)⊗ T
nsA(Z0, Zn), sM(Zn))
(ϕCk )−1
→ Ck(T
nsA(Z0, Zn),Ck(sA(X,Z0), sM(Zn)))
Ck(1,[−1]s)→ Ck(T
nsA(Z0, Zn), sCk(A(X,Z0),M(Zn)))
]
.
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Clearly, αΥ is continuous (take κ(d,m) = 1). Its N× N-matrix has the form
αΥ =


∗ ∗ ∗ . . .
0 0 0 . . .
0 0 0 . . .
...
...
...
. . .

 .
A.4 Lemma. The map αΥ : V → V is homotopic to a continuous map V → V , whose
N× N-matrix is upper-triangular with the identity maps id : Vk → Vk on the diagonal.
Proof. Define a continuous k-linear map K : sA∞(A;Ck)(H
X , f) → sA∞(A;Ck)(H
X , f)
of degree −1 by its matrix
K =


0 0 0 . . .
K1,0 0 0 . . .
0 K2,1 0 . . .
...
...
...
. . .

 ,
so κ(d,m) = m+1, where Kk+1,k maps the factor indexed by (X,Z0, . . . , Zk) to the factor
indexed by (Z0, . . . , Zk) as follows:
Kk+1,k =
[
Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk), sCk(A(X,X),M(Zk)))
Ck(1,s
−1[1])
→ Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk),Ck(sA(X,X), sM(Zk)))
C
k
(1,C
k
(X i
A
0 ,1))→ Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk),Ck(k, sM(Zk)))
(ϕCk )−1
→ Ck(T¯ sA(Z0, Zk),Ck(sA(X,Z0), sM(Zk)))
Ck(1,[−1]s)→ Ck(T¯ sA(Z0, Zk), sCk(A(X,Z0),M(Zk)))
]
.
Other factors are ignored.
The composition of continuous maps V → V is continuous as well. In particular, one
finds the matrices of B1K and KB1:
B1K =


D0,1K1,0 D0,2K2,1 D0,3K3,2 . . .
D1,1K1,0 D1,2K2,1 D1,3K3,2 . . .
0 D2,2K2,1 D2,3K3,2 . . .
0 0 D3,3K3,2 . . .
...
...
...
. . .


,
KB1 =


0 0 0 . . .
K1,0D0,0 K1,0D0,1 K1,0D0,2 . . .
0 K2,1D1,1 K2,1D1,2 . . .
0 0 K3,2D2,2 . . .
...
...
...
. . .


.
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We have Dk+1,k+1Kk+1,k+Kk+1,kDk,k = 0 for all k > 0. Indeed, conjugating the expanded
left hand side with Ck(1, [−1]s) we come to the following identity:[
Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk),Ck(sA(X,X), sM(Zk)))
Ck(1,m
Ck
1 )+Ck(
P
p+q=k 1
⊗p⊗b1⊗1⊗q ,1)
→
Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk),Ck(sA(X,X), sM(Zk)))
Ck(1,Ck(X i
A
0 ,1))→ Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk),Ck(k, sM(Zk)))
(ϕCk )−1
→ Ck(T¯ sA(Z0, Zk),Ck(sA(X,Z0), sM(Zk)))
]
+
[
Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk),Ck(sA(X,X), sM(Zk)))
Ck(1,Ck(X i
A
0 ,1))→ Ck(sA(X,Z0)⊗ T¯ sA(Z0, Zk),Ck(k, sM(Zk)))
(ϕCk )−1
→ Ck(T¯ sA(Z0, Zk),Ck(sA(X,Z0), sM(Zk)))
Ck(1,m
Ck
1 )+Ck(
P
p+q=k−1 1
⊗p⊗b1⊗1⊗q ,1)
→ Ck(T¯ sA(Z0, Zk),Ck(sA(X,Z0), sM(Zk)))
]
= 0.
After reducing all terms to the common form, beginning with Ck(1,Ck(Xi
A
0 , 1)), all terms
cancel each other, so the identity is proven.
Therefore, the chain map a = αΥ + B1K + KB1 is also represented by an upper-
triangular matrix. Its diagonal elements are chain maps akk : Vk → Vk. We are going to
show that they are homotopic to identity maps.
Let us compute the matrix element a00 : V0 → V0 =
∏
Z∈ObA sCk(A(X,Z),M(Z)).
We have
a00 prZ = (αΥ0 +B1K1,0) prZ : V0 → V0
prZ→ sCk(A(X,Z),M(Z)).
In the expanded form these terms are as follows:
αΥ0 prZ = −
[
V0
prX→ sCk(A(X,X),M(X))
s−1[1]
→ Ck(sA(X,X), sM(X))
Ck(X i
A
0 ,1)→ Ck(k, sM(X)) = sM(X)
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ sM(X))
Ck(1,cb
M
1 )→ Ck(sA(X,Z), sM(Z))
[−1]s
→ sCk(A(X,Z),M(Z))
]
,
B1K1,0 prZ = [(1⊗ f1)b
C
k
2 + (H
X
1 ⊗ 1)b
C
k
2 ]K1,0 prZ ,
(1⊗ f1)b
Ck
2 =
[
V0
prX→ sCk(A(X,X),M(X))
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ sCk(A(X,X),M(X)))
Ck(1,c)→ Ck(sA(X,Z), sCk(A(X,X),M(X))⊗ sA(X,Z))
Ck(1,1⊗f1)→ Ck(sA(X,Z), sCk(A(X,X),M(X))⊗ sCk(M(X),M(Z)))
Ck(1,b
Ck
2 )→ Ck(sA(X,Z), sCk(A(X,X),M(Z)))
]
,
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(HX1 ⊗ 1)b
Ck
2 =
[
V0
prZ→ sCk(A(X,Z),M(Z))
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ sCk(A(X,Z),M(Z)))
Ck(1,H
X
1 ⊗1)→ Ck(sA(X,Z), sCk(A(X,X),A(X,Z))⊗ sCk(A(X,Z),M(Z)))
C
k
(1,b
Ck
2 )→ Ck(sA(X,Z), sCk(A(X,X),M(Z)))
]
,
K1,0 prZ =
[
V1
prX,Z
→ Ck(sA(X,Z), sCk(A(X,X),M(Z)))
Ck(1,s
−1[1])
→
Ck(sA(X,Z),Ck(sA(X,X), sM(Z)))
Ck(1,Ck(X i
A
0 ,1))→ Ck(sA(X,Z),Ck(k, sM(Z)))
= Ck(sA(X,Z), sM(Z))
[−1]s
→ sCk(A(X,Z),M(Z))
]
.
We claim that in the sum
a00 prZ = αΥ0 prZ +(1⊗ f1)b
Ck
2 K1,0 prZ +(H
X
1 ⊗ 1)b
Ck
2 K1,0 prZ
the first two summands cancel each other, while the last, (HX1 ⊗ 1)b
Ck
2 K1,0, is homotopic
to identity. Indeed, αΥ0 prZ +(1⊗ f1)b
Ck
2 K1,0 prZ factors through
−
[
sCk(A(X,X),M(X))
s−1[1]
→ Ck(sA(X,X), sM(X))
Ck(X i
A
0 ,1)→ Ck(k, sM(X))
= sM(X)
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ sM(X))
Ck(1,cb
M
1 )→ Ck(sA(X,Z), sM(Z))
]
+
[
sCk(A(X,X),M(X))
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ sCk(A(X,X),M(X)))
Ck(1,c)→ Ck(sA(X,Z), sCk(A(X,X),M(X))⊗ sA(X,Z))
Ck(1,1⊗f1)→
Ck(sA(X,Z), sCk(A(X,X),M(X))⊗ sCk(M(X),M(Z)))
Ck(1,b
Ck
2 )→
Ck(sA(X,Z), sCk(A(X,X),M(Z)))
Ck(1,s
−1[1])
→ Ck(sA(X,Z),Ck(sA(X,X), sM(Z)))
Ck(1,Ck(X i
A
0 ,1))→ Ck(sA(X,Z),Ck(k, sM(Z))) = Ck(sA(X,Z), sM(Z))
]
.
It therefore suffices to prove that the above expression vanishes. By closedness this is
equivalent to the following equation:
−
[
sA(X,Z)⊗ sCk(A(X,X),M(X))
1⊗s−1[1]
→ sA(X,Z)⊗ Ck(sA(X,X), sM(X))
1⊗Ck(X i
A
0 ,1)→ sA(X,Z)⊗ sM(X)
cbM1→ sM(Z)
]
+
[
sA(X,Z)⊗ sCk(A(X,X),M(X))
c
→ sCk(A(X,X),M(X))⊗ sA(X,Z)
1⊗f1
→ sCk(A(X,X),M(X))⊗ sCk(M(X),M(Z))
b
Ck
2→ sCk(A(X,X),M(Z))
s−1[1]
→ Ck(sA(X,X), sM(Z))
Ck(X i
A
0 ,1)→ Ck(k, sM(Z)) = sM(Z)
]
= 0.
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Canceling c and transforming the left hand side using (4.2) we get:
−
[
sCk(A(X,X),M(X))⊗ sA(X,Z)
s−1[1]⊗1
→ Ck(sA(X,X), sM(X))⊗ sA(X,Z)
1⊗f1s−1[1]
→ Ck(sA(X,X), sM(X))⊗ Ck(sM(X), sM(Z))
m
Ck
2→ Ck(sA(X,X), sM(Z))
Ck(X i
A
0 ,1)→ Ck(k, sM(Z)) = sM(Z)
]
+
[
sCk(A(X,X),M(X))⊗ sA(X,Z)
s−1[1]⊗1
→ Ck(sA(X,X), sM(X))⊗ sA(X,Z)
1⊗f1s−1[1]
→ Ck(sA(X,X), sM(X))⊗ Ck(sM(X), sM(Z))
Ck(X i
A
0 ,1)⊗1→ Ck(k, sM(X))⊗ Ck(sM(X), sM(Z))
evCk
→ sM(Z)
]
= 0.
The above equation follows from the following identity which holds by the properties of
the closed monoidal category Ck:
[
Ck(sA(X,X), sM(X))⊗ Ck(sM(X), sM(Z))
m
Ck
2→
Ck(sA(X,X), sM(Z))
Ck(X i
A
0 ,1)→ Ck(k, sM(Z)) = sM(Z)
]
=
[
Ck(sA(X,X), sM(X))⊗ Ck(sM(X), sM(Z))
Ck(X i
A
0 ,1)⊗1→
Ck(k, sM(X))⊗ Ck(sM(X), sM(Z)) = sM(X)⊗ Ck(sM(X), sM(Z))
evCk
→ sM(Z)
]
.
This is a particular case of identity (0.4) combined with (0.3).
Now we prove that (HX1 ⊗ 1)b2K1,0 is homotopic to identity. It maps each factor
sCk(A(X,Z),M(Z)) into itself via the following map:
[
sCk(A(X,Z),M(Z))
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ sCk(A(X,Z),M(Z)))
Ck(1,P )→ Ck(sA(X,Z), sM(Z))
[−1]s
→ sCk(A(X,Z),M(Z))
]
,
where
P = −
[
sA(X,Z)⊗ sCk(A(X,Z),M(Z))
HX1 s
−1[1]⊗s−1[1]
→
Ck(sA(X,X), sA(X,Z))⊗ Ck(sA(X,Z), sM(Z))
m
Ck
2→
Ck(sA(X,X), sM(Z))
Ck(X i
A
0 ,1)→ Ck(k, sM(Z)) = sM(Z)
]
=
[
sA(X,Z)⊗ sCk(A(X,Z),M(Z))
1⊗s−1[1]
→ sA(X,Z)⊗ Ck(sA(X,Z), sM(Z))
coevCk ⊗1
→ Ck(sA(X,X), sA(X,X)⊗ sA(X,Z))⊗ Ck(sA(X,Z), sM(Z))
C
k
(1,b2)⊗1
→ Ck(sA(X,X), sA(X,Z))⊗ Ck(sA(X,Z), sM(Z))
Ck(X i
A
0 ,1)⊗1→ Ck(k, sA(X,Z))⊗ Ck(sA(X,Z), sM(Z))
evCk
→ sM(Z)
]
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= −
[
sA(X,Z)⊗ sCk(A(X,Z),M(Z))
1⊗s−1[1]
→ sA(X,Z)⊗ Ck(sA(X,Z), sM(Z))
coevCk ⊗1
→ Ck(k, k⊗ sA(X,Z))⊗ Ck(sA(X,Z), sM(Z))
C
k
(1,(X i
A
0 ⊗1)b2)⊗1→ sA(X,Z)⊗ Ck(sA(X,Z), sM(Z))
evCk
→ sM(Z)
]
= −
[
sA(X,Z)⊗ sCk(A(X,Z),M(Z))
1⊗s−1[1]
→ sA(X,Z)⊗ Ck(sA(X,Z), sM(Z))
(X i
A
0 ⊗1)b2⊗1→ sA(X,Z)⊗ Ck(sA(X,Z), sM(Z))
evCk
→ sM(Z)
]
. (A.31)
It follows that
(HX1 ⊗ 1)b
Ck
2 K1,0 = −
[
sCk(A(X,Z),M(Z))
s−1[1]
→ Ck(sA(X,Z), sM(Z))
coevCk
→
Ck(sA(X,Z), sA(X,Z)⊗ Ck(sA(X,Z), sM(Z)))
Ck(1,(X i
A
0 ⊗1)b2⊗1)→
Ck(sA(X,Z), sA(X,Z)⊗ Ck(sA(X,Z), sM(Z)))
Ck(1,ev
Ck )
→
Ck(sA(X,Z), sM(Z))
[−1]s
→ sCk(A(X,Z),M(Z))
]
.
Due to [Lyu03, Lemma 7.4] there exists a homotopy h′′ : sA(X,Z) → sA(X,Z), a map
of degree −1, such that (Xi
A
0 ⊗ 1)b2 = −1 + h
′′b1 + b1h
′′. Therefore, the map considered
above equals to
idsCk(A(X,Z),M(Z))−
[
sCk(A(X,Z),M(Z))
s−1[1]
→ Ck(sA(X,Z), sM(Z))
coevCk
→ Ck(sA(X,Z), sA(X,Z)⊗ Ck(sA(X,Z), sM(Z)))
Ck(1,(h
′′b1+b1h′′)⊗1)
→ Ck(sA(X,Z), sA(X,Z)⊗ Ck(sA(X,Z), sM(Z)))
Ck(1,ev
Ck )
→ Ck(sA(X,Z), sM(Z))
[−1]s
→ sCk(A(X,Z),M(Z))
]
=
(
idsCk(A(X,Z),M(Z))+b
Ck
1 K
′
00 +K
′
00b
Ck
1
)
,
where
K ′00 =
[
sCk(A(X,Z),M(Z))
s−1[1]
→ Ck(sA(X,Z), sM(Z))
Ck(h
′′,1)
→ Ck(sA(X,Z), sM(Z))
[−1]s
→ sCk(A(X,Z),M(Z))
]
.
Indeed, b
Ck
1 K
′
00 +K
′
00b
Ck
1 is obtained by conjugating with [−1]s the following expression:
m
Ck
1 Ck(h
′′, 1) + Ck(h
′′, 1)m
Ck
1 = (−Ck(1, b
M
0 ) + Ck(b1, 1))Ck(h
′′, 1)
+ Ck(h
′′, 1)(−Ck(1, b
M
0 ) + Ck(b1, 1)) = −Ck(b1h
′′ + h′′b1, 1). (A.32)
The rest is straightforward. Therefore, (HX1 ⊗1)b
Ck
2 K1,0 and a00 are homotopic to identity.
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Now we are proving that diagonal elements akk : Vk → Vk are homotopic to identity
maps for k > 0. An element rk+1 ∈ Vk+1 is mapped to direct product over Z0, . . . , Zk ∈
ObA of
rk+1Kk+1,k = coev
Ck
sA(X,Z0),∗
Ck(sA(X,Z0), r
X,Z0,...,Zk
k+1 s
−1[1]Ck(Xi
A
0 , 1))[−1]s :
T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)).
Here rX,Z0,...,Zkk+1 : sA(X,Z0)⊗ T¯ sA(Z0, Zk) → sCk(A(X,X),M(Zk)) is one of the coordi-
nates of rk+1.
Thus, rkDk,k+1Kk+1,k is the sum of three terms (A.33a)–(A.33c):
coevCksA(X,Z0),∗ Ck(sA(X,Z0), (r
X,Z0,...,Zk−1
k ⊗ f1)b
Ck
2 s
−1[1]Ck(X i
A
0 , 1))[−1]s :
T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)), (A.33a)
where r
X,Z0,...,Zk−1
k : sA(X,Z0) ⊗ T¯ sA(Z0, Zk−1) → sCk(A(X,X),M(Zk−1)). Since b
Ck
2 =
(s⊗ s)−1m2s = −(s
−1 ⊗ s−1)m2s, and [1] is a differential graded functor, we have
(rk ⊗ f1)b
Ck
2 s
−1[1] = −(rks
−1[1]⊗ f1s
−1[1])m
Ck
2 .
Identity (0.4) gives
(rk ⊗ f1)b
Ck
2 s
−1[1]Ck(Xi
A
0 , 1) = −(rks
−1[1]⊗ f1s
−1[1])m
Ck
2 Ck(X i
A
0 , 1)
= −(rks
−1[1]⊗ f1s
−1[1])(Ck(Xi
A
0 , 1)⊗ 1)m
Ck
2 = (rks
−1[1]Ck(X i
A
0 , 1)⊗ f1s
−1[1])m
Ck
2
(we have used the fact that Ck(X i
A
0 , 1) has degree −1 and f1s
−1 has degree 1).
coevCksA(X,Z0),∗ Ck(sA(X,Z0), (H
X
1 ⊗ r
Z0,...,Zk
k )b
Ck
2 s
−1[1]Ck(Xi
A
0 , 1))[−1]s :
T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)), (A.33b)
where rZ0,...,Zkk : T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)). Similarly to above
(HX1 ⊗ rk)b
Ck
2 s
−1[1] = (−)r+1(HX1 s
−1[1]⊗ rks
−1[1])m
Ck
2 ,
so that
(HX1 ⊗ rk)b
Ck
2 s
−1[1]Ck(X i
A
0 , 1) = (−)
r+1(HX1 s
−1[1]⊗ rks
−1[1])(Ck(Xi
A
0 , 1)⊗ 1)m
Ck
2
= (HX1 s
−1[1]Ck(X i
A
0 , 1)⊗ rks
−1[1])m
Ck
2
(rks
−1[1] has degree deg r + 1 and Ck(X i
A
0 , 1) has degree −1).
For each p, q, such that p+ q = k − 1
coevCksA(X,Z0),∗ Ck(sA(X,Z0), (1
⊗p ⊗ b2 ⊗ 1
⊗q)rks
−1[1]Ck(X i
A
0 , 1))[−1]s :
T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)), (A.33c)
109
where rk means
r
X,Z0,...,Zp−1,Zp+1,...,Zk
k : T¯ sA(X,Z0, . . . , Zp−1, Zp+1, . . . , Zk)→ sCk(A(X,X),M(Zk)),
and Z−1 = X .
Thus, rkDk,k+1Kk+1,k = coev
Ck
sA(X,Z0),∗
Ck(sA(X,Z0),Σ1)[−1]s, where
Σ1 = (r
X,Z0,...,Zk−1
k s
−1[1]Ck(Xi
A
0 , 1)⊗ f1s
−1[1])m
Ck
2
+ (HX1 s
−1[1]Ck(Xi
A
0 , 1)⊗ r
Z0,...,Zk
k s
−1[1])m
Ck
2
− (−)r
∑
p+q=k−1
(1⊗p ⊗ b2 ⊗ 1
⊗q)r
X,Z0,...,Zp−1,Zp+1,...,Zk
k s
−1[1]Ck(Xi
A
0 , 1) :
sA(X,Z0)⊗ T¯ sA(Z0, Zk)→ sM(Zk).
Similarly, rkKk,k−1Dk−1,k is the sum of three terms (A.34a)–(A.34c).
(
coevCksA(X,Z0),∗ Ck(sA(X,Z0), rks
−1[1]Ck(Xi
A
0 , 1))[−1]s
⊗ coevCksM(Zk−1),sA(Zk−1,Zk) Ck(sM(Zk−1), b
M
1 )[−1]s
)
b
Ck
2
= −
(
coevCksA(X,Z0),∗ Ck(sA(X,Z0), rks
−1[1]Ck(X i
A
0 , 1))
⊗ coevCksM(Zk−1),sA(Zk−1,Zk) Ck(sM(Zk−1), b
M
1 )
)
m
Ck
2 [−1]s
= − coevCksA(X,Z0),∗ Ck
(
sA(X,Z0), (rks
−1[1]Ck(Xi
A
0 , 1)⊗ 1)b
M
1
)
[−1]s :
T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)), (A.34a)
where rk means r
X,Z0,...,Zk−1
k : T¯ sA(X,Z0, . . . , Zk−1) → sCk(A(X,X),M(Zk−1)). Here we
use formulas (0.5) and (A.27).
(
coevCksA(X,Z0),sA(Z0,Z1) Ck(A(X,Z0), b2)[−1]s
⊗ coevCksA(X,Z1),∗ Ck(sA(X,Z1), rks
−1[1]Ck(X i
A
0 , 1))[−1]s
)
b
Ck
2
= (−)r
(
coevCksA(X,Z0),sA(Z0,Z1) Ck(sA(X,Z0), b2)
⊗ coevCksA(X,Z1),∗ Ck(sA(X,Z1), rks
−1[1]Ck(X i
A
0 , 1))
)
m
Ck
2 [−1]s
= (−)r coevCksA(X,Z0),∗ Ck
(
sA(X,Z0), (b2 ⊗ 1
⊗k−1)rks
−1[1]Ck(Xi
A
0 , 1)
)
[−1]s :
T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)), (A.34b)
where rk means r
X,Z1,...,Zk
k : T¯ sA(X,Z1, . . . , Zk) → sCk(A(X,X),M(Zk)). We have used
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that rks
−1[1]Ck(Xi
A
0 , 1) has degree deg r and formula (0.5).
(1⊗p ⊗ b2 ⊗ 1
⊗q) coevCksA(X,Z0),∗ Ck
(
sA(X,Z0), rks
−1[1]Ck(Xi
A
0 , 1)
)
[−1]s
= coevCksA(X,Z0),∗ Ck(sA(X,Z0), 1
⊗p+1 ⊗ b2 ⊗ 1
⊗q)
Ck
(
sA(X,Z0), rks
−1[1]Ck(Xi
A
0 , 1)
)
[−1]s
= coevCksA(X,Z0),∗ Ck
(
sA(X,Z0), (1
⊗p+1 ⊗ b2 ⊗ 1
⊗q)rks
−1[1]Ck(X i
A
0 , 1)
)
[−1]s :
T¯ sA(Z0, Zk)→ sCk(A(X,Z0),M(Zk)), (A.34c)
where rk is the map
r
X,Z0,...,Zp,Zp+2,...,Zk
k : T¯ sA(X,Z0, . . . , Zp, Zp+2, . . . , Zk)→ sCk(A(X,X),M(Zk)).
Here we use functoriality of coevCk .
Thus, rkKk,k−1Dk−1,k = coev
Ck
sA(X,Z0),∗
Ck(h
XZ0,Σ2)[−1]s, where
Σ2 = −(r
X,Z0,...,Zk−1
k s
−1[1]Ck(Xi
A
0 , 1)⊗ 1)b
M
1
+ (−)r(b2 ⊗ 1
⊗k−1)rX,Z1,...,Zkk s
−1[1]Ck(Xi
A
0 , 1)
− (−)r−1
∑
p+q=k−2
(1⊗p+1 ⊗ b2 ⊗ 1
⊗q)r
X,Z0,...,Zp,Zp+2,...,Zk
k s
−1[1]Ck(X i
A
0 , 1) :
sA(X,Z0)⊗ T¯ sA(Z0, Zk)→ sM(Zk).
The element rK has degree deg r− 1, so the sign (−)r−1 arises. Combining this with the
expression for rkDk,k+1Kk+1,k we obtain
rkDk,k+1Kk+1,k + rkKk,k−1Dk−1,k = coev
Ck
sA(X,Z0),∗
Ck(sA(X,Z0),Σ)[−1]s,
where Σ = Σ1+Σ2. We claim that Σ = (H
X
1 s
−1[1]Ck(Xi
A
0 , 1)⊗r
Z0,...,Zk
k s
−1[1])m
Ck
2 . Indeed,
first of all,
(b2 ⊗ 1
⊗k−1)rX,Z1,...,Zkk s
−1[1]Ck(Xi
A
0 , 1)
+
∑
p+q=k−2
(1⊗p+1 ⊗ b2 ⊗ 1
⊗q)r
X,Z0,...,Zp,Zp+2,...,Zk
k s
−1[1]Ck(Xi
A
0 , 1)
=
∑
p+q=k−1
(1⊗p ⊗ b2 ⊗ 1
⊗q)r
X,Z0,...,Zp−1,Zp+1,...,Zk
k s
−1[1]Ck(X i
A
0 , 1),
so that
Σ = (r
X,Z0,...,Zk−1
k s
−1[1]Ck(Xi
A
0 , 1)⊗ f1s
−1[1])m
Ck
2
+ (HX1 s
−1
Ck(Xi
A
0 , 1)⊗ r
Z0,...,Zk
k s
−1[1])m
Ck
2 − (r
X,Z0,...,Zk−1
k s
−1[1]Ck(Xi
A
0 , 1)⊗ 1)b
M
1 :
sA(X,Z0)⊗ T¯ sA(Z0, Zk)→ sM(Zk).
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Note that
m
Ck
2 = ev
Ck : sM(Zk−1)⊗ Ck(sM(Zk−1), sM(Zk))
= Ck(k, sM(Zk−1))⊗ Ck(sM(Zk−1), sM(Zk))→ sM(Zk) = Ck(k, sM(Zk)),
therefore the first and the third summands cancel out, due to (4.2). Hence, only the
second summand remains in Σ = (HX1 s
−1[1]Ck(Xi
A
0 , 1) ⊗ r
Z0,...,Zk
k s
−1[1])m
Ck
2 . It follows
that
rkDk,k+1Kk+1,k + rkKk,k−1Dk−1,k =
[
T¯ sA(Z0, Zk)
coevCk
→
Ck(sA(X,Z0), sA(X,Z0)⊗ T¯ sA(Z0, Zk))
Ck(1,H
X
1 s
−1[1]Ck(X i
A
0 ,1)⊗rks
−1[1])
→
Ck(sA(X,Z0),Ck(k, sA(X,Z0))⊗ Ck(sA(X,Z0), sM(Zk)))
Ck(1,m
Ck
2 )
‖
Ck(1,ev
Ck )
→
Ck(sA(X,Z0), sM(Zk))
[−1]s
→ sCk(A(X,Z0),M(Zk))
]
=
[
T¯ sA(Z0, Zk)
rks
−1[1]
→ Ck(sA(X,Z0), sM(Zk))
coevCk
→
Ck(sA(X,Z0), sA(X,Z0)⊗ Ck(sA(X,Z0), sM(Zk)))
Ck(1,H
X
1 s
−1[1]Ck(X i
A
0 ,1)⊗1)→
Ck(sA(X,Z0), sA(X,Z0)⊗ Ck(sA(X,Z0), sM(Zk)))
C
k
(1,evCk )
→
Ck(sA(X,Z0), sM(Zk))
[−1]s
→ sCk(A(X,Z0),M(Zk))
]
=
[
T¯ sA(Z0, Zk)
rks
−1[1]
→ Ck(sA(X,Z0), sM(Zk))
coevCk
→
Ck(sA(X,Z0), sA(X,Z0)⊗ Ck(sA(X,Z0), sM(Zk)))
Ck(H
X
1 s
−1[1]Ck(X i
A
0 ,1),1)→
Ck(sA(X,Z0), sA(X,Z0)⊗ Ck(sA(X,Z0), sM(Zk)))
Ck(1,ev
Ck )
→
Ck(sA(X,Z0), sM(Zk))
[−1]s
→ sCk(A(X,Z0),M(Zk))
]
=
[
T¯ sA(Z0, Zk)
rk
→ sCk(A(X,Z0),M(Zk))
s−1[1]
→ Ck(sA(X,Z0), sM(Zk))
Ck(H
X
1 s
−1[1]Ck(X i
A
0 ,1),1)→ Ck(sA(X,Z0), sM(Zk))
[−1]s
→ sCk(A(X,Z0),M(Zk))
]
.
Note that
HX1 s
−1[1]Ck(Xi
A
0 , 1) = −(X i
A
0 ⊗ 1)b2 = 1− h
′′b1 − b1h
′′ : sA(X,Z0)→ sA(X,Z0)
(compare with (A.31)). We see that for k > 0
akk = Dk,k+1Kk+1,k +Kk,k−1Dk−1,k = 1 + g :
Ck(T¯ sA(Z0, Zk), sCk(A(X,Z0),M(Zk)))
→ Ck(T¯ sA(Z0, Zk), sCk(A(X,Z0),M(Zk))),
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where g = −Ck(T¯ sA(Z0, Zk), s
−1[1]Ck(h
′′b1+b1h
′′, 1)[−1]s). More precisely, Dk,k+1Kk+1,k+
Kk,k−1Dk−1,k is a diagonal map, whose components are 1 + g. We claim that g =
m
Ck
1 K
′
kk +K
′
kkm
Ck
1 , where
K ′kk = Ck(T¯ sA(Z0, Zk), s
−1[1]Ck(h
′′, 1)[−1]s).
Indeed, m
Ck
1 = Ck(1, b
Ck
1 )− Ck(
∑
p+q=k−1(1
⊗p ⊗ b1 ⊗ 1
⊗q), 1), so that
m
Ck
1 K
′
kk =
(
Ck(1, b
Ck
1 )− Ck(
∑
p+q=k−1
1⊗p ⊗ b1 ⊗ 1
⊗q, 1)
)
Ck
(
1, s−1[1]Ck(h
′′, 1)[−1]s
)
= Ck
(
1, b
Ck
1 s
−1[1]Ck(h
′′, 1)[−1]s
)
+ Ck
(
1, s−1[1]Ck(h
′′, 1)[−1]s
)
Ck
( ∑
p+q=k−1
1⊗p ⊗ b1 ⊗ 1
⊗q, 1
)
,
K ′kkm
Ck
1 = Ck
(
1, s−1[1]Ck(h
′′, 1)[−1]s
)(
Ck(1, b
Ck
1 )− Ck(
∑
p+q=k−1
1⊗p ⊗ b1 ⊗ 1
⊗q, 1)
)
= Ck
(
1, s−1[1]Ck(h
′′, 1)[−1]sb
Ck
1
)
− Ck
(
1, s−1[1]Ck(h
′′, 1)[−1]s
)
Ck
( ∑
p+q=k−1
1⊗p ⊗ b1 ⊗ 1
⊗q, 1
)
.
Therefore,
K ′kkm
Ck
1 +m
Ck
1 K
′
kk = Ck
(
1, b
Ck
1 s
−1[1]Ck(h
′′, 1)[−1]s+ s−1[1]Ck(h
′′, 1)[−1]sb
Ck
1
)
= Ck
(
1, s−1[1](m
Ck
1 Ck(h
′′, 1) + Ck(h
′′, 1)m
Ck
1 )[−1]s
)
.
By (A.32) we have m
Ck
1 Ck(h
′′, 1) + Ck(h
′′, 1)m
Ck
1 = Ck(h
′′b1 + b1h
′′, 1), so that
K ′kkm
Ck
1 +m
Ck
1 K
′
kk = −Ck(1, s
−1[1]Ck(h
′′b1 + b1h
′′, 1)[−1]s) = g.
Summing up, we have proved that
a = αΥ+B1K +KB1 = 1 +B1K
′ +K ′B1 +N,
where K ′ : sA∞(A;Ck)(H
X , f) → sA∞(A;Ck)(H
X , f) is a continuous k-linear map of
degree −1 determined by a diagonal matrix with the matrix elements
K ′kk = Ck(T¯ sA(Z0, Zk), s
−1[1]Ck(h
′′, 1)[−1]s) : Vk → Vk,
K ′kl = 0 for k 6= l, and the matrix of the remainder N is strictly upper-triangular: Nkl = 0
for all k > l. Lemma A.4 is proven.
The continuous map of degree 0
αΥ+ B1(K −K
′) + (K −K ′)B1 = 1 +N : V → V,
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obtained in Lemma A.4, is invertible (its inverse is determined by the upper-triangular
matrix
∑∞
i=0(−N)
i, which is well-defined). Therefore, αΥ is homotopy invertible. We
have proved earlier that Υα is homotopic to identity. Viewing α, Υ as morphisms of the
homotopy category H0(Ck), we see that both of them are homotopy invertible. Hence,
they are homotopy inverse to each other. Proposition A.3 is proven.
Homotopy invertibility of Υ = ℧00 implies invertibility of the cycle Ω00 up to bound-
aries. Hence the natural A∞-transformation Ω is invertible and Theorem A.1 is proven.
A.5 Corollary. There is a bijection between elements of H0(M(X), d) and equivalence
classes of natural A∞-transformations H
X → f : A→ Ck.
The following representability criterion has been proven independently by Seidel [Sei06,
Lemma 3.1] in the case when the ground ring k is a field.
A.6 Corollary. A unital A∞-functor f : A → Ck is isomorphic to H
X for an object
X ∈ ObA if and only if the K-functor kf : kA→ K = kCk is representable by X .
Proof. The A∞-functor f is isomorphic to H
X if and only if there is an invertible natural
A∞-transformation H
X → f : A→ Ck. By Proposition A.3, this is the case if and only if
there is a cycle t ∈ M(X) of degree 0 such that the natural A∞-transformation (ts)Υ is
invertible. By [Lyu03, Proposition 7.15], invertibility of (ts)Υ is equivalent to invertibility
modulo boundaries of the 0-th component (ts)Υ0 of (ts)Υ. For each Z ∈ ObA, the
element Z(ts)Υ0 of Ck(A(X,Z),M(Z)) is given by
Z(ts)Υ0 = −
[
A(X,Z)
s
→ sA(X,Z)
(ts⊗1)bM1→ sM(Z)
s−1
→M(Z)
]
= −
[
A(X,Z)
s
→ sA(X,Z)
ts⊗f1s−1
→ sM(X)⊗ Ck(M(X),M(Z))
1⊗[1]
→
sM(X)⊗ Ck(sM(X), sM(Z))
ev
→ sM(Z)
s−1
→M(Z)
]
= −
[
A(X,Z)
s
→ sA(X,Z)
ts⊗f1s−1
→ sM(X)⊗ Ck(M(X),M(Z))
s−1⊗1
→
M(X)⊗ Ck(M(X),M(Z))
ev
→M(Z)
]
=
[
A(X,Z)
t⊗sf1s−1
→M(X)⊗ Ck(M(X),M(Z))
ev
→M(Z)
]
.
By Proposition 1.6, the above composite is invertible in Ck(A(X,Z),M(Z)) modulo
boundaries, i.e., homotopy invertible, if and only if kf is representable by the object
X .
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A.7 Proposition. So defined Ω turns the pasting
HomAop
=
A,Aop
1,Y
→ A,A∞(A;Ck)
evA∞
→ Ck
↓
A∞(A;Ck)
op,A∞(A;Ck)
Y op,1
↓ HomA∞(A;Ck)
→
Ω
⇐=
===
===
===
===
=
=
Y op,Y →
into the natural A∞-transformation r
Y defined in Corollary 5.7. Equivalently, the ho-
momorphism of TsAop-TsAop-bicomodules tY : RAop → Y A∞(A;Ck)Y coincides with
(1⊗ 1⊗ Y ) · ℧ : 1EY → Y A∞(A;Ck)Y . In other terms,
[
TsAop ⊗ sAop ⊗ TsAop
µTsAop→ TsAop
Yˇ
→ sA∞(A;Ck)
]
=
[
TsAop ⊗ sAop ⊗ TsAop
1⊗1⊗Y
→ TsAop ⊗ sEY ⊗ TsA∞(A;Ck)
℧ˇ
→ sA∞(A;Ck)
]
.
Proof. Since ℧kl = 0 if l > 1, the above equation reduces to two cases:
[
T ksAop ⊗ sAop ⊗ TmsAop
Yk+1+m
→ sA∞(A;Ck)
]
=
[
T ksAop ⊗ sAop ⊗ TmsAop
1⊗k⊗1⊗Ym
→ T ksAop ⊗ sEY ⊗ sA∞(A;Ck)
℧k1
→ sA∞(A;Ck)
]
if m > 0, and if m = 0
[
T ksAop ⊗ sAop ⊗ T 0sAop
Yk+1
→ sA∞(A;Ck)
]
=
[
T ksAop ⊗ sAop ⊗ T 0sAop
1⊗1⊗T 0Y
→ T ksAop ⊗ sEY ⊗ T
0sA∞(A;Ck)
℧k0
→ sA∞(A;Ck)
]
. (A.35)
The first case expands to
[
T ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
Yk+1+m
→ sA∞(A;Ck)(H
X0, HYm)
]
=
[
T ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
1⊗k⊗1⊗Ym
→ T ksAop(X0, Xk)⊗XkH
Y0[1]⊗ sA∞(A;Ck)(H
Y0, HYm)
℧k1
→ sA∞(A;Ck)(H
X0 , HYm)
]
.
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The obtained equation is equivalent to the system of equations
[
T ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
Yk+1+m
→
sA∞(A;Ck)(H
X0 , HYm)
prn→ Ck(T
nsA(Z0, Zn), sCk(A(X0, Z0),A(Ym, Zn)))
]
=
[
T ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
1⊗k⊗1⊗Ym
→ T ksAop(X0, Xk)⊗XkH
Y0[1]⊗ sA∞(A;Ck)(H
Y0, HYm)
℧k1;n
→ Ck(T
nsA(Z0, Zn), sCk(A(X0, Z0),A(Ym, Zn)))
]
,
where n > 0, Z0, . . . , Zn ∈ ObA. By closedness, each of these equations is equivalent to
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
1⊗n⊗Yk+1+m
→ T nsA(Z0, Zn)⊗ sA∞(A;Ck)(H
X0, HYm)
1⊗n⊗prn→ T nsA(Z0, Zn)⊗ Ck(T
nsA(Z0, Zn), sCk(A(X0, Z0),A(Ym, Zn)))
evCk
→ sCk(A(X0, Z0),A(Ym, Zn))
]
=
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
1⊗n⊗1⊗k⊗1⊗Ym
→
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗XkH
Y0[1]⊗ sA∞(A;Ck)(H
Y0, HYm)
℧′
k1;n
→ sCk(A(X0, Z0),A(Ym, Zn))
]
.
The left hand side equals (1⊗n⊗Yk+1+m) ev
A∞
n1 = ((1,Y ) ev
A∞)n,k+1+m = (HomAop)n,k+1+m
by definition of the Yoneda A∞-functor Y : A
op → A∞(A;Ck). The right hand side equals
(−)k+1
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
1⊗n⊗1⊗k⊗1⊗Ym
→
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗XkH
Y0[1]⊗ sA∞(A;Ck)(H
Y0, HYm)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)
⊗XkH
Y0[1]⊗ sA∞(A;Ck)(H
Y0, HYm))
Ck(1,perm)→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ T ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T nsA(Z0, Zn)⊗ sA∞(A;Ck)(H
Y0, HYm))
Ck(1,1⊗ev
A∞
k+1+n,1)
→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ sCk(XkH
Y0, ZnH
Ym))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ Ck(XkH
Y0 [1], ZnH
Ym[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), ZnH
Ym[1])
[−1]s
→ Ck(A(X0, Z0),A(Ym, Zn))
]
= (−)k+1
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
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coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)
⊗ sAop(Xk, Y0)⊗ T
msAop(Y0, Ym))
Ck(1,perm)→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ T ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T nsA(Z0, Zn)⊗ T
msAop(Y0, Ym))
Ck(1,1⊗(1
⊗k+1+n⊗Ym) ev
A∞
k+1+n,1)
→ Ck(sA(X0, Z0), XkH
Y0 [1]⊗ sCk(XkH
Y0, ZnH
Ym))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ Ck(XkH
Y0 [1], ZnH
Ym[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), ZnH
Ym[1])
[−1]s
→ Ck(A(X0, Z0),A(Ym, Zn))
]
= (−)k+1
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)
⊗ sAop(Xk, Y0)⊗ T
msAop(Y0, Ym))
Ck(1,perm)→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ T ksA(Xk, X0)⊗ sA(X0, Z0)
⊗ T nsA(Z0, Zn)⊗ T
msAop(Y0, Ym))
Ck(1,1⊗(HomAop )k+1+n,m)→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ sCk(XkH
Y0 , ZnH
Ym))
C
k
(1,1⊗s−1[1])
→ Ck(sA(X0, Z0), XkH
Y0[1]⊗ Ck(XkH
Y0 [1], ZnH
Ym[1]))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), ZnH
Ym[1])
[−1]s
→ Ck(A(X0, Z0),A(Ym, Zn))
]
(A.36)
by the same argument. By (5.15) the composite (1 ⊗ (HomAop)k+1+n,ms
−1[1]) evCk from
the above expression is given by
(−)m
[
sA(Y0, Xk)⊗ T
ksA(Xk, X0)⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
msAop(Y0, Ym)
perm
→ TmsA(Ym, Y0)⊗ sA(Y0, Xk)⊗ T
ksA(Xk, X0)⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn)
bA
m+1+k+1+n
→ sA(Ym, Zn)
]
,
therefore (A.36) equals
(−)k+1+m
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y0)⊗ T
msAop(Y0, Ym)
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)
⊗ sAop(Xk, Y0)⊗ T
msAop(Y0, Ym))
C
k
(1,perm)
→ Ck(sA(X0, Z0), T
msA(Ym, Y0)⊗ sA(Y0, Xk)⊗ T
ksA(Xk, X0)
⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn))
Ck(1,b
A
m+1+k+1+n)
→ Ck(sA(X0, Z0), sA(Ym, Zn))
[−1]s
→ sCk(A(X0, Z0),A(Ym, Zn))
]
,
which is (HomAop)n,k+1+m by (5.15). The first case is proven.
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Let us study the second case, which is equation (A.35). It expands to
[
T ksAop(X0, Xk)⊗ sA
op(Xk, Y )⊗ T
0sAop(Y, Y )
Yk+1
→ sA∞(A;Ck)(H
X0, HY )
]
=
[
T ksAop(X0, Xk)⊗XkH
Y [1]⊗ T 0sA∞(A;Ck)(H
Y , HY )
℧k0
→ sA∞(A;Ck)(H
X0, HY )
]
. (A.37)
Composing this equation with prn and using closedness we turn it into another equation.
By the previous case the left hand side coincides with
(HomAop)n,k+1 = (−)
k+1
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y )
coevCk
→
Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y ))
Ck(1,perm)→ Ck(sA(X0, Z0), sA(Y,Xk)⊗ T
ksA(Xk, X0)⊗ sA(X0, Z0)⊗ T
nsA(Z0, Zn))
C
k
(1,bA
k+n+2)
→ Ck(sA(X0, Z0), sA(Y, Zn))
[−1]s
→ sCk(A(X0, Z0),A(Y, Zn))
]
expressed via (5.15). This has to equal the right hand side which is
℧
′
k0;n = (−)
k+1
[
T nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA
op(Xk, Y )
coevCk
→ Ck(sA(X0, Z0), sA(X0, Z0)⊗ T
nsA(Z0, Zn)⊗ T
ksAop(X0, Xk)⊗ sA(Y,Xk))
Ck(1,perm)→ Ck(sA(X0, Z0), sA(Y,Xk)⊗ T
ksA(Xk, X0)⊗ T¯
1+nsA(X0, Z0, . . . , Zn))
Ck(1,1⊗H
Y
k+1+n)
→ Ck(sA(X0, Z0), sA(Y,Xk)⊗ sCk(A(Y,Xk),A(Y, Zn)))
Ck(1,1⊗s
−1[1])
→ Ck(sA(X0, Z0), sA(Y,Xk)⊗ sCk(sA(Y,Xk), sA(Y, Zn)))
Ck(1,ev
Ck )
→ Ck(sA(X0, Z0), sA(Y, Zn))
[−1]s
→ sCk(A(X0, Z0),A(Y, Zn))
]
obtained as (A.5) with f = HY . The required equation follows from the identity
bAk+n+2 =
[
sA(Y,Xk)⊗ T
k+1+nsA(Xk, Zn)
1⊗HY
k+1+n
→ sA(Y,Xk)⊗ sCk(A(Y,Xk),A(Y, Zn))
1⊗s−1[1]
→ sA(Y,Xk)⊗ Ck(sA(Y,Xk), sA(Y, Zn))
evCk
→ sA(Y, Zn)
]
,
which is an immediate consequence of (A.1) written for HYk+1+n. We conclude that Propo-
sition A.7 holds true.
A.8 Corollary (Fukaya [Fuk02] Theorem 9.1, Lyubashenko and Manzyuk [LM04] Propo-
sition A.9). The A∞-functor Y : A
op → Au∞(A;Ck) is homotopy fully faithful.
Proof. By (A.37), we have
Y1 = ℧00 : sA
op(X, Y )→ sAu∞(A;Ck)(H
X, HY ),
for each pair X, Y ∈ ObA. By Proposition A.3, the component ℧00 is homotopy invert-
ible, hence so is Y1.
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Let Rep(A,Ck) denote the essential image of Y : A
op → Au∞(A;Ck), i.e., the full
differential graded subcategory of Au∞(A;Ck) whose objects are representable A∞-functors
(X)Y = HX : A→ Ck, for X ∈ ObA, which are unital by Remark 5.19. The differential
graded category RepAu∞(A,Ck) is U -small. Thus, the Yoneda A∞-functor Y : A
op →
A
u
∞(A;Ck) takes values in the U -small subcategory Rep(A,Ck).
A.9 Corollary (Fukaya [Fuk02] Theorem 9.1, Lyubashenko and Manzyuk [LM04] The-
orem A.11). Let A be a unital A∞-category. Then the restricted Yoneda A∞-functor
Y : Aop → Rep(A,Ck) is an equivalence.
In particular, each U -small unital A∞-category is A∞-equivalent to a U -small differ-
ential graded category.
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