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O aumento da oferta de serviços na cloud veio facilitar o acesso a recursos de hardware
e software. O número de clientes destes serviços tem vindo a aumentar e, com isso, aumen-
tou o volume de dados que são armazenados nos servidores dos fornecedores. Contudo,
muitos destes dados contêm informações que devem ser protegidas, por forma a garantir
a privacidade dos seus proprietários.
A Criptografia Pesquisável (CP) e a Criptografia Simétrica Pesquisável (CSP) permi-
tem, de forma eficiente, garantir a proteção dos dados e a capacidade de pesquisa dos mes-
mos, quando colocados em servidores dos fornecedores de serviços na cloud. No entanto,
apesar dos vários trabalhos elaborados nesta área, alguns detalhes não são considerados
ou são relegados para análises posteriores. Todavia, estes aspetos têm de ser estudados
por forma a permitir a integração dos esquemas de CP com as operações sobre ficheiros
reais.
Realizou-se a análise de alguns dos trabalhos mais recentes na área da CP e foram
identificados os tópicos deixados em aberto na literatura mas que devem ser considerados
quando se pretende desenvolver um sistema real que faça a manipulação de ficheiros.
Estes tópicos dizem respeito ao armazenamento e operações realizadas sobre os ficheiros,
custo financeiros, libertação de espaço dos índices, tratamento dos nomes originais dos
ficheiros e suporte para múltiplas soluções de armazenamento.
Na sequência do trabalho de investigação, analisou-se a arquitetura tradicional dos
esquemas de CP e desenhou-se uma nova arquitetura que não utiliza computação na
cloud. Estas arquiteturas serviram de base à implementação de três sistemas que integram
a manipulação de ficheiros reais com as operações do esquema de CP e que incorporam
as propostas de solução para o tópico do armazenamento e operações sobre ficheiros,
tratamento dos nomes dos ficheiros e operações de reindexação.
Os sistemas desenvolvidos foram avaliados no que respeita à sua performance, custos
de operação e informações reveladas ao fornecedor de serviços.
Para além das soluções técnicas encontradas para os tópicos identificados no estudo, e
que foram incorporadas nos sistemas, concluiu-se ainda que os sistemas testados apresen-
tam vantagens em áreas distintas. O sistema que implementa a arquitetura tradicional
cliente-servidor permite melhores performances na realização das operações enquanto
ix
que o sistema que implementa a nova arquitetura e recorre à utilização de um buffer e de
uma cache apresenta custos de operação mais baixos e revela menos informação ao forne-
cedor de serviços, conseguindo garantir a propriedade de backward privacy. O sistema que
apenas utiliza um serviço de armazenamento revelou-se inadequado para uma utilização
real, em virtude dos tempos elevados de inserção de elementos nos índices.




The expansion of cloud services facilitates access to hardware and software resources.
The number of clients has been raising and so, the amount of data in the cloud provider’s
servers. Lots of this data have personal pieces of information that must be protected to
guarantee privacy for data owners.
Searchable encryption (SE) and symmetric searchable encryption (SSE) provide an effi-
cient way to protect data and enable searching operations when stored in cloud provider’s
servers. Although all the work in this area some details are left outside the scope or for
future consideration. Is necessary to consider these details to integrate the searchable
encryption schemes in real systems.
It was conducted a study about the most recent academic works in this field and
found some points not considered in the literature. The identified topics have to be
considered when manipulating files in operational systems and are related to file storage
and operations, financial costs, reindex operations and file name transformation and
multiple cloud support.
It was analysed the traditional architecture of searchable encryption schemes and
was design a new one, that uses no cloud computation services. These two architectures
were the base of the three implemented systems, which accomplish the integration of file
handling with the searchable encryption scheme regarding file storage and file operations,
filenames handling and reindex operations costs.
We accessed two of the three developed systems regarding performance, and all three
regarding costs and security.
Beyond the technical solutions for the topics named in the research work, we con-
cluded that accessed systems have advantages in different areas. The system with tradi-
tional client-server architecture is faster in search operations whereas the other, using
buffer and cache, has lower operational costs and achieves better security, guaranteeing
backward-privacy leakage. The system using only storage service revealed inadequate
for real solutions, due to long times to insert index elements.
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simétrica pesquisável que garante que, quando se efetua uma operação
de update, esta operação não revela informação acerca das palavras-
chave atualizadas.
leakage Informação sobre os dados e sobre a sua utilização que é revelada ao
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"There is no cloud, it’s just someone else’s computer"
Brian Greenberg - https://medium.com/@brian.greenberg.
1.1 Contexto e Motivação
Com o surgimento dos serviços disponibilizados na cloud foram criadas várias solu-
ções que vieram ao encontro de uma multiplicidade de necessidades, tanto de clientes
particulares como de empresas e organizações. Passou a ser possível disponibilizar recur-
sos de computação, armazenamento ou aplicacionais de acordo com as necessidades e
libertando os clientes de toda a sobrecarga que o planeamento, montagem e manutenção
da infraestrutura obrigava.
Este modelo trouxe ainda vantagens financeiras, tanto para clientes como para forne-
cedores dos serviços. Os clientes passaram a conseguir aceder a recursos de forma mais
económica e os fornecedores a tirar rendimento do investimento feito na montagem e
manutenção das infraestruturas [1]. O conceito principal que possibilitou o desenvolvi-
mento deste modelo foi a tecnologia de virtualização, permitindo alocar recursos a vários
clientes em simultâneo e redistribuí-los sempre que necessário [1].
Contudo, ao utilizarem os serviços disponíveis na cloud, os clientes estão a confiar
os seus dados ao fornecedor do serviço e, em alguns casos, muitos desses dados contêm
informação pessoal que deve ser protegida por forma a garantir a privacidade. A solução
para proteger os dados dos clientes passa por cifrar a informação [2], que apesar de apa-
rentemente simples, traz desafios que têm necessariamente de ser resolvidos para que a
manipulação e armazenamento dos dados seja feita de forma segura, eficiente e prática.
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Uma solução imediata passaria por efetuar a cifra dos dados e colocá-los dessa forma
no serviço de armazenamento na cloud. No entanto, esta proposta tem uma desvantagem
que não torna a sua utilização apelativa: não é adequada para lidar com volumes de
dados muito grandes e/ou cujo acesso a alguns documentos seja frequente, uma vez que
qualquer ação de pesquisa ou processamento destes dados se torna impossível.
Existem soluções que não revelam nenhuma informação ao servidor, nomeadamente
criptografia totalmente homomórfica ou esquemas de oblivious RAM [3] mas, até à data,
nenhuma delas permite uma utilização eficiente, sendo mais lentas que a solução ini-
cial de fazer o download de todos os documentos e realizar as pesquisas localmente no
cliente [2].
A impraticabilidade destas soluções levou ao desenvolvimento de vários esquemas de
Criptografia Pesquisável (CP) e Criptografia Simétrica Pesquisável (CSP) (cujos termos
na língua inglesa são respetivamente Searchable Encription (SE) e Symmetric Searchable
Encryption (SSE)), que possuem a eficiência necessária para se tornarem práticos e uti-
lizáveis, permitindo a realização de pesquisas sobre os documentos cifrados [4]. Esta
eficiência está acompanhada de um custo na medida em que a utilização do esquema
revela informações sobre os dados armazenados ou leaks [3].
Na prática os esquemas de CP codificam informações do conteúdo de documentos
numa estrutura de dados, que pode ser colocada e operada por um servidor na cloud. Isto
possibilita libertar o cliente do armazenamento desta informação e realizar pesquisas
sobre a estrutura de dados, ao mesmo tempo que garante privacidade dos dados e das
pesquisas realizadas [5].
1.2 Problema
Os esquemas de CP permitem a eficiência necessária para realizar as operações de
inserção, remoção e pesquisa sobre os índices [6] mas, para que seja obtida uma solução
completa, utilizável e que permita salvaguardar a privacidade, é necessário considerar
alguns aspetos de engenharia fora das construções teóricas do esquema escolhido, que
permitam incorporar as operações sobre ficheiros.
Os vários trabalhos académicos desenvolvidos deixam em aberto algumas questões
práticas, dado que o objetivo principal é a demonstração da validade e segurança do
esquema de CP considerado. Assim, para que os esquemas e conceitos teóricos criados
possam incorporar sistemas que manipulem ficheiros reais, estas questões têm de ser iden-
tificadas e analisadas, permitindo desenvolver soluções que aproveitem todo o potencial
do esquema de CP escolhido.
Em suma, nesta dissertação pretendemos responder ao problema: Quais os tópicos
deixados em aberto pelos trabalhos académicos mais relevantes e recentes na área da criptografia
pesquisável e, uma vez identificados, quais as soluções que permitirão a implementação de
sistemas operacionais que realizem a manipulação de ficheiros, quais os seus custos e quais as




As contribuições do trabalho realizado são:
• Apresentação dos tópicos deixados em aberto ou não considerados nos esquemas de
CP, que resultam da investigação realizada com alguns dos trabalhos académicos
mais recentes na área;
• Duas arquiteturas de sistemas de pesquisa de ficheiros cifrados baseados na cloud,
uma baseada na arquitetura tradicional cliente-servidor e outra que não utiliza
serviços de computação na cloud;
• Três sistemas que implementam as arquiteturas propostas e incorporam as solu-
ções encontradas para os tópicos deixados em aberto pelos trabalhos académicos,
designados por Sistema Computação com Armazenamento (SCA), Sistema Apenas
Armazenamento (SAA) e Sistema Apenas Armazenamento com Buffer e Cache (SA-
ABC). Os dois primeiros garantem forward privacy e o último garante a propriedade
de backward privacy, superando o tipo de backward privacy com padrão de inserção;
• Análise do desempenho, modelo de custos e análise de segurança dos sistemas
desenvolvidos.
1.4 Estrutura do Documento
O documento está organizado da seguinte forma: no capítulo 2 é abordado o estado da
arte das tecnologias de cloud e esquemas académicos de CP, onde se analisa o surgimento
e desenvolvimento do modelo de serviços de cloud computing, o início e desenvolvimento
do trabalho na área da CP, os sistemas de bases de dados e, por último, os serviços de
armazenamento na cloud. O capítulo 3 apresenta a primeira das contribuições desta dis-
sertação, nomeadamente o resultado do trabalho de investigação realizado com alguns
dos esquemas de CP mais recentes, sendo apresentados os tópicos deixados em aberto
pelos trabalhos analisados. No capítulo 4 é apresentado o modelo de adversário, os concei-
tos teóricos do esquema de CP escolhido como base (o esquema Scalable Optimal Forward
Secure Searchable Encryption (Sophos)) e as arquiteturas propostas. O capítulo 5 começa
por apresentar o código base que foi utilizado no desenvolvimento dos sistemas e seguida-
mente detalha as alterações e extensões implementadas, terminando com a exposição das
soluções técnicas encontradas para as questões listadas no capítulo 3. Por fim, o capítulo
6 apresenta as medidas de performance e resultados dos testes feitos aos sistemas, os












Estado da Arte e Trabalho Relacionado
Neste capítulo será feita uma descrição do estado arte e trabalho relacionado. A secção
2.1 apresenta uma visão geral dos conceitos base da computação na cloud e a secção 2.2
apresenta a evolução dos esquemas de CP. Por fim, as secções 2.3 e 2.4 apresentam os
serviços de bases de dados e serviços de armazenamento respetivamente.
2.1 Computação na Cloud
De acordo com o National Institute of Standards and Technology (NIST), a expressão
cloud computing designa um modelo que permite o acesso ubíquo a um conjunto de
recursos configuráveis de computação, partilhados e acedidos através da rede, de acordo
com as necessidades dos clientes. Estes recursos caracterizam-se ainda pelo facto de
estarem disponíveis para aquisição e utilização de forma relativamente simples e com
interferência mínima do fornecedor do serviço [7].
2.1.1 Análise do Modelo
O modelo de computação na cloud possui cinco características essenciais, três modelos
de serviço e quatro modelos de utilização (deployment model).
As características essenciais do modelo são respetivamente On-demand self-service, que
estabelece que o cliente deve ser capaz de providenciar sozinho os recursos que necessita,
sem ter de existir interação humana com o fornecedor de serviços, broad network access,
que indica que os recursos deverão estar disponíveis para serem acedidos através da rede,
resource pooling, que indica que o fornecedor deve conseguir satisfazer múltiplos clientes
em simultâneo através de uma alocação dinâmica de recursos, quer físicos quer virtuais,
rapid elasticity, que permite que os recursos sejam alocados e libertados pelos clientes
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consoante as suas necessidades e, por fim measured service, que estabelece que este tipo
de serviços deve permitir que a utilização dos recursos seja mensurável[7].
Os três modelos de serviço são o Cloud Software as a Service (SaaS), a Cloud Platform as
a Service (PaaS) e a Cloud Infrastructure as a Service (IaaS) [7]. Apesar de possuirem nomes
distintos, não possuem fronteiras totalmente disjuntas, existindo serviços que podem
pertencer a mais que um modelo de serviço [8]. Cada um destes modelos é caracterizado
da seguinte forma [7]:
• SaaS: modelo em que o cliente tem ao seu dispor aplicações criadas pelo fornecedor
de serviços e cujo funcionamento é suportado pela infraestrutura da cloud. O cliente
não tem controlo sobre quaisquer recursos, conseguindo fazer apenas algumas con-
figurações próprias da aplicação. O Google Docs, Sheets e Slides são exemplos deste
modelo;
• PaaS: modelo que permite ao cliente colocar as suas aplicações na infraestrutura,
aplicações essas desenvolvidas com as tecnologias suportadas pelo fornecedor do
serviço. À semelhança do que acontece no modelo anterior, o cliente não gere quais-
quer recursos da infraestrutura. A Google App Engine é um exemplo deste modelo;
• IaaS: modelo que fornece ao cliente recursos computacionais e que permite contro-
lar todas as camadas de software que são executadas nesses recursos. Um exemplo
deste modelo é o serviço Elastic Compute Cloud (EC2) da Amazon Web Services (AWS).
Os modelos de utilização são quatro, nomeadamente a cloud privada, a cloud pública,
a community cloud e a cloud híbrida [7]. Armbrust et al. [8] definem como clouds públicas
aquelas cujo acesso está aberto ao público de maneira geral e como clouds privadas as que
são constituídas por data centers proprietários de uma determinada empresa ou organiza-
ção e, como consequência, não é possível a sua utilização de forma pública. As community
clouds dizem respeito às infraestruturas de cloud que são utilizadas em exclusivo por
comunidades específicas de utilizadores que partilham interesses comuns e, por último,
as clouds híbridas que designam infraestruturas compostas por uma combinação de dois
ou mais modelos de implementação [7].
2.1.2 Serverless Computing
2.1.2.1 Caracterização
Recentemente surgiu o modelo de serverless computing. Jonas et al. [9] estabelecem
que para um serviço ser considerado serverless deve possuir obrigatoriamente duas carac-
terísticas, nomeadamente a capacidade de escalar de forma automática sem necessidade
de provisionamento explícito e ser cobrado ao cliente com base na utilização e não na
quantidade de recursos. Ainda segundo os mesmos autores, este modelo resulta da jun-
ção de dois modelos de serviço, respetivamente Function as a Service (FaaS) e Backend as a
Service (BaaS), definidos da seguinte forma:
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• FaaS: designa o tipo de serviços na cloud onde o cliente apenas escreve o código
que pretende que seja executado e todas as restantes tarefas de provisionamento
de recursos e gestão ficam a cargo do fornecedor do serviço. Como exemplos deste
modelo temos os serviços AWS Lambda [10], Google Cloud Functions, IBM Cloud
Functions ou Azure Functions [9];
• BaaS: serverless framework especializada para responder a requisitos específicos
das aplicações como serverless databases ou serverless big data processing frameworks.
Como exemplo deste modelo podemos citar o Amazon Simple Storage Service (S3) [9,
10].
Existem ainda três diferenças principais entre o serverless computing e o serverful com-
puting [9]:
• Desacoplamento de computação e armazenamento: que devem escalar de forma
independente e, como tal, cobrados separadamente. A computação não tem estado
e o armazenamento é garantido por um outro serviço na cloud;
• Código executado sem gestão da alocação de recursos: o cliente apenas fornece o
código que deseja executar, ficando a cargo do fornecedor do serviço todas as tarefas
necessárias para ser executado com sucesso;
• Pagamento por recursos usados e não por recursos alocados: o pagamento está
associado a medidas de utilização como o tempo durante o qual o código está a
executar em vez se cobrar por capacidade de computação ou número de Virtual
Machines (VMs) alocadas.
2.1.2.2 Cloud Functions
De uma forma geral, uma cloud function é escrita numa linguagem de alto nível supor-
tada pelo fornecedor do serviço e à qual está associado um evento que provoca a execução
do código. Esta estrutura simplifica o desenvolvimento de aplicações e torna os recursos
da cloud mais fáceis de utilizar [9].
As cloud functions apresentam capacidades de escalamento automático muito boas,
sendo esta a característica que suporta o modelo de pagamentos por recursos usados, pois
um controlo mais fino e rápido da alocação de recursos permite um modelo de cobrança
mais granular [9].
As capacidades de isolamento, por sua vez, permitem uma distribuição dos recursos
de hardware pelo vários clientes de forma eficiente, rentável e segura [9]. No entanto, para
conseguir o grau de isolamento referido ao mesmo tempo que se conseguem escalamen-
tos rápidos, não permitidos pelas VMs por si só, são empregues técnicas que permitem
contornar essa limitação. Um dos exemplos das técnicas citadas são as utilizadas pelo
serviço AWS Lambda, que mantém duas pools de recursos disponíveis: uma "warm pool"
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de VMs prontas a serem atribuídas a um cliente e uma "active pool" de VMs que acabaram
de executar código e estão prontas para serem invocadas novamente [9].
2.1.2.3 Edge Computing
Segundo Jonas et al. [9] o serverless computing vai transformar também o edge com-
puting, referindo que vários Content Delivery Network (CDN) já oferecem a possibilidade
de executar serverless functions em localizações mais próximas dos utilizadores, como o
serviço Lambda@Edge da AWS [11], e até mesmo nos dispositivos, como o serviço AWS
Greengrass [12].
2.1.3 Vantagens e Desvantagens
O modelo de computação na cloud trouxe consigo um conjunto de conceitos inovado-
res pois permitiu transformar a computação num serviço, contratado de forma simples
pelos clientes de acordo com as suas necessidades e providenciando uma enorme elastici-
dade nos recursos. Fornece a ilusão de recursos infinitos a que os clientes podem aceder
sem provisionamento prévio, eliminando a obrigatoriedade de fazer previsões e compro-
metimentos antes de se conhecerem as necessidades reais, e um novo modelo de negócio
que oferece a possibilidade de se pagar pelos serviços com base nos recursos que se utili-
zam e não nos que estão alocados [1]. Com o surgimento do modelo serverless computing a
utilização da cloud tornou-se mais simples, o que permitiu que novos clientes passassem
a utilizar os serviços e que os clientes que já utilizavam conseguissem passar a tirar maior
rendimento ou utilizar novos recursos, beneficiando de aumentos de produtividade e,
eventualmente, de redução de custos de utilização [9].
No entanto este novo modelo não está livre de alguns pontos menos positivos ou
obstáculos que têm que ser considerados, como referido por Armbrust et al. [1]. Um dos
aspetos mencionados e importante no âmbito do tema deste trabalho é designado por
"Data confidentiality e auditability", uma vez que a segurança é um dos pontos negativos
mais citados acerca da utilização dos serviços de cloud. Apesar das questões de segurança
não se esgotarem na proteção dos dados dos utilizadores, sendo esta uma área bastante
mais vasta, neste ponto em específico é apontada a cifra dos dados como uma solução em
consequência de se estar a confiar os dados à empresa prestadora dos serviços [1].
2.2 Criptografia Pesquisável
Nesta secção será apresentada a evolução dos esquemas de CP, com referência para os
trabalhos considerados mais relevantes na área. Desde o primeiro artigo publicado [13] fo-
ram apresentados vários esquemas de CP, onde estavam presentes diferentes característi-
cas e formas de resolver os problemas. Uma das evoluções apresentadas foi dinamicidade,
passando os esquemas a permitir a adição e remoção de ficheiros à base de dados [14]
evitando a cifra de todos os documentos logo numa fase inicial [2].
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Os esquemas de CP dinâmicos trouxeram novas questões de segurança. Assim, como
sumarizado por Chamani et al. [15], a adição de novos ficheiros à base de dados revela
que o documento inserido tem palavras-chave que já foram pesquisadas anteriormente
e as pesquisas por uma determinada palavra-chave podem revelar os ficheiros que, no
passado, estiveram na base de dados e que a continham. Foram desenvolvidos esquemas
que permitiram evitar a revelação destas informações para os servidores e são analisados
nas subsecções 2.2.4 e 2.2.5.
2.2.1 Esquemas Estáticos
O primeiro esquema de CSP proposto foi apresentado no ano 2000, no trabalho de
Song et al. [13] [16]. A proposta apresentada ambicionava solucionar a questão da pes-
quisa sobre dados cifrados através de um esquema não-interactivo, com tempo de pes-
quisa linear no tamanho da coleção de documentos [16]. Este esquema caracteriza-se por
utilizar probabilistic searching, em que a pesquisa por uma determinada palavra-chave re-
torna não só todos os documentos onde a palavra surge mas também alguns documentos
onde ela não está contida [13].
Mais tarde, Curtmola et al. [4] apresentam o primeiro esquema de CSP que permitia
obter tempos de pesquisa sublineares no número de documentos guardados na base
de dados. O modelo de segurança foi também melhorado e introduziram a noção de
segurança adaptativa para os esquemas de CSP [5].
A grande desvantagem dos esquemas estáticos está na obrigatoriedade de cifrar todos
os documentos antes de serem colocados nas soluções de armazenamento na cloud, o que
se revela um problema para coleções com um elevado número de documentos, e por não
ser possível a adição subsequente de novos documentos, tendo de se repetir a cifra de
toda a base de dados [16].
2.2.2 Esquemas Dinâmicos
Para que os esquemas de criptografia pesquisável pudessem ser incorporados em solu-
ções reais, como parte integrante de software funcional, eficiente e seguro, era importante
o desenvolvimento de esquemas dinâmicos. Um esquema dinâmico caracteriza-se por
permitir que o utilizador possa fazer a inserção e remoção de documentos do conjunto de
documentos cifrados sem ter de realizar operações que afetem toda a coleção [16].
Kamara et al. [16] criaram um esquema dinâmico e definiram as características que
estes tipos de esquemas deveriam possuir para que fosse possível a sua utilização em
sistemas reais. Este trabalho tinha, contudo, alguns problemas de leakage tendo sido mais
tarde proposta uma nova abordagem [17]. O novo esquema apresentava a vantagem de
permitir que as pesquisas fossem paralelizáveis através da eliminação das ineficiências
resultantes da utilização de índices invertidos. A solução proposta fazia uso de uma
árvore red-black que, segundo os autores, tornava o esquema mais eficiente [17].
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Posteriormente, Cash et al. [18] apresentam um novo esquema dinâmico que possuía
como principal vantagem a escalabilidade, passando a permitir uma utilização eficiente
em conjuntos de dados de grandes dimensões.
2.2.3 Ataques
Foram realizados trabalhos que estudaram os esquemas de CP de um ponto de vista
prático [3, 6, 19] e mostraram que os leakages revelados poderiam ser utilizados para
obter informação acerca do conjunto de dados. No entanto, a possibilidade de realizar
esses ataques não contradiz as garantias de segurança dos esquemas em causa, revela
apenas que ao ser conhecida determinada quantidade de informação aparentemente sem
utilidade, esta pode ser explorada por atacantes [20].
2.2.3.1 Modos de Ataque, Conhecimento e Objetivos
Os trabalhos referidos em 2.2.3 podem ser agrupados relativamente ao modelo de
ataque que consideraram. O modelo de ataque é composto por modos de ataque, conheci-
mento que o adversário possui acerca dos documentos e os objetivos do ataque [6].
Modos de Ataque O trabalho realizado por Cash et al. [6] define três modos de ataque,
que estão relacionados com a capacidade do servidor adversário realizar ataques ativos
ou passivos:
• Ataques realizados por um servidor honest-but-curious, que executa o protocolo es-
tabelecido de forma correta mas que tenta obter informação acerca do texto original
que compõe os documentos cifrados ou sobre as queries que são feitas sobre os dados
durante as pesquisas;
• Chosen-document attacks, onde o adversário consegue fazer com que o cliente do
sistema introduza documentos escolhidos por si;
• Chosen-query attacks, onde o adversário consegue levar o cliente do sistema a realizar
queries escolhidas por si e tirar proveito da informação que o esquema revela na
sequência dessas queries.
Conhecimento do Adversário Ainda no mesmo trabalho [6] é referido que o conheci-
mento que o servidor possui acerca dos documentos que tem armazenados pode potenciar
a extração de informação do esquema CSP que está a ser utilizado. São considerados os
seguintes tipos de conhecimento do adversário:
• Distributional query knowledge, que engloba os casos onde o servidor tem indícios
do tipo de queries que vão ser realizadas sobre os dados armazenados, em virtude
de conhecer a sua natureza;
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• Known queries, que diz respeito aos casos em que o servidor conhece os termos ou
keywords que vão ser pesquisados nos documentos.
• Distributional document knowledge, que engloba os casos em que o servidor dispõe
de conhecimento do tipo de documentos que estão cifrados e, nesse caso, consegue
saber que tipo de dados e padrões se espera que estejam contidos nesses documen-
tos;
• Known documents, que refere os cenários em que o servidor atacante conhece o plain-
text de alguns documentos cifrados ou, não tendo esses dados, tem muita informação
significativa sobre alguns desses documentos.
• Fully-known document set, que refere os casos em que o atacante tem conhecimento
de todos os documentos e apenas desconhece as queries que são realizadas pelo
cliente (total ou parcialmente).
Objetivos dos Ataques No que respeita aos objetivos dos ataques, Cash et al. [6] defi-
nem:
• Query Recovery (QR) define o objetivo de determinar o plaintext das consultas efetu-
adas pelo cliente sobre os documentos armazenados;
• Partial Plaintext Recovery (PPR) que define o objetivo de reconstruir os documentos
que estão armazenados;
• Document Presence (DP) que define os ataques que pretendem determinar se um ou
alguns determinados documentos, dos quais se conhece o plaintext, se encontram
no índice de documentos do cliente;
• Document Identification (DI) cuja intenção é encontrar os identificadores dos docu-
mentos, dados pelo esquema de CSP, com base nos documentos que são do conheci-
mento do atacante.
2.2.3.2 O primeiro estudo sobre ataques
O início dos estudos experimentais sobre a segurança dos esquemas de CP foi reali-
zado por Islam et al. [19]. O ataque experimentado foi, de acordo com a categorização
apresentada em 2.2.3.1, um QR attack com conhecimento total do conjunto de documen-
tos e conhecimento parcial das queries realizadas [6]. Com este ataque demonstrou-se que,
se o atacante tivesse na sua posse o conhecimento referido, conseguia determinar quais
as pesquisas efetuadas pelo cliente [3].
Um dos pontos fortes deste ataque é que a taxa de sucesso é independente do número
de pesquisas realizadas, o que permite que com uma quantidade razoável (de pesquisas)
se consigam realizar ataques eficazes [6]. Por outro lado, este tipo de ataque apresenta
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duas desvantagens. A primeira está relacionada com a incapacidade de lidar com con-
juntos de palavras-chave superiores a 5000, revelando que não é escalável, e a segunda
está relacionada com a dependência que o ataque tem em relação às pesquisas que o
atacante conhece pois, face a aumentos das palavras-chave, se as pesquisas conhecidas
forem poucas, a taxa de recuperação é baixa ou até mesmo zero [6].
Desta forma, e relaxando a quantidade de documentos conhecidos pelo atacante, Cash
et al. [6] demonstraram que o ataque realizado por [19] não apresenta bons resultados
nem é realista, dada a quantidade de informação que o atacante tem de conhecer à priori
sobre os dados e também devido à complexidade da solução que foi encontrada e que
permite recuperar as queries feitas [6].
2.2.3.3 Exploração dos Ataques Ativos e Necessidade de Forward Privacy
Cash et al. [6] realizaram um ataque semelhante ao apresentado no trabalho de Islam
et al. [19], um ataque de QR. No entanto, apesar do trabalho de Cash et al. [6] ter revelado
uma eficácia superior, o seu sucesso estava dependente do servidor conhecer o número
de documentos que continham determinada palavra-chave.
No que respeita aos ataques de PPR, são realizados e analisados dois tipos de ataque
passivo e, pela primeira vez, explorados os riscos de ataques ativos em que o atacante
consegue fazer com que o cliente insira documentos escolhidos por si na base de dados
cifrada [6].
No trabalho desenvolvido por Zhang et al. [3] é aprofundado o estudo das consequên-
cias da revelação de informações pelos esquemas de CP no que diz respeito aos file injec-
tion attacks (ou chosen document attack de acordo com a classificação de [6]), isto é, ataques
em que o servidor comprometido consegue escolher ficheiros e enviá-los ao cliente, de
forma a que sejam tratados e armazenados pelo esquema de CP que está a ser utilizado.
São considerados os ataques adaptativos e os não adaptativos. No entanto, se os esquemas
de CP utilizados garantirem a propriedade de forward privacy, os ataques adaptativos
não surtem efeito [3]. Os esquemas com esta propriedade evitam que o servidor perceba
se um documento que está a ser inserido pela primeira vez na base de dados possui
palavras-chave pesquisadas anteriormente [3].
As conclusões deste estudo salientam a importância dos esquemas de criptografia pes-
quisável garantirem forward privacy mas adiantam que estes ataques não são importantes
se, no cenário em que é utilizado o esquema de CP, os file injection attacks não são uma
preocupação [3]. No entanto, e apesar desta opinião, outros investigadores defendem que
se deve sempre tentar minimizar a informação que o servidor consegue aprender [5].
Em suma, o trabalho de Zhang et al. [3] demonstrou que o leakage dos padrões de
acesso aos ficheiros é perigoso e indica que será necessário que futuros esquemas garan-
tam forward privacy [3].
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2.2.4 Esquemas Forward Private
Em 2016, aquando da publicação do trabalho realizado por Raphaël Bost [2], os únicos
esquemas de CSP existentes e que garantiam forward privacy eram os esquemas de Chang
et al. [21] e o de Stefanov et al [14], mas ambos eram ineficientes [2]. Bost apresenta o seu
esquema de CP que garante forward privacy, com complexidade ótima nas pesquisas e nas
atualizações de documentos.
Mais tarde Bost et al. [20] apresentaram um esquema de CP mais eficiente, utilizando
constrained e puncturable pseudo-random functions. O esquema, designado por “Diana”,
consegue performances dez vezes superiores quando comparado com esquemas de CP
com o mesmo grau de leakage [20].
2.2.5 Esquemas Forward and Backward Private
Os esquemas mais recentes reduzem a quantidade de informação revelada servidor,
uma vez que garantem a propriedade de backward privacy. Esta propriedade garante
que as pesquisas realizadas pelo cliente não revelam informações sobre as entradas que
correspondem à pesquisa e que foram, entretanto, eliminadas da base de dados, isto
é, limita a informação das operações de update que o servidor consegue aprender, na
sequência da realização de uma pesquisa. [20].
No trabalho de Bost et al. [20] é apresentada, pela primeira vez, uma definição formal
de backward privacy. Os três tipos de leakage podem ser definidos da seguinte forma [15]:
• Tipo I (Backward privacy com padrão de inserção): os esquemas de tipo I revelam,
durante uma pesquisa com uma determinada palavra-chave w, o número e tipo
de atualizações que estão associadas a essa palavra-chave, os identificadores dos
ficheiros que atualmente contêm a palavra-chave e estão na base de dados e, por
fim, quando a inserção do ficheiro foi realizada;
• Tipo II (Backward privacy com padrão de atualizações (ou updates)): para além das
informações reveladas no tipo I, são revelados ainda o momento em que foram
realizadas atualizações correspondentes a uma palavra-chave w;
• Tipo III (Backward privacy fraca): estes esquemas revelam ainda que atualização de
remoção, ou delete, cancelou uma inserção anterior.
Ainda no mesmo trabalho [20] são apresentados vários esquemas de CP. São descritos
dois esquemas genéricos que mostram como se pode obter um esquema com backward
privacy a partir de um esquema forward private, a troco de uma interação de comunicação
extra por cada pesquisa realizada pelo cliente. As instanciações dos esquemas genéricos
foram nomeadas pelos autores como “Moneta”, que garante backward privacy do tipo I,
e “Fides”, do tipo II. É também proposto um esquema, designado por “Dianadel”, uma
modificação do esquema “Diana” já referido em 2.2.4 e que garante backward privacy do
tipo III e, ainda, proposto o “Janus”, também do tipo III. Os esquemas “Fides”, “Dianadel”
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e “Janus” são os primeiros, não baseados em técnicas de oblivious RAM, a garantir a
propriedade de backward privacy e, o esquema “Janus” é o único esquema que garante
backward privacy utilizando apenas um single-roundtrip [20].
Chamani et al. [15] apresentaram mais tarde novos esquemas com garantias de forward
privacy e backward privacy designados “Mitra”, “Orion” e “Horus”. O esquema “Mitra”
garante backward privacy tipo II e apresenta uma performance semelhante à construção
“Fides” mas melhores tempos de computação nas pesquisas e atualizações, o que permite
ser caracterizado pelos autores como esquema CSP forward private e backward private
mais eficiente [15]. O esquema “Orion” garante backward privacy do tipo I e, por sua vez,
o esquema “Horus” garante backward privacy do tipo III. O esquema “Horus” apresenta
melhores performances nas pesquisas e menos rondas de interação, o que pode tornar
este esquema uma boa opção quando a performance for o principal objetivo [15].
2.3 Sistemas de Bases de Dados
2.3.1 Bases de Dados na Cloud
2.3.1.1 Amazon DynamoDB
O Amazon DynamoDB é um serviço de base de dados NoSQL da AWS, que dá ga-
rantias de performance e escalabilidade, libertando os clientes das preocupações com
configurações, replicação, software patching ou escalamento. Suporta dois modelos distin-
tos, o modelo chave-valor e modelo documental [22].
Os componentes principais do DynamoDB são tabelas, items e atributos. Uma tabela
é uma coleção de items e cada item é, por sua vez, uma coleção de atributos. Os items em
cada tabela possuem um identificador único, a primary key, e existe suporte para índices
secundários, limitados a vinte global secondary indexes e cinco local secondary indexes por
tabela [22].
O Amazon DynamoDB está disponível em várias regiões AWS independentes. Cada
uma destas regiões é composta por várias availability zones ligadas entre si, garantindo
baixas latências na comunicação mas independentes no que respeita a falhas [22].
Este sistema de base de dados fornece dois tipos de consistência: eventual (por defeito)
e forte, este último com algumas desvantagens [22].
Os dados são armazenados em partições, termo utilizado para referir a alocação de
recursos de armazenamento para as tabelas, apoiados em Solid State Drives (SSDs), e são
replicados de forma automática por várias availability zones, dentro da mesma região
AWS [22].
Estão disponíveis dois modos para processamento das leituras e escritas sobre as
tabelas. Cada um tem uma forma diferente de ser cobrado aos clientes e uma forma
diferente de gerir a capacidade da base de dados para responder aos pedidos [22]:
• On-Demand mode: modelo de cobrança mais flexível. Permite processar milhares
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de pedidos por segundo sem necessidade de planeamento prévio, onde o cliente
paga por cada pedido feito à base de dados. A base de dados ajusta-se para fazer face
a picos de carga, pelo que este modo é adequado quando se desconhecem as quanti-
dades de acessos, necessidades da aplicação ou quando o modelo de pagamento é
mais vantajoso;
• Provisioned mode: neste modelo o cliente indica a quantidade de leituras e escritas
que pretende para a aplicação. Permite prever os custos de utilização.
2.3.1.2 Microsoft Azure Cosmos DB
A Azure Cosmos DB é uma base de dados multi-modelo, globalmente distibuída.
Permite obter baixas latências, elevada escalabilidade, vários níveis de consistência e alta
disponibilidade [23].
Os dados são geridos criando databases, containers e items. Os containers, dependendo
da Application programming interface (API) escolhida, podem ser instanciados como collec-
tion, table ou graph. Agrupam items que, também de acordo com a API escolhida, podem
ser instanciados como document, row, node ou edge [23].
À semelhança do que acontece no serviço DynamoDB, também a Azure CosmosDB
replica os dados pelas várias Azure Regions. Dentro de cada região existem partições
físicas e todas as partições possuem um conjunto de réplicas [23]. Quando uma escrita
é comunicada ao cliente como bem sucedida significa que os dados estão armazenados
com sucesso num quorum de réplicas dentro da região que aceitou as escritas. Desta
forma, para garantir a disponibilidade dos dados em caso de falha de uma região, a
documentação [23] aconselha a ter pelo menos duas regiões configuradas.
Uma das vantagens que este sistema apresenta são os vários tipos de consistência
que são oferecidos ao cliente, permitindo uma escolha mais adequada às necessidades da
aplicação, em termos de disponibilidade e performance. Os cinco níveis de consistência
disponíveis, do modelo mais forte para o mais fraco, são: Strong consistency, Bounded
Staleness, Session, Consistent prefix e Eventual consistency [23].
A Azure CosmosDB é cobrada com base em Request Units per Second (RU/s), sendo
que o provisionamento mínimo para cada database ou container é de 400 RU/s (100 RU/s
correspondem a 267,8 milhões de leituras por mês), sendo o valor a pagar multiplicado
pelo número de regiões pretendidas [23].
2.3.1.3 Google Cloud Firestore
Este Sistema de Gestão de Bases de Dados (SGBD) é um sistema NoSQL da Google
que utiliza o modelo documental [24]. É o sucessor da Cloud Datastore, pertencente à
mesma empresa [25].
Armazena os dados como documentos, organizados em coleções. Cada documento é
constituído por conjuntos de pares chave-valor e pode conter ainda sub coleções e objetos
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compostos (nested objects), que por sua vez podem incluir campos com tipos de dados
primitivos ou complexos (i.e. listas). O sistema está otimizado para armazenar coleções
de grandes dimensões mas compostas por pequenos documentos [24].
O utilizador tem disponíveis duas opções de localização para os dados, a localização
multi-região e a localização regional. Quando é escolhida a opção multi-regional, os da-
dos são replicados em várias regiões dentro da mesma área geográfica e, dentro de uma
região, os dados são replicados por várias zonas. Desta forma, para obter a máxima dispo-
nibilidade e tolerância a falhas deve ser utilizada a opção multi-regional e para conseguir
utilizar o sistema com custos mais reduzidos deve ser escolhida a opção regional [24].
Por ser a geração seguinte da antiga Google Cloud Datastore, quando é criada uma
nova base de dados, estão disponíveis dois modos, o native mode e o datastore mode, este
último para garantir compatibilidade com aplicações que fizessem uso da Cloud Datas-
tore [24]. O sistema garante consistência forte nos dois modos de operação mas oferece
diferentes performances nas escritas, que têm de ser consideradas de acordo com a solu-
ção que se está a desenvolver. A documentação oficial sugere que se utilize o datastore
mode para novos projetos de servidores, pois este modo possibilita milhões de escritas
por segundo, e que o native mode seja utilizado para novas aplicações móveis e aplicações
web pois permite atender milhões de clientes em simultâneo [24].
O modelo de pagamentos deste sistema está dependente do número de leituras, es-
critas e remoções que são efetuadas, da quantidade de espaço de armazenamento que os
dados ocupam e da quantidade de tráfego utilizado. Tanto as operações realizadas (lei-
turas, escritas e remoções) como o armazenamento são cobrados com valores diferentes
dependendo da localização, sendo fixos os valores das cotas diárias gratuitas. Em rela-
ção ao tráfego, este é cobrado com diferentes valores consoante tenha origem dentro da
Google Cloud Platform ou não e dependendo da quantidade e localização de saída dos
dados [24].
2.3.2 Bases de Dados In-memory
2.3.2.1 Redis
O Redis é uma solução open source para armazenamento de dados em memória, que
pode ser utilizada como base de dados, cache ou sistema de distribuição de mensagens
(message broker) [26]. É caracterizada na documentação como representando um trade-off
entre a possibilidade de efetuar leituras e escritas muito rapidamente mas com a desvan-
tagem dos conjuntos de dados não poderem ser de dimensões superiores à dimensão da
memória. Oferece persistência através da realização de escritas em disco [26].
De acordo com a documentação oficial [26], este sistema é um servidor de estrutu-
ras de dados com suporte para diferentes tipos de valor, ao invés de ser uma normal
base de dados chave-valor. Por esta razão não permite apenas associar chaves do tipo
string a valores do mesmo tipo mas também a estruturas de dados mais complexas, como
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são exemplo listas, conjuntos e conjuntos ordenados. Permite ainda utilizar como chave
qualquer sequência binária [26].
No que à persistência diz respeito, são oferecidas quatro possibilidades [26]: a per-
sistência Redis Database Backup (RDB), que em períodos de tempo especificados guarda
snapshots dos dados, a persistência Append Only File (AOF), que escreve um registo com
todas as operações de escrita que são solicitadas ao servidor e que permite reconstruir a
base de dados quando o servidor é reiniciado. Existe a possibilidade de não ser utilizada
nenhuma forma de persistência, estando os dados disponíveis apenas durante a execução
do servidor e, por último, é possível combinar os dois primeiros modos, AOF e RDB.
A opção RDB apresenta como vantagem o facto de ser um único ficheiro que guarda
toda a representação dos dados. Isto torna esta opção vantajosa enquanto ficheiros de
backup e de histórico da base de dados. Por ser um ficheiro compacto pode facilmente ser
transferido entre data centers e possibilita reinícios mais rápidos, quando comparado com
a opção AOF. A sua principal desvantagem é a perda de dados escritos recentemente pois,
em caso de falha, toda a informação escrita desde o último snapshot não é recuperada [26].
A opção AOF, por sua vez, permite um controlo mais fino da forma como se garante
a durabilidade dos dados, através de uma política de sincronização, tornando menores
as perdas dos últimos dados escritos. A política de sincronização, por defeito, estabelece
que são colocados em armazenamento persistente todas as alterações a cada segundo.
Utiliza ainda um registo onde todas as operações efetuadas são colocadas e um sistema
que permite lidar com as situações em que o registo se torna demasiado grande. As des-
vantagens desta opção são o facto dos ficheiros utilizados possuirem maiores dimensões
que os ficheiros da opção RDB e o facto de ser mais lenta, dependendo da política de
sincronização escolhida [26].
Existe a possibilidade de configurar a replicação da base de dados, no modelo primário-
secundário. É utilizada replicação assíncrona por defeito e a replicação é não bloqueante
para o primário, que continua a responder a queries durante operações de sincronização
das réplicas. A replicação pode ser utilizada para garantir a escalabilidade da aplicação
(podendo dispor de multiplas réplicas para operações de leitura) como para garantir
elevada disponibilidade dos dados [26].
Os fornecedores de serviços na cloud disponibilizam soluções que permitem libertar
os clientes das questões relacionadas com a inicialização, execução e gestão das bases
de dados in-memory, oferecendo soluções compatíveis com o redis, permitindo a sua
utilização sem alterar as aplicações que já faziam uso desta tecnologia e tirando partido
da disponibilidade e fiabilidade que garantem. Como exemplo destes serviços temos a
AWS ElastiCache [27], Azure Cache for Redis [28] e Google Cloud Memorystore [29].
2.3.2.2 RocksDB
O RocksDB [30] é um sistema open source de bases de dados chave-valor onde, quer
as chaves quer os valores a elas associado, são streams de bytes de tamanho arbitrário.
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Suporta diferentes tipos de hardware de armazenamento, nomeadamente memória RAM,
memória flash, Hard Disk Drive (HDD) ou armazenamento remoto, mas foi desenvolvida
com o objetivo principal de utilizar armazenamento flash [31].
Os três componentes base deste sistema são [31]:
• Memtable: estrutura de dados em memória, onde são inseridas as novas escritas
realizadas e, opcionalmente poderão ser escritas para o ficheiro de log;
• Ficheiro Sorted Sequence Table (SST): ficheiro em armazenamento persistente para
onde é descarregada a informação da memtable quando esta atinge o seu limite
máximo de armazenamento. Quando isto acontece, o ficheiro de log que lhe está
associado pode ser eliminado. Os dados neste ficheiro são armazenados de forma
ordenada, facilitando as pesquisas sobre as chaves;
• Ficheiro de log: ficheiro escrito sequencialmente e armazenado de forma persistente.
Este sistema disponibiliza operações que permitem criar cópias de segurança da base
de dados mas não oferece replicação. Possui, no entanto, funções para que os utilizadores
possam implementar o seu sistema de replicação [31].
Com base neste sistema surgiu um projeto designado RocksDB-Cloud [32] que per-
mite utilizar o serviço de armazenamento S3 para guardar ficheiros, garantido tolerância
a falhas e partilha de bases de dados entre diferentes servidores.
2.4 Serviços de Armazenamento na Cloud
2.4.1 Simple Storage Service
O serviço de armazenamento S3 da AWS fornece a possibilidade de alojar e aceder
a qualquer quantidade de dados sem restrições temporais e de localização. Permite ter
uma solução de armazenamento na cloud que garante escalabilidade, fiabilidade e perfor-
mance [33].
Os conceitos principais deste sistema de armazenamento são os Objetos, entidades
fundamentais que são armazenadas no sistema, os Buckets, estruturas que guardam os
objetos, e as Regiões AWS, que armazenam os buckets [33].
No que respeita ao modelo de consistência, a documentação [33] refere que o sistema
oferece "read-after-write consistency" mas apenas para a escrita de novos objetos no bucket.
No caso de uma reescrita de um objeto já existente, ou um pedido de um objeto que ainda
não exista, apenas é garantido consistência eventual [33].
As classes de armazenamento oferecidas por este serviço são [33]:
• Standard e Reduced_Redundancy: classes de armazenamento para objetos que são
acedidos frequentemente;
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• Inteligent_Tiering: classe de armazenamento que gere de forma automática os ob-
jetos, colocando-os na camada de armazenamento mais adequada, consoante os
acessos que são feitos;
• Standard_IA e Onezone_IA: classes de armazenamento adequadas para dados cujo
acesso não é frequente;
• Glacier e Deep_Archive: classes de armazenamento para arquivo.
2.4.2 Azure Blob Storage
O Azure Blob Storage [34] é a solução de armazenamento de objetos na cloud disponi-
bilizada pela Microsoft.
Os componentes principais deste sistema são a Storage account, que fornece um names-
pace único, os Blobs, que são os recursos armazenados e os Containers, que organizam os
blobs [34].
As opções de replicação disponíveis são a replicação dentro do mesmo centro de
dados, entre centros de dados dentro da mesma região e entre regiões geograficamente
separadadas.
As classes de armazenamento disponibilizadas são [34]:
• Hot: otimizada para alojar dados que são acedidos frequentemente;
• Cool: otimizada para guardar dados que não são acedidos de forma frequente e são
guardados, pelo menos, por trinta dias;
• Archive: otimizada para alojar dados que raramente são acedidos e são guardados,
pelo menos, por cento e oitenta dias.
2.4.3 Google Cloud Storage
O serviço Cloud Storage é a solução de armazenamento na cloud oferecida pela Go-
ogle. De acordo com a documentação é uma solução adequada para armazenar e servir
conteúdos para a Web, armazenamento de dados em arquivo ou armazenamento para
permitir a recuperação em casos de desastres [35].
Nesta solução, os elementos principais são [35]:
• Projects: estrutura à qual pertencem todos os dados. É composta por um conjunto de
utilizadores, conjunto de APIs, dados para cobrança, autenticação e monitorização.
Um utilizador pode ter um ou vários projetos;
• Buckets: estruturas onde os dados são armazenados. Todos os dados colocados na
Google Cloud Store são organizados em buckets. Podem ser utilizados para organi-
zação de dados e controlo dos acessos a esses mesmos dados mas não podem conter
outros buckets. A sua criação e remoção está limitada pela plataforma.
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• Objects: referem os objetos que são alojados no serviço. Não há limite no número de
elementos que podem ser guardados num bucket.
• Resources: termo que designa uma entidade na plataforma. São considerados como
um recurso - projetos, buckets e objetos.
As classes de armazenamento oferecidas neste serviço são [35]:
• Standard: camada de armazenamento adequada para dados que são acedidos fre-
quentemente e/ou alojados por curtos períodos de tempo;
• Nearline: camada de armazenamento adequada para alojamento de dados que são
acedidos de forma não frequente. Mais adequada quando se pode tolerar uma menor
disponibilidade e quando os dados vão ficar armazenados pelo menos trinta dias;
• Coldline: camada adequada para armazenar dados acedidos de forma não frequente
e cujo armazenamento é superior a 90 dias. É uma camada com custos menores que
as duas anteriores;
• Archive: camada de armazenamento que oferece os custos mais baixos e adequada
para dados cujo armazenamento é superior a 365 dias. Distingue-se pois afirma
disponibilizar os dados ao cliente em alguns milisegundos. Apesar dos custos de
armazenamento serem baixos, os custos de acesso e de operação são elevados pelo
que, de acordo com a fonte, é a camada ideal para dados que são acedidos menos de
uma vez por ano.
2.5 Nota Final de Capítulo
Neste capítulo apresentou-se o estado da arte dos serviços cloud através da enume-
ração e descrição de soluções disponibilizadas pelos fornecedores mais influentes no
mercado atual. Esta análise permitiu identificar as soluções existentes e que podem ser
utilizadas para a construção de sistemas. Foi ainda apresentado um resumo da evolução
dos trabalhos realizados na área da CP, permitindo compreender todos os obstáculos
superados e identificar os trabalhos mais atuais e quais as suas contribuições. No pró-
ximo capítulo será apresentado o resultado do trabalho de investigação realizado com os
esquemas de CP mais atuais e que identificou as questões práticas não endereçadas ou











Tópicos em Aberto nos Trabalhos sobre
Esquemas de Criptografia Pesquisável
Um esquema de Criptografia Pesquisável (CP) por si só não permite realizar operações
sobre ficheiros, necessitando de estar integrado num sistema mais complexo para que tal
aconteça. A literatura com alguns dos esquemas de CP mais recentes foi analisada para
identificar quais os tópicos não endereçados ou deixados para trabalhos posteriores e que
devem ser considerados no desenvolvimento de sistemas reais.
Os tópicos deixados em aberto pelos trabalhos académicos de CP e que foram identifi-
cados são os seguintes:
• Tópico 1 (T1): Armazenamento e Operações sobre Ficheiros;
• Tópico 2 (T2): Custos Financeiros de Diferentes Soluções e Arquiteturas;
• Tópico 3 (T3): Necessidades da Reindexação e Libertação de Espaço no Índice;
• Tópico 4 (T4): Tratamento dos Nomes Originais dos Ficheiros;
• Tópico 5 (T5): Múltiplas Soluções de Armazenamento.
O resultado da investigação desenvolvida será apresentado neste capítulo, onde cada
secção corresponde a um dos tópicos identificados.
3.1 Armazenamento e Operações sobre Ficheiros (T1)
O processamento dos ficheiros antes do armazenamento e o local onde esse armazena-
mento é feito são fundamentais para que se consiga integrar a manipulação de ficheiros
com o esquema de CP e estes tópicos não são endereçados pelos trabalhos académicos.
Apenas com essa integração se consegue estender as operações sobre o esquema de CP
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para operações sobre ficheiros. Nesta secção identificam-se os aspetos que é necessário
considerar no que respeita ao tratamento de ficheiros e às operações que se pretende que
o sistema ofereça aos utilizadores.
3.1.1 Onde são guardados os ficheiros?
A solução de armazenamento escolhida condiciona a performance do sistema, os cus-
tos de utilização e o tipo de acesso aos dados. Duas soluções possíveis passam por consi-
derar o armazenamento no próprio servidor ou considerar um armazenamento externo,
fornecido por outro serviço.
A vantagem de utilizar um serviço de armazenamento externo está na possibilidade
de escalar de forma independente em relação ao componente que realiza a computação.
No entanto, torna-se importante analisar os custos de acesso, de utilização e regras de
armazenamento de ficheiros pois, dependendo da aplicação, o uso de um serviço externo
pode ser desvantajoso. De acordo com a análise feita em [9], os serviços de armazenamento
(referidos em 2.4) são escaláveis e fornecem aos clientes uma solução de armazenamento
a longo prazo a preços acessíveis mas têm a desvantagem de ter custos de acesso elevados
e latências altas. Pelo contrário, ao ser utilizado o armazenamento não volátil da própria
VM onde está a executar o servidor, as escritas e leituras de ficheiros podem revelar-se
mais rápidas e melhorar a performance do sistema mas terá de ser equacionado o custo
de acesso a maiores quantidades de memória, caso seja necessário.
3.1.2 Cifra de Ficheiros e Chaves Utilizadas
O tratamento realizado com os ficheiros, para que possam ser alojados de forma segura,
é também uma questão deixada em aberto nos trabalhos analisados. Torna-se necessário
considerar a forma como os ficheiros vão ser cifrados, as chaves que serão utilizadas para
esse fim e de que forma são obtidas e geridas.
Algoritmo e Modo de Cifra Pela rapidez de execução que o sistema deve proporcionar
e pelas dimensões consideráveis que os ficheiros podem ter, a solução a adotar deverá
utilizar criptografia simétrica. Dependendo do algoritmo utilizado, poder-se-á garantir
a autenticidade dos ficheiros obtidos a partir do servidor através de contruções cripto-
gráficas Authenticated Encryption with Associated Data (AEAD). A escolha da construção
criptográfica deverá ter em atenção o número máximo de mensagens que se conseguirá ci-
frar com uma única chave pois o número de ficheiros armazenados também será pequeno
se esse valor for baixo, uma vez que todos os ficheiros são cifrados com a mesma chave.
Geração e Gestão de Chaves Criptográficas A forma como são geradas e geridas as
chaves criptográficas, bem como outros elementos necessários à utilização dos algoritmos
de cifra dos ficheiros, como é o caso dos nonces, não é considerada nos trabalhos estudados.
Outra questão importante prende-se com a necessidade de trocar as chaves criptográficas
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utilizadas. Se forem trocadas as chaves criptográficas que são utilizadas para operar sobre
o índice, é necessário executar uma operação de reindexação, que se resume à troca de
todas as entradas do índice por novas entradas obtidas com as novas chaves. Se forem
também trocadas as chaves de cifra dos ficheiros, todos os ficheiros terão de ser acedidos
no cliente e cifrados com uma nova chave.
3.1.3 Inserção e Pesquisa de Ficheiros
A forma como são realizadas as inserções e pesquisas sobre o índice é apresentada
e descrita nos documentos dos esquemas de CP em detalhe mas a real manipulação de
ficheiros e a interligação desse tratamento no esquema é deixada em aberto.
Ao introduzir a manipulação de ficheiros reais pode revelar-se mais informação ao
fornecedor de serviços. Se for inserido apenas um documento acompanhado da colocação
das entradas no índice, é possível relacionar as entradas com o ficheiro inserido. A inser-
ção de ficheiros necessita ainda de um tratamento prévio de obtenção das palavras-chave.
Esta extração está dependente do tipo de ficheiro que se pretende inserir e do tipo de
pesquisas que se pretende efetuar. Quanto mais palavras-chave forem obtidas do ficheiro
inserido, maiores serão as possibilidades de uma pesquisa retornar o documento. Por
outro lado, se forem extraídas muitas palavras-chave, o mapa de contadores e o índice
terão dimensões maiores e consequentemente o sistema utilizará mais espaço de armaze-
namento e realizará maior número de computações sobre estas estruturas de dados. Desta
forma, quanto mais apurado for o elemento do sistema que extrai as palavras dos docu-
mentos, mais eficiente será a inserção e a realização das pesquisas pois existirão menos
entradas no índice mas, as existentes, descrevem de maneira adequada o documento.
3.1.4 Remoção de Ficheiros do Armazenamento
A remoção de ficheiros de memória não volátil e a forma como se ligam às operações
realizadas sobre o índice é também uma questão que não é abordada nos trabalhos es-
tudados. Para que o utilizador do sistema saiba que documento pretende remover, tem
de realizar uma operação de pesquisa para o identificar e, após confirmação, o ficheiro
tem de ser analisado para determinar todas as palavras-chave que contém, pois só desta
forma todas as entradas no índice podem ser removidas. Para todas as palavras-chave
encontradas, são enviadas entradas para o índice de remoções, uma vez que se tal não
acontecer vão existir entradas no índice de inserções que não pertencem a nenhum fi-
cheiro armazenado. À semelhança do que acontece com a operação de inserção, se apenas
um documento for removido, é possível associar as entradas das remoções lógicas com o
ficheiro indicado para eliminação.
A operação de remoção de ficheiros provoca o aumento do espaço de armazenamento
utilizado pelo índice. A recuperação deste espaço é possível através da eliminação física
das entradas no índice e existem duas possibilidades de o fazer, dependendo do esquema
de CP considerado. Nos casos em que o espaço ocupado pelas remoções lógicas no índice
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só é reclamado através de uma operação de reindexação, não é necessário que o cliente
execute mais nenhuma ação após a indicação ao servidor para eliminar o ficheiro do
armazenamento não volátil. No caso em que o armazenamento ocupado pelo índice é
reclamado na sequência de pesquisas ou de reindexação, após solicitar ao servidor a
eliminação do ficheiro em questão, o cliente tem duas alternativas: ou executa pesquisas
com as palavras-chave apagadas para que estas possam ser eliminadas ou aguarda pela
operação de reindexação.
3.1.5 Edição de Ficheiros
Num sistema que suporte a manipulação de ficheiros faz sentido que possibilite ope-
rações de edição, em que o utilizador altera os ficheiros, inserindo e retirando palavras. A
possibilidade de remoção de entradas de forma lógica no índice dá suporte a esta funcio-
nalidade mas é necessário avaliar a forma como pode ser integrada com a manipulação
do ficheiro. Tal como na remoção de ficheiros, a edição de um ficheiro ocorre após uma
operação de pesquisa que devolve o ficheiro ao utilizador.
A edição de ficheiros pode realizar-se utilizando duas abordagens diferentes. A pri-
meira abordagem caracteriza-se por não remover o ficheiro do sistema antes de iniciar
a edição e a segunda abordagem remove o ficheiro por completo do sistema e, quando
terminada a edição, o ficheiro é tratado como se fosse uma nova inserção.
Na primeira abordagem, ao terminar a edição do ficheiro, vão existir entradas que
correspondem a novas inserções no índice (se o utilizador adicionou novas palavras),
remoções lógicas no índice (se o utilizador apagou palavras no documento obtido pela
pesquisa) ou palavras que se mantêm no documento (e por isso não são inserções nem
remoções). Esta situação implica que o cliente tenha de ter presente a informação contida
no documento antes da edição iniciar, permitindo no final categorizar as palavras como
inserção, remoção ou sem alteração. Esta abordagem não permite que seja trocado o nome
do ficheiro após a edição, uma vez que as entradas que já estavam no índice e que não
foram alteradas mapeiam a chave para esse valor.
A segunda abordagem passa por realizar uma operação de remoção completa do
ficheiro antes de iniciar a operação de edição. Esta alternativa permite que, após o fim da
edição, todas as palavras que forem selecionadas como “palavra-chave” são inserções no
índice e que seja trocado o nome cifrado do ficheiro editado, pois todas as entradas que
correspondiam ao nome do ficheiro antes de ser editado já foram removidas de forma
lógica.
No entanto, um problema comum a estas duas abordagens reside no suporte de “edi-
ções consecutivas” de ficheiros, que provoca um aumento de entradas no índice. Vão
gerar-se entradas repetidas, onde diferentes chaves da mesma palavra mapeiam para o
mesmo nome de ficheiro. Esta situação torna necessário adaptar o algoritmo de pesquisa
sobre os índices, que terá de fazer a diferença entre o total de inserções da palavra no
ficheiro e o total de remoções.
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3.2 Custos Financeiros de Diferentes Soluções e Arquiteturas
(T2)
Outra das questões não referidas na literatura sobre os esquemas de CP é o impacto
que a arquitetura e as soluções tecnológicas escolhidas podem ter nos custos imputados
ao cliente.
Analisando as soluções propostas pelos fornecedores de serviços na cloud e os pre-
ços cobrados, verifica-se que é necessário considerar a quantidade de armazenamento,
o serviço de alojamento que será utilizado e que o custo da computação pode ser uma
percentagem considerável dos custos totais, dependendo do tempo de funcionamento e
capacidade da VM. Os trabalhos analisados assumem a existência de computação num
servidor na cloud mas explorar soluções diferentes poderá ser interessante, pelo que se
justifica analisar outras arquiteturas de sistema que utilizem apenas a computação no
cliente e os respetivos modelos de custos.
3.3 Necessidades da Reindexação e Libertação de Espaço no
Índice (T3)
As operações de reindexação de um esquema de CP permitem atingir três objetivos.
O primeiro permite que sejam libertadas entradas do índice, reduzindo o espaço de ar-
mazenamento ocupado no servidor. O segundo objetivo é permitir a troca de chaves
criptográficas utilizadas e, por fim, esconder padrões de acesso ao índice. Quando o es-
quema de CP é utilizado num sistema em que existe uma real manipulação de ficheiros,
as operações de reindexação devem também permitir a troca de chaves criptográficas
utilizadas na cifra dos ficheiros armazenados.
Ao remover e editar ficheiros são colocadas entradas nos índices que indicam que de-
terminada palavra foi retirada de um documento e estas provocam o aumento do espaço
de armazenamento ocupado. Essas entradas designam-se por “remoções lógicas” [36].
Nesta secção analisaremos a operação de reindexação, que permite reduzir o espaço de ar-
mazenamento utilizado pelo índice através da eliminação física das entradas de remoções
lógicas.
Os esquemas estudados realizam as remoções lógicas através da inserção de novas
entradas no índice mas apenas alguns permitem a sua eliminação física. O esquema ge-
nérico B’(Σ) (quando instanciado, origina os esquemas Moneta e Fides [20]) e o esquema
Mitra [15] já prevêem a remoção física de entradas do índice, sendo estas operações reali-
zadas durante as pesquisas. O servidor, ao responder a uma pesquisa, remove fisicamente
as entradas e liberta espaço de armazenamento, como ilustrado na figura I.8 (linha 2) e
na figura I.7 (linhas 8 a 11). O cliente filtra a resposta recebida, eliminando as entradas
que correspondem a deletes, volta a cifrar as restantes com uma nova chave e envia para o
servidor [15, 20]. Esta construção do esquema permite que a libertação de espaço possa
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ser realizada sempre que se elimina ou edita um ficheiro, pesquisando as palavras remo-
vidas na operação. Aproveitando esta construção, a reindexação pode ser implementada
pesquisando todas as palavras presentes no mapa de contadores pois, no final, apenas as
entradas que correspondem a inserções estarão presente no índice.
Os restantes esquemas estudados não fazem a remoção física de entradas na sequência
de pesquisas. Os esquemas sophos [2] e Dianadel [20] realizam as remoções da mesma
forma, mantendo duas instâncias das estruturas de dados, sendo uma utilizada para as
operações de inserção e outra para as operações de remoção [20]. O esquema Janus utiliza
duas instâncias de um esquema dinâmico de CSP que seja forward private e que apenas
suporte inserções, sendo as remoções tratadas por uma das instâncias [20]. Para estes
esquemas, a reindexação que pesquise todas as palavras presentes no mapa de contadores
será realizada através da criação de um novo índice inserções, que será preenchido com
os resultados obtidos da pesquisa sobre o antigo índice.
Todos os esquemas referidos permitem ainda a implementação da operação de rein-
dexação através de um novo processamento dos ficheiros armazenados. O cliente solicita
ao servidor que devolva todos os ficheiros que tem armazenados e estes são novamente
processados para extração de palavras-chave. Esta solução não obriga a utilizar em si-
multâneo dois mapas de contadores e dois índices, bastando eliminar os antigos e criar
novos para que se possa iniciar o tratamento dos ficheiros. Esta opção é também ade-
quada para os esquemas Orion e Horus, que apesar de tratarem as remoções de forma
lógica, apresentam algumas diferenças em relação aos esquemas já analisados. O esquema
Orion [15] lida com as remoções das entradas do índice através da inserção de entradas
específicas nos Oblivious Maps, ilustrado nas linhas 15 a 33, na figura I.9. Quando existe
uma remoção, a entrada do par (w, id) no mapa OMAPupd é colocada com o valor -1, o
que indica que as entradas dos pares apagados continuam a ocupar espaço em memória.
O esquema Horus funciona de forma semelhante ao Orion, mas substitui o OMAPsrc por
uma estrutura Path-ORAM não recursiva. Estes esquemas, devido às estruturas de dados
que utilizam, apresentam a desvantagem de ter de alocar o espaço de armazenamento
necessário no servidor para a quantidade total de atualizações que se prevê que sejam
feitas. Esta característica limita a utilização num sistema real mas é proposta uma alter-
nativa, que consiste a cada 2i atualizações fazer o download das estruturas de dados do
servidor e reinicializá-los com mais um nível (i + 1), fazendo uso de novas chaves cripto-
gráficas [15]. Em virtude desta característica, a operação de reindexação pode ser feita
fazendo o download dos ficheiros e o seu processamento em vez de solicitar o envio das
estruturas de dados do servidor para o cliente. Desta forma podem trocar-se as chaves
criptográficas utilizadas para cifrar os ficheiros, as chaves criptográficas do esquema de
CSP e instanciar as novas estruturas de dados com maior capacidade para as operações
de update.
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3.4 Tratamento dos Nomes Originais dos Ficheiros (T4)
Os nomes dos ficheiros e as extensões revelam informações sobre o seu conteúdo. Nos
vários trabalhos analisados, os nomes dos ficheiros são referidos como identificadores
ou index e é através deles que os ficheiros são encontrados na memória não volátil, onde
estão armazenados. Constatou-se que a questão da transformação dos nomes originais
em nomes de armazenamento não é referida.
O estudo realizado permitiu dividir os vários esquemas em dois grupos, de acordo
com o componente que decifra o nome de armazenamento do ficheiro. O primeiro grupo
contém os esquemas onde o servidor, pela informação que dispõe, efetua a decifra dos
nomes de armazenamento dos ficheiros. O segundo grupo engloba os esquemas onde os
nomes dos ficheiros são decifrados no cliente e posteriormente enviados, em claro, para o
servidor.
3.4.1 Servidor Decifra Nomes dos Ficheiros
No esquema Sophos [2] é o servidor que decifra e acede diretamente ao index ou nome
de armazenamento. Como se pode ver na figura I.1, aquando das operações de inserção de
documentos na linha 10, o nome de armazenamento do ficheiro é cifrado (representado
pela letra e). No entanto, quando é realizada uma operação de pesquisa, o nome cifrado
e é obtido pelo servidor na linha 8 mas é ainda obtido o nome pelo qual o ficheiro estará
armazenado, representado por ind, na linha 9. O servidor, em virtude da informação que
tem de conhecer para realizar as pesquisas (chave gerada para a palavra-chave pesquisada
Kw e o Search Token (ST)), fica a conhecer o nome de armazenamento do ficheiro.
A mesma questão surge no pseudo-código apresentado para esquemas de CSP com
forward privacy em [20], ilustrado na figura I.2. Na linha 9 da operação de pesquisa surge
o nome de armazenamento do documento em claro, no servidor. Também o esquema
de CP Janus [20], por forma a permitir que o servidor consiga devolver os resultados ao
cliente, acede aos nomes de armazenamento dos documentos. A figura I.3 ilustra esse
acesso, na linha 8 da operação de pesquisa. Outro esquema que também apresenta a
mesma característica é o esquema de Etemad et al. [37], como ilustrado na figura I.4.
Estes esquemas obrigam a que quando é introduzido um ficheiro no sistema, o nome
de armazenamento ou index seja já uma transformação do nome original. Esta transfor-
mação tem de ser compatível com o sistema operativo, evitando caracteres proibidos, e
compatível com as operações criptográficas que serão realizadas, pelo que o seu tamanho
também estará condicionado.
3.4.2 Envio dos Identificadores em Claro para o Servidor
No esquema genérico B’(Σ) [20] é o cliente que decifra os elementos que permitem
conhecer os nomes de armazenamento obtidos na sequência de uma pesquisa mas, para
obter os ficheiros, tem de devolver esses nomes ao servidor em claro. Esta questão é
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ilustrada na figura I.8 onde se pode verificar que, apesar dos pares que contêm o nome
do ficheiro e a operação realizada chegarem cifrados ao cliente na linha 5, após serem
filtradas as entradas que não foram eliminadas, o cliente solicita os ficheiros através
do nome ind. O esquema de CSP Mitra [15] executa o tratamento dos identificadores
dos ficheiros de forma igual. O servidor não lhes consegue aceder pois não dispõe da
informação necessária, sendo estes apenas decifrados no cliente, na sequência de uma
pesquisa. A decifra é realizada nas linhas 13 a 15 do algoritmo de pesquisa do esquema
referido, ilustrado na figura I.7.
O esquema de CSP Orion [15] envia também os identificadores dos ficheiros em claro,
quer nas operações de pesquisa, quer nas operações de atualização, sejam elas de inserção
ou remoção, como ilustrado pelas linhas 1 e 2 da figura I.9 e pela figura I.10. Uma versão
modificada deste esquema, denominada de Horus [15], apresenta a mesma propriedade
no algoritmo de atualização e pesquisa.
3.5 Multiplas Soluções de Armazenamento (T5)
Nenhum dos trabalhos analisados prevê a utilização de serviços de armazenamento de
diferentes fornecedores para o mesmo índice. A possibilidade de utilizar vários serviços
de armazenamento dá flexibilidade ao utilizador de mudar o local de armazenamento
mantendo o sistema em funcionamento ou ter a sua base de dados divida por serviços de
armazenamento de fornecedores diferentes.
3.6 Tópicos Selecionados para Implementação
Dos tópicos apresentados apenas alguns foram selecionados para implementação. O
trabalho desenvolvido na sequência desta investigação estudou e implementou todas
as operações sobre ficheiros (com exceção da edição), a operação de reindexação e o
tratamento dos nomes originais dos ficheiros. O tópico do suporte para multiplas soluções
de armazenamento não foi endereçado nas implementações realizadas.
3.7 Nota Final de Capítulo
Ao longo deste capítulo foram apresentados os resultados da investigação realizada
aos esquemas de CP mais atuais. Os tópicos enunciados, apesar de não estarem direta-
mente relacionados com o funcionamento dos esquemas, são imprescindíveis para que
estes possam efetivamente operar sobre ficheiros, ao invés de fazer apenas pesquisas no
índice.
Se alguns dos aspetos referidos possuem soluções possíveis de analisar do ponto de
vista teórico, como os algoritmos de cifra que podem ser utilizados ou os custos de utiliza-
ção, outros mais práticos necessitam de um sistema real para que as soluções possam ser
testadas, como é o caso da performance. Verificou-se que seria necessário testar mais que
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uma arquitetura de sistema para perceber que soluções seriam mais adequadas, de acordo
com a oferta atual de serviços existentes na cloud. Desta forma, no próximo capítulo são
apresentadas as arquiteturas desenvolvidas e será feita uma descrição mais detalhada do













Uma vez identificadas as questões não endereçadas pelos trabalhos mais recentes
na área da CP, que resultaram da investigação realizada e que foram apresentadas no
capítulo 3, é necessário desenvolver arquiteturas que permitam aprofundar o seu estudo.
Neste capítulo é apresentado o modelo de adversário que foi considerado, conceitos, o
esquema de CP utilizado como base e as arquiteturas desenvolvidas.
4.1 Modelo de Adversário
O modelo de adversário considerado é aquele em que um servidor não se desvia
do protocolo implementado mas tenta aprender o máximo sobre os documentos do cli-
ente [19]. Assim, serão considerados adversários passivos e que atuam de forma honest-
but-curious [2]. São exemplo deste tipo de adversário o fornecedor de serviços de cloud,
que consegue sempre aceder aos conteúdos que são colocados nos seus servidores.
4.2 Conceitos
Torna-se importante clarificar os conceitos que serão utilizados ao longo da descrição
das arquiteturas e da apresentação dos sistemas desenvolvidos.
Cliente O cliente representa qualquer aparelho com possibilidade de se ligar ao sistema,
com capacidade de realizar as computações necessárias e espaço de armazenamento para
as estruturas de dados. O utilizador interage com o sistema através da máquina cliente.
Servidor O servidor é o componente com o qual o cliente comunica. Tem capacidade de
realizar computações e é responsável pelo armazenamento dos ficheiros. Para conseguir
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realizar esta tarefa tem de executar operações sobre o índice e sobre a base de dados,
independentemente do local onde estes dois elementos se encontrem fisicamente.
Mapa de Contadores Designa a estrutura de dados do cliente que permite encontrar
o contador que está associado a cada palavra-chave. O valor do contador representa o
número de documentos no sistema que contêm a palavra-chave. Por forma a suportar
remoções, esta estrutura tem de ser duplicada, permitindo guardar os contadores de re-
moções que representam o número de documentos de onde a palavra-chave foi eliminada.
Índice Designa as estruturas de dados utilizadas pelo servidor e que permitem encon-
trar os nomes cifrados dos documentos solicitados pelo cliente, na sequência de uma
pesquisa. À semelhança do que acontece com os mapas de contadores, para suportar
remoções o índice tem de ser duplicado.
Base de Dados Designa o conjunto de documentos cifrados que estão armazenados em
memória não volátil. É operada pelo servidor.
Remoção Lógica Entrada colocada no índice de remoções que representa a remoção
de um par (palavra-chave, documento) do sistema. Na realização de uma operação de
pesquisa, o servidor procura no índice de remoções se existe uma entrada que corresponda
à entrada encontrada no índice de inserções. Caso se verifique, significa que a palavra
pesquisada foi removida do documento encontrado.
Nome de Armazenamento Designa-se por nome de armazenamento, ou index, o nome
que é atribuído ao ficheiro após a sua cifra, pelo cliente. Este index substitui assim o nome
original do ficheiro e apenas o cliente consegue fazer a conversão de nome original para
index e vice-versa.
Nome Cifrado Designa a transformação criptográfica do nome de armazenamento, e
que corresponde ao valor colocado nas entradas do índice.
4.3 Esquema Base de Criptografia Pesquisável
O esquema de criptografia pesquisável escolhido para incorporar o sistema designa-se
por Σoφoς ou Sophos [2]. A escolha ficou a dever-se ao facto deste esquema ser recente,
fazer parte do estado da arte, estar implementado e disponível de forma livre [38] e ainda
por garantir forward privacy, resistindo assim aos ataques adaptativos analisados nos
trabalhos de [6] e [3]. Não consegue, no entanto, inutilizar os ataques não adaptativos [2].
Este esquema, na solução original proposta pelo autor [2, 38], faz uso de duas es-
truturas de dados, uma localizada no dispositivo cliente e designada por W (mapa de
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contadores) e uma outra localizada no servidor designada por T (índice). Para o funcio-
namento do esquema são ainda utilizados tokens, respetivamente Search Tokens (STs) e
Update Tokens (UTs). Quando o cliente pretende pesquisar os documentos que contêm
uma dada palavra-chave w, verifica as entradas no mapa de contadores W e obtém o con-
tador associado c, que permite calcular o ST. De uma forma mais concreta, calcula STc(w)
a partir do ST0(w) e utilizando o valor de c guardado em W, operação representada pela
seta vermelha na figura 4.1. O STc(w) é posteriormente enviado para o servidor para que
este possa procurar os identificadores dos ficheiros pretendidos [2]. Os UTs correspondem
à localização lógica do nome cifrado do documento no índice no servidor.
A pesquisa efetuada pelo servidor sobre o índice é realizada no sentido contrário,
permitindo encontrar todos os documentos onde a palavra-chave pesquisada se encontra.
Esta pesquisa está ilustrada pelas setas pretas na figura 4.1. O servidor faz uso da chave
pública do cliente (Public Key (PK)) para iterar por todos os ST já gerados para a palavra
procurada, obtendo o correspondente UT e, a partir deste, acede ao identificador cifrado
do documento. [2].
ST0(w) ST1(w) STc(w) STc+1(w)
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Figure 1 – Relations among tokens. Operations in red can only be done by the client, using the secret key
SK.
5 The ⌃o o& Construction
In this section, we start by constructing a forward secure SSE scheme, whose Search and Update protocols
are performed in a single roundtrip, but at the cost of O(W (log D + log |M|) storage on the client side. We
also first consider a scheme that only supports additions, not deletions. We will then describe how to turn
this basic construction into an SSE constructions supporting both additions and deletions, with reduced
client storage, and also how to make it secure against malicious adversaries.
5.1 General ideas
In an inverted index scheme (such as [CGKO06] and derived works), we are usually considering for each
keyword w an indexed list of matching documents (ind0, · · · , indnw). Every element indc of this list is then
encrypted and stored at a (logical) location derived from w and c. We call this location UTc(w). When the
client wants to add a document matching w, he computes a new location UTnw+1(w), encrypts the document
index as e, and sends (UTnw+1(w), e) to the server (this explains our notation UT , for update token).
When the client performs a search query on w, he will issue a search token that will allow the server to
recompute the update tokens, and hence the locations of the entries matching w. In general, we want the
update tokens for a given w to be unlinkable until a search token ST (w) is issued. In our case, the search
token generated by the client will depend on the number nw of matching entries, and we want that the
search token STc(w) generated for c results to be unlinkable to the update tokens UTi(w) for i > c, i.e. the
update tokens that will be issued for keyword w in the future. In particular, it implies that the server could
not generate STi(w) from STc(w) when i > c.
To do so, we could make the client generate all the search token using a PRF evaluation F (w, i), and
send them to the server. However this solution is not satisfactory: the client needs to send O(nw) tokens to
the server, which can be a problem on constrained devices. In this work, we propose another solution, based
on trapdoor permutations: from STi(w), the server will be able to compute STi 1(w) using the a public key,
but only the client will be able to construct STi+1(w).
Figure 1 gives the relations among the tokens and formalizes our idea for token generation. STi+1(w) is
generated from STi(w) by applying the inverse of a one-way trapdoor permutation ⇡: only the client will
be able to perform this operation, while the server, given the public key PK will do the opposite, namely
compute from a search token STc(w) all the tokens STi(w) for 0  i < c. Finally, the update tokens are
derived from the search tokens, using a keyed hash function. In particular, it is crucial that H is pre-image
resistant for the security of the scheme. We will actually show the security of this construction when H is
modeled as a random oracle.
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Figura 4.1: Relação entre Search Tokens (STs) e Up ate Tokens (UTs) [2]
Para que este esquema suporte remoções, é necessário duplicar o mapa de contado-
res e o índice (ou adaptar o índice p a que passe a utilizar um marcador de remoções
associado ao identificador do documento). Passa a existir o índice de inserções que re-
cebe as entradas que correspondem a inserções de palavras em documentos e o índice de
remoções que recebe as entradas com as remoções lógicas. Com esta alteração, sempre
que uma palavra for pesquisada, o servidor terá de verificar os valores obtidos dos dois
índices para determinar se a inserção foi posteriormente removida [2]. Para evitar que os
pares chave-valor colocados no índice de remoções sejam iguais aos colocados no índice
de inserções quando é realizada uma operação de remoção, é ainda necessário duplicar
as chaves criptográficas utilizadas pelo esquema.
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4.4 Arquiteturas
Nesta secção serão descritas as duas arquiteturas propostas para implementação e que
permitem estudar os tópicos que resultaram do trabalho de investigação realizado aos
esquemas mais recentes de CP, apresentado no capítulo 3.
4.4.1 Solução com Computação com Armazenamento
A arquitetura apresentada e ilustrada na figura 4.2 é uma arquitetura cliente-servidor
com um cliente único e um servidor a funcionar numa VM, num serviço de cloud. Esta
é a arquitetura base do Sophos, tendo sido modificada para suportar as operações sobre
ficheiros e reindexação. O cliente é responsável por alojar os dois mapas de contadores
necessários ao funcionamento do esquema de CP e o servidor por alojar os dois índices e
















Figura 4.2: Diagrama ilustrativo da arquitetura “computação com armazenamento”.
4.4.2 Solução Apenas com Armazenamento
Importa também analisar soluções que possam ser utilizadas por clientes que possuam
mais capacidade de computação. A arquitetura é composta pelo cliente, que executa todas
as computações do esquema de CP na sua própria máquina, e o serviço de armazenamento
na cloud que aloja o índice e a base de dados, como ilustrado na figura 4.3.
Esta arquitetura pode fazer uso de uma cache que permitirá reduzir o número de
pedidos ao serviço de alojamento de ficheiros, e de um buffer para agrupar entradas do
índice antes do seu envio para o serviço de armazenamento, como ilustrado na figura
4.4. O buffer irá conter as entradas mais recentes do índice de inserções e do índice de
remoções.
4.5 Notas Finais de Capítulo
Neste capítulo foram apresentadas as bases, os conceitos, o modelo de adversário e
as arquiteturas que materializam o ponto de partida para as implementações realizadas.
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Figura 4.3: Diagrama ilustrativo da arquitetura “apenas armazenamento”. Toda a compu-
















Figura 4.4: Diagrama ilustrativo da arquitetura “apenas armazenamento” com utilização
de buffer e cache no cliente.
O próximo capítulo descreve a implementação do Sophos que foi utilizada como base e













A implementação das duas arquiteturas teve como objetivo aprofundar o estudo de
alguns dos tópicos identificados pelo trabalho de investigação apresentado no capítulo 3.
Neste capítulo serão descritas as três implementações realizadas, desenvolvidas a partir
do código do Sophos disponível em [38]. Para distinguir o código base daquele que foi
escrito no âmbito da dissertação, apresenta-se na primeira secção o código do Sophos
que foi utilizado e nas três secções seguintes são descritas as novas classes criadas e
métodos adicionados a cada sistema. No resto do capítulo é detalhada a implementação
das operações sobre ficheiros, das reindexações e da forma de tratamento dos nomes.
5.1 Implementação de Base
O esquema Sophos foi o esquema de CP escolhido e está escrito em C/C++ [38]. A
implementação disponível permite realizar operações de inserção e pesquisas no índice.
O sistema inicia a sua execução carregando um ficheiro JSON (que mapeia palavras em
listas de números inteiros) para o mapa de contadores do cliente e para o índice no
servidor. Após esta operação, o utilizador pode realizar pesquisas no sistema, obtendo
como resposta os números inteiros no terminal do cliente.
As classes e ficheiros disponibilizados pela implementação do Sophos que foram
utilizados como ponto de partida para o desenvolvimento dos sistemas apresentados são:
• src/sophos_client.cpp: ficheiro que contém a função main() do cliente e imple-
menta as funcionalidades que permitem ao utilizador indicar o ficheiro JSON para
a inserção de entradas no índice e realizar as pesquisas;
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• sophos_client_runner.h: ficheiro que declara a classe SophosClientRunner, que per-
mite comunicar com o servidor e implementa os métodos que criam as mensa-
gens utilizadas pelo gRPC [39]. A implementação está no ficheiro sophos_client_-
runner.cpp;
• sophos_client.hpp: ficheiro que declara a classe SophosClient, implementada no
ficheiro sophos_client.cpp. Esta classe implementa os métodos que interagem
diretamente com os mapas de contadores do cliente;
• src/sophos_server.cpp: ficheiro que implementa o código de criação do gRPC Server
e inicializa a biblioteca criptográfica libsodium [40].
• sophos_server_runner.hpp: declara as classes SophosServerRunner e SophosImpl.
A primeira é responsável por realizar as operações necessárias para colocar em
funcionamento o servidor gRPC e inicializar o objeto da classe SophosImpl. A classe
SophosImpl está implementada no ficheiro sophos_server_runner.cpp e permite
realizar as operações sobre o índice cifrado no servidor;
• sophos_server.hpp: ficheiro que declara a classe SophosServer, responsável por
comunicar com a classe RockDBWrapper e obter as informações necessárias do índice.
Esta classe está implementada no ficheiro sophos_server.cpp;
• sophos_common.hpp: declara um método criptográfico utilizado no esquema de CP
e que é utilizado tanto pelo cliente como pelo servidor e as struct de apoio à cons-
trução das mensagens gRPC trocadas entre o cliente e o servidor. A implementação
do método é feita no ficheiro sophos_common.cpp;
• rocksdb_wrapper.hpp: ficheiro que implementa a classe RockDBWrapper, que utiliza
o SGBD RocksDB como índice no servidor e declara a classe RockDBCounter que
utiliza o SGBD RocksDB como mapa de contadores no cliente. A implementação da
classe RockDBCounter está no ficheiro rocksdb_wrapper.cpp;
• logger.hpp: declara as classes que permitem fazer leituras de performance da im-
plementação do Sophos. A implementação está no ficheiro logger.cpp.;
• thread_pool.hpp: implementa uma pool de threads.
• utils.hpp: implementa métodos que permitem aos esquema de CP interagir com
o sistema de ficheiros, realizar conversões para formato hexadecimal e operações
de exclusive-or com inteiros de 64 bits. A implementação está feita no ficheiro
utils.cpp.
• Diretoria protos: contém os ficheiros que permitem definir o serviço gRPC.
Os componentes cliente e servidor da implementação do esquema de CP comunicam
recorrendo à framework gRPC [39], que utiliza os protocol buffers como Interface Definition
Language (IDL) [41]. Os métodos já implementados eram:
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• setup(): que permite ao cliente configurar a sua ligação ao servidor na primeira
ligação estabelecida;
• search(): que permite enviar um pedido de pesquisa para a palavra-chave indicada
pelo utilizador;
• insert(): método que permite introduzir uma nova entrada no índice;
• bulk_insert(): método que permite enviar entradas para o índice através de uma
sequência de mensagens. O servidor recebe todas as mensagens e envia a resposta
ao cliente.
A implementação do Sophos utiliza o SGBD RocksDB para implementar o mapa de
contadores no cliente e o índice no servidor [2, 30, 31].
No que respeita às bibliotecas criptográficas utilizadas para suportar as operações
descritas, é utilizado o algoritmo RSA da biblioteca OpenSSL BigNum para as trapdoor
permutations [2]. A função pseudoaleatória F e as funções H , descritas no mesmo docu-
mento e cuja utilização está ilustrada na figura I.1, são instanciadas como Hashed Message
Authentication Code (HMAC), com a função de hash Blake2b [2, 42].
5.1.1 Paralelização
A implementação do Sophos recorre à paralelização nas operações de inserção de
entradas no sistema e na realização de pesquisas no índice.
Nas operações de inserção, as entradas presentes no ficheiro JSON e que mapeiam
palavras-chave em conjuntos de números inteiros, são divididas por uma pool de threads
que enviam os pares (Update Token (UT), nome cifrado) para o servidor.
Na realização de operações de pesquisa sobre o índice, sempre que o contador asso-
ciado à palavra procurada é superior a 2 (dois), a operação é realizada em paralelo no
servidor. Cada thread calcula o Search Token (ST) que lhe corresponde, dado pela posição
i que ocupa no vetor de threads na primeira execução e i +N nas seguintes (com N o
número total de threads e i +N < contador). Uma vez calculado o ST obtém-se o UT e o
nome cifrado do ficheiro a ele associado. A figura 5.1 ilustra a forma como as operações
são divididas pelas threads.
5.2 Implementação da Arquitetura “Computação com
Armazenamento”
Nesta secção são apresentadas as novas classes criadas e as extensões adicionadas à
implementação do Sophos e que materializam o sistema desenvolvido. O sistema será
referido como Sistema Computação com Armazenamento (SCA) no resto do documento.
O trabalho realizado integra as operações sobre ficheiros de texto (extensão .txt) com
o esquema Sophos. Foi necessário adaptar os métodos de inserção e pesquisa existentes
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Figure 1 – Relations among tokens. Operations in red can only be done by the client, using the secret key
SK.
5 The ⌃o o& Construction
In this section, we start by constructing a forward secure SSE scheme, whose Search and Update protocols
are performed in a single roundtrip, but at the cost of O(W (log D + log |M|) storage on the client side. We
also first consider a scheme that only supports additions, not deletions. We will then describe how to turn
this basic construction into an SSE constructions supporting both additions and deletions, with reduced
client storage, and also how to make it secure against malicious adversaries.
5.1 General ideas
In an inverted index scheme (such as [CGKO06] and derived works), we are usually considering for each
keyword w an indexed list of matching documents (ind0, · · · , indnw). Every element indc of this list is then
encrypted and stored at a (logical) location derived from w and c. We call this location UTc(w). When the
client wants to add a document matching w, he computes a new location UTnw+1(w), encrypts the document
index as e, and sends (UTnw+1(w), e) to the server (this explains our notation UT , for update token).
When the client performs a search query on w, he will issue a search token that will allow the server to
recompute the update tokens, and hence the locations of the entries matching w. In general, we want the
update tokens for a given w to be unlinkable until a search token ST (w) is issued. In our case, the search
token generated by the client will depend on the number nw of matching entries, and we want that the
search token STc(w) generated for c results to be unlinkable to the update tokens UTi(w) for i > c, i.e. the
update tokens that will be issued for keyword w in the future. In particular, it implies that the server could
not generate STi(w) from STc(w) when i > c.
To do so, we could make the client generate all the search token using a PRF evaluation F (w, i), and
send them to the server. However this solution is not satisfactory: the client needs to send O(nw) tokens to
the server, which can be a problem on constrained devices. In this work, we propose another solution, based
on trapdoor permutations: from STi(w), the server will be able to compute STi 1(w) using the a public key,
but only the client will be able to construct STi+1(w).
Figure 1 gives the relations among the tokens and formalizes our idea for token generation. STi+1(w) is
generated from STi(w) by applying the inverse of a one-way trapdoor permutation ⇡: only the client will
be able to perform this operation, while the server, given the public key PK will do the opposite, namely
compute from a search token STc(w) all the tokens STi(w) for 0  i < c. Finally, the update tokens are
derived from the search tokens, using a keyed hash function. In particular, it is crucial that H is pre-image
resistant for the security of the scheme. We will actually show the security of this construction when H is
modeled as a random oracle.
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Figura 5.1: Ilustração da paralelização das pesquisas no índice, na implementação de base
do esquema Sophos.
para lidarem com ficheiros e desenvolver toda a estrutura de suporte de remoções e
reindexações. As operações disponíveis no sistema são:
1. Pesquisa: em que o cliente fornece a palavra-chave (ou palavras-chave) que pre-
tende pesquisar e recebe os documentos que contêm a palavra encontrados na base
de dados;
2. Ins rção de documentos: O utilizador indica o(s) ficheiro(s) que pretende que
seja(m) inserido(s) no sistema. Esta inserção pode realizar-se através da indicação
do nome do ficheiro a inserir ou selecionando a opção de inserir todos os ficheiros
que estiverem na diretoria inputFiles;
3. Eliminação de documentos: na sequência de uma pesquisa, o utilizador ode re-
mover documentos do sistema. Podem ser removidos todos os documentos obtidos
na pesquisa ou selecionar o documento a eliminar pelo nome do ficheiro;
4. Reindexação parcial: o cliente pode fazer uma reindexação parcial que consiste na
geração de novas chaves criptográficas para um novo índice. Este índice é preen-
chido apenas com as entradas dos ficheiros que não foram eliminados nas operações
anteriores. Esta operação liberta espaço de mazenamento ocupado pelo índice de
r moções e troca as chaves criptográfic s utilizadas p lo esquema de CP;
5. Reindexação total (1): efetua todas as oper çõ s realizadas pela reindexação parci l
e cifra os documentos armazenados com uma nova chave criptográfica simétrica.
Esta operação permite libertar o espaço de armazenamento no índice, ocupado pelas
remoções lógicas, e trocar todas as chaves criptográficas no sistema;
6. Reindexação total (2): efetua uma reindexação total com um algoritmo diferente,
evitando a realização de pesquisas sobre o índice. Obtém os dados através de um
novo proc ssamento dos ficheiros armazenados.
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Nos restantes pontos desta secção são apresentadas as novas classes adicionadas ao
sistema e as adaptações feitas às classes já existentes no código utilizado como base. A



























Figura 5.2: Diagrama simplificado do Sistema Computação com Armazenamento (SCA).
5.2.1 Aplicação Cliente
A função main() no ficheiro src/sophos_client.cpp foi substituída por um cliente
interactivo que simula uma aplicação executada em linha de comandos. Este cliente está
implementado no ficheiro src/sysAppClient/interactive_client.cpp.
A aplicação cliente interactive_client começa por fazer a inicialização das bibliote-
cas criptográficas necessárias ao funcionamento do sistema, nomeadamente libsodium [40]
e relic [43] e acede às configurações do utilizador através de um ficheiro de propriedades.
Cria um canal gRPC com o endereço do servidor e inicializa um objeto SophosClientRun-
ner. É ainda inicializado um objeto FileParser, responsável por extraír as palavras-chave
dos documentos e um objeto Crypto, que implementa as operações criptográficas realiza-
das sobre os ficheiros.
5.2.2 Classe FileParser
Esta classe instancia o objeto que é responsável por analisar os ficheiros que o cli-
ente pretende inserir no sistema e por controlar os nomes de armazenamento que são
atribuídos. A implementação desenvolvida analisa ficheiros com extensão .txt e extrai
as palavras-chave do documento. Estas palavras-chave são inseridas numa estrutura de
dados auxiliar designada por invertedIndex e que mapeia as palavras-chave nos nomes
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de armazenamento dos documentos onde a palavra surge. É a partir desta estrutura que
são preenchidos o mapa de contadores de inserções do cliente e o índice de inserções do
servidor. Esta classe possui ainda duas estruturas de dados que são necessárias para su-
portar as operações de pesquisa e de remoção: o mapa originalFilenamesDecoder que
permite obter o nome original do ficheiro após a sua decifra na sequência de uma opera-
ção de pesquisa, e o mapa index_filenames_decoder_ que permite mapear os nomes de
todos os ficheiros introduzidos no sistema nos nomes de armazenamento que lhes foram
atribuídos (necessário para dar suporte às operações de remoção). A seleção das palavras
dos documentos é feita com recurso a um analisador disponível no repositório [44].
5.2.3 Classe Crypto
É a classe que implementa os métodos que cifram os ficheiros aquando da sua inserção
no sistema e que fazem a sua decifra e verificação de integridade na sequência de uma
pesquisa. Foi implementado um método que faz a decifra com a chave antiga e cifra com
nova chave, mantendo o ficheiro sempre em memória, para dar suporte ao algoritmo de
reindexação parcial e total(1).
5.2.4 Classe SophosClientRunner
Classe que foi adaptada para suportar as novas operações de inserção, pesquisa e re-
moção de ficheiros, bem como operações de reindexação parcial e total. É a classe que
fornece à aplicação cliente os métodos que permitem comunicar com o servidor e solicitar
dados ao mapa de contadores. É ainda responsável por instanciar as classes das mensa-
gens gRPC e por solicitar as operações de cifra e decifra dos ficheiros à classe Crypto, que
implementa as operações criptográficas. Para suportar a realização das operações de rein-
dexação, esta classe passou a ter capacidade de gerir dois objetos da classe SophosClient
em simultâneo.
5.2.5 Classe SophosClient
Esta classe faz a ligação entre o SophosClientRunner e os mapas de contadores do
cliente. Quando o utilizador solicita uma operação ao sistema, esta classe é responsável
por obter os dados necessários do mapa de contadores e realizar as operações criptográ-
ficas do esquema Sophos. Para suportar as operações de remoção, os objetos desta classe
passaram a controlar dois mapas de contadores em simultâneo (duas instâncias da classe
RockDBCounter).
5.2.6 Classe Sophos (Stub)
Classe que é gerada automaticamente a partir do ficheiro sophos.proto, utilizado
para definir o serviço gRPC. Esta classe possui um remote interface type ou stub que per-
mite ao cliente chamar os métodos definidos no serviço gRPC. Oferece também duas
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interfaces abstratas para serem implementadas pelo servidor [39]. Esta classe foi esten-
dida com novos métodos e mensagens para suportar as operações implementadas, que
estão descritos em detalhe no ponto 5.2.10.
5.2.7 Servidor e Classe SophosServerRunner
A função main() no ficheiro src/sysAppServer/server.cpp permite iniciar o servi-
dor e criar uma instância da classe SophosServerRunner.
A classe SophosServerRunner é responsável por iniciar o servidor gRPC, como des-
crito na documentação disponível em [39]. O contrutor desta classe recebe como argu-
mentos os caminhos para as diretorias onde estarão os índices, o endereço IP e a porta
onde o servidor estará em execução. Cria ainda uma instância de um objeto da classe
SophosImpl através do método RegisterService.
5.2.8 Classe SophosImpl
Esta classe implementa os métodos do gRPC Service, definidos no ficheiro sophos.proto.
Com a receção da mensagem de setup enviada pelo cliente, o servidor cria a diretoria
onde será armazenado o índice de inserções, o índice de remoções e as chave públicas
necessárias realizar as operações sobre os índices. Cria também uma instância do objeto
SophosServer.
5.2.9 Classe SophosServer
Esta classe instancia os objetos que comunicam com o índice (que são instâncias da
classe RockDBWrapper). Para suportar remoções, esta classe foi estendida por forma a
controlar dois índices, o de inserções e o de remoções. Como referido no ponto 5.1.1, a
implementação de base do Sophos efetua pesquisas em paralelo sobre o índice. A extensão
feita para suportar remoções teve de integrar as pesquisas nos dois índices, permitindo
continuar a tirar partido da paralelização já realizada. Assim, realizam-se primeiro as
pesquisas em paralelo no índice de inserções e os resultados obtidos são colocados numa
estrutura de dados em memória. Seguidamente, executam-se as pesquisas no índice de
remoções também em paralelo, e cada nome cifrado encontrado é verificado na estrutura
de dados permitindo determinar as remoções.
5.2.10 Comunicação entre Cliente e Servidor
No que respeita à comunicação entre o cliente e o servidor, optou-se por estender a
implementação existente da framework gRPC para suportar as novas operações. Foram
adicionados os respetivos métodos e tipos de mensagens ao ficheiro sophos.proto:
• upload: método que envia ficheiros cifrados para o servidor. Foi criada a mensagem
UploadRequestMessage que contém o nome de armazenamento do ficheiro, a sua
dimensão e o ficheiro cifrado;
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• delete_entry: método que envia as entradas a remover de forma lógica do sistema,
isto é, novas entradas a inserir no índice de remoções. Foi criada a mensagem Dele-
teEntryMessage que envia para o servidor o UT e o nome cifrado do ficheiro;
• bulk_delete_entry: método que permite enviar as entradas a eliminar do sistema
de forma lógica utilizando uma sequência de mensagens. Utiliza as mensagens
DeleteEntryMessage;
• reindex_setup: método que indica ao servidor que vai ser efetuada uma reindexação
e envia a nova chave pública, que será utilizada para as entradas nos novos índices.
A mensagem criada para este método é a ReindexSetupMessage;
• reindex_insert: método que permite enviar entradas para o novo índice de inser-
ções, durante a realização de uma operação de reindexação. Utiliza a mensagem
ReindexUpdateRequestMessage;
• bulk_reindex_insert: método que envia as entradas para o novo índice de inserções
através de uma sequência de mensagens, durante a operação de reindexação. Utiliza
também as mensagens ReindexUpdateRequestMessage;
• reindex_change_db: método que permite ao cliente informar o servidor que pode
trocar os índices. No final de uma execução com sucesso, o espaço de armazena-
mento das remoções lógicas foi libertado. Utiliza as mensagens ReindexChange-
RequestMessage;
• reindex_search: solicita operações de pesquisa sobre o índice durante operações de
reindexação. Utiliza as mensagens ReindexSearchRequestMessage;
• download: método utilizado pelo cliente para solicitar um ficheiro específico do
servidor. Utiliza as mensagens DownloadRequestMessage. Ficheiro envia a resposta
utilizando mensagens DownloadReply;
• delete_file: mensagem enviada para o servidor a solicitar a remoção de um ficheiro
do armazenamento. Utiliza a mensagem DeleteFileRequestMessage;
• download_all: mensagem que indica ao servidor que deve enviar todos os ficheiros
que tem armazenados para o cliente. O servidor envia os ficheiros recorrendo a
mensagens DownloadReply.
5.3 Implementação da Arquitetura “Apenas Armazenamento”
Nesta secção são descritas as duas implementações realizadas da arquitetura “apenas
armazenamento”. Primeiro é descrito o sistema que não utiliza nenhum tipo de compo-
nente auxiliar, alojando o índice e a base de dados no sistema de armazenamento S3, e
depois o sistema que utiliza o SGBD RocksDB-Cloud [32] como buffer e cache para as
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entradas dos índices. Ambos os sistemas realizam todas as computações na máquina cli-
ente passando a instanciar localmente o cliente e o servidor, sendo este último aquele que
efetua as comunicações com o serviço de alojamento S3. Todas as operações disponibiliza-
das pelo sistema que implementa a arquitetura “computação com armazenamento” são
também disponibilizadas nestes sistemas.
5.3.1 Sistema sem Buffer e Cache
Neste sistema, que será referido como Sistema Apenas Armazenamento (SAA), o ser-
viço de armazenamento S3 aloja os dois índices e a base de dados. A figura 5.3 apresenta
um diagrama simplificado do sistema e, nos pontos seguintes, são detalhados os aspetos






























Figura 5.3: Diagrama simplificado do Sistema Apenas Armazenamento (SAA).
5.3.1.1 SophosClient
Esta classe realiza as operações sobre o mapa de contadores de inserções e de remoções
mas sem utilizar o SGBD RocksDB, tendo sido feita uma nova implementação dos mapas
e da forma como é assegurada a sua persistência entre sessões do cliente.
5.3.1.2 Servidor e Classe SophosServerRunner
O endereço onde o servidor está em execução é o localhost, opção definida no ficheiro
de propriedades. Esta alteração faz com que todas as computações do sistema sejam reali-
zadas na máquina cliente. É na função main() do Servidor que é inicializado o Software
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Development Kit (SDK) do fornecedor de serviços AWS[45], que vai permitir realizar ope-
rações no serviço de armazenamento S3. É ainda criado o objeto S3Client e definida a
região AWS que será utilizada.
O construtor da classe SophosServerRunner foi alterado para receber como argumen-
tos a referência para o objeto S3Client (que permite realizar as operações no serviço S3)
e o prefixo escolhido para os nomes dos buckets que serão criados no serviço de armaze-
namento (bucket prefix).
5.3.1.3 Classe SophosImpl
O construtor desta classe passou também a receber como argumentos a referência
para o objeto S3Client e o bucket prefix. Continua a ser criada a diretoria server.db pois
é necessário guardar em disco os ficheiros com as chave públicas do cliente (chaves do
esquema de CP) mas deixam de ser utilizadas as instâncias da classe RockDBWrapper, uma
vez que as entradas dos índices passarão a ser colocadas em buckets no serviço S3.
Os nomes dos buckets no serviço S3 têm de ser globalmente únicos e não é possível a
sua alteração depois de criados. Por esta razão foi implementado o método copyFilesOr-
der() que permite copiar todos os elementos de um bucket para outro, para dar suporte
à operação de reindexação parcial.
Foi alterado o método que permite finalizar a operação de reindexação, o método
reindex_change_db(). Este método altera a diretoria onde é guardada a chave pública
do esquema de CP e realiza as operações que apagam os buckets antigos, deixando o
sistema pronto para futuras operações de reindexação.
Para que o sistema suporte multiplas sessões, foi adicionado um método que verifica os
nomes dos buckets em utilização, criados em sessões anteriores. Esta informação permite
que no reinício de uma sessão, o sistema reconheça que existem buckets válidos e sejam
utilizados esses para lançar as instâncias da classe SophosServer.
Uma vez que neste sistema os ficheiros cifrados são guardados em buckets no serviço
S3 e não no disco local da máquina, houve necessidade de criar um método que permita
diferenciar as inserções de novos ficheiros das inserções realizadas nas operações de rein-
dexação total. O método reindex_upload() recebe as mensagens com os novos ficheiros
cifrados e insere-os no bucket dos ficheiros já processados na reindexação.
5.3.1.4 Classe SophosServer
Nesta classe foram criados dois construtores, um que será chamado na primeira utili-
zação do sistema e que recebe um apontador para o objeto S3Client, as chaves públicas
do esquema de CP e o prefixo a utilizar nos nomes dos buckets que serão criados, e um
segundo construtor que recebe o apontador para o objeto S3Client, as chaves públicas do
esquema de CP e os nomes dos buckets atuais a utilizar, já criados nas sessões anteriores. O
primeiro construtor, através do prefixo que recebe, cria os buckets necessários à operação
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do sistema: um bucket para as entradas do índice de inserções, um bucket para as entra-
das do índice de remoções e um bucket para o armazenamento dos ficheiros (ou base de
dados). Para que os buckets criados possam ser utilizados em futuras sessões do sistema,
este construtor chama o método saveSessionData() para guardar esta informação. Este
método cria ficheiros no disco local da máquina e que serão lidos nos futuros inícios de
sessão. O segundo construtor, uma vez que recebe os nomes dos buckets que precisa para
operar, apenas inicializa as variáveis de instância da classe.
Todos os métodos de pesquisa desta classe foram adaptados para realizar as leituras e
escritas nos respetivos buckets e foram adicionados métodos que permitem criar e apagar
buckets, nomeadamente o método createNewBucket() e o método deleteBuckets().
5.3.2 Sistema com Buffer e Cache
Ao utilizar-se um serviço de armazenamento externo como substituto de uma base
de dados “chave-valor” serão feitos muitos pedidos nas operações que têm de verificar as
entradas que pertencem ao índice. A utilização de uma cache no cliente permite reduzir o
número desses pedidos.
O SGBD RocksDB-Cloud [32] foi desenvolvido a partir do RocksDB [31] e tem caracte-
rísticas que possibilitam a sua utilização como buffer e como cache dos índices de inserções
e remoções nesta arquitetura. O SGBD RocksDB utiliza uma Log Structure Merged Tree
para alojar os dados e a implementação RocksDB-Cloud permite que esta estrutura seja
colocada no serviço de alojamento S3. O cliente armazena localmente alguma informa-
ção e utiliza uma cache de blocos, onde são armazenados os blocos dos ficheiros SST
pesquisados recentemente. [31, 32, 46].
O código desta implementação partiu da implementação do SAA, uma vez que este
sistema já utilizava a nova implementação do mapa de contadores sem o SGBD RocksDB.
A figura 5.4 apresenta um diagrama simplificado deste sistema, designado por Sistema
Apenas Armazenamento com Buffer e Cache (SAABC), e as alterações realizadas ao código
encontram-se detalhadas no resto da secção.
5.3.2.1 Classe SophosServer
Esta classe instancia os objetos RockDBWrapper que materializam o índice de inserções
e o índice de remoções e lida diretamente com o sistema de armazenamento S3 para
armazenar os ficheiros. Os métodos que realizam operações sobre os índices mantém-se
iguais aos utilizados no SCA. Os métodos que lidam com o armazenamento de ficheiros
foram alterados para fazer escritas e leituras no bucket que contém a base de dados.
5.3.2.2 Classe RockDBWrapper
Esta classe foi adaptada para utilizar o SGBD RocksDB-Cloud e permitir que este




































Figura 5.4: Diagrama simplificado do Sistema Apenas Armazenamento com Buffer e Cache
(SAABC).
5.4 Armazenamento e Operações sobre Ficheiros (T1)
Nesta secção são apresentadas as decisões de implementação sobre o local de armaze-
namento da base de dados e das operações de tratamento e manipulação de ficheiros.
5.4.1 Onde são guardados os ficheiros?
Para fazer o alojamento da base de dados, o SCA utiliza a memória não volátil da VM e
os sistemas que implementam a arquitetura “apenas armazenamento” utilizam o serviço
AWS S3.
5.4.2 Cifra e Chaves Utilizadas
A cifra dos ficheiros é feita utilizando a construção AEAD XChaCha20-Poly1305
na versão Internet Engineering Task Force (IETF) [47]. Esta construção criptográfica cifra
as mensagens com uma chave simétrica e um nonce e garante que, tanto a mensagem
como os dados adicionais fornecidos (não cifrados) não foram alterados, calculando um
hash ou tag [40]. Uma das principais características desta construção criptográfica é o
tamanho do nonce utilizado, 192 bits. Pela sua dimensão, é possível e seguro gerar nonces
de forma aleatória, o que permite libertar o sistema de ter de guardar esta informação no
cliente. Cifra até (aproximadamente) 264 mensagens com a mesma chave simétrica [40].
As restantes características desta construção criptográfica são apresentadas na tabela 5.1.
O cliente cria uma chave simétrica de 256 bits da primeira vez que é executado e essa
chave é mantida pelo sistema em armazenamento não volátil até ser ordenada a realização
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Tabela 5.1: Características da construção criptográfica utilizada para realizar a cifra dos
ficheiros introduzidos no sistema [40].
Construção Chave Nonce Bloco MAC
XChaCha20-Poly1305-IETF 256 bits 192 bits 512 bits 128 bits
de uma operação de reindexação. Quando uma operação de reindexação total é realizada,
é gerada uma nova chave simétrica que será utilizada na cifra dos ficheiros.
5.4.3 Inserção de Ficheiros
A realização da operação de inserção de ficheiros necessita que estes sejam colocados
previamente na diretoria /inputFolder. O utilizador pode solicitar a inserção de um
único ficheiro, indicando o seu nome, ou selecionar a opção que permite introduzir todos
os documentos que se encontrem na diretoria. O objeto FileParser faz a extração das
palavras-chave contidas no(s) ficheiro(s) e atribui o(s) nome(s) de armazenamento. Este
“nome” é um número inteiro de 64 bits atribuído aleatoriamente a cada ficheiro novo
introduzido no sistema. No final desta operação, o nome original do ficheiro e o seu nome
de armazenamento estão guardados no mapa originalFilenamesDecoder, que mapeia
o nome cifrado do ficheiro no seu nome original, e no mapa index_filenames_decoder_,
que mapeia o nome original no seu nome cifrado.
Os sistemas não permitem a inserção de ficheiros duplicados com o mesmo nome
original, mesmo quando inseridos em operações distintas.
Com o nome de armazenamento atribuído e extraídas as palavras-chave, é solicitado
ao objeto SophosClientRunner a inserção do ficheiro no sistema. O objeto Crypto realiza
as operações de cifra e o ficheiro está pronto para ser armazenado. No SCA, uma vez
recebido o ficheiro no servidor, este é armazenado localmente. No caso dos sistemas que
não utilizam computação na cloud, é a classe SophosServer a correr no dispositivo cliente
que envia o ficheiro para o serviço de armazenamento S3.
Uma vez que todos os ficheiros estejam em armazenamento não volátil, o sistema
vai iniciar o preenchimento do mapa de contadores de inserções e índice de inserções,
concluindo a operação. O SCA faz o envio de todas as entradas do índice para o servidor
na cloud, o SAA envia todas as entradas para o serviço S3 utilizando uma pool de threads e o
SAABC insere as entradas na memtable da instância do RocksDB-Cloud que implementa o
índice de inserções, funcionando como um buffer. Os diagramas de sequência da operação
de inserção para o SCA estão ilustradas nas figuras 5.5 e 5.6.
5.4.4 Pesquisa de Ficheiros
Esta operação permite ao utilizador indicar uma ou várias palavras a pesquisar e

























Figura 5.5: Diagrama de sequência simplificado da operação inserção de ficheiros no










loop (# pair (UT,e) )
Figura 5.6: Diagrama de sequência simplificado da operação inserção de ficheiros no
servidor, no Sistema Computação com Armazenamento (SCA).
50
5.4. ARMAZENAMENTO E OPERAÇÕES SOBRE FICHEIROS (T1)
cliente utiliza o método search() do SophosClientRunner para cada palavra-chave que
o cliente indicou para pesquisa.
É gerada a chave a partir da palavra que se está a pesquisar e o Search Token (ST)
correspondente ao valor do contador do mapa de contadores de inserções, como se pode
verificar no pseudo-código da figura I.1. Como o sistema suporta remoções, é também
necessário obter o valor do contador do mapa de remoções e o respetivo ST. O Sophos-
ClientRunner solicita esta informação ao objeto SophosClient e, uma vez na sua posse,
utiliza o método search() do Stub do gRPC.
A partir deste ponto as computações a efetuar são as mesmas mas, dependendo do
sistema, podem ser realizadas na VM a correr na cloud ou na máquina cliente. Uma vez re-
cebido o pedido na classe SophosImpl, são calculados os Update Tokens (UTs) a partir dos
STs e contadores recebidos. A partir dos UT são obtidos os nomes cifrados dos ficheiros e
determinadas as remoções, permitindo devolver os ficheiros corretos ao utilizador. Nos
casos em que o número do contador de inserções é superior a 2 (dois), a pesquisa sobre o
índice de inserções é realizada em paralelo e os identificadores encontrados são colocados
temporariamente numa estrutura de dados em memória. Posteriormente, é pesquisado
o índice de remoções também em paralelo, e sempre que uma thread encontra um iden-
tificador de ficheiro, verifica se este já existe a estrutura de dados. Em caso afirmativo, a
entrada é removida da estrutura. Esta implementação é uma extensão da implementação
apresentada no ponto 5.1.1 e é possível pois o sistema não permite a inserção de dois
ficheiros com o mesmo nome original nem com o mesmo nome de armazenamento. No
final da pesquisa sobre o índice de remoções, a estrutura de dados só contém os nomes
de armazenamento dos ficheiros que contêm a palavra chave pesquisada e que não foram
removidos do sistema. No entanto, a forma de obter os identificadores dos ficheiros a
partir dos UT e a forma de obter os ficheiros armazenados varia entre os sistemas:
• SCA: o servidor, para cada UT calculado, acede ao índice de inserções e remoções
obtendo o nome cifrado do ficheiro a ele associado. Após filtrar os dados obtidos,
identifica as operações de remoção já efetuadas e obtém os ficheiros que estão no
armazenamento não volátil da VM;
• SAA: a máquina cliente, por cada UT de inserção e remoção calculado, faz um
pedido ao bucket correspondente para obter o nome cifrado do ficheiro que lhe está
associado. Depois de obtidos os nomes de armazenamento dos ficheiros e filtradas
as remoções, solicita o ficheiro (ou ficheiros) ao bucket da base de dados;
• SAABC: a máquina cliente, por cada UT de inserção e remoção calculado, começa
por verificar as entradas na memtable e posteriomente na cache de blocos. Caso o
nome cifrado não seja encontrado nestas estruturas locais, é enviado um pedido
ao serviço de armazenamento, que lê o ficheiro SST onde a entrada procurada se




Cada documento recebido no SophosClientRunner vai ser decifrado e escrito para
disco com o nome original. É utilizado o método decryptAndAuthenticate() do objeto
Crypto, ficando o ficheiro disponível para o utilizador na diretoria /searchedFiles. Os
nomes dos documentos são ainda apresentados no terminal.
As operações de pesquisa do SCA realizadas no cliente estão ilustradas na figura 5.7 e
no servidor na figura 5.8.
loop (for each kw)













Figura 5.7: Diagrama de sequência simplificado da operação de pesquisa por palavra-
chave no cliente, no Sistema Computação com Armazenamento (SCA).
Para evitar o envio de mensagens desnecessárias foi implementada uma verificação
nos mapas de contadores, que permite identificar que uma palavra pesquisada não existe
em nenhum documento no sistema. Esta verificação é possível uma vez que a diferença
entre o contador de inserções e o contador de remoções, para uma determinada palavra,
indica o número de documentos onde essa palavra existe. Se esse valor for igual a zero,
significa que todas as inserções dessa palavra foram posteriormente removidas de forma
lógica.
5.4.5 Remoção de Ficheiros
Para remover um ficheiro é necessário que o utilizador efetue antes uma operação de
pesquisa. Os ficheiros retornados podem então ser removidos.
À semelhança da inserção, o utilizador pode indicar o nome em claro do ficheiro que
será removido ou remover todos os objetos que se encontrem na diretoria searchedFiles.
Para cada ficheiro indicado para remoção, o objeto FileParser encontra o nome cifrado
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Figura 5.8: Diagrama de sequência simplificado da operação de pesquisa por palavra-
chave no servidor, no Sistema Computação com Armazenamento (SCA).
que lhe corresponde e encontra todas as palavras-chave, para que possam ser introdu-
zidas no índice de remoções. As palavras encontradas são mantidas temporariamente
em memória, na estrutura de dados invertedIndex. Após esta sequência de ações pode
solicitar-se a remoção física do ficheiro.
No SCA, o cliente começa por solicitar ao servidor a eliminação do ficheiro do local
onde está armazenado e, após essa ação estar concluída, iniciam-se as operações de inser-
ção dos pares (UT, nome cifrado) no índice de remoções. No caso dos sistemas “apenas
armazenamento” é a máquina cliente que envia os pedidos de eliminação do ficheiro para
o serviço S3. Posteriormente, o SAA envia as entradas do índice de remoções para o bucket
respetivo utilizando uma pool de threads e o SAABC coloca as entradas na memtable da
instância do RocksDB-Cloud que materializa o índice de remoções.
As operações de remoção de ficheiros no SCA estão ilustradas na figura 5.9 e na figura
5.10.
5.4.6 Necessidades de Persistência
O desenvolvimento das operações sobre ficheiros obrigou a que o cliente tivesse
de guardar informações em armazenamento não volátil para suportar diferentes ses-
sões. Os dados que têm de ser guardados nos três sistemas são aqueles que permi-
tem converter os nomes dos ficheiros: os dados do mapa originalFilenamesDecoder
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Figura 5.9: Diagrama de sequência simplificado da operação de remoção de ficheiros no
cliente, no Sistema Computação com Armazenamento (SCA).











Figura 5.10: Diagrama de sequência simplificado da operação de remoção de ficheiros no
servidor, no Sistema Computação com Armazenamento (SCA).
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que mapeiam o nome de armazenamento no nome original, e os dados do mapa in-
dex_filenames_decoder_ que mapeia os nomes originais nos nomes de armazenamento.
A escrita destes dados para memória não volátil no cliente acontece no destrutor do objeto
da classe FileParser. Quando se recupera o sistema, se os ficheiros que contêm estes
dados existirem na pasta sessionFiles, é carregada a informação para as estruturas de
dados em memória e o sistema pode ser utilizado, permitindo ao cliente recuperar a sua
sessão.
Nos sistemas “apenas armazenamento”, por não utilizarem o SGBD RocksDB para
implementar o mapa de contadores, foi necessário desenvolver a funcionalidade que
permite guardar a informação em disco entre as várias sessões. O carregamento dos
mapas de contadores ao iniciar o sistema é feito no construtor do objeto SophosServer,
através do método loadCounterMapsFromDisk(). Quando o utilizador termina a sessão, a
informação é colocada em armazenamento não volátil utilizando o método saveCounter-
MapsToDisk(), chamado no destrutor da mesma classe. Como estes sistemas utilizam
buckets no serviço S3, são ainda guardados em memória não volátil na máquina cliente
os nomes dos buckets que estão em utilização. Esta informação é escrita para disco no
construtor da classe SophosServer ao serem criados novos buckets e é recuperada no
construtor da classe SophosImpl, quando o sistema reinicia uma nova sessão.
5.5 Reindexações e Libertação de Espaço no Índice (T3)
Os sistemas desenvolvidos suportam a operação de reindexação. Quando a operação
apenas afeta os índices designa-se reindexação parcial, quando afeta os índices e a base de
dados designa-se por reindexação total. Foram implementados dois algoritmos diferen-
tes de reindexação total para testar diferentes abordagens, designados por reindexação
total(1) e total(2). De salientar que as operações de reindexação implementadas apenas
permitem reduzir espaço de armazenamento ocupado pelo índice e não do armazena-
mento de ficheiros. Os ficheiros apenas podem ser removidos do sistema através das
operações de remoção de ficheiros.
No caso das duas primeiras reindexações referidas (parcial e total(1)), a sequência
de operações é semelhante e a informação para preenchimento do novo índice de inser-
ções é obtida através da pesquisa nos índices antigos, diferindo apenas no facto que a
reindexação total cifra a base de dados com uma nova chave criptográfica simétrica. A
reindexação total(2) implementa uma abordagem diferente, substituindo as pesquisas no
índice por uma operação de download de todos os ficheiros que estão armazenados no
sistema. Começaremos por descrever as operações de reindexação parcial e total(1) por
partilharem a maior parte do código que as implementa e posteriomente será analisada a
implementação da reindexação total(2).
Nas operações de reindexação parcial e total(1) são pesquisadas todas as palavras-
chave que existem no sistema, para identificar os ficheiros que as contêm e voltar a inserir
o par (Update Token (UT), nome cifrado do documento) no novo índice. A aplicação cliente,
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através do método getAllKeywordsToSearch() do objeto SophosClientRunner, acede ao
mapa de contadores para obter a lista de palavras-chave que têm de ser pesquisadas no
índice. O objeto SophosClient preenche uma lista de palavras-chave acedendo ao mapa
de contadores do cliente e coloca também todas as entradas do mapa de contadores de
remoções numa hash table, podendo calcular as palavras que já não existem em nenhum
documento da base de dados. Esta operação permite reduzir o número de mensagens de
pesquisa trocadas entre o cliente e o servidor no SCA ou reduzir o número de pedidos ao
serviço de armazenamento S3 no caso do SAA e do SAABC.
Uma vez na posse de todas as palavras-chave a pesquisar, é necessário criar as novas
estruturas para a realização da operação de reindexação. As estruturas criadas dependem
do sistema considerado e são:
• SCA: criação dos novos mapas de contadores no cliente e novos índices cifrados no
servidor a executar na VM, ambos recorrendo ao SGBD RocksDB, e criação de novas
chaves criptográficas para o esquema de CP;
• SAA: criação dos novos mapas de contadores na máquina cliente, criação dos novos
buckets para os índices e base de dados no serviço S3 e, por fim, as chaves criptográ-
ficas novas do esquema de CP;
• SAABC: criação dos novos mapas de contadores, novos índices utilizando o SGBD
RocksDB-Cloud na máquina cliente, novo bucket no serviço S3 para a base de dados
e as novas chaves criptográficas do esquema de CP.
A aplicação cliente solicita a realização destas operações através da chamada do mé-
todo createNewKeysAndClientMaps() do objeto SophosClientRunner. Este método faz
uma chamada do método estático init_reindex_client_in_directory() que vai criar
todas as estruturas de dados e chaves necessárias ao lançamento de um novo objeto da
classe SophosClient, que fará as operações sobre os mapas de contadores agora criados. O
objeto SophosClientRunner envia uma ReindexSetupMessage que, ao ser recebida pelo
objeto SophosImpl, dá início às operações de criação de um novo objeto SophosServer e
dos novos índices. As operações iniciais da reindexação no cliente do SCA encontram-se
ilustradas na figura 5.11.
Neste momento da execução existem no sistema dois objetos SophosClient e dois
objetos SophosServer. O cliente inicia as pesquisas por todas as palavras-chave que
filtrou, recebendo os nomes de armazenamento dos documentos que ainda existem no
sistema e que contêm essas palavras-chave. Terminadas todas as pesquisas, iniciam as
inserções das entradas no novo índice de inserções. Caso se trate de uma reindexação
total, é nesta altura que será realizado o pedido dos ficheiros ao servidor e a cifra com a
nova chave.
Para terminar têm de ser realizados os dois últimos passos: é necessário efetuar a des-
truição das estruturas antigas (quer dos mapas de contadores do cliente, quer dos índices)
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Figura 5.11: Diagrama de sequência simplificado do início da operação de reindexação
no cliente no Sistema Computação com Armazenamento (SCA)
e as operações de gestão das chaves criptográficas simétricas. Para realizar as operações
sobre as estruturas de dados, a aplicação cliente chama o método changeDefaultDB()
para iniciar a operação. Este método cria a mensagem ReindexChangeRequestMessage
que, ao ser recebida pelo objeto SophosImpl, permite trocar a instância SophosServer que
vai passar a ser utilizada no sistema. Uma vez esta troca efetuada, as chaves criptográficas
do Sophos, o índice de inserções e o índice de remoções mais antigos são eliminados. O
mesmo procedimento é feito para os objetos SophosClient, sendo eliminados os mapas
de contadores mais antigos. No que respeita às operações sobre as chaves criptográficas
utilizadas para a base de dados, o cliente altera o nome da chave simétrica antiga para
old_sym_key_256.key e da chave mais recente para sym_key_256.key, deixando o sis-
tema preparado para que, numa futura reindexação, possa ser criada uma nova chave
criptográfica simétrica, que será criada com o nome new_sym_key_256.key. A sequência
de operações descritas, para o SCA, estão ilustradas no diagrama de sequência da figura
5.12.
A reindexação total(2) executa também as operações iniciais de criação da nova chave
criptográfica simétrica e das novas estruturas de dados bem como as mesmas operações
finais sobre as estruturas de dados criadas e sobre as chaves. As diferenças na implemen-
tação estão na forma como o cliente consegue aceder à informação que efetivamente ainda
existe no sistema, ou seja, às entradas do índice que não foram apagadas na sequência da
remoção de ficheiros. Ao contrário das operações de reindexação anteriormente descritas,
nesta implementação essa informação é obtida a partir dos ficheiros que ainda existem
no sistema, uma vez que o cliente solicita o envio de todos os ficheiros da base de dados.
































for index to cipher
for entry (kw, index_list)
Figura 5.12: Diagrama de sequência simplificado das operações de reindexação parcial e
total (1) no cliente, no Sistema Computação com Armazenamento (SCA).
sistemas “apenas armazenamento”, a máquina cliente obtém todos os ficheiros que estão
armazenados no bucket da base de dados. O pedido de obtenção dos ficheiros é feito pelo
método startExperimentalSystemReindex() do SophosClientRunner que, por sua vez,
executa o método download_all() do Stub. Cada ficheiro recebido na máquina cliente é
decifrado com a chave antiga e é realizada uma nova extração das palavras-chave. Volta
a ser cifrado com a nova chave criptográfica simétrica e colocado de novo na solução de
armazenamento. Terminadas as operações sobre os ficheiros, o cliente inicia as operações
de colocação das entradas (palavra-chave, nome cifrado) no novo mapa de contadores de
inserções e índice de inserções.
5.6 Tratamento dos Nomes Originais dos Ficheiros (T4)
A transformação dos nomes originais dos ficheiros implica considerar dois aspetos. O
primeiro é o sistema operativo que será utilizado nos componentes que efetuam compu-
tações, pois existem caracteres que não são permitidos e não são transversais a todos os
sistemas. O segundo aspeto são as operações criptográficas que serão realizadas sobre os
nomes depois de alterados e podem condicionar o número de bits que poderão ter. Foram
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consideradas várias abordagens possíveis para esta questão. No entanto, uma vez que a
implementação do Sophos utiliza uma função HMAC que espera nomes de ficheiros de
64 bits, trabalhou-se no sentido de encontrar uma solução para nomes desta dimensão.
A solução inicialmente considerada foi a cifra dos nomes dos ficheiros. No entanto, os
caracteres que resultam desta cifra podem pertencer ao conjunto de caracteres proibidos
ou reservados pelo sistema operativo, o que não permite a utilização desta solução.
Foi também considerada a utilização de uma função de síntese, que geraria o nome
de armazenamento a partir do conteúdo do ficheiro ou do seu nome original. Esta opção
tinha o problema de que, para evitar colisões, o número de bits gerado pela função de
síntese teria ser elevado, idealmente igual ou superior a 128 bits [48]. Este facto levaria
a que fosse utilizado mais espaço de armazenamento no índice, teria de ser suportado
pelas operações criptográficas que trabalham com os nomes dos ficheiros e teria de se
garantir que o resultado da função de síntese não seria superior à máxima dimensão
suportada pelos sistemas operativos, para os nomes dos ficheiros. Para o caso específico
dos sistemas desenvolvidos, como o objetivo era encontrar uma solução que gerasse nomes
de armazenamento de 64 bits, esta opção também não foi utilizada.
Outra opção seria substituir o nome original do ficheiro por um número inteiro e
incrementar esse valor a cada nova inserção. Esta solução evitaria a possibilidade de re-
lacionar o nome de armazenamento do ficheiro com o seu nome original e permitiria
utilizar nomes de 64 bits. A desvantagem encontrada seria o facto de se estar a revelar ao
servidor a ordem temporal pela qual os documentos foram cifrados no cliente. No entanto,
durante o desenvolvimento do sistema, como se tornou necessário guardar a informação
dos nomes originais dos ficheiros e o nome de armazenamento que lhe foi atribuído,
foi possível dispensar a atribuição dos nomes de armazenamento a partir de um conta-
dor e passou-se a utilizar números aleatórios, pois a cada inserção de um novo ficheiro,
consegue-se facilmente verificar se o número selecionado já foi atribuído anteriormente.
Assim, escolheu-se para método de atribuição dos nomes cifrados a geração aleatória de
números inteiros de 64 bits, do tipo unsigned long long, que permitem valores entre 0
e 18.446.744.073.709.551.615, garantindo números suficientes para lidar com inserção
de vários ficheiros. O elemento do sistema responsável pela atribuição dos novos nomes
aos ficheiros cifrados garante o tratamento em caso de seleção de dois números iguais.
5.7 Notas Finais de Capítulo
Neste capítulo foi feita uma apresentação do código que serviu de base para a cons-
trução dos três sistemas e detalhadas as alterações realizadas em cada um deles. Foram
descritas as implementações das operações suportadas, que permitiram aprofundar o es-
tudo dos tópicos 1 e 3, e da transformação dos nomes dos ficheiros inseridos, que responde
ao problema identificado no tópico 4.
No próximo capítulo serão apresentados os resultados dos testes de performance, os












Avaliação e Análise das Soluções, Modelo
de Custos e Discussão de resultados
A implementação das arquiteturas descritas no capítulo 4 permitiu aprofundar o
estudo de alguns dos pontos analisados no capítulo 3, como o tratamento dos ficheiros
nas operações e a forma de transformar os seus nomes. No entanto, é necessário testar
as soluções encontradas para confirmar a viabilidade dos sistemas. Neste capítulo serão
apresentados os resultados da avaliação de performance, os modelos de custos e análise
de segurança dos sistemas. Uma vez que os créditos disponíveis para testes estavam
limitados, as medições de performance para o Sistema Apenas Armazenamento (SAA)
não cobriram todas as operações implementadas nem todos os conjuntos de teste.
Para a realização dos testes foram obtidos sub-conjuntos de ficheiros .txt da Wikipedia
na lingua inglesa1, utilizando o projeto WikiExtractor2. As características dos conjuntos
estão listadas na tabela 6.1, onde se indica o nome atribuído ao conjunto, os pares (palavra-
chave, nome do documento) extraídos dos ficheiros, o tamanho total do conjunto de
ficheiros (em claro), o número total de ficheiros que compõem o conjunto e o tamanho
médio dos ficheiros.
Os testes foram realizados utilizando como cliente uma máquina com o Sistema Ope-
rativo (SO) MAC OS Catalina, com um processador Dual-Core Intel i7 2,8 GHz e com
8GB de memória RAM. O sistema que implementa a arquitetura “computação com ar-
mazenamento” foi testado utilizando uma instância t2.medium no serviço AWS S3 com 2
Virtual Central Processing Unit (vCPU), 4 GB de memória e 40 GB de armazenamento não
volátil [49], com o SO Ubuntu Server 16.04 LTS e localizada na região US East (Northern
Virginia). Os sistemas que implementam a arquitetura “apenas armazenamento” utiliza-




CAPÍTULO 6. AVALIAÇÃO E ANÁLISE DAS SOLUÇÕES, MODELO DE CUSTOS E
DISCUSSÃO DE RESULTADOS
Tabela 6.1: Conjuntos de dados utilizados na realização dos testes.
Conjunto # Pares (k,i) Tamanho(MB) # Ficheiros Tamanho (≈ p/ ficheiro)
A 995 171 63.72 62 1 MB
B 1 996 118 128.37 125 1 MB
C 3 965 288 256.05 249 1 MB
D 7 979 919 512.00 497 1 MB
AWS, também na região US East (Northern Virginia). A localização dos recursos e o tipo
de instância utilizada foram determinados pelas condições impostas pelo fornecedor de
serviços, em virtude do tipo de conta disponível para realização dos testes.
6.1 Armazenamento e Operações sobre Ficheiros (T1)
A solução escolhida para fazer o alojamento de ficheiros condiciona a performance
do sistema pois todas as operações implementadas acedem aos ficheiros cifrados que se
encontram em memória não volátil. No caso do SCA, a avaliação realizada incidiu sobre
o armazenamento de ficheiros na memória não volátil da VM onde o servidor está em
execução. No SAA e no SAABC os ficheiros foram armazenados em buckets, no serviço S3.
Estudaram-se as necessidades temporais e espaciais das operações que manipulam fi-
cheiros, nomeadamente a inserção, pesquisa e remoção e foi medido o volume e dimensão
das mensagens trocadas entre o cliente e o servidor no SCA e entre o cliente e o serviço
S3 no SAA e no SAABC. Os resultados do SAA foram obtidos apenas para o conjunto “A”
devido à limitação dos créditos disponíveis.
6.1.1 Inserção de Ficheiros
A inserção de ficheiros é composta por dois conjuntos de sub-operações distintas: o
primeiro sub-conjunto é responsável pela extração das palavras-chave, cifra dos ficheiros
e o seu envio para a solução de armazenamento. O segundo sub-conjunto de operações
coloca os pares (palavra-chave, documento) no mapa de contadores e no índice.
O tempo de execução das sub-operações foi medido em separado e os resultados estão
na tabela 6.2. É apresentado o tempo de inserção de ficheiros, o tempo de inserção dos
pares (palavra-chave, documento) no mapa de contadores e índice e o tempo total, todos
eles medidos na máquina cliente. O tempo de inserção dos pares (UT, nome cifrado) é
medido no elemento que opera sobre o índice cifrado, ou seja, no servidor para o SCA
e na máquina cliente no SAA e no SAABC. O tempo de inserção do SAABC engloba o
tempo de criação e envio do ficheiro SST para o bucket do índice de inserções.
O sistema que apresenta tempos de inserção menores é o SCA, uma vez que todos
os dados se consideram no servidor assim que chegam à VM e são colocados no SGBD
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Tabela 6.2: Tempos de execução da operação de inserção.
Conjunto Sub-Op SCA [min] SAA [min] SAABC [min]
A
Inserção Ficheiros 2.47 4.22 2.46
Inserção (palavra,doc) 23.47 1108.91 26.41
Inserção (UT, nome cifrado) 23.46 1108.85 26.39
Total (Cliente) 25.95 1113.13 29.94
B
Inserção Ficheiros 4.42 - 5.03
Inserção (palavra,doc) 50.35 - 60.73
Inserção (UT, nome cifrado) 50.33 - 60.70
Total (Cliente) 54.77 - 65.75
C
Inserção Ficheiros 8.47 - 9.89
Inserção (palavra,doc) 100.94 - 117.88
Inserção (UT, nome cifrado) 100.90 - 117.84
Total (Cliente) 109.41 - 127.77
D
Inserção Ficheiros 17.83 - 19.40
Inserção (palavra,doc) 212.68 - 270.18
Inserção (UT, nome cifrado) 212.59 - 269.14
Total (Cliente) 230.51 - 289.58
RocksDB. No SAABC os dados do índice apenas são colocados no serviço de armazena-
mento após a criação do ficheiro SST e envio para o bucket no serviço S3, pelo que este
tempo foi contabilizado nas medições deste sistema. O SAA é o sistema que apresenta
tempos de inserção mais elevados, sobretudo na inserção das entradas do índice. Esta
duração de execução deve-se ao facto de cada entrada no índice de inserções ser um pe-
dido de armazenamento ao serviço S3. Isto revela que, apesar de ser possível utilizar este
sistema, os tempos de execução não são adequados para um sistema real.
No que respeita ao volume de dados enviados do cliente para fornecedor de serviços,
todos os sistemas enviam o mesmo volume de ficheiros cifrados mas valores diferentes
das entradas a colocar no índice de inserções. A tabela 6.3 apresenta o número total de
palavras-chave retiradas dos documentos do conjunto (que vão dar origem aos pares (UT,
nome cifrado)), o volume ocupado pelo envio desses pares para alojamento no índice e o
volume do conjunto de ficheiros enviado, após a operação de cifra. No SCA os volumes
foram obtidos através da medição das mensagens gRPC enviadas do cliente para o servi-
dor onde se encontra a VM. No SAA o volume das entradas a colocar no índice é menor
pois já não são utilizadas as mensagens gRPC [39] para as colocar no bucket do serviço S3.
Por último, no SAABC, o volume de entradas a colocar no índice é o volume do ficheiro
SST enviado para armazenamento no serviço S3.
6.1.2 Pesquisa de ficheiros
O objetivo principal de um sistema que utilize um esquema de CP é permitir ao
utilizador a pesquisa dos ficheiros cifrados. Importa assim perceber a performance dos
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Tabela 6.3: Volume de dados das mensagens enviadas durante a operação de inserção dos
ficheiros.
Conjunto SCA SAA SAABC
A
# Pares (UT, index) 995 171
Volume Pares (MB) 28.36 23.88 33.7
Conjunto Cifrado (MB) 63.7
B
# Pares (UT, index) 1 996 118
Volume Pares (MB) 56.88 - 67.01
Conjunto Cifrado (MB) 128.4
C
# Pares (UT, index) 3 965 288
Volume Pares (MB) 112.99 - 132.86
Conjunto Cifrado (MB) 256.1
D
# Pares (UT, index) 7 979 919
Volume Pares (MB) 227.40 - 266.61
Conjunto Cifrado (MB) 512.0
sistemas na realização das pesquisas e qual a influência que o suporte para remoções tem
sobre essas operações.
Para cada conjunto pesquisaram-se as cinco palavras mais comuns da língua inglesa3
que cumpriam os requisitos para serem palavras-chave e que estavam presentes em todos
os documentos. As palavras selecionadas foram: word, time, long, make e number. A tabela
6.4 apresenta a média dos tempos obtidos nas pesquisas das cinco palavras, divididas por
sistema e por localização de entradas do índice (coluna “Zona”). Nesta tabela II representa
índice de inserções e IR representa índice de remoções. Estão presentes os valores dos
tempos de pesquisa sobre as entradas do índice quando estas estão na active memtable,
estrutura que guarda as entradas logo após a inserção e que funciona como buffer, e
posteriormente os tempos de pesquisa quando as entradas do índice já estão colocadas
em ficheiros SST, após a operação de flush, quer para o caso em que nenhuma remoção foi
realizada no sistema, quer para o caso em que apenas um documento ficou armazenado.
Apresenta-se ainda o tempo de obtenção dos ficheiros da solução de armazenamento, que
no caso do SCA é o tempo que o servidor leva a obter o ficheiro do serviço Elastic Block
Store (EBS) e a enviar para o cliente e no SAA e no SAABC é o tempo que o componente do
servidor (a correr na máquina cliente) demora a obter o ficheiro do serviço S3. O SAA, por
não utilizar o SGBD RocksDB, tem as entradas dos índices sempre colocadas no serviço
S3 e por isso apresenta nomes diferentes na coluna “Zona”.
Comparando os resultados obtidos, os tempos de pesquisa sobre o índice de inserções
são semelhantes no SCA e SAABC quando as leituras são feitas a partir da active memtable.
3https://world-english.org/english500.htm
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No entanto, quando as leituras são feitas a partir dos ficheiros SST, o SAABC apresenta
tempos de pesquisa superiores pois, para cada chave procurada, o cliente tem de solicitar
o bloco do ficheiro SST ao serviço de armazenamento S3 enquanto o SCA acede aos blocos
no armazenamento da VM. Comparando o SAABC com o SAA, quando estes acedem às
entradas do índice colocadas nos buckets, verifica-se que o segundo apresenta tempos de
pesquisa menores pois, neste caso, é mais rápido pesquisar entradas de índice do que
blocos de ficheiros SST, quando nenhum existe na cache.
No que respeita ao tempo total da operação de pesquisa, o SCA é mais rápido que o
SAA e que o SAABC a executar as operações testadas.
As remoções vão obrigar a realizar mais operações pois as entradas do índice de
remoções têm de ser verificadas. Uma vez que apenas um ficheiro foi mantido no sistema,
os índices de inserções e remoções têm aproximadamento mesmo número de entradas,
o que explica os tempos de pesquisa semelhantes sobre estas estruturas. No entanto, o
aumento de entradas nos índices não afeta negativamente o tempo total das operações,
uma vez que diminui o volume de ficheiros que têm de ser devolvidos ao cliente e as
pesquisas são mais rápidas a devolver resultados. O SCA continua a apresentar tempos
totais de execução das operações de pesquisa mais rápidos após as remoções.
6.1.3 Remoção de Ficheiros
No que respeita às operações de remoção, os tempos de colocação das remoções lógicas
no índice de remoções são semelhantes aos tempos da operação de inserção pois é a mesma
operação mas realizada sobre um índice diferente. O tempo total da operação é mais
baixo uma vez que não existe o envio do ficheiro, apenas é enviada uma mensagem do
cliente para o servidor a solicitar a sua remoção. A operação de remoção testada consistiu
na remoção de todos os ficheiros armazenados com exceção de 1 (um). O ficheiro que
permaneceu armazenado continha todas as palavras pesquisadas.
Analisando a tabela 6.5 confirma-se que a operação de remoção física dos ficheiros de-
mora menos tempo que a operação que faz a sua inserção (ver tabela 6.2), sendo a maioria
do tempo da operação consumida pela inserção das entradas no índice de remoções.
6.1.4 Requisitos de Armazenamento
Importa avaliar as necessidades de armazenamento dos vários elementos que com-
põem os sistemas. Nas estruturas que utilizam o SGBD RocksDB e RocksDB-Cloud, as
maiores necessidades de armazenamento são atingidas quando as entradas dos índices
estão ainda nas memtables. Após a operação de flush, o espaço ocupado pelos ficheiros
SST é menor e, no caso do SAABC, esses ficheiros são armazenados no serviço S3 não
ocupando espaço na máquina cliente.
Para o SCA, após a inserção dos conjuntos utilizados para realizar os testes e sem
ter sido realizada qualquer remoção de documentos, os valores de armazenamento não
volátil ocupado são os que se apresentam na tabela 6.6. Os valores apresentados indicam
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Tabela 6.4: Tempos da operação de pesquisa (em segundos).
Sistema Conjunto Zona Pesquisa II Pesquisa IR Obt Arm Total
SCA
A
Memtable (srv) 0.010 0.0 10.44 10.94
SST (srv) 0.012 0.0 9.50 10.00
SST (del) (srv) 0.011 0.011 1.06 2.35
B
Memtable (srv) 0.019 0.0 24.17 24.76
SST (srv) 0.023 0.0 20.90 21.58
SST (del) (srv) 0.022 0.022 0.22 0.98
C
Memtable (srv) 0.036 0.0 38.896 39.427
SST (srv) 0.042 0.0 41.243 42.714
SST (del) (srv) 0.043 0.0418 0.1006 1.938
D
Memtable (srv) 0.068 0.0 50.874 51.331
SST (srv) 0.084 0.0 55.305 55.733
SST (del) (srv) 0.085 0.085 0.21 1.081
SAA
A
Bucket S3 2.84 0.0 27.53 30.50
Bucket S3 (del) 2.99 2.49 0.89 6.40
SAABC
A
Memtable (cli) 0.016 0.0 27.92 27.95
SST (S3) 3.96 0.0 29.29 33.27
SST (del) (S3) 3.47 2.90 1.36 7.77
B
Memtable (cli) 0.021 0.0 57.85 57.90
SST (S3) 5.15 0.0 57.865 63.04
SST (del) (S3) 5.41 4.96 1.32 11.71
C
Memtable (cli) 0.054 0.0 114.85 114.92
SST (S3) 9.968 0.0 116.52 126.52
SST (del) (S3) 10.56 9.51 1.318 21.41
D
Memtable (cli) 0.095 0.0 241.94 242.05
SST (S3) 18.432 0.0 228.30 246.76
SST (del) (S3) 18.32 18.27 1.32 37.94
66
6.1. ARMAZENAMENTO E OPERAÇÕES SOBRE FICHEIROS (T1)
Tabela 6.5: Tempos de execução da operação de remoção.
Conjunto Sub-Op SCA [min] SAA [min] SAABC [min]
A
Remoção de Ficheiros 0.88 1.17 1.31
Inserção (palavra,doc) 24.02 1106.08 26.81
Inserção (UT,index) 24.02 1106.08 26.81
Total (Cliente) 24.90 1107.27 28.12
B
Remoção de Ficheiros 1.81 - 1.96
Inserção (palavra,doc) 51.86 - 57.10
Inserção (UT,index) 51.85 - 57.10
Total (Cliente) 53.67 - 59.06
C
Remoção de Ficheiros 3.77 - 3.72
Inserção (palavra,doc) 103.82 - 117.42
Inserção (UT,index) 103.80 - 116.35
Total (Cliente) 107.60 - 121.14
D
Remoção de Ficheiros 7.00 - 7.89
Inserção (palavra,doc) 216.13 - 260.9
Inserção (UT,index) 216.10 - 260.35
Total (Cliente) 223.12 - 268.79
Tabela 6.6: Volume ocupado pelas estruturas do Sistema Computação com Armazena-
mento (SCA) para cada conjunto testado, antes da operação de flush e sem remoções
(Valores em MB).
Conjunto Mapa de Contadores Índice Base de Dados Sessão
A 33.6 45.8 63.7 0.0047
B 67.3 91.9 128.4 0.0094
C 133.5 141.1 256.1 0.0190
D 268.2 283.8 512.0 0.0381
as necessidades de armazenamento do cliente para os mapas de contadores e os ficheiros
de sessão, e do servidor para o índice e base de dados. O cliente aloja ainda os ficheiros
que contêm as chaves criptográficas necessárias ao funcionamento do esquema de CP, que
totalizam 3478 bytes e as chaves criptográficas simétricas utilizadas na cifra de ficheiros
(antiga e atual caso tenha já sido realizada uma reindexação) que ocupam 32 bytes cada
uma. O servidor utiliza também o armazenamento não volátil da VM para alojar a chave
pública do cliente.
O SAA e o SAABC guardam localmente as mesmas chaves criptográficas mas possuem
mais ficheiros de sessão para lidar com a utilização dos buckets do serviço S3. A base
de dados e os ficheiros SST com as entradas dos índices passam a estar armazenados no
serviço S3 nos dois sistemas, ficando ainda na máquina cliente do SAABC alguns ficheiros
adicionais necessários ao funcionamento dos índices (RocksDB-Cloud).
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Tabela 6.7: Volume ocupado pelas estruturas do Sistema Apenas Armazenamento (SAA)
para o conjunto “A” (Valores em MB).
Conjunto Mapa de Contadores Índice(Cli) Índice(S3) Base de Dados Sessão
A 1.94 0.0 23.88 63.7 0.0048
Tabela 6.8: Volume ocupado pelas estruturas do Sistema Apenas Armazenamento com
Buffer e Cache (SAABC) para cada conjunto testado, antes da operação de flush e sem
remoções (Valores em MB).
Conjunto Mapa de Contadores Índice(Cli) Índice(S3) Base de Dados Sessão
A 1.94 45.9 0.00008 63.7 0.0048
B 2.85 92.0 0.00008 128.4 0.0095
C 4.26 183.0 0.00008 256.1 0.0191
D 6.57 368.3 0.00008 512.0 0.0382
Tabela 6.9: Alteração do volume ocupado pelo índice no Sistema Apenas Armazenamento
com Buffer e Cache (SAABC) para cada conjunto testado, após a operação de flush do






O volume das estruturas do SAA, após a inserção do conjunto “A”, apresenta-se na
tabela 6.7. Os valores ocupados pelas estruturas no SAABC são apresentados na tabela
6.8. Nesta tabela estão os valores antes do SGBD RocksDB-Cloud ter realizado a operação
de criação dos ficheiros SST. Aquando da operação de criação dos ficheiros SST, os valores
de armazenamento ocupados pelo índice são alterados, como apresentado na tabela 6.9.
6.1.5 Discussão
As operações de inserção e remoção realizam a colocação das entradas nos respetivos
índices da mesma forma pelo que, para o mesmo sistema e para o mesmo número de
entradas, os tempos obtidos são semelhantes. A diferença no tempo total de execução
deve-se às diferentes sub-operações que cada uma realiza. A operação de inserção tem
de efetuar a extração de palavras-chave, atribuição do nome cifrado, registo dos nomes
original e cifrado em estruturas de dados, cifra do ficheiro e por fim envio para armazena-
mento. A operação de remoção tem de efetuar também a verificação das palavras-chave
do documento a remover, garantindo a consistência entre os dois índices, mas apenas tem
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de enviar uma mensagem com o nome cifrado do ficheiro a retirar do armazenamento,
que por ter menor volume de dados é mais rápido do que o envio do próprio ficheiro.
Comparando o tempo de execução total do SCA e do SAABC verifica-se que o segundo
demora, em média, aproximadamente 20% mais tempo que o primeiro a realizar a ope-
ração de inserção e 13% na operação de remoção. O mesmo acontece nas operações de
pesquisa, onde o SAABC tem tempos de execução total três a quatro vezes mais elevados
que o SCA, aumentando a diferença após a realização das remoções.
Em relação ao SAA, os tempos de execução das operações de inserção e remoção são
superiores aos dois outros sistemas testados, tendo uma duração que não é adequada a um
sistema real. Nas pesquisas, as medições efetuadas mostram tempos mais aproximados
aos obtidos nos dois outros sistemas. No entanto, para a mesma pesquisa, demora mais
tempo que o SCA e é mais rápido que o SAABC.
Para que a operação de pesquisa devolva resultados satisfatórios, o número de palavras
a selecionar dos documentos deve ser uma amostra realizada adequadamente. Quando os
ficheiros a inserir contêm grandes quantidades de texto, o número de entradas a colocar
no índice torna-se considerável. Isto é visível nos conjuntos de ficheiros criados e utili-
zados para desenvolvimento e teste dos sistemas, onde ficheiros de dimensão pequena
continham números elevados de palavras-chave. Percebeu-se que este elevado número de
palavras-chave criava um grande volume de entradas no índice e que era um ponto de
contenção das operações. Para lidar com grandes números de palavras nos documentos
pode adequar-se a extração de palavras-chave às necessidades de pesquisa particulares
do utilizador. Essa adaptação é feita modificando o elemento que faz a extração das
palavras-chave pois, quanto mais adequado às necessidades de pesquisa, menos entradas
desnecessárias no índice de inserções existirão.
Em relação aos requisitos de armazenamento exigidos às máquinas que serão utiliza-
das como cliente, os valores obtidos nos testes realizados estão ao alcance de dispositivos
com menores capacidades. Para o maior conjunto testado no SCA, mesmo no pior caso das
remoções, os dois mapas de contadores juntos ocupariam menos de 550 MB. No sistema
SAABC, o cliente teria de armazenar menos de 800 MB e este valor seria reduzido assim
que o SGBD realizasse a operação de flush.
6.2 Necessidades da Reindexação e Libertação de Espaço no
Índice (T3)
Para que seja possível reclamar espaço ocupado pelo índice de remoções, trocar as
chaves criptográficas ou esconder padrões de acesso às entradas dos índices, é necessário
executar uma operação de reindexação.
Na figura 6.1a são apresentados os tempos de execução de todas as operações de rein-
dexação implementadas no SCA, onde Ins indica o tempo de inserção do conjunto no
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sistema (para comparação), RP o tempo da reindexação parcial, RT 1 o tempo da rein-
dexação total(1) e RT 2 o tempo da operação de reindexação total(2). Devido ao elevado
tempo de execução das operações RP e RT 1 no conjunto A, estas operações não foram
testadas para os restantes conjuntos nem para os outros sistemas, pois considerou-se que
os tempos obtidos não eram aceitáveis em sistemas reais. Na figura 6.1b são apresentados
os tempos medidos na operação de reindexação total(2) do SCA para todos os conjuntos
testados e o seu valor comparado com o tempo de inserção. Os resultados da execução da
operação de reindexação total(2) no SAABC são os apresentados no gráfico da figura 6.2.
Não se testou a operação de reindexação total(2) do sistema SAA por indisponibilidade
de créditos.























(a) Operações no Conjunto A



























(b) Reindexação Total (2) versus Inserção
Figura 6.1: Tempos de Execução das Operações de Reindexação do Sistema Computação
com Armazenamento (SCA)



























Figura 6.2: Reindexação Total (2) versus Inserção do Sistema Apenas Armazenamento
com Buffer e Cache (SAABC).
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Tabela 6.10: Variáveis utilizadas nas fórmulas dos modelos de custos.
Variável Definição
F Total de ficheiros cifrados a inserir/pesquisar/remover
C Total de palavras-chave extraídas do documento
Tx Tamanho do elemento x em GB
B Total de buckets no serviço S3
xi Valor no mapa de contadores de inserções da palavra i
yi Valor no mapa de contadores de remoções da palavra i
P Soma dos valores dos mapas de contadores (xi + yi)
Q Diferença dos valores dos mapas de contadores (xi − yi)
S Total de ficheiros SST
M Total de leituras não encontradas na cache de blocos
pc Palavra-chave retirada de um documento
doc Representa o nome cifrado de um documento
6.2.1 Discussão
As operações de reindexação implementadas permitiram comparar as diferenças de
performance das duas soluções encontradas para identificar as entradas do índice que
não foram eliminadas do sistema: a pesquisa nos índices de todas as palavras-chave que
estão em, pelo menos, um documento no sistema ou um novo processamento dos ficheiros
para obter as palavras-chave. As pesquisas sobre o índice revelam-se muito mais lentas
que o processamento dos ficheiros no cliente, como demonstrado no teste feito no SCA ao
conjunto A, pelo que se considera esta abordagem inaceitável para um sistema real.
As operações de inserção e de reindexação total(2) são iguais no que respeita à inserção
de entradas nos índices, pelo que os tempos obtidos nesta sub-operação são semelhantes.
A diferença de tempos totais de execução é justificada pela diferença que existe nas
sub-operações executadas. A operação de reindexação total (2) é a que executa mais sub-
operações sobre os ficheiros pois decifra e extrai todas as palavras-chave e volta a cifrar e
a enviar para armazenamento.
6.3 Modelos de Custos (T2)
Nesta secção é feita uma descrição e análise dos modelos de custos que serão imputa-
dos aos sistemas. A tabela 6.10 apresenta uma descrição das variáveis utilizadas.
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6.3.1 Modelo do Sistema “Computação com Armazenamento”
O custo mensal do sistema que implementa a arquitetura “computação com arma-
zenamento” é dado pela expressão 6.1. Esta expressão é composta por três termos que
englobam o custo dos recursos necessários e o custo da realização das operações imple-
mentadas. O termoCC (Custos de Computação) designa os custos cobrados pelos recursos
de computação, o termo CA (Custos de Armazenamento) designa os custos cobrados pe-
los recursos de armazenamento não volátil e o termo CCom (Custos de Comunicação)
designa os custos cobrados pelo volume de dados transferidos entre o cliente e o servidor.
T otalmensal = CC +CA+CCom (6.1)
6.3.1.1 Custos de Computação
Esta variável indica o valor a cobrar mensalmente pela utilização da máquina virtual
onde executa o servidor do sistema, que opera sobre o índice e sobre a base de dados.
Como o sistema apenas prevê a utilização de um servidor, o custo é dado pela expressão
Custohora ×N ohoras. No caso do fornecedor de serviços AWS, e para o seu serviço EC2, o
número de horas mensal é calculado dividindo o número de horas existente num ano pelo
número de meses ((24×365)÷12 = 730horas/mês). O custo da VM por hora irá depender
dos recursos escolhidos.
6.3.1.2 Custos de Armazenamento
O custo da memória não volátil é calculado pela expressão 6.2, onde QA representa
a quantidade de armazenamento pretendida e CustoGB o custo cobrado pelo fornecedor
por GB/mês. No caso de serem utilizadas mais instâncias, estes valores teriam de ser
multiplicados pelo número de instâncias pretendidas. É necessário considerar que o ar-
mazenamento tem de ter capacidade para o índice de inserções (II), indice de remoções
(IR) e para a base de dados.
CA = (QAII +QAIR +QABDC)×CustoGB (6.2)
6.3.1.3 Custos de Comunicação
No que respeita aos custos imputados à comunicação entre o cliente e o servidor, estes
dividem-se pelas várias operações que o sistema oferece aos utilizadores. Os CCom resul-
tarão do somatório dos custos das operações de inserção, pesquisa, remoção e reindexação
realizadas durante o mês. Neste modelo de custos não se contabilizou as mensages de
setup que são enviadas sempre que o cliente inicia a utilização de um novo índice pois
estas mensagens são apenas enviadas na primeira vez que um cliente se liga ao servidor
ou na realização de uma operação de reindexação. Como a sua dimensão é de 32 bytes, a
sua contribuição para os custos do sistema podem-se considerar pouco relevantes.
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No caso das pesquisas, a expressão é dada pela fórmula 6.4. Nesta operação é ne-
cessário ter em conta que a primeira parcela da soma refere-se a tráfego que é enviado
do cliente para o servidor e a segunda parcela a tráfego do servidor para o cliente, que
corresponde ao envio dos ficheiros encontrados.
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O custo das operações de remoção é dado pela expressão 6.5, que calcula o custo do






)+ (i × Tmsg del)
×CustoGB (6.5)
Por último, os custos da operação de reindexação são dados pela expressão 6.6. A
primeira parcela da soma diz respeito ao tráfego de dados do servidor para o cliente, na
sequência do pedido de realização da operação de reindexação, onde o servidor envia
todos os ficheiros cifrados armazenados para o cliente. A segunda parcela da soma diz
respeito ao envio dos novos ficheiros cifrados e novas entradas do índice de inserções do




6.3.2 Modelo do Sistema “Apenas Armazenamento”
O custo mensal do sistema que implementa a arquitetura “apenas armazenamento”
é dado pela expressão 6.7. Esta expressão é composta por três termos, nomeadamente o
termo COp (Custos das Operações) que designa os custos cobrados pelas operações solici-
tadas ao serviço, o termo CA (Custos de Armazenamento) que designa os custos cobrados
pelos recursos de armazenamento não volátil e o termo CCom (Custos de Comunicação)
que designa os custos cobrados pelo volume de dados transferidos entre o cliente e o
serviço de armazenamento.
T otalmensal = COp+CA+CCom (6.7)
6.3.2.1 Custos das Operações
Como todas as computações são realizadas na máquina cliente, os gastos com a VM
são substituídos pelos custos das operações solicitadas ao serviço de armazenamento. Para
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as operações de inserção de ficheiros, o custo é dado pela expressão 6.8. Nesta expressão
são contabilizados o custo das operações de inserção de pares (UT, nome cifrado) no
serviço de alojamento, que materializam as entradas do índice de inserções, e os pedidos






+ (F ×CustoPOST /PUT ) (6.8)
No caso em que o sistema utilize o SGBD RocksDB-Cloud, os custos da operação de
inserção são dados pela expressão 6.9. Os pedidos para inserção dos ficheiros SST estão
dependentes das configurações de tamanho da memtable e dos ficheiros SST, uma vez que
sempre que a primeira fica totalmente preenchida gera ficheiros SST e estes são enviados
para o serviço S3.
[S ×CustoPOST /PUT ] + [F ×CustoPOST /PUT ] (6.9)
Os custos das pesquisas dependem da forma como a implementação trata as remoções,
uma vez que ao utilizar dois índices serão feitos mais pedidos ao serviço de alojamento.
Concluiu-se que o número de operações GET solicitadas numa pesquisa no SAA, para
identificação dos ficheiros onde a palavra se encontra, é dado pela expressão Pi = xi + yi ,
onde x e y representam o valor do contador de inserções e o valor do contador de remoções
respetivamente, aos quais é somado uma unidade (uma vez que o contador inicia em zero,
ou zero caso a palavra não esteja presente no mapa de contadores). Uma vez encontrado
o valor P pode-se determinar o custo total da pesquisa, que é dado pela expressão 6.10.
Esta expressão calcula o custo de pesquisa de uma única palavra.
[P ×CustoGET ] + [F ×CustoGET ] (6.10)
No SAABC o número de solicitações ao serviço de armazenamento poderá ser menor
em virtude da existência da block cache. Os custos da pesquisa de uma palavra são dados
pela expressão 6.11, onde só serão solicitados os blocos dos ficheiros SST que não estão
na cache na máquina cliente e aos quais se somam os pedidos que solicitam os ficheiros.
[M ×CustoGET ] + [F ×CustoGET ] (6.11)
O custo das remoções no SAA compreende as inserções dos dados que correspon-
dem ao índice de remoções e os pedidos para eliminação física do ficheiro do serviço de






+ (F ×CustoDEL) (6.12)
As remoções no SAABC são dadas pela expressão 6.13.
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[S ×CustoPOST /PUT ] + [F ×CustoDEL] (6.13)
Por fim, os custos da operação de reindexação total(2) são dados pela expressão 6.14.
O cálculo desta operação é composta pelo custo dos pedidos de todos os ficheiros que
estão armazenados e pelo custo de inserção de todos os ficheiros e novas entradas no
serviço de armazenamento. A expressão é a mesma para os dois sistemas, diferindo no
termo Custoins, que para o primeiro caso representa a expressão 6.8 e para o segundo a
expressão 6.9.
[F ×CustoGET ] + [B×CustoDEL] +Custosins (6.14)
6.3.2.2 Custos de Armazenamento
Os custos de armazenamento são calculados utilizando a expressão 6.2, uma vez que
o tipo de dados colocados em armazenamento no fornecedor de serviços são os mesmos.
6.3.2.3 Custos de Comunicação
Os custos de comunicação da operação de inserção do SAA são também calculados
com a expressão 6.3, uma vez que o tipo e quantidade de dados que são enviados pelo







No que respeita às pesquisas no SAA, o custo é dado pelas expressões 6.16 e 6.17. A
primeira expressão calcula o custo de pesquisa das entradas que pertencem ao índice,
estando a comunicação do cliente para o servidor no primeiro termo da soma e a comuni-
cação do servidor para o cliente no segundo termo. É utilizado o valor P calculado para
a expressão 6.10. A segunda expressão calcula o custo da obtenção dos ficheiros identifi-
cados e que contêm a palavra, estando no primeiro termo da soma os pedidos feitos do
cliente ao servidor e no segundo termo os ficheiros enviados do servidor para o cliente.
C∑
i=1
[((Pi × TUT )×CustoGB) + ((Pi × Te)×CustoGB)] (6.16)
F∑
i=1
[(Qi × Tindex ×CustoGB) + (Qi × Tdoc ×CustoGB)] (6.17)
As pesquisas no SAABC são calculadas com a expressão 6.18, que engloba os custos de
solicitar os blocos dos ficheiros SST que não existem na cache no cliente. A esta expressão
terão de ser somados os custos de solicitar os ficheiros encontrados na pesquisa, dados
pela expressão 6.17.
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(M × TBloco ×CustoGB) (6.18)
Os custos de comunicação das operações de remoção no SAA são calculados de acordo
com a expressão 6.5, já utilizada na arquitetura “computação com armazenamento”. No
SAABC os custos da remoção serão calculados de forma diferente, utilizando a expressão
6.19. A primeira parte calcula o custo das remoções lógicas (ou inserções no índice de
remoções) e a segunda calcula os custos de ordenar a remoção dos ficheiros do serviço




(Ti ×CustoGB) + (F × Tmsg del ×CustoGB) (6.19)
A última operação considerada é a reindexação total(2) e o custo de comunicação
desta operação é dado pela soma da expressão 6.6 com a expressão do Custoins, que será
a expressão 6.3 se utilizarmos o SAA, ou à expressão 6.15 se utilizarmos o SAABC.
6.3.3 Comparação de Custos para o Conjunto “A”
Uma vez descritos os modelos de custos de cada um dos sistemas, faremos uma com-
paração de custos de utilização mensal para o conjunto A.
6.3.3.1 Exemplo para o Sistema “Computação com Armazenamento”
O sistema foi testado com uma instância t2.medium localizada na região US East
(Northern Virginia). Esta instância tem um custo mensal de $33.87 USD (CC = 0.0464×
730), de acordo com os dados disponibilizados em [50].
No que respeita aos custos de armazenamento CA, esta instância disponibiliza arma-
zenamento não volátil no serviço EBS, que possibilita reduzir e aumentar a capacidade
de acordo com as necessidades. Foram adjudicados 40 GB de armazenamento e o valor a
pagar mensalmente é de CA = 40×0.10, ou seja $4.00 USD como indicado na página [50].
Apenas com estes elementos, a manutenção da VM custa $37.87 USD mensais.
Os custos de comunicação cobram pela quantidade de dados transferidos do servi-
dor para o cliente e as operações que podem implicar grandes volumes de dados são
as pesquisas, dependendo do número de resultados que são obtidos, e as operações de
reindexação. Numa operação de pesquisa, o número de resultados devolvidos é variável
assim como o tamanho dos ficheiros. Na operação de reindexação, e considerando apenas
a reindexação total(2), todos os ficheiros cifrados são enviados do servidor para o cliente.
É possível fazer uma previsão dos custos em função do tamanho médio dos ficheiros pois
o fornecedor de serviços AWS cobra $0.09 USD por cada GB transferido para a máquina
cliente.
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Considerando o conjunto A e que num mês seriam pesquisadas 50000 palavras-chave,
sendo essas palavras as apresentadas no ponto 6.1.2 (10000 pesquisas para cada pala-
vra), seriam obtidos 3100000 ficheiros. O custo das inserções seria Custoins = [(995171×
24bytes + 62× 1MB)× 0)]. No que respeita às pesquisas, o custo seria Custopesq = (600×
50000×0)+(3100000×1MB×0.09) que totalizaria o valor de $279 USD. Por fim, o custo da
reindexação seria Custoreindex = [(62×0.001)×0.09]+[(62×0.001)+(995171×24bytes)]×0,
o que totalizaria $0.00558 USD. O custo mensal deste conjunto de operações totaliza
CCom = 279.01USD.
Somando todos os valores obtidos temos T otalmensal = $367.5 USD.
6.3.3.2 Exemplo para Sistema “Apenas Armazenamento”
Para efeitos de comparação, foi calculado o custo mensal para a mesma quantidade
de armazenamento considerada para o SCA. Assim, se o armazenamento total for de 40
GB no serviço S3, o custo mensal será CA = 40× 0.023, ou seja $0.92 USD por mês.
Para calculo dos custos das operações, na inserção temos de considerar todos os pe-
didos realizados ao sistema para inserir o conjunto. Esse custo é de ((995171 × 0.005) ÷
1000) + ((62 × 0.005) ÷ 1000) = $4.97617USD. Para calcular o custo das operações das
pesquisas é necessário contabilizar as entradas que serão pesquisadas no índice de in-
serções e no índice de remoções. O número de pedidos ao serviço é dado pela soma dos
valores dos contadores de cada palavra. Para realizar as mesmas 50000 pesquisas seriam
feitos 3100000 pedidos ao serviço de alojamento S3 apenas para verificar as entradas
no índice de inserções (uma vez que nenhuma remoção foi feita), que teriam um custo
de (3100000 × 0.0004) ÷ 1000 = $1.24USD. A este valor é necessário somar os pedidos
para solicitar os ficheiros encontrados, que teria um custo de (3100000×0.0004)÷1000 =
$1.24USD (os valores são iguais pois não existem remoções). As pesquisas teriam um va-
lor total de $2.48 USD. Por último, o custo das operações da reindexação é dado pelo custo
dos pedidos de transferência dos ficheiros para o cliente, ou seja, (62× 0.0004)÷ 1000 so-
mados aos custos de inserção, o que totaliza $4.9762 USD. O termo COp totaliza $12.428
USD.
Para o cálculo dos custos de comunicação, teríamos um custo de inserção do con-
junto de $0 USD, uma vez que o serviço AWS não cobra o envio de dados para o ser-
viço. Os custos das pesquisas têm de ter em conta os pedidos feitos às entradas do
índice, sendo dados pela expressão (3100000pedidos × 16bytes × $0USD) + (8bytes ×
3100000× $0.09USD) + (8bytes × 3100000× $0USD) + (3100000× 1MB× $0.09USD) =
$279USD . A reindexação será dada pelos custos de transferência de todos os fichei-
ros armazenados novamente para o cliente e somados aos custos de inserção, ou seja
(62f icheiros × 1MB× $0.09USD) + $0USD = $0.00558USD. Os custos de comunicação
totalizam $279.01 USD por mês.
Somando os valores obtidos no exemplo, obtém-se um valor mensal de $292.4 USD.
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6.3.3.3 Exemplo para Sistema “Apenas Armazenamento” com Buffer e Cache
Para esta solução, o custo de armazenamento é igual ao calculado no ponto 6.3.3.2.
Para o cálculo dos custos das operações e das comunicações é necessário considerar os
tamanhos definidos para as memtables e ficheiros SST do RocksDB-Cloud. Utilizando os
definidos na implementação do Sophos, temos 1 GB de tamanho das memtables e ficheiros
SST de 192 MB. Para o conjunto A, as entradas do índice de inserções e do índice de
remoções totalizam ≈ 24 MB, pelo que a memtable não será completamente preenchida.
Os custos das operações para a inserção serão dados pela expressão (1SST × 0.005)÷
1000, que calcula o custo de envio do ficheiro SST para o armazenamento no serviço S3,
ao qual será somado o custo das operações de enviar os ficheiros para armazenamento,
dados pela expressão (62× 0.005)÷ 1000, que totaliza $0.000315 USD. As pesquisas são
calculadas pela expressão ((3100000 × 0.0004) ÷ 1000) = $1.24, que indica o custo de
solicitar todos os blocos do índice no pior caso, em que todos os blocos não estão na block
cache, e ao qual é somado o valor dos pedidos que solicitam os ficheiros ao serviço de
armazenamento, dado pela expressão ((3100000 × 0.0004) ÷ 1000) = $1.24, totalizando
$2.48 USD. A reindexação será dada pela expressão (62×0.0004)÷1000, que contabiliza os
pedidos a fazer para obter no cliente todos os ficheiros armazenados, ao qual será somado
o valor de inserção, totalizando $0.00034 USD. O custo total das operações é de $2.48
USD.
Por último, os custos da comunicação. A inserção é calculada com a expressão 0.192GB×
$0USD, assumindo que o ficheiro SST é enviado completo (apesar da dimensão do ín-
dice não preencher um ficheiro SST completo), somando o valor do envio dos fichei-
ros cifrados, dado pela expressão (62 × 0.001 × $0USD). Os custos de comunicação das
pesquisas são compostos pelos custos da transferência dos blocos de 4 KB que com-
põem os ficheiros SST que não estejam na block cache. No pior caso, todas as entra-
das a solicitar ao índice estão em blocos diferentes, o que significa que serão solici-
tados tantos blocos quantos os documentos onde a palavra existe, dados pela expres-
são (3100000 × 0.000004 × $0.09USD) que totaliza $1.116 USD, ao qual será somado
o custo do pedido dos ficheiros e da transferência de ficheiros, dado pela expressão
(8bytes × 3100000× $0USD) + (3100000× 0.001GB× $0.09USD) = $279USD. Por fim, a
operação de reindexação teria um custo de (62f icheiros×0.001× $0.09USD) + $0USD =
$0.00558USD. Os custos de comunicação totalizam $280.116 USD por mês.
Esta sistema, para o exemplo dado, tem um custo mensal de $283.516 USD.
6.3.3.4 Comparação de Custos dos Conjuntos Testados
O exemplo apresentado para o conjunto A foi utilizado para obter os custos para os
restantes conjuntos. Os valores obtidos estão na tabela 6.11, onde se apresenta a origem
da despesa e o conjunto que lhe corresponde. É possível verificar que os custos do SAABC
são os mais baixos apesar de apresentar os custos mais elevados para as pesquisas. No
entanto, os valores apresentados para a operação de pesquisa neste sistema assumem que
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Tabela 6.11: Comparação dos custos de operação mensais por conjunto.
Sistema Despesa A B C D
SCA
VM 33.87 33.87 33.87 33.87
Armazenamento 4.00 4.00 4.00 4.00
Inserção 0 0 0 0
Pesquisa 279.0 562.5 1120.5 2236.5
Reindexação 0.00558 0.01125 0.02241 0.04473
Total 316.88 600.38 1158.39 2274.41
SAA
VM N/A N/A N/A N/A
Armazenamento 0.92 0.92 0.92 0.92
Inserção 4.98 9.98 19.83 39.90
Pesquisa 281.48 567.51 1130.47 2256.40
Reindexação 4.98 9.99 19.85 39.95
Total 292.36 588.40 1171.07 2337.17
SAABC
VM N/A N/A N/A N/A
Armazenamento 0.92 0.92 0.92 0.92
Inserção 0.00032 0.00063 0.00125 0.0249
Pesquisa 282.60 569.75 1134.94 2265.33
Reindexação 0.0059 0.0119 0.0238 0.0474
Total 283.52 570.68 1135.89 2266.30
nenhum bloco existe na block cache, o que não se verificará numa utilização real, pelo que
estes custos poderão ser menores.
6.3.4 Discussão
Através das previsões de custos feitas para a simulação de operações no conjunto
A, apresentadas nos pontos 6.3.3.1, 6.3.3.2 e 6.3.3.3, foi possível perceber que existem
dois aspetos distintos que devem ser analisados separadamente: por um lado os custos
de inserção dos elementos no sistema e os valores cobrados para manter o sistema em
funcionamento e, por outro, os custos das pesquisas.
No que respeita aos custos de inserção, o SCA não cobra nenhum valor pelo envio
dos ficheiros e das entradas dos índices. Os restantes sistemas apresentam custos relaci-
onados com as operações solicitadas e pelo volume de dados enviados para o serviço de
armazenamento. No entanto, os custos de manutenção da VM no SCA superam várias
vezes o custo de armazenamento do serviço S3.
Nas pesquisas, o SCA apresenta custos mais baixos mas, em virtude do valor cobrado
para manter a VM em funcionamento, o custo final é mais elevado que o dos restantes
sistemas para os conjuntos A e B. Esta diferença altera-se nos conjuntos C e D, em que o
SAA passa a ter custos mais elevados, por causa dos valores mais elevados cobrados na
inserção e pesquisa face a um custo da VM que se mantém constante no SCA.
É possivel afirmar que o SAABC apresenta vantagem em termos dos custos, em virtude
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da realização de todas as computações na máquina cliente e da forma como envia as
entradas para os índices.
6.4 Avaliação de Segurança dos Sistemas
Com o desenvolvimento de novas funcionalidades é necessário verificar se as informa-
ções reveladas ao servidor se mantêm iguais às garantidas pelo esquema de CP utilizado.
Como referido no documento do Sophos [2], ao modificar-se o esquema para suportar
remoções a função de leakage permanece igual mas passa a ser revelado ao servidor o tipo
de operação que é realizada (inserção ou remoção). No entanto, o objetivo do sistema é
o tratamento de ficheiros e ao associar isso às operações sobre o índice, o sistema pode
revelar mais informação acerca das operações realizadas.
Os esquemas de CP caracterizam a informação revelada ao servidor através de uma
função de leakage L que é definida pelo leakage de cada uma das operações supor-
tadas. No caso dos sistemas desenvolvidos, o leakage será definido pela função L =
(LSetup, LIns, LRem, LP esq, LReindex ). A função de inicialização do sistema não revela infor-
mações ao fornecedor de serviços, pelo que pode ser definida pela função LSetup =⊥. As
restantes funções de leakage são definidas nas secções seguintes.
6.4.1 Leakage nas operações de inserção
Os sistemas desenvolvidos iniciam a inserção de ficheiros extraíndo as palavras-chave
e atribuíndo o nome de armazenamento ao ficheiro. Após este tratamento inicial, o fi-
cheiro é cifrado e enviado para armazenamento. Por último, são enviadas as mensagens
que permitem inserir as entradas no índice de inserções.
Nos três sistemas implementados o envio dos ficheiros cifrados para alojamento revela
informações ao fornecedor de serviços, nomeadamente o número de ficheiros cifrados
enviados, os respetivos nomes de armazenamento, o tamanho de cada um dos ficheiros, a
data/hora de inserção e o tamanho total do conjunto.
Posteriormente, a colocação de entradas no índice de inserções será diferente de acordo
com o sistema considerado. O SCA e SAA enviam todos os pares (UT, nome cifrado) para
o índice logo após o envio dos ficheiros cifrados. Quando esta operação é realizada com
mais que um ficheiro em simultâneo, o fornecedor de serviços consegue saber que está
a ser realizada uma operação de inserção, o número total de entradas que estão a ser
colocadas no índice de inserções, a data/hora de inserção de cada uma das entradas mas
não consegue estabelecer uma relação entre os vários ficheiros inseridos e as entradas
enviadas para o índice. No entanto, se apenas um ficheiro for inserido, a associação entre o
ficheiro cifrado enviado e as entradas colocadas no índice é revelada. Isto significa que, de
cada vez que um ficheiro for inserido de forma isolada, o fornecedor de serviços consegue
associar o ficheiro ao conjunto de entradas do índice que lhe correspondem. O SAABC
é o que menos informação revela ao fornecedor de serviços. A introdução das entradas
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no índice é feita inicialmente na máquina cliente e só após a passagem dos elementos da
memtable para os ficheiros SST é que estes serão armazenados no serviço S3, permitindo
um desfasamento temporal entre as inserções de ficheiros na base de dados e as inserções
de entradas nos índices. Esta forma de funcionamento da memtable permite que funcione
como um buffer pesquisável, sendo uma solução para o problema da inserção de um único
ficheiro pois o SGBD RocksDB-Cloud permite configurar o sistema para que não realize
a operação de flush em nenhum ocasião excepto quando a memtable ficar completamente
ocupada. O SCA apesar de utilizar o SGBD RocksDB para implementar os índices e de
ter disponível esta configuração, não pode utilizar esta solução uma vez que os índices
se localizam no servidor e este tem acesso às entradas do índice e aos ficheiros cifrados
antes destes serem colocados na memtable e no disco local da VM.
Apesar do aumento da informação revelada ao introduzir a manipulação de ficheiros,
todos os sistemas continuam a garantir a propriedade de forward privacy pois o fornecedor
de serviços, aquando da inserção de um novo documento, não consegue saber que este
contém palavras pesquisadas anteriormente uma vez essa propriedade é garantida pelas
construções criptográficas do Sophos.
Desta forma, pode definir-se a função de leakage como LIns = (LIF ,LIE), em que o
leakage da inserção do sistema é o resultado do leakage da inserção dos ficheiros (LIF) e
da inserção das entradas no índice (LIE). O leakage da inserção de ficheiros é dado pela
função:
LIF(D) = ( |fi | , tf , |F| , N )
onde D representa o conjunto de ficheiros em claro a introduzir no sistema, |fi | o
tamanho de cada um dos ficheiros cifrados enviados, tf a data/hora da inserção de cada
um dos ficheiros, |F| o volume total do conjunto de ficheiros cifrados e N o número de
ficheiros no conjunto.
O leakage da inserção de entradas no índice do SCA e do SAA é dado pela função:
LSCA/SAAIE (ins,w,n) = (ins, tins,F)
onde a colocação de um novo par (palavra-chave (w), nome do documento (n)) no sistema
revela a operação (ins) que se está a realizar, pois o servidor sabe qual o índice que
é utilizado para as inserções, a data/hora da colocação da entrada no índice e qual o
conjunto de ficheiros cifrados F que lhe corresponde. No SAABC o leakage da colocação
de entradas no índice de inserções será diferente devido à utilização da memtable como
buffer e é dado pela função:
LSAABCIE (I) = (ins, tins,T )
onde I representa o conjunto de entradas do índice que estão na memtable, ins a operação
de inserção, T o total de entradas do índice contidos nos ficheiros SST e tins a data/hora
de colocação desses ficheiros no serviço de armazenamento.
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6.4.2 Leakage nas operações de remoção
As operações de remoção de ficheiros completos podem revelar as entradas que perten-
cem a um ficheiro em particular uma vez que a sequência de operações é igual à inserção
de ficheiros, mudando apenas o índice onde são colocadas as entradas das remoções ló-
gicas (índice de remoções). No SCA e no SAA, se apenas for realizada a remoção de um
documento, o fornecedor do serviço consegue associar as entradas enviadas para o índice
de remoções ao ficheiro indicado para remoção. O SAABC consegue evitar esta situação
como descrito na operação de inserção. Se for identificado mais do que um documento
para remoção, esta associação entre documentos e entradas no índice não é possível em
nenhum dos três sistemas.
O leakage da operação de remoção é também composto por duas funções de leakage
distintas LRem = (LRF ,LRL), nomeadamente o leakage da remoção dos ficheiros (LRF) e
da inserção das entradas no índice de remoções, ou remoções lógicas (LRL). O leakage da
remoção de ficheiros é igual para os três sistemas implementados e é dado pela função:
LRF(S) = (tr , |S| ,S)
onde S representa o conjunto de nomes de armazenamento dos ficheiros que se pretende
eliminar, tr a data/hora da remoção do ficheiro, |S| o volume de ficheiros indicados para
remoção e S o número de ficheiros removidos.
À semelhança do que acontece na operação de inserção, a função de leakage das remo-
ções lógicas para o SCA e para o SAA é dada pela expressão:
LSCA/SAARL (rem, w, n) = (rem, trem, S)
onde é revelado a operação que está a ser executada (rem), a data/hora da colocação das
entradas no índice de remoções e o conjunto de ficheiros removidos a que as entradas
do índice de remoções dizem respeito. No SAABC o leakage da colocação de entradas no
índice de remoções é dado pela função:
LSAABCRL (R) = (rem, trem, Q)
onde R representa o conjunto de entradas do índice que estão na memtable, rem a operação
de remoção lógica, Q o total de entradas do índice contidos nos ficheiros SST e trem a
data/hora de colocação desses ficheiros no serviço de armazenamento.
6.4.3 Leakage nas operações de pesquisa
Ao ser realizada uma pesquisa no SCA, o servidor consegue saber quais as entradas
dos índices que são acedidas e se para um determinado documento a operação com essa
palavra foi apenas de inserção ou se foi posteriormente removida e qual o ficheiro que
lhes corresponde, pois a decifra das entradas do índice e a diferença entre as inserções e
remoções são realizadas no servidor. Este leakage corresponde ao definido em [2].
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O SAA realiza a decifra das entradas dos índices na máquina cliente, revelando apenas
quais foram acedidas. Os nomes de armazenamento dos ficheiros que correspondem à
pesquisa são revelados quando estes são solicitados ao serviço de armazenamento para
que possam ser mostrados ao utilizador. No entanto, como este sistema possibilita a
inserção e remoção individual de ficheiros, permite que o fornecedor de serviços faça
uma associação direta entre as entradas colocadas no índice e o ficheiro manipulado. Este
mapeamento permite descobrir, durante uma operação de pesquisa, quais os ficheiros que
continham a palavra que está a ser pesquisada e que foram entretanto removidos, o que
contraria a definição de backward privacy apresentada em [15], que estabelece que um
sistema garante esta propriedade se esconder os identificadores dos ficheiros (ou nome
de armazenamento) que continham a palavra que está a ser pesquisada mas que foram,
entretanto, apagados. Desta forma, o SAA mantém a propriedade de forward privacy mas
não garante a propriedade de backward privacy. A função de leakage pode ser definida
pela expressão
LSAAP esq(w) = (pp(w),C)
onde são reveladas as entradas dos índices que são acedidas, ou padrão de pesquisa pp,
e o conjunto de documentos C que estão associados a essas entradas. O conjunto C que
contém os nomes de armazenamento dos ficheiros pretendidos só é revelado aquando a
solicitação dos ficheiros ao serviço de armazenamento, para que possam ser apresentados
ao cliente.
O SAABC, ao utilizar a memtable como um buffer pesquisável, a cache no cliente e pela
forma como obtém os elementos do índice do serviço de armazenamento, revela menos
informação que a definida para sistemas que garantem backward privacy com um leakage
do tipo I (Backward Privacy with Insertion Pattern). Pela definição, os sistemas com este
tipo de leakage revelam ao fornecedor de serviços:
1. Número e tipo da operação de atualização associada com a palavra a pesquisar;
2. Identificadores dos ficheiros que contêm a palavra pesquisada e que estão atual-
mente na base de dados;
3. Data e hora da inserção dos ficheiros que contêm a palavra pesquisada.
Em relação ao ponto 1, e mesmo nos casos em que nenhuma entrada esteja na cache
de blocos localizada na máquina cliente, como os blocos que compõem os ficheiros SST
juntam várias entradas do índice, o servidor não consegue descobrir quais são aquelas que
estão a ser efetivamente procuradas pela operação de pesquisa ou até, se no mesmo bloco
não estão várias entradas, escondendo dessa forma o número de atualizações associadas à
palavra pesquisada. O fornecedor de serviços fica apenas a saber se a palavra pesquisada
já foi removida de algum documento no caso de serem solicitados blocos ao bucket do
índice de remoções. Caso todas as entradas do índice estejam ainda na memtable ou todas
as entradas pesquisadas estejam em blocos na cache, o tipo de operação de atualização
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associada à palavra pesquisada é também ocultado. A informação do ponto 2 também não
é revelada na sequência da operação de pesquisa pois a decifra dos nomes cifrados em
nomes de armazenamento é feita na máquina cliente. O fornecedor de serviços acaba por
conhecer esta informação mas como resultado da solicitação dos ficheiros ao serviço de
armazenamento. O mesmo acontece com o ponto 3, onde esta informação é escondida du-
rante a operação de pesquisa dos índices cifrados, sendo revelada aquando da solicitação
dos ficheiros que correspondem ao resultado da pesquisa. Todas as restantes informações,
que correspondem ao leakage dos tipos II e III, são ocultadas do fornecedor de serviços
em virtude da utilização memtable e controlo da operação de flush, permitindo ocultar o
tempo real e ordem de realização das operações sobre os índices e a associação direta de
entradas dos índices de inserção e remoção. Para este sistema, o leakage da pesquisa pode
ser definido como a revelação parcial ou total dos blocos dos ficheiros SST de inserção, ou
de inserção e remoção, associados à palavra pesquisada e é dado pela função
LSAABCP esq (w) = (B,C)
onde B indica o número de blocos de ficheiros SST solicitados ao serviço de armazena-
mento durante a pesquisa nos índices e C o conjunto de nomes de armazenamento que
satisfazem a pesquisa. À semelhança do SAA, esta informação só é revelada quando o
cliente solicita os ficheiros ao serviço de armazenamento e não uma consequência da
decifra das entradas do índice, como acontece no SCA.
6.4.4 Leakage nas operações de reindexação
Se a operação de reindexação utilizar a pesquisa sobre o índice, o leakage permanece o
mesmo apresentado anteriormente para as operações de pesquisa e de inserção.
No caso da operação de reindexação que não utiliza as pesquisas sobre o índice, subs-
tituindo essa operação por uma nova operação de extração de palavras-chave no cliente,
o leakage das pesquisas é evitado, sendo revelado ao servidor a informação revelada nas
operações de inserção.
6.4.5 Discussão
A análise efetuada permitiu perceber que ao introduzir a manipulação de ficheiros
reais é possível revelar mais informação ao servidor ou fornecedor de serviços, permitindo
que este associe entradas dos índices aos ficheiros cifrados correspondentes, situação
que surge no SCA e no SAA. No caso específico do SAA este leakage é suficiente para
impedir a garantia da propriedade de backward privacy. Contudo, e apesar do aumento
da informação revelada pela introdução da manipulação de ficheiros, estes dois sistemas
mantêm a propriedade de forward privacy do esquema de CP Sophos.
O SAABC é o que garante mais segurança, devido à forma como está implementado.
A forma de funcionamento do SGBD RocksDB-Cloud permite que a memtable funcione
como um buffer para as entradas dos índices, impossibilitando a associação dos conjuntos
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de ficheiros inseridos às entradas colocadas nos índices. A maneira como são lidos os
ficheiros SST do serviço de armazenamento, em conjunto com a operação da cache de
blocos, não permite ao fornecedor de serviços saber quais as entradas dos índices que
estão a ser procuradas. Esta construção permite que o sistema garanta a propriedade de
backward privacy, apesar do esquema utilizado apenas garantir forward privacy.
6.5 Notas Finais de Capítulo
Neste capítulo foram apresentados os resultados da avaliação de performance dos sis-
temas desenvolvidos. Apresentaram-se também os modelos de custos, permitindo compa-
rar os gastos e perceber qual o sistema que tem menores custos de utilização. Terminou-se
com a avaliação de segurança dos três sistemas, identificando-se o leakage introduzido pela
incorporação das operações sobre ficheiros nas operações sobre os índices e analisando o
leakage de cada sistema nas operações de pesquisa, permitindo encontrar o sistema que
menos informação revela ao fornecedor de serviços. Este capítulo finaliza a descrição do













O desenvolvimento de um sistema de CP eficiente, seguro, fácil de utilizar e com
custos adequados permitirá uma utilização mais segura e privada dos recursos de arma-
zenamento oferecidos pelos fornecedores de serviços na cloud. Investigou-se a literatura
mais recente sobre esquemas de CP e foram identificados e apresentados cinco tópicos
que devem ser considerados quando se pretende incorporar um esquema num sistema
operacional que possibilite a real manipulação de ficheiros. Estes tópicos dizem respeito
a questões como o local de alojamento de ficheiros e a forma como as operações sobre
ficheiros se podem coordenar com as operações dos esquemas de CP, a necessidade de
avaliar os custos financeiros, os elementos necessários para suportar operações de reinde-
xação, o tratamento dos nomes originais dos ficheiros e, por fim, o suporte para utilização
de múltiplos fornecedores de serviços.
A partir dos tópicos identificados foram propostas duas arquiteturas para aprofun-
dar o estudo, uma delas a arquitetura cliente-servidor tradicionalmente considerada em
trabalhos sobre CP e, uma segunda arquitetura cliente-serviço de armazenamento, que
não utiliza recursos de computação na cloud. A partir das duas arquiteturas consideradas
foram desenvolvidos três sistemas que incorporaram soluções técnicas para alguns dos
tópicos e para os quais foram feitas avaliações de performance, custo e segurança. Os
tópicos tratados na implementação dos sistemas foram o armazenamento e operações
sobre ficheiros (com exceção da operação de edição de ficheiros), o custo da reindexação
e libertação de espaço no índice cifrado e o tratamento dos nomes originais dos ficheiros.
As operações de reindexação foram implementadas e testadas de duas formas dife-
rentes, verificando-se que a implementação que recorre às pesquisas sobre o índice para
obtenção da informação apresenta tempos de execução muito superiores à implementa-
ção que faz um novo tratamento de inserção aos ficheiros que não foram eliminados do
sistema, pelo que deve ser a solução escolhida para soluções reais.
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O tratamento do nomes originais dos ficheiros revelou que esta operação tem de
estar alinhada com as construções criptográficas dos esquemas de CP utilizados, pois
as transformações feitas aos nomes originais têm de permitir a correção da execução do
esquema. No caso específico dos sistemas desenvolvidos, o Sophos forçava a que esta
transformação utilizasse 64 bits para identificar unicamente os ficheiros cifrados, o que
levou à utilização de números aleatórios para nomes de armazenamento dos ficheiros.
No que respeita à performance, os testes efetuados mostraram que o SCA é mais
rápido a realizar as operações de inserção, remoção, reindexação e pesquisa. O sistema
com pior performance nas operações de inserção e remoção é o SAA, com tempos de
execução elevados e que se revelam inadequados para um sistema real. Nas operações de
pesquisa, o sistema com pior desempenho é o SAABC.
Foi elaborado o modelo de custos de cada um dos sistemas desenvolvidos e conclui-se
que o SAABC é o que tem menos gastos de operação e manutenção mas, quando existe
a necessidade de realizar muitas operações de pesquisa, a diferença de custos dos vários
sistemas torna-se pouco significativa na fatura final dos serviços utilizados.
A análise de segurança permitiu verificar que a associação das operações com ficheiros
às operações sobre os índices cifrados aumenta o leakage do esquema de CP, pois permite
que o fornecedor de serviços faça o mapeamento das entradas do índice ao ficheiro, ou
conjunto de ficheiros, inserido. Apesar deste aumento de leakage não influenciar as pro-
priedades de segurança garantidas pelo SCA, no SAA impede que este sistema garanta a
propriedade de backward privacy. No SAABC este problema não surge devido à possibili-
dade de utilização da uma parte do sistema como buffer para as entradas do índice e pelo
facto de se conseguir controlar quando as entradas no buffer são enviadas para o serviço
de armazenamento utilizado. Este sistema beneficia ainda da utilização de uma cache do
SGBD RocksDB-Cloud e pela forma como este faz a leitura dos ficheiros que contêm as
entradas dos índices no serviço de armazenamento. Todas estas características e forma
de funcionamento permitem que o SAABC garanta a propriedade de backward privacy
e revele menos informação que o Tipo I, designado por Backward Privacy with Insertion
Pattern. Conclui-se assim que, dos três sistemas desenvolvidos, o SAABC é o que menos
informações dá a conhecer ao fornecedor de serviços sendo, por isso, o mais seguro.
Desta forma, é possível afirmar que o SCA apresenta vantagem se a performance for
um fator importante para o utilizador do sistema e caso não seja necessário ter o serviço
constantemente em funcionamento, o que permitirá desligar a VM onde o servidor está
em execução. No entanto, se a segurança do sistema e disponibilidade dos recursos forem
requisitos do utilizador, e sendo aceitável maiores tempos de execução das operações, o
SAABC apresenta-se como uma solução mais adequada pois garante mais segurança e
permite ter os recursos disponíveis 24 horas a baixo custo.
Por último, considera-se terem sido atingidos os objetivos desta dissertação. Foram
identificadas as questões deixadas em aberto pelos trabalhos académicos analisados na
área da CP e desenvolvidos sistemas onde as propostas de solução foram implementadas
e testadas, com exceção do suporte para edição de ficheiros e utilização de múltiplas
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soluções de armazenamento de diferentes fornecedores. O trabalho de investigação e de
implementação dos sistemas permitiu responder à questão inicial desta dissertação, iden-
tificando os problemas e desenvolvendo as soluções para a real manipulação de ficheiros
em conjunto com as operações do esquema de CP. As diferentes arquiteturas propos-
tas permitiram mostrar que é possível reduzir os custos dos sistemas e que é possível
diminuir o leakage do próprio esquema de CP utilizado.
7.1 Questões para trabalhos futuros
No âmbito desta dissertação foram desenvolvidos três sistemas que permitem a reali-
zação de operações de inserção, remoção e pesquisa sobre ficheiros. No entanto existem
aspetos que podem ser melhorados e funcionalidades novas que podem ser implementa-
das:
Suporte para edição de ficheiros A edição é uma funcionalidade importante em siste-
mas que lidem com ficheiros. Foram identificados no capítulo 3 os problemas que esta
operação coloca aos esquemas de CP analisados e que devem ser considerados em futuros
trabalhos.
Suporte para utilização de Múltiplas Soluções de Armazenamento A capacidade de
um sistema suportar dois ou mais fornecedores de serviços em simultâneo permite que
o cliente possa alterar a localização dos ficheiros cifrados, dando mais flexibilidade e
liberdade de escolha. Permite ainda que a informação armazenada possa ser distribuída,
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Anexo 1 Pseudocódigo Analisado
5.2 Basic Construction
Algorithm 1 gives the formal description of our basic forward private scheme, ⌃o o&-B. It follows the idea
of the previous section, in particular for token generation. Also, the only updates ⌃o o&-B supports are
insertions of new keyword/document pairs.
In the pseudo code, ⇡ is a trapdoor permutation, F is a PRF, H1 and H2 are keyed hash functions,
whose outputs are, respectively, µ and ` bits long. On the client side, W maps every inserted keyword to
its current search token STc(w) and to a counter c = nw   1. Every time a new document matching w is
inserted, W[w] gets ‘incremented’: the client generates the new search token STc+1(w) = ⇡ 1(STc(w)) and
stores it in W. If w did not match any documents, a new ST0(w) is randomly picked and put in W. Finally,
the entries locations, i.e. the update tokens, are derived from the search tokens by a keyed hash function.
⌃o o&’ setup algorithm does not take a database as input: as stated in Section 4.2, encryption can be
performed online with a forward private scheme, without loss of security.




2: (SK, PK) KeyGen(1 )
3: W,T empty map
4: return ((T, PK), (KS, SK),W)
Search(w, ; EDB)
Client:
1: Kw  FKS (w)
2: (STc, c) W[w] . c = nw   1
3: if (STc, c) = ?
4: return ;
5: Send (Kw, STc, c) to the server.
Server:
6: for i = c to 0 do
7: UTi  H1(Kw, STi)
8: e T[UTi]
9: ind e H2(Kw, STi)
10: Output each ind
11: STi 1  ⇡PK(STi)
12: end for
Update(add, w, ind, ; EDB)
Client:
1: Kw  F (KS , w)
2: (STc, c) W[w]
3: if (STc, c) = ? then
4: ST0
$ M, c  1
5: else
6: STc+1  ⇡ 1SK (STc)
7: end if
8: W[w] (STc+1, c + 1)
9: UTc+1  H1(Kw, STc+1)
10: e ind H2(Kw, STc+1)
11: Send (UTc+1, e) to the server.
Server:
12: T[UTc+1] e
Correctness The correctness of ⌃o o&-B is quite straightforward. The only issue is collision among the
update tokens UTc(w), generated from H1 with input (Kw, STc). We can reduce the correctness to the
collision resistance of H1. In particular, we need to choose µ such that N2/2µ is negligible in the security
parameter, so in practice, we will set µ =   + 2 log Nmax, where Nmax is the maximum number of pairs the
database can support.
Complexity The scheme’s computational complexity is optimal: O(nw) for a search query, O(1) for an
update. Both Search and Update are single round, and their performance will not be more affected by network
latency than regular insecure protocols.
Bandwith is also (almost) optimal. The Search protocol uses a single log |M| = poly( ) bits token per
query. The Update protocol sends a µ + ` bits token per updated document/keyword pair, representing a
 + log Nmax bits increase compared to the smallest possible update token size of an unencrypted database.
The client’s storage is O(W (log |M| + log D)): an element of M is stored for every keyword, with the
counter c < D.
8
Figura I.1: Pseudo-código do esquema sophos-b [2]
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$ {0, 1} , W, EDB empty map
2: return (EDB, K⌃,W)
Search(K⌃, w, ; EDB)
Client:
1: Kw||K 0w  FK⌃(w), c W[w] . c = nw   1
2: if c = ? then return ;
3: ST  eF .Constrain(Kw, Cc) . Cc is the
circuit evaluating to 1 on {0, . . . , c}
4: Send (K 0w, ST, c) to the server.
Server:
5: for i = c to 0 do
6: Ti  eF (ST, i)
7: UTi  H1(K 0w, Ti)
8: e EDB[UTi]
9: ind e H2(K 0w, Ti)
10: Output each ind
11: end for
Update(K⌃, add, w, ind, ; EDB)
Client:
1: Kw||K 0w  F (K⌃, w), c W[w]
2: if c = ? then c  1
3: T c+1w  eF (Kw, c + 1), W[w] c + 1
4: UTc+1  H1(K 0w, T c+1w ), e ind H2(K 0w, T c+1w )
5: Send (UTc+1, e) to the server.
Server:
6: EDB[UTc+1] e
schemes that avoid inefficiencies such as the additional roundtrip and the high communication overhead at
the cost of being only weakly backward-private.
5 Diana: Forward-Secure SSE with Very Low Overhead
In this section, we describe a generic way to construct forward-private searchable encryption from constrained
PRFs on N with respect to the range family of circuits C = {Cc|Cc(x) = 1 , 0  x  c}. We will see that
⌃o o& [Bos16] can be seen as an instantiation of this scheme, and then provide a much more efficient one
based on the GGM PRF [GGM84], which we call Diana.
5.1 FS-RCPRF: Forward-Secure SSE from Range Constrained PRFs
Let eF : {0, 1}  ⇥ {0, . . . , nmax} ! {0, 1}  be a constrained PRF with respect to the class of range circuits
C defined above. Also, let F be a 2 -bit PRF. Algorithm 3 describes FS-RCPRF, a forward-secure scheme
based on the range-constrained PRF eF . The simple idea behind FS-RCPRF is that update tokens for entries
matching keyword w are generated using eF in counter mode, where the counter is incremented every time
a new entry matching w is inserted. Then, during search, the client gives to the server the constrained
key allowing only the evaluation of eF on {0, . . . , nw}. The resulting scheme can be seen as a generalization
of the dynamic scheme of Cash et al. [CJJ+14], where during the search the client gives to the server the
constrained key of w instead of the master key Kw.
The intuition for the security of FS-RCPRF is simple: as the adversary only gets to see the CPRF keys
during searches for ranges corresponding to already inserted entries, she cannot predict the evaluation of the
PRF for inputs outside of these ranges, and in particular for newly inserted entries. Hence updates leak no
information. Theorem 2 states the formal security of FS-RCPRF. Its proof is deferred to Appendix A.
Theorem 2 (Adaptive security of FS-RCPRF). Define LFS = (LSrchFS , LUpdtFS ) as:
LSrchFS (w) = (sp(w), UpHist(w))
LUpdtFS (add, w, ind) = ?.
FS-RCPRF is LFS-adaptively-secure.
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Figura I.2: Pseudo-código esquema de Criptografia Simétrica Pesquisável (CSP) utilizando
RCPRFs [20]
Algorithm 4 Janus: weakly backward-secure SSE.
Setup()
1: (EDBadd, Kadd, add) ⌃add.Setup()
2: (EDBdel, Kdel, del) ⌃del.Setup()
3: Ktag, KS  {0, 1} , PSK,SC, EDBcache  empty m p




2: if i = ? return ;
3: Send sk0 = PSK[w] to the server.
4: PSK[w] PPKE.KeyGen(1 ), SC[w] i + 1.
5: Send tkn F (KS , w) to the server.
Client (C) & Server (S):
6: C and S run ⌃add.Search(Kadd, w||i, add; EDBadd).
The server gets a list ((ct1, tadd1 ), . . . , (ctn, taddn ) of
ciphertexts and tags.
7: C and S run ⌃del.Search(Kdel, w||i, del; EDBdel).
The server gets a list ((sk1, tdel1 ), . . . , (skm, tdelm ))
of key elements.
8: S decrypts the ciphertexts with SK =
(sk0, sk1, . . . , skm), and obtains the list
NewInd = ((ind1, t1), . . . , (ind`, t`)).
Server:
9: OldInd EDBcache[tkn]
10: Remove from OldInd the indices whose tags are
in {tdelj }.
11: Res OldInd [NewInd, EDBcache[tkn] Res
12: return Res
Update(K⌃, add, w, ind, ; EDB)
1: t FKtag (w, ind)
2: sk0  PSK[w],  SC[w]
3: if sk0 = ? then
4: sk0  PPKE.KeyGen(1 ), PSK[w] sk0
5: i 0, SC[w] i
6: end if
7: if op = add then
8: ct PPKE.Encrypt(sk0, ind, t)
9: Run ⌃add.Update(Kadd, add, w||i, (ct, t), add; EDBadd)
10: else . op = del
11: (sk00, skt) PPKE.IncPuncture(sk0, t)
12: Run ⌃del.Update(Kdel, add, w||i, (skt, t), del; EDBdel)
13: PSK[w] sk00
14: end if
punctured on the corresponding tags. Janus avoids this by requiring the client to generate a new key for
w after a search and encrypt new entries of w using this key. As discussed earlier, the server can keep the
results of previous search queries and retrieve them the next time w is searched. This does not affect the
security of the scheme since the server has already learnt earlier search results on w.
Security of Janus Janus is a forward-private and weakly backward-private SSE scheme. The former comes
directly from the forward security of ⌃add and ⌃del. Let us consider backward security. The server has access
to the decryption key of w’s entries only during the search query for w. Moreover, this key allows her to
decrypt only the entries that have been added since the last search for w and have not yet been deleted.
Hence, the deleted indices remain hidden. Note that weak backward security is the strongest definition we
can achieve with Janus as the server can determine which of the inserted queries were later deleted as well
as the timestamps of these events. Also note that Janus does not allow re-insertion of document/keyword
pairs that were previously deleted.
The formal security claim is given in Theorem 3, and its proof is postponed to Appendix B.
Theorem 3 (Adaptive Security of Janus). If ⌃add and ⌃del are two LFS-adaptively-secure SSE schemes,
PPKE is IND-PUN-CPA secure, and F is a PRF, then Janus is LwBS-adaptively secure, with LwBS =
(LSrchwBS , LUpdtwBS) defined as
LSrchwBS(w) = (sp(w), TimeDB(w), DelHist(w))
LUpdtwBS(op, w, ind) = op.
16
Figura I.3: Pseudo-código do esquema Janus [20]
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E cient Dynamic Searchable Encryption with Forward Privacy 11
Let G:{0,1}l⇥{0,1}⇤!{0,1}⇤ be a PRF, SKE=(Gen,Enc,Dec)
a CPA-secure private-key encryption scheme, and h : {0,1}⇤ !
{0,1}l be hash functions modeled as random oracles, where l
is the security parameter.
(sk)() Gen(1l )(1l ) :
1: KG GenPRF(1l ) . For the PRF.
2: KSKE  SKE.Gen(1l )
3: return sk = (KG,KSKE)
(Ic)(Is,C) Build(sk,F)() :
1: WPairsAll = {}
2: for all f j 2 F do
3: Run Add to generate c j and WPairs j.
. Without uploading the results.
4: C = C[ c j . Add encrypted files to the collection.
5: WPairsAll = WPairsAll [WPairs j
6: Send C and WPairsAll to the server.
7: The server keeps C and stores WPairsAll in DictW.




0) Add(sk, f ,Ic)(Is,C) :
1: WPairs = {}
2: for all wi 2 f do
3: if FileCnt[wi] is NULL then
4: FileCnt[wi] = 0
5: if SearchCnt[wi] is NULL then
6: SearchCnt[wi] = 0
7: FileCnt[wi]++ . One more file contains wi.
8: Kwi = G(KG,wi||SearchCnt[wi])
9: addrwi = h(Kwi ,FileCnt[wi]||0)
10: valwi = id( f ) h(Kwi ,FileCnt[wi]||1)
11: WPairs = WPairs [ {(addrwi , valwi )}
12: c SKE.Enc(KSKE , f )
13: Send c and WPairs to the server.
14: The server adds c into C and WPairs into DictW.
Fig. 3. Protocols for Building and Updating the Database
addresses are pseudo-randomly generated, and without know-
ing the key, the server cannot infer anything from them.
Leakage. Searchable encryption schemes always face trade-
offs between performance and leakage, and our scheme does
reveal some information to the server to enable efficiency and
scalability. In Section 4, we provide a formal proof that the
proposed scheme satisfies the forward privacy requirements.
Here, we informally discuss the leakage of our construction.
During the Build protocol, all existing files are processed
and encrypted, and the client and server indexes are gener-
ated. By uploading the encrypted files, the server learns the
number and sizes of all outsourced files. In addition, the size
of DictW reveals the number of all keyword-file ID mappings.





1: Kw = G(KG,w||SearchCnt[w])
2: Send the token (Kw,cnt = FileCnt[w]) to the server.
Server:
3: Fw = {}
4: for i = 1 to cnt do . No. of files w appears in.
5: id( fi) = DictW[h(Kw, i||0)]  h(Kw, i||1)
6: Fw = Fw[{id( fi)}
7: Delete DictW[h(Kw, i||0)] . Delete accessed entry.
8: Send all files corresponding to Fw to the client.
Client:
9: Decrypt and consume the received files.
10: SearchCnt[w]++ . Searched for w once more.
11: K0w = G(KG,w||SearchCnt[w]); . A fresh key for w.
12: WPairs = {}
13: for i = 1 to cnt do
14: addrWi = h(K0w, i||0);
15: valWi = h(K0w, i||1)  id( fi)
16: WPairs = WPairs [ {(addrWi, valWi)}
17: Upload WPairs to the server.
18: The server adds WPairs into DictW.
Fig. 4. Protocol for Search
(which are outputs of a cryptographic hash function), DictW
does not leak anything that can be used to infer information
about individual keyword/file mappings. Thus, this leakage is
the minimum required for an efficient SSE scheme, satisfying
the requirements for LBuild in Definition 2.5.
Upon inserting a new file, the file is encrypted, the corre-
sponding set of encrypted DictW entries is generated and up-
loaded. In addition to the file size, the server learns the num-
ber of unique searchable keywords in the file. (The server also
learns the time of insertion of each new file, but we consider
this outside the scope of the searchable encryption protocol.)
In schemes without forward privacy [8, 19, 20, 26], the server
learns which previously-searched keywords appear in this new
file. Schemes that store the set of identifiers of files sharing
each keyword together [26] leak information about the com-
mon keywords in the files inserted even before any search
takes place. Other schemes supporting forward privacy (in-
cluding Sophos [6] and Stefanov et al.’s scheme [29]) leak
the same information as we do. Therefore, the leakage of our
scheme when a file is added is minimal among the known SSE
schemes, and is limited to LAdd .
A search operation reveals the list of files sharing the key-
word under query, which is required for correct responses in
SSE protocols. As the queries of different searches for the
same keyword vary, it seems that we prevent search pattern
leakage. However, the server can link two different queries for
U a e f e     He e e ade   23.01.20 11:15   UTC
Figura I.4: Pseudo-código do esquema de Etemad et al. [37]





1: Client and Server run ⌃.Search(w), the client gets the list of results R.
Client :
2: Kw  F (K⌃, w)
3: Decrypt R as (EKw(ind1, op1), . . . , EKw(indn, op ))
4: Return {ind : 9i, (indi, opi) = (ind, add) ^8j > i, (indj , opj) 6= (ind, del)
 
Update(K⌃, add, w, ind, ; EDB)
1: Client: Kw  F (K⌃, w)
2: Client and Server run ⌃.Update(add, w, EKw(ind, op))
4.3 A Generic Two-Roundtrip Backward-Private Scheme
In this section, we show how to build a simple backward-private SSE scheme B(⌃) starting from an arbitrary
SSE scheme ⌃. We start with a basic solution for clarity, then improve on it.
We alter ⌃ as follows. Instead of storing a document index ind, the client uploads a ciphertext EKw(ind, op),
where EKw is a secret-key encryption schem and p 2 {add, del}. The key Kw is specific to keyword w
and is chos n by the client. The server sees only the resulting ciphertexts as Kw’s are never revealed to it.
The scheme ⌃ otherwise runs as normal. In particular, Search queries return the set of matching encrypted
document indices EKw(ind, op). The client can then decrypt this set, remove deleted indices, and obtain the
final set of document indices matching w.
A description of B(⌃) is provided in Algorithm 1. Letting I denote the set of document indices, we
assume I ⇥ {add, del} embeds into the plaintext space of EK , and we use the ciphertext space of EK as the
set of document indices for ⌃. Note that ⌃ only needs to support add queries. The scheme B(⌃) achieves
update pattern r vealing backward privacy, as ⌃ can leak any information about the modified keyword
during updates, and some access pattern information during search. However, if ⌃ does not reveal any
information about the past updates (i.e., if ⌃ does not leak UpHist(w) but only DB(w)), we can show that
B(⌃) guarantees backward-privacy with insertion pattern. Unfortunately, the only dynamic schemes which
do not reveal UpHist(w) are based on ORAM, such as TWORAM [GMP16].
The B(⌃) scheme, as described so far, has two drawbacks. The first drawback is that the server does
not learn document indices in the clear and, hence, cannot return the matching documents. This is fine for
a result-hiding scheme. However, a common use case of SSE schemes is to return actual documents, which
are stored separately in an encrypted form. B(⌃) can support this case with an additional roundtrip as
follows. After the client computes the result of a search query, she sends document indices in the clear to the
server. The server is then able to send the documents to the client. Hence, B(⌃) is two-roundtrip protocol,
assuming ⌃ requires a single roundtrip for its queries.
The second drawback of B(⌃) is that deleted elements are never deleted on the server side. Moreover,
since deleted elements are returned to the client on each search query, this also affects the communication
cost and the amount of work necessary on the client side. We notice that this overhead can be avoided in
the common scenario outlined above where the client sends cleartext document indices back to the server.
In particular, it suffices for the client to send, together with the list of cleartext indices, an encryption of the
same indices with a new key. Recall, that this list contains only the relevant indices with deleted elements
removed by the client. Hence, the server can delete the old encrypted entries in the database and insert the
updated ones. Essentially we are piggybacking a cleanup procedure on top of the Search protocol.
We denote a generic solution based on the above idea as B0(⌃) and describe it in Algorithm 2. In B0(⌃),
the client keeps track of the number of times each keyword w has been queried in table T. Each time a
search query is issued, results are re-encrypted using a fresh key derived from w and T[w]. Keywords w in ⌃
are replaced by w||T[w], where || denotes concatenation. In line 7 of the algorithm, re-encrypted indices are
sent as Update queries for the sake of having a generic solution. However, typical SSE schemes would allow
9
Figura I.5: Pse do-código do esquema genérico B(Σ) [20]
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ANEXO I. ANEXO 1 PSEUDOCÓDIGO ANALISADO
Algorithm 1 M￿￿￿￿ Setup( )
1: K  Gen(1 )
2: FileCnt,DictW empty map
3:    FileCnt
4: EDB  DictW
5: Send EDB to the server
Algorithm 2 M￿￿￿￿ Update(K ,op, (w, id),  ;EDB)
Client:
1: if FileCnt[w] is NULL then
2: FileCnt[w] = 0
3: end if
4: FileCnt[w]++
5: addr = GK (w, FileCnt[w]| |0)
6:  al = (id | |op)   GK (w, FileCnt[w]| |1)
7: Send (addr , al) to the server
Server:
8: Set DictW[addr ] =  al
Algorithm 3 M￿￿￿￿ Search(K ,w,  ;EDB)
Client:
1: TList = { }
2: for i = 1 to FileCnt[w] do
3: Ti = GK (w, i | |0)
4: TList = TList [ {Ti }
5: end for
6: Send TList to the server
Server:
7: Fw = {}
8: for i = 1 to TList.size do
9: Fw = Fw [ DictW[TList[i]]
10: end for
11: Send Fw to the client
Client:
12: Rw = {}
13: for i = 1 to Fw .size do
14: (id | |op) = Fw [i]   GK (w, i | |1)
15: Rw = Rw [ (id | |op)
16: end for
17: Remove ids that have been deleted from Rw
18: return Rw
related to w . He then generates a list TList of all the locations
at which the corresponding entries are stored in DictW at the
server. This is done by evaluating the PRF G on input GK (w, i | |0)
for i = 1, . . . , FileCnt[w]. Note that these are the same locations
that were computed during the previous updates for w , since G is
a deterministic function. The list TList of locations is then sent to
the server (lines 1-6). The server retrieves from DictW the values
of all keys from TList and sends them back to the client (lines 7-11).
Upon receiving these encrypted values, the client decrypts them by
computing the PRF outputs GK (w, i | |1) for i = 1, . . . , FileCnt[w]
and XORing the i-th of them with the i-th encrypted value.
Security analysis. Our scheme achieves forward privacy and back-
ward privacy Type-II. Forward privacy follows immediately since
the two values (addr , al) that the server observes during an update
are indistinguishable from random, due to the pseudorandomness
of G and the fact that during each update a di￿erent input is con-
sumed by the PRF. Indeed, the server does not even learn the type
of operation that is executed (addition/deletion), i.e., the update
leakage is empty. For backward privacy, note that during a search
for w the server will receive a number of PRF evaluations which
he has seen previously during updates. This immediately reveals
when each update operation forw took place. Beyond this, nothing
else is revealed to the server; in particular the server does not learn
which deletion cancels which addition. By the backward privacy
de￿nitions of Section 2, this leakage corresponds to BP-II.
We are now ready to state the following theorem regarding the
security of M￿￿￿￿ (full proof is provided in Appendix D).
T￿￿￿￿￿￿ 3.1. AssumingG is a secure PRF, M￿￿￿￿ is an adaptively-
secure SSE scheme with LU pdt (op,w, id) = ? and LSrch (w) =
(TimeDB(w),Updates(w)).
E￿ciency of M￿￿￿￿. The asymptotic performance of updates is
clearly O(1) for both client and server as they entail a constant
number of operations. The same is true for the communication
size as a single pair of values is transmitted. For search operations,
M￿￿￿￿ requires 2 · FileCnt[w] PRF evaluations and FileCnt[w]
XOR operations from the client, and FileCnt[w] look-ups from the
server. Recall that FileCnt[w] counts the total number of updates
for w which, using our notation from Section 2, is denoted by
aw . Therefore, the overall asymptotic complexity of the search
operation is O(aw ) and the same is true for the communication (as
the size of the communicated lists is aw ). The storage at the server
after N updates have taken place is O(N ) since one entry is added
to DictW for each of them. The permanent storage at the client is
O(|W |lo  |D |), where |W | is the total number of keywords and |D |
is the total number of documents, since one counter is stored for
each keyword. Finally, M￿￿￿￿ requires a single roundtrip to retrieve
the ￿le identi￿ers for w . If the actual ￿les need to be retrieved, this
would take one more round of interaction.
In terms of concrete performance, M￿￿￿￿ is extremely fast both
for updates and searches. As we experimentally demonstrate in
Section 5, it signi￿cantly outperforms F￿￿￿￿ from [6] that achieves
the same level of leakage (BP-II), both in terms of speed and com-
munication bandwidth. In fact it is comparable, and often more
performant than schemes that only achieve BP-III. Note that M￿￿￿￿
may be especially attractive for the server as no cryptographic oper-
ations take place there. This not only improves server performance
(which may be very important in practice, e.g., in the case of a cloud
server where resources are shared across tenants) but also makes
the deployment of M￿￿￿￿ very easy.
Removing Deleted Entries. With M￿￿￿￿ the size of EDB grows
with every update, including deletions. This is a common approach
for building dynamic SSE schemes and has been extensively used
in the literature as an easy method for handling deletions, e.g., [5,
6, 8, 18, 42]. If one wants to avoid this, one technique adopted by
previous schemes is a periodic “clean-up” operation, executed dur-
ing searches. M￿￿￿￿ can also be modi￿ed in a similar way. This
is done by having the client remove deleted entries after a search,
re-encrypting the remaining ones, and sending them back to the
Figura I.6: Pseudo-código do algoritmo de update do esquema Mitra [15]
Algorithm 1 M￿￿￿￿ Setup( )
1: K  Gen(1 )
2: FileCnt,DictW empty map
3:    FileCnt
4: EDB  DictW
5: Send EDB to the server
Algorithm 2 M￿￿￿￿ Update(K ,op, (w, id),  ;EDB)
Client:
1: if FileCnt[w] is NULL then
2: FileCnt[w] = 0
3: end if
4: FileCnt[w]++
5: addr = GK (w, FileCnt[w]| |0)
6:  al = (id | |op)   GK (w, FileCnt[w]| |1)
7: Send (addr , al) to the server
Server:
8: Set DictW[addr ] =  al
Algorithm 3 M￿￿￿￿ Search(K ,w,  ;EDB)
Client:
1: TList = { }
2: for i 1 to FileCnt[w] do
3: Ti = GK (w, i | |0)
4: TList = TList [ {Ti }
5: end for
6: Send TList to the server
Server:
7: Fw = {}
8: for i 1 to TList.size do
9: Fw Fw [ DictW[TList[i]]
10: end for
11: Send Fw to the client
Client:
12: Rw = {}
13: for i = 1 to Fw .size do
14: (id | |op) = Fw [i]   GK (w, i | |1)
15: Rw = Rw [ (id | |op)
16: end for
17: Remove ids that have been deleted from Rw
18: return Rw
related to w . He then generates a list TList of all the locations
at which the corresponding entries are stored in DictW at the
server. This is done by evaluating the PRF G on input GK (w, i | |0)
for i = 1, . . . , FileCnt[w]. Note that these are the same locations
that were computed during the previous updates for w , since G is
a deterministic function. The list TList of locations is then sent to
the server (lines 1-6). The server retrieves from DictW the values
of all keys from TList and sends them back to the client (lines 7-11).
Upon receiving these encrypted values, the client decrypts them by
computing the PRF outputs GK (w, i | |1) for i = 1, . . . , FileCnt[w]
and XORing the i-th of them with the i-th encrypted value.
Security analysis. Our scheme achieves forward privacy and back-
ward privacy Type-II. Forward privacy follows immediately since
the two values (addr , al) that the server observes during an update
are indistinguishable from random, due to the pseudorandomness
of G and the fact tha during each update i￿ere t input is con-
sumed by the PRF. Indeed, the server does not even learn the type
of operation that is executed (addition/deletion), i.e., the update
leakage is empty. For backward privacy, note that during a search
for w the server will receive a number of PRF evaluations which
he has seen previously during pdates. This immediately reveals
when each update operation forw took place. Beyond this, nothing
else is revealed to the server; in particular the server does not learn
which deletion cancels which addition. By the backward privacy
de￿nitions of Section 2, this leakage corresponds to BP-II.
We are now ready to state the following theorem regarding the
security of M￿￿￿￿ (full proof is provided in Appendix D).
T￿￿￿￿￿￿ 3.1. AssumingG is a secure PRF, M￿￿￿￿ is an adaptively-
secure SSE scheme with LU pdt (op,w, id) = ? and LSrch (w) =
(TimeDB(w),Updates(w)).
E￿ciency of M￿￿￿￿. The asymptotic performance of updates is
clearly O(1) for both client and server as they entail a constant
number of operations. The same is true for the communication
size as a single pair of values is transmitted. For search operati ns,
M￿￿￿￿ requires 2 · Fil Cnt[w] PRF evalua ions and Fil Cnt[w]
XOR operations from th client, and FileCnt[w] look-ups from the
server. Recall that FileCnt[w] counts the total number of updates
for w which, using our notation from Section 2, is denoted by
aw . Therefore, the overall asymptotic complexity of the search
operation is O(aw ) and the same is true for the communication (as
the size of the communicated lists is aw ). The storage at the server
after N updates have taken place is O(N ) since one entry is added
to DictW for each of them. The permanent storage at the client is
O(|W |lo  |D |), where |W | is the total number of keywords and |D |
is the total n mber of documents, since one counter is stored for
each keyword. Finally, M￿￿￿ requires a single roundtrip to retrieve
the ￿le identi￿ers for w . If the actual ￿les need to be retrieved, this
would take one more round of interaction.
In terms of concrete performance, M￿￿￿￿ is extremely fast both
for updates and searches. As we experimentally demonstrate in
Section 5, it signi￿cantly outperforms F￿￿￿￿ from [6] that achieves
the same level of leakage (BP-II), both in terms of speed and com-
munication bandwidth. In fact it is comparable, and often more
performant than sc mes that only chieve BP-III. N te that M￿￿￿￿
may be esp cially attractive for the server as no cryptographic oper-
ations take place there. This not only improves server performance
(which may be very important in practice, e.g., in the case of a cloud
server where resources are shared across tenants) but also makes
the deployment of M￿￿￿￿ very easy.
Removing Deleted Entries. With M￿￿￿￿ the size of EDB grows
with every update, including deletions. This is a common approach
for building dynamic SSE schemes and has been extensively used
in the literature as an easy method for handling deletions, e.g., [5,
6, 8, 18, 42]. If one wants to avoid this, one techniqu a opted by
previous schemes is a periodic “clea -up” p ration, executed dur-
ing searches. M￿￿￿￿ can also be modi￿ed in a similar way. This
is done by having the client remove deleted entries after a search,
re-encrypting the remaining ones, and sending them back to the
Figura I.7: Pseudo-código do algoritmo de search do esq ema Mitra [15]
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Algorithm 2 Improved backward-private scheme B0(⌃).
Setup(DB) :
1: T[w] 0 for all w, K⌃ $ {0, 1} 
2: DB0  DB where keywords w are replaced by w||0
3: ⌃.Setup(DB0)
Search(K⌃, w, ; EDB)
1: Client: Kw  H(K⌃, w, T[w])
2: Client and Server run R ⌃.Search(w||T[w]) . Server can erase all retrieved elements from memory
Client:
3: Decrypt R as (EKw(ind1, op1), . . . , EKw(indn, opn))
4: R0  {ind : 9i, (indi, opi) = (ind, add) ^8j > i, (indj , opj) 6= (ind, del)
 
5: Send R0 to Server
6: T[w] T[w] + 1
7: for all ind 2 R0 do . In parallel
8: Run Update(K⌃, add, w, ind, ; EDB)
9: end for
Update(K⌃, add, w, ind, ; EDB)
1: Client: Kw  H(K⌃, w, T[w])
2: Client and Server run ⌃.Update(add, w||T[w], EKw(ind, op))
all updates to be performed at once in a single roundtrip. We also expect that concrete choices of ⌃ may
allow further optimisations. For example, directly using a result-hiding scheme for ⌃ would avoid having to
encrypt the (ind, op) pairs before inserting them in ⌃.
The scheme B0(⌃) is intuitively backward-private since the server learns document indices only after the
client has removed deleted indices. Moreover, since document indices are re-encrypted after each search, it
achieves the notion of update pattern revealing backward privacy in the sense of Definition 4.2. We note
that B0(⌃) may achieve a stronger definition if one makes further assumptions on how updates are carried
out in ⌃. In particular, we name the B0(TWORAM) instantiation Moneta. Moneta achieves backward
privacy with insertion pattern, but at a very high computational and communicational cost due to the use
of TWORAM.
4.4 Fides: A Baseline Forward and Backward Private SSE Scheme
In this section, we briefly describe Fides, the instantiation of B0 using ⌃o o& [Bos16] (recall that ⌃o o& is
forward-private, but not backward-private). Fides guarantees forward privacy and update pattern revealing
backward privacy. The former is due to the underlying SSE scheme, ⌃o o&, being forward-private, while the
latter is the result of the B0 construction. The formal statement on Fides’ security is given by Theorem 1.
Theorem 1. Define LFides as:
LUpdtFides(op, w, ind) = ?
LSrchFides(w) = (DB(w), Updates(w)).
Fides is LFides-adaptively-secure.
Let us analyze Fides’ performance. Recall that ⌃o o& is optimal for search and updates in terms of com-
putation and communication. In contrast, Fides takes two rounds during search and has O(aw) computation
and communication complexity, where aw is the total number of update entries matching w. The cost of
O(aw) is the worst case scenario since this cost can be amortized over all search queries for w. Similar to
⌃o o&, the updates in Fides are optimal (constant communication and computation).
Fides can be seen as a baseline for forward- and backward-private designs: it is simple to build, offers
moderate computation overhead, and achieves a good level of security. In the next sections, we will propose
10
Figura I.8: Pseudo-código do esquema genérico B’(Σ) [20]
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Figure 2: Sample deletion process for O￿￿￿￿.
Algorithm 4 O￿￿￿￿ Setup( ,N )
1: UpdtCnt, LastInd empty map
2: (T , rootID) OMAPsrc .Setup(1  ,N )
3: (T 0, rootID 0) OMAPupd .Setup(1  ,N )
4:    (rootID, rootID 0,UpdtCnt,LastInd)
5: EDB  (T ,T 0)
6: Send EDB to the server
keyword currently in the database (initialized to 0, incremented
after insertions, decremented after deletions). For an insertion, the
client stores inOMAPupd a mapping from (w, id) to the correspond-
ing updtcnt and a mapping from (w,updtcnt ) to id in the search
OMAPsrc . That is, the ￿rst oblivious map is accessed by ￿le iden-
ti￿er (necessary for deleting speci￿c entries) whereas the second
one is accessed by updtcnt . What allows O￿￿￿￿ to handle searches
more e￿ciently, is the way it handles deletions. For deleting the
entry (w, id), the client ￿rst performs a look-up in OMAPupd to
receive the corresponding update counter u. Then, he inserts to
OMAPsrc an entry for (w,u) with value id 0, where id 0 is the iden-
ti￿er of the most recently inserted ￿le for keyword w , i.e., the one
retrieved by looking up (w,updcnt ) from OMAPsrc . Simply put, he
swaps the deleted item with the right-most one in Figure 2. Finally,
he looks up (w,updcnt   1) from OMAPsrc to retrieve the correct
id in preparation for the next update query. What is particularly
useful about this way of handling deletions is that it guarantees
that, any given time, the nw ￿le identi￿ers corresponding to current
documents containing w can be retrieved by looking up the entries
(w, 1) . . . , (w,nw ).
The ￿nal missing piece to reduce the rounds of interaction is
the observation that the oblivious map construction of [45] can
handle “batch” queries without breaking the obliviousness prop-
erty. A single query takes O(log2 N ) time and O(logN ) rounds of
interaction. Executing nw queries in batch take O(nw log2 N ) time,
which yields quasi-optimal search time, and O(logN ) rounds of
interaction, which gives O￿￿￿￿ non-trivial communication.
The procedures of O￿￿￿￿ are presented in detail in Algorithms 4-
6. Update and search are presented from the view of the client and
blue lines correspond to oblivious map queries. Each such line
corresponds to an interactive protocol, as described in Section 2.
Algorithm 5 O￿￿￿￿ Update(K ,op, (w, id),  ;EDB)
1: mapKe  = (w, id)
2: (rootID 0,updtcnt ) OMAPupd .Find(mapKe , rootID 0)
3: if op = add then
4: if updtcnt = NULL or updtcnt =  1 then
5: if UpdtCnt[w] is NULL then
6: UpdtCnt[w] = 0
7: end if
8: UpdtCnt[w]++
9: data = ((w, id),UpdtCnt[w])
10: rootID 0  OMAPupd .Insert(data, rootID 0)
11: data = ((w,UpdtCnt[w]), id)
12: rootID  OMAPsrc .Insert(data, rootID)
13: LastInd[w] = id
14: end if
15: else if op = del then
16: if updtcnt > 0 then
17: data = (mapKe , 1)
18: rootID 0  OMAPupd .Insert(data, rootID 0)
19: UpdtCnt[w]--
20: if UpdtCnt[w] > 0 then . There are entries for w
21: if UpdtCnt[w] + 1 , updtcnt then
22: data = ((w,LastInd[w]),updtcnt )
23: rootID 0  OMAPupd .Insert(data, rootID 0)
24: data = ((w,updtcnt ),LastInd[w])
25: rootID  OMAPsrc .Insert(data, rootID)
26: end if
27: ke  = (w,UpdtCnt[w])
28: (rootID, lastID) OMAPsrc .Find(ke , rootID)
29: LastInd[w] = lastID
30: else




35: Execute necessary dummy oblivious map accesses
Algorithm 6 O￿￿￿￿ Search(K ,w,  ;EDB)
1: R = {}
2: for i = 1 to UpdtCnt[w] do . Execute in batch
3: (rootID, id) OMAPsrc .Find((w, i), rootID)
4: R = R [ {id}
5: end for
6: return R
Setup. During setup, the client initializes two empty maps Up-
dtCnt, LastInd. The ￿rst stores the last updtcnt value of each key-
word (corresponding to the number of ￿les currently in the database
containing the keyword) and the second stores the most recent ￿le
identi￿er inserted for each keyword. The client also sets up two
oblivious maps. OMAPsrc maintains a mapping (w,updtcnt )! id ,
i.e., on input a keyword and an update counter it returns the corre-
sponding ￿le identi￿er. OMAPupd stores a mapping of (w, id)!
updtcnt , i.e., on input a keyword and a ￿le identi￿er it outputs
the update counter of the corresponding entry (negative if the
entry has been previously deleted). The encrypted database EDB
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Figure 2: Sample deletion process for O￿￿￿￿.
Algorithm 4 O￿￿￿￿ Setup( ,N )
1: UpdtCnt, LastInd empty map
2: (T , rootID) OMAPsrc .Setup(1  ,N )
3: (T 0, rootID 0) OMAPupd .Setup(1  ,N )
4:    (rootID, rootID 0,UpdtCnt,LastInd)
5: EDB  (T ,T 0)
6: Send EDB to the server
keyword currently in the database (initialized to 0, incremented
after insertions, decremented after deletions). For an insertion, the
client stores inOMAPupd a mapping from (w, id) to the correspond-
ing updtcnt and a mapping from (w,updtcnt ) to id in the search
OMAPsrc . That is, the ￿rst oblivious map is accessed by ￿le iden-
ti￿er (necessary for deleting speci￿c entries) whereas the second
one is accessed by updtcnt . What allows O￿￿￿￿ to handle searches
more e￿ciently, is the way it handles deletions. For deleting the
entry (w, id), the client ￿rst performs a look-up in OMAPupd to
receive the corresponding update counter u. Then, he inserts to
OMAPsrc an entry for (w,u) with value id 0, where id 0 is the iden-
ti￿er of the most recently inserted ￿le for keyword w , i.e., the one
retrieved by looking up (w,updcnt ) from OMAPsrc . Simply put, he
swaps the deleted item with the right-most one in Figure 2. Finally,
he looks up (w,updcnt   1) from OMAPsrc to retrieve the correct
id in preparation for the next update query. What is particularly
useful about this way of handling deletions is that it guarantees
that, any given time, the nw ￿le identi￿ers corresponding to current
documents containing w can be retrieved by looking up the entries
(w, 1) . . . , (w,nw ).
The ￿nal missing piece to reduce the rounds of interaction is
the observation that the oblivious map construction of [45] can
handle “batch” queries without breaking the obliviousness prop-
erty. A single query takes O(log2 N ) time and O(logN ) rounds of
interaction. Executing nw queries in batch take O(nw log2 N ) time,
which yields quasi-optimal search time, and O(logN ) rounds of
interaction, which gives O￿￿￿￿ non-trivial communication.
The procedures of O￿￿￿￿ are presented in detail in Algorithms 4-
6. Update and search are presented from the view of the client and
blue lines correspond to oblivious map queries. Each such line
corresponds to an interactive protocol, as described in Section 2.
Algorithm 5 O￿￿￿￿ Update(K ,op, (w, id),  ;EDB)
1: mapKe  = (w, id)
2: (rootID 0,updtcnt ) OMAPupd .Find(mapKe , rootID 0)
3: if op = add then
4: if updtcnt = NULL or updtcnt =  1 then
5: if UpdtCnt[w] is NULL then
6: UpdtCnt[w] = 0
7: end if
8: UpdtCnt[w]++
9: data = ((w, id),UpdtCnt[w])
10: rootID 0  OMAPupd .Insert(data, rootID 0)
11: data = ((w,UpdtCnt[w]), id)
12: rootID  OMAPsrc .Insert(data, rootID)
13: LastInd[w] = id
14: end if
15: else if op = del then
16: if updtcnt > 0 then
17: data = (mapKe , 1)
18: rootID 0  OMAPupd .Insert(data, rootID 0)
19: UpdtCnt[w]--
20: if UpdtCnt[w] > 0 then . There are entries for w
21: if UpdtCnt[w] + 1 , updtcnt then
22: data = ((w,LastInd[w]),updtcnt )
23: rootID 0  OMAPupd .Insert(data, rootID 0)
24: data = ((w,updtcnt ),LastInd[w])
25: rootID  OMAPsrc .Insert(data, rootID)
26: end if
27: ke  = (w,UpdtCnt[w])
28: (rootID, lastID) OMAPsrc .Find(ke , rootID)
29: LastInd[w] = lastID
30: else




35: Execute necessary dummy oblivious map accesses
Algorithm 6 O￿￿￿￿ Search(K ,w,  ;EDB)
1: R = {}
2: for i = 1 to UpdtCnt[w] do . Execute in batch
3: (rootID, id) OMAPsrc .Find((w, i), rootID)
4: R = R [ {id}
5: end for
6: return R
Setup. During setup, the client initializes two empty maps Up-
dtCnt, LastInd. The ￿rst stores the last updtcnt value of each key-
word (corresponding to the number of ￿les currently in the database
containing the keyword) and the second stores the most recent ￿le
identi￿er inserted for each keyword. The client also sets up two
oblivious maps. OMAPsrc maintains a mapping (w,updtcnt )! id ,
i.e., on input a keyword and an update counter it returns the corre-
sponding ￿le identi￿er. OMAPupd stores a mapping of (w, id)!
updtcnt , i.e., on input a keyword and a ￿le identi￿er it outputs
the update counter of the corresponding entry (negative if the
entry has been previously deleted). The encrypted database EDB
Figura I.10: Pseudo-código da operação de pesquisa do esquema Orion [15]
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