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Abstract
We investigate the value function of an infinite horizon variational
problem in the setting of an infinite-dimensional system describing dy-
namics. Firstly, we establish that in Banach spaces with Gateaux dif-
ferentiable norm Gateaux subdifferentials of any lower semicontinuous
extended function are nonempty on a dense subset of its domain. Fur-
thermore, we provide an upper estimate of the Gateaux subdifferential
of the value function in terms of the Clarke subdifferential of the Lip-
schitz continuous integrand and the Clarke normal cone to the graph
of the set-valued mapping describing dynamics. Secondly, we derive
a necessary condition for optimality in the form of an adjoint inclu-
sion that grasps a connection between the Euler–Lagrange condition
and the maximum principle. Thirdly, we derive the transversality con-
dition at infinity without assuming convexity and smoothness, which
clarifies the role of the integrability condition on the Lipschitz moduli.
Key Words: Infinite horizon, Gateaux subdifferential, Gelfand inte-
gral, differentiability of the value function, Euler–Lagrange condition,
maximum principle, transversality condition at infinity, spatial Ram-
sey growth model.
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1 Introduction
Optimal control and dynamic programming are instrumental cornerstones of
modern economic growth theory originated in Ramsey (1928). In the general
reduced model of capital accumulation, necessary (and sufficient) conditions
for optimality are employed under the convexity assumptions on utility func-
tions and technologies for the investigation of the existence of competitive
equilibria and support prices (see Benveniste and Scheinkman 1982; Magill
1982; Takekuma 1982, 1984), transversality conditions at infinity (see Araujo
and Scheinkman 1983; Benveniste and Scheinkman 1982; Takekuma 1984),
and the uniqueness and global stability of stationary states (see Brock and
Scheinkman 1976; Cass and Shell 1976; Rockafeller 1973, 1976). Such well-
behaving properties are prominent in convex problems of optimal control
explored in the classical work by Rockafeller (1970) with the full power of
duality theory in convex analysis. In particular, one of the advantages in
convex economic models lies in the crucial observation that the differentia-
bility of the value function is guaranteed under the smoothness assumptions
on the primitives; see Benveniste and Scheinkman (1979, 1982); Bonnisseau
and Le Van (1996); Rinco´n-Zapatero and Santos (2012); Takekuma (1984).
On the contrary, the absence of convexity and smoothness are two ma-
jor sources of complex economic dynamics in continuous time as illustrated
in Askenazy and Le Van (1999); Beyn et al. (2001); Davidson and Harris
(1981); Hartl and Kort (2003); Skiba (1978); Wagener (2003). More to the
point, the difficulty with the lack of convexity assumptions results in the fail-
ure of the differentiability of the value function even if the underlying data
are smooth. Without convexity, one can expect at best the Lipschitz conti-
nuity of the value function even for smooth problems. This causes problems
with expressing optimality conditions in many nonconvex economic growth
models when one attempts to apply the Hamilton–Jacobi–Bellman (HJB)
equation. Recall that the value function is its unique solution whenever it
is smooth.
The well-known failure of differentiability of the value function has stim-
ulated two alternative approaches in optimal control theory. One is the ap-
plication of a “generalized” subdifferential calculus along the lines of Clarke
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(1983), which eventually leads to the formulation of a relation between the
maximum principle and dynamic programming whenever the value function
is locally Lipschitz continuous; see Clarke and Vinter (1983, 1987). The
other independent development is the concept of “viscosity solutions” to
the HJB equation initiated by Lions (1982) (see also Crandall, Evans and
Lions 1984; Crandall and Lions 1983), which makes use of the notion of
Fre´chet super- and subdifferentials to claim that the value function is the
unique viscosity solution of the HJB equation. For the connections between
the maximum principle and the superdifferentials of the value function, see
Frankowska (1989a, 2002).
With this background in mind, we investigate the value function of an
infinite horizon variational problem in the setting of an infinite-dimensional
generalized control system. Our primary concern here is to go beyond
convexity, smoothness, and finite dimensionality aiming the possible ap-
plications to dynamic optimization in economic theory. Since the optimal
economic growth models are identified with a specific form of the general
equilibrium model with single representable consumer and firm, we can deal
with a rich class of commodity spaces for capital stock, which appears as
a Sobolev space. In particular, spatial Ramsey growth models involve a
location of each agent along the lines of Hotelling (1929), in which infinite-
dimensional commodity spaces naturally arise; see Boucekkine et al. (2013,
2009); Brock et al. (2014). Applying our general result, we obtain another
necessary condition for optimality in spatial Ramsey growth models.
The purpose of this paper is threefold. Firstly, we establish that in
Banach spaces with Gateaux differentiable norm Gateaux subdifferentials
of any lower semicontinuous extended function are nonempty on a dense
subset of its domain. Furthermore, we provide an upper estimate of the
Gateaux subdifferential of the value function in terms of the Clarke subdif-
ferential of the Lipschitz continuous integrand and the Clarke normal cone
to the set-valued mapping describing dynamics. As a result, we obtain the
strict differentiability of the value function under the Fre´chet differentiabil-
ity of the integrand, which removes completely the convexity assumptions of
the earlier works Benveniste and Scheinkman (1979, 1982); Bonnisseau and
Le Van (1996); Rinco´n-Zapatero and Santos (2012); Takekuma (1984). For
the (sub)differentiability of the value function in the context of finite dimen-
sional control systems with a finite horizon, see the lecture notes Frankowska
(2002).
Secondly, we derive a necessary condition for optimality in the form of
an adjoint inclusion that grasps a connection between the Euler–Lagrange
condition and the maximum principle. To deal with the adjoint variable in
dual spaces, we introduce the Gelfand integrals of the Gateaux and Clarke
subdifferential mappings, which is a new feature that does not arise in the
context of finite-dimensional control systems. Furthermore, we obtain the
sufficient conditions for optimality under the convexity assumptions, which
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is an infinite-dimensional analogue of the “support price theorem” along the
lines of Benveniste and Scheinkman (1982); Magill (1982); Takekuma (1982,
1984).
For the finite-dimensional control systems, the necessary condition with-
out convexity assumptions using limiting subdifferentials was obtained in
Ioffe (1997); Vinter and Zheng (1997) in the finite horizon setting and the
one in the infinite horizon setting using Gateaux, Clarke, and limiting subdif-
ferentials was derived in Aubin and Clarke (1979); Cannarsa and Frankowska
(2018); Sagara (2010); Ye (1993). For the control systems in Hilbert spaces,
the necessary condition under the convexity assumptions was obtained in
Barbu (1978) in the infinite horizon setting. For the semilinear control sys-
tems in Banach spaces, the necessary and sufficient conditions without the
convexity assumptions were derived in Cannarsa and Frankowska (1992) in
the finite horizon setting.
Thirdly, as a by-product of the necessary condition, we derive the transver-
sality condition at infinity without assuming convexity and smoothness,
which clarifies the role of the integrability condition on the Lipschitz moduli.
We then examine the well-known failure of the transversality condition at
infinity illustrated in Aseev and Kryazhimskiy (2004); Shell (1969); Halkin
(1974) to reveal which hypothesis of our paper is violated in their counterex-
amples.
The organization of the paper is as follows. Section 2 collects preliminary
results on subdifferential calculus on Banach spaces. In Section 3 we formu-
late the nonconvex variational problem under investigation with the standing
hypotheses and demonstrate the Lipschitz continuity and subdifferentiabil-
ity of the value function. We derive in Section 4 necessary conditions for the
variational problems and describe a sufficient condition under the convexity
hypothesis. In Section 5 we examine the transversality condition at infinity
and apply our result to some nonconvex economic models. Appendices I
and II contain Gelfand integral of multifunctions and the Gelfand integra-
bility of the Gateaux and Clarke subdifferential mappings, and the proofs
of auxiliary results and lemmas needed to obtain the main results.
2 Preliminaries
Let (E, ‖ · ‖) be a real Banach space with the dual system 〈E∗, E〉, where
E∗ is the norm dual of E. A real-valued function ϕ : E → R is said to be
Gateaux differentiable at x¯ ∈ E if there exists an element ∇ϕ(x¯) ∈ E∗ such
that
lim
θ→0
ϕ(x¯+ θv)− ϕ(x¯)
θ
= 〈∇ϕ(x¯), v〉 (2.1)
for every v ∈ E; ∇ϕ(x¯) is called the Gateaux derivative of ϕ at x¯. If the
convergence in (2.1) is uniform in v ∈ C for every bounded subset C of
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E, then ϕ is said to be Fre´chet differentiable at x¯ and ∇ϕ(x¯) is called the
Fre´chet derivative of ϕ at x¯. A function ϕ is said to be strictly differentiable
at x¯ if there exists ∇ϕ(x¯) ∈ E∗ such that
lim
x→x¯
θ→0
ϕ(x+ θv)− ϕ(x)
θ
= 〈∇ϕ(x¯), v〉 (2.2)
and the convergence in (2.2) is uniform in v ∈ C for every compact subset
C of E. Then ∇ϕ(x¯) is called the strict derivative of ϕ at x¯. If ϕ is
strictly differentiable at x¯, then ϕ is Lipschitz near x¯; see Clarke (1983,
Proposition 2.2.1). A function ϕ is said to be continuously differentiable at
x¯ if ϕ is Gateaux differentiable at every x in a neighborhood U of x¯ and the
mapping x 7→ ∇ϕ(x) is continuous from U to E∗; ϕ is called a C1-function
on E if ϕ is continuously differentiable at any point in E. If ϕ is continuously
differentiable at x¯, then ϕ is strictly differentiable at x¯; see Clarke (1983,
Corollary, p. 32). A norm ‖ · ‖ on a Banach space E is said to be Gateaux
(resp. Fre´chet) differentiable if ‖ · ‖ is Gateaux (resp. Fre´chet) differentiable
on the open set E \ {0}.
The support function s(·, C) : E∗ → R ∪ {+∞} of a nonempty subset C
of E is given by s(x∗, C) = supx∈C〈x
∗, x〉. The polar C0 of C is the set C0 =
{x∗ ∈ E∗ | s(x∗, C) ≤ 0}. The support function s : (·,K) : E → R ∪ {+∞}
of a nonempty subset K of E∗ is defined by s(x,K) = supx∗∈K〈x
∗, x〉. The
polar K0 of K is the set K0 = {x ∈ E | s(x,K) ≤ 0}.
Let ϕ : E → R ∪ {+∞} be an extended real-valued function on E. The
effective domain of ϕ is the set of points where ϕ is finite and is denoted by
domϕ := {x ∈ E | ϕ(x) < +∞}. If ϕ is Lipschitz near x¯ ∈ domϕ, then its
Clarke directional derivative at x¯ in the direction v ∈ E is defined by
ϕ◦(x¯; v) := lim sup
x→x¯
θ↓0
ϕ(x+ θv)− ϕ(x)
θ
and the Clarke subdifferential of ϕ at x¯ is defined by
∂◦ϕ(x¯) := {x∗ ∈ E∗ | 〈x∗, v〉 ≤ ϕ◦(x¯; v) ∀v ∈ E}.
Since the function v 7→ ϕ◦(x¯; v) is convex, the set ∂◦ϕ(x¯) is nonempty,
weakly∗ compact, and convex in E∗. Furthermore, the convexity of ϕ◦(x¯; ·)
easily implies, by the separation theorem, that the Clarke directional deriva-
tive is the support function of the Clarke subdifferential
ϕ◦(x¯; v) = s(v, ∂◦ϕ(x¯))
for every v ∈ E; see Clarke (1983, Propositions 2.1.1 and 2.1.2). Recall that
ϕ is said to be regular at x¯ if the classical directional derivative
ϕ′(x¯; v) := lim
θ↓0
ϕ(x¯+ θv)− ϕ(x¯)
θ
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exists and ϕ′(x¯; v) = ϕ◦(x¯; v) for every v ∈ E.
Let dC : E → R be the distance function from a nonempty subset C of E
defined by dC(x) := infξ∈C ‖x− ξ‖. Then dC is nonexpansive (i.e., Lipschitz
of rank one) on E. Let x¯ be a point in C. A vector v ∈ E is called a tangent
to C at x¯ if d◦C(x¯; v) = 0. The set of all tangents to C at x¯ is called the
Clarke tangent cone to C at x¯ and is denoted by
TC(x¯) := {v ∈ E | d
◦
C(x¯; v) = 0}.
Then TC(x¯) is a closed convex cone because v 7→ d
◦
C(x¯; v) is non-negative,
positively homogeneous, and continuous. An intrinsic characterization of
TC(x¯) that is independent of the use of a distance function is as follows:
v ∈ TC(x¯) if and only if for every sequence {xn}n∈N in C with xn → x¯
and every sequence {θn}n∈N of positive real numbers with θn ↓ 0, there is a
sequence {vn}n∈N in E with vn → v such that xn+θnvn ∈ C for each n ∈ N;
see Clarke (1983, Theorem 2.4.5). Let B be the open unit ball in E. Define
the contingent cone KC(x¯) of tangents to C at x¯ by
KC(x¯) := {v ∈ E | ∀ε > 0∃θ ∈ (0, ε)∃w ∈ v + εB : x+ θw ∈ C} .
Then v ∈ KC(x¯) if and only if there exist a sequence {θn}n∈N of positive
real numbers with θn ↓ 0 and a sequence {vn}n∈N in E with vn → v such
that x¯ + θnvn ∈ C for each n ∈ N. It is evident that TC(x¯) ⊂ KC(x¯), but
KC(x¯) is not necessarily convex. The set C is said to be regular at x¯ if
TC(x¯) = KC(x¯). The polar of TC(x¯) is called the Clarke normal cone to C
at x¯, which is given by
NC(x¯) = {x
∗ ∈ E∗ | 〈x∗, v〉 ≤ 0 ∀v ∈ TC(x¯)}.
The Clarke normal cone is characterized by NC(x¯) = w
∗-cl{
⋃
λ≥0 λ∂
◦dC(x¯)}
(see Clarke 1983, Proposition 2.4.2), where the right-hand side of the above
equality means the weak∗ closure of the set. It follows from the bipolar
theorem (see Aubin and Frankowska 1990, Theorem 2.4.3) that TC(x¯) is
the polar of NC(x¯), i.e., TC(x¯) = {v ∈ E | 〈x
∗, v〉 ≤ 0 ∀x∗ ∈ NC(x¯)}.
Denote by epiϕ = {(x, r) ∈ E × R | ϕ(x) ≤ r} the epigraph of ϕ. If ϕ is
Lipschitz near x¯ ∈ domϕ, then Tepiϕ(x¯, ϕ(x¯)) = epiϕ
◦(x¯; ·) (see Aubin and
Frankowska 1990, Theorem 2.4.9), and hence, ϕ◦(x¯; v) = inf{r ∈ R | (v, r) ∈
Tepiϕ(x¯, ϕ(x¯))}. Therefore, if ϕ is Lipschitz near x¯, then
∂◦ϕ(x¯) = {x∗ ∈ E∗ | (x∗,−1) ∈ Nepiϕ(x¯, ϕ(x¯))}.
The lower directional derivative of ϕ : E → R ∪ {+∞} at x¯ ∈ domϕ in
the direction v ∈ E is defined by
ϕ−(x¯; v) := lim inf
u→v
θ↓0
ϕ(x¯+ θu)− ϕ(x¯)
θ
∈ R ∪ {±∞}
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and the upper directional derivative of ϕ at x¯ in the direction v ∈ E is
defined by
ϕ+(x¯; v) := lim sup
u→v
θ↓0
ϕ(x¯+ θu)− ϕ(x¯)
θ
∈ R ∪ {±∞}.
The Gateaux subdifferential of ϕ at x¯ is defined by
∂−ϕ(x¯) := {x∗ ∈ E∗ | 〈x∗, v〉 ≤ ϕ−(x¯; v) ∀v ∈ E}
and the Gateaux superdifferential of ϕ at x¯ is defined by
∂+ϕ(x¯) := {x∗ ∈ E∗ | 〈x∗, v〉 ≥ ϕ+(x¯; v) ∀v ∈ E}.
Because of the plus-minus symmetry with ϕ−(x; v) = −(−ϕ)+(x; v) and
∂−ϕ(x¯) = −∂+(−ϕ)(x¯), it is enough to investigate lower directional deriva-
tives and Gateaux subdifferentials in what follows.
Unlike Clarke directional derivatives, the lower directional derivative
mapping v 7→ ϕ−(x¯; v) fails to be convex. Thus, except for a smooth or
a convex function ϕ, it is rather typical that ∂−ϕ(x¯) is empty at some
points for a lower semicontinuous or even a locally Lipschitz function. Note
that ∂−ϕ(x¯) is weakly∗ closed and convex. If ϕ is locally Lipschitz, then
ϕ−(x¯, v) ≤ ϕ◦(x¯; v) for every v ∈ E, and hence, ∂−ϕ(x¯) ⊂ ∂◦ϕ(x¯). In par-
ticular, if ϕ is also regular at x¯, then ϕ−(x¯, v) = ϕ◦(x¯; v) for every v ∈ E
and ∂−ϕ(x¯) = ∂◦ϕ(x¯). Note also that if ϕ has the strict derivative ∇ϕ(x¯)
at x¯ ∈ E, then ∂−ϕ(x¯) = {∇ϕ(x¯)}.
Since Kepiϕ(x¯, ϕ(x¯)) = epiϕ
−(x¯; ·) (see Aubin and Frankowska 1990,
Propositions 6.1.3 and 6.1.4), we obtain ϕ−(x¯; v) = inf{r ∈ R | (v, r) ∈
Kepiϕ(x¯, ϕ(x¯))} ∈ R ∪ {±∞} with the convention that inf ∅ = +∞. There-
fore, if x¯ ∈ domϕ, then
∂−ϕ(x¯) = {x∗ ∈ E∗ | (x∗,−1) ∈ Kepiϕ(x¯, ϕ(x¯))
0}.
Recall that the subdifferential of a convex function ϕ at x¯ ∈ domϕ is
given by
∂ϕ(x¯) = {x∗ ∈ E∗ | 〈x∗, x− x¯〉 ≤ ϕ(x)− ϕ(x¯) ∀x ∈ E} .
It is well-known that if ϕ is convex and bounded from above in a neighbor-
hood U of x¯ ∈ domϕ, then ϕ is locally Lipschitz on U and regular at x¯ with
∂◦ϕ(x¯) = ∂ϕ−(x¯) = ∂ϕ(x¯); see (Clarke, 1983, Propositions 2.6 and 2.7). If
C is a convex subset of E, the Clarke normal cone at x¯ ∈ E coincides with
the normal cone in the sense of convex analysis satisfying
NC(x¯) = {x
∗ ∈ E∗ | 〈x∗, x− x¯〉 ≤ 0 ∀x ∈ C}.
For the later use, we need the representation of the normal cone of the set
determined by the following state constraint.
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Theorem 2.1. Let ϕi : E → R, i = 1, 2, . . . ,m, be real-valued functions.
Define the set by
C := {x ∈ E | ϕi(x) ≤ 0, i = 1, 2, . . . ,m}
and the active constraint indices at x¯ ∈ C by I(x¯) := {i ∈ {1, 2, . . . ,m} |
ϕi(x¯) = 0}. If ϕi is strictly differentiable at x¯ for each i ∈ I(x¯) and the
constraint qualification 0 6∈ co {∇ϕi(x¯) | i ∈ I(x¯)} is satisfied, then
NC(x¯) =
⋃ ∑
i∈I(x¯)
λi∇ϕi(x¯) ∈ E
∗ | λi ≥ 0 ∀i ∈ I(x¯)
 .
The proof is provided in Subsection A.1.
The following density result is an infinite-dimensional analogue of Ioffe
(1984, Proposition 2), whose proof is based on the smoothness of the Eu-
clidean norm and the Ekeland variational principle; see Ekeland (1974,
1979). For the Banach space case, we need the Gateaux differentiability
of an equivalent norm and the “smooth variational principle” due to Bor-
wein and Preiss (1987); see Subsection A.2 for the proof of the following
result.
Theorem 2.2. Let E be a Banach space admitting an equivalent Gateaux
differentiable norm and ϕ : E → R ∪ {+∞} be a lower semicontinuous
function. Then the set {x ∈ E | ∂−ϕ(x) 6= ∅} is dense in domϕ.
It should be noted that any separable Banach space has an equivalent
Gateaux differentiable norm; see (Fabian et al., 2011, Theorem 8.2).
3 Value Functions for an Infinite Horizon Problem
3.1 Nonconvex Variational Problems
Denote by R+ = [0,∞) the unbounded interval of the real line with the
Lebesgue measure and the Lebesgue σ-algebra L. A function x : R+ → E
is said to be simple if there exists x1, x2, . . . , xn ∈ E and I1, I2, . . . , In ∈ L
such that x(·) =
∑n
i=1 xiχIi, where χIi(t) = 1 if t ∈ Ii and χIi(t) = 0
otherwise. A function x(·) is said to be strongly measurable if there exists a
sequence of simple functions {xn(·)}n∈N from R+ to E such that ‖xn(t) −
x(t)‖ → 0 a.e. t ∈ R+. A strongly measurable function x(·) is locally Bochner
integrable if it is Bochner integrable on every compact subset I of R+, that
is,
∫
I
‖x(t)‖dt <∞, where the Bochner integral of x(·) over I is defined by∫
I
x(t)dt := limn
∫
I
xn(t)dt. Let L
1
loc(R+, E) be the space of (the equivalence
classes of) locally Bochner integrable functions from R+ to E.
A function x(·) is said to be strongly differentiable at t > 0 if there exists
v ∈ E such that
lim
h→0
x(t+ h)− x(t)
h
= v.
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The vector v is denoted by x˙(t) and called the strong derivative of x at t.
Denote byW 1,1loc (R+, E) the Sobolev space, which consists of locally Bochner
integrable functions x : R+ → E whose strong derivative x˙(t) exists a.e.
t ∈ R+ \ {0} with x˙(·) ∈ L
1
loc(R+, E) and x(t) =
∫ t
0 x˙(s)ds + x(0) for every
t ∈ R+. For each n ∈ N, define the seminorm µn on W
1,1
loc (R+, E) by
µn(x(·)) =
∫ n
0 (‖x(t)‖ + ‖x˙(t)‖)dt. Since {µn}n∈N is a countable separating
family of seminorms, W 1,1loc (R+, E) is a Fre´chet space under the compatible
metric d given by
d(x(·), y(·)) = max
n∈N
µn(x(·)− y(·))
2n(1 + µn(x(·) − y(·)))
, x(·), y(·) ∈W 1,1loc (R+, E).
An element in W 1,1loc (R+, E) is called an arc. When R+ is replaced by a
compact interval I of R+, the above definition simply leads to that of the
Sobolev space W 1,1(I,E) normed by ‖x(·)‖1,1 =
∫
I
(‖x(t)‖ + ‖x˙(t)‖)dt.
Let L : R+ × E × E → R ∪ {+∞} be an integrand. Given an arc
x(·) ∈W 1,1loc (R+, E), the improper integral is defined by∫ ∞
t
L(s, x(s), x˙(s))ds = lim
T→∞
∫ T
t
L(s, x(s), x˙(s))ds
for every t ∈ R+ provided that the above limit does exist. Let Γ : R+ ×
E ։ E be a multifunction. The variational problem under investigation is
to minimize the improper integral functional over the feasibility constraint
governed by the differential inclusion:
inf
x(·)∈W 1,1loc (R+,E)
∫ ∞
t
L(s, x(s), x˙(s))ds
s.t. x˙(s) ∈ Γ(s, x(s)) a.e. s ∈ R+, x(t) = ξ.
(Pt)
An arc satisfying the above differential inclusion is called an admissible tra-
jectory. Define the set of admissible trajectories starting at time t ∈ R+
from a given initial condition ξ ∈ E by
A(t,ξ) =
{
x(·) ∈W 1,1loc (R+, E) | x˙(s) ∈ Γ(s, x(s)) a.e. s ∈ [t,∞), x(t) = ξ
}
.
Then the value function V : R+ × E → R ∪ {±∞} is defined by
V (t, ξ) = inf
x(·)∈A(t,ξ)
∫ ∞
t
L(s, x(s), x˙(s))ds.
Here, we set inf ∅ = +∞ if A(t,ξ) is empty or if for every x(·) ∈ A(t,ξ) the
integral
∫∞
t
L(s, x(s), x˙(s))ds is not well-defined. The effective domain of
V is given by domV = {(t, x) ∈ R+ × E | V (t, x) < +∞}; V is said to
be proper if domV is nonempty and V (t, ξ) > −∞ for every (t, ξ). For
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every (t, ξ) ∈ domV , an admissible trajectory x(·) ∈ A(t,ξ) is said to be
optimal for (Pt) if it satisfies
∫∞
t
L(s, x(s), x˙(s))ds = V (t, ξ) > −∞. For
given x ∈ E, the multifunction Γ(·, x) ։ E is said to be measurable if the
set {t ∈ R+ | Γ(t, x) ∩ U 6= ∅} belongs to L for every open subset U of E.
The standing hypothesis are described as follows.
(H1) A(t,ξ) is nonempty for every (t, ξ) ∈ R+ × E.
(H2) L(·, x, y) is measurable for every (x, y) ∈ E × E.
(H3) There exist integrable functions l0 : R+ → R+ and l1 : R+ → R+, and
a locally bounded, integrable function l2 : R+ → R+ such that
|L(t, 0, 0)| ≤ l0(t)
and
|L(t, x, y) − L(t, x′, y′)| ≤ l1(t)‖x − x
′‖+ l2(t)‖y − y
′‖
for a.e. t ∈ R+ and every (x, y), (x
′, y′) ∈ E × E.
(H4) Γ has nonempty closed values.
(H5) Γ(·, x) is measurable for every x ∈ E.
(H6) There exist locally integrable functions γ0 : R+ → R+ and γ1 : R+ →
R+ such that
Γ(t, 0) ⊂ γ0(t)B
and
Γ(t, x) ⊂ Γ(t, x′) + γ1(t)‖x− x
′‖B
for every t ∈ R+ and x, x
′ ∈ E.
(H7) The Lipschitz modulus functions satisfy the integrability conditions:∫ ∞
0
[
exp
(∫ s
0
γ1(τ)dτ
)(
1 +
∫ s
0
γ0(τ)dτ
)
(l1(s) + l2(s)γ1(s))
]
ds
<∞
and ∫ ∞
0
l2(s)γ0(s) <∞.
Since the integrand L is assumed to be a Carathe´odory function by (H2) and
(H3), it is jointly measurable on R+ × E × E with respect to the product
σ-algebra L ⊗ Borel(E, ‖ · ‖) ⊗ Borel(E, ‖ · ‖) whenever E is a separable
Banach space; see Aubin and Frankowska (1990, Lemma 8.2.6). Hence, L is
a normal integrand. In the rest of the paper, E is assumed to be separable.
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Theorem 3.1. If (H1)–(H7) hold, then V is bounded and lower semicontin-
uous on R+×E, and V (t, · ) is Lipschitz of rank k(t) on E for every t ∈ R+
with a continuous decreasing function k : R+ → R+ satisfying k(t) → 0 as
t→∞.
The proof is deferred in Subsection B.1.
Example 3.1 (Ramsey meets Hotelling). Consider the spatial Ramsey
growth model explored in Boucekkine et al. (2013, 2009); Brock et al. (2014).
Let I = [0, 1] be the unit interval such that the endpoints 0, 1 ∈ I are
identified. Then I is homeomorphic to the unit circle in which a spa-
tial parameter θ ∈ I is a location of agents along the lines of Hotelling
(1929). Let U : R+ × I → R be an instantaneous utility function satisfying
U(a, 0) = U(a, 1) for every a ∈ R+ and f : R+ × I → R+ be a production
function satisfying f(a, 0) = f(a, 1) for every a ∈ R+ and f(0, θ) = 0 for
every θ ∈ I, δ > 0 be a depreciation rate of capital stock, and r > 0 be a
discount rate. The problem under investigation is:
max
∫ ∞
0
∫
I
e−rtU(c(t, θ), θ)dθdt
s.t.
∂x(t, θ)
∂t
+
∂2x(t, θ)
∂θ2
= f(x(t, θ), θ)− δx(t, θ)− c(t, θ),
x(t, 0) = x(t, 1), c(t, 0) = c(t, 1) a.e. t ∈ R+ ∀θ ∈ I,
x(0, θ) = ξ0(θ) ∀θ ∈ I.
Here, x : R+ × I → R+ denotes a parametrized capital stock trajectory
in which x(t, θ) is a current capital stock, ∂x(t, θ)/∂t is a current capital
accumulation, ∂2x(t, θ)/∂θ2 is a current net transfer, and c : R+ × I → R+
denotes a parametrized consumption trajectory in which c(t, θ) is a current
consumption, respectively at period t and location θ ∈ I. The initial condi-
tion at location θ is given by ξ0(θ), where ξ0 : I → R+ is assumed to be twice
continuously differentiable. The maximization is taken over all nonnegative
functions x(·, ·) in the function space such that x(·, θ) is differentiable on
R+ for every θ ∈ I having a measurable derivative (with respect to (t, θ))
and x(t, ·) is C2 on I a.e. t ∈ R+ having a measurable second derivative
(with respect to (t, θ)), and over all nonnegative measurable functions c(·, ·)
satisfying the parabolic partial differential equation (PDE) above.
Let U˜ : R× I → R and f˜ : R× I → R be the zero extensions of −U and
f respectively given by
U˜(a, θ) :=
{
−U(a, θ) if a ≥ 0,
−U(0, θ) otherwise
and f˜(a, θ) :=
{
f(a, θ) if a ≥ 0,
0 otherwise.
Denote by C2(I) the space of the twice continuously differentiable func-
tions x on I such that x(0) = x(1) endowed with the C2-norm. Define the
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integrand L : R+ × C
2(I)× C2(I)→ R by
L(t, x, y) := e−rt
∫
I
U˜(f˜(x(θ), θ)− δx(θ)− y(θ)− x′′(θ), θ)dθ.
If U and f are Lipschitz, then L(t, ·, ·) is Lipschitz on C2(I) × C2(I) for
every t ∈ R+. Define the autonomous velocity mapping Γ : C
2(I) ։ C2(I)
by
Γ(x) :=
{
y ∈ C2(I) | f˜(x(θ), θ)− δx(θ)− y(θ)− x′′(θ) ≥ 0 ∀θ ∈ I
}
.
Then the above specification reduces to the case of separable Banach space
E = C2(I) and Sobolev space W 1,1loc (R+, C
2(I)) in the variational problem
(P0). Since 0 ∈ Γ(0), i.e., inactivity is feasible, (H1) is automatic. It is easy
to find the assumptions on U and f that guarantee the standing hypotheses
on L and Γ in (H1)–(H7) as in the next example; see also Example 5.5. For
the existence of solutions to the above parabolic PDE, see the treatment by
Boucekkine et al. (2013, 2009).
Example 3.2. Let (Ω,Σ, µ) be a σ-finite measure space. Suppose that ξ0 ∈
Lp(µ) and let ℓ : R+×Ω×R×R→ R be a function and G : R+×Ω×R։ R
be a multifunction satisfying the assumptions specified below. Consider the
parametrized variational problem:
min
∫ ∞
0
∫
Ω
ℓ(t, ω, x(t, ω), x˙(t, ω))dµdt
s.t. x˙(t, ω) ∈ G(t, ω, x(t, ω)) a.e. (t, ω) ∈ R+ × Ω
x(0, ω) = ξ0(ω) a.e. ω ∈ Ω.
Here, the minimization is taken over all measurable functions x : R+×Ω→ R
such that x(·, ω) is differentiable on R+ for every ω ∈ Ω with x(t, ·), x˙(t, ·) ∈
Lp(µ) for every t ∈ R+, where x˙(t, ω) = ∂x(t, ω)/∂t. When (Ω,Σ, µ) is a
probability space, the problem is a variant of stochastic variational problems
with the state dependent constraint, which can be also interpreted as a
general reduced form of spatial Ramsey growth models.
Define the integrand L : R+ × L
p(µ)× Lp(µ)→ R by
L(t, x, y) :=
∫
Ω
ℓ(t, ω, x(ω), y(ω))dµ
and the velocity mapping Γ : R+ × L
p(µ)։ Lp(µ) by
Γ(t, x) := {y ∈ Lp(µ) | y(ω) ∈ G(t, ω, x(ω)) a.e. ω ∈ Ω}.
If the σ-algebra Σ is countably generated, then Lp(µ) is separable under
Lp-norm for every p ∈ [1,∞); see Fonseca and Leoni (2007, Theorem 2.16).
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Hence, the problem under investigation is stated for the separable Banach
space E = Lp(µ) and Sobolev space W 1,1loc (R+, L
p(µ)) with p ∈ [1,∞) in
(P0). Denote by q ∈ (1,∞] the conjugate index of p with p
−1+ q−1 = 1. To
guarantee (H1)–(H7), it suffices to impose the following conditions on ℓ and
G.
(i) ℓ(·, ·, a, b) is measurable for every (a, b) ∈ R×R.
(ii) There exist an integrable function l0 : R+ × Ω → R+ and measur-
able functions l1 : R+ × Ω → R+ and l2 : R+ × Ω → R+ such that
l1(t, ·), l2(t, ·) ∈ L
q(µ) for every t ∈ R+, t 7→ ‖l1(t, ·)‖q is integrable and
t 7→ ‖l2(t, ·)‖q is locally integrable over R+ satisfying
|ℓ(t, ω, 0, 0)| ≤ l0(t, ω)
and
|ℓ(t, ω, a, b) − ℓ(t, ω, a′, b′)| ≤ l1(t, ω)|a− a
′|+ l2(t, ω)|b− b
′|
for a.e. (t, ω) ∈ R+ × Ω and every (a, b), (a
′, b′) ∈ R× R.
(iii) 0 ∈ G(t, ω, 0) for every (t, ω) ∈ R+ × Ω.
(iv) G has nonempty closed values.
(v) G(·, ·, a) is measurable for every a ∈ R.
(vi) There exist measurable functions γ0 : R+ × Ω → R+ and γ1 : R+ ×
Ω → R+ such that γ0(t, ·) ∈ L
1(µ) and γ1(t, ·) ∈ L
q(µ) for every
t ∈ R+, t 7→ ‖γ0(t, ·)‖1 and t 7→ ‖γ1(t, ·)‖q are locally integrable over
R+ satisfying
G(t, ω, 0) ⊂ γ0(t, ω)S
and
G(t, ω, a) ⊂ G(t, ω, a′) + γ1(t, ω)|a− a
′|S
for every (t, ω) ∈ R+ ×Ω and a, a
′ ∈ R, where S = (−1, 1) is the open
interval of the real line.
(vii) Define l˜0 : R+ → R+ by l˜0(t) = ‖l0(t, ·)‖1, l˜1 : R+ → R+ by l˜1(t) =
‖l1(t, ·)‖q, l˜2 : R+ → R+ by l˜2(t) = ‖l2(t, ·)‖q , γ˜0 : R+ → R+ by
γ˜0(t) = ‖γ0(t, ·)‖1, γ˜1 : R+ → R+ by γ˜1(t) = ‖γ1(t, ·)‖∞. The Lip-
schitz modulus functions l˜0, l˜1, l˜2, γ˜0, γ˜1 are assumed to satisfy the
integrability conditions in (H7).
Example 3.2′. To deal with the constraint of the integral form∫
Ω
x˙(t, ω)dµ ∈
∫
Ω
G(t, ω, x(t, ω))dµ a.e. ω ∈ Ω
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in Example 3.2, another formulation for Γ arises in the following way:
Γ(t, x) =
{
y ∈ Lp(µ) |
∫
Ω
y(ω)dµ ∈
∫
Ω
G(t, ω, x(ω))dµ
}
.
It is evident that the above conditions on G are sufficient to guarantee (H5)–
(H7). The only nontrivial point is the closedness of Γ(t, x) in (H4). Toward
this end, we assume further that µ is nonatomic. It follows from condition
(vi) that the multifunction ω 7→ G(t, ω, x(ω)) is integrably bounded for every
x ∈ Lp(µ) and t ∈ R+. In view of the Lyapunov convexity theorem (see
Aubin and Frankowska 1990, Theorem 8.6.3), the integral
∫
G(t, ω, x(ω))dµ
is convex and compact, which implies that Γ has closed convex values.
3.2 Subdifferentiability of the Value Function
In the following we always assume that optimal trajectories for (P0) exist. To
obtain an existence result in our framework, one needs standard convexity
hypotheses. For the case with finite-dimensional control systems with an
infinite horizon, see Cannarsa and Frankowska (2018). For the case with
reflexive, separable Banach space valued semilinear control systems with a
finite horizon, see Cannarsa and Frankowska (1992).
Let us denote by L−x (t, x¯, y¯; v) (resp. L
+
x (t, x¯, y¯; v)) the lower (resp. up-
per) partial directional derivative of L(t, ·, y¯) at x¯ ∈ E in the direction v ∈ E;
L−y (t, x¯, y¯; v) (resp. L
+
y (t, x¯, y¯; v)) has an obvious meaning. Then ∂
−
x L(t, x¯, y¯)
(resp. ∂+x L(t, x¯, y¯)) is the Gateaux partial subdifferential (resp. superdiffer-
ential) of L(t, ·, y¯) at x¯; ∂−y L(t, x¯, y¯) (resp. ∂
+
y L(t, x¯, y¯)) has a similar mean-
ing. The Clarke partial directional derivatives L◦x(t, x¯, y¯; v) and L
◦
y(t, x¯, y¯; v),
and the Clarke partial subdifferentials ∂◦xL(t, x¯, y¯) are ∂
◦
yL(t, x¯, y¯) are defined
in a similar way. Recall that dΓ(t,x) : E → R is the distance function from
the set Γ(t, x) and denote by NΓ(t,x)(y) ⊂ E
∗ the Clarke normal cone of
Γ(t, x) at y ∈ Γ(t, x).
We need another continuity assumption on Γ:
(H′
5
) Γ(·, x) is lower semicontinuous for every x ∈ E.
Our results below concern the subdifferentiability of the value func-
tion. We neither impose any convexity assumptions, nor request the in-
teriority of the optimal trajectory. This substantially improves results from
Benveniste and Scheinkman (1979, 1982); Bonnisseau and Le Van (1996);
Rinco´n-Zapatero and Santos (2012); Takekuma (1984).
Theorem 3.2. Let x0(·) ∈ A(0,ξ0) be an optimal trajectory starting at time
0 from a given initial condition ξ0 ∈ E. If (H1)–(H4), (H
′
5), (H6), and (H7)
hold, then:
(i) V −x (t, x0(t); x˙0(t) − v) ≤ L(t, x0(t), v) − L(t, x0(t), x˙0(t)) a.e. t ∈ R+
for every v ∈ Γ(t, x0(t));
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(ii) −∂−x V (t, x0(t)) ⊂ ∂
◦
yL(t, x0(t), x˙0(t)) +NΓ(t,x0(t))(x˙0(t)) a.e. t ∈ R+.
Moreover, if L(t, x0(t), ·) is Gateaux differentiable at x˙0(t), then:
−∂−x V (t, x0(t)) ⊂ ∇yL(t, x0(t), x˙0(t)) +NΓ(t,x0(t))(x˙0(t)) a.e. t ∈ R+.
Furthermore, if ∂−x V (t, x0(t)) is nonempty and NΓ(t,x0(t))(x˙0(t)) = {0} (which
is equivalent to x˙0(t) ∈ int Γ(t, x0(t)) whenever E is finite dimensional),
then:
−∂−x V (t, x0(t)) = {∇yL(t, x0(t), x˙0(t))} .
In particular, ∂−x V (t, x0(t)) is a singleton. Furthermore, if V (t, ·) is also
regular at x0(t) (which is the case of convex V (t, ·)), then it is strictly dif-
ferentiable at x0(t).
For the proof, see Subsection B.2.
Corollary 3.1. If V (t, ·) admits the Gateaux derivative ∇xV (t, x0(t)) at
x0(t), then:
−∇xV (t, x0(t)) ∈ ∂
◦
yL(t, x0(t), x˙0(t)) +NΓ(t,x0(t))(x˙0(t)) a.e. t ∈ R+.
4 Euler–Lagrange Conditions and the Maximum
Principle
4.1 Necessary Conditions for Optimality
A function p : R+ → E
∗ is said to be locally absolutely continuous if its
restriction to the bounded closed interval [0, τ ] is absolutely continuous for
every τ > 0, i.e., for every τ > 0 and ε > 0 there exists δ > 0 such that
0 ≤ t1 < τ1 ≤ t2 < τ2 < · · · ≤ tn < τn ≤ τ and
∑n
i=1 |ti − τi| < δ imply∑n
i=1 ‖p(ti)− p(τi)‖ < ε. A function p(·) is said to be weakly
∗ differentiable
at t > 0 if there exists x∗ ∈ E∗ such that
lim
h→0
〈
p(t+ h)− p(t)
h
, x
〉
= 〈x∗, x〉.
for every x ∈ E. Then vector x∗ is called the weak∗ derivative of p at t and
is denoted by p˙(t) with d
dt
〈p(t), x〉 = 〈p˙(t), x〉 for every x ∈ E.
(H8) For every t ∈ R+ there exists η > 0 such that
(x0(s) + ηB, x˙0(s)) ⊂ gphΓ(s, ·) a.e. s ∈ [0, t].
Define the Hamiltonian H : R+ × E × E
∗ → R ∪ {+∞} by
H(t, x, x∗) := sup
y∈Γ(t,x)
{〈x∗, y〉 − L(t, x, y)} . (4.1)
Now we are ready to present an extension of the Euler–Lagrange necessary
condition and the maximum principle with the transversality condition at
infinity.
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Theorem 4.1. Suppose that (H1)–(H4), (H
′
5), (H6), (H7), and (H8) hold. If
∂−x V (0, x0(0)) is nonempty and ∂
+
x L(t, x0(t), x˙0(t)) is nonempty a.e. t ∈ R+,
then for every x∗ ∈ ∂−x V (0, x0(0)) there exists a locally absolutely continuous
function p : R+ → E
∗ with p(0) = −x∗ such that:
(i) −p(t) ∈ ∂−x V (t, x0(t)) for every t ∈ R+;
(ii) p(t) ∈ ∂◦yL(t, x0(t), x˙0(t)) +NΓ(t,x0(t))(x˙0(t)) a.e. t ∈ R+;
(iii) p˙(t) ∈ ∂+x L(t, x0(t), x˙0(t)) a.e. t ∈ R+;
(iv) H(t, x0(t), p(t)) = 〈p(t), x˙0(t)〉 − L(t, x0(t)), x˙0(t)) a.e. t ∈ R+;
(v) lim
t→∞
p(t) = 0;
where p˙(t) denotes the weak∗derivative of p(·). In particular, if ∂−x V (0, x0(0))
is nonempty, then ∂−x V (t, x0(t)) is nonempty for every t ∈ R+.
For the proof, see Subsection B.3.
Corollary 4.1. If ∂−x V (0, x0(0)) is nonempty and ∂
+
x L(t, ·, x˙0(t)) is a sin-
gleton a.e. t ∈ R+, then ∂
−
x V (t, x0(t)) is a singleton for every t ∈ R+. In
particular, if V (t, ·) is regular at x0(t) (which is the case whenever V (t, ·) is
convex), then the strict derivative ∇xV (t, x0(t)) exists.
Remark 4.1. Theorem 4.1 yields that “singular” points propagate forward
along optimal trajectories, i.e., if Gateaux subdifferential ∂−x V (0, x0(0)) 6= ∅
is not a singleton, then so does ∂−x V (t, x0(t)) for every t ∈ R+. In the
finite-dimensional control systems, this observation is done also in Takekuma
(1982) for convex variational problems and in Cannarsa and Frankowska
(2018) for nonconvex optimal control problems. Note that the nonempti-
ness of ∂−x V (0, x0(0)) is an innocuous assumption because the set of points
at which ∂−x V (0, ·) is Gateaux subdifferentiable is dense in the separable
Banach space E by Theorem 2.2.
Remark 4.2. Note that even if the Gateaux subdifferential ∂−x V (t, x0(t))
is a singleton in Corollary 4.1, the strict derivative ∇xV (t, x0(t)) might
be nonexistent because of the lack the convexity of the lower directional
derivative v 7→ V −x (t, x0(t); v). This observation makes a sharp contrast
to the case where the Clarke subdifferential ∂◦xV (t, x0(t)) is a singleton, in
which case ∂◦xV (t, x0(t)) coincides with∇xV (t, x0(t)); see for detail the proof
of Clarke (1983, Proposition 2.2.4).
Example 4.1. Let gi : R+ × E × E → R, i = 1, 2, . . . ,m, be measurable
functions and define the velocity mapping Γ : R+ × E ։ E by
Γ(t, x) := {y ∈ E | gi(t, x, y) ≤ 0, i = 1, 2, . . . ,m} .
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Let x0(·) ∈W
1,1
loc (R+, E) and denote by
I(t) := {i ∈ {1, 2, . . . ,m} | gi(t, x0(t), x˙0(t)) = 0}
the active constraint indices at (t, x0(t), x˙0(t)) ∈ R+ × E × E. Assume
that gi(t, x0(t), ·) has the strict derivative at x˙0(t) for each i ∈ I(t) and
the constraint qualification 0 6∈ co{∇ygi(t, x0(t), x˙0(t)) | i ∈ I(t)} holds. It
follows from Theorem 2.1 that:
NΓ(t,x0(t))(x˙0(t)) =
∑
i∈I(t)
λi∇ygi(t, x0(t), x˙0(t)) ∈ E
∗ | λi ≥ 0 ∀i ∈ I(t)
 .
Under the hypotheses of Theorem 4.1 and Corollary 4.1, we have
−∇xV (t, x0(t)) = ∇yL(t, x0(t), x˙0(t)) +
∑
i∈I(t)
λi(t)∇ygi(t, x0(t), x˙0(t))
for some λi(t) ≥ 0 with i ∈ I(t). By the measurable selection theorem, the
mapping t 7→ λi(t) can be chosen in a measurable way. Under the convexity
hypothesis with the alternative constraint qualification, Rinco´n-Zapatero
and Santos (2012) derived the differentiability of the value function with the
finite-dimensional state constraint without the interiority conditions (H8)
(and (H9) below).
Example 4.2. We examine again Example 3.2 to calculate the subdiffer-
entials of L. Assume that (Ω,Σ, µ) is a complete finite measure space. It
follows from the subdifferential formula for the integral functionals on Lp(µ)
(see Clarke 1983, Theorem 2.7.5) that
∂◦yL(t, x0(t), x˙0(t)) ⊂
{
y ∈ Lq(µ)
∣∣∣∣ y(ω) ∈ ∂◦b ℓ(t, ω, x0(t, ω), x˙0(t, ω))a.e. ω ∈ Ω
}
with the equality whenever ℓ(t, ω, x0(t, ω), ·) is regular at x˙0(t, ω) ∈ R for
every ω ∈ Ω. If ℓ(t, ω, ·, b) is C1 on R for every (b, ω) ∈ R × Ω, then
the equality ∇xL(t, x0(t), x˙0(t)) = ∂ℓ(t, ·, x0(t, ·), x˙0(t, ·))/∂a holds in L
q(µ).
Under the hypotheses in Theorem 4.1, we obtain the adjoint inclusion:
(i) −p(t) ∈ ∂−x V (t, x0(t)) for every t ∈ R+;
(ii) p(t) ∈
{
y ∈ Lq(µ)
∣∣∣∣ y(ω) ∈ ∂◦b ℓ(t, ω, x0(t, ω), x˙0(t, ω))a.e. ω ∈ Ω
}
+NΓ(t,x0(t))(x˙0(t)) a.e. t ∈ R+;
(iii) p˙(t, ω) =
∂ℓ(t, ω, x0(t, ω), x˙0(t, ω))
∂a
a.e. (t, ω) ∈ R+ × Ω.
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The calculation of the normal cone NΓ(t,x0(t))(x˙0(t)) depends on the specifi-
cation of G. If G has convex values, then so is Γ, in which case we have
NΓ(t,x0(t))(x˙0(t))
=
x∗ ∈ Lq(µ)
∣∣∣∣∣∣
∀y ∈ Lp(µ) : y(ω) ∈ G(t, ω, x0(t, ω)) a.e. ω ∈ Ω∫
Ω
x∗(ω)(y(ω) − x˙0(t, ω))dµ ≤ 0
 .
For the velocity set defined in Example 3.2′, without the convexity of G we
obtain
NΓ(t,x0(t))(x˙0(t))
=
x∗ ∈ Lq(µ)
∣∣∣∣∣∣∣
∀y ∈ Lp(µ) :
∫
Ω
y(ω)dµ ∈
∫
Ω
G(t, ω, x0(t, ω))dµ∫
Ω
x∗(ω)(y(ω)− x˙0(t, ω))dµ ≤ 0

whenever µ is nonatomic.
4.2 Sufficient Conditions for Optimality
To derive the sufficient conditions for optimality, we impose the following
additional hypotheses.
(H9) x˙0(t) ∈ int Γ(t, x0(t)) a.e. t ∈ R+.
(H10) gphΓ(t, ·) is convex for every t ∈ R+.
(H11) L(t, ·, ·) is convex on gphΓ(t, ·) for every t ∈ R+.
(H12) L(t, ·, x˙0(t)) is strictly differentiable at x0(t) a.e. t ∈ R+.
The following characterization of optimality under the convexity hypoth-
esis is an infinite-dimensional analogue of the “support price theorem” along
the lines of Benveniste and Scheinkman (1982); Magill (1982); Takekuma
(1982, 1984).
Theorem 4.2. Suppose that (H1)–(H4), (H
′
5), (H6)–(H12) hold. Then x0(·) ∈
A(0,ξ0) is optimal if and only if there exists a locally absolutely continuous
function p : R+ → E
∗ such that:
(i) −p(t) ∈ ∂xV (t, x0(t)) for every t ∈ R+;
(ii) p(t) ∈ ∂yL(t, x0(t), x˙0(t)) a.e. t ∈ R+;
(iii) p˙(t) = ∇xL(t, x0(t), x˙0(t)) a.e. t ∈ R+.
For the proof, see Subsection B.4.
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Remark 4.3. Assume (H10), (H11), and (H12), and define the Hamiltonian
Hˆ : R+×E×E
∗ → R∪{+∞} by Hˆ(t, x, x∗) := supy∈E{〈x
∗, y〉−L(t, x, y)}
instead of (4.1). Then Hˆ(t, ·, x∗) is concave on E for every x∗ ∈ E∗ and
Hˆ(t, x, ·) is convex on E∗ for every x ∈ E. It thus follows from the Fenchel
conjugateness of L(t, ·, ·) and Hˆ(t, ·, ·) that the Euler–Lagrange conditions
(ii) and (iii) of Theorem 4.2 are equivalent to the Hamiltonian conditions
x˙0(t) ∈ ∂pHˆ(t, x0(t), p(t)) and −p˙(t) ∈ ∂xHˆ(t, x0(t), p(t)) respectively; see
(Rockafeller, 1970, Theorem 6) for the finite-dimensional case with E = Rn.
For the asymptotic stability of the saddle points of the concave-convex
Hamiltonian in the context of finite-dimensional control systems, see Rock-
afeller (1973, 1976). For its extension to the Hilbert space setting, see Barbu
(1978); for its extension to nonconcave-convex Hamiltonians, see Sorger
(1989). Given a concave-convex Hamiltonian, Goebel (2005) characterized
the condition that the value function is the unique convex solution of the
Hamilton–Jacobi–Bellman equation in terms of the dual problem.
5 Examples and Applications
5.1 Discussion on the Transversality Condition at Infinity
As pointed out in Shell (1969) and Halkin (1974), the transversality con-
dition p(T ) = 0 for finite horizon problems with free end points does not
necessarily conform to the conjecture limt→∞ p(t) = 0 of the infinite horizon
framework. Several authors have attempted to derive the transversality con-
dition at infinity of this type in various settings; see Araujo and Scheinkman
(1983); Aseev and Kryazhimskiy (2004); Aubin and Clarke (1979); Barbu
(1978); Cannarsa and Frankowska (2018); Michel (1982); Pickenhain (2010);
Ye (1993). We obtain the transversality condition at infinity as a necessary
condition directly from the integrability conditions (H3) and (H7), which
crystallize the role of heavy discounting recognized in Aseev and Kryazhim-
skiy (2004); Aubin and Clarke (1979); Cannarsa and Frankowska (2018). If
the optimal trajectory x0(·) happens to be bounded, then we also have an-
other transversality condition limt→∞〈p(t), x0(t)〉 = 0. For the necessity of
the transversality condition at infinity of this type, see Aseev and Kryazhim-
skiy (2004); Benveniste and Scheinkman (1982); Goebel (2005); Kamihigashi
(2001); Magill (1982); Sagara (2010); Takekuma (1984). In this subsection,
we examine three illustrating examples in which the former transversality
condition at infinity is violated in the adjoint equation to clarify the role of
hypotheses we impose.
Example 5.1 (Shell 1969). Consider the undiscounted Ramsey growth
problem. Let U : R+ → R be an instantaneous utility function, f :
R+ → R+ be a production function, δ ∈ (0, 1] be a depreciation rate of
capital stock, ξ0 > 0 be an initial capital stock. Capital accumulation
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(net investment) is determined by the ordinary differential equation x˙(t) =
u(t)f(x(t))−δx(t) a.e. t ∈ R+ with x(0) = ξ0, where u : R+ → R is a measur-
able function for which u(t) ∈ [0, 1] a.e. t ∈ R+ is the current rate of saving.
The current consumption c(t) is given by c(t) = f(x(t)) − δx(t) − x˙(t) =
(1 − u(t))f(x(t)) ≥ 0 a.e. t ∈ R+. A pair (cˆ, ξˆ) ∈ R
2
+ is called a golden rule
if it satisfies
cˆ = f(ξˆ)− δξˆ = max {f(x)− δx | αf(x) = δx for some α ∈ [0, 1]} .
Then cˆ is a bliss point in the sense of Ramsey (1928). Consider the optimal
control problem:
min
(x(·),u(·))∈W 1,1loc (R+)×L
∞(R+)
∫ ∞
0
[U(cˆ)− U((1− u(t))f(x(t)))] dt
s.t. x˙(t) = u(t)f(x(t))− δx(t), u(t) ∈ [0, 1] a.e. t ∈ R+, x(0) = ξ0.
This can be equivalently formulated as the variational problem:
min
x(·)∈W 1,1loc (R+)
∫ ∞
0
[U(cˆ)− U(f(x(t))− δx(t) − x˙(t)))] dt
s.t. x˙(t) ∈ [0, f(x(t))] − δx(t) a.e. t ∈ R+, x(0) = ξ0.
Assume the following conditions.
(a) U : R+ → R is a continuous, concave, strictly increasing function.
(b) f : R+ → R+ is a strictly increasing, strictly concave, C
1-function with
f(0) = 0, limx↓0 f
′(x) > δ, and limx→∞ f
′(x) < δ.
To transform the problem into our framework, define the integrand L :
R× R→ R and the velocity mapping Γ : R։ R respectively by
L(x, y) :=
{
U(cˆ)− U(f(x)− δx− y) if x ≥ 0 and f(x)− δx− y ≥ 0,
U(cˆ)− U(0) otherwise
and
Γ(x) :=
{
[0, f(x)] − δx if x ≥ 0,
0 otherwise.
Then L and Γ satisfy the standing hypotheses (H1), (H2), (H4)–(H6), the
convexity hypotheses (H10), (H11), and the differentiability hypothesis (H12).
The golden rule is uniquely determined by the relation f ′(ξˆ) = δ with cˆ, ξˆ > 0
to which corresponds the unique saving rate αˆ ∈ (0, 1). Let x¯(·) ∈W 1,1loc (R+)
be a unique solution to the initial value problem x˙(t) = f(x(t))− δx(t) a.e.
t ∈ R+ with x(0) = ξ0. Then x¯(·) is the pure accumulation trajectory such
that its nontrivial stationary point is uniquely determined by f(ξ¯) = δξ¯ and
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x¯(t) → ξ¯ as t → ∞. Let x(·) ∈ W 1,1loc (R+) be a unique solution to x˙(t) =
−δx(t) a.e. t ∈ R+ with x(0) = ξ0. Then x(·) is the pure deccumulation
trajectory such that its unique stationary point is the origin with exponential
decay x(t) = e−δtξ0 → 0 as t → ∞. Given any u(·) ∈ L
∞(R+) with
u(t) ∈ [0, 1] a.e. t ∈ R+, let x(·) ∈ W
1,1
loc (R+) be the unique solution to
x˙(t) = u(t)f(x(t)) − δx(t) a.e. t ∈ R+ with x(0) = ξ0. It follows from
−δx(t) ≤ x˙(t) ≤ f(x(t)) − δx(t) that x(t) ≤ x(t) ≤ x¯(t) for every t ∈ R+;
see Hartman (1982, Theorem III.4.1).
Let x∗ ∈ R be a superdifferential of U at cˆ. Since x∗ > 0, for every
x(·) ∈ A(0,ξ0) we have
U(f(x(t))− δx(t)− x˙(t))− U(f(ξˆ)− δξˆ)
≤ x∗(f(x(t))− f(ξˆ)− δ(x(t) − ξˆ)− x˙(t))
≤ x∗(f ′(ξˆ)(x(t) − ξˆ)− δ(x(t) − ξˆ)− x˙(t)) = −x∗x˙(t).
Integrating the both sides of the above inequality yields
lim inf
T→∞
∫ T
0
L(x(t), x˙(t))dt ≥ x∗
(
lim inf
T→∞
x(T )− ξ0
)
≥ x∗
(
lim
T→∞
x(T )− ξ0
)
= −x∗ξ0.
Hence, the integral functional of the above maximization problem is bounded
from below. We demonstrate that there exists an admissible trajectory
x(·) ∈ A(0,ξ0) such that
∫∞
0 L(x(t), x˙(t))dt <∞. We consider two cases. (i)
ξ0 < ξ¯: In this case, x¯(t) ↑ ξ¯ > ξˆ as t → ∞. Define Tˆ := min{t ∈ R+ |
x¯(t) = ξˆ} and consider the control: u(t) = 1 if t ∈ [0, Tˆ ) and u(t) = αˆ
otherwise. Then the corresponding solution x(·) to the initial value problem
satisfies lim
t→Tˆ x(t) = ξˆ and x(t) = ξˆ for every t ∈ [Tˆ ,∞). Since U((1 −
u(t))f(x(t))) = U(cˆ) for every t ∈ [Tˆ ,∞), we have
∫∞
0 L(x(t), x˙(t))dt =∫ Tˆ
0 L(x(t), x˙(t))dt < ∞. (ii) ξ0 > ξ¯: In this case, x(t) ↓ 0 < ξˆ as t → ∞.
Define Tˆ := min{t ∈ R+ | x(t) = ξˆ} and consider the control: u(t) = 0
if t ∈ [0, Tˆ ) and u(t) = αˆ otherwise. Then the corresponding solution x(·)
satisfies the same properties as in (i). Thus, the value function has finite
values.
Suppose that p(·) is an adjoint variable satisfying the adjoint equation
for an optimal trajectory x0(·) ∈ A(0,ξ0) in Theorem 4.2. Then there ex-
ists u0(·) ∈ L
∞(R+) with u0(t) ∈ [0, 1] a.e. t ∈ R+ such that x0(·) is the
unique solution to x˙(t) = u0(t)f(x(t)) − δx(t) a.e. t ∈ R+ with x(0) = ξ0.
Since p(t) = −U ′((1−u0(t))f(x0(t))) ≤ −U
′(f(x¯(t))), at the limit we obtain
lim supt→∞ p(t) ≤ −U
′(f(ξ¯)) < 0. The violation of the transversality con-
dition at infinity in Theorem 4.2 stems from the failure of the integrability
conditions (H3) and (H7) for L and Γ.
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Example 5.2 (Halkin 1974). Consider the one-dimensional variational prob-
lem that corresponds exactly to the optimal control problem investigated in
Halkin (1974) (although our problem is minimization instead of maximiza-
tion):
max
x(·)∈W 1,1loc (R+)
∫ ∞
0
x˙(s)ds
s.t. x˙(t) ∈ (1 + ξ0 − x(t))[0, 1] a.e. t ∈ R+, x(0) = ξ0.
In the framework of our paper, this is the case where the integrand and the
velocity set are given respectively by L(x, y) := −y and Γ(x) := (1 + ξ0 −
x)[0, 1]. It is easy to verify that any admissible trajectory x(·) in A(0,ξ0)
is of the form x(t) = 1 + ξ0 − exp(−
∫ t
0 u(s)ds) for every t ∈ R+, where
u ∈ L1loc(R+) is such that
∫ t
0 u(s)ds → ∞ as t → ∞ and u(t) ∈ [0, 1] a.e.
t ∈ R+, and every admissible trajectory in A(0,ξ0) is optimal and V (0, ξ0) =
1. Furthermore, V (t, ξ) = 1 for every ξ ∈ R, and hence, the value function
V (t, ·) is of C1. Choose u(t) ≡ 1/2 and let x0(t) = 1+ ξ0− exp(−t/2). Since
x˙0(t) = (1+ξ0−x0(t))/2, the optimal trajectory x0(·) satisfies the interiority
conditions (H8) and (H9). Also, the convexity hypotheses (H10) and (H11),
and the differentiability (H12) are met. This example, however, possesses
a pathological feature. (i) ∇xV (t, x0(t)) = 0 and −∇yL(x0(t), x˙0(t)) =
1 for every t ∈ R+, and hence, the two derivatives do not coincide; (ii)
NΓ(x0(t))(x˙0(t)) = {0} for every t ∈ R+. This means that there is no adjoint
variable satisfying the conditions of Theorems 4.1 and 4.2. In this example,
such a pathology is due to the failure of the integrability conditions (H3)
and (H7) for L and Γ. As demonstrated in Pickenhain (2010) and Tauchnitz
(2015), if a discount rate is introduced in Halkin’s example with a weighted
Sobolev space, the transversality condition at infinity is recovered naturally.
The above two examples illustrate the significance of discount rates for
the transversality conditions at infinity to be valid, but the problem is more
subtle than one might expect because as the next example shows, the pres-
ence of discount rates does not necessarily remove the difficulty.
Example 5.3 (Aseev and Kryazhimskiy 2004). Consider the discounted
variational problem:
min
x(·)∈W 1,1loc (R+)
∫ ∞
0
e−t log x(t)dt
s.t. x˙(t) ∈ −x(t) + [0, 1] a.e. t ∈ R+, x(0) = ξ0.
Here, we impose ξ0 > 0. Then any admissible trajectory x(·) in A(0,ξ0) is of
the form x(t) = e−t(
∫ t
0 e
su(s)ds + ξ0) with u(·) ∈ L
∞(R+) such that u(t) ∈
[0, 1] a.e. t ∈ R+. The minimum is attained for u ≡ 0 and x0(t) = e
−tξ0
22
is a unique optimal trajectory. We then have V (0, ξ0) = −1 + log ξ0 and
V (t, ξ) = e−t(−1 + log ξ) for ξ > 0. To transform the problem into our
framework, we define the integrand and the velocity set by
L(t, x, y) :=
{
e−t log x if x > 0,
−∞ otherwise
and Γ(x) := −x+[0, 1]. This example possesses some prominent features. (i)
∇xV (t, x0(t)) = 1/ξ0 and −∇yL(t, x0(t), x˙0(t)) = 0 for every t ∈ R+, and
hence, the two derivatives do not coincide; (ii) x˙0(t) = −x0(t) lies in the
boundary of the velocity set Γ(x0(t)) with NΓ(x0(t))(x˙0(t)) = −R+ for every
t ∈ R+. This means that although observation (i) leads to the violation of
the transversality condition at infinity in Theorem 4.1, observation (ii) is
still consistent with Theorem 3.2. Such a pathology stems from the failure
of the interiority condition (H8). Note also that the integrand L(t, ·, y) is
locally Lipschitz on (0,∞), but it is not locally Lipschitz near the origin,
and hence, (H3) and (H7) fail as well.
5.2 Nonconvex Economic Models
Example 5.4 (spatial Ramsey growth model). We examine again Example
3.1. Denote by ca(I) the space of signed Borel measures on I. Since each
x ∈ C2(I) is represented by
x(θ) = x(0) + x′(0)θ +
∫ θ
0
∫ σ
0
x′′(τ)dτdσ for every θ ∈ I
with x(0), x′(0) ∈ R+ and x
′′ ∈ C(I), the Banach space C2(I) is identified
with the direct sum R⊕R⊕C(I). Hence, C2(I)∗ = R⊕R⊕ ca(I) and each
x∗ ∈ C2(I)∗ has the form
〈x∗, x〉 = α0x(0) + α1x
′(0) +
∫
I
x′′(θ)dν for every x ∈ C2(I)
for some constants α0, α1 ∈ R and a signed Borel measure ν ∈ ca(I); see
(Dunford and Schwartz, 1958, Exercise IV.13.36).
Let x0(·) ∈ A(0,ξ0) be an optimal trajectory for (P0) and set
c0(t, θ) = f(x0(t, θ), θ)− δx0(t, θ)− x˙0(t, θ)−
∂2x0(t, θ)
∂θ2
, (t, θ) ∈ R+ × I
to be an optimal consumption trajectory. Assume that U(·, θ) and f(·, θ)
are C1 for every θ ∈ I with the continuous partial derivatives ∂U(a, ·)/∂a,
∂f(a, ·)/∂a ∈ C(I). A direct calculation shows that for every v ∈ C2(I) we
have
〈∇xL(t, x0(t), x˙0(t)), v〉 = a0(t)v(0) + a1(t)v
′(0) +
∫
I
v′′(θ)dν(t)
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with
a0(t) = −e
−rt
∫
I
(
∂f(x0(t, θ), θ)
∂a
− δ
)
∂U(c0(t, θ), θ)
∂a
dθ,
a1(t) = −e
−rt
∫
I
(
∂f(x0(t, θ), θ)
∂a
− δ
)
∂U(c0(t, θ), θ)
∂a
θdθ,
dν(t) = −e−rt
∫ θ
0
∫ σ
0
(
∂f(x0(t, τ), τ)
∂a
− δ − 1
)
∂U(c0(t, τ), τ)
∂a
dτdσdθ.
Hence, ∇xL(t, x0(t), x˙0(t)) = a0(t)⊕a1(t)⊕ ν(t) ∈ R⊕R⊕ ca(I). Similarly,
we have
〈∇yL(t, x0(t), x˙0(t)), v〉 = b0(t)v(0) + b1(t)v
′(0) +
∫
I
v′′(θ)dµ(t)
with
b0(t) = e
−rt
∫
I
∂U(c0(t, θ), θ)
∂a
dθ, b1(t) = e
−rt
∫
I
∂U(c0(t, θ), θ)
∂a
θdθ,
dµ(t) = e−rt
∫ θ
0
∫ σ
0
∂U(c0(t, τ), τ)
∂a
dτdσdθ.
Hence, ∇yL(t, x0(t), x˙0(t)) = b0(t)⊕ b1(t)⊕ µ(t) ∈ R⊕ R⊕ ca(I). If ξ0 is a
point such that ∂−x V (0, ξ0) is nonempty (see Remark 4.1), then by Theorem
4.1, there exists a locally absolutely continuous function p : R+ → C
2(I)∗
such that (i) −p(t) ∈ ∂−x V (t, x0(t)) for every t ∈ R+; (ii) p(t) ∈ b0(t) ⊕
b1(t) ⊕ µ(t) + NΓ(x0(t))(x˙0(t)) a.e. t ∈ R+; (iii) p˙(t) = a0(t) ⊕ a1(t) ⊕ ν(t)
a.e. t ∈ R+; (iv) limt→∞ p(t) = 0. In particular, if NΓ(x0(t))(x˙0(t)) = {0}
and (H12) is satisfied, then −p(t) = ∇xV (t, x0(t)) = −(b0(t)⊕ b1(t)⊕ µ(t))
by Theorem 3.2. Conversely, suppose that x0(·) satisfies conditions (i), (ii),
and (iii) of Theorem 4.1 for some locally absolutely continuous function
p : R+ → C
2(I)∗. If U and f are concave, then (H10), (H11), and (H12)
are met, and hence, x0(·) is an optimal trajectory by Theorem 4.2 whenever
(H9) is satisfied.
Assume that NΓ(x0(t))(x˙0(t)) = {0}. Define the new adjoint variable
q(t, θ) := −e−rt∂U(c0(t, θ), θ)/∂a. We then have q(t, 0) = q(t, 1) for every
t ∈ R+. It follows from b˙0(t) = a0(t) that
e−rt
∫
I
q˙(t, θ)dθ =
∫
I
(
r + δ −
∂f(x0(t, θ), θ)
∂a
)
q(t, θ)dθ. (5.1)
It follows from b˙1(t) = a1(t) that
e−rt
∫
I
q˙(t, θ)θdθ =
∫
I
(
r + δ −
∂f(x0(t, θ), θ)
∂a
)
q(t, θ)θdθ. (5.2)
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Taking into account of the duality C(I)∗ = ca(I) and the definition of the
weak∗ derivative of µ : R+ → ca(I), the equality µ˙(t) = ν(t) in ca(I) means
that
d
dt
∫
I
v(θ)dµ(t) =
∫
I
v(θ)dν(t) for every v ∈ C(I).
Henceforth, we obtain
e−rt
∫ θ
0
∫ σ
0
q˙(t, τ)dτdσ =
∫ θ
0
∫ σ
0
(
1 + r + δ −
∂f(x0(t, τ), τ)
∂a
)
q(t, θ)dτdσ
(5.3)
for every θ ∈ I. The transversality condition at infinity has the following
form
lim
t→∞
∫
I
q(t, θ)dθ = 0, lim
t→∞
∫
I
q(t, θ)θdθ = 0,
lim
t→∞
sup
A⊂I
A∈L
∫
A
∫ θ
0
∫ σ
0
q(t, τ)dτdσdθ = 0.
(5.4)
The necessary conditions for optimality (5.1)–(5.4) are rather different from
the ones obtained in Boucekkine et al. (2009) in that their adjoint equation
involves the term ∂2q(t, θ)/∂θ2 in the parabolic PDE, but the discount rate
r does not appear in it. In the adjoint equation (5.1), the stationary points
are simply characterized by the condition ∂f(x(θ), θ)/∂a = r + δ for every
θ ∈ I, which might mitigate the analysis of the dynamical system.
Example 5.5. Let us introduce a discount rate r > 0 in Example 5.1 and
consider the discounted Ramsey growth problem:
max
x(·)∈W 1,1loc (R+)
∫ ∞
0
e−rtU(f(x(t)− δx(t) − x˙(t))dt
s.t. x˙(t) ∈ [0, f(x(t))] − δx(t) a.e. t ∈ R+, x(0) = ξ0.
The following assumptions are made.
(a) U : R+ → R is C
1, nondecreasing, and Lipschitz of rank α ≥ 0.
(b) f : R+ → R+ is C
1, nondecreasing, and Lipschitz of rank β ≥ 0 with
f(0) = 0.
(c) r > β + δ.
Define L : R+ × R× R→ R by
L(t, x, y) :=
{
−e−rtU(f(x)− δx− y) if x ≥ 0 and f(x)− δx− y ≥ 0,
−e−rtU(0) otherwise.
Let Γ : R ։ R be defined as in Example 5.1. Then (H1)–(H7), (H
′
2), and
(H′5) are satisfied with l1(t) = (αβ + δ)e
−rt, l2(t) = αe
−rt, γ0(t) = 0, and
γ1(t) = β + δ.
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Figure 5.1: Graph of Γ
Let x0(·) ∈ A(0,ξ0) be an optimal trajectory satisfying (H8). Note that
(H8) does not rule out the situation when x˙0(s) lies in the boundary of
Γ(x0(s)), but x˙0(s) > δx0(s); see Figure 5.1. Set c0(t) = f(x0(t))− δx0(t)−
x˙0(t) a.e. t ∈ R+ to be an optimal consumption trajectory. If ξ0 is a point
such that ∂−x V (0, ξ0) is nonempty (see Remark 4.1), then by Theorem 4.1,
there exists a locally absolutely continuous function p : R+ → R such that
(i) −p(t) ∈ ∂−x V (t, x0(t)) for every t ∈ R+; (ii) p(t) ∈ −e
−rtU ′(c0(t)) +
NΓ(x0(t))(x˙0(t)) a.e. t ∈ R+; (iii) p˙(t) = −(f
′(x0(t)) − δ)e
−rtU ′(c0(t)) a.e.
t ∈ R+; (iv) limt→∞ p(t) = 0. In particular, if (H9) is satisfied, or equiva-
lently 0 < c0(t) < f(x0(t)), then −p(t) = ∇xV (t, x0(t)) = e
−rtU ′(c0(t)) by
Theorem 3.2. Conversely, suppose that x0(·) satisfies conditions (i), (ii), and
(iii) of Theorem 4.1. If U and f are concave, then (H10), (H11), and (H12)
are met, and hence, x0(·) is an optimal trajectory by Theorem 4.2 whenever
(H9) is satisfied.
Let (U ′)−1 : R ։ R+ be the mapping defined by (U
′)−1(v) := {y ∈
R+ | U
′(y) = v}. Define the new adjoint variable by q(t) := −ertp(t).
We then have limt→∞ e
−rtq(t) = 0. If 0 < c0(t) < f(x0(t)) a.e. t ∈ R+,
then by condition (i), we have c0(t) ∈ (U
′)−1(q(t)). Hence, condition (ii)
yields q˙(t) = (f ′(x0(t))−r−δ)q(t) a.e. t ∈ R+. Moreover, x˙0(t) ∈ f(x0(t))−
δx0(t)−(U
′)−1(q(t)) a.e. t ∈ R+. Therefore, any stationary point (x¯, q¯) ∈ R
2
+
of the dynamical system is determined by the relations: f ′(x¯) = r+δ and q¯ =
U ′(f(x¯)− δx¯). For the detailed investigation of the complex dynamics with
multiple stationary points when the production function f is nonconcave,
see Askenazy and Le Van (1999); Beyn et al. (2001); Skiba (1978); Wagener
(2003).
Example 5.6. Consider the problem of optimal investment policies of a
firm. Let R : R+ → R+ be a revenue function and C : R+ → R+ be a cost
function. The firm bears revenue R(x(t)) using the current capital stock x(t)
governed by the ordinary differential equation x˙(t) = u(t)−δx(t) a.e. t ∈ R+
with x(0) = ξ0 > 0, where u(t) ≥ 0 is the current gross investment, for which
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the firm incurs cost C(u(t)). The objective of the firm is to maximize the
sum of a discounted net cash flow:
max
x(·)∈W 1,1loc (R+)
∫ ∞
0
e−rt [R(x(t))− C(u(t))] dt
s.t. x˙(t) = u(t)− δx(t) a.e. t ∈ R+, u(t) ≥ 0, x(0) = ξ0.
The problem can be equivalently written as:
max
x(·)∈W 1,1loc (R+)
∫ ∞
0
e−rt [R(x(t))− C(δx(t) + x˙(t))] dt
s.t. x˙(t) ∈ −δx(t) + R+ a.e. t ∈ R+, x(0) = ξ0.
The following assumptions are made.
(a) R is nondecreasing and Lipschitz of rank α ≥ 0 with R(0) = 0.
(b) C is C1, nondecreasing, and Lipschitz of rank β ≥ 0 with C(0) = 0.
(c) r > δ.
Define L : R+ × R× R→ R by
L(t, x, y) :=

−e−rt(R(x)− C(δx+ y)) if x ≥ 0 and δx+ y ≥ 0,
−e−rtR(x) if x ≥ 0 and δx+ y < 0,
0 otherwise.
Let Γ : R+ ։ R be defined by
Γ(x) :=
{
−δx+ R+ if x ≥ 0,
0 otherwise.
Then (H1)–(H7), (H
′
2), and (H
′
5) are satisfied with l1(t) = (α + βδ)e
−rt,
l2(t) = βe
−rt, γ0(t) = 0, and γ1(t) = δ.
Let x0(·) ∈ A(0,ξ0) be an optimal trajectory satisfying (H8). Note that
(H8) automatically rules out the situation when x˙0(s) lies in the boundary
of Γ(x0(s)). This means that x˙0(t) > δx0(t) a.e. t ∈ R+, and hence, (H12).
Then by Theorem 4.1, there exists a locally absolutely continuous function
p : R+ → R such that (i) −p(t) = ∇xV (t, x0(t)) = −e
−rtC ′(δx0(t) + x˙0(t))
a.e. t ∈ R+; (ii) p˙(t) ∈ −e
−rt(∂−R(x0(t))− δC
′(δx0(t) + x˙0(t))) a.e. t ∈ R+;
(iii) limt→∞ p(t) = 0. Conversely, suppose that x0(·) satisfies the above con-
ditions (i), (ii), and (iii). If R is concave and C is convex, then (H10), (H11),
and (H12) are met, and hence, x0(·) is an optimal trajectory by Theorem
4.2 whenever (H8) is satisfied.
Define the new adjoint variable as in Example 5.5 by q(t) := −e−rtp(t).
Then by condition (i), we have x˙0(t) ∈ −δx0(t) + (C
′)−1(q(t)) a.e. t ∈ R+,
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where (C ′)−1 : R ։ R+ is the mapping defined by (C
′)−1(v) := {y ∈
R+ | C
′(y) = v}. Condition (ii) yields q˙(t) ∈ (r + δ)C ′(δx0(t) + x˙0(t)) −
∂−R(x0(t)) a.e. t ∈ R+. Therefore, any stationary point (x¯, q¯) ∈ R
2
+ of
the dynamical system is determined by the relations: C ′(δx¯) = q¯ and (r +
δ)C ′(δx¯) ∈ ∂−R(x¯). For the detailed investigation of the complex dynamics
with multiple stationary points, see Davidson and Harris (1981) for the case
where R is smooth and nonconcave, and C is smooth and nonconvex, and
see Hartl and Kort (2003) for the case where R is nonsmooth and concave,
and C is smooth and convex.
A Appendix I
A.1 Representation of the Normal Cone of the State Con-
straint
Proof of Theorem 2.1. Since TC(x¯) ⊂ KC(x¯), if v ∈ TC(x¯), then there exists
a sequence {θn}n∈N of positive real numbers with θn ↓ 0 and a sequence
{vn}n∈N in E with vn → v such that x¯ + θnvn ∈ C for each n ∈ N. Thus,
ϕi(x¯ + θnvn) ≤ 0 for each i ∈ I(x¯). Since ϕi is strictly differentiable (and
hence Gateaux differentiable) at x¯, we have
〈∇ϕi(x¯), v〉 = lim
n→∞
ϕi(x¯+ θnv)− ϕi(x¯)
θn
≤ lim
n→∞
(
ϕi(x¯+ θnvn)
θn
+ αi‖vn − v‖
)
≤ 0
for each i ∈ I(x¯), where αi is a Lipschitz modulus of ϕi. Hence, TC(x¯) ⊂
{v ∈ E | 〈∇ϕi(x¯), v〉 ≤ 0 ∀i ∈ I(x¯)}. Since 0 6∈ co {∇ϕi(x¯) | i ∈ I(x¯)}, by
the separation theorem, there exists v¯ ∈ E such that supi∈I(x¯)〈∇ϕi(x¯), v¯〉 =:
−ε < 0. Let {xn}n∈N be a sequence in C with xn → x¯ and {θn}n∈N be a
sequence of positive real numbers with θn ↓ 0. Then ϕi(xn) ≤ 0 and
lim sup
n→∞
ϕi(xn + θnv¯)
θn
≤ lim sup
n→∞
ϕi(xn + θnv¯)− ϕi(xn)
θn
= 〈∇ϕi(x¯), v¯〉 < 0.
Thus, for every n sufficiently large, we have ϕi(xn + θnv¯) < 0 for each
i ∈ I(x¯). Consequently, xn + θnv¯ ∈ C for every n sufficiently large, and
hence, v¯ ∈ TC(x¯). Let v ∈ E be such that 〈∇ϕi(x¯), v〉 ≤ 0 for each i ∈ I(x¯).
For α ∈ (0, 1) define vα := αv¯ + (1 − α)v. Then 〈∇ϕi(x¯), vα〉 < 0 for each
i ∈ I(x¯). Similar to the case for v¯, we have vα ∈ TC(x¯). Since vα → v as
α → 0+, taking the limit yields v ∈ TC(x¯). Therefore, TC(x¯) = {v ∈ E |
〈∇ϕi(x¯), v〉 ≤ 0 ∀i ∈ I(x¯)}.
Set A =
∑
i∈I(x¯)R+∇ϕi(x¯). Clearly, 〈x
∗, v〉 ≤ 0 for every x∗ ∈ A and
v ∈ TC(x¯), and hence, A ⊂ NC(x¯). We claim that A = NC(x¯). Toward
this end, we first show that A is weakly∗ closed. Let {x∗ν} be a net in A
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converging weakly∗ to x∗ with x∗ν =
∑
i∈I(x¯) λ
ν
i∇ϕi(x¯) for each ν. Then
〈x∗ν , v¯〉 → 〈x
∗, v¯〉. Since
∑
i∈I(x¯) λ
ν
i 〈∇ϕi(x¯), v¯〉 ≤ −ε
∑
i∈I(x¯) λ
ν
i ≤ 0 for each
i ∈ I(x¯), the net {(λνi1 , . . . , λ
ν
ik
)} is bounded in Rk+, where I(x¯) = {i1, . . . ik}
with k ≤ m. Thus it has a subnet converging to some (λi1 , . . . , λik) in R
k
+.
Hence, x∗ν converges weakly
∗ to x∗ =
∑
i∈I(x¯) λi∇ϕi(x¯) ∈ A. Assume for a
moment that there exists p ∈ NC(x¯) such that p 6∈ A. By the separation
theorem, there exists y ∈ E such that 0 ≤ supy∗∈A〈y
∗, y〉 < 〈p, y〉. Since A
is a cone, we must have supy∗∈A〈y
∗, y〉 = 0 implying that 〈∇ϕi(x¯), y〉 ≤ 0
for each i ∈ I(x¯). Therefore, y ∈ TC(x¯) and 〈p, y〉 ≤ 0. The obtained
contradiction yields A = NC(x¯).
A.2 Gateaux Subdifferentiability of Lower Semicontinuous
Functions
The proof presented here is inspired by Borwein and Zhu (2005, Theorem
3.1.4) stating that a lower semicontinuous function on a Banach space with
an equivalent Fre´chet differentiable norm is Fre´chet subdifferentiable on a
dense subset of its effective domain.
Proof of Theorem 2.2. Let x¯ ∈ domϕ and ε > 0 be arbitrary. We show
that ϕ is Gateaux subdifferentiable at some point in y ∈ x¯+ εB. Since ϕ is
lower semicontinuous at x¯, there exists δ ∈ (0, ε) such that ϕ(x) > ϕ(x¯)− 1
for every x ∈ x¯+ δB. Define the function ϕ˜ := ϕ + χx¯+δB , where χx¯+δB is
the characteristic function of x¯+ δB, i.e., χx¯+δB(x) = 0 if x ∈ x¯+ δB and
χx¯+εB(x) = +∞ otherwise. Then ϕ˜ is lower semicontinuous and ϕ˜(x¯) =
ϕ(x¯) ≤ infx∈x¯+δB ϕ(x) + 1 = infx∈E ϕ˜(x) + 1. Applying the Borwein–Preiss
variational principle (see Borwein and Zhu 2005, Theorem 2.5.3), using the
asserted Gateaux differentiable renorm with η ∈ (0, δ), we conclude that
there exist y ∈ x¯+ ηB ⊂ x¯+ δB and a function ψ : E → R of the form
ψ(x) =
∑
n∈N
rn‖x− xn‖
2
η2
,
where {xn}n∈N is a sequence in E converging to y and {rn}n∈N is a sequence
of positive real numbers with
∑
n∈N rn = 1 such that ϕ˜+ ψ attains a mini-
mum at y. Since y is an interior point of x¯+δB, the function ϕ+ψ attains a
local minimum at y. It follows from the Gateaux differentiability of ψ that
0 ≤ lim inf
u→v
θ↓0
(ϕ+ ψ)(y + θu)− (ϕ+ ψ)(y)
θ
= lim inf
u→v
θ↓0
ϕ(y + θu)− ϕ(y)
θ
+ lim
u→v
θ↓0
ψ(y + θu)− ψ(y)
θ
= ϕ−(y; v) + lim
u→v
θ↓0
(
ψ(y + θu)− ψ(y + θv)
θ
+
ψ(y + θv)− ψ(y)
θ
)
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= ϕ−(y; v) + 〈∇ψ(y), v〉
for every v ∈ E, where the last line employs the inequality
|ψ(y + θu)− ψ(y + θv)|
≤
(
θ
∑
n∈N
rn
(‖y + θu− xn‖+ ‖y + θv − xn‖)
η2
)
‖u− v‖
resulting from the definition of ψ. Hence, −∇ψ(y) ∈ ∂−ϕ(y), where∇ψ(y) ∈
E∗ is the Gateaux derivative of ψ at y.
A.3 Gelfand Integrals of Multifunctions
Let I be a compact subset of the real line R with the Lebesgue measure and
the Lebesgue σ-algebra L. Denote by Borel(E∗,w∗) the Borel σ-algebra of
the dual space E∗ generated by the weak∗ topology. A function f : I → E∗
is said to be weakly∗ scalarly measurable if the scalar function 〈f(·), x〉 is
measurable for every x ∈ E. If E is a separable Banach space, then E∗
is a locally convex Suslin space under the weak∗ topology. In this case,
a function f : I → E∗ is weakly∗ scalarly measurable if and only if it is
measurable with respect to Borel(E∗,w∗); see Castaing and Valadier (1977,
Theorem III.36). A weakly∗ scalarly measurable function f is said to be
weakly∗ scalarly integrable if 〈f(·), x〉 is integrable for every x ∈ E. Further,
a weakly∗ scalarly measurable function f is said to be Gelfand integrable
(or weakly∗ integrable) over a given set A ∈ L if there exists x∗A ∈ E
∗ such
that 〈x∗A, x〉 =
∫
A
〈f(t), x〉dt for every x ∈ E. The element x∗A is called the
Gelfand (or weak∗) integral of f over A and is denoted by
∫
A
fdt. Note
that every weakly∗ scalarly integrable function is Gelfand integrable over I
as shown in Aliprantis and Border (2006, Theorem 11.52).
A set-valued mapping from I to the family of subsets of E∗ is called a
multifunction. A multifunction Φ : I ։ E∗ is said to be upper measurable if
the set {t ∈ I | Φ(t) ⊂ U} belongs to L for every weakly∗ open subset U of
E∗; Φ is said to be graph measurable if the set gphΦ := {(t, x∗) ∈ I × E∗ |
x∗ ∈ Φ(t)} belongs to L ⊗ Borel(E∗,w∗). A function f : I → E∗ is called a
selector of Φ if f(t) ∈ Φ(t) a.e. t ∈ I. If E is separable, then E∗ is a Suslin
space with respect to weak∗ topology, and hence, a nonempty-valued multi-
function Φ : I ։ E∗ with measurable graph in L ⊗ Borel(E∗,w∗) admits a
Borel(E∗,w∗)-measurable (or equivalently, weakly∗ scalarly measurable) se-
lector; see Castaing and Valadier (1977, Theorem III.22). A multifunction Φ
is weakly∗ scalarly measurable if the scalar function s(x,Φ(·)) : I → R∪{+∞}
is measurable for every x ∈ E. If E is separable and Φ has nonempty, weakly∗
compact, convex values, then Φ is weakly∗ scalarly measurable if and only if
it is upper measurable (see Aliprantis and Border 2006, Theorem 18.31), and
in this case, Φ admits a Borel(E∗,w∗)-measurable (or equivalently, weakly∗
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scalarly measurable) selector; see Aliprantis and Border (2006, Theorem
18.33) or Cascales et al. (2011, Corollary 3.1).
A multifunction Φ : I ։ E∗ with nonempty values is integrably bounded
if there exists an integrable function γ : I → R such that supx∗∈Φ(t) ‖x
∗‖ ≤
γ(t) for every t ∈ I. If Φ is integrably bounded with measurable graph, then
it admits a Gelfand integrable selector whenever E is separable. Denote
by S1Φ the set of Gelfand integrable selectors of Φ. The Gelfand integral
of Φ is conventionally defined as
∫
Φdt := {
∫
fdt | f ∈ S1Φ}. If Φ is an
integrably bounded, weakly∗ closed, convex-valued multifunction with mea-
surable graph, then
∫
Φdt is nonempty, weakly∗ compact, and convex with
s(x,
∫
Φdt) =
∫
s(x,Φ(t))dt for every x ∈ E whenever E is separable; see
Cascales et al. (2011, Proposition 2.3 and Theorem 4.5).
A.4 Gelfand Integrals of Clarke and Gateaux Subdifferential
Mappings
An L⊗Borel(E, ‖ · ‖)-measurable function L : I ×E → R∪ {+∞} is called
a normal integrand if L(t, ·) is lower semicontinuous on E for every t ∈ I.
For a given measurable function x : I → E, let L : I ×E → R be a function
such that (i) L(·, x) is measurable for every x ∈ E; (ii) there exist ε > 0 and
an integrable function k : I → R such that |L(t, x) − L(t, y)| ≤ k(t)‖x − y‖
for every x, y ∈ x(t) + εB and t ∈ I. Given t ∈ I, denote by L◦x(t, x(t); v)
(resp. L−x (t, x(t); v)) the Clarke (resp. lower) directional derivative of L(t, ·)
at x(t) in the direction v ∈ E. Similarly, by ∂◦xL(t, x(t)) (resp. ∂
−
x L(t, x(t)))
we denote the Clarke (resp. Gateaux) subdifferential of L(t, ·) at x(t). The
Clarke (resp. Gateaux) subdifferential mapping t 7→ ∂◦xL(t, x(t)) (resp. t 7→
∂−x L(t, x(t))) naturally yields an integrably bounded multifunction from I
to E∗ with weakly∗ compact, convex values.
In view of the fact that L◦x(t, x(t); v) = s(v, ∂
◦
xL(t, x(t))) for every t ∈ I
and v ∈ E, the Clarke subdifferential mapping ∂◦xL(·, x(·)) : I ։ E
∗ is
weakly∗ scalarly measurable if and only if the Clarke directional derivative
function L◦x(·, x(·); v) : I → R is measurable for every v ∈ E. This surely
holds when E is separable (see Clarke 1983, Lemma, p. 78 and the proof
of Theorem 2.7.8), and hence, in this case, ∂◦xL(·, x(·)) admits a Gelfand
integrable selector.
We summarize the above result on the Gelfand integrability of the Clarke
subdifferential mapping together with the results in Subsection A.3 as fol-
lows.
Proposition A.1 (Cascales et al. 2011; Clarke 1983). Let E be a separable
Banach space and I be a compact subset of R. If, for a given measurable
function x : I → E, the function L : I × E → R satisfies the following
conditions:
(i) L(·, x) is measurable for every x ∈ E;
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(ii) There exist ε > 0 and an integrable function k : I → R such that
|L(t, x)− L(t, y)| ≤ k(t)‖x− y‖ for every x, y ∈ x(t) + εB and t ∈ I;
then the Clarke subdifferential mapping ∂◦xL(·, x(·)) : I ։ E
∗ is Gelfand
integrable and its Gelfand integral
∫
∂◦xL(t, x(t))dt is weakly
∗ compact and
convex with
s
(
v,
∫
I
∂◦xL(t, x(t))dt
)
=
∫
I
s (v, ∂◦xL(t, x(t))) dt =
∫
I
L◦x(t, x(t); v)dt
for every v ∈ E.
A similar result holds for Gateaux subdifferential mappings, but the
proof is rather different from the one for Clarke subdifferential mappings
since it involves a geometric aspect using the contingent cone with its po-
larity.
Theorem A.1. Under the hypothesis of Proposition A.1, if L is a normal
integrand with ∂−x L(t, x(t)) 6= ∅ a.e. t ∈ I, then the Gateaux subdifferential
mapping ∂−x L(·, x(·)) : I ։ E
∗ is Gelfand integrable and its Gelfand integral∫
∂−x L(t, x(t))dt is weakly
∗ compact and convex with
s
(
v,
∫
I
∂−x L(t, x(t))dt
)
=
∫
I
s
(
v, ∂−x L(t, x(t))
)
dt
for every v ∈ E.
Recall that a multifunction Γ : I ։ E is said to be measurable if the set
{t ∈ I | Γ(t) ∩ U 6= ∅} belongs to L for every open subset U of E. Denote
by Γ0 : I ։ E∗ the polar mapping of Γ defined by Γ0(t) := Γ(t)0.
Lemma A.1. Let E be a separable Banach space. If Γ : I ։ E is a mea-
surable multifunction with nonempty closed values, then its polar mapping
Γ0 : I ։ E∗ has the graph in L ⊗ Borel(E∗,w∗) and Γ0 admits a weakly∗
scalarly measurable selector.
Proof. Let {gn}n∈N be a Castaing representation of Γ, that is, each gn : I →
E is a measurable selector of Γ such that cl{gn(t) | n ∈ N} = Γ(t) for every
t ∈ I. Since (t, x∗) 7→ 〈x∗, gn(t)〉 is L ⊗ Borel(E
∗,w∗)-measurable for each
n ∈ N (see Castaing and Valadier 1977, Theorem III.36) and s(x∗,Γ(t)) =
supn〈x
∗, gn(t)〉 for every x
∗ ∈ E∗ and t ∈ I, gph Γ0 is L ⊗ Borel(E∗,w∗)-
measurable in view of Γ0(t) = {x∗ ∈ E∗ | s(x∗,Γ(t)) ≤ 0}. Therefore, Γ0
admits a Borel(E∗,w∗)-measurable, and hence, weakly∗ scalarly measurable
selector.
Proof of Theorem A.1. Define the multifunction Γ : I ։ E × R by
Γ(t) := KepiL(t,·)(x(t), L(t, x(t))).
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Since L is a normal integrand, the epigraph mapping t 7→ epiL(t, ·) is a
nonempty, closed-valued multifunction with its graph in L⊗Borel(E×R, ‖ ·
‖); see Castaing and Valadier (1977, Lemma VII.1). It follows from Aubin
and Frankowska (1990, Theorem 8.5.1) that Γ is a measurable multifunction
with nonempty closed values. Then by Lemma A.1, the polar mapping
Γ0 : I ։ E∗ × R of Γ has the graph in L ⊗ Borel(E∗ × R,w∗). Define the
multifunction Φ : I ։ E∗ × R by
Φ(t) : = Γ0(t) ∩ (E∗ × {−1})
=
{
(x∗,−r) ∈ KepiL(t,·)(x(t), L(t, x(t)))
0 | r = 1
}
.
Then Φ(t) 6= ∅ a.e. t ∈ I and gphΦ belongs to L ⊗ Borel(E∗ × R,w∗).
Therefore, Φ admits a weakly∗ scalarly measurable selector, and hence,
there exists a weakly∗ scalarly measurable function f : I → E∗ such that
(f(t),−1) ∈ Φ(t) a.e. t ∈ I. Since f(t) ∈ ∂−x L(t, x(t)) and the Gateaux
subdifferential mapping ∂−x L(·, x(·)) is integrably bounded, f is Gelfand in-
tegrable. Under the assumptions of the theorem, ∂−x L(t, x(t)) is nonempty,
weakly∗ compact, and convex a.e. t ∈ I. Therefore, the Gelfand integral of
∂−x L(·, x(·)) is well-defined, weakly
∗ compact and convex, and the desired
equality holds as noted in Subsection A.3.
Remark A.1. Note that unlike Clarke directional derivatives, the lack of
convexity of the function v 7→ L−x (t, x(t); v) leads to the failure of the equality
L−x (t, x(t); v) = s(v, ∂
−
x L(t, x(t))) even if ∂
−
x L(t, x(t)) is nonempty. This is
a disadvantage of the use of Gateaux subdifferentials because ∂−x L(t, x(t))
may be empty even if L(t, ·) is Lipschitz on x(t) + εB. On the other hand,
if L(t, ·) is Gateaux differentiable at x(t), then its Gateaux subdifferential is
the singleton {∇xL(t, x(t))} while the Clarke subdifferential may be much
bigger. See also Remark 4.2 for a further discussion.
B Appendix II
B.1 Lipschitz Continuity of the Value Function
The following result is a special case of Frankowska (1990, Theorem 1.2),
which is an infinite-dimensional analogue of the celebrated Filippov theorem;
see Filippov (1967).
Lemma B.1 (Frankowska 1990). Let E be a separable Banach space and
[t0, t1] be any closed interval in R+. If (H4), (H5), and (H6) hold, and y(·) ∈
W 1,1([t0, t1], E) is such that t 7→ dΓ(t,y(t))(y˙(t)) is integrable with y(t0) = ξ ∈
E, then for every ξ′ ∈ E and ε > 0 there exists x(·) ∈ W 1,1([t0, t1], E) such
that:
(i) x˙(t) ∈ Γ(t, x(t)) a.e. t ∈ [t0, t1] with x(t0) = ξ
′;
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(ii) ‖x(t)− y(t)‖ ≤ exp
(∫ t
t0
γ1(s)ds
)
×
(
‖ξ − ξ′‖+
∫ t
t0
dΓ(s,y(s))(y˙(s))ds + ε(t− t0)
)
for every t ∈ [t0, t1];
(iii) ‖x˙(t)− y˙(t)‖ ≤ exp
(∫ t
t0
γ1(s)ds
)
γ1(t)(‖ξ − ξ
′‖+ ε(t− t0))
+ dΓ(t,y(t))(y˙(t)) + ε
a.e. t ∈ [t0, t1].
Proof of Theorem 3.1. Take any (t, ξ) ∈ R+ × E. Since every admissible
trajectory x(·) ∈ A(t,ξ) satisfies the inequality ‖x˙(s)‖ ≤ γ0(s) + γ1(s)‖x(s)‖
a.e. s ∈ [t,∞) by (H6), the Gronwall’s inequality yields
‖x(s)‖ ≤ exp
(∫ s
0
γ1(τ)dτ
)(
‖ξ‖+
∫ s
0
γ0(τ)dτ
)
=: γ‖ξ‖(s) <∞
for every s ∈ [t,∞). It follows from (H3) and (H7) that
|L(s, x(s), x˙(s))| ≤ l0(s)+ l1(s)γ‖ξ‖(s)+ l2(s)(γ0(s)+γ1(s)γ‖ξ‖(s)) := k‖ξ‖(s)
and k‖ξ‖(·) is integrable over [t,∞). Therefore, V is bounded. Furthermore,
it follows from |
∫∞
t
L(s, x(s), x˙(s))ds| ≤
∫∞
t
k‖ξ‖(s)ds that for every ε > 0
there exists t0 ∈ R+ such that |
∫∞
T
L(s, x(s), x˙(s))ds| < ε for every T > t0
and x(·) ∈ A(t,ξ). This implies that supx(·)∈A(t,ξ) |V (T, x(T ))| → 0 as T →∞
for every (t, ξ) ∈ R+ × E.
Next, we demonstrate the Lipschitz continuity of V (t, ·). Let ξ, ξ′ ∈ E
be arbitrary. Take any ε > 0 and T ∈ [t,∞). Then by (H1), there exists
x(·) ∈ A(t,ξ) such that
∫ T
t
L(s, x(s), x˙(s))ds + V (T, x(T )) < V (t, ξ) + ε. It
follows from Lemma B.1 that there exists xT (·) ∈W 1,1([t, T ], E) such that:
(i) x˙T (s) ∈ Γ(s, xT (s)) a.e. s ∈ [t, T ] with xT (t) = ξ′;
(ii) ‖xT (s) − x(s)‖ ≤ exp
(∫ s
t
γ1(τ)dτ
)
(‖ξ′ − ξ‖ + ε(s − t)) for every
s ∈ [t, T ];
(iii) ‖x˙T (s)− x˙(s)‖ ≤ exp
(∫ s
t
γ1(τ)dτ
)
γ1(s)(‖ξ
′ − ξ‖+ ε(s − t)) + ε a.e.
s ∈ [t, T ].
Take any xT (·) ∈ A(T,xT (T )) and define yT (·) ∈ A(t,ξ′) by yT (·) = x
T (·) on
[t, T ] and yT (·) = xT (·) on (T,∞). As observed in the above, we obtain
lim
T→∞
|V (T, xT (T ))| = lim
T→∞
|V (T, yT (T ))| ≤ lim
T→∞
sup
z(·)∈A(t,ξ′)
|V (T, z(T ))| = 0.
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Similarly, limT→∞ V (T, x(T )) = 0. By the Bellman principle of optimality,
we have
V (t, ξ′)− V (t, ξ) ≤
∫ T
t
L(s, xT (s), x˙T (s))ds+ V (T, xT (T ))
−
∫ T
t
L(s, x(s), x˙(s))ds − V (T, x(T )) + ε
≤
∫ T
t
[
l1(s)‖x
T (s)− x(s)‖+ l2(s)‖x˙
T (s)− x˙(s)‖
]
ds
+ V (T, xT (T ))− V (T, x(T )) + ε
≤ k1(t)(‖ξ
′ − ξ‖+ ε(T − t)) + k2(t)(‖ξ
′ − ξ‖+ ε(T − t))
+ ε
∫ T
t
l2(s)ds + V (T, x
T (T ))− V (T, x(T )) + ε,
where we set in the last inequality k1(t) :=
∫∞
t
exp(
∫ s
t
γ1(τ)dτ)l1(s)ds and
k2(t) :=
∫∞
t
exp(
∫ s
t
γ1(τ)dτ)l2(s)γ1(s)ds. Since ε is arbitrary, we obtain
V (t, ξ′)− V (t, ξ) ≤ k(t)‖ξ′ − ξ‖+ V (T, xT (T ))− V (T, x(T ))
for every T ∈ [t,∞) with k(t) := k1(t) + k2(t). Letting T → ∞ in this
inequality yields V (t, ξ′)−V (t, ξ) ≤ k(t)‖ξ′−ξ‖. Since the role of ξ and ξ′ is
interchangeable in the above argument, we have demonstrated that V (t, ·)
is Lipschitz of rank k(t) on E for every t ∈ R+ with k(t)→ 0 as t→∞.
Finally, we show the lower semicontinuity of V . Take any (t′, ξ′) ∈
R+ × E. If t
′ ∈ [t,∞) with t ∈ R+, then V (t, ξ) ≤
∫ t′
t
L(s, x(s), x˙(s))ds +
V (t′, x(t′)) for every x(·) ∈ A(t,ξ). We thus obtain
V (t, ξ)− V (t′, ξ′) ≤
∫ t′
t
L(s, x(s), x˙(s))ds + V (t′, x(t′))− V (t′, ξ′). (B.1)
Since V (t′, ·) is Lipschitz of rank k(t′) ≤ k(t), we obtain |V (t′, x(t′)) −
V (t′, ξ′)| ≤ k(t)‖x(t′) − ξ′‖ → 0 as t′ ↓ t and ξ′ → ξ. Taking the limit
inferior in the both sides of (B.1) yields
V (t, ξ) ≤ lim inf
t′↓t
ξ′→ξ
V (t′, ξ′).
Similarly, if t′ ∈ [0, t) with t > 0, then for every ε > 0 there exists y(·) ∈
A(t′, ξ′) such that
∫ t
t′
L(s, y(s), y˙(s))ds + V (t, y(t)) ≤ V (t′, ξ′) + ε. We thus
obtain
V (t′, ξ′)− V (t, ξ) ≥
∫ t
t′
L(s, y(s), y˙(s))ds+ V (t, y(t))− V (t, ξ)− ε. (B.2)
Since V (t, ·) is Lipschitz of rank k(t), we have
|V (t, y(t)) − V (t, ξ)| ≤ k(t)‖y(t) − ξ‖ = k(t)
(∥∥∥∥∫ t
t′
y˙(s)ds+ ξ′ − ξ
∥∥∥∥)
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≤ k(t)
(∫ t
t′
[γ0(s) + γ1(s)‖y(s)‖] ds+ ‖ξ
′ − ξ‖
)
≤ k(t)
(∫ t
t′
[
γ0(s) + γ1(s)γ‖ξ′‖(s)
]
ds+ ‖ξ′ − ξ‖
)
→ 0
and ∣∣∣∣∫ t
t′
L(s, y(s), y˙(s))ds
∣∣∣∣ ≤ ∫ t
t′
k‖ξ′‖(s)ds→ 0
as t′ ↑ t and ξ′ → ξ in view of the continuity of ξ′ 7→ k‖ξ′‖(s). Hence, taking
the limit inferior in (B.2) yields
lim inf
t′↑t
ξ′→ξ
V (t′, ξ′) ≥ V (t, ξ)− ε.
Since ε is arbitrary, we obtain
V (t, ξ) ≤ lim inf
t′→t
ξ′→ξ
V (t′, ξ′).
Therefore, V is lower semicontinuous at every point (t, ξ) ∈ R+ × E.
B.2 Subdifferentiability of the Value Function
Denote by o(h) > 0 the Landau symbol with limh↓0 h
−1o(h) = 0.
Lemma B.2. Suppose that (H4), (H
′
5), and (H6) hold. Let t ∈ R+ be a point
such that the strong derivative x˙0(t) exists and v ∈ Γ(t, x0(t)) be arbitrarily
fixed. Then for every h > 0 there exists xh(·) ∈W
1,1([t, t+h], E) such that:
(i) x˙h(s) ∈ Γ(s, xh(s)) a.e. s ∈ [t, t+ h] with xh(t+ h) = x0(t+ h);
(ii) ‖xh(t)− x0(t)− h(x˙0(t)− v)‖ = o(h);
(iii) ‖x˙h(·)− v‖L1([t,t+h]) = o(h).
Proof. Define the function by yh(s) := x0(t + h) − sv for s ∈ [0, h] and the
multifunction Γh : R× E ։ E by
Γh(s, x) :=
{
−Γ(t+ h− s, x) if s ∈ [0, h],
−Γ(t, x) if s ∈ (h,∞).
By (H6), we have Γh(s, yh(s)) ⊂ Γh(s, x0(t)) + γ1(t + h − s)(‖x0(t + h) −
x0(t)‖+ h‖v‖)B for every s ∈ [0, h], which yields the inequality
dΓh(s,yh(s))(y˙h(s)) ≤ dΓh(s,x0(t))(−v)+γ1(t+h−s)(‖x0(t+h)−x0(t)‖+h‖v‖).
Since the multifunction (s, h) 7→ Γh(s, x0(t)) is lower semicontinuous, the
distance function (s, h) 7→ dΓh(s,x0(t))(−v) is upper semicontinuous; see Aubin
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and Frankowska (1990, Corollary 1.4.17). Let ϕ(s, h) := dΓh(s,x0(t))(−v) and
ϕˆ(h) := sups∈[0,h] ϕ(s, h). Then for every ε > 0 and h ≥ 0 there exists
sh ∈ [0, h] such that ϕˆ(h) < ϕ(sh, h) + ε. Since sh → 0 as h ↓ 0 and
ϕ is upper semicontinuous at the origin with ϕ(0, 0) = dΓ(t,x0(t))(v) = 0,
taking the limit superior of the above inequality yields lim suph↓0 ϕˆ(h) ≤
lim suph↓0 ϕ(sh, h) + ε ≤ ε. Since ε is arbitrary, we have limh↓0 ϕˆ(h) = 0.
Consequently, it follows from the inequality ‖x0(t+h)−x0(t)‖ ≤ h‖x˙0(t)‖+
o(h) that
dΓh(s,yh(s))(y˙h(s)) ≤ ϕˆ(h) + γ1(t+ h− s)(h(‖x˙0(t)‖+ ‖v‖) + o(h)).
By Lemma B.1 applied with ε = h, there exists z(·) ∈ W 1,1([0, h], E)
such that z˙(s) ∈ Γh(s, z(s)) a.e. s ∈ [0, h] with z(0) = yh(0) = x0(t + h)
satisfying
‖z(s)− yh(s)‖
≤ exp
(∫ h
0
γ1(t+ h− τ)dτ
)(∫ h
0
dΓh(τ,yh(τ))(y˙h(τ))dτ + h
2
)
≤ exp
(∫ t+h
t
γ1(τ)dτ
)
×
(
hϕˆ(h) + (h(‖x˙0(t)‖+ ‖v‖) + o(h))
∫ t+h
t
γ1(τ)dτ + h
2
)
= o(h)
and
‖z˙(s)− y˙h(s)‖ ≤ h
2 exp
(∫ h
0
γ1(t+ h− τ)dτ
)
γ1(t+ h− s)
+ dΓh(s,yh(s))(y˙h(s)) + h
≤ h2 exp
(∫ t+h
t
γ1(τ)dτ
)
γ1(t+ h− s) + ϕˆ(h)
+ γ1(t+ h− s)(h(‖x˙0(t)‖+ ‖v‖) + o(h)) + h
for a.e. s ∈ [0, h]. Integrating the both sides of the above inequality over
[0, h] yields
‖z˙(·) − y˙h(·)‖L1([0,h])
=
∫ t+h
t
γ1(τ)dτ
(
h2 exp
(∫ t+h
t
γ1(τ)dτ
)
+ h(‖x˙0(t)‖+ ‖v‖) + o(h)
)
+ hϕˆ(h) + h2 = o(h).
Set xh(τ) = z(t+h−τ) for τ ∈ [t, t+h]. Then xh(t+h) = z(0) = x0(t+h) and
x˙h(τ) = −z˙(t+h−τ) ∈ −Γh(t+h−τ, xh(τ)) = Γ(τ, xh(τ)) a.e. τ ∈ [t, t+h].
Thus, condition (i) is verified. Since ‖xh(t)−yh(h)‖ = ‖z(h)−yh(h)‖ = o(h),
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we have ‖xh(t)−x0(t+h)+hv‖ = o(h). Hence, ‖xh(t)−x0(t)−h(x˙0(t)−v)‖ ≤
‖xh(t)−x0(t+h)+hv‖+ ‖x0(t+h)−x0(t)−hx˙0(t)‖ = o(h) and we obtain
condition (ii). In view of x˙h(τ) = −z˙(t + h − τ) and y˙h(t + h − τ) = −v,
we obtain ‖x˙h(·)− v‖L1([t,t+h]) = ‖y˙h(·)− z˙(·)‖L1([0,h]) = o(h), which implies
condition (iii).
Proof of Theorem 3.2. (i): Let t > 0, v ∈ Γ(t, x0(t)), and xh(·) ∈W
1,1([t, t+
h], E) be as in the claim of Lemma B.2. By condition (ii) of Lemma B.2,
for every s ∈ [t, t+ h] we have
‖xh(s)− x0(t)‖ ≤ ‖xh(s)− xh(t)‖+ ‖xh(t)− x0(t)‖
≤ h‖x˙h(t)‖+ o(h) + h‖x˙0(t)− v‖
≤ h(γ0(t) + γ1(t)‖xh(t)‖) + h‖x˙0(t)− v‖+ o(h)
≤ h(γ0(t) + γ1(t)(‖x0(t)‖+ h‖x˙0(t)− v‖+ o(h))
+ h‖x˙0(t)− v‖+ o(h)
= h(γ0(t) + γ1(t)‖x0(t)‖) + h‖x˙0(t)− v‖+ o(h),
which yields the following estimates:∣∣∣∣∫ t+h
t
L(s, xh(s), x˙h(s))ds−
∫ t+h
t
L(s, x0(t), v)ds
∣∣∣∣
≤
∫ t+h
t
[l1(s)‖xh(s)− x0(t)‖+ l2(s)‖x˙h(s)− v‖] ds
≤ (h(γ0(t) + γ1(t)‖x0(t)‖) + h‖x˙0(t)− v‖+ o(h))
∫ t+h
t
l1(s)ds
+ sup
s∈[t,t+h]
l2(s)‖x˙h(·)− v‖L1([t,t+h]) = o(h).
By the separability of E and Frankowska, Plaskacz and Rzez˙uchowski (1995,
Theorem 2.5), there exists a subset I of R+ such that the Lebesgue measure
of its complement R+\I is zero with limh↓0 h
−1
∫ t+h
t
L(s, x, v)ds = L(t, x, v)
for every (t, x, v) ∈ I × E × E. We thus obtain
lim
h↓0
1
h
∫ t+h
t
L(s, xh(s), x˙h(s))ds = lim
h↓0
1
h
∫ t+h
t
L(s, x0(t), v)ds
= L(t, x0(t), v)
for every t ∈ I. Let t ∈ R+ be a Lebesgue point of L(·, x0(·), x˙0(·)). By the
Bellman principle of optimality, we have
V (t, xh(t)) ≤
∫ t+h
t
L(s, xh(s), x˙h(s))ds + V (t+ h, x0(t+ h)).
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Subtracting V (t, x0(t)) =
∫ t+h
t
L(s, x0(s), x˙0(s))ds+V (t+h, x0(t+h)) from
the both sides of the above inequality yields∫ t+h
t
L(s, xh(s), x˙h(s))ds −
∫ t+h
t
L(s, x0(s), x˙0(s))ds
≥ V (t, xh(t))− V (t, x0(t))
≥ V (t, x0(t) + h(x˙0(t)− v)) − V (t, x0(t))− o(h)
because of the Lipschitz continuity of V (t, ·). Dividing the both sides of the
above inequality by h > 0 and taking the limit as h→ 0 yield the inequality
V −x (t, x0(t); x˙0(t)− v) ≤ L(t, x0(t), v) − L(t, x0(t), x˙0(t)).
Since v ∈ Γ(t, x0(t)) is arbitrary, the above holds true for any such v.
(ii): Take any x∗ ∈ ∂−x V (t, x0(t)). If u ∈ KΓ(t,x0(t))(x˙0(t)), then there
exist a sequence {θn}n∈N of positive real numbers with θn → 0 and a se-
quence {un}n∈N in E with un → u such that x˙0(t) + θnun ∈ Γ(t, x0(t)) for
each n ∈ N. Since it follows from condition (i) that V −x (t, x0(t);−θnun) ≤
L(t, x0(t), x˙0(t) + θnun)− L(t, x0(t), x˙0(t)), we have
〈x∗,−un〉 ≤
L(t, x0(t), x˙0(t) + θnun)− L(t, x0(t), x˙0(t))
θn
.
Letting n→∞ in the both sides of the above inequality yields
〈−x∗, u〉 ≤ L+y (t, x0(t), x˙0(t);u) ≤ L
◦
y(t, x0(t), x˙0(t);u) (B.3)
for every u ∈ KΓ(t,x0(t))(x˙0(t)). Suppose, by way of contradiction, that
−x∗ 6∈ ∂◦yL(t, x0(t), x˙0(t)) + NΓ(t,x0(t))(x˙0(t)). Since ∂
◦
yL(t, x0(t), x˙0(t)) is
weakly∗ compact and convex and NΓ(t,x0(t))(x˙0(t)) is weakly
∗ closed and
convex, ∂◦yL(t, x0(t), x˙0(t)) +NΓ(t,x0(t))(x˙0(t)) is weakly
∗ closed and convex.
Then by the separation theorem, there exists v ∈ E such that
〈−x∗, v〉 > sup
y∗∈∂◦yL(t,x0(t),x˙0(t))
〈y∗, v〉+ sup
z∗∈NΓ(t,x0(t))(x˙0(t))
〈z∗, v〉.
NΓ(t,x0(t))(x˙0(t)) being a cone in E
∗, we must have 〈z∗, v〉 ≤ 0 for every z∗ ∈
NΓ(t,x0(t))(x˙0(t)). This means that v ∈ TΓ(t,x0(t))(x˙0(t)) ⊂ KΓ(t,x0(t))(x˙0(t))
by the bipolar theorem; see Aubin and Frankowska (1990, Theorem 2.4.3).
Since the support function of the Clarke subdifferential ∂◦yL(t, x0(t), x˙0(t))
coincides with the Clarke directional derivative L◦y(t, x0(t), x˙0(t); v), the in-
equality above finally implies that 〈−x∗, v〉 > L◦y(t, x0(t), x˙0(t); v) with v ∈
KΓ(t,x0(t))(x˙0(t)), in contradiction with inequality (B.3). Consequently, we
have −x∗ ∈ ∂◦yL(t, x0(t), x˙0(t))+NΓ(t,x0(t))(x˙0(t)). If L(t, x0(t), ·) is Gateaux
differentiable at x˙0(t), then (B.3) can be replaced by the inequality
〈−x∗, u〉 ≤ ∇yL(t, x0(t), x˙0(t);u)
for every u ∈ KΓ(t,x0(t))(x˙0(t)). This implies that the above argument is
also valid when we replace ∂◦yL(t, x0(t), x˙0(t)) and L
◦
y(t, x0(t), x˙0(t); v) re-
spectively by ∇yL(t, x0(t), x˙0(t)) and 〈∇yL(t, x0(t), x˙0(t)), v〉.
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B.3 Proof of Necessary Conditions for Optimality
It should be noted that unlike the real-valued case, locally absolutely con-
tinuous functions with values in Banach spaces fail to be strongly differ-
entiable almost everywhere; see Petrakis and Uhl (1988, Examples 1 and
2) or Deimling (1992, Example 4.2) for such examples. The failure of the
strong differentiability of locally absolutely continuous functions disappears
under the reflexivity assumption. Specifically, every locally absolutely func-
tion p : R+ → E
∗ has the Bochner integrable strong derivative p˙(t) a.e.
t ∈ R+ \ {0} with p(t) =
∫ t
0 p˙(s)ds + p(0) for every t ∈ R+ whenever E is
reflexive; see Ko¯mura (1967, Lemma, p. 505).
We construct an adjoint variable p : R+ → E
∗ as a locally absolutely
continuous function to express optimality conditions. However, we dispense
with the reflexivity of E. The weak∗ differentiability of locally absolutely
continuous functions is fundamental in the sequel and is virtually contained
in the argument of the proof of Ko¯mura (1967, Lemma). We provide a
proof in Subsection B.2 for the sake of completeness to make clear why the
reflexivity of E is irrelevant to weak∗ differentiability. See also Ambrosio
and Kirchheim (2000, Theorem 3.5) for a strengthened version of the weak∗
differentiability of Lipschitz functions.
Lemma B.3 (Ko¯mura 1967). Let E be a separable Banach space. Then
every locally absolutely continuous function p : R+ → E
∗ possesses its weak∗
derivative p˙(t) a.e. t ∈ R+.
Proof. Define the variation of p : R+ → E
∗ over the compact interval [0, τ ]
by var(p, [0, τ ]) = sup
∑n
i=1 ‖p(ti) − p(τi)‖, where the supremum is taken
over all finite sets of points ti, τi ∈ [0, τ ] with 0 ≤ t1 ≤ τ1 ≤ t2 ≤ τ2 ≤ · · · ≤
tn ≤ τn ≤ τ . Since p is locally absolutely continuous, var(p, [0, τ ]) < ∞ for
every τ > 0. Define ph(t) := h
−1(p(t + h) − p(t)) for t ∈ [0, τ ] and h 6= 0,
and P+(t) := lim suph↓0 ‖ph(t)‖ and P
−(t) := lim suph↑0 ‖ph(t)‖. Since p is
continuous, so is ph. Hence, P
+ and P− are measurable on [0, τ ]. We claim
that P+(t) and P−(t) are finite a.e. t ∈ [0, τ ]. Suppose to the contrary that
the Lebesgue measure λ of the set {t ∈ [0, τ ] | P+(t) =∞} is positive. Let
An :=
t ∈ [0, τ ]
∣∣∣∣∣∣∣
sup
[∥∥∥∥p(t+ h)− p(t)h
∥∥∥∥ ∣∣∣∣ h ≥ 1n, 0 ≤ t < t+ h ≤ τ
]
≥
2
λ
var(p, [0, τ ])
 .
Then each An is a closed set and {t ∈ [0, τ ] | P
+(t) =∞} ⊂
⋃
n∈NAn. Since
{An}n∈N is an increasing sequence, |An| > λ/2 for some n ∈ N. Let {ti}i∈N
and {hi}i∈N be defined inductively by
t1 := inf An,
ti+1 := inf{t ∈ An | t ≥ ti + hi}, and
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hi := sup
{
h > 0 | ti + h ≤ τ,
∥∥∥∥p(ti + h)− p(ti)h
∥∥∥∥ ≥ 2λvar(p, [0, τ ])
}
.
Then by construction, we have An ⊂
⋃
i∈N[ti, ti + hi], and hence, |An| ≤∑
i∈N hi. Consequently,∑
i∈N
‖p(ti + hi)− p(ti)‖ ≥
2
λ
var(p, [0, τ ])
∑
i∈N
hi ≥
2
λ
var(p, [0, τ ])|An|
> var(p, [0, τ ]),
a contradiction. In the same way we show that the set {t ∈ [0, τ ] | P−(t) =
∞} is of Lebesgue measure zero. Therefore, there exists a null set N0 ⊂ [0, τ ]
such that for every t ∈ [0, τ ] \N0 the set {ph(t) | h 6= 0} is bounded in E
∗.
In view of the separability of E, there is a countable dense subset {vi}i∈N
of E. Since each scalar function ϕi(t) := 〈p(t), vi〉 is absolutely continuous on
[0, τ ], its derivative ϕ˙i(t) exists except at a point of a null setNi ⊂ [0, τ ]. This
means that ϕ˙i(t) = limh→0〈ph(t), vi〉 for every i ∈ N and t ∈ [0, τ ]\
⋃
j∈NNj.
Recalling that {ph(t) | h 6= 0} is relatively weakly
∗ compact for every t ∈
[0, τ ] \N0, it has a subnet (which we do not relabel) that converges weakly
∗
to an element in E∗. Therefore, p˙(t) = w∗- limh→0 ph(t) exists for every
t ∈ [0, τ ] \
⋃∞
i=0Ni because {vi}i∈N is a total family of E.
Proof of Theorem 4.1. Let t ∈ R+ be arbitrary and η > 0 be as in (H8).
Take any x∗ ∈ ∂−x V (0, x0(0)) and let f : [0, t]→ E
∗ be a Gelfand integrable
selector of the Gateaux superdifferential mapping s 7→ ∂+x L(s, x0(s), x˙0(s))
over the interval [0, t], whose existence is guaranteed in Theorem A.1. De-
fine p(t) =
∫ t
0 f(s)ds − x
∗ as a Gelfand integral. We claim that −p(t) ∈
∂−x V (t, x0(t)). To this end, fix any v ∈ E and consider the local pertur-
bation of x0(·) over [0, t] given by xθ(s) := x0(s) + θv for s ∈ [0, t]. By
construction, x˙θ(s) = x˙0(s) a.e. s ∈ [0, t] and xθ(s) ∈ x0(s) + ηB whenever
0 < θ ≤ (1 + ‖v‖)−1η, and hence, (xθ(s), x˙θ(s)) ∈ gphΓ(s, ·) a.e. s ∈ [0, t].
By the Bellman principle of optimality, we have
V (0, xθ(0)) ≤
∫ t
0
L(s, xθ(s), x˙θ(s))ds + V (t, xθ(t)).
Subtracting V (0, x0(0)) =
∫ t
0 L(s, x0(s), x˙0(s))ds+V (t, x0(t)) from the both
sides of the above inequality yields
V (0, xθ(0)) − V (0, x0(0)) ≤
∫ t
0
[L(s, xθ(s), x˙θ(s))− L(s, x0(s), x˙0(s))] ds
+ V (t, xθ(t))− V (t, x0(t)).
Let {θn}n∈N be a sequence of positive real numbers with θn → 0 such that
V −x (t, x0(t); v) = lim
n→∞
V (t, x0(t) + θnv)− V (t, x0(t))
θn
.
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Dividing the both sides of the above inequality by θn and taking the limit
as n→∞ yields
V −x (0, x0(0); v) ≤
∫ t
0
L+x (s, x0(s), x˙0(s); v)ds + V
−
x (t, x0(t); v)
≤
∫ t
0
〈f(s), v〉ds + V −x (t, x0(t); v)
= 〈p(t), v〉 + 〈x∗, v〉+ V −x (t, x0(t); v)
for every v ∈ E, where we employ the Lebesgue dominated convergence
theorem and Fatou’s lemma to derive that
lim sup
n→∞
∫ t
0
L(s, x0(s) + θnv, x˙0(s))− L(s, x0(s), x˙0(s))
θn
ds
≤
∫ t
0
L+x (s, x0(s), x˙0(s); v)ds.
On the other hand, we have 〈x∗, v〉 ≤ V −x (0, x0(0); v). Hence, 〈−p(t), v〉 ≤
V −x (t, x0(t); v) for every v ∈ E and thus our claim is true.
Since 〈p(t), y〉 =
∫ t
0 〈f(s), y〉ds − 〈x
∗, y〉 for every t ∈ R+ and y ∈ E
with |〈f(s), y〉| ≤ ‖f(s)‖‖y‖ ≤ l1(s)‖y||, we get |〈p(t + h) − p(t), y〉| ≤
‖y‖
∫ t+h
t
l1(s)ds, and therefore, ‖p(t + h) − p(t)‖ ≤
∫ t+h
t
l1(s)ds for ev-
ery h > 0. This means that the function p : R+ → E
∗ constructed
above is locally absolutely continuous. In view of Lemma B.3, the weak∗
derivative p˙(t) = f(t) exists a.e. t ∈ R+. This demonstrates that the
adjoint inclusions (i) and (iii) hold. Since Theorem 3.2 and condition (i)
yield 〈p(t), x˙0(t)〉 − L(t, x0(t), x˙0(t)) ≥ 〈p(t), y〉 − L(t, x0(t), y) for every
y ∈ Γ(t, x0(t)), the maximum principle (iv) holds. Thus, for a.e. t ∈ R+
and every v ∈ TΓ(t,x0(t))(x˙0(t)), we have 〈p(t), v〉 ≤ L
−
y (t, x0(t), x˙0(t); v) ≤
L◦y(t, x0(t), x˙0(t); v) and condition (ii) follows from the separation argument
as in the proof of Theorem 3.2(ii). To verify the transversality condition
(iii) at infinity, recall that by Theorem 3.1, V (t, ·) is Lipschitz of rank k(t)
with k(t)→ 0 as t→∞. Therefore, ‖p(t)‖ ≤ k(t)→ 0.
Proof of Corollary 4.1. As demonstrated in the proof Theorem 4.1, for ev-
ery x∗ ∈ ∂−x V (0, x0(0)) there is an adjoint variable p(·) such that p(t) =∫ t
0 ∂
+
x L(s, x0(s), x˙0(s))ds − x
∗ satisfying the transversality condition at in-
finity limt→∞ p(t) = 0. If y
∗ ∈ ∂−x V (0, x0(0)), then it follows that q(t) =∫ t
0 ∂
+
x L(s, x0(s), x˙0(s))ds− y
∗ is also an adjoint variable with limt→∞ q(t) =
0, but from which it must follow that x∗ = y∗ =
∫∞
0 ∂
+
x L(s, x0(s), x˙0(s))ds.
Hence, −p(t) = −q(t) ∈ ∂−x V (t, x0(t)) for every t ∈ R+.
B.4 Proof of Sufficient Conditions for Optimality
The following result is trivial in finite dimensions because of the joint con-
tinuity of the inner product, but it is not automatic in infinite dimensions.
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For completeness, we provide its proof for the later use.
Lemma B.4. If p : R+ → E
∗ is a locally absolutely continuous function
and x(·) ∈W 1,1loc (R+, E), then:
d
dt
〈p(t), x(t)〉 = 〈p˙(t), x(t)〉 + 〈p(t), x˙(t)〉 a.e. t ∈ R+.
Proof. Since p(·) is locally absolutely continuous on R+ with respect to the
norm topology of E∗, it is continuous with respect to the weak∗ topology
of E∗. Let τ > 0 be given arbitrarily. Then the set St := p([t, t + τ ]) is
norm compact in E∗ for every t ∈ R+. Since the duality mapping St ×E ∋
(x∗, v) 7→ 〈x∗, v〉 ∈ R is continuous with respect to the weak∗ topology of
E∗ and the norm topology of E (see Aliprantis and Border 2006, Corollary
6.40), we have
lim
h→0
〈
p(t+ h),
x(t+ h)− x(t)
h
〉
= 〈p(t), x˙(t)〉 a.e. t ∈ R+
in view of the strong differentiability of x(·). It follows from the weak∗
differentiability of p(·) that
d
dt
〈p(t), x(t)〉
= lim
h→0
〈p(t+ h), x(t+ h)〉 − 〈p(t), x(t)〉
h
= lim
h→0
(〈
p(t+ h)− p(t)
h
, x(t)
〉
+
〈
p(t+ h),
x(t+ h)− x(t)
h
〉)
= 〈p˙(t), x(t)〉 + 〈p(t), x˙(t)〉
a.e. t ∈ R+.
Proof of Theorem 4.2. Assume that conditions (i), (ii), and (iii) are sat-
isfied for an adjoint variable p(·). Since NΓ(t,x0(t))(x˙0(t)) = {0} a.e. t ∈
R+ by (H9) and (H10), and ∂x,yL(t, x0(t), x˙0(t)) = {∇xL(t, x0(t), x˙0(t))} ×
∂yL(t, x0(t), x˙0(t)), the subgradient inequality for L(t, ·, ·) yields that
d
dt
〈p(t), x(t) − x0(t)〉 = 〈p˙(t), x(t) − x0(t)〉+ 〈p(t), x˙(t)− x˙0(t)〉
≤ L(t, x(t), x˙(t))− L(t, x0(t), x˙0(t))
a.e. t ∈ R+ in view of Lemma B.4. Integrating the both sides of the above
inequality yields∫ T
0
L(t, x0(t), x˙0(t))dt+〈p(T ), x0(T )〉 ≤
∫ T
0
L(t, x(t), x˙(t))dt+〈p(T ), x(T )〉.
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Since V (T, ·) is convex on E, condition (i) implies the subgradient inequality
〈p(T ), x(T )− x0(T )〉 ≤ V (T, x(T ))− V (T, x0(T )). We thus obtain∫ T
0
L(t, x0(t), x˙0(t))dt+ V (T, x0(T )) ≤
∫ T
0
L(t, x(t), x˙(t))dt+ V (T, x(T )).
As demonstrated in the proof of Theorem 3.1 (see Subsection B.1), we have
limT→∞ V (T, x(T )) = limT→∞ V (T, x0(T )) = 0. Letting T → ∞ in the
above inequality yields∫ ∞
0
L(t, x0(t), x˙0(t))dt ≤
∫ ∞
0
L(t, x(t), x˙(t))dt.
Therefore, x0(·) is optimal. The converse implication follows from Theorems
3.2 and 4.1.
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