(range 810-1830 mgfL). Whole-blood glucose is usually less than plasma/serum glucose.
An Interlaboratory Study of Blood-Gas Analysis: Dependence of p02 and Pco2 Results on Atmospheric Pressure Robert W. Burnett1 and Masashl Itano2 Blood-gas data from a large interlaboratory survey were analyzed to determine whether Po, and Pco, results are affected by the atmospheric pressure at the measuring location. A small but statistically significant dependence was found, averaging about 2.3% per 100 mmHg (1.7% per 10 kPa) for p02 and 1.0% per 100 mmHg (0.75% per 10 kPa) for Pco2.
It is well-known that variations in atmospheric pressure can cause changes in values for p and Pco, as measured by blood-gas analyzers. Proper calibration of blood-gas electrode systems includes an adjustment for ambient atmospheric pressure, to eliminate this source of error. This is facilitated on most automated blood-gas analyzers with a built-in barometer that is interfaced to the on-board computer that calculates the Po, and Pco, of the calibration-gas mixtures. Received February 6, 1989; acceptedApril 6, 1989 .
In the present study we looked for any residual effect of ambient atmospheric pressure that remains a component of variation in blood-gas analysis, even after the effect on calibration-gas pressure is taken into account.
Methods and Materials
The data base used in this study was generated by participants in the Blood Gas Survey (Series 0) of the College of American Pathologists (CAP). The materials used in this survey were perfiuorocarbon emulsions manufactured to CAP specifications by Instrumentation Laboratory, Lexington . Thepc in two ofthe lots had the same target value, so we used the average ofthe two results from each laboratory. Outliers in the data were defined as values more than 3.5 standard deviations from the mean of each set ofresults, and were removed in two passes through the data. Preliminary inspection of the data showed that interlaboratory precision was about the same throughout the range of atmospheric pressures reported, and that atmospheric pressure was not a major component of the total variation in the results. Therefore we did not consider it necessary to group analysis results according to atmospheric pressure for the purpose of defining outliers.
P02 (n,H)
After outliers were removed, the data for each lot of material were sorted according to the atmospheric pressure reported, and divided into cells containing either 50 or 100 results. Fifty was used for the highest and lowest atmospheric pressure ranges, 100 for intermediate ranges. Mean values for atmospheric pressure and p or Pco were calculated for each cell, and these data were plotted. This manner of presentation was selected to make it easier to see the variation attributable to atmospheric pressure. This trend is obscured in a plot containing each individual result, because the components of variation from other sources are so much larger. All the data were also analyzed by linear regression, each individual result being given equal weight, and the regression line was plotted.
Results
Results are shown in Table 1 and the Po, data are plotted in Figure 1 . Regression analysis of all three sets of Po2 data gave similar results. Using the data for sample 0-10 as an example, the value of the coefficient of determination, r2, is 0.037, indicating that 3.7% of the total variation in Po2 results can be ascribed to variations in atmospheric pressure. The smallness of this percentage is not surprising,
because it is known that variation within a single instrument, variation among instruments ofthe same model, and variation among instruments from different manufacturers are all significant components of the total variation of p02 results in a data set such as this.
However, this does not mean that the observed variation with atmospheric pressure is insignificant in a statistical sense. A t-test may be applied to r or, equivalently, to the regression line slope and standard error ofthe slope. In this case t = 7.04, indicating that the correlation coefficient and the slope ofthe regression line may be said with a very high degree ofconfidence (>0.9995) to be significantly different from zero. In other words, the observed variation of Po2 with atmospheric pressure is small but real. 
Discussion
There are three potential sources of error to be considered in blood-gas analysis having to do with atmospheric pressure:
. failure to adjust calibration points for atmospheric prossure #{149} a change in atmospheric pressure since the last calibration #{149} an inaccurate barometer The first of these is the most important, in the sense that 
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it would lead to the largest errors. However, not only would the errors be quite large, but the variation with atmospheric pressure would be in the opposite direction from that observed in this study. For example, ifatmospheric pressure is 660 mmHg and 10% oxygen is used in the calibrating gas, thep02 ofthe humidified gas at 37 #{176}C is 61.3 mmllg. The p02 of the same gas would be 71.3 minHg at an atmospheric pressure of 760 mmHg. if the calibration were done erroneously assuming a "standard" value of 760 mmHg, than all results would be biased high-the error would be +10 mmHg at a pressure of7l.3 mmllg. This factor can therefore be ruled out as a cause of the variation seen in this study because the errors would be roughly 10 times larger and in the opposite direction from those observed.
Nor does either of the last two sources of error provide a satisfactory explanation of the data. Both short-term changes in atmospheric pressure and systematic errors in barometer readings would be expected to occur in both directions, i.e., to produce both positive and negative errors. These errors doubtless do occur, but they appear as another component of random variation in blood-gas results, and would not be expected to be correlated with ambient atmospheric pressure.
No reports ofthe (residual) effect ofatmospheric pressure on blood-gas results were found in a search of the literatore. However, Kokholni and Christiansen have described a similar experiment, in which only Radiometer instruments were used, in a pamphlet published by the Radiometer Corporation (1). They show a decrease in measured p02 with increasing altitude, but did not find this effect with Pco2 measurements. The magnitude of the Po2 effect in their study was dependent on both the model of instrument used and on the type of specimen (whole blood or aqueous control). With whole blood the Po decrease was about 3.1% per 100 mmHg for the Model AL-1 and about 4.4% per 100 mrnHg for the Model ABL-2.
Kokholm and Christiansen attribute the lower Po, values to a slight lowering of the Po, of the flush gas at high altitudes, and we also believe this to be the most likely explanation of our data. In other words, this effect is caused by a small "carryover" or "memory" error associated with the blood-gas electrodes. Just before a new sample is brought into contact with the blood-gas electrodes, the internal filling solutions of the electrodes are in equilibruin with the fluid or gas that is in the sample chamber at that time. This is usually either a flush solution (in equilibrium with room air) or a calibration gas. In either case, the Po2 at the electrode membrane will be dependent on the atmospheric pressure. If the chamber is flushed with calibration gas just before a new sample is introduced, the Pco2 at the electrode membrane will also be dependent on atmospheric pressure.
When the new sample is moved into the sample chamber, gas tensions in the internal filling solutions change in response to the new gradient across the membrane, and a new steady-state is approached. With modern microprocessor-controlled analyzers, the change in the electrode signal can be monitored, and a new reading can be accepted according to criteria programmed by the manufacturer. The instrument is usually programmed to display readings before a true steady-state is established because this increases throughput. A reading might be taken either at a fixed time after sampling or when the rate of change of the electrode signal has dropped below a pro-established threshold.
The small error caused by not waiting for a true steadystate to be achieved can be measured by analyzing tonometered blood, and can then be compensated for by programming correction factors into the analyzer's microprocessor. However, such corrections will only be valid at the atmospheric pressure existing at the time the correction factors are determined. Subsequent use ofthe analyzer at a lower atmospheric pressure would be expected to produce slightly lower results, because the initial gas tension of the electrodes is slightly lower at the beginning ofthe measurement cycle.
A similar kind of error was well recognized in older models ofblood-gas analyzers that required manual sample insertion, and was sometimes circumvented by "doubleinsertion," i.e., pushing enough blood into the sample chamber to cover the electrodes, waiting 15 s or so, and then pushing in a little more. Also, with the newer generations of analyzer that incorporate a microprocessor into the instrument, one can use a signal from an on-board barometer and program a correction for this altitude error. The correction appropriate for whole blood reportedly is programmed into the Radiometer ABL3 and ABL4 (1).
In conclusion, we have shown that measured values of Po2 and Pco, depend on ambient atmospheric pressure. The magnitude of the bias is approximately 2.3% per 100 mmHg (1.7% per 10 kPa) forp02 and 1.0% per 100 mmllg (0.75% per 10 kPa) for Pco when measurements are made on a perfluorocarbon emulsion. However, the magnitude will also depend on the instrument make and model and the algorithm used to convert the sensing electrode signal to the observed result. This effect is not likely to have any clinical significance, because the changes within any given laboratory would be quite small, but the bias can be noticeable in interlaboratory studies if atmospheric pressures differ widely among the participants' locations.
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