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El objeto de estas notas es dar una breve introduc-
ción esquemática a un tipo de métodos numéricos poco desa-
rrollados cuyo tratamiento no es frecuente en la literatura
y cuyas ideas fundamentales aparecen algo dispersas e inclu-
só, salvo en algunos trabajos específicos, poco definidas .
Se trata de los métodos basados en esquemas multipasos li-
neales (MML) de coeficientes variables .
Una causa importante en la motivación de tales es-
quemas hay que buscarla en las limitaciones de los esquemas
multipasos lineales de coeficientes constantes , basados en
operadores lineales Lh definidos por
k
(1)
	
Lh[y](t) := [al y(t+jh)-hRj dt y(t+jh)] , al ,Rj constantesj=0
al aplicarlos a la integración numérica del problema de valor
inicial (PVI)
122
át =
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y(0) = Yo
con solución única .
paso de integración
ferencias finitas
11-1,att) se consigue
que traducen el hecho de
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f : 10 , TI x RS -, RS
donde tn :=nh, yn+j aproxima los
= f(tn+j'yn+j ), y si se dispone
para determinar los valores y o ,
puede aplicarse para generar una
aproxima a la solución
tos de la red tn = nh,
(4) lim yn =y(t) , t s [o, T]
h-0
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clase (general) dada, quedando
El operador (1) aplicado
constante h> 0 produce la
k k
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valores y(t+jh), fn+j'
de un "starting procedure"
yi' . . . . yk-1 la fórmula (3)
sucesión finita {yn}N que0
exacta y(t) del PVI (2) en los pun-
n = 0 (1)N .
Bajo condiciones adecuadas (V .G . Hall and J .M .
e sentido de que
para todo PVI (2) de una
caracterizada esta exigencia
analíticamente imprescindible mediante el slogan general
CONVERGENCIA = CONSISTENCIA + ESTABILIDAD
al PVI (2) con
ecuación en di-
Por una parte, consistencia equivale a orden p > 1 ,
estando caracterizado orden p por las condiciones
k k k
] y O cc . = 0 ,
3Z1
ja i - J 1O B j =
k
Cir-1 aj - (r-1)
jr-2 Bj]
j=1
= 0, r=3(1)p
integrar exactamente las funciones
l,t, . . . . tp
	
(es decir, la fórmula ML(3), con valores
yIi	Ii= 0(1)k-1 exactos, integra sin error de discretiza-
ción los PVI(2) cuyas soluciones son polinomios algebrai-
cos de grado :~ p) .
Y por otra parte, el concepto de estabilidad reco
gido en (5) equivale a la condición de las raices de Dahlquist ,
la cual se define exigiendo de las raices C 1	1 = 1(1)k dek
la ecuación p(~) : .= Z a . ~3 = 0 que cumplan las condiciones
j=0 J
i) IC11 < 1 1 = 1(1)k ,
< 1 si _~1 es múltiple .
El principal efecto del teorema fundamental de con-
vergencia es delimitar las fórmulas (3) de
nando cualquier
de consistencia
de conseguir orden de precisión
de MML convergentes, siendo bien conocido el hecho de que
el orden máximo alcanzable de un MML de k pasos estable es
k + 2 con k par- (métodos estables optimales) .
interés, elimi
MML que no satisfaga estas dos condiciones
y estabilidad . Es natural, además, tratar
elevado dentro de la clase
Sin embargo, el teorema de converge ncia no garanti-
numéricosza que un MML consistente y estable dé resultados
satisfactorios al computar con h fijo ; ni tampoco
elegir un valor."h con el que se puedan esperar resultados
aceptables para un PVI dado . Para responder a esta cuestión
se han desarrollado teorías de estabilidad débil , condicional ,
numérica , etc . por diversos autores (T .E . Hull, H . Brunner,) .
En particular, es interesante constatar que los métodos es-
tables optimales presentan inestabilidad débil (lo cual se
comprende fácilmente pues todas las raices de la ecuación
característica son de módulo 1) .
ayuda a
Pero las dificultades no siempre dependen del méto-
do numérico, sino que a veces proceden de la naturaleza del
PVI : por ejemplo, un comportamiento "stiff" caracterizado
fundamentalmente por una razón de "stiffness" local
(V .G . Hall and J .M . [Vatt)
(8)
	
S(t) : = max ¡Re X i l/ mín IRe X i l » 1
i=1()s i=1(1)s
donde a l i= 1(1)s son los autovalores de
y
. La mayor
dificultad que surge al intentar obtener una aproximación
numérica a la solución y(t) de un problema "stiff" es la
inestabilidad numérica . Para conseguir estabilidad absoluta
es necesario usar un paso h tal que cada valor ha i i= 1(1)s
pertenezca al interior de la región de estabilidad absoluta
del método numérico ; para métodos con regiones de estabili-
dad absoluta acotada el paso h queda así restringido al or-
den de magnitud de min ¡Re a i I -l , y .como el intervalo de
i=1(1.) s
integración puede exceder al valor máx ¡Re ai1-1 el nfi_
i=1 (1) s
mero de pasos de integración requerido puede ser muy grande,
comparable a la "razón de stiffness" del sistema, lo cual
hace que el cálculo resulte prohibitivamente caro, pues va-
lores de S(t) del orden de 10 6 son frecuentes en problemas
de cinética de reacciones químicas, reactores nucleares, con
trol de procesos, teoría de circuitos, etc . Para vencer es
ta limitación de estabilidad sobre el paso h se ha deseado
disponer de métodos numéricos que posean regiones de estabi
lidad infinitas : por ejemplo, métodos A-estables (Dahlquist,
1963) para integración numérica de problemas "stiff" local-
mente estables . Sin embargo, A-estabilidad es un concepto
demasiado restrictivo, ya que ningún MM explícito puede ser
A-estable y el orden de un MML A-estable es ~ 2 (siendo
la regla trapezoidal la única fórmula A-estable de orden 2) ;
por ello, se suaviza la exigencia introduciendo métodos
AM-estables (Widlund, 1967), stiff-estables (Gear 1971 ;
Jeltsch, 1976), o. P1-estables (Bickart y Rubin, 1974) .
Si se tiene en cuenta que los dos criterios teóri-
cos fundamentales aplicados a la validación de métodos nu
méricos son medida de la precisión y tamaño de las regiones
de estabilidad , ambos ponderados por el número de evalua-
ciones de función, y si se considera que el objetivo final
a alcanzar con un algoritmo de integración'automática es
conseguir un paso h tan largo como sea posible al'mínimo
costo posible dentro de un margen de error preestablecido,
se comprenderá que, junto'a los problemas "stiff", aparezcan
otros tipos de problemas limitando la aplicabilidad de MML
con coeficientes constantes y sugiriendo la necesidad de nue
vos métodos . Por ejemplo, muchos problemas de tipo osci-
latorio (cálculo de órbitas, oscilaciones amortiguadas, teo
ría de la señal, etc .) deben ser integrados sobre largos pe
riodos de tiempo, siendo imprescindible para ello disponer
de métodos precisos que admitan longitud de paso grande .
Los métodos en diferencias finitas clásicos para la
integración numérica de PVI (2) se basan en aproximación
polinómica y, por consiguiente, integran exactamente poli
nomios algebraicos de un orden dado . Pero cuando se apli-
can a problemas oscilatorios, que tienen soluciones no poli
nómicas, resultan inestabilidades numéricas ; concretamente,
si uno de los métodos clásicos de 4 2 ó 52 orden se emplean
para la integración del movimiento kepleriano circular los
puntos resultantes espiralan hacia afuera a partir de la
órbita circular exacta .
Estos y otros hechos han llevado a diversos autores
a la necesidad de construir métodos eficientes para el tra-
tamiento numérico de problemas "stiff" y oscilatorios, en-
tre otros . Por lo que respecta a MML, ha habido varios in-
tentos de construcción y análisis de fórmulas MML con CV
k
	
k
(9) Z a j (h) yn+j = h X 1 j (h) fn+jj=0 j=0
donde los coeficientes variables a j ,s j dependen de la lon-
gitud de paso h a través de un producto ah con a parámetro
real, o a través de tn = nh .
	
A continuaci6n vamos a comentar
brevemente aquellos trabajos que, a nuestro juicio, han su-
puesto una aportación definitiva a la teoría de MML con CV .
Entre los diversos aspectos que se pueden resaltar
en el análisis de MML con CV nos vamos a fijar especialmen-
te en tres conceptos fundamentales :
1) DETERMINACION DE LOS COEFICIENTES, ligado con la idea de
modificaci6n de MML con CC .
2) ORDEN de precisi6n, estrechamente relacionado con inte-
graci6n exacta de funciones .
3) ESTABILIDAD en conexión con la condición de las raices
utilizada .
Probablemente, el antecedente más remoto de las
ideas que aquí se pretende resaltar hay que buscarlo en el
articulo de w . GAUTSCHI (1961), donde se especifican métodos
trigonométricos Adams-Bashforth y Adams-Moulton hasta cua-
tro pasos, dando los coeficientes como series de potencias
de un parámetro real v ; cuando v - 0, se obtienen los co-
rrespondientes MML con CC . La aportación te6tica más impo-
tante consiste en un teorema donde da condiciones suficientes
para la existencia de métodos trigonométricos que integran
exactamente polinomios de Fourier (con frecuencias múltiplos
fundamental) . Gautschi define
exacta de las funciones 1,
enteros de una frecuencia
orden 2n como integración
cos wt, . . . . cos nwt, sen wt, . . . . sen nwt . Muestra algu-
nas aplicaciones numéricas y observa que el periodo T = 2u/w
puede ser sobreestimado, o subestimado hasta un cierto
T.< T, produciendo menor error absoluto que con los corres-
pondientes MML con CC .
Motivado por su aplicación a problemas de Mecánica
Celeste, D .G . BETTIS (1970) modifica los MML de CC clási-
cos para integrar exactamente productos de polinomios alge
braicos y polinomios de Fourier . Para obtener los "métodos
modificados " parte de los coeficientes constantes clásicos
y sólo varia los dos últimos . En estos trabajos Bettis de-
sarrolla "métodos modificados" tipo Adams-Bashforth y
Adams-Moulton con n pasos, dando expresiones compactas para
n = 2,3 y un algoritmo recurrente para n arbitrario . El
orden N, N par, para las fórmulas modificadas de Bettis
(10)
Dahlquist .
yn+l - yn
	
j ~ooj fn+i-j' i =
1 implícita, i = 0 explícita
corresponde a integración exacta de las funciones tpcos vt,
tp sen vt, p = 0(1) N/2 . Se hace aplicación a cálculo nu-
mérico de órbitas, observando que estas fórmulas admiten pa-
so h mayor de lo habitual en MML con CC . Al efecto que pro-
ducen en este tipo de problemas, comparando con los resulta-
dos dados por MML con CC, Bettis le denomina "estabilización" .
Las ideas de Bettis han sido desarrolladas posteriormente
por C . Simó (1977) y J .M . Correas y colaboradores (1977, 1979),
entre otros .
Desde un punto de vista más teórico, M . MAKELA (1970)
considera MML con CV (9) donde .aj (h) = aj + h a j (h) con aj
constantes y las funciones a j (h), S j (h) son acotadas . Esta
blece un teorema de existencia de MML desde un planteamiento
interpolatorio . En cuanto al orden, considera espacios de po-
linomios algebricos y funciones trigonométricas equiparan-
do orden con grado de precisión . En su trabajo, M9kel
-
á hace
un análisis de convergencia, generalizando la condición de
consistencia pero conservando la condición de las raices de
Varios autores, W . LINIGER v R.A . WILLOUGHBX (1970),
G . BJUREL (1972), P .J . van der HOUWEN (1977) han propuesto
métodos exponencialmente adaptados para obtener propiedades
de estabilidad adecuadas para ecuaciones diferenciales
"stiff" . Por otra parte, con frecuencia es conveniente
clasificar los métodos de acuerdo con las clases de pro-
blemas que integran exactamente ; esto conduce a resultados
útiles, como muestran Ti LYCHE_ (1972), y M . MAKELA ,
O . NEVANLINNA y A .H . SIPILA (1974) . Estos introducen una
manera sistemática de construir MML que integran exactamente
problemas con-soluciones en espacios Ars
:={t~ eaitIj= 0(1)r,
a i s R, i= 1(1)s} .
	
La construcción proporciona los coefi-
cientes aj (h), R j (h) explícitamente y un medio para probar
convergencia y estudiar el efecto de adaptación exponen-
cial sobre las regiones de estabilidad de 'los métodos . Se
basan en interpolación de Hermite-Birkhoff generalizada,
pero se restringen a valores reiles de a l porque las propie-
dades de interpolación HB compleja no son suficientemente
conocidas .
J .D . LAMBERT (1970) considera MML basados en fórmulas
k k
(11) Ea j + h aj (t) ]yn+j = h F [sj + h bj (t)]f n+jj=0 j=0
donde a j , b j son.funciones especificadas por la ecuación
diferencial particular considerada . De este modo es posi-
ble controlar las características de estabilidad débil del
método . Lambert define orden p del operador Lhry](t) :=
k
_ ~ Ea j y (t+jh) -h
Sj dt y
(t + jh)]
j=0
y orden r del operador Mh [y](t) :=
k
_ Z Ea, (t) y(t+jh) -h b j (t) dt y(t+jh)] en la forma ha-j=0
bitual, y orden de la fórmula (11) como min {p,r+1} . El
método resulta ser consistente si y sólo si orden ~> 1, y el
operador L + hM es estable si L es estable . En estas condi-
ciones prueba el teorema fundamental CONVERGENCIA = ESTABI-
LIDAD + CONSISTENCIA . En este articulo, Lambert considera
la subclase de MM (11) con a j (t) = a l q(t), bj (t) _
= Bj q(t) con á j , Ej constantes, q(t) _ -
áy
aplicados
únicamente al PVI (2) escalar, resultando esta elección con
dici6n necesaria para controlar el efecto de inestabilidad
débil . De este modo logra superar la barrera de inestabi-
lidad débil asociada con los MML clásicos estables optima-
les y obtiene versiones estabilizadas en los casos k =2,
k= 4 .
	
Es importante destacar aquí que en este trabajo de
Lambert aparece violada por primera vez en la literatura,
aunque no de manera explícita,la condición de las raices de
Dahlquist en el sentido de MML con coeficientes constantes .
S.T . SIGURDSSON (1973) realiza en su tesis el tra-
bajo indudablemente más completo que existe en la literatu-
ra sobre MML con coeficientes variables . Considera la clase
(k ;s) - MML con coeficientes matriciales variables
(12) ~ Ia
j
I+ s a . Ir) hrQr]yn+r=1
k s-1
= h F [S j I + F
bjr) hr Qn] f
n+]
j=0 r=1
con ak = 1, a l , a l r ), 0 j , ba r)	c nstantesreales, Qn ma-
triz Nx N real o compleja . Tales fórmulas pueden interpre-
tarse para cada n como combinaciones lineales con coeficien-
tes matriciales de s+ 1 MML con coeficientes constantes, y
presentan la posibilidad de adaptación al PVI (2) en el sen-
tido de que si Qn se elige como una aproximación a - af
(tn,yn)
se puede lograr que la norma Ilfn+j +Qn yn+j il sea pequeña .
Sigurdsson define orden p de una fórmula (12) como
(13 )	hrQr L (r) [y(t),h]II = O(hp+l)
r=0
k
cuando h
donde L (o) [y (t),h] : = 1 [aj y(t+jh) -h Sj dt y(t+jh)]j=0
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tico del MML .
(15)
(16)
kL(r)ry(t) .h] :=
jf=0
	
Eajr) y(t+jh)-hbjr) dty(t+jh)]L~
r = 1(1)s-1
L (s) D(t),h] := [a(s) y(t+jh)] ,
siendo el concepto de orden independiente de la elección
hecha para la matriz Qn . Sigurdsson mantiene el clásico
resultado de convergencia a base de CONSISTENCIA = ORDEN p
y mantener la misma CONDICION DE LAS RAICES de Dahlquist .
No obstante, como generalización del trabajo de Lambert
(1970), introduce la condición de estabilización
k
(14) y (q) yjr) xi -`'= 0, r=1(1)s, q=0(1)mi-1, i=2(1)1
j =q
donde y(0) = aj, y (r) = a~ r) + ba r-1) , r=1 (1) s, j=0(1)k
1 miy p(x) = (x-1) II (x-x i ) eselprimer polinomio caracteris
Esta condición de estabilización tiene como consecuen
cía el hecho de que el orden máximo alcanzable para un
(k,s) - MML (12) que satisface (14) es 2s . El análisis de
Sigurdsson se basa fundamentalmente en el concepto de
At-estabilidad que introduce en relación con el PVI
y' = A(t)y, y(0) = yo, donde
IIA() -A (t) (I Lt 1t-t~, EA (t)] - a < 0, t, t - 0
a, Lt constantes, u norma logarítmica asociada a II II,
y prueba que si un MML (12) cumple la condición de estabi-
lidad (14) se pueden obtener acotaciones del tipo
_ ti ti(17) In ll ~ K máxllyjll e
-anh , n=0,1, . ., á, K const .
significativas válidas para todo h > 0 . Desafortunadamen-
te, no puede establecer que cualquier clase general de MML
(12) sea totalmente At-estable ni conseguir condiciones su-
ficientes sobre h para que (17) sea válido en términos de las
constantes a, L solamente ; pero con hipótesis adicionalest
sobre pE(-1)
i+1 A(t) i],
	
i=2(l)s, y ¡¡A (t)'11 , i=l(1)s se
pueden obtener condiciones de este tipo .
J.M . CORREAS y colaboradores han estudiado, a par-
tir de 1977, MML con coeficientes variables que responden a
la fórmula
(18) a j (a) yn+j = h y S j (a)
fn+j , donde a :=vh, h > 0,
j=0 ~ j=0
v real, a ., S i :CO,TJ -} C son funciones acotadas continuas
en O . La finalidad primordial de las fórmulas (18) estudia
das hasta ahora es tratar numéricamente ciertos tipos de
problemas antes mencionados (stiff, oscilatorios) consiguien-
do mejor "adaptación" que con los MML clásicos de coeficien-
tes constantes . En particular, se pone el énfasis en el
concepto de integración exacta de funciones ~ n (t,a) tales
que lim ~ n (t,A) = cn tn con c n constantes . Desde luego,
a~0integración exacta de 0n n = 0(1)p implica orden p en el
sentido habitual . Consistencia equivale a integración exac-
ta de 0, y 01, y estabilidad equivale a la siguiente condi-
ción de las raices : Las raices ~ i de p(~) - yh a (C) = 0,
k k
donde p. (~) := Y a ~ 3 , a(0 := 1 S . ~ 3 , cumplen para
j=0 j j=0
algún y E C, h* > 0
h E EO,h *] , a l const .
2) ICil < 1 si I i es múltiple .
De este modo, se sigue teniendo el teorema fundamen
tal CONVERGENCIA = CONSISTENCIA+ ESTABILIDAD, obteniendo
diversas ventajas con relación a MML de coeficientes cons
tantes . Mencionaremos brevemente algunas conclusiones ge-
nerales sobre los principales resultados obtenidos : En pri-
mer lugar, la clase de fórmulas MML de interés (convergentes)
aumenta debido-a que la condición (19) es más débil que la con
dición de las raices de Dahlquist . En segundo lugar, los re-
sultados de Bettis (1970) han sido sistematizados y genera-
lizados, llegando a caracterizar las fórmulas MML (18) me-
diante sistemas de ecuaciones lineales
8j~ejylh
= 0,
que conducen a un algoritmo computacionalmente más eficiente .
También se han caracterizado como problemas de interpolación
racional de Hermite o como integración exacta de funciones
tm eut cos vt, tm eut sen vt, m = 0(1)p, u, v reales arbitra-
rios, lo que ha permitido una interpretación más Clara de los
efectos de "adaptación" y "modificación" de MDIL . Finalmente,
en relación con las propiedades de estabilidad numérica, hay
que señalar el aumento de las regiones de estabilidad absolu-
ta que se consigue con MML (18) para valores adecuados del
parámetro a, así como el efecto de estabilización logrado
a través de la condición de las raíces (19) ya que a partir
de un MML (18) con una región' R de estabilidad relativa per-
mite construir explícitamente en MML (18) con una región
de estabilidad absoluta que es la transformada de R por una
traslación . En la actualidad se sigue trabajando en varias
direcciones .
(20)
k
Fa - =jy
1h j-1 ejYlh 0
j=0
k
Fr-1
( .,
j -y l
h Q j ) - (r-1) j r-2
j=0
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