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Pre-Introduction
During the course held at the Wroc law University things developed a bit dif-
ferent from what was originally planned. Following the appearing interests we
partially changed the subject and now the title too, according to what has
been presented.
We still found it worthwhile to include some remarks on functional calcu-
lus on Hilbert spaces which now are presented in the introduction. Readers
interested only in one-parameter semigroups on Lp-spaces may thus leave out
the introduction. Those who are only interested in Hilbert spaces may read
the introduction and skip the rest.
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Chapter 1
Introduction
1.1 Norm Estimates for Polynomial Calculus
Let H be a Hilbert space, T : H −→ H a linear contraction, i.e. T is a linear
map of norm at most one. In 1951 J. von Neumann [40] proved that for any
polynomial
p(z) =
N∑
n=0
anz
n, z ∈ C
the inequality
‖ p(T ) ‖ ≤ sup
|z|≤1
|p(z)|
holds true. Here, of course, we denote p(T ) =
∑N
n=1 an T
n and consider it as
an element of the bounded linear operators B(H) of H.
Let me mention a short proof of this. First, if U ∈ B(H) is a unitary
operator, thus a very special contraction, then
‖ p(U) ‖2 = ‖ p(U)∗p(U) ‖
= r(p(U)∗p(U))
= sup{ |λ| : λ ∈ σ(p(U)∗p(U))},
where σ(A) = {λ : λ−A /∈ Inv(B(H)) } denotes the spectrum of the linear
operator A and r(A) its spectral radius.
On the other hand,
p(U)∗p(U) =
N∑
n∈N
an(U
∗)n ·
N∑
n∈N
anU
n
=
N∑
l=−N
∑
{n,l :n+k=l}
anak U
l
= F (U),
5
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where F (z) =
∑N
l=−N
∑
{n,l :n+k=l} anak z
l, z ∈ C\{0} is a rational function
which is holomorphic in a neighbourhood of σ(U) ⊂ { z ∈ C : |z| = 1}.
By the spectral mapping theorem σ(F (U)) ⊂ F (σ(U)), and thus
r(p(U)∗p(U)) = sup{ |λ| : λ ∈ σ(F (U))}
= sup{ |F (λ)| : |λ| = 1}
= sup{
∣∣∣(p(z)p(z)∣∣∣ : |z| = 1}
= sup{| p(z) | : |z| = 1}2,
which establishes von Neumann’s inequality in this case. 2
Now, Foias and Sz. Nagy [51] constructed a unitary dilation for an arbitrary
contraction:
Theorem 1.1.1 (Sz. Nagy-Foias) Given a contraction T ∈ B(H) there ex-
ists a Hilbert space K together with a unitary U ∈ B(K), an isometric em-
bedding I : H → K and an orthogonal projection P : K → H such that for
k = 0, 1, . . .
T k = P ◦ Uk ◦ I.
Using this theorem we obtain, for any contraction T,
p(T ) =
N∑
n=0
an T
n
= P ◦ p(U) ◦ I,
where P, U, and I are as in the theorem. Thus,
‖ p(T ) ‖ ≤ ‖ p(U) ‖
≤ sup{ |p(z)| : |z| = 1},
which is von Neumann’s inequality in the general case. 2
It is clear, that T ′ ∈ B(H) is polynomially bounded if it is similar to a
contraction T by a bounded operator S ∈ Inv(B(H)), i.e. if T ′ = S−1TS.
Since in this case for any polynomial p: p(T ′) = S−1p(T )S, and hence
‖ p(T ′) ‖ ≤ ∥∥S−1p(T )S ∥∥
≤ ∥∥S−1 ∥∥ ‖S ‖ ‖ p(T ) ‖∞ .
A natural question is whether the converse holds true too. This is known
as the Halmos problem [25]. But it has some history: Sz. Nagy [49] [50] in
1947 and 1959 respectively proved
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• if T ∈ B(H) is invertible and T and its inverse are power-bounded, that
is, if
sup{ ‖T n ‖ : n ∈ Z } <∞,
then T is similar to a unitary operator.
• if T ∈ B(H) is compact and power-bounded, for positive potencies only,
i.e. if
sup{ ‖T n ‖ : n ∈ N } <∞,
then T is similar to a contraction.
His question then was:
If a general operator T ∈ B(H) is power-bounded, is then T similar to a
contraction?
• Foguel [21] gave a counterexample in 1964.
• Lebow [33] proved in 1968 that the operator, constructed by Foguel, is
not even polynomially bounded.
• Boz˙ejko [9] 1987 produces a whole class of examples of power-bounded
not polynomially bounded operators.
• In between, Peller [42] 1982 studied the space of functions which act on
power-bounded Hilbert space operators.
• Halmos’ question finitely has been answered in the negative by Pisier
[44] 1996, only recently.
• An extension of Pisier’s example has been obtained by Davidson and
Paulsen [17] 1997.
1.2 Complete Boundedness
For n ∈ N let Mn = Mn(C) = B(l2n) denote the space of complex n× n matri-
ces normed as acting on the complex n dimensional Hilbert space l2n.
For T ∈ B(H) a requirement which is stronger than its polynomial bound-
edness is that of its complete polynomial boundedness.
Definition 1.2.1 An operator T ∈ B(H) is called completely polynomially
bounded, if there exists C > 0, such that for all n ∈ N and all n× n matrices
of polynomials (pi,j)
n
i,j=1∥∥∥ (pi,j(T ))ni,j=1 ∥∥∥
Mn⊗B(H)
≤ C sup
{∥∥∥ (pi,j(z))ni,j=1 ∥∥∥
Mn
: |z| ≤ 1
}
.
8 FENDLER
Here a matrix a = (ai,j)
n
i,j=1 of operators aij ∈ B(H) acts on
l2n(H) = l
2
n ⊕2 H =
v = (v1, . . . , vn) : vi ∈ H, ‖ v ‖ =
(
n∑
i=1
‖ vi ‖2
) 1
2

by
a(v)i =
n∑
j=1
aijvj.
Based on the Sz. Nagy-Foias dilation theorem it is not hard to show that
any contraction T ∈ B(H), and hence any operator T ′ ∈ B(H) which is
similar to a contraction, is completely polynomially bounded. Building on
work of Wittstock [54], Arveson [4], [5] and Haagerup [24] Paulsen [41] showed
the converse:
Theorem 1.2.1 (Paulsen) An operator T ′ ∈ B(H) is similar to a contrac-
tion if and only if T ′ is completely polynomially bounded.
One more Definition:
Definition 1.2.2 If K is another Hilbert space, A ⊂ B(K) a linear subspace
and ϕ : A→ B(H) a linear map, then ϕ is called completely bounded, if there
exists C > 0 such that for all n ∈ N and all n × n matrices
a = (ai,j)
n
i,j=1 ∈Mn(A)∥∥∥ (ϕ(ai,j))ni,j=1 ∥∥∥
B(l2n⊗2H)
≤ C
∥∥∥ (ai,j)ni,j=1 ∥∥∥
B(l2n⊗2K)
. (1.1)
We denote ||| . ||| : ϕ 7→ |||ϕ ||| the associated norm, i.e.
|||ϕ ||| = inf{C : (1.1) holds true for all a ∈Mn(A) and all n ∈ N }.
In our case, with S = {z ∈ C : |z| = 1} and σ the surface measure on S,
let K = L2(S, σ) and consider the algebra of all polynomials
A = { p : p− polynomial} ⊂ B(K)
as embedded by means of its action of pointwise multiplication on
L2(S, σ)-functions:
f 7→ p · f,
where for all p ∈ A, f ∈ L2(S, σ)
p · f(z) = p(z)f(z), z ∈ S
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denotes the pointwise product of functions.
Then T ∈ B(H) is completely polynomially bounded, exactly if the corre-
sponding homomorphism
p 7→ p(T ), p ∈ A
from A into B(H) is completely bounded.
1.3 Analytic Semigroups on Hilbert Space
It is obvious that the above mentioned problems have analogues for one-
parameter semigroups instead of the discrete semigroup Z+ only.
A C0-semigroup (Tt)t≥0 acting on H has an infinitesimal generator
Ax = lim
t↘0
Tt − 1
t
x, x ∈ D(A) := { x˜ : the limit lim
t↘0
Tt − 1
t
x˜ exists }
which is a closed densely defined operator.
We shall consider here only semigroups which admit bounded analytic ex-
tensions to some nontrivial cone Γθ = {z 6= 0 : |arg(z)| < θ} ⊂ C. (Analytic
refers to weak analyticity, i.e. a map Φ : Γ→ B(H) is called analytic, may be
sometimes holomorphic, if for all x, y ∈ H z 7→ (Φ(z)x, y) is analytic on Γ.)
Definition 1.3.1 A C0-semigroup (Tt)t≥0 acting on H admits a bounded an-
alytic extension to some cone Γθ if there exists a map
T : Γθ → B(H)
z 7→ Tz,
analytic on Γθ and extending T : t 7→ Tt, such that
Tz+z′ = TzTz′ ∀ z, z′ ∈ Γθ ,
lim
z→0, z∈Γθ
Tz x = x ∀x ∈ H
and
sup
z∈Γθ
‖Tz ‖ <∞ .
Assume that A is injective then, for z 6= 0, 0 ≤ Re z < 1, complex powers
(−A)z of the negative of A can be defined as closable densely defined operators,
fulfilling (−A)z · (−A)z′ = (−A)z+z′ .
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Definition 1.3.2 We say that (−A) admits bounded imaginary powers if there
exist c > 0, C > 0 such that (−A)is ∈ B(H) and∥∥ (−A)is ∥∥ ≤ C ec|s| ∀ s ∈ R.
Then in fact, s 7→ (−A)is is a C0-group of operators on H.
Le Merdy [32] connected the similarity problem for analytic semigroups to
the functional calculus of the negative of the generator:
Theorem 1.3.1 (Le Merdy) Let (Tt)t≥0 be a C0-semigroup which admits an
analytic extension. Let A be its generator and assume that A is injective.
Then (−A) admits bounded imaginary powers if and only if the semigroup is
similar to a contraction semigroup.
The implication “⇐” is entirely due to Pru¨ss and Sohr [45]. For the other impli-
cation Le Merdy adapts arguments of McIntosh [37] and Yagi [55] to establish
the complete boundedness of the functional calculus for rational functions of
degree less than −1, with poles in the resolvent set of −A and uses a theorem
of Paulsen analogous to the one cited above.
Chapter 2
Dilation Theorems
2.1 Lp-Spaces as Banach Lattices
Since I shall treat an Lp-space E = Lp(Ω, µ) as a Banach lattice some remarks
on scalars are in order. Decomposing elements of E, that is, complex valued
functions, in their real and imaginary parts we obtain a decomposition, as real
linear spaces:
Lp(Ω, µ;C) = Lp(Ω, µ;R)⊕ iLp(Ω, µ;R) .
Here, on Lp(Ω, µ;R), in addition to the linear operations the pointwise oper-
ations of maximum and minimum of two elements and the absolute value are
defined as
f ∨ g(ω) = max{f(ω), g(ω)}, ω ∈ Ω,
f ∧ g(ω) = min{f(ω), g(ω)}, ω ∈ Ω, f, g ∈ Lp(Ω, µ;R),
|f | (ω) = f ∨ (−f)(ω) , ω ∈ Ω, f ∈ Lp(Ω, µ;R).
Moreover, the norm on Lp(Ω, µ;C) is related to the norm on Lp(Ω, µ;R) by
‖ f ‖ =
(∫
Ω
|f(ω)|p dµ(ω)
) 1
p
=
(∫
Ω
(|Re f |2 (ω) + |Im f |2 (ω)) p2 dµ(ω)) 1p ,
where Re f(ω) = 1
2
(
f(ω) + f(ω)
)
, Im f(ω) = 1
2
(
f(ω) + f(ω)
)
are elements
of Lp(Ω, µ;R).
One of the first facts to note is:
Proposition 2.1.1 If T : Lp(Ω, µ;R)→ Lp(Ω, µ;R) is a (real) linear bounded
operation, then its canonical extension
TC(f + ig) = Tf + i Tg f, g ∈ Lp(Ω, µ;R)
has the same norm bound as T : ‖TC ‖ = ‖T ‖.
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Proof: I don’t know, but for me this assertion does not appear completely
trivial and thus requires a proof.
For α, β ∈ R and two independent Gaussian distributed random variables
X, Y , with mean zero and variance one, the variables Z = αX + βY and
Z˜ = (α2 + β2)
1
2 · X are equidistributed. To prove this one computes the
Fourier transforms
E(exp it(Z)) =
∫
R
∫
R
e−it(αx+βy)
1√
2pi
e−
1
2
|x|2 1√
2pi
e−
1
2
|y|2 dxdy
=
∫
R
e−itαx
1√
2pi
e−
1
2
|x|2 dx
∫
R
e−itβy
1√
2pi
e−
1
2
|y|2dy
= e−
1
2
(tα)2e−
1
2
(tβ)2 = e−
1
2
[t2(α2+β2)]
= E(exp(it(α2 + β2) 12X)) .
Thus for f, g ∈ Lp(Ω, µ;R):
E(|f(ω)X + g(ω)Y |p) = E
(∣∣∣(f 2(ω) + g2(ω)) 12 ·X∣∣∣p) ,
and with λ = E |X|p:∫
Ω
(|f |2 (ω) + |g|2 (ω)) p2dµ(ω) = 1
λ
∫
Ω
E |f(ω)X + g(ω)Y |p dµ(ω) .
Let h = f + ig, then
‖TCh ‖p = 1
λ
∫
Ω
E |Tf(ω)X + Tg(ω)Y |p dµ(ω)
=
1
λ
E
∫
Ω
|T (f(ω)X + g(ω)Y )|p dµ(ω)
≤ ‖T ‖p 1
λ
E
∫
Ω
|f(ω)X + g(ω)Y |p dµ(ω)
= ‖T ‖p ‖h ‖p .
From this the inequality ‖TC ‖ ≤ ‖T ‖ is obvious. 2
Remark 2.1.1 We used here that a two-dimensional Hilbert space is isomet-
rically isomorphic to a closed subspace of an Lp-space. This gave the equality
of the norms of T and its extension TC. Our proof is a special case of the ar-
gument which Marcinkiewicz and Zygmund gave for their famous extension
theorem [36]. There, among others, the situation is considered of extending an
operator T : Lp(Ω, µ) → Lp(Ω, µ) to an operator TH defined on the Hilbert
space valued function space Lp(Ω, µ;H) by extending linearly the definition
given on simple tensors
TH : f ⊗ ξ 7→ Tf ⊗ ξ,
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where for f ∈ Lp(Ω, µ), ξ ∈ H the simple tensor is the H-valued function
f ⊗ ξ (ω) = f(ω)ξ, ω ∈ Ω.
For a general Banach lattice E and a Hilbert space H there is sense in an
extension of the lattice and of an operator T ∈ B(E). To prove the bound-
edness of the extended operator one has to invoke Grothendieck’s theorem to
the result that
‖TH ‖ ≤ KG ‖T ‖ ,
where KG denotes the Grothendieck constant. The reader may find a discus-
sion of these facts in the book [34] of Lindenstrauss and Tzafriri.
Definition 2.1.1 Now a linear1operator
T : Lp(Ω, µ;C)→ Lp(Ω, µ;C)
is called positive, T ≥ 0, if for all f ∈ Lp(Ω, µ;C)
f ≥ 0 implies Tf ≥ 0.
Remark 2.1.2 Clearly, a positive linear operator T on a complex Lp-space
leaves the real subspace Lp(Ω, µ;R) invariant, and it is the complexification of
its restriction TR .
Example 2.1.1 If E = Lp(Ω, µ) is finite dimensional, then, for some n and
some ω1, . . . , ωn > 0,
E = lpn(ω) =
α = (α1, . . . , αn) : αi ∈ C
(
n∑
i=1
|αi|p ωi
) 1
p
= ‖α ‖
 .
For 1 ≤ i ≤ n let δi = (0, 0, 1, 0. . .0), where the nonzero entry is at the i-th
position, and let {δ1, . . . , δn} be the standard basis in Cn which we usually
take as a basis of lpn.
When a linear operator T on E is represented by its matrix with respect
to this basis, i.e.
(Tα)i =
n∑
j=1
Tijαj i = 1, . . . , n ,
then T is positive if and only if Tij ≥ 0 for all i, j = 1, . . . , n.
1Whenever scalar multiplication for complex numbers is defined, then linear actually
means complex linear.
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Remark 2.1.3 If µ is σ-finite and T is given by a measurable kernel k :
Ω× Ω→ C, i.e. if for µ almost all ω ∈ Ω
Tf(ω) =
∫
Ω
k(ω, ω′)f(ω′)dµ(ω′),
then T ≥ 0 if k ≥ 0 µ× µ almost everywhere.
Examples of this type:
Convolution on Lp(R, λ) with Gauss, Poisson or other kernels.
For later use we note:
Proposition 2.1.2 If T : Lp(Ω, µ;C)→ Lp(Ω, µ;C) is positive, then
‖T ‖ = sup { ‖Tf ‖ : f ≥ 0, ‖ f ‖ = 1 } .
Proof: It is obvious that the above right hand side is dominated by ‖T ‖.
Since T = (TR)C, we only need to prove
‖TR ‖ ≤ sup { ‖Tf ‖ : f ≥ 0, ‖ f ‖ = 1 } =: λ.
But if f ∈ Lp(Ω, µ;R), then, denoting f+ = f∨0, f− = (−f) ∨ 0,
Tf = Tf+ − Tf−
and
|Tf | ≤ ∣∣Tf+∣∣+ ∣∣Tf−∣∣
= Tf+ + Tf−
= T (f+ + f−).
We obtain
‖Tf ‖ ≤ ∥∥T (f+ + f−)∥∥
≤ λ∥∥ f+ + f− ∥∥ = λ ‖ f ‖ ,
since µ(supp f+ ∩ supp f−) = 0. 2
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2.2 The Dilation Theorem of Akc¸oglu and
Sucheston and its Proof in the finite di-
mensional Case
The results and proofs presented in this chapter are due to Akc¸oglu and Suche-
ston. We adapted them from the publications [1] and [2].
Theorem 2.2.1 (Akc¸oglu and Sucheston[2]) Assume 1 ≤ p < ∞ and let
E = Lp(Ω, µ) be an Lp-space, T : E → E a positive contraction. Then
there exist another Lp-space E˜ = Lp(Ω′, µ′) together with a positive invertible
isometry S : E˜ → E˜, such that
DT k = PSkD for k = 0, 1, 2, . . . ,
for some positive isometric embedding D : E → E˜ and a norm non-increasing
positive projection P : E˜ → E˜.
We need prove this only for real scalars, and we first assume that E is finite
dimensional. Then for some ω1 > 0, . . . , ωn > 0
E = lpn(ω) = { (α1, . . . , αn) : αi ∈ R} and ‖α ‖E =
(
n∑
i=1
|αi|p ωi
) 1
p
.
Moreover, E is isometric to lpn, by multiplication with ω
1
p
i :
mω : (α1, . . . , αn) → (α1ω
1
p
1 , . . . , αnω
1
p
n )
mω : l
p
n(ω) → lpn.
Thus we may assume that E = lpn, for otherwise it would be sufficient to argue
for T ′ = mω Tm−1ω , T
′ : lpn → lpn .
Let q be such that 1
p
+ 1
q
= 1, and let T ∗ : lqn → lqn denote the adjoint to T
so that for α ∈ lpn = E, β ∈ lqn = E∗
(Tα, β) = (α, T ∗β),
where the bilinear pairing (., .) : E × E∗ → C is given by
(α , β) =
n∑
i=1
αiβi.
For 1 < p <∞ we define a mapping
∗ : E+ → E∗ +
(α1, . . . , αn) 7→ (αp−11 , . . . , αp−1n ),
16 FENDLER
such that
‖α∗ ‖qq =
n∑
i=1
∣∣αp−1i ∣∣q = n∑
i=1
αpq−qi =
=
n∑
i=1
αpi = ‖α ‖pp .
(If p = 1, then let α∗i = 1 if αi 6= 0, α∗i = 0 if αi = 0.)
We further define
M : E+ → (E∗)+
by Mα = T ∗(Tα)∗.
Lemma 2.2.1 Assume 1 < p < ∞. For α ∈ E+ with ‖Tα ‖p = ‖T ‖ ‖α ‖p
there holds true:
Mα = ‖T ‖p αp−1.
Proof: We have
‖Mα ‖q ≤ ‖T ∗ ‖ ‖ (Tα)∗ ‖q = ‖T ‖ ‖Tα ‖p−1p = ‖T ‖p ‖α ‖p−1p ,
and if q is defined by 1
p
+ 1
q
= 1 :
‖α ‖p ‖Mα ‖q ≥ (α,Mα) = (Tα, (Tα)p−1) = ‖Tα ‖p = ‖T ‖p ‖α ‖pp .
Hence there is equality in Ho¨lders inequality. It follows that for some λ ≥ 0
Mα = λ αp−1. Then (α, λαp−1) = ‖T ‖p ‖α ‖pp shows λ = ‖T ‖p . 2
Let E(X) = {α ∈ E : supp α := {i ∈ {1, . . . , n} : αi 6= 0} ⊂ X} and define TX α =
T (χX · α). We denote λX = sup{‖Tα ‖ : α ∈ E(X)+, ‖α ‖ = 1} the norm of
TX .
Corollary 2.2.1 Assume 1 < p <∞. If α ∈ E(X)+ with ‖Tα ‖ = λX ‖α ‖,
then
χX ·Mα = λpXαp−1 .
Proof: This follows immediately from the above lemma, applied to the oper-
ator TX acting on the space E(X):
In fact, from
χX · T ∗ = (TX)∗
we infer
χX ·Mα = χX · T ∗
(
(Tα)p−1
)
= (TX)
∗ ((Tα)p−1)
= (TX)
∗ ((TXα)p−1) = λpXαp−1 .
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2
Lemma 2.2.2 Assume 1 < p < ∞. Let α, β ∈ E+ fulfil α · β = 0 and
Mα ≤ αp−1. Then αMβ = 0 and M(α + β) = Mα +Mβ.
Proof: We have 0 ≤ (Tβ, (Tα)p−1) = (β,Mα) ≤ (β, αp−1) = 0, since α·β = 0.
Since T is a positive operator, Tβ and Tα must have disjoint supports. Hence
0 = (Tα, (Tβ)p−1) = (α,Mβ), from which we infer α ·Mβ = 0.
Again the disjointness of the supports of Tα and Tβ implies (T (α+β))p−1 =
(Tα+Tβ)p−1 = (Tα)p−1 +(Tβ)p−1. Applying T ∗ to this equality finally shows
M(α + β) = Mα +Mβ. 2
Lemma 2.2.3 Assume 1 < p < ∞. Let α ∈ E+ satisfy Mα ≤ αp−1, and
assume that some coordinates of α vanish. Then there exists α˜ with strictly
larger support than α, such that
Mα˜ ≤ α˜p−1 .
Proof: Let X = {i : αi = 0}. Since E is finite dimensional there exists, by
compactness of {r ∈ E(X) : ‖ r ‖ = 1}, some β ∈ E(X) with ‖ β ‖ = 1 such
that
‖Tβ ‖ = ‖TXβ ‖ = ‖TX ‖ ‖ β ‖ .
It follows that
χXMβ ≤ βp−1.
Then, since α·β = 0, we may apply the last lemma to the result that αMβ = 0,
and hence supp Mβ ⊂ X.
Now we obtain
M(α + β) = Mα +Mβ = Mα + χXMβ
≤ αp−1 + βp−1 = (α + β)p−1,
and thus α˜ = α + β can be chosen. 2
Theorem 2.2.2 There exists u ∈ E+ with strictly positive coordinates such
that
Mu ≤ up−1 .
18 FENDLER
Proof: If p = 1 take u ≡ 1 , i.e. ui = 1 for i = 1, . . . , n.
Otherwise this follows immediately by Lemma 2.2.3. 2
Remark 2.2.1 Assume p > 1 and ‖T ‖ = 1.
(i) For u ∈ E+ with ‖u ‖p = 1 the assertions Mu = u∗ and ‖Tu ‖p = 1 are
equivalent. In fact, denoting v = Tu,
‖Tu ‖p = (v, v∗) = (Tu, v∗)
= (u, T ∗v∗) = (u,Mu).
Hence ‖Tu ‖p = 1 implies, by the converse to Ho¨lder’s inequality, that
Mu = u∗ = up−1. The converse is evident.
From Proposition 2.1.2 we know that u can be chosen in E+. In the case
that ‖T ‖ = 1 the proof of Theorem 2.2.2 is thus much easier.
(ii) Assume further all entries of the matrix of T to be strictly positive. Then,
if u ∈ E+ and if ‖Tu ‖p = 1 = ‖u ‖p, the vectors
v = Tu and u∗ = T ∗v
have strictly positive coordinates. This can be seen from the equalities
vj =
n∑
i=1
Tjiui , u
p−1
i =
n∑
j=1
Tjiv
p−1
j .
For E = lpn the measure space Ω
′ appearing in the statement of the dilation
theorem, will be a subset of R2, µ′ will be the restriction of the 2-dimensional
Lebesgue measure to Ω′ and S will be constructed from a point transformation
τ : Ω′ → Ω′ taking into account the Radon-Nikodym derivative of µ′ ◦τ−1 with
respect to µ′.
For i = 1, . . . , n let Ii be pairwise disjoint intervals on the x-axes of R2 of
length l(Ii) = 1 each. Let Ji, i = 1, . . . , n be mutually disjoint intervals too,
again each of length one but on the y-axes.
Set
Xi = Ii × Ji , i = 1, . . . , n ; Z0 =
n⋃
i=1
Xi .
For k 6= 0, k ∈ Z let Zk be mutually disjoint rectangles, each disjoint from Z0
too, of positive finite 2-dimensional Lebesgue measure.
By Theorem 2.2.2 there is u = (u1, . . . , un) ∈ E+, ui > 0 for all i ∈
{1, . . . , n}, with
Mu ≤ up−1.
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Let
v = (v1, . . . , vn) = Tu
be its image under T . (It well might happen that vj = 0 for some j.) Let
I = {1, . . . , n} and J = {j ∈ I : vj 6= 0}.
Define P = I × J as an index set,
ξij := Tji
ui
vj
, (i, j) ∈ P
ηij := Tji
(
vj
ui
)p−1
, (i, j) ∈ I × I.
Since
vj = (Tu)j =
n∑
i=1
Tjiui holds true, we have
n∑
i=1
ξij = 1 for all j ∈ J .
Similarly, from
T ∗(Tu)p−1 = Mu ≤ up−1, we obtain
n∑
i=j
ηij ≤ 1 for all i ∈ I .
Divide each Ij, j ∈ J , in n subintervals Iij with length ξij, and for each i ∈ I
choose n subintervals Jij in Ji with length ηij. It well might happen, that some
of those intervals degenerate, e.g. if (i, j) /∈ P then ηij = 0.
Let for (i, j) ∈ P
Sij = Iij × Jj,
Rij = Ii × Jij,
and define
S =
⋃
(i,j)∈P
Sij , R =
⋃
(i,j)∈P
Rij .
Now there are affine transformations
τij : Rij → Sij,
τij(x, y) = (aijx+ bij, cijy + dij) (x, y) ∈ Rij
for some aij, bij, cij, dij ∈ R, which are surjective up to sets of Lebesgue measure
zero.
We are going to define a point transformation τ of
⋃−∞
k=−1 Zk ∪Z0∪
⋃+∞
k=1 Zk
onto itself:
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1. If R = Z0 then define τ as the identity on
⋃+∞
k=1 Zk otherwise (piecewise
affine) to transport Z0 \R onto Z1, Zk onto Zk+1 k ≥ 1.
2. If S = Z0 let τ be the identity on
⋃−∞
k=−1 Zk otherwise let τ map Zk onto
Zk+1 k ≤ −2 and Z−1 onto Z0 \ S.
3. Now it only remains to define
τ : R→ S
by
τ|Rij = τij .
The Figure 2.1 indicates the properties of the point transformation τ in an
example for the dimension n = 4.
Let Ω′ :=
⋃
k∈Z Zk and let µ
′ be the restriction of the two dimensional
Lebesgue measure to Ω′. Define ν = µ′ ◦ τ−1 and denote ρ the Radon Nikodym
derivative of ν with respect to µ′.
For (i, j) ∈ P, (x, y) ∈ Sij
ρ(x, y) =
dν
dµ′
(x, y) =
µ′(τ−1(Sij)
µ′(Sij)
=
µ′(Rij)
µ′(Sij)
=
ηij
ξij
=
Tji(
vj
uj
)p−1
Tji(
ui
vj
)
=
(
vj
ui
)p
(=: ρij) .
1. Then S : f 7→ Sf defined by
Sf(x, y) := ρ(x, y)
1
p f(τ−1(x, y)), (x, y) ∈ Ω′,
is an invertible isometry of Lp(Ω′, µ′) = E˜.
2. P : E˜ → E˜ is just averaging over the sets Xi:
Pf(x, y) =

1
µ′(Xi)
∫
Xi
fdµ′ whenever (x, y) ∈ Xi for some i ∈ I
0 if (x, y) ∈ Zk for k 6= 0.
3. D : E → E˜ is given by
Df(α1, . . . , αn) =
∑
i∈I
αiχXi(x, y) , (x, y) ∈ Ω′ .
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Figure 2.1: The Transformation τ .
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Lemma 2.2.4 If f, g ∈ E ′ are two functions supported in Z0 ∪
⋃
k≥1 Zk which
depend only on the x-coordinate, then Pf = Pg implies PSf = PSg. Fur-
thermore, PSf and PSg have their supports in Z0 ∪
⋃
k≥1 Zk again.
Proof: If f : Ω′ → R depends only on the x-coordinate, then, for some
function F : R→ R, we have f(x, y) = F (x), (x, y) ∈ Ω′.
For j ∈ J we compute∫
Xj
Sf(x, y) dµ′(x, y) =
∑
i∈I
∫
Sij
vj
ui
f(τ−1ij (x, y)) dxdy
=
∑
i∈I
vj
ui
µ′(Sij)
µ′(Rij)
∫
Rij
f(xij) dxdy
=
∑
i∈I
(
vj
ui
)1−p ∫
Rij
F (x) dxdy
=
∑
i∈I
(
vj
ui
)1−p
ηij
∫
Ii
F (x) dx
=
∑
i∈I
Tji
∫
Xi
f(x, y) dµ′(x, y) .
If j ∈ I\J thenXj ⊂ Z0\S and τ−1(Xj) ⊂ Z−1. It follows that PSf = 0 on Xj
whenever f = 0 on Z−1. Hence,
PSf =
∑
j∈J
∑
i∈I
Tji
∫
Xi
f(x, y) dµ′(x, y) χXj (2.1)
=
∑
j∈I
∑
i∈I
Tji
∫
Xi
f(x, y) dµ′(x, y) χXj . (2.2)
Here we could extend the summation with respect to j from J to all of
I = {1, . . . , n}, since for j0 ∈ I \ J we have Tj0i = 0 ∀i ∈ I. In fact, because
of ui > 0 ∀ i ∈ I, it follows that j0 ∈ I \J, i.e. 0 = vj0 =
∑
i∈I Tj0iui, implies
Tj0i = 0 ∀ i ∈ I.
If Pf = Pg and f, g are both supported in Z0 ∪
⋃
k≥1 Zk, then for all i ∈ I∫
Xi
f(x, y) dµ′(x, y) =
∫
Xi
g(x, y) dµ′(x, y), and hence
PSf = PSg .
2
Further, for α ∈ E we may restate (2.1) as:
Lemma 2.2.5 PS(
∑
i∈I αiχXi) =
∑
j∈J (Tα)j χXj .
DILATIONS AND TRANSFERENCE 23
Theorem 2.2.3 If k ∈ Z+, α ∈ E, then
PSk
∑
i∈I
αiχXi =
∑
j∈J
(T kα)jχXj .
Proof: We prove the theorem by induction on k. The assertion is clear for
k = 0 and just proved and stated in the last lemma for k = 1. If f ∈ E˜ depends
only on the x-coordinate, then the same is true for Sf , since τ is piecewise affine
and also the Radon Nikodym derivative depends only on the x-coordinate.
Hence Skf depends only on the x-coordinate. Then from Lemma 2.2.4
PSk+1
∑
αiχXi = PS P S
k
∑
αiχXi
= PS
(∑
i∈I
(T kα)iχXi
)
=
∑
j∈J
(T k+1α)jχXj .
This proves the Akc¸oglu-Sucheston theorem in the finite dimensional case.
2
Chapter 3
Ultraproducts of Banach Spaces
3.1 The general Banach space Ultraproduct
Construction
This construction might be based either on the notion of an ultrafilter or
equivalently (at least in the case we are interested in) on points of the Gelfand
space of the algebras l∞.
Let (A,≤) be a partially ordered, directed set and let A denote the Gelfand
space of l∞(A;C), i.e. the set of multiplicative functionals α : l∞(A;C) → C
with the weak–∗–topology. Then A ↪→ A is canonically embedded in the com-
pact Hausdorff topological space A and is a dense subset in there.
For f ∈ l∞(A;R) define
lim
α∈A
inf f(α) = sup
β∈A
inf
α≥β
f(α)
and
lim
α∈A
sup f(α) = inf
β∈A
sup
α≥β
f(β) .
Proposition 3.1.1 There exists a point LIM ∈ A such that
lim
α∈A
inf f(α) ≤ LIM(f) ≤ lim
α∈A
sup f(α) ∀ f ∈ l∞(A;R) .
Proof: For α ∈ A let Aα = {β : β ≥ α} and let Aα be its closure in A. Since
A is a directed set, there exists, for α, β ∈ A, some γ ∈ A such that
∅ 6= Aγ ⊂ Aα ∩ Aβ .
24
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Hence the sets (Aα)α∈A have the finite intersection property, i.e. for any finitely
many α1, . . . , αn :
⋂n
i=1 Aαi 6= ∅. In the compact space A there then exists a
point
LIM ∈
⋂
α∈A
Aα .
But this implies that for any f ∈ l∞(A;R)
LIM (f) ∈
⋂
α∈A
f(Aα) ⊆
⋂
α∈A
f(Aα) ,
and the last set is contained in the interval[
lim
α∈A
inf f(α) , lim
α∈A
sup f(α)
]
,
which proves the proposition. 2
Remark 3.1.1
(i) If f ∈ l∞(A;C) and u : f(A)→ C is continuous, then
LIM u ◦ f = u(LIM f).
In fact if fˆ denotes the Gelfand transform of f , then u ◦ f =
(
u ◦ fˆ
)
|A
and
LIM u ◦ f = (u ◦ f )ˆ(LIM) = u ◦ fˆ(LIM)
= u
(
fˆ(LIM)
)
= u(LIM f).
(ii) If f, g ∈ l∞(A;R) are such that f ≤ g, then
LIM f ≤ LIM g .
Clearly f ≤ g on A implies fˆ ≤ gˆ on A.
(iii) LIM is usually called a generalised limit, or Banach limit. Its value at a
function f ∈ l∞(A;C) we sometimes denote LIMα∈A f(α).
Now let (A,≤, LIM) be as above. For a net (Eα, ‖ . ‖α)α∈A of Banach spaces
let Λ(A,E) denote the space of those functions f : A→ ⋃α∈A Eα such that
f(α) ∈ Eα ∀α ∈ A and ‖ f ‖∞ = sup
α
‖ f(α) ‖α <∞ .
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Then clearly Λ(A,E), ‖ . ‖∞ is a normed vector space, it is even complete and
a Banach lattice if all Eα are Banach lattices. The operations are defined
pointwise:
(f + g)(α) = f(α) + g(α), α ∈ A
f ∧ g(α = f(α) ∧ g(α), α ∈ A
etc.
Let us define a semi-norm ‖ . ‖
LIM
on Λ(A,E) by
‖ f ‖
LIM
= LIMα∈A ‖ f(α) ‖α .
We let N = {f ∈ Λ(A,E) : ‖ f ‖
LIM
= 0} denote its kernel and denote∏
LIM
Eα = Λ(A,E)/N .
Further, for f, g ∈ Λ(A,E), we write f ∼ g if f − g ∈ N and [f ] = f +N .
The following useful observation seems to be due to Akc¸oglu and Suche-
ston [2].
Proposition 3.1.2 Λ(A,E)/N is a Banach space.
This proposition will be proved by the following two lemmata.
Lemma 3.1.1 For f ∈ Λ(A,E) there exists g ∈ Λ(A,E) such that
f ∼ g and ‖ g(α) ‖α ≤ ‖ f ‖LIM ∀α ∈ A.
Proof: For α ∈ A denote λα = ‖ f ‖LIM /max{‖ f(α) ‖α , ‖ f ‖LIM} and define
g ∈ Λ(A,E) by
g(α) = λαf(α), α ∈ A.
Then,
‖ f(α)− g(α) ‖α = ‖ (1− λα)f(α) ‖α
= (1− λα) ‖ f(α) ‖α .
Hence,
‖ f − g ‖
LIM
≤ LIMα∈A (1− λα) · LIMα∈A ‖ f(α) ‖α
= 0 · ‖ f ‖
LIM
.
It is clear that for all α ∈ A: ‖ g(α) ‖α = λα ‖ f(α) ‖α ≤ ‖ f ‖LIM. 2
Now the completeness of Λ(A,E)/N follows from:
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Lemma 3.1.2 Let (fn)
∞
n=1 ∈ Λ(A,E) be a sequence such that∑∞
n=1 ‖ fn ‖LIM <∞. Then there exists
f ∈ Λ(A,E) such that lim
N→∞
∥∥∥∥∥ f −
N∑
n=1
fn
∥∥∥∥∥
LIM
= 0 .
Proof: Let gn ∼ fn be such that ‖ gn(α) ‖α ≤ ‖ fn ‖LIM for all α ∈ A. Then
g(α) =
∑∞
n=1 gn(α) ∈ Eα exists, since
∑∞
n=1 ‖ gn(α) ‖α ≤
∑∞
n=1 ‖ fn ‖LIM <
∞. This estimate further shows g ∈ Λ(A,E). It is clear that for all N ∈ N :∑N
n=1 gn ∼
∑N
n=1 fn.
Now,∥∥∥∥∥ g −
N∑
n=1
fn
∥∥∥∥∥
LIM
=
∥∥∥∥∥ g −
N∑
n=1
gn
∥∥∥∥∥
LIM
=
= LIMα∈A
∥∥∥∥∥
∞∑
n=N+1
gn(α)
∥∥∥∥∥
α
≤ LIMα∈A
∞∑
n=N+1
‖ gn(α) ‖α
≤
∞∑
n=N+1
‖ fn ‖LIM → 0 if N →∞ . 2
Remark 3.1.2
(i) If E = (Eα)α∈A, F = (Fα)α∈A are as above and uα : Eα → Fα is a
bounded linear operator such that supα∈A ‖uα ‖α < ∞, then there
exists a linear operator
u : Λ(A,E)→ Λ(A,F )
defined by
u(fα) = uα(fα), α ∈ A .
Furthermore,
‖u(f.) ‖LIM ≤ sup
α∈A
‖uα ‖α ‖ f. ‖LIM .
Hence u passes to the quotient spaces and defines a bounded linear map,
the ultraproduct of the net (uα)α∈A, denoted∏
LIM
uα :
∏
LIM
E →
∏
LIM
F,
of norm at most supα∈A ‖uα ‖.
(ii) If E is a Banach space and (Eα)α∈A is a net of its subspaces (Eα ⊆
E ∀α ∈ A), ordered by inclusion (i.e. α′ ≤ α ⇔ Eα′ ⊆ Eα), such that⋃
α∈A Eα is dense in E, then E is canonically embedded in
∏
LIM
Eα by
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just taking the ultraproduct of the inclusions.
For, if f ∈ E, then there exists a net fα ∈ Eα such that ‖ f − fα ‖E → 0.
Define f˜ ∈∏
LIM
Eα as f˜ = [fα], then∥∥∥ f˜ ∥∥∥ = LIMα∈A ‖ fα ‖α = LIMα∈A ‖ fα ‖E = limα→∞ ‖ fα ‖ = ‖ f ‖ .
It is straightforward to check, that the definition of f˜ does not depend
on the special net (fα)α∈A and that f 7→ f˜ is linear.
(iii) The (real) Lp(Ω, µ;R) spaces, 1 ≤ p < ∞, are characterized by the
Kakutani and the Bohnenblust-Nakano theorem (see e.g. [31] Chap.5
§15 Theorem 3) as those Banach lattices E such that
f, g ∈ E+, f ∧ g = 0⇒ ‖ f + g ‖p = ‖ f ‖p + ‖ g ‖p .
As a corollary to this fact we have:
Corollary 3.1.1 Let (Eα)α∈A be a net of Lp-spaces, then there exists a mea-
sure space (Ω◦,A◦µ◦) such that∏
LIM
Eα = L
p(Ω◦, µ◦) .
Proof: Let f, g ∈∏
LIM
E+α with f ∧ g = 0 be represented by (fα)α∈A respec-
tively (gα)α∈A. Then h = (fα ∧ gα)α∈A ∈ N , since it is a representation for
f ∧ g = 0, and we may further assume that fα, gα ∈ E+α for all α ∈ A.
Now, for all α ∈ A, the functions fα − (fα ∧ gα) and gα − (fα ∧ gα) have
disjoint supports, hence, using Eα ∈ Lp,
‖ fα − (fα ∧ gα) + gα − (fα ∧ gα) ‖pEα
= ‖ fα − (fα ∧ gα) ‖pEα + ‖ gα − (fα ∧ gα) ‖pEα .
Because
[(fα − gα ∧ fα)α] = f, [(gα − (fα ∧ gα))α] = g ,
we have, by passing to the limit:
‖ f + g ‖p = LIMα∈A ‖ fα + gα − 2(fα ∧ gα) ‖pα =
= LIMα∈A ‖ fα − fα ∧ gα ‖p + LIMα∈A ‖ gα − (fα ∧ gα) ‖p
= ‖ f ‖p + ‖ g ‖p .
Remark 3.1.3 A more direct approach to the above Corollary 3.1.1, using
directly ultraproducts and not relying on the Bohnenblust-Nakano or on Kaku-
tani’s theorem, can be found in the publication [16] of Dacunha Castelle and
Krivine.
DILATIONS AND TRANSFERENCE 29
3.2 The Akc¸oglu-Sucheston Dilation Theorem
In this section we shall use the foregoing constructions to complete the proof
of the Akc¸oglu-Sucheston dilation theorem in the general case. We shall rather
closely follow their arguments.
Definition 3.2.1 A semi-partition α of Ω is a finite collection of pairwise
disjoint subsets (measurable of course)
α = {X1, . . . , Xnα : Xi ∩Xj = ∅ if i 6= j}
each one of finite measure.
For a semi-partition α we let Eα : E → E denote the corresponding conditional
expectation operator, defined by:
Eα(g)(ω) =

1
µ(X)
∫
X
g(ω′) dµ(ω′) if ω ∈ X ∈ α
0 otherwise.
Remark 3.2.1
(i) The set A = {α : α a semi-partition} of all semi-partitions is partially
ordered, directed by refinement, and for g ∈ E we have
lim
α∈A
‖ Eα g − g ‖p → 0.
(ii) Further, if T : E → E is a positive contraction, and if
Tα : E → E is defined by Tα = EαTEα,
then it may be restricted to Eα := EαE and there be viewed as a positive
contraction on Eα ' lpnα(ω) ' lpnα . (Here ' is a positive isometrical
isomorphism and ω is the weight sequence (µ(X1), . . . , µ(Xn)).)
(iii) Since A is directed by refinement and since ‖T ‖ < ∞ we obtain by
induction from (i):
lim
α∈A
‖T nα f − f ‖ = 0 , n = 0, 1, . . . ∀ f ∈ E .
(For a proof just note: ‖ EαTEαf − Tf ‖ ≤ ‖EαTEαf −
=:g︷ ︸︸ ︷
TEαf‖+
‖TEαf − Tf ‖ ≤ ‖ Eαg − g ‖ + ‖T ‖ ‖ Eαf − f ‖ α→∞−→ 0.)
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Figure 3.1: Approximating a Dilation
For a semi-partition α we display in Figure 3.1 a dilation of Tα according to
what already has been proved (Theorem 2.2.1).
Take a Banach-limit LIM on l∞(A,C) such that
lim inf f ≤ LIMf ≤ lim sup f ∀ f ∈ l∞(A,R) .
Denote E ′ = Λ(A,Eα)/N and define:
D : E → E ′ by f 7→ [DαEαf ]
S : E ′ → E ′ by Sf = [Sαfα] if f = [fα]
P : E ′ → E ′ by Pf = [Pαfα] if f = [fα].
By what has been proved,
PαS
n
αDαEαf = DαT nαEαf =
{
DαT
n
α f n = 1, 2, . . .
DαEαf n = 0 ∀ α ∈ A ,
and, since D is an isometry and Eα a norm non-increasing projection:
‖DαT nα f −DαEαT nf ‖ = ‖T nα f − EαT nf ‖
≤ ‖T nα f − T nf ‖ → 0 with α ∈ A .
But this shows
PSnDf = DT nf , n = 1, 2, . . . f ∈ E,
which concludes the proof. 2
Remark 3.2.2 Coifman, Rochberg and Weiss [13] extended the result of
Akc¸oglu and Sucheston to cover the case of a sub-positive contraction T (see
the pages 58 and 59 of [13]).
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For the readers convenience we recall the definition.
For U : Lp(Ω, µ;C)→ Lp(Ω, µ;C), bounded and linear, define
U ∈ B(Lp(Ω, µ;C)) by
Uf = (Uf¯) f ∈ Lp(Ω, µ;C)
(− denoting complex conjugation), and define further Re U ∈ B(Lp(Ω, µ;C)
by
Re U =
1
2
(U + U) .
Definition 3.2.2 T ∈ B(Lp(Ω, µ;C)) is called a sub-positive contraction, if
there exists a positive contraction R such that R + Re(eiθT ) is positive for all
θ ∈ [0, 2pi).
Proposition 3.2.1 If T ∈ B(lpn) is represented by its matrix (Tij)ni,j=1 with
respect to the usual basis of lpn, then T is a sub-positive contraction if and only
if (|Tij|)ni,j=1 represents a contraction.
Proof: Let R be a contraction such that
R + Re (eiθT ) ≥ 0 ∀ θ .
Then
Rij + (Re (e
iθT ))ij = Rij + Re (e
iθT )ij ≥ 0 ∀ i, j, θ.
Hence Rij−|Tij| ≥ 0 ∀ i, j, and by Proposition 2.1.2 it follows that the matrix
(|Tij|)ni,j=1 represents a contraction which we denote |T |.
The other implication is clear, since we can choose |T | as the positive con-
traction, named R, in the definition of sub-positivity. 2
for a sub-positive contraction T a modification of the proof of the dilation
theorem has to be done in the finite dimensional case. For the construction
then, Coifman and Weiss use |T | instead of T to obtain the measure space
Lp(Ω′, µ′), the affine mappings τij and the Radon-Nikodym derivative ρ.
Now the operator S is defined as
S f(x, y) =
∑
i,j
σij ρ(x, y)
1
pf(τ−1ij (x, y))χSijx, y), (x, y) ∈ Ω′,
where σij = sign Tij.
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Definition 3.2.3 We shall say that an operator R : Lp(Ω, µ) → Lp(Ω′, µ′)
preserves separation if f · g = 0 implies Rf · Rg = 0 ∀ f, g ∈ Lp(Ω, µ), i.e.,
if the supports of two elements are disjoint, then so are the supports of their
images under R.
Remark 3.2.3
(i) For 1 ≤ p < ∞, p 6= 2 it is easy to see that an isometry S : Lp(Ω, µ) →
Lp(Ω′, µ′) is separation preserving.
(ii) In the case that p = 2 the appropriate requirement is that S is a positive
isometry.
For the readers convenience we prove the assertions of this remark.
First assume 1 ≤ p <∞, p 6= 2. If f · g = 0 then ‖ f + g ‖p + ‖ f − g ‖p =
2(‖ f ‖p + ‖ g ‖p) and conversely. Now, if S is an isometry, then this equality
holds true for f and g if and only if it holds true for the images Sf and Sg.
Now the first part is proved and to establish the second one we proceed
similarly:
For non-negative f, g ∈ L2(Ω, µ) (resp. f, g ∈ L2(Ω′, µ′)) we have that
‖ f + g ‖22 = ‖ f ‖22 + ‖ g ‖22 if and only if f · g = 0. Hence for such functions
the same reasoning as above applies.
When f is real valued, then Sf+ = S(f+) and Sf− = S(f−), since
S(f+) · S(f−) = 0 and S(f+), S(f−) ≥ 0. Now it is easy to see that
Re (Sf) = S(Re f) and Im (Sf) = S(Im f) for a possibly complex valued
element f ∈ L2(Ω, µ).
Since f · g = 0 exactly if all products of one element from
{(Re f)+, (Re f)−, (Im f)+, (Im f)−} with an element from
{(Re g)+, (Re g)−, (Im g)+, (Im g)−} vanish one easily concludes using the
properties of S established in the last paragraph. 2
Lemma 3.2.1 A separation preserving contraction R is a sub-positive con-
traction.
Proof: For A ⊂ Ω, 0 < µ(A) <∞ define hA(ω) = R(χA)(ω).
We claim that for ω ∈ Ω and two sets B,C of finite nonzero measure one
of the following cases occurs:
1. hC(ω) = 0 and hB(ω) = 0
DILATIONS AND TRANSFERENCE 33
2. hC(ω) = 0 and hB(ω) 6= 0
3. hC(ω) 6= 0 and hB(ω) = 0
4. hC(ω) = hB(ω) 6= 0
To establish the claim, we may assume that RχB(ω) ·RχC(ω) 6= 0.
Since R preserves separation we have RχB−B∩C(ω) · RχC−B∩C(ω) = 0, and
from
RχB∩C(ω) = RχB(ω)−RχB−B∩C(ω)
= RχC(ω)−RχC−B∩C(ω)
we obtain
RχB(ω) = RχB∩C(ω) or RχC(ω) = RχB∩C(ω).
In the first case RχB(ω) − RχB−B∩C(ω) = RχC(ω) 6= 0. Again since R pre-
serves separation, we may use RχB−B∩C(ω) · RχC(ω) = 0 to obtain
RχB−B∩C(ω) = 0, and hence
RχB(ω) = RχC(ω).
The second case yields by symmetry the same result, which establishes the
claim.
For ω ∈ Ω we may thus define unambiguously
h(ω) =
{
hA(ω) if A is such that 0 < µ(A) <∞ and hA(ω) 6= 0
0 if for all sets of finite measure A : hA(ω) = 0.
This function might not be measurable, but for any set B of finite nonzero
measure (denote B˜ = suppRχB ) the function h · χB˜ = RχB is measurable.
If (Aj)
k
j=1 are pairwise disjoint and f = Σ λjχAj is a simple function, then
Rf = h
n∑
j=1
λj χA˜j . (3.1)
If we define
P : Lp(Ω, µ)→ Lp(Ω, µ)
by
Pf(ω) = |h(ω)|
n∑
j=1
λjχA˜j(ω) , (3.2)
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then we see that for all simple functions f :
‖Pf ‖ = ‖Rf ‖ ,
Pf + Re eiθRf ≥ 0 if f ≥ 0 .
Using the boundedness of R and P this extends to all of Lp(Ω, µ). 2
Remark 3.2.4 For later use it is worthwhile to note that for a separation
preserving contraction R there exists a positive contraction P , such that for
all f ∈ Lp(Ω, µ):
|Rf | (ω) = Pf(ω), µ-almost everywhere.
This follows from (3.1) and (3.2), whenever f = Σ λjχAj is a simple function
as above, since the sets A˜j, j = 1, . . . , k are pairwise disjoint. By continuity it
continues to hold for arbitrary f ∈ Lp(Ω, µ).
3.3 A further Ultraproduct Construction
Only later, in section 4.2, we will proof a dilation theorem, see Theorem 4.2.1,
for certain continuous semigroups on Lp-spaces. For its proof we will use once
more a Banach space ultraproduct construction, applied to dilations, which
are given by the Akc¸oglu-Sucheston dilation theorem, Theorem 2.2.1. We shall
need some considerations on representations of continuous groups on reflexive
spaces too, which will be presented in section 4.1, but we found it best to
present the ultraproduct part of the proof of Theorem 4.2.1 here.
To fix ideas, in this section we shall consider a continuous one-parameter
semigroup {Tt : t ≥ 0}, with T0 = id, of positive contractions acting on
Lp(Ω, µ), where 1 ≤ p < ∞. We shall prove a preliminary lemma on the
existence of a dilation of the sub-semigroup {Tt : t ≥ 0, t ∈ Q} to a group of
isometries of some Lp-space. (Here Q denotes the rational numbers.)
Furthermore we remark that, as almost always in this paper, the letters
T, S, P,D stand for positive operators between Lp-spaces, D will denote an
isometric embedding, P a contractive projection, T will be a contraction and
S an invertible isometry.
Lemma 3.3.1 If {Tt : t ≥ 0} is a semigroup in B(Lp(Ω, µ)), which fulfils the
above requirements, then there exists a measure space (Ω◦,A◦, µ◦) and a group
{S◦s : s ∈ Q} of positive isometries of Lp(Ω◦, µ◦) such that
D◦ ◦ Ts = P ◦ ◦ S◦s ◦D◦, s ∈ Q+,
for a suitable positive isometric embedding D◦ : Lp(Ω, µ) → Lp(Ω◦, µ◦) and a
positive contractive projection P ◦ acting on Lp(Ω◦, µ◦).
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In our paper [19] the proof of this lemma depends on certain filters on the
rational numbers. Here instead, we shall use the partial ordering of the natural
numbers given by divisibility.
Definition 3.3.1 For n,m ∈ N define
n  m if n divides m.
Remark 3.3.1
(i) If we take for k, l ∈ N m = lcm(k, l) to be the least common multiple of
k and l, then
k  m and l  m.
Thus (N, ) is directed.
(ii) For a finite set B ⊂ Q let UB := {n ∈ N : ns ∈ Z ∀s ∈ B}. The
latter set just consists of the common multiples of the denominators of
the reduced fractions representing the rationals from B.
The fact that the set of all sets {UB : B ⊂ Q , B finite } is closed under
finite intersections just corresponds to (N, ) being directed.
(iii) We note that the Banach limits given by Proposition 3.1.1 for (N, )
are in one to one correspondence to the maximal filters containing the
above filter-basis.
Proof of the Lemma 3.3.1: According to Theorem 2.2.1, for any n ∈ N,
there exists a dilation of {T k1/n : k ∈ Z+}:
D1/n ◦ T k1/n = P1/n ◦ Sk1/n ◦D1/n , k ∈ Z+,
where D1/n, P1/n, S1/n are as above, S1/n acting on some space L
p(Ω′1/n, µ
′
1/n).
If we define, for s ∈ Q , Sn,s ∈ B(Lp(Ω′1/n, µ′1/n)) by
Sn,s =
{
Sns1/n if ns ∈ Z
id if ns /∈ Z,
and if B = {s1, . . . , sk} ⊂ Q+ is a finite subset, then for s ∈ B and n ∈ UB
the diagram in Figure 3.2 commutes.
Let LIM be a Banach limit for (N, ). Then we may form ultraproducts
of the spaces and operators involved. From Corollary 3.1.1 we know that there
exist measure spaces (Ω◦,A◦, µ◦) and (X◦,B◦, ν◦) such that∏
LIM
Lp(Ω, µ) = Lp(X◦, ν◦)∏
LIM
Lp(Ω′1/n, µ
′
1/n) = L
p(Ω◦, µ◦)
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Figure 3.2: Dilations for Rationals
can be identified as Banach lattices in each of the two cases.
Let I denote the canonical inclusion I : Lp(Ω, µ) → ∏
LIM
Lp(Ω, µ) =
Lp(X◦, ν◦) and denote
D◦ =
∏
LIM
D1/n ◦ I ,
P ◦ =
∏
LIM
P1/n ,
S◦s =
∏
LIM
Sn,s , s ∈ Q .
Then all the asserted properties of the operators and spaces involved are rather
immediate.
To give examples, let us check that
S : Q → B
(∏
LIM
Lp(Ω′1/n, µ
′
1/n)
)
, s 7→ Ss ,
is a group homomorphism, and that we obtained a dilation of the semigroup
{Ts : s ∈ Q+}.
If s, s′ ∈ Q are given, and if f ∈∏
LIM
Lp(Ω′1/n, µ
′
1/n) is represented by a
sequence (fn)n∈N, which is possible by Proposition 3.1.2, then for n sufficiently
large with respect to our partial ordering , i.e. if n ∈ U{s,s′}, there holds true:
Sn,s+s′(fn) = S
n(s+s′)
1/n (fn)
= Sns1/n(S
ns′
1/n(fn))
= Sn,s(Sn,s′(fn)) .
By the definition of the partial ordering and by Proposition 3.1.1,
‖ (Sn,s+s′(fn))n∈N − (Sn,s(Sn,s′(fn)))n∈N ‖LIM ≤
≤ lim sup
n∈N,
‖Sn,s+s′(fn)− Sn,s(Sn,s′(fn)) ‖
= 0.
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From this we infer that they represent the same elements in∏
LIM
Lp(Ω′1/n, µ
′
1/n), and thus
S◦s ◦ S◦s′(f) = S◦s+s′(f).
Furthermore, for s ∈ Q+, the commutativity of the above diagram for large
enough n, i.e. for n ∈ U{s}, implies, as one can see using a reasoning analogous
to the one just given,
D◦ ◦ Ts = P ◦ ◦ S◦s ◦D◦. 2
Chapter 4
Representations of
Commutative topological
Groups on reflexive Banach
Spaces
4.1 General Remarks
This topic has been discussed in an broader context by I. Glicksberg and K. de-
Leeuw [22]. Here we shall develop only those parts of their theory which are
necessary for our purpose.
Let E be a reflexive Banach space, G a commutative topological group and
pi : G → B(E) a uniformly bounded representation of G on E. Thus we are
given an algebraic group homomorphism pi from G to the invertible elements
of B(E) such that C := suppi∈G ‖ pi(x) ‖ <∞.
Our topic here is to study how the subspace
Ec = {ξ ∈ E : x 7→ pi(x)ξ is continuous from G to E}
of continuously translating elements of E is situated in E.
First, since pi is uniformly bounded, Ec is surely a closed subspace of E
and it is clearly invariant for pi(G).
If E were a Hilbert space, then one would take an orthogonal projection
P onto Ec. Since G is amenable as a discrete group with an invariant mean
on l∞(G), m say, we then could define a new projection PG onto Ec in the
commutant of pi(G) by
< PGξ , η >= m(x 7→< pi(x−1)Ppi(x)ξ, η >) ∀ξ, η ∈ E.
38
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Clearly its norm is bounded by C2.
In a reflexive space there is in general no bounded projection onto a closed
subspace and we have to use a refinement of the above construction.
Let U(e) denote the system of open neighbourhoods of the identity e ∈ G
and let, for U ∈ U(e),
Upi = { pi(x) : x ∈ U }−wot
denote the closure of pi(U) in the weak operator topology in B(E). Then, since
G is abelian,
Γ =
⋂
U∈U(e)
Upi
is a set of commuting operators. When endowed with the weak operator topol-
ogy, it is a compact topological space. Furthermore, if E is given its weak
topology, then the action of Γ on E, i. e. the map
(S, ξ) 7→ Sξ,
Γ× E → E,
is separately continuous.
Lemma 4.1.1 Ec coincides with the set of Γ-fixed points in E.
Proof: If ξ ∈ Ec, then for  > 0 there exists an U ∈ U(e) such that
‖ pi(x)ξ − ξ ‖ <  for all x ∈ U. But then ‖Sξ − ξ ‖ <  for all S ∈ Upi, and
it follows that Sξ = ξ for all s ∈ Γ.
On the other hand, if {xα}α∈I is a net in G converging to the identity,
then the accumulation points of the net of operators {pi(xα)}α∈I , there exists
at least one since Γ is compact, are in Γ.
We claim that for any ξ ∈ E which is fixed by all elements of Γ we have
ξ = lim
α
pi(xα)ξ.
Establishing the claim will prove the Lemma, and to do so we are going to
prove that all weak topology accumulation points of the net {pi(xα)ξ}α∈I are
contained in ⋂
U∈U(e)
Upiξ = Γξ = {ξ}.
For this let η ∈ E be an accumulation point of {pi(xα)ξ}α∈I in the weak
topology of E. Given U ∈ U(e), we find, for any weak topology neighbourhood
W of η, some α, such that
xα ∈ U and pi(xα)ξ ∈ W.
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Hence,
Upiξ ∩W 6= ∅
for any such W and we infer, since Upiξ is closed as the continuous image of
the compact set Upi, that η ∈ Upiξ. 2
For ξ ∈ E let conv{pi(U)ξ}− be the norm closure of the convex hull of pi(U)ξ.
This set is bounded, weakly closed because of its convexity, and hence weakly
compact in the reflexive space E.
Let
Cξ :=
⋂
U∈U(e)
conv{pi(U)ξ}−.
This then is a non-void, convex, weakly compact and Γ-invariant subset of E
reducing to
Cξ = {ξ} if ξ ∈ Ec.
Furthermore
Cαξ = αCξ, α ∈ C, ξ ∈ E, (4.1)
Cξ+η ⊂ Cξ + Cη, ξ, η ∈ E. (4.2)
For ξ ∈ E the Markov-Kakutani fixed-point theorem, see e.g. Chap. IV,
Appendix, Theorem 1 of [8], may be applied to the action of Γ on Cξ. Hence
there exists at least one point in Cξ fixed by all S ∈ Γ. This, by Lemma 4.1.1,
shows
Cξ ∩ Ec 6= ∅.
We claim that Cξ ∩ Ec contains exactly one element.
If there are η, ζ ∈ Cξ ∩Ec , then for any  > 0 there exists U0 ∈ U(e) such that
for all x ∈ U0
‖ pi(x)η − η ‖ <  and ‖ pi(x)ζ − ζ ‖ < .
By the definition of Cξ there are approximations η˜, ζ˜ ∈ conv{pi(U0)ξ} such
that
‖ η˜ − η ‖ <  and
∥∥∥ ζ˜ − ζ ∥∥∥ < .
We may write η˜ =
∑n
i=1 λipi(yi)ξ and ζ˜ =
∑m
j=1 µjpi(zj)ξ, where
y1, . . . , yn, z1, . . . , zm ∈ U0, and λ1, . . . , λn > 0, µ1, . . . , µm > 0 fulfil
∑n
i=1 λi =∑m
j=1 µj = 1.
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Then∥∥∥∥∥ η −
m∑
j=1
µjpi(zj)η˜
∥∥∥∥∥
≤
∥∥∥∥∥ η −
m∑
j=1
µjpi(zj)η
∥∥∥∥∥ +
∥∥∥∥∥
m∑
j=1
µjpi(zj)(η − η˜)
∥∥∥∥∥
≤
m∑
j=1
µj sup
j
‖ η − pi(zj)η ‖ +
m∑
j=1
µj sup
j
‖ pi(zj) ‖ ‖ η − η˜ ‖
≤ + C.
Similarly we obtain ∥∥∥∥∥ ζ −
n∑
i=1
λipi(yi)ζ˜
∥∥∥∥∥ ≤ (1 + C).
Since G is commutative
m∑
j=1
µjpi(zj)η˜ =
m∑
j=1
n∑
i=1
µjλipi(zjyi)ξ =
n∑
i=1
λipi(yi)ζ˜
coincide and we infer
‖ η − ζ ‖ ≤ 2(1 + C),
which proves the claim since  > 0 is arbitrary.
Now we have almost proved the following proposition.
Proposition 4.1.1 Let E be a reflexive Banach space, G a commutative topo-
logical group and pi : G → B(E) a uniformly bounded representation of G as
above. Then there exists a projection Q ∈ B(E) with range Ec such that:
(i) pi(x)Q = Qpi(x), x ∈ G,
(ii) ‖Q ‖ ≤ supx∈G ‖ pi(x) ‖ ,
(iii) Qξ ∈ Cξ, ξ ∈ E.
Proof: For all ξ ∈ E we know that Ec ∩ Cξ is a one point set, and hence we
may define a map Q : E → E by requiring for ξ ∈ E
{Qξ} = Ec ∩ Cξ.
By its definition it is clear that Qξ ∈ Cξ for all ξ ∈ E and from the equation
(4.1) the homogeneity of Q is obvious.
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To see that Q is additive, we claim that for ξ and η in E we have
Qξ + Qη ∈ Cξ+η,
since then we can infer from the uniqueness that
Qξ + Qη = Q(ξ + η).
To establish the claim, it suffices to show that for arbitrary U ∈ U(e)
Qξ + Qη ∈ conv{pi(U)(ξ + η)}−.
To do this, denote C = supx∈G ‖ pi(x) ‖ , and choose for  > 0 a symmetric
V ∈ U(e) such that V 2 ⊂ U and ‖Qξ − pi(x)Qξ ‖ < , ‖Qη − pi(x)Qη ‖ < 
for all x ∈ V . Now there exist approximations ξ˜ = ∑ni=1 λipi(yi)ξ and
η˜ =
∑m
j=1 µjpi(zj)η such that∥∥∥Qξ − ξ˜ ∥∥∥ < 
C
and ‖Qη − η˜ ‖ < 
C
.
Here again y1, . . . , yn, z1, . . . , zm ∈ V, and λ1, . . . , λn > 0 µ1, . . . , µm > 0 fulfil∑n
i=1 λi = 1 and
∑m
j=1 µj = 1. We note that
m∑
j=1
n∑
i=1
µjλipi(zjyi)(ξ + η) ∈ conv{pi(V 2)(ξ + η)} ⊂ conv{pi(U)(ξ + η)},
and estimate, using the commutativity of G again:∥∥∥∥∥Qξ + Qη −
m∑
j=1
n∑
i=1
µjλipi(zjyi)(ξ + η)
∥∥∥∥∥
≤
∥∥∥∥∥Qξ −
m∑
j=1
µjpi(zi)Qξ
∥∥∥∥∥ +
∥∥∥∥∥
m∑
j=1
µjpi(zj)
(
Qξ −
n∑
i=1
λipi(yi)ξ
)∥∥∥∥∥
+
∥∥∥∥∥
n∑
i=1
λipi(yi)
(
Qη −
m∑
j=1
µjpi(zj)η
)∥∥∥∥∥ +
∥∥∥∥∥Qη −
n∑
i=1
λipi(yi)Qη
∥∥∥∥∥
≤  +
m∑
j=1
µj C
∥∥∥Qξ − ξ˜ ∥∥∥ + n∑
i=1
λiC ‖Qη − η˜ ‖ +  ≤ 4.
Since Q2 = Q is evident, it is now proved that Q is a linear projection
onto Ec.
That Q is in the commutant of pi(G) is implied by
Cpi(x)ξ = pi(x)Cξ, x ∈ G, ξ ∈ E
which again is a consequence of the commutativity of G.
Finally the norm estimate (ii) is obvious from
sup{ ‖ η ‖ : η ∈ Cξ } ≤ sup
x∈G
‖ pi(x) ‖ ‖ ξ ‖ , ξ ∈ E.
2
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Figure 4.1: The Part of Continuity
4.2 Application to Dilations of continuous
one-parameter Semigroups
In this section we shall collect our foregoing considerations to prove the fol-
lowing dilation theorem for continuous one-parameter semigroups:
Theorem 4.2.1 Let {Tt : t ≥ 0}, with T0 = id, be a strongly continuous
semigroup of positive contractions acting on Lp(Ω, µ), where 1 < p < ∞.
Then there exists a measure space (Ω˜, A˜, µ˜) and a strongly continuous group of
isometries {Ss : s ∈ R}, with S0 = id, acting on Lp(Ω˜, µ˜) such that
D ◦ Tt = P ◦ St ◦D, t ≥ 0,
where D is an isometric embedding of Lp(Ω, µ) into Lp(Ω˜, µ˜) and
P : Lp(Ω˜, µ˜) → Lp(Ω˜, µ˜) is a contractive projection; further D, P and the
isometries {Ss : s ∈ R} can be chosen to be positive.
Given a semigroup as in the theorem
Tt : L
p(Ω, µ)→ Lp(Ω, µ), t ≥ 0,
we obtain for all s ∈ Q+ the commutative diagram displayed in Figure 4.1.
Here {S◦s : s ∈ Q} is the group constructed in Lemma 3.3.1 D◦ and P ◦
equally come from there, whereas Lp(Ω◦, µ◦)c and the projection Q are con-
structed in Proposition 4.1.1. The map I is just the inclusion of the subspace
Lp(Ω◦, µ◦)c and the operators Ss = S◦s |Lp(Ω◦,µ◦)c are just the restrictions of the
{S◦s : s ∈ Q} to this subspace.
The following lemma shows that the range of D◦ is included in the set of
continuously translating elements of Lp(Ω◦, µ◦).
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Lemma 4.2.1 For f ∈ Lp(Ω, µ), S◦. ◦D◦(f) : s 7→ S◦s ◦D◦(f) is continu-
ous from Q ⊂ R to Lp(Ω◦, µ◦) with its norm topology.
Proof: Since {S◦ : s ∈ Q} is a group of isometries, it suffices to show, for
f ∈ Lp(Ω, µ), the continuity from the right of the map s 7→ S◦s (D◦(f)) at s = 0.
The space
∏
LIM
Lp(Ω′1/n, µ
′
1/n) = L
p(Ω◦, µ◦) is uniformly convex. Thus to
 > 0 there exists ηp() > 0 such that for any f, h ∈ Lp(Ω◦, µ◦) of norm one∥∥ 1
2
(f + h)
∥∥
p
≥ 1− ηp() implies ‖ f − h ‖p ≤ .
Given a norm one element in the range of D◦ this may be written D◦(f)
for an f ∈ Lp(Ω, µ) with ‖ f ‖p = 1. Then for  > 0 there exists δ > 0 such
that ‖Tsf − f ‖p ≤ 2ηp() whenever 0 ≤ s ≤ δ. Hence, for s ∈ Q ∩ [0, δ),
‖S◦s (D◦(f)) +D◦(f) ‖p ≥ ‖P ◦ ◦ S◦s ◦D◦(f) + P ◦ ◦D◦(f) ‖p
= ‖D◦ ◦ Ts(f) +D◦(f) ‖p = ‖Ts(f) + f ‖p
= ‖ 2f − (f − Ts(f)) ‖p
≥ ‖ 2f ‖p − ‖Ts(f)− f ‖p
≥ 2− 2ηp().
Since ‖S◦s (D◦(f)) ‖p = ‖D◦(f) ‖p = 1, we infer ‖S◦s (D◦(f))−D◦(f) ‖p ≤ .
2
Now we may continue with the proof of Theorem 4.2.1.
Proof of Theorem 4.2.1: The above lemma asserts that the range of Q
includes D◦(Lp(Ω, µ)). Therefore, denoting Y := Lp(Ω◦, µ◦),
Q ◦D◦ ◦ Ts = Q ◦ P ◦|Y ◦ S◦s ◦Q ◦D◦, s ∈ Q+.
The range of Q is a sub-lattice, as follows from Lemma 6, Chap 6 §17, of
Lacey’s book [31], and it is closed, since Q is a contractive projection. As an
abstract Lp-space it is, by the Bohnenblust-Nakano theorem, see e.g. Chap 5
§15, Theorem 3 of [31], isometrically and order isomorphic to Lp(Ω˜, µ˜), for
some measure space (Ω˜, A˜, µ˜), by a linear map Φ, say. Define
D = Φ−1 ◦D◦,
P = Φ−1 ◦ P ◦ |Y ◦ Φ,
Ss = Φ
−1 ◦Q ◦ S◦s |Y ◦ Φ, s ∈ Q.
By continuity, the representation S. can be extended to a continuous represen-
tation of R, still acting on Lp(Ω˜, µ˜). By abuse of notation this extension will
still be denoted S..
For all f ∈ Lp(Ω, µ) we obtain
D ◦ Tt(f) = P ◦ St ◦D(f), t ∈ R ,
since both sides are continuous functions of t ∈ R and the above equality is
valid for the dense subgroup Q. 2
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In the last part of this section we indicate the changes necessary, for proving
the analogue of Theorem 4.2.1 for a semigroup {Tt : t ≥ 0} of sub-positive
contractions. In this case it can be shown, by the same reasoning as above,
that Q is a contractive projection. From (iii) of our proposition it can be
seen to be a sub-positive contraction, even. Anyway, in the case 1 < p < ∞
and p 6= 2, the structural description of the range of contractive projections
on Lp-spaces, cf. e.g. chap. 6, §17, Theorem 3 [31], guarantees that, for a
direct sum U : Lp(Ω◦, µ◦) → Lp(Ω◦, µ◦) of unitary multiplication operators,
UY is isometrically and order isomorphic to Lp(Ω˜, µ˜), for some measure space
(Ω˜, A˜, µ˜), by an isomorphism which we again call Φ. We note that U|Y is
invertible and acts as the identity on the range of D, since Q does, as follows
from Lemma 4.2.1. All we have to do is a further conjugation of P ◦ |Y and of
{Q ◦ S◦s |Y : s ∈ Q} with U|Y when defining P and {Ss : s ∈ Q} before we
conjugate the respective results with Φ.
If p = 2, then the closed subspace Y is isomorphic to l2(I) for some set I.
In this case no assertion on (sub)positivity properties of the involved operators
can be made and we simply transport the group {Ss : s ∈ Q} by means of this
isomorphism.
The completion to a representation of R and the last conclusion on the
strong continuity of this representation can be done exactly as before.
Chapter 5
Transference
5.1 Transference for linear Maps
Our theme is now to obtain reasonable norm estimates for operators which
can be defined by strongly convergent integrals
∞∫
0
k(t)Tt dt, k ∈ L1(R+, λ).
Here (Tt)t≥0 is still a one-parameter semigroup, strongly continuous, of sub-
positive contractions, acting on E = Lp(Ω, µ). We shall be merely interested
in the case that 1 < p < ∞, though some results are valid for p = 1 too.
Often in this case only slight modifications of the proofs are necessary, but for
semigroups on L1-spaces we did not prove an analogue of Theorem 4.2.1. Hence
we can not take advantage of reducing the problems given for one-parameter
semigroups to problems for one-parameter groups.
We display the dilation given by that theorem, respectively its sub-positive
version alluded to in the last part of section 4.2 in a commutative diagram (see
Figure 5.1). Then it is clear that for all k ∈ L1(R+, λ)∥∥∥∥∥∥
∞∫
0
k(t)Tt dt
∥∥∥∥∥∥ ≤
∥∥∥∥∥∥
∞∫
0
k(t)St dt
∥∥∥∥∥∥ ,
and we only need to estimate the latter.
For this let for k ∈ L1(R, λ) denote λp(k) : Lp(R, λ) → Lp(R, λ) the
convolution with k:
λp(k)f (x) =
∫
R
k(y)f(x− y) dy , f ∈ Lp(R, λ), x ∈ R.
46
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E E
E˜ E˜E˜
-
- -
? ?
Tt
St
D D
P
Figure 5.1: Dilation for Reals
Further we denote by
‖ k ‖p,p = sup
{
‖λp(k)f ‖p : ‖ f ‖p = 1
}
its operator norm on Lp(R, λ).
Theorem 5.1.1 Assume 1 < p <∞ and let E = Lp(Ω, µ) be an Lp-space. If
pi : R→ B(E) is a uniformly bounded strongly continuous representation of R
on E, then, with C = sup {‖ pi(x) ‖ : x ∈ R}, there holds for all k ∈ L1(R, λ):∥∥∥∥∫
R
k(x)pi(x) dx
∥∥∥∥ ≤ C2 ‖ k ‖p,p .
Remark 5.1.1 We do not prove the above theorem here since it is a special
case of a result which we shall establish (c.f. Theorem 5.2.1) soon. But we
would like to remark that for p = 1 a stronger estimate∥∥∥∥∫
R
k(x)pi(x) dx
∥∥∥∥ ≤ C ‖ k ‖1,1
holds true for all k ∈ L1(R, λ), simply because the norm ‖ . ‖1,1 coincides with
the L1-norm.
The following corollary is due to Coifman and Weiss [14]. Note that the
case p = 1 holds true for the reasons mentioned in the last remark.
Corollary 5.1.1 (Coifman-Weiss) Let (Tt)t≥0 be a strongly continuous se-
migroup of (sub)positive contractions acting on E ∈ Lp, where 1 ≤ p < ∞.
Then for all k ∈ L1(R+, λ):∥∥∥∥∥∥
∞∫
0
k(t)Tt dt
∥∥∥∥∥∥ ≤ ‖ k ‖p,p .
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5.2 Complete Boundedness of Transference
For the convenience of the reader we recall the notion of p-complete bounded-
ness from [20] and [43]. To this end we have to introduce some notation.
Assume 1 ≤ p < ∞ and let E be a Banach space, then for n ∈ N and an
n× n matrix (mi,j)ni,j=1 ∈Mn ⊗B(E) of operators mi,j ∈ B(E) denote
∥∥∥ (mi,j)ni,j=1 ∥∥∥
(n)
= sup
 n∑
i=1
∥∥∥∥∥
n∑
j=1
mi,j(gj)
∥∥∥∥∥
p
 1p , (5.1)
the supremum being taken over all g1, . . . , gn ∈ E, with(
n∑
j=1
‖ gj ‖ p
) 1
p
≤ 1.
The reader may note that the above norm arises from considering the ma-
trix of operators
(mi,j)
n
i,j=1
as acing on the Banach space lpn(E). If E = L
p(Ω, µ) is a space of class Lp
then lpn(E) is clearly again of the same class. Therefore the notion we define
next seems to be most useful if the Banach spaces involved are Lp-spaces or
belong to some related class of Banach spaces, e.g. subspaces or subspaces of
quotient spaces of Lp-spaces.
Definition 5.2.1 Assume that E, F are Banach spaces and that 1 ≤ p <∞.
If S ⊂ B(E) is a subspace, then we call a linear operator u : S → B(F )
p-completely bounded if there exists a finite constant C > 0 such that for all
n ∈ N and for all (mi,j)ni,j=1 ∈Mn ⊗ S∥∥∥ (u(mi,j))ni,j=1 ∥∥∥
(n)
≤ C
∥∥∥ (mi,j)ni,j=1 ∥∥∥
(n)
.
We denote |||u |||p the least such constant.
Since the results presented in this section, and their proofs, are almost
verbatim the same in the more general situation when one is concerned with
an amenable locally compact group and a left Haar measure on it, instead
of the locally compact abelian (hence amenable) additive group R with the
(translation invariant) Lebesgue measure, we chose this generality and we let
denote G a locally compact amenable group endowed with a Haar measure λ
on it.
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For k ∈ L1(G, λ) and g ∈ Lp(G, λ) the convolution product
k ? g(x) =
∫
G
k(y)g(y−1x) dλ(y), x ∈ G
is defined. Further, λp : k 7→ (g 7→ k ? g) is injective from L1(G, λ) into
B(Lp(G, λ)) and we may consider its range λp(L
1(G, λ)) as a normed subspace
of B(Lp(G, λ)).
A continuous representation of G on Lp(Ω, µ) is, by definition, a group
homomorphism pi mapping G into the invertible operators on Lp(Ω, µ) which
is continuous when those are endowed with the strong operator topology. If,
furthermore, pi is uniformly bounded, i.e. supx∈G ‖ pi(x) ‖ < ∞, then we can
consider its extension by integration, λpi : L
1(G, λ)→ B(Lp(Ω, µ)), defined by
λpi(k)f =
∫
G
k(x)pi(x)f dλ(x), f ∈ Lp(Ω, µ), k ∈ L1(G, λ).
We remark that λpi is an algebra homomorphism for the convolution structure
on L1(G, λ).
Theorem 5.2.1 Assume 1 ≤ p <∞. Let pi : G→ B(Lp(Ω, µ)) be a continu-
ous uniformly bounded representation of G. Then
λpi : λp(L
1(G, λ))→ B(Lp(Ω, µ))
is a p-completely bounded algebra homomorphism with norm
|||λpi |||p ≤ sup
x∈G
‖ pi(x) ‖ 2.
Proof: We apply the amenability of the group G in a manner closely related
to a Følner-Leptin condition.This seems to be due to C. Herz [28], compare
also [14].
For 1 < p < ∞ let q be defined by 1
p
+ 1
q
= 1. Then for α ∈ Lp(G, λ)
and β ∈ Lq(G, λ) the convolution β ? α∨, where α∨(x) := α(x−1), x ∈ G, co-
incides λ almost everywhere with a continuous function vanishing at infinity,
and ‖ β ? α∨ ‖∞ ≤ ‖α ‖p ‖ β ‖q.
This holds true for p = 1, in which case q = ∞, given that β has support
of finite Haar measure.
Since G is amenable, there exist nets (ατ )τ∈∆ ⊂ Lp(G, λ)
and (βτ )τ∈∆ ⊂ Lq(G, λ) with
sup
τ∈∆
‖ατ ‖p ≤ 1, sup
τ∈∆
‖ βτ ‖q ≤ 1
such that
lim
τ∈∆
βτ ? α
∨
τ = 1
uniformly on compact sets.
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Hence, whenever k ∈ L1(G, λ), f ∈ Lp(Ω, µ) and g ∈ Lq(Ω, µ) are given,
then there holds true:∫
Ω
λpi(k)f(ω)g(ω) dµ(ω)
= lim
τ∈∆
∫
Ω
∫
G
βτ ? α
∨
τ (x)k(x)pi(x)f(ω)g(ω) dλ(x)dµ(ω)
= lim
τ∈∆
∫
Ω
λpi((βτ ? α
∨
τ ) · k)f(ω)g(ω) dµ(ω),
where · denotes the pointwise product of functions. This is an abuse of the
dominated convergence theorem, since ∆ might be uncountable. But here we
are concerned with one, later with finitely many, integrable functions on G.
They all vanish λ almost everywhere outside a σ-compact subgroup for which
one can arrange ∆ to be a sequence. Similar arguments justify the use of
Fubini’s theorem in the arguments given below.
If we denote by pit : G→ B(Lq(Ω, µ)) the representation adjoint to pi, given
by ∫
Ω
f(ω)(pit(x)g)(ω) dµ(ω)
=
∫
Ω
(pi(x−1)f)(ω)g(ω) dµ(ω), x ∈ G,
then ∫
Ω
λpi(β ? α
∨ · k)f(ω)g(ω) dµ(ω)
=
∫
Ω
∫
G
∫
G
k(yx)F ω(x−1)Gω(y) dλ(x)dλ(y)dµ(ω),
where
F ω(x) = α(x)pi(x−1)f(ω), x ∈ G, ω ∈ Ω
Gω(y) = β(y)pit(y−1)g(ω), y ∈ G, ω ∈ Ω.
Finally for f1, . . . , fn ∈ Lp(Ω, µ), g1, . . . , gn ∈ Lq(Ω, µ) and
(ki,j)
n
i,j=1 ∈Mn ⊗ λp(L1(G, λ)) we compute, with F ωτ,j and Gωτ,i defined in anal-
ogy to the above functions F ω and Gω:
|
n∑
i,j=1
∫
Ω
λpi(ki,j)(x)fj(ω)gi(ω) dµ(ω)|
= lim
τ∈∆
|
n∑
i,j=1
∫
Ω
λpi((βτ ? α
∨
τ ) · ki,j)fj(ω)gi(ω) dµ(ω)|
= lim
τ∈∆
|
∫
Ω
n∑
i,j=1
∫
G
∫
G
ki,j(yx)F
ω
τ,j(x
−1)Gωτ,i(y) dλ(x)dλ(y)dµ(ω)|.
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We dominate this by
lim
τ∈∆
∫
Ω
∥∥∥ (λp(ki,j))ni,j=1 ∥∥∥(n)
(
n∑
j=1
∫
G
|F ωτ,j(x)|p dλ(x)
) 1
p
·
(
n∑
i=1
∫
G
|Gωτ,i(y)|qdλ(y)
) 1
q
 dµ(ω)
≤
∥∥∥ (λp(ki,j))ni,j=1 ∥∥∥
(n)
lim
τ∈∆

(
n∑
j=1
∫
G
|ατ (x)|p
∫
Ω
|pi(x−1)fj(ω)|p dµ(ω)dλ(x)
)1
p
·
(
n∑
i=1
∫
G
|βτ (y)|q
∫
Ω
|pit(y−1)gi(ω)|q dµ(ω)dλ(y)
)1
q

≤
∥∥∥ (λp(ki,j))ni,j=1 ∥∥∥
(n)
lim
τ∈∆
(
sup
x∈G
∥∥pi(x−1)∥∥ ‖ατ ‖p ( n∑
j=1
‖ fj ‖pp)
1
p ·
sup
y∈G
∥∥pit(y−1)∥∥ ‖ βτ ‖q ( n∑
i=1
‖ gi ‖qq)
1
q
)
≤ sup
x∈G
‖ pi(x) ‖ 2
∥∥∥ (λp(ki,j))ni,j=1 ∥∥∥
n
(
n∑
j=1
‖ fj ‖pp)
1
p (
n∑
i=1
‖ gi ‖qq)
1
q .
For the case p = 1, i.e. q = ∞, this estimate has to be modified accordingly.
2
Similarly as Theorem 5.1.1 combined with the Dilation Theorem 4.2.1 had a
nice conclusion which we stated as Corollary 5.1.1, we here obtain a strength-
ening of that corollary for p in the range 1 < p <∞.
Corollary 5.2.1 Let 1 < p < ∞ and {Tt : t ≥ 0} be a strongly continu-
ous semigroup of positive or subpositive contractions acting on Lp(X,µ). If
for some n ∈ N and some matrix (ki,j)ni,j=1 ∈Mn ⊗ L1(R, λ), whose entries
ki,j ∈ L1(R, λ) have support in R+, there exists a constant C ≥ 0 such that for
any n elements g1, . . . , gn ∈ Lp(R, λ)(
n∑
i=1
∫
R
∣∣∣∣∣
n∑
j=1
λp(ki,j)gj(y)
∣∣∣∣∣
p
dy
) 1
p
≤ C
(
n∑
j=1
∫
R
|gj(y)|p dy
) 1
p
,
then for all f1, . . . , fn ∈ Lp(X,µ) n∑
i=1
∥∥∥∥∥
n∑
j=1
∫ ∞
0
ki,j(t) Ttfj dt
∥∥∥∥∥
p
p
 1p ≤ C ( n∑
j=1
‖ fj ‖pp
) 1
p
.
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Proof: Let {Tt : t ≥ 0} be the semigroup under consideration. We have to
prove that for a matrix (ki,j)
n
i,j=1 ∈Mn ⊗ L1(R+, λ)∥∥∥∥∥
(∫ ∞
0
ki,j(t) Tt dt
)n
i,j=1
∥∥∥∥∥
(n)
≤
∥∥∥ (λp(ki,j))ni,j=1 ∥∥∥
(n)
.
Let
D ◦ Tt = P ◦ St ◦D, t ≥ 0,
be a dilation according to Theorem 4.2.1, respectively according to the remarks
in the last part of section 4.2. Since {Tt : t ≥ 0} and {St : t ∈ R} are strongly
continuous (semi)groups:
D ◦
∞∫
0
k(t)Tt dt =
∞∫
0
k(t)D ◦ Tt dt
=
∞∫
0
k(t)D ◦ St ◦ P dt
= D ◦
∞∫
0
k(t)St dt ◦ P
= D ◦ S(k) ◦ P, k ∈ L1(R+, λ).
Hence, by Theorem 5.2.1, applied to the continuous representation S of R∥∥∥∥∥
(∫ ∞
0
ki,j(t) Tt dt
)n
i,j=1
∥∥∥∥∥
(n)
=
∥∥∥∥∥
(∫ ∞
0
D ◦ ki,j(t) Tt dt
)n
i,j=1
∥∥∥∥∥
(n)
=
∥∥∥ (D ◦ S(ki,j) ◦ P )ni,j=1 ∥∥∥
(n)
≤
∥∥∥ (S(ki,j))ni,j=1 ∥∥∥
(n)
≤
∥∥∥ (λp(ki,j))ni,j=1 ∥∥∥
(n)
which completes the proof of Corollary 5.2.1. 2
5.3 Transference of Square Functions
In this section we shall apply our knowledge about p-completely bounded maps
to the transference of certain square functions.
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We are more interested to give some examples than to obtain sharp results.
In fact, as far as representations of amenable groups or representations of
continuous one-parameter semigroups on L1-spaces are concerned our results
are not optimal. There are two reasons for this.
(i) For continuous one-parameter semigroups on L1-spaces we did not prove
the existence of a dilation to a strongly continuous one-parameter group.
Our constructions heavily involved reflexivity and hence our proof of the
subsequently stated result of Coifman and Weiss [14], our Corollary 5.3.1,
does not cover the case p = 1.
(ii) Using p-completely bounded maps to derive square function estimates,
we pass by inclusions of finite dimensional Hilbert spaces as norm closed
subspaces of Lp-spaces. More even, we use a uniform norm bound on the
canonical projection onto these subspaces (c.f. Lemma 5.3.2).
For the case of representations of amenable groups results for p in the
whole range p ∈ [1, ∞), with a better constant than ours, have been obtained
by Asmar, Berkson and Gillespie in [6].
Let r1, r2, r3, . . . denote the Rademacher functions, defined by:
r1(t) =
{
1 if 0 ≤ t ≤ 1
2−1 if 1
2
< t ≤ 1,
and for n ≥ 1 :
rn+1(t) =
{
rn(2t) if 0 ≤ t ≤ 12
rn(2t− 1) if 12 < t ≤ 1
.
The Khinchin inequalities then assert that for 1 ≤ p <∞ there exist constants
cp and Cp such that for all sequences (αi)i∈N ⊂ C :
cp
(∫ 1
0
∣∣∣∣∣
∞∑
i=1
αiri(t)
∣∣∣∣∣
p
dt
) 1
p
≤
( ∞∑
i=1
|αi|2
) 1
2
≤ Cp
(∫ 1
0
∣∣∣∣∣
∞∑
i=1
αiri(t)
∣∣∣∣∣
p
dt
) 1
p
.
Remark 5.3.1 Trivially cp = 1 for 1 ≤ p ≤ 2 and Cp = 1 for 2 ≤ p < ∞.
The best possible constants have been computed, for p = 1 by Szarek [52] and
for the other cases by Haagerup [23].
Let E = Lp(Ω, µ) be an Lp-space (1 < p < ∞) and for k = (k1, . . . , kn) ∈
B(E)n let mk ∈M2n ⊗B(E) be defined by:
mkij =

(
1
2n
) 1
p
n∑
l=1
rl(
i
2n
)kl if j = 1
0 if j 6= 1 for i, j ∈ {1, . . . , 2n}.
(5.2)
So that m is a row-matrix of operators in M2n ⊗B(E) which space is normed
according to (5.1).
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Lemma 5.3.1 With the above notations the following inequalities hold true:
cp
∥∥ mk ∥∥
(2n)
≤ sup

∥∥∥∥∥∥
(
2n∑
j=1
|kj(g)|2
) 1
2
∥∥∥∥∥∥
E
: ‖ g ‖E ≤ 1
 ≤ Cp ∥∥mk ∥∥(2n) .
Proof: We take k = (k1, . . . , kn) ∈ B(E)n, form m ∈ M2n ⊗ B(E) accord-
ingly (we suppress the super index k here and in the following proof), and for
g1, . . . , g2n ∈ E we compute:
cpp
2n∑
i=1
∥∥∥∥∥
2n∑
j=1
mij(gj)
∥∥∥∥∥
p
E
= cpp
2n∑
i=1
∫
Ω
|mi1(g1)(ω)|p dµ(ω)
= cpp
2n∑
i=1
∫
Ω
1
2n
∣∣∣∣∣
n∑
l=1
rl(
i
2n
)kl(g1)(ω)
∣∣∣∣∣
p
dµ(ω)
= cpp
∫
Ω
∫ 1
0
∣∣∣∣∣
n∑
l=1
rl(t)kl(g1)(ω)
∣∣∣∣∣
p
dt dµ(ω)
≤
∫
Ω
(
n∑
j=1
|kj(g1)(ω)|2
) p
2
dµ(ω)
≤ Cpp
∫
Ω
∫ 1
0
∣∣∣∣∣
n∑
l=1
rl(t)kl(g1)(ω)
∣∣∣∣∣
p
dt dµ(ω)
= Cpp
2n∑
i=1
∥∥∥∥∥
2n∑
j=1
mij(gj)
∥∥∥∥∥
p
E
Hence on one hand
cp ‖m ‖(2n) = cp sup

 2n∑
i=1
∥∥∥∥∥
2n∑
j=1
mij(gj)
∥∥∥∥∥
p
E
 1p : 2n∑
j=1
‖ gj ‖pE ≤ 1

≤ sup

∥∥∥∥∥∥
(
n∑
j=1
|kj(g1)|2
) 1
2
∥∥∥∥∥∥
E
:
2n∑
j=1
‖ gj ‖pE ≤ 1

≤ sup

∥∥∥∥∥∥
(
n∑
j=1
|kj(g1)|2
) 1
2
∥∥∥∥∥∥
E
: ‖ g1 ‖E ≤ 1
 .
And on the other hand, choosing g1 = g, g2 = . . . = g2n = 0∥∥∥∥∥∥
(
n∑
j=1
|kj(g)|2
) 1
2
∥∥∥∥∥∥
E
≤ Cp ‖m ‖(2n)
(
2n∑
j=1
‖ gj ‖pE
) 1
p
≤ Cp ‖m ‖(2n) ‖ g ‖E . 2
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Theorem 5.3.1 If E,F are Lp-spaces, 1 ≤ p < ∞, S ⊂ B(E) is a closed
subspace and u : S → B(F ) a p-completely bounded linear map, then for any
sequence k1, k2, . . . ∈ S :
sup

∥∥∥∥∥∥
( ∞∑
j=1
|u(kj)(g)|2
) 1
2
∥∥∥∥∥∥
F
: ‖ g ‖F ≤ 1

≤ Cp
cp
|||u |||p sup

∥∥∥∥∥∥
( ∞∑
j=1
|kj(f)|2
) 1
2
∥∥∥∥∥∥
E
: ‖ f ‖E ≤ 1
 .
Proof: It suffices to prove this for a finite sequence k1, . . . , kn ∈ S. For, if
k1, . . . ∈ S is infinite, then for any g ∈ F the sequence of functions (hn)n∈N,
hn =
(
n∑
j=1
|u(kj)(g)|2
) p
2
∈ L1,
is non-decreasing and the monotone convergence theorem can be applied. But
then, by Lemma 5.3.1, the above left hand side is dominated by
Cp
∥∥∥ (ni,j)2ni,j=1 ∥∥∥
(2n)
≤ |||u |||pCp
∥∥∥ (mi,j)2ni,j=1 ∥∥∥
(2n)
≤ Cp
cp
|||u |||p sup

∥∥∥∥∥∥
(
2n∑
j=1
|kj(f)|2
) 1
2
∥∥∥∥∥∥
E
: ‖ f ‖E ≤ 1
 ,
where m = (mi,j)
2n
i,j=1 is constructed from the sequence k1, . . . , kn ∈ S and
n = (ni,j)
2n
i,j=1 = (u(mi,j))
2n
i,j=1 = id ⊗ u
(
(mi,j)
2n
i,j=1
)
from u(k1), . . . , u(kn) ∈
B(F ) just as in (5.2) before the lemma. 2
As mentioned in the introduction to this section we are not able to derive from
the above theorem and from Corollary 5.2.1 the case p = 1 of a theorem of
Coifman, Weiss (their Corollary 4.17. in [14]). By our means we only can
prove:
Corollary 5.3.1 Let (Tt)t≥0 be a strongly continuous semigroup of positive or
sub-positive contractions on E = Lp(Ω, µ), where 1 < p < ∞. If k1, k2, . . . ∈
L1(R, λ) with supp ki ⊂ [0,∞), i ∈ N are such that for some M > 0 for all
f ∈ Lp(R, λ) ∫
R
( ∞∑
i=1
|λp(ki)f(x)|2
) p
2
dx ≤ Mp
∫
R
|f(x)|p dx,
then for all f ∈ Lp(Ω, µ) we have∥∥∥∥∥∥
( ∞∑
i=1
∣∣∣∣∫ ∞
0
ki(t)Ttf dt
∣∣∣∣2
) 1
2
∥∥∥∥∥∥
E
≤ MCp
cp
‖ f ‖E .
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Proof: The Corollary 5.2.1 of the last section just states that the map
u : λp(k) 7→
∫ ∞
0
k(t)Tt dt,
defined on S = {λp(k) : supp(k) ∈ [0,∞), k ∈ L1(R, λ)} ⊂ B(Lp(R, λ)),
is p-completely bounded from S to B(E). Hence, by the above theorem, the
assertion of the corollary is immediate. 2
Remark 5.3.2
(i) The corollary has an obvious counterpart for uniformly bounded strongly
continuous representations of amenable locally compact groups
pi : G → B(E) on Lp-spaces E. Here the p-complete boundedness
of pi : λp(L
1(G))) → B(E) follows directly from Theorem 5.2.1. We
leave it to the reader to formulate and prove this (the case p = 1 can
be included). For a different, more direct approach to this we refer the
reader to the paper [6] of Asmar, Berkson and Gillespie.
(ii) In the proof of Lemma 5.3.1 we used just the embeddings of l2n in L
p([0, 1])
given by the Rademacher functions. If, instead of Rademacher functions,
appropriate Gaussian random variables are used, then one can avoid the
appearance of the constant Cp
cp
in the final result. (This requires an ad-
ditional approximation procedure, since a finite subset of the considered
random variables should be realizable on a finite set).
Similar to the former we may consider the problem of transfering, by means of
a p-completely bounded u : S → B(Lp(Ω′, µ′)), square-function inequalities
of the following type:
Given a sequence k1, k2, . . . ∈ S ⊂ B(Lp(Ω, µ)) such that for some M∥∥∥∥∥∥
( ∞∑
i=1
|ki(fi)|2
) 1
2
∥∥∥∥∥∥
p
≤ M
∥∥∥∥∥∥
( ∞∑
i=1
|fi|2
) 1
2
∥∥∥∥∥∥
p
for all sequences f1, f2, . . . ∈ Lp(Ω, µ), we may ask whether a similar inequality
holds true for the sequence u(k1), u(k2), . . . ∈ B(Lp(Ω′, µ′)), may be with some
additional constant depending on p only.
Whereas in our last problem we discussed, for varying n ∈ N and k =
(k1, . . . , kn), operators
Kk : L
p(Ω, µ) → Lp([0, 1], λ;Lp(Ω, µ)),
Kk : f 7→
n∑
i=1
ri(.)ki(f),
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we shall now consider
K ′k : L
p([0, 1], λ;Lp(Ω, µ)) → Lp([0, 1], λ;Lp(Ω, µ)),
K ′k : F 7→
∫ 1
0
n∑
i=1
ri(.)ki(F (t))ri(t) dt.
Thus, for a sequence k = (ki)i∈N ⊂ B(Lp(Ω, µ)) denote ‖ k ‖[2] the least con-
stant M such that for all f1, f2, . . . ∈ Lp(Ω, µ) :∥∥∥∥∥∥
( ∞∑
j=1
|kj(fj)|2
) 1
2
∥∥∥∥∥∥
p
≤ M
∥∥∥∥∥∥
( ∞∑
j=1
|fj|2
) 1
2
∥∥∥∥∥∥
p
.
That is, ‖ k ‖[2] is the norm of the sequence k as an operator on Lp(Ω, µ; l2).
Proposition 5.3.1 There exist constants dp and Dp depending only on p,
1 < p <∞, such that
dp ‖K ′k ‖ ≤ ‖ k ‖[2] ≤ Dp ‖K ′k ‖
for all sequences k = (ki)i∈N ⊂ B(Lp(Ω, µ)).
To prove the proposition we note first that for the finite sequence
l = (id, . . . , id) the operator K ′l = Pn⊗ id is just the tensor product of the pro-
jection Pn : L
p([0, 1], λ)→ Lp([0, 1], λ) onto the span of the first n Rademacher
functions and of the identity on Lp(Ω, µ). Thus, for F ∈ Lp([0, 1], λ;Lp(Ω, µ)),
K ′l(F )(s) = Pn ⊗ id(F )(s) =
n∑
i=1
∫ 1
0
F (t)ri(t) dt ri(s), s ∈ [0, 1],
and the Khinchin inequalities imply:
Lemma 5.3.2 If p ∈ (1,∞), then for all F ∈ Lp([0, 1], λ;Lp(Ω, µ)) :
‖Pn ⊗ id(F ) ‖ ≤ max{c−1p , c−1q } ‖F ‖ ,
where q ∈ (1,∞) is such that 1
p
+ 1
q
= 1.
Proof: If 2 ≤ p, then for µ almost all ω ∈ Ω
cpp
∫ 1
0
|Pn ⊗ id(F )(t, ω)|p dt ≤
(∫ 1
0
|Pn ⊗ id(F )(t, ω)|2 dt
) p
2
≤
(∫ 1
0
|F (t, ω)|2 dt
) p
2
≤
∫ 1
0
|F (t, ω)|p dt,
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since Pn is an orthogonal projection on the Hilbert space L
2([0, 1], λ). Inte-
grating this with respect to µ proves the lemma in this case.
For p in the range 1 < p < 2 the assertion is then established by duality:
Let q ∈ [2,∞) be such that 1
p
+ 1
q
= 1 then for G ∈ Lq([0, 1], λ;Lq(Ω, µ)):∣∣∣∣∫
Ω
∫ 1
0
Pn ⊗ id(F )(t, ω)G(t, ω) dt dω
∣∣∣∣ = ∣∣∣∣∫
Ω
∫ 1
0
F (t, ω)Pn ⊗ id(G)(t, ω)dt dω
∣∣∣∣
≤ ‖F ‖p ‖Pn ⊗ id(G) ‖q
≤ c−1q ‖F ‖p ‖G ‖q .
By the converse to Ho¨lder’s inequality we obtain the assertion. 2
Proof of Proposition 5.3.1: As in the proof of Theorem 5.3.1 we may
assume that k = (k1, . . . , kn) ⊂ B(E) is finite. Let f1, . . . , fn ∈ E = Lp(Ω, µ)
be given. Then, by the orthogonality relations of the Rademacher functions,
K ′k
(
n∑
j=1
rjfj
)
(s, ω) =
∫ 1
0
n∑
i=1
n∑
j=1
ri(s)ki(fj)(ω)ri(t)rj(t) dt
=
n∑
i=1
ri(s)ki(fi(ω)).
Hence we obtain the right hand side inequality of the proposition, with Dp =
Cp
cp
, from
∫
Ω
(
n∑
i=1
|ki(fi)(ω)|2
) p
2
dµ(ω) ≤ Cpp
∫
Ω
∫ 1
0
∣∣∣∣∣
n∑
i=1
ri(t)ki(fi)(ω)
∣∣∣∣∣
p
dtdµ(ω)
≤ Cpp
∥∥∥∥∥K ′k
(
n∑
j=1
rjfj
)∥∥∥∥∥
p
Lp([0,1],λ;E)
≤ Cpp ‖K ′k ‖p
∥∥∥∥∥
(
n∑
j=1
rjfj
)∥∥∥∥∥
p
Lp([0,1],λ;E)
≤
(
Cp
cp
)p
‖K ′k ‖p
∥∥∥∥∥
n∑
i=1
(|fi|2) 12
∥∥∥∥∥
p
E
.
To deduce the other estimate we apply the Lemma 5.3.2.
Given F ∈ Lp([0, 1], λ;E) define fi =
∫ 1
0
F (t)ri(t) dt ∈ Lp(Ω, µ), so that
Pn ⊗ id(F )(s, ω) =
n∑
i=1
ri(s)⊗ fi(ω) .
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Then,
‖K ′kF ‖pLp([0,1],λ;E) = ‖K ′kPn ⊗ id(F ) ‖pLp([0,1],λ;E)
=
∫
Ω
∫ 1
0
∣∣∣∣∣
n∑
i=1
ri(s)ki(fi)(ω)
∣∣∣∣∣
p
dsdµ(ω)
≤ c−pp
∫
Ω
(
n∑
i=1
|ki(fi)(ω)|2
) p
2
dµ(ω)
≤ c−pp ‖ k ‖p[2]
∫
Ω
(
n∑
i=1
|fi(ω)|2
) p
2
dµ(ω)
≤ c−pp ‖ k ‖p[2]
∫
Ω
Cpp
∫ 1
0
(∣∣∣∣∣
n∑
i=1
ri(t)fi(t, ω)
∣∣∣∣∣
p)
dt dµ(ω)
=
(
Cp
cp
)p
‖ k ‖p[2] ‖Pn ⊗ id(F ) ‖pLp([0,1],λ;E)
≤
(
Cp
cp
)p
max{c−1p , c−1q }p ‖ k ‖p[2] ‖F ‖pLp([0,1],λ;E) .
Where now dp =
(
cp
Cp
)
min{cp, cq}. 2
The analogue of Theorem 5.3.1 is:
Theorem 5.3.2 For 1 < p < ∞ there exists a constant C∗p such that, when-
ever E,F ∈ Lp are Lp-spaces, S ⊂ B(E) is a closed subspace, and u :
S → B(F ) is a p-completely bounded linear map, then for all sequences
g1, g2, . . . ∈ F :∥∥∥∥∥∥
( ∞∑
j=1
|u(kj)(gj)|2
) 1
2
∥∥∥∥∥∥
F
≤ C∗pM
∥∥∥∥∥∥
( ∞∑
j=1
|gj|2
) 1
2
∥∥∥∥∥∥
F
,
whenever k1, k2, . . . ∈ S is a sequence for which there exists M such that for
all f1, f2, . . . ∈ E :∥∥∥∥∥∥
( ∞∑
j=1
|kj(fj)|2
) 1
2
∥∥∥∥∥∥
E
≤ M
∥∥∥∥∥∥
( ∞∑
j=1
|fj|2
) 1
2
∥∥∥∥∥∥
E
.
Proof: It suffices again to consider finite sequences
k = (k1, k2, . . . , kn) ⊂ Sn.
Then K ′k may be viewed as an element of M2n ⊗ S, and denoting u(k) =
(u(k1), . . . , u(kn)) we have
id2n ⊗ u(K ′k) = K ′u(k).
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In fact, the sigma algebra Σn generated by the first n Rademacher functions
contains just 2n atoms of Lebesgue measure 2−n. If we denote En the condi-
tional expectation En : Lp([0, 1],B, λ)→ Lp([0, 1],Σn, λ), then
(En ⊗ id) ◦K ′k ◦ (En ⊗ id) = K ′k for all k = (k1, . . . , kn) ∈ B(E)n.
Denote δ1, . . . , δ2n the standard unit vector basis of l
p
2n and
In : l
p
2n → Lp([0, 1],Σn, λ) the canonical identification
In : δi 7→ 2
n
pχ( i−1
2−n ,
i
2−n ]
, i = 1, . . . , 2n.
Then (In ⊗ id)−1 ◦K ′k ◦ (In ⊗ id) is given by a matrix of operators
mk = (mki,j)
2n
i,j=1 ∈M2n ⊗B(E),
where
mkij =
∑n
l=1 rl(
i
2n
)rl(
j
2n
)kl for i, j ∈ {1, . . . , 2n} . (5.3)
Thus, by the p-complete boundedness of u:∥∥mu(k) ∥∥ ≤ |||u |||p ∥∥mk ∥∥ .
Since
‖K ′k ‖ = ‖ (En ⊗ id) ◦K ′k ◦ (En ⊗ id) ‖ =
∥∥mk ∥∥ ,
an application of Proposition 5.3.1 yields:
‖u(k) ‖[2] ≤ Dp
∥∥K ′u(k) ∥∥ ≤ Dp |||u |||p ‖K ′k ‖
≤ Dp
dp
‖ k ‖[2] ≤
Dp
dp
M.
This proves the theorem with the constant C∗p =
Dp
dp
. 2
Remark 5.3.3 For the convenience of the reader we formulate in this remark
a result due to Asmar, Berkson and Gillespie [6] (item (i) below). That the-
orem holds true for p ∈ [1,∞). But for reasons discussed in the introduction
to this section, it appears as a corollary, with an additional constant, to The-
orem 5.3.2 only for 1 < p <∞.
(i) Let G be a locally compact, amenable group and pi : G → B(E) a
strongly continuous uniformly bounded representation of G on a space
E ∈ Lp.
If, for a sequence k1, k2, . . . ∈ L1(G, λ), there exists M such that for all
f1, f2, . . . ∈ Lp(G, λ) :∫
G
( ∞∑
i=1
|λp(ki)fi(x)|2
) p
2
dλ(x) ≤ M
∫
G
( ∞∑
i=1
|fi(x)|2
) p
2
dλ(x),
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then for all g1, g2, . . . ∈ E :∥∥∥∥∥∥
( ∞∑
i=1
|pi(ki)gi|2
) 1
2
∥∥∥∥∥∥
E
≤ M sup
g∈G
‖ pi(g) ‖2
∥∥∥∥∥∥
( ∞∑
i=1
|gi|2
) 1
2
∥∥∥∥∥∥
E
.
(ii) This time we leave it to the reader to formulate the version of the last
theorem for one-parameter semigroups.
5.4 Transference of Maximal Functions
The story of studying dilation theorems for positive contractions on Lp-spaces
had been initiated by Akc¸oglu [1] as a means to prove a maximal ergodic
theorem:
Theorem 5.4.1 (Akc¸oglu) Let 1 ≤ p < ∞ (the case p = ∞ is trivial),
E = Lp(Ω, µ) ∈ Lp and let T : E → E be a positive contraction.
Then, for some constant cp depending only on p, there holds true for all
f ∈ Lp(Ω, µ):[∫
Ω
(
sup
n∈N
1
n
n∑
k=1
∣∣T kf (ω)∣∣)p dµ(ω)] 1p ≤ cp (∫
Ω
|f(ω)|p dµ(ω)
) 1
p
.
Remark 5.4.1
(i) If T is a contraction for p = 1 and for p =∞, then the assertion of this
theorem essentially is contained in the Hopf-Dunford-Schwartz maximal
ergodic theorem. The above theorem then follows simply by interpola-
tion. Its value lies in the fact that it deals with a single p.
(ii) If T is an invertible isometry, then the conclusion of the theorem had
been shown to hold true by A. Ionescu-Tulcea. Furthermore, Akc¸oglu
reduces, involving a dilation, to this case.
(iii) A. de la Torre in [53] has a nice proof of the ergodic theorem relying on
ideas of transference. This is further developed in the monograph [13] of
Coifman, Rochberg and Weiss.
(iv) Asmar, Berkson and Gillespie in their paper [7] generalise from the group
of integers to uniformly bounded representations of amenable groups by
separation preserving operators.
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We shall consider in this section a locally compact group G and a strongly
continuous, uniformly bounded representation
pi : G→ B(E) (5.4)
of it on E = Lp(Ω, µ), (1 ≤ p <∞), by separation preserving operators. Such
a representation we shall call a separation preserving representation.
Alternatively, we could deal in the remainder of this chapter with a repre-
sentation pi of G on E such that
sup
x∈G
‖ |pi(x)| ‖ ≤ ∞.
We shall not do so, but we shall shortly discuss the definition and properties
of the map x 7→ |pi(x)|, when pi is a separation preserving representation.
Definition 5.4.1 We shall say that a positive operator P dominates another
operator R (resp. R is dominated by P ), if for all f ∈ Lp(Ω, µ)
|Rf | ≤ P |f | .
Proposition 5.4.1 If R : E → E is separation preserving, then there exists
a positive operator P dominating R, with ‖P ‖ = ‖R ‖. Furthermore, |Rf | =
P |f | for all f ∈ E, and this justifies to denote this operator |R|.
Proof: The assertion we know already if R is a contraction, see Lemma 3.2.1
and Remark 3.2.4. This we may apply to 1‖R ‖ ·R. 2
Remark 5.4.2 Now the map |pi(.)| : G → B(E) is defined properly and we
should note that it is in fact strongly continuous.
Actually, for a non-negative f ∈ Lp(Ω, µ) and x, y ∈ G we may estimate
µ-almost everywhere:
||pi(x)|f − |pi(y)|f | = ||pi(x)f | − |pi(y)f ||
≤ |pi(x)f − pi(y)f | .
Hence we obtain the continuity of x 7→ |pi(x)| f , for non-negative f , from
the strong continuity of the representation in question. Since any element of
Lp(Ω, µ) is a linear combination of at most four non-negative ones, we are
done.
For a finite sequence k1, . . . , kl ∈ L1(G, λ) consider the maximal functions
m(f)(x) = sup
1≤i≤l
|λp(ki)f | (x), f ∈ Lp(G, λ), (5.5)
M(h)(ω) = sup
1≤i≤l
|pip(ki)h| (x), h ∈ Lp(Ω, pi). (5.6)
Our aim is to give an estimate of M in terms of m.
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Lemma 5.4.1 Given the above conditions and non-negative α ∈ Lp(G, λ),
β ∈ Lq(G, λ), there holds for all f ∈ E and i = 1, . . . , l, µ-almost everywhere:
|pi((β ? α∨) · ki) f | ≤
∫
G
β(y) |pi(y)| sup
1≤i≤l
{∣∣∣∣∫
G
α∨(x)ki(yx)pi(x)fdλ(x)
∣∣∣∣} dλ(y).
Here q is such that 1
p
+ 1
q
= 1, and if q =∞, then we additionally assume that
β ∈ L∞(G, λ) has a support of finite Haar measure.
Proof:
pi((β ? α∨) · ki)f =
∫
G
∫
G
β(y)α∨(y−1x)ki(x)pi(x)f dλ(y)dλ(x)
=
∫
G
β(y)
∫
G
α∨(x)ki(yx)pi(y)pi(x)f dλ(x)dλ(y)
=
∫
G
β(y)pi(y)
∫
G
ki(yx)α
∨(x)pi(x)f dλ(x)dλ(y).
Hence, it follows that
|pi((β ? α∨) · ki)f | ≤
∫
G
β(y) |pi(y)|
∣∣∣∣∫
G
ki(yx)α
∨(x)pi(x)f dλ(x)
∣∣∣∣ dλ(y)
≤
∫
G
β(y) |pi(y)| sup
1≤i≤l
∣∣∣∣∫
G
ki(yx)α
∨(x)pi(x)fdλ(x)
∣∣∣∣ dλ(y),
where the last inequality is true since |pi(y)| is a positive operator. 2
Theorem 5.4.2 Assume that G is amenable and that pi : G → B(E) is a
representation of G on E ∈ Lp as in (5.4). Let k1, . . . ∈ L1(G, λ) be a sequence
and define the maximal operators corresponding to this sequence as in (5.5)
and (5.6). If mk is a constant such that for all f ∈ Lp(G, λ):
‖m(f) ‖Lp(G,λ) ≤ mk ‖ f ‖Lp(G,λ) ,
then for all h ∈ E:
‖M(h) ‖Lp(Ω,µ) ≤ mk sup
y∈G
‖ pi(y) ‖2 ‖h ‖Lp(Ω,µ) .
Proof: Approximating Mh = liml→∞Mlh from below by functions
Mlh(ω) = sup
1≤i≤l
|pi(ki)h(ω)| l = 1, 2, . . . ,
we see, that it is sufficient to prove the theorem in the case that the sequence
k = (k1, . . . , kl) is finite.
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Now, since G is amenable, there exist sequences (αn)n∈N, (βn)n∈N, with
0 ≤ αn ∈ Lp(G, λ), 0 ≤ βn ∈ Lq(G, λ), ‖αn ‖p = ‖ βn ‖q = 1 for all n ∈ N,
such that as n→∞:
‖ (βn ? α∨n) · ki − ki ‖1 → 0 for i ∈ {1, . . . , l}.
(See the proof of Theorem 5.2.1 for this.)
The strong continuity and the uniform boundedness of the representation
imply the convergence of pi ((βn ? α
∨
n) · ki)h to pi (ki)h in Lp-norm for each
i ∈ {1, . . . , l}. Since the lattice operations are continuous, we infer the Lp-
norm convergence of sup1≤i≤l |pi ((βn ? α∨n) · ki)h| to sup1≤i≤l |pi (ki)h|.
Since ‖Mlh ‖p = sup
{∫
G
g(ω)Mlh(ω) dµ(ω) : g ≥ 0, ‖ g ‖q = 1
}
, it suf-
fices to estimate (with obvious modifications if q =∞):∫
Ω
g(ω) sup
1≤i≤l
|pi((βn ? α∨n) · ki)h| (ω) dµ(ω) ≤ mk ‖ g ‖q ‖h ‖p sup
x∈G
‖ pi(x) ‖2 .
Now, by the lemma:∫
Ω
g(ω) sup
1≤i≤l
|pi((βn ? α∨n) · ki)h| (ω) dµ(ω)
≤
∫
Ω
g(ω)
∫
G
βn(y) |pi(y)| sup
1≤i≤l
∣∣∣∣∫
G
ki(yx)α
∨
n(x)pi(x)h(ω) dλ(x)
∣∣∣∣ dλ(y)dµ(ω)
=
∫
G
βn(y)
∫
Ω
|pi(y)|∗ g(ω) sup
1≤i≤l
∣∣∣∣∫
G
ki(yx)α
∨
n(x)pi(x)h(ω) dλ(x)
∣∣∣∣ dµ(ω)dλ(y)
≤
∫
G
βn(y) ‖ |pi(y)|∗ g ‖q
∥∥∥∥ sup
1≤i≤l
∣∣∣∣∫
G
ki(yx)α
∨
n(x)pi(x)h(ω) dλ(x)
∣∣∣∣ ∥∥∥∥
p
dλ(y)
≤
(∫
G
|βn(y)|q sup
z∈G
‖ |pi(z)|∗ ‖q ‖ g ‖qq dλ(y)
) 1
q
(∫
G
∫
Ω
sup
1≤i≤l
∣∣∣∣∫
G
ki(yx)α
∨
n(x)pi(x)h(ω) dλ(x)
∣∣∣∣pdµ(ω)dλ(y)) 1p
≤ sup
z∈G
‖ |pi(z)|∗ ‖ ‖ g ‖q
(∫
Ω
‖m(αn(.)pi(.)h(ω)) ‖pp dµ(ω)
) 1
p
≤ sup
z∈G
‖ |pi(z)|∗ ‖ ‖ g ‖q
(∫
Ω
mpk
∫
G
|αn(x)pi(x)h(ω)|p dλ(x)dµ(ω)
) 1
p
≤ mk sup
z∈G
‖ |pi(z)|∗ ‖ sup
z∈G
‖ |pi(z)| ‖ ‖ g ‖q ‖h ‖p ,
and Proposition 5.4.1 implies the statement. 2
As a consequence we can prove a version of the Hopf-Dunford-Schwartz maxi-
mal ergodic theorem. We shall deal only with the case that our Lp-spaces are
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reflexive, i.e. p > 1. For p = 1, a probability measure space (Ω, µ), and a single
operator T with T (1) = 1, the theorem is due to Chacon and Ornstein [12].
But before stating and proving it we remind the reader of the following simple
fact which we shall need in our proof of the theorem.
Lemma 5.4.2 If E = Lp(Ω, µ), E ′ = Lp(Ω′, µ′) are Lp-spaces, 1 < p < ∞,
and D : E → E ′ is a positive isometry, then for all real valued f, g ∈ E :
D(f ∨ g) = D(f) ∨D(g).
Proof: Since D is positive we obtain the inequality
D(f ∨ g) ≥ D(f) ∨D(g) (5.7)
from D(f∨g)−D(f) = D(f∨g−f) ≥ 0 and D(f∨g)−D(g) = D(f∨g−g) ≥ 0.
Now, let
A = {ω : f(ω) = g(ω) },
B = {ω : f(ω) ∨ g(ω) = f(ω) } \ A,
C = {ω : f(ω) ∨ g(ω) = g(ω) } \ A.
Clearly,
D(f ∨ g) = D(f · χA) +D(f · χB) +D(g · χC)
= D(g · χA) +D(f · χB) +D(g · χC).
Since D is positive and isometric we know from Remark 3.2.3 that the supports
A1 = supp D(f · χA) = supp D(g · χA),
B1 = supp D(f · χB),
C1 = supp D(g · χC)
are mutually disjoint. Furthermore,
A1 ∩ supp D(f · χΩ\A) = ∅,
B1 ∩ supp D(f · χΩ\B) = ∅,
C1 ∩ supp D(g · χΩ\C) = ∅.
Hence on A1, B1, C1, respectively, we have:
D(f ∨ g) = D(f · χA) = D(f) ≤ D(f) ∨D(g),
D(f ∨ g) = D(f · χB) = D(f) ≤ D(f) ∨D(g),
D(f ∨ g) = D(g · χC) = D(g) ≤ D(f) ∨D(g).
2
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Theorem 5.4.3 Let (Tt)t≥0 be a strongly continuous one-parameter semigroup
of positive contractions acting on some Lp-space E = Lp(Ω, µ). For p > 1 there
exists a constant Cp, depending only on p, such that for all f ∈ E:
∥∥∥∥ sup
t>0
∣∣∣∣1t
∫ t
0
Tsf ds
∣∣∣∣ ∥∥∥∥
E
≤ Cp ‖ f ‖E .
Proof: First we note that we are taking a supremum, pointwise, over an
uncountable set of functions ω 7→ 1
t
∫ t
0
Tsf(ω) ds . But t 7→ Ttf is continuous
from (0,∞) to Lp(Ω, µ) and Q+ is a countable dense subset in (0,∞), hence,
as Dunford and Schwartz show on page 686 of their work [18]:
sup
t>0
∣∣∣∣1t
∫ t
0
Tsf ds
∣∣∣∣ = sup
t∈Q+
∣∣∣∣1t
∫ t
0
Tsf ds
∣∣∣∣ , (5.8)
except on a possibly f -dependent set of µ-measure 0. We note further, that it
suffices to prove that for each finite subset {t1, . . . , tn} =: N ⊂ Q:
∥∥∥∥ sup
t∈N
∣∣∣∣1t
∫ t
0
Tsf ds
∣∣∣∣ ∥∥∥∥
E
≤ Cp ‖ f ‖E .
Because then the monotone convergence theorem will provide the estimate for
the right hand side of the above equality (5.8).
Now, for t > 0, we let kt =
1
t
χ[0,t]. The corresponding maximal operator
on Lp(R, λ):
m(h)(x) = sup
t>0
|λp(kt)h (x)| = sup
t>0
∣∣∣∣1t
∫ t
0
h(x− s) ds
∣∣∣∣ ,
is just the left sided Hardy-Littlewood maximal operator, for whose Lp bound-
edness we refer the reader to [26] and the theorems 384 and 398 of [27].
Now we apply the dilation theorem, Theorem 4.2.1 to the semigroup to
write
D ◦ Tt = P ◦ St ◦D, t ≥ 0.
Our preparing Lemma 5.4.2 and Theorem 5.4.2 yield:
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t∈N
∣∣∣∣1t
∫ t
0
Tsf ds
∣∣∣∣ ∥∥∥∥
E
=
∥∥∥∥D(sup
t∈N
∣∣∣∣1t
∫ t
0
Tsf ds
∣∣∣∣) ∥∥∥∥
E˜
=
∥∥∥∥ sup
t∈N
∣∣∣∣1t
∫ t
0
DTsf ds
∣∣∣∣ ∥∥∥∥
E˜
=
∥∥∥∥ sup
t∈N
∣∣∣∣1t
∫ t
0
PSsDf ds
∣∣∣∣ ∥∥∥∥
E˜
≤
∥∥∥∥ sup
t∈N
∣∣∣∣1t
∫ t
0
SsDf ds
∣∣∣∣ ∥∥∥∥
E˜
=
∥∥∥∥ sup
t∈N
M(Df)
∥∥∥∥
E˜
≤ Cp ‖Df ‖E˜
= Cp ‖ f ‖E ,
where M is the maximal operator corresponding to the representation t 7→ St
and the finite sequence k = (kt)t∈N . 2
Chapter 6
Submarkovian Semigroups
6.1 Some Examples of Sub-Markovian Semi-
groups
For a σ-finite measure space (Ω, µ) we consider a semigroup (Tt)t≥0 acting
“simultaneously” on all Lp(Ω, µ) spaces, 1 ≤ p ≤ ∞, such that for all f ∈
L2(Ω, µ) ∩ Lp(Ω, µ) and all t ≥ 0 :
i) ‖Ttf ‖p ≤ ‖ f ‖p
ii) T ∗t = Tt on L
2(Ω, µ)
iii) T0 = id
iv) Ttf ≥ 0 if f ≥ 0.
(6.1)
Furthermore, for p <∞ we assume strong continuity of the map
T : t 7→ Tt,
T : [0,∞)→ Lp(Ω, µ).
In this chapter we require σ-finiteness of the measure space to use the duality
L1(Ω, µ)∗ = L∞(Ω, µ).
The above conditions are surely to a large extend redundant and to an even
larger extend not really needed for our development. To be more precise we
define:
Definition 6.1.1 A one-parameter semigroup (Tt)t≥0 acting strongly contin-
uously on L2(Ω, µ) is called a submarkovian semigroup if:
i) ‖Ttf ‖2 ≤ ‖ f ‖2
ii) T ∗t = Tt on L
2(Ω, µ)
iii) T0 = id
iv) Ttf ≥ 0 if f ≥ 0
v) ‖Ttf ‖∞ ≤ ‖ f ‖∞ if f ∈ L2(Ω, µ) ∩ L∞(Ω, µ).
68
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Remark 6.1.1
(i) A use of the selfadjointness, the norm bounds and an application of the
Marcinkiewicz interpolation theorem (see e.g. [47] Chap. 5 sect. 2) im-
plies that our original set of conditions is fulfilled by a submarkovian
semigroup. Strictly speaking we should notationally distinguish the dif-
ferent extensions (T pt )t≥0, obtained this way on the different L
p-spaces,
1 ≤ p <∞. But in the sequel it is always understood that on Lp we are
considering the extension by continuity of an operator defined on Lp∩L2.
(ii) Thus far our presented results are all proved for a single p ∈ (1,∞),
but now we need a little more to define functions of the negative of the
infinitesimal generator −Ap on Lp. At the moment we see at least two
“philosophies”:
1. Extend everything from Lp ∩ L2.
2. Assume, for one p ∈ (1,∞), some analyticity of the semigroup.
In the first, more traditional case, to which we essentially shall stick
on, we use von Neumann’s spectral calculus as a start. Then a good
set of conditions is the above i)-iii), and instead of iv) and v), that for
some r0 ∈ (1, 2) (Tt)t≥0 extends, by continuity, to a semigroup of sub-
positive contractions on Lp, r0 ≤ p ≤ r′0. We shall return to this in
Remark (6.3.1).
In the second case, one can define functions of the generator, in fact
more elementarily, by the integral calculus given for the resolvent of the
infinitesimal generator. If one still considers only a single p ∈ (1,∞), it
would be necessary for us to have a semigroup of sub-positive contrac-
tions which is strongly continuous on Lp(Ω, µ). Some of our following
conclusions are improved by interpolation, and such as the maximal the-
orem, Theorem 6.3.3, essentially need selfadjointness on L2.
We denote A the infinitesimal generator of (Tt)t≥0 on L2, such that
Tt = e
tA,
Af = lim
t↘0
Tt − 1
t
f,
D(A) = {f ∈ L2(Ω, µ) : lim
t↘0
Tt − 1
t
f exists in norm} .
Then A is a selfadjoint operator with σ(A) ⊂ R− ∪ {0}, hence −A is positive.
Further, we know from von Neumann’s spectral theory that there exists a
unique spectral resolution of the identity (Pλ)λ∈R, such that
Af =
∫ 0
−∞
λ dPλf f ∈ D(A),
Ttf =
∫ 0
−∞
etλdPλf f ∈ L2 .
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We shall suppose P0 = 0, i.e. A is 1− 1 on D(A).
Next we recall some examples of semigroups, contractive on some Lp-spaces.
Example 6.1.1
(i) On Lp(R, λ) let Tsf(.) = f(. − s), f ∈ Lp(R, λ), s ≥ 0, denote the
semigroup of translation-operators, which are not selfadjoint. Note that
we artificially made a one-parameter semigroup out of an, on L2(R, λ),
unitary group.
The generator A is an extension of − d
dx
: f 7→ −f ′ from the space
{h : h′ exists andh′ ∈ L2(R, λ)}. Using the notation ˆ : f 7→ fˆ for the
Fourier transform, defined on L1(R, λ) ∩ L2(R, λ) by:
fˆ(ξ) =
∫
R
e−ixξf(x) dx, ξ ∈ R,
we have
(Ttf )ˆ (ξ) = e
−itξf(ξ),
(Af )ˆ (ξ) = −iξfˆ(ξ).
(ii) Convolution with Gaussian kernels on Lp(Rn, λ),
Ttf(x) =
1
(2pit)
n
2
∫
Rn
e−
(x−y)2
2t f(y)dy .
Here the generator A is one half of the Laplacian,
Af(x) =
1
2
4f(x) = 1
2
n∑
i=1
(
∂
∂xi
)2
f(x).
On the side of the Fourier transform:
(Ttf )ˆ (ξ) = e
− t
2
|ξ|2 fˆ(ξ),
(Af )ˆ (ξ) = −|ξ|
2
2
f(ξ) .
(iii) Poisson semigroup on Lp(Rn, λ),
Ttf(x) =
(
1
pi
)n ∫
Rn
t
(t2 + |y|2)n+12 f(x− y)dy,
A = −(−4) 12 .
For the Fourier transforms this means:
(Ttf )ˆ (ξ) = e
−t|ξ|fˆ(ξ),
(Af )ˆ (ξ) = − |ξ| fˆ(ξ).
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(iv) An example not fulfilling all of the above conditions:
On Lp(R, λ) let for t ≥ 0 :
St f(x) = e
t
pf(etx) .
Then, only on the fixed Lp-space, ‖St ‖ ≤ 1. On that space the semi-
group is strongly continuous, and additionally all the St are positive
operators.
For f ∈ C1 :
Af(x) = lim
t↘0
e
t
pf(etx)− f(x)
t
= lim
t↘0
e
t
p (f(etx)− f(x))
t
+
e
t
p − 1
t
f(x)
= f ′(x) · x + 1
p
f(x).
(v) Evolution semigroups to the Schro¨dinger operator with certain pertur-
bations, for example point interactions are not always bounded on the
whole range 1 ≤ p < ∞. In three dimensions one has to deal with a
semigroup which is uniformly bounded on Lp(R, λ) only for p ∈ (1
3
, 3).
(see [11] and [3] for more on this.)
6.2 Fourier Lp-Multipliers
In this section we shall discuss some properties of distributions which map, by
convolution, the space Lp(R, λ) into itself. We shall be interested in the case
1 < p <∞. Here, and in the sequel, by a distribution we mean a functional φ
defined on the Schwartz space S(R). For information on this class, the class
of tempered distributions, we refer the reader to Chap.1 sect.3 of the book
of Stein and Weiss [47]. In a lot of cases the distributions, we have to deal
with, will be given by integration against a function which we shall denote
x 7→ φ(x), x ∈ R.
Definition 6.2.1 A tempered distribution φ is called an Lp-convolver, respec-
tively its Fourier transform φˆ is called an Lp-multiplier, if for some C > 0 for
all f ∈ S(R) ∥∥∥ (φˆ · fˆ)ˇ∥∥∥
p
≤ C ‖ f ‖p .
Here, ˇ: ϕ 7→ ϕˇ denotes the inverse Fourier transform.
Remark 6.2.1 Sometimes it is useful to note that Lp-convolvers are just those
bounded operators on Lp(R) which commute with all translations (c.f. [47]
chap. I).
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Some remarks on the space Cvp(R) of all Lp-convolvers seem to be useful for
our development.
Remark 6.2.2
(i) From our definition it is natural to consider Cvp(R) as a sub-algebra of
the bounded operators on Lp(R, λ). In there, it is not only norm closed,
but it can be shown to be closed in the weak operator topology. For
p = 2 we just deal with the von Neumann algebra of R.
(ii) If (uk)
∞
k=1 is a norm bounded approximate identity in L
1(R, λ), and if
φ ∈ Cvp(R), then φ?uk tends to φ in the strong operator topology, as k →
∞. This provides a method to approximate a convolver, some awkward
distribution, by quite regular ones, i.e. some given by integration against
C∞-functions.
(iii) One should be a bit careful when defining the pointwise product of a
convolver and a function. That is, it is not always true that this product
is again a convolver, or even exists as a distribution, if the function is
only assumed to be, say, bounded and continuous.
There is anyway a nice class of functions for which the pointwise product
can be defined, moreover, this class constitutes an algebra Bp(R), with
respect to pointwise multiplication. This is the so called algebra of Herz-
Schur multipliers (see [20], [28], [10] for more on this).
(iv) A purely operator theoretic definition of Bp(R) can be given as follows:
Bp(R) is just the space of weakly continuous, p-completely bounded,
pointwise multipliers of Cvp(R). Though this sounds a bit awkward,
simply because of its length, it has been on the roots of introducing the
notions of complete and p-complete boundedness. We mention here only
that p-completely bounded maps have nice functorial properties.
An alternative characterisation runs as follows: A function ϕ belongs
to Bp(R), if there exists a subspace of a quotient-space of an Lp-space,
call it E, and a strongly continuous, uniformly bounded representation
S : R → B(E) on it, such that ϕ(t) = (Stξ, η), t ∈ R, for some
ξ ∈ E, η ∈ E∗ [10] [20].
(v) It is useful to include “subspaces of quotients” of Lp-spaces in the above,
since any Hilbert space is of this type and hence any continuous positive
definite function ϕ is in Bp(R). Moreover, for some such ϕ one has:
‖ϕ · φ ‖p,p ≤ ϕ(0) ‖φ ‖p,p for all Lp-convolvers φ.
.
This gives a tool for a further regularisation of an convolver. Namely
it can be boundedly weakly approximated by convolvers with compact
support, at least on the amenable group R.
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We shall use the functions vj(x) = max{1 − |x|j , 0}, x ∈ R, j ∈ N for
this.
There are some celebrated theorems providing non-trivial Lp-convolvers.
Because of its relation to analytic functions the multiplier theorem of Ho¨rman-
der, see sect. 2 of [29], will be of importance to us and we want to introduce
the reader to this theme next.
Definition 6.2.2 We say that a distribution φ fulfils the Mihlin-Ho¨rmander
conditions with constant C > 0, if∣∣∣φˆ(ν)∣∣∣ ≤ C,∣∣∣∣ν ∂∂ν φˆ(ν)
∣∣∣∣ ≤ C, ∀ν ∈ R.
The Ho¨rmander multiplier theorem then asserts that, for 1 < p <∞,
‖φ ? f ‖p ≤ C · C1[p+ (p− 1)−1] ‖ f ‖p ∀ f ∈ Lp .
Remark 6.2.3 In the above we wrote on the right hand side the dependence
on p of a constant. This dependence enters in the proof of a result of Cowling,
which we shall state as Corollary 6.3.1.
The theorem of Ho¨rmander, we in the above referred to, is stated as theorem
2.5 in [29]. Regarding the assumptions of that theorem it would be more correct
to call the condition required in there “Ho¨rmander’s condition” and the one
we stated in the definition “Mihlin’s condition” (c.f. [38], resp. Theorem 2 [39],
Appendix). In our one-dimensional setting the square-integrability condition,
Ho¨rmander requires, on the derivative of φ is slightly weaker than the uniform
growth, respectively decrease, estimate which is required above. It should
be noted, however, that in the n-dimensional case Ho¨rmander reduced the
differentiability requirement from the order n to the least integer not less than
half of the dimension.
For a proof of the multiplier theorem, we used, we refer to Theorem 3 and
its corollary in chapter IV §3 of the book of Stein [46].
We agree, if the interested reader finds it hard to chase for the constant
there. So we shall give some more arguments here. The multipliers we just
consider are, in fact bounded from L1 to weak-L1. Interpolating now with the
L2–L2 estimate by means of the Marcinkiewicz interpolation theorem exhibits
the dependence of the constant on p. Alternatively one can show that the
multipliers are bounded from the real Hardy space H1R to L
1 and interpolate
again.
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If, for θ ∈ (0, pi), Γθ denotes the cone
Γθ = { z ∈ C \ {0} : |arg z| < θ } = { ρeiψ : ρ > 0, |ψ| < θ} ,
where we represented z 6= 0 as z = ρei arg z, with arg z ∈ [−pi, pi), ρ > 0 ,
then a bounded holomorphic function m on Γθ has almost everywhere non-
tangential boundary values and we denote m again the boundary function
m : ∂Γθ → C.
The cone Γψ is strictly contained in Γθ for ψ ∈ (0, θ), and we define a
function mψ on R:
mψ(x) =
{
m(xeiψ) if x ≥ 0
m(|x| e−iψ) if x < 0. (6.2)
Definition 6.2.3 Given m on Γθ as above, we define a distribution φ by:
φ(h) = lim
ψ↗θ
∫
mψ(x)hˆ(−x) dx, h ∈ S.
We then shall say that the Fourier transform of φ coincides with the boundary
values of m on Γθ.
Example 6.2.1 An interesting example is the distribution φ with Fourier
transform
φˆ(ν) = (iν)iγ.
In this case
φ(x) =
{
Γ(−iγ)−1 xiγ−1 x > 0
0 x ≤ 0.
φˆ is the boundary value of the, in C \ [−∞, 0] holomorphic, function
mγ(z) = z
iγ = exp(iγ log |z| − γ arg z), z ∈ C.
We note that m fulfils the Mihlin-Ho¨rmander conditions 6.2.2:
|mγ(iν)| ≤ e|γ|pi2 ,∣∣∣∣ ∂∂νmγ(iν)
∣∣∣∣ = ∣∣∣iγν e±γ pi2 ∣∣∣ ≤ 1|ν| |γ| e|γ|pi2 ν ∈ R.
If Γψ ⊂ Γθ are two cones with ψ < θ, like in Figure 6.1, then the “boundary”
value on Γψ of a function which is bounded and holomorphic on the larger cone
Γθ, fulfils the conditions of Ho¨rmander’s Fourier multiplier theorem. This is a
consequence of the Cauchy integral theorem.
In fact, if ζ = |x| eiψ ∈ ∂Γψ, then a circle Cr with centre ζ and radius r lies
in Γθ, provided r < sin(θ − ψ) |x| (compare Figure 6.1). It follows from (6.3)
DILATIONS AND TRANSFERENCE 75
and (6.4) that
|mψ(x)| ≤ 1
2pi
∫
Cr
|m(z)| |dz|
r
≤ Mθ,∣∣∣∣x ddxmψ(x)
∣∣∣∣ ≤ |x|2pi
∫
Cr
|m(z)| |dz|
r2
≤ Mθ |x|
r
,
where Mθ = supz∈Γθ |m(z)| denotes the least upper bound of |m| on Γθ. The
conditions are thus fulfilled for mψ, with bound Mθ sin
−1(θ − ψ).
6.3 Application to Functional Calculus
Now let (Tt)t≥0 be a semigroup, related to a measure space (Ω, µ), as in sec-
tion (6.1) which fulfils the conditions i)–iii) of (6.1). We denote A its infinites-
imal generator on L2(Ω, µ). If m is a bounded Borel function on [0,∞), then∫ 0
−∞ m(−λ)dPλ = m(−A) is defined on L2(Ω, µ). For those semigroups Cowl-
ing [15] discusses the question whether m(−A) extends to a bounded operator
on Lp(Ω, µ) and considers the consequences of this functional calculus. I shall
sketch some of his results and proofs in this section.
We first note that no assumption on positivity, as in (6.1) iv) is made. The
considered class is thus more general than the class of submarkovian semi-
groups. But there is still a relation to positivity. Namely, a contraction on
L1 is automatically a sub-positive contraction (see e.g. Theorem 1.1 in chap-
ter 4 §[30]). This enables one to make use of the dilation theorems and their
implications.
If P0 6= 0 then to define m(−A) it would be necessary to know m(0) which
might not be defined by the above argumentation. Not to worry about this was
the reason to assume P0 = 0. Furthermore, if a uniformly bounded sequence
Cauchy’s formulae:
m(ζ) =
1
2pii
∮
Cr
m(z)
z − ζ dz (6.3)
d
dζ
m(ζ) =
1
2pii
∮
Cr
m(z)
(z − ζ)2 dz (6.4)
x
y
Γ
Γ
ψ
θ
r
Figure 6.1: Two Cones
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(mk)k∈N of bounded Borel functions on (0,∞) converges to some function
m uniformly on compact sets in (0,∞), then mk(−A) converges to m(−A)
in the weak operator topology of B(L2(Ω, µ)), since the spectral measure is
concentrated on (−∞, 0).
Now as a corollary of our previous work we obtain a theorem of M. Cowling,
Theorem 1 in [15], which is his starting point for discussing the work [46] of
E. Stein. Our proof is a variation of that one given by Cowling.
Theorem 6.3.1 Let m be bounded, holomorphic in Γpi
2
. Suppose that the
distribution φ whose Fourier transform coincides almost everywhere with the
boundary values of m fulfils, for some finite constant Cp depending only on p,
1 < p <∞,
‖φ ? f ‖p ≤ Cp ‖ f ‖p ∀ f ∈ C∞cp (R) .
Then for all f ∈ Lp(Ω, µ) ∩ L2(Ω, µ)
‖m(−A)f ‖p ≤ Cp ‖ f ‖p .
Proof: The distribution φˆ can be extended to a function, still denoted φˆ,
which is holomorphic and bounded in the lower half-plane, since m is such in
Γpi
2
. By the Paley-Wiener theorem the support of φ is contained in [0,∞).
Next one regularises φ :
(i) If, for k ∈ N, uk ∈ C∞cp is such that
supp uk ∈ [ 1
k
,
2
k
] and
∫
R
uk(x) dx = 1 ,
then
supp φ ? uk ⊂ [ 1
k
,∞), φ ? uk ∈ Lp ∩ C∞.
Furthermore, for f ∈ Lp(R, λ) we have convergence in Lp-norm:
uk ? f → f as k →∞.
(ii) If, for j ∈ N, the function vj is defined by
vj(x) = max{1− |x|
j
, 0}, x ∈ R,
then each vj is a positive definite function, and vj ↗ 1 uniformly on
compacts as j →∞.
It follows, see Remark 6.2.2, that for all j, k ∈ N
‖ vj(φ ? uk) ‖p,p ≤ ‖φ ? uk ‖p,p ≤ ‖φ ‖p,p ≤ Cp. (6.5)
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By the conditions imposed in (i) the supports of uk and φ?uk are contained in
the interval [ 1
k
,∞) ⊂ [0,∞). Thus, a bounded holomorphic extension to the
lower half-plane C− exists for each of them. We note that, for those extensions
and for z ∈ C−,
(φ ? uk)ˆ(z) =
∫ ∞
0
φ ? uk(x)e
−izx dx
= φˆ(z)uˆk(z).
Hence, ∫ ∞
−∞
(φ ? uk)(t)e
−tλ dt =
∫ ∞
−∞
(φ ? uk)(t)e
−it (−iλ) dt
= (φ ? uk)ˆ(−iλ) = φˆ(−iλ)uˆk(−iλ)
= m(λ)uˆk(−iλ).
Using again the conditions imposed on uk we see from
uˆk(−iλ) =
∫ ∞
−∞
uk(t)e
−it (−iλ) dt =
∫ ∞
−∞
uk(t)e
−tλ dt,
that uˆk(−iλ) → 1 boundedly and uniformly on finite intervals in R+. Now it
is not hard to see that
Sj,kf :=
∫ ∞
0
(vj · (φ ? uk))(t)Ttf dt
converges to m(−A)f in L2 when first j →∞ and then k →∞. In fact,
lim
k→∞
lim
j→∞
Sj,kf = lim
k→∞
lim
j→∞
∫ ∞
0
vj(t)(φ ? uk)(t)Tt dt
= lim
k→∞
lim
j→∞
∫ ∞
0
vj(φ ? uk)(t)
∫ 0
−∞
etλ dPλf dt
= lim
k→∞
lim
j→∞
∫ 0
−∞
etλ
∫ ∞
0
vj(φ ? uk)(t) dt dPλf
= lim
k→∞
∫ 0
−∞
∫ ∞
0
etλ (φ ? uk)(t) dt dPλf
=
∫ 0
−∞
∫ ∞
0
etλ φ(t) dtdPλf
=
∫ 0
−∞
m(−λ)dPλf.
For all j, k ∈ N we know, using the transference theorem of Coifman and Weiss,
our Corollary 5.1.1, that (6.5) implies
‖ Sj,kf ‖p ≤ Cp ‖ f ‖p .
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Because of this boundedness we obtain the existence of limk→∞ limj→∞ Sj,k in
the strong operator topology on the closure of Lp(Ω, µ)∩L2(Ω, µ), that is on all
of Lp(Ω, µ). The uniqueness of the limit on Lp(Ω, µ)∩L2(Ω, µ) shows that the
limit must be the extension to Lp(Ω, µ) of the restriction to Lp(Ω, µ)∩L2(Ω, µ)
of the spectrally defined m(−A). 2
In the case that m is given as in Example 6.2.1 it follows that
(−A)iγ = mγ(−A)
extends to a bounded operator on Lq(Ω, µ), 1 < q <∞, of norm at most∥∥ (−A)iγ ∥∥
q,q
≤ C1[q + (q − 1)−1] (1 + γ)eγ pi2 . (6.6)
Since ∥∥ (−A)iγ ∥∥
2,2
= sup
x∈R
|mγ(x)| = 1, (6.7)
it is possible to improve this by interpolation.
Corollary 6.3.1 For some constant C(p), depending only on p, 1 < p <∞ :∥∥ (−A)iγ ∥∥
p,p
≤ C(p)[1 + |γ|12]| 1p − 12 |epi| 1p − 12 ||γ| .
Proof: We may assume p 6= 2.
The function
f : y 7→ y
y − log y , y ∈ [e,∞)
decreases monotonically to 1. Thus there exists at most one γ0 > e such that
f(γ0)
∣∣∣∣2p − 1
∣∣∣∣ = 1.
If a solution to this equation exists, then we define γp equal to it. Otherwise,
i.e. if p is such that f(y)
∣∣∣2p − 1∣∣∣ < 1 for all y ≥ e, then we let γp = e.
If |γ| ≤ γp, then we estimate∥∥ (−A)iγ ∥∥
p,p
≤ c1(p)(1 + |γ|)epi2 |γ|
≤ c1(p)(1 + |γ|)e
pi
2 | 2p −1||γ|epi2 (1−| 2p −1|)γp
≤ c2(p)(1 + |γ|)e
pi
2 | 2p −1||γ|
≤ c3(p)(1 + |γ|)|
2
p
−1|epi| 1p − 12 ||γ|,
which proves the corollary in this case.
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Otherwise, if |γ| > γp, then we define θ ∈ (0, 1) by
θ = f(|γ|)
∣∣∣∣2p − 1
∣∣∣∣ .
Further we can define q uniquely by
1
p
=
θ
q
+ (1− θ)1
2
.
Then we have
1 = f(|γ|)
∣∣∣∣2q − 1
∣∣∣∣ ,
and it follows from this that
|γ| ≥ |γ|
log |γ| =

q
2
if 2 < q
q
2
1
q − 1 if 1 < q < 2
≥ 1
4
(q +
1
q − 1).
By the Riesz-Thorin interpolation theorem we obtain from (6.6) and (6.7):∥∥ (−A)iγ ∥∥
p,p
≤ Cθ1 [q +
1
q − 1]
θ(1 + |γ)|θ epi2 |γ|θ
≤ C2 |γ|θ (1 + |γ|)θe
pi
2 | 2p −1||γ|epi2 | 2p −1||γ|(f(|γ|)−1)
= C2 |γ|θ (1 + |γ|)θe
pi
2 | 2p −1||γ|epi2 | 2p −1| log|γ|f(|γ|)
≤ C2(1 + |γ|)(1+1+pi2 )θe
pi
2 | 2p −1||γ|
≤ C3(1 + |γ|)(4+pi)f(|γ|)|
1
p
− 1
2 |epi2 | 2p −1||γ|.
Here we used that by the definition of f :
y (f(y)− 1) = y log y
y − log y = log y f(y).
Since f(|γ|) ≤ e
e−1 , we have proved the assertion of the corollary. 2
In his above cited paper [15] Cowling has a better estimate, but I could not
figure out his computation. Furthermore he deduces, and we refer the reader
to this deduction, the following theorem:
Theorem 6.3.2 (Cowling) Let m be bounded, holomorphic in Γψ, where 0 <
ψ ≤ pi
2
. If p is such that
∣∣∣1p − 12 ∣∣∣ < ψpi , then for some constant C, not depending
on p,
‖m(−A)f ‖p ≤ C
[
ψ
pi
−
∣∣∣∣1p − 12
∣∣∣∣]− 52 ‖m ‖∞ .
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Now we consider the family of functions
mθ : λ 7→ exp(eθλ) θ ∈ Γ.
Then m0(tA) = e
tA = Tt, and proving L
p-boundedness of the, on L2 spectrally
defined operators
mθ(tA) = e
teiθA =: Tteiθ , |θ| < η,
will give an extension of the semigroup (Tt)t≥0 to the complex sector Γη. Here,
η is a possibly p-dependent constant, ideally we should find the largest pos-
sible one. The boundedness and the weak analyticity on L2(Ω, µ) imply the
analyticity of this extension on this sector.
For this purpose the operators (−A)iγ, γ ∈ R are quite useful. By inverting
Mellin transforms we obtain for x ≤ 0, t ≥ 0 :
exp(teiθx)− exp(tx) = 1
2pi
∫
R
[
e−γθ − 1]Γ(−iγ)tiγ(−x)iγdγ . (6.8)
Compute for this:∫ ∞
0
exp(−eiθλ)λ−iγ dλ
λ
= lim
ε↘0
∫ ∞
0
exp(−eiθλ)λε−iγ−1dλ
= lim
ε↘0
∫ ∞
0
exp(−λ)e−iθ(ε−iγ)λε−iγ−1dλ
= e−γθ
∫ ∞
0
λ−iγe−λ
dλ
λ
= e−γθΓ(−iγ) .
One can not directly make use of this last formula, since |Γ(−iγ)| ∼ 1|γ| for γ
close to zero, and so for x > 0 an Integral
1
2pi
∫
R
e−γθΓ(−iγ)tiγxiγdγ ' e−teiθx
does not converge. But in equation (6.8) it can be used that for some C > 0:∣∣e−γθ − 1∣∣ |Γ(−iγ)| ≤ e(|θ|−pi2 )|γ|. (6.9)
This is used by Cowling to prove the following corollary due to Stein, c.f. [48]
chap III, Theorem 1.
Corollary 6.3.2 (Stein) If 0 ≤ θ ≤ pi
2
− pi
∣∣∣1p − 12 ∣∣∣, then the semigroup Tt
extends to an analytic semigroup on Γθ.
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Sketch of a Proof: We may assume that 1 < p < ∞, since otherwise the
angle θ has to be zero.
The L2-spectral theory shows that the semigroup has a unique analytic
extension on L2(Ω, µ), even to the cone Γpi
2
. We further obtain, for z = teiθ:
ete
iθA − etA = 1
2pi
∫
R
[
e−γθ − 1]Γ(−iγ)tiγ(−A)iγdγ ,
the integral being convergent in the strong operator topology, still on L2.
Now, if f ∈ Lp(Ω, µ) and g ∈ Lq(Ω, µ) (1
p
+ 1
q
= 1) are simple functions,
then they are in L2. From the above inequality (6.9) and Corollary 6.3.1 we
infer that for |ψ| < θ:
|< Tteiψf, g >| ≤
C(p)
2pi
∫
R
[1 + |γ|12]| 1p − 12 |epi| 1p − 12 ||γ|e(|ψ|−pi2 )|γ|dγ ‖ f ‖p ‖ g ‖q
≤ C(p)
2pi
∫
R
[1 + |γ|12]| 1p − 12 |e−(θ−|ψ|)|γ|dγ ‖ f ‖p ‖ g ‖q
≤ Cψ ‖ f ‖p ‖ g ‖q .
If general elements f ∈ Lp(Ω, µ) and g ∈ Lq(Ω, µ) are given, then they may
be approximated by sequences of simple functions, (fk)k and (gk)k in the re-
spective norms. The above estimate then shows that the sequence of analytic
functions z 7→< Tzfk, gk > converges locally uniformly inside Γθ. 2
A formula similar to the above (6.8), together with the appropriate esti-
mate:
ete
iθx − 1
t
∫ t
0
esxds =
1
2pi
∫
R
[
e−γθ − 1
1 + iγ
]
Γ(−iγ)tiγ(−tx)iγdγ, (6.10)
∣∣∣∣e(−θγ) − 11 + iγ
∣∣∣∣ |Γ(−iγ)| ≤ Ce(|θ|−pi2 )|γ|, (6.11)
can be used prove a maximal theorem and an abstract non-tangential conver-
gence theorem. (Cowling, in his paper proves an interesting extension of it):
Theorem 6.3.3 (Stein) If 0 ≤ θ < pi
2
(1 −
∣∣∣2p − 1∣∣∣), then for some constant
Cp > 0 for all f ∈ Lp(Ω, µ):
‖ sup {|Tzf | : |z| < 1, z ∈ Γθ} ‖p ≤ Cp ‖ f ‖p ,
and
Tzf → f µ-almost everywhere as z → 0 in Γθ.
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Proof: We estimate pointwise
sup {|Tzf | : |z| < 1, z ∈ Γθ}
≤ sup
|ψ|<θ, 0≤t<1
∣∣∣∣ 12pi
∫
R
[
e−γψ − 1
1 + iγ
]
Γ(−iγ)tiγ(−A)iγf dγ
∣∣∣∣+
sup
0≤t<1
∣∣∣∣1t
∫ t
0
Tsfds
∣∣∣∣ .
Thus the norm of the first term on the right hand side may be estimated using
the above inequality (6.11)and Corollary 6.3.1:∥∥∥∥∥ sup|ψ|<θ, 0≤t<1 12pi
∫
R
∣∣∣∣e−γψ − 11 + iγ
∣∣∣∣ ∣∣Γ(−iγ)tiγ∣∣ ∣∣(−A)iγf ∣∣ dγ
∥∥∥∥∥
p
≤ C
∥∥∥∥ 12pi
∫
R
e(|θ|−
pi
2
)|γ| ∣∣(−A)iγf ∣∣ dγ ∥∥∥∥
p
≤ C 1
2pi
∫
R
e(|θ|−
pi
2
)|γ| ∥∥ (−A)iγf ∥∥
p
dγ
≤ C 1
2pi
∫
R
C(p)[1 + |γ|3 log2 |γ|]| 1p− 12 |e(|θ|−pi2 )|γ|+pi| 1p− 12 ||γ| dγ ‖ f ‖p
≤ C1p ‖ f ‖p .
Together with Theorem 5.4.3 this establishes the maximal inequality of the
theorem.
The assertion on the almost everywhere convergence relies on an application
of Banach’s principle.
Theorem 6.3.4 (Banach’s principle) Let (Tn)n∈N be a sequence of opera-
tors on Lp(Ω, µ), 1 ≤ p < ∞, such that for some constant C > 0, for all
f ∈ Lp(Ω, µ) : ∥∥∥∥ sup
n∈N
|Tnf |
∥∥∥∥
p
≤ C ‖ f ‖p .
If for all elements f in a dense subspace E of Lp(Ω, µ)
lim
n→∞
Tnf
exists pointwise almost everywhere, then for all f ∈ Lp(Ω, µ)
lim
n→∞
Tnf
exists pointwise almost everywhere.
Proof: We are given f ∈ Lp(Ω, µ). For  > 0 we write f = f1 +f2 with f1 ∈ E
and ‖ f2 ‖p < .
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Then for µ almost all ω ∈ Ω
0 ≤ lim
n→∞
sup Re Tnf(ω)− lim
n→∞
inf Re Tnf(ω)
≤ lim
n→∞
sup Re Tnf1(ω)− lim
n→∞
inf Re Tnf1(ω)
+ lim
n→∞
sup Re Tnf2(ω)− lim
n→∞
inf Re Tnf2(ω)
≤ 0 + 2 sup
n∈N
|Tnf2| (ω).
Hence ∥∥∥ lim
n→∞
sup Re Tnf(.)− lim
n→∞
inf Re Tnf(.)
∥∥∥
p
≤ 2C.
Since  > 0 is arbitrary this proves that
lim
n→∞
sup Re Tnf(ω)− lim
n→∞
inf Re Tnf(ω)
vanishes almost everywhere. An analogous argumentation for the imaginary
parts then proves the almost everywhere convergence of the sequence (Tnf)n∈N.
2
The subspace E is exhibited using the analyticity of the semigroup in question.
For this denote Γp the cone to which the semigroup extends analytically:
Lemma 6.3.1 Given the conditions of Theorem 6.3.3. For f ∈ Lp(Ω, µ) and
z ∈ Γp it is then possible to redefine Tzf on a set of measure zero, such that
for all ω ∈ Ω
z 7→ Tzf(ω) is analytic on Γp.
Proof: The weakly analytic map Φ : z 7→ Tz f , from Γp to Lp(Ω, µ), is strongly
analytic (See e.g. chap.5 sect.3 of [56]). Given a closed ball B(z, r) of radius
r with centre z contained in Γp, Φ has an, in the interior B(z, r)
◦ of the ball,
convergent expansion as a power series
Tζ f =
∞∑
n=0
hn (ζ − z)n with (6.12)
∞∑
n=0
‖hn ‖p ρn < ∞ for all ρ < r. (6.13)
For n ∈ N let Hn : Ω → C be a function representing hn in Lp(Ω, µ). From
the estimate in (6.13) it follows that for ρ < r
∑∞
n=0 |Hn(ω)| ρn < ∞ almost
everywhere on Ω. In fact, the triangle inequality ensures that for all k ∈ N∥∥∥∥∥
k∑
n=0
|Hn| ρn
∥∥∥∥∥
p
≤
∞∑
n=0
‖Hn ‖p ρn <∞.
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The monotone convergence theorem then says that
(∑k
n=0 |Hn| ρn
)p
converges
almost everywhere to an integrable function. Where this function is finite there∑k
n=0 |Hn| ρn must converge to a finite value too.
Choosing a sequence ρk ↗ r we find a set Az of measure zero such that
for ω ∈ Ω \ Az the series
∑∞
n=0Hn(ω)(ζ − z)n converges absolutely for all
ζ ∈ B(z, r)◦. On this ball let
Fz(ζ, ω) =
{ ∑∞
n=0Hn(ω)(ζ − z)n ω /∈ Az
0 ω ∈ Az.
Now the (open) cone Γp can be covered by a countable union of balls B(zk,
rk
2
)◦
with B(zk, rk) ⊂ Γp. If two such open balls have non-void intersection, say
B(z, r
2
)◦∩B(z′, r′
2
)◦ 6= ∅, then, for almost all ω ∈ Ω, the corresponding analytic
functions Fz(ζ, ω) =
∑∞
n=0 Hn(ω)(ζ−z)n and Fz′(ζ, ω) =
∑∞
n=0 H
′
n(ω)(ζ−z′)n
coincide on this intersection. To see this we may assume r′ ≤ r, then z′ ∈
B(z, r)◦, and the series representing Fz(ζ, .) converges outside Az absolutely
and uniformly in a neighbourhood of z′. Moreover, for ω /∈ Az ∪ Az′ :
H ′0(ω) =
∞∑
n=0
Hn(ω)(z
′ − z)n.
We can even differentiate (k times) to the result, that
H ′k(ω) =
1
k!
(
d
dζ
)k
∞∑
n=0
H ′n(ω)(ζ − z′)n|ζ=z′
=
1
k!
(
d
dζ
)k
∞∑
n=0
Hn(ω)(ζ − z)n|ζ=z′ =
∞∑
n=k
Hn(ω)
(
n
k
)
(z′ − z)n−k.
The last sum here is still absolutely convergent, and
∞∑
k=0
H ′k(ω)(ζ − z′)k =
∞∑
k=0
∞∑
n=k
Hn(ω)
(
n
k
)
(z′ − z)n−k(ζ − z′)k
=
∞∑
n=0
Hn(ω)
n∑
k=0
(
n
k
)
(z′ − z)n−k(ζ − z′)k
=
∞∑
n=0
Hn(ω)(ζ − z)n.
Now we define Tζf(ω) = 0 for ω ∈
⋃
k Azk and
Tζf(ω) = Fzk(ζ, ω) for ω ∈ Ω \
⋃
k
Azk ,
where zk is any element of our selection such that only ζ ∈ B(zk, rk2 )◦. 2
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We may now continue with the proof of Theorem 6.3.3:
From the strong continuity of the semigroup (Tt)t≥0 at zero we see that E =
{Ts f : f ∈ Lp(Ω, µ), s > 0 } is a dense linear subspace and for a sequence
zn ∈ Γθ, zn → 0 we have for one of its elements Tsf outside the set where
z 7→ Tzf is not analytic:
lim
n→∞
TznTsf(ω) = lim
n→∞
Tzn+sf(ω)
= Tsf(ω).
2
Remark 6.3.1
(i) In the submarkovian case the angle of the cone of analyticity given here
is not optimal. Liskevich and Perelmuter [35] obtain pi
2
− arctan |p−2|
2
√
p−1 .
(ii) If one no longer assumes that the semigroup is contractive on the whole
scale of Lp-spaces, then the above presented methods still apply.
If we assume that our strongly continuous semigroup fulfils, for some
1 < r < 2 the following set of conditions:
i’) For those p such that r ≤ p ≤ r′ each operator Tt is a sub-positive
contraction on Lp(Ω, µ) (1
r
+ 1
r′ = 1),
ii) Selfadjointness on L2: T ∗t = Tt on L
2(Ω, µ),
iii) T0 = id,
then, for p < 2, the angle of analyticity would be at least pi
2
r
p
2−p
2−r . Of
course we obtain the maximal theorem for the cone of this angle and the
other consequences too.
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