Analytic and Algebraic Deformations of Super Riemann Surfaces by Bettadapura, Kowshik
ar
X
iv
:1
91
1.
07
11
8v
1 
 [m
ath
.A
G]
  1
6 N
ov
 20
19
ANALYTIC AND ALGEBRAIC DEFORMATIONS OF SUPER
RIEMANN SURFACES
KOWSHIK BETTADAPURA
Abstract. By analytic deformations of complex structures, we mean perturba-
tions of the Dolbeault operator. By algebraic deformations of complex structures,
we mean deformations of holomorphic glueing data. For complex manifolds there
is, infinitesimally, a correspondence between these two types deformations. In this
article we argue that an analogous correspondence holds between the analytic and
algebraic deformations of a super Riemann surface.
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Introduction
Super Riemann Surfaces. Supersymmetry in physics is a proposed symmetry
between bosons and fermions. From their quantum spin statistics, parameters di-
recting the mechanics of bosons are commutative while those for fermions are anti-
commutative. Mathematically, these parameters describe manifolds and superman-
ifolds respectively. We refer to [Lei80, Ber87, Man88, DM99, Var04] for further
historic commentary on the development and evolution of supersymmetry and super-
manifolds, from a mathematical viewpoint. In superstring theory, Friedan in [Fri86]
identified the super Riemann surface as the wordsheet to be swept out by the super-
strings in superspacetimes. Once clearly defined, further work on the mathematical
properties of super Riemann surfaces and their moduli were undertaken, e.g., in
[CR88, DRS90, LR88, FR90b]; in addition to some extensions of super Riemann sur-
faces to Riemann surfaces with higher degrees of supersymmetry in [Coh87, FR90a].
More recently, Donagi and Witten in [DW15, DW14] have revived interest in this
topic with some landmark results on the geometry of their moduli. Along the way,
a certain pairing was derived between ‘analytic’ deformations and supermoduli in
[DW14]. The author’s attempt to understand this pairing forms the basis for the
work undertaken in this article.
Donagi and Witten’s Pairing. Motivation for this article stems from a question
posed by the author in the previous article [Bet19b] on the geometry of deformations
of super Riemann surfaces. In [Bet19b], super Riemann surfaces and their deforma-
tions are described as supermanifolds equipped with certain atlases, following similar
descriptions in [Fri86, CR88]. This description is referred to here as the algebraic
viewpoint. Donagi and Witten in [DW14], en route to their presentation of an invari-
ant pairing formula over Mg, consider deformations of super Riemann surfaces as
superconformal perturbations of the Dolbeault operator. This coincides with similar
descriptions employed by D’Hoker and Phong in their work on superstring scattering
amplitudes [DP02, DP15]. This description is referred to as the analytic viewpoint.
In an effort to better understand the pairing formula derived by Donagi and Witten,
it was proposed in [Bet19b] that this formula extends appropriately to the algebraic
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deformations. We deduce such an extension in this article by establishing a corre-
spondence between the algebraic and analytic viewpoints on deformations of super
Riemann surfaces ‘to second order’. We follow work by Kodaira in [Kod86] on a
similar question concerning infinitesimal deformations of complex manifolds.
The Obstruction Class. Upon establishing a correspondence between the ana-
lytic and algebraic viewpoints on super Riemann surfaces and deformations, we can
obtain some insight on the splitting problem and the role of obstruction classes.
Following early work in supermanifold theory by Berezin in [Ber87] and Batchelor
in [Bat79], Green in [Gre82] gave a general classification of supermanifolds via non-
abelian sheaf cohomology. Here supermanifolds are characterised as being split or
non-split and the cohomology groups housing obstruction classes to splitting, referred
to as ‘obstruction spaces’, were explicitly related to sheaves of non-abelian groups.
In [Bet16, Bet19b] the total space of deformations (algebraic) of super Riemann sur-
faces were considered as a complex supermanifolds in their own right. As such, one
can ask whether these total spaces will split and what their obstruction spaces might
look like. From the analytic viewpoint however, it is unclear as to how this classi-
fication of complex supermanifolds might translate since, here, supermanifolds are
smooth whence Batchelor’s theorem in [Bat79] implies they split. Therefore, under
our correspondence between algebraic and analytic deformations of super Riemann
surfaces we can ask: what happens to the obstruction classes to splitting the total
space of algebraic deformations? We find that the primary obstruction class will,
under the Dolbeault isomorphism, form part of the complex structure for an analytic
deformation.
Applications and Outlook. With the correspondence between analytic and alge-
braic deformations of super Riemann surfaces we can: (1) adapt and address the
splitting problem for analytic deformations; and (2) translate Donagi and Witten’s
pairing between analytic deformation parameters and supermoduli to the algebraic
case. We conclude the article with one further comment regarding the ‘higher ob-
struction theory’ of super Riemann surface deformations. In [Bet19b], it was observed
that if the primary obstruction to splitting a super Riemann surface deformation van-
ishes, then the deformation will be split to second order. That is, there will not exist
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an exotic, third order obstruction class. Subsequently, it was conjectured: if the pri-
mary obstruction to splitting an algebraic deformation of a super Riemann surface
vanishes, then the total space of the deformation must itself be split. We refer to
this as the ‘No-Exotic-Obstructions’ conjecture. With Donagi and Witten’s pairing
adapted to the algebraic case, in addition to their results on the non-projectedness
of the supermoduli space in [DW15, DW14], we speculate as to what a proof of the
this conjecture might look like.
Outline
This article is divided into four parts. We begin in Part I with some preliminary the-
ory on deformations of complex manifolds, supermanifolds and super Riemann sur-
faces. Key results presented here include Theorem I.1.4 on the relation between the
Kodaira-Spencer class and perturbations of the Dolbeault operator; Theorem I.2.2
on obstruction classes of supermanifolds and Theorem I.2.4 on thickenings over Rie-
mann surfaces; Lemma I.3.2 and I.3.6 on the structure of superconformal maps and
vector fields parametrised by A0|n
C
; and finally Lemma I.4.3 and Theorem I.4.4 on the
structure of super Riemann surfaces. In Part II we look at the analytic and algebraic
deformations of a super Riemann surface. Definitions of each kind are presented. See
Definition II.1.2 for the algebraic case and Definition II.2.4 for the analytic case. The
respective deformation parameters up to equivalence are described in Theorem II.3.2
in the analytic case; and in Theorem II.4.2 in the algebraic case. We conclude with
the statement of the main result of this article on the correspondence between these
deformations in Theorem II.5.1 and give the outline of its proof. Part III is devoted
to the proof Theorem II.5.1. We draw on a number of the key results presented
earlier in the article and aim therefore to give a self-contained proof. We conclude
this article with Part IV where some applications of the correspondence in Theo-
rem II.5.1 are given. In Theorem IV.1.1 we consider how the the splitting problem
might adapt to analytic deformations; and Theorem IV.2.1 concerns the translation
of Donagi and Witten’s invariant pairing formula to the algebraic case. The article
concludes with some comments on the No-Exotic-Obstructions conjecture.
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List of Notation
In order of appearance:
Symbol Description
X Complex manifold;
X∞ Smooth manifold underlying X;
∂ Dolbeault operator on X∞;
X Total space of a deformation of X;
U = (Uα)α∈I Open covering of X ;
(U , F ) Atlas for X ;
(U, f) Atlas for X;
Ap,q(X∞, TX∞) Smooth, TX∞-valued (p, q)-forms;
(X ∞, ∂t) X as a smooth manifold with complex structure;
X = (X,OX) Supermanifold over X;
T ∗X,− Odd cotangent bundle;
S(X, T ∗X,−) Split model;
(X, T ∗X,−) Model;
(U, ρ) Atlas for X;
ω(U,ρ) Obstruction to splitting (U, ρ);
A
m|n
C
Complex affine superspace;
Cm|n Complex Euclidean superspace;
C
1|1
(x|θ) Complex Euclidean space with coordinate system (x|θ);
D(x|θ) Superconformal generator on C
1|1
(x|θ);
(ξ1, . . . , ξn) Parameters on A
0|n
C
;
D Superconformal structure;
S = (X,D) Super Rieman surface;
C, C∞ Riemann surface; underlying smooth manifold
T ∗C,− Spin structure on C;
X Deformation of S(C, T ∗C,−);
(U , ϑ) Algebraic deformation (atlas for X );
Θ(T ∗X ,−) Odd Kodaira-Spencer class of X ;
∂˜ Dolbeault operator on supermanifolds;
X∞, S(C, T ∗C,−)∞ Smooth supermanifolds underlying X , S(C, T ∗C,−);
(X∞, ∂˜ξ) Analytic family or deformation;
X an. Complex supermanifold associated to (X∞, ∂˜ξ);
Mg Supermoduli space of genus g curves.
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Part I. Preliminaries
I.1. Deformations of Complex Structures
We review here some relevant material on the deformations of complex manifolds
from the text by Kodaira in [Kod86]. The main result (Theorem I.1.4) ought to
viewed as a guiding precedent for the main result derived in this article.
I.1.1. Preliminary Descriptions.
I.1.1.1. The Analytic Viewpoint. Let X be a complex manifold. Note that it can
also be viewed as a smooth manifold X∞ with a choice of complex structure ∂.1
A deformation of X over a base B with distinguished point b0 ∈ B is a complex
manifold X equipped with a projection (or, surjective submersion) pi : X → B
whose fibers pi−1(b) ⊂ X are complex submanifolds; and pi−1(b0) ∼= X. The complex
structure of the fibers vary with parameters on the parameter space B. The smooth
structure is taken to be constant which means X and X × B are diffeomorphic.
Thus X → B captures a variation of the complex structure ∂ on a fixed, smooth
manifold X∞. This viewpoint with X a smooth manifold with complex structure
(X∞, ∂) will be referred of as the ‘analytic viewpoint’.
I.1.1.2. The Algebraic Viewpoint. The deformation X can also be described without
any reference to the underlying, smooth manifold X∞ and complex structure ∂. This
description was the first proposal by Kodaira and Spencer, as explained in [Kod86,
p. 182], of a ‘variation of complex structure’. It references the glueing data of the
complex manifold X directly. Let U = (Uα) be a covering of X with transition data
(Fαβ : Uαβ
∼=→ Uβα) identifying intersections.2 The tuple ((Uα), (Uαβ), (Fαβ)), de-
noted by (U , F ) in shorthand, is referred to as an atlas for X . We take B = Cn with
1Here ∂ is the Dolbeault operator. A smooth function f is holomorphic if and only if ∂f = 0. As
we can decide on the holomorphicity of smooth functions in this way, we can therefore identify ∂
itself with a complex structure on X∞. The operator ∂ can also be related to an almost complex
structure J on X∞. Integrability of J to a complex structure amounts to flatness of ∂, i.e., ∂
2
= 0.
We refer to [Huy05, p. 108] for further details on this correspondence.
2Here the open sets (Uα) cover X with Uα ∼= CdimX ; and on choosing distinguished subspaces
Uαβ ⊂ Uα for all pairs α, β we recover X as the equivalence class X ∼= (
⊔
α Uα)/(Fαβ), where
(Fαβ : Uαβ
∼=→ Uβα) are biholomorphisms between the distinguished subspaces.
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b0 = 0 and global coordinate system t. As with X , let (U, f) = ((Uα), (Uαβ), (fαβ))
be an atlas for X defining its complex structure. With pi : X → (Cm, 0) we require:
• for each α, pi−1(0) ∩Uα ∼= Uα;
• for each α, β, pi−1(0) ∩Uαβ ∼= Uαβ ;
• a commutative diagram for each α, β:
Uαβ

fαβ
// Uβα

Uαβ
Fαβ
// Uβα
where the vertical arrows are the inclusions Uαβ ∼= pi−1(0) ∩Uαβ ⊂ Uαβ.
The above bullet-points justify: on X one has local coordinates xt on Uα and yt on
Uβ. At t = 0 we obtain local coordinates on X. For a neighbourhood V of b0 = 0,
the transition data for X on pi−1(V ) ∩Uα ∩Uβ is given by,3
yt = Fαβ(xt, t) (1)
= fαβ(x) +
∞∑
|I|>0
f Iαβ(x) tI (2)
where I is a multi-index and |I| its length. For t = (t1, . . . , tm) and I = (i1, . . . , ik)
we write tI = ti1,...,ik = ti1 · · · tik . The viewpoint of deformations pi : X → (B, 0) as
variations of the holomorphic glueing data of the central fiber X = pi−1(0) in (1) will
be referred to as the ‘algebraic viewpoint’.
Remark. It is a difficult problem as to whether the expression in (2) can be chosen
on all intersections so as to be convergent. Treating (2) formally however, one can
bypass this problem and obtain a preliminary classification.
I.1.2. Vector Dolbeault Forms and the Kodaira-Spencer Class.
I.1.2.1. Analytic Viewpoint (Vector Dolbeault Forms). Let X = (X∞, ∂) be a com-
plex manifold and denote by Ap,q(X∞) the space smooth (p, q)-forms on X∞.4 Let
3more explicitly, Fαβ |π−1(V ) : pi−1(V ) ∩Uαβ
∼=→ pi−1(V ) ∩Uβα
4That is, the smooth sections of the vector bundle of (p, q)-forms.
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Ap,q(X∞, TX∞) denote the space of smooth, vector (p, q)-forms (i.e., (p, q)-forms val-
ued in the tangent bundle TX∞). The total space X of a deformation X → (Cm, 0)
of X is itself a complex manifold and so can be represented by a smooth manifold
with complex structure (X ∞, ∂t). The pair (X ∞, ∂t) will be referred to as an an-
alytic deformation. Recall now that X ∞ and X∞ × Cm are diffeomorphic so that
TX ∞ ∼= TX∞ × TCm. Kodaira in [Kod86, p. 255] proves:
Proposition I.1.1. Let pi : (X ∞, ∂t) → (Cm, 0) be an
analytic deformation of X = (X∞, ∂). Then over a suffi-
ciently small open neighbourhood V ⊂ (Cm, 0) there exists
a vector (0, 1)-form ϕ(t) ∈ A0,1(X∞, TX∞), holomorphic
in t, such that
(i)
∂t|pi−1(V ) = ∂ − ϕ(t);
(ii) ϕ(0) = 0 and;
(iii) ϕ(t) satisfies the Mauer-Cartan equation
∂ϕ(t)− 1
2
[ϕ(t), ϕ(t)] = 0.

A function g on X ∞ is then holomorphic on the fiber over t0 ∈ V ⊂ (Cm, 0) if
and only if ∂tg|t=t0 = 0. We see in Proposition I.1.1 that this vector (0, 1)-form
ϕ(t) essentially characterises an analytic deformation pi : (X ∞, ∂t) → (Cm, 0). An
important consequence of the Mauer-Cartan equation satisfied by ϕ(t) in Proposition
I.1.1(iii) is the following:
Proposition I.1.2. The vector (0, 1)-form ϕ(t) in Propo-
sition I.1.1 satisfies:
∂
(
∂ϕ
∂t
∣∣∣∣
t=0
)
= 0.

Hence, associated to any analytic deformation (X ,∞ , ∂t)→ (Cm, 0) is a representa-
tive of a vector Dolbeault form ∂ϕ/∂t|t=0. That is, ∂ϕ/∂t|t=0 defines a class ω(X ∞,∂)
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in the Dolbeault cohomology group H0,1
∂
(X∞, TX∞). We will refer to ω(X ∞,∂t) as
the Dolbeault form associated to (X ∞, ∂t).
I.1.2.2. Algebraic Viewpoint (Kodaira-Spencer Class). Let X → (Cm, 0) be a defor-
mation of a complex manifold X with (U , F ) an atlas for X . Denote coordinates
on Uα resp., Uβ by xt resp., yt. On the intersections Uα ∩Uβ we have the relation
yt = Fαβ(xt, t) from (1). A choice of atlas (U , F ) for X will be referred to as an
algebraic deformation. Since F = (Fαβ)α,β∈I are the transition functions of an atlas,
they satisfy the cocycle condition on triple intersections Uα ∩Uβ ∩Uγ:
Fαγ(xt, t) = Fβγ (Fαβ(xt, t), t) . (3)
Expanding F in the (formal) infinite sum (2) over each intersection and imposing
(3) on triple intersections, Kodaira in [Kod86, p. 198] was led to the following result
serving to classify deformations of complex manifolds infinitesimally:
Proposition I.1.3. Let (U , F ) be an algebraic deforma-
tion of a complex manifold X over (Cm, 0); and let TX de-
note the sheaf of holomorphic vector fields on X. Then
there exists a class ω(U ,F ) ∈ Hˇ1(U , TX) represented on in-
tersections Uα ∩Uβ by the 1-cocycle:
(ω(U ,F ))αβ =
∂Fαβ
∂t
∣∣∣∣
t=0
⊗ ∂
∂y
where y is the complex coordinate on the open set Uβ =
Uβ ∩ pi−1(0) ⊂ X. 
To eliminate dependence on the choice of atlas in Proposition I.1.3 we can limit over
the common refinement of coverings to get isomorphisms5 Hˇ
1
(U , TX) ∼= Hˇ1(X, TX) ∼=
H1(X, TX). The image of ω(U ,F ) in H1(X, TX) under these isomorphisms is referred
to as the Kodaira-Spencer class of the deformation X .
I.1.3. Analytic and Algebraic Deformations.
5see e.g., [Kod86, Lemma 5.2, p. 210]
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I.1.3.1. The Vector Dolbeault Theorem. In Proposition I.1.2 and I.1.3 respectively we
obtained cohomology classes classifying the infinitesimal deformations of a complex
manifold X. The classification in the former used Dolbeault cohomology while the
latter used sheaf cohomology. Generally, there exists a natural isomorphism between
these two cohomologies, reviewed in a number of classical texts on complex manifold
theory (e.g., [Huy05, p. 110]). The statement of the isomorphism in considerable
generality is as follows: let E be a holomorphic vector bundle on a complex man-
ifold X and denote by E its sheaf of holomorphic sections. We can view E as a
smooth vector bundle E∞ on X∞ with a flat connection ∂E (see [Huy05, p. 110,
Theorem 2.6.26]). Let Ap,q(X∞, E∞) be the space of smooth sections of (p, q)-forms
on X∞ valued in E∞. Flatness of ∂E ensures that (Ap,q(X∞, E∞), ∂E) will be a
differential complex with cohomology the E∞-valued, Dolbeault cohomology group
Hp,q
∂
(X∞, E∞). The Dolbeault isomorphism is then the isomorphism between the
following cohomology groups:
Dol : Hq(X,ΩpX ⊗ E)
∼=−→ Hp,q
∂
(X∞, E∞) (4)
where ΩpX is the sheaf of holomorphic p-forms on X.
I.1.3.2. Correspondence of Infinitesimal Deformations. We wish to apply (4) to the
setting p = 0, q = 1 and E∞ = TX∞. In this case see that we have an isomorphism
of cohomology groups,
Dol : H1(X, TX)
∼=−→ H0,1
∂
(X∞, TX∞). (5)
The range of Dol in (5) contains the Dolbeault forms of deformations of X by
Proposition I.1.2; while the domain ofDol in (5) contains the Kodaira-Spencer classes
of deformations of X by Proposition I.1.3.6 In [Kod86, p. 256] we find a proof of the
following:
6Not every such class need to come from an infinitesimal deformation however.
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Theorem I.1.4. Fix a complex manifold X and base
(Cm, 0). Then to any analytic deformation (X ∞, ∂t) of X
over (Cm, 0) there exists an algebraic deformation (U , F )
of X over (Cm, 0) such that
Dol ω(X ∞,∂t) = ω(U ,F )
and vice-versa. 
Since the classes ω(X ∞,∂t) and ω(U ,F ) classify the infinitesimal deformations of X
over (Cm, 0), we refer to the correspondence in Theorem I.1.4 as a correspondence
of infinitesimal deformations.
I.2. Complex Supermanifolds
I.2.1. Preliminaries. Supermanifolds are a very mild kind of non-commutative
manifold. They are spaces whose function algebra is not strictly commutative, but
rather weakly commutative or, ‘supercommutative’. Much like the locally-ringed-
space-definition of smooth or complex manifolds, a smooth or complex supermani-
fold is defined as a locally ringed space X = (X,OX), with structure sheaf OX locally
isomorphic to an exterior algebra—the prototypical supercommutative algebra. To
clarify the role of smoothness, an equivalent definition of a supermanifold is as a
locally ringed space (X,OX) where X is smooth or complex; and the structure sheaf
OX is locally isomorphic to the exterior algebra of a smooth or holomorphic vector
bundle ∧•T ∗X−. In this definition, we say X is modelled on the pair (X, T ∗X,−). Here
X and T ∗X,− are referred to as the reduced space of X and the odd cotangent bun-
dle on X respectively. The prototypical supermanifold is the locally ringed space
S(X, T ∗X,−)
∆
= (X,∧•T ∗X,−). It is referred to as the split model.
Definition I.2.1. A supermanifold X modelled on
(X, T ∗X−) is said to be split if it is isomorphic to the split
model S(X, T ∗X,−). Otherwise X is non-split. A splitting of
X is a choice of isomorphism (if one exists) between X and
the split model, S(X, T ∗X,−).
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There are generally obstructions for a supermanifold to be split. However, as illus-
trated in [Ber87, DW15, Bet18], these obstructions might be ‘exotic’—i.e., falsely
claim there is no splitting while in fact there might be one. Hence, a choice of at-
las on X does not necessarily establish a unique ‘complex supermanifold structure’.
This problem is circumvented in ‘degree two’ however and the obstruction class there
does indeed define an invariant of the supermanifold structure on X, as observed by
Berezin in [Ber87, Theorem 4.6.2., p. 158]; and employed by Donagi and WItten in
[DW15] to deduce their non-projectability result for the supermoduli space of curves.
We collect these remarks on the obstructions to splitting in what follows.7
Theorem I.2.2. Let X be a complex supermanifold
modelled on (X, T ∗X,−). Then any atlas (U, ρ) for X
defines an obstruction class ω(U,ρ) in the cohomology
group H1(X,HomOX (T ∗X,(±)j ,∧jT ∗X,(±)j )) for some j ∈
{2, . . . , rank T ∗X,−}. If j = 2 and ω(U,ρ) 6= 0, then X is
non-split. 
As remarked in Theorem I.2.2, any atlas (U, ρ) for a supermanifold X will define an
obstruction class ω(U,ρ) ∈ H1(X,HomOX (T ∗X,(±)j ,∧jT ∗X,(±)j )) for j = 2, . . . , rank T ∗X,−.
This j is referred to as the splitting type of the atlas (U, ρ).
Definition I.2.3. Any atlas for a supermanifold with split-
ting type j = 2 will be referred to as primary. Similarly,
any obstruction to splitting a supermanifold atlas of split-
ting type j = 2 will be referred to as a primary obstruction.
I.2.2. Obstructed Thickenings. Fix a model (X, T ∗X,−). The cohomology groups
H1(X,HomOX (T ∗X,(±)j ,∧jT ∗X,(±)j )) are referred to as obstruction spaces; and elements
therein are referred to as obstruction classes. Generally, if we are given some obstruc-
tion class ω, there need not exist a supermanifold with an atlas whose obstruction
is this given ω. Such obstruction classes ω were referred to as obstructed thickenings
in [Bet19a] and were said to ‘fail to integrate to a supermanifold’ in [Bet19c]. In
analogy with deformations of complex manifolds, this failure for obstruction classes
7In Theorem I.2.2 we use the notation: T ∗
X,(±)j = T
∗
X or T
∗
X,− if j is even or odd respectively.
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ω to integrate is measured by cohomology groups in degree two, identified orig-
inally by Eastwood and Lebrun in [EL86] and studied further by the author in
[Bet19a, Bet19c]. On a Riemann surface however, all such cohomology groups will
vanish. Now in [Bet19a], thickenings were categorised into three types: (1) super-
manifolds; (2) pseudo-supermanifolds; and (3) obstructed thickenings. A pseudo-
supermanifold is a thickening which, in a sense, becomes obstructed ‘eventually’. As
there cannot exist any obstructed thickenings over a Riemann surface X, it follows
that thickenings over X must coincide with supermanifolds over X. Hence we have:
Theorem I.2.4. Let (X, T ∗X,−) be a model with X a Rie-
mann surface. Then, given any obstruction class ω there
will exist a supermanifold X modelled on (X, T ∗X,−) with at-
las (U, ρ) such that ω(U,ρ) = ω. 
Remark. One could view Theorem I.2.4 as the analogue of a classical result in
the deformation theory of Riemann surfaces: any class in the cohomology group
H1(X, TX), for X a Riemann surface, will be the Kodaira-Spencer class of some
deformation X → (Cm, 0) of X and some m.8
I.3. Superconformal Maps and Vector Fields
I.3.1. Superconformal Structures on C1|1.
I.3.1.1. Affine and Euclidean Superspace. Following Manin in [Man88], over a field
k one defines affine superspace Am|nk as the spectrum Spec k[x1, . . . , xm|θ1, . . . , θn],
where xi are even and in the center of the algebra; and θi are odd and so anti-commute
amongst each other. In analogy then with constructions in algebraic geometry, com-
plex Euclidean space Cm|n are the complex (0|1)-points of the corresponding affine
space and can be written Cm|n = Hom(Spec C[ξ],Am|n
C
). As a supermanifolds,
A
m|n
C
= S(Am
C
,⊕nOAm
C
) and Cm|n = S(Cm,⊕nOCm)
8e.g., m = dimH1(X,TX), in which case one gets versal deformations, being deformations whose
Kodaira-Spencer map is an isomorphism.
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where OAm
C
and OCm are the structures sheaves on AmC and Cm respectively. Complex
supermanifolds of dimension (m|n) are locally isomorphic to Cm|n; while superspace
schemes over a field k are locally isomorphic to Am|nk .
I.3.1.2. Superconformal Generator. In dimension (1|1) we can form the derivation
D(x|θ)
∆
=
∂
∂θ
+ θ
∂
∂x
. (6)
The derivations C[x|θ]→ C[x|θ] inherit the Z2-grading on C[x|θ] and, in accordance
with this grading, the derivation D(x|θ) above is odd. It has the important property
that D2(x|θ) = ∂/∂x. Hence {D(x|θ), D2(x|θ)} forms a basis for the derivations on A1|1C ;
and for the vector fields on C1|1. The vector field D(x|θ) in (6) is referred to as a
superconformal generator. It defines a ‘superconformal structure’ C1|1.
I.3.2. Superconformal Maps. We consider now two coordinate systems (x|θ) and
(y|η) on C1|1. Denote by C1|1(x|θ) resp. C1|1(y|η) the superspace C1|1 with a choice of
coordinate system (x|θ) resp. (y|η). The general form of a map between superspaces
Φ : C
1|1
(x|θ) → C1|1(y|η) parametrised by A0|nC = Spec C[ξ1, . . . , ξn] is:
y = ϕ+(x|θ, ξ)
= f0(x) +
∑
|I|>0 even
ξI f
I(x) +
∑
|J |>0 odd
θξJ f
J(x) (7)
∆
= f+(x|ξ) + θ f−(x|ξ); (8)
and η = ϕ−(x|θ, ξ)
= θ ζ(x) +
∑
|J |>0 odd
ξJ ψ
J(x) +
∑
|I|>0 even
θξI ζ
I(x) (9)
∆
= θ ζ(x|ξ) + ψ(x|ξ). (10)
Evidently Φ is a certain map A0|n
C
× C1|1(x|θ) → C1|1(y|η).
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Definition I.3.1. The map Φ : C1|1(x|θ) → C1|1(y|η) over A0|nC
(i.e., parametrised by A0|n
C
) is superconformal if and only
if it preserves the superconformal structures on C1|1(x|θ) and
C
1|1
(y|η) respectively. That is, if and only if there exists some
nowhere vanishing function h on C1|1(y|η) such that Φ∗D(x|θ) =
(Φ∗h)D(y|η).
To emphasise that Φ is a map over A0|n
C
we will write Φ
/A
0|n
C
. The following lemma
which appears in [CR88] gives conditions under which Φ will be superconformal.
Lemma I.3.2. Let Φ
/A
0|n
C
: C
1|1
(x|θ) → C1|1(y|η) be a map given
by (8) and (10). Then Φ will be superconformal if and only
if the following equations are satisfied:
ζ2 =
∂f+
∂x
+ ψ
∂ψ
∂x
f− = ζψ

With Φ
/A
0|n
C
superconformal, the factor h in Definition I.3.1 is given on the image of
Φ by:
Φ∗h = h ◦ Φ(x|θ, ξ) = ζ(x) + θ∂ψ
∂x
. (11)
We can therefore see that h will be invertible whenever ζ is invertible, as will be the
case if Φ is itself invertible.
Example I.3.3. To second order (i.e., up to terms of order ξ3 and higher), Lemma
I.3.2 asserts that the coefficients of a superconformal map Φ
/A
0|n
C
: C
1|1
(x|θ) → C1|1(y|η)
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(using (7) and (9) now) and satisfy the following relations:
ζ(x)2 =
∂f0
∂x
; (12)
f i(x) = ζ(x)ψi(x); (13)
1
2
∂f ij
∂x
= ζ(x)ζ ij(x)− 1
2
(
∂ψi
∂x
ψj(x)− ψi(x)∂ψ
j
∂x
)
= ζ(x)ζ ij(x)− 1
2
Wr.(ψi, ψj) (14)
where in the last equation above it suffices to consider i < j; and where Wr.(ψi, ψj)
in (14) is the Wronskian.
I.3.3. Superconformal Vector Fields. A superconformal vector field is a vector
field ν which preserves the superconformal structure. And so, for C1|1(x|θ) equipped
with its superconformal structure D(x|θ), a vector field w on C
1|1
(x|θ) is superconformal
if and only if [w,D(x|θ)] = v(x|θ)D(x|θ) for some function v. From this definition, the
following result can be obtained by explicit calculation. It also appears in a number
of articles in the literature, e.g., in [Fri86, Wit13].
Lemma I.3.4. A basis for the superconformal vector fields
on C1|1(x|θ) over C is given by
W−(x|θ) = w
−(x)
(
∂
∂θ
− θ ∂
∂x
)
;
and W+(x|θ) = w
+(x)
∂
∂x
+
1
2
∂w+
∂x
θ
∂
∂θ
,
where w+(x) and w−(x) are smooth or holomorphic func-
tions on C (i.e., independent of θ). 
In Definition I.3.1 we formulated the notion of a superconformal map over a param-
eter space A0|n
C
. Recall that it is a certain map A0|n
C
× C1|1 → C1|1. A similar notion
can be formulated for superconformal vector fields.
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Definition I.3.5. A vector field W on the product C1|1(x|θ)×
A
0|n
C
is superconformal if and only if there exists some func-
tion f(x|θ, ξ) such that [W,D(x|θ)] = f(x|θ, ξ) D(x|θ).
Unlike with superconformal maps, we do not necessarily require f in Definition I.3.5
to be invertible, e.g., it could vanish modulo the ideal (ξ1, . . . , ξn). As in Lemma
I.3.4 we have the following.
Lemma I.3.6. Any superconformal vector field W(x|θ,ξ) on
C
1|1
(x|θ) × A0|nC can be written
W(x|θ,ξ) =
∑
|I|≥0
ξIW
I
(x|θ)
where I ranges over multi-indices; and W I(x|θ) are supercon-
formal vector fields on C1|1(x|θ).
Proof of Lemma I.3.6. Since D(x|θ)(ξI) = 0 for any multi-index I it follows that
any vector field of the form
∑
|I|≥0 ξIW
I , with W I superconformal, will itself be
superconformal. Conversely, supposeW(x|θ,ξ) is a vector field on C
1|1
(x|θ)×A0|nC . A basis
for the tangent space is given by {∂/∂x, ∂/∂θ, ∂/∂ξi}i=1,...n and so we can write:
W(x|θ,ξ) =
∑
|I|>0
ξI
(
W I(x|θ) + V
I,i(x|θ) ∂
∂ξi
)
.
IfW(x|θ,ξ) is superconformal, then linearity of the Lie bracket along withD(x|θ)(ξI) = 0
shows that W I(x|θ) must be superconformal. regarding the vector field V
I,i∂/∂ξi we
have, up to a sign factor:[
V I,i(x|θ) ∂
∂ξi
, D(x|θ)
]
= D(x|θ)(V
I,i(x|θ)) ∂
∂ξi
(since [∂/∂ξi, D(x|θ)] = 0). (15)
As we are assumingW(x|θ,ξ) is superconformal, the term (15) must vanish so therefore
D(x|θ)(V
I,i) = 0. This means:
∂V I,i
∂θ
+ θ
∂V I,i
∂x
= 0.
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The above equation can be satisfied if and only if V I,i = 0 since {1, θ} are indepen-
dent.9 The lemma now follows. 
I.4. Super Riemann Surfaces
I.4.1. Definition. Recall that on C1|1(x|θ), the superconformal structure D(x|θ) defines
a basis for TC1|1(x|θ), given by {D(x|θ), D2(x|θ)}. On a (1|1)-dimensional supermanifold
then, a globally-defined basis for its tangent bundle can then be identified with a
superconformal structure. More precisely, following the presentation by Donagi and
Witten in [DW15]:
Definition I.4.1. Let X be a (1|1)-dimensional, complex
supermanifold. A subsheaf D ⊂ TX is said to be a super-
conformal structure if there exists a covering U of X such
that for any open set Uα ∈ U there exists coordinates (x|θ)
in which D(Uα) is generated by D(x|θ).
Definition I.4.2. A super Riemann surface is a (1|1)-
dimensional supermanifold X over a Riemann surface
equipped with a choice of superconformal structure D.
I.4.2. The Sheaf of Superconformal Vector Fields. We present now some fur-
ther remarks made and results obtained by Donagi and Witten in [DW15]. Let
S = (X,D) be a super Riemann surface. Since D ⊂ TX is a subsheaf, we have a short
exact sequence:
0 −→ D −→ TX −→ TX/D −→ 0. (16)
In Lemma I.3.4 we have a basis for the superconformal vector fields on C1|1(x|θ). Since
S is covered by superconformal domains (C1|1(x|θ)), it makes sense to form a sheaf
of superconformal vector fields on C. Now observe that we can write, modulo the
9To clarify further, note that ∂V I,i/∂θ will not contain any terms proportional to θ while the term
θ∂V I,i/∂x is explicitly proportional to θ.
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superconformal generator:
W−(x|θ) = w
−(x)
(
∂
∂θ
− θ ∂
∂x
)
= 2w−(x)
∂
∂θ
− w−(x)D(x|θ)
≡ 2w−(x) ∂
∂θ
mod D(x|θ); (17)
W+(x|θ) = w
+(x)
∂
∂x
+
1
2
∂w+
∂x
θ
∂
∂θ
= w+(x)
∂
∂x
+
1
2
∂w+
∂x
θD(x|θ) (since θ2 = 0)
≡ w+(x) ∂
∂x
mod D(x|θ). (18)
Evidently we can identify the quotient TX/D with the sheaf of superconformal vector
fields on S (as sheaves of modules over C).10 From the equivalences in (17) and (18),
we can readily deduce:
Lemma I.4.3. For any super Riemann surface (X,D),
TX/D ∼= D ⊗C D.
Proof of Lemma I.4.3. Since X is a supermanifold, its tangent sheaf will be globally
Z2-graded and we can write TX = TX,even ⊕ TX,odd. Locally, in coordinates (x|θ), the
even and odd components of TX are generated by {∂/∂x, ∂/∂θ}. Using (17) and (18)
it is clear then that the map TX/D → (TX,even/D)⊗ (TX,odd/D) will give the desired
isomorphism of C-modules. 
I.4.3. The Structure Theorem. An equivalent description of a super Riemann
surface is then as a (1|1)-dimensional supermanifold X together with an extension of
its tangent sheaf as in (16) and satisfying the relation in Lemma I.4.3. Alternatively,
from Definition I.4.1 we could also consider a super Riemann surface as a supermani-
fold admitting a ‘superconformal atlas’. This is a more classical viewpoint, appearing
in early works on super Riemann surface theory such as [Fri86, CR88]; and adopted
more recently by the author in [Bet16, Bet19b]. A superconformal atlas is an atlas
10Indeed, note that for W+ an even, superconformal vector field, fW+ will be even if and only if
f is constant—in contrast to the odd case.
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(U, ρ) where the transition functions ρ are superconformal isomorphisms. From this
description one can arrive the following, classical result which we might view as a
structure-type theorem for super Riemann surfaces:
Theorem I.4.4. There exists a one-to-one correspondence
between super Riemann surfaces (X,D) and spin structures
on the reduced space C of X. 
Any supermanifold of dimension (1|1) is split. In view of Theorem I.4.4 then, any
super Riemann surface S can be written S = S(C, T ∗C,−), where C is a Riemann
surface and T ∗C,− is a spin structure onC, i.e., a holomorphic line bundle (or, invertible
sheaf) on C equipped with an isomorphism T ∗C,− ⊗ T ∗C,− ∼= ωC , where ωC is the
canonical bundle.
Part II. Algebraic and Analytic Deformations
II.1. Algebraic Deformations
II.1.1. Definition. In the remarks surrounding Theorem I.4.4, a super Riemann
surface is a (1|1)-dimensional supermanifold which admits a superconformal atlas.
A deformation of a super Riemann surface, from the algebraic viewpoint, can be
described analogously to the case of complex manifolds, i.e., by deforming the gluing
data. We refer to [Bet19b] for further details on this point. Presently, we give the
following definition.
Definition II.1.1. Let S be a super Riemann surface with
superconformal atlas (U, ρ) = ((Uα), (Uαβ), (ραβ)). A de-
formation of S over A0|n
C
= Spec C[ξ1, . . . , ξn], denoted
X → A0|n
C
, is a complex supermanifold which admits an
atlas (U , ϑ) where, for each α, there exists a smooth, su-
perconformal isomorphism Uα
∼=→ Uα over A0|nC ; and, with
respect to these isomorphisms, for each α, β, the transition
functions ϑαβ : Uαβ
∼=→ Uβα can be identified with supercon-
formal isomorphisms Uαβ
∼=→ Uβα over A0|nC .
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Definition II.1.2. An algebraic deformation of a super
Riemann surface is a choice of atlas for the deformation
X → A0|n
C
as described in Definition II.1.1.
II.1.2. Transition Data. FromDefinition II.1.1 and II.1.2, an algebraic deformation
of a super Riemann surface over A0|n
C
will have transitions functions of the following
kind: firstly set A0|n
C
= Spec C[ξ1, . . . , ξn] and let (x|θ) resp., (y|η) be coordinates on
Uα resp., Uβ . Then local coordinates on Uα resp., Uβ are (xξ|θξ) resp., (yξ|ηξ) related
as follows:
yξ = ϑ
+
αβ(xξ|θξ) (19)
= fαβ(x) +
∑
i
θξi f
i
αβ(x) +
∑
i<j
ξiξj g
ij(x) + · · · ;
ηξ = ϑ
−
αβ(xξ|θξ) (20)
= θ ζαβ(x) +
∑
i
ξi ψαβ(x) +
∑
i<j
θξiξj ζ
ij(x) + · · ·
Since ϑ = (ϑαβ) is superconformal, Example I.3.3 shows that we must have the
following relations on intersections:
∂fαβ
∂x
= ζαβ(x)
2; (21)
ψiαβ(x) = ζαβ(x)f
i
αβ(x); (22)
1
2
∂gijαβ
∂x
= ζαβ(x)ζ
ij
αβ(x)−
1
2
Wr.
(
ψiαβ, ψ
j
αβ
)
. (23)
The above relations however are still insufficient to guarantee that the atlas is super-
conformal. We need to ensure (ϑαβ)α,β∈I will satisfy the cocycle conditions, being:
ϑαβ ◦ ϑβα = 1βα (∀ intersections) and ϑαγ = ϑβγ ◦ ϑαβ (∀ triple intersections)
where 1βα above refers to the identity map Uβα → Uβα. Calculations identifying
conditions ensuring ϑ = (ϑαβ) will define a 1-cocycle were undertaken in [Bet19b],11
where the following necessary condition was found:
11see e.g., p. 10, Corollary 3.9 in the arXiv version
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Proposition II.1.3. Let (U , ϑ) be a superconformal atlas
for a deformation X → A0|n
C
of a super Riemann surface,
i.e., an algebraic deformation of S over A0|n
C
; and suppose ϑ
is given by (20) and (20). Then on all intersections Uα∩Uβ
we have
Wr.(ψiαβ , ψ
j
αβ) = 0
for all i, j. 
II.1.3. Global Properties of Deformations. The total space X of a deformation
X → A0|n
C
of a super Riemann surface will be a complex supermanifold in its own
right. Therefore, it can be studied as such. In [Bet16, Bet19b], some global properties
of X were obtained which we present in the following.
Theorem II.1.4. Let X → A0|n
C
be a deformation of a su-
per Riemann surface S(C, T ∗C,−). Then as a supermanifold:
• X has dimension (1|n+ 1);
• the model for X is (C, T ∗X ,−) where T ∗X ,− is an extension
of holomorphic bundles on C,
0 −→ ⊕nOC −→ T ∗X ,− −→ T ∗C,− −→ 0 (24)
where OC is the structure sheaf of C;
• when n = 1, the class of T ∗X ,− as the extension of bundles
in (24) coincides with the primary obstruction to splitting
X , up to some constant factor.

For any deformation X → A0|n
C
modelled on (C, T ∗X ,−), the class of T
∗
X ,− as an exten-
sion of holomorphic bundles in (24) is taken to be the odd Kodaira-Spencer class of
X . An interesting corollary now of Proposition II.1.3 is the following.
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Theorem II.1.5. The X → A0|n
C
be a deformation of a
super Riemann surface with model (C, T ∗X ,−). Then there
exists a class Θ ∈ Ext1(T ∗C,−,OC) and a constant c such
that
Θ(T ∗X ,−) = c Θ
where Θ(T ∗X ,−) is the odd Kodaira-Spencer class of X (i.e.,
the class of T ∗X ,− as the extension in (24) of holomorphic
bundles).
Proof of Theorem II.1.5. If a tuple of functions are linearly dependent, then their
Wronskian will vanish. The converse need not generally hold. If the given tuple of
functions are analytic however, Peano late in the nineteenth century observed that
the converse statement will in fact hold. That is, a vanishing Wronskian will imply
linear dependence. Subsequently, at the turn of the century, Bochner gave a more
rigorous proof. For these references and a modern day proof, see [BD10]. For our
purposes, recall that since X → A0|n
C
is a deformation of a super Riemann surface, it
will entertain a superconformal atlas (U , ϑ) where ϑ is given by (20) and (20). With
respect to this atlas we obtain a cocycle representative for the odd Kodaira-Spencer
class:
Θ(T ∗X ,−)αβ =
∑
i
ξi ψ
i
αβ . (25)
For each i, ψi = (ψiαβ) will be a TC,−-valued 1-cocycle and so will define an element
Θi ∈ Ext1(T ∗C,−,OC). Thus we already see from (25) that Θ(T ∗X ,−) =
∑
iΘ
i. Now
for each i, j, the terms ψiαβ and ψ
j
αβ will be holomorphic and so, analytic functions.
12
From Proposition II.1.3 we know that their Wronskian will vanish. As such by the
afore-mentioned remarks on the Wronskian of analytic functions, we see that ψiαβ
and ψjαβ will be linearly dependent. Hence, their respective cohomology classes Θ
i
and Θj will be proportional over C. As this is holds for all i, j, the theorem now
follows. 
12Generally, for each i, ψi = (ψiαβ) is an abelian, 1-cocycle on U and valued in TC,−. On each
intersections ψiαβ is a section of TC,−(Uαβ). By local triviality we have TC,−(Uαβ)
∼= OC(Uαβ) and
so ψiαβ can itself be identified with an analytic function Uαβ → C.
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II.1.4. Superconformal Models. Recall (e.g., in (sub-)Section I.2.1) that super-
manifolds were described as being modelled on the data of a space X and locally
free sheaf T ∗X,−. Pairs (X, T
∗
X,−) are referred to as models. In Theorem II.1.4 and
Theorem II.1.5 we obtain constraints on the models which could, in principle, sup-
port a supermanifold with superconformal atlas. The following definition labelling
this class of models will be useful.
Definition II.1.6. Let C be a Riemann surface and T ∗− a
locally free sheaf on C. The model (C, T ∗−) is said to be
superconformal if: (1) T ∗− can be described as an extension
of holomorphic bundles as in (24) for some spin structure
T ∗C,− on C; and (2) the corresponding extension class Θ(T
∗
−)
can be written
Θ(T ∗−) = c Θ
for some constant c and class Θ ∈ Ext1(T ∗C,−,OC).
If X → A0|n
C
is a deformation of a super Riemann surface, its total space X will be a
complex supermanifold modelled on (C, T ∗X ,−). This model is referred to as the total
space model of the deformation. By Definition II.1.6, it is a superconformal model.
II.1.5. The Odd Kodaira-Spencer Class and Splitting. Regarding questions of
splitting the total space of a deformation X → A0|n
C
, recall from Theorem II.1.4 that
the odd Kodaira-Spencer class coincides with the obstruction to splitting X when
n = 1. More generally, for n > 1, the primary obstruction13 to splitting X maps
onto this odd Kodaira-Spencer class.14 Theorem I.2.2 will then imply:
Theorem II.1.7. Let X → A0|n
C
be a deformation of a su-
per Riemann surface with total space model (C, T ∗X ,−). De-
note by Θ(T ∗X ,−) the class of T
∗
X ,− as the extension of holo-
morphic bundles in (24). If Θ(T ∗X ,−) 6= 0, then X cannot
be split, i.e., is non-split. 
13recall Definition I.2.3
14c.f., Lemma III.1.1.
26 KOWSHIK BETTADAPURA
II.1.6. Remarks on Higher Obstructions. Concerning higher obstructions, in
order for any to exist on a deformation X of a super Riemann surface, it is neces-
sary for the primary obstruction to vanish and therefore T ∗X ,− ∼= ⊕nOC ⊕ T ∗C,− by
Theorem II.1.7. It is conjectured in [Bet19b], and confirmed to second order,15 that
deformations of super Riemann surfaces do not admit higher obstructions. More
explicitly:
Conjecture. If the primary obstruction to splitting the
total space of a deformation X → A0|n
C
of a super Riemann
surface vanishes, then X is split as a supermanifold.
We refer to the above conjecture as the ‘No Exotic Deformations’ conjecture. Further
comments on it and a proposal of a proof sketch are given in the remarks concluding
this article (see Section IV.3).
II.2. Analytic Deformations
II.2.1. Preliminaries. Following remarks by Witten in [Wit13] and Donagi-Witten
in [DW14], only the even variables in superspace will be subject to conjugation. As
such, in local coordinates (x|θ) in complex superspace, a smooth function will be a
function of the variables (x, x˜|θ).16 The Dolbeault operator, expressed in these local
coordinates, is then the following, even, smooth vector (0, 1)-form
∂˜ = dx˜
∂
∂x˜
.
In Proposition I.1.1 we see how certain perturbations of the Dolbeault operator can
be identified with deformations of the complex structure. Similarly, certain pertur-
bations of ∂˜ can be realised as deformations of a super Riemann surface. This is
the viewpoint adopted by Donagi and Witten in [DW14] in their study of super-
moduli; and by D’Hoker and Phong in their computation of superstring scattering
amplitudes, reviewed for instance in [DP02].
15i.e., for deformations X → A0|2
C
16Let X be a supermanifold (smooth) with local coordinates (x, x˜|θ). Let |X| ⊂ X be the reduced
space (also smooth). This embedding defines a surjection of structure sheaves i♯ : OX → O|X| → 0.
Under this map we have: i♯(x˜) = i♯(x), where i♯(x) is a local, complex coordinate on |X|.
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II.2.2. The Superconformal Vector (0, 1)-Form. Our description of analytic de-
formations of a super Riemann surfaces involves smooth supermanifolds. We begin
therefore with the following classical result in supermanifold theory due to Batchelor
in [Bat79].
Theorem II.2.1. Any smooth supermanifold is split. 
Let X → A0|n
C
be a deformation of a super Riemann surface S(C, T ∗C,−). Recall from
Theorem II.1.4 that its total space X is modelled on (C, T ∗X ,−) where T ∗X ,− is the
extension of holomorphic bundles on C in (24). Hence, its split model is S(C, T ∗X ,−);
and X and S(C, T ∗X ,−) are locally isomorphic. Denote by X∞ and S(C, T ∗X ,−)∞ the
respective smooth supermanifolds underlying X and S(C, T ∗X ,−). Theorem II.2.1
asserts that X∞ and S(C, T ∗X ,−)∞ are diffeomorphic.17 Generally, as in the case of
complex manifolds, we will view complex supermanifolds X as smooth supermanifolds
X∞ equipped with a complex structure ∂˜. Accordingly, we identify S(C, T ∗C,−) ≡(
S(C, T ∗C,−)
∞, ∂˜
)
and X ≡ (X∞, ∂˜ξ). In analogy now with Proposition I.1.1 we
have:
Theorem II.2.2. Let X → A0|n
C
= Spec C[ξ1, . . . , ξn] be a
deformation of a super Riemann surface S(C, T ∗C,−). Write
S(C, T ∗C,−) =
(
S(C, T ∗C,−)
∞, ∂˜
)
and X = (X∞, ∂˜ξ); and fix
a diffeomorphism X∞ ∼= S(C, T ∗X ,−)∞. Then there exists
a smooth, even superconformal vector (0, 1)-form ϕ(ξ) on
S(C, T ∗X ,−)
∞ such that:
• ϕ(ξ) ≡ 0 modulo the ideal (ξi)i=1,...,n and;
• ∂˜ξ = ∂˜ − ϕ(ξ).
Proof of Theorem II.2.2. In what follows it will be convenient to think of X as a
collection of fibers {Xξ}ξ∈A0|n
C
. We proceed now with the following observation. Let
(x|θ) and (xξ|θξ) be local coordinates on X0 = S(C, T ∗C,−) and Xξ. Then Definition
II.1.1 requires the existence of a smooth, superconformal isomorphism over A0|n
C
of
17Explicitly, S(C, T ∗X ,−)
∞ ∼= S(C, T ∗C,−)∞ × A0|nC , where C∞ is the smooth Riemann surface un-
derlying C. As a locally ringed space, S(C, T ∗X ,−)
∞ is a smooth supermanifold with reduced space
C∞ and structure sheaf OC∞ ⊗ ∧•OC∞ (⊕nOC ⊕ T ∗C,−).
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the respective coordinate neighbourhoods sending (x|θ) 7→ (xξ|θξ), i.e., that there
exists some smooth, superconformal isomorphism u such that:
xξ = u
+(x, x˜|θ, ξ) and θξ = u−(x, x˜|θ, ξ). (26)
Now let D(x|θ) and D(xξ |θξ) denote local generators for the respective superconformal
structures on X0 and Xξ. Note that[
∂˜, D(x|θ)
]
= 0 and
[
∂˜ξ, D(xξ|θξ)
]
= 0. (27)
With (xξ|θξ) and (x|θ) related by a superconformal transformation u as in (26), it
must preserve the superconformal structure. That is, we have:
u∗D(x|θ) = hD(xξ|θξ) (28)
for some non-vanishing function h = h(x, x˜|θ, ξ). With a diffeomorphism X∞ ∼=
S(C, T ∗X ,−)
∞ ∼= S(C, T ∗C,−)∞ × A0|nC (c.f., footnote (17)) we write:
∂˜ξ = ∂˜ − ϕ(ξ) (29)
where ϕ(ξ) is a smooth, vector (0, 1)-form on S(C, T ∗X ,−) such that ϕ ≡ 0 mod-
ulo the ideal (ξ1, . . . , ξn). In what follows it will be convenient to write D(xξ |θξ) =
g(x, x˜|θ, ξ)D(x|θ). By (28) we have g = h−1. To see why ϕ(ξ) will be superconformal
we compute, using the observation in (27):18
0 =
[
∂˜ξ, D(xξ|θξ)
]
=
[
∂˜ − ϕ(ξ), gD(x|θ)
]
=
[
∂˜, gD(x|θ)
]
− [ϕ(ξ), gD(x|θ)]
= ∂˜g D(x||q) − ϕ(ξ)g D(x|θ) − g
[
ϕ(ξ), D(x|θ)
]
(c.f., footnote (18)).
In using that g = h−1 is invertible we see from the above equation that:[
ϕ(ξ), D(x|θ)
]
=
(
∂˜g − ϕ(ξ)g
g
)
D(x|θ). (30)
18We use the following rules of commutation between operators and functions: if O,O′ are operators
and g a function, then
[O, g] = O(g) and [O, gO′] = O(g)O′ + g[O,O′].
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Hence ϕ(ξ) is a smooth, superconformal vector (0, 1)-form on S(C, T ∗X ,−). It is even
since, by (29), it can be expressed as a difference of even, (0, 1)-forms. 
II.2.3. Analytic Families and Deformations. In Theorem II.2.2 we began with
a deformation X → A0|n
C
of a super Riemann surface and viewed its total space
as a smooth supermanifold with a complex structure. This leads to the following,
preliminary notion of a deformation which we refer to simply as an ‘analytic family’.
Definition II.2.3. An analytic family of a super Rie-
mann surfaces over A0|n
C
with central fiber
(
S(C, T ∗C,−)
∞, ∂˜
)
is a choice of complex structure ∂˜ξ on the prod-
uct S(C, T ∗C,−)
∞ × A0|n
C
such that, with A0|n
C
=
Spec C[ξ1, . . . , ξn], the difference ∂˜ξ− ∂˜ is an even, smooth,
superconformal vector (0, 1)-form which vanishes modulo
the ideal (ξ1, . . . , ξn).
The definition of an analytic deformation we will propose here preempts the cor-
respondence we wish to eventually establish between analytic and algebraic defor-
mations. This requires appropriately accounting for Proposition II.1.3. We do so
as follows. Let ∂ be the holomorphic de Rham differential. In local coordinates
(x, x˜) we have ∂ = dx ∂/∂x. With this differential we can form the Wronskian of
differential forms and so, with this in mind, we propose:
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Definition II.2.4. An analytic deformation of a super Rie-
mann surface
(
S(C, T ∗C,−)
∞, ∂˜
)
over A0|n
C
is an analytic fam-
ily (X∞, ∂˜ξ) with complex structure ∂˜ξ = ∂˜−ϕ(ξ) and vec-
tor (0, 1)-form satisfying:
Wr.
(
∂ϕ
∂ξi
∣∣∣∣
ξ=0
,
∂ϕ
∂ξj
∣∣∣∣
ξ=0
)
∆
= ∂
(
∂ϕ
∂ξi
∣∣∣∣
ξ=0
)
⊗ ∂ϕ
∂ξj
∣∣∣∣
ξ=0
− ∂ϕ
∂ξi
∣∣∣∣
ξ=0
⊗ ∂
(
∂ϕ
∂ξj
∣∣∣∣
ξ=0
)
= 0
for all i, j.
In Lemma I.3.6 a basis for the superconformal vector fields on C1|1 × A0|n
C
was de-
scribed. Adapting this description to super Riemann surfaces, we have the follow-
ing explicit description for analytic deformations in local coordinates (x, x˜|θ, ξ) on
S(C, T ∗C,−)
∞ × A0|n
C
:19
∂˜ξ = ∂˜ +
∑
i
ξi χ
i
(
∂
∂θ
− θ ∂
∂x
)
+
∑
i<j
ξiξj
(
hij
∂
∂x
+
1
2
∂hij
∂x
θ
∂
∂θ
)
+ · · · (31)
where χi and hij are smooth, (0, 1)-forms; and the ellipses ‘· · · ’ comprise terms
proportional to ξ3 and higher. The expression (31) representing families of super
Riemann surfaces was used by Donagi and Witten in [DW14]. By Definition II.2.4
now, the family (X∞, ∂˜ξ) giving the vector (0, 1)-form in (31) will be a deformation
if Wr.(χi, χj) ∆= ∂χi ⊗ χj − χi ⊗ ∂χj = 0 for all i, j.
II.3. Equivalences of Deformations: Analytic
II.3.1. Preliminary Definition. An analytic deformation ∂˜ξ is referred to in [DP02]
as a gauge slice and in [DW14] as a gauge field ; with transformations and equivalences
referred to as gauge transformations or gauge equivalences. We present here, using
the language introduced so far in this article (i.e., terminology from Definition II.2.3
and II.2.4), the treatment of gauge transformations as can be found in [DW14]. Let
19keeping in mind that ϕ(ξ) = ∂˜ − ∂˜ξ has even parity.
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S(C, T ∗C,−)
∞, ∂˜
)
be a super Riemann surface and
(
S(C, T ∗C,−)
∞×A0|n
C
, ∂˜ξ
)
an analytic
family. Fix a smooth, superconformal vector field ν on S(C, T ∗C,−)
∞ × A0|n
C
.20 A
transformation of ∂ξ is then obtained after conjugating by the formal group element
defined by ν. That is, on forming the exponential eν , a transformation of ∂˜ξ is
identified with the action on the complex structure:
∂˜ξ 7−→ ∂˜′ξ = e−ν ∂˜ξeν . (32)
This leads to:
Definition II.3.1. Two analytic families ∂˜ξ and ∂˜′ξ over
A
0|n
C
of a super Riemann surface are said to be equivalent
if and only if there exists a smooth, superconformal vector
field ν relating ∂˜ξ and ∂˜′ξ as in (32).
II.3.2. Equivalences (Linearised). By Lemma I.3.6 (and as in (31)), in local co-
ordinates (x, x˜|θ, ξ) on S(C, T ∗C,−)∞ × A0|nC , any even, superconformal vector field ν
can be written:
ν =
∑
i
ξi ν
i(x, x˜)
(
∂
∂θ
− θ ∂
∂x
)
+
∑
i<j
ξiξj
(
νij(x, x˜)
∂
∂x
+
1
2
∂νij
∂x
θ
∂
∂θ
)
+ · · · (33)
where νi and νij are smooth functions; and where the ellipses ‘· · · ’ denote terms
proportional to ξ3 and higher. Donagi and Witten in [DW14] obtained conditions
ensuring when two analytic deformations ∂˜ξ and ∂˜′ξ will be gauge equivalent to second
order, i.e., modulo the ideal (ξ3). Their result is as follows:
20c.f., Definition I.3.5.
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Theorem II.3.2. Let ∂˜ξ and ∂˜′ξ be two analytic families of
a super Riemann surface (S(C, T ∗C,−)
∞, ∂˜) over A0|n
C
. Sup-
pose they are respectively given by the following expressions:
∂˜ξ = ∂˜ +
∑
i
ξi χ
i
(
∂
∂θ
− θ ∂
∂x
)
+
∑
i<j
ξiξj
(
hij
∂
∂x
+
1
2
∂hij
∂x
θ
∂
∂θ
)
;
∂˜′ξ = ∂˜ +
∑
i
ξi χ
i′
(
∂
∂θ
− θ ∂
∂x
)
+
∑
i<j
ξiξj
(
hij′
∂
∂x
+
1
2
∂hij′
∂x
θ
∂
∂θ
)
;
where the terms proportional to ξ3 and higher are omitted.
The analytic families ∂˜ξ and ∂˜′ξ are linearly equivalent if and
only if there exists a global, smooth, superconformal vector
field ν as in (33) such that:
χi′ = χi + ∂˜νi; (34)
hij′ = hij + ∂˜νij + νiχj − νjχi. (35)

The term ‘linear’ in the statement of Theorem II.3.2 reflects the use of the term
‘linearised’ by Donagi and Witten in [DW14]. It emphasises that the equivalence in
(35) is taken modulo terms quadratic in (νi)i=1,...,n. For our purposes in this article,
it will be useful to include these terms.
II.3.3. Equivalences (Second Order). Our objective in this article is to establish
a correspondence between equivalence classes of analytic deformations with those of
algebraic deformations, to second order. To that extent it will be useful to rewrite
the equivalence in (35). We begin with the following.
Lemma II.3.3. Let ν and χ be odd, superconformal vector
fields on C1|1. Then
νχ ≡ 1
2
[ν, χ]
where the above equivalence is taken modulo the supercon-
formal structure.
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Proof of Lemma II.3.3. On C1|1(x|θ) with superconformal generator D(x|θ) = ∂/∂θ +
θ∂/∂x we can write the following by Lemma I.3.4,
ν = v(x, x˜)
(
∂
∂θ
− θ ∂
∂x
)
and χ = X(x, x˜)
(
∂
∂θ
− θ ∂
∂x
)
. (36)
Since ν and χ are both odd, their bracket is given by the anticommutator, i.e.,
[ν, χ] = νχ + χν. Calculating this, we get
1
2
[ν, χ] = −vX ∂
∂x
− 1
2
∂(vX)
∂x
θ
∂
∂θ
≡ −νχ ∂
∂x
(c.f., (18)).
And similarly,
νχ = −vX ∂
∂x
− v∂X
∂x
θ
∂
∂θ
= −vX ∂
∂x
− v∂X
∂x
θ D(x|θ) ≡ −vX ∂
∂x
.
The lemma now follows. 
As a consequence of Lemma II.3.3, the linear equivalence in (35) becomes:
hij′ = hij + ∂˜νij +
1
2
([
νi, χj
]− [νj , χi]) .
Upon including the terms quadratic in (νi)i=1,...,n, we arrive at what we refer to as
an equivalence to second order :21
hij
′
= hij + ∂˜νij +
1
2
( [
νi, χj
]− [νj , χi] )+ 1
4
(
[νi, ∂˜νj ]− [νj , ∂˜νi]
)
. (37)
It is the above equivalence which we will consider in forming our correspondence
between analytic and algebraic deformations.
Remark. We mention now for completeness that both (34) and (35) can be sub-
sumed in the requirement that ϕ(ξ) be a vector (0, 1)-form on X∞ = (S(C, T ∗C,−)∞×
A
0|n
C
, ∂˜ξ). That is, under equivalences of deformation parameters we have:
ϕ(ξ) 7−→ ϕ(ξ) + ∂˜ξν. (38)
As can be checked, both (34) and (35) will follow from (38) above. To second order,
we need to account for the quadratic terms in ν in (37). In doing so, we modify (38)
to get: ϕ(ξ) 7→ ϕ(ξ) + ∂˜ξν + 12ν∂˜ν.
21for the corresponding bosonic analogue, see [DW14, p. 23]
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II.4. Equivalences of Deformations: Algebraic
II.4.1. Definition. Let X → A0|n
C
be a deformation of S(C, T ∗C,−). By Definition
II.1.1 it admits a superconformal atlas (U , ϑ) = ((Uα), (Uαβ), (ϑαβ)) and any such
atlas was referred to in Definition II.1.2 as an algebraic deformation. In Theorem
II.3.2 we described the transformation undergone by analytic families under gauge
field u = eν , leading to the notion of equivalence. Presently, we will establish the
transformations undergone by algebraic deformations. Recall from (19) and (20) the
general form of the transition functions ϑαβ on intersections Uα ∩ Uβ . By supercon-
formality of ϑαβ , the coefficient functions are subject to the relations in (21), (22)
and (23). A transformation of algebraic deformations consists of a collection of su-
perconformal isomorphisms λ = (λα : Uα
∼=→ U˜α) which acts on the given atlas (U , ϑ)
by
Uα 7−→ U˜α ∆= λα(Uα) and ϑαβ 7−→ ϑ˜αβ ∆= λ−1β ◦ ϑαβ ◦ λα. (39)
Since compositions of superconformal maps will be superconformal, the new (trans-
formed) atlas (U˜ , ϑ˜) in (39) will be superconformal and hence be an algebraic de-
formation. Now in Definition I.3.1 we defined the notion of a superconformal map
over A0|n
C
= Spec C[ξ1, . . . , ξn]. A superconformal isomorphism is an invertible, su-
perconformal map. A superconformal automorphism over A0|n
C
is a superconformal
isomorphism which coincides with the identity modulo the ideal (ξ1, . . . , ξn).
Definition II.4.1. Two algebraic deformations (U , ϑ) and
(U˜ , ϑ˜) are said to be equivalent if there exists some collec-
tion of superconformal automorphisms λ = (λα) relating
the deformations as in (39).
II.4.2. Transformation Laws. To obtain conditions under which algebraic defor-
mations will be equivalent, in analogy with Theorem II.3.2, we need to see how the
coefficient functions of ϑαβ transform under the action of λ = (λα). To see this, let
(xξ|θξ) be coordinates on Uα with (x|θ) = (xξ|θξ)|ξ=0. We write,
λα ≡ λα(xξ|θξ) = (λ+α (xξ|θξ)|λ−α (xξ|θξ))
ANALYTIC AND ALG. DEFS SRS 35
where λ+α and λ
−
α are the even and odd components of λ. The even and odd compo-
nents of λα to second order is written,
λ+α (xξ|θξ) = uα(x) +
∑
i
ξiθ u
i
α(x) +
∑
i<j
ξiξj u
ij
α (x); (40)
λ−α (xξ|θξ) = θ wα(x) +
∑
i
ξi w
i
α(x) +
∑
i<j
ξiξjθ w
ij
α (x). (41)
Since λα is superconformal the coefficient functions are subject to the following re-
lations (c.f., Example I.3.3):
∂uα
∂x
= wα(x)
2; (42)
uiα(x) = wα(x)w
i
α(x); (43)
∂uijα
∂x
=
1
2
wα(x)w
ij
α (x)−
1
2
Wr.
(
wiα, w
j
α
)
. (44)
Note that λ as described above is not necessarily a superconformal automorphism.
We will specialise to this case after the following calculation. Assuming that (U , ϑ)
and (U˜ , ϑ˜) are equivalent under λ we have by (39):
λβ ◦ ϑ˜αβ = ϑαβ ◦ λα. (45)
Explicitly:
RHS(45) = ϑαβ ◦
(
λ+α (xξ|θξ)|λ−α (xξ|θξ)
)
=
(
ϑ+αβ ◦
(
λ+α (xξ|θξ)|λ−α (xξ|θξ)
) |ϑ−αβ ◦ (λ+α (xξ|θξ)|λ−α (xξ|θξ))) (46)
Note that it will be sufficient to identify the transformation laws for the even compo-
nent of ϑ since those of the odd component can then be derived from the supercon-
formal relations (21), (22) and (23) for ϑ; and (42), (43) and (44) for λ. Evaluating
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the even component in (46) now, we find:22
ϑ+αβ◦
(
λ+α (xξ|θξ)|λ−α (xξ|θξ)
)
= fαβ ◦ λ+α (xξ|θξ) +
∑
i
ξi λ
−
α (xξ|θξ) f iαβ ◦ λ+α (xξ|θξ) +
∑
i<j
ξiξj g
ij
αβ ◦ λ+α (xξ|θξ)
= fαβ(uα(x)) + f
′
αβ(uα(x))
(∑
i
ξiθ u
i
α(x) +
∑
i<j
ξiξj u
ij
α (x)
)
+
∑
i
ξiθ wα(x)f
i
αβ(uα(x))−
∑
i<j
ξiξj
(
wiα(x)f
j
αβ(uα(x))− wjα(x)f iαβ(uα(x))
)
+
∑
i<j
ξiξj g
12
αβ(uα(x))
= fαβ
+
∑
i
ξiθ
(
f ′αβu
i
α + wαf
i
αβ
)
+
∑
i<j
ξiξj
(
f ′αβu
ij
α − wiαf jαβ + wjαf iαβ + gijαβ
)
.
Similarly to (46), the even component of the left-hand side is as follows:
LHS(45) = λ
+
β ◦
(
ϑ˜+αβ(x˜ξ|θ˜ξ)|ϑ˜−αβ(x˜ξ|θ˜ξ)
)
= uβ(f˜αβ(x)) + u
′
β(f˜αβ(x))
(∑
i
ξiθ f˜
i
αβ +
∑
i<j
ξiξj g˜
ij
αβ
)
+
∑
i
ξiθ ζ˜αβu
i
β +
∑
i<j
ξiξj
(
uiβψ˜
j
αβ − ujβψ˜iαβ
)
+
∑
i<j
ξiξj u
ij
β (f˜αβ(x))
= uβ
+
∑
i
ξiθ
(
u′βf˜
i
αβ + ζ˜αβu
i
β
)
+
∑
i<j
ξiξj
(
u′β g˜
ij
αβ + u
i
βψ˜
j
αβ − ujβψ˜iαβ + uijβ
)
22The primed symbols indicate differentiation with respect to x, e.g., f ′ = ∂f/∂x.
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Equating RHS(45) with LHS(45) leads to the following relations between components
of the transition functions ϑαβ and ϑ˜αβ :
fαβ(uα(x)) = uβ(f˜αβ(x)); (47)
f ′αβ(uα(x))u
i
α(x) + wα(x)f
i
αβ(uα(x));
=
u′β(f˜αβ(x))f˜
i
αβ(x) + ζ˜αβ(x)u
i
β(f˜αβ);
f ′αβ(uα(x))u
ij
α (x)− wiα(x)f jαβ(uα(x)) + wjα(x)f iαβ(uα(x)) + gijαβ(uα(x))
=
u′β(f˜αβ(x))g˜
ij
αβ(x) + u
i
β(f˜αβ(x))ψ˜
j
αβ(x)− ujβ(f˜αβ(x))ψ˜iαβ + uijβ (f˜αβ(x)).
II.4.3. Equivalence of Algebraic Deformations.
II.4.3.1. Superconformal Automorphisms. It was mentioned earlier that λ = (λα)
need not necessarily be an automorphism. It will be a superconformal automorphism
precisely when uα(x) = x and wα(x) = 1. Evidently then, by (43) and (44), for
superconformal automorphisms we can equate:
uiα(x) = w
i
α(x) and
1
2
∂uij
∂x
= wij(x)− 1
2
Wr.(ui, uj). (48)
Note that when λ is a 0-cochain of superconformal automorphisms, the complex
structures on the underlying space, being the Riemann surface C with holomorphic
glueing data (fαβ) and (f˜αβ), must coincide by (47). Hence, the complex structure
of the underlying space is fixed under an equivalence of algebraic deformations.
II.4.3.2. Equivalences. We now have the following result detailing when two algebraic
deformations will be equivalent in the sense of Definition II.4.1:
38 KOWSHIK BETTADAPURA
Theorem II.4.2. Let (U , ϑ) and (U˜ , ϑ˜) be algebraic defor-
mations of a super Riemann surface S(C, T ∗C,−) and suppose
there exists a 0-cochain of superconformal automorphisms
λ = (λα : Uα
∼=→ U˜α), given by (40) and (41) with uα(x) = x
and wα(x) = 1; and sending (U , ϑ) 7→ (U˜ , ϑ˜) as in (39).
Then we have the following identities relating the coeffi-
cient functions of ϑ and ϑ˜ on each intersection Uα ∩ Uβ to
second order:
ψiαβ
∂
∂η
− ψ˜iαβ
∂
∂η
= wiβ
∂
∂η
− wiα
∂
∂θ
; (49)
gijαβ
∂
∂y
− g˜ijαβ
∂
∂y
= uijβ
∂
∂y
− uijα
∂
∂x
(50)
+ δ
({
wiα
∂
∂θ
})
αβ
⊗ ψjαβ
∂
∂η
− δ
({
wjα
∂
∂θ
})
αβ
⊗ ψiαβ
∂
∂η
+
(
wiαw
j
β − wjαwiβ
) ∂
∂θ
⊗ ∂
∂η
where, for k = i, j, the term {wkα∂/∂θ} above denotes a
0-cochain of odd vector fields; and δ is the coboundary op-
erator on Čech cocycles.
Proof of Theorem II.4.2. Inspection of the relations succeeding (47) gives:
θ f iαβ
∂
∂y
− θ f˜ iαβ
∂
∂y
= η uiβ
∂
∂y
− θ uiα
∂
∂x
(51)
gijαβ
∂
∂y
− g˜ijαβ
∂
∂y
= uijβ
∂
∂y
− uijα
∂
∂x
+
(
uiβψ˜
j
αβ − ujβψ˜iαβ
) ∂
∂y
− (wiαf jαβ − wjαf iαβ) ∂∂y (52)
By superconformality (see (22) and (48)), (51) is equivalent to:
ψiαβ
∂
∂η
− ψ˜iαβ
∂
∂η
= wiβ
∂
∂η
− wiα
∂
∂θ
(53)
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which gives (49). Furthermore, again by superconformality, we can rewrite (52) using
only w and ψ giving
gijαβ
∂
∂y
− g˜ijαβ
∂
∂y
= uijβ
∂
∂y
− uijα
∂
∂x
+
(
wiβψ˜
j
αβ − wjβψ˜iαβ
) ∂
∂y
− ζ−1αβ
(
wiαψ
j
αβ − wjαψiαβ
) ∂
∂y
. (54)
To eliminate the factor ζ−1αβ we use the isomorphism T
1/2
C ⊗ T 1/2C
∼=→ TC , allowing for
an identification of local sections ∂/∂η⊗∂/∂η with ∂/∂y over (y|η). Thus, with this
identification, (54) becomes the following cleaner expression:
gijαβ
∂
∂y
− g˜ijαβ
∂
∂y
= uijβ
∂
∂y
− uijα
∂
∂x
+
(
wiβψ˜
j
αβ − wjβψ˜iαβ
) ∂
∂η
⊗ ∂
∂η
− (wiαψjαβ − wjαψiαβ) ∂∂θ ⊗ ∂∂η
Now from (53) see that we can write ψ˜ in terms of ψ and thereby further reduce the
term in (54). And so, using that ψ˜iαβ = ψ
i
αβ − wiβ + ζ−1αβwiα, we find(
wiβψ˜
j
αβ − wjβψ˜iαβ
) ∂
∂y
=
(
wiβψ
j
αβ − wjβψiαβ
) ∂
∂y
− (wiβwjβ − ζ−1αβwiβwjα) ∂∂y
+
(
wjβw
i
β − ζ−1αβwjβwiα
) ∂
∂y
=
(
wiβψ
j
αβ − wjβψiαβ + ζ−1αβ
(
wiβw
j
α − wjβwiα
)) ∂
∂y
Hence
(54) =
((
wiβ − ζ−1αβwiα
)
ψjαβ +
(
ζ−1αβw
j
α − wjβ
)
ψiαβ + ζ
−1
αβ
(
wiβw
j
α − wjβwiα
)) ∂
∂y
=
(
wiβ
∂
∂η
− wiα
∂
∂θ
)
⊗ ψjαβ
∂
∂η
+
(
wjα
∂
∂θ
− wjβ
∂
∂η
)
⊗ ψiαβ
∂
∂η
− (wiαwjβ − wjαwiβ) ∂∂θ ⊗ ∂∂η .
We thus obtain the claimed expression for (50). Theorem II.4.2 now follows. 
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II.5. Main Result: Statement and Proof Outline
II.5.1. Statement of Result. In Theorem I.1.4 an established correspondence was
presented between the algebraic and analytic deformations of a complex manifold.
We state now the central result of this article which one might view as an analogue
of Theorem I.1.4 for super Riemann surfaces.
Theorem II.5.1. For any super Riemann surface
S(C, T ∗C,−) = (S(C, T
∗
C,−)
∞, ∂˜) there exists a correspon-
dence, to second order, between: (1) the algebraic defor-
mations of S(C, T ∗C,−) over A
0|n
C
up to equivalence; and (2)
the analytic deformations of (S(C, T ∗C,−)
∞, ∂˜) up to equiva-
lence.
The correspondence in Theorem II.5.1 can be stated more clearly as follows: let
X → A0|n
C
be a deformation of S(C, T ∗C,−). By Definition II.1.2, algebraic defor-
mations are superconformal atlases (U , ϑ) on X . In viewing X as a smooth super-
manifold with complex structure
(
S(C, T ∗C,−)
∞×A0|n
C
, ∂˜ξ
)
, analytic families of super
Riemann surfaces over A0|n
C
with central fiber S(C, T ∗C,−) are identified with the com-
plex structures ∂˜ξ by Definition II.2.3; and are said to be deformations if ∂˜ξ satisfies
the condition in Definition II.2.4. Theorem II.5.1 proposes then, to second order : any
atlas (U , ϑ) defines an analytic deformation ∂˜ξ of S(C, T ∗C,−) over A0|nC ; and conversely,
any analytic deformation ∂˜ξ defines a superconformal atlas (U , ϑ). And furthermore,
any equivalence of one kind of deformation translates into an equivalence of the other.
II.5.2. Proof Outline of Theorem II.5.1. Throughout, we fix a super Riemann
surface S(C, T ∗C,−) ≡ (S(C, T ∗C,−)∞, ∂˜). We break up the proof of Theorem II.5.1 into
two transitional steps: (1) algebraic ⇒ analytic; and (2) analytic ⇒ algebraic. The
main difficulty lies in constructing one type of deformation, given the other. After
these constructions are established, it remains to compare equivalences as described
in Theorem II.3.2 (analytic) and Theorem II.4.2 (algebraic).
From Algebraic to Analytic. We are given an algebraic deformation of the super
Riemann surface S(C, T ∗C,−) over A
0|n
C
which, recall, is a deformation X → A0|n of
S(C, T ∗C,−) along with a superconformal atlas (U , ϑ). From this data we obtain its
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primary obstruction ω(U ,ϑ), which defines a class in the primary obstruction space of
the model underlying X . Upon suitably differentiating its image under the Dolbeault
isomorphism with respect to the auxiliary, odd parameters (ξi), we construct an
analytic deformation
(
S(C, T ∗C,−)
∞ × A0|n
C
, ∂˜ξ
)
. The main issue lies in showing the
difference ∂˜ξ − ∂˜ will be a superconformal vector (0, 1)-form.
From Analytic to Algebraic. Starting with an analytic deformation of the super Rie-
mann surface (S(C, T ∗C,−)
∞ ×A0|n
C
, ∂ξ), we construct an algebraic deformation. This
involves firstly constructing a model (C, T ∗−) on which to build a class of super-
manifolds; and secondly, showing this model is superconformal.23 Subsequently, we
construct a superconformal atlas, to second order, by firstly looking the preimage
of the superconformal vector (0, 1)-form ∂˜ξ − ∂˜ under the Dolbeault isomorphism
and suitably differentiating with respect to the auxiliary, odd parameters (ξi). That
there will exist some supermanifold entertaining the given atlas will follows from our
unobstructed thickenings result over Riemann surfaces in Theorem I.2.4.
Part III. Main Result: Proof
III.1. From Algebraic to Analytic
III.1.1. The Primary Obstruction. Let X → A0|n
C
be a deformation of a super
Riemann surface S(C, T ∗C,−); and let (U , ϑ) be a superconformal atlas on X . Recall
that it will define a primary obstruction ω(U ,ϑ) ∈ H1(C,Hom(T ∗X ,+,∧2T ∗X ,−)) by
Theorem I.2.2. Viewing X as a complex supermanifold, let (C, T ∗X ,−) be its model.
In Theorem II.1.4 we identified some general properties of X , one of which being
that T ∗X ,− is an extension of the holomorphic line bundle T
∗
C,− (see (24)). This leads
to the following short exact sequence on C,
0 −→ ⊕(n2)OC −→ ∧2T ∗X ,− −→ ⊕nT ∗C,− −→ 0 (55)
Since the reduced space of X is C we have T ∗X ,+ = T ∗C (c.f., footnote (7)). Hence in
applying HomOC (T ∗X ,+,−) = HomOC (T ∗C ,−) to (55) yields the following short exact
23c.f., Definition II.1.6.
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sequence:
0 −→ ⊕(n2)TC −→ Hom(T ∗C ,∧2T ∗X ,−) −→ ⊕nTC,− −→ 0 (56)
where, for the right-most term (quotient factor) above, we used that T ∗C,− is a spin
structure, thereby giving an isomorphism Hom(T ∗C , T ∗C,−) ∼= TC,−. Hence on coho-
mology we obtain a map
pr∗ : H
1(C,Hom(T ∗C,∧2T ∗X ,−)) −→ ⊕nH1(C, TC,−), (57)
which is necessarily surjective since H2(C,−) = (0) for dimensional reasons.
Lemma III.1.1. The map pr∗ in (57) sends the obstruction
class ω(U ,ϑ) of a superconformal atlas for X to the class
Θ(T ∗X ,−) of T
∗
X ,− as an extension of bundles in (24).
Proof of Lemma III.1.1. A proof of this lemma was given by the author in [Bet19b]
in the case n = 2. We present the proof for general n here as it will be illustrative
for subsequent considerations. Let (U , ϑ) be a superconformal atlas for X , given by
the data in (19) and (20); and subject to the relations in (21), (22) and (23). Here,
the obstruction class ωU ,ϑ) is represented on intersections Uα ∩ Uβ by the following,
Hom(T ∗X ,+,∧2T ∗X ,−)-valued 1-cocycle,
ω(U ,ϑ),αβ =
(∑
i
ξiθ f
i
αβ +
∑
i<j
ξiξj g
ij
αβ
)
⊗ ∂
∂y
. (58)
Similarly, the 1-cocycle representing the class of T ∗X ,− as the extension of holomorphic
bundles on C in (24) is capured in the odd component of the transition functions ϑ.
In denoting this class by Θ(T ∗X ,−), on intersections it is represented by the ⊕nTC,−-
valued 1-cocycle
Θ(T ∗X ,−)αβ =
∑
i
ξi ψ
i
αβ ⊗
∂
∂η
.
That the above expression defines a 1-cocycle with respect to equivalences of algebraic
deformations can be seen directly from the rule in (53). The superconformal relation
(22) gives a canonical identification∑
i
ξi
∂ω(U ,ϑ),αβ
∂ξi
∣∣∣∣
ξ=0
⊗ ∂
∂y
= Θ(T ∗X ,−)αβ .
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The lemma now follows upon viewing the map
∑
i ξi
∂
∂ξi
(−)|ξ=0 as the projection of
cocycles representing the corresponding map pr∗ on cohomology in (57). 
Remark. In Theorem II.1.7 and the surrounding discussion there, it was men-
tioned that the primary obstruction class maps onto the ‘odd Kodaira-Spencer class’
of the deformation X . This statement is precisely Lemma III.1.1.
III.1.1.1. Derivations from the Primary Obstruction. We reiterate a key aspect of
the proof of Lemma III.1.1 here. For X → A0|n
C
a deformation of a super Riemann
surface with total space model (C, T ∗X ,−); and (U , ϑ) a superconformal atlas for X
with primary obstruction ω(U ,ϑ), we found,
pr∗ω(U ,ϑ) =
∑
i
ξi
∂ω(U ,ϑ)
∂ξi
∣∣∣∣
ξ=0
= Θ(T ∗X ,−). (59)
Note that from the expression of ω(U ,ϑ) on intersections in (58) it makes sense to
differentiate twice with respect to the parameters ξi on the base A
0|n
C
. This gives a
TC-valued, 1-cochain which, on intersections Uα ∩ Uβ , is:(∑
i<j
ξiξj
∂2ω(U ,ϑ)
∂ξj∂ξi
∣∣∣∣
ξ=0
)
αβ
=
∑
i<j
ξiξj g
ij
αβ ⊗
∂
∂y
. (60)
In contrast to (59), the above expression need not be define a cohomology class, as it
need not satisfy a cocycle relation on triple intersections. The purpose of presenting
(59) and (60) is to illustrate how one can obtain derivative constructs from the
algebraic deformation (U , ϑ) directly from its primary obstruction.
III.1.2. The Dolbeault isomorphism. Let X → A0|n
C
be a deformation of a super
Riemann surface S(C, T ∗C,−) with total space model (C, T
∗
X ,−). Let C
∞ denote the
smooth Riemann surface underlying C. From the general statement of the vector
bundle Dolbeault isomorphism in (4) we have:
Dol : H1
(
C,Hom(T ∗X ,+,∧2T ∗X ,−)
) ∼=−→ H0,1
∂
(
C∞,Hom(T ∗+X∞,∧2T ∗−X∞)
)
(61)
where T ∗±X∞ are smooth vector bundles on C∞ with T ∗X ,± their sheaf of holomor-
phic sections. Hence, associated to any primary obstruction ω(U ,ϑ) to splitting a
superconformal atlas (U , ϑ) on X is a unique, smooth, ∂-closed, (0, 1) form valued
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in Hom(T ∗+X∞,∧2T ∗−X∞), denoted Dol(ω(U ,ϑ)). Note that this is also true of the ex-
tension class Θ(T ∗X ,−). Under (61) we have Dol(Θ(T
∗
X ,−)) ∈ H0,1∂ (C∞, T−C∞), where
T−C
∞ is the smooth bundle over C∞ whose sheaf of holomorphic sections coincide
with TC,−. From (59) we see that:∑
i
ξi
∂Dol(ω(U ,ϑ))
∂ξi
∣∣∣∣
ξ=0
= Dol(Θ(T ∗X ,−)) (62)
In subsequent sections we will find a similar relation to (62) for the vector (0, 1)-form
ϕ defining the complex structure ∂ξ on X∞.
III.1.3. An Analytic Deformation. Let X → A0|n
C
be a deformation of a super
Riemann surface S(C, T ∗C,−); and let (S(C, T
∗
C,−)
∞, ∂˜) be its smooth model. Fix a
supercomformal atlas (U , ϑ) for X with primary obstruction ω(U ,ϑ). On the product
S(C, T ∗C,−)
∞ × A0|n
C
set:
∂˜ξ
∆
= ∂˜ −
∑
i
ξi
∂Dol ω(U ,ϑ)
∂ξi
∣∣∣∣
ξ=0
−
∑
i<j
ξiξj
∂2Dol ω(U ,ϑ)
∂ξj∂ξi
∣∣∣∣
ξ=0
. (63)
We intend to now prove the following.
Proposition III.1.2. ∂˜ξ in (63) defines an analytic defor-
mation of S(C, T ∗C,−) over A
0|n
C
.
Proof of Proposition III.1.2. We begin by showing that the difference ∂˜ξ − ∂˜ in (63)
will define an even, superconformal vector (0, 1)-form on the product S(C, T ∗C,−)
∞×
A
0|n
C
. This will give an analytic family (c.f., Definition II.2.3). Superconformality
of the atlas (U , ϑ) will ensure that this family will be a deformation in the sense of
Definition II.2.4. To begin, recall from (17) and (18) that the sheaf of superconformal
vector fields on a super Riemann surface S(C, T ∗C,−) = (X,D) can be identified with
TX/D. From (17) it is clear that:{
odd, superconformal vector
fields on (X,D) = S(C, T ∗C,−)
}
∼= TX,odd/D ∼= TC,−.
And similarly, any odd, smooth, vector (0, 1)-form valued in T−C∞ will be supercon-
formal. From this observation; (62); and the Dolbeault isomorphism H1(C, TC,−) ∼=
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H0,1
∂
(C∞, T−C
∞), it will follow that ∂Dol ω(U ,ϑ)/∂ξi|ξ=0 is represented by a closed,
smooth, T−C∞-valued (0, 1) form on C∞. Generally, ∂Dol ω(U ,ϑ)/∂ξi will define an
odd, superconformal vector (0, 1)-form on S(C, T ∗C,−)
∞ ×A0|n
C
. The more subtle fact
is superconformality of the second sum in (63). To confirm this we will use the
following observation for vector fields:
Claim. Suppose O,O′ are odd vector fields and ∂ is an
odd derivation with ∂O′ = 0. Then ∂[O,O′] = [∂O,O′].
(64)
Proof of Claim. By evaluating we find:
∂[O,O′] = ∂(OO′ +O′O)
= (∂O)O′ −O(∂O′) + (∂O′)O −O′(∂O)
= [∂O,O′]. (65)
Our conclusion (65) follows since ∂O has even parity. 
With (64) now established, we can proceed thusly. In a coordinate neighbourhood
Uα on X with coordinates (xξ|θξ) let D(x|θ) be the generator for the superconformal
structure on the central fiber, i.e., a local generator for the superconformal structure
on Uα ∩ S(C, T ∗C,−). As a vector field, it will have odd parity. Note that ∂/∂ξj is an
odd derivation with
∂
∂ξj
D(x|θ) = 0.
Hence,[
∂2
∂ξj∂ξi
Dol ω(U ,ϑ), D(x|θ)
]
=
[
∂
∂ξj
(
∂Dol ω(U ,ϑ)
∂ξi
)
, D(x|θ)
]
=
∂
∂ξj
[
∂Dol ω(U ,ϑ)
∂ξi
, D(x|θ)
]
(by (64) since ∂Dol ω(U,ϑ)
∂ξi
is odd)
=
∂
∂ξj
(
hD(x|θ)
)
(since ∂Dol ω(U ,ϑ)/∂ξi is superconformal)
=
(
∂h
∂ξj
)
D(x|θ).
And so, ∂2Dol ω(U ,ϑ)/∂ξj∂ξi is even and superconformal. We can so far conclude that
(S(C, T ∗C,−)
∞×A0|n
C
, ∂˜ξ) defines an analytic family. That it is an analytic deformation
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is a direct consequence of Proposition II.1.3. 
In Proposition III.1.2 we described how one can reconstruct an analytic deforma-
tion from an algebraic deformation. In the converse direction, reconstructing an
algebraic from an analytic deformation is more involved. It requires the reconstruc-
tion of a superconformal model, a complex supermanifold; and a superconformal
atlas. We begin therefore with some preliminary remarks and theory pertinent to
the reconstruction to follow.
III.2. Analytic to Algebraic: Preliminaries
III.2.1. Notation. Suppose we are given a complex structure
∂˜ξ = ∂˜ − ϕ(ξ) (66)
on the product S(C, T ∗C,−)
∞×A0|n
C
. If ϕ(ξ) in (66) is an even, smooth, superconformal
vector (0, 1)-form, then (S(C, T ∗C,−)
∞×A0|n
C
, ∂˜ξ) will define an analytic family of super
Riemann surfaces over A0|n
C
. We will not need recourse to this assumption at present
however and so will consider ∂˜ξ in full generality. We only assume ∂˜ξ− ∂˜ ≡ 0 modulo
(ξ). Set X∞ ∆= S(C, T ∗C,−)∞ × A0|nC . As a locally ringed space we can write
X∞ = (C∞,∧•(T ∗−C∞ ⊕ Cn))
where C∞ is the smooth Riemann surface underlying C; Cn → C∞ is the trivial,
complex bundle on C∞ of rank n; and T ∗−C
∞ ⊕ Cn is their Whitney sum. Phrased
alternatively, X∞ is a smooth supermanifold modelled on (C, T ∗−X∞) where T ∗−X∞ =
T ∗−C
∞ ⊕ Cn.
III.2.2. The Tangent Bundle TX∞. Vector fields on X∞ are sections of TX∞.
With T+X∞ = TC∞ and T ∗−X∞ = T ∗−C∞ ⊕ Cn the vector fields on X∞ can be
described as sections over C∞ as follows:
Γ(C∞, TX∞) = Γ(C∞, (T+X∞ ⊕ T−X∞)⊗O(X∞))
∼= ⊕k≥0HomC∞
(
T ∗+X∞ ⊕ T ∗−X∞,∧kT ∗−X∞).
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The even and odd components are:
TevenX∞ ∼= ⊕kHomOC∞
(
T ∗(±)kX∞,∧kT ∗−X∞); (67)
ToddX∞ ∼= ⊕kHomOC∞
(
T ∗(±)k+1X∞,∧kT ∗−X∞). (68)
These are smooth vector bundles over C∞. The difference ϕ(ξ) = ∂˜ξ−∂˜ is a TevenX∞-
valued (0, 1)-form on S(C, T ∗C,−)
∞. With respect to the inclusion C∞ ⊂ S(C, T ∗C,−)∞
we can restrict to get ϕ(ξ)|C∞, now a TevenX∞|C∞-valued, (0, 1)-form on C∞.
III.2.3. The Holomorphic Tangent Bundle. Recall that X∞ is the smooth su-
permanifold S(C, T ∗C,−)
∞ × A0|n
C
with a choice of complex structure ∂˜ξ. Holomorphy
can then be defined with respect to ∂˜ξ as follows: a function f ∈ O(X∞) is holo-
morphic if and only if ∂˜ξf = 0. The sheaf of holomorphic functions will be denoted
Ohol.(X∞). This description generalises to the tangent and cotangent vector fields,
giving thereby holomorphic tangent and cotangent bundles. Denote these by Thol.X∞
and T ∗hol.X∞ respectively and let O(Thol.X∞) resp. O(T ∗hol.X∞) denote their sheaves
of holomorphic sections.
Lemma III.2.1. The restriction Thol.X∞|C defines a holo-
morphic vector bundle over C.
Proof of Lemma III.2.1. A section X of TX∞ is holomorphic if and only if ∂˜ξX = 0.
With ∂˜ξ = ∂˜ − ϕ(ξ) we see that holomorphic sections X satisfy
∂˜X = ϕ(ξ)X. (69)
Locally, X depends on parameters (x, x˜|θ, ξ) and expands in (wedge) powers of θ and
ξ. Hence if X is holomorphic, the constraint in (69) necessarily requires ∂˜X|ξ=0 =
0. Moreover, the embedding C∞ ⊂ S(C, T ∗C,−)∞ preserves the respective complex
structures and so is holomorphic. As the restriction of holomorphic vector fields on
S(C, T ∗C,−) to C will be holomorphic, it follows that Thol.X∞|C∞ → C∞ will define a
holomorphic vector bundle. 
III.2.4. The Holomorphic Cotangent Bundle. Regarding the holomorphic cotan-
gents T ∗hol.X∞, this is Ohol.(X∞)-dual to the holomorphic tangents Thol.X∞. As such,
by Lemma III.2.1, it will also define a holomorphic vector bundle over C. Let X an.
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denote the complex supermanifold associated to (S(C, T ∗C,−)
∞ × A0|n
C
, ∂˜ξ). Recall
the even and odd components of TX∞ modulo the fermionic ideal, T±X∞. Their
holomorphic sections also restrict to define holomorphic vector bundles over C. We
set
TX an.,±
∆
= Ohol.(T±X∞|C∞).
Note that TX an.,+ = TC . The complex supermanifold X an. is modelled on (C, T ∗X an.,−),
where T ∗X an.,− is the OC-dual of TX an.,−.
Lemma III.2.2. There exists a short exact sequence of
sheaves of holomorphic sections over C,
0 −→ ⊕nOC −→ T ∗X an.,− −→ T ∗C,− −→ 0. (70)
Proof of Lemma III.3.1. In the proof of Lemma III.2.1 we showed Thol.X∞|C is
holomorphic. This required firstly showing Thol.X∞|S(C,T ∗
C,−)
∞ is a holomorphic vector
bundles over S(C, T ∗C,−)
∞ with respect to the given complex structure ∂˜ (c.f., (69)).
Hence, the embedding S(C, T ∗C,−)
∞ ⊂ X∞ = S(C, T ∗C,−)∞ ×A0|nC is holomorphic and
corresponds therefore to an embedding of complex supermanifolds S(C, T ∗C,−) ⊂ X an..
The normal bundle to this embedding will be an A0|n
C
-bundle over S(C, T ∗C,−). In
denoting its sheaf of sections by νS(C,T ∗
C,−)/X
an. we have the normal bundle sequence:
0 −→ TS(C,T ∗
C,−)
−→ O(Thol.X∞|S(C,T ∗
C,−)
) −→ νS(C,T ∗
C,−)/X
an. −→ 0. (71)
Now S(C, T ∗C,−) is a (1|1)-dimensional, complex supermanifold and is therefore split.
Hence, as sheaves of OC-modules, TS(C,T ∗
C,−)
∼= TC⊕TC,−. Similarly, observe that the
restriction of O(Thol.X∞|S(C,T ∗
C,−)
) to C splits into TX an.,+ ⊕ TX an.,− = TC ⊕ TX an.,−.
Since the normal bundle is an A0|n
C
-bundle over S(C, T ∗C,−), it has no even component;
and its odd component restricted to C will be trivial, i.e., νS(C,T ∗
C,−)/X
an. |C ∼= (0) ⊕
(⊕nOC) as OC-modules. Hence, on restricting (71) to C and using that the maps in
(71) are even (i.e., preserving parity) we obtain: a triviality for the even component;
and for the odd component we get the sequence,
0 −→ TC,− −→ TX an.,− −→ ⊕nOC −→ 0.
The sequence in (70) is evidently dual to the above sequence. 
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III.3. The Extension Class
From a choice of complex structure ∂˜ξ on X∞ we obtain a model for a class of complex
supermanifolds (C, T ∗X an.,−) with T
∗
X an.,− an extension of holomorphic sheaves on C
in Lemma III.3.1. Denote by Θ(T ∗X an.,−) its extension class. In the following series of
investigations we aim to show how it relates to the vector (0, 1)-form ϕ(ξ) defining
the complex structure ∂˜ξ.
III.3.1. A Cocycle Representative for Θ(T ∗X an.,−). Starting from the sequence in
(70), applying HomOC (T ∗C,−,−) and using that all the sheaves in consideration are
locally free, we obtain another short exact sequence of sheaves
0 −→ ⊕nTC,− −→ HomOC (T ∗C,−, T ∗X an.,−) −→ HomOC (T ∗C,−, T ∗C,−) −→ 0. (72)
The above sequence induces, on cohomology, the following piece:
· · · // Hom(T ∗C,−, T ∗C,−)
δ
// H1
(
C,⊕nTC,−
)
// · · ·
where Hom(T ∗C,−, T
∗
C,−) = H
0(C,HomOC (T ∗C,−, T ∗C,−)). By definition,
Θ(T ∗X ,−)
∆
= δ(1T ∗
C,−
) (73)
where 1T ∗
C,−
is the identity map T ∗C,− = T
∗
C,−. A representative of δ(1T ∗C,−) can be
described as follows: on X∞ let (x, x˜|θ, ξ) and (y, y˜|η, ξ) denote overlapping coordi-
nate systems. They (respectively) parametrise open neighbourhoods U∞α ,U∞β ⊂ X∞.
Viewing θ and η as local sections of T ∗C,− we can write:
1T ∗
C,−
|U∞α = θ
∂
∂θ
and 1T ∗
C,−
|U∞
β
= η
∂
∂η
.
Since (72) is exact, we can locally lift the above sections over U∞α ∩C∞ and U∞β ∩C∞
to expressions of the form Xα = f(x, x˜|θ, ξ) ∂∂θ and Xβ = g(y, y˜|η, ξ) ∂∂η , where f and
g are local, holomorphic sections valued in T ∗−X∞|C∞.24 The surjection in (72) is
induced by ξ 7→ 0. Hence, in order for Xα 7→ 1T ∗
C,−
|Uα and Xβ 7→ 1T ∗C,−|Uβ , we must
24This means we must write f = f0θ+
∑
i ξi f
i
1 and g = g0η+
∑
i ξi g
i
1ξi for appropriate f0, f
i
1 and
g0, g
i
1.
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have:
Xα =
(
θ +
∑
i
ξi f
i(x, x˜)
)
∂
∂θ
and Xβ =
(
η +
∑
i
ξi g
i(y, y˜)
)
∂
∂η
(74)
The difference Xαβ
∆
= Xβ −Xα on intersections U∞α ∩U∞β defines a cocycle represen-
tative for δ(1T ∗
X,−
) and hence, by (73), of the extension class Θ(T ∗X ,−).
III.3.2. The Dolbeault Image of Θ(T ∗X an.,−). We have so far (since Section III.2)
not required the complex structure ∂˜ξ on X∞ define an analytic family of super
Riemann surfaces. That means ϕ(ξ) need not be superconformal. From here on-
wards however we can no longer dispense with this assumption. Hence, in what
follows, X∞ will be an analytic family of super Riemann surfaces over A0|n
C
and
so ϕ(ξ) will be even and superconformal. Now by Lemma III.3.1 we know that
Θ(T ∗X an.,−) ∈ Ext1(T ∗C,−,⊕nOC) ∼= H1(C,⊕nT ∗C,−). Recall from (4) that we pre-
sented the Dolbeault isomorphism in considerable generality. For our purposes here
we specialise to the incarnation Dol : H1(C,⊕nT ∗C,−)
∼=→ H0,1
∂
(C∞,⊕nT ∗−C∞) from
whence it is clear that Dol sends cocycle representatives of Θ(T ∗X an.,−) to ∂-closed,
T−C
∞-valued (0, 1)-forms.
Lemma III.3.1. Let X∞ be an analytic family of super
Riemann surfaces over A0|n
C
with complex structure ∂˜ξ =
∂˜ − ϕ(ξ). Then the extension class Θ(T ∗X an.,−) satisfies,
Dol Θ(T ∗X an.,−) ≡
∑
i
ξi
∂ϕ
∂ξi
∣∣∣∣
ξ=0
(75)
where the above equivalence is taken modulo the supercon-
formal structure on S(C, T ∗C,−)
∞ ⊂ X∞.
Proof of Lemma III.3.1. Recall that holomorphic objects on X∞ lie in the kernel
of ∂˜ξ. The terms Xα and Xβ in (74) are holomorphic on X∞ and therefore can be
written as smooth sections in the kernel of ∂˜ξ. With ∂˜ξ as in (66) and ϕ(ξ) as in
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(31), see that:
∂˜ξXα = 0 ⇐⇒
∑
i
ξi
(
∂˜f i(x, x˜)− χi(x, x˜)
) ∂
∂θ
= 0 and;
∂˜ξXβ = 0 ⇐⇒
∑
i
ξi
(
∂˜gi(y, y˜)− χi(y, y˜)
) ∂
∂η
= 0.
Hence, when restricted to C∞, we see that ∂f i = χi(x, x) ∂
∂θ
and ∂gi = χi(y, y) ∂
∂η
.
Since χi is a globally defined, smooth vector (0, 1)-form valued in T−C∞ we can
equate χi(x, x) = χi(y, y) on the intersection U∞α ∩ U∞β ∩ C∞, giving ∂Xαβ = 0.
Hence, the restriction of Xαβ to U∞α ∩ U∞β ∩ C∞ is holomorphic on C∞. The image
of this 1-cocycle (Xαβ)α,β under the Dolbeault isomorphism is the closed, (0, 1)-form
represented over U∞α ∩ C∞ by ∂Xα. We find therefore:
Dol (Xαβ)α,β =
∑
i
ξi χ
i(x, x)
∂
∂θ
=
1
2
∑
i
ξi
∂ϕ(ξ)
∂ξi
∣∣∣∣
ξ=0
mod D(x|θ) (c.f., (17)).
This confirms (75) and completes the proof of Lemma III.3.1. 
III.3.3. The Inverse Image of ϕ. In Lemma III.3.1 we obtained an expression for
the image of the extension class Θ(T ∗X an.,−) under Dol. Since Dol is an isomorphism,
Θ(T ∗X an.,−) can be written as the inverse image of ϕ under Dol in an appropriate
sense. Regarding this object ϕ(ξ), note that it defines a smooth, vector (0, 1)-form
on C∞, valued in TevenX∞|C∞. As such, it will be ∂-closed and so we can form the
sheaf cohomology class Dol−1ϕ. This is related to the extension class Θ(T ∗X an.,−) as
follows:
Lemma III.3.2.
Θ(T ∗X an.,−) =
∑
i
ξi
∂Dol−1ϕ
∂ξi
∣∣∣∣
ξ=0
Proof of Lemma III.3.2. In the proof of Lemma III.1.1 the map
∑
i ξi∂(−)/∂ξi|ξ=0
was interpreted as the projection pr∗ in (57). At the level of (0, 1)-forms, it gives a
projection pr∗ : A0,1(TevenX∞) → A0,1(Hom(T ∗C∞, T ∗−C∞)). On inspection of (67),
see that TevenX∞ ∼= Hom(T ∗C∞,∧2T ∗−X∞) modulo the ideal (ξ3). And modulo the
ideal (ξ2) we recover A0,1(⊕nHom(T ∗C∞, T ∗C∞)) as can be seen from the second
exterior power applied to the exact sequence in (70) at the level of smooth vector
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bundles (c.f., (56)). By construction of pr∗, we have a commutative diagram:
A0,1(TevenX∞)
pr∗
,,❳❳❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
❳
mod (ξ3)

A0,1
(
Hom(T ∗C∞,∧2T ∗−X∞)
)
mod (ξ2)
// A0,1(⊕nHom(T ∗C∞, T ∗−C∞))
(76)
That is, pr∗ of a TevenX∞-valued, (0, 1)-form is equivalent to reducing that form by
the ideal (ξ2); and this is equivalent to applying
∑
i ξi∂(−)/∂ξi|ξ=0. Now since any
(0, 1)-form on a Riemann surface will be ∂-closed, the Dolbeault isomorphism can
be applied to relate vector (0, 1) forms with sheaf cohomology classes. We obtain
therefore a commutative diagram:
A0,1
(
Hom(T ∗C∞,∧2T ∗−X∞)
)
Dol−1

pr∗
// A0,1(⊕nHom(T ∗C∞, T ∗−C∞))
Dol−1

H1(Hom(T ∗C ,∧2T ∗X an.,−)) pr∗ // H1(⊕nTC,−)
(77)
In recalling that Θ(T ∗X an.,−) ∈ H1(C,⊕nTC,−) we now have:
Θ(T ∗X an.,−) = Dol
−1
(∑
i
ξi
∂ϕ
∂ξi
∣∣∣∣
ξ=0
)
(from Lemma III.3.1)
= Dol−1pr∗ϕ
= pr∗Dol
−1ϕ (from (77)) (78)
=
∑
i
ξi
∂Dol−1ϕ
∂ξi
∣∣∣∣
ξ=0
,
which is precisely the statement of Lemma III.3.2. 
III.4. The Superconformal Model
Any model (X, T ∗X,−) for a class of complex supermanifolds, X is referred to as the
reduced space and T ∗X,− is referred to as the odd cotangent bundle. In this section
make use Lemma III.3.1 and Lemma III.3.2 to comment the odd cotangent bundle
T ∗X an.,− up to isomorphism.
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III.4.1. The Odd Cotangent Bundle T ∗X an.,−. Starting from the smooth super-
manifold X∞ = S(C, T ∗C,−)∞ × A0|nC with complex structure ∂˜ξ, we have the dif-
ference ϕ(ξ) = ∂˜ξ − ∂˜. Note that ∂ϕ/∂ξi|ξ=0 will be a closed, vector (0, 1)-form
valued in T−C∞. Its pre-image then under the Dolbeault isomorphism gives a class
Dol−1∂ϕ/∂ξi|ξ=0 ∈ H1(C, TC,−). Now for any locally free sheaf F on a complex
space with structure sheaf O there is an isomorphism H1(F∗) ∼= Ext1(F ,O), where
F∗ = HomO(F ,O). Hence, associated to any class in H1(F∗) will be an exten-
sion of holomorphic bundles 0 → O → F ′∗ → F∗ → 0. Using that H1(C, TC,−) ∼=
Ext1(T ∗C,−,OC), we obtain from Dol−1∂ϕ/∂ξi|ξ=0 an extension 0 → OC → T ∗i,− →
T ∗C,− → 0 for each i. The Dolbeault pre-image Dol−1(
∑
i ξi∂ϕ/∂ξi|ξ=0) corresponds
then to an extension 0→ ⊕nOC → T ∗− → T ∗C,− → 0. In this way, from the data of a
complex structure ∂˜ξ on X∞ = S(C, T ∗C,−)∞ ×A0|nC , we can form a model (C, T ∗−) on
which to build a class of supermanifolds. Regarding the odd cotangents T ∗− we have:
Lemma III.4.1. There exists an isomorphism between T ∗−
and T ∗X an.,−.
Proof of Proposition III.4.1. Recall from Lemma III.3.1 that T ∗X an.,− will define an
extension class Θ(T ∗X an.,−) ∈ Ext1(T ∗C,−,⊕nOC), similarly to T ∗−. To show T ∗X an.,− ∼=
T ∗− then, it suffices to show that these extension classes coincide. Regarding the
extension class of T ∗−, we have by construction,
Dol−1
∑
i
ξi
∂ϕ
∂ξi
∣∣∣∣
ξ=0
= Θ(T ∗−). (79)
We now have the following deductions:
Θ(T ∗X ,−) = Dol
−1Dol Θ(T ∗X ,−)
= Dol−1
∑
i
ξi
∂ϕ
∂ξi
∣∣∣∣
ξ=0
(by Lemma III.3.1)
= Θ(T ∗−) (from (79))
This completes the proof. 
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III.4.2. A Decomposition and Superconformality. We now consider the conse-
quences of Lemma III.3.2. Recall that we have isomorphisms
Ext1(T ∗C,−,⊕nOC) ∼= H1(⊕nTC,−) ∼= ⊕nH1(TC,−) ∼= ⊕nExt1(T ∗C,−,OC).
Therefore, associated to T ∗− is a tuple of extensions (T
∗
i,−)i=1,...,n.
Lemma III.4.2. There exists an isomorphism between T ∗−
and ⊕iT ∗i,− where T ∗i,− is an extension of T ∗C,− by OC with
extension class
Θ(T ∗i,−) = ξi Dol
−1 ∂ϕ
∂ξi
∣∣∣∣
ξ=0
Proof of Lemma III.4.2. As with T ∗−, we define the extension T
∗
i,− up to isomorphism,
and so by its extension class
ξi Dol
−1∂ϕ/∂ξi|ξ=0 = Θ(T ∗i,−) (80)
Recall now the extension T ∗X an.,−. By Lemma III.3.2 (and commutativity of the
diagram (77) in particular), we can move Dol−1 past ξi and ∂/∂ξi. We therefore
have
Θ(T ∗−) = Θ(T
∗
X an.,−) (by Lemma III.4.1)
=
∑
i
ξi
∂Dol−1ϕ
∂ξi
∣∣∣∣
ξ=0
(by Lemma III.3.2)
=
∑
i
ξi Dol
−1 ∂ϕ
∂ξi
∣∣∣∣
ξ=0
(by (77), c.f., (78))
=
∑
i
Θ(T ∗i,−) (by (80)).
This completes the proof. 
We can now conclude the following.
Proposition III.4.3. Let X∞ = (S(C, T ∗C,−)∞ × A0|nC , ∂˜ξ)
be an analytic deformation. Then (C, T ∗X an.,−) will be a su-
perconformal model.
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Proof of Lemma III.4.3. This is a consequence of the relation between Θ(T ∗i,−) and
ϕ(ξ) = ∂˜ξ − ∂˜ in Lemma III.4.2. 
III.5. A Superconformal Atlas
III.5.1. To Second Order (Ansatz). Recall that an algebraic deformation is, by
Definition II.1.2, a superconformal atlas. Associated to any atlas (U , ϑ) is an abelian
cohomology class ω(U ,ϑ) which, in Theorem I.2.2, was referred to as an obstruction
class. Schematically, we write
ϑ = 1+ ω(U ,ϑ) + · · · (81)
to indicate an atlas (U , ϑ) with obstruction ω(U ,ϑ). With (U , ϑ) an atlas for a complex
supermanifold X modelled on (X, T ∗X,−), the term 1 in (81) represents the data
coming from the model (X, T ∗X,−), i.e., is represented by the glueing data of the
underlying space X and the sheaf T ∗X,− (c.f., (19) and (20)). Note that the expression
in (81) makes sense more generally for any appropriate, abelian 1-cochain as long as
it is such that ϑ will satisfy the cocycle conditions.
With this preamble for the notation we have:
Lemma III.5.1. Let ∂˜ξ = ∂˜ − ϕ(ξ) be an analytic defor-
mation of a super Riemann surface S over A0|n
C
. Then any
atlas (U , ϑ) for the total space of a deformation X → A0|n
C
of S given by the ansatz
ϑ = 1+
∑
i
ξi
∂Dol−1ϕ
∂ξi
∣∣∣∣
ξ=0
+
1
2
∑
i<j
ξiξj
∂2Dol−1ϕ
∂ξj∂ξi
∣∣∣∣
ξ=0
+ · · ·
will be superconformal to second order.
Proof of Lemma III.5.1. Since ∂˜ξ is an analytic deformation, ϕ will be an even,
superconformal vector (0, 1)-form. Suppose it is given by (31) and let ω = Dol−1ϕ
modulo (ξ3). Then on intersections ω will be represented by a difference of smooth,
superconformal vector fields. We will firstly show that this difference will itself be
a 1-cocycle valued in holomorphic, superconformal vector fields. To begin, let (U∞α )
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be a covering for X∞ = S(C, T ∗C,−)∞ × A0|nC . We can represent ω on U∞α ∩ U∞β by,
ωαβ = (νβ − να) + (Xβ −Xα) (82)
where να, νβ are odd; and Xα, Xβ are even, smooth superconformal vector fields. By
construction we have ∂να = ∂νβ =
∑
i ξi ∂Dol
−1ϕ/∂ξi|ξ=0; and similarly ∂Xβ =
∂Xα =
∑
i<j ξiξj ∂Dol
−1ϕ/∂ξj∂ξi|ξ=0. Now with the super Riemann surface S =
S(C, T ∗C,−) given, let (Uα, ρ) be a covering. If we denote by (x, x˜|θ, ξ) and (y, y˜|η, ξ)
coordinates on U∞α and U∞β respectively, then (x|θ) and (y|η) will be local, holomor-
phic coordinates on S and so coordinates on Uα, resp., Uβ. On intersections,
y = ρ+αβ(x|θ) = fαβ(x) and η = ρ−αβ(x|θ) = ζαβ(x)θ.
Here, (fαβ) are the (holomorphic) transition data for the underlying space C; while
(ζαβ) are the transition data for the spin structure T ∗C,−. Since T
∗
C,− is a spin structure,
we have the relation ζ2αβ = ∂fαβ/∂x (c.f., Theorem I.4.4 and (21)). With this relation
we will now show that ωαβ in (82) will define a sum of even and odd superconformal
vector fields. Starting with the odd superconformal vector fields, write:
να =
∑
i
ξi v
i
α(x, x˜)
(
∂
∂θ
− θ ∂
∂x
)
and νβ =
∑
i
ξi v
i
β(y, y˜)
(
∂
∂η
− η ∂
∂y
)
.
Observe that over intersections Uα ∩ Uβ on the super Riemann surface S(C, T ∗C,−),
∂
∂θ
= ζαβ(x)
∂
∂η
and
∂
∂x
=
∂fαβ
∂x
∂
∂y
+
∂ζαβ
∂x
θ
∂
∂η
= ζαβ(x)
2 ∂
∂y
+
∂ζαβ
∂x
θ
∂
∂η
.
Hence we find
νβ − να =
∑
i
ξi
(
vβ(y, y˜)− ζαβ(x)vα(x, x˜)
)( ∂
∂η
− η ∂
∂y
)
(83)
and so the difference νβ − να will define a 1-cochain valued in the sheaf of supercon-
formal vector fields. It is holomorphic since, by assumption, ∂ωαβ = 0. Regarding
the difference Xβ −Xα of even superconformal vector fields, write:
Xα =
∑
i<j
ξiξj
(
X ijα (x, x˜)
∂
∂x
+
1
2
∂X ijα
∂x
θ
∂
∂θ
)
Xβ =
∑
i<j
ξiξj
(
X ijβ (y, y˜)
∂
∂y
+
1
2
∂X ijβ
∂y
η
∂
∂η
)
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As with the even case we have,
Xα =
∑
i<j
ξiξj
(
X ijα
(
ζ2αβ
∂
∂y
+
∂ζαβ
∂x
ζ−1αβ η
∂
∂η
)
+
1
2
∂X ijα
∂x
η
∂
∂η
)
=
∑
i<j
ξiξj
(
(X ijα ζ
2
αβ)
∂
∂y
+
1
2
(
X ijα ζ
−2
αβ
∂ζ2αβ
∂x
+
∂X ijα
∂x
)
η
∂
∂η
)
(84)
=
∑
i<j
ξiξj
(
(X ijα ζ
2
αβ)
∂
∂y
+
1
2
ζ−2αβ
∂
(
X ijα ζ
2
αβ
)
∂x
η
∂
∂η
)
=
∑
i<j
ξiξj
(
(X ijα ζ
2
αβ)
∂
∂y
+
1
2
∂x
∂y
∂
(
X ijα ζ
2
αβ
)
∂x
η
∂
∂η
)
(85)
=
∑
i<j
ξiξj
(
(X ijα ζ
2
αβ)
∂
∂y
+
1
2
∂
(
X ijα ζ
2
αβ
)
∂y
η
∂
∂η
)
where in (84) we used ∂ζαβ
∂x
1
ζαβ
= 1
2
∂ζ2
αβ
∂x
1
ζ2
αβ
; and in (85) we used ζ−2αβ = (∂fαβ/∂x)
−1 =
∂x/∂y. Hence as in (83) we find,
Xβ −Xα =
∑
i<j
ξiξj
((
X ijβ −X ijα ζ2αβ
)
+
1
2
∂
(
X ijβ −X ijα ζ2αβ
)
∂y
η
∂
∂η
)
(86)
and so the difference Xβ − Xα will be a 1-cochain valued in even, superconformal
vector fields. From the revelations in (83) and (86), we can write,
ωαβ
∆
=
{∑
i
ξi
∂Dol−1ϕ
∂ξi
∣∣∣∣
ξ=0
+
∑
i<j
ξiξj
∂2Dol−1ϕ
∂ξj∂ξi
∣∣∣∣
ξ=0
}
αβ
=
∑
i
ξi ψ
i
αβ(x)
(
∂
∂η
− η ∂
∂y
)
+
∑
i<j
ξiξj
(
gijαβ
∂
∂y
+
1
2
∂gijαβ
∂y
η
∂
∂η
)
(87)
for some holomorphic functions ψiαβ and g
ij
αβ. Note that since ∂˜ξ was assumed to define
an analytic deformation, Proposition III.4.3 will imply that {∂Dol−1ϕ/∂ξi|ξ=0}i are
pairwise linearly dependent (c.f., Proposition II.1.3). In comparing now with the
relations in (21)—(23) it becomes evident that any atlas (U , ϑ) with ϑ = 1+ω(U ,ϑ)+
· · · , where (ω(U ,ϑ))αβ = ωαβ for all α, β, will be superconformal modulo the ideal (ξ3),
i.e., to second order. 
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III.5.2. Existence. In Lemma III.5.1 we assumed the existence of an atlas (U , ϑ)
for the total space of a deformation X → A0|n
C
with ϑ given by the ansatz in Lemma
III.5.1. Superconformality of (U , ϑ) then followed. Presently we argue that there will
always exist a supermanifold with such an atlas associated to any analytic deforma-
tion.
Proposition III.5.2. Let ∂˜ξ = ∂˜ − ϕ(ξ) be an analytic
deformation of a super Riemann surface S over A0|n
C
. Then
there will exist some atlas (U , ϑ′) for the total space of a
deformation X ′ → A0|n
C
of S such that
ϑ′ = 1+
∑
i
ξi
∂Dol−1ϕ
∂ξi
∣∣∣∣
ξ=0
+
1
2
∑
i<j
ξiξj
∂2Dol−1ϕ
∂ξj∂ξi
∣∣∣∣
ξ=0
+ · · ·
Proof of Proposition III.5.2. Starting from the expression of ω on intersections Uα∩Uβ
in (87), note that the following part
ω′αβ =
∑
i
ηξi ψ
i
αβ
∂
∂y
+
∑
i<j
ξiξj g
ij
αβ
∂
∂y
will define a 1-cocycle valued in the second obstruction space of the model (C, T ∗−);
where T ∗− is an extension of holomorphic bundles T
∗
C,− and ⊕nOC , with extension
class Θ(T ∗−) represented by the 1-cocycle Θ(T
∗
−)αβ =
∑
i ξi ψ
i
αβ∂/∂η. By Theorem
I.2.4 there will exist a supermanifold X modelled on (C, T ∗−) with atlas (U , ϑ) such
that ω(U ,ϑ) = ω′. Denote by X (2) ⊂ X the second infinitesimal neighbourhood of
C ⊂ X . As a locally ringed space X (2) = (C,OX/J3) where J ⊂ OX is the fermionic
ideal.25 Now set
ϑ′
∆
=
(
ϑ mod (ξ2)
)
+
∑
i<j
ξiξj
∂2Dol−1ϕ
∂ξj∂ξi
∣∣∣∣
ξ=0
=
(
ϑαβ mod (ξ
2)
)
+
∑
i<j
ξiξj
(
gijαβ
∂
∂y
+
1
2
∂gijαβ
∂x
η
∂
∂η
)
(on intersections Uα ∩ Uβ).
Any obstructions to enforcing the cocycle condition for ϑ′ are detected by second-
degree cohomology. As there exist no such cohomology on Riemann surfaces, there
25This is the ideal generated by the odd, nilpotent elements.
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are therefore no obstructions to enforcing the cocycle condition for ϑ′. As such (U , ϑ′)
defines an atlas for an infinitesimal thickening X ′(3) of X (2) ⊂ X . As any thickening
over a Riemann surface is unobstructed, it will embedd in some supermanifold X ′.
Hence there will exist some supermanifold X ′ with atlas (U , ϑ′) such that ϑ′ is given
by the expression in the statement of this proposition. This completes the proof. 
III.6. Correspondence of Equivalence Classes
We have so far obtained a correspondence of representative deformations. That is,
given an algebraic deformation (U , ϑ), Proposition III.1.2 shows how we can construct
an analytic deformation ∂˜ξ. Conversely, given an analytic deformation ∂˜ξ, we see how
to reconstruct an algebraic deformation (U , ϑ) in Lemma III.5.1 and Proposition
III.5.2. In order to finish the proof of Theorem II.5.1 now, it remains to show that
this correspondence will preserve the respective equivalences, detailed in Theorem
II.3.2 and Theorem II.4.2 for the analytic and algebraic deformations respectively.
III.6.1. The Linear Term. We firstly consider the terms in the respective deforma-
tions which are linear with respect to the auxiliary parameters (ξi). For an algebraic
deformation (U , ϑ) this term is the 1-cocycle {ψiαβ ∂∂ηi}α,β; and for an analytic defor-
mation it is the odd, superconformal vector (0, 1)-form χi(x, x˜)
(
∂
∂θ
− θ ∂
∂x
)
. Recall
now the following correspondences of deformations: by Proposition III.1.2 (c.f., (63))
we have {
ψiαβ
∂
∂η
}
α,β
≡ 1
2
{
ψiαβ
(
∂
∂η
− η ∂
∂y
)}
7−→ 1
2
∂Dol ω(U ,ϑ)
∂ξi
∣∣∣∣
ξ=0
=
1
2
χi
(
∂
∂θ
− θ ∂
∂x
)
≡ χi ∂
∂θ
(88)
and conversely, from the statements leading up to Proposition III.5.2 we have
χi
∂
∂θ
≡ 1
2
χi
(
∂
∂θ
− θ ∂
∂x
)
7−→ 1
2
{
∂Dol−1ϕ
∂ξi
∣∣∣∣
ξ=0
}
α,β
=
1
2
{
ψiαβ
(
∂
∂η
− η ∂
∂y
)}
α,β
≡
{
ψiαβ
∂
∂η
}
α,β
(89)
where the above equivalences ‘≡’ are taken modulo the superconformal structure (c.f.,
(17)). The equivalences in (88) and (89) are made with respect to the superconformal
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structure on the super Riemann surface S(C, T ∗C,−). The Dolbeault isomorphism
sends coboundary terms in Čech cohomology to ∂-exact forms. On inspection of (34)
in Theorem II.3.2 and (49) in Theorem II.4.2 we have the following correspondence:{
wiβ ⊗
∂
∂η
− wiα ⊗
∂
∂θ
}
α,β
←→ ∂˜νi (90)
Hence, any linear equivalence of an algebraic deformation (i.e., an equivalence modulo
(ξ2)) will translate to a linear equivalence of the corresponding analytic deformation
and vice-versa.
III.6.2. The Quadratic Term. The quadratic terms in the respective deformations
are the terms proportional to (ξiξj)i<j . For the algebraic deformation (U , ϑ) it is the
1-cochain {gijαβ ∂∂y}α,β. And for the analytic deformation ∂˜ξ it is the even, supercon-
formal vector (0, 1)-form hij ∂
∂x
+ 1
2
∂hij
∂x
θ ∂
∂θ
. As with the correspondence of the linear
terms in (88) and (89) we have:{
gijαβ
∂
∂y
}
α,β
7−→ ∂
2Dol ω(U ,ϑ)
∂ξj∂ξi
∣∣∣∣
ξ=0
= hij
∂
∂x
+
1
2
∂hij
∂x
θ
∂
∂θ
≡ hij ∂
∂x
(91)
and conversely (c.f., (87)),
hij
∂
∂x
7−→
{
∂2Dol−1ϕ
∂ξj∂ξi
∣∣∣∣
ξ=0
}
α,β
=
{
gijαβ
∂
∂y
+
1
2
∂gijαβ
∂y
η
∂
∂η
}
α,β
≡
{
gijαβ
∂
∂y
}
α,β
(92)
where the above equivalences ‘≡’ are taken modulo the superconformal structure on
S(C, T ∗C,−) (c.f., (18)). Recall that the transformation of the quadratic terms under
equivalence were documented in (35) in Theorem II.3.2; and (50) in Theorem II.4.2.
We begin by recalling the transformation (50) below:
gijαβ
∂
∂y
− g˜ijαβ
∂
∂y
= uijβ
∂
∂y
− uijα
∂
∂x
(93)
+ δ
({
wiα
∂
∂θ
})
αβ
⊗ ψjαβ
∂
∂η
(94)
− δ
({
wjα
∂
∂θ
})
αβ
⊗ ψiαβ
∂
∂η
(95)
+
(
wiαw
j
β − wjαwiβ
) ∂
∂θ
⊗ ∂
∂η
. (96)
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We will now use that ∂/∂η has odd parity as a vector field, meaning it will anti-
commute with itself. Hence, regarding (94), we find:
δ
({
wiα
∂
∂θ
})
αβ
⊗ ψjαβ
∂
∂η
=
(
wiβ
∂
∂η
− wiα
∂
∂θ
)
⊗ ψjαβ
∂
∂η
=
(
wiβ
∂
∂η
)
⊗
(
ψjαβ
∂
∂η
)
−
(
wiα
∂
∂θ
)
⊗
(
ψjαβ
∂
∂η
)
=
[(
wiβ
∂
∂η
)
⊗
(
ψjαβ
∂
∂η
)
+
(
ψjαβ
∂
∂η
)
⊗
(
wiα
∂
∂θ
)]
(97)
Similarly, regarding (95) we have:
δ
({
wjα
∂
∂θ
})
αβ
⊗ ψiαβ
∂
∂η
=
(
ψiαβ
∂
∂η
)
⊗
(
wjβ
∂
∂η
)
+
(
wjα
∂
∂θ
)
⊗
(
ψiαβ
∂
∂η
)
(98)
Finally, where the expression in (96) is concerned, note that it can be rewritten in
the following way:
(96) =
(
wiα
∂
∂θ
)
⊗ δ
({
wjα
∂
∂θ
})
αβ
−
(
wjα
∂
∂θ
)
⊗ δ
({
wiα
∂
∂θ
})
αβ
(99)
To recover global, smooth vector (0, 1)-forms on C∞ we use the correspondences
established in (88), (89) and (90). From this latter-most correspondence (90) we can
recover a smooth vector field on C∞ from the 0-cochain wk = {wkα ∂∂θ}α∈I , k = i, j
as follows: On each intersection U∞α ∩ U∞β ∩ C∞ we can write (δwk)αβ = µkβ ∂∂η −
µkα
∂
∂θ
, where µk = {µkα ∂∂θ}α∈I is a 0-cochain of smooth vector fields. Rearranging
this equation gives the relation: (wkβ − µkβ) ∂∂η = (wkα − µkα) ∂∂θ on all intersections
U∞α ∩ U∞β ∩ C∞. Hence there exists a smooth globally defined, odd vector field26 νk
on C∞ such that νk|U∞α ∩C∞ = (wkα − µkα) ∂∂θ . We therefore have: νk = wk − µk and
so a bijective correspondence: wk 7→ wk − µk. From this and (89) we recover the
26i.e., a smooth section of the bundle T−C
∞ → C∞
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following smooth vector (0, 1)-forms from holomorphic data on intersections:
(97)←→ νi ∂
∂η
⊗ χj ∂
∂η
+ χj
∂
∂η
⊗ νi ∂
∂η
(100)
≡ 1
22
[
νi
(
∂
∂η
− η ∂
∂y
)
, χj
(
∂
∂η
− η ∂
∂y
)]
+
1
22
[
χj
(
∂
∂η
− η ∂
∂y
)
, νi
(
∂
∂η
− η ∂
∂y
)]
≡ 1
2
[
νi
(
∂
∂η
− η ∂
∂y
)
, χj
(
∂
∂η
− η ∂
∂y
)]
(101)
=
1
2
[νi, χj] (102)
where in the lines succeeding (102) we use the correspondence in (17) in addition to
the mapping sending tensor products of vector fields to their (super)Lie bracket; in
(101) that the (super)Lie bracket of odd vector fields is symmetric; and in (102) we
identify νi and χj with the superconformal, vector (0, 1)-forms in the previous line.
Similarly, we have:
(98)←→ 1
2
[
νj , χi
]
. (103)
Finally, concerning (99) we have:
(99)←→ νi ⊗ ∂˜νj − νj ⊗ ∂˜νi ≡ 1
22
(
[νi, ∂˜νj ]− [νj , ∂˜νi]
)
(104)
And so from (102), (103) and (104) we can conclude:{
gijαβ ⊗
∂
∂y
− g˜ijαβ ⊗
∂
∂y
}
α,β
←→
∂˜νij +
1
2
(
[νi, χj]− [νj , χi]
)
+
1
4
(
[νi, ∂˜νj ]− [νj , ∂˜νi]
)
= hij′
∂
∂y
− hij ∂
∂y
(105)
where ∂˜νij is the Dolbeault form of the coboundary δ{uijα∂/∂x} in (93); and where
(105) is deduced on comparing with the transformation law for hij in (37). Hence
equivalences of algebraic deformations translate to equivalences of analytic deforma-
tions, to second order. This concludes the proof of Theorem II.5.1. 
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Part IV. Applications
IV.1. Analytic Deformations and Non-Splitting
For algebraic deformations, recall that the total space X of the deformation will be
a complex supermanifold. Hence it makes sense to ask whether these deformations
split by asking this question of the total space X . In this section we consider this
problem for analytic deformations.
IV.1.1. A Non-Split Supermanifold. Recall from Proposition III.4.3 that associ-
ated to any analytic deformation X∞ = (S(C, T ∗C,−)∞×A0|nC , ∂˜ξ) is a superconformal
model (C, T ∗X an.,−). In Proposition III.5.2 then, we deduced the existence of a com-
plex supermanifold modelled on (C, T ∗X an.,−) with an atlas of a certain kind. This
deduction forms the basis for the following.
Theorem IV.1.1. Let X∞ be an analytic deformation of
a super Riemann surface (S(C, T ∗C,−)
∞, ∂˜) and suppose it
is non-trivial. Then there will exist a non-split, complex
supermanifold modelled on (C, T ∗X an.,−), where T
∗
X an.,− is as
in (sub)Section III.2.4.
Proof of Theorem IV.1.1. Let X∞ = (S(C, T ∗C,−)∞×A0|nC , ∂˜ξ) be an analytic deforma-
tion with ∂˜ξ = ∂˜−ϕ(ξ), with ϕ(ξ) as in (31). To second order, analytic deformation
parameters describing X∞ can be represented by the 3-tuple (χi, χj , hij)i<j;i,j=1,...,n.
With ν = (νi, νj , νij)i<j;i,j=1,...,n representing a superconformal vector field to second
order (see (33)), Theorem II.3.2 and (37) give the transformation rule: χ
i
χj
hij
 ν7−→
 χ
i + ∂˜νi
χj + ∂˜νj
hij + ∂˜νij + νiχj − νjχi + 1
2
(
νi∂˜νj − νj ∂˜νi)
 . (106)
An analytic deformation is trivial if there exists some superconformal vector field
ν = (νi, νj , νij)i<j;i,j=1,...,n sending (χi, χj, hij)i<j;i,j=1,...,n 7→ (0, 0, 0). Now in or-
der to prove Theorem IV.1.1 we will show that the atlas in Lemma III.5.1 will
define a non-vanishing, primary obstruction which, by Theorem I.2.2, defines a non-
split supermanifold. Suppose firstly that X∞ is non-trivial to linear order, so that
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(χi)i=1,...,n transforms non-trivially. By (106) this means χi is not exact. Recall that
χi = ∂ϕ/∂ξi|ξ=0. Its preimage under the Dolbeault isomorphism will be non-trivial.
By Lemma III.3.2, its pre-image coincides with Θ(T ∗X an.,−), so therefore this exten-
sion class is non-trivial, i.e., Θ(T ∗X an.,−) 6= 0. Let (U , ϑ) be the atlas from Lemma
III.5.1. As it is superconformal to second order, its primary obstruction will map
onto Θ(T ∗X an.,−) by Lemma III.1.1. As Θ(T
∗
X an.,−) 6= 0 then ω(U ,ϑ) 6= 0 so therefore
(U , ϑ) will define an atlas for some non-split supermanifold. Now suppose X∞ is triv-
ial to linear order, but non-trivial to second order. This means (χi)i=1,...,n is exact.
From (106) then we can deduce there will not exist any ν sending hij 7→ 0. From
the correspondence between analytic and algebraic deformations in (92) we have:
hij 7−→
{
∂2Dol−1ϕ
∂ξj∂ξi
∣∣∣∣
ξ=0
}
α,β
≡
{
gijαβ
∂
∂y
}
α,β
(107)
=
{
∂2ω(U ,ϑ)
∂ξj∂ξi
∣∣∣∣
ξ=0
}
α,β
(108)
where (108) follows from the general expression for the primary obstruction to split-
ting in (58) (see also (60)). Since the mapping in (107) preserves equivalences by
Theorem II.5.1, there cannot exist any transformation sending (gijαβ)α,β 7→ 0. Hence
by (108) there cannot exist any transformation sending ω(U ,ϑ) 7→ 0 and so ω(U ,ϑ) 6= 0.
Theorem IV.1.1 now follows. 
We say an algebraic deformation (U , ϑ) is non-split if its primary obstruction to
splitting is non-vanishing. Arguing similarly to Theorem IV.1.1 now, we have the
converse:
Theorem IV.1.2. Let (U , ϑ) be a non-split, algebraic
deformation of a super Riemann surface S(C, T ∗C,−) =
(S(C, T ∗C,−)
∞, ∂˜). Then it defines a non-trivial, analytic de-
formation of (S(C, T ∗C,−)
∞, ∂˜). 
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IV.1.2. The Associated Complex Superspace. Recall that to any smooth super-
manifold X∞ with complex structure ∂˜, there will be associated some complex super-
manifold X. The structure sheaf OX comprises (germs of) those functions on X∞ in
the kernel of ∂˜. And so, to any analytic deformation X∞ = (S(C, T ∗C,−)∞×A0|nC , ∂˜ξ),
there is associated a complex supermanifold which we had referred to in (sub)Section
III.2.4 as X an.. It is a complex supermanifold modelled on (C, T ∗X an.,−) which, by
Proposition III.4.3, is a superconformal model. As a locally ringed space,
X an. = (C,Ohol.(X∞))
where the structure sheaf Ohol.(X∞) is the sheaf of holomorphic functions on X∞.27
Now in Proposition III.5.2 we deduced the existence of some supermanifold X ′ mod-
elled on (C, T ∗X an.,−) which will admit a superconformal atlas, to second order, from
the given, analytic deformation X∞. It is natural to then ask:
Question. does the complex supermanifold X an. associated
to the analytic deformation X∞ admit a superconformal at-
las?
We suspect the answer to the above question is ‘obviously true’, however we will not
venture to prove it here and leave it therefore as an open question. Note that as a
corollary to an affirmative answer to the above question: X∞ will be non-trivial to
second order if and only if X an. is non-split as a complex supermanifold by Theorem
IV.1.1 and Theorem IV.1.2.
IV.2. Algebraic Deformations and Supermoduli
IV.2.1. Statement of Result. With the correspondence established in Theorem
II.5.1 we can readily address a question raised by the author in [Bet19b] on the rela-
tion between deformations of super Riemann surfaces and supermoduli. Denote by
Mg the supermoduli space of curves. This is the universal parameter space for super
Riemann surfaces of genus g. It is a superspace in its own right; and as such Don-
agi and Witten in [DW15, DW14] argued that its primary obstruction to splitting,
27Recall, holomorphy is defined by reference to ∂˜ξ.
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denoted ωMg , is non-vanishing. In [DW14] a dual description of ωMg was offered by
reference to analytic deformation parameters. That is, a pairing was obtained be-
tween the primary obstruction ωMg and analytic deformation parameters over A
0|2
C
,
(χ1, χ2, h12). It is invariant under equivalences of these parameters. This pairing
can be generalised to analytic deformation parameters over A0|n
C
, (χi, χj, hij)i<j=0,...,n
(see Lemma IV.2.3 below). From the correspondence presented in Theorem II.5.1
between (equivalence classes of) analytic and algebraic deformations, we can then
conclude:
Theorem IV.2.1. For any algebraic deformation (U , ϑ) of
a super Riemann surface S(C, T ∗C,−) there exists an invari-
ant pairing between ωMg and ω(U ,ϑ).
Invariance of the pairing in Theorem IV.2.1 means 〈ωMg , ω(U ,ϑ)〉 = 〈ωMg , ω(U˜ ,ϑ˜)〉 for
any two equivalent algebraic deformations (U , ϑ) ≡ (U˜ , ϑ˜). Before we give a proof of
Theorem IV.2.1 it will be necessary to digress briefly on the pairing between analytic
deformations and supermoduli obstructions.
IV.2.2. Donagi andWitten’s Invariant Pairing. In [DW14], en route to their de-
duction of non-projectedness of the supermoduli space, the following result is proved:
Theorem IV.2.2. Let ωMg denote the primary obstruction
to splitting the supermoduli space of genus g curves Mg;
and let (X∞, ∂˜ξ) be an analytic family of super Riemann
surfaces over A0|2
C
. Then there exists an invariant pairing
between ωMg and ∂˜ξ. 
By invariance of the pairing 〈ωMg , ∂˜ξ〉 stated in Theorem IV.2.2 it is meant that:
〈ωMg , ∂˜ξ〉 = 〈ωMg , ∂˜′〉 for any two, linearly equivalent, analytic families.28 With
(S(C, T ∗C,−)
∞, ∂˜) the central fiber of (X∞, ∂˜ξ); ∂˜ξ = ∂˜−ϕ(ξ) and ϕ(ξ) as in (31), the
28recall the terminology from Theorem II.3.2.
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following local formula29 was provided in [DW14, p. 32],〈
ωMg , ∂˜ξ
〉∣∣∣
(S(C,T ∗C,−)∞,∂˜)
∆
=
∫
C×C
〈
ωMg , χ
1
⊠ χ2
〉− 2pi√−1 ∫
C
〈
Res ωMg , h
12
〉
, (109)
where the expression in (109) is defined via Serre duality. We refer to [DW14] for
further elaboration on this point.
IV.2.3. Proof of Theorem IV.2.1. We begin with the following generalisation of
Donagi and Witten’s invariant pairing from Theorem IV.2.2:
Lemma IV.2.3. The invariant pairing in Theorem IV.2.2
holds more generally for any analytic family over A0|n
C
,
where n ≥ 2. It is given by the local expression:〈
ωMg , ∂˜ξ
〉∣∣∣
(S(C,T ∗C,−)∞,∂˜)
∆
=
∑
i<j
(∫
C×C
〈
ωMg , χ
i
⊠ χj
〉− 2pi√−1 ∫
C
〈
Res ωMg , h
ij
〉)
.
Proof of Lemma IV.2.3. Each summand on the right-hand side of the local expression
for 〈ωMg , ∂˜ξ〉 in the statement of this lemma will be invariant under linear equivalence
in Theorem II.3.2. This can be deduced by the same arguments given by Donagi
and Witten in [DW14] regarding the expression for pairings of deformations over
A
0|2
C
in (109). Hence the entire expression, i.e., the sum over {i, j : i < j}, will be
invariant. 
Now recall the relation between analytic and algebraic deformations in (63). For any
algebraic deformation (U , ϑ) of a super Riemann surface S(C, T ∗C,−) ≡ (S(C, T ∗C,−)∞, ∂˜)
over A0|n
C
with primary obstruction ω(U ,ϑ), write:
∂˜(U ,ϑ)
∆
= ∂˜ −
∑
i
ξi
∂Dol ω(U ,ϑ)
∂ξi
∣∣∣∣
ξ=0
−
∑
i<j
ξiξj
∂2Dol ω(U ,ϑ)
∂ξj∂ξi
∣∣∣∣
ξ=0
.
29up to a sign factor, depending on the conventions adopted here
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By Proposition III.1.2, ∂˜(U ,ϑ) will define an analytic deformation and we can set:〈
ωMg , ω(U ,ϑ)
〉∣∣
S(C,T ∗
C,−)
∆
=
〈
ωMg , Dol ω(U ,ϑ)
〉∣∣
(S(C,T ∗
C,−)
∞,∂˜)
.
By Theorem II.5.1, equivalences of algebraic deformations translate to equivalences
of analytic deformations and so to linear equivalences. As such, the expression〈
ωMg , ω(U ,ϑ)
〉
will be invariant under equivalences of algebraic deformations. The-
orem IV.2.1 now follows. 
IV.3. The No-Exotic-Obstructions Conjecture
In (sub)Section II.1.6 we presented a conjecture from a previous article by the author.
It concerned the higher obstructions to splitting the total space of a super Riemann
surface deformation. We recall this conjecture below for convenience:
Conjecture. Let (U , ϑ) be an algebraic deformation of a
super Riemann surface S(C, T ∗C,−) over A
0|n
C
. If its primary
obstruction ω(U ,ϑ) vanishes, then (U , ϑ) is split.
In what follows we sketch a potential route to proving the above conjecture. Following
[DW15, Bet18], an atlas for a supermanifold X is said to be exotic if:
• X is split as a supermanifold and;
• the atlas defines a non-vanishing obstruction to splitting.
From Theorem I.2.2, any atlas with non-vanishing primary obstruction will be non-
split and so cannot be exotic. Therefore, any exotic atlas will define a ‘higher’
obstruction to splitting. The above conjecture asserts: there do not exist any exotic,
algebraic deformations of a super Riemann surface. Hence, any obstruction to split-
ting the total space of an algebraic deformation must be primary or must vanish.
This statement was confirmed explicitly for deformations over A0|2
C
. In the general
setting, equipped now with Theorem IV.2.1, a proof of the above conjecture might
read along the following lines:
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Proposed Proof Sketch of Conjecture. Suppose 〈ωMg ,−〉 is
non-vanishing on a subset U ⊆ Mg. This means at any
super Riemann surface [S(C, T ∗C,−)] ∈ U and for any alge-
braic deformation (U , ϑ) that 〈ωMg , ω(U ,ϑ)〉 = 0 if and only
if ω(U ,ϑ) = 0. We suppose moreover that ωMg will invari-
antly pair with any obstruction to splitting an algebraic
deformation (U , ϑ). Assuming now that (U , ϑ) is exotic, we
have ωprimary(U ,ϑ) = 0. Hence 〈ωMg , ωprimary(U ,ϑ) 〉 = 0. Since this
pairing is invariant under equivalences by the second of our
suppositions, we must also have 〈ωMg , ω(U ,ϑ)〉 = 0. There-
fore ω(U ,ϑ) = 0 by the first supposition. Hence (U , ϑ) must
be split. This argument reveals, over regions U ⊆ Mg
where 〈ωMg ,−〉 is non-vanishing, that there cannot exist
any exotic, algebraic deformations. The conjecture would
therefore hold over these regions in supermoduli space. It
remains then to argue U = Mg. 
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