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Ensuring robust outcomes and designs is a crucial challenge in the engineering of modern integrated systems
that are comprised of many heterogeneous subsystems. Coupling among heterogeneous subsystems leads to
the complex response of design elements to changes in whole-system specifications. Here, we show that the
response of design elements to whole-system specification changes can be characterized, as materials are, using
strong/weak and brittle/ductile dichotomies. We find these dichotomies emerge from a mesoscale treatment of
early stage design problems that we cast in terms of stress–strain relationships. We illustrate the use of this
approach with examples from naval engineering, however our approach is immediately applicable to a broad
range of problems in integrated systems design.
INTRODUCTION
Modern manufacturing and industrial development de-
mands both robust products and robust designs. Whereas ro-
bust products exhibit similar, predictable behavior in a va-
riety of operating conditions, robust designs preserve de-
sign elements for a variety of target specifications or prod-
uct functions.[1, 2] Achieving robustness in design is impor-
tant for many considerations such as supply chain stability,
avoiding rework, etc., that lead to downstream cost and per-
formance uncertainty.[3, 4] Minimizing these uncertainties
through robust design has become both increasingly impor-
tant, and increasingly difficult to achieve, as products com-
ing to market incorporate broader arrays of functionality that
rely on the integration of heterogeneous subsystems.[5] The
coupling of heterogeneous subsystems leads to additional re-
strictions on the specifications of subsystem components, and
small changes in the design of one subsystem can trigger
avalanches of changes in connected subsystems.[6] Prevent-
ing or controlling for these phenomena is of paramount im-
portance. Doing so requires developing the ability to commu-
nicate about the nature of subsystem interdependencies, and
the effects of interdependencies on the robustness of overall
and subsystem design (see Fig. 1).
In many areas of engineering, the design of individual sub-
systems that rely on a limited set of physical phenomena is
guided by a long period of investigation into basic physical
science principles. E.g. the properties of materials used in en-
gineering design have been studied over centuries, and a rich
language and mathematical apparatus has been constructed to
understand and quantify the robustness of materials. Because
of this, familiar terms such as “brittle” vs “ductile” or “strong”
vs “weak” can be precisely formulated in terms of stress and
strain thresholds on a material’s performance that describe its
robustness under a given set of conditions.[7] In contrast, the
study of the basic physical phenomena that underlie the be-
havior of systems integration are in their relative infancy.[8–
10] In the design of distributed systems, for example, what it
means to be robust, and how to quantify robustness are open
questions.
A classic paradigm for designing distributed systems,
known as a “design spiral”,[11] optimizes the subsystems in a
sequential order under the expectation of convergence to a sin-
gle, globally optimal design solution. However, global optima
of coupled subsystems are frequently not comprised of the
optimum of each component subsystem.[12] To address this,
“set-based” design paradigms, which retain feasible candidate
designs throughout the design process, have begun to supplant
optimization based design paradigms in the design of dis-
tributed systems in, e.g., automotive,[13, 14] aerospace,[15],
and naval design.[16] By retaining feasible designs through-
out the design process, set-based design facilitates the con-
sideration of qualitatively different classes of designs. In one
example of aircraft design, three possible classes of tail-wing-
flight control configurations were explored yet yielded very
similar performance metrics and were passed on to the next
stage; at later design stage, however, only one of them was
found to easily accommodate changes in target weight and
the other two were discarded.[15] Comparing design classes,
or “architectures”, requires working at an intermediate level
of analysis between candidate designs that differ only in mi-
croscopic details, and the design as a whole. Working at this
intermediate level of analysis and retaining feasible designs
is challenging in the context of so-called robust optimization
techniques.[17, 18] Ref. [19] introduced a mathematical for-
mulation of set-based design using principles from informa-
tion theory and statistical physics, to understand and quantify
the effects of global, whole-system level design “pressures”
on component subsystems.
Here, we show that the “systems physics” approach of Ref.
[19] can be used to understand and quantify the robustness
of subsystem design. We do so by using systems physics
to facilitate, via so-called Landau free energies,[20] quantita-
tive comparisons between architecture classes at intermediate,
“mesoscale” levels of analysis. We find that at the mesoscale,
the robustness of architecture classes can be quantified in pre-
cisely the same terms of stress–strain relationships that are
used to quantify the robustness of materials. By casting the
behavior of design classes in terms of stress and strain, just
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FIG. 1. Schematic representation of the design of a complex inte-
grated system. (a) Green, red, and blue nodes and contours demon-
strate the division of the whole system into interdependent subsys-
tems. Bi-directional arrows illustrate the interdependence between
the subsystems. (b) We consider only the blue subsystem of four
elements. Orange and purple arrows illustrate the constant external
design stress ~σext1,2 exerted by the other two abstracted-out subsys-
tems.
as for materials, our approach allows for classifying designs
as “brittle” or “ductile” and “strong” or “weak”. Though our
approach is general, for concreteness we give explicit exam-
ples of brittle, ductile, strong, and weak designs that arise in
the context of naval architecture. We determine classifications
quantitatively via the response of a subsystem design architec-
ture to external coupling. We show that architecture classes
can change between brittle and ductile behavior depending on
the form of global design pressure. This novel form of insight
into a ubiquitous set of challenges faced in industrial design
provides a new means for communicating about and achieving
robust design.
ROBUST DESIGN FROM STATISTICAL PHYSICS
In this section we develop a physical approach for describ-
ing robustness in systems design. We first describe the con-
cepts we seek to quantify, we then give a general mathematical
formulation.
General Approach
To establish a physics approach for understanding robust-
ness in systems design, we proceed by analogy with the
physics of materials. As a simple example, consider a steel
rod under mechanical stress. Under stress the rod can take
one of two qualitatively different states, intact or broken. Be-
fore it breaks, the response of a rod to external forcing can be
quantified using stress–strain relationships. The nature of the
stress–strain response can be used to concretely describe ma-
terials along the independent axes of weak–strong or brittle–
ductile.[7] Brittle and ductile materials, e.g., show qualitative
differences in behavior that lead to vastly different industrial
uses.
In different industrial contexts, both brittle and ductile ma-
terials can find appropriate uses, but in either case, appropriate
foreknowledge about material response is crucial for deter-
mining which material to incorporate in products. We seek
an analogous means to quantify and classify whole-system
design to describe how design components, or subsystems,
respond to integration with other subsystems (see schematic
illustration Fig. 1b). To do so, we introduce a classification
for designs, analogous to the classification of states of a mate-
rial, of distinct architecture types. For each architecture type,
we study the ultimate “design stress” and “design strain” re-
quired to shift subsystem architectures between types. Be-
cause the classification of system architectures is constructed
to mirror the classification of states of a material, the ultimate
design stress/strain required to shift designs between archi-
tecture classes is directly analogous to determining the con-
ditions under which a steel rod breaks. Through this clas-
sification, we determine design types that are the most re-
silient to external forcing. To do this, we show that an en-
gineered system under design stress or strain [19] falls into
one of a number of possible design classes, each consisting
of many individual designs and characterized by a value of
free energy. We identify the minima of this free energy land-
scape with distinct locally optimal architecture classes, and
for each architecture class we compute stress–strain relation-
ships. From these stress–strain relationships we can classify
system designs as “brittle” or “ductile”, “weak” or “strong”.
Moreover, materials undergo transitions between brittle and
ductile behavior that are determined by thermodynamic con-
ditions. Understanding these transitions is important in indus-
trial applications,[21] as well as in geology.[22] We show be-
low that echoes of brittle/ductile transitions also exist in sys-
tems design.
3Mathematical Formulation
To formulate this approach mathematically, we begin by
noting that a common task in design problems with a com-
binatorially large numbers of possible design realizations is
to pick a representative set of candidate designs for further
consideration.[16] It can be shown [19] that given a set of de-
signs {α}, a set of design objectives, Oi, and a set of average
expected desired outcomes, 〈Oi〉 the minimally biased (maxi-
mal entropy [23]) probability distribution across the candidate
designs is given by
p(α) =
1
Z e
−∑
i
λiOi(α)
, (1)
where λi are Lagrange multipliers that enforce the expected
outcomes. The λi can be interpreted as non-specific global
design pressures to achieve the respective design objectives
Oi. Fixing the normalization of Eq. (1) gives
Z = e−
∑
i
λiOi(α)
, (2)
which has the familiar form of a partition function from sta-
tistical physics, and can be analyzed using the formalism of
statistical mechanics.
In many design problems the number of designs in the set
{α} is too large to consider directly. In these cases it is useful
to group designs into architecture classes according to com-
mon, shared design features. Here, we do this using a vector
of design features ~xα that can be computed for each design α.
The design features describe, e.g., the spatial location of de-
sign elements, or the internal operational parameters of func-
tional units in a subsystem that make up an architecture class.
Each class can be characterized by a combined, effective free
energy:
e−F (~x) =
∑
α
δ(~x− ~xα)e
−∑
i
λiOi(α)
. (3)
F (~x) is an example of a so-called Landau free energy [20],
and provides a mesoscale characterization of classes of de-
signs that share characteristics specified by ~x. F can be de-
fined up to an arbitrary additive constant that has no effect on
the statistical observables. The value of F is small for designs
that accord well with desired outcomes and large for designs
that don’t. Locally optimal designs, akin to “best-in-class”
outcomes, are determined by the minima of F (~x), which we
index as k ∈ {A,B,C, . . . }. A generalized displacement of
the position or properties of a functional unit from the local
minimum is the design strain ~k = ~x − ~xk. Design stress is
given by ~σ(~k) = −~∇F (~x). Sufficiently close to the local
minimum, design stress pulls the unit back to the minimum,
i.e. ~σ · ~k < 0. However, at larger strains in a particular di-
rection, the unit can reach a threshold, or saddle point in free
energy and get pulled by the local design stress to a different
minimum. We call that point the ultimate strain and formally
define it as
~ ultk = arg min
~k
|~k| : ~σ · ˆk > 0 , (4)
where |·| denotes a suitable vector norm (here we use standard
Euclidean norm) and ˆk is a unit vector pointing along the
strain direction.
As a design class is strained from ~0 to ~ ultk , it will develop
design stress. To analyze the stress response, it is convenient
to compute the projection of the stress along the strain direc-
tion, σ = |~σ(~k) · ˆk|. From this projection it is possible to
compute the ultimate stress, i.e. the magnitude of externally
exerted stress that causes designs to switch between classes.
Formally, this is given by
σultk = max
a∈[0,1]
∣∣∣~σ(~xk + a~ ultk ) · ˆultk ∣∣∣ , (5)
where a is an auxiliary variable parametrizing a straight line.
When subsystem designers incorporate effects that arise
from coupling to other subsystems, other subsystems exert
external design stress or strain on the subsystem of interest.
Whether the interaction between subsystems exerts external
stress or strain depends on the nature of this interaction. In
statistical mechanics, these different loading types correspond
to intensive or extensive modification to the specification of
the system. This is analogous to the different forms of me-
chanical loading that can be applied to a steel rod. For ex-
ample, the external load can exert a constant force on the rod,
i.e. fixed stress or intensive modification, by attaching a fixed
weight, for example. Or the rod can be stretched by some
fixed amount, i.e. fixed external strain or extensive modifica-
tion, followed by a measurement of the tensile force.
In design terms, a concrete example of external design
stress would be the need to route a connection from a func-
tional unit to an external subsystem, with the direction and
cost per unit length specified for the connection. This scenario
creates a uniform design stress ~σext on the subsystem, and the
new local optimum would be found at the location where the
internal design stress balances the external ~σext + ~σ = 0. An
example for external strain would be the need to position an
additional object of fixed size ~ext at the optimum location for
a different functional unit, thereby displacing that functional
unit via an external strain of at least ~ext.
All of the local minima arise independently in different re-
gions of the free energy landscape, so we compute the ultimate
stress and strain for each design class and plot them together
without averaging. We characterize each design class as weak
or strong by comparing the relative σultk . Weak designs have
small σultk , whereas strong designs have large σ
ult
k . We also
classify designs as brittle or ductile by comparing the rela-
tive
∣∣~ ultk ∣∣. Brittle designs have small ∣∣~ ultk ∣∣, whereas ductile
designs have large
∣∣~ ultk ∣∣. The most robust designs would be
achieved by the architecture classes (free energy basins) that
are both strong and ductile.
Additionally, ultimate stress and strain are local metrics,
characterizing a single local minimum of free energy, or,
equivalently, a single design class. An external stress ~σext ap-
plied uniformly to each feasible design in a class domain of
{~x} is equivalent to modification of the free energy landscape
4as F˜ (~x) = F (~x)− ~x ·~σext. In general, F˜ and F will have dif-
ferent sets of local minima, i.e. design configurations that are
locally optimal will change in the presence of external stress.
If the external stress ~σext is much larger than any internal de-
sign stresses −~∇F (~x) naturally arising in subsystem design,
the subsystem is completely dominated by external stress that
eliminates candidate design classes.
We characterize the loss of design richness under external
stress by finding the domain in {~σext} plane in which a mini-
mum of the same type k exists. Here, by “same” we mean a
minimum that moved less than some threshold under a small
change of stress δ~σext∣∣~xk(~σext + δ~σext)− ~xk(~σext)∣∣ < ∆xth . (6)
We illustrate how external stress affects the viability of ranges
subsystem design classes using Venn diagrams.
EXAMPLE SYSTEM: MODEL, RESULTS, AND
DISCUSSION
Model System
The framework we set out in the previous section could be
applied to a broad range of design problems. For concrete-
ness, we focus on design problems arising in naval archi-
tecture and employ an established model of early stage ship
design.[6] This model involves embedding a network that de-
scribes functional units of a ship design into a fixed hull ge-
ometry, and routing connections between units. In practice the
number of candidate designs is combinatorially large, which
suggests using a statistical mechanics approach.[19] Here, we
study a subsystem of two connected functional units that are
part of a larger network of functional connections embedded
in the ship hull.
We consider units that are situated in adjacent watertight
compartments separated by a bulkhead, as is common in ship
design. The two units can be connected along the shortest
path, either over the bulkhead or directly through. Two design
objectives of this subsystem are the cost E of routing the ca-
ble across some distance and the penalty for routing the cable
through the bulkhead, denoted by a binary indicator variable
B ∈ {0, 1}.
For the routing problems of interest here, we take [19]
O1 ≡E = C (|∆x|+ |∆y|) and
O2 ≡B , (7)
from which the general form of Eq. (2) gives a partition func-
tion
Z = e−E(α)T −γB(α) , (8)
where we expressed the design pressure λ1 ≡ 1/T in terms of
“cost tolerance” T , and denoted λ2 = γ as bulkhead penetra-
tion penalty. Each subsystem design α is characterized by the
positions of the two units ~x1 = (x1, y1) and ~x2 = (x2, y2),
as well as the chosen routing between them. We consider the
design problem at a mesoscopic level of detail that does not
make explicit reference to the functional routing or the loca-
tion of the second functional unit. We do this mathematically
by integrating those degrees of freedom out of the partition
function Eq. (8). This gives the effective, for Landau, free
energy energy landscape for the position of the first unit as
e−F (x,y) =
∑
α
δ(~x− ~x1(α))e−
E(α)
T −γB(α) . (9)
Typical resulting free energy landscapes, F (x, y), are illus-
trated in Fig. 2a,c,e. Each position (x, y) of the left unit cor-
responds to a large number of possible design realizations,
which reflects the mesoscale level of this description of the
system. We find below that these landscapes show a rich struc-
ture, with many local minima appearing and disappearing as
the design pressures T and γ are varied. In design terms, this
reflects the difference in viability of different design architec-
tures depending on overall, global design requirements.
Results and Discussion
Ref. [19] showed that the above arrangement-problem
model undergoes a finite-size “phase transition” near a crit-
ical cost tolerance Tcrit = C/ ln 2. Below that cost tol-
erance, short routings are preferred because they minimize
cost E. Above Tcrit, longer routings are preferred because
they maximize design flexibility, even though they are expen-
sive. We fix the freedom of units by setting C = 1, so that
Tcrit = 1/ ln 2 ≈ 1.44. Fig. 2 depicts the Landau free energy
landscapes describing the location of a functional unit. The
comparison of landscapes for several values of T in Fig. 2
panels a,c,e indicates that subsystem designs can be grouped
into classes associated with multiple free energy basins, and
that the existence of these basins depends on the degree over-
all design pressure arising from T . In systems with a well-
defined thermodynamic limit, the absolute minimum of Lan-
dau free energy fully determines the system’s macrostate. In
the present, finite-size system, however, the difference be-
tween local minima can be sufficiently small that the choice of
one set of designs over another could fall within the discretion
of the designer. We identify the “watersheds” of local minima
of Landau free energy with distinct architecture classes.
For the model system in the range of T ∈ [0.5, 2.0], we
identify up to 6 qualitatively different architecture classes that
we label A through F . Figs. 2 and 3 illustrate the architecture
classes at three representative values of T = 1.20, 1.50, 1.70
corresponding to, respectively, sub-critical, near-critical, and
super-critical cost tolerance. For each architectural class, we
make use of the methodology developed in the previous sec-
tion to determine thresholds, in terms of ultimate stress and
strain, that determine when an architecture class would be-
come infeasible in response to some change in external cou-
pling.
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FIG. 2. Landau free energy landscapes and stress-strain curves at
three different cost tolerances T = 1.20, 1.50, 1.70 and constant
bulkhead penalty γ = 2. (a,c,e) Landau free energy landscape for the
position of the left functional unit.The solid vertical line on the right
denotes the position of the bulkhead. The dashed vertical line cuts
off the domain of the second functional unit that has been integrated
out. Note the different colormap scales at different T . Each colored
circle indicates a local minimum, indexed with a unique letter A..F
and a unique color (green, blue, red etc.). The cross marks and lines
connecting them to circles indicate the ultimate strain locations for
each minima, as determined by condition (4). (b,d,f) Stress-strain
curves for each of the local minima at given T , with stress measured
along the ultimate strain direction via spline interpolation of the free
energy landscape. The cross marks indicate the ultimate strain for
each minimum.
Fig. 2 depicts on the stress–strain response of each archi-
tecture class at three representative values of T . Before dis-
cussing the stress–strain response, it is useful to recall that
the response observed in typical physical materials for small
strains has a linear response regime, i.e. for small strains  the
stress grows linearly with strain σ = Y  + O(2), where Y
is the Young’s modulus, and only deviates from that scaling
at larger stress. The stress–strain relationships for different
architecture classes are presented in Fig. 2b,d,f and show sev-
eral notable features.
Firstly, the stress takes finite value at near-zero external
strain:
σ = σ0 + Y +O
(
2
)
. (10)
This stress response is reminiscent of residual internal stress in
manufactured engineering components, usually resulting from
plastic deformations in manufacturing, thermal expansion, or
phase change of materials [24]. The response of materials
with residual stress to additional external stress can deviate
significantly from naive expectations. In a similar way, addi-
tional design stress on architecture classes may not be imme-
diately result in design strain if σext < σ0 of the given class.
Secondly, the linear part of stress response can be both pos-
itive (Y > 0, as in Fig. 2f, architecture classes A,B, green
and dark blue curves) and negative (Y < 0, same figure, ar-
chitecture class C, light blue). In the latter case, the ultimate
stress σult might be reached already at  = 0, so the architec-
ture class would not show any change for subcritical external
design stress, but immediately change to a different class for
supercritical external design stress.
Thirdly, standard engineering materials exhibit finite me-
chanical stress at ultimate strain, immediately before the ma-
terial breaks. In contrast, the design stress we observe here
decreases continuously to zero at ultimate strain. This be-
havior, known as “tension softening”,[25] is observed in, e.g.,
fiber-reinforced brittle concrete, and is also supported by mi-
croscopic mechanistic models.[26]
As a technical note, design stress and strain form a pair
of thermodynamically conjugate variables (σ, ), so that ex-
ternal forcing of the system, depending on the form, can be
expressed in terms of one or the other. Because of this, the re-
gion of the stress–strain curve between reaching the ultimate
stress σult and the ultimate strain ult is infeasible when the
system is subjected to a fixed external stress, but remains fea-
sible for fixed external strain.
Fig. 3 illustrates the thresholds for external design stresses
up to which architecture classes remain feasible. At near-
critical T = 1.50 (Fig. 3b) all six architecture classes are fea-
sible at zero external stress. At sub-critical T = 1.20 (Fig. 3a)
and super-critical T = 1.70 (Fig. 3c) fewer classes are feasi-
ble at zero external stress, but others become feasible at larger
stress. In all panels, each architecture class is feasible for a
finite range of external stress, limited both in direction and in
magnitude.
At near-critical T = 1.50 (Fig. 3b), the classes E,F (pink
and purple) are feasible in very narrow and specific ranges of
external stress (σextx , σ
ext
y ). If there is any substantial uncer-
tainty in external design stress, it will be sufficient to render
architecture classes E,F infeasible. At the same time, the ar-
chitecture classes A through D, in which the functional unit
is localized either in one of the three corners or in middle of
one side of the allowed domain, are feasible given almost any
amount of external design stress outwards toward the domain
boundaries, as well as moderate stress directed into the do-
main. This analysis shows that if the direction of external
design stress is known at least approximately, the most sta-
ble architecture class can be chosen and the unit placement
within that class would be robust to external stress fluctua-
tions. In the bottom-right of the (σextx , σ
ext
y ) plane there is a
set of external stresses that remains unshaded. The existence
of this unshaded region indicates that unit placement for those
values of external stress does not correspond to architecture
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FIG. 3. Regions of existence of architecture classes in the (σextx , σexty )
plane. (a) T = 1.20, (b) T = 1.50, (c) T = 1.70. For each
panel,(Center) Venn diagram of regions in the (σextx , σexty ) plane
where each of 6 architecture classes exists. Black cross indicates
the origin of the plane ~σext = 0. (Inset) Free energy landscape with
the architecture classes A..F labeled in color. (Sides A..F) Regions
in the (σextx , σexty ) plane where the corresponding individual minima
exist, in the same stress scale as the central diagram.
classes found in our calculations at zero stress for any of the
temperatures we studied. This indicates that at those stress
levels, the subsystem design would be completely driven by
the external stress.
The diagrams of Fig. 3 show that high values of exter-
nal design stress, regardless of its direction, generically ren-
ders some architecture classes infeasible. For sub-critical and
super-critical T (Fig. 3a,c) many architecture classes can be
simultaneously feasible, but that the largest number of si-
multaneously feasible architectures does not occur for zero
external stress (e.g., ~σext ≈ (−0.35, 0) for T = 1.2, and
~σext ≈ (+0.2, 0) for T = 1.7). Thus, changes in feasible
arrangements arise from changing global design pressure T
and external strain ~σext in complex ways. We emphasize that
strong external dependencies in subsystem design can lead not
just to incremental changes of optimal designs, but to changes
in the feasibility of overall architectures.
We note that this corresponds to intuition from complex de-
sign, e.g. Ref. [12]. This effect, the reduction of a range of
qualitatively different, coexisting, locally optimal elements,
is reminiscent of effects observed in ecological systems.
There, a simple, external influence, such as excessive nitro-
gen deposition in soil, can lead to decimation of ecological
diversity.[27]
In Fig. 4 we show how the ultimate stress and strain of ar-
chitecture classes depend on global design pressure, via cost
tolerance. This analysis reveals that different design classes
are feasible for different cost tolerances. In addition, the
crossing of ultimate strain curves (panel a) indicates that an ar-
chitecture that is relatively brittle at one cost tolerance can be
relatively ductile at a different cost tolerance and vice-versa.
Likewise, the crossing of ultimate stress curves (panel b) in-
dicates that an architecture that is relatively weak at one cost
tolerance can be relatively strong at another cost tolerance,
and vice-versa. In our example, we find a crossover from ar-
chitecture classes D,E being feasible at low T to architecture
classes being feasible A,B,C at high T . At near-critical T
the qualitative diversity of architecture classes is the highest,
the ultimate stresses and strains for them are comparable to
each other but lower than at either low or high T .
The most robust architecture classes would have both high
ultimate strain (ductile) and stress (strong), i.e. they will be
high on both panels a and b of Fig. 4. For this model system
we conclude that the most robust architecture class is E at
low cost tolerance (functional unit placed near the middle of
bulkhead) and B at high cost tolerance (functional unit placed
in the middle of the opposite wall). The relative optimality of
these classes can be estimated as e−F (~xk), the value of F (~xk)
taken from Fig. 4c. From this point of view, the architecture
classE at low cost tolerance is not optimal, but is very close to
the optimal. The architecture class B at high cost tolerance is
both the most robust and far superior to other classes in terms
of optimality.
CONCLUSION
We conducted mesoscale investigations of subsystem ar-
rangement problems and studied the rich landscape of local
minima of Landau free energy and identified minima with
qualitatively distinct architecture classes for a given subsys-
tem. We showed that thresholds for design stress and strain,
extracted from appropriate stress–strain curves, provide a
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FIG. 4. Robustness and optimality measures for all architecture
classes (local minima of Landau free energy F (~x)) existing at each
value of cost tolerance T . The gray-shaded area on all three graphs
indicates the region near Tcrit = 1/ ln 2 ≈ 1.44, which exhibits al-
most all of the architecture classes. The three dotted vertical lines
indicate the values of T for which more detailed analysis is given in
Figs. 2, 3. Color and letter coding remain the same as in those Fig-
ures. (a) Ultimate strain values, corresponding to the brittle-ductile
robustness characterization of architecture classes. (b) Ultimate
stress values, corresponding to the weak-strong robustness character-
ization of architecture classes. (c) Landau free energy F (~xk) values
at all local minima, normalized so that for any T the lowest F value
is zero. Vertical position of the points corresponds to higher-lower
relative cost characterization of architecture classes.
generic means for quantifying the robustness of subsystem
designs. We showed that the robustness of subsystem de-
sign, through the stress–strain framework, can be concretely
described in the contrasting terms of weak/strong and brit-
tle/ductile that describe our everyday intuition about the be-
havior of materials. We believe this approach provides new
means of ensuring robustness in the design of complex, inte-
grated systems that will complement existing approaches in
operations research.[3, 4]
As examples, we gave explicit results for a model of a rout-
ing problem from naval architecture [28] and found a rich pat-
tern of architecture classes, with different subsets of them be-
ing locally optimal at different values of global design pres-
sures and local design stresses. We found that different archi-
tecture classes almost never change into each other smoothly,
but instead change abruptly. The knowledge of the intrinsic
abruptness of architecture class switching provides important
forewarning during the early stages of design process that oc-
curs well before committing to detailed design solutions. Our
results indicate that although the robustness of design classes
can be quantified using the same techniques that are used to
classify materials, the behavior of design classes in our exam-
ple routing problem resemble unconventional materials. E.g.,
residual stress and tension softening were ubiquitous in the
routing problems we studied. These results raise an interest-
ing question for future work of whether unconventional ma-
terial response is generic in generalized systems-level design
or is a specific feature of the design problem we studied here.
For example, in our case we classified designs by the location
of a functional unit in an arrangement problem; in physics
language the “order parameter” was taken to be a position in
space. In other contexts appropriate order parameters might
not be the location of objects in space, but rather the specifi-
cations of a design element, e.g. the storage capacity of a bat-
tery. The framework we developed here is sufficiently generic
to handle such cases, and other problems may more closely
resemble conventional materials behavior.
For example, we note that the present framework for study-
ing the problems in abstract design spaces was inspired by re-
cent work on the inverse design of colloidal particles for novel
nanomaterials.[29–31] The classification of subsystem archi-
tectures as brittle/ductile or strong/weak that we presented
here can also give improved understanding of thresholds on
appropriate particle properties for nanomaterials design.[32]
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