Due to their relevance in systems analysis and (robust) controller design, we consider the problem of determining controltheoretic system properties of an a priori unknown system from data only. More specifically, we introduce a necessary and sufficient condition for a discrete-time linear time-invariant system to satisfy a given integral quadratic constraint (IQC) over a finite time horizon using only one input-output trajectory of finite length. Furthermore, for certain classes of IQCs, we provide convex optimization problems in form of semidefinite programs (SDPs) to retrieve the optimal, i.e. the tightest, system property description that is satisfied by the unknown system. Finally, we provide bounds on the difference between finite and infinite horizon IQCs and illustrate the effectiveness of the proposed scheme in a variety of simulation studies including noisy measurements and a high dimensional system.
Introduction
Most established theory on controller design is based on a model of a system. However, with the growing complexity of the plants to be controlled, finding suitable models from first principles quickly becomes an arduous task. Therefore, there has been a rising interest in learning controllers directly from data, commonly referred to as 'data-driven control' approaches. Many such approaches are summarized in [14] . While model-based control theory usually provides rigorous mathematical guarantees for the stability and performance of the controlled loop, endowing data-driven methods with the same guarantees is an open field of research. We highlight a few of the very diverse but promising methods and directions in the following (that are not included in [14] ).
In [4] a reinforcement learning algorithm is presented which explicitly considers stability guarantees. In the same direction, the stability of a closed loop represented by a Gaussian Process is examined in [41] . Both works and references therein are hence examples of works that apply the stability concept from systems and control theory to established (machine) learning approaches. Along the lines of identification for control [12] , another approach that recently regained further attention is to identify a model with guaranteed bounds on the uncertainty, which are then accounted for in the robust controller design. A promising work in this direction for linear time-invariant (LTI) systems was presented in [9, 37] . However, there are still many open questions aiming at presenting end-to-end guarantees in an automatic databased control design procedure.
Another area naturally suited for data-driven concepts is the behavioral context. In [44] , for example, it was shown how a single data trajectory can be used to parametrize all possible future system trajectories for LTI systems. On the basis of this result, data-driven feedback controllers with stability and performance guarantees were introduced in [24] , with robust controller design presented in [3] . Furthermore, a datadriven model predictive controller was presented in [8] with stability guarantees provided in [2] , and determining control-theoretic system properties from data was approached in [18, 29, 45] . Besides [18, 29, 45] , there have been considerably more approaches to determine system properties such as the L 2 -gain (or operator gain), passivity properties, or more generally dissipation inequalities. Why is obtaining control-theoretic properties from data so attractive? Knowledge of certain system properties such as the operator gain or passivity properties allow for the direct application of well-known feedback theorems. Therefore, learning such system properties from data can retain many of the desired advantages of data-driven approaches (simple to apply, no expert knowledge required), while still providing insights into the unknown system and guarantees for the closed-loop behavior with no restrictions on the controller structure. Besides the obvious application of controller design via well-known feedback theorems (e.g. [10, 19, 38, 47] ), there have been more specific applications of data-driven system properties for controller validation [39] , fault detection and mitigation [46] , and model-free cooperative controller design [34] , to highlight some examples.
Due to those reasons, learning system properties from data has recently gained quite some attention. While the estimation of the operator gain has a longer history [22, 23, 25, 26, 28, 42, 43] , more recent approaches for learning system properties extended their consideration to passivity properties [31] or more general dissipation inequalities [18, 21, 29, 30] . All these methods aim at avoiding the computational load of identifying a full model and skipping an unnatural fit to a parametric system possibly introducing additional error. Very generally, nonparametric methods to learn system properties directly from data can be divided into online methods, where iterative experiments on the unknown system are performed, and offline methods, where one has access to previously measured trajectories of the system. While online methods for determining system properties of LTI systems [22, 23, 26, 28, 31, 42, 43] come with their own advantages, assuming that arbitrary iterative experiments can be performed on the system is quite restrictive and possibly time-consuming. Therefore, we consider here an offline approach, which requires only one input-output trajectory, where the input is persistently exciting of suitable order.
In fact, our approach in this paper is much in line with [18] , which introduced the idea of determining dissipativity from a one-shot trajectory on the basis of the behavioral framework. However, their approach resulted in a non-convex indefinite quadratic program which generally is very hard to solve. In [29] , verification of dissipativity was boiled down to checking positive semidefiniteness of a single matrix, which thus could be efficiently verified. Similar results were obtained in [45] in the behavioral framework. In this paper, we provide necessary and sufficient conditions for a discrete-time LTI system to satisfy an integral quadratic constraint (IQC) based only on a definiteness condition on a single datadependent matrix in Sec. 3. IQCs can be used to receive a more informative and tighter description of the unknown system compared to dissipativity properties. This then allows, e.g., for less conservative robust controller design. Therefore, we additionally characterize optimal, i.e., tight system properties and provide SDPs to find these IQCs in Sec. 4. While most of the paper considers the IQC property over a finite time horizon, we infer bounds on the respective property over the infinite time horizon in Sec. 5 and conclude this paper with simulation studies demonstrating the potential of this approach in Sec. 6.
Problem Formulation

Notation
We write I n for the n × n identity matrix and 0 n×m for an n × m zero matrix. If the dimensions of the matrices are clear from the context, we will omit the coefficients n, m. For some matrix A, we denote by A ⊥ the orthogonal complement of A, i.e., a matrix which contains the column vectors spanning the kernel of A. The symbol ⊗ is used to represent the Kronecker product. Given a finite sequence {x k } N −1 k=0 , we define the corresponding Hankel matrix
We will use x to denote either the sequence itself or the stacked vector containing its components. The Hilbert space l n 2 consists of square summable vector-valued se-
Furthermore, the space of matrixvalued real-rational functions essentially bounded on the unit circle is denoted by RL ∞ . For any transfer function Ψ ∈ RL nr×(m+p) ∞ , we let T L (Ψ) denote the block Toeplitz matrix representing the input-output map of length L
. . . Moreover, ⋆ denotes the convolution operator, e.g.
The adjoint of X is denoted by X ⋆ . The subspace RH ∞ consists of functions in RL ∞ that are analytic outside the unit circle. The para-hermitian conjugate of a complex matrixvalued function G(z) is G ∼ (z) := G ⊤ (z −1 ). Note that G ∼ (e jω ) = G ⋆ (e jω ) for all ω ∈ R ∪ {±∞}.
Setup
We consider discrete-time multiple-input multipleoutput (MIMO) LTI systems of order n with m inputs and p outputs. We are interested in the case where no model of the given system is known, but an inputoutput trajectory of the system is available. Note that we only consider trajectories that come from a minimal realization of an MIMO LTI system. On the basis of that input-output trajectory, we aim to determine input-output properties of the unknown system.
Definition 1
We say that an input-output sequence {(u k , y k )} N −1 k=0 is a trajectory of an LTI system G, if there exists an initial condition x 0 ∈ R n such that
for k = 0, . . . , N −1 with (A, B, C, D) defining a minimal realization of G.
To have sufficient information in the initially measured input-output trajectory of our system, we will need the condition that the input of the measured trajectory is persistently exciting in the following sense.
Definition 2
We say that a signal {u k } N −1 k=0 with u k ∈ R m is persistently exciting of order L, if rank (H L (u)) ≥ mL.
Note that Definition 2 implies N ≥ (m + 1)L − 1, yielding a lower bound on the length of the required inputoutput trajectory for being persistently exciting of order L, which also dependents on the number of inputs m. Our approach is based on results originally developed in the context of behavioral systems theory in [44] , which provide a characterization of all trajectories of an unknown LTI system on the basis of a single input-output trajectory. This result was reformulated in [1] as follows, providing a simple equivalent characterization of Definition 1 from data.
k=0 is a trajectory of an LTI system G, where u is persistently exciting of order L + n. Then, {ū k ,ȳ k } L−1 k=0 is a trajectory of G if and only if there exists α ∈ R N −L+1 such that
This theorem basically describes that for all linear timeinvariant systems any input-output trajectory of the system can be constructed from time-shifts and linear combinations of one measured trajectory of the same system. The only requirement is that the input signal of the measured trajectory is persistently exciting of sufficient order, i.e., entails sufficient information. Therefore, this result constitutes a natural basis for data-based inference of input-output properties.
Data-Driven Integral Quadratic Constraints
We follow the introduction and notation on discretetime IQCs in [11, 16, 20] . Generally, Let P be a linear, bounded, self-adjoint operator. Then our system is said to satisfy the IQC defined by the multiplier P if
As introduced in [19] , we will in the following characterize P as an LTI system P ∈ RL (m+p)×(m+p) ∞ , which includes most multipliers in the literature. A factorization of such a form P (z) = Ψ ∼ (z)M Ψ(z) is always possible, although it is not unique. In fact, one can always construct a factorization from any P such that Ψ is causal and stable [15] . Hence, throughout the paper, we consider Ψ to be a stable and causal LTI system with zero initial condition, if not otherwise explicitly stated. This leads us finally to the following definition of IQCs in the discrete time domain [11] .
Definition 4
We say that an LTI system G satisfies an IQC for a given multiplier P
for all trajectories {u k , y k } ∞ k=0 of G with u ∈ l m 2 and initial condition x 0 = 0, where x is the state of an arbitrary minimal realization of G.
Intuitively, computing the signal r corresponds to filtering the input and output signals {u k , y k } ∞ k=0 through an LTI system Ψ with zero initial condition (here simply denoted by the convolution operator with the impulse response of Ψ). The time domain IQC is then an inequality ('dissipativity condition') on the filtered output r.
Since we can only measure input-output trajectories over a finite horizon, we introduce the relaxed version of finite-time IQC, or in short L-IQC, in this paper. Results for the infinite horizon can be found in Sec. 5, where the connection of IQCs and L-IQCs is discussed. The definition of L-IQCs is based on the definition of Ldissipativity as introduced in [18] . L-dissipativity can be seen as a special subclass of L-IQCs, as explained below.
Definition 5
We say that an LTI system G satisfies an L-IQC for a given P
for all trajectories {u k , y k } L−1 k=0 of G with initial condition x 0 = 0, where x is the state of an arbitrary minimal realization of G.
It is actually sufficient for an L-IQC to verify that (5) holds for the horizon h = L − 1.
Proposition 6 An LTI system G satisfies an L-IQC for a given P (z) = Ψ ∼ (z)M Ψ(z) if and only if
holds for all trajectories {u k , y k } L−1 k=0 of G with initial condition x 0 = 0, where x is the state of an arbitrary minimal realization of G.
The proof follows the arguments in the proof of [29, Prop. 6] and is hence omitted here.
As already hinted towards before, dissipativity properties constitute one very important subclass of IQCs, where Ψ and hence P are constant matrices (e.g. Ψ = I m+p , P = M ∈ R (m+p)×(m+p) ). This subclass includes important input-output properties such as the operator gain (H ∞ -norm), passivity properties (input-and output-strict passivity), and conic relations. Therefore, any results on IQCs naturally include dissipativity properties.
Having introduced the notation, problem setup together with some pre-analysis results in this section, in the remainder of the paper we will
• show how to verify (5) given one input-output trajectory in Sec. 3, • discuss how these methods can be used to find an 'optimal' IQC in Sec. 4, • provide bounds on the respective system properties over the infinite time horizon in Sec. 5, • and prove the practicality of the introduced method on a high dimensional numerical example in Sec. 6.
Data-Based Characterization of System Properties
In this section, we provide necessary and sufficient databased conditions for an LTI system satisfying an L-IQC.
The underlying idea is to replace all possible trajectories of an LTI system in the IQC condition (6) by a Hankel matrix containing the measured data making use of Thm. 3. For this purpose, we first define {w k } N −1 k=0 to be a stacked input-output trajectory {u k , y k } N −1 k=0 as defined by
Since (6) only needs to hold for trajectories with x 0 = 0, we consider trajectories satisfying w 0 = · · · = w ν−1 = 0 for some integer ν. The restriction to this subspace can be equivalently formulated byṼ ν w = 0 with
to capture this condition via Finsler's lemma in the following theorem, which provides necessary and sufficient conditions for an L-IQC from data.
k=0 is a trajectory of an LTI system G. (i) If u is persistently exciting of order L + n and
for some ν < L, then G satisfies the
, then (7) holds for any ν with n ≤ ν < L.
PROOF. (i) By applying Finsler's lemma, inequality (7) is equivalent to
together with the fact that the rows of the linear equations (1) can be arbitrarily permutated, this yields
for all trajectories {w} L−1 k=0 of G withw 0 = · · · =w ν−1 = 0. This in turn implies
of G with zero initial condition.
As Ψ is an LTI system with zero initial condition, the output to any given input {w ′ } L−ν−1 k=0 to Ψ can be cast in matrix notation as r = T L (Ψ)w ′ , which is hence equivalent to the convolution in (5b). Therefore, we obtain
which, together with the result of Prop. 6, results in G satisfying the (L − ν)-IQC as defined in Def. 5.
(ii) Satisfying an (L − ν)-IQC (with L > ν) implies that (11) and hence (10) of G with zero initial condition implies that (9) holds for all trajectories
), inequality (8) follows from (9) . Applying Finsler's lemma similar to part (i) (as Finsler's lemma provides necessary and sufficient conditions), this in turn yields (7) . ✷
The above theorem can be seen as an extension of [29, Thm. 7 ] and provides a data-based characterization of an L-IQC (Def. 4). While Def. 4 requires that all possible input-output trajectories satisfy the inequality (4), the condition in Thm. 7 is based on only one measured input-output trajectory of the system. Checking an L-IQC defined by a multiplier P finally boils down to simply checking a semi-definiteness condition of one matrix (7) , which can be obtained from data.
There are only two requirements for verifying an L-IQC via Thm. 7. More specifically, the sufficient condition in part (i) of Thm. 7 requires persistence of excitation of the input to ensure that the Hankel matrix spans the full system behavior. However, even if the image of H L (w) does not span the full system behavior, any vector in the image of H L (w) is still a trajectory of the underlying LTI system. Hence, even if the input signal of the available data pair {u k , y k } L−1 k=0 is not persistently exciting, we can still infer via part (ii) of Thm. 7 that a system does not satisfy a specific L-IQC.
The other requirement in Thm. 7 is an upper bound on the system order n denoted by ν. More specifically, this upper bound ν is required for the necessary condition in part (ii) of Thm. 7. This bound is used in the matrix V ν L , which is used to restrict the IQC condition to trajectories with zero initial conditions. Def. 4 thus directly explains the requirement of ν ≥ n in part (ii) of Thm. 7. To be more precise, it would actually be sufficient to choose ν greater or equal to the lag defined by the smallest integer l ∈ Z >0 such that the observability matrix of G given by O l (A, C) := col(C, CA, . . . , CA l−1 ) has rank n, which implies n ≥ l, as also explained in [8] . While a suitable upper bound is not an assumption for part (i) of Thm. 7, choosing ν lower than l might result in a violation of (7) even though the system in fact satisfies the given IQC. For practical applications, ν can simply be chosen relatively large with the only drawback that the horizon over which an L-IQC is guaranteed, i.e. L−ν, decreases.
We also want to stress here, how particularly simple the condition (7) for an L-IQC is. Not only can the semidefiniteness condition be simply verified by computing, for example, the smallest eigenvalue of the resulting matrix via Matlab functions such as eigs, it is also easy to grasp. While T ⊤ L (Ψ)(I L ⊗ M )T L (Ψ) represent the IQC, the Hankel matrix H L (w) spans the system behavior and V ν L (w) relaxes the conditions to only trajectories with zero initial conditions. Remark 8 Throughout the paper, we assume Ψ to be causal and stable for simplicity, as there always exists a factorization of P such that this is satisfied ([15, Lemma 1]). However, Thm. 7 can also be extended to acausal multipliers Ψ as Toeplitz matrices can represent causal and acausal LTI operators. Special attention must then be given to the choice of ν. For more details on handling acausal multipliers by Toeplitz matrices, the reader is referred to [20] .
Remark 9 While Thm. 7 includes the multiplier Ψ as a matrix T L (Ψ) multiplied to I L ⊗ M , one could also filter the measured trajectory {u k , y k } L−1 k=0 by Ψ and apply the results from [29] to the filtered signal {r k } L−1 k=0 . However, one would need to account for the order of the filter in the estimate of ν. More importantly, this would not allow to optimize over the filter Ψ, which will be done in Sec. 4.
Remark 10
In practice the output measurement is often corrupted by measurement noise, which can be modeled as an instance of a stochastic process {ε k } N −1 k=0 . In this case, a relaxation of the proposed IQC verification analogue to [29] can be applied. The idea is, on a high level, to approximate the perturbation that the noise causes on the matrix condition from noisy data {w k } N −1 k=0 , and relax the semi-definiteness condition (7) accordingly by
for some δ < 0. To approximate the influence of the measurement noise, we sample K arbitrary noise instances {ε
. . , K from the assumed noise distribution offline and compute δ by
Summarizing, this leads to the following algorithm. Noise can also be reduced by e.g. averaging (or to taking any convex combination) over signals if more than one trajectory is available. While the above approach cannot provide guarantees on the resulting IQC, it provides very promising results in practice.
Algorithm 1 IQCs from noisy measurements
Example 11 Let us demonstrate the potential of Thm. 7 with a numerical example. We choose three random 2 × 2 MIMO system with system order n = 3 via the Matlab function drss(3,2,2) with the seed rng(i), i = 2, 3, 4. We choose ν = 3, L = 200 and N = 500 together with the IQC from [11, p. 3147] : where
with b = 3, λ = 0.5 and X = I 3 . We compute the smallest γ via bisection such that our unknown systems still satisfy the L-IQC. We then consider measurements subject to uniform multiplicative noise of the formỹ k = (1 + ε k )y k with ε k ∈ [−ε,ε] whereε > 0 represents the signal to noise ration (SNR). Fig. 1 presents the results corresponding to an increasing noise level with K = 10. While, very generally, the result deteriorates with larger noise, this small examples supports the claim that the presented approach closely approximates the respective system property even for large noise levels.
Data-Driven Inference of Optimal System Properties
In the previous section, we introduced an approach to verify whether an LTI system satisfies an IQC with given P (z) = Ψ ∼ (z)M Ψ(z) over the horizon of (L − ν) with Thm. 7. Usually, however, we are interested in finding some 'optimal' IQC, which within a class of IQCs provides the tightest description of the unknown system. For instance, one might want to estimate the L 2 -gain of the system, i.e., the minimal γ such that the system is dissipative w.r.t.
This can be done via a standard bisection method, or we can state it as a simple SDP reading
Other simple but important system properties are inputstrict and output-strict passivity. The excess or shortage of the respective passivity property, i.e., the minimal ρ such that the system is dissipative w.r.t. The optimal IQC within a specific class of parameterized IQCs that a system satisfies in case of the L 2 -gain or passivity parameters is quite intuitive. Similarly, we consider a more general optimal IQC within a specified parameterized class of IQCs to be an IQC for which the semidefiniteness condition is tight. For an optimal IQC, there hence exists a non-trivial input-output tuple {u k , y k } L−1 k=0 for which (4) holds with equality. The optimal IQC therefore represents a tight description within the given class of IQCs.
A very important class of IQCs that has been extensively studied in literature are positive-negative (PN) multipliers for which there exists a factorization such that . Let us further only consider filters Ψ for which Ψ 12 = 0 (cf. triangular factorization for positive-negative multipliers as discussed in [6] ), Ψ 11 (z) fixed, and Ψ 21 (z), Ψ 22 (z) linearly parameterized, i.e. Ψ(z) = Ψ 11 (z) 0
Here, B ) are block Toeplitz matrices, possibly non-square. In the following, we present a semi-definite program (SDP) which computes the optimal IQC within the aforementioned class of IQCs that an a priori unknown LTI system satisfies from only one input-output trajectory.
To improve readability of the main results, we rearrange vectors and matrices and denotẽ
) to emphasize the parameter dependence of Ψ 21 and Ψ 22 .
We are now interested in finding the minimum γ 2 over all parameterized multipliers (14) with (15) such that the L-IQC holds for the unknown LTI system on the basis of only one input-output trajectory. This can be interpreted as finding the tightest (dynamic) cone, i.e. the cone with minimal radius γ, that our input-output system is confined to. 
PROOF. Rearranging the terms in u and y in the result in Thm. 7, the system G satisfies an (L − ν)-IQC defined by (14) and (15) if Using the Schur complement, we can rewrite this problem as the SDP given in (16) . ✷
The resulting optimization problem (16) is hence an SDP with 2(b + 1) + 1 decision variables that can be solved efficiently using standard solvers.
One very important system property that falls into the class of IQCs defined by (14) with (15) are conic relations. A system G is said to be confined to a conic region characterized by the real constants C ∈ R (p×m) and γ ≥ 0 if the system is dissipative with respect to
While in [31] local convergence towards the tightest cone (minimal γ) could be obtained via iterative experiments, Thm. 12 provides means to compute the tightest cone describing the a priori unknown LTI system from only one input-output trajectory.
is a trajectory of an LTI system G, u is persistently exciting of order L + n and n ≤ ν < L. The smallest γ 2 such that G is confined to the cone described by (C, γ 2 ) over the horizon (L − ν) can be computed by
Very generally, while the L 2 -gain might be quite large for some systems, a conic description can decrease γ significantly and allowing for a dynamic filter provides an even smaller γ.
Example 14
We reconsider the three randomly generated 2 × 2 MIMO systems from Ex. 11. We choose again ν = 3, L = 200 and N = 500 and we determine the tightest L-IQC considering the L 2 -gain and the parameterization (15) with basis functions 1, (z + λ) −1 , (z + λ) −2 , . . . , (z + λ) −b , λ = 0.8, b = 0, 1, 2, 3 for Ψ 21 , and Ψ 11 (z) = Ψ 22 (z) = I 2 . Note that b = 0 represents conicity (cf. Cor. 13). The results are illustrated in Fig. 2 and show that allowing for a conic description already significantly improves the radius γ compared to computing the L 2 -gain and hence decreases the conservatism in the respective feedback theorem [47] . As expected, we can decrease the radius γ even more by allowing for additional dynamics in the filter. To show that we indeed found the best transformation described by the parameters c, Fig. 3 depicts how the minimal γ varies locally with perturbation of the optimal parameterization c ⋆ k ± 2, k = 1, . . . , 8 for the random system colored in blue and b = 1.
It is interesting to note that the minimal radius γ min plotted over the different center parameters is continuous but not necessarily differentiable. Further information on this fact can be found in [31] .
Remark 15 Another special case that falls in the above category of IQCs are dynamic cones, or also called 'nonlinearity measures', as explained for example in [33] . To arrive at a dynamic cone description, we choose Ψ 11 (z) = I m and Ψ 22 (z) = I p , which yields
The smallest radius γ over the set of possible LTI approximations is hence a measure on how nonlinear the system at hand is. If the underlying system is linear, the same IQC measures the distance with respect to another linear system. Such a measure can be useful in model reduction of high dimensional systems, for example, and cor-responding robust controller design. Hence, for a given reduced-order model Ψ 21 (z), we can compute the approximation error γ. Furthermore, by parameterizing Ψ 21 (z) through basis functions as described above, we identify the closest LTI model within a given class. Hence, Thm. 12 enables what we call here lower-order model approximation (contributing towards 'data-driven model reduction' [32] ). The limitation yet is that we have to parametrize the reduced model linearly to receive convergence guarantees, but with the caveat that we at the same time receive a measure γ describing the worst-case deviation between full-order and reduced-order model. , which has an L 2 -gain of 11.9. We parameterize Ψ 21 (z) with the basis functions (1, (z + 0.5) −1 , (z + 0.2) −1 ) and choose Ψ 11 (z) = Ψ 22 (z) = I 2 . Choosing ν = 10, L = 110 and N = 300 we retrieve the optimal parameterization (i.e. the minimal γ) for In this section, we have introduced an SDP for finding the optimal IQC parametrized by NP multipliers (14) with (15) , which represents a quite general and important class of IQCs. Another parameterization that is equally applicable is, e.g. (cf. [40, Eq. (30b)]),
with Ψ 22 (z) a priori fixed and Ψ 11 (z), Ψ 12 (z) linearly parameterized.
Guarantees for the Infinite Horizon
While already many data-based methods exist which learn control theoretic system properties holding over a finite time horizon (cf. L-IQC in Def. 5) [18, 21, 23, 28, 29, 31] , there have only been very few results on the infinite horizon (cf. Def. 4) given finite data.
While sharp results on the infinite horizon without an explicit model of the system seem difficult, it is already sufficient to receive an upper bound on the difference between infinite and finite horizon to guarantee a (possibly conservative) system property over the infinite horizon. Informally speaking, we investigate how much can go wrong by only considering the finite horizon in Def. 5. We start with quite general results for IQCs satisfied by single-input single-output (SISO) systems and then explain what this implies for specific IQCs and dissipation inequalities. We will end this section with a short discussion on MIMO systems.
We start with the following lemma that establishes a transformation, which will later be used in the main result of this section.
Lemma 17
Let G be a stable, discrete-time LTI system and let Ψ be a causal and stable LTI filter. If there exists a stable and causal left inverse Ψ −1 11 such that Ψ 12 GΨ −1 11 ∞ < 1, then G : r 1 → r 2 as depicted in Fig. 4 is causal and stable. PROOF. By assumption, Ψ 21 + Ψ 22 G is causal and stable. With the small-gain theorem, we know that (Ψ 11 + Ψ 12 G) −1 is causal and stable if Ψ 12 GΨ −1 11 ∞ < 1. Note that the small-gain argument also implies wellposedness of the interconnection in Fig. 4 . As a series of causal and stable LTI systems, G : r 1 → r 2 as depicted in Fig. 4 is causal and stable. ✷ This lemma leads us to the main result of this section for SISO LTI systems.
Infinite Horizon Properties of SISO Systems
For SISO LTI systems, where m = p = n r1 = n r2 = 1, we can bound the remainder term from an L-IQC to an IQC over the infinite horizon using [5, 36] via the following result. PROOF. We introduce
With u = (Ψ 11 + Ψ 12 G) −1 r 1 and r 2 = (Ψ 21 + Ψ 22 G)u, G : r 1 → r 2 can be depicted as given in Fig. 4 . Lem. 17 shows that the transformed system G is causal and stable, which reduces the problem to finding the difference of the L 2 -gain of G over the horizon L and the L 2 -gain of G over the infinite time horizon. Since we showed that G is causal and stable, we can apply [5, Thm 4.1] to prove that the L 2 -gain over the horizon L of G approaches the L 2 -gain over the infinite horizon for increasing L with
The general idea of Thm. 18 is hence to translate the problem of a desired IQC for a system G to the question of the L 2 -gain of a transformed (but stable and causal) system G and then to apply the results in [5] for the L 2 -gain. A specific expression for ǫ and a lower bound on L to retrieve a specific ǫ can be found in [36] for all L ≥ 3. Thm. 18 implies that the difference between considering a finite versus an infinite horizon vanishes at least quadratically with increasing horizon L.
The results above apply, for example, to the most common dissipativity properties. Choose, for example, Ψ c as in (17) yields the output strict passivity property over the infinite time horizon. Note that Ψ c as well as Ψ ρo immediately satisfy the conditions of Thm. 18, i.e. admit a stable and causal inverse of Ψ 11 and Ψ 12 GΨ −1 11 ∞ = 0.
Remark 19
Thm. 18 combined with the results from [36] suggest roughly that smaller G ∞ imply smaller ǫ for a given data length L. To decrease ǫ or in order to use shorter input-output trajectories, a very interesting filter Ψ is
For more information, the reader is referred to [16] , where this filter has been used to show exponential stability. Applying these exponential filters to inputoutput trajectories can decrease ǫ and can extend the results of this section to unstable systems, where the numerical calculations otherwise become difficult. Special attention, however, must be paid to how this is influenced by measurement noise.
The restricting condition for the application of Thm. 18 to general IQCs is that we assume n r = n s = 1 although many IQC descriptions include tall filters Ψ. Generally speaking, n r , n s > 1 brings us to the MIMO problematic as discussed in the next subsection.
Infinite Horizon Properties of MIMO Systems
Since the result from [36] and hence the results above strongly rely on the Toeplitz structure of an inputoutput description of a discrete time SISO LTI system and the corresponding results on the norms of Toeplitz matrices [5] they are not transferable to MIMO systems. An obvious, but quite conservative, approach is to bound the L 2 -gain over the infinite time horizon from each of the inputs to each of the outputs and take the matrix norm as an upper bound for the L 2 -gain over the infinite time horizon of the MIMO system. In most cases, however, this yields a quite conservative bound for the L 2 -gain of the MIMO system. Very generally, we will retrieve the exact operator norm with Thm. 7 in the limit L → ∞ also for MIMO systems (cf. Appendix). However, we are more particularly interested how fast we approach the true operator gain (and then, via transformations as introduced before, any other system property). For general MIMO systems, this remains an open question. We have a very special solution for quadratic MIMO finite impulse response (FIR) models, which goes back to results on norms of finite sections of perturbed Toeplitz band matrices [27] , where the authors analyze how singular values of the finite sections Toeplitz matrices approximate the singular values of infinite Toeplitz matrices. 
PROOF. This result is based on Lemma 4.3 in [27] . A more detailed explanation can be found in the Appendix.
Together with Lem. 17 from before, this can again be applied to other system properties. However, the transformed system needs to be again FIR, which holds for dissipativity properties but is generally not true in the case of general IQCs. While the above result is quite conservative it exemplarily shows that even in the MIMO case at least some qualitative results can be obtained.
Example 21
We determine the L 2 -gain and the smallest cone containing the input-output behavior of a randomly generated 2 × 2 MIMO system with system order n = 5 (i.e. Matlab function drss with rng(0)) over different horizons L. The results in Fig. 5 illustrate different phenomena. Even though the theoretical results in Thm. 18 hold only for SISO systems, it seems that similar behavior can be observed also for MIMO systems. Furthermore, by allowing for a transformation with a center matrix C, we can greatly reduce the conservatism of the L 2 -gain. Moreover, as suggested in our analysis, due to the smaller L 2 -gain of the transformed system, the radius γ opt converges with increasing L significantly faster towards the corresponding infinite horizon value. During the first steps, as the optimal C parameter also deviates from the optimal C due to the short data horizon, the minimal radius for the non-optimal C is larger than the minimal radius for the optimal C.
High Dimensional Numerical Example
Throughout the last sections, we provided small examples to illustrate the presented results and effects of different parameters. In the following, we focus on a rather Fig. 5 . Determining the L2-gain and the tightest cone containing the input-output behavior of an 2 × 2 MIMO system over different horizons L. Here, • denotes the L2-gain estimate, • denotes the γ estimate resulting from the corresponding C estimate, and • denotes the true γ with respective to the same C estimate.
high dimensional system with connection to a real application. We consider a model of a building (the Los Angeles University Hospital), which has been listed as a benchmark model reduction problem, e.g., in [7, 35] when a full mathematical model of the system is known. The model can be found, for example in [35] and references therein 1 . The building has eight floors each with three degrees of freedom. The model is hence of dimension n = 48 and we overestimate the system order by ν = 50. We simulate the model with a sampling time of δt = 0.1. The SDPs are solved with the Multi-Parametric Toolbox 3.0 [13] together with YALMIP [17] . The results presented below illustrate that the presented method is simple to apply, can outperform model identification via standard tools and consecutive analysis of the identified model, and it provides good results in determining IQCs even for high dimensional systems and in the presence of measurement noise.
Dissipativity Properties -a comparison to system identification methods
We measure K = 3 trajectories of length N = 2400 with the output being subject to uniform multiplicative measurement noise of the formỹ k = (1 + ε k )y k with ε k ∈ [−ε,ε] at different noise levelsε > 0 representing the signal to noise ration (SNR). The true system has an input-feedforward passivity parameter of ρ i = −0.001 and, as also stated in [7] , an operator gain of γ = 0.0052.
The 
We now choose the same input-output trajectory for the caseε = 0.25 and apply standard system identification tools, i.e. Matlab functions ssest (estimates state-space model by initializing the parameter via a subspace approach or an iterative rational function estimation approach and then refines the parameter values using the prediction error minimization approach), ssregest (estimates state-space model by reduction of a regularized ARX model), and n4sid (estimates statespace model using a subspace method). Each of the approaches are initialized with three different assumptions on the model order: 10 (underestimated), 41 (suggested by the respective Matlab function), 70 (overestimated). After the model identification, we then determine the gain and the input feedforward passivity index with norm(·,inf ), getPassiveIndex(·,'input'), respectively. The result is summarized in the table below. We can see that standard system identification tools from one noise-corrupted input-output trajectory produced quite variable results which are also highly dependent on the assumed system order. Please also note that for a system order of 70 the system identification function ssest required over 1 hour on an Intel i7, while the computational expenses for the simple bisection method together with Algorithm 1 are below one minute.
Determining an optimal IQC
From expert knowledge and insights to the mechanics of the building, one might have the suspicion that part of the system dynamics of the high dimensional system approximately behaves like a second order low-pass filter.
With the presented method, one can apply a data-driven low-order approximation approach with -most importantly -a guaranteed bound on the approximation error γ. We choose the IQC (z), where we choose two second order low-pass filters as basis functions. As a result, we hence find with N = 1210 that over the horizon L − ν = 500 (L = 550), the best approximation G lo with the chosen basis functions B (21) k (z), k = 1, 2 is G lo = 2.67 · 10 −4 (10z + 1) z 2 + 0.5z + 0.1 + 5.33 · 10 −5 (z + 1) z 2 − 1.2z + 0.7 and the difference between G full and the lower order G lo over the horizon L − ν = 500 is bounded by γ = 0.0035. As reference value, we find with full model knowledge G full − G lo ∞ = 0.0035. Finding and verifying an IQC hence worked via simple computations.
In the following we investigate how the choice of the horizon as well as ν influences the computed best approximation G lo as well as the radius γ. The table shows G full −G lo ∞ for the computed best approximation G lo and the computed radius γ for the corresponding L − ν-IQC. We can see that shortening the horizon does not significantly deteriorate the computed G lo , and even for this high-dimensional system γ quickly approaches the corresponding value of the infinite horizon for increasing L. As implied by the theoretical results in Sec. 3, there is no change in the result for different ν ≥ n. Even for smaller ν, we receive an upper bound on the true L − ν-IQC, which might however be conservative (especially for ν ≪ n), as explained in Sec. 3. Finally, we add measurement noise and calculate the approximation error γ considering the IQC with the above given parameters c via Algorithm 1 and K = 3. We can see that even for high dimensional systems, verifying an IQC works remarkably well also in the presence of significant measurement noise. 
Conclusion and Outlook
We introduced a simple approach to verify and find IQCs from only one input-output trajectory of an unknown LTI system. We also provided guarantees to find the tightest system property descriptions via a simple SDP, as well as introduced means to infer the system properties also over the infinite horizon. A high-dimensional application example showed the potential of the approach even for challenging applications as well as in the presence of noise. Generalizing these ideas to (slightly) nonlinear systems shall be the subject of future work.
bounded operator on l m 2 and T (a) = a ∞ . Hence, we'll retrieve the exact operator norm in the limit (for L → ∞). Furthermore, from [27] we know that a Toeplitz operator T (a), a ∈ C m×m is Fredholm if and only if det a(z) = 0 for all {z ∈ C : |z| = 1}, which generally requires that a(z) has no zeros on the unit circle. This brings us to Lem. 4.3 in [27] . Applying this result with a k ∈ R m×m , and a k = 0 for all k < 0 brings us directly to Prop. 20 for MIMO FIR filters.
