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Abstract
We develop some computational methods for the integrals over the 3-chains on the com-
pact Calabi-Yau 3-folds that plays a prominent role in the analysis of the topological B-model
in the context of the open mirror symmetry. We discuss such 3-chain integrals in two ap-
proaches. In the first approach, we provide a systematic algorithm to obtain the inhomoge-
neous Picard-Fuchs equations. In the second approach, we discuss the analytic continuation
of the period integral to compute the 3-chain integral directly. The latter direct integration
method is applicable for both on-shell and off-shell formalisms.
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1 Introduction
The progress of the research on mirror symmetry has been active remarkably in recent years.
The mirror symmetry is a powerful tool to study the non-perturbative aspects of effective
field theory arising from type II string compactifications. In the recent developments, the
mirror symmetry of the open string sector has become tractable, and it is possible to compute
the effective superpotential on D-brane, which wraps around the cycles in Calabi-Yau 3-fold.
The concrete study of the mirror symmetry for the open string sector was initiated in [1],
and the enumerative structure predicted in [2] is confirmed on the toric Calabi-Yau case.
These results are confirmed by the consistency with the topological vertex computations [3].
Recently, the open mirror symmetry has been extended to certain compact Calabi-Yau
manifolds. Walcher [4] predicted the disc instanton numbers for the quintic 3-fold with
an involution brane as a natural extension of the closed mirror symmetry [5]. This was
proven rigorously by localization calculation on the A-model side in [6]. Then the B-model
analysis is precisely developed in [7]. In particular for the B-model side, the computation of
the 3-chain integrals, which is obtained by the reduction of the holomorphic Chern-Simons
action, plays a prominent role. They are the solutions of the Picard-Fuchs equation with a
inhomogeneous term resulting from the boundary contribution. The open mirror symmetry
with an involution brane for the other compact Calabi-Yau 3-folds are further studied in
[8, 9, 10].
The relative period for compact Calabi-Yau is studied in [11] by replacing curves with
a divisor and adding logarithmic factor in the period. Relating to this work, the study
of the toric branes in the compact Calabi-Yau geometry is also developed in [12] along a
similar line as [1]. There are some related works [13, 14, 15, 16, 17, 18, 19, 20]. The toric
brane is specified by the extra toric charges, and an open string moduli is introduced. The
effective superpotential on the toric brane is given by the relative period integrals, which are
the integral of holomorphic 3-form over 3-chains with the boundaries. The relative period
satisfies the extended Picard-Fuchs equation [21, 22, 23] which depends on both closed and
open string moduli. See also [24] for review. Extremizing the effective superpotential with
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respect to the open moduli, one finds the same results as the involution brane [11, 12].
Therefore the effective superpotential for the involution brane is called as on-shell.
The aim of this article is to study the B-model side of open mirror symmetry. First,
we will discuss the computation of the inhomogeneous term [7, 20] in the Picard-Fuchs
equation for the 3-chain integral associated to the holomorphic curves which is mirror to
the involution brane. The inhomogeneous Picard-Fuchs equation is derived by performing
the Griffiths-Dwork algorithm [32]. The algorithm itself is clear and straightforward, but
the explicit computation needs some efforts. In this article, we will propose a more efficient
computational method for the Griffiths-Dwork algorithm by considering the 3-chain integral
more precisely. Taking the integration by parts for the 3-chain integral successively, we find
a ring structure which is generated by the boundary terms. The ring structure makes the
Griffiths-Dwork algorithm more manifest, and one can obtain the inhomogeneous Picard-
Fuchs equation rather efficiently.
Second, we will discuss the direct integration of the 3-chain integral. In the study of the
original mirror symmetry [5], the period integral is computed by the direct integration of the
holomorphic 3-form over the 3-cycle. In general, these periods are obtained systematically as
the solutions of the Picard-Fuchs equation [37], but the direct computation is still meaningful
because of its clear geometric picture. In this article, we will consider the direct integration
of the 3-chain integral via analytic continuation. In [14] a similar computation is discussed
for the relative periods. The main point of our work is the direct evaluation of the 3-chain
integral itself without computing the other periods which form the Gauss-Manin system for
the N = 1 special geometry.1
In the analytic continuation, we replace the formal power sum with respect to the com-
plex structure moduli in the period integral by the residue integrals. In the evaluation of
the fundamental period, the poles in the residue integrals only appear at the integral values,
and we obtain the power sum solution of the fundamental period around the large complex
structure point. For 3-chain integral, the poles at half-integer points appear in the integrand
1The original framework of N = 1 special geometry is discussed in [22, 23, 25] and the application to the
compact Calabi-Yau is discussed in [11].
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of the residue integral. Picking up all the half-odd points in the residue integrals, we obtain
the celebrated solution for the superpotential on the involution brane. Our method is ad-
vantageous for the computations of the Calabi-Yau 3-folds with multiple moduli, because in
these cases the inhomogeneous Picard-Fuchs equation becomes too complicated.
Finally, we extend our method for the direct computation to the evaluation of the rela-
tive period integrals which appear in a so-called off-shell formalism. The Poincare´ residue
theorem implies that the relative period integral can also be computed by introducing the
logarithmic factor which restricts the integral to the divisor locus [11]. Therefore we are able
to apply our method to the integral of the holomorphic 3-form with a logarithmic factor.
The results of our computation coincide with those of [11, 12, 17], and we can check that
they satisfy the extended Picard-Fuchs equation for the toric brane. We can also verify that
at the critical locus of the open moduli the relative period coincides the on-shell results.
This paper is organized as follows. In section 2, we discuss the ring structure of the
Griffiths-Dwork algorithm. The inhomogeneous terms in the Picard-Fuchs equation are
computed explicitly for some one-parameter complete intersection models. These examples
are already considered in [4, 28, 10] and our computation recovers correctly their results. In
section 3, we discuss the direct computation of the 3-chain integral via analytic continuation.
We will mainly focus on the two basic examples, quintic hypersurface in CP4 and double
cubic complete intersection in CP5, and find the solutions of the inhomogeneous Picard-
Fuchs equations. We also consider one of the two-parameters examples considered in [10]
and check that its result can be reproduced easily. In section 4, we extend our analysis of
the direct computation to the relative period integrals. We first discuss how the integral of
the holomorphic 3-form with a logarithmic factor yields to the similar form as the 3-chain
integral, and then we evaluate the integrals for the above two one-parameter models. In
section 5 we try to fix the normalization ambiguities resulted from analytic continuations.
In section 6, we comment our conclusions. In the appendix A, we present the details of
computations in section 2.
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2 Inhomogeneous Picard-Fuchs equations
2.1 An alternative technique to Griffiths’ reduction
In order to consider the chain integrals of holomorphic 3-forms and derive the Picard-Fuchs
equations, there is a useful method known as the Griffiths-Dwork method. We will introduce
here this method briefly adopting the mirror quintic as an example. The mirror quintic
Calabi-Yau 3-fold Y5 is defined by the degree five homogeneous polynomial in CP
4/(Z5)
3,
W =
1
5
(
x51 + x
5
2 + x
5
3 + x
5
4 + x
5
5
)− ψx1x2x3x4x5 = 0 (2.1)
where x1, x2, · · · , x5 are the homogeneous coordinates of CP4 and ψ is a parameter, which
is a complex structure moduli, of the hypersurface. The holomorphic 3-form Ω(z) is given
as the residue at the loci W = 0 on the ambient CP4 by
Ω(z) = ResW=0Ω˜(z), Ω˜(z) = ψ
ω0
W
, (2.2)
where z = (5ψ)−5. The holomorphic 4-form ω0 is defined by
ω0 =
5∑
i=1
(−1)i−1xidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dx5, (2.3)
where d̂xi implies the absence of dxi in the summation. For the small tubular neighborhood
Tǫ(Γ) around Γ, one can express the integral of the holomorphic 3-form∫
Γ
Ω(z) =
1
2πi
∫
Tǫ(Γ)
Ω˜ =
ψ
2πi
∫
Tǫ(Γ)
ω0
W
. (2.4)
To derive the Picard-Fuchs equation, the systematic algorithm proposed by Griffiths is ap-
plied for the reduction of the pole order in Ω˜. In this paper, instead of adopting the Griffiths’
reduction algorithm, we will develop an alternative way to derive inhomogeneous Picard-
Fuchs equation. Our method is an extension of the procedure which is studied for the period
integrals without boundaries [36, 41, 46].
We will consider the mirror quintic defined (2.1) as an example. Let us represent the
defining polynomial (2.1) with the redundant coefficient parameters ai of each monomial:
W ′ = a1x
5
1 + a2x
5
2 + a3x
5
3 + a4x
5
4 + a5x
5
5 + a0x1x2x3x4x5. (2.5)
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The difference between (2.1) with (2.5) can be compensated by the transformations:2
xi → a−1/5i xi (i = 1, · · · , 5) with ψ = −a0(a1a2a3a4a5)−1/5. (2.6)
In this parametrization (2.5) one notices an obvious differential relation,(
∂
∂a0
)5
ω0
W ′
=
5∏
i=1
(
∂
∂ai
)
ω0
W ′
. (2.7)
We rewrite this equation with (2.6), z = 1/ψ5 and θ = z∂/∂z:[
θ5 − z (5θ + 5) (5θ + 4) (5θ + 3) (5θ + 2) (5θ + 1)]Ω(z) = 0 (2.8)
and factorize the differential operator θL = θ[θ4 − z∏4i=1(θ + i)]L. In case that Γ has
no boundary, the period integrals are determined by the four independent solutions of the
Picard-Fuchs equation [
θ4 − z
4∏
i=1
(θ + i)
]∫
Γ
Ω(z) = 0, (2.9)
because LΩ(z) is θ-exact.
In case that Γ has boundaries, i.e. 3-chain, the boundary contributions give rise to the
inhomogeneous term of differential equation.3
It is not so easy to extend the above algorithm to the integral with the boundaries,
because the Picard-Fuchs equation is obtained by the fifth-order equation rather than the
fourth order equation. Here we discuss the direct derivation of the fourth order differential
equation for Ω. We introduce an integral
F =
∫
ω0
x1x2x3x4x5
logW ′. (2.10)
This integral is invariant under the transformation xi → λxi, (i = 1, ..., 5) up to moduli
independent term. The derivative of F with respect to the moduli is well-defined as an
integral over CP4. It is easy to see(
∂
∂a0
)5
F =
5∏
i=1
(
∂
∂ai
)
F . (2.11)
2Strictly speaking, in the x1 = 1 patch, we transform as xi → (ai/a1)−1/5xi, i = 2, 3, 4, 5. Transformation
for other patches can be obtained quite similarly.
3The physical meaning of this integral over chain is discussed a little in the next section.
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Rewriting this equation using (2.6), θ = z∂/∂z, and a relation, Ω = −θF , one can find the
fourth order differential equation:
[
θ4 − z (5θ + 4) (5θ + 3) (5θ + 2) (5θ + 1)]Ω(z) = 0. (2.12)
We have seen that a rather trivial relation leads to the Picard-Fuchs equation by scaling the
integration variables. However, in case that Γ has boundaries, we cannot expect that the
boundaries do not depend on the moduli. Then we should pick up the contributions from
the boundaries when we consider the rescaling of the variables.
2.2 Fourth order differntial equation with inhomogenious term
The boundaries of the 3-chain are specified explicitly after the coordinate transformations
(2.6) [7]. So as to treat the chain integral explicitly, we have to use the expression of Ω
defined by
Ω = −θ
∫
ω0
x1x2x3x4x5
logW,
W =
1
5
(x51 + x
5
2 + x
5
3 + x
5
4 + x
5
5)− ψx1x2x3x4x5. (2.13)
In the following, we consider certain scaling method, which is essentially equivalent to the
above derivation of the Picard-Fuchs equation. To perform the rescaling of the coordinates
xi, we separate ω0 and Ω into two parts:
ω0 = ω(1234) + ω(5), Ω = Ω(1234) + Ω(5), (2.14)
ω(1234) = −x5dx1 ∧ dx2 ∧ dx3 ∧ dx4, (2.15)
ω(5) = x4dx1 ∧ dx2 ∧ dx3 ∧ dx5 − x3dx1 ∧ dx2 ∧ dx4 ∧ dx5
+x2dx1 ∧ dx3 ∧ dx4 ∧ dx5 − x1dx2 ∧ dx3 ∧ dx4 ∧ dx5, (2.16)
Ω(1234) = ψ
∫
ω(1234)
W
, Ω(5) = ψ
∫
ω(5)
W
. (2.17)
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For Ω(1234), we rescale xi (i = 1, 2, 3, 4) by ψx˜i.
Ω(1234) = ψ
∫
ω(1234)
W
= −ψ ∂
∂ψ
∫
ω(1234)
x1x2x3x4x5
logW
= −ψ ∂
∂ψ
∫
ω(1234)
x˜1x˜2x˜3x˜4x5
logW
= −
∫ (
5− x
5
5
W
)
ω(1234)
x1x2x3x4x5
+
∫
∂
∂x1
logW
ω(1234)
x2x3x4x5
+
∫
∂
∂x2
logW
ω(1234)
x1x3x4x5
+
∫
∂
∂x3
logW
ω(1234)
x1x2x4x5
+
∫
∂
∂x4
logW
ω(1234)
x1x2x3x5
. (2.18)
In this computation, we adopted the following integration formula to take into account for
the boundary effects properly.
ψ
∂
∂ψ
∫ b
a
f(x)
x
dx = ψ
∂
∂ψ
∫ b/ψm
a/ψm
f(ψmx˜)
x˜
dx˜
=
∫ b/ψm
a/ψm
ψ
∂
∂ψ
f(ψmx˜)
x˜
dx˜−m
∫ b
a
∂
∂x
f(x)dx, (2.19)
where x˜ := x/ψm.
For Ω(5), we rescale only x5 by x˜i/ψ.
Ω(5) = ψ
∫
ω(5)
W
= −ψ ∂
∂ψ
∫
ω(5)
x1x2x3x4x5
logW
=
∫
x55
W
ω(5)
x1x2x3x4x5
−
∫
∂
∂x5
logWd logx1 ∧ d log x2 ∧ d log x3 ∧ d log x5
+
∫
∂
∂x5
logWd logx1 ∧ d log x2 ∧ d log x4 ∧ d logx5
−
∫
∂
∂x5
logWd log x1 ∧ d log x3 ∧ d log x4 ∧ d log x5
+
∫
∂
∂x5
logWd logx2 ∧ d log x3 ∧ d log x4 ∧ d logx5, (2.20)
where we adopted (2.19). Combining these two contributions, we obtain the expression for
Ω.
Ω = Ω(1234) + Ω(5)
=
∫
x55
W
ω0
x1x2x3x4x5
+ 5
∫
x5dx1 ∧ dx2 ∧ dx3 ∧ dx4
x1x2x3x4x5
+
∫
d logW ∧ (d log x1 ∧ d log x2 ∧ d log x3 − d log x1 ∧ d log x2 ∧ d log x4
+d log x1 ∧ d log x3 ∧ d log x4 − d log x2 ∧ d log x3 ∧ d log x4). (2.21)
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To derive the fourth order differntial equation with repsect to ψ, we consider the action
of θ on
∫ x55
W
ω0
x1x2x3x4x5
term in Ω first.
θ
∫
x55
W
ω0
x1x2x3x4x5
=
∫
x51x
5
5
W 2
ω0
x1x2x3x4x5
+
∫
d
(
x55
W
)
∧ (−d log x2 ∧ d log x3 ∧ d log x4 + d log x2 ∧ d log x3 ∧ d log x5
−d log x2 ∧ d log x4 ∧ d log x5 + d log x3 ∧ d log x4 ∧ d log x5). (2.22)
In the computation, we separated ω0 and rescaled coordinates as above. To proceed, we
consider the action of θ on
∫ x51x55
W 2
ω0
x1x2x3x4x5
which appears in θ2Ω.
θ
∫
x51x
5
5
W 2
ω0
x1x2x3x4x5
= 2
∫
x51x
5
2x
5
5
W 3
ω0
x1x2x3x4x5
+
∫
d
(
x51x
5
5
W 2
)
∧ (d log x1 ∧ d logx3 ∧ d log x4 − d logx1 ∧ d log x3 ∧ d log x5
+d log x1 ∧ d log x4 ∧ d log x5 − d log x3 ∧ d log x4 ∧ d log x5). (2.23)
In the same manner, we find a term in θ3Ω
θ
∫
x51x
5
2x
5
5
W 3
ω0
x1x2x3x4x5
= 3
∫
x51x
5
2x
5
3x
5
5
W 4
ω0
x1x2x3x4x5
+
∫
d
(
x51x
5
2x
5
5
W 3
)
∧ (−d log x1 ∧ d log x2 ∧ d log x4 + d log x1 ∧ d log x2 ∧ d log x5
−d log x1 ∧ d log x4 ∧ d log x5 + d log x2 ∧ d log x4 ∧ d log x5), (2.24)
and a term in θ4Ω
θ
∫
x51x
5
2x
5
3x
5
5
W 4
ω0
x1x2x3x4x5
= 4
∫
x51x
5
2x
5
3x
5
4x
5
5
W 5
ω0
x1x2x3x4x5
+
∫
d
(
x51x
5
2x
5
3x
5
5
W 3
)
∧ (d log x1 ∧ d log x2 ∧ d log x3 − d log x1 ∧ d log x2 ∧ d log x5
+d logx1 ∧ d log x3 ∧ d log x5 − d log x2 ∧ d log x3 ∧ d log x5). (2.25)
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The first term in the left hand side of (2.25) can be simply given by∫
ω0
W 5
(x1x2x3x4x5)
4 =
1
24
1
ψ
θ
1
ψ
θ
1
ψ
θ
1
ψ
θ
1
ψ
θΩ. (2.26)
From these equations, one finds the fourth order differntial equation for Ω.
θ4Ω =
1
ψ
θ
1
ψ
θ
1
ψ
θ
1
ψ
θ
1
ψ
θΩ+ 6
∫
d
(
x51x
5
2x
5
3x
5
5
W 4
)
∧ ω4
x1x2x3x5
+ 2θ
∫
d
(
x51x
5
2x
5
5
W 3
)
∧ ω3
x1x2x4x5
+θ2
∫
d
(
x51x
5
5
W 2
)
∧ ω2
x1x3x4x5
+ θ3
∫
d
(
x55
W
)
∧ ω1
x2x3x4x5
− θ4
∫
d logW ∧ ω5
x1x2x3x4
.
(2.27)
This equation can be rewritten as follows:
θ4Ω− 1
ψ
θ
1
ψ
θ
1
ψ
θ
1
ψ
θ
1
ψ
θΩ =
∫
dβ˜, (2.28)
β˜ = 6
x41x
4
2x
4
3x
4
5
W 4
ω4 + 2θ
(
x51x
5
2x
5
3
W 3
)
ω3
x1x2x4x5
+ θ2
(
x51x
5
5
W 2
)
ω2
x1x3x4x5
+ θ3
(
x55
W
)
ω1
x2x3x4x5
−θ4 logW ω5
x1x2x3x4
= 6
x41x
4
2x
4
3x
4
5
W 4
ω4 + 6ψ
x51x
5
2x3x
5
5
W 4
ω3 + 6ψ
2x
6
1x
2
2x3x4x
5
5
W 4
ω2 + 6ψ
3x
3
1x
2
2x
2
3x
2
4x
7
5
W 4
ω1 + 6ψ
4x
3
1x
3
2x
3
3x
3
4x
4
5
W 4
ω5
+2ψ
x51x2x
5
5
W 3
ω2 + 6ψ
2x
2
1x2x3x4x
6
5
W 3
ω1 + 12ψ
3x
2
1x
2
2x
2
3x
2
4x
3
5
W 3
ω5
+ψ
x1x
5
5
W 2
ω1 + 7ψ
2x1x2x3x4x
2
5
W 2
ω5 + ψ
x5
W
ω5. (2.29)
This equation is nothing but the Picard-Fuchs equation with the inhomogenious term4 that
was obtained in [7].
In this way, we have described an effective alogorithm to obtain the inohomogeneous
term in the Picard-Fuchs equation for 3-chain integral. The 3-chain on mirror quintic is
specified by the matrix factorization [30]. The details of the compurtations for 3-chain
integral is obtained in the celebrated paper [7]. In the next section, we shall propose a
method for evalutating the 3-chain integral directly via analytic continuation. Formally
the 3-chain integral from the direct computation satisfies the inhomogeneous Picard-Fuchs
equation obtained by this rescaling algorithm.
4Precisely speaking, we find β˜ in [7] by exchanging x1 and x4
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2.3 Inhomogeneous Picard-Fuchs equation for double cubic
It is straightforward to extend our algorithm to the complete intersection models. We now
discuss the mirror Y3,3 of the Calabi-Yau complete intersection X3,3[1
6]. The ordinal Picard-
Fuchs operator and period of this model is discussed in [39]. Y3,3 is defined by two homoge-
neous polynomials of degree three in CP5/((Z3)
2 × Z9),
W1 =
1
3
(x31 + x
3
2 + x
3
3)− ψx4x5x6 = 0,
W2 =
1
3
(x34 + x
3
5 + x
3
6)− ψx1x2x3 = 0. (2.30)
The holomorphic 3-form is given by
Ω(z) = ResW1=0ResW2=0
ω0
W1W2
, (2.31)
where we have introduced ω0 as the 5-form on the ambient space CP
5:
ω0 =
6∑
i=1
(−1)ixidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dx6. (2.32)
Using a small tube Tǫ(Γ) around Γ of size ǫ,∫
Γ
Ω =
∫
Tǫ(Γ)
ω0
W1W2
. (2.33)
We apply our rescaling algorithm to this model. Representing the defining equations
(2.30) as
W ′1 = a1x
3
1 + a2x
3
2 + a3x
3
3 − a7x4x5x6,
W ′2 = a4x
3
4 + a5x
3
5 + a6x
3
6 − a8x1x2x3, (2.34)
we find the obvious differential relation
6∏
i=1
(
∂
∂ai
)
Ω =
(
∂
∂a7
)3(
∂
∂a8
)3
Ω. (2.35)
Therefore in this case, we have to factorize two θψ’s to obtain the fourth order Picard-Fuchs
equation. Applying our method to reproduce (2.35) with ψ derivatives and performing the
11
integration of the exact terms, we find the inhomogeneous term of the Picard-Fuchs equation
(for the detail of the evaluation, see appendix A) is∫
Tǫ(Γ)
dβ =
∫
Tǫ(C+−C−)
β =
4iπ3
3ψ5
. (2.36)
From this and z := 1/(3ψ)6, we can write down the (normalized) inhomogeneous Picard-
Fuchs equation as
LPFTB(z) = 3
2
24π2
z1/2. (2.37)
The normalization of the domainwall tension is given by
TB(z) = |GP |
(2πi)5
ψ2
∫
Γ
Ω(z), (2.38)
where |GP | is the order of the Greene-Plesser orbifold group (so in this case |GP | = 34).
The details of the computations for (the mirror of) X3,3 are described in Appendix A.
3 Direct integration via analytic continuation
In this section, we will discuss the solution of the inhomogeneous Picard-Fuchs equation by a
direct computation. The approach of the direct computation is studied in [14], but we rather
discuss the direct computation of the superpotential (or the tension of BPS domainwall)
itself by performing the analytic continuation of the period integral. The advantage of our
method is that it reproduces the whole expression of the superpotential difference, whereas
the Picard-Fuchs equation only determines it up to the periods.
3.1 Mirror of quintic X5[1
5]
The defining equation of the mirror quintic Calabi-Yau 3-fold Y5 is given in (2.1). Let C± be
C± = {x1 + x2 = 0, x3 + x4 = 0, x25 ±
√
5ψx1x3 = 0, }, (3.39)
then they are B-brane mirror to the real Lagrangian submanifold in A-side, which is defined
by the fixed locus of the antiholomorphic involution. This B-brane can be obtained by
12
use of the matrix factorization method and the grade restriction rule [7, 30]. Moreover C+
and C− are homologous each other and there exists a 3-chain Γ which interpolates between
these curves C±. Physically, C± correspond to two supersymmetric vacua of an N = 1
supersymmetric theory on the D5-brane worldvolume5 and we can find the BPS domainwall
which wraps Γ, with boundaries on C±. The tension of a BPS domainwall between the
two vacua is equal to the difference of superpotentials of C±, and given by the integral of
holomorphic 3-form over 3-chain Γ [31]. In a mathematical terminology, it determines a
Griffiths’ normal function of the variation of the mixed Hodge structure (see e.g. [32, 33, 34]
and the references therein) and the superpotentials have information about the obstruction
of curves C± [35].
We shall perform the integration of the holomorphic 3-form in the patch of x1 = 1. The
computation of the another patch x3 = 1 gives the same result under the exchange of the
coordinates x1 ↔ x3 and x2 ↔ x4. On the x1 = 1 patch, the period integrals yield to
Π =
53ψ
(2πi)4
∫
Tǫ(Γ)
dx2dx3dx4dx5
W
∣∣
x1=1
. (3.40)
The fundamental period Π0 is obtained by integrating over the tubular domain of the fun-
damental cycle, Tǫ(Γ0) = γ2× γ3× γ4× γ5, where γℓ encircle the complex coordinates xℓ [5].
Because of the difficulty of finding 3-cycles whose periods include doubly logarithmic terms
(log z)2, one usually calculates the periods by using the Picard-Fuchs differential equations
which govern several periods [36]. On the other hand, the domainwall tension is given by
the integration over the tubular domain of the 3-chain Γ whose boundary is ∂Γ = C+−C−.
It will be desirable to compute the 3-chain integral directly. because it is expected from the
A-model that the superpotential difference contains at most single logarithm [4],
Taking into account for the resolution of the singularities [7], we introduce the good
coordinates
T = x−11 x2, X = x1x
−2
3 x
3
4x
−2
5 ,
Y = x−51 x
5
5, Z = x1x
3
3x
−2
4 x
−2
5 . (3.41)
5This D5-brane locates entire non-compact R1,3 and wraps the curves C± in Calabi-Yau 3-fold.
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In these local coordinates, the defining equation in the x1 = 1 patch becomes
W =
1
5
[1 + T 5 + (X2Z3 +X3Z2)Y 2 + Y (1− 5ψTXZ)], (3.42)
and the brane loci C± correspond to T = −1, X = −Z = ± 1√5ψ .
For the evaluation of the 3-chain integrals, we further introduce the “polar coordinates”
for X and Z as
X =
ζw
(5ψT )1/2
, Z = − ζ
−1w
(5ψT )1/2
, (3.43)
where the coordinate w covers the whole complex plane whereas the coordinate ζ covers half
of the plane. In these coordinates, the defining equation can be rewritten as
W =
1
5
[1− T 5 + (5ψ)−5/2(ζ − ζ−1)w5T−5/2Y 2 + Y (1− w2)], (3.44)
and C± correspond to
ζ = 1, w = ±1, T = −1. (3.45)
The period integral (3.40) can be expressed in terms of these local coordinates as
Π =
10
(2πi)4
∫
dζ
ζ
dT
T
wdwdY
1
1− T 5 + (5ψ)−5/2(ζ − ζ−1)w5T−5/2Y 2 + Y (1− w2) .(3.46)
Integration over Y can be easily performed (we pick up one of two simple poles) and we find
Π =
10
(2πi)3
∫
dζ
ζ
dT
T
wdw
1√
(1− w2)2 − 4w5(ζ − ζ−1)(T 5/2 − T−5/2)z1/2 , (3.47)
where we have defined z = 1/(5ψ)5.
In the large moduli limit, the 3-chain integrals can be expanded as
Π =10
∞∑
n=0
(2n)!
(n!)2
∫
dw
2πi
w5n+1
(1− w2)2n+1
×
∫
dζ
(2πi)ζ
(ζ − ζ−1)n
∫
dT
(2πi)T
(T 5/2 − T−5/2)nzn/2. (3.48)
This expression is very useful, because all of the integrals are separated. This separation
enables us to determine paths of the integration independently. This formula is common for
cycle/chain integrals and we choose the appropriate contours of each variable according to
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Figure 1: Singular points and the contour representing the fundamental cycle
what we want to calculate. Basically, the difference between the fundamental period and
the chain integral appears as a choice of paths of the w-integration.
There are six singular points in the w-integration. In the small z limit (i.e. the large
moduli limit in A-model), four of them are located near w = ±1 and one of them is located
near infinity and the last one is at infinity. The fundamental cycle encircles around the
infinity in the large moduli limit. Therefore, we identify the contour for fundamental cycle
Γ0 which encircles around w = −1 and w = 1 drawn in Fig.1.
As a contour for the ζ-coordinate, we choose ζ = eiθ, −π/2 < θ < π/2. For T we choose
T = eiφ, 0 < φ < 2π/5, because of the Greene-Plessor orbifold group action. Non-trivial Z5
actions on (T,X, Y, Z) coordinates are expressed as the following charges:
g1 = (3, 1, 0, 1), g2 = (4, 3, 0, 3), (3.49)
and the Y coordinate is a singlet.
To check the validity of the above contour, we are going to evaluate the fundamental
period. The integration over ζ vanishes unless n = 2m (m = 0, 1, · · · ), and we find∫
dζ
2πiζ
(ζ − ζ−1)2m = (−1)m 1
2
(2m)!
(m!)2
. (3.50)
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The integration over T can be performed and we find∫
dT
2πiT
(T 5/2 − T−5/2)2m = (−1)m1
5
(2m)!
(m!)2
. (3.51)
We can also perform the integral over w by changing w = 1/x and evaluating the pole at
x = 0. ∫
Γ0
dw
2πi
w10m+1
(1− w2)4m+1 =
(5m)!
(4m)!m!
. (3.52)
The contour Γ0 is shown in Fig.1. Collecting these results, we obtain the following well-
known result [5]:
Π0 =
∞∑
m=0
(5m)!
(m!)5
zm. (3.53)
This fact supports the validity of our contour for each variables.
We are now going to evaluate the 3-chain integral with boundaries ∂Γ = C+ − C−.
Because the brane is located at (3.45), we must be careful when considering the w-contour.
Before resolving the Hirzebruch-Jung singularity of {x1 + x2 = 0 = x3 + x4}/Z5, one finds
two intersection points of C+∩C−. One of them is located in the x1 = 1 patch, we denote it
by p. After the resolution the Hirzebruch-Jung singularity [7], each singular point is replaced
by the rational curves and we denote the intersections of C± with the such curves by p±.
In the w-plane they correspond to w = ±1. We can easily expect that the contour, which
corresponds to the chain connecting p+ and p−, can be written as in Fig.2. The contour is
bounded by the two boundaries because it cannot be removed from these singular points.
Since this contour integral encircles cut, it can be represented as two times the line integral
connecting two boundaries.
Now we must be careful about the covering of the coordinates. The patch x1 = 1 cannot
cover the entire boundary. Therefore, we should add another contribution to the boundary
which can be obtained in the patch x3 = 1. It is enough to cover the entire boundary
by these two patches. However, the form of the other local coordinates is identical to the
one used here. Eventually, we claim that the line integral representing the 3-chain integral
connecting two boundaries is four times (i.e. two patches and two line integrals) the line
integral connecting w = −1 and w = 1 in the large moduli expansion.
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Figure 2: The contour connecting two boundaries
Figure 3: The two contours Γ±
Then, in order to evaluate the w-integration, we consider the analytic continuation of the
above period integral. We replace the discrete sum with respect to n by the contour integral
with respect to s. This is achieved by the Barnes integral formula, so the 3-chain integral
becomes
Π = 40
∫
ds
2πi
π cos(πs)
sin(πs)
Γ(2s+ 1)
Γ(s+ 1)2
×
∫ 1
−1
dw
2πi
w5s+1
(1− w2)2s+1
∫
dζ
2πiζ
(ζ − ζ−1)s
∫
dT
2πiT
(T 5/2 − T−5/2)sz s2 , (3.54)
where the contour with respect to s encircles non-negative integers. Next we assume that we
can separate Γ into two parts Γ+ and Γ−, which are intuitively considered as the contributions
of C+ and C− respectively (shown in Fig.3). We denote the Γ+ contribution by Π+ and Γ−
contribution by Π−. Since the boundary C+ corresponds to T = 1, ζ = 1 and w = +1,
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we will identify the chain integral Π+ as two times the line integral starting from w = 0 to
w = 1. Similarly, the integral Π− can be written as the line integral from −1 to 0 and we
can obtain this Π−(z) by the relation Π−(z1/2) = Π+(−z1/2). Namely, we claim
Π = Π− − Π+ =
∫
Γ−
−
∫
Γ+
= 2
∫ 0
−1
dw(· · · )− 2
∫ 1
0
dw(· · · ). (3.55)
This is the assumption we should make.
Later we will adopt the similar prescription for the complete intersection Calabi-Yau case
(double cubic model), in which case the situation is a little bit different. Nevertheless we
will see that this prescription reproduces the known results for the chain integral.
So the integral we should evaluate is
Π+ = 40
∫
ds
2πi
π cos(πs)
sin(πs)
Γ(2s+ 1)
Γ(s+ 1)2
×
∫ 1
0
dw
2πi
w5s+1
(1− w2)2s+1
∫
dζ
2πiζ
(ζ − ζ−1)s
∫
dT
2πiT
(T 5/2 − T−5/2)sz s2 . (3.56)
We are now going to evaluate each integral contained in the above formula. The integral
over w can be evaluated as∫ 1
0
dw
w5s+1
(1− w2)2s+1 =
1
2
π
sin(2πs)
Γ(5s
2
+ 1)
Γ(2s+ 1)Γ( s
2
+ 1)
. (3.57)
ζ has a parametrization of the half circle ζ = eiθ, −π/2 < θ < π/2 and the ζ integral can be
evaluated as half the value of the integral of the contour. The result is
1
2πi
∫
dζ
ζ
(ζ − ζ−1)s = 1
2
cos
(πs
2
) Γ(s+ 1)
Γ( s
2
+ 1)2
. (3.58)
As noted before, because of the orbifold structure of the variable T , the integration region
of T is T = eiφ, 0 < φ < 2π/5. Therefore, the integral of T leads to
1
2πi
∫
dT
T
(T 5/2 − T−5/2)s = e
πis/2
5
Γ(s+ 1)
Γ( s
2
+ 1)2
. (3.59)
It is now easy to perform the integrations to find
Π+ =
1
2πi
∫
ds
2πi
π cos(πs)
sin(πs)
eπis/2
Γ(5
2
s + 1)
Γ( s
2
+ 1)5
(
2π cos(πs
2
)
sin(2πs)
)
zs/2. (3.60)
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The integral of s has double poles for s = 2n and single poles for s = 2n+1 (n = 0, 1, 2, · · · ).
By evaluating these poles, we finally have
Π+ =
1
4πi
̟1 +
1
4
̟0 +
1
4
∞∑
n=0
Γ(n+ 7
2
)
Γ(n+ 3
2
)5
zn+1/2. (3.61)
Here ̟0 is the fundamental period and ̟1 is the logarithmic period given by
̟1(z) = ̟0(z) log z +
∞∑
n=0
Γ(5n+ 1)
Γ(n+ 1)5
(5Ψ(5n+ 1)− 5Ψ(n+ 1))zn, (3.62)
where Ψ denotes the digamma function. By using the relation Π−(z1/2) = Π+(−z1/2), we
get
Π− =
1
4πi
̟1 − 1
4
̟0 − 1
4
∞∑
n=0
Γ(n+ 7
2
)
Γ(n+ 3
2
)5
zn+1/2. (3.63)
This result agrees with the form given in [7]. This agreement can be used as the justification
of the choice of the line integral we have made for w-integral.
By the results of [4, 6, 7], under the mirror map
log q(z) = 2πit(z) =
̟1(z)
̟0(z)
, (3.64)
Π±(z) are identical to “the A-model normal function” [7, §3.2] of the real quintic after
suitable normalization of the holomorphic 3-form:
Π±(z(q))
̟0(z(q))
=
t
2
±
(
1
4
+
1
2π2
∑
k,d odd
2n
(0,real)
d
k2
qkd/2
)
, (3.65)
where n
(0,real)
d denote real BPS numbers [2, 29] (which are the half of disk instanton numbers).
This number should be integer by the enumerative interpretation and we can exactly confirm
this property [4, 6, 7].
3.2 Mirror of double cubic X3,3[1
6]
Now we compute the period for the mirror geometry of the double cubic X3,3[1
6]. As is
the case with mirror quintic, the computation of fundamental period works well, so we
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will concentrate on the chain integral only. The mirror Calabi-Yau Y3,3 is the complete
intersection in CP5/((Z3)
2 × Z9) and the defining equations are given by
W1 =
1
3
(x31 + x
3
2 + x
3
3)− ψx4x5x6,
W2 =
1
3
(x34 + x
3
5 + x
3
6)− ψx1x2x3. (3.66)
The D5-brane is wrapping around the curves C± which are given by the intersection with
hyperplanes x1 + x2 = 0 and x3 + x4 = 0,
C± = {x1 + x2 = 0, x4 + x5 = 0, x33 − 3ψx4x5x6 = 0, x36 − 3ψx1x2x3 = 0}.(3.67)
Since the orbifold group is (Z3)
2 × Z9, the 3-chain integral in the x5 = 1 patch is
Π =
34
(2πi)5
∫
dx1dx2dx3dx4dx6
W1W2
. (3.68)
To describe the curves we should introduce the resolved coordinates to which the Greene-
Presser orbifold group acts nicely. In the patch x5 = 1, the coordinates are
x31 = XZ
2Y 4, x32 = X
2ZY 4, x33 = Y, x4 = T, x5 = 1, x6 = UY. (3.69)
The coordinate for another patch (x2 = 1) is also found by exchanging (x1, x2, x3) ↔
(x4, x5, x6), and the curve C± are completely covered by these two patches.
In these local coordinates, the location of the brane C± is specified by
T = −1, U = − 1
3ψ
, X = −Z = ± 1
(3ψ)2
. (3.70)
Now as in the case of quintic, we consider Π+, the contribution from C+. The 3-chain integral
Π+ can be expressed as
Π+ =
33ψ2
(2πi)5
∫
dXdY dZdTdU
[1− 3ψTU + (XZ2 +X2Z)Y ] [(U3 − 3ψXZ)Y + 1 + T 3] . (3.71)
One can perform the integration with respect to the variable Y in the 3-chain integral by
picking up the residue.
Π+ =
33ψ2
(2πi)4
∫
dXdZdTdU
(U3 − 3ψXZ)(1− 3ψTU)− (XZ2 +X2Z)(1 + T 3) . (3.72)
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To perform the contour integrations for the remaining variables, we introduce the polar
coordinates:
X =
wζv3/2
(3ψ)2t3/2
, Z = −wζ
−1v3/2
(3ψ)2t3/2
,
U = − v
3ψt
, T = −t. (3.73)
Then the 3-chain integral can be expressed as
Π+ =
6
(2πi)5
∫
wdwdvdtdζ
tζ
1
(1− w2)(v − 1)− w3v3/2(ζ − ζ−1)(t3/2 − t−3/2)(3ψ)−3 .
(3.74)
Near the large complex structure limit point, this expression can be expanded with respect
to z = 1/(3ψ)6, and rewritten as the Barnes integral form
Π+ =
6
2πi
∫
ds
2πi
π cos(πs)
sin(πs)
zs/2
∫
dw
2πi
w3s−1
(1− w2)s+1
∫
dv
2πi
v3s/2
(v − 1)s+1
×
∫
dζ
2πiζ
(ζ − ζ−1)s
∫
dt
2πit
(t3/2 − t−3/2)s. (3.75)
Contrary to the quintic case where the cut structure is present for w, there is no cut structure
for the integral here. However we apply the same prescription as quintic case and identify
the integral over w as a line integral. Thus, we can find the contribution from Π+ in the
x5 = 1 patch as a line integral from w = 0 to w = 1. Since we also have the contribution
from the patch x2 = 1 which can be converted to the same form as (3.75), we identify Π+
as two times the line integral from w = 0 to w = 1.
For the several integrations, we shall frequently use the following formula,∮
dx
2πi
xms/2
(1− x)Ns+1 =
1− e2Nπis
2πi
∫ 1
0
dx
xms/2
(1− x)Ns+1
= eNπis
Γ(ms
2
+ 1)
Γ((m
2
−N)s + 1)Γ(Ns+ 1) , (3.76)
where the contour is chosen as in Fig.4.
Taking into account for the Greene-Presser group action G ≃ (Z3)2 × Z9, we specify
the integral contours for (ζ, t). Each variables are parametrized as (ζ, t) = (eiθ, eiφ) where
−π/2 ≤ θ ≤ π/2 and 0 ≤ φ ≤ 2π/3. Therefore the values of integrals ζ and t are just half
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Figure 4: The contour of x
and 1/3 of the result of contour in Fig.4, respectively. Then each integral in the 3-chain
integral are evaluated as follows:∫ 1
0
dw
w
w3s
(1− w2)s+1 =
π
2 sin(πs)
Γ(3s
2
+ 1)
Γ(s+ 1)Γ( s
2
+ 1)
,∫
dv
2πi
v3s/2
(v − 1)s+1 =
Γ(3s
2
+ 1)
Γ( s
2
+ 1)Γ(s+ 1)
,∫
dζ
2πiζ
(ζ − ζ−1)s = cos(
πs
2
)
2
Γ(s+ 1)
Γ( s
2
+ 1)2
,∫
dt
2πi
t−
3
2
s−1(t3 − 1)s = e
πis/2
3
Γ(s+ 1)
Γ( s
2
+ 1)2
. (3.77)
Collecting all contributions, one finds
Π+ =
1
2πi
∫
ds
2πi
π cos(πs)
sin(πs)
eπis/2
π cos(πs
2
)
sin(πs)
Γ(3s
2
+ 1)2
Γ( s
2
+ 1)6
zs/2. (3.78)
There are simple poles at s = 2n+ 1 and double poles at s = 2n. After the reside integrals
on s, we obtain
Π+ =
1
4πi
̟1 +
1
4
̟0 +
1
4
τ, (3.79)
where the fundamental period ̟0, the logarithmic period ̟1, and the remaining term τ are
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given as follows:
̟0 =
∞∑
n=0
Γ(3n+ 1)2
Γ(n + 1)6
zn, (3.80)
̟1 = ̟0 log z + 6
∞∑
n=0
Γ(3n+ 1)2
Γ(n+ 1)6
zn[Ψ(3n+ 1)−Ψ(n+ 1)], (3.81)
τ =
∞∑
n=0
Γ(3n+ 5
2
)2
Γ(n+ 3
2
)6
zn+1/2. (3.82)
Π− can be also obtained in the same way as the quintic case.
3.3 Mirror of X12[1
2, 22, 6]
In this subsection we discuss a rather non-trivial example, two-parameter Calabi-Yau hyper-
surface, X12[1
2, 22, 6].6 This model is expected to have the Z3-structure of the open string
vacuum, and Z3-instanton numbers are calculated in [10] by using open mirror symmetry.
7
The solution of the inhomogeneous Picard-Fuchs equation is complicated, but we will see that
it can be obtained a rather simply by our method. We also note that (probably a different
sector of) this model is discussed in [14] by another technique, simple direct integration.
The defining polynomial of mirror Y12 is given by
W =
1
12
x121 +
1
12
x122 −
1
6
x63 −
1
6
x64 +
1
2
x25 − ψx1x2x3x4x5 −
φ
6
(x1x2)
6, (3.83)
and the Greene-Plessor orbifold group is (Z6)
2 × Z2. Note that the signs for the third and
forth monomials are changed by phase transformations for convenience. Following [10], we
choose the boundary as the intersection with hyperplanes such as
x21 = 2
1/6x3, x
2
2 = 2
1/6x4. (3.84)
Then the boundaries can be specified by
x5 = α±(x1x2)
3, (3.85)
6Several analyses of (closed) mirror symmetry for 2-moduli Calabi-Yau are in [40, 41, 42, 43, 44, 45].
7The similar structure (Zk-vacua (k 6= 2)) is also observed in X4,4[14, 22] and X6,6[12, 22, 32]. Although
the A-model picture is so far missing, there are the enumerative predictions for real BPS numbers [10].
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where α± are the two solutions of
1
2
α2 − 2−1/3ψα− φ
6
= 0. (3.86)
We choose the local coordinate as
x1 = 1, x3 = 2
−1/6T, x25 = Y, x
6
2 = Y X
4, x64 =
1
2
X2Z6, (3.87)
then the defining polynomial can be written as follows:
2W =
1
6
(1− T 6) + 1
6
Y 2(X8 −X2Z6) + Y
(
1− 22/3ψXZT − 1
3
X4
)
. (3.88)
By introducing the following polar coordinates
X =
w1/2ζ−1/12
(22/3ψT )1/2
, Z =
w1/2ζ1/12
(22/3ψT )1/2
, T 2 = t, (3.89)
the defining equation can be rewritten as
2W =
1
6
(1− t3) + 1
6
Y 2
1
(22/3ψ)4
w4
t2ζ2/3
(1− ζ) + Y
(
1− w − φ
3(22/3ψ)2
w2
tζ1/3
)
. (3.90)
In these variables, the location of the boundaries are specified by
t = η (η3 = 1), ζ = 1, w = 1. (3.91)
The period integral becomes
Π =
62 × 2
(2πi)4
∫
dx2dx3dx4dx5
W
=
1
(2πi)4
∫
dt
t
∫
dζ
ζ
∫
dw
∫
dY
1
2W
. (3.92)
By making integral over Y , we have
Π =
1
(2πi)3
∫
dt
t
∫
dζ
ζ
∫
dw
∞∑
n=0
Γ(2n+ 1)
Γ(n+ 1)2
× (1− t
3)nt−2n(1− ζ)nζ−2n/3w4n(
1− w − φ
3(22/3ψ)2
w2
tζ1/3
)2n+1 ( 112228/3ψ4
)n
. (3.93)
Expanding with respect to the variable φ and considering the analytic continuation of the
summation with respect to k + 2n to the integration with respect to s, we have
Π =
1
(2πi)3
∫
ds
2πi
π cos(πs)
sin(πs)
∞∑
n=0
Γ(s+ 1)
Γ(s− 2n+ 1)Γ(n+ 1)2
×
∫
dt
(1− t3)n
ts+1
∫
dζ
(1− ζ)n
ζs/3+1
∫
dw
w2s
(1− w)s+1
(
φ
3 · 24/3ψ2
)s(
32
122φ2
)n
. (3.94)
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We perform the integration over t as line integral from 0 to η−1 (η3 = 1). For ζ , we choose
the integral from 0 to 1. The integration of w is the contour integral around w = 1. In this
way, we obtain
Π = 3
∞∑
n=0
∫
ds
2πi
π cos(πs)
sin(πs)
( π
3
sin(πs
3
)
)2
× Γ(2s+ 1)
Γ( s
3
+ 1)2Γ(n− s
3
+ 1)2Γ(s− 2n+ 1)Γ(s+ 1)η
sys/3zn2 , (3.95)
where y = φ
3·24/3ψ2 and z2 =
32
122φ2
.
By evaluating poles of the s-integration, we get a rather complicated result obtained in
[10]. It is interesting that we find a rather simple expression by using integral representation
of Barnes’ type. We expect that we can also obtain a similar expression for X8[1
2, 23].8
Although we have correct coefficients for these examples, it is not clear whether we have
the correct normalization for generic cases. However, these examples show that the direct
integration via analytic continuation is a powerful method to get the correct form of the
solutions of the inhomogeneous Picard-Fuchs equations.
Before closing this section we note that we have obtained the disk invariants for several
other models by the same method. However it sometimes happens that the Y -coordinate
dependence in the chain integration is not quadratic but cubic or a polynomial of higher
degrees. It is likely that such complications are present in the situation where the weights of
the ambient projective space are not all the same. Although we can obtain the integral disk
invariants correctly, the computations and the interpretations seem to be a little bit ad-hoc.
4 Application to the off-shell effective superpotential
4.1 Relative period integral
Next we extend our analysis to the off-shell formalism, typically computations of superpo-
tentials for toric branes [11, 14, 12, 15, 13, 16, 17]. The research of the mirror symmetry of
the toric brane in non-compact Calabi-Yau 3-fold is initiated in [1, 52]. The toric brane is
8X12[1
2, 22, 6] and X8[1
2, 23] are both 2-moduli models and have K3-fibration structure [48, 49].
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specified by the extended toric charge vectors ℓ(a). One can construct the mirror pair of A-
and B-brane from the extended set of the toric vectors systematically.
In [11] it is proposed that the relative period of H3(X3, S) for the holomorphic curve
S is assumed to be equivalent to that of H3(X3, V ) where (S ⊂) V ⊂ X3 is a divisor,
i.e. a complex codimension 1 variety in the Calabi-Yau 3-fold X3
9. This aspect is studied
further recently in relation with the non-compact Calabi-Yau 4-fold [17]10 and F-theory on
it [15, 16]. The original open-closed duality of this kind is discussed in [25]. The relation to
the heterotic theory by the further duality chain is discussed in [26, 27].
The divisor V is given by the single defining equation Q(xi, φ) = 0 which is defined by
one of the extended toric charge vector. For example in the case of the quintic 3-fold, the
defining equation for the divisor is given by
Q(xi, φ) = x
5
5 − φx1x2x3x4x5 (4.96)
corresponding to the toric charge vector ℓ(2) = (−1, 0, 0, 0, 0, 1) [1].11 Here we introduce the
parameter φ and call it open string moduli.
The chain integral
∫
Γ
Ω is regarded as the relative period integral. The holomorphic 3-
form Ω is extended to the relative 3-form Ξ in the relative cohomology class H3(X3, V ). The
relative 3-form Ξ is a pair of the closed 3-form Ξ on X3 and closed 2-form ξ on V , namely
Ξ = (Ξ, ξ). (4.97)
Let ι be an embedding map
ι : V →֒ X3. (4.98)
The relative 3-form Ξ ∈ H3(X3, V ) satisfies the equivalence relation:
Ξ ∼ Ξ + (dα, ι∗α− dβ), (4.99)
where α is a 2-form on X3 and β is a 1-form on V .
9Mathematical justification is argued in [20].
10The relation of the relative period and the period for the non-compact 4-fold is discussed in the appendix.
11We choose the toric vector for the quintic 3-fold as ℓ(1) = (−5, 1, 1, 1, 1, 1).
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The relative 3-form Ξ is integrated over the relative 3-cycle Γ ∈ H3(X3, V ). The relative
3-cycle is also decomposed as Γ = (Γ, ∂Γ). The relative 3-forms and 3-cycles are paired by
the integration. ∫
Γ
Ξ :=
∫
Γ
Ξ−
∫
∂Γ
ξ. (4.100)
This definition is consistent with the above equivalence relations.
The relative period is also evaluated by the Griffiths’ residue integral formula [32]. Now
we assumed the original Calabi-Yau 3-fold X3 is a complete intersection in a weighted pro-
jective space WPn. X3 is specified by (n− 3) defining equations Wa (a = 1, · · · , n− 3). For
the embedding map ι : V →֒ X3, the pull back of a form α on X3 is computed by inserting
Poincare´ residue map [53]
ι∗α =
1
(2πi)2
∫
Tǫ(V )
dQ
Q
∧ α. (4.101)
Then one finds that all the relative period integrals arise from a relative period Πr with a
logQ factor.
Πr =
∫
logQ(x, φ)∏
aWa(x, ψ)
∆, (4.102)
and ∆ is a n-form on WPn given by
∆ =
n+1∑
i=1
(−1)i+1widx1 ∧ · · · d̂xi · · · ∧ dxn+1, (4.103)
where wi are weights ofWP
n. This period satisfies the extended Picard-Fuchs equation. One
of the solution which depends on the open string moduli φ is the effective superpotential
Weff(ψ, φ). Extremizing this effective superpotential, one can fix the open string moduli as
the function of the closed string moduli ψ. In fact, for the case of the quintic, the effective
superpotential is extremized at φ = 5ψ. This logarithmic factor prescription is proposed
first in [11]. Next let us discuss the relation of the superpotentials in more detail.
4.2 Relative period and 4-fold
In the recent works [15, 16, 17] it is discussed that the type IIB theory with D5-brane on
Calabi-Yau 3-fold X3 is related with F-theory on the non-compact Calabi-Yau 4-fold X4.
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The corresponding non-compact Calabi-Yau 4-fold X4 is given by the complete intersection
of Wa(xi, ψ) = 0 and the defining equation
Q4(φ) = xn+2xn+3 +Q(xi, φ) = 0, (4.104)
in the ambient space WPn+2 whose weights of coordinates xn+2 and xn+3 are determined by
the defining equations.12 We also eliminate the points (0 : · · · : 0 : xn+2 : xn+3) in WPn+2.
The period of the holomorphic 4-form on this geometry is
Π4 =
∫
Tǫ(Γ4)
∆n+2∏
aWa(xi, ψ)Q4(φ)
, (4.105)
where Tǫ(Γ4) is the tubular neighborhood of the 4-cycle Γ4 [17] and ∆n+2 is appropriate
(n+ 2)-form on ambient space WPn+2.
Therefore we have three different-looking formulas for D5-brane superpotentials:
1. the chain integral of 3-fold,
2. the relative period of 3-fold with the logarithmic factor,
3. the period of 4-fold.
Various analyses and discussions show that these three formulas are essentially the same
things. Now we try to confirm this equivalence formally.
We first discuss the connection between 4-fold periods and logarithmic periods. In order
to evaluate the 4-fold period integral without suffering from the divergence, we consider its
derivative with respect to the open string moduli φ. Here we change the variables (xn+2, xn+3)
to the polar coordinates such that
xn+2 = re
iθ, xn+3 = re
−iθ. (4.106)
The derivative of the period Π4 is
∂φΠ4 =
∫
Tǫ(Γ4)
∂φQ(xi, φ)∆n ∧ d(r2) ∧ dθ∏
aWa(xi, ψ)(r
2 +Q)2
. (4.107)
12If the weight of xn+2 or xn+3 is zero, the resulting space becomes WP
n+1 × C.
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We define n-form ∆n by the relation ∆n+2 = ∆n ∧ d(r2)∧ dθ. The integral over r and θ can
be performed by taking them as the coordinates of the whole two dimensional plane. As a
result, we find
∂φΠ4 = −1
π
∫
Tǫ(Γ3)
∂φQ(xi, φ)∆n∏
aWa(xi, ψ)Q(xi, φ)
= −1
π
∂φ
∫
Tǫ(Γ3)
logQ(xi, φ)∆n∏
aWa(xi, ψ)
≃ ∂φΠr. (4.108)
Although this derivation is formal, we find that the 4-fold period integral Π4 is equivalent
to the relative period Πr up to the terms which do not depend on the open string moduli.
Now we discuss the relationship between the 4-fold period integrals and the 3-chain
integrals on compact 3-fold. We start with the formula in the first line of (4.108). Let s be
a local coordinate normal to the locus Q(xi, φ) = 0 and ∆n = ds ∧∆′. One finds
∂φΠ4 = −1
π
∫
Tǫ(Γ3)
∂φQ(xi, φ)ds ∧∆′∏
aWa(xi, ψ)Q(xi, φ)
= −2i
∫
Tǫ(C)
∂φQ(xi, φ)∆
′∏
aWa(xi, ψ)∂xjQ(xi, φ)
dxj(s)
ds
. (4.109)
The second equality follows by performing the residue integral with respect to s. Here we
define the 2-cycle C = Γ3 ∩ {Q(xi, φ) = 0} and we assume that this can be identified with
the boundary of 3-chain in 3-fold.
For the complete intersection Calabi-Yau 3-fold, the three chain integral Π3 takes the
form
Π3 =
∫
Tǫ(Γφ)
∆n∏
aWa(xi, ψ)
(4.110)
where Tǫ(Γφ) is the tubular domain around the 3-chain Γφ whose boundary ∂Γφ = Cφ is
specified by Q(xi, φ) = 0. Since the boundary deforms as
∂xjQ
dxj(s)
ds
ds+ ∂φQdφ = 0, (4.111)
we have
∂φΠ3 = ∂φ
∫
Tǫ(Γφ)
ds ∧∆′∏
aWa(xi, ψ)
=
∫
Tǫ(Cφ)
∆′∏
aWa(xi, ψ)
ds
dφ
∼ ∂φΠ4 (4.112)
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with identification C = Cφ. This tells us that the chain integrals are directly related to the
4-fold period integrals.
Thus we formally realized the equivalence of the relative period with logarithmic differ-
ential for compact 3-fold, the non-compact 4-fold’s period and the chain integral.13 In the
following we will evaluate (4.102) directly via analytic continuation.
4.3 Direct computation of relative period for mirror quintic
Now we compute the relative period integral for the mirror quintic 3-fold Y5 via analytic
continuation. The relative 3-form is integrated over the tubular domain of the complete
intersection of
W (xi, ψ) =
5∑
i=1
x5i − 5ψx1x2x3x4x5 = 0 (4.114)
and the divisor14
Q(xi, φ) = x
5
5 − φx1x2x3x4x5 = 0. (4.115)
The complete intersection is also covered completely by two patches x1 = 1 and x3 = 1.
Since the contribution to the residue integrals from these two patches are the same, we
multiply the factor two for the computation in x1 = 1 patch.
In the x1 = 1 patch, we can use the parametrization (X, Y, Z, T ) in the previous section
13The direct residue integral of xn+2 and xn+3 are easily performed, because the points (0 : · · · : 0 : xn+2 :
xn+3) are removed. The residue integral of
∮
dxn+3/Q4 gives rise to a simple integral for xn+2 coordinate:∮
dxn+2/xn+2. This residue integral picks up a point xn+2 = 0, then we obtain the restricted 3-fold period
integral
Π4 ∼
∫
Tǫ(X3)
∆∏
aWa(xi, ψ)
∣∣∣∣∣
Q(xi,φ)=0
. (4.113)
Such restriction can be rewritten as the insertion of the logarithmic form by the Poincare´ residue map.
Therefore we can check the validity of the above discussion.
14Of course other choices of divisor are possible. We choose one of the defining equations of curve and
change one of coefficients into the open moduli. In [17], the authors show that in their method all of results
coincide each other at the critical locus of open moduli (on-shell), for the quintic case.
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(3.41). In terms of this parametrization, the relative period Πr is given by
Πr = 2 ·
∫
ω0 log[Y
4/5(1− φTXZ)]
W
. (4.116)
Here we are only interested in φ-dependent term, so we neglect the term log Y 4/5 in the
numerator. Changing the parameters to polar ones, ζ and w, we can rewrite this integral
Πr = 2 · 10
(2πi)4
∫
dζ
ζ
dT
T
wdwdY
× log(1−
φ
5ψ
w2)
1− T 5 + (5ψ)−5/2(ζ − ζ−1)w5T−5/2Y 2 + Y (1− w2) . (4.117)
After the residue integral of Y and the analytic continuation to the Barnes form, we obtain
Πr = 2 · 40
∫
ds
2πi
π cos(πs)
sin(πs)
Γ(2s+ 1)
Γ(s+ 1)2
zs/2
∫
dw
w5s+1 log(1− φ
5ψ
w2)
(1− w2)2s+1
×
∫
dζ
2πiζ
(ζ − ζ−1)s
∫
dT
(2πi)T
(T 5/2 − T−5/2)s. (4.118)
The integrals of ζ and T can be performed as before, so let’s concentrate on the integration
of w.
To discuss the case of
∣∣∣ φ5ψ ∣∣∣ < 1, we change the integration variable to y = 1/w.
1
2πi
∫
Cw
dw
w5s+1 log(1− φ
5ψ
w2)
(1− w2)2s+1 =
1
2πi
∫
Cy
dy
log
(
1− 5ψ
φ
y2
)
(y2 − 1)2s+1ys+1 , (4.119)
In the integrand, there exist logarithmic branch cuts which arises from the points y = ±
√
φ
5ψ
.
We choose the contour Cy surrounding y = ±
√
φ
5ψ
as described in Fig.5. Taking into account
for the logarithmic branch, we can rewrite the integral y as a integral over [−
√
φ
5ψ
,
√
φ
5ψ
].
1
2πi
∫
C′y
dy
log
(
1− 5ψ
φ
y2
)
(y2 − 1)2s+1ys+1
=
1
2πi
∫ √ φ
5ψ
−
√
φ
5ψ
dy
log
(
1− 5ψ
φ
y2
)
(y2 − 1)2s+1ys+1 +
1
2πi
∫ −√ φ
5ψ
√
φ
5ψ
dy
log
(
1− 5ψ
φ
y2
)
− 2πi
(y2 − 1)2s+1ys+1
=
∫ √ φ
5ψ
−
√
φ
5ψ
dy
1
(y2 − 1)2s+1ys+1 . (4.120)
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Figure 5: Contour C ′
Changing the integration variable to x = y2, we find a simple expression.∫ √ φ
5ψ
−
√
φ
5ψ
dy
1
(y2 − 1)2s+1ys+1 =
∫ φ
5ψ
0
dx
(x− 1)2s+1x s2+1
= (−1)2s+1
∫ φ
5ψ
0
dx
(1− x)2s+1x s2+1 . (4.121)
Here we adopt a formula for the incomplete beta function to evaluate the above integral.
Bz(p, q) : =
∫ z
0
dt tp−1(1− t)q−1 = z
p
p
F (p, 1− q, p+ 1; z)
=
1
Γ(1− q)
∞∑
ℓ=0
Γ(1− q + ℓ)
(p+ ℓ)ℓ!
zℓ+p, (4.122)
where Re z < 1 and the hypergeometric function is expanded as
F (α, β, γ; z) =
Γ(γ)
Γ(α)Γ(β)
∞∑
ℓ=0
Γ(α + ℓ)Γ(β + ℓ)
Γ(γ + ℓ)
zℓ
ℓ!
. (4.123)
From this expression of the incomplete beta function, the w-integration can be expressed as
Bφ/5ψ(p, q) with p = −s/2 and q = −2s. Finally we obtain
1
2πi
∫
Cw
dw
w5s+1 log(1− φ
5ψ
w2)
(1− w2)2s+1
= (−1)2s+1 1
Γ(2s+ 1)
∞∑
ℓ=0
Γ(2s+ 1 + ℓ)(
ℓ− s
2
)
ℓ!
(
φ
5ψ
)− s
2
+ℓ
. (4.124)
The integrals with respect to ζ and T are given by (3.58) and (3.59) as was the case of the
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on-shell chain integral. As a result, the relative period becomes
Πr = 2 · 1
2πi
∫
ds
2πi
(5ψ)−5s/2
π cos(πs)
sin(πs)
1
Γ
(
s
2
+ 1
)4 eπis/22π cos(πs2 )
×(−1)2s+1
∞∑
ℓ=0
Γ(2s+ 1 + ℓ)(
ℓ− s
2
)
ℓ!
(
φ
5ψ
)− s
2
+ℓ
=
2
2πi
∫
ds
2πi
∞∑
ℓ=0
2π2 cos(πs) cos(πs
2
)
sin(πs)
sin4(−πs
2
)
π3 sin[π(−2s− ℓ)]e
πis/2(−1)2s+1
× Γ(−
s
2
)4
(ℓ− s
2
)Γ(−2s− ℓ)ℓ!φ
− s
2
+ℓ(5ψ)−ℓ−2s, (4.125)
where we used the reflection formula of the gamma function
Γ(z)Γ(1− z) = π
sin(πz)
. (4.126)
In the residue integral for s, there are simple poles at s = −2k − 1 with positive integer k.
Here we introduce a parameter n := ℓ + k. to rewrite the summation with respect to ℓ, For
k ≤ n ≤ 5k + 1, the gamma function is finite. Picking up such poles, we find the relative
period in the vicinity of the orbifold point as follows:
Πr =
2
π2
∞∑
k=0
5k+1∑
n=k
(−1)n−kΓ (k + 1
2
)4
(2n+ 1)(n− k)!(5k − n+ 1)!φ
n+1/2(5ψ)5k−n+2. (4.127)
This result coincides with the relative period which is obtained via extended Picard-Fuchs
equation [11].15 Moreover, at the critical locus of the open moduli, φ → 5ψ, we recover
on-shell situation:
Πr
∣∣∣
(φ)
1
2=±√5ψ
=
2
π2
∞∑
k=0
5k+1∑
n=k
(−1)n−kΓ (k + 1
2
)4
(2n+ 1)(n− k)!(5k − n+ 1)!(5ψ)
5k+5/2
=
1
π2
∞∑
k=0
Γ(k + 1
2
)5
Γ(5k + 5
2
)
(5ψ)5k+5/2. (4.128)
The second equality follows by the relation
5k+1∑
n=k
(−1)n−k
(2n+ 1)(n− k)!(5k − n+ 1)! =
1
2
4k+1∑
l=0
(−1)l
(k + l + 1
2
)l!(4k − l + 1)!
=
1
2
Γ(k + 1
2
)
Γ(5k + 5
2
)
(4.129)
15Our normalization of the holomorphic 3-form Ω differs from that of [11] by a factor 5ψ.
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and this can be obtained by the following formula:
Γ(x)
Γ(x+ a)
=
∞∑
l=0
(−1)l
(x+ l)Γ(l + 1)Γ(a− l) (4.130)
with x = k + 1/2 and a = 4k + 2.
Here in (4.128), the expression (φ)1/2 = ±√5ψ means that (φ)1/2 = +√5ψ can be
interpreted as Π+ (the superpotential of C+) and (φ)
1/2 = −√5ψ as Π− (that of C−) [11].
Recall that the divisor equation Q is given in (4.96) and with x1 + x2 = x3 + x4 = 0,
Q = x55 − φx1x2x3x4x5
∣∣
x1+x2=x3+x4=0
= x5(x
2
5 + (φ)
1/2x1x3)(x
2
5 − (φ)1/2x1x3). (4.131)
Comparing this to the defining equation of the curve in C± (3.39) leads to the above state-
ment. Here we consider the locus {x5 = 0} is irrelevant. The domainwall tension can be
expressed by Πr
∣∣
(φ)1/2=+
√
5ψ
− Πr
∣∣
(φ)1/2=−√5ψ and it is nothing but (4.128).
4.4 Mirror of double cubic X3,3[1
6]
We further apply our analytic continuation method for the mirror of the double cubic Calabi-
Yau complete intersection X3,3[1
6]. The defining equations for the mirror Calabi-Yau 3-fold
Y3,3 are given by W1 and W2 in (3.66). Now we consider the B-brane which is again given
by the intersection with the hyperplanes x1 + x2 = 0, x4 + x5 = 0. Then, to introduce the
open string moduli φ, we will consider a divisor
Q(φ) := x33 − φx4x5x6 = 0. (4.132)
Now we compute the relative period Πr(ψ, φ),
Πr(ψ, φ) =
34ψ2
(2πi)6
∫
ω0 logQ
W1W2
, (4.133)
where Q(xi, φ) is defined in (4.132) and ω0 is a 5-form on CP
5 defined similarly as the quintic
case.
To evaluate this integral, we again consider in the x5 = 1 patch and introduce the set of
coordinates (3.69) and the polar ones (3.73). Recall the coordinates for x2 = 1 patch can be
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also found just by exchanging (x1, x2, x3) and (x4, x5, x6) and it is enough to parametrize the
boundaries C± by these two partches. In terms of these coordinates, in the x5 = 1 pacth, we
can rewrite relative period integral (4.133) up to φ independent term in the following form:
Πr =
2 · 6
(2πi)4
∫
wdwdvdtdζ
tζ
log(1− φ
3ψ
w2)
(1− w2)(v − 1)− w3v3/2(ζ − ζ−1)(t3/2 − t−3/2)(3ψ)−3 .
=
2 · 6
(2πi)4
∞∑
n=0
zn/2
∫
w3n+1 log(1− φ
3ψ
w2)
(1− w2)2n+1
∫
dv
2πi
v3n/2
(v − 1)n+1
×
∫
dζ
(2πi)ζ
(ζ − ζ−1)n
∫
dt
(2πi)t
(t3/2 − t−3/2)n, (4.134)
where we denote z := (3ψ)−6.
Here we consider the analytic continuation of the above period integral. We replace the
discrete sum with respect to n by the contour integral with respect to s. The Barnes integral
form of the relative period is
Πr =
2 · 6
2πi
∫
ds
2πi
π cos(πs)
sin(πs)
zs/2
∫
dw
2πi
w3s+1 log(1− φ
3ψ
w2)
(1− w2)s+1
∫
dv
2πi
v3s/2
(v − 1)s+1
×
∫
dζ
(2πi)ζ
(ζ − ζ−1)s
∫
dt
(2πi)t
(t3/2 − t−3/2)s. (4.135)
The integrals except w can be performed in the same way as the on-shell formalism
(3.77), and the integral for w is performed as in the above quintic case. We choose the same
contour as Fig.5, and the result is∫
dw
2πi
w3s+1 log(1− φ
3ψ
w2)
(1− w2)s+1 = (−1)
s+1 1
Γ(s+ 1)
∞∑
ℓ=0
Γ(s+ 1 + ℓ)
(ℓ− s
2
)ℓ!
(
φ
3ψ
)− s
2
+ℓ
. (4.136)
We collect all results and perform s-integration. As a result of computations, the relative
period in the vicinity of the orbifold point is found by picking up the poles at s = −2k + 1
and becomes
Πr =
2
π2
∞∑
k=0
3k∑
n=k
(−1)n−kΓ(k + 1
2
)5
(2n+ 1)(n− k)!(3k − n)!Γ(3k + 3
2
)
φn+
1
2 (3ψ)6k−n+
5
2 , (4.137)
where ℓ = n− k.
We also check our result in the limit φ→ 3ψ (the value at the critical locus of the open
moduli φ). In this limit, we find
Πr
∣∣∣
(φ)1/2=±√3ψ
=
1
π2
∞∑
k=0
Γ(k + 1
2
)6
Γ(3k + 3
2
)2
(3ψ)6k+3. (4.138)
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In the derivation, as in the case of the quintic, we used the following identity:
3k∑
n=k
(−1)n−k
(2n+ 1)(n− k)!(3k − n)! =
1
2
Γ(k + 1
2
)
Γ(3k + 3
2
)
. (4.139)
This can be obtained from the formula (4.130) with x = k + 1/2 and a = 2k + 1.
As discussed in the quintic case, the choice (φ)1/2 = ±√3ψ can be interpreted as Π±.
The domainwall tension can be obtained by Πr
∣∣
(φ)1/2=+
√
3ψ
−Πr
∣∣
(φ)1/2=−√3ψ.
4.5 Extended Picard-Fuchs equation: Consistency check
As a consistency check of the above results, we discuss the extended Picard-Fuchs equation.
It is a homogeneous differential equation and its solutions are relative periods, which depends
on both open and closed moduli. For toric Calabi-Yau 3-fold, one can find the Picard-Fuchs
equation from the toric data directly. Adding D-brane, we should consider the extended
Picard-Fuchs system with the additional toric charge. The application of this method to the
compact Calabi-Yau is discussed in [12]. See also [15, 16] for further discussions.
For a set of toric charge vectors ℓ(a) = (ℓai ), we find the Picard-Fuchs operators La as
follows:
La =
ℓa
0∏
k=1
(θa0 − k)
∏
ℓai>0
ℓai−1∏
k=0
(θai − k)− (−1)ℓ
a
0za
−ℓa
0∏
k=1
(θa0 − k)
∏
ℓai<0
−ℓai−1∏
k=0
(θai − k),
za := (−1)ℓa0
∏
i
c
ℓai
i , θai :=
∑
a
ℓai θza , (4.140)
where ci are coefficients of the defining equation W =
∑
i ciyi for the mirror Calabi-Yau
3-fold, and θza = za∂/∂za.
For the quintic Calabi-Yau 3-fold case, as previously mentioned we choose the toric
vectors as ℓ(1) = (−5, 1, 1, 1, 1, 1) and for divisor Q(xi, φ) = 0 expressing B-brane as ℓ(2) =
(−1, 0, 0, 0, 0, 1) [1]. One of the linear combinations of the toric charge vectors leads to a
Picard-Fuchs operator that gives a nontrivial constraint on the relative period [12]
L′1 = θ2θ41 + z1z2
5∏
i=1
(4θ1 + θ2 + i), (4.141)
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where
z1 = (5ψ)
−4φ−1, z2 = −(5ψ)−1φ. (4.142)
The toric charge vector for the double cubic complete intersection Calabi-Yau 3-fold is
ℓ1 = (−3,−3, 1, 1, 1, 1, 1, 1). (4.143)
From this toric charge, we find the defining equations W1 and W2 in (3.66) for the mirror
Calabi-Yau 3-fold Y3,3. There are four toric charge vectors to determine the B-brane locus,
which is expressed as a curve. Now we consider the B-brane which is again given by the
intersection with the hyperplanes {x1 + x2 = 0} and {x4 + x5 = 0}. Then, to introduce the
open string moduli φ, we will consider a divisor
Q(φ) := x33 − φx4x5x6 = 0, (4.144)
defined by the extra toric charge vector
ℓ2 = (−1, 0, 0, 0, 1, 0, 0, 0). (4.145)
Toric charge vectors ℓ1 and ℓ2 give an extended Picard-Fuchs operator. From one of the
linear combinations, we find an extended Picard-Fuchs operator
L′1 = θ2θ51 − z1z2
3∏
i=1
(2θ1 + θ2 + i)
3∏
i=1
(3θ1 + i), (4.146)
where
z1 = (3ψ)
5φ−1, z2 = (3ψ)
−1φ. (4.147)
One can verify that in each case the relative periods (4.127) and (4.137) satisfy the
extended Picard-Fuchs equations
L′1Πr(ψ, φ) = 0. (4.148)
Thus we can confirm that the relative periods obtained via direct integration are surely
solutions for the extended Picard-Fuchs equations.
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5 Normalization ambiguity
In section 3 and 4, we have directly evaluated the D-brane superpotentials by use of analytic
continuations. This method is a powerful approach for obtaining the analytical expressions
of the superpotentials for both on-shell and off-shell. The disadvantage of this approach
is that we cannot determine the normalization of the superpotentials since we may have
ambiguities in the analytic continuations. Therefore, in this section we are going to try
to fix the normalization by considering genus one amplitudes, focusing on the on-shell (i.e.
involution brane) situations.
The holomorphic anomaly equation connects the tree level amplitudes with the ampli-
tudes of the higher worldsheet topologies [56, 57]. The extension of this to the open string
sector, in particular for the compact Calabi-Yau, is proposed in [28, 29]. The related works
are discussed in [58, 59]. We will use the formula for one loop amplitudes given in these
works. Now we compute real BPS invariants at Euler characteristic −2, 0 (genus 0, 1) for
one parameter Calabi-Yau complete intersections in weighted projective spaces under the
assumption that the formula for Euler characteristic 0 obtained in [29] holds.
In general we consider Xd1,d2,··· ,dk(w1, w2, · · · , wl), a complete intersection of k hyper-
surfaces of degrees d1, · · · , dk in the weighted projective space WPl−1(w1, · · · , wl).16 Then
the various ingredients are listed as follows. First, the condition of 3-fold obtained by the
adjunction formula is given by l− k = 4. The classical Yukawa coupling (triple intersection
number) is
K0 =
∏k
i=1 di∏l
i=1wi
. (5.149)
16All of few moduli Calabi-Yau complete intersections in the weighted projective space are listed in [50]. We
here concern the following specific models: X5(1
5), X6(1
4, 2), X8(1
4, 4), X10(1
3, 2, 5), X3,3(1
6), X4,4(1
4, 22),
X6,6(1
2, 22, 32), X4,3(1
5, 2). All these models are (closed) one-moduli models. See also [36, 37, 38, 39, 40, 51].
We can apply our direct integration method to these models and obtain the same enumerative numbers as
[8, 9, 10] although there are subtleties we have mentioned already in the footnote of the section 3.
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The first and second Chern class, c1, c2, and the Euler characteristic χ can be obtained as
c1 =
k∑
i=1
di −
l∑
i=1
wi = 0, (5.150)
c2 =
1
2
∏l
i=1 di∏l
i=1wi
(
k∑
i=1
d2i −
l∑
i=1
w2i
)
, (5.151)
χ =
1
3
∏k
i=1 di∏l
i=1wi
(
−
k∑
i=1
d3i +
l∑
i=1
w3i
)
. (5.152)
The discriminant of one-moduli models is
(diss) =
(
1−
∏k
i=1 di
di∏l
i=1wi
wi
z
)
. (5.153)
The fundamental period ̟0 and logarithmic period ̟1 are
̟0 =
∞∑
n=0
∏k
i=1 Γ(din+ 1)∏l
i=1 Γ(win + 1)
zn, (5.154)
̟1 =
∞∑
n=0
∏k
i=1 Γ(din + 1)∏l
i=1 Γ(win+ 1)
[
log z +
(
k∑
i=1
diΨ(din+ 1)−
l∑
i=1
wiΨ(win+ 1)
)]
zn (5.155)
where Ψ denotes the digamma function.
It has turned out that the chain integral (i.e. the tension of the BPS domainwall) is the
following general form (for the Z2 vacua case
17)
Π(z)(= ̟0(z)TA(z)) = c
2π2
∞∑
n=0
∏l
i=1 Γ(−win− wi2 )∏k
i=1 Γ(−din− di2 )
zn+
1
2 , (5.156)
where TA is the A-model domainwall tension (i.e. the disk generating function) under the
transformation by the mirror map. The integer constant c is the normalization factor and
assumed to be given by c = N/|S|. Here, N is the number of branes which transforms under
discrete group of the models and S is the stabilizer of the curves, namely, |S| counts the
order of discrete subgroup which makes the brane invariant. This constant is in some way
related to the constant factor of the inhomogeneous term of the Picard-Fuchs equation in
[10]. Since we do not have any A-model calculus except for X5(1
5) and X3,3(1
6), we do not
17The generalization to the Zk-sector (k 6= 2) is easy and the formula in such case is in [10].
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know the true normalization. In the following, we will find that the most of models have
c = 1. We will also note that the consistency and discrepancy with Walcher’s results for
some CICY models [10].
There are other constraints for the weight since they must be one-moduli models. At
the level of the closed string, the periods satisfy the fourth order homogeneous equation.
Therefore, the fundamental period should have the form
̟0 =
∞∑
n=0
∏k
i=1
∏di
j=1
Γ(n+ j
di
)
Γ( j
di
)∏l
i=1
∏wi
j=1
Γ(n+ j
wi
)
Γ( j
wi
)
( ∏k
i=1 d
di
i∏l
i=1w
wi
i
z
)n
=
∞∑
n=0
Γ(n + λ1)Γ(n+ 1− λ1)Γ(n+ λ2)Γ(n+ 1− λ2)
Γ(λ1)Γ(1− λ1)Γ(λ2)Γ(1− λ2)Γ(n+ 1)4
( ∏k
i=1 d
di
i∏l
i=1w
wi
i
z
)n
, (5.157)
where λ1, λ2 are determined by
{λ1, 1− λ1, λ2, 1− λ2} =
{
j
wi
∣∣∣∣∣j = 1, ..., wi − 1, i = 1, ..., l
}
−
{
j
di
∣∣∣∣∣j = 1, ..., di − 1, i = 1, ..., k
}
. (5.158)
We can rewrite the logarithmic period in terms of λ1 and λ2 as follows:
̟1 = ̟0 log z + ˜̟ 1, (5.159)
where ˜̟ 1 is expressed as
˜̟ 1 =
∞∑
n=0
Γ(n + λ1)Γ(n+ 1− λ1)Γ(n+ λ2)Γ(n+ 1− λ2)
Γ(λ1)Γ(1− λ1)Γ(λ2)Γ(1− λ2)Γ(n+ 1)4
×
[∑
i=1,2
Ψ(n+ λi)−Ψ(λi) + Ψ(n+ 1− λi)−Ψ(1− λi)− 4(Ψ(n+ 1)−Ψ(1))
]
×
( ∏k
i=1 di
di∏l
i=1wi
wi
z
)n
. (5.160)
The mirror map is given by t(z) = 1
2πi
̟1(z)
̟0(z)
. Under this map the genus zero (disk) amplitude
in the A-model, TA(z), which is given by
Π(z) = ̟0(z)TA(z) = c
2π2
∞∑
n=0
∏l
i=1 Γ(−nwi − wi2 )∏k
i=1 Γ(−ndi − di2 )
zn+
1
2 , (5.161)
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has the enumerate structure in the A-model interpretation and we define the genus 0 real
BPS invariants, n
(0,real)
d (for d odd), by
TA(z) =
∑
k,d: odd
2n
(0,real)
d
k2
qkd/2, (5.162)
where q = e2πit(z) [2, 4, 6]. Here d is the degree and k is the integer for re-summation. Note
that τ(z) is a solution to the inhomogeneous Picard-Fuchs equation LPF τ(z) = a24 z1/2 with
a = 2n
(0,real)
1 = c
Γ(−w1
2
) · · ·Γ(−wl
2
)
2π2Γ(−d1
2
) · · ·Γ(−dk
2
)
. (5.163)
According to [29], the holomorphic limits Ahol, Khol of the annulus amplitude A and the
Klein bottle amplitude K are given by [29, eq.(5.27)][47]
∂
∂z
Ahol = −1
2
(∆holzz )
2C−1zzz, Khol =
1
2
log
[
q
z
dz
dq
(diss)−1/4
]
. (5.164)
Here ∆holzz is given by
∆holzz = (∂z − Γzzz + ∂zK)(∂z + ∂zK)τ(z), (5.165)
where Γzzz = ∂z log
dt(z)
dz
and ∂zK = −∂z log̟0, and the Yukawa coupling Czzz takes the form
Czzz =
K0
z3 · (diss) . (5.166)
Another form of ∆holzz is given in terms of q as
∆holzz = ̟0
(
dz
dq
)−2(
∂q +
1
q
)
∂q̟Γ. (5.167)
Then, the genus 1 real BPS numbers n
(1,real)
d are defined by the following expansion [29,
eq.(5.28)]:
Ahol +Khol =
∑
d∈2Z>0,
k∈2Z≥0+1
2n
(1,real)
d
k
qdk/2. (5.168)
Because of the relation of the mirror map and the expression of the logarithmic periods
in terms of λ1, λ2, we obtain the following formula:
q = exp
(
̟1
̟0
)
= z exp( ˜̟ 1)
= z + λ1(1− λ1)λ2(1− λ2)
[
1
λ1
+
1
1− λ1 +
1
λ2
+
1
1− λ2 − 4
] ∏k
i=1 d
di
i∏l
i=1w
wi
i
z2 + · · · .
(5.169)
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We can invert this as
z = q − [λ1(1− λ1) + λ2(1− λ2)− 4λ1(1− λ1)λ2(1− λ2)]
∏k
i=1 d
di
i∏l
i=1w
wi
i
q2 + · · · . (5.170)
Substituting the expansion in (5.168), we have
K =
[
−1
2
(λ1(1− λ1) + λ2(1− λ2)− 4λ1(1− λ1)λ2(1− λ2)) + 1
8
] ∏k
i=1 d
di
i∏l
i=1w
wi
i
q + · · · ,
= 2
(
λ1 − 1
2
)2(
λ2 − 1
2
)2 ∏k
i=1 d
di
i∏l
i=1w
wi
i
q + · · · , (5.171)
and we can rewrite it as
K = 2−7π−4
∏l
i=1 Γ(−wi2 )2∏k
i=1 Γ(−di2 )2
∏
wi;odd
wi∏
di;odd
di
q + · · · . (5.172)
On the other hand, we have
A = −27π−4
∏l
i=1 Γ(−wi2 )2∏l
i=1 Γ(−di2 )2
∏l
i=1wi∏k
i=1 di
c2q + · · · . (5.173)
Therefore, we finally get
n
(1,real)
2 = 2
−8π−4
∏l
i=1 Γ(−wi2 )2∏k
i=1 Γ(−di2 )2
[∏
wi;odd
wi∏
di;odd
di
−
∏l
i=1wi∏k
i=1 di
c2
]
. (5.174)
In most cases, since we have c = 1, we can find
n
(1,real)
2 = 0, 24, 72, 2
12, 0, (5.175)
for X5(1
5), X6(1
4, 2), X8(1
4, 4), X10(1
3, 2, 5), X3,3(1
6), respectively. For (the Z2-sector of)
X4,4(1
4, 22), we have n
(1,real)
2 = 12 if we assume c = 1 and n
(1,real)
2 = 0 when c = 2. The tree
level result obtained by Walcher for X4,4(1
4, 22) corresponds to c = 4, from which we obtain
negative integers for n
(1,real)
2 . This result does not mean that c = 4 for X4,4(1
4, 22) is not a
good choice because we have holomorphic ambiguity. Moreover, we have n
(1,real)
2 = 3/2 for
X4,3(1
5, 2) if we take c = 1. Furthermore, we cannot find any good rational values for c such
that we have positive integers for n
(1,real)
2 . This result may imply that we have to add some
other terms for genus one amplitudes by considering holomorphic ambiguities.
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6 Conclusions
In this paper we discuss new methods for open mirror symmetry of the compact Calabi-Yau
3-fold. First, we have shown that the inhomogeneous Picard-Fuchs equation of the chain
integral can be obtained by a rather systematic algorithm. This algorithm is also effective for
various CICYs. In such cases, the Griffiths-Dwork method is not so easy task. Then, we have
evaluated the superpotentials or domainwall tensions directly via analytic continuations. We
found that our method is a powerful approach for obtaining the analytical expressions of
the superpotentials for both on-shell and off-shell formalism. We treat several models with
a few moduli and reproduce the known results. The disadvantage of this approach is the
problem of fixing the normalization of the 3-chain integral which may result from the ambi-
guity of analytic continuation. So as to overcome this point, we have considered the genus
one amplitudes, and fixed the normalization appropriately. Our direct integration method
might not be mathematically rigorous, but we can reproduce the known results rather easily
and the computation is economical and intuitive. It is important that we can directly obtain
the domainwall tension itself without treating any other relative periods. So far there is no
result of compact Calabi-Yau manifolds except for a few (bulk) moduli hypersurface/CICY
models18. We expect that our methods works for more general class of Calabi-Yau 3-fold as
the Pffaffian Calabi-Yau varieties [60], which will be reported elsewhere [61].
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A Rescaling algorithm and the inhomogeneous terms
In this appendix, we will mainly discuss the rescaling algorithm for some examples.
A.1 Cubic curve
As the first example, we will consider the family of Calabi-Yau 1-fold (elliptic curve) defined
as a hypersurface by the following homogeneous polynomial of degree three in CP2,
W =
1
3
(x31 + x
3
2 + x
3
3)− ψx1x2x3 = 0. (A.176)
In this case we define the integral of two form over 2-chain as∫
Γ
Ω = ψ
∫
Γ
ω0
W
(A.177)
where
ω0 =
3∑
i=1
(−1)ixidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dx3
= −x3dx1 ∧ dx2 + x2dx1 ∧ dx3 − x1dx2 ∧ dx3 (A.178)
and Γ has ψ-dependence. For simplicity, we fix here one of the homogeneous coordinates of
CP
2, x1, to 1, so that ω0 = −dx2 ∧ dx3.
We find from (A.176) (or precisely a redundant moduli versionW ′) the obvious differential
relation
3∏
i
(
∂
∂ai
)
ω0
W ′
=
(
∂
∂a0
)3
ω0
W ′
, (A.179)
and reproduce this equation with ψ derivatives in the similar way to the quintic case. To
obtain the Picard-Fuchs equation which is second order, we start from the following θψ :=
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ψ∂ψ factorized form,∫
Ω = ψ
∫ −dx2 ∧ dx3
W
= θψ
∫
logW (d logx2 ∧ d log x3)
= θψ
∫
logW (d logx2 ∧ d log x˜3)(
x3 =
x˜3
ψ
, W =
1
3
(
x31 + x
3
2 +
x˜33
ψ3
− 3x1x2x˜3
))
=
∫
x33
W
(−d log x2 ∧ d log x3) +
∫
∂(logW )
∂x3
d log x2 ∧ dx3. (A.180)
Here we used the following formula for the ψ derivatives of the integration which has a
boundary,
θψ
∫ b
a
f(x)
x
dx = θψ
∫ b/ψm
a/ψm
f(ψmx˜)
x˜
dx˜
=
∫ b/ψm
a/ψm
θψ
f(ψmx˜)
x˜
dx˜−m
∫ b
a
d
dx
f(x)dx, (A.181)
where x = ψmx˜.
It is also easy to find the differential relation using this form of Ω. Next, we consider
reproducing the ∂/∂a1 derivative of (A.180), using coordinate transformation,
−θψ
∫
x33
W
d log x2 ∧ d log x3 = −θψ
∫
x˜33
W˜
d log x2 ∧ d log x3(
x2 = ψx˜2, x3 = ψx˜3, W˜ =
1
3
(
1
ψ3
+ x˜32 + x˜
3
3 − 3x˜2x˜3
))
= −
∫
1
W 2
x33d log x2 ∧ d log x3 +
∫
∂
∂x2
x33
W
dx2 ∧ d log x3
+
∫
∂
∂x3
x33
W
d log x2 ∧ dx3. (A.182)
A similar procedure using the transformation x˜2 = x2/ψ reproduces ∂/∂a2 and yields x
3
2,
−θψ
∫
x33
W 2
d log x2 ∧ d log x3 = −2
∫
x32x
3
3
W 3
d log x2 ∧ d logx3 −
∫
∂
∂x2
x33
W 2
dx2 ∧ d log x3.
(A.183)
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Therefore we obtain
θ2ψ
∫
Ω = −2
∫
ω0(x2x3)
2
W 3
+
∫
d
(
x33
W 2
)
∧ (−d log x3)
+θψ
∫
d
(
x33
W
)
∧ (d log x3 − d log x2) + θ2ψ
∫
d logW ∧ (−d log x2).(A.184)
Note that from the usual derivative without coordinate transformation, we get
1
ψ
θψ
1
ψ
θψ
1
ψ
∫
Ω = 2
∫
ω0
W 3
(x2x3)
2. (A.185)
From this we obtain the following differential equation
1
ψ
θψ
1
ψ
θψ
1
ψ
∫
Ω+ θ2ψ
∫
Ω =
∫
d
(
x33
W 2
)
∧ (−d log x3) + θψ
∫
d
(
x33
W
)
∧ (d log x3 − d log x2)
+θ2ψ
∫
d logW ∧ (−d log x2). (A.186)
A.2 Double cubic
Let us recall some fundamental formulas of X3,3[1
6] as follows:
W1 =
1
3
(x31 + x
3
2 + x
3
3)− ψx4x5x6, W2 =
1
3
(x34 + x
3
5 + x
3
6)− ψx1x2x3,
Ω = ψ2
∫
ω0
W1W2
, ω0 =
6∑
i=1
(−1)ixidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dx6. (A.187)
In the following we mainly use the following two procedures:
• I. Extract x3i in the numerator by transforming as follows: transform xi = x˜i/ψ for the
term that contains dxi in ω0, and transform xj = ψx˜j (j 6= i) for other terms.
• II. Extract x1x2x3 in the numerator by transforming as follows: transform xi = ψ1/3x˜i
(i = 1, 2, 3) for the term that contains all of dx1, dx2, dx3 in the ω0, and transform
xi = ψ
−1/3x˜i (i = 4, 5, 6) for the term that contains all of dx4, dx5, dx6 in the ω0.
To extract x4x5x6, we use the same procedure by exchanging (i = 1, 2, 3) ↔ (i = 4,
5, 6).
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We use θ = ψ∂ψ and the terms B1.1, · · · , are contributions from boundaries and the explicit
formulas are listed in the later page.
Firstly, by use of the procedure I, we consider the fourth order derivative of Ω with
respect to ψ. In the following we apply the procedure I to x1, x4, x2, x5 in turn.
θ
1
ψ
Ω = θψ
∫
ω0
W1W2
= ψ
∫
x31
W 21W2
ω0 + ψ
2
∫
x4x5x6
W 21W2
ω0 +B1.1
θθ
1
ψ
Ω = θψ
∫
x31
W 21W2
ω0 + θψ
2
∫
x4x5x6
W 21W2
ω0 + θB1.1
= ψ
∫
x31x
3
4
W 21W
2
2
ω0 + ψ
2
∫
x41x2x3
W 21W
2
2
ω0 + θψ
2
∫
x4x5x6
W 21W2
ω0 + θB1.1 +B2.1
θθθ
1
ψ
Ω = θψ
∫
x31x
3
4
W 21W
2
2
ω0 + θψ
2
∫
x41x2x3
W 21W
2
2
ω0 + θθψ
2
∫
x4x5x6
W 21W2
ω0 + θθB1.1 + θB2.1
= 2ψ
∫
x31x
3
2x
3
4
W 31W
2
2
ω0 + 2ψ
2
∫
x31x
4
4x5x6
W 31W
2
2
ω0 + θψ
2
∫
x41x2x3
W 21W
2
2
ω0 + θθψ
2
∫
x4x5x6
W 21W2
ω0
+θθB1.1 + θB2.1 +B3.1
θθθθ
1
ψ
Ω = 2θψ
∫
x31x
3
2x
3
4
W 31W
2
2
ω0 + 2θψ
2
∫
x31x
4
4x5x6
W 31W
2
2
ω0 + θθψ
2
∫
x41x2x3
W 21W
2
2
ω0 + θθθψ
2
∫
x4x5x6
W 21W2
ω0
+θθθB1.1 + θθB2.1 + θB3.1
= 4ψ
∫
x31x
3
2x
3
4x
3
5
W 31W
3
2
ω0 + 4ψ
2
∫
x41x
4
2x3x
3
4
W 31W
3
2
ω0 + 2θψ
2
∫
x31x
4
4x5x6
W 31W
2
2
ω0 + θθψ
2
∫
x41x2x3
W 21W
2
2
ω0
+θθθψ2
∫
x4x5x6
W 21W2
ω0 + θθθB1.1 + θθB2.1 + θB3.1 +B4.1 (A.188)
Secondly, we try to express each term of the r.h.s. of (A.188) as the ψ-derivative of Ω. For
the first term of the r.h.s. of (A.188), by use of the procedure II, the following ψ-derivative
formula can be obtained:
4ψ
∫
(x1x2x4x5)
3
W 31W
3
2
ω0 =
1
ψ
θψ
∫
x31x
3
2x
2
4x
2
5
x6W 21W
3
2
ω0 − 1
3
3∑
i=1
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(123)
+
1
3
6∑
i=4
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(456), (A.189)
where ω(ijk) expresses the part of ω0 which contains only dxi, dxj, dxk.
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Next in order to extract x33 in the numerator, we do the ψ-derivation after the next
transformation:
for ω(123) : x1 = ψ
1/3x˜1, x2 = ψ
1/3x˜2, x3 = ψ
−5/3x˜3,
for ω(3456) : x3 = ψ
−2x˜3, x4 = ψ
−1/3x˜4, x5 = ψ
−1/3x˜5, x6 = ψ
−1/3x˜6,
for ω(12456) : x1 = ψ
2x˜1, x2 = ψ
2x˜2, x4 = ψ
5/3x˜4, x5 = ψ
5/3x˜5, x6 = ψ
5/3x˜6,
= 4
∫
x31x
3
2x
3
3x
2
4x
2
5
x6W 31W
3
2
ω0 +B0.1
Then we rewrite it as the ψ-derivative formula by using II again.
=
1
ψ
θ
∫
(x1x2x3x4x5)
2
x6W 31W
2
2
ω0 +
1
3ψ
3∑
i=1
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W 31W
2
2
ω(123)
− 1
3ψ
6∑
i=4
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W 31W
2
2
ω(456) +B0.1
By use of the transformation as follows, we do the differentiation and extract x36.
for ω(456) : x4 = ψ
1/3x˜4, x5 = ψ
1/3x˜5, x6 = ψ
−5/3x˜6,
for ω(1236) : x1 = ψ
−1/3x˜1, x2 = ψ
−1/3x˜2, x3 = ψ
−1/3x˜3, x6 = ψ
−2x˜6,
for ω(12345) : x1 = ψ
5/3x˜1, x2 = ψ
5/3x˜2, x3 = ψ
5/3x˜3, x4 = ψ
2x˜4, x5 = ψ
2x˜5,
=
4
ψ
∫
(x1x2x3x4x5x6)
2
W 31W
3
2
ω0 +B0.1 +B0.2
We can rewrite this as the forth derivative of Ω with respect to ψ by using transformations
II.
=
1
16ψ3
θ
1
ψ2
θψ2θ
1
ψ2
θ
1
ψ2
Ω− 1
16ψ3
(
θ
1
ψ2
θψ2θ
1
ψ2
B1 + θ
1
ψ2
θψ2B2 + θ
1
ψ2
B3 +B4
)
+B0.1 +B0.2. (A.190)
The fifth term can be written as the first derivative of Ω by using transformation II:
ψ2
∫
x4x5x6
W 21W2
ω0 =
ψ
2
θ
1
ψ2
Ω−B1.2. (A.191)
The fourth term can be expressed as follows by use of the formula which is obtained by
differentiating of (A.2) with respect to ψ
2
θ 1
ψ
and transforming as II:
ψ2
∫
x41x2x3
W 21W
2
2
ω0 =
ψ
2
θ
1
ψ
θ
1
ψ
Ω− ψ
4
θθ
1
ψ2
Ω− ψ
2
θ
1
ψ
(B1.1 − B1.2)− ψ
2
B1.3.
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The third term can be expressed as follows by use of the formula which is obtained by
differentiating of (A.188) with respect to ψ
4
θ 1
ψ
and transforming as II:
ψ2
∫
x31x
4
4x5x6
W 31W
2
2
ω0 =
ψ
4
θ
1
ψ
θθ
1
ψ
Ω− ψ
8
θθ
1
ψ
θ
1
ψ
Ω+
ψ
16
θθθ
1
ψ2
Ω+
ψ
8
θθ
1
ψ
(B1.1 − B1.2) + ψ
4
θ
1
2
B1.3
−ψ
4
θ
1
ψ
θ
ψ
2
θ
1
ψ2
Ω− ψ
4
θ
1
ψ
θ(B1.1 − B1.2)− ψ
4
θ
1
ψ
B2.1 − ψ
4
B2.2.
The second term can be expressed as follows by use of the formula which is obtained by
differentiating of (A.188) with respect to ψθ 1
2ψ
and transforming as II:
4ψ2
∫
x41x
4
2x3x
3
4
W 31W
3
2
ω0 = ψθ
1
2ψ
θθθ
1
ψ
Ω− 2ψθ 1
2ψ
[
ψ
4
θ
1
ψ
θθ
1
ψ
Ω− ψ
8
θθ
1
ψ
θ
1
ψ
Ω +
ψ
16
θθθ
1
ψ2
Ω
+
ψ
8
θθ
1
ψ
(B1.1 − B1.2) + ψ
4
θ
1
2
B1.3 − ψ
4
θ
1
ψ
θ
ψ
2
θ
1
ψ2
Ω
−ψ
4
θ
1
ψ
θ(B1.1 − B1.2)− ψ
4
θ
1
ψ
B2.1 − ψ
4
B2.2
]
−ψθ 1
2ψ
θ
[
ψ
2
θ
1
ψ
θ
1
ψ
Ω− ψ
4
θθ
1
ψ2
Ω− ψ
2
θ
1
ψ
(B1.1 − B1.2)− ψ
2
B1.3
]
−ψθ 1
2ψ
θθ
ψ
2
θ
1
ψ2
Ω− ψθ 1
2ψ
θθ(B1.1 − B1.2)− ψθ 1
2ψ
θB2.1 − ψθ 1
2ψ
B3.1 − ψB3.2.
Therefore we lead to the following deferential formula:
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θθθθ
1
ψ
Ω =
1
16ψ3
θ
1
ψ2
θψ2θ
1
ψ2
θ
1
ψ2
Ω +B0.1 +B0.2 + ψθ
1
2ψ
θθθ
1
ψ
Ω
−2ψθ 1
2ψ
[
ψ
4
θ
1
ψ
θθ
1
ψ
Ω− ψ
8
θθ
1
ψ
θ
1
ψ
Ω+
ψ
16
θθθ
1
ψ2
Ω
+
ψ
8
θθ
1
ψ
B1.1 − ψ
4
θ
1
ψ
θ
ψ
2
θ
1
ψ2
Ω− ψ
4
θ
1
ψ
θB1.1 − ψ
4
θ
1
ψ
B2.1
]
−ψθ 1
2ψ
θ
[
ψ
2
θ
1
ψ
θ
1
ψ
Ω− ψ
4
θθ
1
ψ2
Ω− ψ
2
θ
1
ψ
B1.1 − ψ
2
B1.3
]
−ψθ 1
2ψ
θθ
ψ
2
θ
1
ψ2
Ω− ψθ 1
2ψ
θθB1.1 − ψθ 1
2ψ
θB2.1 + ψθ
1
2ψ
B3.1
+2θ
(
ψ
4
θ
1
ψ
θθ
1
ψ
Ω− ψ
8
θθ
1
ψ
θ
1
ψ
Ω +
ψ
16
θθθ
1
ψ2
Ω
+
ψ
8
θθ
1
ψ
B1.1 − ψ
4
θ
1
ψ
θ
ψ
2
θ
1
ψ2
Ω− ψ
4
θ
1
ψ
θB1.1 − ψ
4
θ
1
ψ
B2.1
)
+θθ
(
ψ
2
θ
1
ψ
θ
1
ψ
Ω− ψ
4
θθ
1
ψ2
Ω− ψ
2
θ
1
ψ
B1.1 − ψ
2
B1.3
)
+θθθ
ψ
2
θ
1
ψ2
Ω + θθθB1.1 + θθB2.1 + θB3.1 +B4.1. (A.192)
B1.1 = ψ
∫
d
(
x1
W1W2
ω1
)
, B1.2 =
ψ
6
3∑
i=1
∫
∂
∂xi
xi
W1W2
ω(123) − ψ
6
6∑
i=4
∫
∂
∂xi
xi
W1W2
ω(456)
B1.3 = −1
3
3∑
i=1
∫
∂
∂xi
xix
3
1
W 21W2
ω(123) +
1
3
6∑
i=4
∫
∂
∂xi
xix
3
1
W 21W2
ω(456)
B2.1 = ψ
∫
d
(
x31x4
W 21W2
ω4
)
, B2.2 =
1
3
3∑
i=1
∫
∂
∂xi
xix
3
1x
3
4
W 21W
2
2
ω(123) − 1
3
6∑
i=4
∫
∂
∂xi
xix
3
1x
3
4
W 21W
2
2
ω(456)
B3.1 = ψ
∫
d
(
x31x
3
4x2
W 21W
2
2
ω2
)
, B3.2 = −1
3
3∑
i=1
∫
∂
∂xi
xix
3
1x
3
2x
3
4
W 31W
2
2
ω(123) +
1
3
6∑
i=4
∫
∂
∂xi
xix
3
1x
3
2x
3
4
W 31W
2
2
ω(456)
B4.1 = 2ψ
∫
d
(
x31x
3
2x
3
4x5
W 31W
2
2
ω5
)
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B0.1 = −2
2∑
i=1
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W
2
1W
3
2
ω(12456) − 5
3
6∑
i=4
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W
2
1W
3
2
ω(12456)
−1
3
2∑
i=1
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(123) +
5
3
∫
∂
∂x3
x3x
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(123)
+
1
3
6∑
i=4
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(3456) + 2
∫
∂
∂x3
x3x
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(3456)
−1
3
3∑
i=1
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(123) +
1
3
6∑
i=4
∫
∂
∂xi
xix
3
1x
3
2x
2
4x
2
5
x6W 21W
3
2
ω(456)
B0.2 =
1
3ψ
3∑
i=1
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W
3
1W
2
2
ω(123) − 1
3ψ
6∑
i=4
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W
3
1W
2
2
ω(456)
− 2
ψ
5∑
i=4
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W 31W
2
2
ω12345 − 5
3ψ
3∑
i=1
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W 31W
2
2
ω12345
+
1
3ψ
3∑
i=1
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W 31W
2
2
ω(1236) +
2
ψ
∫
∂
∂x6
x6(x1x2x3x4x5)
2
x6W 31W
2
2
ω(1236)
− 1
3ψ
5∑
i=4
∫
∂
∂xi
xi(x1x2x3x4x5)
2
x6W 31W
2
2
ω(456) +
5
3ψ
∫
∂
∂x6
x6(x1x2x3x4x5)
2
x6W 31W
2
2
ω(456)
B1 = −1
3
3∑
i=1
∫
∂
∂xi
xi
W1W2
ω(123) +
1
3
6∑
i=4
∫
∂
∂xi
xi
W1W2
ω(456)
B2 = − 2
3ψ
3∑
i=1
∫
∂
∂xi
xix1x2x3
W1W
2
2
ω(123) +
3
3ψ
6∑
i=4
∫
∂
∂xi
xix1x2x3
W1W
2
2
ω(456)
B3 =
8
3
ψ2
3∑
i=1
∫
∂
∂xi
xi(x1x2x3)
2
W1W 32
ω(123) − 8
3
ψ2
6∑
i=4
∫
∂
∂xi
xi(x1x2x3)
2
W1W 32
ω(456)
B4 =
16
3
ψ2
3∑
i=1
∫
∂
∂xi
xi(x1x2x3)
2x4x5x6
W1W 32
ω(123) − 16
3
ψ2
6∑
i=4
∫
∂
∂xi
xi(x1x2x3)
2x4x5x6
W1W 32
ω(456)
So we lead to the following differential operator,
L = 1
16
(
ψ3 − 1
ψ3
)
∂4ψ +
3
8
(
ψ2 +
1
ψ4
)
∂3ψ +
1
16
(
7ψ − 23
ψ5
)
∂2ψ +
1
16
(
1 +
55
ψ6
)
∂ψ − 4
ψ7
,
(A.193)
and the boundary contributions which give the inhomogeneous term of the differential equa-
tion.
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Now we turn to evaluate the inhomogeneous term.
L
∫
Γ
Ω = Lψ2
∫
Tǫ(Γ)
ω0
W1W2
=
∫
Tǫ(C+−C−)
β. (A.194)
We introduce the derivative θ = z∂z (z = (3ψ)
−6), to simplify the equation (A.193). The
standard form of the Picard-Fuchs differential operator LPF is given by
LPF = θ4 − 9z(3θ + 1)2(3θ + 2)2. (A.195)
LPF is related to L by
LPF = ψ
81
L. (A.196)
We need to know explicit form of the defining equations of the boundary curves. As noted
above the curves are defined as the intersection of hyperplanes P = {x1+x2 = 0, x4+x5 = 0}
(3.67) and rewritten by
C± =
{
x1 + x2 = 0, x4 + x5 = 0, x
3
3 + 3ψx
2
4x6 = 0, x1 = ±
x43
(3ψ)2x34
}
. (A.197)
In addition, there are two intersection points C± such as p1 = {x1 = x2 = x3 = x6 = x4+x5 =
0} and p2 = {x3 = x4 = x5 = x6 = x1+x2 = 0}. Since we can apply the tubes Tǫ(C±) into P
except for the neighborhoods of p1 and p2, our evaluation of the inhomogeneous term of the
Picard-Fuchs equation as integration of the exact term dβ on the tubes Tǫ(C±) is localized
around these points [7].
We choose locally resolved coordinates around the point p1 in the x5 = 1 patch.
X =
x22
x1x
4
3
, Z =
x21
x2x
4
3
, Y = x33, T = x4, 1 = x5, U =
x6
x33
. (A.198)
In terms of these coordinates, the boundary C± is parametrized as
T = −1, U = − 1
3ψ
, X(= −Z) = ∓ 1
(3ψ)2
, Y = reiϕ (r > 0, 0 ≤ ϕ < 2π). (A.199)
The singular point p1 is resolved and splits into two points p1,±. The tube around p1,+,
Tǫ(C+; p1,+) is generated by a vector v:
v =
f(r)
r
eiξeiχ∂T +
α
ψ
e−3iϕeiχ∂X − α
ψ
e−3iϕeiχ∂Z + e
iξeiχ∂U , (A.200)
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T = −1 + ǫf(r)
r
eiχeiξ, X = −Z = − 1
(3ψ)2
+ ǫ
α
ψ
e−3iϕeiχ, U = − 1
3ψ
+ ǫeiχeiξ, Y = reiϕ,
(0 ≤ ϕ ≤ 2π, 0 ≤ χ ≤ 2π, 0 ≤ ξ ≤ 2π). (A.201)
dx1dx3dx4dx6 =
1
3
Y 5/3dXdY dTdU
= −iαǫ
3
3ψ
r5/3e−iϕ/3e3iχe2iξ
(
f ′(r)− f(r)
r
)
drdϕdχdξ. (A.202)
This tube satisfies the conditions that ensure not to intersect the other boundary:
dvW1|C+ = eχeiϕeiξ
(
1
3
f(r) + ψr
)
6= 0, (ψ > 0) (A.203)
dvW2|C+ = eχ
[
f(r)
r
eiξ +
r3
(3ψ)2
(2α− eiξe3iϕ)
]
6= 0. (α > 1) (A.204)
The inhomogeneous term from Tǫ(C+; p1) is∫
Tǫ(C+;p1,+)
β =
(
−2ψθ 1
2ψ
ψ
8
θθ
1
ψ
+ 2ψθ
1
2ψ
ψ
4
θ
1
ψ
θ + ψθ
1
2ψ
θ
ψ
2
θ
1
ψ
− ψθ 1
2ψ
θθ
+2θ
ψ
8
θθ
1
ψ
− 2θψ
4
θ
1
ψ
θ − θθψ
2
θ
1
ψ
+ θθθ
)
ψ
∫
x1
W1W2
ω1
+
(
ψθ
1
2ψ
+ θ
)
ψ
∫
x31x
3
4x2
W 21W
2
2
ω2. (A.205)
The non-zero contribution to the integral on Tǫ(C+; p1,+) yields from(
1
2
ψθψ + θψψ
)∫
Tǫ(C+;p1,+)
x31x
3
4x2
W 21W
2
2
dx1dx3dx4dx6 =
2iπ3
3ψ5
. (A.206)
In a similar way, we find the non-zero contribution from C− is(
1
2
ψθψ + θψψ
)∫
Tǫ(C−;p1,−)
x31x
3
4x2
W 21W
2
2
dx1dx3dx4dx6 = −2iπ
3
3ψ5
. (A.207)
The definition of local coordinates around p2 is given by just exchanging x1 ↔ x4, x2 ↔ x5
and x3 ↔ x6 in (A.201). However, we find there is no contribution from the integrations
around p2.
Note that another possibility of contribution to the inhomogeneous term, which originates
from the action of the differential operator on the three-chain, has no contribution like all
other known models. We refer [7] for detail. As a result of computations, we finally find
(2.36).
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