Abstract. A recursive construction is presented for the projective cubature formulas of index p on the unit spheres
Introduction and overview
Let K be one of three classical fields: R (real), C (complex), H (quaternion). Its real dimension is where the bar means the standard conjugation in K. Obviously, y, x = x, y , xα, yβ = α x, y β.
The corresponding Euclidean norm is the case p = 2 in the family
With the latter the space K m is denoted by l m p;K , so the Euclidean space K m is just l m 2;K . In this case we will omit the subindex 2 in the notation of the norm. Since S(m, K) ≡ S(δm, R), the topological dimension of S(m, K) is equal to δm − 1. In particular, S(1, K) = U(K) ≡ {α ∈ K, |α| = 1} . This is a multiplicative group acting as x → xα on S(m, K). The corresponding quotient space is the projective space KP m−1 . Its topological dimension is equal to δ(m − 1). The space KP 0 is a singleton. DEFINITION 1.1. [14] Let p be an integer even, p ≥ 2. A function φ : K m → C belongs to the class ΦK(m, p) if a) φ is a homogeneous polynomial of degree p on the real space R δm ≡ (K m )R and b) φ is U(K)-invariant in the sense that φ(xα) = φ(x), x ∈ K m , |α| = 1, or equivalently,
As a result, the restriction φ|S(m, K) is well defined on KP m−1 . Accordingly, it is called a polynomial function on KP m−1 [16] . For simplicity we preserve the notation φ for the projective image of φ ∈ ΦK(m, p). This is acceptable since the projectivization is one-to-one. Obviously, ΦK(m, p) is a finite-dimensional complex linear space. For K = R this space consists of all complex-valued homogeneous polynomials of degree p on R m . The monomials
In the space ΦC(m, p) a natural basis consists of all monomials
where (i1, . . . , im) and (j1, . . . , jm) independently run over all nonnegative m-tuples such that i1+· · ·+im = j1+· · ·+jm = p/2. Thus, the space ΦC(m, p) coincides with that of [11] . We have
The structure of ΦH(m, p) is much more complicated because of the non-commutativity of the field H. The point is that the quaternion monomials are not U(H)-invariant, in general. However, there exists an alternative way to calculate dim ΦK(m, p) for all fields K at once, see [14] . In particular,
, [16] ). A projective cubature formula of index p in KP m−1 is an identity
where σ δm−1 is the normalized measure on S(m, K) induced by the volume in R δm , the nodes x k ∈ KP m−1 , all weights ρ k > 0 and their sum is equal to 1.
In an equivalent setting all x k ∈ S(m, K) and xi = x k α for α ∈ U (K) and i = k. In this sense x k are pairwise projectively distinct.
For K = R the identity (1.7) is a spherical cubature formula of index p [6] , [17] . In the case of equal weights the set of nodes of a spherical cubature formula is a spherical design [5] of the same index. Similarly, a projective design over any field K can be defined as the set of nodes of a projective cubature formula with equal weights, c.f. [10] . Note that a spherical cubature formula is projective if and only if it is podal [17] , i.e. there are no pairs of antipodal nodes.
For our purposes it is important that every projective cubature formula of index p is also of all indices d = 0, 2, · · · p−2. This immediately follows from (1.2) [14, 16] . Hence, a natural symmetrization of a podal spherical cubature formula of index p is an antipodal formula of degree p + 1 that means its validity for all polynomials on R m of degrees ≤ p + 1.
Now note that the space ΦK(m, p) contains all elementary polynomials φy;p(x) = | x, y | p , y ∈ K m . Moreover, any function φ ∈ ΦK(m, p) is a linear combination of elementary polynomials [16] . For this reason the projective cubature formula (1.7) is equivalent to the identity
On the other hand,
see [14] . For K = R this is the identity applied by Hilbert [9] to solve the Waring problem in the number theory.
Irrespective to K, we call (1.9) the Hilbert identity.
Comparing (1.9) to (1.8) we obtain 10) where u k = x k α k with some α k > 0. This just means that the linear mapping y → ( u k , y ) n k=1 is an isometric embedding ℓ m 2;K → ℓ n p;K . Moreover, this one is irreducible in the sense that every pair of the vectors ui, u k is linearly independent, in particular, all u k = 0. With any u k 's the identity (1.10) can be reduced to a similar identity with some u k 's, 1 ≤ k ≤ n ≤ n, such that the corresponding isometric embedding is irreducible.
Conversely, every irreducible isometric embedding ℓ For any (m, p) and large n an identity of form (1.10) can be derived from the Hilbert identity directly (i.e. without (1.8)), see [14] and the references therein. Accordingly, an isometric embedding ℓ 
It is known that
see [13] and the references therein. For any fixed m and p → ∞ the inequality (1.11) combined with the formulas (1.4), (1.5) and (1.6) yields the asymptotical upper bound
The exact values NK(m, p) are unknown, except for some special cases, see [10] , [11] , [12] , [15] , [17] , [20] . The trivial examples are NK(1, p) = 1, NK(m, 2) = m.
(1.14)
The simplest nontrivial example is NR(2, 4) = 3, see [12] . More generally,
see [17] , [20] .
Here the left-hand side follows from (1.3) immediately. With K = C the right-hand side of (1.17) follows from [11] , Corollary 3. The proof of the latter can be adapted to K = H.
In the present paper we construct a recursion with respect to m for the projective cubature formulas of index p in KP m−1 . For a large set of pairs m, p this yields the upper bounds for NK(m, p) which are effective in the sense that they are better than (1.11). Later on we call the right-hand side of (1.11) the General Upper Bound, briefly GUB. This is a polynomial in p of degree δ(m − 1). It is an open problem to improve (1.11) in general.
Our Main Theorem is
Any projective cubature formula of index p with n nodes on S(m − 1, K) determines a projective cubature formula of the same index with n ′ nodes on S(m, K) where
In fact, νR(p) = 1 and νC(p) = [p/4] + 1 according to (1.14) and (1.15), respectively. In contrast, for νH(p) we only have an upper bound (see (4.17)), except for νH(4) = NR(4, 2) = 4, see (1.14) , and νH(8) = NR(4, 4) = 11, see [20] , Proposition 9.26.
In terms of isometric embeddings the Theorem 1.3 is reformulated as follows.
′ is that of (1.18).
holds.
The inequality (1.20) being combined with the left-hand side of (1.17) yields COROLLARY 1.6. The inequality
We prove the Main Theorem in Section 3 using a series of lemmas from Section 2. The recursion (1.18) corresponds to a partial separation of spherical coordinates and subsequent applying of some relevant cubature (in particular, quadrature) formulas for the partial integrals. For the spherical cubature formulas and designs this way is well known [2] , [3] , [4] , [18] , [19] , [22] , [24] . The lemmas mentioned above allow us to realize the recursion in the projective context. For the projective designs our proof can be adapted by using of a quadrature formula of Chebyshev type of degree p/2 instead of Gauss-Jacobi. This yields a counterpart of Corollary 1.5 with an upper bound for the number of nodes instead of p/2.
In Section 4 we reformulate the Main Theorem for each of three fields separately and, as a result, explicitly. Then in each case we specify the range of m where the corresponding upper bound NK(m, p) ≤ n is effective for all p. In addition, the Main Theorem yields a lot of "sporadic" numerical upper bounds arising from some known ones. In Section 5 these results are presented in form of tables.
2 The lemmas LEMMA 2.1. Denote by σr−1 the (non-normalized) surface area on S(r, R), r ≥ 2. Let 1 ≤ l ≤ r − 1, and let
Proof. The column x can be written in the form
Denote by θ = (θ1, . . . , θ l−1 ) and ϕ = (ϕ1, . . . , ϕ r−l−1 ) where θ k and ϕj are the spherical coordinates of y ∈ S(l, R) and z ∈ S(r − l, R), respectively. (For l = 1 there is no θ, for l = r − 1 there is no ϕ.) From (2.2) we obtain the Jacobi matrix
where ξi
(There is no Y for l = 1, no Z for l = r − 1.)
The corresponding Gram matrix is
where dash means conjugation. Indeed, y 2 = z 2 = 1 and
and
Note that G ≡ Y ′ Y and H ≡ Z ′ Z are the Gram matrices for the Jacobi matrices Y and Z of the mappings (θ1, . . . , θ l−1 ) → ( ξ1, . . . , ξ l ) and (ϕ1, . . . , ϕ r−l−1 ) → ( ξ l+1 , . . . , ξr), respectively. From (2.3) it follows that
This results in (2.1) since
Now let x ∈ S(m, K), m ≥ 2. Then x = η ⊕ z where η ∈ K and z ∈ K m−1 , and then
for a continuous function φ(x). Obviously, φ(−ρ, θ, −w) = φ(ρ, θ, w). If φ(x) is central symmetric, i.e. φ(−x) = φ(x), then φ(ρ, −θ, −w) = φ(ρ, θ, w). As a result, φ(−ρ, θ, w) = φ(ρ, −θ, w). Therefore, the Z2-average with respect to ρ, i.e. 6) coincides with the Z2-average with respect to θ:
Now we consider the integral
with any integrable π(ρ).
Proof. This follows from (2.7) since the measure σ δ−1 (θ) is central symmetric.
Proof. From (2.5) it follows that φ(ρ, θα, wα) = φ(ρ, θ, w) for all α ∈ U(K). On the other hand, the measure
Actually, only the functions φ(x) from ΦK(m, p) are needed for our purposes.
Proof. In view of the Lemma 2.3 and inclusion (1.2) we only have to prove that I φ (w) is the restriction to the unit sphere of a polynomial of degree ≤ p on R δ(m−1) . Since ΦK(m, p) = Span{φy;p : y ∈ K m } and since the mapping φ → I φ is linear, we can assume that φ(x) = φy;p(
With fixed ρ and θ let us consider the right-hand side of (2.9) as a function of w ∈ R δ(m−1) . This is a polynomial of degree ≤ p. Therefore, such is I φ (w) obtained by substitution of (2.9) into the integral (2.8).
The last lemma we need is LEMMA 2.5. If φ(x) belongs to ΦK(m, p) then with a fixed w the function φ(ρ, θ, w) defined by (2.6) is a linear combination of functions of form f (ρ 2 ) θ, ζ R 2q where f is a polynomial of degree
Proof. As before, it suffices to consider φ = φy;p, so we can use (2.9). Note that
ℜe ξθ w, v = ℜe v, w θξ = ℜe θξ v, w = θ, ζ R where ζ = ξ v, w . We have
where
Hence,
and then (2.6) yields
It remains to note that A(t) p/2−2q B(t)
2q is a polynomial of degree ≤ p/2 for every q ≤ [p/4] .
Proof of the Main Theorem
Let φ ∈ ΦK(m, p), x ∈ S(m, K), φ(x) = φ(ρ, θ, w) as in (2.5). According to Lemma 2.1 with r = δm and l = δ, we have
the constant C = C r,δ comes from the normalization of the areas in (2.1):
By (2.8) and Lemma 2.2 we get
Lemma 2.4 allows us to apply a projective cubature formula of index p on S(m − 1, K) existing by assumption. If its nodes and weights are wi and λi, 1 ≤ i ≤ n, respectively, then
By Lemma 2.5 the integrals against dσ δ−1 (θ) in (3.1) can be calculated by a podal spherical cubature formula of index 2 [p/4] on S(1, K) ≡ S(δ, R). The minimal number of nodes in such a formula is
As a result,
where θj and µj are the corresponding nodes and weights.
where f is a polynomial of degree ≤ p/2 and
Assume that p ≡ 2 (mod 4), i.e. p/2 is odd. Since deg f ≤ p/2 = 2(p + 2)/4 − 1, the classical Gauss-Jacobi quadrature formula yields
with relevant nodes and weights, see [23] , Theorems 3.4.1 and 3.4.2. Therefore,
By Lemma 2.5
The number of nodes x ± ijk is n ′ = (p/2 + 1)νn = NR(δ, p/2 − 1)(p/2 + 1)n (3.8) according to (3.2) . Now let p ≡ 0 (mod 4), i.e. let p/2 be even. In this case, instead of (3.4), we use its Markov's modification (see [18] , formula (1.16)):
This is valid for all polynomials f of deg f ≤ 2(p/4) = p/2. (Of course, the nodes and the weights in (3.9) are different from those of (3.4).) As before,
and then
where xj = θj ⊕ 0, ̺j = µj ω0
the rest of nodes and weights is determined as in (3.7). Now the total number of nodes is
according to (3.2) again.
It remains to note that in each of formulas (3.6) and (3.10) the nodes are projectively distinct.
Some applications
Further m ≥ 2, p ≥ 4 as in the Main Theorem. It is convenient to set p = 2s, so s is an integer, s ≥ 2.
Let us start with K = C. In this case the Main Theorem takes the form of THEOREM 4.1. Any projective cubature formula of index 2s with n nodes on S(m − 1, C) determines a projective cubature formula of the same index with n ′ nodes on S(m, C) where
Proof. By (1.19) and (1.15)
The Corollary 1.5 reduces to holds.
In particular,
since NC(1, 2s) = 1. Asymptotically,
Taking m = 3 in (4.2) and using (4.3) we obtain The upper bounds (4.3) and (4.5) are effective. Indeed, for K = C the cases m = 2, 3 in GUB (i.e., in (1.11)) are
that is worse than (4.3) and (4.5), respectively. Asymptotically, (4.4) also remains effective, i.e. better than what the first inequality (4.7) implies. However, (4.6) coincides with the corresponding consequence of (4.7). (Clearly, it cannot be worse.)
The next iteration of (4.2) yields an ineffective upper bound for NC(m, 2s), m ≥ 4. However, for some s the effectiveness may be reached by using a more precise bound (or an exact value, if any) for NC(m − 1, 2s) in (4.2). Also, some effective bounds can be improved in this way. In Section 5 the reader can find a lot of examples of this approach (for all three fields). One of them is below. 
Proof. For any s the sequence on the right-hand side of (4.8) satisfies the recurrent relation (4.1), and N 0 = N since A + B = 1. 
(4.10)
Now let us proceed to K = R. In this case we have THEOREM 4.6. Any podal spherical cubature formula of index 2s with n nodes on S(m − 1, R) determines a podal spherical cubature formula of the same index with n ′ nodes on S(m, R) where
sn + 1, s ≡ 0 (mod 2). which is just the case δ = 2 on the right-hand side of (1.17). Indeed,
, s ≡ 0 (mod 2). The R-counterpart of Theorem 4.4 looks simpler.
THEOREM 4.8. Any podal spherical cubature formula of index 2s with n nodes on S(m − 1, R) determines a podal spherical cubature formula of the same index with n (l) nodes on S(m + l − 1, R) where l ≥ 0 and
Proof. Induction on l.
COROLLARY 4.9. 
Proof. We have holds.
In particular, The upper bounds (4.34) are effective, even asymptotically.
The numerical results
In this section we present the tables of effective numerical upper bounds for NK(m, p) obtained by the recursion combined with other tools, if any. We do not include those of bounds which are worse than known once. Of course, it would be meaningless to tabulate the general inequalities like (4.3). However, some their numerical consequences are presented for the reader convenience.
The tables are organized as follows. The Table 1 contains those known equalities of form n = NK(m, p) which are used as the starting data (the input) for the recursion. The equalities are enumerated as e1, e2,... Similarly, in the Table  2 the input inequalities NK(m, p) ≤ n are enumerated as i1, i2,... The Tables 3, 4, 5 contain the resulting upper bounds for K = R, C, H, respectively, enumerated as r0, r1,... within each table. In every of these tables the enumeration is established in ascending order of m. The effectiveness of all results is demonstrated by including of the corresponding GUB (1.11) into the tables. Several cases of known upper bounds which are weaker than ours are mentioned after the tables.
All input data are provided with the bibliographic references. For all results we refer to the input data and to the general facts from Section 4 and, sometimes, from Section 1. Also, there are some cross-references between the Tables of results.
Let us remember three equivalent interpretations of the inequality NK(m, p) ≤ n.
a) There exists a projective cubature formula of index p with n nodes on the sphere S(m, K). Thus, each row of our tables is an existence theorem which can be formulated in any of equivalent form a), b), c) with some concrete values m, p, n. • r0(C) improves NC (2, 18) ≤ 60 from [15] .
