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Abstract
Let L ∈ Cn×n and let H,K ∈ Cn×n be Hermitian matrices. The general inertia theorem gives a complete
set of relations between the similarity class of L and the congruence class of H, when the Lyapunov equation
LH + HL∗ = K is satisfied and K > 0.
In this paper, we give some relations between the similarity class of L and the congruence class of K,
when the Lyapunov equation is satisfied and H > 0.
We also consider the corresponding problem with the Stein equation.
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1. Introduction
Let L ∈ Cn×n and let H,K ∈ Cn×n be Hermitian matrices.
The inertia of L ∈ Fn×n is the triple In(L) = (π(L), ν(L), δ(L)), where π(L), ν(L) and δ(L)
denote, respectively, the number of eigenvalues of L with real positive part, with real negative part
and with real part equal to zero. We shall say that H,H ′ ∈ Cn×n are congruent if there exists a
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nonsingular matrix S ∈ Cn×n such that H ′ = SHS∗. It is well-known that two Hermitian matrices
are congruent if and only if they have the same inertia.
The article [3] gives a complete set of relations between the inertias of L, H and K when the
Lyapunov equation
LH + HL∗ = K (1)
holds. For every nonsingular matrix S ∈ Cn×n, (1) is equivalent to
(SLS−1)(SHS∗) + (SHS∗)(SLS−1)∗ = SKS∗. (2)
From this simple remark, it follows that the main inertia theorem [6,7] gives a complete set of
relations between the similarity class of L and the congruence class of H when (1) holds and K is
positive definite. More precisely, there exists L′ ∈ Cn×n similar to L and there exists a Hermitian
matrix H ′ ∈ Cn×n congruent to H such that L′H ′ + H ′L′∗ is positive definite if and only if
δ(L) = 0 and In(L) = In(H). These results suggest the following problem.
Problem 1. Find a complete set of relations between the similarity class of L and the congruence
classes of H and K when (1) holds.
A complete answer to Problem 1 seems to be very hard. Three partial answers can be found
in [4, Theorems 1–3]. In all these theorems, min{π(K), ν(K)} > 0, δ(H) = 0, δ(L) = n and L
is nonderogatory of a special type. Another closely related result is [2, Corollary III] that can be
found in this paper as Corollary 8.
In this paper, we prove some relations between the similarity class of L and the congruence
class of K , when (1) holds and H > 0. Corresponding results with the Stein equation can be
obtained using a Cayley transform.
2. On the Lyapunov equation
Let L ∈ Cn×n. Let i(L) be the number of nonconstant invariant polynomials of L. Let i+(L)
(respectively, i−(L), i0(L)) be the number of invariant polynomials of L with at least one root
with positive (respectively, negative, zero) real part. Recall that, if λ is an eigenvalue of L, then
the geometric multiplicity of λ is the number of invariant polynomials of L with λ as a root. Let
i20 (L) be the number of invariant polynomials of L with at least one root with zero real part and
multiplicity  2.
Theorem 2. Let L ∈ Cn×n, let K ∈ Cn×n be Hermitian and let H ∈ Cn×n be positive definite.
If LH + HL∗ = K, then
π(K)  max{i+(L), i20 (L)}, (3)
ν(K)  max{i−(L), i20 (L)}, (4)
δ(K)  2i0(L) − n, (5)
π(K) + δ(K)  i0(L), (6)
ν(K) + δ(K)  i0(L), (7)
and the following special case does not hold:
(S) δ(L) > δ(K), i20 (L) = 0 and min{π(K), ν(K)} = 0.
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The next theorem can be viewed as giving a solution to Problem 1 in the following two cases:
(i) H > 0 and L is nonderogatory; (ii) H > 0 and K  0. The proofs will be given later.
Theorem 3. Let L ∈ Cn×n and let K ∈ Cn×n be Hermitian. Suppose that either L is nonderog-
atory or K is positive semidefinite. Suppose that the special case (S) is not satisfied.
Then there exists a positive definite matrix H ∈ Cn×n such that
In(LH + HL∗) = In(K)
if and only if (3)–(7) are satisfied.
Remark 4. Theorem 3 is not always true, when L is derogatory and K is not positive semidefinite,
as the following example shows:
Suppose that L = λ1Ip ⊕ λ2Iq , with λ1 /= λ2 and R(λ1) = R(λ2) = 0. Suppose that there
exists a positive definite matrix
H =
[
H1,1 H1,2
H ∗1,2 H2,2
]
∈ Cn×n, where H1,1 ∈ Cp×p (8)
such that In(LH + HL∗) = In(K). Then
LH + HL∗ =
[
0 (λ1 − λ2)H1,2
(λ2 − λ1)H ∗1,2 0
]
.
It follows from [1], that π(K) = ν(K).
Now let p = 3, q = 2 and let K ∈ C5×5 be a Hermitian matrix such that In(K) = (2, 1, 2).
Then (S) is not satisfied and (3)–(7) hold. Therefore Theorem 3 is not true in this case.
As (1) and (2) are equivalent, it follows that, in order to prove Theorems 2 and 3, L can be
replaced by any similar matrix. Recall that L is similar to
C(f1) ⊕ · · · ⊕ C(fr), (9)
where f1| · · · |fr are the nonconstant invariant polynomials of L and C(fi) is the companion
matrix of fi , i ∈ {1, . . . , r}. Also recall that L is nonderogatory if and only if i(L) = r = 1.
Proof of Theorem 2. Suppose that LH + HL∗ = K .
Proof of π(K)  i+(L). Let p = i+(L). Then the Jordan canonical form of L is permutation
similar to a matrix of the form
L′ =
[
λIp 0
∗ ∗
]
, (10)
where R(λ) > 0. Without loss of generality, L = L′. Partition H as in (8). Then 2R(λ)H1,1 is
positive definite and is a principal submatrix of K . According to the interlacing inequalities for
the eigenvalues, π(K)  p = i+(L).
Proof of π(K)  i20 (L). Let p = i20 (L). Then the Jordan canonical form of L is permutation
similar to a matrix of the form
L′ =
⎡
⎣λIp 0 0Ip λIp 0
∗ ∗ ∗
⎤
⎦ ,
where R(λ) = 0. Without loss of generality, L = L′. Partition H as follows:
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H =
⎡
⎣H1,1 H1,2 H1,3H ∗1,2 H2,2 H2,3
H ∗1,3 H ∗2,3 H3,3
⎤
⎦ , where H1,1, H2,2 ∈ Cp×p.
Then [
0 H1,1
H1,1 H1,2 + H ∗1,2
]
is a principal submatrix of K and has inertia (p, p, 0). According to the interlacing inequalities
for the eigenvalues, π(K)  p = i20 (L).
Proof of δ(K)  2i0(L) − n and π(K) + δ(K)  i0(L). Let p = i0(L). Then the Jordan
canonical form of L is permutation similar to a matrix of the form (10), whereR(λ) = 0. Without
loss of generality, L = L′. Partition H as in (8). Then 0p is a principal submatrix of K . It
follows that rankK  2(n − p) and δ(K) = n − rankK  2p − n = 2i0(L) − n. On the other
hand, according to the interlacing inequalities for the eigenvalues, π(K) + δ(K)  p = i0(L).
Proof that (S) is not satisfied. By induction on n. If n = 1, In(L) = In(LH + HL∗) = In(K)
and the result is trivial. Suppose that n  2. In order to get a contradiction, suppose that (S)
is satisfied. As δ(L) > 0 and i20 (L) = 0, L is similar to a matrix of the form [λ] ⊕ L0, where
R(λ) = 0. Without loss of generality, suppose that L = [λ] ⊕ L0. Suppose that
H =
[
h g
g∗ H0
]
∈ Cn×n, where H0 ∈ C(n−1)×(n−1).
Then
K = LH + HL∗ =
[
0 g(λIn−1 + L∗0)
(−λIn−1 + L0)g∗ L0H0 + H0L∗0
]
.
If g(λIn−1 + L∗0) /= 0, then K contains a 2 × 2 principal submatrix M with a principal entry
equal to zero and its nonprincipal entries different from zero. Then In(M) = (1, 1, 0). From
the interlacing inequalities for the eigenvalues of Hermitian matrices, π(K)  π(M) = 1 and
ν(K)  ν(M) = 1, what contradicts (S).
Suppose that g(λIn−1 + L∗0) = 0. Let K0 = L0H0 + H0L∗0. Note that i20 (L0) = 0 and
δ(L0) = δ(L) − 1 > δ(K) − 1 = δ(K0).
According to the induction assumption, min{π(K0), ν(K0)} > 0. As π(K) = π(K0) and ν(K) =
ν(K0), we have again a contradiction. 
Lemma 5. Let λ1, . . . , λn be elements of C ordered so that, if λi = λj , for some i < j, then
λi = λk, for every k ∈ {i, . . . , j}. Let
T = [ti,j ] =
⎡
⎢⎣
λ1 ∗
.
.
.
0 λn
⎤
⎥⎦ ∈ Cn×n (11)
be an upper triangular matrix such that ti,i+1 /= 0, for every i ∈ {1, . . . , n − 1}. Then T is non-
derogatory.
Proof. The number of nonconstant invariant polynomials of T is equal to
n − RC(T ), where RC(T ) = min
λ∈C rank(λIn − T )
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(cf. [5]). Bearing in mind the form of T , RC(T ) = n − 1. Therefore i(T ) = 1, that is, T is
nonderogatory. 
Lemma 6. Let a, b ∈ R, λ ∈ C. Let K ∈ C3×3 be a Hermitian matrix with In(K)  (1, 1, 0).
Then for every z ∈ C \ {0}, there exists y ∈ C such that the matrix
T =
⎡
⎣ia z y0 ib 1
0 0 λ
⎤
⎦
satisfies In(T + T ∗) = In(K).
Proof. Let
S =
⎡
⎣ 1 0 00 1 0
−z−1 −y¯z¯−1 1
⎤
⎦ .
Then T + T ∗ is congruent to
S(T + T ∗)S∗ =
[
0 z
z¯ 0
]
⊕
[
2R(λ) − 2R(yz−1)
]
.
Clearly y can be chosen so that In(T + T ∗) = In(K). 
Lemma 7. Let L ∈ Cn×n be nonderogatory with ν(L) = 0. Let K ∈ Cn×n be Hermitian. Let
λ1, . . . , λn be the eigenvalues of L ordered so that, if λi = λj , for some i < j, then λi = λk, for
every k ∈ {i, . . . , j}, and, if R(λi) = 0, for some i, then R(λk) = 0, for every k ∈ {1, . . . , i}.
Suppose that the following special case is not satisfied:
(S′) n  2, δ(L) > 0 and min{π(K), ν(K)} = 0.
If (3)–(7) are satisfied, then L is similar to a matrix of the form (11) such that ti,i+1 /= 0, for
every i ∈ {1, . . . , n − 1}, and In(T + T ∗) = In(K).
Proof. By induction on n. When n = 1, (3)–(7) imply that In(K) = In(L) = In(L + L∗).
Suppose that n = 2. For every t ∈ C \ {0}, L is similar to
T =
[
λ1 t
0 λ2
]
.
If R(λ1) = 0, then, for every t ∈ C \ {0}, In(T + T ∗) = (1, 1, 0) = In(K). Now suppose that
R(λ1) > 0. Then R(λ2) > 0, (3) implies that π(K)  1 and
In(T + T ∗) =
⎧⎪⎨
⎪⎩
(2, 0, 0), when 0 < |t | < 2√R(λ1)R(λ2),
(1, 1, 0), when |t | > 2√R(λ1)R(λ2),
(1, 0, 1), when |t | = 2√R(λ1)R(λ2).
Suppose that n  3. Let L0 ∈ C(n−1)×(n−1) be a nonderogatory matrix with eigenvalues
λ1, . . . , λn−1. If n = 3 and In(K) = (1, 1, 1), let K0 = diag(1,−1); otherwise, let K0 ∈
C(n−1)×(n−1) be a Hermitian matrix such that
min{π(K), 1}  π(K0)  π(K),
min{ν(K), 1}  ν(K0)  ν(K),
min{δ(K), 1}  δ(K0)  δ(K).
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According to the induction assumption, L0 is similar to a matrix of the form
T0 = [ti,j ] =
⎡
⎢⎣
λ1 ∗
.
.
.
0 λn−1
⎤
⎥⎦ =
[∗ t
0 λn−1
]
∈ C(n−1)×(n−1), (12)
where t ∈ C(n−2)×1, such that ti,i+1 /= 0, for every i ∈ {1, . . . , n − 2}, and In(T0 + T ∗0 ) = In(K0).
Case 1. Suppose that R(λn−1) > 0. Let
X0 =
[
In−2 −(2R(λn−1))−1t
0 1
]
∈ C(n−1)×(n−1).
Then T0 + T ∗0 is congruent to
X0(T0 + T ∗0 )X∗0 = S ⊕ [2R(λn−1)] ∈ C(n−1)×(n−1)
for some S ∈ C(n−2)×(n−2). Then In(S) = In(K0) − In[λn−1] = In(K0) − (1, 0, 0). According
to the induction assumption, there exists ν ∈ C \ {0} such that
R =
[
λn−1 ν
0 λn
]
satisfies In(R + R∗) = In(K) − In(S)  In(K0) − In(S) = (1, 0, 0). Let
T =
⎡
⎣T0 (2R(λn−1))
−1νt
ν
0 λn
⎤
⎦ .
According to Lemma 5, T is nonderogatory. As T and L have the same eigenvalues, they are
similar. Let X = X0 ⊕ [1]. Then T + T ∗ is congruent to
X(T + T ∗)X∗ = S ⊕ (R + R∗),
what shows that In(T + T ∗) = In(K).
Case 2. Suppose thatR(λn−1) = 0. Note that all the principal entries of T0 + T ∗0 are equal to
0. Partition T0 as follows:
T0 =
[
T1,1 T1,2
0 T2,2
]
,
where T2,2 ∈ C2×2. Then In(T2,2 + T ∗2,2) = (1, 1, 0). When n = 3, we have T0 = T2,2 and the
following argument should be adapted accordingly. Let
X0 =
[
In−3 −T1,2(T2,2 + T ∗2,2)−1
0 I2
]
∈ C(n−1)×(n−1).
Then T0 + T ∗0 is congruent to
X0(T0 + T ∗0 )X∗0 = S ⊕ (T2,2 + T ∗2,2) ∈ C(n−1)×(n−1)
for some S ∈ C(n−3)×(n−3). Then In(S) = In(K0) − In(T2,2 + T ∗2,2). According to Lemma 6,
there exists y ∈ C such that
R =
⎡
⎣T2,2 y1
0 λn
⎤
⎦
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satisfies In(R + R∗) = In(K) − In(S)  In(K0) − In(S) = In(T2,2 + T ∗2,2) = (1, 1, 0). Let
T =
⎡
⎣T1,1 T1,2 T1,2(T2,2 + T
∗
2,2)
−1M
0 T2,2 M
0 0 λn
⎤
⎦ , where M =
[
y
1
]
.
According to Lemma 5, T is nonderogatory. As T and L have the same eigenvalues, they are
similar. Let X = X0 ⊕ [1]. Then T + T ∗ is congruent to
X(T + T ∗)X∗ = S ⊕ (R + R∗),
which shows that In(T + T ∗) = In(K). 
Proof of Theorem 3. Suppose that either L is nonderogatory or K is positive semidefinite. Sup-
pose that (S) is not satisfied. Bearing in mind Theorem 2, it remains to prove that, if (3)–(7)
are satisfied, then there exists a positive definite matrix H ∈ Cn×n such that In(LH + HL∗) =
In(K). This proof is by induction on n. If L is scalar, then (3)–(7) imply that In(K) = In(L) =
In(L + L∗). Suppose that L is nonscalar.
Case 1. Suppose that L ∈ Cn×n is nonderogatory.
Suppose that ν(L) = 0. If (S′) is not satisfied, then, according to Lemma 7, L is similar to
a matrix T = X−1LX, where X ∈ Cn×n is nonsingular, such that In(T + T ∗) = In(K); then
In(LH + HL∗) = In(K), with H = XX∗.
Now suppose that (S′) is satisfied. Then (S′) and (3)–(7) imply that i20 (L) = 0, i0(L) = 1
and δ(K) > 0. Let λ1, . . . , λn be the eigenvalues of L. Without loss of generality, suppose that
R(λ1) = 0. As (S) is not satisfied, δ(K)  δ(L).
Suppose that n = 2. Suppose that R(λ2) = 0. As i20 (L) = 0, λ1 /= λ2 and L is similar to
diag(λ1, λ2). Without loss of generality,L = diag(λ1, λ2). Then In(L + L∗) = (0, 0, 2) = In(K).
Suppose thatR(λ2) /= 0. As ν(L) = 0,R(λ2) > 0. Without loss of generality, L = diag(λ1, λ2).
It is easy to see that In(L + L∗) = (1, 0, 1) = In(K).
Suppose that n  3. As R(λ1) = 0 and i20 (L) = 0, L is similar to [λ1] ⊕ L0, for some L0 ∈
C(n−1)×(n−1). Without loss of generality, L = [λ1] ⊕ L0. Let K0 ∈ C(n−1)×(n−1) be a Hermi-
tian matrix such that In(K0) = In(K) − (0, 0, 1). According to the induction assumption, there
exists a positive definite matrix H0 ∈ C(n−1)×(n−1) such that In(L0H0 + H0L∗0) = In(K0). Let
H = [1] ⊕ H0. Then In(LH + HL∗) = In(K).
The proof has been completed when ν(L) = 0. The case π(L) = 0 is analogous.
Now suppose that ν(L) > 0 and π(L) > 0. Then ν(K) > 0 and π(K) > 0 and L is simi-
lar to a matrix L+ ⊕ L−, where L+ ∈ Cn+×n+ is nonderogatory, ν(L+) = 0, L− ∈ Cn−×n− is
nonderogatory, π(L−) = δ(L−) = 0. Let
π+ = max{1, min{π(K), n+} − 1},
ν+ = min{ν(K), n+ − π+},
δ+ = n+ − π+ − ν+,
ν− = min{ν(K), n−},
π− = min{π(K), n− − ν−},
δ− = n− − π− − ν−.
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It is not hard to see that the numbers π+, ν+, δ+, π−, ν−, δ− are nonnegative and the following
inequalities are satisfied:
π+  1, (13)
ν+  1, unless n+ = 1, (14)
ν−  1, (15)
max{π+, π−}  π(K)  min{n+ + π−, n− + π+}, (16)
max{ν+, ν−}  ν(K)  min{n+ + ν−, n− + ν+}, (17)
π(K) − ν(K)  π+ + π−, (18)
ν(K) − π(K)  ν+ + ν−. (19)
According to the induction assumption, there exist positive definite matrices H+ ∈ Cn+×n+
and H− ∈ Cn−×n− such that In(L+H+ + H+L∗+) = (π+, ν+, δ+) and In(L−H− + H−L∗−) =
(π−, ν−, δ−). According to [1], there exists X ∈ Cn+×n− such that[
L+H+ + H+L∗+ X
X∗ L−H− + H−L∗−
]
(20)
has the same inertia as K . As L+ and L− do not have common eigenvalues, L is similar to[
L+ XH−1−
0 L−
]
.
Without loss of generality, suppose that L has this form. Let H = H+ ⊕ H−. Then LH + HL∗
has the form (20).
Case 2. Suppose that L is derogatory and K  0. Without loss of generality, suppose that
L has the form (9). Suppose that L = L0 ⊕ Lr , where L0 = C(f1) ⊕ · · · ⊕ C(fr−1) ∈ Cn0×n0 ,
Lr = C(fr) ∈ Cnr×nr . Let
π0 = max{i+(L0), δ(Lr) + π(K) − nr},
δ0 = n0 − π0,
πr = π(K) − π0,
δr = nr − πr .
As K  0, (4) implies that i−(L) = i20 (L) = 0. As (S) is not satisfied, δ(L)  δ(K). It is not hard
to prove that
π0  i+(L0),
δ0  δ(L0)  i0(L0)  2i0(L0) − n0,
πr  i+(Lr),
δr  δ(Lr)  i0(Lr)  2i0(Lr) − nr .
According to the induction assumption, there exist positive definite matrices H0 ∈ Cn0×n0 and
Hr ∈ Cnr×nr such that In(L0H0 + H0L∗0) = (π0, 0, δ0) and In(LrHr + HrL∗r ) = (πr , 0, δr ). Let
H = H0 ⊕ Hr . Then In(LH + HL∗) = In(K). 
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Corollary 8 [2, Corollary III]. There exists a positive definite matrix H ∈ Cn×n such that LH +
HL∗  0 if and only if L is positive semistable and L does not have elementary divisors with
multiple imaginary roots.
Proof. Suppose that there exists a positive definite matrix H ∈ Cn×n such that K = LH + HL∗
is positive semidefinite. According to Theorem 2, max{i−(L), i20 (L)} = 0. That is, L is positive
semistable and L does not have elementary divisors with multiple imaginary roots.
Conversely, suppose that L is positive semistable and L does not have elementary divisors with
multiple imaginary roots. Let K ∈ Cn×n be a Hermitian matrix with In(K) = (i+(L), 0, n −
i+(L)). It is easy to see that (3)–(7) are satisfied and δ(L)  δ(K). According to Theorem 3,
there exists a positive definite matrix H ∈ Cn×n such that In(LH + HL∗) = In(K). Therefore
LH + HL∗  0. 
3. On the Stein equation
In order to study the corresponding problems with the Stein equation, we shall use a Cay-
ley transform. Let A ∈ Cn×n. Choose a complex number θ of modulus 1 such that θIn + A is
nonsingular. Let
Lθ(A) = (θIn + A)−1(θIn − A).
Let μ1, . . . , μt be the eigenvalues of A, without repetitions. For every k ∈ {1, . . . , t}, let
λk = (θ + μk)−1(θ − μk).
Let
J =
s⊕
j=1
Jpj (μkj )
be a Jordan canonical form of A, where Jpj (μkj ) is the Jordan block of size pj × pj with
eigenvalue μkj , j ∈ {1, . . . , s}. If X ∈ Cn×n is a nonsingular matrix such that X−1AX = J , then
X−1Lθ(A)X = Lθ(J ) =
s⊕
j=1
Lθ(Jpj (μkj )).
For every j ∈ {1, . . . , s}, the characteristic matrix xIpj − Lθ(Jpj (μkj )) is equivalent to
(θIpj + Jpj (μkj ))x − θIpj + Jpj (μkj ).
The last matrix has two (pj − 1) × (pj − 1) submatrices with determinants (x + 1)pj−1 and
((θ + μkj )x − θ + μkj )pj−1, respectively. These determinants are relatively prime. It follows
that Lθ(Jpj (μkj )) has pj − 1 constant invariant polynomials. Moreover, Lθ(Jpj (μkj )) has char-
acteristic polynomial (x − λkj )pj . Then the elementary divisors of Lθ(A) are
(x − λk1)p1 , . . . , (x − λks )ps .
The following proposition follows easily.
Proposition 9. If A has invariant polynomials α1| · · · |αn, where
αl = (x − μ1)ql,1 · · · (x − μt)ql,t , l ∈ {1, . . . , n},
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then Lθ(A) has invariant polynomials β1| · · · |βn, where
βl = (x − λ1)ql,1 · · · (x − λt )ql,t , l ∈ {1, . . . , n},
The following propositions are not hard to prove.
Proposition 10. For every k ∈ {1, . . . , t}, |μk| < 1 (respectively, |μk| = 1, |μk| > 1) if and only
if R(λk) > 0 (respectively, R(λk) = 0, R(λk) < 0).
Proposition 11. For every Hermitian matrix H ∈ Cn×n,H − AHA∗ and Lθ(A)H + H(Lθ(A))∗
are congruent.
Using these propositions, it is easy to obtain results, analogous to Theorems 2, 3 and Corollary
8, about the Stein equation H − AHA∗ = K . These results are quite obvious and, therefore, we
do not write them here.
References
[1] B.E. Cain, E.M. Sá, The inertia of a Hermitian matrix having prescribed complementary principal submatrices, Linear
Algebra Appl. 37 (1981) 161–171.
[2] D. Carlson, H. Schneider, Inertia theorems for matrices: the semidefinite case, J. Math. Anal. Appl. 6 (1963) 430–446.
[3] L.M. DeAlba, C.R. Johnson, Possible inertia combinations in the Stein and Lyapunov equations, Linear Algebra
Appl. 222 (1995) 227–240.
[4] L.M. DeAlba, Inertia of the Stein transformation with respect to some nonderogatory matrices, Linear Algebra Appl.
241/243 (1996) 191–201.
[5] G.N. Oliveira, E.M. Sá, J.A. Dias da Silva, On the eigenvalues of the matrix A + XBX−1, Linear and Multilinear
Algebra 5 (1977) 119–128.
[6] A. Ostrowski, H. Schneider, Some theorems on the inertia of general matrices, J. Math. Anal. Appl. 4 (1962) 72–84.
[7] O. Taussky, A generalization of a theorem of Lyapunov, SIAM J. Appl. Math. 9 (1961) 640–643.
