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Abstract
Plenoptic cameras usually sacrifice the spatial resolution of
their SAIs to acquire geometry information from different
viewpoints. Several methods have been proposed to mitigate
such spatio-angular trade-off, but seldom make use of the
structural properties of the light field (LF) data efficiently.
In this paper, we propose a novel high-order residual net-
work to learn the geometric features hierarchically from the
LF for reconstruction. An important component in the pro-
posed network is the high-order residual block (HRB), which
learns the local geometric features by considering the infor-
mation from all input views. After fully obtaining the local
features learned from each HRB, our model extracts the rep-
resentative geometric features for spatio-angular upsampling
through the global residual learning. Additionally, a refine-
ment network is followed to further enhance the spatial de-
tails by minimizing a perceptual loss. Compared with pre-
vious work, our model is tailored to the rich structure in-
herent in the LF, and therefore can reduce the artifacts near
non-Lambertian and occlusion regions. Experimental results
show that our approach enables high-quality reconstruction
even in challenging regions and outperforms state-of-the-art
single image or LF reconstruction methods with both quanti-
tative measurements and visual evaluation.
Compared to a 2D imaging system, the plenoptic cam-
era not only captures the accumulated intensity of a light
ray at each point in space, but also provides the direc-
tional radiance information. Together they form the light
field (LF), which has shown advantages over 2D imagery
in problems such as disparity estimation (Jeon et al. 2015;
Sun et al. 2016) or 3D reconstruction (Heber, Yu, and Pock
2017) of a scene, generation of images for a novel view-
point (Kalantari, Wang, and Ramamoorthi 2016; Meng et al.
2019b), and refocusing (Mitra and Veeraraghavan 2012).
Nevertheless, in practice, it can be difficult to achieve a
dense sampling of the entire LF due to the limited resolution
of the camera sensor. Acquisition of a densely sampled sub-
aperture image (SAI) usually sacrifices the view point infor-
mation, or vice versa (Wanner and Goldluecke 2014). As a
result, the LF views exhibit a lower spatial resolution than
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images obtained by conventional cameras, and many appli-
cations such as depth estimation are constrained by low-
resolution (LR) images, which increases the significance of
the algorithms for light field super-resolution (LFSR).
Different from single image super-resolution (SISR), a LF
is characterized by a structure that needs to be maintained
when increasing the data resolution. Such structural infor-
mation is implicitly encoded in the neighboring views, lead-
ing to non-integral shift between two corresponding pixels
in the view images (Wu et al. 2017a). From this perspec-
tive, most depth-based approaches (Wanner and Goldluecke
2014; Mitra and Veeraraghavan 2012) generally depend on
such geometric properties as priors to explicitly register the
novel SAIs from other views. Their success depend on the
accurate depth information, which however is challenging
to acquire. Consequently, the disparity errors give rise to
artifacts such as tearing and ghosting, especially in the oc-
cluded or non-Lambertian areas where depth information is
not properly estimated.
Recently, deep learning has shown to be powerful in
various computer vision applications (Meng et al. 2018;
Yang, Chen, and Shao 2019), including LFSR (Wu et al.
2017b; Meng, Zeng, and Lam 2019; Meng et al. 2019a).
The learning-based approaches relieve the dependency on
explicit depth information, leading to the improvement of
robustness at depth discontinuities. However, the intrinsic
limitation of 2D (or 3D) convolution makes existing frame-
works difficult to handle the high-dimensional structure in
a LF, and therefore most learning-based algorithms simplify
the reconstruction to consider only the spatio-angular rela-
tions in epipolar plane images (EPIs) (Wu et al. 2017b), or
the angular correlations among adjacent views (Yoon et al.
2017; Zhang, Lin, and Sheng 2019). Given that the geomet-
ric information is encoded in a complex way within the LF,
such simplifications result in performance degradation.
To remedy the problems of existing learning-based ap-
proaches for LFSR, we propose to establish a framework
tailored to the LF structural information. Such an approach
enables the network to learn representations by fully exploit-
ing the LF information from all adjacent views. The main
contributions of our model are threefold: 1) We propose a
novel high-order structure, named high-order residual block
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(HRB) to learn the features by fully considering the infor-
mation from all SAIs of a LF. Such features extracted from
HRB preserve high angular coherence. 2) By stacking a set
of the HRBs, the proposed network is able to extract diverse
spatial features endowed with scene geometry information.
In addition, the network also propagates the geometric in-
formation encoded in the learned features to achieve high
reconstruction quality with the LF structural property. 3)
Experimental results demonstrate that our model not only
outperforms the state-of-the-art reconstruction methods on
quantitative measurements but also generates spatial details
and novel views with better fidelity.
Related Work
Spatial super-resolution
A number of super-resolution algorithms (Bishop and
Favaro 2012; Lim et al. 2009; Vagharshakyan, Bregovic, and
Gotchev 2018) have been developed specifically for LF data.
For example, in (Wanner and Goldluecke 2014), a varia-
tional framework is applied to super-resolve a novel view
based on a continuous depth map calculated from the epipo-
lar plane images (EPIs). Mitra and Veeraraghavan (Mitra
and Veeraraghavan 2012) proposed a patch-based approach,
which is also based on the estimated depth information.
These methods usually require an accurate estimate of the
disparity information, which can be challenging on LR im-
ages. Learning-based approaches mitigate the dependency
on geometric disparity, and therefore are more robust in re-
gions where the depth information is difficult to estimate
correctly. In (Yoon et al. 2017), LFCNN cascades two CNNs
to enhance the target views and generate novel perspectives
based on the super-resolved views. However, the stepwise
processing does not make use of the entire structural infor-
mation of the LF, and therefore limits the potential of the
model. Recently, (Wang et al. ) employed a bidirectional
recurrent CNN framework to model the spatial correlations
horizontally and vertically. Likewise, (Farrugia, Galea, and
Guillemot 2017) adopted an example-based spatial SR al-
gorithm on the patch-volumes across the SAIs. Both ap-
proaches consider the LF as an image sequence, and there-
fore lose one angular dimension information. (Zhang, Lin,
and Sheng 2019), however, utilized the relations of SAIs in
4 different directions to super-resolve the center target im-
age. By considering the angular information from multiple
directions, their model has superior performance over other
previous methods.
Angular super-resolution
Angular super-resolution for LF is also known as view syn-
thesis. Many techniques (Kalantari, Wang, and Ramamoor-
thi 2016; Meng et al. 2019b; Wanner and Goldluecke 2014)
take advantage of the disparity map to warp the existing
SAIs to novel views. For instance, (Pearson, Brookes, and
Dragotti 2013) introduced a layer-based synthesis method
to render arbitrary views by using probabilistic interpolation
and calculating the depth layer information. (Zhang, Liu,
and Dai 2015) adopted a phase-based method, which inte-
grates the disparity into a phase term of a reference image to
warp the input view to any close novel view.
Similar to spatial super-resolution, depth-based tech-
niques are inadequate in the occluded and textureless re-
gions, which prompts researchers to explore algorithms
based on CNNs. (Flynn et al. 2016) are among the first to
apply deep learning to view synthesis from a set of im-
ages with wide baselines. Meanwhile, (Kalantari, Wang,
and Ramamoorthi 2016) exploited two sequential CNNs
to estimate depth and color information, and subsequently
wrapped them to generate the novel view. The dependency
on disparity restricts the model performance and easily re-
sults in ghosting effects near occluded regions. In (Wu et
al. 2017b), the author proposed to use a blur-deblur scheme
to address the asymmetry problem caused by sparse angular
sampling. However, this EPI-based model only utilizes hor-
izontal or vertical angular correlations of a low-resolution
LF, which severely restricts the accessible information of the
model. Recently, (Wing Fung Yeung et al. 2018) applied the
alternating convolution to learn the spatio-angular clues for
view synthesis and achieves more accurate results.
Compared with the aforementioned approaches, we ex-
plore a deeper residual structure for both spatial and angu-
lar SR of the LF. The proposed network can harness the
high-dimensional LF data efficiently to extract geometric
features, which contribute to the high reconstruction accu-
racy.
Method
Problem formulation
Following (Levoy and Hanrahan 1996; Gortler et al. 1996),
a light ray is defined by the intersection points of an an-
gular plane (s, t) and a spatial plane (x, y). We consider
the LFSR as the recovery of the HR LF IH(x, y, s, t) ∈
RγsX×γsY×γaS×γaT from the input LR LF IL(x, y, s, t) ∈
RX×Y×S×T by two spatial and angular SR factors γs and
γa, respectively. The learning-based SR process can be de-
scribed as
IS(x, y, s, t) = g(IL(x, y, s, t); Θ), (1)
where IS stands for the super-resolved LF, g(·) represents
the mapping from LR to super-resolved LF, and Θ denotes
the parameters of the model.
Architecture overview
The intrinsic limitation of 2D and 3D convolution makes ex-
isting schemes unable to fully exploit highly-correlated 4D
LF data. As a result, most existing methods consider only
partial spatio-angular relations (e.g., EPI) (Wu et al. 2017b;
Wu et al. 2018), or angular correlations (e.g., SAI) (Kalan-
tari, Wang, and Ramamoorthi 2016; Wang et al. ; Zhang,
Lin, and Sheng 2019) which underuse the potential of LF.
To resolve the problem, we employ a high-order convolu-
tion (HConv) that encapsulates the information from all co-
ordinates by convolving a 4D kernel with the inputs. For any
hidden layerH(k) (k ∈ {1, 2, . . . ,K}), the operation of the
HConv (together with the following activation layer) is im-
plemented as H(k) = δ(Wk ?H(k−1)). W(k) denotes the
weights of the kth layer with size s1×s2×a1×a2×c, where
st
IL F0 FG0
H
Co
nv
H
Co
nv FG1 FG2 FGd
H
Co
nv FR1 FR2 FRn
H
D
C
H
Co
nv FR0 IHFup
H
Co
nvFR
U
pN
et
H
R
B
G
1
H
R
B
G
2
H
R
B
G
d
H
R
B
R
1
H
R
B
R
2
H
R
B
R
n
H
Co
nv
yy
Loss Network (VGG19)
FG
Shallow feature 
extraction
GRLNet UpNet SReNet
A
G
BN
A
G
BN
lR lP
yy
Figure 1: The architecture of our proposed hierarchical high-order network.
c is the channel number of the filter bank, s1× s2 is the spa-
tial filter size and a1 × a2 is the angular filter size. H(0)
stands for the input IL, and the activation function δ(·) is
the leaky rectified linear unit (LReLU) with slope α = 0.2.
The notation ? is the convolution between an input feature
map and a filter. Furthermore, to utilize spatial information
hierarchically from all SAIs, we design the high-order resid-
ual block (HRB) to effectively extract the geometric features
from a LF. As is shown in Fig. 1, the proposed network
mainly consists of four parts: 1) shallow feature extraction,
2) geometric representation learning network (GRLNet), 3)
upsampling network (UpNet), and 4) spatial refinement net-
work (SReNet). Specifically, we use a HConv layer to ex-
tract shallow features F0 from the LR input:
F0 = HHC(I
L), (2)
where HHC(·) denotes the HConv operation. Subsequently,
in the GRLNet, the representations are learned in a hier-
archical manner by a set of HRBs. Assuming there are d
HRBs, the feature maps FGd of the d
th HRB can be ex-
pressed as:
FGd = H
d
HRB(FGd−1)
= HdHRB(H
d−1
HRB(FGd−2))
= HdHRB ◦Hd−1HRB ◦ · · · ◦H1HRB(FG0),
(3)
where HdHRB(·) denotes the operation of the dth HRB, and
the symbol ◦ stands for function composition. The mapping
H iHRB(·), (i = 1, 2, . . . , d) can be a composite function of
operations, including 2 HConvs to fully utilize all the view
information within the block (Fig. 2) to obtain the local ge-
ometric feature FGi . By cascading multiple HRBs, the geo-
metric features are learned in an hierarchical manner during
the training of GRLNet, and therefore more representative
features with diverse spatial representations are obtained.
We then apply the global residual learning to combine the
hierarchically learned geometric features FGd and the shal-
low features F0 before conducting upsampling by
FG = HAGBN ◦HHC(FGd) + F0, (4)
where HAGBN is an operation of batch normalization de-
fined later. The following UpNet then upsamples the ob-
tained feature maps FG from the LR space to the HR space:
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Figure 2: The high-order residual block (HRB) architecture,
where ⊕ denotes the element-wise addition.
Fup = Hup(FG), (5)
where Hup is used to describe the upsampling operation on
the LR features. In the experiments, however, directly recon-
structing the HR LF based on the fused features is hard, and
the results always lack high-frequency spatial details. There-
fore, we employ a refinement network (SReNet) supervised
by a perceptual loss to recover the spatial details in the HR
space:
FR = HAGBN ◦HHC(FRn) + Fup, (6)
where n ≤ d and FR denotes the fused refined feature,
which is further used for the reconstruction of the final
super-resolved LF:
IH = HHC(FR). (7)
In the following sections, we will illustrate the components
of the proposed high-order network in details, and demon-
strate the properties of learned geometric features.
High-order residual block
As a basic building block in our network, the HRB’s struc-
ture is presented in Fig. 2. According to the Fig. 2a, each
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Figure 3: Visualization of the geometric features. (a) The
collection of 2D slices through the learned feature maps. (b)
The EPI located at the corresponding lines.
HRB contains two HConv layers with the 3 × 3 angular re-
ceptive field which makes the block possible to fully uti-
lize the information from all SAIs of input features. In addi-
tion, to ease the training of the proposed high-order network,
we apply the normalization operation to the outputs of the
HConv layer (Ioffe and Christian 2015). Given that the in-
puts preserve high coherence among the views, the normal-
ization should not be counted in an aperture-wise manner to
avoid that the whitening decorrelates the coherence. We con-
sequently implement the normalization over a group of SAIs
in every channel of the feature maps and therefore propose
an aperture group batch normalization (AGBN).
Let the outputs of a particular hidden HConv layer be
H = {Hnm(s, t)}, where s and t stand for the two in-
dices of angular dimensions as is defined in the problem
formulation. The superscript n ∈ [1, N ] denotes the num-
ber of channels, and for each feature SAI contains M values
(m = 1, 2, . . . ,M ). Therefore, the AGBN transform is im-
plemented as in Algorithm 1.
Algorithm 1: Aperture group batch normalization
Input: Features from HConv layer:H = {Hn(s, t)};
Parameters γ and β
Output: The output features: Hˆ = {Hˆn(s, t)}
1 for n = 1, 2, . . . , N do
2 µn ← 1M
∑M
m=1(
1
S·T
∑S
s=1
∑T
t=1Hnm(s, t))
= 1MST
∑M
m=1
∑S
s=1
∑T
t=1Hnm(s, t));
σn ← 1MST
∑M
m=1
∑S
s=1
∑T
t=1(Hnm(s, t)−µn)2;
Hˆn(s, t)← γ · Hn(s,t)−µn√
σ2n+
+ β
3 end
By stacking the layers as is shown in Fig. 2b, the HRB
is able to extract features that preserve geometrical proper-
ties by considering all SAIs. The learned geometrical fea-
tures not only contain spatial structures (such as textures or
edges) but also record the relations between adjacent feature
views. Fig. 3 exhibits an example of the geometric features
learned by the HRB. To illustrate such high-dimensional fea-
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Figure 4: Illustration of the geometric features extracted
from different HRBs in the GRLNet.
tures, we display a grid of 2D slices through the 4D features
in Fig. 3a, and the EPIs located at the corresponding lines
in a certain feature slice in Fig. 3b. The feature EPIs very
much resemble the LF EPIs, reflecting that the HRB has the
capacity to extract features preserving high coherence.
Geometric representation learning network
The GRLNet is composed of a set of cascaded HRBs.
Such structure enables the network to learn multiple spatial
representations endowed with geometry information. Com-
pared with the features extracted from traditional CNN-
based model, the learned geometric features are different in
two aspects: 1) the high coherence among SAIs in angular
dimension; 2) the smooth effects near object borders in spa-
tial dimension. The former has been discussed in Fig. 3b,
where we show the EPI property of features. The latter can
be illustrated according to the features from different HRBs.
In Fig. 4, we visualize the spatial appearance of the geomet-
ric features extracted from the 3rd, 5th, and 8th HRBs. The
red boxes zoom in at the features of object border, while the
blue boxes zoom in at the texture features. Compared with
the reconstruction result, the edges of the object border in the
feature space (red boxes) are not as sharp. Such effects are
caused by the rapid changes in the parallax of the object bor-
der, and therefore indicate the scene geometric information.
In addition to the diverse spatial representations, the feature
angular coherence is also maintained (e.g., the EPI in the
yellow boxes). Consequently, the GRLNet is able to learn
more representative spatial features hierarchically through a
set of HRBs and simultaneously propagates the geometric
information.
Upsampling network
The upsampling network is applied to increase the spatio-
angular resolution using the extracted hierarchical geomet-
ric features in the LR space. We design the network to fit
to the properties of the LF geometric features. As illus-
trated in Fig. 5, we assume a single LR feature map with
a single channel as input. The feature map has dimension
X × Y × S × T , where X = Y = 3 and S = T = 3.
The spatial and angular upsampling factors are γs = γa = 2
(strictly speaking, the angular dimension is increased from
3 × 3 to 5 × 5). The first step expands the feature channel
by a factor of γ2s using the HConv operation. Then, given
the EPI property of the geometric features, we apply a linear
interpolation to the angular dimension of the feature maps to
3x3x
3x3x
1
3x3x
3x3x
4
Hcon
v
Inter
pola
tion
3x3x
5x5x
4
6x6x
5x5x
1
Pixel
 
Shuf
fle
Figure 5: Illustration of UpNet for spatio-angular resolution
enhancement. The red arrow stands for HConv opeartion,
the yellow one denotes angular linear interpolation, and the
green one denotes channel-to-space pixel shuffle operation.
upscale the resolution by a factor of γa. Finally, the channel-
to-space shuffle operation is applied to increase the spatial
resolution by a fator of γs.
The UpNet upsamples the learned geometric features to
the HR space. Such features are used to reconstruct the pri-
mary super-resolved LF directly to get the per-pixel recon-
struction loss for training, and are also passed to the SReNet
to further recover the high-frequency details.
Spatial refinement network
The SReNet aims at restoring the realistic spatial details
of the previous super-resolved output. Given that the GRL-
Net is trained using a pixel-wise loss, it tends to gener-
ate smooth results with poor fidelity (Ledig et al. 2017;
Gupta et al. 2011). The SReNet in contrast learns the ge-
ometric features directly in the HR space and is supervised
by a novel perceptual loss defined on SAIs to make the re-
construction sharper. In the experiments, we will discuss the
effects of the SAI-wise perceptual loss for recovering spatial
details.
Loss function
We propose a two-stage loss function (see Fig. 1) to encour-
age the proposed network to learn the geometric features and
reconstruct high-quality spatial details. In general, the loss
function is a linear combination of two terms:
` = α · `R + β · `P . (8)
The reconstruction loss `R models the pixel-wise difference
between the super-resolved LF IS and the ground truth IH :
`R =
X∑
x=1
Y∑
y=1
S∑
s=1
T∑
t=1
(IH(x, y, s, t)− IS(x, y, s, t))2. (9)
The perceptual loss `P measures the quality of the spa-
tial reconstruction. Inspired by (Johnson, Alahi, and Fei-Fei
2016), we define the loss function acquired from a VGG net-
work to describe the aperture-wise differenes between high-
level features φ,
`P =
1
ST
S∑
s=1
T∑
t=1
(
φ(IHs,t)− φ
(
g(ILs,t; Θ)
))2
, (10)
where ILs,t = I
L(·, ·, s, t) and IHs,t = IH(·, ·, s, t) denote the
LR input and the ground truth with angular coordinate (s, t),
respectively.
Experiments
Data and experiment settings
In the experiments, we randomly select 100 scenes from the
Lytro Archive (Stanford) (excluding “Occlusions” and “Re-
flective”) and the entire Fraunhofer densely-sampled high-
resolution (Ziegler et al. 2017) datasets for training. The for-
mer consists of 353 real-world scenes captured using a Lytro
Illum camera with a small baseline, and in addition, we ex-
clude the corner samples and only select the center 9 × 9
views in the experiments. The latter contains 9 real-world
scenes that are densely sampled by a high-resolution cam-
era with a larger baseline. The experimental results show
that our trained network can be generalized to various syn-
thetic and real-world scenes, as well as some microscopy
light fields. This indicates that the learned geometric fea-
tures are generic for various situations.
During training, the system each time receives a 4D patch
of LF, which is spatially cropped to 96 × 96 as input.
For spatial SR, the downsampling is based on the classical
model (Farrugia and Guillemot 2018)
IL =↓γs G ∗ IH + η, (11)
where η is Gaussian noise with zero mean and unit stan-
dard deviation, ↓γs denotes the nearest neighbor down-
sampling operator applied to each view, γs is the magni-
fication factor, and G stands for a Gaussian blurring ker-
nel with a window size of 7 × 7 and standard deviation
of 1.2 pixels. The network is trained using the Stochas-
tic Gradient Descent solver with the initial learning rate
of 10−5, which is decreased by a factor of 0.1 for ev-
ery 10 epochs. The entire implementation is available at
https://github.com/monaen/LightFieldReconstruction.
Loss evaluation
To exam the effectiveness of different loss components,
we adjust the proposed network to obtain multiple variants
which are further trained using different losses. The param-
eters of different variants are kept constant to control the
model representational capacity. In Table 2, we evaluate the
performance of the variants with 8 HRBs in total. By com-
bining the reconstruction and perceptual losses, the model
can achieve comprehensively better quantitative results and
reconstruct the LF with good visual fidelity (refer to the sup-
plementary materials).
Spatial super-resolution evaluation
For evaluation in terms of spatial resolution, we com-
pare against several top-performing algorithms de-
signed for LFSR, including LFCNN (Yoon et al. 2017),
BM PCA+RR (Farrugia, Galea, and Guillemot 2017),
LFNet (Wang et al. ), Zhang et al. (Zhang, Lin, and Sheng
2019) and some state-of-the-art methods for SISR, like
MSLapSRN (Lai et al. 2018) and RDN (Zhang et al. 2018).
For fair comparison, all the methods are retrained using
Table 1: Quantitative evaluation of state-of-the-art methods for spatial and angular LFSR. We report the average PSNR and
SSIM over all sub-aperture images for Spatial 2×, 3×, 4× and Angular 3× (3× 3→ 9× 9). The bold values indicate the best
performance.
ScaleAlgorithm Occlusions
(20)
Reflective
(20)
HCI new
(8)
HCI old EPFL
(21)
Occlusions
(20)
Reflective
(20)
HCI new
(8)
HCI old EPFL
(21)
Wu et al.
Ours (4HRBs)
Kalantari et al.
A×3
S×4
S×3
S×2
28.52
28.86
30.45
30.37
34.28
30.85
31.46
35.13
31.19
31.42
33.07
33.85
36.31
32.43
33.86
37.41
29.69
31.24
32.62
32.81
34.14
33.13
33.25
34.85
26.97
28.41
31.20
29.56
32.17
29.51
31.13
33.29
28.66
29.69
32.68
32.66
33.70
32.27
32.41
36.24
Ours
RDN
MSLapSRN
Zhang et al.
LFNet
LFCNN
BM PCA+RR
Bicubic
Ours
RDN
MSLapSRN
Zhang et al.
LFNet
LFCNN
BM PCA+RR
Bicubic
Ours
RDN
MSLapSRN
Zhang et al.
LFNet
LFCNN
BM PCA+RR
Bicubic
26.95
27.25
27.96
28.01
29.85
29.22
29.14
31.18
29.50
29.78
30.05
30.34
32.30
32.03
30.82
33.55
28.94
29.75
30.24
29.81
28.33
30.94
29.54
32.00
25.39
25.79
26.78
26.76
28.24
27.80
26.89
29.40
27.31
27.51
29.71
29.69
30.16
30.00
29.65
32.84
PSNR(dB) SSIM
24.98
25.04
26.28
25.94
27.36
27.41
26.97
29.04
27.54
28.14
28.73
28.81
29.69
30.28
29.64
30.82
25.92
28.28
28.90
29.36
28.74
29.55
29.63
30.78
23.95
25.65
25.85
25.40
25.83
26.27
26.66
28.54
25.94
26.97
27.51
26.10
28.02
28.78
28.58
29.63
34.70
35.64
35.96
37.24
40.03
40.16
35.53
35.64
35.79
32.59
33.38
33.75
35.19
37.05
38.28
0.927
0.928
0.930
0.958
0.963
0.964
0.916
0.918
0.904
0.906
0.905
0.913
0.959
0.960
0.961
0.663
0.686
0.710
0.709
0.744
0.755
0.724
0.815
0.771
0.798
0.796
0.808
0.810
0.835
0.817
0.859
0.688
0.768
0.772
0.762
0.743
0.782
0.792
0.837
0.630
0.688
0.703
0.706
0.694
0.723
0.730
0.821
0.767
0.792
0.785
0.775
0.798
0.821
0.804
0.859
0.746
0.758
0.817
0.816
0.840
0.818
0.796
0.871
0.819
0.826
0.835
0.847
0.881
0.875
0.846
0.903
0.776
0.803
0.834
0.822
0.738
0.828
0.788
0.867
0.703
0.733
0.766
0.764
0.807
0.789
0.755
0.849
0.812
0.827
0.850
0.848
0.871
0.867
0.834
0.906
0.808
0.834
0.878
0.881
0.931
0.879
0.893
0.937
0.863
0.885
0.896
0.912
0.946
0.909
0.916
0.951
0.806
0.851
0.879
0.898
0.910
0.894
0.893
0.916
0.769
0.826
0.892
0.884
0.921
0.852
0.894
0.934
0.849
0.864
0.906
0.892
0.939
0.901
0.912
0.949
Table 2: Ablation study of different components in the pro-
posed model. “G8” denotes 8 HRBs in GRLNet, “S8” de-
notes 8HRBs in SReNet, and “G5S3” stands for 5 HRBs in
GRLNet and 3 HRBs in SReNet.
G8
S8
G5S3
Model GRLNet SReNet Loss HCI new Occlusions (20)
√ ×
√√
√×
ℓRℓPℓR+ℓP
31.35
31.34
31.34
32.70
32.65
32.76
the same datasets and downsampling method described
in Eq. 11. Table 1 shows the quantitative comparisons
for ×2, ×3, and ×4 SR on five public LF dataset. The
real-world datasets consist of 20 scenes from “Occlu-
sions” and 20 scenes from “Reflective” in Stanford Lytro
Archive (Stanford), and 21 scenes from EPFL (Rerabek
and Ebrahimi 2016), while the synthetic datasets are
selected from the HCI dataset (Honauer et al. 2016;
Wanner, Meister, and Goldluecke ). We carefully fine-tune
and retrain each algorithm to fit the classic downsampling
method described in Eq. 11 using their publicly available
code to reach their best performance. The results are
measured in terms of the peak signal-to-noise ratio (PSNR)
and structural similarity (SSIM) over the center 9× 9 views
of each evaluation scene, and we report the average value
on each test dataset.
Fig. 6 compares the visual reconstruction results for 4×
spatial SR. For LFSR algorithms, LFCNN receives pairs of
SAIs as input without modeling their correlations. There-
fore, it underuses the angular information and tends to gener-
ate over-smoothed results with blurry details. Likewise, the
two SISR methods (MSLapSRN and RDN) do not model
the correlations either, which leads to the blurring and twist-
ing in their EPIs. BM PCA+RR and LFNet simplify the
problem by considering only one dimension of angular cor-
relations. Such strategy restricts the performance of their
methods in terms of both visual results (Fig. 6) and quan-
titative measurements (Table 1). In contrast, a recent ap-
proach proposed by Zhang et al. (Zhang, Lin, and Sheng
2019) exploits the angular information from 4 directions for
LF spatial SR. By integrating more directional information,
the algorithm shows better quantitative results on spatial 2×
and 3× tasks. Nevertheless, their approach fuses the angular
information by roughly concatenating SAIs from 4 direc-
tions in the channel dimension. Given that the differences
Stanford Archive - General 15
(Spatial 4x) 
Bicubic 
(25.82, 0.790)
LFCNN
(26.63, 0.808)
BM PCA+RR
(26.73, 0.814)
LFNet
(27.76, 0.828)
MSLapSRN 
(29.64, 0.861)
RDN 
(29.34, 0.856)
Zhang et al. 
(29.64, 0.845)
Ours 
(31.34, 0.896)
Groundtruth 
(PSNR, SSIM)
Figure 6: Visual comparison for 4× spatial SR on the real-
world scene General 15 from Stanford Archive.
between adjacent views decrease rapidly in the LR LF, its
performance on 4× spatial SR is badly affected. Compared
with these methods, our model exploits the entire angular
information from all directions. In addition, such angular in-
formation is further fused in the learned geometric features
during the network training. In this way, all of the structural
information is utilized for the final reconstruction allowing
our model to achieve superior performance in terms of both
visual fidelity (e.g., the texture on the wall in Fig. 6) and
quantitative measurements. More visual results on both real-
world and synthetic scenes are presented in our supplemen-
tary materials to illustrate the model generalization ability.
Angular super-resolution evaluation
For angular super-resolution, all the models are trained only
using the 100 Lytro Archive scenes. We carry out com-
parisons with three state-of-the-art CNN based methods,
namely, Kalantari et al. (Kalantari, Wang, and Ramamoorthi
2016), Wu et al. (Wu et al. 2017b) and Yeung et al. (Wing
Fung Yeung et al. 2018). For all the angular SR task, we
evaluate a simplified version of the proposed model with 3
HRBs in GRLNet and 1 HRB in SReNet (8 HConvs in to-
tal). Even with only 4 HRBs, our model is able to defeat
the other three methods. For the 3 × 3 → 9 × 9 synthe-
sis task, the quantitative comparisons on average PSNR and
SSIM are presented in the last part of Table 1. Our model
defeats Kalantari et al. and Wu et al. on most real-world and
synthetic LF scenes. Fig. 7 compares the visual results. The
depth-dependent method Kalantari et al. tends to produce
ghosting artifacts near boundaries of objects. Wu et al. only
uses the EPI information and therefore leads to a loss of spa-
tial details (e.g., Neurons 20× nerve fibre is absent in their
reconstructed LF). To demonstrate the effectiveness of the
hierarchical HRBs structures, we further compare the per-
formance against Yeung et al.’s model with 16 4D alternat-
ing convolutions (16L). According to the Table 3 and Fig.7,
our model achieves higher quantitative values and synthe-
sizes more realistic novel views (also refer to our supple-
mentary video).
Kalantari etal. Yeung etal. OursGroundtruth
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Figure 7: Visual comparison of our model with Kalantari et
al. and Yeung et al. for the 2× 2→ 8× 8 task, and with Wu
et al. for the 3× 3→ 9× 9 task.
Algorithm Occlusions(20)
Reflective
(20)
EPFL
(21)
HCI
new
Kalantari et al.
Yeung et al.(16L)
Ours (4HRBs)
32.68 35.98 33.60 33.19
33.19 36.82 35.09 33.39
33.22 36.93 35.30 34.04
Table 3: Quantitative evaluation of state-of-the-art view syn-
thesis algorithms. We report the average PSNR for the task
2× 2→ 8× 8.
Conclusion
In this paper, we design a hierarchical high-order framework
for LF spatial and angular SR. To fully exploit the structural
information of the LF, HRB has been proposed. By cascad-
ing a set of HRBs, our model is able to extract representative
features encoded with geometric information. Such features
contribute a lot to the final reconstruction results. In addi-
tion, the combination of the pixel-wise loss and the percep-
tual loss further allows our model to generate more realis-
tic spatial images. The experiments show that our proposed
model outperforms the state-of-the-art SR methods in terms
of both quantitative measurements and visual fidelity.
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