Abstract. In electron microscopy, 3D reconstruction is one key component in many computerized techniques for solving 3D structures of large protein assemblies using electron microscopy images of particles. Main challenges in 3D reconstruction include very low signal-to-noise ratio and very large scale of data sets involved in the computation. Motivated by the recent advances of sparsity-based regularization in wavelet frame domain for solving various linear inverse problems in imaging science, we proposed a wavelet tight frame based 3D reconstruction approach that exploits the sparsity of the 3D density map in wavelet tight frame system. The proposed approach not only runs efficiently in terms of CPU time, but also requires a much lower memory footprint than existing framelet-based regularization methods. The convergence of the proposed iterative scheme and the functional it minimizes is also examined, together with the connection to existing wavelet frame based regularizations. The numerical experiments showed good performance of the proposed method when being used in two electron microscopy techniques: single particle method and electron tomography.
1. Introduction. In the past few decades, with the advance in specimen preparation methods and image processing techniques, electron microscopy (EM) techniques [1, 2, 3, 4, 5, 6] have become indispensable tools for determining the 3D structures of macromolecules, macromolecular complexes and cells. Among all computerized techniques used in EM, the single particle method (SPM) and the electron tomography (ET) are two of the most popular ones. The specimen preparation methods mainly include the negative staining method in which specimens are stained in heavy metal salts and the frozen-hydrated method in which specimens are embedded in vitreous ice. The EM technique using ice-embedded specimens is often called cryo-EM. The SPM includes a set of image processing techniques for building up the 3D structure of a particle by using 2D digitized EM images (projections) of many identical particles. The main modules in the SPM include image alignment and classification; image filtering and contrast transfer function (CTF) correction; and 3D reconstruction (see [4, 5, 7, 6] for more details). These modules are integrated in an iterative framework to iteratively refine the 3D result using the projection matching methods [8] . The ET is a tomography technique to reconstruct a detailed 3D structure of the macromolecular complex or cell from the 2D images collected from different tilted stages of the object. The main image processing techniques in the ET include CTF correction and micrograph alignment; 3D reconstruction; segmentation and 3D classification (see [3, 9, 10] for more details).
The 3D reconstruction problem plays an important role in the EM techniques including both the SPM and the ET. The 3D reconstruction is about reconstructing the 3D density map of the object from multiple EM images. Similar to computerized tomography using parallel beams, both the SPM and the ET reconstruct the 3D density map f of the object from multiple images {g i } with different projection directions {d i } and different electron beams. The 3D density map and the EM images are related by the following linear system:
where g ∈ R M denotes the concatenation of multiple EM images, u ∈ R N denotes the 3D density map of the object, A ∈ R M ×N denotes the measuring matrix, and ε denotes the noise. The 3D reconstructions in the SPM and the ET have the same model (1.1). The main difference between the SPM and the ET lies in how EM images are collected: the SPM is for imaging many identical biological particles with varying orientations, while the ET is for imaging large biological object such as cells, molecular machines which do not have multiple identical instances, by tilting around one axis practically within [−70 • , +70 • ]. The matrix A is the matrix form of the so-called 3D ray transform after discretization. During the formation of an EM image in a transmission electron microscope, the phase of the electron wave when passing through the object is shifted by Φ(r) which can be described as the integral of the Coulomb potential distribution C(r, z) within the object along the z-direction of the electron wave's propagation Φ(r) = C(r, z)dz, where r = [x, y] . Using the weak-phase object approximation and the contrast transfer theory (see e.g. [4] for more details), the contrast of the EM image is linearly proportional to the projected Coulomb potential Φ(r). The physical density distribution u retrieved with EM is the Coulomb potential. Thus, an EM image can be approximated by the projection of the density map of the object along some direction, which can be expressed by the 3D ray transform of a function f ∈ L 2 (R 3 )
where ·, · denotes the inner product in R 3 , d ∈ R 3 denotes the projection direction associated with the corresponding EM image, and d ⊥ denotes the plane perpendicular to d. The linear system (1.1) is the discretized version of (1.2) where the matrix A in (1.1) is the linear operator obtained by discretizing the integeral in (1.2) .
Due to the extremely low signal to noise ratio (SNR) of EM images, reconstructing a 3D density map of the object from the EM images is a very challenging task. An effective 3D reconstruction method requires very sophisticated techniques to suppress the noise during the reconstruction. Another main challenge lies in the computational efficiency of the method. The amount of input data in EM is often enormous in practice. For example, the cryo-EM 3D reconstruction of 50S ribosomal subunit published in [11] uses 82575 images with size 100 × 100 to obtain a cubic density map with size 100 × 100 × 100. Thus, a desired reconstruction method should be very computational efficient with the following properties: highly parallelized; small memory footprint; and efficient CPU time usage. In this paper, we aim at developing a powerful and efficient 3D reconstruction algorithm for the SPM and the ET. The developed method is not only very robust to noise, but also is very efficient on both memory usage and CPU time usage.
1.1. Motivations. The 3D reconstruction method proposed in this paper is motivated by the recent development of the sparse based methods for image restorations that find sparse solutions by minimizing 1 -norm of wavelet tight frame coefficients.
The tight frame based methods assume that the data for recovery is likely to have a sparse approximation under the wavelet tight frames. For a given signal u ∈ R N , let W ∈ R L×N (usually L N ) denote the analysis operator associated with some wavelet tight frame system. The corresponding synthesis operator is then its transpose W . There are three types of wavelet tight frame based approaches: synthesis approach, analysis approach, and balanced approach. The minimization model of the synthesis approach is defined as
where λ ∈ R L + is some given regularization vector. The analysis approach directly recovers the data u by solving the following minimization:
The balanced approach recovers the data by solving the following minimization model
5) for some parameter 0 ≤ κ ≤ ∞. All these three approaches becomes equivalent when using an orthonormal wavelet basis, but they are different with different outcomes when using a redundant wavelet frame. Interested readers are referred to [12, 13] for more details.
For many general image restoration problems, the balanced approach (1.5) and the analysis approach (1.4) are often more preferred than the synthesis approach (1.3), as the former two empirically tend to yield more visually appealing results with less artifacts. The two models (1.5) and (1.4) have been used for solving many image restoration problems (see e.g. [14, 15, 16, 17] ), the reconstruction problems in X-ray CT imaging [18] , the 3D surface reconstruction problems in medical imaging [19] and reconstruction problems in range sensing [20] . In recent years, many fast numerical solvers have been developed for the minimization problems (1.5) and (1.4). For example, the proximal forward-backward splitting (PFBS) scheme [14, 21, 22, 23] and the accelerated proximal gradient (APG) method [24, 25, 26] are used to solve (1.5) in various image restoration tasks. The split Bregman iteration [27, 28, 16] has been widely used to solve the model (1.4) adopted in many imaging applications. The linearized Bregman method [29, 30] has been used in [31] for solving a modified version of the synthesis model (1.3) in image restoration. The connection between the balanced model (1.5) and the modified synthesis model solved by the linearized Bregman iteration is also studied in [31] .
The wavelet tight frame based regularisations are based on the assumption that the signal can be sparsely approximated under some wavelet tight frame system. For a wide range of bio-molecular particles, their 3D density maps can be roughly modeled by piecewise smooth functions in R 3 . It is known that piecewise smooth signals can be sparsely approximated by spline framelets [32, 13] . Thus, the sparsity prior of the 3D density map in some 3D framelet system is likely to hold true for most bio-molecular particles. Motivated by the success of the framelet methods in image recovery and CT reconstruction (see e.g. [14, 15, 16, 17, 18, 19] ), we are interested in developing a powerful wavelet tight frame based 3D reconstruction method that can outperform the existing state-of-the-art EM techniques.
The scale of the reconstruction problem in EM is very large. For example, considering the cryo-EM Adenovirus dataset [33] with total 9621 images of size 408 × 408, the matrix A in (1.1) is of size O(10 9 ) × O(10 7 ) and there is no known transform to diagonalize it. For such a large-scale problem, the computational efficiency of the 3D reconstruction algorithm not only depends on its CPU time usage, but also depends on its memory usage. Any of the three sparsity-based regularizations under some 3D wavelet tight frame can be used to solve the linear system (1.1) related to the 3D reconstruction problem in EM. However, the existing popular numerical solvers for these models have serious issue on the usage of physical memory. In the next, we give an examination on the memory usage of three popular numerical solvers under a typical EM configuration.
Suppose that we use the analysis-based model (1.4) for recovery and solve it via the split Bregman iteration [28] :
for some parameters µ > 0 and λ ∈ R L + , where T λ is defined by
with the soft-thresholding operator t λi (α i ) = sgn(α i ) max(|α i | − λ i , 0). The first step in the above iteration requires solving a linear system whose associated matrix A A + µI is of extremely large size and cannot be diagonalized by some known fast transform. One may either directly solve it which is expensive in terms of CPU time usage, or find an approximate solution using some gradient descent method which is more efficient. It is empirically observed that the later uses less CPU time than the former to obtain a satisfactory result. It can be seen that, during each iteration, the scheme (1.6) needs to store one intermediate frame coefficient vector b k for the usage in the next iteration. Considering a cryo-ET HIV-1 dataset [34] with about 70-80 images of size 2048 × 2048. For a density map of size 2048 × 2048 × 200, it needs 84 gigabytes (GB) memory to store one frame coefficient vector under the single-level un-decimal 3D tensor linear framelet system. In other words, in a typical EM setting, the iterative scheme (1.6) has to aggressively call virtual memory which significantly slows down the computation. Suppose that we use the linearized Bregman iteration [29, 30] for 3D density map reconstruction:
with some κ > 0. The recovered density map is defined as W α K+1 after K iterations. It is shown in [31] that the iteration scheme (1.8) above indeed minimizes a modified synthesis model (1.3) with an additional least squares term . It can be seen that the iteration (1.8) updates its estimation in wavelet frame domain. Thus, same as the split Bregman iteration, the scheme (1.8) also needs to store at least one frame coefficient vector of the intermediate 3D structure estimation during each iteration.
If we consider (1.5) for the recovery of density map and solve it via the APG method [24, 25] :
where
with l-Lipschitz continuous gradient. The recovered density map is defined as W α K+1 after K iterations. Same as (1.8), the iteration (1.9) also updates the estimation in frame coefficient domain, and it requires to store two wavelet coefficient vectors β k and α k+1 during each iteration. As a result, the iteration (1.9) doubles the already excessive memory usage of the iteration (1.6) or (1.8).
In summary, in terms of computational efficiency, the existing sparsity-based models and their numerical solvers are not very suitable when being applied to solve 3D reconstruction problems in EM. All of them will lead to excessive usage of physical memory when processing real EM datasets. Motivated by the need of memory efficient methods for 3D reconstruction in EM, we aim at developing a wavelet frame based method that not only has good performance in EM reconstruction but also is efficient on both CPU time usage and physical memory usage.
1.2. Basic ideas. Algorithm (1.9) is efficient in terms of CPU time usage, but it updates the estimation in the wavelet tight frame space which requires excessive memory usage. The solution to reduce memory usage is to directly update the estimation in 3D image domain, rather than in 3D wavelet tight frame domain. One such iterative scheme is proposed in [14] for image inpainting
where P Λ denotes the projection operator. It is shown in [14] that the iteration (1.10) is solving the minimization problem of the balanced approach (1.5) with A = P Λ . The iteration (1.11) is specialized by two special properties of the projection operator P Λ : P Λ = P Λ and P Λ P Λ = P Λ . A more general expression of (1.10) indeed should be
Motived by the iterative scheme (1.10) for image resolution enhancement, we proposed the following iteration for general matrix A:
where µ is some pre-defined positive parameter. In contrast to (1.9), the iteration (1.11) only requires the storage of the intermediate estimation u k in the image space, whose size is only 1/54 of that of two wavelet frame coeffcient vectors used in the APG method. It is noted that the analysis operator W and the synthesis operator W are computed via a bunch of convolution operations. Each convolution operation can be executed independently of the other convolutions. There is no need to store the whole vector W u k . More detailed analysis on the memory usage of the proposed iteration (1.11) will be presented in Section 2. Moreover, the iteration (1.11) is very efficient on memory usage, but is not as efficient as (1.9) in terms of CPU time usage. Thus, we proposed an accelerated version of (1.11) using the APG strategy. The proposed numerical method is not only computationally efficient on CPU time usage, but also is efficient on physical memory usage.
The iteration (1.11) can be understood by the PFBS scheme discussed in [22] and the similar idea is also used in the iterative thresholding method [36] for non-redundant system. Indeed, iteration scheme (1.11) can also be derived from the proximal point algorithm for solving the following balanced model:
whose iteration is given as follows,
One may merge two steps into one and then it becomes the iteration scheme (1.11). However, we would like to point out that the solution u * = lim n→∞ u (k) obtained from the iteration (1.11) is different from the solution from the balanced model (1.12), which usually is defined by
The relationship between u * and v * can be described as
We note that as long as λ = 0, v * = u * . Empirically, there are also many noticeable differences between the 3D density maps corresponding to these two solutions, but it is hard to tell in general which result is better as there are always some parts on which one is better than the other one and vice versa.
In addition to the gain on memory efficiency, the iteration scheme (1.11) also leads to a better understanding on its underlying variational model. Although the wavelet coefficient α * is well-understood as one minimizer of (1.12), it is not clear what exactly the cost functional v * is minimizing from the relationship v * = W α * when W is the synthesis operator of a redundant system such as wavelet tight frame. Given an image v, there is an infinite number of frame coefficient vectors α satisfying v = W α, as W is a many-to-one linear mapping for a redundant system. Thus, it is difficult to understand the objective functional that the solution v * from (1.12) is corresponds to in terms of v * itself or its canonical coefficient vector W v * (recall that α * = W v * ). For a better understanding of the result obtained from the proposed method, it is good to know exactly what the cost functional the solution is minimizing in terms of the solution itself or its canonical coefficient vector. In Section 2.2 and Appendix A, we present a detailed discussion on the variational model that the iteration (1.11) corresponds to and it is different from (1.12).
Related work.
The earlier works on 3D reconstruction in EM can be classified into three categories: Fourier methods, analytic methods and iterative methods. The Fourier methods [1, 2, 37, 38] are based on the central slice theorem [39] which says the Fourier transform of a 2D projection is equal to one central slice of the Fourier transform of 3D object. Thus, the Fourier methods reconstruct the 3D map in Fourier domain by interpolating all Fourier coefficients from its values on many slices with different orientations. The analytic methods are derived from the numerical implementation of the inversion formula for ray transform. One popular analytic method for 3D reconstruction is the filtered back-projection and its variations [40, 41] .
Another analytic method widely used in EM is the weighted back-projection method (WBP) [42, 43] which performs the deconvolution on the back-projected map using the weighting function derived from the point spread function of the back-projection operator. The representative iterative methods include algebraic reconstruction technique (ART) [44, 45, 46] , simultaneous iterative reconstruction technique (SIRT) [47] and their variations [48, 46] . The ART method, also known as Kaczmarz method, iteratively solves a linear system by sequentially solving the equations in the linear system, while the SIRT method iteratively solves a linear system by using the least squares rules on all equations.
In recent years, the 1 minimization based regularization approach has been widely used for solving linear inverse problems in imaging science including the 3D reconstruction problem in EM or CT. The representative regularization is the total variation (TV) based regularization first proposed by [49] . The TV-based method restores the data by solving the following minimization model:
where u is the data for recovery, µ is some pre-defined regularization parameters and ∇ is the first-order difference operator or some higher-order difference operator. The model (1.13) has been widely used in many generic image restoration tasks (see e.g. [50, 51, 52] ) and in the reconstruction problem in cone-beam CT (see e.g. [53, 54] ). For 3D reconstruction problem in EM, the TV-L2GF regularization method is also developed in [55, 56] with very promising results. It is noted that there exists a deep connection between the wavelet tight frame based regularization and TV regularization or its variations. Indeed, it is shown in [57] that, by choosing parameters properly, a special case of the wavelet tight frame approach can be seen as a sophisticated discretization of minimizations involving the TV regularization or their generalizations.
Using an orthonormal wavelet basis [58] , a Landweber iteration with soft thresholding is proposed in [59] for SPM reconstruction:
(1.14)
The convergence of the iteration above is given in [36] . Since the underlying system is an orthonormal basis, all three models (1.3), (1.4), (1.5) are equivalent and the iteration (1.14) converges to a minimizer of any of them. This paper is organized as follows. Section 2 presents an iterative algorithm for 3D reconstruction in EM and its accelerated version, followed by the discussions on the associated minimization model, the convergence rate and the feasibility in EM reconstruction. In Section 3, the algorithm is applied to solve the 3D reconstruction problem in both the SPM and the cryo-ET, together with some extensive experimental evaluations on several datasets. the functional that the method minimizes and the outlined proofs of the theoretical results presented in Section 2 are provided in Appendix A.
2. Main results. The 3D reconstruction method developed in this paper is built on the sparse approximation of the 3D density map under the wavelet tight frame system. Next, we first give a brief introduction to wavelet tight frame.
2.1. Preliminaries on wavelet tight frame. We first present here some basics of a tight frame in a Hilbert space H. Interested readers are referred to [32, 13] for more details. Let · denote the norm of the Hilbert space H. A sequence {φ n } n∈N ⊂ H is a tight frame for H if
There are two operators associated with a given sequence {φ n } n∈N : the analysis operator
and its adjoint operator W * , also called the synthesis operator, which is defined by
Thus, a sequence {φ n } ⊂ H forms a frame if and only if W * W = I, where I : H −→ H is the identity operator. Tight frame is a generalization of orthonormal basis in the sense that both have the same perfect reconstruction property:
In the discrete setting, for a given tight frame {φ n } L n=1 ⊂ R N , the matrix representation of the associated analysis operator is W = (φ 1 , φ 2 , . . . , φ L ) and the synthesis operator is its transpose W . Clearly, {φ n } L n=1 forms a tight frame for R N if and only if W W = I N , where I N is the N -by-N identity matrix.
One widely used tight frame in signal/image processing is the multi-resolution analysis (MRA) based wavelet tight frame. The wavelet tight frame for R N can be constructed from the filters associated with some MRA-based framelets for the space of continuum (see [13] for more details). For simplicity, only single-level un-decimal wavelet tight frame system for R N is introduced. Given a framelet system, suppose {a 0 , a 1 , . . . , a l } are the associated filters with finite support. For a given filter a of finite length, let the N -by-N matrix, denoted by S a , be the Toeplitz matrix that represents the convolution operator by the mask a under Neumann boundary condition. Then, the columns of the following N -by-(l + 1)N matrix:
forms a tight frame for R N . Let W denote the transpose of (2.2), then W is the analysis operator and its transpose W is the synthesis operator of the tight frame system (2.2). The perfect reconstruction property in matrix representation can be expressed as W W = I N .
The 3D framelet system system can be generated by the tensor product of three 1D framelet systems. Correspondingly, the associated analysis operator W for 3D signal is the Kronecker product of three analysis operators of 1D framelet systems. The 3D framelet system used in this paper is the tensor product of 1D linear spline framelet constructed via Unitary Extension Principle [32] . The 1D linear spline framelet filers are listed as follows:
It is noted that writing W as a matrix is for notational convenience. In the actual computation, the matrix multiplication by W or by W is equivalent to the convolution operation using the filters associated with the framelet system. Taking 3D tensor linear spline framelet as an example, there are totally 27 associated 3D filters. For a signal f ∈ R N , then the corresponding framelet coefficients are the collection of the outputs of the signal convoluted by these 27 filters. In the matrix form, we have then W f ∈ R 27N ×N for f ∈ R N . In other words, the size of a single-level framlet coefficient vector is 27 times of that of the signal.
Numerical algorithm and analysis.
In this section, we will first establish the convergence of the iteration scheme (1.11), the functional it minimizes and its connection to the balanced model (1.5). Then we present the accelerated version of (1.11) using the same idea as the APG method.
In practice, not only the theoretical convergence of (1.11) is needed for guaranteeing the numerical stability, but also it is important to know the exact variational problem that the limit of the iteration corresponds to. In our case, the iteration scheme is developed first from the computational need, and the underlying functional that the iteration aims at minimizing is not clear. Hence, the available analysis techniques in optimization can not be applied before we find out the underlying objective functional. It is shown in [14] that the iteration scheme is minimizing a model closely related to the balanced model (1.5) for the case of A = P Λ . Thus, one might hypothesize that for general operator A, the iteration (1.11) is also minimizing a model related to the balanced model (1.5) which actually does not hold true. The iteration 
N be the sequence generated by (1.11) for an arbitrary u 0 ∈ R N . Suppose that µ > 0 is chosen such that D := (I − µA A) −1 is positive definite. Then, the sequence {u k } converges and its limit minimizes the following functional:
where · D is the norm defined by x D = (x Dx) 1 2 for any x ∈ R N . Proof. See Appendix A. There are two parts in the minimization (2.6) solved by the iteration (1.11). The first part is the fidelity term consisting of two components: one is the often seen least squares fidelity term; and the other is a weighted least squares fidelity term with the weighting matrix given by A(I − µA A) −1 A . The second part is the regularization term H λ (W u) which is indeed the minimum value of the following functional:
corresponding to the minimizer T λ (W u). Although the minimization model (2.6) appears different from the balanced model (1.5), these two models are closely related as shown in the following theorem. Theorem 2.2. Let {u k } ⊂ R N be the sequence generated by (1.11) for an arbitrary u 0 ∈ R N . Let u * denote its limit, i.e., lim k→∞ u k = u * . Then the vector α * := T λ (W u * ) is a minimizer of the following balanced model functional:
Proof. See Appendix A.
Compared to (1.9), the iteration (1.11) has a much smaller memory footprint, but it is not as efficient as the iterative method using the APG idea in terms of CPU time usage. Let {u k } be the sequence generated by (1.11) from some initial guess u 0 . By the same arguments in [60, Theorem 4.4], we have
for some minimizer u * of (2.6). Motivated by the additional gain on computational efficiency using the APG idea, we propose the following iterative method for 3D reconstruction in EM. 
Let {v k } be the sequence generated by Algorithm 1 from some initial guess v 0 . Then by the same analysis of the convergence rate of the APG algorithm provided in [60, Theorem 4.5], we have
for some minimizer of v * of (2.6). It is seen that, for any given error tolerance > 0,
2 ) iterations, the sequence {v k } generated by Algorithm 1 achieves -optimality: F (v k )−F (v * ) < . In contrast, the sequence generated by the iteration (1.11) needs K 2 iterations to achieve the same -optimality. It is noted that, there is a small loss on the efficiency of memory usage when replacing the iteration (1.11) by Algorithm 1, as there is one additional intermediate estimate of the 3D density map need to be stored during the iteration. However, compared to (1.9), the additional memory required for storing such an additional map is minimal, since there are two intermediate wavelet tight frame coefficient vectors needed to be stored for (1.9). Recall that the size of two wavelet coefficient vectors is 54 times of that of one 3D density map. In summary, for Algorithm 1, a small loss on the memory usage leads to a big gain on the efficiency of CPU time usage.
2.3. Implementation details for parallelization. The typical computing environment for 3D reconstruction in EM is high-end computer cluster with many connected computing nodes. The structure of Algorithm 1 allows a highly parallel implementation. The only non-trivial step in Algorithm 1 is Step (ii) which reads
where v k = W T λ (W u k ). The Matrix A, W and vector g all have the following block structures:
, where g i denotes the i-th image, A i denotes its associated measuring matrix, and W j denotes the channel associated with the j-th wavelet filter. There are totally m images and l + 1 wavelet channels. Then we can rewrite (2.10) as the following:
It is seen that the computation of u k+1 can be distributed to s(≤ m) processes when computing A i (A i v k − g i ) for i = 1, 2, . . . , m, and the computation of v k can also be distributed to l processes when computing W j T λj (W j u k ) for j = 0, 1, 2, . . . , l. In practice, considering the overhead for data communication among processes using message passing interface, we do not parallelize the computation of v k and only parallelize the computation of u k+1 by distributing the computation of
to s processes. In the next, we give a detailed analysis on the memory usage of the parallel implementation of Algorithm 1 in practical scenarios for the SPM and the ET. For SPM, consider two 3D density maps obtained from the atomic structure file 1J4Z.pdb 1 of the chaperonin GroEL of bacterium. One is of size 256 × 256 × 256 and the other is of size 512 × 512 × 512. For each density map, construct three SPM datasets with 10 3 , 10 4 and 10 5 images with random orientations. The Algorithm 1 is parallelized using MPI (message passing interface). Then the 3D reconstruction of these two density maps is done by running Algorithm 1 on the 13 computing nodes of the computer cluster 2 with totally 100 processes. Only one thread is run on each process. The details of the memory usage and the CPU time consumption are summarized in Table 2 .1. For ET, we use the same atomic structures as the experiments of the SPM. Three ET density maps with different sizes are considered: 512×512×200, 1024×1024×200, and 2048×2048×200. For each density map, 200 images with the tiling angle randomly chosen within the range [−70
• , +70
• ] are used for the reconstruction. In practice, the ET density map is usually significantly larger than the SPM map. Thus, Algorithm 1 is parallelized using MPI plus OpenMP (Open Multi-Processing) and is run on 4 computing nodes, each node runs one process with 8 OpenMP threads. The memory usage and the CPU time are summarized in Table 2 .2.
From Table 2.1 and Table 2 .2, it can be seen that the memory usage of Algorithm 1 is well constrained for the SPM datasets with hundreds of thousands of images of size 512×512 and for the cryo-ET datasets with hundreds of images of size 2048×2048. For most practical cryo-EM 3D reconstruction tasks, the memory usage of Algorithm 1 is well below the physical memory profile of typical computer clusters used in EM.
3. Numerical experiments. In this section, Algorithm 1 is evaluated for the 3D reconstruction of the SPM and the cryo-ET on one simulated dataset and two real datasets. For the SPM reconstruction, Algorithm 1 is compared with the TV-L2GF regularization method proposed in [55] , the WBP method [43] , the Fourier-4NN method implemented in the SPARX [37] , ART [45] and SIRT [47] . The TV-L2GF method proposed in [55] reconstructs the 3D density map via solving the minimization problem (1.13). In [55] , the non-differentiable 1 -norm related term in (1.13) is approximated by its smoothed version and then solved via the 2 -gradient flow method. The WBP method proposed in [43] is defined by
where v denotes the back-projected map, F(·) denotes the discrete Fourier transform, and ω denotes the weighting function given by some empirical formula. The Fourier-4NN method performs the nearest neighbor interpolation in the Fourier domain with 4-fold zero padding. The ART method [45] accesses the projections with the Euler angle being as different as possible from the previous ones, making the algorithm more effective. The computation of all experiments are done on the computer cluster LSSC3 at CAS, China. Following the conventions in EM, the evaluation of the results is based on three factors: the visual details of the slices, the visual details of iso-surfaces and more importantly the resolution of the reconstructed 3D map. The resolution of a reconstructed 3D map is based on the so-called Fourier shell correlation (FSC) defined by
where f 1 denotes the reconstructed 3D density map and f 2 denotes the ground truth. When the ground truth is not available for the data from real bio-imaging experiments. the common practice is splitting the EM dataset randomly into two sub-sets, and running the reconstruction algorithm on each sub-set independently. Then, the widely used resolution estimation of the result is defined as the 1/2 cut-off of the FSC between the outputs of two sub-sets, that is, the reciprocal of the frequency at FSC = 1/2. When the structure from X-ray is available, the FSC is computed between the EM map and the X-ray map. As the X-ray structure is usually less erroneous than the EM map, the cut-off threshold is then chosen higher than 1/2. For example, FSC = 0.82 is used in [61] .
In the experiments of SPM, Algorithm 1 stops after 20 iterations. For the ART method with projections ordered by the algorithm proposed in [45] , 1 or 2 iterations is usually sufficient to obtain valuable results. 50 iterations are used in the SIRT method [47] and the TV-L2GF method. All the parameters in the methods for comparison are tuned up to reach optimal results. Interested readers are referred to [62, 63] for a detailed discussion on the relaxation parameters of ART and SIRT. For the ET reconstruction, Algorithm 1 is compared against the WBP method and the TV-L2GF method. For the cryo-ET dataset used in the experiment, Algorithm 1 stops after 20 iterations and the TV-L2GF method stops 50 iterations. All iterative methods explored in the SPM and cryo-ET experiments start from initial zero.
3.1. Simulated SPM dataset: E. coli ribosome. In this experiment, the SPM dataset is simulated as follows. A 3D density map of E. coli ribosome with pixel size 2.82Å is first generated using the crystal structure 3I1M.pdb 3 and 3I1N.pdb 4 . Then 5000 2D images with random orientations are generated from this 3D density map. Each image is of size 131 × 131 pixels. Since real EM images have extremely low SNR, Gaussian white noise is added on each image such that the SNR of the resulting noisy image is only 0.1. See Fig. 3.1 for a visual illustration of some simulated noisy EM images.
Algorithm 1 and the other five methods for comparison are tested on such a simulated dataset. The resolutions of the results are defined by using the 0.82 cut-off of the FSC curves; see Fig. 3 .2 for the FSC graphs of the results from the six methods. The iteration numbers for ART, SIRT, TV-L2GF and Algorithm 1 are 2, 50, 50, and 20 respectively. The numerical results are summarized in Table 3 .1. It is seen that Algorithm 1 obtained a 3D density map with higher resolution than the other five methods. The visual comparison of the iso-surfaces and slices of the results is shown in Fig. 3.3 . The ground truth of the 3D density map is obtained from the 3D density map used for synthesis with a resolution low-pass filtered to 10Å. Clearly, the 3D density map reconstructed from Algorithm 1 has less artifacts than those from the other five methods.
3.2. Experimental cryo-EM dataset: 50S ribosomal subunit. In this experiment, we use the public cryo-EM 50S ribosomal subunit dataset 5 published in [11] to evaluate the Algorithm 1. This dataset contains 82575 images with the image size 100 × 100 and the pixel size 3.26Å. These images have been CTF corrected using a Weiner filter with ACE2 [64] . A projection matching refinement was performed using the SPIDER software [65] to estimate the orientations of these particles.
We compare these algorithms with different sizes of datasets, a small dataset with randomly selected 825 images, a median dataset with randomly selected 8257 images and the entire dataset with 82575 images. For each dataset, we reconstruct the density map using the six methods: Fourier-4NN, ART, WBP, SIRT, TV-L2GF and Algorithm 1. For the small dataset, 48 processes are used to parallelize the iterative methods including ART, SIRT, TV-L2GF and Algorithm 1. For the median and entire dataset, 96 processes are used for these iterative methods. For ART, one iteration is sufficient. For SIRT and TV-L2GF, 50 iterations are performed to obtain good approximation and for the Algorithm 1, 20 iterations. The resolutions of these reconstructed 3D maps are computed by randomly splitting each dataset into two halves, performing two reconstructions and computing the FSC between the two maps using (3.1) with the 1/2 cut-off. The FSC curves are shown in Fig. 3 .5.
The numerical results are given in Table 3 .2, 3.3, and Fig. 3 .4, 3.6. From Table 3 .2, we can conclude that the Algorithm 1 obtains better resolutions than the other five methods. The main reason for Algorithm 1 improving the resolution is that the softthresholding operation in Algorithm 1 smooths out the noise during the iterations so as to increase the consistency between two maps when computing the FSC. With the increasing of the dataset size, the ability of improving the resolution for Algorithm 1 decreases. For example, for the dataset 82575, the resolution of Algorithm 1 is 11.80 A, a little higher than 11.89Å, the resolution of TV-L2GF.
From Table 3 .3 and Fig. 3 .4, it can be seen that the Fourier-4NN method runs fast but produces more noise in the reconstructed maps than the other five methods. The WBP method runs fast for the small dataset but very slow for the entire dataset. The TV-L2GF method runs lowest among the six methods. In conclusion, Algorithm 1 is competitive in running time. Finally, by comparing one slice of the entire dataset reconstructions shown in Fig. 3 .6, we can see that the Algorithm 1 has less artifacts than the other five methods.
Since the ET reconstruction is severely ill-posed ( a wedge area is missed in the 3D Fourier domain), in the following ET reconstruction, we use an analytic method WBP (which is fast for small dataset) and two regularized iteration methods Algorithm 1 and TV-L2GF to perform the experiment. Since the 4-fold padding makes the Fourier-4NN method consuming much memory, it is not available for ET reconstruction.
Experimental cryo-ET dataset: simian immunodeficiency virus (SIV).
In this experiment, we run the test on a real cryo-ET dataset "SIV" published in [66] . This dataset contains 55 images with size 512 × 512, measured with tilt angles between [−60
• , +60
• ]. These tilt series have been aligned before running dataset Fourier-4NN ART WBP SIRT TV-L2GF Algorithm 1  825  72  107  73  85  1462  43  8257  184  1079  1069  264  5888  185  82575  1406  7002 23488 3D reconstruction. Algorithm 1, the WBP method and the TV-L2GF method are tested on this dataset. In this experiment, the TV-L2GF method and Algorithm 1 stop after 50 and 20 iterations, respectively. The results are shown in Table 3 .4. The visual comparison of the slices and iso-surfaces is shown in Fig. 3.7 . By comparing the three columns in Fig. 3.7 , we see that the result from the WBP method is more noisy than that from the other two methods. The spikes are important structures on the virus envelope. In Fig. 3.7 , the region containing a single spike is marked out for each result in the second row; and is zoomed-in in the third row. It is seen that the result from Algorithm 1 has clearer spikes than that from both the WBP method and the TV-L2GF method.
Discussions.
It is seen from the experiments that the proposed frameletbased Algorithm 1 outperformed the five methods in the SPM experiments and the two methods (WBP and TV-L2GF) in the cryo-ET reconstruction. The results from the proposed method have higher resolution than those from the other five in the experiments of the SPM. The improvement in terms of quantitative measure is also consistent with the visual improvement of the reconstructed 3D structure. The results from Algorithm 1 have less artifacts and clearer spikes than those from the two existing methods in the ET experiment. In the near future, we would like to investigate how to further improve the reconstruction quality by explicitly addressing other error sources in EM such as the estimation of the projection orientation and the CTF correction. where · D is the norm defined by x D = (x Dx) 1 2 for any x ∈ R N . Proof. It is known that T λ (W u k ) is the explicit solution of the minimization (1.2) (see e.g. [14, 22] ). Note that the matrix D is positive definite, the objective function in the minimization (1.3) is convex and differentiable.
The minimizer of (1.3), denoted as u , is a zero point of the gradient of the objective function, i.e.
we have then
which is exactly u k+1 in (1.1). Lemma 1.1 implies that the iteration (1.11) indeed can be viewed as an alternating iteration for minimizing the following functional:
Or equivalently, the iteration (1.11) is a possible iterative scheme for minimizing the following functional:
Since the minimizer of the functional
, its minimum value can be written as H λ (W u), the Huber function defined in (2.4), by a direct calculation. Using H λ (W u) in (1.7), we have the functional (2.6) proposed in Theorem 2.1 as our possible choice of the underlying objective functional:
Thus, the iteration (1.11) is an iterative method for finding the minimizer of the objective functional above. Next, we will show that the iteration (1.11) indeed converges and the limit is a minimizer of the objective functional above.
To show that the sequence generated by the iteration (1.11) converges to a minimizer of the proposed objective functional, we use the convergence analysis of general proximal forward-backward splitting scheme provided in [22] . Recall, in convex analysis, for any proper, convex, lower semi-continuous function ϕ which takes values in (−∞, +∞], its proximal operator is defined as where F 1 with range in (−∞, +∞] is a proper, convex, lower semi-continuous function, and F 2 with range in R is a convex, differentiable function with 1/b-Lipschitz continuous gradient. Assume a minimizer of (1.8) exists and b > 1/2. Then for any initial guess x 0 , the iteration
converges to a minimizer of
The rest is to show that iteration (1.11) is (1.9) for the objective functional that we proposed here, i.e. (2.6). For this, rewrite the objective function F in (2.6) as F 1 + F 2 , where
(1.10)
Then F 1 is clearly a proper, convex and differentiable function ranging in (−∞, +∞], and F 2 satisfies properties in the following lemma: Lemma 1.3. Let F 2 be defined in (1.10). Then F 2 is convex, differentiable with 1-Lipschitz continuous gradient.
Proof. Since F 2 is the sum of h λi ((W u) i ), i = 1, . . . , L, where the Huber function h λi is defined as (2.5), F 2 is convex by the fact that each h λi is a convex function, and W is a linear operator. By the definition of h λi in (2.5), we conclude that each h λi is differentiable and its gradient is
where t λi is the soft-thresholding operator in (1.7). Hence F 2 is differentiable and 11) which implies that F 2 has 1-Lipschitz continuous gradient. This shows that F in (2.6) is exactly the functional form of (1.8) in Theorem 1.2. Next, we show that the iteration scheme (1.11) is also exactly the iteration in Theorem 1.2. Lemma 1.4. Let F 1 and F 2 be defined as (1.10). Then the iteration (1.11) is the same as the iteration (1.9) in Theorem 1.2.
Proof. By using (1.2), (1.3) and definition of proximal function, (1.11) now becomes
With (1.11), then (1.11) becomes u k+1 = prox F1 (u k − F 2 (u k )), (1.12) which is exactly the iteration (1.9).
The remained for proving the convergence of the iteration (1.11) using Theorem 1.2 is to show that there exists at least one minimizer for (2.6). Lemma 1.5. Let F 1 and F 2 be defined as (1.10). The minimization of (2.6) has at least one solution.
Proof. By proposition 3.1 in [22] , min u {F 1 (u) + F 2 (u)} has at least one solution if F 1 + F 2 is coercive, i.e. F 1 (u) + F 2 (u) → ∞ whenever u 2 → ∞. This follows from the facts that λ ∈ R L is a positive vector and W has a left inverse. The detailed proof can be modified line by line from that of [21, Lemma 4.3] .
A similar discussion can lead to the proof of Theorem 2.2. Let {u k } be the sequence generated by (1.11). Theorem 2.2 follows after we show that the sequence {α k+1 := T λ (W u k )} as defined in (1.1) converges to a minimizer of the balanced approach (2.7). The objective function (2.7) in Theorem 2.2 can be written as F 1 + F 2 where ( 1.13) Clearly, the function F 1 with range in R is proper, convex, lower semi-continuous and coercive; the quadratic function F 2 is convex and differentiable with 1-Lipschitz continuous gradient. Moreover, one can show as Section 4.2 of [21] with a proper modification that
By Theorem 1.2, we conclude that the sequence {α k+1 } converges to a minimizer of the balanced model (2.7) which implies Theorem 2.2.
