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Motto:
Das Wildschwein mit silbernem Zahn
nach SËtefan Augustin DoinasË
Ein Prinz aus Levant, der die Jagd lieb gewann
und rabenschwarz Herz tiefer WÈalder betrat,
beging schwer, sehr lang durch die ÈAste den Pfad
und sprach so erwÈahlt durch den FlÈotengesang:
- Doch kommet, zu jagen im Kranz dunkler WÈalder
das Wildschwein mit silbernem, schaudrigem Zahn,
das tÈaglich im Panzer der Nester sich Èandert,
den Gang, und das Fell, und im Auge den Glanz.
- Mein Herr, wagte milde ein junger Begleiter,
da gab's jenes Wildschwein noch nie, nicht ein Bild,
dabei wÈar's gescheiter, zu wittern das Kleinwild,
der Hase lÈauft frei, der Rotfuchs schleicht wild...
Der Prinz ging doch heiter mit keimendem LÈacheln,
obwohl seine Wacht in der Oase der Farben der BÈaume
erwuchs,
berÈuhrte das schlafende Reh mit dem Hauch,
gab freies Geleit dem hell glitzernden Luchs.
Den Eichen zu FÈussen, beiseite das Unkraut gelegt,
- Doch sehet, ein Traum, wie es Zeichen uns gibt,
das Wildschwein mit silbernen ZÈahnen, uns nah,
ach, jagen wir's schnell mit dem hÈolzernen Pfeil,
- Mein Herr, ist doch Wasser als Schaumspiel im Zweig,
versetzte ein junger Begleiter gescheit mit Emphase.
Der Prinz gab sich drehend als Antwort nur: ± Schweig!
Und Wasser, sein Spiegel, erglÈanzte wie Wildschwein, sein
Zahn.
Ulmen zu Gast trieb er weiter sein Heer, sein Leiden geriet
aus den Gleisen:
- Doch sehet, es scharrt und erwartet uns heil,
das Wildschwein mit silbernem Zahn, auf den Weiden,
ach, jagen wir's schnell mit dem Eisen im Pfeil,
- Mein Herr, ist doch Gras als der Schatten des Windes im
Zweig,
versetzte ein junger Begleiter mit Mut.
Der Prinz gab sich drehend als Antwort nur: ± Schweig!
Und Schatten der GrÈaser erglÈanzten wie Wildschwein,
sein Zahn.
Mit Tannenge¯Èuster auf Atem belohnt, erklang ungeheuer
sein Schrei in den Felsen:
- Doch sehet, den Ort, wo es wohnt und es ruht,
das Wildschwein mit silbernem Zahn aus den Versen,
ach, jagen wir's schneller mit Feuer und Pfeil,
- Mein Herr, ist der Mond wie die Linsen des Himmels,
gesiebt durch den Zweig,
versetzte ein junger Begleiter missachtend im Grinsen.
Der Prinz gab sich drehend als Antwort nur: ± Schweig!
Und Strahlen des Mondes erglÈanzten wie Wildschwein,
sein Zahn.
Doch weh! Als sich Himmel mit Abendsternlichtern versah,
und er in dem DÈammer der Quelle kam nah,
erschien fast gigantisch ein Wildschwein, sein Zahn
zog ihn gewaltig auf rotes Gestein.
Welch seltsames Tier Èuberschwemmt mich mit Blut
und zÈogert die Wildschweinverfolgung hinaus?
Welch trauriger Vogel im Mondschein verweint?
Welch welkendes Blatt wellt mein Gang?
- Mein Herr, selbst das Wildschwein mit silbernem Zahn,
es selbst hat dich grunzend gepackt unterm Zweig,
dem Jagdhund gelang es, es weit zu vertreiben...
Der Prinz gab sich drehend als Antwort nur: ± Schweig.
Nimm lieber das Waldhorn und blas' gen Zenit
ununterbrochen im Gleichschritt mit meinem Verbleiben,
Der Mond wÈahrenddessen erglitt,
Waldhorn erklang, nicht allzu lang.
iii
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Einleitung
Der mathematische Rahmen. Die K{theoretische Pionierarbeit [BMS] f

angt damit an, dem Leser die virtuelle
Darstellung einer topologischen Welt jenseits der historischen mathematischen Geschichte vorzustellen, Zitat, \in
welcher die topologischen K{Gruppen deniert, jedoch die Kohomologie{Gruppen nicht bekannt sind.
Diese ist eine direkte Anspielung auf die Lage der algebraischen Geometrie, wo die algebraischen K{Gruppen einer
algebraischen Variet

at nach ihrer Einf

uhrung in 1973 durch Quillen bekannt sind, wo jedoch eine naheliegende
Kohomologietheorie fehlt. Potenzielle Schwierigkeiten des Lebens in dieser Welt w

aren:
1. Diese Welt kennt keine expliziten Kozyklen, welche Kohomologie{Klassen repr

asentieren. Diese Kozyklen
sind oft interessante geometrische Objekte wie z.B. Dierentialformen oder Cech{Kozyklen, welche die
Kohomologie in Verbindung mit anderen mathematischen Ideen bringen.
2. Die ganzen Kohomologie{Gruppen sind nicht deniert.
3. Die m

achtigen Rechentechniken der Kohomologietheorie sind nicht vorhanden. "
Zitat({

Ubersetzung) Ende. An einer weiteren Stelle ([BMS], S. 680, Punkt 4.) kommt f

ur die bzgl. der {Filtration
gebildeten graduierten K{theoretischen Gruppen der Kommentar:
\Die Gruppen links von der Milnor{Spalte sind geheimnisvoller: Es ist sogar schwierig, Invarianten oder h

ohere
Regulatoren zu nden, welche darauf nicht verschwinden."
Der Meilenstein ist bereits 1984 durch die Arbeit von Beilinson [Be] gesetzt. Hier wird insbesondere die
D(eligne){Kohomologie eingef

uhrt, ihre Eigenschaften werden untersucht, und gestellt werden (die Deligne{
Beilinson{)Vermutungen, welche das Zusammenspiel zwischen
 der Quillen{K{Theorie ({genauer{ der nach Beilinson davon abgeleiteten absoluten Kohomologie)
 und der Deligne{Kohomologie
in Verbindung zu Werten von L{Funktionen bringen.
Die Arbeitsgemeinschaft in Oberwolfach von 6{12 April 1986

ubernimmt diese Thematik und setzt sich als Ziel, die
Arbeiten von Beilinson und Bloch zu vertiefen. So entstand 1987 der Band [RSS], 1988 publiziert, welcher den
Stand der Dinge zum damaligen Zeitpunkt gut trit. In den weiteren (zehn) Jahren entsprangen diesem Ideenkreis
neue Richtungen und Entwicklungen, welche vielleicht am besten dem titanischen Band [JKS] zu entnehmen
sind, welcher als Frucht der \motivischen" Konferenz an der Washington{Universit

at, Seattle, zwischen 20.07 und
02.08.1991 entstand.
Wir widmen nun unsere Aufmerksamkeit einer parallelen, teilweise disjunkten Richtung in der algebraischen Geo-
metrie, der Arakelov{Geometrie, welche 1974 durch die Arbeiten [Ar1] und [Ar2] eingeleitet wurde. Sie ist eine
Verbindung zwischen der algebraischen Geometrie von algebraischen Kurven/Fl

achen und der Dierentialgeometrie
der naheliegend zugeordneten Objekte. Der Erfolg der Arakelov{Geometrie besteht in ihrem Hauptingredient,
einem Schnittprodukt, welches es erm

oglicht, die Zahlentheorie in Verbindung zur algebraischen Geometrie zu
bringen. Die Mordell-Vermutung und die H

ohenpaarung f

ur elliptische Kurven k

onnen z.B. mit Arakelov{
theoretischen Methoden untersucht werden. In der Entwicklung der Arakelov{Geometrie sind nach Kenntnis
und Sichtweise des Autors folgende wichtige Punkte aufzuz

ahlen:
 Die Arbeiten von Arakelov.
 Die Arbeit von Faltings in Bezug auf die Mordell{Vermutung, insbesondere zu erw

ahnen: [Fa2].
 Die Monographie von Lang: [La].
 Die zahlreichen Arbeiten von Gillet und Soul

e in den 90er Jahren {die Monographie [ABKS] beschreibt
partiell diese Sicht der Dinge{
 und die parallele Arbeit von Faltings [Fa], welche seine Vorlesung in Princeton, 1990 datiert, in Buch-
format bringt.
In dieser Arbeit werden wir eine mathematische Struktur untersuchen, welche an dem Trepunkt dieser zwei
historisch kurz geschilderten Richtungen entsteht.
v
vi EINLEITUNG
Der Autor hat direkte Ber

uhrungen mit der Arakelov{Geometrie erst Anfang 1993. Insbesondere ist dabei die
Bonner Tagung

uber arithmetische Schnitt{Theorie das Datum, wo er die f

ur diese Dissertation wichtigen Arbeiten
vonWang [Wa] und insbesondere von Burgos [Bu] kennenlernt. Einen sp

aten Dank m

ochte ich nach f

unf Jahren
an Professor Christoph Soul

e und an Jos

e Ignatio Burgos richten, f

ur die damaligen sehr kurzen, f

ur mich
jedoch sehr bedeutendenen Diskussionen, wo die Kontur und Forschungsrichtung des zweiten Teiles, Regulatoren,
dieser Arbeit festgelegt wurde.
Im Zeitraum 20.04.1993{17.02.1994 hat mein Doktorvater, Professor Rainer Weissauer, an der Mannheimer
Fakult

at f

ur Mathematik und Informatik eine Vorlesung

uber arithmetische Schnitt{Theorie gehalten, und dar

uber
hinaus entstand parallel in Schriftform die Arbeit [W], welche eine auergew

ohnliche Leistung darstellte, f

ur die
Schnelligkeit, mit welcher sie entstand, f

ur das Volumen von Information, welches sie zielgerichtet komprimiert ( {
dabei zu erw

ahnen: [Fa],[BGV] und einzelne Arbeiten von Bismut,Gillet und Soul

e { ), und f

ur den Weitblick,
welchen die oen gelassenen Fragen herausfordern. F

ur dieses und f

ur die danach folgenden vielen anregenden
Diskussionen nde ich hier den treenden Platz, daf

ur meinem Doktorvater meinen Dank auszusprechen.
Leitfaden f

ur diese Arbeit. Der Ausgangspunkt f

ur diese Arbeit war die Suche nach einer Konstruktion einer
geeigneten h

oheren arithmetischen Schnitt{Theorie. Das Problem kann wie folgt formuliert werden:
Sei X eine glatte algebraische (oder komplexe) Mannigfaltigkeit. Wir suchen einen Morphismus von Komplexen
ch der Form:
\Algebraischer" Komplex
von \Zykeln" auf X
mit einem Produkt 

ch
\Dierentialgeometrischer" Komplex
von Dierentialformen auf X
mit dem Produkt ^
;
welcher vertr

aglich mit den Produktstrukturen 
 und ^ ist. Diese Arbeit verwirklicht eine solche Konstruktion in
den folgenden Schritten:
A. Der Denitionsbereich der Abbildung ch.
Dieser Komplex steht im direkten Zusammenhang mit der h

oheren algebraischen K{Theorie, und seine Einf

uhrng
und Studium nden im ersten Teil der Arbeit statt:
 Im Kapitel 1 wiederholen wir den Formalismus der simpliziellen Mengen, in Rahmen dessen des weiteren
die K{theoretischen Konstruktionen von Waldhausen und Gillet, Grayson pr

asentiert werden. Die
K{Theorie ist die Homotopie der R

aume/Spektra, welche durch diese Konstruktionen entstehen und eine
nat

urliche H{Raum{Struktur tragen. Wir konzentrieren uns durch \Linearisierung" auf die Homologie und
der Koprodukt{Struktur dieser R

aume, was einem Studium der Homotopie modulo Torsion gleichkommt.
Wir untersuchen explizit kanonische Komplexe, welche diese Homologie berechnen. (Im Licht derDeligne{
Beilinson{Vermutungen ist z.B. dieses Studium sehr interessant.)
Man kann diese \Linearisierung" als kategorielle Bar{Konstruktion ansehen.
 Um eine Produkt{Struktur einzuf

uhren, ist es vorteilhaft, mit einer kubischen Version der Objekte aus dem
Kapitel 1 zu arbeiten. Als Parallele f

uhren wir im Kapitel 2 Analoga der Objekte aus dem ersten Kapitel,
und der Vergleich zwischen simpliziellen und kubischen Konstruktionen erfolgt im Kapitel 3.
Wir schreiben bei diesem Vergleich Abbildungen zwischen R

aumen in nur eine Richtung { von simpliziell
nach kubisch { , zeigen aber, da nach dem Homologie{

Ubergang Isomorphismen induziert werden, welche
mit dem Koprodukt vertr

aglich sind.
 Die kubische Version ist auch vorteilhaft, um explizit Homotopie{ und Homologie{Elemente anzugeben,
wie es ein paar Beispiele aus dem Kapitel 5 illustrieren.
 Im Kapitel 4 wird ein struktureller Rahmen der Konstruktionen aus dem ersten Teil der Arbeit gesucht,
ohne ein nales Stadium zu erreichen. Man kann folgende Fragen stellen:
1. In wie weit k

onnen die \Bar{Konstruktionen" nach geeigneter Graduierung als Hopf{Algebren von
Z{Moduln organisiert werden?
2. In wie weit kann homologische Algebra f

ur Hopf{Algebren betrieben werden?
Zur ersten Frage erw

ahnen wir die M

oglichkeit, die Bar{Konstruktion mit einer Bialgebra{Struktur zu
versehen, und diese f

ur einen (einfachen) Quotient{Anteil zu einer Hopf{Algebra zu erweitern.
Zur zweiten Frage wird die Kategorie der Hopf{Algebra{Objekte in einer Tensor{Kategorie als trian-
gulierte Kategorie dargestellt.
B. Der Wertebereich der Abbildung ch.
Dieser ist eng mit Komplexen verwandt, welche die reelle Deligne{ oder die De Rham{Kohomologie berechnen.
Wir gehen im Kapitel 6 von solchen Komplexen aus, welche von Burgos n

aher untersucht wurden, und wiederholen
den zugeh

origen homologischen Formalismus. F

ur die weitere Konstruktion der Abbildung ch sind folgende Punkte
lebenswichtig:
EINLEITUNG vii
 Eine

Anderung der Komplexe vonBurgos, welche formaler, algebraischer Natur ist, so da grob a posteriori
(und nicht a priori) Invarianten bzgl. der komplexen Konjugation gebildet werden.
Die neue Version kann einfach im Formalismus von Burgos untersucht werden. Insbesondere erbt
sie eine kanonische Multiplikation. Das Produkt bzgl. dieser Multiplikation zweier Elemente von vielen
Typen einer Bigraduierung verschwindet, so da man bzgl. dieses Produkts multiplikative Abbildungen ch
betrachten kann, welche f

ur viele Typen verschwinden. Aus diesem Grund ist der folgende Punkt wichtig.
 Eine entscheidende

Anderung obiger Multiplikation, welche einen kleineren Kern hat. Wir f

uhren am Ende
des Kapitels 8 die Komplexe C und D ein. Diese besitzen eigenartige Produkte, welche im wesentlichen die
doppelte Filtration im Dolbeault{Komplex ausnutzen. Es existiert zus

atzlich eine kanonische multiplika-
tive Abbildung
L : D! C :
Der Komplex D ist mit der Berechnung der reelen Deligne{Kohomologie verbunden,
und der Komplex C mit der Berechnung der komplexen De Rham{Kohomologie.
C. Die Konstruktion der Abbildung ch.
Diese Konstruktion ist im Kapitel 7 des zweiten Teils dargestellt. Wir gehen von einer Formel von Faltings
[Fa] f

ur den Chern{Charakter in der arithmetischen Schnittheorie aus und erweitern diese auch f

ur Elemente
einer metrisierten kubischen Bar{Konstruktion, welche in h

oheren Graden leben. Als Ingredient der Konstruktion
brauchen wir den superalgebraischen Formalismus, den wir im Kapitel 5 kurz wiederholen.
Unser Chern{Charakter kann parallel mit Werten in den Komplexen D und C geschrieben werden, und die
multiplikative Abbildung L realisiert den

Ubergang.
Es stellt sich die Frage, ob dieser zur Komplex{Ebene geschriebene Chern{Charakter in Homologie den K{
theoretischen Chern{Charakter induziert. Wir beantworten diese Frage in dieser Arbeit nicht. K{theoretische
Standard{Techniken, wie z.B. im f

unften Abschnitt der Arbeit [BW] dargestellt, k

onnen daf

ur angewandt werden.
Der Autor wird eventuell diesen Aspekt in einer weiteren Arbeit in einem allgemeineren Rahmen ansprechen.
Im Kapitel 9 wird versucht, den Chern{Charakter in dem Anteil n

aher zu erkl

aren, der zur Regulator{Abbildung
K
2p 1
(X)! H
1
D
(X;R(p)) entspricht.
Vergleich mit den Resultaten aus [BW]. Vor kurzem erschien die Arbeit [BW], welche den gleichen philo-
sophischen Rahmen wie diese Arbeit einnimmt und erfolgreich eine parallele geometrischere Konstruktion von
Chern{Charakteren vollzieht. Zus

atzlich wird dort sorgf

altig gezeigt, da die konstruierten Chern{Charaktere
die K{theoretischen Regulatoren sind. Diese Parallele ist deutlich in der Tabelle/Abbildung 1 zu sehen:
Was ist neu in dieser Arbeit?! Wir arbeiten mit zwei Sorten von kubischen Mengen:
 streng kubische (oder auch ?{kubische) Mengen, ({ diese Objekte sind in der Literatur als kubische Mengen
bezeichnet{)
 und vollkubische (oder einfach auch: kubische) Mengen. (Diese sind nicht die in der Literatur als kubische
Mengen bezeichneten Objekte, sondern sie stellen eine neuartige Begrisbildung dar.) Eine vollkubische Menge
kodiert eine reichere Struktur als die Struktur einer streng kubischen Menge, und es gibt einen Vergi{Funktor,
welcher vollkubische Mengen auf streng kubische Mengen abbildet.
Es gibt im funktoriellen Sinne geometrische Realisierungen simplizieller bzw. kubischer Mengen, welche topologische
R

aume sind:
 Eine simplizielle Menge hat eine simplizielle geometrische Realisierung.
 Eine streng kubische Menge hat eine streng kubische geometrische Realisierung.
 Eine vollkubische Menge hat eine vollkubische geometrische Realisierung.
Jede dieser geometrischen Realisierungen ist ein Quotient eines topologischen Raumes, welcher als disjunkte Ver-
einigung \n{dimensionaler Tetraeder" bzw. \n-dimensionaler W

urfel" entsteht.
Die Bildung des Quotienten erfolgt nach Identikation von Punkten, welche zu simpliziellen bzw. (streng/voll{
)kubischen Ausartungen entsprechen. Man identiziert dabei Punkte, welche sich durch gewisse Einbettungen
entsprechen:
 Im Falle der simpliziellen geometrischen Realisierung werden alle Einbettungen ber

ucksichtigt, welche ein n{
dimensionales Tetraeder als Seite eines m{dimensionalen Tetraeders darstellen. (m > n.)
 Im Falle der streng kubischen geometrischen Realisierung werden alle Einbettungen ber

ucksichtigt, welche ein
n{dimensionaler W

urfel als Seite am Rande eines m{dimensionalen W

urfels darstellen. (m > n.) Diese sind eine
Verkn

upfung von Morphismen der Form:
[0; 1]
n 1
! [0; 1]
n
; (x
1
; : : : ; x
n
)! (x
1
; : : : ; x
k
; a; x
k+1
; : : : ; x
n
) ; wobei a 2 f0; 1g :
viii EINLEITUNG
Die Arbeit [BW] Diese Arbeit
Der Wertebereich
Der Komplex aus der urspr

unglichen Arbeit von Bur-
gos [Bu] ist nicht geeignet, um eine weitere Vertr

aglich-
keit des Chern{Charakters zu erzielen. Es wird als Sub-
stitut der Thom{Whitney{Komplex benutzt, welcher
von Navarro Aznar eingef

uhrt wurde. Grob werden
darin Paare von Elementen aus dem Burgos{Komplex
benutzt, welche zus

atzlich mit einer formalen Homotopie
versehen sind.
Die Komplexe D und C, welche eine algebraische Varia-
tion des Komplexes von Burgos [Bu] darstellen. Da-
bei wird das Dierential durch die doppelte Filtration des
Dolbeault{Komplexes getwistet. Die Produktstruktur
ist neuartig.
Der Denitionsbereich
Beide Arbeiten benutzen die Idee, welche bereits in der Arbeit vonWang [Wa] vorhanden ist, die K{Theorie mittels
der Waldhausen{Konstruktion zu erkl

aren. Der Regulator/Chern{Charakter faktorisiert

uber die Hurewicz{
Abbildung aus der K{Theorie in die topologische Homologie der Waldhausen{Konstruktion. Diese l

ast durch die
Dold{Puppe{Konstruktion in der algebraischen Topologie auf das Studium der Simplizes reduzieren, in unserem
Fall sind diese Waldhausen{Diagramme. In [Wa] wird induktiv, zum Teil nicht explizit eine Umformung von
Waldhausen{Diagramme in kubische Diagramme pr

asentiert. Solche kubischen Diagramme werden sp

ater durch
eine Hinzunahme von Metriken angereichert.
Im vierten Abschnitt wird diese Konstruktion durch-
gef

uhrt und in Verbindung mit der K{Theorie gebracht
Der erste Teil der Arbeit besch

aftigt sich ausschlie-
lich mit dieser Konstruktion. F

ur die Waldhausen{
und die Gillet{Grayson{Konstruktion werden topo-
logisch kubische Analoga eingef

uhrt. Die Homologie der
R

aume ist n

aher untersucht. Insbesondere werden expli-
zite einfache Elemente in der K{Theorie konstruiert.
Die Bildung von ch
Gleicher dierentialgeometrischer Ansatz f

ur K
0
.
geschickte geometrische Quotientbildung eines Komple-
xes auf X(P
1
)
n
, welche mittels der formal alternierten
Pull{Back{Abbildungen zu den n Inklusionen von 0 und
1 in je einem Faktor P
1
von (P
1
)
n
entstehen.
das regularisierte Integral auf R
n
>0
nach [Fa]
geometrische Deformationstechnik mit Parameter aus
(P
1
)
n
operatorentheoretische Deformationstechnik mit Parame-
ter aus R
n
>0
ch ist multiplikativ ch ist multiplikativ
Abbildung 1. Vergleich dieser Arbeit mit der Arbeit [BW]
 Im Falle der (voll)kubischen geometrischen Realisierung werden alle obigen Einbettungen ber

ucksichtigt, aber
auch \diagonale" Einbettungen. Jede solche Einbettung l

at sich als Verkettung von Morphismen obiger Form
oder der Form:
[0; 1]
n 1
! [0; 1]
n
; (x
1
; : : : ; x
n
)! (x
1
; : : : ; x
k
; x
k
; x
k+1
; : : : ; x
n
) :
Parallel zur simpliziellen G{Konstruktion von Gillet und Grayson f

uhren wir die kubischen KG
?
{ und KG{
Konstruktionen. Diese sind neu.
Wir stellen dann Beziehungen/

Ubersetzungen zwischen der G{Konstruktion und der KG
?
{ bzw. der KG{Konstruktion.
Diese Beziehung existiert zu drei Ebenen:
 mengentheoretisch: Diese Beziehung entspricht zur

Ubersetzung eines Waldhausen{Diagramms in einen
exakten Multikomplex. Diese

Ubersetzung erscheint (f

ur einfache Diagramme, nicht f

ur Paare von Diagrammen)
in einer nicht expliziten, induktiv deniertenen Form in der Dissertation von Wang [Wa].
 topologisch: Wir schreiben nat

urliche Abbildungen zwischen topologischen R

aumen:
? von der geometrischen Realisierung der G{Konstruktion in die geometrische Realisierung der KG
?
{
Konstruktion. Diese topologische

Ubersetzung benutzt die obige mengentheoretische

Ubersetzung. Ein n{dimensionales
Tetraeder in der geometrischen Realisierung der G{Konstruktion wird auf einen n{dimensionalen W

urfel in der geo-
metrischen Realisierung der KG
?
{Konstruktion nicht an abgebildet. Dies erfolgt durch eine Abbildung, welche
Cartan zuzuschreiben ist.
EINLEITUNG ix
? von der geometrischen Realisierung der G{Konstruktion in die geometrische Realisierung der KG{Konstruktion.
Diese topologische

Ubersetzung benutzt auch die obige mengentheoretische

Ubersetzung. Ein n{dimensionales
Tetraeder in der geometrischen Realisierung der G{Konstruktion wird auf einen n{dimensionalen W

urfel in der
geometrischen Realisierung der KG{Konstruktion an abgebildet, so da die Ecken des Tetraeders auf (kanonisch
gew

ahlte) Ecken des W

urfels gehen. (Ab diesem Punkt werden wir nur noch am Rande vollkubische Mengen im
Laufe der Arbeit betrachten.)
Diese zwei

Ubersetzungen sind in ihrer Natur verschieden.
 algebraisch:Der FunktorH

(   ;Z) bildet Abbildungen in der Kategorie der topologischen R

aume in Abbildungen
von abelschen Gruppen ab. Es ist ein wichtiges Resultat dieser Arbeit die Tatsache, da H

(   ;Z) die erste obige
topologische

Ubersetzung in einen Isomorphismus von abelschen Gruppen umwandelt. Dieser Isomorphismus ist
vertr

aglich mit der Primitivit

at von Zykeln.
Dies hat direkte K{theoretische Konsequenzen. Im Kapitel 5 schreiben wir z.B. \m

uhelos" durch diesen neuen
Zugang explizite K{theoretische Elemente.
Die Transgressions{Formeln aus dem zweiten Teil der Arbeit sind in Dimensionen gr

oer als 2 neu. (Sie verallge-
meinern die Bildung der sekund

aren Bott{Chern{Form/Klasse.)
Wir f

uhren eine neuartige Produktstruktur in einem Komplex ein, der die reelle Deligne{Kohomologie einer glatten
algebraischen Variet

at berechnet. Diese Produktstruktur ist vertr

aglich mit der Produktstruktur im Dolbeault{
Komplex, welcher die de Rham{Kohomologie berechnet, verbindet man diese Komplexe mit einer geeigneten
Kompolex{Abbildung L.
Die Transgressions{Formeln erlauben Chern{Charakter{Formen zu schreiben, welche Werte in den obigenDeligne{
bzw. de Rham{Kohomologie berechnenden Komplexen haben.
Diese Chern{Charaktere/Regulatoren sind vertr

aglich mit dem 
{Produkt von (metrisierten) exakten Multikom-
plexen und mit dem eingef

uhrten Produkt. (Das Fehlen eines solchen Chern{Charakters war ein Hindernis in der
Entwicklung einer h

oher dimensionalen Arakelov{Schnitt{Theorie.)
Die letzten zwei Kapitel der Arbeit versuchen diese explizite Form eines Regulators f

ur K{theoretische Zwecke zu
benutzen. (Die Resultate in dieser Richtung sind bescheiden. Dies liegt daran, da man die Chern{Charaktere
auf \primitive" metrisierte Multikomplexe anwenden sollte, um K{theoretische Auskunft zu bekommen.)
Die superalgebraisch homologischen Methoden, welche im zweiten Teil der Arbeit benutzt wurden, sind zum Teil,
zumindest in ihrer Technik neu.
Einzelne Randbemerkungen und potenzielle Erweiterungen der Methoden. Die folgenden Punkte werden in
dieser Arbeit nicht behandelt, stellen jedoch eine starke Quelle und Motivation f

ur die qualitativen Untersuchungen
und Richtungen der Resultate.
1. Wir arbeiten ausschlielich mit glatten algebraischen projektiven Variet

aten. Die Formel des Chern{
Charakters k

onnte jedoch mot{a{mot

ubertragen werden, arbeitet man mit exakten Multikomplexen von
metrisierten B

undeln

uber einer (glatten) Variet

at X , welche in einer geeigneten Kompaktizierung CX
lebt, so da Y := X n X ein Divisor mit normalen Schnitten in X ist. In diesem Fall sollten jedoch
nicht beliebige Metriken verwendet werden, sondern \log{Metriken" mit einem kontrollierten Wachstum
um Y . Auch m

uten analoge log{Bedingungen f

ur die Dierentiale der involvierten Multikomplexe von
Vektorb

undeln eingef

uhrt oder ein genaueres Studium der Konvergenzprobleme eingeleitet werden.
2. Die Formel des Chern{Charakters hat auch eine direkte

Ubertragung mit Werten in der kristallinen Ko-
homologie. Dabei steht das W

orterbuch aus der Tabelle 2 zur Verf

ugung.
Eine log{Variante ist auch im kristallinen Formalismus m

oglich.
3. Wir geben in dieser Arbeit auch Beispiele von K{theoretischen Elementen. Ein systematisches Studium
dieser Elemente w

urden den Rahmen dieser Arbeit

uberschreiten. Wir bemerken jedoch die m

ogliche An-
wendung dieser Konstruktion f

ur den unangefochtenen Teil der Deligne{Beilinson{Vermutung, welcher
die Surjektivit

at der Regulatorabbildung zwischen einem geeigneten K{Theorie{Anteil und der entsprechen-
den Deligne{Kohomologie: F

ur dieses Ziel sollten im Vorfeld zwei Aspekte gekl

art werden: Konstruktion
von gen

ugend vielen Elementen aus der K{Theorie und die explizite Berechnung der Regulatorabbildung
auf diesen Elementen. Im zweiten Abschnitt des Kapitels 5 geben wir eine Konstruktion von symmetrischen
W

urfeln, welche nur in ungeraden Graden Zykeln induzieren k

onnen. Eine erste Frage betrit die Ausson-
derung von primitiven Zykeln, welche K{theoretischen Elementen entsprechen. Diese Primitivit

at ist direkt
in der Dimension 3, in h

oheren Dimensionen ist ein rekursives Studium spekulativ denkbar. Eine zweite
Frage betrit die Aussonderung unter den primitiven Zykeln von solchen Zykeln, die zum interessanteren
Anteil bzgl. der K{theoretischen {Filtration entsprechen. Der Autor wird diese Aspekte in einer virtuellen
Arbeit untersuchen. Zur Unterst

utzung dieses Studiums ist folgender Punkt interessant und hilfreich:
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Der Wertebereich
Der Komplex von Burgos oder Der Komplex, welcher die synthomische Kohomolo-
gie berechnet, wie z.B. in [Ts] dargestellt, oder
die geeigneten Variationen auf diesem Thema, die
Komplexe D und C
die geeigneten parallelen Variationen auf diesem
Thema, welche mot{a{mot in Anwesenheit von di-
vidierten Potenzen

ubertragbar sind
Der Denitionsbereich
Freie abelsche Gruppe mit folgenden Erzeugenden:
Metrisierte Multikomplexe von Vektorb

undeln. Die
Metrik induziert zwei wesentliche Objekte:
einen metrischen und eine Paarung f

ur die Men-
ge E der C
1
{Schnitte des B

undels E. Wir k

onnen
nat

urlich keine soche Paarung

uber Q oder einem
Denitionsk

orper der Gleichungen der Basisveriet

at
X , sie existiert jedoch nach Tensorprodukt mit C ,
wodurch alle \Perioden" mittensoriert werden.
Freie abelsche Gruppe mit folgenden Erzeugenden:
Multikomplexe E von (geeignet gelterten) Vek-
torb

undeln, versehen mit Zusammenh

angen (mit
geeigneter Griffith{Transversalit

at). Kristalle.
Zus

atzlich ist eine Dualit

at E 
 E ! C
cris
f

ur
Schnitte von E nach der Aufnahme von \Perioden"
eines geeigneten K

orpers C
cris
als Teil der Struktur
festzulegen.
Die Bildung von ch
komplexe Exponential{Abbildung durch dividierte Potenzen gebildete Exponential{
Abbildung
Superspur Superspur
Bildung des adjungierten Opeartors v

zu v Bildung des dualen Operators
das Regularisierte Integral von 0 bis 1 Bildung der Spur bzgl. des verschwindenden (eva-
neszenten) Zykels f0g   f1g
Abbildung 2. W

orterbuch: komplex{kristallin
4. Wir f

uhren einen topologischen Raum jjKG
?
Cjj zu einer exakten Kategorie C, der einen direkten Bezug zur K{
Theorie hat. Die Homologie dieses Raumes wird von einem Komplex \kubischer Natur" Z

[KG
?

C] berechnet,
welcher

uber Z lebt. Wir tensorieren nun mit F
p
= Z=pZ und stellen die Frage, ob ein Formalismus von
Steenrod{Operationen zur Komplex{Ebene eingef

uhrt werden kann. Der kubische Formalismus ist f

ur
diese Frage geeigneter als der simplizielle Formalismus.
5. Wir benutzen in dieser Arbeit zwei Sorten von kubischen Mengen. Die ?{kubischen Mengen sind die in der
Literatur (z.B. [BH1], [BH2], [To]) standardm

aig als \kubisch" bezeichneten Mengen. Wir f

uhren auch
sogenannte \vollkubische" Mengen aus zwei Gr

unden ein:
? Diese kodieren mehrere Ausartungen als die ?{kubischen Mengen. Insbesondere entstehen parallel
zur Relation @@ = 0 auch Relationen der Form @ = 0, wobei  eine formale lineare Kombination von
Ausartungen zu Seiteneinbettungen der Kodimension gr

oer als 1 ist.
? Wir werden die Transgressions{Formeln (118), (119), (120) f

ur einen exakten Multikomplex E von
komplexen Vektorb

undeln nach dem Deformationsparameter t = (t
1
; : : : ; t
n+1
) 2 R
n+1
>0
auf (0;1)
n+1
integrieren, um einen Chern{Charakter f

ur E zu konstruieren, dessen Verhalten bzgl. der ?{kubischen
Ausartungen einfach zu beschreiben ist. Es ist jedoch auch interessant, auf Gebieten der Form 0 < t
1
<
t
2
<    < t
n
< t
n+1
<1 zu integrieren, wodurch vollkubische Ausartungen von E nat

urlich auftretten.
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Teil 1
Kategorieller Formalismus

KAPITEL 1
Simplizieller Formalismus
1. Simplizielle Mengen
Definition 1.1. Sei  die Kategorie mit den Objekten n f

ur n 2 Z
0
, wobei
n := f0 < 1 <    < ng ;
und f0 < 1 <    < ng die Menge f0; 1; : : : ; ng ist, die zus

atzlich mit der totalen Ordnung 0 < 1 <    < n als
Teil der Struktur versehen wird. Die Morphismen in  sind monotone Abbildungen. Eine monotone Abbildung
f : n ! m ist eine mengentheoretische Abbildung zwischen den Mengen f0; 1; : : : ; ng und f0; 1; : : : ;mg mit
der Eigenschaft, da i < j f

ur i; j 2 f0; 1; : : : ; ng dann f(i) < f(j) impliziert.
Ein simplizielles Objekt (oder ein simpliziales Objekt) in einer Kategorie C ist ein kontravarianter Funktor
von  nach C. Diese Objekte bilden eine Kategorie SimpC mit nat

urlichen Transformationen as Homomor-
phismen.
Simplizielle Objekte in der Kategorie der Mengen Ens, der abelschen Gruppen Ab, etc. werden als simplizielle
Mengen, simplizielle abelsche Gruppen, etc. angesprochen und die entsprechenden Kategorien durch SimpEns,
SimpAb, etc. bezeichnet.
 Alle injektiven Abbildungen n  1! n in  sind 
j
= 
j
n
f

ur j = 0; 1; : : : ; n, wobei 
j
injektiv ist und im Bild j
ausl

at. Es gibt zwei wesentliche Faktorisierungen f

ur die injektive Abbildung n  1! n+ 1 in , die zwei Werte
i, j im Bild ausl

at:

j
n+1

k
n
= 
k
n+1

j 1
n
: n  1! n+ 1 f

ur k < j. Im Bild:(1)

0

0

0

n+ 1

n

n  1

k

j   1

k

k

j
Skizze f

ur 
j

k
.

0

0

0

n+ 1

n

n  1

k

j   1

j 1

k

j
Skizze f

ur 
k

j 1
.
Die waagerechten Geraden stehen f

ur die Elemente aus n  1 oben, n Mitte und n+ 1 unten.
 Alle surjektiven Abbildungen n+ 1! n in  sind 
j
= 
j
n
f

ur j = 0; 1; : : : ; n, wobei 
j
surjektiv ist und j im
Bild verdoppelt.
F

ur eine simplizielle Menge K setzen wir @
j
:= K(
j
) und s
j
:= K(
j
). Diese Daten bestimmen K. Alternativ ist
in diesem Sinne eine simplizielle Menge K in C festgelegt durch:
B die Vorgabe von Mengen K
n
f

ur n = 0; 1; : : :
B zusammen mit C{Morphismen
@
i
:K
n
 ! K
n 1
f

ur i = 0; 1; : : : ; n ; die Seiten
s
j
:K
n
 ! K
n+1
f

ur j = 0; 1; : : : ; n ; die Ausartungen
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welche folgende simplizielle Relationen erf

ullen:
@
k
@
j
= @
j 1
@
k
f

ur k < j ( dual zu (1) )
@
k
s
j
=
8
>
<
>
:
s
j 1
@
k
falls k < j
Identit

at falls k = j; j + 1
s
j
@
k 1
falls k > j + 1
s
k
s
j
= s
j+1
s
k
f

ur k  j :
Wir schreiben, falls notwendig, explizit @
(n);K
k
, @
(n)
k
oder @
K
k
f

ur @
k
: K
n
! K
n 1
und Entsprechendes f

ur s
k
.
Definition 1.2. Eine simplizielle Menge K heit Kan{Komplex, wenn sie folgende Extensionseigen-
schaft besitzt:
B F

ur eine beliebige Vorgabe von n Simplizes y
0
; : : : ; y^
k
; : : : ; y
n
in K
n 1
( { y
k
entf

allt {), welche erf

ullen
@
i
y
j
= @
j 1
y
i
f

ur i < j; i 6= k; j 6= k ;
existiert ein Simplex y 2 K
n
, so da gilt @
i
y = y
i
f

ur i 6= k.
1.1. I := [0; 1] als simplizielle Menge. Sei [n] die simplizielle Menge Hom

(; n) : 
opp
! Ens. Das
Analogon von [0; 1] ist die simplizielle Menge [1]:
[1]
k
= f (v
0
; v
1
; : : : ; v
k
) mit v
i
= 0; 1 und v
0
 v
1
     v
k
g
= f (0; : : : ; 0; 0); (0; : : : ; 0; 1); : : : ; (1; : : : ; 1; 1) g
1.2. Das kartesische Produkt. F

ur zwei simplizielle Mengen K und L f

uhrt man die simplizielle Menge
K  L ein:
(K  L)
n
= K
n
 L
n
; @
KL
n
= @
K
n
 @
L
n
; s
KL
n
= s
K
n
 s
L
n
Die objektweise denierte Zuordnung  l

at sich zu einem Funktor  : SimpEns 
Cat
SimpEns ! SimpEns
erweitern.
Definition 1.3. Zwei Morphismen f und g aus SimpEns[K ! L] sind homotopisch (oder homotop) { in
Notation f

=
g { , falls es einen Morphismus (Homotopie) gibt:
F : K  [1]! L mit
F ( x (0; : : : ; 0) ) = f(x) und F ( x (1; : : : ; 1) ) = g(x) :
F

ur zwei Kan{Komplexe K, L ist

=
eine

Aquivalenzrelation auf SimpEns[K ! L].
Das n{Skelett einer simpliziellen MengeK ist das kleinste simplizielle UnterobjektK
(n)
, (d.h.K
(n)
l
! K
l
injektiv,)
das alle nichtausgearteten Simplizes in Graden  n beinhaltet.
1.3. Die Homotopie. Seien K eine simplizielle Menge und x
0
2 K
0
. Die kleinste simplizielle Untermenge
hx
0
i von K, die x
0
beinhaltet, besteht in jedem Grad aus dem ausgehend von x
0
entsprechend propagierten
Element s
0
s
0
: : : s
0
(x
0
). Ist K ein Kan{Komplex, so induziert

=
eine

Aquivalenzrelation

=
auf Morphismen von
Paaren
( [n]; [n]
(n 1)
)  ! ( K; hx
0
i )(2)
in der Kategorie Hom(1;SimpEns). Die Homotopie{Gruppe 
n
(K) des Kan{Komplexes K bzgl. des Punktes
x
0
2 K
0
ist deniert als die Menge der

Aquivalenzklassen von Morphismen (2) bzgl. der Relation

=
.
1.4. Die Homologie.
1.4.1. Die Kategorie DGAb. Diese ist die Kategorie der graduierten Z{Moduln M

mit einem Dieren-
tial d vom Grad  1. Ein Homomorphismus f : (M

; d) ! (N

; d) in dieser Kategorie ist vertr

aglich mit den
Graduierungen, f(M
n
)  N
n
, und mit den Dierentialen, df = fd.
Es gibt einen kanonischen Funktor ! : SimpAb! DGAb:
Sei C = (C
n
; @
n
; s
n
)
n
in SimpAb. Wir setzen !C := (C

; @) mit folgenden Vereinbarungen:
B Der Anteil von !C im Grad n ist die abelsche Gruppe C
n
.
B Das Dierential (!C)
n
! (!C)
n 1
ist
@ :=
n
X
i=0
( 1)
i
@
i
:
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Ein Morphismus f : C ! D in SimpAb induziert eindeutig den Morphismus !f :!C !!D durch die Bedingung:
(!f)
n
= f
n
in Ab.
Wir bezeichnen durch GAb (graduierte abelsche Gruppen) die volle Unterkategorie von DGAb mit Objekten
C = (C

; d = 0). Die Homologie von dierentialgraduierten abelschen Moduln ist der Funktor
DGAb
H
    ! GAb
(C

; d)     ! ( (Kerd=Imd)
( induziert )
; 0 = d
induziert
)
1.4.2. Die Abelianisierung. Z[] ist der Funktor:
Z[] : Ens  ! Ab ;
der einer Menge A die abelsche Gruppe Z[A] der formalen Summen von Elementen aus A mit Z{Koezienten
zuordnet:
Z[A] := f
X
i2I
n
i
[a
i
] j n
i
2 Z; a
i
2 A; I endlichg :
Die Menge f[a] j a 2 Ag ist eine Z{Basis von Z[A]. Auf Abbildungen ist Z[] deniert durch:
A
h
    ! B in Ens geht auf
Z[A]
Z[h]
    ! Z[B] ; wobei auf Basiselementen:
[a]     ! [h(a)] :
Der Funktor Z[] ist links adjungiert zum Vergi{Funktor ! : Ab! Ens: Die nat

urliche Transformation
Ens[M !!A]

=
Ab[Z[M ]! A] ; M Menge, A abelsche Gruppe,
reektiert Basis{Eigenschaften der Basis f[m]g
m2M
von Z[M ].
Definition 1.4. Die Homologie von simpliziellen Mengen ist der Funktor H, der als Verkn

upfung entsteht:
SimpEns
SimpZ[]
     ! SimpAb
!
    ! DGAb
H
    ! GAb
Wir bezeichnen den Funktor zur Verkn

upfung SimpEns ! SimpAb ! DGAb als K ! (Z

[K]; @). Dazu ist es
oft vorteilhaft, eine normalisierte Version K ! (Z

[K]
na
; @) zu bilden:
Z
l
[K]
na
ist der Quotient von Z
l
[K] = Z[K
l
] nach der Untergruppe Z
l
[K]
a
, die von allen ausgearteten Elementen
[a] erzeugt wird, wobei a = s
i
(b) f

ur geeignete i, b. Das Dierential @ : Z
l
[K] ! Z
l 1
[K] bildet Z
l
[K]
a
auf
Z
l 1
[k]
a
ab und induziert eine Abbildung Z
l
[K]
na
! Z
l 1
[K]
na
, welche auch @ bezeichnet wird. Die Zuordnung
K ! ( Z

[K]
na
; @ ) l

at sich eindeutig zu einem Funktor erweitern, so da die Bildung des Quotienten Z

[K] !
Z

[K]
na
eine nat

urliche Transformation ist. Diese erkl

art eine nat

urliche

Aquivalenz zwischen den Funktoren
H Z[] und H Z[]
na
: SimpEns! DGAb! GAb :
1.5. Die Funktoren R und S.
1.5.1. Die geometrische Realisierung. Die geometrische Realisierung R oder j  j ist ein Funktor von der
Kategorie der simpliziellen Mengen in die Kategorie der topologischen R

aume. Einem Objekt G wird folgender
topologische Raum zugeordnet:
RG = jGj :=
0
@
a
n0
G(n)
n
1
A
=  :
 Dabei ist die Menge G(n) als topologischer Raum mit der diskreten Topologie aufgefat. 
n
ist der topologische
Raum aller Punkte (t
0
; : : : t
n
) in R
n+1
0
mit der Eigenschaft
P
t
i
= 1, versehen mit der von R
n+1
induzierten
Topologie. (Wir werden im n

achsten Unterabschnitt den funktoriellen Charakter der Bildung von 
n
untersuchen.)
 Die

Aquivalenzrelation  identiziert zwei Punkte
 

i
2 G(n
i
); x
i
2 
n
i

2 jGj; f

ur i = 1; 2
genau dann, wenn eine Abbildung h : n
1
 ! n
2
in  existiert, so da sich dadurch die Elemente 
i
und x
i
entsprechen:
G(n
1
) 3 
1
G(h)
      
2
2 G(n
2
)

n
1
3 x
1
h

    ! x
2
2 
n
2
;
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i.e. ( G(h)(
2
); x
1
)  ( 
2
; h

(x
1
) ).
Wir bemerken folgendes:
Jede Abbildung h aus  l

at sich eindeutig faktorisieren als: h = ip, wobei i ein Mono{ bzw. p ein Epimorphismus
ist. Sei  2 G(n) ausgeartet. Dann existiert ein Epimorphismus p, so da in:
n  1
p
      n
G( n  1 )
G(p)
    ! G(n) 3 
 im Bild letzterer Abbildung liegt:  = G(p)
0
. In diesem Fall ist f

ur jedes Element der Form (; x) = (G(p)
0
; x)
das

aquivalente Element (
0
; p

x) ein besserer Vertreter der gemeinsamen Klasse in dem Sinne, da dadurch ein
Simplex vom kleineren Grad benutzt wird. Es gibt genau einen Vertreter einer

Aquivalenzklasse vom kleinsten
Grad. Aus diesem Grund ist jGj homeomorph zu einem CW{Komplex, dessen n{Zellen zu den nichtausgearteten
Simplizes von G vom Grad n, i.e. G(n), entsprechen.
1.5.2. Der singul

are Komplex. Sei Top die Kategorie der topologischen R

aume. Wir konstruieren einen Funk-
tor i : ! Top.
 Der n{Standardsimplex (oder der n{dimensionale Standardsimplex) ist die konvexe Menge:

n
:= f (t
0
; t
1
; : : : ; t
n
) 2 R
n+1
0
:
X
t
i
= 1g :
Seien e
0
, e
1
, ...,e
n
die Vektoren der kanonischen Basis von R
n+1
. Diese sind die extremalen Punkte von 
n
.
Standardsimplizes bilden eine Kategorie mit solchen anen Abbildungen als Morphismen, die extremale Punkte
auf extremale Punkte abbilden. Diese Kategorie ist

aquivalent mit der Kategorie  durch den Funktor, der auf
Objekten n auf 
n
abbildet und auf Morphismen wie folgt operiert:
Eine Abbildung h : m  ! n in  induziert sukzessive Abbildungen:
fe
0
; e
1
; : : : ; e
m
g
h

    ! fe
0
; e
1
; : : : ; e
n
g; wobei e
i
 ! e
h(i)

m
h

    ! 
n
;
wobei h

die Anisierung von h

ist: h

(
P

i
e
i
) =
P

i
e
h(i)
.
Der Funktor in der umgekehrten Richtung wird durch die Einschr

ankung auf die Extremalpunkte gegeben.
 Sei X in Top. Die kontravariante Zusammensetzung

i
    ! Top
Hom(  ;X)
      ! Ens
erkl

art eine simplizielle Menge SX , den singul

aren Komplex zu X . Er ist ein Kan{Komplex. F

ur eine Abbildung
f : X ! Y in Top sei Sf := Hom(  ; f)  i : SX ! SY . Es entsteht ein Funktor
S = S

: Top! (SimpEns j Kan) :
Die klassische ganzzahligee Homologie eines topologischen Raumes X entsteht als H(X;Z) = H(Z[SX ]) =
H(Z[SX ]
na
).
1.5.3. Die Adjunktion zwischen R und S. Eine simplizielle Homotopie F : K  [1] ! L induziert durch
RF eine topologische Homotopie RK  I

=
RK R[1]

=
R(K  [1])! RL.
Umgekehrt liefert eine topologische Homotopie h : X I ! Y durch Sh eine simplizielle Homotopie SX[1]!
SX ! SI ! S(X  I)! SY .
Diese Zuordnungen induzieren nat

urliche Abbildungen [K;L]! [RK;RL] respektive [X;Y ]! [SX; SY ]. (Dabei
benutzen wir die topologische Notation [K;L] bzw. [X;Y ] f

ur Morphismen modulo Homotopie zwischen den
simpliziellen Mengen K, L bzw. zwischen den topologischen R

aumen X , Y ,)
Insbesondere gilt eine Vertr

aglichkeit zwischen der topologischen und simpliziellen Homotopie: 
n
(X; x
0
)

=

n
(SX; x
0
).
1.5.4. Der Hurewicz{Homomorphismus. Sei K ein Kan{Komplex. Dann existiert ein nat

urlicher Homo-
morphismus
h
n
: 
n
(K)! H
n
(K) ;
genannt Hurewicz{Homomorphismus ([Cu], (3.11) S.132). Er entsteht wie folgt: Die kanonische Adjunktion
K     ! ! Z[K] ; gegeben durch K
n
3 x! [x] 2 Menge Z[K
n
] ; induziert

m
(K)     ! 
m
(!Z[K])

=
H
m
(K) :
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1.5.5. H{R

aume. Ein H(opf){Raum ist ein topologischer Raum X versehen mit einer stetigen Abbildung
 : X X ! X , so da das folgende (\2{kategorielle") Diagramm kommutiert:
X X X
1
1
X X

X
h
X X

X
(3)
h ist dabei eine Homotopie zwischen den Abbildungen ( 1) und (1 ) : X X X ! X .
Analog denieren wir einen H(opf){Kan{Komplex als eine Struktur ( K; : K K;h : ( 1)

=
(1 ) ),
so da K ein Kan{Komplex ist, und das Diagramm (3) mit X ersetzt durch K kommutiert. Die Bedeutung der
H{Raum{Struktur f

ur unsere Zwecke ist die Relation


(X)

Z
Q

=
PrimH

(X;Z)
 Q :
\Prim" steht f

ur den primitiven Anteil der Hopf{Algebra H

(X;Z) zu einem H{Raum X .
1.6. Das Koprodukt in der Homologie.
1.6.1. Das Theorem von Eilenberg{Zilber. Seien K und L in SimpEns. Dann gibt es Komplex{Abbildungen
Z

[K  L]
f
Z

[K]
Z

[L]
g
und
Z

[K  L]
na
f
Z

[K]
na

Z

[L]
na
g
;
welche sich als nat

urliche

Aquivalenzen zwischen Funktoren SimpEnsSimpEns! DGAb erweisen. Eine m

ogliche
Wahl von f und g ist:
f( [x y] ) :=
n
X
i=0
~
@
n i
[x] 
 @
i
0
[y] f

ur x 2 K
n
; y 2 L
n
;(4)
g( [x]
 [y] ) :=
X
=(;)
( 1)
jj
[s

q
: : : s

1
x s

p
: : : s

1
y] f

ur x 2 K
p
; y 2 L
q
;(5)
Erkl

arungen:

~
@ bezeichnet in (4) das \letzte" Dierential.
~
@ : K
n
! K
n 1
ist also @
n
: K
n
! K
n 1
. Der obere Index steht
f

ur die wiederholte Anwendung:
~
@
n i
[x] := @
i+1
: : : @
n
[x] und @
i
0
[y] := @
0
: : : @
0
[y].
 Die Summe in (5) l

auft

uber alle (p; q){Shues  assoziiert zu den Paaren  = (
1
< 
2
<    < 
p
) und
 = (
1
< 
2
<    < 
q
), so da gilt:
 =

1 2 : : : p p+ 1 p+ 2 : : : p+ q

1

2
: : : 
p

1

2
: : : 
q

:
( 1)
jj
ist das Signum der Permutation .
1.6.2. Das Koprodukt. Sei K in SimpEns. Sei  : K ! KK die simplizielle Abbildung, welche ein Element
x 2 K
n
auf das Element xx 2 (KK)
n
abbildet. ( ist die simplizielle diagonale Abbildung.) Die Verkn

upfung
Z

[K]
Z

[]
Z

[K K]
f
Z

[K]Z

[K]
wird auch durch  bezeichnet. Es gibt eine Homotopie ( 
 1)

=
(1 
 ), denn  : K ! K K erf

ullt
( 1) = (1), und f ist assoziativ bis auf Homotopie.
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2. Die S

{Konstruktion von Waldhausen
2.1. Exakte Kategorien. Eine Kategorie C ist eine additive Kategorie, falls sie folgende Eigenschaften
hat:
B Es gibt ein gleichzeitig initiales und nales Objekt 0 2 ObC, genannt Nullobjekt.
B Es existiert die direkte Summe und das direkte Produkt zweier Objekte.
B F

ur jede zwei Objekte A;B in C ist C[A ! B] eine abelsche Gruppe. Die partiell denierte Verkn

upfung von
Morphismen ist bilinear. Die Gruppoperation wird durch + oder +
C
bezeichnet. (Als Referenz kann z.B. [Sr], App.
B, S.297 dienen.)
 Ein Funktor F : C ! D zwischen zwei additiven Kategorien ist additiv, falls er Nullobjekte und direkte Summen
und Produkte in Entsprechendes abbildet, und gilt:
F (g +
C
h) = F (g) +
D
F (h)
f

ur g; h 2 ArrC mit dem gleichen Tr

ager und Wertebereich.
 Eine additive Kategorie A heit abelsch, falls gilt:
B Jeder Morphismus f 2 ArrA hat einen Kern und einen Kokern und
B die kanonische Abbildung Coimf ! Imf ist ein Isomorphismus. ([Sr], S.297)
 F

ur unsere Zwecke ist eine exakte Kategorie eine additive Kategorie C, f

ur die es einen additiven, vollen
Einbettungsfunktor C ! A in eine abelsche Kategorie A gibt, so da gilt:
B F

ur jede exakte Sequenz in A
0! A
0
! A! A
00
! 0
mit Objekten A
0
und A
00
in C gibt es ein Objekt A
1
in C, so da A und A
1
in A isomorph sind.
 Die exakten Sequenzen von C sind die exakten Sequenzen von A, welche nur C{Objekte beinhalten.
 Ein exakter Funktor zwischen zwei exakten Kategorien ist ein additiver Funktor, der exakte Sequenzen in
exakte Sequenzen abbildet. Wir f

uhren folgende Notationen ein:
(ExCat) ist die Kategorie, welche exakte Kategorien als Objekte und exakte Funktoren als Morphismen hat.
(ExCat j small) ist die volle Unterkategorie von (ExCat) mit kleinen exakten Kategorien als Objekten.
 Ein Morphismus in einer exakten Kategorie heit ausgezeichneter (oder distinguierter) Mono{ bzw. Epi-
morphismus, falls er als solches in einer exakten Sequenz wie oben als A
0
! A bzw. als A ! A
00
auftaucht.
Ausgezeichnete Monomorphismen werden als  stillschweigend gekennzeichnet, und ausgezeichnete Epimorphis-
men als .
F

ur zwei abelsche KategorienA und B tr

agtAB eine kanonische Struktur einer abelschen Kategorie. Entsprechend
ist C  D eine exakte Kategorie f

ur zwei exakte Kategorien C und D.
2.2. Waldhausen{Kategorien. Eine punktierte Kategorie ist eine Kategorie mit einem ausgezeichneten,
gleichzeitig initialen und nalen Objekt . Die Morphismen zwischen punktierten Kategorien sind Funktoren, welche
 auf  abbilden.
 Eine Kategorie mit Kofaserungen ist eine punktierte Kategorie C, versehen mit einer Unterkategorie coC
mit den gleichen Objekten wie C. Die Morphismen in coC heien Kofaserungen und werden durch  bezeichnet.
Zus

atzlich m

ussen gelten:
B Die Isomorphismen von C sind in coC.
B Der Morphismus  ! A ist in coC f

ur alle A 2 ObC = ObcoC.
B Jedes Diagramm (6, links) in C l

at sich zu einem Push{Out{Diagramm (6, rechts) erweitern, so da C  C[
A
B
auch eine Kofaserung ist.
A B A
PO
B
C C
C [
A
B
(6)
Ein Funktor zwischen den Kategorien mit Kofaserungen F : (C; coC; )! (D; coD; ) ist ein Funktor F : C ! D,
der coC auf coD abbildet, und  auf . Ein solcher Funktor heit exakt, falls er PO{Diagramme der Form
(6,rechts) in PO{Diagramme abbildet. Die Kategorien mit Kofaserungen als Objekten und den exakten Funktoren
als Homomorphismen bilden eine Kategorie Cof.
Jede exakte Kategorie C (mit einem ausgezeichneten Nullobjekt 0) kann als Kategorie mit Kofaserungen !C ange-
sehen werden: co !C besteht aus den distinguierten Monomorphismen.
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 Eine Waldhausen{Kategorie ist eine Kategorie C = (C; coC; ) 2 ObCof, versehen mit einer Unterkategorie
wC von C mit gleichen Objekten. Die Morphismen in wC heien \schwache

Aquivalenzen" und werden mit

=
gekennzeichnet. Zus

atzlich gelten:
B Die Isomorphismen von C sind in wC.
B Jedes Diagramm (7, links) mit A ! A
0
, B ! B
0
, C ! C
0
in ArrwC induziert durch PO (i.e. Push{Out) ein
Diagramm (7, rechts), so da der kanonische Morphismus C [
A
B ! C
0
[
A
0
B
0
auch in wC liegt:
A

=
B

=
A

=
B

=
A
0
B
0
A
0
B
0
C

=
C

=
C[
A
B

=
C
0
C
0
C
0
[
A
0
B
0
(7)
Ist ein Diagramm der Form (8, links) ein Push{Out, so schreiben wir

aquivalent (8, rechts):
A
PO
B

C
A B  C(8)
Das Objekt C im obigen PO{Diagramm ist bis auf Isomorphismus bestimmt. W

ahlen wir ein solches C, so ist der
Morphismus B ! C bis auf einen Automorphismus von C bestimmt. Aus diesem Grund f

uhren wir folgende
Konvention 2.1. Arbeiten wir mit Objekten C aus der Kategorie Cof (oder ExCat, Wald, ...), so nehmen
wir immer stillschweigend an, da wir zu jedem Morphismus A B in der Kategorie C ein PO{Diagramm
(8, links) gew

ahlt haben. Nach dieser Wahl nennen wir das Objekt C und den Morphismus B  C erw

ahlt
f

ur A B.
Ein exakter Funktor zwischen Waldhausen{Kategorien F : (C; coC; wC; )! (D; coD; wD; ) ist ein exakter
Funktor zwischen Kategorien mit Kofaserungen F : (C; coC; )! (D; coD; ), welcher die Unterkategorie wC von
C auf wD abbildet. Die Waldhausen{Kategorien als Objekte mit exakten Funktoren als Morphismen bilden eine
Kategorie Wald. Der Funktor Iso : Cof!Wald, der (C; coC; ) mit der Kategorie der Isomorphismen von C, IsoC,
anreichert:
Iso (C; coC; ) := (C; coC; IsoC; ) ;
ist links adjungiert zu dem kanonischen Vergi{Funktor ! :Wald! Cof:
Cof [ C ! !W ]

=
Wald [ IsoC ! W ] f

ur C 2 ObCof und W 2 ObWald :
2.3. Der Funktor . Sei C eine exakte Kategorie mit erw

ahlten Objekten und Isomorphismen. Seien A, B
Objekte in C. Eine direkte Summe von A und B existiert in der umgebenden abelschen Kategorie, also auch in
C Wir schreiben AB f

ur das erw

ahlte Objekt in der Isomorphieklasse der direkten Summen von A und B. Wir
erweitern des weiteren diese objektweise denierte Zuordnung auf einen Funktor:
 : C  C ! C :
2.4. Kategorien mit einem initialen Objekt. Wir bezeichnen durch (Cat j I) die Kategorie mit
Objekten: (C; I), wobei C Kategorie und I (ein festgelegtes) initiales Objekt I in C sind,
Morphismen: solche Funktoren, welche die festgelegten initialen Objekte ineinander abbilden.
Eine Diagramm{Kategorie ist eine kleine Kategorie D, so da es zwischen jeden zwei Objekten A, B in
D h

ochstens einen Morphismus gibt. In diesem Fall schreiben wir daf

ur A ! B, und umgekehrt bedeutet diese
Schreibweise implizit, da es diesen Morphismus gibt. Die Kategorie der Diagramm{Kategorien (mit einem initialen
Objekt) wird durchDia ( respektive (Dia j I) ) bezeichnet. Wir betrachten in diesem Abschnitt als Unterkategorie
von (Dia j I):
 ,! (Dia j I) ,! (Cat j I)
Wir bezeichnen durch WaldDia bzw. CofDia die Kategorie der Waldhausen{Kategorien bzw. die Kategorie der
Kategorien mit Kofaserungen, welche auch Diagramm{Kategorien sind.
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2.5. Waldhausen{Diagramme. Wir betrachten in diesem Unterabschnitt die Funktoren:
(Cat j I)
Cof
Mono
und (Cat j I)
Wald
Cof
 Mono ist der Vergi{Funktor, welcher der Kategorie mit Kofaserungen (C; coC; ) die Kategorie (coC; ) 2
Ob(Cat j I) zuordnet.
 Der Funktor Wald ordnet einem Objekt (D; I) in (Cat j I) die Kategorie Wald(D; I) mit
Objekten: f (a; b) : a! b ist ein Morphismus in D g= . Dabei ist  die

Aquivalenzrelation, welche genau
dann zwei ungleiche Paare f

ur

aquivalent erkl

art, wenn jedes Paar der Form (a; a) ist. Die Klasse von (a; a)
f

ur a 2 ObD wird auch durch  bezeichnet.
Morphismen: (a; b)! (a
0
; b
0
) in Wald(D; I), genau dann wenn a! a
0
und b! b
0
in D.
initialem und nalem Objekt: 
coWald(D; I): Es besteht genau aus Morphismen der Form (a; b)! (a; b
0
).
 Der Funktor Wald ist links adjungiert zum Funktor Mono: F

ur D 2 Ob(Cat j I); C 2 ObCof erkl

aren wir daf

ur
die nat

urlichen Transformationen  und :
(Cat j I) [ D ! Mono(C) ]

Cof [ Wald(D) ! C ]

:
Beschreibung von : Die Pr

asenz eines initialen Objektes I ergibt einen Einbettungsfunktor (D; I) ,!
(Wald(D); ), a! (I; a) innerhalb von (Cat j I). Der Pull{Back durch diese Einbettung ergibt :
[ D
(F )
Mono(C) ] [ Wald(D)
F

C ]
a
F (I; a)
(a! b) F ( (I; a)! (I; b) )
Beschreibung von :
[ D
G
Mono(C) ]

[ Wald(D)
(G)
C ]
(a; b)
 [
G(a)
G(b)
( (a; b)! (a
0
; b
0
) )
(  [
G(a)
G(b)!  [
G(a
0
)
G(b
0
) )
Im Sinne der Konvention 2.1 steht dabei  [
G(a)
G(b) f

ur das erw

ahlte Objekt f

ur die Kofaserung G(a)
G(b), und der Morphismus  [
G(a)
G(b)! [
G(a
0
)
G(b
0
) entsteht eindeutig aus der universellen Eigenschaft
des POs im Diagramm
G(a) G(b)
erw.
G(a
0
) G(b
0
)
erw.

 [
G(a)
G(b)
9!

 [
G(a
0
)
G(b
0
)
unter Verwendung der erw

ahlten Morphismen G(b)!  [
G(a)
G(b) und G(b
0
)!  [
G(a
0
)
G(b
0
).
2.6. Die S

{Konstruktion. Sei C eine exakte Kategorie. Die S

{Konstruktion zu C ist
S

C := Cof [ Wald(  ) ! !C ] ;
die simplizielle Menge, die sich als Verkn

upfung der Funktoren
     ! (Dia j I)     ! (Cat j I)
Wald
    ! Cof
Hom
ex
(  ;C)
       ! Ens
ergibt. Ein Bild des Diagramms Wald(n) ist:
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
(0;1) (0;2) (0;3) (0;n 1) (0;n)

(1;2) (1;3) (1;n 1) (1;n)

(2;3) (2;n 1) (2;n)

(3;n 1) (3;n)

(n 1;n)

(9)
So ist ein Simplex im Grad n von S

C ein kommutatives Diagramm in C
0

01

02

03

0;n 1

0n
0

12

13

1;n 1

1n
0

23

2;n 1

2n
0

3;n 1

3n
0

n 1;n
0
;(10)
so da die Sequenzen
0! 
ij
 
ik
 
jk
! 0 f

ur 0  i < j < k  n
kurzexakt sind. Die Ableitung @
i
eines solchen Diagramms entsteht durch Streichung der Zeile und Spalte durch
den 0{Eintrag an der Stelle (i; i).
3. Die G

{Konstruktion von Gillet und Grayson
3.1. Die Funktoren  und ! Wir betrachten nun kanonisch  einerseits als Unterkategorie von Dia
andererseits als Unterkategorie von (Dia j I), wie es folgendes Diagramm zeigt:


    ! 
!
    ! 
?
?
y
?
?
y
?
?
y
Dia

    ! (Dia j I)
!
    ! Dia
! ist der Vergi{Funktor und  ist der Funktor, der ein initiales Objekt  adjungiert. Der einzige Morphismus nach
, dem neuen Objekt, ist die Identit

at von . Der Funktor  ist linksadjungiert zu !. Der Adjunktions{Morphismus
n!!  n ist 
0
: n! n+ 1.
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3.2. Notationen.
 F

ur eine Kategorie C bezeichnen wir mit (C j sub) die Kategorie mit
Objekten: Paare (A; subA) von Objekten A; subA 2 C mit einem Morphismus s : subA ! A, der als
Teil der Struktur festgelegt wurde. Ist C eine Kategorie von Kategorien, so fordern wir, da s eine volle
Einbettung ist.
Morphismen: Paare (f; subf) von Morphismen in C, so da kommutiert:
subA
s
subf
A
f
subB
s
B
Die Zuordnung n  ! ( !  n ; sub(!  n) := n ) erkl

art einen Funktor   ! ( j sub). Im Sinne der nat

urlichen
Verkn

upfung
     ! ( j sub)
Wald
    ! (Wald j sub)
betrachten wir Wald(!  n) als Objekt in (Wald j sub), und wir identizieren subWald(!  n) mit Wald(n).
 Seien A, C, D, H Kategorien. Sei  eine nat

urliche Transformation zwischen Funktoren F;G : C ! D. In
Notation:  : F ` G. Ist  eine nat

urliche

Aquivalenz so notieren wir dies durch  : F  G oder vollst

andig durch
(
F

G
) : C ! D.
Seien A : A ! C und H : D ! H beliebige Funktoren.  induziert dann:
/: eine nat

urliche Transformation zwischen den Funktoren FA =: A

(F ) und GA =: A

(G), die wir durch
A

() bezeichnen, und
/: eine nat

urliche Transformation zwischen den Funktoren HF =: H

(F ) und HG =: H

(G), die wir durch
A

() bezeichnen.
3.3. Die G

{Konstruktion. Sei C eine exakte Kategorie. Die n{Simplizes der simpliziellen Menge G

C sind
deniert als:
G

C (n) :=
8
>
>
<
>
>
:
 = (
+
; 
 
; 

) :


2 Cof [ Wald(!  n) ! C] = S

C (n+ 1) und
s


+


s


 
ist eine nat

urliche

Aquivalenz
zwischen Funktoren Wald(n)
s
Wald(!  n)


C
9
>
>
=
>
>
;
Elemente (
+
; 
 
; 

) 2 G
n
C entsprechen Diagrammen der Form:
Wald(!  n)

+
C


Wald(n)
s
s

+
s

 
s
Wald(!  n)

 
C
Ein Morphismus
m
f
n in  induziert
G

C(m) G

C(n) ; gegeben durch
G

C(f)
( (!  f)


+
; (!  f)


 
; f



) (
+
; 
 
; 

) ; wie das Diagramm
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Wald(! m)
!f
Wald(!  n)

+
C


Wald(m)
f
s
s
Wald(n)
s
s

+
s

 
s
Wald(! m)
!f
Wald(!  n)

 
C
es erkl

art. G

C ist mit diesen Vereinbarungen eine simplizielle Menge.
3.4. Variante der G

{Konstruktion. Wir denieren G
=

C als simplizielle Untermenge von G

C, bestehend
aus den n{Simplizes (
+
; 
 
; 

), f

ur welche 

die Identit

at ist, i.e. s


+
= s


 
.
3.5. Bemerkungen.
 s

kann mit @
S

C
0
:= S

C(
0
: n! n+ 1) identiziert werden.
Ein n{Simplex  kann als Paar (
+
; 
 
) von Waldhausen{Diagrammen 

der Gr

oe (n+1) aufgefat werden, so
da ein Isomorphismus 

zwischen den Waldhausen{Diagrammen der Gr

oe n s


+
= @
S

C
0

+
und s


 
= @
S

C
0

 
als Teil der Struktur zus

atzlich festgelegt wird.
Ist n = 0 so kann G

C(0) mit der Menge f(
+
; 
 
) j 

2 Ob Cg identiziert werden.
Die Visualisierung eines Elements aus GA(n  1) ist gegeben durch folgendes Diagramm:
14 1. SIMPLIZIELLER FORMALISMUS
0

 
01

 
02

 
0(n 1)

 
0n
0

 
12

 
1(n 1)

 
1n
0

 
2(n 1)

 
2n
0

 
(n 1)n
0
0

+
01

+
02

+
0(n 1)

+
0n
0

+
12

+
1(n 1)

+
1n
0

+
2(n 1)

+
2n
0

+
(n 1)n
0
(11)
Die parallelen Diagramme vom Typ (10) mit den Objekten 
+
ij
respective 
 
ij
sind mit Ausnahme der oberen
Zeilen durch die Isomorphismen

;ij
: 
+
ij

 
ij
verbunden. Die Ausartungen dieser Diagramme entsprechen
der Entfernung der Paare von Zeilen und von Spalten, die durch eine diagonal stehende Null auf der Position (i; i),
i 6= 0, gehen.
 Die G{Konstruktion von Gillet und Grayson realisiert ein delooping der Waldhausen{Konstruktion. Es ist
f

ur unsere Zwecke vorteilhaft, nach [Gr] die Idee dieser Konstruktion zu skizzieren.
Sei C eine exakte Kategorie. Die einzige Form eines Waldhausen{Diagramms im Grad Null ist 0, das ausgezeich-
nete Nullobjekt. Waldhausen{Diagramme  und  in den Graden 1 respektive 2 sind der Form
0

01
0
respektive
0

01

02
0

12
0
Betrachten wir diese Elemente in dem Komplex Z

[S

C], so gilt @[] = [0]  [0] = 0, und erst im Grad 2 erhalten
wir nach Anwendung des Dierentials die typischen K{theoretischen Relationen der Grothendieck{Gruppe:
@[] = [
12
]  [
02
] + [
01
] :
K
0
(C) ist deniert als Quotient der freien abelschen Gruppe, erzeugt von Paaren (P;Q) von Objekten aus C. Dieser
Quotient entsteht durch Austeilen der Relationen:
(P;Q)  (P
0
; Q
0
) genau dann, wenn [P ]  [Q] = [P
0
]  [Q
0
] :
Wir betrachten die schw

achere Relation:
genau dann, wenn zul

assige Monomorphismen
(P;Q)  (P
0
Q
0
) P  P
0
und Q Q
0
existieren,
so da die Kokerne P=P
0
und Q=Q
0
isomorph sind.
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Die Beobachtung von Gillet und Grayson ist, da die zu  und  assoziierten

Aquivalenzrelationen gleiche
Grothendieck{Gruppen haben, und man kann eine

ahnliche Verbindung auch in h

oheren Graden herstellen.
Einem Paar (
+
; 
 
) 2 G

C(0) entspricht das Element [
+
]  [
 
] in der Grothendieck{Gruppe K
0
(C).
4. Die Bar{Konstruktion
Seien k ein Ring und R eine k{Algebra. F

ur unsere Zwecke ist der Fall relevant: k = Z und R ist der Gruppenring
Z[G] zur Gruppe G. F

ur K{theoretische Zwecke ist weiter G als GL
n
(F ) oder GL(F ) spezialisiert. GL
n
(F ) ist
die allgemeine lineare Gruppe der Vektorraum{Isomorphismen von F
n

uber dem K

orper F , und GL(F ) ist der
induktive Limes der Gruppen GL
n
(F ) bez

uglich der diagonalen Einbettungen GL
n
(F )! GL
n+1
(F ), a! (
a 0
0 1
).
Notation 4.1. Wir bezeichnen durch B
n
(R) oder Bar
n
(k;R; k) den k{Modul:
k 

R
R

(n+2)


R
k ;
wobei 
 ohne Index f

ur 

k
steht.
Das Element 1
k


R
1
R

x
1

x
2

  
x
n

 1
R


R
1
k
wird standardm

aig als das Bar{Symbol bezeichent:
[x
1
jx
2
j : : : jx
n
] ; x
1
; x
2
; : : : ; x
n
2 R :
Insbesondere ist B
0
(R) = k[]

=
k. Wir schreiben auch k f

ur den im Grad Null getragenen Komplex mit dem
Null{Eintrag gleich k.
Auf dem graduierten k{Modul B

(R) = Bar

(k;R; k) mit dem Anteil im Grad n gleich zu B
n
(R) = Bar
n
(k;R; k)
f

uhren wir eine zus

atzliche Struktur ein: Seien  := [x
1
jx
2
j : : : jx
n
] 2 B
n
(R) und  := [y
1
jy
2
j : : : jy
m
] 2 B
m
(R).
Das Dierential: d : B
n
(R)! B
n 1
(R) ist gegeben durch:
d [x
1
jx
2
j : : : jx
n
] := [x
2
j : : : jx
n
] +
n 1
X
i=1
( 1)
i
[x
1
j : : : jx
i 1
jx
i
x
i+1
j : : : jx
n
] + ( 1)
n
[x
1
j : : : jx
n 1
] :
Die Einheit: Die Komplex{Abbildung k

=
k[] = B
0
(R)! B

(R).
Die Koeinheit: Die Komplex{Abbildung B

(R)! B
0
(R) = k[]

=
k.
Die Konkatenation:
 := [x
1
jx
2
j : : : jx
n
jy
1
jy
2
j : : : jy
m
] 2 B
n+m
(R) :
Wir ben

otigen diese Bildung, um einfacher die folgenden Abbildungen zu beschreiben:
Die Komultiplikation :  :=
X

1

2
=

1

 
2
. Explizit:
[x
1
j : : : jx
n
] :=
n
X
p=0
[x
1
j : : : jx
p
]
 [x
p+1
j : : : jx
n
] :(12)
F

ur p = 0 und p = n entstehen oben die Summanden []
 [x
1
j : : : jx
n
] respektive [x
1
j : : : jx
n
]
 [].
Die Shue{Multiplikation x: Die symmetrische Gruppe S(n) operiert von links auf Bar{Symbolen verm

oge
[x
1
j : : : jx
n
]

:= [x
(1)
j : : : jx
(n)
],  2 S(n). In unserer Notation gilt f

ur  := [x
1
j : : : jx
n
] und ;  2
S(n) die Regel: (

)

= 

.
Wir bezeichnen durch S(n
1
; n
2
; : : : ; n
k
) die Untergruppe von S(n
1
+ n
2
+    + n
k
) der (Shue{
)Permutationen, welche monoton auf den in Z gebildeten Intervallen [1; n
1
]; [n
1
+ 1; n
1
+ n
2
]; : : : ; [n
1
+
  + n
k 1
+ 1; n
1
+   + n
k 1
+ n
k
] sind.
Ist die Gruppe G kommutativ, so denieren wir:
x :=
X
2S(n;m)
( 1)
jj
()

:(13)
Im allgemeinen Fall, wo G nicht kommutativ ist, kann man mit der obigen Bildung keine Vertr

aglichkeit
mit dem Dierential erwarten. Es gilt z.B. f

ur die Abbildung x aus (13) und x; y 2 G:
d ( [x]x[y] ) = d ( [xjy]  [yjx] ) = [y]  [xy] + [x]   [x] + [yx]  [y] = [yx]  [xy] ;
(d[x])x[y]  [x]x(d[y]) = 0x[y]  [x]x0 = 0 :
Aus diesem Grund verlangen wir weitere Daten, welche eine \

auere" Version von (13) \innerlich" imple-
mentieren:
F Wir gehen davon aus, da G von der Form lim
 !
G
n
ist, wobei G
n
Untergruppen von G f

ur alle n 2 N
sind.
F Seien R
n
:= k[G
n
] f

ur alle n 2 N. Es gilt dann R = lim
 !
R
n
.
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F Gegeben sind des weiteren Einbettungen:
I
1
= I
1
n;m
: G
n
! G
N(n;m)
;
I
2
= I
2
n;m
: G
m
! G
N(n;m)
;
und nat

urliche Zahlen N(n;m) f

ur n;m 2 N. Die Funktion N erf

ullt
N(N(n;m); k) = N(n;N(m; k)) ; und wir schreiben daf

ur N(n;m; k) ; n;m; k 2 N ;
und die Inklusionen I
1
; I
2
sind vertr

aglich im Sinne, da kommutiert:
G
n
I
1
I
1
G
N(n;m)
I
1
G
m
I
2
I
1
G
N(n;m;k)
G
N(m;k)
I
2
G
k
I
2
I
2
(14)
Wir stellen die Bedingung, da das Bild von I
1
n;m
mit dem Bild von I
2
n;m
kommutiert. Wir geben
anschlieend Beispiele.
Wir erweitern nat

urlich die Abbildungen I
a
, a = 1; 2, auf Bar{Elemente, indem wir denieren:
I
a
[x
1
j : : : jx
n
] := [I
a
x
1
j : : : jI
a
x
n
] :
F Wir denieren X : B
n
(R

)
 B
m
(R

)! B
n+m
(R
N(;)
) durch:
X := (I
1
)x(I
2
) ;
und erhalten nat

urlich eine Abbildung X : B

(R)
 B

(R)! B

(R).
Der Antimorphismus S: Sei inv = inv
n
die Permutation aus S(n), gegeben durch inv(i) = (n + 1)  i. Es
gilt inv
2
= id. Wir denieren S : B

(R)! B

(R) auf B
n
(R) durch:
S[x
1
j : : : jx
n
] := ( 1)
jinvj
[x
 1
n
j : : : jx
 1
1
] = ( 1)
n(n 1)
2
[x
 1
n
j : : : jx
 1
1
] :
Beispiel 4.2. Ist G eine kommutative Gruppe, so k

onnen wir w

ahlen: G
n
:= G, N(n;m) := 1998 und I
1
, I
2
als die Identit

at von G. Dann ist X gleich x.
Beispiel 4.3. Sei F ein K

orper, und seien G
n
:= GL
n
(F ), G := lim
 !
G
n
= GL(F ). Wir denieren N(n;m) :=
n+m und in Matrizenblockformat:
I
1
n;m
(A
n
) :=

A
n
0
0 1
m

; I
2
n;m
(B
m
) :=

1
n
0
0 B
m

2 GL
n+m
(F ) f

ur A
n
2 GL
n
(F ) ; B
m
2 GL
m
(F ) :
Dabei ist 1
n
die Einheitsmatrix aus GL
n
(F ).
Beispiel 4.4. Seien G, G
n
wie im letzten Beispiel. Wir nehmen N(n;m) := nm und:
I
1
n;m
(A
n
) := A
n

 1
m
:= diag(
m mal
z }| {
A
n
; : : : ; A
n
) ;
I
1
n;m
(B
m
) := 1
n

B
m
:= diag(B
m
; : : : ; B
m
| {z }
n mal
) :
Bemerkung 4.5. Sei P die Kategorie der F{Moduln. Die Zuordnung, deniert auf Basiselementen durch:
B
n
(R) Z[G
n
P ]
[x
1
jx
2
j : : : jx
n
]

0! F
n
x
1
! F
n
x
2
! : : :
x
n
! F
n
; 0! 0! 0!    ! 0

;
induziert eine Abbildung B

(R) ! Z

[GP ], welche mit Dierentialen vertr

aglich ist. Sie faktorisiert

uber
Z

[G
=
P ].
Oben sind x
1
; x
2
; : : : ; x
n
: F
n
! F
n
Elemente aus G := GL
n
(F ). Dem Symbol [x
1
jx
2
j : : : jx
n
] wird ein Paar
von Waldhausen{Diagrammen zugeordnet, so da das zweite Diagramm nur triviale Eintr

age, und das erste
Diagramm nur in der oberen Zeile nicht triviale Eintr

age besitzt; wir haben f

ur beide Diagramme nur die obere
Zeile vermerkt.
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5. Die K{Theorie
5.1. Die K{Theorie einer exakten Kategorie. Sei C eine exakte Kategorie, versehen mit einem Funktor
 : CC ! C und einer nat

urlichen

Aquivalenz a zwischen den Funktoren (1) und (1) von CC ! C:
C  C  C
1
1
C  C

C
a
C  C

C
(15)
Wir bezeichnen durch (ExCat j ) die Kategorie mit:
Objekten: ( C;; a ) wie oben,
Morphismen: Ein Funktor F : C ! C
0
in ExCat ist ein Morphismus zwischen ( C;; a ) und ( C
0
;
0
; a
0
),
falls gelten:
F  = 
0
(F  F ) und a
0
F = Fa :
Die K{Theorie einer exakten Kategorie C kann

aquivalent deniert werden als:
K
i
(C) =
i+1
jS

Cj
= 
i
jG

Cj :
F

ur die Zwecke der algebraischen K{Theorie k

onnen wir uns auf exakte Kategorien C mit zus

atzlicher Struktur
(; a) beschr

anken. In dieser Arbeit konzentrieren wir uns dann auf K
i
(C)

Z
Q. Wir betrachten das Diagramm:
(ExCat j )
S

G

(SimpEns j +)
R
H
i+1
(SimpEns j +)
R
Z[]
H
i
(Top j +)

p
H
i+1
(;Z)
(Hom j +)

i
(Top j +)
p
H
i
(;Z)
(Ab j )
 

Z
Q
Ab
 

Z
Q
(Ab j )
 

Z
Q
(DGAb j )
H
i
(Q{mod j )
Prim
(Q{mod j ) (Q{mod j )
Prim
(16)
5.2. Erkl

arungen zu den Notation aus (16).
 (Top j +) ist die Kategorie mit Objekten (X;). Dabei istX ein topologischer Raum mit einer stetigen Abbildung
 : X  X ! X , welche assoziativ bis auf Homotopie ist. Die Homomorphismen sind mit der Zusatz{Struktur
vertr

agliche, stetige Abbildungen.
 (Hom j +) besteht aus Paaren (X;); X ist ein Objekt in der Homotopie{Kategorie Hom, und  ist eine
assoziative Abbildung  : X X ! X in dieser Kategorie.
 Der kanonische Funktor p von Top in die Quotienten{Kategorie Hom induziert einen Funktor (Top j +) !
(Hom j +), den wir gleichfalls mit p bezeichnen.
 Sei T eine Kategorie mit einem Tensor{Produkt{Funktor 
 : T  T ! T und einer nat

urlichen

Aquivalenz
a : 
(
 1)  
(1
) zwischen Funktoren T  T  T ! T :
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Wir bezeichnen durch (T j ) die Kategorie der Objekte (M;), wobei M und  : M ! M 
M in T liegen,
so da das folgende Diagramm kommutiert:
M

M 
M

1
(M 
M)
M
a
M;M;M

=
M

M 
M
1

M 
 (M 
M)
:
Ein solcher kanonischer Funktor existiert f

ur Q{mod, die Kategorie der Q{Vektorr

aume, Ab und DGAb.
 Sei (C;) ein Objekt in (ExCat j ). Der Funktor G

induziert dann eine Abbildung  als Verkn

upfung
(G

C) (G

C)

=
G

(C  C)
G

(  )
G

(C) ;
und entsprechend das Objekt (G

(C); ) in (Top j +). Diese Zuordnung ist funktoriell, und wir haben sie gleichfalls
durch G

bezeichnet. Analoges gilt f

ur S

.
KAPITEL 2
Kubischer Formalismus
1. Kubische Mengen
1.1. Kubische und ?{kubische Mengen. Die Kategorie  ist die Kategorie der endlichen, nicht leeren,
vollst

andig geordneten Mengen (modulo Isomorphie). Sei 
+
die Kategorie der endlichen, vollst

andig geordneten
Mengen (modulo Isomorphie). Die Objekte von 
+
sind die Objekte aus  mit der Hinzunahme des Objektes ;.
Wir schreiben  1 f

ur ;.
Sie sind Unterkategorien der Kategorie aller endlichen, (partiell) geordneten Mengen.
F

ur zwei geordnete Mengen (A;) und (B;) ist das kartesische Produkt deniert durch: (A;)  (B;) :=
(AB;), wobei (a; b)  (a
0
; b
0
) in AB genau dann, wenn a  a
0
in A und b  b
0
in B.
Wir beschreiben nun eine andere Unterkategorie, die Kategorie 2. Objekte dieser Kategorie sind
n = f0 < 1g
n
= f0 < 1g
n 1
:
Der Exponent n steht in der ersten Schreibweise f

ur das iterierte kartesische Produkt von geordneten Mengen.
Dieses kann mit der geordneten Menge der Funktionen von einer n{elementigen Menge nach f0 < 1g identiziert
werden, wie es die zweite Schreibweise verdeutlicht. Ist insbesondere n = 0 so hat 0 ein Element, das dem einzigen
Morphismus ; ! f0; 1g entspricht.
Wir beschreiben nun die Morphismen der Kategorie 2.
Die Menge [0; 1]
n
 R
n
ist konvex. Wir nennen sie den n{dimensionalen Standardw

urfel (oder n{Standardw

urfel
oder einfach n{dimensionalen W

urfel).
Die Elemente von n entsprechen den Extremalpunkten f0; 1g
n
des n{dimensionalen W

urfels [0; 1]
n
=: 2
n
durch
das kartesische Produkt der kanonischen Einbettung f0; 1g  [0; 1]. Diese Punkte werden auch Ecken genannt.
Wir identizieren auf diese Art und Weise die Elemente von n mit den Ecken von [0; 1]
n
.
Sei e
1
; e
2
; : : : ; e
n
die kanonische Basis von R
n
. Diese Elemente benden sich in [0; 1]
n
und durch die Identizierung
auch in n.
Sei g : f0; e
1
; e
2
; : : : ; e
m
g ! R
n
eine beliebige Abbildung in Ens. Diese hat eine eindeutige ane Erweiterung
~g : R
m
! R
n
gegeben durch:
~g(0 + 
1
e
1
+   + 
m
e
m
) := g(0) + 
1
g(e
1
) +   + 
m
g(e
m
) ;(17)
wobei 
i
2 R.
Frage 1.1. Unter welcher Bedingung bildet ~g m auf n ab?
Gilt g(m)  n, so gilt auch g([0; 1]
m
)  [0; 1]
n
.
Sei T = T
n
:= f1; 2; : : : ; ng die totale Indexmenge der Koordinaten aus R
n
. Lineare Kombinationen der Basisvek-
toren aus R
n
mit Koezienten 0 oder 1 bezeichnen wir wie folgt:
e
K
:=
X
k2K
e
k
f

ur K  T :
Insbesondere gilt e
;
= 0 mit der Konvention, da die Summe nach einer leeren Indexmenge zum neutralen Element
0 gleich ist.
Seien nun I ; J
1
; : : : ; J
n
die eindeutig bestimmten Untermengen von T mit:
g(0) = e
I
2 R
n
bzw. g(e
k
) = e
J
k
f

ur j = 1; : : : ;m :
Die gesuchte Bedingung ist, da die Untermengen I ; J
1
; : : : ; J
n
von T paarweise disjunkt sind. Wir lassen zu, da
unter diesen Untermengen auch die leere Menge vorkommt.
Notation 1.2. Wir bezeichnen die Restriktion von ~g als Abbildung m! n durch
(I jjJ
1
jJ
2
j : : : jJ
m
) :(18)
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Definition 1.3. Die Menge Hom
2
(m;n) der Morphismen zwischen m und n in 2 ist die Menge aller Mor-
phismen der Form (18).
F

ur h : m! n in 2 bezeichnen wir durch h
2
: 2
m
! 2
n
die induzierte Abbildung.
1.2. Injektive Abbildungen. Injektive Abbildungen h : m ! n induzieren injektive Abbildungen h
2
:
2
m
! 2
n
. Wir untersuchen explizit den Fall m = n  1. Dann ist h
2
(bis auf Permutation der Variablen)
 entweder eine Abbildung der Form [0; 1]
n 1
! [0; 1]
j 1
fag [0; 1]
j
0
! [0; 1]
n
mit j+ j
0
= n und a 2 f0; 1g.
Wir f

uhren folgende Bezeichnungen ein:
c
j
0
:= (;jj1j2j : : : jj   1jj + 1j : : : jn)
c
j
1
:= (jjj1j2j : : : jj   1jj + 1j : : : jn) :
Generell werden wir wie oben bei expliziter Angabe der Elemente die Mengenklammer f g im inneren eines Symbol
der Form (jj  j  j : : : j) nicht mehr vermerken.
 oder eine diagonale Einbettung:
d
j;k
:= (;jj1j2j : : : jj   1jj; kjj + 1j : : : j

kj : : : jn) f

ur j 6= k :
In der obigen Notation steht

k daf

ur, da diese Komponente entf

allt.
1.3. Surjektive Abbildungen. Surjektive Abbildungen h : m ! n induzieren surjektive Abbildungen
h
2
: 2
m
! 2
n
. Wir untersuchen explizit den Fall m = n + 1. Dann ist h
2
(bis auf Permutation der Varia-
blen) die Abbildung [0; 1]
n+1
! [0; 1]
n
gegeben durch die Streichung der j{ten Komponente: (x
1
; : : : ; x
n+1
) !
(x
1
; : : : ; x^
j
; : : : ; x
n+1
). Wir schreiben daf

ur

j
:= (;jj1j2j : : : jj   1j;jjj : : : jn) :
Definition 1.4. Die Kategorie 2
?
ist die Unterkategorie von 2 mit den gleichen Objekten und mit Mor-
phismen aus 2 der Form
(I jjJ
1
j : : : jJ
m
) ;
so da die J{Komponenten leer sind oder ein Element haben.
Insbesondere sind c
j
a
und 
j
Morphismen in 2
?
.
Analog zur Denition einer simplizialen Menge f

uhren wir die Denition einer (?{)kubischen Menge ein:
Definition 1.5. Eine kubische Menge (bzw. eine ?{kubischen Menge) ist ein Funktor:
F : 2
opp
 ! Ens respektive F
?
: (2
?
)
opp
 ! Ens :
Wir bezeichnen durch CubeEns (bzw. Cube
?
Ens) die Kategorie der ( ?{ )kubischen Mengen. Sei K 2
ObCubeEns. Elemente von K(n) =: K
n
heien (kubische) (n{)Simplizes.
Eine kubische Menge wird auch vollkubische Menge genannt. (Dieser Begri stimmt nicht mit dem Begri \kubische
Menge" in der Literatur

uberein.)
Man liest \?{kubische Menge" als \streng kubische Menge". (Eine streng kubische Menge ist das Objekt, das in
der Literatur als \kubische Menge" bezeichnet wird.)
Parallel zu (1) k

onnen wir folgendes Resultat

ubertragen:
Satz 1.6. Sowohl in der Kategorie 2
?
als auch in der Kategorie 2 gilt c
j
a
c
k
b
= c
k
b
c
j 1
a
. Dabei sind j; k 2
f1; 2; : : : ; ng mit k < j und a; b 2 f0; 1g. In pr

aziser Notation:
h
n+ 1
c
j
a
      n
c
k
b
      n  1
i
=
h
n+ 1
c
k
b
      n
c
j 1
a
      n  1
i
:
Beweis: Die Skizze f

ur die Gleichheit c
j
a;2
c
k
b;2
= c
k
b;2
c
j 1
a;2
ist folgende:
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
x
1

x
1

x
1

x
n 1

x
n 1

x
n 1

x
k

x
j 1

b

b

a
(x
1
; : : : ; x
k
; : : : ; x
j 1
; : : : ; x
n 1
)
(x
1
; : : : ; b; x
k
; : : : ; x
j 1
; : : : ; x
n 1
)
(x
1
; : : : ; b; x
k
; : : : ; a; x
j 1
; : : : ; x
n 1
)
Skizze f

ur ( c
j
a
c
k
b
)
2
.

x
1

x
1

x
1

x
n 1

x
n 1

x
n 1

x
k

x
j 1

a

b

a
(x
1
; : : : ; x
k
; : : : ; x
j 1
; : : : ; x
n 1
)
(x
1
; : : : ; x
k
; : : : ; a; x
j 1
; : : : ; x
n 1
)
(x
1
; : : : ; b; x
k
; : : : ; a; x
j 1
; : : : ; x
n 1
)
Skizze f

ur ( c
k
b
c
j 1
a
)
2
.
Dabei haben wir die Komponenten x
1
, x
2
, ... eines Vektors aus R
n 1
, R
n
und R
n+1
vermerkt.
1.4. [0; 1] als kubische Menge. Sei [n] die kubische Menge Hom
2
(; n) : 2
?
! Ens. Das Analogon von
[0; 1] ist die kubische Menge [1]:
[1]
k
= f (I jjJ
1
j : : : jJ
k
) mit I t J
1
t    t J
k
 f1g g
= f (;jj;j : : : j;); (1jj;j : : : j;); (;jj1j;j : : : j;); : : : (;jj;j : : : j;j1) g
Die Abbildungen (;jj;j : : : j;) und (1jj;j : : : j;) faktorisieren

uber 0 und entsprechen den Abbildungen zwischen
CW{Komplexen f0g ! [0; 1] und f1g ! [0; 1]. Allgemein entspricht [n] zu [0; 1]
n
.
1.5. Das kartesische Produkt. Das kartesische Produkt von kubischen Mengen ist die Abbildung  :
CubeEnsCubeEns! CubeEns, welche zu einem Paar von kubischen Mengen (K;L) die nat

urliche Verkn

upfung
2
opp
diag
2
opp
2
opp
KL
Ens Ens

Ens
zuordnet. Explizit:
(K  L)
n
:= K
n
 L
n
und (K  L)(f) := K(f) L(f) ; f

ur n 2 Ob2; f 2 Arr2
Definition 1.7. Zwei Morphismen f und g aus CubeEns[K ! L] bzw. CubeEns[K ! L] sind homoto-
pisch (oder homotop) { in Notation f

=
g { , falls es einen Morphismus (Homotopie) in der entsprechenden
Kategorie gibt:
F : K  [1]! L mit
F ( x  (;jj;j : : : j;) ) = f(x) und F ( x  (1jj;j : : : j;) ) = g(x)
Es gibt einen kanonischen Isomorphismus
[m+ n]

=
[m] [n] :(19)
Die Identit

at id
n
:= id
n
bendet sich in [n]
n
und erzeugt [n] (Yoneda). Wir k

onnen m+ n mit dem mengen-
theoretischen kartesischen Produkt m n identizieren. Seien
pr
1
= (;jj1j2j : : : jmj;j : : : j;) 2 Hom(m+ n;m) = [m]
m+n
;
pr
2
= (;jj;j : : : j;j1j2j : : : jn) 2 Hom(m+ n; n) = [n]
m+n
;
die entsprechenden Projektionen. Der (m+ n){Simplex ( pr
1
; pr
2
) erzeugt [m] [n], denn zu einem beliebigen
Simplex (; ) in dieser kubischen Menge,  : k ! m und  : k ! n, f

ur die kanonische Abbildung
   : k
m n

=
m+ n
x
((x); (x))
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gilt (  )

(pr
1
; pr
2
) = ( (  )

pr
1
; (  )

pr
2
) = (; ).
Der Isomorphismus (19) entsteht, indem die erzeugenden (m + n){Simplizes id
n+m
und ( pr
1
; pr
2
) ineinander

uberf

uhrt werden.
1.6. Zus

atzliche Struktur auf einer ?{kubischen Menge. Wir arbeiten in diesem Abschnitt in der
Kategorie 2
?
und betrachten nur ?{kubische Mengen.
In der Kategorie 2
?
gilt:
c
j
a
c
k
b
= c
k
c
c
j 1
a
f

ur k < j

k
c
j
a
=
8
>
<
>
:
c
j 1
a

k
falls k < j
Identit

at falls k = j
c
j
a

k 1
falls k > j

j

k
= 
k

j+1
f

ur k  j :
Sei K eine ?{kubische Menge. Wir f

uhren die Standard{Bezeichnungen ein:
@
a
j
:= K(c
j
a
: n  1! n) : K
n 1
   K
n
i = 1; 2; : : : ; n; a = 0; 1

j
:= K(
j
: n+ 1! n) : K
n+1
   K
n
i = 1; 2; : : : ; (n+ 1)
Wir werden nun eine

aquivalente Denition einer ?{kubischen Menge geben und in diesem Rahmen zus

atzlich
Struktur einf

uhren:
Definition 1.8 ([BH1], S.235). Eine ?{kubische Menge ist eine Familie von Mengen K
n
, n = 0; 1; : : :
mit Abbildungen
@
a
j
: K
n
! K
n 1
, j = 1; 2; : : : ; n, a = 0; 1, genannt R

ander, und

j
: K
n
! K
n+1
, j = 1; 2; : : : ; n+ 1, genannt Ausartungen, so da folgende Gleichheiten stattnden:
@
a
i
@
b
j
= @
b
j 1
@
a
i
f

ur i < j
@
a
i

j
=
8
>
<
>
:

j 1
@
a
i
falls i < j
Identit

at falls i = j

j
@
a
i 1
falls k > j

i

j
= 
j+1

i
f

ur i  j
Eine ?{kubische Menge mit Verbindungen (connections) ist eine ?{kubische Menge (K
n
; @
a
j
; 
j
)
n
mit
zus

atzlichen Ausartungen ,
j
: K
n 1
! K
n
, j = 1; : : : ; n  1, genannt Verbindungen, so da gilt:
@
1
j
,
j
= @
1
j+1
,
j
= 
j
@
1
j
; ,
i
,
j
= ,
j+1
,
i
f

ur i  j ;
@
0
j
,
j
= @
0
j+1
,
j
= Identit

at ; ,
j

j
= 
j

j
= 
j+1

j
;
@
a
i
,
j
=
(
,
j 1
@
a
i
falls i < j ;
,
j
@
a
i 1
falls i > j + 1 :
,
j

j
=
(

j+1
,
i
falls i < j ;

j
,
i 1
falls i > j :
Eine ?{kubische Menge mit Verbindungen und Verkn

upfungen ist eine ?{kubische Menge mit
Verbindungen (K
n
; @
a
j
; 
j
;,
j
)
n
, versehen mit je einer Gruppoid{Struktur (K
n
;+
j
; 
j
) f

ur jede Richtung
j = 1; : : : ; n:
+
j
: K
n
K
n
; K
n
ist partiell deniert. (D.h. x +
j
y ist f

ur x; y 2 K
n
entweder nicht deniert, oder
deniert, und das Ergebnis ist ein Element aus K
n
. Relationen, welche die Operationen +
j
beinhalten, nennen
wir wohldeniert, falls keine nicht denierten Ausdr

ucke entstehen.) F

ur x; y 2 K
n
ist x +
j
y genau dann
deniert, wenn @
1
j
x = @
0
j
y.
 
j
: K
n
! K
n
ist immer deniert.
Die Vertr

aglichkeit der Verkn

upfungen (+
j
; 
j
) unter sich und mit der zugrundeliegenden Struktur gilt als
Teil der Denition wie folgt:
 +
j
und  
j
induzieren auf K
n
eine Gruppoidstruktur: Wenn beide Seiten in den folgenden Relationen
wohldeniert sind, gilt:
 
j
(x+
j
y) = ( 
j
x) +
j
( 
j
y)  
j
( 
j
x) = x
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 Vertr

aglichkeit zwischen +
j
und Ausartungen: Wenn beide Seiten in den folgenden Relationen wohldeniert
sind, gilt:
@
0
j
(x+
j
y) = @
0
j
x @
a
i
(x+
j
y) = @
a
i
x+
j 1
@
a
i
y f

ur i < j
@
1
j
(x+
j
y) = @
1
j
y @
a
i
(x+
j
y) = @
a
i
x+
j
@
a
i
y f

ur i > j
 Vertr

aglichkeit zwischen  
j
und Ausartungen:
@
0
j
( 
j
x) = @
1
j
x @
a
i
( 
j
x) =  
j 1
@
a
i
x f

ur i < j
@
1
j
( 
j
x) = @
0
j
x @
a
i
( 
j
x) =  
j
@
a
i
x f

ur i > j
 Vertr

aglichkeit zwischen +
i
und +
j
f

ur i 6= j: Wenn beide Seiten in den folgenden Relationen wohldeniert
sind, gilt:
(x+
i
y) +
j
(z +
i
t) = (x+
j
z) +
i
(y +
j
t) Notation daf

ur:

x y
z t

i
j
 Vertr

aglichkeit zwischen  
i
und +
j
f

ur i 6= j: Wenn beide Seiten in den folgenden Relationen wohldeniert
sind, gilt:
 
i
(x+
j
y) = ( 
i
x) +
j
( 
i
y)  
i
( 
j
x) =  
j
( 
i
x)
 Vertr

aglichkeit zwischen +
j
; 
j
und Ausartungen: Wenn beide Seiten in den folgenden Relationen wohlde-
niert sind, gilt:

i
(x+
j
y) =
(

i
x+
j+1

i
y falls i  j,

i
x+
j

i
y falls i > j.

i
( 
j
x) =
(
 
j+1

i
x falls i  j,
 
j

i
x falls i > j.
 Vertr

aglichkeit zwischen +
j
; 
j
und Verbindungen: Wenn beide Seiten in den folgenden Relationen wohl-
deniert sind, gilt:
,
i
(x+
j
y) =
(
,
i
x+
j+1
,
i
y falls i < j,
,
i
x+
j
,
i
y falls i > j,
,
j
(x+
j
y) =

,
j
x 
j
y

j+1
y ,
j
y

,
i
( 
j
x) =
(
 
j+1
,
i
x falls i < j,
 
j
,
i
x falls i > j,
Das Standardbeispiel einer ?{kubischen Menge, versehen mit einer solchen reichen Struktur, wird nach der
Einf

uhrung der kubischen Menge der kubischen Simplizes eines topologischen Raumes im Unterabschnitt 1.8.3
erl

autert.
1.7. Die Homologie. Durch Verkn

upfung mit dem Funktor Z[] : Ens ! Ab entstehen Funktoren, die
auch mit Z[] bezeichnet werden:
CubeEns! CubeAb und Cube
?
Ens! Cube
?
Ab
K ! Z[K] K
?
! Z[K
?
]
Definition 1.9 (Der Funktor Cube
?
Ab! DGAb). Sei K 2 Cube
?
Ab. Der Komplex (K

; @) ist erkl

art
durch folgende Daten:
 Der Anteil im Grad n ist K
n
:= K(n).
 Wir bezeichnen durch @
a
j
die Abbildung K(c
j
a
) : K
n 1
   K
n
und seien @
j
:= @
1
j
  @
0
j
und
@ :=
n
X
i=1
( 1)
i 1
@
i
: K
n 1
   K
n
:
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Sukzessive erhalten wir folgende Gleichheiten:
c
j
a
c
k
b
= c
k
b
c
j 1
a
: n  1  ! n+ 1
K(c
k
b
)K(c
j
a
) = K(c
j 1
a
)K(c
k
b
) :K(n  1)   K(n+ 1)
@
b
k
@
a
j
= @
a
j 1
@
b
k
: Z
n 1
[K]   Z
n+1
[K]
@
k
@
j
=
X
a;b
( 1)
a+b
@
b
k
@
a
j
=
X
a;b
( 1)
a+b
@
a
j 1
@
b
k
= @
j 1
@
k
Das Standard{Argument ergibt @@ = 0. Wir nehmen @ als das Dierential des Komplexes (K

; @). Diese objektweise
denierte Zuordnung l

at sich nat

urlich zu einem Funktor erweitern.
Durch Verkn

upfung mit dem Vergi{Funktor entsteht der Funktor CubeAb! Cube
?
Ab! DGAb. Wir bezeich-
nen den Funktor
CubeEns! CubeAb! DGAb durch K  ! (Z

[K]; @) :
Definition 1.10. Die volle Homologie von (?{)kubischen Mengen ist der Funktor
CubeEns
!
Cube
?
Ens
Z[]
DGAb
H
GAb
respektive
Cube
?
Ens
Z[]
DGAb
H
GAb
:
Wir bezeichnen ihn durch V H.
Definition 1.11. Sei K eine (?{)kubische Menge. K(n)
a
ist deniert als die Menge aller Elemente  2
K(n), f

ur welche es einen Morphismus h in 2 (resp. 2
?
) und ein Element 
0
wie folgt gibt:
n
0
h
      n ; wobei n
0
< n ist,

0
2 K(n
0
)
K(h)
    ! K(n) ;

0
    !  = K(h)
0
:
Elemente aus K(n)
a
heien ausgeartet. Sei K(n)
na
:= K(n) n K(n)
a
die Menge der nicht ausgearteten
Elemente. Wir denieren:
Z
n
[K]
na
:= Z[K(n)
na
] =
Z[K(n)]
Z[K(n)
a
]
:
Das Dierential @ : Z
n
[K] ! Z
n 1
[K] bildet formale Summen von ausgearteten Elementen auf formale
Summen von ausgearteten Elementen ab und induziert eine faktorisierende Abbildung Z
n
[K]
na
! Z
n 1
[K]
na
,
die wir auch durch @ bezeichnen. Wir denieren Z

[K]
na
als den (Quotienten{)Komplex mit dem Anteil
Z
n
[K]
na
im Grad n und mit dem Dierential @.
Definition 1.12. Die Homologie von (?{)kubischen Mengen ist der Funktor
CubeEns
!
Cube
?
Ens
Z[]
na
DGAb
H
GAb
respektive
Cube
?
Ens
Z[]
na
DGAb
H
GAb
:
Wir bezeichnen ihn auch durch H.
Die abelsche Gruppe Z
n
[K]
na
ist direkter Summand in Z
n
[K].
Durch Verkn

upfung mit dem Vergi{Funktor entsteht der Funktor CubeAb! Cube
?
Ab! DGAb. Wir bezeich-
nen den Funktor
CubeEns! CubeAb! DGAb durch K  ! (Z

[K]; @) :
1.8. Die Funktoren R und S.
2. DIE KS

{KONSTRUKTION, DIE KS
?

{KONSTRUKTION UND DIE RICHTIGE LINEARISIERUNG ZK

(  ) 25
1.8.1. Die kubischen geometrischen Realisierungen R und R
?
. Analog zur Situation aus dem Abschnitt
1.5.1 f

uhren wir die Funktoren R und R
?
( { bezeichnet auch mit jj  jj resp. jj  jj
?
{ ) ein:
CubeEns
jjjj
    ! Top und CubeEns
jjjj
?
    ! Top
K     ! jjKjj oder RK : K     ! jjKjj
?
oder R
?
K :
Der topologische Raum jjKjj resp.jjKjj
?
zur kubischen Menge K ist:
jjKjj :=
0
@
a
n0
K(n)2
n
1
A
=  resp. jjKjj
?
:=
0
@
a
n0
K(n)2
n
1
A
= 
?
:
 Die Menge K(n) wird als diskreter topologischer Raum aufgefat.
 Die

Aquivalenzrelation  resp.
?
identiziert zwei Punkte


i
2 K(n
i
); x
i
2 2
n
i

2 jjKjj resp. jjKjj
?
; f

ur i = 1; 2
genau dann, wenn eine Abbildung g : n
1
 ! n
2
in 2 resp. 2
?
existiert, so da sich dadurch die Elemente 
i
und
x
i
entsprechen:
K(n
1
) 3 
1
K(g)
      
2
2 K(n
2
)
2
n
1
3 x
1
g
2
    ! x
2
2 2
n
2
i.e. ( K(g)(
2
); x
1
)  ( 
2
; g
2
(x
1
) ).
1.8.2. Der Funktor S = S
2
, der singul

are kubische Komplex. Die Zuordnung i : 2
?
! Top gegeben auf
Objekten durch n! 2
n
und auf Morphismen durch f ! f
2
, ist ein Funktor. (Unterabschnitt 1.1) Sei X in Top.
Die kontravariante Zusammensetzung
2
?
i
    ! Top
Hom(  ;X)
      ! Ens
erkl

art eine ?{kubische Menge SX , den singul

aren kubischen Komplex zu X . Er ist ein Kan{Komplex. F

ur eine
Abbildung f : X ! Y in Top sei Sf := Hom(  ; f)i : SX ! SY . Es entsteht ein Funktor S = S
2
von Top in die
Kategorie der ?{kubischen Mengen mit der Extensionseigenschaft von Kan. Die Homologie mit Z{Koezienten
eines Raumes X 2 ObTop kann als die Homologie der ?{kubischen Menge Z[S
2
X ] berechnet werden. ([Se],
[EMacL].)
1.8.3. Zus

atzliche Struktur auf SX = S
2
X. Sei X ein topologischer Raum. Wir arbeiten in diesem Unter-
abschnitt nur mit dem Funktor S
2
und verwenden daf

ur die Notation S. Der Anteil S
n
X der kubischen Menge
SX besteht aus stetigen Abbildungen I
n
! X . Die kanonische ,{Struktur auf SX ist gegeben durch Abbildun-
gen ,
i
: S
n 1
X ! S
n
X , welche einer stetigen Abbildung x = x(t
1
; : : : ; t
n 1
) : I
n 1
! X die Abbildung ,
i
x
zuordnet:
,
i
x(t
1
; : : : ; t
n
) := x(t
1
; : : : ; t
i 1
;max(t
i
; t
i+1
); t
i+2
; : : : ; t
n
) :
Die Operationen +
j
und  
j
sind f

ur geeignet gew

ahlte stetige Abbildungen gegeben durch:
(x+
j
y)(t
1
; : : : ; t
n
) :=
(
x(t
1
; : : : ; t
j 1
; 2t
j
; t
j+1
; : : : ; t
n
) f

ur t
j

1
2
;
y(t
1
; : : : ; t
j 1
; 2t
j
  1; t
j+1
; : : : ; t
n
) f

ur t
j

1
2
;
( 
j
x)(t
1
; : : : ; t
n
) := x(t
1
; : : : ; t
j 1
; 1  t
j
; t
j+1
; : : : ; t
n
)
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2.1. Kubische Diagramme. Die Diagramm{Kategorie f0 < 1 < 2g
n
hat je ein initiales und ein nales
Objekt. Diese sind verschieden. Wir identizieren die Elemente der Menge f0; 1; 2g
n
, Objekte dieser Kategorie, mit
den W

ortern der L

ange n aus dem Alphabet f0; 1; 2g, um die Notation zu vereinfachen:
(a
1
; a
2
; : : : ; a
n
)! a
n
: : : a
2
a
1
:(20)
Insbesondere machen wir in Notationen Gebrauch von der Monoidstruktur, die durch das Hintereinanderschreiben
von W

ortern entsteht.

Ahnlich zur Bildung von Wald
n
wird ein Nullelement 0 adjungiert:
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Definition 2.1. Wir denieren Cube
n
f

ur n  0 als die Menge
Cube
n
:= f0g t f0 < 1 < 2g
n
;
versehen mit der Relation , gegeben durch 0    0 f

ur  2 Cube
n
und    f

ur ;  2 f0 < 1 < 2g
n
genau dann, wenn    gilt.
Wir f

uhren in Cube
n
folgende zus

atzliche Struktur ein:
 0 ist das Nullobjekt.
 Verkn

upfungen von Pfeilen der Form a0b! a1b oder 0! a sind die Monomorphismen.
 Verkn

upfungen von Pfeilen der Form a1b! a2b oder a! 0 sind die Epimorphismen.
 Identit

aten sind die schwachen

Aquivalenzen.
 Die exakten Sequenzen sind der Form:
0     ! a0b     ! a1b     ! a2b     ! 0 ;
0     ! a a     ! 0     ! 0 ;
0     ! 0     ! a a     ! 0 :
Mit a und b bezeichnen wir dabei beliebige W

orter geeigneter L

ange. Die Kategorie Cube
n
ist so konstruiert, da
die exakten Morphismen von Cube
n
in eine exakte Kategorie A mit den exakten Multikomplexen mit n Richtungen
der L

ange 3 zu identizieren sind.
Die Kategorie Cube
n
ist keineWaldhausen{Kategorie. (Genau die Monomorphismen der Form a0b! a1b haben
einen formalen Kokern. Die anderen nicht. Um diese Struktur{L

ucke zu f

ullen, kommt folgende)
Definition 2.2. Wir denieren die Diagramm{Kategorie FullCube
n
.
 Die Objekte dieser Kategorie sind: das Symbol 0 und die Bilder (m) der (mengentheoretisch
injektiven) Morphismen  : m! n aus 2 f

ur m  n. Wir f

uhren f

ur solche Objekte eine alternative Notation
ein:
 Jedes injektive  : m! n aus 2 l

at sich schreiben als:
(I jjJ
1
jJ
2
j : : : jJ
m
)
wie in 1.2. Die Injektivit

at ist

aquivalent dazu, da die Mengen J
1
; : : : ; J
m
nicht leer sind. Da injektive
Abbildungen  mit gleichem Bild gleiche Objekte ergeben, ist die Reihenfolge der Untermengen J
k
nicht mehr
relevant.
 Wir f

uhren die Notation ein:
fI jjJ
1
jJ
2
j : : : jJ
m
g ;
um alle Symbole der Form (I jjJ
0
1
jJ
0
2
j : : : jJ
0
m
) zu identizieren, f

ur welche gilt fJ
1
; J
2
; : : : ; J
n
g = fJ
0
1
; J
0
2
; : : : ; J
0
n
g.
Die Objekte der Kategorie FullCube
n
sind also:
das Symbol 0 und
Symbole fI jjJ
1
jJ
2
j : : : jJ
m
g ; I ; J
1
; : : : ; J
m
 f1; : : : ; ng; J
1
; : : : ; J
m
6= ; :
 Konvention: Enth

alt das Symbol fI jjJ
1
jJ
2
j : : : jJ
m
g eine leere J{Komponente, i.e. J
k
= ; f

ur ein k =
1; : : : ;m, so ist es gleich zu 0.
 Wir denieren nun die Morphismen von FullCube
n
. Diese Kategorie ist die Kategorie mit der kleinsten
Anzahl von Morphismen, so da 0 Nullobjekt ist, und folgende Morphismen existieren:
fI jjJ
1
jJ
2
j : : : jJ
m
g  ! fI
0
jjJ
1
jJ
2
j : : : jJ
m
g(21)
fI
0
jjJ
1
jJ
2
j : : : jJ
m
g  ! fI jjJ
1
jJ
2
j : : : jJ
m
jI
0
n Ig ;(22)
wobei I eine echte Untermenge von I
0
ist, und alle Symbole in (21) und (22) Objekte von FullCube
n
sind.
Wir versehen die Kategorie FullCube
n
mit zus

atzlicher Struktur:
 0 ist das Nullobjekt von FullCube
n
.
 Verkn

upfungen von Pfeilen der Form (21) oder 0! X sind die Monomorphismen.
 Verkn

upfungen von Pfeilen der Form (22) oder X ! 0 sind die Epimorphismen.
 Identit

aten sind die schwachen

Aquivalenzen.
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 Die exakten Sequenzen sind der Form:
0     ! fI jjJ
1
j : : : jJ
m
g     ! fI
0
jjJ
1
j : : : jJ
m
g     ! fI jjJ
1
j : : : jJ
m
jI
0
n Ig     ! 0 ;
0     ! X X     ! 0     ! 0 ;
0     ! 0     ! X X     ! 0 :
Definition 2.3. Die Kategorie FullCube (bzw. Cube ) ist die Kategorie mit den Objekten FullCube
n
(bzw.
mit den Objekten Cube
n
) und mit solchen Funktoren als Morphismen, die vertr

aglich mit der zus

atzlichen
Struktur auf diesen Objekten sind. Solche Funktoren heien exakt.
Folgende Zuordnung deniert einen Funktor:
2     ! FullCube ;
Auf Objekten: n     ! FullCube
n
;
Auf Morphismen:
2
6
6
4
n
h
?
?
y
n
0
3
7
7
5
    !
2
6
6
4
FullCube
n
h

?
?
y
FullCube
n
0
3
7
7
5
gegeben durch
(m)
?
?
y

0
(m
0
)
oder
(m)
?
?
y
0
:
In der letzten Zeile sind 
0
und m
0
bestimmt durch die eindeutige Faktorisierung der Abbildung h : m! n
0

uber
m
0
mit injektivem 
0
und surjektivem h
0
:
m

h
0
n
h
m
0

0
n
0
Ist m
0
< m so denieren wir h

[(m)] := 0. Ist m = m
0
so denieren wir h

[(m)] := 
0
(m
0
). Sei auch per
Denition h

(0) := 0.
Die Funktorialit

at (hg)

= h

g

folgt aus der Eindeutigkeit der Faktorisierung. In dem Diagramm
m

g
0
n
g
m
0

0
h
0
n
0
h
m
00

00
n
00
faktorisieren wir zuerst g und bekommen eindeutig die Morphismen 
0
injektiv und g
0
surjektiv, und dann h
0
und bekommen eindeutig die Morphismen 
00
injektiv und h
0
surjektiv. (hg) l

at sich schreiben als 
00
(h
0
g
0
) mit

00
injektiv und (h
0
g
0
) surjektiv. Nach Konstruktion gilt:
(hg)

[(m)] = 
00
(m
00
) = h

[
0
(m
0
)] = h

g

[(m)] ;
falls m = m
0
= m
00
. In dem Fall m
00
< m stimmen (hg)

[(m)] und h

g

[(m)] mit 0

uberein. Es folgt
(hg)

= h

g

.
Es bleibt zu pr

ufen, da h

vertr

aglich mit der zus

atzlichen Struktur ist. F

ur eine Abbildung h : n! n
0
2 2 seien
T und T
0
die Indexmengen f1; : : : ; ng bzw. f1; : : : ; n
0
g, und seien I

0
; J

1
; : : : ; J

n
 T
0
m

oglicherweise leer mit:
n [0; 1]
n
3 0 e
j
h
?
?
y
h
2
?
?
y
?
?
y
?
?
y
n
0
[0; 1]
n
0
3 e
I

0
e
J

j
f

ur j 2 T :
Sei  := fI jjJ
1
j : : : jJ
m
g 2 FullCube
n
. Seien
I
0
1
:=
G
i2I
J

i
; I
0
:= I

0
t I
0
1
; und J
0
k
:=
G
j2J
k
J

j
; f

ur k 2 f1; : : : ;mg :
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Ist eine der Mengen J
0
k
leer, so gilt nach Konstruktion h

() = 0. Sonst gilt h

() = fI
0
jjJ
0
1
j : : : jJ
0
m
g 2 FullCube
n
0
.
Man pr

uft nun leicht nach, da Mono{ und Epimorphismen und exakte Sequenzen auf Entsprechendes abgebildet
werden.
Satz 2.4. Sei a = (a
1
; : : : ; a
n
) 2 Ob Cube
n
. Sei I := fi j a
i
= 1g. Sei m die Anzahl der Eintr

age in a, die
gleich 2 sind. Seien J
1
; J
2
; : : : ; J
m
einelementig, so da J
1
t J
2
t    t J
m
= fj j a
j
= 2g. Die Zuordnung der
Objekte
a  ! fI jjJ
1
jJ
2
j : : : jJ
n
g
l

at sich eindeutig zu einem Einbettungsfunktor Cube
n
! FullCube
n
vervollst

andigen, der vertr

aglich mit der
zus

atzlichen Struktur ist.
2.2. Die KS

{Konstruktion und die KS
?

{Konstruktion.
Definition 2.5. Sei C eine exakte Kategorie. Die kubische Menge KS

C ist deniert als Verkn

upfung der
Funktoren
2     ! FullCube
Hom
ex
(;C)
       ! Ens
Wir erkl

aren 2.5:
Auf Objekten ist KS

C gegeben durch KS

C(n) := Hom
ex
(FullCube
n
; C), und auf Morphismen durch:
n
h
    ! n
0
in 2 induziert
FullCube
n
h

    ! FullCube
n
0
Hom
ex
(FullCube
n
; C)
Hom
ex
(h

;C)
          Hom
ex
(FullCube
n
0
; C) bezeichnet durch:
KS

C(n)
KS

C(h)
      KS

C(n
0
):
Definition 2.6. Sei C eine exakte Kategorie. Die ?{kubische Menge KS
?

C ist deniert als Verkn

upfung der
Funktoren
2
?
    ! Cube
Hom
ex
(;C)
       ! Ens
Alle Einbettungen Cube
n
! FullCube
n
liefern eine nat

urliche Zuordnung KS

C ! KS
?

C.
Bemerkung 2.7. Die Elemente von KS
?
C(n) k

onnen mit Diagrammen der Form
E
0:::00
E
0:::01
E
0:::02
E
0:::10
E
0:::11
E
0:::12
E
0:::20
E
0:::21
E
0:::22
E
1:::00
E
1:::01
E
1:::02
E
1:::10
E
1:::11
E
1:::12
E
1:::20
E
1:::21
E
1:::22
E
2:::00
E
2:::01
E
2:::02
E
2:::10
E
2:::11
E
2:::12
E
2:::20
E
2:::21
E
2:::22
(23)
identiziert werden. Dabei haben wir nur drei Richtungen gezeichnet. Die Sequenzen der Form
  
und
  
sind kurz exakt.
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Die Diagramme zu den Elementen von KS

C(n) sind umfangreicher. Sie entstehen durch die Aufnahme von
Quotienten von Verkn

upfungen zu allen Monomorphismen in einem Diagramm der Form (23).
Beispiele:
 F

ur n = 2 beinhaltet ein Element E aus KS
?
C(2) als Teilinformation die Bildung/Festlegung der
Quotienten:
E
01
=E
00
= E
02
, E
10
=E
00
= E
20
, E
11
=E
10
= E
12
, E
11
=E
01
= E
21
;
E
22
= E
12
=E
02
= E
21
=E
20
.
 F

ur n = 2 beinhaltet ein Element E aus KS

C(2) als Teilinformation zuerst die Bildung/Festlegung
der obigen Quotienten:
E
01
=E
00
= E
f1jjg
=E
fjjg
= E
fjj1g
, E
10
=E
00
= E
f2jjg
=E
fjjg
= E
fjj2g
, E
11
=E
10
= E
f1;2jjg
=E
f2jjg
= E
f2jj1g
,
E
11
=E
01
= E
f1;2jjg
=E
f1jjg
= E
f1jj2g
;
E
fjj1j2g
= E
f1jj2g
=E
fjj2g
= E
f2jj1g
=E
fjj1g
,
und zus

atzlich die Bildung/Festlegung des \diagonalen" Quotienten
E
11
=E
00
= E
f1;2jjg
=E
fjjg
= E
fjj1;2g
.
 F

ur n = 3 beinhaltet ein Element E aus KS
?
C(3) als Teilinformation die Bildung/Festlegung der
Quotienten:
E
002
, E
012
, E
022
, : : : , E
222
. (Es sind dabei alle und nur Kombinationen der Form E
i;j;k
vorhanden, wobei
i = 2 oder j = 2 oder k = 2, insgesamt (4 + 4 + 4) + (2 + 2 + 2) + 1 = 19 Kombinationen.)
 F

ur n = 3 beinhaltet ein Element E aus KS

C(3) als Teilinformation zuerst die Bildung/Festlegung der
folgenden Quotienten: Wir bezeichnen mit !E das Element aus KS
?

C(3), das nach Anwendung des Funktors
KS

C ! KS
?

C auf E entsteht. Dann gelten die Relationen:
!E
002
= E
fjj1g
, !E
012
= E
f2jj1g
, !E
022
= E
fjj1j2g
, !E
122
= E
f3jj1j2g
, : : : , !E
222
= E
fjj1j2j3g
.
Zus

atzlich beinhaltet E die Bildung/Festlegung von \diagonalen" Quotienten als Teilinformation, welche beim

Ubergang von E nach !E verloren geht:
E
fjj1;2g
= E
f1;2jjg
=E
fjjg
, E
f3jj1;2g
= E
f1;2;3jjg
=E
f3jjg
,
E
fjj1;3g
= E
f1;3jjg
=E
fjjg
, E
f2jj1;3g
= E
f1;2;3jjg
=E
f2jjg
,
E
fjj2;3g
= E
f2;3jjg
=E
fjjg
, E
f1jj2;3g
= E
f1;2;3jjg
=E
f1jjg
;
E
fjj1;2j3g
= E
f3jj1;2g
=E
fjj1;2g
= E
f1;2jj3g
=E
fjj3g
, E
fjj1;3j2g
= E
f2jj1;3g
=E
fjj1;3g
= E
f1;3jj2g
=E
fjj2g
, E
fjj2;3j1g
=
E
f1jj2;3g
=E
fjj2;3g
= E
f2;3jj1g
=E
fjj1g
;
E
fjj1;2;3g
= E
f1;2;3jjg
=E
fjjg
.
Bemerkung 2.8. Das Dierential im Komplex Z[KS
?
C] entspricht nicht den Grothendieck{Relationen: Im
Grad 1 ist das Dierential von [E
0
! E
1
! E
2
] gleich zu [E
1
]  [E
0
], und nicht zu [E
1
]  ([E
0
]+ [E
2
]). Auch
in gr

oeren Graden sind die \W

ande" der Form E
2
durch das Dierential nicht ber

ucksichtigt.
Aus diesem Grund f

uhren wir im n

achsten Abschnitt eine Linearisierung ZK(C) ein, in Kontrast zu Z[KS
?
C].
2.3. Der Komplex von abelschen Gruppen ZK

(C). Sei I = fi
0
; i
0
+ 1; : : : ; i
f
g ein Intervall aus Z.
(Z.B. I = [0; 2] = f0; 1; 2g). Wir betrachten die (partiell) geordneten Mengen I , I
2
, : : : , I
n
als Kategorien.
Sei C eine abelsche Kategorie. Wir bezeichnen durch
ZK
I

(C)
den Komplex von Z{Moduln, der wie folgt deniert ist:
Der Anteil im Grad n: ZK
I
n
(C), ist die freie abelsche Gruppe erzeugt von exakten Multikomplexen getragen
in I
n
. Ein exakter Multikomplex getragen in I
n
ist ein Funktor
E : I
n
! C ; a! E
a
f

ur a 2 I
n
;
so da ein in C exakter Komplex (24) entsteht, restringiert man E auf die Unterkategorie fa
1
; : : : ; a
k 1
g
I  fa
k+1
; : : : ; a
n
g von I
n
, f

ur a
1
; : : : ; a
k 1
; a
k+1
; : : : ; a
n
beliebig in I :
0! E
a
1
:::a
k 1
i
0
a
k+1
:::a
n
! E
a
1
:::a
k 1
(i
0
+1)a
k+1
:::a
n
!    ! E
a
1
:::a
k 1
i
f
a
k+1
:::a
n
! 0 :(24)
Das Dierential: d : ZK
I
n
(C)! ZK
I
n 1
(C), ist deniert als
d =
n
X
i=1
( 1)
i
@
i
;
wobei @
i
=
P
a2I
( 1)
a
@
a
i
, und @
a
i
operiert auf Basiselementen E = [E] wie folgt:
@
a
i
E ist die Restriktion von E als Funktor : I
(n 1)

=
I
i 1
 fag  I
n i
 I
n
! C :
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Es gilt dd = 0.
Ist C eine exakte Kategorie, so w

ahlen wir eine umgebende abelsche Kategorie A, und denieren ZK
I

(C) als den
Unterkomplex von ZK
I

(A), erzeugt von Basiselementen [E], so da der Funktor E

uber C faktorisiert: E : I
n
!
C ! A.
Bemerkung 2.9. Die Komplexe ZK
[0;2]
n
(C) und Z[KS
?
C] stimmen als Mengen

uberein, die Dierentiale sind
verschieden.
F

ur zwei Intervalle I  J aus Z entsteht (

uber die kanonischen Einbettungen von Indexmengen I
n
 J
n
) eine
kanonische Einbettung ZK
I

(C)! ZK
J

(C), und wir bezeichnen durch ZK

(C) den induktiven Limes bez

uglich aller
dieser Einbettungen.
Definition 2.10. Ein ausgearteter exakter Multikomplex vom Grad n aus ZK
I

(C) ist ein Multikomplex, wel-
cher in einer geeigneten Richtung i 2 I der Form ist:
0! 0!    ! 0! E
0
= E
0
! 0!    ! 0 ;
wobei E
0
ein exakter Multikomplex vom Grad n   1 ist. Dabei identizieren wir Funktoren [I
n
! C] mit
Funktoren von I in die Kategorie der Funktoren [I
(n 1)
! C] wie folgt:
Cat[I
n
! C]
1:1
    ! Cat[ I ! Cat[I
(n 1)
! C] ]
E     ! a! ( Restriktion von E als Funktor : I
(n 1)

=
I
i 1
 fag  I
n i
 I
n
! C ) :
Wir bezeichnen durch ZK
I

(C)
a
den Unterkomplex von ZK
I

(C) erzeugt von ausgearteten Elementen, und durch
ZK
I

(C)
na
den entsprechenden Quotienten. Zu den nat

urlichen Einbettungen ZK
I

(C)
na
! ZK
J

(C)
na
bilden wir den di-
rekten Limes, der als ZK

(C)
na
bezeichnet wird.
2.4. Die Fragmentierung. Sei C eine exakte Kategorie, in welcher wir nach Konvention (2.1) erw

ahlte
Objekte, Monomorphismen und Epimorphismen festgelegt haben. Sei E ein Basiselement in ZK

(C). Wir schreiben
durch explizite Angabe der i{ten Richtung in E:
E = [ 0! E
0
! E
1
!    ! E
n
! 0 ] ;
wobei wir ohne Einschr

ankung der Allgemeinheit und f

ur eine klare Notation angenommen haben, da E im Intervall
[0; n] getragen ist. Dabei stehen E
a
f

ur die Unterkomplexe @
a
i
E. Wegen der Exaktheit von E in i{ter Richtung
k

onnen wir mit erw

ahlten Objekten 0
0
, E
0
0
, E
0
1
, : : : , E
0
(n 1)
eindeutig das Diagramm bilden:
0
0
E
0
1
E
0
3
E
0
(n 2)
0
0
0
E
0
E
1
E
2
E
3
E
4
etc.
E
(n 1)
E
n
0
E
0
0
E
0
2
E
0
4
E
0
(n 1)
Dabei sind die Sequenzen der Form E
0
(i 1)
! E
i
! E
0
i
exakt f

ur alle i =  1; : : : ; n. (E
0
( 1)
:= 0

=: E
0
n
.)
Wir denieren die Fragmentierung bzgl. der i{ten Richtung Frag
i
auf Basiselementen [E] wie oben durch:
Frag
i
(E) :=  [0

! E
0
! E
0
0
] + [E
0
0
! E
1
! E
0
1
]  [E
0
1
! E
2
! E
0
2
] +     [E
0
(n 1)
! E
n
! 0

] :
Fragmentierungen bzgl. verschiedener Richtungen i, j kommutieren: Frag
i
Frag
j
= Frag
j
Frag
i
.
Wir denieren die Fragmentierung Frag = Frag
(n)
eines exakten Multikomplexes mit n Richtungen E durch:
Frag E := Frag
n
: : :Frag
1
E ;
und erweitern diese Abbildung linear auf ZK

(C). Es gelten die Relationen:
@
a
i
Frag
j
8
>
<
>
:
Frag
j 1
@
a
i
falls j > i,
@
a
i
falls j = i,
Frag
j
@
a
i
falls j < i.
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Lemma 2.11. Frag : ZK

(C)! ZK
[0;2]

(C) ist eine Komplexabbildung.
Beweis: F

ur  2 ZK
n
(C) gilt:
@
i
Frag  = @
i
Frag
(n)

= @
i
Frag
n
Frag
n 1
: : :Frag
1

= Frag
n 1
@
i
Frag
n 1
: : :Frag
1

= Frag
n 1
: : : @
i
Frag
i+1
Frag
i
Frag
i 1
: : :Frag
1

= Frag
n 1
: : :Frag
i
@
i
Frag
i
Frag
i 1
: : :Frag
1

= Frag
n 1
: : :Frag
i
@
i
Frag
i 1
: : :Frag
1
 = : : :
= Frag
n 1
: : :Frag
i
Frag
i 1
: : :Frag
1
@
i

= Frag
(n 1)
@
i
 = Frag @
i
 :
3. Die KG

{Konstruktion
3.1. Die KG

{Konstruktion.
Definition 3.1.
 subFullCube
n
ist die volle Unterkategorie von FullCube
n
mit den Objekten 0 und (m) f

ur m 6= 0.
 subCube
n
ist die volle Unterkategorie von Cube
n
mit folgenden Objekten: das Objekt 0 und alle Objekte der
Form a2b f

ur eine geeignete Wahl der W

orter a und b.
 Wir bezeichnen durch s oder genauer s
n
den kanonischen Einbettungsfunktor: subFullCube
n
! FullCube
n
respektive subCube
n
! Cube
n
.
Sei h 2 Hom
2
(n; n
0
). Der Funktor h

: FullCube
n
! FullCube
n
0
induziert einen kanonischen Funktor sub(h

) :
subFullCube
n
! subFullCube
n
0
.
Definition 3.2. Sei C eine exakte Kategorie. Die KG

{Konstruktion zu C ist die kubische Menge KG

C, de-
niert auf Objekten durch:
KG

C(n) :=

 := (
+
; 
 
; 

) j 

2 KS

C(n) und
s


+


s


 
: subFullCube
n
! A

und auf Morphismen durch:
n
h
    ! n
0
in 2 induziert:
KG

C(n)
KG

C(h)
      KG

C(n
0
) gegeben durch:
 :=
 
KS

C(h)
0
+
; KS

C(h)
0
 
; (sub(h

))



0

      (
0
+
; 
0
 
; 

0
) =: 
0
:
Definition 3.3. Sei C eine exakte Kategorie. Die KG
?

{Konstruktion zu C ist die kubische Menge KG
?

C,
deniert auf Objekten durch:
KG
?

C(n) :=

 := (
+
; 
 
; 

) j 

2 KS
?

C(n) und
s


+


s


 
: subCube
n
! A

und auf Morphismen durch:
n
h
    ! n
0
in 2
?
induziert:
KG
?

C(n)
KG
?

C(h)
       KG
?

C(n
0
) gegeben durch:
 :=
 
KS
?

C(h)
0
+
; KS
?

C(h)
0
 
; (sub(h

))



0

      (
0
+
; 
0
 
; 

0
) =: 
0
:
Insbesondere k

onnen KG

C(0) und KG
?

C(0) mit der Menge f(
+
; 
 
) j 

2 Ob Cg identiziert werden.
Wir k

onnen uns die Elemente (
+
; 
 
; 

) von KG
?

C(n) wie folgt vorstellen: Seien 
+
und 
 
zwei W

urfel{
Diagramme wie in (23). Diese W

urfel{Diagramme unterliegen der Bedingung, da alle Quotienten der Monomor-
phismen dieser Diagramme respektive zueinander isomorph sind: E
+
a2b

=
E
 
a2b
f

ur alle (sinnvollen) a, b. Wir legen
dann als Teil der Struktur solche Isomorphismen fest, welche mit den Abbildungen aus den zwei Diagrammen
vertr

aglich sind. (Diese Isomorphismen erkl

aren objektweise 

, ihre Vertr

aglichkeit mit 
+
und 
 
erkl

aren die
Nat

urlichkeit von 

.)
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Wir k

onnen uns weiter die Elemente (
+
; 
 
; 

) von KG

C(n)

ahnlich vorstellen: 
+
und 
 
beinhalten die Bildung
mehrerer Quotienten, und 

kodiert mit 
+
,
 
vertr

agliche (nat

urliche) Isomorphismen aller sich entsprechenden
solchen Quotienten.
3.2. Die Abbildung Z[KG
?

C]! ZK
[0;2]

(C)! ZK

(C). Sei  = (
+
; 
 
; 

) ein Basiselement in Z[KG
?

C(n)].

+
und 
 
sind exakte Multikomplexe mit n Richtungen getragen in [0; 2]. Der Multikomplex mit (n+1) Richtungen
getragen in [0; 2], welcher explizit formal in erster Richtung wie folgt aussieht:

+
! 
 
! 0
ist nicht wohl{ sondern nur partiell deniert als Funktor f0 < 1 < 2g
(n+1)
! C. Um dies formal zu beheben,
f

uhren wir die Kategorie C

ein. Sie hat die gleichen Objekte wie C und f

ur A;B 2 ObC setzen wir C

[A! B] :=
C[A! B] t f
AB
g. Die neu eingef

uhrten Morphismen 
AB
, A;B 2 ObC, heien {Morphismen. Verkn

upfungen
von links und rechts mit {Morphismen ergeben {Morphismen. Wir denieren nun den Multikomplex mit (n+1)
Richtungen & in C

durch:
& :=


+


t

 
0

mit der Konvention, da 

t  auf subCube
n
gleich 

ist und sonst aus {Morphismen besteht.
Wir bezeichnen durch d
KG
? , d

, d
K
die Dierentiale auf Z

[KG
?
C], ZK(C

) und ZK(C) und durch k die Verkn

upfung:
k
n
: Z[KG
?
C(n)]
&
    ! ZK
n+1
(C

)
d

    ! ZK
n
(C

)

    ! ZK
n
(C) ;
(25)
wobei  die mengentheoretische Abbildung ist, welche auf Basiselementen 

aus ZK
n
(C

) durch 

! 

bzgl.


! 0 deniert ist, in Abh

angigkeit davon, ob 

keinen respektive mindestens einen {Morphismus beinhaltet. Wir
bezeichnen durch & bzw. j die oben auf Erzeugenden beschriebene bzw. die kanonische Einbettung von Z

[KG
?
C]
bzw. ZK(C) in ZK(C

).
Satz 3.4. Die Morphismen (k
n
)
n
aus (25) induzieren einen Komplex{Morphismus k.
Beweis:
F

ur ein  2 Z[KG
?
C(n)] gelten die Relationen:
&d
KG
?() =
X
i2
( 1)
i
(@
1
i
&   @
0
i
&)
jk = (j) d

& = (@
0
1
&
|{z}

+
  @
1
1
&
|{z}

 
) +
X
i2
( 1)
i 1
@
2
i
& :
Es folgt:
&d
KG
?  jk = d

& :
Dabei bezieht sich  auf den Projektor j. Die Gleichheit kd
KG
? =  d
K
k folgt aus:
jk d
KG
? = d

& d
KG
? 	 &d
KG
? d
KG
? = d

&d
KG
?
=  d

(d

& 	 &d
KG
?) =  d

jk
=  jd
K
k :
(Dabei kann	 als \ " aufgefat werden. Genauer ist ein Ausdruck der Form x	x
1
= x
2

aquivalent zu x = x
1
x
2
.)
Die Zuordnung  ! ( 1)
jj
k ist also ein Komplexmorphismus Z[KG
?

C] ! ZK

(C), welcher per Denition

uber
ZK
[0;2]

(C) faktorisiert.
4. Die Koprodukt{Struktur auf kubischen Mengen
Sei K eine (?{)kubische Menge.
Wir f

uhren die Bezeichnungen ein:
 T = T
n
ist die \totale" Indexmenge der Indizes 1; : : : ; n.
 F

ur E 2 n identizieren wir E mit dem entsprechenden Vektor E = (E
1
; : : : ; E
n
) 2 2
n
.
 Seien E  F Untermengen von n. Sei k die Anzahl der Elemente von fi : E
i
6= F
i
g. Es gibt dann eine
eindeutige Abbildung f : k ! n, welche induziert
f
2
: [0; 1]
k
= 2
k
! 2
n
= [0; 1]
n
mit dem Bild fx 2 [0; 1]
n
: E
i
 x
i
 F
i
g =: [E;F ] :
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Wir bezeichnen diese Abbildung f durch c
E;F
oder c
[E;F ]
, und K(c
E;F
) durch @
E;F
oder @
[E;F ]
. Es gilt insbeson-
dere:
@
0
i
= @
[0;Tni]
@
1
i
= @
[i;T ]
Satz 4.1. Auf Z[K] liegt die Struktur einer dierenziellen Koalgebra vor, welche durch die Daten erkl

art ist:
Das Dierential: d :=
P
n
i=1
(@
1
i
  @
0
i
) : Z
n
[K]! Z
n 1
[K].
Die Komultiplikation : Sei  2 K
n
. Wir schreiben auch  f

ur [], das entsprechende Element in
Z
n
[K], ein typisches Basis{Element. Dann ist:
 :=
X
EtF=T
(E;F ) @
[0;E]
 
 @
[E;T ]
 :
Dabei ist T = T
n
abh

angig nur vom Grad von .
Beweis:  Wir zeigen zuerst die Vertr

aglichkeit zwischen  und d: d

2
 = d als Abbildungen Z

[K] !
(Z[K]
Z[K])
 1
.
d

2
 = d

2
X
0ET
EtF=T
(E;F ) @
[0;E]
 
 @
[E;T ]

=
X
EtF=T
(E;F )

P
i2E
(i; E n i)(@
1
i
  @
0
i
)@
[0;E]
 
 @
[E;T ]

+( 1)
jEj
P
j2F
@
[0;E]
 
 (j; F )(@
1
j
  @
0
j
)@
[E;T ]

(26)
Die Terme der Form @
[0;G]
 
 @
[Gtk;T ]
 k

urzen sich: Sie kommen vor in:
X
E
1
tF
1
=T
(E
1
; F
1
)
X
i2E
1
(i; E
1
n i) ( 1) @
0
i
@
[0;E
1
]
| {z }
@
[0;E
1
ni]
 
 @
[E
1
;T ]
 und in
X
E
2
tF
2
=T
(E
2
; F
2
)
X
j2F
2
( 1)
jE
2
j
(i; E
2
n i) @
[0;E
2
]
 

@
[E
2
tj;T ]
z }| {
@
1
j
@
[E
2
;T ]
 :
Die Korrespondenz der Paare wie oben (i 2 E
1
; F
1
) und (E
2
; j 2 F
2
), gegeben durch die Abbildung
(i 2 E
1
; F
1
)! (E
2
:= E
1
n i ; j := i 2 F
2
:= F
1
t i),
ist eine Bijektion. Die folgenden Vorzeichen zu entsprechenden Paaren sind gleich:
(E
1
; F
1
)(i; E
1
n i) = (E
2
; F
2
)( 1)
jE
2
j
(j; F
2
n j) ;
da sie Vorzeichen der gleichen Shue{Permutation sind, welche als Verkn

upfung entsteht:
T ! E
1
t F
1
! i t (E
1
n i) t F
1
respektive
T ! E
2
t F
2
! E
2
t j t (F
2
n j)! j t E
2
t (F
2
n j).
Wir k

onnen also den Ausdruck (26) weiter bearbeiten: Er gleicht
X
EtF=T
(E;F )

P
i2E
(i; E n i)@
1
i
@
[0;E]
 
 @
[E;T ]

+( 1)
jEj
P
j2F
@
[0;E]
 
 (j; F n j)( 1)@
0
j
@
[E;T ]

=
X
EtF=T

P
i2E
(E;F )(i; E n i) @
[i;E]
 
 @
[E;T ]

 
P
j2F
(E;F )( 1)
jEj
(j; F n j) @
[0;E]
 
 @
0
j
@
[E;Tnj]

(27)
F

ur i 2 E und j 2 F gelten die Relationen
(E;F )(i; E n i) = (i; T n i)(E n i; F ) bzw.
(E;F )( 1)
jEj
(j; F n j) = (j; T n j)(E;F n j) ;
entsprechend zu den Vorzeichen der Shue{Permutationen
T ! E t F ! i t (E n i) t F und T ! i t (T n i)! i t (E n i) t F bzw.
T ! E t F ! E t j t (F n j)! j t E t (F n j) und T ! j t (T n j)! j t E t (F n j) :
Mit den Substitutionen E
0
= E n i und F
0
= F n j und der Anwendung der Formeln
@
[i;E
0
ti]
= @
[0;E
0
]
@
1
i
, @
[E
0
ti;T ]
= @
[E
0
;Tni]
@
1
i
resp. @
[0;E]
= @
[0;E]
@
0
j
, @
[E;Tnj]
= @
[E;Tnj]
@
0
j
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entsteht aus (27) sukzessive:

P
i2T
P
E
0
tF=Tni
(i; T n i)(E
0
; F ) @
[i;E
0
ti]
 
 @
[E
0
ti;T ]

 
P
j2T
P
EtF
0
=Tnj
(j; T n j)(E;F
0
) @
[0;E]
 
 @
[E;Tnj]

=

P
i2T
(i; T n i)
P
E
0
tF=Tni
(E
0
; F ) @
[0;E
0
]
@
1
i
 
 @
[E
0
;Tni]
@
1
i

 
P
j2T
(j; T n j)
P
EtF
0
=Tnj
(E;F
0
) @
[0;E]
@
0
j
 
 @
[E;Tnj]
@
0
j

=
X
i
(i; T n i)@
1
i
  
X
j
(j; T n j)@
0
j

=
X
i
( 1)
i 1
(@
1
i
   @
0
i
)
=d :
  ist eine Komultiplikation:
(
 1) = (
 1)
X
E
1
tE
2
=T
(E
1
; E
2
)@
[0;E
1
]
 
 @
[E
1
;T ]
(28)
=
X
E
1
tE
2
=T
X
E
11
tE
12
=E
1
(E
1
; E
2
)(E
11
; E
12
)@
[0;E
11
]
 
 @
[E
11
;E
1
]
 
 @
[E
1
;T ]

=
X
F
1
tF
2
tF
3
=T
(F
1
; F
2
; F
3
)@
[0;F
1
]
 
 @
[F
1
;F
1
tF
2
]
 
 @
[F
1
tF
2
;T ]
(29)
= (1
) ;(30)
wobei der letzte

Ubergang eine gespiegelte Berechnung zwischen (28) und (29), ausgehend vom symmetischen
Term (29), unterdr

uckt.
5. Die kubische Bar{Konstruktion KB
Sei G eine Gruppe. F

ur uns ist der Fall G = GL
n
(F ), F Ring oder K

orper, von besonderem Interesse.
Wir betrachten G auch als Kategorie mit einem Objekt und mit der Menge der Morphismen gleich G. Die Ver-
kn

upfung von Morphismen entspricht der Multiplikation in G.
Definition 5.1. Die kubische Bar{Konstruktion ist die ?{kubische Menge KB = Hom(  ; G) : 2 ! G.
Elemente aus KB
n
:= KB(n) werden kubische Diagramme (mit Morphismen aus G, vom Grad n) genannt.
Diese hat die Kan{Eigenschaft.
Die ?{kubische Menge KB kann zur Struktur einer kubischen Menge mit Verbindungen und Verkn

upfungen erweitert
werden:
Sei  ein kubisches Diagramm vom Grad n. Sei j eine der Richtungen 1; : : : ; n. Durch die Isomorphie f0; 1g
n
=
f0; 1g
(j 1)
f0; 1gf0; 1g
(n j)

=
f0; 1gf0; 1g
(j 1)
f0; 1g
(n j)

=
f0; 1gf0; 1g
(n 1)
, welche die Abbildung
2
n
! 2
n
induziert, (x
1
; : : : ; x
n
)! (x
j
; x
1
; : : : ; x
j 1
; x
j+1
; : : : ; x
n
), schreiben wir formal das Diagramm  als ein
quadratisches Diagramm, welches nach der Richtung j und nach den

ubrigen Richtungen explizit dargestellt ist:
 =
x
@
0
j
 @
1
j

x
0
mit Richtungen:
j
Rest
(31)
Dabei haben wir durch x und x
0
die Morphismen (00 : : : 0 : : : 0! 00 : : : 1 : : : 0) resp. (11 : : : 0 : : : 1! 11 : : : 1 : : : 1)
mit

Anderungen je in der j{ten Komponente. Alle anderen Morphismen in j{ter Richtung wurden nicht gekenn-
zeichnet.  ist bestimmt durch @
0
j
, @
1
j
 und x. Wir werden stillschweigend des weiteren solche Darstellungen
benutzen.
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 ordnen wir durch die Verbindung ,
j
das W

urfeldiagramm mit einer zus

atzlichen Dimension zu:
,
j
 :=
@
1
j

@
1
j

x
x
@
0
j
 @
1
j

x
0
x
0
mit Richtungen:
j + 1
j
Rest
Die un

are Operation  
j
hat die Wirkung:
 
j
 =
x
 1
@
1
j
 @
0
j

x
0
 1
mit Richtungen:
j
Rest
Die partiell denierte Operation +
j
ist f

ur zwei kubische Diagramme ;  gleicher Dimension mit @
1
j
 = @
0
j

gegeben durch:
x
@
0
j
 @
1
j

x
0
+
j
y
@
0
j
 @
1
j

y
0
=
yx
@
0
j
 @
1
j

y
0
x
0
mit Richtungen:
j
Rest
(32)
Die Axiome einer kubischen Menge mit Verbindungen und Verkn

upfungen sind f

ur (KB; @;,
j
;+
j
; 
j
) erf

ullt.
6. Anpassungen f

ur die Einf

uhrung einer ,{Struktur auf der KG
?
{Konstruktion
Die Resultate aus diesem Abschnitt werden des weiteren nicht mehr wesentlich benutzt. Sie werden aus diesem
Grund und aus mangelnder M

oglichkeit einer schnelleren anschaulichen Darstellung nur skizziert.
Wir behandeln nicht mehr explizit Paare von kubischen Diagrammen, sondern erkl

aren Konstruktionen f

ur einfa-
che kubische Diagramme. Die Konstruktionen sind funktoriell und lassen sich a posteriori leicht auch f

ur Paare

ubertragen.
Die Wahl von Quotienten bereitet uns f

ur die Einf

uhrung der Verkn

upfungen +
j
Probleme. Wir denieren nur
f

ur kubische Diagramme mit erw

ahlten Quotienten{Daten solche Verkn

upfungen. Wir reduzieren dadurch die
Beschreibung eines solchen kubischen Diagramms auf die Unterkategorie f0 < 1g
n
von f0 < 1 < 2g
n
. Eine Skizze
der Verkn

upfung von solchen kubischen Diagrammen ist die Formel (32). Dabei sind x und y Monomorphismen.
Also auch die Verkn

upfung yx. Man (muss und) kann leicht pr

ufen, da sich das nach Verkn

upfung entstandene,
in f0 < 1g
n
getragene, kubische Diagramm zu einem in f0 < 1 < 2g
n
getragenen kubischen Diagramm erweitern
l

at.
Um die ,{Verbindungen einzuf

uhren, sind Anpassungen notwendig: Entweder betrachten wir Paare von W

urfeln,
welche in f 1 < 0 < 1g
n
statt f0 < 1 < 2g
n
getragen sind, und welche Isomorphie{Daten zu ( 1){W

urfelseiten
statt (2){W

urfelseiten haben,
oder wir

andern leicht die Axiome der ,{Abbildungen. Wir werden diese zweite M

oglichkeit skizzieren. Die
Axiome der ,{Abbildungen sind asymmetrisch bez

uglich @
0
und @
1
. Wir vertauschen die Rolle der Indizes 0
und 1 in den Axiomen, so da z.B. im Falle der kubischen Menge der singul

aren kubischen Simplizes SX
eines topologischen Raumes X eine ,{Struktur bzgl. der neuen Axiome durch die Formel ,
i
x(t
1
; : : : ; t
n
) :=
x(t
1
; : : : ; t
i 1
;min(t
i
; t
i+1
); t
i+2
; : : : ; t
n
) erkl

art ist. (max wurde durch min ersetzt.)
F

ur eine Darstellung (31) eines Paares von kubischen Diagrammen, welches auf f0 < 1g
n
eingeschr

ankt war, und in
welcher insbesondere x bzw. x
0
ein Monomorphismus{Paar ist, und so da @
a
j
, auch entsprechend eingeschr

ankt,
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aus Monomorphismen{Paaren besteht, denieren wir:
,
j
 :=
x
@
0
j

@
1
j

@
0
j

x
@
0
j

x
0
x
0
mit Richtungen:
j + 1
j
Rest
Dieses Diagramm{Paar kann weiter mit 0 und Quotienten{Daten aus  kanonisch zu einem in f0 < 1 < 2g
n+1
getragenen kubischen Diagramm{Paar erweitert werden.
Eine un

are Operation existiert f

ur die KG
?
{Konstruktion nicht.
KAPITEL 3

Ubersetzungen simpliziell{kubisch
1. Mengentheoretische

Ubersetzungen G
n
C ! KG
n
C
Wir ordnen in diesem Abschnitt einem Waldhausen{Diagramm({Paar) ein W

urfel{Diagramm({Paar) zu.
Wir identizieren auch in diesem Abschnitt wie in (20) Elemente in dem n-fachen kartesischen Produkt A
n
einer
Menge A mit W

ortern der L

ange n aus dem Alphabet A, die in umgekehrter Ordnung geschrieben sind.
Definition 1.1. Der Baby{W

urfel der Dimension n oder der n{Baby{W

urfel ist die volle Unterkategorie
Baby
n
der Kategorien Cube
n
und FullCube
n
mit den Objekten f0g t n:
Ob Baby
n
= f0g t n = f0g t f0; 1g
n
 f0g t f0; 1; 2g
n
= Ob Cube
n
 Ob FullCube
n
:
Baby
n
ist die maximale volle Unterkategorie von FullCube
n
, deren Morphismen entweder Monomorphismen sind
oder

uber Null faktorisieren. Wir bezeichnen durch 0 t shift(n) die Unterkategorie von Wald
n+1
mit der gleichen
Eigenschaft, n

ahmlich ( 0 < (0; 1) < (0; 2) <    < (0; n+ 1) ), wobei wir identizieren:
( 0 < shift(0) < shift(1) <    < shift(n) )

=
( 0 < (0; 1) < (0; 2) <    < (0; n+ 1) )
Satz 1.2. Der Funktor, der durch die folgende Objektzuweisung deniert ist:
Baby
n
    ! 0 t shift(n)
0     ! 0
0 11 : : :1
| {z }
k mal
    ! (0; shift(k))= (0; k + 1);
wobei  ein beliebiges Wort geeigneter L

ange ist, hat eine eindeutige Erweiterung zu einem exakten Funktor:
FullCube
n

    ! Wald
n+1
:
(33)
Dieser Funktor bildet dann die Unterkategorie subFullCube
n
von FullCube
n
in die Unterkategorie subWald
n+1
von Wald
n+1
ab, und den faktorisierenden Funktor subFullCube
n
!Wald
n+1
bezeichnen wir durch sub.
Beweis: Wir geben die Konstruktion dieses Funktors. Die Eindeutigkeit folgt aus der Konstruktion. Die Objekte
von Baby
n
entsprechen den Objekten 0 und fI jjg. Seien T := f1; 2; : : : ; ng und T

:= T t fn + 1g. Durch die
Festlegung von  auf Baby
n
folgt:
(0) = 0 und fI jjg = (0;min {I) f

ur I  T :(34)
Wir haben das Komplement von I bez

uglich T

durch {I bezeichnet, und benutzen des weiteren diese Notation f

ur
beliebige Untermengen von T . Das Minimum einer nichtleeren Untermenge von T

(mit der kanonischen Ordnung)
wurde mit min bezeichnet.
Wir denieren nun induktiv nach m die Bilder von Objekten fI jjJ
1
j : : : jJ
m
g, wobei der Start m = 0 in (34)
festgelegt ist.
Sei c := fI jjJ
1
jJ
2
j : : : jJ
m
g 2 Ob FullCube
n
. Wir bilden eine Kette maximaler L

ange l  m von verschiedenen
Indizes s
1
; s
2
; : : : ; s
l
so, da die Untermengen I ; J
s
1
; J
s
2
; : : : ; J
s
l
von T Folgendes erf

ullen:
j
 1
:= 0
j
0
:= min {I 2 J
s
1
;
j
1
:= min {(I t J
s
1
) 2 J
s
2
;
j
2
:= min {(I t J
s
1
t J
s
2
) 2 J
s
3
;
: : : : : : : : : : : : : : : : : : : : :
j
l 1
:= min {(I t J
s
1
t    t J
s
l 1
) 2 J
s
l
; und sei dann
j
l
:= min {(I t J
s
1
t    t J
s
l
) 2 {(I t J
1
t    t J
m
) :
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Wollen wir in der obigen Festlegung der Notation spezizieren, da j
0
; : : : ; j
l
zu c gebildet sind, so schreiben wir
j
c
0
; : : : ; j
c
l
. Wir denieren nun:
(c) :=
(
0 falls l < m und
(j
l 1
; j
l
) falls l = m,
(35)
bedingt durch die Tatsache, da in der exakten Sequenz
 ( fI jjJ
2
j : : : jJ
m
g )  ( fI t J
1
jjJ
2
j : : : jJ
m
g )  ( fI jjJ
1
jJ
2
j : : : jJ
m
g )
durch die induktive Konstruktion die ersten zwei Objekte bestimmt sind:
fI jjJ
2
j : : : jJ
m
g = 0 und
fI t J
1
jjJ
2
j : : : jJ
m
g = 0 respektive (j
l 1
; j
l
) falls l   1 < m  1 bzw. l   1 = m  1 :
Umgekehrt deniert (35) einen exakten Funktor:
In der allgemeinen exakten Sequenz
fI jjJ
1
j : : : j

J
k
j : : : jJ
m
g  fI t J
k
jjJ
1
j : : : j

J
k
j : : : jJ
m
g  fI jjJ
1
j : : : jJ
m
g ;(36)
die wir kurz und gut durch c
0
 c
1
 c bezeichnen, k

onnen wir die Reihenfolge der J{Komponenten in c
so annehmen, da s
1
= 1, s
2
= 2, ...,s
l
= l gilt. Durch die Notation

J
k
verstehen wir die Streichung der
J{Komponente J
k
. Wir unterscheiden nun folgende F

alle:
 l < m  1. Dann sind (c
0
) und (c
1
) beide 0 mit der Ausnahme des Unterfalles k = m und l = m  1, wenn
gilt
j
c
0
k
= j
c
1
k
= j
c
k
f

ur k =  1; 0; : : : ;m  1
wegen j
c
m 1
3 J
m
. Aus diesem Grund gilt (c
0
) = (c
1
) = (j
c
m 2
; j
c
m 1
) und (36) bleibt exakt nach Anwendung
von .
 l = m. Ist k 6= m so folgt (c
0
) = 0, und weiter gilt j
c
1
0
= j
c
0
; : : : ; j
c
1
k 2
= j
c
k 2
aber j
c
1
k 1
= j
c
k
; : : : ; j
c
1
m 1
= j
c
m
,
so da (c
1
) = (j
c
1
m 2
; j
c
1
m 1
) = (j
c
m 1
; j
c
m
) = (c).
Ist k = m so folgt nach

ahnlicher

Uberlegung
(c
0
) = (j
c
0
m 2
; j
c
0
m 1
) = (j
c
m 2
; j
c
m 1
) ;
(c
1
) = (j
c
1
m 1
; j
c
1
m
) = (j
c
m 2
; j
c
m
) und
(c) = (j
c
m 1
; j
c
m
) ;
so da (36) zur exakten Sequenz (j
c
m 2
; j
c
m 1
)! (j
c
m 2
; j
c
m
)! (j
c
m 1
; j
c
m
) wird.
Der Funktor  induziert mittels des Funktors 

= Hom
ex
(; C) eine Abbildung 
n
C = C:
KGC(n)
C
      GC(n) ;
(

(

); (sub)



) mit       (

; 

) mit


(

) :
FullCube
n

Wald
n+1


C


:
Wald
n+1


C
(sub)

(

+



 
) : subFullCube
n
! C

+



 
: subWald
n+1
! C
2. Topologische

Ubersetzungen zwischen geometrischen Realisierungen
2.1. Die nichtausgeartete simplizielle geometrische Realisierung R
na
= j  j
na
. Sei G eine simpli-
zielle Menge. Die geometrische Realisierung RG = jGj ist ein Quotient des topologischen Raumes
F
n0
G(n)
n
modulo der

Aquivalenzrelation . (Unterabschnitt 1.5.1.) Ist  ausgeartet in G(n), so identiziert  an Punk-
te aus fg  
n
mit Punkten aus f
0
g  
n
0
f

ur ein geeignetes nicht ausgeartetes Element 
0
2 G(n
0
)
na
mit
geeignetem n
0
< n. Aus diesem Grund f

uhren wir folgenden Begri ein:
Definition 2.1. Die nichtausgeartete simplizielle geometrische Realisierung R
na
= j  j
na
ist der Funktor
von SimpEns nach Top deniert auf Objekten durch
R
na
G = jGj
na
:=
0
@
G
n0
G(n)
na

n
1
A
= 
na
:
Die Relation 
na
identiziert zwei Punkte
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(
i
2 G(n
i
); x
i
2 
n
i
) f

ur i = 1; 2
genau dann, wenn eine injektive Abbildung  : n
1
 ! n
2
in  existiert, so da sich dadurch die Elemente

i
und x
i
entsprechen:
G(n
1
)
na
3 
1
G()
      
2
2 G(n
2
)
na

n
1
3 x
1


    ! x
2
2 
n
2
;
i.e. ( G()(
2
); x
1
)  ( 
2
; 

(x
1
) ).
Die kanonische Abbildung jGj
na
! jGj ist ein Homeomorphismus in Top.
2.2. Die Abbildung A() in die vollkubische Realisierung. Sei f = f
n
= fe
0
; e
1
; : : : ; e
n
g das
System der kanonischen Basisvektoren aus R
n+1
. 
n
ist die konvexe H

ulle dieser Vektoren.
Sei  eine maximale, vollst

andig geordnete Untermenge von f0; 1g
n
:
 = f
0
< 
1
<    < 
n
g  f0; 1g
n
 [0; 1]
n
= 2
n
 R
n
:
Jede solche Untermenge hat n + 1 Elemente. Die Zuordnung e
i
! 
i
bestimmt eine Abbildung zwischen den
konvexen H

ullen 
n
= cof bzw. () := co von f bzw. . Wir bezeichnen durch a() die Verkn

upfung:
a() : 
n
! ()! 2
n
:
Die Darstellung 2
n
=
[
f0;1g
n
() ist eine Simplex{Zerlegung. Wir w

ahlen in dieser Zerlegung ein ausgezeich-
netes Teil (

):
Notation 2.2. 

= 

n
ist die vollst

andig geordnete Menge


:= f 00 : : : 00 < 00 : : : 01 < 00 : : :011 < : : : < 01 : : : 11 < 11 : : : 11 g
 f0; 1g
n
 2
n
 R
n
;
welche wir auch als Unterkategorie von Baby
n
betrachten.
Definition 2.3. Sei C eine exakte Kategorie. Wir denieren die Abbildung A()
jGCj
na
=

`
n0
GC(n)
na

n

= 
na
A()
    !

`
n0
KGC(n)2
n

=  = jjKGCjj ;
als Verklebung von Abbildungen A()

. Die Abbildungen A()

sind gegeben durch die Verkn

upfung
fg 
n

=

n
a(

)
    ! 2
n

=
fC()g 2
n
;
d.h. A()

(; y) := (C(); a(

)y).
Satz 2.4. Die Abbildung A() ist wohldeniert.
Beweis: Wir m

ussen die Vertr

aglichkeit der anen Abbildungen A()

mit den Relationen 
na
und  von
jGCj
na
bzw. jjKGCjj nachweisen. Jede injektive simplizielle Abbildung l

at sich als Verkn

upfung von Abbildungen
der Form 
j
n
schreiben. Wir betrachten aus diesem Grund den speziellen Fall einer Abbildung  := 
j
n
, und beweisen
im folgenden Kontext
n  1
:=
j
    ! n
GC(n  1)


:=GC()
        GC(n) 3 
y 2 
n 1


    ! 
n
;
da die Relation (

(); y)  (; 

y) durch A() auf eine Relation abgebildet wird:
A()


()
(

(); y) = A()

(; 

y) :
Wir benutzen kurzfristig die Notationen:  := 
j
und d := d
j;j+1
. Die kommutativen Diagramme:
Baby
n 1

    ! f0g t shift(n  1) 

n 1

      f
n 1
d
?
?
y
?
?
y
f0gtshift()
d
2
?
?
y
?
?
y


Baby
n

    ! f0g t shift(n) 

n

      f
n
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f  g  
n
geht auf f Top()() g  2
n
f 
1
g   geht auf f 
1
g  
f 
1
! 
2
g 
 
geht auf f 
1
! 
2
g 
 
f 
1
! 
2
! 
3
g 
 

geht auf
8
>
>
<
>
>
>
:

1

2

1

3
9
>
>
=
>
>
>
;

 
 
f 
1
! 
2
! 
3
! 
4
g 
 


geht auf
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:

1

2

1

2

1

4

1

3
9
>
>
>
>
>
>
>
>
>
>
=
>
>
>
>
>
>
>
>
>
>
;

 
 
 
 
Abbildung 1. Die Abbildung A()
haben je eine eindeutige exakte respektive ane Erweiterung:
FullCube
n 1

n 1
    ! Wald
shift(n 1)
2
n 1
a(

n 1
)
       
n 1
FullCube
d
?
?
y
?
?
y
Wald
shift()
d
2
?
?
y
?
?
y


FullCube
n

n
    ! Wald
shift(n)
2
n
a(

n
)
      
n
;
Es folgt parallel:
C(

()) = 

n 1
(Wald

shift()
()) a(

)(

(y)) = d
2
a(

)y
= (FullCube
d
)

(

n
())
= d

(C()) und schlielich
A()


()
( 

() ; y) = ( C(

()) ; a(

)y ) = ( d

(C()) ; a(

)y )
 ( C() ; d
2
a(

)y )
= ( C() ; a(

) 

y ) = A()

(  ; 

y ) :
Wir veranschaulichen die Konstruktion in niedrigen Dimensionen im Bild 1. Dabei ist  = (
+
; 
 
) ein Paar von
Waldhausen{Diagrammen, in welcher nur die erste Zeile gekennzeichnet wurde. Quotienten und entsprechende
Isomorphismen unter diesen wurden unterdr

uckt. (A())() ist ein Paar von W

urfeldiagrammen f0; 1; 2g
n
und
wir haben nur den Anteil in f0; 1g
n
gezeichnet. Diese W

urfeldiagramme sind mit den Quotientendaten und
Isomorphismen von  entsprechend eindeutig zu erweitern.
Wir haben die Abbildung A() mittels der anen Abbildung a(

) : 
n
! 2
n
deniert. Im n

achsten Unterab-
schnitt wird eine

ahnlinche Konstruktion dargestellt, welche eine nicht lineare Abbildung 
n
 2
n
benutzt. Diese
Abbildung wurde in [Se] benutzt. In [EMacL] wird die Vaterschaft dieser Abbildung Cartan angerechent.
2.3. Die Abbildung Cartan() in die ?{kubische Realisierung.
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Definition 2.5 (Die Cartan{Abbildung). Diese ist eine Abbildung C = Cartan : 2
n
! 
n
, C(x
1
; : : : ; x
n
) =
(y
0
; y
1
; : : : ; y
n
), wobei:
y
0
= 1  x
1
y
1
= x
1
(1  x
2
)
: : :
y
n 1
= x
1
x
2
: : : x
n 1
(1  x
n
)
y
n
= x
1
x
2
: : : x
n 1
x
n
C ist surjektiv, Homeomorphismus vom Inneren von 2
n
zum Inneren von 
n
und bildet surjektiv den Rand von
2
n
auf den Rand von 
n
ab. Wir bezeichnen durch C
 1
die inverse Abbildung, welche eine mehrwertige Funktion
ist.
Definition 2.6. Sei C eine exakte Kategorie. Wir denieren die Abbildung Cartan()
jGCj
na
=

`
n0
GC(n)
na

n

= 
na
Cartan()
      !

`
n0
KG
?
C(n)2
n

=  = jjKGCjj
?
;
als Verklebung von Abbildungen Cartan()

. Die Abbildungen Cartan()

sind gegeben durch die Verkn

upfung
fg 
n

=

n
C
 1
    ! 2
n

=
fC()g 2
n
; explizit
(; Cx)
Cartan()

      ! Cartan()

(; Cx) := (C(); x) :
Satz 2.7. Die Abbildung Cartan() ist wohldeniert.
Beweis:
 Wohldeniertheit in Bezug auf die Mehrwertigkeit von C
 1
: Seien x 6= x
0
mit y = y
0
f

ur y = Cx, y
0
= Cx
0
.
Aus y
0
= y
0
0
folgt x
1
= x
0
1
. Sind diese x{Werte ungleich 0, so folgt aus y
1
= y
0
1
weiter x
2
= x
0
2
, usw. Es gibt also
ein j mit der Eigenschaft: x
1
= x
0
1
, : : : , x
j 1
= x
0
j 1
, x
j
= x
0
j
= 0. Es reicht zu zeigen, da der Unterw

urfel
f (C(); x) : x
j
= 0 g von fC()g 2
n
f

ur j < n durch  zu einem Punkt identiziert wird.
 Beschreibung von @
0
j
(C) : Das folgende Diagramm kommutiert:
Baby
j 1

Baby
n 1

~:::~
c
j
0
f0g t shift(j   1)
f0gtshift(~:::~)
Baby
n

f0g t shift(n  1)
f0gtshift(f)
f0gtshift(~p:::~p)
f0g t shift(n)
f0g t shift(n)
Dabei sind ~p und ~ die simplizielle resp. kubische Projektion bzgl. der letzten Komponente. ( ~p : k ! k   1 ist
surjektiv und p(k) = p(k   1); ~ = fjj1j2j : : : jk   1j;g : k ! k   1. )
~ ist die letzte Inklusion: ~ : k ! k + 1 ist injektiv, und (k + 1) liegt nicht im Bild von ~.
f : n  1! n ist gegeben durch: f(0) = 0, f(1) = 1, : : : , f(j   1) = j   1 = f(j) =    = f(n  1).
 Die Kontraktion zu einem Punkt: Es gilt:
( C() ; x ) = ( C() ; c
j
02
(x
1
; : : : ; x^
j
; : : : ; x
n
) )
 ( c
j
0


() ; (x
1
; : : : ; x^
j
; : : : ; x
n
) )
= ( (~

: : : ~

) 

(~

: : : ~

)() ; (x
1
; : : : ; x^
j
; : : : ; x
n
) )
 ( 

(
~
@ : : :
~
@()) ; (~
2
: : : ~
2
) (x
1
; : : : ; x^
j
; : : : ; x
n
) )
= ( C(
~
@ : : :
~
@()) ; (x
1
; : : : ; x
j 1
; x^
j
; x^
j+1
: : : ; x^
n
) )
= ( C(
~
@ : : :
~
@()) ; (x
1
; : : : ; x
j 1
) )
Ein Hut

uber einem Symbol bedeutet seine Streichung.
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 Vertr

aglichkeit der Abbildungen Cartan()

mit den Relationen 
na
und  von jGCj
na
bzw. jjKG
?
Cjj: Wir
betrachten den speziellen Fall einer Abbildung 
j
:= 
j
n
, und beweisen im folgenden Kontext
n  1
:=
j
    ! n
GC(n  1)

j
:=GC()
        GC(n) 3 
Cx 2 
n 1

j

    ! 
n
;
da die Relation (
j
(); Cx)  (; 
j

Cx) durch Cartan() auf eine Relation abgebildet wird:
Cartan()

j
()
(
j
(); Cx) = Cartan()

(; 
j

Cx) :
 Die Gleichheit  c
j+1
1
= (f0g t shift(
j
)): Das folgende Diagramm ist kommutativ:
Baby
n 1

    ! f0g t shift(n  1)
c
j+1
1
?
?
y
?
?
y
f0gtshift(
j
)
Baby
n

    ! f0g t shift(n)
Um dies zu sehen, analysieren wir auf Objekten  0 1 : : : 1 2 Baby
n 1
das Bild

uber die zwei m

oglichen Wege. Wir
unterscheiden die F

alle k < j und k  j. In den folgenden Diagrammen ist in den oberen Zeilen die (k+1){te Stelle
eingerahmt, in den unteren die (k + 1){te respektive die (k + 2){te. Die zus

atzlich eingef

uhrte 1 an der Position
j + 1 wurde unterstrichen. Ein belibieges Wort geigneter L

ange wurde durch  gekennzeichnet. (Verschiedene
Positionen von  k

onnen verschiedene Werte annehmen.)
 0 11 : : : 1     ! (0; shift(k))
?
?
y
?
?
y
1  0 11 : : : 1     ! (0; shift(k))
 0 11 : : :1     ! (0; shift(k))
?
?
y
?
?
y
 0 11 : : :1 : : : 1     ! (0; shift(k + 1))
Der Fall k < j Der Fall k  j


Ubertragung der Relationen: Die folgenden Diagramme kommutieren:
Cube
n 1

n 1
    ! Wald
shift(n 1)
2
n 1
C
    ! 
n 1
Cube
(
c
j+1
1
)
?
?
y
?
?
y
Wald
shift(
j
)
c
j+1
12
?
?
y
?
?
y

j

Cube
n

n
    ! Wald
shift(n)
2
n
C
    ! 
n
Es folgt parallel:
(C)(
j
) = 

n 1
Wald

shift(
j
)
 
j

Cx = Cc
j+1
12
x
= Cube

c
j+1
1


n

= (c
j+1
1
)

(C)() und schlielich
Cartan()

j
()
( 
j
 ; Cx ) := ( (C)(
j
) ; x )
= ( (c
j+1
1
)

(C)() ; x )
 ( (C)() ; c
j+1
12
x )
= Cartan()

(  ; C c
j+1
12
x )
= Cartan()

(  ; 
j

Cx )
2.4. Zusammenfassung. Wir haben Abbildungen konstruiert: jGCj ! jGCj
na
! jjKGCjj und jGCj !
jGCj
na
! jjKG
?
Cjj
?
. Diese sind funktoriell in C. Da jGCj die K{Theorie berechnet, stellt sich die Frage, ob diese
Abbildungen Isomorphismen in der Homotopie{Kategorie sind,

aquivalent, ob diese Abbildungen nach Anwendung
aller Homotopie{Funktoren 
i
Gruppen{Isomorphismen liefern. Wir werden diese Frage in dieser Form nicht
beantworten.
Unser Zweck ist, Regulatoren zu konstruieren. Diese faktorisieren

uber die Hurewicz{Abbildung von der Homo-
topie der oben erw

ahnten K{Theorie berechnenden topologischen R

aume in die Homologie dieser R

aume.
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 Wir zeigen, da die obigen Abbildungen nach Anwendung aller Homologie{Funktoren H
i
Isomorphismen
liefern.
 Die direkte Summe auf C induziert H{Raum{Strukturen auf jGCj, jjKGCjj und jjKG
?
Cjj
?
, welche vertr

aglich
mit den

Ubersetzungen sind. Wir konstruieren primitive Elemente in der ganzzahligen Homologie von
jjKG
?
Cjj
?
.
Nachdem man mit Q tensoriert, k

onnen (rationale) Homotopie{Gruppen mit dem primitiven Anteil
von (rationalen) Homologie{Gruppen identiziert werden. Wir verlieren also keine Information, geht es
darum, gen

ugend viele Elemente in den rationalen Homotopie{Gruppen zu konstruieren, um Surjektivit

ats{
Aussagen von Regulatoren anzugreifen, welche z.B. in der Deligne{Beilinson{ oder in der Zagier{
Vermutung vorkommen.
3. Algebraische

Ubersetzungen zwischen Komplexen Z

[GC]! Z

[KG
?
C]
na
3.1. Die Abbildung Z() = Z[C]. F

ur eine simplizielle Menge F gibt es einen kanonischen Adjunktion{
Morphismus F ! SjF j. Er induziert einen Isomorphismus in der Homologie mit Z{Koezienten: H(Z[F ]) !
H(Z[SjF j]). Analog f

ur eine kubische Menge.
Die Homologie der Abbildung jGCj ! jGCj
na
! jjKG
?
Cjj
?
kann wie folgt zur Komplex{Ebene beschrieben werden:
Definition 3.1. Die Abbildung Z() = Z[C] : Z

[GC] ! Z

[KG
?
C]
na
ist zuerst als Abbildung zwischen gra-
duierten abelschen Gruppen auf Erzeugenden [] deniert durch:
Z[C] [] := [(C)()] modulo Ausartungen ;  2 G

C(n) ;
und anschlieend auf Z

[GC] erweitert.
Satz 3.2. Z() ist eine Komplex{Abbildung.
Beweis: Es gilt f

ur ein Basiselement [] 2 Z

[GC]:
d Z[C] [] =
n
X
i=1
( 1)
i 1
(@
1
i
  @
0
i
) Z[C] []
=
n
X
i=1
( 1)
i 1
@
1
i
Z[C] []
| {z }
Z[C] @
i 1
[]
 
n 1
X
i=1
( 1)
i 1
@
0
i
Z[C] []
| {z }
ausgeartet
 ( 1)
n 1
@
0
n
Z[C] []
| {z }
Z[C] @
n
[]
=
n
X
j=0
( 1)
j
Z[C] @
j
[]
= Z[C] d [] :
Bemerkung 3.3. Z() ist vertr

aglich mit den Koprodukt{Strukturen auf Z

[GC] und Z

[KG
?
C]
na
.
3.2. Der Unterkomplex Z

[erwKG
?
C]
na
von Z

[KG
?
C]
na
.
Definition 3.4. Die ?{kubische Menge erwKG
?
C ist die ?{kubische Untermenge von KG
?
C, welche aus
Elementen  = (
+
; 
 
; 

) mit erw

ahlten Quotienten{Daten besteht.
 = (
+
; 
 
; 

) hat erw

ahlte Quotienten{Daten, genau dann wenn die Elemente 
+
und 
 
aus KS
?
C es
haben.
Ein Element  aus KS
?
C hat erw

ahlte Quotienten{Daten, genau dann wenn die folgenden Eigenschaften (i)
und (ii) f

ur jedes Objekt A aus subCube
n
gelten:
(i)  bildet das Objekt A auf ein erw

ahltes Objekt aus C ab.
(ii)  bildet den Morphismus pr

a(A) ! A auf einen erw

ahlten Epimorphismus. Dabei steht pr

a(A) f

ur
das Objekt aus Cube
n
, das eindeutig wie folgt charakterisiert ist:
pr

a(A) und A, gesehen in f0; 1; 2g
n
, unterscheiden sich an einer einzigen Stelle. Diese Stelle ist
die erste Besetzung mit einer 2 f

ur A, und in pr

a(A) bendet sich an dieser Stelle eine 1.
Die ?{kubische Menge erwKG
?
C ist wohldeniert, insbesondere haben Ausartungen von Elementen mit erw

ahlten
Quotienten{Daten auch erw

ahlte Quotienten{Daten. Genauer:
Definition 3.5. I ist die einzige Abbildung KG
?
C ! KG
?
C, welche die Eigenschaft besitzt:
 Sie faktorisiert

uber erwKG
?
C.
 

und (I)

stimmen auf f0; 1g
jj

uberein.
 I hat erw

ahlte Quotienten{Daten.
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I entsteht also aus  durch
 die

Ubernahme der Objekte und Morphismen von 

, eingeschr

ankt auf f0; 1g
jj
,
 die

Anderung von 

(A) f

ur jedes A aus subCube
jj
durch das zu 

(A) isomorphe erw

ahlte Objekt aus C und
 die Anpassung der restlichen Morphismen, indem zuerst f

ur die Pfeile pr

a(A) ! A entsprechende erw

ahlte
Morphismen festgelegt, und f

ur die

ubrigen Pfeile die eindeutigen Faktorisierungen gefunden werden.
Notation 3.6. Wir schreiben I auch f

ur die von dem Morphismus I aus der Denition 3.5 induzierten
Abbildungen Z

[I]
na
: Z

[KG
?
C]
na
! Z

[KG
?
C]
na
.
Satz 3.7. Die Abbildungen I und id vom Komplex Z

[KG
?
C]
na
in sich selbst sind homotop.
Beweis: Wir denieren eine Homotopie  auf Basiselementen: Sei  ein Basiselement vom Grad n. Sei
() := [  ! I ! 0 ] (Darstellung bzgl. der ersten Richtung)
das einzige Element vom Grad (n+ 1) mit
@
0
1
() = , @
0
1
() = I und
()(A ! (A + (1; 0; : : : ; 0))) i.e. 

(A
0
) ! I(A
0
) sind Identit

aten f

ur alle A 2 f0g  f0; 1g
n
resp. A
0
2
f0; 1g
n
.
Es gilt f

ur i  1, a = 0; 1:
@
a
i+1
() = @
a
i+1
[  ! I()! 0 ] = [ @
a
i
 ! @
a
i
I()! 0 ]
= [ @
a
i
 ! I(@
a
i
)! 0 ] = (@
a
i
) also
d [] +  d[] = @
1
1
()  @
0
1
() 
X
i1
( 1)
i 1
(@
i
) +
X
i1
( 1)
i 1
(@
i
)
= [I]  [] :
3.3. Der Quasiisomorphismus Z(). Der Autor m

ochte diesem Abschnitt eine groe Bedeutung bei-
messen. Aus diesem Grund wird der Beweis des folgenden Theorems trotz, wegen und dank der Kompliziertheit in
Notation zuerst detailliert in den Sonderf

allen niedriger Dimension erl

autert, um den allgemeinen Fall zu motivieren
und die Beweisidee zu verdeutlichen.
Theorem 3.8. Z() ist ein Quasiisomorphismus.
Beweis: Wir betrachten nur solche Zykeln von Z

[KG
?
C]
na
, welche durch die Homotopie zur Identit

at I aus
Z

[erwKG
?
C]
na
stammen. Dadurch k

onnen wir die Wahl der Quotienten{Daten in einem Paar von W

urfeln unter-
dr

ucken, wodurch auch eine Entlastung der Notation erreicht wird. Wir werden formal Quotienten{Daten durch
\quot" stillschweigend bezeichnen, eventuell wird eine Indizierung vorgenommen, um Quotienten{Daten zu unter-
schieden.
Wir f

uhren eine absteigende Filtration Fil auf Z

[KG
?
C]
na
:
Fil
0
ist der ganze Komplex.
Fil
k
ist induktiv erzeugt von Basiselementen [] mit den Eigenschaften:
 @
0
1
 ist total ausgeartet, und
 @
1
1
 bendet sich in Fil
k 1
. Es gilt @
0
j
Fil
k
 Fil
k
und @
1
j
Fil
k
 Fil
k 1
.
F

ur ein Basiselement [] und A 2 2
jj
sei (A) das Paar (
+
(A); 
 
(A)) 2 KG
?
0
C. Wir bezeichnen durch aus (A) =
aus
n
(A) das total ausgeartete Element KG
?
C(
(n)
) (A) aus KG
?
n
C, wobei 
(n)
die einzige Abbildung n ! 0
ist.
Sei nun  ein Basiselement vom Grad n  2 im k{ten Filtrationsschritt (mit erw

ahlten Quotienten{Daten). Ist
k  n  1, so bendet sich  im Bild von Z().
Wir k

onnen also k  n   2 annehmen und zeigen, da eine homotopische Modikation von  in Fil
k+1
liegt.
Damit w

are das Theorem durch endliche Induktion nach k bewiesen, denn Z() bildet injektiv die abelsche Gruppe
Z[GC]
na
ab.
Wir arbeiten mit folgenden Objekten:
T = f1; : : : ; ng ist die \totale" Indexmenge.
J = (j
1
; j
2
; : : : ; j
s
) ist ein s{Tupel von Indizes aus T . (Insbesondere ist ihre Reihenfolge wichtig.)

s
() ist die formale Summe
X
jJj=s
(J; ), wobei wir gek

urzt haben:
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(J; ) ist das Basiselement vom Grad (n+ 1) deniert durch:
(J; ) := D Erw

aus (0)! aus (e
j
1
)! aus (e
j
1
+ e
j
2
)!    ! aus (e
J
)! @
[J;T ]


mit folgenden Vereinbarungen:
 e
j
1
; : : : ; e
j
s
2 [0; 1]
n
= 2
n
sind entsprechende kanonische Basisvektoren von R
n
.
 @
[J;T ]
 hat Grad (n   s) und \ aus (e
j
1
+    + e
j
t
) " steht f

ur das total ausgeartete Element
vom gleichen Grad (n  s). (\aus" steht f

ur \aus
n s
".)
 Wir betrachten

aus (0)! aus (e
j
1
)! aus (e
j
1
+ e
j
2
)!    ! aus (e
J
)! @
[J;T ]


als ein
Paar von unvolls

andigen Waldhausen{Diagrammen aus G
s+1
D. Die exakte Kategorie D hat
Objekte: exakte (Paare von) Funktoren von Cube
n s
nach C (mit erw

ahlten Quotienten{Daten),
Morphismen: nat

urliche Transformationen zwischen solchen Funktoren.
Eine kurzexakte Sequenz inD ist der FormA! B ! C, falls diese, aufgefat als Funktor [Cube
(n s)+1
!
C], ein Element von KG
?
(n s)+1
C (mit erw

ahlten Quotienten{Daten) ergibt.
Die Morphismen aus (0)! aus (e
j
1
), aus (e
j
1
)! aus (e
j
1
+ e
j
2
), : : : sind nat

urlich induziert von
den Morphismen (0! e
j
1
), (e
j
1
! (e
j
1
+ e
j
2
)), : : :
 e
J
:= e
j
1
+ e
j
2
+   + e
j
s
und (@
[J;T ]
)(0) = (e
J
). Wir w

ahlen den Morphismus aus (e
J
)! @
[J;T ]
so, da er, ausgewertet in 0, die Identit

at von (e
J
) ergibt.
 Erw steht f

ur die Erweiterung mit erw

ahlten Quotienten{Daten der unvolls

andigen Waldhausen{
Diagrammen:
(37) Erw

aus (0)! aus (e
j
1
)! aus (e
j
1
+ e
j
2
)!    ! aus (e
J
)! @
[J;T ]


=
2
6
6
6
6
6
6
6
6
4
0
aus (0)
aus (e
j
1
) aus (e
j
1
+ e
j
2
)
: : :
aus (e
J
)
@
[J;T ]

0
aus (2e
j
1
) aus (2e
j
1
+ e
j
2
)
: : :
aus (e
j
1
+ e
J
)
@
[J;T ]

aus (0)
.
.
.
.
.
.
: : :
.
.
.
.
.
.
3
7
7
7
7
7
7
7
7
5
F

ur weitere Berechnungen zerlegen wir das Dierential d auf Z[KG
?
C] in zwei Teile, um eine Anpassung zur weiteren
Ableitung von Elementen im Bild von 
s
zu leisten:
d = @
0
(s)
+ @
00
(s)
, wobei sich das Teil{Dierential
@
0
(s)
= (@
1
1
  @
0
1
)  (@
1
2
  @
0
2
) +   + ( 1)
s
(@
1
s+1
  @
0
s+1
)
auf die ersten (s+ 1) Richtungen bezieht. Eine explizite Beschreibung von 
0
auf Basiselementen ist:

0
() = (;; ) = D Erw [ aus (0)!  ] = D
2
6
6
4
aus (0) 
quot
3
7
7
5
= [ aus (0)!  ! quot ] (Darstellung nach erster Richtung.)
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
0
ist eine erste Approximation zu einer Homotopie{Abbildung. F

ur die genaue Aussage berechnen wir:
d
0
() + 
0
(d)
= @
0
(0)

0
() + @
0
(0)

0
() + 
0
(d)
= [] 
X
j1
( 1)
j 1
 
@
1
j+1

0
()  @
0
j+1

0
()

+
X
j1
( 1)
j 1
 

0
(@
1
j
) 
0
(@
0
j
)

= [] +
X
j1
( 1)
j 1
 

0
(@
1
j
)  @
1
j+1

0
()

da @
0
j+1

0
() = 
0
(@
0
j
) = D Erw[ aus (0)! @
0
j
 ] ,
= [] +
X
j1
( 1)
j 1

D Erw[ aus (e
j
)! @
1
j
 ]   D Erw[ aus (0)! @
1
j
 ]
	
= [] +
X
j1
( 1)
j 1
D d Erw[ aus (0)! aus (e
j
)! @
1
j
 ]
= [] + @
0
(1)
X
jJj=1
(J; T n J)D Erw[ aus (0)! aus (e
J
)! @
[J;T ]
 ] (f

ur J := fjg)
= [] + @
0
(1)

1
() :
Wir untersuchen nun den St

orterm @
0
(1)

1
() modulo Termen im (k+ 1){Filtrationsschritt Fil
k
. Die Ableitun-
gen @
0
i
verschlechtern nicht den Filtrationsgrad. Die Abbildung 
s
verbessert den Filtrationsgrad um 1 (und erh

oht
auch den Grad um 1). Aus diesem Grund vernachl

assigen wir die Ableitungen @
0
i
in den folgenden Berechnungen
und arbeiten modulo Fil
k+1
.
d
1
() + 
1
(d)
= @
0
(1)

1
() + @
00
(1)

1
() + 
1
(d)
 @
0
(1)

1
() +
X
j2T
(j; T n j)@
00
(1)
(fjg; ) +
X
j2T
(j; T n j)
1
(@
1
j
)
= @
0
(1)

1
() +
X
j2T
(j; T n j)
X
k2Tnj
(k; T n fj; kg) D Erw[ aus (0)! aus (e
k
)! @
[fj;kg;T ]
 ]
+
X
j2T
(j; T n j)
X
k2Tnj
(k; T n fj; kg) D Erw[ aus (e
j
)! aus (e
j
+ e
k
)! @
[fj;kg;T ]
 ]
= @
0
(1)

1
() +
X
j 6=k2T
((j; k); T n fj; kg)

D Erw[ aus (0)! aus (e
j
)! @
[fj;kg;T ]
]
D Erw[ aus (e
j
)! aus (e
j
+ e
k
)! @
[fj;kg;T ]
]

da (j; T n j)(k; T n fj; kg) = sign(T ! j t (T n j)! j t k t (T n fj; kg))
= @
0
(1)

1
() +
X
J=(j;k)
(J; T n J)
D Erw

d [aus (0)! aus (e
j
)! aus (e
j
+ e
k
)! @
[J;T ]
]
+ [aus (0)! aus (e
j
+ e
k
)! @
[J;T ]
]

Der untere Term verschwindet wegen alternierenden Charakters in j; k.
= @
0
(1)

1
() +
X
jJj=2
(J; T n J) @
0
(2)
(J; )
= @
0
(1)

1
() + @
0
(2)

2
() :
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Allgemein gilt:
d
s
() + 
s
(d)
= @
0
(s)

s
() + @
00
(s)

s
() + 
s
(d)
 @
0
(s)

s
() + @
00
(s)
X
jJj=s
(J; T n J)(J; ) +
X
k2T
(k; T n k)
s
(@
1
k
)
= @
0
(s)

s
() + ( 1)
s+1
X
jJj=s
(J; T n J)
X
i2TnJ
(i; T n (J [ i))
D Erw[ aus (0)! aus (e
j
1
)!    ! aus (e
J
)! @
[i;TnJ]
@
[J;T ]

| {z }
@
[J[i;T ]
]
+
X
k2T
(k; T n k)
X
J
0
Tnk ; jJ
0
j=s
(J
0
; T n (k [ J
0
))
D Erw[ aus (@
1
k
)(0)
| {z }
(e
k
)
! aus (@
1
k
)(e
j
1
)
| {z }
(e
k;j
1
)
!    ! aus(@
1
k
)(e
J
0
)
| {z }
(e
k[J
0
)
! @
[J
0
;Tnk]
@
1
k

| {z }
@
[k[J
0
;T ]
]
Die Vorzeichen in den obigen Doppelsummen sind
(J; T n J)(i; T n (J [ i)) = sign(T ! J t (T n J)! J t i t (T n (J [ i)))
und sei I := J t i, also insbesondere i
s+1
:= i, und
(k; T n k)(J
0
; T n (k [ J
0
)) = sign(T ! k t (T n k)! k t J
0
t (T n (k [ J
0
)))
und sei I := k t J
0
, also insbesondere i
1
:= k. Wir setzen die Berechnung fort:
= @
0
(s)

s
()
+ ( 1)
s+1
X
jIj=s+1
(I; T n I)
D Erw[ aus (0)! aus (e
i
1
)! aus (e
i
1
;i
2
)!    ! aus (e
i
1
;:::;i
s
)! @
[I;T ]
 ]
+
X
jIj=s+1
(I; T n I)
D Erw[ aus (e
i
1
)! aus (e
i
1
;i
2
)!    ! aus (e
i
1
;:::;i
s
)! aus (e
I
)! @
[I;T ]
 ]
= @
0
(s)

s
()
+
X
jIj=s+1
(I; T n I) D Erw
8
<
:
d [ aus (0)! aus (e
i
1
)!    ! aus (e
I
)! @
[I;T ]
 ]
+
P
1ts
( 1)
t
[ aus (0)!    !
v
z }| {
aus (e
i
1
;:::;i
t
)!    ! @
[I;T ]
 ]
= @
0
(s)

s
() +
X
jIj=s+1
(I; T n I)@
0
(s+1)
D Erw[ aus (0)! aus (e
i
1
)!    ! aus (e
I
)! @
[I;T ]
 ]
= @
0
(s)

s
() + @
0
(s+1)

s+1
() :
Der formale Superkommutator, angewandt auf Fil
k
Z[KG
?
n
C] und berechnet modulo Fil
k+1
, ist also:
[d;
s
]()  @
0
(s)

s
() + @
0
(s+1)

s+1
() ; woraus folgt:
[d;
0
 
1
+    
k+1
]()  f @
0
(0)

0
+ @
0
(1)

1
g()       f @
0
(k+1)

k+1
+ @
0
(k+2)

k+2
g()
= @
0
(0)

0
() @
0
(k+2)

k+2
()
 @
0
(0)

0
()
= [] :
4. Zusammenfassung
Die ganzzahligen Homologie{Grupen der R

aume jG

Cj und jjKG
?

Cjj stimmen

uberein als Koalgebra{Objekte in
der Kategorie der Z{Moduln. Diese

Ubereinstimmung ist gegeben nach kohomologischem

Ubergang durch die
Homotopie{

Aquivalenz Z(), und eine weitere

Ubersetzung dieser Komplexe ist m

oglich, wie folgende Verkettung
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von Morphismen zeigt:
Z

[G

C]
Z()
    ! Z

[KG
?

C]
na
    ! ZK
[0;2]

(C)     ! ZK

(C) :
(38)
Im n

achsten Abschnitt werden wir partiell einen kategoriellen Rahmen f

ur eine gew

unschte Zielkategorie nden,
welche einem motivischen Formalismus nahe kommt, und welche die (einfachsten Quotienten der) Objekte aus (38)
beinhaltet. Im zweiten Teil der Arbeit konstruieren wir Abbildungen, welche vom Komplex ZK

(C) ausgehen und
Werte in Komplexen annehmen, welche bekannte Kohomologie{Theorien berechnen. Diese Abbildungen werden
zus

atzlich mit den kanonischen (auf ZK

(C) nicht K{theoretischen) Produkt{Strukturen vertr

aglich sein.
KAPITEL 4
Geometrische und absolute Kohomologie{Theorien
Wir geben im ersten Abschnitt eine kurze Skizze

uber geometrische und absolute Kohomologie{Theorien exklusiv
als Motivation f

ur die Suche einer geeigneten triangulierten Kategorie, in welche Funktoren von einer gewissen
Kategorie von Variet

aten landen.
Wir haben im Vorfeld z.B. im Falle der Bar{Konstruktion bemerkt, da einem K

orper ein (homotopie{)multiplikativer
Komplex zugeordnet wird, welcher zus

atzlich eine Komultiplikation kanonisch erbt.
Es stellt sich nat

urlich die Frage, ob und wie sich eine (Ober{)Kategorie von Bialgebra{ oder Hopf{Algebra-
Objekten in der Homotopie{Kategorie K(A) einer abelschen Kategorie A im Rahmen einer triangulierten Struktur
organisieren l

at.
Wir beantworten diese Frage in den weiteren Abschnitten dieses Kapitels.
1. Geometrische und absolute Kohomologie{Theorien
Die philosophische Einleitung zu diesem Kapitel inspiriert sich ausschlielich von der Darstellung aus dem 3.
Abschnitt in [Ne].
Sei V eine geeignete Kategorie von Schemata

uber einem festen K

orper F . Unter geeignet verstehen wir folgende
Einschr

ankungen und Mindestanforderungen:
 V bestehe aus Schemata vom endlichen Typ

uber dem K

orper F .
 V beinhalte alle quasiprojektiven, glatten Variet

aten

uber F .
Ein Formalismus von geometrischen und arithmetischen (oder absoluten) Kohomologiegruppen nach Beinlinson
besteht aus Daten, die wir am einfachsten im folgenden Diagramm subsummieren:
V
R,(;j) R,
T
(;j)
H
p
(;j)
H
p
T
(;j)
D
b
(T )
R,(T ;):=
RHom
T
(1;)
H
p
D
+
(A{mod)
H
p
T
(A{mod)
(39)
Wir beschreiben nun die Objekte des obigen Diagramms:
 T ist eine abelsche Tensorkategorie mit einem Formalismus von Tate Twist{Funktoren:   ! (j). Sei 1 das
neutrale Element bez

uglich des Tensorproduktes 
.
 A ist der Ring der Endomorphismen der Eins: A := End
T
(1).
 Der Funktor ,(T ; ) := Hom
T
(1; ) : T  ! (A{mod) induziert einen Funktor zwischen derivierten Kategorien,
den wir auch mit:
R,(T ; ) := RHom
T
(1; ) : D
b
(T )  ! D
+
(A{mod)
bezeichnen.
 R,(; j) : V  ! D
b
(T ) ist ein kontravarianter Funktor. Er erf

ullt R,(; j) = R,(; 0; )(j), damit die Notation
konsistent ist.
 R,
T
(; j) ist die Verkn

upfung der Funktoren RHom
T
(1; ) und R,(; j), wie es das Diagramm zeigt.
 H bezeichne den Funktor, der einem Objekt aus der derivierten Kategorie die Kohomologie zuordnet. Wir werden
ihn auch den Funktor des kohomologischen

Ubergangs nennen. Der Funktor H
p
berechnet die Kohomologie an
der p{ten Stelle.
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 Nimmt man die Kohomologie der bereits vorgekommenen Klassen von Komplexen aus den entsprechenden
derivierten Kategorien, so entstehen zwei Kohomologietheorien:
H
p
(; j) := H
p
R,(; j) geometrische Kohomologiegruppen
H
p
T
(; j) := H
p
R,
T
(; j) arithmetische oder absolute Kohomologiegruppen
Wir haben dabei die Terminologie von Beilinson verwendet. Die arithmetischen und geometrischen Kohomolo-
giegruppen sind durch die Spektralsequenz verbunden:
Ext
p
T
(1; H
p
(X; j)) =) H
p+q
T
(X; j) ;
die der Relation R,
T
(X; j) = RHom
T
(1; X) R,(X; j) entspricht.
Wir geben nun zwei typische Beispiele f

ur diesen Formalismus:
1.1.

Etale Kohomologie. n sei prim zur Charakteristik des K

orpers F .
T sei die Kategorie der endlichen Z=nZ[G]{Moduln, wobei G := Gal(F
sep
jF ). Dann sind:
1 = Z=nZ(0), A = End
T
(1) = Z=nZ und
R
p
,
T
() = H
p
(G; )
Die geometrische Seite hat die Kohomologiegruppen, welche nach dem funktoriellen Pull{Back von Spec F zu
Spec F
sep
berechnet werden:
H
p
(X; j) := H
p

(X 
F
F
sep
)
et
; Z=nZ

(j)
Die arithmetischen (oder absoluten) Kohomologiegruppen sind gegeben durch direkte Berechnung in dem etalen
Situs

uber X :
H
p
T
(X; j) := H
p
( X
et
; Z=nZ)(j) :
Ist F sogar endlich erzeugt

uber Q, so existiert auch das l{adische Pendant. Die l{adische Kohomologie

uber F
ist dabei als kontinuierliche etale Kohomologie deniert. In diesem Fall geht es um folgende Struktur:
T := ( Q
l
[G]{mod ; endlich). Dabei ist G := Gal(F
sep
jF ).
1 = Q
l
(0),
A = Q
l
und
H
p
(X; j) := H
p

(X 
F
F
sep
)
et
; Q
l

(j) ;
H
p
T
(X; j) := H
p
( X
et
; Q
l
) (j) :
1.2. Reelle gemischte Hodge{Strukturen. Sei nun F = C , und X sei ein komplexes Schema vom
endlichen Typ.
Sei MH
R
die abelsche Kategorie der reellen gemischten Hodge{Strukturen. In [Be2] f

uhrt Beilinson einen
Komplex
R,(X; 0) 2 Ob D
b
(MH
R
)
ein, dessen Kohomologie mit der Betti{Kohomologie der komplexen Mannigfaltigkeit X(C )

ubereinstimmt, so
da sie als Objekt aus D
b
(MH
R
) mit der von Deligne beschriebenen gemischten Hodge{Struktur versehen ist:
H
p
(R,(X; 0)) = H
p
B
(X(C );R) 2 ObMH
R
:
2. Triangulierte Kategorien
2.1. Additive Kategorien.
Definition 2.1 (Additive Kategorien). Sei A eine Kategorie. Diese Kategorie sei mit den Daten versehen
und erf

ulle die Eigenschaften, welche in den folgenden Axiomen festgelegt sind:
ADD 1 : F

ur jede zwei Objekte A, B aus A ist die Menge der Homomorphismen A[A ! B] mit einer
Addition + als Teil der Struktur versehen,
( A[A! B] ; + ) ;
so da (A[A! B];+) eine abelsche Gruppe ist. Die Verkn

upfung in A von Morphismen ist links{ und
rechts{distributiv bzgl. +:
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Wenn alle folgenden Verkn

upfungen von Morphismen wohldeniert sind, so gilt f

ur beliebige Mor-
phismen f ; g
1
; g
2
; h:
f  (g
1
+ g
2
) = (f  g
1
) + (f  g
2
) ; (g
1
+ g
2
)  h = (g
1
 h) + (g
2
 h) :
ADD 2 : Es gibt ein Objekt 0 in A, so da A[0! 0] die triviale abelsche Gruppe ist. Morphismen, welche
durch 0 faktorisieren, bezeichnen wir formal auch durch 0. (Notations{Mibrauch. Insbesondere werden
z.B. das Objekt 0 und die Identit

at von 0 durch das gleiche Symbol bezeichnet.)
ADD 3 : F

ur jede zwei Objekte A, B in A existiert ein kommutatives Diagramm in A:
A
i
A
B
i
B
X
p
A
p
B
A B
so da zus

atzlich gilt:
p
B
i
A
= 0 ; p
A
i
B
= 0 ; i
A
p
A
+ i
B
p
B
= id
X
:
Das Objekt X ist bis auf Isomorphismus bestimmt. Er ist gleichzeitig (eine) direkte Summe und (ein)
direktes Produkt von A, B in A. Eine Wahl eines solchen Objekts X bezeichnen wir auch durch AB.
2.2. Triangulierte Kategorien.
Definition 2.2 (Verschiebungs{, Translations{Funktor). Sei A eine additive Kategorie. Ein additiver Funk-
tor T : A ! A ist ein Translations{Funktor, falls es einen additiven Funktor T
 1
: A ! A gibt, so da
T T
 1
= T
 1
T = (Identit

ats{Funktor auf A).
Wir bezeichnen oft den Funktor T
n
auf Objekten durch A! T
n
A =: A[n] und auf Morphismen f : A! B in A
durch (T
n
f : T
n
A! T
n
B) =: (f [n] : A[n]! B[n]).
Definition 2.3 (Triangel, Dreiecke). Sei A eine additive Kategorie mit einem Translations{Funktor T . Die
Kategorie TR(A) der Triangel in A hat:
Objekte: Diagramme in A der Form
A
u
B
v
C
w
A[1]
; welche wir auch als
C

[1]
w
A
u
B
v
(40)
bezeichnen. Dabei steht
C

[1]
A
(oder des weiteren einfach
C

A
) f

ur einen Morphismus
C ! A \vom Grad Eins", d.h f

ur einen Morphismus C ! A[1] in A.
Wir sprechen das Objekt aus (40) als (A;B;C;u; v; w) an, oder { wenn unmiverst

andlich { auch als
[ABC] oder (A;B;C).
Morphismen: Die Menge der Morphismen zwischen (A;B;C;u; v; w) und (A
0
; B
0
; C
0
;u
0
; v
0
; w
0
) besteht
aus Diagrammen in A der Form
A
u
f
B
v
g
C
w
h
A[1]
f [1]
A
0
u
0
B
0
v
0
C
0
w
0
A
0
[1]
(41)
Wir schreiben auch (f; g; h) 2 TR(A) [ (A;B;C;u; v; w) ! (A
0
; B
0
; C
0
;u
0
; v
0
; w
0
) ] f

ur den Morphis-
mus aus (41).
Definition 2.4 (Triangulierte Kategorien). Sei A eine additive Kategorie mit einem Translations{Funktor
T . Wir gehen davon aus, da als Teil der Struktur folgende Daten festgelegt sind:
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Kegel{Funktor: Sei Hom[1! A] die Kategorie der Funktoren aus der Kategorie 1 zur geordneten Men-
ge f0 < 1g nach A mit nat

urlichen Transformationen als Morphismen. Alternativ sind die Objekte der
Form (A;B;u) und die Morphismen der Form (f; g) : (A;B;u)! (A
0
; B
0
;u
0
), wobei diese Notationen
folgende kommutative Diagramme in A bezeichnen:
(A;B;u) :=
h
A
u
B
i
; (f; g) :=
2
6
6
6
4
A
u
f
B
g
A
0
u
0
B
0
3
7
7
7
5
:
Insbesondere existiert ein Vergi{Funktor ! : TR(A) ! Hom[1! A], welcher auf Objekten durch
!(A;B;C;u; v; w) = (A;B;u) und auf Morphismen durch !(f; g; h) := (f; g) gegeben ist. Ein Kegel{
Funktor ist ein Funktor
Hom[1! A]
C
TR
mit der Eigenschaft, da die Verkn

upfung ! C der Identit

at{Funktor ist. F

ur einen Kegel{Funktor C
bezeichnen wir durch C(u); p(u); i(u); C(f; g) Objekte und Morphismen, welche durch die Gleichheiten
erkl

art sind:
C(A;B;u) =: (A;B;C(u);u; p(u); i(u)) =

A
u
B
p(u)
C(u)
i(u)
A[1]

;
C(f; g) =: (f; g; (f; g)) =
2
6
6
6
6
6
4
A
u
f
B
p(u)
g
C(u)
i(u)
(f;g)
A[1]
f [1]
A
0
u
0
B
0
p(u
0
)
C(u
0
)
i(u
0
)
A
0
[1]
3
7
7
7
7
7
5
;
f

ur einen Morphismus (f; g) : (A;B;u)! (A;B;u) in Hom[1! A].
Distinguierte Triangel: Sei Dist die volle Unterkategorie von TR(A), welche erf

ullt:
 Dist beinhaltet alle Objekte der Form C(A;B;u) f

ur (A;B;u) 2 ObHom(1! A), und
 Dist beinhaltet mit einem Objekt alle in TR(A) zu ihm isomorphismen Objekte.
Objekte von Dist nennen wir distinguierte Triangel.
Die obige Struktur ist die Struktur einer triangulierten Kategorie, falls die unterliegenden Daten folgende
Axiome erf

ullen:
TR 1 : C(A;A; id
A
) ist isomorph zu [ A = A! 0! A[1] ] , f

ur alle A 2 Ob A.
TR 2 : Folgende Isomorphismen in der Kategorie TR(A) implizieren sich einander:
C(A;B;u)

=
h
A
u
B
v
C
w
A[1]
i
C(B;C; v)

=

B
v
C
w
A[1]
 u[1]
B[1]

(Man bemerke den Vorzeichen{Wechsel im Morphismus
A[1]
 u[1]
B[1]
.)
TR 3 : Das Oktogon{Axiom : Jedes \kommutativ{exakte" Diagramm der Form (42)
Y
X
0


Z
Z
0

X
(42)
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l

at sich zu einem vollen \kommutativ{exakten" Oktogon{Diagramm (43) vervollst

andigen:
Y
X
0


Z
Z
0

X
Y
0

(43)
Unter einem \kommutativ{exakten" Diagramm verstehen wir ein Diagramm, in welchem alle Dreieck{
Diagramme der Form
C
A B
bzw.
C

A B
kommutativ bzw. distinguiert sind.
Eine alternative partielle Darstellung des Oktogon{Diagramms (43) ist das Diagramm:
Z
0
Y
Y
0
Z
X
X
0
(44)
Dieses Diagramm betont die Morphismen von Triangeln: (X;Y; Z
0
) ! (X;Z; Y
0
) ! (Y; Z;X
0
) ! (Z
0
; Y
0
; X
0
).
Wir k

onnen nun alternativ das Oktogon{Axiom formulieren:
Seien u : X ! Y , v : Y ! Z und w := vu : X ! Z Morphismen in A. Dann existiert ein kommutatives
Diagramm mit distinguierten Zeilen:
X
u
Y
p
u
v
Z
0
i
u
f
X [1]
X
w
u
Z
p
w
Y
0
i
w
g
X [1]
u[1]
Y
v
p
u
Z
p
w
f
X
0
i
v
Y [1]
p
u
[1]
Z
0
f
Y
0
g
i
w
X
0
h
i
v
Z
0
[1]
Z
0
i
u
X [1]
u[1]
Y [1]
p
u
[1]
Z
0
[1]
(45)
Diskussion: Ausgehend vom linken obigen Quadrat, dessen Kommutativit

atw = vu ist, k

onnen wir zuerst sukzessive
(eindeutig bis auf Isomorphie) w

ahlen:
 p
u
; Z
0
; i
u
aus C(X;Y ;u) = (X;Y; Z
0
;u; p
u
; i
u
),
 p
w
; Y
0
; i
w
aus C(X;Z;w) = (X;Z; Y
0
;w; p
w
; i
w
),
 p
v
; X
0
; i
v
aus C(Y; Z; v) = (X;Z; Y
0
; v; p
v
; i
v
),
 und des weiteren f := (id
X
; v), g := (u; id
Z
).
Wir setzen h := p
u
[1] i
v
, und das Oktogon{Axiom sichert (Z
0
; Y
0
; X
0
; f; g; h) 2 Dist. Das Diagramm der ersten
vier Zeilen kann weiter mit der f

unften tautologisch erweitert werden, und wir k

onnen die Triangel{Morphismen
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schreiben:
  
(X;Y; Z
0
) (X;Z; Y
0
) (Y; Z;X
0
) (Z
0
; Y
0
; X
0
)
(Z
0
; X [1]; Y [1]) (Y
0
; X [1]; Z[1]) (X
0
; Y [1]; Z[1]) (X
0
; Z
0
[1]; Y
0
[1])
  
(46)
Das kubische Analogon der 3 3{Lemma f

ur triangulierte Kategorien ist:
Lemma 2.5 (Das 4 4{Lemma). ([BBD], Prop. 1.1.11, S. 24; [Iv], Prop. 5.6, S.456) Jedes kommutative
Quadrat{Diagramm mit Ecken A
1
; A
2
; B
1
; B
2
l

at sich zu einem ${kommutativen 4  4{Diagramm mit di-
stinguierten Zeilen und Spalten erweitern:
A
1
B
1
C
1

A
1
A
2
B
2
C
2

A
2
A
3

B
3

C
3


A
3

A
1
B
1
C
1

A
1
()
(47)
Die ${Kommutativit

at bedeutet f

ur das Quadrat () die Anti{Kommutativit

at, und f

ur die

ubrigen Quadrate
die

ubliche Kommutativit

at.
Beweis: Der Beweis ist von den zitierten Quellen

ubernommen. Ausgehend vom kommutativen Diagramm
A
1
x
a w
B
1
b
A
2
y
B
2
; w = bx = ya ;
konstruieren wir zuerst die distinguierten Triangel und die Triangel{Morphismen:
[A
1
B
1
C
1
] := C(A
1
; B
1
;x) [A
1
A
2
A
3
] := C(A
1
; A
2
; a)
[A
2
B
2
C
2
] := C(A
2
; B
2
; y) [B
1
B
2
B
3
] := C(B
1
; B
2
; b)
[A
1
B
1
C
1
]! [A
2
B
2
C
2
] := C(a; b) [A
1
A
2
A
3
]! [B
1
B
2
B
3
] := C(x; y)
[A
1
B
2
M ] := C(A
1
; B
2
; w) :
Aus dem Oktogon{Axiom f

ur die Diagramme:
A
3
A
2
M
B
2
A
1
C
2
(1)
C
1
B
1
M
B
2
A
1
B
3
(2)
C
2
M
C
3
B
3
A
3
C
1
[1]
(3)
3. DIE HOMOTOPIE{KATEGORIE ALS TRIANGULIERTE KATEGORIE 55
erhalten wir folgende Triangel{Morphismen:
[A
1
B
2
M ]
(2)
[C
1
MB
3
]
(3)
[MC
2
A
3
[1]]
(1)
[A
1
A
2
A
3
]
(1)
[B
1
B
2
B
3
]
(2)
[C
1
C
2
C
3
]
(3)
[A
1
[1]A
2
[1]A
3
[1]]
[A
1
B
2
M ]
(1)
[A
3
MC
2
]
(3)
[MB
3
C
1
[1]]
(2)
[A
1
B
1
C
1
]
(1)
[A
2
B
2
C
2
]
(2)
[A
3
B
3
C
3
]
(3)
[A
1
[1]B
1
[1]C
1
[1]]
Diese erkl

aren die ${Kommutativit

at im 4 4{Diagramm (47).
2.3. Die Waldhausen{Konstruktion f

ur triangulierte Kategorien. Wir benutzen die Begrie die-
ses Unterabschnitts im weiteren Verlauf der Arbeit nicht.
Definition 2.6. Sei A eine triangulierte Kategorie. Wir denieren die Waldhausen{Konstruktion f

ur die
triangulierte Kategorie A
S

A  Hom [ Wald() ! A ] ;
S
n
A  Hom [ Wald(n) ! A ] f

ur n  0 ;
als eine Untermenge der Funktoren  von der Diagramm{Kategorie Wald(n) nach A, welche folgende Eigen-
schaften erf

ullen:
 () = (i; i) = 0,
 F

ur 0  i < j < k  n ist zus

atzlich zu den Morphismen
( (i; j) < (i; k) ) : (i; j)! (i; k) und
( (i; k) < (j; k) ) : (i; k)! (j; k) ein Morphismus
(j; k)! (i; j)[1] als Teil der Struktur gegeben,
so da ein distinguiertes Triangel entsteht:
(i; j)! (i; k)! (j; k)! (i; j)[1] ; welches als (i < j < k) bezeichnet wird.
 F

ur 0  i < j < k < l  n gilt das Oktogon{Axiom f

ur das (unvollst

andige) Diagramm:
(j; k)
(i; k) (j; l)
(i; l)
(i; j) (k; l)
Die kubische Waldhausen{Konstruktion f

ur die triangulierte Kategorie A kann analog eingef

uhrt werden.
3. Die Homotopie{Kategorie als triangulierte Kategorie
Wir haben die Darstellung in diesem Abschnitt aus [GM] (x4.2,x5.1), [Iv] (I.4) und [Bou] (S. 36{40) mit dem
Zweck

ubernommen, um die Notation f

ur weitere Anreicherungen der Struktur festzulegen. Die Denitionen des
Kegels und Zylinders eines Morphismus sind standard. Da wir Super{Tensorprodukte dieser Objekte betrachten,
ist es notwendig, die \Verschiebungen" innerhalb ihrer Dierentiale zu kontrollieren.
Dies ist technisch leicht: Wir f

uhren in der Denition 3.2 einen b

urokratischen Morphismus t ein, mit welchem
wir sp

ater die Standard{Dierentiale des Kegels und Zylinders und alle des weiteren betrachteten Morphismen
konsequent versehen. Dadurch sind wir auch befreit, Gleichheiten in der ${Algebra auf Elementen zu testen und
Berechnungen in der Homotopie{Kategorie erst nach einer Wahl der Repr

asentanten zu f

uhren.
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3.1. Die Kategorien Kom(A) und K(A). Sei A eine additive Kategorie. Wir bezeichnen durch
Kom(A) respektive K(A)
die Kategorie der Komplexe in A (mit dem Dierential vom Grad 1)
und respektive die Homotopie{Kategorie, welche als Objekte Komplexe und als Morphismen Komplex{Morphismen
modulo der homotopischen

Aquivalenzrelation hat.
Definition 3.1. Sei A = (A; d) ein Komplex in A.
Der Komplex A[1] = (A[1]; d[1]) ist gegeben durch:
(A[1])
n
:= A
n+1
und hat das Dierential:

A[1]
n 1
d[1]
A[1]
n

:=  

A
n
d
A[1]
n+1

(48)
Definition 3.2 (Der Morphismus t). Sei A ein Komplex in A. Der Morphismus t (oder t
A
, wenn wir auch
die Abh

angigkeit von A betonen wollen,) ist der Morphismus vom Grad  1:
t : A! A[1] gegeben im Grad n durch die Identit

at t
n
: A
n
= A
(n 1)+1
=: (A[1])
n 1
:(49)
Die letzten Denitionen machen das folgende Diagramm ${kommutativ:
A
t
d
A[1]
d[1]
A
t
A[1]
in dem Sinne, da gilt: d[1]t =  td, oder d[1]t+ td = 0.
Notation 3.3. F

ur einen Morphismus f : A! B vom Grad n notieren wir formal den gemischeten Super{
Kommutator
d
B
f   ( 1)
n
f d
A
durch [d; f ] :
Mit dieser Terminologie $-kommutieren t und \d", und eine Homotopie zwischen zwei Morphismen vom Grad Null
f; g : A! B ist eine Abbildung H vom Grad  1 mit der Eigenschaft f   g = [d;H ].
3.2. Der Zylinder und der Kegel eines Morphismus.
Definition 3.4 (Der Kegel). Sei f : A! B ein Morphismus in Kom(A). Der Kegel von f ist der Komplex
C(f) gegeben durch:
C(f) :=
2
4
A[1]

B
3
5
mit dem Dierential

d[1] 
ft
 1
d

:
2
4
A[1]

B
3
5
!
2
4
A[1]

B
3
5
:
Wir benutzen auch weiter die Konvention, da fehlende oder mit einem Punkt markierten Matrixeintr

age Null sind.
Wir bemerken, da das Dierential auf dem einfachen Komplex von f , welcher als C(f)[ 1] deniert ist, mit den
obigen Vereinbarungen folgende Matrixgestalt einnimt:
 
2
4
A

B[ 1]
A[1]

B

t
 1

 t
 1

A[1]

B

d[1] 
ft
 1
d

A

B[ 1]
[
t 
 t
]
3
5
=  

t
 1

 t
 1

d[1] 
ft
 1
d
 
t 
 t

=

d 
 tf d[ 1]

:
In der Literatur wird die Vorzeichen{Konvention oft so getroen, da der Kegel von f dann C( f) in unserer
Notation ist. Der unterdiagonale Eintrag ft
 1
(resp.  tf)

andert sich bei der neuen Konvention das Vorzeichen
in der Matrix{Darstellung des Dierential.
Die Festlegung dieser Vorzeichen{Konvention h

angt davon ab, ob der Kegel{Komplex oder der einfache Komplex
von f vom Autor als Haupt{Objekt betrachtet wird. In dieser Arbeit werden beide Konventionen f

ur disjunkte
Richtungen benutzt: Wir arbeiten in diesem Abschnitt mit der obigen Denition/Konvention. Im n

achsten Teil der
Arbeit, Regulatoren, steht der einfache Komplex im Mittelpunkt der Diskussion, und wir werden mit der anderen
Konvention arbeiten.
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Definition 3.5 (Der Zylinder). Sei f : A ! B ein Morphismus in Kom(A). Der Zylinder von f ist der
Komplex Cyl(f) gegeben durch:
Cyl(f) := C

A
( 1;f)
AB

=
"
A[1]

A

B
#
mit Dierential
2
4
d[1]  
 t
 1
d 
ft
 1
 d
3
5
:
"
A[1]

A

B
#
!
"
A[1]

A

B
#
:
Lemma 3.6 ([Bou] A X.38, [Iv] I.4, [GM] Lemma 2.2.1). Folgendes Diagramm ist ein in f funktorielles kom-
mutatives Diagramm mit exakten Zeilen in der Kategorie Kom(A):
0
B


C(f)

A[1]
0
0
A
f
Cyl(f)


C(f)
0
A
f
B
Die Morphismen  = (f),  = (f),  = (f),  = (f),  = (f) in diesem Diagramm sind:
 :=

0
1

;  :=

1 0

; f :=
2
4
0
1
0
3
5
;  :=

1 0 0
0 0 1

;  :=
2
4
0
0
1
3
5
;  :=

0 f 1

;
Wir haben f

ur jeweilige Identit

aten 1 geschrieben. Die Morphismen  und  erkl

aren einen Isomorphismus in
K(A) zwischen den Objekten B und Cyl(f): Die Verkn

upfung  ist die Identit

at auf B und die Verkn

upfung
 ist homotop zur Identit

at von Cyl(f) durch die Homotopie H : Cyl(f)! Cyl(f)[ 1],
H :=
2
4
 t 
  
  
3
5
;
2
4
0
0
1
3
5

0 f 1

 
2
4
1  
 1 
  1
3
5
=
2
4
 t 
  
  
3
5
2
4
d[1]  
 t
 1
d 
ft
 1
 d
3
5
+
2
4
d[1]  
 t
 1
d 
ft
 1
 d
3
5
2
4
 t 
  
  
3
5
3.3. Der Kegel{Funktor.
Definition 3.7. Wir denieren den Funktor C : Hom[ 1 ! K(A) ]  ! TR(K(A)) unter den Notationen
aus dem Lemma 3.6
auf Objekten: C(A;B;u) := (A;B;C(u);u; (u)(u); (u)) und wir setzen p(u) := (u)(u).
auf Morphismen: Sei (f; g) : (A;B;u) ! (A
0
; B
0
;u
0
) ein Vertreter eines Morphismus aus Hom[ 1 !
K(A) ]. Wir denieren C(f; g) : C(A;B;u)! C(A
0
; B
0
;u
0
) durch das Diagramm:
A
u
f
B
p(u)=(u)(u)
g
C(u)
(u)
(f;g)
A[1]
f [1]
A
0
u
B
0
p(u
0
)=(u
0
)(u
0
)
C(u
0
)
(u)
A
0
[1]
Dabei ist (f; g) : C(u)! C(u
0
) die diagonale Matrix mit den diagonalen Eintr

agen f [1] = tft
 1
und
g.
 Das Axiom TR 1 folgt, da C(id
A
) zu 0 isomorph ist: Identizieren wir C(id
A
) = [A[1]  A]

=
[A[1] 
A 0] = Cyl(A! 0) (als graduierte A{Objekte), so liefert die diagonale Matrix mit Diagonal{Eintr

agen
( id
A[1]
; id
A
; 0) einen Isomorphismus C(id
A
)

=
Cyl(A! 0). Das letzte Objekt ist isomorph zu 0.
 Zum Axiom TR 2: Wir starten mit einem Morphismus f : A! B und arbeiten im Rahmen der Notationen
aus dem Lemma 3.6. Dann ist
C(  : B ! C(f) ) =

B[1]

C(f)

=
2
4
B[1]

A[1]

B
3
5

=
2
4
A[1]

B[1]

B
3
5
mit Dierential
2
4
d
A[1]
 
 d
B[1]

ft
 1
t
 1
d
B
3
5
;
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und wir bemerken dadurch den Isomorphismus C()

=
C(A ! C(B = B))

=
C(A ! 0) = A[1].
Schreiben wir explizit diesen Isomorphismus, so erhalten wir das Diagramm:
A
f
B

C(f)

A[1]
 u[1]
"
 u[1]
1

#
B[1]
B

h
A[1]

B
i

 
1 
 1

2
4
B[1]

A[1]

B
3
5
[
 1 
]
[
1  
]
B[1]
in welchem die senkrechten, nicht identischen Pfeile homotop invers zueinander sind, und der Pfeil nach
oben in kommutativen quadratischen Diagrammen steht. Es folgt die Kommutativit

at eines Diagramms:
A
f
B
(f)
C(f)
(f)
A[1]

=
 u[1]
B[1]
B
(f)
C(f)
((f))
C((f))
((f))
B[1]
Das Axiom folgt.
 Das Oktogon{Axiom TR 3: Seien u : X ! Y , v : Y ! Z und w := vu : X ! Z Morphismen in A. Wir
bilden analog zu (45) das kommutative Diagramm:
X
u
Y
[

1
]
v
h
X[1]

Y
i
[
1 
]
[
1 
 v
]
X [1]
X
w
u
Z
[

1
]
h
X[1]

Z
i
[
1 
]
h
u[1] 
 1
i
X [1]
u[1]
Y
v
[

1
]
Z
[

1
]
[

1
]
h
Y [1]

Z
i
[
1 
]
Y [1]
[

1
]
h
X[1]

Y
i
[
1 
 v
]
h
X[1]

Z
i
h
u[1] 
 1
i
h
Y [1]

Z
i
[
 
1 
]

X[2]

Y [1]

Die ersten drei Zeilen sind C(X;Y ;u), C(X;Z;w) und C(Y; Z; v), also distinguiert. Zu zeigen ist, da die
vierte Zeile auch distinguiert ist. Seien
V :=

C(u)
(1;v)
C(w)

=
 
h
X[1]

Y
i
[
1 
 v
]
h
X[1]

Z
i
!
und
V
0
:=

C(id
X
)
(u; w)
C( v)

=
 
h
X[1]

X
i
h
u[1] 
  w
i
h
Y [1]

Z
i
!
:
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Dann ist C(V )

=
C(V
0
) = C( C(id
X
) ! C( v) )

=
C( 0 ! C( v) ) = C( v)

=
C(v). Wir machen
diese Isomorphismen in der homotopischen Kategorie explizit:
C(V ) =
2
6
6
4
X[2]

Y [1]

X[1]

Z
3
7
7
5
2
4
1
  1
 1 
1
3
5
C(V
0
) =
2
6
6
4
X[2]

X[1]

Y [1]

Z
3
7
7
5
h
 u[1] 1 
   1
i
h
Y [1]

Z
i
h
 1 
 1
i
"
 
 
1 
 1
#
h
Y [1]

Z
i
2
4
d
X
[2]
 u[1]t
 1
d
Y
[1]
t
 1
d
X
[1]
vt
 1
wt
 1
d
Z
3
5
2
4
d
X
[2]
 t
 1
d
X
[1]
u[1]t
 1
d
Y
[1]
 wt
 1
 vt
 1
d
Z
3
5
h
d
Y
[1]
 vt
 1
d
Z
i h
d
Y
[1]
vt
 1
d
Z
i
Unter jedem Komplex steht sein Dierential. Die Verkn

upfunkgen C(V ) C(v) erl

autern einen
Triangel{Isomorphismus
h
X[1]

Y
i
[
1 
 v
]
h
X[1]

Z
i
"
 
 
1 
 1
#
2
6
6
4
X[2]

Y [1]

X[1]

Z
3
7
7
5
[
1   
 1  
]
h
 1 u[1] 
   1
i

X[2]

Y [1]

h
X[1]

Y
i
[
1 
 v
]
h
X[1]

Z
i
h
u[1] 
 1
i
h
Y [1]

Z
i
[
 
1 
]
"
 
1 
 
 1
#

X[2]

Y [1]

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4. Hopf{Algebra{Objekte
4.1. Tensor{Kategorien. Seien A, B und C Kategorien.
Wir bezeichnen durch AB die Kategorie mit
Objekten: (A;B), f

ur A, B beliebige Objekte aus A resp. B,
Morphismen: (f; g), f

ur f , g beliebige Morphismen aus A resp. B.
Die Verkn

upfung der Morphismen (f; g) : (A;B)! (A
0
; B
0
) und (f
0
; g
0
) : (A
0
; B
0
)! (A
00
; B
00
) in AB ist
(f
0
; g
0
)  (f; g) := (f
0
 f; g
0
 g) :
Wir werden formal identizieren:
(AB) C = A (B  C) :
Ist A eine additive Kategorie, so ist AA es auch. Wir arbeiten ab sofort nur mit additiven Kategorien. Funktoren
zwischen solchen Kategorien werden immer additiv sein.
Definition 4.1. Eine additive Kategorie A mit einem additiven Funktor 
 : AA ist eine ACU{Tensorkategorie,
falls sie als Teil der Struktur mit folgenden Daten versehen ist:
(A): eine nat

urliche

Aquivalenz a : 
(
  id)  
(id  
) zwischen Funktoren A  A  A ! A. Auf
Objekten A;B;C aus A ist der Isomorphismus induziert:
a
A;B;C
: (A
B)
 C

=
A
 (B 
 C) :
a heit Assoziativit

at{Konstante.
(C): eine nat

urliche

Aquivalenz c : 
  
 zwischen Funktoren A  A ! A. Dabei ist  = 
12
der
Funktor, induziert von der kanonischen Aktion der symmetrischen Gruppe mit zwei Elementen verm

oge
der Transposition (12). Auf Objekten: (A;B) := (B;A), auf Morphismen: (f; g) := (g; f).
F

ur zwei Objekte A;B aus A entsteht ein Isomorphismus:
c
A;B
: A
B ! B 
A :
c heit Kommutativit

at{Konstante.
(U): ein Objekt I in A und nat

urliche

Aquivalenzen u = u
links
: 
(I  id)  id und u = u
rechts
:

(id I)  id zwischen Funktoren A ! A. F

ur ein Objekt A 2 A entstehen Isomorphismen:
u
A
: I 
A! A und u
A
: A
 I ! A :
u
links
und u
rechts
heien Unit

ats{Konstanten. Wir werden oft nur u f

ur beide schreiben.
Diese Daten m

ussen des weiteren folgenden Bedingungen unterliegen:
Das Pentagon{Axiom f

ur a: F

ur beliebige vier Objekte A;B;C;D in A ist das folgende Diagramm
funktoriell kommutativ:
((A
B)
 C)
D
(A
B)
 (C 
D)
A
 (B 
 (C 
D))
(A
 (B 
 C)) 
D A
 ((B 
 C)
D)
a
A
B;C;D
a
A;B;C
D
a
A;B;C

1
D
a
A;B
C;D
1
A

a
B;C;D
Die einzigen zwei m

oglichen Wege f

ur die Umgruppierung der Klammer zwischen den zwei eingerahm-
ten Termen sind gleich.
Vertr

aglichkeit zwischen a und u: F

ur beliebige Objekte A;B in A kommutiert funktoriell:
(A
 I)
B
a
A;I;B
u
rechts

1
B
A
 (I 
B)
1
A

u
links;B
A
B
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Vertr

aglichkeit zwischen a und c : Das Hexagon{Axiom: F

ur beliebige Objekte A;B;C in A kom-
mutiert funktoriell:
(A
B)
 C
A
 (B 
 C) (B 
 C)
A
B 
 (C 
A)
(B 
A)
 C B 
 (A
 C)
a
A;B;C
c
A;B
C
a
B;C;A
c
A;B

1
C
a
B;A;C
1
B

c
A;C
Wir werden des weiteren auch die Abk

urzung Tensorkategorie f

ur eine ACU{Tensorkategorie verwenden.
Als Korollar folgt die Vertr

aglichkeit zwischen u und c: F

ur ein beliebiges Objekt A in A kommutiert funktoriell:
A
 I
c
A;I
u
A
1
A
I 
A
c
I;A
u
A
A
 I
u
A
A
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4.2. Hopf{Objekte in einer Tensor{Kategorie.
Definition 4.2. Sei A eine Tensor{Kategorie. Wir beschreiben Bedingungen an einem 5{Tupel (A; ; ;m;;S)
von Objekten und Morphismen in A und legen simultan die Terminologie fest.
 A ist ein Objekt aus A.
 m ist eine Multiplikation in A. Damit ist die Assoziativit

at von m gemeint, welche durch die Kommu-
tativit

at des Diagramms erkl

art ist:
(A
A)
A
m
1
A

=
a
A;A;A
A
A
m
A
A
 (A
A)
1
A

m
A
A
m
Wir werden oft die Assoziativit

at{Konstante a unterdr

ucken und diese Eigenschaft als m(m 
 1) =
m(1
m) ausdr

ucken.
  ist eine Komultiplikation. Dies bedeutet die Kommutativit

at des Diagramms (Koassoziativit

at):
(A
A)
A

=
a
A;A;A
A
A

1
A
A


A
 (A
A)
A
A
1
A


  und  sind Morphismen in A:
 : A! I und  : I ! A ;
so da  eine Einheit bzgl. m ist, und  eine Koeinheit bzgl. : Dies bedeutet die Kommutativit

at der
Diagramme:
A
 I
1
A


u
A
A
A
m
I 
A

1
A
u
A
A
A
 I A
A
1
A

 
1
A
I 
A
A

u
 1
A
u
 1
A
Terminologie: Die Struktur (A; ;m) heit ein Algebra{Objekt in A, und (A; ;) ein Koalgebra{Objekt,
falls alle obigen (A; ;m) respektive (A; ;) betreenden Bedingungen erf

ullt sind. Die (Ko)Algebra{Objekte
bilden eine Kategorie mit Morphismen f : (A
1
; 
1
;m
1
)! (A
2
; 
2
;m
2
) resp. f : (A
1
; 
1
;
1
)! (A
2
; 
2
;
2
):
Dabei ist f ein Morphismus f : A
1
! A
2
, so da in A kommutieren:
A
1

A
1
f
f
m
1
A
1
f
I

1
A
2

A
2
m
2
A
2
I

2
resp.
A
1

A
1
f
f
A
1

1

1
f
I
A
2

A
2
A
2

2

2
I
:
Das Objekt I hat eine kanonische Struktur als (Ko)Algebra{Objekt: (I; id
I
; u
I
). Weitere Einschr

ankungen:
  : A! I ist vertr

aglich mit der Algebra{Struktur (A; ;m), i.e. induziert einen Algebra{Morphismus
 : (A; ;m)! (I; id
I
; u
I
), und
 : I ! A ist vertr

aglich mit der Koalgebra{Struktur (A; ;), i.e. induziert einen Koalgebra{
Morphismus  : (A; ;) ! (I; id
I
; u
 1
I
). Diese Vertr

aglichkeiten bedeuten die Kommutativit

at der
Diagramme:
A
A
m


A

I 
 I
u
I
I
A
A
A

I 
 I
u
I


I

I

I
A

4. HOPF{ALGEBRA{OBJEKTE 63
 Eine weitere Bedingung ist die Kommutativit

at des folgenden Diagramms:
A
 A
m


(A
A)
 (A
A)

23
:=1
A

c
A;A

1
A
(A
A)
 (A
A)
m
m
A

A
A
Der Isomorphismus 
23
:= 1
A

 c
A;A

 1
A
der Verschung der 2. und 3. Tensorfaktoren steht genauer
f

ur die Verkn

upfung von Morphismen:
(A
A)
 (A
A)

=
a
A;A;A
A
A
 (A
 (A
A))

=
1
A

a
 1
A;A;A
A
 ((A
A)
A)

=
1
A

(c
A;A

1
A
)
(A
A)
 (A
A) A
 (A
 (A
A))

=
a
 1
A;A;A
A
A
 ((A
A)
A)

=
1
A

a
A;A;A
Wir benutzen analog die Notation 

f

ur eine Vertauschung der Tensorfaktoren, entsprechend einer
Permutation .
m;  und ;  induzieren auf A
A kanonische Algebra{ und Koalgebra{Strukturen (A
A; 


;m


)
und : (A
A; 


;


) gegeben durch die Morphismen:
m


: (A
A)
 (A
A)

23
(A
A)
 (A
A)
m
m
A
A



: I
u
I
I 
 I


A
A



: A
A


(A
A)
 (A
A)

23
(A
A)
 (A
A)



: A
A


I 
 I
u
I
I
Gelten alle obigen Bedingungen, so sind m;  resp. ;  Morphismen von Ko{ resp. Algebren.
Terminologie: Ein Objekt (A; ; ;m;), beschrieben durch die obigen Daten und Bedingungen, heit Bialgebra{
Objekt in A. Solche Objekte bilden eine Kategorie mit solchen Morphismen, welche Ko{ und Algebra{Morphismen
sind.
 Sei (A; ; ;m;) eine Bialgebra in A. Auf Hom
A
(A;A) denieren wir die Faltung:
 : Hom
A
(A;A) Hom
A
(A;A)! Hom
A
(A;A)
f

ur zwei Morphismen f; g 2 Hom
A
(A;A) durch f  g := m(f 
 g) 2 Hom
A
(A;A). Diese Operation
ist assoziativ:
(f  g)  h :=m[ (m(f 
 g))
 h ]
=m [ (m
 1
A
)((f 
 g)
 1
A
)(
 1
A
)(1
A

 h) ]
=m(m
 1
A
)((f 
 g)
 h)(
 1
A
)
= m(1
A

m)(f 
 (g 
 h))(1
A

)
=f  (g  h) :
Die durch = betonte Stelle folgt von der Naturalit

at von a aus dem Diagramm:
A
A
m
(A
A)
A
m
1
A
a
A;A;A
(A
A)
A
(f
g)
h
a
A;A;A
A
A

1
A
A A


A
A
m
A
 (A
A)
1
A

m
A
 (A
A)
f
(g
h)
A
A
1
A


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Das neutrale Element bzgl.  ist .
 Ein Antipod einer Bialgebra (A; ; ;m;) in A ist eine Abbildung S : A! A in A mit der Eigenschaft:
S  1
A
= 1
A
 S =  :
Terminologie: Objekte (A; ; ;m;;S) mit allen obigen Eigenschaften heien Hopf{(Algebra){Objekte in
A. Sie bilden eine Kategorie mit denjenigen Bialgebra{Morphismen, welche mit den Antipoden vertauschen.
F

ur zwei Bialgebren A
1
:= (A
1
; 
1
; 
1
;m
1
;
1
) und A
2
:= (A
2
; 
2
; 
2
;m
2
;
2
) denieren wir analog die Faltung
auf Hom
A
(A
1
; A
2
) durch
f  g := m
2
(f 
 g)
1
; f; g 2 Hom
A
(A
1
; A
2
) :
Dann ist (Hom
A
(A
1
; A
2
); ) ein assoziatives Monoid mit der Einheit 
2

1
. Die Faltung ist vertr

aglich mit Ver-
kn

upfung nach links (bzw. nach rechts) mit Bialgebra{Morphismen.
Satz 4.3. Sei A := (A; ; ;m;;S) eine Hopf{Algebra in A. Dann ist:
A
op,cop
:= (A; ; ;m
op
:= m
12
;
cop
:= 
12
)
eine Bialgebra, und der Morphismus S induziert einen Bialgebra{Morphismus S : A ! A
op,cop
. (Dabei ist

12
:= c
A;A
.)
Beweis: Zu zeigen sind die Relationen:
Sm = m
op
(S 
 S) : A
A! A ; S =  : I ! A ;
(S 
 S) = 
cop
S : A! A
A ; S =  : A! I :
Wir \falten" geeignet diese Relationen, um sie zu beweisen:
 S =  ist

aquivalent zu   S =   . Dies folgt aus   S = (1
A
 S) = () = () =  =    :
 Duales Argument: S   = (S  1
A
) = () = () =  =   . Daraus folgt: S = .
 Wir beweisen nun m  (Sm) = m  ( m
op
(S 
 S) ) in A[A
A! A]. Der erste Term ist einfach:
m  (Sm) = (1
A
 S)m = ()m = m(()
 ()) :
F

ur den zweiten betrachten wir zuerst das Diagramm an der Seite 65 innerhalb der Abbildung 1:
Wir schreiben in diesem Diagramm und des weiteren einfach 1 statt 1
A
. Der \linke Rand" des Dia-
gramms hat als Verkn

upfung
m (m
m)((1
 1)
 ((S 
 S)c
A;A
) 
23
((1
 1)
)( 
 1)
= m (m
 (m
op
(S 
 S))) 


= m  (m
op
(S 
 S)).
Der \rechte Rand" ist:
m(1
m) (1
 (m
 1))(1
 ((1
 S)
 S)(1
 (
 1)) (1
 c
A;A
)a
A;A;A
(
 1)
= m(1
m) 1
 ((1  S)
 S) (1
 c
A;A
)a
A;A;A
(
 1)
= m(1
m) 1
 (() 
 S) (1
 c
A;A
)a
A;A;A
(
 1)
= m ( 1
 (m(() 
 S)c
A;A
) ) a
A;A;A
(
 1)
= m ( 1
 (m(( 
 1) (
 S)c
A;A
) ) a
A;A;A
(
 1)
= m ( 1
 (u
A
c
A;I
(S 
 )) ) a
A;A;A
(
 1)
= m ( 1
 (u
A
(S 
 )) ) a
A;A;A
(
 1)
= m ( 1
 (m((1
 )(S 
 )) ) a
A;A;A
(
 1)
= m(1
m) ( 1
 (S 
 ()) ) a
A;A;A
(
 1)
= m(m
 1) ( (1
 S)
 () ) (
 1)
= m ( (m(1
 S))
 () )
= m ( (1  S)
 () )
= m ( ()
 () ).
 Die Relation (S 
 S) = 
cop
S : A! A
A folgt dual.
Definition 4.4. Eine ACU{Tensor{Kategorie heit symmetrisch, falls f

ur alle Objekte A;B 2 A gilt:
c
B;A
c
A;B
= 1
A
B
:
F

ur unsere Zwecke k

onnen wir uns auf symmetrische Tensor{Kategorien beschr

anken, um technischen Details
auszuweichen.
Satz 4.5. Sei A eine symmetrische Tensor{Kategorie. Sei A = (A; ; ;m;;S) eine Hopf{Algebra in A.
Dann sind

aquivalent:
(i) S
2
= 1
A
,
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A
A

1



(A
A)
A
a
A;A;A
(1
1)

A
(A
A)
1
(1
1)
1
c
A;A
(A
A)
(A
A)
a
A;A;A
A

23
A
(A
(A
A))
1
c
A;A
A
A
((A
A)
A)
1
a
A;A;A
1
(c
A;A

1)
A
((A
A)
A)
1
a
A;A;A
A
(A
A)
1
(
1)
1
(
1)
A
((A
A)
A)
1
a
A;A;A
A
(A
(A
A))
(A
A)
(A
A)
a
A;A;A
A
(1
1)
c
A;A
(1
1)
((S
S)c
A;A
)
A
(A
(A
A))
1
(1
c
A;A
)
1
(1
c
A;A
)
(A
A)
(A
A)
a
A;A;A
A
(1
1)
(S
S)
A
(A
(A
A))
1
(1
(S
S))
A
((A
A)
A)
1
a
A;A;A
1
((1
S)
S)
(A
A)
(A
A)
a
A;A;A
A
(1
1)
m
m
m
A
(A
(A
A))
1
(1
m)
A
((A
A)
A)
1
a
A;A;A
1
(m
1)
(A
A)
A
a
A;A;A
m
1
A
(A
A)
1
m
A
(A
A)
1
m
A
A
m
A
A
m
A
Abbildung 1. Handhabung von Assoziativit

ats{ und Kommutativit

ats{Konstanten im Be-
weis des Satzes 4.3
(ii) m
op
(1
A

 S) = ,
(iii) m
op
(S 
 1
A
) = .
Insbesondere gilt S
2
= 1
A
, falls A kommutativ (oder {dual{ kokommutativ) ist.
Beweis: Aus Sm = m
op
(S 
 S) = m(S 
 S)c
A;A
folgt Sm
op
= m(S 
 S)c
A;A
= m(S 
 S). Wir bemerken
zuerst die Gleichheit:
S  (S
2
) = m(S 
 (S
2
)) = m(S 
 S)(1
A

 S) = Sm
op
(1
A

 S) :(50)
[(i)) (ii)] Ist S
2
= 1
A
, so ergibt (50):
m
op
(1
A

 S) = (S
2
) m
op
(1
A

 S) = S (Sm
op
(1
A

 S)) = S(S  (S
2
)) = S(S  1
A
) = S =  :
[(ii) ) (i)] Ist m
op
(1
A

 S) = , so ergibt (50): S  (S
2
) = S =  = S  1
A
, und wir k

urzen den
Faltungsfaktor S.
4.3. Tensor{Kategorien mit (T; t){Daten.
Definition 4.6. Sei A eine additive Kategorie, versehen mit
 einem additiven Verschiebungsfunktor T : A ! A,
 einer nat

urlichen

Aquivalenz t : id
A
! T , auf Objekten A 2 ObA: t
A
: A ! TA, mit der Eigenschaft
t
TA
= T t
A
,
 der Struktur einer ACU{Tensor{Kategorie.
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Wir verlangen des weiteren die Existenz nat

urlicher

Aquivalenzen j
l
und j
r
:

(1
A
 T )
T

j
l
j
r

(T  1
A
)
; oder auf Objekten A;B 2 ObA:
A
 TB
T (A
 B)
j
l
A;B
j
r
A;B
TA
B
;
so da kommutiert:
T
2
(A
B)
Tj
l
A;B
Tj
r
A;B
T (A
 TB)
j
l
A;TB
T (TA
B)
j
r
TA;B
TA
 TB
Zus

atzlich verlangen wir die nat

urliche Kommutativit

at f

ur Objekte A;B;C 2 A der Diagramme:
(TA
B)
C
a
TA;B;C
TA
(B
C)
T (A
B)
C
j
l
A;B

1
C
TA
(B
C)
T ((A
B)
C)
j
l
A
B;C
Ta
A;B;C
T (A
(B
C))
j
l
A;B
C
(A
TB)
C
a
A;TB;C
A
(TB
C)
T (A
B)
C
j
r
A;B

1
C
A
T (B
C)
1
A

j
l
B;C
T (A
B)
C
j
l
A
B;C
Ta
A;B;C
T (A
(B
C))
j
r
A;B
C
(A
B)
TC
a
A;B;TC
A
(B
TC)
(A
B)
TC A
T (B
C)
1
A

j
r
B;C
T (A
B)
C
j
r
A
B;C
Ta
A;B;C
T (A
(B
C))
j
r
A;B
C
und
T (A
B)
Tc
A;B
j
l
A;B
T (B 
A)
Tc
B;A
j
r
A;B
T (A
B)
j
l
A;B
TA
B
c
TA;B
B 
 TA
c
B;TA
TA
B
Dann nennen wir A eine Tensor{Kategorie mit (T; t){Daten.
4.4. Die additive Kategorie H(A).
Definition 4.7. Sei A eine Tensor{Kategorie mit (T; t){Daten. Wir bezeichnen durch H(A) die additive
Kategorie mit folgenden Daten:
Objekte: Hopf{Algebra{Objekte A = (A; ; ;m;;S), so da die Multiplikation m kommutativ ist,
und die Komultiplikation  kokommutativ.
Morphismen: Hopf{Algebra{Morphismen.
Gruppstruktur auf Hom(A
1
;A
2
) f

ur A
1
;A
2
2 ObH(A): Die Faltung: Diese Operation ist kommu-
tativ, da f

ur f; g 2 Hom(A
1
;A
2
) gilt:
f  g = m(f 
 g) = m
op
c
A
2
;A
2
(f 
 g)c
A
1
;A
1

cop
= m
op
(g 
 f)
cop
= m(g 
 f) = g  f .
Die Einheit in (Hom(A
1
;A
2
); ) ist 
2

1
.
Das Inverse zu f ist S
2
f = fS
1
, da gilt: f  (S
2
f) = (1
A
2
 S
2
)f = 
2

2
f = 
2

1
.
4. HOPF{ALGEBRA{OBJEKTE 67
Direkte Summe und Produkt: F

ur A
1
, A
2
2 H(A) denieren wir Morphismen i
1
; i
2
; p
1
; p
2
wie folgt:
A
1
u
 1
A
1
i
1
A
1

 I
1
A
1


2
A
2
u
 1
A
2
i
2
I 
A
2

1

1
A
2
A
1

A
2
1
A
1


2
p
1
p
2

1

1
A
2
A
1

 I
u
A
1
A
1
I 
A
2
u
A
2
A
2
i
1
= (1
A
1

 
2
)u
 1
A
1
i
2
= (
1

 1
A
2
)u
 1
A
2
p
1
= u
A
1
(1
A
1

 
2
)
p
2
= u
A
2
(
1

 1
A
2
)
p
1
i
1
= 1
A
1
p
2
i
1
= 
2

1
p
1
i
2
= 
1

2
p
2
i
2
= 1
A
2
(i
1
p
1
)  (i
2
p
2
) = 1
A
1

A
2
Die Gleichheit (i
1
p
1
)  (i
2
p
2
) = 1
A
1

A
2
folgt aus:
(i
1
p
1
)  (i
2
p
2
) = (1
A
1

 (
2

2
))  ((
1

1
)
 1
A
2
)
= (m
1

m
2
)
23
((1
A
1

 (
2

2
)) 
 ((
1

1
)
 1
A
2
))
= (m
1
(1
A
1

 (
1

1
))
1
)
 (m
2
((
2

2
)
 1
A
2
)
2
)
= (1
A
1
 (
1

1
))
 ((
2

2
)  1
A
2
) = 1
A
1

 1
A
2
= 1
A
1

A
2
.
Ein formales Bild dazu:
A
1

1


A
2

2

1


2
(A
1

 A
1
) 
 (A
2

 A
2
)

23
(A
1
1
A
1

 A
2
)

2

2

 (A
1

1

1

 A
2
)
1
A
2
(1
A
1

(
2

2
))
((
1

1
)
1
A
2
)
(A
1

 A
2
) 
 (A
1

 A
2
)

23
(A
1


m
1
A
1
) 
 (A
2


m
2
A
2
)
m
1

m
2
A
1


A
2
Der Verschiebungsfunktor T auf A induziert einen Verschiebungsfunktor T auf H(A):
F

ur A = (A; ; ;m;;S) 2 H(A) denieren wir die Morphismen aus TA = (TA; 
0
; 
0
;m
0
;
0
;S
0
) 2 H(A) durch
die Verkn

upfungen:

0
:
TA
t
 1
A
A

I

0
:
I

A
t
A
TA
m
0
:
TA
 TA

=
T
2
(A
A)
T
2
m
T
2
A
t
 1
TA
TA

0
:
TA
T
T (A
A)
Tt
A
A
T
2
(A
 A)

=
TA
 TA
S
0
:
TA
TS
TA
Die Axiome f

ur TA folgen von den korrespondierenden Axiomen f

ur A.
4.5. Der Funktor J : K(A) ! H(K(A)). Sei A eine Tensor{Kategorie. Dann ist auch die Homotopie{
Kategorie eine Tensor{Kategorie. Sie hat einen nat

urlichen Verschiebungsfunktor T .
Sei I der im Grad Null getragene Komplex mit Null{Eintrag gleich zu I .
Wir betrachten den nicht{additiven Funktor:
J : K(A)! H(K(A)) ;
gegeben durch JA := (I A; ; ;m;;S) f

ur A 2 K(A), wobei die Daten in JA wie folgt deniert sind:
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  : JA = I  A ! I ist die kanonische Projektion. Arbeiten wir mit Repr

asentanten (; x) 2 I  A in einer
Kategorie von Moduln

uber einem Ring k, so gilt (; x) =  f

ur  2 k, x 2 A. Wir schreiben 1 f

ur die Einheit in
k.
  : I ! I A = JA ist die kanonische Inklusion. Formal () := (; 0).
 m : JA
 JA = (I A)
 (I A)

=
I 
 I  I 
A  A
 I  A
A! I 
 I  I 
A  A
 I

=
I AA! I A = JA.
Dabei ist die Abbildung I AA! I A formal durch (; x; y)! (; x+ y) gegeben. Formal (; x)  (; y) =
(; y + x).
  : JA = I A! I AA

=
I 
 I  I 
A  A
 I ! I 
 I  I 
A  A
 I A
A

=
(I A)
 (I A) = JA
 JA.
Dabei ist die Abbildung I A! I AA formal gegeben durch (; x) ! (; x; x). Es folgt formal: (; 0) =

 1 = 1
 , (0; x) = 1
 x x
 1.
 S : JA! JA ist die Identit

at auf I und minus Identit

at auf A: Formal: S(; x) := (; x).
Man kann leicht feststellen, da JA ein Hopf{Objekt ist. Es gilt zum Beispiel formal:
(S  id)(; x) = m(S 
 id)(; x) = m(S 
 id)((; 0) 
 (1; 0) + (0; x)
 (1; 0) + (1; 0)
 (0; x))
= m( S(; 0)
 (1; 0) + S(0; x)
 (1; 0) + S(1; 0)
 (0; x) )
= m( (; 0)
 (1; 0) + (0; x)
 (1; 0) + (1; 0)
 (0; x) )
= (; 0) + (0; x) + (0; x) = (; 0) = (; x).
5. Der Funktor ZK

(P
{
) im Rahmen von geometrischen und absoluten Kohomologie{Theorien
Sei V die Kategorie der glatten, projektiven Schemata vom endlichen Typ

uber einem K

orper F .
F

ur ein Objekt X in V sei P
X
die Kategorie der lokalfreien Garben (i.e. der Vektorb

undel)

uber X . Wir bezeichnen
durch P
{
den kontravarianten Funktor X ! P
X
. So ist ZK

(P
{
) der Funktor, welcher objektweise zuordnet:
X ! ZK

(P
X
).
Wir haben folgende Funktoren bereits eingef

uhrt:
Z

[GP
X
]; Z

[KG
?
P
X
]
na
, Z

[erwKG
?
P
X
]
na
; ZK
[0;2]

(P
X
), ZK

(P
X
).
Diese Funktoren tragen eine kanonische Struktur einer Koalgebra

uber Z. Tensorieren wir diese Komplexe mit Q,
so schreiben wir Q statt Z in ihrer Notation. Wir k

onnen nun in weiter Analogie zum Diagramm (39) folgendes
kommutative Diagramm mit einem dieser Funktoren bilden:
V
ZK

(P
{
)
H

K

( Kom(Z{mod) ;  )
H

( (Z{mod)
N
;  )
{

Z
Q
(Z{mod)
N
{

Z
Q
( (Q{mod)
N
;  )
Hom

(G
a
;{)
(Q{mod)
N
( Kom(Z{mod) ;  ) ist die Kategorie der Koalgebra{Objekte in der Kategorie der Komplexe von Z{Moduln.
( (Z{mod)
N
;  ) ist die Kategorie der Koalgebra{Objekte in der Kategorie der N{graduierten Z{Moduln.
( (Q{mod)
N
;  ) ist die Kategorie der Koalgebra{Objekte in der Kategorie der N{graduierten Q{Moduln.
G
a
ist die (einzige) Bialgebra (k[T ]; ; ;m;;S)

uber dem Ring k = Z;Q , so da (k[T ]; ;m) das

ubliche
Polynomialring in der Unbekannten T ist, und zus

atzlich auf dem Erzeugenden T gilt: (T ) = 1 
 T + T 
 1,
S(T ) =  T .
Der rechte Rand des obigen Diagramms berechnet die ganze bzw. rationale K{Theorie.
Die Funktoren H

(  ) und H

(  )
Q
vom linken Rand bezeichnen wir als ganze bzw. rationale H{Theorie.
Kommentar: Die Kategorie der Koalgebra{Objekte ist keine triangulierte Kategorie. Aus diesem Grund ist die obige
Analogie an einer wichtigen Stelle nicht zufriededenstellend. Man kann die Koalgebra{Struktur als Wertebereich
von Funktoren aus V bis auf die Struktur einer Bialgebra erweitern: Die Bar{Konstruktion ist eine M

oglichkeit
daf

ur. Es gibt jedoch Obstruktionen f

ur die Einf

uhrung eines Antipodes in solchen Bar{Konstruktionen, und wir
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k

onnen nicht die triangulierte Kategorie der Hopf{Algebra{Objekte als einen solchen Wertebereich schreiben.
Frage: Welche Unterobjekte oder Quotienten der Bar{Konstruktion erm

oglichen die Einf

uhrung eines Antipodes?!
5.1. Die Bar{Konstruktion als Bialgebra{Objekt. Wir benutzen des weiteren die Notationen aus
dem Abschnitt \Die Bar{Konstruktion" an der Seite 15.
Satz 5.1. Die Bar{Konstruktion (B

(R); ; ;X;) ist ein Bialgebra{Objekt in der Kategorie der Komplexe
von k{Moduln.
Beweis: Wir bezeichnen das Bar{Symbol [x
1
j : : : jx
i 1
jx
i
x
i+1
jx
i+2
j : : : jx
n
] auch durch [x
1
j : : : jx
i
v
jx
i+1
j : : : jx
n
],
wobei das

Cech{Symbol

uber einem Trennungsstrich sein Entfallen bedeutet. Analog setzen wir
v
[x
1
jx
2
j : : : jx
n
] :=
[x
2
j : : : jx
n
] und [x
1
j : : : jx
n 1
x
n
v
] := [x
1
j : : : jx
n 1
].
1. Vertr

aglichkeit von , , X,  mit dem Dierential d: Die Abbildungen  und  sind vertr

aglich mit d. F

ur
die Komultiplikation  gilt f

ur  = [x
1
j : : : jx
n
] 2 B
n
(R):
d

2
 = d

2
[x
1
j : : : jx
n
]
= d

2
X
0pn
[x
1
j : : : jx
p
]
 [x
p+1
j : : : jx
n
]
=
X
0pn
8
>
>
<
>
>
>
:
X
0ip
( 1)
i
[x
1
j : : : jx
i
v
jx
i+1
j : : : jx
p
] 
 [x
p+1
j : : : jx
n
]
+( 1)
p
X
0i(n p)
( 1)
i
[x
1
j : : : jx
p
] 
 [x
p+1
j : : : jx
p+i 1
v
jx
p+i
j : : : jx
n
]
9
>
>
=
>
>
>
;
(51)
d = 
X
0jn
( 1)
j
[x
1
j : : : jx
j
v
jx
j+1
j : : : jx
n
]
=
X
0jn
( 1)
j
X
0pn
p6=j
0
@
[x
1
j : : : jx
j
v
jx
j+1
j : : : jx
p
] 
 [x
p+1
j : : : jx
n
] f

ur j < p oder
[x
1
j : : : jx
p
] 
 [x
p+1
j : : : jx
j
v
jx
j+1
j : : : jx
n
] f

ur j > p.
1
A
(52)
Im Ausdruck (51) liefern die obere Summe f

ur i = p und die untere Summe f

ur i = 0 die Terme:
( 1)
p
[x
1
j : : : jx
p 1
]
 [x
p+1
j : : : jx
n
] und respektive
( 1)
p
[x
1
j : : : jx
p
]
 [x
p+2
j : : : jx
n
] :
Diese verschwinden nach Summation nach p, und es folgt die Gleichheit der Ausdr

ucke (51) und (52).
F

ur die MultiplikationX untersuchen wir zuerst die analoge Eigenschaft von x.
F

ur  = [x
1
j : : : jx
n
] 2 B
n
(R),  = [y
1
j : : : jy
m
] 2 B
m
(R) mit der Eigenschaft, da jedes x
i
mit jedem y
j
kommutiert, gilt nach Einf

uhrung der Notation
 =  = [x
1
j : : : jx
n
jy
1
j : : : jy
m
] =: [z
1
j : : : jz
n+m
] 2 B
n+m
(R):
d(x) = d
X
2S(n;m)
( 1)
jj


=
X
2S(n;m)
X
0in+m
( 1)
jj
( 1)
i
[z
(1)
j : : : jz
(i)
v
jz
(i+1)
j : : : jz
(n+m)
] :(53)
Benden sich f

ur ein festes  2 S(n;m) unter fz
(i)
; z
(i+1)
g sowohl x{ als auch y{Bar{Faktoren, i.e. (i)  n <
(i + 1) oder (i) > n  (i + 1) , so ist auch (i; i + 1) 2 S(n;m), und die Summanden aus (53) zu  und
(i; i+ 1) k

urzen sich wegen der geforderten Kommutativit

at zwischen jedem x
k
und jedem y
l
.
Wir betrachten nun nur sonstige  2 S(n;m) und beliebige i. Seien T
n
:= f1; : : : ; ng, T
m
:= f1; : : : ;mg, und
wir identizieren T
1
t T
2
mit f1; : : : ; n + mg durch die monotonen bijektiven Abbildungen T
n
= f1; : : : ; ng 
f1; : : : ; n+mg, T
m
:= f1; : : : ;mg

=
fn+ 1; : : : ; n+mg  f1; : : : ; n+mg.
So ist  2 S(n;m) =: S(T
n
; T
m
) und wir deniert die Permutation 
vi
eindeutig durch das kommutative Dia-
gramm:
T
n
t T
m

i t ((T
n
t T
m
) n i)

=
(i!(i))t
vi
T
n
t T
m
(i) t ((T
n
t T
m
) n (i))

=
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Insbesondere ist das Signum der Permutation 
vi
gleich ( 1)
i (i)
( 1)
jj
. Es gilt also:
( 1)
jj
( 1)
i
[z
(1)
j : : : j z
(i)
|{z}
x
(i)
oder
y
(i) n
v
j z
(i+1)
| {z }
x
(i)
+1
oder
y
(i)+1 n
j : : : jz
(n+m)
] = ( 1)
j
vi
j
( 1)
(i)
(@
(i)
[z
1
j : : : jz
n+m
])

vi
:
Die Permutation 
vi
ist auch eine Shue{Permutation in S(T
n
n i; T
m
) oder S(T
n
; T
m
n i). Die letzte Gleichheit
erlaubt die Umformung von (53), so da anschlieend
d(x) = (d)x + ( 1)
n
x(d)
folgt. Insbesondere:
d(X) = d(I
1
xI
2
) = (dI
1
)xI
2
 + ( 1)
n
I
1
x(dI
2
) = I
1
(d)xI
2
 + ( 1)
n
I
1
xI
2
(d)
= (d)X + ( 1)
n
X(d) :
2. (B

(R); ;X) ist ein Algebra{Objekt. Seien  2 B
n
(R),  2 B
m
(R),  2 B
k
(R) Basiselemente. Es gilt:
(x)x =
X
2S(n;m)
( 1)
jj
()

x =
X
2S(n;m)
2S(n+m;k)
( 1)
jj
( 1)
j j
(()

)

=
X
2S(n;m)
2S(n+m;k)
( 1)
j(tid
k
)j
()
(tid
k
)
=
X
:=(tid
k
)
2S(n;m;k)
( 1)
jj
()

:
Der Ausdruck x(x) kann analog zum letzten symmentrischen Ergebnis gebracht werden. Es folgt auch (X)X =
X(X).
Auch gilt  = x[] = X[] = []x = []X.
3. (B

(R); ;) ist ein Koalgebra{Objekt. Sei  2 B
n
(R) ein Basiselement. Es gilt:
(1
) = (1
)
X

1

2
=

1

 
2
=
X

1

2
=

1


2
=
X

1

2
=
X

21

22
=
2

1

 (
21

 
22
)
=
X
xi
1

2

3
=

1

 (
2

 
3
) : Analog folgt:
(
 1) =
X
xi
1

2

3
=
(
1

 
2
)
 
3
:
Auch gilt:
(1
 ) = (1
 )
X

1

2
=

1

 
2
= (1
 )
X

1

2
=

2
=[]

1

 
2
= (1
 )( 
 []) =  
 1
k

=
 :
4. Vertr

aglichkeit zwischen der Algebra{ und der Koalgebra{Struktur.
Wir zeigen nur x = (x
x)
23
(
). Die anderen Axiome folgen direkt aus Denitionen. Seien  2 B
n
(R),
 2 B
m
(R). Wir bezeichnen erneut durch T
n
, T
m
die Indexmengen zu den Bar{Faktoren aus  resp. . Es gilt:
 x ( 
 ) = 
X
2S(T
n
;T
m
)
( 1)
jj
()

=
X
2S(T
n
;T
m
)
0pn+m
( 1)
jj
(Erste p Bar{Faktoren in ()

)
 (Letzte (n  p) Bar{Faktoren )(54)
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F

ur feste , p denieren wir:
T
n1
:= fi 2 T
n
: (i)  pg T
n2
:= fi 2 T
n
: (i) > pg
T
m1
:= fi 2 T
m
: (i)  pg T
m2
:= fi 2 T
m
: (i) > pg
p bestimmt diese disjunkten Zerlegungen T
n
= T
n1
[T
n2
, T
m
= T
m1
[T
m2
, und umgekehrt bestimmen zwei solche
Zerlegungen p als Kardinalit

at von T
n1
[ T
m1
. Wir k

onnen anschlieend f

ur  eindeutig Shue{Permutationen

1
2 S(T
n1
; T
m1
) und 
2
2 S(T
n2
; T
m2
) zuordnen, so da  die Verkn

upfung ist:
T
n
t T
m
(T
n1
t T
n2
) t (T
m1
t T
m2
) (T
n1
t T
m1
) t (T
n2
t T
m2
)

1
t
2
(T
n1
t T
m1
) t (T
n2
t T
m2
)
Insbesondere ist ( 1)
jj
= ( 1)
jT
n2
jjT
m1
j
( 1)
j
1
t
2
j
= ( 1)
jT
n2
jjT
m1
j
( 1)
j
1
j
( 1)
j
2
j
. Wir schreiben  = 
1

2
,
 = 
1

2
, so da 
1
aus jT
n1
j Bar{Faktoren und 
1
aus jT
m1
j Bar{Faktoren bestehen. Wir k

onnen die Rechnung
nach (54) fortsetzen:
=
X
2S(n;m)
X

1

2
=

1

2
=
( 1)
jj
(
1

1
)

1

 (
2

2
)

2
=
X

1

2
=

1

2
=
X

1
2S(T
n1
;T
m1
)

2
2S(T
n2
;T
m2
)
( 1)
j
1
j
( 1)
j
2
j
( 1)
jT
n2
jjT
m1
j
(
1

1
)

1

 (
2

2
)

2
= (x
x)
X

1

2
=

1

2
=
( 1)
jT
n2
jjT
m1
j
(
1

 
1
)
 (
2

 
2
)
= (x
x)
23
X

1

2
=

1

2
=
(
1

 
2
)
 (
1

 
2
)
= (x
x)
23
(
) ( 
 ) :
Satz 5.2. S ist ein Antimorphismus auf (B

(R); ; ;X;).
Beweis: Vertr

aglichkeit von S und d:
d S[x
1
j : : : jx
n
]
= ( 1)
n(n 1)
2
d [x
 1
n
j : : : jx
 1
1
]
= ( 1)
n(n 1)
2
X
0in
( 1)
n i 1
[x
 1
n
j : : : jx
 1
i+1
v
jx
 1
i
j : : : jx
 1
1
]
= ( 1)
n(n 1)
2
( 1)
(n 1)(n 2)
2
X
0in
( 1)
n i 1
S [x
1
j : : : jx
i
v
jx
i+1
j : : : jx
n
]
= S
X
0in
( 1)
i
[x
1
j : : : jx
i
v
jx
i+1
j : : : jx
n
]
= S d 
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Aus der Denition folgt S[] = [], also S = , S = .
S( [x
1
j : : : jx
n
] x [y
1
j : : : jy
m
] )
= S
X
2S(n;m)
( 1)
jj
[x
1
j : : : jx
n
jy
1
j : : : jy
m
]

=
X
2S(n;m)
( 1)
jj
( 1)
k(k 1)
2
 
[x
 1
1
j : : : jx
 1
n
jy
 1
1
j : : : jy
 1
m
]


inv
; wobei k := n+m,
=
X
2S(n;m)
( 1)
jj
( 1)
k(k 1)
2
 
[x
 1
1
j : : : jx
 1
n
jy
 1
1
j : : : jy
 1
m
]
inv

inv  inv
=
X
 :=inv  inv
2S(m;n)
( 1)
j j
( 1)
k(k 1)
2
[y
 1
m
j : : : jy
 1
1
jx
 1
n
j : : : jx
 1
1
]

= ( 1)
k(k 1)
2
[y
 1
m
j : : : jy
 1
1
] x [x
 1
n
j : : : jx
 1
1
]
= ( 1)
k(k 1)
2
( 1)
m(m 1)
2
( 1)
n(n 1)
2
(S[y
1
j : : : jy
m
]) x (S[x
1
j : : : jx
n
])
= ( 1)
nm
(S[y
1
j : : : jy
m
]) x (S[x
1
j : : : jx
n
]) :
So ist S ein Algebra{Antimorphismus.
S [x
1
j : : : jx
n
]
=  ( 1)
n(n 1)
2
[x
 1
n
j : : : jx
 1
1
]
= ( 1)
n(n 1)
2
X
0pn
[x
 1
n
j : : : jx
 1
p 1
]
 [x
 1
p
j : : : jx
 1
1
]
= ( 1)
n(n 1)
2
X
0pn
( 1)
p(p 1)
2
( 1)
q(q 1)
2
S[x
p+1
j : : : jx
n
]
 S[x
1
j : : : jx
n
] ; wobei q := n  p ;
=
X
0pn
( 1)
pq
(S 
 S) [x
p+1
j : : : jx
n
]
 [x
1
j : : : jx
n
]
=
X
0pn
(S 
 S) 
12
[x
1
j : : : jx
n
]
 [x
p+1
j : : : jx
n
]
= (S 
 S) 
12
 [x
1
j : : : jxjx
n
] :
So ist S ein Koalgebra{Antimorphismus.
5.2. Der Milnor{Anteil in der Bar{Konstruktion als Hopf{Algebra Objekt in der derivierten
Kategorie von Z{Moduln. Sei T (F ) die kommutative Untegruppe der Diagonalmatrizen aus der unendlichen
generellen linearen Gruppe GL(F ) zum K

orper F . Wir bezeichenen den Anteil B

(T (F ))
M
, multiplikativ erzeugt
innerhalb der Bar{Konstruktion B

(T (F )) zu T (F ) von Symbolen [x] im Grad Eins und von Symbolen der Form
[xjx
 1
] im Grad 2, als Milnor{Anteil in der Bar{Konstruktion B

(GL(F )) zu GL(F ).
Satz 5.3. Der Milnor{Anteil der Bar{Konstruktion (B

(T (F ))
M
; ; ;x;;S) zur kommutativen Gruppe
T (F ) ist ein Hopf{Algebra Objekt in der derivierten Kategorie von Z{Moduln.
Beweis: Wir haben bereits gesehen, da S ein Antimorphismus ist. Die Shue{Multiplikation ist kommutativ.
Ausgehend von diesen Tatsachen, zeigen wir durch ein Standard{Argument, da gilt:
(S  1) x = x (S  1)
 (S  1) ; oder auf Repr

asentanten:
(S  1) (x) = (S  1) x (S  1) ; f

ur ;  2 B

(T (F ))
M
:
Wir unterdr

ucken weiter partiell die Rolle der Assoziativit

at{ und Kommutativit

at{Konstanten, indem wir a bzw.
 f

ur die \nat

urlichen" Kandidaten schreiben, und unterst

utzen die folgende Berechnung durch die zus

atzlichen
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A



A



(A 
 A) 
 (A 
 A)

23
(A 

x
A) 
 (A 

x
A)
x
x
A
S


A
1
S
1
A


x
A
x
A
Abbildung 2
A



A



(A 
 A) 
 (A 
 A)

23
(A 
 A) 
 (A 
 A)

12
(A
S

 A)
S

 (A
1

 A)
1
(S
S)
(1
1)
(A 

x
A) 
 (A 

x
A)
x
x
A


x
A
x
A
Abbildung 3
Diagramme aus den Abbildungen 2, 3, 4, 5, 6:
(S  1) x = x (S 
 1) x
= x (S 
 1) (x
x) 
23
(
) wie in der Abbildung 2,
= x ((Sx)
x) 
23
(
)
= x ((x(S 
 S)
12
)
x) 
23
(
) da S Antimorphismus ist,
= x (x
x) ((S 
 S)
 (1
 1)) 
12

23
(
) wie in der Abbildung 3,
= x (x
 1) ((1
x)
 1) ((S 
 (S 
 1))
 1) 
12

23
(
) wie in der Abbildung 4,
= x (x
 1) 
12
(((S  1)
 S)
 1) (1
) wie in der Abbildung 5,
= x (x
12

 1) 
12
(((S  1)
 S)
 1) (1
) da x = x
12
, Abbildung 6,
= x (x
12

 1) 
12
(((S  1)
 S)
 1) (1
)
= x (x
 1) (((S  1)
 S)
 1) (1
)
= x (1
x) ((S  1)
 (S 
 1)) (1
)
= x ((S  1)
 (x(S 
 1)))
= x ((S  1)
 (S  1)) :
Diese Berechnung erlaubt die Reduktion auf multiplikative Erzeugende. Es gilt im Grad 0
(S  1) [] = x(S 
 1) [] = x(S 
 1) []
 [] = x []
 [] = [] =  [].
F

ur ein erzeugendes Bar{Symbol [x] im Grad 1 gilt:
(S  1) [x] = x(S 
 1) [x] = x(S 
 1) ([x]
 [] + []
 [x]) = x ([x
 1
]
 [] + []
 [x]) = [x] + [x
 1
] = dH [x],
wobei H [x] := [xjx
 1
].
F

ur ein erzeugendes Bar{Symbol [xjx
 1
] im Grad 2 gilt:
(S  1) [xjx
 1
] = x(S 
 1) [xjx
 1
] = x(S 
 1) ([xjx
 1
]
 [] + [x]
 [x
 1
] + []
 [xjx
 1
]) = x ( [xjx
 1
]
 [] +
[x
 1
]
 [x
 1
] + []
 [xjx
 1
]) = 0. Wir setzen formal H [xjx
 1
] := 0.
74 4. GEOMETRISCHE UND ABSOLUTE KOHOMOLOGIE{THEORIEN
A



A



(A 
 A) 
 (A 
 A)
a
((A 
 A) 
 A) 

A

23

123
\A


A


A


A"

12
(A
S

 (A
S

 A))
1


A
1
(S
(S
1))
1
(A
1

 (A 

x
A)) 

A
1
(1
x)
1
(A 

x
A) 

A
1
x
1
A


x
A
x
A
Abbildung 4
A
S1


A

A
S


A
1
(A 

x
A) 

A
1
A


x
A
A
Abbildung 5
A
S1


A

A
S


A
1
(A 
 A) 

A
(A 

x
A) 

A
1
A


x
A
A
Abbildung 6
Seien nun 
1
, : : : ,
n
Erzeugende der Form [x] oder [xjx
 1
]. Es gilt dann
(S1) (
1
x : : :x
n
) = ((S1)
1
) x : : : x ((S1)
n
) = (dH
1
) x : : : x (dH
n
) = d( (H
1
)x(dH
2
)x : : :x(dH
n
) ).
Analoge Rechnungen k

onnen f

ur 1  S statt S  1 durchgef

uhrt werden. Wir sehen, da S  1, 1  S gleiche
Abblidungen wie  in Homologie induzieren.
KAPITEL 5
Symbole
1. Konstruktion von Elementen aus 

jjKG
?

Cjj
?
1.1. Konstruktion von s(). Wir legen eine exakte Kategorie C fest.
Sei T := T
1
  T
k
das kartesische Produkt der Z{Intervalle T
1
:= [m
1
; n
1
], : : : , T
k
:= [m
k
; n
k
]. (k  1 ganz.)
Wir bezeichnen m := (m
1
; : : : ;m
k
), n := (n
1
; : : : ; n
k
) 2 Z
k
. So ist T das Intervall [m;n] in Z
k
.
F

ur jedes I 2 T sei 
I
ein Element vom Grad k in der kubischen G{Konstruktion: 
I
2 KG
?
k
C. Wir verlangen von
der Familie  := (
I
)
I2T
folgende Eigenschaften:
Verklebe{Eigenschaft: Sei e
j
der j{te kanonische Basisvektor von Z
k
, wobei 1  j  k. Wir benutzen des
weiteren auch die Addition + aus Z
k
. Die Verklebe{Eigenschaft lautet:
F

ur alle I 2 T , so da auch I + e
j
in T liegt gilt:
@
0
j

I+e
j
= @
1
j

I
:
R

ander{Ausartungen: Es gelten:
@
0
j

I
ist ausgeartet, falls die j{te Komponente von I gleich m
j
ist,
@
1
j

I
ist ausgeartet, falls die j{te Komponente von I gleich n
j
ist.
Sei e := (1; 1; : : : ; 1) 2 Z
k
 R
k
. Wir betrachten die Verkn

upfung von Abbildungen, welche wir als s() bezeichnen:
2
k
= [0; 1]
k

=
[m
1
; n
1
+ 1]
R
 [m
2
; n
2
+ 1]
R
     [m
k
; n
k
+ 1]
R
= [m;n+ e]
R
k
=
0
@
G
mIn
[I; I + e]
R
k
1
A
= 

=
0
@
G
mIn
2
k
1
A
= 

=
0
@
G
mIn
f
I
g 2
k
1
A
= 
! jjKG
?

Cjj
?
:
Dabei ist die erste Erscheinung von  die

Aquivalenzrelation, welche in der disjunkten Vereinigung aller R
k
{
Intervalle der Form [I; I + e] diejenigen Punkte von [I; I + e] und [I + e
j
; I + e
j
+ e] identiziert, welche in
R
k
gleich sind. Die weiteren Erscheinungen von  meinen die (gleich bezeichnete) nat

urliche

Ubertragung dieser

Aquivalenzrelation bzgl. der kanonischen Isomorphismen: [I; I + e]

=
2
k

=
f
I
g 2
k
.
Die Verklebe{Eigenschaft erlaubt in der obigen Verkettung die letzte Abbildung nach jjKG
?

Cjj
?
zu schreiben: Die
Relation  geht in die Relation  der kubischen Realisierung

uber.
Die zweite Eigenschaft ( - R

ander{Ausartungen - ) bedeutet, da der Rand von 2
k
in R
k
durch s() auf einen
Punkt in jjKG
?

Cjj
?
abgebildet wird.
Wir k

onnen also s() als Element in der Homotopie{Gruppe 
k
( jjKG
?

Cjj
?
) ansehen. Diese ist eine Konstruktion
von K{theoretischen Elementen, wie des weiteren erkl

art:
1.2. K{theoretische Deutung.
1.2.1. Die H{Raum{Struktur der KG
?
{Konstruktion. Die KG
?
{Konstruktion ist nat

urlich versehen mit der
Struktur eines H{Raumes, welche von der direkten Summe  stammt. Wir skizzieren ihre Einf

uhrung:
Seien 
0
:= (
0
+
; 
0
 
; 
0
) und 
00
:= (
00
+
; 
00
 
; 
00
) kubische Elemente von Graden n
0
resp. n
00
. Wir denieren eine
Addition + f

ur zwei Elemente aus f
0
g2
n
0
und resp. f
00
g2
n
00
. Durch Konstruktion landet diese Addition in
fg 2
n
, wobei n := n
0
+ n
00
und  := 
0
_

00
wird des weiteren n

aher beschrieben:
Die direkte Summe steht des weiteren f

ur das einzige erw

ahlte Objekt, welches eine direkte Summe ist. Seien
I  J 2 n. Wir schreiben I; J kanonisch in die Form (I
0
; I
00
); (J
0
; J
00
) durch den Isomorphismus n

=
n
0
 n
00
und
denieren auf n = f0; 1g
n
 f0; 1; 2g
n
:


(I) := 
0

(I
0
)
00

(I
00
)


(I ! J) := 
0

(I
0
! J
0
) 
00

(I
00
! J
00
)
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Seien nun I  J 2 f0; 1; 2g
n
mit analogen Zerlegungen I = (I
0
; I
00
); J = (J
0
; J
00
) wie oben. Wir denieren
zus

atzlich zu den obigen Vereinbarungen:


(I) := 0 falls I
0
* f0; 1g
n
0
und I
00
* f0; 1g
n
00


(I) := 

(I
0
) falls I
0
* f0; 1g
n
0
und I
00
 f0; 1g
n
00


(I) := 

(I
00
) falls I
0
 f0; 1g
n
0
und I
00
* f0; 1g
n
00


(I ! J) := 0 falls I
0
(; J
0
) * f0; 1g
n
0
und I
00
(; J
00
) * f0; 1g
n
00


(I ! J) := 

(I
0
! J
0
) falls I
0
(; J
0
) * f0; 1g
n
0
und (I
00
; )J
00
 f0; 1g
n
00


(I ! J) := 

(I
00
! J
00
) falls (I
0
; )J
0
 f0; 1g
n
0
und I
00
(; J
00
) * f0; 1g
n
00
:
Die nat

urlichen

Aquivalenzen 
0
; 
00
induzieren eine nat

urliche

Aquivalenz , so da wir ein Element  := (
+
; 
 
; )
vom Grad n in der KG
?
{Konstruktion bekommen. Wir verwenden daf

ur auch die Bezeichnung  = 
0
_

00
. Es gilt
dann die Gleichheit f

ur drei beliebige Elemente 
1
; 
2
; 
3
in der KG
?
{Konstruktion:

1
_
(
2
_

3
) = (
1
_

2
)
_

3
:
1.2.2. K{theoretische Deutung. Es gilt:


(jjKG
?

Cjj)
 Q

=
Prim H

(jjKG
?

Cjj;Q)

=
Prim H

(jG

Cj;Q) ;
wobei die primitiven Elemente bzgl. der bereits diskutierten Komultiplikationen genommen werden. An Stelle von
jG

Cj k

onnen wir im anen Fall die BGL
+
{Konstruktion w

ahlen, falls die Kategorie C die Kategorie der projektiven
oder freien Moduln

uber einem Ring R ist. (Die Reduktion auf den anen Fall ist keine Einschr

ankung im Lichte
des Jouanolou{Tricks.)
2. Symmetrische Symbole
2.1. Einf

uhrung der symmetrischen Symbole.
Definition 2.1. Sei C eine exakte Kategorie. Ein symmetrisches Symbol (oder symmetrisches Element)
vom Grad k ist ein Element in KG
?
k
C, welches invariant unter der kanonischen Operation von der symme-
trischen Gruppe S
k
ist, die von der nat

urlichen Operation von S
k
auf den kartesischen Produktfaktoren von
f0; 1; 2g
k
induziert wird.
F

ur unsere Zweke ist es bequem, mit symmetrischen Symbolen zu arbeiten, welche erw

ahlte Quotientendaten
besitzen, so da wir nur die Information entsprechend zu f0; 1g
k
 f0; 1; 2g
k
in Notation erw

ahnen. Explizit: Sei
 2 KG
?
k
C symmetrisch. Das Ketten{Paar von Monomorphismen in C
(00 : : : 0)! (00 : : : 01)! (00 : : : 011)! : : : : : : ! (01 : : : 11)! (11 : : : 11)
sei einfacher bezeichnet mit
A
0
x
1
A
1
x
2
A
2
x
3
x
k 1
A
k 1
x
k
A
k
;
wobei A
j
= (A
+
j
; A
 
j
), x
j
= (x
+
j
; x
 
j
) Paare von Objekten resp. Monomorphismen sind. (0  j  k.)
Notation 2.2. Wir schreiben f

ur ein solches Element  wie oben alternativ:
hx
1
; x
2
; x
3
; : : : ; x
k 1
; x
k
i :
Beispiel 2.3. Sei C die Kategorie der projektiven Moduln

uber einem Ring R. Wir setzen A
+
j
:= R
N
f

ur ein
nat

urliches N  1 und A
 
j
:= 0 f

ur alle 0  j  k. So sind x
 
j
= 0 und x
+
j
2 GL
N
(R).
Definition 2.4. Der Komplex ZK
symm

(C) ist der Unterkomplex von ZK

(C)
na
, erzeugt von symmetrischen
Elementen.
Wir arbeiten also in ZK
symm

(C) modulo ausgearteten Elementen, wobei alle symmetrischen, ausgearteten Elemente
total degeneriert sind.
Satz 2.5. Sei hx
1
; x
2
; : : : ; x
k 1
; x
k
i ein symmetrisches Symbol vom Grad k. Dann gilt in ZK
symm

(C):
dhx
1
; x
2
; : : : ; x
k 1
; x
k
i =
(
hx
2
; : : : ; x
k 1
; x
k
i   hx
1
; x
2
; : : : ; x
k 1
i f

ur k ungerade,
0 f

ur k gerade.
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2.2. Untersuchung in geraden Graden.
Satz 2.6. H
2k
( ZK
symm

(C) ) = 0 f

ur ganzzahlige streng positive k.
Beweis: Dies folgt aus der Gleichheit
hx
1
; x
2
; : : : ; x
2k 1
; x
2k
i = hx
1
; x
2
; : : : ; x
2k 1
; x
2k
i   h1; x
1
; : : : ; x
2k 2
; x
2k 1
i
+ h1; x
1
; : : : ; x
2k 2
; x
2k 1
i   h1; 1; x
1
; : : : ; x
2k 3
; x
2k 2
i
+
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
+ h1; 1; : : : ; 1; x
1
i   h1; 1; : : : ; 1; 1i
= dh1; x
1
; x
2
; : : : ; x
2k 1
; x
2k
i+ dh1; 1; x
1
; x
2
; : : : ; x
2k 2
; x
2k 1
i+   + dh1; 1; : : : ; 1; x
1
i :
Dabei steht 1 f

ur die Identit

at des Denitionsbereiches von x
1
.
2.3. Untersuchung in ungeraden Graden. Wir geben zwei Beispiele von Zykeln in ungeraden Graden,
welche eine Variation auf dem gleichen Thema sind.
2.3.1. Zyklische Gleise. Sei k ungerade, und A
0
; A
1
; : : : ; A
L
seien L beliebige isomorphe Objekte der exakten
Kategorie C. Die Indizes 0; 1; : : : ; L werden als Elemente in Z=(L+1)Z betrachtet. Seien des weiteren Isomorphis-
men gegeben: x
1
: A
0
! A
1
, x
2
: A
1
! A
2
, : : : , x
L
: A
L 1
! A
L
und x
0
: A
L
! A
0
. Im Bild entsteht ein
kreisformiges \Gleis" :
 :=
2
6
6
6
6
6
6
6
6
6
6
6
4
A
L
x
0
A
L 1
x
L
A
0
x
1
A
1
x
2
A
2
3
7
7
7
7
7
7
7
7
7
7
7
5
:
\Ein Zug der L

ange k verkehrt nun auf diesem Kreis": Wir bilden die formale Summe Z():
Z() :=
L
X
j=0
hx
j+1
; : : : ; x
j+k
i :(55)
Satz 2.7. Die formale Summe Z() aus (55) ist ein Zykel.
Beispiel 2.8. Im Falle L = 0 erhalten wir ein Bild:
 =
A
0
x
;
und es gilt Z() = hx; x; : : : ; xi. F

ur L = 1 erhalten wir ein Bild
 =
A
0
x
A
1
y
;
und in diesem Fall gilt Z() = hx; y; x; y; : : : ; xi   hy; x; y; x; : : : ; yi. Auch sind f

ur k = 3 und f

ur a; b; c; d; : : :
Automorphismen eines Objektes A folgende formale Kombinationen:
ha; b; ci+ hb; c; ai+ hc; a; bi ;
ha; b; c; di+ hb; c; d; ai+ hc; d; a; bi+ hd; a; b; ci ; u.s.w. : : :
Zykel und repr

asentieren Klassen in H
3
( ZK
symm

(C) ).
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Beispiel 2.9. Wir betrachten nun zwei \zyklische Gleise" 
in
und 
out
, welche einen gemeinsamen Teil haben:
A
0
x
1
x
k 1
A
k 1
y
k
y
M k

in
z
k
z
M k

out
A
M k
x
M k+1
x
M 1
A
M 1
x
0
x
L
(Wir haben in diesem Bild nicht mehr jeden Morphismus explizit vermerkt. Stattdessen haben wir z.B. zwi-
schen A
0
und A
k 1
eine einzige kontinuierliche Linie gezogen, die Morphismen x
1
: A
0
! A
1
; x
2
: A
1
!
A
2
; : : : ; x
k 1
: A
k 2
! A
k 1
haben wir in ihrer Reihenfolge uberhalb dieser Linie vermerkt. Keine Pfeile
wurden explizit skizziert.)
In diesem Bild sind
x
1
: A
0
! A
1
: : : x
k 1
: A
k 2
! A
k 1
;
y
k
: A
k 1
! B
k
; y
k+1
: B
k
! B
k+1
: : : y
M k
: B
M k 1
! A
M k
;
z
k
: A
k 1
! C
k
; z
k+1
: C
k
! C
k+1
: : : z
M k
: C
M k 1
! A
M k
;
x
M k+1
: A
M k
! A
M k+1
: : : x
L
: A
L 1
! A
L
und x
0
: A
L
! A
0
alle Isomorphismen in C.

in
besteht zyklisch aus x
1
; : : : ; x
k 1
; y
k
; : : : ; y
M k
; x
M k+1
; : : : ; x
M 1
; x
M
; : : : ; x
L
; x
0
; x
1
; : : : .

in
besteht zyklisch aus x
1
; : : : ; x
k 1
; z
k
; : : : ; z
M k
; x
M k+1
; : : : ; x
M 1
; x
M
; : : : ; x
L
; x
0
; x
1
; : : : .
Die Dierenz Z(
in
)  Z(
out
) ist
hx
1
; : : : ; x
k 1
; y
k
i+ hx
2
; : : : ; x
k 1
; y
k
; y
k+1
i+   + hy
M k
; x
M k+1
; : : : ; x
M 1
i
 hx
1
; : : : ; x
k 1
; z
k
i   hx
2
; : : : ; x
k 1
; z
k
; z
k+1
i        hz
M k
; x
M k+1
; : : : ; x
M 1
i :
2.3.2. Zweigleisige Zykel. Wir bemerken, da die letzte Dierenz Z(
in
) Z(
out
) auch unter der schw

ache-
ren Annahme geschrieben werden kann, da die involvierten Isomorphismen nur Monomorphismen sind. Zu einem
Diagramm der Form:
A
0
y
1
y
k 1
z
1
z
k 1
A
k 1
y
k
y
M k

y
z
k
z
M k

z
A
M k
y
M k+1
y
M 1
z
M k+1
z
M 1
A
M 1
welches die Monomorphismen y
1
= z
1
, : : : , y
k 1
= z
k 1
, y
k
, z
k
, : : : , y
M k
, z
M k
, y
M k+1
= z
M k+1
, : : : ,
y
M 1
= z
M 1
beinhaltet (k M   k), ordnen wir die formale Kombination zu:
hy
1
; : : : ; y
k 1
; y
k
i+ hy
2
; : : : ; y
k 1
; y
k
; y
k+1
i+   + hy
M k
; y
M k+1
; : : : ; y
M 1
i
 hz
1
; : : : ; z
k 1
; z
k
i   hz
2
; : : : ; z
k 1
; z
k
; z
k+1
i        hz
M k
; z
M k+1
; : : : ; z
M 1
i :
Satz 2.10. Die obige Kombination ist ein Zykel in ZK
symm

(C).
Bemerkung 2.11. Jeder Zykel der obigen Form kann als lineare Kombination von Zykeln gleicher Form der
minimalen L

ange M = 2k, welche je 2(k 1)+1 y{ bzw. z{Monomorphismen beinhalten, geschrieben werden.
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
AT 79
3. Primitivit

at
Bemerkung 3.1. In der Dimension 3 ist jedes Element der Form ha; b; ci aus ZK
symm
3
(C) primitiv in der
Homologie.
Dies liegt daran, da die Dierenz zwischen ha; b; ci und hi 
 ha; b; ci + ha; b; ci 
 hi eine lineare Kombination
der Terme hai
 hb; ci und ha; bi
 hci ist. F

ur den ersten Term ist dhai = 0, und wir k

onnen schreiben hb; ci = d,
f

ur eine geeignetes Element  vom Grad 3. Es folgt
hai 
 hb; ci = hai 
 d =  d(hai 
 ) :
Analog kann auch der zweite Term behandelt werden.
In h

oheren ungeraden Graden ist eine genauere Untersuchung notwendig: F

ur ein symmetrisches Symbol 5.ten
Grades  := hx
1
; x
2
; x
3
; x
4
; x
5
i gilt:
hx
1
; x
2
; x
3
; x
4
i = hi 
 hx
1
; x
2
; x
3
; x
4
; x
5
i+ hx
1
; x
2
; x
3
; x
4
; x
5
i 
 hi
+ hx
1
i 
 hx
2
; x
3
; x
4
; x
5
i+ hx
1
; x
2
; x
3
; x
4
i 
 hx
5
i
+ 2hx
1
; x
2
i 
 hx
3
; x
4
; x
5
i+ 2hx
1
; x
2
; x
3
i 
 hx
4
; x
5
i :
Der Koezient 2 hat die Bedeutung 2 =
X
2S(2;3)
( 1)
jj
=
X
2S(3;2)
( 1)
jj
. F

ur die Primitivit

at von  in der
Homologie bemerken wir, da die Gleichheit 

=
hi
 + 
hi [ mod Bild d ] genau dann gilt, wenn 2hx
1
; x
2
i

hx
3
; x
4
; x
5
i+ 2hx
1
; x
2
; x
3
i 
 hx
4
; x
5
i ein Rand ist.
Satz 3.2. Sei x ein Automorphismus in der Kategorie C, und sei 1 die Identit

at des Denitions{ (oder
Werte{)Bereiches von x. Dann ist das folgendes Elemet ein primitiver Zykel:
hx; 1; : : : ; 1i+ h1; x; 1; : : : ; 1i+ : : : + h1; 1; : : : ; 1; xi :
Beweis: Dieses Element ist ein \zyklisches Gleis", welches aus den Morphismen x; 1; 1; : : : ; 1 besteht, also
ein Zykel.
Die Primitivit

at folgt aus der Bemerkung, da jedes Element der Form h1; 1; : : : ; 1; x; 1; : : : ; 1; 1i primitiv ist,
da in h1; 1; : : : ; 1; x; 1; : : : ; 1; 1i alle Tensorfaktoren der Form h1; 1; : : : ; 1i
? oder ?
h1; 1; : : : ; 1i? verschwin-
den: h1; 1; : : : ; 1i ist total ausgeartet.
Insbesondere k

onnen wir die Elemente:
hx; 1; 1i+ h1; x; 1i+ h1; 1; xi(56)
hx; 1; 1; 1; 1i+ h1; x; 1; 1; 1i+ h1; 1; x; 1; 1i+ h1; 1; 1; x; 1i+ h1; 1; 1; 1; xi(57)
: : :
als Elemente in der (rationalen) K{Theorie der Kategorie C in Graden 3, 5, : : : ansehen.
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Teil 2
Regulatoren

KAPITEL 6
Superalgebra
1. Superlineare Algebra
Wir werden in diesem Abschnitt f

ur unsere Zwecke die superlineare Algebra beschreiben und gleichzeitig die Notati-
on dadurch xieren. Eine algebraische Referenz daf

ur ist z.B. die Monographie [Ma]. Die f

ur dierentialgeometrische
Zwecke benutzte superlineare Algebra ndet in [BGV] eine klare Darstellung. Wichtige Begrie sind die Superspur,
die Ableitungsformel und die Verschwindung der Superspur auf Superkommutatoren.
Die Vorsilbe \Super"
1
wird des weiteren semantisch den Unterschied zwischen einer mathematischen Struktur
und der assoziierten Superstruktur hervorheben. Starten wir mit einer Kategorie C, so werden wir versuchen,
eine Unterkategorie der Kategorie der Z=2{graduierten Objekten dieser Kategorie, C
Z=2
, auszuzeichnen. Diese
Konstruktion bringt erst dann neue strukturelle qualitative Eigenschaften mit sich, wenn die zwei Kopien der
Startkategorie wechselwirken.
Wir werden zuerst mit der Kategorie der Moduln

uber einem Ring k an, und f

uhren dabei parallele funktorielle
Konstruktionen in den zwei Kopien durch. Dabei benutzen wir nur die additive Struktur der Indexmenge Z=2.
Definition 1.1. Sei k ein festgelegter Ring. Die Kategorie (${Mod=k) der k{Supermoduln hat:
 Objekte: Z=2{graduierte k{Moduln. Ein ${Modul E ist insbesondere mit einer Zerlegung
E = E
0
 E
1
(in der Kategorie der k{Moduln) als Teil der Struktur versehen.
 Morphisme: Morphisme in der Kategorie der k{Moduln. Ein Morphismus, der die Graduierung respek-
tiert, heit homogen.
Jeder Morphismus f l

at sich eindeutig als Summe von homogenen Morphismen schreiben: f = f
0
+ f
1
.
Wir werden des weiteren die Abh

angigkeit von k nur im Zweifelsfall unterstreichen.
Die direkte Summe (notiert ), Kern und Kokern von Morphismen sind kanonisch Z=2{graduiert. Die ${Moduln
bilden eine abelsche Kategorie. Die abelsche Kategorie der Moduln ist eine volle Unterkategorie verm

oge des
Funktors, der einen Modul E mit der trivialen Graduierung E = E 0 versieht.
Das ${Tensorprodukt von zwei ${Moduln E und F ist das

ubliche Tensorprodukt mit der Z=2{Graduierung:
(E
 F)
0
= (E
0

 F
0
) (E
1

 F
1
)
(E
 F)
1
= (E
1

 F
0
) (E
0

 F
1
)
Das Tensorprodukt von Objekten der Kategorie (${Mod) ist dadurch deniert. Wir k

onnen es zu einem Funktor
erweitern:

 : (${Mod) (${Mod)  ! (${Mod) ;
indem wir das Tensorprodukt f
1

 f
2
von zwei homogenen Morphismen f
i
2 Hom(E
i
;F
i
) f

ur i = 1; 2 von Graden
jf
i
j erkl

aren:
(f
1

 f
2
)(a
1

 a
2
) := ( 1)
jf
2
jja
1
j
f
1
(a
1
)
 f
2
(a
2
) ; a
i
2 E
i
homogen vom Grad ja
i
j ;
und anschlieend linearisieren. Dann ist ((${Mod);
) eine Tensorkategorie.
Definition 1.2. Die Kategorie der Superalgebren (${Alg=k) hat:
 Objekte: Z=2{graduierte Algebren A: Es gilt: A
i
+ A
i
 A
i
und A
i
: A
j
 A
i+j
f

ur i; j 2 Z=2.
 Morphisme: Morphisme in der Kategorie der k{Algebren, die homogen sind.
1
Das Symbol "$" steht ab sofort innerhalb eines Satzes f

ur die Vorsilbe "super". Innerhalb einer mathematischen Formel
bezeichnet es den Anfang bzw. das Ende eines Ausdrucks, von dem die noch einzuf

uhrende Superspur genommen wird. Keine
mathematische Verwechselungsgefahr liegt vor.
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Definition 1.3. F

ur jede Superalgebra kann ein Superkommutator eingef

uhrt werden. Der ${Kommutator
[a; b] ist deniert als (k{bilineare Fortsetzung der Vorschrift)
[a; b] := ab  ( 1)
jajjbj
ba(58)
f

ur homogene Elemente a, b vom Grad jaj bzw. jbj. Eine ${Algebra heit ${kommutativ, falls alle ${Kommutatoren
verschwinden.
Satz 1.4. Sei A eine ${Algebra. Der Kommutator [; ] hat die Eigenschaften:
[a; b] =  ( 1)
jajjbj
[b; a] ;(59)
0 = ( 1)
jajjcj
[a; [b; c]] + ( 1)
jbjjaj
[b; [c; a]] + ( 1)
jcjjbj
[c; [a; b]] ;(60)
[d; ab] = [d; a]b+ ( 1)
jdjjaj
a[d; b] ;(61)
f

ur die homogenen Elemente a, b und d aus A.
Die Relation (60) ist das superalgebraische Analogon der Jakobi{Gleichung, und (61) entspricht der Poisson{
Gleichung. Die

Ubersetzung der ${Poisson{Gleichung (61) ist, da die Abbildung: [d; ] f

ur d vom Grad 1 zu
einer ${Derivation wird: Notieren wir d(a) := [d; a], so gilt f

ur homogenes a
d(ab) = d(a)b+ ( 1)
jaj
ad(b) ; f

ur a; b 2 A :
Beispiel 1.5. Sei k kommutativ, und sei E ein Supermodul, so da die Anteile E
0
und E
1
frei und vom end-
lichen Rang sind. Die Endomorphismen von E, End(E), werden mit 22 Matrizen bez

uglich der kanonischen
Zerlegung von E identiziert. End(E) tr

agt eine kanonische Z=2{Graduierung gegeben durch
End(E)
0
:=
 
 0
0 

und
End(E)
1
:=
 
0 
 0

:
End(E)

besteht genau aus den homogenen Endomorphismen von E vom Grad .
Dann ist End(E) eine (im allgemeinen nicht superkommutative) Superalgebra. Ein wichtiger Begri in diesem Fall
wird nun deniert:
Definition 1.6. Die Superspur $  $ : End(E)! k ist die k{lineare Abbildung:
$

a
00
a
01
a
10
a
11

$ := Spur(a
00
)  Spur(a
11
)
Die Superspur ist ein homogener Morphismus $  $ : End(E)
!
! k in der Kategorie der Supermoduln. Sie
verschwindet auf ${Kommutatoren.
Wir benutzen nun die zus

atzliche Z=2{Graduierung und den nichttrivialen Kozykel
(Z=2)
2
3 (m;n)  ! ( 1)
mn
2 Z

f

ur die Einf

uhrung einer Tensorproduktstruktur f

ur Superalgebren:
Definition 1.7. Eine ${Algebra A hat eine kanonische unterliegende ${Modul{Struktur A
!
: Dieser

Ubergang
ist von dem Vergi{Funktor A ! A
!
gegeben. Das ${Tensorprodukt von ${Algebren ist so deniert, da
dieser Vergi{Funktor ein Tensorfunktor ist: (A
 B)
!
:= A
!

 B
!
. Auf dem Supermodul (A
 B)
!
ist folgende
Multiplikation erkl

art:
(a
1

 b
1
)(a
2

 b
2
) := ( 1)
jb
1
jja
2
j
a
1
a
2

 b
1
b
2
;
wobei a
i
2 A und b
i
2 B homogene Elemente sind, und wir benutzen f

ur beliebige Elemente die k{Linearisierung.
Es entsteht ein Objekt A
 B in der Kategorie der Superalgebren.
Dadurch haben wir eine Vorschrift 
 auf ${Algebren objektweise deniert. Sind f und g Morphismen in der
Kategorie der ${Algebren, so ist (f
!
) 
 (g
!
) wohldeniert, homogen und vertr

aglich mit der Multiplikation, liegt
also im Bilde des Vergi{Funktors. Es gibt einen eindeutigen Morphismus von ${Algebren, den wir mit f 
 g
bezeichnen, so da gilt: (f
g)
!
= (f
!
)
(g
!
). Dadurch wird die Kategorie der ${Algebren zu einer Tensorkategorie.
Der Vergi{Funktors ist ein Tensorfunktor. Wir werden k

unftig diesen Funktor implizit benutzen, ohne es durch
die Notation zu betonen.
Das ${Tensorprodukt von ${kommutativen ${Algebren ist ${kommutativ wegen
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Lemma 1.8. Seien A, B ${Algebren. F

ur A ${kommutativ gilt in A
 B:
[a
1

 b
1
; a
2

 b
2
] = ( 1)
jb
1
jja
2
j
a
1
a
2

 [b
1
; b
2
]
Korollar 1.9. A sei ${kommutativ. Die Erweiterung der ${Spur:
A
 End(E)
$  $
 ! A
$ a
A $ := a $ A $
verschwindet auf ${Kommutatoren.
Beweis:
$ [a
1

A
1
; a
2

A
2
] $ = $  a
1
a
2

 [A
1
; A
2
]
s
$
= a
1
a
2
$ [A
1
; A
2
] $
= 0
2. Allgemeiner Grundring
Wir werden in diesem Abschnitt die Superspur im allgemeinen Fall eines superkommutativen Superringes einf

uhren.
Sei nun A eine Superalgebra, wodurch wir den Fall des trivial graduierten Grundringes k verallgemeinern. Wir
bezeichnen durch A
!
die unterliegende Ringstruktur.
Ein A{Supermodul ist ein A
!
{Supermodul, f

ur den die Multiplikation mit Skalaren homogen vom Grad Null ist.
Sei E ein A{${Modul. Die Graduierung erfolgt durch die Gruppe (Z=2 = f0; 1g;+). Wir k

onnen den ${Modul
E
opp
= E[1] mit der umgekehrter Graduierung bilden: (E
opp
)

= E
+1
.
Betrachten wir A als ${Modul

uber sich selbst, so ist A
opp
der $-Modul mit der umgekehrten Graduierung.
Definition 2.1. Ein freier A{Supermodul ist eine direkte Summe von ${Moduln, die zu A oder A
opp
iso-
morph sind.
Definition 2.2. Ein projektiver A-Supermodul E ist
ein direkter Summand von einem freien ${Modul Frei.
Das heit, es gibt homogene Morphismen vom Grad
Null i, j; p, q, so da:
pi = id
E
qi = 0
qj = id
Rest
pj = 0
ip+ qj = id
Frei
Rest
j
E
i
Frei
q
p
Rest
E
Sei E =

(A)
n
0

(A
opp
)
n
1

ein freier A{${Modul. Jeder Endomorphismus von E hat bez

uglich dieser Zerlegung die Form:

a
00
a
01
a
10
a
11

:
(A)
n
0

(A
opp
)
n
1
 !
(A)
n
0

(A
opp
)
n
1
a
ij
: A
n
j
! A
n
i
ist dabei eine (n
i
 n
j
){Matrix mit Koezienten in A. Wir denieren die Superspur dieses
Endomorphismus von einem freien ${Modul nach [Ma], Kapitel 3, x3.3 durch:
$

a
00
a
01
a
10
a
11

$ := Spur(a
00
)  ( 1)
ja
11
j
Spur(a
11
) 2 A :
oder f

ur a = a
ij
einen homogenen Eintrag in einer solchen Matrix:
$ a
ij
$ = 
ij
( 1)
jij(jaj+1)
Spur(a)
Satz 2.3. Ist A eine ${kommutative Algebra, so verschwindet die Superspur auf ${Kommutatoren von En-
domorphismen eines freien A{${Moduls.
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Beweis: Seien a = a
ij
und b = b
kl
homogen. Dann ist:
[a; b] = a
ij
b
kl
  ( 1)
(jij+jjj+jaj)(jij+jjj+jbj)
b
kl
a
ij
dieser Ausdruck ist Null, es sei denn i = l und j = k, wenn er weiter gleicht:
= ( 1)
jij(jaj+jbj+1)
Spur(ab)   ( 1)
(jij+jjj+jaj)(jij+jjj+jbj)
( 1)
jjj(jaj+jbj+1)
Spur(ba)
= 
n
Spur(ab)   ( 1)
jajjbj
Spur(ba)
o
;
wobei  = ( 1)
jij(jaj+jbj+1)
. Der letzte Ausdruck verschwindet wegen der $-Kommutativit

at von A.
Definition 2.4. Sei A ein superkommutativer Superring. Sei E ein projektiver Supermodul

uber A. Sei  :
E ! E ein Endomorphismus. Wir sehen E als eingebettet in einem freien Supermodul Frei wie im Satz 2.2
und denieren
$  $ := $ i  p $(62)
durch Reduktion auf den freien Fall.
Satz 2.5. Die Superspur ist durch (62) wohldeniert.
Beweis: Seien
E
i
1
Frei
1
p
1
E
und
E
i
2
Frei
2
p
2
E
zwei Einbettungen von E in zwei freie Supermoduln Frei
1
und Frei
2
. Wir betrachten das folgende kommutative
Diagramm:
Frei
1
p
1
i
1
p
1
Frei
1
E

i
2
E
i
1
E

E
i
2
Frei
2
p
2
i
2
p
2
Frei
2
p
2
Dann gilt:
$ i
1
p
1
$ = $ i
1
p
2
i
2
p
2
i
2
p
1
$ = $ i
2
p
2
i
2
p
1
i
1
p
2
$ = $ i
2
p
2
i
2
p
2
$
= $ i
2
p
2
$ :
Als Korollar erhalten wir die Verschwindung von Superkommutatoren eines projektiven Supermoduls:
Sind  und  zwei solche homogenen Morphismen, so gilt mit der naheliegenden Notation:
$ [; ] $ := $ i [; ]p $ = $ i (   ( 1)
jjjj
) p $
= $ ip ip  ( 1)
jipjjipj
ip ip $ = 0 :
Wir haben dabei nicht benutzt, da i und p Grad Null haben.
3. Dierentialgeometrische Superobjekte
Sei X eine komplexe Mannigfaltigkeit. Ein ${B

undel auf X entsteht nach Vergarbung lokal trivialer B

undeln, derer
Faser ${Struktur

uber dem komplexen K

orper besitzt. Ein ${B

undel E besitzt die Zerlegung E = E
0
 E
1
als Teil
der Struktur. Die Garbe der glatten (C
1
) Dierentialformen | in Notation A
X
oder A, wenn unmiverst

andlich,
| ist kanonisch Z{ also auch Z=2{graduiert, und ihre Multiplikation ${kommutativ. Die Ableitung
d : A
X
! A
X
2 End(A
X
)
1
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ist eine Superderivation:
d(
1
 
2
) = d
1
 
2
+ ( 1)
j
1
j

1
 d
2
Wir werden f

ur ein komplexes Vektorb

undel E die lokalfreie Garbe der C
1
{Schnitte dieses B

undels unterschiedlich
bezeichnen, und benutzen daf

ur den gleichen Buchstaben in der kalligraphischen Font, in diesem Fall E . Wir k

onnen
allgemeiner kovariante ${Ableitungen auf dem A
X
{Supermodul A
X
(E) := A
X

E , wobei das Tensorprodukt

uber
A
0
X
genommen ist. Diese haben Z=2{Grad gleich 1.
Bemerkung 3.1. E ist ein projektiver A
0
X
{Supermodul. A
X
(E) ist ein projektiver A
X
{Supermodul.
Definition 3.2. Ein Superzusammenhang r auf einem Superb

undel E ist
 ein ungerader: r 2 End
C
(A
X
(E))
1
,
 derivativer: r(  ) = d   + ( 1)
jj
r
(C {linearer) Endomorphismus.
Zwei ${Zusammenh

ange r
1
und r
2
unterscheiden sich um einen A
X
{Endomorphismus von A
X
(E):
r
1
 r
2
2 Hom
A
X
(A
X
(E); A
X
(E))
1
= Hom
C
(E ; A
X
(E))
1
= A
X
(End(E))
1
= A
0
X
(End(E)
1
)A
1
X
(End(E)
0
)
Definition 3.3. Die Superkr

ummung ist der A
X
{lineare Morphismus:
r
2
2 Hom
A
X
(A
X
(E); A
X
(E))
0
Die A
X
{Linearit

at folgt nach dem bekannten Muster:
r
2
(  ) = r(d  ) + ( 1)
jj
  r
= dd   + ( 1)
jdj
d  r + ( 1)
jj
d  r + ( 1)
jj
( 1)
jj
  r
2

=   r
2

Folgendes Resultat wird stillschweigend sehr oft benutzt:
Lemma 3.4 (Die Ableitungsformel). Seien r ${Zusammenhang und
 2 A
X
(End(E)) ein (lokaler oder globaler) glatter Schnitt. Dann gilt:
d $  $ = $ [r; ] $(63)
(In [r; ] ist  als Dierentialoperator vom Grad Null zu verstehen, welcher gleich der Linksmultiplikation
mit  ist.)
Beweis: F

ur diese lokale Aussage k

onnen wir E trivial annehmen. Ein Endomorphismus  ist nun eine quadratische
Matrix mit Eintr

agen aus A
X
. Hier haben wir einen ausgezeichneten ${Zusammenhang, bezeichnet auch mit d,
der jeden Eintrag in A
X
ableitet.
Es gibt einen Endomorphismus  mit r = d+ .
$ [r; ] $ = $ [d; ] $ + $ [; ] $ = $ (d
ij
)
ij
$ + 0 = d $  $
Dieses Resultat hat die folgende Verallgemeinerung:
Bemerkung 3.5. Sei (A;+; ; d) eine ${kommutative Dierentialalgebra. Die ${Derivation ist vom Grad 1
und hat die Eigenschaft:
d : A     ! A; d(ab) = b:da+ ( 1)
jaj
a:db; f

ur a; b 2 A:
Sei E
1
ein projektiver A{Modul versehen mit einer d{derivativen Abbildung r
1
: E
1
! E
1
, i.e.
r
1
(a:e
1
) = da:e
1
+ ( 1)
jj
a:r
1
e
1
a 2 A; e
1
2 E
1
;
die additiv und vom Grad Eins ist.
Jede Einbettung von E
1
in einen freien A{Modul Frei = E
1
E
2
liefert eine von dieser Einbettung unabh

angige
${Spur, $  $ , auf den A{Endomorphismen von E
1
.
In diesem Kontext gilt
$ [r
1
; 
1
] $ = d $ 
1
$
f

ur jeden A{superlinearen Morphismus 
1
: E
1
! E
1
.
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Beweis: In dem freien Fall ist der Beweis wie im obigen Lemma. Der projektive Fall wird durch Reduktion auf
den freien Fall bewiesen. Auf Frei gibt es einen kanonischen d{derivativen Operator, r. Durch die Vorschrift
r
2
:= p
2
r i
2
erhalten wir einen d{derivativen Operator auf E
2
. Dann ist
i
1
r
1
p
1
+ i
2
r
2
p
2
ein neuer d{derivativer Operator auf Frei. Sei 
1
ein Endomorphismus von E
1
. Es gilt:
d $ 
1
$ := d $ i
1

1
p
1
$
= $ [i
1
r
1
p
1
+ i
2
r
2
p
2
; i
1

1
p
1
] $
= $ [i
1
r
1
p
1
; i
1

1
p
1
] $
= $ i
1
[r
1
; 
1
] p
1
$
=: $ [r
1
; 
1
] $
4. Metrisierte Multikomplexe von holomorphen B

undeln
X ist eine komplexe Mannigfaltigkeit.
Die Abbildung Z! Z=2 erlaubt jedes Z{graduierte Objekt als Z=2{graduiertes Objekt zu betrachten. Sei
E
[1]
: : : :     ! E
n
v
n
    ! E
n+1
v
n+1
    ! E
n+2
    ! : : :
ein holomorphes Dierentialb

undel. (Eine kurze Bemerkung zur Notation: Das Exponent 1 deutet auf die einzige
Richtung der Dierentialabbildung des Komplexes. Sp

ater steht allgemeiner E
[n]
f

ur einen Multikomplex mit n
Richtungen, i.e. er ist Z
n
{graduiert, und das Dierential v = (v
1
;v
2
; : : : ;v
n
) hat die Komponente v
i
vom Grad
(0; 0; : : : ; 0; 1 an der i{ten Stelle; 0; : : : ; 0). Ohne Verwechselungsgefahr wird v immer f

ur das gemischte Dieren-
tial v = v
1
+v
2
+   +v
n
stehen. ) v

ist die holomorphe Dierentialabbildung vom Grad 1 unter der kanonischen
Graduierung. Metriken auf diesem B

undel werden mit h, k, etc. bezeichnet.
Die holomorphe Struktur auf E dr

uckt die Existenz des @{Operators (@
2
= 0) auf A
X
(E) aus.
Auf A
X
(E) werden wir mit der folgenden festgelegten Z{Graduierung arbeiten:
deg A
pq
X
(E
n
) :=  p+ q + n(64)
Sei @
h
der einzige @{Operator (i.e. @
h
ist @{derivativ), der @ zu einem metrischen Zusammenhang r = @
h
+ @
vervollst

andigt. Die Vertr

aglichkeit mit der Metrik h:
(re; f)
h
+ (e;rf)
h
= d(e; f)
h
l

at sich sofort

ubersetzen in
(@
h
e; f)
h
= @(e; f)
h
  (e; @f)
h
:
(Die Metrik h von E induziert die oensichtliche A
X
{bilineare Abbildung von A
X
(E), die wir weiter mit h bezeich-
nen.)
v
?
h
, der (im formalen Sinne) adjungierte Operator zu v, ist eindeutig bestimmt durch
(v
?
h
e; f)
h
= (e;vf)
h
:
Sei (E;v) ein holomorphes eindimensionales Komplexb

undel. Die holomorphe Struktur ist

aquivalent in dem Ope-
rator @, mit @
2
= 0, kodiert. Er operiert auf glatten Schnitten. Das (eventuell nicht exakte) holomorphe Dierential
v des Komplexes kann benutzt werden, um diese holomorphe Struktur zu deformieren: Der Operator r
00
:= @+v
hat auch die Eigenschaft r
00
2
= @
2
+ [@;v] + v
2
= 0 und pr

agt eine neue holomorphe Struktur auf E ein.
Sei nun r
h
der hermitesche metrische Zusammenhang eines holomorphen Dierentialb

undels (E;v) zur defor-
mierten holomorphen Struktur gegeben von r
00
. Wir k

onnen dann die Anteile bez

uglich der Z{Graduierung (64)
gruppieren:
r
h
:= @ + v
| {z }
r
00
+ @
h
+ v
?
h
| {z }
r
0
;(65)
wobei degv = deg@ = degr
00
= +1 und degv

h
= deg@
h
= degr
0
=  1.
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Eine Deformation der Metrik induziert eine

Anderung nur in dem @{derivativen Anteil r
0
. Die Berechnungen der
n

achsten Abschnitten, die im Rahmen der Dierentialgeometrie von Vektorb

undeln algebrogeometrische Eigen-
schaften

ubersetzen, basieren zum Teil auf folgender

Uberlegung:
Der ${Zusammenhang r
h
ist im allgemeinen nicht ach. Dessen Teile r
00
und r
0
sind aber "ach":
r
00
2
= r
0
2
= 0(66)
Dies folgt f

ur r
00
aus der Holomorphie von v und weiter f

ur r
0
durch die denierende Adjunktion. In diesem Sinne
k

onnen wir diesen Punkt als Anfang der Entwicklung einer nichtkommutativen (algebraischen) Geometrie ansehen,
wobei
 die (dierential)geometrische Struktur eines B

undels mit einem (nicht)achen Zusammenhang,
 in den rein algebraischen Aspekt der (Nicht{)Kommutativit

at von zwei Differentialoperatoren (geometri-
scher Natur)

ubersetzt wird. Wir werden die Relation (66) in folgender Form benutzen: Die Dierentialoperatoren r = r
00
+r
0
und r
c
= r
00
 r
0
superkommutieren:
[r;r
c
] = [r
00
+r
0
;r
00
 r
0
] = [r
00
;r
00
]  [r
0
;r
0
] = 2r
00
2
  2r
0
2
= 0.
Widmen m

ochten wir nun unsere Aufmerksamkeit auf folgende
Frage 4.1. Wie

andert sich der Superzusammenhang r
h
bei einer

Anderung der Metrik h?
Unter der Notation k = hH verstehen wir des weiteren die Relation (e; f)
k
= (He; f)
h
. (Sie entspricht der

ublichen
Transformation von Bilinearformen.) Diese Notation ist sinnvoll:
l = kK; k = hH ) (e; f)
l
= (Ke; f)
k
= (HKe; f)
h
also l = HKh, als w

urden wir einsetzen: l = kK = (hH)K. Der Operator H ist selbstadjungiert bez

uglich h und
k, da
(He; f)
h
= (e; f)
k
= (f; e)
k
= (Hf; e)
h
= (e;Hf)
h
und
(He; f)
k
= (H
2
e; f)
h
= (He;Hf)
h
= (e;Hf)
k
Seien h, k zwei Metriken verbunden durch k = hH . Dann
(@
k
e; f)
k
= @(e; f)
k
  (e; @f)
k
= @(He; f)
h
  (He; @f)
h
= (@
H
He; f)
h
= ( ([@
h
; H ] +H@
h
)e; f)
h
= ( H
 1
([@
h
; H ] +H@
h
)e; f)
k
also
@
k
= @
h
+H
 1
[@
h
; H ](67)
und
(v
?
k
e; f)
k
= (e;vf)
k
= (He;vf)
h
= (v
?
h
He; f)
h
= ( ([v
?
h
; H ] +Hv
?
h
)e; f)
h
= ( H
 1
([(v
?
h
; H ] +Hv
?
h
)e; f)
k
also
v
?
k
= v
?
h
+H
 1
[v
?
h
; H ](68)
Aus (67) und (68) folgen:
r
0
k
= r
0
h
+H
 1
[r
0
h
; H ](69)
r
k
= r
h
+H
 1
[r
0
h
; H ](70)
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KAPITEL 7
Regulatoren
1. H

ohere Chern Charaktere. Klassische Sichtweise
Zuerst wird der etablierte Formalismus der h

oheren Chern Charaktere von der K{Theorie in eine Kohomologie-
theorie skizziert ([Be]; [Hu], S.99; [Sch], x4). Im n

achsten Abschnitt betrachten wir einen Teil dieser Abbildungen,
der nicht nur kohomologisch, sondern auch zum Niveau der Komplexe existiert.
Sei V eine Kategorie von Schemata und Y ein Objekt in V .
Hom
V
(; Y ) wird zu einer Pr

agarbe von Mengen auf V .
Sei ZY die Vergarbung der Pr

agarbe von Z{Moduln Z[Hom
V
(; Y )]. Wegen der Funktorialit

at kann ZY

auch f

ur
simplizielle Objekte Y

in V eingef

uhrt werden.
Sei nun F eine Garbe auf V . Es gilt:
H

(Y

;F) = End

V
(ZY

;F)(71)
Durch die Dold{Puppe{Konstruktion ergibt die Garbe ZY

einen in negativen Graden getragenen Komplex von
Garben:
NZY

: : : :     ! ZY
 k
P
( 1)
i
@
i
      !
ZY
 k+1
    ! : : :
(72)
Arbeiten wir in der Derivierten Kategorie D(V), so entspricht dem Grad  aus End

in (71) folgende positive
Verschiebung von F bei der Berechnung der Kohomologie:
H

(Y

;F) = Hom
D(V)
(NZY

;F []):(73)
F

ur K{theoretische Zwecke setzen wir Y

:= B

GL ein, und F sei eine Garbe von Komplexen, die zu einer
getwisteten Poincare{Dualit

at{Theorie geh

ort. Die universellen Chern{Klassen
c
p
2 H
2p
(B

GL;F)! Hom
D(V)
(NZB

GL;F [2p])(74)
bestimmen Morphismen c
p
: NZB

GL ! F [2p] in der derivierten Kategorie, die wesentlich in der Denition
folgender Abbildung vorkommen:
(75)
c
k;p
: K
k
(A) = 
k
(BGL(A)
+
)
Hurewicz
     ! H
k
(BGL(A)
+
;Z)! H
k
(GL(A);Z) =
H
 k
(NZBGL(A))
H
 k
(c
p;A
)
       ! H
 k
(A;F [2p]) = H
2p k
(A;F)
Dadurch sind die h

oheren Chern{Klassen zuerst f

ur ane Schemata Spec A deniert. Simplizielle Standardtech-
niken oder der Jouanalou{Trick erweitern diese Konstruktion zu beliebigen Schemata.
2. H

ohere Chern Charaktere. Alternative Sichtweise
Wir

ubertragen die obige Konstruktion der h

oheren Chern{Klassen von der \BGL"{Variante in die Sprache der
G{ oder der KG{Konstruktion und betrachten daf

ur folgendes Diagramm:
K
k
(A)

=

k
(BGL(A)
+
)
Hurewicz
H
k
(BGL(A)
+
)

=
H
k
(GL(A);Z)
H
 k
(c
p;A
)
H
2p k
(A;F)
K
k
(A)

=

k
jGP
A
j
Hurewicz
H
k
(jGP
A
j;Z)

=

=
H
k
(Z

[GP
A
])
(?)

=
H
2p k
(A;F)

k
jjKG
?
P
A
jj
?
Hurewicz
H
k
(jjKG
?
P
A
jj
?
;Z)

=
H
k
(Z

[KG
?
P
A
]
na
)
(?)
H
2p k
(A;F)
H
k
(ZK

(P
A
)
na
)
(?)
H
2p k
(A;F)
(76)
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Unser Ziel ist, eine explizite Formel f

ur eine der Abbildungen aus (76) zu geben, welche durch ein (?) markiert
wurden. In dieser Arbeit wird dieses Ziel nur partiell verwirklicht. Wir konstruieren allgemein f

ur eine glatte projektive
Variet

at X (im Kontrast zum Spezialfall X = Spec A) eine Komplex{Abbildung nach F , ausgehend von einem
Komplex ZK

(
~
P
X
), welcher als Erzeugende im Grad k Paare der Form (E
[k]
; h
[k]
) hat. Dabei ist E
[k]
ein typisches
erzeugendes Element aus ZK

(P
X
), also ein in jeder der k Richtungen exakter Multikomplex von Vektorb

undeln
auf X , und h
[k]
ist eine geeignete Metrik auf dem assoziierten komplexen Vektorb

undel E
[k]
(C )

uber X(C ).
Der Komplex F wird eng mit der Berechnung der reellen Deligne{Kohomologie oder derDe Rham{Kohomologie
verbunden sein.
Wir versuchen, Abbildungen folgender Form zu konstruieren:
: : :     ! Z[E
[k]
; h
[k]
]     ! : : :     ! Z[E
[1]
; h
[1]
]     ! Z[E; h]     ! 0
c
k;p
?
?
y
c
1;p
?
?
y
c
0;p
?
?
y
: : :     ! F
2p k
    ! : : :     ! F
2p 1
    ! F
2p
    ! : : :
(77)
Ein solcher Komplexmorphismus w

urde in Kohomologie die Abbildungen c
k;p
aus (75) induzieren, und wir machen
vor und nach dem kohomologischen

Ubergang keinen Unterschied in der Bezeichnung. Um in Evidenz zu setzen,
auf welchen Elementen die Abbildungen c
k;p
deniert sind, steht mit gewissem Notationsmibrauch Z[E
[k]
; h
[k]
]
f

ur die abelsche Gruppe ZK
k
(
~
P
X
), die von metrisierten exakten k{Multikomplexen E
[k]
erzeugt ist.
Die Exaktheit eines metrisierten Multikomplexes bezieht sich nur auf die erste Komponente und f

uhrt keine Ein-
schr

ankung f

ur die Metriken ein.

Andert man die metrische Komponente eines formalen Erzeugenden [E
[k]
; h
[k]
1
] in h
[k]
2
, so

andert sich das Bild
c
k;p
( [E
[k]
; h
[k]
] ) um einen Rand, da 0! E
[k]
= E
[k]
! 0 als einen (k+1){Multikomplex aufgefat werden
kann, wo diese zwei nichttrivialen Schichten mit den Metriken h
1
und h
2
entsprechend versehen werden. Dies zeigt,
da f

ur kohomologische Zwecke die metrische Zusatzstruktur eingebaut werden darf.
Die h

oheren Chern{Charaktere sind f

ur k  1 mittels der Abbildungen c
k;p
eingef

uhrt: ([Hu], [Sch])
ch
k
(x) :=
X
p1
( 1)
p 1
(p  1)!
c
k;p
(x)(78)
Da wir sp

ater rationale Koezienten aufnehmen, ist das Studium der Chern{Klassen c
k;p

aquivalent zum Studium
des Chern{Charakters ch.
3. Die h

oheren Chern{Formen
Die Konstruktion der Abbildungen c
k;p
aus (77) {oder

aquivalent die Konstruktion von ch{ erfolgt nach folgender
Strategie:
A.
Die Chern{Charaktere von der nullten K{Theorie sind gut verstanden und liefern eine
"
Randbedingung\ f

ur den
Formalismus der h

oheren Chern{Klassen. Dadurch ist die bekannte Abbildung c
0;p
festgelegt. F

ur den speziellen
Fall der de Rham{Kohomologie ist diese Abbildung nicht nur auf die Kohomologie deniert, sondern sogar element-
weise f

ur Vektorb

undeln E mit einem festen Zusammenhang r (auf dem komplexizierten B

undel), und die Werte
liegen in dem diagonalen Anteil A
pp
des Dolbeault{Komplexes. (Man kann alternativ mit einer Metrik auf dem
B

undel arbeiten und den assoziierten metrischen Zusammenhang benutzen.) Diese Werte sind also Formen und
nicht nur Klassen, ein zentraler Punkt unserer Konstruktion von h

oheren Chern{Formen in der de Rham{
bzw. Deligne{Kohomologie.
F

ur den nullten Chern Charakter der de Rham{Kohomologie gilt die wohlbekannte Formel:
ch(E;r) := Spur exp

 
1
2i
r
2

2
M
p
A
pp
(79)
Diese Formen k

onnen auch f

ur die Deligne{Kohomologie als
"
Randbedingung\ genommen werden, interpretiert
man (
L
A
pp
)
( 1)
p
als
L
D
2p
(A; p). Der Komplex D

(A; p) wird im Kapitel 8 erkl

art und in Verbindung mit der
reellen Deligne{Kohomologie zusammengebracht. Die wesentlichen Eigenschaften sind die Vertr

aglichkeit der
additiven und multiplikativen Strukturen:
ch (E
1
E
2
;r
1
r
2
) = ch(E
1
;r
1
) + ch(E
2
;r
2
)(80)
ch (E
1

E
2
;r
1

 1+ 1
r
2
) = ch(E
1
;r
1
) ^ ch(E
2
;r
2
)(81)
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B.
Wir versuchen des weiteren iterativ die Randbedingung c
0;p
zu einer Komplexabbildung zu vervollst

andigen. Ist
c
(k 1);p
bereits konstruiert, so ist d  c
k;p
dadurch festgelegt, und die Aufgabe ist nun die Konstruktion einer
"
Stammform\ bez

uglich d : F
2p k
! F
2p (k 1)
. Die Transgressionsformeln aus dem Theorem 1.5 des Kapitels 9
verbinden dmit dem Dierential d
t
von Formen auf R
k
>0
. Dabei produziert der Parameter t 2 R
k
>0
eine Deformation
der dierentialgeometrischen Zusatzstruktur. Eine
"
Stammform\ zu d
t
ist durch Bildung eines (regularisierten)
Integrals einfach zu konstruieren. Eine
"
Stammform\ zu d kann nun explizit angegeben werden.
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KAPITEL 8
Multiplikative Strukturen und die Deligne{Kohomologie
Wir zitieren Resultate

uber die reelle Deligne{Kohomologie aus den Arbeiten [Bu] und [Wa]. Der Komplex,
den wir gleich beschreiben werden, wurde nach meiner Kenntnis zuerst in der Doktorarbeit von Xuesung Wang
betrachtet. Er entsteht durch Abschneiden des Dolbeault{Komplexes. Aus diesem Grund benutze ich daf

ur den
Namen \trunkierter Dolbeault{Komplex". Wang hat diesen Komplex f

ur den Zweck der Erkl

arung einer Ab-
bildung mit Werten in der reellen Deligne{Kohomologie eingef

uhrt. Burgos benutzt diesen Komplex allgemein
f

ur glatte Variet

aten, um eine n

ahere Untersuchung der Multiplikation in ihrer reellen Deligne{Kohomologie zu
erlangen. Er gibt auch einen Beweis der Tatsache, da dieser Komplex die reelle Deligne{Kohomologie berechnet,
und benutzt strukturell implizit das Oktogon{Axiom in der triangulierten Kategorie der Komplexe. (Wang gibt
daf

ur einen ad{hoc Beweis, der nur im projektiven Fall gilt.)
Wir werden zuerst die multiplikative Struktur nach Burgos beschreiben. In den weiteren Abschnitten

ubertragen
wir eine Hodge{Theorie f

ur die reelle Deligne{Kohomologie und heben die Rolle des Oktogon{Axioms hervor.
1. Der trunkierte Dolbeault{Komplex
Burgos konstruiert f

ur eine glatte Variet

at X

uber dem komplexen K

orper eine Garbe E
log
(X) mit den folgenden
Eigenschaften (siehe [Bu]):
 E
log
(X) ist die Garbe der Dierentialformen mit logarithmischen Singularit

aten entlang eines Divisors mit
normalen Schnitten Y = X  X f

ur eine entsprechende glatte Kompaktizierung X von X . Diese Garbe
h

angt von einer speziellen Kompaktizierung nicht ab.
 Sie besitzt eine nat

urliche Bigraduierung E
log
(X) =
L
E
p;q
log
(X), eine nat

urliche Ableitung d und eine
komplexe Struktur, bez

uglich der wir den reellen Anteil E
log;R
(X) bilden.
 E
log
(X) ist weich: Ihre Restriktionsabbildungen sind surjektiv. Sie ist aus diesem Grund azyklisch. Der Ring
der globalen Schnitte dieser Garbe, E
log
(X) kann f

ur kohomologische Zwecke benutzt werden:
H

(X; C ) = H

(E
log
(X); d)
 E
log
(X) ist nat

urlich mit einer gemischten Hodge{Struktur eingepr

agt, die durch die obige Gleichheit die
Hodge{Struktur der Kohomologie mit komplexen Koezienten reektiert.
Diese Garbe ist geeignet f

ur die Berechnung der reellen Deligne{Kohomologie: Man deniert nach Burgos:
E
log;R
(X; p) := (2i)
p
E
log;R
(X) und
E
log;R
(X; p)
D
:= s

E
log;R
(X; p) F
p
E
log
(X)
Dierenz
     ! E
log
(X)

:(82)
Dabei steht s(K

! L

) f

ur den \Simple{Komplex", den einfachen oder totalen Komplex, assoziiert dem Dop-
pelkomplex    ! 0

! K

! L

! 0

: : : .
Burgos isoliert nun die Struktur in dem Begri einer Dolbeault{Algebra, denn kohomologische Aussagen
in Verbindung mit dem Komplex E
log
(X) sind funktoriell von der Kategorie dieser Dolbeault{Komplexe und
bed

urfen keiner zus

atzlichem Information.
Definition 1.1. Eine Dolbeault{Algebra ist eine dierentiale Algebra

uber R,
(A

R
;+; ; d), mit einer ausgezeichneten Bigraduierung nach komplexer Erweiterung der Skalare auf A

C
:=
A

R


R
C :
A
n
C
=
M
p+q=n
A
p;q
;
so da folgende Eigenschaften erf

ullt sind:
 Wir bezeichnen auch mit d das Dierential auf dem komplexizierten Raum A

C
. Es hat Grad 1, so
da eine Zerlegung in Bigrade (1; 0) und (0; 1) kanonisch erogt: d = @ + @.
 Die komplexe Konjugation induziert einen Isomorphimus von A
p;q
nach A
q;p
.
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Abbildung 1. Das Oktogondiagramm
 Unter diesem Isomorphismus ist sind @ und @ konjugiert.
Wir untersuchen nun die Kategorie der Dolbeault{Algebren.
Sie besitzen eine kanonische Hodge{Filtration: F
p
A := F
p
A

C
besteht aus Elementen vom Bigrad (  p; ).
Die p{Twistung mit der Periode 2i ist formal deniert: A

R
(p) := (2i)
p
A

R
 C .
Diese wird f

ur die Einf

uhrung des Deligne{artigen Komplexes
A

R
(p)
D
:= s

A

R
(p) F
p
A

C
u:=Dierenz
       ! A

C

(83)
ben

otigt. F

ur das Studium des Komplexes (83) betrachten wir im allgemeinen funktorielle Konstruktionen zum
einfachen Komplex s = s (u : A! B) der Komplexabbildung u.
2. Das Oktogon{Diagramm
Das Oktogon{Diagramm, entsprechend dem Morphismus u aus der denierenden Relation (83), l

at sich in meh-
reren Schritten aufbauen. Wir betrachten daf

ur eine allgemeine Komplexabbildung u wie im Bild (1) an der Seite
96. Wir lassen sie durch das Bild Imu faktorisieren, wie im Dreieck A, Imu, B in dem Bild. Wir f

ullen nun die
fehlenden Ecken, die folgenden Bedingungen unterliegen:
 1 ! B ! Imu! 1 ist ein exaktes Dreieck. Es folgt 1 = Cokeru.
 Das Dreieck A ! Imu ! 2 ! A ist exakt. Dabei ist 2 ! A ein Morphismus vom Grad  1. Es folgt:
2 = Keru[1].
 Das Dreieck mit den Ecken Imu, 1 und 2 ist kommutativ. Die Abbildung 1 ! 2 ist also die
Verkn

upfung der residualen Abbildungen 1 ! Imu und Imu! 2 aus den obigen exakten Dreiecken.
 In der unteren H

alfte des Oktogons sind die Dreiecke A ! B ! 3 ! A und 1 ! 2 ! 3 ! 1 exakt.
Dies erlaubt uns 3 einerseits mit dem einfachen Komplex s der Abbildung u aus dem ersten Dreieck, andererseits
mit dem (um  1 verschobenen) einfachen Komplex s^ der Abbildung 1 ! 2 zu identizieren.
 Die anderen zwei unteren Dreiecke sind kommutativ.
Da wir das Oktogon{Diagramm in der derivierten Kategorie schreiben, sind die Komplexe s und s^ quasiisomorph.
Burgos zeigt, diese Komplexe sind isomorph in der homotopischen Kategorie, gibt zwei Abbildungen  : s^ ! s
und  : s ! s^ mit   = 1 an und berechnet explizit eine Homotopie zwischen  und 1. Dann

ubertr

agt
er die multiplikative Struktur von s auf s^ f

ur den speziellen Fall einer Abbildung (83), die einer Dolbeault{
Algebra assoziiert wird. Wir bezeichen nach Burgos in diesem speziellen Fall den entsprechenden Komplex s^ zu
s = A

R
(p)
D
durch D

(A; p) und beschreiben im n

achsten Abbschnitt seine Resultate zu diesen zwei multiplikativen
Komplexen.
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U
L
O
R
oben
[p]
:=: O := F
p
\ F
p
links
[p]
:=: L := F
p
\ F
<p
rechts
[p]
:=: R := F
<p
\ F
p
unten
[p]
:=: U := F
<p
\ F
<p
:
Abbildung 2. Schematische Zerlegung des Dolbeault{Komplexes
3. Die Resultate von Burgos
Wir betrachten die Zerlegung des Dolbeault{Komplexes A = U  L  R  O wie in der Abbildung 2 an der
Seite 97. Dann gelten folgende Relationen:
Keru = oben
[p]
(p) ; Cokeru = unten
[p]
(p  1) ;(84)
D

(A; p) = s

Cokeru
 2@@
    ! Keru[1]

[ 1] =
2
4
unten
[p]
(p  1)[ 1]

oben
[p]
(p)
3
5
=
 (p-1)
 (p)
;
(85)
wobei etc(p) auf den ( 1)
p
{Eigenraum der komplexen Konjugation andeutet. Die Verbindung zwischen dem
unteren und oberen Anteil im schematischen Bild aus (85) ist der Morphismus 1 ! 2 aus dem Bild 1 und gleicht
(faktorisiert

uber)  2@@ : A
p 1;p 1
! A
pp
. Er bildet den ( 1)
p 1
{Eigenraum in den ( 1)
p
{Eigenraum. Diese
Abbildung,  2@@, ist auch das Dierential in D

(A; p) vom Grad  = (2p 1) in den Grad  = 2p. Das Dierential
in den anderen Graden gleicht dem Dierential des oberen Bereiches, wenn es aus Grad   2p ausgeht, und dem
Dierential des unteren Bereiches, wenn es in Grad   2p 1 landet. Das Dierential des unteren Bereiches ist die
Projektion des

ublichen Dierential d mit dem Vorzeichen ( 1) f

ur die Verschiebung von Cokeru[ 1].
Dies ist ein wichtiger Punkt, der f

ur die Multiplikativit

at des Chern{Formcharakters sorgt.
Wir kopieren nun das Theorem 2.3 aus [Bu]:
Theorem 3.1. Sei (A;+;^; d) eine Dolbeault{Algebra. Sei  2 [0; 1]. Die multiplikative Struktur:
A

R
(p)
D

A

R
(q)
D


    !
A

R
(p+ q)
D

ubersetzt sich durch die entsprechenden Isomorphismen in der homotopischen Kategorie in eine multiplikative
Struktur:
D

(A; p)
D

(A; q)

    !
D

(A; p+ q) ;
die von dem Parameter  nicht mehr abh

angt, und das Produkt in der reellen Deligne{Kohomologie indu-
ziert.
Dieses Produkt ist ${kommutativ und assoziativ bis auf eine nat

urliche Homotopie.
Das Produkt von zwei Elementen x 2 D
n
(A; p) und y 2 D
m
(A; q) ist x y 2 D
l
(A; r) mit l := n+m, r := p+q
und wird durch die folgende explizite Formel erkl

art:
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x  y =
8
>
>
>
<
>
>
>
:
( 1)
n
r
p
(x) ^ y + x ^ r
q
(y) falls n < 2p und m < 2q;
Proj
unten
[r]
(x ^ y) falls n < 2p; m  2q und l < 2r;
Proj
oben
[r]
(r
p
(x) ^ y) + 2Proj
A(r)
@((x ^ y)
r 1;l r
) falls n < 2p; m  2q und l  2r;
x ^ y falls n  2p und m  2q;
wobei r
p
: D

(A; p)! A

R
(p) die folgende Abbildung ist:
r
p
(x) :=
(
@x
p 1; p
  @x
 p;p 1
falls   2p  1;
x falls   2p:
Ist x 2 D
2p
(A; p) ein Zykel, so gelten x  y = y  x und x  (y  z) = (y  x)  z = y  (x  z) f

ur alle y und z.
4. Pseudokomplexe
Im diesem Abschnitt werden wir den Mechanismus verwenden, wodurch mittels des Oktogon{Diagramms einem
einfachen Komplex s der einfache Komplex s^ zugeordnet wird. Als Motivation betrachten wir zuerst folgendes
dierentialgeometrisches Beispiel:
(A(End(E));+; ;r) :
r ist dabei der auf Endomorphismen induzierte Zusammenhang, ausgehend von einem Zusammenhang auf dem
B

undel E, welcher die lokalfreie Garbe von glatten Schnitten E besitzt. Wir erhalten i.a. keinen Komplex, denn die
Relation r
2
= 0 gilt nur im Falle eines achen Zusammenhangs. Wir benutzen deswegen daf

ur die Terminologie:
\Pseudo{Komplex" und nennen r \Pseudo{Dierential".
Diese Arbeit benutzt nicht wesentlich die folgenden Resultate

uber Pseudo{Komplexe, es ist jedoch im Auge des
Autors wichtig, f

ur Komplexe bekannte Konstruktionen auch f

ur Pseudo{Komplexe zu

ubertragen.
4.1. Pseudokomplexe. Sei A eine abelsche Kategorie.
Sei A
Z
die Kategorie der Z{Graduierten Objekte in A. Die Morphismen respektieren die Graduierung der Objekte.
Insbesondere ist der Grad eines Morphismus u, juj, deniert.
Definition 4.1. Die Kategorie der Pseudokomplexe von A, 	Kom(A) hat
Objekte Paare:
(A;r
A
) A ist Objekt in A
Z
;
r
A
2 Hom
A
Z(A;A) von Grad 1.
Morphismen Morphismen aus A
Z
, die vertr

aglich mit der zus

atzlichen Struktur sind. Die Vertr

aglichkeit ist im Sinne
der Superkommutativit

at gemeint. F

ur u 2 Hom
A
Z(A;B) und (A;r
A
), (B;r
B
) Objekte in 	Kom(A)
bezeichnen wir mit [r; u] den gemischten Superkommutator:
[r; u] = r
B
u+ ( 1)
juj
ur
A
u ist Morphismus genau dann, wenn [r; u] = 0.
Die Kategorie der Komplexe in A, Kom(A), ist eine volle Unterkategorie von 	Kom(A). Sie besteht aus Objekten
(A;r
A
) mit r
2
A
= 0.
Zwei Morphismen sind homotop, wenn die Dierenz ein (gemischter) Superkommutator der Form [r; H ] ist. H
ist ein Morphismus in A
Z
und wird Homotopie genannt. (Der Grad von H ist um 1 weniger als der gemeinsame
Grad der zwei Morphismen.)
4.2. Die Faktorisierung eines Morphismus

uber sein Bild. Sei u : A ! B ein Morphismus in der
Kategorie der Pseudokomplexe von A. Die kanonische Zerlegung
u = u
1
u
0
; A
u
0
    ! Imu
u
1
    ! B
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induziert folgende obere H

alfte eines Oktogon{Diagramms in A
Z
:
Cokeru
Res
0
Res
1
Res
1
?
B

00
Imu
u
1
Res
0
00
Keru[1]

?
A
u
u
0
(86)
Dabei sind wir gezwungen, den Rahmen der Kategorie 	Kom(A) zu verlassen. Res
0
und Res
1
sind Morphismen
in der Kategorie A
Z
, die des weiteren konstruiert werden. Ist u : (A;r
A
)     ! (B;r
B
) sogar ein Komplexen-
morphismus (r
2
A
= r
2
B
= 0), so wird dann (86) ein oberes Oktogon{Diagramm in der triangulierten Kategorie
Kom(A) sein.
Um eine explizite Form f

ur die Residuen Res
0
und Res
1
zu haben, nehmen wir an, die distingierten Triangles
Keru

    ! A
u
0
    ! Imu
Res
0
    ! Keru[1]
Imu
u
1
    ! B

    ! Cokeru
Res
1
    ! Imu[1]
sind split in A
Z
. Die Schnitte und die Retraktionen 
0
, 
1
bzw. 
0
, 
1
sind die fehlenden kanonischen Mono{ bzw.
Epimorphismen in den Diagrammen:
Imu
?
?
y
u
1
Cokeru

1
    ! B     !

1
Imu

?
?
y
Cokeru

1
= 1
Cokeru

1
u
1
= 1
Imu
1
B
= 
1
 + u
1

1
Imu
?
?
y

0
Keru

    ! B     !
u
0
Imu

1
?
?
y
Keru
u
0

0
= 1
Imu

0
 = 1
Keru
1
A
= 
0
u
0
+ 
0
Wir denieren Res
0
und Res
1
eindeutig durch:
Res
1
: Cokeru     ! Imu
vom Grad 1,
u
1
Res
1
= [
1
;r]
Res
1
 = [r; 
1
]
Res
0
: Imu     ! Keru
vom Grad 1,
Res
0
= [
0
;r]
Res
0
u
0
= [r; 
0
]
i.e. [
i
;r] faktorisiert, und Res
i
ist durch eine der zwei kompatiblen obigen Relationen wohldeniert. (i = 1; 2.)
4.3. Die Pseudokomplexe s und s^. Das obere Oktogon{Diagramm l

at sich zu einem vollst

andigen
Diagramm erweitern. Dies gilt, nur wenn u in der Homotopiekategorie betrachtet wird. Dies erkl

art in diesem Fall
die Kegelkomplexe der Abbildungen u und Res
0
Res
1
f

ur

aquivalent in der Homotopiekategorie. Der folgende Satz
versuch diesem Fakt im gr

oeren Rahmen der Pseudokomplexe ein Analogon zu verschaen.
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Satz 4.2. Seien die Morphismen ,  und die Pseudokomplexe s^, s deniert durch:
s^ :=
2
4
Cokeru[ 1]

Keru
3
5
:=
2
4
 
0
Res
1


1

3
5
 :=
2
4
 

0
Res
0

1
3
5
2
4
A

B[ 1]
3
5
=: s
mit Pseudodierential mit Pseudodierential

 r 
Res
0
Res
1
r
 
r 
u  r

(1)  ist kein Morphismus von Pseudokomplexen. Es gilt jedoch (87).
(2)  ist kein Morphismus von Pseudokomplexen. Es gilt jedoch (88).
(3)  = 1
s^
.
(4)  

=
1
s
sind \homotop". (Vorsicht:   ist kein Pseudomorphismus.) Es gilt genauer (89).
[r; ] =

 
0
[r;Res
1
] 
 

(87)
[r;  ] =

 
 [r;Res
1
]
1

(88)
   1
s^
=  [r
s
; H ]; wobei H :=

 
0

1
 

(89)
Bemerkung 4.3. Sind (A;r
A
) und (B;r
B
) Komplexe, so gilt dann
[r; ] = [r;  ] = 0 ;
und die Morphismen  und  sind homotope Inversen.
Beweis von Satz (4.2):
(1)
r
s^
=

 
0
Res
1


1

 
 r 
Res
0
Res
1
r

=


0
Res
1
r+ Res
0
Res
1
r
 
1
r 

r
s
 =

r 
u r

 
0
Res
1


1


=

 r
0
Res
1
r
 u
0
Res
1
 r
1
u

und nun sind die Eintr

age der Matrix r r:
 


: (
0
Res
1
r+ Res
0
Res
1
)  ( r
0
Res
1
) =
= 
0
Res
1
r+ (Res
0
+r
0
)Res
1
= 
0
Res
1
r+ 
0
rRes
1
= 
0
[rRes
1
]
 


: r = r, i.e.  Morphismus.
 


:  u
0
Res
1
 r
1
=  u
1
u
0

0
Res
1
 r
1
=  u
1
Res
1
 r
1
=  [
1
r] r
1
=  
1
r.
 


: u = 0.
Es folgt:
(r r) = [;r] =


0
[rRes
1
] 
 

(2)
 r
s
=

 

0
Res
0

1
 
r 
u  r

=

u  r

0
r+ Res
0

1
u  Res
0

1
r

r
s^
 =

 r 
Res
0
Res
1
r

 

0
Res
0

1

=

  r
r
0
Res
0
Res
1
 +rRes
0

1

Ein Vergleich der Eintr

age ergibt:
 


: u = 0.
5. DIE MULTIPLIKATION 101
 


:  r =  r. ( ist Morphismus.)
 


: 
0
r+ Res
0

1
u = 
0
r+ Res
0

1
u
1
u
0
= 
0
r+ Res
0
u
0
= 
0
r+ [r; 
0
] = r
0
.
 


: Res
0
Res
1
 +rRes
0

1
  ( Res
0

1
r) =
= Res
0
[r; 
1
] +rRes
0

1
+ Res
0

1
r
= Res
0
r
1
+rRes
0

1
= [r;Res
0
]
1
.
Es folgt:
( r r ) = [ ;r] =

 
  [r;Res
0
]
1

(3)
  =

 

0
Res
0

1

 
0
Res
1


1


=


1

 
0

0
Res
1
+ Res
0

1

1

0


=

1 
 1

(4)
 =

 
0
Res
1


1


 

0
Res
0

1

=


0
 
0
Res
1
 + Res
0

1
 
1


[r
s
; H ] = Hr
s
+r
s
H =

 
0

1
 

r 
u  r

+

r 
u  r
 
 
0

1
 

=


0

1
u  
0

1
r+r
0

1
 u
0

1

=


0
u
0
[r; 
0

1
]
 u
1

1

Die rechten obigen Eintr

age stimmen

uberein:  
0
Res
1
+ Res
0

1
=  
0
[r
1
]+ [
0
;r]
1
=  
0
(r
1
  
1
r)+
(
0
r r
0
)
1
= [
0

1
;r]. Die Summation ergibt nun:
 + [r
s
; H ] = 1
s
Die n

achste Sorge ist die

Ubertragung der Multiplikation von s unter der Annahme, da A und B Multiplikationen
besitzen, die vertr

aglich sind mit der Abbildung u und den Pseudodierentialen. Zuerst wird diese Multiplikation
auf s nach dem bereits im Falle der Deligne{Kohomologie bekannten Rezept eingef

uhrt.
5. Die Multiplikation auf dem einfachen Komplex einer Abbildung
A ist nunmehr eine Tensorkategorie. Sei 
 der entsprechenede Produkt{Funktor.
A
Z
tr

agt die kanonische Struktur einer Supertensorkategorie. Damit ist folgendes gemeint: Ein neues Produkt,
^


kann durch einfache Twistung eingef

uhrt werden. F

ur
f :A
1
 ! A
2
Morphismus des Grades jf j;
g :B
1
 ! B
2
Morphismus des Grades jgj
setzten wir
f
^

g : A
1
^

B
1
:= A
1

B
1
 ! A
2
^

B
2
:= A
2

B
2
;
f
^

g := f
jgj

 g
Wir wollen nicht explizit die Struktur einer Superkategorie isolieren, erw

ahnen jedoch f

ur weiteren umf

anglichen
Verbrauch die f

ur Supertensorkategorien charakterische Verkn

upfungsregel:
(f
^

g)  (f
0
^

g
0
) = ( 1)
jgjjf
0
j
ff
0
^

gg
0
;(90)
falls die Verkn

upfungen ff
0
und gg
0
wohldeniert sind.
Wir bereichern Pseudokomplexe (A;r
A
) zu Strukturen der Form
(A;r
A
;m
A
) ;wobei
m
A
: (A
^

A;r

2
:= r
A
^

1+ 1
^

r
A
)     ! (A;r
A
)
ein Morphismus von Pseudokomplexen vom Grad Null ist. m
A
ist assoziativ und superkommutativ bis auf Homo-
topie.
Sei (A;r
A
) ein Pseudokomplex. Wir k

onnen A[ 1] mit einem kanonischen Pseudodierential versehen: Die Abbil-
dung t : A[ 1]! A, gegeben im Grad n durch die Identit

at t
n
: A[ 1]
n
= A
n 1
, hat Grad  1, und wir denieren
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das Pseudodierential r
A[ 1]
= r
[ 1]
durch die Bedingung, da t ein Supermorphismus wird. Der gemischte
Superkommutator [t;r] = tr
[ 1]
+rt verschwindet, also:
r
[ 1]
=  t
 1
rt(91)
Der Morphismus t ist sehr n

utzlich, um Vorzeichenprobleme in Gri zu bekommen, ohne speziell mit Vertretern
expliziten Grades zu arbeiten. F

ur Komplexe erhalten wir den

ublichen Vorzeichenwechsel bei ihren Verschiebung.
Parallel zu der Denition des Deligne{Produktes in der Deligne{Kohomologie:
(a
p
; f
p
; ![ 1]
p
) [

(b
q
; g
q
; [ 1]
q
) :=
(a
p
b
q
; f
p
g
q
; ![ 1]
p
 ( b
q
+ (1  )g
q
)
+( 1)
j(a
p
;f
p
;![ 1]
p
)j
( (1  )a
p
+ f
p
)[ 1]
q
)
f

ur Elemente (a
p
; f
p
; ![ 1]
p
) und (b
q
; g
q
; [ 1]
q
) aus dem einfachen Komplex der Abbildung A(p)  F
p
A ! A,
k

onnen wir folgende Verallgemeinerung formulieren.
Satz 5.1. Seien (A;r
A
;m
A
) und (B;r
B
;m
B
) zwei Pseudokomplexe mit multiplikativer Struktur.
Seien u
1
und u
2
zwei Morphismen von A nach B, die vertr

aglich mit der vorliegenden Struktur sind.
Zu dem einfachen Komplex s := s(u) der Abbildung zwischen Pseudokomplexen: u := u
1
  u
2
: (A;r
A
) !
(B;r
B
) denieren wir folgende Abbildungen:
[

: s(u)
^

s(u)  ! s(u)
[

= i m
A
p
^

p
+ j t
 1
m
B
 
tq
^

(u
1
+ (1  )u
2
)p + ((1  )u
1
+ u
2
)p
^

tq

Dabei sind i, j und p, q die kanonischen Mono{ bzw. Epimorphismen zu den Summanden A und B[ 1] von
s(u). Dann gelten folgende Aussagen:
 Die Abbildungen [

sind vertr

aglich mit den Pseudodierentialen aus s(u)
^

s(u) und s(u). Sie sind
Morphismen von Pseudokomplexen.
 Die Morphismen [

und [

sind homotop: Die Dierenz ist ein gemischter Superkommutator der
Form: [

 [

= (  )[r;K].
 Die Abbildung [

ist assoziativ bis auf Homotopie, und f

ur  = 0; 1 gilt die reine Assoziativit

at.
Beweis: Das Pseudodierential auf s(u) ist gegeben durch:
r
s
= ir
A
p+ jt
 1
up+ jr
B[ 1]
q(92)
Wir pr

ufen zuerst, da [

eine Abbildung zwischen Pseudokomplexen ist.
r
s
[

= ir
A
pi m
A
p
^

p
+ jt
 1
u pi m
A
p
^

p
+ jr
B[ 1]
qj t
 1
m
B

tq
^

(u
1
+ (1  )u
2
)p+ ((1  )u
1
+ u
2
)p
^

tq

= ir
A
m
A
p
^

p+ jt
 1
u m
A
p
^

p
  jt
 1
r
B
m
B
tq
^

(u
1
+ (1  )u
2
)p
  jt
 1
r
B
m
B
((1  )u
1
+ u
2
)p
^

tq
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beziehungsweise:
[

r
^

2
s
= [

(r
s
^

1+ 1
^

r
s
) = [

(r
s
^

(ip+ jq) + (ip+ jq)
^

r
s
)
= i m
A
(p
^

p)(i
^

i) (r
A
p
^

p+ p
^

r
A
p)
+ jt
 1
m
B
t
^

(u
1
+ (1  )u
2
) q
^

p)(j
^

i)

(t
 1
up+r
B[ 1]
q)
^

p+ q
^

r
A
p

+ jt
 1
m
B
((1  )u
1
+ u
2
)
^

t p
^

q)(i
^

j)

r
A
p
^

q + p
^

(t
 1
up+r
B[ 1]
q)

= i m
A
(r
A
^

1+ 1
^

r
A
) p
^

p
+ jt
 1
m
B
(t
^

(u
1
+ (1  )u
2
))  (t
 1
up
^

p)
+ jt
 1
m
B
(((1  )u
1
+ u
2
)
^

t)  (p
^

t
 1
up)
+ jt
 1
m
B
t
^

(u
1
+ (1  )u
2
) (r
B[ 1]
^

1+ 1
^

r
A
) q
^

p
+ jt
 1
m
B
((1  )u
1
+ u
2
)
^

t (r
A
^

1+ 1
^

r
B[ 1]
)p
^

q
Wir vergleichen nun separat die Terme, die in p
^

p, p
^

q und q
^

p enden.
 Die Terme in p
^

p: Die Terme ir
A
m
A
p
^

p und i m
A
r
^

2
A
p
^

p stimmen

uberein, da m
A
vertr

aglich mit
den Pseudodierentialen ist. Allgemein gilt f

ur u der Form const:(u
1
  u
2
) die folgende Rechnung:
jt
 1
m
B
n
u
^

(u
1
+ (1  )u
2
) + ((1  )u
1
+ u
2
)
^

u
o
p
^

p
= const: jt
 1
m
B
n
(u
1
  u
2
)
^

(u
1
+ (1  )u
2
) + ((1  )u
1
+ u
2
)
^

(u
1
  u
2
)
o
p
^

p
= const: jt
 1
m
B
fu
1
^

u
1
  u
2
^

u
2
g p
^

p
= jt
 1
u m
A
p
^

p:
(93)
Wir haben dabei benutzt, da die u
i
's vertr

aglich mit den Multiplikativstrukturen sind: u
i
m
A
=
m
B
u
^

2
i
= m
B
u
i
^

u
i
, f

ur i = 1; 2.
 Die Terme mit den Endungen p
^

q sind gleich: Da u
i
und t Pseudomorphismen sind, superkommutiert u
i
^

t
mit r
^

1 und 1
^

r im gemischten Sinne. Es gilt also:
jt
 1
m
B
((1  )u
1
+ u
2
)
^

t (r
A
^

1+ 1
^

r
B[ 1]
) p
^

q
=  jt
 1
m
B
(r
B
^

1+ 1
^

r
B
) ((1  )u
1
+ u
2
)
^

t p
^

q
=  jt
 1
r
B
m
B
((1  )u
1
+ u
2
)p
^

tq
(94)
 Die Terme mit q
^

p werden analog behandelt: Die Operatoren t
^

(u
1
+ (1   )u
2
) und r
^

1 + 1
^

r
superkommutieren, d.h. sie antikommutieren.
Wir haben bereits gezeigt, da die Morphismen [

Pseudomorphismen sind. Wir werden nun zeigen, da sich zwei
solche Abbildungen um einen gemischten Superkommutator unterscheiden. Die Dierenz zweier [{Morphismen
ist:
[

 [

= (  ) jt
 1
m
B
(tq
^

up  up
^

tq)
Wir haben eine eindeutige nat

urliche Art, eine Abbildung vom Grad  1 von s(u)
^

s(u) nach s(u) zu schreiben,
indem wir die Verschiebung im zweiten Summanden B[ 1] ausnutzen:
K := jt
 1
m
B
tq
^

tq
Wir berechnen den entsprechenden Superkommutator:
[r;K] = rK +Kr = r
s
K +Kr
^

2
s
= jr
B[ 1]
qj t
 1
m
B
tq
^

tq
+ jt
 1
m
B
t
^

t (q
^

q)(j
^

j)
n
(t
 1
up+r
B[ 1]
q)
^

q + q
^

(t
 1
up+r
B[ 1]
q)
o
=  jt
 1
m
B
r
^

2
B
tq
^

tq
+ jt
 1
m
B
f up
^

tq + tq
^

up  tr
B[ 1]
q
^

tq + tq
^

tr
B[ 1]
qg
= jt
 1
m
B
f up
^

tq + tq
^

upg
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Wir haben bereits gezeigt: [

 [

= (  )[r;K].
Wir untersuchen nun die Assoziativit

at der Abbildung [

. Daf

ur mu der Abstand zwischen [

([

^

1) und
[

(1
^

[

) berechnet werden. Wir entwickeln diese Terme explizit:
[

([

^

1) = [

([

^

(ip+ qj))
= i m
A
(p
^

p)(i
^

i) (m
A
p
^

p)
^

p
+ jt
 1
m
B
t
^

(u
1
+ (1  )u
2
) (q
^

p)(j
^

i)
n
t
 1
m
B
 
tq
^

(u
1
+ (1  )u
2
)p
+((1  )u
1
+ u
2
)p
^

tq

o
^

p
+ jt
 1
m
B
((1  )u
1
+ u
2
)
^

t (p
^

q)(i
^

j) (m
A
p
^

p)
^

q
= i m
A
(m
A
^

1) p
^

p
^

p(95)
+ jt
 1
m
B
(m
B
^

1)

tq
^

(u
1
+ (1  )u
2
)p
+((1  )u
1
+ u
2
)p
^

tq
	
^

(u
1
+ (1  )u
2
)p
	
(96)
+ jt
 1
m
B
(m
B
^

1)

(1  )u
1
p
^

u
1
p+ u
2
p
^

u
2
p
	
^

tq(97)
beziehungsweise
[

(1
^

[

) = [

((ip+ qj)
^

[

)
= i m
A
(p
^

p)(i
^

i) p
^

(m
A
p
^

p)
+ jt
 1
m
B
t
^

(u
1
+ (1  )u
2
) (q
^

p)(j
^

i) q
^

(m
A
p
^

p)
+ jt
 1
m
B
((1  )u
1
+ u
2
)
^

t (p
^

q)(i
^

j) p
^

t
 1
m
B
 
tq
^

(u
1
+ (1  )u
2
)p
+((1  )u
1
+ u
2
)p
^

tq

= i m
A
(1
^

m
A
) p
^

p
^

p(98)
+ jt
 1
m
B
(m
B
^

1)

tq
^

(u
1
^

u
1
+ (1  )u
2
^

u
2
)(p
^

p)
	
(99)
+ jt
 1
m
B
(m
B
^

1) ((1  )u
1
+ u
2
)p
^



tq
^

(u
1
+ (1   )u
2
)p
+((1  )u
1
+ u
2
)p
^

tq

(100)
Die Ausdr

ucke (95) und (98) stimmen

Uberein, da m
A
assoziativ ist. (96) und (97) ergeben zusammen:
jt
 1
m
B
(m
B
^

1)
8
<
:
tq
^

 (u
1
+ (1  )u
2
)p
^

 (u
1
+ (1   )u
2
)p
+ ((1  )u
1
+ u
2
)p
^

 tq
^

 (u
1
+ (1   )u
2
)p
+
 
(1  )u
1
^

u
1
^

1+ u
2
^

u
2
^

1

p
^

p
^

tq
9
=
;
Wir vergleichen diesen Ausdruck mit dem folgenden, der die direkte Bearbeitung der Summe von (99) und (100) ist:
jt
 1
m
B
(1
^

m
B
^

)
8
<
:
 
1
^

u
1
^

u
1
+ (1  )1
^

u
2
^

u
2

tq
^

p
^

p
+ ((1  )u
1
+ u
2
)p
^

 tq
^

 (u
1
+ (1  )u
2
)p
+ ((1  )u
1
+ u
2
)p
^

 ((1  )u
1
+ u
2
)p
^

 tq
9
=
;
Unter Verwendung der Tatsache, da m
B
multiplikativ ist: m
B
(m
B
^

1   1
^

m
B
) = 0, k

onnen wir die Dierenz
berechnen:
[

([

^

1  1
^

[

) = (1  ) (up
^

up
^

tq   tq
^

up
^

up)(101)
Diese Dierenz verschwindet insbesondere f

ur die Werte  = 0; 1.
6. Eine Variante des Deligne{Komplexes. Motivation
Wir k

onnen die Resultate des letzten Abschnittes f

ur den speziellen Fall der Deligne{Kohomologie anwenden. Sie
ist durch die Kohomologie des einfachen Komplexes der Abbildung u = u
1
 u
2
: A(p)F
p
A! A deniert. Dabei
sind u
1
: A(p) ! A und u
2
: F
p
A ! A die Inklusionen. Sie sind vertr

aglich mit den vorliegenden multiplikativen
und dierenzialen Strukturen. Die Abbildung [

induziert die Multiplikation in der Deligne{Kohomologie.
Wir haben diese Struktur mit dem Ziel isoliert, um einen allgemeinen funktoriellen Rahmen zu schaen, damit der
Deligne{Kohomologie berechnende Komplex mit einem Komplex zu ersetzen ist, der die komplexe Konjugation
 nicht a priori in der Bildung des Komplexes
 sondern a posteriori als Aktion durch Konjugation auf diesem Komplex
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involviert. Dieser ist ein wichtiger Schritt, der im Bezug zum Formalismus der Transgressionsformeln das Auftreten
der (formalen) Adjugierten zu den Operatoren r und r
c
vermeidet. Wir werden auf eine nat

urliche Art und
Weise, den Deligne{Kohomologie berechnenden Komplex in Verbindung zu dem Simpel{Komplex der nat

urlichen
Abbildung F
p
A F
p
A! A bringen.
6.1. Der Komplex D

C
(A; p). Wir vergleichen die Simpel{Komplexe zu den Abbildungen, welche als Dif-
ferenz der direkten Summanden des Denitionsbereichs entstehen:
F
p
AA(p)! A und F
p
A F
p
A! A
Die erste Abbildung liefert die reelle Deligne{Kohomologie. Wir widmen unsere Aufmerksamkeit der zweiten Ab-
bildung.
Definition 6.1. D

C
(A; p) ist der s^{Komplex, der zum einfachen Komplex s der Abbildung F
p
AF
p
A! A
unter Benutzung des Oktogon{Diagramms zugeordnet wird.
Wir vergleichen also die Komplexe:
D

(A; p) =
 (p-1)
 (p)
und D

C
(A; p) := s^
 
F
p
 F
p
Dierenz
     ! A

=
D

(A; p) erscheint als der ( 1)
p
{Eigenraum in D

C
(A; p) bez

uglich einer komplexen Konjugation, die wir im
Abschnitt 10 einf

uhren. Wir konstruieren eine (gemischte)Hodge{Struktur, die auf der

ublichen Hodge{Struktur
desDolbeault{Komplexes beruht, so da die reelle Deligne{Kohomologie der reelle oder imagin

are Anteil darin
ist.
Die Bildung von D

C
(A; p) ist nat

urlicher als die Bildung von D

(A; p) auch im Bezug auf die funktorielle

Ubert-
ragung der Indexverschiebung, welche durch die (mit Dierentialen und Multiplikationen vertr

agliche,) kanonische
Inklusion von Komplexen F
p
! F
p 1
entsteht: Das kommutative Diagramm
2
4
F
p

F
p
3
5
2
4
Inkl. 
 Inkl.
3
5
Dierenz
2
4
F
p 1

F
p 1
3
5
Dierenz
A A
induziert funktoriell eine Abbildung zwischen den s^{Komplexen zu den senkrechten Pfeilen: D

C
(A; p)! D

C
(A; p 
1), die wir als \Shift{Operator" bezeichnen und im Abschnitt 9 n

aher untersuchen. Eine

ahnliche Abbildung
D

(A; p)! D

(A; p  1) entsteht aus dem Diagramm:
2
4
F
p

A(p)
3
5
2
4
2i:Inkl. 
 Inkl.
3
5
Dierenz
2
4
F
p 1

A(p 1)
3
5
Dierenz
A
(2i):
A
Sie ben

otigt jedoch in ihrer Bildung die richtige Aufnahme der Periode 2i.
Wir werden die weiteren Berechnungen ausschlielich im Komplex D

C
(A; p) f

uhren. Er ist elastischer und f

uhrt in
eine andere Richtung eine analoge Bildung der Deligne{Kohomologie f

ur Unterringe von C .
Der Shift{Operator ist nilpotent und kommutiert mit dem Dierential des trunkierten Dolbeault{Komplexes.
Wir bekommen eine Zerlegung der Dierentialformen dieses Komplexes durch eine weite Analogie zur Lefschetz{
Zerlegung in der Hodge{Theorie.
7. Die explizite Struktur des Komplexes D

C
(A; p)
Dieser Abschnitt ist eine

Ubertragung der Berechnung von Burgos [Bu] f

ur D

C
(A; p). Wir geben in diesem Fall
einen Ausdruck f

ur die multiplikative Struktur des Komplexes s^
C
= s^
C
(p), eine k

urzere Notation f

ur D

C
(A; p),
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U
L
O
R
oben :=: O := F
p
\ F
p
links :=: L := F
p
\ F
<p
rechts :=: R := F
<p
\ F
p
unten :=: U := F
<p
\ F
<p
:
Abbildung 3. Schematische Zerlegung des Dolbeault{Komplexes
wenn unmiverst

andlich, der homotop zum einfachen Komplex s
C
der Abbildung u := u
1
 u
2
: F
p
AF
p
A! A
ist. Dann ist
s
C
=
2
4
F
p
A F
p
A

A[ 1]
3
5
(102)
und die Multiplikation zum Parameter  ist:
(f
1
; f
2
;!)  (g
1
; g
2
; ) = (f
1
g
1
; f
2
g
2
; !:(g
1
+ (1  )g
2
)
+(f)((1  )f
1
+ f
2
):)
(103)
7.1. Die Zerlegung des Dolbeault{Komplexes. Wir spalten schematisch den Dolbeault{Komplex A
in kleinere Atome, um geeignet die Wechselwirkung der Anteile F
p
A, F
p
A und A zu untersuchen, und betrachten
dabei die Abbildung 3.
Die Grobuchstaben O, L, R, U stehen respektive f

ur den oberen, den linken, den rechten, den unteren Bereich
in der Zerlegung des Dolbeault{Komplexes. Entsprechen legen wir die Notation f

ur die notwendigen Zerlegungen
fest:
O = oben
L = links
R = rechts
U = unten
s
C
=
2
4
F
p
A F
p
A

A[ 1]
3
5
=
2
4
(links oben)  (rechts  oben)

(oben links rechts unten)[ 1]
3
5
s^
C
=
2
4
Cokeru[ 1]

Keru
3
5
=
2
4
unten[ 1]

oben
3
5
7.2. Oberes Oktogon{Diagramm. Das Diagramm (86) nimmt nun eine spezielle Gestalt an. Diese ist
in der Abbildung 4 an der Seite 107 skizziert.
Die Morphismen in diesem Diagramm sind:
 =
2
6
6
4
1

1

3
7
7
5
u
0
=
2
4
1   1 
 1  
    1
3
5
u
1
=
2
6
6
4
1  
 1 
  1
  
3
7
7
5
 =

   1

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Cokeru = unten
Res
0
Res
1
Res
1
?
A =

oben
links
rechts
unten


Imu =
h
oben
links
rechts
i
Res
0
u
1
Keru[1] = oben[ 1]

?
2
4
F
p
A

F
p
A
3
5
=
"
oben
links

oben
rechts
#
u
0
u
(104)
Abbildung 4. Die obere H

alfte des Oktogon{Diagramms, entsprechend der kanonischen
Faktorisierung durch das Bild der rechts stehenden senkrechten Abbildung.
7.3. Schnitte und Retrakte. Die Schnitte und Retrakte in dem oberen Oktogon{Diagramm sind:
Imu
h
oben
links
rechts
i
2
6
6
6
6
6
4
1
2
 
 1 
 
1
2
 
   1
3
7
7
7
7
7
5
=
0
              !
"
oben
links

oben
rechts
#
2
4
F
p
A

F
p
A
3
5
2
4
F
p
A

F
p
A
3
5
"
oben
links

oben
rechts
#
h
1
2

1
2

i
=
0
            !

oben

Keru
A

oben
links
rechts
unten

2
6
6
4
1   
 1  
  1 
3
7
7
5
=
1
             !
h
oben
links
rechts
i
Imu
Cokeru

unten

2
6
6
6
6
6
4



1
3
7
7
7
7
7
5
=
1
     !

oben
links
rechts
unten

A
7.4. Die Residuen. Wir berechnen nun die Residuen Res
0
und Res
1
bzw. ihre Verkn

upfung. Die Unver-
tr

aglichkeit der Schnitte und Retrakte mit den Dierentialen der Komplexe in der Abbildung (4) ist dabei zu
untersuchen. F

ur die Beschreibung der notwendigen Dierentiale bez

uglich der gegebenen Zerlegungen brauchen
wir die folgenden Notationen:
@
un;li
: unten! links @
un;li
:= Proj
links
@



unten
@
re;ob
: rechts! oben @
re;ob
:= Proj
oben
@



rechts
@
un;re
: unten! rechts @
un;re
:= Proj
rechts
@



unten
@
li;ob
: links! oben @
li;ob
:= Proj
oben
@



links
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Nun beschreiben wir die Dierentiale der Komplexe Imu, A und F
p
A  F
p
A bez

uglich der bereits eingef

uhrten
Zerlegungen dieser Komplexe:
 Das Dierential auf Imu ist:
2
4
d @
li;ob
@
re;ob
 d  @
li;ob

  d  @
re;ob
3
5
:
2
4
oben
links
rechts
3
5
    !
2
4
oben
links
rechts
3
5
 Das Dierential auf F
p
A F
p
A ist in Matrixform gegeben durch:
2
6
6
4
d @
li;ob
 d  @
li;ob
d @
re;ob
 d  @
re;ob
3
7
7
5
:

oben
links



oben
rechts

    !

oben
links



oben
rechts

 Das Dierential auf A ist:
2
6
6
6
6
6
6
6
4
d @
li;ob
@
re;ob

d  @
li;ob
 @
un;li
d  @
re;ob
@
un;re
d @
un;li
 @
un;re
3
7
7
7
7
7
7
7
5
:
2
6
6
4
oben
links
rechts
unten
3
7
7
5
    !
2
6
6
4
oben
links
rechts
unten
3
7
7
5
7.5. Das Residuum Res
1
. Dieses Residuum kann z.B. durch die Relation u
1
Res
1
= [
1
;r] eindeutig
bestimmt werden. Die entsprechende Rechnung ist einfach:
[
1
;r] = 
1
r
Cokeru
 r
A

1
=
2
6
6
4



1
3
7
7
5

d  @
un;li
 
@
un;re

 
2
6
6
6
6
6
6
6
4
d @
li;ob
@
re;ob

d  @
li;ob
 @
un;li
d  @
re;ob
@
un;re
d @
un;li
 @
un;re
3
7
7
7
7
7
7
7
5
2
6
6
4



1
3
7
7
5
=
2
6
6
4

 @
un;li
 @
un;re

3
7
7
5
=
2
6
6
4
1  
 1 
  1
  
3
7
7
5
2
4

 @
un;li
 @
un;re
3
5
;
und daraus schlieen wir
Res
1
=
2
4

 @
un;li
 @
un;re
3
5
:(105)
7.6. Das Residuum Res
0
. F

ur seine Berechnung benutzen wir die bestimmende Relation:  Res
0
= [
0
;r]:
[
0
;r] = 
0
r
Imu
 r
F
p
F
p

0
=
2
6
6
4
1
2
 
 1 
 
1
2
 
   1
3
7
7
5
2
4
d @
li;ob
@
re;ob
 d  @
li;ob

  d  @
re;ob
3
5
 
2
6
6
4
d @
li;ob
 d  @
li;ob
d @
re;ob
 d  @
re;ob
3
7
7
5
2
6
6
4
1
2
 
 1 
 
1
2
 
   1
3
7
7
5
=
2
6
6
4
  
1
2
@
li;ob
1
2
@
re;ob
  
  
1
2
@
li;ob
1
2
@
re;ob
  
3
7
7
5
=
2
6
6
4
1

1

3
7
7
5

  
1
2
@
li;ob
1
2
@
re;ob

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Es folgt:
Res
0
=

  
1
2
@
li;ob
1
2
@
re;ob

(106)
7.7. Die Verkn

upfung. Sie ist gegeben durch:
Res
0
Res
1
=

  
1
2
@
li;ob
1
2
@
re;ob

2
4

 @
un;li
 @
un;re
3
5
=
1
2
@
li;ob
@
un;li
 
1
2
@
re;ob
@
un;re
= (@@)
un;ob
=  (@@)
un;ob
:
Diese Abbildung bildet den Bigrad (p  1; p  1) des unteren Anteils in den Bigrad (p; p) des oberen Anteils durch
@@ =  @@ (und annulliert die anderen Bigrade des unteren Anteils).
Sie ist eine Komplexabbildung: unten! oben.
8. Die

Ubertragung der multiplikativen Struktur
Die Morphismen  und  aus dem Satz 4.2 sind gegeben durch:
s^
C
:=

unten[ 1]

oben

:=
2
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
4
 1
@
un;li

 1
 @
un;re




1
3
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
2
6
6
6
4
oben
links
oben
rechts

oben
links
rechts
unten
3
7
7
7
5
 :=
2
6
6
4
   1
1
2

1
2
   
1
2
@
li;ob
1
2
@
re;ob

3
7
7
5
Wollen wir pr

azisieren, da der einfache Komplex zu dem Morphismus F
p
 F
p
! A gebildet wird, so notieren
wir dies mit s
C
(p) und entsprechend f

ur s^
C
(p). Es gilt:


u
o

=

(o+ @
un li
u) (o  @
un re
u)
u

und f

ur x :=

u
1
o
1

2 s^
C
(p), y :=

u
2
o
2

2 s^
C
(q) gilt dann

(o
1
+ @
un li
u
1
) (o
1
  @
un re
u
1
)
u
1




(o
2
+ @
un li
u
2
) (o
2
  @
un re
u
2
)
u
2

=
2
6
4
(o
1
+ @
un li
u
1
) ^ (o
2
+ @
un li
u
2
) (o
1
  @
un re
u
1
) ^ (o
2
  @
un re
u
2
)
u
1
^ ((o
2
+ @
un li
u
2
)+(1 )(o
2
  @
un re
u
2
))
+ sign
1
((1 )(o
1
+ @
un li
u
1
)+(o
1
  @
un re
u
1
)) ^ u
2
3
7
5
und nun mu  auf dem letzten Ausdruck angewandt werden, um die Multiplikation auf s^
C
zu erkl

aren. Daf

ur
m

ussen die oben, links, rechts und unten stehenden Anteile bzgl p+ q isoliert werden. Dies f

urt zu einer Fallunter-
scheidung:
 Beide Faktoren unten: x = u
1
, y = u
2
:
u
1


u
2
= u
1
^ (@
un li
u
2
  (1  )@
un re
u
2
) + sign
1
((1  )@
un li
u
1
  @
un re
u
1
) ^ u
2
Unter Verwendung der Notation von Burgos:
r
p
(x) :=
(
@
un li
x  @
un re
x falls x 2 unten[ 1]
x falls x 2 oben
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erreichen wir f

ur den speziellen Wert von  =
1
2
eine

ahnliche Formel:
u
1
 u
2
=
1
2
[u
1
^ r
q
(u
2
) + sign
1
r
p
(u
1
) ^ u
2
] :
(Der Unterschied besteht in der Anwesendheit des Faktors
1
2
.)
 x 2 unten(p) im Grad n < 2p; y 2 oben(q) im Grad m  2q. Wir unterscheiden zwei Unterf

alle:
? n+m < 2(p+ q): Dann kann kein oberer Anteil entstehen, und im unteren Anteil bendet sich die
Projektion von x ^ y. Nur dieser Unterfall kommt in unseren weiteren Anwendungen vor, und zwar
f

ur den Fall m = 2q, n beliebig.
? n+m  2(p+ q): Dann entsteht kein unterer Anteil und die Formel f

ur den oberen Anteil ist:
1
2
Proj
oben(p+q)
f(@
un li
x  @
un re
x) ^ yg  
1
2
@
li ob
Proj
links(p+q)
(x ^ y) +
1
2
@
re ob
Proj
rechts(p+q)
(x ^ y)
 Der triviale Fall: beide Faktoren in den oberen Anteilen: Dann ist x  y = x ^ y.
9. Der Shift{Operator
Die kanonische Abbildung:
2
4
F
p
 F
p

A
3
5
    !
2
4
F
p 1
 F
p 1

A
3
5
(107)
induziert eine f

ur uns wichtige Abbildung
sh : s^
C
(p)  ! s^
C
(p  1) ;
die in diesem Abschnitt berechnet wird. Daf

ur ben

otigen wir f

ur ein Element u 2 unten(p) eine geeignete Zerlegung
2
6
6
4
u
p 1 p 1
u
li
u
re
u
unten
3
7
7
5
bez

uglich der Zerlegung des Dolbeault{Komplexes zu (p  1). In dem Diagramm:
s^
C
(p) :=
2
4
Cokeru(p)[ 1]

Keru(p)
3
5
=
2
4
unten(p)[ 1]

oben(p)
3
5
    !
2
4
F
p
 F
p

A
3
5
?
?
y
s^
C
(p  1) :=
2
4
Cokeru(p  1)[ 1]

Keru(p  1)
3
5
=
2
4
unten(p  1)[ 1]

oben(p  1)
3
5
     
2
4
F
p 1
 F
p 1

A
3
5
wird das Element [
u
o
] wie folgt abgebildet:

u
o

    !

o+ @u
li
+ @u
p 1 p 1
 o  @u
re
  @
p 1 p 1
u

?
?
y

u
unten
o+
1
2
(@   @)u
p 1 p 1
 
1
2
@u

li
+
1
2
@u

re

     
2
6
6
6
6
4
o+ @u
li
+ @u
p 1 p 1
 o  @u
re
  @
p 1 p 1
u
p 1 p 1
u
li
u
re
u
unten
3
7
7
7
7
5
Dabei sind u

li
und u

re
die Anteile aus u
li
bzw. u
re
die maximalen Gesamtgrad 2(p  1)  1 besitzen, so da @u

li
und @u

re
in Bigrad (p; p) landen.
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10. Die komplexe Konjugation
Wir benutzen in diesem Abschnitt das Symbol  f

ur die

ubliche komplexe Konjugation und betrachten das folgende
kommutative Diagramm:
2
4
F
p

F
p
3
5
h
Inkl. 
 Inkl.
i
[
1  1
]
[
 
 
]
2
4
F
p 1

F
p 1
3
5
[
 
 
]
[
1  1
]
2
4
F
p

F
p
3
5
[
1  1
]
h
Inkl. 
 Inkl.
i
2
4
F
p 1

F
p 1
3
5
[
1  1
]
A
 
A
 
A A
Die Vorder{ bzw. Hinterwand induziert den Shift{Operator, wie bereits im letzten Abschnitt gesehen. Die seitlichen
W

ande induzieren Endomorphismen von s^
C
(p) und s^
C
(p   1), die wir komplexe Konjugationen nennnen. Sie
kommutatieren (gemischt) mit dem Shift{Operator. Explizit ist diese komplexe Konjugation gegeben durch:

u
o

    !

 (u)
(o)

11. Die sh{Filtration
Wir f

uhren die folgende Notation ein
D
C
k
(A; p) := D
2p k
C
(A; p) := s^
C
(p) oder einfach:
D
C
k
(p) := D
2p k
C
(p) ;
wenn es aus dem Kontext klar ist. Wir betrachten das folgende Diagramm:
D
2p 2k 2
(p) D
2p 2k 1
(p) D
2p 2k
(p)
D
2p 2
(p) D
2p 1
(p) D
2p
(p)
D
2p 2k 2
(p   1) D
2p 2k 1
(p  1) D
2p 2k
(p   1)
D
2p 2
(p  1)
0 0
D
2p 2k 2
(p   2) D
2p 2k 1
(p  2) D
2p 2k
(p   2)
0
.
.
.
.
.
.
.
.
.
D
2p 2k 2
(p  k) D
2p 2k 1
(p   k) D
2p 2k
(p   k)
D
2p 2k 2
(p  k   1)
0 0
0
w
u
sh
w
u
sh
u
sh
w
u
sh
w
u
sh
u
sh
w
u
sh
w
u
sh
u
sh
w
u
sh
w
w
u
sh
w
u
sh
u
sh
u
sh
u
sh
u
sh
w
u
sh
w
u u
u
w w
Die Zeilen dieses Diagramms sind Komplexe, und sh ist eine Abbildung zwischen diesen Komplexen. Das Diagramm
ist (nach oben und) nach links nat

urlich zu erweitern.
Parallel k

onnen wir die alternative Notation benutzen:
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D
C
2k+2
(p) D
C
2k+1
(p)
D
C
2k
(p) D
C
4
(p) D
C
3
(p) D
C
2
(p) D
C
1
(p) D
C
0
(p)
D
C
2k
(p 1)
D
C
2k 1
(p 1) D
C
2k 2
(p 1)
D
C
2
(p 1) D
C
1
(p 1) D
C
0
(p 1)
0 0
D
C
2k 2
(p 2) D
C
2k 3
(p 2) D
C
2k 4
(p 2)
D
C
0
(p 2)
0 0
.
.
.
.
.
.
.
.
.
0
D
C
2
(p k) D
C
1
(p k) D
C
0
(p k)
D
C
0
(p k 1)
0 0
0
w
u
sh
w
u
sh
u
sh
w
u
sh
w
u
sh
w
u
sh
w
u u
w
u
sh
w
u
sh
u
sh
w
u
sh
w
u
w
u
w
w
u
sh
w
u
sh
u
sh
w
u
sh
w
u
sh
u
sh
u
sh
w
u
sh
w
u u
w
u
w
Die L

angen der punktierten (waagerechten und senkrechten) Pfeile konnten nicht mastabsgetreu gegeben werden.
Das letzte Diagramm hat eine nat

urlichere Indizierung, die senkrechten sh{Abbildungen sind diesbez

uglich vom
Grad -2 und verbinden nur positive Grade.
Wir richten nun unser Blick auf den Komplex D
C

(p). Die Kerne der Abbildungen
id; sh; sh
2
; : : : ; sh
[
p
2
]
; 0; : : :
bilden eine aufsteigende Filtration. Die Resultate des n

achsten Kapitels sind auch durch die Lupe dieser wichtigen
Filtration zu betrachten. Der Autor m

ochte explizit das Beispiel 8.4 an der Seite 128 unterstreichen, und hat im
Rahmen dieser Arbeit keine andere Chance, f

ur die Bedeutung dieser Filtration zu pl

adieren.
KAPITEL 9
Der Chern{Charakter
1. Die Transgressionsformeln
1.1. Multikomplexe.
V

R
n
ist eine ${kommutative Algebra. Ohne die Notation zu

andern werden wir
mit der erweiterten ${Spur:
$  $ : A
X
(E) 


^
R
n
arbeiten. Sie verschwindet auf ${Kommutatoren.
Wir betrachten nun Multikomplexe von B

undeln vom Grad n. Diese sind Z
n
{graduierte B

undel, versehen mit einer
Dierentialabbildung v, die Grad Eins in der assoziierten Z{Graduierung besitzt. Sie hat eine kanonische Zerlegung
v = v
1
+ v
2
+   + v
n
, wobei der Z
n
{Grad der Komponente v
i
dem i-ten kanonischen Basisvektor gleicht. Die
Gleichheit v
2
= 0, i.e. v superkommutiert mit sich selbst, impliziert das Superkommutieren der Anteile v
i
.
Wir arbeiten nur mit beschr

ankten Multikomplexen von B

undeln, und werden des weiteren dies semantisch unter-
dr

ucken und den generischen Ausdruck \Multikomplex" daf

ur oft benutzen.
Ein Multikomplex von B

undeln vom Grad n mit dem Gesamtdierential v heit exakt, falls jeder Anteil v
i
exakt
(im durch die i{te Projektion Z
n
! Z induzierten Z{graduierten Komplex) ist. Insbesondere ist v als Dierential
im totalen (diagonal Z{graduierten) Komplex exakt. Ein exakter Multikomplex vom Grad n wird n{Multikomplex
genannt.
1.2. Deformationen von Metriken. Eine Metrik auf einem Multikomplex E vom Grad n ist eine Split{
Metrik h = h
n
, wobei h
n
eine Metrik auf E
n
f

ur jeden Multiindex n = (n
1
;n
2
; : : : ;n
n
) ist. Deformationen von
solchen Metriken sind insbesondere Deformationen der Komponenten.
Beispiel 1.1. Die spezielle Deformation der Metrik ist gegeben durch den Operator:
H
t
:=
M
n Multiindex
t
n
 id
E
n
;(108)
f

ur t 2 R
n
. Dabei k

urzen wir t
n
:= t
n
1
1
t
n
2
2
: : : t
n
n
n
. Die deformierte Metrik induziert die Deformation des
Superzusammenhanges gegeben durch r
t
= (@ + v) + (@ + t  v

). Nur die Komponente r
0

andert sich. Der
adjungierte Operator v

bezieht sich dabei auf die nichtdeformierte Metrik. Unter t  v

verstehen wir das
formale Skalarprodukt
P
i
t
i
v

i
.
Die Superkr

ummung

andert sich entsprechend, und wir geben zuerst die Formeln f

ur ihrer Deformationen.
Wir arbeiten mit folgenden Operatoren:
d
t
:= dt 
@
@t
genauer d
t
A :=
P
i
dt
i

@
@t
i
A
d
c
:= @   @ parallel zu d = @ + @
r
c
:= r
00
 r
0
parallel zu r = r
00
+r
0
(109)
Wir werden einen glatten Schnitt von Endomorphismen mit dem Dierentialoperator nullter Ordnung identizieren,
der durch die Multiplikation mit diesem Endomorphismus erkl

art ist. Wir geben zuerst folgendes allgemeines
Deformationslemma:
Lemma 1.2. Sei k
t
eine Deformation der Metrik k durch Operatoren H
t
. Dann ist das Dierential des Zu-
sammenhanges d
t
(r
t
) = d
t
(r) = [d
t
;r] gegeben durch:
d
t
(r) =  [r
0
;N(t)];(110)
f

ur einen geeigneten Dierentialoperator nullten Grades N(t), genannt auch Nummeroperator, der im Laufe
des Beweises pr

azisiert wird.
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Beweis: Wir nehmen zuerst t = t 2 R. Die Variation der Metrik von t auf t+s ist gegeben durch: k
t+s
= kH
t+s
=
k
t
H
 1
t
H
t+s
=: k
t
G
t;s
mit einer neu eingef

uhrten eindeutigen Bezeichnung G = G
t;s
, um weitere Berechnungen
zu komprimieren. Es gilt:
@
@s



s=0
r
t+s
=
@
@s



s=0

r
t
+G
 1
[r
0
t
; G]
	
=

 G
 1
G
0
s
G
 1
r
0
G+G
 1
r
0
G
0
s
	



s=0
= [r
0
; G
0
s



s=0
]
Der Nummeroperator ist gegeben durch:
N(t) :=
X
i
dt
i
@
@t
i
(G):(111)
1.3. Der Nummeroperator. Arbeiten wir mit der speziellen Deformation einer Metrik aus dem Beispiel
1.1, so notieren wir den entsprechenden Nummeroperator einfach durch N. Seine spezielle Gestalt und weitere
sp

ater ben

otigte verwandte Operatoren werden nun im Blockformat zusammengefat:
N =
X
i
N
i
=
X
i
N
i
dt
i
t
i
= d
t
(hH
t
) N
i
= N
i
dt
i
t
i
V =
X
i
V
i
=
X
i
v
i
dt
i
t
i
V
i
= v
i
dt
i
t
i
V

=
X
i
V

i
=
X
i
v

i
dt
i
t
i
V

i
= v

i
dt
i
t
i
Diese Operatoren erscheinen nat

urlich in der folgenden Berechnung. Es gilt:
(r+N)
2
= r
2
+ [v + v

;N]
= r
2
+
X
ij
[v
i
; N
j
]
dt
j
t
j
+
X
ij
N
j
[v
i
;
dt
j
t
j
]
+
X
ij
[v

i
; N
j
]
dt
j
t
j
+
X
ij
N
j
[v

i
;
dt
j
t
j
]
= r
2
+
X
i
( v
i
+ v

i
)
dt
i
t
i
= r
2
 V+V

und analog
(r
c
+N)
2
= (r
c
)
2
 V V

=  r
2
 V V

Die Abh

angigkeit von t wird des weiteren nicht mehr hervorgehoben. F

ur sp

ateren Verbrauch stellen wir die
folgenden Relationen (112) bis (115) im Blockformat fest. Sie sind voneinander stufenweise oensichtlich abzuleiten.
Sie sind ein Ersatz f

ur den Konjugationstrick von Faltings [Fa] und leisten den gew

unschten transgressiven

Ubergang auch in h

oheren Dimensionen. Die Idee ist, die Konjugation w

ahrend der Limesbildung wie in [Fa] durch
die Tatsache zu ersetzen, da der deformierte Zusammenhang eine Dierentialgleichung erf

ullt. In [ABKS] wird
eine andere Deformation benutzt. Ein Kommentar dazu ist in dem Abschnitt 4.1 zusammengefat.
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N
2
= 0(112)
[r;r
c
] = 0(113)
[d
t
;r] =  [r
0
;N] [d
t
;r
c
] = [r
0
;N](114)
[d
t
+
1
2
N;r] =
1
2
[r
c
;N] [d
t
+
1
2
N;r
c
] =
1
2
[r;N]
[d
t
+
1
2
N;r+N] =
1
2
[r
c
;N] [d
t
+
1
2
N;r
c
+N] =
1
2
[r;N]
[d
t
+
1
2
N; (r+N)
2
] =
1
2
[r
c
; [r;N]] [d
t
+
1
2
N; (r
c
+N)
2
] =
1
2
[r; [r
c
;N]]
=
1
2
[r
c
; (r+N)
2
] =
1
2
[r; (r
c
+N)
2
]
[d
t
+
1
2
N 
1
2
r
c
; (r+N)
2
] = 0 [d
t
+
1
2
N 
1
2
r; (r
c
+N)
2
] = 0(115)
1.4. Die dd
c
{Transgression. Wir geben nun den Beweis f

ur die dd
c
{Transgression. Dieses Resultat for-
mulieren wir f

ur beliebige Deformationen der Metrik.
Lemma 1.3. Sei h
t
eine beliebige Deformation der Metrik auf einem Multikomplex vom Grad n mit dem
Parameter t 2 R
n
. Sei N(t) der entsprechende Nummeroperator. Dann gilt:
d
t
$ f(r
2
) $ =  
1
2
dd
c
$ f
0
(r
2
)N(t) $(116)
f

ur jedes polynomiale Funktionalkalk

ul der Kr

ummung, gegeben durch ein Polynom mit komplexen Koezi-
enten f .
Beweis: Die Relation (114) gilt f

ur einen allgemeinen Nummeroperator: d
t
(r) = [d
t
;r] =  [r
0
;N(t)]. Ent-
sprechend gelten:
[d
t
+
1
2
N(t);r] =
1
2
[N(t);r
c
]
[d
t
+
1
2
N(t);r
2
] = [d
t
+
1
2
N(t);r]r r[d
t
+
1
2
N(t);r]
=  
1
2
[r; [r
c
;N(t)]]
Die Ableitungsformel f

ur den Operator d
t
, die Verschwindung der Superspur auf Superkommutatoren, das Super-
kommutieren von r und r
c
und die Ableitungsformeln f

ur die Operatoren r und r
c
ergeben:
d
t
$ r
2k
$ = $ [d
t
+
1
2
N(t);r
2k
] $
=
X
k
1
+k
2
=k 1
$ r
2k
1
[d
t
+
1
2
N(t);r
2
]r
2k
2
$
=  
1
2
k $ [r; [r
c
;N(t)]]r
2(k 1)
$
=  
1
2
dd
c
$ kr
2(k 1)
N(t) $
Die Transgression (116) gilt nat

urlich f

ur eine gr

oere Klasse von Funktionen f wegen der Stetigkeit der Superspur.
1.5. Die Transgressionsformeln. Wir f

uhren nur eine Konvention ein, um einfacher die Struktur des
trunkierten Dolbeault{Komplexes in Gri zu bekommen.
Notation 1.4 (Der Typ einer Dierentialform). Seien P und K feste nat

urliche Zahlen. Wir konzentrieren
uns auf D
2P K
C
(A; P) und betrachten zuerst ein Paar besondere F

alle.
 K = 0 : D
2P
C
(A; P) besteht aus (P; P){Formen. Sie benden sich auf der Diagonale des Dolbeault{
Komplexes. Wir ordnen ihnen den Typ (0; 0jj0) zu.
 K = 1 : D
2P 1
C
(A; P) besteht aus diagonalen (P  1; P  1){Formen. Wir ordnen ihnen den Typ (0; 0jj1)
zu.
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 K = 2 : D
2P 2
C
(A; P) besteht aus (P   1; P   2) bzw. (P   2; P   1){Formen, welchen wir Typ (1; 0jj1)
respektive (0; 1jj1) zuordnen.
 K allgemein : D
2P K
C
(A; P) besteht aus (P   1   q; P   1   p){Formen aus A vom Dolbeault{Grad
(2P  K)  1, K  1, f

ur geeignete positive Zahlen p; q: p+ q = K  1.
Den Formen vom Bigrad: (P  1; P  K); (P  2; P  K+ 1); : : : ; (P  K; P  1)
ordnen wir respektive den Typ: (K  1; 0jj1); (K  2; 1jj1); : : : ; (0; K  1jj1)
zu.
Wir schreiben f

ur den Typ (p; qjj1) auch einfach (p; q), wenn unmiverst

andlich, und benutzen die Notation
TYP(p; q) f

ur alle Formen vom Typ (p; qjj1).
Die Typen (p; q), die in D
2P K
C
(A; P) vorkommen, benden sich im A{Bigrad gleich (P   1   q; P   1   p), und
die Dierenz p   q mit den Abstand zur Diagonale des Dolbeault{Komplexes. Diese Eigenschaften werden
beibehalten, arbeitet man in der direkten Summe:
D
2 K
C
(A; ) :=
M
P
D
2P K
C
(A; P) = D
C
K
(A) :(117)
Die Transgressionsformel ist grosso modo eine Verbindung zweier Ableitungen bez

uglich verschiedener Dierentia-
len, d
t
und d
D
. Die Konstruktion von h

oheren Chern{Formen verlangt die sukzessive Bildung einer Stammfunk-
tion f

ur d
D
. \Die (Un)schuld in der Struktur wird transgressiv durch die Br

ucke der Transgression von d
D
auf d
t
transferiert". (Das regularisierte) Integrieren nach dem reellen Parameter t liefert dann eine Stammfunktion f

ur d
t
.
Theorem 1.5 (Die Transgressionsformel). Folgender Kontext sei festgelegt:
X ist eine komplexe Mannigfaltigkeit,
E ein (n+1){dimensionaler Multikomplex von holomorphen B

undeln auf X,
mit dem Dierential v = (v
1
;v
2
; : : : ;v
n+1
), und
mit einer Metrik h, die deformiert wird, durch
H
t
:= 
n
t
n
 id
E
n
, selbstadjungierten Deformationsoperator,
t 2 R
n+1
Deformationsparameter,
r = r
t
ist der deformierte Superzusammenhang, entstanden nach Vervollst

andigung zu einem
d = @ + @-derivativen Operator des @{derivatinen Operators vom Z{Grad gleich +1:
r
00
= @ + v bez

uglich der (deformierten) Metrik hH
t
. Die Vervollst

andigung erfolgt durch den
@-derivativen Operator
r
0
= @+v

t
. So gilt: r = r
00
+r
0
. Wir schreiben auch v

statt v

t
, wenn aus dem Kontext klar
ist, ob der adjungierte Operator bez

uglich der urspr

unglichen Metrik h oder der deformierten
Metrik hH
t
gebildet wird.
N =
P
n+1
i=1
N
i
dt
i
t
i
ist der Nummeroperator. Er entsteht als Dierential der Abbildung zwischen
Vektorb

undeln auf X:
X  R
n+1
 ! Metriken auf E;
wobei nach der Wahl einer festen Metrik auf E der obige Raum der Metriken mit dem Raum
der selbstadjungierten Schnitten in End(E) identiziert werden kann.
f : C ! C ist ein Polynom mit komplexen Koezienten.
Dann nden folgende Transgressionen statt:
Die Transgressionsformeln mit Werten im trunkierten Dolbeault-Komplex:
F

ur p, q mit TYP(p; q)  D
2 n
C
(A; ) (oder

aquivalent p+ q = n  1) gelten:
d
t
Proj
TYP(p;q)

V
n
R
n+1
$ f((r
c
+N)
2
)N $ =
1
2
8
>
<
>
:
@ Proj
TYP(p+1;q)

V
n+1
R
n+1
+ @ Proj
TYP(p;q+1)

V
n+1
R
n+1
9
>
=
>
;
$ f((r
c
+N)
2
)N $ :
(118)
und
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d
t
Proj
TYP(p;q)

V
n
R
n+1
$ f((r
c
+N)
2
)N $ =
8
>
<
>
:
p+1
n+1
@ Proj
TYP(p+1;q)

V
n+1
R
n+1
+
q+1
n+1
@ Proj
TYP(p;q+1)

V
n+1
R
n+1
9
>
=
>
;
$ f((r
c
+N)
2
)N $
(119)
Die Transgressionsformel mit Werten im Dolbeault{Komplex:
d
t
Proj
V
n
R
n+1
$ f((r
c
+N)
2
) $ =
1
2
d Proj
V
n+1
R
n+1
$ f((r
c
+N)
2
) $(120)
Die folgenden drei Abschnitte beinhalten den Beweis des Theorems.
2. Beweis f

ur die Dolbeault{Transgression
Wir nehmen f(x) = x
k
. Der Beweis ist ein direktes Korollar der Relation (115) und der Ableitungsformel:

d
t
 
1
2
d

$ (r+N)
2k
$ = $ [d
t
+
1
2
N 
1
2
r; (r+N)
2k
] $ = 0 :
Unabh

angig von diesem Beweis werden wir eine kurze Zwischenbemerkung

uber Konvergenzprobleme, die vorkom-
men k

onnen, wollen wir mit einer gr

oeren Klasse von Funktionen als nur mit Polynomen arbeiten.
Wir werden sp

ater Interesse f

ur f gleich der Exponentialabbildung haben. Die Superspur ist stetig. Die Konvergenz-
probleme h

angen dann eng mit dem guten Verhalten von exp( t[v;v

] + o(t)  St

orung) f

ur t !1 zusammen:
Der Operator [v;v

] = vv

+ v

v ist faserweise streng positiv wegen der Exaktheit von v.
Aus diesem Grunde gilt die Transgression f

ur die gr

oere Klasse von gegen 1 schnell abklingenden Funktionen.
3. Beweis f

ur die erste Deligne{Transgression
Wir nehmen wie im Falle der Dolbeault{Transgression f(x) = x
k
an, die Formel gilt a posteriori f

ur eine gr

oere
Klasse von Funktionen f . Der Beweis l

auft nach parallelen technischen Umformungen. Jedoch ist die Anwesenheit
des Nummeroperators N eine zus

atzliche kombinatorische Verwicklung.
Seien p, q mit p+ q = n  1 und n  1. TYP(p; q)

V
n
R
n+1
ist dann ein Summand innerhalb von D
2 n


V
n
.
Die Operatoren @ und @ k

onnen durch Ber

ucksichtigung der (0; 1) bzw. (1; 0) Grade des Dierentials d
D
isoliert
werden, und wir m

ochten nun ihre (gemischten Super{)Kommutatoren mit den Projektoren auf bestimmte Typen
des Komplexes D
2 n
(A; ) berechnen. Es gelten:
Proj
TYP(p;q)
@ = @ Proj
TYP(p;q+1)
(121)
Proj
TYP(p;q)
@ = @ Proj
TYP(p+1;q)
:(122)
Wir starten nun die entscheidende Berechnung des Beweises:
d
t
Proj
TYP(p;q)

V
n
$ (r
c
+N)
2k
N $ = Proj
TYP(p;q)

V
n+1

d
t
 
1
2
d

+
1
2
d

$ (r
c
+N)
2k
N $
=
1
2
8
>
<
>
:
@ Proj
TYP(p+1;q)

V
n+1
@ Proj
TYP(p;q+1)

V
n+1
9
>
=
>
;
$ (r
c
+N)
2k
N $
Wir haben beim zweiten

Ubergang folgende einfache Bemerkung benutzt: Der Dierentialoperator d
t
 
1
2
d kann
durch die Ableitungsformel innerhalb der Superspur transferiert werden, und dort entsteht die Bildung des Super-
kommutators
[d
t
+
1
2
N 
1
2
r; (r
c
+N)
2k
N] = (r
c
+N)
2k
[d
t
+
1
2
N 
1
2
r;N] aus (115)
= (r
c
+N)
2k
[ 
1
2
r;N]
Im letzten Ausdruck benden sich nur Terme, in welchen der
V

{Grad (p + q) gleicht, da jedes dt
i
von einem
Operator [r
00
;N] oder [r
0
;N] gebunden ist. Diese Terme liefern keinen Beitrag nach Projektion.
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4. Beweis f

ur die zweite Deligne{Transgression
Der Anfang der Berchnung ist

ahnlich dem Dolbeault{Fall.
d
t
$ (r+N)
2k
N $ = $ [d
t
+
1
2
N ; (r+N)
2k
N] $
=
X
+=k 1
$ (r+N)
2
[d
t
+
1
2
N ; (r+N)
2
] (r+N)
2
N $
=
X
+=k 1
$  
1
2
[r; [r
c
;N]] (r+N)
2
N (r+N)
2
$(123)
Wir haben beim ersten

Ubergang die Ableitungsformel, beim zweiten die $-Poisson{Gleichung und beim dritten
die Relation (115) benutzt. Die bearbeitung des Termes innerhalb der Superspur in (123) liefert:
[r[r
c
N]] (r+N)
2
N(r+N)
2
()
= [r+N; [r
c
;N]] (r+N)
2
N(r+N)
2
= [r+N; [r
c
;N](r+N)
2
N (r+N)
2
]
  [r
c
;N](r+N)
2
[r+N;N](r+N)
2
= [r+N; [r
c
;N](r+N)
2
N(r+N)
2
]
  [r
c
;N(r+N)
2
[r+N;N](r+N)
2
]
 N
X

1
+
2
= 1
(r+N)
2
1
[r
c
; (r+N)
2
](r+N)
2
2
[r;N](r+N)
2
 N (r+N)
2
[r
c
; [r;N]](r+N)
2
()
 N
X

1
+
2
= 1
(r+N)
2
[r;N](r+N)
2
1
[r
c
; (r+N)
2
](r+N)
2
2
Aus der $ {Jacobi{Gleichung f

ur r, r
c
und N folgt
 N(r+N)
2
[r
c
; [r;N]](r+N)
2
= +N(r+N)
2
[r; [r
c
;N]](r+N)
2
=  [r; [r
c
;N]](r+N)
2
N(r+N)
2
+ Superkommutatoren,
i.e. () gleicht dem Anfangsterm () nach Sumation.
Auch kann [r
c
; (r + N)
2
] durch [r
c
; [r;N]] =  [r; [r
c
;N]] ersetzt werden, da r und r
c
$ {kommutieren.
Wir k

onnen fortsetzen:
2
X
+=k 1
$ [r; [r
c
;N]](r+N)
2
N(r+N)
2
$(124)
=
X
+=k 1

d $ [r
c
;N](r+N)
2
N(r+N)
2
$
 d
c
$ N(r+N)
2
[r;N](r+N)
2
$

 
X
++=k 2
$ N(r+N)
2

[r
c
; [r;N]](r+N)
2
[r;N]
[r;N](r+N)
2
[r
c
; [r;N]]

(r+N)
2
$
=
X
+=k 1

d $ [r
c
;N](r+N)
2
N(r+N)
2
$
 d
c
$ [r ;N](r+N)
2
N(r+N)
2
$

(125)
 
X
++=k 2
$ [r; [r
c
;N]](r+N)
2

[r;N](r+N)
2
N
N(r+N)
2
[r;N]

(r+N)
2
$(126)
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Wir suchen eine explizite Form mit Atomen r
2
, V
i
und V

i
f

ur (124), (125) und (126) nach Anwendung des
Operators Proj
TYP(p;q)

V
n+1
R
n+1
.
Explizite Form f

ur (124). In (124) hat [r[r
c
N]] A(End(E)){Grad (in Z) gleich Null und
V

R
n+1
{Grad
(in Z) gleich 1. Sichtbar ist noch der Operator N mit gleichen separierten Z{Graden.
Um
V

R
n+1
{Grad gleich n+1 in (124) zu isolieren, m

uen wir aus den vielen Operatoren (r+N)
2
= r
2
+[r N]
genau n  1 mal den Operator [r N] und sonst nur r
2
p

ucken. Folgende Form wird erreicht:
(127) Proj
TYP(p;q)

V
n+1
R
n+1
X
+=k 1
$ [r[r
c
N]](r+N)
2
N(r+N)
2
$ =
= Proj
TYP(p;q)

V
n+1
R
n+1
X
1jn
jaj=(k 1) (n 1)
$ [r[r
c
N]]r
2a
1
[r N] : : :r
2a
j
Nr
2a
j+1
: : : [r N]r
2a
n+1
$
Explizite Form f

ur (126). In
Proj
TYP(p;q)

V
n+1
R
n+1
X
++=k 2
$ [r; [r
c
;N]](r+N)
2

[r;N](r+N)
2
N
N(r+N)
2
[r;N]

(r+N)
2
$
sind genau (n  1) Glieder gleich zu
Proj
TYP(p;q)

V
n+1
X
1jn
jaj=(k 1) (n 1)
$ [r; [r
c
;N]]r
2a
1
[r N] : : : [r N]r
2a
j
Nr
2a
j+1
[r N] : : : [r N]r
2a
n+1
$
f

ur die (n  1) m

oglichen Positionierungen des Termes [r N] aus

[r;N](r+N)
2
N
N(r+N)
2
[r;N]

Zusammen mit (127) ergibt sich:
(128) Proj
TYP(p;q)

V
n+1
R
n+1
X
++=k 2
$ [r; [r
c
;N]](r+N)
2

[r;N](r+N)
2
N
N(r+N)
2
[r;N]

(r+N)
2
$ =
= (n  1) Proj
TYP(p;q)

V
n+1
R
n+1
X
+=k 1
$ [r[r
c
N]](r+N)
2
N(r+N)
2
$
Die Relation zwischen (124), (125) und (126) schreibt sich nun einfacher unter Ber

ucksichtigung von (128):
(129) Proj
TYP(p;q)

V
n+1
R
n+1
X
$ [r; [r
c
;N]](r+N)
2
N(r+N)
2
$
=
1
n+ 1
X
Proj
TYP(p;q)

V
n+1
R
n+1

d $ [r
c
;N](r+N)
2
N(r+N)
2
$
 d
c
$ [r ;N](r+N)
2
N(r+N)
2
$

:
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Explizite Form f

ur (125). Wir ersetzen d, d
c
und [r;N], [r
c
;N] durch @@ beziehungsweise [r
00
r
0
;N]
in (125) und bemerken, da in der Summe der Terme

( @ + @) $ [r
00
 r
0
;N](r+N)
2
N(r+N)
2
$
( @ + @) $ [r
00
+r
0
;N](r+N)
2
N(r+N)
2
$

(130)
nur die Gruppierungen
 zwischen @ und [r
0
;N]
 und zwischen @ und [r
00
;N]

uberleben, und es entsteht der Ausdruck:
 2 Proj
TYP(p;q)

V
n+1
R
n+1
X
+=k 1

@ $ [r
0
;N](r+N)
2
N(r+N)
2
$
 @ $ [r
00
;N](r+N)
2
N(r+N)
2
$

:(131)
Wir verwenden die Vertauschungsregeln f

ur die Projektionsoperatoren mit @ und @ (121) und (122) und leiten eine

ahnliche

Uberlegung wie in dem Abschnitt 4 ein, um diese Projektionen mit den entsprechenden Projektionen des
Operators (r+N)
2k
N zu vergleichen. Es gelten:
Proj
TYP(p+1;q)

V
n+1
X
+=k 1
$ (r+N)
2
[r
0
;N](r+N)
2
N $ = (p+ 1) Proj
TYP(p+1;q)

V
n+1
$ (r+N)
2k
N $
Proj
TYP(p;q+1)

V
n+1
X
+=k 1
$ (r+N)
2
[r
00
;N](r+N)
2
N $ = (q + 1) Proj
TYP(p;q+1)

V
n+1
$ (r+N)
2k
N $
Daf

ur die Begr

undung: Im TYP(p+ 1; q) 

V
n+1
R
n+1
des Operators (r +N)
2k
N benden sich alle m

oglichen
nichtkommutativen multiplikativen Kombinationen von Operatoren, f

ur die gilt:
 Der Operator [r
0
;N] erscheint (p+ 1) mal,
 der Operator [r
00
;N] kommt q mal vor,
 der Operator N bendet genau ein Mal unter diesen Faktoren, und
 bis auf monomialen Gesamtgrad gleich 2k wird der Faktor r
2
benutzt.
Im TYP(p+1; q)

V
n+1
R
n+1
des jeden Operators (r+N)
2
[r
0
;N](r+N)
2
N erscheinen die gleichen nicht-
kommutativen Kombinationen dieser Faktoren mit der Einschr

ankung, da sich an der ( + 1){ten Stelle der
Operator [r
0
;N] bendet. Jeder Term der Projektion von (r +N)
2k
N erscheint aus diesem Grund (p + 1) mal,
und zwar f

ur diejenigen , so da die ( + 1){te Stelle dieses Termes vom Operator [r
0
;N] besetzt ist.
Der Faktor  2
 1
aus (123) k

urzt sich mit dem Faktor ( 2) aus (131) und durch (129) folgt:
d
t
Proj
TYP(p;q)

V
n
R
n+1
$ (r+N)
2k
N $ =
8
>
>
>
<
>
>
>
:
p+ 1
n+ 1
@ Proj
TYP(p+1;q)

V
n+1
R
n+1
$ (r+N)
2k
N $
 
q + 1
n+ 1
@ Proj
TYP(p;q+1)

V
n+1
R
n+1
$ (r+N)
2k
N $
9
>
>
>
=
>
>
>
;
(r + N)
2
= r
2
+ [r
00
;N] + [r
0
;N] unterscheidet sich von  (r
c
+ N)
2
=  r
c
2
  [r
00
;N]   [ r
0
;N] =
r
2
  [r
00
;N] + [r
0
;N] durch

Anderung des Vorzeichens in dem [r
00
;N]{Anteil. Die Projektion auf TYP(p; q) ist
disebez

uglich sensibel.
$ (r
c
+N)
2k
N $ und ( 1)
k
( 1)
q
$ (r+N)
2k
N $ haben aus diesem Grund gleichen TYP(p; q)

V
n
R
n+1
{
Anteil. In der obigen rechten Hand werden aus

ahnlichen

Uberlegeungen die Vorzeichen ( 1)
k
( 1)
q
bei @ bezie-
hungsweise ( 1)
k
( 1)
q+1
bei @ beim

Ubergang von (r+N)
2
zu (r
c
+N)
2
erscheinen. Es folgt:
d
t
Proj
TYP(p;q)

V
n
R
n+1
$ (r
c
+N)
2k
N $ =
8
>
>
>
<
>
>
:
p+ 1
n+ 1
@ Proj
TYP(p+1;q)

V
n+1
R
n+1
$ (r
c
+N)
2k
N $
plus
q + 1
n+ 1
@ Proj
TYP(p;q+1)

V
n+1
R
n+1
$ (r
c
+N)
2k
N $
9
>
>
>
=
>
>
;
:
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4.1. Eine Alternative Deformation. Wir haben bereits im Vorspann der Formeln (112) bis (115) die
Diskussion einer alternativen Deformation angek

undigt. Wir vergleichen zuerst die zwei Deformationen:
r = r
00
+r
0
:=
 
@ + v

+ (@ + t  v

) nach Faltings(132)
r = r
00
+r
0
:=
 
@ + t  v

+
 
@ + t  v


a la Soul

e(133)
Im ersten Fall ist t ein reeller Deformationsparameter: t 2 R
n
.
Im zweiten ist t 2 C
n
. Die Verdopplung der reeller Dimension hat den Vorteil, die Geometrie zu verdeutlichen.
Der Nachteil besteht darin, da kompliziertere Formeln benutzt werden m

ussen, um ein Analogon des (noch
einzuf

uhrenden) regularisierten Integrals zu fabrizieren. Der entsprechende Integrationsprozess ist zumindest in
Dimension n = 1 das Integrieren gegen die Funktion log jtj
2
.
Wir geben nun die Analoga der Formeln (112) bis (115) f

ur die komplexe Deformation (133) durch t 2 C
n
,
nachdem die Notation festgelegt wurde:
r
00
:= @ + t  v r
0
:= @ + t  v

(134)
N
00
:=
X
dt
i
t
i
N
i
N
0
:=
X
dt
i
t
i
N
i
(135)
d
00
t
:=
X
dt
i
@
@t
i
d
0
t
:=
X
dt
i
@
@t
i
(136)
Wir betrachten die Dierentialoperatoren:
r := r
00
+r
0
r
c
:= r
00
 r
0
(137)
N := N
00
+N
0
N
c
:= r
00
 r
0
(138)
d
t
:= d
00
t
+ d
0
t
d
c
t
:= d
00
t
  d
0
t
(139)
Wir stellen sukzessive folgende Relationen fest:
[d
00
t
;r
00
] = [ N;r
00
] [d
00
t
;r
0
] = 0(140)
[d
0
t
;r
0
] = [N;r
0
] [d
0
t
;r
00
] = 0(141)
N
2
= 0
[r;r
c
] = 0
[d
t
+
1
2
N
c
;r] = [d
00
t
+
1
2
N
00
;r
00
] + [d
00
t
+
1
2
N
00
;r
0
]
+ [d
0
t
 
1
2
N
0
;r
00
] + [d
0
t
 
1
2
N
0
;r
0
]
= [ 
1
2
N
00
;N] + [
1
2
Nop
00
;r
0
]
  [
1
2
N
0
;r
00
] + [
1
2
N
0
;r
0
]
=  
1
2
[N
00
+N
0
;r
00
] +
1
2
[N
00
+N
0
;r
0
]
=  
1
2
[N;r
c
]
=  
1
2
[r
c
;r+N] also
[d
t
+
1
2
N
c
;r+N] = [ 
1
2
r
c
;r+N] und schlielich
[d
t
+
1
2
N
c
+
1
2
r
c
;r+N] = 0
Der Operator d
t
+
1
2
N
c
+
1
2
r
c
superkommutiert mit r+N, also mit beliebigem Funktionalkalk

ul von (r+N)
2
.
Dies kann benutzt werden, um eine Transgression mit Werten in dem Dolbeault{Komplex zu erzielen.
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5. Der Dierentialring  und die K{theoretische Anwendung der Transgressionsformeln
Die Transgressionsformeln erkl

aren dierential{algebraische Relationen zwischen metrisierten Multikomplexen. F

ur
ihre Anwendung ben

otigen wir eine linearisierte \metrisierte" Form { ZK(
~
P
X
) { von ZK(P
X
), welche f

ur eine
Variet

at X anstelle der Kategorie P
X
der projektiven B

undel auf X die Kategorie
~
P
X
involviert, welche als
Objekte projektive B

undel E auf X mit einer ausgezeichneten hermitischen Metrik auf E(C )

uber X(C ) hat. Wir
betrachten dabei X(C ) und E(C ) als Objekte in der Kategorie der C
1
{Mannigfaltigkeiten.
5.1. Die Kategorie
~
P
X
. Sei X eine Variet

at. Sei P
X
die abelsche Kategorie der projektiven B

undel auf
X .
Definition 5.1. Die Kategorie
~
P
X
hat
als Objekte: Paare (E; h), wobei E ein Objekt in P
X
ist, und h eine hermitische Metrik auf der kom-
plexen C
1
{Mannigfaltigkeit E(C ), gesehen als B

undel

uber X(C ), und
als Morphismen: Morphismen in P
X
zwischen den B

undel{Komponenten dieser Paar{Objekte. (Sie
sind an keiner Vertr

aglichkeit mit Metriken gebunden.) Es gilt also
~
P
X
[ (E
1
; h
1
)! (E
2
; h
2
) ] := P
X
[ E
1
! E
2
] :
Wir versehen die Kategorie
~
P
X
mit zus

atzlicher Struktur.
Die direkte Summe zweier Objekte (E
1
; h
1
) und (E
2
; h
2
) ist das Objekt (E
1
E
2
; h
1
h
2
). (Unsere Sprechweise
ist formal: Kategoriell ist (E
1
 E
2
; h
1
 h
2
) eine direkte Summe, jede

Anderung der Metrik{Komponente
liefert eine andere. Wir verwenden in
~
P
X
den Begri \direkte Summe" nur f

ur (E
1
E
2
; h
1
 h
2
).)
Eine (kurze oder lange) Sequenz in
~
P
X
: : :  ! (E
0
; h
0
)  ! (E
1
; h
1
)  ! : : :
heit exakt, genau dann wenn die Sequenz in P
X
   ! E
0
! E
1
! : : :
im

ublichen Sinne exakt ist. (Unsere Sprechweise ist erneut formal.)
Wir f

uhren ein und beschreiben nun den Ring:
 = (X) : =

ZK
$
(
~
P
X
) ; +; 
; @

; mit kanonischen Basis{Elementen der Form(142)

[n]
= (E
[n]
;v
[n]
; h
[n]
) :
 ZK
$
n
(
~
P
X
) ist die freie abelsche Gruppe, erzeugt von durch h metrisierten und bez

uglich v in jeder Richtung
exakten, superkommutativen n{Multikomplexen von B

undeln auf X , 
[n]
= (E
[n]
;v
[n]
; h
[n]
).
Das Z
n
{graduiertes B

undel E
[n]
= 
n2Z
n
E
n
ist der totale Komplex mit Dierential v = v
1
+ v
2
+
  +v
n
, wobei v
i
die Komponente von v mit Z
n
{Grad gleich (: : : ; 0; 1 auf der i{ten Stelle; 0; : : : ) ist. Es
gilt v
2
= 0 wegen der Superkommutativit

at des Multikomplexes. (Die Morphismen v
i
$ {kommutieren
untereinander.) Die Exaktheit von v folgt aus der Exaktheit jeder Richtung v
i
.
Die Metrik h
[n]
= 
n
h
n
ist gegeben durch die Festlegung je einer Metrik h
n
auf E
n
. Dabei ist n ein
Multiindex mit n Komponenten.
 Die Addition in  ist +, die Addition in der freien abelschen Gruppe zur Menge der exakten Multikomplexe
in
~
P
X
.
Wir signalisieren aber auch die Anwesendheit der Operation , der direkten Summe von zwei Multi-
komplexen gleichen Grades.
 
 ist das Tensorprodukt zweier Multikomplexe. Diese Operation ist vertr

aglich mit der Z-Graduierung des
Ringes. Sie ist per Denition distributiv bez

uglich +, und durch die

ublichen Eigenschaften der direkten
Summe und des Tensorprodukts (in einer Tensorkategorie) distributiv bez

uglich .
 @ :=
P
( 1)
i 1
@
i
ist die

ubliche Bildung. Wir wiederholen sie:
Ein exakter Multikomplex wird durch @
i
auf die alternierende formale Summe abgebildet, welche seine
Unter{Multikomplexe beinhaltet, worauf der Z{Grad bzgl. der i{ten Richtung jeweils konstant s ist:
@
i

E
[n]
; v
[n]
=
X
v
t
; h
[n]

:=
X
s
( 1)
s
0
@
E
[n]; mit n
i
= s
;
X
t6=s
v
t
; h
[n]; mit n
i
= s
1
A
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Die Transgression mit Werten in dem Dolbeault{Komplex hat als direktes Korollar die Konstruktion in (149)
einer Chern{Formen{Abbildung ch:
(;+;
; @)
ch =
M
n
(n)
ch
            !

L
n
h
L
jp qjn
A
pq
X
i
;+;^; d

    ! (A;+;^; d)
(143)
mit Werten in dem Dolbeault{Komplex, welche wir im Abschnitt 7 einf

uhren.
Die funktorielle Vertr

aglichkeit der multiplikativen und dierentialen Strukturen steht im Mittelpunkt der Kon-
struktion. Wir erreichen eine Verallgemeinerung des klassischen Chern{Charakter, welcher durch die dierential-
geometrische Bildung entsteht:
(E;r)     ! Spur exp
 
 
1
2i
r
2

:
5.2. (Ko)homologische Unabh

angigkeit von der Wahl der Metriken. Es gibt einen kanonischen
Vergi{Funktor ! :
~
P
X
! P
X
. Eine Wahl von Metriken f

ur Objekte aus P
X
ist ein Funktor F : P
X
!
~
P
X
, so
da die Verkn

upfung !  F : P
X
!
~
P
X
! P
X
die Identit

at ist.
Eine Wahl der Metriken F induziert einen kanonischen Komplex{Morphismus Z(F ) : ZK
$
(P
X
)! ZK
$
(
~
P
X
). Auch
induziert ! einen Vergi{Funktor Z(!) : ZK
$
(
~
P
X
)! ZK
$
(P
X
).
Dabei ist ZK
$
(P
X
) der Komplex erzeugt in jeder Dimension von exakten, superkommutativen Komplexen in P
X
.
Satz 5.2. F

ur zwei Wahlen von Metriken F;G : P
X
!
~
P
X
sind die Komplex{Morphismen Z(F ) und Z(G)
homotop.
Beweis: Sei E ein Basis{Element von ZK
n
(P
X
). Sei H(E) das Basis{Element aus ZK
n+1
(
~
P
X
), dessen Darstellung
nach der ersten Richtung
H(E) := [    ! 0! (Z(F ))(E) = (Z(G))(E)! 0! : : : ]
ist. Genauer istH(E) bestimmt durch die Relationen: @
0
1
H(E) = (Z(F ))(E), @
1
1
H(E) = (Z(G))(E), @
a
1
H(E) = 0
f

ur andere Z{Grade bzgl. der ersten Richtung a, und das Vergessen der Metriken ergibt Z(!) H(E) = [    !
0! E = E ! 0! : : : ], den bzgl. der ersten Richtung ausgearteten Multikomplex zu E.
Die lineare Fortsetzung von H ist eine Homotopie.
5.3. Die

Ubersetzung der nichtkommutativen Diagramme in kommutative Diagramme. Sei
C eine exakte/abelsche Kategorie.
Sei ZK
$
(C) der Komplex erzeugt im Grad n von exakten, superkommutativen Multikomplexen mit n Richtungen
in C. Sei ZK(C) der Komplex erzeugt im Grad n von exakten, kommutativen Multikomplexen mit n Richtungen
in C.
Das Dierential in beiden Komplexen ist gegeben durch:
@ :=
X
i;a
( 1)
i+a
@
a
i
:
Wir f

uhren in ZK
$
(C) ein neues Dierential  ein, indem wir eine isomorphe Abbildung zwischen den graduierten
zu ZK
$
(C) und ZK(C) unterliegenden Gruppen denieren.
 Wir denieren eine Abbildung T : ZK
n
(C) ! ZK
$
n
(C). Sei  ein Basis{Element von ZK
n
(C). Dann ist f

ur
jede Ecke V 2 Z
n
das Objekt (V ) in der Kategorie C festgelegt. F

ur jede Ecke V und jede Richtung
i = 1; 2; : : : ; n ist weiter durch  eine Abbildung
(V; i) : (V )! (V + e
i
)
deniert, so da kommutiert:
(V )
(V;i)
(V;j)
(V + e
i
)
(V+e
i
;j)
(V + e
j
)
(V+e
j
;i)
(V + e
i
+ e
j
)
Dabei sind e
i
und e
j
der kanonische i{te bzw. j{te Basisvektor in Z
n
.
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 Wir denieren T 2 ZK
$
n
(C) wie folgt: F

ur eine Ecke V 2 Z
n
setzen wir
(T)(V ) := (V ) :
Wir werden Vorzeichen (V; i) 2 f+1; 1g in K

urze festlegen, so da f

ur die Morphismen:
(T)(V; i) := (V; i)(V; i) : T(V )! T(V + e
i
)
das folgende Diagramm superkommutiert:
(V )
T(V;i)
T(V;j)
(V + e
i
)
T(V+e
i
;j)
(V + e
j
)
T(V+e
j
;i)
(V + e
i
+ e
j
)
Dies ist

aquivalent zur Relation:
(V + e
j
; i)(V; j) =  (V + e
i
; j)(V; i) :
 Wir w

ahlen diese Vorzeichen als:
(V; i) := ( 1)
[
P
s<i
V
s
]
;
wobei V = (V
1
; : : : ; V
n
) 2 Z
n
die kanonische Darstellung von V als Element von Z
n
ist. Diese Wahl erf

ullt
die obige Relation.
 Wir denieren nun das neue Dierential  auf ZK
$
(C) durch die Kommutativit

at des Diagramms:
ZK
n 1
(C)
T
ZK
n
(C)
@
T
ZK
$
n 1
(C)
ZK
$
n
(C)

Es ist  = T@T
 1
, und wir denieren parallel 
a
i
:= T@
a
i
T
 1
.
Sei V 2 Z
n
, sei a := V
i
. Dann gilt:
(
a
i
)(@
i
V; j) = (T@
a
i
T
 1
)(@
i
V; j)
= (@
i
V; j)(V; j)  @
a
i
(@
i
V; j)
=
(
( 1)
a
falls i < j ;
1 falls i > j :
Wir haben diesen Unterabschnitt in einer sehr detailierten Darstellung pr

asentiert, damit es klar wird, da die
KpG{Konstruktion, welche kommutative Diagramme/Multikomplexe involviert, in direktem Zusammenhang mit
dem dem Ring  steht.
(Der Aufmerksame Leser wir sp

ater bemerken, da die Chern{Charaktere f

ur Elemente der Form @ und 

ubereinstimmen. Dies liegt daran, da in der obigen Formel das Resultat nur von a abh

angt.)
6. Das regularisierte Integral
Eine Anpassung des regularisieres Integrals aus [Fa] wird ohne wesentliche

Anderungen dargestellt.
6.1. Das regularisierte Integral in mehreren Variablen. Sei K die Klasse der Abbildungen f :
R
>0
! C , so da f

ur ein geeignetes n die Funktion t! t
n
f(t) unendlich dierenzierbar, auf der Mannigfaltigkeit
mit Rand [0;1) ausdehnbar und schnell abklingenden bei 1 samt aller Ableitungen ist.
Konvergenzprobleme des Integrals von f bei der unendlichen Stelle existieren nicht. Das regularisierte Integral
erweitert das Integral der Funktionen aus K, die im Ursprung einen endlichen Grenzwert haben, auf ganz K.
F

ur f in K kann im Ursprung folgende asymptotische Entwicklung geschrieben werden:
f(t) 
 1
X
l= n
a
l
t
l
+O(t
0
):
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Wir denieren eine -Regularisierung dieser Funktion

f
(s) = (s) ; wenn der Kontext klar ist, durch:(144)
:=
1
,(s)
Z
1
0
f(t) t
s
dt(145)
Diese -Regularisierung konvergiert f

ur groe Werte von s und besitzt eine analytische Erweiterung zur ganzen
komplexen Ebene. Wir denieren nun:
reg
Z
1
0
f(t) dt := 
0
f
(0)(146)
Speziell f

ur die Funktion f(t) = t
 1
e
 t
,  > 0, ist (s) = 
 s
, so da ihr regularisiertes Integral   log gleicht.
Insbesondere gilt f

ur f in K, so da f(0) deniert ist:
reg
Z
1
0
f(t)
t
dt =
Z
1
0
f(t)  e
 t
f(0)
t
dt :(147)
(F

ur diese Arbeit interessieren nur Funktionen mit einer einfachen Polstelle in 0.)
(F

ur f(t) := e
 t
liefern die Ableitung nach  und ihre Vertauschung mit dem Integral in 147 eine direkte
Berechnung f

ur reg
R
1
0
e
 t
t
dt =   log.)
6.2. Das regularisierte Integral in mehreren Variablen. Wir erweitern die Denition des regulari-
sierten Integrals f

ur schnell abklingende Funktionen mehrerer Variabeln f : R
n
>0
! C , so da f

ur einen geeigneten
Multiindex n die Funktion t 7! t
n
f(t) eine stetige Fortsetzung auf R
n
0
besitzt. Wir bezeichnen diesen Raum auch
mit K. Dabei bestehen wir darauf, da das Analogon des Theorems von Fubini gilt.
6.3. Das Superintegral. In diesemn Unterabschnitt beschreiben wir eine Vorzeichenregel f

ur das Analogon
des Satzes von Fubini f

ur die Erweiterung des Integrals nach ${Tensorieren mit einem Superring.
Sei U eine oene Menge in R
n
und seien t
1
; t
2
; : : : ; t
n
die kanonischen Koordinaten.
Dann ist
R
U
f(t) dt
1
dt
2
: : : dt
n
f

ur f 2 L
1
(U) deniert.
Sei A eine Superalgebra

uber C . Wir erweitern formal das Integral zu einer Abbildung
Z
: A
 L
1
,(U;^

)! A
 L
1
,(U;^
n
)! A
mit Beibehalten der gleichen Notation durch die Formel:
Z
a
 ! :=
(
0 falls der Grad von ! nicht maximal ist,
a
R
f(t) dt
1
dt
2
: : :dt
n
falls ! = f(t) dt
1
^ dt
2
^    ^ dt
n
:
Das Tensorprodukt ist im Sinne der Superalgebra genommen.
Satz 6.1. Seien U 2 R
n
und V 2 R
m
oen und ! und  integrierbare Dierentialformen maximalen Grades
auf U bzw. V . Die Koordinaten werden mit t bzw. s notiert. Auf U  V sind dann (t; s) die kanonischen
Koordinaten. Dann gilt folgende

Ubersetzung des Satzes von Fubini:
Z
(a
 !)(t) (b
 )(s) = ( 1)
j!jjbj

Z
a
 !

Z
b
 

7. Chern{Formen mit Werten im Dolbeault{Komplex
Im Abschnitt (5) haben wir bereits gewisse Notationen eingef

uhrt, die wir des weiteren

ubernehmen. Wir benutzen
f

ur das metrisierte Dierentialb

undel
 
E
[n]
;v
[n]
; h
[n]

die Notation  (bzw. 
[n]
) oder E

(bzw. E
[n]
).
Satz 7.1. Die Abbildung ch
(X)
ch
    ! A
X



x
?
?
L
n
Z

f Menge aller
 
E
[n]
;v
[n]
; h
[n]

g

       !
L
n
(n)
ch
L
n
h
L
jp qjn
A
pq
X
i
(148)
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deniert auf Erzeugenden 
[n]
=
 
E
[n]
;v
[n]
; h
[n]

durch
(n)
ch(
[n]
) :=
1
2
n
reg
Z
R
+
n
$ exp( r
2
 V V

) $ ;(149)
wobei r := r
t
der deformierte metrische ${Zusammenhang auf E
[n]
zur Metrik h
[n]
ist,
erf

ullt die Eigenschaften:
ch (E

1
 E

2
) = ch (E

1
) + ch (E

2
)(150)
( 1)
jE

1
jjE

2
j
ch (E

1

 E

2
) = ch (E

1
) ^ ch (E

2
)(151)
ch (@E

) = @ ch (E

)(152)
reg
R
ist dabei das regularisierte Integral in R
n
+
f

ur schnell abklingenden Funktionen.
Beweis:
 Seien E
1
[n]
und E
2
[n]
zwei Multikomplexe mit gleicher Anzahl von Richtungen, so da die Summe E
[n]
:=
E
1
[n]
 E
2
[n]
wohldeniert ist. Mit oensichtlichen Notationen gelten dann:
E
[n]
= E
[n]
1
E
[n]
2
; i.e. E
n
= E
n
1
E
n
2
; f

ur alle n mit jnj = n;
r = r
1
r
2
; also r
2
= r
2
1
r
2
2
;
V = V
1
V
2
; und V

= V

1
V

2
:
Alle Operatoren sind mit dem gleichen Parameter, t, deformiert. (150) folgt nun aus den trivialen Identit

aten:
exp(AB) = exp(A) exp(B)
$ (A B) $ = $ A $ + $ B $ :
 Seien nun E
1
[n
1
]
und E
2
[n
2
]
beliebig und E
[n]
:= E
1
[n
1
]

 E
2
[n
2
]
, mit n = n
1
+ n
2
. Wie im Fall
der direkten Summe beschreiben wir zuerst die Komponenten von E
[n]
in Abh

angigkeit von den zwei
Tensorfaktoren:
r = r
1

 1+ 1
r
2
; r
2
= r
2
1

 1+ 1
r
2
2
;
v = v
1

 1+ 1
 v
2
; v

= v

1

 1+ 1
 v

2
;
V = V
1

 1+ 1
V
2
; V

= V

1

 1+ 1
V

2
:

 steht dabei f

ur das Supertensorprodukt. r, v und V beinhalten stillschweigend auch den Deformati-
onsparameter t 2 R
n
+

=
R
n
1
+
R
n
2
+
3 (t
1
; t
2
), und r
i
, v
i
und V
i
, i = 1; 2, h

angen nur von t
i
ab. Aus den
Relationen
exp(A
 1+ 1
B) = exp(A
 1) exp(1
B)
= exp(A) 
 exp(B);
und
$ (A
B) $ = $ A $  $ B $ :
folgt (151) nach Anwendung des Theorems von Fubini (151) sofort:
(n)
ch(E
[n]
) =
1
2
n
Z
R
+
n
$ exp( r
2
 V V

) $
=
1
2
n
1
1
2
n
2
Z
R
+
n
1
+n
2
$ exp( r
2
1
 V
1
 V

1
) $  $ exp( r
2
2
 V
2
 V

2
) $
= ( 1)
n
1
n
2
(n
1
)
ch(E
1
[n
1
]
) ^
(n
2
)
ch(E
2
[n
2
]
):
 Das Theorem von Stokes und die Transgression ergeben die Vertr

aglichkeit der Dierentialstrukturen, (152).
d
(n)
ch(E
[n]
) =
1
2
n
Z
R
+
n
d $ exp( r
2
 V V

) $
=  
1
2
n 1
Z
R
+
n
d
t
$ exp( r
2
 V V

) $
=  
1
2
n 1
n
X
i=1
( 1)
i 1
Z
R
+
n 1
$ exp( r
2
 V V

) $



1
t
i
=0
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(153)
{ Der Wert an dem i-ten unendlichen Rand verschwindet wegen des Verhaltens von
[v;v

] = t
i
[v
in t
i
=1
;v

in t
i
=1
]. Dieser Operator kommt versteckt in r
2
vor. Die Exaktheit von v
bedeutet, da [v;v

] = vv

+ v

v das Spektrum auerhelb einer Umgebung von 0 in der positiven
reellen Halbachse hat. Alle anderen Terme in (r
c
+N)
2
sind nilpotent, und eine

ubliche Absch

atzung
zeigt, da exp( r
2
 V V

) gleiches Verhalten wie exp( [v;v

]) f

ur t
i
!1 hat, und zwar da
es exponentiell gegen Null konvergiert.
{ F

ur den i{ten Summanden liefern V
i
und V

i
nach der Restriktion t
i
= 0 keinen Beitrag mehr in
(153). In
r = (@ + v) + (@ + v

) =
= (@ +
X
j 6=i
v
j
) + v
i
+ (@ +
X
j 6=i
v

j
) + t
i
v

i


t
i
=1
verschwindet der Term v

i = t
i
v

i


t
i
=1
in t
i
= 0. v
i
kann dann nicht mehr in einem Produkt mit
den

ubriggebliebenen Operatoren kombiniert werden, so da Z
n
{Grad gleich Null entsteht. Solche
Produkte liefern dann auch keinen Beitrag mehr in (153). Summa summarum:
d
(n)
ch(E
[n]
) = plus
1
2
n 1
n
X
i=1
( 1)
i 1
Z
R
+
n 1
$ exp( r
2
@
i
E
 V
@
i
E
 V

@
i
E
) $
=
n
X
i=1
( 1)
i 1
(n 1)
ch(@
i
E
[n]
)
=
(n 1)
ch(@E
[n]
)
8. Chern{Charakterformen mit Werten
in dem trunkierten Dolbeault{Komplex
8.1. Die h

oheren Formen. In diesem Unterabschnitt untersuchen wir an Hand der zwei Transgressi-
onsformeln in D
C

(A) die M

oglichkeit, Komplex{Morphismen 

! D
C

(A) zu konsruieren. Die multiplikative
Vertr

aglichkeit dieser Morphismen wird in den weiteren Unterabschnitten untersucht.
Definition 8.1. Ein {Datum ist die Vorgabe von (komplexen) Zahlen (
pq
)
p;q0
, indiziert nach ganzen p; q,
welche wir in folgender Pyramiden{Darstellung anordnen:

00

10

01

20

11

02

30

21

12

03

40

31

22

13

04
und welche folgende Relationen erf

ullen:

00
= 1 ;

p+1;q
+ 
p;q+1
= 
pq
;

p+1;p
= 
p;p+1
=
1
2

pp
:
Satz 8.2. Sei (
pq
)
p;q0
ein festes {Datum. Die Abbildung
ch : 

    !
L
P
D
2P 
C
(A; P) = D
C

(A) ;
deniert f

ur Elemente  2 
n
,  = 
[n]
= (E
[n]
;v
[n]
;r
[n]
; h
[n]
), durch die Formel:
ch() =
n
ch(
[n]
) :=
(
$ exp
 
(r
c
)
2

$ falls n = 0
P
p+q=n 1

pq
Proj
TYP(p;q)
reg
R
(0;1)
n
$ exp
 
(r
c
+N)
2

N $ falls n > 0
ist eine Komplexabbildung.
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Beweis: Wir benutzen die Transgressionsformeln. In dem Fall n = 1 gilt:
d
s^
1
ch(
[1]
) = Res
0
Res
1
1
ch(
[1]
) = @@
1
ch(
[1]
)
= reg
Z
 
1
2
dd
c
$ exp
 
(r
c
)
2

N $ ; da 
00
= 1 und @@ =  
1
2
dd
c
= reg
Z
  d
t
$ exp
 
(r
c
)
2

$ ; aus (116) f

ur f(x) = e
 x
und aus (r
c
)
2
=  r
2
= + $ exp
 
(r
c
)
2

$
t=0
(kein Beitrag am unendlichen Rand)
=
0
ch(@
[1]
) :
In dem Fall n > 1 benutzen wir wesentlich die Transgressionsformeln (118) und (119). Seien p; q  0 mit
p+ q + 1 = n  1. Es gilt:
Proj
TYP(p;q)
d
s^
n
ch(
[n]
) = Proj
TYP(p;q)
d
unten[ 1]
n
ch(
[n]
)
= Proj
TYP(p;q)
Proj
unten
 (@ + @)
n
ch(
[n]
)
=
 
 @ Proj
TYP(p+1;q)
 @ Proj
TYP(p;q+1)
!
n
ch(
[n]
)
=  
 

p+1;q
@ Proj
TYP(p+1;q)
+
p;q+1
@ Proj
TYP(p;q+1)
!
reg
Z
(0;1)
n
$ exp
 
(r
c
+N)
2

N $
=  reg
Z
(0;1)
n

pq
Proj
TYP(p;q)
d
t
$ exp
 
(r
c
+N)
2

N $
wegen der zwei Transgressionsformeln (118) und (119) und der Tatsache, da (
pq
)
p;q0
ein {Datum ist,
=  
n
X
1
( 1)
i 1

pq
Proj
TYP(p;q)
reg
Z
(0;1)
n 1

$ exp
 
(r
c
+N)
2

N $



t
i
=1
t
i
=0

= plus
n
X
1
( 1)
i 1

pq
Proj
TYP(p;q)
reg
Z
(0;1)
n 1
 
$ exp
 
(r
c
+N)
2

N $
in t
i
=0

=
n
X
1
( 1)
i 1
Proj
TYP(p;q)
(n 1)
ch ( @
i

[n]
)
= Proj
TYP(p;q)
n 1
ch ( @
[n]
) :
Beispiel 8.3. Eine nat

urliche Wahl eines {Datums ist gegeben durch:

pq
:=
1
2
p+q
:
Beispiel 8.4. Es gibt aber auch die M

oglichkeit, durch die groe Freiheit in der rekursiven Wahl der Zahlen

pq
m

oglichst viele unter ihnen gleich 0 zu setzen. Wir geben daf

ur zwei Varianten:
1. Ansatz: 
pq
= 0 f

ur alle p; q  1. Die einzige Wahl der anderen Koezienten ist:
 
00
= 1.
 
pq
=
1
2
f

ur (p; q) 6= (0; 0), pq = 0.
2. Ansatz: 
pq
= 0 f

ur alle p; q, f

ur die gilt: jp  qj > 1. Die einzige Wahl der anderen Koezienten ist:
 
pp
=
1
2
p
f

ur diagonale Koezienten,
 
p+1;p
= 
p;p+1
=
1
2
p+1
f

ur nebendiagonale Koezienten.
Wir erhalten auf diese Art und Weise h

ohere Formen, welche in den Bereichen getragen werden, die zum
\ersten" respektive zum \letzten" Filtrationsschritt bzgl. der sh{Filtration entsprechen. (Frage: Der wievielte
ist der \letzte"?)
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     A-Grad (P,P); Typ (0,0|| 0)
     A-Grad (P-1,P-1); Typ (0,0|| 1)
     A-Grad (0,P-1); Typ (0,P-1|| 1)
A-Grad (P-1,0); Typ (P-1,0|| 1)
Abbildung 1. 1. Variante
     A-Grad (P,P); Typ (0,0|| 0)
     A-Grad (P-1,P-1); Typ (0,0|| 1)
     A-Grad (P-2,P-1); Typ (0,1|| 1)A-Grad (P-1,P-2); Typ (1,0|| 1)
     A-Grad (P-2,P-2); Typ (1,1|| 1)
     A-Grad (P-3,P-2); Typ (1,2|| 1)A-Grad (P-2,P-3); Typ (2,1|| 1)
     A-Grad (P-3,P-3); Typ (2,2|| 1)
     A-Grad (P-4,P-3); Typ (2,3|| 1)A-Grad (P-3,P-4); Typ (3,2|| 1)
     A-Grad (1,1); Typ (P-2,P-2|| 1)
     A-Grad (0,1); Typ (P-2,P-1|| 1)A-Grad (1,0); Typ (P-1,P-2|| 1)
     A-Grad (0,0); Typ (P-1,P-1|| 1)
Abbildung 2. 2. Variante
In den Abbildungen 1 und 2 sind durch fette Striche die Bereiche markiert, wo die h

oheren Formen zu den obigen
zwei Varianten getragen sind:
Man kann auch {Daten einf

uhren, welche vom Twist P aus D
2P 
C
(A; P) abh

angen.
In den n

achsten Unterabschnitten untersuchen wir die Vertr

aglichkeit der h

oheren Formen mit den Produkt{
Strukturen.
8.2. Naive Betrachtung der multiplikativen Struktur.
Satz 8.5. Die Komplex{Abbildung
ch : 

    !
L
P
D
2P 
C
(A; P) = D
C

(A) ;
welche zu den {Daten 
pq
:= 2
 p q
ist nicht vertr

aglich mit den multiplikativen Strukturen, es gilt jedoch:
ch(
1
:
2
) = ch(
1
)  ch(
2
)
in den folgeneden zwei F

allen:
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 Entweder 
1
oder 
2
hat den Grad Null.
 
1
und 
2
haben beide Grad Eins.
Beweis: Die Multiplikativit

at in dem Fall, wo beide 
1
und 
2
den Grad Null haben, ist der klassische bekannte
Fall. Wir haben ihn bereits im Rahmen der Multiplikativit

at des Chern{Charakters in den Dolbeault{Komplex
getroen. Hat 
2
den Grad Null, so folgt f

ur  := 
1
:  
2
:
r
c
= r
c
1

 1 + 1
r
c
2
(154)
N = N
1

 1 + 1
N
2
;(155)
wobei selbstverst

andlich N
2
= 0. Daraus folgt:
(r
c
+N)
2
= (r
c
1
+N
1
)
2

 1 + 1
 (r
c
2
)
2
exp
 
(r
c
+N)
2

N = exp
 
(r
c
1
+N
1
)
2

N
1

 exp
 
(r
c
2
)
2

;
und die Multiplikativit

at folgt aus dem Satz von Fubini f

ur das regularisierte Integral.
Seien 
1
und 
2
vom Grad  1. Wir starten eine allgemeine Rechnung, welche die Multiplikativit

at im Fall j
1
j =
j
2
j = 1 liefert.
Die Formeln (154) und (155) gelten und ergeben:
(r
c
+N)
2
= (r
c
1
+N
1
)
2

 1 + 1
 (r
c
2
+N
2
)
2
(156)
exp
 
(r
c
+N)
2

N = exp
 
(r
c
1
+N
1
)
2


 exp
 
(r
c
2
+N
2
)
2

(N
1

 1 + 1
N
2
)
= exp
 
(r
c
1
+N
1
)
2

N
1

 exp
 
(r
c
2
+N
2
)
2

+ exp
 
(r
c
1
+N
1
)
2


 exp
 
(r
c
2
+N
2
)
2

N
2
:(157)
Die leeren Boxen betonen den Unterschied. Nun werden wir die Tensorfaktoren zu den leeren Boxen bearbeiten.
Es gilt im allgemeinen folgendes
Lemma 8.6. F

ur jedes Polynom f gilt mit den

ublichen Notationen:
Proj
V
n
d
c
$ f
0
 
(r
c
+N)
2

N $ = nProj
V
n
$ f
 
(r
c
+N)
2

$ :
F

ur den Beweis des Lemmas fangen wir mit dem folgenden Ausdruck ein:
d
c
$ (r
c
+N)
2k
N $ = $ [r
c
+N; (r
c
+N)
2k
N] $
= $ (r
c
+N)
2k
[r
c
;N] $
=
1
k + 1
X
+=k
$ (r
c
+N)
2
[r
c
;N](r
c
+N)
2
$(158)
Die Projektion auf
V
n
vom letzten Ausdruck (158) f

ur n  1 l

at sich einfach vergleichen mit:
Proj
V
n
$ (r
c
+N)
2(k+1)
$ :
Es entstehen nach dem Ausklammern dieser Potenz von (r
c
+ N)
2
= r
c
2
+ [r
c
;N] alle nichtkommutativen
Monome, die n Mal das Auftretten von [r
c
;N] und sonst bis zum Gesamtgrad (k+1) die Atome r
c
2
beinhalten.
Jedes solche Monom bendet sich in der Summe aus (158) genau n mal, und zwar f

ur diejenigen , so da in
diesem Monom an der (+ 1){ten Stelle der ${Kommutator [r
c
;N] steht.
Damit haben wir das Lemma 8.6 bewiesen. Der Faktor n ist eine entscheidende St

orung zur allgemeinen Multipli-
kativit

at des Formcharakters. Das Zusammenwirken von (157) und dem Lemma 8.6 ergibt:
exp
 
(r
c
+N)
2

N  exp
 
(r
c
1
+N
1
)
2

N
1


1
n
2
d
c
exp
 
(r
c
2
+N
2
)
2

N
2
+
1
n
1
d
c
exp
 
(r
c
1
+N
1
)
2

N
1

 exp
 
(r
c
2
+N
2
)
2

N
2
:(156 bis)
Dabei sind n
1
und n
2
die Grade von 
1
und 
2
, und die Kongruenz  bedeutet, da Gleichheit gilt, wenn wir auf
V
n=n
1
+n
2
projitieren. Es gilt dann :
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n
ch(
1
:
2
) =
1
2
n 1
reg
Z
(0;1)
n
$ exp
 
(r
c
1
+N
1
)
2

N
1


1
n
2
d
c
exp
 
(r
c
2
+N
2
)
2

N
2
$
1
2
n 1
reg
Z
(0;1)
n
$
1
n
1
d
c
exp
 
(r
c
1
+N
1
)
2

N
1

 exp
 
(r
c
2
+N
2
)
2

N
2
$
=
1
2

( 1)
n
1
(n
2
 1)
1
n
1
d
c
ch(
1
) ^ ch(
2
) + ( 1)
n
1
n
2
ch(
1
) ^
1
n
2
d
c
ch(
2
)

Es folgt:
ch(
1
:
2
) = ( 1)
j
1
jj
2
j
ch(
1
)  ch(
2
)
in den Spezialf

allen: n
1
= n
2
= 1. Wir schlieen daraus auch die letzte Aussage des Satzes.
Die Beobachtungen aus diesem Abschnitt motivieren die Suche nach einer ver

anderten Produktstruktur, so da
die Multiplikativit

at des \Charakters" hergestellt wird. Diese neue Produktstruktur ist \reicher" als das Deligne{
Produkt in der Deligne{Kohomologie: Sie verschwindet nicht (identisch) auf Typen, wo das Deligne{Produkt
es denitionsm

aig tut.
8.3. Die Komplexe D und C.
8.3.1. Der Komplex D.
Definition 8.7. Der Komplex (D;d) ist deniert wie folgt:
1. D ist in positiven Graden getragen: D
n
= 0 f

ur n < 0.
2. D
0
:=
M
P
D
0
(P), wobei
D
0
(P) := D
2P
C
(A; P)
\
Kerd
c
= A
P;P
\
Kerd
c
:
Elemente aus D
0
heien vom Typ (0; 0jj0).
3. D
n
:=
M
P
D
n
(P) f

ur n  1, wobei
D
n
(P) := D
2P n
C
(A; P) =
M
p+q=n 1
p;q0
A
P 1 q;P 1 p
:
Elemente aus A
P 1 q;P 1 p
heien vom Typ (p; qjj1).
4. Das Dierential d : D

! D
 1
in diesem Komplex ist:
d : D
0
! D
 1
= 0 ist die Nullabbildung,
d : D
1
! D
0
ist   @@ : A
P 1;P 1
! A
P;P
;
d : D
n
! D
n 1
ist f

ur n > 1 und x 2 D
n
vom Typ (p; qjj1) gegeben durch
dx :=
q
n
@x 
p
n
@x :
Die direkte Summe in letzter Zeile bezieht sich auf die Zerlegung in folgende Typen:
q
n
@x bendet sich im Typ (p; q   1jj1) und
p
n
@x im Typ (p  1; qjj1)
Dabei treen wir die Konvention, da der Typ (p; qjj1) gleich Null ist, ist eine der Komponenten p oder q streng
kleiner 0. Landet einer der Anteile
q
n
@x oder
p
n
@x in einen solchen Grad, so bemerken wir zus

atzlich die Ver-
schwindung des entsprechenden Koezienten
q
n
respektive
p
n
.
Bemerkung 8.8. Der Isomorphismus M : D
n
(P)! D
2P n
C
(A; P) gegeben durch
Mx := ( 1)
n
p!q!
n!
x f

ur x vom Typ (p; qjj1)
ist vertr

aglich mit den Dierentialen.
D

(P) stimmt zus

atzlich in Graden   2 mit D
2P 
C
(A; P)

uberein.
Dies erlaubt uns, die reelle Deligne{Kohomologie mittels D zu berechnen. Wir ziehen vor, innerhalb von D zu
arbeiten, aus mehreren Gr

unden:
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1. Aus technischen Gr

unden: Viele Berechnungen m

ussen nicht mehr den Sonderfall des Typs (0; ?jj1) oder
(?; 0jj1) betrachten.
2. In der klassischen Formel, welche den Chern{Charakter ch in der h

oheren algebraischen K{Theorie in
Abh

angigkeit von Chern{Klassen c
p
ausdr

uckt, erscheinen

ahnliche Fakult

aten{Twists.
3. d \ist" die \richtige" Antwort auch in anderen F

allen: F

ur seine Denition sind dividierte Potenzen ausrei-
chend, und im Falle der syntomischen Kohomologie bzgl. einer Charakteristik }, des kristallinen Pendants
zur Deligne{Kohomologie, w

urde seine parallele Einf

uhrung die mathematisch psychologische Grenze der
Dimension }  1

uberwinden k

onnen. (Der Autor hat in dieser Richtung (sehr) partielle Resultate.)
4. Der Hauptgrund ist aber ein direkter multiplikativer Bezug auf einen Komplex C

, welcher bereits im Satz
7.1 implizit erschien, und welchen wir im n

achsten Unterabschnitt einf

uhren.
8.3.2. Der Komplex C

.
Definition 8.9. Der Komplex (C;
1
2
d) ist deniert wie folgt:
1. C ist in positiven Graden getragen: C
n
= 0 f

ur n < 0.
2. C
0
:=
M
P
C
0
(P), wobei
C
0
(P) := D
0
(P) = A
P;P
\
Kerd
c
:
Elemente aus C
0
heien vom Typ (0; 0jj0).
3. C
n
:=
M
P
C
n
(P) f

ur n  1, wobei
C
n
(P) =
M
p+q=n
p;q0
A
P q;P p
:
Elemente aus A
P q;P p
heien vom Typ (p; qjj0).
4. Das Dierential ist
1
2
d, wobei d das Dierential in A ist.
Das Produkt ^ aus A induziert ein Produkt auf (C;
1
2
d), das wir auch durch ^ bezeichnen.
8.3.3. Die Komplexabbildung L : (D;d)! (C;
1
2
d). Das folgende kommutative Diagramm
D
0
D
1
 @@
 d
c
D
2
d
1
2
d
c
  
D
n 1
( 1)
n 1
n 1
d
c
D
n
d
( 1)
n
n
d
c
  
C
0
C
1
1
2
d
C
2
1
2
d
  
C
n 1
C
n
1
2
d
  
erkl

art einen Morphismus L : (D;d)! (C;
1
2
d), Lx :=
( 1)
n
n
d
c
x f

ur x 2 D
n
.
F

ur x vom Typ (p; qjj1) betrachten wir die Teile
( 1)
n
n
@x und  
( 1)
n
n
@x von Lx =
( 1)
n
n
(@x @x) als Elemente
vom Typ (p; q + 1jj0) und (p+ 1; qjj0).
8.3.4. Die Multiplikation ? =M : D
D! D.
Definition 8.10. Wir denieren eine Abbildung ? =M : D
D! D auf homogenen Elementen wie folgt:
1. x ? y =M(x
 y) := x ^ y, falls x oder y in D
0
liegt.
2. F

ur x 2 D
n
und y 2 D
m
, m;n=ge1 setzen wir
x ? y =M(x
 y) := ( 1)
n
1
n
d
c
x ^ y + x ^
1
m
d
c
y = Lx ^ y + ( 1)
m
x ^ Ly :
Satz 8.11. L ist vertr

aglich mit M und ^: F

ur x; y 2 D gilt
L(x ? y) = Lx ^ Ly :
Beweis: Seien x 2 D
n
, x; y 2 D
m
. Der Fall n = m = 0 ist trivial. Der Fall n = 0;m  1 folgt wegen d
c
x = 0.
Analog, wenn n  1;m = 0. F

ur m;n  1 gilt:
L(x ? y) =
( 1)
m+n
m+ n
d
c

( 1)
n
n
d
c
x ^ y + x ^
1
m
d
c
y

= ( 1)
n
( 1)
m
1
n+m

1
n
+
1
m

d
c
x ^ d
c
y
= Lx ^ Ly :
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Dabei haben wir die Identit

at benutzt:
1
n+m

1
n
+
1
m

=
1
n

1
m
:(159)
Satz 8.12. M ist ${kommutativ: F

ur x 2 D
n
, y 2 D
m
gilt: x ? y = ( 1)
nm
y ? x.
Beweis: Ist m oder n gleich 0, so ist die Aussage trivial.
Sind beide m;n gr

oer 1, so sind die A{Grade von x bzw. y gleich n  1 bzw. m   1 in Z=2Z und die A{Grade
von Lx bzw. Ly gleich n bzw. m. Es folgt:
y ? x := Ly ^ x+ ( 1)
n
y ^ Lx = ( 1)
m(n 1)
x ^ Ly + ( 1)
n
( 1)
(m 1)n
Lx ^ y
= ( 1)
nm
x ? y :
Satz 8.13. M ist assoziativ.
Beweis: Seien x 2 D
n
, y 2 D
m
, z 2 D
k
. Sind zwei oder drei Zahlen unter m;n; k gleich 0 so gilt (x ? y) ? z =
x ? (y ? z) = x ^ y ^ z.
Sind k = 0 und n;m  1 so gilt:
(x ? y) ? z = (Lx ^ x+ ( 1)
n
y ^ Lx) ? z = Lx ^ x ^ z + ( 1)
n
y ^ Lx ^ z ;
x ? (y ? z) = x ? (y ^ z) = Lx ^ y ^ z + ( 1)
m
x ^ L(y ^ z) :
Es gilt jedoch Lx^ z = L(y ^ z), da d
c
z = 0. Analog k

onnen die F

alle behandelt werden, wo nur m bzw. n gleich
0 sind.
F

ur n;m; k  1 gilt:
(x ? y) ? z = L(x ? y) ^ z + ( 1)
k
(x ? y) ^ Lz = (Lx ^ Ly) ^ z + ( 1)
k
(x ? y) ^ Lz
= Lx ^ Ly ^ z + ( 1)
k
Lx ^ y ^ Lz + ( 1)
k+m
x ^ Ly ^ Lz :
und x ? (y ? z) kann analog zum letzten Ausdruck gebracht werden.
Satz 8.14. M ist vertr

aglich mit dem Dierential d:
M (d
 1+ 1
 d) = d M:
Beweis: Seien x 2 D
n
, y 2 D
m
. Der Beweis ben

otigt eine Fallunterscheidung:
 Der Fall m = n = 0 ist trivial.
 Der Fall n = 0, m  1:
M d

2
x
 y =M x
 dy = x ^ dy und
d M x
 y = d (x ^ y) = x ^ dy ;
da @x = @x = 0 in A, dx = 0 und x hat geraden A{Grad. Analog wird der Fall behandelt, wo n  1, m = 0.
 Der Fall n = m = 1. So haben x; y gerade A{Grade.
M d

2
x
 y =M ( @@x
 y + x
 @@y) =  @@x ^ y + x ^ @@y
d M x
 y
= d ( d
c
x ^ y + x ^ d
c
y)
= d
n
(@x ^ y   x ^ @y)
(1;0jj1)

 
 @x ^ y + x ^ @y

(0;1jj1)
o
=
1
2
@ (@x ^ y   x ^ @y) +
1
2
@
 
 @x ^ y + x ^ @y

:
und die Bearbeitung des letzten Ausdrucks f

uhrt zum Ziel.
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 Der Fall n = 1, m  2. Der Typ von x ist also (0; 0jj1) und sei y vom Typ (p; qjj1)
M d

2
x
 y =M
n
 @@x
 y   x


q
n
@y +
p
n
@y
o
=  @@x ^ y + d
c
x ^

q
n
@y +
p
n
@y

  x ^
1
m  1
d
c

q
n
@y +
p
n
@y

d M x
 y = d

 @x ^ y + @x ^ y +
1
m
x ^ @y  
1
m
x ^ @y

=
q + 1
m+ 1
@

 @x ^ y +
1
m
x ^ @y

+
p
m+ 1
@

 @x ^ y +
1
m
x ^ @y

+
q
m+ 1
@

@x ^ y  
1
m
x ^ @y

+
p+ 1
m+ 1
@

@x ^ y  
1
m
x ^ @y

und die beiden Ausdr

ucke sind gleich zu
 @@x ^ y + (@   @)x ^

q
n
@y +
p
n
@y

+
1
n
x ^ @@y :
Analog kann auch der Fall n  1, m = 1 behandelt werden. (Oder man nutzt die ${Kommutativit

at von M aus.)
 Es bleibt der Fall: x ist vom Typ (p; qjj1) y ist vom Typ (s; tjj1)
x
 y
d

2
 !
q
n
@x
 y +
p
d
@x
 y + ( 1)
n
x

t
m
@y + ( 1)
n
x

s
m
@y
M
 ! ( 1)
n 1
q
n

1
n 1
@@x ^ y +0 +
q
n
@x ^
1
m
@y  
q
n
@x ^
1
m
@y
+0  ( 1)
n 1
p
n

1
n 1
@@x ^ y +
p
n
@x ^
1
m
@y  
p
n
@x ^
1
m
@y
+
1
n
@x ^
t
m
@y  
1
n
@x ^
t
m
@y +( 1)
n
x ^
t
m

1
m 1
@@y +0
+
1
n
@x ^
s
m
@y  
1
n
@x ^
s
m
@y +0 +( 1)
n
x ^
s
m

1
m 1
( @@y)
= ( 1)
n
1
n
@@x ^ y   ( 1)
n
1
m
x ^ @@y +
q   s
nm
@x ^ @y +
t  p
nm
@x ^ @y  
q + t
nm
@x ^ @y +
p+ s
nm
@x ^ @y
x
 y
M
 ! ( 1)
n
1
n
@x ^ y   ( 1)
n
1
n
@x ^ y + x ^
1
m
@y   x ^
1
m
@y
d
 !
q+t+1
n+m
@

( 1)
n
1
n
@x ^ y + x ^
1
m
@y
	
p+s
n+m
@

( 1)
n
1
n
@x ^ y + x ^
1
m
@y
	
q+t
n+m
@

 ( 1)
n
1
n
@x ^ y   x ^
1
m
@y
	
p+s+1
n+m
@

 ( 1)
n
1
n
@x ^ y   x ^
1
m
@y
	
und man kann den letzten Ausdruck leicht berechnen. Der Koezient von @x ^ @y ist zum Beispiel:

q + 1 + t
n+m

1
n
 
p+ s+ 1
n+m

1
m

=
n  p+ t
(n+m)n
 
p+m  t
(n+m)m
=
t  p
n+m

1
n
+
1
m

und nun kann die \wichtige" Relation (159) angewandt werden.
8.4. Der Chern{Charakter mit Werten in den Komplexen D und C.
Definition 8.15. Sei X eine Variet

at. Der Chern{Charakter mit Werten im Komplex D

ist die
Abbildung:
ch
D
: 

(X)! D

(A
X
) ;
welche auf Basis{Elementen vom Grad n der Form  = 
[n]
= (E
[n]
;v
[n]
; h
[n]
) durch die Relation erkl

art
wird:
ch
D
() :=
(
$ exp
 
(r
c
)
2

$ f

ur n = 0
reg
R
$ exp
 
(r
c
+N)
2

N $ f

ur n > 0 :
(160)
Wir benutzen dabei die

ublichen Notationen aus diesem Kapitel. Das regularisierte Integral reg
R
wird auf
R
n
>0
bez

uglich des Deformations{Parameters t gebildet, welcher implizit in dem deformierten d
c
{derivativen
Operator r
c
und in dem Nummeroperator N eingeht.
Wir betrachten f

ur n = 0 den Ausdruck $ exp
 
(r
c
)
2

$ in der direkten Summe der Summanden A
P;P
.
Er liegt im Kern von d
c
also auch in D
0
.
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Der Ausdruck $ exp
 
(r
c
+N)
2

N $ , entsteht, nachdem wir Operationen in A(End(E)) durchf

uhren
und vom Resultat die Spur bilden. Er nimmt als Dierentialform in A = A
X
Werte in der direkten Summe
von Summanden der Form
A
P q 1;P p 1
; f

ur alle positiven p; q mitp+ q + 1 = n
und wir identizieren den Summanden A
P q 1;P p 1
mit Elementen vom Typ (p; qjj1) aus D
n
(P).
Der Chern{Charakter mit Werten in dem Komplex C

ist die Abbildung:
ch
C
: 

(X)! C

(A
X
) ;
welche auf Basis{Elementen vom Grad n der Form  = 
[n]
= (E
[n]
;v
[n]
; h
[n]
) durch die Relation erkl

art
wird:
ch
C
() := reg
Z
$ exp
 
(r
c
+N)
2

$
mit den gleichen Konventionen wie oben.
Der Ausdruck $ exp
 
(r
c
+N)
2

$ , entsteht, nachdem wir Operationen in A(End(E)) durchf

uhren und
vom Resultat die Spur bilden. Er nimmt als Dierentialform in A = A
X
Werte in der direkten Summe von
Summanden der Form
A
P q;P p
; f

ur alle positiven p; q mitp+ q = n
und wir identizieren den Summanden A
P q;P p
mit Elementen vom Typ (p; qjj0) aus C
n
(P).
Theorem 8.16. Sei X eine projektive Variet

at.
Die Chern{Charakter ch
D
und ch
C
sind wohldeniert (in Bezug auf Konvergenzprobleme) und haben die
Eigenschaften:
1. Sie sind Komplex{Abbildungen:
d ch
D
() = ch
D
(@) und
1
2
d ch
C
() = ch
C
(@) :
2. Sie sind vertr

aglich mit  und +: Es gilt auf Basis{Elementen:
ch
D
(
1
 
2
) = ch
D
(
1
) + ch
D
(
2
) und ch
C
(
1
 
2
) = ch
C
(
1
) + ch
C
(
2
) :
3. Sie sind vertr

aglich mit den Produktstrukturen:
ch
D
(
1

 
2
) = ch
D
(
1
) ? ch
D
(
2
) und ch
C
(
1

 
2
) = ch
C
(
1
) ^ ch
C
(
2
) :
4. ch
D
und ch
C
verschwinden auf ausgearteten Elementen.
5. Der Morphismus L f

uhrt sie ineinander:
L ch
D
() = ch
C
() :
(Insbesondere k

onnen die obigen Eigenschaften von ch
C
aus den entsprechenden Eigenschaften von
ch
D
abgeleitet werden.)
Beweis:
 Die Vertr

aglichkeit mit den Dierentialen folgt aus den Transgressions{Formeln.
 Die Vertr

aglichkeit mit  und + folgt analog zu dem Beweis von 7.1.
 Die Vertr

aglichkeit mit Produktstrukturen folgt aus dem Lemma 8.6 und aus den Argumenten aus dem Abschnitt,
wo sich dieses Lemma bendet.
 Ein ausgeartetes Basis{Element aus (X) ist der Form    ! 0 ! (E

; h

) = (E

; h

) ! 0 ! : : : f

ur ein
Basis-Element von der Dimension um 1 niedriger als E in einer Darstellung bez

uglich einer geeigneter Richtung.
Wir k

onnen annehmen, da diese die erste Richtung ist, und f

ur das obige ausgeartete Basis-Element mit der
Darstellung arbeiten:
[   ! 0! (T; h
T
) = (T; h
T
)! 0! : : : ] 
 (E

; h

) :
Dabei sind T das triviale B

undel auf X , das neutrale Element f

ur das Produkt 
, und h
T
die triviale, konstante
Metrik auf T . Es reicht zu zeigen, da ch
D
auf [   ! 0! (T; h
T
) = (T; h
T
)! 0! : : : ] verschwindet.
Der induzierte metrische Zusammenhang ist d : A ! A und es gilt d
2
= 0. Auch ${kommutiert d mit dem
Dierential, welches die Identit

at oder eine Nullabbildung ist. Der Term exp((r
c
)
2
)N wird zu exp( (vv

+
v

v))N = exp( t:Identit

at)N.
Die Argumentation ist durch die Bemerkung beendet, da das regularisierte Integral der Abbildung t! t
 1
exp( t)
verschwindet.
 L ch
D
= ch
C
aus Lemma 8.6.
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H

ohere Chern{Charaktere
Wir haben im letzten Kapitel eine Verallgemeinerung der Formel des Chern{Charakters gegeben f

ur ein Vek-
torb

undel mit Zusammenhang r durch die Spur von exp  
1
2i
r
2
. In diesem Kapitel skizzieren wir sehr kurz eine
M

oglichkeit, die parallele Formel 163 f

ur die Chern{Klassen zu

ubertragen. Dies ist m

oglich durch den exiblen
superalgebraischen Formalismus, wo die Betonung dieses Kapitels auch liegt.
1. Superlineare Algebra
Das Symbol 
 steht auch des weiteren f

ur das Supertensorprodukt. Sei k ein superkommutativer Ring. Sei H ein
k{Supermodul. Wir denieren:
$T
p
H := H

p
=Relationen ;
wobei die Relationen
x
1

 x
2

    
 x
p
  (x; )x
(1)

 x
(2)

    
 x
(p)
(161)
die

ubliche Vorzeichenkonvention durch den entsprechenden Kozykel (x; ) einbauen. Die Denition von  ist
induktiv. F

ur Transpositionen (i; i + 1) soll gelten: (x; (i; i + 1)) := ( 1)
jx
i
jjx
i+1
j
. Die symmetrische Gruppe
agiert von rechts auf Abbildungen f1; 2; : : : ; ng ! H , also von rechts auch auf H

p
durch x
1

 x
2

    
 x
p
!
x
(1)

 x
(2)

    
 x
(p)
. Das kommutive Diagramm:
x
(x; ):x

(x; ):x
()
= (x; ):(x

; ):(x

)

w
(x;):









(x;):
u
(x

;):
kodiert die Kozykelrelation (x; ) = (x; ):(x

; ) und erkl

art die Erweiterung der Vorzeichenregel auf beliebige
Permutationen. Die explizite Form des Kozykels folgt unter Ber

ucksichtigung der Vorzeichen s

amtlicher Inversionen
einer Permutation . Sie ist gegeben durch:
(x; ) = ( 1)
2
6
6
6
6
6
4
X
i<j
(i)>(j)
jx
i
jjx
j
j
3
7
7
7
7
7
5
Wir haben eine surjektive, nicht injektive Abbildung
$T
p
H 
 $T
q
H     ! $T
p+q
H ;
die eine ${Algebra
$T

H :=
M
p
$T
p
H
deniert. Seien nun A
1
, A
2
, : : : ; A
p
Endomorphismen von H . Die

ubliche Vorzeichenregel deniert einen Endo-
morphismus:
A
1

A
2

    
A
p
:
H

p
    ! H

p
induktiv durch:
(A
1

A
2

    
A
p
)(x
1

 x
2

    
 x
p
)
:= ( 1)
jA
2


A
p
jjx
1
j
A
1
x
1

 (A
2

    
A
p
)(x
2

    
 x
p
)
also allgemein: = ( 1)
P
i<j
jA
j
jjx
i
j
A
1
x
1

A
2
x
2

    
A
p
x
p
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Wir k

onnen dies kompakt in der Form:
A x = (A
 x; T) : A
1
x
1

    
A
p
x
p
darstellen, wobei T die entsprechende Permutation der verdoppelten Indexmenge

1 2 : : : p ; 1
0
2
0
: : : (p  1)
0
p
0
1 1
0
: : : : : : p p
0

ist.
Wir k

onnen nicht erwarten, da A
1

A
2

  
A
p
die Relationen stabilisiert. Es gilt zum Beispiel: A
1

A
2
(x
1


x
2
x
2

x
1
) = A
1
x
1

A
2
x
2
A
1
x
2

A
2
x
1
. Es ist notwendig, Symmetrisatoren einzuf

uhren und entsprechend
einen Unterraum von Endomorphismen von H

p
zu isolieren. Wir denieren:
symm : End(H)

p
    ! End(H)

p
durch:
symm(A
1

A
2

    
A
p
) :=
1
p!
X

(A; )A
(1)

A
(2)

    
A
(p)
;
und betrachten den Raum der supersymmetrisierten Endomorphismen:
$ymm
p
End(H) := Bild (symm :
End(H)

p
    ! End(H)

p
) :(162)
Es gilt symm
2
= symm als Korollar zur Kozykelrelation:
symm
2
(A) =
1
(p!)
2
X
;
(A; ):(A

; ):A

=
1
(p!)
2
X
(A; ):A

= symm(A)
Lemma 1.1. Der Raum (162) ist stabil bez

uglich Verkn

upfung von Endomorphismen.
Beweis: Seien A = A
1

    
A
p
und B = B
1

    
B
p
aus End(H)

p
. Dann gilt:
symm(A): symm(B) =
X
; 
(A; ) (B; ) A

:B

=
X
; 
(A; ) (B; )(B

; ) (A


B

; T) A
(1)
B

(1)

    
 A
(p)
B

(p)
Sei  [  die Permutation i! (i), i
0
! (i)
0
. Dann ist (A


B

; T) = ( (A
B

)
[
; T) = (A
B

; ( [
)T) : (A
B

;  [ )
 1
. Wir k

onnen die Rechnung fortsetzen:
=
X
; 
(B; ) (A
B

; ( [ )T)
 
A
1
B

1

    
A
p
B

p


=
X

(B; )(A 
B

; T)
X

(A
1
B

1

    
A
p
B

p
; ):
 
A
1
B

1

    
A
p
B

p


;
weil (A 
 B

; ( [ )T) das Vorzeichen ist, das dem

Ubergang von A 
 B

zu A
(1)
B

(1)

    
 A
(p)
B

(p)
entspricht. Betrachte nun A
1
(
) B

1

    
A
p
(
) B

p
als Zwischenstation(en).
Lemma 1.2. Jeder Endomorphismus A 2 $ymm
p
End(H) stabilisiert die Relationen (161).
Beweis: Analog. Seien A = A
1

    
A
p
und x = x
1

    
 x
p
. Es gilt sukkzesive:
symm(A) : (x; )x =
X

(A; ) (x; ) A

:x

=
X

(A; )(A

; ) (x; ) (A


 x

; T) A

(1)
x
(1)

    
A

(p)
x
(p)
=
X

(A; )(A

; )(x; ) ( (A


 x)
[
; T) (A

1
x
1

    
A

p
x
p
)

Es gilt ( (A


x)
[
; T) = (A


x; ( [ )T) (A


x; ( [ ))
 1
= (A


x; ( [ )T) (A

; )
 1
(x; )
 1
.
Wir k

onnen diese Berechnung abschlieen:
=
X

(A; ) (A


 x; T) (A

1
x
1

    
A

p
x
p
; ) (A

1
x
1

    
A

p
x
p
)

:
Ein Supersymmetrisator bildet dann Relationen in Relationen ab:
symm(A) fx  (x; )x

g =
X

(A; )(A


 x; T) fy

  (y

; )(y

)

g ;
3. TRANSGRESSION DER CHERN{FORMEN 139
wobei y

= A

1
x
1

    
A

p
x
p
.
Der Raum $T
p
H ist kanonisch ein Superraum: Die Relationen sind homogen. Fassen wir einen Endomorphismus
A 2 $ymm
p
End(H) als Endomorphismus von $T
p
H auf, so k

onnen wir die entsprechende Superspur einf

uhren:
$ A $ := $ Faktorisierung(A) : $T
p
    ! $T
p
$ :
Der folgende Satz legt die Eigenschaften von Supersymmetrisatoren der k-Superderivationen eines k{Supermoduls
H fest:
Satz 1.3. Sei (k;+; ; d) eine superkommutative Dierentialalgebra. Es gilt insbesondere d
2
= 0. Sei D ein
d{superderivativer Operator auf dem superfreien k{Supermodul H. Dann ist
D

p
:= D 
 1
 1
    
 1 + 1
D 
 1
    
 1 +    + 1
 1
    
 1
D
die induzierte superderivation auf H

p
. Sie stabilisiert die Relationen (161) und induziert einen d{superde-
rivativen Operator auf $T
p
(H). Aus diesem Grund gilt auch die Ableitungsformel:
d $ A $ = $ [D

p
; A] $
f

ur alle A 2 $ymm
p
End(H).
2. Nullte Chern{Formen
Wir formulieren zuerst auf bekannte Weise die Denition der Chern{Formen in der de Rham{Kohomologie, die
sich in unserem Fall verallgemeinern l

at.
Sei X eine komplexe Mannigfaltigkeit.
Sei  = (E; h) ein holomorphes metrisiertes B

undel, gesehen als triviales Superb

undel. Sei r der metrische
Zusammenhang. Dann ist:
c
0;p
() := Spur
 
p
^
( 
1
2i
r
2
)
!
(163)
die p{te Chern{Form. Wir geben daf

ur folgende Umformung:
c
0;p
() = $

( 
1
2i
r
2
)

p
:
A

(
V
p
E)     ! A
+2p
(
V
p
E)

$
= Proj
1
(2i)
p
$
h
 
'( r
2
)


p
:
A

(
V
p
E)     ! A
+2p
(
V
p
E)
i
$ :
' ist dabei ein Polynom oder allgemeiner eine reell analytische Funktion mit den ersten zwei Taylor{Koezienten
'(0) = 0; '
0
(0) = 1. Das Funktionalkalk

ul '( r
2
) von dem nilpotenten Kr

ummungsoperator ist wohldeniert.
Die Projektion Proj isoliert den Grad 2p vom letzten Ausdruck. Die Operatoren ( 
1
2i
r
2
)

p
und
 
'( r
2
)


p
sind supersymmetrisierend und faktorisieren

uber
V
p
E. (Wir ziehen vor,
 
'( r
2
)


p
statt z.B.
 
'( r
2
)

^p
zu
schreiben.)
3. Transgression der Chern{Formen
Wir arbeiten in diesem Abschnitt mit folgenden Konventionen:
F

ur ein (Super{)Vektorb

undel E bezeichen wir durch
V
p
E das Objekt
V
p
(!E). (Dabei vergessen wir vollst

andig
die Z=2Z{Graduierung von E, und es entsteht (!E) durch diesen Vergi{Funktor !. Es unterscheiden sich also
V
p
E und die $T
p
{Konstruktion auf dem oppositen B

undel E
opp
.)
Die Superspur auf
V
p
E bezieht sich anschlieend auf die kanonische von E induzierte Z=2Z{Graduierung.
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3.1. Erste Transgression im trunkierten Dolbeault-Komplex. Sei 
[1]
=
 
E
[1]
; v
[1]
; h
[1]

ein
1{Multikomplex von holomorphen B

undeln.
Sei r = r
00
+r
0
der entsprechende deformierte ${Zusammenhang. Der Deformationsparameter ist t 2 R.
Aus der Gleichheit:

d
t
 
1
2
d

$ '( (r
c
+N)
2
)

p
$ = $
"

d
t
 
1
2
r+
1
2
N


p
; '( (r
c
+N)
2
)

p
#
$
= 0
folgt:
d
t
$ '( r
2
)

p
$ = d
t
Proj
V
0
$ '( (r
c
+N)
2
)

p
$
= Proj
V
1
1
2
d $ '( (r
c
+N)
2
)

p
$
=
1
2
d $
X
p
1
+p
2
=p 1
'( r
2
)

p
1

 Proj
V
1
'( (r
c
+N)
2
)
 '( r
2
)

p
2
$
Im Polynomialfall '(x) = x
k
ist der mittlere Tensorfaktor gleich zu:
X
k
1
+k
2
=k 1
(r
c
)
2k
1
[r
c
;N](r
c
)
2k
2
=
"
r
c
;
X
k
1
+k
2
=k 1
(r
c
)
2k
1
N(r
c
)
2k
2
#
=
"
r
c
;Proj
V
1
( (r
c
)
2
+N )
2
#
so da wir die Rechnung fortsetzen k

onnen:
=
1
2
d $
X
p
1
+p
2
=p 1
'( r
2
)

p
1


"
r
c
;Proj
V
1
'( (r
c
)
2
+N )
#

 '( r
2
)

p
2
$
=
1
2
d Proj
V
1
$
X
'((r
c
)
2
+N)

p
1



r
c
; '((r
c
)
2
+N)


 '((r
c
)
2
+N)

p
2
$
= Proj
V
1
1
2
d $

(r
c
)

p
; '( (r
c
)
2
+N )

p

$
= Proj
V
1
1
2
dd
c
$ '( (r
c
)
2
+N )

p
$ :
3.2. H

ohere Transgression in dem trunkierten Dolbeault-Komplex.
Sei 
[n+1]
=
 
E
[n+1]
; v
[n+1]
; h
[n+1]

ein (n + 1){Multikomplex von holomorphen B

undeln. Sei r der Super-
zusammenhang zu dem Deformationsparameter t 2 R
n+1
>0
. Wir werden transgressiv
d
t
Proj
V
n
R
n

D
C
n
(A)
$ '

r
c
2
+ [r
c
;N] +N


p
$(164)
untersuchen. Wir fangen die Rechnung wie folgt an:

d
t
 
1
2
d

$ '
 
r
c
2
+ [r
c
;N] + N


p
$ = $
"

d
t
 
1
2
r+
1
2
N


p
; '
 
r
c
2
+ [r
c
;N] + N


p
#
$ =
$
X
p
1
+p
2
=p 1
'
 
r
c
2
+ [r
c
;N] +N


p
1



d
t
 
1
2
r+
1
2
N; '
 
r
c
2
+ [r
c
;N] + N



 '
 
r
c
2
+ [r
c
;N] +N


p
2
$
Nun betrachten wir die Projektion auf den Typ
V
n+1
R
n

D
C
n
(A). Ist ' polynomial: '(x) = x
k
, so k

onnen wir
explizit die Verteilung der Bausteine (r
c
)
2
, [r
c
;N] und N untersuchen: Nach dem Ausklammern erscheinen in
jedem nichtkommutativen Monom:
 einmal der Operator N,
 n Mal der Kommutator [r
c
;N] und
 sonst die negative Kr

ummung (r
c
)
2
.
P

ucken wir den Operator N aus '
 
r
c
2
+ [r
c
;N] +N


p
i
in der obigen Summe, so erscheint er nicht mehr in
dem mittleren Tensorfaktor. Dieser Kommutator wird zu:

d
t
 
1
2
r+
1
2
N; '

r
c
2
+ [r
c
;N]


= 0 wegen (115).
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W

ahlen wir nun N aus dem mittleren Tensorfaktor, so entsteht folgender Ausdruck:
$
X
p
1
+p
2
=p 1
'
 
r
c
2
+ [r
c
;N]


p
1



d
t
 
1
2
r+
1
2
N; '
 
r
c
2
+ [r
c
;N] + N



 '
 
r
c
2
+ [r
c
;N]


p
2
$ ;
(165)
welcher in der Mitte im Fall '(x) = x
k
weiter bearbeitet werden kann, ber

ucksichtigen wir nur den Anteil, der
nach der Projektion

uberlebt:
2
4
d
t
 
1
2
r+
1
2
N;
X
k
1
+k
2
=k 1
 
r
c
2
+ [r
c
;N]

k
1
N
 
r
c
2
+ [r
c
;N]

k
2
3
5
=
X
k
1
+k
2
=k 1
 
r
c
2
+ [r
c
;N]

k
1
( 
1
2
[r
c
;N])
 
r
c
2
+ [r
c
;N]

k
2
= Proj
 im Grad Eins
'

r
c
2
+ [r
c
;N] 
1
2
[r;N]

;
wobei der letzte Ausdruck sinvoll ist, tensorieren wir

uber C mit C []=
2
, und die Projektion in der Zerlegung
C []=
2
= C  C  auf den zweiten Summanden genommen wird. Der Ausdruck (165) nimmt die Gestalt an:
Proj
 im Grad Eins
$ '

r
c
2
+ [r
c
;N] 
1
2
[r;N]


p
$ ;
welche keinen Beitrag nach Projektion auf
V
n+1
R
n

D
C
n
(A) liefert.
4. H

ohere Chern{Formen
Wir sind nun in der Lage eine explizite Formel f

ur die h

oheren Chern{Formen zu geben. Es gilt:
c
k;p
=
1
(2i)
k
Proj
D
C
k
(A;p)
1
2
k 1
reg
Z
(0;1)
k
$ '

r
c
2
+ [r
c
;N] +N


p
$ ;
f

ur k  1. Arbeiten wir modulo
1
(2i)
k
Q

im Bezug auf c
k;p
, so gilt:
c
2p 1;p
() 
1
(2i)
p
Q

reg
Z
(0;1)
2p 1
$ ' (  (vv

+ v

v)   (V+V

) +N )

p
$ :
Die Operatoren vv

+ v

v, V+V

und N superkommutieren untereinander.
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KAPITEL 11
Werte des Chern{Charakters
Dieses Kapitel beinhaltet einfache, elementare Berechnungen.
1. Aufgabenstellung
Sei E := (E
[n]
; v
[n]
; h
[n]
) ein exakter Multikomplex mit einer ungeraden Anzahl n = 2p   1 = 2q + 1 von
Richtungen. (Diese ist eine Denition der Zahlen p und q f

ur eine einfachere Abfrage.)
Wir berechnen den Anteil von ch(E), welcher aus Dierentialformen vom Grad 0 besteht, also vom Typ (p; pjj1)
ist. Dieser bendet sich in D
C;1
(p) = D
C
2p 1
(p), deswegen schreiben wir ch(; p) f

ur diesen Anteil. Wir werden
alternativ mit dem Komplex D arbeiten.
F

ur ch(; p) entf

allt die Ber

ucksichtigung des metrischen Zusammenhangs in der Formel (160), und wir erreichen
den folgenden Ausdruck:
ch
D
(; p) = reg
Z
$ exp
 
(v   v

t
+N)
2

N $
= reg
Z
$ exp (  (vv

t
+ v

t
v) + [v   v

t
;N] ) N $
= reg
Z
$ exp (  (vv

t
+ v

t
v)   (V+V

t
) ) N $
= reg
Z
$ exp(  (vv

t
+ v

t
v) ) exp(  (V+V

t
) ) N $
= reg
Z
$ exp(  (vv

t
+ v

t
v) )
1
(2p  2)!
(V+V

t
)
2(p 1)
N $ :
Kommentar zu den Notationen: Wir benutzen dabei das Dierential v = v
1
+    + v
n
und den deformierten
adjungierten Operator v

t
= t
1
v

1
+    + t
n
v

n
. Der Deformationsparameter ist t := (t
1
; : : : ; t
n
) 2 R
n
>0
. Analog
f

ur V und V

.
2. Explizite Berechnungen
2.1. Umverteilung der Deformations{Parameter. Die Superspur isoliert Monome vom Grad Null in
jeder der n Richtungen. Insbesondere k

onnen wir die Deformations{Parameter umverteilen:
Seien 
1
; : : : ; 
n
neue formale, untereinander superkommutierende Variablen vom Grad Eins (
i

j
=  
j

i
f

ur
i 6= j, 
2
i
= 0), welche mit den Operatoren v und v

formal superkommutieren. Wir benutzen 
1
als \Ersatz" f

ur
Dierentialformen der Form
dt
i
t
i
.
Wir substituieren auch

i
:=
p
t
i
2 R
>0
und f

uhren weiter f

ur i = 1; : : : ; n und f

ur 
1
; : : : ; 
n
2 R
>0
die Operatoren:
w
i
:= 
i
v
i
w := w
1
+   + w
n
w

i
:= 
i
v

i
w

:= w

1
+   + w

n
M
i
:= N
i

i
; M :=M
1
+   +M
n
W
i
:= w
i

i
= 
i
v
i

i
; W :=W
1
+   +W
n
W

i
:= w

i

i
= 
i
v

i

i
; W

:=W

1
+   +W

n
Sei pr die Projektion von rechts auf den Anteil in 
1

2
   
n
. F

ur eine Form ! in A(End(E)) gilt also
pr(!  
1

2
   
n
) := !. (Man vergleiche mit pr(
1

2
   
n
!) = ( 1)
nj!j
!.) Durch die multiplikative Substitution
t
i
= 
2
i

andert sich
dt
i
t
i
in 2
d
i

i
, und bis auf Multiplikation mit einer rationalen Zahl ungleich Null ( | in Notation
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ersetzen wir die Gleichheit \=" durch die

Aquivalenzrelation  oder explizit 
Q

| ) folgt:
ch
D
(; p)  reg
Z
$ exp(  (vv

t
+ v

t
v) ) (V+V

t
)
2(p 1)
N $
 reg
Z
$ exp(  (ww

+ w

w) ) (W+W

)
2(p 1)
M $
d
1

1
^    ^
d
n

n
:
Wir bezeichnen
d
1

1
^    ^
d
n

n
auch durch dlog().
2.2. Die Regularisierung des Integrals. Die Operatoren W
i
und W

i
verschwinden in 
i
= 0. Seien
w(i) :=
X
j 6=i
w
i
; w(i)

:=
X
j 6=i
w

i
:
Wir f

uhren folgende Notationen ein:
(w) := w

w+ ww

;

i
(w) := w(i)

w(i) + w(i)w(i)

:
Die explizite Regularisierung des Integrals ist:
ch
D
(; p) 
Z
(0;1)
n

$ exp(  (w) ) (W+W

)
2(p 1)
M $
 
P
i
$ exp(  
i
(w) ) (W+W

)
2(p 1)
M
i
$

dlog()

X
i
Z
(0;1)
n
$

exp(  (w) )  exp(  
i
(w) )

(W+W

)
2(p 1)
M
i
$ dlog() :
Dabei wurde f

ur die Regularisierung der Faktor exp( 
2
i
) benutzt, welcher zu exp( t
i
) entspricht. Die Berechnung
des letzten Ausdrucks folgt, wenn wir den Ausdruck verstehen:
Z
(0;1)
n

exp(  (w) )  exp(  
i
(w) )


1

2
: : : 
n
1

i
dlog()(166)
=
Z
(0;1)
n

exp(  (w) )  exp(  
i
(w) )

1

i
d
1
d
2
: : : d
n
:
Dieses Integral nimmt als Werte Schnitte von Endomorphismen des komplexizierten B

undels zu E
[n]
.
Wir erl

autern zuerst den Fall n = 1 und schildern kurz weiter zwei Methoden, letztes Integral partiell zu berechnen.
2.3. Der Fall n = p = 1. Sei v das Dierential des Komplexes, und sei v

der adjungierte Operator
bzgl. der nicht deformierten Metrik h. Seien 
(
i)
1
; : : : ; 
(
i)
k
i
die (Schnitte von) streng positiven Eigenwerten des
selbstadjungierten positiven Operators vv

+ v

v, eingeschr

ankt auf E
i
. Es ist:
ch
D
(; 1)  reg
Z
$ exp(  t(vv

+ v

v) ) N $
dt
t
=
X
i
( 1)
i
i reg
Z
Spur
 
exp(  t(vv

+ v

v) ) eingeschr

ankt auf E
i

dt
t
=
X
i
( 1)
i
i reg
Z
Spur ( exp(  tdiag(
1
; : : : ; 
k
i
) ) )
=
X
i
( 1)
i
i Spur diag

reg
Z
exp( t
(
i)
1
)
dt
t
; : : : ; reg
Z
exp( t
(
i)
k
i
)

=
X
i
( 1)
i
i Spur diag

  ln
(
i)
1
; : : : ;  ln
(
i)
k
i

=  
X
i
( 1)
i
i ln( 
(
i)
1
: : : 
(
i)
k
i
)
=  
X
i
( 1)
i
i det( (vv

+ v

v) eingeschr

ankt auf E
i
) :
Es entsteht die sogenannte Superdeterminante von (vv

+ v

v).
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2.4. Erste Methode: Der Dierentialoperator P (; @).
Definition 2.1. P (; @) ist der Dierentialoperator

1
@
@
1
+ 
2
@
@
2
+   + 
n
@
@
n
:
Wegen der Homogenit

at vom Grad 2 von (w) (und von 
i
(w) auch) bzgl.  := (
1
; 
2
; : : : ; 
n
) gilt f

ur eine
beliebige reell{analytische Funktion f = f(x) auf (0;1):
P (; @) f((w)) = f
0
((w))  P (; @)((w)) = f
0
((w))  2(w) ;
P (; @)

f((w))  
1

2
: : : 
n
1

i

= [ P (; @) f((w)) ] 
1

2
: : : 
n
1

i
+ f((w))

P (; @) 
1

2
: : : 
n
1

i

= 2 [ f
0
((w)) (w) + qf((w)) ] 
1

2
: : : 
n
1

i
:
Sei g eine stetige Funktion auf [0;1). Wir denieren im Falle q  1 (eventuell f

ur komplexe q mit Realanteil > 1)
die stetige Funktion I
q
g auf [0;1) durch
I
q
g(x) :=
1
x
q
Z
x
0
y
q
g(y)
dy
y
:
Diese Funktion erf

ullt die Dierentialgleichung: (I
q
g)
0
(x)  x+ q(I
q
g)(x) = g(x),
da gilt [ (I
q
g)
0
(x) x+ q(I
q
g)(x) ] x
q 1
= [ x
q
(I
q
g)(x) ]
0
. Wir k

onnen also f

ur die spezielle Funktion f auf [0;1),
f(x) := e
 x
, ausgehend von (166) schreiben:
Z
(0;1)
n

f( (w) )  f( 
i
(w) )


1

2
: : : 
n
1

i
dlog()
=
Z
(0;1)
n
P (; @)


(I
q
f)( (w) )  (I
q
f)( 
i
(w) )


1

2
: : : 
n
1

i

dlog()
=
X
j
(
Z
(0;1)
n
 1

(I
q
f)( (w) )  (I
q
f)( 
i
(w) )


1

2
: : : 
n
1

i
dlog(
(i)
)
)






j
=1

j
=0
:
Im letzten Ausdruck steht 
(i)
f

ur (
1
; : : : ; 
i
; : : : ; 
n
), wobei die i{te Komponente entf

allt.
2.4.1. Iterierte Anwendung des Operators I
q
. Der letzte Ausdruck l

at w

unschen, da eine erneute Anwen-
dung des gleichen Tricks erfolgen soll. Es gilt:
(I
q
I
q
: : : I
q
| {z }
k mal
g)(x) =
1
x
q
Z
x
0
dx
1
x
1
Z
x
1
0
dx
2
x
2
: : :
Z
x
k 2
0
dx
k 1
x
k 1
Z
x
k 1
0
x
q
k
g(x
k
)
dx
k
x
k
=
1
x
q
Z
0<x
k
<<x
1
<x
dx
1
x
1
: : :
dx
k 1
x
k 1
x
q
k
g(x
k
)
dx
k
x
k
=
1
x
q
Z
0<x
k
<x
x
q
k
g(x
k
)
dx
k
x
k
Z
x
k
<<x
1
<x
dx
1
x
1
: : :
dx
k 1
x
k 1
=  
1
x
q
Z
0<x
k
<x
x
q
k
g(x
k
) ln
k 1

x
k
x

dx
k
x
k
:
Es gibt jedoch Schwierigkeiten, die iterierte Anwendung des Operators I
q
ins Spiel zu bringen, wie der folgende
Unterabschnitt es verdeutlicht.
2.4.2. Anwendung der ersten Methode f

ur ein

ahnliches Integral. Wir ersetzen den Ausdruck (w) durch
eine diagonale Bilinear{Form in drei Variablen, um die Anwendung der Methode zu veranschaulichen: Es gilt:
Z
(0;1)
3
[ e
 (ax
2
+by
2
+cz
2
)
  e
 (ax
2
+by
2
+z
2
)
] dx dy
dz
z
=

Z
1
0
e
 ax
2
dx

Z
1
0
e
 by
2
dy

Z
1
0
[ e
 cz
2
  e
 z
2
]
dz
z

=
1
2
r

a
1
2
r

b
( 2 ln c) =  

2
p
ab
ln c :
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Sei erneut f(x) := e
 x
. Alternativ k

onnen wir folgenden Weg w

ahlen:
Z
(0;1)
3
[ e
 (ax
2
+by
2
+cz
2
)
  e
 (ax
2
+by
2
+z
2
)
] dx dy
dz
z
=
Z
(0;1)
3
[ f(ax
2
+ by
2
+ cz
2
)  f(ax
2
+ by
2
+ z
2
) ] xy
dx
x
dy
y
dz
z
=
Z
(0;1)
3

x
@
@x
+ y
@
@y
+
z
@
@z

[ (I
1
f)(ax
2
+ by
2
+ cz
2
)  (I
1
f)(ax
2
+ by
2
+ z
2
) xy ]
dx
x
dy
y
dz
z
=
Z
(0;1)
2
[ (I
1
f)(ax
2
+ by
2
+ cz
2
)  (I
1
f)(ax
2
+ by
2
+ z
2
) ] xy
dy
y
dz
z





1
x=0
(167)
 
Z
(0;1)
2
[ (I
1
f)(ax
2
+ by
2
+ cz
2
)  (I
1
f)(ax
2
+ by
2
+ z
2
) ] xy
dx
x
dz
z





1
y=0
(168)
+
Z
(0;1)
2
[ (I
1
f)(ax
2
+ by
2
+ cz
2
)  (I
1
f)(ax
2
+ by
2
+ z
2
) ] xy
dx
x
dy
y





1
z=0
:(169)
Man kann zeigen, da die ersten zwei Integrale, welche dann an den Stellen x = 0;1 und y = 0;1 ausgewertet
werden, verschwinden. Wir betrachten das dritte Integral: Da I
1
f(x) = (1  e
 x
)=x ist, untersuchen wir separat
die Integrale:
J
1
:=
Z
(0;1)
2

1
ax
2
+ by
2
+ cz
2
 
1
ax
2
+ by
2
+ z
2

dx dy und(170)
J
2
:=
Z
(0;1)
2
"
e
 (ax
2
+by
2
+cz
2
)
ax
2
+ by
2
+ cz
2
 
e
 (ax
2
+by
2
+z
2
)
ax
2
+ by
2
+ z
2
#
dx dy :(171)
Das erste Integral kann explizit berechnet werden:
J
1
=
Z
1
0
dy
Z
1
0

1
ax
2
+ by
2
+ cz
2
 
1
ax
2
+ by
2
+ z
2

dx
=

2
p
a
Z
1
0
dy
"
1
p
by
2
+ cz
2
 
1
p
by
2
+ z
2
#
=

2
p
a
1
p
b
h
ln(y
p
b+
p
by
2
+ cz
2
)  ln(y
p
b+
p
by
2
+ z
2
)
i





1
z=0
=

2
p
ab
ln
y
p
b+
p
by
2
+ cz
2
y
p
b+
p
by
2
+ z
2





1
z=0
:
Die Auswertung f

ur z = 1 verschwindet, und an der Stelle y = 0 ist der Grenzwert  

4
p
ab
ln c. Diese ist eine
Konstante in z, liefert also f

ur die Dierenz f

ur z = 1 und z = 0 keinen Betrag. Wir betrachten nun das zweite
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Integral:
J
2
=
Z
(0;1)
2
"
e
 (ax
2
+by
2
+cz
2
)
ax
2
+ by
2
+ cz
2
 
e
 (ax
2
+by
2
+z
2
)
ax
2
+ by
2
+ z
2
#
dx dy
=
1
p
ab
Z
(0;1)
2
"
e
 (x
2
+y
2
+cz
2
)
x
2
+ y
2
+ cz
2
 
e
 (x
2
+y
2
+z
2
)
x
2
+ y
2
+ z
2
#
dx dy
=
1
p
ab
Z
r2(0;1)
Z
2(0;

2
)
"
e
 (r
2
+cz
2
)
r
2
+ cz
2
 
e
 (r
2
+z
2
)
r
2
+ z
2
#
rdr d
=

4
p
ab
Z
2(0;1)
"
e
 (+cz
2
)
+ cz
2
 
e
 (+z
2
)
+ z
2
#
d
=

4
p
ab

Z
1
z
2
e
 c
d

 
Z
1
z
2
e
 
d


=

4
p
ab
Z
1
z
2
 
e
 c
  e
 

d

:
Der Grenzwert in J
2
f

ur z !1 ist Null, und f

ur z ! 0 erhalten wir  

4
p
ab
ln c.
Diese Berechnungen illustrieren das Verhalten der Integrale (167), (168), (169) auch im allgemeinen Fall.
2.5. Zweite Methode. F

ur  2 (0;1) substituieren wir  = , wobei  2 (0;1) und  = (
1
; : : : ; 
n
) 2
S
n 1
+
. Dabei ist S
n 1
+
= f(
1
; : : : ; 
n
) 2 (0;1)
n 1
: 
2
1
+   + 
2
n
= 1g. Das Ma d auf (0;1)
n
entspricht
dem Ma 
n 1
d d. Es gilt f

ur eine komplexe Zahl s mit positivem Realanteil f

ur die {Regularisierung:
1
,(2s)
Z
(0;1)
n
exp(  (w)() ) 
2s
i
1

i
d
=
1
,(2s)
Z
2S
n 1
+
Z
2(0;1)
exp(  
2
(w)() ) 
2s

2s
i
1

i

n 1
d d
=
1
,(2s)
Z
2S
n 1
+

2s
i
d

i
Z
1
0
exp(  
2
(w)() ) 
2q+2s
d

=
1
2,(s)
Z
2S
n 1
+

2s
i
d

i
( (w)() )
 (q+s)
,(q + s)
=
1
2
s(s+ 1) : : : (s+ q   1)
Z
2S
n 1
+
( (w)() )
 (q+s)

2s
i
d

i
:
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