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The problem of non-confluence and strong comparison of solutions of one-dimensional It8 
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in the case of non-degenerate diffusion coefficient are given. In the case of possibly degenerate 
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1. Introduction 
The investigation of comparison problems for stochastic differential equations 
(SDE’s) started with Skorohod in the beginning of the sixties (see Skorohod, 1965, 
Chapter 5). Comparison theorems for solutions of SDE’s and their applications to 
the study of sample paths properties of solutions were then treated by several authors 
(these include Gihman and Skorohod, 1972; Yamada, 1973; Ikeda and Watanabe, 
1981; Nakao, 1983). More recently the problem of strong comparison of solutions 
of one-dimensional SDE and the closely related non-confluent property of solutions, 
also in the multidimensional case, were studied under the assumption of the Lipschitz 
continuity of the coefficients by Doss and Lenglart (1978), Emery (1981) and 
Uppman (1980,1982). The case of less regular coefficients was considered by Yamada 
and Ogura (1981) and Yamada (1986). They propose sufficient conditions for the 
strong comparison and non-confluence of solutions of the one-dimensional SDE 
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with continuous diffusion and drift coefficients 
dX, = a( r, X,) dB, + b( t, X,) dr, (1.1) 
and show by means of examples that, in a certain sense, these conditions are the 
best possible. 
The present paper is devoted to the study of the above properties of solutions 
under rather general hypotheses on the diffusion coefficient and with possibly 
discontinuous drift term. We still assume that the diffusion coefficient is bounded 
away from zero, and therefore our results are closely related to those of Yamada 
(1986). 
The paper is organized as follows. The main results concerning the non-confluence 
and strong comparison of solutions of SDEs of the form (1.1) are given in Sections 
3 and 5 respectively. In contrast to the papers of Yamada and Ogura (1981) and 
Yamada (1986) where the authors apply the classical M’s formula in a sophisticated 
manner, our approach is based on the method of semimartingafe exponentiafs 
initiated by Uppman (1980). The application of this method permits, in particular, 
us to allow discontinuities of the drift coefficient. However the diffusion coefficient 
is supposed to be continuous in the state variable and therefore in particular the 
problem posed by Yamada (1986) of whether the non-confluent property of solutions 
is valid if the diffusion coefficient satisfies the condition of LeGall (1983) (or Nakao, 
1983) remains open. 
Section 4 is devoted to the study of the homeomorphic property of the random 
field given by the collection of solutions starting at an arbitrary initial position. This 
result is now classical in the case of the Lipschitz continuous coefficients (see, e.g., 
Meyer, 1981; Uppman, 1982; Kunita, 1984). In view of the non-confluence of 
solutions established in Section 3, in order to prove the ‘one to one’ property of 
the considered map, it suffices to guarantee the existence of the jointly continuous 
version of this random field (for the ‘onto’ property we refer e.g. to Yamada and 
Ogura, 1981). 
Let us mention that, in order to abbreviate the exposition, we assume throughout 
that the diffusion and drift coefficients are bounded functions, this implies in 
particular that no explosion occurs in a solution to the considered equation. By 
applying the standard localization technique, one easily checks that our results 
remain valid in the case of locally bounded coefficients, if one considers the solutions 
only up to the stopping time 5 = ..$r A &, where 5, and & stand for the explosion 
times of solutions. 
In the final Section 6 we deal with the SDE with the diffusion coefficient (possibly 
degenerate) satisfying the local time condition of Barlow and Perkins (1984). It is 
well known (see Yamada and Ogura, 1981) that the comparison in the weak sense 
of solutions does not necessarily imply the strong comparison. We introduce the 
notion of almost strong comparison, intermediate between comparison in a weak 
sense and strong comparison. We give a sufficient condition which assures the almost 
strong comparison of solutions, provided that the comparison in a weak sense holds. 
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An application of this result to the study of the behaviour of a solution with respect 
to the zeros of the diffusion coefficient is given. 
2. Preliminaries 
For readers convenience we collect here some results of stochastic calculus based 
on the It6 stochastic integral with respect to continuous semimartingales (see, for 
instance, Ikeda and Watanabe, 1981; Elliott, 1982; Rogers and Williams, 1987). 
Let (0, 9, 3,, P) be an underlying probability space, with the filtration (g,)tGw+ 
satisfying the usual conditions, endowed with the one-dimensional Brownian motion 
B,. Suppose that a, b: R, x R-, R are bounded Bore1 measurable functions, and 
consider the one-dimensional non-homogeneous SDE 
I I 
x,=x0+ 
I 
ds, Xl dBs + 
I 
b(s, Xl ds, (2.1) 
0 0 
t E R,, where the initial value X0 is an sO-measurable random variable. By a solution 
of the equation (2.1) is meant any continuous s,-adapted process X,, such that 
(2.1) holds for each t E R+, P-a.s. Clearly X, is then a continuous semimartingale 
and the equality (2.1) gives its canonical decomposition. 
We shall make a frequent use of the notion of the semimartingale (or Doleans) 
exponential 8(Z) for a continuous semimartingale Z,, satisfying 2, = 0 (recall that 
by convention Zo_ = 0 for any process Z,). The process 8(Z) is the unique solution 
of the SDE 
x,=1+ 
I 
1 
X, dZ,, 
0 
or more explicitly 
g(Z), = exp(Z, -4(Z),), (2.2) 
where (Z), stands for the quadratic variation process of Z. It is also well known 
that for any continuous semimartingale H,, the unique solution of the SDE 
I 
* 
x,=FI,+ X dZ 
0 
has the form 
x, = 8(Z), g(Z);’ 4X -UT Z>s); 
in particular 
I 
I 
X, = g(Z), 8(Z),’ dH, 
0 
if H, is a process of finite variation. 
(2.3) 
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We shall now describe briefly the basic properties of the semimartingale local 
time which we shall need in what follows. The (right) local time at a of a continuous 
semimartingale 2 is the continuous increasing process Lp(Z) given by the Tanaka- 
Meyer formula 
(2.4) 
for c1 E Iw and t EIW+ (sgn(x) = 1 if x> 0, and -1 if XG 0). Yor (1978) established 
the existence of a version of (L:(Z): a E R, t E W,} which is jointly continuous in t 
and right-continuous with left limits in a. Moreover, 
I 
, 
Lf(Z) - L;-(z) = 2 4z.,=u, d& (2.5) 
0 
where A, is the process of finite variation from the canonical decomposition of Z, 
Z, = Z,,+ M, + A,. Finally we also have 
L;-(z) = Lf(-2) (2.6) 
for CZEW and 1~iR,. 
3. Non-confluence of solutions of SDE 
In this section we give sufficient conditions for the non-confluent property of 
solutions of the SDE (2.1). Suppose that on a certain filtered probability space 
(0, y, SC,, P) equipped with a Brownian motion B, we have two continuous adapted 
processes Xi, i = 1,2, satisfying 
I t 
xf = xi+ cr(s, Xi,, dB, + b(s, X:, ds (3.1) 
for tkzlR +, i=l,2. 
Definition 3.1. We say that the non-confluent property of solutions of the SDE (2.1) 
holds if on the set {Xi # Xi} we have, P-as., X: # X: for all t E R,, i.e., 
{Xt s’ Xgj = {Xi f X:, t E W,} P-a.s. 
Theorem 3.2. Suppose that the bounded Bore1 measurable functions a, b : IF&+ x R + R 
satisfy the followjng hyputheses: 
(Hl) 7Irere exists an increasingfunction rp :R+R such that 
(a(t,x)--(t,y))2~(x-Y)((P(x)--(y)) 
forxay, x,yER, tER+. 
(3.2) 
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(H2) There exists a positive constant E > 0 such that 
lU(C x)12 e 
221 
(3.3) 
(H3) There exists an increasing function I,!J :R + K! such that 
Ib(~,x)-bkY)l+(x)-IL(Y)l 
forx,yeR, tER+. 
(3.4) 
Then the non-confluent property of solutions of SDE (2.1) holds. 
Remark 3.3. Observe that the hypotheses (Hl)-(H2) are sufficient for the pathwise 
uniqueness of solutions of the equation (2.1) (cf. LeGall, 1983). It is also well known 
(see Yamada and Ogura, 1981) that in general, that is to say when the diffusion 
coefficient may vanish, the pathwise uniqueness of solutions does not imply their 
non-confluence. The problem of whether such an implication is valid in the case 
where the diffusion coefficient is bounded away from zero remains, to our knowledge, 
open. 
Remark 3.4. By virtue of the assumptions (Hl) and (H3), for any fixed t E R+, the 
function a( t, . ) is absolutely continuous and the function b( t, 0) is of finite variation. 
Yamada (1986) established in particular the non-confluent property in the case of 
non-degenerate time-independent diffusion coefficient a(x) under the hypotheses: 
(T absolutely continuous with square integrable derivative (in the sense of Schwartz 
distributions). One easily checks that our hypotheses (Hl)-(H2) cover this case. 
The proof of the theorem is preceded by the following useful proposition. 
Proposition 3.5. Let X be a continuous semimartingale with the canonical decomposition 
X, = X,,+ M, + A,. Suppose that 
I 
I 
X;*d(M),+ ‘lX,l-‘dlA,l<+m (3.5) 
0 I 0 
for each t E R,. Then 
{X,>O}={X,>O, tER+} and {Xo<O}={X,~O, tER+} P-a.s. 
Proof. Let 7 be a stopping time given by 
7=inf{tER+: X,=0} (infO=+co). 
By virtue of the It8 formula we have 
I 
I 
x;’ = x,’ - X;*dX,+ ‘Xi3d(M), 
0 I 0 
on the stochastic interval 10, 70. Set 
Z,=- ‘x;‘dX,+ 
I 
Xi* d(M),. 
0 
(3.6) 
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The inequality (3.5) implies that 2, is a continuous semimartingale. Moreover we 
may rewrite (3.6) as 
I 
t 
x;’ = xo1-t” X;’ dZ,. 
0 
In view of the formula (2.3) this yields 
x;’ = X,‘8(2), 
on 10, T[. The last formula implies immediately that r = +co on the set {X0 # 0} and 
the assertion of the proposition now easily follows by the strict positivity of the 
semimartingale exponential 8(Z). 17 
Proof of Theorem 3.2. Without loss of generality we may assume that cp = +. Evidently 
x:-x:=x;-x:-t J t (x:-x:) dZ,, 0 
where 
2, = J t 4% xs> - ds, xi> dB +f bff, x3 -b(s, xt> ds 0 J x:-x.; s 0 x:-x.: 
(by convention O/O = 0). In view of Proposition 3.5 it suffices to show that 
’ 
I= 
J-i 
(ds, x3 - ds, xt)i’+ INS, X3 - MS, X.31 
0 w-x:,” IXS-Xl I ds < +oo 
for each t E R, . By hypotheses (Hl) and (H3) we have 
Is2 ‘Idx-dx:)l 
J 0 Ix:-x:l ds- 
In order to show that the last integral is finite for each t E iw,, one may apply the 
standard arguments due to LeGall (1983) taking in view the hypothesis (H2) (for 
details see, for instance, Rutkowski, 1987, p. 208). The assertion of the theorem now 
follows exactly as in the proof of Proposition 3.5; more precisely we have 
x:-x:=(x;-x;)zY(z), 
for fejW+. El 
Remark 3.6. Observe that, since cr is continuous in x by (Hl), we have, for each 
fixed t E [w+, either a( t, x) 3 E for all x E Iw, or c( t, x) 6 --F for all x E IF& 
Example 3.7. Consider the SDE of the form 
xt=xo+ J ‘O+$‘Cj‘WL 0 (3.7) 
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where LY E Ii, l[. By standard calculus one checks that for each (Y there exists a 
positive constant 6 = 6((u) > 0 such that 
(Xa -ye)24(x-y)(xP -yP), 
if 0 < y < x < 6, where p = (Y -i. Therefore the diffusion coefficient (+( f, x) = 1+ tlxl” 
satisfies the hypothesis (Hl) on the set [0, T] x Iw for any T> 0, with 
P(X) = 
1 
CXP, if x E [0, 6[, 
C(Gp+x-6), if xE[S,+oO[, 
and cp(-x) = -q(x), where C = C(T) > 0 depends only on T. 
By the classical results concerning the existence and uniqueness of solutions of 
the SDEs, the equation (3.7) admits, on any filtered probability space endowed with 
the Brownian motion B,, a unique strong non-exploding solution. Since the bounded- 
ness of the coefficients is not essential in the proof of Theorem 3.2, we conclude 
that the non-confluent property of solutions of the considered equation holds. Let 
us remark that Ouknine (1989) established the non-confluent property under the 
assumption that 
EE L4([0, T] x R) 
for any T > 0. Evidently in our case this condition is not satisfied if (Y E 14, a]. 
4. Solutions of SDE as homeomorphisms on 03 
Consider the stochastic differential equation 
I 
I 
x:=x+ (T(s, X:) dB, + b(s, X:) ds (4.1) 
0 
for teIW+ and XER. We assume throughout that the bounded Bore1 measurable 
coefficients u and b satisfy the hypotheses (Hl)-(H3). As was already mentioned 
this equation has then, for every initial position x E Iw, a unique strong (global) 
solution XT. Consider now the two-dimensional random field %= {XT: 
(t, x) E R, xIW, w E 0). It is well known (see, e.g., Meyer, 1981; Uppman, 1982; 
Kunita, 1984) that in the case of the SDE with Lipschitz continuous coefficients, 2 
induces the stochastic flow of homeomorphisms on IR. 
The following theorem extends this result to our hypotheses. 
Theorem 4.1. Suppose that the bounded Bore1 measurable coeficients u and b satisfy 
the hypotheses (Hl)-(H3). 
Then there exists a modijcation @ of 2’ such that, for each t E R,, the map x + 2’: 
is a homeomorphism of R onto itseli P-a.s. 
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The proof rests on the following lemma which establishes the existence of a 
continuous version of E. 
Lemma 4.2. Under the hypotheses of Theorem 4.1, there exists a modification 9 of d 
such that for almost all w, the map (t, x) + 27 is continuous. 
Proof. By virtue of the It6 formula we have 
(XT-X:)*=(x-y)*+ ‘2(X:-X:)d(X:-X:)+(Xx-X”), 
where 
=(x-y)‘+ ‘(X:-Xi’)*dZ,, 
I 0 
Z 
, 
= 
I 
t 2(d% x:1 - 4% X3) dB 
x:-x; 
s 
0 
’ 
+ li 2(&s, x3 - 6, XT)) + (4% x3 - 4% WY 0 x:-x; I ds (x:-x:)’ ’ 
t E IR,. By applying the same arguments as in the proof of Theorem 3.2 one checks 
that Z, is a continuous semimartingale, therefore by formula (2.3) we get 
(X:-X~)2=(X-y)2~(Z)*, tfR+. 
Set 
7, = inf{t E R.,.: g{Z), 2 n}, 
for n EN. Clearly r,, f -t-co as n tends to +CO, and 
E sup (Xx-X”)* “n(x-y)* 
OS;sGf > 
on the stochastic interval [IO, r,,[, for each n EN. An application of the suitable 
version of the Kolmogorov lemma (see Meyer, 1981; Yor, 1978) provides the 
existence of the version _%: of X.: jointly continuous in (t, x) on the interval I[O, T~[, 
a.s. w. Letting n tend to +CO we get the existence of the jointly continuous version 
& of the random field E. Cl 
Proof of Theorem 4.1. Clearly we may assume that X: is jointly continuous in (t, x), 
as. w. By virtue of Theorem 3.2, 
P(X{<XT: tER+,p<q,p,qEQ)=l, 
where Q stands for the set of all rational numbers. The continuity in x of XT, for 
each t E R,, yields 
P(x:<x;y: tElR+,x<y,x,yElR)=l. 
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This proves that for almost all w, the map X;:R + R is a one to one continuous 
function for all t E R,. 
The onto property of the map X; follows exactly as in the proof of Theorem 3.1 
in Yamada and Ogura (1981), in view of the boundedness of the coefficients (T and 
b. Clearly the inverse map is also continuous for all t E R,, a.s. w. This shows that 
the map X; gives a homeomorphism of R onto itself for all t E R,, a.s. w. 0 
Remark 4.3. Observe that the assertion of Theorem 4.1 remains valid if the bounded- 
ness of the coefficients is replaced by the linear growth condition 
a’( t, x) + b2( t, x) < C( 1 + x2), 
for any T > 0, (t, x) E [0, T] x Iw, where C = C(T) depends only on T. 
5. Strong comparison of solutions of SDEs 
In this section the strong comparison of solutions of two stochastic differential 
equations with the common diffusion coefficient and distinct drift terms is studied. 
The first result of this type was proved by Doss and Lenglart (1978), in the case of 
the SDEs with smooth coefficients. A more general case of continuous, possibly 
degenerate, coefficients was examined by Yamada and Ogura (1981). The sufficient 
conditions for the strong comparison of solutions proposed by these authors are 
rather closed to the Holder continuity of the coefficients. Note that our result (see 
Theorem 5.1) does not cover the results of Yamada and Ogura, as we restrict 
ourselves to the case of non-degenerate diffusion coefficients. 
Consider the SDEs 
I 
I 
I 
f 
x:=x;+ a(s,X',) dB,+ bi(s, Xi) ds, (5.1) 
0 0 
i = 1,2, where w and bi, i = 1,2, are the bounded Bore1 measurable functions. The 
following theorem provides the sufficient conditions for the strong comparison of 
solutions of SDEs (5.1). 
Theorem 5.1. Let (+ and b, (or b2) satisfy rhe hypotheses (Hl)-(H3). Suppose moreover 
that 
inf(b,(s,x)-b,(s,x))aO, I\-a.e., 
SGR, 
and one of the following two conditions is in force: 
(i) XA<Xz; 
(5.2) 
(ii) XAs Xi and there exists a positive constant 6 > 0 such that for each t E 10, S[, 
inf (bZ(s, x) - b,(s, x))> 0, A-a.e. 
s~lO,Q 
(5.3) 
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7’hen, if Xf , i = 1,2, are solutions of the stochastic di#erential equation (5.1), we have 
P(x:<x:: t>O)= 1, (5.4) 
i.e., the strong comparison of solutions holds. 
Proof. In our proof we follow Revuz and Yor (1990), who consider the case of the 
Lipschitz continuous coefficients. To start with observe that the difference of two 
solutions may be represented as 
x:-x:=x;-x:,-c J t 48, X5)-ds, x.3 (x’_x’) dB 0 x:-x.; s s s 
+ ‘b,(s,XI)-b~(s,X:)(~“_~‘)~ J x:--x,: s ss 0 
+ 
J 
’ (b,(s, Xft - Us, Xt>> ds 
0 
=Ht+ ‘(X:-X;)dz,, J 0 
for t E !I%+, where H, is a continuous increasing process given by 
H,=X;--X:,-t ‘(b,(s,X:)-b,(s,X:))ds, J 0 
and 2, is defined by the formula 
2, = 
J 
’ ds, x3 - 4s, X.3 dB + ’ Us, Xf> - bds, X:t ds 
0 J e-x.: s 0 x:-x.: - 
Without loss of generality we may assume that the coefficient b, satisfies the 
hypothesis (H3). Once again arguing as in the proof of Theorem 3.2 one verifies 
that 2, is a continuous semimartingale. Thus by virtue of the formula (2.3) we get 
x:-x: =8(Z), J 
I Rzf,’ df& (5.5) 0 
for t E R,. Clearly in case (i) the formula (5.5) directly implies the assertion of the 
theorem, as we have simply 
x:-x:= %(z),(x;-x;) 
and the semimartingale exponential ‘8(Z), is strictly positive. In case (ii) we shall 
apply the density of occupation time formula (see, for instance, Rogers and Williams, 
1987, p. 104), in order to show that 
P(&>O: t>0)=1. (5.6) 
Actually, since 
u-2(t,X)~K, (t,x)ER+XR, 
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for some positive constant K, we get 
Htz ‘(bZ(~,X:)-b,(s,X:))ds J 0 
= J ’ (b2(s, X:>- b,(s, X:))a-‘(s, X:) d(X’), 0 
2=K J J da ’ (b2(s, a) -b,(s, a)) dLT(X*) R 0 
ZK 
J 
inf (b2(s, a) - b,(s, a))Ly(X*) da, 
R sslO,t[ 
t E R,. In view of the hypothesis (H2), it is possible to show that (see Lemma 3.9 
in Revuz and Yor, 1990) 
P(#(X2)>0: t>0)=1, 
combining this with the inequality (5.3) we get (5.6). Clearly (5.5) and (5.6) imply 
the needed property (5.4), thus we are done. q 
It is easily seen that, when XA = Xi = x0 E Iw, the condition (ii) may be weakened 
as follows: 
There exists a posive constant 6 > 0 such that for each t E IO, S[, the inequality 
(5.3) holds on the interval 1x0- 6, x0+ 6[, A-a.e. 
6. Almost strong comparison of solutions of SDEs 
Once again we deal with the SDEs of the form 
J 
I 
J 
f x;=x;+ ( (s, Xi) dB, + bi(s, Xi) ds, (6.1) 
0 0 
x;s x;, with the bounded Boreal measurable coefficients (+ and bi, i = 1,2. In 
contrast with the previous sections, we do not assume here that the diffusion 
coefficient (T is bounded away from zero. Let us recall the following definition due 
to Barlow and Perkins (1984). 
Definition 6.1. We say (T verifies (LT) if, whenever Xi, i = 1,2, satisfy 
dXf=o(t,Xf)dB,+dVf, teR+, (6.2) 
where Vi, i = 1,2, are continuous processes of finite variation, then L?( X2 - X’) = 0 
for teR+. 
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It is well known (see Remark 4.2 in Yamada and Ogura, 1981), that the (LT) 
condition imposed on u is not sufficient for the strong comparison of solutions of 
(6.1), even if the drift coefficients are constants satisfying b, < b,. On the other hand 
the comparison (in the weak sense) of solutions holds in this case, i.e., 
P(x: 6 x:: t E W,) = 1. 
We now introduce an intermediate form of the comparison property. 
Definition 6.2. We say that the almost strong comparison of solutions holds if 
X: <X:, P@h-a.e., or equivalently 
I,,; S$j d t = 0, P-a.s. 
Clearly the strong comparison of solutions implies the almost strong comparison, 
and this in turn provides the comparison in the weak sense. Moreover we have the 
following result. 
Proposition 6.3. Suppose that v satisjes (LT) and b, < b,. Then the almost strong 
comparison of solutions of SDEs (6.1) holds if and only if the comparison (in the weak 
sense) holds. 
Proof. Evidently it suffices to prove the ‘if’ part. By virtue of the comparison in the 
weak sense of solutions we have 
J 
+CC I,,:,til ds = 0, P-a.s., 
0 
thus in order to get the assertion, it suffices to show that 
J 
+a0 Zfx: =yr ds = 0, P-a.s. 
0 
(6.3) 
The local time condition (LT) implies Ly(X2 - X’) = 0 for all t E R,, and also by 
virtue of (2.6), 
L~-(x2-x1)=L~(x’-x2)=o 
for all t E R,. The formula (2.5) now yields 
L~(x~-x’)-L~-(x2-x’) 
= 2 
J 
’ (h(S, X:) - b,(s, X:))&c:=x:~ ds = 0, 
0 
t E Iw, _ In view of the assumption b, < b,, the last equality implies (6.3). This ends 
the proof. I7 
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Corollary 6.4. Suppose that u satisfies (LT) and the functions br, b2 satisfy the 
condition (3.3) of Barlow and Perkins (1984). Then the almost strong comparison of 
solutions of SDEs (6.1) holds. 
Proof. The assertion of the corollary is a straightforward consequence of Proposition 
6.3 and the comparison in the weak sense established by Barlow and Perkins 
(1984). 0 
Recall that in order to assure the above mentioned condition it suffices to suppose 
that the functions b, , b, are jointly continuous in (t, x) and b, < bz. 
Example 6.5. Let a( t, x) = 1~1~‘~~ b,( t, x) = 0 and b2( t, x) = b for some positive con- 
stant b > 0, (t, x) E R, x [w. By Remark 4.2 of Yamada and Ogura (1981) the strong 
comparison of solutions is not valid in this case. On the other hand the above 
coefficients satisfy the assumptions of Corollary 6.4, therefore the almost strong 
comparison of solutions holds. 
We shall now apply the notion of the almost strong comparison to the study of 
the behaviour of a solution with respect to the zeros of the diffusion coefficient. The 
related results in the case of smooth coefficients were obtained by Doss and Lenglart 
(1978). 
Let IV, = {x E Iw: a( t, x) = 0 for all t E R,}. 
Proposition 6.6. Suppose that 
(i) the di$usion coeficient o satisfies (LT); 
(ii) c, d E N,, c < d, and there exists a positive constant 6 > 0 such that 
b(t,x)>S forxE[c,c+6], tER+, 
b(t,x)<-6 forxE[d-6,d], tER+, 
(iii) P(Xo~ [c, d]) = 1. 
Then for a solution X, of the SDE (2.1) we have 
X, E ]c, d[, POA-a.e. (6.4) 
Proof. It suffices to show that X, < d, POA-a.e., the inequality X, > c can be treated 
in a similar manner. Also, in view of the continuity of a solution, it suffices to study 
its behaviour in a neighbourhood of d. Thus we may assume without loss of generality 
that b < -S everywhere. Now let Y, be a solution of the stochastic differential 
equation with no drift 
f 
Y,=d+ 
I 
a(s, Y,) dB,, (6.5) 
0 
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t E R, . Observe that in particular we have X,, < Y,, , P-as. An application of Corollary 
6.4 yields 
Xz< Y, POX-a.e. 
On the other hand, the (LT) condition is sufhcient for the pathwise uniqueness of 
solutions of SDE with no drift term, thus the unique solution of the equation (6.5) 
is Y, = d, as by assumption a( t, d) = 0 for all t E !R+ . We conclude that 
X, < d, POh-a.e., 
and for the same reasons the second inequality in (6.4) is also true. cl 
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