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a`s minhas mulheres, Sandra, Alice, Laura e Marta.

...quando, ao tentar fazer investigac¸a˜o, dou comigo a`s vezes a construir
esquemas cada vez mais abstractos, sem finalidade, comec¸o a ver o sorriso,
entre iro´nico e afectuoso, de Bento Carac¸a, e julgo ouvir a sua voz a dizer-
me, com lhaneza alentejana: “Amigo, voceˆ por esse caminho arrisca-se a ficar
perdido em congeminac¸o˜es escola´sticas: vai ser como um moinho, que mexe
e remexe, sem ter nada dentro para moer.”Acordo enta˜o do meu devaneio, e
prometo a mim mesmo ser mais razoa´vel da´ı por diante.
J. Sebastia˜o e Silva, Bento Carac¸a e o ensino da Matema´tica em Portugal,
Dia´rio da Repu´blica, 25 Junho de 1968.
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Resumo
Estudamos a dinaˆmica de sistemas na˜o-auto´nomos perio´dicos que teˆm
como espac¸o de fases o cilindro. Sempre que o sistema for dissipativo a
aplicac¸a˜o de Poincare´ tem um atractor. Procuramos condic¸o˜es para que
este atractor seja ou na˜o homeomorfo ao c´ırculo. Motivados pelos resultados
obtidos por M. Levi e independentemente por Q. Min, S. Xian e Z. Jinyan
estudamos aplicac¸o˜es a` equac¸a˜o do peˆndulo forc¸ado com atrito. Encontramos
relac¸o˜es com a trabalho de R. A. Smith que utilizamos no estudo de sistemas
de osciladores acoplados e equac¸o˜es ordina´rias de ordem n.
Palavras chave: Atractor, sistema dissipativo, peˆndulo, espac¸o de fases
cil´ındrico.
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Abstract
We study the dynamics of non-autonomous and periodic systems with a
cylindrical phase space. Whenever the system is dissipative the Poincare´ map
has an atractor. We look for conditions which ensure that this atractor is
homeomorphic or not to the circle. Motivated by previous results by M. Levi
and independently by Q. Min, S. Xian, and Z. Jinyan we study applications
to the forced pendulum equation with friction. We find connections with
the work of R. A. Smith and we apply it to the study of coupled pendulum
equations and ordinary differential equations of order n.
Key words: Attractor, dissipative system, pendulum, cylindrical phase
space.
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Notac¸a˜o
Esta e´ uma lista das notac¸o˜es de uso corrente usadas ao longo desta tese.
As notac¸o˜es menos comuns na literatura sera˜o introduzidas ao longo do texto.
Desta forma, em principio na˜o sera´ estritamente necessa´rio ler esta secc¸a˜o
para entender o texto.
Denotamos por Mn×m(R) (Mn×m(C)), o espac¸o vectorial das matrizes
com n linhas e m colunas com entradas em R (em C). Dado um elemento
M ∈ Mn×m(C) denotamos por M∗ a matriz transconjugada de M . A matriz
diagonal sera´ denotada por diag(x1, . . . , xn) e trM sera´ a soma dos elementos
da diagonal principal de uma matriz. A matriz identidade em Mn×n(R) sera´
denotada por In. Consideramos em particular o espac¸o R
n = Mn×1(R) das
matrizes coluna. Neste espac¸o, dados dois elementos x, y ∈ Rn, consideramos
o produto interno x∗y e a norma Euclideana ‖x‖. Dados x1, . . . , xp ∈ Rn
designamos por span{x1, . . . , xp} o subespac¸o gerado por estes elementos.
Denotamos por σ(M) o conjunto dos valores pro´prios de M e por |M | a
norma espectral de M i.e.
|M | = inf
‖u‖≤1
‖Mu‖ = (maxσ(M∗M))1/2.
Dados dois subconjuntos A e B de X, denotamos por A\B conjunto dos
elementos que pertencem a A e na˜o pertencem a B. Se todos os elementos
de A esta˜o em B (ou mesmo se A = B) escrevemos A ⊂ B, finalmente, se
A e B sa˜o disjuntos, denotamos por A∪˙B a unia˜o disjunta. Se X for um
espac¸o vectorial e R ∈ X escrevemos A+R = {x+R : x ∈ A}. Se X for um
espac¸o me´trico com uma distaˆncia d definimos
d(x,A) = inf
u∈A
d(x, u).
Se X for um espac¸o topolo´gico, denotamos por A o fecho, intA o interior e
∂A a fronteira de A.
xiii
Consideramos os espac¸os Ci(R/kZ) das func¸o˜es reais de varia´vel real, de
classe Ci e k−perio´dicas.
Dada uma func¸a˜o f : Rn → Rm denotamos por f ′(x) o Jacobiano de f
em x. Se f for linear denotamos por Kerf e Rankf o nu´cleo e a imagem de
f , respectivamente.
Dada uma func¸a˜o f : X → X escrevemos
fn(x) = (f ◦ f ◦ . . . ◦ f︸ ︷︷ ︸
n vezes
)(x)
e
f−n(x) = (f−1 ◦ f−1 ◦ . . . ◦ f−1︸ ︷︷ ︸
n vezes
)(x)
sempre que estes estejam definidos. Diremos que um conjunto B ⊂ X e´
positivamente invariante para f se f(B) ⊂ B e invariante se f(B) = B.
Denotamos por deg o valor do grau de Brouwer, teoria esta que assumi-
mos conhecida. Finalmente usamos a abreviatura c.q.d de “como quer´ıamos
demonstrar”para indicar o fim de uma demonstrac¸a˜o e a abreviatura q.t.p.
para “quase todo o ponto ”.
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Introduc¸a˜o
Dado c > 2, a aplicac¸a˜o de Poincare´ associada a` equac¸a˜o do peˆndulo peri-
odicamente forc¸ado com atrito{
x′ = v
v′ = −cv − sin x + p(t) , (x, v) ∈ R/Z× R (1)
teˆm um atractor homeomorfo ao c´ırculo. Este resultado foi provado por M.
Levi [Le] e independentemente por Q. Min, S. Xian, Z. Jinyan [MiXiJi] e
formou a base inicial do nosso trabalho. Pretend´ıamos, por um lado es-
tudar se a estimativa obtida para c era o´ptima e por outro lado encontrar
condic¸o˜es gerais que garantissem que um sistema dissipativo no cilindro tenha
um atractor homeomorfo ao c´ırculo.
Dado um sistema na˜o-auto´nomo da forma
x′ = F (t, x), x ∈ Rn, (2)
onde F e´ T -perio´dica em t e R-perio´dica em x, podemos ver o espac¸o de fases
como o espac¸o cociente Rn/RZ, que e´ um cilindro com n dimenso˜es. Diremos
que um sistema deste tipo e´ dissipativo quando existir um subconjunto do
cilindro que intercepte todas as o´rbitas dadas por iteradas da aplicac¸a˜o de
Poincare´ P ; a um tal conjunto chamaremos uma janela. Como estamos a tra-
balhar em dimensa˜o finita (em particular num espac¸o localmente compacto)
vamos ver que isto e´ equivalente a` existeˆncia de uma janela B positivamente
invariante pela aplicac¸a˜o de Poincare´. Chamamos atractor ao o conjunto⋂
n∈N
P
n
(B),
que e´ o maior conjunto invariante para a aplicac¸a˜o de Poincare´.
Observa´mos que quando a dissipac¸a˜o e´ forte temos tipicamente um atrac-
tor homeomorfo ao c´ırculo. Neste caso, a aplicac¸a˜o de Poincare´ restrita ao
atractor e´ conjugada com um homeomorfismo do c´ırculo, pelo que podemos
definir um nu´mero de rotac¸a˜o. A teoria dos homeomorfismos do c´ırculo
permite-nos obter bastante informac¸a˜o sobre a dinaˆmica dentro do atractor.
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Reformula´mos os trabalhos [Le] e [MiXiJi] e mostra´mos que dadas h(x) e
g(t, x) 1-perio´dicas em x, com min h = c > 0 e H(x) =
∫ x
0
h(s)ds, a equac¸a˜o{
x′ = v −H(x)
v′ = −g(t, x) , (x, v, t) ∈ R×R× R/TZ,
e´ tal que sempre que o conjunto{
g(t, x)− g(t, y)
x− y ∈ R : (t, x, y) ∈ R/TZ×R× R
}
e´ limitado e tem c2/4 como majorante, o atractor associado e´ homeomorfo ao
c´ırculo. O nosso resultado tem a vantagem de tratar o caso na˜o diferencia´vel.
Por outro lado, mostra´mos que a existeˆncia de soluc¸o˜es sub-harmo´nicas in-
versamente insta´veis (ver [Lev]) implica que o atractor na˜o seja homeomorfo
ao c´ırculo. Este e´ um resultado que depende do facto de estarmos a trabalhar
em duas dimenso˜es. Usa´mos este resultado para construir um contra-exemplo
que mostra que o limite c2/4 e´ o´ptimo. Mais tarde chega´mos a` conclusa˜o que
este mesmo facto podia ser observado a partir de uma classe de equac¸o˜es
auto´nomas do tipo das estudadas por F. Tricomi nos anos 30.
Os resultados obtidos para dimensa˜o 2 na˜o sa˜o facilmente generaliza´veis
a dimenso˜es maiores; uns simplesmente porque a geometria se torna mais
complicada outros porque dependem intrinsecamente da dimensa˜o. Contudo,
mostra´mos que existem relac¸o˜es com uma condic¸a˜o introduzida por R. A.
Smith que consiste em encontrar uma forma quadra´tica de ı´ndice 1 em Rn
e um nu´mero λ > 0 de tal forma que e2λtV (x1(t) − x2(t)) seja decrescente
para cada par de soluc¸o˜es x1 e x2 de (2). Mostra´mos que sempre que esta
condic¸a˜o e´ verificada o atractor e´ homeomorfo ao c´ırculo. Dada agora uma
equac¸a˜o do tipo
y′ = Cy + J(t, y), (t, y) ∈ R/TZ×Rn/RZ, (3)
onde C e´ uma matriz com um valor pro´prio nulo e todos os restantes com
parte real negativa, foi provado por R. A. Smith que a condic¸a˜o acima e´
satisfeita sempre que a constante de Lipschitz de J na segunda varia´vel for
inferior a µ(λ)−1, definido por
µ(λ)−2 = inf
ω∈R
min σ{(C + λI − iwI)(C∗ + λI + iwI)}.
Embora tenhamos chegado a uma condic¸a˜o aparentemente simples para que o
atractor seja homeomorfo ao c´ırculo, na pra´tica a quantidade µ(λ) na˜o e´ fa´cil
de calcular. Podemos todavia fazer uma mudanc¸a de varia´vel conveniente de
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forma a facilitar o ca´lculo desta quantidade. Gostar´ıamos agora de aplicar
estes resultados a algumas classes particulares de equac¸o˜es, por exemplo a`
equac¸a˜o de n peˆndulos acoplados
u′′ + γu′ + Au+ S(t, u) = 0, (t, u) ∈ R/TZ× Rn/ηZ, γ > 0, η ∈ Rn,
onde A e´ uma matriz sime´trica com um valor pro´prio nulo e todos os restantes
α2 ≤ . . . ≤ αn positivos (supomos que esta˜o escritos de acordo com a sua
multiplicidade). O caso auto´nomo foi estudado por M. Qian, W. Qin e S.
Zhu [QiQiZh] e t´ınhamos esperanc¸as que com este novo me´todo o pude´ssemos
generalizar. Podemos escrever o sistema na forma de (3)(
u′
v′
)
=
(
0 In
−A −γIn
)(
u
v
)
+
(
0
S(t, u)
)
e depois de uma mudanc¸a de coordenadas conveniente chegamos a` conclusa˜o
que o atractor associado e´ homeomorfo ao c´ırculo sempre que a constante de
Lipschitz de S na segunda varia´vel verificar
K <
γ −√γ2 − 4α2
8
min
i=1,...,n
√
|γ2 − 4αi|.
Obtivemos desta forma um resultado independente do obtido em [QiQiZh].
Finalmente estuda´mos a equac¸a˜o
x(n) + an−1x(n−1) + . . .+ a2x′′ + a1x′ = g(t, x, x′, . . . , x(n−1)), t ∈ R/TZ,
onde g e´ uma func¸a˜o perio´dica em x e a1, . . . , an−1 sa˜o constantes reais. Esta
equac¸a˜o pode ser escrita como (3) da forma habitual e tambe´m aqui obtemos
uma estimativa para os valores ai’s para os quais o atractor associado e´
homeomorfo ao c´ırculo.
3
4
Cap´ıtulo 1
Atractores de sistemas
perio´dicos e dissipativos
Consideremos um sistema de equac¸o˜es diferenciais em Rn
x′ = F (t, x) (1.1)
onde F : R×Rn → Rn e´ uma func¸a˜o cont´ınua e verifica as seguintes condic¸o˜es
de periodicidade:
F (t+ T, x) = F (t, x),
F (t, x+ R) = F (t, x),
para todo o (t, x) ∈ R × Rn; T ∈ R e´ uma constante positiva e R e´ um
vector na˜o nulo de Rn. Vamos supor, ao longo de toda a tese, que para cada
(t0, x0) ∈ R× Rn, o problema de condic¸o˜es iniciais{
x′ = F (t, x)
x(t0) = x0
(1.2)
tem uma e uma so´ soluc¸a˜o x(t) = x(t; t0, x0), definida num intervalo maxi-
mal ]w−(t0, x0),+∞[⊂ R, i.e. assumimos que as soluc¸o˜es esta˜o bem definidas
para todo o t ≥ t0. Pretendemos neste cap´ıtulo formalizar uma base de tra-
balho que nos permita estudar a dinaˆmica de sistemas do tipo de (1.2). Na
secc¸a˜o seguinte vamos definir a aplicac¸a˜o de Poincare´ associada a (1.1) e de
seguida introduzimos o espac¸o quociente Rn/RZ, que sera´ o espac¸o de fases
natural para a equac¸a˜o (1.1). A Secc¸a˜o 1.2 sera´ dedicada ao conceito de dis-
sipac¸a˜o. Veremos tambe´m como a existeˆncia de um conjunto positivamente
invariante para a aplicac¸a˜o de Poincare´ implica a existeˆncia de um atractor
para as sucesso˜es dadas por iteradas desta aplicac¸a˜o. Estudaremos final-
mente algumas propriedades destes atractores. Na Secc¸a˜o 1.3 estudaremos
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condic¸o˜es para que certos sistemas (perturbac¸o˜es de sistemas lineares) sejam
dissipadores; muitos dos modelos estudados ao longo desta tese sera˜o deste
tipo. Finalmente, na u´ltima secc¸a˜o apresentaremos condic¸o˜es gerais para que
estes atractores sejam homeomorfos ao c´ırculo.
1.1 A aplicac¸a˜o de Poincare´ e o espac¸o de
fases
Definimos a aplicac¸a˜o de Poincare´ em Rn
P : Rn → Rn
P (x0) = x(T ; 0, x0).
Como assumimos que temos existeˆncia e unicidade para o problema de
condic¸o˜es iniciais (1.2), P e´ uma func¸a˜o bem definida e bijectiva entre Rn
e P (Rn). Podemos ainda concluir que temos dependeˆncia cont´ınua nas
condic¸o˜es iniciais (ver [Har], pa´g.94), logo P e´ cont´ınua com inversa cont´ınua
i.e. P e´ um homeomorfismo entre Rn e P (Rn). Podemos tambe´m deduzir
que P (Rn) e´ um aberto em Rn.
Definimos uma relac¸a˜o de equivaleˆncia em Rn
x ∼ y ⇔ x− y ∈ RZ;
cujo conjunto de classes de equivaleˆncia designamos por C. Representaremos
por x, ou simplesmente por x, a classe de equivaleˆncia de x ∈ Rn. Esta
relac¸a˜o de equivaleˆncia identifica cada hiperplano r perpendicular a R com o
hiperplano paralelo r + R. A soma de elementos de C, dada da forma obvia
x+ y = x+ y,
torna C um grupo. Consideremos a func¸a˜o
d : C × C → R
d(x, y) = inf
u∈x−y
‖u‖,
e os conjuntos (ver Figura 1.1)
Si =
{
x ∈ Rn : (i− 1/2)‖R‖2 ≤ x∗R < (i+ 1/2)‖R‖2} , i ∈ Z,
que formam uma partic¸a˜o disjunta de Rn. Para cada par x, y ∈ C
d(x, y) = d(x− y, 0) = ‖u0‖
6
S-1
S1
S0
R
Figura 1.1:
onde u0 ∈ Rn e´ o u´nico elemento em x− y ∩ S0. Na˜o e´ dif´ıcil verificar que d
e´ uma distaˆncia em C. Deste modo C e´ um espac¸o me´trico. Consideremos a
projecc¸a˜o cano´nica
e : Rn → C
x→ x.
Vamos ver que esta func¸a˜o define a topologia em C.
Proposic¸a˜o 1.1.1. Um conjunto U ⊂ C e´ aberto em C sse e−1(U) e´ aberto
em Rn.
Dem. A projecc¸a˜o cano´nica e´ cont´ınua. De facto, se xn → x em Rn enta˜o
para n grande d(xn, x) = ‖xn− x‖, logo e(xn)→ e(x). Conclu´ımos que se U
e´ aberto em C enta˜o e−1(U) e´ aberto em Rn.
Se U ⊂ C e´ tal que e−1(U) e´ aberto em Rn e se (xn)n∈N e´ uma sucessa˜o
a convergir para x ∈ U , enta˜o d(xn, x) = ‖un‖, onde un ∈ xn − x ∩ S0. Se
un = xn− x+ inR enta˜o (xn + inR)n∈N converge para x ∈ int(e−1(U)) e logo
xn+inR ∈ e−1(U), ou seja e(xn+inR) = xn ∈ U , para n grande. Conclu´ımos
que U e´ aberto em C. c.q.d.
A u´ltima proposic¸a˜o mostra que a topologia criada por d em C e´ a maior
topologia para a qual a projecc¸a˜o cano´nica e´ cont´ınua. Na˜o e´ dif´ıcil de ver
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que o espac¸o C e´ um grupo topolo´gico com esta topologia. Quando n = 2 C
e´ homeomorfo ao cilindro topolo´gico.
Se x for soluc¸a˜o de (1.1) enta˜o, dada a periodicidade de F na segunda
varia´vel, x + R tambe´m e´ soluc¸a˜o. Conclu´ımos que
x(t; 0, x+ R) = x(t; 0, x) + R
e em particular
P (x+ R) = P (x) + R.
Fica enta˜o bem definida a aplicac¸a˜o de Poincare´ em C por
P : C → C
x→ P (x) = e(P (x)) = x(T ; 0, x).
Proposic¸a˜o 1.1.2. A func¸a˜o P : C → P (C) e´ um homeomorfismo.
Dem. Vamos comec¸ar por ver que P e´ injectiva. Dados x0 = x1 em C, se
por absurdo x(T ; 0, x0) = x(T ; 0, x1) enta˜o existe k ∈ Z tal que x(T ; 0, x0) =
x(T ; 0, x1) + kR = x(T ; 0, x1 + kR). Por unicidade conclu´ımos que x0 =
x1 + kR, o que e´ um absurdo.
Para provar a continuidade vamos usar a u´ltima proposic¸a˜o e o facto de
P ser um homeomorfismo entre Rn e o aberto P (Rn). Em primeiro lugar
observamos que e−1(P (C)) = P (e−1(C)) = P (Rn) e´ aberto, logo P (C) e´
aberto em C. Se U ⊂ P (C) e´ aberto, enta˜o U e´ aberto em C e logo e−1(C) e´
aberto. Mais, e−1(P
−1
(U)) = P−1(e−1(U)) e´ aberto em Rn, pelo que P
−1
(U)
e´ aberto em C. Conclu´ımos que P e´ cont´ınua. Por outro lado, se U ⊂ C e´
aberto enta˜o e−1(U) e´ aberto em Rn e e−1(P (U)) = P (e−1(U)) e´ aberto em
Rn. Logo P (U) e´ aberto em Rn e tambe´m em P (C). Conclu´ımos que P−1 e´
cont´ınua. c.q.d.
1.2 A dissipac¸a˜o e o atractor
Com vista ao estudo de P vamos comec¸ar por ver algumas propriedades
gerais de homeomorfismos em espac¸os me´tricos localmente compactos.
Definic¸a˜o 1.2.1. Seja f : X → f(X) ⊂ X um homeomorfismo num espac¸o
me´trico localmente compacto X. Um subconjunto compacto W ⊂ X e´ uma
janela de f se para todo o x ∈ X existe n ∈ N tal que fn(x) ∈ W . Diremos
que f e´ dissipativo se tiver uma janela.
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Se X for um espac¸o topolo´gico compacto enta˜o a u´ltima definic¸a˜o e´ triv-
ialmente verificada. Desta forma a u´ltima definic¸a˜o so´ faz sentido em espac¸os
topolo´gicos que na˜o sa˜o compactos.
A pro´xima proposic¸a˜o foi provada em [RiWi1] embora a demonstrac¸a˜o
que apresentamos da segunda implicac¸a˜o seja da autoria do Prof. Dr. Rafael
Ortega.
Proposic¸a˜o 1.2.2. Seja X um espac¸o me´trico localmente compacto e
f : X → f(X) ⊂ X um homeomorfismo. As seguintes proposic¸o˜es sa˜o
equivalentes:
(i) f e´ dissipativo;
(ii) dado qualquer compacto S ⊂ X, existe uma janela W tal que S ⊂ intW ,
f(W ) ⊂W e para todo o x ∈ X existe nx ∈ N tal que fnx(x) ∈ intW ;
(iii) dado qualquer compacto S ⊂ X, existe uma janela W tal que S ⊂ intW
e f(W ) ⊂ intW .
Dem. Vamos comec¸ar por demonstrar que (i) ⇒ (ii). Seja W uma janela
de f . Dado que X e´ localmente compacto, podemos considerar um com-
pacto Ŵ de tal forma que S ∪W ⊂ intŴ . Em particular Ŵ e´ uma janela
para f . Para cada x ∈ X existe nx ∈ N tal que fnx(x) ∈ W ⊂ intŴ .
Por continuidade, para cada x ∈ X existe Ux, vizinhanc¸a de x, tal que
fnx(Ux) ⊂ intŴ . Seja Ux1 , . . . , Uxm uma subcobertura finita de Ŵ e r =
max{nx1, . . . , nxm}. Consideramos o compacto W1 = ∪rk=0fk(Ŵ ), que veri-
fica f(W1) = ∪rk=1fk(Ŵ ) ∪ f r+1(Ŵ ) ⊂ W1 ∪ f r+1(Ŵ ). Se mostrarmos que
f r+1(Ŵ ) ⊂W1, enta˜o W1 e´ a janela procurada. De facto, dado x ∈ f r+1(Ŵ )
existe y ∈ Ŵ tal que x = f r+1(y). Por outro lado, y ∈ Uxi para algum
1 ≤ i ≤ m pelo que x = f r+1−nxifnxi (y) ∈ f r+1−nxi (Ŵ ) ⊂W1.
Vamos ver agora que (ii) ⇒ (iii). Seja W uma janela nas condic¸o˜es de
(ii). Tal como na parte anterior, vamos considerar uma janela Ŵ de tal
forma que S ∪W ⊂ intŴ . Definimos a func¸a˜o
V (x) =
∞∑
i=0
2id(f i(x), Ŵ ).
Dado x ∈ X, por (ii), existe uma vizinhanc¸a U de x e nx ∈ N tal que
fn(U) ⊂ W ⊂ Ŵ qualquer que seja n > nx. Desta forma, V esta´ definida
em U pela soma finita de func¸o˜es cont´ınuas. Conclu´ımos que V e´ uma func¸a˜o
cont´ınua. Temos
V (f(x)) =
∞∑
i=0
2id(f i+1(x), Ŵ ) ≤ 1
2
V (x),
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pelo que, se definirmos
W = {x ∈ X : V (x) ≤ },
temos f(W) ⊂ intW. Como V (x) = 0 sse x ∈ Ŵ temos S ⊂ intŴ ⊂
W. Se para algum 0, W0 for compacto enta˜o o resultado fica provado.
Consideremos outro compacto W˜ tal que Ŵ ⊂ intW˜ . Se
0 =
1
2
inf
x∈X\ W
d(x, Ŵ ) > 0
temos W0 ⊂ W˜ , pelo que W0 e´ compacto. c.q.d.
Gostar´ıamos de enfatizar que a equivaleˆncia dada na u´ltima proposic¸a˜o so´
e´ poss´ıvel devido ao facto de X ser localmente compacto. Em [Ha] podemos
ver o que se passa quando X na˜o e´ localmente compacto.
Exemplo 1.2.3. Consideremos a equac¸a˜o na˜o-auto´noma em R2{
θ′ = 1
v′ = −v + sin t ,
Tomando R = (1, 0)∗ e T = 2π obtemos um problema do tipo de (1.1). Este
sistema tem soluc¸o˜es
x(t; t0, θ0, v0) =
(
(t− t0) + θ0, e−(t−t0)
(
v0 − sin t0 − cos t0
2
)
+
sin t− cos t
2
)∗
,
(1.3)
pelo que a aplicac¸a˜o de Poincare´ esta´ definida em todo o plano por
P (θ0, v0) =
(
2π + θ0, e
−2π
(
v0 +
1
2
)
− 1
2
)∗
.
Observemos que se P = (P1, P2)
∗,∣∣∣∣P2(θ0, v0)− (−12
)∣∣∣∣ = e−2π ∣∣∣∣v0 − (−12
)∣∣∣∣ ,
logo, dado c1 > 0, o conjunto
B =
{
(θ, v) ∈ C :
∣∣∣∣v − (−12
)∣∣∣∣ < c1}
e´ uma janela para P . Conclu´ımos que P e´ dissipativa.
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Consideremos agora um sistema do tipo de (1.1) e a sua aplicac¸a˜o de
Poincare´ P no cilindro. Se P for dissipativa, pela proposic¸a˜o anterior podemos
tomar uma janela B tal que P (B) ⊂ intB, obtemos enta˜o
. . . P
n
(B) ⊂ P n−1(B) ⊂ . . . ⊂ P 2(B) ⊂ P (B) ⊂ B. (1.4)
Consideremos a intersecc¸a˜o de todos estes compactos
A =
∞⋂
n=0
P
n
(B).
Este tipo de construc¸a˜o e´ cla´ssico, veja-se [Lev] ou [Pl]. A pro´xima proposic¸a˜o
descreve algumas das propriedades de A.
Proposic¸a˜o 1.2.4. O conjunto A e´ na˜o vazio, compacto, invariante para a
aplicac¸a˜o de Poincare´ e na˜o depende de B.
Dem. Consideremos uma sucessa˜o tal que xn ∈ P n(B). Dado que esta
sucessa˜o esta´ dentro de um compacto, podemos extrair uma subsucessa˜o
convergente para x. Obviamente que x ∈ P n(B) para todo o n ∈ N, logo
x ∈ A = ∅.
O conjunto A e´ fechado e esta´ contido dentro do compacto B pelo que
tambe´m e´ compacto.
Dado que
P (A) =
∞⋂
n=0
P
n+1
(B) =
∞⋂
n=0
P
n
(B) = A,
o conjunto A e´ invariante para a aplicac¸a˜o de Poincare´.
Vamos agora demonstrar a u´ltima parte da proposic¸a˜o. Seja B
′
uma
outra janela de P tal que P (B
′
) ⊂ intB′. Para cada x ∈ B existe nx ∈ N tal
que P
nx
(x) ⊂ intB′ e dado que P e´ cont´ınua existe uma vizinhanc¸a de x, Ux
tal que P
nx
(Ux) ⊂ B′. Como B e´ compacto existe um nu´mero finito destas
vizinhanc¸as que o cobre, digamos {Ux1, . . . , Uxk}. Se n0 = max{nx1, . . . , nxk}
enta˜o P
n
(B) ⊂ intB′, para todo o n ≥ n0. Conclu´ımos enta˜o que A ⊂ A′ =
∩∞n=0P
n
(B
′
). De forma ana´loga se prova que A′ ⊂ A. c.q.d.
Ao conjunto A chamamos um atractor para a aplicac¸a˜o de Poincare´ em
C. A pro´xima proposic¸a˜o justifica esta designac¸a˜o.
Proposic¸a˜o 1.2.5. Para cada x ∈ C
d(P
n
(x),A)→ 0,
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quando n → ∞ e a convergeˆncia e´ uniforme em cada conjunto compacto
S ⊂ C.
Dem. Vamos ver que
sup
x∈Pn(B)
d(x,A)→ 0,
quando n → ∞. Caso contra´rio, para todo o n ∈ N existe xn ∈ B tal que
d(P
kn
(xn),A) >  > 0 para alguma sucessa˜o kn → +∞ e  > 0. Como
P
kn
(xn) ∈ B, podemos extrair uma subsucessa˜o convergente para x ∈ B.
Finalmente, tendo em conta o encaixe dos compactos P
kn
(B), conclu´ımos
que x ∈ P kn(B) para todo o n ∈ N e logo x ∈ A; o que e´ um absurdo. Dado
um conjunto compacto S, pela Proposic¸a˜o 1.2.2 podemos supor que S ⊂ B,
pelo que
sup
x∈Pn(S)
d(x,A)→ 0,
quando n →∞. c.q.d.
A relac¸a˜o de equivaleˆncia em R,
x ∼ y ⇔ x = y + k, k ∈ Z
define uma partic¸a˜o em R. Denotamos como habitualmente T1 = R/Z o
conjunto dos elementos desta partic¸a˜o. Denotamos por x os elementos de
T1, onde x e´ um dos elementos de x. Este conjunto possu´ı naturalmente
uma estrutura de grupo. Dada a projecc¸a˜o cano´nica
τ : R→ T1
x→ x,
consideramos a maior topologia em T1 para a qual τ e´ cont´ınua. Deste modo
obtemos uma estrutura de grupo topolo´gico para T1.
Consideremos um subespac¸o vectorial F de Rn de dimensa˜o n−1, tal que
R ∈ F . Se Q for a projecc¸a˜o sobre F tal que KerQ = span{R}, definimos
uma func¸a˜o de C sobre T1 da seguinte forma:
π : C → T1
π(x) =
1
‖R‖2 [(I −Q)(x)]
∗R.
Proposic¸a˜o 1.2.6. A func¸a˜o π e´ cont´ınua.
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Dem. Dado um aberto A ⊂ T1, pela Proposic¸a˜o 1.1.1, π−1(A) e´ aberto sse
e−1(π−1(A)) e´ aberto. Dado que
e−1(π−1(A)) =
{
x ∈ Rn : 1‖R‖2 (I −Q)x ∈ τ
−1(A)
}
e τ−1(A) e´ aberto, conclu´ımos que π−1(A) e´ aberto em C. c.q.d.
Foi provado em [RiWi2] que a inclusa˜o i : A → C induz um isomorfismo na
cohomologia de Cˇech i∗ : Hˇ∗(C) → Hˇ∗(A), desta forma poder´ıamos concluir
que A na˜o e´ contra´ctil em C, pelo que π/A : A → T1 e´ sobrejectiva. Contudo
vamos demonstrar este facto por uma via mais elementar.
Dado um espac¸o topolo´gico X, chamamos curva fechada em X a uma
aplicac¸a˜o cont´ınua α : [0, 1] → X cuja restric¸a˜o a [0, 1[ e´ injectiva e tal
que α(0) = α(1). Frequentemente vamos identificar α com a sua imagem
{α(t) : t ∈ [0, 1]}. Diremos que duas curvas fechadas α1 e α2 sa˜o homoto´picas
em X se existir uma aplicac¸a˜o cont´ınua H : [0, 1] × [0, 1] → X tal que
H(0, ·) = α1, H(1, ·) = α2 e H(·, 0) = H(·, 1). A` func¸a˜o H chamamos uma
homotopia de α1 para α2.
Lema 1.2.7. Se L e´ uma curva fechada em C tal que π(L) = T1 enta˜o L e´
homoto´pica em C a um ponto.
Dem. Dado que π(L) = T1, existe a ∈ T1 tal que
1
‖R‖2 [(I −Q)L(t)]
∗R = a,
para todo o t ∈ [0, 1]. Deste modo, L esta´ contida em
C\
{
x ∈ C : 1‖R‖2 [(I −Q)x]
∗R = a
}
que e´ homeomorfo a{
x ∈ Rn : a < 1‖R‖2 [(I −Q)x]
∗R < a+ 1
}
que ainda e´ homeomorfo a Rn. Consideremos um homeomorfismo
Φ : C\{x ∈ C : [(I −Q)x]∗R = a} → Rn.
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A aplicac¸a˜o
H : [0, 1]× [0, 1]→ C
(λ, t) → Φ−1(λΦ(L(t)))
e´ uma homotopia de L para o ponto Φ−1(0). c.q.d.
Lema 1.2.8. Sejam X, Y dois espac¸os me´tricos e {Xn}n∈N uma sucessa˜o
de compactos na˜o vazios e encaixados de X, ou seja Xn+1 ⊂ Xn ⊂ X para
todo o n ∈ N. Suponhamos que f : X → Y e´ uma func¸a˜o cont´ınua tal que
f(Xn) = Y para todo o n ∈ N. Enta˜o
f
(⋂
n
Xn
)
= Y.
Dem. E´ o´bvio que f (∩nXn) ⊂ Y . Por outro lado para cada y ∈ Y ex-
iste uma sucessa˜o xn ∈ Xn tal que f(xn) = y. Como {xn}n∈N esta´ contida
no compacto X1, podemos extrair uma subsucessa˜o (que ainda notamos por
{xn}n∈N) convergente para x ∈ X1. Dado que os conjuntos Xn esta˜o encaixa-
dos, conclu´ımos que x ∈ Xn para todo o n ∈ N e logo x ∈ ∩nXn. Finalmente,
por continuidade, f(xn) tende para f(x) = y logo y ∈ f (∩nXn). c.q.d.
Proposic¸a˜o 1.2.9. Suponhamos que a aplicac¸a˜o de Poincare´ associada a`
equac¸a˜o (1.1) e´ dissipativa, enta˜o π(A) = T1.
Dem. Consideremos a curva fechada
L : [0, 1]→ C
L(t) = tR.
Usando o Lema 1.2.2 consideremos uma janela B de P tal que P (B) ⊂ intB e
L ⊂ B. Temos que A = ∩nP n(B) e pelo u´ltimo lema so´ temos de demonstrar
que
π(P
n
(B)) = T1,
para todo o n ∈ N. Como P n(L) ⊂ P n(B), basta demonstrar que π(P n(L)) =
T1, para todo o n ∈ N. O que e´ obviamente va´lido para n = 0. Consideremos
a homotopia
H : [0, 1]× [0, 1]→ C
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(λ, t)→ x(λn; 0, tR).
Temos que H(0, t) = L(t), H(1, t) = P
n
(L(t)) e H(·, 0) = H(·, 1). Con-
clu´ımos que P
n
(L) e´ homoto´pica a L. Dado que L na˜o e´ obviamente ho-
moto´pica a um ponto, conclu´ımos pelo Lema 1.2.7 que π(P
n
(L)) = T1. c.q.d.
Na u´ltima parte desta secc¸a˜o vamos ver que sempre que P contrai a´reas
A tem medida nula. Partindo da medida de Lebesgue m(·) em Rn podemos
definir uma medida no cilindro C. Se A ⊂ C e´ tal que a intersecc¸a˜o da imagem
inversa de A pela projecc¸a˜o cano´nica com S0, e
−1(A) ∩ S0, e´ mensura´vel,
definimos
mC(A) = m(e−1(A) ∩ S0).
Necessitamos de alguns lemas auxiliares.
Lema 1.2.10. Para cada x ∈ P (Rn) existe i ∈ N tal que x + iR ∈ P (S0).
Dem. Relembremos que, para cada x ∈ Rn, P (x + iR) = P (x) + iR. Seja
x ∈ P (Rn) e y ∈ Rn tal que x = P (y). Assim, se i ∈ N for tal que y+iR ∈ S0
temos P (y + iR) = P (y) + iR = x+ iR. c.q.d.
Lema 1.2.11. Temos⋃˙
i∈N
[(P (S0) ∩ Si)− iR] = P (Rn) ∩ S0.
Dem. Para cada x ∈ P (Rn) ∩ S0 seja i ∈ N tal que x + iR ∈ P (S0), temos
enta˜o x+ iR ∈ P (S0)∩Si ou seja x ∈ (P (S0)∩Si)− iR. A inclusa˜o reciproca
e´ obvia.
Vamos agora ver que a unia˜o e´ disjunta. Seja i = j. Se por absurdo
x ∈ (P (S0) ∩ Si)− iR e x ∈ (P (S0) ∩ Sj)− jR enta˜o existem x1, x2 ∈ S0 tal
que
x = P (x1)− iR = P (x2)− jR ⇔ P (x1) = P (x2 + (i− j)R),
logo x1 = x2 + (i− j)R; o que e´ um absurdo. c.q.d.
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Lema 1.2.12. Seja A ⊂ P (Rn) um conjunto mensura´vel e com a propriedade
de A + R = A. Enta˜o
m(A ∩ S0) = m(A ∩ P (S0)).
Dem. De facto, pelo lema anterior,
m(A∩S0) = m
(
A ∩
⋃˙
i∈N
[(P (S0) ∩ Si)− iR]
)
=
∑
i∈N
m(A∩[(P (S0)∩Si)−iR])
=
∑
i∈N
m(A ∩ P (S0) ∩ Si − iR) =
∑
i∈N
m(A ∩ P (S0) ∩ Si)
= m
(⋃˙
i∈N
(A ∩ P (S0) ∩ Si)
)
= m
(
A ∩
⋃˙
i∈N
(P (S0) ∩ Si)
)
= m(A ∩ P (S0)).
c.q.d.
Na hipo´tese adicional de que F seja suficientemente regular podemos
enunciar a seguinte proposic¸a˜o:
Proposic¸a˜o 1.2.13. Suponhamos que a aplicac¸a˜o de Poincare´ e´ dissipativa.
Se F ∈ C0,1(R× Rn) e
divxF (t, x) =
n∑
i=1
∂Fi
∂xi
(t, x) < −c < 0
enta˜o mC(A) = 0.
Dem. Consideremos a soluc¸a˜o geral de (1.1), x(t) = x(t; t0, x0). Dada uma
condic¸a˜o inicial x0 ∈ Rn, a func¸a˜o
Y : R→Mn×n(R)
Y (t) =
∂
∂x0
x(t; 0, x0)
e´ soluc¸a˜o da equac¸a˜o variacional (ver [Har], pa´g.95){
Y ′(t) = ∂
∂x
F (t, x(t; 0, x0))Y (t)
Y (0) = In
.
Utilizando a fo´rmula de Liouville (ver [Har], pa´g.46) obtemos
detP ′(x0) = det Y (T ) = e
 T
0
tr ∂
∂x0
F (s,x(s;0,x0))ds < e−cT < 1.
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Conclu´ımos que 0 < detP ′(x0) < e−cT < 1, para todo o x0 ∈ Rn.
Para cada n ∈ N o conjunto P (e−1(P n(B))) verifica as condic¸o˜es do lema
anterior; podemos enta˜o concluir que
mC(P
n
(B)) = m(P (e−1(P
n−1
(B))) ∩ S0)
= m(P (e−1(P
n−1
(B)) ∩ S0)) = m(e−1(P n−1(B)) ∩ S0) detP ′(x)
≤ e−cTm(e−1(P n−1(B)) ∩ S0) = e−cTmC(P n−1(B)).
Assim, para todo o n ∈ N
mC(A) ≤ e−cTmC(P n−1(B)) ≤ e−ncTmC(B).
Dado que n e´ arbitra´rio, o resultado fica provado. c.q.d.
Na verdade, as condic¸o˜es de regularidade para F na u´ltima proposic¸a˜o
poderiam ser enfraquecidas para o caso em que F e´ Lipschitziana, utilizando
a teoria desenvolvida em [Sa].
Exemplo 1.2.14. Consideremos a equac¸a˜o do Exemplo 1.2.3. Tomemos
B =
{
(θ, v) ∈ C :
∣∣∣∣v −(−12
)∣∣∣∣ < c1} ,
obtemos
P (B) =
{
(θ, v) ∈ C :
∣∣∣∣v − (−12
)∣∣∣∣ < e−2πc1}
e mais geralmente
P
n
(B) =
{
(θ, v) ∈ C :
∣∣∣∣v −(−12
)∣∣∣∣ < e−2nπc1} .
Conclu´ımos que
A =
{
(θ, v) ∈ C : v = −1
2
}
.
1.3 Um exemplo t´ıpico de sistema dissipativo
Estudaremos neste cap´ıtulo o sistema de equac¸o˜es em Rn
x′ = Cx + J(t, x), (1.5)
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onde C e´ uma matriz com um valor pro´prio λ1 = 0 com espac¸o pro´prio
unidimensional gerado por um vector R e todos os restantes valores pro´prios
teˆm parte real negativa. Vamos supor que a func¸a˜o J : R × Rn → Rn e´
cont´ınua e para todo o (t, x) ∈ R×Rn
J(t, x + R) = J(t + T, x) = J(t, x),
onde T e´ uma constante positiva. Finalmente, vamos supor que J e´ tal que
(1.5) teˆm existeˆncia e unicidade de soluc¸a˜o para cada conjunto de condic¸o˜es
iniciais. Obtemos desta forma um sistema do tipo de (1.1).
Pretendemos encontrar condic¸o˜es para que a aplicac¸a˜o de Poincare´ asso-
ciada a` equac¸a˜o (1.5) seja dissipativa. Vamos comec¸ar por recordar a forma
cano´nica real de uma matriz (ver [HoJo]).
Teorema 1.3.1. Dada uma matriz C ∈ Mn×n(R), existe S ∈ Mn×n(R)
invertivel e tal que S−1CS e´ uma matriz com a forma⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Bn1(λ1)
Bn2(λ2) 0
. . .
Bnp(λp)
Znq(aq, bq)
0
. . .
Znr(ar, br)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.6)
onde λ1, λ2, . . . , λp sa˜o os valores pro´prios reais de C, na˜o necessariamente
distintos, e aq ± bqi, . . . , ar ± bri, com aq, bq, . . . , ar, br ∈ R, sa˜o os valores
pro´prios complexos de C e n1+ . . .+np+nq+ . . . nr = n. Cada bloco Bnk(λk)
e´ uma matriz de Jordan em Mnk×nk(R) da forma⎛⎜⎜⎜⎝
λk 1 0
λk
. . .
. . . 1
0 λk
⎞⎟⎟⎟⎠ (1.7)
e Znk(ak, bk) e´ uma matriz em Mnk×nk(R) com a forma⎛⎜⎜⎜⎝
N(ak, bk) I2 0
N(ak, bk)
. . .
. . . I2
0 N(ak, bk)
⎞⎟⎟⎟⎠ (1.8)
onde N(ak, bk) =
(
ak −bk
bk ak
)
.
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No caso particular de C ser semelhante a uma matriz da forma de (1.6)
com n1 = · · · = np = 1 e nq = · · · = nr = 2, o que acontece por exemplo
quando cada um dos valores pro´prios tiver multiplicidade alge´brica 1, diremos
que C e´ semi-simples.
Consideremos enta˜o uma matriz invert´ıvel em Mn×n(R) tal que S−1CS
tem a forma de (1.6) e tal que Bn1(λ1) = 0 e´ a matriz nula em M1×1(R).
Consideremos {e1, e2, . . . , en} a base cano´nica em Rn.
Lema 1.3.2. Seja C a matriz do problema (1.5) e suponhamos que
Re(λ) < β (1.9)
para todo o valor pro´prio λ na˜o nulo de C. Enta˜o existe uma matriz invert´ıvel
U tal que
(UCx)∗Ux ≤ β‖Ux‖2
para todo o x ∈ S(span{e2, . . . , en}). Ale´m disso, se C for semi-simples
podemos permitir a igualdade em (1.9).
Dem. A demonstrac¸a˜o e´ adaptada de um resultado semelhante em [HiSm].
Consideramos em primeiro lugar o caso em que C e´ semi-simples. Vamos
supor que Re(λ) ≤ β para todo o valor pro´prio na˜o nulo λ de C. Neste caso,
S ∈ Mn×n(R) e´ tal que
S−1CS =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
λ2 0
. . .
λp (
ap+1 −bp+1
bp+1 ap+1
)
0
. . . (
an−1 −bn−1
bn−1 an−1
)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
onde λ2, . . . , λp sa˜o os valores pro´prios reais de C e λp+1 = ap+1+bp+1i, λp+2 =
ap+1 − bp+1i, . . . , λn = an−1 − bn−1i sa˜o os valores pro´prios complexos de C.
Tomemos a base {Se1, . . . , Sen}, onde Se1 ∈ KerC = span{R}. Deste modo
temos
(S−1CSei)∗ej =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
λi se i = j = 1, . . . , p;
ai ou ai−1 se i = j > p;
−bi−1 se i = p + 2, p + 4, . . . , n e j = i− 1;
bi se i = p + 1, p + 3, . . . , n− 1 e j = i+ 1;
0 em todos os outros casos.
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Assim, se x ∈ S(span{e2, . . . , en}) se escrever como x =
∑n
i=2 xiSei, temos
(S−1Cx)∗S−1x =
n∑
i=2
n∑
j=2
xixj(S
−1CSei)∗ej
=
p∑
i=1
λix
2
i +
∑
i=p+1, p+3,..., n−1
(x2i ai + x
2
i+1ai) ≤ β‖S−1x‖2,
pelo que o resultado e´ verificado com U = S−1.
Consideremos agora o caso geral. Observemos que Rn se decompo˜e numa
soma directa de subespac¸os invariantes por S−1CS, de tal forma que a re-
stric¸a˜o da aplicac¸a˜o linear S−1CS a cada um destes subespac¸os tem como
representac¸a˜o matricial um dos blocos de (1.6). Vamos fazer a demonstrac¸a˜o
no caso em que S−1CS tem a forma⎛⎜⎜⎜⎜⎜⎝
0 0 0 · · · 0
0 λk 1 · · · 0
0 0
. . .
. . .
...
... λk 1
0 · · · λk
⎞⎟⎟⎟⎟⎟⎠ ,
o caso geral tem uma demonstrac¸a˜o ana´loga. Dado  > 0, consideremos a
matriz S = diag(0, 1, , 
2, . . . , n−1), temos
S−1 S
−1CSS =
⎛⎜⎜⎜⎜⎜⎝
0 0 0 · · · 0
0 λk  · · · 0
0 0
. . .
. . .
...
... λk 
0 · · · λk
⎞⎟⎟⎟⎟⎟⎠ .
Consideremos agora a base B = {SSe1, SSe2, . . . , SSen}. Se
x ∈ S(span{e2, . . . , en}) se escrever como x =
∑n
i=2 xiSSei temos
((SS)
−1Cx)∗(SS)−1x =
n∑
i=2
n∑
j=2
xixj(S
−1
 S
−1CSSei)∗ej
=
n∑
i=2
x2iλk +
n∑
i=3
xixi−1 ≤ (λk + (n− 3))‖(SS)−1x‖2.
Pelo que se  for suficientemente pequeno o resultado fica provado com U =
(SS)
−1. c.q.d.
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Vamos denotar por
Λ = −max{Re(λ) : λ e´ um valor pro´prio de C na˜o nulo}
o valor absoluto da maior parte real dos valores na˜o nulos de C.
Vamos de seguida ver condic¸o˜es para que (1.5) seja dissipativa. Em [Pl]
podemos encontrar crite´rios do mesmo tipo para equac¸o˜es definidas em Rn e
onde se supo˜e que todos os valores pro´prios de C sa˜o negativos.
Proposic¸a˜o 1.3.3. Se existirem constantes c1, c2 ∈ R e 0 ≤ p < 1 tal que
‖J(t, x)‖ ≤ c1‖x‖p + c2, (1.10)
para todo o (t, x) ∈ Rn+1, enta˜o a aplicac¸a˜o de Poincare´ associada ao sistema
(1.5) e´ dissipativa.
Proof: Consideremos a projecc¸a˜o sobre S(span{e2, . . . , en}) tal que KerQ =
span{R}. Observemos que, dado x ∈ Rn podemos escrever x = Qx+kR+αR
com α ∈ [0, 1[, k ∈ Z, temos enta˜o
‖J(t, x)‖ = ‖J(t, x+αR)‖ ≤ c1(‖Qx‖+α‖R‖)p+c2 ≤ c1‖Q(x)‖p+‖R‖p+c2.
Aplicando Q a ambos os lados da equac¸a˜o (1.5) e observando que Q
comuta com C, obtemos
Qx′(t) = CQx(t) + QJ(t, x(t)).
Como as condic¸o˜es da u´ltima proposic¸a˜o sa˜o satisfeitas com β = −Λ/2,
consideremos a matriz U tal que
(UCx)∗Ux ≤ −Λ
2
‖Ux‖2,
para todo o x ∈ S(span{e2, . . . , en}). Temos enta˜o
d
dt
‖UQx(t)‖2 = 2(UCQx(t) + UQJ(t, x(t)))∗UQx(t)
≤ −Λ‖UQx(t)‖2 + c4‖UQx(t)‖p+1 + c5‖UQx(t)‖,
para algumas constantes c4, c5. Para cada ρ > 0 consideremos o conjunto
Bρ = {x ∈ C : ‖UQ(x)‖2 ≤ ρ}.
Se fixarmos uma constante ρ0 suficientemente grande de forma a que −Λρ2+
c4ρ
p+1 + c5ρ < −1, para todo o ρ > ρ0, enta˜o se ‖UQx(t0)‖2 = ρ1 > ρ0 temos
‖UQx(t)‖2 < ρ0 para todo o t > t0 + ρ1 − ρ0. Conclu´ımos que B = Bρ0 e´
uma janela para a aplicac¸a˜o de Poincare´. c.q.d.
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1.4 Condic¸o˜es gerais para a existeˆncia de um
atractor homeomorfo a T1
Pretendemos encontrar condic¸o˜es para que o atractor A seja homeomorfo a
T1. Consideremos a seguinte condic¸a˜o:
(F1)
∣∣∣∣∣∣
Consideremos um subspac¸o vectorial F de Rn de dimensa˜o n− 1, tal
que R ∈ F . Suponhamos que para cada par de soluc¸o˜es x1 e x2 de
(1.1) distintas e limitadas em C, temos x1(0)− x2(0) ∈ F .
Pretendemos mostrar nesta secc¸a˜o que se P for dissipativa e se (F1) for
satisfeita enta˜o a func¸a˜o π/A : A → T1 definida na Secc¸a˜o 1.2. e´ um homeo-
morfismo. Mostra´mos na Secc¸a˜o 1.2 que π/A : A → T1 e´ sobrejectiva. Antes
de mostrarmos que (F1) e´ suficiente para que π/A seja injectiva vamos ver
outra caracterizac¸a˜o de A. Consideremos o conjunto de soluc¸o˜es de (1.1)
B = {x : R→ Rn : x e´ soluc¸a˜o de (1.1) limitada em C}.
No pro´ximo lema mostramos que A e´ formado pelos valores que os elementos
de B tomam na origem.
Lema 1.4.1. A = {x(0) : x ∈ B}.
Dem. Para cada y ∈ A tomemos a soluc¸a˜o de (1.1) que em 0 vale y,
x(t) = x(t; 0, y). Temos y = x(0) e vamos mostrar que x ∈ B. Como A e´
invariante para P , para cada n ∈ Z,
P
n
(y) = P
n
(x(0)) = x(nT ; 0, y) ∈ A.
Pelo que x(t) esta´ bem definida em todo o R e x(t) ∈ B para todo o t ∈ R.
Consideremos agora x ∈ B. Pelo Lemma 1.2.2 podemos supor sem perda
de generalidade que x(t) ∈ B, para todo o t ∈ R; em particular, x(−nT ) ∈ B
e logo P
n
(x(−nT )) = x(0) ∈ P n(B) para todo o n ∈ N. Conclu´ımos que
x(0) ∈ A. c.q.d.
Teorema 1.4.2. Supondo que P e´ dissipativa e a condic¸a˜o (F1) e´ satisfeita,
a aplicac¸a˜o π/A e´ um homeomorfismo de A para T1.
Dem. Atendendo ao Lema 1.4.1, consideramos x1, x2 ∈ B tal que x1(0) =
x2(0). Vamos supor, com vista a um absurdo, que π(x1(0)) = π(x2(0)) ou
seja
1
‖R‖2 [(I −Q)x1(0)]
∗R =
1
‖R‖2 [(I −Q)x2(0)]
∗R
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⇔ [(I −Q)(x1(0)− x2(0))]∗R = k‖R‖2, k ∈ Z
⇔ (I −Q)(x1(0)− x2(0)) = kR, k ∈ Z.
Consideremos x˜2 = x2 + kR, x˜2 ainda e´ soluc¸a˜o de (1.1) em B. Ale´m disso,
x˜2(0) = x2(0) = x1(0); logo x˜2 e x1 sa˜o soluc¸o˜es distintas de (1.1) em B tal
que (I − Q)(x1(0) − x˜2(0)) = 0 ou seja, x1(0) − x˜2(0) ∈ F o que da´ um
absurdo com (F1). Conclu´ımos que π/A e´ injectiva. Dado que π/A e´ uma
func¸a˜o injectiva, cont´ınua, definida num compacto e com valores num espac¸o
separado, conclu´ımos que tem inversa cont´ınua. c.q.d.
Gostar´ıamos de salientar que nas condic¸o˜es do teorema anterior, A na˜o
so´ e´ homeomorfo a T1 como e´ mesmo um gra´fico de uma func¸a˜o de T1 em C.
Exemplo 1.4.3. Consideremos a equac¸a˜o do Exemplo 1.2.3. Tomemos F =
span{(0, 1)∗} e Q a projecc¸a˜o ortogonal sobre F . Se x1(t) = x(t; t1, θ1, v1) e
x2(t) = x(t; t2, θ2, v2) sa˜o duas soluc¸o˜es distintas de (1.1) enta˜o por (1.3), x1
e x2 sa˜o limitadas em C sse
vi − sin ti − cos ti
2
= 0, i = 1, 2.
Pelo que se x1, x2 sa˜o limitadas temos que
x1(0)− x2(0) = (−(t1 − t2) + θ1 − θ2, 0)
e´ constante. Se por absurdo x1(0)− x2(0) ∈ F , temos t1 = t2 e θ1 = θ2, pelo
que de (1.3) conclu´ımos que
x1(t) =
(
t− t1 + θ1, sin t− cos t
2
)∗
= x2(t),
o que e´ um absurdo. O Teorema 1.4.2 garante-nos que A e´ homeomorfo a
T1, facto que ja´ t´ınhamos observado no Exemplo 1.2.14.
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Cap´ıtulo 2
A equac¸a˜o do tipo do peˆndulo
com atrito
Como um primeiro exemplo de aplicac¸a˜o da teoria que temos vindo a desen-
volver, tomemos a equac¸a˜o
x′′ + h(x)x′ + g(t, x) = 0, (2.1)
onde h : R → R e g : R2 → R sa˜o func¸o˜es cont´ınuas, que verificam as
seguintes condic¸o˜es de periodicidade
h(x + 1) = h(x),
g(t+ T, x) = g(t, x) = g(t, x+ 1),
para todo o (t, x) ∈ R2 e alguma constante positiva T . Vamos tambe´m supor
que h e´ estritamente positiva, ou seja,
0 < c = min
R
h(x).
Vamos supor que a equac¸a˜o acima tem existeˆncia e unicidade para cada
conjunto de condic¸o˜es iniciais.
Considerando uma das primitivas de h, H(x) =
∫ x
0
h(s)ds, observamos
que x e´ soluc¸a˜o de (2.1) se e so´ se (x, x′ + H(x)) e´ soluc¸a˜o de{
y′1 = y2 −H(y1)
y′2 = −g(t, y1) . (2.2)
O sistema acima tem a forma
y′ = F (t, y)
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com y = (y1, y2)
∗ e F : R × R2 → R2 dada por F (t, y1, y2) = (y2 −
H(y1),−g(t, y1))∗. Escrevendo h = h˜+h, onde h =
∫ 1
0
h(s)ds e
∫ 1
0
h˜(s)ds = 0
obtemos
H(x+ 1) =
∫ x
0
h(s)ds+
∫ x+1
x
[h˜(s) + h]ds = H(x) + h. (2.3)
Deste modo, tomando R = (1, h)∗ obtemos
F (t, y + R) = F (t, y),
para todo o (t, y) ∈ R3, ou seja, o sistema (2.2) e´ do tipo dos estudados no
u´ltimo cap´ıtulo.
No presente cap´ıtulo vamos ver que a aplicac¸a˜o de Poincare´ associada a
(2.2) e´ dissipativa e que se o declive de qualquer secante ao gra´fico de g(t, ·)
for inferior a c2/4 enta˜o A e´ homeomorfo a T1. Na segunda secc¸a˜o mostramos
como o aparecimento de soluc¸o˜es inversamente insta´veis implica que o atrac-
tor na˜o seja topologicamente um c´ırculo. Utilizaremos este resultado para
mostrar que a constante c2/4 e´ optimal. Na u´ltima secc¸a˜o mostraremos o
mesmo facto a partir de uma classe de equac¸o˜es auto´nomas para as quais A
na˜o e´ homeomorfo a T1.
2.1 Existeˆncia de um atractor unidimensional
De (2.3) conclu´ımos que
H(x) = hx + θ(x),
onde θ e´ uma func¸a˜o 1-perio´dica. Na˜o e´ dif´ıcil de concluir que
‖F (t, y)‖ ≤ a‖y‖+ b,
para todo o (t, y) ∈ R × R2 e onde a, b sa˜o constantes reais positivas. Con-
clu´ımos enta˜o que as soluc¸o˜es de (2.2) esta˜o definidas para todo o tempo e
consequentemente a aplicac¸a˜o de Poincare´ e´ um homeomorfismo de R2 nele
pro´prio.
Lema 2.1.1. A aplicac¸a˜o de Poincare´ associada ao sistema (2.2) e´ dissipa-
tiva.
Dem. Observemos que (2.2) pode ser escrito como(
y1
y2
)′
=
(−h 1
0 0
)(
y1
y2
)
+
(
hy1 −H(y1)
−g(t, y1)
)
.
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Desta forma obtemos um sistema do tipo de (1.5) onde
(−h 1
0 0
)
e´ uma
matriz com valores pro´prios 0 e −h e vectores pro´prios associados R e (1, 0)∗
respectivamente. Dado que a func¸a˜o (y1, y2) → (hy1 − H(y1),−g(t, y1))∗ e´
limitada, o resultado sai do Lema 1.3.3. c.q.d.
Pelo lema anterior e do Cap´ıtulo 1 podemos concluir que existe um atrac-
tor A para a aplicac¸a˜o de Poincare´ associada a` equac¸a˜o (2.2) que e´ na˜o vazio
e compacto. Ale´m disso, a Proposic¸a˜o 1.2.9 diz-nos que A se projecta de
uma forma sobrejectiva sobre T1.
Corola´rio 2.1.2. Se g e´ continuamente diferencia´vel na segunda varia´vel
enta˜o mC(A) = 0.
Dem. Temos
divF = −h(y1) < −c < 0,
logo o resultado e´ consequeˆncia da Proposic¸a˜o 1.2.13. c.q.d.
Resta ver em que condic¸o˜es (2.2) verifica (F1).
Teorema 2.1.3. Se existir uma constante c1 tal que
c1 <
g(t, x)− g(t, y)
x− y <
c2
4
,
para todo o (t, x, y) ∈ R3, com x = y, enta˜o π/A e´ um homeomorfismo de A
para T1.
Dem. Pelo Teorema 1.4.2 so´ temos de verificar que a equac¸a˜o (2.2) verifica
a condic¸a˜o (F1). Vamos considerar, neste caso, F = span{(−h, 1)∗} o sube-
spac¸o unidimensional ortogonal a span{R} e a projecc¸a˜o ortogonal Q sobre
F tal que KerQ = span{R}. Consideremos duas soluc¸o˜es x = (x1, x2)∗ e y =
(y1, y2)
∗ de (2.2) distintas, limitadas em C e (ξ, η)∗ = x−y = (x1−y1, x2−y2)∗.
A func¸a˜o (ξ, η) e´ soluc¸a˜o da equac¸a˜o{
ξ′ = η − α(t)ξ
η′ = −β(t)ξ ,
onde
α(t) =
{
H(x1(t))−H(y1(t))
x1(t)−y1(t) se x1(t) = y1(t)
0 se x1(t) = y1(t)
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eβ(t) =
{
g(t,x1(t))−g(t,y1(t))
x1(t)−y1(t) se x1(t) = y1(t)
0 se x1(t) = y1(t)
.
Observemos que α e β na˜o sa˜o necessariamente cont´ınuas embora sejam
mensura´veis e limitadas. Notemos ainda que para todo o t ∈ R para o qual
x1(t) = y1(t) (ou seja ξ = 0) temos α(t) ≥ c e β(t) < c24 . Para todo o ponto
onde ξ = 0 a func¸a˜o γ = η
ξ
verifica
γ′ =
−β(t)ξ2 − η2 + α(t)ξη
ξ2
= −β(t)− γ2 + α(t)γ,
ou seja, γ e´ soluc¸a˜o da equac¸a˜o de Ricatti
γ′ = −γ2 + α(t)γ − β(t). (2.4)
Dado que α e β sa˜o limitadas, se tomarmos uma constante suficientemente
grande obtemos uma sobre-soluc¸a˜o de (2.4), ou seja, uma constante M tal
que γ′(t) < 0 sempre que γ(t) = M . Por outro lado, se para algum t ∈ R
γ(t) = c/2 enta˜o
γ′(t) = −γ2 + α(t)γ − β(t) > −c
2
4
+
c2
2
− c
2
4
= 0.
Conclu´ımos que c/2 e´ uma sub-soluc¸a˜o de (2.4) (ver Figura 2.1). Traduzindo
M
c/2

t
Figura 2.1:
o que vimos ate´ aqui em termos de ξ e η, observamos que sempre que uma
soluc¸a˜o entra na zona a sombreado da Figura 2.2 ja´ na˜o volta a sair.
Vamos ainda supor que M e´ suficientemente grande, de modo a que α(t) <
M/2, para todo o t ∈ R. Analisemos agora a derivada de ξ fora da a´rea a
sombreado. Temos seis situac¸o˜es distintas:
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• Se η < cξ e ξ > 0 enta˜o ξ′ = η − α(t)ξ < (c− α(t))ξ < 0.
• Se η < 0 e ξ = 0 enta˜o ξ′ = η < 0.
• Se η < M
2
ξ e ξ < 0 enta˜o ξ′ = η − α(t)ξ < (M
2
− α(t))ξ < 0.
• Se η > M
2
ξ e ξ > 0 enta˜o ξ′ = η − α(t)ξ > (M
2
− α(t)) ξ > 0.
• Se η > 0 e ξ = 0 enta˜o ξ′ = η > 0.
• Se η > cξ e ξ < 0 enta˜o ξ′ = η − α(t)ξ > (c− α(t))ξ > 0.
Podemos resumir a informac¸a˜o obtida ate´ aqui na Figura 2.2. Suponhamos
declive M
declive c/2


declive M/2
declive c
R
(-h,1)*
Figura 2.2:
por absurdo que x1(0)− x2(0) = (ξ(0), η(0))∗ ∈ F . Temos que (ξ(0), η(0)) =
(0, 0), por unicidade. Vamos assumir que (ξ(0), η(0))(−h, 1)∗ > 0, o outro
caso e´ ana´logo. Conclu´ımos que ξ′(t) > 0, para todo o t ≤ 0, em particular
ξ(t) < ξ(0) < 0, para t < 0. Como η(t) > c
2
ξ(t), para todo o t < 0, obtemos
ξ′(t) = η(t)− α(t)ξ(t) >
( c
2
− α(t)
)
ξ(t) > −c
2
ξ(0) > 0,
para todo o t < 0, pelo que ξ → −∞ quando t → −∞. Finalmente
(ξ(t), η(t))(−h, 1)∗ ≥
( c
2
− h
)
ξ(t)→ +∞
quando t → −∞, logo x(t)− y(t) (e consequentemente x(t) ou y(t)) e´ ilimi-
tada em C o que da´ o absurdo. c.q.d.
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As estimativas obtidas no teorema anterior sa˜o semelhantes a`s obtidas
em [Le] e [MiXiJi] para casos particulares de equac¸o˜es do tipo de (2.2), onde
em particular se exige que g seja continuamente diferencia´vel na segunda
varia´vel.
2.2 Condic¸o˜es para que A na˜o seja homeo-
morfo a T1
Acaba´mos de ver, na secc¸a˜o anterior, que as o´rbitas dadas por iteradas da
aplicac¸a˜o de Poincare´ associada a` equac¸a˜o (2.2) convergem, no espac¸o de fases
C, para um atractor A na˜o-vazio e compacto. Vimos ale´m disso condic¸o˜es
para que A seja homeomorfo a T1. Supondo que A e´ homeomorfo a T1,
vamos definir o nu´mero de rotac¸a˜o associado a` equac¸a˜o (2.2), ao qual, como
veremos, esta´ associada muita informac¸a˜o acerca da dinaˆmica desta equac¸a˜o.
Suponhamos que A e´ homeomorfo a T1. Seja
ϕ : A → T1
um homeomorfismo. Consideremos tambe´m a aplicac¸a˜o cano´nica
τ : R→ T1
x→ x
e a restric¸a˜o da aplicac¸a˜o de Poincare´ associada a` equac¸a˜o (2.2)
P /A : A ⊂ C → A,
que, como vimos no Cap´ıtulo 1, forma um homeomorfismo de A para ele
pro´prio.
Lema 2.2.1. Se ϕ for um homeomorfismo de A para T1, existe um homeo-
morfismo f : R→ R que verifica uma das seguintes igualdades
f(x + 1) = f(x) + 1 ou f(x+ 1) = f(x)− 1, (2.5)
para todo o x ∈ R e que torna o seguinte diagrama comutativo
P /A
A → A
ϕ−1 ↑ ↑ ϕ−1
T
1 → T1
τ ↑ f ↑ τ
R → R
f
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Ale´m disso, se f1 for outro homeomorfismo nas mesmas condic¸o˜es de f ,
enta˜o f = f1 + N para algum N ∈ Z.
Dem. Ver [ArPl], pa´g.7.
Diremos que P /A preserva ou inverte a orientac¸a˜o se for va´lida a primeira
ou a segunda igualdade em (2.5) respectivamente. Intuitivamente, a aplicac¸a˜o
de Poincare´ preserva a orientac¸a˜o em C, contudo na˜o e´ o´bvio que a sua
restric¸a˜o a A preserve a orientac¸a˜o. Observemos que por exemplo a aplicac¸a˜o
(θ, r)→ (−θ,−r/2) preserva a orientac¸a˜o no cilindro (onde identifica´mos os
pontos (θ, r) e (θ + k, r), k ∈ Z) mas a sua restric¸a˜o a` curva invariante
r = 0 na˜o preserva a orientac¸a˜o. Vamos enta˜o provar rigorosamente que P /A
preserva a orientac¸a˜o.
Lema 2.2.2. Se A e´ homeomorfo a T1 e P /A na˜o preserva a orientac¸a˜o,
enta˜o existem exactamente dois pontos fixos de P /A, digamos A e B, que
dividem A em dois arcos C+ e C−(A = A∪˙B∪˙C+∪˙C−) tal que P (C+) = C−
e P (C−) = C+.
Dem. Suponhamos que ϕ : A → T1 e´ um homeomorfismo. Se P /A na˜o
preserva a orientac¸a˜o enta˜o a func¸a˜o f dada pelo lema anterior e´ decrescente.
A func¸a˜o intersecta as rectas do tipo y = x + 2k, k ∈ Z em pontos da
forma a + k, k ∈ Z e as rectas y = x + 2k + 1, k ∈ Z, em pontos da forma
b+k, k ∈ Z (supomos que b ∈]a, a+1[, f(a) = a e f(b) = b−1). Temos enta˜o
f([a, b]) = [b− 1, a] e f([b, a+ 1]) = [a− 1, b− 1]. Definindo A = ϕ−1 ◦ τ(a),
B = ϕ−1 ◦ τ(b), C+ = ϕ−1 ◦ τ([a, b]) e C− = ϕ−1 ◦ τ([b, a + 1]) o lema fica
provado. c.q.d.
Proposic¸a˜o 2.2.3. Se A for homeomorfo a T1 enta˜o P /A preserva a ori-
entac¸a˜o.
Proof. Suponhamos por absurdo que P /A na˜o preserva a orientac¸a˜o. Con-
sideremos os pontos A, B e os arcos C+, C− dados pelo u´ltimo lema. Con-
sideremos uma parametrizac¸a˜o cont´ınua de A, α : [0, 1] → C tal que α(0) =
α(1) = A, α(1/2) = B, α(]0, 1/2[) = C+, α(]1/2, 1[) = C− e tal que a re-
stric¸a˜o de α no intervalo ]0, 1[ seja injectiva. Foi provado em em [RiWi2]
que a inclusa˜o i : A → C induz um isomorfismo na cohomologia de Cˇech
i∗ : Hˇ∗(C) → Hˇ∗(A). Desta forma, A na˜o e´ contra´ctil em C e logo a curva
α define um elemento na˜o trivial do grupo fundamental topolo´gico de C. A
curva P ◦ α e´ homoto´pica a α. De facto, H1 : [0, T ] × [0, 1] → C definida
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por H1(λ, t) = y(λ; 0, α(t)), e´ uma homotopia. Assim P ◦ α define o mesmo
elemento do grupo fundamental π1(C) que α. A curva
γ(t) =
{
α(2t) se t ∈ [0, 1/2]
(P ◦ α)(2t− 1) se t ∈ [1/2, 1]
deveria definir um elemento na˜o trivial de π1(C), mas e´ homoto´pica ao ponto
A pela homotopia H2 : [0, 1]× [0, 1]→ C definida por
H2(λ, t) =
⎧⎨⎩
γ(t) se t ∈ [0, λ/2]
γ(λ/2) se t ∈ [λ/2, ψ(λ/2)]
γ(t) se t ∈ [ψ(λ/2), 1]
,
onde ψ : [0, 1/2]→ [1/2, 1] e´ definida por
ψ(t) =
{
α−1(P−1(α(2t)))+1
2
se t ∈]0, 1/2[
ψ(0) = 1, ψ(1/2) = 1/2
.
O que da´ um absurdo. c.q.d.
Consideremos f dada pelo Lema 2.2.1. Definimos o nu´mero de rotac¸a˜o
de f por
µ(f) = lim
n→+∞
fn(θ)
n
.
Nu´mero este que existe para todo o θ ∈ R e na˜o depende de θ (ver [KaHa],
pa´g.387). Ainda pela u´ltima parte do Lema 2.2.1 fica bem definido ρ(P /A),
o nu´mero de rotac¸a˜o associado a P /A, pelo elemento de T1
ρ(P /A) = µ(f) + Z.
Um nu´mero de rotac¸a˜o racional para f determina o tipo de pontos perio´dicos
que podem existir em P /A, ou seja:
Lema 2.2.4. Suponhamos que existe n ∈ Z, m ∈ N tal que
ρ(P /A) =
n
m
+ Z, (2.6)
onde n
m
e´ uma fracc¸a˜o irredut´ıvel (se n = 0 enta˜o m = 1). Enta˜o P /A tem
pelo menos um ponto perio´dico de per´ıodo mı´nimo m, ale´m disso qualquer
outro ponto perio´dico de P /A tem per´ıodo mı´nimo m. Reciprocamente, se
P /A tem um ponto perio´dico de per´ıodo mı´nimo m enta˜o existe n ∈ Z tal que
o nu´mero de rotac¸a˜o de P /A tem a forma (2.6).
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Dem. Ver [KaHa], pa´g.386, 389.
Diremos que uma soluc¸a˜o y de (2.2) e´ (a, b)−perio´dica, para a, b ∈ Z,
b ≥ 1, sse
y(t+ bT ) = y(t) + aR,
para todo o t ∈ R. Intuitivamente, uma soluc¸a˜o (a, b)-perio´dica e´ uma
soluc¸a˜o bT -perio´dica em C que da´ a volta ao cilindro a vezes em cada per´ıodo.
Existe uma correspondeˆncia entre as soluc¸o˜es (a, b)−perio´dicas e os pontos
perio´dicos de per´ıodo b da aplicac¸a˜o de Poincare´. Mais concretamente, se y
for uma soluc¸a˜o (a, b)−perio´dica de (2.2), temos
P
b
(y(0)) = y(0),
ou seja, y(0) ∈ A e y(0) e´ um ponto perio´dico de P /A, de per´ıodo b. Recip-
rocamente, se existe y0 ∈ A tal que
P
b
/A(y0) = y0
enta˜o a soluc¸a˜o y(t) = y(t; 0, y0) verifica y(bT ) = y(0) + aR, para algum
a ∈ Z. Como y(t) e y(t + bT )− aR sa˜o ambas soluc¸o˜es de (2.2) e verificam
as mesmas condic¸o˜es iniciais, conclu´ımos que sa˜o a mesma soluc¸a˜o, ou seja,
y(t+ bT )− aR = y(t),
para todo o t ∈ R e y e´ (a, b)−perio´dica.
Como vimos, se y e´ uma soluc¸a˜o de (2.2) (a, b)−perio´dica enta˜o y(0) e´
um ponto fixo de P b − aR : R2 → R2. Supondo que y(0) e´ um ponto fixo
isolado desta aplicac¸a˜o, podemos definir o ı´ndice de y como
γb(y) = deg(I − [P b − aR], B),
onde deg designa o grau de Brouwer e B ⊂ Rn e´ um disco suficientemente
pequeno de modo a que y(0) seja o u´nico ponto fixo de P b − aR em B.
Se y for uma soluc¸a˜o (a, b)−perio´dica de (2.2) enta˜o esta mesma soluc¸a˜o
e´ tambe´m (2a, 2b)-perio´dica. Diremos que y e´ inversamente insta´vel se y(0)
for um ponto fixo isolado de P b − aR e de P 2b − 2aR e se
γb(y) = 1 e γ2b(y) = −1.
Consideremos uma equac¸a˜o linear homoge´nea
x′ = A(t)x, x ∈ M2×2(R), (2.7)
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onde A : R → M2×2(R) e´ cont´ınua e T -perio´dica. Se x(t) e´ soluc¸a˜o de (2.7)
e verifica a condic¸a˜o inicial x(0) = I2 enta˜o x(T ) e´ chamada uma matrix de
monodromia de (2.7) e os seus valores pro´prios µ1, µ2 sa˜o chamados multi-
plicadores caracter´ısticos de (2.7) (ver Teoria de Floquet em [Har]). Diremos
que a equac¸a˜o (2.7) e´ inversamente insta´vel se os seus multiplicadores carac-
ter´ısticos satisfazem
µ1 < −1 < µ2 < 0.
A partir de agora vamos assumir mais regularidade para a equac¸a˜o (2.2),
mais concretamente, vamos supor que existe ∂g
∂x
(t, x), para todo o (t, x) ∈
R × R, e que ∂g
∂x
∈ C0(R × R). Deste modo a aplicac¸a˜o de Poincare´ e´
continuamente diferencia´vel (ver Apeˆndice 1). Dada uma soluc¸a˜o y de (2.2)
(a, b)-perio´dica, a func¸a˜o
Y (t) =
∂y
∂y0
(t; 0, y0)
esta´ bem definida e e´ soluc¸a˜o da equac¸a˜o variacional (ou tambe´m chamada
a equac¸a˜o linearizada em torno de y)
Y ′(t) =
( −h(y1(t)) 1
− ∂g
∂x
(t, y1(t)) 0
)
Y (t) (2.8)
e verifica a condic¸a˜o inicial Y (0) = I2 (ver [Har], pa´g.95). Dado que y e´ uma
soluc¸a˜o (a, b)−perio´dica, a func¸a˜o matricial
t →
( −h(y1(t)) 1
− ∂g
∂x
(t, y1(t)) 0
)
e´ bT−perio´dica, pelo que a equac¸a˜o (2.8) e´ do tipo de (2.7). Como Y (bT ) =
(P b)′(y(0)), os multiplicadores caracter´ısticos de (2.8) sa˜o os valores pro´prios
de (P b)′(y(0)). Desta forma, ou um dos multiplicadores caracter´ısticos, µ1,
µ2 toma o valor 1, e nesse caso diremos que y e´ degenerada, ou y(0) e´ ponto
fixo isolado de P b − aR e podemos calcular o ı´ndice de y da seguinte forma
γb(y) = deg(I − [P b − aR], B)
= sign{det(I − (P b))′(y(0))} = sign{(1− µ1)(1− µ2)}.
Segundo N. Levinson [Lev] uma soluc¸a˜o y de (2.2) (a, b)−perio´dica e´ in-
versamente insta´vel se os multiplicadores caracter´ısticos associados verificam
µ1 < −1 < µ2 < 0 (ou seja se a equac¸a˜o linearizada em torno de y e´ inversa-
mente insta´vel). Neste caso, e de acordo com as fo´rmulas acima,
γb(y) = sign{(1− µ1)(1− µ2)} = 1,
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γ2b(y) = sign{(1− µ21)(1− µ22)} = −1,
ou seja, y e´ uma soluc¸a˜o inversamente insta´vel segundo a nossa definic¸a˜o.
Desta forma, a definic¸a˜o de soluc¸a˜o inversamente insta´vel apresentada nesta
tese pode ser vista como uma versa˜o topolo´gica da definic¸a˜o de N. Levinson.
Observemos que, pela fo´rmula de Liouville (ver [Har], pa´g.46),
µ1µ2 = det Y (bT ) = e
 bT
0
−h(y1(t))dt ≤ e−cbT ,
pelo que
0 < µ1µ2 < 1.
Desta forma temos um nu´mero reduzido de situac¸o˜es. Se µ1 < −1 < µ2 <
0 enta˜o a equac¸a˜o linearizada (2.8) associada a y e´ inversamente insta´vel e,
como vimos, y e´ uma soluc¸a˜o (a, b)−perio´dica inversamente insta´vel de (2.2).
Se −1 < µ1 < µ2 < 0 ou se 0 < µ1 < µ2 < 1 temos
γb(y) = sign{(1− µ1)(1− µ2)} = 1
γ2b(y) = sign{(1− µ21)(1− µ22)} = 1.
Se µ1 = −1 < µ2 < 0, temos γb(y) = 1, pore´m y e´ degenerada quando
vista como soluc¸a˜o (2a, 2b)−perio´dica, o ca´lculo de γ2b(y) na˜o se pode fazer
atrave´s da linearizac¸a˜o em torno do ponto fixo, podemos estar ou na˜o na
presenc¸a de uma soluc¸a˜o inversamente insta´vel. Se µ1, µ2 ∈ C sa˜o complexos
conjugados temos γb(y) = γ2b(y) = 1. Finalmente, se 0 < µ1 < µ2 = 1 enta˜o
y e´ degenerada como soluc¸a˜o (a, b)−perio´dica e como (2a, 2b)−perio´dica.
Vamos ver nos lemas seguintes que tambe´m neste caso γb(y) = γ2b(y).
Consideremos um aberto limitado e convexo Ω ⊂ R2 e o espac¸o das
func¸o˜es em C1(Ω,R2) com a norma
‖f‖1 =
2∑
i=1
sup
Ω
‖fi‖+
∑
i=1,2, j=1,2
sup
Ω
∥∥∥∥ ∂fi∂xj
∥∥∥∥ .
Lema 2.2.5. Consideremos uma famı´lia de func¸o˜es
P ∈ C1(Ω,R2),  ∈ [0, 1],
de tal forma que se n for uma sucessa˜o em [0, 1] a convergir para ∗ enta˜o
Pn → P∗ na norma de C1(Ω,R2). Supondo que 0 ∈ Ω, P0(0) = 0 e que
−1 ∈ σ(P ′0(0)), existe 0 > 0 e Q > 0 tal que se P 2 (x) = x para algum
 ∈ [0, 0] e ‖x‖ < Q enta˜o P(x) = x.
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Dem. Suponhamos, com vista a um absurdo, que existem sucesso˜es n → 0
em [0, 1] e xn → 0 em R2 tal que P 2n(xn) = xn mas Pn(xn) = xn. Temos
Pn(xn)−P 2n(xn) =
[∫ 1
0
P ′n(txn + (1− t)Pn(xn))dt
]
(xn−Pn(xn)). (2.9)
Consideremos a sucessa˜o limitada
zn =
Pn(xn)− xn
‖Pn(xn)− xn‖
.
Extra´ımos uma subsucessa˜o convergente para z, que ainda denotamos por zn.
Finalmente, dividindo (2.9) por ‖Pn(xn)−xn‖ e passando ao limite obtemos
P ′0(0)z = −z. O que e´ um absurdo. c.q.d.
Para a demonstrac¸a˜o do pro´ximo lema usamos algumas ideias de [Or4] e
[KrPePoZa].
Lema 2.2.6. Suponhamos que y e´ uma soluc¸a˜o (a, b)−perio´dica degenerada
de (2.2) de tal forma que y0 = y(0) e´ um ponto fixo isolado de P
b−aR. Enta˜o
γb(y) ∈ {−1, 0, 1}, y0 e´ um ponto fixo isolado de P 2b− 2aR e γb(y) = γ2b(y).
Dem. Suponhamos que os multiplicadores caracter´ısticos associados a esta
soluc¸a˜o sa˜o µ1 = 1 e 0 < µ2 < 1. Vamos supor que y0 = 0 para simplificar a
notac¸a˜o. Seja D uma matriz invert´ıvel tal que
D(P b − aR)′(0)D−1 =
(
1 0
0 µ2
)
.
Para simplificar a notac¸a˜o, a partir de agora escreveremos F = D(P b −
aR)D−1. Escrevendo a formula de Taylor para F em torno da origem obtemos
F (x, y) = (x + R1(x, y), µ2y + R2(x, y)),
onde Ri(x, y) = o(‖(x, y)‖), i = 1, 2, ou seja,
lim
‖(x,y)‖→0
Ri(x, y)
‖(x, y)‖ = 0.
Dado que ∂(I−F )2
∂y
(0, 0) = (1 − µ2) = 0, podemos aplicar o teorema das
func¸o˜es impl´ıcitas (ver [Ze], pa´g.250) a` func¸a˜o (I−F )2 e concluir que existem
vizinhanc¸as V ⊂ R de 0 e W ⊂ R2 de (0, 0) e uma func¸a˜o de classe C1
φ : V → R tal que{
(I − F )2(x, y) = 0
(x, y) ∈W ⇔
{
y = φ(x)
x ∈ V .
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Deste modo, {
(I − F )(x, y) = 0
(x, y) ∈W ⇔
⎧⎨⎩
R1(x, φ(x)) = 0
y = φ(x)
x ∈ V
.
Seja
Φ : V → R
Φ(x) = R1(x, φ(x)).
Dado que 0 e´ ponto fixo isolado de P b − aR, podemos assumir que 0 e´ o
u´nico zero de Φ. Vamos tratar separadamente os quatro tipos poss´ıveis de
comportamentos de Φ em torno da origem, ilustrados na Figura que se segue.
Caso 1: definimos a famı´lia de func¸o˜es
x

Caso 2
x

Caso 1
x

Caso 3
x

Caso 4
Figura 2.3:
F(x, y) = ((1 + )x + R1(x, y), µ2y + R2(x, y)),  ∈ [0, 1].
Desta forma, F0 = F e{
(I − F)(x, y) = 0
(x, y) ∈W ⇔
⎧⎨⎩
Φ(x) = −x
y = φ(x)
x ∈ V
⇔ (x, y) = (0, 0).
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Pelo que F,  ∈ [0, 1] forma uma homotopia admiss´ıvel numa bola suficien-
temente pequena B1 em torno da origem. Conclu´ımos que
γb(y) = deg(I − [P b − aR], D−1(B1)) = deg(I − F,B1)
= deg(I − F1, B1) = sign{det(I − F1)′(0, 0)} = sign{µ2 − 1} = −1.
Dado que −1 ∈ σ(F ′0(0)), podemos utilizar o lema anterior com P = F.
Sabemos enta˜o que existe 0 > 0 e Q > 0 tal que se  ∈ [0, 0], todos os
pontos fixos de F 2 de norma inferior a Q sa˜o tambe´m pontos fixos de F. Em
particular 0 e´ ponto fixo isolado de F 2. Por outro lado, se B2 e´ uma bola
centrada na origem, de raio inferior a Q obtemos
γ2b(y) = deg(I − [P b − aR]2, D−1(B2)) = deg(I − F 2, B2)
= deg(I − F 20, B2) = sign{det(I − F 20)′(0, 0)}
= sign{(1− µ22)(1− [1 + ]2)} = −1.
Caso 2: definindo neste caso
F(x, y) = ((1− )x + R1(x, y), µ2y + R2(x, y)),  ∈ [0, 1],
e com um argumento semelhante ao Caso 1 obtemos γb(y) = γ2b(y) = 1.
Caso 3: neste caso, definimos
F(x, y) = (−x2 + x+ R1(x, y), µ2y + R2(x, y)),  ∈ [0, 1].
Deste forma {
(I − F)(x, y) = 0
(x, y) ∈W ⇔
⎧⎨⎩
Φ(x) = x2
y = φ(x)
x ∈ V
,
ou seja, F na˜o tem pontos fixos em ∂W qualquer que seja o  ∈ [0, 1]. Assim,
F e´ uma homotopia admiss´ıvel e se B1 for uma bola suficientemente pequena
temos
γb(y) = deg(I− [P b−aR], D−1(B1)) = deg(I−F,B1) = deg(I−F1, B1) = 0.
Por outro lado, o lema anterior mostra que existe uma bola B2 suficiente-
mente pequena e 0 de tal forma que I −F 2 na˜o tem zeros em B2 para cada
 ∈ [0, 0], em particular temos uma homotopia admiss´ıvel. Consequente-
mente
γ2b(y) = deg(I−[P b−aR]2, D−1(B2)) = deg(I−F 2, B2) = deg(I−F 20, B2) = 0.
38
Caso 4: Este caso e´ semelhante ao caso anterior. c.q.d.
A hipo´tese de que P seja de classe C1 e´ essencial no u´ltimo lema. De facto,
em [AlCa] foi constru´ıdo um exemplo de um homeomorfismo P1 : R
2 → R2
que preserva a orientac¸a˜o, contrai a´reas, 0 e´ ponto fixo isolado de qualquer
iterac¸a˜o de P1, deg[P1, B] = deg[P
2
1 , B] = deg[P
3
1 , B] = 1 e deg[P
4
1 , B] = −3,
onde B e´ uma pequena bola em torno da origem.
A demonstrac¸a˜o do pro´ximo lema foi retirada de [Or1].
Lema 2.2.7. Consideremos o rectaˆngulo Σ ⊂ R2 fechado, de lados d ‖ e
paralelos a R e f ‖ f + R perpendiculares a R e R0 = (−h, 1); como mostra
a Figura 2.4. Suponhamos que F = (F1, F2) : Σ→ R2 e´ uma func¸a˜o cont´ınua
que verifica
F (x) = F (x+ R) = 0, ∀x ∈ f ; (2.10)
F (x)∗R0 < 0, ∀x ∈ d; (2.11)
F (x)∗R0 > 0, ∀x ∈ e. (2.12)
Enta˜o deg[F,Σ] = 0.
x
x
R
f
f+R
d
e
1
0
R
2
Figura 2.4:
Dem. Observemos que podemos supor que
Σ = {x = (x1, x2) ∈ R2 : −1 < x1 < 1, −1 < x2 < 1}, R0 = (0, 2)∗
Na verdade, podemos fazer uma translac¸a˜o, uma rotac¸a˜o e uma homotetia
sem alterar o valor do grau. Suponhamos enta˜o que F verifica
F (−1, x2) = F (1, x2) = 0, ∀x2 ∈ [−1, 1];
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F2(x1, 1) > 0, F2(x1,−1) < 0, ∀x1 ∈ [−1, 1].
Consideremos a func¸a˜o F ∗ = F ◦J , onde J(x, y) = (−x, y) e´ uma simetria
que deixa invariante o eixo das ordenadas. Consideremos a homotopia
H : [0, 1]× Σ→ R2
H(λ, x) = λF ∗(x) + (1− λ)F (x).
Utilizando as propriedades de F na fronteira de Σ e´ fa´cil de ver que
H(λ, x) = 0, ∀(λ, x) ∈ [0, 1]× ∂Σ,
pelo que F forma uma homotopia admiss´ıvel; o que nos permite concluir que
deg[F,Σ] = deg[F ∗,Σ]. (2.13)
Pelos Teoremas deWeierstrass (ver [Di], pa´g.224) e Sard (ver [Ze], pa´g.318)
podemos considerar uma aproximac¸a˜o F0 de F verificando F0 ∈ C1(Σ),
detF ′0(x) = 0 para todo o x tal que F0(x) = 0 e
sup
x∈∂Σ
|F0 − F | < inf
x∈∂Σ
|F |.
Finalmente, obtemos
deg[F,Σ] = deg[F0,Σ] =
∑
F0(p)=0
sign detF ′0(p)
= −
∑
F ∗0 (p)=0
sign det(F ∗0 )
′(p) = − deg[F ∗0 ,Σ] = − deg[F ∗,Σ],
onde F ∗0 = F0 ◦ J . O que junto com (2.13) nos permite concluir que
deg[F,Σ] = 0. c.q.d.
Proposic¸a˜o 2.2.8. Suponhamos que para algum (a, b) ∈ Z × N, b ≥ 1, o
conjunto das soluc¸o˜es (a, b)−perio´dicas de (2.2) e´ finito e dado por
y1, y2, . . . , yp,
(onde estamos a supor que yi e yi + kR, k ∈ Z, e´ a mesma soluc¸a˜o). Enta˜o
p∑
i=1
γb(yi) = 0.
40
Dem. Consideremos o rectaˆngulo
Σ = {x ∈ R2 : α ≤ x∗R ≤ α + ‖R‖2 e |x∗R0| ≤ ρ},
onde R0 = (−h, 1), α e ρ sa˜o constantes de tal forma que possamos supor
que
yi(0) ∈ int(Σ), i = 1, 2, . . . , p.
Consideremos tambe´m
F = I − (P b − aR) : R2 → R2
e vamos ver que F e Σ esta˜o nas condic¸o˜es do lema anterior. A condic¸a˜o
(2.10) e´ obvia, dadas as condic¸o˜es de periodicidade da aplicac¸a˜o de Poincare´.
Para cada y0 ∈ R2 tal que y∗0R0 = ρ, consideramos a soluc¸a˜o y(t) = y(t; 0, y0).
A func¸a˜o y(t)∗R0 verifica a equac¸a˜o linear
φ′ = −hφ + a(t)
onde a(t) = −h(hy1(t)−H(y1(t)))−g(t, y1(t)) e´ uma func¸a˜o limitada. Vamos
supor que |a(t)| < L, ∀t ∈ R. Conclu´ımos enta˜o que
y(t)∗R0 = y(0)∗R0e−ht +
∫ t
0
a(s)e−h(t−s)ds.
E logo
F (y0)
∗R0 = y∗0R
0 − y(bT )∗R0
= y∗0R
0(1− e−hbT ) +
∫ bT
0
a(s)e−h(t−s)ds ≥ y∗0R0(1− e−hbT )− bTL
Pelo que se ρ = y∗0R
0 for suficientemente grande F (y0)
∗R0 > 0. Conclu´ımos
que se tem (2.12). Analogamente se verifica que se y∗0R
0 = −ρ, com ρ suficien-
temente grande, temos F (y0)
∗R0 < 0; ou seja F verifica (2.11). Aplicando
agora o u´ltimo lema, conclu´ımos que deg[I − (P b − aR),Σ] = 0.
Por hipo´tese,
fix(P b − aR) ∩ Σ = {yi(0) : i = 1, 2, . . . , p}.
Tomemos Ω1,Ω2, . . . ,Ωn subconjuntos abertos disjuntos de Σ tal que⋃
i
Ωi = Σ e yi(0) ∈ Ωi, i = 1, . . . , p,
deste modo,
p∑
i=1
γb(yi) =
p∑
i=1
deg[I − (P b − aR),Ωi] = deg[I − (P b − aR),Σ] = 0,
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como pretendido. c.q.d.
Lema 2.2.9. Suponhamos que, para algum (a, b) ∈ Z×N, b ≥ 1, o conjunto
das soluc¸o˜es (a, b)−perio´dicas de (2.2) e´ finito e dado por
y1, y2, . . . , yp
(onde estamos a supor que yi e yi + kR, k ∈ Z, e´ a mesma soluc¸a˜o). Se
existe uma soluc¸a˜o (a, b)−perio´dica inversamente insta´vel enta˜o existe uma
outra soluc¸a˜o (2a, 2b)−perio´dica que na˜o e´ (a, b)−perio´dica.
Dem. Vamos supor por absurdo que toda a soluc¸a˜o (2a, 2b)−perio´dica e´
tambe´m (a, b)−perio´dica, em particular e´ finito o nu´mero de soluc¸o˜es de
cada um dos tipos. Podemos enta˜o aplicar o teorema anterior duas vezes e
concluir que ∑
y e´ (a,b)−perio´dica
γb(y) = 0 =
∑
y e´ (2a,2b)−perio´dica
γ2b(y). (2.14)
Como estamos a assumir que toda a soluc¸a˜o (2a, 2b)-perio´dica e´ tambe´m
(a, b)-perio´dica, as somas acima teˆm exactamente o mesmo nu´mero de el-
ementos. Por outro lado, pelo Lema 2.2.6 as somas acima so´ tem 1’s 0′s
e −1’s. Como vimos na discussa˜o antes do Lema 2.2.5, dada uma soluc¸a˜o
(a, b)−perio´dica y e os multiplicadores µ1 e µ2 associados a` equac¸a˜o lin-
earizada em torno de y temos γb(y) = γ2b(y) se 0 < µ1 < 1 < µ2, 0 < µ1 ≤
µ2 < 1, −1 < µ1 ≤ µ2 < 0, ou se µ1, µ2 sa˜o complexos conjugados. Por
outro lado, se 0 < µ1 < 1 = µ2 o Lema 2.2.6 mostra que γb(y) = γ2b(y).
Se µ1 = −1 < µ2 < 0 temos γb(y) = 1 e, de novo pelo Lema 2.2.6,
γ2b(y) ∈ {1, 0,−1}. Finalmente, se µ1 < −1 < µ2 < 0 enta˜o y e´ inversamente
insta´vel, γb = 1 e γ2b = −1. Conclu´ımos que γb(yi) ≥ γ2b(yi), i = 1, . . . , p.
Como existe uma soluc¸a˜o inversamente insta´vel (com γb(y) > γ2b(y)) cheg-
amos a um absurdo com a igualdade (2.14). c.q.d.
Vamos finalmente enunciar um crite´rio, que nos mostra que em certas
situac¸o˜es o atractor da aplicac¸a˜o de Poincare´ associado a` equac¸a˜o (2.2) na˜o
e´ homeomorfo a T1.
Teorema 2.2.10. Suponhamos que para algum (a, b) ∈ Z × N, b ≥ 1, o
conjunto das soluc¸o˜es (a, b)−perio´dicas de (2.2) e´ finito e dado por
y1, y2, . . . , yp
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(onde estamos a supor que yi e yi + kR, k ∈ Z, e´ a mesma soluc¸a˜o). Se
existe uma soluc¸a˜o (a, b)−perio´dica inversamente insta´vel enta˜o A ∼= T1.
Dem. Seja y a soluc¸a˜o perio´dica inversamente insta´vel. Observemos que
neste caso a aplicac¸a˜o de Poincare´ associada a` equac¸a˜o (2.2) tem um ponto
perio´dico y(0) ∈ A de per´ıodo b. Por outro lado, pelo u´ltimo lema existe uma
soluc¸a˜o y˜, (2a, 2b)−perio´dica que na˜o e´ (a, b)−perio´dica; consequentemente
y˜(0) ∈ A e´ um ponto perio´dico de per´ıodo 2b mas na˜o e´ ponto perio´dico de
per´ıodo b. Pelo que necessariamente y(0) e y˜(0) sa˜o pontos perio´dicos de
distinto per´ıodo mı´nimo; o Lema 2.2.4 mostra que, neste caso, o nu´mero de
rotac¸a˜o na˜o esta´ bem definido e logo A na˜o e´ homeomorfo a T1. c.q.d.
Tal como veremos na pro´xima secc¸a˜o, se tivermos uma equac¸a˜o com
uma soluc¸a˜o (a, b)−perio´dica inversamente insta´vel com um nu´mero infinito
de soluc¸o˜es (a, b)-perio´dicas, podemos usar o Teorema de Sard-Smale para
perturbar a equac¸a˜o e obter uma outra equac¸a˜o com um nu´mero finito de
soluc¸o˜es (a, b)-perio´dicas em que uma delas e´ inversamente insta´vel de forma
a podermos aplicar o teorema acima.
Observemos que na hipo´tese adicional de que nenhuma das soluc¸o˜es
y1, y2, . . . , yp,
do u´ltimo teorema seja na˜o degeneradas, a demonstrac¸a˜o deste resultado
seria bastante simplificada.
2.3 Uma classe de equac¸o˜es tal que A na˜o e´
homeomorfo a T1
Vamos de seguida ver uma aplicac¸a˜o do Teorema 2.2.10. Para cada c > 0 e
H > c2/4 vamos ver que existe k ∈ N, p ∈ C(R/TkZ), g ∈ C∞(R/Z), tal
que g′(x) < H para todo o x ∈ R e de tal forma que a equac¸a˜o{
x′1 = x2 − cx1
x′2 = −g(x1) + p(t) (2.15)
tem um nu´mero finito de soluc¸o˜es (0, k)−perio´dicas e uma delas e´ inversa-
mente insta´vel; pelo que, neste caso, A na˜o e´ homeomorfo a T1. Observemos
que uma soluc¸a˜o (0, k)−perio´dica e´ uma soluc¸a˜o kT -perio´dica de (2.15) em
R2. Vamos comec¸ar por usar algumas ideias de [Or2] para construir uma
equac¸a˜o linear que sera´ a equac¸a˜o linearizada do exemplo final. Dadas w1,
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w2 e T constantes reais positivas e k ∈ N, definimos uma func¸a˜o em escada
da seguinte forma
α(t) =
{ −w21 + c24 se t ∈ [0, kT2 ]
w22 +
c2
4
se t ∈]kT
2
, kT ]
que prolongamos por periodicidade a todo o R. Vamos estudar a equac¸a˜o
linear {
x′1 = x2 − cx1
x′2 = −α(t)x1 . (2.16)
Observemos que embora α na˜o seja cont´ınua, ela e´ mensura´vel. Desta forma,
vamos considerar as soluc¸o˜es da u´ltima equac¸a˜o no sentido de Carathe´odory
i.e. (x1, x2) e´ soluc¸a˜o sse for absolutamente cont´ınua e verificar a equac¸a˜o
q.t.p.. Supondo que os multiplicadores caracter´ısticos desta equac¸a˜o sa˜o µ1
e µ2, a fo´rmula de Liouville mostra que µ1µ2 = e
−ckT > 0. Dada uma func¸a˜o
α nas condic¸o˜es acima, definimos o discriminante de (2.16) como
∆(2.16)[α] = µ1 + µ2 = trΦ(kT ),
onde Φ e´ a matriz soluc¸a˜o de (2.16) tal que Φ(0) = I2.
Lema 2.3.1. A equac¸a˜o (2.16) e´ inversamente insta´vel sse
∆(2.16)[α] < −(1 + e−ckT ).
Dem. Dado que µ1µ2 = e
−ckT > 0, os multiplicadores caracter´ısticos sa˜o
ambos positivos ou ambos negativos. A conclusa˜o resulta agora do facto da
desigualdade acima ser equivalente a
µ1 + µ1 + 1 + µ1µ2 < 0⇔ (µ1 + 1)(µ2 + 1) < 0.
c.q.d.
O pro´ximo lema mostra-nos qual a relac¸a˜o entre ∆(2.16)[α] e o discrimi-
nante de {
x′1 = x2
x′2 = −
(
α(t)− c2
4
)
x1
, (2.17)
que denotamos por ∆(2.17)[α].
Lema 2.3.2. ∆(2.17)[α] = e
c
2
kT∆(2.16)[α].
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Dem. Observemos que se µ e´ um multiplicador caracter´ıstico de (2.16) enta˜o
existe uma soluc¸a˜o x = (x1, x2) desta equac¸a˜o que verifica
x(t + kT ) = µx(t).
Assim,
y1 = e
c
2
tx1, y2 = y
′
1
verifica a equac¸a˜o (2.17) e e´ tal que
y1(t+ kT ) = e
c
2
te
c
2
kTµx1(t) = e
c
2
kTµy1(t)
e
y2(t+ kT ) = e
c
2
kTµy′1(t) = e
c
2
kTµy2(t);
ou seja, e
c
2
kTµ e´ multiplicador caracter´ıstico de (2.17). Logo o resultado.
c.q.d.
Lema 2.3.3. A equac¸a˜o (2.16) e´ inversamente insta´vel sse
∆(2.17)[α] < −2 cosh
(
ckT
2
)
.
Dem. De facto, pelos lemas anteriores, (2.16) e´ inversamente insta´vel sse
∆(2.17)[α] < −e c2kT (1 + e−ckT ) = −2 cosh
(
ckT
2
)
.
c.q.d.
Interessa-nos calcular o discriminante de (2.17) em func¸a˜o de w1, w2 e T .
Lema 2.3.4. O valor de ∆(2.17)[α] e´ dado por
2 cosh
(
w1kT
2
)
cos
(
w2kT
2
)
+ sinh
(
w1kT
2
)
sin
(
w2kT
2
)(
w1
w2
− w2
w1
)
.
Dem. Observemos que a equac¸a˜o (2.17) se pode escrever como x′ = A(t)x,
onde
A(t) =
⎧⎪⎪⎨⎪⎪⎩
(
0 1
w21 0
)
= A1 se t ∈ [0, k T2 ](
0 1
−w22 0
)
= A2 se t ∈]kT2 , kT ]
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que se prolonga por periodicidade a todo o R. A func¸a˜o matricial
Φ(t) = eA1t =
(
cosh(w1t)
sinh(w1t)
w1
w1 sinh(w1t) cosh(w1t)
)
e´ a soluc¸a˜o de (2.17) em [0, kT
2
] que verifica Φ(0) = I2. Se t ∈ [kT2 , kT ],
Φ(t) = eA2(t−
kT
2
)eA1
kT
2 =
(
cos(w2(t− kT2 ))
sin(w2(t− kT2 ))
w2−w2 sin(w2(t− kT2 )) cos(w2(t− kT2 ))
)
eA1
kT
2
e´ a soluc¸a˜o de (2.17) que verifica Φ(kT/2) = eA1kT/2. Finalmente
∆(2.17)[α] = tr(e
A2
kT
2 eA1
kT
2 ).
c.q.d.
O ca´lculo apresentado no u´ltimo lema e´ cla´ssico, veja-se [MaWi].
Lema 2.3.5. Dado H > c2/4 existe w1, w2 e k tal que a equac¸a˜o (2.16) e´
inversamente insta´vel e α(t) < H.
Dem. Escolhemos w2 de tal forma que
w2kT
2
= π.
Deste modo, o u´ltimo lema mostra-nos que
∆(2.17)[α] = −2 cosh
(
w1kT
2
)
.
Pelo que, do Lema 2.3.3 sai que (2.16) e´ inversamente insta´vel sse
−2 cosh
(
w1kT
2
)
< −2 cosh
(
ckT
2
)
⇔ w1 > c;
escolhemos enta˜o um w1 qualquer maior do que c. Finalmente escolhemos
k ∈ N suficientemente grande de modo a que w22 < H− c2/4; assim
α(t) ≤ w22 +
c2
4
< H,
para todo o t ∈ R. c.q.d.
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O nosso objectivo e´ definir g e uma soluc¸a˜o x de (2.15) de forma a que
g′(x(t)) = α(t); contudo a func¸a˜o α ate´ agora encontrada na˜o nos da´ uma
func¸a˜o g continuamente diferencia´vel. O pro´ximo lema, que foi provado em
[Or3], permite-nos regularizar α e ainda assim obter uma equac¸a˜o inversa-
mente insta´vel. Seja L∞(R/TkZ) o subespac¸o das func¸o˜es kT−perio´dicas de
L∞(R). Dada uma matriz A = (aij) ∈ Mn×n(R) definimos a norma
‖A‖∞ = max
i,j
|aij |.
Observemos que se A,B ∈Mn×n(R) enta˜o ‖AB‖∞ ≤ n‖A‖∞‖B‖∞.
Lema 2.3.6. Seja {αn} uma sucessa˜o limitada em L∞(R/TZ) a convergir
para α ∈ L∞(R/TZ) na topologia fraca∗, ou seja∫ T
0
αn(t)ϕ(t)dt →
∫ T
0
α(t)ϕ(t)dt,
para todo o ϕ ∈ L1(0, T ). Enta˜o
lim∆(2.16)[αn] = ∆(2.16)[α].
Dem. Para cada n ∈ N seja xn ∈M2×2(R) a soluc¸a˜o da equac¸a˜o integral
xn(t) = I2 +
∫ t
0
An(s)xn(s)ds,
onde
An(t) =
( −c 1
−αn(t) 0
)
.
Pretendemos mostrar que xn tende uniformemente em [0, T ] para a soluc¸a˜o
de
x(t) = I2 +
∫ t
0
A(s)x(s)ds, (2.18)
onde
A(t) =
( −c 1
−α(t) 0
)
.
Se W for uma constante real tal que ‖An(t)‖∞ < W , temos
‖xn(t)‖∞ ≤ 1 + 2W
∫ t
0
‖xn(t)‖∞dt, t ∈ [0, T ],
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para todo o n ∈ N. Pelo Lema de Gronwall conclu´ımos que ‖xn(t)‖∞ ≤
e2Wt, ∀t ∈ [0, T ], pelo que (xn)n∈N e´ uniformemente limitada em [0, T ]. Dados
t1, t2 ∈ [0, T ] temos
‖xn(t1)− xn(t2)‖∞ ≤
∥∥∥∥∫ t2
t1
An(t)xn(t)dt
∥∥∥∥
∞
≤ 2We2WT |t1 − t2|;
conclu´ımos que xn e´ equicontinua. O Teorema de Ascoli-Arzela` (ver [Har],
pa´g.4) garante-nos que existe pelo menos uma subsucessa˜o que converge uni-
formemente.
Suponhamos agora que xn e´ uma subsucessa˜o qualquer a convergir uni-
formemente para y. Seja ϕ ∈ M2×2(R) uma func¸a˜o matricial arbitra´ria com
entradas em L1(0, T ). Obtemos∥∥∥∥∫ T
0
An(t)xn(t)ϕ(t)dt−
∫ T
0
A(t)y(t)ϕ(t)dt
∥∥∥∥
∞
≤
∥∥∥∥∫ T
0
An(t)(xn(t)− y(t))ϕ(t)dt
∥∥∥∥
∞
+
∥∥∥∥∫ T
0
(An(t)−A(t))y(t)ϕ(t)dt
∥∥∥∥
∞
≤ 4W max
t∈[0,T ]
‖xn(t)−y(t)‖∞
∫ T
0
‖ϕ(t)‖∞dt+max
i=1,2
∣∣∣∣∫ T
0
(αn(t)− α(t))(y(t)ϕ(t))1,idt
∣∣∣∣ ,
que tende para 0 quando n → +∞. Em particular
xn(t) = I2 +
∫ t
0
An(t)xn(t)dt→ I2 +
∫ t
0
A(t)y(t)dt
pontualmente; conclu´ımos que y e´ soluc¸a˜o de (2.18).
Do que vimos ate´ aqui e´ agora poss´ıvel deduzir que xn converge uniforme-
mente para a soluc¸a˜o x de (2.18). Em particular xn(T ) → x(T ) quando
n → +∞ e consequentemente
lim∆(2.16)[αn] = lim tr xn(T ) = tr x(T ) = ∆(2.16)[α].
c.q.d.
Definimos a convoluc¸a˜o
αn(t) = (ρn ∗ α)(t) =
∫
R
ρn(t− y)α(y)dy =
∫
R
α(t− y)ρn(y)dy,
onde, para cada n ∈ N, ρn ∈ C∞(R) e´ uma func¸a˜o com suporte contido
no intervalo ] − 1
n
, 1
n
[,
∫
R
ρn(t)dt = 1 e ρn ≥ 0. E´ bem sabido que αn ∈
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C∞(R), para todo o n ∈ N. Por outro lado, dado que α e´ kT−perio´dica,
observamos que αn e´ ainda kT−perio´dica. Vamos ver agora que αn → α na
topologia fraca∗. De facto, dada ϕ ∈ L1(0, T ) arbitra´ria, dada a forma de α,
αn → α pontualmente q.t.p. e consequentemente, αnϕ → αϕ pontualmente
q.t.p.. Por outro lado, |αnϕ| ≤ (w22 + c
2
2
)|ϕ| ∈ L1(0, T ). Pelo teorema da
convergeˆncia dominada de Lebesgue temos∫ T
0
αn(t)ϕ(t)dt →
∫ T
0
α(t)ϕ(t)dt,
como pretendido. Dado H > c2
4
, pelos lemas anteriores podemos agora fixar
uma func¸a˜o α0 = αn0 ∈ C∞(R/kTZ), para n0 ∈ N suficientemente grande,
tal que α < H e tal que a equac¸a˜o{
x′1 = x2 − cx1
x′2 = −α0(t)x1 (2.19)
e´ inversamente insta´vel. Observemos ainda que esta nova α tem uma forma
semelhante a` antiga; em particular α(t) = −ω21 +c2/4 se t ∈ (0+1/n, kT/2−
1/n) e α(t) = ω22 + c
2/4 se t ∈ (kT/2 + 1/n, kT − 1/n).
Lema 2.3.7. Dado H > c2/4 existe g ∈ C∞(R/Z), k ∈ N e p ∈ C∞(R/kTZ)
tal que g′ < H e a equac¸a˜o (2.15) tem uma soluc¸a˜o x (0, k)−perio´dica cuja
equac¸a˜o linearizada e´ inversamente insta´vel.
Dem. Consideremos a func¸a˜o α0 definida antes. Consideremos constantes
A,B ∈ R tal que A < α0(t) < B < H. Vamos fixar uma func¸a˜o g ∈
C∞(R/Z) de tal forma que exista um intervalo I ⊂ [0, 1] tal que g′′ > 0 em
I e g′(I) = [A,B] (ver Figura 2.5). Definimos agora a func¸a˜o kT -perio´dica
x1-1
g’
{ I
A
B

Figura 2.5:
49
x1(t) = (g
′
/I)
−1(α0(t)) e a func¸a˜o kT -perio´dica p(t) = x′′1(t)+cx
′
1(t)+g(x1(t)).
Deste modo x = (x1, x
′
1 + cx1)
∗ e´ soluc¸a˜o (0, k)−perio´dica de (2.15), e a
equac¸a˜o linearizada em torno de x e´ a equac¸a˜o (2.19) que por construc¸a˜o e´
inversamente insta´vel. c.q.d.
Ate´ agora encontra´mos uma equac¸a˜o do tipo de (2.15) com uma soluc¸a˜o
(0, k)−perio´dica cuja equac¸a˜o linearizada e´ inversamente insta´vel. Se esta
soluc¸a˜o for isolada enta˜o ela e´ inversamente insta´vel. Para podermos aplicar
o Teorema 2.2.10 temos de resolver o problema da existeˆncia de um nu´mero
finito de soluc¸o˜es (0, k)−perio´dicas, na˜o degeneradas. O lema seguinte mostra-
nos que e´ suficiente excluir a existeˆncia de soluc¸o˜es (0, k)−perio´dicas degen-
eradas.
Lema 2.3.8. Suponhamos que existe um nu´mero infinito de soluc¸o˜es
(0, k)−perio´dicas de (2.15) (onde estamos a supor que a soluc¸a˜o x e x+ iR,
i ∈ Z, sa˜o a mesma soluc¸a˜o), enta˜o existe uma soluc¸a˜o (0, k)−perio´dica
degenerada.
Dem. Suponhamos que (xn)n∈N e´ uma sucessa˜o de soluc¸o˜es (0, k)−perio´dicas
de (2.15). Vamos supor, sem perda de generalidade, que
0 < xn(0)
∗R ≤ ‖R‖2,
para todo o n ∈ N. Dado que a aplicac¸a˜o de Poincare´ e´ dissipativa, podemos
supor a existeˆncia de um compacto E ⊂ R2 tal que xn(0) ∈ E, para todo o
n ∈ N. Podemos supor a existeˆncia de uma subsucessa˜o (xn(0))n∈N conver-
gente para x ∈ E. Deste modo obtivemos uma sucessa˜o de zeros de I − P k
convergindo para x (consequentemente x tambe´m e´ um zero de I − P k). Se
por absurdo x na˜o for degenerado, podemos aplicar o teorema da func¸a˜o in-
versa (ver [Di], pa´g.166) e concluir que I − P k e´ localmente invert´ıvel o que
e´ um absurdo. c.q.d.
Vamos ver de seguida, como consequeˆncia do Teorema de Sard-Smale,
que o conjunto das forc¸as p para as quais a equac¸a˜o (2.15) na˜o tem soluc¸o˜es
(0, k)−perio´dicas degeneradas e´ denso em C(R/kTZ).
Dados X e Y espac¸os de Banach, um operador continuamente diferen-
ciavel Φ : U ⊂ X → Y , definido num conjunto aberto e conexo U , e´ de
Fredholm se dim(Ker(Φ′(u))) e codim(Rank(Φ′(u))) forem finitas para cada
u ∈ X. Chamamos ı´ndice de Φ ao valor
ind(Φ) = dim(Ker(Φ′(u)))− codim(Rank(Φ′(u))),
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que e´ o mesmo para cada u ∈ U (ver [Ze], pa´g.317). Diremos que y ∈ U e´
um ponto regular de Φ se Φ′(y) for sobrejectiva. Diremos ainda que y ∈ Y e´
um valor regular de Φ se Φ−1(y) e´ vazio ou constitu´ıdo por pontos regulares.
Teorema 2.3.9 (Sard-Smale). Suponhamos que X e Y sa˜o espac¸os de Ba-
nach separa´veis (i.e. teˆm um subconjunto denso e conta´vel) e Φ : U ⊂ X →
Y e´ um operador de Fredholm de classe Ck com k > max{0, ind(Φ)}. Enta˜o
o conjunto dos valores regulares de Φ e´ residual em Y (i.e. conte´m a inter-
secc¸a˜o de uma famı´lia de conjuntos abertos e densos em Y ); em particular e´
denso em Y.
Dem. Ver [AbMaRa], pa´g. 227.
Para cada j ∈ N consideremos o espac¸o de Banach Cj(R/kTZ) das
func¸o˜es kT−perio´dicas em Cj(R), com a norma
‖u‖Cj =
j∑
i=0
sup
t∈[0,kT ]
|u(i)(t)|.
Lema 2.3.10. Se g ∈ C1(R) e [a, b] ⊂ R enta˜o g e´ uniformemente difer-
encia´vel em [a, b], i.e. para todo o  > 0 existe δ > 0 tal que se |h| < δ e
h = 0 temos ∣∣∣∣g(x+ h)− g(x)h − g′(x)
∣∣∣∣ < 
para todo o x ∈ [a, b].
Dem. A func¸a˜o g′ e´ uniformemente cont´ınua em [a−1, b+1], i.e. dado  > 0
existe δ > 0 tal que
|x− y| < δ ⇒ |g′(x)− g′(y)| < 
para todo o x, y ∈ [a − 1, b + 1]. Dado enta˜o  > 0 seja 0 < δ < 1 tal que a
expressa˜o acima seja va´lida. Se |h| < δ < 1, h = 0 e x ∈ [a, b], temos∣∣∣∣g(x+ h)− g(x)h − g′(x)
∣∣∣∣ = |g′(c)− g′(x)| < ,
onde c ∈ [a− 1, b+ 1]. c.q.d.
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Lema 2.3.11. Dada g ∈ C1(R), o operador
Φ : C2(R/kTZ)→ C(R/kTZ)
Φ(x) = x′′ + cx′ + g(x)
e´ de classe C1 e de Fredholm com ı´ndice zero.
Dem. A primeira parte do funcional e´ linear e cont´ınuo, pelo que na˜o ap-
resenta dificuldade o ca´lculo da derivada. Fixemos u ∈ C2(R/kTZ), vamos
ver que Ψ(u) = g(u) e´ deriva´vel Fre´chet em u e
Ψ′ : C2(R/kTZ)→ C(R/kTZ)
Ψ′(u)(h) = g′(u)h.
De facto, para cada h ∈ C2(R/kTZ) temos
Ψ(u+ h)−Ψ(u)− g′(u)h = g(u+ h)− g(u)− g′(u)h.
Como u toma valores num compacto, podemos usar o u´ltimo lema e concluir
que para todo o  > 0 existe δ > 0 tal que se ‖h‖C2 < δ e h = 0 temos
‖Ψ(u + h)−Ψ(u)− g′(u)h‖C0
‖h‖C2 < 
‖h‖C0
‖h‖C2 < .
Pelo que Φ e´ deriva´vel Fre´chet em u e
Φ′(u)(h) = h′′ + ch′ + g′(u)h.
Se (un)n∈N e´ uma sucessa˜o de func¸o˜es a convergir para u em C2(R/kTZ),
temos
‖Φ′(un)− Φ′(u)‖ = sup
‖h‖C2≤1
‖(g′(un)− g′(u))h‖∞
≤ ‖g′(un)− g′(u)‖∞ → 0,
quando n →∞. Conclu´ımos que Φ e´ de classe C1.
Vamos de seguida ver que podemos decompor Φ′(u) = S + T na soma
de um operador S(h) = h′′ de Fredholm com ı´ndice zero com um funcional
compacto. Deste modo podemos concluir que Φ e´ uma perturbac¸a˜o compacta
de S e logo tambe´m e´ de Fredholm com ı´ndice zero (ver [Ze], pa´g.296). O
operador S e´ obviamente cont´ınuo e o nu´cleo e´ constitu´ıdo pelas constantes
de C2(R/kTZ) logo tem dimensa˜o 1. Por outro lado
Rank(S) =
{
h ∈ C(R/kTZ) :
∫ kT
0
h(t)dt = 0
}
,
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ou seja C(R/kTZ) = R⊕Rank(S) logo codim Rank(S) = 1. Vejamos agora
que o operador T (h) = ch′ + g′(u)h e´ compacto. De facto, se (hn)n∈N e´ uma
sucessa˜o limitada em C2(R/kTZ) enta˜o a sucessa˜o (T (hn))n∈N e´ uniforme-
mente limitada e equicontinua. O Teorema de Ascoli-Arzela` permitem-nos
concluir que existe uma subsucessa˜o de (T (hn))n∈N convergente em C(R/kTZ).
c.q.d.
Em [AbMaRa], pag.101, pode ser visto um estudo mais geral da diferen-
ciabilidade de operadores do tipo de Φ.
Seja
A = {p ∈ C(R/kTZ) : (2.15) tem uma soluc¸a˜o (0, k)−perio´dica degenerada}.
Lema 2.3.12. O conjunto C(R/kTZ) \ A e´ denso em C(R/kTZ).
Dem. Consideremos a func¸a˜o Φ do u´ltimo lema. Uma func¸a˜o p ∈ C(R/kTZ)
e´ um valor regular de Φ sse todas as soluc¸o˜es u de
x′′ + cx′ + g(x) = p(t), (2.20)
em C2(R/kTZ) sa˜o tais que a func¸a˜o Φ′(u) e´ bijectiva (visto que ind(Φ) = 0).
Por outro lado, p ∈ A sse existe uma soluc¸a˜o de (2.20) em C2(R/kTZ) tal
que 1 e´ multiplicador caracter´ıstico de{
ξ′ = η − cξ
η′ = −g′(u1)ξ .
O que ainda e´ equivalente a` existeˆncia de uma soluc¸a˜o perio´dica (ξ, η) na˜o
trivial da u´ltima equac¸a˜o. Ou seja, Φ′(u1)(ξ) = Φ′(u1)(0) e Φ′(u1) na˜o e´
injectiva. Como Φ(u1) = p, p na˜o e´ um valor regular de Φ. Ate´ agora
mostra´mos que
{p ∈ C(R/kTZ) : p e´ um valor regular de Φ} = C(R/kTZ) \A.
Uma aplicac¸a˜o do u´ltimo lema junto com o Teorema de Sard-Smale da´-nos
o resultado. c.q.d.
Finalmente estamos em condic¸o˜es de apresentar o resultado final.
Teorema 2.3.13. Dado H > c2/4 existe g ∈ C∞(R/Z) tal que g′ < H,
existe k ∈ N e p ∈ C(R/kTZ) tal que a equac¸a˜o (2.15) tem um nu´mero finito
de soluc¸o˜es (0, k)−perio´dicas e uma delas e´ tal que a equac¸a˜o linearizada em
torno dela e´ inversamente insta´vel.
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Dem. Consideremos g ∈ C∞(R/Z) tal que g′ < H, k ∈ N, p ∈ C∞(R/kTZ)
e a soluc¸a˜o (0, k)-perio´dica dadas pelo Lema 2.3.7. Temos Φ(x1(t)) = p(t).
Como a equac¸a˜o linearizada {
ξ′ = η − cξ
η′ = −g′(x1)ξ ,
e´ inversamente insta´vel, na˜o tem soluc¸o˜es kT -perio´dicas na˜o triviais. O
mesmo se passa com a equac¸a˜o
h′′ + ch′ + g′(x1(t))h = 0.
Dado que, pelo Lema 2.3.11, ind(Φ′(x1)) = 0, a equac¸a˜o
h′′ + ch′ + g′(x1(t))h = b(t)
tem uma u´nica soluc¸a˜o kT -perio´dica para cada b ∈ C(R/kTZ), ou seja Φ′(x1)
e´ um isomorfismo. Aplicando o teorema da func¸a˜o inversa, conclu´ımos que
Φ e´ um homeomorfismo na vizinhanc¸a de x1. Pelo Lema 2.3.12 podemos
considerar uma sucessa˜o (pn)n∈N a convergir para p em C(R/kTZ) de tal
forma que a equac¸a˜o {
x′1 = x2 − cx1
x′2 = −g(x1(t)) + pn(t) (2.21)
na˜o tenha soluc¸o˜es (0, k)-perio´dicas degeneradas. Pelo que vimos acima, para
n suficientemente grande, esta´ bem definida (x1)n = Φ
−1(pn) e (x1)n → x1
em C2(R/kTZ). Para cada n ∈ N a func¸a˜o zn = ((x1)n, (x1)′n + c(x1)n)∗ e´
uma soluc¸a˜o (0, k)-perio´dica de (2.21) com equac¸a˜o linearizada{
ξ′ = η − cξ
η′ = −g′((x1)n(t))ξ .
Como g((x1)n) → g(x1) na topologia fraca∗, o Lema 2.3.6 mostra que para
n = n0 suficientemente grande a equac¸a˜o anterior e´ inversamente insta´vel.
Logo a func¸a˜o ((x1)n0 , (x1)
′
n0
+ c(x1)n0)
∗ e´ uma soluc¸a˜o (0, k)-perio´dica de
(2.21) cuja equac¸a˜o linearizada e´ inversamente insta´vel. Dado que a equac¸a˜o
(2.21) na˜o tem soluc¸o˜es (0, k)−perio´dicas degeneradas, conclu´ımos, pelo Lema
2.3.8, que tem um nu´mero finito de soluc¸o˜es (0, k)-perio´dicas. O teorema fica
enta˜o provado com p = pn0 . c.q.d.
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Corola´rio 2.3.14. Dado H > c2/4 existe g ∈ C∞(R/Z) tal que g′ < H,
existe k ∈ N e p ∈ C(R/kTZ) tal que o atractor associado a` equac¸a˜o (2.15)
na˜o e´ homeomorfo a T1.
Dem. E´ consequeˆncia imediata do u´ltimo teorema e do Teorema 2.2.10.
c.q.d.
Vamos ainda mostrar que o resultado do Teorema 2.3.13 e´ robusto, ou
seja, se existe um nu´mero finito de soluc¸o˜es na˜o degeneradas e uma delas e´
tal que a equac¸a˜o linearizada em torno dela e´ inversamente insta´vel e per-
turbarmos um pouco a equac¸a˜o (2.2), num sentido a definir futuramente,
continuamos a ter um nu´mero finito de soluc¸o˜es na˜o degeneradas onde uma
delas e´ tal que a equac¸a˜o linearizada em torno dela e´ inversamente insta´vel.
Mais concretamente, consideremos o espac¸o C(R/Z) das func¸o˜es cont´ınuas e
1-perio´dicas, com a norma
‖f‖∞ = sup
R
|f(t)|.
Seja C0,1(R/TZ×R/Z) o espac¸o das func¸o˜es T -perio´dicas na primeira varia´vel,
1-perio´dicas na segunda, cont´ınuas e tal que existe e e´ cont´ınua a derivada
parcial em ordem a` segunda varia´vel. Consideremos ainda a norma
‖g‖C0,1 = sup
(t,x)∈R2
|g(t, x)|+ sup
(t,x)∈R2
∣∣∣∣∂g∂x(t, x)
∣∣∣∣ .
Finalmente consideremos o espac¸o produto
X = C0(R/Z)× C0,1(R/TZ× R/Z),
com a norma produto ‖ · ‖X . Desta forma, X e´ um espac¸o de Banach.
Fixemos uma equac¸a˜o do tipo de (2.2){
y′1 = y2 −H∗(y1)
y′2 = −g∗(t, y1) , (2.22)
onde (h∗, g∗) ∈ X, H∗(x) = ∫ x
0
h∗(t)dt e 0 < c = minh∗ vamos supor que
para algum (a, b) ∈ Z× N, b ≥ 1, a equac¸a˜o anterior tem um nu´mero finito
de soluc¸o˜es (a, b)−perio´dicas
y∗1, y
∗
2, . . . , y
∗
p,
na˜o degeneradas e uma delas e´ tal que a equac¸a˜o linearizada em torno dela
e´ inversamente insta´vel. E´ va´lida a seguinte proposic¸a˜o:
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Proposic¸a˜o 2.3.15. Existe uma vizinhanc¸a U de (h∗, g∗) em X tal que se
(h, g) ∈ U enta˜o a equac¸a˜o (2.2) tem p soluc¸o˜es (a, b)-perio´dicas, todas elas
na˜o degeneradas e uma delas e´ tal que a equac¸a˜o linearizada em torno dela
e´ inversamente insta´vel.
Dem. Vamos supor, sem perda de generalidade, que y∗i (0) ∈ S0, i = 1, . . . , p
(S0 definido no in´ıcio do primeiro cap´ıtulo). Consideremos o operador
Ψ : R2 ×X → R2
(x, h, g)→ [I − (P b − aR)](x),
onde P e´ a aplicac¸a˜o de Poincare´. Este operador e´ de classe C1 (ver Proposic¸a˜o
4.3.6 do Apeˆndice 1) e ale´m disso
Ψ(x, h∗, g∗) = 0 e x ∈ S0 ⇔ x ∈ {y∗1(0), . . . , y∗p(0)}.
Para cada i ∈ {1, . . . , p}, consideremos y(t; 0, y0) a soluc¸a˜o geral de (2.22) e
Yi(t) =
∂y
∂y0
(t; 0, y∗i )
a matriz soluc¸a˜o da equac¸a˜o linearizada de (2.22) em torno de y∗i . Temos
∂Ψ
∂x
(y∗i (0), h
∗, g∗) : R2 → R2 (2.23)
x→ [I − Yi(bT )]x.
Como por hipo´tese y∗i e´ na˜o degenerada, os valores pro´prios de I−Yi(bT ) sa˜o
1− µ1 e 1− µ2, ambos diferentes de zero; pelo que (2.23) e´ um isomorfismo.
Conclu´ımos, pelo teorema das func¸o˜es impl´ıcitas, (ver [Ze], pa´g.250) que
existe Vi ⊂ R2 vizinhanc¸a de y∗i (0), Ui ⊂ X vizinhanc¸a de (h∗, g∗) e uma
func¸a˜o fi : Ui → R2 de classe C1 tal que
Ψ(x, h, g) = 0 e (x, h, g) ∈ Vi × Ui ⇔ fi(h, g) = x. (2.24)
Desta forma, para cada
(h, g) ∈
⋂
i=1,...,p
Ui
a equac¸a˜o (2.2) teˆm pelo menos p soluc¸o˜es (a, b)-perio´dicas, cada vizinhanc¸a
Vi tem uma condic¸a˜o inicial correspondente a uma destas soluc¸o˜es. Supon-
hamos, com vista a um absurdo, que existe uma sucessa˜o (hn, gn) de ele-
mentos em X a convergir para (h∗, g∗) em X e de tal forma que (2.2) tem
pelo menos p + 1 soluc¸o˜es (a, b)−perio´dicas. Supondo que (hn, gn) ∈ ∩iUi,
56
podemos tomar uma sucessa˜o y0n ∈ S0 tal que Ψ(y0n, hn, gn) = 0 e y0n ∈
{f1(hn, gn), . . . , fp(hn, gn)}, para cada n ∈ N. Usando um argumento semel-
hante ao usado na demonstrac¸a˜o do Lema 2.2.8 podemos demonstrar que
a sucessa˜o de condic¸o˜es iniciais y0n ∈ S0 esta´ dentro de um compacto, logo
y0n e´ uma sucessa˜o limitada, podemos supor que uma sua subsucessa˜o y
0
nk
converge para y0. Temos enta˜o
0 = Ψ(y0nk, hnk , gnk)→ Ψ(y0, h∗, g∗) = 0.
Pelo que y0 = y
∗
i (0) para algum i ∈ {1, . . . , p}, conclu´ımos que y0nk ∈ Vi para
nk grande; o que da´ uma contradic¸a˜o com (2.24). Prova´mos ate´ agora que
existe uma vizinhanc¸a U0 de (h
∗, g∗) em X tal que se (h, g) ∈ U0 enta˜o a
equac¸a˜o (2.2) tem exactamente p soluc¸o˜es (a, b)−perio´dicas com condic¸o˜es
iniciais
{f1(h, g), . . . , fp(h, g)}.
Suponhamos, de novo por absurdo, que existe uma sucessa˜o (hn, gn) de ele-
mentos em X a convergir para (h∗, g∗) em X e de tal forma que (2.2) tem
pelo menos uma soluc¸a˜o degenerada yn. Podemos ainda supor, sem perda de
generalidade, que yn(0) ∈ Vi para todo o n ∈ N e algum i ∈ {1, . . . , p} fixo.
Dado que yn(0) = gi(hn, gn) temos yn(0) → yi(0). Como estamos a assumir
que yn e´ degenerada podemos concluir da existeˆncia de uma sucessa˜o vn de
vectores em R2 de norma unita´ria e tal que
∂Ψ
∂x
(yn(0), hn, gn)(vn) = 0.
Assumindo que vn → v e recordando que Ψ e´ de classe C1, obtemos
∂Ψ
∂x
(yi(0), h
∗, g∗)(v) = 0,
o que e´ um absurdo porque yi na˜o e´ degenerada.
Vamos supor agora que a equac¸a˜o linearizada de (2.22) em torno de y∗1{
ξ′ = η − h∗(y∗1)ξ
η′ = −∂g∗
∂x
(t, y∗1(t))ξ
(2.25)
e´ inversamente insta´vel i.e. a soluc¸a˜o Y ∗ desta equac¸a˜o tal que Y ∗(0) = I2 e´
tal que os valores pro´prios µ1, µ2 de Y
∗(bT ) verificam µ1 < −1 < µ2 < 0. Se
(hn, gn) converge para (h
∗, g∗) em X enta˜o, pelo que vimos anteriormente, a
equac¸a˜o {
y′1 = y2 −Hn(y1)
y′2 = −gn(t, y1)
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tem uma soluc¸a˜o yn (a, b)-perio´dica tal que yn(0) → y∗1(0). Pela Proposic¸a˜o
4.3.6 do Apeˆndice 1, as componentes de Yn(bT ), onde Yn e´ a soluc¸a˜o da
equac¸a˜o linearizada em torno de yn que verifica Yn(0) = I2, convergem para
as componentes de Y ∗(bT ). Conclu´ımos que os valores pro´prios de Yn(bT )
(ra´ızes do polino´mio caracter´ıstico) convergem para os valores pro´prios de
Y ∗(bT ); pelo que se n for suficientemente grande, yn e´ inversamente insta´vel.
c.q.d.
2.4 Um contra-exemplo auto´nomo
O estudo feito na u´ltima secc¸a˜o mostra, em particular, que na˜o e´ poss´ıvel
melhorar a desigualdade no Teorema 2.1.3. Todavia, e´ poss´ıvel observar este
facto a partir de uma classe de equac¸o˜es auto´nomas.
No in´ıcio da de´cada de trinta, F. Tricomi [Tr1] [Tr2] estudava uma equac¸a˜o
do tipo
x′′ + cx′ + sin x = β, (2.26)
onde c e β sa˜o constantes positivas. A sua motivac¸a˜o eram as aplicac¸o˜es
desta equac¸a˜o aos motores ele´ctricos. Observemos que esta e´ tambe´m a
equac¸a˜o do peˆndulo forc¸ado por um torque constante. F. Tricomi mostrou
que quando β > 1 na˜o existem equil´ıbrios e existe uma soluc¸a˜o perio´dica
rotativa i.e. uma soluc¸a˜o x de (2.26) tal que x(t+τ) = x(t)+2π, para algum
τ > 0. Provou ale´m disso que x atrai todas as outras soluc¸o˜es. Por outro
lado, quando β < 1 este autor mostrou a existeˆncia de dois equil´ıbrios e de
uma constante c0(β) tal que se 0 < c < c0(β), existe uma soluc¸a˜o perio´dica
rotativa, pore´m, quando o paraˆmetro c se move para valores acima de c0(β),
a soluc¸a˜o perio´dica rotativa e´ destru´ıda numa bifurcac¸a˜o de homoclinicas.
Ambas as situac¸o˜es esta˜o esboc¸adas na Figura 2.6; em ambos os casos os
pontos de equil´ıbrio esta´veis esta˜o representados como espirais embora sejam
nodos esta´veis para alguns valores de c. Atendendo aos resultados de F.
Tricomi (ver tambe´m [HoLeMi]), podemos construir o diagrama de bifurcac¸a˜o
que esboc¸amos na Figura 2.7. Dado que a equac¸a˜o (2.26) na˜o depende do
tempo, podemos considerar-la T -perio´dica de um qualquer per´ıodo T > 0
e considerar a correspondente aplicac¸a˜o de Poincare´. Nesta secc¸a˜o vamos
considerar a equac¸a˜o associada a (2.26){
x′ = v
v′ = −cv − sin x+ β , (2.27)
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Figura 2.6:
Solução periódica
rotativa e equilíbrios
Solução
periódica
rotativa
Equilíbrios
c 
0

c

Figura 2.7:
que e´ do tipo de (1.1) com R = (1, 0)∗. Observemos que se (x, v)∗ for soluc¸a˜o
da equac¸a˜o acima enta˜o (x, v + cx)∗ e´ soluc¸a˜o da equac¸a˜o{
x′ = v − cx
v′ = − sin x + β . (2.28)
Desta forma, o espac¸o de fases de (2.28) e´ a imagem do espac¸o de fases
de (2.27) por uma transformac¸a˜o linear. Como vimos na Secc¸a˜o 1 deste
Cap´ıtulo, a aplicac¸a˜o de Poincare´ associada a (2.28) e´ dissipativa, podemos
agora concluir que o mesmo se passa com (2.27). Da mesma forma, o atractor
A associado a (2.27) e´ homeomorfo a T1 sse o atractor associado a (2.28) tiver
a mesma propriedade.
Atendendo a` caracterizac¸a˜o de A dada pelo Lema 1.4.1, e atendendo
a` Figura 2.6 conclu´ımos que quando 0 < c < c0(β) o atractor e´ formado
pelos equil´ıbrios, pela soluc¸a˜o perio´dica rotativa e pelas heterocl´ınicas que
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juntam estas o´rbitas; pelo que, neste caso A na˜o e´ obviamente homeomorfo
ao c´ırculo. Podemos enta˜o deduzir pelo Teorema 2.1.3 que c0(β) < 2 para
todo o β ∈]0, 1[. Na verdade esta e´ uma estimativa muito grosseira para c0(β);
estimativas mais finas foram encontradas por F.Tricomi (ver [SaCo] para uma
descric¸a˜o das estimativas para c0(β)). As estimativas obtidas mostram que
c0(β) <
√
2. Vamos ver nesta secc¸a˜o que se considerarmos uma equac¸a˜o do
mesmo tipo {
x′ = v
v′ = −cv − g(x) + β , (2.29)
onde a func¸a˜o seno foi substitu´ıda pela func¸a˜o 2π-perio´dica definida por
g(x) =
{
x se x ∈ [−π/2, π/2]
−x + π se x ∈ [π/2, 3π/2]
enta˜o vamos ter uma situac¸a˜o ana´loga a` anterior e ale´m disso vamos mostrar
que neste caso se β toma valores arbitrariamente perto de π/2, a func¸a˜o c0(β)
toma valores arbitrariamente perto de 2.
Diremos que uma soluc¸a˜o (x, v) de (2.29) e´ perio´dica rotativa se x(t+τ) =
x(t) + 2π para algum τ > 0. Mais concretamente, vamos mostrar que fixado
c de forma a que c2/4 < 1 ⇔ c < 2, podemos escolher β ∈]0, π/2[ de
forma a que a equac¸a˜o (2.29) tem equil´ıbrios e simultaneamente uma soluc¸a˜o
perio´dica rotativa, pelo que o atractor associado na˜o e´ homeomorfo a T1.
Dado que 1 e´ a constante de Lipschitz de g, isto mostra que a desigualdade
do Teorema 2.1.3 e´ optimal.
Dado que f e´ Lipschitziana, a equac¸a˜o (2.29) tem existeˆncia e unicidade
de soluc¸a˜o para cada conjunto de condic¸o˜es iniciais. Dado β ∈]0, π/2[, a
equac¸a˜o (2.29) tem pontos de equil´ıbrio em (β+2kπ, 0)∗ e (−π−β+2kπ, 0)∗
para cada k ∈ Z. O estudo da linearizac¸a˜o de (2.29) em torno destes pontos
mostra que os pontos da forma (β + 2kπ, 0)∗ sa˜o focos esta´veis e os pontos
da forma (−π − β + 2kπ, 0)∗ sa˜o selas.
Para cada β > 0 fixo, a func¸a˜o
xβ(t) = (π/2 + β)e
−c+
√
c2+4
2
t − π − β
e´ soluc¸a˜o de
x′′ + cx′ − x− π = β.
Por outro lado, xβ(t) e´ crescente, xβ(0) = −π/2, limt→−∞ xβ(t) = −π − β
e limt→−∞ x′β(t) = 0. Conclu´ımos que (xβ, x
′
β) e´ uma soluc¸a˜o de (2.29) em
]−∞, 0[ dentro da variedade insta´vel de (−π−β, 0)∗. Fixemos yβ = (xβ , vβ) a
soluc¸a˜o de (2.29) que coincide com (xβ , x
′
β) no intervalo ]−∞, 0[ (ver Figura
2.8). A func¸a˜o vβ e´ positiva no intervalo ]−∞, 0[; seja tβ > 0 o primeiro valor
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Figura 2.8:
onde vβ(tβ) = 0, caso vβ(t) > 0 para todo o t > 0 definimos tβ = +∞. Vamos
provar nos pro´ximos lemas que existe β1 ∈]0, π/2[ tal que se β1 < β < π/2
enta˜o tβ = +∞.
Lema 2.4.1. Se c < 2, existe β0 ∈]0, π/2[ tal que para cada β0 ≤ β < π/2
existe 0 < t1β < tβ tal que xβ(t
1
β) > π/2 e vβ(t) > 0, para todo o t ∈]−∞, t1β [.
Dem. Observemos que a func¸a˜o
x˜β(t) = (π/2+β)e
− c
2
t
[
−2c +√c2 + 4√
4− c2 sin
(√
4− c2
2
t
)
− cos
(√
4− c2
2
t
)]
+β
e´ a soluc¸a˜o da equac¸a˜o
x′′ + cx′ + x = β
que verifica
x˜β(0) = −π/2 = xβ(0) e x˜′β(0) = (π/2 + β)
(
−c +√c2 + 4
2
)
= x′β(0).
Definindo
f(t) = e−
c
2
t
[
−2c +√c2 + 4√
4− c2 sin
(√
4− c2
2
t
)
− cos
(√
4− c2
2
t
)]
,
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observamos que o valor mais pequeno t2 > 0 onde f
′(t2) = 0 e´ tal que
f(t2) > 0. Conclu´ımos que a func¸a˜o x˜β(t) = (π/2 + β)f(t) + β e´ crescente
em [0, t2] e x˜β(t2) = (π/2 + β)f(t2) + β > π/2 se
β > β0 = max
{
0,
π
2
1− f(t2)
1 + f(t2)
}
.
Se t3 > 0 for o primeiro valor para o qual x˜β(t) ∈]−π/2, π/2[, enta˜o xβ(t) =
x˜β(t) em ]0, t3[, conclu´ımos que para cada β > β0 existe t
1
β tal que xβ(t
1
β) >
π/2 e vβ > 0 para todo o t ∈]−∞, t1β[. c.q.d.
Lema 2.4.2. Se c < 2, existe β1 ∈]0, π/2[ tal que se β1 < β < π/2 enta˜o
tβ = +∞.
Dem. Seja β0 dado pelo u´ltimo lema. Consideremos β1 ∈]β0, π/2[ tal que
xβ0(tβ10 ) > π − β1. Consideremos ainda β1 < β < π/2. Pelo u´ltimo lema vβ
esta´ bem definida como func¸a˜o de x e e´ positiva no intervalo ]−π−β, xβ(t1β)[
(com xβ(t
1
β) > π/2). Por outro lado, vβ(x) e´ soluc¸a˜o de
dv
dx
= −c + β − g(x)
v
, (2.30)
no mesmo intervalo. Como
dvβ0
dx
= −c + β0 − g(x)
v
< −c + β − g(x)
v
,
vβ0 e´ uma sub-soluc¸a˜o de (2.30) no intervalo ]−π−β0, π−β1[. Considerando
uma constante L suficientemente grande obtemos uma sobre-soluc¸a˜o. Este
par de sub e sobre-soluc¸o˜es forma um funil para a equac¸a˜o (2.30) no intervalo
]−π−β0, π−β1[ (ver Figura 2.9). Como vβ(−π−β0) ∈]0, L[, conclu´ımos que
vβ(x) esta´ bem definida e e´ positiva no intervalo ]− π − β, π − β[. Analoga-
mente podemos concluir que vβ esta bem definida e e´ positiva no intervalo
]π − β, 3π − β[, usando vβ(x− 2π) como sub-soluc¸a˜o e uma constante como
sobre-soluc¸a˜o. Por induc¸a˜o conclu´ımos que vβ(x) esta´ bem definida e e´ pos-
itiva no intervalo ]− π − β,+∞[. Logo tβ = +∞. c.q.d.
Na demonstrac¸a˜o do u´ltimo lema usa´mos o conceito de sobre e sub-
soluc¸o˜es para construir um funil. Na demonstrac¸a˜o do pro´ximo teorema
vamos usar este mesmo conceito para provar a existeˆncia de soluc¸a˜o para um
problema de valores de fronteira perio´dico. Mais precisamente, vamos usar
o seguinte resultado cla´ssico:
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Figura 2.9:
Teorema 2.4.3. Consideremos f ∈ C(R/TZ × R) e α, β ∈ C1[0, T ] verifi-
cando
α′(t) ≤ f(t, α(t)), β ′(t) ≥ f(t, β(t)), ∀t ∈ [0, T ],
e α(0) ≤ α(T ) < β(T ) ≤ β(0). Enta˜o α, β sa˜o chamados um par ordenado
de sub e sobre-soluc¸o˜es e existe uma soluc¸a˜o T -perio´dica x de x′ = f(t, x) tal
que α(t) ≤ x(t) ≤ β(t), para todo o t ∈ [0, T ].
Lema 2.4.4. Se c < 2, existe β1 ∈]0, π/2[ tal que se β1 < β < π/2 a equac¸a˜o
(2.29) tem uma soluc¸a˜o perio´dica rotativa.
Dem. Consideremos β1 dado pelo u´ltimo lema e β1 < β < π/2. Us-
ando vβ(x) como sub-soluc¸a˜o e uma constante L suficientemente grande
como sobre-soluc¸a˜o, obtemos um par ordenado de sub e sobre-soluc¸o˜es de
(2.30) no intervalo [−π − β, π− β]. Conclu´ımos que (2.30) tem uma soluc¸a˜o
perio´dica positiva. A esta soluc¸a˜o corresponde uma soluc¸a˜o perio´dica rota-
tiva de (2.29). c.q.d.
Apresentamos agora o resultado central desta secc¸a˜o:
Teorema 2.4.5. Dado c < 2, existe β1 ∈]0, π/2[ tal que se β1 < β < π/2 o
atractor da aplicac¸a˜o de Poincare´ associado a` equac¸a˜o (2.29) na˜o e´ homeo-
morfo a T1.
Dem. Consideremos a soluc¸a˜o perio´dica rotativa (x0, v0) dada pelo u´ltimo
lema. Pelo Lema 1.4.1 conclu´ımos que
{(x0(t), v0(t)) : t ∈ R} ∪ {(−π − β, 0)} ∪ {(β, 0)} ⊂ A.
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Observemos que os pontos (−π − β, 0) e (β, 0) na˜o pertencem a` o´rbita (x0, v0).
Como {(x0(t), v0(t)) : t ∈ R} e´ um subconjunto pro´prio de A e e´ homeomorfo
a T1 conclu´ımos que A na˜o e´ homeomorfo a T1.
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Cap´ıtulo 3
Conexo˜es com os trabalhos de
R. A. Smith
Russel A. Smith em [Sm2] procura condic¸o˜es suficientes para a existeˆncia
de soluc¸o˜es perio´dicas esta´veis para uma equac¸a˜o do tipo de (1.1), sem a
condic¸a˜o de periodicidade em x. Vamos ver que uma das suas condic¸o˜es im-
plica a condic¸a˜o (F1). Finalmente, vamos aproveitar as ideias desenvolvidas
em trabalhos relacionados com teoria do controlo para mostrar que certas
classes de sistemas verificam (F1).
3.1 A condic¸a˜o de R. A. Smith
No artigo [Sm2] e´ introduzida a condic¸a˜o seguinte:
(F2)
∣∣∣∣∣∣∣∣∣∣
Suponhamos que existe λ > 0,  > 0 e P uma matriz real sime´trica,
com um valor pro´prio negativo, todos os outros valores pro´prios
positivos, de tal forma que
(x1 − x2)∗P [F (t, x1)− F (t, x2) + λ(x1 − x2)] ≤ −‖x1 − x2‖2,
para todo o x1, x2 ∈ Rn e t ∈ R.
Antes de demonstrar a proposic¸a˜o central deste Cap´ıtulo vamos provar
um lema auxiliar.
Lema 3.1.1. Seja A ⊂ Rn e Q : Rn → Rn uma aplicac¸a˜o linear tal que
KerQ = span{R}. Enta˜o e(A) e´ limitado em C sse Q(A) e´ limitado em Rn.
Dem. Para cada x ∈ A seja ux ∈ Rn tal que ux ∈ x ∩ S0 e d(x, 0) = ‖ux‖.
Assim, e(A) e´ limitado em C sse o conjunto {ux : x ∈ A} e´ limitado em Rn.
Conclu´ımos que o conjunto A e´ limitado em C sse o conjunto {Q(ux) : x ∈ A}
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e´ limitado em Rn. Finalmente, observando que Q(ux) = Q(x), para todo o
x ∈ A, o lema fica demonstrado. c.q.d.
Vamos ver que a condic¸a˜o (F2) e´ mais forte do que (F1), ou seja:
Proposic¸a˜o 3.1.2. Se o sistema (1.1) satisfaz a condic¸a˜o (F2) enta˜o tambe´m
satisfaz a condic¸a˜o (F1).
Dem. Sejam λ1 < 0 e λ2, . . . , λn > 0 os valores pro´prios de P contados
de acordo com a sua multiplicidade. Consideremos V1, V2, . . . , Vn uma base
ortonormada de vectores pro´prios associada a λ1, λ2, . . . , λn, respectivamente.
Tomando x1 = R e x2 = 0 em (F2) obtemos R
∗PR ≤ −‖R‖2/λ; pelo
que se conclui que R ∈ span{V2, . . . , Vn}. Consideremos o subespac¸o F =
span{V2, . . . , Vn} de dimensa˜o n−1 e Q a projecc¸a˜o sobre F tal que KerQ =
span{R}. Consideremos x1, x2 duas soluc¸o˜es distintas de (1.1) e limitadas
em C. Pelo lema anterior podemos tomar uma constante c1 tal que
‖Q(x1(t)− x2(t))‖ < c1, ∀t ∈ R.
Definimos V (x) = x∗Px e vamos mostrar que o conjunto
A = {x ∈ Rn : ‖Q(x)‖ < c1 e V (x) ≥ 0}
e´ limitado. Se por absurdo assim na˜o fosse, existiria uma sucessa˜o de ele-
mentos de A que se pode escrever na forma
xn = Q(xn) + αnR,
para todo o n ∈ N, onde αn e´ uma sucessa˜o ilimitada. Mas nesse caso
obtemos
0 ≤ x∗nPxn = Q(xn)∗PQ(xn) + 2αnQ(xn)∗PR + α2nR∗PR
≤ c21|P |+ 2c1|αn||P |‖R‖ − α2n

λ
‖R‖2;
o que e´ um absurdo.
Por (F2) obtemos
d
dt
(
e2λtV (x1(t)− x2(t))
) ≤ −2e2λt‖x1(t)− x2(t)‖2 < 0;
pelo que e2λtV (x1(t)−x2(t)) e´ decrescente. Se por absurdo x1(0)−x2(0) ∈ F
enta˜o
e2λtV (x1(t)− x2(t)) ≥ V (x1(0)− x2(0)) > 0,
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para todo o t < 0; logo A˜ = {x1(t) − x2(t), t < 0} e´ ilimitado. Como A˜ e´
um subconjunto de A, obtemos um absurdo. c.q.d.
No mesmo artigo [Sm2] o autor encontra condic¸o˜es para que um sistema
do tipo de (1.5) verifique (F2). Vamos enta˜o supor que temos um sistema do
tipo
x′ = Cx+ J(t, x), x ∈ Rn, (3.1)
satisfazendo as condic¸o˜es assumidas na Secc¸a˜o 1.3. Recordemos que
Λ = −max{Re(λ) : λ e´ um valor pro´prio na˜o nulo de C}.
Para cada λ ∈]0,Λ[ definimos µ(λ) por
µ(λ)−2 = inf
ω∈R
min σ{(C + λI − iwI)(C∗ + λI + iwI)}.
Observemos que, utilizando a caracterizac¸a˜o variacional do menor valor pro´prio
de uma matriz Hermitica (ver [LaTi], pag. 285),
min σ{(C+λI−iwI)(C∗+λI+iwI)} = min
‖x‖=1
x∗(C+λI−iwI)(C∗+λI+iwI)x
= min
‖x‖=1
‖(C∗ + λI + iwI)x‖2 ≥ min
‖x‖=1
(w2‖x‖2 − ‖(C∗ + λI)x‖2)
= w2 − max
‖x‖=1
‖(C∗ + λI)x‖2,
que tende para +∞ quando |w| → +∞. Dado que Ker(C∗+ λI + iwI) = 0,
conclu´ımos que µ(λ)−2 > 0. Em particular, a matriz (C + λI − iwI)(C∗ +
λI + iwI) e´ definida positiva.
Diremos que J e´ K−Lipschitziana na segunda varia´vel se
‖J(t, x)− J(t, y)‖ ≤ K‖x− y‖
para todo o (x, y, t) ∈ R2n+1. Vamos necessitar do seguinte teorema provado
em [Ja].
Teorema 3.1.3. Se r ∈ N e´ par e
B(z) = B0 + B1z + B2z
2 + . . .+ Brz
r, z ∈ C, B0, . . . , Br ∈Mn×n(R),
e´ um polino´mio de matrizes tal que (B(z))∗ = B(−z) e (B(iω)) e´ semi-
definida positiva (i.e. x∗B(iω)x ≥ 0, ∀x ∈ Rn) para todo o ω ∈ R. Enta˜o
existe um polino´mio de matrizes
h(z) = C0 +C1z+C2z
2 + . . .+Cr/2z
r/2, z ∈ C, C0, . . . , Cr/2 ∈Mn×n(R),
tal que
B(z) = (h(−z))∗h(z).
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O pro´ximo resultado foi provado em [Sm1] e [Sm2] para equac¸o˜es muito
mais gerais. Vamos fazer um resumo da demonstrac¸a˜o para este contexto.
Teorema 3.1.4. Se J for K-Lipschitziana na segunda varia´vel e K < µ(λ)−1
para algum λ ∈]0,Λ[, enta˜o (3.1) satisfaz (F2).
Dem. Tal como na u´ltima demonstrac¸a˜o usamos a func¸a˜o auxiliar V (x) =
x∗Px. Dado que estamos a supor existeˆncia e unicidade para o problema de
condic¸o˜es iniciais, (F2) e´ verificada sse para cada par x1, x2, de soluc¸o˜es de
(1.1) temos
d
dt
[e2λtV (x1(t)− x2(t))] ≤ −2e2λt‖x1(t)− x2(t)‖2. (3.2)
Dado um par x1, x2 de soluc¸o˜es distintas de (1.1), a diferenc¸a X = x1 − x2
verifica a equac¸a˜o
X ′ = CX + M(t)X,
onde
M(t) =
1
‖X(t)‖2 (J(t, x1(t))− J(t, x2(t)))X(t)
∗ ∈Mn×n(R).
Por hipo´tese temos |M(t)| ≤ K, para todo o t ∈ R.
Consideremos γ ∈ R tal que K < γ−1 < µ(λ)−1 e o polino´mio de matrizes
B(z) = γ2(C∗ + λI + zI)(C + λI − zI)− I, z ∈ C.
Dado que γ > µ(λ), todos os valores pro´prios de B(iw) sa˜o positivos, as-
sim B(iw) e´ definida positiva qualquer que seja o w ∈ R. Por outro lado,
(B(z))∗ = B(−z). Utilizando agora o teorema anterior podemos concluir que
existe um polino´mio de matrizes do tipo h(z) = C1+C2z, C1, C2 ∈Mn×n(R)
tal que
B(z) = (h(−z))∗h(z) ⇔
⎧⎨⎩
γ2(C∗ + λI)(C + λI)− I = C∗1C1
γ2(C − C∗) = C∗1C2 − C∗2C1
γ2I = C∗2C2
.
Consideremos a matriz sime´trica
P = −γ2(C + λI)− C∗2C1 = −γ2(C∗ + λI)− C∗1C2.
Se Y = eλtX, enta˜o Y ′ = (C + λI)Y + M(t)Y e (algumas das igualdades
seguintes envolvem ca´lculos longos embora ba´sicos, ale´m disso, algumas das
igualdades sa˜o mais facilmente verificas da frente para tra´s)
d
dt
[e2λtV (X(t))] = (Y ′)∗PY + Y ∗PY ′
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= (Y ′)∗(−γ2(C + λI)− C∗2C1)Y + Y ∗(−γ2(C∗ + λI)− C∗1C2)Y ′
= γ2[Y ∗(C∗+λI)−(Y ′)∗][(C+λI)Y−Y ′]−Y ∗Y−(Y ∗C∗1+(Y ′)∗C∗2)(C1Y +C2Y ′)
= γ2(M(t)Y )∗(M(t)Y )− Y ∗Y − ‖C1Y + C2Y ′‖2
≤ −
(
1− γ2
(
sup
t∈R
|M(t)|
)2)
‖Y ‖2.
Conclu´ımos que (3.2) e´ satisfeita com
2 = 1− γ2
(
sup
t∈R
|M(t)|
)2
> 0.
Ate´ agora mostra´mos que
(x1 − x2)∗P [C(x1 − x1) + J(t, x1)− J(t, x2) + λ(x1 − x2)] ≤ −‖x1 − x2‖2,
para todo o (t, x1, x2) ∈ R2n+1. Falta ver que P teˆm a forma exigida pela
condic¸a˜o (F2). Observemos que P na˜o depende de J , em particular se J ≡ 0
obtemos  = 1/2 e
(x1 − x2)∗P (C + λI)(x1 − x2) ≤ −‖x1 − x2‖2,
para todo o x1, x2 ∈ Rn. Tomando x1 = x + h and x2 = x obtemos
h∗P (C + λI)h ≤ −‖h‖2.
Assim, a matriz sime´trica da forma quadra´tica 1/2(P (C+λI)+(C∗+λI)P )
e´ definida negativa. Utilizando o teorema geral da ine´rcia (ver [LaTi], p.445
) conclu´ımos que −P e C+λI teˆm o mesmo nu´mero de valores pro´prios com
parte real positiva, nula e negativa. c.q.d.
Dada uma equac¸a˜o do tipo de (1.1), podemos escreve-la como (3.1) de
va´rias formas. Assim o teorema anterior da´ varias condic¸o˜es para que o
sistema verifique (F2).
Corola´rio 3.1.5. Consideremos uma equac¸a˜o do tipo de (3.1) tal que a
aplicac¸a˜o de Poincare´ associada e´ dissipativa. Se J e´ K-Lipschitziana na
segunda varia´vel e se K < µ(λ)−1 para algum λ ∈]0,Λ[, enta˜o π/A e´ um
homeomorfismo de A para T1.
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Dem. O resultado e´ consequeˆncia do u´ltimo teorema, Proposic¸a˜o 3.1.2 e
Teorema 1.4.2. c.q.d.
No caso particular de C ser semi-simples (ver definic¸a˜o na Secc¸a˜o 1.3) e´
fa´cil calcular o valor de µ(λ).
Teorema 3.1.6. Consideremos uma equac¸a˜o do tipo de (3.1) tal que a aplicac¸a˜o
de Poincare´ associada e´ dissipativa. Suponhamos que C e´ semi-simples e que
M ∈Mn×n(R) e´ uma matriz invert´ıvel tal que MCM−1 e´ do tipo de (1.6). Se
a func¸a˜o G(t, y) = MJ(t,M−1y) for K−Lipschitziana na segunda varia´vel e
K < Λ/2. Enta˜o π/A e´ um homeomorfismo de A para T1.
Dem. Suponhamos que λ1 = 0, λ2, . . . , λr ∈ R, λr+1 = ar+1±ibr+1, . . . , λs =
as ± ibs ∈ C sa˜o os valores pro´prios de C escritos de acordo com a sua mul-
tiplicidade. Dado que C e´ semi-simples, a matriz MCM−1 = D tem valores
pro´prios ou caixas do tipo
(
ai −bi
bi ai
)
, i ∈ {r+ 1, . . . , s} na diagonal e todas
as restantes entradas nulas. A mudanc¸a de varia´veis y = Mx transforma a
equac¸a˜o (3.1) em
y′ = Dy + G(t, y). (3.3)
Observemos que a equac¸a˜o acima e´ do tipo de (3.1); em particular
G(t, y) = G(t+ T, y) = G(t, y + R˜)
onde R˜ = MR.
Para cada λ ∈]0,Λ[ e w ∈ R, a matriz (D + λI − iwI)(D∗ + λI + iwI)
tem elementos da forma (λi + λ)
2 + w2, i ∈ {1, . . . , r} ou caixas da forma(
(ai + λ)
2 + w2 + b2i −2iwbi
2iwbi (ai + λ)
2 + w2 + b2i
)
, i ∈ {r+1, . . . , s}, na diagonal e
todos os restantes elementos sa˜o nulos. Conclu´ımos que os valores pro´prios
de (D + λI − iwI)(D∗ + λI + iwI) sa˜o
λ2 + w2, (λ2 + λ)
2 + w2, . . . , (λr + λ)
2 + w2, (ar+1 + λ)
2 + (w ± br+1)2, . . . ,
(as + λ)
2 + (w ± bs)2.
Obtemos enta˜o para a equac¸a˜o (3.3)
µ(λ)−2 = min{λ2, (λ2 + λ)2, . . . , (λr + λ)2, (ar+1 + λ)2, . . . , (as + λ)2}
= min{λ2, (λ− Λ)2}.
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Assim µ(Λ/2)−1 = Λ/2. Conclu´ımos, pelo Teorema 3.1.4 e pela Proposic¸a˜o
3.1.2 que (3.3) satisfaz (F1) sempre que K < Λ/2.
Vamos ver que se (3.3) satisfaz (F1) enta˜o (3.1) tambe´m satisfaz (F1).
De facto, se F˜ e´ um subespac¸o de dimensa˜o n − 1 nas condic¸o˜es de (F1) e
dadas duas soluc¸o˜es x1, x2 de (3.1) limitadas em C enta˜o podemos usar o
Lema 3.1.1 para mostrar que y1 = Mx1 e y2 = Mx2 sa˜o soluc¸o˜es de (3.3)
limitadas no cilindro C˜ correspondente a` equac¸a˜o (3.3), logo y1(0)−y2(0) ∈ F˜
e consequentemente x1(0) − x2(0) ∈ M−1F˜ . Conclu´ımos que (3.1) verifica
a condic¸a˜o (F1) com F = M−1F˜ . O resultado e´ agora consequeˆncia do
Teorema 3.1.5. c.q.d.
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Cap´ıtulo 4
Sistemas de osciladores
acoplados
Neste cap´ıtulo vamos ver aplicac¸o˜es dos teoremas demonstrados no u´ltimo
cap´ıtulo. Estudaremos modelos de peˆndulos acoplados. Vamos ver que sem-
pre que o atrito e´ suficientemente forte estes sistemas teˆm um atractor home-
omorfo ao c´ırculo. Na u´ltima secc¸a˜o estudaremos equac¸o˜es ordina´rias de
ordem n.
4.1 Um sistema de osciladores simetricamente
acoplados
Vamos estudar nesta secc¸a˜o o caso particular em que C e´ uma matriz sime´trica.
Neste caso o estudo da equac¸a˜o (3.1) fica bastante simplificado ja´ que a ma-
triz M que aparece no Teorema 3.1.6 pode ser tomada ortogonal.
Corola´rio 4.1.1. Consideremos uma equac¸a˜o do tipo de (3.1) tal que a
aplicac¸a˜o de Poincare´ associada e´ dissipativa. Suponhamos que C e´ uma
matriz sime´trica, J e´ K-Lipschitziana na segunda varia´vel e que K < Λ/2.
Enta˜o π/A e´ um homeomorfismo de A para T1.
Dem. No caso de C ser sime´trica, existe uma matriz ortogonal M tal
que MCM−1 e´ diagonal (em particular C e´ semi-simples). Obviamente que
G(t, y) = MJ(t,M−1y) e´ tambe´m K-Lipschitziana na segunda varia´vel, logo
o resultado e´ consequeˆncia do Teorema 3.1.6. c.q.d.
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Consideramos como exemplo o sistema (3.1) com
C = −ν
⎛⎜⎜⎜⎜⎜⎜⎝
1 −1 0 . . . 0
−1 2 −1 . . . ...
0
. . .
. . .
. . . 0
...
. . . −1 2 −1
0 . . . 0 −1 1
⎞⎟⎟⎟⎟⎟⎟⎠ . (4.1)
Deste modo, ficamos com o sistema de equac¸o˜es em Rn⎧⎪⎪⎪⎨⎪⎪⎪⎩
x′1 = ν(x2 − x1) + J(t, x)
x′2 = ν(x1 − 2x2 + x3) + J(t, x)
...
x′n = ν(xn−1 − xn) + J(t, x)
,
onde ν > 0 e´ o chamado coeficiente de acoplamento. Neste caso particular a
matriz C e´ sime´trica e os valores pro´prios de C sa˜o:
−4ν sin2
(
(j − 1)π
2n
)
, j = 1, . . . , n.
Se a aplicac¸a˜o de Poincare´ associada for dissipativa (que e´ o caso se J for
limitada ou mais geralmente se estiver nas condic¸o˜es da Proposic¸a˜o 1.3.3)
enta˜o o atractor associado e´ homeomorfo a T1 se J for K-Lipschitziana na
segunda varia´vel e K < 2ν sin2( π
2n
).
O caso particular (auto´nomo) em que J(t, x) = (w1 − sin(x1), . . . , wn −
sin(xn)) foi estudado em [QiZhQi], onde foi provado que A e´ homeomorfo ao
c´ırculo para todo o ν > 0.
4.2 Um sistema de n peˆndulos acoplados
Consideremos uma equac¸a˜o do tipo das estudadas no Cap´ıtulo 2{
x′ = v
v′ = −cv − g(t, x) , c > 0,
onde g e´ T -perio´dica em t, 2π-perio´dica em x e K-Lipschitziana na segunda
varia´vel. Podemos escrever este sistema na forma y′ = Cy + J(t, y) com
C =
(
0 1
0 −c
)
, y =
(
x
v
)
J(t, y) =
(
0
−g(t, x)
)
.
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Observemos que C tem valores pro´prios 0, −c e que g e´ limitada; pelo Teo-
rema 1.3.3 a aplicac¸a˜o de Poincare´ e´ associada a esta equac¸a˜o e´ dissipativa
e logo existe um atractor A. Por outro lado, os vectores pro´prios associados
a 0, −c sa˜o
(
1
0
)
e
(
1
−c
)
respectivamente, pelo que se M =
(
1 1
0 −c
)
e
M−1 =
(
1 1/c
0 −1/c
)
temos M−1CM = diag(0,−c). Definindo G(t, x, v) =
M−1J(t,M(x, v)∗) temos
‖G(t, x1, v1)−G(t, x2, v2)‖ = ‖M−1(0,−g(t, x1 + v1) + g(t, x2 + v2))‖
=
√
2
c
|g(t, x1 + v1)− g(t, x2 + v2)| ≤
√
2
c
K|x1 − x2 + v1 − v2|
≤ 2K
c
‖(x1, v1)− (x2, v2)‖,
ou seja, G e´ 2K
c
-Lipschitziana em y. Pelo Teorema 3.1.6 podemos concluir
que o atractor associado a A e´ homeomorfo a T1 sempre que
2K
c
<
c
2
⇔ K < c
2
4
.
Desta forma, reobtemos parcialmente o resultado do Teorema 2.1.3. O Teo-
rema 2.1.3 tem a vantagem de se referir a uma equac¸a˜o onde o coeficiente de
atrito na˜o e´ constante e de na˜o exigir limite inferior para
g(t, x1)− g(t, x2)
x1 − x2 .
Contudo, o Teorema 3.1.6 pode ser aplicado a equac¸o˜es com mais graus de
liberdade, como vamos ver de seguida.
Consideremos o seguinte sistema de equac¸o˜es em Rn, com n ≥ 2,
u′′ + γu′ + Au + S(t, u) = 0, u ∈ Rn, (4.2)
onde γ e´ uma constante positiva e A e´ uma matriz em Mn×n(R), sime´trica,
com um valor pro´prio nulo α1 = 0 e todos os restantes positivos α2 ≤ . . . ≤ αn
(escritos por ordem crescente e de acordo com a sua multiplicidade). Vamos
enta˜o supor que η ∈ Rn de norma 1 e´ tal que
KerA = span{η}. (4.3)
Ale´m disso, S : R × Rn → Rn e´ uma aplicac¸a˜o cont´ınua e de tal forma que
S(t, u+ η) = S(t, u) = S(t+T, u) para todo o (t, u) ∈ R×Rn e para alguma
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constante positiva T . Finalmente, vamos supor que S e de tal forma que o
problema (4.2) teˆm existeˆncia e unicidade de soluc¸a˜o para cada conjunto de
condic¸o˜es iniciais.
Este tipo de equac¸a˜o surge quando se discretiza a equac¸a˜o de derivadas
parciais de sine-Gordon, ale´m disso e´ um modelo mecaˆnico para um sistema
de peˆndulos acoplados ou um sistema de juntas de Josephson (ver [HoLeMi]).
Considerando u′ = v, o sistema (4.2) pode ser escrito como um sistema
de primeira ordem do tipo de (3.1) onde x = (u, v)∗ ∈ R2n,
C =
(
0 In
−A −γIn
)
, J(t, x) =
(
0
−S(t, u)
)
.
Observemos que para R = (η, 0)∗ ∈ R2n temos J(t, y + R) = J(t, y) para
todo o (t, y) ∈ R×R2n.
Dado que A e´ uma matriz sime´trica, podemos tomar uma base orto-
normada {η, η2, η3, . . . , ηn} de vectores pro´prios de A, associados aos valores
pro´prios α1 = 0, α2, α3, . . . , αn respectivamente. A matriz cujas colunas sa˜o
constitu´ıdas pelos vectores da base acima
P1 =
⎛⎜⎝
...
...
...
η η2 . . . ηn
...
...
...
⎞⎟⎠
e´ ortogonal, isto e´ P−11 = P
∗
1 , e P
∗
1 AP1 = diag(0, α2, . . . , αn). Considerando
P2 =
(
P ∗1 0
0 P ∗1
)
obtemos
P2CP
−1
2 =
(
0 In
−diag(0, α2, . . . , αn) −γIn
)
.
Por outro lado, a matriz P3 correspondente a` aplicac¸a˜o linear
P3 : R
2n → R2n
(u1, u2, . . . , un, v1, v2, . . . , vn)
∗ → (u1, v1, u2, v2, . . . , un, vn)∗
e´ de tal forma que
P3P2CP
−1
2 P
−1
3 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
0 −γ . . . 0
0 1
−α2 −γ
...
. . .
...
0 . . .
0 1
−αn −γ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Para cada i = 1, . . . , n consideremos o bloco
Ai =
(
0 1
−αi −γ
)
.
Vamos supor que γ2 − 4αi = 0. Podemos enta˜o ter dois casos:
Caso 1: Se γ2−4αi > 0 enta˜o a matriz Ai tem dois valores pro´prios (que no
caso da igualdade sa˜o iguais) reais, −γ
2
+
√
γ2−4αi
2
e −γ
2
−
√
γ2−4αi
2
associados
a vectores pro´prios⎛⎝ 1√2√γ2−4αi− γ
2
√
2
√
γ2−4αi
+ 1
2
√
2
⎞⎠ e
⎛⎝ 1√2√γ2−4αi− γ
2
√
2
√
γ2−4αi
− 1
2
√
2
⎞⎠
respectivamente. Pelo que a matriz
Mi =
⎛⎝ 1√2√γ2−4αi 1√2√γ2−4αi− γ
2
√
2
√
γ2−4αi
+ 1
2
√
2
− γ
2
√
2
√
γ2−4αi
− 1
2
√
2
⎞⎠
com inversa
M−1i =
⎛⎝ γ√2 + √γ2−4αi√2 √2
− γ√
2
+
√
γ2−4αi√
2
−√2
⎞⎠
e´ tal que
M−1i AiMi = diag
(
−γ
2
+
√
γ2 − 4αi
2
, −γ
2
−
√
γ2 − 4αi
2
)
.
A escolha dos vectores pro´prios que formam a matriz Mi foi feita de modo a
simplificar os ca´lculos a fazer futuramente.
Caso 2: Se γ2 − 4αi < 0 enta˜o a matriz Ai tem um par de valores pro´prios
complexos conjugados −γ
2
+
√
4αi−γ2
2
i, −γ
2
−
√
4αi−γ2
2
i com vectores pro´prios
associados(
1√
4αi−γ2
, − γ
2
√
4αi−γ2
+ i
2
)∗
e
(
1√
4αi−γ2
, − γ
2
√
4αi−γ2
− i
2
)∗
respectivamente.
Pelo que a matriz
M˜i =
⎛⎝ 1√4αi−γ2 0− γ
2
√
4αi−γ2
−1
2
⎞⎠
com inversa
M˜−1i =
(√
4αi − γ2 0
−γ −2
)
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e´ tal que
M˜−1i AiM˜i =
⎛⎝ −γ2 −√4αi−γ22√
4αi−γ2
2
−γ
2
⎞⎠ . (4.4)
De tudo o que ja´ vimos ate´ aqui, conclu´ımos que se αs e´ o maior valor
pro´prio para o qual γ2 − 4αi e´ positivo ou nulo e
P4 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
M−11
. . . 0
M−1s
M˜−1s+1
0
. . .
M˜−1n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
enta˜o P4P3P2CP
−1
2 P
−1
3 P
−1
4 e´ uma matriz da forma de (1.6) que tem na diag-
onal ou valores pro´prios de C ou enta˜o blocos em M2×2(R) com a forma de
(4.4). Em particular, C e´ semi-simples. Com vista a` aplicac¸a˜o do Teorema
3.1.6, interessa-nos calcular a constante de Lipschitz de
G(t, y) = P4P3P2J(t, P
−1
2 P
−1
3 P
−1
4 y)
em y.
Lema 4.2.1. Se y = (0, v)∗ ∈ R2n enta˜o ‖P4P3P2y‖ = 2‖v‖.
Dem. Dado y = (0, v)∗ ∈ R2n temos:
‖P4P3P2y‖ = ‖P4P3(0, 0, . . . , 0, η∗v, η∗2v, . . . , η∗nv)‖
= ‖P4(0, η∗v, 0, η∗2v, 0, . . . , 0, η∗nv)‖
= ‖(
√
2η∗v,−
√
2η∗v,
√
2η∗2v, . . . ,−
√
2η∗sv, 0,−2η∗s+1v, . . . ,−2η∗nv)‖
= 2‖(η∗v, η∗2v, . . . , η∗nv)‖ = 2‖P ∗1 v‖ = 2‖v‖
c.q.d.
Lema 4.2.2. Para todo o y = (u, v)∗ ∈ R2n temos
‖P4P3P2y‖ ≥ min
i=1,...,n
√
|γ2 − 4αi|‖u‖.
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Dem. Se y = (u, v)∗ ∈ R2n enta˜o
‖P4P3P2y‖ = ‖P4(η∗u, η∗v, η∗2u, η∗2v, . . . , η∗nu, η∗nv)‖ =∥∥∥∥∥
(
γ√
2
+
√
γ2 − 4α1√
2
)
η∗u+
√
2η∗v,
(
− γ√
2
+
√
γ2 − 4α1√
2
)
η∗u−
√
2η∗v, . . . ,(
γ√
2
+
√
γ2 − 4αs√
2
)
η∗su+
√
2η∗sv,
(
− γ√
2
+
√
γ2 − 4αs√
2
)
η∗su−
√
2η∗sv,√
4αs+1 − γ2η∗s+1u,−γη∗s+1u− 2η∗s+1v, . . . ,
√
4αn − γ2η∗nu,−γη∗nu− 2η∗nv)‖
=
⎛⎝2(√γ2 − 4α1√
2
η∗u
)2
+ 4
(γ
2
η∗u + η∗v
)2
+ . . .
+2
(√
γ2 − 4αs√
2
η∗su
)2
+ 4
(γ
2
η∗su+ η
∗
sv
)2
,
(
√
4λs+1 − γ2η∗s+1u)2 + (−γη∗s+1u− 2η∗s+1v)2 + . . . ,√
4αn − γ2η∗nu)2 + (−γη∗nu− 2η∗nv)2)
≥ √((
√
γ2 − 4α1η∗u)2 + . . . + (
√
γ2 − 4αsη∗su)2
+(
√
4αs+1 − γ2η∗s+1u)2 + . . .+ (
√
4αn − γ2η∗nu)2)1/2
≥ min
i=1,...,n
√
|γ2 − 4αi|‖P ∗1 u‖ = min
i=1,...,n
√
|γ2 − 4αi|‖u‖
c.q.d.
Finamente estamos em condic¸o˜es de demonstrar o teorema central desta
secc¸a˜o. Observemos que neste caso
Λ = −max{Re(λ) : λ e´ um valor pro´prio na˜o nulo de C}
vale γ
2
−
√
γ2−4α2
2
se γ2 − 4α2 > 0 e γ/2 se γ2 − 4α2 < 0.
Teorema 4.2.3. Suponhamos que γ2 − 4αi = 0, a aplicac¸a˜o de Poincare´
associada a` equac¸a˜o (4.2) e´ dissipativa e S e´ K-Lipschitziana na segunda
varia´vel. Se
K <
Λ
4
min
i=1,...,n
√
|γ2 − 4αi|
enta˜o a aplicac¸a˜o de Poincare´ associada a` equac¸a˜o (4.2) tem um atractor
homeomorfo a T1.
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Dem. Como C e´ semi-simples, pelo Teorema 3.1.6 basta mostrar que a
constante de Lipschitz de G(t, y) = P4P3P2J(t, P
−1
2 P
−1
3 P
−1
4 y) na segunda
varia´vel e´ inferior a Λ/2. De facto, para cada
y = P4P3P2(u, v)
∗, y′ = P4P3P2(u′, v′)∗ ∈ R2n
e t ∈ R, obtemos pelos dois lemas anteriores
sup
y 	=y′
‖G(t, y)−G(t, y′)‖
‖y − y′‖ = supy 	=y′
‖P4P3P2(0,−S(t, u) + S(t, u′))∗‖
‖y − y′‖
= sup
y 	=y′
2‖S(t, u)− S(t, u′)‖
‖y − y′‖ ≤ supy 	=y′
2K‖u− u′‖
‖y − y′‖
≤ 2K
(
min
i=1,...,n
√
|γ2 − 4λi|
)−1
<
Λ
2
.
c.q.d.
Em [QiQiZh] foi estudado um sistema auto´nomo do tipo da equac¸a˜o (4.2)
com uma matrix A da forma de (4.1). Foi tambe´m provada que a existeˆncia
de um atractor homeomorfo ao c´ırculo. O resultado e´ do tipo do obtido no
teorema anterior, contudo as suas condic¸o˜es sa˜o independentes das exigidas
aqui.
4.3 Uma equac¸a˜o ordina´ria de ordem n
Consideremos a equac¸a˜o de ordem n
x(n) + an−1x(n−1) + . . .+ a2x′′ + a1x′ = g(t, x, x′, . . . , x(n−1)) (4.5)
onde g : Rn+1 → R e´ uma func¸a˜o cont´ınua. Se y = (x, x′, . . . , x(n−1))∗, vamos
supor que
g(t+ T, y) = g(t, y) = g(t, y + (1, 0, . . . , 0)∗)
para todo o (t, y) ∈ Rn+1 e T > 0. Vamos supor, como habitual, que g e´ tal
que a equac¸a˜o (4.5) tem existeˆncia e unicidade de soluc¸a˜o para cada conjunto
de condic¸o˜es iniciais
x(n−1)(t0) = xn−1, . . . , x′′(t0) = x2, x′(t0) = x1, x(t0) = x0.
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Uma func¸a˜o x e´ soluc¸a˜o de (4.5) se e so´ se y = (x, x′, x′′, . . . , x(n−1))∗ ∈ Rn e´
soluc¸a˜o do sistema⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
y′1 = y2
y′2 = y3
...
y′n−1 = yn
y′n = −an−1yn − . . .− a1y2 − g(t, y)
, (4.6)
ou seja, de
y′ = Cy + J(t, y)
onde
C =
⎛⎜⎜⎜⎜⎜⎝
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
0 −a1 −a2 · · · −an−1
⎞⎟⎟⎟⎟⎟⎠ e J(t, y) =
⎛⎜⎜⎜⎜⎜⎝
0
0
0
...
−g(t, y)
⎞⎟⎟⎟⎟⎟⎠
Facilmente se prova por induc¸a˜o que o polino´mio caracter´ıstico de C e´
(−1)n(xn + an−1xn−1 + . . .+ a2x2 + a1x),
pelo que λ1 = 0 e´ um valor pro´prio de C que tem (1, 0, . . . , 0)
∗ como vector
pro´prio. Vamos tambe´m supor que todos os restantes valores pro´prios de C
sa˜o distintos, reais e negativos; sejam eles λn < λn−1 < . . . < λ3 < λ2 <
0. A cada um destes valores pro´prios λi esta´ associado o vector pro´prio
(1, λi, λ
2
i , . . . , λ
n−1
i )
∗; conclu´ımos enta˜o que a matriz
P =
⎛⎜⎜⎜⎜⎜⎝
1 1 1 · · · 1
0 λ2 λ3 · · · λn
0 λ22 λ
2
3 · · · λ2n
...
...
...
. . .
...
0 λn−12 λ
n−1
3 · · · λn−1n
⎞⎟⎟⎟⎟⎟⎠
e´ tal que
P−1CP = diag(0, λ2, . . . , λn).
A matriz P , chamada matriz de Vandermonde, e´ bem conhecida em prob-
lemas de interpolac¸a˜o polinomial. De facto, dados y, z ∈ Rn, a equac¸a˜o
P ∗y = z ⇔
⎧⎪⎪⎨⎪⎪⎩
y1 = z1
y1 + y2λ2 + y3λ
2
2 + . . . + ynλ
n−1
2 = z2
...
y1 + y2λn + y3λ
2
n + . . . + ynλ
n−1
n = zn
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equivale a encontrar os coeficientes y1, y2, . . . , yn de um polino´mio L de grau
n− 1 que verifique
L(0) = z1, L(λ2) = z2, . . . , L(λn) = zn. (4.7)
Ao polino´mio L e´ usual chamar polino´mio interpolador de Lagrange. Obvi-
amente a unicidade deste polino´mio depende do determinante de P .
Lema 4.3.1. O determinante de P vale
n∏
i,j=1
i>j
(λi − λj).
Dem. Ver [La], pa´g.221.
Como estamos a supor que os λi’s sa˜o todos diferentes, o determinante
de P e´ diferente de 0 e logo o polino´mio L e´ u´nico. Embora pude´ssemos,
pelo menos teoricamente, tentar inverter a matriz P , essa e´ uma tarefa com-
plicada. Existe na verdade um modo mais simples de escrever o polino´mio
L. Para cada i = 1, . . . , n consideremos o polino´mio
Li(t) =
(t− λ1)(t− λ2) . . . (t− λi−1)(t− λi+1) . . . (t− λn)
(λi − λ1)(λi − λ2) . . . (λi − λi−1)(λi − λi+1) . . . (λi − λn)
=
∏n
j=1
j 	=i
(t− λj)∏n
j=1
j 	=i
(λi − λj) .
Este polino´mio, de grau n− 1, verifica
Li(λj) =
{
1 se j = i
0 se j = i ,
pelo que
L(t) = z1L1(t) + z2L2(t) + . . . + znLn(t)
e´ um polino´mio de grau n − 1 e verifica (4.7). Como ja´ sabemos que so´
existe um polino´mio nestas condic¸o˜es, conclu´ımos que este e´ o polino´mio
interpolador de Lagrange.
Voltemos ao problema inicial da existeˆncia de um atractor unidimen-
sional. Com vista a´ aplicac¸a˜o do Teorema 3.1.6 interessa-nos calcular a con-
stante de Lipschitz de G(t, y) = P−1J(t, Py). Consideremos o vector
Ω =
⎛⎝ 1∏n
j=1
j 	=1
(λ1 − λj) ,
1∏n
j=1
j 	=2
(λ2 − λj) , . . . ,
1∏n
j=1
j 	=n
(λn − λj)
⎞⎠∗ .
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Lema 4.3.2. Dado y = (0, 0, . . . , 0, yn)
∗ ∈ Rn, temos P−1y = ynΩ.
Dem. Se y = (0, 0, . . . , 0, yn)
∗ ∈ Rn, enta˜o
P−1y = ynΩ sse (P−1y)∗z = (ynΩ)∗z, ∀z ∈ Rn.
Mas
(P−1y)∗z = y∗(P−1)∗z = y∗(P ∗)−1z
e´ o produto de yn pelo coeficiente de t
n−1 no polino´mio L(t) e este coeficiente
(dada a forma de L) vale
n∑
i=1
zi∏n
j=1
j 	=i
(λi − λj) .
Logo
(P−1y)∗z = yn
n∑
i=1
zi∏n
j=1
j 	=i
(λi − λj) = ynΩ
∗z = (ynΩ)∗z.
Dado que z e´ arbitra´rio, o resultado fica provado. c.q.d.
Podemos finalmente indicar uma condic¸a˜o suficiente para a existeˆncia de
um atractor homeomorfo ao c´ırculo.
Teorema 4.3.3. Suponhamos que a aplicac¸a˜o de Poincare´ associada a` equac¸a˜o
(4.6) e´ dissipativa. Se g for K-Lipschitziana na segunda varia´vel e
K < − λ2
2‖Ω‖|P | ,
enta˜o a aplicac¸a˜o de Poincare´ associada ao sistema (4.6) tem um atractor A
homeomorfo a T1.
Dem. Visto que por hipo´tese C e´ semi-simples, pelo Teorema 3.1.6 basta
mostrar que a constante de Lipschitz de G(t, y) = P−1J(t, Py) na segunda
varia´vel e´ inferior a Λ
2
= −λ2
2
. Dados z′ = Pz, y′ = Py ∈ Rn, pelo u´ltimo
lema temos
‖G(t, z)−G(t, y)‖ = ‖P−1(0, 0, . . . , 0,−g(t, z′) + g(t, y′))∗‖
= ‖Ω‖|g(t, z′)− g(t, y′)| ≤ K‖Ω‖‖z′ − y′‖
= K‖Ω‖‖PP−1(z′ − y′)‖ ≤ K‖Ω‖|P |‖z − y‖ < −λ2
2
‖z − y‖,
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para todo o t ∈ R. Pelo que o teorema fica provado. c.q.d.
Um ponto fraco do teorema acima e´ a dificuldade de calcular ‖P‖ no caso
geral para a norma Euclidiana; todavia na˜o e´ dif´ıcil obter uma estimativa a
partir do ca´lculo da norma de P relativamente a` norma da soma em Rn.
Consideremos a norma
‖x‖1 =
n∑
n=1
|xi|,
para cada x ∈ Rn. A esta norma corresponde uma norma matricial dada por
‖A‖1 = max
1≤j≤n
{
n∑
i=1
|aij|
}
,
para cada A ∈Mn×n(R). Assim,
‖P‖1 = max
1≤j≤n
{
n−1∑
i=0
|λj|i
}
=
n−1∑
i=0
|λn|i.
Para cada x ∈ Rn,
‖Px‖ ≤ ‖Px‖1 ≤ ‖P‖1‖x‖1 ≤ n‖P‖1‖x‖,
conclu´ımos enta˜o que
|P | ≤ n‖P‖1,
e logo:
Corola´rio 4.3.4. Se
K < − λ2
2‖Ω‖∑n−1i=0 |λn|i ,
enta˜o a aplicac¸a˜o de Poincare´ associada ao sistema (4.6) tem um atractor A
homeomorfo a T1.
Como exemplo concreto de aplicac¸a˜o do teorema acima tomemos o sis-
tema {
x′′ + c1x′ + sin(x) = p(t)
y′′ + c2y′ + y = x
,
que e´ um modelo mecaˆnico para uma mola com atrito forc¸ada pelo movimento
de um peˆndulo forc¸ado por uma forc¸a perio´dica p(t). A func¸a˜o y verifica a
equac¸a˜o de quarta ordem
y(4) + (c1 + c2)y
′′′ + (1 + c1c2)y′′ + c1y′ = − sin(y′′ + c2y′ + y) + p(t),
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que e´ do tipo de (4.5). Se c2 > 2, c1 > 0 enta˜o as ra´ızes de λ
3 +(c1 + c2)λ
2 +
(1 + c1c2)λ + c1 sa˜o −c1 e −c2±
√
c22−4
2
(reais e negativas); pelo que podemos
aplicar o u´ltimo teorema.
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Apeˆndice
De forma ana´loga ao final da Secc¸a˜o 2.3, vamos considerar o espac¸o C(R/Z)
das func¸o˜es cont´ınuas e 1-perio´dicas com valores em R, com a norma
‖f‖∞ = sup
R
|f(t)|;
os espac¸os Ci([a, b],Rn), i ≥ 0, das func¸o˜es de classe Ci definidas num inter-
valo [a, b] e com valores em Rn, com a norma
‖f‖Ci =
i∑
j=0
sup
[a,b]
‖f (j)‖;
finalmente o espac¸o C0,1(R/TZ×R/Z) das func¸o˜es T -perio´dicas na primeira
varia´vel, 1-perio´dicas na segunda, cont´ınuas, com valores em R e tal que
existe e e´ cont´ınua a derivada parcial em ordem a` segunda varia´vel, com a
norma
‖g‖C0,1 = sup
R2
|g|+ sup
R2
∣∣∣∣∂g∂x
∣∣∣∣ .
Todos estes espac¸os com as normas indicadas sa˜o espac¸os de Banach. Final-
mente consideremos o espac¸o produto
X = C(R/Z)× C0,1(R/TZ×R/Z),
com a norma produto ‖ · ‖X .
Dado (h, g) ∈ X a equac¸a˜o{
y′1 = y2 −H(y1)
y′2 = −g(t, y1) , (4.8)
onde H(x) =
∫ x
0
h(s)ds, tem soluc¸o˜es x(t) = x(t; t0, y0, h, g), tal que x(t0) =
y0, definidas em todo o R. Pretendemos demonstrar neste apeˆndice que a
soluc¸a˜o x depende de forma diferencia´vel de y0 e (h, g). Provaremos este facto
via teorema das func¸o˜es impl´ıcitas em espac¸os de Banach. Vamos necessitar
do seguinte lema:
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Lema 4.3.5. As func¸o˜es
ψ : C0([a, b],R)× C(R/Z)→ C0([a, b],R)
(γ, h)→ H(γ),
φ : C0([a, b],R)× C0,1(R/TZ,R/Z) → C0([a, b],R)
(γ, g)→ g(·, γ)
sa˜o de classe C1 e temos
ψ′(γ∗, h∗)(γ, h) = h∗(γ∗)γ + h(γ∗),
φ′(γ∗, g∗)(γ, g) =
∂g∗
∂x
(·, γ∗)γ + g(·, γ∗).
Dem. Vamos demonstrar o resultado para a func¸a˜o φ, o outro caso e´ ana´logo.
Dado (γ∗, g∗) ∈ X vamos ver que φ e´ diferencia´vel Fre´chet em (γ∗, g∗) De
facto, dado (γ, g) ∈ C0([a, b],R)× C0,1(R/TZ,R/Z),
φ((γ∗, g∗) + (γ, g))− φ(γ∗, g∗)− ∂g
∗
∂x
(·, γ∗)γ − g(·, γ∗)
=
∂g∗
∂x
(·, c1)γ − ∂g
∗
∂x
(·, γ∗)γ + ∂g
∂x
(·, c2)γ,
onde c1(t) e c2(t) esta˜o entre γ
∗(t)+γ(t) e γ∗(t). Se max{‖γ‖C0, ‖g‖C0,1} → 0
enta˜o c1 e c2 tendem uniformemente para γ
∗. Dividindo a norma da expressa˜o
acima por max{‖γ‖C0, ‖g‖C0,1} obtemos∥∥∂g∗
∂x
(·, c1)γ − ∂g∗∂x (·, γ∗)γ + ∂g∂x(·, c2)γ
∥∥
C0
max{‖γ‖C0, ‖g‖C0,1}
≤
∥∥∥∥∂g∗∂x (·, c1)− ∂g∗∂x (·, γ∗)
∥∥∥∥
C0
+
∥∥∥∥∂g∂x(·, c2)
∥∥∥∥
C0
→ 0,
quando max{‖γ‖C0 , ‖g‖C0,1} → 0.
Resta ver que a func¸a˜o (γ∗, g∗) → φ′(γ∗, g∗) e´ cont´ınua. Seja (γn, gn) →
(γ∗, g∗) enta˜o
sup
max{‖γ‖C0 ,‖g‖C0,1}≤1
‖φ′(γn, gn)(γ, g)− φ′(γ∗, g∗)(γ, g)‖C0
≤
∥∥∥∥∂gn∂x (·, γn)− ∂g∗∂x (·, γ∗)
∥∥∥∥
C0
+ ‖γn − γ∗‖C0
≤
∥∥∥∥∂gn∂x (·, γn)− ∂g∗∂x (·, γn)
∥∥∥∥
C0
+
∥∥∥∥∂g∗∂x (·, γn)− ∂g∗∂x (·, γ∗)
∥∥∥∥
C0
+‖γn−γ∗‖C0 → 0,
quando n →∞. c.q.d.
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Proposic¸a˜o 4.3.6. A func¸a˜o
Π : R2 ×X → C0([a, b],R2)
(z, h, g)→ x(·; a, z, h, g)
e´ de classe C1.
Dem. Fixemos z∗ = (z∗1 , z
∗
2) ∈ R2, (h∗, g∗) ∈ X e γ∗ = (γ∗1 , γ∗2) a soluc¸a˜o de
(4.8) tal que γ∗(a) = z∗. Consideremos o subespac¸o C10([a, b],R
2) das func¸o˜es
em C1([a, b],R2) tal que f(a) = 0. Pelo u´ltimo lema, a func¸a˜o
Γ : R2 × C10([a, b],R2)×X → C0([a, b],R2)
(z1, z2, γ, h, g)→ (γ′1, γ′2)− (z2 + γ2 −H(z1 + γ1),−g(·, z1 + γ1))
onde γ = (γ1, γ2), e´ de classe C
1. Temos Γ(z∗, γ∗− z∗, h∗, g∗) = 0. Por outro
lado, de novo pelo lema anterior,
∂Γ
∂γ
(z∗, γ∗ − z∗, h∗, g∗) : C10([a, b],R2)→ C0([a, b],R2)
γ → γ′ −
(
γ2 − h∗(γ∗1)γ1,−
∂g∗
∂x
(·, γ∗1)γ1
)
.
Esta func¸a˜o e´ um isomorfismo. De facto, dada y = (y1, y2) ∈ C0([a, b],R2)
∂Γ
∂γ
(z∗, γ∗ − z∗, h∗, g∗)(γ) = y
sse γ e´ soluc¸a˜o da equac¸a˜o linear{
γ′1 = γ2 − h∗(γ∗1)γ1 + y1(t)
γ′2 = −∂g
∗
∂x
(t, γ∗1)γ1 + y2(t)
em [a, b] e verifica γ(a) = 0. Podemos enta˜o aplicar o teorema das func¸o˜es
impl´ıcitas (ver [Ze], pa´g.250) e concluir que existem nu´meros ρ > 0 e r > 0
tal que se
‖z − z∗‖ < ρ, ‖(h, g)− (h∗, g∗)‖X < ρ (4.9)
enta˜o a equac¸a˜o
Γ(z, γ, h, g) = 0
tem uma u´nica soluc¸a˜o γ ∈ C10([a, b],R2) com ‖γ−γ∗+z∗‖C0 < r. Ale´m disso,
se V for a func¸a˜o definida numa vizinhanc¸a de (z∗, h∗, g∗) determinada por
(4.9) que a cada (z, h, g) corresponde γ, enta˜o V e´ de classe C1. Observemos
finalmente que nesta vizinhanc¸a temos Π(z, h, g) = V (z, h, g) + z. c.q.d.
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Conclusa˜o e trabalho futuro
Dados os resultados obtidos nesta tese algumas perguntas surgem natural-
mente. Por exemplo, uma questa˜o que fica em aberto e´ a de saber qual e´ o
valor o´ptimo de c para o qual a equac¸a˜o do peˆndulo periodicamente forc¸ado
x′′ + cx′ + sin x = p(t),
tem um atractor homeomorfo ao c´ırculo. O Teorema 2.1.3 mostra que sempre
que c > 2 o atractor e´ homeomorfo ao c´ırculo, pelo que este valor o´ptimo e´
necessariamente inferior a 2.
Tenta´mos caracterizar alguns sistemas que teˆm um atractor homeomorfo
ao c´ırculo. Esta e´ topologicamente a forma mais simples que o atractor de
um sistema dissipativo no cilindro pode tomar. De facto, como vimos, se
o atractor e´ homeomorfo ao c´ırculo enta˜o a teoria dos homeomorfismos do
c´ırculo ajuda-nos a entender a dinaˆmica em A. Por outro lado, o atractor
A tem necessariamente de ser algo que na˜o e´ contra´ctil no cilindro, pelo
que na˜o se pode reduzir por exemplo a um ponto. Vimos na Secc¸a˜o 2.4 um
exemplo de sistema onde A na˜o e´ homeomorfo ao c´ırculo e embora o sistema
seja auto´nomo, o atractor ja´ apresenta alguma complexidade, nomeadamente
na˜o e´ localmente conexo. Gostar´ıamos de poder entender algo da dinaˆmica
destes sistemas quando a dissipac¸a˜o e´ mais fraca e tipicamente A na˜o e´
homeomorfo a T1. Alguns passos nesta direcc¸a˜o foram dados por exemplo
em [WaYo] e [HoHo].
Quando mostramos que um destes atractores e´ homeomorfo a T1 esta-
mos de certa forma a provar um resultado de sincronizac¸a˜o, tambe´m usual-
mente chamada “generalizing synchronization”. De facto, neste caso, qual-
quer o´rbita se aproxima assimptoticamente de uma variedade de dimensa˜o
1, o que de certo modo e´ um tipo de sincronizac¸a˜o. Alguns dos resultados
de sincronizac¸a˜o sa˜o baseados no facto de o fluxo do sistema se aproximar
de uma variedade invariante (ver por exemplo [AfRo], [AfChHa], [LaRo]).
Seria interessante ver ate´ que ponto a condic¸a˜o geral de R. Smith (ver [Sm2])
pode ser usada, de uma forma semelhante ao que foi feito nesta tese, para
mostrar a existeˆncia de variedades invariantes de dimensa˜o igual ao nu´mero
de valores pro´prios negativos de P .
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Nos u´ltimos anos o estudo de sistemas do tipo de (4.2) tem sido motivado
pelo estudo de sistemas de juntas de Josephson. O estudo do caso na˜o-
auto´nomo e´, tanto quanto sabemos, uma novidade. Seria interessante estudar
as consequeˆncias pra´ticas do Teorema 4.2.3 nestes problemas.
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