Abstract-A main challenge for service providers is managing service-level agreements (SLAs) with their customers while satisfying their business objectives, such as maximizing profits. Most current systems fail to consider business objectives and thus to provide a complete SLA management solution. This work proposes an SLA-driven management solution that aims to maximize the provider's profit by reducing resource costs as well as fines owning to SLA violations. Specifically, this work proposes a framework that comprises multiple, configurable control loops and supports automatically adjusting service configurations and resource usage in order to maintain SLAs in the most costeffective way. The framework targets services implemented on top of large-scale distributed infrastructures, such as clouds. Experimental results demonstrate its effectiveness in maintaining SLAs while reducing provider costs.
I. INTRODUCTION
Service-based systems are built by integrating looselycoupled services from a range of providers. To handle varying service loads, providers are increasingly taking advantage of large-scale distributed infrastructures, such as clouds and grids, which deliver remote resources in a flexible, on-demand fashion. A major challenge for service providers is managing such infrastructures in order to meet their business objectives while maintaining conformance to Service-Level Agreements (SLAs) with customers.
A large part of the research on SLA management in serviceoriented architectures (SOAs) targets composite services; that is, services composed of simpler services, and thus shielded from the details of the underlying infrastructure. SLA management in this context typically involves replacing services by more suitable ones [10] , [22] . Such work does not address how basic, atomic services guarantee Quality of Services (QoS) properties, which invariably requires managing the underlying distributed infrastructure, and is the focus of this paper. A significant amount of work has focused on SLA management for large-scale distributed applications, such as escience applications deployed on grids, or multi-tier enterprise applications deployed on clusters [9] , [4] , [12] . However, such work does not address meeting the business objectives of service providers, such as maximizing profit.
This paper proposes a generic framework to assist service providers in honoring SLAs while reducing the costs of infrastructure usage. The proposed framework integrates a rich set of QoS management mechanisms supporting the complete SLA life-cycle, from SLA template creation to service termination. To manage infrastructure usage, the framework builds on a simple interface, compatible with modern grid and IaaS cloud APIs. To accommodate fluctuating service loads and unpredictable faults, the framework includes flexible support for self-adaptation in the form of multiple interacting control loops. Importantly, the control loops build on replaceable adaptation strategies, which can be combined in multiple ways, thus extending the applicability of the framework.
The rest of the paper is structured as follows. Section II introduces the Qu4DS (Quality Assurance for Distributed Services) framework while its adaptation strategies are exposed in Section III. Section IV discusses some aspects of service provisioning, how Qu4DS profiles service providers and the assumptions on which it relies. Next, Section V presents implementation details along with the flac2ogg service provider. Section VI discusses the evaluation, its environment and the results. Finally, related work is commented in Section VII, followed by the conclusion in Section VIII.
II. QU4DS

A. Architecture
The main goal of Qu4DS is to provide SLA management that minimizes the service provider's costs. Costs include the price of using the underlying infrastructure and the payment of fines due to SLA violations. Specifically, Qu4DS divides a pool of booked resources among distinct SLA contracts and uses these resources to execute service requests based on agreed QoS properties. In order to handle dynamic events, such as resource shortages and faults, Qu4DS performs management actions guided by configurable strategies, which attempt to minimize costs. For example, to deal with resource shortages, Qu4DS chooses the most suitable request to abort in order to minimize fine payment. The Qu4DS architecture is described by Figure 1 . It is located at the PaaS layer and uses resources from an IaaS provider in order to provide support to the upper SaaS layer. In the SaaS layer, customers contact the Web Service (WS) in order to establish a contract. The contract proposal is forwarded to the SLA Negotiator that asks the QoS Translator to translate its QoS to the resource configuration able to ensure such QoS. The SLA Negotiator then checks through the infrastructure management interface whether the resource requirements can be met. If so, the SLA Negotiator configures and deploys the service instance on the infrastructure through the job management interface and confirms the contract agreement to the right customer which is now able to send requests.
When a customer sends a request, the SLA Negotiator asks the request arrival control loop whether it can be treated. If so, the SLA Negotiator forwards the request to the right service instance deployed on the infrastructure. The service instance prepares the distributed tasks necessary to treat the request and asks Qu4DS to execute the tasks. These tasks are also deployed by Qu4DS on the infrastructure through the job management interface and monitored by the job failure and job delay control loops. If any of the control loops informs the SLA Negotiator that the request could not be treated, the SLA Negotiator aborts the request, informs the customer of the SLA violation and computes the penalties. 
B. Interfaces
To define the interactions between Qu4DS and underlying infrastructures, we have investigated several distributed infrastructure interfaces [11] , [6] , [7] , [8] . Grid interfaces, such as the SAGA [8] interface, define a complex but complete set of functionalities based on the job abstraction. The main limitation of such interfaces is that they mix together two distinct concerns, job management and resource acquisition. On the other hand, current IaaS cloud providers provide decoupled, simple resource provisioning interfaces [1] , [20] , [3] , [16] . However, these interfaces are limited to the provisioning of low-level resources, typically virtual machines, with no support for high-level abstractions, such as jobs.
Therefore, we have structured the interaction among Qu4DS, underlying infrastructures and customers around the three interfaces depicted in Table I . First, the infrastructure management interface exposes a set of operations to reserve resources of specific types. This interface can be implemented on top of existing IaaS cloud APIs, which provide operations to create and manage virtual machine (VM) instances. Second, since we believe that jobs are a useful, high-level abstraction for managing service instances, we defined a job management interface based on SAGA. This interface extends the SAGA job life-cycle (cf. Figure 2 ) and enables creating, canceling, suspending as well as migrating jobs between resources. Finally, we defined the Web Service interface at the highest level through which contracts are negotiated and customers send requests. The idea here is to enable the provider to negotiate contracts rather than to define a complete protocol for SLA negotiation, such as [17] , [2] . The negotiation process requires that the customer obtains contract templates from the provider which is in charge of auditing the provision and monitoring penalties. Further methods for service provisioning may be added to this interface according to provider requirements. 
III. SELF-ADAPTATION
The application of adaptation mechanisms depends on the Qu4DS request life-cycle, which is described by Figure 3 . When a customer demands the service, a request is created containing information about its SLA specifications and the request state is set to NEW. If the request cannot be treated, the state is set to ABORTED. Otherwise, the state is set to TREATING until the end of the treatment. If the request is successfully treated, it is then considered as TREATED, otherwise it is ABORTED. In addition, during request treatment, Qu4DS registers information about aborted requests in order to subsequently compute the penalties. Qu4DS applies the Autonomic Computing [13] concept by implementing three MAPE (Monitor, Analyze, Plan, Execute) control loops as shown in Figure 1 . The first control loop, the request arrival loop, is driven by request arrival events and is in charge of checking whether just-arrived, NEW requests can be treated. Specifically, the loop asks the QoS Translator to translate the QoS to resource requirements and then checks resource availability with the infrastructure. If the resource requirements cannot be met, the control loop decides if it will abort this request or another request that is currently being treated. Furthermore, the loop aborts a request to let another be executed only if the resource requirements of the former satisfy the resource requirements of the latter.
The other control loops ensure the proper execution of requests and operate over TREATING requests. Indeed, these control loops act as self-healing mechanisms in order to prevent SLA violations. While the job failure control loop reacts to job failure events by providing reliable request treatment, the job delay control loop reacts to job delays and ensures performance aspects of the request treatment.
Furthermore, all control loops take decisions based on the adaptation strategies with which each loop is configured. We have currenltly designed the adaptation strategies described in Table II . These strategies are driven by the high-level goal of minimizing the provider costs of fine payments, thus maximizing the provider's profit.
IV. COST-REDUCING SERVICE PROVISIONING
A. Service-Level Agreement
We compiled a basic SLA template based on common aspects of current SLA specifications [2] , [17] , as exposed in the following. • QoS -Throughput (MB/sec): th The SLA types (platinum, gold, silver) are differentiated by the throughput that they allow. The SLA template includes the contract priority, which means that higher-priority customers are preferred against lower-priority customers in case of demand overload. Regarding the pricing model, customers pay depending on the duration of using the service in a usagedependent fashion [14] , [15] . This pricing model was chosen because infrastructure costs are typically based on the same model. The provider can thus adjust the price of the service based on infrastructure costs. Specifically, the total price of a contract is given by p i = p type (t) + p priority where p type (t) is the price per time for each SLA type and p priority is the price of the chosen priority. Both prices are defined by the provider, which fills the SLA templates. These templates are then selected by customers according to the suitable SLA type and priority.
B. Profiling
Qu4DS relies on profiling the service provider by executing requests with different resource configurations. During profiling, the QoS Translator collects the response time threshold (rp threshold ) to process a given amount of data d and the job execution time threshold (j threshold ). This data is then used to calculate QoS values and further information for checking adaptation strategies conditions. First, the QoS Translator calculates the standard deviations for both thresholds rp st dv and j st dv respectively. Then it calculates the job execution time threshold j threshold using the following equation, where e 1 and e 2 are adjusting coefficients:
Following that, the QoS Translator calculates the request response time threshold rp threshold which defines the maximum amount of time that request treatment can take. If the request elapsed time r etime is greater than rp threshold , then the request is aborted implying an SLA violation. In Equation 2, rp threshold is defined, where ad overhead is a fixed time that represents the overhead of employing adaptation actions.
rp threshold = rp mean +rp st dv +ad overhead +j threshold (2) Subsequently, the adaptation threshold ad threshold is calculated, which is used to decide whether there is enough time to trigger an adaptation action:
Finally, the QoS Translator calculates the QoS throughput th based on the following equation, where d is the size of the profiling data:
C. Assumptions
To make the service provisioning model more concrete, let us rely on the following assumptions and equations.
Assumption 1: The service provider's profit is given by the difference between its total revenue and total costs of fine payments and infrastructure utilization.
Based on Assumption 1, the Equation 5 defines the service provider's profit P t given an operational time t. The nt i=0 p i is the sum of the provider's revenue from all agreed contracts, where n t is the total number of contracts and p i is the total revenue of a contract (cf. Section IV-A). Let us define the set F t as the set of all fines during t where f k ∈ F ; hence |Ft| k=1 f k is the sum of all the fines the service provider has to pay during t. Finally, c t × a t is the total cost for all booked resources during t where c t is the price for using a single resource during t and a t is the total amount of booked resources.
Assumption 2: If all requests are violated, the service provider will make zero profit.
The Equation 6 calculates the maximum frequency a customer can reach in terms of number of requests during the contract duration t for contract i :
Based on Assumption 2 and supposing that customers perform the maximum feasible number of requests (φ maxi ) per t, we deduce from Equation 5 the fine value of the contract i where r i is the number of resources required by i:
Assumption 3: The service provider wants to share the resources among distinct contracts in order to reduce the costs of resource acquisition.
Thus, let us assume that service instances are deployed on dedicated resources and their associated distributed tasks are deployed on shared resources in order to save costs. In particular, we assume that this sharing leads to a g% decrease in the amount of needed resources. The following equation defines a as the total number of acquired resources by the service provider, where n is the total number of contracts, type is the SLA type index (0 means silver, 1 gold and 2 platinum), u type is the number of contracts of type, and w type is the number of distributed tasks that type requires:
V. IMPLEMENTATION AND CASE STUDY
A. Qu4DS Components
We have implemented the infrastructure management interface (cf. Section II-B) using Grid'5000 [5] as the IaaS layer. A customized Grid'5000 image was created 1 that contains all programs and libraries required to execute Qu4DS, including an implementation of the job management interface. A similar image would be used in an Amazon EC2-based implementation.
The implementation of the job management interface (cf. Section II-B) follows a layered design. The higher layer deals with job life-cycle state management (cf. Figure 2 ) and keeps Qu4DS informed about job metrics following the publish/subscribe pattern. In this layer, raw job metrics (e.g., UNIX process metrics) are mapped to high-level job metrics and job states. The middle layer abstracts over the use of different backend batch systems, implemented at the lower 1 The details of this image can be accessed here: https://www.grid5000.fr/mediawiki/index.php/Lenny-x64-quads layer. Currently, two backend implementations are available: one that supports the XtreemOS grid [6] and another on top of SSH (Secure Shell). In addition, the job management implementation is able to simulate job misbehavior by randomly choosing jobs that will present failures or delays.
Concerning the implementation of the control loops, they rely on an event-condition-action decision engine. The adaptation strategies that will guide them are loaded from the Qu4DS configuration file and applied at runtime. When events are received, the control loops check the strategy conditions and decide whether to trigger adaptations. While the request arrivals control loop always reacts to the arrival of new requests, the other control loops check more specific conditions. For instance, if the SRFJ adaptation strategy is enabled (cf .  Table II) , the job failure control loop checks if there is enough time to adapt (r etime < ad threshold , cf. Equation 3) and whether the misbehaving job is already a job replacement (since replacements should not be replaced).
B. Case Study: flac2ogg Service Provider
The current Qu4DS implementation targets distributed service providers based on the Master/Worker paradigm. In this context, the service instance represents the master, and the distributed tasks represent the workers. As a case study, we have implemented the flac2ogg service provider that converts FLAC [23] audio files to OGG [24] files, as illustrated by Figure 4 . Based on SLA templates, customers establish contracts with the service provider by choosing the desired throughput th QoS (MB/secs) and the priority. The QoS translation gives the amount of resources necessary to satisfy a given throughput by mens of number of workers (w). Next, the SLA Negotiator configures the master with the right number of workers that can provide the required throughput and deploys the master on the infrastructure. When a request sent by a customer reaches the master through the SLA Negotiator, the master splits the FLAC file in w parts, prepares w workers for encoding each part, and asks Qu4DS to execute and manage the workers. Qu4DS wraps the workers as jobs and submits them to be executed in parallel through the job management interface. During worker execution, the control loops may react to job metric-related events triggering adaptation actions. When the workers finish encoding the FLAC parts, Qu4DS provides the results to the master, which merges them and calls the SLA Negotiator. The SLA Negotiator finally forwards the OGG file to the right customer.
VI. EVALUATION
An evaluation was performed in order to study the effectiveness of Qu4DS in performing SLA-driven self-management. The following paragraphs discuss how Qu4DS was calibrated, the scenarios, the testbed and the obtained results.
A. Calibrating Qu4DS to flac2ogg
We profiled the flac2ogg service provider based on a 194MB FLAC file which means approximatively thirty minutes of recorded audio. Table III shows the QoS table together with Figure 5 represents the customers' demand by means of a request schedule for contract duration t = 1800 seconds. The beginning of the bars represents the start time of each request and the end represents rp ithreshold . The Y-axis represents the IDs of customers' contracts, whose total number is fifteen. Their priorities were chosen randomly; the bolder the line is, the higher priority it has. With respect to SLA types, the first five contracts hold silver SLA type, the next five gold, and the last five platinum. Note that even though the end of some requests may overlap the beginning of others, this does not necessarily mean that they will be running at the same time. For instance, if a request is executed normally with no need to adapt, it will probably finish in time rp mean + rp stdv and not in time rp ithreshold . Moreover, although the mean of requests per hour was set to 75% of φ max , the actual request frequency φ i for each customer i was obtained from a Poisson number generator, which explains why the total request numbers of contracts of the same SLA type are not the same. Additionally, we decreased by two the value of φ max (cf. Equation 6) to introduce some spare time, which was convenient for our practical scenarios.
B. Scenarios and Testbed
The evaluation scenarios were defined based on the combinations of adaptation strategies shown in Table IV . The amount of jobs that were configured to be failed was 10% and 10% for delayed jobs. Further, we assume that a job could not be failed and late simultaneously which means that eighteen jobs were failed as well as other eighteen were delayed. Regarding the delayed jobs, they never stopped processing which led the request elapsed time reach rp threshold thus triggering adaptation actions in A scenarios. With respect to job failures, job crash times were randomly chosen during their execution. Additionally, all the contracts were established before starting the request scheduling to ensure that the time to establish the contracts would not compromise the request scheduling punctuality. Regarding the testbed, the experiments were performed on Grid'5000 resources which have the same characteristics: 8-core 2.5 GHz CPU, 32GB RAM computers interconnected through a Gigabit network connection. In order to set the number of booked resources, Qu4DS relied on Equation 8 setting g = 50 resulting in a = 43 booked resources. Moreover, we assumed that the cost of using a resource was c 1800 = 0.05 e. 
C. Results
Figures 6, 7 and 8 show the results of the aforementioned evaluation scenarios. In Figures 6 and 7 , each cluster represents a sub-scenario on which is plotted the mean of the percentage of TREATED and ABORTED requests for each contract ID. In these figures, the mean of the profit is also plotted for each sub-scenario. Figure 8 shows a box-andwhisker diagram for the profit values; note that the maximum profit a scenario could reach (i.e., with no SLA violations) is P 1800 = 15.225. Furthermore, each experiment was repeated five times.
When analyzing the results, the first important aspect to observe is the effectiveness of the SRFJ and SRLJ strategies in reducing the number of SLA violations. This is evident in the greater percentage of aborted requests on Scenario B (cf. Figs. 6 and 7) as well as their lower profit values if compared to Scenario A (cf. Fig. 8 ). This was an expected behavior since FJV and LJV automatically abort requests when either a job failure or delay occurs in order to free the resources before reaching the request response time threshold. Interestingly, the results show an unexpected behavior in Scenario B: the RVC strategy was more efficient than anticipated. It guaranteed greater profit than VFC and practically the same profit as VBP (cf. Fig. 8 ). This occurred because no adaptation strategy considers future consequences on request scheduling when taking decisions. Indeed, the strategies do not rely on predicting customers' demand. Thus, random choices of which request should be aborted might fit better the request scheduling, as observed in Scenario B. This unexpected behavior leads to the observation that VFC and VBP adaptation strategies are efficient if combined to others that handle job failures and delays such as the configuration of Scenario A.
Finally, there was no significant difference among the profit values of the same scenario even though different percentages of requests were aborted. This is because fine values (cf. Equation 7) varied weakly among 0.05 and 0.09 e approximatively. Moreover, the amount of requests (φ = 75% of φ max ) was relatively low for the reduced amount of shared resources (g = 50); besides, the requests were well dispersed and thus there were no rush moments on the request scheduling.
VII. RELATED WORK
Service-oriented computing has widely investigated how services can be discovered, composed, monitored and managed in order to guarantee the proper execution of service-based applications. With regards to SLA management, specifications such as WS-Agreements [2] and WSLA [17] specify how agreements can be negotiated and provide guidelines for monitoring and auditing service behaviors. Much research work addresses specific aspects of SLA management, such as application on resource management [9] , SLA enforcement [12] and integrated SLA management [25] . In [21] , the author proposes hierarchical SLA management that enforces SLA on top of distinct adaptation policies; the policies adjust network traffic based on current QoS values, guided by highlevel objectives.
While all aforementioned approaches address QoS assurance, they do not provide techniques aiming specifically at reducing costs. In this context, in [18] , [19] the authors propose to maximize the profit of cloud IaaS providers by means of resource over-provisioning and dynamically setting the price according to the supply and demand. Some virtual machines (VMs) are chosen to be shut down to enable resource overprovisioning. Although this approach targets profit maximization, it relies on the availability QoS which is measured as VM up-time and SLA violation means the time VMs had been shut down. Moreover, the solution is placed on the IaaS layer thus not directly supporting the development of SaaS service providers as Qu4DS supports.
The SLA@SOI project [25] addresses a similar problem with this work, but in a different way. Specifically, SLA@SOI proposes an integrated architecture for SLA management that associates SLAs with multiple elements of the software stack at multiple layers. On the other hand, Qu4DS addresses SLA management at a single (PaaS) layer. Furthermore, the SLA@SOI project provides a set of highly generic building blocks, intended to be applicable to arbitrary deployment contexts. Qu4DS provides a complete management solution for web-service providers that build on utility infrastructures, while allowing extensibility with respect to adaptation strategies and infrastructure technologies.
VIII. CONCLUSIONS
This paper has presented a framework, Qu4DS, that facilitates SLA management for services built on distributed infrastructures, such as IaaS clouds. The framework contributes to increasing the provider profit by dynamically managing services and resources, taking into account SLA prices, fines, and infrastructure costs. The framework is modularly structured as a set of control loops configured with replaceable adaptation strategies, thus increasing its applicability to different application domains, workload characteristics, and adaptation objectives. The framework includes mechanisms for SLA negotiation and QoS translation, thus supporting in an integrated way the full SLA life-cycle, from contract negotiation to service termination. The paper has also presented detailed experimental results demonstrating that the framework can effectively increase provider profits and maintain SLA compliance in dynamic environments.
We intend to continue this work in several ways. First, we intend to add support for dynamically adjusting the number of booked resources to match current demand and to avoid overprovisioning, taking full advantage of the elastic capabilities of cloud infrastructures. Second, we intend to develop additional adaptation strategies and to evaluate them in the context of various workload and infrastructure conditions. Supporting the automated selection of suitable adaptation strategies is a longer-term goal of this work.
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