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Twisted Alexander Modules of Complex Essential Hyperplane
Arrangement Complements
Eva Elduque
Abstract
We study the torsion properties of the twisted Alexander modules of the affine complement M of
complex essential hyperplane arrangements, as well as those of punctured stratified tubular neighbor-
hoods of complex essential hyperplane arrangements. We investigate divisibility properties between the
twisted Alexander polynomials of the two spaces, compute the (first) twisted Alexander polynomial of
a punctured stratified tubular neighborhood of an essential line arrangement, and study the possible
roots of the twisted Alexander polynomials of both the complement and the punctured stratified tubular
neighborhood of an essential hyperplane arrangement in higher dimensions. We compute some twisted
Alexander polynomials of the boundary manifold of some line arrangements and show how they can
distinguish non-homeomorphic homotopy equivalent arrangement complements. We relate the twisted
Alexander polynomials of M with the corresponding twisted homology jump loci.
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1 Introduction
The twisted Alexander polynomial was first used to study plane algebraic curves by Cogolludo and Florens
in [3]. In their paper, they refine Libgober’s divisibility results regarding the classical Alexander polynomial
([16]), and use the twisted Alexander polynomials to distinguish Zariski pairs (pairs of plane curves with
1
homeomorphic tubular neighborhoods but non-homeomorphic complements) that the classical Alexander
polynomial can’t distinguish.
Cohen and Suciu study the multivariable twisted Alexander polynomials of the boundary manifold of
a line arrangement in [4], and use the non-twisted version to obtain a complete description of the first
characteristic variety of the fundamental group of the boundary manifold. Hironaka [10] and Florens-
Guerville-Marco [9] have studied relationships between the topology of a line arrangement complement
and that of the boundary manifold of said arrangement.
In [17], Maxim and Wong investigated torsion properties for the twisted Alexander modules of the
affine complements of complex hypersurfaces in general position at infinity. They did so by using the link
(complement) at infinity, which fibers over a circle, and the hypersurface complement can be obtained from
it by adding cells of dimension greater or equal than the middle dimension. They were also able to describe
a polynomial such that the roots of the (one-variable) twisted Alexander polynomials of the hypersurface
complements were roots of it. This polynomial came from studying the twisted Alexander modules of the
link at infinity.
Kohno and Pajitnov showed in [13] that complex essential hyperplane arrangements also had a similar
nice structure. Hyperplane arrangements aren’t necessarily in general position at infinity, but there is a
different space that plays a similar role as the one the link at infinity plays in the case of hypersurfaces
in general position at infinity studied by Maxim and Wong. This space is the boundary of a certain
neighborhood of the arrangement, fibers over a circle, and the arrangement complement can be obtained
from it by adding cells of the middle dimension.
In this paper, we follow Maxim and Wong’s approach to study the torsion properties for the twisted
Alexander modules of complex essential hyperplane arrangement complements, using the structure proved
by Kohno and Pajitnov. We investigate divisibility properties between the twisted Alexander polynomials
of arrangement complements and those of punctured tubular neighborhoods of arrangements, compute the
(first) twisted Alexander polynomial of a punctured stratified tubular neighborhood of an essential line
arrangement, and study the possible roots of the twisted Alexander polynomials of both the complement
and the punctured stratified tubular neighborhood of an essential hyperplane arrangement in higher dimen-
sions. In the last section we give two applications of our results. The first one is using twisted Alexander
polynomials to distinguish two non-homeomorphic homotopy equivalent line arrangement complements,
and the second one is relating the zeros of twisted Alexander polynomials to the twisted homology jump
loci of rank one C-local systems.
Definitions
Let Hj be a complex hyperplane in C
n given by the zero locus of the affine map ξj : C
n → C, where
j = 1, . . . ,m.
Definition 1. The hyperplane arrangement A = {H1, . . . ,Hm} ⊂ C
n is called essential if the maximal
codimension of a non-empty intersection of a subfamily of A is n.
Let {H1, . . . ,Hm} be an essential hyperplane arrangement, let
H =
m⋃
j=1
Hj
be the union of the hyperplanes, and let
M = Cn\H
be the complement in Cn.
Remark 1. Every hyperplane arrangement complement is homotopy equivalent to the complement of
an essential one in an affine space of less or equal dimension, so we don’t lose information by restricting
ourselves to the study of essential hyperplane arrangements.
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Let ε : π1(M) → Z be a fixed group epimorphism. Note that π1(M) is generated by the meridians
γj around each hyperplane Hj, which have a canonical orientation induced by the complex structure. In
fact, H1(M,Z) ∼= Z
m is the free abelian group generated by the classes of those meridians. Hence, ε is
completely determined by the value it takes in those oriented meridians. We will denote by εj := ε(γj) for
all j = 1, . . . ,m. We require ε to be a positive epimorphism, that is, εj > 0 for all 1 ≤ j ≤ m.
Let F be a field, and let V be a finite dimensional F-vector space. Let X be a path-connected finite
CW complex, let ρ : π1(X) → GL(V) be a linear representation, and let ε : π1(X) → Z be a group
homomorphism. Together, ρ and ε define the homological twisted Alexander modules Hε,ρi (X,F[t
±1]), as
in [17, Section 2.1].
Definition 2. The i-th (homological) twisted Alexander module Hε,ρi (X,F[t
±1]) of (X, ε, ρ) is the i-th
homology of the complex of F[t±1]-modules
Cε,ρ∗ (X,F[t
±1]) := (F[t±1]⊗F V)⊗F[pi1(X)] C∗(X˜,F)
Here, C∗(X˜,F) is the cellular homology complex of the universal cover X˜ of X, seen as a free left F[π1(X)]-
module via the action given by deck transformations. We regard F[t±1]⊗F V as a right F[π1(X)]-module,
with the right action given by
(p(t)⊗ v) · α = (p(t) · tε(α))⊗ (v · ρ(α))
for every p(t) ∈ F[t±1], v ∈ V and α ∈ π1(X), where v is regarded as a row vector and ρ(α) as a square
matrix.
Together, ε and ρ define a tensor representation
ε⊗ ρ : π1(X) −→ AutF[t±1](F[t
±1]⊗F V)
α 7−→ p(t)⊗ v 7→ (p(t) · tε(α))⊗ (v · ρ(α))
which gives rise to a local system of F[t±1] modules Lε,ρ.
Remark 2. Hε,ρi (X,F[t
±1]) = Hi(X,Lε,ρ) (see [17, Section 4.4]). We will use both the chain complex
definition and properties of homology with local systems when it’s most convenient.
V is finite dimensional over F. Also, since X is a finite CW-complex, C∗(X˜,F) is a complex of finitely
generated free left F[π1(X)]-modules. Thus, the twisted (homological) Alexander modules are finitely gen-
erated F[t±1]-modules over the principal ideal domain F[t±1], and therefore have a direct sum decomposition
into cyclic modules.
Definition 3. The i-th (homological) twisted Alexander polynomial of (X, ε, ρ) is defined as the order
of the torsion part of the i-th twisted Alexander module Hε,ρi (X,F[t
±1]). We denote this polynomial by
∆ε,ρi (X), and it is an element in F[t
±1] that is well defined up to multiplication by a unit of F[t±1].
Equivalently, ∆ε,ρi (X) can be defined as a generator of the first non-zero Fitting ideal of the F[t
±1]-
module Hε,ρi (X,F[t
±1]).
In Section 5.1, we will be using the torsion τ(C∗) of a finite chain complex C∗ of finite dimensional
vector spaces over a field K, as defined in [18, Section 3] (but we use multiplicative notation instead of
additive notation, unlike in [18]). τ(C∗) is an element of K
∗/{±1}, and depends on a choice of bases for
both the chain complex and its homology. The actual definition of the torsion is not going to be relevant
in this paper. The torsion behaves well with short exact sequences, as exemplified in the following result.
Lemma 1 ([18]). Let
0 −→ C ′ −→ C −→ C ′′ −→ 0
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be a short exact sequence of based finite chain complexes of finite dimensional vector spaces, with compatible
bases. Let H be the associated long exact sequence in homology, viewed as a based acyclic complex, the
bases being the fixed bases of the homology of C ′, C, and C ′′. Then,
τ(C) = τ(C ′)τ(C ′′)τ(H)
where the torsion is taken with respect to the fixed bases.
Let (X, ρ, ε) be as in Definition 2. By tensoring Cε,ρ∗ (X,F[t
±1]) with the field of rational functions
F(t), we construct a finite chain complex of based finite dimensional vector spaces over F(t), which we call
Cε,ρ∗ (X,F(t)).
Definition 4 ([12, Section 3]). We denote by τε,ρ(X) the twisted Reidemeister torsion of (X, ε, ρ),
which is defined as
τε,ρ(X) = τ(C
ε,ρ
∗ (X,F(t)))
In this definition we haven’t specified a choice of bases of Cε,ρ∗ (X,F(t)), but we will only consider bases
of the form b⊗ ci, where b is a basis of V as a vector space over F and ci is a “geometric” basis of Ci(X˜,F)
as a free left F[π1(X)]-module, that is, a basis obtained by lifting i-cells of X for all i. We also haven’t
specified a choice of bases of the homology of Cε,ρ∗ (X,F(t)), but we don’t have to, as exemplified by the
following result.
Lemma 2 ([12, Section 3]). τε,ρ(X) is independent of the choice of bases up to multiplication by a unit of
F[t±1].
In light of this last result, we will always consider τε,ρ(X) to be an element of F(t) up to multiplication
by a unit of F[t±1].
We end this section by stating the relation between the twisted Reidemeister torsion and the twisted
Alexander polynomials.
Lemma 3 ([12, Theorem 3.4]). Let τε,ρ(X) be the twisted Reidemeister torsion of (X, ε, ρ). Then,
τε,ρ(X) =
∏
i∆
ε,ρ
2i+1(X)∏
i∆
ε,ρ
2i (X)
up to multiplication by a unit of F[t±1].
Overview of the main results
In this paper, we study the twisted Alexander modules and the twisted Alexander polynomials of both M
and a punctured stratified tubular neighborhood W ∗ of H, as defined explicitly in Definition 5.
In Section 2, we start by recalling a result from [13] (Theorem 1) involving a space Vδ which is the
boundary of a certain neighborhood of the arrangement H which fibers over a circle. This result will be
very useful for proving the main result in that section, namely Theorem 2, which relates the topologies of
M and W ∗.
Theorem 2. M has the homotopy type of W ∗ with cells of dimension ≥ n attached.
In Section 3 we study the torsion properties of the twisted Alexander modules of both M and W ∗,
using the space Vδ and the nice fibration structure we know by Theorem 1 to do so. The main result in
this section is Theorem 4.
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Theorem 4. The twisted Alexander modules Hε,ρi (M,F[t
±1]) are torsion F[t±1]-modules for every 0 ≤
i ≤ n − 1, they are trivial modules for i > n, and Hε,ρn (M,F[t±1]) is a free F[t±1]-module of rank (−1)n ·
dimF(V) · χ(M)
In the proof of this last result, we will also arrive at Corollary 2, which gives us a divisibility result.
Corollary 2. Hε,ρi (M,F[t
±1]) and Hε,ρi (W
∗,F[t±1]) are torsion F[t±1]-modules for any 0 ≤ i ≤ n − 1.
Moreover, their twisted Alexander polynomials ∆ε,ρi (M) and ∆
ε,ρ
i (W
∗) coincide for 0 ≤ i < n − 1, and
∆ε,ρn−1(M) divides ∆
ε,ρ
n−1(W
∗).
Section 4 is devoted to recalling a presentation of π1(M) due to Arvola ([1]). This will allow us to
introduce some notation regarding elements of π1(M) that we will need in Section 5.
Finally, in Section 5 we study the twisted Alexander polynomials of W ∗, which also give us information
about the twisted Alexander polynomials of M by the divisibility result of Section 3, namely Corollary 2.
This is easier to do in the case of line arrangements (Section 5.1), where we are able to find an explicit
formula for ∆ε,ρ1 (W
∗) in the following result.
Theorem 6. Let A = {H1, . . . ,Hm} ⊂ C
2 be an essential line arrangement, H =
m⋃
i=0
Hi, M = C
2\H and
let W ∗ be a punctured stratified tubular neighborhood of H. Let P1, . . . , Ps be the singular points of H,
let si be the number of singular points of H on Hi, and let dk be the number of lines of A going through
the singular point Pk. Let a1, . . . , am be the generators of π1(M) as in Theorem 5, and βk as described in
Remark 9. Then,
1. ∆ε,ρ1 (W
∗) =
(∏s
k=1 det(t
ε(βk)ρ(βk)− Id)
dk−2
)
·
(∏m
i=1 det(Id−t
ε(ai)ρ(ai))
si−1
)
·∆ε,ρ0 (M)
2. ∆ε,ρ1 (M) divides(
s∏
k=1
det(tε(βk)ρ(βk)− Id)
dk−2
)
·
(
m∏
i=1
det(Id−tε(ai)ρ(ai))
si−1
)
· gcd
i=1,...,m
{det(tε(ai)ρ(ai)− Id)}
In some cases, we will be able to refine the result for ∆ε,ρ1 (M) given by Theorem 6, part 2, as shown in
the other main result of Section 5.1.
Theorem 7. Let B be the set of lines in A = {H1, . . . ,Hm} such that for each line in B no other line in
A is parallel to it. Suppose that B = {H1, . . . ,Hl} 6= ∅. Let si be the number of singular points of H in
Hi, which we denote by P
i
1, . . . , P
i
si , and let d
i
k be the number of lines of A going through the singular point
P ik. Let a1, . . . , am be the generators of π1(M) as in Theorem 5, and let βk,i be the resulting loop from
composing all of the meridian loops around lines in A going through the singular point P ik, as in Remark 9.
Then, ∆ε,ρ1 (M) divides(
gcd
r=1,...,m
{det(tε(ar)ρ(ar)− Id)}
)
· gcd
i=1,...,l
{(
si∏
k=1
det(tε(βk,i)ρ(βk,i)− Id)
dik−2
)
· det(Id−tε(ai)ρ(ai))
si−1
}
In the higher dimensional case discussed in Section 5.2, we use the natural stratification of H to obtain
an open cover of W ∗, namely
{Skl |k = 0, . . . , n− 1; l = 1, . . . , sk}
such that each one of the open sets in the cover fibers over the corresponding stratum Skl of dimension k
of H. Then, we use the Mayer-Vietoris cohomology spectral sequence for the twisted Alexander modules
associated to this open cover to get a bound for the twisted Alexander polynomials ∆ε,ρi (M), and arrive
at the following result, which generalizes Theorem 6.
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Theorem 8. Let A = {H1, . . . ,Hm} ⊂ C
n be an essential hyperplane arrangement, with the natural
induced stratification {Skl |k = 0, . . . , n−1; l = 1, . . . , sk}, and let M be the complement of that arrangement
in Cn. For every k and l, let Fl,k be the fiber of the fibration S
k
l −→ S
k
l and let γ∞(Fl,k) be a meridian
around the hyperplane at infinity in CPn−k with positive orientation, where Fl,k is naturally seen in CP
n−k.
Then, for any i = 0, . . . , n− 1, the zeros of the i-th Alexander polynomial of M (i.e. ∆ε,ρi (M)) are among
those of
n−1∏
k=0
sk∏
l=0
det(tε(γ∞(Fl,k))ρ(γ∞(Fl,k))− Id)
2 The homotopy type of M
Once we have fixed the positive epimorphism ε, we can construct the following functions fε and gε from it.
fε : M −→ R
z 7−→
m∏
j=1
|ξj(z)|
εj
gε :M −→ R/2πZ ∼= S
1
z 7−→ arg
 m∏
j=1
ξj(z)
εj
 = m∑
j=1
εj · arg(ξj(z))
Let δ > 0, let Vδ := f
−1
ε (δ). The following result can be found in [13, Theorem 2.3].
Theorem 1. For every δ > 0 small enough, we have that
1. Vδ is a C
∞ manifold of dimension 2n− 1.
2. The inclusion Vδ →֒ f
−1
ε ((0, δ]) is a homotopy equivalence.
3. The map gε|Vδ : Vδ → S
1 is a fiber bundle, and the fiber F has the homotopy type of a finite CW-
complex of dimension n− 1.
4. M has the homotopy type of Vδ with |χ(M)| cells of dimension n attached.
Theorem 1 gives us some good properties of f−1ε ((0, δ]), which we will be using in Section 3. However,
those properties alone won’t be enough for us to compute possible roots of the twisted Alexander polyno-
mials of M . The rest of this section is devoted to describe a different neighborhood of the arrangement
with a nice stratification and prove some properties about it that will come in handy in Section 5.
We stratify our hyperplane arrangement in the natural way: two points P and P ′ in H lie in the same
stratum if the collections of hyperplanes in the arrangement containing P and P ′ coincide. Each stratum
is a smooth submanifold of Cn. We define a neighborhoodW of H inductively as follows. Let Sk the union
of strata of dimension k in H. For each stratum of dimension 0, we pick a ball of radius δ0 around it, and
call W (δ0) the union of those balls. Now, we take a tubular neighborhood of S1\W
(
δ0
2
)
of radius δ1 < δ0,
and define W (δ0, δ1) as the union of W (δ0) with this tubular neighborhood that we have just described.
Now, we take a tubular neighborhood of S2\W
(
δ0
2 ,
δ1
2
)
of radius δ2 < δ1 and create W (δ0, δ1, δ2). We
proceed inductively until we reach W :=W (δ0, . . . , δn−1).
Note that, when all of the δ’s are small enough, all of these neighborhoods that we have defined are
homeomorphic. From now on, we will assume that all of the δ’s are small enough, and won’t
specify them.
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Definition 5. We call W a stratified tubular neighborhood of H. We define W ∗ as W\H, and call it a
punctured stratified tubular neighborhood of H.
Remark 3. W ∗ is homotopy equivalent to ∂W , seeing W as a subset of Cn.
The following theorem relates the topologies of W ∗ and M .
Theorem 2. M has the homotopy type of W ∗ with cells of dimension ≥ n attached.
The proof of this theorem is an immediate consequence of the following proposition.
Proposition 1. Let j :W ∗ →֒M be the inclusion. Then
• j∗ : πi(W
∗) −→ πi(M) is an isomorphism for i < n− 1.
• j∗ : πn−1(W
∗) −→ πn−1(M) is an epimorphism.
Proof. The outline of the proof is going to be the following. First, we are going to find two stratified
tubular neighborhoods W and W ′ of H and a δ > 0 such that W ′ ⊂ f−1ε ([0, δ]) ⊂ W . Then, we will get
the result about W ∗ from the information about f−1ε ((0, δ]) that we know from Theorem 1 and the fact
that the inclusion W ′\H →֒ W\H is a homotopy equivalence.
Let’s start with a stratified tubular neighborhood W = W (δ0, . . . , δn−1), and let δ
′ be the minimum
of the δi’s. We have that every point that is at distance less than δ
′ of H is contained in W . Also note
that the factors defining fε(z) are all proportional to a positive power of the distance of a point z to the
hyperplane defined by that factor. Hence, for sufficiently small δ, f−1ε ([0, δ]) will be contained in the set of
points on Cn that are at distance less than δ′ of H, which is in turn contained in W . Thus, we have found
δ such that f−1ε ([0, δ]) ⊂W .
Let’s find a stratified tubular neighborhood W ′ of H such that W ′ ⊂ f−1ε ([0, δ]) to complete the first
part of our outline of the proof. This W ′ is constructed by taking the union of tubular neighborhoods of
open sets of the strata like in definition 5, but not requiring those tubular neighborhoods to have a fixed
radius. These “generalized” stratified tubular neighborhoods are still homotopy equivalent to the ones in
Definition 5. It is straightforward to see that we can find one such W ′ inside of f−1ε ([0, δ]). In particular,
we have that W ′\H ⊂ f−1ε ((0, δ]) ⊂W\H =W
∗.
Let’s look at the following diagram, where all of the arrows are induced by inclusions.
πi(W
′\H)
ai−→ πi(f
−1
ε ((0, δ]))
bi−→ πi(W
∗)
ci−→ πi(M) (1)
Since the inclusion fromW ′\H toW ∗ is a homotopy equivalence, we have that bi ◦ai is an isomorphism
for all i. In particular, bi is an epimorphism for all i. Also, by Theorem 1, parts 2 and 4, we have that
ci ◦ bi is an isomorphism if i < n− 1 and an epimorphism if i = n− 1. In particular, bi is a monomorphism
if i < n − 1, and ci is an epimorphism for i ≤ n − 1. This concludes the proof of the second assertion of
the proposition.
Since we already know that bi is an epimorphism for all i and a monomorphism if i < n − 1, we find
that bi is an isomorphism if i < n − 1. Since ci ◦ bi is an isomorphism for i < n − 1, we get that ci is an
isomorphism for i < n− 1, and this concludes the proof of the first assertion of the proposition.
3 Torsion properties of the twisted Alexander modules
From now on, we fix δ > 0 small enough so that Theorem 1 holds, and we call V := Vδ. Let j : V →֒M be
the inclusion, and j∗ : π1(V ) → π1(M) be the map it induces on fundamental groups. Abusing notation,
we will also denote by ε and ρ the induced maps on π1(V ) that we get by composing j∗ with ε and ρ
respectively.
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Proposition 2. Let n ≥ 2. The inclusion map j : V →֒M induces isomorphisms of F[t±1]-modules
Hε,ρi (V,F[t
±1])
∼=
−→ Hε,ρi (M,F[t
±1])
for any i < n− 1, and an epimorphism of F[t±1]-modules
Hε,ρn−1(V,F[t
±1])։ Hε,ρn−1(M,F[t
±1])
Proof. Let’s consider two cases: n > 2 and n = 2.
Suppose that n > 2. By Theorem 1, part 4, the space M is obtained from V by attaching cells of
dimension n ≥ 3, so j∗ is an isomorphism of fundamental groups. Hence, the chain complexes C
ε,ρ
∗ (V,F[t
±1])
and Cε,ρ∗ (M,F[t
±1]) are the same from place n − 1 down, and j induces an inclusion Cε,ρn (V,F[t±1]) →֒
Cε,ρn (M,F[t±1]). The result follows from this observation.
Now, let’s consider the case n = 2. In this case, applying Theorem 1, part 4, only tells us that j∗ is an
epimorphism between the fundamental groups. We have that ker j∗ ⊂ ker ε ◦ j∗ is a normal subgroup of
π1(V ). Let Vker j∗ be the covering space associated to ker j∗, and note that π1(V )/ ker j∗
∼= π1(M).
We now construct the chain complex
D∗ := (F[t
±1]⊗F V))⊗F[pi1(V )/ ker j∗] C∗(Vker j∗ ,F)
The inclusion V →֒ M induces a map Vker j∗ → M˜ , where M˜ is the universal cover of M . Since the space
M is obtained from V by attaching cells of dimension ≥ 2, this map induces isomorphisms
Di
∼=
−→ Cε,ρi (M,F[t
±1]) = (F[t±1]⊗F V))⊗F[pi1(M)] C∗(M˜ ,F)
for i = 0, 1 and a monomorphism
D2 →֒ C
ε,ρ
2 (M,F[t
±1])
Thus, we have an isomorphism
H0(D∗)
∼=
−→ Hε,ρ0 (M,F[t
±1])
and an epimorphism
H1(D∗)։ H
ε,ρ
1 (M,F[t
±1])
By [5, Section 2.5, p. 50], the homology of D∗ is the same as the homology of C
ε,ρ
∗ (V,F[t
±1]). The
result follows from this observation.
Remark 4. Using the discussion following diagram (1) in the proof of Proposition 1, and repeating
the same steps in the proof of Proposition 2, we can conclude that the same results hold for the maps
Hε,ρi (V,F[t
±1]) −→ Hε,ρi (W
∗,F[t±1]) and Hε,ρi (W
∗,F[t±1]) −→ Hε,ρi (M,F[t
±1]) induced by inclusion.
The following corollary is a direct consequence of Proposition 2 and Remark 4.
Corollary 1. Let n ≥ 2. For any 0 ≤ i ≤ n− 1, if Hε,ρi (V,F[t
±1]) is a torsion F[t±1]-module, then so are
Hε,ρi (M,F[t
±1]) and Hε,ρi (W
∗,F[t±1]).
Now, we will show that the hypothesis of Corollary 1 is actually satisfied.
Theorem 3. Let n ≥ 2. Then, Hε,ρi (V,F[t
±1]) is a torsion F[t±1]-module for all i.
Proof. Note that (gε)∗ = ε. Let V
ε p1−→ V be the covering space induced by ker ε. Recall that by Theorem 1,
part 3, the map (gε)|V : V → S
1 is a fiber bundle. Let’s call the fiber F .
The covering space V ε
p1
−→ V is the pullback by (gε)|V of the universal cover R
p2
−→ S1, and we have the
following commutative diagram of the pullback
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V ε R
V S1
p1 p2
gε
Note that V ε → R is a fiber bundle over a contractible space with fiber F , so V ε is homeomorphic to
F × R, and therefore homotopically equivalent to F .
Let Lρ be the local system of F-vector spaces given by the representation of π1(V
ε) induced by ρ. By
[12, Theorem 2.1], we have that
Hε,ρi (V,F[t
±1]) ∼= Hi(V
ε,Lρ)
as F[t±1]-modules for all i. Since V ε is homotopy equivalent to F , which by Theorem 1, part 3, has the
homotopy type of a finite CW-complex, we have that the Hi(V
ε,Lρ) are finite dimensional F-vector spaces
for all i, and thus Hε,ρi (V,F[t
±1]) are torsion F[t±1]-modules for all i.
Let’s recall the following fact, which can be found in [12].
Proposition 3. Let X be a finite CW-complex. If ε is non-trivial, then Hε,ρ0 (X,F[t
±1]) is a torsion
F[t±1]-module.
Now, we are ready to prove the main result in this section.
Theorem 4. The twisted Alexander modules Hε,ρi (M,F[t
±1]) are torsion F[t±1]-modules for every 0 ≤
i ≤ n − 1, they are trivial modules for i > n, and Hε,ρn (M,F[t±1]) is a free F[t±1]-module of rank (−1)n ·
dimF(V) · χ(M)
Proof. M is an affine variety of complex dimension n, so it is homotopy equivalent to a finite CW complex
of real dimension n. Thus Hε,ρi (M,F[t
±1]) = 0 for i > n. This also implies that Hε,ρn (M,F[t±1]) is a free
module, since it is the kernel of a morphism of free F[t±1]-modules.
Now, let’s prove that the twisted Alexander modules Hε,ρi (M,F[t
±1]) are torsion F[t±1]-modules for
every 0 ≤ i ≤ n − 1. If n = 1, this is true by Proposition 3. Suppose that n ≥ 2. In that case, by
Corollary 1, we just need to show that Hε,ρi (V,F[t
±1]) is torsion F[t±1]-module for every 0 ≤ i ≤ n − 1,
which is true by Theorem 3.
Finally, let’s compute the rank of Hε,ρn (M,F[t±1]). We abuse notation and call Lε,ρ the local system
of vector spaces over the field of rational functions F(t) defined by the tensor representation induced by
ε and ρ (instead of the local system of F[t±1]-modules induced by ε and ρ). By [5, Proposition 2.5.4], we
have that
(−1)n rankF[t±1]H
ε,ρ
n (M,F[t
±1]) = χ(M,Lε,ρ) = rankF[t±1](F[t
±1]⊗F V) · χ(M) = dimF(V) · χ(M)
Hence,
rankF[t±1]H
ε,ρ
n (M,F[t
±1]) = (−1)n · dimF(V) · χ(M)
Remark 5. The space V depends on the epimorphism ε, but W ∗ does not. This dependence on ε came in
handy in the proof of Theorem 4, although it can be proved that the Alexander modules Hε,ρi (W
∗,F[t±1])
are torsion for all i ≥ 0 directly, as we will see in Section 5.2.
We end this section with the result that we will use in Section 5, which is a consequence of everything
we’ve discussed in this section.
Corollary 2. Hε,ρi (M,F[t
±1]) and Hε,ρi (W
∗,F[t±1]) are torsion F[t±1]-modules for any 0 ≤ i ≤ n − 1.
Moreover, their twisted Alexander polynomials ∆ε,ρi (M) and ∆
ε,ρ
i (W
∗) coincide for 0 ≤ i < n − 1, and
∆ε,ρn−1(M) divides ∆
ε,ρ
n−1(W
∗).
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4 The fundamental group of M
In this section, we recall a presentation of the fundamental group of a complex affine hyperplane arrange-
ment complement due to Arvola ([1]), although our notation will be more similar to that in [9, Section
3.2]. We do so in quite a lot of detail to fix notation that will be crucial in the results of the next section.
By a Lefschetz type argument, it suffices to restrict ourselves to the complex line arrangement case, which
we will do from now on. We will use this presentation for our computations of roots of twisted Alexander
polynomials in the line arrangement case (n = 2).
4.1 The marked 2-graph
We are going to identify C2 (with coordinates (z1, z2)) with R
4 (with coordinates (x1, y1, x2, y2)) by
z1 = x1 + iy1 , z2 = x2 + iy2
Let A = {H1, . . . ,Hm} ∈ C
2 be an essential line arrangement, and let H = ∪mi=1Hi. We denote by
P = {P1, . . . , Ps} the set of singular points of the arrangement A, that is, the set of points that lie on
at least two lines of the arrangement. Since our arrangement is essential, the set P is not empty. Let
π : C2 −→ C the projection onto the first coordinate.
With a suitable change of coordinates, we can assume that the following conditions hold:
Assumption 1. No line in A has an equation of the form z1 = c for any constant c ∈ C. This implies
that π|Hi : Hi −→ C is a homeomorphism for all i = 1, . . . ,m.
Assumption 2. Each pair of distinct points in P can be distinguished by their x1 coordinates alone.
Reordering, we will assume that
x1(P1) < x1(P2) < . . . < x1(Ps)
We pick a point p ∈ C = Im(π) such that x1(p) < x1(P1), and a piecewise linear path h : [0, 1] −→
R such that γ(t) = (t + x1(p), h(t)) is a path in R
2 = C = Im(π) starting in p and passing through
π(P1), π(P2), . . . , π(Ps) in order, satisfying that γ is horizontal in a neighborhood of each π(Pi) and p.
Definition 6. The 3-graph of A relative to the map h is
Γ3h = {(t+ x1(p), x2, y2) | t ∈ [0, 1], (t + x1(p), h(t), x2, y2) ∈ H}
Note that Γ3h is naturally homeomorphic to π
−1(Im(γ)) ∩H.
Definition 7. Let φ : R3 −→ R2 be the projection onto the first two coordinates The 2-graph of A relative
to the map h is
Γ2h := φ(Γ
3
h)
Note that φ|Γ3
h
: Γ3h −→ Γ
2
h is not one to one necessarily. Those self intersections of Γ
2
h are called virtual
crossings, as opposed to the crossings corresponding to points in P, which are called actual crossings.
After a change of coordinates and a change of map h if necessary, we can (and will, from now on) assume
the following:
Assumption 3. All virtual crossings of Γ2h are transverse.
Assumption 4. All virtual crossings of Γ2h can be distinguished from other virtual and actual crossings
by their first coordinate (x1) alone.
Assumption 5. All of the corresponding points in the path γ to virtual crossings lie in the interior of an
open set where γ is linear.
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Remark 6. We can recover Γ3h up to isotopy from Γ
2
h if we mark the virtual crossings in Γ
2
h to indicate
whether they represent an under or an overcrossing. We will call this the marked 2-graph.
Before we move on to recalling how to compute the fundamental group of M from the marked 2-graph,
we will do an example.
Example 1. Let A = {H1,H2,H3,H4} be the arrangement of lines in C
2 given by equations
H1 = {z1 − z2 = 1}
H2 = {z1 − z2 = 0}
H3 = {z1 − iz2 = 0}
H4 = {z1 + 2z2 = 0}
We have that P = {P1, P2, P3}, where
P1 = H2 ∩H3 ∩H4 = (0, 0)
P2 = H1 ∩H3 =
(
1−i
2 ,−
1+i
2
)
P3 = H1 ∩H4 =
(
2
3 ,−
1
3
)
We pick p = (−1, 0) ∈ R2 = C = Im(π), and the path γ : [0, 1] −→ C (depicted in Fig. 1) starting at p,
where the points π(Pj) have been marked for all j = 1, 2, 3.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
x1
y1
Figure 1: The path γ associated to Example 1.
The corresponding 3-graph is depicted in Fig. 2, where the points corresponding to the points in P
have also been marked
We can’t really distinguish the virtual crossings in Fig. 2, so let’s take a look at the corresponding
marked 2-graph, as depicted in Fig. 3. The letters associated to the strands will make sense later.
4.2 Generators and local meridians near the singular points
Once we have possibly done a change of coordinates and picked a suitable map h to construct our marked
2-graph, it is time to use it to compute the fundamental group of M . By the work of Zariski and Van
Kampen, we know that we can compute π1(M) using the projection π we picked in Section 4.1 by braid
monodromy arguments ([15], [2], [19]).
Since we are considering line arrangements, the link around each singularity is going to be a Hopf link
with as many components as lines going through the singularity, so once we know how to express suitable
meridians around each component of the Hopf link as words in our fixed generators of the fundamental
11
−1
0
1
2−2
0
2
−2
0
H3
H2
H4H1
x1
x2
y2
Figure 2: The 3-graph associated to Example 1.
group of M (which we will fix in a moment), we’ll know how to compute a presentation for π1(M). Let’s
start by fixing a set of generators of π1(M).
Pick a big enough positive real number R such that all of the points in H that lie in the preimage by
the projection π of the path γ have their y2 coordinate smaller than R. In Example 1, we can pick R = 2.
We are going to pick as our base point the point (γ(0), iR) ∈ C2 (which we will omit in our notation for
π1(M)). Note that π
−1(γ(0)) ∩ H consists of m distinct points (one point per line in the arrangement),
and all of them can be distinguished by their x2 coordinate only by Assumption 5.
Our chosen generators for π1(M) are going to be meridians around each of the lines in the arrangement,
are going to be contained entirely in π−1(γ(0)), and will have the orientation induced by the complex
structure. These meridians, which we will denote by a1, a2, . . . , am, will start at our base point, follow a
straight line to a point near the intersection of the corresponding lineHj with the fiber π
−1(γ(0)), go around
that point, and come back to the base point following that same straight line. A good way to visualize
this is probably to look at what the chosen meridians would be in Example 1, where γ(0) = −1 ∈ C. This
is depicted in Fig. 4, which shows the fiber π−1(γ(0)) of Example 1. In that figure we have denoted the
meridians by a, b, c, d, where a = a1, b = a2, c = a3 and d = a4. The black dots represent the intersection
of the arrangement A with the fiber π−1(γ(0)).
From now on, we are going to abuse notation and identify π1(M) with π1(M, Im(γ) × {iR}) (we can
do so because Im(γ) × {iR} ⊂ C2 is contractible). We do this to not have to be as careful with the base
point of the local meridians, which we are about to define.
Definition 8. Let t ∈ [0, 1] be such that no (actual or virtual) crossing of the marked 2-graph of A
associated to the map h has their x1-coordinate be t + x1(p) = x1(γ(t)), and let Hi ∈ A. We define the
local meridian around Hi at time t to be a path contained in the fiber π
−1(γ(t)) starting at the point
(γ(t), iR) that goes around Hi, defined in the same way as we defined the generators {a1, . . . , am} of π1(M)
in the fiber π−1(γ(0)) (looking like the meridians depicted in Fig. 4).
Remark 7. The expression of the local meridians around Hi at time t as a word in {a1, . . . , am} only
depends on the strand (the segment in between crossings, actual or virtual) of the unmarked 2-graph
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cH3
c
b
c
bd
−1
c
bd
−1
c
bd
−1
a
c
bd
−1
ad c
bd
−1
ada
−1
b
H2
d
H4
a
H1
−1 −0.5 0 0.5 1 1.5 2 2.5
−2
−1
0
1
2
x1
x2
Figure 3: The marked 2-graph associated to Example 1, with the actual crossings depicted by black dots.
corresponding to Hi at time t in which it lies.
To use braid monodromy arguments to compute a presentation of the fundamental group of π1(M)
([15], [2], [19]), we just have to be able to express the local meridians corresponding to the strands in the
2-graph arriving to a singular point of the arrangement as words in {a1, . . . , am}.
Arvola’s algorithm does just that in the following way: We start at the left of our marked 2-graph, and
assign generators to each of the m-strands (the ones we have called a1, . . . , am). We continue to follow our
marked 2-graph to the right, and whenever we encounter a crossing (actual or virtual) we assign words in
{a1, . . . , am} to the strands coming after it following the rules in Fig. 5, where we have used the following
notation.
Notation 1. ab := b−1ab
We follow this algorithm until we reach the right end of our marked 2-graph. When we are done, the
words in each of the strands correspond to the expression of the corresponding local meridians as a word
in our generators {a1, . . . , am}.
An example of the computation of Arvola’s words for Example 1 can be seen in Fig. 3. In it, we’ve only
marked the words corresponding to local meridians around the line H3. All of the local meridians around
H1, H2 and H4 are a, b and d respectively, and those don’t appear in the picture.
4.3 A presentation for pi1(M)
We will use the following notation.
Notation 2. We denote [b1, . . . , br] the equality of all the cyclic permutations, namely
b1 · b2 · . . . · br = b2 · . . . · br · b1 = . . . = br · b1 · . . . · br−1
13
−3 −2 −1 0 1 2 3
−1
0
1
2
c
ba d
x2
y2
Figure 4: Generators of π1(M) for Example 1.
Each actual crossing in the marked 2-graph of A corresponds to a singular point in P = {P1, . . . , Ps}.
For the actual crossing corresponding to Pk, we take a look at the dk strands just to the left of the
crossing, corresponding to the lines in A that go through Pk. We denote the strands in those words by
b1(Pk), . . . , bdk(Pk), labeled from the bottom up. Let RPk = [b1(Pk), . . . , bdk(Pk)].
Theorem 5 (Arvola, [1], Theorem 4.7). Let a1, . . . , am be the generators of π1(M) described in Section 4.2,
and let P = {P1, . . . , Ps} be the singular points of A. Then,
π1(M) = 〈a1, . . . , am | RPk k = 1, . . . , s〉
Remark 8. The relations RPk are just those coming from the braid monodromy around the singular
points, taking into account that the links of the singular points are Hopf links.
Remark 9. Let βk = b1(Pk) · b2(Pk) · . . . · bdk(Pk). The relations given by RPk can be written as the
following dk − 1 relations
[βk, b1(Pk)]
[βk, b1(Pk) · b2(Pk)]
...
[βk, b1(Pk) · b2(Pk) · . . . · bdk−1(Pk)]
which can easily be seen to be equivalent to the following dk − 1 relations
[βk, bj(Pk)] for all j = 1, . . . , dk − 1
The following is a corollary of Theorem 5 and Remark 9, and will be useful later on.
Corollary 3. Let a1, . . . , am be the generators of π1(M) described in Section 4.2, let P = {P1, . . . , Ps} be
the singular points of A, and let βk = b1(Pk) · b2(Pk) · . . . · bdk(Pk) for all k = 1, . . . , s. Then,
π1(M) = 〈a1, . . . , am | [βk, bj(Pk)] k = 1, . . . , s; j = 1, . . . , dk − 1〉
We conclude this section by giving a presentation of the line arrangement described in Example 1.
With the notation used there, using Theorem 5 we get that
π1(M) = 〈a, b, c, d | [b, c, d], [a, c
bd−1 ], [a, d]〉
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br
br−1
...
b2
b1
bb2b3···br1 = b1
bb3···br2 = b
b−11
2
...
bbrr−1
br
(a) Actual crossing
b
a
ab
b
(b) Positive virtual crossing
b
a
a
ba
−1
(c) Negative virtual crossing
Figure 5: Computation of Arvola’s words. These are the consequence of rectifying the braid corresponding
to the crossing.
5 Roots of twisted Alexander Polynomials
5.1 Line arrangement case (n = 2)
Let A = {H1, . . . ,Hm} ⊂ C
2 be an essential line arrangement. Note that, in the line arrangement case,
the only two twisted Alexander polynomials that we are going to be considering are the 0-th and the first
ones.
The 0-th case is always easy to compute, not just in dimension 2. The 0-th and first twisted Alexander
polynomials of any finite CW complex can be computed from a presentation of the fundamental group using
Fox Calculus. In particular, if M is the complement of a complex hyperplane arrangement {H1, . . . ,Hm},
after a Lefschetz type argument we can use the presentation of π1(M) given by Theorem 5 to compute the
0-th and first twisted Alexander polynomials of M . Let’s consider the map of F[t±1]-modules
∂ : (F[t±1]⊗ V)m → F[t±1]⊗ V
given by the column matrix with entries
tε(ai)ρ(ai)− Id ∈ M(dimF(V))×(dimF(V))(F[t
±1]), i = 1, . . . ,m
where a1, . . . , am are the generators of π1(M) as in Theorem 5. ∆
ε,ρ
0 (M) is just a generator of the Fitting
ideal of the cokernel of ∂, so it is the greatest common divisor of the dimension dimF(V) minors of the
column matrix we just described (see [12, Section 4]). Hence, we have the following result.
Proposition 4. ∆ε,ρ0 (M) is the greatest common divisor of the dimension dimF(V) minors of the column
matrix with entries tε(ai)ρ(ai)− Id ∈ M(dimF(V))×(dimF(V))(F[t
±1]), for i = 1, . . . ,m. In particular,
∆ε,ρ0 (M)| gcd
i=1,...,m
{det(tε(ai)ρ(ai)− Id)}
Now, let’s study the first twisted Alexander polynomials of M . Recall the notation used in Corollary 3.
We have the following result.
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Theorem 6. Let A = {H1, . . . ,Hm} ⊂ C
2 be an essential line arrangement, H =
m⋃
i=0
Hi, M = C
2\H and
let W ∗ be a punctured stratified tubular neighborhood of H. Let P1, . . . , Ps be the singular points of H,
let si be the number of singular points of H on Hi, and let dk be the number of lines of A going through
the singular point Pk. Let a1, . . . , am be the generators of π1(M) as in Theorem 5, and βk as described in
Remark 9. Then,
1. ∆ε,ρ1 (W
∗) =
(∏s
k=1 det(t
ε(βk)ρ(βk)− Id)
dk−2
)
·
(∏m
i=1 det(Id−t
ε(ai)ρ(ai))
si−1
)
·∆ε,ρ0 (M)
2. ∆ε,ρ1 (M) divides(
s∏
k=1
det(tε(βk)ρ(βk)− Id)
dk−2
)
·
(
m∏
i=1
det(Id−tε(ai)ρ(ai))
si−1
)
· gcd
i=1,...,m
{det(tε(ai)ρ(ai)− Id)}
Proof. We are going to use techniques coming from [3, Theorem 5.6]. Let P1, . . . , Ps be the singular points
of H. Let F = H\
⊔s
k=1(H ∩ B
4
k) be the surface obtained by removing small balls B
4
k around the singular
points Pk. Note that what we are really removing from our surface is a 2-dimensional open disk D
k
i from
every line Hi in A containing Pk.
Let N = F × S1. N should be thought of as the boundary of a tubular neighborhood around the
non-singular part of H. We have that ∂N = ∂F × S1, and since ∂F is a union of disjoint S1’s (one from
every disk Dki removed), then ∂N is a union of disjoint tori
s⊔
k=1
⊔
i T
k
i (again, one from every disk D
k
i
removed). Let’s fix a point f ik in the S
1 corresponding to the boundary of the disk Dki for every such disk
removed.
Let Lk be the link of the singularity at the point Pk (which is a Hopf link with dk components), and
let S3k be the boundary of B
4
k. We consider the space
X = N ∪( s⊔
k=1
⊔
i
T ki
)
(
s⊔
k+1
S3k\Lk
)
⊂M
where the gluing is done as follows: A meridian around the i-th component of Lk (the one corresponding to
the line Hi, which we will denote by L
i
k) is glued to {f
i
k}×S
1 ⊂ N , and Lik is glued to the S
1 corresponding
to the boundary of Dki .
By the definition of the stratified tubular neighborhood W , we have that X is homotopy equivalent
to ∂W . By Corollary 2, the first twisted Alexander polynomial of the line arrangement complement M
divides the first twisted Alexander polynomial of ∂W (which is homotopy equivalent toW ∗, see Remark 3),
so our goal now is going to be computing ∆ε,ρ1 (X).
Let si be the number of singular points of H in the line Hi, for i = 1, . . . ,m. Notice that N has m
connected components, one for every line Hi in our arrangement. That is, if we define Fi = F ∩Hi, then
N =
m⊔
i=1
Fi × S
1. Notice that Fi is just a complex line Hi (or a real plane) with si disks removed, one for
every singular point of H in Hi. Thus, Fi is homotopy equivalent to a wedge sum of si circles, and hence
Fi × S
1 (and N) is homotopy equivalent to a 2-dimensional CW-complex.
It is also well known ([15, Lemma 2]) that S3k\Lk has the homotopy type of a 2-dimensional CW-complex
as well. X also has the homotopy type of a 2-dimensional CW-complex by how it is constructed.
We have the following Mayer-Vietoris short exact sequence of complexes with coefficients in F(t).
0→ ⊕k,iC
ε,ρ
∗ (T
k
i ,F(t))→ ⊕kC
ε,ρ
∗ (S
3
k\Lk,F(t))⊕ C
ε,ρ
∗ (N,F(t))→ C
ε,ρ
∗ (X,F(t))→ 0
Let H be the Mayer-Vietoris long exact sequence of the twisted homology groups (seen as a complex).
We are going to consider the twisted Reidemeister torsion τε,ρ (as defined in Definition 4) of all the pieces
involved in this short exact sequence, namely N ,
⊔s
k+1 S
3
k\Lk, and their intersection
s⊔
k=1
⊔
i
T ki .
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As pointed out in Lemma 2, the twisted Reidemeister torsion is independent of the choice of bases up
to multiplication by a unit in F[t±1]. Since all of those pieces (including X) have the homotopy type of
a 2-dimensional CW-complex, then the only non-trivial Alexander polynomials are the 0-th and the first
ones for all of those spaces, and by Lemma 3, we have that
τε,ρ(·) =
∆ε,ρ1 (·)
∆ε,ρ0 (·)
for all of the relevant spaces in this problem (X, N ,
s⊔
k=1
⊔
i
T ki and
⊔s
k+1 S
3
k\Lk)
By Lemma 1, we have that(
s∏
k=1
τε,ρ(S
3
k\Lk)
)
(τε,ρ(N)) =
∏
k,i
τε,ρ(T
k
i )
 τε,ρ(X)τ(H) (2)
were τ(H) is the torsion of a complex.
Now, we are going to use the following result.
Proposition 5. H is the 0 complex. In particular, τ(H) = 1
Proof. We need to show that the complexes Cε,ρ∗ (T
k
i ,F(t)) (for every k and i), C
ε,ρ
∗ (S
3
k\Lk,F(t)) (for every
k), Cε,ρ∗ (N,F(t)) and C
ε,ρ
∗ (X,F(t)) are acyclic. By the long exact sequence in homology, it suffices to show
that three out of those four are acyclic.
By [17, Proposition 2.9], since F(t) is flat over F[t±1], we have that Cε,ρ∗ (S
3
k\Lk,F(t)) is acyclic.
Let’s now see that Cε,ρ∗ (N,F(t)) is acyclic, or equivalently, that C
ε,ρ
∗ (Fi × S
1,F(t)) is acyclic for all
i = 1, . . . ,m. We are going to use that the 0-th and first twisted homology groups of a finite CW-complex
Y correspond to those of the Eilenberg-MacLane space K(π1(Y ), 1), which we can compute using Fox
Calculus, a technique coming from group homology. We do this by fixing a presentation of π1(Fi × S
1).
Recall that Fi is homotopy equivalent to a wedge sum of si circles, and let b
i
1, . . . , b
i
si be loops around the
respective circles. With this notation, we see that
π1(Fi × S
1) =< bi1, . . . , b
i
si , ai | [b
i
j , ai], j = 1, . . . , si >
In this presentation we are abusing notation, since the base point of ai is not in Fi × S
1 By ai in this
presentation, we mean a loop contained in Fi×S
1 that is isotopic to ai in M after a change of base points.
By the discussion we just had, the first and 0-th homology of the following complex coincides with
Hε,ρ1 (Fi × S
1,F[t±1]) and Hε,ρ0 (Fi × S
1,F[t±1]) respectively
(F[t±1]⊗ V)si
∂2−→ (F[t±1]⊗ V)si+1
∂1−→ F[t±1]⊗ V→ 0
The matrix corresponding to ∂1 is the column matrix with the first si entries being
tε(b
i
j)ρ(bij)− Id
for j = 1, . . . , si, and the last entry is
tε(ai)ρ(ai)− Id
The matrix corresponding to ∂2 is given by the image by ε⊗ ρ of the matrix of the Fox derivatives of
the relation in our presentation of π1(Fi × S
1) with respect to the generators in that presentation.
Let’s study ∂1 first. Since ε(ai) is a positive number, we have that the determinant of this last entry is
non-zero, so, if we consider twisted homology with coefficients in the field F(t) by tensoring the complex
above by F(t), we get that ∂1 is surjective and H
ε,ρ
0 (Fi × S
1,F(t)) = 0.
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Now, let’s study ∂2. First, let’s compute the Fox derivatives of the relations with respect to the
generators. we have that
∂bijai(b
i
j)
−1a−1i
∂bil
=
{
1− bijai(b
i
j)
−1 if j = l
0 else
and
∂bijai(b
i
j)
−1a−1i
∂ai
= bij − b
i
jai(b
i
j)
−1a−1i
Hence, taking into account that bij and ai commute in π1(Fi×S
1), we have that the matrix corresponding
to ∂2 is the following si × (si + 1) matrix
Id−tε(ai)ρ(ai) 0 · · · 0 t
ε(bi1)ρ(bi1)− Id
0 Id−tε(ai)ρ(ai) · · · 0 t
ε(bi2)ρ(bi2)− Id
· · · · · · · · · · · · · · ·
0 · · · 0 Id−tε(ai)ρ(ai) t
ε(bisi )ρ(bisi)− Id

Since ε(ai) > 0, we have that the determinant of the leftmost (si ·dimFV)× (si ·dimFV) minor is non-zero,
so Hε,ρ1 (Fi × S
1,F[t±1]) is torsion, or equivalently, Hε,ρ1 (Fi × S
1,F(t)) = 0.
To finish proving that Hε,ρl (Fi × S
1,F(t)) = 0 for all l, we just have to show it for l = 2, since Fi × S
1
is homotopy equivalent to a 2-dimensional CW-complex. This 2-dimensional CW-complex is the cartesian
product of a wedge sum of si S
1’s and an S1. Thus, it has one 0-cell, (si+1) 1-cells, and si 2-cells. Hence,
the corresponding twisted chain complex with coefficients in F(t) looks like
0→ (F(t)⊗F V)
si → (F(t)⊗F V)
si+1 → F(t)⊗F V→ 0
Now, since we already know that the first and 0-th homology of this complex are 0, we get that
Hε,ρ2 (Fi × S
1,F(t)) = 0
by an Euler characteristic argument. Hence, Cε,ρ∗ (N,F(t)) is acyclic.
The only thing left to prove here is that Cε,ρ∗ (T
k
i ,F(t)) is acyclic (for every k and i). This is just a
computation that follows the same steps as what we did for Cε,ρ∗ (Fi × S
1,F(t)), so we will omit it. It also
relies on the fact that ε(γi) 6= 0, for every meridian γi around Hi and for all i = 1, . . . ,m.
Now, using this result, equation (2) becomes(
s∏
k=1
τε,ρ(S
3
k\Lk)
)
(τε,ρ(N)) =
∏
k,i
τε,ρ(T
k
i )
 τε,ρ(X) (3)
We want to compute ∆ε,ρ1 (X). By Proposition 2, we have that ∆
ε,ρ
0 (X) = ∆
ε,ρ
0 (M), and we know
∆ε,ρ0 (M) by Proposition 4. Hence, to compute ∆
ε,ρ
1 (X), it suffices to compute τε,ρ(X) =
∆ε,ρ1 (X)
∆ε,ρ0 (X)
. By the
equation relating the torsions that we just found, it suffices to compute the twisted Reidemeister torsion
for the other pieces.
Proposition 6. τε,ρ(N) =
∏m
i=1 det(Id−t
ε(ai)ρ(ai))
si−1
Proof. First of all, by the multiplicativity of the torsion (which can be inferred from Lemma 3), we have
that
τε,ρ(N) =
m∏
i=1
τε,ρ(Fi × S
1)
so we just need to compute τε,ρ(Fi × S
1) for i = 1, . . . ,m. Now, we can use the Fox Calculus method
explained in [12, Section 4] to compute this. We just need to look at the matrix corresponding to the
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image by ε⊗ ρ of the matrix of the Fox derivatives of the relation in our presentation of π1(Fi × S
1) with
respect to the generators in that presentation, namely, the one we had in the proof of Proposition 5. Taking
out the last column of this matrix, the method explained in [12, Section 4] tells us that
τε,ρ(Fi × S
1) =
det(Id−tε(ai)ρ(ai))
si
det(Id−tε(ai)ρ(ai))
= det(Id−tε(ai)ρ(ai))
si−1
Proposition 7. τε,ρ(T
k
i ) = 1 for any k and i. Hence, τε,ρ(
s⊔
k=1
⊔
i
T ki ) = 1
Proof. This is a direct computation using Fox Calculus, very similar as the one done in Proposition 6, so
we will omit it.
Finally, let βk as in Corollary 3, and let dk be the number of lines in A going through the singular
point Pk. By the relations of the presentation of π1(M) given in Corollary 3 corresponding to the singular
point Pk and [17, Proposition 2.9], we have the following result.
Proposition 8. τε,ρ(
⊔s
k=1 S
3
k\Lk) =
∏s
k=1 det(t
ε(βk)ρ(βk)− Id)
dk−2
Now, we can use the last three Propositions and equation (3) to get
τε,ρ(X) =
s∏
k=1
det(tε(βk)ρ(βk)− Id)
dk−2
m∏
i=1
det(Id−tε(ai)ρ(ai))
si−1
where this equality is defined up to multiplication by a unit of F[t±1].
Hence
∆ε,ρ1 (X) =
(
s∏
k=1
det(tε(βk)ρ(βk)− Id)
dk−2
)
·
(
m∏
i=1
det(Id−tε(ai)ρ(ai))
si−1
)
·∆ε,ρ0 (M)
so,
∆ε,ρ1 (X)|
(
s∏
k=1
det(tε(βk)ρ(βk)− Id)
dk−2
)
·
(
m∏
i=1
det(Id−tε(ai)ρ(ai))
si−1
)
· gcd
i=1,...,m
{tε(ai)ρ(ai)− Id}
Now, by Corollary 2 and the fact thatW ∗ is homotopy equivalent to X, the proof of Theorem 6 is done.
Remark 10 (Twisted Alexander polynomials of the boundary manifold). Let A = {l1, . . . , lm} ⊂ C
2 be
an essential line arrangement, and let l0 = CP
2\C2 be the line at infinity. We consider the projective
line arrangement A′ = A ∪ {l0} ⊂ CP
2. The boundary manifold B of the affine arrangement A is the
boundary of the manifold obtained by gluing balls around the singular points of the arrangement A′ and
tubes around the smooth part of the lines, similar to what we did in the construction of W ∗.
We have that the map induced by inclusion π0(B) −→ π0(M) is an isomorphism, since both spaces are
connected, and π1(B) −→ π1(M) is an epimorphism, since we can find generators of π1(M) (a meridian
around each component) inside or π1(B). Thus, M is obtained from B by adjoining cells of dimension ≥ 2,
which as we have seen in the proof of Proposition 2 is enough to show that
∆ε,ρ0 (M) = ∆
ε,ρ
0 (B)
and
∆ε,ρ1 (M)|∆
ε,ρ
1 (B)
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provided that Hε,ρ1 (B,F[t
±1]) is a torsion F[t±1]-module. Moreover, following the proof of Theorem 6, we
conclude that Hε,ρ1 (B,F[t
±1]) is indeed torsion (because Cε,ρ∗ (B,F(t)) is acyclic) and
∆ε,ρ1 (B)
∆ε,ρ0 (B)
=
(
s∏
k=1
det(tε(βk)ρ(βk)− Id)
dk−2
)
·
(
m∏
i=0
det(Id−tε(ai)ρ(ai))
s˜i−2
)
where s is the number of singular points of the projective arrangement, βk are certain distinguished
loops near each of the singular points, s˜i is the number of singular points of the projective arrangement on
the line li, and ai are positively oriented meridians around the line li. This agrees with the result obtained
in a different way by Cohen and Suciu in [4, Theorem 5.2] for multivariable twisted Alexander polynomials.
Note that, if si is the number of singular points of the affine arrangement on the line li, for i = 1, . . . ,m,
then s˜i = si + 1, so we can see that
∆ε,ρ1 (W
∗)|∆ε,ρ1 (B)
and we conclude that the punctured stratified tubular neighborhood W ∗ constitutes a better bound than
the boundary manifold B for the roots of the first twisted Alexander polynomial of M .
Remark 11. For Proposition 4 we don’t need that ε be a positive epimorphism, just that it is a non-trivial
map. For Theorem 6 to hold, we just need that ε takes non-zero values on the distinguished loops that
appear in the formula of the twisted Alexander polynomial of W ∗, as one can see in the proof.
In some cases, we are going to be able to refine the result given by Theorem 6.
Theorem 7. Let B be the set of lines in A = {H1, . . . ,Hm} such that for each line in B no other line in
A is parallel to it. Suppose that B = {H1, . . . ,Hl} 6= ∅. Let si be the number of singular points of H in
Hi, which we denote by P
i
1, . . . , P
i
si , and let d
i
k be the number of lines of A going through the singular point
P ik. Let a1, . . . , am be the generators of π1(M) as in Theorem 5, and let βk,i be the resulting loop from
composing all of the meridian loops around lines in A going through the singular point P ik, as in Remark 9.
Then, ∆ε,ρ1 (M) divides(
gcd
r=1,...,m
{det(tε(ar)ρ(ar)− Id)}
)
· gcd
i=1,...,l
{(
si∏
k=1
det(tε(βk,i)ρ(βk,i)− Id)
dik−2
)
· det(Id−tε(ai)ρ(ai))
si−1
}
Proof. Let 1 ≤ i ≤ l. Let B4k,i be a small ball around the singular point P
i
k, with boundary S
3
k,i, and let
Lki ⊂ S
3
k,i be the link of the singularity of H at the point P
i
k. We are going to follow the proof of Theorem 6
and use the notation introduced there, but this time we define Xi (instead of X) as the result of joining
Fi × S
1 and
⊔si
k=1 S
3
k,i\Lki along the correspondig tori.
Xi is connected, so the map induced by inclusion π0(Xi) −→ π0(M) is an isomorphism. Moreover, since
no other line in A is parallel to Hi, we have that we can find generators of π1(M) (a meridian around each
component) inside of π1(Xi). Hence, the map π1(Xi) −→ π1(M) induced by inclusion is an epimorphism.
Thus, M is obtained from Xi by adjoining cells of dimension ≥ 2, which as we have seen in the proof of
Proposition 2, is enough to show that
Hε,ρ1 (Xi,F[t
±1]) −→ Hε,ρ1 (M,F[t
±1])
is an epimorphism. Moreover, following the proof of Theorem 6, since we can show like we did then that all
of the complexes involved in the Mayer-Vietoris short exact sequence of complexes with coefficients in F(t)
except for Cε,ρ∗ (Xi,F(t)) are acyclic, the long exact sequence in homology will tell us that C
ε,ρ
∗ (Xi,F(t)) is
acyclic as well, so in particular Hε,ρ1 (Xi,F[t
±1]) is torsion, and ∆ε,ρ1 (M) divides ∆
ε,ρ
1 (Xi) for all i = 1, . . . , l.
Following the proof of Theorem 6, we get that
∆ε,ρ1 (Xi) =
(
si∏
k=1
det(tε(βk,i)ρ(βk,i)− Id)
dik−2
)
· det(Id−tε(ai)ρ(ai))
si−1 ·∆ε,ρ0 (M)
for all i = 1, . . . , l, and the result follows immediately by Proposition 4.
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5.2 Higher-dimensional case
We will follow the notation of [14, Section 3]. Let A = {H1, . . . ,Hm} ⊂ C
n be an essential hyperplane
arrangement. We consider the natural stratification of H = ∪mi=1Hi, the one in which two points P and
P ′ in H lie in the same stratum if the collections of hyperplanes in the arrangement containing P and P ′
coincide. Let Sk1 , . . . , S
k
sk
be the collection of connected strata of (complex) dimension k. For each stratum,
we define the multiplicity m(Ski ) as the number of hyperplanes in A containing a point from this stratum.
Remark 12. By Corollary 2, the zeros of the i-th twisted Alexander polynomials of our arrangement
complement M are among the zeros of the i-th twisted Alexander polynomial of a punctured stratified
tubular neighborhood W ∗ of the arrangement, for i = 0, . . . , n − 1. This observation prompts us to study
what the zeros of the twisted Alexander polynomials of W ∗ could be.
Let
{Skl | k = 0, . . . , n− 1; l = 1, . . . , sk}
be a collection of open subsets of W ∗, each of which fibers over the corresponding stratum Skl , and chosen
so that their union is W ∗. These open subsets can be taken to be the tubular neighborhoods of open
subsets of the strata that appeared in the construction of W (before Definition 5) minus H. The fiber of
Skl −→ S
k
l
is a central hyperplane arrangement complement consisting onm(Skl ) hyperplanes in C
n−k. As it is pointed
out in [14, p. 5], if k1 ≥ k2, then S
k1
l1
∩ Sk2l2 is not empty if and only if the stratum S
k2
l2
is in the closure
of the stratum Sk1l1 , and, in this intersection, the fibration that we consider is the one from S
k1
l1
→ Sk1l1
restricted to it.
Let W := V∗ = HomF(V,F) be the dual vector space of V, and let ρ
∗ : π1(M) −→ GL(W) be the dual
representation of ρ : π1(M) −→ GL(V), given by
(w · α)(v) = w(v · α−1)
for every w ∈W, α ∈ π1(M) and v ∈ V.
We consider the involution given by
· : F[t±1] −→ F[t±1]
t 7−→ t := t−1
and we define the conjugate F[t±1]-module structure of an F[t±1]-module as the one obtained by
composing the F[t±1]-module structure with the involution ·. Then, as justified in [17, p. 6 and p. 17], we
have that
H
i
(W ∗,Lε,ρ∗) ∼= H
i
(
HomF[t
±1](Cε,ρ∗ (W
∗,F[t±1]),F[t±1]
)
for all i, where H
i
(W ∗,Lε,ρ∗) means the F[t
±1]-module H i(W ∗,Lε,ρ∗) with the conjugate module structure,
and Lε,ρ∗ is the local system of F[t
±1]-modules induced by the tensor representation ε⊗ ρ∗. Therefore, the
Universal Coefficient Theorem applied to the principal ideal domain F[t±1] yields
H
i
(W ∗,Lε,ρ∗) ∼= HomF[t±1](H
ε,ρ
i (W
∗,F[t±1]),F[t±1])⊕ ExtF[t±1](H
ε,ρ
i−1(W
∗,F[t±1]),F[t±1])
Now, applying Corollary 2 we get that Hε,ρi (W
∗,F[t±1]) is a torsion F[t±1]-module for all i ≤ n− 1, so by
the UCT, we get that
H
i
(W ∗,Lε,ρ∗) ∼= ExtF[t±1](H
ε,ρ
i−1(W
∗,F[t±1]),F[t±1]) ∼= H
ε,ρ
i−1(W
∗,F[t±1])
for all i ≤ n− 1.
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Remark 13. In fact, we will see later on that Hε,ρi (W
∗,F[t±1]) is a torsion F[t±1]-module for all i, so
H
i
(W ∗,Lε,ρ∗) ∼= H
ε,ρ
i−1(W
∗,F[t±1])
for all i.
Hence, the order of H i(W ∗,Lε,ρ∗) is ∆
ε,ρ
i−1(W
∗)(t) = ∆ε,ρi−1(W
∗)(t−1) for all i. As we said in Remark 12,
we are going to be interested in studying the zeros of ∆ε,ρi (W
∗) for all i, or equivalently, the inverses of the
zeros of the order of H i+1(W ∗,Lε,ρ∗) for all i.
Let’s consider the Mayer-Vietoris spectral sequence of the sheaf Lε,ρ∗ associated to the open covering
{Skl |k = 0, . . . , n− 1; l = 1, . . . , sk}
The first page of this spectral sequence is
Ep,q1 =
⊕
Hq(Sk1l1 ∩ . . . ∩ S
kp+1
lp+1
,Lε,ρ∗) (4)
where the direct sum is taken over all the possible non-empty intersections of p+1 open sets of our covering.
This spectral sequence converges to Hp+q(W ∗,Lε,ρ∗).
Let’s study the elements in the first page of our Mayer-Vietoris spectral sequence, namely, the elements
of the form
Hq(Sk1l1 ∩ . . . ∩ S
kp+1
lp+1
,Lε,ρ∗)
Without loss of generality, we can assume that k1 ≥ . . . ≥ kp+1, and that S
kj
lj
⊂ Sk1l1 for every j = 2, . . . , p+1.
Let f : Sk1l1 → S
k1
l1
be the fibration. We consider a good cover U of f(Sk1l1 ∩ . . . ∩ S
kp+1
lp+1
), which is an
open set of the manifold Sk1l1 , and thus it is a manifold. By good cover we mean an open cover where all
open sets and all finite intersections of those open sets are contractible. Let
V := {f−1(A)|A ∈ U}
We consider the Mayer Vietoris spectral sequence of the sheaf Lε,ρ∗ associated to the open covering V. The
first page of this spectral sequence is
Ep,q1 =
⊕
Hq(Br1 ∩ . . . ∩Brp+1 ,Lε,ρ∗) (5)
where the direct sum is taken over all the possible non-empty intersections Br1 ∩ . . . ∩Brp+1 of p+ 1 open
sets of our covering V. This spectral sequence converges to Hp+q(Sk1l1 ∩ . . . ∩ S
kp+1
lp+1
,Lε,ρ∗).
Note that, since non-empty finite intersections of open sets in U are contractible, and the map f
restricted to Sk1l1 ∩ . . . ∩ S
kp+1
lp+1
is a locally trivial fibration with fiber Fl1,k1 , which is the complement of
a central hyperplane arrangement consisting on m(Sk1l1 ) hyperplanes in C
n−k1 , then Br1 ∩ . . . ∩ Brp+1 is
homeomorphic to the product of Fl1,k1 and a contractible open set, and thus it is homotopy equivalent to
Fl1,k1 . Thus,
Hq(Br1 ∩ . . . ∩Brp+1 ,Lε,ρ∗)
∼= Hq(Fl1,k1 ,Lε,ρ∗)
Note that central hyperplane arrangements are homotopy equivalent to the complement in S2n−1 of their
links at infinity, so by [17, proof of Theorem 4.1], Hε,ρq (Fl1,k1 ,F[t
±1]) (and consequently Hq(Fl1,k1 ,Lε,ρ∗))
are torsion for all q. This implies that all of the elements in spectral sequence (5) are torsion modules. In
fact, by [17, Theorem 4.11], the zeros of the order of Hq(Fl1,k1 ,Lε,ρ∗) are among those of the order of the
cokernel of the endomorphism
t−ε(γ∞(Fl1,k1))ρ∗(γ∞(Fl1,k1))
−1 − Id ∈ End(F[t±1]⊗F V)
where γ∞(Fl1,k1) is a loop around the hyperplane at infinity in (CP)
n−k1 . Note that ε restricted to π1(Fl1,k1)
is not necessarily an epimorphism, but the proof of [17, Theorem 4.11] does not require it.
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Let’s try to describe these “loops at infinity” that we are using in more detail. Let Ht1 , . . . ,Ht
m(S
k1
l1
)
be the hyperplanes going through the stratum Sk1l1 associated to the fiber Fl1,k1 . We have that γ∞(Fl1,k1)
has an expression of the form
(γt1 · . . . · γt
m(S
k1
l1
)
)−1
where γt1 , . . . , γt
m(S
k1
l1
)
are an appropriate choice of meridians around each component of the central hyper-
plane arrangement given by Fl1,k1 in the appropriate order.
Note that ε(γ∞(Fl1,k1)) < 0, so the order of the cokernel of t
−ε(γ∞(Fl1,k1))ρ∗(γ∞(Fl1,k1))
−1−Id is exactly
det(t−ε(γ∞(Fl1,k1 ))ρ∗(γ∞(Fl1,k1))
−1 − Id)
By the discussion above, the zeros of the order of Hq(Fl1,k1 ,Lε,ρ∗) are among those of
det(t−ε(γ∞(Fl1,k1 ))ρ∗(γ∞(Fl1,k1))
−1 − Id)
Using the spectral sequence (5), we get that the zeros of the order of Hq(Sk1l1 ∩ . . . ∩ S
kp+1
lp+1
,Lε,ρ∗) are
among the zeros of det(t−ε(γ∞(Fl1,k1))ρ∗(γ∞(Fl1,k1))
−1 − Id).
Now, by using spectral sequence (4), we see that H i(W ∗,Lε,ρ∗) is torsion for all i. By the Univer-
sal Coefficient Theorem, this means that Hε,ρi (W
∗,F[t±1]) is also torsion for all i, as we anticipated in
Remark 13. Moreover, the zeros of the order of Hq(W ∗,Lε,ρ∗) are among the zeros of
n−1∏
k=0
sk∏
l=0
det(t−ε(γ∞(Fl,k))ρ∗(γ∞(Fl,k))
−1 − Id)
for all q.
Hence, by Remark 12, Remark 13, and the fact that ρ∗(α)−1 = ρ(α)T for every α ∈ π1(M) (seen as
matrices in GLn(F)), we get that the zeros of ∆
ε,ρ
i (M) are among the zeros of
n−1∏
k=0
sk∏
l=0
det(tε(γ∞(Fl,k))ρ(γ∞(Fl,k))− Id)
Thus, we have arrived to the following result.
Theorem 8. Let A = {H1, . . . ,Hm} ⊂ C
n be an essential hyperplane arrangement, with the natural
induced stratification {Skl |k = 0, . . . , n−1; l = 1, . . . , sk}, and let M be the complement of that arrangement
in Cn. For every k and l, let Fl,k be the fiber of the fibration S
k
l −→ S
k
l and let γ∞(Fl,k) be a meridian
around the hyperplane at infinity in CPn−k with positive orientation, where Fl,k is naturally seen in CP
n−k.
Then, for any i = 0, . . . , n− 1, the zeros of the i-th Alexander polynomial of M (i.e. ∆ε,ρi (M)) are among
those of
n−1∏
k=0
sk∏
l=0
det(tε(γ∞(Fl,k))ρ(γ∞(Fl,k))− Id)
We can see that this result generalizes the one obtained in the line arrangement case. The meridians
around the hyperplane at infinity in the line arrangement case are β−1k (k = 1, . . . , s), which correspond
to the 0-dimensional strata (the singular points); and a−1i (i = 1, . . . ,m), which correspond to the 1-
dimensional strata.
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6 Applications
6.1 Topology of a hyperplane arrangement complement via twisted Alexander poly-
nomials.
In this following example, we discuss how twisted Alexander polynomials can give us information about
the topology of the complement of a line arrangement. In particular, they tell us that two particular line
arrangement complements that are homotopy equivalent are not homeomorphic.
Example 2. Let’s consider a pair of line arrangements (the Falk arrangements) A1 and A2 shown in
Fig. 6, which are given by the zeros of p1(x, y) and p2(x, y) respectively, where
p1(x, y) = (x+ 1)(x − 1)(x+ y)y(x− y)
p2(x, y) = (x+ 1)(x− 1)(y + 1)(y − 1)(x− y − 1)
The real part of these two arrangements is depicted in Fig. 6.
l1 l2 l3
l4
l5
l1 l2
l3
l4
l5
Figure 6: The Falk Arrangements A1 and A2.
In [8], Falk showed that the complements of these two arrangements are homotopy equivalent even
though they are combinatorically quite different. These two complements are not homeomorphic, as shown
by Jiang and Yau in [11]. In [4], Cohen and Suciu reproved that the complements are not homeomorphic
by showing that the boundary manifolds of A1 and A2 are not homotopy equivalent, which they did by
showing that their multivariable Alexander polynomials had a different number of distinct factors.
We are going to show that the boundary manifolds of A1 and A2 are not homotopically equivalent
by showing that certain (one-variable) twisted Alexander polynomials of their boundary manifolds have a
different number of distinct roots with multiplicity, thus reproving again the result by Jiang and Yau.
Proof. Let Bj be the boundary manifold of Aj, for j = 1, 2. Let Mj be the complement in C
2 of the
arrangement Aj, for j = 1, 2. We are going to argue by contradiction. Let’s assume that there exists a
homotopy equivalence
h : B1 −→ B2
We denote by h∗ the map that h induces on fundamental groups. Let i2 : B2 →֒ M2 be the inclusion and
(i2)∗ the map it induces on fundamental groups. Let
ε : π1(M2) −→ Z
be an epimorphism, and let
ρ : π1(M2) −→ C
∗
be a one dimensional representation. Restricting ourselves to one dimensional representations makes com-
puting twisted Alexander polynomials so much easier, since they factor through the abelianization of
π1(M2) and we don’t have to care about the conjugation of meridians due to the braiding in the funda-
mental group.
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We abuse notation and also call ε and ρ the maps induced by pulling back ε and ρ by (i2)∗ and (i2)∗ ◦h∗
on π1(B2) and π1(B1) respectively. In this setting, since h is a homotopy equivalence, we have that
∆ε,ρ1 (B1)
∆ε,ρ0 (B1)
=
∆ε,ρ1 (B2)
∆ε,ρ0 (B2)
up to multiplication by a unit of C[t±1]. Thus, the set of non-zero roots with multiplicity corresponding
to both sides should be the same. We will show that for some choice of ε and ρ, they are not, which will
conclude our proof.
Let aji be a meridian around the line given by the i-th factor of pj(x, y), and let a
j
0 =
(∏5
i=1 a
j
i
)−1
,
for j = 1, 2 and i = 1, . . . , 5. aj0 is not necessarily a meridian around the line at infinity (due to the order
chosen in the multiplication), but will have the same image by ε and ρ than said meridian. We denote by
aji1i2i3 = a
j
i1
· aji2 · a
j
i3
. Note that, if the lines li1 , li2 and li3 intersect in a triple point, then a
j
i1i2i3
will have
the same image by ε and ρ than the corresponding βk.
We choose ε : π1(M2) −→ Z to be an epimorphism such that all of the loops involved in the formulas
for
∆ε,ρ1 (B2)
∆ε,ρ0 (B2)
and
∆ε,ρ1 (B1)
∆ε,ρ0 (B1)
given by Remark 10 have a non-zero image by ε (recall Remark 11). This choice
of ε depends on h∗, and generically, this condition on ε is going to be satisfied. In that case, we have that
∆ε,ρ1 (B2)
∆ε,ρ0 (B2)
=
(
4∏
i=1
ρ(a2i )t
ε(a2i ) − 1
)2
(ρ(a25)t
ε(a25) − 1)3(ρ(a20)t
ε(a20) − 1)(ρ(a2034)t
ε(a2034) − 1)(ρ(a2012)t
ε(a2012) − 1)
so, up to multiplication by a unit of C[t±1],
∆ε,ρ1 (B2)
∆ε,ρ0 (B2)
=
(
4∏
i=1
ρ(a2i )t
ε(a2i ) − 1
)2
(ρ(a25)t
ε(a25) − 1)3(ρ(a20)t
ε(a20) − 1)(ρ(a2125)t
ε(a2125) − 1)(ρ(a2345)t
ε(a2345) − 1)
(6)
Also, we have that
∆ε,ρ1 (B1)
∆ε,ρ0 (B1)
=
(
5∏
i=0
(
ρ(a1i )t
ε(a1i ) − 1
))2
(ρ(a1012)t
ε(a1012) − 1)(ρ(a1345)t
ε(a1345) − 1)
Note that, up to multiplication by a unit of C[t±1], the last two factors are the same, so
∆ε,ρ1 (B1)
∆ε,ρ0 (B1)
=
(
5∏
i=0
(
ρ(a1i )t
ε(a1i ) − 1
))2
(ρ(a1345)t
ε(a1345) − 1)2 (7)
Now that we have fixed ε, we can choose ρ so that any root of (ρ(a)tε(a) − 1) is different than any root
of (ρ(b)tε(b) − 1) for different loops a and b involved in the formula (6). That way, if we pick a given root
of the term (ρ(a25)t
ε(a25) − 1)3, we know it only appears 3 times as a root of
∆ε,ρ1 (B2)
∆ε,ρ0 (B2)
. On the other hand,
no non-zero root of
∆ε,ρ1 (B1)
∆ε,ρ0 (B1)
can have odd multiplicity, so we have reached a contradiction.
6.2 Twisted jump loci vs. twisted Alexander polynomials
Let X be a space that has the homotopy type of a finite CW-complex, let V be an n-dimensional vector
space over C, and and let
ρ : π1(X) −→ GL(V)
be a representation. We denote by Vρ the corresponding V-local system on X.
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Definition 9. The rank 1 homology jump loci of X twisted by ρ are defined to be
Vki (X, ρ) = {η ∈ Hom(π1(X),C
∗) | dimCHi(X,Lη ⊗ Vρ) ≥ k}
for all i, k ≥ 0, where Lη is the rank 1 local systems on X defined by η.
Let A = {H1, . . . ,Hm} ⊂ C
n be an essential hyperplane arrangement, let H = ∪mi Hi, and let M =
C
n\H be the arrangement complement in Cn. Then, there exists a natural isomorphism
(C∗)m
∼=
−→ Hom(π1(M),C
∗)
that takes any tuple (z1, . . . , zm) ∈ (C
∗)m to the unique morphism that sends the positively oriented
meridians around the line Hi to zi for all i = 1, . . . ,m. In this way, we can see the homology jump loci
Vki (M,ρ) inside of (C
∗)m.
Let ε : π1(M) −→ Z be an epimorphism. It induces the following map
ε∗ : C∗ −→ Hom(π1(M),C
∗)
a 7−→ ha ◦ ε
where ha : Z −→ C
∗ is the only group homomorphism taking 1 to a. Since ε is an epimorphism, we have
that the image of ε∗ is naturally isomorphic to C∗. With this notation, we have the following result that
relates the zeros of twisted Alexander polynomials of M and the twisted rank 1 homology jump loci.
Proposition 9.
{t ∈ C∗ | ∆ε,ρi (M)(t) ·∆
ε,ρ
i−1(M)(t) = 0} = V
1
i (M,ρ) ∩ Im(ε
∗)
for 0 ≤ i ≤ n− 1, and
{t ∈ C∗ | ∆ε,ρn−1(M)(t) = 0} = V
(dimC(V)·|χ(M)|+1)
n (M,ρ) ∩ Im(ε
∗)
where Vki (M,ρ) ∩ Im(ε
∗) is seen as a subset of C∗.
Proof. We will follow the notation in [7, Theorem 4.5], where the non-twisted case is discussed.
Let a ∈ C∗. ε∗(a) defines a 1-dimensional local system, which we will call La. We consider the following
short exact sequence of vector spaces over C:
0 −→ C[t±1]
t−a
−−→ C[t±1]
t=a
−−→ C −→ 0
Tensoring by V, we obtain the following short exact sequence of vector spaces over C:
0 −→ C[t±1]⊗C V
f
−→ C[t±1]⊗C V
g
−→ C⊗C V −→ 0 (8)
C[t±1] ⊗C V can be given the structure of a right C[π1(M)]-module, as we described in Definition 2.
C⊗C V ∼= V can also be given the structure of a right C[π1(M)]-module, with the right action given by
v · α = aε(α)v · ρ(α)
for every v ∈ V and α ∈ π1(X), where v is regarded as a row vector and ρ(α) as a square matrix.
We can check that both f and g respect the right C[π1(M)]-module structure, so the short exact
sequence (8) is also a short exact sequence of right C[π1(M)]-modules.
Let M˜ be the universal cover of M . We have that Ci(M˜ ,C) is a free left C[π1(M)]-module for all i ∈ Z,
as explained in Definition 2. In particular, it is flat, so we can tensor (8) by Ci(M˜,C) to get
0 −→ Cε,ρi (M,C[t
±1]) −→ Cε,ρi (M,C[t
±1]) −→ V⊗C[pi1(M)] Ci(M˜,C) −→ 0
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Note that this short exact sequences that we have for all i ∈ Z extend to a short exact sequence of
complexes (i.e. they are compatible with the differentials), so we get the corresponding long exact sequence
in homology, namely
. . . −→ Hε,ρi (M,F[t
±1])
t−a
−−→ Hε,ρi (M,F[t
±1]) −→ Hi(M,La ⊗ Vρ) −→ H
ε,ρ
i−1(M,F[t
±1]) −→ . . . (9)
By Theorem 4 and the fact that C[t±1] is a principal ideal domain, we get that, for 0 ≤ i ≤ n− 1, the
twisted Alexander modules have a primary decomposition of the form
Hε,ρi (M,F[t
±1]) ∼= C[t±1]/ ((t− b1)
r1)⊕ . . .⊕ C[t±1]/ ((t− bli)
rli )
Let N(a, i) be the number of direct summands in the (t− a)-torsion part of Hε,ρi (M,F[t
±1]). We have
that
N(a, i) = dimC ker
(
Hε,ρi (M,F[t
±1])
t−a
−−→ Hε,ρi (M,F[t
±1])
)
Let’s consider (9) as a long exact sequence of vector spaces. By a dimension counting argument, we
deduce that
dimCHi(M,La ⊗ Vρ) = N(a, i) +N(a, i− 1)
for 0 ≤ i ≤ n− 1. Note that a is a zero of ∆ε,ρl (M) if and only if N(a, l) ≥ 1. Thus
{t ∈ C∗ | ∆ε,ρi (M)(t) ·∆
ε,ρ
i−1(M)(t) = 0} = V
1
i (M,ρ) ∩ Im(ε
∗)
for 0 ≤ i ≤ n− 1.
Taking into account that Hε,ρn (M,F[t±1]) is a free C[t±1]-module of dimension dimC(V) · |χ(M)| (The-
orem 4), and by a dimension counting argument in the long exact sequence (9) again, we have that
dimCHn(M,La ⊗ Vρ) = dimC(V) · |χ(M)| +N(a, n− 1)
Thus,
{t ∈ C∗ | ∆ε,ρn−1(M)(t) = 0} = V
(dimC(V)·|χ(M)|+1)
n (M,ρ) ∩ Im(ε
∗)
The result that we just proved, along with the main results of Section 5, can give us some information
about the rank 1 twisted homology jump loci of M . More specifically, the following corollaries follow from
Proposition 4, Theorem 6, Theorem 7 and Theorem 8 respectively.
Corollary 4. Using the same notation and under the same assumptions as in Proposition 4, we have that
the points of
V10 (M,ρ) ∩ Im(ε
∗)
are in one to one correspondence with the common roots of all of the dimension dimC(V) minors of the
column matrix with entries tε(ai)ρ(ai)− Id ∈ M(dimC(V))×(dimC(V))(C[t
±1]), for i = 1, . . . ,m.
Corollary 5. Using the same notation and under the same assumptions as in Theorem 6, we have that
both
V11 (M,ρ) ∩ Im(ε
∗)
and
V
(dimC(V)·|χ(M)|+1)
2 (M,ρ) ∩ Im(ε
∗)
are contained in{
t ∈ C∗ |
(
s∏
k=1
det(tε(βk)ρ(βk)− Id)
dk−2
)
·
(
m∏
i=1
det(Id−tε(ai)ρ(ai))
si−1
)
·∆ε,ρ0 (M)(t) = 0
}
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Corollary 6. Using the same notation and under the same assumptions as in Theorem 7, we have that
both
V11 (M,ρ) ∩ Im(ε
∗)
and
V
(dimC(V)·|χ(M)|+1)
2 (M,ρ) ∩ Im(ε
∗)
are contained in
l⋂
i=1
{
t ∈ C∗ | ∆ε,ρ0 (M)(t) ·
(
si∏
k=1
det(tε(βk,i)ρ(βk,i)− Id)
dik−2
)
· det(Id−tε(ai)ρ(ai))
si−1 = 0
}
Corollary 7. Using the same notation and under the same assumptions as in Theorem 8, we have that
V1i (M,ρ) ∩ Im(ε
∗)
for 0 ≤ i ≤ n− 1, and
V(dimC(V)·|χ(M)|+1)n (M,ρ) ∩ Im(ε
∗)
are all contained in {
t ∈ C∗ |
n−1∏
k=0
sk∏
l=0
det(tε(γ∞(Fl,k))ρ(γ∞(Fl,k))− Id) = 0
}
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