Abstract. Most text categorization methods require text content of documents that is often difficult to obtain. We consider "Collaborative Text Categorization", where each document is represented by the feedback from a large number of users. Our study focuses on the semisupervised case in which one key challenge is that a significant number of users have not rated any labeled document. To address this problem, we examine several semi-supervised learning methods and our empirical study shows that collaborative text categorization is more effective than content-based text categorization and the manifold regularization is more effective than other state-of-the-art semi-supervised learning methods.
Introduction
Most studies of text categorization are based on the textual contents of documents. The most common approach for text categorization is to first represent each document by a vector of term frequency, often called the bag-of-words representation, and then to apply classification algorithms based on term frequency vectors. The classification accuracy often heavily depends on the quality of textual contents of documents.
This paper focuses on the case where the textual contents of documents are either inaccurate or difficult to acquire, which makes it difficult to apply the standard text categorization methods. To this end, we propose Collaborative Text Categorization (as opposed to content-based text categorization) which classifies documents using the users' feedback such as ratings and click-through data. The underlying assumption is that two documents are likely to be in one category if they share similar feedback from a large number of users.
A straightforward approach toward collaborative text categorization is to represent each document by a vector of users' feedback. The problem arises when the number of labeled documents is small, which we refer to as "semisupervised collaborative text categorization". Given a small number of labeled documents, the feedback from users who gave no feedback for any of the labeled documents will not be incorporated into the classification model. We refer to this problem as the "missing user " problem. This paper focuses on how to address the missing user problem in semi-supervised collaborative text categorization by exploiting the unlabeled documents. We will examine four semi-supervised approaches including label propagation, user clustering, the kernel approach, and manifold regularization.
The remainder of this paper is organized as follows: Section 2 briefly reviews the previous work on text categorization as well as the studies on exploiting collaborative feedback for information retrieval; Section 3 describes the problem of collaborative text categorization and the four semi-supervised approaches for the missing user problem; Section 4 presents our empirical study with movie classification; Section 5 concludes this paper with the future work.
Related Work
This work is closely related to previous studies on exploiting user feedback information for information retrieval [5, 8, 11] . Unlike the previous studies in information retrieval, this study utilizes the user feedback information for text categorization. Our work also differs from the previous studies on adaptive information filtering (e.g., [10] ) in that the adaptive information filtering employs the feedback as a class label while our work uses feedback as part of the document representation.
Our work is related to the previous research on text categorization, including decision trees [2] , logistic regression [12] , and support vector machines (SVM) reported as the best [7] . A number of studies have also been devoted to using semi-supervised learning techniques for text categorization, including transductive support vector machine [9] , graph-based approaches [1, 13] and Bayesian classifiers [4] . Our work differs from earlier research in that it uses the users' feedback, rather than the textual content, for classification and it focuses on exploiting the unlabeled documents to alleviate the missing user problem.
Semi-supervised Collaborative Text Categorization
We describe the semi-supervised collaborative text categorization problem, and then present four semi-supervised learning approaches that can potentially alleviate the missing user problem in semi-supervised collaborative text categorization. A straightforward approach is to first represent each document d i by its user feedback d i = (F 1,i , F 2,i , . . . , F n,i ) and then apply standard supervised learning methods using the feedback information. The underlying assumption is that two documents are likely to share the same category if their user feedbacks are similar, which we refer to as the "user feedback assumption". We examine this assumption using the movie rating data in Sect. 4. The important challenge in collaborative text categorization is the "missing user " problem. For users who have not provided feedback for any labeled document, their feedback information cannot be exploited in standard supervised learning and therefore will be completely wasted. We refer to the users who provide no feedback for any labeled documents as the missing users.
Problem Description.
Let D = (d 1 , d 2 , . . . , d n ) denote the document collection; the first n l docu- ments are labeled,ȳ l = (ȳ 1 ,ȳ 2 , . . . ,ȳ n l ), where eachȳ i ∈ {−1, +1}. Let U = (u 1 ,
Semi-supervised Learning Approaches
We discuss four semi-supervised approaches for collaborative text categorization.
Label Propagation. One difficulty from the missing user problem is that the feedback of the missing users cannot be used to assess the similarity between the labeled and unlabeled documents. To alleviate this problem, we can employ the label propagation approach. The key idea behind label propagation is to propagate the class labels of documents to neighbors that share similar feedback ratings from a large number of users. Thus, given two documents d i and d j sharing no common users, we may still be able to infer the category of
j such that every two consecutive documents in the sequence share large similarity. A potential problem with label propagation is that there may be a sequence of consecutivelysimilar documents for two documents with completely opposite user feedback. This issue becomes more serious when the similarity information is sparse, as is often the case in collaborative text categorization.
User Clustering. The second approach toward the missing user problem is to reduce the number of distinct users. We can cluster a large number of users into a relatively small number of user clusters and then represent each document by the aggregated feedback from each user cluster. In this study, we choose the probabilistic spectral clustering algorithm [6] because of its effectiveness and soft cluster membership assignments that is better for capturing the feedback of users with mixed interests. One difficulty in the user clustering approach is how to determine the number of clusters. A small number of user clusters may not capture the diversity of user interests while a large number of user clusters may not alleviate the missing user problem sufficiently. Cross validation may be employed, but it is unlikely that cross validation will reliably identify the optimal number with the small number of labeled documents.
The Kernel Method. The key idea of the kernel method is to improve the estimation of document similarity by exploiting the user similarity. Two documents d i and d j that share no common users may have zero similarity computed as S Such a kernel can then be incorporated into a support vector machine for document classification. A potential problem with the proposed kernel is the overestimated document similarities. This problem could be partially addressed by the user clustering approach, which unfortunately has its own significant weaknesses as described above.
Manifold Regularization. In a linear classifier, the most important parameters are the weights w = (w 1 , w 2 , . . . , w m ) assigned to the m users. Given the limited number of labeled documents, a typical algorithm for maximum margin classification (e.g., SVM) would assign zero weights to these missing users and lead to a classifier that ignores the feedback from these missing users. Given the labeled documents
Clearly, zero weights are assigned to the missing users because the conventional regularizer, l(w) = u . By minimizing l m (w), we enforce similar weights for those users sharing a large similarity in their interests. Hence, the missing users can still be assigned significant weights if they share large similarity with the users who did provide feedback for the labeled documents. l m (w) leads to the following problem:
It is not difficult to compute the dual form of the above problem, i.e.,
where
. . , n l ) which turns the dual formulism in (2) into the dual form of the standard SVM. We add a small identity matrix δI n l ×n l (δ 1) to L u to avoid a singularity graph Laplacian.
Experiments
We evaluate four methods for semi-supervised collaborative text categorization and address two questions: (1) How effective is collaborative text categorization in comparison to content-based approaches? (2) How effective are the various proposed algorithms in the study?
We employ the MovieRating dataset 3 which consists of 1682 movies in 19 categories rated by 943 users with the integer ratings ranging from 1 (worst) to 5 (best) or 0 for unavailable ratings. We select the four most popular categories: "Action", "Comedy", "Drama", and "Thriller". The resulting dataset has 1422 movies each represented by a vector of ratings from 943 users. We also download the movie keywords from the online movie database 4 resulting in 10116 unique words for 1422 movies. We use the linear SVM as the baseline implemented in SVM-light 5 . For every category, we compute the F 1 metric by averaging F 1 scores over 40 independent trials. We compute both the movie similarity matrix S d and the user similarity matrix S u by the linear kernel similarity.
Effectiveness of Collaborative Text Categorization
The number of unique movie keywords is significantly greater than the number of users who rated the movies. This raises the concern that the user feedback representation may be less rich than the keyword representation and thus collaborative text categorization may not be as effective as content-based text categorization. We summarize in Table 1 the F 1 results for both collaborative text categorization and content-based text categorization. In all cases, collaborative text categorization is considerably more effective. We then verify the "user feedback assumption", which is that two documents tend to be in the same category if they have similar user ratings. Figure 1 shows the distribution of the probability for two movies to share the same category w.r.t the pairwise movie similarity based on user ratings. The high end of the distribution appears to be spiky because few document pairs are able to achieve a similarity score greater than 0.6. The overall trend proves that our assumption is reasonable for document categorization.
Semi-supervised Collaborative Text Categorization
To study the effectiveness of semi-supervised collaborative approaches, we randomly select 10, 20, 30, and 40 movies for training. To avoid a skewed number of positively-labeled examples, we set the number of positively-labeled examples to be same as the number of negatively-labeled examples. We first examine the missing user problem. Table 2 shows the percentage of users who did not rate any of the labeled movies (i.e., the fraction of missing users). Clearly the missing user problem can be significant when the number of labeled examples is small. We then examine the classification accuracy of the four discussed methods. Tables 4(a) to 4(d) summarize the F 1 results of the four methods and linear SVM for the chosen categories. Our implementation of label propagation is based on [13] . We set the number of user clusters to be 5 for the user clustering approach. From the results in Tables 4(a) to 4(d), we first observe that among the four approaches, the manifold regularization approach is the only one that consistently improves the performance of the linear SVM. For a number of cases, manifold regularization yields considerable improvements.
The second observation drawn from Tables 4(a) to 4(d) is that the other three methods: user clustering, the kernel method, and label propagation, all perform significantly worse than the linear SVM for all categories but Comedy. The failure of label propagation may be attributed to a sparse similarity matrix in which more than 2/3 of the pairwise similarity is less than 0.1 and only 0.5% percentage of the pairwise similarity is significantly large (i.e., > 0.5). Such a sparse similarity matrix is unlikely to reveal any clustering structure of movies. One major problem with the user clustering method is the difficulty in determining the appropriate number of clusters. Table 3 shows the F1 scores of user clustering with different cluster numbers. Regardless of cluster numbers, the algorithm is unable to consistently outperform the linear SVM model. The failure of the kernel method may be explained by the overestimated movie similarity which can lead to the skewed spectrum of the similarity matrix. Figure 2 shows the top 100 eigenvalues of the transformed similarity matrix and the original similarity matrix. Clearly the spectrum of the original similarity matrix is much flatter than the transformed one. This is consistent with our hypothesis. Finally, we examine the missing user problem. Figure 3 shows the weights of 943 users computed by the linear SVM and the manifold regularization method. The horizontal axis (i.e., the user index) is sorted in the ascending order of their weights that are computed by the linear SVM. Evidently most users are assigned zero weights by the linear SVM because of the missing user problem while most users are assigned non-zeros weights by the manifold regularization method which is more effective in alleviating the missing user problem.
Conclusions
In this paper, we study the problem of collaborative text categorization by using user feedback as the basis for classifying documents. Our experiments validate the basic assumption behind collaborative text categorization. Moreover, this work evaluated four algorithms for semi-supervised collaborative text categorization and our empirical finding is that manifold regularization is the most effective among the four competitors and is a considerable improvement over traditional content-based categorization.
