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Abstract—We consider the design of a uniform circular array
(UCA) based multiple-input multiple-output (MIMO) system
over line-of-sight (LoS) environments in which array misalign-
ment exists. In particular, optimal antenna placement in UCAs
and transceiver architectures to achieve the maximum channel
capacity without the knowledge of misalignment components are
presented. To this end, we first derive a generic channel model
of UCA-based LoS MIMO systems in which three misalignment
factors including relative array rotation, tilting and center-shift
are reflected concurrently. By factorizing the channel matrix into
the singular value decomposition (SVD) form, we demonstrate
that the singular values of UCA-based LoS MIMO systems
are independent of tilting and center-shift. Rather, they can be
expressed as a function of the radii product-to-distance ratio
(RPDR) and the angle of relative array rotation. Numerical
analyses of singular values show that the RPDR is a key design
parameter of UCA systems. Based on this result, we propose
an optimal design method for UCA systems which performs a
one-dimensional search of RPDR to maximize channel capacity.
It is observed that the channel matrix of the optimally designed
UCA system is close to an orthogonal matrix; this fact allows
channel capacity to be achieved by a simple zero-forcing (ZF)
receiver. Additionally, we propose a low-complexity precoding
scheme for UCA systems in which the optimal design criteria
cannot be fulfilled because of limits on array size. The simulation
results demonstrate the validity of the proposed design method
and transceiver architectures.
Index Terms—Uniform circular array, line-of-sight channel,
array misalignment.
I. INTRODUCTION
DUE to the potential in fixed wireless applications suchas cellular backhaul, line-of-sight (LoS) multiple-input
multiple-output (MIMO) communication systems with fixed
transmitter and receiver locations have been proposed [1]–[12].
In these systems, the LoS MIMO channel is nearly stationary
and can be assumed to be deterministic. To provide the high
data rates required for such applications, LoS MIMO sys-
tems exploit spatial multiplexing gains attained by appropriate
spacing between antenna elements. It has been shown that
LoS MIMO systems can achieve a full multiplexing gain
through the optimization of antenna placement [2]–[9]. In
particular, the orthogonality conditions that make the columns
of LoS MIMO channel matrices orthogonal, are derived in
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terms of the carrier wavelength, array size, and communication
range. Furthermore, sensitivity to deviations caused by small
misalignments, such as rotations, tilts, or translations has been
analyzed [4]–[9]. These results have been derived mostly for
uniform linear arrays (ULAs) [4]–[7] and uniform rectangular
arrays (URAs) [8]–[9].
Recently, LoS MIMO communication systems with
uniform-circular-arrays (UCAs) have been drawing attention
due to their advantages over ULAs and URAs [10]–[15]: a
salient feature of a UCA-based LoS MIMO system is that
its channel matrix can be modeled as a circulant matrix
[10]–[12]; thus, the channel can be diagonalized by employing
a discrete Fourier transform (DFT) precoder and an inverse
DFT (IDFT) combiner. This property can simplify the design
and implementation of UCA-based LoS MIMO systems, and
it allows us to regard UCA-based LoS MIMO systems as
a candidate scheme for realizing orbital-angular momentum
(OAM) transmission [12], [16]–[19]. However, these systems
have not been fully investigated, and their use for practical
applications is limited. The orthogonality condition for optimal
antenna spacing has been derived only for UCAs with three
or four antenna elements [11]. In addition, the asymptotic
analysis in [10] indicates that a UCA-based MIMO channel
can hardly satisfy the orthogonality condition and has jagged
singular values, where some of them are too small to be used
for signal transmission. In other words, the condition number
of the channel matrix can be large, and it is difficult to exploit
the full multiplexing gain. To overcome these difficulties, an
optimal design method which is a process of finding the
optimal radii of UCAs to maximize channel capacity was
presented [13]. However, all of the research efforts consider
only a scenario in which the transmitter (Tx) and the receiver
(Rx) UCAs are perfectly aligned to each other.
While there has been a lack of discussion on the optimal
design criteria of UCA systems under array misalignment, it
has traditionally been believed that misalignments on UCAs
should be compensated to obtain high performance gain.
In this regard, channel models of misaligned UCA systems
and methods to compensate for those misalignments have
been developed [14], [19]. Channel models of center-shifted
and tilted UCA systems were presented in [14] and [19],
respectively, but a generic channel model that considers all
kinds of misalignment concurrently has not yet been devel-
oped. Moreover, the misalignment compensation methods of
[14] and [19] leverage the phase deviation of channel gain
caused by misalignments, but its estimation method, which
is an important issue for realization, was not presented. In
practice, it is challenging to estimate misalignment angles
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2when they are small or vary rapidly. Therefore, in-depth
analysis of sensitivity to misalignment and finding a way to
implement UCA systems without estimating or compensating
misalignment components are required.
In this work, we develop an optimal design method for a
UCA system under array misalignment and present transceiver
architectures that achieve the channel capacity without esti-
mating or compensating misalignment components. Here, we
first present a generalized channel model of a misaligned
UCA system in which all kinds of misalignments including
tilting, center-shift, and array rotation, are taken into account.
Then, it is shown that the singular values of the misaligned
UCA system are independent of tilting and center-shift, but
can be expressed as a function of the radii product-to-
distance ratio (RPDR) and the angle of relative array rotation.
Further numerical analyses verify that the singular values
are robust to array rotation, but fluctuate with the RPDR.
These findings indicate that the RPDR is the key parameter
for designing UCA systems. Based on this observation, we
developed an optimal design method for UCA systems that
performs a one-dimensional search for the RPDR to maximize
the channel capacity. It is observed that the channel matrix
of the misaligned UCA system is close to an orthogonal
matrix when the optimal design criterion is satisfied; therefore,
the maximum channel capacity can be achieved by a simple
zero-forcing (ZF) receiver. In addition, we develop a low-
complexity precoding scheme for a UCA system in which the
optimal RPDR value cannot be fulfilled due to limits on array
size. The proposed precoding scheme consists of approximated
power allocations, which can be implemented only by the
information of the communication distance, and a codebook-
based precoding framework where the codebook is designed
by quantized angles of center-shift to avoid estimation of
misalignment angles. The results indicate that the proposed
precoding scheme almost achieves the channel capacity with
a small feedback overhead; thus, it can be a useful alternative
to an optimal precoder that requires either estimation and feed-
back of misalignment angles or full channel-state information.
The remainder of this paper is organized as follows. Section
II presents the channel model of a misaligned UCA system in
which three types of misalignments, i.e., rotation, tilting and
center-shift, are taken into account. In Section III, singular
value analyses are performed, and the optimal design method
of the misaligned UCA system is presented. The design of
a precoder for non-optimal UCA systems is presented in
Section IV, and simulation results demonstrating the validity
of the proposed design method and transceiver architectures
are presented in Section V. Finally, Section VI presents the
conclusion.
Notations: Bold upper-case A denotes a matrix and bold
lower-case a denotes a vector. Superscripts AT and AH
denote the transpose and the conjugate transpose of a matrix
A, respectively, and a∗ denotes the complex conjugate of a
complex number a. The (n,m)th entry and the kth column of
a matrix A are denoted as a(n,m) and A(∶, k), respectively,
and diag(a1,⋯, aN ) indicates a diagonal matrix whose diag-
onal entries are given by {a1,⋯, aN}. The matrix obtained
by taking the magnitudes of the entries of A is denoted as
Fig. 1. Perfectly aligned UCA system when Ns = 4.
∣A∣ (the (n,m)th entry of ∣A∣ is equal to ∣a(n,m)∣), and IN
denotes the N−dimensional identity matrix. The matrices Rxyθ ,
Rxzθ and R
yz
θ are rotation matrices representing the rotation
on the xy−plane about the z−axis, on the xz−plane about the
y−axis, and the on yz−plane about the x−axis, respectively.
For example,
Rxzθ = ⎡⎢⎢⎢⎢⎢⎣
cos θ 0 − sin θ
0 1 0
sin θ 0 cos θ
⎤⎥⎥⎥⎥⎥⎦ .
II. SYSTEM MODEL
In this section, we present a system model for misaligned
UCA systems. It is assumed, without loss of generality, that
misalignments are caused by the misplacement of an Rx UCA,
given a well-positioned Tx UCA. The misplacement is mod-
elled by the rotation, tilting and center-shift of an Rx UCA.
We shall consider these misplacement models one by one, and
then present a general model that jointly considers all three
types of misplacements. The misalignment model presented in
this section is an extension of the model introduced in [14]
that considers rotation and center-shift.
A. Aligned UCAs with Rotation
We consider a UCA system over an LoS channel that
employs UCAs with Ns antenna elements at the transmitter
(Tx) and the receiver (Rx). The radii of the Tx and Rx UCAs
are denoted as Rt and Rr, respectively. For the aligned UCAs,
we assume that the Tx UCA is located on the xy−plane
and is centered at the coordinate (x, y, z) = (0,0,0); the
Rx UCA is located on the xy−plane, which is parallel to
the xy−plane, and centered at (x, y, z) = (0,0,DA), where
DA ≫ Rt and Rr. The Tx UCA is assumed to be fixed,
and without loss of generality, the first Tx antenna element is
located on the x−axis. The coordinates of the mth Tx antenna
are given by (Rt cos θm,Rt sin θm,0) for θm = 2pim/Ns and
m ∈ {1,⋯,Ns}. For the Rx UCA, we allow rotation by θo
about the z−axis, where −pi/Ns ≤ θo ≤ pi/Ns (Fig. 1). The
coordinates of the nth Rx antenna after rotation, denoted as(xθo , yθo , z), are given by[xθo , yθo , z]T = Rxyθo [Rr cos θn,Rr sin θn,DA]T= [Rr cos(θn + θo),Rr sin(θn + θo),DA]T .
(1)
where Rxyθo is the rotation matrix representing the rotation
on the xy−plane about the z−axis, θn = 2pin/Ns, and n ∈
3Fig. 2. Tilting modeled as a cascade of two rotations.
{1,⋯,Ns}. The distance between the mth Tx antenna and
the nth Rx antenna, denoted as d˜A(n,m), is given by
d˜A(n,m) = {D2A+R2t +R2r−2RtRr cos(θn−θm+θo)} 12 . (2)
Because DA ≫ Rt and Rr, ignoring the approximation errors,
d˜A(n,m) can be rewritten as
d˜A(n,m) =DA − RtRr
DA
cos(θn − θm + θo). (3)
B. Modeling Rx UCA Tilting
Referring to Fig. 2, the Rx UCA tilting can be represented
as a cascade of two rotations: the UCA rotation about the
x′−axis by the angle ϕy followed by the rotation about the
y′ϕy−axis by the angle ϕx. The first rotation represents the
tilt to the x′z−plane, and the second rotation represents the
tilt to the y′z−plane. Because the x′y′−plane is parallel to
the xy− plane (Fig. 1), the coordinates of an antenna on the
Rx UCA after the first rotation are given by (x, yϕy , zϕy),
where [x, yϕy , zϕy ]T = Ryzϕy [x, y, z]T . The coordinate after
the second rotation is given by (xϕx , yϕy , zϕx,ϕy), where[xϕx , yϕy , zϕx,ϕy ]T = Rxzϕx[x, yϕy , zϕy ]T . Combining these
results, the coordinate after the two types of rotations (or
tilting) is given by[xϕx , yϕy , zϕx,ϕy ]T = RxzϕxRyzϕy [x, y, z]T . (4)
When both the rotation considered in (1) and the tilting in (4)
occur, the UCA coordinate is given by (xθo,ϕx , yθo,ϕy , zϕx,ϕy)
where[xθo,ϕx , yθo,ϕy , zϕx,ϕy ]T = RxzϕxRyzϕy [xθo , yθo , z]T (5)
for (xθo , yθo) in (1).
C. Modeling Rx UCA Center Shift
Fig. 3 illustrates the Rx UCA center-shift. Here the origin(0,0,0) and (cx, cy, cz) represent the coordinates of the cen-
ters of the Tx and Rx UCAs, respectively. The center of the Rx
UCA is supposed to be located at the coordinate (0,0,DA),
but it is shifted to (cx, cy, cz) because of misalignment. For
convenience, we define a vector c = [cx, cy, cz]T from the
origin to the center of the Rx UCA. The magnitude of c is
equal to D, which is the distance between the centers of the Tx
and Rx UCAs. The direction of center-shift can be represented
by two angles: the polar angle measured from the z−axis is
denoted by φcs, and the azimuthal angle of the orthogonal
(a) (b)
Fig. 3. (a) Modeling the center shift. Ideally, the center is supposed to be
located at (0,0,DA), but it is shifted to (cx, cy , cz) due to misalignment.
(b) Rotating the x′y′−plane by θcs so that (cx, cy , cz) is located on the
y˜′−axis.
projection of c on the xy−plane measured from the y−axis is
denoted by θcs. To represent the coordinate change caused by
the center-shift using a single rotation matrix, we introduce
a new coordinate system, (x˜, y˜, z), where the x˜− and y˜−axes
are the axes obtained by rotating the x− and y−axes by θcs
about the z−axis. In the same way, we also define the x˜′− and
y˜′−axes from the x′− and y′−axes. Then the center of the Rx
UCA is located on the y˜′−axis as shown in Fig. 3(b), and its
coordinates are succinctly represented as follows.
Lemma 1. In the new coordinate system (x˜, y˜, z), the center
of the Rx UCA is located at (0,D sinφcs,D cosφcs).
Proof. The coordinates of the center of the new
coordinate system are given by (c˜x, c˜y, cz) where[c˜x, c˜y, cz]T = Rxyθcs[cx, cy, cz]T = [0,√c2x + c2y, cz]T =[0,D sinφcs,D cosφcs]T . Here, the 2nd and 3rd
equalities follow from the facts that cos θcs = cy√
cx2+cy2 ,
sin θcs = cx√
cx2+cy2 , and
√
c2x + c2y = D sinφcs (Fig. 3(a)). In
addition, cz =D cosφcs. This completes the proof.
D. Modeling concurrent misalignments
Without loss of generality, we can model the Rx UCA with
all three types of misalignments, rotation, tilting and center
shift, as follows. The Rx UCA is rotated and tilted at the
origin and then shifted so that it is centered at (cx, cy, cz).
From (5), the coordinate of the nth Rx antenna after all three
misalignments, denoted as (anx , any , anz ) can be written as[anx , any , anz ]T = c +RxzϕxRyzϕyRxyθo [Rr cos θn,Rr sin θn,0]T= c +RxzϕxRyzϕy× [Rr cos(θn + θo),Rr sin(θn + θo),0]T .
(6)
In the new coordinate system (x˜, y˜, z) considered in Lemma
1, (6) is rewritten as follows.
Lemma 2. In the new coordinate system (x˜, y˜, z), the coordi-
nate of the nth Rx antenna, denoted as (anx˜ , any˜ , anz ), is given
by [anx˜ , any˜ , anz ]T = Rxyθcs[anx , any , anz ]T
= ⎡⎢⎢⎢⎢⎢⎣
R1 cos(θn − α1)
D sinφcs +R2 cos(θn − α2)
D cosφcs +R3 cos(θn − α3)
⎤⎥⎥⎥⎥⎥⎦ ,
(7)
4where Ri = Rr√b2i1 + b2i2, αi = tan−1( bi2bi1 ) − θo and bij is the(i, j)th elements of RxyθcsRxzϕxRyzϕy .
The result in (7) can be obtained by directly cal-
culating Rxyθcs[anx , any , anz ]T . The coordinate of the mth
Tx antenna in the new coordinate system is given by(Rt cos θ′m,Rt sin θ′m,0) where θ′m = θm + θcs. Now the
distance between the mth Tx antenna and the nth Rx antenna,
d(n,m), can be represented as follows.
Lemma 3. The distance d(n,m) is written as
d(n,m) =D{1 + f(D,Rt,Rr, θm, θn, θo, θcs, ϕx, ϕy, φcs)} 12 ,
(8)
where f(D,Rt,Rr, θm, θn, θo, θcs, ϕx, ϕy, φcs) is presented in
Appendix A.
Proof. See proof in Appendix A.
Because D ≫ Rt and Rr, d(n,m) can be approximated as
d(n,m) =D{1 + 1
2
f(D,Rt,Rr, θm, θn, θo, θcs, ϕx, ϕy, φcs)}=dA(n,m) − τt(m) + τr(n),
(9)
where
dA(n,m) =D − RtRr
D
cos(θn − θm + θo), (10)
τt(m) = Rt sin (θm + θcs) sinφcs, (11)
and
τr(n) = R2r
4D
{cos 2(θn − α1) + cos 2(θn − α2) + cos 2(θn − α3)}+R2 cos(θn − α2) sinφcs +R3 cos(θn − α3) cosφcs.
(12)
Note that in (9), d(n,m) is decomposed into three components
defined in (10)–(12). Comparing (10) with (3), we can see that
dA(n,m) can be thought of as the distance between the Tx and
Rx antennas of an aligned UCA system that only has rotation,
such as the one shown in Fig. 1. In (11), τt(m) represents
the displacement caused by the center-shift only, while the
displacement τr(n) in (12) is caused by all three types of
misalignments. The subscripts t and r of τt(m) and τr(n)
indicate that m and n are the indices of Tx and Rx antennas,
respectively. In what follows, we shall see that the expression
for d(m,n) in (9) leads to an efficient representation for the
misaligned channel matrix.
Consider the misaligned channel matrix H ∈ CNs×Ns whose(m,n)th entry is given by
h(n,m) = e−j 2piλ d(n,m)= hA(n,m) ⋅ T ∗t (m) ⋅ Tr(n) (13)
which is the normalized free-space channel response, where λ
is the wavelength of the carrier [2]–[4] and the 2nd equality
follows from (9); hA(n,m) = e−j 2piλ D ⋅ e+jβ cos(θn−θm+θo),
Tt(m) = e−j 2piλ τt(m), and Tr(n) = e−j 2piλ τr(n). Here, β ≜
2piRtRr
λD
. The parameter β is referred to as the RPDR. In
matrix-form, (13) is rewritten as
H = TrHATHt , (14)
where Tt = diag[Tt(1),⋯, Tt(Ns)] and Tr =
diag[Tr(1),⋯, Tr(Ns)]; the (n,m)th entry of the matrix
HA is given by hA(n,m). Because the matrix HA is a
circulant matrix, (14) can be further decomposed into
H = TrQ∆AQHTHt , (15)
where Q is the DFT matrix, HA = Q∆AQH , and ∆A ∈
CNs×Ns is a diagonal matrix. Let ∆A = S∣∆A∣, where S ∈
CNs×Ns is a diagonal matrix of complex numbers having unit
magnitude. Then, the decomposition of the channel matrix H
in (15) leads to the following property.
Property 1. Let H = UΣVH represent the SVD of H, where
U ∈ CNs×Ns and V ∈ CNs×Ns are unitary matrices, and
Σ ∈ RNs×Ns is a diagonal matrix with singular values on
its diagonal. Then, the SVD of H can be written as
U = TrQS,
Σ = ∣∆A∣,
V = TtQ. (16)
Proof. Because Tt, Tr, and S are diagonal matrices with unit
gain (∣Tt∣ = ∣Tr ∣ = ∣S∣ = INs), TrQS and TtQ are unitary
matrices that can serve as the left and right singular matrices
of the SVD, and the diagonal entries of Σ are the singular
values. Here the singular values are not sorted in order.
Because of Property 1, the singular values of H are identical
to those of HA; thus, the capacities of H and HA are the
same. Consequently, the singular values and the capacity of
the misaligned channel H are independent of the tilting and
center-shift angles {θcs, φcs, ϕx, ϕy}. Next we analyze the
singular values and obtain the optimal radii of the UCAs
maximizing the capacity.
III. CAPACITY AND OPTIMAL DESIGN
A. Singular Value Analysis
Because a singular value of H, denoted as σk for k ∈{1,2,⋯,Ns}, is equal to that of HA = Q∆AQH , σk can
be represented as
σk = ∣Q(∶, k)HHAQ(∶, k)∣
= ∣Ns−1∑
i=0 e
−j{ 2piNs i(k−1)−β cos ( 2piNs i+θo)}∣, (17)
and ∑Nsk=1 σ2k = tr(HAHHA ) = N2s . The singular value is a
function of Ns, θo and β. In our analysis, we assume that
Ns is given and, whenever necessary, the singular values are
denoted as σk(β, θo). The singular values σk(β, θo) exhibit
the following characteristics.
Property 2. Suppose that Ns is an even number.
(a) σk(β, θo) = σNs+2−k(β, θo) for {k∣2 ≤ k ≤ Ns}.
(b) σ1(β, θo) ≥ σk(β, θo) for {k∣2 ≤ k ≤ Ns}, if 0 ≤ β ≤
piNs
4∑Ns−1i=0 ∣ cos ( 2piNs i+θo)∣ .
(c) limβ→0 σ1(β, θo) = Ns and limβ→0 σk(β, θo) = 0 for{k∣2 ≤ k ≤ Ns}.
(d) σk(β, θo) = σk(β,−θo).
5(a) (b)
(c) (d)
Fig. 4. Singular values against β. (a) Ns = 4 and θo = 0. (b) Ns = 4 and
θo = pi/(2Ns). (c) Ns = 8 and θo = 0. (d) Ns = 8 and θo = pi/(2Ns).
(e) σk(β, θo) = 0 if k = Ns/2 + 1 and θo = ±pi/Ns.
The proofs for Properties 2(a)–(e) are presented in Ap-
pendix B. Property 2(a) is an extension of the property in
[10] showing that σk(β) = σNs+2−k(β) when θo = 0. Because
of Property 2(a), there are Ns/2 + 1 distinct singular values
for given Ns and β. Properties 2(b) and 2(c) indicate that
σ1 becomes dominant as the RPDR, β, decreases. When the
radii product RtRr is fixed, β decreases as the communication
range D increases. Therefore, if a UCA system with small
antennas is deployed for long-distance communication, then
only one data stream can be transmitted without multiplexing.
Property 2(d) indicates that the effects of clockwise and
counterclockwise rotations on the singular values are the
same. Finally, Property 2(e) shows that σNs/2+1(β, θo) for
the (Ns/2 + 1)th eigen-mode becomes zero when ∣θo∣ hits its
maximum value pi/Ns.
Figs. 4 and 5 show the singular value curves against β and
θo, respectively. These curves confirm Properties 2(a)–(e). The
singular values fluctuate as β varies, but they tend to vary
slowly for θo. In the following subsection, we shall see that
the system capacity also fluctuates with β, and we will find
the optimal value of β that maximizes the capacity.
B. Optimal Radii of UCAs
In [13], a one-dimensional search process for obtaining the
optimal radii of an aligned UCA system, maximizing the spec-
tral efficiency when Ns, λ, and D are given, was proposed.
This method searches for the optimal value of the product of
Rt and Rr, under the assumption that equal power allocation is
adopted. In this subsection, we present an alternative approach
to determining the optimal radii. Throughout this subsection,
it is assumed that θo is fixed. The proposed method assumes
the water-filling power allocation and maximizes the capacity;
however, it is simpler to implement than the method introduced
in [13].
(a) (b)
(c) (d)
Fig. 5. Singular values against θo. (a) Ns = 4 and β = 1.5. (b) Ns = 4 and
β = 1. (c) Ns = 8 and β = 3.1. (d) Ns = 8 and β = 1.5.
Fig. 6. Capacity curves CNs against β when Ns ∈ {4,8,12,16} and
PT /No = 15dB. The maximum values CNs are marked by ☀ for θo = 0
and ☆ for θo = pi/Ns.
The capacity of a UCA system, denoted as CNs , with chan-
nel H corrupted by additive white Gaussian noise (AWGN),
is given by
CNs = Ns∑
k=1 log2(1 + pkσ
2
k
No
) (18)
where {pk} denotes the water-filling power allocations [20].
The proposed scheme is based on the observation that both σk
and pk in (18) are functions of Ns and β. This observation
holds true because the optimal power allocation {pk} are
functions of {σk}, which in turn are functions of Ns and β,
as shown in (17). Based on this observation, we can search
the an optimal RPDR value βo that maximizes the capacity
in (18) when Ns and the signal-to-noise ratio (SNR), PT /No
where PT = ∑Nsk=1 pk, are given. The one-dimensional search
for finding βo is straightforward. The search range starts from
zero and is reasonably narrow, because D ≫ Rt and Rr. In
the proposed design, we pre-determine the optimal RPDR βo
values for all {Ns, PTNo } values of interest during the initial
stage and use them to obtain the optimal radii product RtRr
when λ and D are given. This two-step process is simpler to
6TABLE I
OPTIMAL RPDR VALUES (βo) FOR Ns ∈ {4,8,12,16} AND θo = 0.
SNR (dB)
Ns 4 8 12 16
5 1.57 3.10 4.53 5.98
10 1.51 3.08 4.56 5.97
15 1.54 3.09 4.57 5.98
20 1.54 3.08 4.55 5.98
TABLE II
OPTIMAL RADIUS (Rt = Rr ) AND THE CORRESPONDING CAPACITY WHEN
Ns ∈ {4,8,12,16}, λ = 0.004 METERS (75GHZ), D = 100 METERS, AND
SNR = 15dB.
Ns 4 8 12 16
Rt(Rr) (meters) 0.31 0.44 0.54 0.62CNs (bit/s/Hz) 20.11 38.79 56.79 72.88
implement than this proposed in [13], which directly searches
for the optimal radii product RtRr.
Fig. 6 shows the capacity curves CNs against β, for 0 <
β ≤ 14, Ns ∈ {4,8,12,16}, θo ∈ {0, pi/Ns}, and PT /No = 15
dB. When β approaches zero, because of Property 2(c), the
capacity of a UCA system in (18) becomes log2(1+ PTN2sNo ) ≈
log2(SNR) + 2 log2Ns. In general, the optimal RPDR, βo,
is not unique and we choose the smallest βo from the set
of the optimal RPDR values, to minimize the antenna size.
Note that the optimal RPDR values maximizing the capacity
for θo = 0 and pi/Ns are almost identical; they are robust
to θo, and we list only the optimal RPDR values for θo = 0
in Table I, which shows βo for PT /No ∈ {5 dB, 10 dB, 15
dB, 20 dB}. In Table I, the optimal RPDR values for a fixed
Ns are almost identical irrespective of the SNR. This happens
because the singular values are independent of the SNR, and
equal power allocation is almost optimal under a high-SNR
regime. Furthermore, as seen in Table I, βo tends to increase
linearly with Ns. Therefore, when designing a UCA system
for a given D, it is necessary to increase the product RtRr in
proportion to Ns.
To illustrate UCA systems designed by the proposed
method, we design UCA systems with the following parame-
ters: λ = 0.004 meters (75 GHz), D = 100 meters, Rt = Rr,
SNR = 15 dB, and Ns ∈ {4,8,12,16}. The results are shown
in Table II. The optimal radius increases with Ns and the
capacity gain achieved by increasing both Ns and the radius
can be significant.1
C. Optimal Transceiver of the Optimal UCA System
Table III shows the condition numbers (maxσk/minσk)
when the RPDR value is optimal and θo = 0. When Ns > 4,
although the singular values are not identical when the RPDR
value satisfies the optimal value, the deviation among singular
values is reasonably small if the number of antennas is small,
e.g., Ns = 8, indicating that the column vectors of the
1In fact, the capacity tends to increase linearly with Ns. This can be
seen from the following capacity upper bound, which is valid under a high-
SNR regime [20]: CNs ≤ Ns log ( PTN2sNo ∑Nsk=1 σ2k) = Ns log PTNo , where the
equality holds due to (17).
TABLE III
CONDITION NUMBER OF σk WHEN Ns ∈ {4,8,12,16} AND θo = 0
Ns 4 8 12 16
Condition number β = βo 1 1.84 2.42 3.51
(maxσk/minσk) β = 0.5βo 6.36 22.63 104.53 469.97
channel H are nearly orthogonal to each other. Therfore, the
ZF receiver can achieve almost maximum channel capacity
without precoding at the optimal criteria. When the number
of antennas is large, the channel capacity is achieved by the
ZF receiver in conjunction with the successive interference
cancellation (SIC) of data streams.
IV. PRECODER DESIGN FOR NON-OPTIMAL UCA SYSTEM
Although the optimal design criterion allows us to achieve
the maximum capacity, UCA systems that consider longer
transmission distances with a limited array size are also
preferred from practical implementation perspectives. If the
communication distance is longer than the optimal value (or
the radii are smaller than the optimal value), the deviation
between singular values is considerable as shown in the case
of β = 0.5βo in Table III. Hence precoding is necessary for
achieving high data rates.
A. Codebook Based Precoder
Referring to Property 1, the SVD-based capacity achieving
the optimal precoding scheme of a UCA system is V = TtQ
with the water-filling power allocation where Tt is determined
by the center-shift angles {θcs, φcs}. To implement this opti-
mal precoder, the information of {θcs, φcs} and θo is required
for precoding and power allocation, respectively; otherwise,
full channel-state information is necessary. Because the center-
shift angles can be viewed as the directions of arrival (DoAs)
when the center of the Tx UCA is regarded as a source
point, existing estimation techniques, such as the multiple-
signal classification (MUSIC) algorithm can be used to obtain
those angles. However, tilting of the Rx UCA induces phase
offsets of the center-shift angles (or DoAs), which degrade
estimation accuracy (we demonstrate this through computer
simulations in the next section).
An alternative approach is to construct a codebook with
angular quantizations. We quantize the center-shift angles so
that their sine values are uniformly distributed within ranges
determined by the angular ranges of the center-shift angles.
This is because the phase term of Tt in (11) is proportional
to the sines of θcs and φcs. Because φcs represents the degree
of shift, an angular range of φcs can be narrow in wireless
backhaul scenarios in which deviations might be small. For
example, when D = 100 meters and the Rx UCA moves 10
meters from the z− axis and then φcs = 0.1 rad (5.73○), the
angular range of φcs can be set as [−0.175 rad (−10○),0.175
rad (10○)]. However, θcs represents the direction of the
center-shift, which ranges from −pi to pi. Thus, its angular
range should be [−pi/2, pi/2] because we quantize sin θcs, and
sin (pi − θcs) = sin θcs.
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Fig. 7. Proposed transceiver architectures for misaligned UCA systems. (a)
At the optimal criterion. (b) When the optimal criterion is not satisfied.
Let the center-shift angles {θcs, φcs} be quantized to 2L1
and 2L2 elements, respectively. Then we have 2L sets of
angles, where L = L1 + L2. We denote the set of angles
as A(l) = {θcs(l1), φcs(l2)}, where l = 1,⋯,2L and θcs(l1)
(φcs(l2)) is the lth1 (lth2 ) quantized angle of θcs (φcs) among
2L1 (2L2 ) elements. The optimal set of angles is determined
by a selection algorithm operating at Rx; and the Rx transfers
L bits index of the optimal set to the Tx. Let Tt(l) denote
Tt obtained by the quantized angles from the set A(l).
We consider the maximum achievable rate as a performance
metric, and then the receiver can search for the codebook index
that solves
lopt = argmax
0≤l≤2L log2 det(INs +HF(l)PFH(l)HH). (19)
Here, P is a diagonal matrix whose kth diagonal entry is
given by pk/No and F(l) ≜ Tt(l)Q. The water-filling power
allocations {pk} can be approximated by the following power
allocation policy.
B. Approximate Power Allocation
Because of the robustness of singular values against θo,
the power allocations of the misaligned UCA system can be
substituted with the power allocations designed for the aligned
UCA system where θo = 0. This roughly performed power
allocation only requires the information of D at given Rt,
Rr, λ, and Ns, without cumbersome estimation of θo, but
only minor performance degradation appears, which will be
demonstrated via computer simulations in Section V.
The proposed transceiver architectures for the optimal and
non-optimal UCA systems to achieve the channel capacity
without estimating or compensating misalignment angles are
illustrated in Fig. 7. The optimally designed UCA systems
and the non-optimal UCA systems are complementary to
each others. The optimal UCA systems achieve the maximum
capacity by the simple ZF receiver at the expense of large
UCA radii, whereas the non-optimal UCA systems can fit in
a small space but require precoding and suffer from capacity
reduction. Two natural questions from an implementation point
of view are how far the ZF receiver can support the capacity
and when precoding is worthwhile at the fixed UCA radii. To
answer these questions, we investigate the performance of the
two transceivers through computer simulations.
V. SIMULATION RESULTS
The performance of the proposed transceivers of a mis-
aligned UCA system is examined through computer simula-
tions with the following parameters: the carrier frequency is
75 GHz (λ = 2mm), SNR=15 dB, and the radii of the Tx/Rx
UCAs are assumed to be equal. i.e., Rt = Rr, and fixed to the
optimal value at the communication distance of 100 meters.
All results are obtained by averaging over 100 channel realiza-
tions, in which misalignment angles are randomly generated
to have a uniform distribution with a zero mean. We assume
that the misalignment angles {ϕx, ϕy, φcs, θo} are within the
interval [− 10
180
pi, 10
180
pi], except for θcs which is in the interval
[−pi, pi].
This section consists of two parts. In the first part, we
examine the performance of proposed codebook-based pre-
coder and approximated water-filling power allocation policy.
Then, in the second part, we compare the performance of
two transceiver systems in Fig. 7 to provide guidelines for
transceiver implementation.
A. Performance Evaluation of Proposed Precoding scheme
The performance of the proposed codebook-based precoder
is compared with that of its benchmarks: the optimal precoder,
the precoder obtained by the MUSIC algorithm, and the
identity precoder. The metric for the performance comparison
is the maximum achievable rate. For the MUSIC estimation,
we assumed that an antenna on the Tx UCA acts as a source
point so that the source signal transmitted from the mth Tx
antenna is conveyed through the channel corresponding to the
mth column vector of H. Then, the Rx computes the MUSIC
algorithm using the array response vector of the UCA [21].
Since the difference between the mth column vector of H
and the array response vector of the UCA mainly comes from
tilting, this setting reflects the effects of tilting on the MUSIC
estimation.
Fig. 8 shows the maximum achievable rate curves of the
proposed precoder and its benchmarks against D when Ns =
4,8,12 and 16, and the codebook bits of the proposed precoder
are given as (L1, L2) = (5,3) bits. The results show that the
maximum achievable rates of the proposed precoder coincide
with the channel capacity when Ns = 4 and 8, but when
Ns = 12 and 16, there is a small gap between them. Because
the performance of the proposed approximated water-filling
power allocation is the same as that of the optimal power
allocation, the approximation in computing power allocations
has little effect on the performance degradation. The gap
mainly comes from the quantizations in codebook design. The
gap tends to increase with the number of antennas because the
greater the deviation between singular values the more sensi-
tive the precoder performance is. Noticeable precoding gains
over the identity precoder appear when the communication
distance exceeds about 200 meters. When D = 300 meters,
the proposed precoder provides about 4 bits/sec/Hz gains over
the identity precoder when Ns ≥ 12. When D = 500 meters,
precoding gains of more than 9% appear with all numbers of
antennas. Interestingly, the maximum achievable rate of the
precoder obtained by the MUSIC algorithm is lower than that
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Fig. 8. Maximum achievable rate curves of the proposed precoder and its
benchmarks against D. The number of bits of codebook L = 8 bits (L1 = 5
bits and L2 = 3 bits). (a) Ns = 4. (b) Ns = 8. (c) Ns = 12. (d) Ns = 16.
(a) (b)
Fig. 9. Maximum achievable rate curves of the proposed precoder against
the number of codebook bits L when Ns = 16 and D = 300 meters. (a) L2
is fixed. (b) L1 is fixed.
of the identity precoder. This is because the phase offsets of
the center-shift angles (or DoAs) induced by tilting of the
Rx UCA result in significant performance degradation, as we
discussed at the beginning of Section IV.
Fig. 9 shows the impacts of bit allocations and the quanti-
zation method in codebook design when Ns = 16 and D = 300
meters. We compare the codebook designed by the proposed
quantization method in which the angles are quantized to have
uniformly distributed sine values, with the codebook designed
by linear quantization of the angles, and show that the pro-
posed quantization method outperforms the linear quantization
method. We also compare two types of codebook bit-allocation
methods: Fig. 9(a) shows the performance of codebooks in
which L2 is fixed to 1,2, and 3 bits, respectively, and L1
(a) (b)
(c) (d)
Fig. 10. Achievable rate curves of the proposed transceiver architectures of
UCA systems against D. The number of bits of codebook L = 8 bits (L1 = 5
bits and L2 = 3 bits). (a) Ns = 4. (b) Ns = 8. (c) Ns = 12. (d) Ns = 16.
increases so that more bits are allocated to θcs, and Fig. 9(b)
shows that of the opposite case. Comparing the codebook bit-
allocations, the performance of the codebook depends on the
total number of codebook bits, not the bit-allocation method.
This is because, even though the angular range of θcs is
much larger than that of φcs, θm is dominant to determine
the term sin(θm + θcs) in (11); thus, θcs has a small effect
on the performance compared to its degree of deviation. The
maximum achievable rates of the proposed precoder increase
linearly with L when L ≤ 8, but saturate beyond that.
B. Comparison of Proposed Transceiver Architectures
Fig. 10 shows the achievable rate curves of the two proposed
transceiver architectures illustrated in Fig. 7 against D when
Ns ∈ {4,8,12,16}. As expected, precoding gains are minor at
the optimal distance (100 meters), and the ZF receiver achieves
the channel capacity when Ns = 4. When Ns = 8,12, and 16,
the ZF receiver achieves the channel capacity with the help
of the SIC. The ZF receiver tolerates small deviations of D
from its optimal value, but the performance gap between the
ZF receiver and the proposed precoder and combiner scheme
is considerable when the communication distance exceeds 150
meters. Therefore, we propose the use of the ZF receiver when
the deviation of D is within a few meters; otherwise, the
proposed precoder/combiner system is recommended.
VI. CONCLUSION
We proposed an optimal design method and transceiver
architectures for misaligned UCA systems, which can be
implemented without the knowledge of misalignment angles.
9We derived a channel model of the misaligned UCA system,
and from the derived channel model, it was shown that the
singular values of the misaligned UCA system varies with
an RPDR value but is robust to other misalignments. Then,
we proposed an optimal design method of UCA systems
that performs a one-dimensional search of RPDR to maxi-
mize the channel capacity. A ZF receiver without precoding
was suggested as the optimal transceiver architecture for the
optimally designed UCA system. For the non-optimal UCA
system, a codebook-based precoder was proposed, in which
the codebook is designed by quantization of the center-shift
angles and approximated power allocation. Simulation results
showed that the ZF receiver achieves the channel capacity
at the optimal design criteria, and when the optimal design
criteria cannot be met, the proposed precoder can achieve the
capacity with low feedback overhead. In future works, it would
be interesting to extend this research to fast-moving scenarios,
such as UAV backhaul systems or high-speed railway backhaul
systems, which also have potential to leverage the robustness
of misalignments of UCA-based MIMO systems over LoS
channel environments.
APPENDIX A
PROOF OF LEMMA 3
The distance d(n,m) can be written as (20) where the
equality (a) follows from cos2 x = cos(2x)+1
2
and the equality
(b) comes from the fact that (b211+b212+b221+b222+b231+b232) = 2
and bij is the (i, j)th element of RxyθcsRxzϕxRyzϕy given by (21).
Using
√
b2i1 + b2i2 cos(θn − θo) = bi1 cos(θn + θo)+ bi2 sin(θn +
θo), the term {1} in (20) becomes (22) where the last equality
follows from cosx = 1 − 2 sin2 x
2
. From (22), d(n,m) in (20)
is rewritten as (23).
APPENDIX B
PROOFS OF PROPERTIES 2(a)–(e)
A. Proof of property 2(a)
Let us abbreviate σk(β, θo) to σk. Referring to (17), σk is
given by
σk = ∣Ns−1∑
i=0 e
−j( 2piNs i(k−1)−β cos ( 2piNs i+θo))∣
= ∣ Ns2 −1∑
i=0 e
−j( 2piNs i(k−1)−β cos ( 2piNs i+θo))
+ Ns−1∑
i=Ns2
e
−j( 2piNs i(k−1)−β cos ( 2piNs i+θo))∣
= ∣ Ns2 −1∑
i=0 e
−j( 2piNs i(k−1)) ⋅ e+j(β cos ( 2piNs i+θo))
+ Ns2 −1∑
i=0 e
−j( 2piNs i(k−1)+pi(k−1)) ⋅ e−j(β cos ( 2piNs i+θo))∣
= ∣ Ns2 −1∑
i=0 e
−j( 2piNs i(k−1))
× {e+j(β cos ( 2piNs i+θo)) + (−1)k−1e−j(β cos ( 2piNs i+θo))}∣.
(24)
Let k′ = Ns + 2 − k, and σk′ is given by
σk′ = ∣Ns−1∑
i=0 e
−j( 2piNs i(k′−1)−β cos ( 2piNs i+θo))∣
= ∣Ns−1∑
i=0 e
+j( 2piNs i(k−1)+β cos ( 2piNs i+θo))∣
= ∣ Ns2 −1∑
i=0 e
+j( 2piNs i(k−1)+β cos ( 2piNs i+θo))
+ Ns−1∑
i=Ns2
e
+j( 2piNs i(k−1)+β cos ( 2piNs i+θo))∣
= ∣ Ns2 −1∑
i=0 e
+j( 2piNs i(k−1)+β cos ( 2piNs i+θo))
+ Ns2 −1∑
i=0 e
+j( 2piNs i(k−1)+pi(k−1))e−j(β cos ( 2piNs i+θo))∣
= ∣ Ns2 −1∑
i=0 e
+j( 2piNs i(k−1))
× {e+j(β cos ( 2piNs i+θo)) + (−1)k−1e−j(β cos ( 2piNs i+θo))}∣.
(25)
To show that σk = σk′ , we divide the proof into two cases for
even and odd values of k. When k is odd, σk is given by
σk = 2∣ Ns2 −1∑
i=0 e
−j( 2piNs i(k−1)) cos(β cos ( 2pi
Ns
i + θo)) ∣
= ∣ Ns2 −1∑
i=0 e
−j( 2piNs i(k−1)) cos(β cos ( 2pi
Ns
i + θo))
+ Ns∑
i=Ns2
e
−j( 2piNs (i−Ns2 )(k−1)) cos(β cos ( 2pi
Ns
(i − Ns
2
) + θo)) ∣
= ∣Ns−1∑
i=0 e
−j( 2piNs i(k−1)) cos(β cos ( 2pi
Ns
i + θo)) ∣
= ⎡⎢⎢⎢⎢⎣{
Ns−1∑
i=0 cos( 2piNs i(k − 1)) cos(β cos ( 2piNs i + θo))}
2
+ {Ns−1∑
i=0 sin( 2piNs i(k − 1)) cos(β cos ( 2piNs i + θo))}
2 ⎤⎥⎥⎥⎥⎦
1
2
.
(26)
Similarly, σk′ is given by
σk′ = 2∣ Ns2 −1∑
i=0 e
+j( 2piNs i(k−1)) cos(β cos ( 2pi
Ns
i + θo)) ∣
= ⎡⎢⎢⎢⎢⎣{
Ns−1∑
i=0 cos( 2piNs i(k − 1)) cos(β cos ( 2piNs i + θo))}
2
+ {Ns−1∑
i=0 sin( 2piNs i(k − 1)) cos(β cos ( 2piNs i + θo))}
2 ⎤⎥⎥⎥⎥⎦
1
2
= σk.
(27)
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(20)
RxyθcsR
xz
ϕxR
yz
ϕy = ⎡⎢⎢⎢⎢⎢⎣
cos θcs cosϕx − cos θcs sinϕx sinϕy − sin θcs cosϕy − cos θcs sinϕx cosϕy + sin θcs sinϕy
sin θcs cosϕx − sin θcs sinϕx sinϕy + cos θcs cosϕy − sin θcs sinϕx cosϕy − cos θcs sinϕy
sinϕx cosϕx sinϕy cosϕx cosϕy
⎤⎥⎥⎥⎥⎥⎦ (21){1} = −2RtRr{b11 cos θ′m cos(θn + θo) + b12 cos θ′m sin(θn + θo) + b21 sin θ′m cos(θn + θo) + b22 sin θ′m sin(θn + θo)}= −2RtRr{cos θcs cosϕx cos θ′m cos(θn + θo) − cos θcs sinϕx sinϕy cos θ′m sin(θn + θo)− sin θcs cosϕy cos θ′m sin(θn + θo) + sin θcs cosϕx sin θ′m cos(θn + θo)− sin θcs sinϕx sinϕy sin θ′m sin(θn + θo) + cos θcs cosϕy sin θ′m sin(θn + θo)}= −2RtRr{cosϕx cos(θ′m − θcs) cos(θn + θo) − sinϕx sinϕy cos(θ′m − θcs) sin(θn + θo) + cosϕy sin(θ′m − θcs) sin(θn + θo)}= −2RtRr{cos(θn − θ′m + θo + θcs) − 2 sin2 ϕx2 cos(θ′m − θcs) cos(θn + θo) − 2 sin2 ϕy2 sin(θ′m − θcs) sin(θn + θo)− sinϕx sinϕy cos(θ′m − θcs) sin(θn + θo)}.
(22)
d(n,m) =[D2 +R2t +R2r − 2RtRr cos(θn − θ′m + θo + θcs) + R2r2 { cos 2(θn − α1) + cos 2(θn − α2) + cos 2(θn − α3)}+ 2RtRr{2 sin2 ϕx
2
cos(θ′m − θcs) cos(θn + θo) + 2 sin2 ϕy2 sin(θ′m − θcs) sin(θn + θo)+ sinϕx sinϕy cos(θ′m − θcs) sin(θn + θo)} + 2D{R2 cos(θn − α2) sinφcs +R3 cos(θn − α3) cosφcs} −Rt sin θ′m sinφcs] 12
=D[1 + R2t +R2r
D2
− 2RtRr
D2
cos(θn − θm + θo) + R2r
2D2
{(cos 2(θn − α1) + cos 2(θn − α2) + cos 2(θn − α3))}
+ 4RtRr
D2
{ sin2 ϕx
2
cos θm cos(θn + θo) + sin2 ϕy
2
sin θm sin(θn + θo) + 1
2
sinϕx sinϕy cos θm sin(θn + θo)}
+ 2
D
{R2 cos(θn − α2) sinφcs +R3 cos(θn − α3) cosφcs −Rt sin θ′m sinφcs}] 12
=D{1 + f(Rt,Rr,D, θm, θn, θo, θcs, ϕx, ϕy, φcs)} 12
(23)
When k is even, we have
σk = 2∣j Ns2 −1∑
i=0 e
−j( 2piNs i(k−1)) sin(β cos ( 2pi
Ns
i + θo)) ∣
= ∣j Ns−1∑
i=0 e
−j( 2piNs i(k−1)) sin(β cos ( 2pi
Ns
i + θo)) ∣ (28)
and
σk′ = 2∣j Ns2 −1∑
i=0 e
+j( 2piNs i(k−1)) sin(β cos ( 2pi
Ns
i + θo)) ∣
= ∣j Ns−1∑
i=0 e
+j( 2piNs i(k−1)) sin(β cos ( 2pi
Ns
i + θo)) ∣, (29)
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and the remaining proof is handled similarly to the odd case.
B. Proof of property 2(b)
Let us consider odd and even values of k separately.
Referring to (26), when k is odd, σk is upper bounded as
σk = ∣Ns−1∑
i=0 e
−j( 2piNs i(k−1)) cos(β cos ( 2pi
Ns
i + θo)) ∣
≤ Ns−1∑
i=0 ∣e−j( 2piNs i(k−1)) cos(β cos ( 2piNs i + θo)) ∣
= Ns−1∑
i=0 ∣ cos(β cos ( 2piNs i + θo)) ∣,
(30)
where the second inequality comes from the triangle inequal-
ity. What we want to find is a range of β such that
Ns−1∑
i=0 ∣cos(β cos ( 2piNs i + θo))∣ ≤ ∣
Ns−1∑
i=0 cos(β cos ( 2piNs i + θo))∣ ,
(31)
where the upper bound is equal to σ1. Because of the tri-
angle inequality, (31) is true only when the equality holds.
Thus, the range of β is obtained as 0 ≤ β ≤ pi/2 where
cos (β cos ( 2pi
Ns
i + θo)) ≥ 0 for all i. 2 Similarly, σk of the
even value k is given by
σk = 2∣j Ns2 −1∑
i=0 e
−j( 2piNs i(k−1)) sin(β cos ( 2pi
Ns
i + θo)) ∣
= ∣Ns−1∑
i=0 je
−j( 2piNs i(k−1)) sin(β cos ( 2pi
Ns
i + θo)) ∣
≤ Ns−1∑
i=0 ∣je−j( 2piNs i(k−1)) sin(β cos ( 2piNs i + θo)) ∣
= Ns−1∑
i=0 ∣ sin(β cos ( 2piNs i + θo)) ∣.
(32)
To find the range of β such that
Ns−1∑
i=0 ∣ sin(β cos ( 2piNs i + θo)) ∣ ≤ ∣
Ns−1∑
i=0 cos(β cos ( 2piNs i + θo)) ∣,
(33)
let θi ≜ β cos ( 2piNs i + θo). To compare with the range of β
found in the case of odd value k, we consider β ∈ [0, pi/2].
Then, (33) is rewritten as
Ns−1∑
i=0 ∣ sin θi∣ ≤
Ns−1∑
i=0 ∣ cos θi∣, (34)
where −pi/2 ≤ θi ≤ pi/2 and cos θi ≥ 0. When 0 ≤ β ≤ pi/4, (34)
is always true because −pi/4 ≤ θi ≤ pi/4; thus, ∣ sin θi∣ ≤ cos θi
for all θi. When pi/4 ≤ β ≤ pi/2, −pi/2 ≤ θi ≤ pi/2, let θi,1 ∈{θi∣ − pi/2 < 2piNs i + θo ≤ pi/2} and θi,2 ∈ {θi∣ − pi < 2piNs i + θo ≤−pi/2 or pi/2 < 2pi
Ns
i+θo ≤ pi}, respectively, and the numbers
of θi,1 and θi,2 are Ns/2. Because ∣ sin θi∣ is concave in each
ranges, we have E(∣sin θi,1∣) + E(∣sin θi,2∣) ≤ sinE(∣θi,1∣) +
2What we have interest is the range of β starting from 0 to some value
that we have σk ≤ σ1 for all k ∈ {2,⋯,Ns}. Therefore, we ignore other
valid ranges of β which are over than [0, pi/2].
sinE(∣θi,2∣). Furthermore, because 0 ≤ E(∣θi,1∣),E(∣θi,2∣) ≤
pi/2, we have sinE(∣θi,1∣) + sinE(∣θi,2∣) ≤ 2 sinE(∣θi∣). Thus,
Ns−1∑
i=0 ∣ sin θi∣ ≤ Ns2 (sinE(∣θi,1∣) + sinE(∣θi,2∣))≤ Ns sinE(∣θi∣). (35)
Similarly, ∑Ns−1i=0 ∣ cos θi∣ ≤ Ns cosE(∣θi∣). Using this, the
condition (34) can be rewritten as
sinE(∣θi∣) ≤ cosE(∣θi∣). (36)
To hold (36), 0 ≤ E(∣θi∣) ≤ pi4 and the range of β is obtained
as pi/4 ≤ β ≤ piNs
4∑Ns−1i=0 ∣ cos ( 2piNs i+θo)∣ . Combining all results, the
objective range of β is given by
0 ≤ β ≤ piNs
4∑Ns−1i=0 ∣ cos ( 2piNs i + θo)∣ . (37)
C. Proof of property 2(c)
Let us assume that θo is fixed at some value. Then,
σk(β, θo) can be written as σk(β). Because σk(β) is a compo-
sition function of a sum of continuous sinusoidal functions and
an absolute value function which are continuous functions, it
is continuous. Therefore, if β → 0 then σk(β)→ σk(0). When
β = 0, we have
σk(0) = ∣Ns−1∑
i=0 e
−j{ 2piNs i(k−1)}∣ (38)
and it can be easily seen that σk(0) = Ns when k = 1.
Otherwise, the sum in (38) is a finite geometric series which
is given by
σk(0) = ∣1 − [e−j2pi(k−1)/Ns]Ns
1 − e−j2pi(k−1)/Ns ∣
= ∣ 1 − e−j2pi(k−1)
1 − e−j2pi(k−1)/Ns ∣.
(39)
Therefore, σk(0) = 0 for k = 2,⋯,Ns.
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D. Proof of property 2(d)
Let i = Ns − 1− i′ where i, i′ ∈ {0,⋯,Ns − 1}. Referring to
(26), when k is odd, σk(β,−θo) is given by
σk(β, − θo) = ∣Ns−1∑
i=0 e
−j( 2piNs i(k−1)) cos(β cos ( 2pi
Ns
i − θo)) ∣
= ∣Ns−1∑
i′=0 e
−j( 2piNs (Ns−1−i′)(k−1))
× cos(β cos ( 2pi
Ns
(Ns − 1 − i′) − θo)) ∣
= ∣Ns−1∑
i′=0 e
+j( 2piNs (i′+1)(k−1)) cos(β cos ( 2pi
Ns
(i′ + 1) + θo)) ∣
(a)= ∣Ns−1∑
i′=0 e
+j( 2piNs i′(k−1)) cos(β cos ( 2pi
Ns
i′ + θo))∣
= ∣Ns−1∑
i′=0 cos( 2piNs i′(k − 1)) cos(β cos ( 2piNs i′ + θo))
+ j Ns−1∑
i′=0 sin( 2piNs i′(k − 1)) cos(β cos ( 2piNs i′ + θo)) ∣
= ⎡⎢⎢⎢⎢⎣{
Ns−1∑
i′=0 cos( 2piNs i′(k − 1)) cos(β cos ( 2piNs i′ + θo))}
2
+ {Ns−1∑
i′=0 sin( 2piNs i′(k − 1)) cos(β cos ( 2piNs i′ + θo))}
2⎤⎥⎥⎥⎥⎦
1
2
= σk(β, θo)
(40)
where the equality (a) comes from the fact that
e
−j( 2piNs (Ns)(k−1)) cos(β cos ( 2pi
Ns
(Ns) − θo))
= e−j( 2piNs (0)(k−1)) cos(β cos ( 2pi
Ns
(0) − θo)) .
Similarly, when k is even, we get
σk(β, − θo) = ∣j Ns−1∑
i′=0 e
+j( 2piNs i′(k−1)) sin(β cos ( 2pi
Ns
i′ + θo)) ∣
= ∣j Ns−1∑
i′=0 cos( 2piNs i′(k − 1)) sin(β cos ( 2piNs i′ + θo))
− Ns−1∑
i′=0 sin( 2piNs i′(k − 1)) sin(β cos ( 2piNs i′ + θo)) ∣
= ⎡⎢⎢⎢⎢⎣{
Ns−1∑
i′=0 cos( 2piNs i′(k − 1)) sin(β cos ( 2piNs i′ + θo))}
2
+ {Ns−1∑
i′=0 sin( 2piNs i′(k − 1)) sin(β cos ( 2piNs i′ + θo))}
2 ⎤⎥⎥⎥⎥⎦
1
2
= σk(β, θo).
(41)
E. Proof of property 2(e)
When k = Ns/2+ 1, σk(β, θo) is decomposed into odd and
even values of i as
σNs/2+1(β, θo) = ∣Ns−1∑
i=0 e−jpiie
+j(β cos ( 2piNs i+θo))∣
= ∣Ns/2−1∑
i′=0 e
+j(β cos ( 2piNs (2i′)+θo))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
even i− e+j(β cos ( 2piNs (2i′+1)+θo))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
odd i
∣.
(42)
Let i′ = Ns
2
− 1 − i′′, then the term of odd value i in (42) can
be written as
cos ( 2pi
Ns
(2i′ + 1) + θo) = cos ( 2pi
Ns
(2(Ns
2
− 1 − i′′) + 1) + θo)
= cos (2pi − 2pi
Ns
(2i′′ + 1) + θo)
= cos ( 2pi
Ns
(2i′′ + 1) − θo).
(43)
Using this, (42) can be rewritten as
σNs/2+1(β, θo) = ∣Ns/2−1∑
i′=0 e
+j(β cos ( 2piNs (2i′)+θo))
− Ns/2−1∑
i′′=0 e
+j(β cos ( 2piNs (2i′′+1)−θo))∣. (44)
Therefore, when θo = pi/Ns,
σcNs/2+1(β,pi/Ns) = ∣Ns/2−1∑
i′=0 e
+j(β cos ( 2piNs (2i′)+ piNs ))
− Ns/2−1∑
i′′=0 e
+j(β cos ( 2piNs (2i′′)+ piNs ))∣
= 0
(45)
and the same result can be achieved when θo = −pi/Ns because
of the property 2(d).
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