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EQUILIBRIUM MEASURES FOR SOME PARTIALLY HYPERBOLIC
SYSTEMS
VAUGHN CLIMENHAGA, YAKOV PESIN, AND AGNIESZKA ZELEROWICZ
Abstract. We study thermodynamic formalism for topologically transitive partially hy-
perbolic systems in which the center-stable bundle satisfies a bounded expansion property,
and show that every potential function satisfying the Bowen property has a unique equi-
librium measure. Our method is to use tools from geometric measure theory to construct a
suitable family of reference measures on unstable leaves as a dynamical analogue of Haus-
dorff measure, and then show that the averaged pushforwards of these measures converge
to a measure that has the Gibbs property and is the unique equilibrium measure.
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Part 1. Results and applications
1. Introduction
Consider a dynamical system f : X → X, where X is a compact metric space and f is
continuous. Given a continuous potential function ϕ : X → R, the topological pressure of ϕ
is the supremum of hµ(f) +
∫
ϕdµ taken over all f -invariant Borel probability measures on
X, where hµ denotes the measure-theoretic entropy. A measure achieving this supremum is
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2 VAUGHN CLIMENHAGA, YAKOV PESIN, AND AGNIESZKA ZELEROWICZ
called an equilibrium measure, and one of the central questions of thermodynamic formalism
is to determine when (X, f, ϕ) has a unique equilibrium measure.
When f : M → M is a diffeomorphism and X ⊂ M is a topologically transitive locally
maximal hyperbolic set, so that the tangent bundle splits as Eu ⊕ Es, with Eu uniformly
expanded and Es uniformly contracted byDf , it is well-known that every Ho¨lder continuous
potential function has a unique equilibrium measure [8]. In the specific case when X is a
hyperbolic attractor and ϕ = − log | det(Df |Eu)| is the geometric potential, this equilibrium
measure is the unique Sinai–Ruelle–Bowen (SRB) measure, which is also characterized by
the fact that its conditional measures along unstable leaves are absolutely continuous with
respect to leaf volume.
In this paper we study the case when uniform hyperbolicity is replaced by partial hy-
perbolicity. Here the analogue of SRB measures are the u-measures1 constructed by the
second author and Sinai in [38] using a geometric construction based on pushing forward
leaf volume and averaging. We follow this approach, replacing leaf volume with a family of
reference measures defined using a Carathe´odory dimension structure. We give conditions
on f and ϕ under which the averaged pushforwards of these reference measures converge
to the unique equilibrium measure. See §2 and §4.1 for the precise class of maps and po-
tentials that we consider, §3 for the definition of the reference measures, and §5.2 for some
applications. These applications include time-1 maps of Anosov flows and frame flows. We
also refer to the survey paper [17] for a general overview of how our techniques work in the
uniformly hyperbolic setting.
Before giving precise definitions we stop to recall some known results from the literature.
In uniform hyperbolicity, the general existence and uniqueness result can be established
by various methods; most relevant for our purposes are the approaches that proceed by
building reference measures on stable and/or unstable leaves, which take the place of leaf
volume when the potential is not geometric. Such measures were first constructed by
Sinai (in discrete time) [50] and Margulis (in continuous time) [35] when ϕ = 0. In the
setting of uniform hyperbolicity, closest to our approach is the work of Hamensta¨dt [27] for
geodesic flows; see Hasselblatt [29] for the Anosov flow case, and [28] for an extension to
nonzero potential functions. In these papers the leaf measures are constructed as Hausdorff
measure for an appropriate metric, which is similar to our construction in §3 below. A
different construction based on Markov partitions can be found in work of Haydn [30] and
Leplaideur [34].
Now we briefly survey some known results on thermodynamic formalism in partial hy-
perbolicity. The first remark is that whenever f is C∞, the entropy map µ 7→ hµ(f) is
upper semi-continuous [36] and thus existence of an equilibrium measure is guaranteed
by weak*-compactness of the space of f -invariant Borel probability measures; however,
this nonconstructive approach does not address uniqueness or describe how to produce an
equilibrium measure.
Even without the C∞ assumption, the expansivity property would be enough to guar-
antee that the entropy map is upper semi-continuous, and thus gives existence; moreover,
for expansive systems the construction in the proof of the variational principle [54, Theo-
rem 9.10] actually produces an equilibrium measure. Partially hyperbolic systems are not
1In [38] these are called “u-Gibbs measures”; here we use the terminology from [39].
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expansive in general, but when the center direction is one-dimensional, they are entropy-
expansive [18, §5.3]; this notion, introduced by Bowen in [6], also suffices to guarantee that
the standard construction produces an equilibrium measure. On the other hand, when the
center direction is multi-dimensional, Buzzi and Fisher constructed examples with positive
tail entropy, so that the system is not even asymptotically entropy-expansive [14].
For results on SRB measures in partial hyperbolicity, we refer to [4, 1, 10, 11, 18]. For
the broader class of equilibrium measures, existence and uniqueness questions have been
studied for certain classes of partially hyperbolic systems. In general one should not expect
uniqueness to hold without further conditions; see [46] for an open set of topologically mix-
ing partially hyperbolic diffeomorphisms in three dimensions with more than one measure
of maximal entropy (MME) – that is, multiple equilibrium measures for the potential ϕ = 0.
Some results on existence and uniqueness of an MME are available when the partially hy-
perbolic system is semi-conjugated to the uniformly hyperbolic one; see [13, 52]. For some
partially hyperbolic systems obtained by starting with an Anosov system and making a
perturbation that is C1-small except in a small neighborhood where is may be larger and
is given by a certain bifurcation, uniqueness results can be extended to a class of nonzero
potential functions [15, 16].
The largest set of results is available for the examples known as “partially hyperbolic
horseshoes”: existence of equilibrium measures was proved by Leplaideur, Oliveira, and Rios
[33]; examples of rich phase transitions were given by Dı´az, Gelfert, and Rams [19, 22, 20];
and uniqueness for certain classes of Ho¨lder continuous potentials was proved by Arbieto
and Prudente [2] and Ramos and Siqueira [44]. A related class of partially hyperbolic skew-
products with non-uniformly expanding base and uniformly contracting fiber was studied
by Ramos and Viana [45]. We point out that our results study a class of systems, rather
than specific examples, and that we establish uniqueness results, rather than the phase
transition results that have been the focus of much prior work.
Another class of partially hyperbolic examples is obtained by considering the time-1 map
of an Anosov flow; see §5.2, where we describe two arguments, one based on our main result,
and one using a general argument communicated to us by F. Rodriguez Hertz for deducing
uniqueness for the map from uniqueness for the flow. We also study the time-1 map for
frame flows in negative curvature, which are partially hyperbolic. In this latter setting,
equilibrium measures for the flow were recently studied by Spatzier and Visscher [51], but
the general argument for deducing uniqueness for the map from uniqueness for the flow (see
§5.2.1) may not apply. In both settings, the class of potential functions to which our results
apply includes all scalar multiples of the geometric potential, whose equilibrium measures
are precisely the u-measures from [38].
In §2 we give background definitions and describe the classes of systems we will study. In
§3 we recall the general notion of a Carathe´odory dimension structure and use it to define
a family of reference measures on unstable leaves. In §4 we describe the class of potential
functions that we will consider, and formulate our main results. In §5.1 we apply our results
to two particular potentials: ϕ = 0, which gives existence and uniqueness of the MME, and
the geometric potential ϕ = − log | det(Df |Eu)|, which gives existence and uniqueness of
the SRB measure (assuming the case of a partially hyperbolic attractor). In fact, our results
apply to the one-parameter family of geometric q-potentials ϕq = −q log | det(Df |Eu)| for
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all q ∈ R. In §5.2 we apply our results to some particular dynamical systems: the time-
1 map of an Anosov flow, the time-1 map of the frame flow, and partially hyperbolic
diffeomorphisms whose central foliation is absolutely continuous and has compact leaves
The proofs are given in §§6–8. In Appendix A we gather some proofs of background results
that we do not claim are new, but which seemed worth proving here for completeness.
Acknowledgement. This work had its genesis in workshops at ICERM (Brown Univer-
sity) and ESI (Vienna) in March and April 2016, respectively. We are grateful to both
institutions for their hospitality and for creating a productive scientific environment.
2. Preliminaries
2.1. Partially hyperbolic sets. Let M be a compact smooth connected Riemannian
manifold, U ⊂M an open set and f : U →M a diffeomorphism onto its image. Let Λ ⊂ U
be a compact f -invariant subset on which f is partially hyperbolic in the broad sense: that
is
• the tangent bundle over Λ splits into two invariant and continuous subbundles
TΛM = E
cs ⊕ Eu;
• there is a Riemannian metric ‖ · ‖ on M and numbers 0 < ν < χ with χ > 1 such
that for every x ∈ Λ
(2.1)
‖Dfxv‖ ≤ ν‖v‖ for v ∈ Ecs(x),
‖Dfxv‖ ≥ χ‖v‖ for v ∈ Eu(x).
Remark 2.1. One could replace the requirement that χ > 1 with the condition that ν < 1
(and make the corresponding edit to (C1) below); to apply our results in this setting it
suffices to replace f with f−1, and so we limit our discussion to the case when Eu is
uniformly expanding.
The above splitting of the tangent bundle is only defined over Λ and may not extend to
U as a continuous and invariant splitting. However, there are continuous cone families Kcs
and Ku defined on all of U such that Ku is Df -invariant and Kcs is Df−1-invariant. A
curve γ in U will be called a cs-curve if all its tangent vectors lie in Kcs; define a u-curve
similarly. Our main results in §4 will require the following two conditions (among others):
(C1) for every θ > 0 there is δ > 0 such that if γ is a curve in U with length ≤ δ, and
n ≥ 0 is such that fnγ is a cs-curve in U , then the length of fnγ is ≤ θ;
(C2) f |Λ is topologically transitive.
Remark 2.2. Condition (C1) is called Lyapunov stability in [47] and is related to the
condition of topologically neutral center in [5]. It is automatically satisfied if ν ≤ 1, where
ν is the number in (2.1). More generally, (C1) holds if there is L > 0 such that for every
x ∈ Λ, v ∈ Ecs(x), and n ∈ N, we have ‖Dfnx v‖ ≤ L‖v‖. However, (C1) can be true even
if this condition fails; see [5, Proposition 2.3] for an example, using ideas from [3]. See
Example 5.13 for an illustration of how our results can fail if Conditions (C2) and (C3)
(below) are satisfied but (C1) does not hold.
Since the distributions Ecs and Eu are continuous on Λ, there is κ > 0 such that
∠(Eu(x), Ecs(x)) > κ for all x ∈ Λ; we also have p ≥ 1 such that dimEu(x) = p and
dimEcs(x) = dimM − p for all x ∈ Λ.
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2.2. Local product structure and rectangles. The following well known result de-
scribes existence and some properties of local unstable manifolds; for a proof, see [41, §4]
or [32, Theorem 6.2.8 and §6.4].
Proposition 2.3. There are numbers τ > 0, λ ∈ (χ−1, 1), C1 > 0, C2 > 0, and for every
x ∈ Λ a C1+α local manifold V uloc(x) ⊂M such that
(1) TyV
u
loc(x) = E
u(y) for every y ∈ V uloc(x) ∩ Λ;
(2) V uloc(x) = expx{v + ψux(v) : v ∈ Bux(0, τ)}, where Bux(0, τ) is the ball in Eu(x)
centered at zero of radius τ > 0 and ψux : B
u
x(0, τ)→ Ecs(x) is a C1+α function;
(3) For every n ≥ 0 and y ∈ V uloc(x) ∩ Λ, d(f−n(x), f−n(y)) ≤ C1λnd(x, y);
(4) |Dψux |α ≤ C2.
The number τ is the size of the local manifolds and will be fixed at a sufficiently small
value to guarantee various estimates. Using (C1), the arguments in [32, Theorem 6.2.8 and
§6.4] also give the following result for the center-stable direction.
Theorem 2.4. Let f : U → M be a diffeomorphism onto its image and Λ ⊂ U a compact
f -invariant subset admitting a splitting Ecs ⊕Eu satisfying condition (C1) as above. Then
Ecs can be uniquely integrated to a continuous lamination with C1 leaves, which can be
described as follows: There is τ > 0 such that for every x ∈ Λ there is a local manifold
V csloc(x) ⊂M satisfying
(1) TyV
cs
loc(x) = E
cs(y) for every y ∈ V csloc(x) ∩ Λ;
(2) V csloc(x) = expx{v + ψcsx (v) : v ∈ Bcsx (0, τ)}, where Bcsx (0, τ) is the ball in Ecs(x)
centered at zero of radius τ > 0 and ψcsx : B
cs
x (0, τ)→ Eu(x) is a C1 function.
Moreover, there is r0 > 0 such that for every y ∈ B(x, r0) ∩ Λ we have that V uloc(x) and
V csloc(y) intersect at exactly one point which we denote by [x, y].
Remark 2.5. The argument in [32] constructs the local leaves by first writing a sequence
of maps fm on Euclidean space that (in a neighborhood of the origin) correspond to local
coordinates around the orbit of x, and then producing the corresponding manifolds for this
sequence. As remarked in the paragraphs following [32, Theorem 6.2.8], in order to go from
the local result to the manifold itself, one needs to know that there is some neighborhood Dr
of the origin such that the leaf is “determined by the action of fm on Dr only”; see also the
“note of caution” following [32, Corollary 6.2.22]. In [32, Theorem 6.4.9] this condition is
guaranteed by assuming that Ecs is uniformly contracting, so that points on the local leaf
in Euclidean coordinates have orbits staying inside Dr, and thus represent true dynamical
behavior on M . In our setting, this same fact is guaranteed by (C1).
Finally, we require the set Λ to have the following product structure, so that the point
[x, y] lies in Λ:
(C3) Λ =
(⋃
x∈Λ V
u
loc(x)
) ∩ (⋃x′∈Λ V csloc(x′)).
Remark 2.6. If the number ν from (2.1) satisfies ν < 1, so that the set Λ is uniformly hy-
perbolic and Ecs is uniformly contracted under f , then conditions (C1)–(C3) hold whenever
Λ is locally maximal for f ; in particular, our results apply to every topologically transitive
locally maximal hyperbolic set.
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Given x ∈ Λ and r ∈ (0, τ), we write BΛ(x, r) = B(x, r) ∩ Λ for convenience. We also
write
Bu(x, r) = B(x, r) ∩ V uloc(x), BuΛ(x, r) = Bu(x, r) ∩ Λ,
and similarly with u replaced by cs.
Definition 2.7. A closed set R ⊂ Λ is called a rectangle if [x, y] = V uloc(x) ∩ V csloc(y) exists
and is contained in R for every x, y ∈ R.
One can easily produce rectangles by fixing x ∈ Λ, δ > 0 sufficiently small, and putting
(2.2) R = R(x, δ) :=
( ⋃
y∈BcsΛ (x,δ)
V uloc(y)
)
∩
( ⋃
z∈BuΛ(x,δ)
V csloc(z)
)
.
Note that the intersection of two rectangles is either empty or is itself a rectangle. The
following result is standard: for completeness, we give a proof in Appendix A.
Lemma 2.8. For every  > 0 and every Borel measure µ on Λ (whether invariant or not),
there is a finite set of rectangles R1, . . . , RN ⊂ Λ satisfying the following properties:
(1) each Ri is the closure of its (relative) interior;
(2) Λ =
⋃N
i=1Ri, and the (relative) interiors of the Ri are disjoint;
(3) µ(∂Ri) = 0 for all i;
(4) diamRi <  for all i.
We refer to R = {R1, . . . , RN} as a partition by rectangles. Note that even though the
rectangles may overlap, the fact that the boundaries are µ-null implies that there is a full µ-
measure subset of Λ on which R is a genuine partition. In particular, when µ is f -invariant,
we can use a partition by rectangles for the computation of measure-theoretic entropy.
We end this section with one more definition.
Definition 2.9. Given a rectangle R and points y, z ∈ R, the holonomy map piyz : V uR (y)→
V uR (z) is defined by
(2.3) piyz(x) = V
u
loc(z) ∩ V csloc(y) = [z, y].
The holonomy map is a homeomorphism between V uR (y) and V
u
R (z). One can define a
holonomy map between V csR (y) and V
cs
R (z) in the analogous way, sliding along unstable
leaves; if need be, we will denote this map by piuyz and the holonomy map from Definition
2.9 by picsyz. The notation piyz without a superscript will always refer to pi
cs
yz.
2.3. Measures with local product structure. We recall some facts about measurable
partitions and conditional measures; see [48] or [24, §5.3] for proofs and further details.
Given a measure space (X,µ), a partition ξ of X, and x ∈ X, write ξ(x) for the partition
element containing x. The partition is said to be measurable if it can be written as the limit
of a refining sequence of finite partitions. In this case there exists a system of conditional
measures {µξx}x∈X such that:
(1) each µξx is a probability measure on ξ(x);
(2) if ξ(x) = ξ(y), then µξx = µ
ξ
y;
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(3) for every ψ ∈ L1(X,µ), we have
(2.4)
∫
X
ψ dµ =
∫
X
∫
ξ(x)
ψ dµξx dµ(x).
Moreover, the system of conditional measures is unique mod zero: if µˆξx is any other system
of measures satisfying the conditions above, then µξx = ν
ξ
x for µ-a.e. x.
We will be most interested in the following example: Given a rectangle R ⊂ Λ and a
point x ∈ R, we consider the measurable partition ξ of R by unstable sets of the form
V uR (x) = V
u
loc(x) ∩R.
Let {µux}x∈R denote the corresponding system of conditional measures; given a partition
element V = V uR (x), we may also write µV = µ
u
x. Let µ˜ denote the factor-measure on R/ξ
defined by µ˜(E) = µ(
⋃
V ∈E V ). Then for every ψ ∈ L1(R,µ), we have
(2.5)
∫
R
ψ dµ =
∫
R/ξ
∫
V
ψ(z) dµV (z) dµ˜(V ).
Note that the factor space R/ξ can be identified with the set V csR (x) = V
cs
loc(x) ∩R for any
x ∈ R, so that the measure µ˜ can be viewed as a measure on this set, in which case (2.5)
becomes
(2.6)
∫
R
ψ dµ =
∫
V csR (x)
∫
V uR (y)
ψ(z) dµuy(z) dµ˜(y).
Note that the conditional measures µux depend on the choice of rectangle R, although this is
not reflected in the notation. In fact the ambiguity only consists of a normalizing constant,
as the following lemma shows.
Lemma 2.10. Let µ be a Borel measure on Λ, and let R1, R2 ⊂ Λ be rectangles. Let
{µ1x}x∈R1 and {µ2x}x∈R2 be the corresponding systems of conditional measures on the unsta-
ble sets V uRj (x). Then for µ-a.e. x ∈ R1 ∩R2, the measures µ1x and µ2x are scalar multiples
of each other when restricted to V uR1(x) ∩ V uR2(x).
See Appendix A for a proof of Lemma 2.10 and the following corollary.
Lemma 2.11. If µ is an f -invariant Borel measure on Λ, then for µ-a.e. x ∈ Λ and
any choice of two rectangles containing x and f(x), the corresponding systems of condi-
tional measures are such that f∗µux is a scalar multiple of µuf(x) on the intersection of the
corresponding unstable sets.
In particular, Lemma 2.11 demonstrates that statements of the form “such-and-such a
property holds for µux-a.e. y ∈ V uloc(x)” do not depend on the choice of rectangle used to
define µux.
For the next definition, we recall that two measures ν, µ are said to be equivalent if ν  µ
and µ  ν; in this case we write ν ∼ µ. Also, given a rectangle R, a point p ∈ R, and
measures νup , ν
cs
p on V
u
R (p), V
cs
R (p) respectively, we can define a measure ν = ν
u
p ⊗ νcsp on
R by ν([A,B]) = νup (A)ν
cs
p (B) for A ⊂ V uR (p) and B ⊂ V csR (p). The following lemma is
proved in Appendix A.
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Lemma 2.12. Let R be a rectangle and µ a measure with µ(R) > 0. Then the following
are equivalent.
(1) (picsyz)∗µuy  µuz for µ-a.e. y, z ∈ R.
(2) (picsyz)∗µuy ∼ µuz for µ-a.e. y, z ∈ R.
(3) (piuyz)∗µcsy  µcsz for µ-a.e. y, z ∈ R.
(4) (piuyz)∗µcsy ∼ µcsz for µ-a.e. y, z ∈ R.
(5) there exist p ∈ R and measures µ˜up , µ˜csp on V uR (p), V csR (p) such that µ|R ∼ µ˜up ⊗ µ˜csp .
(6) µ|R ∼ µuy ⊗ µcsy for µ-a.e. y ∈ R.
Definition 2.13. A measure µ on Λ has local product structure if there is σ > 0 such
that for any rectangle R ⊂ Λ with µ(R) > 0 and diam(R) < σ, one (and hence all) of the
conditions in Lemma 2.12 holds.
2.4. Equilibrium measures. Let ϕ : Λ → R be a continuous function, which we call a
potential function. Given an integer n ≥ 0, the dynamical metric of order n is
(2.7) dn(x, y) = max{d(fkx, fky) : 0 ≤ k < n}
and for each r > 0, the associated Bowen balls are given by
(2.8) Bn(x, r) = {y : dn(x, y) < r}.
A set E ⊂ Λ is said to be (n, r)-separated if dn(x, y) ≥ r for all x 6= y ∈ E. Given X ⊂M ,
a set E ⊂ X is said to be (n, r)-spanning for X if X ⊂ ⋃x∈E Bn(x, r).
Let Snϕ(x) =
∑n−1
k=0 ϕ(f
kx) denote the nth Birkhoff sum along the orbit of x. The
partition sums of ϕ on a set X ⊂M are the following quantities:
(2.9)
Zspann (X,ϕ, r) := inf
{∑
x∈E
eSnϕ(x) : E ⊂ X is (n, r)-spanning for X
}
,
Zsepn (X,ϕ, r) := sup
{∑
x∈E
eSnϕ(x) : E ⊂ X is (n, r)-separated
}
.
The topological pressure of ϕ on X = Λ is given by
(2.10) P (ϕ) = lim
r→0
lim
n→∞
1
n
logZspann (Λ, ϕ, r) = lim
r→0
lim
n→∞
1
n
logZsepn (Λ, ϕ, r),
where equality of the limits follows from [54, Theorem 9.4]. One gets the same value if lim
is replaced by lim.
Denote byM(f) the set of f -invariant Borel probability measures on Λ. The variational
principle [54, Theorem 9.10] establishes that
(2.11) P (ϕ) = sup
µ∈M(f)
{
hµ(f) +
∫
ϕdµ
}
.
We call a measure µ ∈ M(f) an equilibrium measure for ϕ if it achieves the supremum in
(2.11).
We say that a measure µ ∈M(f) is a Gibbs measure (or that µ has the Gibbs property)
with respect to ϕ if for every small r > 0 there is Q = Q(r) > 0 such that for every x ∈ Λ
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and n ∈ N, we have
(2.12) Q−1 ≤ µ(Bn(x, r))
exp(−P (ϕ)n+ Snϕ(x)) ≤ Q.
A straightforward computation with partition sums shows that every Gibbs measure for ϕ
is an equilibrium measure for ϕ; however, the converse is not true in general, and there
are examples of systems and potentials with equilibrium measures that do not satisfy the
Gibbs property.
3. Carathe´odory dimension structure
We recall the Carathe´odory dimension construction described in [40, §10], which gener-
alizes the definition of Hausdorff dimension and measure.
3.1. Carathe´odory dimension and measure. A Carathe´odory dimension structure, or
C-structure, on a set X is given by the following data.
(1) An indexed collection of subsets of X, denoted F = {Us : s ∈ S}.
(2) Functions ξ, η, ψ : S → [0,∞) satisfying the following conditions:
(H1) if Us = ∅, then η(s) = ψ(s) = 0; if Us 6= ∅, then η(s) > 0 and ψ(s) > 0;2
(H2) for any δ > 0 one can find ε > 0 such that η(s) ≤ δ for any s ∈ S with ψ(s) ≤ ε;
(H3) for any  > 0 there exists a finite or countable subcollection G ⊂ S that covers
X (meaning that
⋃
s∈G Us ⊃ X) and has ψ(G) := sup{ψ(s) : ∈ S} ≤ .
Note that no conditions are placed on ξ.
The C-structure (S,F , ξ, η, ψ) determines a one-parameter family of outer measures on
X as follows. Fix a nonempty set Z ⊂ X and consider some G ⊂ S that covers Z as in
(H3). Interpreting ψ(G) as the largest size of sets in the cover, we can define for each α ∈ R
an outer measure on X by
(3.1) mC(Z,α) := lim
→0
inf
G
∑
s∈G
ξ(s)η(s)α,
where the infimum is taken over all finite or countable G ⊂ S covering Z with ψ(G) ≤ .
Defining mC(∅, α) := 0, this gives an outer measure by [40, Proposition 1.1]. The measure
induced by mC(·, α) on the σ-algebra of measurable sets is the α-Carathe´odory measure; it
need not be σ-finite or non-trivial.
Proposition 3.1 ([40, Proposition 1.2]). For any set Z ⊂ X there exists a critical value
αC ∈ R such that mC(Z,α) =∞ for α < αC and mC(Z,α) = 0 for α > αC .
We call dimC Z = αC the Carathe´odory dimension of the set Z associated to the C-
structure (S,F , ξ, η, ψ). By Proposition 3.1, α = dimC X is the only value of α for which
(3.1) can possibly produce a non-zero finite measure on X, though it is still possible that
mC(X,dimC X) is equal to 0 or ∞.
2In [40], Condition (H1) includes the requirement that there is s0 ∈ S such that Us0 = ∅, but this can
safely be omitted as long as we define mC(∅, α) = 0, since we can always formally enlarge our collection by
adding the empty set, without changing any of the definitions below.
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3.2. A C-structure on local unstable leaves. Given a potential ϕ, a number r > 0,
and a point x ∈ Λ, we define a C-structure on X = V uloc(x) ∩ Λ in the following way. For
our index set we put S = X×N, and to each s = (x, n) ∈ X×N, we associate the u-Bowen
ball
(3.2) Us = B
u
n(x, r) = Bn(x, r) ∩ V uloc(x);
then F is the collection of all such balls. Set
(3.3) ξ(x, n) = eSnϕ(x), η(x, n) = e−n, ψ(x, n) = 1n .
It is easy to see that (S,F , ξ, η, ψ) satisfies (H1)–(H3) and defines a C-structure, whose
associated outer measure is given by
(3.4) mC(Z,α) = lim
N→∞
inf
G
∑
(x,n)∈G
eSnϕ(x)e−nα,
where the infimum is taken over all G ⊂ S such that ⋃(x,n)∈G Bun(x, r) ⊃ Z and n ≥ N for
all (x, n) ∈ G.
Given x ∈ Λ and the corresponding X = V uloc(x) ∩ Λ, we are interested in computing
(1) the Carathe´odory dimension of X, as determined by this C-structure;
(2) the (outer) measure on X defined by (3.4) at α = dimC X.
We settle the first problem in Theorem 4.2 below in which we prove (among other things)
that for small r, under the assumptions (C1)–(C3) on the map f and some regularity
assumptions on the potential function ϕ (see Section 4.1), the C-structure defined on X =
V uloc(x) ∩ Λ as above satisfies dimC X = P (ϕ) for every x ∈ Λ. This allows us to consider
the outer measure on X given by
(3.5) mCx(Z) := mC(Z,P (ϕ)) = lim
N→∞
inf
∑
i
e−niP (ϕ)eSniϕ(xi),
where the infimum is taken over all collections {Buni(xi, r)} of u-Bowen balls with xi ∈
V uloc(x) ∩ Λ, ni ≥ N , which cover Z; for convenience we write C = (ϕ, r) to keep track
of the data on which the reference measure depends. We use the same notation mCx for
the corresponding Carathe´odory measure on X obtained by restricting to the σ-algebra of
mCx-measurable sets.
One must do some work to show that this outer measure is finite and nonzero; we do
this in §§6.1–6.5. We also show that this measure is Borel; that is, that every Borel set is
mCx-measurable.
4. Main results
4.1. Assumptions on the map and the potential. As in §2, let f : U → M be a
diffeomorphism onto its image, where M is a compact smooth Riemannian manifold and
U ⊂M is open, and suppose that Λ ⊂ U is a compact f -invariant set on which f is partially
hyperbolic in the broad sense, with TΛM = E
cs⊕Eu. Suppose moreover that (C1) and (C2)
are satisfied, so that Ecs is Lyapunov stable and f |Λ is topologically transitive. Finally,
suppose that the local product structure condition (C3) is satisfied.
A potential function ϕ : Λ→ R is said to have the u-Bowen property if there exists Qu > 0
such that for every x ∈ Λ, n ≥ 0, and y ∈ Bun(x, τ) ∩ Λ, we have |Snϕ(x)− Snϕ(y)| ≤ Qu.
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Similarly, we say that ϕ has the cs-Bowen property if there exist Qcs > 0 and r
′
0 > 0
such that for every x ∈ Λ, n ≥ 0, and y ∈ BcsΛ (x, r′0), we have |Snϕ(x) − Snϕ(y)| ≤ Qcs.
Let CB(Λ) be the set of all functions ϕ : Λ → R that satisfy both the u- and cs-Bowen
properties.
Remark 4.1. As mentioned in Remark 2.6, all of the conditions in the first paragraph
above are satisfied if Λ is a transitive locally maximal hyperbolic set for f . Moreover, in
this case it follows from [17, Lemma 6.6] that CB(Λ) contains every Ho¨lder continuous
potential function.
4.2. Statements of main results. From now on we fix Λ, f , and ϕ ∈ CB(Λ) as described
above. Our first result, which we prove in §6, shows that the measure mCx defined in (3.5)
is finite and nonzero.
Theorem 4.2. Fix 0 < r < τ/3. There is K > 0 such that for every x ∈ Λ, the following
are true.
(1) For the C-structure defined on X = V uloc(x)∩Λ by u-Bowen balls Bun(x, r) and (3.3),
we have dimC X = P (ϕ) for every x ∈ Λ.
(2) mCx is a Borel measure on X := V uloc(x) ∩ Λ.
(3) mCx(V uloc(x) ∩ Λ) ∈ [K−1,K].
(4) If V uloc(x) ∩ V uloc(y) ∩ Λ 6= ∅, then mCx and mCy agree on the intersection.
Definition 4.3. Consider a family of measures {µx : x ∈ Λ} such that µx is supported
on V uloc(x). We say that this family has the u-Gibbs property
3 with respect to the potential
function ϕ : Λ→ R if there is Q0 = Q0(r) > 0 such that for all x ∈ Λ and n ∈ N, we have
(4.1) Q−10 ≤
µx(B
u
n(x, r))
e−nP (ϕ)+Snϕ(x)
≤ Q0.
The following two results are proved in §7: the first establishes the scaling properties of
the measures mCx under iteration by f , which then leads to the u-Gibbs property.
Theorem 4.4. For every x ∈ Λ, we have f∗mCf(x) := mCf(x)◦f  mCx, with Radon–Nikodym
derivative eP (ϕ)−ϕ.
In the uniformly hyperbolic setting a similar result was obtained by Leplaideur in [34].
Corollary 4.5. The family of measures {mCx}x∈Λ has the u-Gibbs property. In particular,
for every relatively open U ⊂ V uloc(x) ∩ Λ, we have mCx(U) > 0.
Given a rectangle R and points y, z ∈ R, let piyz : V uR (y)→ V uR (z) be the holonomy map
from Definition 2.9. We say that piyz is absolutely continuous with respect to the system
of measures mCy if the pullback measure pi∗yzmCz is equivalent to the measure mCy for every
y, z.4 In this case the Jacobian of piyz is the function Jacpiyz : V
u
R (y) → (0,∞) defined by
the following Radon–Nikodym derivative:
Jacpiyz =
dpi∗yzmCz
dmCy
.
3Note that this is a different notion than the idea of u-Gibbs state from [38].
4This looks similar to the notion of local product structure in Lemma 2.12, but the difference here is that
the system of measures mCy are not assumed to arise as conditional measures for some Borel measure on Λ.
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Theorem 4.6. The holonomy map is absolutely continuous with respect to the system of
measures mCy . Moreover, there are C, σ > 0 such that for every rectangle R with diam(R) <
σ, and every y, z ∈ R, the Jacobian of pizy satisfies C−1 ≤ Jacpizy(x) ≤ C for mCy -a.e. x.
The measure mCx can be extended to a measure on Λ by taking mCx(A) := mCx(A∩V uloc(x))
for any Borel set A ⊂ Λ. We consider the evolution of (the normalization of) this measure
by the dynamics; that is the sequence of measures
(4.2) µn :=
1
n
n−1∑
k=0
fk∗mCx
mCx(V uloc(x))
.
Our main result is the following, which we prove in §8.
Theorem 4.7. Under the conditions in §4.1, the following are true.
(1) For every x ∈ Λ, the sequence of measures from (4.2) is weak* convergent as n→∞
to a limiting probability measure µϕ, which is independent of x.
(2) The measure µϕ is ergodic, gives positive weight to every open set in Λ, has the
Gibbs property (2.12), and is the unique equilibrium measure for (Λ, f, ϕ).
(3) For every rectangle R ⊂ Λ with µϕ(R) > 0, the conditional measures µuy generated by
µϕ on unstable sets V
u
R (y) are equivalent for µϕ-almost every y ∈ R to the reference
measures mCy |V uR (y). Moreover, there exists C0 > 0, independent of R and y, such
that for µϕ-almost every y ∈ R we have
(4.3) C−10 ≤
dµuy
dmCy
(z)mCy(R) ≤ C0 for µuy -a.e. z ∈ V uR (y).
(4) The measure µϕ has local product structure as in Definition 2.13.
In the uniformly hyperbolic setting Statement (4) was proved by Leplaideur in [34].
5. Applications
5.1. Particular potentials. In this section we use our main results to establish existence
and uniqueness of equilibrium measures for some particular potentials.
5.1.1. Measures of maximal entropy (MME). As in §2, let f : U →M be a diffeomorphism
onto its image, where M is a compact smooth Riemannian manifold and U ⊂ M is open,
and suppose that Λ ⊂ U is a compact f -invariant set on which f is partially hyperbolic in
the broad sense with TΛM = E
cs ⊕Eu. Suppose moreover that Conditions (C1) and (C2)
are satisfied, so that Ecs is Lyapunov stable and f |Λ is topologically transitive. Finally,
suppose that the local product structure condition (C3) is satisfied.
We observe that a constant potential function always satisfies the u- and cs-Bowen prop-
erties, and thus our construction produces a unique MME which we denote by µ0. To
describe this measure given x ∈ Λ, define an outer measure on X = V uloc(x) ∩ Λ by
(5.1) mhx(Z) := lim
N→∞
inf
∑
i
e−nihtop ,
where htop denotes the topological entropy of f on Λ and the infimum is taken over all
collections {Buni(xi, r)} of u-Bowen balls with xi ∈ V uloc(x)∩Λ, ni ≥ N , which cover Z. We
EQUILIBRIUM MEASURES FOR SOME PARTIALLY HYPERBOLIC SYSTEMS 13
use the same notation mhx for the corresponding Carathe´odory measure on X. Then the
following is an immediate consequence of Theorem 4.7.
Theorem 5.1. The following statements hold:
(1) For every x ∈ Λ, the sequence of measures µn := 1n
∑n−1
k=0 f
k∗mhx/mhx(V uloc(x)) con-
verges in the weak∗ topology as n→∞ to µ0 (independently of x).
(2) µ0 is ergodic and is fully supported on Λ.
(3) µ0 has the Gibbs property: for every small r > 0 there is Q = Q(r) > 0 such that
for every x ∈ Λ and n ∈ N,
(5.2) Q−1 ≤ µ(Bn(x, r))
exp(−nhtop(f)) ≤ Q.
(4) For every rectangle R ⊂ Λ with µ0(R) > 0, the conditional measures µuy generated by
µ0 on unstable sets V
u
R (y) are equivalent for µ0-almost every y ∈ R to the reference
measures mhy |V uR (y); moreover, there exists C0 > 0, independent of R and y, such
that for µ0-almost every y ∈ R we have
(5.3) C−10 ≤
dµuy
dmhy
(z)mhy(R) ≤ C0 for µuy -a.e. z ∈ V uR (y).
(5) µ0 has local product structure as in Definition 2.13.
5.1.2. The geometric q-potential. We consider the family of geometric q-potentials,
ϕq(x) = −q log detDf |Eu(x), q ∈ R.
In order to apply our results to this family, we need to verify the u- and cs-Bowen properties.
In general, they may not be satisfied in our setting and therefore we shall impose the
following additional requirements:
(A1) The partially hyperbolic set Λ ⊂ U is an attractor for f ; that is, f(U) ⊂ U and
Λ :=
⋂
n≥0 f
n(U).
(A2) There is σ > 0 such that for every rectangle R ⊂ Λ with diam(R) < σ, the
holonomy maps between local unstable leaves are uniformly absolutely continuous
with respect to leaf volume volx; that is, there exists C > 0 such that for every
y, z ∈ R, the Jacobian of pizy with respect to leaf volumes voly and volz satisfies
C−1 ≤ Jacpizy(x) ≤ C for voly-a.e. x.
For x ∈ Λ and q ∈ R define an outer measure on X = V uloc(x) ∩ Λ by
(5.4) mqx(Z) := mC(Z,P (ϕq)) = lim
N→∞
inf
∑
i
e−niP (ϕq)eSniϕq(xi),
where the infimum is taken over all collections {Buni(xi, r)} of u-Bowen balls with xi ∈
V uloc(x) ∩ Λ, ni ≥ N , which cover Z. We use the same notation mqx for the corresponding
Carathe´odory measure on X.
Theorem 5.2. If Λ is a partially hyperbolic attractor for a diffeomorphism f satisfying
Conditions (C1)–(C3) and (A1)–(A2), then for every q ∈ R the following statements hold:
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(1) For every x ∈ Λ, the sequence of measures µn := 1n
∑n−1
k=0 f
k∗m
q
x/m
q
x(V uloc(x)) con-
verges in the weak∗ topology as n→∞ to a probability measure µϕq (independently
of x).
(2) The measure µϕq is ergodic, gives positive weight to every open set in Λ, has the
Gibbs property (2.12), and is the unique equilibrium measure for (Λ, f, ϕq).
(3) For every rectangle R ⊂ Λ with µϕq(R) > 0, the conditional measures µuy generated
by µϕq on unstable sets V
u
R (y) are equivalent for µϕq -almost every y ∈ R to the
reference measures mqy|V uR (y). Moreover, there exists C0 > 0, independent of R and
y, such that for µϕq -almost every y ∈ R we have
(5.5) C−10 ≤
dµuy
dmqy
(z)mqy(R) ≤ C0 for µuy -a.e. z ∈ V uR (y).
(4) The measure µϕq has local product structure as in Definition 2.13.
Proof. We need to verify that ϕq ∈ CB(Λ); it suffices to show that ϕ1 ∈ CB(Λ) since
ϕq = qϕ1. First observe that ϕ1 is Ho¨lder continuous. By the argument presented in [17,
Lemma 6.6], this implies that ϕ1 has the u-Bowen property. In particular, using the fact
that
(5.6) Snϕ1(x) = − log
n−1∏
k=0
detDf |Eu(fkx) = − log detDfn|Eu(x),
we obtain Qu > 0 such that for every x ∈ Λ, n ∈ N, and z ∈ Bun(x, τ) ∩ Λ, we have
(5.7) detDfn|Eu(z) = e±Qu detDfn|Eu(x).
Here and below we use the following notation: given A,B,C, a ≥ 0, we write A = C±aB
as shorthand to mean C−aB ≤ A ≤ CaB.
To show that ϕ1 has the cs-Bowen property we start by choosing σ
′ ∈ (0, σ/4) suf-
ficiently small (here σ is as in (A2)) that if d(x, y) < σ′ and a ∈ BuΛ(x, σ/4), then
pixy(a) ∈ BuΛ(y, σ/2). Then we let r′0 be the value of δ given by (C1) with θ = σ′.
For every x ∈ Λ, y ∈ BcsΛ (x, r′0), and n ∈ N, Condition (C1) gives fn(y) ∈ BcsΛ (fn(x), σ′).
Writing A := Bun(x, σ/4) and B := pixy(A), we see that B ⊂ Bun(y, σ/2) by our choice of
σ′. For any a ∈ A and b ∈ B we have d(a, b) ≤ d(a, x) + d(x, y) + d(y, b) ≤ σ and similarly
d(fn(a), fn(b)) ≤ σ, so Condition (A2) guarantees that
volx(A) = C
±1 voly(B) and volfn(x)(fn(A)) = C±1 volfn(y)(fn(B)),
and thus
(5.8)
volfn(y)(f
n(B))
voly(B)
= C±2
volfn(x)(f
n(A))
volx(A)
.
On the other hand, (5.7) gives
volfn(x)(f
n(A)) =
∫
A
detDfn|Eu(z) d volx(z) = e±Qu(detDfn|Eu(x)) volx(A),
and similarly,
volfn(y)(f
n(B)) = e±Qu(detDfn|Eu(y)) voly(B),
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which yield
(5.9)
volfn(y)(f
n(B))
voly(B)
= e±2Qu
detDfn|Eu(y)
detDfn|Eu(x)
volfn(x)(f
n(A))
volx(A)
.
Combining this with (5.8) and using (5.6) gives
C±2 =
volfn(y)(f
n(B)) volx(A)
voly(B) volfn(x)(fn(A))
= e±2QueSnϕ1(x)−Snϕ1(y),
and upon taking logs we conclude that Snϕ1(x) − Snϕ1(y) = ±2 logC ± 2Qu, and thus
ϕ1 ∈ CB(Λ). With this complete, the theorem follows immediately from Theorem 4.7. 
5.2. Particular classes of dynamical systems.
5.2.1. Time-1 map of an Anosov flow.
Definition 5.3. A C1 flow f t : M → M on a smooth compact manifold M is called an
Anosov flow if there exists a Riemannian metric and a number 0 < λ < 1 such that the
tangent bundle splits into three subbundles TM = Es ⊕Ec ⊕Eu, each invariant under the
flow such that
(1) ddtf
t(x)|t=0 ∈ Ec(x) \ {0} and dimEc(x) = 1;
(2) ‖Df t|Es‖ ≤ λt and ‖Df−t|Eu‖ ≤ λt for all t ≥ 0.
It is well known that if an Anosov flow f t is of class Cr, r ≥ 1, then for each x ∈M there
are a pair of embedded Cr-discs W s(x) and W u(x) called local strong stable and unstable
manifolds, and a number C > 0 such that
(1) TxW
s(x) = Es(x) and TxW
u(x) = Eu(x);
(2) if y ∈W u(x), then d(f−t(x), f−t(y)) ≤ Cλtd(x, y) for all t ≥ 0;
(3) if y ∈W s(x), then d(f t(x), f t(y)) ≤ Cλtd(x, y) for all t ≥ 0.
We define weak-unstable and weak-stable manifolds through x by
W cu =
⋃
t∈(−r,r)
W u(f t(x)), W cs =
⋃
t∈(−r,r)
W s(f t(x)).
Given an Anosov flow f t : M → M one can define a diffeomorphism f : M → M to be
the time-1 map of the flow. That is, f(x) := f1(x). Observe that such an f is partially
hyperbolic in the broad sense with Λ = M and Ecs = Ec ⊕ Es and satisfies Assumptions
(C1) and (C3) from §2.
We stress that even when the flow is known to have a unique equilibrium measure for a
certain potential function, this does not automatically imply uniqueness for the time-1 map;
the simplest example is a constant-time suspension flow over an Anosov diffeomorphism.
In this case the flow is topologically transitive but the time-1 map need not be.5 In fact
for Anosov flows this is the only obstruction to transitivity: if the flow is not topologically
conjugate to a constant-time suspension, then it is topologically mixing and in particular
the time-1 map is transitive [42, 26]. Even in this case, there may be measures that are
invariant for the map but not for the flow [43, Corollary 4], so uniqueness for the map is in
general a more subtle question.
5The time-1 map is transitive if and only if the constant value of the roof function is irrational.
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Given a Ho¨lder continuous function ψ : M → R (thought of as a potential for the flow),
consider ϕ(x) :=
∫ 1
0 ψ(f
τ (x)) dτ (thought of as a potential for the map). When the time-1
map is transitive, we obtain the following result.
Theorem 5.4. Let f t : M →M be an Anosov flow on a smooth compact manifold M . Let
f = f1 be the time-1 map of f t, and let mCx be the reference measures on V uloc(x) associated
to the potential function ϕ =
∫ 1
0 ψ ◦f τ dτ . If f is topologically transitive, then the following
statements hold:
(1) For every x ∈ M , the sequence of measures µn := 1n
∑n−1
k=0 f
k∗mCx/mCx(V uloc(x)) is
weak* convergent as n→∞ to a measure µϕ, which is independent of x.
(2) The measure µϕ is ergodic, gives positive weight to every open set in M , has the
Gibbs property (2.12), and is the unique equilibrium measure for (M,f, ϕ).
(3) For every rectangle R ⊂M with µϕ(R) > 0, the conditional measures µuy generated
by µϕ on unstable sets V
u
R (y) are equivalent for µϕ-a.e. y ∈ R to the reference
measures mCy |V uR (y). Moreover, there exists C0 > 0, independent of R and y, such
that for µϕ-a.e. y ∈ R we have
(5.10) C−10 ≤
dµuy
dmCy
(z)mCy(R) ≤ C0 for µuy -a.e. z ∈ V uR (y).
(4) The measure µϕ has local product structure.
Proof. It is enough to check that ϕ ∈ CB(M) and then apply Theorem 4.7. Since the
function ψ is Ho¨lder continuous, so is ϕ. In particular, ϕ satisfies Bowen’s property along
strong stable and unstable leaves. Moreover, ϕ satisfies Bowen’s property along the flow
direction: indeed, consider two points x = x(0) ∈M and y = x() for some  > 0. We have
|Snϕ(x)− Snϕ(y)| =
∣∣∣ ∫ n
0
ψ(f τ (x))dτ −
∫ n
0
ψ(f τ (y))dτ
∣∣∣
=
∣∣∣ ∫ n
0
ψ(f τ (x))dτ −
∫ n+

ψ(f τ (x))dτ
∣∣∣
=
∣∣∣ ∫ 
0
ψ(f τ (x)) dτ −
∫ n+
n
ψ(f τ (x)) dτ
∣∣∣ ≤ 2‖ψ‖∞.
Using the local product structure of the flow, this shows that ϕ ∈ CB(M), and thus com-
pletes the proof of the theorem. 
Remark 5.5. Theorem 5.4 applies to the geometric potential ϕ(x) = − log detDf |Eu(x)
and all its scalar multiples qϕ for q ∈ R; indeed, taking ψ(x) = limt→0−1t log detDf t|Eu(x),
we have ϕ =
∫ 1
0 ψ ◦f τ dτ , and ψ is Ho¨lder continuous because the distribution Eu is Ho¨lder
continuous. When q = 0 the measure produced in Theorem 5.4 is the unique MME; when
q = 1 it is the unique u-measure, which is the unique SRB measure for the flow.
We mention two alternate approaches to existence and/or uniqueness of equilibrium
measures in the setting of Theorem 5.4. First, the time-1 map of an Anosov flow has the
entropy expansivity property [21], which implies existence of an equilibrium measure for f
with respect to any continuous potential function ϕ. However, this approach does not say
anything about uniqueness, the Gibbs property, or local product structure.
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Substantially more information, including uniqueness, can be obtained by appealing to
the corresponding result for the flow itself. We are grateful to F. Rodriguez Hertz for
the following argument, which uses a simple construction that goes back to Walters [53,
Corollary 4.12(iii)] and Dinaburg [23].
Proposition 5.6. Let X be a compact metric space and {f t : X → X}t∈R a continuous
flow. Suppose that ψ : X → R is continuous and that there is a unique equilibrium measure
µ for ψ with respect to the flow f t. Suppose moreover that µ is weak mixing. Then µ
is the unique equilibrium measure for the time-1 map f = f1 and the potential function
ϕ(x) =
∫ 1
0 ψ(f
tx) dt.
Proof. First observe that the pressure of the flow (w.r.t. ψ) agrees with the pressure of the
map (w.r.t. ϕ) by [53, Corollary 4.12(iii)], so µ is automatically an equilibrium measure for
the map. It remains only to prove uniqueness.
First note that since ({f t}, µ) is weak mixing, then (f, µ) is ergodic [26, Proposition
3.4.40]. Now let ν be any equilibrium measure for (f = f1, ϕ); we claim that
∫ 1
0 f
t∗ν dt is an
equilibrium measure for ({f t}, ψ), and thus is equal to µ; then ergodicity will imply that
f t∗ν = µ for a.e. t, and thus ν = µ.
Since
∫ 1
0 f
t∗ν dt is flow-invariant (by f -invariance of ν), to show that it is an equilibrium
measure for the flow it suffices to prove that hf t∗ν(f) = hν(f) and
∫
ϕd(f t∗ν) =
∫
ϕdν for
all t. The first of these is standard. For the second we observe that∫
ϕd(f t∗ν) =
∫
M
∫ 1+t
t
ψ(f τx) dτ dν =
∫
M
(∫ 1
t
ψ(f τx) dτ +
∫ 1+t
1
ψ(f τx) dτ
)
dν
=
∫
M
(∫ 1
t
ψ(f τx) dτ +
∫ t
0
ψ(f τx) dτ
)
dν =
∫
M
∫ 1
0
ψ(f τx) dτ dν =
∫
ϕdν,
where the third equality uses f -invariance of ν. Then as argued above
∫ 1
0 f
t∗ν dt is an
equilibrium measure for the flow, so it is equal to µ, and ergodicity implies that ν = µ.
This proves that the unique equilibrium measure for the flow is also the unique equilibrium
measure for the map. 
In the specific case when f t is a topologically mixing Anosov flow and ψ is Ho¨lder
continuous, uniqueness of the equilibrium measure for the flow, together with the mixing
property, was shown in [9], and thus this argument establishes uniqueness for the time-1
map; moreover, the equilibrium measure is known to have the Gibbs property and local
product structure [30], providing another proof of some of the statements in Theorem 5.4.
5.2.2. Time-1 map of the frame flow. Let M be a closed oriented n-dimensional manifold
of negative sectional curvature. Consider the unit tangent bundle
SM = {(x, v) : x ∈M, v ∈ TxM, ‖v‖ = 1}
and the frame bundle
FM = {(x, v0, v1, . . . , vn−1) : x ∈M, vi ∈ TxM, and
{v0, . . . , vn−1} is a positively oriented orthonormal frame at x}.
18 VAUGHN CLIMENHAGA, YAKOV PESIN, AND AGNIESZKA ZELEROWICZ
We write v = (x, v0, v1, . . . , vn−1) for an element of FM . The geodesic flow gt : SM → SM
is defined by
gt(x, v) = (γ(x,v)(t), γ˙(x,v)(t)),
where γ(x,v)(t) is the unique geodesic determined by the vector (x, v), and the frame flow
f t : FM → FM is given by
f t(x, v0, v1, . . . , vn−1) = (gt(x, v0),Γtγ(v1), . . . ,Γ
t
γ(vn−1)),
where Γtγ is the parallel transport along the geodesic γ(x, v0). The flow f
t is partially
hyperbolic with splitting TFM = Es ⊕ Ec ⊕ Eu, where dimEc = dimSO(n − 1) and f t
acts isometrically on the center bundle.
Given x ∈M and v0 ∈ TxM with ‖v0‖ = 1, denote by Nx,v0 the compact set of positively
oriented orthonormal (n−1)-frames in TxM , which are orthogonal to v0. We will consider a
class of Ho¨lder potentials that are constant on each Nx,v0 ; this class contains the geometric
potentials.
We need to restrict our attention to the case when the time-1 map f is topologically
transitive; to this end, note that the frame flow f t preserves a smooth measure that is
locally the product of the Liouville measure with normalized Haar measure on SO(n− 1).
There are several cases in which the time-1 map f is known to be ergodic with respect to
this measure, and hence topologically transitive by [32, Proposition 4.1.18].
Proposition 5.7 ([12, Theorem 0.2]). Let f t be the frame flow on an n-dimensional com-
pact smooth Riemannian manifold with sectional curvature between −Λ2 and −λ2 for some
Λ, λ > 0. Then in each of the following cases the flow and its time-1 map are ergodic:
• if the curvature is constant,
• for a set of metrics of negative curvature which is open and dense in the C3 topology,
• if n is odd and n 6= 7,
• if n is even, n 6= 8, and λ/Λ > 0.93,
• if n = 7 or 8 and λ/Λ > 0.99023 . . ..
We therefore have the following result.
Theorem 5.8. Let (FM, f) be the time-1 map of a frame flow from one of the cases
in Proposition 5.7. Suppose that ϕ : FM → R is constant on fibers Nx,v0 and given by
ϕ(v) :=
∫ 1
0 ψ(f
τ (v))dτ , where ψ : FM → R is Ho¨lder continuous. Then the following are
true.
(1) For every v ∈ FM , the sequence of measures µn := 1n
∑n−1
k=0 f
k∗mCv/mCv(V uloc(v))
from (4.2) is weak∗ convergent as n→∞ to a measure µϕ, which is independent of
v.
(2) The measure µϕ is ergodic, gives positive weight to every open set in FM , has the
Gibbs property (2.12), and is the unique equilibrium measure for (FM, f, ϕ).
(3) For every rectangle R ⊂ FM with µϕ(R) > 0, the conditional measures µuv generated
by µϕ on unstable sets V
u
R (v) are equivalent for µϕ-a.e. v ∈ R to the reference
measures mCv|V uR (v). Moreover, there exists C0 > 0, independent of R and v, such
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that for µϕ-a.e. v ∈ R we have
(5.11) C−10 ≤
dµuv
dmCv
(w)mCv(R) ≤ C0 for µuv-a.e. w ∈ V uR (v).
(4) The measure µϕ has local product structure.
Proof. The same computation as in the proof of Theorem 5.4 shows that ϕ satisfies Bowen’s
property along strong stable and unstable leaves and along the flow direction; since ϕ is
constant along fibers this establishes the u- and cs-Bowen properties, and thus Theorem
4.7 applies. 
We point out that because the action of SO(n−1) is transitive on each fiber and commutes
with the flow, the geometric potential is constant on fibers, and thus Theorem 5.8 applies
to the geometric q-potential for every q ∈ R.
Remark 5.9. Equilibrium measures for frame flows were recently studied by Spatzier and
Visscher [51]; we briefly compare Theorem 5.8 to their results.
(1) When the manifold M has an odd dimension other than 7, it is shown in [51] that
for any Ho¨lder continuous potential which is constant on fibers Nx,v0 the frame
flow possesses a unique equilibrium measure. The authors show that this measure
is ergodic, fully supported, and has local product structure. However, whether this
measure is weak mixing remains unknown, and without this the argument in the
previous section cannot be used to deduce uniqueness for the time-1 map.
(2) For the equilibrium measures constructed in [51] it is shown that the conditional
measures generated by the equilibrium measure on central leaves are invariant under
the action of SO(n−1). This is a corollary of the fact that the equilibrium measure
has the local product property. Hence, a similar argument will work to establish the
same property for any equilibrium measure in Theorem 5.8.6
If µ is the unique equilibrium measure for the time-1 map of the flow (w.r.t. ϕ), then
each f t∗µ is also an equilibrium measure for (f, ϕ) by similar arguments to those in the
proof of Proposition 5.6, and by uniqueness we see that µ is flow-invariant; thus µ is an
equilibrium measure for the flow (w.r.t. ψ). Conversely, any equilibrium measure for the
flow is an equilibrium measure for the map, so µ is also the unique equilibrium measure for
the flow. Thus Theorem 5.8 has the following consequence, which extends [51] to a broader
class of manifolds.
Corollary 5.10. For manifold M satisfying one of the conditions listed in Proposition
5.7, and for any Ho¨lder continuous potential which is constant on fibers Nx,v0, the frame
flow possesses a unique equilibrium measure which is ergodic, fully supported, has the Gibbs
property and local product structure and satisfies (5.11).
5.2.3. Partially hyperbolic diffeomorphisms with compact center leaves. LetM be a compact
smooth Riemannian manifold and U ⊂M an open set. Let f : U →M be a diffeomorphism
onto its image and Λ ⊂ U a compact invariant set on which f is topologically transitive
and which has a partially hyperbolic invariant splitting TΛM = E
u ⊕ Ec ⊕ Es, where Eu
6We would like to thank Ralf Spatzier for this comment.
20 VAUGHN CLIMENHAGA, YAKOV PESIN, AND AGNIESZKA ZELEROWICZ
and Es are uniformly expanding and contracting, respectively. Suppose moreover that the
center distribution Ec is integrable to a continuous foliation with smooth leaves which are
compact and that supn ‖Dfn|Ec‖ <∞. Then Theorem 4.7 gives the following result.
Theorem 5.11. Let f,Λ be as above and let ϕ : Λ → R be a Ho¨lder continuous function
that is constant on each center leaf. Then there is C > 0 such that for every x ∈ Λ, the
measures mCx = mCx(·, P (ϕ)) on X = V uloc(x) ∩ Λ satisfy
(1) C−1 < mCx(V uloc(x) ∩ Λ) < C;
(2) C−1 < Jacpixy(z) < C for all rectangles R and x, y ∈ R, z ∈ V uR (x);
(3) the sequence (4.2) converges to a unique equilibrium measure µ = µϕ for ϕ;
(4) for µ-almost every y ∈M we have that the conditional measure µuy is equivalent to
mCy , with uniform bounds as in (4.3);
(5) µ has a local product structure.
In particular, Theorem 5.11 applies when f is a topologically transitive skew product
over a uniformly hyperbolic set that acts along the fibers by isometries, and when ϕ is a
Ho¨lder continuous potential function that is constant along fibers.
Remark 5.12. In this skew product case one can also give a proof of existence and unique-
ness of equilibrium measures by considering the dynamics of the factor map g on the original
uniformly hyperbolic set with respect to the Ho¨lder continuous potential Φ(x) = ϕ(x, ·). This
has a unique equilibrium measure ν by classical results, and using topological transitivity
one can argue that there is exactly one invariant measure on Λ that projects to ν,7 which
must be the unique equilibrium measure for ϕ. We note, though, that the other properties
of the equilibrium measure µϕ stated in Theorem 5.11 are new.
We describe a specific example of a partially hyperbolic diffeomorphism f for which
(1) the central distribution Ec integrates to a continuous foliation with smooth compact
leaves;
(2) ‖Df |Ec‖ ≤ 1;
(3) f is not topologically conjugate via a Ho¨lder continuous homeomorphism to a skew
product.
For a fixed α ∈ (0, 1) \Q consider a transformation B : T3 → T3 of the 3-torus given by
B(x, y, z) := (2x+ y, x+ y, z + α).
One can easily see that B commutes with a(x, y, z) = (−x,−y, z + 12) and hence induces
a map on M = T3/a. This map is topologically transitive and partially hyperbolic with
center foliation being the Seifert fibration of M (for definition and constructions of Seifert
fibrations see for example [37]). Consequently, B : M → M is an example of a partially
hyperbolic diffeomorphism to which Theorem 5.11 applies and which is not topologically
conjugate to a skew product.8
Finally, we give an example where (C1) fails and there are multiple equilibrium measures,
even though the growth along Ecs is subexponential.
7As described to us by Federico Rodriguez Hertz, the idea is to show that the conditional measures on
fibers must be given by Haar measure of a compact group acting transitively on fibers.
8We would like to thank Andrey Gogolyev for this example.
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Example 5.13. Consider the linear flow on the 2-torus T2 generated by the system of
differential equations:
x˙ = α and y˙ = β
for some positive numbers α, β whose ratio is irrational. Choose a small number t0 > 0.
One can find a function κ : [0, 1]→ [0, 1] which is C∞ except at the origin and satisfies
(1) κ(0) = 0 and κ(t) > 0 for t 6= 0;
(2) κ(t) = 1 for t ≥ t0;
(3)
∫ 1
0
1
κ(t)dt <∞.
Define a function ψ0 : T2 → [0, 1] by
ψ0(x, y) =
{
κ(
√
x2 + y2) if (x, y) ∈ B(0, t0),
1 otherwise
and then choose a point p = (x0, y0) ∈ T2 and introduce a transformation χ : T2 → T2 given
by χ = χ2 ◦ χ1 where
χ1(x, y) = (x− x0, y − y0), and χ2(x, y) = (x− yα/β, y/β).
Roughly speaking, χ transforms the flow lines near p into vertical lines near the origin.
Finally, consider a function ψ = ψ0 ◦ χ and the vector field
x˙ = ψα and y˙ = ψβ.
The corresponding flow gt has a fixed point at p and therefore taking a vector v ∈ TpT2 in
the direction of the flow, we obtain for g = g1 that ‖Dgnp v‖ is unbounded. On the other
hand, one can show that limn→∞ 1n log ‖Dgnp ‖ = 0. In addition, since ψ0(x, y) = ψ0(x,−y),
one can show that for any x 6= p there exists L(x) > 0 such that ‖Dgnxu‖ ≤ L(x)‖u‖ for
any u ∈ TxT2.
Property (3) of function κ guarantees that the map g preserves a probability measure mκ
which is absolutely continuous with respect to area. Another invariant measure for g is the
delta measure at p, δp.
Let now A : T2 → T2 be a hyperbolic toral automorphism and let f : T4 → T4 be given by
f(x, y) = (Ax, gy), where x, y ∈ T2. Then f is partially hyperbolic on T4 with Eu coming
from the unstable eigenspace of A and Ecs = Es ⊕ T2 where Es is the stable eigenspace of
A. Condition (C3) is clearly satisfied and (C2) holds because A is topologically mixing and
g is topologically transitive. However, (C1) fails and so does the conclusion of Theorem 4.7
for ϕ = 0: writing m for Lebesgue measure on T2, the measures m ×mκ and m × δp are
both measures of maximal entropy for f .
Note that the above direct product construction of the map f together with Theorem
5.11 allow us to obtain a new proof of the well known result that if g : M → M is a
topologically transitive isometry, then g is uniquely ergodic.
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Part 2. Proofs
6. Basic properties of reference measures
Now we begin to prove the results from §4, starting with Theorem 4.2 in this section,
and the remaining results in §§7–8.
Statement (4) of Theorem 4.2 is immediate from the definitions. Statement (2) is proved
in §6.1. Most of the rest of the section is devoted to the following result, which is proved
in §§6.2–6.4.
For convenience, given x ∈ Λ and δ ∈ (0, τ) we will write
BΛ(x, δ) = B(x, δ) ∩ Λ and BuΛ(x, δ) := Bu(x, δ) ∩ Λ = B(x, δ) ∩ V uloc(x) ∩ Λ.
Proposition 6.1. For every r1 ∈ (0, τ) and r2 ∈ (0, τ/3] there is Q1 > 1 such that for
every x ∈ Λ and n ∈ N we have
(6.1) Q−11 e
nP (ϕ) ≤ Zsepn (BuΛ(x, r1), ϕ, r2) ≤ Q1enP (ϕ).
In the course of the proof of Proposition 6.1, we establish Statement (1) of Theorem 4.2;
see §6.3.4. Then in §6.5 we prove Statement (3).
Throughout, we recall that Λ is a compact f -invariant set that is partially hyperbolic in
the broad sense, on which (C1) and (C2) are satisfied (so Ecs is Lyapunov stable and f |Λ
is topologically transitive) and the local product structure condition (C3) holds. We also
assume that ϕ : Λ→ R is a potential function satisfying the u- and cs-Bowen properties with
constants Qu and Qcs, as in §4.1. Recall that occasionally we use the following notation:
given A,B,C, a ≥ 0, we write A = C±aB as shorthand to mean C−aB ≤ A ≤ CaB.
Many of the techniques used in the proof of Proposition 6.1 are adapted from Bowen’s pa-
per [7]; the underlying principle is that if Zn is a ‘nearly multiplicative’ sequence of numbers
satisfying Zn+k = Q
±1ZnZk for some Q independent of n, k, then P = limn→∞ 1n logZn
exists and Zn = Q
±1enP (see [17, Lemmas 6.2–6.4] for a proof of this elementary fact). The
proofs here are more involved than those in [7] because the partition sums in (6.1) actually
depend on x, r1, r2, so we must control how they vary when these parameters are changed.
6.1. Reference measures are Borel. An outer measure m on a metric space (X, d) is
said to be a metric outer measure if m(E ∪ F ) = m(E) + m(F ) whenever d(E,F ) :=
inf{d(x, y) : x ∈ E, y ∈ F} > 0. By [25, §2.3.2(9)], every metric outer measure is Borel, so
to prove Statement (2) it suffices to show that mCx is metric. To this end, note that given
x ∈ Λ and y ∈ X = V uloc(x) ∩ Λ, we have diamBun(y, r) ≤ rλn → 0 as n→∞, and thus for
any E,F ⊂ X with d(E,F ) > 0, there is N ∈ N such that Bn(y, r)∩Bk(z, r) = ∅ whenever
y ∈ E, z ∈ F , and k, n ≥ N . In particular, for this (and larger) N , every G used in (3.4)
splits into two disjoint subsets, one that covers E and one that covers F , which implies
that mCx(E ∪ F ) = mCx(E) +mCx(F ), so mCx is a metric outer measure.
6.2. Uniform transitivity of local unstable leaves. We will need the following conse-
quence of topological transitivity.
Lemma 6.2. For every δ > 0 there is n ∈ N such that for every x, y ∈ Λ, there is 0 ≤ k ≤ n
such that fk(BuΛ(x, δ)) ∩Bcs(y, δ) 6= ∅.
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Proof. Let ∆ = {(x, y) ∈ Λ × Λ : d(x, y) ≤ }, where  > 0 is small enough so that the
Smale bracket [x, y] = V csloc(x) ∩ V uloc(y) defines a continuous map ∆ → Λ. The function
G(x, y) = max{d([x, y], x), d([x, y], y)} is continuous on ∆ and vanishes on the diagonal
∆0. Thus there is δ1 ∈ (0, δ/2) such that d(x, y) < δ1 implies G(x, y) < δ/2, and similarly
there is δ2 ∈ (0, δ1/2) such that d(x, y) < δ2 implies G(x, y) < δ1/2.
Now fix x ∈ Λ and let U = BΛ(x, δ2). Given n ∈ N, let
γn := sup
{
γ > 0 : there exists y ∈ Λ such that B(y, γ) ∩
n⋃
k=0
fk(U) = ∅
}
.
If γn 6→ 0, then there are yn ∈ Λ and γ > 0 such that BΛ(yn, γ) ⊂ Λ \
⋃n
k=0 f
k(U) for all n,
and thus any limit point y = limj→∞ ynj has B(y, γ)∩fk(U) = ∅ for all k ∈ N, contradicting
topological transitivity of f |Λ. Thus γn → 0, and in particular, B(y, δ2)∩
⋃n
k=0 f
k(U) 6= ∅.
x
δ2
δ1
1
2
δ
zV uloc(x)
f−kp f−kq
V uloc(f
−kp)
V csloc(f
−kq)
y δ2
1
2
δ1
δ
fk(U)
p
q
V uloc(p)
V csloc(y)
fkz
fk
Figure 6.1. Proving Lemma 6.2.
Now given x, y ∈ Λ, this argument gives k ∈ [0, n] and p ∈ fk(U) ∩ B(y, δ2); see Figure
6.1. Let q = [y, p], so q ∈ Bcs(y, δ1/2) ∩Bu(p, δ1/2) by our choice of δ2. It follows that
f−k(q) ∈ Bu(f−k(p), δ1/2) ⊂ B(x, δ1/2 + δ2) ⊂ B(x, δ1).
Now by our choice of δ1, we have z := [f
−k(q), x] ∈ Bcs(f−k(q), δ/2) ∩ Bu(x, δ/2), so
fk(z) ∈ Bcs(q, δ/2) ⊂ Bcs(y, δ), which proves the lemma. 
6.3. Preliminary partition sum estimates. Now we need to compare the partition
sums Zspann (BuΛ(x, r1), ϕ, r2) and Z
sep
n (BuΛ(x, r1), ϕ, r2) from (2.9) for various x ∈ Λ and
0 < r1, r2 ≤ τ . It will be useful to note that given x ∈ Λ and y ∈ Bun(x, r2), we have
dn(x, y) = max
0≤k≤n
d(fk(x), fk(y)) = d(fn(x), fn(y)),
so that in particular, Bun(x, r2) = f
−n(Bu(fnx, r2)).
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6.3.1. Comparing spanning and separated sets.
Lemma 6.3. For every x ∈ Λ, n ∈ N, and r1, r2 ∈ (0, τ ] we have
Zspann (B
u
Λ(x, r1), ϕ, r2) ≤ Zsepn (BuΛ(x, r1), ϕ, r2) ≤ eQuZspann (BuΛ(x, r1), ϕ, r2/2).
Proof. If E ⊂ Bu(x, r1) is a maximal (n, r2)-separated set, then it must be an (n, r2)-
spanning set as well, otherwise we could add another point to it while remaining (n, r2)-
separated. Thus
Zspann (B
u
Λ(x, r1), ϕ, r2) ≤
∑
z∈E
eSnϕ(z) ≤ Zsepn (BuΛ(x, r1), ϕ, r2),
which proves the first inequality. Now let F ⊂ BuΛ(x, r1) be any (n, r2/2)-spanning set.
Given any (n, r2)-separated set E ⊂ BuΛ(x, r1), every z ∈ E has a point y(z) ∈ F ∩
Bun(z, r2/2), and the map z 7→ y(z) is injective, so
Zsepn (B
u
Λ(x, r1), ϕ, r2) ≤
∑
z∈E
eSnϕ(z) ≤
∑
z∈E
eSnϕ(y(z))+Qu ≤ eQu
∑
y∈F
eSnϕ(y).
Taking an infimum over all such F gives the second inequality. 
6.3.2. Changing leaves. Let  > 0 be such that [y, z] exists whenever d(y, z) < . Without
loss of generality we assume that  ≤ τ/3. The following two statements allow us to compare
partition sums along different leaves.
Lemma 6.4. Given any r1 ∈ (0, ) and r2 ∈ (0, τ/3], there are n1 = n1(r1) ∈ N and
Q2 = Q2(r1, r2) > 0 such that given any x, y ∈ Λ and n ≥ n1 we have
Zspann−n1(B
u
Λ(y, r1), ϕ, 3r2) ≤ Q2Zspann (BuΛ(x, r1), ϕ, r2).(6.2)
Proof. Choose  > 0 small enough that if x ∈ Λ, y ∈ BuΛ(x, r2), and z ∈ BcsΛ (x, ), then
V csloc(y)∩Bu(z, 2r2) 6= ∅; then let δ = δ() > 0 be given by (C1). By Lemma 6.2, there is n1 ∈
N such that for every x, y ∈ Λ there is k = k(x, y) ∈ [0, n1] with fk(BuΛ(x, r1))∩Bcs(y, δ) 6= ∅.
Now given x, y ∈ Λ, n ≥ n1, and any (n, r2)-spanning set E ⊂ BuΛ(x, r1), we will produce
an (n − n1, 3r2)-spanning set E′ ⊂ BuΛ(y, r1). To this end, let U =
⋃
z∈BuΛ(y,r1+r2) V
cs
loc(z),
and let pi : U → BuΛ(y, r1 + r2) be projection along center-stable leaves. We first claim that
E1 :=
n1⋃
k=0
pi(fk(E) ∩ U) ⊂ BuΛ(y, r1 + r2)
has the property that
(6.3)
⋃
w∈E1
Bun−n1(w, 2r2) ⊃ BuΛ(y, r1).
Indeed, given z ∈ BuΛ(y, r1), by the choice of n1 there are k ∈ [0, n1] and p ∈ BuΛ(x, r1) such
that fk(p) ∈ Bcs(z, δ), and since E is an (n, r2)-spanning set in BuΛ(x, r1), we can choose a
point q ∈ E ∩Bun(p, r2). Then
fk(q) ∈ Bun−k(fk(p), r2) ⊂ Bun−n1(fk(p), r2),
so for all 0 ≤ j < n − n1 we have d(f j(fkq), f j(fkp)) < r2. By (C1) we also have
d(f j(fkq), f j(pifkq)) ≤ , and thus our choice of  gives d(f j(pifkq), f j(pifkp)) < 2r2 for all
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such j. Since pi(fkp) = z, we conclude that pi(fk(q)) ∈ Bun−n1(z, 2r2), which proves (6.3).
To produce E′ ⊂ BuΛ(y, r1), consider the sets
E2 := E1 ∩BuΛ(y, r1), E3 := {z ∈ E1 \ E2 : Bun−n1(z, r2) ∩BuΛ(y, r1) 6= ∅}.
Define a map T : E3 → BuΛ(y, r1) by choosing for each z ∈ E3 some T (z) ∈ Bun−n1(z, r2)∩Λ.
Then E′ = E2 ∪ T (E3) is an (n− n1, 3r2)-spanning set in BuΛ(y, r1).
Given k ∈ [0, n1] and j ∈ {2, 3}, let Ekj = {p ∈ E : pi(fk(p)) ∈ Ej}, so
(6.4) E′ =
n1⋃
k=0
pifk(Ek2 ) ∪ T (pifk(Ek3 ))
By the cs-Bowen property, for each p ∈ E we have
(6.5) |Sn−n1ϕ(pi(fk(p)))− Sn−n1ϕ(fk(p))| ≤ Qcs.
Since T (z) ∈ Bun−n1(z, r2), the u-Bowen property gives
(6.6) |Sn−n1ϕ(T (z))− Sn−n1ϕ(z)| ≤ Qu.
Using the (n− n1, 3r2)-spanning property of E′ together with (6.4)–(6.6), we obtain
Zspann−n1(B
u
Λ(y, r1), ϕ, 3r2) ≤
∑
z∈E′
eSn−n1ϕ(z)
≤
n1∑
k=0
( ∑
p∈Ek2
eSn−n1ϕ(pi(f
k(p))) +
∑
p∈Ek3
eSn−n1ϕ(Tpi(f
k(p)))
)
≤
n1∑
k=0
( ∑
p∈Ek2
eSn−n1ϕ(f
kp)+Qcs +
∑
p∈Ek3
eSn−n1ϕ(f
k(p0)+Qcs+Qu
)
≤ (n1 + 1)
∑
p∈E
eSnϕ(p)+Qcs+Qu+n1‖ϕ‖.
Putting Q2 := (n1 + 1)e
Qcs+Qu+n1‖ϕ‖ and taking an infimum over all E proves (6.2). 
6.3.3. Changing scales.
Lemma 6.5. For every r2, r3 ∈ (0, τ ], there is n0 ∈ N such that for every x ∈ Λ and
r1 ∈ (0, τ ], we have
Zsepn (B
u
Λ(x, r1), ϕ, r3) ≤ en0‖ϕ‖Zsepn+n0(BuΛ(x, r1), ϕ, r2).
Proof. Choose n0 ∈ N such that r2λn0 < r3, where λ < 1 is as in Proposition 2.3. Then if
x ∈ Λ and y, z ∈ V uloc(x) are such that dn(y, z) ≥ r3, we must have dn+n0(y, z) ≥ r2. This
shows that any (n, r3)-separated subset E ⊂ BuΛ(x, r1) is (n+ n0, r2)-separated. Moreover,
we have ∑
y∈E
eSnϕ(y) ≤ en0‖ϕ‖
∑
y∈E
eSn+n0ϕ(y),
and taking a supremum over all such E completes the proof. 
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6.3.4. Correct growth rate. At this point we have enough machinery developed to prove
that the leafwise partition sums have the same growth rate as the overall partition sums so
that we can use the former to compute the topological pressure in (2.10). This is not yet
quite enough to conclude Proposition 6.1, but is an important step along the way.
Lemma 6.6. For every x ∈ Λ, r1 ∈ (0, ), and r2 ∈ (0, τ/3], we have
(6.7) P (ϕ) = lim
n→∞
1
n
logZspann (B
u
Λ(x, r1), ϕ, r2) = limn→∞
1
n
logZsepn (B
u
Λ(x, r1), ϕ, r2).
Proof. Given Y ⊂M , write
P
span
Y (r2) := limn→∞
1
n
logZspann (Y ∩ Λ, r2);
define P
sep
Y (r2), P
span
Y (r2), and P
sep
Y (r2) similarly. (Since ϕ is fixed throughout we omit it
from the notation.) It follows directly from Lemma 6.3 that
P
sep
BuΛ(x,r1)
(2r2) ≤ P spanBuΛ(x,r1)(r2) ≤ P
span
BuΛ(x,r1)
(r2) ≤ P sepBuΛ(x,r1)(r2),
and Lemma 6.5 gives P
sep
BuΛ(x,r1)
(r2) ≤ P sepBuΛ(x,r1)(2r2). It follows that both limits in (6.7) exist
and are independent of r2. We denote their common value by PBuΛ(x,r1)(ϕ). To complete
the proof we must show that this is equal to P (ϕ).
One direction is easy: any (n, r2)-separated subset of B
u
Λ(x, r1) is also an (n, r2)-separated
subset of Λ, so we immediately get P (ϕ) ≥ PBuΛ(x,r1)(ϕ). For the other direction, we will
need to use Condition (C1), which requires Lyapunov stability of Ecs.
To prove that P (ϕ) = PBuΛ(x,r1)(ϕ), let δ be given by (C1) with  = r2, and consider for
each y ∈ Λ the (relatively) open set Uy :=
⋃
z∈BuΛ(y,r1)B
cs
Λ (z, δ). Since Λ is compact, we
have Λ ⊂ ⋃Ni=1 Uyi for some {y1, . . . , yN}. Now for any x ∈ Λ, Lemma 6.4 gives (n−n1, 3r2)-
spanning sets Ei for B
u
Λ(yi, r1) such that∑
z∈Ei
eSnϕ(z) ≤ Q2Zspann (BuΛ(x, r1), ϕ, r2).
We claim that Ei is an (n − n1, 4r2)-spanning set for Uyi . Indeed, for every z ∈ Uyi we
have [z, yi] ∈ BuΛ(yi, r1) and hence there is p ∈ Ei such that dn(p, [z, yi]) < 3r2. Moreover,
dn(z, [z, yi]) < r2 using Condition (C1) and the fact that z ∈ Bcs([z, yi], δ); then the triangle
inequality proves the claim. Now writing E′ =
⋃N
i=1Ei, we see that E
′ is an (n− n1, 4r2)-
spanning set for Λ, and hence,
Zspann−n1(Λ, ϕ, 4r2) ≤ Q2NZspann (BuΛ(x, r1), ϕ, r2).
Taking logs, dividing by n, and sending n → ∞, r2 → 0 gives P (ϕ) ≤ PBuΛ(x,r1)(ϕ), which
proves Lemma 6.6. 
6.4. Uniform control of partition sums. Now we are nearly ready to use the estimates
from the preceding sections to prove Proposition 6.1. We need two more lemmas.
Given n ∈ N and r1, r2 ∈ (0, τ ], consider the quantity
(6.8) Zun(ϕ, r1, r2) := sup
x∈Λ
Zsepn (B
u
Λ(x, r1), ϕ, r2).
We have the following submultiplicativity result.
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Lemma 6.7. For every x ∈ Λ, r1, r2 ∈ (0, τ ], and k, ` ∈ N, we have
(6.9) Zsepk+`(B
u
Λ(x, r1), ϕ, r2) ≤ eQuZsepk (BuΛ(x, r1), ϕ, r2)Zu` (ϕ, r1, r2).
Proof. Given x ∈ Λ and k, ` ∈ N, let E ⊂ BuΛ(x, r1) be a (k + `, r2)-separated set. Let
E′ ⊂ E be a maximal (k, r2)-separated set, and given y ∈ E′ let Ey = E ∩Buk (y, r1). Then
fk(Ey) is an (`, r2)-separated subset of f
k(Buk (y, r1)∩Λ) = BuΛ(fk(y), r1), and we conclude
that ∑
y∈E
eSk+`ϕ(y) =
∑
y∈E′
∑
z∈Ey
eSk+`ϕ(z) =
∑
y∈E′
∑
z∈Ey
eSkϕ(z)eS`ϕ(f
k(z))
≤
∑
y∈E′
eSkϕ(y)+Qu
∑
z∈Ey
eS`ϕ(f
k(z))
≤ eQuZsepk (BuΛ(x, r1), ϕ, r2) maxy∈E′ Z
sep
` (B
u
Λ(f
k(y), r1), ϕ, r2),
where the first inequality uses the u-Bowen property. Taking a supremum over all choices
of E completes the proof. 
Now we can assemble Lemmas 6.3, 6.4, 6.5, and 6.7 into the following result that lets us
change parameters x and r2 in partition sums more or less at will.
9
Lemma 6.8. For every r1 ∈ (0, ) and r2, r′2 ∈ (0, τ/3] there is Q3 such that for every
x, y ∈ Λ and n ∈ N, we have
Zsepn (B
u
Λ(x, r1), ϕ, r2) ≤ Q3Zsepn (BuΛ(y, r1), ϕ, r′2).
Proof. Let n1 be as in Lemma 6.4 (note that it only depends on r1, not on r2) and let n0
be as in Lemma 6.5, with r3 = r
′
2/6. Then for all x, y ∈ Λ, we have
Zsepn (B
u
Λ(y, r1), ϕ, r
′
2) ≤ eQuZspann (BuΛ(x, r1), ϕ, r′2/2) (Lemma 6.3)
≤ Q2eQuZspann+n1(BuΛ(x, r1), ϕ, r′2/6) (Lemma 6.4)
≤ Q2eQuZsepn+n1(BuΛ(x, r1), ϕ, r′2/6) (Lemma 6.3)
≤ Q2eQu+n0‖ϕ‖Zsepn+n0+n1(BuΛ(x, r1), ϕ, r2). (Lemma 6.5)
By Lemma 6.7, this gives
Zsepn (B
u(y, r1), ϕ, r
′
2) ≤ Q2e2Qu+n0‖ϕ‖Zsepn (Bu(x, r1), ϕ, r2)Zun0+n1(ϕ, r1, r2).
Putting Q3 = Q2e
2Qu+n0‖ϕ‖Zun0+n1(ϕ, r1, r2) completes the proof. 
Proof of Proposition 6.1. For the lower bound, we apply Lemma 6.7 iteratively to get
Zsepnk (B
u
Λ(x, r1), ϕ, r2) ≤ e(n−1)QuZuk (ϕ, r1, r2)n.
Taking logs, dividing by nk, and sending n→∞ gives
1
k
logZuk (ϕ, r1, r2) ≥ −
Qu
k
+ P (ϕ)
9With a little more work we could vary r1 as well, but we will not need this.
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by Lemma 6.6. Thus for every x ∈ Λ and k ∈ N, Lemma 6.8 gives
Zsepk (B
u(x, r1), ϕ, r2) ≥ Q−13 Zuk (ϕ, r1, r2) ≥ Q−13 e−QuekP (ϕ),
which proves the lower bound in (6.1) by taking Q1 ≥ Q3eQu .
For the upper bound in (6.1), start by letting n2 ∈ N be such that r2λ−n2 ≥ r2 + 2r1,
where once again λ < 1 is as in Proposition 2.3(3). Now fix x ∈ Λ and n ∈ N, and let
E0 ⊂ BuΛ(x, r1) be any (n, r2)-separated set. By Lemma 6.8, for every z ∈ Λ there is a
(n, r2)-separated set G(z) ⊂ BuΛ(z, r1) with
(6.10)
∑
p∈G(z)
eSnϕ(p) ≥ Q−13
∑
y∈E0
eSnϕ(y).
Given k = 1, 2, . . . , construct Ek ⊂ BuΛ(x, r1) iteratively by
(6.11) Ek =
⋃
y∈Ek−1
f−k(n+n2)(G(fk(n+n2)(y))).
We prove by induction that Ek is a ((k + 1)n + kn2, r2)-separated set. The case k = 0 is
true by our assumption on E0. For k ≥ 1, suppose that the set Ek−1 is (kn+(k−1)n2), r2)-
separated. Then given any p1, p2 ∈ Ek we have one of the following two cases.
(1) There is z ∈ Ek−1 with p1, p2 ∈ f−k(n+n2)(G(fk(n+n2)z)). By the definition of
G(fk(n+n2)(z)), this gives
d(k+1)n+kn2(p1, p2) ≥ dn(fk(n+n2)(p1), fk(n+n2)(p2)) ≥ r2.
(2) There are z1 6= z2 ∈ Ek−1 such that pi ∈ f−k(n+n2)(G(fk(n+n2))(zi)) for i = 1, 2.
Then f `(pi) ∈ Bu(f `(zi), r1) for all 0 ≤ ` < k(n + n2), and there is 0 ≤ j <
kn + (k − 1)n2 such that f j(z2) ∈ V uloc(f j(z1)) and d(f j(z1), f j(z2)) > r2. By our
choice of n2, we have
d(f j+n2(z1), f
j+n2(z2)) > r2 + 2r1 ≥ r2 +
2∑
i=1
d(f j+n2(zi), f
j+n2(pi)),
and the triangle inequality gives d(f j+n2(p1), f
j+n2(p2)) ≥ r2.
This completes the induction, and gives the following estimate:
(6.12) Zsep(k+1)n+kn2(B
u
Λ(x, r1), ϕ, r2) ≥
∑
y∈Ek
eS(k+1)n+kn2ϕ(y).
Write Z˜k for the sum on the right-hand side of (6.12). The definition of Ek in (6.11) gives
(6.13)
Z˜k =
∑
y∈Ek−1
∑
z∈f−k(n+n2)(G(fk(n+n2)(y)))
eS(k+1)n+kn2ϕ(z)
≥
∑
y∈Ek−1
eSkn+(k−1)n2ϕ(z)−Que−n2‖ϕ‖
∑
p∈G(fk(n+n2)(y))
eSnϕ(p)
≥ Q−13 e−Qu−n2‖ϕ‖Z˜k−1
∑
y∈E0
eSnϕ(y),
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where the last inequality uses (6.10). Writing Q4 := Q3e
Qu+n2‖ϕ‖ and applying (6.13) k
times yields
Z˜k ≥ Q−k4
( ∑
y∈E0
eSnϕ(y)
)k
.
Then (6.12) gives
Zsep(k+1)n+kn2(B
u
Λ(x, r1), ϕ, r2) ≥ Q−k4
( ∑
y∈E0
eSnϕ(y)
)k
.
Taking logs and dividing by k gives
n+ nk + n2
(k + 1)n+ kn2
logZsep(k+1)n+kn2(B
u
Λ(x, r1), ϕ, r2) ≥ − logQ4 + log
∑
y∈E0
eSnϕ(y).
Sending n→∞ and taking a supremum over all choices of E0, Lemma 6.6 yields
(n+ n2)P (ϕ) ≥ − logQ4 + logZsepn (BuΛ(x, r1), ϕ, r2),
and so Zsepn (BuΛ(x, r1), ϕ, r2) ≤ Q4e(n+n2)P (ϕ). Choosing Q1 ≥ Q4en2P (ϕ) completes the
proof of Proposition 6.1. 
6.5. Proof of Theorem 4.2. Fix x ∈ Λ and set X := V uloc(x) ∩ Λ. We showed in §3.2
that mCx defines a metric outer measure on X, and hence gives a Borel measure. Note that
the final claim in Theorem 4.2 about agreement on intersections is immediate from the
definition. Thus it remains to prove that mCx(X) ∈ [K−1,K], where K is independent of x;
this will complete the proof of Theorem 4.2.
We start with the following basic fact about local unstable leaves, which follows easily
from Proposition 2.3(4).
Lemma 6.9. For all r1, r2 ∈ (0, τ ] there is Q5 > 0 such that for all y ∈ Λ, there are k ≤ Q5
and z1, . . . , zk ∈ BuΛ(y, r2) such that
⋃k
i=1B
u
Λ(zi, r1) ⊃ BuΛ(y, r2).
Together with Proposition 6.1 this leads to the following.
Lemma 6.10. For every r ∈ (0, τ/3], there is a constant Q6 > 0 such that for every y ∈ Λ,
n ∈ N, and N ≥ n, we have
ZsepN (B
u
n(y, r) ∩ Λ, ϕ, r) ≤ Q6e(N−n)P (ϕ)eSnϕ(y).
Proof. Let ` ∈ N be such that λ` < 12 , where λ < 1 is as in Proposition 2.3(3). Given any
(N, r)-separated set E ⊂ Bun(y, r) ∩ Λ, we have d(fn(z1), fn(z2)) < 2r for every z1, z2 ∈ E,
and thus d(fn−`(z1), fn−`(z2)) < r, so fn−`(E) is an (N − n + `, r)-separated subset of
fn−`(Bun(y, r) ∩ Λ) ⊂ BuΛ(fn−`(y), r).
Applying Proposition 6.1 with r1 = /2 and r2 = r, gives Q1 = Q1(r) such that
ZsepN−n+`(B
u
Λ(f
n−`(y), /2), ϕ, r) ≤ Q1e(N−n+`)P (ϕ),
and so, applying Lemma 6.9 with r1 = /2 and r2 = 4, gives Q5 = Q5(r) such that∑
z∈fn−`(E)
eSN−n+`ϕ(z) ≤ ZsepN−n+`(BuΛ(fn−`(y), r), ϕ, r) ≤ Q5Q1e(N−n+`)P (ϕ).
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Thus we get ∑
z∈E
eSNϕ(z) =
∑
z∈E
eSn−`ϕ(z)eSN−n+`ϕ(f
n−`(z))
≤ eQueSn−`ϕ(y)
∑
z∈fn−`(E)
eSN−n+`ϕ(z)
≤ eQue`‖ϕ‖eSnϕ(y)Q5Q1e(N−n)P (ϕ)e`P (ϕ),
and so putting Q6 = e
Que`(‖ϕ‖+P (ϕ))Q5Q1 proves the result. 
Now we can complete the proof of Theorem 4.2. Fix r1 ∈ (0, τ), and note that Proposition
6.1 and Lemmas 6.3 and 6.9 apply with r2 = r. We will find Q7 > 0 such that
(6.14) Q−17 ≤ mCx(BuΛ(x, r1)) = mCx(Bu(x, r1)) ≤ Q7
for every x ∈ Λ; then Lemma 6.9 will complete the proof of the theorem by taking K =
Q7Q5.
For the upper bound in (6.14), let Q1 be given by Proposition 6.1 with r2 = r. By Lemma
6.3 and Proposition 6.1, for every N ∈ N there is an (N, r)-spanning set EN ⊂ BuΛ(x, r1)
with
∑
y∈EN e
SNϕ(y) ≤ Q1eNP (ϕ). Then (3.5) gives
(6.15) mCx(B
u
Λ(x, r1)) ≤ lim
N→∞
∑
y∈EN
e−NP (ϕ)eSNϕ(y) ≤ Q1.
For the lower bound in (6.14), let {(yi, ni)}i ⊂ (V uloc(x)∩Λ)×N be any finite or countable set
such that BuΛ(x, r1) ⊂
⋃
iB
u
ni(yi, r). By compactness, there is k ∈ N such that BuΛ(x, r1/2) ⊂⋃k
i=1B
u
ni(yi, r). Fix N ≥ max{n1, . . . , nk} and for each 1 ≤ i ≤ k, let Ei ⊂ Buni(yi, r) ∩ Λ
be a maximal (N, r)-separated set. Then
⋃k
i=1Ei is an (N, r)-spanning set for B
u
Λ(x, r1/2),
and we conclude that
(6.16)
k∑
i=1
∑
z∈Ei
eSNϕ(z) ≥ ZspanN (Bu(x, r1/2), ϕ, r)
≥ e−QuZsepN (BuΛ(x, r1/2), ϕ, 2r) ≥ Q−11 e−QueNP (ϕ),
where the second inequality uses Lemma 6.3, and the third uses Proposition 6.1 with
Q1 = Q1(r1/2, 2r).
Now we can use Lemma 6.10 to get the bound∑
z∈Ei
eSNϕ(z) ≤ ZsepN (Buni(yi, r) ∩ Λ, ϕ, r) ≤ Q6e(N−ni)P (ϕ)eSniϕ(yi)
for each 1 ≤ i ≤ k. Summing over i and using (6.16) gives
Q−11 e
−QueNP (ϕ) ≤
k∑
i=1
∑
z∈Ei
eSNϕ(z) ≤
k∑
i=1
Q6e
(N−ni)P (ϕ)eSniϕ(yi),
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and dividing both sides by eNP (ϕ) yields
Q−11 e
−Qu ≤ Q6
k∑
i=1
e−niP (ϕ)eSniϕ(yi).
Taking an infimum over all choices of {(yi, ni)}i and sending N →∞ gives mCx(BuΛ(x, r1)) ≥
Q−11 e
−QuQ−16 . Thus we can prove (6.14) and complete the proof of Theorem 4.2 by putting
Q7 = max{Q1, Q1eQuQ6}.
7. Behavior of reference measures under iteration and holonomy
7.1. Proof of Theorem 4.4. We will prove that for every Borel A ⊂ V uloc(f(x)) ∩ Λ,
(7.1) mCf(x)(A) =
∫
f−1A
eP (ϕ)−ϕ(y) dmCx(y),
which shows that f−1∗ mCf(x)  mCx and that the Radon–Nikodym derivative is g := eP (ϕ)−ϕ.
Given such an A, we approximate the integrand on the right-hand side of (7.1) by simple
functions; for every T ∈ N there are real numbers
inf
y∈f−1(A)
g(y) = aT1 < a
T
2 < · · · < aTT = sup
y∈f−1(A)
(g(y) + 1)
and disjoint sets
ETi := {y ∈ f−1(A) : aTi ≤ g(y) < aTi+1} for 1 ≤ i < T
such that f−1(A) =
⋃T−1
i=1 E
T
i ; since the union is disjoint we have
(7.2)
∫
f−1(A)
g(y) dmCx(y) = lim
T→∞
T−1∑
i=1
aTi m
C
x(E
T
i ) = lim
T→∞
T−1∑
i=1
aTi+1m
C
x(E
T
i ).
To prove (7.1), start by using the first equality in (7.2) and the definition of mCx in (3.5) to
write
(7.3)
∫
f−1(A)
g dmCx = lim
T→∞
T−1∑
i=1
aTi lim
N→∞
inf
∑
j
e−njP (ϕ)eSnjϕ(zj),
where the infimum is taken over all collections {Bunj (zj , r)} of u-Bowen balls with zj ∈
V uloc(x) ∩ Λ, nj ≥ N that cover ETi . Without loss of generality we can assume that
(7.4) Bunj (zj , r) ∩ ETi 6= ∅ for all j.
Consider the quantity
(7.5) RN := sup{|ϕ(y)− ϕ(z)| : y ∈ Λ, z ∈ BuN (y, τ/3)},
and note that RN → 0 as N → ∞ using uniform continuity of ϕ together with the fact
that diamBuN (y, τ/3) ≤ τλN → 0. Now by (7.4) we have
aTi ≥ g(zj)e−RN = e−RN eP (ϕ)e−ϕ(zj)
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for all j, and thus (7.3) gives∫
f−1(A)
g dmCx ≥ lim
T→∞
T−1∑
i=1
lim
N→∞
inf
∑
j
e−RN e−(nj−1)P (ϕ)eSnj−1ϕ(f(zj)),
where again the infimum is taken over all collections {Bunj (zj , r)} of u-Bowen balls with
zj ∈ V uloc(x) ∩ Λ, nj ≥ N that cover ETi . Observe that to each such collection there is
associated a cover of f(ETi ) by the u-Bowen balls f(B
u
nj (zj , r)) = B
u
nj−1(f(zj), r), and vice
versa, so we get ∫
f−1(A)
g(y) dmCx(y) ≥ lim
T→∞
T−1∑
i=1
mCf(x)(f(E
T
i )) = m
C
f(x)(A).
The reverse inequality is proved similarly by replacing aTi with a
T
i+1 in (7.3) and using the
second equality in (7.2). This completes the proof of (7.1), and hence of Theorem 4.4.
7.2. Proof of Corollary 4.5. Iterating (7.1), we obtain
(7.6) mCfn(x)(A) =
∫
f−n(A)
enP (ϕ)−Snϕ(y) dmCx(y)
for all A ⊂ V uloc(fn(x)). Fix δ ∈ (0, τ). Putting A = Bu(fn(x), δ) and observing that
f−n(Bu(fn(x), δ)) = Bun(x, δ), we can use Theorem 4.2 and the u-Bowen property to get
K ≥ mCfn(x)(Bu(fn(x), δ)) =
∫
Bun(x,δ)
enP (ϕ)−Snϕ(y) dmCx(y)
≥ e−QuenP (ϕ)−Snϕ(x)mCx(Bun(x, δ)).
This gives mCx(Bun(x, δ)) ≤ eQuKenP (ϕ)+Snϕ(x), proving the upper bound in (4.1). For the
lower bound, let k ∈ N be such that δλ−k > τ ; then Bu(y, δ) ⊃ f−k(V uloc(fk(y))) for all
y ∈ Λ, and again Theorem 4.2 and the u-Bowen property give
K−1 ≤ mCfn+k(x)(V uloc(fn+k(x))) ≤
∫
Bun(x,δ)
e(n+k)P (ϕ)−Sn+kϕ(y) dmCx(y)
≤ eQuek(P (ϕ)+‖ϕ‖)enP (ϕ)−Snϕ(x)mCx(Bun(x, δ)).
This proves Corollary 4.5.
7.3. Proof of Theorem 4.6. Let k ∈ N be such that for every y ∈ Λ there are z1, . . . , zk ∈
BuΛ(y, 2r) for which B
u
Λ(y, 2r) ⊂
⋃k
i=1B
u
Λ(zi, r). We can choose θ > 0 satisfying: if x, y ∈ Λ
are such that d(x, y) < θ, and a, b ∈ V uloc(x)∩Λ, p, q ∈ V uloc(y)∩Λ are such that p ∈ V csloc(a),
q ∈ V csloc(b), then d(p, q) ≤ d(a, b) + r.
Now let δ = δ(θ) > 0 be given by (C1), and let R ⊂ Λ be any rectangle with diam(R) < δ.
Given y, z ∈ R and E ⊂ V uR (y), we must compare mCy(E) and mCz (piyz(E)). In this case, for
any cover {Buni(xi, r)} of E with xi ∈ V uR (y) and ni ∈ N, we have d(fnixi, fni(piyzxi)) < 
by Condition (C1), and our choice of  gives
piyz(B
u
ni(xi, r) ∩ Λ) = piyz(f−ni(BuΛ(fni(xi), r))) = f−ni(pifnixi,fni (piyzxi)(BuΛ(fni(xi), r)))
⊂ f−ni(BuΛ(fni(piyz(xi)), 2r)).
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By our choice of k, for each i there are points x1i , . . . , x
k
i ⊂ BuΛ(fni(piyz(xi)), 2r) with
BuΛ(f
ni(piyz(xi)), 2r) ⊂
⋃k
j=1B
u
Λ(x
j
i , r). Thus {Buni(f−ni(xji ), r)}i,j is a cover of piyz(E), and
moreover for each i, j, the u- and cs-Bowen properties give
|Sniϕ(xi)− Sniϕ(xji )|
≤ |Sniϕ(xi)− Sniϕ(piyz(xi))|+ |Sniϕ(piyz(xi))− Sniϕ(xji )| ≤ Qu +Qcs.
Now we have ∑
i,j
e−niP (ϕ)eSniϕ(x
j
i ) ≤ keQu+Qcs
∑
i
e−niP (ϕ)eSniϕ(xi),
and taking an infimum over all such covers {Buni(xi, r)} of E gives
mCz (piyz(E)) ≤ keQu+QcsmCy(E).
By symmetry, we also get the reverse inequality, which completes the proof (we put σ = δ).
8. Proof of Theorem 4.7
To prove items (1)–(4) from Theorem 4.7, first observe that each measure µn has µn(Λ) =
1, and thus by weak*-compactness, there is a subsequence µnk that converges to an f -
invariant limiting probability measure.
The first step in the proof is to show that every limit measure µ has conditional measures
satisfying Statement (3), which we do in §8.1. By Theorem 4.6, this implies that µ has
local product structure, so it satisfies Statement (4) as well.
The second step is to use (4.3) to show that every limit measure µ satisfies the Gibbs
property and gives positive weight to every open set; this is relatively straightforward and
is done in §8.2.
The third step is to use the local product structure together with a variant of the Hopf
argument to show that every limit measure µ is ergodic; see §8.3.
For the fourth step, we recall that in the setting of an expansive homeomorphism, an
ergodic Gibbs measure was shown by Bowen to be the unique equilibrium measure; see [7,
Lemma 8]. In our setting, f may not be expansive, but we can adapt Bowen’s argument (as
presented in [32, Theorem 20.3.7]) so that it only requires expansivity along the unstable
direction, which still holds; see §8.4. Once this is done, it follows that (Λ, f, ϕ) has a unique
equilibrium measure µϕ, and that every limit measure of {µn} is equal to µϕ. In particular,
µn converges to this measure as well, which establishes Statement (1) and completes the
proof of Theorem 4.7.
8.1. Conditional measures of limit measures. To produce the equilibrium measure
µϕ using the reference measure m
C
x, we start by writing the measures f
n∗mCx in terms of
standard pairs (V uloc(y), ρ), where y ∈ fn(V uloc(x)) and ρ : V uloc(y)→ [0,∞) is a mCy -integrable
density function; each such pair determines a measure ρ dmCy on V uloc(y). By controlling the
density functions that appear in the standard pairs representing fn∗mCx, we can guarantee
that every limit measure µ of the sequence of measures µn =
1
n
∑n−1
k=0 f
k∗mCx has conditional
measures that satisfy part (3) of Theorem 4.7.
Fix x ∈ Λ and n ∈ N; let W = V uloc(x) and Wn = fn(W ∩ Λ). Then the iterate fn∗mCx is
supported on Wn, and Wn can be covered by finitely many local leaves V
u
loc(y). Iterating
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the formula for the Radon–Nikodym derivative in Theorem 4.4, we obtain for every y ∈Wn
and z ∈Wn ∩ V uloc(y) that
(8.1)
d(fn∗mCx)
dmCy
(z) = e−nP (ϕ)+Snϕ(f
−nz) =: gn(z).
Write ρyn(z) := gn(z)/gn(y); then the u-Bowen property gives
(8.2) ρyn(z) = e
Snϕ(f−nz)−Snϕ(f−ny) ∈ [e−Qu , eQu ].
Now suppose y1, . . . , ys ∈ Wn are such that the local leaves V uloc(yi) are disjoint. Then for
every Borel set E ⊂ ⋃si=1 V uloc(yi), we have
(8.3) fn∗m
C
x(E) =
s∑
i=1
∫
E
gn(z) dm
C
yi(z) =
s∑
i=1
gn(yi)
∫
E
ρyin (z) dm
C
yi(z).
In other words, one can write fn∗mCx on
⋃n
i=1 V
u
loc(yi) as a linear combination of the measures
ρyin dmCyi associated to the standard pairs (V
u
loc(yi), ρ
yi
n ), with coefficients given by gn(yi).
The crucial properties that we will use are the following.
(1) The uniform bounds given by (8.2) on the density functions ρyin allow us to control
the limiting behavior of fn∗mCx.
(2) When
⋃s
i=1 V
u
loc(yi) covers “enough” of Wn, the sum of the weights
∑s
i=1 gn(yi) can
be bounded away from 0 and ∞.
Given a rectangle R, the intersection Wn ∩ R is contained in a disjoint union of local
leaves, so that fn∗mCx|R is given by (8.3). We will use this to prove the following result.
Lemma 8.1. If µ is any limit point of the sequence µn from (4.2), then µ satisfies Statement
(3) of Theorem 4.7: given any rectangle R with µ(R) > 0, the conditional measures of µ
are equivalent to the reference measures mCx and satisfy the bound
(8.4) C−10 ≤
dµuy
dmCy
(z)mCy(R) ≤ C0 for µuy -a.e. z ∈ V uR (y).
Before starting the proof, we observe that although (8.3) gives good control of the condi-
tional measures of µn, it is not in general true that the conditionals of a limit are the limits
of the conditionals; that is, one does not automatically have (µn)
ξ
y → µξy whenever µn → µ.
In order to establish the desired properties for the conditional measures of µ, we will need
to use the fact that the conditionals of µn are represented by density functions for which
we have uniform bounds as in (8.2). We will also need the following characterization of the
conditional measures, which is an immediate consequence of [24, Corollary 5.21].
Proposition 8.2. Let µ be a finite Borel measure on Λ and let R ⊂ Λ be a rectangle with
µ(R) > 0. Let {ξ`}`∈N be a refining sequence of finite partitions of R that converge to the
partition ξ into local unstable sets V uR (x) = V
u
loc(x) ∩ R. Then there is a set R′ ⊂ R with
µ(R′) = µ(R) such that for every y ∈ R′ and every continuous ψ : R→ R, we have
(8.5)
∫
V uR (y)
ψ(z) dµξV uR (y)
(z) = lim
`→∞
1
µ(ξ`(y))
∫
ξ`(y)
ψ(z) dµ(z),
where ξn(y) denotes the element of the partition ξ` that contains y.
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Proof of Lemma 8.1. Note that it suffices to prove the lemma when diam(R) < σ, where
σ > 0 is as in Theorem 4.6, because any rectangle R can be covered by a finite number of
such rectangles, and Lemma 2.10 gives the relationship between the conditional measures
associated to two different rectangles.
Given a rectangle R ⊂ Λ with µ(R) > 0 and diam(R) < σ, let ξ` be a refining sequence
of finite partitions of R such that for every y ∈ R and ` ∈ N, the set ξ`(y) is a rectangle,
and
⋂
`∈N ξ`(y) = V
u
R (y).
Let R′ ⊂ R be the set given by Proposition 8.2. We prove that (8.4) holds for each
y ∈ R′. Recall that Wk = fk(V uloc(x) ∩ Λ), so that fk∗mCx is supported on Wk. Given
y ∈ R′ and `, k ∈ N, the set Wk ∩ ξ`(y) is contained in
⋃s
i=1 V
u
R (z
(i)
k,`) for some s ∈ N and
z
(1)
k,` , . . . , z
(s)
k,` ∈ Wk ∩ ξ`(y). Without loss of generality we assume that the sets V uR (z(i)k,`)
are disjoint. Following (8.3), we want to write fk∗mCx as a linear combination of measures
supported on these sets; the only problem is that some of these sets may not be completely
contained in Wk.
To address this, let I(k) = {i ∈ {1, . . . , s} : V uR (z(i)k,`) ⊂Wk}, and let νk,` be the restriction
of mCx to the set
⋃
i∈I(k) f
−kV uR (z
(i)
k,`) ⊂ V uloc(x). Then we have
(8.6) (fk∗m
C
x − fk∗ νk,`)|ξ`(y) = (fk∗mCx)|Zk for Zk :=
⋃
i∈I(k)c
Wk ∩ Λ ∩ V uloc(z(i)k,`),
and since V uR (z
(i)
k,`) ⊂ BuΛ(z(i)k,`, τ), we obtain that
Zk ⊂ {z ∈Wk : BuΛ(z, 2τ) 6⊂Wk}.
Taking the preimage gives
Yk := f
−kZk ⊂ {y ∈ V uloc(x) ∩ Λ : BuΛ(y, 2τλk) 6⊂ V uloc(x)},
so
⋂∞
k=1 Yk = ∅; we conclude that fk∗mCx(Zk) = mCx(Yk)→ 0 as k →∞, so (8.6) gives
lim
k→∞
‖(fk∗mCx − fk∗ νk,`)|ξ`(y)‖ = 0.
It follows that 1nj
∑nj−1
k=0 f
k∗ νk,` converges to µ|ξ`(y) in the weak* topology, and thus for
every continuous ψ : ξ`(y)→ R, (8.3) gives
(8.7)
∫
ξ`(y)
ψ dµ = lim
j→∞
1
nj
nj−1∑
k=0
∑
i∈I(k)
gk
(
z
(i)
k,`
) ∫
V uR (z
(i)
k,`)
ψ(z)ρ
z
(i)
k,`
k (z) d(m
C
z
(i)
k,`
)(z).
Given p, q ∈ R and a continuous function ψ : R→ R, (8.2) and Theorem 4.6 give∫
V uR (p)
ψ(z)ρpk(z) dm
C
p(z) = e
±Qu
∫
V uR (p)
ψ(z) dmCp(z) = e
±QuC±1
∫
V uR (q)
ψ(pipqz
′) dmCq (z
′).
Now assume that ψ > 0; then when the leaves V uR (p) and V
u
R (q) are sufficiently close, we
have ψ(pipqz
′) = 2±1ψ(z′), and thus for all sufficiently large `, (8.7) gives
(8.8)
∫
ξ`(y)
ψ dµ = (2eQuC)±1
(
lim
j→∞
1
nj
nj−1∑
k=0
∑
i∈I(k)
gk(z
(i)
k,`)
)∫
V uR (y)
ψ dmCy .
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When ψ ≡ 1 this gives
µ(ξ`(y)) = (2e
QuC)±1
(
lim
j→∞
1
nj
nj−1∑
k=0
∑
i∈I(k)
gk(z
(i)
k,`)
)
mCy(V
u
R (y)),
and so (8.5) yields∫
V uR (y)
ψ dµξV uR (y)
= (2eQuC)±2
1
mCy(V uR (y))
∫
V uR (y)
ψ dmCy .
Since ψ > 0 was arbitrary, this proves (8.4) and completes the proof of Lemma 8.1. 
8.2. Local product structure, Gibbs property, and full support. The fact that µ has
local product structure, is fully supported, and has the Gibbs property follows by the same
argument as in [17, §6.3.2]; here we outline the argument and prove two Lemmas that were
stated in [17] without proof. We point out that although [17] considers uniformly hyperbolic
systems, the proofs in [17, §6.3.2] work in our setting of a partially hyperbolic set satisfying
(C1)–(C3), with one exception: that section also includes a proof of ergodicity using the
standard Hopf argument, which requires uniform contraction in the stable direction, a
strictly stronger condition than our Condition (C1). Since we only assume (C1) here, we
prove ergodicity using a modified Hopf argument in §8.3.
Now we give the arguments. Local product structure follows from Theorem 4.6 and
(4.3): given a rectangle R with µ(R) > 0 and diam(R) < σ, for µ-a.e. y, z ∈ R and every
A ⊂ V uR (z), we have
(8.9) µuy(pizyA) = C
±1
0 m
C
y(pizyA)/m
C
y(R) = C
±1
0 C
±2mCz (A)/m
C
z (R) = (C0C)
±2µuz (A).
Thus the properties in Lemma 2.12 hold, establishing local product structure. The proofs
of full support and the Gibbs property use the following rectangles:
Rn(x, δ) := [Bun(x, δ) ∩ Λ, BcsΛ (x, δ)] = {[y, z] : y ∈ Bun(x, δ) ∩ Λ, z ∈ BcsΛ (x, δ)}.
Note that when n = 0 we get
R0(x, δ) = R(x, δ) = [BuΛ(x, δ), B
cs
Λ (x, δ)] = {[y, z] : y ∈ BuΛ(x, δ), z ∈ BcsΛ (x, δ)}
as in (2.2). The rectangles Rn(x, δ) are related to the Bowen balls Bn(x, δ) as follows.
Lemma 8.3. For every sufficiently small δ > 0, there are δ1, δ2 > 0 such that
(8.10) Rn(x, δ1) ⊂ Bn(x, δ) ∩ Λ ⊂ Rn(x, δ2)
for every x ∈ Λ and n ∈ N. Moreover, δ1, δ2 → 0 as δ → 0.
Proof. By Condition (C1), there is δ1 > 0 such that if γ is a curve with length ≤ δ1 and
n ≥ 0 is such that fnγ is a cs-curve, then fnγ has length ≤ δ/3. Then given p ∈ Rn(x, δ1),
we have p = [y, z] for some y ∈ Bun(x, δ1) ∩ Λ and z ∈ BcsΛ (x, δ1), and thus for every
0 ≤ k < n, Condition (C1) gives
fk(p) = [fk(y), fk(z)] ∈ [BuΛ(fk(x), δ1), BcsΛ (fk(x), δ/3)] ⊂ R(fk(x), δ/3) ⊂ B(fk(x), δ).
This proves the first inclusion in (8.10). For the second inclusion, observe that since V uloc(x)
and V csloc(x) depend continuously on x, for every sufficiently small δ > 0 there is δ2 > 0 such
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that BΛ(x, δ) ⊂ R(x, δ2) for all x ∈ Λ, and δ2 → 0 as δ → 0. Then given p ∈ Bn(x, δ) ∩ Λ,
for each 0 ≤ k < n we have
fk(p) ∈ BΛ(fk(x), δ) ⊂ R(fk(x), δ2),
so fk(p) = [yk, zk] for some yk ∈ BuΛ(fkx, δ2) and zk ∈ BcsΛ (fkx, δ2). We must have yk =
[fk(p), fk(x)] = fk([p, x]) = fk(y0) for each k, and thus y0 ∈ Bun(x, δ2), so p ∈ Rn(x, δ2). 
Lemma 8.4 ([17, Lemma 6.8]). Given δ > 0, there is Q8 > 0 such that for every x, δ, n as
above, we have
(8.11) µ(Rn(x, δ)) = Q
±1
8 e
−nP (ϕ)+Snϕ(x)µ(R(x, δ)).
Proof. Writing µuy for the conditional measures of µ on unstable leaves in R(z, δ), we have
µ(Rn(x, δ)) =
∫
R(x,δ)
µuy(Rn(x, δ)) dµ(y) = C
±1
0
∫
R(x,δ)
mCy(Rn(x, δ))
mCy(R(x, δ))
dµ(y)
= (KC0)
±1
∫
R(x,δ)
mCy(pixyBun(x, δ)) dµ(y) = (KC0C)
±1mCx(Bun(x, δ))µ(R(x, δ)),
where the first equality uses the definition of conditional measures, the second uses (4.3),
the third uses Theorem 4.2, and the fourth uses Theorem 4.6. Since Bun(x, δ) ⊂ Bun(x, δ) ⊂
Bun(x, 2δ), the result follows from the u-Gibbs property of m
C
x. 
To prove full support and the Gibbs property, it is enough to show that infx∈ΛR(x, δ) > 0
for every δ > 0. For this we need the following.
Lemma 8.5. For every sufficiently small δ > 0, there is δ′ > 0 such that for every z ∈ Λ
and x ∈ R(z, δ′), we have R(z, δ′) ⊂ R(x, δ).
Proof. As in Lemma 8.3, given δ > 0 small, there is δ′ > 0 such that BΛ(x, 6δ′) ⊂ R(x, δ)
for all x ∈ Λ. Then for all z ∈ Λ and x ∈ R(z, δ′), we have x ∈ B(z, 3δ′) and thus
R(z, δ′) ⊂ BΛ(z, 3δ′) ⊂ BΛ(x, 6δ′) ⊂ R(x, δ). 
Lemma 8.6. If y ∈ Λ has a backwards orbit that is dense in Λ, then µ(R(y, θ)) > 0 for all
θ > 0.
Proof. Let δ = δ(θ) > 0 be given by Condition (C1), and let δ′ = δ′(δ) > 0 as in Lemma
8.5. Since Λ is compact, there is a finite set E ⊂ Λ such that ⋃z∈E R(z, δ′) = Λ, and thus
there is z ∈ E with µ(R(z, δ′)) > 0. Since the backwards orbit of y is dense, there is n ≥ 0
such that x := f−n(y) ∈ R(z, δ′). By Lemma 8.5 and our choice of x, we have
µ(R(x, δ)) ≥ µ(R(z, δ′)) > 0.
By Lemma 8.4, we conclude that µ(Rn(x, δ)) > 0. Moreover, we have
fnRn(x, δ) ⊂ fn[Bun(x, δ) ∩ Λ, BcsΛ (x, θ)] ⊂ [BuΛ(y, δ), BcsΛ (y, θ)] = R(y, θ),
where the first inclusion uses Condition (C1). Since µ is f -invariant, this gives µ(R(y, θ)) ≥
µ(Rn(x, δ)) > 0, and since δ > 0 was arbitrary, this completes the proof. 
Lemma 8.6 proves that µ has full support. The Gibbs property follows from Lemmas 8.4
and 8.6.
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8.3. Ergodicity via a modified Hopf argument. In this section, we prove that if f |Λ
is topologically transitive and if µ is an f -invariant probability measure on Λ with local
product structure, then µ is ergodic.
Definition 8.7. A point z ∈ Λ is Birkhoff regular if the Birkhoff averages
ψ−(z) = lim
n→∞
1
n
n−1∑
k=0
ψ(f−kz) and ψ+(z) = lim
n→∞
1
n
n−1∑
k=0
ψ(fkz)
are defined and equal to each other for every continuous function ψ on Λ. In this case we
write ψ(z) = ψ−(z) = ψ+(z) for their common value. The set of Birkhoff regular points is
denoted B.
Lemma 8.8. Let ψ : Λ→ R be continuous. Then
(1) for every x, y ∈ B with y ∈ V uloc(x), we have ψ(x) = ψ(y); and
(2) for every ζ > 0, there is  > 0 such that for every x, y ∈ B with y ∈ Bcs(x, ), we
have |ψ(x)− ψ(y)| < ζ.
Proof. Both statements rely on the following consequence of uniform continuity: for every
continuous ψ : Λ→ R and every ζ > 0, there is θ > 0 such that if xk, yk ∈ Λ are sequences
with lim supk→∞ d(xk, yk) ≤ θ, then lim supn→∞ | 1n
∑n
k=1 f(xk) − 1n
∑n
k=1 f(yk)| < ζ. For
the first claim in the lemma, put xk = f
−k(x) and yk = f−k(y) so that d(xk, yk) → 0 and
θ > 0 can be taken arbitrarily small. For the second claim in the lemma, use Condition
(C1) to get  > 0 such that y ∈ Bcs(x, ) implies d(fkx, fky) ≤ θ for all k ≥ 0, so that in
particular lim supk→∞ d(fk(x), fk(y)) ≤ θ. 
Now let µ have local product structure, and consider the set
(8.12) Aµ := {x ∈ B : µux(V uloc(x) \ B) = 0}
of all points x for which µux-a.e. point in V
u
loc(x) is Birkhoff regular for µ. By the Birkhoff
ergodic theorem, we have µ(B) = 1, so µ(M \ B) = 0, and thus the disintegration into
conditional measures in (2.5) gives µux(M \ B) = 0 for µ-a.e. x; in other words, µ(Aµ) = 1.
Thus to prove that µ is ergodic, it suffices to prove that ψ is constant on Aµ, which we do
in the next lemma.
Lemma 8.9. Given any x, ω ∈ Aµ, we have ψ(ω) = ψ(x).
Proof. Fix  > 0 small enough that B(x, ) ∩ Λ is contained in a rectangle R on which µ
has local product structure. By Lemma 6.2, there exists k ∈ N such that
τλk < /2 and fk(Bu(ω, /2)) ∩Bcs(x, ) 6= ∅.
Let p denote a point in the intersection; then p ∈ Bcs(x, ) and f−k(p) ∈ Bu(ω, ), so by
our choice of k we have f−k(V uR (p)) ⊂ Bu(f−kp, /2) ⊂ Bu(ω, ); see Figure 8.1. Since
µuω(B
u
Λ(ω, ) \ B) = 0, we conclude that µup(V uR (p) \ B) = 0 by Lemma 2.11. Similarly,
µux(V
u
R (x)\B) = 0; since µ has local product structure, this implies that µup(pixp(V uR (x)\B)) =
0, and thus µp(V
u
R (p) \ (B ∩ pixpB)) = 0. In particular, there exists z ∈ V uR (p) ∩ B ∩ pixpB,
so that y = pipx(z) ∈ V uR (x) ∩ B. Then we have
ψ(x) = ψ(y) and ψ(ω) = ψ(f−kz) = ψ(z)
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Bu(ω, ǫ)
x
p
V csloc(x)
ω
y
z
V csloc(z)
V uloc(x)
V uloc(p) ⊂ fk(Bu(ω, ǫ))
Figure 8.1. Birkhoff averages are essentially constant.
where the first two equalities use the first part of Lemma 8.8. This gives |ψ(ω) − ψ(x)| =
|ψ(z)−ψ(y)|. Moreover, given any ζ > 0, we can use the second part of Lemma 8.8 to choose
 > 0 so small that |ψ(z)− ψ(y)| < ζ. Letting ζ → 0 we conclude that ψ(ω) = ψ(x). 
8.4. Uniqueness via Bowen’s argument. In this section we prove the following result.
Proposition 8.10. Let Λ, f, ϕ be as in §4.1, and let µ be an ergodic f -invariant probability
measure on Λ such that the conditional measures µux are equivalent to the Carathe´odory
measures mCx for µ-a.e. x. Then µ is the unique equilibrium measure for ϕ.
We start by recalling some definitions and facts from [31] regarding entropy along the
unstable foliation.
For a partition α of Λ, let α(x) denote the element of α containing x. If α and β are
two partitions such that α(x) ⊂ β(x) for all x ∈ Λ, we then write α ≥ β. For a measurable
partition β, we denote βnm =
∨n
i=m f
−iβ. Take 0 > 0 small. Let Q = Q0 denote the set
of finite measurable partitions of Λ whose elements have diameters not exceeding 0. For
each β ∈ Q we define a finer partition η = Qu(β) such that η(x) = β(x) ∩ V uloc(x) for each
x ∈ Λ. Let Qu = Qu0 denote the set of all partitions obtained this way.
Given a measure ν and measurable partitions α and η, let
(8.13) Hν(α|η) := −
∫
Λ
log νη(x)(α(x)) dν(x)
denote the conditional entropy of α given η with respect to ν, where {νη(x)} is a family of
(normalized) conditional measures of ν relative to η.
The conditional entropy of f with respect to a measurable partition α given η ∈ Qu is
defined as
(8.14) hν(f, α|η) = lim sup
n→∞
1
n
Hν(α
n−1
0 |η).
The following is a direct consequence of [31, Theorem A and Corollary A.1] stated in our
setting.
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Proposition 8.11. Suppose ν is an ergodic measure. Then for any α ∈ Q and γ ∈ Qu
one has that
(8.15) hν(f) = hν(f, α|γ).
We recall the following technical result.
Lemma 8.12. Let α, β, and γ be measurable partitions with Hν(α|γ), Hν(β|γ) <∞.
(1) If γ ≥ β, then Hν(α|γ) ≤ Hν(α|β);
(2) Hν(α
n−1
0 |γ) = Hν(α|γ) +
∑n−1
i=1 Hν(α|f i(αi−10 ∨ γ)).
Statement (1) of Lemma 8.12 is well known and can be found for example in [49]. State-
ment (2) is proved in [31] as Lemma 2.6(i). We use these to prove the following lemma.
Lemma 8.13. For any α ∈ Q and γ ∈ Qu one has that
(8.16) hµ(f, α|γ) ≤ Hµ(α|Qu(fα)).
Proof. We start with an observation regarding the partition f i(αi−10 ∨ γ) from Lemma
8.12(2): because α ∈ Q, every element of αi−10 has diameter < 0 in the dynamical metric
di, and is thus contained in Bi(x, 0) for some x. Since γ ∈ Qu, we have γ(x) ⊂ V uloc(x), and
thus every element of αi−10 ∨ γ is contained in Bi(x, 0)∩ V uloc(x) = Bui (x, 0) for some x. It
follows that every element of f i(αi−10 ∨ γ) is contained in f i(Bui (x, 0)) ⊂ Bu(f i−1x, 0) for
some x. This gives
(f i(αi−10 ∨ γ))(y) ⊂ (fα)(y) ∩ V uloc(y) = (Qu(fα))(y),
and thus f i(αi−10 ∨ γ) ≥ Qu(fα). We deduce that
Hµ(α
n−1
0 |γ) = Hµ(α|γ) +
n−1∑
i=1
Hµ(α|f i(αi−10 ∨ γ))
≤ Hµ(α|γ) + (n− 1)Hµ(α|Qu(fα)),
where the first line uses Statement (2) of Lemma 8.12, and the second line uses Statement
(1) of that lemma. Dividing both sides by n and sending n → ∞ concludes the proof of
Lemma 8.13. 
Now we prove Proposition 8.10. Since every ergodic component of an equilibrium measure
is itself an equilibrium measure, it suffices to prove that µ is the only ergodic equilibrium
measure for ϕ. Moreover, if ν  µ is ergodic, then ergodicity of µ implies that ν = µ;
thus it suffices to consider an ergodic measure ν such that ν ⊥ µ, and prove that Pν :=
hν(ϕ) +
∫
M ϕdν < P (ϕ).
With 0 as above, let R ∈ Q0 be a finite partition by m rectangles as in Lemma 2.8,
so that each rectangle has diameter < 0, is the closure of its interior, and moreover has
(µ+ν)-null boundary, where we use the relative topology on Λ. Choose one point from the
interior of each rectangle and enumerate them as x1, . . . , xm ∈ Λ. Fix R > 0 such that
(8.17) BuΛ(y, R) ⊂ R(xi) for all i = 1, . . . ,m and y ∈ V csR(xi)(xi),
as in Figure 8.2. As shown in that figure, for n ∈ N let Rn be a partition by rectangles
obtained by dividing each rectangle in R further into rectangles in such a way that
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x1
x2
x3
R
ǫR
V csloc(x3) Rn
Figure 8.2. The partitions R and Rn, and the choice of R.
• for every R ∈ Rn and R0 ∈ R with R ⊂ R0, and every x ∈ R, we have V uR (x) =
V uR0(x);
• for every R ∈ Rn, every x ∈ R, and every k = 0, . . . , n, the diameter of f−k(V csR (x))
does not exceed R.
The first of these items guarantees that Qu(R) = Qu(Rn) for every n, and the second
guarantees that the partition by rectangles αn := f
−nRn is also contained in Q. Observe
that
(8.18)
nhν(f) = hν(f
n) = hν(f
n, αn|Qu(αn))
≤ Hν(αn|Qu(Rn)) = Hν(αn|Qu(R)),
where the first equality is a standard fact about entropy, the second equality uses Proposi-
tion 8.11, and the inequality uses Lemma 8.13.
For every element η ∈ Qu(R), let νη denote the conditional measure of ν on η (relative
to the measurable partition Qu(R) of Λ); we also write this as νux when η is the partition
element containing x. Let also mCη denote the Carathe´odory measure on η.
As in Definition 8.7, let B denote the set of Birkhoff regular points, and consider as in
(8.12) the sets
Aν = {x ∈ B : νux (V uloc(x) \ B) = 0}, Aµ = {x ∈ B : µux(V uloc(x) \ B) = 0}.
The same argument as given there shows that ν(Aν) = 1 and µ(Aµ) = 1. Let ψ : Λ→ R be
a continuous function such that
∫
ψ dν 6= ∫ ψ dµ, and consider the following sets of generic
points:
Gψν =
{
x ∈ B : ψ(x) =
∫
ψ dν
}
, Gψµ =
{
x ∈ B : ψ(x) =
∫
ψ dµ
}
.
By the Birkhoff ergodic theorem and the fact that ν, µ are ergodic, we have ν(Gψν ) =
µ(Gψµ) = 1.
Lemma 8.14. For every x ∈ Aν ∩ Gψν , writing η = η(x), the measures νη = νux and mCη
are mutually singular, and in particular, satisfy νη(η \ B) = 0 and mCx(η ∩ B) = 0.
Proof. Suppose to the contrary that νux and m
C
x are not mutually singular; then since
νux (η(x) \ B) = 0, we must have mCx(η(x) ∩ B) > 0. Fix 0 < ζ < |
∫
ψ dµ − ∫ ψ dν| and
let  > 0 be given by Lemma 8.8. Since µ gives positive measure to every open set in Λ,
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there exist p ∈ B(x, ) ∩ Aµ ∩ Gψµ . In particular, η(p) ∩ B has full µup -measure, and thus
also has full mCp -measure by (4.3). As in the proof of Lemma 8.9 (see also Figure 8.1),
we conclude that mCη(p)(pixp(η(x) ∩ B) ∩ B) > 0, and thus there exists y ∈ B ∩ η such that
z := V csloc(y) ∩ η(p) ∈ B, and Lemma 8.8 gives
ψ(x) = ψ(y) = ψ(z)± ζ = ψ(p)± ζ.
Since x ∈ Gψν and p ∈ Gψµ , we conclude that
∫
ψ dν =
∫
ψ dµ± ζ, contradicting our choice
of ζ, and we conclude that νux and m
C
x are mutually singular, as claimed. 
We continue with the proof of uniqueness. By Lemma 8.14, for every x ∈ Aν ∩ Gψν , we
have νη(x)(η(x) ∩ B) = 1 and mCη(x)(η(x) ∩ B) = 0. Thus for every k ∈ N there are sets
Gk ⊂ Uk ⊂ η(x) such that Gk is compact, Uk is (relatively) open, νη(x)(Gk) → 1, and
mCη(x)(Uk) → 0. Since the diameter of every element in αn ∩ η(x) goes to 0 uniformly as
n→∞, we can choose for each n a set Cη(x)n ⊂ η(x) and a value of k = k(n) such that
(1) C
η(x)
n is a union of elements of αn ∩ η(x),
(2) Gk ⊂ Cη(x)n ⊂ Uk, and
(3) k →∞ as n→∞.
In particular, the sequence of sets C
η(x)
n satisfies
(8.19) lim
n→∞ νη(x)(C
η(x)
n ) = 1 and limn→∞m
C
η(x)(C
η(x)
n ) = 0.
By our construction of αn and the definition of R in (8.17), for every A ∈ αn there is a
point xA ∈ A with the property that
(8.20) Bun(y, R) ∩ Λ ⊂ A for all y ∈ V csA (xA).
Given x ∈ Λ and A ∈ αn such that the intersection V csloc(xA)∩V uloc(x) is nonempty, denote the
unique point in this intersection by x
η(x)
A . Note that in particular, x
η
A is defined whenever
A ∩ η 6= ∅. With the convention that 0 log 0 = 0, (8.18) gives
nPν = n
(
hν(f) +
∫
ϕdν
)
≤
∫
Λ
(
− log νux
(
αn(x) ∩ η(x)
)
+ Snϕ(x)
)
dν(x)
=
∫
Λ/Qu(R)
∑
A∈αn
(
− νη(A ∩ η) log νη(A ∩ η) +
∫
A∩η
Snϕdνη
)
dν˜(η).
Whenever A∩ η 6= ∅, the point xηA exists, lies on V csA (xA), and the u-Bowen property gives
Snϕ(y) ≤ Snϕ(xηA) +Qu for all y ∈ A ∩ η. Thus we obtain
(8.21) nPν ≤
∫
Λ/Qu(R)
∑
A∈αn
νη(A ∩ η)
(
Snϕ(x
η
A)− log νη(A ∩ η)
)
dν˜(η) +Qu.
The next step is to separate the sum into two pieces, one corresponding to A ⊂ Cηn and the
other to A 6⊂ Cηn, and then bound each piece from above by the following general inequality
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from [32, (20.3.5)], which holds for all x1, . . . , xm ≥ 0 and b1, . . . , bm ∈ R:
(8.22)
m∑
i=1
xi(bi − log xi) ≤
( m∑
i=1
xi
)
log
( m∑
j=1
ebj
)
+
1
e
.
Fix a choice of η and αηn = {A ∈ αn : A ∩ η ⊂ Cηn}. Applying (8.22) to the sum over αηn,
with νη(A ∩ η) in place of the xi terms and Snϕ(xηA) in place of the bi terms, we obtain
(8.23)
∑
A∈αηn
νη(A ∩ η)
(
Snϕ(x
η
A)− log νη(A ∩ η)
)
≤ νη(Cηn) log
∑
A∈αηn
eSnϕ(x
η
A) +
1
e
.
Since the measures mCx satisfy the u-Gibbs property, there is a constant Q0 such that
eSnϕ(x) ≤ Q0enP (ϕ)mCx(Bun(x, R)) for all x ∈ Λ and n ∈ N, and thus (8.20) gives∑
A∈αηn
eSnϕ(x
η
A) ≤
∑
A∈αηn
Q0e
nP (ϕ)mCη(B
u
n(x
η
A, R)) ≤ Q0enP (ϕ)mCη(Cηn).
Together with (8.23), we obtain∫
Λ/Qu(R)
∑
A∈αηn
νη(A ∩ η)
(
Snϕ(x
η
A)− log νη(A ∩ η)
)
dν˜(η)
≤
∫
Λ/Qu(R)
(
νη(C
η
n)
(
logmCη(C
η
n) + nP (ϕ) + logQ0
)
+
1
e
)
dν˜(η).
A similar estimate holds if we replace αηn by αn \ αηn, and thus (8.21) gives
nPν ≤
∫
Λ/Qu(R)
(
νη(C
η
n) logm
C
η(C
η
n) + νη(η \ Cηn) logmCη (η \ Cηn)
)
dν˜(η)
+ nP (ϕ) + logQ0 +
2
e
.
Recalling (8.19), we see that the second term inside the integral is uniformly bounded
independent of n, while the first term goes to −∞ as n→∞ for every η; we conclude that
the integral goes to −∞ as n→∞, and thus
lim
n→∞
(
n(Pν − P (ϕ))− logQ0 − 2
e
)
= −∞.
This implies that Pν < P (ϕ), and thus ν is not an equilibrium measure for ϕ. We conclude
that µ is the unique equilibrium measure for ϕ, as claimed.
Appendix A. Lemmas on rectangles and conditional measures
Proof of Lemma 2.8. Let  > 0 be small enough that R(x, δ) as in (2.2) is defined for all
x ∈ Λ and δ ∈ (0, ). Then given x ∈ Λ, the function δ 7→ µ(R(x, δ)) is monotonic on
(0, ), and hence continuous at all but countably many values of δ. Let δ(x) be a point of
continuity; then µ(∂R(x, δ)) = 0. Note that {intR(x, δ(x)) : x ∈ Λ} is an open cover for
the compact set Λ, so there are x1, . . . , xn ∈ Λ such that writing δi = δ(xi), the rectangles
{R(xi, δi)}ni=1 cover Λ. Given I ⊂ {1, . . . , n}, the set RI =
⋂
i∈I R(xi, δi) is either empty
or is itself a rectangle that is the closure of its interior and has µ-null (relative) boundary.
44 VAUGHN CLIMENHAGA, YAKOV PESIN, AND AGNIESZKA ZELEROWICZ
Taking I to be the collection of all subsets I of {1, . . . , n} for which RI is nonempty, the
set of rectangles {RI : I ∈ I} satisfies the properties required by the lemma. 
Proof of Lemma 2.10. First we prove the lemma when R1 ⊂ R2. In this case every ψ ∈
L1(R1, µ) extends to a function in L
1(R2, µ) by setting it to 0 on R2\R1; then fixing x ∈ R2
and defining measures µ˜i on V csRi (x) by
µ˜i(A) = µ
( ⋃
y∈A
V uRi(y)
)
,
we see from (2.6) that
(A.1)
∫
R1
ψ dµ =
∫
R2
ψ dµ =
∫
V csR2
(x)
∫
V uR2
ψ dµ2y dµ˜
2(y)
=
∫
V csR1
(x)
∫
V uR1
ψ dµ2y dµ˜
2(y),
where the last equality uses the fact that ψ vanishes on R2 \ R1. Let N = {y ∈ R1 :
µ2y(R1) = 0}; then N is a union of unstable sets in R1 and thus
µ˜1(N) = µ(N) =
∫
N∩V csR1 (x)
µ2y(R1) dµ˜
2(y) = 0,
so the function c(y) = µ2y(R1) is positive µ-a.e. on R1, and µ˜
1-a.e. on V csR1(x). Given
A ⊂ V csR1(x), we have
µ˜1(A) = µ
( ⋃
y∈A
V uR1(y)
)
=
∫
A
µ2y(V
u
R1(y)) dµ˜
2(y) =
∫
A
c(y) dµ˜2(y);
we conclude that µ˜1  µ˜2 with Radon–Nikodym derivative given by c. Since c is positive
µ˜1-a.e., we conclude that µ˜2  µ˜1 with derivative 1/c, so (A.1) gives∫
R1
ψ dµ =
∫
V csR1
(x)
∫
V uR1
ψ
c(y)
dµ2y dµ˜
1(y),
By a.e.-uniqueness of the system of conditional measures, this shows that µ1y =
1
c(y)µ
2
y|V uR1 (y)
for µ-a.e. y ∈ R1.
Now consider two arbitrary rectangles R1, R2. The set R3 = R1 ∩R2 is also a rectangle,
and by the argument given above, given x ∈ R3, the functions ci : V csR3(x) → [0, 1] defined
by ci(y) = µ
2
y(R3) are positive µ˜
i-a.e., and µ3y =
1
ci(y)
µiy|V uR3 (y) for µ-a.e. y ∈ R3, from which
we conclude that
µ1y|V uR3 (y) =
c1(y)
c2(y)
µ2y|V uR3 (y),
completing the proof of Lemma 2.10. 
Proof of Lemma 2.11. From Lemma 2.10, it suffices to prove the result for a single choice
of rectangles. Thus we let R be any rectangle containing x, small enough that f(R) is also a
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rectangle. Then since µ is f -invariant, for every ψ ∈ L1(f(R), µ), we have ψ ◦f ∈ L1(R,µ),
and (2.4) gives∫
f(R)
ψ dµ =
∫
R
ψ ◦ f dµ =
∫
R
∫
V uR (x)
ψ ◦ f dµux dµ(x)
=
∫
R
∫
f(V uR (x))
ψ d(f∗µux) dµ(x) =
∫
f(R)
∫
V uR (y)
ψ d(f∗µux) dµ(y).
By uniqueness of the system of conditional measures, this shows that for the rectangles R
and f(R), we have f∗µux = µuf(x) for µ-a.e. x ∈ R, and by Lemma 2.10, this completes the
proof of Lemma 2.11. 
Proof of Lemma 2.12. Since y, z play symmetric roles in (1), we conclude that (1) and (2)
are equivalent, and similarly for (3) and (4). We prove that (2) is equivalent to (5) and (6);
the proof for (4) is similar. Clearly (6) implies (5). We prove that (2) implies (5), and then
that (5) implies both (2) and (6).
First suppose that (2) holds, fix p ∈ R such that (picspz)∗µup ∼ µuz for µ-a.e. z ∈ R, and
define h : R→ (0,∞) by
(A.2) h(z) =
dµuz
d(picspz)∗µup
(z).
Define µ˜p on V
cs
R (p) by µ˜p(E) = µ(
⋃
y∈E V
u
R (y)), so that (2.6) and (A.2) give
(A.3)
∫
ψ dµ =
∫
V csR (p)
∫
V uR (y)
ψ(z) dµuy(z) dµ˜p(y)
=
∫
V csR (p)
∫
V uR (y)
ψ(z)h(z) d(pi∗zpµ
u
p)(z) dµ˜p(y) =
∫
R
ψ(z)h(z) d(µup ⊗ µ˜p)(z).
This proves (5). Now we suppose that (5) holds, so that writing
(A.4) h(z) =
dµ
d(µ˜up ⊗ µ˜csp )
(z),
we have
(A.5)
∫
ψ dµ =
∫
V csR (p)
∫
V uR (y)
ψ(z)h(z) d(pi∗ypµ˜
u
p)(z) dµ˜
cs
p (y).
Recall that µuy is uniquely determined (up to a scalar) for µ-a.e. y by the condition that
there is a measure ν on V uR (p) with∫
ψ dµ =
∫
V csR (p)
∫
V uR (y)
ψ(z) dµuy(z) dν(y)
for every integrable ψ. Comparing this to (A.5) we conclude that µuy ∼ pi∗ypµ˜up for µ-a.e.
y ∈ R, which establishes both (2) and (6). 
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