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ABSTRACT
Hubble Space Telescope (HST) fine guidance sensor observations were used to obtain parallaxes of
eight metal-poor ([Fe/H] < −1.4) stars. The parallaxes of these stars determined by the new Hipparcos
reduction average 17% accuracy, in contrast to our new HST parallaxes which average 1% accuracy
and have errors on the individual parallaxes ranging from 85 to 144 microarcseconds. This parallax
data has been combined with HST ACS photometry in the F606W and F814W filters to obtain the
absolute magnitudes of the stars with an accuracy of 0.02 to 0.03 magnitudes. Six of these stars are on
the main sequence (with −2.7 < [Fe/H] < −1.8), and suitable for testing metal-poor stellar evolution
models and determining the distances to metal-poor globular clusters. Using the abundances obtained
by O’Malley et al. (2016) we find that standard stellar models using the VandenBerg & Clem (2003)
color transformation do a reasonable job of matching five of the main sequence stars, with HD 54639
([Fe/H] = −2.5) being anomalous in its location in the color-magnitude diagram. Stellar models
and isochrones were generated using a Monte Carlo analysis to take into account uncertainties in the
models. Isochrones which fit the parallax stars were used to determine the distances and ages of nine
globular clusters (with −2.4 ≤ [Fe/H] ≤ −1.9). Averaging together the age of all nine clusters, leads
to an absolute age of the oldest, most metal-poor globular clusters of 12.7±1.0 Gyr, where the quoted
uncertainty takes into account the known uncertainties in the stellar models and isochrones, along
with the uncertainty in the distance and reddening of the clusters.
Keywords: stars: Population II, stars: distances, astrometry, globular clusters
1. INTRODUCTION
Stellar evolution models and isochrones are widely used in astrophysics to determine the properties of stars and
integrated stellar populations. The predicted absolute magnitudes and colors of stars are frequently used, yet there are
few tests of these basic properties of stellar models and isochrones for metal-poor stars. Stars on the main sequence
provide a stringent test of stellar evolution models, as their properties vary little with age. In contrast, the properties
of more evolved stars are sensitive to the age of the star, and stellar evolution models are typically assumed to be
correct and used to determine the ages of stars which have evolved off the main sequence. To test metal-poor stellar
models and isochrones, it is important to have high quality absolute magnitudes and colors of single, main sequence
stars.
The Hipparcos catalog (Perryman & ESA 1997; van Leeuwen 2007) provided accurate parallaxes for a large number
of stars and was used to investigate a large number of issues in stellar astrophysics, including the distances and ages
of globular clusters (e.g. Reid 1997; Gratton et al. 1997; Pont et al. 1998; Chaboyer et al. 1998; Carretta et al. 2000;
Grundahl et al. 2002; Gratton et al. 2003). One of the key limitations of the Hipparcos catalog for studying metal-
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poor stars is that it only contained one single main sequence star with [Fe/H] < −1.5 whose parallax was known
to a sufficient accuracy (∼ 10%) to provide a reasonable test of stellar models. To investigate the reliability of low
metallicity stellar models prior to the Gaia data release, and to illustrate the types of studies enabled by high quality
parallaxes, we have obtained HST fine guidance sensor (FGS) observations of nine metal-poor stars, and parallaxes of
eight of these stars are presented in this paper. The HST observations started on Oct. 28, 2008 and were completed on
June 3, 2013. In addition to illustrating the type of science possible with high quality parallaxes of metal-poor stars,
this work provides accurate parallaxes which can be used to cross-check the Tycho-Gaia astrometric solution (TGAS)
(Michalik, Lindegren & Hobbs 2015; Gaia Collaboration et al. 2016; Lindegren et al. 2016), which was released after
this paper was submitted for publication. The uncertainties in our parallaxes range from 85 to 144 µas, which are
lower than the TGAS parallax uncertainties, which range from 220 to 860µas for our target stars (Lindegren et al.
2016).
The stars selected for HST observations were selected from various lists of metal-poor stars. The key criteria used
to select stars for the HST observations were (a) estimated [Fe/H] < −1.5, (b) the star was not a known member of a
multiple star system, and (c) that the star be on the main sequence. To determine if a star was on the main sequence,
we selected stars which were relatively cool (V − I > 0.7) and which had high surface gravities (based upon estimates
from high-resolution spectroscopy, or Sto¨mgren photometry).
Details of our observations and data reductions are presented in §2. The derived parallaxes are discussed in §3,
where we determine that two of the stars are in the main-sequence turn-off or sub-giant branch phase of evolution
and so are not useful for testing stellar models. These two stars turned out to suffer from significant reddening and as
a result were bluer than was assumed during our sample selection. The main sequence stars are compared to stellar
isochrones in §4, and the isochrones which fit these calibrating stars are used to derive distances and ages of a number
of metal-poor globular clusters in §5. Our key results are summarized in §6.
2. OBSERVATIONS
2.1. HST Photometry of Program Stars
In order to compare the magnitudes of our program stars with HST color-magnitude diagrams of globular clusters,
each program star was observed with ACS/WFC in the F606W and F814W filters. The CTE-corrected ACS/WFC
images for the program stars were retrieved from MAST. Each of them was multiplied by the geometric correction
image, and the image quality file was applied in order to mask-out pixels of lower quality. Photometry with a 0.5
arcsec aperture was performed on the program stars in the resultant images. These instrumental magnitudes were
corrected for exposure time, matched to form colors, and calibrated to the VEGAMag and ground-based VI systems
using the Sirianni et al. (2005) photometric transformations. Ground based photometry for all of our program stars
were obtained using the NMSU 1 m telescope, the MDM 1.3m telescope and the SMARTS 0.9 m telescope. Further
details are provided in §A.1.
A summary of HST and ground based photometry of the program stars is presented in Table 1. For each star, we
list our own ground based measurements, along with photoelectric photometer observations from the literature. For
several stars, there is a considerable range in the V and V − I measurements. We recommend averaging the V and
V − I measurements to obtain the best estimate of the apparent magnitude and color of each star. Given the scatter
in the data, an uncertainty of 0.01 mag in the observed V magnitudes and V − I colors of the stars seems appropriate.
Table 1. Photometry of Program Stars
ID Telescope V V − I F606W F606W — F814W
HIP 46120 HST 10.097 0.752 9.938± 0.0015 0.566± 0.0023
SSOa 10.15 0.725 · · · · · ·
HIP 54639 HST 11.354 0.917 11.149± 0.0017 0.688± 0.0044
MDM 11.377 0.911 · · · · · ·
KPNOb 11.40 · · · · · · · · ·
HIP 56291c HST 11.519 0.865 11.328± 0.0024 0.649± 0.0069
MDM 11.575 0.845 · · · · · ·
KPNOb 11.53 · · · · · · · · ·
Table 1 continued on next page
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Table 1 (continued)
ID Telescope V V − I F606W F606W — F814W
HIP 87062 HST 10.565 0.848 10.379± 0.0003 0.636± 0.0021
NMSU 10.57 0.83 · · · · · ·
MDM 10.56 0.82 · · · · · ·
KPNOd 10.60 · · · · · · · · ·
HIP 87788 HST 11.298 0.856 11.109± 0.0031 0.642± 0.0034
NMSU 11.33 0.87 · · · · · ·
MDM 11.29 0.83 · · · · · ·
KPNOd 11.29 · · · · · · · · ·
HIP 98492 HST 11.559 0.832 11.377± 0.0051 0.625± 0.0055
NMSU 11.58 0.80 · · · · · ·
MDM 11.57 0.80 · · · · · ·
KPNOb 11.59 · · · · · · · · ·
OAN-SPMe 11.568 · · · · · · · · ·
HIP 103269 HST 10.249 0.772 10.084± 0.0034 0.581± 0.0043
NMSU 10.28 0.79 · · · · · ·
MDM 10.29 0.75 · · · · · ·
KPNOb 10.27 · · · · · · · · ·
HIP 106924 HST 10.328 0.799 10.156± 0.0024 0.601± 0.0054
NMSU 10.42 0.87 · · · · · ·
MDM 10.36 0.74 · · · · · ·
KPNOb 10.34 · · · · · · · · ·
HIP 108200 HST 10.974 0.856 10.785± 0.0031 0.643± 0.0063
NMSU 10.97 0.83 · · · · · ·
MDM 11.00 0.82 · · · · · ·
KPNOd 11.03 · · · · · · · · ·
aBessel, M.S. 1990 (Cousins (Kron-Cape) system)
b Carney & Latham 1987
cMissing FGS parallax
dCarney et al. 1994
e Silva, Schuster & Contreras 2012
2.2. HST Astrometry Observations
We used HST FGS-1r, a two-axis interferometer, in position (POS) “fringe-tracking” mode1 to make the astrometric
observations. Nelan (2007) describes the FGS instrument. The reduction and calibration of the data is described in
Benedict et al. (2007). A new improved Optical Field Angle Distortion (OFAD) derived by McArthur, was used to
reduce and calibrate the data which is available with the reduction pipeline. This astrometric data are available from
the HST Program Schedule and Information website, in proposal numbers 11704 and 12320. Eighty-nine orbits of HST
astrometric observations were made between December 2008 and June 2013. Every orbit contains several observations
of the target and surrounding reference stars. The latest calibrations parameters and the two part pipeline used to
reduce the raw data to the values used in this modeling is available from the Space Telescope Science Institute in
IRAF STSDAS and in a standalone version available from one of the coauthors, the HST FGS Instrument Scientist
at STSCI Ed Nelan.
With respect to its reference frame, an HST target parallax is relative, not absolute. For a conversion from a
relative to and absolute frame, we can use a statistically- derived correction (c.f. van Altena et al. 1995), or we can use
the derived spectroscopic parallaxes of the reference frame stars as input to the model in a Bayesian approach. For
1 A detailed Instrument Handbook can be found on the Space Telescope Science Institute website.
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finer accuracy, we use the Bayesian approach, in which we estimate the absolute parallaxes of the reference frame stars
using spectra to classify the temperature and luminosity class of each star, and then combine these with UBV RIJHK
photometry to determine their visual extinctions, as described in Harrison et al. (2013). We require the absolute
magnitude, MV , and V -band absorption, AV for the equation
piabs = 10
−(V−MV +5−AV )/5 (1)
Our modeling then produces not a relative parallax, but an absolute parallax.
Full details of our astrometric reductions are provided in the Appendix. Below, we summarize the key details. Each
reference frame contained from 5 to 9 reference stars plus the target. The positions (x′, y′) of the target and reference
stars change with each observation set because HST rolls with the observations shown in Table A1. We use parameters
for scale, rotation, and offset in an overlapping plate model. We relate each plate’s parameters to a master constrained
plate, usually one of the central observations. The astrometric model also includes the time-dependent movements of
each star, given by the absolute parallax piabs and the proper motion components, µα and µδ, which are transformed
into the roll of the constraint plate. We also include instrumentally caused position shift parameters for lateral color.
The standard coordinate catalog positions ξ and η are the result of modeling these equations of condition:
x′=x+ lcx(B − V )−∆XFx (2)
y′= y + lcx(B − V )−∆XFy (3)
ξ=Ax′ +By′ + C − µξ∆t− Pξpi (4)
η=Dx′ + Ey′ + F − µη∆t− Pηpi (5)
where x and y are the measured coordinates from HST; lcx and lcy are the lateral color corrections, and B − V are
the B − V colors of each star. A, B, D, and E, are scale and rotation plate constants, and C and F are offsets. The
constraint plate defines A and E equal to 1, B and D equal to 0, and C and F equal to 0. µξ and µη are proper
motions, ∆t is the epoch difference from the mean epoch, Pξ and Pη are parallax factors, and pi is the parallax. We get
the parallax factors from a JPL Earth orbit predictor (Standish 1990, upgraded to version DE405). We use a model
in the GaussFit language (Jeffererys et al. 1988) utilizing robust estimation to derive a simultaneous solution for all
parameters. The resulting astrometric catalogs from the combined modeling are shown in Table A8.
Condition equations relate an initial and final parameter value. All input data supplied to the equations of condition
(such as reference star proper motions from catalogs and spectrophotometric parallaxes) are input to the model with
errors. The lateral color term of all stars and the HST roll reported by the spacecraft of the constraint plate are
also input with their errors in additional equations of condition. These additional equations of condition allow the
χ2 minimization process to adjust parameter values by amounts constrained by their input errors. In this quasi-
Bayesian approach, prior knowledge is not input as a hardwired quantity known to infinite precision, but input as an
observation with associated error. For all metal-poor target (not reference) stars no priors were used for parallax or
proper motion.
3. HST PARALLAX AND PROPER MOTIONS OF THE TARGET STARS
The parallaxes of the metal-poor target stars are shown in Table 2, including independently determined values from
the updated Hipparcos catalogue (van Leeuwen 2007) for comparison. Our determination yielded uncertainties between
85 and 144 micro-arseconds, with an average uncertainty of 1% on the parallax, a very high accuracy. In contrast,
the new Hipparcos reduction yielded uncertainties of 17%, while the recently released TGAS parallaxes typically have
uncertainties a factor of two larger than the HST uncertainties. The proper motions shown in Table 3 agree with
Hipparcos and URAT1 values, with HST motions having smaller uncertainties. HST proper motions are relative to
the reference frame. No a priori values for proper motion and parallax were used as input for the target stars, only
for the reference frame.
Table 2. Metal-Poor Target Star Parallaxes
HIP ID HST (mas) HIP07 (mas) TGAS17 (mas)
46120 15.011 ± 0.119 15.2 ± 0.98 14.938± 0.211
Table 2 continued on next page
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Table 2 (continued)
HIP ID HST (mas) HIP07 (mas) TGAS17 (mas)
54639 11.116 ± 0.113 15.69± 2.79 12.258± 0.232
87062 8.205 ± 0.110 9.59 ± 2.21 8.383± 0.860
87788 10.830 ± 0.127 10.01± 2.79 10.972± 0.258
98492 3.487 ± 0.144 9.78 ± 2.77 2.484± 0.371
103269 14.118 ± 0.099 14.86± 1.31 13.760± 0.220
106924 14.474 ± 0.100 15.11± 1.26 · · ·
108200 12.397 ± 0.085 12.33± 1.76 · · ·
Table 3. Metal-Poor Target Star Proper Motions
ID HST µRA HSTµDEC HIP µRA HIPµDEC PPMXL cat µRA PPMXL catµDEC
46120 203.410±0.116 1236.325±0.123 202.17±1.13 1236.93±1 202.1±1 1237.2±1
54639 -567.057± 0.111 -517.165± 0.101 -567.16±3.62 -509.01±2.06 568.5±2.2 517.7±2.1
87062 244.342 ±0.079 -366.504±0.088 242.57±2.29 -364.62±1.4 244.8±1.6 -365.3±1.2
87788 5.88±0.078 -625.569± 0.088 6.67 ± 2.85 -626.66±1.88 -0.6± 8.7 -629.1±5.6
98492 -186.256± 0.111 -186.256±0.115 -195.17±3.27 -194.57±2.61 -186.6±6.2 -185.9± 6.2
103269 57.749±0.111 -389.392±0.117 57.62±1.24 -390.72±1.24 55.9 ±1.1 -391±1
106924 -382.527± 0.092 232.585±0.106 -381.67±1.14 232.74±1.13 -381.6±1.1 232.7±1
108200 760.661±0.092 127.455±0.099 762.57±1.19 132.16±1.96 761.6±1.3 128.5±2
The key properties of our target stars are summarized in Table 4. High resolution spectroscopic abundances and
reddening estimates are from O’Malley et al. (submitted). The reddening estimates are based upon the strength of
the interstellar Na I line in the high resolution spectra of the target stars. If no interstellar Na I lines were detected,
then the reddening was estimated to be less than 0.001 mag, and was assumed to be zero for that star. For stars
with non-zero reddening, an uncertainty of 10% in the reddening was added in quadrature with the uncertainty in the
parallax to determine the uncertainty in the absolute magnitudes. No Lutz & Kelker (1973) corrections have been
applied to Table 4 as the high accuracy of the parallaxes make these corrections negligible (less than 0.0008 mag).
The stars are plotted in an color-absolute magnitude diagram in Figure 1. Below we briefly comment on each of the
target stars.
Table 4. Summary of Parallax Star Properties
ID V V – I E(B – V) (V-I)o MV MF606W
a [Fe/H] [α/Fe]b
46120 10.12 0.752 0.00 0.738 6.00± 0.02 5.81 −2.22 0.29
54639 11.38 0.914 0.00 0.914 6.61± 0.02 6.37 −2.50 0.19
87062 10.57 0.833 0.06 0.750 4.95± 0.03 4.77 −1.56 0.1
87788 11.30 0.852 0.00 0.852 6.47± 0.03 6.27 −2.66 0.61
98492 11.57 0.811 0.11 0.659 3.94± 0.09 3.78 −1.40 0.4
103269 10.27 0.771 0.00 0.771 6.02± 0.02 5.83 −1.83 0.06
106924 10.36 0.803 0.00 0.803 6.16± 0.02 5.95 −2.23 0.23
108200 10.99 0.835 0.02 0.807 6.40± 0.01 6.19 −1.83 0.01
aUncertainty the same as the MV values.
b Based upon the abundance of calcium, an α-capture element.
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Figure 1. The location of the stars in the color-absolute magnitude diagram. Each star is labeled with its [Fe/H] value (see
Table 4).
HIP 46120 is typical main sequence star, with [Fe/H] = −2.24 and will serve as an excellent calibrator of the main
sequence for the most metal-poor globular clusters. The HST, Hipparcos and TGAS parallaxes agree with each other
for this star.
HIP 54639 is the reddest (and intrinsically faintest) star in the sample. This star has [Fe/H] = -2.5, and isochrones
would prefer that this star be fainter by about 0.2 mag. The HST and TGAS parallaxes agree with each other, while
the Hipparcos parallaxe agrees at the 1.6σ level for this star. The Hipparcos parallax of 15.679 mas (this is a faint star
for Hipparcos with high error) would make this star fainter by 0.7 mag, the HST parallax of 11.116 mas has the star
closer to the theoretical isochrone than the Hipparcos value.
Initial observations of HIP 56291 had HST target acquisition failures. The first was because of incorrect target
position and that was corrected, but then there were star acquisition failures, most likely because the reference stars in
this field were all fainter than the catalogs indicated. New reference stars were chosen, but some proved to be double
stars, which locked on to different components. It may be possible to recover enough data to get a parallax, but it
would be of significantly lower quality and as a result, a parallax was not determined for this star.
The HST, TGAS and Hipparcos parallaxes for HIP 87062 are in agreement. High resolution spectra show the presence
of interstellar Na I lines (O’Malley et al. submitted) indicating that this star has E(B − V ) = 0.06 magnitudes. As a
result, the star is bluer than indicated by its colors, and the HST parallax indicate that the star is in the main sequence
turn-off, region (with Mv = 4.95) and hence not suitable to use for main sequence fitting, or to test the stellar evolution
isochrones. The location of this star in a color-magnitude diagram differs considerably from the other stars, and from
theoretical isochrones. This suggests that we have may be using an incorrect reddening for this star. The Stro¨mgren
photometry from Schuster et al. (2006) implies E(B−V ) = 0.12 suggesting that our reddening value could be in error.
Using this reddening value puts the star’s location in the color-magnitude diagram in better agreement with other
stars.
HIP 87788 is the most metal-poor star in our sample, with [Fe/H] = −2.69. The HST, TGAS and Hipparcos
parallaxes agree. This star is on the main sequence, and with no known reddening and an accurate parallax HIP 87788
is an excellent calibrator for the lowest metallicity stellar stellar models.
The parallax of the faintest star in our sample, HIP 98492 is discrepant at the 2.2σ level between HST (3.49 mas)
and Hipparcos (9.78 mas). This star is very faint for Hipparcos. The TGAS parallax (2.48 mas) is much closer to
the HST value, but formally, the TGAS and HST parallaxes disagree 2.5σ level. We note that Stassun & Torres
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(2016) have found that the TGAS parallaxes are too small by 0.25 mas (when compared to eclipsing binaries), and
offsetting the TGAS parallax by this amount would reduce the discrepancy with the HST parallax to 1.9σ. High
resolution spectra show the presence of interstellar Na I lines (O’Malley et al. submitted) indicating that this star
has E(B − V ) = 0.11 magnitudes. Silva et al. (2012) obtained Stro¨mgren photometry of this star and also estimate
E(B − V ) = 0.11. This star is in the main sequence turn-off or sub-giant branch region. As a result, it is not suitable
for testing stellar evolution models. Its location in the color-magnitude diagram is somewhat anomalous, which could
be due to an incorrect reddening estimate.
HIP 103269 is a relatively metal-rich main sequence star in our sample, with [Fe/H] = −1.85. The HST and Hipparcos
parallaxes agree at the 0.6σ level for this star and place it on the main sequence. The TGAS parallax agrees at the
1.5σ level with the HST parallax. Offsetting the TGAS parallax by 0.25 mas, brings the TGAS and HST parallax into
agreement at the 0.4σ level. With no reddening, and a well determined absolute magnitude, HIP 103269 is another
excellent calibrator for low metallicity stellar models.
HIP 106924 is a typical main sequence star, with [Fe/H] = −2.22 and will serve as an excellent calibrator of the
main sequence for the most metal-poor globular clusters. The HST and Hipparcos parallaxes agree with each other at
the 0.5σ level for this star. This star is not in the TGAS catalogue.
HIP 108200 is another relatively metal-rich main sequence star in our sample (with [Fe/H] = −1.83). It has a small
reddening of E(B − V ) = 0.02 mag based upon the interstellar Na I lines (O’Malley et al. submitted).The HST and
Hipparcos parallaxes agree at the 0.6σ level for this star and place it on the main sequence. With a small reddening,
and a well determined absolute magnitude, HIP 108200 is another good calibrator for low metallicity stellar models.
This star is not in the TGAS catalogue.
4. COMPARISON TO THEORETICAL ISOCHRONES
The reliability of theoretical stellar models and isochrones is tested by comparison of these stars in color and
magnitude to the Dartmouth isochrones (Dotter et al. 2008). The theoretical uncertainty in stellar evolution models
is estimated by constructing 2000 independent isochrones via a Monte Carlo analysis similar to Bjork & Chaboyer
(2006). This Monte Carlo analysis uses probability distributions for the various input parameters which have intrinsic
uncertainties associated with their value. For example, a comparison between different opacity calculations suggests
that current high temperature (T ≥ 107 K) opacities are uncertain at the 3% level and so when constructing the stellar
models, the tabulated opacities are multiplied by a number randomly drawn from a Gaussian distribution with a mean
of 1, and σ = 0.03. The probability density distributions of the stellar evolution parameters varied in the Monte Carlo
simulation are provided in Table 5. Starting with the probability density distributions used by Bjork & Chaboyer
(2006), we updated the nuclear reaction rates, helium abundance, and choice of model atmosphere to reflect more
recent measurements/calculations. References for our choice of parameter distributions are given in Table 5 and our
choice of the mixing length distribution merits further discussion.
Table 5. Monte Carlo Stellar Evolution Parameter Density Distributions
Parameter Distribution Standard Type
He mass fraction (Y ) . 0.24725 - 0.24757 Planck Collaboration XVI (2014) Uniform
Mixing length . . . . . . . . 1.00 - 1.70 N/A Uniform
Convective overshoot . 0.0Hp - 0.2Hp N/A Uniform
Atmospheric T (τ) . . . . 33.3/33.3/33.3 Eddington (1926) or Triinary
Krishna Swamy (1966), or
Hauschildt et al. (1999)
Low-T opacities . . . . . . 0.7 - 1.3 Ferguson et al. (2005) Uniform
High-T opacities . . . . . . 1.00% ± 3% (T ≥ 107 K) Iglesias & Rogers (1996) Gaussian
Diffusion coefficients . . 0.5 - 1.3 Thoul et al. (1994) Uniform
p+ p→ 2H + e+ + νe 1% ± 1% Adelberger et al. (2011) Gaussian
3He +3 He→4 He + 2p 1% ± 5% Adelberger et al. (2011) Gaussian
3He +4 He→7 Be + γ . 1% ± 2% deBoer et al. (2014) Gaussian
12C + p→13 N + γ . . . 1% ± 36% Xu et al. (2013) Gaussian
13C + p→14 N + γ . . . 1% ± 15% Chakraborty et al. (2015) Gaussian
Table 5 continued on next page
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Table 5 (continued)
Parameter Distribution Standard Type
14N + p→15 O + γ . . . 1% ± 7% Adelberger et al. (2011) Gaussian
16O + p→17 F + γ . . . 1% ± 16% Adelberger et al. (1998) Gaussian
Triple-α reaction rate . 1% ± 15% Angulo et al. (1999) Gaussian
Neutrino cooling rate . 1% ± 5% Haft et al. (1994) Gaussian
Conductive opacities . . 1% ± 20% Hubbard & Lampe (1969) plus Gaussian
Canuto (1970)
Note—As in Bjork & Chaboyer (2006), parameters below Atmospheric T (τ) are treated as multiplicative
factors applied to standard tables and formulas.
The stellar models use a mixing length prescription to describe convection. This theory has two free parameters
(the mixing length itself, α, and the degree of overshoot past the formal edge of the convective boundary), which
are varied in the Monte Carlo simulation. Typically, the mixing length is determined by calibrating a solar model to
match the observed properties of the Sun, and this solar calibrated mixing length is used for calculating metal-poor
stellar models. However, recent interferometric observations of the radius of the metal poor ([Fe/H] = −2.2) star HD
140283 by Creevey et al. (2015) require that stellar models for this star use a mixing length which is substantially
below the solar value. Astroseismic studies using Kepler data have found a systematic metallicity dependance of the
mixing length, with lower metallicity stars requiring the use of a lower mixing length (Bonaca et al. 2012; Tanner et
al. 2014). To take this into account, the probability density distribution for the mixing length is taken to be a uniform
distribution with 1.00 ≤ α ≤ 1.70, which is substantially below the solar calibrated mixing length (α ' 1.9) for our
stellar models.
The Monte Carlo simulation allows for the variation of both [α/Fe] and [Fe/H]. Table 6 provides mean [Fe/H] and
[α/Fe] density distribution used in the MC simulations for each metal-poor subdwarf with the [Fe/H] standard deviation
given from O’Malley et al. (submitted) as ±0.08 dex. Two different pairs of stars have very similar abundances, and a
single MC simulation was run for a given pair of stars. In total, four different composition probability distributions were
used, with 2000 MC isochrones being produced for each composition distribution and compared with the observations.
Table 6. Subdwarf Abundances
Subdwarf [Fe/H] [α/Fe] distributions
HIP 46120 −2.22 0.20 (50%), 0.40 (50%)
HIP 54639 −2.50 0.20 (80%), 0.40 (20%)
HIP 87788 −2.66 0.40 (25%), 0.60 (50%), 0.80 (25%)
HIP 103269 −1.83 0.20 (50%), 0.40 (50%)
HIP 106924 −2.23 0.20 (50%), 0.40 (50%)
HIP 108200 −1.83 0.20 (50%), 0.40 (50%)
The stellar evolution tracks cover a stellar mass range of 0.30 to 1.00 M and provide the physical parameters for the
simulated star from the zero age main-sequence through its evolution along the red giant branch. The stellar evolution
tracks are used to produce isochrones in a standard fashion. The conversion from luminosities and effective tempera-
tures to absolute magnitudes and colors used both synthetic color-temperature transformations from the PHOENIX
model atmosphere grid (Hauschildt et al. 1999) and the semi-empirical color-temperature relations of VandenBerg &
Clem (2003). The PHOENIX transformation isochrones will be referred to as ISO-P, and the VandenBerg & Clem
(2003) transformed isochrones will be referred to as ISO-VC in the remainder of this paper.
The location of the stars in the color-absolute magnitude plane were compared to the isochrones for the stellar [Fe/H]
using a reduced χ2 minimization analysis. The χ2 for each MC isochrone is defined as:
χ2 =
(
d
σ
)2
(6)
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Figure 2. Comparison of HIP 103269 (left, with [Fe/H] = −1.83) and HIP 54639 (right, with [Fe/H] = −2.50) to Dartmouth
stellar evolution isochrones. Shown here are the median isochrone (black solid), 1σ (green dashed) and 2σ (blue dot-dash)
deviations for ISO-P (upper) and ISO-VC (lower). The color of HIP 103269 was over predicted by more than 95% of the ISO-P
isochrones, while the color matches within 1σ the ISO-VC isochrones. This is true for the four other main sequence stars, with
the only exception being HIP 54639 whose color matches within 1σ the ISO-P isochrones.
where d is the perpendicular distance between the target star and the main sequence (MS) of a 12 Gyr isochrone in a
CMD and σ is the error associated with both the color and magnitude of our data. The reduced χ2 for each model is
χ2red =
∑5
n=1 χ
2
K
(7)
where K is the number of degrees of freedom, which in this case is K = 5 as HIP 54639 was discarded from the fit
(see below) and so leaving five stars to fit to our models with zero fit parameters.
A comparison of ISO-P versus ISO-VC fits to the field stars is shown for HIP 103269 in Figure 2. The color of each
field star was overestimated by the median ISO-P isochrone while underestimated by the ISO-VC distribution. This
was a general trend found for all the stars, except for HIP 54639. The ISO-VC [Fe/H] = −2.50 models showed strong
disagreement in their comparisons to HIP 54639, with the models being too red, while the ISO-P models gave an
acceptable fit to this stars. This is not too surprising, as HIP 54639 is much redder compared the other main sequence
stars in our sample. HIP 54639 is also the faintest star in our sample, however there is no indication from deep
globular cluster color-magnitude diagrams (Sarajedini et al. 2007) that the main sequence becomes markable redder
at these magnitudes. As a result, it is most likely that the position of HIP 54639 is anomalous, perhaps due to it
being an unresolved binary. As a result, HIP 54639 was removed from subsequent analysis for both color-temperature
transformations.
The median deviation of the ISO-P models from the stars was 8.5σ, with 99.8% falling outside of 2σ and 98%
falling outside 3σ. For the ISO-VC models, the median deviation from the stars was 2.1σ ,with 56% of the isochrones
falling outside of 2σ and only 21% outside of 3σ. The distribution of χ2 values is shown in Figure 3 for two isochrones
sets. It is clear from this analysis that the VandenBerg & Clem (2003) color-transformation does a much better job of
matching the observed properties of metal-poor main sequence stars, and is the preferred color-transformation. These
isochrones and their construction parameters will be used in determining the distances and ages of several GCs.
10 Chaboyer et al.
0 5 10 15 20
χ2
red
0
50
100
150
200
250
300
N
1 2 3 4 5 6 7
χ2
red
ISO-P ISO-VC
Figure 3. Distribution of χ2 values shown for ISO-P (left) and ISO-V (right) using HST magnitudes.
4.1. Stellar Parameters
To understand the relationship between the input parameters and the goodness of fit to the parallax stars, it is
instructive to perform an analysis of covariance (ANCOVA) on our results. An ANCOVA was conducted with the
statistical software R (The R Core Team 2005) to test the effects and interactions of the input parameters on the
fit of the models to the very metal-poor field stars. Table 7 provides the results of this analysis in the form of the
minimal adequate model, both for the entire isochrone set, and just the ICO-VC isochornes. As was obvious in our
initial investigation into the model fits (see Figure 3), the choice of color temperature relation produces very different
distributions of fits for the same model parameters. The ANCOVA confirms this result, but also finds the underlying
effects due to the input parameters themselves. Of the 20 input parameters used in constructing these models, six
individual parameters produce highly significant effects on the resulting reduced χ2 fit. As an example, the mixing
length has a very strong effect on the model fit (t = −30.5). The effect is clearly evident when we look at the reduced
χ2 as a function of mixing length as shown in Figure 4, highlighting the advantages of the ANCOVA method of
extracting this information from the complex dataset.
Table 7. ANCOVA of Model Input Parameters
Coefficients Estimates Std. Error t-Value Prob(< |t|)
All Models
Mixing length −7.47 0.211 −35.46 < 2× 10−16
p+ p→ 2H + e+ + νe 6.46 0.270 23.9 < 2× 10−16
Diffusion Coefficients 2.41 0.293 8.25 < 2× 10−16
Atmospheric T (τ) 0.111 0.0196 5.69 1.4× 10−8
3He +4 He→7 Be + γ 11.90 2.29 5.21 2.0× 10−7
High-T opacities 2.73 1.02 2.67 0.0076
Only ISO-VC Models
Table 7 continued on next page
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Figure 4. Reduced χ2 as a function of mixing length, α. It is clear the color-temperature relation plays a large role in determining
the goodness of fit and this effect must be accounted for in determining the best values for each parameter.
Table 7 (continued)
Coefficients Estimates Std. Error t-Value Prob(< |t|)
Mixing Length −1.37 0.097 −14.18 < 2× 10−16
p+ p→ 2H + e+ + νe 1.18 0.124 9.47 < 2× 10−16
[Fe/H] 1.10 0.245 4.50 7.1× 10−6
[α/Fe] 0.502 0.195 2.57 0.010
3He +4 He→7 Be + γ −2.61 1.05 −2.48 0.013
High-T opacities 1.63 0.667 2.45 0.014
Regardless of which isochrone set we adopt, the most important physical parameters in determining the goodness
of fit to the parallax stars are the mixing length and the p + p reaction rate. These have been identified in previous
studies as important uncertainties in lower mass, metal-poor stellar models (e.g. Chaboyer & Krauss 2002). The only
surprise result is that we find the uncertainty in the 3He+ 4He→7 Be+γ reaction has an important impact on our fits
to metal-poor stars. This is the slowest reaction in the PP-II chain, which becomes important at higher temperatures.
The significance of this result is much lower with the ICO-VC models, and it would be worth investigating this issue
in more detail with dedicated models.
5. DISTANCES AND AGES OF GCS
Main sequence fitting, whereby the absolute magnitude of stars with well determined parallexes are compared to
the apparent magnitude of the main sequence in distance star clusters, is a commonly used technique to determine
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the distances to star clusters. As mentioned in the introduction, a number of groups used Hipparcos parallaxes of
metal-poor stars to determine the distances to globular clusters (e.g. Reid 1997; Gratton et al. 1997; Pont et al. 1998;
Chaboyer et al. 1998; Carretta et al. 2000; Grundahl et al. 2002; Gratton et al. 2003). Since these works, it has
become clear than many, if not all globular clusters contain multiple stellar populations (e.g. see reviews by Piotto
2009; Gratton et al. 2012). These different stellar populations are characterized by different chemical abundances, and
it is likely that self-enrichment has occurred in many, if not all globular clusters. These multiple stellar populations
have been identified using both spectroscopy (Gratton et al. 2012) and photometrically (Piotto 2009). It is unlikely
that field stars experienced the same formation scenario, and the chemical composition of field stars is most similar
to the primordial population of stars found in globular clusters. In order to use main sequence fitting to determine
distances to GCs, it is important that one uses GC stars which have a primordial composition.
Photometric studies have found that when a blue filter is chosen (such as F225W or F336W) then the apparently
tight principle sequences observed in ground based color-magnitude diagrams (CMDs) are often split into multiple
sequences indicative of different stellar populations. For example, some globular clusters contain populations with
enhanced helium abundances (e.g. Milone et al. 2012a; Milone 2015), and the different populations trace slightly
different main sequences, with the helium enriched stars being redder on the main sequence than the stars with a
primordial helium abundance. However, these distinct main sequences are often just seen when using blue filters, and
when using the F606W and F814W filters, all the stars within the globular clusters NGC 6397 (Milone et al. 2012a)
and NGC 6752 (Milone et al. 2013) fall along the same main sequence. This is not always the case, and in 47 Tuc
(Milone et al. 2012b), NGC 2808 (Milone et al. 2015a) and NGC 7089 (Milone et al. 2015b) one sees a small offset on
the main sequence between the helium enriched population and the primordial population when looking at the CMDs
in the F606W and F814W filters.
The HST GC Treasury Project (Sarajedini et al. 2007), which obtained deep CMDs of a 65 globular clusters, was
conducted in the F606W and F814W filters. The photometry from this project was downloaded from MAST, and
used to determine the median ridge-line along the main sequence and subgiant branches for a number of GCs. In
order to determine if this ridge-line traces the primordial stars, one needs to examine UV photometry to identify the
different stellar populations. Piotto et al. (2015) have obtained UV photometry for most of GCs observed by Sarajedini
et al. (2007). Careful analysis of this photometry has been used to identify multiple populations in most GCs studied
(Milone et al. 2016). However, this photometry is not publicly available at this time, despite claims to the contrary
in Piotto et al. (2015). Without having access to the UV photometry, which can be used to determine which stars
are primordial, we need to adopt another approach to determine the location of the primordial main sequence in the
F606W–F814W CMD.
UV CMDs are available for the clusters at Piotto’s website, http://groups.dfa.unipd.it/ESPG/treasury.php in
graphical form. In looking at these diagrams, clusters which show an offset between the primordial and helium enhanced
stars on the main sequence in their F606W–F814W CMDs (47 Tuc, NGC 2808 and 7089), clearly show multiple main
sequence populations in their UV CMDs, while for those clusters whose main sequence multiple populations are all
on the same ridge-line in their F606W–F814W CMDs (NGC 6397 and 6752) one does not see evidence for multiple
main sequence populations in the graphical UV CMDs. To ensure that the median ridge-lines in the F606W–F814W
CMDs are tracing the primordial population, UV CMDs of a number of metal-poor GCs were examined, and those
which showed no obvious evidence for multiple main sequence populations in their graphical UV CMDs were used in
our main sequence fitting study. The location of the principle sequences (main sequence and turn-off region) in these
clusters F606W–F814W CMDs is not affected by the presence of multiple populations, and the observed location of
the principal sequences is indicative of the primordial population.
The location of the main sequence (in all filters) is sensitive to the abundance of iron and the α−capture elements.
To take this into account, distances will only be determined to GCs which have similar abundances to the HST parallax
stars. The calibrating parallax stars have similar, although not identical, abundances to the primordial population of
stars in our chosen GCs. To take into account the small differences in [Fe/H] and [α/Fe] between the HST parallax
stars and the primordial GC stars, we do not directly compare the HST parallax stars to the main sequence stars
in globular clusters. Instead, as described in the previous section, the HST parallax stars were used to determine
what parameters yield theoretical isochrones which correctly predict the main sequence location of metal-poor stars.
These same set of parameters, but with [Fe/H] and [α/Fe] values appropriate to a given GC are then used to generate
isochrones and these isochrones are used to determine the distance and age of that GC.
5.1. Sample Clusters
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Figure 5. GCs of similar metallicity expected to have comparable RGB colors and HB magnitudes when adjusted to same
relative distance. Upper - Dereddened CMDs of NGC 5024 (black) and NGC 6101 (red) using Harris (1996, version 2010)
adjusted to same relative distance. We do not see overlapping RGBs nor HBs, suggesting reddening of one or both may be
incorrect. Bottom - Dedreddened CMDs with Dutra et al. (2000) FIR reddening show much better agreement.
A sample of nine metal-poor ([Fe/H] < −1.9) and relatively un-reddened (E(B−V ) ≤ 0.10 mag) GCs with photom-
etry from the HST GC Treasury Project (Sarajedini et al. 2007) were selected from the Harris (1996 version 2010) GC
catalog for the main sequence fitting analysis. The photometry for these clusters was obtained with the same filters
on ACS/WFC as our target metal-poor field stars. Hence, the photometry of both the GCs and our field stars are on
the exact same system, which removes one possible source of systematic error from our analysis.
In studying the photometry of similar metallicity GCs, the Harris (1996; version 2010) reddening values give incon-
sistent colors of the RGB. This is demonstrated in Figure 5 where the red giant branch (RGB) color of NGC 5024
(black, [Fe/H] = −2.10 is compared to to NGC 6101 (red, [Fe/H] = −1.98). The top panel of Figure 5 uses the Harris
(1996, version 2010) reddening and a relative distance modulus of 0.75 mag such that the MSs overlap. GCs of similar
metallicity are expected to have comparable RGB colors and HB magnitudes when adjusted to the same relative
distance; the fact that this is not seen suggests the reddening of one or both of these clusters may be incorrect. Due
to this issue, the Dutra & Bica (2000) far-infrared (FIR) reddening values (based on the reddening maps of Schlegel
et al. (1998) with reddening errors of ±0.01 mag) were adopted for the MS fitting. The comparison of RGB colors
for NGC 5024 and NGC 6101 using the FIR reddening values shows much better agreement in the bottom panel of
Figure 5 using a relative distance modulus of 0.55 mag to match the MSs.
Some may question the use of FIR reddening for objects within the Milky Way due to the fact that FIR reddening
values should represent the integrated dust column density throughout the whole Galaxy in any direction; therefore,
FIR reddening values may over-estimate the reddening for nearby objects. However, the GCs used for this study are
sufficiently far away and mostly out of the plane of the Galaxy that the reddening should not be over-estimated by the
FIR reddening values. The FIR reddening values agree fairly well with the reddenings found by Dotter et al. (2010)
and VandenBerg et al. (2013) who studied the cluster CMDs in detail to determine the cluster ages.
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Table 8 provides information on the clusters’ locations and reddening from Dutra & Bica (2000) along with metallicity
from Harris (1996; version 2010) and the metallicity bin used in this study. The Sirianni et al. (2005) reddening relation
for ACS/WFC of E(F606W − F814W ) = 0.984E(B − V ) was used to convert the Dutra & Bica (2000) reddening to
the HST photometric system.
Table 8. MS-fitting Cluster Data
Cluster Messier l(◦) b(◦) dSun(kpc) E(B − V ) E(B − V )FIR Harris [Fe/H] [Fe/H] bin
NGC 4590 M 68 299.63 36.05 10.2 0.05 0.06 -2.23 -2.25
NGC 5024 M 53 332.96 79.76 18.3 0.02 0.03 -2.10 -2.10
NGC 5053 335.69 78.94 16.4 0.04 0.02 -2.27 -2.25
NGC 5466 42.15 73.59 17.0 0.00 0.02 -2.31a -2.36
NGC 6101 317.75 -15.82 15.3 0.05 0.10 -1.98 -1.96
NGC 6341 M 92 68.34 34.86 8.2 0.02 0.02 -2.34 -2.36
NGC 6809 M 55 8.80 -23.27 5.4 0.07 0.14 -1.94 -1.96
NGC 7078 M 15 65.01 -27.31 10.3 0.10 0.11 -2.37 -2.36
NGC 7099 M30 27.18 -46.83 8.0 0.03 0.05 -2.27 -2.25
a [Fe/H] of NGC 5466 taken from (Carretta et al. 2009).
5.2. MS-Fitting Distances
MS-fitting distances were determined for each cluster, taking into account observational uncertainty (including
reddening errors). The best-fitting distance modulus was based on a fit of the median observed MS ridge-line shifted
in both color and magnitude to the isochrone MS. For a given cluster, by visual inspection of the de-reddened CMD,
the MS was defined in color and magnitude. The median MS ridge-line (within the color range of the field stars with
parallaxes) was then calculated by determining the median color in 0.2 magnitude overlapping bins, therefore ensuring
the median color found in each bin is not isolated. The median ridge-line was selected to ensure that the results are
not affected by the red binary sequence found in GCs.
This median MS ridge-line is used to determine the distance modulus for each cluster using the 12 Gyr isochrones
in our suite of models. The shape of the MS in the color range of field stars did not constrain the reddening. Shifting
the median MS ridge-line in both color and magnitude led to equally well-fitting distance modulus for any color in
the E(F606W − F814W ) range for that cluster. Therefore, we are able to calculate the distance modulus for the
cluster based on the median E(F606W − F814W ) and propagate the uncertainty in the reddening to the uncertainty
in the distance modulus using standard techniques. Since Av = 3.1E(B − V ), the ±0.01 uncertainty in reddening
corresponds to a ±0.03 uncertainty in the distance modulus for a given isochrone. The distance modulus determined
with a given isochrone spans a range of ∼ 0.7 mag, in the case of M92 the distance modulus ranges from 14.90 to 15.61
mag using ISO-P or from 14.60 to 15.21 mag using ISO-VC.
Not all isochrones have the same goodness of fit to the calibrating field stars with parallaxes, and the resultant
distance modulus need to be weighted to take into account their probability of correctly representing actual stars.
Specifically, a p-value is calculated for each isochrone based on its χ2 vaule using K = 5 degrees of freedom. The
weight applied to each isochrone was obtained by normalizing the p-value distribution. Table 9 gives the weighted
mean distance modulus for each cluster. Since the ISO-P isochrones gave very poor fits to the calibrating field stars,
they have very little weight when combined with the ISO-V isochrones, and the combined result, which represents
our best estimate for the distance modulus to each cluster, is heavily weighted in favor of the ISO-VC isochrones.
The average uncertainty in distance modulus is σDM = 0.10 mag which incorporates the photometric uncertainty
and the uncertainty in stellar models. We see an offset of ∼0.15 mag between ISO-P and ISO-VC distance modulus
determinations in the sense the ISO-P distance moduli are greater than the ISO-VC distance moduli. To illustrate
the technique, Figure 6 compares data for M92 (NGC 6341) to the median ISO-VC isochrone and the calibrating field
stars assuming the best fitting distance modulus shown in Table 9.
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Figure 6. Comparison between the M92 data (green points, median ridgeline of the data blue solid line) from Sarajedini et al.
(2007) with the calibrating field stars and the median ISO-VC isochrone from our Monte Carlo model with the M92 composition.
Table 9. Cluster Distance Modulus and Age Weighted by HST Fit
ISO-P ISO-V Combined
Cluster (m−M)F606W Age (Gyr) (m−M)F606W Age (Gyr) (m−M)F606W Age (Gyr)
NGC 4590 15.63± 0.13 10.2± 1.2 15.52± 0.11 12.4± 1.2 15.52± 0.11 12.4± 1.2
NGC 5024 16.84± 0.13 10.3± 1.3 16.67± 0.10 13.2± 1.2 16.68± 0.10 13.2± 1.2
NGC 5053 16.58± 0.13 10.2± 1.2 16.47± 0.10 12.3± 1.2 16.47± 0.10 12.3± 1.2
NGC 5466 16.42± 0.13 11.0± 1.3 16.24± 0.10 13.9± 1.1 16.24± 0.10 13.9± 1.1
NGC 6101 16.35± 0.14 10.7± 1.5 16.21± 0.11 13.4± 1.4 16.21± 0.11 13.4± 1.4
NGC 6341 15.07± 0.13 10.3± 1.0 14.88± 0.10 13.2± 1.1 14.88± 0.10 13.2± 1.1
NGC 6809 14.50± 0.14 9.3± 1.5 14.35± 0.11 11.9± 1.4 14.35± 0.11 11.9± 1.4
NGC 7078 15.93± 0.12 9.2± 1.1 15.74± 0.10 12.1± 1.1 15.74± 0.10 12.1± 1.1
NGC 7099 15.12± 0.13 10.1± 1.2 15.02± 0.10 12.2± 1.2 15.02± 0.10 12.2± 1.2
5.3. Cluster Ages
The cluster distance modulus given by each individual isochrone is used to determine a distribution of ages for the
cluster. The location of the sub-giant branch (SGB) in the clusters is compared to the SGB of the isochrone at ages
ranging from 8 Gyr to 15 Gyr. The magnitude of the SGB is defined in Chaboyer et al. (1996) as the point brighter
than the main-sequence turn-off (MSTO) and 0.05 mag redder. Chaboyer et al. (1996) showed the SGB provides the
same level of theoretical uncertainty as the MSTO but is easier to measure on observational CMDs which leads to
lower observational uncertainty. We visually inspect the CMDs of the clusters to determine the SGB and use a linear
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Figure 7. Probability distribution of the estimated age and distance modulus of M92 (on a relative scale) using ISO-VC
isochrones. The inverse relationship between distance modulus and age is inherent in this analysis and is very clear.
regression of isochrone age vs. SGB magnitude to find the cluster age. The same weighting scheme is applied to this
distribution of ages to derive our final ages based on the goodness of fit of each isochrone to the field star data. The
ages for each GC are provided in Table 9, with average uncertainties of ∼ 1.2 Gyr.
The offset of ∼0.15 mag in distance modulus between ISO-P and ISO-VC plays directly into the 2.6 Gyr offset we
see in the ages between these two isochrone sets. Note that the inverse relationship between the distance modulus and
age determined for each cluster is inherent in this analysis and is shown very clearly for M92 in Figure 7 which plots
the ISO-VC age and distance muduli distributions (on a relative scale).
5.4. Discussion
Several sources provide estimates of GC distances and ages using varying methods of analysis. The Harris (1996;
version 2010) GC catalog, which was used to determine initial estimates of [Fe/H] and E(B − V ) in this study, also
provides distance moduli based on the horizontal branch (HB) magnitude observed in the CMD. On average, our best
estimates for the distance moduli (from the combined models) are 0.30 mag larger than those listed in Harris (1996;
version 2010). This difference is too large to be explained by simply the use of FIR reddening values. As shown
earlier, a 0.01 mag increase in E(B − V ) corresponds to 0.03 mag increase in the distance modulus. The majority
of our clusters used reddenings which are only 0.02 mag larger than listed by Harris (1996; version 2010), with a few
exceptions increasing to 0.05 mag, suggesting that the difference in reddening estimates only accounts for ∼ 0.08 mag
of the difference in distance moduli.
Dotter et al. (2010) determine distance moduli by fitting isochrones to same HST photometry from Sarajedini et al.
(2007) used in our study. We are using the same stellar evolution code as Dotter et al. (2010). On average, our distance
moduli are 0.16 mag larger than those found by Dotter et al. (2010). The key difference2 with the current study is
that Dotter et al. (2010) did not have field star parallaxes to constrain their isochrones, and hence just used isochrones
constructed with the best estimates for the various input parameters. This would correspond to our ‘median’ Monte
Carlo isochrones and since the median isochrones do not provide the best fit to the parallax stars, the isochrones we
are effectively using differ from those used by Dotter et al. (2010) even though we are using the same stellar evolution
code.
Benedict et al. (2011) determined used HST FGS parallaxes for six RR Lyr stars and used RR Lyr stars as standard
candles to determine distances to three GCs (NGC 4590, 6341 and 7078) in our sample. Using the same reddening
values, the Benedict et al. (2011) distance moduli are, on average, smaller by 0.21 mag than the values determined
in this paper. VandenBerg et al. (2013) (who adopted similar reddenings to those used in this study) fit theoretical
zero-age horizontal branch models to determine the distance to six of the clusters in our sample and our distance
2 In addition, Dotter et al. (2010) allowed both [Fe/H] and E(B − V ) to vary to find the best fit.
Parallaxes of Metal-Poor Stars 17
moduli are on average 0.24 mag larger than the VandenBerg et al. (2013) values.
Most recently, Watkins et al. (2015) have combined dynamical modeling with measurements of proper motion
dispersions and line of slight velocity dispersions to determine dynamical distances to 15 GCs. To compare to our
distance determinations, we converted the Watkins et al. (2015) distances to distance moduli using our preferred
reddening value for each cluster. Only two of the cluster in our sample are in the Watkins et al. (2015) sample. For
NGC 6341, Watkins et al. (2015) have (m−M)F606W = 14.81± 0.07 mag, which is similar to our distance moduli of
(m−M)F606W = 14.88±0.10 mag. In contrast, our distance modulus for NGC 7078 of (m−M)F606W = 15.74±0.10 mag
disagrees strongly with that found by Watkins et al. (2015) (m−M)F606W = 15.39± 0.03 mag.
In contrast to our distance results, our age determinations largely agree with previous work. For example, Dotter
et al. (2010) determined the age of GCs by isochrone fitting from the TO through the SGB and their ages are 0.1 to
1.2 Gyr older than the combined ages in this work for seven out of the nine clusters. The ages derived for NGC 5466
and 6101 in this work are both older that that found in Dotter et al. (2010) by 0.9 and 0.4 Gyr, respectively. On
average, our ages are 0.4 Gyr younger than those found by Dotter et al. (2010).
VandenBerg et al. (2013) also use the photometry provided in Sarajedini et al. (2007) to derive ages. In this case they
allow for larger observational errorbars, but utilize the same Schlegel et al. (1998) reddening maps. The authors use
the stellar evolution models from VandenBerg et al. (2012) and find the distance moduli using the zero-age horizontal
branch magnitude. They determine ages by fitting isochrones from the TO through the SGB. The difference between
the VandenBerg et al. (2012) ages and our ages span a range of 1.4 Gyr younger to 1.1 Gyr older, with a mean age
difference of 0.2 Gyr.
We note that both Dotter et al. (2010) and VandenBerg et al. (2013) used a solar calibrated mixing length in their
stellar models, while we use a mixing length which is well below the solar value in our isochrones. Changing the mixing
length will impact the shape of the isochrones, and so it is likely that the ages derived by Dotter et al. (2010) and
VandenBerg et al. (2013) would change if they adopted a non-solar mixing length. The luminosity of the SGB is only
minimally affected by the choice of the mixing length (Chaboyer et al. 1996) and so the ages which we derive are less
sensitive to the choice of the mixing length. The fact that our ages agree with previous work is fortuitous, as it appears
that the younger ages one would expect from adopting the larger distance moduli find in this study, is offset by using
a smaller mixing length, which increases our derived stellar ages.
6. SUMMARY
Accurate HST FGS1r parallaxes have been derived for 8 metal-poor stars. Six of these stars, with −2.7 < [Fe/H] <
−1.8, are on the main sequence, and suitable for testing metal-poor stellar models and isochrones. These stars were
also observed with ACS/WFC in the F606W and F814W filters, with uncertainties in their apparent magnitudes being
less than 0.005 mag. Typical parallax uncertainties are of order 1%, leading to uncertainties of order ±0.02 mag in the
absolute magnitude of the stars. Using a Monte Carlo approach to take into account the uncertainties in the stellar
models and isochrones, we found that isochrones constructed with the VandenBerg & Clem (2003) color calibration
provide a much better fit to the location of the stars in a color-absolute magnitude diagram than those isochrones
constructed using the the color calibration based upon the PHOENIX model atmospheres (Hauschildt et al. 1999).
Monte Carlo isochrones which provided an acceptable fit to the location of parallax stars were used to determine
the distance (via main sequence fitting) and age (via the luminosity of the SGB) of nine metal-poor globular clusters
(with −2.4 < [Fe/H] < −1.9) which have excellent ACS/WFC photometry from Sarajedini et al. (2007). Our distance
moduli are of order 0.2 mag larger than previous distance determinations to metal-poor clusters. Thus, just as main
sequence fitting results using Hipparcos parallaxes of more metal-rich stars than in our sample led to the conclusion that
globular clusters were more distant than found by previous work (e.g. Reid 1997; Gratton et al. 1997; Pont et al. 1998;
Chaboyer et al. 1998; Carretta et al. 2000; Grundahl et al. 2002; Gratton et al. 2003), we find that our HST parallaxes
lead of metal-poor stars lead to main sequence fitting distances which are larger than previous work. The reason for
this discrepancy is unclear, and warrants further study. In determining these main distances, we examined graphical
UV CMDs in an attempt to only use GCs whose main sequences do not appear to show evidence for substantial helium
enhancement (which would bias our results). Once the UV photometric data is publicly available, it would be useful
to check that these results to ensure that location of the main sequence median ridge-line is reflective of the primordial
stellar population.
Our absolute ages from these clusters range from 11.9± 1.4 Gyr to 13.9± 1.1 Gyr, in agreement with previous work.
There is no convincing evidence that an intrinsic age difference exists between the different clusters. Averaging together
the age of all nine clusters, leads to an absolute age of the oldest, most metal-poor globular clusters of 12.7± 1.0 Gyr,
where the quoted uncertainty takes into account the known uncertainties in the stellar models and isochrones, along
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with the uncertainty in the distance and reddening of the clusters.
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APPENDIX
A. FGS DATA REDUCTION
Astrometric data from the FGS are retrieved by download from the HST online archival retrieval system and then
processed through the two-part FGS pipeline system. The low-level calibration pipeline extracts the astrometry
measurements (usually from 1 to 2 minutes of fringe position information that was acquired at a 40 Hz rate, yielding
several thousand discrete measurements) and after outlier removal (from cosmic ray hits etc.) calculates the median
and performs a per-observation error estimation. The high-level calibration pipeline corrects the observations with
the time-variant OFAD, compensates the velocity aberration, processes the time tags, and calculates the parallax
factors with the JPL Earth orbit predictor (Standish 1990). The OFAD calibration is presented in several calibration
papers (McArthur et al. 1997, 2002, 2006) and ongoing stability tests (LTSTABs) are used to maintain this calibration.
FGS1R Instrumental systematics (such as intra-orbit drift and color and filter effects) are also corrected for. We have
not found after 24 years of calibration additional systematics in our data at a level that is higher than our detection
limit. Regression analysis between Hipparcos and HST parallax measurements has shown (with the exception of the
Pleiades, Soderblom et al. (2005) ) not only good agreement between the parallaxes determined by the two instruments,
but also an overestimation of error in HST astrometric measurements (Benedict et al. 2007; McArthur et al. 2010).
The distribution of the reference stars in the field is shown in the Digital Sky Survey images in Figure A1. The
position of each star is measured by the FGS sequentially. Each epoch contains multiple visits, of the metal-poor
target and reference stars, providing x(t) and y(t) positions. These positions are measured in the HST reference frame
in seconds of arc. During an orbit, positional drift occurs and was corrected for with an adaptable polynomial fitting
routine amplified to model the high intra-orbit drift seen in some of these observations. The F583W filter was used
for all observations. The observation dates, the number of measurements per epoch of the target metal-poor stars,
the HST orientation angles and the number of plate parameters are listed on Table A1. Available only on-line as a
machine-readable table (Table A2) is the HST astrometric data for the targets and their reference stars. The most
current calibration the data should be retrieved from the HST online archival retrieval system and processed through
the low and high level pipeline system.
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HIP106924 HIP54639 HIP87062
HIP87788 HIP98492 HIP108200
HIP46120 HIP103269
Figure A1. Metal-poor star fields with astrometric reference stars and target (T) labelled. The stars are listed in Table A8.
The DSS images were made using Aladin.
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Table A1. HSTAstrometric Observation Tar-
gets Log
Orbit Date Nobs HST Roll
HIP 46120
1 27-Feb-2009 5 159.1263
2 5-Mar-2009 6 156.1014
3 15-Mar-2009 6 161.1411
4 7-Aug-2009 6 353.805
5 20-Aug-2009 6 353.805
6 28-Aug-2009 6 353.805
7 21-Aug-2010 6 353.8054
8 21-Feb-2011 5 168.5837
9 25-Feb-2011 6 169.1866
10 7-Aug-2011 6 353.8055
11 26-Aug-2011 6 353.8055
HIP 54639
1 9-Dec-2008 7 256.9946
2 15-Dec-2008 5 256.9946
3a 21-Dec-2008 7 256.9946
4 23-Mar-2010 7 67.50748
5 3-Jun-2010 7 67.50748
6 17-Jun-2010 7 67.50748
7 9-Dec-2010 7 256.9946
8 4-Jun-2011 7 67.78232
9 17-Jun-2011 7 67.78232
10 9-Dec-2011 7 256.9946
11 14-Dec-2011 7 256.9946
HIP 87062
1 9-Mar-2009 5 270.9999
2 13-Mar-2009 5 270.9999
3 10-May-2009 5 271.9994
4 24-Jul-2009 5 88.99068
5 11-Sep-2009 5 88.99068
6 18-Sep-2009 5 88.99068
7 19-Sep-2010 5 88.99069
8 3-Mar-2011 5 263.3456
9 18-Mar-2011 5 271.5355
10 2-Sep-2011 5 88.9907
11 16-Sep-2011 5 88.9907
HIP 87788
1 20-Mar-2009 4 270.0006
2 2-Apr-2009 6 270.0006
3 18-Jul-2009 6 84.99417
Table A1 continued on next page
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Table A1 (continued)
Orbit Date Nobs HST Roll
4 11-Sep-2009 6 84.99417
5b 22-Sep-2009 6 84.99417
6 12-Oct-2009 6 87.49677
7 1-Jun-2010 6 270.0006
8 22-Sep-2010 6 84.99417
9 20-Mar-2011 4 270.0006
10 30-Mar-2011 6 270.0006
11 10-Sep-2011 6 84.99417
12 22-Sep-2011 6 84.99417
HIP 98492
1 25-Apr-2009 5 287.0096
2 4-May-2009 6 287.0096
3 19-Sep-2009 6 99.99505
4 16-Oct-2009 6 99.99505
5 26-Oct-2009 6 99.99505
6 1-Jun-2010 6 289.0107
7 24-Oct-2010 6 99.99506
8 24-Apr-2011 5 287.0096
9 13-May-2011 6 287.0096
10 22-Sep-2011 6 99.99506
11 26-Oct-2011 6 99.99506
HIP 103269
1 16-Jun-2009 7 302.1005
2 15-Nov-2009 7 116.8969
3 25-Nov-2009 7 116.8969
4 30-Nov-2009 7 116.8969
5 26-May-2010 7 302.1005
6 6-Jun-2010 7 302.1005
7 31-Oct-2010 7 116.8969
8 26-May-2011 7 302.1005
9 16-Jun-2011 7 302.1005
10 15-Nov-2011 7 116.8969
11 30-Nov-2011 7 116.8969
HIP 106924
1 19-Dec-2008 5 142.711
2 2-Jan-2009 5 142.711
3a 5-Jan-2009 6 142.711
4 2-Jul-2009 6 323.2631
5 12-Jul-2009 6 323.2631
6 20-Jul-2009 6 323.2631
7 2-Aug-2010 6 336.3016
8 19-Dec-2010 5 142.7101
9 7-Jan-2011 6 142.7101
Table A1 continued on next page
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Table A1 (continued)
Orbit Date Nobs HST Roll
10 4-Jul-2011 6 323.2635
11 21-Jul-2011 6 323.2635
HIP 108200
1 19-Jun-2009 6 290.0325
2 13-Nov-2009 5 109.956
3 18-Nov-2009 6 109.956
4 4-Dec-2009 6 109.956
5 21-May-2010 6 290.0323
6 31-May-2010 6 290.0323
7 3-Dec-2010 5 109.9559
8 21-May-2011 6 290.0322
9 18-Jun-2011 6 290.0322
10 11-Nov-2011 6 109.9557
11 4-Dec-2011 6 109.9557
a FGS1R AMA-Adjustment after this observa-
tion
b Observation set failed
Table A2. Table Format for Astrometric Data for Target and Reference Stars a
Column Format Desription
1 A9 HST Observation ID
2 A8 HST observing mode; POSITION or TRANSFER
3 A10 Raw target ID from proposal
4 I5 Proposal number of observations
5 I4 tar number of observation from proposal
6 F5.2 Predicted V band magnitude
7 F5.2 Actual V band magnitude
8 F8.5 Predicted Right Ascension; decimal degrees (J2000)
9 F8.5 Predicted Declination; decimal degrees (J2000)
10 F8.5 Right Ascension of V1 telescope axis; degrees (1)
11 F8.5 Declination of V1 telescope axis; degrees (1)
12 F8.4 Roll about V3 of telescope
13 F12.6 X position of telescope
14 F12.6 Y position of telescope
15 F12.6 Z position of telescope
16 F9.6 X velocity of telescope
17 F9.6 Y velocity of telescope
18 F9.6 Z velocity of telescope
19 F16.8 Observation Julian Date; corrected
Table A2 continued on next page
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Table A2 (continued)
Column Format Desription
20 F14.8 Modified Julian observation time
21 I4 Year of observation
22 I3 Day of observation
23 A8 The hour:min:sec of observation
24 I1 FGS used as the astrometer
25 A5 Filter used for observation
26 I3 Set number of observation group
27 F13.9 Earth plus HST X velocity
28 F13.9 Earth plus HST Y velocity
29 F13.9 Earth plus HST Z velocity
30 F10.5 Uncorrected X position calculated by average
31 F9.5 Uncorrected Y position calculated by average
32 F7.5 Standard deviation in Xave
33 F7.5 Standard deviation in Yave
34 F8.5 XY correlation
35 F13.10 XY covariance
36 F14.9 Uncorrected X position calculated by median
37 F11.7 Uncorrected Y position calculated by median
38 F7.5 X median average deviation
39 F7.5 Y median average deviation
40 F6.2 Seconds of FINELOCK data
41 I4 Number of samples from FINELOCK interval
42 A5 Instrument velocity aberration measured from
43 I1 S FGS velocity aberration measured from
44 F13.9 X position of velocity aberration
45 F11.7 Y position of velocity aberration
46 I1 Dominant FGS guider
47 F10.4 Sum of pmts
48 F9.4 pmt from channel xa
49 F9.4 pmt from channel xb
50 F9.4 pmt from channel ya
51 F9.4 pmt from channel yb
52 I3 Number of samples for background
53 I4 Number of samples for walkdown pmt diff/sum in X axis
54 F7.4 X pmt diff/sum from fine lock dv interval
55 F7.4 X pmt diff/sum from walkdown interval
56 F6.4 Reference X axis S curve inverse slope of Upgren69
57 F9.6 X centroid shift in arcseconds; add to Xmed
58 I4 Number of samples for walkdown pmt diff/sum in Y axis
59 F7.4 Y pmt diff/sum from fine lock dv interval
60 F7.4 Y pmt diff/sum from walkdown interval
61 F6.4 Reference Y axis S curve inverse slope of Upgren69
62 F9.6 Y centroid shift in arcseconds; add to Ymed
Table A2 continued on next page
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Table A2 (continued)
Column Format Desription
63 F8.3 Course track X position
64 F7.3 Course track Y position
65 I6 Star selector position; theta A
66 I6 Star selector position; theta B
67 E11.5 Variance of X
68 E11.5 Variance of Y
69 E11.5 Median average deviation variance of X
70 E11.5 Median average deviation variance of Y
71 F11.4 Predicted star selector position; theta A
72 F11.4 Predicted star selector position; theta B
73 F11.9 Interpolated rhoA lever arm
74 F11.9 Interpolated kA lever arm
75 F11.9 Spacecraft quaternion
76 F12.9 Spacecraft quaternion
77 F12.9 Spacecraft quaternion
78 F12.9 Spacecraft quaternion
79 F12.9 Parallax factor alpha
80 F12.9 Parallax factor delta
81 E14.7 Sinfit position correction for X
82 F14.9 Final X corrected position with polynomial drift correction
83 F13.9 Final Y corrected position with polynomial drift correction
84 A9 Target name
aTable A2 is published in its entirety in the electronic edition. The column descriptions
and format are shown here for guidance regarding its form and content.
A.1. Reference Star Spectroscopy and Photometry
We obtained spectra of the reference frame stars for the northern targets using the Dual Imaging Spectrograph2
(“DIS”) on the 3.5 m telescope at the Apache Point Observatory. DIS simultaneously obtains spectra covering blue and
red spectral regions, providing dispersions of 0.62 A˚/pix in the blue, and 0.58 A˚/pix in the red with the high resolution
gratings (1,200 line/mm). For HIP46120 and HIP54639, we obtained spectra of the reference frame stars using the
R−C Spectrograph3 on the Blanco 4 m telescope at Cerro Tololo Interamerican Observatory (program 2009A-0009).
The KPGL1 grating was used, and with the “Loral 3K” detector, provided a dispersion of 1.01 A˚/pix.
Optical photometry for the fields all of the program stars, except HIP46120, was procured using the robotic New
Mexico State University (NMSU) 1 m telescope (Holtzman 2010) at Apache Point Observatory and the MDM 1.3 m
telescope. The NMSU 1 m is equipped with an E2V 2048 sq. CCD camera, and the standard Bessell UBV RI filter
set. THE MDM 1.3 m data was obtained with a STA-0500 4062 sq. CCD camera and a standard BVRI filter set.
Photometry of the field of HIP46120 was obtained using the Tek2K CCD imager4 on the SMARTS 0.9 m telescope at
CTIO (program 2009A-0009). The images of the program object fields, along with the appropriate calibration data,
were obtained in the usual fashion, reduced using IRAF, and flux calibrated with observations of Landolt standards.
We use the transformations provided in Carpenter (2001) to convert the 2MASS JHK values to the Bessell & Brett
(1988) system. Table A3 lists V JHK photometry for the target and reference stars indicated in Figures A1. Figure A2
2 http://www.apo.nmsu.edu/arc35m/Instruments/DIS/
3 http://www.ctio.noao.edu/spectrographs/4m R-C/4m R-C.html
4 http://www.ctio.noao.edu/noao/content/tek2k
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show the (J −K) vs. (V −K) color-color diagrams with reference stars and targets labeled.
Table A3. V and Near-IR Photometry of Target and Reference Stars
ID V U −B B − V V −R V − I J H K
HIP 46120
Ref-1 14.34 ± 0.02 0.13 ± 0.04 0.74 ± 0.04 0.42 ± 0.03 0.84 ± 0.03 12.91 12.52 12.49
Ref-2 13.96 ± 0.02 0.22 ± 0.04 0.81 ± 0.04 0.44 ± 0.03 0.9 ± 0.03 12.44 12.05 11.99
Ref-3 14.02 ± 0.02 0.59 ± 0.04 1.00 ± 0.04 0.53 ± 0.03 1.05 ± 0.03 12.23 11.73 11.65
Ref-4 12.58 ± 0.02 0.23 ± 0.04 0.75 ± 0.04 0.39 ± 0.03 0.82 ± 0.03 11.19 10.88 10.81
Ref-5 14.76 ± 0.02 0.35 ± 0.05 0.82 ± 0.04 0.43 ± 0.03 0.86 ± 0.03 13.3 12.97 12.85
Ref-6 13.48 ± 0.02 0.48 ± 0.04 0.89 ± 0.04 0.47 ± 0.03 0.96 ± 0.03 11.82 11.45 11.33
Ref-7 14.91 ± 0.02 0.81 ± 0.06 1.01 ± 0.05 0.6 ± 0.03 1.13 ± 0.03 12.99 12.48 12.39
Ref-8 13.21 ± 0.02 0.59 ± 0.04 1.03 ± 0.04 0.56 ± 0.03 1.1 ± 0.03 11.32 10.8 10.72
HIP 46120a
HIP 54639
Ref-1 13.87 ± 0.02 0 ± 0.1 0.47 ± 0.04 0.28 ± 0.03 0.59 ± 0.03 12.89 12.57 12.52
Ref-2 13.45 ± 0.02 0.9 ± 0.13 0.97 ± 0.07 0.53 ± 0.03 1.01 ± 0.03 11.71 11.2 11.07
Ref-3 14.72 ± 0.02 1.05 ± 0.2 1.09 ± 0.1 0.56 ± 0.03 1.07 ± 0.03 12.81 12.18 12.03
Ref-4 14.72 ± 0.02 1.28 ± 0.2 1.06 ± 0.1 0.66 ± 0.03 1.24 ± 0.03 12.66 11.99 11.91
Ref-5 13.23 ± 0.02 1.41 ± 0.14 1.24 ± 0.05 0.78 ± 0.03 1.46 ± 0.03 10.81 10.17 10.05
HIP 54639
HIP 87062
Ref-1 13.36 ± 0.02 0.51 ± 0.1 1.07 ± 0.04 0.67 ± 0.03 1.36 ± 0.03 10.99 10.58 10.25
Ref-2 13.32 ± 0.02 2.06 ± 0.1 1.88 ± 0.04 1.13 ± 0.03 2.13 ± 0.03 9.55 8.66 8.32
Ref-3 14.58 ± 0.02 0.77 ± 0.1 1.24 ± 0.05 0.73 ± 0.03 1.44 ± 0.03 12.05 11.55 11.42
Ref-4 15.67 ± 0.04 0.77 ± 0.1 1.27 ± 0.09 0.81 ± 0.04 1.63 ± 0.03 12.82 12.34 12.12
Ref-5 14.65 ± 0.02 2.02 ± 0.1 2.02 ± 0.07 1.27 ± 0.03 2.47 ± 0.03 10.32 9.36 9.05
Ref-6 13.77 ± 0.02 0.67 ± 0.1 1.05 ± 0.04 0.62 ± 0.03 1.31 ± 0.03 11.5 11.16 11.04
HIP 87062 10.57 ± 0.02 -0.06 ± 0.1 0.59 ± 0.04 0.37 ± 0.03 0.83 ± 0.03 9.17 8.86 8.77
HIP 87788
Ref-1 14.45 ± 0.02 1.32 ± 0.22 2.35 ± 0.05 1.54 ± 0.03 2.97 ± 0.03 9.24 7.96 7.35
Ref-2 14.57 ± 0.02 1.64 ± 0.24 2.13 ± 0.05 1.23 ± 0.03 2.34 ± 0.03 10.38 9.36 9.16
Ref-3 10.55 ± 0.02 1.85 ± 0.1 1.63 ± 0.04 0.96 ± 0.03 1.81 ± 0.03 7.33 6.47 6.22
Ref-4 11.98 ± 0.02 -0.06 ± 0.1 0.38 ± 0.04 0.18 ± 0.03 0.44 ± 0.03 11.12 11.02 10.96
Ref-5 11.04 ± 0.02 0.21 ± 0.1 0.54 ± 0.04 0.26 ± 0.03 0.62 ± 0.03 9.87 9.73 9.63
Ref-6 11.55 ± 0.02 1.36 ± 0.1 1.39 ± 0.04 0.75 ± 0.03 1.47 ± 0.03 8.91 8.24 8.06
Ref-7 13.49 ± 0.02 1.82 ± 0.15 2.06 ± 0.04 1.39 ± 0.03 2.93 ± 0.03 8.47 7.42 7.04
Ref-8 13.75 ± 0.02 1.96 ± 0.15 1.85 ± 0.04 1.04 ± 0.03 1.97 ± 0.03 10.18 9.39 9.01
Ref-9 13.47 ± 0.02 1.05 ± 0.13 1.3 ± 0.04 0.71 ± 0.03 1.42 ± 0.03 10.85 10.25 10.05
Ref-7R 14.41 ± 0.02 ± 2.16 ± 0.04 ± ± 8.61
Ref-8R 13.52 ± 0.02 ± 0.88 ± 0.04 ± ± 11.33
HIP 87788 11.33 ± 0.02 -0.16 ± 0.07 0.74 ± 0.04 0.39 ± 0.03 0.87 ± 0.03 9.94 9.54 9.46
HIP 98492
Ref-1 11.18 ± 0.02 -0.06 ± 0.06 0.08 ± 0.03 0.03 ± 0.02 0.12 ± 0.02 10.93 10.96 10.94
Table A3 continued on next page
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Table A3 (continued)
ID V U −B B − V V −R V − I J H K
Ref-2 11.89 ± 0.02 1.53 ± 0.06 1.31 ± 0.03 0.7 ± 0.02 1.3 ± 0.02 9.58 8.97 8.79
Ref-3 14.19 ± 0.02 0.75 ± 0.1 1.01 ± 0.03 0.56 ± 0.02 1.07 ± 0.02 12.26 11.97 11.69
Ref-4 13.24 ± 0.02 0.28 ± 0.06 0.74 ± 0.03 0.4 ± 0.02 0.79 ± 0.02 11.84 11.55 11.45
Ref-5 12.35 ± 0.02 0.99 ± 0.06 1.04 ± 0.03 0.55 ± 0.02 1.05 ± 0.02 10.48 10.02 9.91
Ref-6 13.32 ± 0.02 2.01 ± 0.1 1.64 ± 0.04 1.02 ± 0.02 2.13 ± 0.02 9.74 8.87 8.61
Ref-7 13.61 ± 0.02 0.12 ± 0.06 0.57 ± 0.03 0.32 ± 0.02 0.66 ± 0.02 12.5 12.27 12.2
Ref-8 13.71 ± 0.02 1.7 ± 0.1 1.44 ± 0.03 0.82 ± 0.02 1.56 ± 0.02 10.98 10.22 10.06
Ref-9 14 ± 0.02 0.28 ± 0.08 0.7 ± 0.03 0.38 ± 0.02 0.77 ± 0.02 12.64 12.4 12.31
HIP 98492 11.58 ± 0.02 -0.03 ± 0.06 0.65 ± 0.03 0.39 ± 0.02 0.8 ± 0.02 10.15 9.8 9.72
HIP 103269
Ref-1 13.04 ± 0.02 0.85 ± 0.1 0.99 ± 0.04 0.59 ± 0.03 1.13 ± 0.03 11.13 10.61 10.54
Ref-2 12.37 ± 0.02 0.1 ± 0.1 0.65 ± 0.04 0.39 ± 0.03 0.78 ± 0.03 11.11 10.79 10.75
Ref-3 14.64 ± 0.02 0.34 ± 0.11 0.8 ± 0.04 0.46 ± 0.03 0.93 ± 0.03 13.09 12.7 12.7
Ref-4 13.36 ± 0.02 0.18 ± 0.1 0.67 ± 0.04 0.37 ± 0.03 0.77 ± 0.03 12.11 11.83 11.78
Ref-5 15.46 ± 0.02 -.- ± 2.61 0.07 ± 1.85 0.03 ± 3.58 0.03 ± 9.42 8.13 7.69
Ref-6 14.14 ± 0.02 0.47 ± 0.11 0.82 ± 0.04 0.46 ± 0.03 0.93 ± 0.03 12.68 12.31 12.29
Ref-7 11.59 ± 0.02 0.03 ± 0.1 0.55 ± 0.04 0.3 ± 0.03 0.65 ± 0.03 10.56 10.29 10.26
Ref-8 12.77 ± 0.02 0.24 ± 0.1 0.72 ± 0.04 0.35 ± 0.03 0.8 ± 0.03 11.43 11.11 11.05
Ref-9 13.49 ± 0.02 0.26 ± 0.1 0.77 ± 0.04 0.39 ± 0.03 0.83 ± 0.03 12.13 11.73 11.71
HIP 103269 10.28 ± 0.02 -0.45 ± 0.1 0.64 ± 0.04 0.38 ± 0.03 0.79 ± 0.03 9.03 8.7 8.61
HIP 106924
Ref-1 14.64 ± 0.02 0.5 ± 0.1 1.06 ± 0.04 0.7 ± 0.03 1.28 ± 0.03 12.47 12.05 11.89
Ref-2 13.25 ± 0.02 1.71 ± 0.1 1.64 ± 0.04 0.97 ± 0.03 1.86 ± 0.03 10.09 9.28 9.07
Ref-3 14.73 ± 0.02 1.5 ± 0.11 1.54 ± 0.05 0.92 ± 0.03 1.76 ± 0.03 11.66 11 10.78
Ref-4 14.3 ± 0.02 0.35 ± 0.1 0.76 ± 0.04 0.47 ± 0.03 0.97 ± 0.03 12.65 12.48 12.33
Ref-5 14.63 ± 0.02 1.68 ± 0.12 1.61 ± 0.04 0.93 ± 0.03 1.75 ± 0.03 11.64 10.89 10.68
Ref-6 11.44 ± 0.02 -0.02 ± 0.1 0.56 ± 0.04 0.28 ± 0.03 0.62 ± 0.03 10.41 10.17 10.14
Ref-7 14.1 ± 0.02 1.74 ± 0.11 1.8 ± 0.04 1.05 ± 0.03 2.02 ± 0.03 10.59 9.71 9.47
HIP 106924 10.42 ± 0.02 -0.36 ± 0.1 0.57 ± 0.04 0.43 ± 0.03 0.87 ± 0.03 9.04 8.86 8.57
HIP 108200
Ref-1 13.06 ± 0.02 0.25 ± 0.1 0.69 ± 0.04 0.37 ± 0.03 0.76 ± 0.03 11.78 11.51 11.4
Ref-2 13.65 ± 0.02 1.17 ± 0.1 1.15 ± 0.04 0.6 ± 0.03 1.18 ± 0.03 11.57 10.97 10.88
Ref-3 11.15 ± 0.02 1.32 ± 0.1 1.17 ± 0.04 0.65 ± 0.03 1.22 ± 0.03 9.06 8.49 8.34
Ref-4 12.18 ± 0.02 1.41 ± 0.1 1.3 ± 0.04 0.71 ± 0.03 1.36 ± 0.03 9.79 9.07 8.95
Ref-5 13.18 ± 0.02 0.16 ± 0.1 0.65 ± 0.04 0.35 ± 0.03 0.72 ± 0.03 11.96 11.65 11.6
Ref-6 13.89 ± 0.02 1.42 ± 0.1 1.25 ± 0.04 0.66 ± 0.03 1.24 ± 0.03 11.7 11.07 10.93
Ref-7 15.29 ± 0.02 0.16 ± 0.1 0.67 ± 0.04 0.41 ± 0.03 0.84 ± 0.03 13.88 13.61 13.43
HIP 108200 10.97 ± 0.02 -0.09 ± 0.1 0.67 ± 0.04 0.4 ± 0.03 0.83 ± 0.03 9.58 9.21 9.1
a Target saturated on all images
Parallaxes of Metal-Poor Stars 27
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0
J-
K
54321
V-K
G0III
G5III
K0III
K5III
M0III
M2III
F5V
G0VG5V
K0V
K5V
M0V
ref-1 ref-2
ref-3
Av = 1.0
HIP 46120
ref-4
ref-5
ref-7
ref-6
ref-8
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0
J-
K
54321
V-K
G0III
G5III
K0III
K5III
M0III
M2III
F5V
G0VG5V
K0V
K5V
M0V
ref-1
ref-2
ref-3
Av = 1.0
HIP 54639
ref-4 ref-5
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0
J-
K
65432
V-K
G0III
G5III
K0III
K5III
M0III
M2III
M5III
G5V
K0V
K5V
M0V
ref-1
ref-2
ref-3
Av = 1.0HIP 87062
ref-4
ref-5
ref-6
2.0
1.5
1.0
0.5
0.0
J-
K
7654321
V-K
G0III
G5III
K0III
K5III
M0III
M2III
M5III
F5V
G0VG5V
K0V
K5V
M0V
M5V
ref-1
ref-2
ref-3
Av = 1.0
HIP 87788
ref-4
ref-5
ref-7
ref-6
ref-8
ref-9
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0
J-
K
543210
V-K
G0III
G5III
K0III
K5III
M0III
M2III
A0V
A5V
F0V
F5V
G0VG5V
K0V
K5V
M0V
ref-1
ref-2
ref-3
Av = 1.0
HIP 98492
ref-4
ref-5
ref-7
ref-6
ref-8
ref-9
1.5
1.0
0.5
0.0
J-
K
87654321
V-K
G0III
G5III
K0III
K5III
M0III
M2III
M5III
F5V
G0VG5V
K0V
K5V
M0V
M5V
ref-1
ref-2
ref-3
Av = 1.0
HIP 103269
ref-4
ref-5
ref-7
ref-6
ref-8
ref-9
1.4
1.2
1.0
0.8
0.6
0.4
0.2
0.0
J-
K
54321
V-K
G0III
G5III
K0III
K5III
M0III
M2III
F5V
G0VG5V
K0V
K5V
M0V
ref-1
ref-2
ref-3
Av = 1.0
HIP 106924
ref-4
ref-5
ref-7
ref-6
1.2
1.0
0.8
0.6
0.4
0.2
J-
K
4.03.53.02.52.01.51.0
V-K
G0III
G5III
K0III
K5III
M0III
F5V
G0V
G5V
K0V
K5V
M0V
ref-1
ref-2
ref-3
Av = 1.0
HIP 108200
ref-4
ref-5
ref-6
ref-7
Figure A2. (J −K) vs. (V −K) color-color diagram for stars in the HST field identified in Table A3. The dashed line is the
locus of dwarf (luminosity class V) stars of various spectral types; the dot-dashed line is for giants (luminosity class III).
A.2. Spectroscopy, Luminosity Class and Reduced Proper Motion
The derived absolute magnitudes are crucially dependent on the assumed stellar luminosities, a parameter impossible
to obtain for all but the latest type stars using only Figure A2. To aid in the spectral classification of the reference stars
we have compiled an extensive set of template spectra covering a large range of temperature and luminosity classes
in support of our various FGS programs on both the APO 3.5 m, and the Blanco 4 m. We perform MK classification
of each of the reference frame stars with respect to these templates, as well as use the temperature and luminosity
classification characteristics listed in Yamashita et al. (1978). For the DIS spectra, our temperature classifications
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are generally good to ± 1 subclass. For the lower resolution CTIO data, however, there is more uncertainty, and we
generally obtain spectral classifications with uncertainties of ± 2 subclasses.
To confirm the luminosity classes we obtain PPMXL proper motions (Roeser et al. 2010) for a 1◦ square field
centered on the targets shown in Figure A3, and then iteratively use the technique of reduced proper motion (Yong &
Lambert 2003; Gould & Morgan 2003) to distinguish between giants and dwarfs.
A.3. Estimated Reference Frame Absolute Parallaxes
With the spectral classification of the reference stars complete, we combine the UBV RI photometry we have obtained
with JHK photometry from 2MASS, to derive the visual extinction to the sources using the reddening relationships
from Rieke & Lebofsky (1985). Error bars on the visual extinction are of order 10%. Once determined, we estimate
spectroscopic parallaxes using the absolute visual magnitude calibrations for main sequence stars listed in Houket al.
(1997), and for giant stars using Cox (2000). These spectroscopic reference star parallaxes are input to our model
with errors of 20%. The error bars on the V magnitudes are ± 0.02 mag, and are ± 0.04 mag for the (B − V ) colors.
Table A4 lists all reference star absolute parallax estimates, spectral types and luminosities.
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Figure A3. Reduced proper motion diagram for 5800 stars in a 1◦ field centered on the metal-poor target stars. Star identi-
fications are in Table A3. For a given spectral type, giants and sub-giants have more negative HK values and are redder than
dwarfs in (J −K). HK values are derived from ‘Final’ proper motions in Table A6. The small cross at the lower left represents
a typical (J −K) error of 0.04 mag and HK error of 0.17 mag. The horizontal dashed line is a giant-dwarf demarcation derived
from a statistical analysis of the Tycho input catalog (Ciardi 2004, private communication).
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Table A4. Adopted Spectrophotometric and HST Resolved Reference Star Parallaxes
ID α2000 δ2000 Sp. T.
a V B-V Mv Av D pispec piHST
b
(pc) (mas) (mas)
HIP 46120
Ref-1 09:24:17.86 −80:36:17.5 G2V 14.34 0.74 4.56 0.37 759 1.317 1.436
Ref-2 09:24:32.59 −80:34:07.1 G5V 13.96 0.81 4.93 0.43 529 1.89 1.550
Ref-3 09:24:13.14 −80:32:58.5 K1V 14.02 1 6.13 0.32 329 3.035 2.355
Ref-4 09:24:09.40 −80:31:59.6 G2V 12.58 0.75 4.56 0.27 353 2.829 2.961
Ref-5 09:24:00.60 −80:31:47.9 G5V 14.76 0.82 4.93 0.38 786 1.273 1.393
Ref-6 09:23:58.95 −80:30:45.2 G7V 13.48 0.89 5.32 0.44 352 2.841 2.664
Ref-7 09:24:57.80 −80:29:29.1 K1V 14.91 1.01 6.13 0.46 463 2.162 2.497
Ref-8 09:24:37.90 −80:28:24.5 K1V 13.21 1.03 6.13 0.43 215 4.66 3.796
HIP 54639
Ref-1 11:11:02.39 +06:24:15.7 F5V 13.87 0.47 3.34 0.1 1182 0.847 0.843
Ref-2 11:11:19.49 +06:24:20.6 G9III 13.45 0.97 0.8 0.11 3222 0.31 0.309
Ref-3 11:11:04.77 +06:26:39.2 K3V 14.72 1.09 6.75 0 382 2.617 2.408
Ref-4 11:10:57.12 +06:26:37.0 K4V 14.72 1.06 7.12 0 336 2.967 3.812
Ref-5 11:10:43.02 +06:28:16.5 K7V 13.23 1.24 8.23 0 129 9.947 10.306
HIP 87062
Ref-1 17:47:09.39 −08:45:06.2 F7V 13.36 1.07 3.72 1.89 348 2.876 −c
Ref-2 17:47:11.03 −08:44:37.6 K1III 13.32 1.88 0.6 2.65 1009 0.992 −c
Ref-3 17:47:16.18 −08:46:17.1 G0V 14.58 1.24 4.2 1.96 490 2.04 2.034
Ref-4 17:47:25.99 −08:45:37.6 G1V 15.67 1.27 4.24 2.3 650 1.541 1.549
Ref-5 17:47:33.27 −08:45:33.7 K2III 14.65 2.02 0.42 3.21 1598 0.626 0.625
Ref-6 17:47:36.10 −08:47:58.0 F0V 13.77 1.05 2.4 2.19 682 1.466 1.467
HIP 87788
Ref-1 17:56:17.24 −16:25:36.1 Carbon* 14.45 2.35 -.- -.- ? ? −c
Ref-2 17:56:06.10 −16:23:38.1 K5III 14.57 2.13 -0.2 1.93 3654 0.274 2.530
Ref-3 17:55:58.10 −16:23:24.9 K2III 10.55 1.63 0.42 1.89 454 2.202 1.362
Ref-4 17:56:04.28 −16:24:53.1 A1V 11.98 0.38 1.01 1 982 1.018 1.024
Ref-5 17:56:03.73 −16:26:12.4 A4V 11.04 0.54 1.57 1.01 475 2.105 1.751
Ref-6 17:55:57.02 −16:24:41.2 K1III 11.55 1.39 0.6 1.05 952 1.05 1.138
Ref-7 17:55:50.07 −16:23:33.2 M3III 13.49 2.06 -0.67 1.82 2840 0.353 0.356
Ref-8 17:55:44.75 −16:25:45.0 K5III 13.75 1.85 -0.2 1.09 3625 0.276 0.273
Ref-9 17:55:38.46 −16:23:47.5 G9.5V 13.47 1.3 5.79 1.63 143 7.144 −c
Ref-7r 17:55:42.35 −16:23:39.7 K7III 14.41 2.16 -0.3 2.26 3067 0.326 0.325
Ref-8r 17:55:41.08 −16:25:37.2 G1V 13.52 0.88 498 2.007 2.533
HIP 98492
Ref-1 20:00:49.97 +09:21:57.1 B8V 11.18 0.03 -0.25 0.45 1561 0.641 0.561
Ref-2 20:00:42.85 +09:22:06.7 K2III 11.89 0.7 0.6 0.46 1612 0.621 0.785
Ref-3 20:00:38.94 +09:23:03.4 K1V 14.19 1.01 6.14 0.39 340 2.944 2.331
Ref-4 20:00:33.99 +09:20:44.6 G2V 13.24 0.74 4.56 0.29 473 2.113 2.072
Ref-5 20:00:21.92 +09:22:15.0 *G9III 12.35 1.04 0.8 0.25 1848 0.541 0.571
Ref-6 20:00:17.93 +09:22:01.5 M1III 13.32 1.64 -0.5 0.62 4300 0.233 0.225
Ref-7 20:00:16.45 +09:19:34.6 F5V 13.61 0.57 3.35 0.35 969 1.032 1.050
Ref-8 20:00:18.57 +09:19:30.5 K3III 13.71 1.44 0.24 0.6 3688 0.271 0.270
Ref-9 20:00:14.28 +09:21:22.6 G1V 14 0.7 4.24 0.19 786 1.274 1.308
HIP 103269
Ref-1 20:55:27.7 +42:22:08.2 K1V 13.04 0.99 6.14 0.44 198 5.065 5.888
Ref-2 20:55:34.9 +42:19:43.8 G1V 12.37 0.65 4.24 0.19 377 2.654 1.259
Ref-3 20:55:31.7 +42:19:40.5 G2V 14.64 0.8 4.56 0.51 823 1.214 1.354
Table A4 continued on next page
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Table A4 (continued)
ID α2000 δ2000 Sp. T.
a V B-V Mv Av D pispec piHST
b
(pc) (mas) (mas)
Ref-4 20:55:22.3 +42:18:44.0 G1V 13.36 0.67 4.24 0.13 610 1.642 1.536
Ref-5 20:55:16.3 +42:19:25.4 M1III 15.46 2.61 -0.5 4.14 2312 0.432 0.431
Ref-6 20:55:10.7 +42:19:39.4 G2V 14.14 0.82 4.56 0.5 670 1.494 1.654
Ref-7 20:55:09.4 +42:19:10.5 F5V 11.59 0.55 3.35 0.29 397 2.523 2.564
Ref-8 20:55:06.3 +42:19:15.1 G2V 12.77 0.72 4.56 0.19 398 2.516 0.978
Ref-9 20:55:10.7 +42:17:24.4 G5V 13.49 0.77 4.93 0.23 469 2.134 2.517
HIP 106924
Ref-1 21:39:26.9 +60:19:20.1 G2V 14.64 1.06 4.56 1.4 544 1.838 1.924
Ref-2 21:39:38.7 +60:17:29.6 K2III 13.25 1.64 0.42 1.64 1738 0.575 0.573
Ref-3 21:39:23.0 +60:17:17.7 K0III 14.73 1.54 0.7 1.7 2867 0.349 0.345
Ref-4 21:39:17.8 +60:17:21.4 F0V 14.3 0.76 2.4 1.41 1261 0.793 0.795
Ref-5 21:39:14.3 +60:16:39.5 K2III 14.63 1.61 0.42 1.41 3670 0.273 0.272
Ref-6 21:39:19.8 +60:15:34.0 F5V 11.44 0.56 3.35 0.21 379 2.636 3.025
Ref-7 21:39:03.8 +60:15:58.0 K2III 14.1 1.8 0.42 2.13 2044 0.489 0.489
HIP 108200
Ref-1 21:55:43.1 +32:39:08.1 G5V 13.06 0.69 4.93 0.05 414 2.416 2.623
Ref-2 21:55:39.2 +32:38:28.0 K0III 13.65 1.15 0.7 0.44 3159 0.317 0.316
Ref-3 21:55:14.0 +32:37:24.9 K0III 11.15 1.17 0.7 0.58 953 1.05 0.988
Ref-4 21:55:03.0 +32:36:27.4 K2III 12.18 1.3 0.42 0.59 1729 0.578 0.589
Ref-5 21:54:53.4 +32:35:42.7 G0V 13.18 0.65 4.2 0.15 584 1.711 −c
Ref-6 21:55:05.4 +32:38:34.5 K2III 13.89 1.25 0.42 0.29 4367 0.229 0.229
Ref-7 21:55:19.1 +32:37:41.3 F8V 15.29 0.67 3.87 0.58 1496 0.669 0.668
aSpectral types and luminosity class estimated from colors and reduced proper motion diagram.
b The HST reference star parallaxes use spectroscopic priors and are not independent.
c Reference star not included in model
Two objects in Table A4 warrant mention. Ref-08 for HIP46120 has very weak metal lines, and appears to have
a low metallicity. The photometry and spectral continuum are consistent with the temperature of an early K dwarf.
HIP87788 Ref-01 appears to be a J-type carbon star.
A.4. Estimated Reference Frame Proper Motions
As priors, we test proper motion values when available from the SPM4 (Girard et al. 2011), URAT1(Finch &
Zacharias 2016), or the PPMXL (Roeser et al. 2010) catalogs as observations with error in the model. The SPM4
catalog was only available for the HIP 46120 field, while the HIP 87788 and HIP 108200 fields did not have URAT1
values available. The catalogs used for input proper motions are listed in Table A5. The input catalog proper motions
and our final HST model values are found in Table A6.
Table A5. Astrometric
Reference Star Proper Mo-
tion Input Catalogs
Target Catalog
HIP 46120 SPM4
HIP 54639 URAT
HIP 87062 URAT
HIP 87788 PPMXLa
Table A5 continued on next page
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Table A5 (continued)
Target Catalog
HIP 98492 URAT
HIP 103269 URAT
HIP 106924 URAT
HIP 108200 PPMXLa
aURAT catalog does not con-
tain this reference frame
Table A6. Astrometric Reference Star Proper Motions
Input Final (HST)
ID µα
a µδ
a µα σµα µδ σµα
HIP 46120
Ref-1 2.6 -2.18 2.190 0.218 -0.054 0.253
Ref-2 0.36 -6.48 2.860 0.220 -7.039 0.245
Ref-3 -9.44 -0.64 -11.918 0.175 0.740 0.195
Ref-4 -4.16 3.2 -5.831 0.199 -2.828 0.209
Ref-5 -15.48 15.76 -12.927 0.252 15.989 0.280
Ref-6 -36.28 16.28 -35.213 0.258 19.854 0.249
Ref-7 -3.94 -2.16 -4.655 0.319 -1.065 0.321
Ref-8 -4.16 3.2 -4.013 0.211 3.332 0.209
HIP 54639
Ref-1 -11 2 -11.627 0.181 1.457 0.158
Ref-2 -19.7 -3.5 -17.837 0.143 -1.330 0.169
Ref-3 -1.7 -5.8 -4.135 0.194 -6.577 0.214
Ref-4 -16 -8.3 -15.605 0.199 -12.139 0.200
Ref-5 -3.4 -38.2 -2.083 0.153 -35.581 0.161
HIP 87062
Ref-3 1.4 -2.8 1.463 0.145 -2.991 0.163
Ref-4 -1.5 -3.4 -1.645 0.323 -2.895 0.258
Ref-5 -8.9 -6.9 -8.761 0.141 -7.232 0.132
Ref-6 -0.1 -3.6 -0.162 0.149 -3.556 0.129
HIP 87788
Ref-2 -4.5 1.9 -4.640 0.233 0.373 0.217
Ref-3 -19.3 -28.6 -20.319 0.109 -30.225 0.111
Ref-4 -5.6 3.4 -4.310 0.138 2.854 0.149
Ref-5 -2.5 3.6 -5.158 0.100 7.424 0.110
Ref-6 -6.4 -0.9 -4.611 0.121 -0.107 0.107
Ref-7 -2.1 -14.4 -3.955 0.627 -8.168 0.841
Ref-8 -4 7.1 -2.892 1.012 -8.544 0.730
Ref-101 -4.6 -8.8 -3.084 0.248 -4.772 0.216
Ref-102 3.9 -0.3 3.352 0.143 -5.042 0.168
HIP 98492
Ref-1 7.8 7.7 10.411 0.139 6.070 0.129
Ref-2 5.9 2.3 2.638 0.171 2.327 0.199
Ref-3 -4.5 -3.8 -7.883 0.260 -3.574 0.243
Ref-4 5.8 8.4 10.563 0.197 3.334 0.199
Ref-5 4.4 7.9 2.180 0.296 11.309 0.289
Table A6 continued on next page
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Table A6 (continued)
Input Final (HST)
ID µα
a µδ
a µα σµα µδ σµα
Ref-6 -2.3 -4.7 -3.765 0.166 -2.458 0.186
Ref-7 3.9 -3 5.721 0.218 -1.275 0.266
Ref-8 2 -6.3 6.457 0.161 -6.758 0.180
Ref-9 -2.4 -0.7 -3.868 0.322 -2.408 0.400
HIP 103269
Ref-1 -7.6 -26.4 -9.340 0.203 -27.285 0.186
Ref-2 23.5 4.5 26.538 0.197 4.983 0.206
Ref-3 5 -2 3.882 0.334 -3.574 0.367
Ref-4 -7.3 -10.8 -7.860 0.236 -8.644 0.238
Ref-5 -1.8 -7.1 -1.910 0.335 -4.605 0.314
Ref-6 -13.2 -7.5 -10.666 0.324 -8.810 0.331
Ref-7 0.7 6.1 0.111 0.197 8.271 0.193
Ref-8 -9.2 -8.3 -8.570 0.256 -9.039 0.264
Ref-9 -27.8 -12.4 -29.631 0.266 -15.317 0.301
HIP 106924
Ref-1 -11 -20.3 -11.413 0.168 -18.489 0.176
Ref-2 3.6 -8.9 2.351 0.145 -8.225 0.157
Ref-3 -7.2 -6.6 -5.027 0.192 -8.631 0.228
Ref-4 -5 -1.9 -3.750 0.150 -5.008 0.160
Ref-5 -1.4 1 -1.473 0.175 -0.265 0.184
Ref-6 20.3 12.7 20.795 0.092 13.156 0.103
Ref-7 -6.5 -4.1 -8.683 0.209 -0.730 0.226
HIP 108200
Ref-1 -0.8 -16.1 -0.316 0.175 -18.600 0.185
Ref-2 -2 -7.4 -2.630 0.199 -4.581 0.171
Ref-3 -11.2 -15.8 -10.469 0.104 -17.051 0.116
Ref-4 9.5 2.6 9.442 0.161 2.615 0.166
Ref-6 -2.4 -2.4 -2.542 0.244 -1.950 0.261
Ref-7 -6.6 -3.5 -7.836 0.476 -1.338 0.445
aSpectral types and luminosity class estimated from colors and re-
duced proper motion diagram.
A.5. Astrometric Reference Frame Residual Assessment
Without the target stars, the reference frame stars are modeled many times to assess various plate models, spec-
trophotometric parallaxes, catalog proper motions, and general stability as a reference star. We graphed reference
frame x and y residuals against a number of spacecraft, instrumental, and astronomical parameters. These included
x , and y position, radial distance from the center of the field-of-view, V magnitude and B - V color of the reference
stars, and time of observation. We see no trends indicating systematic instrumental effects, except for the expected
small upward trend in residuals with the faintest star.
A.6. Astrometric Catalog Residual Assessment
HST FGS1r has raw distortions of more than an arcsecond, but the OFAD (McArthur et al. 2002) calibration
reduces these distortions to around 1 mas in the center of the pickle and below 2 mas over much of the FGS 1r field.
The goodness of fit is shown in the table of the astrometric residuals statistics (Table A7) which lists the average
position errors and median average deviations of the positions
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Table A7. Metal-Poor Target Star Field Quality
ID Number of RMS Xres Yres
Residuals (mas) (mas) (mas)
HIP 46120 351 1.370 1.198 1.225
HIP 54639 322 1.366 1.261 1.252
HIP 87062 256 1.133 0.944 1.183
HIP 87788 267 1.379 1.122 1.287
HIP 98492 353 1.366 1.330 1.172
HIP103269 324 1.194 1.294 0.808
HIP106924 370 1.144 1.116 0.963
HIP108200 295 0.927 0.95 0.907
A.7. Astrometric Catalog
The astrometric catalogs from the combined modeling are shown in Table A8
Table A8. Astrometric Catalogs of Metal Poor Target and Reference Stars
Star Maga R.A.b Dec.b ξc σξ η
c ση
V deg deg arcsec arcsec arcsec arcsec
HIP 46120 10.14 141.09068 -80.51926 -1.03559 0.00013 730.34794 0.00014
Ref-1 14.42 141.07442 -80.60486 306.77912 0.00024 748.33586 0.00022
Ref-2 14.02 141.13579 -80.56864 173.78383 0.00020 772.70577 0.00021
Ref-3 14.09 141.05475 -80.54958 109.62841 0.00021 718.73084 0.00023
Ref-4 12.63 141.03917 -80.53322 51.75303 0.00022 704.40134 0.00023
Ref-5 14.81 141.0025 -80.52997 41.97647 0.00026 681.61466 0.00026
Ref-6 13.53 140.99562 -80.51256 -20.36440 0.00030 671.44051 0.00030
Ref-7 14.96 141.24083 -80.49142 -108.58955 0.00035 810.34446 0.00039
Ref-8 13.28 141.15792 -80.47347 -168.80552 0.00023 755.47584 0.00022
HIP 54639 11.38 167.74858 6.41859 -0.93955 0.00011 675.41028 0.00011
Ref-1 13.85 167.75996 6.40436 56.67655 0.00018 644.87230 0.00018
Ref-2 13.47 167.83121 6.40572 290.49465 0.00018 749.24212 0.00019
Ref-3 14.71 167.76988 6.44422 34.36981 0.00025 790.93086 0.00026
Ref-4 14.73 167.738 6.44361 -70.07244 0.00022 744.85367 0.00023
Ref-5 13.24 167.67925 6.47125 -302.26219 0.00019 755.48500 0.00020
HIP87062
Ref-1 10.59 266.8672 -8.78091 199.16810 0.00011 675.88272 0.00010
Ref-2 13.37 266.78913 -8.75172 -80.40516 0.00025 775.29420 0.00027
Ref-3 13.3 266.79596 -8.74378 -56.82072 0.00019 804.55110 0.00018
Ref-4 14.57 266.81742 -8.77142 21.57447 0.00020 705.92984 0.00019
Ref-5 15.62 266.85829 -8.76044 166.15922 0.00045 748.87200 0.00029
Ref-6 14.58 266.88862 -8.75936 273.67705 0.00017 754.89600 0.00016
HIP87788 11.32 268.99363 -16.41082 -0.91890 0.00012 710.27933 0.00014
Ref-2 14.46 269.02542 -16.39392 -109.37292 0.00033 649.80905 0.00031
Ref-3 10.56 268.99208 -16.39025 4.55778 0.00018 637.04227 0.00018
Ref-4 11.89 269.01783 -16.41475 -84.63560 0.00020 724.71871 0.00021
Ref-5 10.99 269.01554 -16.43678 -76.76387 0.00017 803.91410 0.00018
Ref-6 11.56 268.98758 -16.41144 19.99242 0.00018 712.94625 0.00017
Ref-7 13.48 268.95862 -16.39256 119.64677 0.00043 646.17077 0.00045
Ref-8 13.87 268.93646 -16.42917 196.56365 0.00046 776.87247 0.00041
Ref-101 14.41 268.92646 -16.39436 231.08096 0.00049 652.13340 0.00043
Table A8 continued on next page
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Table A8 (continued)
Star Maga R.A.b Dec.b ξc σξ η
c ση
V deg deg arcsec arcsec arcsec arcsec
Ref-102 13.52 268.92117 -16.427 248.61500 0.00028 769.72135 0.00033
HIP 98492 11.58 300.13994 9.353 -1.04389 0.00013 690.42745 0.00013
Ref-1 11.13 300.20821 9.36586 245.71686 0.00015 694.40018 0.00015
Ref-2 11.92 300.17854 9.36853 143.56687 0.00021 721.97302 0.00021
Ref-3 14.19 300.16225 9.38428 96.06615 0.00032 787.67128 0.00031
Ref-4 13.24 300.14162 9.34572 0.35508 0.00021 663.61701 0.00022
Ref-5 12.36 300.09133 9.37083 -160.11894 0.00036 783.23070 0.00034
Ref-6 13.3 300.07471 9.36708 -220.85237 0.00021 780.01338 0.00022
Ref-7 13.59 300.06854 9.32628 -267.59091 0.00025 639.16527 0.00031
Ref-8 13.69 300.07738 9.32514 -237.36517 0.00019 629.58129 0.00021
Ref-9 14 300.0595 9.35628 -280.58999 0.00036 750.99604 0.00038
HIP 103269 10.3 313.82004 42.29906 -1.06961 0.00010 765.31094 0.00010
Ref-1 13.07 313.86533 42.36894 -235.75461 0.00018 615.48889 0.00017
Ref-2 12.39 313.89562 42.32883 -228.81074 0.00020 780.62742 0.00018
Ref-3 14.66 313.88225 42.32792 -196.45390 0.00033 764.52578 0.00031
Ref-4 13.4 313.843 42.31222 -77.67290 0.00021 757.33490 0.00021
Ref-5 15.29 313.81775 42.32372 -42.60106 0.00031 686.87482 0.00031
Ref-6 14.18 313.79475 42.32761 2.27333 0.00030 642.63245 0.00030
Ref-7 11.63 313.78933 42.31958 29.19090 0.00016 659.34975 0.00017
Ref-8 12.83 313.77604 42.32086 57.13444 0.00024 636.81119 0.00022
Ref-9 13.54 313.79454 42.29011 74.22246 0.00025 756.71502 0.00025
HIP 106924 10.37 324.81503 60.28452 -0.74170 0.00010 680.29568 0.00009
Ref-1 14.67 324.86208 60.32225 -158.70460 0.00019 701.12039 0.00019
Ref-2 13.28 324.91125 60.29156 -93.96140 0.00018 826.50046 0.00015
Ref-3 14.75 324.84567 60.28825 -34.83180 0.00024 724.59364 0.00022
Ref-4 14.32 324.82433 60.28928 -23.04487 0.00017 688.31047 0.00016
Ref-5 14.65 324.80954 60.27764 25.94452 0.00021 681.24496 0.00020
Ref-6 11.49 324.83242 60.25944 68.67841 0.00010 745.75221 0.00009
Ref-7 14.14 324.766 60.26611 95.59408 0.00022 627.50410 0.00021
HIP 108200 11.01 328.8199 32.64515 29.01044 0.00008 660.57750 0.00008
Ref-1 13.08 328.9295 32.65225 -292.13097 0.00016 749.66380 0.00016
Ref-2 13.68 328.91312 32.64111 -231.76706 0.00017 770.29653 0.00015
Ref-3 11.21 328.80829 32.62358 88.71493 0.00010 721.85232 0.00010
Ref-4 12.26 328.76229 32.60761 239.24013 0.00016 728.26817 0.00015
Ref-6 13.94 328.77263 32.64292 166.52997 0.00023 619.34112 0.00022
Ref-7 15.26 328.8295 32.62814 22.67684 0.00041 728.01902 0.00033
aV mag calculated from Hubble Photometry
b Predicted coordinates for equinox J2000.0
c Relative coordinates in the reference frame of the constrained plate .
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