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Nambu proposed an extension of dynamical system through the introduction of a new bracket (Nambu
bracket) in 1973. This article is a short review of the developments after his paper. Some emphasis
are put on a viewpoint that the Nambu bracket naturally describes extended objects which appear in
M-theory and the fluid dynamics. The latter part of the paper is devoted to a review of the studies
on the Nambu bracket (Lie 3-algebra) in Bagger-Lambert-Gustavsson theory of multiple M2-branes.
This paper is a contribution to the proceedings of Nambu memorial symposium (Osaka City University,
September 29, 2015).
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Subject Index xxxx, xxx
1. Introduction
Nambu’s contributions to Physics are profound and diverse. While creating great ideas such as spontaneous
symmetry breaking which becomes standard in the contemporary Physics, he sometimes presented ideas
which were mysterious in the beginning but became gradually recognized after years. Nambu bracket [1]
may be one of latter examples. The importance might not be so obvious even for himself. According to the
paper, he kept the idea for more than twenty years before the publication. If we take it as was written, it
started in early 50s when he moved from Osaka City University to Princeton. The reason why he needed
so long period to decide the publication is understandable from his paper. Just after the definition of the
bracket, he pointed out serious obstacles for his generalized dynamical system. During the long period that
he kept his idea, he developed various new ideas which are useful and stimulating even from the current
viewpoints.
As described in [1], there are two major challenges in the subject. One is how to quantize the Nambu
bracket and the other is multi-variable extensions. This turned out to be difficult or impossible (there
appeared the no-go theorems). We have to relax “natural” requirements of the Nambu bracket which are
the direct generalization of the Poisson bracket. The ways to relax the conditions are not unique and depend
on the problem we are considering. It explains the existence of many proposals to define (quantum) Nambu
bracket.
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The purpose of this article is to give a brief review of the Nambu bracket and to illuminate some
applications in M-theory. In section 2, we explain the basic material in the original paper [1] where many
ideas were already written. We also briefly quote some of the important results since then. It turned out
that Nambu bracket fits with M-theory well and there appeared varieties of applications. We put some
emphasis on the matrix model description of M-theory. In section 3, we review a proposal by Takhtajan [2]
that the Nambu bracket naturally describes the extended object. For the 3-bracket case, it corresponds to
strings. In this respect, it fits non-canonical string such as the self-dual string on M5-brane and the vortex
in the incompressible fluid. We explain the quantization of Takhtajan’s action which might be relevant
to describe these non-canonical strings. Finally in section 4, we review the developments of the Nambu
bracket and associated Fillipov Lie 3-algebras to describe the multiple M2-branes by Bagger, Lambert and
Gustavsson (BLG model) [3–6]. Special emphasis is put on our works where we introduced varieties of
Lie 3-algebras with Lorentzian signature in BLG formalism to describe different types of extended objects
appearing in M-theory and string theory.
2. Nambu bracket
2.1. An introduction of Nambu bracket
In 1973 [1], Nambu proposed a generalization of Poisson bracket defined on a canonical pair x, p
{f, g} =
∂f
∂x
∂g
∂p
−
∂f
∂p
∂g
∂x
, (1)
by the introduction of new dynamical system based on a canonical triple x1, x2, x3:
{f, g, h} =
∑
ijk
ǫijk
∂f
∂xi
∂g
∂xj
∂h
∂xk
=:
∂(f, g, h)
∂(x1, x2, x3)
. (2)
This bracket was later referred to as the Nambu bracket. Instead of the canonical Hamiltonian equation,
f˙ = {f,H} , (3)
the time evolution is defined by the new bracket with two Hamiltonians H,G,
f˙ = {f,H,G} . (4)
As the Hamiltonian is a constant of the motion in (3), two Hamiltonians H,G are constant of the motion
under the Nambu dynamics (4),
H˙ = {H,H,G} = 0, G˙ = {G,H,G} = 0 , (5)
due to the antisymmetry of the bracket.
Just as the canonical Hamiltonian equation (3) keeps the infinitesimal area of the phase space, ∆x∆p,
the generalized system (4) keeps the volume of the triple ∆x1∆x2∆x3:
~∇ · ~v = 0, ~v := ~˙x = {~x,H,G} = ~∇H × ~∇G . (6)
In this sense, it defines a dynamical system which has a generalized Liouville property (conservation of
phase volume). This was one of the reasons why Nambu introduced such bracket.
As an example which is described by the new bracket, Nambu considered the rotational motion of a rigid
body which is described by angular momentum Jx, Jy , Jz. In this case, we have two conserved quantities,
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the energy and the total momentum:
H =
J2x
2Ix
+
J2y
2Iy
+
J2z
2Iz
, G =
J2x + J
2
y + J
2
z
2
=
J2
2
, (7)
where Ix, Iy, Iz are the moment of inertial along each axis. We introduce the Nambu bracket by
{f, g, h} =
∂(f, g, h)
∂(Jx, Jy, Jz)
. (8)
Some computation shows that the equation (4) gives Euler’s equation for the rigid body:
J˙x =
(
1
Iy
−
1
Iz
)
JyJz , J˙y =
(
1
Iz
−
1
Ix
)
JzJx, J˙z =
(
1
Ix
−
1
Iy
)
JxJy . (9)
2.2. Generalizations of Nambu bracket
2.2.1. Mathematical definition. Nambu bracket is defined in more abstractly through the following
requirements which generalize those for the Poisson bracket. It is defined on the ring of C∞ functions
A with M variables x1, · · · , xM . The Nambu bracket in a generalized sense is defined by a map A
⊗N → A
f1, · · · , fN ∈ A ⇒ {f1, · · · , fN} ∈ A (10)
which satisfies the following three conditions [2]:
I) Alternation law (skew symmetry):
{fσ(1), · · · , fσ(N)} = (−1)
σ{f1, · · · , fN} for arbitrary σ ∈ SN . (11)
II) Derivative law (Leibniz rule):
{fg, f2, · · · , fN} = f{g, f2, · · · , fN}+ g{f, f2, · · · , fN} . (12)
III) Generalized Jacobi law (fundamental identity):
{{f1, · · · , fN}, g1, · · · , gN−1} =
N∑
i=1
{f1, · · · {fi, g1, · · · , gN−1}, · · · , fN} . (13)
These rules are essential to define the time evolution of Nambu equation with N − 1 Hamiltonians:
df
dt
= {f,H1, · · · ,HN−1} . (14)
or a canonical transformation of variables defined by generating functions S1, · · · , SN−1 (for N =M):
δxi = {xi, S1, · · · , SN−1} . (15)
They are natural in the sense to ensure the basic properties of the dynamics. Firstly, the alternation law
I) ensures the Hamiltonians are constants of the motion1:
dHi
dt
= {Hi,H1, · · · ,HN−1} = 0. (16)
1 It implies that the Nambu dynamical system has higher conserved quantities H1, · · · , HN−1. In this sense, it has
some connection with the integrable models. See, for example [7], for a study in this direction.
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The derivative law II) implies Leibniz rule for the time derivative:
d(fg)
dt
= {fg,H1, · · · ,HN−1}
= f{g,H1, · · · ,HN−1}+ {f,H1, · · · ,HN−1}g =
df
dt
g + f
dg
dt
. (17)
Finally the fundamental identity III) (in the following we abbreviate it as FI) implies the distribution law
of the time derivative in the bracket:
d
dt
{f1, · · · , fN} =
N∑
i=1
{f1, · · · ,
dfi
dt
, · · · , fN} . (18)
2.2.2. Some properties of the generalized Nambu bracket. Here is a few comments on the generalized
Nambu bracket and Liouville theorem:
◦ The Jacobian [1]
{f1, · · · , fn} :=
∂(f1, · · · , fn)
∂(x1, · · · , xn)
(19)
satisfies all conditions I)–III) for N =M = n. The time evolution defined by this bracket keeps the
n-dimensional phase volume ∆x1 · · ·∆xn, thus the dynamics satisfies the Liouville theorem.
◦ In [2], possible solutions to the conditions I) II) III) are examined. The bracket which satisfies I) and
II) may be written in the form:
{f1, · · · , fN} =
∑
i1,··· ,iN
ηi1···iN (x)∂i1f1 · · · ∂iNfN (20)
where ηi1···iN is anti-symmetric for the indices. The fundamental identity is written as the bilinear
identities among Nambu tensor ηi1···iN (x). It was proved that Nambu bracket should be decomposable
η := ηi1···iN∂i1 ∧ · · · ∧ ∂iN = V1 ∧ · · · ∧ VN , Va =
∑
i
via∂xi (21)
to satisfy the constraint [8]. In particular, a natural multi-variable extension such as η = ∂1 ∧ ∂2 ∧ ∂3 +
∂4 ∧ ∂5 ∧ ∂6 does not satisfy FI.
◦ In order to keep the phase volume, it is possible to generalize (14) to
df
dt
=
Q∑
α=1
{f,H
(α)
1 , · · · ,H
(α)
N−1} , (22)
with Q(N − 1) Hamiltonians H
(α)
i . These generalized Hamiltonians, however, are not preserved by the
equation of motion. In terms of the canonical variables, the equation of motion is written as
x˙i =
N∑
j=1
∂jfij(x), fij :=
∑
k1,··· ,kN−2
ǫijk1···kN−1
Q∑
α
H
(α)
1
∂(H
(α)
2 , · · · ,H
(α)
N−1)
∂(xk1 , · · · , xkN−2)
. (23)
The quantity fij is antisymmetric fij = −fji. The first equation is the most general form to preserve
phase volume.
4/25
◦ For N = 3 case, the canonical equation is rewritten as
~˙x = ~∇× ~A, ~A =
∑
α=1
Hα~∇Gα . (24)
It was noted [1] that there are some arbitrariness in the choice of Hα, Gα to give the same equation.
Namely a different set H ′α, G
′
α of Hamiltonian gives the same equation of motion as long as it satisfies
canonical transformation with (Hα, Gα) as the canonical pair in the Poisson sense,
[H ′α, G
′
β ] :=
N∑
γ=1
∂(H ′α, G
′
β)
∂(Hγ , Gγ)
= δαβ, [H
′
α,H
′
β] = [G
′
α, G
′
β ] = 0 . (25)
One may check the statement for the infinitesimal variations. Let us use δHα = H
′
α −Hα = ǫ
∂S(H,G)
∂Gα
and δGα = G
′
α −Gα = −ǫ
∂S(H,G)
∂Hα
. The variation of the equation (24) is absorbed in the variation of
~A as, δ ~A = ǫ~∇
(
S −
∑
αHα
∂S
∂Hα
)
which may be interpreted as the infinitesimal gauge transformation.
It is obvious that it leads to the same equation of motion.
◦ The other type of the hierarchy structure exists for general n [2]. Starting from arbitrary n+ 1 bracket
{f1, · · · , fn+1} which satisfies I)-III), one may define the n bracket by using arbitrary K,
{f1, · · · , fn}K := {f1, · · · , fn,K} . (26)
One may show easily that the new bracket satisfies the three conditions. By continuing the same
procedure, one may obtain Nambu m bracket from Nambu n bracket for m < n.
As an example, let us take the Nambu bracket for the rigid rotor. The original Nambu bracket was
defined as
{f, g, h} =
∂(f, g, h)
∂(Jx, Jy, Jz)
. (27)
If we take K = 12(J
2
x + J
2
y + J
2
z ), the Poisson bracket {•, •}K := {•, •,K} gives
{Jx, Jy}K = Jz, {Jy, Jz}K = Jx, {Jz , Jx}K = Jy, (28)
which is the standard Poisson bracket for the angular momentum.
2.3. Difficulties in Nambu bracket
In [1], it was already mentioned some serious difficulties in the formulation. They are not the technical
problems and there is no way to overcome them. All we can do is to relax some of the conditions I), II),
III) as long as they do not produce serious troubles in the applications which we consider.
Multi-variable extension. In Poisson bracket, it is straightforward to extend the formalism to 2N
canonical pairs, xi, pi (i, j = 1, · · · , N) as
{f, g} =
N∑
i=1
(
∂f
∂xj
∂g
∂pj
−
∂f
∂pj
∂g
∂xj
)
(29)
It satisfies the consistency condition of the Poisson bracket (Jacobi identity),
{{f, g}, h} + {{g, h}, f} + {{h, f}, g} = 0 , (30)
for any N . The existence of such identity is necessary for the compatibility of the time evolution (3).
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In the Nambu bracket, the analog of (30) is played by the fundamental identity (FI). A difficulty of the
Nambu bracket is that the FI is too strict that there is almost no room for the generalization. As already
mentioned, a naive multi-variable extension of (2)
{f, g, h} =
N∑
a=1
∂(f, g, h)
∂(xa1 , x
a
2, x
a
3)
(31)
for 3N variables xai (a = 1, · · · , N , i = 1, 2, 3) does not satisfy FI. In [1], Nambu examined the canonical
transformation defined by the bracket (31) and the generating function Si in (15) should be decomposed
as Si =
∑
a S
a
i (x
a) from the consistency conditions. It implies that the variable set (xa1, x
a
2, x
a
3) should
transform within themselves. While the fundamental identity was not proposed explicitly but this analysis
has already shown the difficulty in the multi-variable extension.
Quantization. In the Poisson bracket, the quantization procedure is to replace the bracket into the
commutator
{f, g} =
∂(f, g)
∂(x, p)
→
[
fˆ , gˆ
]
= fˆ gˆ − gˆhˆ . (32)
The commutator satisfies a noncommutative version of the three consistency conditions.
For the Nambu bracket, the most straightforward generalization of the commutator is,
[X,Y,Z] = XY Z + Y ZX + ZXY − Y XZ −XZY − ZY X = X[Y,Z] + Y [Z,X] + Z[X,Y ] . (33)
While it satisfies I), the conditions II) and III) are not kept.
Solutions to canonical quantization condition. While it does not satisfy the conditions, it may be pos-
sible to use it relaxing some conditions. In [1], Nambu tried to find a set of operators which satisfies an
analog of canonical quantization condition:
[Xa, Yb, Zc] = iδabc (34)
while neglecting the constraints (2,3) for the moment. Here δabc = 1 when a = b = c and = 0 otherwise.
Assuming the set {Xa, Ya, Za} (a = 1, · · · , N) are the basis of some Lie algebra g. By writing
[X1, Y1] = iZ
′, [Y1, Z1] = iX
′, [Z1,X1] = iY
′ (35)
for the first three generators and X ′, Y ′, Z ′ ∈ g. Eq.(34) implies that
X1X
′ + Y1Y
′ + Z1Z
′ = 1 . (36)
The right hand side is c-number and should commute with arbitrary generators in g. So it may be imple-
mented by Casimir operator for the Lie algebra. From this observation, assuming g is semisimple, one may
classify the possible algebras. The result is:
SO(3), SO(2, 1), SO(4), SO(3, 1) . (37)
If the algebra is not semi-simple, there are futher choices after contractions:
E(3), E(2, 1), E(2), E(1, 1) (38)
Here E(3) is the euclidean algebra generated by ~P , ~L (momentum and angular momentum operators). The
others are similar algebra with different dimensions and signature.
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Use of nonassociative algebras. Nambu also considered a possibility to use nonassociative algebra to
define the quantization. In this case, the associator
(a, b, c) = (ab)c− a(bc) (39)
does not in general vanish. If we require that the associator be skew symmetric with respect to all elements,
the algebra is restricted to Cayley number. It nevertheless does not satisfy the derivative property.
He then modified the bracket to keep the derivative property:
D(a, b;x) = D(a, b)x := a(bx)− b(ax) + (xb)a− (xa)b+ (bx)a− b(xa) (40)
for the Cayley number. This time, we do not have total skewness but only the partial one: D(a, b;x) =
−D(b, a;x). The time evolution generated by
dx
dt
=
∑
i
D(Hi, Gi)x (41)
generates the G2 automorphism.
2
He also examined to use a commutative and nonassociative algebra (Jordan algebra). In this case, the
derivative operator is written in the form:
D(a, b)x = (a, b, x) − (b, a, x) . (42)
Jordan algebra, in general, is written in terms of noncommutative and associative algebra by modification
of the multiplication a · b = (ab+ ba)/2. If we use this realization, the derivative operator is rewritten as
D(a, b)x = [x, [a, b]]. So the equation of motion is reduced to the conventional Hamiltonian flow where
Hamiltonian is written in the form [H,G].
2.4. Some attempts to quantize Nambu bracket
A natural approach to quantize the Nambu bracket is through the deformation quantization. It is a
generalization of Moyal bracket,
f ⋆ g := e
1
2
~ǫij∂
(1)
i ∂
(2)
j f(x(1))g(x(2))|x(1)=x(2)=x
→ (f, g, h) := e
1
6
~ǫijk∂
(1)
i ∂
(2)
j ∂
(3)
k f(x(1))g(x(2))h(x(3))|x(1)=x(2)=x(3)=x . (43)
The quantum Nambu bracket thus defined failed to satisfy FI [2]. There are a few alternative approaches
for the deformation quantization (see for example, [7, 8]). Later, Dito et. al. [10] proposed a deforma-
tion quantization based on Zariski quantization which satisfies FI. It is very different from conventional
quantization method but some efforts have been made to use it for the M-theory [11].
Curtight and Zachos tried to formulate the quantum Nambu bracket in the line of (33). Instead of
the modification of the bracket (33), they proposed an alternative to the fundamental identity [12]. This
reference contains a nice review on the Nambu bracket.
2 It looks like Nahm equation with G2 holonomy if H and G are properly chosen. It may provide another link with
M-theory. See for example, [9].
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In the connection with the matrix model approach to M-theory [13], the Nambu dynamics is natural
to realize the generalized uncertainty relation ∆p∆q∆r ≥ ~. Awata, Li, Minic and Yoneya [14] defined a
quantization of Nambu bracket through the matrices as
[A,B,C] := Tr(A)[B,C] + Tr(B)[C,A] + Tr(C)[A,B] , (44)
which satisfies the fundamental identity. Very recently, Yoneya suggested a similar bracket [15] to describe
the covariant M-theory matrix model.
In the context of M-theory, the degree of freedom is predicted to behave as O(N3) for N five-branes
from AdS/CFT correspondence. In this sense, it may be natural that the quantum degree of freedom is
described by a tensor with three indices Aijk (cubic matrix). Such direction was pursued by Kawamura in
[16, 17]. The triple matrix for the cubic matrix was defined as
(ABC)lmn =
∑
k
AlmkBlknCkmn , (45)
and quantum Nambu bracket is defined by anti-symmetrization. While FI is not satisfied with this bracket,
a consistent dynamical system can be constructed if the Hamiltonians are restricted to the normal form,
Hlmn = δlmhmn + δnmhln + δlnhml. (46)
Due to this restriction, the time evolution becomes essentially diagonal. We note that the choice of
the product of the cubic matrix is not unique. For example, in [18], a different choice, (ABC)lmn =∑
ijk AijnBjklCkim was used. It is more natural to associate the cubic matrix with the triangle which
covers the membrane: the index is assigned to the edges of a triangle and the triple product is interpreted
as gluing edges of three triangles to produce three open edges. It is a natural framework to implement
discretized quantum gravity [19] but the analog of FI is difficult to be realized.
3. Nambu bracket and the extended objects
3.1. Takhtajan’s action
In [2], Takhtajan introduced an action principle which describes the Nambu dynamics as the motion of the
extended objects. Let new variables Xi(σ, t) (i = 1, 2, 3) describe a string-like object in R3 (three spacial
dimensions). We assume that the Hamiltonians H,K are the functions of Xi(σ, t) at the same world-sheet
point.
S =
1
3
∫
dtdσǫijkX
i∂tX
j∂σX
k +
∫
dtdσH∂σK . (47)
Variation of the action gives
δS =
∫
dtdσ
(
1
3
ǫijk∂tX
i −
∂(H,K)
∂(Xj ,Xk)
)
∂Xj
∂σ
δXk (48)
It implies the equation of motion for the string-like object,
∂tX
i −
1
2
ǫijk
∂(H,K)
∂(Xj ,Xk)
∝ ∂σX
i . (49)
The left hand side of the equation is Nambu’s equation and the right hand side is the arbitrariness due to
the reprametrization invariance with respect to σ. When we need to consider more general Nambu action
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of the form (22), one may simply replace it by
S =
∫
dtdN−2σ
(
1
N !
ǫi1,··· ,iNX
i1
∂(Xi2 · · ·XiN )
∂(t, σ1, · · · , σN−2)
−H1
∑
α
∂(Hα2 , · · · ,H
α
N−1)
∂(σ1, · · · , σN−2)
)
(50)
In this case, the variable Xi(σ, t) describes an (N − 2)-brane.
Takhtajan’s action is relevant to the study of self-dual string on M5-brane [20, 21] and the fluid motion
in 3 dimensions. The connection with the fluid motion is discussed in the next subsection. In the context of
M-theory, the fundamental degree of freedom is described by M2-brane (and the dual M5-brane) whereas
the effective description by supergravity is described by anti-symmetric 3-form field C and its dual 6-form.
In the low energy, the effective description of the membrane is given by Nambu-Goto type action and the
coupling to three-form C,
S =
∫
d3σT det (−G) +
∫
V
C, (51)
where T is the membrane tension and V is the world volume of the membrane. Suppose we are considering
an extreme situation where C is constant and large enough such that one may neglect the Nambu-Goto
part, we are left with the coupling of the membrane world-volume to the constant 3-form field. In the
simplest case where C012 6= 0, the latter term coincides with the Takhtajan action when the world-volume
has the boundary since
1
3!
C012
∫
V
ǫijkdX
i ∧ dXj ∧ dXk =
1
3!
C012
∫
∂V
ǫijkX
idXj ∧ dXk. (52)
It is known that the the boundary of M2-brane is located on M5-brane. On M5-brane, the two-form gauge
field should be self dual, namely C = ⋆C. In this sense, Takhtajan string describes the self-dual string on
M5.
3.2. Connections with incompressible fluid dynamics
As Nambu himself pursued for a long time, (due to a review in [22]), the Nambu dynamics is a natural
framework to describe the incompressible fluid motion. The incompressibility implies that the volume
element ∆v does not change in the time evolution. It implies that the coordinates ~x(~x0, t) has to satisfy
∂(~x)
∂(~x0)
= 1 in the Lagrangian formulation where ~x(~x0, t) is the location of fluid which was at ~x0 at t = t0. It
implies that the time evolution should be written in the form,
∂t~x(~x0, t) =
∑
α
{~x,Hα(~x0, t),Kα(~x0, t)} . (53)
In this subsection, we collect some descriptions of fluid motion by the Nambu-bracket.
3.2.1. Vortex string dynamics. Takhtajan’s action for the Nambu dynamics can be directly related with
the vortex motion where there is no dissipation. In the following, we use the description in [23, 24]. We
consider the Euler equation,
∂V i
∂t
= V j∂iVj − V
j∂jV
i (54)
for the velocity ~V (z). In such a system, the fluid motion is governed by the center of vorticity, described
by strings localized at ~x = ~XI(σI , τ). As long as there is no dissipation, the delta-function shape vorticity
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retains its form and motion of the vortex string determines the flow. Here we assume there are N vortex
filaments and I = 1, · · · , N . The vorticity is described by
~ω(x) = ~∇× ~V =
N∑
I=1
ΓI
∫
dσI
∂ ~XI(σi, t)
∂σI
δ(3)(~x− ~XI(σI , t)) . (55)
From this expression, one obtains the velocity field by Biot-Savart law,
~V (x) =
∑
I
ΓI
4π
∫
dσI
∂ ~XI
∂σI
×
~x− ~XI
|~x− ~XI |3
= ~∇×
∑
I
ΓI
4π
∫
dσI
∂ ~XI
∂σI
1
|x− ~XI |
. (56)
Plug it into the Euler equation for the vorticity,
∂~ω
∂t
= −∇× (~ω × ~V ), (57)
one finds that the Euler equation is solved if ~XI satisfies the equation,
∂ ~XI
∂σI
×
∂ ~XI
∂t
=
∂ ~XI
∂σI
× ~V (XI(σI , t)) . (58)
It implies that ∂
~XI
∂t
= ~V (XI(σI , t)) + α
∂ ~XI
∂σI
, namely the velocity of the string is identical to the flow velocity
up to reparametrization. The fact that the above equation takes the same form as (48) implies that the
action can be written in the Takhtajan form:
S =
∫
dt(L0 − E) , (59)
L0 =
N∑
I=1
ΓI
3!
∫
dσI ~XI ·
∂ ~XI
∂σI
×
∂ ~XI
∂t
, (60)
E =
1
2
∫
d3x|~V (x)|2 =
1
8π
∑
IJ
∫
dσIdσJΓIΓJ
(
∂ ~XI
∂σI
·
∂ ~XJ
∂σJ
)
1
| ~XI − ~Xj |
. (61)
The second term may be rewritten as
∑
I
∫
dσΓI ~U( ~XI) ·
∂ ~XI
∂σ
, where ~U(x) =
∑
J
ΓJ
8π
∫
dσJ
∂ ~XJ
∂σ
1
|~x− ~XJ(σ)|
. (62)
One may regard it as a generalization of Takhtajan action with the Hamiltonians replaced by H iI =
ΓIX
i
I ,K
i
I = U
i( ~XI) with α replaced by multiple indices i, I.
3.2.2. Fluid dynamics in shallow water. More recently, a totally different way of rewriting fluid dynamics
as Nambu equation was developed in [25–27]. The shallow water equation,
u˙ = hωv − Φx, v˙ = −hωu− Φy, h˙ = (−hu)x − (hv)x (63)
where (u, v) is the velocity for horizontal directions, h is the fluid depth, ω = (vx − uy)/h is the vorticity,
and Φ = u
2+v2
2 + gh is the energy density. It was realized that the equations can be written in the form
of Nambu dynamics F˙ = {F,H,Z} where H =
∫
d2xhΦ(x, y) and Z =
∫
d2xhG(q(x, y)), where G is an
arbitrary function. The bracket is defined as the functional deferentiation by u, v, h which is more involved.
See for example, eq.(1.15) in [25].
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3.3. Quantization of Takhtajan’s action
One may apply the standard quantization method to Takhtajan action. We refer to [20, 21, 24, 28] for
3-bracket cases and [29] for higher cases.
We note that in the action (47), the time derivative is contained in the first term. The momentum variable
is therefore given as, Πi(σ, t) =
1
3ǫijkX
j ∂Xk
∂σ
. Since it is expressed in terms of the coordinate variables, we
have a constrained system with three constraints:
φi = Πi −
1
3
ǫijkX
j ∂X
k
∂σ
≈ 0. (64)
The Poisson brackets among the constraints are given by
{φi(σ), φj(σ
′)} = −ǫijk
∂Xk
∂σ
δ(σ − σ′) . (65)
This 3× 3 matrix has rank two. It implies that a combination of the constraints φi is the first class. By
inspection, one finds that
T (σ) = −
∂Xi
∂σ
φi (66)
has vanishing bracket and becomes first class. It satisfies a classical version of the Virasoro algebra,{
T (σ), T (σ′)
}
= 2T (σ′)∂σ′δ(σ − σ
′) + ∂σT (σ)δ(σ − σ
′) . (67)
The appearance of the Virasoro algebra is natural since we have the reparametrization invariance. One
may turn the first class constraints into the second class by adding the gauge fixing condition. There are
some choices. The simplest one is to use ”static gauge”,
χ = X3 − σ ≈ 0. (68)
The Dirac bracket associated with it gives
{X1(σ),X2(σ′)}D = δ(σ − σ
′) . (69)
The other possibility is to use O(3) invariant gauge,
χ = (∂σ ~X)
2 − 1 ≈ 0. (70)
The Dirac bracket for this gauge choice gives
{Xi(σ),Xj(σ′)}D = ǫijk
∂Xk
∂σ
δ(σ − σ′) . (71)
In either case, the Nambu dynamics is described in the form of Dirac bracket as
∂Xi
∂t
=
{
Xi, ω(H,K)
}
D
+ · · · , ω(H,K) =
∫
dσH(X)∂σK(X) . (72)
where · · · terms are changes associated with the reparametrization of σ to keep the consistency of gauge
fixing conditions (68,70).
This procedure seems to produce a simple 2D conformal field theory. For example, the commutator (69)
is the same as the commutator of β − γ ghosts. A subtlety is how to regularize the volume preserving
diffeomorphism generator ω(H,K) which are nonlinear functions of coordinates ~X . It is also nontrivial
how to recover the rotational symmetry O(3). These issues have not been fixed in our understanding.
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4. Nambu bracket in M-theory
In string theory, the Lie algebra is needed when one promotes the low energy effective theory of a single D-
brane [30] to that of a stack of multiple D-branes [31]. Similarly, in M theory, the Nambu bracket is needed
to promote the theory of a single membrance [32] to multiple membranes [3–5]. On the other hand, the
commutator is needed for the noncommuative D-brane in the B-field background [33–35], and similarly the
Nambu bracket is needed to formulate an M5-brane in the C-field background [36–38]. 3 In this section, we
review these theories of M-branes and D-branes in which the Nambu bracket and its generalizations appear
to characterize the effect of interactions among branes, or the interaction with a particular background.
4.1. As an extension of M(atrix) theories
The low-energy effective theories of Dp-branes are well known to be supersymmetric Yang-Mills theories
[31], in which transverse coordinates Xa of the target space are represented by matrices. It was learned in
the study of M(atrix) theories that higher dimensional branes can be constructed out of lower dimensional
ones through certain matrix configurations [43]. For instance, solutions to the Nahm equation [44]
dXa
dσ
+
1
2
ǫabc[X
b,Xc] = 0
for the multiple D1-brane theory describe a bound state of D1-branes ending on a D3-brane [45]. (The
parameter σ is the spatial world-sheet coordinate of the D1-brane.) This was generalized to the Basu-Harvey
equation [46]
dXa
dσ
+
1
6
ǫabcd[G,X
b,Xc,Xd] = 0,
to describe M2-branes ending on an M5-brane. Here σ is the spatial coordinate of the M2-branes parametriz-
ing their extension orthogonal to the M5-brane, and Xa’s are the matrices representing transverse
coordinates. The 4-bracket is defined as a sum over permutations P of 4 indices:
[A1, A2, A3, A4] =
∑
P
sgn(P )AP (1)AP (2)AP (3)AP (4).
As the matrixG is fixed, effectively a three-bracket [G, · , · , · ] appears here. Note that a 3-bracket structure
must appear as the M5-brane is 3-dimensional higher than an M2-brane. Although the 3-bracket defined
this way does not enjoy enough nice algebraic properties to allow one to define a supersymmetric action
for multiple M2-branes, this is one of the first hints that one should replace the Lie bracket by something
like the Nambu bracket when one considers M theory. Another hint for the relevance of the 3-bracket to M
theory was obtained through calculations of scattering amplitudes of membranes in the C-field background
[18].
As an alternative to the use of the matrix algebra to realize the Nambu bracket, one can also define
Lie 3-algebra abstractly as an analogue of the Lie algebra. The Lie 3-algebra is defined as a linear space
equipped with a totally anti-symmetrized bracket of 3 slots [ · , · , · ], which maps three elements to an
3The theory of a single M5-brane [39–41] was promoted to that of multiple M5-branes in [42] when they are
compactified on a finite circle, yet only the Lie bracket is used.
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element in the linear space. For a given basis {TA} of the linear space, the Lie 3-bracket
[TA, TB , TC ] = fABCDT
D
is given in terms of the structure constants fABCD ∈ C. The Lie 3-bracket is required to satisfy the
fundamental identity
[F1, F2, [F3, F4, F5]] = [[F1, F2, F3], F4, F5] + [F3, [F1, F2, F4], F5] + [F3, F4, [F1, F2, F5]] (73)
for all elements F1, F2, · · · , F5 of the algebra. Lie 3-algebra is essentially the algebra of the Nambu bracket
without demanding algebraic rules of multiplication among the elements. Hence we will refer to the Lie
3-algebra bracket also as the Nambu bracket.
A symmetric bilinear map 〈 · | · 〉 ∈ C that maps two elements to a number is said to be an invariant
metric if we have
〈F1|F2〉 = 〈F2|F1〉, (74)
〈[F1, F2, F3]|F4〉+ 〈F3|[F1, F2, F4]〉 = 0, (75)
for all elements F1, F2, F3, F4.
Unlike Lie algebra, it is not clear how to realize Lie 3-algebras in terms of matrices. Let F denote a Lie
3-algebra. Then the Lie 3-bracket defines a set of maps G(F1, F2) ≡ [F1, F2, · ] as derivatives acting on F
for every anti-symmetric pair of elements F1, F2 ∈ F . Define G to be the set of such maps; it is obviously
a Lie algebra, of which F is a representation. The fundamental identity (73) implies that the Lie bracket
of G is given by 4
[G(F1, F2), G(F3, F4)] = G([F1, F2, F3], F4) +G(F3, [F1, F2, F4]).
Note that whenever there is a continuous symmetry, there is an associated Lie group and hence a Lie
algebra. The appearance of G and its Lie bracket is always implied by the Lie 3-algebra.
One can define gauge theories for a Lie 3-algebra F by identifying the Lie algebra G as the gauge sym-
metry. For a Lie 3-algebra F with generators {TA}, the generators of the Lie algebra G are {[TA, TB , · ]}.
A matter field Φ = ΦAT
A taking values in F changes by
δΦ = ΛAB [T
A, TB,Φ]
under a gauge transformation with the transformation parameters ΛAB . Equivalently,
(δΦ)A = ΛCDf
CDB
AΦB = Λ˜
B
AΦB,
where fCDBA is the Lie 3-algebra structure constant in the basis {T
A}, and Λ˜ is defined by
Λ˜BA ≡ ΛCDf
CDB
A.
The gauge potential Aµ takes its value in the Lie algebra G:
Aµ = AµAB [T
A, TB , · ]. (76)
4This expression is not manifestly antisymmetric in the exchange of (F1, F2) with (F3, F4), but the skew-symmetry
is guaranteed by the fundamental identify (73). One can thus think of Lie 3-algebras as a special class of Lie algebras
with additional internal structures.
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The covariant derivative Dµ on the base space with coordinates σ
µ is thus
DµΦ =
∂
∂σµ
Φ+AµAB [T
A, TB,Φ],
or equivalently
(DµΦ)A =
∂
∂σµ
ΦA + A˜µ
B
AΦB,
where AµAB is the gauge potential and
A˜µ
B
A ≡ AµCDf
CDB
A.
Notice that the structure constants may be such that a change in AµAB does not always lead to a change
in A˜µ
B
A, but only the components A˜µ
B
A are relevant in the covariant derivative.
We refer to Ref.[47] for a related idea to use the Nambu bracket in matrix model and to Ref.[48] where
it was used to describe the matrix regularization of higher dimensional spheres.
4.2. BLG model
The Lie 3-algebra turns out to be the appropriate symmetry structure for constructing a manifestly
supersymmetric effective theory for multiple M2-branes – the Bagger-Lambert-Gustavsson (BLG) model
5 [3–6].
Let xµ (µ = 0, 1, 2) be the world-volume coordinates of M2-branes. In addition to the gauge potential
Aµ (76), the scalar fields X
a(x) = XaA(x)T
A (a = 3, · · · , 10) represent the transverse coordinates, and the
11D Majorana spinors Ψ(x) = ΨA(x)T
A their super-partners, which should satisfy the chirality condition
Γ012Ψ = −Ψ. With T2 = 1/(2πℓ
3
p) denoting the M2-brane tension (ℓp is the M theory Planck length scale),
the action for the BLG model is [3–5]
S = T2
∫
d3x
[
−
1
2
〈DµX
a|DµXa〉 −
1
12
〈[Xa,Xb,Xc]|[Xa,Xb,Xc]〉
+
i
2
〈Ψ¯|ΓµDµΨ〉+
i
4
〈Ψ¯|Γab[X
a,Xb,Ψ]〉
+ǫµνλ
(
1
2
fABCDAµAB∂νAλCD −
1
3
fACDGg
GHfBEFHAµABAνCDAλEF
)]
, (77)
where the invariant metric gAB is needed to define the action.
In addition to the gauge symmetry characterized by a Lie 3-algebra, this action has the supersymmetry
of 16 Grassmannian paramters. Its SUSY transformation laws are [3–5]
δXaA = iǫ¯Γ
aΨA, (78)
δΨA = DµX
a
AΓ
µΓaǫ−
1
6
XaBX
b
CX
c
Df
BCD
AΓ
abcǫ, (79)
δA˜µ
B
A = iǫ¯ΓµΓaX
a
CΨDf
CDB
A, (80)
where the SUSY transformation parameter ǫ is an 11D Majorana spinor satisfying the chirality condition
Γ012ǫ = ǫ.
5The use of the algebra with a 3-bracket is crucial for the full supersymmetry to be manifest. An effective theory
defined with the usual Lie algebra is possible [49], but only part of the supersymmetry is manifest.
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A different choice of the Lie 3-algebra corresponds to a different background for the membranes. At the
time of the proposal of the BLG model, there were few examples of the Lie 3-algebra. An example is the
4-generator algebra A4 [50, 51] defined by
[TA, TB, TC ] = ǫABCDT
D,
where A,B,C,D = 1, 2, 3, 4, and the structure constant ǫABCD is the totally anti-symmetric tensor. The
invariant metric is positive-definite and can be normalized as
〈TA|TB〉 = δAB.
The algebra A4 is formally a natural generalization of the Lie algebra su(2), and the corresponding BLG
model describes two M2-branes on an M-fold [52, 53]. More examples of Lie 3-algebras were discussed in
[54, 55].
For a model to be physically interesting, we often demand that it is free of ghosts. Naively this seems to
say that the Killing metric of the Lie 3-algebra should be positive definite, in order for the kinetic terms to
have the correct sign for all fields. It turns out that, however, it is possible to define physically interesting
theories for invariant metrics with the Lorentzian signature.
4.2.1. BLG model for Lorentzian 3-algebra.
D2-branes
It was found [56–58] that there is a Lie 3-algebra associated with each Lie algebra, and the BLG model
defined for this Lie 3-algebra is exactly the super Yang-Mills (SYM) action for D2-branes [58]. The duality
between M theory and type IIA superstring theory is respected by the BLG model in a novel way.
Let us describe the promotion of a Lie algebra to a Lie 3-algebra in terms of a basis of generators {TA}NA=1
with the Lie bracket
[TA, TB ] = fABCT
C ,
and the Killing form
〈TA|TB〉 = hAB.
The associated Lie 3-algebra [56–58] can be defined by the following Nambu brackets:
[TA, TB , TC ] = fABCv, (81)
[u, TA, TB ] = fABCT
C , (82)
[v, TA, TB ] = 0, (83)
[u, v, TA] = 0, (84)
where fABC ≡ fABDh
DC , with two new generators u and v. The generator v is central, i.e., the Nambu
bracket vanishes whenever it appears. The generator u has the special feature that it never shows up on the
right hand side of the Nambu bracket. A shift of u by a constant times v is hence an algebra homomorphism.
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The Killing form hAB of the Lie algebra also induces an invariant metric for the Lie 3-algebra:
〈TA|TB〉 = hAB , (85)
〈u|TA〉 = 0, 〈v|TA〉 = 0, (86)
〈u|u〉 = 0, 〈v|v〉 = 0, 〈u|v〉 = 1. (87)
As a convention, we have normalized the metric so that 〈u|v〉 = 1. This is not the unique invariant metric,
as the requirement (75) that the inner product be invariant allows 〈u|u〉 to be non-zero. However, the
algebra homomorphism
u→ u+ αv (α ∈ C)
allows us to set it to zero without loss of generality.
Due to eq.(87), the signature of the metric is Lorentzian even if the Killing form hAB is positive definite.
As the kinetic terms of the BLG model are defined by the metric, one should worry about the presence of
negative-norm states. The components Xau ,X
a
v ,Ψu,Ψv of the matter fields
Xa = XaAT
A +Xauu+X
a
v v and Ψ = ΨAT
A +Ψuu+Ψvv
are the degrees of freedom in danger of giving negative-norm states. Due to the special algebraic properties
of the generators u, v mentioned above, the components Xav and Ψv only appear as Lagrange multipliers.
The constraints they impose are free field equations for Xau and Ψu, although the latter also appear in the
interaction terms. A different choice of the solution of the constraints leads to differences in the interactions,
and one obtains a slightly different model from the BLG model. The idea of the “Higgs mechanism” of the
BLG model [59], which was originally proposed for a different Lie 3-algebra A4, suggests one to consider
the special cases when Xau ,Ψu as constants
Xau = 2πRδ
a
10, Ψu = 0, (88)
which are solutions to the free field equations. We have labelled the direction of the constant vector Xau
as the tenth direction in space-time without loss of generality. It is remarkable that in this way the BLG
model leads to exactly the super Yang-Mills theory for multiple D2-branes [58] obtained from compactifying
M2-branes on a circle in the tenth direction of radius R.
Dp-branes
The Lie 3-algebra upon which the BLG model reduces to the effective action for D2-branes can be
generalized such that the BLG Model becomes the super Yang-Mills action for Dp-branes for any p ≥ 2
[60].
In order to obtain the Dp-brane action from the BLG model, we have to enlarge the base space from
2 + 1 dimensions to p+ 1 dimensions. The additional p− 2 coordinates xa (a = 3, 4, · · · , p) can be intro-
duced through p− 2 indices ~m = (m3,m4, · · · ,mp) on the generators T
A, now denoted as T ~mi, which
can be viewed as the product of a Lie algebra generator T i with a function ei~m·~x of the coordinates
~x = (x3, x4, · · · , xp), and ~m represents the wave vector. The Lie bracket for T
~mi should therefore be defined
by
[T ~mi, T ~nj] = f ijkT
(~m+~n)k. (89)
In terms of this kind of Lie algebra, in which the base-space dependence of the gauge group is incorporated
explicitly in the Lie algebra, one can express a q′ + 1 dimensional SYM theory as a q + 1 dimensional SYM
theory for any q′ > q. If the base space is a noncommutative space due to a constant B-field background
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[33–35], the Lie algebra has to be a matrix algebra (e.g. U(N)), and the bracket above (89) should be
changed to 6
[T ~mi, T ~nj ] = f ijk cos
(
1
2
θabmanb
)
T (~m+~n)k + idijk sin
(
1
2
θabmanb
)
T (~m+~n)k,
where dij
k is defined by the anti-commutator of the Lie algebra generators {T i, T j} = dijkT
k.
The Lie algebra (89) can be further extended by introducing generators ua corresponding to the
derivatives of the coordinates xa. The Lie bracket is given by
[ua, ub] = CabT
~00, (90)
[ua, T
~mi] = maT
~mi −Cabδ
~m
~0
δi0v
b, (91)
[T ~mi, T ~nj ] = mah
ijδ ~m+~n
~0
va + f ijkT
(~m+~n)k, (92)
[va, T ~mi] = 0, (93)
[ua, v
b] = 0, (94)
with constant parameters Cab. In the above, we have used the label 0 for the identity matrix T
0 = I. (For
Lie algebras in which there is no corresponding element, one can set it to zero in the equations above.)
The Killing form is defined as
〈ua|v
b〉 = δba, (95)
〈T ~mi|T ~nj〉 = hijδ ~m+~n
~0
, (96)
with all other inner products vanishing. This is a higher loop generalization of current algebra. As far as
we know, it has never been examined in the literature and is worth to be studied in more detail in the
future.7
The Lie algebra with generators {T ~mi, ua, v
a} can be promoted to a Lie 3-algebra in the way described
above in eqs.(81)–(84) by adjoining two more generators u, v. The invariant metric can be given by (85)–
(87), too. The BLG model with this Lie 3-algebra is then equivalent to the super Yang-Mills theory in
p+ 1 dimensions [60]. The constant parameters Cab specify constant gauge field backgrounds.
4.3. M5 from M2
Dp-branes in B-field background can be constructed out of infinitely many D(p − 2)-branes [43] (which
in turn can be constructed out of lower dimensional branes in the same fashion). This is achieved mathe-
matically by setting the background values of two infinite-dimensional matrix coordinates Xp−1,Xp of the
D(p − 2)-branes to satisfy the commutation relation [Xp−1,Xp] = cI, where I is the identity matrix and c
is a constant corresponding to the gauge field background. Similarly, an M5-brane in C-field background
can be decomposed into infinitely M2-branes [36, 37]. This is achieved by using the Nambu algebra as the
Lie 3-algebra in the BLG model [58]. Although this correspondence between M2-branes and M5-brane is
expected, mathematically it is remarkable that it can be realized explicitly for the BLG model.
6 Eqs.(32) and (34) in Ref.[61] are incorrect.
7 In mathematical literature, there is two-loop symmetry which is known as elliptic Hall algebra gl(1)[x±1, y±1] [62]
which is known to be equivalent to the quantum deformation of W1+∞ algebra, see for example, [63–65]. Since it is a
quantum symmetry and not Lie algebra, it is different from the multi-loop algebra considered here. It describes the
instanton partition functions in 5D super Yang-Mills [66–69] and the role played by the algebra seems to be similar.
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In terms of a complete basis of functions {χA(y)} on a 3-manifold M3, the Nambu bracket is
{χA, χB , χC} =
1
ρ
ǫµ˙ν˙λ˙
∂χA
∂yµ˙
∂χB
∂yν˙
∂χC
∂yλ˙
,
where ρ defines the volume form ρdy1˙dy1˙dy3˙. We shall consider the BLG model with this algebra as
the symmetry algebra, and use the coordinates yµ˙ with dotted indices for the internal space M3, to be
distinguished from the M2-brane world-volume coordinates xµ (µ = 0, 1, 2).
Since the space of functions on M3 is infinite dimensional, the BLG model represents infinitely many
M2-branes. If a field Φ (e.g. Xa(x) and Ψ(x)) in the BLG model takes values in the Nambu algebra
Φ(x, y) = ΦA(x)χ
A(y),
it can be interpreted as a field living on the M5-brane world-volume, which is the product of the 3-manifold
M3 and the M2-brane world-volume.
Transformations defined by the Nambu bracket
δΦ(x, y) = ΛAB(x){χ
A(y), χB(y),Φ(x, y)} (97)
is the same as a coordinate transformation in y,
δΦ = δyµ˙(x)∂µ˙Φ,
that preserves the 3-form ρd3y. This 3-form ρd3y shall be interpreted as the C-field background in M
theory. Recall that a B-field background turns the world-volume of a D-brane into a non-commutative
space [33–35], and in the Poisson limit the gauge symmetry on the D-brane can be identified with the
diffeomorphisms preserving the 2-form B-field background. Similarly, M5-branes in C-field background
develops the gauge symmetry of diffeomorphisms preserving the 3-form C-field background.
The invariant metric can be identified with the integral
〈χA|χB〉 =
∫
d3y ρ(y)χA(y)χB(y).
The action of the BLG model (77) is thus an integral over the M5-brane world-volume.
We will focus on the special case that M3 = T
3, and choose y to be the Cartesian coordinates. Then ρ
is just a constant, which can be scaled to 1 without loss of generality.
The set of functions on 3-torus T3 is spanned by χ~n(y) = exp(2πi~n · ~y) (~n ∈ Z
3) assuming all the radius
are set to 1 for simplicity. In addition to them, the linear functions uµ˙ = yµ˙ may enter the Nambu bracket
since the derivative gives the periodic function. They do not show up on the right hand side of the algebra.
In this sense, they play the role similar to u generator in (81). We have to add three vµ˙ generators to form
a Lorentzian triple. As a whole, the three algebra of Nambu-Poisson bracket is spanned by χ~n (~n ∈ Z
3),
(uµ˙, vµ˙) and the explicit form of 3-algebra can be found in [60]. We note that a similar infinite dimensional
Lie 3-algebra based on Nambu bracket was also considered in [70, 71].
When we try to rewrite the BLG model in the form of a 6-dimensional field theory for the M5-brane, it
is less obvious how to replace the gauge potential 1-form Aµ on the M2-brane world-volume by a 2-form
gauge potential on the M5-brane. First, the potential Aµ(x) takes values in the tensor product of the Lie
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3-algebra, so superficially it is a non-local field on the M5-brane world-volume:
Aµ(x, y, y
′) = AµAB(x)χ
A(y)χB(y′).
However, since the gauge potential appears in the BLG model only through the form A˜µ
B
A ≡ AµCDf
CDB
A,
the BLG model only depends on Aµ through the local field
bµµ˙(x, y) ≡
[
∂
∂y′µ˙
Aµ(x, y, y
′)
]
y′=y
. (98)
Hence we have some of the components of the 2-form potential derived from Aµ.
Next we consider the scalars X3,X4,X5 representing the coordinates transverse to the M2-branes but
parallel to the M5-brane. In order for the M5-brane to extend in these directions, we choose the back-
ground values X3 = y1˙/g,X4 = y2˙/g,X5 = y3˙/g for these scalars, where g is an arbitrary constant factor
of normalization. This is parallel to (88). Hence a field is defined for each of the 3 scalars as the fluctuation
field:
X3 =
y1˙
g
+ b1˙(x, y), X4 =
y2˙
g
+ b2˙(x, y), X5 =
y3˙
g
+ b3˙(x, y). (99)
Then we can define another set of components for the M5-brane 2-form gauge potential
bµ˙ν˙ ≡ ǫµ˙ν˙λ˙b
λ˙. (100)
So far we have bµµ˙ and bµ˙ν˙ of the M5-brane potential, while bµν is still missing. It turns out that, as the
3-form field strength is self-dual in the M5-brane theory, one can formulate the gauge theory in terms of
only part of the components of the gauge potential [36, 37]. A generalization of this formulation of self-
dual gauge theories is available for self-dual theories in arbitrary dimensions [72] (whenever the self-duality
condition can be defined).
The covariant derivatives for this gauge symmetry can be defined as
DµΦ = ∂µΦ− g{bµµ˙, y
µ˙,Φ}, (101)
Dµ˙Φ =
g2
2
ǫ
µ˙ν˙λ˙
{X ν˙ ,X λ˙,Φ}. (102)
They transform covariantly under gauge transformations if Φ transforms covariantly as (97). It is interesting
to see how the 2-form gauge potential appears in the covariant derivatives.
The field strength can be defined from the components (98) and (100) of the 2-form potential. In the
free field limit (or weak field limit), they are expected to be given by
Hµµ˙ν˙ ≃ ∂µbµ˙ν˙ − ∂µ˙bµν˙ + ∂ν˙bµµ˙ + · · · , (103)
H1˙2˙3˙ ≃ ∂1˙b2˙3˙ + ∂2˙b3˙1˙ + ∂3˙b1˙2˙ + · · · . (104)
Furthermore, they should be covariant under gauge transformations (i.e., they transform like Φ in (97)).
One can check that the field strength can be defined as
Hµµ˙ν˙ ≡ ǫµ˙ν˙λ˙DµX
λ˙, (105)
H1˙2˙3˙ ≡ g
2{X3,X4,X5} −
1
g
. (106)
For self-dual gauge theories, the rest of the components of the field strength are redundant.
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The action of the M5-brane in large C-field background derived from the BLG model this way is [37]
S = SB + SF + SCS ,
where the bosonic part is
SB =
∫
d3xd3y
[
−
1
2
(DµX
a)2 −
1
2
(Dλ˙X
a)2 −
1
4
H2λµ˙ν˙ −
1
12
H2
λ˙µ˙ν˙
−
g4
4
{X µ˙,Xa,Xb}2 −
g4
12
{Xa,Xb,Xc}2 −
1
2g2
]
,
the fermionic part is
SF =
∫
d3xd3y
[ i
2
Ψ¯ΓµDµΨ+
i
2
Ψ¯Γµ˙Dµ˙Ψ+
ig2
2
Ψ¯Γµ˙a{X
µ˙,Xa,Ψ} −
ig2
4
Ψ¯ΓabΓ1˙2˙3˙{X
a,Xb,Ψ}
]
and the Chern-Simons part is
SCS =
∫
d3xd3y ǫµνλǫµ˙ν˙λ˙
[
−
1
2
∂µ˙bµν˙∂νbλλ˙ +
g
6
∂µ˙bνν˙ǫ
ρ˙σ˙τ˙∂σ˙bλρ˙(∂λ˙bµτ˙ − ∂τ˙ bµλ˙)
]
.
The fermion satisfies the chirality condition
Γ123Γ1˙2˙3˙Ψ = −Ψ.
The components bµν that are hidden in this formulation can be defined when solving the field equations
of this action [73].
Note that the resulting gauge theory is the first of its kind: higher-form self-dual gauge theories with
non-Abelian gauge symmetry. The action has the correct global symmetry, including supersymmetry, for
an M5-brane in a large C-field background. If we compactify this action on a circile in one of the y
directions, we obtain the D4-brane theory in a large B-field background [38] — in the Poisson limit of the
noncommutative gauge theory. On the other hand, if we compactify one of the x directions, we obtain the
D4-brane theory in a large 3-form RR-field background. Through T-dualities [74], one can derive effective
theories of Dp-branes in NS-NS B-field or RR-field background from these D4-brane theories [75].
Dp-brane in R-R (p− 1)-form field background
While Dp-branes in NS-NS B-field background are well known to be non-commutative gauge theories,
the effective theories for Dp-branes in R-R (p − 1)-form potential backgrounds were not known before.
What we learned from the theory of an M5-brane in the C-field background is that, in addition to the
usual U(1) gauge symmetry for a Dp-brane, the R-R background turns on an additional gauge symmetry
[75], which is the symmetry of diffeomorphisms preserving the (p − 1)-form background. (Although the
R-R (p− 1)-form is not the volume form of the Dp-brane, we often refer to this symmetry as the volume
preserving diffeomorphism.)
Under a coordinate transformation δyµ˙ = κµ˙, a scalar field Φ transforms as
δΦ = κµ˙∂µ˙Φ,
and this transformation preserves the (p− 1)-form dp−1y if κµ˙ is divergenceless:
∂µ˙κ
µ˙ = 0.
Here the yµ˙’s represent coordinates along the directions of the R-R (p − 1)-form, and we shall use xµ
(µ = 0, 1) to denote the rest of the world-volume coordinates on the Dp-brane.
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To parametrize the transformations through unconstrained functional parameters, one can use a
generalized Nambu bracket that has (p− 1) slots
{f1, f2, · · · , fp−1} =
∂(f1, f2, · · · , fp−1)
∂(y1˙, y2˙, · · · , yp˙−1˙)
.
A covariant quantity Φ transforms like
δΦ =
∑
α
{f
(α)
1 , f
(α)
2 , · · · , f
(α)
p−2,Φ}
under a gauge transformation. Identifying the right hand side with κµ˙∂µ˙Φ to determine κ
µ˙, one sees that
the divergenceless condition of κµ˙ is automatically satisfied.
In the following we shall focus on the bosonic sector of the Dp-brane theory in the R-R (p− 1)-form
background (the fermionic sector has not been worked out yet). In the effective theory for a Dp-brane,
the bosonic sector includes the scalars Xa and an 1-form potential aµˆ = (aµ, aµ˙). (We shall use the hatted
indices µˆ to refer to both the dotted (yµ˙) and undotted (xµ) indices.) These fields are originated from the
boundary states of open strings ending on Dp-brane [76]. In the large R-R (p− 2)-form background, the
D(p − 2)-branes also plays an important role, so that by analogy (or through a series of S- and T-dualities),
there is a (p− 2)-form potential bµ˙1···µ˙p−2 associated with the boundary states of open D(p− 2)-branes.
This tensor field is related to the 1-form gauge potential through a duality condition that generalizes the
self-duality condition on M5-branes, so that there is no new physical degrees of freedom on the Dp-brane
world-volume. They play the role of the gauge potential for the gauge symmetry of volume-preserving
diffeomorphisms.
It is convenient to define scalar fields X µ˙ by
X µ˙ ≡
yµ˙
g
+ bµ˙
(
bµ˙ ≡
1
(p− 2)!
ǫµ˙µ˙1···µ˙p−2bµ˙1···µ˙p−2
)
,
so that the gauge transformation property of the gauge field bµ˙1···µ˙p−2 is equivalent to the condition that
X µ˙ transform covariantly. While both X µ˙ and Xa transform covariantly, the 1-form potential transforms
by
δaµˆ = ∂µˆλ+ g(κ
ν˙∂ν˙aµˆ + aν˙∂µˆκ
ν˙),
where the first term is the usual U(1) gauge transformation.
In terms of the following definitions
Fµˆνˆ ≡ ∂µˆaνˆ − ∂νˆaµˆ, (107)
Vν˙
µ˙ ≡ δµ˙ν˙ + g∂ν˙b
µ˙, (108)
Mµ˙ν˙
µν ≡ Vµ˙
λ˙V
ν˙λ˙
δµν − gǫµνFµ˙ν˙ , (109)
Bˆµ
µ˙ ≡ (M−1)µν
µ˙ν˙(Vν˙
λ˙∂νb
λ˙
+ ǫνλFλν˙ + g∂ν˙X
a∂νXa), (110)
whereM−1 is defined byMµ˙ν˙
µνM−1νλ
ν˙λ˙ = δλ˙µ˙δ
µ
λ , the covariant derivatives of a covariant field Φ are defined
as
DµΦ = ∂µΦ− gBˆµ
µ˙∂µ˙Φ, (111)
Dµ˙Φ =
(−1)p
(p − 2)!
gp−2ǫµ˙µ˙1···µ˙p−2{X
µ˙1 , · · · ,X µ˙p−2 ,Φ}. (112)
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The usual definition of the Abelian field strength Fµˆνˆ is no longer suitable as it is not covariant. Proper
definitions of the field strength for aµˆ are
Fµ˙ν˙ =
gp−3
(p− 3)!
ǫµ˙ν˙µ˙1···µ˙p−3{X
µ˙1 , · · · ,X µ˙p−3 , aν˙ , y
ν˙}, (113)
Fµµ˙ = V
−1
µ˙
ν˙(Fµν˙ + gFν˙λ˙Bˆµ
λ˙), (114)
Fµν = Fµν + g[−Fµµ˙Bˆν
µ˙ + Fνµ˙Bˆµ
µ˙ + gFµ˙ν˙Bˆµ
µ˙Bˆν
ν˙ ]. (115)
On the other hand, the field strength for bµ˙1···µ˙p−2 ,
Hµ˙1···µ˙p−1 ≡ gp−2{X µ˙1 , · · · ,X µ˙p−1} −
1
g
ǫµ˙1···µ˙p−1 (116)
is (up to a constant) just one of a class of covariant quantities defined by
O
µ˙1···µ˙ℓa1···ap−1−ℓ−2m
(ℓm) = {X
µ˙1 , · · · ,X µ˙ℓ , aν˙1 , · · · , aν˙m ,
yν˙1
g
, · · · ,
yν˙m
g
,Xa1 , · · · ,Xap−1−ℓ−2m}, (117)
where ℓ, m are arbitrary non-negative integers such that ℓ+ 2m ≤ p− 1.
The bosonic part of the action is found to be given by
SDp =
∫
dp+1x
[
−
1
2
(DµX
a)2 +
1
2g
ǫµνFµν +
1
2
F2µµ˙
−
g2(p−2)
2
∑
(ℓ,m)∈S
1
ℓ!(m!)2(q − ℓ− 2m)!
O2ℓm
]
, (118)
where
O2ℓm ≡ {X
µ˙1 , · · · ,X µ˙ℓ , aν˙1 , · · · , aν˙m ,
yν˙1
g
, · · · ,
yν˙m
g
,Xa1 , · · · ,Xap−1−ℓ−2m}2
and
S = {(ℓ,m)|ℓ,m ≥ 0; ℓ+ 2m ≤ p− 1}.
This result allows one to check explicitly the S-duality for D3-branes in the NS-NS and R-R field background
[77]. Unlike the case of trivial background, where the S-duality is a quantum theory that cannot be verified
directly by field redefinitions, the D3-brane in large NS-NS and R-R 2-form backgrounds can be explicitly
verified.
5. Conclusion
The Nambu bracket was first proposed as a generalization of the Poisson bracket for the canonical for-
mulation of physical systems. In particular, the Nambu bracket and its generalizations found its natural
applications to systems involving extended objects.
One may wonder whether the use of Nambu bracket is unavoidable, or how much advantage it can bring
to us. On this aspect, we recall that in the canonical formulation, the Poisson bracket cannot be fixed
without a complete gauge fixing when there is gauge symmetry. The definition of the Poisson bracket
depends on the choice of gauge. On the other hand, it was shown [78] that, in certain examples, a Nambu
bracket can be defined without gauge fixing, such that when a gauge-fixing condition f = 0 is chosen, the
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Poisson bracket {·, ·}f for that gauge is simply given by
{A,B}f = {A,B, f},
for any choice of gauge f . It is therefore a generalization of the canonical formulation that is gauge-
independent. This trick can be extended to a generic constrained system [79–81]. In general, a constrained
system with N constraints can be formulated with a generalized Nambu bracket with N + 2 slots.
Like the Poisson bracket, the Nambu bracket and its generalizations also found their use in describing
symmetries and interactions for various systems, including vortices and branes. The Nambu bracket is
used in the description of a system of multiple M2-branes and a single M5-brane in C-field background. A
(p− 1)-bracket is used in the theory of a single Dp-brane in the R-R (p− 1)-form background.
The quantization of the Nambu bracket remains elusive. People have tried using matrices and even
nonassociative algebras to define Nambu brackets, but it seems hard to satisfy the fundamental identity,
at least not in the same fashion that the Jacobi identity is satisfied by the commutator of an associative
algebra. The Zariski algebra provides a quantization of the Nambu algebra, but it is unclear how it can
be applied in a physical theory as a small deformation of the classical Nambu algebra. For instance, the
theory of a single M5-brane in C-field background involves the Nambu bracket. 8 Upon double dimension
reduction, it reduces to the Poisson limit of the noncommutative D4-brane. One would like to deform the
Nambu-Poisson algebra in the M5-brane theory such that the double dimension reduction leads to the full
noncommutative D4-brane. But there is a no-go theorem [82] against this possibility.
In the case of D-branes, a single D-brane in B-field background and a multiple D-brane system share the
same algebraic structure of non-Abelian gauge symmetry characterized by the definition of commutators.
This leads us to suspect that if one can quantize the Nambu-Poisson bracket, it would perhaps lead us to the
mysterious non-Abelian gauge symmetry of multiple M5-branes. Over 40 years after Nambu’s introduction,
reviewing the fruitful results inspired by the idea of the Nambu bracket, we believe that there are still much
more remarkable results to come related to the Nambu bracket.
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