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Abstract
Let F be a field of characteristic 0, G an additive subgroup of F, α ∈ F sat-
isfying α /∈ G, 2α ∈ G. We define a class of infinite-dimensional Lie algebras
which are called generalized Schro¨dinger-Virasoro algebras and use gsv[G,α]
to denote the one corresponding to G and α. In this paper the automorphism
group and irreducibility of Verma modules for gsv[G,α] are completely deter-
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1. Introduction
The Schro¨dinger-Virasoro algebra sv is defined to be a Lie algebra with F-basis
{Ln,Mn, Yn+ 1
2
| n ∈ Z} subject to the following Lie brackets:
[Lm, Ln] = (n−m)Ln+m, [Lm,Mn] = nMn+m, [Lm, Yn+ 1
2
] = (n+
1−m
2
)Ym+n+ 1
2
,
[Mm,Mn] = 0, [Ym+ 1
2
, Yn+ 1
2
] = (n−m)Mm+n+1, [Mm, Yn+ 1
2
] = 0.
It is easy to see that sv is a semi-direct product of the Witt algebra Vir0 =
⊕
CLn
and the two-step nilpotent infinite-dimensional Lie algebra h =
⊕
CMn
⊕
CYn+ 1
2
.
This infinite-dimensional Lie algebra was originally introduced in [3] by looking at
the invariance of the free Schro¨dinger equation in (1+1)dimensions (2M∂t−∂
2
r )ψ =
∗Supported by the National Natural Science Foundation of China (No. 10671160).
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0. The structure and representation theory of sv have been studied by C. Roger
and J. Unterberger in [11]. The irreducible weight modules with finite-dimensional
weight spaces over sv are classified in [7].
In order to investigate vertex representations of sv, J. Unterberger (see [14]) in-
troduced a class of infinite-dimensional Lie algebras s˜v called the extended Schro¨dinger-
Virasoro Lie algebra, which can be viewed as an extension of sv by a conformal
current with conformal weight 1. The extended Schro¨dinger-Virasoro Lie algebra s˜v
is a vecter space spanned by a basis {Ln,Mn, Nn, Yn+ 1
2
| n ∈ Z} with the following
commutation relations:
[Lm, Ln] = (n−m)Ln+m, [Mm,Mn] = 0, [Nm, Nn] = 0, [Nm,Mn] = 2Mm+n,
[Ym+ 1
2
, Yn+ 1
2
] = (n−m)Mm+n+1, [Lm,Mn] = nMn+m, [Lm, Nn] = nNn+m,
[Lm, Yn+ 1
2
] = (n+
1−m
2
)Ym+n+ 1
2
[Nm, Yn+ 1
2
] = Ym+n+ 1
2
, [Mm, Yn+ 1
2
] = 0.
For all m,n ∈ Z. The structure of s˜v has been studied in [2].
Recently, a number of new classes of infinite-dimensional Lie algebras over a field
of characteristic 0 were discovered by several authors (see [6] [8] [12] [13]). Among
those algebras , are the generalized Witt algebras, the generalized Virasoro algebras,
the Lie algebras of generalized Weyl type and the generalized Heisenberg-Virasoro
algebra.
Let F be a field of characteristic 0, G an additive subgroup of F, α ∈ F such that
α /∈ G, 2α ∈ G. Motivated by the above algebras, we introduce a new class of Lie
algebras which are called the generalized Schro¨dinger-Virasoro Lie algebras which
include the Schro¨dinger-Virasoro Lie algebra sv as a special case. We use gsv[G,α]
to denote the one corresponding to G and α. In this paper we mainly study the
automorphism group Aut(gsv[G,α]) and the irreducibility of Verma modules over
the generalized Schro¨dinger-Virasoro Lie algebra gsv[G,α].
The paper is organized as follows. In section 2, we introduce the generalized
Schro¨dinger-Virasoro Lie algebra gsv[G,α]. The necessary and sufficient conditions
of isomorphism between two of these algebras are determined. In section 3, we
determine the automorphism group of gsv[G,α]. In section 4, a Verma module
V (c, h) over the generalized Schro¨dinger-Virasoro Lie algebra gsv[G,α] is defined
and its irreducibility is completely determined.
Throughout the article, we denote Z the set of integers, N the set of non-negative
integers.
2. Generalized Schro¨dinger-Virasoro algebras
Let F be a field of characteristic 0, G an additive proper subgroup of F, α ∈ F
satisfying α /∈ G while 2α ∈ G. We set G1 = α + G and T = G ∪G1. It is obvious
that T is an additive subgroup of F. In this section we want to make a natural
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generalization of Schro¨dinger-Virasoro algebra sv, this leads us to the following
definition.
Definition 2.1. The generalized Schro¨dinger-Virasoro algebra gsv[G,α] is defined
to be the Lie algebra with F basis {Lu,Mu, Yu+α | u ∈ G} subject to the following
Lie brackets:
[Lu, Lv] = (v − u)Lu+v, [Lu,Mv] = vMu+v, [Lu, Yv+α] = (v + α−
u
2
)Yu+v+α,
[Mu,Mv] = 0, [Yu+α, Yv+α] = (v − u)Mu+v+2α, [Mu, Yv+α] = 0.
It is straightforward to see that gsv[G,α] is T -graded:
gsv[G,α] =
⊕
x∈T
gsv[G,α]x,
where
gsv[G,α]x =
{
FLx ⊕ FMx, x ∈ G,
FYx, x ∈ G1.
The homogenous spaces are the root spaces according to the Cartan subalgebra
gsv[G,α]0.
One can see that if G = Z and α = 1
2
, then the generalized Schro¨dinger Virasoro
algebra gsv[G,α] is nothing but the Schro¨dinger Virasoro algebra sv defined by
Henkle in [3].
Denote L =
⊕
u∈G
FLu,M =
⊕
u∈G
FMu, Y =
⊕
v∈G
FYα+v, I = M ⊕ Y . Obviously, L is
the centerless generalized Virasoro algebra (see [12]). M and I are ideals of L.
Lemma 2.2. I is the unique maximal ideal of gsv[G,α].
Proof. It is obvious that I is an ideal of gsv[G,α]. Moreover, I is a maximal ideal
of gsv[G,α] since gsv[G,α]/I is a simple generalized Witt algebra.
Now suppose I1 is another maximal ideal of gsv[G,α], we need to prove I1 = I.
∀z ∈ I1, z 6= 0, suppose z = l + x+ y, where l ∈ L, x ∈ M, y ∈ Y . Assume l 6= 0. It
is obvious that 0 6= adMv(z) ∈ M ∩ I1 for any 0 6= v ∈ G by using the Lie bracket
of gsv[G,α]. Suppose
z0 = adMv(z) = a1Mu1 + a2Mu2 + · · ·+ anMun .
It is well known that the submodules of weight module are also weight modules,
thus all homogeneous components of z0 are contained in I1, hence we can find
some element 0 6= u ∈ G such that Mu ∈ I1. Thus M ⊆ I1 due to the fact
[Lv,Mu] = uMu+v ∈ I1 for any v ∈ G. Then
0 6= z
′
= l + y ∈ I1.
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If y = 0, z
′
= l ∈ I1, this implies that I1 = gsv[G,α], which is a contradiction.
Suppose y 6= 0. Since [Yα+v, l + y] ⊆ (M ⊕ Y ) ∩ I1 for any v ∈ G and M ⊆ I1, we
claim that there exists some 0 6= y
′
∈ I1 ∩ Y . Then all homogeneous components
of y
′
are contained in I1. This implies that Y ⊂ I1, l ∈ I1, and therefore L ⊂ I1.
Therefore I1 = gsv[G,α], which is a contradiction. Thus l = 0, z = m + y. So
I1 ⊆M ⊕ Y = I. By the maximality of I and I1, we have I1 = I. 
Let G
′
be another additive proper subgroup of F, α
′
∈ F, such that α
′
/∈ G
′
, 2α
′
∈
G
′
. Denote G
′
1 = α
′
+G
′
, T
′
= G
′
∪G
′
1.
Correspond to G and G
′
, there are two generalized Virasoro algebras: V ir[G]
and V ir[G
′
]. About V ir[G] and V ir[G
′
], one fact was pointed out in [12] that the
following Lemma can be obtained by using Theorem 4.2 in [1]. However, it can be
proved straightforward.
Lemma 2.3.[12] V ir[G] ≃ V ir[G
′
] if and only if there exists a ∈ F∗ such that
aG = G
′
.
Proof. Since V ir[G] ≃ V ir[G
′
] ⇔ V ir[G]/C ≃ V ir[G
′
]/C
′
, where C and C
′
are
the center of V ir[G] and V ir[G
′
] respectively, we view V ir[G] and V ir[G
′
] as the
generalized Witt algebras. Let θ : V ir[G] → V ir[G
′
] be an isomorphism of Lie
algebras. Since FL0 and FL
′
0 are the unique Cartan subalgebras of V ir[G] and
V ir[G
′
] respectively, there exists a ∈ F∗ such that θ(L0) = aL
′
0. By using θ to
[L0, Lx] = xLx, we have xθ(Lx) = [θ(L0), θ(Lx)] = a[L
′
0, θ(Lx)], so
[L
′
0, θ(Lx)] = a
−1xθ(Lx).
Thus a−1x ∈ G
′
since G
′
is the weight set according to the unique Cartan algebra
FL
′
0. Hence a
−1G ⊆ G
′
. Similarly, by using θ−1 to [L
′
0, L
′
x
′ ], we get aG
′
⊆ G. So,
aG
′
= G.
The sufficiency is obvious. This completes the proof of Lemma 2.3.
Theorem 2.4. gsv[G,α] and gsv[G
′
, α
′
] are isomorphic if and only if there exists
a ∈ F∗ such that G
′
= aG, T
′
= aT .
Proof. Let θ : gsv[G,α] → gsv[G
′
, α
′
] be an isomorphism of Lie algebras, I, I
′
be
the maximal ideals of gsv[G,α] and gsv[G
′
, α
′
] respectively. By Lemma 2.2, we have
θ(I) = I
′
, thus there is an isomorphism of the generalized Witt algebras induced by
θ:
θ : gsv[G,α]/I → gsv[G
′
, α
′
]/I
′
.
By applying Lemma 2.3, there exists a ∈ F∗ such that
G
′
= aG, (1)
and θ(Lu) = χ(u)a
−1L′au, for some χ ∈ Hom(G,F
∗). So we can assume
θ(Lu) = χ(u)a
−1L
′
au +m
′L
u + y
′L
u . (2)
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Suppose θ(Yα+v) =
s∑
i=1
c
v
′
i
Y
′
α
′+v
′
i
+m
′Y
v . By using θ to both sides of the identity
(α + v)Yα+v = [L0, Yα+v], we have
(α + v)θ(Yα+v) = [θ(L0), θ(Yα+v)]
= [a−1L
′
0 +m
′L
0 + y
′L
0 ,
s∑
i=1
c
v
′
i
Y
′
α
′
+v
′
i
+m
′Y
v ]
= [a−1L
′
0 + y
′L
0 ,
s∑
i=1
cv′i
Y
′
α
′+v
′
i
+m
′Y
v ]
= a−1
s∑
i=1
c
v
′
i
[L
′
0, Y
′
α
′+v
′
i
] +m′
= a−1
s∑
i=1
cv′i
(α
′
+ v
′
i)Y
′
α
′+v
′
i
+m′
for some m
′
∈M
′
. Then we have
a−1
s∑
i=1
c
v
′
i
(α
′
+ v
′
i)Y
′
α
′+v
′
i
+m′ = (α+ v)(
s∑
i=1
c
v
′
i
Y
′
α
′+v
′
i
+m
′Y
v ).
By comparing the coefficients, we get
v
′
i = −α
′
+ a(α + v), ∀ i ∈ {1, · · · , s}.
Hence s = 1 and
θ(Yα+v) = c
′
vY
′
a(α+v) +m
′Y
v , (3)
where c
′
v = c−α′+a(α+v).
As we know that θ(I) = I
′
, M and M
′
are the centers of I and I
′
respectively,
so there exists an induced isomorphism
θ¯ : Y¯ = I/M → I
′
/M
′
= Y¯
′
:
Y¯α+v 7→ c
′
vY¯
′
a(α+v).
Thus we have the following isomorphisms of vector spaces:
Y
pi
−→ Y¯
θ¯
−→ Y¯ ′
pi−1
−−→ Y
′
where π and π
′
are the canonical homomorphisms of vector spaces. Thus
π
′−1θ¯π :
⊕
v∈G
Yα+v = Y → Y
′
=
⊕
v
′
∈G
′
Yα′+v′ :
Yα+v 7→ c
′
vY
′
a(α+v)
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is an isomorphism of vector spaces. Thus α
′
+G
′
= a(α +G). This and (1) give us
G
′
= aG, T
′
= aT.
On the other hand, if G
′
= aG, T
′
= aT , we define a map
θ : gsv[G,α]→ gsv[G
′
, α
′
] : Lu 7→ a
−1L
′
au,Mu 7→ a
−1M
′
au, Yα+u 7→ a
−1Y
′
a(α+u).
It is straightforward to check that θ is an isomorphism of Lie algebras. This com-
pletes the proof of Theorem 2.4. 
Corollary 2.5. The map:
θ : sv = gsv[Z, 1
2
] → gsv[G,α] :
Li 7→ (2α)
−1L2αi,
Mi 7→ (2α)
−1M2αi,
Yi+ 1
2
7→ (2α)−1Y2αi+α
extends uniquely to a Lie algebra isomorphism between sv = gsv[Z, 1
2
] and gsv[2Zα, α].
Lemma 2.6. Let G,α,G
′
, α
′
be as in Theorem 2.4, θ : gsv[G,α]→ gsv[G
′
, α
′
] be a
Lie algebra isomorphism. Then


θ(Lu) = χ(u)a
−1L
′
au +m
′L
u + y
′L
u ,
θ(Mu) = buM
′
au,
θ(Yα+v) = cvY
′
a(α+v) +m
′Y
v .
for some bu, cv ∈ F
∗, m
′Y
v , m
′L
u ∈ M
′
, y
′L
u ∈ Y
′
and χ ∈ Hom(G,F∗), where a ∈ F∗
such that aG = G
′
, aT = T
′
.
Proof. The first and the third identities are given in the proof of Theorem 2.4 (i.e.,
identities (2) and (3) ), we only need to prove the second formula. Since FM0(resp.
FM
′
0) is the center of gsv[G,α](resp. gsv[G
′
, α
′
]), we have
θ(M0) = b0M
′
0.
for some b0 ∈ F
∗. Recall that θ(I) = I
′
, θ(M) = M
′
, for u 6= 0, suppose
θ(Mu) =
n∑
i=1
bu′i
M
′
u
′
i
+ b
′
0M
′
0,
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where ui 6= 0, bui 6= 0. Then we have
uθ(Mu) = θ([L0,Mu])
= [a−1L
′
0 +m
′L
0 + y
′L
0 ,
n∑
i=1
b
u
′
i
M
′
u
′
i
+ b
′
0M
′
0]
= [a−1L
′
0,
n∑
i=1
b
u
′
i
M
′
u
′
i
] = a−1
n∑
i=1
b
u
′
i
[L
′
0,M
′
u
′
i
]
= a−1
n∑
i=1
bu′i
u
′
iM
′
u
′
i
.
So we have
u(
n∑
i=1
bu′i
M
′
u
′
i
+ b
′
0M
′
0) = a
−1
n∑
i=1
bu′i
u
′
iM
′
u
′
i
.
Thus b
′
0 = 0,
n∑
i=1
(ub
u
′
i
− a−1b
u
′
i
u
′
i)M
′
ui
= 0. Hence u
′
i = au, ∀i ∈ {1, 2, · · · , n}, and
n = 1. This gives
θ(Mu) = buM
′
au, ∀u ∈ G.

3. Automorphism group of gsv[G,α]
In this section, we first construct three kinds of automorphisms of gsv[G,α] which
are not inner, then determine the automorphism group of gsv[G,α] completely.
Throughout this section we always assume that F is an algebraic closed field with
characteristic 0.
Lemma 3.1. (i) For any χ ∈ Hom(T,F∗) and b ∈ F∗, the map
σχb : gsv[G,α] → gsv[G,α] :
Lu 7→ χ(u)Lu,
Mu 7→ bχ(u)Mu,
Yα+u 7→ b
1
2χ(α + u)Yα+u
is an automorphism of gsv[G,α]. Furthermore, the set {σχb |χ ∈ Hom(T,F
∗), b ∈ F∗}
forms a subgroup ofAut(gsv[G,α]) and this subgroup is isomorphic to (Hom(T,F∗)×
F∗), where σχ1b1 σ
χ2
b2
= σχ1χ2b1b2 for b1, b2 ∈ F
∗ and χ1, χ2 ∈ Hom(T,F
∗).
(ii) For any a ∈ S(G, T ) := {a ∈ F∗|aG = G, aT = T}, the map
ϕa : gsv[G,α] → gsv[G,α] :
Lu 7→ a
−1Lau,
Mu 7→ a
−1Mau,
Yα+u 7→ a
−1Ya(α+u)
7
is an automorphism of gsv[G,α], and {ϕa|a ∈ S(G, T )} forms a subgroup ofAut(gsv[G,α]),
where ϕaϕb = ϕab for a, b ∈ F
∗.
(iii) Denote
A := {a = (au)u∈G|(v − u)au+v = vav − uau, a−u = −au, ∀u, v ∈ G}.
The map φa : gsv[G,α]→ gsv[G,α]:
Lu 7→ Lu + auMu, Mu 7→ Mu, Yα+v 7→ Yα+v
is an automorphism. Φ = {φa|a ∈ A} forms a subgroup of Aut(gsv[G,α]), where
φaφb = φa+b for a, b ∈ A.
Proof. The proof is straightforward, we omit the details. 
Theorem 3.2. Let Inn(gsv[G,α]) be the inner automorphism subgroup ofAut(gsv[G,α]).
Then we have
Aut(gsv[G,α]) ≃ (((Hom(T,F∗)× F∗)⋊ S(G, T ))⋉ Φ)⋉ Inn(gsv[G,α]).
Proof. For any θ ∈ Aut(gsv[G,α]), by Lemma 2.6, we can assume
θ(Lu) = χ1(u)a
−1Lau +m
L
u + y
L
u ,
θ(Mu) = χ
′
(u)a−1Mau,
θ(Yα+v) = χ
′
(α + v)a−1Ya(α+v) +m
Y
v ,
where χ1 ∈ Hom(G,F
∗), χ
′
: T → F∗ is a map, a ∈ S(G, T ), mLu , m
Y
v ∈M, y
L
u ∈ Y.
By applying θ to both sides of the identities:
[L−u,Mu] = uM0,
[Lu, Yα+v] = (α + v −
u
2
)Yα+v+u,
and
[Yα+u, Yα+v] = (v − u)Mu+v+2α,
we obtain
χ
′
(u) = bχ1(u), ∀u ∈ G, (4)
where b = χ
′
(0) ∈ F∗,
χ1(u)χ
′
(α + v) = χ
′
(u+ v + α), (5)
and
χ
′
(α + u)χ
′
(α + v) = χ
′
(u+ v + 2α). (6)
for u, v ∈ G.
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Write
χ(x) =
{
χ1(x), if x ∈ G,
b−
1
2χ
′
(x), if x ∈ G1 = α +G,
and by using (4), (5) and (6), one can easily see that χ ∈ Hom(T,F∗). By Lemma
3.1 (i),
σχb : gsv[G,α] → gsv[G,α] :
Lu 7→ χ(u)Lu,
Mu 7→ bχ(u)Mu,
Yα+v 7→ b
1
2χ(α+ v)Yα+v
is an automorphism of gsv[G,α].
For (σχb )
−1θ ∈ Aut(gsv[G,α]), it is obvious that
(σχb )
−1θ : gsv[G,α] → gsv[G,α] :
Lu 7→ a
−1Lau +m
L
1u + y
L
1u,
Mu 7→ a
−1Mau,
Yα+v 7→ a
−1Ya(α+v) +m
Y
1v,
where mL1u, m
Y
1v ∈ M , y
L
1u ∈ Y .
Set
ϕa : gsv[G,α] → gsv[G,α] :
Lu 7→ a
−1Lau,
Mu 7→ a
−1Mau,
Yα+v 7→ a
−1Ya(α+v).
By Lemma 3.1 (ii), ϕa ∈ Aut(gsv[G,α]). Set τ = (ϕa)
−1(σχb )
−1θ, then τ ∈ Aut(gsv[G,α]).
More precisely
τ(Lu) = Lu +m
L
2u + y
L
2u, τ(Mu) =Mu, τ(Yα+v) = Yα+v +m
Y
2v, (7)
where mL2u, m
Y
2v ∈ M , y
L
2u ∈ Y .
Claim. τ = (ϕa)
−1(σχb )
−1θ ∈ Inn(gsv[G,α]) · Φ.
In fact, assume
τ(L0) = L0 +
p∑
i=1
auiMui +
q∑
j=1
bvjYα+vj + b0Yα, τ(Yα) = Yα +
r∑
k=1
cwkMwk .
Applying τ to [L0, Yα] = αYα, we have
r∑
k=1
cwkwkMwk −
q∑
j=1
bvjvjM2α+vj = α
r∑
k=1
cwkMwk .
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Noting that vj 6= 0, α 6= wk, we have
q = r, vk = wk − 2α, bvk =
cwk(wk−α)
wk − 2α
.
These gives us
τ(L0) = L0 +
p∑
i=1
auiMui +
r∑
k=1
cwk(wk − α)
wk − 2α
Ywk−α + b0Yα. (8)
Now we construct an inner automorphism tau
′
for gsv[G,α], which is equal to tau
when acting on L0 and Yα. Indeed, we set
τ
′
= expad(
∑
1≤j 6=k≤r
cwkcwj(α− wj)(wj − wk)
2(wk − 2α)(wj − 2α)(wj + wk − 2α)
Mwj+wk−2α
+
r∑
k=1
b0cwk(2α− wk)
2αwk
Mwk)
expad(−
p∑
i=1
aui
ui
Mui)expad(
r∑
k=1
cwk
2α− wk
Ywk−α −
b0
α
Yα),
Then one can check that the inner automorphism τ
′
satisfying
τ
′
(L0) = τ(L0), τ
′
(Yα) = τ(Yα).
For any u ∈ G, we apply τ
′
to [L0, Lu] = uLu. For the right side, we have
uτ
′
(Lu) = uτ(Lu) + u(τ
′
(Lu)− τ(Lu)).
For the left side, we have
[τ
′
(L0), τ
′
(Lu)] = [τ(L0), τ
′
(Lu)] = [τ(L0), τ(Lu) + (τ
′
(Lu)− τ(Lu))]
= uτ(Lu) + [τ(L0), τ
′
(Lu)− τ(Lu)].
Thus
[τ(L0), τ
′
(Lu)− τ(Lu)] = u(τ
′
(Lu)− τ(Lu)). (9)
Now we prove the following identity.
τ
′
(Lu) = τ(Lu) + euMu. (10)
for some eu ∈ F.
Indeed, By using (7) and the definition of τ
′
, one can see that
τ
′
(Mu) = τ(Mu) = Mu. (11)
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So [τ
′
(Lu),Mv] = vMu+v. Thus τ
′
(Lu) = Lu+m1+ y1 for some m1 ∈M, y1 ∈ Y. By
using (7) again, we have τ
′
(Lu)− τ(Lu) ∈M ⊕ Y. Assuming
τ
′
(Lu)− τ(Lu) =
r∑
k=1
evkMvk +
s∑
l=1
dwlYα+wl.
By using this along with identities (8) and (9), we have
[L0 +
p∑
i=1
auiMui +
q∑
j=1
bvjYα+vj + b0Yα,
r∑
k=1
evkMvk +
s∑
l=1
dwlYα+wl]
=
r∑
k=1
evkvkMvk +
s∑
l=1
dwl(α + wl)Yα+wl
+
q∑
j=1
s∑
l=1
bvjdwl(wl − vj)M2α+wl+vj +
s∑
l=1
b0dwlwlM2α+wl
= u(
r∑
k=1
evkMvk +
s∑
l=1
dwlYα+wl).
By comparing the coefficients of Yα+wl we have
∑s
l=1 udwl =
∑s
l=1 dwl(α+wl). This
means dwl = 0 for any l ∈ {1, · · · , s} since u 6= α+ wl. Thus the we get
r∑
k=1
evkvkMvk = u(
r∑
k=1
evkMvk).
Furthermore, r = 1, u = v1. Thus τ
′
(Lu)− τ(Lu) = euMu. This proves (10).
For any v ∈ G, v 6= 2α, by (10), we have
τ
′
(Yα+v) = (α−
v
2
)−1τ
′
[Lv, Yα] = (α−
v
2
)−1[τ(Lv) + evMv, τ(Yα)] = τ(Yα+v).
For v = 2α, we have
τ
′
(Y3α) = (−3α)
−1[τ
′
(L4α), τ
′
(Y−α)] = (−3α)
−1[τ(L4α) + b4αM4α, τ(Y−α)] = τ(Y3α).
In all cases we get
τ
′
(Yα+v) = τ(Yα+v), ∀ v ∈ G. (12)
Define
φ : gsv[G,α]→ gsv[G,α] : Lu 7→ Lu + euMu, Mu 7→Mu, Yα+v 7→ Yα+v.
By (10), (11) and (12), we have τ
′
= τφ. Thus τ = τ
′
φ−1 ∈ Inn(gsv[G,α]) · Φ.
Which completes the proof of the Claim.
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By the claim, we have
θ = σχb ϕaτ
′
φ−1 ∈ (Hom(T,F∗)× F∗) · S(G, T ) · Inn(gsv[G,α]) · Φ.
Since Inn(gsv[G,α]) is a normal subgroup of Aut(gsv[G,α]), thus Inn(gsv[G,α]) ·
Φ = Φ · Inn(gsv[G,α]). One can check straightforward that the following two facts
hold:
(Hom(T,F∗)× F∗) ⊳ (Hom(T,F∗)× F∗) · S(G, T ),
and
Φ ⊳ (Hom(T,F∗)× F∗) · S(G, T ) · Φ.
Thus
Aut(gsv[G,α]) ≃ (((Hom(T,F∗)× F∗)⋊ S(G, T ))⋉ Φ)⋉ Inn(gsv[G,α]).
This completes the proof of the Theorem 3.2. 
4. Verma modules of gsv[G,α]
In this section we construct and investigate the structure of Verma modules over
the generalized Schro¨dinger-Virasoro algebra gsv[G,α].
Note that T = G ∪G1 is a subgroup of F, we fix a total order ”  ” on T which
is compatible with the addition, i.e., x  y implies x+ z  y + z for any z ∈ T (see
[4],[9]). We write x ≻ y if x  y and x 6= y. Let
T+ := {x ∈ T |x ≻ 0}, T− := {x ∈ T |x ≺ 0}.
Then T = T+ ∪ {0} ∪ T− and gsv[G,α] has a triangular decomposition:
gsv[G,α] = gsv[G,α]− ⊕ gsv[G,α]0 ⊕ gsv[G,α]+,
where
gsv[G,α]− =
⊕
u≺0
FLu ⊕
⊕
u≺0
FMu ⊕
⊕
α+v≺0
FYα+v,
gsv[G,α]+ =
⊕
u≻0
FLu ⊕
⊕
u≻0
FMu ⊕
⊕
α+v≻0
FYα+v
and gsv[G,α]0 = FL0 ⊕ FM0. The universal enveloping algebra of gsv[G,α] is given
by
U(gsv[G,α]) = U(gsv[G,α])−U(gsv[G,α])0U(gsv[G,α])+.
The elements Li1 · · ·LirMj1 · · ·MjsYα+k1 · · ·Yα+kt , where r, s, t ∈ N, i1  · · · 
ir, j1  · · ·  js, k1  · · ·  kt, along with 1, form a basis of U(gsv[G,α]).
Let c, h ∈ F, Vh be a 1-dimensional vector space over F spanned by vh, i.e.,
Vh = Fvh. View Vh as a gsv[G,α]0-module such that L0.vh = hvv, M0.vh = cvh.
Then Vh is a B = gsv[G,α]+ ⊕ gsv[G,α]0-module by setting gsv[G,α]+.Vh = 0.
12
Definition 4.1. The induced module V (c, h) = Ind
gsv[G,α]
B Vh = U(gsv[G,α])⊗U(B)
Vh is called the Verma module of gsv[G,α] with highest weight (c, h).
Let U := U(gsv[G,α]). For any c, h ∈ F, let I(c, h) be the left ideal of U generated
by the elements
{Lu,Mu, Yα+v|u ∈ G+, α+ v ∈ G1+} ∪ {L0 − h,M0 − c},
where G+ = G ∩ T+, G1+ = G1 ∩ T+. Then the Verma module with highest weight
(c, h) for gsv[G,α] also can be defined as V (c, h) := U/I(c, h).
By definition, we can easily get a basis of V (c, h) consisting of all vectors of the
form:
vh, L−i1 · · ·L−irM−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh,
where
0 ≺ i1  · · ·  ir, 0 ≺ j1  · · ·  js, α ≺ k1  · · ·  kt; r, s, t ∈ N.
Remark. One can see that M0 acts as a scalar c on V (c, h) since FM0 is the center
of gsv[G,α]. Next, we call a vector v ∈ V (c, h) a weight vector with weight µ means
v satisfying L0v = µv.
Lemma 4.2. V (c, h) is a weight module of gsv[G,α], and V (c, h) = ⊕µ∈h−T+Vµ,
where Vµ = span{L−i1 · · ·L−irM−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh |
∑r
p=1 ip −
∑s
p=1 jp −∑t
p=1(α− kp) = h− µ} is the weight vector space with weight µ.
Proof. It suffices to show that L0 acts diagonally on the basis elements of V (c, h).
By the definition of vh, L0vh = hvh. Suppose u ∈ V (c, h) such that L0u = au. Then
L0(L−iu) = (a− i)L−iu, L0(M−ju) = (a− j)M−ju, L0(Yα−ku) = (a+ α− k)Yα−ku.
Thus Lemma 4.2 holds. 
We know from [4] that for the fixed total order ”  ” of T , either ”  ” is dense,
i.e., ∀x ∈ T+, the cardinality of {y ∈ T |0 ≺ y ≺ x} is infinite, or ”  ” is discrete,
i.e., there exists a ∈ T such that the set {y ∈ T |0 ≺ y ≺ a} is empty.
For the generalized Virasoro algebra V ir[G] studied in [4], the irreducibility of
Verma module over V ir[G] is depends on whether the total order of G is dense or
discrete (see Theorem 3.1 in [4]). With respect to Verma modules over generalized
Witt algebras studied in [8], the irreducibility depends on the action of L0 on the
highest weight vector (see Theorem 3 in [9]). It is very interesting that the irre-
ducibility of Verma modules over gsv[G,α] depends on neither the action of L0 nor
whether the total order is dense or discrete, we point out that the irreducibility just
depends on the action of the element M0.
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For x ∈ V (c, h), we set
x =
∑
i1···ir ,j1···js,k1···kt
i1,··· ,ir,j1,··· ,js∈G+,k1−α,··· ,kt−α∈G1+
ai,j,kL−i1 · · ·L−irM−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh.
where ai,j,k ∈ F, i = (i1, · · · , ir), j = (j1, · · · , js), k = (α− k1, · · · , α− kt), and only
finitely many ai,j,k 6= 0. We define
Ax := {i = (i1, · · · , ir)|ai,j,k 6= 0 for some j, k}, l = max{r|i = (i1, · · · , ir) ∈ Ax},
where l = 0 if Ax = ∅. We also define l to be the length of the element x, and denote
it by len(x), i.e., l = len(x).
For r ∈ N, we set
Vr := spanF{x|len(x) ≤ r}.
In what follows, we assume Vr = 0 if r ≤ −1. One can check the following two
lemmas by straightforward and easy computations.
Lemma 4.3. (i)
MjL−i1L−i2 · · ·L−irM−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh
≡ −j(
∑
1≤p≤r
L−i1 · · · Lˆ−ip · · ·L−irMj−ip)M−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh(modVr−2),
for any r ∈ N; j ∈ G+; 0 ≺ i1  · · ·  ir; 0 ≺ j1  · · ·  js; 0 ≺ k1−α  · · ·  kt−α,
whereˆmeans the corresponding element is deleted.
(ii)
LjM−i1M−i2 · · ·M−irvh
= (
∑
1≤p≤r
(−ip)M−i1 · · · Mˆ−ip · · ·M−irMj−ip)vh,
for any r ∈ N; j, i1, · · · , ir ∈ G+. In particularly,
LjM−i1M−i2 · · ·M−irvh = 0, ∀j ≻ max{i1, · · · , ir}.
Lemma 4.4. (i)Y−α+jYα−k1Yα−k2 · · ·Yα−ktvh = 0, ∀j ≻ kt, where α ≺ k1  · · ·  kt.
(ii)If M0.vh = 0, then Y−α+jYα−k1Yα−k2 · · ·Yα−ktvh = 0, ∀j  kt, where α ≺ k1 
· · ·  kt.
Corollary 4.5. MjVr ⊆ Vr−1, for any j ∈ G+.
Proof. It follows Lemma 4.3 (i) immediately. 
Theorem 4.6. (i) The Verma module V (c, h) is an irreducible gsv[G,α] module if
c 6= 0.
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(ii) If c = 0, then the Verma module V (0, h) contains a unique maximal proper
submoduleN(0, h), whereN(0, h) is generated by {L−uvh,M−uvh, Yα−vvh|u ∈ G+, v−
α ∈ G1+} if h = 0, by {M−uvh, Yα−vvh|u ∈ G+, v − α ∈ G1+} if h 6= 0.
Proof. (i) Suppose c 6= 0. Let u0 6= 0 be any given weight vector in V (c, h). By
Lemma 4.2 and the fact that a submodule of a weight module is a weight module,
we need only to prove that vh ∈ U(gsv[G,α])u0.
Claim I. There exists a weight vector u ∈ U(gsv[G,α])u0 such that
u =
∑
j1···js; k1···kt
j1,··· ,js∈G+;k1−α,··· ,kt−α∈G1+
aj,kM−j1 · · ·M−jsY−k1+α · · ·Y−kt+αvh,
where aj,k ∈ F and only finitely many aj,k 6= 0, j = (j1, · · · , js), k = (k1, · · · , kt).
In fact, suppose
u0 =
∑
0≺i1···ir ,
0≺j1···js,
α≺k1···kt.
ai,j,kL−i1 · · ·L−irM−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh
≡
∑
0≺i1···il,
0≺j1···js,
α≺k1···kt.
ai,j,kL−i1 · · ·L−ilM−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh(modVl−1),
where l = len(u0), i = (i1, · · · , ir), j, k as above, ai,j,k ∈ F.
If l = 0, there is nothing to prove. Now suppose len(u0) = l ≥ 1, we denote
i
(0)
l := max{il|(i1, · · · , il) ∈ Au0},
where Au0 := {i|i = (i1, · · · , il), ai,j,k 6= 0 for some j, k}, then by using Lemma 4.3
(i) and Corollary 4.4 we can deduce that
u1 = Mi(0)
l
u0 =
∑
ai,j,kMi(0)
l
L−i1 · · ·L−irM−j1 · · ·M−jsYα−k1 · · ·Yα−ktvh
≡
∑
ai(1),j(1),k(1)L−i(1)1
· · ·L
−i
(1)
l−1
M
−j
(1)
1
· · ·M
−j
(1)
s
′
Y
α−k
(1)
1
· · ·Y
α−k
(1)
t
′
vh(modVl−2).
it is clear that u1 6= 0 and len(u1) = l − 1.
Repeating the precess and define us recursively for s = 2, · · · , l, one obtains the
claim.
Claim II. There exists an weight vector w ∈ U(gsv[G,α])u0 such that w takes the
following form
w =
∑
s≥0,j1···js;j1,··· ,js∈G+
ajM−j1 · · ·M−jsvh.
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In fact, by Claim I, we know that there is a weight vector u ∈ U(gsv[G,α])u0
such that
u =
∑
s,t≥0,j1···js
k1···kt;j1,··· ,js∈G+
k1−α,··· ,kt−α∈G1+
aj,kM−j1 · · ·M−jsY−k1+α · · ·Y−kt+αvh.
Set
B := {k = (k1, k2, · · · , kt)|aj,k 6= 0 for some j}, k
(0) = max{kt|k ∈ B}.
Then by Lemma 4.4, we have
w1 = Y−(α−k(0))u =
∑
aj,k(1)M−j1 · · ·M−jsYα−k(1)1
· · ·Y
α−k
(1)
t−1
(M0vh).
Noting that w1 6= 0 and w1 ∈ U(gsv[G,α])u0 is a weight vector. One repeats the
precess to get Claim II.
From Claim II we know that there exists a weight vector w ∈ U(gsv[G,α])u0
such that it has the following form
w =
∑
s≥0,0≺j1···js
ajM−j1 · · ·M−jsvh.
We define
length(w) = max{s|j = (j1, · · · , js), aj 6= 0}.
If length(w) = 0, then vh ∈ U(gsv[G,α])u0 and (i) holds. Now suppose length(w) >
0. Denote j(0) = max{js|j = (j1, · · · , js), aj 6= 0}. By applying Lj(0) to w and using
Lemma 4.3 (ii), we have
0 6= w1 = Lj(0)w =
∑
j
(1)
1 ···j
(1)
s ;j
(1)
1 ,··· ,j
(1)
s ∈G+
a
(1)
j M−j(1)1
· · ·M
−j
(1)
s
M0vh.
It is clear that
length(w1) < length(w).
Repeating the precess, we obtain
0 6= ws = aM0vh = acvh ∈ U(gsv[G,α])u0
for some 0 6= a ∈ F. So vh ∈ U(gsv[G,α])u0 and V (c, h) is irreducible.
(ii) If c = 0, h = 0, by the definition of N(0, 0), one knows that all the basis
elements of V (0, 0) except vh are clearly in N(0, 0). It suffices to show that vh /∈
N(0, 0). For any weight vector v ∈ N(0, 0), suppose the weight of v is µ, and
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for any basis element Li1 · · ·LirMj1 · · ·MjsYα+k1 · · ·Yα+kt of U(gsv[G,α]) such that∑r
p=1 ip +
∑s
p=1 jp +
∑t
p=1(α+ kp) = −µ, we have
Li1 · · ·LirMj1 · · ·MjsYα+k1 · · ·Yα+ktv = aL0vh + bM0vh = 0,
for some a, b ∈ F. This implies that vh /∈ N(0, 0).
If c = 0, h 6= 0, similarly as above, we can see that U(L−) /∈ N(0, h), where
L− = ⊕u≺0FLu. This means that N(0, h) is a proper submodule of V (0, h). Suppose
V is any submodule of V (0, h) such that V ! N(0, h), then there exist i1, · · · , ir ∈
G+, r ∈ N such that L−i1 · · ·L−irvh ∈ V. If r = 0, then vh ∈ V and V = V (0, h).
Suppose r ≥ 1. We denote i = i1 + i2 + · · ·+ ir, then
LiL−i1 · · ·L−irvh = (−1)
r(i+ i1)(i− i1 + i2) · · · (i− i1 − i2− · · · − ir−1 + ir)hvh ∈ V.
Since (−1)r(i+ i1)(i− i1 + i2) · · · (i− i1 − i2 − · · · − ir−1 + ir)h 6= 0 we have vh ∈ V
and V = V (0, h). So N(0, h) is the unique maximal proper submodule of V (0, h).
Remark. V (0, 0)/N(0, 0) ≃ F is a trivial module of gsv[G,α]. V (0, h)/N(0, h) ≃
U(L−) as vector space.
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