We study a graph-theoretic approach to the H∞ performance of leader following consensus dynamics on directed and undirected graphs. We first provide graph-theoretic bounds on the system H∞ norm of the leader following dynamics and show the tightness of the proposed bounds. Then, we discuss the relation between the system H∞ norm for directed and undirected networks for specific classes of graphs, i.e., balanced digraphs and directed trees. Moreover, we investigate the effects of adding directed edges to a directed tree on the resulting system H∞ norm. In the end, we apply these theoretical results to a reference velocity tracking problem in a platoon of connected vehicles and discuss the effect of the location of the leading vehicle on the overall H∞ performance of the system.
(1) We discuss some graph-theoretic bounds on the system H ∞ norm on directed and undirected graphs and show the tightness of the proposed bounds via examples. (2) We investigate the relation between system H ∞ norms in directed and undirected networks for specific classes of networks, i.e., balanced digraphs and directed trees. Moreover, we discuss the effect of adding (or removing) directed edges on the H ∞ performance of the system. (3) We apply these results to discuss the effect of the directed network and the location of the leading vehicle on a reference velocity tracking scenario in vehicle platooning.
After introducing some mathematical notations and definitions in Section 2, in Section 3 we state the problem of the H ∞ performance of a reference-following network dynamical system. In Section 4, graph-theoretic bounds on the system H ∞ norms for undirected and directed networks are introduced and based on that, necessary and sufficient conditions for a network system to have H ∞ norm less than a specific number is discussed. In Section 5 we compare the H ∞ norm of a directed network with its undirected counterpart for balanced digraphs and directed trees and the effect of adding directed edges to a directed tree on the H ∞ performance of the dynamics. In Section 6 we apply some of the results to discuss the robustness of a vehicle platooning scenario. Section 7 concludes the paper.
Notations and Definitions
We use G d = {V, E} to denote an unweighted directed graph where V is the set of vertices (or nodes) and E is the set of directed edges, i.e., (v i , v j ) ∈ E if an only if there exists a directed edge from v i to v j . Moreover, an unweighted undirected graph G u = {V, E} is a graph such that (v i , v j ) ∈ E if an only if there exists an undirected edge between v i and v j . For directed graphs in this paper, we only consider unidirectional edges, i.e., if there exists a direct edge v i to v j , then there is no direct edge from v j to v i . Let |V| = n and define the adjacency matrix for G d , denoted by A n×n , to be a binary matrix where A ij = 1 if and only if there is a directed edge from v j to v i in G d . The neighbors of vertex v i ∈ V in graph G d are given by the set ℵ i = {v j ∈ V | (v j , v i ) ∈ E}. We define the in-degree for node v i as ∆ i = vj ∈ℵi A ij and the out-degree as δ i = vj ∈ℵi A ji . For a given set of nodes X ⊂ V, the edge-boundary (or just boundary) of the set is defined as ∂X = {(v i , v j ) ∈ E|v i ∈ X, v j ∈ V \ X}. 
We will be considering a nonempty subset of vertices S ⊂ V to be leaders, whose in-degree is zero, and assume without loss of generality that the leaders are placed last in an ordering of the agents. Vertices in V \ S are called followers. The grounded Laplacian induced by the leader set S is denoted by L g (S) or simply L g , and is obtained by removing the rows and columns of L corresponding to the nodes in S [20] . If the underlying graph is directed, the grounded Laplacian is denoted by L g,d and if the graph is undirected, it is L g,u . The state-space representation of a linear time-invariant system with n states, m inputs and k outputs is denoted by the triple (A n×n , B n×m , C k×n ), where A is the state matrix, B is the input matrix and C is the output matrix. We use e i to indicate the i-th vector of the canonical basis.
Problem Statement
Consider a connected network consisting of n agents V = {v 1 , v 2 , . . . , v n }. The set of agents is partitioned into a set of followers F, and a set of leaders 1 S. We assume that there exists at least one leader in the network. The number of leaders which are connected to follower v i is denoted by Γ i , i.e., Γ i |ℵ i ∩ S|, and we denote Γ max = max i∈V\S Γ i and Γ min = min i∈V\S Γ i . Examples of such directed graphs are shown in Fig. 2 , where black nodes are leaders and white nodes are the followers. Each agent v i has a scalar and real valued state ψ i (t), where t is the time index. The state of each follower agent v j ∈ F evolves based on the interactions with its neighbors aṡ
Since the leaders state are not influence by the followers, their state is assumed to be constant and thuṡ
Aggregating the states of all followers into a vector ψ F (t) ∈ R n−|S| , and the states of all leaders into a vector ψ S (t) ∈ R |S| (note that ψ S (t) = ψ S (0) for all t ≥ 0), equations (1) and (2) yield the following dynamics
Given equation (2), we have that L 21 = 0 and L 22 = 0. Hence the dynamics of the follower agents are given bẏ
Here, L g,d is the grounded Laplacian matrix, representing the interaction between the followers. When the graph is undirected, the grounded Laplacian is denoted by L g,u . The submatrix L 12 of the graph Laplacian captures the influence of the leaders on the followers. We make the following assumption in this paper. Assumption 1: In the directed graph G d , every follower can be reached through a directed path from some leader.
If Assumption 1 holds, the states of the follower agents will converge to some convex combination of the states of the leaders [3] . Moreover, under Assumption 1, it is shown that the grounded Laplacian matrix is non-singular and
) is real and strictly positive and L
−1
g,d is a non-negative matrix [29] . In addition to the nominal dynamics (4), we assume that there exists some disturbances (or perturbations) in the communications between the followers. In particular, consider the updating rule of each follower agent v j ∈ F is affected by a disturbance signal w j (t) which turns (4) intoψ
where z(t) is the (full state) measurement. Here w(t) is a vector representing the disturbances. We assumed that all followers are prone to be affected by the disturbances while the leaders are unaffected by the disturbances, since they do not update their state. The objective is to quantify the effect of the external disturbance signals on the state of the follower agents. We use the system H ∞ norm of the transfer function
Since L g,d is Hurwitz, the above norm is finite. We refer to ||G|| ∞,u and ||G|| ∞,d as system H ∞ norms when the underlying graph is undirected or directed, respectively. Before discussing the system norm of (5), we present the following definitions.
Definition 1 (Positive Systems): A linear system is called (internally) positive if and only if its state and output are non-negative for every non-negative input and every non-negative initial state.
Theorem 1 ( [23])
A continuous linear system (A, B, C) is positive if and only if A is a Metzler-matrix and B and C are non-negative element-wise. Moreover, for such a positive system with transfer function G(s) = C(sI − A) −1 B, the system H ∞ norm is obtained from the DC gain of the system, i.e., ||G|| ∞ = σ n (G(0)), where σ n is the maximum singular value of matrix G(0).
It is clear that the evolution of follower agents (5) together with full state measurements form a positive system. According to Theorem 1, the system H ∞ norm from external disturbances to states of followers is
. Hence, characterizing the system H ∞ norm of (5) is equivalent to determining the smallest singular value (or the eigenvalue for undirected networks) of the grounded Laplacian matrix, σ 1 (L g,d ).
Bounds on System H ∞ Norms for directed and undirected networks
In this section, we discuss upper and lower bounds for the smallest eigenvalue and singular value of the grounded Laplacian matrix. Then, based on these bounds, we provide graph-theoretic necessary and sufficient conditions for dynamics (5) to have sufficiently small system norm.
Undirected Network
The following Theorem, which is an improved version of Theorem 1 in [18] , provides some graph-theoretic bounds on λ 1 (L g,u ) for undirected networks. We use this result later in characterizing H ∞ performance in directed networks.
Theorem 2 Consider a connected undirected graph G u = {V, E} with a set of leaders S ⊂ V. Let L g,u be the grounded Laplacian matrix induced by S, and for each v i ∈ F, let Γ i be the number of leaders in follower v i 's neighborhood. Then
where C(v k ) is the closeness centrality of v k (sum of the shortest paths from all vertices to v k ) for any leader v k ∈ S and x min is the smallest eigenvector component of x, a non-negative eigenvector corresponding to λ 1 (L g,u ).
2
PROOF. The proofs of all abounds exist in [18, 21] except the lower bound
To show this lower bound, we pick any leader v k from the leader set and write the grounded Laplacian as
is the grounded Laplacian for the graph where v k is the only leader and E is a diagonal matrix showing the effect of the rest of the leaders. We know that L −1 g k ,u is a non-negative matrix and due to the Perron-Frobenius theorem we have
where dist(v i , v j ) is the length of the shortest path between v i and v j [17] . By summing all elements of the i-th row of L −1
and E is a positive semidefinite matrix, based on Weyl's inequality, we conclude that by adding more leaders we have
, and the result is obtained.
2
The newly proposed lower bound
) is sometimes tighter than the others, as shown in Fig. 1 (a) for a path graph with a leader in one end. Here Γ min = 0 which gives a trivial lower bound. We will revisit this bound in Section 6.
Directed Network
We first mention the following relation between the smallest eigenvalue of the grounded Laplacian and σ 1 (L g,d ).
Proposition 1 For the network of leaders and followers satisfying Assumption
2 Eigenvector x is normalized such that its largest component is xmax = 1. PROOF. We know that for any square matrix A n×n , the spectral radius ρ(A) is less than or equal to the largest singular value of A [13] , i.e., ρ(A) ≤ σ n (A). Moreover, based on Assumption 1, we know that
, which yields the result. 2
Clearly for symmetric graphs, the smallest eigenvalue and singular value are the same and the bound of Proposition 1 turns to equality. The problem becomes more challenging when the interaction network is non-symmetric. In this paper we investigate the relation between σ 1 (L g,d ) and λ 1 (L g,u ), and consequently the H ∞ norms in directed and undirected graphs, for specific classes of network. Before that, similar to what was discussed for undirected networks in Theorem 2, we present the following theorem which provides some graph-theoretic bounds for the smallest singular value of the grounded Laplacian matrix.
Theorem 3 Let G d be a directed graph with leader set S and suppose that Assumption 1 holds. Then we have max 0, min
PROOF. The lower bound comes from a Gershgorin-type bound proposed in [15] , in which for the smallest singular value of any n-by-m matrix A we have
For the case where
is a Hermitian matrix, from the Rayleigh quotient inequality [13] , we have
for all y ∈ R n−|S| with y T y = 1. The upper bound Note that none of the upper bounds provided in Theorem 3 are in general greater or less than the other one. In order to show the tightness of those bounds, we have the following example.
Example 4 In Fig. 2 (a) , both (non-zero) lower and upper bounds are equal to 1 and (10) 
Moreover, for dynamics (5) to have ||G|| ∞ ≤ γ it is necessary to satisfy both conditions
and based on the fact that
The conditions mentioned in Corollary 1 can give some clues in designing networks with desired robustness. For instance, based on sufficient condition (11) we should have min vi∈V\S {∆ i − δ i + Γ i } ≥ 2 to ensure that the system is non-expansive, i.e., ||G|| ∞ ≤ 1. Fig. 1 (b) shows a directed cycle of size 3 which does not satisfy sufficient condition (11) for ||G|| ∞ ≤ 1. Here, even if we add many leaders to one or two of the nodes (Cases 1 and 2 in Fig. 1 (b) ) we can not get σ 1 (L g,d ) ≥ 1, i.e., ||G|| ∞ ≤ 1. However, for sufficient condition (11) to satisfy we need to add two leaders to each node to get ||G|| ∞ ≤ 1. Moreover, based on the necessary condition Γ max ≥ 1 γ , we know that it is impossible to get ||G|| ∞ < 1 with only one leader, regardless of the interconnections within the follower nodes. Moreover, based on min vi∈V\S {∆ 2 i + δ i } ≥ 1 γ 2 , it is impossible to get ||G|| ∞ < 1 when there exists a leaf in the graph (a node with ∆ i = 1 and δ i = 0).
The following proposition shows the effect of the number of leaders on the system robustness.
Proposition 2 Consider a directed graph G d with leader set S which satisfies Assumption 1. Then adding leaders to the network does not increase the system H ∞ norm.
PROOF.
We show that by adding extra leaders, σ 1 (L g,d ) does not decrease. By adding leaders we can write
is the grounded Laplacian of the original graph with |S| leaders and E is the diagonal matrix which shows the effect of the extra leaders. Then we have The inequality in (16) is due to the Weyl's inequality and comes from the fact that matrices E T E andL
are positive semidefinite (the latter has a weighted Laplacian structure). 2
The effect of adding extra leaders on increasing σ 1 (L g,d ) is shown in Fig. 1 (b) as well. In the following section, we discuss the relation between system H ∞ norms in directed networks and their undirected counterparts. Moreover, we discuss some inconsistencies between directed and undirected networks in the sense of the behaviour of the system H ∞ norm in response of adding extra edges.
Relations Between H ∞ norm of directed and undirected networks
In this section, we compare the system H ∞ norms in directed graphs and their undirected counterparts. Since there is no specific relation between the two cases in general graphs, we focus on particular classes of networks for which we can derive explicit expressions for the relation between system H ∞ norms in directed and undirected networks. Hence, we restrict the attention to two classes of networks, namely balanced digraphs and directed trees.
Balanced Digraphs
Balanced Digraphs are directed graphs for which the in-degree and out-degree of each node are equal. For these graphs, we will show that the system H ∞ norm of a directed network is no worst than twice of that of undirected network. Before that, we have the following lemma.
Lemma 5 ( [5])
The system H ∞ norm of a positive system with asymmetric interactions is upper bounded by the H ∞ norm of the symmetric parts of the dynamic matrix.
Theorem 6 Consider a directed graph G d with leader set S which satisfies Assumption 1. If the subgraph of the follower agents is balanced, then the system H ∞ norm of (5) satisfies G ∞,d ≤ 2||G|| ∞,u .
PROOF. According to Lemma 5, we have
Moreover, for balanced graphs we have L g,d + L T g,d =L g + E for some diagonal and positive semidefinite matrix E, whereL g is the grounded Laplacian matrix corresponding to the undirected network. Thus based on Weyl's inequality we have
, and together with (14) the result is obtained.
The following example shows that one can not modify Theorem 6 to get G ∞,d ≤ ||G|| ∞,u in balanced digraphs.
Example 7
As shown in Fig. 3 (a) , which is a balanced graph of followers, we have ||G|| ∞,u = 3.73 and ||G|| ∞,d = 4.18. Moreover, if we increase the length of the loop from 3 to 6, Fig. 3 (b) , we have ||G|| ∞,u = 9.19 > 8.85 = ||G|| ∞,d . This shows that the bound proposed in Theorem 6 is tight and ||G|| ∞,d < ||G|| ∞,u does not always hold.
We should note that, as shown in [4] , changing the direction of the edges in a balanced digraph does not change the system H ∞ norm. 
Directed Trees
In this section, we focus on directed networks whose undirected counterparts are trees, i.e., connected graphs without cycles. In the following theorem, we discuss the relation between the system H ∞ norm of (5) in directed and undirected trees.
Theorem 8 Consider a directed graph G d with leader set S which satisfies Assumption 1. If the subgraph of the followers is a tree, the system H ∞ norm of (5) satisfies
∞,u if there exists a single leader, i.e., |S| = 1.
PROOF. For the case where there exists a single leader in the network, for each follower node there is exactly one incoming edge, as otherwise a cycle will be made in the underlying undirected graph. If we write the grounded Laplacian matrices of directed and undirected graphs with a single leader byL g,d andL g,u , respectively, we know thatL g,d is triangular with diagonal elements 1. In this case we haveL
It is due to the fact that each diagonal element ofL T E E, i.e., E T E − E is positive semidefnite, andL
is also positive semidefnite, we get
For the lower bound, via an appropriate permutation of rows, matrix L g,d can be put into a triangular form. Then we have λ 1 (L g,d ) = min i∈V\S ∆ i (the minimum in-degree in the subgraph of followers) and according to proposition 1, we have
Example 9 As shown in Fig. 4 , the system H ∞ norm of the directed tree with multiple leaders can be larger or smaller than that of the undirected graph, depends on if ||G|| ∞,d ≥ 1 or not. In this figure, for graph (a) we have ||G|| ∞,d = 1.14 < 1.7 = ||G|| ∞,u and for graph (b) we have ||G|| ∞,d = 0.54 > 0.5 = ||G|| ∞,u . The lower bound mentioned in Theorem 8 is 1 min i∈V\S ∆i = 1 for graph (a) and 1 min i∈V\S ∆i = 0.5 for graph (b) which shows that it is close to the actual value of ||G|| ∞,d .
Combining Theorem 2 with Theorem 8 yields the following corollary.
Corollary 10 Consider a directed graph G d with leader set S which satisfies Assumption 1. If the subgraph of the followers is a tree, the system H ∞ norm of (5) satisfies where C(v) is the closeness centrality of any leader node v, as mentioned in Theorem 2.
We will come back to the above result in Section 6.
Effect of Adding Edges to Directed Trees
In the previous subsection, we discussed directed graphs whose undirected counterpart is a tree. In this subsection, we consider the effect of adding extra directed edges to a directed tree on the system H ∞ norm. We present an observation in Fig. 5 . For graph (a), an additional directed edge (grey dashed line) is added to a directed path which does not make a directed cycle; however, for case (b) the additional edge makes a cycle. The system H ∞ norm of (5) for the path graph (before adding the directed edge) is ||G|| ∞,d = 2.25, for case (a) is ||G|| ∞,d = 1.99 and for case (b) is ||G|| ∞,d = 4.18. Hence, it implies that adding a directed edge to a directed path to make a cycle deteriorates the H ∞ performance and adding an edge to a path which does not make a cycle improves the performance. This observation is intuitive, since adding a cycle to the network results in the information (and uncertainties) to circulate (and thus propagate) in a part of the network. However, the opposite is not true for general trees, as shown in graph (c). In particular, for general trees, the H ∞ performance can be deteriorated even for an edge addition which does not make a cycle in the network. For graph (c) in Fig. 5 , before adding a directed edge we have ||G|| ∞,d = 2.40 and after adding that (which does not make a cycle) we have ||G|| ∞,d = 2.56. Based on these observations, we present a result in Theorem 12. Before that, we need the following definition and Lemma 11.
Definition 2 (Leader-Rooted path and Interfering Edges): A leader-rooted-path in a directed tree is a directed path which starts from a leader's neighbor and ends at one of the leaf nodes, i.e., nodes with ∆ i = 1 and δ i = 0. Moreover, given a leader-rooted-path labeled by v 1 , v 2 , ..., v , where v 1 is the leader's neighbor and v is the leaf, the additional two directed edges to this path, named
Three different leader-rooted-paths in a directed tree are shown in Fig. 6 (a) by dashed lines. Moreover, the two additional edges (in grey) are not interfering. However, in Fig. 6 (b) , the grey and the black edges are interfering. Figure 6 (b) is an example which shows that even for a path graph, if the additional edges are interfering, then they may increase the H ∞ norm. In this example, before adding the grey edge, we have ||G|| ∞ = 2.65 and after that we have ||G|| ∞ = 2.66. Based on the above observations and definitions, we will present Theorem 12. Before that, we have the following lemma.
Lemma 11 ( [16] ) If one element in a non-negative matrix A is increased, then the largest eigenvalue is also increased. The increase is strict for irreducible matrices.
According to Lemma 11, we can conclude that if one element in a non-negative matrix A is decreased (but still be positive), then the largest eigenvalue is also decreased. Based on this, we present the following theorem.
Theorem 12 Consider a directed graph G d with leader set S which satisfies Assumption 1. If the subgraph of the followers is a tree, then adding non interfering directed edges between the nodes in a leader-rooted-path which does not make a cycle will decrease the system H ∞ norm and adding a directed edge between two nodes in a leader-rooted-path which makes a cycle will increase the system H ∞ norm.
PROOF. When an edge is added from node j to node i, we can write the new Laplacian matrix asL
, where e i is a vector which is 1 in i − th place and zero elsewhere and e ij = e i − e j . We know thatL −1 g,d is a nonnegative matrix. Without loss of generality, we label the nodes in the leader-rooted-path containing i and j as 1, 2, ..., j, ..., i, ..., r, where 1 belongs to the leader's neighbor and r is the length of the path. First, we will show that adding a directed edge from j to i decreases some elements ofL −1 g,d and adding an edge from i to j increases them. If we use Sherman-Morrison formula [9] we get
As both nodes i and j are in the same leader-rooted-path, the block of matrix L −1 g,d from row 1 to row r and column 1 to column r is in the form of a lower triangular matrix whose lower triangle elements are all 1 (it can be easy verified by solving the corresponding block in L 
which proves the claim. For the case where the additional edge makes a cycle, i.e., from i to j, with the similar argument we can show that the elements of can not be applied to that case.
Application: Vehicle platooning
In this section, we apply the results from previous sections to a vehicle platooning problem. Consider a connected network of n vehicles. The position and longitudinal velocity of each vehicle v i is denoted by scalars p i and u i , respectively. Each vehicle v i is able to communicate with its neighbor vehicles and transfer its kinematic parameters, e.g., velocity. 3 The objective for each follower vehicle is to track a reference velocity u * . This desired reference velocity is calculated by a reference vehicle in order to optimize the fuel consumption [12] . The dynamics of vehicle v i is governed byp i (t) = q i (t), or in vector notation
where
T is the vector of positions and q(t) is the vector of the control law and w(t) represents the disturbance effect through inter-vehicular communications. The following control laws for each follower and reference vehicle are considered, [11] q i (t) = j∈ℵi (u j (t) − u i (t)) ∀v i ∈ F, 0 ∀v i ∈ S.
It is common to use system H ∞ norm to quantify the effect of communication noises/disturbances in vehicle platooning [11, 24] . Here, we discuss the effect of the leader's position on the H ∞ performance of reference velocity tracking via applying the results of the previous sections. As shown in Fig. 7 , for a platoon of connected cars on a directed path graph, we set the leader either in one end of the platoon, Fig. 7 (a) , or in the middle of the platoon, Fig. 7 (b) . For both cases, the system H ∞ norm of (19) from w(t) toṗ(t), the vector of velocities, for various platoon lengths are shown in Fig. 7 . Moreover, the upper bounds predicted by (17) , which was a function of the closeness centrality of the leader, are shown in this figure for each scenario. According to this result, placing the reference vehicle in an appropriate position in the network has a considerable impact on the robustness of the platoon to communication disturbances.
This effect can be seen in the time-response of the system as well. Figure 8 shows the time response of the velocity tracking scenario for cases (a) and (b) in Fig. 7 (the reference velocity is u * = 14 m s ), where a constant additive disturbance is added to the dynamics, i.e., w(t) = 0.1 × 1 in (19) . According to this figure, the steady-state error for case (b) is less than that of case (a) and since the L 2 -norm of the disturbance signal for two cases are equal, it results in smaller L 2 gain of the system (which is equal to H ∞ norm for LTI systems [1] ).
Summary
In this paper, a graph-theoretic approach to the H ∞ performance of leader following consensus dynamics on directed graphs was studied. The relation between the system H ∞ norm for directed and undirected networks for specific classes of graphs, i.e., balanced digraphs and directed trees, was discussed. Moreover, the effects of adding directed edges to a directed tree on the resulting system H ∞ norm was investigated. At the end, the results were applied to a reference velocity tracking problem in a platoon of vehicles. A future avenue for further research is to generalize the comparison made between H ∞ norm for directed and undirected networks to more diverse topological structures. Moreover, extending these results to the H ∞ performance of second-order consensus dynamics on directed networks, which has direct applications in vehicle formation problems, is an interesting direction of research.
