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Abstract
Kernel methods have played a major role in the last two decades in modelling and visualiza-
tion of complex problems in data science. Their strong theoretical foundations, effectiveness
and applicability both for supervised as well as unsupervised learning methods made them
one of the most widely used machine learning techniques. These algorithms rely on mapping
the data into a high-dimensional space and their main ingredient are kernel functions
that allow to perform inner product computations in the feature space without explicitly
evaluating the mapping into that space.
However, kernel choice remains an open research area and the reasons why some ker-
nel functions perform better for some problems than others are not yet understood. Moreover,
high computational cost of kernel based methods makes it extremely inefficient to use stan-
dard model selection methods such as cross validation and creates a need for careful kernel
design and parameter choice. These reasons justify prior analysis of kernel matrices, that is,
mathematical objects generated by the kernel functions.
This thesis explores these topics and tries to pinpoint desirable properties of kernel matrices
that increase the likelihood of obtaining good model performance in terms of generalisation
power, as well as relate these properties to the model’s fitting ability. Finally, it derives a
heuristic for achieving close-to-optimal modelling results while keeping the computational
cost low and thus provides a recipe for efficient analysis when processing resources are
limited.
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1. Introduction, motivation and goals
As a way of extending a wide spectrum of machine learning algorithms designed to operate in
linear spaces, kernel methods gained general recognition and have been applied in a variety
of problems ranging from regression and classification to Principal Component Analysis and
clustering. Given a valid kernel function, processing virtually all data types becomes feasible
and the possibility of learning a suitable kernel function from the training data as well as
practically infinite flexibility are some of the numerous assets of kernel methods.
However, these qualities come at a cost. Performance of kernel methods tends to largely
depend on the choice of external parameters, such as for instance the regularizing parameter
C and the kernel parameters themselves. These parameters must therefore be tuned by
choosing the optimal parameter set based on the model’s performance on a validation set or
in cross validation, which often proves to be extremely computationally costly. Thus, a need
for theoretical analysis of the implications of the kernel parameter choice with regard to the
fitting ability and performance of specific kernel-based methods arises.
When a kernel matrix can be built before running the actual model, employing a kernel
method only requires construction and storing of a kernel matrix computed by evaluating
the kernel function on all the training instances, which is only costly in terms of space
requirements which nowadays tends to be no limitation, and the computational complexity
ceases to be a concern.
This work addresses these needs by investigating the possible relationship between a specific
measure of a kernel matrix, von Neumann entropy and both the fitting ability as well as
the generalization performance of a supervised kernel machine. Special focus is also put on
the performance of kernels when the kernel matrix is normalized and the relation of kernel
matrix normalisation to von Neumann entropy. Understanding these relationships makes
it possible to develop a practical procedure to find a close-to-optimal model and therefore
approach the task of fitting a kernel in a more efficient manner.
List of contributions:
• relating von Neumann entropy of a kernel matrix to the kernel parameters
• relating von Neumann entropy of a kernel matrix to the eigenvalue distribution of a
matrix
• investigating the impact of kernel matrix normalisation and row scaling on von Neu-
mann entropy
• investigating the impact of kernel matrix normalisation and row scaling on the condi-
tion number of the kernel matrix
• relating von Neumann entropy to the model’s fitting ability
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• validating the relation between von Neumann entropy and model’s fitting ability using
a non-standard kernel
• relating von Neumann entropy to the model’s generalisation power
• identifying von Neumann entropy range reached by kernel matrices that generate
models with optimal generalisation power
• providing an algorithm to target the optimal von Neumann entropy range and finding
a heuristic for the model’s optimal kernel parameter choice
• validating the applicability of the proposed heuristic on a larger dataset, that is, in a
setting when standard methods fail
The thesis is organised as follows. Section 2 reviews Support Vector Machines with a focus
on Support Vector Regression, kernel methods and Relevance Vector Machines, describes
previous work on qualifying kernel matrices and introduces the notions of standard Shannon
entropy in the information theory sense as well as von Neumann entropy.
Section 3 shortly presents the objectives of the study, section 4 demonstrates the methodology
and section 5 lists the datasets used in experiments. Section 6 contains both conceptual as
well as experimental work. The conceptual part explores von Neumann entropy behaviour
in relation to various kernel matrix characteristics and operations. The experimental part
relates von Neumann entropy to both the model’s fitting ability as well as its generalisation
power, derives a heuristic for the optimal kernel parameter choice and evaluates its perfor-
mance.
Finally, section 7 points out the strengths and limitations of the derived heuristic and
section 8 outlines future work arising from the studies discussed in the previous sections.
2. State of the art
2.1 Support Vector Machine
Support Vector Machines were first developed for classification by Vapnik and Cortes. In
their paper from 1995 [5] they introduced a novel approach to binary classification relying
on mapping the data into a high-dimensional feature space using a non-linear function.
The main concept of their work is that in such a space linear separation of the two classes
becomes possible.
At first they developed a framework that supported perfect class separation and they sub-
sequently extended it to a method that allowed for training errors in order to improve
generalization capabilities of the classifier and avoid overfitting. They leveraged the idea of
finding an optimal separating hyperplane that maximizes the margin between points from
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both classes lying the closest to the hyperplane, so called support vectors. These vectors
determine the hyperplane and constitute the core of the resulting sparse model. Solving
this problem appeared to be a quadratic optimization problem that could be approached by
employing regular optimization algorithms.
Their results gained unprecedented acclaim and were further expanded on regression models
in [9], [44], [30], [28] density estimation in [48] and [37] and function estimation in [34]
amongst many others. SVM related ideas have been developed ever since and numerous
authors addressed various issues, such as tackling optimization cost, discussed in [16], learn-
ing the kernel matrix, explored in [17] and [21], incorporating prior knowledge about the
data in [29], incorporating ANOVA into SVMs in [40], analysis of the cost functions for SVMs
in [35], and many, many more.
2.2 Support Vector Regression
This thesis focuses on Support Vector Regression. Hence, an extension of the classical Support
Vector Machine in a classification setting when optimal separation of classes is sought is
introduced. In the so called ²-SV regression, a variant of SVR, the goal is to estimate a
real-valued function using an analogue of the soft-margin in the space of the target variable
[28]. The estimated regression function is constructed to deviate by at most ² from the true
target values for all training instances, that is, errors lower than ² are ignored in the loss
function[34]. This idea can be formalised as follows. A regression function in the form:
f (x)= 〈w, x〉+b (2.1)
is estimated by minimising:
1
2
‖w‖2+C
n∑
i=1
|yi− f (xi)|² (2.2)
and the loss is quantified as:
|y− f (x)|² =max{0, |y− f (x)|−²} (2.3)
where x,w ∈ X , y ∈R, i ∈ {1, ..,n}, b ∈R, ²> 0 and 〈·, ·〉 denotes the inner product in X .
This is a valid approach when assuming the existence of a regression function f that
estimates the true function with ² precision and the underlying convex optimisation problem
is feasible. However, in practice this is not a realistic assumption and the model must
be extended to account for errors. To address this need, a set of slack variables ζi,ζ∗i is
introduced and the problem is formulated as follows:
min
1
2
‖w‖2+C
n∑
i=1
(ζi+ζ∗i ) (2.4)
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subject to
f (xi)− yi ≤ ²+ζi
yi− f (xi)≤ ²+ζ∗i
(2.5)
where ζi,ζ∗i ≥ 0. An illustration of these concepts can be found in Figure 1.
Figure 1: In SVR, a tube with radius ² is fit to the data. The trade-off between model
complexity and points lying outside of the tube (with positive slack variables ζ) is determined
by minimizing 2.4. [28]
2.3 Kernelisation
Standard SVM methods rely on mapping the data into a new feature space using a non-linear
feature map φ [49] and thus computing the new coordinates of the entire training set in a
typically high-dimensional space, where linear relationships are sought between vectors of
this space. [17] This operation is very beneficial from the modelling perspective as it allows
for data separation, but the computational requirements of such a calculation often mean
that the task proves infeasible and further enhancements for this approach are needed. [34]
The core of the cutting-edge nature of Support Vector Machines is leveraging the so called
kernel trick. It enhances the SVM model by avoiding performing explicit evaluation of the
feature map in the high-dimensional feature space. [21] [17]. Instead, input data is converted
into a similarity matrix by evaluating the kernel function that generates inner products in
the feature space. [17] A kernel function k is a symmetric function that generates a positive
semi-definite matrix and is defined as:
k(x, x′)= 〈φ(x),φ(x′)〉H , k : X ×X →R (2.6)
where φ : X →H is the mapping function, X is the input space,H is a Hilbert space and
〈·, ·〉 denotes the inner product in the feature space. The kernel function is defined by the
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analyst and the coordinates of the points in the feature space do not need to be explicitly
computed; in fact, the feature map may not even be known as the model makes use of the
kernel function instead. Resulting symmetric kernel matrix contains pairwise inner products
of the data points in the training set.
It is required for the kernel function to be positive semi-definite, that is, to generate kernel
matrices that have non-negative eigenvalues exclusively. For a kernel matrix to be positive
semi-definite it is necessary and sufficient to satisfy the Mercer’s condition.
Mercer’s condition was intruduced by Mercer in 1909 [24] and as described in [44] in the
context of kernel characterisation, it appeared to be equivalent to requiring the kernel matrix
to be positive semi-definite. Mercer’s condition can be formulated as follows. To ensure that
K defined as:
K(u,v)=
∞∑
k=1
akφk(u)φk(v) (2.7)
is an inner product it is necessary and sufficient that:∫
K(u,v)g(u)g(v)du dv≥ 0 (2.8)
for any square-integrable function g defined on a Hilbert space. It is a continuous analogue
of the condition for positive semi-definiteness of matrices defined as:
n∑
i=1
n∑
j=1
g iK i j g j ≥ 0 (2.9)
If a kernel matrix satisfies the Mercer’s condition it is guaranteed that the optimization
problem associated to the SVM is convex and thus the solution is unique. It is also true that
every positive semi-definite matrix is a valid kernel matrix. [11]
However, non positive semi-definite matrices have been shown to still yield good perfor-
mance in practice. One example of a function used as a kernel that generates matrices that
may not be positive semi-definite is a sigmoid kernel. [22]
Since every symmetric and positive semi-definite matrix generates a valid kernel matrix and
a kernel function by construction generates an inner product in the new feature space [5],
suitable kernel design and choice of the corresponding feature space are complex problems
that must be aproached with care. [17]
Applying the kernel trick typically means that the computational cost of the whole op-
eration is vastly reduced compared to using the feature map directly. [34] Importantly,
employing kernelisation requires that the algorithm in question can be expressed solely
in terms of inner product operations.[49] [46] [3]. By kernelising an algorithm non-linear
boundaries can be obtained and thus a non-linear version of the model is constructed while
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maintaining a reasonable computational effort, which is a major advantage of kernel meth-
ods.
Some of the most popular [4] kernel functions are:
• Linear kernel
k(x, x′)= 〈x, x′〉+ c (2.10)
where c≥ 0 is a constant term. It is the simplest kernel function and generally yields
models equivalent to their non-kernelised counterparts.
• Polynomial kernel
k(x, x′)= (α〈x, x′〉+ c)d (2.11)
where d ∈N,d ≥ 1 denotes the degree and must be optimized, c≥ 0 in a constant term
and α> 0 is a slope. The special case when d = 1 generates the linear kernel.
• Gaussian kernel
k(x, x′)= exp
(
− ‖x− x
′‖2
2σ2
)
(2.12)
where σ 6= 0 is the kernel width to be optimized. Performance of this kernel function is
highly sensitive to the choice of the parameter σ as it is related to the flexibility of the
model. Thus, whether the model is overfit or underfit depends vastly on the value of σ.
The Gaussian kernel is an instance of a Radial Basis Function kernel therefore these
two names are often used interchangeably and although Gaussian kernel is a special
case of the RBF kernel, it is often referred to as RBF kernel. The expression defining
the Gaussian kernel is equivalent to the following one:
k(x, x′)= exp
(
−σ‖x− x′‖2
)
(2.13)
where σ > 0 and depending on the implementation one of the two formulations are
used. The latter is used in this thesis as a consequence of the software choice.
• Laplacian kernel
k(x, x′)= exp
(
− ‖x− x
′‖
2σ2
)
(2.14)
where, again, σ 6= 0 is a hyperparameter. It is also a Radial Basis Function kernel and
it is quite similar to the Gaussian kernel.
• Hyperbolic Tangent (Sigmoid) Kernel
k(x, x′)= tanh(α〈x, x′〉+ c) (2.15)
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where α 6= 0 is a slope and c is a free constant term. As mentioned before, the sigmoid
kernel is only positive semi-definite for some α, c pairs therefore it is strictly speaking
not a positive semi-definite kernel, but it was shown to perform well in practice.
As the usage of the sigmoid function suggests, it originated from the Neural Network
domain where the activation function is typically chosen to be the sigmoid function.
It is worth mentioning that an SVM with a sigmoid kernel function is structurally
equivalent to a two-layer perceptron, a special case of neural network.
The above mentioned kernel functions are the most widely used ones but it is also common
practice to build custom kernel functions that have properties specific to the problem being
solved. It mostly involves adapting the kernel function to operate on particular data types,
such as textual data or graphs.
2.4 Relevance Vector Machines
In 2000 Michael Tipping published his work on Relevance Vector Machines [41] where he
introduced the RVM as a way of dealing with the SVM’s shortcomings. Admitting the SVM’s
outstanding generalisation abilities, he pointed out that it lacks a possibility to obtain a
probabilistic output, that is, classifications are ’hard’ and predictions are point estimates.
Therefore it is not possible to incorporate the uncertainty in the predictions in the out-
put of the model by returning a conditional distribution p(y|x). Furthermore, fitting an
SVM requires optimizing the cost regularization parameter that controls the error-margin
trade-off and for regression additionally the insensitivity parameter ², which creates a need
for expensive parameter selection techniques like cross-validation.
Tipping proposed a new model, based on Bayesian inference that had the same functional
form as the SVM: the Relevance Vector Machine. His approach included introducing a prior
over the model weights and associating a hyperparameter with each weight that has its
most probable value subsequently iteratively estimated from the data. Since in practice for
many of these weights their parameter’s posterior distributions exhibit a peak around zero,
the model becomes sparse. The vectors corresponding to the remaining weights are called
relevance vectors.
The author presents a procedure both for regression as well as for classification along
with some benchmark comparisons with the SVM that prove that, while successfully dealing
with the SVM’s weak points, the RVM yields equally good or even better generalisation
performance.
Lastly, the author mentions the limitations of his solution: the complexity of the train-
ing phase related to repeated computations and inversions of the Hessian matrix that form a
part of the RVM, which can lead to the RVM being significantly slower than the SVM. In
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this thesis, the RVM is used instead of the SVM in order to avoid any kind of dependency on
the non-kernel related parameters: the cost parameter C and the insensitivity parameter ².
2.5 Previous work on qualifying kernel matrices
A major drawback of kernel-based methods is their sensitivity to hyperparameters that
forces the modeller to perform an expensive grid search often across multiple parameters. In
the case of ²-based Support Vector Regression as an example, two parameters: regularizing
constant C and width ² must be optimized, but kernelizing this algorithm requires choosing
additional kernel parameters, such as σ for the radial basis kernel. The cost of such an
exhaustive search can be prohibitive. [6]
In this work, since the focus is put on the choice of the kernel parameter, a modification
of a Support vector Machine, Relevance Vector Machine, is used since it does not require
additional parameters such as the cost parameter or the epsilon insensitivity parameter.
The details of this approach are discussed further in this study.
Even so, the kernel function parameters must still be optimized and to address this is-
sue a heuristic for the choice of the appropriate kernel parameter is needed that could be
applied before the modelling starts and independently of the prediction itself. Analysing
kernel matrix properties and establishing a link between these properties and the kernel
method’s performance becomes a promising field of study that aims at giving kernel-based
methods additional advantage and overcoming their drawbacks.
One way of approaching this topic is designing a kernel function that does not require
any additional parameter tuning. This idea was explored in [12]; the authors came up with a
new extreme-learning inspired kernel function, asymptotic ELM kernel, that includes a σ
parameter that does not further impact the performance of a Support Vector Machine given
a sufficiently large value for this parameter is provided. The kernel function is defined as
follows:
k(x, x′)= 2
pi
arcsin
(
1+〈x, x′〉√
( 12σ2 +1+〈x, x〉)( 12σ2 +1+〈x′, x′〉)
)
(2.16)
where x, x′ are vectors and x ∈Rd, x′ ∈Rd,d ∈N, σ 6= 0.
The authors state that the results they obtained are equally good or even better than
the results obtained using a Gaussian kernel. They conclude that the proposed kernel is
indeed parameter-insensitive and it is sufficient to choose a large enough value of σ to
guarantee error rates comparable to the ones output by the Gaussian kernel using the value
of σ parameter optimized in cross-validation.
Furthermore, several measures of the kernel matrix quality were proposed in various
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papers, such as the regularized risk in [36], hyperkernels in [27] and Kernel-Target Alignment
[7]. However, the first two measures require using a costly optimization technique to solve
a quadratic optimization problem which is not a desired property given the already high
computational complexity of the kernel SVM. The latter is the most widespread kernel
learning method and was introduced as a measure of similarity between a kernel and a
target, or between two kernels. It is defined for kernel functions k1 and k2, represented by
the corresponding matrices K1 and K2 as follows:
KT A(S,k1,k2)= 〈K1,K2〉F√〈K1,K1〉F〈K2,K2〉F (2.17)
where S is the data sample and F denotes Frobenius inner product between matrices defined
as:
〈K1,K2〉F =
n∑
i, j=1
K1(i, j)K2(i, j) (2.18)
The KTA is capable of capturing to what extent the kernel function agrees with the learning
task in question and whether given a data sample the most suitable kernel function can
be estimated. The authors of this approach argue that an essential factor determining
the model’s performance is the extent to which the kernel function fits the learning target
and thus they postulate that the data distribution in the feature space should be in a way
correlated to the label distribution.
However, the authors of [25] point out an important drawback of the KTA learning: ob-
taining high estimated alignment values is a sufficient condition for a kernel matrix to be
’good’, but it is not a necessary condition. This means that a well-behaved kernel matrix
can have a very low alignment value due to the fact that KTA imposes upper bounds on
the alignment value for some kernel functions and may underestimate the quality of some
popular kernel functions such as the Gaussian kernel.
To address these issues the authors propose a Feature Space-based Kernel Matrix eval-
uation measure (FSM) that uses data distributions in the feature space and measures the
within-class and between-class spread in the data for a classification task. The details of this
approach can be found in [25].
An alternative way of addressing the task of parameter selection for kernels is treating the
problem as a supervised learning task. In [39], [38] and [1] meta-learning is applied for SVM
parameter selection. As described by the authors, in the meta-learning process each so called
meta-example, that is, a learning problem, ’remembers’ and stores the meta-data about the
corresponding problem as well as performance of the model when using different sets of
parameters. Based on that knowledge the meta-learner subsequently aims at predicting
the best set of parameters for a new problem given its meta-data, that is, characteristics
of the problem, assuming that learning problems with similar characteristics yield good
performance for a similar configuration of parameters.
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Moreover, the meta-learner is able to rank parameter configurations so that if the first
recommended set of parameters does not give sufficiently good results, subsequent recom-
mendations can be explored. In this setting the choice of optimal parameters for a machine
learning model is a supervised learning problem itself and is therefore also called learning
to learn. The topic has been explored even more thoroughly in [13] where a new method is
introduced that combines meta-learning and standard search techniques for SVM parameter
selection.
Furthermore, in [10] a comprehensive evaluation of the performance measures for tun-
ing SVM parameters is presented. The study showed that with k-fold cross validation as
a benchmark that gives very good estimates of the generalization error, measures such as
Xi-Alpha bound and general approximate cross-validation (GACV) may perform relatively
well.
Using Xi-Alpha results in the test error close to the actual minimum but the estimated
hyperparameters are often not close to the optimal ones. GACV, on the other hand, gets
closer to the optimal parameters and correlates better with the test error, however this
behaviour is only observed on some datasets. The rest of the measures explored by the
authors did not prove useful.
2.6 Entropy
2.6.1 Shannon entropy
In this work an attempt to assess kernel matrix quality based on the notion of entropy
is presented. In a physical framework, such as quantum information theory, entropy is a
measure of the amount of uncertainty in the state of a physical system [26]. In classical
information theory one of the key concepts is Shannon entropy introduced in [31] in 1963,
that quantifies how much uncertainty there is on average in a random variable X before we
learn its value, that is, how much information we gain when we actually learn the value of a
random variable. [26] It is evaluated as follows:
H(X )=H(p1, ..., pn)≡−
∑
x
px · log(px) (2.19)
where p1, ..., pn is the probability distribution of the random variable X .
This concept can be illustrated in a binary case such as a coin flip [31]. In this example, the
entropy depends on the probability p of a particular outcome and forms a parabola:
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Figure 2: Entropy in the case of two possibilities with probabilities p and (1-p)[31]
Therefore, as can be seen in the plot above, if the probability of one of the states is 1, there is
no uncertainty related to the system and thus the entropy is zero, otherwise the entropy is
positive. Maximum entropy is achieved when the probability of both states is equal, which
is when we have the least certainty related to the outcome of an experiment. The entropy
value is then equal to log2 n, where n is the number of possible states, hence in a binary case
the maximal entropy is 1.
2.6.2 Von Neumann entropy
Von Neumann entropy is an extension of standard Shannon entropy to positive definite
matrices as described in [42] [26] and [47] and is defined as:
E(K)=−tr(K logK), K º 0, tr(K)= 1 (2.20)
where Kn×n is a kernel matrix with trace 1 and n ∈N is the number of rows in the dataset,
º denotes that K is positive semi-definite and log denotes matrix logarithm operation with
base 2. It was shown in [26] that von Neumann entropy can also be calculated as Shannon
entropy of the matrix eigenvalues:
E(K)=−∑
i
λi logλi (2.21)
where i ∈ {1, ..,d} and d is the data dimension, and λi are the eigenvalues of the matrix K .
Since von Neumann entropy is related to the eigenvalues of a matrix, the notion of en-
tropy in a system with a certain probability distribution can be extended to the distribution
of eigenvalues in the context of linear algebra. In such a setting, matrix eigenvalues can be
transformed by dividing them by their sum and such a set of normalized eigenvalues can be
treated as a probability distribution.
On a side note, it is worth noting that matrix eigenvalues are used in data science as
a measure of information amount in the data in Principal Component Analysis. This method
12
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relies on the fact that large eigenvalues reflect a large spread in the data along the direction
indicated by the corresponding eigenvector [50], that is, if only the first few eigenvalues of
a data matrix are significantly large, the dimensionality of the dataset can be reduced to
these first few dimensions without a significant loss of information due to low spread of the
data on the remaining dimensions. Therefore, maximizing the entropy of a dataset means
mapping the data points into a feature space in such a way that it is distributed as evenly as
possible [42].
Maximum entropy methods have been applied to a variety of problems in the field of quantum
mechanics [32] and spectral clustering [15], but the authors of [42] generalized the notion of
maximum entropy to kernel matrices. They estimated a kernel matrix by maximizing von
Neumann entropy subject to a set of constraints and identified the diffusion kernel [20], [19]
as the one maximizing the entropy.
However, it turned out that although the diffusion kernel tends to perform very well when
used with a Support Vector Machine for prediction, it has scaling problems in the feature
space. The authors addressed this issue by imposing local constraints on the kernel matrix
instead of global ones and consequently improved the prediction quality.
Von Neumann entropy was also used in [23] to weigh kernels when integrating heterogeneous
biological data from various sources and combining the different sources of information into
a unique kernel. Von Neumann entropy was then used to determine kernel quality and
assign weights to kernels before kernel summation.
3. Objectives
The objectives of this thesis are twofold: understanding several kernel matrix properties and
the influence of kernel parameters on the kernel matrix formation and behaviour, and deriv-
ing an efficient way of avoiding costly model selection techniques by providing a heuristic for
the optimal model choice in terms of its learning ability.
First, the spectrum of a kernel matrix is explored to determine the desired kernel ma-
trix properties from the point of view of von Neumann entropy. For that, the focus is put on
the distribution of eigenvalues and the matrix condition number. These are subsequently
related to the effect of normalising the kernel matrix and to the main contribution of this
work, that is, leveraging the understanding of fitting ability and generalisation power of the
RVM models for optimal model selection.
The second goal, as mentioned, is linking von Neumann entropy of a kernel matrix to
the training error of the RVM (and thus its fitting ability) for the RBF kernel and polynomial
kernel for which the fitting ability is known to be dependent on the parameters of these
kernels.
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Since for other kernel functions such a relationship may not be known, von Neumann
entropy of a kernel matrix generated by a non-standard kernel function can be an indication
of the fitting ability of a particular kernel function depending on its parameters. This way a
kernel matrix can be qualified prior to modelling, which in turn can eliminate the risk of
training a model with a kernel matrix built with parameters that yield poor performance
due to not being able to fit the regularities in the data (underfitting).
Furthermore, the relationship between von Neumann entropy of a kernel matrix and the
generalisation power of an RVM is studied. A link is sought between von Neumann entropy
and test MSE and thus the learning ability of a model. A range of ’good’ entropy values is
demonstrated that leads to close to optimal generalisation results.
Finally, the relation between von Neumann entropy and kernel hyperparameters is ex-
plored to be able to provide a heuristic for the choice of kernel hyperparameter that ensures
good enough results by trading optimality for speed. Having such an approximation at hand
means that a modeller is able to sample a few wisely-chosen kernel parameters, compute
von Neumann entropy of the corresponding kernel matrices and based on the entropy value,
choose the most suitable parameters. This procedure eliminates the need for model selection
techniques that are often prohibitively slow for analysts that only have access to limited
hardware.
4. Methodology
Experiments are performed on multiple datasets in R environment and RVM models are fit
using the kernlab package. As the error metric for regression Normalised Mean Square Error
(NMSE) is chosen, defined as MSEV ar(y) , where y is the target variable vector the predictions are
being made on.
RBF kernel and normalised polynomial kernel are used respectively with 24 parameter
values of σ between 0.0001 and 6666 increasing in an approximately logarithmic manner,
and 46 values of degree ranging from 1 to 2000 in an approximately logarithmic manner.
For every kernel parameter each dataset is split 30 times into training set used to build the
model and test set on which the model’s performance is evaluated. The train-test splits are
done in proportions 75/25. Therefore, for each value of the kernel parameter 30 values of
training NMSE and test NMSE are obtained along with the value of von Neumann entropy
of the kernel matrix corresponding to the parameter.
No cross validation is needed since RVM is used instead of SVM which eliminates the
influence of additional parameters ² and C that would be present if using an SVM. Prior
to modelling all datasets were slightly preprocessed by encoding categorical variables and
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imputing or removing missing values when needed. Both numerical input variables and
target variables were scaled using their standard deviations, but not centred by their means.
5. Datasets
The following datasets are used in experiments:
• New York Air Quality Measurements, denoted airquality: daily air quality measure-
ments in New York, May to September 1973
– response variable: ozone
– source: UC Irvine Machine Learning Repository
• Automobile Data Set, denoted auto: 1985 Auto Imports Database
– response variable: price
– source: UC Irvine Machine Learning Repository
• Biosensor Data Set, denoted bio: electrochemical readings from Second-Generation
Glucose Oxidase Amperometric Biosensor
– response variable: biosensor output
– source: https://link.springer.com/chapter/10.1007/978-3-319-13650-9_40
• Boston Housing Data, denoted boston: housing data for 506 census tracts of Boston
from the 1970 census
– response variable: medv
– source: R package MASS
• Breast Cancer Wisconsin (Prognostic) Data Set, denoted breast: follow-up data for
breast cancer cases seen in patients by Dr. Wolberg since 1984
– response variable: time
– source: UC Irvine Machine Learning Repository
• Energy efficiency Data Set, denoted energy: energy analysis data using 12 different
building shapes simulated in Ecotect
– response variable: heating load
– source: UC Irvine Machine Learning Repository
• Auto MPG Data Set, denoted mpg: data concerning city-cycle fuel consumption in
miles per gallon
– response variable: mpg
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– source: UC Irvine Machine Learning Repository
• Prostate Cancer Data, denoted prostate: data related to a study that examined the
correlation between the level of prostate specific antigen and a number of clinical
measures in men who were about to receive a radical prostatectomy.
– response variable: lpsa
– source: R package lasso2
• Concrete Slump Test Data Set, denoted slump: the concrete slump flow data with
measurements of water content and other concrete ingredients
– response variable: 28-day compressive strength
– source: UC Irvine Machine Learning Repository
• Student Performance Data Set, denoted student: data concerning student achieve-
ment in secondary education of two Portuguese schools
– response variable: final grade (G3)
– source: UC Irvine Machine Learning Repository
• Triazines Data, denoted triazines: pyrimidine QSAR dataset containing created to
predict the inhibition of dihydrofolate reductase by pyrimidines based on quantitative
structure-activity relationships
– response variable: activity
– source: https://www.dcc.fc.up.pt/ ltorgo/Regression/DataSets.html
• Yacht Hydrodynamics Data Set, denoted yacht: Delft data set, used to predict the
hydrodynamic performance of sailing yachts from dimensions and velocity
– response variable: residuary resistance
– source: UC Irvine Machine Learning Repository
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Table 1: Detailed list of datasets used for experiments along with their size (number of rows)
and dimensionality
dataset size dimensionality
auto 205 26
boston 506 14
prostate 97 10
airquality 153 6
triazines 186 59
slump 103 10
yacht 364 7
energy 768 9
mpg 404 8
student 395 33
bio 320 5
breast 198 33
6. Conceptual and experimental work
6.1 Conceptual work
6.1.1 Kernel parameter’s influence on von Neumann entropy
In order to get an understanding of the relationship between von Neumann entropy and
kernel method’s performance, the behaviour of von Neumann entropy itself must be explored.
To get a relative measure of von Neumann entropy, that could be compared across matrices
of different dimensions, in each case von Neumann entropy is normalised by the maximum
von Neumann entropy, that is, log2 n where n is the dimensionality of the analysed kernel
matrix. The obtained measure is a relative von Neumann entropy that takes values between
0 and 1 and from now on will be referred to simply as von Neumann entropy.
Moreover, the definition of von Neumann entropy in the quantum physics setting includes
an assumption that the matrix has trace 1, which guarantees that its set of eigenvalues can
be viewed in a probabilistic way since all the eigenvalues are between 0 and 1 and they sum
up to 1. For that reason, when computing von Neumann entropy of a matrix, the eigenvalues
are divided by their sum.
Extreme values of von Neumann entropy are reached for extreme forms of the matrix.
The identity matrix In represents the case when the amount of information is the highest.
This is reflected in the fact that all its eigenvalues are equal to 1 and thus the distribution
obtained by dividing each eigenvalue by the sum of the eigenvalues is uniform.
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We can analyse this setting by making an analogy to the probability mass distribution
as discussed when the notion of entropy was introduced. If we do so, the probability of each
state in the resulting probability mass distribution is equal and therefore the entropy of the
system is maximum. This is analogical to the fair coin toss case. Thus, the closer a matrix is
to the identity matrix, the higher its von Neumann entropy.
In the other extreme, a matrix consisting of 1s exclusively, denoted Jn, brings the least
information possible as its eigenvalues are 0 apart from the first one that equals 1. When
converting the set of eigenvalues into a probability mass distribution, there is only one state
with non-zero probability and its corresponding probability is equal to 1. Such a system
is fully predictable and there is no uncertainty at all related to its behaviour, thus its von
Neumann entropy is 0. Due to continuity of von Neumann entropy as a function of matrix
entries, between these two extreme cases von Neumann entropy takes values from 0 to 1
depending on the matrix spectrum. This continuity will be elaborated on further in the study.
It is known that for the Radial Basis Function kernel defined as:
K(x, x′)= exp
(
−σ‖x− x′‖2
)
(6.22)
the width of the kernel controls the flexibility of the kernel machine. It is the inverse of
double the width in the Gaussian distribution used in the evaluation of the kernel function
of two data points and it amplifies the distance between these points.
Therefore, for very small values of σ the value of the kernel function tends to 1 regard-
less of the data points it is evaluated on. This leads to underfitting the data since ‘everything
is similar to everything‘ according to the kernel function in this case and the resulting model
has high bias and low variance. The resulting kernel matrix is close to the matrix of 1s, J,
and thus its von Neumann entropy tends to 0.
In the opposite case, when values of σ are very large, the kernel expression evaluates
to values very close to 0 for all pairs of data points apart from the diagonal elements of the
kernel matrix where it equals to 1. The model becomes more local and tends to overfit the
data since in this case ‘everything is dissimilar to everything else‘, the data sample can be fit
perfectly due to infinite flexibility of the model and the kernel matrix is close to the identity
matrix I leading to high variance and low bias. Thus, the matrix von Neumann entropy
tends to 1.
Consequently, there is a strong relationship between the value of the RBF kernel width σ,
the model’s fitting ability and von Neumann entropy of the kernel matrix. A similar link can
be established for another common kernel function, the polynomial kernel in the form:
K(x, x′)= (〈x, x′〉+ c)d (6.23)
Along with the increase in the degree of the polynomial, the flexibility of the decision bound-
ary and the fitting ability of the model grow. Therefore risk of overfitting arises. The lowest
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valid degree for the polynomial kernel is d = 1 and d can grow to infinity.
If additionally the data rows are scaled (i.e. rows of the matrix build from the explana-
tory variables, that, is, the input for kernel matrix construction) to unit length and the
kernel matrix is normalised, the behaviour of the polynomial kernel becomes analogical to
the behaviour of the RBF kernel. The effect of normalising the kernel matrix will be studied
further in this work, but for now the notion of kernel matrix normalisation is introduced as
[14]:
Kn(x, x′)= K(x, x
′)√
K(x, x)
√
K(x′, x′)
(6.24)
After normalizing the polynomial kernel expression becomes:
Kn(x, x′)= (〈x, x
′〉+ c)d√
(〈x, x〉+ c)d
√
(〈x′, x′〉+ c)d
(6.25)
and if the data rows are of unit length:
Kn(x, x′)= (〈x, x
′〉+ c)d
(1+ c)d =
( 〈x, x′〉+ c
1+ c
)d
(6.26)
Since 〈x, x′〉 takes values between −1 and 1, the expression (〈x, x′〉+ c)d takes values between
c−1 and c+1 only taking the value of 1 for the diagonal elements of the kernel matrix.
Moreover, since c≥ 0, if 〈x, x′〉 =−1:
−1≤ 1− 2
c+1 ≤
c−1
c+1 =
〈x, x′〉+ c
1+ c (6.27)
and if 〈x, x′〉 = 1:
〈x, x′〉+ c
1+ c = 1 (6.28)
therefore:
−1≤ 〈x, x
′〉+ c
1+ c ≤ 1 (6.29)
Thus, expression 6.26 takes values between −1 and 1 and with the increase of degree d from
1 to infinity the numerator of this expression tends to 0. This means that the kernel values
tend to 0 outside of the diagonal of the matrix, leading to the formation of an identity matrix
I. Similarly to the RBF kernel, this case represents the situation when ‘everything is dissim-
ilar to everything else‘ and von Neumann entropy of the kernel matrix is maximum, that is, 1.
The other extreme, the J matrix of 1s, cannot be reached since the lowest valid degree
is 1, but the lowest von Neumann entropy is reached for degree d = 1. This value is data-
dependent and is the dataset-specific lower bound for von Neumann entropy.
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Although the polynomial kernel only satisfies the Mercer’s condition for degrees that are
positive integers [33], and thus degree values between 0 and 1 do not generate valid kernels
(since they do not guarantee positive semi-definiteness required by the kernel function
definition), mathematical analysis of the behaviour of the expression can be performed for
degrees lower than 1.
Since 6.29 takes values between −1 and 1, raising it to a power d ∈ (0,1) will yield val-
ues greater than for d = 1 and the values will increase with the decrease of d from 1 to 0,
reaching the value of 1 in the limit d→ 0. This way the other extreme analogous to the RBF
kernel case is reached for d values approaching 0: the kernel matrix tends to the J matrix of
1s.
This case corresponds to underfitting the data since the kernel expression evaluates to
values close to 1 for each pair of data points and ‘everything becomes similar to everything‘
according to the kernel function. Same as previously, the resulting model has high bias and
low variance and von Neumann entropy of the kernel matrix tends to 0.
A summary of the observations described in this section is presented in Table 2.
Table 2: Summary of the influence of kernel parameters on von Neumann entropy and their
relation to the model’s behaviour
K → In K → Jn
von Neumann entropy → 1 von Neumann entropy → 0
σ→∞ σ→ 0
d→∞ d→ 0
overfitting underfitting
high variance low variance
low bias high bias
6.1.2 Eigenvalue distribution influence on von Neumann entropy
As mentioned in section 3.6.2, the set of eigenvalues of a matrix can be treated as a proba-
bilistic distribution when normalizing them by their sum. This way an analogy can be made
with a regular probability distribution and the standard information theory notion of entropy
can be referred to.
High entropy of a system is achieved when there is a high level of uncertainty associated
with it, that is, a lot of information is gained when learning the outcome of an experiment.
This, in turn, can’t be achieved when there are few significantly positive probabilities in
the probability distribution. When most probability values are effectively zero, the amount
of uncertainty in the system is relatively low since the outcome of an experiment can be
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predicted more easily.
Therefore, when aiming at maximizing entropy, the goal should be to obtain a balanced
probability distribution with as many positive values of probability as possible. Then, when
treating the set of eigenvalues as a distribution and using von Neumann entropy as the
Shannon entropy counterpart for matrices, the desired properties of the spectrum can be
pinpointed that contribute to high von Neumann entropy.
These relationships are illustrated in a set of experiments below, in which different dis-
tributions of eigenvalues are generated that are used to build matrices corresponding to
these eigenvalues and subsequently von Neumann entropy of these matrices is computed.
First, a set of a 100 equal eigenvalues is generated. For a matrix built with such an
eigenvalue distribution, von Neumann entropy is 1 as the uncertainty of the system is
maximum and the probabilistic interpretation of such a system is that the outcome of an
experiment with such a probability distribution cannot be predicted. Von Neumann entropy
remains very high when noise is added, which can be observed in Figure 3.
Figure 3: Von Neumann entropy of a matrix generated with a uniform eigenvalue distribution
with no noise (left), gausiann noise with standard deviation=0.1 (middle) and gaussian noise
with standard deviation=1 (right)
One could suggest that what makes von Neumann entropy increase is the distribution of
the eigenvalues and the relative differences between them and not their values themselves.
However, when the distribution is unbalanced, say, when the eigenvalues decrease linearly,
von Neumann entropy remains very high both with and without noise, as depicted in Figure
4.
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Figure 4: Von Neumann entropy of a matrix generated with eigenvalues decreasing linearly
with no noise (left), gausiann noise with standard deviation=10 (middle) and gaussian noise
with standard deviation=100 (right)
Since linear distribution of the eigenvalues preserves significantly positive values (‘proba-
bilities‘), a more suitable function shape to test is a hyperbole. It is useful to look at von
Neumann entropy of a matrix built with eigenvalues forming a y= a+ 100x hyperbole, where
a is a vertical offset that can be modified.
When a = 0, most of the eigenvalues are 0 and von Neumann entropy is relatively low.
Increasing a to 0.1 already slightly increases von Neumann entropy and this behaviour is
preserved when increasing the values of a to 1 and then to 10, when basically maximum von
Neumann entropy is reached. This proves that it’s the magnitude of the eigenvalues, not
their distribution that matters, as can be seen in Figure 5.
Figure 5: Von Neumann entropy of a matrix generated with eigenvalues decreasing along a
hyperbole with varying offset ranging from a=0, a=0.1, a=1 to a=10, respectively from left to
right
As a final experiment, it can be investigated what proportion of non-zero eigenvalues is
needed for high von Neumann entropy. When the number of non-zero eigenvalues is increased
from 1 to 99 out of 100, von Neumann entropy increases from 0 to almost 1. This relationship
is illustrated in Figure 6.
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Figure 6: Von Neumann entropy of a matrix generated with a varying number of non-zero
eigenvalues: 1, 5, 10, 25, 50, 75, 90, 99, respectively from top left to bottom right
It is clear that the more positive eigenvalues, the higher von Neumann entropy. Therefore,
if the aim is increasing von Neumann entropy of a matrix, an increase in the number of
positive eigenvalues must be targeted.
6.1.3 Kernel matrix normalization and data scaling influence on the eigenvalue
distribution
Knowing what the desired properties of the kernel matrix eigenvalue distribution are, the
influence of certain operations that change the kernel matrix can be examined in order to
ensure obtaining its optimal characteristics.
Two operations explored are: kernel matrix normalisation defined as in section 6.1.1 and
scaling the rows of the data matrix (i.e. without the target variable) to unit length. As
already established, the eigenvalues themselves are not of interest when targeting high von
Neumann entropy and the desired eigenvalue distribution is one that has as many signifi-
cantly positive eigenvalues as possible. Therefore, the preferred distribution of the kernel
matrix eigenvalues is the least steep one, when the eigenvalues are sorted decreasingly.
The effect of kernel matrix normalisation and row scaling on the distribution of eigen-
values is presented in the Appendix in Figure 25 for the polynomial kernel of an arbitrarily
chosen degree value d = 20. When comparing the eigenvalue distribution of the original
matrix and the normalised matrix, the scale varies vastly, therefore separate plots are
presented for each distribution for the polynomial kernel.
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Both normalising the kernel matrix as well as scaling the data rows to unit length have a
positive effect on the eigenvalue distribution, as can be seen in the plots, meaning that they
increase the number of non-zero eigenvalues. Normalising the kernel matrix additionally
scales the eigenvalues themselves to the same order of magnitude for all datasets, which is a
desirable property.
For the RBF kernel with an arbitrarily chosen value of σ= 1, the impact of row scaling is
examined and presented in Figure 26 in the Appendix. Since the kernel matrix generated by
the RBF kernel is by construction already normalized, its eigenvalues are of the same order
of magnitude with and without data row scaling and thus can be presented in the same plot.
The plots suggest that row scaling has a negative effect on the eigenvalue distribution,
which matches the results for the polynomial kernel: both normalizing the kernel matrix as
well as row scaling are beneficial for eigenvalue distribution for the polynomial kernel, but
row scaling resulted in a less desirable distribution than kernel matrix normalization.
6.1.4 Kernel matrix normalization and data scaling influence on von Neumann
entropy
It is worth noting that if a kernel function depends continuously on its hyperparameter,
von Neumann entropy of the kernel matrix it generates is a continuous function of the
kernel hyperparameter too. It is due to the fact that von Neumann entropy is determined
exclusively by the kernel matrix eigenvalues and the eigenvalues are proven to be continuous
functions of the kernel matrix entries [51].
Since both the RBF kernel as well as the normalized polynomial kernel depend contin-
uously on their hyperparameters and a composition of continuous functions is continuous,
von Neumann entropy is indeed a continuous function of σ and d respectively. This result
allows to model von Neumann entropy in relation to kernel hyperparameters using a curve
obtained from the data.
In this section the impact of kernel matrix normalization and row scaling is investigated on
the relationship between the polynomial kernel degree and von Neumann entropy. It is to
be expected that these operations should increase von Neumann entropy as it has already
been shown that they have a positive effect on the eigenvalue distribution. The results are
presented in Figure 7 for the polynomial kernel and 8 for the RBF kernel.
The plots for the polynomial kernel prove this hypothesis correct, but another very important
result of both operations is strikingly visible: von Neumann entropy becomes monotonic and
increases along with the kernel degree. Scaling rows to unit length yields slightly lower von
Neumann entropies but the shape of the curve is very similar to the curve corresponding to
normalised kernel matrix results.
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Since the RBF kernel matrix is already normalized, the benchmark eigenvalue distribution
is missing and the comparison can only be made between the initial RBF kernel matrix
eigenvalue distribution and the one with scaled rows. Thus, lower von Neumann entropy
values are expected for the second case which is confirmed by the plots.
It may seem that since unit scaling of the data rows has a negative impact on the eigenvalue
distribution for the RBF kernel and a positive, but worse than kernel matrix normalization,
effect for the polynomial kernel, it is an undesired operation. However, one thing that
becomes clear when examining the plots is that an increase in von Neumann entropy as a
result of the increase in the parameter value is more gradual and thus more control can be
gained over the impact of kernel parameters on von Neumann entropy.
That means, if a specific range of von Neumann entropy values is targeted, it can be more
precisely found by testing different parameter values and von Neumann entropy values will
not change drastically with a small change in the parameter value. It is more desirable to be
able to increase the kernel parameter values gradually and obtaining a respective increase
in von Neumann entropy than obtaining high entropies for small parameter values and not
being able to fine-tune the parameter value to target the desired von Neumann entropy
values.
Furthermore, high values of von Neumann entropy are still reached when scaling the
data rows, but simply for higher kernel parameter values, which is what ultimately matters.
This is not the case for the polynomial kernel in the initial setting when neither the kernel
matrix was normalized nor were the data rows scaled.
For these reasons, both operations are accepted as resulting in a beneficial distribution
of eigenvalues and yielding a desirable relationship between kernel parameters and von
Neumann entropy and for further analysis the rows of data matrix are scaled to unit length
and subsequently the kernel matrix is normalized.
For the polynomial kernel, performing both of these transformations results in the same
output as when just scaling the rows due to the kernel definition and division by 1 in the
kernel normalization formula. For the RBF kernel normalization is ensured by the kernel
itself but the rows are scaled beforehand.
One additional experiment that can be done when examining von Neumann entropy as
a function of kernel parameters is trying to model it using a known function. The plots
unanimously suggest this relationship can be estimated using a logarithm.
To illustrate it, von Neumann entropy is plotted against the value of the RBF kernel width σ
with scaled rows for each of the analysed datasets and a 100 different σ parameter values
between 0 and 10 in Figure 9. A logarithm of a chosen base is added to each plot that best
describes the curve (in red).
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Figure 7: Effect of normalizing the kernel matrix and scaling data rows to unit length on von
Neumann entropy depending on the degree of the normalized polynomial kernel per dataset
26
Analysis of kernel matrices and their relation to RVM performance
Figure 8: Effect of scaling data rows to unit length on von Neumann entropy depending on
the kernel width of the RBF kernel per dataset
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Figure 9: Modelling the relationship between the RBF kernel width and von Neumann
entropy (in black) using a logarithm of a chosen base (in red) per dataset
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The same approximation can be done for the normalized polynomial kernel, again with data
rows scaled to unit length and presented in Figure 10.
This logarithmic character of the relationship between von Neumann entropy of a kernel
matrix and a kernel parameter is depicted for exploration purposes. However, further in this
work it is considered as one of the approaches to targeting a specific von Neumann entropy
value and finding a corresponding kernel parameter if a link between the desired model
properties and von Neumann entropy of its corresponding kernel matrix can be established.
Such a link between von Neumann entropy and model properties, like for instance the
model’s fitting ability, can be extremely useful when working with kernel functions for which
the properties of their hyperparameters are not known and their relationship with the fitting
ability is not obvious. This way, costly cross-validation techniques can be avoided.
6.1.5 Kernel matrix normalization and data scaling influence on the matrix con-
dition number
The notion of the condition number of a matrix is widely known and considered a measure
of how well-defined a matrix is. It was first introduced by Alan Turing in [43] and further
studied by von Neumann and Goldstine in [45]. It is defined as follows:
κ(A)= ‖A‖ ·‖A−1‖ (6.30)
where A is a real or complex matrix and ‖A‖ denotes the matrix norm defined as:
‖A‖d = sup
x 6=0
‖Ax‖d
‖x‖d
(6.31)
where ‖ · ‖d is a vector d-norm (d ≥ 1) and x is a vector belonging to the space where the
vector norm is defined. For any matrix A its condition number κ(A)≥ 1 and for an identity
matrix κ(I)= 1.
As thoroughly described in [8] the condition number should be viewed as a value related to a
matrix problem rather than a matrix alone. The authors describe that infinite values of the
condition number indicate that the problem is ill-posed. For a matrix A, which is an instance
of a problem p, infinite values of κ(A) mean that the matrix is singular and therefore the
problem p of solving a linear system given by A is ill-posed.
Thus, the higher the condition number, the closer the matrix is to being singular. Close-to-
singular matrices are a source of serious numerical issues and should be generally avoided.
Therefore, decreasing the condition number of a matrix is a desired effect. Computing the
condition number for the kernel matrices used in all the performed experiments before and
after normalizing the kernel matrix shows that indeed, the condition number decreases as a
result of normalisation of the kernel matrix generated with the polynomial kernel.
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Figure 10: Modelling the relationship between a normalized polynomial kernel degree and
von Neumann entropy (in black) using a logarithm of a chosen base (in red) per dataset
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As was the case with von Neumann entropy, scaling the data rows to unit length has a
positive effect when comparing against the non-scaled case, but yields worse results com-
pared to the the normalized kernel matrix case. Therefore, when analysing the results for the
RBF kernel, row scaling results in higher condition number compared to the non-scaled (but
by construction normalized) case. The numerical output can be inspected in the Appendix in
Tables 16 and 17.
6.2 Experimental work
6.2.1 Von Neumann entropy relation to model fitting ability
First of the two main contributions of this work is relating von Neumann entropy to the
model’s fitting ability, that is, to its training error.
In a series of experiments conducted using the normalized polynomial kernel and RBF
kernel it is shown how an increase in von Neumann entropy results in a decrease in the
training mean square error. This behaviour is present for all 12 analysed datasets when
fitting an RVM model with a set of kernel parameters and performing a train-test split 30
times for each parameter value.
Plots per dataset of the training NMSE against von Neumann entropy over 30 train-test
splits for each kernel parameter value are presented first for the RBF kernel in Figure 11.
The same relationship exists for the normalized polynomial kernel which can be seen in
Figure 12.
Computing correlations between von Neumann entropy and training NMSE values proves
a strong negative link between them across all datasets. Both Pearson and Spearman
correlations are computed in order to account for all sorts of monotonic relationships, not
just the linear ones and the results are presented in Table 3 for the RBF kernel and in Table
4 for the normalized polynomial kernel.
Both the plots as well as the correlation coefficients prove that a strong dependence can be
established between von Neumann entropy and the training NMSE.
For most datasets von Neumann entropy values lower than 0.2, and often even close to
zero, are reached for very low σ and degree values. For these parameter values von Neu-
mann entropy is the lowest and the training NMSE is the highest amongst all von Neumann
entropy values which suggests these models are underfit. For the RBF kernel training NMSE
values corresponding to von Neumann entropy close to zero are so high that the disproportion
with the training NMSE for moderate and high von Neumann entropy values becomes huge.
With an increase in von Neumann entropy, training NMSE decreases continuously, usually
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Figure 11: Fitting ability of an RVM model with the RBF kernel: training NMSE against
von Neumannn entropy across 30 train-test split folds
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Figure 12: Fitting ability of an RVM model with the normalized polynomial kernel: training
NMSE against von Neumann entropy across 30 train-test split folds
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Table 3: Correlation coefficients between von Neumann entropy and training NMSE for the
RBF kernel per dataset
dataset Spearman correlation Pearson correlation
auto -0.809 -0.845
boston -0.925 -0.598
prostate -0.873 -0.545
airquality -0.883 -0.831
triazines -0.821 -0.801
slump -0.909 -0.551
yacht -0.933 -0.622
energy -0.947 -0.718
mpg -0.951 -0.75
student -0.939 -0.699
bio -0.783 -0.768
breast -0.846 -0.928
in an approximately linear manner, until it reaches values so low that they are effectively
zero for very high von Neumann entropy values. For the normalized polynomial kernel and
some datasets such extreme training NMSE values are already reached for von Neumann
entropy values around 0.7- 0.8. When von Neumann entropy approaches 1 training NMSE
approaches 0 and for such high values of von Neumann entropy the corresponding models are
highly overfit, according to the previously established relationship between von Neumann
entropy and matrix properties.
Highly overfit models form kernel matrices that are close to an identity matrix that has von
Neumann entropy close to 1. Since the polynomial degree can be arbitrarily increased up to
the data size (and beyond though with no further increase in von Neumann entropy) and
the σ value can be arbitrarily large, these extremely large values of von Neumann entropy
can be reached for each dataset. This reflects the case when the data is fit perfectly and is
essentially memorised by the model, which is not a desired behaviour.
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Table 4: Correlation coefficients between von Neumann entropy and training NMSE for the
normalized polynomial kernel per dataset
dataset Spearman correlation Pearson correlation
auto -0.773 -0.75
boston -0.962 -0.927
prostate -0.819 -0.758
airquality -0.86 -0.801
triazines -0.883 -0.795
slump -0.809 -0.732
yacht -0.943 -0.644
energy -0.77 -0.691
mpg -0.8 -0.806
student -0.963 -0.954
bio -0.581 -0.552
breast -0.869 -0.841
6.2.2 Application: ELM kernel
RBF and polynomial kernels are the best known and widely used and therefore their proper-
ties and behaviour have been thoroughly studied. As already mentioned, the relationship
between the RBF kernel width σ and polynomial degree d and the fitting ability of models
using these kernels is known.
Therefore, a modeller has an intuition about what parameters values are likely to result
in underfit or overfit models. However, in practice, more specialised or more sophisticated
kernel functions may be used depending on the analysed data type and desired properties.
In fact, this incredible flexibility and adaptability is one of the biggest advantages of kernel
methods since they are not limited by the model input requirements and can operate on
virtually any data provided that a valid kernel function is designed and used.
Therefore, there is a need to generalise the understanding of the overfitting and under-
fitting propensities of the kernel models depending on their hyperparameters, beyond the
most popular kernel functions. This way underfitting and overfitting can be avoided even
when working with custom kernel functions.
For that reason, linking the fitting ability of the model to von Neumann entropy of the
kernel matrix can be a useful indication of the model’s suitability for a given dataset. As an
example, if von Neumann entropy remains very low for all hyperparameter values, it can be
deduced that the model is unable to fit the data.
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To prove that an increase in von Neumann entropy is linked to a decrease in the train-
ing NMSE and thus an increase in the fitting ability of the RVM, the behaviour of the
asymptotic ELM kernel introduced in section 2.5 is analysed for the 12 datasets. Plots
of the training NMSE against von Neumann entropy are presented in Figure 13 and the
correlations can be found in Table 5.
Table 5: Correlation between von Neumann entropy and training NMSE for the ELM kernel
per dataset
dataset Spearman correlation Pearson correlation
auto -0.652 -0.744
boston -0.755 -0.986
prostate -0.82 -0.917
airquality -0.727 -0.9
triazines -0.593 -0.62
slump -0.809 -0.685
yacht -0.648 -0.935
energy -0.745 -0.925
mpg -0.673 -0.903
student -0.836 -0.966
bio -0.757 -0.909
breast -0.396 -0.417
6.2.3 Von Neumann entropy relation to model generalisation power
After establishing the link between the model’s fitting ability and von Neumann entropy
of the corresponding kernel matrix it becomes clear that increasing von Neumann entropy
results in a more flexible model that can basically memorise the data set. This is a useful
property since it lets the modeller discard models that have no fitting power and will underfit
the data.
However, the more painful issue is usually the risk of overfitting, not underfitting. Knowing
how von Neumann entropy relates to training error, models with high von Neumann entropy
kernel matrices can be expected to highly overfit the data since they aim at minimizing
the training error. Therefore it is easy to predict that kernel matrices with very high von
Neumann entropies will not generate models that generalise well and that the optimal
von Neumann entropy values that generate models with the lowest test error and thus the
highest prediction power should lie in the moderate von Neumann entropy value range.
Since low von Neumann entropy values correspond to underfit models, high ones to overfit
models and the optimal ones are somewhere in between, a logical assumption to make
is that the curve of test mean square error against von Neumann entropy should have
a parabola-like shape. To confirm this initial intuition, plots of test NMSE against von
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Figure 13: Fitting ability of an RVM model with an ELM kernel: training NMSE against
von Neumann entropy across 30 train-test split folds
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Neumann entropy for each of the datasets are presented in Figure 14 for the RBF kernel
and Figure 15 for the normalised polynomial kernel.
Indeed, the plots confirm that high von Neumann entropy values are linked to high test
NMSE, which, keeping in mind the results related to model fitting ability, clearly indicates
overfitting. The lowest test NMSE is in turn achieved for moderate von Neumann entropy
values and the transition between low and high von Neumann entropy values is relatively
smooth.
As a confirmation of this hypothesis, an arbitrary train-test split fold is chosen for each
dataset for both models and the test NMSE obtained in this fold is plotted against von
Neumann entropy of the kernel matrix built in this fold. Subsequently, a polynomial
regression model of degree 2 is fit to the obtained data points and plotted as a curve to
validate that the relationship is truly parabola-like. These plots can be seen in Figures 16
for the RBF kernel and Figure 17 for the normalised polynomial kernel.
For the polynomial kernel the curvature is only one-sided for some datasets since the lowest
degree tested is d = 1 and it may not lead to underfitting, like low values of σ for the RBF
kernel that can have its value decreased to an arbitrarily low positive number.
Although the graphs suggest a clear relationship that holds across all datasets, measuring a
quadratic relationship analytically is not as straightforward as in the previous, case since
the relationship is generally not monotonic, therefore simple correlations are not able to pick
up the patterns present in the data.
One idea on how to measure the strength of this link is making these relationships monotonic
to be able to use correlation coefficients. Since the curve appears to be parabola-like, the
transformation used is the following: fit a polynomial regression model of degree 2 to the
existing test NMSE against von Neumann entropy data, find the quasi-parabola’s ‘break
point‘, that is, the minimum of the estimated degree 2 model, take the square root of the
data and subsequently reverse the sign of the test NMSE values for von Neumann entropy
values lower than the estimated minimum.
An example of this procedure is shown in Figure 18.
Following this procedure, the relationship between von Neumann entropy and test NMSE
can be made monotonic and measured using standard correlation coefficients. The resulting
plots are disrupted at the ’break point’ due to the fact that test errors close to 0 are generally
not obtained.
Moreover, for the polynomial kernel low degree values do not tend to underfit the data
as much as is the case when using the RBF kernel with very low σ values and therefore the
plots show a flat pattern for low degrees rather than a curved one. It is clear though that
increasing the degree leads to overfitting and high test errors. The monotonic results of the
described procedure can be seen in Figure 19 for the RBF kernel and in Figure 20 for the
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Figure 14: Generalisation power of an RVM model with the RBF kernel acrss 30 train-test
split folds
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Figure 15: Generalisation power of an RVM model with the normalized polynomial kernel
across 30 train-test split folds
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Figure 16: Generalisation power of an RVM model with the RBF kernel a on a single
train-test split fold and a polynomial regression of degree 2 curve
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Figure 17: Generalisation power of an RVM model with the normalised polynomial kernel a
on a single train-test split fold and a polynomial regression of degree 2 curve
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Figure 18: Illustration of the procedure used to transform a non-monotonic relationship into
a monotonic one
normalized polynomial kernel.
Spearman and Pearson correlation coefficients are computed as a measure of what used
to be a curvature visible in the plots. The correlations appear to be very strongly positive,
suggesting that before taking the square root and reversing the sign at the test NMSE
minimum, the relationship could actually be described as quadratic. The correlation scores
are presented in Table 6 for the RBF kernel and in Table 7 for the normalized polynomial
kernel.
Table 6: Correlation between von Neumann entropy and test NMSE for the RBF kernel after
taking a square root and reversing the NMSE sign to the left of the minimum of the parabola
dataset Spearman correlation Pearson correlation
auto 0.883 0.968
boston 0.954 0.943
prostate 0.947 0.95
airquality 0.934 0.97
triazines 0.944 0.947
slump 0.956 0.932
yacht 0.949 0.912
energy 0.957 0.943
mpg 0.942 0.96
student 0.934 0.958
bio 0.927 0.951
breast 0.892 0.976
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Figure 19: Relationship between von Neumann entropy and test NMSE for the RBF kernel
after taking a square root and reversing the NMSE sign to the left of the minimum of the
parabola
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Figure 20: Relationship between von Neumann entropy and test NMSE for the normalised
polynomial kernel after taking a square root and reversing the NMSE sign to the left of the
minimum of the parabola
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Table 7: Correlation between von Neumann entropy and test NMSE for the normalised
polynomial kernel after taking a square root and reversing the NMSE sign to the left of the
minimum of the parabola
dataset Spearman correlation Pearson correlation
auto 0.881 0.903
boston 0.945 0.943
prostate 0.954 0.869
airquality 0.9 0.916
triazines 0.953 0.906
slump 0.938 0.877
yacht 0.926 0.927
energy 0.926 0.938
mpg 0.804 0.842
student 0.973 0.869
bio 0.876 0.884
breast 0.939 0.891
6.2.4 Entropy range for optimal kernel generalisation performance
Establishing a link between von Neumann entropy and test NMSE for the known kernel
functions based on high correlation scores is useful, but a practical application of this knowl-
edge is needed.
Being able to provide a heuristic for the optimal von Neumann entropy value indepen-
dently of the dataset would vastly decrease the cost of the parameter search and would mean
that a modeller only needs to aim at these particular von Neumann entropy values when
building a kernel model. It appears that such a range of close-to-optimal von Neumann
entropy values can indeed be found across the analysed datasets for both kernel functions
tested.
The heuristic for the optimal von Neumann entropy value is defined as the minimum
of the polynomial model of degree 2 fit to the data consisting of von Neumann entropy and
test NMSE values. Von Neumann entropy values corresponding to the minimum appear to
always be between 0.3 and 0.5, with one exception when the value is 0.55. These minimum
arguments of the previously fit quadratic function, that is, the heuristic for the optimal von
Neumann entropy values are presented in Tables 8 and 9.
6.2.5 Golden-section search for optimal von Neumann entropy values
As previously shown, the relationship between von Neumann entropy and the kernel width
σ for the RBF kernel and degree d for the normalized polynomial kernel is monotonic and
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Table 8: Heuristic for the optimal von Neumann entropy for the RBF kernel defined as
the minimum of the parabola resulting from modelling test NMSE against von Neumann
entropy as a degree 2 polynomial regression
dataset von Neumann entropy
auto 0.343
boston 0.416
prostate 0.396
airquality 0.481
triazines 0.315
slump 0.331
yacht 0.557
energy 0.413
mpg 0.471
student 0.449
bio 0.372
breast 0.389
Table 9: Heuristic for the optimal von Neumann entropy for the normalised polynomial
kernel defined as the minimum of the parabola resulting from modelling test NMSE against
von Neumann entropy as a degree 2 polynomial regression
dataset von Neumann entropy
auto 0.401
boston 0.444
prostate 0.48
airquality 0.421
triazines 0.489
slump 0.413
yacht 0.463
energy 0.363
mpg 0.309
student 0.362
bio 0.439
breast 0.359
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an increase in the parameter value results in an increase in von Neumann entropy.
Therefore, since it has been already established that von Neumann entropies between
0.3 and 0.5 should be targeted for close-to-optimal generalisation performance of RVM mod-
els, the piece that is missing is finding a parameter value that generates a kernel matrix
with von Neumann entropy value in this range.
The relationship between von Neumann entropy of a kernel matrix and a kernel parameter
appears to follow a logarithmic curve as shown in section 6.1.4., therefore one idea would
be to try to model the relationship using a logarithm by estimating the logarithm base
appropriate for a given dataset. In a mathematical sense, to find the base of a logarithm only
one point is needed; logarithms always take the value of 0 for the argument value 1 and the
base can be found by calculating:
logb x= y ⇐⇒ by = x ⇐⇒ b= y
p
x (6.32)
Since von Neumann entropy values are positive, only base values b≥ 1 can be considered.
However, since the data does not represent this ideal case, one should certainly not rely on a
single kernel parameter value to model the relationship with von Neumann entropy. To fit
the logarithmic model a modeller would have to cautiously choose a few parameter values,
such that at least one of them generates a kernel matrix with von Neumann entropy lower
than 0.3 and at least one of them generates a kernel matrix with von Neumann entropy
higher than 0.5.
Since von Neumann entropy is a continuous function of the kernel parameters, a parameter
that yields von Neumann entropy within the optimal range of 0.3−0.5 will lie in between
these two parameters.
Although this approach looks promising, it appears that the number of points needed to
actually estimate the logarithm would be too high to be a viable alternative to a regular grid
search. This is due to the fact that the logarithmic nature of the link between von Neumann
entropy and kernel parameters is in most cases displayed in a certain range, either for small
parameter values or for high ones.
It is not desirable for a heuristic to require testing more than a few kernel parameter
values. Of course, the more parameters are tested, the more accurate a potential model
estimation would be, but the point of applying this approach is not having to perform an ex-
pensive search through dozens of hyperparameters and not having to compute von Neumann
entropy for many parameter values since it includes finding the kernel matrix eigenvalues
and can end up being too costly in time.
Hence, another idea for a way of finding a value inside the desired von Neumann entropy
range is leveraging the quadratic nature of the relationship between test NMSE and von
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Neumann entropy and applying a modification of the golden-section search technique. The
golden-section search is used to find the extremum of a strictly unimodal function in a series
of iterations by narrowing the range containing the extremum at each iteration [18] [2]. At
every step three points that form a golden ratio ϕ= 1+
p
5
2 = 1.618033988.. are defined and
used to determine the range where the extremum exists.
Since the objective of this section is finding a value within a given range, not an extremum,
the algorithm is slightly modified to suit the purpose, but the basic idea remains the same. A
detailed description of this approach is presented below.
1. Choose the initial range of kernel parameters [a,b] to search through
2. Compute vNe(a) and vNe(b) and if one of them amounts to a value between 0.3 and 0.5,
stop. The corresponding parameter value is the sought approximation for the optimal
value.
3. Compute c = b− b−a
φ
and evaluate vNe(c). If vNe(c) amounts to a value between 0.3
and 0.5, stop; c is the sought approximation for the optimal value.
4. Compute d = a+ b−a
ϕ
and evaluate vNe(d). If vNe(d) amounts to a value between 0.3
and 0.5, stop; d is the sought approximation for the optimal value.
5. If:
• vNe(c)< 0.3, vNe(d)> 0.5 and |vNe(c)−0.3| < |vNe(d)−0.5|
or
• both vNe(c)> 0.5, vNe(d)> 0.5
that is, if vNe(c) is closer to the optimal range than vNe(d), shift the points defining
the search interval by substituting b= d
6. Otherwise, if:
• vNe(c)< 0.3, vNe(d)> 0.5 and |vNe(c)−0.3| ≥ |vNe(d)−0.5|
or
• both vNe(c)< 0.3, vNe(d)< 0.3
that is, if vNe(d) is closer to the optimal range than vNe(c), shift the points to be a= c
7. Go back to point 3
Taking this into account, managing to find a good enough logarithmic fit is no longer nec-
essary, but the number of parameters tested will depend on the computational resources
available, dataset size and optimality requirements. In some cases one will aim at targeting
von Neumann entropy values as close as possible to the middle of the range and avoiding
reaching border von Neumann entropy values, other times just getting parameter values
of the right order of magnitude will be enough. This idea is explored in the subsequent
experiments.
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Table 10: Comparison of heuristic and optimal results for the RBF kernel
data σ heu.σ heu.vNe opt.nmse heu.nmse opt.#σtried heu.#σtried
auto 0.3 8.554 0.451 0.905 0.906 24 5
boston 6 5.669 0.468 0.174 0.176 24 7
prostate 0.1 1 0.418 0.143 0.194 24 1
airquality 3 5.669 0.439 0.559 0.618 24 7
triazines 0.1 1 0.442 0.851 0.879 24 1
slump 0.3 3.885 0.449 0.136 0.315 24 9
yacht 66 33 0.435 0.012 0.015 24 2
energy 6 13.223 0.459 0.082 0.086 24 3
mpg 33 33 0.457 0.213 0.213 24 2
student 0.06 2.783 0.409 0.219 0.233 24 11
bio 3 8.554 0.453 0.807 0.796 24 5
breast 0.3 3.885 0.444 0.879 0.897 24 9
average 0.444 0.415 0.442 24 5.17
Following the steps defined before, initial values of the σ parameter for the RBF kernel are
chosen to be a= 1,b= 33 as relatively moderate values that have a high chance to initially
hit the right von Neumann entropy values.
Very low σ values are likely to yield very low von Neumann entropy values as can be
seen in previous results. The opposite is true for very high σ values. Similarly, the initial
values of the degree for the normalized polynomial kernel are chosen to be a = 1,b = 70
for the same reasons. For these values von Neumann entropy of the corresponding kernel
matrices for each dataset is computed.
Test NMSE values are obtained for the heuristic values of the parameters and are re-
ported along with the number of points evaluated in the process and can be seen in Table
10 for the RBF kernel and Table 11 for the normalized polynomial kernel. Von Neumann
entropies and test NMSE were computed using a 30 times train-test split and averaged. The
true optimal parameter values are calculated as the ones obtaining minimum average test
NMSE over the 30 folds in the experiments from section 6.2.3. and are presented alongside
the heuristic results for comparison.
The heuristic results are very close to the optimal ones for most datasets. Both the RBF
kernel and the normalised polynomial kernel struggled with the slump dataset, but for the
rest of the datasets, the decrease in performance is very slight. Even when the heuristic
kernel parameters are not close to the optimal ones, this disproportion is not reflected in the
model quality and suggests that the range of kernel parameters that yield close-to-optimal
performance is not very narrow.
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Table 11: Comparison of heuristic and optimal results for the normalized polynomial kernel
data d heu.d heu.vNe opt.nmse heu.nmse opt.#dtried heu.#dtried
auto 50 31.175 0.433 0.878 0.913 46 3
boston 25 19.649 0.442 0.186 0.188 46 5
prostate 1 3.721 0.41 0.128 0.194 46 13
airquality 9 19.649 0.41 0.582 0.616 46 5
triazines 2 3.721 0.44 0.858 0.899 46 3
slump 2 12.526 0.405 0.127 0.269 46 7
yacht 200 80 0.361 0.012 0.02 46 2
energy 20 31.175 0.364 0.08 0.085 46 3
mpg 60 80 0.404 0.206 0.208 46 2
student 3 12.526 0.444 0.223 0.242 46 7
bio 50 31.175 0.435 0.777 0.795 46 3
breast 4 12.526 0.392 0.853 0.898 46 7
average 0.412 0.41 0.444 46 5
In most cases von Neumann entropy for only a few kernel parameters had to be eval-
uated before reaching an acceptable value. Both for the RBF kernel as well as for the
normalised polynomial kernel it was on average 5 parameters. Compared to the grid search
performed when targeting optimal values, this number is lower by an order of magnitude
with relatively little drop in learning ability of the model.
Most importantly, these results were obtained within minutes for all datasets thus re-
quired a fraction of the computational effort needed to obtain the exact optimum values. This
is an enormous benefit given the low loss of quality: the loss in test error is 2.9% on average
across all datasets while the cost of applying the heuristic for parameter tuning (without
considering the RVM fit) is 4-5 times lower than the cost of the benchmark method. These
findings allow to postulate that the proposed heuristic approach is in fact an efficient and
viable alternative to the exhaustive methods.
6.3 Application to a middle-sized dataset: Abalone
The Abalone Data Set was created to predict the age of an abalone from its physical measure-
ments. The age of an abalone is determined by cutting the shell through the cone, staining it
and counting the number of rings through a microscope. Thus, the number of rings is the
response variable and the problem can be treated as a classification or regression task.
The dataset is significantly larger than the previous analysed datasets as it contains 4177
instanced and 9 attributes which makes it a middle-sized rather than small dataset. Training
an RVM with kernel parameter tuning on a dataset this size would take days of computa-
tional power and would be highly impractical, if not nearly impossible given limited time
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available.
Therefore, the proposed heuristic for the choice of kernel parameters for optimal gener-
alisation performance of the RVM model becomes a real game-changer.
To prove that all that has been presented so far holds for bigger datasets too, the same
methodology is used to establish the links between kernel matrix von Neumann entropy and
the model’s fitting ability and generalisation power, but a 5 times train-test split is used
rather than a 30-times train-test split due to very long modelling time.
The results confirm that the behaviour remains the same when increasing the data size as
can be seen in Figure 21 for both kernels.
Figure 21: Fitting ability of an RVM model with the RBF kernel (left) and normalized
polynomial kernel (right): training NMSE against von Neumann entropy across 5 train-test
split folds
The correlations between von Neumann entropy and training NMSE for both kernels are
very strong and negative and can be inspected in Table 12.
Table 12: Correlation between von Neumann entropy and training NMSE for the RBF kernel
and normalised polynomial kernel for the Abalone datset
dataset kernel Spearman correlation Pearson correlation
abalone RBF -0.986 -0.926
abalone normalised polynomial -0.889 -0.954
Furthermore, as for the other datasets, the generalisation power of the model depending on
von Neumann entropy of the kernel matrix follows a quadratic pattern, forming a curve that
can be modelled using a polynomial of degree 2. Same as previously, optimal values of von
Neumann entropy, that is the ones that guarantee the lowest test NMSE are moderate, with
the very high values leading to data overfitting for both kernel functions. These results can
be seen in Figures 23 across all the 5 train-test folds.
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Figure 22: Generalisation power of an RVM model with the RBF kernel (left) and normalized
polynomial kernel (right): test NMSE against von Neumann entropy across 5 train-test split
folds
Figure 23: Generalisation power of an RVM model with the RBF kernel (left) and normalised
polynomial kernel (right) a on a single train-test split fold and a polynomial regression of
degree 2 curve
Same as before, the link between von Neumann entropy and test NMSE can be modelled
using a degree 2 polynomial regression model as can be seen in figure 23 and measured with
correlation coefficients when making the relationship monotonic.
After finding the minimum of the curve, taking a square root of the data points and re-
versing the sign of test NMSE for von Neumann entropy values lower than the minimum
of the function, a pattern shown in Figure 24 is obtained. The Spearman and Pearson
correlations for the resulting data are very strongly positive and can be inspected in Table
13.
The minimums of the parabolas fit in Figure 23 appear to be 0.33 for the normalized
polynomial kernel and 0.36 for the RBF kernel. Thus, they fall into the range of 0.3−0.5
previously indicated as the heuristic for the optimal von Neumann entropy choice and
confirm the applicability of the heuristic.
53
Analysis of kernel matrices and their relation to RVM performance
Table 13: Correlation between von Neumann entropy and test NMSE for the RBF kernel
and normalised polynomial kernel for the Abalone datset
dataset kernel Spearman correlation Pearson correlation
abalone RBF 0.98 0.94
abalone normalised polynomial 0.9 0.78
Figure 24: Correlation between von Neumann entropy and test NMSE for the RBF kernel
(left) and normalised polynomial kernel (right) after taking a square root and reversing the
NMSE sign to the left of the minimum of the parabola
Now that it is shown that the findings of this work apply to bigger datasets the same way as
they do for small datasets, the presented heuristic can be applied to find the RBF σ value
and polynomial degree value that generate the optimal model approximation.
The same procedure as previously presented must be followed. The values of a= 1,b= 70 are
chosen as initial parameter samples for the degree of the normalized polynomial kernel and
it appears that for b, that is for degree= 70 the corresponding von Neumann entropy value
is 0.32 which lies inside the desired optimal von Neumann entropy range and the process
finishes on the first iteration.
For the RBF kernel the same σ values as before are tested: a = 1,b = 33. The value of
von Neumann entropy corresponding to b appears to be 0.406 which, again, lies inside of the
optimal von Neumann entropy range and the procedure stops. Tables 14 and 15 show how
these results compare to the optimal results found in an exhaustive search.
Table 14: Comparison of the RBF kernel optimal results with the heuristic ones for the
Abalone dataset
dataset σ heu.σ heu.vNe opt.nmse heu.nmse opt.#σtried heu.#σtried
abalone 10 33 0.406 0.422 0.44 16 2
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Table 15: Comparison of the normalized polynomial kernel optimal results with the heuristic
ones for the Abalone dataset
dataset d heu.d heu.vNe opt.nmse heu.nmse opt.#dtried heu.#dtried
abalone 50 70 0.32 0.42 0.443 32 2
Performance obtained using the proposed heuristic is slightly worse but comparable with the
optimal performance. Although the values of σ suggested by the heuristic are three times as
high as the optimal ones, it appears that the difference in NMSE is small. The same applies
to the normalised polynomial kernel. The degrees are quite different but test NMSE values
are close to optimal.
In this particular case the golden-section search only required evaluating two data points,
the initial values, due the fact that the dataset required complex models and thus high
degrees and σ values. For another dataset more values would possibly have to be tested but
as shown in the experiments on the small datasets this number tends to be on average 5.
This means that instead of scanning through a grid of 16 σ values and 32 degrees, one
can evaluate von Neumann entropy on a few wisely chosen parameter samples and obtain
close-to-optimal results. By doing so, the modeller vastly reduces the time needed to find a
good model with little loss in model quality.
7. Limitations and strengths
As is the case for many machine learning related methods, the presented measure of kernel
matrix quality and the heuristic for the optimal parameter choice has computational limita-
tions.
This method makes it possible to perform modelling on medium-sized datasets which in a
standard setting involving cross-validation would be simply impossible due to a prohibitive
parameter tuning time.
However, it is not scalable as it requires not only computation of the entire kernel ma-
trix for the pairs of data points in the training set, but also finding its eigenvalues. This
in turn can prove to be a very costly operation when the data size exceeds a few thousand
rows. For small datasets, the kernel matrix and its spectrum can be found within seconds,
but for medium-sized datasets, like the aforementioned abalone dataset, it can take several
minutes just to compute von Neumann entropy of the kernel matrix.
Beyond this data size the presented method simply becomes impractical, but it is worth
noting that the cost of an RVM, since it is a non-parametric model, grows with data size. That
means that modelling large datasets gets extremely slow and the data size is a limitation
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inherent to the model choice, whether the proposed heuristic is employed or not.
Nevertheless, when the amount of data does not exceed a few thousand records, the presented
greedy approach yields performance results similar to the ones obtained in cross-validation
for a fraction of the computational effort in a fraction of time needed for model selection
using exhaustive methods.
Its efficiency is twofold: not only does it limit the size of the set of parameters tested
by an order of magnitude, on average to around 5, but also it eliminates the need to fit
the RVM to obtain a measure of model’s generalisation power for a particular parameter
value. This is due to the fact that von Neumann entropy serves as an indication of the kernel
parameters yielding close to optimal results. These two reasons contribute to the method’s
efficiency and give it an edge over standard grid-search techniques therefore making it a
viable alternative to the state-of-the-art approaches.
8. Conclusions and future work
As shown in the experimental part of the thesis, von Neumann entropy is strongly related
to the the RVM model flexibility. Low von Neumann entropy values of the kernel matrix
indicate a simple, possibly underfit model and are generally obtained for relatively low σ
values for the RBF kernel and degrees for the normalised polynomial kernel. High von
Neumann entropy values, especially close to 1, on the other hand are reached for high kernel
parameter values and indicate a very flexible, possibly overfit model. None of these extremes
is good for the model generalisation power and learning ability.
However, values of von Neumann entropy in the range 0.3 to 0.5 tend to be obtained for
close-to-optimal models in terms of the generalisation ability and thus this interval should
be targeted when building the kernel matrix.
Finding kernel parameters that yield von Neumann entropy values in this range is not
trivial, but can be achieved by employing a modified version of the golden-section search
algorithm. This way close-to-optimal test NMSE values can be obtained even though the
computational effort is reduced several times.
This heuristic makes it possible to overcome the arguably largest limitation of the kernel
methods: long time needed to fine tune the kernel hyperparameters that greatly influence the
model’s performance. Gaining efficiency in this area is therefore an important step towards
making kernel based machine learning a more practical set of tools when computational
resources are limited or the data set size exceeds a few hundred records.
However, in order for it to handle large datasets, there is a huge need for efficient eigen-
value computation methods that would provide at least a good approximation of the matrix
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spectrum. One idea to tackle this issue would be to leverage one of the existing eigenvalue
computation methods that rely on the evaluation of only the set of k largest specified eigen-
values instead of the entire spectrum, and replacing the rest of the eigenvalues with a small
constant positive value.
It is reasonable to assume that this approach yields a good approximation of the matrix
spectrum due to the fact that when data dimensionality increases the number of significant
eigenvalues does not tend to grow. For high-dimensional datasets usually only a proportion
of eigenvalues are significant and the rest can be approximated and replaced by a constant.
The choice of this constant and the number of eigenvalues that would generate a good enough
approximation of the spectrum and thus of true von Neumann entropy remains an open
research topic.
Future work is also needed on the application of this heuristic to classification problems.
It can be reasonably expected that a similar link between the model’s fitting ability and
generalisation power should exist in a binary setting, in part due to the fact that the analysis
of kernel matrices is independent of the task, but it is yet to be established.
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9. Appendix
Figure 25: Effect of kernel matrix normalization and row scaling on the eigenvalule distribu-
tion for the polynomial kernel
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Figure 25: Effect of kernel matrix normalization and row scaling on the eigenvalule distribu-
tion for the polynomial kernel
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Figure 25: Effect of kernel matrix normalization and row scaling on the eigenvalule distribu-
tion for the polynomial kernel
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Figure 26: Effect of kernel matrix normalization and row scaling on the eigenvalule distribu-
tion for the RBF kernel
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dataset sigma kappa kappa: unit length rows
auto 1e-04 1.3310e+25 3.3761e+30
auto 3e-04 8.2771e+24 6.0444e+29
auto 6e-04 1.2574e+24 4.0626e+29
auto 0.001 1.4796e+23 8.7075e+28
auto 0.003 7.5756e+24 1.6517e+28
auto 0.006 2.1666e+22 2.2079e+27
auto 0.01 8.5136e+20 3.0402e+27
auto 0.03 1.2529e+20 5.2644e+25
auto 0.06 5.8177e+20 4.9807e+25
auto 0.1 1.5797e+18 4.1828e+24
auto 0.3 1.0745e+18 1.0157e+24
auto 0.6 1.8028e+17 1.4761e+23
auto 1 9.7503e+16 4.4362e+22
auto 3 6.4679e+16 3.1070e+21
auto 6 1.1136e+17 2.1720e+20
auto 10 6.9197e+16 3.6383e+20
auto 33 1.2361e+23 6.3553e+18
auto 66 2.4019e+32 1.8823e+18
auto 100 1.0978e+59 4.0962e+17
auto 333 2.6533e+17 1.8354e+17
boston 1e-04 2.1486e+20 5.3343e+20
boston 3e-04 8.8777e+19 1.4716e+20
boston 6e-04 8.2386e+21 5.6067e+20
boston 0.001 1.6274e+19 1.6888e+20
boston 0.003 8.5786e+16 4.3750e+20
boston 0.006 6.3763e+15 6.6486e+19
boston 0.01 9.3044e+14 2.4137e+19
boston 0.03 1.4325e+13 6.9734e+17
boston 0.06 9.6351e+11 4.2693e+16
boston 0.1 1.2532e+11 6.5861e+15
boston 0.3 1.3302e+09 1.0730e+14
boston 0.6 7.2768e+07 7.1827e+12
boston 1 1.1042e+07 9.0042e+11
boston 3 2.9331e+05 7.5858e+09
boston 6 3.0649e+04 3.2054e+08
boston 10 5.2245e+03 3.1733e+07
boston 33 1.2451e+02 4.7060e+05
boston 66 3.7119e+01 6.2901e+04
boston 100 1.9437e+01 1.8370e+04
boston 333 4.7104e+00 2.9262e+02
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prostate 1e-04 2.7653e+16 4.9164e+18
prostate 3e-04 9.4381e+14 2.4858e+17
prostate 6e-04 1.1878e+14 2.3349e+16
prostate 0.001 2.5890e+13 4.9559e+15
prostate 0.003 9.8498e+11 1.8289e+14
prostate 0.006 1.2761e+11 2.2784e+13
prostate 0.01 2.8715e+10 4.9001e+12
prostate 0.03 1.1554e+09 1.7773e+11
prostate 0.06 1.4055e+08 2.1572e+10
prostate 0.1 2.7913e+07 4.4912e+09
prostate 0.3 7.7014e+05 1.6083e+08
prostate 0.6 7.7939e+04 1.9911e+07
prostate 1 1.5171e+04 3.9941e+06
prostate 3 7.3166e+02 1.0394e+05
prostate 6 1.3146e+02 1.2506e+04
prostate 10 4.2893e+01 2.9070e+03
prostate 33 6.8449e+00 1.1431e+02
prostate 66 2.9836e+00 2.9312e+01
prostate 100 1.9742e+00 1.6891e+01
prostate 333 1.0498e+00 3.7184e+00
airquality 1e-04 2.2427e+19 3.0151e+19
airquality 3e-04 2.7585e+19 1.2380e+20
airquality 6e-04 9.3115e+18 2.3752e+19
airquality 0.001 2.1524e+19 2.8685e+19
airquality 0.003 1.6644e+19 1.3055e+19
airquality 0.006 6.3221e+18 1.7100e+19
airquality 0.01 8.3697e+16 2.1779e+19
airquality 0.03 4.8551e+14 2.0828e+19
airquality 0.06 1.7706e+13 4.8944e+18
airquality 0.1 1.4941e+12 4.3850e+18
airquality 0.3 6.0975e+09 3.2052e+15
airquality 0.6 1.5382e+08 7.9160e+13
airquality 1 9.1458e+06 4.8011e+12
airquality 3 2.2470e+04 8.0905e+09
airquality 6 1.5338e+03 1.1125e+08
airquality 10 2.5796e+02 4.6906e+06
airquality 33 1.4876e+01 1.1017e+04
airquality 66 5.8228e+00 8.0601e+02
airquality 100 3.5822e+00 2.0394e+02
airquality 333 1.3280e+00 9.6575e+00
triazines 1e-04 4.6499e+26 2.1191e+28
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triazines 3e-04 2.4927e+25 1.4532e+27
triazines 6e-04 6.9523e+24 4.9812e+27
triazines 0.001 2.2309e+24 2.1120e+26
triazines 0.003 1.4112e+23 8.0210e+24
triazines 0.006 5.9855e+22 3.3856e+24
triazines 0.01 6.8767e+22 2.0996e+24
triazines 0.03 3.7784e+21 1.5900e+23
triazines 0.06 1.6085e+21 1.3326e+22
triazines 0.1 7.0330e+20 2.5478e+21
triazines 0.3 2.0387e+19 1.0379e+21
triazines 0.6 4.1988e+19 2.7159e+21
triazines 1 1.0626e+19 1.4423e+20
triazines 3 4.7125e+17 4.8571e+19
triazines 6 3.0462e+17 1.4502e+19
triazines 10 7.4195e+16 1.5550e+18
triazines 33 1.7438e+17 4.3496e+17
triazines 66 5.6484e+16 1.0026e+18
triazines 100 1.2038e+17 1.0037e+17
triazines 333 4.6714e+17 1.9222e+17
slump 1e-04 5.2770e+18 1.8211e+19
slump 3e-04 1.1707e+16 5.2424e+18
slump 6e-04 1.5124e+15 5.0668e+18
slump 0.001 3.3052e+14 1.2645e+18
slump 0.003 1.2542e+13 1.7833e+16
slump 0.006 1.5543e+12 2.2064e+15
slump 0.01 3.2646e+11 4.7591e+14
slump 0.03 1.0453e+10 1.7564e+13
slump 0.06 1.1035e+09 2.1827e+12
slump 0.1 2.0109e+08 4.6786e+11
slump 0.3 5.3202e+06 1.6698e+10
slump 0.6 5.7283e+05 1.9860e+09
slump 1 1.1113e+05 4.0542e+08
slump 3 4.9309e+03 1.2325e+07
slump 6 1.0727e+03 1.2790e+06
slump 10 4.3246e+02 2.3756e+05
slump 33 7.3853e+01 5.9074e+03
slump 66 2.8539e+01 1.0071e+03
slump 100 1.6037e+01 4.9118e+02
slump 333 4.0046e+00 7.0478e+01
yacht 1e-04 6.3365e+19 1.7980e+20
yacht 3e-04 1.7836e+20 5.3655e+19
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yacht 6e-04 1.9459e+20 1.2997e+20
yacht 0.001 1.4780e+20 2.2729e+20
yacht 0.003 6.5494e+19 6.1214e+19
yacht 0.006 5.2936e+19 7.5871e+19
yacht 0.01 9.3175e+20 6.2960e+19
yacht 0.03 1.3203e+20 7.9654e+19
yacht 0.06 4.6809e+19 2.9254e+20
yacht 0.1 1.0783e+20 6.2101e+19
yacht 0.3 2.1026e+19 4.5522e+20
yacht 0.6 7.3196e+18 2.5972e+19
yacht 1 5.5279e+18 1.3773e+19
yacht 3 1.5723e+18 1.0037e+19
yacht 6 5.7433e+16 5.5973e+18
yacht 10 1.2031e+13 2.2378e+18
yacht 33 1.4314e+06 7.5181e+17
yacht 66 2.7891e+03 9.0015e+13
yacht 100 1.9788e+02 2.2774e+11
yacht 333 2.6173e+00 1.1528e+05
energy 1e-04 4.5258e+20 2.8185e+20
energy 3e-04 8.0795e+20 3.0876e+21
energy 6e-04 9.3574e+20 9.1174e+20
energy 0.001 4.2330e+20 6.3008e+20
energy 0.003 2.7268e+20 1.1980e+21
energy 0.006 6.1867e+21 1.0681e+23
energy 0.01 3.3268e+21 1.6788e+21
energy 0.03 5.2164e+19 3.2778e+20
energy 0.06 3.3711e+19 3.9570e+20
energy 0.1 1.0180e+19 5.1901e+20
energy 0.3 1.4651e+15 3.8634e+20
energy 0.6 1.0516e+12 9.4290e+19
energy 1 8.7273e+09 4.3424e+20
energy 3 1.7502e+06 1.2857e+19
energy 6 4.2506e+04 2.2057e+18
energy 10 9.4261e+03 4.1563e+16
energy 33 2.7519e+02 4.9728e+11
energy 66 2.2896e+01 1.8642e+09
energy 100 7.3796e+00 8.8267e+07
energy 333 1.2801e+00 6.0195e+04
mpg 1e-04 1.4601e+20 4.1272e+20
mpg 3e-04 1.4441e+20 3.1669e+20
mpg 6e-04 2.2064e+20 1.3878e+20
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mpg 0.001 1.0619e+21 1.3618e+20
mpg 0.003 3.3817e+20 3.8441e+20
mpg 0.006 6.6963e+19 9.0355e+19
mpg 0.01 4.6717e+19 1.5820e+20
mpg 0.03 7.6303e+18 5.7836e+19
mpg 0.06 7.1524e+16 4.6437e+19
mpg 0.1 4.8377e+15 1.1476e+20
mpg 0.3 2.0480e+13 2.0699e+19
mpg 0.6 7.2154e+11 1.0117e+20
mpg 1 6.9390e+10 2.2909e+18
mpg 3 7.1477e+08 1.6910e+16
mpg 6 3.5599e+07 4.6934e+14
mpg 10 3.7726e+06 3.5519e+13
mpg 33 3.4188e+04 1.1654e+11
mpg 66 3.6403e+03 4.2180e+09
mpg 100 1.2242e+03 5.4839e+08
mpg 333 8.8334e+01 2.2445e+06
student 1e-04 1.6846e+11 1.4573e+15
student 3e-04 1.5465e+10 1.6218e+14
student 6e-04 3.1446e+09 4.0396e+13
student 0.001 9.3304e+08 1.4479e+13
student 0.003 6.4097e+07 1.5749e+12
student 0.006 1.1580e+07 3.8185e+11
student 0.01 3.1781e+06 1.3226e+11
student 0.03 1.8678e+05 1.2496e+10
student 0.06 2.8468e+04 2.6158e+09
student 0.1 6.6131e+03 7.9728e+08
student 0.3 2.1068e+02 5.7656e+07
student 0.6 2.1798e+01 1.0351e+07
student 1 9.3709e+00 2.7964e+06
student 3 3.2177e+00 1.4089e+05
student 6 1.7642e+00 1.7860e+04
student 10 1.2659e+00 3.7237e+03
student 33 1.0017e+00 9.0754e+01
student 66 1.0000e+00 1.1976e+01
student 100 1.0000e+00 7.1778e+00
student 333 1.0000e+00 2.2949e+00
bio 1e-04 5.7762e+20 1.5648e+20
bio 3e-04 9.7514e+19 1.1139e+20
bio 6e-04 9.9242e+19 1.1092e+20
bio 0.001 7.5336e+20 3.4293e+19
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bio 0.003 9.2898e+19 2.9290e+20
bio 0.006 1.8039e+20 5.9080e+19
bio 0.01 2.2802e+20 1.4396e+20
bio 0.03 1.1410e+20 2.4967e+21
bio 0.06 5.5578e+20 6.4626e+20
bio 0.1 6.3851e+20 6.5387e+20
bio 0.3 3.9066e+18 9.5773e+20
bio 0.6 2.3346e+17 6.1135e+19
bio 1 7.4092e+14 2.3088e+19
bio 3 7.5629e+08 6.5295e+17
bio 6 4.5589e+05 2.1768e+15
bio 10 5.6207e+03 1.3367e+13
bio 33 7.5847e+00 2.0765e+08
bio 66 1.6416e+00 8.6358e+05
bio 100 1.1606e+00 5.2023e+04
bio 333 1.0001e+00 2.8035e+02
breast 1e-04 1.1789e+12 5.9351e+14
breast 3e-04 1.2316e+11 6.5908e+13
breast 6e-04 2.8576e+10 1.6451e+13
breast 0.001 9.5270e+09 5.9125e+12
breast 0.003 8.5124e+08 6.5140e+11
breast 0.006 1.7515e+08 1.6091e+11
breast 0.01 5.2368e+07 5.7068e+10
breast 0.03 3.3746e+06 5.9496e+09
breast 0.06 5.3065e+05 1.3763e+09
breast 0.1 1.2652e+05 4.5430e+08
breast 0.3 4.8100e+03 3.7145e+07
breast 0.6 5.7212e+02 6.9390e+06
breast 1 1.2084e+02 1.9051e+06
breast 3 5.9491e+00 1.0041e+05
breast 6 1.7845e+00 1.3763e+04
breast 10 1.2004e+00 2.9216e+03
breast 33 1.0004e+00 6.1679e+01
breast 66 1.0000e+00 7.4781e+00
breast 100 1.0000e+00 2.8433e+00
breast 333 1.0000e+00 1.0666e+00
Table 16: Influence of scaling data rows to unit length on the condition number of the RBF
kernel matrix per dataset and per kernel width parameter
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dataset degree kappa kappa: K normalised kappa: unit length rows
auto 1 2.5685e+33 2.6071e+33 1.4180e+33
auto 2 3.0833e+23 1.7441e+23 7.0140e+24
auto 3 2.7781e+23 4.0292e+22 3.1629e+23
auto 4 2.3036e+22 2.9800e+22 2.9523e+22
auto 5 1.8185e+23 5.9536e+21 1.5285e+22
auto 6 4.8912e+22 1.4448e+21 7.8778e+21
auto 7 9.4492e+23 9.1790e+21 4.0001e+22
auto 8 3.4645e+23 5.0988e+20 6.6594e+21
auto 9 1.9282e+23 1.3382e+21 1.6669e+22
auto 10 2.7920e+23 5.2060e+20 1.8389e+21
auto 12 2.0974e+24 1.4292e+21 1.4540e+21
auto 14 2.3340e+24 2.8125e+21 2.8536e+21
auto 16 1.5889e+26 2.7536e+20 9.3809e+20
auto 18 8.1907e+25 3.4391e+20 5.6031e+20
auto 20 4.8119e+25 4.3572e+20 3.8209e+20
auto 25 8.0156e+26 5.0651e+19 1.7321e+20
auto 30 1.2998e+28 5.1043e+19 7.2789e+20
auto 35 2.7371e+30 2.0054e+19 1.1487e+20
auto 40 1.9741e+31 1.5683e+19 1.4548e+20
auto 45 9.9514e+34 5.2979e+18 1.7238e+20
auto 50 1.5738e+37 2.1278e+19 8.3268e+19
auto 60 2.7350e+45 1.7805e+19 1.5969e+19
auto 70 1.3633e+49 2.0266e+19 1.9097e+19
auto 80 2.6734e+55 8.4353e+18 3.2862e+19
auto 90 5.0165e+60 1.3501e+18 2.1175e+19
auto 100 2.4171e+68 4.7354e+18 2.9540e+18
boston 1 2.2087e+21 5.3936e+19 1.3993e+20
boston 2 7.1195e+19 3.0995e+19 2.4795e+22
boston 3 3.8258e+19 1.5746e+19 5.6011e+15
boston 4 8.9273e+12 8.2876e+11 8.7169e+12
boston 5 2.1467e+13 1.4006e+11 1.8859e+12
boston 6 8.6592e+13 4.1318e+10 6.2405e+11
boston 7 4.5269e+14 1.5794e+10 2.5826e+11
boston 8 2.7873e+15 7.0987e+09 1.2328e+11
boston 9 1.9224e+16 3.5772e+09 6.5061e+10
boston 10 1.4421e+17 1.9662e+09 3.7015e+10
boston 12 2.6016e+19 7.2111e+08 1.4131e+10
boston 14 7.8958e+20 3.1885e+08 6.3274e+09
boston 16 8.3469e+22 1.6072e+08 3.1797e+09
boston 18 5.6389e+24 8.9151e+07 1.7446e+09
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boston 20 1.9452e+27 5.3189e+07 1.0257e+09
boston 25 1.7759e+32 1.8395e+07 3.3955e+08
boston 30 9.6238e+37 9.1721e+06 1.4032e+08
boston 35 5.5778e+42 5.2348e+06 6.7384e+07
boston 40 1.6105e+48 3.2599e+06 3.6071e+07
boston 45 3.8614e+53 2.1633e+06 2.0983e+07
boston 50 7.4873e+58 1.5064e+06 1.3727e+07
boston 60 1.1061e+69 8.1191e+05 7.0238e+06
boston 70 1.3819e+80 4.8409e+05 4.0485e+06
boston 80 4.8828e+89 3.2084e+05 2.5362e+06
boston 90 2.2901e+102 2.2734e+05 1.6890e+06
boston 100 4.9111e+112 1.6749e+05 1.1785e+06
prostate 1 8.0300e+18 1.2645e+19 2.2696e+19
prostate 2 3.5600e+18 2.6719e+18 2.0365e+19
prostate 3 1.2843e+08 7.2844e+06 4.2625e+07
prostate 4 1.0023e+08 1.4583e+06 9.0177e+06
prostate 5 1.4621e+08 5.4359e+05 3.3951e+06
prostate 6 2.7880e+08 2.6307e+05 1.6142e+06
prostate 7 6.2829e+08 1.4759e+05 8.8298e+05
prostate 8 1.6145e+09 9.1153e+04 5.3121e+05
prostate 9 4.6490e+09 6.0281e+04 3.4268e+05
prostate 10 1.4711e+10 4.1987e+04 2.3335e+05
prostate 12 1.7938e+11 2.2879e+04 1.2231e+05
prostate 14 2.5801e+12 1.3965e+04 7.2296e+04
prostate 16 4.1091e+13 9.2346e+03 4.6545e+04
prostate 18 7.0059e+14 6.4664e+03 3.1914e+04
prostate 20 1.5340e+16 4.7215e+03 2.2958e+04
prostate 25 5.9133e+18 2.4348e+03 1.1687e+04
prostate 30 3.1755e+22 1.4134e+03 6.8458e+03
prostate 35 1.0546e+26 8.8955e+02 4.3784e+03
prostate 40 4.8706e+29 5.9487e+02 2.9725e+03
prostate 45 2.3022e+33 4.3632e+02 2.1084e+03
prostate 50 1.0943e+37 3.3413e+02 1.5475e+03
prostate 60 1.2050e+44 2.1399e+02 9.0212e+02
prostate 70 2.8480e+49 1.4899e+02 5.6990e+02
prostate 80 7.1651e+57 1.0988e+02 3.8282e+02
prostate 90 5.5836e+66 8.4513e+01 2.8119e+02
prostate 100 3.2973e+70 6.7109e+01 2.1815e+02
airquality 1 9.0956e+19 3.0169e+19 2.2257e+19
airquality 2 1.9233e+19 1.0644e+19 1.8008e+19
airquality 3 6.8507e+18 1.7926e+19 5.2168e+18
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airquality 4 6.0739e+18 1.3783e+18 4.3264e+18
airquality 5 1.7107e+11 1.7498e+11 2.7710e+14
airquality 6 3.1673e+10 2.8785e+10 1.6131e+13
airquality 7 1.0029e+10 7.6147e+09 3.4864e+12
airquality 8 4.4610e+09 2.6054e+09 1.0535e+12
airquality 9 2.5822e+09 1.0559e+09 3.8914e+11
airquality 10 1.8121e+09 4.8340e+08 1.6494e+11
airquality 12 1.3288e+09 1.3125e+08 3.9273e+10
airquality 14 1.5240e+09 4.5394e+07 1.2087e+10
airquality 16 3.7209e+09 1.8603e+07 4.4377e+09
airquality 18 1.4430e+10 8.6478e+06 1.8560e+09
airquality 20 6.4992e+10 4.4310e+06 8.5850e+08
airquality 25 4.2221e+12 1.1310e+06 1.7225e+08
airquality 30 4.2960e+14 3.8873e+05 4.7702e+07
airquality 35 1.0478e+17 1.6218e+05 1.6489e+07
airquality 40 4.4081e+17 7.7481e+04 6.7126e+06
airquality 45 2.0118e+19 4.0959e+04 3.1023e+06
airquality 50 2.0882e+21 2.3440e+04 1.5882e+06
airquality 60 1.8059e+24 9.2131e+03 5.3052e+05
airquality 70 1.6665e+27 4.3757e+03 2.2616e+05
airquality 80 2.3361e+30 2.4600e+03 1.1341e+05
airquality 90 5.5172e+34 1.5589e+03 6.3474e+04
airquality 100 6.8680e+36 1.0572e+03 3.8519e+04
triazines 1 1.7833e+33 1.0700e+33 1.3077e+33
triazines 2 1.0540e+20 1.5657e+20 8.2473e+20
triazines 3 1.0553e+20 4.6532e+19 1.1898e+20
triazines 4 4.0742e+19 3.3120e+19 2.1833e+20
triazines 5 1.0550e+20 1.1406e+19 1.3773e+20
triazines 6 2.7148e+19 8.4799e+18 2.3576e+19
triazines 7 2.0587e+19 9.0325e+19 3.6090e+19
triazines 8 1.7472e+20 7.2089e+18 1.4974e+19
triazines 9 2.7585e+19 8.8691e+19 1.2295e+19
triazines 10 1.7779e+19 1.2597e+19 1.6928e+19
triazines 12 3.2132e+20 3.2677e+18 3.4074e+18
triazines 14 6.0171e+19 1.1022e+18 2.4745e+19
triazines 16 3.9881e+19 1.8137e+18 5.0535e+18
triazines 18 3.9231e+19 4.3809e+18 2.5725e+19
triazines 20 3.1259e+19 5.4989e+17 2.3732e+19
triazines 25 1.2593e+21 1.0634e+18 9.3363e+17
triazines 30 1.7328e+22 1.0368e+18 9.0409e+18
triazines 35 7.0685e+25 2.6886e+18 1.3730e+18
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triazines 40 2.9499e+29 7.8465e+17 1.8850e+18
triazines 45 1.2433e+33 6.3328e+17 1.3678e+18
triazines 50 4.4438e+34 4.4593e+17 4.6740e+17
triazines 60 2.4385e+39 2.0089e+17 2.4264e+18
triazines 70 1.5130e+45 1.4143e+17 6.7138e+17
triazines 80 1.6658e+51 4.7308e+17 1.2518e+18
triazines 90 3.1862e+52 5.7386e+17 7.3642e+17
triazines 100 1.2387e+55 1.9844e+17 1.6004e+17
slump 1 3.3905e+19 1.1471e+19 1.8513e+19
slump 2 7.7786e+18 3.1864e+18 1.2067e+19
slump 3 5.3882e+08 6.4296e+08 4.7551e+09
slump 4 8.7654e+07 1.3588e+08 1.1062e+09
slump 5 3.0388e+07 5.1436e+07 4.1977e+08
slump 6 1.4932e+07 2.4668e+07 2.0110e+08
slump 7 9.1114e+06 1.3600e+07 1.1081e+08
slump 8 6.4027e+06 8.2352e+06 6.7088e+07
slump 9 4.9676e+06 5.3362e+06 4.3471e+07
slump 10 4.1491e+06 3.6400e+06 2.9654e+07
slump 12 3.4034e+06 1.8967e+06 1.5453e+07
slump 14 3.2773e+06 1.1020e+06 8.9751e+06
slump 16 3.5816e+06 6.9200e+05 5.6307e+06
slump 18 4.3782e+06 4.6067e+05 3.7424e+06
slump 20 5.9199e+06 3.2101e+05 2.6017e+06
slump 25 3.0278e+07 1.5081e+05 1.2105e+06
slump 30 3.8440e+08 8.2318e+04 6.5073e+05
slump 35 5.6151e+09 4.9866e+04 3.8630e+05
slump 40 8.9186e+10 3.2608e+04 2.4661e+05
slump 45 1.4964e+12 2.2599e+04 1.6646e+05
slump 50 2.6079e+13 1.6389e+04 1.1746e+05
slump 60 8.5357e+15 9.5410e+03 6.4778e+04
slump 70 2.9772e+18 6.1302e+03 3.9572e+04
slump 80 1.0809e+21 4.2282e+03 2.6059e+04
slump 90 4.0296e+23 3.0777e+03 1.8166e+04
slump 100 1.0157e+26 2.3372e+03 1.3238e+04
yacht 1 9.7988e+19 5.6686e+19 5.9097e+19
yacht 2 3.7506e+20 7.8535e+19 6.5477e+20
yacht 3 9.1922e+19 6.5152e+19 2.5153e+19
yacht 4 8.4871e+19 3.0942e+19 6.1018e+19
yacht 5 4.4762e+19 4.4497e+19 6.9063e+18
yacht 6 2.0746e+19 3.2255e+19 1.2422e+19
yacht 7 4.4715e+19 1.3826e+19 1.6888e+19
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yacht 8 1.0934e+20 2.3631e+19 4.0483e+18
yacht 9 2.0545e+20 1.5034e+19 1.7747e+19
yacht 10 1.5565e+21 1.1658e+19 9.3822e+18
yacht 12 2.5136e+20 1.8830e+19 2.3243e+18
yacht 14 1.8762e+20 1.3929e+19 4.5476e+18
yacht 16 1.4474e+21 9.9396e+18 1.5845e+19
yacht 18 2.1468e+22 6.7623e+18 2.5527e+19
yacht 20 4.0317e+21 1.3089e+19 3.2790e+19
yacht 25 6.1032e+22 4.0126e+19 4.1884e+18
yacht 30 4.5522e+23 4.6896e+18 1.4716e+18
yacht 35 1.3121e+25 1.3975e+19 1.4876e+18
yacht 40 2.2361e+25 2.4679e+19 1.0559e+18
yacht 45 6.4893e+27 9.7517e+17 1.0753e+19
yacht 50 2.8476e+28 8.8726e+17 5.3385e+17
yacht 60 2.1034e+30 7.0120e+17 1.2809e+18
yacht 70 1.3180e+32 1.9127e+18 7.8533e+18
yacht 80 1.9931e+34 1.4518e+17 3.5169e+17
yacht 90 2.5235e+36 2.9332e+17 1.5088e+17
yacht 100 5.2769e+38 2.1996e+16 2.3710e+17
energy 1 1.7844e+21 6.0907e+20 2.7470e+21
energy 2 8.8548e+20 1.2555e+20 2.8284e+21
energy 3 1.0236e+22 1.9550e+20 1.2130e+20
energy 4 1.1386e+21 1.9882e+21 8.3454e+19
energy 5 9.7405e+20 2.7625e+20 5.8719e+19
energy 6 2.4844e+21 4.9115e+20 3.4572e+19
energy 7 8.0112e+20 3.8040e+19 1.3050e+21
energy 8 1.0563e+21 5.0056e+19 8.7311e+19
energy 9 1.9282e+22 3.0859e+19 5.6418e+19
energy 10 4.9161e+21 8.4735e+18 7.9151e+19
energy 12 1.4895e+22 1.2910e+19 6.9825e+19
energy 14 1.7856e+22 2.3908e+19 2.1520e+19
energy 16 3.7505e+23 1.5687e+18 7.8414e+18
energy 18 2.4433e+23 1.0346e+19 2.8140e+18
energy 20 1.2205e+24 6.3913e+17 1.5640e+19
energy 25 5.3232e+26 4.0204e+16 1.2354e+18
energy 30 3.0207e+29 3.8123e+15 5.0855e+17
energy 35 2.5559e+31 5.9357e+14 1.2854e+17
energy 40 9.9542e+34 1.3003e+14 7.8125e+17
energy 45 4.1158e+39 3.6330e+13 4.8861e+16
energy 50 3.8509e+44 1.2160e+13 1.1556e+16
energy 60 2.7043e+51 2.0073e+12 1.4269e+15
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energy 70 6.5289e+56 4.7478e+11 2.7294e+14
energy 80 2.3231e+63 1.4358e+11 6.9162e+13
energy 90 9.8437e+72 5.1835e+10 2.1459e+13
energy 100 9.8175e+80 2.1378e+10 7.7646e+12
mpg 1 9.0247e+19 2.3933e+20 2.0899e+20
mpg 2 9.0445e+20 1.0148e+22 2.2570e+20
mpg 3 5.0146e+20 5.6586e+19 1.9383e+20
mpg 4 1.6591e+20 1.8057e+20 2.2586e+20
mpg 5 2.6489e+18 2.2924e+18 5.3237e+18
mpg 6 9.7014e+16 2.5364e+17 1.2144e+19
mpg 7 5.4870e+16 8.5505e+16 1.5432e+18
mpg 8 6.1510e+16 2.0042e+16 2.3016e+18
mpg 9 8.5104e+16 8.0402e+15 4.1007e+17
mpg 10 1.3381e+17 3.7808e+15 1.3309e+17
mpg 12 4.2802e+17 1.1340e+15 4.0023e+16
mpg 14 1.7304e+18 4.3984e+14 1.6845e+16
mpg 16 8.3151e+18 2.0131e+14 7.5693e+15
mpg 18 7.3795e+19 1.0347e+14 3.8240e+15
mpg 20 3.8935e+20 5.8006e+13 2.0666e+15
mpg 25 3.3495e+22 1.7719e+13 5.7742e+14
mpg 30 7.2936e+24 6.9233e+12 2.1023e+14
mpg 35 4.5397e+27 3.1733e+12 9.1631e+13
mpg 40 2.2744e+29 1.6279e+12 4.5410e+13
mpg 45 2.4369e+31 9.0832e+11 2.4732e+13
mpg 50 2.9972e+34 5.4097e+11 1.4473e+13
mpg 60 7.6456e+38 2.2217e+11 5.8041e+12
mpg 70 8.5256e+43 1.0524e+11 2.7079e+12
mpg 80 4.8167e+49 5.5214e+10 1.4070e+12
mpg 90 1.7027e+54 3.1278e+10 7.9259e+11
mpg 100 4.9956e+59 1.8804e+10 4.7544e+11
student 1 2.2610e+20 1.8803e+20 5.2168e+19
student 2 2.7638e+07 2.8599e+07 1.1203e+08
student 3 2.2446e+06 2.2751e+06 1.3595e+07
student 4 1.0221e+06 7.7105e+05 4.9204e+06
student 5 6.7367e+05 3.5609e+05 2.3774e+06
student 6 5.4690e+05 1.9341e+05 1.3393e+06
student 7 5.1201e+05 1.1633e+05 8.3154e+05
student 8 5.4262e+05 7.5096e+04 5.5237e+05
student 9 8.2677e+05 5.1070e+04 3.8567e+05
student 10 1.3797e+06 3.6156e+04 2.7980e+05
student 12 4.6611e+06 1.9834e+04 1.6045e+05
77
Analysis of kernel matrices and their relation to RVM performance
student 14 1.9312e+07 1.1888e+04 1.0002e+05
student 16 9.3943e+07 7.6053e+03 6.6226e+04
student 18 5.1857e+08 5.1424e+03 4.5897e+04
student 20 3.1545e+09 3.7213e+03 3.2971e+04
student 25 3.7588e+11 1.9148e+03 1.6204e+04
student 30 5.4997e+13 1.1053e+03 8.9728e+03
student 35 8.9635e+15 6.8887e+02 5.4450e+03
student 40 1.0997e+18 4.5389e+02 3.6568e+03
student 45 1.9572e+20 3.1211e+02 2.5878e+03
student 50 3.5001e+22 2.2211e+02 1.8951e+03
student 60 1.1254e+27 1.2210e+02 1.0971e+03
student 70 3.6269e+31 7.3295e+01 6.8459e+02
student 80 1.1694e+36 4.7325e+01 4.5121e+02
student 90 3.7687e+40 3.2566e+01 3.1022e+02
student 100 1.2199e+45 2.3737e+01 2.2066e+02
bio 1 1.5542e+20 1.2268e+20 4.9380e+20
bio 2 9.0448e+19 7.4982e+19 1.5364e+20
bio 3 7.2372e+20 3.0484e+19 3.2407e+19
bio 4 1.6221e+20 6.0316e+19 5.5266e+20
bio 5 8.1040e+19 6.9399e+19 6.2561e+19
bio 6 9.0127e+19 1.0775e+19 1.1019e+19
bio 7 7.5082e+19 8.4829e+19 4.2648e+19
bio 8 2.0359e+21 5.9708e+18 1.5167e+19
bio 9 2.3222e+20 1.4091e+18 6.8172e+18
bio 10 2.2553e+19 2.2451e+18 3.2520e+18
bio 12 2.3348e+19 1.1253e+18 1.9544e+18
bio 14 9.0845e+18 9.5176e+16 3.4034e+18
bio 16 1.7006e+18 1.4237e+16 7.5787e+17
bio 18 5.8551e+17 1.1659e+15 2.6644e+17
bio 20 4.9254e+17 1.4033e+14 1.4734e+17
bio 25 2.1522e+19 2.5977e+12 1.8321e+16
bio 30 1.0327e+22 1.4480e+11 1.4027e+15
bio 35 9.8742e+22 1.5450e+10 2.1351e+14
bio 40 2.2949e+24 2.5349e+09 4.5108e+13
bio 45 7.6749e+26 5.6463e+08 1.1897e+13
bio 50 4.9910e+29 1.5789e+08 3.7085e+12
bio 60 6.8640e+31 2.0124e+07 5.2269e+11
bio 70 6.0226e+34 4.0327e+06 1.0556e+11
bio 80 2.5180e+39 1.0991e+06 2.7563e+10
bio 90 6.7433e+43 3.7333e+05 8.7190e+09
bio 100 9.1359e+45 1.4941e+05 3.1980e+09
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breast 1 2.4491e+19 1.3632e+19 1.1461e+20
breast 2 3.1410e+07 1.4750e+07 4.5298e+07
breast 3 1.0481e+07 1.6507e+06 8.7880e+06
breast 4 1.0635e+07 5.7812e+05 3.3371e+06
breast 5 1.8993e+07 2.7177e+05 1.6431e+06
breast 6 5.6889e+07 1.4980e+05 9.3429e+05
breast 7 2.3480e+08 9.1333e+04 5.8344e+05
breast 8 1.1602e+09 5.9733e+04 3.8966e+05
breast 9 6.3593e+09 4.1149e+04 2.7375e+05
breast 10 3.7174e+10 2.9509e+04 1.9997e+05
breast 12 1.4298e+12 1.6607e+04 1.1630e+05
breast 14 6.0676e+13 1.0206e+04 7.3512e+04
breast 16 2.7430e+15 6.6843e+03 4.9336e+04
breast 18 1.2789e+17 4.5944e+03 3.4650e+04
breast 20 5.2292e+19 3.2804e+03 2.5221e+04
breast 25 1.3716e+23 1.5987e+03 1.2798e+04
breast 30 9.9556e+26 8.8385e+02 7.3022e+03
breast 35 1.4934e+31 5.3362e+02 4.5195e+03
breast 40 2.5792e+35 3.4394e+02 2.9700e+03
breast 45 1.1701e+39 2.3321e+02 2.0440e+03
breast 50 9.3112e+40 1.6468e+02 1.4595e+03
breast 60 8.9917e+48 9.0259e+01 8.1036e+02
breast 70 1.0246e+57 5.4459e+01 4.9039e+02
breast 80 1.2795e+65 3.5329e+01 3.1648e+02
breast 90 2.9516e+72 2.4268e+01 2.1474e+02
breast 100 1.1838e+78 1.7468e+01 1.5170e+02
Table 17: Influence of kernel matrix normalisation and scaling data rows to unit length on
the condition number of the normalised polynomial kernel matrix per dataset and per degree
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