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Asymptotic Representation of the Spectral Function 
of Self-Adjoint Elliptic Operators of the Second Order 
with Variable Coefficients* 
Let 
(X! 
(i, j = 1,. .,w) 
be a self-adjoint elliptic operator with analytic coefficients and 
llff - I., 11 = 0 ! Bi 
the totally hyperbolic equation associated with (A). 
In this paper, the connection between the elementary solutions of (A) and (B) 1s 
llescribed and the solution of the Cauchy problem for (Rj is written with classical 
symbols only. Then the asymptotic behavior of the spectral function 19(x, $8; II 1,1 
L, L’ $~ 2.1~ = 0, .k E I). 
. 
i’ z 0 on I). 
I, a parameter, D a bounded simply connected domain of IP wth boundary 1;. 
is considered. It is shown that the asymptotic behavior of 0(x, x; A) depends onI> 
on the values of the coefficients of L, at the point x and is Independent of thr 
boundary conditions. 
The method applies to other problems in the theory of vibrations when t111 
+)lntion of the corresponding Cauchv problem is written in a suitable form. 
I. INTRODUCTIOK 
1. ‘The asymptotic distribution of the eigenvalues and the eigen- 
functions for a vibrating continuum has been the object of numerous 
papers. 
* The research reported in this document has been sponsored in part by the 
Air Force Office of Scientific Research of the .4ir Research and I)evelopment 
Command, United States .\ir Force, through its European Office under Contracl 
.\F 61 (052)-86. 
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The classical case of the vibrating string is well known and its stud! 
goes back to Sturm and Liou\ille. The importance to physics of the 
extension to two or more dimensional continua was emphasized b\. 
H. A. Lorentz and A. Sommerfeld. This more difficult problem was 
investigated by H. \Veyl [20, a, b] who, treating the question from the 
point of view of linear integral equations, found the asymptotic distribu- 
tion of the eigenfrequencies. Then, R. Courant [5, a, b, cj pointed out 
the connection of this problem with the direct methods of the Calculus 
of variations and characterized the eigenvalues by the so-called “minimum- 
masimum” principle. 
However, the question of the asymptotic behavior of the eigenfunc- 
tions was still open. T. Carleman [3, a, b] was the first to attack this 
even more difficult problem by a new method which will be described 
briefly. 
Let D be a bounded simply connected domain of R2 with boundary Lj 
and d E a2/ax2 + a2/ay2, the laplacian. The eigenfunctions of a 
vibrating membrane covering D and fixed along D satisfy the conditions’ 
du + ;lu = 0, XED, (1) 
21 = 0 on D. (2) 
If Lj is smooth enough, it is known that the problem (l), (2) has non- 
vanishing solutions only if il equals one of a sequence of real positive 
numbers 
the eigenfrequencies (or eigenvalues) of the membrane; the solution 
Z+(N) of (l), (2) which corresponds to il = & is an eigenfunction of the 
problem. 
Let us suppose that the sequence 
Ml(X), . . .) Zlk(X), . . . 
is orthonormal and define the spectral function by 
denote by G(x, ?J; A) the Green function of the problem (l), (2). 
1 To abbreviate, we write x instead of (x. 1,) and denote by ,v a point of R”. 
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13~ uAng the asymptotic behavior of G(.r, J’; A) 
values of - 31 and a Tauherian theorem, Carleman 
relation 
the asymptotic expression 
1d3(x, N; A) = A + o(A), (1 - xj. (.-I 1 
The same method was applied by Carleman ,~J, a: to three dimensional 
membranes and by A. Pleijel 116, a] to more general problems. 
It may be remarked that G(s, 1’; - 2) is the Green function of the 
“meson” equation dzt - At -= 0, (21 = 0 on 1’)) with the positi\-c 
parameter 2. 
Instead of G(N, y ; A), 5. Minakshisundaram i13, a, (and then :I. Pleijel 
115, al, I;. H. Brownell [I, a, b] and others) employ-ed the Green function 
N(x, x; fj of the heat equation 
with the positive time parameter t. 
By using the asymptotic behavior of H(x, y; f) for small positi\-ts 
values of t, the Tauberian theorem of Ikehara and the relation 
one finds again (5). 
The methods just described are closely related ; indeed, G(x, y : it 
is the Laplace transform of H(x, 1~; f). 
It must also be observed that the integrals of (,4) and (7) are respec- 
timely the Stieltjes and Laplace transforms of 0(x, y ; 1). By analog!., 
B. M. Levitan (12, aj suggested more recently the use of the Fourier 
transform of 0(x, y; A) instead of its Stieltjes or Laplace transform. In 
this way the problem was linked with the mixed boundary problem 
lftt - 426 == u on II. 
u(x; 0) = f(x), Mt(S; 0) - I). I (S) 
L( ::I I) 011 D, I 
nherv t is a time parameter and i(x) a regular function of v. 
426 BUREAU 
The solution of (8) may be written in two forms: first, by using a 
series of eigenfunctions of (l), (2) ; second, by employing definite integrals. 
In fact, when t is small enough, problem (8) reduces to a Cauchy problem. 
By comparing these two kinds of solutions, one may expect some informa- 
tion on the spectral function [see F. Bureau, 2, b, c, d]. 
However, because of the asymptotic behavior of 0(x, y; A) at A = oc/, 
the ordinary Fourier transform of 19(x, y; t) does not exist. Instead of it, 
Levitan used the Bochner-Stieltjes transform and then obtained the 
asymptotic behavior of r3(x, ~1; A) through a rather complicated Tauberian 
theorem . 
2. The object of the present paper is to determine the asymptotic 
behavior of the spectral function 0(x, y; A) when the laplacian is sub- 
stituted with a self-adjoint elliptic operator 
with variable coefficients. 
Let 
‘Iltt -- L, 24 = 0 (10) 
be the totally hyperbolic equation associated with (9). 
In the first sections we describe the connection between the elementary 
solutions of (9) and (IO). Then, a solution of the Cauchy problem for (10) 
is given. It is known that this solution may be written in terms of finite 
parts and logarithmic parts of some divergent integrals. For our purpose, 
it is necessary to write this solution with classical symbols only. 
The remaining sections are devoted to the study of the asymptotic 
behavior of the spectral function. Our method avoids the Bochner- 
Stieltjes transform and the Tauberian theorem used by Levitan. Instead, 
we employ the following Tauberian theorem: If # > 0, 0 < q < p + $ 
and if 0(t) is a positive function defined in 0 < t < M with the following 
properties : 
i. e(t) is zero in a neighborhood of t = 0; 
ii. e(t) is non-decreasing; 
iii. e(t) < MP for all t > 0, M independent of t; 
then 
co 
lim ~4 l/,(&t) &3(t) = -4~ tq-l lb(t) dt 
E--f0 I’ 
.” 
1 
0 0 
[E > 0, l/,(t) == t-qJq(t), Jq(t) is the Bessel function of the first kind of 
order qj implies e(t) - rlt”, t -+ co. 
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Our result may be summarized as follows: the asymptotic: behavior 
of 0(.x, A-; A) depends only on the values of the coefficients of L., at thts 
point .r and is independent of the boundaq- conditions. This is a con- 
sequence of the fact that the elementary solution of (10) depends onl\ 
on the coefficients of L,. 
It is clear that the same method applies to other problems in the 
theory of vibrations when the solution of the corresponding Cauchg 
problem is written in a suitable form. As a particular case, it may be 
pointed out that the asymptotic behavior of the spectral function of the 
problem 
2 = h(x)u + f(x), .\ on zj 
[LI is the laplacian in two independent variables, a/an the normal deriv- 
ative, /z(x) 3 0, Ji, h(x) rls :, 0 and h(x), f(~x) are regular functions I 
is given hs 
Other applications will be given later on 
1. Let .L‘ = (xl,. . , 9) be a point in a P-dimensional, real Riemannian 
space I@’ with a symmetric, positive definite metric ajj defined by 
ds” == Uij(X) dXi axi, llij = Ujl. 
(1) 
To abbreviate, suppose that Uij(x), (i, j = 1,. . . , $) is an analytic function 
of x in a bounded, open and connected domain D of RP. 
Consider the elliptic operator of the second order 
where .‘j is the symmetric tensor contravariant to Uij (@ aik = bli ; hj 
the Kronecker delta) and where b”(x), c(x) are analytic functions in D. 
For convenience, we develop the calculations in an invariant 
way, using the Tensor Calculus [2 a, e; 10 a]. It is assumed that ds” 
and L, remain invariant under any arbitrary coordinate transformation 
.Y --, Y(X), a(rl...VP)/a(xl...xP) f- 0. 
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y = y(x; a) = r”(r; a) = r:., i3) 
the square of the geodesic distance from x to a according to the metric (1). 
Suppose now that yl, . . . ,y$ are the normal (or Riemannian) coordinates 
defined in a convenient neighborhood of the point a interior to D. If the 
derivative along a geodesic trough a is represented by the symbol d/a%, 
these normal coordinates are defined b> 
d#’ 
Y’ = ra,v x v=. 7 
( ) 
(i = 1,. . .,$) 
Accordingly, the fundamental tensor aji, the length of the infinitesimal 
vectors ds, and the operator L, become respectivel! 
ds” = gif(y) dy’ dyi, (4) 
We also note the well known formulas 
Consider a function w(y; y) depending on y = (yl,. . . , yp) and y; 
because y is a function of y, one finds 
where 
4M = gii(y) KY&j + B’(y) $ = np A- O(y), 
I , 
4N(w) = g”(Y) sj + B’(y) 2 + c(y)zc. 
. , 
(6) 
It must be borne in mind that to compute the partial derivatives 
in (5) and (6), one must consider y as an independent variable. 
I;or future reference, we note the value of (5) in two particular cases. 
To do this, let H’(y) denote a function of v ~- ix’,. . , L,~) and s;rt 
If h is a constant, one obtains 
i. for zz’(y, y) = yk If’(y), 
ii. for ~L’(JI, y) = yh 1.g y . TV(?,), 
2. The elementary solution of the elliptic operator L, mav be obtained 
as follows. Set 
where 2, is a constant to be determined later on. If 7’ is to be a solution 
of L, ~1 =m 0, we have, using (9), 
% 
J (A + 47 i+k - 1 
k =I) 
where A1 = +(fi - 2) + 2, Z’L~ E 0; therefore, the vk are determined tji 
/(I,“) + I, 7’” = 0. i.12) 
N(Z!k - 1) 
/(t’,,) + (2, + h) ?I,, $ -;iFjT =’ (), (12 = 1,2,. .). (13) 
Following the general theory, we set I, = o or i, = -~ g(fi - 2) and 
\ve consider two cases according as $ is odd or even. 
430 BUREAU 
A. When # is odd, ;Z + h, (h = 1, 2,. . .) is not zero and the elk are 
uniquely determined by (12) and (13), i.e., by 
Z(vJ = 0, (14 
Z(vh) + hz+, + ___- = N(Vh-1) o 
lfh ’ 
(h = 1,2,. . .). 
To abbreviate, set 
H-l(h) = (A + 1) . . . (A + h), w 
z’h = H(h)Wh, (h = 1,2,. . .), 
where 2 = - t(p - 2). The %?h are given by 
q = vo, (17) 
z(W) + h@‘h + N@h -I) = 0, (h = 1,2,. . .). 
It is known that the series Zvl, yh is a power series of (yr,. . . , yp), 
absolutely and uniformly convergent in a fixed neighborhood of y = 0 
(or of x = CZ) ; thus, this series represents an analytic function of x in 
a neighborhood of .2: = a. 
B. When p is even, 1 + h is zero for h = - 2 = (p - 2)/2 so that to 
determine vma from (15), N(z)- r- 1) must be zero. However, the condition 
N(v- 1 _ i) = 0 is not necessarily satisfied and, consequently, the elementary 
solution of L, v = 0 may not be represented by the series (11). According 
to results obtained by E. Picard when p = 2 and by J. Hadamard when 
p > 2, we complete expression (11) by the addition of a logarithmic term, 
i.e., by setting 
v = U(y)y” + V(Y) lg y, (18) 
where 
OD Co 
u(Y) = 2 uh(Y)yh~ v(y) = 2 vh(y)y” +h* (19) 
h=O h=-A 
Substituting in L, v = 0, taking into account relations (9), (10) and 
writing 1 = - (p - 2)/2, ILr = 0, one obtains 
m 
L, 71 = 4 ,r (A + h)y”+h - l Z(u,J 
N(sh-1) + huh + ___ 
h=O 
I+h I 
+ 4 2 ++'-I [+h) + (A + 2h)Zfh] 
h=-A 
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m 
[ 
N(%-1) 
+4Igy C(n+h)ya+h-l Z(Z’b)Shrrhf~ =k 
h=-/I+1 
I 
The logarithmic terms disappear only if V(y) is a solution of L, u = 0; 
therefore, the uk and Q must satisfy the relations 
co 
+ jy(IZ+h)yA+k--l z(u,)+hu,+N*-g 
h=-A+1 
s J 
+ jy’-+k-’ [+,,) + (A + %)vk] = 0, 
k=-,I+1 
jj (a+h)yi+‘+v,) +hvb+s] =o. 
h=--i+l 
It then follows that the uk and vh are determined by 
@lJ) = 0, 
N(ZCk-l) =. 
l@k) + h% + il+h > (h = 1,2,. . . , - I - l), 
+h) + hvh + N(uk - 1) = 0, (h = - A), 
wr-1) o 
@/t) + h% + ~+h = , (h=--Ifl,-A+2,...), 
(20) 
(21) 
(22) 
N(%-1) -- @k) + h% + ;I + h + kh [l(vk) + (2 + 2h)“k] = 0. (23) 
(h=-A+l,-A++,...). 
Equation (23) may also be given another form by taking (22) into 
account; indeed, one has 
N(% - 1) 
+k) + hak + ~fh + vk - (24) 
(h=-A++,-A++,...). 
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In order to simplify the preceding relations, a change of unknown func- 
tions is made by setting 
u. = W@ 
uh = H(&% (h = 1,2,. . ., - L - l), 
?!- 1 = H(- il - l)W- 2, 
Vk=N(-;L-1)12 ’ 
. . . ..yA+h). 
(lz=-A+l,--1+2, 
Then, according to (20), (21), (22), the wh are determined by 
@h) + hwh + N(% - 1) = 0, (h = 1,2,. . .). 
Finally, let us write 
uh 
uh=H(--l--l) iT.2,: 
__-~ 
.(A+~)’ (h=-l+l,-A+S,. 
From (24), it follows that U, is given by 
I( uh) + huh + N(Uh - 1) = &$+I-1) - wh, 
. . 
(25) 
(W 
.I. 
(27) 
). (28) 
(29) 
(h=-1+1,--If2,...). 
It is known that U(y) and V(y) are power series of (yi, . . . , yfi), absolutely 
and uniformly convergent in a neighborhood of y = 0; thus, the series 
are analytic functions of x in a neighborhood of x = a. 
III. THE ELEMENTARY SOLUTION OF att- L,zc =0 
1. Let t be a time variable ; we associate with the elliptic equation 
L, u = 0 the totally hyperbolic equation 
ut* - L, 2.4 = 0. (1) 
In the space-time (x, t) with the metric defined by ds2 - dt*, the 
square of the geodesic distance from (x, t) to (a, c) is 
r = r(x, t; a, c) = y(x, a) - (t - c)~ 
2 
= 1;,a - (t - c)2. 
The characteristic conoid with vertex at (a, c) divides the space into 
three regions; the past region is interior to the retrograde half-cone 
c - t = r*,&, (O<t<c). (8 
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Now, take the series 
cn 
24(x, t) = rfi 2 td,, rh = ra u(x, t) 
h=O 
ar; a solution of (1); ,U is a constant to be given later on. 
For convenience, we use the independent variables ($, t), so that the 
formulas II(S), (13), where $, M and 1 are replaced by p + 1, M f 2 
and 1~ respectively, are still valid. Then, the method used in II, S 2 shows 
that the uk are determined by 
1(21,) + /Al ‘2.40 - (t - c) 2 = 0, (4 
with ,+ = &(fl - 1) + tl. 
1. Suppose 1~~ = 0 or ,LJ = - +(p - 1) = 1 - f, where A has the 
same value as in II, 4 2. We consider two cases according as fi is even 
or odd. 
A. When p is even, ,u + h (h = 1, 2,. . .) is not zero and the ZbJ, are 
uniquely determined by (4) and (5), i.e. by 
quo) - (t - c) f!$ = 0, 
/(Uh) + AU,, + Fu$$ - (t - C) 2 = 0, (h = 1,2, 
To abbreviate, set 
.F1(h) = (p + 1) . . (,u i h), I 
u. = ldo*, ?hh = X(h)q,*, (h = 1,2,. . .). \ 
The u.~* are given by 
f(u()*) - (f - c) 3: = 0, 
athh* 
@h*) + hU/,* + N(u&) - (t - C) at = 0, (h = 1,2,. . .) 
. . 
\Ve now prove that u,,* = ZJQ,, (h = 0, 1,2,. . .), where zi’h is determined 
by the elementary solution of L, ,~t -= 0 [cf. II, $ 2, B because $ is even:. 
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In order to show that u,,* = ZI,,, observe that Z(U+,) = 0 and therefore 
that ze,, is a solution of (8) independent of t. Because u,,* is completely 
determined by its value at (a, c) and by the equation (El), it is clear that 
uo - * = zoo. 
Upon comparing equations III(S) and II(27), one sees that uub* is 
independent of t and consequently that uL* = wh, (h = 1,2,. . .). 
Therefore, the elementary solution u(x; t) of (1) depends only 
i. on the - 1 = &@ - 2) first terms of U(x), 
ii. on the coefficients of V(x) [cf. formula II, (IS)]. 
B. When#isodd,p+hiszerowhen h=-,u=-A++=#)-1). 
Then, to determine U-~ from (6), N(u-,-i) must be zero. Because this 
condition is not necessarily verified, we complete expression (3) according 
to the method used in II.2.B and set 
u = U(x, t) P + V(x, t) lg r (10) 
where 
U(x, t) = 2 24h P, V(x, t) = 2 Vh P+h. (11) 
h=O h=--p 
By substituting in III(l)‘ and writing y = - ($ - 1)/2, u-r G 0, 
one obtains 
co 
=4z(,u+h)Tp+h--l l(uh)+htih+Ns- (t - c) 2 
h=O 
I 
I@/,) + (,u + 2h)Vr - (t - C) 2 
h=-u 
I 
m 
+41gT~(,u+h)P+h-1 &)+hVh+w- (t - c)2 = 0. 
h=-p 
1 
This relation must be identically satisfied; therefore 
Z(uo) - (t - c) 2 = 0, 
l(Mh) + hzll, + 
Ns-(t-,)!!+, 
I” + h 
(h = 1,2,. . . , - /L - l), 
(13) 
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I(v/J + hVk + N&l, - 1) - (t - c) $- = 0, (h = - p), (k-i) 
‘(‘k) + huh + $$+) - (t - C) $$ = 0, 
(12 = _ ,” + 1, _ ,,1 + 2,. . i, 
(15) 
(16) 
1 
-t --- 
Pu+h 
i l(Vk) + (p + 2h)Vk - (f -- c) 2 1 = 0, 
(h= -,u+1,-pf2 )... ). 
Taking (15) into account, (16) becomes 
(k = - p + 1, - /A + 2,. . .). 
In order to simplify the preceding relations, we set 
‘td,, = c%(h)uh*, (k = 1,2,. . .) -- /” - l), 
i’- * = X(- p - l)&, 
W-P---1) 
Z’h = 7.2. . . . (p + h) zlh*p (h=-[i+l,--Ic+&...). 
The functions edk* are determined by the equations 
l(uh*) + hw,,* + N(u:-I) - (t - c) y = 0, (h = 1,2,. . .). (20) 
Finally, upon writing 
A?(- p - 1) 
uh = i.2. . . . .(p + h) uh*, 
(h=-/x+l,--,rr+2,...), (21) 
it follows from (17) that U,,* is given by 
W$- I) Z(Uh*) + huh* + N(Uf-l) - (f - c) y = ~___- - 
!l + h 
lth*, 
(22) 
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By comparing equations II(E) and 111(19), we see as in A, that 
u,,* E w,, and is independent of f; further, by comparing 11(16) and 
III(SO), it turns out that uh* G x1,,, (k = 1, 2,. . .), and are independent of t. 
The functions Uh*, (tt = 1,2,. . .), may also be chosen independently 
of t. However, it must be observed that the solution of the Cauchy 
problem for the equation 111( 1) is independent of the Lrh* and is completely 
determined by the coefficients of the elementary solution of the elliptic 
equation L, v = 0 associated with ‘zltt - L, u = 0. 
3. As a summary and for convenience, the elementary solutions 
u(x, t) which will be used to solve the Cauchy problem for the equation 
utt - L, N = 0 are given once again [2g]. 
i. When 9 is even, 
24(x, t) = r-112@ - 1) U(x, t), 
u(x, t) = 2 f&(X, a)rh, 
h=O 
where the u1 are independent oft and determined by the coefficients of L,. 
ii. When fi is odd, 
24(x, t) = P1/2(P-l) U(x, t) + V(x, t) 1gr, 
h=O 
V(x, t) = j vh(x, a) r 
-‘$+h 
, 
where the u,, and vlr are independent oft and determined by the coefficients 
of L,. 
IV. THE SOLUTION OF THE CAUCHY PROBLEM FOR THE EQUilTIoN 
z& -L# =o 
1. In its simplest form, the Cauchy problem is to determine u(x, t) 
satisfying 
Utt - Lxl.8 = 0, (1) 
4% 0) = I(x), 4% 0) = g(x), (4 
where f(x) and g(x) are known regular functions of x. 
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If ~~(a, t) [resp. zcg(x, t)] denotes the solution of (l), (2), where s(x) G o 
jresp. f(s) G 01, one has 
U(X, f) = U/(X, t) + M&, f) 
It is known that the solution u(x, f) of (I), (2) depends essentially on the 
elementary solution of (1). A slight change of the notations used in 
Section III will be advantageous; we shall write I’ = t2 - r:,,, rL’,z(,Y, [I), 
F(h) instead of - r, (- l)k ZP~(X, n), (- 1)” .F(k) respecti\,ely. 
Set =1(x) = \‘I&~x~~ f 0; the vohrme element in the Riemannian 
Section Rp is A(x) dxl. .dxf’ = 3(x) dx and i. s invariant under a point 
transformation. 
The solutions +(x, t) and U&X, f) are given in terms of finite parts (pf.) 
and logarithmic parts (~1.) of some divergent integrals. However, for 
later use, it becomes necessary to write these solutions in terms of con- 
lvergent integrals; this is done in the next paragraphs [2 g]. 
\Ve begin by considering U&X, t). Two cases arise according a~ fi, 
the number of space variables, is even or odd. 
A. If fi = Sk + 1, (k >, 0) is ezxtt, the solution M&.X, f) is 
where 
Sow, write 
where 
(3) 
h=O 
m 
(ti) 
Lri,(x, a; t) = J ZC~(M, a)l’“. 
h=k+l 
Because the finite part of a convergent integral coincides with the 
integral, one has 
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A, l u,(x; t) = $f Pk - v2 u,(xs y ; t)g(y)A (Y) dy 
r,,<t 
(7) 
+ 
5 
Pk - “’ u,(x, Y; t)g(y)A (Y) dy. 
‘xy&t 
Therefore, one has only to transform the first term on the right hand 
side of (7), i.e., to transform the expressions 
Pf r-l-l”F(y) dy, 
<t ‘xy ’ 
where F(y) is a regular function of y. 
B. If p = 2% + 3, (K 2 0) is odd, the solution W&X, t) is 
U&G t) = BP @ 
5 
4x, Y; WY)A(Y) dy - BP 
s 
W, Y; t)gbV b4 dy (9) 
r&t rzy<t 
where 
From the definition of fits, t i is clear that the terms of v giving a 
logarithmic part different from zero are 
k 
so that 
k 
B;’ u&, t) = z $1 r-‘+‘-’ 2ch(% &dY)dY) dY 
k=O 
‘xydt 
(11) 
- 
5 
Wa Y; tk(y)A (Y) dy- 
<I ‘xy - 
Therefore, one has only to transform the first term on the right hand 
side of (ll), i.e., to transform the expressions 
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Pl J P’F(y) dy, (l<l<k+I), (12) 
‘*Jt f f 
where F(y) is a regular function of y. 
2. At this point, and in order to transform the expressions (8) and (12), 
it will be useful to define a system of coordinates similar to polar 
coordinates. 
To this end, consider in the space (x), the family of hypersurfaces LU, 
defined by the equation 7(x, a) = c, c > 0 a constant. When c is small, 
these hypersurfaces are closed, contain x = a, and are contained in a 
neighborhood of a. A point of (I)= (or w, because Y = c) is then determined 
by p - 1 parameters (e,, . . . , 8, _ i) which may be chosen in such a wa! 
that [7a] 
P-1 
ds2 = dr2 + r2 2 bij do, dOi 
i,j = 1 
= dr2 + da2. 
The element of area of u), is 
do,=rP-‘Bde,...d6p_1=rP-‘do, 
where B = 111 Ibii\l and do = B de,. . . d6, _ i ; the element of volume 
of the space (x) is 
dx = rP--‘drdw. 
It is evident that the system of coordinates (Y; 8,, . . . ,0,-i) is similar 
to a system of polar coordinates with respect to an origin at n. 
3. Now, consider the integral 
I, = 
5 
(t2 - r:,Js F(y) d? 
‘,yCf 
depending on a parameter s; F(y) is a regular function of 1’. In the 
space (y), introduce the coordinates (v; 0) with respect to the origin .X 
and set 
E‘(Y) - F(Y; e), 
,.R,(F) = F(r; 8) do; 
% 
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the integral I, assumes the form 
I, = F(r; O)rfi- 1 (t2 - y2)s do> 
0 <*r 
= (t” - Y~)~ YP - l A”(F) dr. 
0 
Applying the same transformation to the integrals (8) and (K?), one 
obtains 
. 
Pi I 
r-~‘-‘/“F(y)dy =p/ (12 ~y~)---l~2r2”1G(r)dr, 
5 
(13) 
r.K,’ G 1 0 
where 
G(y) = yP - a--:! A#-), (l<I,<k;p=ak+s); (14) 
Pi I’-‘F(y) dy = $1 
I 
(t” - +)-‘-l~~~+~G(r) dr, (15) 
‘,),=a 0 
where 
G(r) = YP - Z- 3 A,(F), (1 < I< k + 1; p = 2k + 3). (1’3) 
4. The properties of the finite part and of the logarithmic part of 
divergent integrals enable one to transform (13) and (15) in the following 
manner [2 a, e, f]. 
Suppose that I > 0 is an integer and set 
with 
cz - yz. w + 4) 
V n w + 1) 
l-Z z D,pl 
5 
(t2 - ,2)--I--I G-G(r) dr 
IJ 
(1’) 
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differentiating II,_, with respect to f and writing P = (f2 ~ G) -~ I’? 
yields 
t aul --L _c_ = - (21 - 1) I![- 1 - 221’1, at 
which determines U1 starting from z/‘,. 
Repeating for I,‘, the method used for IVl, one obtains 
t av,-, 
- __- ~_ - 
at 
,“lI’~-l 4 (2Z i- l)l.,, 
which determines L-l starting from 
(22, 
(23) 
Recursion formulas (22) and (23) may be reduced to one equation b!r 
a transformation of the unknown function. Indeed, setting 
relation (22) becomes 
with 
RF’ setting 
in (B), we again obtain (26) with WO = lW,,. 
(5) 
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5. Let us now write t2 = s and hence 1/2t i?/dt = a/as; equation (26) 
becomes 
aw,-, 
W~=lW~-1 +sa7, 
which admits the solution 
w, = -g (d W,) 
because if a = sb- l WO, one has, using Leibnitz’s rule, 
db 
w* = -@ (sa) = sa(@ + bat b- 1) 
Thus, it follows that 
must satisfy (26). Indeed, 
f 
- r2)z W,-,(r) dr 
0 
(28) 
(29) 
(30) 
t 
21 
w!f! t lvz = m ’ at21 (t2 - 7*)1-l W,(r) dr, 
0 
which, upon applying (29) with a = r, . . . , becomes 
t 
From (19) and (30) with W,,(Y) = V,(r) E rG(r), it is now easy to 
deduce V1. In fact, one has 
t 
1 
aue1 JTr = ___~- II_ 
(21 + i)! aP+l 
(t2 - r2)i rG(r) dr 
0 
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1 EZ 
(2 + I)! aP+l s 
@' _ 
0 
yy yP - ‘, .- .L? Al,(F) dr 
t 1 ” = &j gi 1 (P - YyYp----- c F(r; e) da, 0 “‘r 
and consequently 
6. In a like manner, it can be shown that 
t 
frl = L i e? 
(2z)! t at* s 
(t2 - y2)1- l/2 yG(y) dy (32) 
0 
1s also a solution of (26) when W, = t-l UO. Indeed, rewrite (26) thus 
and note that 
t 
z! aa 
twr = m. slo (t" - r2)'- v2 vG(r) dr 
I 
and that 
t 
$ (t2 - Y~)~- l/2 rG(r) dr 
0 
t 
= (21 - 1) g t (t2 - ~2)~--3/2 yG(r) dy 
0 
t t 
. . + (df - 1) g 
n 0 
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=2(2Ll)[;;g$.. + ,,,g~...]. 
0 0 
Consequently, from (17) and (32) with Lt’&) = y--l U,, one obtains 
U, = o1 at2l (t2 - r2)l- u2 rG(r) dr 
0 
1 a21 =-- F(Y) 
(21) ! ate1 (t2 - r&y- 112 __ dy 22 
rx,, 
r*,, G t 
and finally 
Pf 
s 
r-[-W F(y) dy = (- 1)’ [$$I”$ 1 r1-1/2ydy. (34) 
‘,y<t <t ‘xy 1 
7. Using (31) and (34), one may rewrite ug(x; t) in another way. 
When p = 2k + 2, (k > 0) . IS even, one obtains [see (6), (7), (34)] 
A; 1ug(x; t) = 
I 
P-k-1’2 U,(x, y; t)g(y)A(y) dy 
rzy<t 
;-iPf 1 Pk+h--/2~+, y)g(y)A(y) dy 
h=O 
*.zy ==a 
zzz 
5 
rMk-‘p U,(X, Y; t)g(y)A(y) dy 
lz).<l 
= Pk--‘* U2(x, y; t)g(y)A(y) dy 
<t ‘ry ’ 
(35) 
[set k - h = s]. 
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\Vhen L., G A, the laplacian, formula (35) reduces to the well known 
solution of the corresponding Cauchy problem for the wave equation. 
Indeed, noting that 
and that in the p dimensional euclidean space the area of the unit 
hypersphere is 
r 
2n2 
one deduces from (35) 
where g(x) denotes the mean value of g(x) on the hypersphere of center Y 
and radius cc. 
8. When $ = dk + 3, (k > 0) is odd, one obtains [see (9), (ll), (31)! 
k 
H, l 2+(x, t) = 2 p1 I’-k+h-1 ze&, y)g(y)A(y) dJ 
k 
-c I ” 
(- l)k-hfl $k-2h+l ’ 
-- ____ 
i _” Vk-2k+l [(k -h)!j2 atZk-2k+l 
I 
rk - h Mh(% y)g(y) -&g& d:y 
k -0 YX>, rxy < t 
- I W, Y; GAy)A (Y) dy 
(37) 
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When L, E A, formula (37) reduces again to (36). In fact, V 3 0 
for the wave equation. 
9. The solution u,(x; t) of the Cauchy problem with g(x) z 0 may be 
obtained in a similar manner. Indeed, from the theory of the Cauchy 
problem for linear totally hyperbolic equation, one obtains 
i. when fl = 2k + 2, (R > 0), 
A; 1z4,(x, t) = pf au@, y; t) --T$-- f(Y)A (Y) dY 
Try Sf 
=&Pi 
i 
$x, Yi W(YM (Y) dY; 
‘,ys’ 
ii. when p = 2k + 3, (k > O), 
(33) 
BP l 24,(x, t) = pz a+, y; $1 f(Y)A(Y) dY - aqx, Y ; 4 at at f(Y)-4 (Y) dY 
‘,yGl r,,st 
f(y)A (y) dy - av(;ty’ ‘) f(y)A (Y) dy. 
‘xy 41 ‘zy”’ 
(39) 
By applying the results obtained above, one may write z+(x, t) in a 
form more suitable for our purpose. The final formulas are given below 
for future reference. 
i. When p = 2k + 2, (k > 0), 
a 
4; l q(x, t) = x 
5 
Pk-1’2 U,(x, y; t)f(y)A(y) dy 
‘xyst 
ii. When p = 2k + 3, (k > 0), 
BP ’ u,(x, t) = - aw, Y; t) 
at f(y)A (Y) dy 
‘,yst 
(41) 
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Sate that in (40), (al), the term which corresponds to s = k is 
determined by tzij(x) and hence depends only on the principal part 
V. SOME AUXILIARY FORMULAS 
1. Denote by E a positive number and by g&) a real function of the 
real variable t, (- 00 < t < co), with the following properties [12 a] : 
1. gE(t) is even, i.e., gg(- t) = gJt); 
ii. gJt) is zero outside the interval (- E, E); 
iii. gJt) has continuous derivatives with respect to t up to the order 
2p + 2 (inclusive). 
Then, the Fourier transform G,(E) of gJt) exists for - 00 < cc < 00 and 
G&) = $ 
I 
g,(t) e- iatdt = f gc(t) cos at df. 
-co 0 
(1) 
The functions se(t) and GE(x) exhibit simple properties which shall 
be useful later on. These properties are given in the following lemmas. 
2. LEMMA i. g,fzi+') (0) = 0, (i = 0, I,...,$). 
Because g8(t) is even, g8’(t) is odd and so also its derivatives of order 2j + 1, 
O<i<P. 
LEMMA ii. 
l,s = f2s - Zj gr2s +V 
8 (t) dt = 0, (j=o,l,..., s). 
Indeed, on integrating by parts 2s - 2j times and using property 
iii and lemma i, one obtains 
1, = ps _ 2i) ! gp2)(t) dt = (2s - 2j) ! pi+l) (t) ~ = 0. 
0 0 
LEMMA iii. 
I 
ls* = 
5 
(t2 - 9)s g;“+“(t) dt = 0, (s = O,l,. . .,k). 
0 
Indeed from the binomial theorem, one obtains 
s : 
r,* zzz ,’ (- l)iC,i “2; 
I 
t’s - 2j ,$s +“) (t, &, 
j=o ,-I 
which is zero according to lemma ii 
1dEMM.t iv. 
.” 
Is** = I t2s-a-1 4;zs+1)(t) & = (), (j=l,:! )..., s- I). 
0’ 
Indeed, on integrating by parts, one obtains 
G,(a) = O(a- 3 - 2, if a+& 00 
Indeed, on integrating by parts and using lemma i, one obtains 
F ,” 
GJa) = $(t) ““k” - ?- 
.-ca I 
g8’(t) sin at df 
0 0 
F 
= - & 
5 
&I(t) sin at dt; 
n 
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.’ 6 E 
I 
g8’(t) sin crtdt = - gs’(t) ‘GE + 4 g,“(f) cos at dt 
Ii 1 II ,, 
E 
1 
== M 
I 
g8”(t) cos at dt; 
0 
therefore, GJa) = O(a-2) if tc --f 5 co. 
Repeating the same process, one obtains 
C,(a) = O(CX-~~-~) if a + + m. 
3. As usual, k > 0 will denote an integer. We consider two cases 
according as $J is odd ($ = 2k -L 3) or even ($ = Bk + 2). 
Let us set (7 > 0), 
i. if p = 2k + 3, 
hE,Jy) = ‘(P - Y?)~ gf-“(t) dt, 
1 
(s = U,l, . . ,k) ; 
ii. if p = Pk + 2, 
he,,,, = (t” - ~2)s -l/e g;‘” +“(t) dt, I 
(2) 
(3) 
We shall prove that the constants He,s exist and find their values. 
4. Suppose p = Xk + 3. For k = 0, s = 0, one has 
E E 
hEto = 
i 
g?‘(t) dt = gc’(t) ) = - &‘(Y) 
* 
I ” 
and, from lemma i, 
h,,o(O) = - &‘(O) = 0. 
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Upon applying the Hospital’s rule, one obtains 
HB,o = lim y--l /~~,~(r) = lim hi, 0(~) 
r=O r=O 
= - liz se"(Y) = - g,“(O). 
Fork>O,onehass=O,l,..., k. From lemma iv, it follows that 
I,* = 0 and, consequently, 
In a neighborhood of t = 0, one has 
g:2S+2)(t) = gy-t2)(o) + o(t) 
and hence 
b(r) = - ge (zs+2)(o) j(t2 - Y2)S dt + 0 [ j(fZ - Y2)S ,,I . 
0 0 
To compute the first integral, replace f by tr and use the relation 
1 a 
2 (l-P)S&==B(*,s+l); 
I 
6 
one obtains 
bW = (- l)“+l 2r(s + #) g, r(w(s + l) (2s+2)(())r2s+l + (qy2$f2), 
Therefore, 
He,, = lim y-2$--1 k&y) 
r=o 
= (- lP+l 2Qs +r & 
mm + 1) (2s+2)(o) 
P (s = OJ,. . .,k). (6) 
5. Suppose p = 2k + 2. For k = 0, s = 0, one has 
e 
hn,o(Y) = 
I 
(t2 - Y2)-1’2g#‘(t) lit, 
I 
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H,,o = lim &C,(T) = ge’(t) I-’ dt 
r=O I 
0’ 
For k > 0, one has s = 0, 1,. . ., k. Now, set p = y2 and write 
ALE,&) = *&). At p = 0, the derivatives of -#‘&) with respect 
to p are 
-$X&p) I = 0 if O<l<s---1. (3 
p==o 
Indeed, because iTlap = 112~ alar, one has 
$ Jf&, 4P) = ; -g h,,(Y) 
z - (S - 4) ip2 - y”)+3/2pl)(4 & 
. 
and hence 
E 
A-p&) jpzo = - (s - &) \ tZs--gY1’(f) dtJ 
0’ 
which is zero according to lemma iv. 
Upon applying the same method in succession and using again 
lemma iv, one obtains (7). 
Further, 
_ (- 1)s (s -- 8). . .+ 
5 
(P - r2)-1/9y+1)(t)dt 
e 
= !d&!! 1 (t” - y2)-l/2 ,$“)(t) dt, 
I 
which gives formula (8). 
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To compute H,,,, observe that 
HE,, = ~~oy-2rhE,E(~) = fmop-sX,,,(p) 
and then apply I’Hospital’s rule and formula (8); one obtains 
HE,, = -IL lim &X.,(P) 
s! &?=(I dp” 
69 
= (- l)' (2sY lim '(t2 _ yZ)- I/? g("+l)(t) dj 
22S*s!s! ,=O s 
s (s = O,l,. . .,R). 
I 
6. Now, we specialize [Si] g&) and consider first the function 
&(4 = &w)~ 
where 
when 
when (10) 
Set 
J’q(4 = i- Jq(4 (11) 
where J&) is the Bessel function of the first kind of order q > - 1, 
and recall the known formula 
cos at dt = l/G2qW1 T(q + 6) aV,(aa) (12) 
a>O, a>O, Wq> -4; 
one has 
We compute the H,,s corresponding to g(t/&). 
7. Suppose p = 2k + 3. In a neighborhood of t = 0 one has 
m 
g&) = &y(- Ilk czhp+s,2 g J 
h=O 
(13) 
is @s+yO) = 9g (2s + 2)! I$& 
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Recause 
formula (6) becomes 
8. Suppose p = 2k + 2. Upon setting t = FY, one obtains 
NOW, write again r instead of T/F; formula (9) becomes 
(- 1)” (2s)! 
22ss!s!- y 
1 
--1 Ed’“” 
d~,2s +l (1 - ,‘y+5/” d)‘. 
d 
To justify this last formula, one has to integrate by parts and to 
observe that d/dy lg (y + ]‘Fr?) = (~2 - r2)-lj2; further the deriv- 
ative d2st-1/dy2s+1 (  - y ) 2 2fi+(5/E) has 1’ as a factor so that the integrand 
is regular at y = 0. 
The constants 
1 
1, = y-1 gGl (1 _ :$)W + 16/W dy, (s = o,l,. . .,k), (16) 
0 
may be computed by using recursion formulas. 
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To abbreviate, set (Y > 0) 
1 
I",, = Y-l 
i 
Fl (1 - y2)‘dy; 
0 
clearly, Is = 12p+(6/2jp. 
For s = 0, one obtains 
1 1 
I,,0 = 
s 
y-l-& (1 - y2)‘dy = - 2r (1 - y2)‘-ldy 
s 
0 0 
= - rB(S, y) = - mw + 1) . Fp, + 4) 
I 
Because 
$ (1 - y2)’ = - 2r(l - y”)‘- 1 y, 
(17) 
g2 (1 - y”)’ = 22r(r - l)(L - y2)‘-2 - 22Y(Y - $)(l - yzp-1, 
one has 
dgi (1 - Y2)’ = -&gg2 (1 - y2)’ 
= 22Y(Y - 1) g (1 - y2)‘- 2 - 22 Y(l - 4) & (1 - y2)‘--1 
and consequently 
I,,s=22Y(Y- 1)1,-2,s--1-22r(r-8)I,-l,s-1. 
Setting 
I,, = 2% m)r(y + l)w,, 
in (19) gives 
W 7,s = zpi,-2,s- 1 - k - !dw-l,s-1 
with 
(19) 
(do) 
WY.0 = 
7&Jjm (21) 
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From (zX)) and (21), one deduces easily 
and in succession 
Hence, 
and therefore 
(- 1)s (2s) ! I 
$s i-1 H, s = ______ 
22” s!s! 2p +(6/a, 9 
T($)T zp + f (241 
i i .zz- .~--~-----~ 
s!r(zp+3-s) ’ 
(s = O,l,. . ,k). (22) 
9. For future use, we note the values of H+ 
i. If fi = 2k + 3, 
ii. If p = 2k + 2, 
(‘3) 
456 
beeause 
lJUREriIJ 
p&!l- 1) = p--er (y) r($). (25) 
10. In the following, we shall also use another particular function ,gJt). 
To abbreviate, set for the moment IL = 2$ + 2 and consider 
0 
(26) 
This function D,,(y) is even and is zero if and only if jyj 3 PZ; it has 
a contact of order IZ - 2 with the Y-axis. In fact, one has 
Drib) q 
Further, 
when 0 < y < 12, 
when z < y < 00. 
The transformation !: = In/& maps the interval ItI < E onto I>!/ < n; 
one has 
Nom, set gC(t) = D,(tn/s) so that 
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Hence, replacing TZX/E by K, 
i’. 
summing up and replacing ?t by 2p i 2, one finally has 
11. When $ = BR + 3, one has for s = 0, 1,. . . , k 
M’hen $ =: Bk + 2, one has for s = 0, I,. , /c 
E 
I 
c.3 
(t” - r2)- V 
r 
45x 
with 
RUREAU 
x 
Si (x) = F at. 
s ’ 0 
The function Si(x) is zero for I’ = 0, positive for x > 0 and tends to 
.x/2 when x + CO; further, 
Si (x) = ;_ (- 1)” Gnfi I__ 
;; (2n + l)! (2% + 1) ’ 
1x1 < co. 
Therefore, one obtains 
(31) 
= (- 1) 
s+l(““; 2y+phx)w _. 
X2(P--)+l 51 [(qb + 2)x]dx, (s = O,l,. . .,k). 
0 
12. Let a be a real number. The function [12a] gE(t; a) = g6(t) cos at 
enjoys the same properties as does g&t), namely, properties i, ii, iii of 
Section V, 1. In addition, one has 
a7 
G&i a) = i 
I 
,$(I) cos at cos cd dt = 4 [G8(a + a) + G,(cc - a)]. (32) 
6 
Suppose we substitute g,(t, a) for g&) and denote by &(Y, a) and 
H,,(a) the quantities [corresponding to &(Y) and H,,$ respectively. 
We have to determine the order of magnitude of Iz,,,(Y, a) and HJa) 
for large \,alues of Ia/. 
13. Suppose p = 2k + 3, k > 0. One has 
h,&; a) = 
i 
(t’ - r2)s g:” +‘)(t, a) dt, 
HJa) = lim Y- zs - r &(Y; a) 
r=0 
= (.-qs+1 mm + 1) g2s+2)(0, a) 
2qs + f) (s = O,l, . .. ,k). 
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From 
4.5!) 
RE @s+2)(f, aj = gG5 g,(t) cos f~f 
it follows that 
LTe @+yo, a) =(qa2Sf2), 
Hb,,(U) = O(a"s+2), (s = 0,l.. . .,k). 
(33) 
For fi .= 2k -f- 3, k > 0, one has 
= O+qSfl), (s = O,l... .,k). (34) 
YI. A RELATION SATISFIED NY THE SPECTRAL FUNCTION 
1. \I?‘e use again the notations of the preceding Sections. Let D he 
a bounded, open and connected domain in R, with boundary B. In D, 
consider a self-adjoint elliptic operator L, [see Sec. II]. If the boundary 
B and the coefficients of L, are sufficiently smooth, the problem 
1. a parameter, determines a sequence of positive eigenvalues &, 
(k = 1, 2,. . .), such that & --f 00 when k -+ 3~. Let us write 
each eigenvalue being repeated according to its order of multiplicity. 
With each eigenvalue & is associated an eigenfunction v,(x), the 
solution of problem (1) for A = A,,; we suppose that these D,,(X) are 
orthonormal in D, i.e., satisfy the relations 
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2. Together with the problem (l), consider the Cauchy problem 
utt = L, u, 
u(x, 0) = f(x), U&x, 0) = 0, i 
(2) 
where f(x) E C’ in D, 
.p+1 
I 
~_- 2 when fi is odd, 
Y== 
1 
p+e -- 
2 
when p is even. 
[Note that Y = k + 2 in both cases.] We may even suppose that f(x) 
has continuous derivatives of all orders and xranishes identically outside 
some bounded domain. 
When these conditions are satisfied, the solution u(x, t) of problem (2) 
can be written 
where 
(4) 
However, as we already know [cf. Sec. IV], this solution may also be 
written in another form. For convenience, we rewrite the results. 
Let x E D and t > 0 be small enough so that the hypersurface H,: 
r xy = t is interior to D. The solution U/(X, t) of the Cauchy problem (2) is 
i. when ;b = 2k + 2, k > 0 [cf. Sec. IV (40)] 
f&r1 Uf(X, t) = $ 
s 
r-k--1/2 U,(x, y; t)f(y)A(y) dj (5) 
‘xy G t 
(6) 
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Now, consider t, > 0 a fixed, arbitrary small number. Let DtO be the 
remaining domain when we exclude from D, a strip of width equal to t,, 
and parallel to B. 
If x E D1,, the solution U/(X, f) of the Cauchy problem (2) is valid 
whenever t satisfies 0 < t < to. 
Because of the uniqueness of the Cauchy problem, we have the 
fundamental identit? 
for 0 < t < t,, x 3 Dto. 
3. It is necessary to transform identity (9) in order to get rid of the 
auxiliary function f(x). 
To this end, consider again the function g,(t) defined in Section \.. 
Multiply both members of (9) by 2/;2 g&) and integrate over t from C) 
to E [or from 0 to XI] ; one obtains another identity valid for x E DfO, 
namely, 
02 .” ?fi 
1 
. 
2 C” v,(x) ; g,(t) cos ,“,* t df = ; 
I 
g,(f)q(x, f) df 
,,=l 0 i; 
or 
co co 
2 c, u,&)G,(p,) = ; g,(t)+, t) dt (10) 
fi=l 
where GE(~) is again the Fourier transform of SE(t) [see Sec. k’, 1 (l)]. 
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[In formula (lo), term by term integration is permissible because of a 
theorem of Lebesgue and because 
We now proceed to transform both members of identity (10). 
4. We begin by considering the right hand member of (IO). 
A. Suppose p = 2k + 2, k > 0. To abbreviate, set 
. 
z&(x, t) = 
i 
A (Y) 
rs- “’ ak - s(% Y)/(Y) 2s dy, 
rxY 
r,yd: 
W(x, t) = 
1 
Pk - 1/Z U&, Y ; t)f(y)A (Y) dy, 
rzykt 
and rewrite (10) thus 
(11) 
Note, for 0 <s < k, the relation 
w”s = 
c 
(t2 _ g2)s--/Y~-1--es~~[21R_,Af] dr 
0” 
= O(P-1) when t-0. 
(12) 
In the integrals on the right hand side of (ll), integrate by parts 2s + 1 
times [note that 1 < 2s + 1 < 2k + 1 = p - 11, use (12) and apply 
Dirichlet’s formula for changing the order of the integrations. By 
employing the function h,,(r) defined in Section V, 3 (a), one obtains 
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c 
. 
gJt) gyl IL’&, t) at = (- 1)““fl 
i 
gy+"(t)z& t) dc 
0 0 
(t2 - +)s- 1~ rp - l- 2s A, [tik _ 5 Af] dr 
0 
e E 
=- 
5 
yP--1-b J”[zch --s Af] dr 
i 
(P - Y2)s-w gy)(t) dt 
0 r 
P” 
= - 1 v’-l-zs&,[uk-s Af]h&) dr 
0 
E 
=- 
i 
YP-~---* h&) 
s 
ub-&, >‘)A(y)f(y) dw dr 
0 % 
The second term on the right hand member of (11) may be transformed 
in a similar way. On setting 
U,(x, y; t) = P +1 V*(x, y; t) 
where T/,(x, y; t) remains finite for f = 0, one obtains in succession 
r’ 
O<‘xy<t 
= qtfi +I) when t-0; 
E E 6 
5 
g,(t) & W(x, t) at = g,(t)W(x, t) 
i 5 
- g,‘(t)TV(x, t) dt 
0 0 0 
(14) 
E r 
=- Vt2 - Y* YP- l -M,[U,Af] dt 
0 0 
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. 
5 I 
-__ =- YP - 1 dr se’(t) Vt2 - r2 “4, [U&l dt 
.
0 * 
gel(t) Vt2 - y2 U2(x, Y; t)A (Y)/(Y) dt 
0 L"r " 
f 
=- A (y)/(y) dy g,'(t) vt2 - y:y ~2h Y; 4 dt. 
OSr*ySE ‘XY 
Thus, according to (13), (14), one obtains finally 
where 
E . 
J 
__~- 
- gs’(t) vt2 - r:y U,(x, y; 4 dt. 
5)’ 
B. Suppose p = 2k + 3, k >- 0. To abbreviate, set 
ws(x; t) = PZ1k-s(% Y)A(Y) __- O<s<k, 
‘qr G 1 
W(x; t) = qx, y ; t) __--- WA(y) dy, at 
rzyst 
and rewrite (10) thus 
E 
0 
(16) 
(17) 
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For 0 .< s <K, one has 
0 
= O(P - 1) when 
In the integrals on the right hand side of 
times jnote that 2 < 2s + 2 < 2h + 2 = 
t-0. 
(lfi), integrate by parts 2s T 2 
p - l] and repeat the method 
used for the case p = 2k + 2 [/~,,~(r) is defined in ch. I’, 3, (2)]; one 
obtains 
The second term on the right hand member of (17) may be transformed 
in a similar way; one obtains in succession 
m-(x, t) = O(P) when t .v 0 ; 
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e 
4Y)fCY) dY 
i 
avp, y; t) = 
at g&t) dt. (19) 
OGY’,yGe fq 
According to (IS), (19), one has finally 
where 
E 
s 
g&q(x, t) dt = BP P2k +3(X, Y; &)A (Y)/(Y) dy 
0 O<fxyGE 
k 
s=o 
E 
-I- 
I 
iw(x, y; i) 
--- g&) dt. 
at 
‘q 
5. Consider now the left hand member of (10). Using the relation 
U4 = WPU, -‘p - “) [cf. Sec. V, 2, lemma v], the value of c, [cf. Sec. V, 
2 (4)], and because the series 
is absolutely and uniformly convergent, one may write 
Therefore the identity (10) may be rewritten thus 
(23) 
s @(x, y ;E)/ Y) dy 
D 
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z A, == - 
7t 
P2k +2(x, y; ~)A(y)j(:y) dy, if pz”k.i-); 
O<T,,,IcE 
This formula is valid whatever f(y) may be ; therefore 
0(x, y ; e) (“4, 
~BpA(y)P2k+3(x,y;e). if 0 -< Y,,, d t‘, /,=Zk+X 
3-c 
This formula is an identity with respect to E provided 0 < t’ < to, t‘ f 0, 
x E Dt,, y E D = D + D ; to > 0 is a fixed, arbitrary small number. 
6. Suppose x is fixed and let y tend to x. Then, Y,,, --c 0 and 
a 
@(X; E) Z @(X, X; E) = ,v zc,‘(X)G,(jIn) ; 
?I=1 
&,+2(x;&) = hk++, Xi&) 
(25j 
(S) 
where the H,, are the constants defined in Sec. V. 3, (3). (5). 
Therefore, it follows from (24) 
$ A, A (x)Pekfz(x; e), if $I = 2k -t 2, 
0(x;&) = ‘ (28) 
; BpA(x)Pa+&;4, if p == 2k T 3. 
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This is an identity with respect to E provided 0 < E < to < d(x; i>); 
g,(t) is any function with properties i, ii, iii of Section V, 1. 
As a particular case, consider g&t) given in Sec. V, G (IO), (13); then 
(30) 
B 
5 
aI+, x; t) 
+ at g$) df. 
0 
Now, observe that z+,(x, x) = 1 and note the relation 
taking into account the values of A,, B, [cf. Sec. IV, 1 (a), (lo)] and 
formulas (24), (30), one may rewrite identity (28) in a more concise form, 
namely, 
with 
EP-I@(%;&) =~4(X)cp-1 +o(E’) (31) 
(32) 
and O<c<t,,<d(x;D). 
7. The function 0(x, 3’; E) may be written as a Stieltjes integral. 
To do this, set 
when 
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V’e complete this definition by setting 
28(x, y; p) = 6(x, 1’; p + 0) + 0(x, )‘; p - (I), 
which amounts to “regularizing” this function 0(x, y; ,H) at each point 
of discontinuity. The function 0(x, y; fl) is the .s$ecfvnt f~z.ctl’o?t of the 
operator L,. 
It is clear that 
where O(x;p) G 6(x, x; ,u). 
Identity (31) reads 
m 
d’- l G,(p) d,O(x; 1.1) = A(x)Cp - 1 + O(F?) 
with 0 < F < t,, < d(x; a). 
This fundamental identity will enable one to derive the asymptotic 
representation of the spectral function. 
8. In the foIlowing, we need a crude estimate of 0(x ; 1~). This ma! 
be derived from (28) in the following way. 
Let a be a real number and instead of g&j, consider gJt; a), the func- 
tion defined in ch V 12. . I 
Then 
% z 
i 
G&L; a) d,B(x; p) = -h 
I 
[G&t + a) A- (,(,/I. - u)] d,O(x; p) (37) 
ti 0 
lcf. Sec. V, 12 (341. 
Because 0(x; ,u) is an odd function of ;L (see definition) and G&h) 
an even function of jl, one has 
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and hence, from (37), 
Now, let &)+s(x; e), Pg+s(x; E) denote the value of PsR+s(~;e), 
P2k+3(x; E) respectively when g,(t) and H,,s are replaced by ge(l; a) and 
H,,Ja) respectively. By using the values of HJa) given in Sec. V, 12, 
(33), (34), one sees at once that Pg,, (x, 4, &‘+s(x, 4 are O(l@ - ‘) 
for each fixed value of E # 0; therefore 
a, 
* 
1 
G(p - 4 dpe(x; ,u) = o(la(~-1). (39) 
-al 
Now, choose E = to < d(x; n) a fixed value, not zero. It follows 
from (39) that there exists M(t,) depending on to such that 
For 
[cf. Sec. IV, 10 (29)], one obtainsa 
m 
tdbc2! 
sin Yip + 2 / 1 
2giz 
(/&# _ a) 43(x 
-m 
and, because the integrand is positive, 
a+1 
I 
: Y) I < Wo) IalP - l 
’ Ill($) is not always the same function. 
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Suppose 0 < t,, < 1; keeping in mind that 0 < -dF5 < 1 for 0 < !J < I 2p 
to/1 2 so that sm p+z > -7E LO . __-~ zp + 2, one has 
i.e., 
0(X,@ + 1) - B(X;U) < M(to)lUip-‘, 
where M(t,) is independent of a. 
Therefore ([T] is the largest integer < I‘) 
B(T) = z’ [e(x; n + 1) - !9(x; %) j 
n=O 
lTl+1 
where M(t,) is independent of T. 
VII. A TAUBERIAN THEOREM 
1. Throughout this chapter, we suppose p > 0, 0 c q < fi + 3 and 
set F > 0, V,(t) = t-f’ JJt), Jp(t) being the Bessel function of the first 
kind of order 9. 
Denote by O(t) a function defined for 0 < f < ‘x, with the following 
properties : 
i. O(t) is a non-decreasing, non-negative function; 
ii. 6(t) is zero in a neighborhood of f = 0; 
iii. e(t) < Mb for all t > 0, M independent of t. 
Then we have the Tauberiavz theorem13 
If e(t) satisfies colzditions i, ii, iii, thelz the relatiorl 
3 When c@(t) = f(t) dt, this theorem was proved by 31. T. Cheng ..4aA 
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IX. Ix 
 ^
lim @ VP(&) d&t) = Aq tq-1 I’p(t) dt 
E-+0 J 5 0 0 
2.e., 
O(T) -AT4 when T -+ co 
2. For future use, we recall some properties of the Bessel functions. 
n/a 
i. Jn(x) = Vzr>i:*, ($)” 1 cos (x sin p) (cos p?)2x dp, (3) 
” I 0 
when Wn > - 4, n real. 
ii. For large positive values of x, one has [19a] 
bounded and independent of x. 
[For instance, use the asymptotic development of Jp(x).] 
iii. For u > 0, a(m + n) > 0, Wm < #, one has [9a, p. 661 
special cases 
(4 
(5) 
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iv. For dn > - 6, a real or complex, one has ! I%, p. 394, Eq. t-1-\ 
3. To prove the theorem, five lemmas are needed 
Ix~d.4 i. The integral equation 
has a solution 
with the following properties 
m I 
a. 
I 
X(u) du < CQ, 
i 
X (u.) uq d.24, < oi ; 
i, Ii 
1). X(zl) =I O(ZdP - 4- W) for II. -* () ; 
fq - 1 1 .p dt. 
PROOF. Rewrite (1) thus 
m 
p+1/2 e-t* = 
I 
a.@ - P - lb X(u) (I+/~ Jr (ut) da<, ; 
1) 
from the theory of Hankel transform, it follows that 
(11) 
(12) 
(131 
tf’+l1‘l t?-~ (uf)li’ Jr@) dt 
or 
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=~-P-l#5,-d/4 
[use (8)]; hence (10) is verified. 
It is clear that (11) and (12) hold. 
To verify (13, write 
02 ,a3 
i 
X(u) du = 2-P-l $P--P+l e-U’l4du 
5 
0 0 
v 
[set 2.6 = 31/v]. 
LEMMA ii. Suppose 
e(t) < MD for all t > 0, 
0 < q < p + 8, M independent of t; this relation implies that the integral 
co 
5 
t-p - u2 d#(t) 
a 
exists for all a > 0. 
Indeed, for B > a > 0, one has [d(t) > 0] 
n fi n 
J 
I 
t-P-1/2dt&‘(t) = O(t) t-P-l/2 1 + (p + 4) 
5 
t-P-3/2O(t) dt 
a n a 
B 
W) 
z--- 
BP t 112 &+(t+)) t-P-3v(t)dt I u 
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Hence, for B - 00, 
where (: is a constant independent of R 
LEMMA iii. For all finite B > 0, 
B . 
Indeed, (VP(x)/ is bounded for x E [0, B], [Section VII, 2 (3)]. 
This lemma has an important consequence, namely that the existence 
of the limit of (1) does not depend on the properties of e(t) in any bounded 
(fixed) interval (0, A). Therefore, one may suppose that O(t) is zero in 
a neighborhood of t = 0; this implies, following lemma ii, the existence 
and the boundedness of the integral 50 s t-p-wdtep) < w. Ii 
LEMMA iv. If (15) is satisfied, (1) implies 
co 
. 
lim Eq 
E=O I 
e-E’f* dte(t) = A f $ + 1 . 
(6 
(, i 
PROOF. Let E > 0 be fixed; set 
H(E) = &q 
i 
L-p(4 a(t) 
0 
and rewrite (1) thus 
limH(e) = AK. 
&=a 
On using the value (9) of c+‘, one obtains 
03 m xl 
vp(ti&t)2d X(U) da. 
0 0 0 
(15) 
(1’T) 
(18) 
(19) 
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This double integral is absolutely convergent for any fixed e > 0. Indeed, 
from the value (10) of X(U), one obtains 
m a’ m a, . 
s I 
. 
d&l(t) ~v&4&t))uqX(u) au =o &3(t) (U&t)-~-l~2UqX(t4) du [I s 1 
0 0 0 0 
co m 
0 iS 
. 
t-p 
- 
= l/2 &3(t) I 21.9 
- 
p 
- 
112 X(u) du 1 
0 0 
m m 
* . 
-=o 
il 
t-fi-‘b (if&)(t) &d-1/2,-u’l% da . 
I I 
0 0 
Therefore, changing the order of integration in (19) and setting 
U(E) = H(w)X(u) du 
I 
0 
gives 
and hence 
co 
jP*f*d'ect, = jn(.iuqdujip(uEt, dfe(t) 
0 0 0 
m 
=- c’- q 
I 
H(&U)X(U) au = E- 4 U(E), 
0 
a, 
U(E) = &q e-sCf2 life(t). 
5 
0 
Now, we show that 
Indeed, it follows from (20) and (13) that 
(21) 
(22) 
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a > 0 to be given later on. 
Suppose e* > 0 is given; because lim H(e) = .-1K, there exists d ‘:-- 0 
f=o 
such that 
lH(x) - ;4Kl< F* for 0 c: x < d ; 
therefore, for R = &-l d, 
F-u CG 
II:,1 <e* X(u) du < E* 
s 
X(24) da = O(F*). 
0 1) 
For x >, d, one has 
io 
hence, 
(24) 
00 
- IU, =o 
ii 
(a+-p - W X(u) du 
I e-w 
(26) 
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In this integral, set ti2 = 4v, u = 2VL and observe that4 
m 
I 
1 vP+We-Vdv = aP+lPe-a 1 j-0 _ , I 01 a (a > 0) ; a 
then 
m m 
I 
Up+llZ e-U'/4 du = 2Q-b112 
I 
L - l/4 
02 emu dv 
e-d 1/4r’d’ 
= p/2 @-I d)P - 112 e- We’d2 [l + o(g-1 d)] 
and, finally, 
/U21 = O(E4-2P e-l/as-‘d-r) = o(l). (26) 
From (23), (24) and (26), relation (22) follows, which proves the lemma. 
LEMMA v. Suppose O(t) is non-decreasing and such that the integral 
ot 
I 
e-E’*’ @3(t) 
0 
(27) 
exists for E > 0; then 
lim @ e- E’b d&t) = 4, 
e=O I 0 
for some q > 0, implies 
(28) 
4 Indeed, write 
Repeating the process, one arrives at, after a finite number of steps, 
cc m 
I 
e-vu-*dr < e--a 
I 
v-rdr = sema, (I > 1). 
a a 
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(29) 
A\ change of variable (P = z, f = 1/q reduces this lemma to the 
following Tauberian theorem: 
Suppose O(t) is non-decreasing and that the integral 
exists for E > 0; then 
co 
. 
lim$ e-“tdtf3(t) = B, 
s=o 1 
0 
for some q > 0, implies 
For a proof, see Widder [10a, p. 192, th. 4. 31 or Karamata [ll a]. 
4. The proof of the main theorem of 5 1 is now at hand. Indeed, it 
follows from (19) that the integral (27) exists for E > 0. 
From lemma iv, it follows that 
lim &q 
&SO i 4 e-es2 $0(t) = A4 r T -t 1 I ( 1 d 
0 
so that, from lemma v, 
VIII. A4~~~~~~~~~ REPRESENT.~TION OF THE SPECTRAL FUNCTION 
1. In Section VI, we have proved that [see Sec.VI (36)] 
al 
8-l 
5 
G&t) d,f3(x; ,u) = il(x)C,- 1 + O(c2), 
0 
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where 0 < E < ta < d(x;lj), 
r zp+; 
q-1 = -p-t1 ( i 
P-l++4+jj’ 
Because [see VII, (7)] 
2p-l V,,+,(t) dt = ~- 
0 
one obtains easily 
00 02 
In addition, it has beert shown [see Sec. VI] that there exists A4(io) 
such that 
w: p) -c J+q&Jjpl~ for all p > 0, XEDt,. 
Therefore, it follows from the Tauberian theorem [cf. Sec. VIE, l] that 
ljrn .B(x; _ A (4 -- 
/.i=CO pfi 
for x E D (open). 
Because p = VZ one also has 
i.e., 
0(x; A) --p JxL-- 
( ) 
A+, R - 00, XER. 
P nF2u- 3+1 
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1. F. 
a1 
bj 
2. F. 
a’i 
b) 
q 
d) 
fl 
X) 
i) 
3. T. 
al 
b) 
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