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RAMSEY GOODNESS OF PATHS IN RANDOM GRAPHS
LUIZ MOREIRA
Abstract. We say that a graph G is Ramsey for H1 versus H2, and write G→ (H1, H2),
if every red-blue colouring of the edges of G contains either a red copy of H1 or a blue copy
of H2. In this paper we study the threshold for the event that the Erdo˝s–Re´nyi random
graph G(N, p) is Ramsey for a clique versus a path. We show that
G
(
(1 + ε)rn, p
)
→ (Kr+1, Pn)
with high probability if p≫ n−2/(r+1), and
G
(
rn+ t, p
)
→ (Kr+1, Pn)
with high probability if p ≫ n−2/(r+2) and t ≫ 1/p. Both of these results are sharp (in
different ways), since with high probability G(Cn, p) 6→ (Kr+1, Pn) for any constant C > 0
if p≪ n−2/(r+1), and G(rn+ t, p) 6→ (Kr+1, Pn) if t≪ 1/p, for any 0 < p 6 1.
1. Introduction
Let us write G → (H1, H2) if every red-blue colouring of the edges of G contains either
a red copy of H1 or a blue copy of H2. Ramsey [30] proved in 1930 that, for every pair of
graphs (H1, H2), there exists a graph G such that G → (H1, H2), and the Ramsey number
R(H1, H2) is defined to be the minimum number of vertices of such a graph. In the decades
since, Graph Ramsey Theory has developed into a rich and deep area of study, containing
many beautiful theorems and powerful techniques, see for example the survey [12].
In this paper we will be interested in the Ramsey properties of random graphs, the study
of which was initiated by Frankl and Ro¨dl [17] and by Luczak, Rucin´ski, and Voigt [25],
who proved that p = n−1/2 is a threshold for the event that G(n, p) → K3 (where we write
G → H as a shorthand for G → (H,H)). The threshold for an arbitrary fixed graph H
was determined by Ro¨dl and Rucin´ski [31] in 1995, who proved that (except in a few simple
special cases),
lim
n→∞
P
(
G(n, p)→ H
)
=
{
1 if p≫ n−1/m2(H)
0 if p≪ n−1/m2(H),
where m2(H) = max
{
e(F )−1
v(F )−2
: F ⊂ H with v(F ) > 3
}
. (The authors of [31] also proved
that the same result holds for an arbitrary (fixed) number of colours.) The problem for pairs
(H1, H2) with H1 6= H2 is more difficult, and a conjecture of Kreuter and Kohayakawa [22]
This research was partially supported by CNPq.
1
on the location of the threshold has remained open for over 20 years. In a recent break-
through, however, the 1-statement conjectured in [22] was proved by Mousset, Nenadov, and
Samotij [26], using the method of hypergraph containers (see [3, 32], or the survey [4]).
Another area of Ramsey theory in which random graphs have played an important role is
the study of the size Ramsey number
Rˆ(H) := min
{
e(G) : G→ H
}
of a graph H . In particular, Beck [5] used a sparse random graph to show that that
Rˆ(Pn) = O(n),
where Pn is the path with n edges, disproving a conjecture of Erdo˝s [15]. More precisely,
Beck proved that there exists a constant C > 0 such that
G
(
Cn,C/n
)
→ Pn
with high probability as n→∞. We remark that an asymptotically optimal variant of this
result was obtained recently by Letzter [24], who proved that if ε > 0 and pn→∞, then
G
(
(3/2 + ε)n, p
)
→ Pn
with high probability. For some recent generalisations of Beck’s result, see [7, 11, 19, 20].
We will be interested in a third direction of research in Ramsey theory, whose systematic
study was initiated by Burr and Erdo˝s [9] in 1983. The authors of [9] were inspired by a
result of Chva´tal [10], which states that
(1) R(Kr, T ) =
(
r − 1
)(
|T | − 1
)
+ 1
for every r ∈ N, and every tree T . Burr [9] observed that the construction used to prove the
lower bound in (1) can be modified to show that, if G is connected and |G| > σ(H), then
(2) R(H,G) >
(
χ(H)− 1
)(
|G| − 1
)
+ σ(H)
where σ(H) is the minimum size of a colour class in a proper χ(H)-colouring of H . Indeed,
to prove (2), consider the colouring consisting of χ(H)−1 disjoint red cliques of size |G|−1,
and one additional disjoint red clique of size σ(H)− 1.
Following Burr and Erdo˝s [9], we say that a graph G is Ramsey H-good (or just H-good)
if equality holds in (2). Note that every tree is Kr-good for every r ∈ N, by (1), but it turns
out that there exist pairs (H, T ), with T a tree, such that T is not H-good. Nevertheless,
it was proved by Erdo˝s, Faudree, Rousseau and Schelp [16] that the path Pn is H-good for
every fixed H and all sufficiently large n ∈ N, and their result was recently strengthened by
Pokrovskiy and Sudakov [28], who proved that Pn is H-good for all n > 4|H|. For work on
some of the many other questions and conjectures posed by Burr and Erdo˝s [9] about the
family of H-good graphs, see for example [1, 18, 27], and the references therein.
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In this paper we initiate the study of Ramsey-goodness in sparse random graphs. In
particular, for each r ∈ N we will give bounds on the pairs (N, p), where N = N(n) ∈ N and
p = p(n) ∈ (0, 1), such that
(3) G(N, p)→ (Kr+1, Pn)
with high probability. Our main results are as follows: the first determines the threshold for
the event (3) when N = (1 + ε)R(Kr+1, Pn) for some fixed ε > 0.
Theorem 1.1. Let 2 6 r ∈ N, and let p≫ n−2/(r+1). For every fixed ε > 0, we have
G
(
(1 + ε)rn, p
)
→
(
Kr+1, Pn
)
with high probability as n→∞.
The lower bound on p is necessary, since we will show (see Proposition 2.1, below) that if
p≪ n−2/(r+1), then G(Cn, p) 6→ (Kr+1, Pn) with high probability for every constant C > 0.
We remark that we will actually prove a somewhat stronger result than that stated above
when p is significantly larger than n−2/(r+1), see Theorem 3.1, below.
It is natural to ask for the smallest t such that G(rn + t, p) →
(
Kr+1, Pn
)
with high
probability. Our second main result resolves this problem up to a constant factor, but only
for slightly larger values of p.
Theorem 1.2. For each 2 6 r ∈ N, there exists a constant C = C(r) > 0 such that the
following holds. If p≫ n−2/(r+2) and t > C/p, then
G
(
rn+ t, p
)
→
(
Kr+1, Pn
)
with high probability as n→∞.
The lower bound on t in Theorem 1.2 is best possible up to the value of the constant
C, since we will show (see Proposition 2.2, below) that, for every r ∈ N and any function
p = p(n), if tp → 0 as n → ∞ then G(rn + t, p) 6→ (Kr+1, Pn) with high probability.
Moreover, the lower bound on p in the theorem is also best possible, since we will show that
if p ≪ n−2/(r+2) and tp → ∞ slowly, then G(rn + t, p) 6→ (Kr+1, Pn) with high probability
(see Proposition 2.3, below, for the precise statement).
Let us briefly sketch the proofs of Theorems 1.1 and 1.2. The proof of Theorem 1.1 is
relatively simple, the main step being Proposition 3.2, which says that any red-blue colouring
of a graph G on rn+ (r+1)t vertices contains either a red Pn, or r+1 sets of size t with no
red edges between them. We prove this by repeatedly applying a lemma of Krivelevich and
Sudakov [23]. To deduce the theorem from this proposition, we apply Janson’s inequality.
The proof of Theorem 1.2 is somewhat more complicated, but our effort will be rewarded
with a stronger ‘structural stability’ result (see Theorem 4.1). Let N > rn − n/3, and let
(GR, GB) be a red-blue colouring of G(N, p) containing neither a red Pn nor a blue Kr+1. We
first apply the sparse regularity lemma and the so-called K LR Conjecture (recently proved
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in [3,13,32]), to deduce (see Lemma 4.6) that GR contains r vertex-disjoint red cycles, each
of length greater than n/2. Next, we observe that if a vertex sends red edges to more than
one of these cycles then Pn ⊂ GR, and show (using Janson’s inequality) that if any vertex
sends Ω(pn) blue edges into each of the cycles then Kr+1 ⊂ GB. We can then partition the
vertex set according to the red cycle to which a vertex sends Ω(pn) red edges, with a ‘trash’
set of size O(1/p) consisting of vertices that send only o(pn) edges to some cycle. Finally,
we prove that the red edges inside each part satisfy a simple expansion property, and deduce
(using a lemma of Po´sa [29]) that each contains a red Hamilton path. It follows that, with
high probability, there exists an almost-cover of the vertex set (missing only O(1/p) vertices)
by r sets of size at most n, with no red edges between them, and this implies Theorem 1.2.
The rest of the paper is organised as follows: in Section 2 we describe constructions that
imply the 0-statements, in Section 3 we prove Theorem 1.1, and in Section 4 we prove
Theorem 1.2. We conclude, in Section 5, by stating some open problems.
2. Constructions: proof of the 0-statements
In this section we describe some (very simple) colourings that demonstrate the sharpness
of the results stated in the Introduction. We begin with the following proposition, which
shows that the bound on p in Theorem 1.1 is necessary.
Proposition 2.1. Let 2 6 r ∈ N, and let p≪ n−2/(r+1). For any constant C > 0,
G
(
Cn, p
)
6→
(
Kr+1, Pn
)
with high probability as n→∞.
Proof. Define the random variable X to be the number of copies of Kr+1 in G(Cn, p), and
observe that
E[X ] =
(
Cn
r + 1
)
p(
r+1
2 ) = O
(
nr+1p(
r+1
2 )
)
.
By Markov’s inequality, it follows that
P
(
X > n
)
6
E[X ]
n
= O
(
nrp(
r+1
2 )
)
≪ 1.
However, if X < n then by colouring one edge of each copy of Kr+1 red, and all other edges
blue, we can guarantee there will be no blue Kr+1 and no red Pn (since at most n− 1 edges
are red, and Pn has n edges). 
The next proposition shows that the bound on t in Theorem 1.2 is best possible.
Proposition 2.2. Let 2 6 r ∈ N, and let p = p(n) ∈ (0, 1). If t≪ 1/p, then
G
(
rn+ t, p
)
6→
(
Kr+1, Pn
)
with high probability as n→∞.
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Proof. Let G = G(rn + t, p). Our plan is to find a partition V (G) = A0 ∪ A1 ∪ · · · ∪ Ar of
the vertex set into r + 1 parts, with |A0| = t and |A1| = · · · = |Ar| = n, and colour edges
red if they are inside one of the parts, and blue otherwise. Such a colouring clearly contains
no red copy of Pn (since Pn has n+1 vertices and is connected), and if there exist two parts
with no edges between them, then it will have no blue copy of Kr+1. In fact, we will find a
partition such that for every edge leaving A0, the other endpoint is in A1.
To do so, let A0 be an arbitrary set of t vertices, and define a random variable
X :=
⋃
v∈A0
NG(v) \ A0,
so X is the union of the neighbourhoods (outside A0) of the vertices in A0. Now,
E
[
|X|
]
=
∑
u 6∈A0
P
(
NG(u) ∩ A0 6= ∅
)
6
∑
u 6∈A0
∑
v∈A0
P
(
uv ∈ E(G)
)
= rntp≪ n,
so, by Markov’s inequality, X < n with high probability.
Now, if X < n then we may choose a partition V (G) \ A0 = A1 ∪ · · · ∪ Ar with |A1| =
· · · = |Ar| = n and X ⊂ A1. By the comments above, the red-blue colouring given by such
a partition contains no red copy of Pn, and no blue copy of Kr+1. 
To finish the section, let us record the following bound, which is stronger than that given
by Proposition 2.1, and also stronger than that given by Proposition 2.2 if p≪ n−2/(r+2).
Proposition 2.3. Let 2 6 r ∈ N, and let p = p(n) ∈ (0, 1). If t≪ p−(
r+1
2 )n−(r−1), then
G
(
rn+ t, p) 6→ (Kr+1, Pn)
with high probability as n→∞.
Proof. Our plan is again to choose a partition V
(
G(rn + t, p)
)
= A0 ∪ A1 ∪ · · · ∪ Ar with
|A0| = t and |A1| = · · · = |Ar| = n, and colour edges red if they are inside one of the parts,
and blue otherwise. However, this time we will choose the partition so that for every copy
of Kr+1 with exactly one vertex in A0, the other vertices are all in A1.
To do so, let A0 be an arbitrary set of t vertices, and define the random variable X to be
the number of copies of Kr+1 in G = G(rn + t, p) with exactly one vertex in A0. Observe
that
E[X ] = t
(
rn
r
)
p(
r+1
2 ) = O
(
t · nrp(
r+1
2 )
)
≪ n.
so, by Markov’s inequality, X < n/r with high probability.
Now, if X < n/r, then there exists a partition V (G) \ A0 = A1 ∪ · · · ∪ Ar, with |A1| =
· · · = |Ar| = n, such that every copy of Kr+1 in G with exactly one vertex in A0 is contained
in A0 ∪A1. Choose such a partition, and colour edges red if they are inside one of the parts,
and blue otherwise. This colouring contains no red copy of Pn (as before), and no blue copy
of Kr+1, since any such subgraph must have exactly one vertex in each part. 
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3. A general 1-statement: the proof of Theorem 1.1
In this section we will prove Theorem 1.1, which (together with Proposition 2.1) determines
the threshold for the (asymptotic) Ramsey goodness of the path in a random graph. We will
in fact prove the following strengthening of the result stated in the Introduction.
Theorem 3.1. Let 2 6 r ∈ N, and let p = xn−2/(r+1), with x ≫ 1. If t > p−(r+1)/2 log x,
then
G
(
rn+ t, p
)
→
(
Kr+1, Pn
)
with high probability as n→∞.
We will deduce the theorem from the following deterministic proposition. To simplify the
statement, let us say that a red-blue colouring of a graph G weakly contains a blue Kr+1(t)
if there exist r + 1 disjoint sets A1, . . . , Ar+1 ⊂ V (G) with |A1| = · · · = |Ar+1| = t such that
for each 1 6 i < j 6 r + 1, every edge of G between Ai and Aj is coloured blue.
Proposition 3.2. Let 2 6 r ∈ N, let t ∈ N, and let G be a graph on rn + (r + 1)t vertices.
Every red-blue colouring of E(G) either contains a red Pn, or weakly contains a blue Kr+1(t).
The key tool we will need to prove Proposition 3.2, is the following lemma1 of Ben-Eliezer,
Krivelevich and Sudakov [6] (see also [21, 23]).
Lemma 3.3. Let k < n be positive integers, and let G be a graph on n vertices containing
no path of length n − k. For each pair (a, b) of positive integers with a + b = k, there exist
disjoint sets A,B ⊂ V (G), with |A| = a and |B| = b, such that e(A,B) = 0.
We are now ready to prove Proposition 3.2.
Proof of Proposition 3.2. We will repeatedly apply Lemma 3.3 in order to find the sets Ai
one by one. Let G be a graph on rn+ (r+1)t vertices, and let c be a colouring of the edges
of G containing no red Pn. The following claim is designed to facilitate a proof by induction.
Claim 3.4. For each 1 6 s 6 r, there exist disjoint sets A1, . . . , As+1 ⊂ V (G) with
|A1| = · · · = |As| = t and |As+1| = (r − s)n+ (r − s+ 1)t,
such that for each 1 6 i < j 6 s+ 1, every edge of G between Ai and Aj is coloured blue.
Proof of Claim 3.4. The proof is by induction on s. For the base case, s = 1, we wish to
find disjoint sets A1, A2 ⊂ V (G) with |A1| = t and |A2| = (r − 1)n + rt, and with all edges
of G[A1, A2] blue. Applying Lemma 3.3 to the red graph, and recalling that G contains no
path of length
rn+ (r + 1)t− t−
(
(r − 1)n+ rt
)
= n,
it follows that such sets must exist.
1To be precise, Lemma 3.3 is an asymmetric version of that given in [6,21,23], but the proof is identical.
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Now, suppose that the claim is true for s− 1, and let A1, . . . , As be the sets given by the
induction hypothesis. We now simply repeat the argument above inside As. To be precise,
if there is at least one red edge between every pair of subsets X, Y ⊂ As with |X| = t and
|Y | = (r − s)n + (r − s + 1)t, then applying Lemma 3.3 to the red graph on As, it follows
that the red graph contains a path of length at least(
(r − s+ 1)n+ (r − s+ 2)t
)
− t−
(
(r − s)n− (r − s+ 1)t
)
= n,
which contradicts our assumption about the colouring. This proves the induction step, and
hence the claim. 
By Claim 3.4 with s = r, it follows that the colouring c weakly contains a blue Kr+1(t),
as required. 
To complete the proof of Theorem 3.1, we will need the following consequence of Janson’s
inequality, which we will also need in Section 4, below. We omit the (standard) proof.
Lemma 3.5. Let r > 2 and N = O(n), and let p = xn−2/(r+1), where x ≫ 1. With high
probability, G = G(N, p) has the following property: every collection A1, . . . , Ar+1 ⊂ V (G)
of disjoint sets of size Ω
(
p−(r+1)/2 log x
)
spans a copy of Kr+1.
Now we use Proposition 3.2 together with Lemma 3.5 to prove Theorem 3.1.
Proof of Theorem 3.1. Let G = G(rn+t, p); we will show that if G satisfies the conclusion of
Lemma 3.5, then (deterministically) G → (Kr+1, Pn). First, by Proposition 3.2, every red-
blue colouring of the edges of G either contains a red Pn, or weakly contains a blue Kr+1(t
′),
where t′ = ⌊t/(r+1)⌋. If we have a red Pn then we are done, so let A1, . . . , Ar+1 ⊂ V (G) be
disjoint sets with |A1| = · · · = |Ar+1| = t
′ such that, for each 1 6 i < j 6 r + 1, every edge
of G between Ai and Aj is coloured blue, and observe that t
′ > p−(r+1)/2 · logx
2(r+1)
.
Now, by Lemma 3.5, every such collection of sets spans a copy of Kr+1 and this copy of
Kr+1 is coloured blue. It follows that, with high probability, every red-blue colouring of the
edges of G contains either a red copy of Pn or a blue copy of Kr+1, as required. 
4. The 1-statement in the K LR regime
In this section we will prove the following strengthening of Theorem 1.2. Let us fix r > 2
and set C := 28r2 throughout this section.
Theorem 4.1. If N > rn − n/3 and p ≫ n−2/(r+2), then G = G(N, p) has the following
property with high probability as n→∞. For every red-blue colouring of the edges of G, at
least one of following holds:
(a) G contains a blue copy of Kr+1;
(b) G contains a red copy of Pn;
(c) There exists a partition V (G) = A0 ∪ A1 ∪ · · · ∪ Ar, with |A0| 6 C/p and |Ai| 6 n
for each i ∈ [r], such that every edge of G[Ai, Aj] is blue for each 1 6 i < j 6 r.
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Note that Theorem 1.2 follows immediately from Theorem 4.1, since if N > rn+C/p then
property (c) cannot hold, so with high probability every red-blue colouring of the edges of
G contains either a blue copy of Kr+1 or a red copy of Pn.
In the proof of Theorem 4.1, we will use the minimum degree form of the sparse regularity
lemma for colourings. Given p ∈ (0, 1) and ε > 0, the p-density of a pair (U,W ) of disjoint
sets of vertices in a graph G is defined as
dp(U,W ) =
eG(U,W )
p|U ||W |
.
We say the pair (U,W ) is (ε, p)-regular in G if |dp(U,W ) − dp(U
′,W ′)| 6 ε for all U ′ ⊂ U
and W ′ ⊂ W with |U ′| > ε|U | and |W ′| > ε|W |. Given d > 0, we say that the pair (U,W )
is (ε, d, p)-regular in G if it is (ε, p)-regular and also dp(U,W ) > d.
Now let us define an (ε, p)-regular partition for 2-colourings. Given a red-blue colouring
of the edges of G, we write GR and GB for (respectively) the graphs on V (G) induced by
the red and blue edges. We say that V (G) = V0 ∪ V1 ∪ . . . ∪ Vk is an (ε, p)-regular partition
for the colouring (GR, GB) of G if |V0| 6 εn and |V1| = · · · = |Vk|, and moreover (Vi, Vj) is
an (ε, p)-regular pair in both GR and GB for all but at most εk
2 pairs (i, j) ∈ [k]2.
Finally, the (ε, d, p)-reduced graph of an (ε, p)-regular partition V = V0 ∪ V1 ∪ · · · ∪ Vk for
a colouring (GR, GB) of G is the graph R with vertex set V (R) = {1, . . . , k} and edge set
E(R) =
{
ij : (Vi, Vj) is (ε, p)-regular in both GR and GB, and dp(Vi, Vj) > 2d
}
.
We will use the following version of the sparse regularity lemma for random graphs. This
version follows easily from the coloured version [24, Theorem 7] and Chernoff’s inequality.
Lemma 4.2 (Sparse Regularity Lemma). For each ε > 0 and k0 ∈ N, there exists k1 ∈ N
such that for any 0 6 d < 1/2, the following holds. If p ≫ (logN)4/N , then with high
probability every 2-colouring of G(N, p) has an (ε, p)-regular partition into k0 6 k 6 k1
parts, whose (ε, d, p)-reduced graph has minimum degree at least (1− ε)k.
We will apply Lemma 4.2 to our colouring of G(N, p), colour the edges of R with the denser
colour, and apply the following lemma of Allen, Brightwell and Skokan [1, Lemma 19], which
is a ‘stability version’ of (1).
Lemma 4.3. Let r > 2 and 0 6 α 6 1/2, and suppose that 0 6 σ 6 (1−α)/r and K > 1/σ.
Let G be a graph with (r − α)K vertices, and with minimum degree δ(G) > (r − α − σ)K.
Then for every 2-colouring of the edges of G, one of the following statements holds:
(a) G contains a blue copy Kr+1;
(b) G contains a red copy of PK;
(c) V (G) can be partitioned into r parts, each of size at most K, such that every edge of
G within a part is red, and every edge between two different parts is blue.
If R contains a blue copy of Kr+1, then we will use the so-called “K LR conjecture”, which
was proved by Balogh, Morris and Samotij [3], Saxton and Thomason [32] and Conlon,
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Gowers, Samotij, and Schacht [13], to find a blue Kr+1 in the colouring of G(n, p). For
simplicity, we will state this theorem only in the case we need, see [13, Theorem 1.6].
Theorem 4.4 (The K LR conjecture). For every r ∈ N and d > 0, there exists ε > 0 such
that if p≫ n−2/(r+2), then G = G(n, p) satisfies the following with high probability.
Let V1, . . . , Vr+1 ⊂ V (G) be disjoint sets of vertices with |Vi| = Ω(n) for each i ∈ [r + 1].
If (Vi, Vj) is (ε, d, p)-regular for each 1 6 i < j 6 r + 1, then Kr+1 ⊂ G.
If R contains a long red path, then we will use the following lemma, which was proved by
Letzter [24].
Lemma 4.5. Let G be a graph, and let V1, . . . , Vℓ ⊂ V (G) be disjoint sets of vertices. If
(Vi, Vi+1) is (ε, d, p)-regular for every 1 6 i < ℓ, then G contains a cycle of length at least
(1− 8ε)
ℓ∑
i=1
|Vi|.
We are now ready to prove a weaker version of Theorem 4.1.
Lemma 4.6. If N > rn − n/3 and p ≫ n−2/(r+2), then G = G(N, p) has the following
property with high probability as n→∞. For every red-blue colouring of the edges of G, at
least one of following holds:
(a) G contains a blue copy of Kr+1;
(b) G contains a red copy of Pn;
(c) G contains r vertex-disjoint red cycles, each of length greater than n/2.
Proof. Choose d > 0 sufficiently small, and let ε = ε(d, r) > 0 be given by Theorem 4.4.
Now set k0 := 1/ε, and let k1 = k1(ε, k0) ∈ N be given by Lemma 4.2. Since n
−2/(r+2) ≫
(logN)4/N , it follows by Lemma 4.2 that, with high probability, every 2-colouring of G has
an (ε, p)-regular partition
V = V0 ∪ V1 ∪ · · · ∪ Vk
into k0 6 k 6 k1 parts, whose (ε, d, p)-reduced graph R satisfies δ(R) > (1− ε)k.
Let (GR, GB) be a 2-colouring of G, and colour each edge ij of R with the denser colour
between Vi and Vj. Suppose first that R contains a blue copy of Kr+1, and note that (by the
definition of R) each pair in the clique is (ε, d, p)-regular in GB. It follows, by Lemma 4.4,
that G must contain a blue copy of Kr+1.
Suppose next that there exists a red path in R of lengthK := (2r+1)k/2r2. By Lemma 4.5,
it follows that G contains a red path of length
(1− 8ε)
(K + 1)(N − εn)
k
> (1− 9ε)
(
2r + 1
2r2
)(
(3r − 1)n
3
)
> n,
since ε > 0 was chosen sufficiently small.
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Finally, suppose that R contains neither a blue copy of Kr+1, nor a red copy of PK . In
this case, we will apply Lemma 4.3 with
α :=
r
2r + 1
and σ =
2εr2
2r + 1
.
Observe that v(R) = k = (r − α)K, and that
δ(R) > (1− ε)k = (r − α− σ)K
By Lemma 4.3, it follows that there exists a partition
V (R) = U1 ∪ U2 ∪ · · · ∪ Ur,
with |Ui| 6 K for each i ∈ [r], such that all edges of R inside an Ui are red, and all edges of
R between two different sets Ui and Uj are blue.
We claim that, for each i ∈ [r], the graph R[Ui] contains a Hamiltonian cycle. To see this,
simply observe that
δ(R[Ui]) > |Ui| − εk > |Ui|/2,
where the first inequality follows from our lower bound on δ(R), and the second holds since
(εk 6 σK < (1−α)K/2 6 |Ui|/2. Hence, by Dirac’s theorem, R[Ui] contains a Hamiltonian
cycle, as claimed.
By Lemma 4.5, and recalling that the edges of R inside Ui are all red, and that |Ui| >
(1− α)K, it follows that the set Bi :=
⋃
j∈Ui
Vj contains a red cycle in G of length at least
(1− 8ε)|Ui| ·
(N − εn)
k
> (1− 9ε)
(
r + 1
2r + 1
)(
(2r + 1)k
2r2
)(
(3r − 1)n
3k
)
>
n
2
.
Since the sets B1, . . . , Br are disjoint, this proves the lemma. 
Before deducing Theorem 4.1 from Lemma 4.6, let us briefly sketch our strategy. Let
B1, . . . , Br be the (disjoint) vertex sets of r red cycles of length greater than n/2 in G, and
observe that if there exists a red edge between Bi and Bj for some 1 6 i < j 6 r, then G
contains a red copy of Pn. Similarly, if any vertex not in Bi ∪ Bj has a red neighbour in
both Bi and Bj, then G contains a red copy of Pn. Moreover, if any vertex sends Ω(pn) blue
edges to each Bi, then it follows by Lemma 3.5 that G contains a blue copy of Kr+1.
We can therefore (roughly speaking) define Ai to be the set of vertices that send Ω(pn)
edges into Bi, all but o(pn) of which are red. Noting (see Lemma 4.8, below) that there
are only O(1/p) vertices with o(pn) neighbours in Bi, it then only remains to show that
Ai contains a red Hamiltonian path in G (and therefore has size at most n). To do so, we
will use the following lemma, essentially due to Po´sa [29] (see also [8, Lemma 8.6]), which
provides a sufficient condition on the expansion of a graph for the existence of a long path.
10
Lemma 4.7. Let k ∈ N, and let G be a graph on n vertices. If |N(X)| > 2|X| for every set
X ⊂ V (G) with |X| 6 k, then there exists a path of length min{3k − 1, n− 1} in G.
We will use the following typical properties of the random graph G(N, p), which may easily
be proved using Chernoff’s inequality.
Lemma 4.8. If α > 0 is fixed and p≫ N−2/(r+2), then the following hold with high proba-
bility for G = G(N, p):
(a) For every U ⊂ V with |U | > αN , there are at most 64/αp vertices with at most
p|U |/8 neighbors in U .
(b) |N(X)| > (1− 2e−C)N for every X ⊂ V (G) with |X| > C/p.
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. Let N > rn− n/3 and p≫ n−2/(r+2), and suppose that G = G(N, p)
has the properties shown to hold with high probability in Lemmas 3.5, 4.6 and 4.8. Suppose
that we are given a red-blue colouring of G that contains neither a red copy of Pn nor a blue
copy of Kr+1. By Lemma 4.6, it follows that G contains r vertex-disjoint red cycles, each of
length greater than n/2. Let B1, . . . , Br be the vertex sets of these cycles, and observe that
every edge of G[Bi, Bj] is blue for every 1 6 i < j 6 r, since otherwise G would contain a
red copy of Pn. Fix α = 2
−4, let γ > 0 be sufficiently small, and for each i ∈ [r] define
Ai :=
{
v ∈ V (G) : |N(v) ∩ Bi| > αpn and |NB(v) ∩Bi| 6 γpn
}
.
Define A0 := V (G) \
(
A1 ∪ · · · ∪Ar
)
. We first claim that A0 is small.
Claim 4.9. |A0| 6 C/p.
Proof of claim. If v ∈ A0 then either |N(v)∩Bi| 6 αpn for some i ∈ [r], or |NB(v)∩Bi| > γpn
for every i ∈ [r]. By Lemma 4.8, and noting that |Bi| > n/2 > N/4r, there are at most 2
8r/p
vertices with at most p|Bi|/8 neighbours in Bi. Since p|Bi|/8 > pn/16 = αpn, it follows that
there are at most 28r2/p vertices with |N(v) ∩Bi| 6 αpn for some i ∈ [r].
On the other hand, if |NB(v)∩Bi| > γpn for every i ∈ [r] then, recalling that all edges of
each G[Bi, Bj] are blue, and noting that
x := p(γpn)2/r ≫ 1 and γpn≫ p−r/2 log x,
it follows by Lemma 3.5 that G contains a blue copy of Kr+1, which is a contradiction. 
Next, observe that the sets A1, . . . , Ar are disjoint, since if there were a vertex with a red
neighbour in Bi and Bj then G would contain a red copy of Pn. Moreover, every edge of
G[Ai, Aj ] is blue, since if there were a red path of length at most three from Bi to Bj then
G would contain a red copy of Pn.
It remains to show that |Ai| 6 n for each i ∈ [r]. To do so, we will use Lemma 4.7 to
prove the following claim.
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Claim 4.10. G[Ai] contains a red Hamiltonian path for each i ∈ [r].
Proof of claim. By Lemma 4.7, it will suffice to show that |NR(X) ∩ Ai| > 2|X| for every
X ⊂ Ai with |X| 6 (|Ai|+1)/3. Observe first that the red degree in Ai of each vertex v ∈ Ai
satisfies
|NR(v) ∩Ai| > (α− γ)pn−
C
p
> 2−5pn,
by Claim 4.9, the definition of Ai, the observation that v has no red neighbours in Bj for
any j 6= i, and the bound p≫ n−1/2. The bound |NR(X) ∩ Ai| > 2|X| follows immediately
for every set X ⊂ Ai with |X| 6 2
−6pn.
If |X| > 2−6pn then we will use Lemma 4.8 to show that |NR(X) ∩ Ai| > 4|Ai|/5. To see
this, note that |X| > C/p, and let Y ⊂ X with |Y | = C/p. By Lemma 4.8, we have
|NR(X) ∩Ai| > |N(Y ) ∩Ai| − γpn · |Y | > |Ai| − 2e
−CN − Cγn >
4|Ai|
5
,
as claimed, since C = 28r2 and γ was chosen sufficiently small. 
Since we assumed that G does not contains a red copy of Pn, it follows from Claim 4.10
that |Ai| 6 n for each i ∈ [r]. Since we showed above that A0 ∪ A1 ∪ · · · ∪ Ar is a partition
of V (G), that |A0| 6 C/p, and that every edge of G[Ai, Aj] is blue for each 1 6 i < j 6 r,
this completes the proof of Theorem 4.1. 
5. Open Problems
To conclude the paper, we will mention here a few natural directions for further research.
First, it would be interesting to close the gap between the bounds given by Proposition 2.3
and Theorem 3.1. Indeed, if n−2/(r+1) ≪ p≪ n−2/(r+2) and
p−(
r+1
2 )n−(r−1) 6 t 6 p−(r+1)/2 log
(
pn2/(r+1)
)
,
then we do not know whether or not G(rn+ t, p)→ (Kr+1, Pn) with high probability.
Problem 5.1. For n−2/(r+1) ≪ p ≪ n−2/(r+2), determine (up to a constant factor) the
smallest t for which G(rn+ t, p)→ (Kr+1, Pn) with high probability.
It would also be interesting to determine a sharp threshold for t (if one exists); in the
range p ≫ n−2/(r+2), it might even be possible to prove such a result via a more careful
analysis of the method we used to prove Theorem 1.2.
Another natural direction would be to extend the results of this paper from cliques to
arbitrary (fixed) graphs. It was proved in [16] that for any graph H , the path Pn is H-
good for all sufficiently large n, and so it is natural to ask for the threshold of the event
G(N, p)→ (H,Pn) when N = (1 + ε)(χ(H)− 1)n for some fixed ε > 0.
The construction used to prove Proposition 2.1 can easily be generalised to show that if
p ≪ n−1/m1(H), where m1(H) := max
{
e(F )/(|F | − 1) : F ⊂ H
}
, then G(Cn, p) 6→ (H,Pn)
with high probability, for any fixed C > 0, and it seems likely that this is the threshold.
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Problem 5.2. Determine for which graphs H we have G((1 + ε)(χ(H)− 1)n, p)→ (H,Pn)
with high probability for every fixed ε > 0 and all p≫ n−1/m1(H).
Once again, it seems likely that the methods of this paper could be adapted to make
progress on this problem, though some technical challenges remain (in particular, for unbal-
anced graphs H).
Finally, another natural extension of this work would be to replace the path Pn by otherH-
good graphs on n vertices (such as bounded-degree graphs with bandwidth o(n), see [1]). We
remark that, in forthcoming work with Arau´jo and Pavez-Signe´ [2], we have made progress
on this problem in the case of a clique versus a bounded-degree tree.
Acknowledgements. We would like to thank Robert Morris for fruitful discussions and
suggestions throughout this work.
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