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ON THE DIFFERENTIAL TRANSCENDENCE OF THE
ELLIPTIC HYPERGEOMETRIC FUNCTIONS
CARLOS E. ARRECHE, THOMAS DREYFUS, AND JULIEN ROQUES
Abstract. We apply the differential Galois theory for difference equa-
tions in order to prove a criterion ensuring that any nonzero solution
of a given order two difference equation is differentially transcendental.
We then apply our result to the elliptic analogue of the hypergeometric
equation.
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2 CARLOS E. ARRECHE, THOMAS DREYFUS, AND JULIEN ROQUES
Introduction
The elliptic hypergeometric functions form a common analogue of clas-
sical hypergeometric functions and q-hypergeometric functions, which have
been a focus of intense study in the last 200 years within the theory of
special functions and are ubiquitous in physics and mathematics. The gen-
eral theory of these elliptic hypergeometric functions was initiated by Spiri-
donov in [Spi16] and has been a dynamic field of research, see for instance
[vdB+07, FR09, M+09, Rai10, Ros02]. In the intervening years a number of
remarkable analogues of known properties and applications of classical and
q-hypergeometric functions have been discovered for the elliptic hypergeo-
metric functions; see [Spi16] for more details.
In this work we develop a criterion to decide differential transcendence for
elliptic hypergeometric functions. More precisely, our main result is that for
“generic” values of the parameters, in a sense made precise in Section 4, the
elliptic hypergeometric functions are differentially transcendental, i.e. they
do not satisfy any polynomial differential equations with elliptic function
coefficients, see Definition 2.3. Our algebraic proof of this result is based on
differential Galois theory for difference equations [HS08], which associates
a geometric object to such a difference equation, the Galois group, that
encodes the polynomial differential equations that may be satisfied by the
solutions. There is a Galois correspondence that implies in particular that
the larger the group, the fewer the polynomial differential relations that ex-
ist among the solutions. As a preliminary result, we prove in Theorem 2.4
a criterion that ensures that the Galois group is large enough to force every
nonzero solution to be differentially transcendental. Then we apply The-
orem 2.4 to the elliptic hypergeometric function solution of equation (4.2)
discovered in [Spi16] by interpreting the latter as a second-order linear dif-
ference equation over an elliptic curve.
Our strategy here is in the tradition of other applications of differential
Galois theory for difference equations of [HS08] to questions about shift
difference equations [Arr17], q-difference equations, [DHR16], deterministic
finite automata and Mahler functions [DHR18], lattice walks in the quarter
plane [DHRS18, DR17, DHRS17], and shift, q-dilation, and Mahler differ-
ence equations in general [AS17]. In order to apply our criterion in practice,
one needs to check that there are no telescoper relations of a certain kind
and that a certain Riccati equation has no solutions. In recent years, the al-
gorithmic solution of these two problems has attracted the attention of many
researchers independently of the question of differential transcendence, see
for example [Pet92, Hen97, Hen98, Roq18, DR15] for the Riccati equations,
see also [Tie05, Nis18], and [Abr95, CS12] for the telescopers. We hope that
our results will motivate the development of new algorithms to handle the
remaining cases.
The paper is organized as follows. In Section 1, we recall some facts about
the difference Galois theory developed in [vdPS97]. To a difference equa-
tion is associated an algebraic group. The larger the group, the fewer the
algebraic relations that exist among the solutions of the difference equation.
In Section 2, we recall some facts about the differential Galois theory for
difference equations of [HS08]. Here the Galois group is a linear differential
DIFF. TRANSCENDENCE OF ELLIPTIC HYPERGEOMETRIC FUNCTIONS 3
algebraic group, that is, a group of matrices defined by a system of algebraic
differential equations in the matrix entries. This group encodes the poly-
nomial differential relations among the solutions of the difference equation.
In this section we prove a criterion to ensure that every nonzero solution
of a given second-order difference equation is differentially transcendental;
see Theorem 2.4. In Section 3 we restrict ourselves to the situation where
the coefficients of the difference equation are elliptic functions. We recall
some results from [DR15], where the authors explain how to compute the
difference Galois group of [vdPS97] for order two equations with elliptic
coefficients. This computation was inspired by Hendricks’ algorithm, see
[Hen97]. In Section 4, we follow [Spi16] in defining the elliptic analogue of
the hypergeometric equation (4.2) and, under a certain genericity assump-
tion, we prove that its nonzero solutions are differentially transcendental,
see Theorem 4.3.
1. Difference Galois theory
For details on what follows, we refer to [vdPS97, Chapter 1]. Unless
otherwise stated, all rings are commutative with identity and contain the
field of rational numbers. In particular, all fields are of characteristic zero.
A σ-ring (or difference ring) (R,σ) is a ring R together with a ring auto-
morphism σ : R → R. If R is a field then (R,σ) is called a σ-field. When
there is no possibility of confusion the σ-ring (R,σ) will be simply denoted
by R. There are natural notions of σ-ideals, σ-ring extensions, σ-algebras,
σ-morphisms, etc. We refer to [vdPS97, Chapter 1] for the definitions.
The ring of σ-constants Rσ of the σ-ring (R,σ) is defined by
Rσ := {f ∈ R | σ(f) = f}.
We now let (K, σ) be a σ-field. We assume that the field of constants
C := Kσ is algebraically closed and that the characteristic of K is 0.
We consider a difference equation of order two with coefficients in K:
(1.1) σ2(y) + aσ(y) + by = 0 with a ∈ K and b ∈ K∗
and the associated difference system:
(1.2) σY = AY with A =
(
0 1
−b −a
)
∈ GL2(K).
By [vdPS97, §1.1], there exists a σ-ring extension (R,σ) of (K, σ) such
that
1) there exists U ∈ GL2(R) such that σ(U) = AU (such a U is called a
fundamental matrix of solutions of (1.2));
2) R is generated, as a K-algebra, by the entries of U and det(U)−1;
3) the only σ-ideals of (R,σ) are {0} and R.
Note that the last assumption implies Rφ = C. Such an R is called a σ-
Picard-Vessiot ring, or σ-PV ring for short, for (1.2) over (K, σ). It is unique
up to isomorphism of (K, σ)-algebras. Note that a σ-PV ring is not always
an integral domain, but it is a direct sum of integral domains transitively
permuted by σ.
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The corresponding σ-Galois group Gal(R/K) of (1.2) over (K, σ), or σ-
Galois group for short, is the group of (K, σ)-automorphisms of R:
Gal(R/K) := {φ ∈ Aut(R/K) | σ ◦ φ = φ ◦ σ}.
A straightforward computation shows that, for any φ ∈ Gal(R/K), there
exists a unique C(φ) ∈ GL2(C) such that φ(U) = UC(φ). According to
[vdPS97, Theorem 1.13], one can identify Gal(R/K) with an algebraic sub-
group G of GL2(C) via the faithful representation
ρ : Gal(R/K) → GL2(C)
φ 7→ C(φ).
If we choose another fundamental matrix of solutions U , we find a con-
jugate representation. In what follows, by “σ-Galois group of the difference
equation (1.1)”, we mean “σ-Galois group of the difference system (1.2)”.
We shall now introduce a property relative to the base σ-field (K, σ),
which appears in [vdPS97, Lemma 1.19].
Definition 1.1. We say that the σ-field (K, σ) satisfies the property (P) if:
— the field K is a C1-field 1;
— and the only finite field extension L of K such that σ extends to a
field endomorphism of L is L = K.
Example 1.2. The following are natural examples of difference fields that
satisfy property (P):
S: Shift case with K = C(z), σ : f(z) 7→ f(z + h), h ∈ C∗. See [Hen97].
Q: q-difference case. K = C(z1/∗) =
⋃
ℓ∈N∗
C(z1/ℓ), σ : f(z) 7→ f(qz), q ∈ C∗,
|q| 6= 1. See [Hen98].
M: Mahler case. K = C(z1/∗), σ : f(z) 7→ f(zp), p ∈ N≥2. See [Roq18].
E: Elliptic case. See Section 3, and [DR15].
The following result is due to van der Put and Singer. We recall that
two difference systems σY = AY and σY = BY with A,B ∈ GL2(K)
are isomorphic over K if and only if there exists T ∈ GL2(K) such that
σ(T )A = BT . Note that σ(Y ) = AY if and only if σ(TY ) = BTY .
Theorem 1.3. Assume that (K, σ) satisfies property (P). Then the follow-
ing properties relative to G = ρ(Gal(R/K)) hold:
— G/G◦ is cyclic, where G◦ is the identity component of G;
— there exists B ∈ G(K) such that (1.2) is isomorphic to σY = BY
over K.
Let G˜ be an algebraic subgroup of GL2(C) such that A ∈ G˜(K). The following
properties hold:
— G is conjugate to a subgroup of G˜;
— any minimal element (with respect to inclusion) in the set of alge-
braic subgroups H˜ of G˜ for which there exists T ∈ GL2(K) such that
σ(T )AT−1 ∈ H˜(K) is conjugate to G;
— G is conjugate to G˜ if and only if, for any T ∈ G˜(K) and for any
proper algebraic subgroup H˜ of G˜, one has that σ(T )AT−1 /∈ H˜(K).
1. Recall that K is a C1-field if every non-constant homogeneous polynomial P over K
has a non-trivial zero provided that the number of its variables is more than its degree.
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Proof. The proof of [vdPS97, Propositions 1.20 and 1.21] in the special case
where K := C(z) and σ is the shift σ(f(z)) := f(z+h) with h ∈ C∗, extends
mutatis mutandis to the present case. 
This theorem is at the heart of many algorithms to compute σ-Galois
groups, see for example [Hen97, Hen98, DR15, Roq18].
2. Parametrized Difference Galois theory
2.1. General facts. A (σ, δ)-ring (R,σ, δ) is a ring R endowed with a ring
automorphism σ and a derivation δ : R→ R (this means that δ is additive
and satisfies the Leibniz rule δ(ab) = aδ(b)+δ(a)b) such that σ◦δ = δ ◦σ. If
R is a field, then (R,σ, δ) is called a (σ, δ)-field. When there is no possibility
of confusion, we write R instead of (R,σ, δ). There are natural notions
of (σ, δ)-ideals, (σ, δ)-ring extensions, (σ, δ)-algebras, (σ, δ)-morphisms, etc.
We refer to [HS08, Section 6.2] for the definitions.
If K is a δ-field, and if y1, . . . , yn belong to some δ-field extension of K,
then K{y1, . . . , yn}δ denotes the δ-algebra generated over K by y1, . . . , yn
and K〈y1, . . . , yn〉δ denotes the δ-field generated over K by y1, . . . , yn.
We now let (K, σ, δ) be a (σ, δ)-field. We assume that the field of
σ-constants C := Kσ is algebraically closed and that K is of characteristic 0.
In order to apply the (σ, δ)-Galois theory developed in [HS08], we need to
work with a base (σ, δ)-field L such that C = Lσ is δ-closed. 2 To this end,
the following lemma will be useful.
Lemma 2.1 ([DHR18, Lemma 2.3]). Suppose that C is algebraically closed
and let C˜ be a δ-closure of C (the existence of such a C˜ is proved in [Kol74]).
Then the ring C˜ ⊗C K is an integral domain whose fraction field L is a
(σ, δ)-field extension of K such that Lσ = C˜.
We still consider the difference equation (1.1) and the associated difference
system (1.2). By [HS08, § 6.2.1], there exists a (σ, δ)-ring extension (S, σ, δ)
of (L, σ, δ) such that
1) there exists U ∈ GL2(S) such that σ(U) = AU ;
2) S is generated, as an L-δ-algebra, by the entries of U and det(U)−1;
3) the only (σ, δ)-ideals of S are {0} and S.
Such an S is called a (σ, δ)-Picard-Vessiot ring, or (σ, δ)-PV ring for short,
for (1.2) over (L, σ, δ). It is unique up to isomorphism of (L, σ, δ)-algebras.
Note that a (σ, δ)-PV ring is not always an integral domain, but it is the
direct sum of integral domains that are transitively permuted by σ.
The corresponding (σ, δ)-Galois group Galδ(S/L) of (1.2) over (L, σ, δ),
or (σ, δ)-Galois group for short, is the group of (L, σ, δ)-automorphisms of S:
Galδ(S/L) = {φ ∈ Aut(S/L) | σ ◦ φ = φ ◦ σ and δ ◦ φ = φ ◦ δ}.
2. The field C˜ is called δ-closed if, for every (finite) set of δ-polynomials F with coeffi-
cients in C˜, if the system of δ-equations F = 0 has a solution with entries in some δ-field
extension L|C˜, then it has a solution with entries in C˜. Note that when the derivation δ is
trivial, i.e. δ = 0, then a field is δ-closed if and only if it is algebraically closed.
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In what follows, by “(σ, δ)-Galois group of the difference equation (1.1)”, we
mean “(σ, δ)-Galois group of the difference system (1.2)”.
A straightforward computation shows that, for any φ ∈ Galδ(S/L), there
exists a unique C(φ) ∈ GL2(C˜) such that φ(U) = UC(φ). By [HS08, Propo-
sition 6.18], the faithful representation
ρδ : Galδ(S/L) → GL2(C˜)
φ 7→ C(φ)
identifies Galδ(S/L) with a linear differential algebraic group Gδ, that is, a
subgroup of GL2(C˜) defined by a system of δ-polynomial equations over C˜
in the matrix entries. If we choose another fundamental matrix of solutions
U , we find a conjugate representation.
Let S be a (σ, δ)-PV ring for (1.2) over L and let U ∈ GL2(S) be a
fundamental matrix of solutions. Then the L-σ-algebra R generated by the
entries of U and det(U)−1 is a σ-PV ring for (1.2) over L. We can (and will)
identify Galδ(S/L) with a subgroup of Gal(R/L) by restricting the elements
of Galδ(S/L) to R.
Proposition 2.2 ([HS08], Proposition 2.8). The group Galδ(S/L) is a
Zariski-dense subgroup of Gal(R/L).
2.2. Differential transcendence criteria. The aim of this section is to
develop a galoisian criterion for the differential transcendence of the nonzero
solutions of (1.1).
Definition 2.3. Let F/K be a (σ, δ)-field extension. We say that f ∈ F is
differentially algebraic overK if there exists n ∈ N such that f, . . . , δn(f) are
algebraically dependent over K. Otherwise, we say that f is differentially
transcendental over K.
Recall that K be a (σ, δ)-field satisfying property (P) such that C = Kσ
is algebraically closed and such that K has characteristic 0.
Let C˜ be a δ-closure of C. According to Lemma 2.1, C˜ ⊗CK is an integral
domain and L := Frac(C˜ ⊗C K) is a (σ, δ)-field extension of K such that
Lσ = C˜. Let S be a (σ, δ)-PV ring for (1.2) over L and let R ⊂ S be a σ-PV
ring for (1.2) over L. We also consider a σ-PV ring R˜ for (1.2) over K.
Our differential transcendence criterion is the following.
Theorem 2.4. Assume that Gal(R˜/K) is irreducible and that the (σ, δ)-
Galois group of σy = by over L is GL1(C˜). Then any nonzero solution
of (1.1) in any (σ, δ)-field extension F of K is differentially transcendental
over K.
Note that the irreducibility of Gal(R˜/K) may be tested algorithmically in
many contexts, see [Hen97, Hen98, DR15, Roq18]. More precisely, the group
is irreducible if and only if there does not exist u ∈ K satisfying the Riccati
equation u(σ(u) + a) = −b. The following lemma gives a more tractable
version of the second assumption.
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Lemma 2.5 (Proposition 2.6, [DHR18]). The (σ, δ)-Galois group of σy = by
over L is a proper subgroup of GL1(C˜) if and only if there exist a nonzero
linear differential operator L with coefficients in C and g ∈ K such that
L
(
δ(b)
b
)
= σ(g)− g.
The following lemma will be used in the proof of Theorem 2.4.
Lemma 2.6. Assume that (1.1) has a nonzero differentially algebraic solu-
tion in a (σ, δ)-field extension F of K. Then (1.1) has a nonzero differen-
tially algebraic solution in S.
Proof of Lemma 2.6. Since any two (σ, δ)-PV rings for (1.1) over L
are isomorphic, it is sufficient to prove the lemma for some (σ, δ)-
PV ring, not necessarily for S itself. Let f be a nonzero differen-
tially algebraic solution of (1.1) in F. We consider the localization T
of L〈f, σ(f)〉δ{X1,2,X2,2}δ at fX2,2 − σ(f)X1,2, where X1,2,X2,2 are δ-
indeterminates over L〈f, σ(f)〉δ. This ring has a natural structure of L-
(σ, δ)-algebra such that σ
(
X1,2
X2,2
)
= A
(
X1,2
X2,2
)
and
(
f X1,2
σ(f) X2,2
)
is a fun-
damental matrix of solutions of σY = AY with coefficients in T . If we let
M be a maximal (σ, δ)-ideal of T , then the quotient T/M is a (σ, δ)-PV
ring for σY = AY over L and the image of f in this quotient is differen-
tially algebraic. Let us prove that it is nonzero. Otherwise the image of
the fundamental solution in the (σ, δ)-PV ring T/M would have a zero first
column and therefore would not be inversible, leading to a contradiction.
This concludes the proof. 
Proof of Theorem 2.4. Assume to the contrary that Equation (1.1) has a
nonzero differentially algebraic solution in a (σ, δ)-field extension F of K.
According to Lemma 2.6, there exists a nonzero differentially algebraic so-
lution f of (1.1) in S.
By [Hen97, Lemma 4.1] combined with Theorem 1.3, one of the following
three cases holds
— Gal(R˜/K) is reducible.
— Gal(R˜/K) is irreducible and imprimitive.
— Gal(R˜/K) contains SL2(C).
Since Gal(R˜/K) is irreducible by assumption, only the last two cases
may occur. Then we split our study in two cases depending on whether
Gal(R˜/K) is imprimitive or not.
Let us first assume that Gal(R˜/K) is imprimitive. It follows from Theo-
rem 1.3 and [Hen97, Section 4.3] that (1.1) is equivalent over K to
(2.1) σ2(y) + ry = 0
for some r ∈K∗. More precisely, let
σY = BY with B =
(
0 1
−r 0
)
∈ GL2(K),
be the system associated to (2.1). Then there exists T ∈ GL2(K) such that
σ(T )A = BT . Let T = (ti,j). Since σY = AY if and only if σ(TY ) = BTY ,
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we obtain that t1,1f + t1,2σ(f) satisfies (2.1) with (t1,1, t1,2) 6= (0, 0). Let us
prove that t1,1f + t1,2σ(f) is non zero. If t1,1f + t1,2σ(f) = 0, then f 6= 0
implies t1,1t1,2 6= 0 and then σ(f)/f is solution of the Riccati equation
u(σ(u) + a) = −b, which contradicts the irreducibility of Gal(R˜/K) by
[DR15, Lemma 13].
Since f is differentially algebraic over K, we have that σ(f), and hence
also t1,1f + t1,2σ(f), are differentially algebraic over L. By [HS08, Propo-
sition 6.26], this implies that the (σ2, δ)-Galois group of (2.1) over L is a
strict subgroup of GL1(C˜). By Lemma 2.5 there exist a nonzero D ∈ C[δ]
and h ∈ K such that
(2.2) D( δ(r)r ) = σ2(h)− h = σ(σ(h) + h)− (σ(h) + h).
Taking the determinant in σ(T )A = BT allows us to deduce the existence
of p ∈ K∗ such that b = σ(p)p r, and therefore the (σ, δ)-Galois groups for
σ(y) = ry and σ(y) = by are the same. Consequently, by Lemma 2.5 and
the assumption on the (σ, δ)-Galois group of σy = by over L, for any nonzero
D ∈ C[δ] and any g ∈ K, we have D( δ(r)r ) 6= σ(g)−g. This is in contradiction
with (2.2).
Assume now that Gal(R˜/K) is not imprimitive, so it contains SL2(C). By
[DHR18, Proposition 2.10], we deduce that
Gm :=
{(
c 0
0 c
) ∣∣∣∣ c ∈ C˜∗
}
⊂ Galδ(S/L).
Let n ∈ N be as small as possible such that there exists
0 6= P ∈ L[X0, . . . ,Xn] with P (f, δ(f), . . . , δn(f)) = 0, and suppose that
this P has smallest possible total degree d ∈ N. For c ∈ C˜∗, let φc ∈ Gm
with corresponding matrix ( c 00 c ). For all c ∈ C˜∗, we find
φcP (f, δ(f), . . . , δ
n(f)) = P (φc(f), φc(δ(f)), . . . , φc(δ
n(f)))
= P (cf, δ(cf), . . . , δn(cf)) = 0.
Since C˜ is differentially closed, there exists c ∈ C˜∗ such that δ(c) = 0 and
cd 6= 1. Since δi(cf) = cδi(f) for such a c, we have that
cdP (f, δ(f), . . . , δn(f))− P (cf, cδ(f), . . . , cδn(f)) = 0,
and we find that P must be homogeneous of degree d, for otherwise the total
degree d would not be minimal. We may further assume that the degree dn
of Xn in P is as small as possible. Again since C˜ is differentially closed,
there exists c ∈ C˜ such that δ2(c) = 0 but δ(c) 6= 0. But then
0 = P (cf, δ(cf), . . . , δn(cf)) = P (cf, cδ(f)+δ(c)f, . . . , cδn(f)+δ(c)δn−1(f))
= cdP (f, δ(f), . . . , δn(f)) +Q(f, δ(f), . . . , δn(f)) = Q(f, δ(f), . . . , δn(f))
for some nonzero homogeneous polynomial Q ∈ L[X0, . . . ,Xn] of total de-
gree d in which the degree of Xn is strictly smaller than dn. This contradic-
tion concludes the proof. 
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3. Difference equations over elliptic curves
In this section we will be mainly interested in difference equations
(3.1) σ2(y) + aσ(y) + by = 0,
with a, b ∈ Mp, where
— Mp denotes the field of meromorphic functions over the elliptic curve
C
∗/pZ for some p ∈ C∗ such that |p| < 1, i.e. the field of meromorphic
functions on C∗ satisfying f(z) = f(pz);
— σ is the automorphism of Mp defined by
σ(f)(z) := f(qz)
for some q ∈ C∗ such that |q| 6= 1 and pZ ∩ qZ = {1}.
Note that this choice ensures that σ is non cyclic.
3.1. The base field. The difference Galois groups of linear difference equa-
tions over elliptic curves have been studied in [DR15]. In loc. cit. the elliptic
curves are given by quotients of the form C/Λ for some lattice Λ. However,
in the present work, we are mainly interested in difference equations on el-
liptic curves given by quotients of the form C∗/pZ for some p ∈ C∗ such
that |p| < 1. The translation between elliptic curves of the form C/Λ and
elliptic curves of the form C∗/pZ is standard, namely by using the fact that if
Λ = Z+ τZ with ℑ(τ) > 0 and p = e2πiτ then the map C→ C∗ : w 7→ e2πiw
induces an isomorphism C/Λ ≃ C∗/pZ.
We shall now recall some constructions and results from [DR15], restated
in the “C∗/pZ context” via the above identification between C/Λ and C∗/pZ.
For k ∈ N∗ we denote by C∗k the Riemann surface of z1/k, and we let zk be
a coordinate function on each C∗k such that z
d
dk = zk for every d ∈ N∗. We
will write C∗1 = C
∗ and z1 = z.
We let Mp,k denote the field of meromorphic functions on C
∗
k satisfying
f(pzk) = f(zk), or equivalently the field of meromorphic functions on the
elliptic curve C∗k/p
Z. The d-power map C∗dk → C∗k : ξ 7→ ξd induces an
inclusion of function fields Mp,k →֒ Mp,dk for each k, d ∈ N∗. We denote by
K the field defined by
K :=
⋃
k≥1
Mp,k .
We endow K with the non-cyclic field automorphism σ defined by
(3.2) σ(f)(zk) := f(qkzk)
where q1 = q ∈ C∗ is such that |q| 6= 1 and pZ ∩ qZ = {1}, and qk ∈ C∗k
defines a compatible system of k-th roots of q1 = q such that q
d
dk = qk for
every d ∈ N∗ (cf. [Hen98, Section 2]). Then (K, σ) is a difference field and
we have the following properties.
Proposition 3.1 ([DR15], Proposition 5). The field of constants of (K, σ)
is Kσ = C.
Proposition 3.2 ([DR15], Proposition 6). The difference field (K, σ) sat-
isfies property (P) (see Definition 1.1).
Remark 3.3. The field Mp = Mp,1 equipped with the automorphism σ does
not satisfy property (P). This is why we work over (K, σ) instead of (Mp, σ).
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Corollary 3.4. The conclusions of Theorem 1.3 are valid for (K, σ).
3.2. Theta functions. We shall now recall some basic facts and notations
about theta functions extracted from [DR15, Section 3] (but stated in the
“C∗/pZ context”, see the beginning of the previous section). For the proofs,
we refer to [Mum07, Chapter I]. We still consider p ∈ C∗ such that |p| < 1.
We consider the infinite product
(z; p)∞ =
∏
j≥0
(1− zpj).
The theta function defined by
(3.3) θ(z; p) = (z; p)∞(pz
−1; p)∞
satisfies
(3.4) θ(pz; p) = θ(z−1; p) = −z−1θ(z; p).
Let Θk be the set of holomorphic functions on C
∗
k of the form
c
∏
ξ∈C∗
k
θ(ξzk)
nξ
with c ∈ C∗ and (nξ)ξ∈C∗
k
∈ N(C∗k) with finite support. We denote by Θquotk
the set of meromorphic functions on C∗k that can be written as a quotient
of two elements of Θk. We have
Mp,k ⊂ Θquotk .
We define the divisor divk(f) of f ∈ Θquotk as the following formal sum of
points of C∗k/p
Z:
divk(f) :=
∑
λ∈C∗
k
/pZ
ordλ(f)[λ],
where ordλ(f) is the (zk − ξ)-adic valuation of f , for an arbitrary ξ ∈ λ (it
follows from (3.4) that this valuation does not depend on the chosen ξ ∈ λ).
For any λ ∈ C∗k/pZ and any ξ ∈ λ, we set
[ξ]k := [λ].
Moreover, we will write ∑
λ∈C∗
k
/pZ
nλ[λ] ≤
∑
λ∈C∗
k
/pZ
mλ[λ]
if nλ ≤ mλ for all λ ∈ C∗k/pZ. We also introduce the weight ωk(f) of f
defined by
ωk(f) :=
∏
λ∈C∗
k
/pZ
λordλ(f) ∈ C∗k/pZ
and its degree degk(f) given by
degk(f) :=
∑
λ∈C∗
k
/pZ
ordλ(f) ∈ Z.
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Example 3.5. Consider θ = θ(z; p) defined above. Then it follows from (3.3)
that div1(θ) = [1], since θ(z; p) has a zero of multiplicity one at each point
of the subgroup pZ ⊂ C∗. However, since z = zkk , we have that
divk(θ) =
k−1∑
i,j=0
[
ζ ik
k
√
pj
]
,
where ζk ∈ C∗k denotes a primitive k-th root of unity and k
√
pj is the j-th
power of an arbitrary choice k
√
p of k-th root of p.
Similarly, for any f(z) ∈ Mp = Mp,1 we have that divk(f) = ϕ∗k(div1(f)),
where ϕk : C
∗
k/p
Z → C∗/pZ denotes the k-power map and ϕ∗k denotes the
induced pull-back map on divisors.
3.3. Irreducibility of the σ-Galois groups. One of the assumptions of
Theorem 2.4 concerns the irreducibility of the σ-Galois group. The main
tool used in this paper in order to study the irreducibility of the σ-Galois
group of (3.1) over K is the following result.
Theorem 3.6 (Proposition 17 in [DR15]). Let G be the σ-Galois group of
(3.1) over K. The following statements are equivalent :
— the group G is reducible;
— the following Riccati equation has a solution in Mp,2 :
(3.5) u(σ(u) + a) + b = 0.
Moreover, if p1 ∈ Θ2 ∪ {0} and p2, p3 ∈ Θ2 are such that
a =
p1
p3
and b =
p2
p3
,
then any solution u ∈ Mp,2 of (3.5) is of the form
u =
σ(r0)
r0
r1
r2
for some r0, r1, r2 ∈ Θ2 such that
(i) div2(r1) ≤ div2(p2),
(ii) div2(r2) ≤ div2(σ−1(p3)),
(iii) deg2(r1) = deg2(r2),
(iv) ω2 (r1/r2) = q
deg2(r0)
2 mod p
Z.
4. Application to the elliptic hypergeometric functions
4.1. The elliptic hypergeometric functions. We shall now introduce
the elliptic hypergeometric functions following [Spi16]. Consider p, q ∈ C∗
such that |p| < 1, |q| < 1, and qZ ∩ pZ = {1}. Consider
(z; p, q)∞ =
∏
j,k≥0
(1− zpjqk) and Γ(z; p, q) = (pq/z; p, q)∞
(z; p, q)∞
.
We have
Γ(pz; p, q) = θ(z; q)Γ(z; p, q), Γ(qz; p, q) = θ(z; p)Γ(z; p, q).
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For t1, . . . , t8 ∈ C∗ satisfying the balancing condition
8∏
j=1
tj = p
2q2, we set
V (t1, . . . , t8; p, q) = κ
∫
T
∏8
j=1 Γ(tjz; p, q)Γ(tj/z; p, q)
Γ(z2; p, q)Γ(z−2; p, q)
dz
z
,
where T denotes the positively oriented unit circle and κ = (p;p)∞(q;q)∞4πi . For
z ∈ C∗, we follow [Spi16] by setting t6 = cz, t7 = c/z, and introducing new
parameters
εj =
q
ctj
for j = 1, . . . , 5, ε8 =
c
t8
, ε7 =
ε8
q
, c =
√
ε6ε8
p2
.
We denote ε = (ε1, . . . , ε8). Note that we still have the balancing condition
(4.1)
8∏
j=1
εj = p
2q2.
Definition 4.1. The elliptic hypergeometric function is the meromorphic
function on C∗ defined by the following formula
fε(z) :=
V (q/cε1, . . . , q/cε5, cz, c/z, cε8 ; p, q)
Γ(c2z/ε8; p, q)Γ(z/ε8; p, q)Γ(c2/zε8; p, q)Γ(1/zε8; p, q)
.
4.2. The elliptic hypergeometric equation. The elliptic hypergeomet-
ric function fε(z) satisfies the following equation
(4.2) A(z)(y(qz) − y(z)) +A(z−1)(y(q−1z)− y(z)) + νy(z) = 0,
where
A(z) =
1
θ(z2; p)θ(qz2; p)
8∏
j=1
θ(εjz; p) and ν =
6∏
j=1
θ(εjε8/q; p).
It is easily seen that A(pz) = A(z), so that the previous equation has coef-
ficients in Mp,1.
Replacing z by qz in (4.2), we obtain the following equation:
(4.3) σ2(y) + aσ(y) + by = 0,
with a = ν−A(qz)−A(q
−1z−1)
A(qz) , b =
A(q−1z−1)
A(qz) ∈ Mp,1.
From now on, we denote by G the σ-Galois group of (4.3) over K (with
respect to some σ-PV ring).
4.3. Irreducibility of the σ-Galois group of the elliptic hypergeo-
metric function.
Theorem 4.2. Assume that every multiplicative relation among the
ε1, . . . , ε8, p, q is induced by (4.1), in the sense that if there are integers
α1, . . . , α8,m, n such that
8∏
j=1
ε
αj
j = p
mqn
then α1 = · · · = α8 =: α and m = n = 2α for some α ∈ Z. Then G is
irreducible.
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Proof. To the contrary, assume that G is reducible. According to Theo-
rem 3.6, the following Riccati equation has a solution u ∈ Mp,2 :
(4.4) u(σ(u) + a) + b = 0.
First, note that u ∈ Mp,2 is a solution of (4.4) if and only if
v(σ(v) + σ−1(a)) + σ−1(b) = 0 with v = σ−1(u) ∈ K. Then to sim-
plify the expression of the divisors of a and b, we may replace them by
σ−1(a) = ν−A(z)−A(z
−1)
A(z) , σ
−1(b) = A(z
−1)
A(z) , and consider the Riccati equation
satisfied by v. Consider p1 ∈ Θ2 ∪ {0} and p2, p3 ∈ Θ2 such that
σ−1(a) =
p1
p3
and σ−1(b) =
p2
p3
.
In view of the explicit expressions for σ−1(a) and σ−1(b), we see that we
may take p2 and p3 such that
div2(p2) =
8∑
j=1
[√
εj
]
+
[−√εj]+ [√pεj]+ [−√pεj]
+
3∑
j=0
[
4
√
pj/q
]
+
[
− 4
√
pj/q
]
+
[
i 4
√
pj/q
]
+
[
−i 4
√
pj/q
]
and
div2(p3) =
8∑
j=1
[√
1/εj
]
+
[
−
√
1/εj
]
+
[√
p/εj
]
+
[
−
√
p/εj
]
+
3∑
j=0
[
4
√
qpj
]
+
[
− 4
√
qpj
]
+
[
i 4
√
qpj
]
+
[
−i 4
√
qpj
]
.
We note for convenience that
div2(σ
−1(p3)) =
8∑
j=1
[√
q/εj
]
+
[
−
√
q/εj
]
+
[√
qp/εj
]
+
[
−
√
qp/εj
]
+
3∑
j=0
[√
q 4
√
qpj
]
+
[
−√q 4
√
qpj
]
+
[
i
√
q 4
√
qpj
]
+
[
−i√q 4
√
qpj
]
.
We now consider r0, r1, r2 ∈ Θ2 as in Theorem 3.6. For i = 1, 2, let
Si := {λ ∈ C∗2/pZ | ordλ(ri) 6= 0}
denote the support of div2(ri). For each j ∈ {1, . . . , 8} we let αj ∈ N denote
the number of points in S1 of the form ±√εj or ±√pεj . Similarly, for each
j ∈ {1, . . . , 8} we let α′j ∈ N denote the number of points in S2 of the form
±√q/εj or ±√qp/εj . We find that there exist ℓ1, ℓ2 ∈ {0, 1, 2, 3} and γ ∈ N
such that
ω2(r1/r2) = i
ℓ1 4
√
pℓ2
8∏
j=1
√
εj
αj+α
′
j
√
q−deg2(r2) 4
√
q−γ =
√
qdeg2(r0) mod pZ,
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where the second equality is obtained from property (iv) of Theorem 3.6.
After taking fourth powers we see that
8∏
j=1
ε
2αj+2α′j
j = p
mq2 deg2(r2)+γ+2 deg2(r0)
for somem ∈ Z. Since every multiplicative relation among the ε1, . . . , ε8, p, q
is induced by (4.1), there exists α ∈ N such that 2αj + 2α′j = α for every
j ∈ {1, . . . , 8} and m = 2deg2(r2) + γ + 2deg2(r0) = 2α. In particular, we
have that 2 deg2(r2) ≤ 2α. On the other hand, it follows from properties
(i) and (ii) of Theorem 3.6, respectively, that α1 + · · · + α8 ≤ deg2(r1) and
α′1 + · · · + α′8 ≤ deg2(r2). We note that by property (iii) of Theorem 3.6
2 deg2(r2) = deg2(r1) + deg2(r2). Putting together these inequalities we
obtain
4α =
8∑
j=1
αj + α
′
j ≤ deg2(r1) + deg2(r2) = 2deg2(r2) ≤ 2α.
It follows from this that α = deg2(r1) = deg2(r2) = 0. Hence, r1/r2 is
constant and
ω2(r1/r2) = 1 =
√
qdeg2(r0) mod pZ
by property (iv) of Theorem 3.6. Since pZ ∩ qZ = {1}, we see that
deg2(r0) = 0 also.
It follows from the above that v ∈ C∗ is constant. Therefore (4.4) can be
rewritten as
(4.5) v2A(z) + v(ν −A(z) −A(z−1)) +A(z−1) = 0,
i.e.
(4.6) (v2 − v)A(z) + vν = (v − 1)A(z−1).
But since
√
q−1 is a pole of A(z) but not of A(z−1) and, on the other hand,√
q is a pole of A(z−1) but not ofA(z), we obtain that v2−v = v−1 = vν = 0,
which is impossible because ν 6= 0. This contradiction concludes the proof
that G is irreducible. 
4.4. Differential transcendence of the elliptic hypergeometric func-
tions. We may equip (K, σ) with the classical derivation δ := z ddz as in
[DHRS18, Section 3.1]. Note that δ commutes with σ. Let C˜ be the δ-
closure of C. Following Lemma 2.1, we may consider L := Frac(K ⊗C C˜)
and we have Lσ = C˜. Recall that fε(z) is meromorphic on C
∗ and note that
the latter field is a (σ, δ)-extension of K.
Theorem 4.3. Assume that every multiplicative relation among the
ε1, . . . , ε8, p, q is induced by (4.1), in the sense that if there are integers
α1, . . . , α8,m, n such that
8∏
j=1
ε
αj
j = p
mqn
then α1 = · · · = α8 =: α and m = n = 2α for some α ∈ Z. Then fε(z) is
differentially transcendental over K.
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Proof. According to Theorem 2.4, it is sufficient to prove that G is irre-
ducible and that the (σ, δ)-Galois group of σy = by = A(q
−1z−1)
A(qz) y over L is
GL1(C˜).
The irreducibility of G was proved in Theorem 4.2. It remains to prove
that the (σ, δ)-Galois group of σy = by over L is GL1(C˜). To the contrary,
assume that it is not GL1(C˜). By Lemma 2.5, there exist a nonzero linear
differential operator L in δ with coefficients in C and g ∈ K such that
L
(
δb
b
)
= σ(g) − g.
Let k ∈ N∗ such that g ∈ Mp,k and consider b as an element of Mp,k. Let
ω ∈ C∗k/pZ be a zero or a pole of b. Then it is a pole of δbb . Since L has
constant coefficients, we get that ω is also a pole of L (δbb ). Therefore, ω
is a pole of σ(g) − g and hence also a pole of σ(g) or of g. Furthermore,
σ(g)−g has at least two distinct poles ω′, ω′′ ∈ C∗k/pZ such that ω ≡ ω′ ≡ ω′′
mod qZk , where qk ∈ C∗k is as in (3.2). These ω′ and ω′′ are poles of δbb , and
hence zeros or poles of b has well. We have proved that, for every ω ∈ C∗k/pZ
that is a pole or zero of b, there exists ℓ ∈ Z 6=0 such that ωqℓk is a pole or
zero of b.
Let us now consider b as an element of Mp,1. From the preceding, we
deduce that for every ω ∈ C∗/pZ, pole or zero of b, there exists ℓ ∈ Z 6=0 such
that ωqℓ is a pole or zero of b. We will use this to find a contradiction. Note
that the set of zeros or poles of b = θ(q
2z2;p)θ(q3z2;p)
θ(q−2z−2;p)θ(q−1z−2;p)
×
8∏
j=1
θ(εjq
−1z−1; p)
θ(εjqz; p)
,
seen as an element of Mp,1, is included in
S = {q−1ε±11 , . . . , q−1ε±18 ,±q−1/2,±q−1/2
√
p,±q−3/2,±q−3/2√p} mod pZ.
Furthermore, the elements of S are all distinct since otherwise we
would find a multiplicative relation among at most four elements among
p, q, ε1, . . . , ε8, contradicting the fact that every multiplicative relation
among the ε1, . . . , ε8, p, q is induced by (4.1). Therefore, no simplifications
occur and S is exactly the set of zeros or poles of b. It suffices to show
that for all ℓ ∈ Z 6=0, S ∩ {qℓq−1ε1 mod pZ} = ∅. Let ℓ ∈ Z such that
S ∩ {qℓq−1ε1 mod pZ} 6= ∅. If ℓ 6= 0, then we find a multiplicative relation
among at most four elements among p, q, ε1, . . . , ε8. This contradicts the
fact that every multiplicative relation among the ε1, . . . , ε8, p, q is induced
by (4.1) and concludes the proof. 
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