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Abstract
Let Ω be a domain in Rd, d ≥ 2, and 1 < p <∞. Fix V ∈ L∞loc(Ω).
Consider the functional Q and its Gaˆteaux derivative Q′ given by
Q(u) :=
1
p
∫
Ω
(|∇u|p+ V |u|p) dx, Q′(u) :=−∇ · (|∇u|p−2∇u)+V |u|p−2u.
It is assumed that Q ≥ 0 on C∞0 (Ω). In a previous paper [22] we
discussed relations between the absence of weak coercivity of the func-
tional Q on C∞0 (Ω) and the existence of a generalized ground state. In
the present paper we study further relationships between functional-
analytic properties of the functional Q and properties of positive so-
lutions of the equation Q′(u) = 0.
2000 Mathematics Subject Classification. Primary 35J20; Secondary
35J60, 35J70, 49R50.
Keywords. quasilinear elliptic operator, p-Laplacian, ground state,
positive solutions, comparison principle, minimal growth.
1 Introduction
Properties of positive solutions of quasilinear elliptic equations, and in par-
ticular, of equations with the p-Laplacian term in the principal part defined
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on general domains have been extensively studied over the recent decades
(see for example, [3, 4, 10, 22, 26, 31] and the references therein).
Fix p ∈ (1,∞), a domain Ω ⊆ Rd and a potential V ∈ L∞loc(Ω). So, Ω is
allowed to be nonsmooth and/or unbounded, and V might blow-up near ∂Ω
or at infinity.
The p-Laplacian equation in Ω with potential term V is the equation of
the form
−∆p(u) + V |u|
p−2u = 0 in Ω, (1.1)
where ∆p(u) := ∇ · (|∇u|
p−2∇u) is the p-Laplacian. This equation, in the
semistrong sense, is a critical point equation for the functional
Q(u) = QV (u) :=
1
p
∫
Ω
(|∇u|p + V |u|p) dx u ∈ C∞0 (Ω). (1.2)
So, we consider solutions of (1.1) in the following weak sense.
Definition 1.1. A function v ∈ W 1,ploc (Ω) is a (weak) solution of the equation
Q′(u) := −∆p(u) + V |u|
p−2u = 0 in Ω, (1.3)
if for every ϕ ∈ C∞0 (Ω)∫
Ω
(|∇v|p−2∇v · ∇ϕ+ V |v|p−2vϕ) dx = 0. (1.4)
We say that a real function v ∈ C1loc(Ω) is a supersolution (resp. subsolution)
of the equation (1.3) if for every nonnegative ϕ ∈ C∞0 (Ω)∫
Ω
(|∇v|p−2∇v · ∇ϕ+ V |v|p−2vϕ) dx ≥ 0 (resp. ≤ 0). (1.5)
Throughout this paper, unless otherwise stated, we assume that
Q(u) ≥ 0 ∀u ∈ C∞0 (Ω). (1.6)
The present paper continues the investigation in [22] and also in [20, 26].
These papers deal with global positivity properties of the functional Q and
the set of positive solutions of the equation Q′(u) = 0 on a general domain
Ω ⊂ Rd. The existence of such global positive solutions is linked to the
positivity of Q by the following Allegretto-Piepenbrink type theorem.
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Theorem 1.2 ([22, Theorem 2.3]). Let Q be a functional of the form (1.2).
The following assertions are equivalent:
(i) The functional Q is nonnegative on C∞0 (Ω).
(ii) Equation (1.3) admits a global positive solution.
(iii) Equation (1.3) admits a global positive supersolution.
It was established in [22] that the absence of a weak coercivity is equiv-
alent to the existence of a (generalized) ground state. The proof hinged on
the representation of Q as an integral with a nonnegative Lagrangian density
due to the generalized Picone identity [3, 4, 7]. In [20] a simplified equivalent
(in the sense of two-sided estimates) expressions for the Lagrangian were
derived, and a Liouville-type theorem was proved. In Theorem 4.5 of the
present paper, we prove the equivalence of several weak coercivity proper-
ties of the functional Q, as well as their equivalence to the positivity of the
variational Q-capacity of closed balls.
For p ≤ d it was proved in [22] that the ground state can be identified
as the global positive solution of minimal growth at infinity of Ω, thus ex-
tending criticality theory of positive solutions for second-order linear elliptic
equations (see [19]) to the case of quasilinear equations of the form (1.3).
In Section 5, we further study positive solutions of the equation Q′(u) = 0
of minimal growth in a neighborhood of infinity in Ω, and the behavior of
positive solutions near an isolated singularity. Consequently, we extend the
above identification to the case p > d (see Theorem 5.10).
Finally, we give conditions for a positive solution to be a positive solution
of minimal growth in a neighborhood of infinity in terms of the infimum of
the integral of the corresponding nonnegative Lagrangian in a neighborhood
of infinity. The variational condition that we present in Section 6 for the case
p = 2, is necessary and sufficient, while for p 6= 2 we give in Section 7 only
a stronger sufficient condition. Weakening this condition with our methods
requires the strong comparison principle, which is generally false for p 6= 2.
2 Preliminaries
In this section we recall local properties of solutions of (1.3) that hold in any
smooth subdomain Ω′ ⋐ Ω, where A ⋐ B means that A¯ is compact in B.
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1. Smoothness and Harnack inequality. Weak solutions of (1.3) admit
Ho¨lder continuous first derivatives, and nonnegative solutions of (1.3) satisfy
the Harnack inequality [24, 25, 27].
2. Harnack convergence principle. Let {ΩN}
∞
N=1 be an exhaustion of Ω
(i.e., a sequence of smooth, relatively compact domains such that cl(ΩN ) ⊂
ΩN+1, and ∪
∞
N=1ΩN = Ω). Fix a reference point x0 ∈ Ω1. Assume also that
V, {VN}
∞
N=1 ⊂ L
∞
loc(Ω) satisfy VN → V in L
∞
loc(Ω). Suppose that {uN} is a
sequence of positive solutions of the equations
Q′N(uN) := −∆p(uN) + VN |uN |
p−2uN = 0 in ΩN , (2.1)
such that uN(x0) = 1.
In light of the Harnack inequality, a priori interior estimates [27, Theo-
rem 1], the Arzela`-Ascoli theorem, and a standard diagonalization argument,
there exist 0 < β < 1, and a subsequence {uNk} of {uN} that converges in
C1,βloc (Ω) to a positive solution u of the equation
Q′(u) := −∆p(u) + V |u|
p−2u = 0 in Ω.
3. Principal eigenvalue and eigenfunction. For any smooth subdomain
Ω′ ⋐ Ω consider the variational problem
λ1,p(Ω
′) := inf
u∈W 1,p
0
(Ω′)
∫
Ω′
(|∇u|p + V |u|p) dx∫
Ω′
|u|p dx
. (2.2)
It is well-known that for such a subdomain, (2.2) admits (up to a multiplica-
tive constant) a unique minimizer ϕ [8, 10]. Moreover, ϕ is a positive solution
of the quasilinear eigenvalue problem{
Q′(ϕ) = λ1,p(Ω
′)|ϕ|p−2ϕ in Ω′,
ϕ = 0 on ∂Ω′.
(2.3)
λ1,p(Ω
′) and ϕ are called, respectively, the principal eigenvalue and eigen-
function of the operator Q′ in Ω′.
It should be noted, however, that minimization statements for singular
elliptic problems on unbounded or nonsmooth domains typically do not pro-
duce points of minimum, but minimizing sequences, which locally (up to
subsequences) converge to solutions.
4. Weak and strong maximum principles.
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Theorem 2.1 ([10] (see also [3, 4])). Consider a functional Q of the form
(1.2) such that (1.6) does not necessarily hold in Ω. Let Ω′ ⋐ Ω be a bounded
C1+α-subdomain, where 0 < α < 1. So, in particular, V ∈ L∞(Ω′).
The following assertions are equivalent:
(i) Q′ satisfies the maximum principle: If u is a solution of the equation
Q′(u) = f ≥ 0 in Ω′ with some f ∈ L∞(Ω′), and satisfies u ≥ 0 on
∂Ω′, then u is nonnegative in Ω′.
(ii) Q′ satisfies the strong maximum principle: If u is a solution of the
equation Q′(u) = f 	 0 in Ω′ with some f ∈ L∞(Ω′), and satisfies
u ≥ 0 on ∂Ω′, then u > 0 in Ω′.
(iii) λ1,p(Ω
′) > 0.
(iv) For some 0  f ∈ L∞(Ω′) there exists a positive strict supersolution v
satisfying Q′(v) = f in Ω′, and v = 0 on ∂Ω′.
(iv′) There exists a positive strict supersolution v satisfying Q′(v) = f 	 0
in Ω′, such that v ∈ C1+α(∂Ω′) and f ∈ L∞(Ω′).
(v) For each nonnegative f ∈ Cα(Ω′) ∩ L∞(Ω′) there exists a unique weak
nonnegative solution of the problem Q′(u) = f in Ω′, and u = 0 on
∂Ω′.
5. Weak comparison principle. We shall need also the following weak
comparison principle (or WCP for brevity).
Theorem 2.2 ([10]). Consider a functional Q of the form (1.2) defined on
Ω, such that (1.6) does not necessarily hold in Ω. Let Ω′ ⋐ Ω be a bounded
subdomain of class C1,α, where 0 < α ≤ 1. Assume that λ1,p(Ω
′) > 0 and
let ui ∈ W
1,p(Ω′) ∩ L∞(Ω′) satisfying Q′(ui) ∈ L
∞(Ω′), ui|∂Ω′ ∈ C
1+α(∂Ω′),
where i = 1, 2. Suppose further that the following inequalities are satisfied

Q′(u1) ≤ Q
′(u2) in Ω
′,
Q′(u2) ≥ 0 in Ω
′,
u1 ≤ u2 on ∂Ω
′,
u2 ≥ 0 on ∂Ω
′.
(2.4)
Then
u1 ≤ u2 in Ω
′.
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6. Strong comparison principle.
Definition 2.3. we say that the strong comparison principle (or SCP for
brevity) holds true for the functional Q if the conditions of Theorem 2.2
imply that u1 < u2 in Ω
′ unless u1 = u2 in Ω
′.
Remark 2.4. It is well known that the SCP holds true for p = 2 and for
p-harmonic functions. For sufficient conditions for the validity of the SCP
see [2, 5, 6, 13, 28] and the references therein. In [5] M. Cuesta and P. Taka´cˇ
present a counterexample where the WCP holds true but the SCP does not.
3 Picone identity and equivalent Lagrangian
Let v ∈ C1loc(Ω) be a positive solution (resp. subsolution) of (1.3). Using the
Picone identity [3, 4, 7] we infer that for every u ∈ C∞0 (Ω), u ≥ 0, we have
Q(u) =
∫
Ω
L(u, v) dx
(
resp. Q(u) ≤
∫
Ω
L(u, v) dx
)
, (3.1)
where the Lagrangian L is given by
L(u, v) :=
1
p
[
|∇u|p + (p− 1)
up
vp
|∇v|p − p
up−1
vp−1
∇u · |∇v|p−2∇v
]
. (3.2)
It can be easily verified that L(u, v) ≥ 0 in Ω.
Let now w := u/v, where v is a positive solution of (1.3) and u ∈ C∞0 (Ω),
u ≥ 0. Then (3.1) implies that
Q(vw) =
1
p
∫
Ω
[
|w∇v + v∇w|p − wp|∇v|p − pwp−1v|∇v|p−2∇v · ∇w
]
dx.
(3.3)
Similarly, if v is a nonnegative subsolution of (1.3), then
Q(vw) ≤
1
p
∫
Ω
[
|w∇v + v∇w|p − wp|∇v|p − pwp−1v|∇v|p−2∇v · ∇w
]
dx.
(3.4)
Therefore, a nonnegative functional Q can be represented as the integral of a
nonnegative Lagrangian L. But the expression (3.2) of L contains an indef-
inite term, and consequently the integrand in (3.3) and (3.4) is nonnegative
but with nonpositive terms. The next proposition shows that Q admits a
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two-sided estimate by a simplified Lagrangian containing only nonnegative
terms. We call the functional associated with this simplified Lagrangian the
simplified energy.
Let f and g be two nonnegative functions. We denote f ≍ g if there
exists a positive constant C such that C−1g ≤ f ≤ Cg.
Proposition 3.1 ([20, Lemma 2.2]). Let v ∈ C1loc(Ω) be a positive solution
of (1.3) and let w ∈ C10(Ω) be a nonnegative function. Then
Q(vw) ≍
∫
Ω
v2|∇w|2 (w|∇v|+ v|∇w|)p−2 dx. (3.5)
In particular, for p ≥ 2, we have
Q(vw) ≍
∫
Ω
(
vp|∇w|p + v2|∇v|p−2wp−2|∇w|2
)
dx. (3.6)
If v is only a nonnegative subsolution of (1.3), then
Q(vw) ≤ C
∫
Ω∩{v>0}
v2|∇w|2 (w|∇v|+ v|∇w|)p−2 dx. (3.7)
In particular, for p ≥ 2, we have
Q(vw) ≤ C
∫
Ω
(
vp|∇w|p + v2|∇v|p−2wp−2|∇w|2
)
dx. (3.8)
Proof. Let 1 < p <∞. The following elementary algebraic vector inequality
holds true [20]
|a+ b|p − |a|p − p|a|p−2a · b ≍ |b|2(|a|+ |b|)p−2 ∀a, b ∈ Rd. (3.9)
Set now a := w|∇v|, b := v|∇w|. Then we obtain (3.5) and (3.7) by applying
(3.9) to (3.3) and (3.4), respectively.
Remark 3.2. It is shown in [20] that for p > 2 none of the two terms in
the simplified energy (3.6) is dominated by the other, so that (3.6) cannot
be further simplified.
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4 Coercivity and ground state
Definition 4.1. Let Q be a nonnegative functional on C∞0 (Ω). We say that
a sequence {uk} ⊂ C
∞
0 (Ω) of nonnegative functions is a null sequence of the
functional Q in Ω, if there exists an open set B ⋐ Ω such that
∫
B
|uk|
p dx = 1,
and
lim
k→∞
Q(uk) = lim
k→∞
∫
Ω
(|∇uk|
p + V |uk|
p) dx = 0. (4.1)
We say that a positive function v ∈ C1loc(Ω) is a ground state of the
functional Q in Ω if v is an Lploc(Ω) limit of a null sequence of Q.
The functional Q is critical in Ω if it admits a ground state in Ω. If the
nonnegative functional Q does not admit a ground state in Ω, then Q is said
to be subcritical (or strictly positive) in Ω.
Theorem 4.2 ([22, Theorem 1.6] and [17, 21] for the case p = 2). Suppose
that the functional Q is nonnegative on C∞0 (Ω). Then any ground state v is
a positive solution of (1.3). Moreover, Q admits a ground state v if and only
if (1.3) admits a unique positive supersolution.
In this case, the following Poincare´ type inequality holds: There exists
a positive continuous function W in Ω, such that for every ψ ∈ C∞0 (Ω)
satisfying
∫
ψv dx 6= 0 there exists a constant C > 0 such that the following
inequality holds:
Q(u) + C
∣∣∣∣
∫
Ω
ψu dx
∣∣∣∣
p
≥ C−1
∫
Ω
W |u|p dx ∀u ∈ C∞0 (Ω). (4.2)
The following result extends Theorem 2.7 of [17], which was proved for
the linear case, to the case 1 < p <∞ (cf. [21, Theorem 4.2]).
Theorem 4.3. Suppose that the functional QV is nonnegative on C
∞
0 (Ω).
Then QV is critical in Ω if and only if QV admits a null sequence that con-
verges locally uniformly in Ω.
Proof. By Theorem 4.2 we only need to show that if QV admits a null se-
quence, then it admits also a null sequence that converges locally uniformly
in Ω. Let {ΩN}
∞
N=1 be an exhaustion of Ω such that x0 ∈ Ω1. Pick a nonzero
nonnegative function W ∈ C∞0 (Ω1). For t ≥ 0 and N ≥ 1, consider the
functional QV−tW on C
∞
0 (ΩN). By Propositions 4.2 and 4.4 of [22], for each
N ≥ 1 there exists a unique positive number tN such that the functional
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QV−tNW admits a ground state in ΩN . Denote by vN the corresponding
ground state satisfying vN(x0) = 1.
On the other hand, Proposition 4.1 of [22] implies that tN → 0. Invoking
the Harnack convergence principle, it follows that there exists a subsequence
{vNk} of {vN} that converges as k →∞ locally uniformly to a positive solu-
tion v of the equation Q′V (u) = 0 in Ω such that v(x0) = 1. The uniqueness
of a positive solution of the equation Q′V (u) = 0 in Ω satisfying u(x0) = 1
(due to the criticality of QV ) implies that any such subsequence converges
to the same function v. Consequently, vN → v locally uniformly in Ω.
Since vN ∈ W
1,p
0 (Ω), we have QV (vN) = p
−1tN
∫
Ω
W |vN |
p dx. Conse-
quently,
QV (vN ) =
tN
p
∫
Ω
W |vN |
p dx→ 0, and
∫
B
|vN |
p dx ≍ 1.
Therefore, {vN} is a null sequence of QV and v is the corresponding ground
state.
A Riemannian manifold M is said to be p-parabolic if the equation
−∆pu = 0
admits only trivial positive supersolutions (p-superharmonic functions) inM.
In [29, 30] Troyanov has established a relationship between the (variational)
p-capacity of closed balls in a Riemannian manifoldM and the p-parabolicity
of M. The following is a natural extension of the definition of p-capacity of
compact sets.
Definition 4.4 (cf. [11]). Suppose that the functional Q is nonnegative on
C∞0 (Ω). Let K ⋐ Ω be a compact set. The Q-capacity of K in Ω is defined
by
CapQ(K,Ω) := inf{Q(u) | u ∈ C
∞
0 (Ω), u ≥ 1 on K}.
The following theorem extends Theorem 1.6 of [22] in the spirit of [26,
Proposition 3.1], as well as Troyanov’s result [29, 30] concerning the p-
capacity of closed balls.
Theorem 4.5. Let Ω ⊆ Rd be a domain, V ∈ L∞loc(Ω), and p ∈ (1,∞).
Suppose that the functional Q is nonnegative on C∞0 (Ω). Then the following
statements are equivalent.
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(a) Q does not admit a ground state in Ω.
(b) There exists a continuous function W > 0 in Ω such that
Q(u) ≥
∫
Ω
W (x)|u(x)|p dx ∀u ∈ C∞0 (Ω). (4.3)
(c) There exists a continuous function W > 0 in Ω such that
Q(u) ≥
∫
Ω
W (x) (|∇u(x)|p + |u(x)|p) dx ∀u ∈ C∞0 (Ω). (4.4)
(d) There exists an open set B ⋐ Ω and CB > 0 such that
Q(u) ≥ CB
∣∣∣∣
∫
B
u(x) dx
∣∣∣∣
p
∀u ∈ C∞0 (Ω). (4.5)
(e) The Q-capacity of any closed ball in Ω is positive.
Suppose further that d > p. Then Q does not admit a ground state in Ω if
and only if there exists a continuous function W > 0 in Ω such that
Q(u) ≥
(∫
Ω
W (x)|u(x)|p
∗
dx
)p/p∗
∀u ∈ C∞0 (Ω), (4.6)
where p∗ = pd/(d− p) is the critical Sobolev exponent.
Proof. By [22, Theorem 1.6], (a) ⇔ (b). If (b) 6⇒ (c), then there exists a
sequence {uk} ⊂ C
∞
0 (Ω) with uk ≥ 0, and an open set B ⋐ Ω such that∫
B
|∇uk|
p dx=1, while Q(uk) → 0 and
∫
B
|uk|
p dx → 0. This is false, since
(3.1), Picone’s formula and Young’s inequality imply (see step 1 of the proof
of [22, Lemma 3.2])∫
B
|∇uk|
p dx ≤ CQ(uk) +
∫
B
|uk|
p dx→ 0.
Clearly (c) ⇒ (d). If (d) holds and Q admits a ground state in Ω, then the
Poincare´ type inequality (4.2) implies (b) which is a contradiction. Statement
(e) is immediate from Theorem 4.3.
If d > p, then (4.6) implies (4.5). On the other hand, (4.6) is immediate
from (4.4) via partition of unity and the local Sobolev inequality.
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Remark 4.6. The requirement in Definition 4.1 that a null sequence {uk}
satisfies {uk} ⊂ C
∞
0 (Ω) can clearly be weakened by assuming only that
{uk} ⊂ W
1,p
0 (Ω). Also, the requirement that
∫
B
|uk|
p dx = 1 can be re-
placed by
∫
B
|uk|
p dx ≍ 1. Moreover, by Theorem 4.5 this normalization can
also be replaced by the requirement that
∫
B
uk dx ≍ 1.
Example 4.7. Consider the functional Q(u) :=
∫
Rd
|∇u|p dx. It follows from
[16, Theorem 2] that if d ≤ p, then Q admits a ground state ϕ = constant in
Rd. On the other hand, if d > p, then
u(x) :=
[
1 + |x|p/(p−1)
](p−d)/p
, v(x) := constant
are two positive supersolutions of the equation −∆pu = 0 in Rd. Therefore,
Q is strictly positive in Rd. For further examples see [20].
5 Solutions of minimal growth at infinity
In this section we define and study the existence of positive solutions of the
equation Q′(u) = 0 of minimal growth in a neighborhood of infinity in Ω. In
particular, we prove that a positive solution u of the equation Q′(u) = 0 in Ω
is a ground state if and only if u is has minimal growth in any neighborhood
of infinity in Ω, a result which was proved in [22] only for 1 < p ≤ d.
Definition 5.1. Let K0 be a compact set in Ω. A positive solution u of
the equation Q′(u) = 0 in Ω \K0 is said to be a positive solution of minimal
growth in a neighborhood of infinity in Ω (or u ∈MΩ,K0 for brevity) if for any
compact set K in Ω, with a smooth boundary, such that K0 ⋐ int(K), and
any positive supersolution v ∈ C((Ω \ K) ∪ ∂K) of the equation Q′(u) = 0
in Ω \K, the inequality u ≤ v on ∂K implies that u ≤ v in Ω \K.
A (global) positive solution u of the equation Q′(u) = 0 in Ω, which has
minimal growth in a neighborhood of infinity in Ω (i.e. u ∈ MΩ,∅) is called
a global minimal solution of the equation Q′(u) = 0 in Ω.
If K0 ⊂ K1 are compact sets in Ω, then clearly MΩ,K0 ⊂MΩ,K1. On the
other hand, the inverse assertion seems to depend on the SCP. More precisely,
we will prove the following statement after some preparatory lemmas that
are of interest in their own right.
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Proposition 5.2. Suppose that the functional Q is nonnegative on C∞0 (Ω).
Assume that the strong comparison principle (SCP) holds true with respect to
Q in any C1,α-bounded subdomain of Ω. Consider two compact sets K0, K1
in Ω such that K0 ⋐ int(K1). If u is a positive solution of the equation
Q′(u) = 0 in Ω \K0 such that u ∈MΩ,K1, then u ∈MΩ,K0.
Definition 5.3. Suppose that the functional Q is nonnegative on C∞0 (Ω).
Let {ΩN}
∞
N=1 be an exhaustion of Ω. Fix K ⋐ Ω with smooth boundary, and
let u be a positive continuous function on ∂K. Let uN be the solution of the
following Dirichlet problem

Q′(uN) = 0 in ΩN \K,
uN = u on ∂K,
uN = 0 on ∂ΩN ,
(5.1)
We denote:
uK := lim
N→∞
uN on Ω \K. (5.2)
Lemma 5.4. Suppose that the functional Q is nonnegative on C∞0 (Ω). Let
K be a compact set in Ω with smooth boundary, and let u be a positive
continuous function on ∂K. Then uK is well defined (and in particular, does
not depend on the exhaustion {ΩN}
∞
N=1). Moreover, u
K ∈MΩ,K.
Proof. We note that for N ≥ 1 we have λ0(ΩN \ K) > 0, and therefore
the (unique) solvability of (5.1) follows from a standard sub/supersolution
argument and the weak comparison principle (WCP). Using again the WCP,
we see that {uN} is a pointwise nondecreasing sequence. Moreover, for any
K0 ⋐ int(K), and any positive supersolution v of the equation Q
′(u) = 0 in
Ω\K0 satisfying u ≤ v on ∂K, we have by the WCP that uN ≤ v in ΩN \K.
Therefore, the limit uK exists and 0 < uK ≤ v for any such v. Consequently,
uK does not depend on the exhaustion {ΩN}
∞
N=1. Similarly, one checks that
uK ∈MΩ,K .
Lemma 5.5. Let K0 ⋐ Ω, and let u be a positive solution of the equation
Q′(u) = 0 in Ω \ K0. Then u ∈ MΩ,K0 if and only if for any compact set
K ⋐ Ω with smooth boundary, such that K0 ⋐ int(K), we have u = u
K.
Assume further that K0 has a smooth boundary, and that u is positive
and continuous on (Ω \K0) ∪ ∂K0. Then u
K0 ≤ u and equality holds if and
only if u ∈MΩ,K0.
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Proof. Let K ⋐ Ω be a set as above, and let v ∈ C((Ω \ K) ∪ ∂K) be a
positive supersolution of the equation Q′(u) = 0 in Ω \ K, satisfying the
inequality u ≤ v on ∂K. Then by comparison, uK = limN→∞ uN ≤ v in
Ω \K. Now if u = uK , it follows that u ≤ v. Hence u ∈MΩ,K0.
On the other hand, if u ∈ MΩ,K0, then by definition u ≤ u
K in Ω \ K,
and since uK ≤ u, we have u = uK in Ω \K.
Assume now thatK0 has a smooth boundary. Suppose that u is a positive
solution of the equation Q′(u) = 0 in Ω\K0 which is positive and continuous
on (Ω \K0)∪ ∂K0. Then by Lemma 5.4 and its proof we infer that u
K0 ≤ u,
and that equality in this inequality implies that u ∈MΩ,K0.
On the other hand, let u ∈ MΩ,K0. Since u
K0 ≤ u, we need only to
prove that u ≤ uK0 in Ω \ K0. In light of the continuity of u and u
K0 and
the positivity of uK0 we infer that for any ε > 0 there exists a compact
smooth set Kε satisfying K0 ⋐ int(Kε), and dist(∂K0, ∂Kε) < ε, such that
u ≤ (1 + ε)uK0 on ∂Kε. Since u ∈ MΩ,K0, it follows that u ≤ (1 + ε)u
K0 in
Ω \Kε. Letting ε→ 0 we obtain u ≤ u
K0 in Ω \K0.
Remark 5.6. Let u be a positive solution as in the first part of Lemma 5.5.
Then uK with K = K0 might be the zero solution (for smooth K0 this
happens if u|K0 = 0). Therefore, without additional assumptions, the set K
cannot be replaced in Lemma 5.5 by K0.
On the other hand, let K0 be a compact set in Ω with smooth boundary,
and let u ∈ MΩ,K0 which is positive and continuous on (Ω\K0)∪∂K0. Then
it follows from Lemma 5.5 that the comparison principle for such solutions
is also valid on Ω \ K0 and not only in Ω \ K with K0 ⋐ int(K) as in the
definition of MΩ,K0.
More precisely, under the above assumptions on u, for any positive su-
persolution v of the equation Q′(u) = 0 in Ω \ K0 which is positive and
continuous on (Ω \K0) ∪ ∂K0 and satisfies u ≤ v on ∂K0, we have u ≤ v in
Ω \K0.
Proof of Proposition 5.2. Let K0, K1 be compact sets in Ω satisfying K0 ⋐
int(K1), and let u be a positive solution of the equation Q
′(u) = 0 in Ω \K0
such that u ∈MΩ,K1. Let K
′, K be smooth compact sets in Ω satisfying
K0 ⋐ int(K
′) ⊂ K ′ ⊂ K1 ⋐ int(K) ⋐ Ω.
Since u = uK in Ω \ K and on ∂(K \ K ′) we have u ≍ uK
′
, it follows by
comparison and exhaustion that u ≍ uK
′
in Ω \K ′. Define
εK ′ := max{ε > 0 | εu ≤ u
K ′ in Ω \K ′}.
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Clearly, 0 < εK ′ ≤ 1. Suppose that εK ′ < 1. Since εK ′u  uK
′
in Ω \K ′ and
εK ′u < u
K ′ on ∂K ′, it follows from the SCP that εK ′u < u
K ′ in ΩN \ K
′.
Therefore, there exists δ > 0 such that (1 + δ)ε0 < 1 and
(1 + δ)εK ′u(x) ≤ u
K ′(x) x ∈ K \K ′.
Hence, by comparison and exhaustion argument on Ω \K, we obtain
(1 + δ)εK ′u(x) = (1 + δ)εK ′u
K(x) ≤ uK
′
(x) x ∈ Ω \K.
Hence, (1+δ)εK ′u(x) ≤ u
K ′ in Ω\K ′ which is a contradiction to the definition
of εK ′. This implies u ≤ u
K ′, and therefore, u = uK
′
in Ω\K ′. Consequently,
by Lemma 5.5, u ∈MΩ,K0.
The following two theorems extend (except for the uniqueness statement
of [22, Theorem 5.4]) Theorems 5.4 and 5.5 in [22] which were proved under
the assumption 1 < p ≤ d.
Theorem 5.7. Suppose that 1 < p < ∞, and Q is nonnegative on C∞0 (Ω).
Then for any x0 ∈ Ω the equation Q
′(u) = 0 has a positive solution u ∈
MΩ,{x0}.
Proof. Consider an exhaustion {ΩN}
∞
N=1 of Ω such that x0 ∈ Ω1. Let {fN}
be a sequence of nonzero nonnegative smooth functions such that fN is com-
pactly supported in B(x0, 2/N) \B(x0, 1/N).
Fix N ≥ 1, and denote AN := ΩN \ B(x0, 1/N). There exists (with a
suitable cN > 0) a unique positive solution of the Dirichlet problem

Q′(uN) = cNfN in AN ,
uN = 0 on ∂AN ,
uN(x1) = 1,
(5.3)
where x1 ∈ A1 is a fixed reference point. Note that uN is a positive solution
of the homogeneous equation in ΩN \ B(x0, 2/N), and uN(x1) = 1. By the
Harnack convergence principle, {uN} admits a subsequence which converges
locally uniformly in Ω\{x0} to a positive solution u of the equation Q
′(u) = 0
in Ω \ {x0}.
Let K ⋐ Ω be a compact set with a smooth boundary such that x0 ∈
int(K), and let v ∈ C(Ω\ int(K)) be a positive supersolution of the equation
Q′(u) = 0 in Ω \K such that the inequality u ≤ v holds on ∂K.
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For N ≥ NK we have that supp fN ⊂ B(x0, 2/N) ⋐ K. Fix δ > 1 and
x ∈ Ω \ K. Applying the WCP (Theorem 2.2) in ΩN \ K, we obtain that
uN(x) ≤ (1+δ)v(x) for all N sufficiently large. By letting N →∞, and then
δ → 0, we obtain that u ≤ v in Ω \K. Hence, u ∈MΩ,{x0}.
Theorem 5.8. The functional QV is strictly positive in Ω if and only if
the equation Q′V (u) = 0 does not admit a global minimal solution in Ω. In
particular, u is ground state of the equation Q′V (u) = 0 in Ω if and only if u
is a global minimal solution of this equation.
Proof. 1. Necessity. Assume that there exists a global minimal solution
u > 0 of the equation Q′V (u) = 0 in Ω, and suppose that QV is strictly
positive. It follows from Theorem 4.5 and Theorem 1.2 (see also [22, Propo-
sition 4.4]) that there exists a nonzero nonnegative function V1 ∈ C
∞
0 (Ω)
with supp V1 ⊂ B(x0, δ) for some δ > 0, such that QV−V1 is strictly positive
in Ω. Therefore, due to Theorem 1.2, there exists a positive solution v of the
equation Q′V−V1(u) = 0 in Ω.
In particular, v is a positive supersolution of the equation Q′V (u) = 0 in
Ω which is not a solution. On the other hand, u is a positive solution of the
equation Q′V (u) = 0 in Ω which has minimal growth in a neighborhood of
infinity in Ω. Therefore, there exists ε > 0 such that εu ≤ v in Ω. Define
ε0 := max{ε > 0 | εu ≤ v in Ω}.
Clearly ε0u  v in Ω. Consequently, there exist δ1, δ2 > 0 and x1 ∈ Ω such
that
(1 + δ1)ε0u(x) ≤ v(x) x ∈ B(x1, δ2).
Hence, by the definition of minimal growth, we have
(1 + δ1)ε0u(x) ≤ v(x) x ∈ Ω \B(x1, δ2),
and thus (1+ δ1)ε0u≤v in Ω, which is a contradiction to the definition of ε0.
2. Sufficiency. Fix x0 ∈ Ω1. Assume that Q is not strictly positive.
Then Q admits a (unique) ground state u in Ω satisfying u(x1) = 1, where
x1 ∈ Ω \ Ω1 is another fixed reference point. It suffices to prove that u is a
global minimal solution of the equation Q′(u) = 0 in Ω.
Fix n ∈ N, and let fn ∈ C∞0 (B(x0, 1/n)) be a nonzero nonnegative func-
tion. For N ≥ 1, let vN,n be the unique positive solution of the Dirichlet
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problem {
Q′(vN,n) = fn in ΩN ,
vN,n = 0 on ∂ΩN .
(5.4)
By the WCP, {vN,n}N≥1 is a nondecreasing sequence. Recall from [22, The-
orem 1.6] that if Q admits a ground state u in Ω, then any positive superso-
lution for the equation Q′(u) = 0 in Ω equals to cu with some c > 0. On the
other hand, if {vN,n(x1)} is bounded, then vN,n → vn, where vn satisfies the
equation Q′(vn) = fn  0 in Ω. Therefore, vN,n(x1)→∞.
Consider now the sequence of functions uN,n(x) := vN,n(x)/vN,n(x1), N ≥
1. Then uN,n solves the Dirichlet problem

Q′(uN,n) =
fn(x)
vN,n(x1)p−1
in ΩN ,
uN,n = 0 on ∂ΩN ,
uN,n(x1) = 1.
(5.5)
By the Harnack convergence principle, we may extract a subsequence of
{uN,n} that converges as N → ∞ to a positive solution un of the equation
Q′(u) = 0 in Ω. By the uniqueness of the ground state, we have un = u.
Let K ⋐ Ω be a compact set with a smooth boundary, and let v ∈
C(Ω\ int(K)) be a positive supersolution of the equation Q′(u) = 0 in Ω\K
such that the inequality u ≤ v holds on ∂K. Without loss of generality, we
may assume that x0 ∈ int(K).
Let n ∈ N be sufficiently large number such that supp fn ⋐ K. By
comparison it follows (as in the first part of the proof) that u = un ≤ v in
Ω \ K. Since K ⋐ Ω is an arbitrary smooth compact set, it follows that
the ground state u is a global minimal solution of the equation Q′(u) = 0 in
Ω.
Consider a positive solution u of the equation Q′(u) = 0 in a punctured
neighborhood of x0 which has a nonremovable singularity at x0 ∈ Rd. With-
out loss of generality, we may assume that x0 = 0. If 1 < p ≤ d, then the
behavior of u near an isolated singularity is well understood. Indeed, due to
a result of L. Ve´ron (see [22, Lemma 5.1]), we have that
u(x) ∼
{
|x|α(d,p) p < d,
− log|x| p = d,
as x→ 0, (5.6)
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where α(d, p) := (p− d)/(p− 1), and f ∼ g means that
lim
x→0
f(x)
g(x)
= C
for some positive constant C. In particular, limx→0 u(x) =∞.
Assume now that p > d. A general question is whether in this case, any
positive solution of the equation Q′(u) = 0 in a punctured ball centered at
x0 can be continuously extended at x0 (see [14] for partial results).
We answer below this question under the assumption that u ≍ 1 near the
isolated singular point.
Lemma 5.9. Assume that p > d, and let v be a positive solution of the
equation Q′(u) = 0 in a punctured neighborhood of x0 satisfying v ≍ 1 near
x0. Then v can be continuously extended at x0.
Proof. We use Ve´ron’s method (see [22, Lemma 5.1]). Without loss of gen-
erality, we may assume that x0 = 0. For 0 < r ≤ r0 denote
m(r) := min
|x|=r
v(x), M(r) := max
|x|=r
v(x), M := lim sup
r→0
M(r).
By our assumption 0 < M <∞. Let {xn} be a sequence such that xn → 0,
and M = limn→∞ v(xn). Define vn(x) := v(|xn|x).
Since u ≍ 1 near x0, it follows that there exists C > 0 such that in an
arbitrarily large punctured ball
C−1 ≤ vn(x) ≤ C
for all n large enough. Moreover, in such a ball, vn is a positive solution of
the quasilinear elliptic equation
−∆pvn(x) + |xn|
pV (|xn|x)v
p−1
n (x) = 0. (5.7)
Since {vn} is locally bounded and bounded away from zero in any punc-
tured ball, the Harnack convergence principle implies that there is a sub-
sequence of {vn} that converges locally uniformly in R
d \ {0} to a positive
bounded solution U of the limiting equation −∆pU = 0 in the punctured
space. Recall that by Example 4.7, if p ≥ d, then the constant function is
a ground state of the p-Laplacian [20], and in particular, it is the unique
positive p-(super)harmonic function in Rd. Therefore, Theorem 4.5 implies
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that the origin has zero p-capacity. By Theorem 7.36 in [11], the singularity
of U at the origin is removable. Hence, U is an entire positive p-harmonic
function in Rd, and consequently, U = constant = α.
This implies that
lim
n→∞
‖v(x)− α‖L∞(|x|=|xn|) = 0. (5.8)
In other words, v approximates α uniformly over concentric spheres whose
radii converge to 0.
We need to prove that v approximates α uniformly over the concentric
annuli An := {|xn| ≤ |x| ≤ |xn+1|}. Let α−(x) := α − δ|x|
a and α+(x) :=
α + δ|x|a (for some a > 0 and δ > 0 sufficiently small). It turns out that
α− (resp., α+) is a radial positive subsolution (resp., supersolution) of the
equation Q′(u) = 0 near the origin, and therefore using the comparison
principle in the annulus An, n ∈ N, and (5.8), it follows that
lim
r→0
‖v(x)− α‖L∞(|x|=r) = 0.
Let u ∈ MΩ,{0} (without loss of generality, we assume that x0 = 0 ∈ Ω).
If u has a removable singularity at 0, then by definition, u is a global minimal
solution. Let us show that the converse is also true.
Suppose that u has a nonremovable singularity at 0, and set
m :=lim inf
r→0
m(r)=lim inf
r→0
min
|x|=r
u(x), M :=lim sup
r→0
M(r)=lim sup
r→0
max
|x|=r
u(x).
By Harnack inequality, for any positive solution v of the equation Q′(u) =
0 in a punctured neighborhood of 0 there exists C˜ > 0 such that
C˜−1M(r) ≤ m(r) ≤ M(r) 0 < r ≤ r0. (5.9)
If m = 0, then by comparing u with any positive global (super)solution
and using Harnack inequality (5.9), we infer that u must be identically zero,
which is a contradiction.
On the other hand, ifM =∞, then the equation Q′(u) = 0 in Ω does not
admit a global minimal solution due to the Harnack inequality (5.9) and the
weak comparison principle. Hence, Theorem 5.8 implies that Q is strictly
positive.
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Assume now that 0 < m ≤ M < ∞. Then by Lemma 5.9, u can be
continuously extended at the origin. If the equation Q′(u) = 0 in Ω admits a
global minimal solution v, then by comparison, u = cv, where c is a positive
constant, and thus u has a removable singularity at 0, a contradiction.
Thus, we proved the following result which extends the second part of
[22, Theorem 5.4], where the case 1 < p ≤ d is considered.
Theorem 5.10. Let x0 ∈ Ω, and let u ∈MΩ,{x0}. Then Q is strictly positive
in Ω if and only if u has a nonremovable singularity at x0.
6 Variational principle for solutions of mini-
mal growth in the linear case
Throughout this section we restrict our consideration to the linear case (p =
2). In fact, as in [21], we can actually consider in the linear case the following
somewhat more general functional than QV of the form (1.2).
We assume that A : Ω → Rd
2
is a measurable symmetric matrix valued
function such that for every compact set K ⋐ Ω there exists µK > 1 so that
µ−1K Id ≤ A(x) ≤ µKId ∀x ∈ K, (6.1)
where Id is the d-dimensional identity matrix, and the matrix inequality
A ≤ B means that B−A is a nonnegative matrix on Rd. Let V ∈ Lqloc(Ω;R),
where q > d/2. We consider the quadratic form
aA,V [u] :=
1
2
∫
Ω
(
A∇u · ∇u+ V |u|2
)
dx (6.2)
on C∞0 (Ω) associated with the Schro¨dinger equation
Pu := (−∇ · (A∇) + V )u = 0 in Ω. (6.3)
We say that aA,V is nonnegative on C
∞
0 (Ω), if aA,V [u] ≥ 0 for all u ∈ C
∞
0 (Ω).
Let v be a positive solution of the equation Pu = 0 in Ω. Then by
[21, Lemma 2.4] we have the following analog of (3.1). For any nonnegative
w ∈ C∞0 (Ω) we have
aA,V [w] =
1
2
∫
Ω
v2A∇(w/v) · ∇(w/v) dx. (6.4)
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Moreover, it follows from [21, 22] that all the results mentioned in the present
paper concerning criticality/subcriticlity of the functional Q are also valid
for the form aA,V .
The aim of this section is to characterize positive solutions of minimal
growth in a neighborhood of infinity in Ω in terms of a modified null sequence
of the form aA,V .
Theorem 6.1. Suppose that aA,V is nonnegative on C
∞
0 (Ω). Let Ω1 ⋐ Ω
be an open set, and let u ∈ C(Ω \ Ω1) be a positive solution of the equation
Pu = 0 in Ω \ Ω1.
Then u ∈ MΩ,Ω1 if and only if for every smooth open set Ω2 satisfying
Ω1 ⋐ Ω2 ⋐ Ω, and an open set B ⋐ (Ω \ Ω2) there exists a sequence {uk} ⊂
C∞0 (Ω), uk ≥ 0, such that for all k ∈ N,
∫
B
|uk|
2 dx = 1, and
lim
k→∞
∫
Ω\Ω2
u2A∇(uk/u) · ∇(uk/u) dx = 0. (6.5)
Proof. 1. Sufficiency. Let u ∈ C(Ω\Ω1) be a positive solution of the equation
Pu = 0 in Ω \ Ω1. Let Ω2 be an open set with smooth boundary such that
Ω1 ⋐ Ω2 ⋐ Ω, and let B be an open set so that B ⋐ (Ω \ Ω2).
Suppose that {uk} ⊂ C
∞
0 (Ω) is a sequence of nonnegative functions such
that
∫
B
|uk|
2 dx = 1 for all k ∈ N, and
lim
k→∞
∫
Ω\Ω2
u2A∇(uk/u) · ∇(uk/u) dx = 0. (6.6)
It follows (cf. [21, Lemma 2.5]) that uk → cu in W
1,2
loc (Ω \ Ω2), where c > 0.
Let E : W 2,2loc (Ω \ Ω2)→W
2,2
loc (Ω) be a bounded linear extension operator
(cf. [9, Section 5.4], and in particular, Remark (i) therein). Note that the
operator E in [9] extends a given function to a bounded open set outside a
smooth compact boundary, so the construction from [9] applies also to our
situation, combined with a straightforward use of partition of unity. For
completeness, we outline the construction of E below.
In suitable neighborhoods U1, . . . , Um covering ∂Ω2 there exist local dif-
feomorphisms {ψj}1≤j≤m, such that for each 1 ≤ j ≤ m the diffeomor-
phism ψj maps the open set Uj ∩ (Ω \ Ω2) into a portion of the half-space
Rd+ = {(x
′, xd) ∈ Rd | xd > 0}, and ψj(Uj ∩ (∂Ω2)) ⊂ {(x′, 0) ∈ Rd}. We may
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assume that w ∈ C∞(Ω \ Ω2) and define in U1, . . . , Um, up to the diffeomor-
phism
wj(x
′, xd) :=
{
w(x′, xd) if xd ≥ 0,
4w(x′,−xd/2)− 3w(x
′,−xd) if xd < 0.
Let U0 and U∞ be open sets, U0 ⋐ Ω2 and U∞ ⊂ Ω \ Ω2, such that together
with U1, . . . , Um they form an open covering of Ω. Set w0(x) := 1 for x ∈ U0,
and w∞(x) := w(x) if x ∈ U∞. Let {χj}j=0,...,m,∞ be a partition of unity
subordinated to U0, . . . , Um, U∞, and define the extension operator as
(Ew)(x) := w∞(x)χ∞(x) +
m∑
j=0
wj(x)χj(x).
Let u˜ := Eu, and v˜k := E(uk/u), and u˜k := u˜v˜k. Note that, since u > 0
and ∂Ω2 is compact, one can always choose the neighborhoods U1, . . . , Um
sufficiently small so that u˜ > 0. Clearly, Ew|Ω\Ω2 = w. Let f := P u˜, and
define W := f/u˜. Notice that W has a compact support in Ω. Moreover,
by elliptic regularity, W ∈ Lq(Ω). It follows that u˜ is a positive solution of
the equation (P −W )u = 0 in Ω. Moreover, by the continuity of E and the
continuity of the form a due (6.4), it follows from (6.6) that
lim
k→∞
aA,V−W [u˜k] = lim
k→∞
∫
Ω
u˜2A∇(u˜k/u˜) · ∇(u˜k/u˜) dx = 0. (6.7)
On the other hand,
∫
B
|u˜k|
2 dx =
∫
B
|uk|
2 dx = 1. Therefore, Corollary
1.6 in [21] implies that u˜k → cu˜, and u˜ ∈ MΩ,∅ (Corollary 1.6 of [21] is
analogous to Theorem 5.8, but note that the terminology in [21] is different
from the terminology of the present paper). Hence u ∈ MΩ,Ω2 . Since Ω2 is
an arbitrary smooth open set satisfying Ω1 ⋐ Ω2 ⋐ Ω, we have u ∈ MΩ,Ω1 .
2. Necessity. Suppose that u ∈ C(Ω \ Ω1) ∩MΩ,Ω1. Let Ω2 be any open
set with smooth boundary such that Ω1 ⋐ Ω2 ⋐ Ω.
Let u˜ be a positive function inW 1,2loc (Ω) such that u˜|Ω\Ω2 = u. Let f := P u˜,
and define W := f/u˜. Recall that W has a compact support in Ω, and that
the SCP holds in the linear case. Therefore, Proposition 5.2 implies that u˜ is
a global minimal solution of the equation (P −W )u = 0 in Ω. Consequently,
it follows from [21, Corollary 1.6] that u˜ is a ground state of the equation
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(P −W )u = 0 in Ω. Let {uk} ⊂ C
∞
0 (Ω) be a null sequence for the form
aA,V−W . So, for some open set B ⋐ (Ω \ Ω2) we have
∫
B
|uk|
2 dx = 1, and
lim
k→∞
∫
Ω
u˜2A∇(uk/u˜) · ∇(uk/u˜) dx = lim
k→∞
aA,V−W [uk] = 0.
Thus,
lim
k→∞
∫
Ω\Ω2
u2A∇(uk/u) · ∇(uk/u) dx = 0. (6.8)
Finally, we prove a sub-supersolution comparison principle for our singu-
lar elliptic equation. This general Phragme´n-Lindelo¨f type principle, which
seems to be new even in the linear case, holds in unbounded or nonsmooth
domains, and for irregular potential V , provided the subsolution satisfies a
certain decay property of variational type (cf. [1, 12, 15, 23]).
Theorem 6.2 (Comparison Principle). Let P be a nonnegative Schro¨dinger
operator of the form (6.3). Fix smooth open sets Ω1 ⋐ Ω2 ⋐ Ω. Let
u, v ∈ W 1,2loc (Ω \Ω1)∩C(Ω \Ω1) be, respectively, a positive subsolution and a
supersolution of the equation Pw = 0 in Ω \ Ω1 such that u ≤ v on ∂Ω2.
Assume further that Pu ∈ Lqloc(Ω \ Ω1), where q > d/2, and that there
exist an open set B ⋐ (Ω \ Ω2) and a sequence {uk} ⊂ C
∞
0 (Ω), uk ≥ 0, such
that∫
B
|uk|
2 dx = 1 ∀k ≥ 1, and lim
k→∞
∫
Ω\Ω1
u2A∇(uk/u) · ∇(uk/u) dx = 0.
(6.9)
Then u ≤ v on Ω \ Ω2.
Proof. Let Ω1 ⋐ Ω2 ⋐ Ω, and let 0 < u˜ ∈ W
1,2
loc (Ω) be the extension of u
provided in the proof of Theorem 6.1, and define analogously f := P u˜ and
W := f/u˜. Clearly, W ≤ 0 in Ω\Ω2. Theorem 6.1 and Proposition 5.2 imply
that u˜ is a positive solution of the equation (P −W )u = 0 in Ω which is a
global minimal solution. On the other hand, v is a positive supersolution of
the equation (P −W )u = 0 in Ω \ Ω2, therefore u ≤ v on Ω \ Ω2.
Remark 6.3. In Theorem 6.2 we have assumed that the subsolution u is
strictly positive. It would be useful to prove the above comparison principle
under the assumption that u ≥ 0 (cf. [12]).
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Remark 6.4. Let K be a compact set in Ω, and φ be a positive solution
of minimal growth in a neighborhood of infinity in Ω of the equation P˜ u :=
−∇ · (A˜∇u) + V˜ u = 0 in Ω for some A˜ satisfying (6.1), and V˜ ∈ Lqloc(Ω;R),
with q > d/2. If u ∈ W 1,2loc (Ω \ Ω1) ∩ C(Ω \ Ω1) is a positive subsolution of
the equation Pw = 0 in Ω \ Ω1 such that
u2(x)A(x) ≤ φ2(x)A˜(x) in Ω \K,
then Condition (6.9) is satisfied (cf. [18]).
7 Variational principle for solutions of mini-
mal growth for the quasilinear case
In this section we extend the results of the previous section to the case
1 < p <∞. Since the SCP does not always hold, we obtain weaker results.
Theorem 7.1. Suppose that 1 < p < ∞, and let QV be nonnegative on
C∞0 (Ω). Let Ω1 ⋐ Ω be an open set, and let u ∈ C(Ω \ Ω1) be a positive
solution of the equation Q′V (u) = 0 in Ω \ Ω1 satisfying |∇u| 6= 0 in Ω \ Ω1.
Then u ∈ MΩ,Ω1 if for every smooth open set Ω2 satisfying Ω1 ⋐ Ω2 ⋐ Ω,
and an open set B ⋐ (Ω\Ω2) there exists a sequence {uk} ⊂ C
∞
0 (Ω), uk ≥ 0,
such that for all k ∈ N,
∫
B
|uk|
p dx = 1, and
lim
k→∞
∫
Ω\Ω2
L(uk, u) dx = 0, (7.1)
where L is the Lagrangian given by (3.2).
Proof. Let u be a positive solution of the equation Q′V (u) = 0 in Ω \ Ω1
satisfying the theorem’s assumptions. Let Ω2 be an open set with smooth
boundary such that Ω1 ⋐ Ω2 ⋐ Ω, and let B an open set so that B ⋐ (Ω\Ω2).
Suppose that {uk} ⊂ C
∞
0 (Ω) is a sequence of nonnegative functions such
that
∫
B
|uk|
p dx = 1 for all k ∈ N, and
lim
k→∞
∫
Ω\Ω2
L(uk, u) dx = 0. (7.2)
As in the proof of [22, Lemma 3.2], it follows that uk → cu in W
1,p
loc (Ω\Ω1.5),
where c > 0.
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Let E : W 2,ploc (Ω \ Ω2) → W
2,p
loc (Ω) be the bounded extension operator,
constructed in the proof of Theorem 6.1 (referring here, as in [9], to the
general case 1 < p <∞ ):
(Ew)(x) := w∞(x)χ∞(x) +
m∑
i=0
wi(x)χi(x).
Let u˜ = Eu, u˜k = Euk and note that, since u > 0, one can always choose
the neighborhoods U1, . . . , Um sufficiently small so that u˜ > 0.
Let f := Q′V (u˜), and define W := fu˜
1−p. Clearly, W has a compact
support. Since |∇u| 6= 0 in Ω \ Ω1, a standard elliptic regularity argument
implies that W ∈ L∞loc(Ω). It follows that u˜ is a positive solution of the
equation Q′V−W (u) = 0 in Ω. Moreover, by the continuity of E and the
continuity of QV−W due (3.5), it follows from (7.2) that
lim
k→∞
QV−W (u˜k) = lim
k→∞
QV−W (|u˜k|) = lim
k→∞
∫
Ω
L(|u˜k|, u˜) dx = 0. (7.3)
Therefore, [22, Theorem 1.6] implies that |u˜k| → cu˜, and u˜ is a ground
state of the functional QV−W in Ω. Consequently, Theorem 5.8 implies that
u˜ ∈ MΩ,∅, and therefore u ∈ MΩ,Ω2 . Since Ω2 is an arbitrary smooth open
set satisfying Ω1 ⋐ Ω2 ⋐ Ω, we have u ∈MΩ,Ω1 .
Remark 7.2. Suppose that for all V ∈ L∞loc(Ω), any positive solution of the
equation Q′V (u) = 0 in Ω satisfying u ∈ MΩ,Ω1 for some smooth open set
Ω1 ⋐ Ω is a global minimal solution (this assumption seems to depend on
the SCP, cf. Proposition 5.2). Then the condition of Theorem 7.1 is also
necessary.
Indeed, suppose that u ∈ C(Ω\Ω1)∩MΩ,Ω1 satisfying |∇u| 6= 0 in Ω\Ω1.
Let Ω2 be any open set with smooth boundary such that Ω1 ⋐ Ω2 ⋐ Ω. Let
u˜ be a positive smooth function in Ω such that u˜|Ω\Ω2 = u. Let f := Q
′
V (u˜),
and define W := fu˜1−p. Recall that W has a compact support in Ω, and by
our assumption u˜ is a global minimal solution of the equation Q′V−W (u) = 0
in Ω. So, by Theorem 5.7, u˜ is a ground state of the functional QV−W . Let
{uk} ⊂ C
∞
0 (Ω) be a null sequence for QV−W . So, limk→∞QV−W (uk) = 0,
and for an open set B ⋐ (Ω \ Ω2), we have
∫
B
|uk|
p dx = 1 for all k ∈ N. By
Picone identity,
lim
k→∞
∫
Ω
L(uk, u˜) dx = lim
k→∞
QV−W (uk) = 0.
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Since L(uk, u˜) ≥ 0 in Ω, it follows that
lim
k→∞
∫
Ω\Ω2
L(uk, u) dx = 0. (7.4)
Finally, we formulate a sub-supersolution comparison principle for our
singular elliptic equation.
Theorem 7.3 (Comparison Principle). Suppose that 1 < p < ∞, and let
QV be nonnegative on C
∞
0 (Ω). Fix smooth open sets Ω1 ⋐ Ω2 ⋐ Ω. Let
u, v ∈ W 1,ploc (Ω \Ω1)∩C(Ω \Ω1) be, respectively, a positive subsolution and a
supersolution of the equation Q′V (w) = 0 in Ω \ Ω1 such that u ≤ v on ∂Ω2.
Assume further that Q′V (u) ∈ L
∞
loc(Ω \ Ω1), |∇u| 6= 0 in Ω \ Ω1, and that
there exist an open set B ⋐ (Ω \Ω2) and a sequence {uk} ⊂ C
∞
0 (Ω), uk ≥ 0,
such that∫
B
|uk|
p dx = 1 ∀k ≥ 1, and lim
k→∞
∫
Ω\Ω1
L(uk, u) dx = 0. (7.5)
Then u ≤ v on Ω \ Ω2.
Proof. As in the proof of Theorem 7.1, let 0 < u˜ ∈ W 1,ploc (Ω) be an extension
of u such that u˜|Ω\Ω2 = u. Let f := Q
′
V (u˜), and define W := fu˜
1−p. Clearly,
W ≤ 0 in Ω \ Ω2. By the proof of Theorem 7.1, u˜ is a positive solution of
the equation Q′V−W (u) = 0 in Ω which is a global minimal solution. On the
other hand, v is a positive supersolution of the equation Q′V−W (w) = 0 in
Ω \ Ω2, therefore u ≤ v on Ω \ Ω2.
Remark 7.4. Following Remark 4.6, the normalization condition∫
B
|uk|
p dx = 1
in Theorems 6.1, 6.2, 7.1 and 7.3 can be replaced by the condition∫
B
uk dx = 1.
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