ABSTRACT
Introduction
Ultrasonic sensors can be used to provide accurate distance measurement at low cost, and are simple in construction and mechanically robust. Often they can be used in environments where other sensors fail and are particularly well suited to subsea applications [1] .
Major applications of the sensors may be found in the underwater Remotely Operated Vehicles (ROV) [2] for the purpose of obstacle avoidance and guidance control. Many methods are employed to generate ultrasonic waves and currently continuous wave and pulse-echo techniques are widely used.
In continuous wave method, continuous signal is transmitted whose echo is received by a separate receiver using separate transducers for transmission and reception. A complex hardware is required in order to determine number of integer wavelengths in the phase shift.
Pulse-echo techniques [3] are mostly used in Sonar's and other industrial applications. A short train of waves is generated, enabling the same transducer to be used both for transmission and reception. This wave as echo is reflected by the target and a portion of which is captured by the transducer. The time of flight of the transmitted signal waveform is determined and the distance between the transducer and target is given as follows.
where D = distance from transducer to target, T 0 = time of flight and c = velocity of ultrasound [3] . Accuracy of the measurement depends on the knowledge of c and the correct estimation of T 0 . The sound velocity shows an almost linear dependence with temperature (2) which can be easily compensated [4] . 
where "T" is the water temperature in ˚C, "d" is the depth in metres and 's' is the salinity in grams of salt per litre of water. A simple threshold-crossing method for the determination of T 0 is generally used, where the detection occurs when the signal crosses the defined amplitude threshold level. Some errors due to the relatively long rise time of the waveforms are produced due to current low-bandw- idth ultrasonic transducers used for subsea applications.
In fact, the received echoes cross the threshold level after some time delay (i.e. after the exact beginning due to processing delays), as shown in Figure 1 , making the target to appear slightly farther away than it actually is. This error could be avoided if the added delays were constant, but the amplitude changes produce deviations. To quantify this error, the echo waves can be modeled as the damped sinusoids [3, 4] .
where [5] , the values for "m" range between 1and 3 and provide good approximations, "h" and the phase shift "" are transducer dependent constants and "ω c " is the angular frequency of the ultrasound. On the other hand, echo amplitude change with distance "D" due to beam spreading and attenuation is given by [6] :
where "" is the coefficient of attenuation which is 15 2 69.5 10 f   dB/m) [7] in water. Constant added delays can be obtained by doing variable matching Equation (4) with D of the echo produced by the targets at different distances. However, there are other causes of echo amplitude variations which cannot be easily modeled, such as the size, shape and attitude of the targets.
The noisy acoustical voltage waveform v(t), received as delayed echo signal can always be modeled in the time domain as the superposition of two events:
where s(t) is the delayed echo signal and n(t) is the ambient ocean noise. The signal enhancement (improvement in the signal-to-noise ratio) [8, 9] can be achieved by DSP algorithms used to average out the noise component of the waveform so that only the signal is left. Assuming that the noise level is a fraction of maximum amplitude of the echo, it is found that an uncertainty of 2T r is produced in the echo arrival time [6] . With S/N ratio of -20 dB this adds a few meters to the error. In short, the cumulative error of the threshold technique is [6] :
where "  " is fractional index and can be calculated from the samples of correlation values [3] .
Measurement Algorithms
The model of the echo waveform is given as in Equation (3). It would be easy to compute the starting time of the echo pulse by locating the maximum of the envelope. The relative variation of the waveform amplitude is rather low at the maximum of the envelope, so that a small noise spike could produce a false maximum. On the other hand, the largest relative amplitude variation is found at the origin of the echo pulse, where the value of echo signal is very low that makes the S/N ratio poorer. Nevertheless this suggests that if many sampling points of the signals were considered, it would be possible to adjust the received echo to the model, obtaining the starting time accurately. The signal corresponding to the delayed echo is the result of the double conversion process. In fact, the electrical signal applied to the transmitter is converted into an acoustic wave and the acoustic echo is converted back into an electrical signal. There is a difference between the wave shapes of the transmitted and the delayed echo signals, due to the electric impedance of the transmitter and receiver circuits and the transducer bandwidth. The transmitted signal is not used in the digital signal processing algorithms for obtaining the starting time accuracy due to the difference in the shapes of the transmitted and the delayed echo signal.
An exact mathematical modeling of the delayed echo waveform for a given transducer is not essential. All range measurements can be made relative to the position of a reference target, whose absolute distance to the transducer is accurately known. Therefore, the theoretical waveform model given as in Equation (3) can be replaced by the reference echo signal waveform received from the reference target.
In this paper the echo received from a reference target is used as a reference signal. The methods considered include norms L1 and L2, and correlation. They search the delay values for which a maximum similarity between the reference and the echo signals are obtained. To observe the effect of phase uncertainties and frequency shifts, this processing is carried out both on the actual wave shape and the extracted envelope of the signals.
The process of envelope extraction using analog rectif-iers followed by low pass filters introduces some delay. Different digital signal processing algorithms have already been reported, which eliminate the delay [6] . The Hilbert Transform technique has been used in this paper and the steps needed are as follows:
1) Obtained the Fourier transform of the sampled echo using a complex FFTutility, 2) Set all negative frequency components to zero and double the positive frequency components 3) Magnitude of the inverse FFT yields the envelope. The function "x(k)" of the basic digital signal processing algorithms are:
The delay value (T 0 ) where the greatest similarity between the reference and delayed echo signal is found corresponds to the index "K 0 " which makes "x(k)" minimum in Equations (6)- (7) and maximum in (8).
Simulation Results for the Basic Algorithms
The simulation is done using 6-KHz underwater acoustic transducer that acts both as a transmitter and receiver, converting an electrical signal into an acoustical one and vice versa. Signals received from the transducer are filtered by a bandpass amplifier whose centre frequency is synchronous with the transducer operating frequency. The results of the simulations are shown and discussed below.
Results of Correlation, L1 Norm and L2 Norm
The Figure 2(a) shows the reference signal, the delayed echo signal and the processed correlation, L1 Norm and L2 Norm directly without envelope extraction. The delayed echo signal is delayed by 88 samples, sampling rate is 60,000 samples/sec with a phase difference of 240 0 (1.1111e-005 sec) which present a T.o.F equal to 0.001477 sec and corresponding distance from the target is equal to 1.1083 meters. It can be seen that the processed output which is maximum of the correlation and minimum of both L1 and L2 Norms show a delay of 87samples. There is an error of one sampling interval added to phase shift. That is due to the phase difference of the delayed echo signal with respect to the reference signal. Actual distance from the target is 1.1083 meters and that calculated by using DSP algorithms is 1.0875 meters. There is an error of 20.83 mm by processing the actual echo signals.
The extracted envelopes of the reference and the delayed echo signals are shown in Figure 2(b) . The lower three plots are the outputs of the correlation, L1 Norm and L2 Norm algorithms performed on the extracted envelopes. It can be seen that the processed output which is maximum of the correlation and minimum of both L1 and L2 Norms show a delay of 88 samples.
There is an error of only a phase shift. That is due to the phase difference of the delayed echo signal with respect to the reference signal. Actual distance from the target is 1.1083 meters and that calculated by using DSP algorithms is 1.100 meters which gives an error of 8.33 mm.
Sampling Frequency
The normalized sampling frequency is the ratio of the sampling rate with respect to the signal frequency. It presents number of samples taken for each cycle. The effect of this parameter without envelope extraction is shown in Figure 3(a) . For L1 and L2 algorithms the error reduces monotonically but non-linearly. In case of correlation the error reduces linearly and for the measurement using delay of the maximum values of reference and delayed echo (MVRE) signals the error is non-linear and do not reduce monotonically.
In Figure 3 (b) the simulation is shown with the same reference and delayed echoes but the processing includes envelope extraction also. It can be seen that for L1 and L2 algorithms, the error remains rather constant if the ratio Fs/F becomes higher. In case of correlation the error is very high when the ratio Fs/F is less than 3 and it then reduces for the higher values. For MVRE signal there is very small variation in the error.
Noise
The performance of different DSP algorithms is shown in Figure 4 (a) without envelope extraction. L1 and L2 norms show large error at low signal to noise ratio (S/N). The error due to correlation is almost constant. The MVRE algorithms show very small error and the change in error is also very small.
The performance of different DSP algorithms is shown in Figure 4 (b) with envelope extraction. L1 norms show increase in error at higher signal to noise ratio (S/N). There is a small variation in the error due to correlation and L2 norm. The MVRE algorithms show very small error till S/N ratio is less than 0.5 and the error becomes more than 2.5 meters for less values of S/N ratio.
Computing Time
It is clear from the Figure 5 shown below that the computational time rises with the increase in number of samples. The L1 and L2 norm and correlation algorithm require more time as compared to other algorithms. The standard Matlab algorithm which is the fast correlation algorithm, requires less time, therefore standard function is not used for the calculation of correlation. Peak detection algorithm requires the least time as compared to other processing algorithms.
Resolution of the Digitizing Process
The effect of ADC resolution is shown in Figure 6(a) below. The error due to all the algorithms remains same. There is no effect of variation in ADC resolution if the processing is done without envelope extraction.
The effect of ADC resolution is shown in Figure 6 (b) below. The error due to correlation remains constant and error due to L2 norm and MVRE is almost same for more than 2 bits resolution. Error due to L2 norm becomes constant for resolution of more than 8 bits.
Conclusions
Several DSP methods have been analyzed and compared with respect to error in rage measurement and computation time. The range error in simple threshold detection method goes up to half metres. The threshold level should be at least 5 times more than the peak value of the noise signal present in the echo signal. The range can not be detected if the S/N ratio is less than 5. Using DSP methods range can be measured for a S/N ratio of 0.1 with an error less than a metre.
Correlation is the best method with low S/N ratio and low digitizing bits.
L2 norm provide better results with low noise level, although it requires high sampling frequency, high digitizing resolution and higher computing time to achieve its full performance.
L1 norm provide almost same results as L2 norm but it requires simplest hardware for the computation of the algorithm.
The MVRE algorithms also show better results but gives higher error at lower till S/N ratio.
It is seen that the processing after envelope extraction gives the best results in term of sampling frequency, Resolution of the Digitizing and S/N ratio.
Digital processing using cross correlation algorithm with 1bit digitizing resolution and processing after envelope extraction gives the best results.
