By means of the concept of factorial moments we examine DNA sequences from yeast to distinguish coding and non-coding regions. It is found that the factorial moments may be a powerful tool for analysis of DNA sequences.
I. Introduction
DNA carries the genetic information of most living organisms. And the goal of genome projects is to uncover that genetic information. Hence, genomes of many different species, ranging from bacteria to complex vertebrates, are currently being sequenced. As automated sequencing techniques have started to produce a rapidly growing amount of raw DNA sequences, the extraction of information from these sequences becomes a scientific challenge. A large fraction of an organism's DNA is not used for encoding protein [1] . Hence, one basic task in the analysis of DNA sequences is the identification of coding regions. Since biochemical techniques alone are not sufficient for identifying all coding regions in every genome, computational tools based on concepts used in many science fields have recently played a prominent role. To cite a few examples, we could mention gene identification [2] [3] , assignment of tentative functions to particular sequences [4] [5] [6] [7] , and elucidation of their structure [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . A relevant contribution is due to statistical methods, namely Markovian approximations [19] , correlation functions, and Fourier transform [7, 9, 10] , etc. However, these methods do not give specific information of how different regions are characterized, and also fail to distinguish one given species from another. For instance, Markovian approximations describe a genome in terms of k-tuple overlapping series of nucleotides (where k is the Markovian order) and might ignore some correlations. Fourier transforms only detect periodicity and possible correlations, but the information associated with these correlations lacks relevant details about the composition of DNA chains. On the other hand, scientists in the field are trying combinations of different methods for the recognition of coding and non-coding DNA regions (based on techniques such as those mentioned above) in order to improve the accuracy for prediction of different packages, which actually reach approximately 90% of accuracy [20] [21] . What is more, the large amounts of statistical patterns that are different in coding and non-coding DNA have been found to be species dependent [22] . That is to say, traditional coding measures based upon these patterns need to be trained on organism-specific data sets before they can be applied to identify coding DNA. This training set dependence limits the applicability of traditional measures, as new genomes are currently being sequenced for which training sets do not exist. For these reasons, alternative tools able to give different ideas and estimators concerning the structure of DNA chains, especially the statistical patterns that are species-independent, represent an important contribution in the field. According to Li [31] , a gene is a sequence of genomic DNA or RNA that performs a specific function, a vague definition comparing with the traditional one. Performing the function may not require the gene to be translated or even transcribed. Three types of genes are recognized at present, e.g., protein-coding genes, RNA-specifying genes and regulatory genes. In this present letter the coding segments refer to protein-coding genes.
In this letter, we suggest the concept of factorial moments as a coding measure. By means of the concept of factorial moments we try to identify coding and non-coding regions of DNA sequences from yeast. This method uses only the known statistical general properties of coding and non-coding segments of DNA. In this way, the prior training on known data sets is avoided; furthermore the search for additional biological information (such as splice sites or termination signals) can also be avoided.
II. Factorial Moments (FM)
More than ten years have witnessed a remarkably intense experimental and theoretical activity in search of scale invariance and fractal in multihardron production processes, for short also called "intermittency" [32] . The primary motivation is the expectation that scale invariance or selfsimilarity, analogous to that often encountered in complex non-linear systems, might open new avenues ultimately leading to deeper insight into long-distance properties of QCD and the unsolved problem of colour confinement.
Generally, intermittency can be described with the concept of probability moment (PM). It is well known that intermittency is related with strong dynamical fluctuations. But the measurements for multihardron production obtain the distribution of particle numbers directly instead of the probability distribution. And the finite number of cases will induce statistical fluctuations. To describe the strong dynamical fluctuations and dismiss the statistical fluctuations effectively, factorial moment (FM) is suggested to investigate intermittency [34, 35] p p p n n n Q p p p P dp dp dp
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III. Application to DNA analysis
The concept of FM has been used to deal with many kinds of complex dynamical processes in physics, such as multi-particle production at high energy, DNA melting and denaturalization with the temperature increasing, etc. [37] [38] . What is more, this concept is also improved to a new version called etermittency, to deal with some problems where statistical average can not be complemented properly [39] .
Detailed works predict that in non-coding DNA sequences the elements A, T, C and G are not positioned randomly, but exhibit self-similar structure, while in coding DNA sequences the elements are distributed in a quasi-random way. Therefore, it may be a reasonable idea to distinguish coding and non-coding DNA sequences using the concept of FM.
There are several statistical features that can be employed to distinguish non-coding and coding regions, as illustrated below [40, 41] , (a) The usage of strongly bonded nucleotide C-G pairs is usually less frequent than that of weakly bonded A-T pairs; (b) The C-G concentration may differ significantly between organisms, but is generally larger in coding than in non-coding regions.
(c) The C-G concentration makes a strong "background" contribution to any possible differences between non-coding and coding subsequences.
(d) Non-coding regions display long-range power-law relations, and have common features to hierarchically structured languages, i.e. a linear Zipf plot and a non-zero redundancy. That is to say, there are deterministic structures in non-coding regions.
While for coding regions, it seems that random rules dominate the sequences. Therefore, the coding and non-coding regions behave different completely. They are sequences obeying different laws. To take into account these statistical characteristics of DNA sequences, we construct a process as illustrated below [42] [43] [44] [45] [46] Here we meet an essential problem, that is, how can we find a proper segment of DNA sequence to be employed as reference. Bad reference may induce fuzzy results.
Investigations on the differences among coding segments or non-coding segments may be helpful, and the FM method is clearly a powerful tool. It is interesting to find in the results above that the right borders or the left borders are almost all positioned around two typical values, respectively. Perhaps we can catalogue the borders according to the quantity ) (t F ∆ in a certain degree. 8 Right borders for DNA sequence from Yeast Left borders for DNA sequence from Yeast
