Let ∆ be a dual polar space of rank n ≥ 4, H be a hyperplane of ∆ and Γ := ∆ \ H be the complement of H in ∆. We shall prove that, if all lines of ∆ have more than 3 points, then Γ is simply connected. Then we show how this theorem can be exploited to prove that certain families of hyperplanes of dual polar spaces, or all hyperplanes of certain dual polar spaces, arise from embeddings.
Introduction
We presume the reader is familiar with notions as simple connectedness, hyperplanes, hyperplane complements, full projective embeddings, hyperplanes arising from an embedding, and other concepts involved in the theorems to be stated in this introduction. If not, the reader may see Section 2 of this paper, where those concepts are recalled. The following is the main theorem of this paper. We shall prove it in Section 3. Theorem 1.1 Let ∆ be a dual polar space of rank ≥ 4 with at least 4 points on each line. If H is a hyperplane of ∆ then the complement ∆ \ H of H in ∆ is simply connected.
Not so much is known on ∆ \ H when rank(∆) = 3. The next theorem is one of the few results obtained so far for that case. Theorem 1.2 (see [15] , [4] and [11] ) Given a thick dual polar space ∆ of rank 3 and a hyperplane H of ∆, suppose that H is locally singular, namely: for every quad Q, if Q ⊆ H then H ∩ Q = p ⊥ ∩ Q for a point p ∈ Q. Then ∆ \ H is simply connected, except when H is singular (namely, it consists of the points at distance ≤ 2 from a given point) and ∆ is either the dual DQ(6, 2) of Q(6, 2) or the dual DH(5, 4) of H(5, 4).
In the above theorem, the case ∆ = DQ(6, K) is the most difficult. A proof of the simple connectedness of ∆ \ H in that case has been offered by Baumeister, Shpectorov and Stroth [1] several years ago, but regretfully their proof is spoiled by an error in its final part. Different proofs have later been found by Cardinali and Pasini [4] and Gramlich et al. [11] . In the remaining cases H is singular (Shult [21] , Pralle [19] ). When H is singular and the lines of ∆ have at least 4 points, the simple connectedness of ∆ \ H is fairly easy to prove (see [15] , where a description of the universal cover of ∆ \ H is also given when H is singular and ∆ = DQ(6, 2) or ∆ = DH(5, 4)).
The locally subquadrangular case is also well understood, provided that ∆ is finite. We recall that a hyperplane H of ∆ is said to be locally subquadrangular if, for every quad Q of ∆, if Q ⊆ H then H ∩ Q is a subquadrangle of Q. It is known that, when ∆ is finite and thick, only DQ(2n, 2) and DH(5, 4) admit locally subquadrangular hyperplanes (Pasini and Shpectorov [17] ). When ∆ = DQ(2n, 2) and H is locally subquadrangular, ∆ \ H is the dual of Q + (2n − 1, 2), which is well known to be simply connected for any n ≥ 3. On the other hand, the dual polar space ∆ = DH(5, 4) admits a unique (up to isomorphisms) locally subquadrangular hyperplane. If H is that hyperplane, then Aut(∆ \ H) = U 4 (3) · 2 2 122 (notation as in [5] ) and ∆ \ H is a shadow-geometry of a geometry for U 4 (3) · 2 1 studied by Pasini and Tsaranov [18] . The latter geometry is simply connected. Hence ∆ \ H is also simply connected, by [14, Theorem 9] .
In the rest of this introduction we will show how Theorem 1.1 can be exploited to prove that certain families of hyperplanes, or all hyperplanes of certain dual polar spaces, arise from projective embeddings.
Given a dual polar space ∆ of rank n ≥ 3, suppose that ∆ admits a full projective embedding e : ∆ → Σ = P G(V ) and letẽ be its hull (namelyẽ is universal relatively to e). Let M(∆) be the family of (proper) maximal convex subspaces of ∆ (maxes of ∆, for short) and, for every A ∈ M(∆), let e A : Res(A) → e(A) be the embedding induced by e on the residue Res(A) of A (which is a dual polar space of rank n − 1) and letẽ A be the hull of e A . The next theorem is a special case of Corollary 4 of Ronan [20, Section 1]: Theorem 1.3 With ∆, e andẽ as above, let H be a hyperplane of ∆ and let Γ := ∆ \ H be the complement of H in ∆. Assume the following:
(1) Γ is simply connected;
Then H arises fromẽ.
We warn that, when saying that H arises fromẽ, we are not claiming that it cannot arise from any proper projection ofẽ. Note also that, if ∆ admits the absolutely universal embedding (see Subsection 2.5), then that embedding is justẽ. In that case the conclusion of Theorem 1.3 can be stated as follows: H arises from the absolutely universal embedding of ∆. All embeddable thick dual polar spaces admit the absolutely universal embedding. (This follows from Tits [26, 8.6 ] in the case of rank 2, and from Kasikova and Shult [12, Theorem 1] in the general case.) Every embeddable point-line geometry with three points per line also admits the universal embedding and all of its hyperplanes arise from that embedding (Ronan [20] ). Therefore: Theorem 1.4 Let ∆ be an embeddable dual polar space of rank at least 2. If every line of ∆ has exactly 3 points, then every hyperplane of ∆ arises from the absolutely universal embedding of ∆.
By inductively applying Theorems 1.1 and 1.3 in the general case and exploiting Theorem 1.4 when all lines have size 3, we easily obtain the following: Corollary 1.5 For a given integer n 0 ≥ 2 and every n ≥ n 0 , let D n be a class of thick dual polar spaces of rank n. For every ∆ ∈ D := ∞ n=n 0 D n , let H(∆) be a class of hyperplanes of ∆. We assume that every ∆ ∈ D is embeddable and we denote by e ∆ the absolutely universal embedding of ∆. Assume the following:
(1) for every n > n 0 , for every ∆ ∈ D n and every max A ∈ M(∆), Res(A) ∈ D n−1 ;
(2) for every n > n 0 , for every ∆ ∈ D n , every H ∈ H(∆) and every
when n 0 = 2, for every ∆ ∈ D 3 and every H ∈ H(∆), if every line of ∆ has more than 3 points, then the complement ∆ \ H of H is simply connected;
(4) for every ∆ ∈ D n 0 , every H ∈ H(∆) arises from e ∆ .
Then H arises from e ∆ , for every ∆ ∈ D and every H ∈ H(∆).
We finish this introduction by showing how Corollary 1.5 can be exploited in certain special cases. Let D be the class of dual polar spaces isomorphic to the dual DH(2n−1, q 2 ) of H(2n−1, q 2 ), for any n ≥ n 0 = 3 and any prime power q. It is well known that all members of D are embeddable. For every ∆ ∈ D, let H(∆) be the class of all hyperplanes of ∆. Conditions (1) and (2) of Corollary 1.5 are trivial for this choice of D and H(∆), whereas (3) is empty. De Bruyn and Pralle [7] , [8] have classified all hyperplanes of DH(5, q 2 ), obtaining that all of them arise from the absolutely universal embedding of DH(5, q 2 ). So, condition (4) of Corollary 1.5 holds. Consequently, Corollary 1.6 For every integer n ≥ 3 and every prime power q, all hyperplanes of DH(2n − 1, q 2 ) arise from the absolutely universal embedding of DH(2n − 1, q 2 ).
In the next application, D is the class of all embeddable thick dual polar spaces of rank n ≥ n 0 = 2 and, for every ∆ ∈ D, H(∆) is the class of locally singular hyperplanes of ∆. Conditions (1) and (2) 2 Definitions and basics
Poset-geometries
We refer to [13] for basic notions of diagram geometry. In particular, as in [13] , geometries are residually connected and firm, by definition. We denote by * and t the incidence relation and the type-function of Γ and we write x ∈ Γ for "x is an element of Γ". We say that a geometry Γ of rank n is a poset-geometry if it belongs to a diagram as follows, where the integers 0, 1, ..., n − 1 are the types and X 1 , X 2 , ..., X n−1 are classes of geometries of rank 2, which may be arbitrary but not generalized digons:
For x, y ∈ Γ, if x * y and t(x) ≤ t(y) then we write x ≤ y. We write x < y when x ≤ y and x = y. Note that, in view of the shape of the above diagram, the set of elements of Γ equipped with the above defined relation ≤ is a graded poset, with the type-function t as grading function.
The dual Γ * of Γ is just the same as Γ, but with types permuted as follows:
In short, Γ * is the dual poset of Γ. Given x ∈ Γ, we denote its residue by Res Γ (x) (also Res(x) for short, if the reference to Γ is clear by the context). When 0 < t(x) < n − 1 we denote by Res − (x) (resp. Res + (x)) the subgeometry induced by Γ on the set {y ∈ Γ | y < x} (resp. {y ∈ Γ | y > x}). Clearly, Res(x) = Res − (x) ⊕ Res + (x). We extend this notation to elements of type 0 and n − 1 by setting Res + (x) := Res(x) when t(x) = 0 and Res − (x) := Res(x) when t(x) = n − 1.
Points, lines, collinearity and subspaces
Let Γ be a poset-geometry of rank n ≥ 2. The elements of Γ of type 0 and 1 are called points and lines of Γ. Denoted by P Γ and L Γ the set of elements of Γ of type 0 and 1 respectively, the point-line space of Γ is the rank 2 geometry
The collinearity graph G Γ of Γ is the collinearity graph of S Γ , with P Γ as the vertex-set and 'being collinear' as the adjacency relation. For two points x, y ∈ P Γ the distance d(x, y) from x to y is the distance from x to y in G Γ . As usual, for x ∈ P Γ and nonempty subsets
A subset X ⊆ P Γ is said to be convex if it is convex as a set of vertices of G Γ . The diameter of a convex nonempty subset X ⊆ P Γ is defined as diam(X) := sup x,y∈X d(x, y) and we put diam(Γ) := diam(P Γ ).
For x ∈ Γ we put P (x) := {p ∈ P Γ | p ≤ x}. In particular, if t(x) = 0 then P (x) = {x}. Clearly, if x ≤ y then P (x) ⊆ P (y), but the converse is false in general. For the rest of this subsection we assume that Γ satisfies the following property, usually called (LL) in the literature:
In view of (LL), distinct lines have different sets of points. So, we regard the lines of Γ as distinguished subsets of P Γ . Accordingly, when l ∈ L Γ we will freely write l for P (l), for instance writing p ∈ l for p ∈ P (l) or l ⊆ X for
A subspace X is said to be singular if d(x, y) = 1 for any two distinct points x, y ∈ X.
Clearly, the intersection of any family of (convex) subspaces of Γ is a (convex) subspace of Γ. For a subset X ⊆ P Γ , the subspace spanned by X (the convex closure of X) is the intersection of all (convex) subspaces that contain X.
Hyperplanes and their complements
Keeping the hypothesis that Γ satisfies (LL), a hyperplane of Γ is a proper subspace H of Γ such that l ∩ H = ∅ for every line l ∈ L Γ . Let H be a hyperplane of Γ. Clearly, for every element x ∈ Γ of type t(x) > 1, if
The following is also well known (see Shult [22, page 217], for instance): Proposition 2.1 H is maximal as a proper subspace of Γ if and only if G Γ induces a connected graph on P Γ \ H.
Assume now the followings:
(ii) H ∩ P (x) is a maximal proper subspace of Res − (x) for every x ∈ Γ with t(x) > 1 and P (x) ⊆ H.
Then we define the complement Γ \ H of H in Γ as the induced subgeometry of Γ the elements of which are the elements x ∈ Γ such that P (x) ⊆ H. (In particular, P Γ \H is the point-set of Γ\H.) By (ii) and Proposition 2.1, Γ\H is residually connected. Property (i) implies that Γ \ H is firm. So, Γ \ H is indeed a geometry in the sense of [13] . Clearly, Γ \ H is a poset-geometry of rank n, with P Γ \ H as its point-set. Moreover, Res Γ\H (p) = Res Γ (p) for every p ∈ P Γ \ H and Res
for every x ∈ Γ with t(x) ≥ 2 and P (x) ⊆ H. Note also that Γ \ H inherits (LL) from Γ.
Intersection Property
We refer to [13, Chapter 6] for a discussion of the Intersection Property. We only recall that, for a poset-geometry Γ, the Intersection Property is equivalent to the following: (IP) for any two elements x, y ∈ Γ, if P (x) ∩ P (y) = ∅ then P (x) ∩ P (y) = P (z) for a suitable z ≤ x, y.
Moreover, Γ satisfies (IP) if and only if (IP) holds in Γ * (see [13, Chapter 6] ). Note also that (IP) implies (LL) and the following (called Isomorphism Property in [13, Chapter 6] ): for x, y ∈ Γ, we have x ≤ y if and only if P (x) ⊆ P (y). In particular, P (x) is a subspace of S Γ for every x ∈ Γ and P (x) = P (y) for any two distinct elements x, y ∈ Γ. So, when (IP) holds we may get rid of the notation P (x) and regard the elements of Γ as distinguished subspaces of S Γ . Accordingly, we may write p ∈ x for p ∈ P (x), x ∩ y for P (x) ∩ P (y), x ⊆ y for P (x) ⊆ P (y) or x ≤ y, and so on.
Full projective embeddings
Let Γ be a poset-geometry satisfying (LL). A full (projective) embedding of Γ is an injective mapping e from P Γ to the point-set of a finite-dimensional projective space Σ = P G(V ), such that:
It follows from (E1) and the injectivity of e that e(l) = e(m) for any two distinct lines l, m ∈ L Γ . Also, for x ∈ Γ of type t(x) > 1, e induces on P (x) a full embedding e x of Res − (x) into the subspace e(P (x)) of Σ. As all embeddings to be considered in this paper are full, we will omit the word "full" in the sequel, thus freely speaking of embeddings whereas we should more appropriately say 'full embeddings'. On the other hand, if e : Γ → P G(V ) is an embedding and K is the underlying division ring of V , and we want to remind the reader of this fact, then we say that e is defined over K (also that e is a K-embedding, for short). Needless to say, not every geometry admits projective embeddings. If Γ admits a projective embedding then we say that Γ is embeddable (K-embeddable if it admits K-embeddings).
Henceforth K is a given division ring and we assume that the geometry Γ is K-embeddable. Two K-embeddings e 1 : Γ → Σ 1 and e 2 : Γ → Σ 2 are said to be isomorphic (and we write e 1 ∼ = e 2 ) if e 2 = f • e 1 for an isomorphism f : Σ 1 → Σ 2 . Given a K-embedding e : Γ → Σ = P G(V ), let U be a linear subspace of V such that:
(i) U ∩ e(p) = 0 for every p ∈ P Γ ;
(ii) U + e(p 1 ) = U + e(p 2 ) for any two distinct points p 1 , p 2 ∈ P Γ .
(Needless to say, here e(p), e(p 1 ), e(p 2 ) are regarded as 1-dimensional linear subspaces of V .) Then we can define a K-embedding e/U : Γ → P G(V /U ) by sending every p ∈ P Γ to the point (U + e(p))/U of P G(V / [20] ; also Pasini [16] ). The hullẽ of e is dominant and it is uniquely determined up to isomorphisms. Clearly, e is dominant if and only if it is its own hull. In general, different K-embeddings of Γ might admit non-isomorphic hulls. If all K-embeddings of Γ admit the same hull (up to isomorphisms, of course), then that hull is called the absolutely universal K-embedding of Γ, also absolutely universal embedding of Γ for short, when the underlying field K is uniquely determined by Γ (see the next subsection).
If Γ is embeddable and |l| = 3 for every line l ∈ L Γ , then Γ admits the absolutely universal embedding (see Ronan [20] ). When the lines of Γ have more than 3 points, a sufficient condition for Γ to admit the absolutely universal embedding is given by Kasikova and Shult [12] .
Remark 1 Dominant embeddings and hulls are called universal by Ronan [20] and relatively universal by Cooperstein and Shult [6] . We have borrowed the word "hull" from Kasikova and Shult [12] and Pasini [16] (but hulls as defined above are called linear hulls in [16] ). The expression "absolutely universal" is taken from Cooperstein and Shult [6] and Kasikova and Shult [12] (but this expression is often shortened as "absolute" in [12] ).
K-geometries
Given an embeddable geometry Γ, if all full embeddings of Γ are defined over the same division ring K, then we say that Γ is defined over K, also that Γ is a K-geometry, for short, or that Γ embodies K. If Γ embodies a division ring K, we may freely speak of the full embeddings of Γ without recalling that they are K-embeddings.
Here are a few examples. Every embeddable finite geometry Γ embodies a finite field GF (q). (Clearly, q + 1 is the size of the lines of Γ.) Suppose that rank(Γ) > 2 and Res − (x) is a thick projective plane for every x ∈ Γ of type t(x) = 2 (as when Γ is a polar space with no lines of size 2). If moreover Γ is embeddable, then all projective planes as above are defined over the same division ring K and Γ is a K-geometry. Suppose that Γ is a classical thick generalized quadrangle. Then Γ embodies a division ring, by Tits [26, 8.6] . Therefore: Proposition 2.2 Every embeddable thick dual polar space of rank at least 2 embodies a division ring.
Proof. Let ∆ be a thick dual polar space and e be a K-embedding of ∆. Then the embeddings induced by e on the quads of ∆ are also defined over K. However, classical generalized quadrangles embody division rings. Hence the quads of ∆ uniquely determine K. So, K is uniquely determined by ∆. 2
The above proposition explains why, in the introduction of this paper, we speak of embeddings without mentioning their underlying division rings.
Hyperplanes arising from embeddings
Given a full projective embedding e : Γ → Σ of a geometry Γ, let H be a hyperplane of Σ. Then e −1 (H ∩ e(P Γ )) is a hyperplane of Γ. We say that a hyperplane H of Γ arises from e if H = e −1 (H ∩ e(P Γ )) for a hyperplane H of Σ. The following is worth to be mentioned: Proposition 2.3 If all hyperplanes of Γ arise from e, then e is dominant.
Proof. Suppose that e =ẽ/U for another embeddingẽ : Γ → P G( V ) and a non-trivial subspace U of V . Take a hyperplane H of Γ such that: Suppose the contrary. Then ẽ(H) has codimension ≥ 2 in Σ, by (1) . So, we can pick a point x 1 ∈ P Γ \H such that ẽ(H) ⊂ ẽ(H)∪{ẽ(x 1 )} = Σ. Let H 1 be the subspace of Γ spanned by H ∪ {x 1 }. Then H 1 is a hyperplane of Γ and ẽ(H) has codimension 1 in ẽ(H 1 ) = ẽ(H) ∪ {ẽ(x 1 )} . As ẽ(H 1 ) = Σ, we can pick another point x 2 ∈ P Γ \ H 1 such thatẽ(x 2 ) ∈ ẽ(H 1 ) . Let H 2 be the span of H ∪ {x 2 } in S Γ . As above, H 2 is a hyperplane of Γ and ẽ(H) has codimension 1 in ẽ(H 2 ) . It follows that ẽ(H) = ẽ(H 1 ) ∩ ẽ(H 2 ) . On the other hand, U ⊆ ẽ(H i ) for i = 1, 2, by (2). Hence U ⊆ ẽ(H) , contrary to (1). Claim (3) is proved.
By (3), the projection from V to V /U maps ẽ(H) onto Σ = P G( V /U ). So, e(H) = Σ. Hence H does not arise from e. 2
Simple connectedness
We refer to [13, Chapter 12] for a discussion of universal covers and simple connectedness. Here we only recall that a geometry Γ of rank n > 1 is simply connected if and only if its flag-complex K(Γ) is simply connected, where K(Γ) is the (n − 1)-dimensional simplicial complex with the elements of Γ as vertices and the chambers of Γ as maximal simplices. The following theorem yields a useful criterion for the simple connectedness of a poset-geometry. (1) Γ is simply connected;
(2) every closed path of G Γ splits into closed paths, each of which is contained in the collinearity graph of Res − Γ (x) for a suitable element x ∈ Γ of type t(x) > 0.
Note that, as simple connectedness is defined regardless of any particular ordering of the set of types, if (LL) also holds in the dual Γ * of Γ, then we can replace Γ with Γ * in (2) of the above theorem.
Polar spaces and dual polar spaces
According to Tits [27] , a polar space is a poset-geometry Π belonging to the following diagram and satisfying (IP) (see also [13 A dual polar space is the dual ∆ = Π * of a polar space Π. In other words, ∆ is a poset-geometry satisfying (IP) and with diagram as follows:
So, the elements of ∆ of type i are the singular subspaces of Π of dimension n − 1 − i. On the other hand, the point-line space S ∆ of ∆ is a near 2n-gon and the i-elements of ∆ can also be regarded as the convex closures of the pairs of points of ∆ at distance i, namely as the convex subspaces of ∆ of diameter i. This is indeed the point of view we will adopt in Section 3. Following a well established custom, we call the 2-elements of ∆ quads, the 3-elements hexes and the (n − 1)-elements maxes.
• points
Given a point p ∈ P ∆ and a nonempty subset X ⊆ P ∆ , a point x ∈ X is closest to p if d(p, x) = d(p, X). We recall that, given a convex subspace S of ∆ and a point p ∈ P ∆ , there is exactly one point π S (p) ∈ S closest to p, and
The function π S : P ∆ → S, mapping p ∈ P ∆ to π S (p) ∈ S, is called the projection of ∆ onto S, the point π S (p) being the projection of p onto S. If S is an element of ∆ of type t(S) > 0, then π S is a morphism from ∆ to Res − (S), namely π S (L) is either a line or a point of Res − (S), for every line L ∈ L ∆ . In particular, if A, B are disjoint maxes, then π B induces an isomorphism from Res(A) to Res(B).
For a nonempty subset X ⊆ P ∆ and k ≤ n, we denote by ∆ k (X) the set of points of ∆ at distance k from X and we put ∆ ≤k (X) := i≤k ∆ i (X). In particular, for a point p ∈ P , ∆ 1 (p) is the set of points collinear with p.
Following a well established custom, we put p ⊥ := ∆ ≤1 (p). We also put
It is well known (and easy to see) that H p is a hyperplane of ∆. We say that H p is the singular hyperplane having p as its deepest point. It is well known (Brouwer and Wilbrink [2] ) that G ∆ induces a connected graph on P ∆ \ H p . Hence H p is a maximal subspace of ∆, by Proposition 2.1. Given a hyperplane H of ∆ and a quad Q we say that Q is singular with respect to H if H ∩ Q = p ⊥ ∩ Q for a (uniquely determined) point p ∈ Q, which is called the deep point of Q. If Q ⊆ H then we say that Q is deep with respect to H. The hyperplane H is said to be locally singular if every quad of ∆ is either singular or deep with respect to H. Clearly, all singular hyperplanes are locally singular.
According to a well established custom, particular classes of dual polar spaces are denoted by putting the letter D in front of the names of the corresponding classes of polar spaces. For instance, the dual of the non-singular quadric Q(2n, K) of Witt index n in P G(2n, K) is denoted by DQ(2n, K). The dual of the non-degenerate Hermitian variety
3 Proof of Theorem 1.1 Lemma 3.1 Let ∆ be a (not necessarily thick) dual polar space of rank n ≥ 1. (We take the convention that a line is a dual polar space of rank 1).
Suppose that every line of ∆ contains more than l points, for a given positive integer l. Then, for every choice of hyerplanes H 1 , H 2 , . . . , H l of ∆, there exists a point of ∆ not contained in
Proof. We will prove the lemma by induction on n+l. Obviously, the lemma holds if n = 1 or l = 1. So, suppose n + l ≥ 4 and n = 1 = l. Then every line of ∆ contains at least three points and hence every hyperplane of ∆ is a maximal subspace (Shult [23, Lemma 6.1(ii)]). By the induction hypothesis, there exists a point x in ∆ not contained in
By the induction hypothesis, there exists a point y in M not contained in H 1 ∪ · · · ∪ H l . Obviously, y ∈ H 1 ∪ · · · ∪ H l . Suppose now that every max through x is contained in H l . Then the singular hyperplane H x is contained in H l . Hence, H l = H x since H x is a maximal subspace. Now, let L denote an arbitrary line through x. For each i ∈ {1, . . . , l − 1}, L ∩ H i contains at most one point. So, there exists a point x = x on L not contained in
With a similar reasoning as before we then know that there exists a point in M not contained in
This proves the lemma.
2.
In the sequel, we suppose that ∆ is a dual polar space of rank n ≥ 3, each line of which is incident with at least three points. Given a hyperplane H of ∆, we put Γ := ∆ \ H. As in Subsection 2.1, Γ * denotes the dual of Γ. So, the points and the lines of Γ * are the maxes of ∆ and the convex subspaces of ∆ of diameter n − 2 that are not contained in H. Recall that if M 1 , M 2 are maxes of ∆ then M 1 ∩ M 2 is either empty or a convex subspace of diameter n − 2. So, if M 1 , M 2 are not contained in H, they are collinear as points of Γ * if and only if M 1 ∩ M 2 is a line of Γ * .
Lemma 3.2 Γ * has diameter 2.
Proof. Let M 1 and M 2 denote two points of Γ * at distance at least 2 from each other. We distinguish two cases.
• M 1 and M 2 , regarded as maxes of ∆, are disjoint. Let H i , i ∈ {1, 2}, denote the hyperplane H ∩ M i of M i . By Lemma 3.1, there exists a point x ∈ M 1 not contained in H 1 ∪ π M 1 (H 2 ). Now, let M 3 denote any max through the points x and π M 2 (x). Then M 3 is a point of Γ * collinear with M 1 and M 2 . Hence, d(M 1 , M 2 ) = 2.
• M 1 and M 2 intersect in a convex subspace A of diameter n − 2 which is contained in H. Let A i , i ∈ {1, 2}, denote a convex subspace of diameter n − 2 contained in M i , disjoint from A and not contained in H. Then H ∩ A i is a hyperplane of A i . Now, by Lemma 3.1, there exists a point x ∈ A not contained in
Let G be the collinearity graph of Γ * . Note that Γ and Γ * inherit property (LL) from ∆ and ∆ * . So, we can apply Theorem 2.4. According to that theorem (but with Γ replaced by Γ * in condition (2)), in order to prove that Γ is simply connected we only must prove that each path of G splits into closed paths each of which is contained in Res + Γ (x) for a suitable element x ∈ Γ of type t(x) < n − 1.
It is well known that every closed path of the collinearity graph of the polar space ∆ * splits into triangles. Thus, it is quite natural to focus on triangles of G. However, two kinds of triangles occur in G, namely good and bad triangles, a triangle being called good if it is contained in Res + Γ (x) for some x ∈ Γ of type t(x) < n−1 and bad otherwise. We shall prove that every closed path of G splits into good triangles. Once that is proved, the simple connectedness of Γ follows from Theorem 2.4. We examine bad triangles first. • for all i, j ∈ {1, 2, 3} with i = j, I ij := M i ∩ M j is a convex subspace of ∆ of diameter n − 2 not contained in H;
For all i, j ∈ {1, 2, 3} with i = j, I ij ∩ H is a hyperplane of I ij containing I. Let A ij be a convex subspace of diameter n−3 contained in I ij , disjoint from I and not contained in H. Then A ij ∩H is a hyperplane of A ij . By Lemma 3.1, there exists a point x ∈ I not contained in π I (A 12 ∩H)∪π I (A 13 ∩H)∪π I (A 23 ∩ H). Let J denote an arbitrary convex subspace of diameter n − 4 through x contained in I and put J ij := J, π A ij (J) for all i, j ∈ {1, 2, 3} with i = j. None of J 12 , J 13 , J 23 is contained in H. Hence, the max M := J 12 , J 13 , J 23 is a point of Γ * . Now, 23 and none of these convex subspaces is contained in H. Hence, the bad triangle
By Lemma 3.2, every closed path of G splits into pentagons, quadrangles and triangles, and we have already shown that every bad triangle of G splits into good triangles. So, in order to finish the proof of Theorem 1.1 we only must prove that every quadrangle of G splits into triangles and every pentagon of G splits into quadrangles and triangles. We shall do this in the next two lemmas.
So far, we have regarded closed paths of G of length 3 as unordered triples of points, denoting them by symbols as {M 1 , M 2 , M 3 }. This is indeed an abuse, but harmless. However, that notation cannot be extended to closed paths of length k > 3. So, henceforth we shall use (M 1 , M 2 , ..., M k ) to denote a closed path of length k, being understood that {M 1 , M 2 }, {M 2 , M 3 },..., {M k , M 1 } are the edges of the path. 
