The perceptual differences between photographic images and CG primarily exist in the colour and the surface texture. In this study a blind identification algorithm was proposed to identify CG, which is based on fractal dimensions. Firstly, change the image's colour space from RGB to HSV and extract fractal dimensions on HSV colour space; Secondly, obtain fractal dimensions from image's gradient image; Thirdly, calculate fractal dimensions of PEM and the global fractal dimension. The experimental results showed its effectiveness, and the correct detection rate of CG is 96%.
Introduction
With the developments of information technology, the tampering technology of digital images has been improved rapidly. People can easily draw the pictures by computer software so that it is difficult to identify them.
There are many methods to identify photographic images and photorealistic computer graphics (CG). According to [1, 2] , although CG are difficult to be distinguished from photographic images by human eyes, we can extract some features to distinguish them. The features are extracted by calculating statistical moments of image's wavelet sub-bands and its linear prediction error, and identifying photographic images and CG by adaptive classifier. According to [3] , some features are proposed, which contain photographic image statistics such as image power spectrum, the wavelet transform and the local image patches. According to [4, 5] , there is a vital difference between photographic images and CG, the proposed method is based on the differences which are formed in the image generation processes by using devices and the method is independent of the image content. Pattern noise can be used to identify photographic images and CG. According to [6] , traces of demosaicking and chromatic aberration are used to differentiate CG from photographic images and the experimental results are encouraging.
In this paper, we find that the vital differences between photographic images and CG primarily exist in the colour and the surface texture of images, so we extract features from this viewpoint. The feature vector is made up of these features, and we use SVM to classify images. The experimental results show the effectiveness of this method.
Framework of the Method
There are large differences between photographic images and CG in the image generation processes, so we can identify categories of these images according to the differences, which exist in the colour and the surface texture. Refs. [7, 8] maintain that colour space information can be used to classify photographic images and CG. The colours of CG always appear inauthentic and CG are smoother than photographic images on object surface. We can use fractal dimensions described in [9] [10] [11] [12] to capture the differences, and the features can form feature vector, which can be used to identify images.
Firstly, the image's colour space is transformed from RGB to HSV, and the fractal dimension is calculated on HSV colour space; secondly, calculate the fractal dimensions of gradient images; thirdly, calculate the fractal dimensions of prediction error matrix (PEM); finally, compute the global fractal dimension. The detail framework of the method is as shown in Fig. 1 .
Features Extraction

A. Global fractal dimension
Fractal is self-similar phenomena, images, and physical processes. That is to say local features are similar to the overall characteristics. We use "dimension" to describe the irregularity and the complexity of phenomena, images, and physical processes.
In this study, the cubic boxes are calculated to extract fractal dimensions. The process is as follows: 1) Images are divided into many blocks with the size of K×K. The image blocks are considered as a three-dimensional space, (x, y) stands for two-dimensional flat coordinate, and the third dimension stands for image's pixel value.
2) The two-dimensional flat (x, y) is divided into many grids with the size of l×l, where l is an integer and 1≤l≤K/2, let r = l / K.. 3) In each grid, there are many cubic boxes with the size of l×l×l, the variable maxI k denotes maximum of the k-th grid's pixel values, and minI k denotes minimum of the k-th grid's pixel values. 4) Let n r (k) denote the number of cubic boxes, the calculating expression is
Let N r denote the sum of all the grids' n r (k), so we can get
5) Use the least-squares method to fit lgN r -lg(1/r), then fractal dimension is the slope of the fitting curve.
Compared with typical methods, we did not use fixed size of cubic boxes any longer in this approach. However, cuboids with a variable length are used into wrapped surfaces, this approach makes cubic boxes' wrapping more closely, and it can improve the accuracy of the fractal dimension.
B. Fractal dimension of HSV colour space
The differences between photographic images and CG exist in the colour, that is to say the colours of CG always appear inveracious, so the differences in the colour space are important factors to identify photographic images and CG. In this paper, fractal dimensions are extracted on HSV colour space. The process is as follows:
1) Transform image's colour space from RGB to HSV.
2) Get binary images on hue channel and saturation channel by (3).
Where I(m,n) denotes the hue channel or the saturation channel of the HSV colour space, I k (m,n) denotes the k-th binary image, 1≤k≤N. Let N denote the quantity of binary images.
3) Calculate fractal dimensions of the binary images. Fig.2 is an example to decompose the hue channel ( Fig.2  (a) ) into 5 binary images ( Fig.2(b)-(f) ). The fractal dimensions of Fig.2 (b )-(f) are 2.5217, 2.5507, 2.7182, 2.0940 and 2.0591 correspondingly.
C. Fractal dimension of PEM
Sources of photographic images are vastly different, and the natural scenery is varied, so local features of photographic images are not the same. CG is just as well. In order to improve the method's accuracy and adaptability, the fractal dimensions are firstly extracted from PEM, which can better measure the surface texture of images.
For each element x, the predicted value x of element x is Where a, b and c are the elements in its prediction neighbourhood.
The predicted error value x  is
PEM can be gotten by calculating every element's predicted error value in the matrix.
PEM is used to calculate the fractal dimensions, which can capture the differences between photographic images and CG. PEM can describe correlation between image's pixel and its neighbourhood pixels, the volatility and complexity of an image can be gotten by calculating fractal dimensions of PEM.
D. Fractal dimension of gradient image
Photographic images are different from CG in surface texture of images. In [4] , Ng thought that CG are smoother photographic images, and used global fractal dimension to measure the smooth degree. But the fractal dimension is only global fractal dimension, and Ng did not consider local information. In this paper, we use multi-fractal dimensions to capture the image's inner structure and texture differences.
Let I denote an image, grad I denote gradient image of image I. grad I can be obtained by (6) . 
Let B i be the cubes of the δ-coordinate mesh on the image and i be the index of cube. The measurement μ(B i ) is the ratio of the sum of gradient intensity in cube B i to the sum of that in the whole image, which is a probability mass function. μ(B i ) can be calculated by (7) ( , ) () ( , )
Define the sums over the δ-mesh cubes, which is the q-th moment.
For a constant δ, S δ (q) decreases as q increases and S δ (q) obeys power laws as δ→0, which can be expressed in detail as follows:
Then multi-fractal dimensions can be expressed as follows: Fig.3 shows the image of multi-fractal dimensions. From fig.3 we find that when q is smaller than -10 or larger than 0, D q changes slowly, so we focus on some important q values, and if these q values change a little, D q changes obviously. So we give the values of q as -10, -8, -7, -6, -5, -4, -3, -2, -1 and 0. Both gradient image and PEM need calculate multi-fractal dimensions, these features form 20 dimensions feature vector.
Experiments Results and Analysis
A. Classifier
High dimensions features are often linearly inseparable, so SVM classifier is selected in this method. The kernel function is Radial basis function, and LibSVM3.0 is selected as implementation tools. All image data uses cross validation to find the optimal parameter set.
B. Image database
In our experiment, we select 1600 JPEG images as original image set, 800 images of them are photographic images, and they are downloaded from Columbia University, the other images are downloaded from the following websites: 
C. Experiment Process
Before training, six-fold cross validation on the whole images data was used to find optimal parameter set, that is to say, in the process of finding optimal parameter set, for any parameter set, the entire training data was randomly divided into six parts, and then five parts of them was used to train and the rest to test, repeat this process till all the samples are already tested. At last, the prediction accuracy can be gotten for all the data, so optimal parameter set can be judged from different results by using different parameter sets. In our experiment, 400 photographic images and 400 CG are selected as training samples, and the rest are tested samples. The detail experiment process is as follows: a) Read an input image and get its category (Photographic Image = 1 and CG = -1). b) Extract image's features. c) Repeat a) to b) till all of input images' features are extracted completely. d) Use easy.py to do cross validation to find the optimal parameter in the training mode. e) Establish SVM model using image's features and the optimal parameter. f) Identify testing images using SVM model.
D. Results and analysis
The features of the experiment contain global fractal dimension, fractal dimension of HSV colour space, fractal dimension of PEM, fractal dimension of gradient image. In the process of extracting fractal dimension of HSV colour space, 10 binary images are calculated on both hue channel and saturation channel, so we can get 20 fractal dimensions features. The quantity of fractal dimensions features for both PEM and gradient image is equal to the quantity of q values, this paper give the values of q are -10, -8, -7, -6, -5, -4, -3, -2, -1 and 0, so we can also get 20 fractal dimension features.
From fig.3 , we can conclude that there are large differences in multi-fractal dimensions features, especially when q equals -10, -8, -7, -6, -5, -4, -3, -2, -1 and 0, the difference is obvious. If only use fractal dimensions of PEM as features, classifying accuracy rate achieves 77.2%. [1] , TP stands for detecting accuracy of CG and TN stands for detecting accuracy of photographic images. The average accuracy is the arithmetic mean of TP and TN. This method has an ideal detecting accuracy. The receiver operating characteristics (ROC) curve is shown in Fig.4 . From the experimental results we can find that so many features can be used to identify CG. The fractal dimension can measure the complexity of image surface texture. The features on PEM can evaluate the correlation among image pixels. The features on HSV colour space can estimate distribution of image's colour space information. By using the features above, we get improve detection accuracy for identification CG.
Conclusions
This paper proposes an effective method to identify CG. The feature vector can be formed by calculating fractal dimensions of HSV colour space, fractal dimensions of PEM and gradient image, and global fractal dimension. The experimental results show that this method achieves good performance.
The main contributions of this paper are as follows: (1) We have proposed and analysed the difference in surface texture between photographic images and CG, and to have given a way to measure it.
(2) We have analysed the difference in pixel correlation between photographic images and CG. Based PEM, we have proposed a method to measure this difference using fractal dimension.
