In this study, we propose a new definition for C pk based on quantiles instead of the standard deviation when the process distribution is not normal. Also we use median in order to represent 50% of the process for the centering point. Then we consider an estimate and derive the asymptotic normality of the estimate for the statistical inference. Also we compare the behavior of C pk 's by obtaining their values for the Weibull distribution under some scenario and discuss estimation for the limiting variance. Finally we discuss some interesting aspects of the newly defined C pk as concluding remarks.
Introduction
It has been crucially important for producers to assess the quality of product whether the product satisfies the given specification limits and achieves the target value since users have required more strongly to guarantee the quality of product. Therefore producer should make efforts to keep the production process stable and reduce the variability within the specification limits to maintain evenly the production quality. Thus as a methodology for assessing the ability of the production process of concern, the process capability indices (PCIs) have been defined and developed or modified in theoretic aspects with respect to the considerations of production process. Then the proposed PCIs have been successfully applied on the floor to maintain and enhance the quality of product. Since Juran (1974) introduced the PCI, the definition for PCI has been expanded in time in order to accommodate various situations. Among them, C p and C pk are the most popular and widely used definitions on the floor. In the following, U SL and LSL are the upper and lower specification limits, respectively. Also let µ and σ 2 (or σ) be the mean and variance (or standard deviation) of the process, respectively. Then C p and C pk can be defined as
C pk = min{µ − LSL, U SL − µ} 3σ .
C p is the simplest form among PCIs and can be used for the symmetric distributions when the process mean µ is the centering point between U SL and LSL. C pk can be used for the symmetric distributions when µ is not the centering point between U SL and LSL or for the asymmetric or skewed distributions. However we note that the process mean µ is used for the centering parameter in C pk . Since the mean µ can not be used to represent any quantile point of a distribution in general, the role of the intervals, (LSL, µ) and (µ, U SL) may become more or less ambiguous when the distribution is asymmetric. Instead if we use median θ in this case, then the role of (LSL, θ) and (θ, U SL) would be more sensible since median θ stands for 50% point of the process. Then this may help grasp easily whether the process can be controlled or not since one can conjecture the probabilities for the intervals (LSL, θ) and (θ, U SL). For this reason, it would be convenient if we modify and use C pk based on median θ. Also we note that many statisticians and engineers agree with the idea that it is not rare to encounter the data with heavy-tailed or skewed distribution on the floor (Gunter, 1989) . Even for the case of C p , when we make inference, sometimes we may not assume the normality even though the symmetry is assumed for the process distribution. In this case, it would be better to consider applying the nonparametric method for the inference based on median for the location parameter. In this vein, and Tong and Chen (1998) generalized C p and C pk using median and quantiles of the process distribution. Chen 
Also he considered an estimate of C pk (θ) and discussed the asymptotic normality with an estimation of the limiting variance. However we note that the new definition still contains the expression of the standard deviation, σ whose definition is based on the mean, µ. Also we note that 6σ or 3σ in the denominator of C p or C pk implies that Pr{−3σ < X − µ < 3σ} = 0.9974 when the process distribution is normal, where X represents a character in the process whose distribution is normal with mean µ and variance σ 2 . Thus from the definitions of the PCI's, we see that the purpose of a PCI is to compare the specification limits with an interval of length 6σ whose probability is 0.9974. In this vein, one may use quantiles for σ in the definitions of PCI's. For example, one may use Φ −1 (0.9987) − Φ −1 (0.0013) for 6σ in C p , where Φ −1 means the inverse of the standard normal distribution function, Φ. Therefore it would be meaningful to define a new definition of PCI with quantiles of the process distribution.
In this research, we propose a new definition C p pk (θ) for C pk with quantiles of the process distribution in the next section. Then we discuss its estimation and derive the asymptotic normality. Then we provide an example to compare the behaviors of C p pk (θ), C pk (θ) and C pk under some asymmetric distributions in section 3. Also we comment on the interesting aspects of C p pk (θ) with discussion of application of the bootstrap method to the estimation of the limiting variance.
A New Definition and Asymptotic
Let F be the distribution function for any given process and for any p, 0 < p < 1, let θ p be a pth quantile of F defined by
Then we note that θ .5 is a median of F . Now we may propose a new definition of C p pk (θ) using quantiles of F as follows.
where 0 < p 1 < 0.5 < p 2 < 1 We note that we also used median θ .5 not the mean µ for the role of the centering point in the definition of C p pk (θ). Then one can provide a reasonable C p pk (θ) to assess the production process by choosing some suitable values of p 1 and p 2 . One may choose lower and upper 0.0013 quantile points to take the role of 3σ in the new definition of C p pk (θ) since the probability within 3σ's is approximately 0.9974 when F is a normal distribution function. We note that we do not require to choose p 1 and p 2 with a symmetric manner in this definition such as p 2 = 1 − p 1 . Therefore one may choose p 1 and p 2 such as p 1 = 0.005 and p 2 = 0998 if one wants to control the lower part of the production process more tightly.
For the inferences about C p pk (θ), first of all, we have to have a reasonable estimate of C p pk (θ). For this purpose, suppose that we have a sample X 1 , · · · , X n from the production process having the continuous but unknown distribution function F . Let F n be the empirical distribution function such that
where I(·) is the indicator function. Then one may obtain a sample quantilê θ p for each p, 0 < p < 1 such that
It is well-known that F n is a strongly consistent estimate of F (cf. Chung, 1974) . Then one may propose an estimateĈ p pk (θ) of C p pk (θ) by substituting the sample quantiles for the population ones as follows:
Under this new definition of C p pk (θ), quite a big data set would be required for the estimate,Ĉ p pk (θ) when p is very small enough. However this may not be any big deal at all if one can use a set of data which might be used for the control chart for a long period. Then by combining all the data set, one may easily obtain an estimateθ p even when p is very small. From now, we discuss the asymptotic properties related to the estimateĈ p pk (θ). First of all we consider the consistency ofĈ p pk (θ). Sinceθ p 1 andθ p 2 are strongly consistent estimates of θ p 1 and θ p 2 (cf. Serfling, 1980) , respectively, the consistency ofĈ p pk (θ) easily follows. In order to derive the asymptotic normality of
, first of all, we review some asymptotic results for estimatesθ p of θ p . For this, we state a useful result, which has been called as Bahadur representation theorem (cf. Bahadur, 1966) for sample quantiles in Lemma 2.1.
Lemma 2.1 Let 0 < p < 1 and f , the probability density function of F . Suppose that F is twice differentiable at θ p with f (θ p ) > 0. Then we have with probability one thatθ
From Lemma 2.1, we obtain the following result.
Lemma 2.2 Under the conditions for F in Lemma 2.1, the distribution of √ n θ p − θ p converges in distribution to a normal distribution with 0 mean and variance σ
Lemma 2.3
Under the conditions for F in Lemma 2.1, for p 1 < p 2 , we have that the joint distribution of
converges in distribution to a bivariate normal distribution with 0 mean vector and covariance matrix Σ 12 ,
Proof. From Lemmas 2.1 and 2.2, we see that the distribution of √ n θ p k − θ p k converges in distribution to a normal with 0 mean variance σ 2 p k for each k, k = 1, 2. Also from Lemma 2.1, we have that for p 1 < p 2 ,
Then we note that for each k, k = 1, 2,
we see that
Thus we have that
Then this proof can be done by using the Slutsky's Theorem (cf. Bickel and Duksum, 1977) and Cramér-Wold's device (cf. Billingsley, 1983) with the fact that
In order to discuss the asymptotic normality for
, first of all, we note from Lemma 1 that for each p, 0 < p < 1,θ p is a strongly consistent estimate of θ p . This in turn implies thatĈ p pk (θ) is a strongly consistent estimate of C p pk (θ). Therefore for the derivation of the asymptotic normality of √ n Ĉ p pk (θ) − C p pk (θ) , it would be enough to consider the following two cases separately:
Theorem 2.4 Suppose that the process distribution F satisfies the conditions in Lemma 2.1. Then the distribution of
converges in distribution to a normal with 0 mean and variance σ 2 ,
Proof. For the case (i), we note that
Then from Lemmas 2.2 and 2.3, we have the result by applying the Slutsky's Theorem and Cramér-Wold device. Also for (ii), by noting that
we can prove Theorem. To make statistical inferences for C p pk (θ) based on the asymptotic normality in Theorem, we have to have a consistent estimate of the limiting variance (i) or (ii). For this, first of all, we consider to estimate f (θ). Then from Serfling (1980) , for some suitable positive real number b n , one may have
n as an estimate of f (θ). Serfling(1980) discussed extensively its asymptotic properties to provide a criterion for the choice of value of b n . Also Bickel and Doksum (1977) discussed practical aspects for the choice of b n . Then with the usual estimates for the quantiles including a median and applying the plug-in method, we may obtain a consistent estimate of the limiting variance.
Example and Some Concluding Remarks
In this section, first of all, we compare the behaviors of three kinds of C pk 's by obtaining their values for some scenarios under the Weibull for the process distribution. The Weibull distribution can be defined as for α > 0,
We consider three cases by varying the value of α such as 1/2, 1 and 2. We choose w 0.005 and w 0.995 for LSL and U SL for each case, where w p is the pth quantile point. Since 3σ has been used in the definitions of C pk and C pk (θ), we choose p 1 = 0.0013and p 2 = 0.9987 for C p pk (θ) by the fact that Pr{−3σ < X − µ < 3σ} = 0.9974 when X ∼ N (µ, σ 2 . We summarized all the relevant quantities in Table 1 with the values of C pk , C pk (θ) and C p pk (θ) for each case. We note that the values of C p pk (θ) appear to be relatively stable compared with those of C pk and C pk (θ). Then one can provide a criterion to assess any given process whether it can be controlled easily or not in like manner that C p has (cf. Park and Park, 2005) . Therefore the new definition C p pk (θ) can be a useful tool in order to assess and control the process capability.
We have allowed to vary the values of p 1 and p 2 separately in the definition of C p pk (θ) to furnish a flexible PCI definition for the assessment according to the circumstance of the production process. Therefore one may construct a suitable C p pk (θ) with one's needs for the characters of the process by choosing the values of p 1 and p 2 . This flexibility will lead to the variety of C p pk (θ) and is the main purpose of this research.
C pk (θ) also uses median for the centering point of the process but is based on the standard deviation, σ in the denominator in the definition. However from Table 1 , we note that the changes in values according to the values of α are more severe than any other definitions. Therefore it would be difficult for C pk (θ) to make a criterion for the process capacity or capability. In this regard, C p pk (θ) has an advantage too over C pk (θ). The use of median as a location parameter has not been so popular compared with the mean. The main reason for this might be the facts that the sample median is not unique in general and its distribution is not known even when the process distribution is normal. Therefore one should rely on the limiting distribution with an estimated variance for the inference about median. Also we note that the efficiency of median measured by the variance is much inferior to that of the mean when the process distribution is normal. However the robustness is much superior for the non-normal distribution. This is why median has been extensively used in nonparametric statistics. Also this fact has been the motivation of this research.
As a matter of fact, the expressions of the limiting variances in (i) and (ii) are very messy to be estimated. Therefore if one considers to make inferences with the estimated variance proposed in the previous section, one may confront the problems of the efficiency and accuracy for the result of the analysis. One statistical method to avoid this situation may be to use the bootstrap method. Franklin and Wasserman (1992) considered to apply the bootstrap method for obtaining the confidence intervals with several versions of boot-strap methods(cf. Efron and Tibshirani, 1986 and Shao and Tu, 1995) for C p and C pk in this regard. Also Cho et al. (1999) used the bootstrap method in this direction. We may compare the efficiency between the plug-in and bootstrap methods by obtaining the coverage probabilities of the confidence intervals through simulation study. This will be one of our research topics in the future and appear in a suitable journal. 
