Abstract. The classical serendipity and mixed finite element spaces suffer from poor approximation on nondegenerate, convex quadrilaterals. In this paper, we develop direct serendipity and direct mixed finite element spaces, which achieve optimal approximation properties and have minimal local dimension. The set of local shape functions for either the serendipity or mixed elements contains the full set of scalar or vector polynomials of degree r, respectively, defined directly on each element (i.e., not mapped from a reference element). Because there are not enough degrees of freedom for global H 1 or H(div) conformity, exactly two supplemental shape functions must be added to each element. The specific choice of supplemental functions gives rise to different families of direct elements. These new spaces are related through a de Rham complex. For index r ≥ 1, the new families of serendipity spaces DS r+1 are the precursors under the curl operator of our direct mixed finite element spaces Vr, which can be constructed to have full or reduced H(div) approximation properties. One choice of direct serendipity supplements gives the precursor of the recently introduced Arbogast-Correa spaces [SIAM J. Numer. Anal., 54 (2016), pp. 3332-3356]. Other fully direct serendipity supplements can be defined without the use of mappings from reference elements, and these give rise in turn to fully direct mixed spaces. Numerical results are presented to illustrate the properties of the new spaces.
1. Introduction. On a rectangleÊ, serendipity finite elements S r (Ê) [39, 20, 17] and Brezzi-Douglas-Marini mixed finite elements BDM r (Ê) [18] appear in the periodic table of the finite elements as given by Arnold and Logg [11] (where they are denoted S r Λ 0 and S r Λ 1 , respectively). They should be studied together, since they are related by a de Rham complex [9, 3, 10] (1.1) R ֒−→ S r+1 (Ê) curl −−−→ BDM r (Ê) div −−−→ P r−1 (Ê) −→ 0, which implies that BDM r (Ê) = curl S r+1 (Ê) ⊕ xP r−1 (Ê), where P s (Ê) are polynomials of degree s. Over a rectangular mesh, the serendipity elements merge into H 1 conforming spaces of scalar functions, and the BDM elements merge into H(div) = v ∈ (L 2 ) 2 : ∇ · v ∈ L 2 conforming spaces of vector functions. In this paper, we define new (we call them direct ) serendipity and mixed finite elements on a general nondegenerate, convex quadrilateral E. These new elements generalize the complex (1.1), and they maintain optimal order approximation properties while possessing minimal local dimension.
The serendipity finite elements on rectangles S r (Ê), especially the 8-node biquadratic (r = 1) and the 12-node bicubic (r = 2) ones, have been well studied for many years. They appear in almost any introductory reference on finite elements, e.g., [39, 20, 17] , and they are provided by software packages both in academia [23] and industry [29] . Compared with the full tensor product Lagrange finite elements P r,r (Ê), serendipity finite elements use fewer degrees of freedom, and they are usually more efficient. It was not until recently, however, that a general definition of the serendipity finite element spaces of arbitrary order on rectangles in any space dimension was given by Arnold and Awanou [4, 5] (see also [26] ).
The serendipity finite element spaces work very well on computational meshes of rectangular elements, but it is well known that their performance is degraded on quadrilaterals when the space is mapped from a rectangle, when r ≥ 2. This is not the case for tensor product Lagrange finite elements [32, 30, 6] . To be more precise, mapped serendipity elements of index r do not approximate to optimal order r + 1 on E, but the image of the full space of tensor product polynomials P r,r (Ê) maintains accuracy on E. We note that Rand, Gillette, and Bajaj [34] recently introduced a new family of Serendipity finite elements based on generalized barycentric coordinates of index r = 2 that is accurate to order three on any convex, planar polygon. A generalization to any order of approximation was given by Floater and Lai [25] , but on quadrilaterals, they require dim P r + r shape functions, which is more than the minimal required when r > 2.
There are many families of mixed finite elements on rectangles, beginning with those of Raviart and Thomas [35] and generalized by Nédélec [33] . These and the BDM r finite elements are extended to quadrilaterals using the Piola transform [41, 35] . For most spaces, this creates a consistency error and consequent loss of approximation of the divergence [41, 19, 7, 14, 1] .
The construction of mixed finite elements on quadrilaterals that maintain optimal order accuracy is considered in many papers. Most address only low order cases (see, e.g., [37, 36, 15, 13, 22, 31] ). The exceptions we are aware of are the families of finite elements of Arnold, Boffi, and Falk (ABF r (E)) [7] , Siqueira, Devloo, and Gomes [38] , and Arbogast and Correa (AC r (E) and AC red r (E)) [1] . The ABF elements are defined for rectangles and extended to quadrilaterals in the usual way (i.e., by mapping via the Piola transformation). They rectify the problem of poor divergence approximation by including more degrees of freedom in the space, so that approximation properties are maintained after Piola mapping. The spaces of [38] also involve the Piola map, but in a unique way. They also add shape functions to their space to obtain accuracy. The AC elements use a different strategy. These elements are defined by using vector polynomials directly on the element (i.e., without being mapped) and supplemented by two vector shape functions defined on a reference square and mapped via Piola. The AC spaces have minimal local dimension.
In this paper, we introduce new families of direct serendipity and mixed finite elements that have optimal approximation properties and maintain minimal local dimension. They are direct in the sense that the shape functions contain a full set of polynomials defined directly on the element, as in the AC spaces. Because there are not enough degrees of freedom to achieve H 1 or H(div) conformity over meshes of quadrilaterals, two supplemental functions need to be added to each element, as is done for the AC spaces.
The families of direct serendipity elements have the same number of degrees of freedom as the corresponding classical serendipity element, and they take the form (1.2) DS r (E) = P r (E) ⊕ S DS r (E), r ≥ 2.
Each family is defined by the choice of the two supplemental functions spanning S DS r (E). We give a very general and explicit construction for these supplements. They can be defined directly on E, or they can be defined onÊ and mapped to E.
There are two classes of families of direct mixed elements, which correspond to full and reduced H(div)-approximation. For index r, a vector function is approximated to order r + 1 accuracy, but the divergence of the vector is approximated to order r or r − 1 for full and reduced H(div)-approximation, respectively. Each class of direct mixed elements has the same optimal number of degrees of freedom as the AC elements of that class. They take a form similar to (1.2), which is
whereP r are homogeneous polynomials of degree r. Again, each family is defined by the choice of the two supplemental functions spanning S V r (E). The serendipity and mixed families are related by de Rham theory:
We define one family of direct serendipity elements that is the precursor of the full and reduced AC spaces. We also define many fully direct serendipity elements that use no mappings to define S DS r (E), which in turn generate new full and reduced fully direct mixed spaces that use no mappings whatsoever. Moreover, a second de Rham complex involving the gradient and curl operators provides new
elements as well. We set some basic notation in the next section. For any index r ≥ 2, we construct new families of direct serendipity elements in Sections 3-4 for which the supplements either do not or do involve mappings, respectively. Through the de Rham theory, these lead to the AC and new direct mixed elements in Section 5. We discuss the stability and convergence properties of the new elements in Section 6, and give some numerical results illustrating their performance in Section 7. A summary of our results and conclusions, as well as H(curl) elements, are given in the final section.
2. Some notation. Let P r (ω) denote the space of polynomials of degree up to r on ω ⊂ R d , where d = 0 (a point), 1, or 2. Recall that
LetP r (ω) denote the space of homogeneous polynomials of degree r on ω. Then
Let the element E ⊂ R 2 be a closed, nondegenerate, convex quadrilateral. By nondegenerate, we mean that E does not degenerate to a triangle, line segment, or point. Let the reference elementÊ be [−1, 1]
2 . Define the bilinear and bijective map F E :Ê → E that maps the vertices ofÊ to those of E. We identify "vertical" and "horizontal" pairs of opposite edges and number them consecutively as shown in Figure 2 .1. Let ν i denote the unit outer normal to edge i (denoted e i ), i = 1, 2, 3, 4, and identify the vertices as x v,13 = e 1 ∩ e 3 , x v,14 = e 1 ∩ e 4 , x v,23 = e 2 ∩ e 3 , and x v,24 = e 2 ∩ e 4 .
We define the linear polynomial λ i (x) giving the distance of x ∈ R 2 to edge e i in the normal direction as where x i ∈ e i is any point on the edge. If x is in the interior of E, these functions are strictly positive, and each vanishes on the edge which defines it.
We denote by F 0 E the map taking a functionφ defined onÊ to a function φ defined on E by the rule
where x = F E (x). We denote by F 1 E the Piola map taking a vector functionψ ψ ψ defined onÊ to a vector function ψ ψ ψ defined on E by the rule
where DF E (x) is the Jacobian matrix of F E and J E is its absolute determinant. Recall Ciarlet's definition [20] of a finite element. Definition 2.1 (Ciarlet 1978) . Let 1. E ⊂ R d be a bounded closed set with nonempty interior and a Lipschitz continuous boundary, 2. P be a finite-dimensional space of functions on E, and 3. N = {N 1 , N 2 , . . . , N k } be a basis for P ′ . Then (E, P, N ) is called a finite element.
Our task is to define the shape functions P and the degrees of freedom (DoFs) N . The DoFs give a basis for P ′ provided that we have unisolvence of the shape functions (i.e., for φ ∈ P, N j (φ) = 0 for all j implies that φ = 0). To achieve optimal approximation properties, we will require that P ⊃ P r (E) for each index r. That is, the polynomials will be directly included within the function space, and hence we call our new finite elements direct serendipity and direct mixed elements.
Let Ω ⊂ R 2 be a polygonal domain, and let T h be a conforming finite element partition or mesh of Ω into nondegenerate, convex quadrilaterals of maximal diameter h > 0. To obtain approximation properties globally, we need to assume that the mesh is uniformly shape regular [27, pp. 104-105] , which means the following. For any E ∈ T h , denote by T i , i = 1, 2, 3, 4, the subtriangle of E with vertices being three of the four vertices of E. Define the parameters
Uniform shape regularity of the meshes means that there exists σ * > 0 such that the ratio ρ E /h E ≥ σ * > 0 for all E ∈ T h , where σ * is independent of T h .
The DoFs must be defined so that the shape functions on adjoining elements merge together. For serendipity spaces, we want the global space to reside in H 1 (Ω), so the elements must merge continuously across each edge e. For mixed spaces, the vector variable must lie in H(div; Ω), which means that the normal components (fluxes) of the vectors on an edge e in adjacent elements must be continuous.
3. Fully direct serendipity elements in two space dimensions. It is shown in [6] that when d = 2, the convergence of the linear serendipity finite element space (r = 1) does not degenerate on quadrilaterals. The parametric serendipity element S 1 (E) is the tensor product space of bilinear functions P 1,1 (Ê) onÊ mapped to E by F 0 E , and, in fact,
has the form of a direct serendipity space. Therefore, we only develop our new direct serendipity finite elements DS r (E) for indices r ≥ 2.
Our dual objectives are that P r (E) ⊂ DS r (E) and that shape functions on adjoining elements merge continuously, i.e., so the space over Ω satisfies DS r (Ω) ⊂ H 1 (Ω). These objectives require us to consider the lower dimensional geometric objects within E (as in [4] ). The minimal number of DoFs associated to each lower dimensional object must correspond to the dimension of the polynomials that restrict to that object. These numbers are given in Table 3 .1. A quadrilateral has 4 vertices, 4 edges, and one cell of dimension 0, 1, and 2, respectively. Each vertex requires dim P(R 0 ) = 1 DoF, each edge requires dim P r−2 (R) = r − 1 DoFs (not counting the vertices), and each cell requires dim P r−4 (R 2 ) = r − 2 2 DoFs (not counting the edges and vertices).
The total number of DoFs is then D r , where
and so to define DS r (E), we will supplement P r (E) ⊂ DS r (E) with the span of two functions. We have many choices for the supplemental functions, the span of which is denoted S DS r (E). Each choice gives rise to a distinct family of direct serendipity elements of index r ≥ 2; that is, the shape functions (P in Definition 2.1) are
. In this section, we develop supplemental spaces that are unmapped (i.e., these new serendipity spaces are fully direct-even the supplements are defined directly on E).
We define the DoFs (N in Definition 2.1) as a set of nodal functionals N j defined at a nodal point x n,j , i.e.,
As depicted in Figure 3 .1, for vertex DoFs, the nodal points are exactly the vertices x v,13 , x v,14 , x v, 23 , and x v,24 of E. For edge DoFs, the nodal points plus vertices are equally distributed on each edge. There are r − 1 nodal points on the interior of each egde, which can be denoted x ei,j , j = 1, . . . , r − 1 for nodal points that lie on edge e i , i = 1, 2, 3, 4. The interior cell DoFs can be set, for example, on points of a triangle T strictly inside E, where the set of nodal points is the same as the nodes of the Lagrange element of order r − 4 on the triangle T . 3.1. Vertices. For the vertices, r ≥ 2, so we can define the shape functions
These four functions are clearly linearly independent and unisolvent with respect to the vertex DoFs. All other shape functions will be defined so as to vanish at the vertices, so these four will be independent of the rest.
Interior cell.
For the entire cell E, we need interior shape functions only when r ≥ 4 (recall Table 3 .1). We let the shape functions be defined by
These shape functions are linearly independent and vanish if the cell DoFs vanish. Moreover, these functions vanish on all four edges. Therefore, if unisolvent shape functions can be defined for the edge DoFs, then the set of all our shape functions will be unisolvent for the entire set of DoFs.
Edges.
We define distinct families of fully direct serendipity elements depending on the choice of the two supplemental functions used. These will be defined by a choice of four functions, which are oriented "horizontally" or "vertically," in the sense that their zero sets are horizontal or vertical (as oriented by the bilinear map F E , see Figure 2 .1). Two of the functions are linear polynomials, denoted λ H and λ V . The other two functions should be bounded, and they are denoted R V and R H . The supplemental space is then defined as
The choice of the linear function λ H is based on the edges e 1 and e 2 . As shown in Figure 3 .2, let L 1 and L 2 be the infinite lines containing the edges e 1 and e 2 , respectively. When e 1 and e 2 are parallel, the only requirement for the choice of λ H is that its zero line intersects both L 1 and L 2 . When e 1 and e 2 are not parallel, L 1 and L 2 intersect in a point x 12 . Then the only requirements for the choice of λ H is that λ H (x 12 ) = 0 and that its zero line intersects both L 1 and L 2 on the half-lines emanating from x 12 and either containing e 1 and e 2 , respectively, or not containing e 1 and e 2 , respectively (i.e., the zero line of λ H intersects the lines containing e 1 and e 2 either above or below x 12 ). To be more precise in the case when e 1 and e 2 are not parallel, we can expand λ H ∈ P 1 (R 2 ) in the basis defined by {1, λ 1 , λ 2 }, so there are constants α H , β H , and γ H such that
where x H is any point on the zero line. The requirements are that α H , β H , and γ H are nonzero and that α H and β H have the same sign. Without loss of generality, we may assume that α H and β H are positive. In a similar way, λ V is chosen to intersect the lines extending e 3 and e 4 , and when they are not parallel, either strictly to the left or right of the intersection point x 34 . When e 3 and e 4 are not parallel,
where x V is any point on the zero line, α V > 0, β V > 0, and γ V = 0. We remark that a simple choice is to take
The functions R V and R H are defined to satisfy the properties
for some positive constants η V , ξ V , η H , and ξ H . For example, one choice is to let
(note that the denominators do not vanish on E).
We now define the shape functions associated with the edge DoFs. Let
e 1 e 2 , (3.14)
which also have horizontal and vertical zero sets, respectively. There are 2(r − 1) shape functions associated to the edges e 1 and e 2 , and they are
In a similar way, we define shape functions associated with edges e 3 and e 4 to be
The edge shape functions are regular polynomials of degree r except the last two functions in each direction, which may be rational functions, for example. However, all shape functions restrict to polynomials of degree r on the edges.
Unisolvence. The space of shape functions is
In this subsection, we show the unisolvence of the degrees of freedom, which will then show that DS r (E) = P r (E) ⊕ S DS r (E) and complete the requirements of Ciarlet's Definition 2.1 for DS r (E) to be a well defined finite element. But first, we require a lemma.
Lemma 3.1. Let k ≥ 1. For any η V > 0 and ξ V > 0, there exists a functionR V , defined by (3.23) and (3.26), with the properties (3.10) such that the two function spaces
are identical. Moreover, for any η H > 0 and ξ H > 0, there exists anR H , defined by (3.27) , with the properties (3.11) such that the two function spaces
Assume that e 1 ∦ e 2 , so that λ H has the form (3.7) for some α H > 0, β H > 0, and γ H = 0. We defineR V satisfying (3.10) as
Because α H and β H are both positive, the denominator is not zero on E. We computẽ
We show that for any ℓ ≥ 0,
The relation holds trivially for ℓ = 0, and (3.24) shows the result for ℓ = 1. Assuming by induction that (3.25) holds for ℓ − 1, we compute (using (3.24))
and (3.25) holds for all ℓ. Therefore, for any 0
and we conclude that
, and so the spaces are in fact equal.
If e 1 e 2 , then
which satisfies (3.10). In this case, it is trivial that A
where λ 3 + λ 4 = δ V > 0 is a constant when e 3 e 4 . Theorem 3.2. Let (E, DS r (E), N ) be the r-th order direct serendipity finite element defined by (3.22), i.e., by (3.4), (3.5), and (3.16)-(3.21)) and (3.3). If φ ∈ DS r (E) and N k (φ) = 0, for all k = 1, 2, . . . , D r , then φ = 0. Moreover,
where S DS r (E) is defined in (3.6). Proof. As noted in Subsection 3.2, by construction, the full set of DoFs are unisolvent for DS r (E) if the edge DoFs are unisolvent for the edge shape functions φ H,j and φ V,j . We temporarily replace R V byR V defined in (3.23) or (3.26) . In that case,
by the lemma, and the representation of the space using A 2 r−2 clearly shows that the DoFs on the edges e 1 and e 2 are unisolvent for φ H,j . That is, for an edge shape function φ(x) with vanishing DoFs, we can use A 2 r−2 to expand it as
for some constants a ℓ and b ℓ . On either edge e 1 or e 2 , φ(x) is a polynomial of degree r, which must vanish due to the vanishing of the DoFs. Therefore, a ℓ + R V (x) b ℓ must vanish on each edge, and we conclude that both η V a ℓ − ξ V b ℓ = 0 and η V a ℓ + ξ V b ℓ = 0, i.e., a ℓ = b ℓ = 0, and so φ(x) = 0. It should be clear that we can return to the original R V and draw the same conclusion, since the DoFs of any function in the argument are unchanged by this replacement. (Of course, we no longer have that A 1 r−2 = A 2 r−2 , but only that their DoFs agree.) Similarly we conclude unisolvence for φ V,j .
We conclude that dim DS r (E) = D r = dim P r (E) + 2. Since we clearly added only two shape functions not in P r (E), the full space of polynomials is contained in DS r (E), and DS r (E) = P r (E) ⊕ S DS r (E).
Implementation as an H
1 -Conforming Space. The global direct serendipity finite element space of index r ≥ 2 over T h is
To implement H 1 -conforming direct serendipity elements on the mesh T h over Ω, we need to find a proper basis for the finite element space, i.e., one that is continuous. We observe that the interior cell shape functions, after extension by zero, are in H 1 (Ω) and so cause no difficulty. The vertex and edge shape functions with DoFs on the boundaries of the elements must be merged continuously. The simplest way to do this is to create a local nodal basis on every E ∈ T h for these 4r shape functions.
Let φ be any one of the shape functions of DS r (E) defined above in (3.4), (3.5), and (3.16)-(3.21). To reduce rounding errors in numerical calculations, we scale it so φ is replaced by φ d
where d E = |E| and n φ is the degree of φ when it is a polynomial and n φH,2r−3 = n φV,2r−3 = r.
In general, we can find the local basis {ϕ 1 , . . . , ϕ 4r } by solving a small local linear system. We order the shape functions with the vertex DoFs first (φ 1 to φ 4 ), the horizontal edge DoFs on e 1 and e 2 next (φ 5 to φ 2r+2 ), and finally the vertical edge DoFs on e 3 and e 4 (φ 2r+3 to φ 4r ). We also order the DoFs similarly. Construct the 4r × 4r matrix A = (a ij ) of the DoFs, i.e., A ij = N j (φ i ) for all i, j ≤ 4r. This matrix has a simple block structure based on the DoFs on the vertices, edges e 1 and e 2 , and edges e 3 and e 4 , which is
where A 11 is of size 4 × 4 and A 22 and A 33 are of size 2(r − 1) × 2(r − 1). From Theorem 3.2 (unisolvence), we know that A is invertible. Let A −1 = B = (b ij ) and
and we have our nodal basis. Graphical depiction of the basis in special cases can be found in [40, 2] . Visually, there is nothing unusual about these basis functions.
If we take the choice outlined in Lemma 3.1, we can write down the nodal basis explicitly, using the facts that A
The vertex basis function ϕ v,13 (x) can be computed by first defining
, and then defining
The basis functions ϕ v,14 (x), ϕ v,23 (x), and ϕ v,24 (x) can be defined similarly. 2 , one can define
We can also use the map to define the entire supplemental functions (3.13) and (3.12) themselves. For example, we can substitute the definitions
giving direct serendipity elements with mapped supplements. We must show unisolvence with this substitution. We proceed to show this property for edges e 1 and e 2 . The other two edges will then have this property by symmetry.
Easily,
where R V is defined in (4.1) and
is a nonlinear function. Because F E is a bilinear map, on the edges e 1 and e 2 , λ * H is linear and
2 ) is quadratic. However, these may be different linear and quadratic functions on each edge.
The function λ *
has the zero set being the line joining the center of e 1 to the center of e 2 . Let x H be any point on this line and ν H denote a unit normal to the line. Define
If e 1 and e 2 are not parallel, then there exist (up to sign, so without loss of generality) α H > 0, β H > 0, and γ H = 0 such that
If e 1 and e 2 are parallel, set α H = β H = 1 and γ H = 0 to obtain the same representation of λ H . In either case, we define
These functions satisfy the requirements of Lemma 3.1. Because λ * H is linear on e 1 and e 2 , there are nonzero constants a and b of the same sign such that (4.5) λ * H e1
= aλ H e1 and λ * H e2
= bλ H e2 .
Therefore, on the sides e 1 ∪ e 2 ,
We define the sets 2 2 ), since this modification concerns the fact that there are c 1 > 0 and c 2 > 0 so that
We conclude that the direct serendipity element with the mapped supplements (4.2)-(4.3), i.e.,
is well defined.
The de Rham complex and mixed finite elements. The de Rham complex of interest here is
where the curl (or rot) of a scalar function φ(x) = φ(
From right to left, the image of one linear map is the kernel of the next. On rectangular elements, it is known [4, 5] that the serendipity space S r+1 is the precursor of the Brezzi-Douglas-Marini space BDM r [18] for r ≥ 1; that is, on the reference squareÊ, (1.1) holds.
Full and reduced AC spaces.
We have the following extension of (1.1) to quadrilateral elements E. The direct serendipity spaces DS map r using the mapped supplements (4.2)-(4.3) is the precursor of the reduced H(div)-approximating ArbogastCorrea space AC red r [1] , r ≥ 1, defined on meshes of convex quadrilaterals:
Moreover, the full H(div)-approximating space AC r , for r ≥ 1, satisfies
This observation is clear once one realizes three sets of facts. First, the direct serendipity elements based on (4.2)-(4.3) have the structure
Second, the AC elements have the structure
where F 1 E is the Piola mapping from E toÊ. Finally, we have the fairly well-known helmholtz-like decomposition (see, e.g., [1] )
the relation between the curl operator and the bilinear and Piola maps
and the fact that the div operator takes xP k one-to-one and onto P k for any k ≥ 0. Now we see that curl S DS,map r+1
r (E), and so
is in the kernel of the operator div. Finally, (5.14) satisfy the properties of the de Rham complex (5.2)-(5.3).
We remark that it is easy to check that S 1 (E) (see (3.1)) precedes the element AC 0 (E) in the de Rham sequence (5.3).
Direct mixed finite elements on quadrilaterals.
The de Rham theory provides a way of constructing a mixed finite element space V r based on a well defined direct serendipity space. Tangential derivatives of functions in DS r+1 (E) along the edges map by the curl operator to normal derivatives; that is, if we define the unit tangential vector (5.15)
Since curl DS r+1 (E) spans P r (e i ) independently of the other sides, the same is true of the normal derivatives of V r (E). In fact, for r ≥ 1, we have de Rham complexes for both full and reduced direct H(div)-approximating mixed elements:
for any variant of our new direct serendipity spaces. To see this fact, we need to decompose V r (E) (i.e, V full r (E) or V red r (E)). According to [1] , a reduced or full H(div)-approximating mixed finite element space defined directly on a quadrilateral E of minimal local dimension takes the form (P in Definition 2.1) (5.20) where the choice of S V r (E) is given by taking (5.8). However, it is noted that other supplemental functions could be used [1, near (3.15) ]. Their normal components must lie in P r (e i ) on each edge e i and, if they are mapped by the Piola transform, they must contain a nontrivial component of the DoFs of curlx r+1ŷ and curlxŷ r+1 . As given in [1] , the DoFs (N in Definition 2.1) for ψ ψ ψ ∈ V full r (E) (s = r) or ψ ψ ψ ∈ V red r (E) (s = r − 1) are ei ψ ψ ψ · ν i p dx, ∀p ∈ P r (e i ), i = 1, 2, 3, 4, (5.21) (5.23) where the H(div) bubble functions are
The DoFs (5.22) We can use any of our direct serendipity spaces to define the supplemental space S V r (E) needed by V full r (E) or V red r (E). The rest of the space is composed of polynomials, and so need not be defined by DS r+1 (E) through the curl operator, although this strategy could be used to help construct a basis for V r (E) respecting the DoFs. On E when r ≥ 1, our new mixed spaces use the supplemental space
In particular, as we saw, curl S
DS,map r+1
(E) gives the supplements for the elements AC r (E). If we use the fully direct serendipity supplements from (3.6), we obtain new families of fully direct mixed elements. The computations are not difficult. Note that (5.26) curl
Suppose that λ H is represented by (4.4) (i.e., the zero line is orthogonal to ν H ) and define τ H = (−ν H,2 , ν H,1 ), so curl λ H = τ H . If we use (3.12)-(3.13) to define R V and R H , the supplemental space is (recall (3.6))
The normal flux on each edge is easy to compute. For σ σ σ r,1 , we have
It is readily apparent that, indeed, the normal fluxes are in P r (e i ) for each i.
5.3. Implementation as an H(div)-conforming mixed space. The mixed space of vector functions V r over Ω is defined by merging continuously the normal fluxes across each edge e of the mesh T h . That is,
This can be done locally by constructing a local basis respecting the (edge) DoFs, in a way similar to that described for the serendipity elements in Section 3.5. However, in practical implementation, the hybrid form of the mixed method is often used [8] .
In that case, the elements are simply concatenated and no DoF-basis is required. The Lagrange multiplier space, used to enforce the normal flux continuity, is simply is normally paired with a space approximating scalar functions
= W r−1 , respectively. These spaces are the divergences of the corresponding vector function spaces.
6. Stability and convergence properties. In this section, we summarize the stability and convergence theory for our new direct finite elements. For the most part, we work over the entire domain Ω.
6.1. Direct serendipity element properties. In Section 3.5, we discussed creating a local nodal basis for some of the shape functions of DS r (E). By Theorem 3.2, there exists a fully nodal basis; that is, one for which every basis function vanishes at all but one nodal point. We denote it as {ϕ 1 , . . . , ϕ dim DSr(E) }.
Definition 6.1. Given the r-th order direct serendipity element (E, DS r (E), N ) and the nodal basis of DS r (E), {ϕ 1 , . . . , ϕ dim DSr(E) }, let the operator I E :
Given the finite element space DS r over Ω, let the operator I h be global interpolation. That is, for a given function φ ∈ L 2 (Ω) ∩ C 0 (Ω), I h v ∈ DS r and I h φ E = I E φ. By Theorem 3.2, the local interpolation operator preserves polynomials, so we have an important property [20, pp. 121-123] expressed in the following lemma.
Lemma 6.2. The interpolation operator I E is polynomial preserving, i.e., ∀ψ ∈ P r (E), I E ψ = ψ. Moreover, I E is bounded in the L 2 -norm.
With this lemma and Theorem 3.2, we have the analogue of the Bramble-Hilbert [16] or Dupont-Scott [24] lemma for local and global error estimation, provided the mesh is shape regular.
Lemma 6.3. There exists a constant C > 0 such that for all functions φ ∈ H s+1 (E) (
|φ| s+1,E , m = 0, 1 and s = 0, 1, . . . , r,
6.2. Direct mixed finite element properties. As was done by Raviart and Thomas [35] for their mixed spaces, we can define a projection operator, usually denoted π, mapping H(div; Ω) ∩ (L 2+ǫ (Ω)) 2 , ǫ > 0, onto V r (full or reduced) that has several important properties. The operator π is pieced together from locally defined operators π E . Following [1] , for v, we define π E v in terms of the DoFs (5.21)-(5.23).
The operator π satisfies the commuting diagram property [21] , which is to say that
where P Ws is the L 2 -orthogonal projection operator onto W s = ∇ · V r and s = r for full spaces and s = r − 1 for reduced. Since π E is bounded in, say, H 1 , we obtain the following approximation results [16, 24, 19, 20, 14, 1] .
Lemma 6.4. Suppose that T h is uniformly shape regular as h → 0. Then there is a constant C > 0, independent of h, such that
where s = r ≥ 1 and s = r − 1 ≥ 0 for full and reduced H(div)-approximation, respectively, and · m,Ω is the H m (Ω) norm. Moreover, the discrete inf-sup condition
holds for some γ > 0 independent of h.
6.3. Application to second order elliptic equations. Consider a uniformly elliptic problem with a homogeneous Dirichlet boundary condition
where the second order tensor a(x) is uniformly positive definite and bounded, and f ∈ L 2 (Ω). The boundary value problem can be written in the weak form:
we also have the mixed weak form: Find u ∈ H(div; Ω) and p ∈ L 2 (Ω) such that
Define the global finite element space over T h
We then obtain the Galerkin approximation: Find p h ∈ X 0,h such that
Combining Céa's lemma [20, 17] and the global projection estimate Lemma 6.3, we obtain an H 1 -error estimate for the problem. Since Ω is a polygonal domain, ∂Ω is a Lipschitz boundary. If we assume that Ω is also convex, we have elliptic regularity of the solution [28, Theorem 4.3.1.4], and the Aubin-Nitsche duality principle [20, 17] gives an L 2 -error estimate. Theorem 6.5. Let Ω be a convex polygonal domain and let T h be uniformly shape regular. There exists a constant C > 0, independent of h, such that
where p h satisfies (6.14).
We also have the mixed full (s = r) and reduced (s = r−1) H(div)-approximation:
Theorem 6.6. Let Ω be a convex polygonal domain and let T h be uniformly shape regular. There exists a constant C > 0, independent of h, such that
where (u h , p h ) satisfies (6.16)-(6.17).
7. Numerical results. In this section, we consider the test problem (6.8)-(6.9) defined on the unit square Ω = [0, 1] 2 with the coefficient a being the 2×2 identity matrix, i.e., we solve the Poisson equation. The exact solution is u(x, y) = sin(πx) sin(πy) and the source term is f (x, y) = 2π 2 sin(πx) sin(πy). Solutions are computed on three different sequences of meshes. The first sequence, T 1 h , is a uniform mesh of n 2 square elements (two sets of parallel edges per element). The second sequence, T 2 h , is a mesh of n 2 trapezoids of base h and one pair of parallel edges of size 0.75h and 1.25h, as proposed in [6] . The third sequence, T 7.1. Fully direct serendipity spaces. In this section we present convergence studies for the fully direct serendipity spaces DS r using the elements defined in (3.22) . We compare the results with those of the regular serendipity spaces S r and the spaces of elements given by mapping the local tensor product space P r,r (Ê) to the mesh elements (hereafter simply called the P r,r space).
As described above, one may need to consider whether opposite faces are parallel to construct a fully direct serendipity element. We now give a simple choice of element that avoids this difficulty. First, we can take (3.9) for λ H and λ V . Let R V and R H be defined by (3.12)-(3.13), where we define ν H = (ν 3 − ν 4 )/|ν 3 − ν 4 | and ν V = (ν 1 − ν 2 )/|ν 1 − ν 2 |, and set
For an n × n mesh, the total number of degrees of freedom for P r,r is (nr + 1) 2 = O(r 2 n 2 ), and for S r and DS r it is dim(S r ) = dim(DS r ) = (number of vertices) + (number of edges)(r − 1) + (number of cells)
Therefore, the total number of degrees of freedom for a serendipity space is asymptotically about half the size of that for a tensor product space of the same order. We report the L 2 -errors and the orders of the convergence of the spaces P r,r , S r and DS r for r = 2, 3, 4, 5 on mesh sequence T 1 h in Table 7 .1. The errors and convergence rates in the H 1 -seminorm are presented in Table 7 .2. Since T 1 h is a sequence of square meshes, the direct serendipity space DS r and the regular serendipity space S r coincide on T 1 h . All three families of spaces show an (r + 1)-st order convergence in the L 2 -norm and an r-th order convergence in the H 1 -seminorm, as we should expect from theory. The errors for P r,r are smaller than that for DS r = S r , but P r,r uses many more degrees of freedom. show the errors (in the L 2 and H 1 -seminorms, respectively) and the orders of convergence for the trapezoidal mesh sequence T 2 h . The tensor product space P r,r achieves the expected optimal convergence rates. The direct serendipity space DS r retains an optimal (r + 1)-st order of convergence in the L 2 norm and an optimal r-th order convergence in the H 1 -seminorm, as Theorem 6.5 predicts. The regular serendipity spaces S r have worse than optimal convergence rates in both norms (as was also observed in [6] ). The errors and convergence rates for P r,r , DS r , and S r on mesh sequence T 3 h are similar to those on T 2 h , so we omit showing them. We remark that the time cost for the assembly routine can be scaled nearly perfectly in parallel, since it basically involves only local computations. Therefore, reducing the global number of degrees of freedom in a serendipity space versus a tensor product space, even perhaps at the expense of a slightly more expensive assembly, is worthwhile [40, 2] . 7.2. Fully direct mixed finite elements on quadrilaterals. In this section, we verify the convergence rate for the new fully direct mixed finite elements derived in Section 5.2. These are implemented without the use of any mapping from the reference element. We take ξ V = ξ H = η V = η H = 1, although taking the values in (7.1) provides similar results. We apply the hybrid form of the the mixed finite element method [8] . The errors and the orders of convergence for the reduced and full H(div)-approximation spaces when r = 1, 2 on mesh T 2 h are presented in Table 7 .5. Again, results are similar on T 3 h meshes. As the theory predicts, the scalar p, the vector u, and the divergence ∇ · u retain r-th, (r + 1)-st, and r-th order approximation, respectively, for the reduced H(div)-approximation spaces, and all three quantities show r-th order approximation for the full H(div)-approximation spaces.
Our numerical test agrees with that taken in [1] , where results for the full and reduced AC spaces and the mapped BDM spaces appear. Results for our fully direct mixed spaces agree very closely with the results for the AC spaces, and these far exceed the performance of the mapped BDM spaces.
7.3. Serendipity space based on mapped supplements. In this section, we present the errors and convergence rates for the serendipity spaces DS map r using elements defined in (4.8), which has supplements mapped from the reference element. The results for r = 2, 3, 4 on mesh T 2 h are shown in Table 7 .6. As predicted by the theory, this new family of spaces shows an (r + 1)-st order convergence in the L 2 -norm and an r-th order convergence in the H 1 -seminorm. The results compare favorably with those for the fully direct spaces in Tables 7.3-7 .4, although the latter are perhaps slightly better.
Summary and Conclusions.
It is possible to define a wide variety of direct serendipity elements on a nondegenerate, convex quadrilateral E. Most or perhaps all of these elements appear to be new, and they have the form (8.1) DS r (E) = P r (E) ⊕ S DS r (E), r ≥ 2.
The supplemental space S DS r (E) can be defined by four functions. Referring to Figure 2 .1, the linear functions λ H and λ V are arbitrary except that the zero line of λ H must intersect the lines containing e 1 and e 2 above or below the intersection point x 12 , if it exists, and λ V must intersect the lines containing e 3 and e 4 to the left or right of the intersection point x 34 , if it exists. The bounded, (most likely) nonlinear functions R V and R H can be chosen arbitrarily as long as they are negative constants on e 1 It is possible to define a wide variety of direct mixed elements on E. The de Rham theory is useful in this regard, and the elements take the form V red r (E) = curl DS r+1 (E) ⊕ xP r−1 (E) = P If (8.4) is used, the AC spaces [1] result. Otherwise, the elements appear to be new, and they are the first families of fully direct mixed spaces defined on quadrilaterals.
The direct serendipity and mixed elements can be merged to create H 1 (Ω) and H(div; Ω) conforming spaces, respectively, on a mesh T h of nondegenerate, convex quadrilaterals. If the meshes are shape regular as h → 0, the spaces have both optimal approximation properties and minimal local dimension. Numerical results were presented to illustrate their performance.
We close with a simple observation. Another well-known de Rham complex is for any variant of our new direct serendipity spaces. We can merge these elements globally, since tangential derivatives of φ, say, map to tangential components of ∇φ, which are both ∇φ · τ . So we have full and reduced direct H(curl)-approximating spaces over meshes of quadrilaterals.
