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In this article, we introduce the concept of skewness to the Gaussian random field theory
by defining a new two-dimensional non-Gaussian random field called skew-Gaussian
random field. We derive the expected Euler characteristic of its excursion set. Moreover,
an approximation to the size distribution of one connected component is derived. As an
illustration, we present a simulation study to compare the approximationmechanismwith
the exact one.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In spite of its flexibility as a model for several data sets, the Gaussian random field cannot be used to model phenomena
and data sets that exhibit skewness. Such situations arise in many fields of applications including, but not limited to,
engineering, medical, agriculture and environmental to name a few [1–3]. Transforming non-Gaussian data sets to achieve
normality could be useful in several statistical problems, but in random fields the story is totally different and such solutions
may not be suitable due to the fact that the Gaussianity and the correlation in data are not invariant under transformation.
On the other hand, skewness cannot be ignored since it reflects some significant and meaningful characteristics of the data
sets. As a result, we are encouraged to search for new statistical methods to model skewed data. In fact, the attention of
many researchers and statisticians has been directed recently toward practical real life problems involving spatial non-
Gaussian data. In the industrial world, the surface roughness during all machinery processes is considered a vital factor
and it is important to monitor and keep the surface roughness level within certain limits. Besides surface roughness, many
criteria have been considered to assess the quality of metal surfaces. As a result, numerous ideas have emerged recently in
the statistical literature to handle and model such types of problems. Other examples that resemble this situation are brain
imaging and cancer detection which are considered as potential and interesting applications of spatial data and random
fields.
In recent years, new technologies such as functional magnetic resonance imaging and positron emission tomography
have been used to collect data concerning the living human brain as well as astrophysics. In the literature, researchers
propose different techniques to model such kinds of data, yet it has been noted that these images are modelled easily and
efficiently by a smooth and stationary random field. Analyzing such images is of great interest in variant fields of science,
since it leads the experimenter to answer numerous questions such as ‘‘what are the active regions in the brain?’’. To
make the ideas of random fields more concrete, we discuss two plausible motivating applications related to various and
significant real life issues. In this section,we illustrate the importance of the random field theory through variants ofmedical,
engineering as well as geological applications.
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1.1. The surface roughness example
One of the most interesting applications of the random fields theory is the study of metal surface roughness in the
industrial world. Correlated data literature as well as spatial statistics did propose efficient procedures to accomplish this
mission via variograms, covariograms and autocorrelation coefficient [4,2,5]. The surface usually gets rough and the quality
is expected to change due to tear and wear factors. The most widely used method for surface roughness measurement
is the mechanical profilometer. In this method, the stylus of the device is drawn across the surface to assess the surface
roughness. Many pitfalls and drawbacks make this approach not suitable for many applications including but not limited
to damaging the surface caused by this device. Nevertheless, the roughness measurement will not be accurate in most
of the cases. Optical methods are considered to be safe approaches that keep the surface unharmed and it allows testing
the surface more frequently especially for non-homogeneous surfaces. Optical methods basically depend on the properties
of the surface’s speckles that are developed whenever a surface is illuminated with a highly coherent light such as laser.
The reflected light is captured via highly sensitive camera which in return produces a collection of dark and gray spots.
Consequently, the picture is converted to a data matrix where its entries represent the gray level of each spot.
The random field theory and the skew-Gaussian in particular may present an efficient technique to detect areas of tear
andwear of the surface provided the threshold level u. Eventually, the non-contact, non-harmful and continuousmonitoring
process of the surface is considered the primary advantage of the optical method and consequently the random field theory
in this area of research. In the next section, we discuss another motivating example that paves the way to introduce the
main idea of skew-Gaussian random fields.
1.2. Brain imaging and cancer detection
In the medical literature, numerous articles and several books have discussed the brain imaging and the functionality of
the human being body. The X-ray scan as well as the C.T. scan of the body produce a two-dimensional picture which may
be converted to a data matrix similar to the ideas mentioned in the previous section. The flows in the brain functions as
well as the unexpected growth of certain organs or tissues in the human body is considered highly critical and needed to be
monitored by physicians in order to take proper actions. Data are collected in hospitals before and after surgical operations
and frequently we see medical decisions made based on the eye of an expert. Statistically, we prefer to adopt a more robust
and rigorous approach. In fact, not only we are going to rely on the expert opinion in patient’s matters but also we will
consider the data analysis approach of the human body and brain images. To this end, we follow the same ideas in the
previous section and convert the images to their counter part data matrices and therefore the random field, Gaussian and
skew-Gaussian in particular, could be used.
2. Notation and setup
Assume that t represents a point in the brain and X(t) represents the value of the image at t, then the data collected
about the brain via such technique is a family of random variables or random field {X(t) : t ∈ brain}. A random
field is said to be a Gaussian random field if for every choice of t1, t2, . . . , tk and arbitrary k, the collection of random
variablesX(t1), X(t2), . . . , X(tk)has amultivariateGaussiandistribution. The stationaryGaussian random field is used in the
literature to model variants of applications. On the other hand, the roughness of metal surfaces measured through imaging
process some times show Gaussian patterns but with skewness in their histogram. In this paper, we will introduce a new
model for such images which will be referred to as the skew-Gaussian random field. Let X(t), t = (t1, t2) ∈ C ⊂ R2 be a
smooth and stationary Gaussian random field. Define X˙i(t) as the first derivative of X(t) with respect to ti, i = 1, 2 and let
X¨ij(t) be the second partial derivative of X(t)with respect to ti, tj, i, j = 1, 2. Let X˙(t) = (X˙1(t), X˙2(t)) and X¨(t) = (X¨ij(t))2i,j=1
be the gradient and the matrix of second order partial derivatives of X(t), respectively. The stationarity assumption of X(t)
allows us to write X, X˙i, X¨ij for X(t), X˙i(t), X¨ij(t), respectively. The set of points t ∈ C, where X(t) exceeds a threshold u
is defined to be the excursion set of the random field X(t) above the threshold u. The excursion set is of great interest in
many applications of random fields, since it represents the event of extreme. Consequently, we define Au(X,C) to be the
excursion set of X(t) in C above u. Integral geometry defines χ(Au(X,C)), the Euler characteristic of the excursion set, as
(the number of connected components)− (the number of holes)+ (the number of hallows) in Au(X,C). As the level u gets
large, the excursion set is a disjoint union of connected components or clusters, [6]. Provided that the excursion set of X(t)
does not touch the boundary of C and under suitable regularity conditions and using both Theorem 6.3.1 and formula 6.3.7
of [6] page 133, [6] presented the following approximation for E{χ(Au(X,C))} as
E{χ(Au(X,C))} ≈ A det(Λ)
1
2 u
(2pi)3/2
exp
(
−u
2
2
)
, (1)
where Λ = Cov(X˙) and A is the area of C. For a wide class of random fields, the following approximation is accurate for
large u,
P{sup
t∈C
X(t) ≥ u} ≈ E{χ(Au(X,C))},
498 M.T. Alodat, M.Y. Al-Rawwash / Journal of Computational and Applied Mathematics 232 (2009) 496–504
(see [7]). In many cases, random responses are modelled via a non-Gaussian process. Materials, soil properties, geometric
properties of structures, wind and waves are all examples of non-Gaussian random quantities. The extreme values of these
responses are very important for reliability problems related to these responses. The skew-Gaussian random field is a
generalization to the Gaussian random field and it is introduced in this article tomodel such random responses. To carry out
this mission, we defineW to be normal random variable with mean µ and variance σ 2 denoted byW ∼ N(µ, σ 2) where
φ(.) and Φ(.) are the density and the distribution functions of Z ∼ N(0, 1), respectively. Also, let a = (a1, . . . , aD) be a
D-dimensional vector and A = (aij)Di,j=1 be D× Dmatrix. A random variable V is said to have a skew-normal distribution if
it has the stochastic representation V = δ|Z | + √1− δ2X , where Z and X are independently distributed as N(0, 1). Note
that the expected value ofW+ = max(W , 0) is given by
E{W+} = µ
(
1− Φ
(
−µ
σ
))
+ σ√
2pi
exp
(
− µ
2
2σ 2
)
. (2)
Assuming that X(t) is a twice differentiable and stationary Gaussian random field with mean zero and variance equal to one
and assuming that Cov(X˙) = Λ = (λij)2i,j=1 and Cov(X¨) = M , Adler [6] shows that X is independent of X˙. Moreover,
Cov(X˙i, X˙j) = −Cov(X, X¨ij) = λij, Cov(X¨ij, X¨kl) = λijkl,
E{X¨ij|X} = −λijX, (X, X˙, X¨)T ∼ N6(0,M),
whereM is a 6× 6 covariance matrix depending onΛ. The matrixΛ is called the smoothing parameter of the field X(t).
The rest of the article is organized as follows. In Section 3, we review the skew-normal theory based on [8]. In Section 4,
we introduce the skew-Gaussian random field and derive the expected value of the Euler characteristic of its excursion set.
In Section 5, we derive an approximation to the size distribution of one connected component. In Section 6, we discuss the
estimation of both skewness and smoothness parameters of this field and we compare the approximate distribution of one
connected component with the exact distribution using simulated data analysis. We also illustrate our theory using the
surface roughness example in Section 6. Finally we conclude the article with a discussion of the results in Section 7.
3. Skew-normal distribution
The skew-normal distribution theory is an indispensable part of this paper whichmotivates us to use the work of Genton
[8] as the corner stone of this section. In fact, a random variable V is said to have a univariate skew-normal distribution if
its probability density function (pdf) is given by
fV (v) = 2φ(v)Φ(αv) −∞ < v <∞,
where α(δ) = δ/√1− δ2, δ ∈ (−1, 1). In what follows, we use V ∼ SN(α(δ)) to denote a skew-normal random variable
V . The parameter α is called the skewness parameter.
Definition 1. A random vector V = (V1, . . . , Vp)T is said to have a p-dimensional skew-normal distribution, denoted by
V ∼ SNp(Ω,α), if it is continuous with pdf
fV(v) = 2φp(v;Ω)Φ(αTv), v ∈ Rp, (3)
where φp(v;Ω) denotes the pdf of the p-dimensional multivariate normal distribution with standardized marginals and
correlation matrixΩ .
Let R = (R1, . . . , Rp)T have a p-dimensional multivariate normal distribution with standardized marginals and a p × p
correlation matrix Ψ , independent of Z ∼ N(0, 1) such that
(Z,R)T ∼ Np+1
(
0,
(
1 0T
0 Ψ
))
. (4)
If δ1, . . . , δp ∈ (−1, 1) and Vj = δj|Z | +
√
(1− δ2j )Rj, for j = 1, 2, . . . , p, then Vj ∼ SN(α(δj)) and the vector (V1, . . . , Vp)
has the density (3) with
αT = λ
TΨ−1∆−1
(1+ λTΨ−1λ)1/2 ,
Ω = ∆(Ψ + λλT)∆,
∆ = diag
(√
1− δ21, . . . ,
√
1− δ2p
)
,
where λT = (α(δ1), . . . , α(δp)). For p = 2,
fV(v1, v2) = 2φ2(v1, v2;ω)Φ(α1v1 + α2v2), (5)
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where ω is the off-diagonal ofΩ and αT = (α1, α2)T,
α1 = δ1 − δ2ω√
(1− ω2)(1− ω2 − δ21 − δ22 + 2δ1δ2ω)
, (6)
α2 = δ2 − δ1ω√
(1− ω2)(1− ω2 − δ21 − δ22 + 2δ1δ2ω)
. (7)
The conditional expectation of V2 given V1 = u is given by
E{V2|V1 = u} = ωu+ δ2 − ωδ1√
1− δ21
H(−α1u), (8)
where H(x) = φ(x)/Φ(−x). For more details see [8].
4. Skew-Gaussian random field
In this section, we introduce the idea of the two-dimensional skew-Gaussian random field in the following form.
Definition 2. Let X(t), t ∈ C ⊆ R2, be a Gaussian random field with zero mean and variance equal to one. Assume
that Z is a standard normal random variable independent of X(t). We define Y (t), the skew-Gaussian random field, as
Y (t) = δ(t)|Z | +√1− δ2(t)X(t),where δ(t) : C → (−1, 1).
Wewill refer to the function δ(t) as the skewness function. In this paper, we consider only the skew-Gaussian random field
with a fixed and positive skewness, i.e., δ(t) = δ > 0 for all t ∈ C. On the other hand, if the random field has negative
skewness, we canmake its skewness positive bymultiplying it by (−1). Based on the skew-normal theory, it is easy to show
that the skew-Gaussian random field has the property that all finite-dimensional distributions aremultivariate skew-normal
distributions. Consequently, if the covariance function of X(t) is RX (t), then the covariance of Y (t) is
RY (t) = Cov(Y (t), Y (0)),
= δ2
(
1− 2
pi
)
+ (1− δ2)RX (t).
From the last equation, it is clear that the differentiability of X(t) implies the differentiability of Y (t) and therefore,
Y˙i(t) =
√
1− δ2X˙i(t), Y¨ij(t) =
√
1− δ2X¨ij(t), i, j = 1, 2. Note that cov(Y˙ ) = (1− δ2)Λ,where (1− δ2)Λ represents the
smoothing parameter of the field Y (t).
One important feature in this setup is the derivation of the mean value of the Euler characteristic of the excursion set
which directs us to the need of writing the term E{χ(Au(Y ,C))} in a simple form. In order to accomplish this mission, we
assume S = |Z | implying that the density function of S is given by
fS(s) =

√
2
pi
exp
(
− s
2
2
)
, for s > 0,
0, otherwise.
Using the conditional expectation, we intend to present the term E{χ(Au(Y , C))} as follows
E{χ(Au(Y ,C))} = E{E{χ(A u−δS√
1−δ2
(Y ,C))}},
≈ A det(Λ)
1
2
(2pi)
3
2
E
{
u− δS√
1− δ2 exp
(
−1
2
(u− δS)2
1− δ2
)}
,
= 2A det(Λ)
1
2
(2pi)
3
2
exp
(
−u
2
2
)∫ ∞
0
u− δs√
2pi
√
1− δ2 exp
(
− (s− δu)
2
2(1− δ2)
)
ds.
Assuming Q ∼ N(δu, 1− δ2) and using Eq. (2), we may simplify E{χ(Au(Y ,C))} as
E{χ(Au(Y ,C))} = 2A det(Λ)
1
2 exp(− u22 )
(2pi)
3
2
(
uP{Q > 0} − δE{Q+}) ,
= 2E{χ(Au(X,C))}
(
P{Q > 0} − δ E{Q
+}
u
)
,
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Fig. 1. The excursion set of the skew-Gaussian random field with δ = 0.1 above u = 2.0.
= 2E{χ(Au(X,C))}
(
(1− δ2)Φ
(
uδ√
1− δ2
)
− δ
√
1− δ2√
2piu
exp
(
− u
2δ2
2(1− δ2)
))
,
= 2E{χ(Au(X,C))}
(
(1− δ2)Φ
(
uδ√
1− δ2
)
+ o
(
1
u
))
. (9)
We note that E{χ(Au(Y ,C))} is reduced to E{χ(Au(X,C))}when δ = 0.
5. Size distribution of one component
The Poisson clumping heuristic (PCH) is introduced by Aldous [9]. The terminology (PCH) means that we throw random
sets (clumps) at random according to a Poisson point process, i.e., the centers of these sets are generated by a Poisson
random variable. Cao [10] used the PCH as a model for the excursion set of χ2, T and F random fields. The components of
the excursion set are viewed as disjoint clumps thrown at random onC (see Fig. 1). Therefore, the PCH can be used tomodel
the excursion set of the skew-Gaussian random field. Moreover, the sizes of these clusters are assumed to be independent
and identically distributed. Nosko [11] derived the size distribution of one component of the excursion set assuming the
random field X(t) is Gaussian. Recently, Friston et al. [12] used Nosko’s result to test for an activation in medical images. In
this section, we adopt another approach to find an approximation to the size distribution of one connected component of
the excursion set of Y (t) above a high threshold u. To end this, we suggest the following two steps:
1. Approximate Y (t) by Y˜ (t) = Y (0)+ tTY˙+ 12 tTY¨t
2. Replace Y¨ by E{Y¨|Y = u}.
To find the conditional expectation in step 2, we use Eq. (4) for p = 2. So, we write Y¨ij as Y¨ij =
√
λijij(0|Z | +
√
1− 02X¨∗ij ),
where X¨∗ij = X¨ij/
√
λijij. Now (X, X¨∗ij ) ∼ N2(µ1,Σ1), where µ1 = (0, 0) and
Σ1 =
(
1 ρij
ρij 1
)
,
where ρij = E{XX¨∗ij } = −λij/
√
λijij. Also (Z, X, X¨∗ij ) ∼ N3(µ2,Σ2)where µ2 = (0, 0, 0) and
Σ2 =
(
1 0
0 Ψ
)
,
where
Ψ =
(
1 ρij
ρij 1
)
.
This implies that (Y , X¨∗ij ) has the density
f (y, x¨∗ij) = 2φ2(y, x¨∗ij;ω)Φ(α1y+ α2x¨∗ij), (y, x¨∗ij) ∈ R2,
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where ω is the off-diagonal ofΩ . Relying on the results of Section 3, we get
∆ =
(√
1− δ2 0
0 1
)
, λT =
(
δ√
1− δ2 , 0
)
,
and we find that ω = ρij
√
1− δ2. Using Eqs. (6)–(8) with δ1 = δ and δ2 = 0, we find that
E{Y¨ij|Y = u} =
√
1− δ2E{X¨ij|Y = u},
= √λijij√1− δ2E{X¨∗ij |Y = u},
= √λijij√1− δ2 (− λiju√
λijij
+ λijδ√
λijij
√
1− δ2H(−α1u)
)
,
= −λiju
√
1− δ2 + λijδH(−α1u),
≈ −λiju
√
1− δ2, for large u, and δ > 0.
Therefore, E{Y¨|Y = u} ≈ −(1− δ2)uΛ = Q, say. Finally, we can approximate the field Y (t) near a local maximum at t = 0
by a quadratic form as follows
Y˜ (t) = Y (0)+ 1
2
tTY¨(0)t.
Since Y¨ is random and we are interested in the distribution near local maximum we approximate Y¨ by E{Y¨|Y = u}. The
intersection of Y˜ (t)with the z-plane z = u yields the ellipse tTQt = 2(Y−u)
u
√
1−δ2
which approximates the connected component
of Au(Y ,C) that contains 0. We intend to direct our attention to the distribution of the following random variable
A ≈ Area
({
t : tTQt ≤ 2(Y − u)
u
√
1− δ2
})
,
= 2piW
(1− δ2)u det(Λ) 12
,
whereW = Y − u. The conditional distribution ofW given that Y (t) has a local maximum at t = 0 is taken in the ergodic
sense, i.e., the conditional distribution of W given that Y (t) has a local maximum exceeds u at t = 0. According to [6],
page 150, and using Eq. (9), we have
1− FW (w) = lim
u→∞
E{χ(Au+w(Y ,C))}
E{χ(Au(Y ,C))} ,
= exp(−uw).
This implies that A is approximately exponential random variable with mean
E{A} = 2pi
(1− δ2)u2 det(Λ) 12
= 2pi
u2θ
,
where θ = (1− δ2) det(Λ) 12 .
Since the distribution of A depends on the parameter θ , we may estimate θ as follows: Assume N = χ(Au(Y ,C)), then
N is approximately Poisson random variable with mean E{N} given by (9). Consequently, we may use the Poisson standard
parametric methods such as the Method of Moments (MOM) and Maximum Likelihood (ML) to estimate the parameter θ .
Also, the sizes of the components of Au(Y ,C)may be estimated using a random sample from exp(E{A}). So, we can use the
exponential standard parametric methods to estimate the parameter θ . For example, the MOM estimate of θ is given by
θˆ = 2pi
u2A¯
,
where A¯ is the sample mean of components sizes.
6. Simulation results and data analysis
To compare the distribution of A (approximation and simulation) of the connected component of the excursion set of
Y (t), a large number of sample paths of the skew-Gaussian random field are obtained as follows:
• Simulate a Gaussian random field X(t)
• Simulate a standard normal variable Z
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Fig. 2. The simulated and approximated CDFs of A for different values of u and δ.
• Realize Y (t) = δ|Z | + √1− δ2X(t).
• Each sample path is thresholded by a threshold u.
As a conclusion, the sizes of the clusters of the excursion set are considered as a sample from the exact distribution of
the cluster size. Another large sample is generated from the distribution of A. In Fig. 2, we described the two samples by
their Cumulative Distribution Functions (CDFs). Simulation shows that the approximation of the distribution of A is slightly
better for u = 2.5. Moreover, Fig. 3 shows that QQ-plot for the both samples and the results appear to be in a high degree
of agreement.
As an application, we are interested in studying the collection of all points representing the speckles of a particular
surface. The study of the surface roughness and the need to obtain accurate readings concerning the surface quality can
never be over-emphasized. The usefulness of optical techniques appear due to the relation between the surface roughness
and the light pattern reflected from the surface. These techniques offer powerful, accurate and sensitive tools for studying the
properties of the surface. Once the light is incident on the surface, the scatteredwaveswill interfere and form an interference
pattern consisting of dark and light speckles which represent the surface quality. We now consider the application of our
skew-Gaussian random fields to a standard specimen with known surface roughness [2]. The data collection is achieved
using the following procedural steps. We start by illuminating the surface via a laser beam. Next, the light scattered from
the surface is captured and saved using a highly sensitive camera, then the picture is converted into an array of 512× 512
pixel using a proper software. The light intensity of each pixel has a gray level value ranging from 0 to 255 where the large
intensity values represent the dark spots creating an idea about the roughness of the surface [2,5]. For this, we use a two-
dimensional skew-random field tomodel the light values collected accordingly. The excursion set represents that portion of
the metal surface where the values of the colors for the collected light exceed a given threshold. Some significant statistics
(the mean area and the mean area of one component) of this excursion set are very important as measures of quality for the
surface. The results of these specimen represent our cornerstone for future comparison of surfaces with unknown surface
roughness.
As an illustration, the image in Fig. 4 represents a metal surface that is thresholded by the level u = 2.0. Consequently,
the clusters of the thresholded image are extracted producing 32 clusters with the following sizes: 1, 2, 3, 4, . . . , 32. The
results show that the corresponding frequencies for all clusters are 111, 24, 21, 20, 113, 42, 9, 12, 21, 58, 8, 37, 6, 9, 3, 60, 56,
58, 41, 118, 12, 103, 17, 3, 13, 103, 1, 54, 41, 45, 1, 19, respectively. The mean size of these clusters is A¯ = 15.8386 which
implies that θˆ = 0.0992. The estimation results of A¯ and θˆ can be used to monitor the surface quality before and after using
the tested objects in various production activities.
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Fig. 4. A metal surface specimen image threshold by u = 2.0.
7. Conclusion
In this paper, we introduced the concept of skewness to the Gaussian random field theory by imposing some conditions
and restrictions to the well known Gaussian random field. The new random field is called the skew-Gaussian random field,
which is a generalization to the Gaussian counterpartwith skewness parameter set to be zero. A closed form for the expected
Euler characteristic of its excursion set is derived. An approximation to the distribution of the cluster size is derived. The
simulation shows that the approximation works well. The theory developed here can be extend to higher dimensions.
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