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Abstract
The main aim of this paper is to construct a topological degree for maps −A + F : M ∩
D(A) → E where a densely deﬁned closed operator A : D(A) → E of a Banach space E
is such that −A is the generator of a compact C0 semigroup, and F : M → E is a locally
Lipschitz map deﬁned on a neighborhood retract M ⊂ E. If M is a closed convex cone, then a
degree formula allowing an effective computation of the degree is proved. This formula provides
an inﬁnite-dimensional counterpart of the well-known Krasnosel’skii theorem. By the use of the
introduced topological degree and an abstract result concerning branching of ﬁxed points, the
bifurcation of periodic points of the parameterized boundary value problem⎧⎪⎪⎨⎪⎪⎩
u˙ = −Au + F(t, u), > 0,
u(t) ∈ M,
u(0) = u(T )
is studied. Examples of applications to partial differential equations are discussed.
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1. Introduction
1.1. Presentation of the problem
We are concerned with a differential problem
(PM)
{
u˙ = −Au + F(t, u) on [a, b] ⊂ R,
u(t) ∈ M,
where A : D(A) → E is a densely deﬁned linear operator of a Banach space E, M is
a closed subset of E and F : [a, b] × M → E is a continuous map. Assume also that
the following conditions hold:
(A1) −A is the generator of a compact C0 semigroup SA of linear operators SA(t) :
E → E satisfying the growth condition ‖SA(t)‖Ket , for any t0, and some
constants K > 0 and  ∈ R;
(A2) M is invariant with respect to SA(t), i.e. SA(t)(M) ⊂ M for any t0;
(A3) F : [a, b] × M → E is locally Lipschitz with respect to the second variable and
has a sublinear growth, i.e. there is c ∈ L1([a, b]) such that
‖F(t, x)‖c(t)(1 + ‖x‖) for (t, x) ∈ [a, b] × M;
(A4) F is tangent to M, i.e.
F(t, x) ∈ TM(x) for x ∈ [a, b] × M.
Above, TM(x) denotes the Bouligand tangent cone to M at x, i.e.
TM(x) :=
{
v ∈ E | liminf
h→0+
dM(x + hv)
h
= 0
}
,
where the distance function dM = d(·,M) = dist(·,M) is deﬁned as
dM(z) := inf{‖z − y‖ | y ∈ M} for any z ∈ E.
The existence and uniqueness theorems for initial value problems associated with equa-
tion u˙ = −Au+F(t, u) are classical (see e.g. [23]). The problems with the constraints
of the form (PM) have been studied for the last several years by many authors, e.g.
[22,6,17]. The existence of periodic solutions for problems with constraints of type
(PM) was proved in [6], for M being closed convex, and most recently in [4] for sets
M from the broad class of so-called regular sets. In the mentioned papers, a proper
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versions of the Schauder or Lefschetz ﬁxed point theorem are applied to the Poincaré
operator t of translation along trajectories.
Since the Leray–Schauder degree and its extensions to generators of C0 semigroups
or semigroups of contractions are mighty tools in nonlinear problems (see [18] and ref-
erences therein), a natural question whether there exists a version of topological degree
helpful in studying equilibria and periodic solutions of (PM) arises. The equations of
the form (PM) come up as abstract formulations of many partial differential equations
and systems. And in these examples, very often, M has empty interior, which does not
allow to apply the usual homotopy invariants. Therefore, a topological degree detecting
zeros of −A + F (with autonomous F) in the set of constraints is necessary. The aim
of this paper is to construct an adequate topological degree and study, by use of the
obtained tool, problems of the form (PM).
In the unconstrained case (M = E), a natural method to deﬁne the proper topological
degree of −A + F is to put degLS(I − (I + A)−1(I + F),U, 0) with  >  where
degLS(·, U, 0) stands for the Leray–Schauder degree with respect to 0 and an open
bounded set U ⊂ E (see e.g. [16,13]). Another method involves ﬁnite-dimensional
approximations of −A+F and their Brouwer degrees in ﬁnite-dimensional spaces (see
[19]). However, if one looks for zeros of −A + F in the constraint set M, then these
standard constructions will not work. For that reason, in this paper a different approach
is applied. Namely, we consider the semiﬂow  : M ×R+ → M generated by −A+F
(i.e. the family of Poincaré operators of translation along trajectories for (PM)). Then
we note that for small t > 0 the ﬁxed point index for t = (·, t) with respect to open
bounded subsets of M is well-deﬁned and does not depend on t. This number is taken
as the topological degree of −A+F . Such an invariant has all the expected properties
of a topological degree and opens a wide scope of applications to differential equations
and systems which can be expressed as problems of the form (PM). It is noteworthy
that there are simple examples where the topological degree of −A + F restricted to
the constrained set M is nontrivial while the degree with respect to E is zero, i.e. the
former one detects zeros of −A + F and the latter one does not.
The paper is organized as follows. The rest of Section 1 gives a brief description of
the ﬁxed point indices used throughout the paper: the ﬁxed point index for compact
maps of metric absolute neighborhood retracts (ANR for short) and the ﬁxed point
index for condensing maps of closed convex sets. Section 2 is devoted to compactness
and continuity principles for semilinear equations, which are used throughout the next
sections. In Section 3, the construction of the topological degree is carried out, some
basic properties are proved and an equilibrium principle for −A + F is provided.
Section 4 establishes the relation between our construction and the traditional one, in
the case M is a closed convex cone. To this end we prove the formula showing that
the topological degree is equal to the ﬁxed point index of the map (I +A)−1(I +F).
This formula is useful in effective computation of the degree. In Section 5, a branching
result for periodic solutions is derived. The obtained criterion provides a continuation
method for ﬁnding periodic solutions, which is illustrated by a few applications to
partial differential equations.
The nonlinear case, when A is a m-accretive nonlinear operator, will be presented in
the forthcoming paper of the author [9].
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1.2. Fixed point index—a brief exposition
First recall some basic notions of the ﬁxed point index theory for compact maps of
ANR’s. For more information on the index see [12] or [15].
Let M be a metric ANR. A compact map  : U → M , where U ⊂ M is open and
bounded, is called admissible if  has no ﬁxed points on the boundary of U (in M),
i.e. (x) = x for x ∈ MU or, equivalently, {x ∈ U |(x) = x} ⊂ U . By an admissible
homotopy we mean a compact map  : W → M with open bounded W ⊂ M × [0, 1]
such that {(x, t) ∈ W |(x, t) = x} ⊂ W.
Proposition 1.1. There is a correspondence assigning to any admissible map  : U →
M an integer IndM(, U), called the ﬁxed point index of  with respect to U, such
that
(Q1) (Existence) If IndM(, U) = 0, then there is x ∈ U such that (x) = x.
(Q2) (Additivity) Let  : U → M be an admissible map and U1, U2 ⊂ U be open
and disjoint sets such that {x ∈ U |(x) = x} ⊂ U1 ∪ U2. Then
IndM(, U) = IndM( |U1 , U1) + IndM( |U2 , U2).
(Q3) (Homotopy invariance) If  : W → M , where W ⊂ M × [0, 1] is open and
bounded, is an admissible homotopy, then, for any t1, t2 ∈ [0, 1],
IndM((·, t1),Wt1) = IndM((·, t2),Wt2)
where Wt := {x ∈ M | (x, t) ∈ W }.
(Q4) (Normalization) If M is bounded and  : M → M is a compact map homotopic
to the identity, then
IndM(,M) = (M)
where (M) stands for the Euler characteristic of M.
Remark 1.2. (a) If M is a topological space such that the graded vector space Hˇ ∗(M;
Q), where Hˇ ∗(·,Q) is the ˇCech cohomology cofunctor, is of ﬁnite type (i.e. Hˇ n(M,Q)
is a nonzero space for ﬁnitely many n ∈ Z and dim Hˇ n(M,Q) < ∞ for each n ∈ Z),
then one can deﬁne the number (M) := ∑n∈Z(−1)n dim Hˇ n(M,Q), which is called
the Euler characteristic of the space M. For details concerning the Euler characteristic
see e.g. [8].
(b) Actually, the normalization condition for the ﬁxed point index is formulated as
follows:
if M is bounded and  : M → M is compact, then IndM(,M) = (), where ()
is the Lefschetz number of .
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Since  is compact, Hˇ ∗() is a Leray morphism, which, in view of the equalities
Hˇ ∗() = Hˇ ∗(idM) = idHˇ ∗(M), implies that Hˇ ∗(M) is of ﬁnite type and () =
(idM) = (M) (for details concerning these notions see e.g. [8] or [12]).
Now we pass to basic deﬁnitions and properties of the ﬁxed points index theory
for condensing mappings with respect to measures of noncompactness. For details see
[21].
A map  : B(E) → R, deﬁned on the set B(E) of all bounded subsets of E, by
() := inf{r > 0 | is covered by a ﬁnite number of balls of radius r},
for any bounded  ⊂ E, is called the Hassdorff measure of noncompactness. It has
the following properties:
• (C) = 0 if and only if C ∈ B(E) is relatively compact;
• (conv C) = (C) for any C ∈ B(E);
• if C1, C2 ∈ B(E) and C1 ⊂ C2, then
(C1)(C2),
(C1 ∪ C2) = max{(C1), (C2)};
• for any C,C1, C2 ∈ B(E) and  ∈ R
(C) = ||(C),
(C1 + C2)(C1) + (C2).
Let M be a closed convex subset of E. A continuous  : U → M , where U ⊂ M is
open and bounded, is condensing if there exists k ∈ [0, 1) such that, for any  ⊂ U ,
(())k ().
A map  : W → M , where W ⊂ M × [0, 1] is open and bounded, is a condensing
homotopy if, for any  ⊂ M ,
(([× [0, 1]] ∩ W))k ().
A condensing map  : U → M is called admissible if (x) = x for any x ∈ MU . Sim-
ilarly, a homotopy  : W → M is called admissible if {(x, t) ∈ W |(x, t) = x} ⊂ W .
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Proposition 1.3. There is a correspondence which assigns to any admissible condens-
ing map  : U → M an integer IndM(, U), the ﬁxed point index of  with respect
to U, having the properties (Q1)–(Q3) and
(Q4)′ (Normalization) If M is bounded, then IndM(,M) = 1.
2. Evolution equations—compactness and continuity
Let a densely deﬁned linear operator A : D(A) → E be such that −A is the
inﬁnitesimal generator of a C0 semigroup {SA(t) : E → E}t0 satisfying the growth
condition
‖SA(t)‖Ket , for any t0, (1)
where K > 0 and  ∈ R are constants. In particular, for any x ∈ E, the function
SA(·)x : [0,∞) → E is a unique solution of the equation u˙(t) = −Au(t), t0 (see
[23]).
Remark 2.1. Recall that, under the above assumptions, the operator A is closed, the
resolvent set 	(−A) contains the half-line (,∞) and the resolvent R( : −A) =
(I + A)−1 has the property ‖R( : −A)n‖K/( − )n for  >  and n1 (see
[23, Th. 1.5.3]).
Consider the following problem
(P )
{
u˙(t) = −Au(t) + w(t) on [a, b],
u(a) = x,
where x ∈ E and w ∈ L1([a, b], E) (a, b ∈ R, a < b). In general, the problem (P )
may admit no classical solutions. Therefore a different notion of solution is introduced.
Deﬁnition 2.2. A map u : [a, b] → E given by
u(t) = SA(t − a)x +
∫ t
a
SA(t − 
)w(
) d
, for t ∈ [a, b]
is called a mild solution of (P ).
For any x ∈ E and w ∈ L1([a, b], E), the mild solution of (P ) is denoted by
A(x,w).
440 A. ´Cwiszewski / J. Differential Equations 220 (2006) 434–477
Proposition 2.3 (see Pazy [23]). If x1, x2 ∈ E and w1, w2 ∈ L1([a, b], E), then, for
any t ∈ [a, b]
‖A(x1, w1)(t) − A(x2, w2)(t)‖Ke(t−a)‖x1 − x2‖
+
∫ t
a
Ke(t−
)‖w1(
) − w2(
)‖ d
.
Denote by A(K,) the set of all linear operators A : D(A) → E being inﬁnitesimal
generators of semigroups {SA(t) : E → E}t0 satisfying (1).
Deﬁnition 2.4. Let A0 ∈ A(K,) and An ∈ A(K,) for n1. The sequence (An) is
G-convergent to A0 if, for any  >  and u ∈ E,
R( : −An)u → R( : −A0)u,
that is (I + An)−1u → (I + A0)−1u, which is denoted by An G→ A0.
Proposition 2.5 (see Hu and Papageorgiou [17] and Showalter [24]). If An G→ A0,
xn → x0 and wn → w0 in L1([a, b], E), then An(xn,wn) → A0(x0, w0) in
C([a, b], E).
Deﬁnition 2.6. A family (or a sequence) A of operators in A(K,) is relatively
G-compact if any sequence in A contains a G-convergent subsequence.
Proposition 2.7. Let a family A ⊂ A(K,) be relatively G-compact. If a set N ⊂ E
is relatively compact and W ⊂ L1([a, b], E) is uniformly integrable (see Remark 2.8),
then the following conditions are equivalent:
(i) the set
A(N × W) :=
⋃
A∈A
{A(x,w) | x ∈ N,w ∈ W }
is relatively compact in C([a, b], E);
(ii) there exists a dense set P ⊂ [a, b] such that, for t ∈ P ,
A(N × W)(t) :=
⋃
A∈A
{A(x,w)(t) | x ∈ N, w ∈ W }
is relatively compact in E.
A. ´Cwiszewski / J. Differential Equations 220 (2006) 434–477 441
Remark 2.8. A set W ⊂ L1([a, b], E) is uniformly integrable if, for any ε > 0, there
exists  > 0 such that, for any measurable J ⊂ [a, b] with the Lebesgue measure
(J ) < , one has
∫
J
w(
) d
 < ε for all w ∈ W .
Proof of Proposition 2.7. Obviously condition (i) implies (ii) with P = [a, b]. To
prove the converse implication it is sufﬁcient to show that if (An) ⊂ A converges to
A0, xn → x0 and (wn) ⊂ W , then the sequence (An(xn,wn)) contains a convergent
subsequence in C([a, b], E). We shall use the Arzela–Ascoli compactness criterion in
C([a, b], E).
Note that, for t ∈ [a, b] and n1, by Proposition 2.3 and the very deﬁnition of a mild
solution, one has
‖An(xn,wn)(t) − An(xn,wn)(a)‖ = ‖An(xn,wn)(t) − xn‖
‖SAn(t − a)xn − xn‖ + ‖An(xn,wn)(t) − SAn(t − a)xn‖
‖SAn(t − a)xn − xn‖ +
∥∥∥∥∫ t
a
SAn(t − 
)wn(
) d

∥∥∥∥
‖SAn(t − a)xn − xn‖ + Ke||(b−a)
∫ t
a
‖wn(
)‖ d

‖SAn(t − a)xn − SA0(t − a)x0‖ + ‖SA0(t − a)x0 − x0‖
+‖x0 − xn‖ + Ke||(b−a)
∫ t
a
‖wn(
)‖ d
.
This, in view of Proposition 2.5, the strong continuity of SA0 and the uniform in-
tegrability of W, implies the equicontinuity of functions {An(xn,wn)}n1 at the
point a.
To show the equicontinuity of this set at other points, take any t ∈ (a, b] and ε > 0.
It is clear that there exists  > 0 such that
a < t − 2 and t −  ∈ P,
and, for any measurable set J ⊂ [a, b] with (J ) < 2 and any n1, one has∫
J
‖wn(
)‖ d
 < ε3Ke||(b−a) . (2)
Let
Q :=
⋃
n1
{
SAn(·)y | y ∈ A(N × W)(t − )
} ⊂ C([0, 2], E).
The set Q is relatively compact in C([0, 2], E). Indeed, take a sequence (SAn(·)yn)
where yn ∈ A(N × W)(t − ). In view of the relative G-compactness of A, one
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may assume that An
G→ A0. By the condition (ii), (yn) contains a subsequence (ynk )
converging to some y0 ∈ E, which, by Proposition 2.5, gives SAnk (·)ynk → SA0(·)y0.
Hence, the set Q, being relatively compact, is equicontinuous. Therefore there exists
	 ∈ (0, ] such that, for h ∈ [−	, 	], n1 and y ∈ A(N × W)(t − ),
‖SAn(+ h)y − SAn()y‖ε/3. (3)
Finally, using Proposition 2.3, for all n1 and h ∈ [−	, 	],
‖An(xn,wn)(t + h) − An(xn,wn)(t)‖
‖An(xn,wn)(t + h) − SAn(+ h)An(xn,wn)(t − )‖
+‖SAn(+ h)An(xn,wn)(t − ) − SAn()An(xn,wn)(t − )‖
+‖SAn()An(xn,wn)(t − ) − An(xn,wn)(t)‖
‖SAn(+ h)An(xn,wn)(t − ) − SAn()An(xn,wn)(t − )‖
+Ke||(b−a)
∫ t+h
t−
‖wn(
)‖ d
+ Ke||(b−a)
∫ t
t−
‖wn(
)‖ d
.
In view of (2) and (3), it follows that
‖An(xn,wn)(t + h) − An(xn,wn)(t)‖
ε
3
+ 2Ke||(b−a) ε
3Ke||(b−a)
= ε,
which completes the proof of the equicontinuity of the set {An(xn,wn)}n1 at t ∈
(a, b].
We now show that also for t ∈ [a, b]\P the set {An(xn,wn)(t)}n1 is relatively
compact. If t ∈ (a, b]\P , then there exists an increasing sequence (tm) ⊂ P convergent
to t. The equicontinuity of the set {An(xn,wn)}n1 implies that for any ε > 0 there
exists m01 such that, for any mm0 and n1,
‖An(xn,wn)(t) − An(xn,wn)(tm)‖ε.
This implies the relative compactness of {An(xn,wn)(t)}n1 as A(N × W)(tm) are
relatively compact. Hence, applying the Arzela–Ascoli theorem, the proof of the im-
plication (ii)⇒(i) is completed. 
Deﬁnition 2.9. A family (or a sequence) S of C0 semigroups is compact if, for any
bounded  ⊂ E and t > 0, the set ⋃
S∈S
S(t)()
is relatively compact in E.
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Example 2.10. If −A is the generator of a compact C0 semigroup SA, then, for any
 >  > 0, the family of semigroups {SA}∈[,] is compact. In fact, for any bounded
 ⊂ M and t > 0, ⋃
∈[,]
SA(t)() =
⋃
∈[,]
SA(t)(),
which, in view of the compactness of SA and the strong continuity of SA, is a relatively
compact set.
Proposition 2.11. Let (An) ⊂ A(K,) be a relatively G-compact sequence such that
{SAn}n1 is a compact family of semigroups (see Deﬁnitions 2.6 and 2.9).
(i) If (xn) ⊂ M is bounded and (wn) ⊂ L1([a, b], E) integrably bounded, then the
sequence (An(xn,wn)(t)) is relatively compact for any t ∈ (a, b].
(ii) If, additionally, (xn) is relatively compact, then the sequence of functions (An(xn,
wn)) is relatively compact (in C([a, b], E)).
Proof. To prove part (i), ﬁx t ∈ (a, b] and take ε > 0. There exists 0 <  < t −a such
that, for any measurable J ⊂ [a, b] with (J ), ∫
J
q(
) d
 < εK−1e−||(b−a) where
q ∈ L1([a, b]) is the integral bound for (wn). By Proposition 2.3, for any h ∈ (0, )
and n1,
‖An(xn,wn)(t) − SAn(h)An(xn,wn)(t − h)‖  K
∫ t
t−h
e(t−
)‖wn(
)‖ d

 K
∫ t
t−h
e(t−
)q(
) d
 < ε.
This implies that, for any n1,
An(xn,wn)(t) ∈ SAn(h)(0) + B(0, ε), (4)
where
0 :=
⋃
n1
An(xn,wn)([a, t]).
The set 0 is bounded, since, for any s ∈ [a, t],
‖An(xn,wn)(s)‖‖SAn(a − s)xn‖ +
∫ s
a
‖SAn(t − 
)wn(
)‖ d

Ke||(b−a)
(
‖xn‖ +
∫ s
a
q(
) d

)
.
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Hence, in view of (4) and the compactness of {SAn}n1, (An(xn,wn)(t)) is relatively
compact.
The part (ii) follows immediately from (i). Indeed, note that
{An(xn,wn)}n1 ⊂ A(N × W)
with A := {An}n1, N := {xn}n1 and W := {wn}n1. Since N is relatively compact,
W as an integrably bounded set is uniformly integrable, we infer, in view of Proposition
2.7, that (An(xn,wn)) is relatively compact. 
We shall also need the following compactness result.
Proposition 2.12. Let A ∈ A(K,) and (wn) ⊂ L1([a, b], E) be such that there exists
a sequence (Cn) of subsets of E with the property
wn(t) ∈ Cn f or a.e. t ∈ [a, b]
and (Cn) → 0 as n → ∞. Then, for any bounded set {xn}n1 ⊂ E, any bounded
{n}n1 ⊂ (0,∞), any {n}n1 ⊂ [0,∞) with n → 0, sn ↘ 0 and t ∈ [a, b − s],
where s := supn1 sn, one has

({nA+nI (xn, wn)(t + sn)}) e−0(t−a) ({SA(n(t + sn − a))xn}) .
Proof. Put An := nA + nI . By the deﬁnition of a mild solution
An(xn,wn)(t + sn) = SAn(t + sn − a)xn +
∫ t+sn
a
SAn(t + sn − 
)wn(
) d
.
Since SAn(t + sn − 
) = SnA+nI (t + sn − 
) = e−n(t+sn−
)SnA(t + sn − 
) =
e−n(t+sn−
)SA(n(t + sn − 
)), one gets
An(xn,wn)(t + sn) ∈ SAn(t + sn − a)xn + (t + sn − a) conv Ĉn, (5)
where
Ĉn := {SA(t)x |  ∈ [0, 1], t ∈ [0, (b − a)], x ∈ Cn} for n1,
with  := sup{n | n1}. We shall show that
(Ĉn)Ke||(b−a)(Cn) for n1. (6)
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Put r := (Cn), ﬁx ε > 0 and n1, and take a ﬁnite (r + ε)-net S in E for Cn. Then
S′ := {SA(t)z |  ∈ [0, 1], t ∈ [0, (b − a)], z ∈ S} is a Ke||(b−a)(r + ε)-net for
Ĉn. Indeed, if y ∈ Ĉn, then y = SA(t)x with some  ∈ [0, 1], t ∈ [0, (b − a)] and
x ∈ Cn. Take z ∈ S such that ‖x − z‖ < r + ε; then SA(t)z ∈ S′. By Proposition
2.3, one has ‖SA(t)x − SA(t)z‖Ket‖x − z‖ < Ke||(b−a)(r + ε), that is S′
is a Ke||(b−a)(r + ε)-net for Ĉn. Moreover, S′ = ⋃z∈S{SA(t)z |  ∈ [0, 1], t ∈[0, b−a]} and, as a ﬁnite sum of compact sets, S′ is compact. Since ε > 0 is arbitrary,
(Ĉn)Ke||(b−a)r = Ke||(b−a)(Cn).
Finally, by (5), for N1, we get
{An(xn,wn)(t + sn)}nN ⊂ {SAn(t + sn − a)xn}nN + [0, b − a] · conv ĈN .
Hence, using properties of the measure of noncompactness and (6), for N1, one gets
({nA+nI (xn, wn)(t + sn)}n1)
({SnA+nI (t + sn − a)xn}nN) + (b − a)(ĈN )
e−0(t−a)({e−nsnSA(n(t + sn − a))xn}nN) + (b − a)Ke||(b−a)(CN)
= e−0(t−a)({SA(n(t + sn − a))xn}n1) + (b − a)Ke||(b−a)(CN).
Passing with N → ∞ we obtain the required inequality. 
Now we state basic continuation and compactness properties of the perturbation
problem with a parameter
(P)
{
u˙ = −A()u + F(t, u, ) on [a, b],  ∈ ,
u(t) ∈ M for t ∈ [a, b],
where  is a compact metric space, {A()}∈ ⊂ A(K,) and F : [0, T ]×M× → E
are such that, for each  ∈ , A() : D(A()) → E and F(·, ·, ) : [a, b] × M → E
satisfy (A1)–(A4) and, moreover,
• A(n) G→ A(0) as n → 0,
• {SA()}∈ is a compact family of C0 semigroups.
• F is continuous and locally Lipschitz with respect to the second variable and uni-
formly with respect to the other variables, i.e. for any x ∈ M , there exist x >
0 and Lx > 0 such that, for any x1, x2 ∈ BM(x, x), t ∈ [a, b] and  ∈ ,
‖F(t, x1, ) − F(t, x2, )‖Lx‖x1 − x2‖.
• F has a sublinear growth uniformly with respect to the variable , i.e. there exists
c ∈ L1([a, b]) such that for any (t, x, ) ∈ [a, b]×M×, ‖F(t, x, )‖c(t)(1+‖x‖).
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Deﬁnition 2.13. Let A ∈ A(K,) and F : [a, b] × M → E be a continuous map. A
continuous function u : [a, b] → M is said to be a mild solution of⎧⎨⎩
u˙ = −Au + F(t, u) on [a, b],
u(t) ∈ M for t ∈ [a, b],
u(a) = x,
if u(t) ∈ M , for any t ∈ [a, b], and u is a mild solution (in the sense of Deﬁnition
2.2) of the problem {
u˙ = −Au + w(t) on [a, b],
u(a) = x,
where w(t) := F(t, u(t)) for a.e. t ∈ [a, b].
Theorem 2.14.
(T1) (Existence) For each  ∈  and x ∈ M , there exists a unique mild solution
u : [a, b] → E of (P) with u(a) = x.
(T2) (Continuity) The map L : M ×  → C([a, b], E), given by
L(x, ) = L(x,−A() + F(·, ·, )) := u,
where u is the unique solution of (P) with u(a) = x, is continuous.
(T3) (Compactness) For any t ∈ (a, b], the translation along trajectories operator
t : M ×  → M , given by t (x, ) := et (L(x, )), is compact, i.e. for any
bounded  ⊂ M the set t (× ) is relatively compact.
Remark 2.15. Suppose u ∈ C([a, b], E) is a mild solution of (P) and u(a) = x ∈ M .
Then
‖u(t)‖Ke(t−a)‖x‖ +
∫ t
a
Ke(t−
)‖F(
, u(
), )‖ d
.
The growth condition implies
‖u(t)‖C
(
1 + ‖x‖ +
∫ t
a
c(
)‖u(
)‖ d

)
,
where the constant C > 0 is independent of  and x, and further the Gronwall inequality
provides the following estimate
‖u(t)‖C(1 + ‖x‖) exp
(
C
∫ t
a
‖c(
)‖ d

)
.
In particular, the set of solutions starting from a bounded set is bounded.
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Issues (T2) and (T3) of Theorem 2.14 are perhaps known, but for the sake of
completeness we present their short proofs.
Proof Theorem 2.14. The part (T1) was proved in [6].
As for the part (T2), take a sequence of initial data xn → x0 and n → 0. Let un
be the solution of (Pn) with un(a) = xn. Note that, in view of Remark 2.15, there
exists R > 0 such that ‖un‖R for n1. Hence, by the growth condition, functions
F(·, un(·), n) are integrably bounded and since, un = A(n)(xn, F (·, un(·), n)), we
infer, by Proposition 2.11 (ii), that (un) is relatively compact. Therefore, each subse-
quence (uk) of (un) contains a subsequence (ukl ) convergent to some u0 ∈ C([a, b], E).
This implies that F(·, unkl (·), nkl ) → F(·, u0(·), 0) in L1([a, b], E), which, by Propo-
sition 2.5, provides
unkl
= A(nkl )(xnkl , F (·, unkl (·), nkl )) → A(0)(x0, F (·, u0(·), 0)) = u0.
Hence, each subsequence of un contains a subsequence convergent to the function
u0 = L(x0, 0), that is un → u0.
To prove the part (T3), take a bounded sequence (xn) ⊂  and (n) ⊂ . For any
n1, let un be the solution of (Pn) with un(a) = xn. In view of Remark 2.15, the
sequence (un) is bounded in C([a, b], E) and, by the growth condition, the sequence
of functions (F (·, un(·), n)) is integrably bounded. In view of Proposition 2.11, for
any t ∈ (a, b], the sequence (un(t)) is relatively compact. 
3. Topological degree for perturbations of generators of compact C0 semigroups
Let M(M,E), where M ⊂ E is a neighborhood retract, be a family of mappings
of the form −A+ F : M ∩D(A) → E where A : D(A) → E and F : M → E satisfy
conditions (A1)–(A4) (with autonomous F). If U ⊂ M is a bounded open set, then
denote
MU(M,E) := {−A + F ∈ M(M,E) | 0 ∈ (−A + F)(MU ∩ D(A))}.
By a homotopy in the class MU(M,E) (resp. M(M,E)) we mean a mapping (x, ) →
−A()x + F(x, ) (for x ∈ M ∩ D(A()),  ∈ [0, 1]) where F : M × [0, 1] → E and
{A()}∈[0,1] satisfy the following conditions
• −A() + F(·, ) ∈ MU(M,E) for each  ∈  (resp. M(M,E));
• F : M × [0, 1] → E is continuous, with sublinear growth in the ﬁrst variable
uniformly with respect to the second one, and locally Lipschitz in the ﬁrst variable
uniformly with respect to the second one;
• A(n) G→ A(0) as n → 0;
• the family of semigroups {SA()}∈[0,1] is compact.
We precede the construction with a few technical lemmata.
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Lemma 3.1. Let −A be the generator of a C0 semigroup SA. If for some x0 ∈ E and
each t ∈ [0, T ] (T > 0),
x0 = SA(t)x0 +
∫ t
0
SA(t − 
)v0 d
, (7)
then x0 ∈ D(A) and Ax0 = v0.
Proof. By (7), one has
lim
t→0+
SA(t)x0 − x0
t
= − lim
t→0+
1
t
∫ t
0
SA(t − 
)v0 d
 = −v0.
Since −A is the inﬁnitesimal generator of SA, one has x0 ∈ D(A) and Ax0 = v0. 
Lemma 3.2. Let the map (x, ) → −A()x + F(x, ) be a homotopy in the class
M(M,E). Then the set
{(x, ) |  ∈ [0, 1], x ∈ M ∩ D(A()), −A()x + F(x, ) = 0}
is closed in M × [0, 1].
Proof. Assume that (xn, n) → (x0, 0) and −A(n)xn+F(xn, n) = 0 for n1. Then
the constant maps un ≡ xn on [0, 1] are mild solutions of u˙ = −A(n)u + F(u, n).
Therefore, in view Theorem 2.14 (T2), the sequence (un) converges (in C([0, 1], E))
to the function u0 ≡ x0, which is also a constant mild solution. Therefore, in view of
Lemma 3.1, −A(0)x0 + F(x0, 0) = 0. 
Under the assumptions of Lemma 3.2, let  : M × [0,∞) × [0, 1] → M be the
family of semiﬂows given by
{

t = −A()+ F(, ),
(x, 0, ) = x.
For ﬁxed t, put t (x, ) := (x, t, ).
Lemma 3.3. If U ⊂ M is bounded and open, then the set
Z :=
⋃
∈[0,1]
{x ∈ U ∩ D(A()) | − A()x + F(x, ) = 0}
is compact.
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Proof. Let (xn) ⊂ U and (n) ⊂ [0, 1] be such that −A(n)xn + F(xn, n) = 0 for all
n1. One may assume that n → 0 ∈ [0, 1]. The constant maps vn ≡ xn, on [0, 1], are
solutions of the equation u˙ = −A(n)u + F(u, n). Hence {xn}n1 ⊂ 1(U × [0, 1]),
which, by use of Theorem 2.14 (T3), implies the relative compactness of {xn}n1.
Therefore Z is relatively compact. Its closeness follows directly from Lemma 3.2. 
Lemma 3.4. Let U ⊂ M be open and bounded. Then, for any ε > 0, there exists t > 0
such that, for any t ∈ (0, t] and  ∈ [0, 1],
{x ∈ U |t (x, ) = x} ⊂ Z + B(0, ε).
Proof. Suppose, to the contrary, that there exist ε > 0 and sequences n → 0 ∈ [0, 1],
tn → 0+ and (xn) ⊂ U such that tn (xn, n) = xn and
d(xn,Z)ε, n1. (8)
Then, for any n1, there exists a tn-periodic mild solution un : [0, 1] → E of u˙ =
−A(n)u+F(u, n) with un(0) = xn and un([0, 1]) ⊂ M . Observe that ktn(xn, n) =
xn for any integer k1, and, in consequence,
{xn}n1 ⊂ 1/2(0 × [0, 1]),
where 0 := {t (x, ) | x ∈ U,  ∈ [0, 1], t ∈ [0, 1/2]}. In view of Remark 2.15, 0 is
bounded, which, by use of Theorem 2.14 (T3), gives the relative compactness of the
set {xn}n1.
Without loss of generality one may assume that xn → x0 ∈ MU . Then Theorem
2.14 (T2) implies that (un) converges in C([0, 1], E) to a mild solution u0 of u˙ =
−A(0)u + F(u, 0). Note that, for any n1 and t ∈ [0, 1], one has
‖u0(0) − u0(t)‖  ‖u0(0) − un([t/tn]tn)‖ + ‖un([t/tn]tn) − un(t)‖
+‖un(t) − u0(t)‖. (9)
Since un([t/tn]tn) = xn and (un) is uniformly convergent (in particular uniformly
continuous), we infer that u0 ≡ x0. This shows, in view of Lemma 3.1, that −A(0)x0+
F(x0, 0) = 0; a contradiction with the condition (8). 
Now we pass to the deﬁnition of the degree. Let −A + F ∈ MU(M,E) where
U ⊂ M is bounded and open. In view of Lemma 3.3, the set Z of zeros (in U ) is
compact. Therefore there exists ε > 0 such that
[Z + B(0, ε)] ∩ M ⊂ U. (10)
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Let t : U → M be given by t (x) := et (L(x,−A + F)) for t ∈ [0, 1]. In view of
Lemma 3.4 and (10), there is t > 0 such that
{x ∈ U |t (x) = x} ⊂ U for t ∈ (0, t]. (11)
Theorem 2.14 (T3) implies the compactness of maps t for t ∈ (0, t]. Hence, for
any t ∈ (0, t], the ﬁxed point index IndM(t , U) is well-deﬁned (see Proposition 1.1).
Since, for any t1, t2 ∈ (0, t] the map U × [t1, t2]  (x, t) → t (x) is continuous and
compact, by the homotopy invariance of the ﬁxed point index, the numbers IndM(t , U)
coincide for all t ∈ (0, t]. Therefore, the following number, called the topological degree
of −A + F with respect to U, is well-deﬁned
degM(−A + F,U) := lim
t→0+
IndM(t , U). (12)
Theorem 3.5. The formula (12) deﬁnes a topological degree for the class of maps
MU(M,E), i.e. it has the following properties
(D1) (Existence) If degM(−A + F,U) = 0, then there exists x ∈ U ∩ D(A) such that
−Ax + F(x) = 0.
(D2) (Additivity) If −A+F ∈ MU(M,E), U1, U2 are open and disjoint subsets of U
and Z ⊂ U1 ∪ U2, then
degM(−A + F,U) = degM(−A + F,U1) + degM(−A + F,U2).
(D3) (Homotopy invariance) If (x, ) → A()x + F(x, ) is an admissible homotopy
in MU(M,E), then degM(−A() + F(·, ), U) does not depend on  ∈ [0, 1].
(D4) (Normalization) If M is bounded, then
degM(−A + F,M) = (M).
Remark 3.6. Note that in (D4) the Euler characteristic (M) is well-deﬁned (see Re-
mark 1.2).
Proof of Theorem 3.5. Property (D1). If degM(−A+F,U) = 0, then, for the sequence
tn := 2−n, one has IndM(tn , U) = 0 (for nn0 with some n01). The existence
property of the ﬁxed point index (see Proposition 1.1 (Q1)) implies that there exists xn ∈
U with tn (xn) = xn, for nn0. In view of Lemmas 3.4 and 3.3, the sequence (xn)
contains a subsequence convergent to some x0 ∈ Z , that is such that −Ax0+F(x0) = 0.
Property (D2). Since {x ∈ U | − Ax + F(x) = 0} ⊂ U1 ∪ U2, by Lemmata 3.3 and
3.4, there is t > 0 such that, for t ∈ (0, t],
{x ∈ U |t (x) = x} ⊂ U1 ∪ U2.
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Hence, by the additivity property of the ﬁxed point index (Proposition 1.1 (Q2)),
IndM(t , U) = IndM(t , U1) + IndM(t , U2),
which, together with (12), gives (D2).
Property (D3). By Lemma 3.3, the set Z is compact. Lemma 3.4 implies the existence
of t > 0 such that, for t ∈ (0, t],
{x ∈ U | ∃  ∈ [0, 1] t (x, ) = x} ⊂ U.
On the other hand, for any t ∈ (0, t], by Theorem 2.14 (T3), the homotopy t :
U × [0, 1] → M is compact. Hence, for t ∈ (0, t], t are admissible homotopies
in the sense of the ﬁxed point index and, by the homotopy invariance of the index,
IndM(t (·, 0), U) = IndM(t (·, 1), U). Finally, using the very deﬁnition (12), one
obtains (D3).
Property (D4). Choose t > 0 so that degM(−A+F,M) = IndM(t ,M) for t ∈ (0, t].
Since t are homotopic with the identity map, the normalization property of the ﬁxed
point index implies IndM(t ,M) = (M). 
The following existence criteria for equilibria are immediate consequences of the
normalization and existence properties of the already constructed degree.
Corollary 3.7. Suppose that −A + F ∈ M(M,E) and M is bounded. If (M) = 0,
then there exists x0 ∈ M ∩ D(A) such that −Ax0 + F(x0) = 0.
Corollary 3.8. If −A + F ∈ M(M,E) and M is a bounded convex set, then there
exists x0 ∈ M ∩ D(A) such that −Ax0 + F(x0) = 0.
Remark 3.9. If F is a set-valued map, then an analogical construction can be performed
by use of results from [4] (on the topological structure of the solution set) and a proper
version of the ﬁxed point index for set-valued maps. But we will not dwell upon this
point here.
4. Degree formula
In this section we prove a formula relating the already constructed degree with the
ﬁxed point index of the map (I + A)−1(I + F) : M → M , with  > , in the case
M is a closed convex cone and F takes values in M.
4.1. Degree formula for compact perturbations of identity
First we shall deal with the degree formula for the following equation
(P 0M)
{
u˙ = −u + F(u) on [0, T ] (T > 0),
u(t) ∈ M,
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where M ⊂ E is a closed convex cone and F : M → M is a locally Lipschitz compact
map with sublinear growth. The existence of viable solutions is guaranteed by [20] and
the tangency −x+F(x) ∈ M−x ⊂ TM(x), where TM(x) is the tangent cone at a point
x ∈ M to the convex set M. The uniqueness of solutions for initial value problem is
easily seen by the Gronwall inequality. Therefore, for each t ∈ [0, T ], the translation
along trajectories operator t : M → M for (P 0M) is well-deﬁned.
Remark 4.1. (a) Suppose u is a solution of (P 0M) and u(0) = x. Then, by the growth
condition, for t ∈ [0, T ], one has
‖u(t)‖‖x‖ + cT + (c + 1)
∫ t
0
‖u(
)‖ d
;
hence, by the Gronwall inequality,
‖u(t)‖(‖x‖ + cT )e(c+1)t for t ∈ [0, T ].
(b) Furthermore, by use of the above inequality, for each t ∈ [0, T ],
‖u(t) − x‖ 
∫ t
0
‖F(u(
)) − u(
)‖ d
ct + (c + 1)
∫ t
0
‖u(
)‖ d

 ct + (c + 1)(‖x‖ + cT )
∫ t
0
e(c+1)
 d

 ct + (c + 1)(‖x‖ + cT )e(c+1)T t.
Lemma 4.2. The translation along trajectories operator t : M → M , for t > 0, has
the following properties:
(i) (t ())e−t() for any bounded  ⊂ M, i.e. t is a condensing map;
(ii) for any t ∈ [0, T ], rn → 0+ and bounded {xn}n1 ⊂ M , one has
({t+rn(xn)})e−t({xn}).
Proof. (i) Take any bounded  and t ∈ (0, T ). By the variation of constants formula,
for all x ∈ ,
t (x) = e−t x +
∫ t
0 e
−t+
F(
(x)) d

∈ e−t x + t conv [{0} ∪ {F(
(y)) | y ∈ , 
 ∈ [0, t]}].
By Remark 4.1 (a), the set {F(
(y)) | y ∈ , 
 ∈ [0, t]} is bounded, which,
by the compactness of F and the properties of the measure of noncompactness,
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gives
(t ())e−t() + t  (conv [{0} ∪ {F(
(y)) | y ∈ , 
 ∈ [0, t]}]) = e−t().
(ii) Let un be a solution of (P 0M) such that un(0) = xn, n1. Then
t+rn(xn) = un(t + rn) = e−t−rnxn +
∫ t+rn
0
e−t−rn+
F(un(
)) d
. (13)
By Remark 4.1 (a) and the boundedness of (xn), the sequence (un) is bounded in
C([0, T ], E). Hence, by the compactness of F, the set ⋃m1 F(um([0, T ])) is relatively
compact. Since, for each n1,
∫ t+rn
0
e−t−rn+
F(un(
)) d
 ∈ (t + rn) conv
⎡⎣{0} ∪ ⋃
m1
F(um([0, T ]))
⎤⎦ ,
by (13), we get
({un(t + rn)})({e−t−rnxn}) = e−t({e−rnxn}) = e−t({xn}),
that is ({t+rn(xn)})e−t({xn}). 
Proposition 4.3. If U ⊂ M is open and bounded such that F(x) = x for x ∈ MU ,
then there is t0 > 0 such that, for each t ∈ (0, t0],
IndM(F,U) = IndM(t , U).
Proof. For each t > 0 deﬁne t : U × [0, 1] → M by the formula
t (x, s) :=
{ (
1 − 1
s(t+s−st)
)
x + 1
s(t+s−st)st (x) if s ∈ (0, 1],
F (x) if s = 0.
Claim 1. t is well-deﬁned and continuous.
Indeed, the continuity on U × (0, 1] is the consequence of the continuity of the map
(x, s) → s(x). To show the continuity of t on U ×{0}, take sn → 0+ and xn → x0.
Let un : [0, T ] → E be the solution of (P 0M) with x := xn for n1. Then it is
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clear that
u(t) = xn +
∫ t
0
(F (un(
)) − un(
)) d
 (14)
and
t (xn, sn) = xn + t
t + sn(1 − t)
un(snt) − xn
snt
= t
t + sn(1 − t)
(
1
snt
∫ snt
0
(xn − un(
)) d

+ 1
snt
∫ snt
0
F(un(
)) d

)
+ sn(1 − t)
t + sn(1 − t) xn. (15)
Remark 4.1 (b) implies that the sequence of functions [0, t]  
 → un(sn
) converges
uniformly on [0, t] to the constant function with the value x0, which gives
1
snt
∫ snt
0
F(un(
)) d
 → F(x0) as n → ∞.
This, applied to (15), gives t (xn, sn) → F(x0), which proves the continuity of t on
U × {0}.
Claim 2. There exists t1 > 0 such that, for t ∈ (0, t1],
t (x, s) = x for all (x, s) ∈ MU × [0, 1].
Indeed, suppose to the contrary, that there exist sequences tn → 0+, sn → s0 ∈
[0, 1] and (xn) ⊂ MU such that tn (xn, sn) = xn for n1. By the assumption and
the deﬁnition of t , one may assume that sn > 0 for n1. Then
sntn(xn) = xn for n1. (16)
Clearly, for any integer k1 and n1, ksntn(xn) = xn and putting rn := ([1/sntn] +
1)sntn − 1 > 0, we get 1+rn(xn) = xn. Hence, by Lemma 4.2, ({xn}) = ({1+rn
(xn)})e−1({xn}), which means that ({xn}) = 0, i.e. (xn) contains a sequence con-
verging to some x0 ∈ MU . Therefore, without loss of generality, one may assume
that xn → x0. Let un be the solution of (P 0M) with x := xn, for n0. Then, by
the continuity of the solution operator of the equation u˙ = −u + F(u), un → u0 in
C([0, T ], E). Further, by the periodicity of un, for any t ∈ [0, T ],
‖u0(t) − x0‖‖u0(t) − un(t)‖ + ‖un(t) − un([t/(sntn)]sntn)‖ + ‖xn − x0‖.
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This along with the uniform continuity of the set {un}n1 implies that u0(t) = x0 for
t ∈ [0, T ]. Obviously, by (16),
1
sntn
∫ sntn
0
(F (un(
)) − un(
)) d
 = 0,
and, after passage to the limit, one has x0 = F(x0), which contradicts the assumption.
The proof of Claim 2 is completed.
Claim 3. There exists t0 ∈ (0, t1] such that, for t ∈ (0, t0], the map t is a condensing
homotopy (with respect to the Hausdorff measure ).
Fix t0 ∈ (0, t1] such that, for t ∈ (0, t0],
1 − e−t > t/2. (17)
Take t ∈ (0, t0], a bounded set  ⊂ M and a number  ∈ [0, 1). Let u be a solution
of (P 0M) starting at any x ∈ . The same arguments as those from (15) imply that, for
s ∈ (0, 1],
t (x, s) = t
t + s(1 − t)
(
1
st
∫ st
0
(x − u(
)) d
+ 1
st
∫ st
0
F(u(
)) d

)
+ s(1 − t)
t + s(1 − t) x. (18)
Using Remark 4.1 (b) and the boundedness of , we get the existence of a constant
L > 0 (depending on ) such that ‖u(
)−x‖L
 for all x ∈  and 
 ∈ [0, T ]. Hence,
in view of (18), the compactness of F and the properties of ,
(t (× [0, ]))  
⎛⎝ ⋃
s∈[0,]
t
t + s(1 − t)D(0, stL)
⎞⎠
+
⎛⎝ ⋃
s∈[0,]
s(1 − t)
t + s(1 − t)
⎞⎠ tL + (/t)(1 − t)().
To estimate (t (× (, 1])), note that, by the very deﬁnition of t and the variation
of constants formula, for s ∈ (0, 1],
t (x, s) =
(
1 + e
−st − 1
s(t + s(1 − t))
)
x + 1
s(t + s(1 − t))
∫ st
0
e−st+
F(
(x)) d
.
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Using this and the properties of , one obtains
(t (× (, 1]))
⎛⎝ ⋃
s∈(,1]
(
1 + e
−st − 1
s(t + s(1 − t))
)

⎞⎠
+ 
⎛⎝ ⋃
s∈(,1]
{
t
t + s(1 − t)
1
st
∫ st
0
e−st+
F(
(x)) d
 | x ∈ 
}⎞⎠ .
Since the set
⋃
s∈[,1]{
(x) | 
 ∈ [0, st], x ∈ } is bounded and F is compact, the
second term of the right-hand side in the last inequality is equal to 0. Hence, taking
(17) into account,
(t (× (, 1]))  
⎛⎝ ⋃
s∈(,1]
[
0, 1 − 1 − e
−st
s(t + s(1 − t))
]

⎞⎠
 
⎛⎝ ⋃
s∈(,1]
[
0, 1 − t/2
t + s(1 − t)
]

⎞⎠
 ([0, 1 − t/2]) = (1 − t/2)().
Summing up, for any  ∈ [0, 1) and bounded  ⊂ M , one has
(t (× [0, 1])) = (t (× [0, ]) ∪t (× (, 1]))
= max{(t (× [0, ])), (t (× (, 1]))}
 max{tL + (/t)(1 − t)(), (1 − t/2)()}.
Therefore one can choose  ∈ [0, 1) so that tL + (/t)(1 − t)()(1 − t/2)().
Then
t (× [0, 1])(1 − t/2)(),
which concludes the proof of Claim 3.
Finally, using the homotopy invariance of the ﬁxed point index for condensing maps
(see Proposition 1.3),
IndM(F,U) = IndM(t (·, 0), U) = IndM(t (·, 1), U) = IndM(t , U). 
Remark 4.4. The formula from Proposition 4.3 is an inﬁnite-dimensional counterpart
of the well-known Krasnosel’skii formula for ordinary differential equations in the
ﬁnite-dimensional space.
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4.2. Degree formula for perturbations of generators of compact C0 semigroups
Consider now a differential problem
(PM)
⎧⎨⎩
u˙ = −Au + F(u) on [0, T ], T > 0,
u(t) ∈ M,
u(0) = x ∈ M,
where A : D(A) → E and F : M → M satisfy properties (A1)–(A4) and M ⊂ E is a
closed convex cone.
Theorem 4.5 (Degree formula). Let A : D(A) → E and F : M → M be as in (PM)
and assume that K = 1.
If U ⊂ M is open bounded and such that −Ax + F(x) = 0 for x ∈ MU ∩ D(A),
then, for any  > max{, 0},
degM(−A + F,U) = IndM((I + A)−1(I + F),U). (19)
Remark 4.6. (a) It is well-known (see [23]) that, under the above assumptions, for
any  > ,
R( : −A)x =
∫ ∞
0
e−t SA(t)x dt, x ∈ E.
Therefore, if M ⊂ E is a closed convex set such that
SA(t)(M) ⊂ M for t0, (20)
then
R( : −A)(M) ⊂ M for  > max{, 0}. (21)
Conversely, if M ⊂ E is a closed set satisfying (21), then the exponential formula
SA(t)x = lim
n→∞
[(
n
t
)
R
(
n
t
;−A)]n x implies (20).
If M is a closed convex cone and  < 0, then, for  = 0 > ,
A−1x = R(0 : −A)x =
∫ ∞
0
SA(t)x dt,
which implies A−1M ⊂ M. Hence the map (I +A)−1(I +F) = R( : −A)(I +F)
is well-deﬁned, as R( : −A)M ⊂ M for  > max{, 0} and  = 0 if  < 0.
(b) Recall that if the semigroup SA is compact, then the resolvent R( : −A) is
compact for each  >  (see e.g. [23]).
(c) If F : M → M , then F(x) = F(x) + x − x ∈ M − x ⊂ TM(x) for any x ∈ M .
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First we prove a technical lemma.
Lemma 4.7. If A˜() := (+ 1 − )I + A, then
(i) For any  ∈ [0, 1] and t0, ‖SA˜()(t)‖1, i.e. A˜() ∈ A(1, 0).
(ii) A˜(n) G→ A˜(0) if n → 0.
(iii) SA˜()(t)(M) ⊂ M for t0 and  ∈ [0, 1].
(iv) If 0 <  < 1, then the family of semigroups
{
SA˜()
}
∈[,1] is compact.
(v) If 0 <  < 1, then, for any bounded  ⊂ E,

⎛⎝ ⋃
∈[0,)
SA˜()(t)()
⎞⎠ e−(1−)t().
Proof. (i) It is clear that ‖SA˜()(t)‖e−(+1−)t‖SA(t)‖1e(−)t−(1−)t1 as
 > .
(ii) Suppose that 0 > 0. Note that + +1 − 1 > , for  > 0 and  ∈ (0, 1], and
R( : −A˜(n)) = (I + A˜(n))−1 = [(+ n + 1 − n)I + nA]−1
= −1n R
(
+ +1
n
− 1 : −A
)
→ −10 R
(
+ + 1
0
− 1 : −A
)
= R( : −A˜(0)).
In case 0 = 0, by standard resolvent’s properties, one has
R( : −A˜(n)) = 1
+ n + 1 − n
+ n + 1 − n
n
R
(
+ n + 1 − n
n
: −A
)
→ (1 + )−1I = R( : −I ) = R( : −A˜(0)),
since +n+1−nn → +∞ as n → ∞.(iii) and (iv) For any x ∈ M , the function SA˜()(·)x is a solution to the problem
u˙ = −Au+F(u, ) where F : M×[, 1] → E is given by F(x, ) := −(+1−)x.
Clearly SA(t)(M) = SA(t)(M) ⊂ M , for t > 0, and F(x, ) = (+ 1 − )(0 − x) ∈⋃
>0 (M − x) ⊂ TM(x) for any (x, ) ∈ M × [, 1]. By Example 2.10, the family
of semigroups {SA}∈[,1] is compact. Therefore, in view of Theorem 2.14 (T1), if
x ∈ M , then SA˜()(t)x ∈ M for any t0. Moreover, by Theorem 2.14 (T3), the family
of semigroups
{
SA˜()
}
∈[,1] is compact.
(v) Take any ε > 0 and a ﬁnite covering {B(xi, r)}ki=1 of  with r := () + ε/2.
By the part (ii) and Proposition 2.5, there exist j , j = 1, . . . , l and  > 0 such that
[0, ) ⊂ ∪lj=1(j−, j+) and, for any j = 1, . . . , l, if |−j | < , then ‖SA˜()(t)xi−
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SA˜(j )(t)xi‖ε/2. The family
{
B(SA˜(j )(t)xi, r
′) | i = 1, . . . , k, j = 1, . . . , l
}
, where
r ′ := e−(1−)t() + ε, is a covering of⋃
∈[0,)
SA˜()(t)().
Indeed, take any SA˜()(t)x with  ∈ [0, ) and x ∈ . Clearly, there are j and xi such
that |− j | and ‖x − xi‖ < r . Then, we have the estimate
‖SA˜(j )(t)xi − SA˜()(t)x‖‖SA˜(j )(t)xi − SA˜()(t)xi‖ + ‖SA˜()(t)xi − SA˜()(t)x‖
ε/2 + e−(+1−)t+t‖xi − x‖ < ε/2 + e−(1−)t r < e−(1−)t() + ε = r ′.
Hence, by the deﬁnition of the measure ,

⎛⎝ ⋃
∈[0,)
SA˜()(t)()
⎞⎠ r ′ = e−(1−)t() + ε
and since ε > 0 was arbitrary, the proof is completed. 
Proof of Theorem 4.5.
Step 1: By the deﬁnition of the degree, there is t > 0 such that, for t ∈ (0, t],
degM(−A + F,U) = IndM(t , U) = IndM(et (L(·,−A + F)), U), (22)
where t : M → M is given by t (x) := et (L(x,−A + F)). On the other hand,
applying Proposition 4.3, we get t0 > 0 such that, for t ∈ (0, t0],
IndM(et (L(·,−I + (I + A)−1(I + F))), U)
= IndM((I + A)−1(I + F),U). (23)
In the following steps we shall show the existence of t1 ∈ (0, t0] such that, for t ∈
(0, t1],
IndM(et (L(· ,−I + (I + A)−1(I + F))), U) = IndM(et (L(· ,−A + F)), U),
which, along with (23) and (22), gives the desired formula (19).
Step 2: Let us construct an admissible homotopy (in the class of condensing maps)
joining et (L(·,−I +(I +A)−1(I +F))) with et (L(·,−A+F)). Let t : U×[0, 1] →
M , t > 0, be given by
t (x, ) := et (L(x,−A˜() + F˜ (·, ))),
460 A. ´Cwiszewski / J. Differential Equations 220 (2006) 434–477
where
A˜()x := [(+ 1 − )I + A]x, x ∈ D(A),
F˜ (x, ) := [I + (1 − )(I + A)−1](I + F)(x), x ∈ M.
Note that −A˜(0)x + F˜ (x, 0) = −x + (I +A)−1(I +F)(x) and −A˜(1)x + F˜ (x, 1) =
−Ax + F(x) for x from the proper domains.
The continuity of t on U × (0, 1] follows from Lemma 4.7 and Theorem 2.14
(T2). To show the continuity at points from U × {0}, take sequences (xn) ⊂ U and
(n) ⊂ (0, 1], where xn → x0 ∈ U and n → 0. Let un := L(xn,−A˜(n) + F˜ (·, n)),
n1. Since, for each x ∈ M , by the characterization of the inﬁnitesimal generators of
C0 semigroups (see e.g. [23, Th. 1.5.3]) and the growth condition for F, one has
‖F˜ (x, )‖ = ‖[I + (1 − )(I + A)−1](x + F(x))‖
 ‖x + F(x)‖ + (1 − )‖(I + A)−1‖‖x + F(x)‖
 [1 + 1/(− )](c + )(1 + ‖x‖),
we gather that F˜ has sublinear growth uniformly with respect to . By Remark 2.15,
there is R > 0 such that ‖un‖R for n1, which means that, for each n1 and

 ∈ [0, T ],
wn(
) := F˜ (un(
), n) ∈ Cn,
where
Cn := {v |  ∈ [0, 1], v ∈ (I + A)−1(DM(0, R˜))} + B(0, nR˜)
with R˜ := [1 + 1/( − )](c + )(1 + R). Clearly, (Cn) → 0 as n → ∞, hence, by
Proposition 2.12, for 
 ∈ (0, 1],
({un(
)})e−
({SA(n
)xn}) = 0,
as SA(n
)xn → x0. In view of the relative compactness of {un(
)}n1, for 
 ∈ [0, 1],
and Proposition 2.7, the sequence (un) is relatively compact and one may assume
that, passing to a subsequence, un → u0 in C([0, T ], E). Then, consequently, wn →
w0 := (I + A)−1(u0(·) + F(u0(·))) in L1([0, T ], E). Therefore, by Lemma 4.7 and
Proposition 2.5, it follows that u0 is a mild solution of u˙ = −u+(I+A)−1(u+F(u)).
Thus, it has been proved that any sequence (t (xn, n)) has a subsequence converging
to t (x0, 0), meaning that t (xn, n) → t (x0, 0).
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Step 3: We show now that there is t0 > 0 such that, for t ∈ (0, t0],
t (x, ) = x for (x, ) ∈ MU × [0, 1].
Suppose, to the contrary, that there are tn → 0+, n → 0 and (xn) ⊂ MU such that
tn (xn, n) = xn, for n1. (24)
First suppose that 0 ∈ (0, 1]. Obviously, for each integer k1, ktn(xn, n) = xn,
which implies
{xn}n1 ⊂ T/2(0 × {n}n1), (25)
where 0 := {t (x, ) | t ∈ [0, T /2], x ∈ U,  ∈ [0, 1]}. By the sublinear growth of
F˜ , Remark 2.15 and the boundedness of U , the set 0 is bounded. Next, since 0 > 0,
there are  > 0 and n01 such that n for nn0. By (25), Lemma 4.7 (iv)
and Theorem 2.14 (T3), the set {xn} is relatively compact. Without loss of generality,
assume xn → x0 ∈ MU . Letting un := L(xn,−A˜(n) + F˜ (·, n)), by Theorem 2.14
(T2), un → u0 for some u0 ∈ C([0, T ], E). Further, note that, for t ∈ [0, T ],
‖u0(t) − x0‖‖u0 − un‖ + ‖un(t) − un([t/tn]t)‖ + ‖xn − x0‖. (26)
In view of the equicontinuity of (un), this entails that u0(t) = x0 for t ∈ [0, T ].
Observe that, by the deﬁnition of a mild solution, for n1,
un(t) = SA˜(n)(t)xn +
∫ t
0
SA˜(n)(t − 
)F˜ (un(
), n) d
.
Passing with n → ∞, we get, for t ∈ [0, T ]
x0 = SA˜(0)(t)x0 +
∫ t
0
SA˜(0)(t − 
)F˜ (x0, 0) d
. (27)
By Lemma 3.1, this gives that x0 ∈ D(A) and A˜(0)x0 = F˜ (x0, 0), i.e.
(0 + 1 − 0)x0 + 0Ax0 = [0I + (1 − 0)(I + A)−1](x0 + F(x0))
and, consequently,
[(+ 1/0 − 1)I + A]x0 = [I + (1/0 − 1)R( : −A)](x0 + F(x0)),
x0 = [R(+ 1/0 − 1 : −A)(I + (1/0 − 1)R( : −A))](x0 + F(x0)).
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Hence, the use of the resolvent identity, implies that x0 = R( : −A)(x0 + F(x0)),
and, in consequence, −Ax0 + F(x0) = 0, a contradiction.
We now turn to the case where (24) holds and 0 = 0. Then, for k1,
k+sn(k)(xn, n) = xn
with sn(k) := [1 + k/tn]tn − k tn. Let un := L
(
xn,−A˜(n) + F˜ (·, n)
)
. Arguing as
in Step 2 and using Proposition 2.12, for ﬁxed k1, one has
({xn}) = ({un(k + sn(k))})e−k({SA(n(k + sn(k)))xn}). (28)
For ﬁxed k1, there is nk such that, for nnk , n(k+sn(k))n(k+1)T . Therefore,
the numbers
({SA(n(k + sn(k)))xn}n1) = ({SA(n(k + sn(k)))xn}nnk )
 e||T sup
n1
‖xn‖
are bounded by a constant independent of k. Hence, letting k → ∞ in (28), we
conclude that {xn} is relatively compact. Again by Proposition 2.12, one infers that,
for t ∈ [0, T ] ({un(t)})e−t({SA(nt)xn}) = 0 i.e. {un(t)}n1 is relatively compact.
Hence, in view Proposition 2.7, (un) is relatively compact. Without loss of generality
one may assume that un → u0 and xn → x0 := u0(0) ∈ MU . By (26), u0(t) = x0 for
all t ∈ [0, T ]. Passing with n → ∞ in
xn = SA˜(n)(t)xn
+
∫ t
0
SA˜(n)(t − 
)
[
nI + (1 − n)(I + A)−1
]
(un(
) + F(un(
))) d
,
and using the convergence A˜(n)
G→ A˜(0) = I (see Lemma 4.7), one has
x0 = e−t x0 +
∫ t
0
e−(t−
)(I + A)−1(x0 + F(x0)) d
.
This, in view of Lemma 3.1, gives x0 = (I+A)−1(x0+F(x0)), i.e. −Ax0+F(x0) = 0,
a contradiction.
Step 4: It is left to prove that, for any t > 0, there exists  ∈ (0, 1) such that
(t (× [0, 1])) · () for any  ⊂ U.
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By Remark 2.15, there is a constant R > 0 such that
‖t (x, )‖R for x ∈ U,  ∈ [0, 1], t ∈ [0, T ].
Let  ∈ (0, 1/2) and  ⊂ U with () > 0. By Lemma 4.7 and Theorem 2.14 (T3),
one has
(t (× [, 1])) = 0. (29)
We need to estimate  (t (× [0, ))). The deﬁnition of a mild solution, implies that,
for (x, ) ∈ × [0, 1],
t (x, ) = SA˜()(t)x +
∫ t
0
SA˜()(t − 
)F˜ (
(x, ), ) d

= SA˜()(t)x + 
∫ t
0
SA˜()(t − 
)(I + F)(
(x, )) d

+ (1 − )
∫ t
0
SA˜()(t − 
)(I + A)−1((I + F)(
(x, ))) d
.
Therefore, using the compactness of the resolvents, the boundedness properties of t
and Lemma 4.7 (v), one obtains
 (t (× [0, )))  
⎛⎝ ⋃
∈[0,)
SA˜()(t)()
⎞⎠+ tR′ + 0
 e−(1−)t() + tR′e−t/2() + tR′,
where R′ > 0 is a constant independent of . If, for ﬁxed t > 0 and  with () > 0,
one takes  ∈ (0, 1/2) so that
e−t/2() + tR′ < e−t/4().
then, in view of (29), (t (× [0, 1])) = (t (× [0, )))e−t/4(). This means
that the homotopy under consideration is condensing.
Thus, the deﬁned homotopy t , for t ∈ (0, t0], is admissible with respect to the ﬁxed
point index of condensing maps, which, due to the earlier remarks, ends the proof. 
Remark 4.8. As it was mentioned in Introduction, if M = E, then the topological
degree of −A + F may be deﬁned by
deg(−A + F,U) := degLS(I − (I + A)−1(I + F),U, 0) for  > .
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Then the assertion of Theorem 4.5 may be stated as follows: there exist t0 > 0 such
that, for t ∈ (0, t0],
deg(−A + F,U) = Ind(t , U)
where t is the translation along trajectories operator for the equation u˙ = −Au+F(u).
Remark 4.9. The formula (19) combined with the index formula (from [2]) for com-
putation of the ﬁxed point index in convex sets, provides a practical method for
computing the topological degree. In fact, some examples how to compute the in-
dex IndM((I +A)−1(I +F),U) were given in [2] and other papers by Dancer. This
allows to apply results of the previous and next sections to elliptic and parabolic partial
differential equations and systems.
Corollary 4.10. If A, M and F are as above and, additionally, 0, i.e. A is accretive,
then
degM(−A + F,U) = lim
→0+
IndM(R( : −A)F,U).
Proof. Let H : U × [0, 1] → M be given by H(x, ) := R( : −A)(x + F(x)).
There exists 0 > 0 such that, for any  ∈ (0, 0] and (x, ) ∈ MU×[0, 1], H(x, ) =
x. Indeed, suppose to the contrary that there exist n → 0+, (xn) ⊂ MU and (n) ⊂
[0, 1] such that Hn(xn, n) = xn, i.e. R(n : −A)(nnxn + F(xn)) = xn for n1.
This means that F(xn)+ (1+ nn −n)xn = xn +Axn for n1, and in consequence
xn = R(1 : −A)(F (xn) + (1 + nn − n)xn). (30)
By assumptions, there is R > 0 such that F(xn) + (1 + nn − n)xn ∈ B(0, R) for
n1, therefore {xn}n1 ⊂ R(1 : −A)(B(0, R)), which, in view of the compactness
of the resolvent R(1 : −A), implies that {xn}n1 is relatively compact. Assume that
xn → x0 for some x0 ∈ MU . Then, passing in (30) with n → ∞, one obtains
x0 = R(1 : −A)(F (x0) + x0), i.e. Ax0 = F(x0), a contradiction.
Hence, by the homotopy invariance applied to H for  ∈ (0, 0], IndM(R( :
−A)(I + F),U) = IndM(R( : −A)F,U), which along with Theorem 4.5 completes
the proof. 
Corollary 4.11. Let A and M be as above, and assume that  < 0. If 0 ∈ (A +
u0)(MU ∩ D(A)) and u0 ∈ (A + I )(U ∩ D(A)) for sufﬁciently small  > 0, then
degM(−A + u0, U) = 1.
Proof. By Remark 4.6, since u0 ∈ M , A−1u0 ∈ M . In view of Corollary 4.10,
degM(−A + u0, U) = IndM(R( : −A)u0, U) for sufﬁciently small  > 0. By
the ﬁxed point index property and the fact that R( : −A)u0 ∈ U , we infer that
degM(−A + u0, U) = IndM(R( : −A)u0, U) = 1. 
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5. Branching of periodic points
We shall study the existence and the structure of periodic points of a parameterized
differential equations u˙ = −Au + F(t, u). The results are inspired by [14] and its
extensions from [10], where branching on ﬁnite-dimensional submanifolds and closed
L-retracts, respectively, was considered. In this approach an appropriate results for ﬁxed
points in inﬁnite dimensions are needed.
5.1. Branching of resting points of compact maps in metric ANR’s
Let M be a metric ANR and  : U × [0,∞) → M be a continuous map where
U ⊂ M is bounded and open (in M).
A point (x, ) ∈ U ×[0,∞) is called a resting point of , if (x, ) = x. The set of
all resting points of  is denoted by S(). A point x0 ∈ U is called a branching point,
if (x0, 0) ∈ S()\[M × {0}]; the set of all branching points is denoted by R().
The following theorem on branching of resting points is an inﬁnite dimensional
version of the result from [14, Th. 2.1].
Theorem 5.1. Let a continuous map  : U × [0,∞) → M be such that
(H1) for 1, 2 ∈ (0,∞), the set (U × [1, 2]) is relatively compact;
(H2)  has the following property: if n → 0+ and (xn, n) = xn for n1, then
(xn) is relatively compact;
(H3) there exists 0 > 0 such that, for  ∈ (0, 0], (x, ) = x, if x ∈ MU , and
IndM((·, ), U) = 0. (31)
Then there exists a connected set  ⊂ S()∩[U ×(0,∞)] such that ∩[R()×
{0}] = ∅ (in particular R() = ∅) and  is not contained in any compact subset
of [U × (0,∞)] ∪ [R() × {0}].
Remark 5.2. (a) Observe that there is no assumption on the compactness of the map
(·, 0) : U → M .
(b) The set of resting points , obtained in Theorem 5.1, is not contained in any
compact subset of [U × (0,∞)] ∪ [R()×{0}], this means that either  is unbounded
or  ∩ [MU × (0,∞)] = ∅.
The following version of Whyburn’s lemma shall be used in the proof.
Lemma 5.3 (see e.g. Furi and Pera [14]). Let X be a locally compact Hausdorff space
and X0 be a compact subset of X. If each compact subset of X containing X0 has a
nonempty boundary, then there exists a connected set  ⊂ X\X0 such that ∩X0 = ∅
and  is not compact.
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Proof of Theorem 5.1. Take any sequence n → 0+. By (31), there exists a sequence
(xn) such that (xn, n) = xn for almost all n1. In view of (H2) it is easily seen
that (xn) has a subsequence converging to some x0 ∈ U such that (x0, 0) = x0. This
means that R() = ∅.
The set R() is compact. Indeed, take any (xn) ⊂ R(). By the deﬁnition of
branching points, for any n1, there are n ∈ (0, 1/n) and xn ∈ B(xn, 1/n)∩U such
that (xn, n) = xn. By (H2), we infer that (xn) has a convergent subsequence. Hence,
so does (xn). The closeness of R() is straightforward.
Let X0 := R()×{0} and put X := [S()∩ (U × (0,∞))]∪X0. By the assumption
(H1), X is locally compact. We shall prove that X and X0 satisfy the assumptions of
Lemma 5.3, i.e. any compact subset of X containing X0 has a nonempty boundary
(in X).
Suppose, to the contrary, that there exists a compact set L ⊂ X such that X0 ⊂ L
and XL = ∅. This means that any z ∈ L has a neighborhood Vz ⊂ U × R such that
Vz ∩ [X\L] = ∅. By use of the compactness of L, one gets a bounded open subset W
of U ×R such that L ⊂ W and W ∩[X\L] = ∅. For such W one has M×RW ∩X = ∅,
which implies {x ∈ U |(x, ) = x} ∩ M(W) = ∅ for  > 0. Since W is bounded,
one has W = ∅ for large  > 0, and then IndM((·, ),W) = 0. Consequently, by
the homotopy invariance of the ﬁxed point index, IndM((·, ),W) = 0 for all  > 0.
Further, by the assumption (H3), for  ∈ (0, 0],
IndM((·, ), U\[W]) = IndM((·, ), U) − IndM((·, ),W) = 0.
Therefore, putting n := 1/n, one obtains a sequence (xn) such that (xn, n) = xn and
xn ∈ U\[Wn ]. By (H2), one may assume that xn → x0, where (x0, 0) ∈ R()×{0} =
X0. On the other hand, it easy to see that (x0, 0) ∈ [U×[0,∞)]\W , that is (x0, 0) ∈ W ;
a contradiction with the condition X0 ⊂ L ⊂ W .
Finally, by use of Lemma 5.3, there exists a set  ⊂ X\X0 = S() ∩ (U × (0,∞))
such that  ∩ X0 = ∅ and  is not compact. The latter property implies that  is not
contained in any compact subset of X. 
5.2. Periodic points
Consider the following parameterized problem
(P)
{
u˙ = −Au + F(t, u) on [0, T ],  > 0,
u(t) ∈ M,
where M ⊂ E, A : D(A) → E and F : [0, T ] × M → E satisfy (A1)–(A4).
A point (x, ) ∈ M × [0,∞) is called a T-periodic point provided there exists a
mild solution u : [0, T ] → E of (P) such that u(0) = u(T ) = x. Note that all points
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(x, 0) with x ∈ M are T-periodic points (“trivial” ones). For N ⊂ M we introduce the
notation
ST (N) := {(x, ) ∈ N × [0,∞) | (x, ) is a T -periodic point}.
A point x0 ∈ N is called a branching point if (x0, 0) ∈ ST (N)\[M × {0}]. The set of
all branching points is denoted by RT (N).
We start with a global result on the existence of periodic solutions.
Theorem 5.4. Under the assumptions (A1)–(A4), if M is a bounded neighborhood
retract with (M) = 0, then there exists a solution to the periodic problem
(P )
⎧⎨⎩
u˙ = −Au + F(t, u),
u(t) ∈ M,
u(0) = u(T ).
Proof. Consider the operator of translation along trajectories T : M → M given by
T (x) := eT (L(x,−A + F)). In view of Theorem 2.14 (T3), T is compact. By the
normalization property of the ﬁxed point index (see Proposition 1.1) and the fact that
T is homotopic to the identity map,
IndM(T ,M) = (M) = 0.
The existence property of the ﬁxed point index implies that there exists x0 ∈ M with
T (x0) = x0, which entails the existence of a T-periodic solution u with u(0) =
u(T ) = x0. 
Remark 5.5. In [4] a general result on the existence of periodic solutions in so-called
regular sets was obtained (for set-valued F). To this end, the structure of sets of
solutions for initial value problems was studied and then a proper set-valued version
of ﬁxed point index theory was used.
Now pass to a necessary condition for branching.
Theorem 5.6. If x0 ∈ RT (M), then −Ax0 + F̂ (x0) = 0 where F̂ : M → E is given
by
F̂ (x) := 1
T
∫ T
0
F(t, x) dt.
Proof. If x0 ∈ RT (M), then there exists a sequence of T-periodic points (xn, n) →
(x0, 0) and a sequence of the corresponding mild solutions (un) of (Pn). Since
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SA(t)x = SA(t)x, for any  > R, t > 0 and x ∈ E, one gets, for t ∈ [0, T ],
un(t) = SA(nt)xn + n
∫ t
0
SA(n(t − 
))F (
, un(
)) d
.
By the growth condition and Remark 2.15, the sequence of functions F(·, un(·)) is
integrally bounded, say by some d ∈ L1([0, T ]). Therefore
‖un(t) − x0‖  ‖SA(nt)xn − SA(nt)x0‖ + ‖SA(nt)x0 − x0‖
+ nK
∫ t
0
e(t−
)d(
) d

 Kent‖xn − x0‖ + ‖SA(nt)x0 − x0‖ + nKe||T ‖d‖L1 .
This implies that (un) converges uniformly to the constant function ≡ x0. Further, by
the T-periodicity of un,
xn = SnA(T )xn + n
∫ T
0
SnA(T − 
)F (
, un(
)) d
.
Hence
−SA(nT )xn − xn
nT
= 1
T
∫ T
0
SA(n(T − 
))F (
, un(
)) d
,
and, by [23, Th. 1.2.4],
A
(
1
nT
∫ nT
0
SA(
)xn d

)
= 1
T
∫ T
0
SA(n(T − 
))F (
, un(
)) d
.
Clearly 1nT
∫ nT
0 SA(
)xn d
 → x0 and
∫ T
0 SA(n(T − 
))F (
, un(
)) d
 →
∫ T
0 F(
, x0)
d
 as n → ∞. The closeness of the graph of A, entails that x0 ∈ D(A) and Ax0 =
F̂ (x0). 
Now we shall state a sufﬁcient condition for the branching of periodic points. In the
sequel we assume that conditions (A1)–(A4) are satisﬁed and additionally
(A5) F (0, x) = F(T , x) for x ∈ M;
(A6) M is a neighborhood retract.
The following fact relates the ﬁxed point index of the translation along trajectories
operator for (P) with the topological degree of −A + F̂ .
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Proposition 5.7. Let M ⊂ E, A : D(A) → E and F : [0, T ] × M → E satisfy
(A1)–(A6), and U be an open and bounded subset of M.
If 0 ∈ (−A + F̂ )(MU ∩ D(A)), then there exists 0 > 0 such that, for each
 ∈ (0, 0],
degM(−A + F̂ , U) = IndM(T , U), (32)
where T : M → M is given by T (x) := eT (L(x,−A + F)).
Proof. Let F(t, x) := F(t−[t/T ]T , x) for (t, x) ∈ [0,∞)×M , and note that T (x) =
eT (L(x,−A + F)). For  > 0, deﬁne a homotopy  : M × [0, 1] → M by
(x, s) := eT (L(x,−A + Fs))
with Fs(t, x) := (1 − s)F̂ (x) + sF (t, x). It is well-known that liminf
y
M→x TM(x) ⊂
CM(x) (see [3]) where CM(x) is the Clarke tangent cone; hence, it is clear that for
continuous functions the tangency in the sense of Bouligand’s cones is equivalent to
the tangency in the sense of Clarke’s ones. By the convexity of the Clarke cone, for
any s ∈ [0, 1], t ∈ [0, T ] and x ∈ M , Fs(t, x) ∈ CM(x) ⊂ TM(x). Obviously, Fs are
T-periodic. Moreover
‖Fs(t, x)‖((1 − s)‖c‖L1/T + sc(t))(1 + ‖x‖) ĉ(t)(1 + ‖x‖), (33)
where ĉ(t) := max{‖c‖L1/T , c(t)}. By Theorem 2.14 (T2), the maps  are continuous
for  > 0.
The major part of the proof is to show that there exists 1 > 0 such that, for all
 ∈ (0, 1], the homotopy (·, ) is admissible on U, i.e.
(x, s) = x for (x, s) ∈ MU × [0, 1]. (34)
Suppose, to the contrary, that there exist n → 0+, sn → s0 ∈ [0, 1] and (xn) ⊂ MU
with n(xn, sn) = xn for n1. Then ekT (L(xn,−nA+ nFsn)) = xn for any integer
k1. In consequence, there are T-periodic functions un : [0,∞) → E such that
un = nA(xn, nwn) with wn := Fsn(·, un(·)) and u(kT ) = xn for k1.
We shall now show that the sequence (un) contains a subsequence converging uni-
formly on [0, T ] to a point of the boundary MU . By the growth condition (33) and
Remark 2.15, we see that there exists R > 0 such that ‖un‖R, for n1, and the
sequence (wn) is integrably bounded in L1([0, T ], E) by the function ĉ(·)(1+R). Since
wn is T-periodic, one has, for any k1,
xn = SnA(kT )xn + n
∫ kT
0
SnA(kT − 
)wn(
) d
.
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Changing variables, we have
xn = SA(nkT )xn +
∫ nkT
0
SA(nkT − )wn(/n) d.
Putting Tn := n(1+[1/n])T , one gets xn = A(xn, ŵn)(Tn) with ŵn() := wn(/n).
Further, note that, in view of Proposition 2.3,
‖A(xn, ŵn)(Tn) − SA(Tn − T )A(xn, ŵn)(T )‖K
∫ Tn
T
e(Tn−)‖ŵn()‖ d
Ke||Tnn
∫ (1+[1/n])T
T /n
‖wn()‖ dKe||Tnn‖̂c‖L1(1 + R),
as 0(1 + [1/n])T − T/nT and w is periodic. Hence, for any N1,
{xn}nN ⊂ {SA(Tn − T )(A(xn, ŵn)(T ))}n1 + B(0, εN)
with εN := max
{
Ke||Tnn‖̂c‖L1(1 + R) | nN
}
. Therefore, by use of the strong con-
tinuity of SA, the integrable boundedness of {ŵn}n1, the fact that εN → 0 as N → ∞
and Proposition 2.11 (i), we infer that (xn) is relatively compact. Consequently, in view
of Proposition 2.11 (ii), the set {A(xn, ŵn)}n1 is relatively compact. We may as-
sume, without loss of generality, that un → u0 for some u0 ∈ C([0, T ], E) and, in
particular, xn → x0 ∈ MU .
Since un = nA(xn, nwn), n1, one has
un(t) = SA(nt)xn + n
∫ t
0
SA(n(t − 
))wn(
) d
,
which implies that
‖un(t) − x0‖‖SA(nt)xn − x0‖ + nKe||nT ‖wn‖L1 .
Taking into account the integrable boundedness of (wn), it is easy to see that (un)
converges uniformly on [0, T ] to x0.
By use of the T-periodicity of un
−SA(nT )xn − xn
nT
= 1
T
∫ T
0
SA(n(T − 
))Fsn(
, un(
)) d
,
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which implies
A
(
1
nT
∫ nT
0
SA(
)xn d

)
= 1
T
∫ T
0
SA(n(T − 
))Fsn(
, un(
)) d
.
Since 1nT
∫ nT
0 SA(
)xn d
 → x0 and
1
T
∫ T
0
SA(n(T − 
))Fsn(
, un(
)) d
 →
1
T
∫ T
0
Fs0(
, x0) d
 = F̂ (x0),
by the closeness of the graph of the operator A, we see that Ax0 = F̂ (x0). Thus there
is x0 ∈ MU such that −Ax0+F̂ (x0) = 0. This contradicts the admissibility of −A+F̂
on U, meaning that there does exist 1 > 0 such that (34) holds.
Finally, applying the homotopy invariance of the ﬁxed point index to , for  ∈
(0, 1], one obtains
IndM(T , U) = IndM((·, 1), U) = IndM((·, 0), U)
= IndM(̂T , U), (35)
where ̂T (x) := eT (L(x,−A + F̂ )). By the deﬁnition of the topological degree,
there is 0 ∈ (0, 1] such that, for  ∈ (0, 0],
degM(−A + F̂ , U) = IndM(̂1T , U). (36)
Since ̂t is the operator of translation along trajectories for the autonomous equation,
we have ̂1T = ̂T . This along with (35) and (36), implies the desired
equality (32). 
In particular, if, in the above proof, one takes sn = 1, the following property of (P)
is proved.
Corollary 5.8. Under the assumptions of Proposition 5.7, if n → 0+ and (xn) is a
bounded sequence such that xn = nT (xn), then (xn) contains a convergent subse-
quence.
Now pass to the main result of this section.
Theorem 5.9. Assume that the assumptions of Proposition 5.7 hold.
If degM(−A + F̂ , U) = 0, then there exists a connected set  ⊂ ST (U) such that
 ∩ RT (U) = ∅
and either  ⊂ U × (0,∞) is unbounded or  ∩ [MU × (0,∞)] = ∅.
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Proof. Let  : U × [0,∞) → M be given by (x, ) := T (x). In view of Theorem
2.14 (T2), the map  is continuous on M × (0,∞). To show the continuity of  on
M ×{0}, take (xn, n) → (x0, 0) ∈ M ×{0} and let un := L(xn,−nA+nF ). Clearly,
un = nA(xn, nwn) where wn := F(·, un(·)). Since, nA
G→ 0 and nwn → 0 in
L1([0, T ], E), by use of Proposition 2.5, one has un → x0 in C([0, T ], E), i.e.  is
continuous.
Further, by Proposition 5.7, for  > 0 small enough, we get
IndM((·, ), U) = degM(−A + F̂ , U) = 0.
Note that S() = ST (U) and R() = RT (U). Hence, in view of Corollary 5.8
and Theorem 5.1, there exists a connected set  ⊂ ST (U) ∩ [U × (0,∞)] such
that  ∩ RT (U) = ∅ and  is not contained in any compact subset of ST (U) ∩ [U
× (0,∞)]. 
The following consequence is an easy to apply criterion of existence of branching
points.
Corollary 5.10. If (A1)–(A6) hold and M is bounded with the nontrivial Euler char-
acteristic (M) = 0, then there exists a connected and unbounded set  ⊂ ST (M)
such that  ∩ RT (M) = ∅.
Proof. By the normalization property of the topological degree, degM(−A + F̂ ,M) =
(M) = 0, i.e. the assumption of Theorem 5.9 with U := M is fulﬁlled. 
Corollary 5.11. Under the assumptions of Theorem 5.9, if there is no T-periodic points
in MU × (0, 1) and degM(−A+ F̂ , U) = 0, then there is a T-periodic solution to the
problem
{
u˙ = −Au + F(t, u),
u(t) ∈ M.
Moreover, the corresponding T-periodic point (x, 1) is connected with the set {(x, 0) |x
∈ U, −Ax + F̂ (x) = 0} by a closed connected  ⊂ U × [0, 1] of T-periodic points.
Proof. Since there is no periodic points in U × (0, 1), for the obtained in Theorem
5.9 set , either  ∩ (MU × [1,∞)) = ∅ or  is unbounded. As  is connected,
both cases imply the existence of periodic point in U × {1} and the other part of the
assertion holds. 
Now we apply the continuation method from Corollary 5.11 to the existence of
periodic solutions in closed convex cones.
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Proposition 5.12. Let (A1)–(A2) be satisﬁed with K = 1 and 0, and let M be a
closed convex cone and f ∈ C([0, T ], E) be a T-periodic function such that f (t) ∈ M
for all t ∈ [0, T ]. Then the problem{
u˙ + Au + u = f (t),
u(t) ∈ M, (37)
has a unique T-periodic solution, for any  > .
In particular, if  < 0 (i.e. when A is strongly m-accretive), then the equation{
u˙ + Au = f (t),
u(t) ∈ M,
admits a unique T-periodic solution.
Proof. We use the notation from the proof of Theorem 5.9. Note that, for any (t, x) ∈
[0, T ] × M , F(t, x) := −x + f (t) ∈ M − x ⊂ (M − x) ⊂ TM(x). Hence, Eq. (37)
has the form u˙ = −Au + F(t, u) where F is tangent to M.
Let x := R( : −A)f̂ . Clearly x¯ ∈ M as f̂ ∈ M . It is clear that ‖R(+ : −A)f̂ ‖ <
‖x‖ + 1 for sufﬁciently small  > 0. Hence, A + I and f̂ satisfy the assumptions of
Corollary 4.11, which provides
degM(−A − I + f̂ , U) = IndM(x,U) = 1, (38)
where U := B(0, ‖x‖ + 1) ∩ M .
Further, put
R := max
{
sup
∈(0,1)
‖f ‖T
1 − e(−)T , ‖x‖
}
+ 1.
We shall prove that T has no ﬁxed points in M [B(0, R) ∩ M], for any  ∈ (0, 1).
Suppose that (x, ) ∈ M [B(0, R) ∩ M] × (0, 1) is a T-periodic point, i.e.
x = SA+I (T )x + 
∫ T
0
SA+I (T − 
)f (
) d
.
Then
‖x‖  ‖SA+I (T )x‖ + 
∫ T
0
‖SA+I (T − 
)f (
)‖ d
 (39)
 e(−)T ‖x‖ + ‖f ‖
∫ T
0
e(−)(T−
) d
 (40)
 e(−)T ‖x‖ + ‖f ‖T . (41)
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This provides a contradiction, since
1e(−)T + ‖f ‖T
R
< e(−)T + ‖f ‖T · 1 − e
(−)T
‖f ‖T = 1.
Thus, by (38) and Corollary 5.11, Eq. (37) has a periodic solution such that u(T ) =
u(0) ∈ B(0, R).
To show the uniqueness of the solution suppose that u1 and u2 are two T-periodic
solutions, then in view of Proposition 2.3
‖u1(T ) − u2(T )‖e(−)T ‖u1(0) − u2(0)‖,
which implies u1(0) = u1(T ) = u2(0) = u2(T ) and it is sufﬁcient to infer that
u1 = u2. 
Remark 5.13. Proposition 5.12 is partially a Banach space extension of results from
[5] where periodic solutions in Hilbert space were considered. In [5] instead of the
compactness of the semigroup, the symmetry on A was imposed.
It is clear that the results of the paper apply to a broad class of partial differential
equations and other problems which can be transformed to an equation of the form u˙ =
−Au + F(t, u). Below just three examples are discussed in order to indicate possible
applications. For other problems, where the results of this paper are applicable, see
[7,2,25,11].
Example 5.14. Let  ⊂ RN be a bounded domain with the smooth boundary. Consider
⎧⎪⎪⎨⎪⎪⎩

t u(t, x) = u(t, x) + au(t, x) + f (t, x) on [0, T ] × ,
u = 0 a.e. on [0, T ] × ,
u0 a.e. on [0, T ] × ,
u(0, x) = u(T , x) a.e on ,
(42)
where a ∈ R and f ∈ C([0, T ], L1()).
If f (t, x)0, for any t ∈ [0, T ] and a.e. x ∈ , and a < 1, where 1 is the ﬁrst
eigenvalue of the operator −, then (42) has a unique positive mild solution.
To prove it, deﬁne A : D(A) → L1() by
Au := −u,
for u ∈ D(A) := {u ∈ L1() | u ∈ W 1,10 (), u ∈ L1()}. It is known that −A
generates a compact C0 semigroup on L1() (see [23]). Let
M := {u ∈ L1() | u(x)0 a.e. on }.
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Then it is clear that f (t) = f (t, ·) ∈ M for any t ∈ [0, T ]. Moreover, by the maximum
principle, for any  > 0 and v ∈ M , the equation
u − u = v
has a solution in M. Therefore
(I + A)−1M ⊂ M, for  > 0,
and, in view of Remark 4.6, SA(t)(M) ⊂ M for t0. Finally application of Proposition
5.12 provides the existence of a unique periodic solution of (42).
Example 5.15. Let  be as in Example 5.14 and by n(x) denote the outward normal
at x ∈ . Consider⎧⎪⎪⎨⎪⎪⎩

t u(t, x) = u(t, x) + au(t, x) + f (t, x) on [0, T ] × ,

nu(t, x) = 0 a.e. on [0, T ] × ,
u(0, x) = u(T , x) a.e on ,
(43)
where a ∈ R and f ∈ C1([0, T ], L2()) is T-periodic.
Eq. (43) has a unique T-periodic solution for any a < 0. To show it, deﬁne an
operator A : D(A) → L2() by
Au := −u
for u ∈ D(A) := {u ∈ H 2() | un (t, x) = 0 for x ∈ }. It is a m-accretive operator
such that −A generates a compact C0 semigroup on L2() (see [25, Prop. 2.2.3]).
In view of Corollary 5.12, Eq. (43) admits a unique periodic solution.
Example 5.16. Now we shall be concerned with
⎧⎪⎪⎨⎪⎪⎩

t u = u + (t)u((t) − u) on [0, T ] × ,
u = 0 a.e. on [0, T ] × ,
u0 a.e. on [0, T ] × ,
u(0, x) = u(T , x) a.e on ,
where ,  ∈ C([0, T ]) are nonnegative and nonzero functions.
Put M := {u ∈ L1() | 0u(t)} with  := supt∈[0,T ] |(t)| and let A : D(A) →
L1(), with D(A) := {u ∈ L1() | u ∈ W 1,10 (), u ∈ L1()}, be given by Au :=
−u. It can be shown that if u0, then (I − )−1u0, and if u, then (I −
)−1u, which implies (I + A)−1M = (I − )−1M ⊂ M .
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Let F : [0, T ] × M → L1() be given by
[F(t, u)](x) := (t)u(x)((t) − u(x)) for u ∈ M, t ∈ [0, T ] and x ∈ .
Note that if u ∈ M , then F(t, u) ∈ TM(u). Indeed, for ﬁxed t ∈ [0, T ] and u ∈ M , one
has
dM(u + hF(t, u))
= inf
{
‖v − u − h(t)u((t) − u)‖L1 | v ∈ L1(), 0v a.e. on 
}
= inf
{∫

|v(x) − u(x) − h(t)u(x)((t) − u(x))| dx | v ∈ L1(),
v(x) ∈ [0, ] for a.e. x ∈ 
}

∫

d[0,](u(x) + h(t)u(x)((t) − u(x))) dx,
which follows from the fact that the function v :  → [0, ] deﬁned by
|v(x) − u(x) − h(t)u(x)((t) − u(x))|
= d[0,](u(x) + h(t)u(x)((t) − u(x)))
is measurable. Further ﬁx x ∈ , if 0 < u(x) < , then, for small h > 0, u(x) +
h(t)u(x)((t)− u(x)) ∈ [0, ]; if u(x) = 0, then u(x)+h(t)u(x)((t)− u(x)) = 0 ∈
[0, ]; if u(x) = , then u(x)+h(t)u(x)((t)−u(x)) = +h(t)((t)−) and,
for sufﬁciently small h > 0, u(x) + h(t)u(x)((t) − u(x))0. Therefore, by use of
the Lebesgue convergence theorem
lim
h→0+
h−1dM(u + hF(t, u)) = 0,
i.e. F(t, u) ∈ TM(u).
As M is convex and, consequently, (M) = 0, application of Corollary 5.10 gives
the existence of a connected unbounded set  ⊂ M × (0,∞) of T-periodic points such
that  contains (u0, 0) ∈ L1() × {0} where u0 is a solution of u + ̂u(̂− u) = 0.
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