lution of Markov chains in steady state.
Whereas the standard algorithm visits each state exactly once per iteration in a pre-determined order, the alternative approach uses a dynamic strategy. A set of states to be visited is maintained which can grow and shrink as tile computation progresses. In this manner, we hope to concentrate the computational work in those areas of the chain in which maximmn improvement in the solution can be achieved.
We consider the adaptive approach both as a solver in its own right and as a relaxation method within the multi-level algorithm.
Experimental results
show" significant computational savings in both cases. 
Introduction
We are interested in developing efficient methods for computing steady-state solutions of large continuous-time Markov chains. In particular we are interested in new, improved algorithnls for general chains with which solutions can be obtained with substantially less effort than using the standard schenles. We consider in this paper the adaptive Gauss-Seidel (AGS) method as a variant of the well-known Gauss-Seidel algorithm ((iS) in the form in which it is usually iml)lemented. Our adaptive relaxation method is based oil that of Riide [7] . Adaptive relaxation dispenses with the statically ordered processing of states in favour of a dynamic strategy. By making an appropriate choice of nodes to visit, it is hoped that computations that will have little effect on the solution can be spared and the attention be concentrated on those areas of the solution vector where the solution can most efficiently be improved.
We discuss adaptive Gauss-Seidel in two different roles. First we consider it as a solution method in its own right, i.e. as a direct alternative to the standard (iS scheme. Second we consider its use as a relaxation method within the recently introduced multi-level algorithm [2] . It is shown that AGS acquires a particular meaning in this context. Figure 1 illustrates the situation for an eight-state Markov chain P, where states are aggregated in pairs to form a four-state coarser level system Q.
In the following we will use the terms fine level and coarse level to refer to Markov chains where the latter is obtained by aggregation from the former. The relation sk E Si signifies that the fine level state sk is mapped by the aggregation operation to the coarse level state Si. The matrix Q of the aggregated system is chosen as follows :
Z; Z; 
The two-level version of the ML iteration is given by the following sequence of steps.
* Perform GS relaxation on finer level
• (',ompute coarse Iov_,l aggreg_tion nJ_Lf.ri× E _k E l'e_ * Solve coarse equation for q • COml)ute coarse level correction
• ('oml)ute fine lew'l correction
• Apply fine level correction Comparing GS and AGS, we see that we are able to achieve a substantial improvement via the adaptive strategy.
For the smallest problem considered, AGS is a factor of about 3.6 faster (not discernible in the figure) ; for the largest it is about 9.6 times faster.
In order to compare ML-GS and ML-AGS we magnify the lower section of figure 9 , shown as figure i0. Here we see that the adaptive technique also improves the multi-level method. Since, however, the ML-GS method is already very efficient for this probleln, needing only between eight and ten iterations to achieve convergence, there was little room left for improvement for ML-AGS. Both ML schemes are still substantially faster than AGS.
Comparing the standard GS and ML-GS schemes, we see that Mthough these are problems of very small size, the saving in computational effort of ML over GS is quite dramatic: a factor of 39
for the smallest and of 77 for the largest problems considered.
It is also clear that the gap widens as the probleln size is increased.
It is results such as these, see [2] for more examples, that make us confident that the multi-level method is a strong candidate as a steady-state solver for Markov chains. ML-GS is about twice as fast as AGS throughout and ML-AGS another factor of 2 to 4 faster still. Thus the overall improvement from the standard scheme to the best new scheme is a factor of 40 for 30 tokens and increases as the problem grows larger. Figure 13 shows the results of the four methods applied to a model of a processor cluster with failures and repairs by Muppala and Trivedi [6] ( figure 14 ). In the model jobs arriving can be processed or rejected, depending on whether the system is down or up. A quorum of active processors can be specified, which determines whether jobs can be accepted by the system or not. Enabling flmctions (not shown) are used to define the model's behaviour. In addition, the size of the buffer receiving the jobs can be varied. We chose to scale the size of the problem by varying the buffer length between 8 and 64, yielding Marker chains with 81 ... 585 states. For this model, the operation count for GS grows sharply, but linearly with buffer size, whereas the other methods only grow at a more modest rate. ML-AGS is superior to ML-GS by approximately 30% throughout; both are about four times faster than AGS, despite the fact that this is an extremely small problem.
Conclusions
In this paper we have described and discussed the adaptive Gauss-Seidel method as a variation of the well-known Gauss-Seidel solver for Markov chains. We also gave a brief description of the multi-level algorithm which was recently introduced in [2] and which has been shown to often require significantly less computation time than the standard scheme for a number of test problems.
Experimental results showed that the introduction of an adaptive strategy can improve the performance of the Gauss-Seidel method by almost an order of magnitude, and that it can also be used to advantage as a component of the ML algorithm. 
