Approximate computing has been broadly investigated in the computing domain to maintain the benefits of technology scaling. Recently, it has been extended to the communication domain. The idea is to trade transmission quality for energy or/and performance efficiency. Exploiting the integervalue representation of the transmitted signals in parallel buses, we propose two memoryless encoding approaches for approximate communications in order to reduce the integer value deviation. First, restricted to area-constrained applications, we propose a Combined Integer-Value (CIV) coding technique based on the swap and inversion of the input signals. Second, a Crosstalk-Avoidance-based Integer-Value (CAIV) coding technique for applications with a more relaxed area constraint is presented. The optimal mapping of the data words and codewords combined with the selective inversion of the input signals minimize the error magnitude in this coding technique. A comprehensive experimental result using a 65 nm commercial technology evaluates the proposed coding approaches. For example, our proposed CIV coding scheme improves the quality of the received images and the sampled radio communication signals with different modulation up to factor of 2 8 and 2 7 , respectively, as it compares with conventional transmission of signals with no coding. CAIV coder can improve the data transmission accuracy by about 2 18 as it compares with the conventional transmission. Furthermore, to assess the applicability of the proposed encoders, we carried out two case studies employing the scale-invariant feature transform algorithm and SOBEL edge detector.
I. INTRODUCTION
On-chip interconnects do not benefit as much from technology scaling as computation units do. As stated in the international technology roadmap for semiconductors [1] , delay and power consumption of the global interconnects are becoming a bottleneck; metallic wires can be either fast or dense but not both [2] . The on-chip communication is reaching the fundamental limits of the resources required for a fully reliable operation [3] . Therefore, an improvement in on-chip communication as the real limiter of the high performance integrated circuits is essential.
Traditionally, fault tolerance of the transmission is ensured by incorporating error control schemes such as forward error correction (FEC) and automatic repeat request (ARQ) [4] . An extensive overview of these schemes is covered by [5] . Even though these mechanisms improve on-chip
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interconnects reliability, they have negative impacts on area, performance, and power. Error control mechanism introduces an overhead due to the additional logic which in most cases is not affordable for on-chip interconnects [6] , [7] .
Most communication systems are designed to prevent errors. However, there are many computing applications, such as image processing, computer vision, and machine learning which are able to tolerate error in the results [8] . In this case, a conservative error correction for communication is not worthy for applications that already tolerate errors. Thus, fully reliable data transmission is not necessary and it is possible to trade reliability for reduced resource usage.
Hardware approximation mechanisms leverage the application's resiliency to error to improve the resource efficiency of various computing system components [8] . The research works in the field of approximate computing have mostly focused on the computational [9] , [10] and memory subsystems [11] , [12] and only recently on communication subsystems; which can be roughly categorized into the lossy compression/decompression [13] - [15] , dualvoltage approximation [6] , [16] , and approximate encoding techniques [17] - [19] .
The compression technique is a commonly used approach for approximate data transmission. APPROX-NoC [13] proposes to reduce the transmission of approximately similar data in the NoC by delivering approximated versions of precise data to improve the data locality for higher compression rates. They have shown up to 9% latency reduction and 60% throughput improvement compared with state-of-the-art NoC data compression mechanisms. AxBA [15] employs the approximate counterpart of the deduplication compression technique. They report the average single-core execution time reduction of 19% for different machine learning benchmarks.
Considering that not all the communications in an application have the same reliability requirements, AxNoC [16] proposes a router which is capable of providing a per-flit dual-voltage power management for approximate and exact data transfer. Headers and critical flits are transferred perfectly at high voltage. The remaining flits are approximated and transferred at lower voltage. AxNoC shows the power consumption reduction of up to 43% while incurring a small area overhead that does not exceed 6.2%. With a primary focus on communication links, [6] uses a reliability-aware adaptive voltage swing. It proposes to use a default channel and a low-power channel; the default channel uses the nominal voltage swing while the low-power channel uses a lower voltage swing. The work proposes a link architectures with and without bitline duplication. The method saves up to 43% energy without impacting the performance of the system substantially. However, in the case of using repeaters, both configurations are expensive in terms of silicon area.
The Value-Deviation-Bounded approximate Serial encoding (VDBS) [17] reduces the dynamic power dissipation of serial buses for a tolerable integer distance deviation. Several important applications of computing systems send numeric data. In this case, the effects of errors are best quantized in terms of magnitude of errors, rather than a Hamming distance (number of bit errors). VDBS works as follows: for an integer value s, find a proximal value, t, such that the reduction in transition count is maximized and the integer value difference is minimized. VDBS encoding scheme is reported to reduce the signal transitions by 55% on average while maintaining Optimal Character Recognition (OCR) accuracy at over 90% for a text-recognition system. An integer-value encoding [18] is employed in a configurable NoC which can be used in exact or approximate mode. The error-free transmission of the head flit is guaranteed using a CAC coding technique, while the error magnitude of the body flits are reduced using the selective inversion and swap of the signals in the communication links.
In this paper, we exploit the integer-value representation of transmitted signals in the approximate on-chip parallel buses and minimize errors in term of the integer distance using dedicated codings. The major contributions are as follows:
• Restricted to the minimum overhead, we explore two classes of simple, memoryless integer-value encodings (Swap-and Inversion-Codings) theoretically. These coding techniques are exploited to reduce the integer value error for uniform and highly correlated data, respectively.
• We propose a combination of Swap-and Inversion-Codings (we refer to it as Combined Integer-Value (CIV) encoding) to address the real scenarios.
• For a more relaxed area-constrained applications, we propose a Crosstalk-Avoidance-based Integer-Value (CAIV) coding technique. This coding technique is capable of error magnitude reduction in higher frequencies at the expense of a small area overhead.
• We show, empirically, the effectiveness of the proposed integer-value coding techniques in value deviation reduction using synthetic and real data. Moreover, two case studies evaluate the proposed combined valueinteger coders in real application scenarios. The rest of this paper is organized as follows: In Section II, we define the problem by summarizing the physical bus structure and the coding technique. Section III covers the physical modeling of delay and energy in narrow buses and briefly discusses the importance of the signal's alignment. In Section IV, we introduce a very light overhead encoding schemes for stochastic communication targeting area-constrained applications. In Section V, a Crosstalk-Avoidance based Integer-Value coding is presented targeting applications with looser area constraints. We present the experimental results and two case studies in section VI. Finally, conclusions are drawn in Section VII.
II. PROBLEM DEFINITION A. CMOS PARALLEL BUS WITH SHIELDING
Despite efforts in early floorplanning to reduce distance between the critical communicating units, the appearance of the long wires is inevitable. Optimal repeater insertion is an effective solution for delay reduction in long interconnects [20] . Both resistance, R, and capacitance, C, increase with wire length, l, so the propagation delay, t pd = RC, of a wire increases with l 2 . The propagation delay is reduced by splitting the wire into N segments and inserting repeaters to actively drive the wire. The overall delay of the segmented wire can be reduced from approximately l 2 to l 2 /N . If the number of segments is proportional to the length, the overall delay increases only linearly with l. Thus, by careful insertion of repeaters along long wires, the delay is reduced from a quadratic to a linear function of length. However, due to the quite large size of repeaters, they result in significant power dissipation.
For wires with aspect ratio (thickness/width) greater than 2, the coupling capacitance can account for 2 /3 to 3 /4 of the total capacitance [20] . Shielding is a widely used technique for reducing and controlling crosstalk in this case. One shielding topology which avoids the impact of coupling is to shield every single wire on both sides. However, the considerable increase in area exceeds the gains of this shielding topology. An alternative, expedient shielding topology would be to shield every group of wires in a bus.
In this paper, we focus on an equally separated, multisegment, parallel global interconnect with group shielding as depicted in Fig. 1 . The parasitics can be modeled as a distributed RC-lumped model with resistance R, selfcapacitance C g , and the coupling capacitance C c . The secondorder coupling capacitances are almost perfectly shielded by the first-order ones. Thus, each wire in the interconnect is only capacitively coupled to its adjacent wires. Using repeaters, the bus is efficiently split into N segments driven with identical drivers. We choose to shield groups of 4 wires by paralleled Vdd and Gnd wires. This typical group shielding topology fits perfectly to bit-width of the real-world signals which are usually transferred through the bus (for example an 8-bit or 16-bit image which is a factor of 4).
B. CODING FOR APPROXIMATE COMMUNICATION
On-chip coding has been extensively employed to improve interconnects energy, performance and reliability. There exist innumerable examples of radical improvements in the communication architectures through coding [5] , [21] , [22] . A broad overview of different on-chip codings is presented in [23] , [24] .
The aim of this paper is to minimize the integer-value error in the bus structure defined in Fig. 1 using the dedicated coding techniques. The proposed schemes can be integrated in a shared bus structure or a network-on-chip. The integer-value deviation, as opposed to Hamming distance error, mainly focuses on integer distance rather than the number of bit errors, bit error rate (BER). The integer-value deviation error is defined as the difference between the integer value of the possibly erroneous received output,X , and the integer value of the input, X , i.e., ε =X − X .
First, we apply the simplest codings with minimum area overhead for area-constrained applications. Swap and inversion of input signals are used to minimize the error. The Swap-Coding changes the assignment of the input signals to wires while the Inversion-Coding inverts selective signals in order to minimize the magnitude of error [18] . Classes of codings can be obtained for free (without coder/decoder overhead) by combining these two techniques. Fig. 2 shows an arbitrary example of combined Swap-and Inversion-Codings. We refer to coding with the weight of the bit being transmitted, w x ; aw x denotes an inversion. Thus, we refer to the conventional data transmission without coding as (8, 4, 2, 1), and the nomenclature for the combined coding of Fig. 2 will be (8, 2, 1, 4) . The numbers in this nomenclature represent the weights associated to each signal transmitted through the bus, i.e., (w x 3 , w x 2 , w x 1 , w x 0 ). 1 Second, we focus on coding with a looser area constraint and suggest an encoding technique based on the Crosstalk-Avoidance Coding (CAC). We propose to find the mapping of the input data words and the valid code words that minimize the error magnitude. The valid codewords are the codewords that guarantee the error-free data transmission in different CAC encoding techniques, e.g. 3C-free forbidden pattern free coding (3C-FPF) [24] . The selective inversion of the input data words (Inversion-Coding) can provide an additional improvement to the results.
The input X can be characterized by the joint probability density function of the current input value, X + , and the previous value, X − . The transmission characteristics can be represented by the probability of receivingŶ + when the current coded value, Y + , and the previous coded value, Y − , are transfered through the interconnect. In summary, we define the stochastic communication problem as follows: Given a narrow bus structure, characterized by a P Y [Ŷ + |Y − , Y + ], and an input data source X , characterized by a P X [X − , X + ], obtaining a memoryless coder, Y = C(X ), and related decoder,X = D(Ŷ ), that minimizes the mean square integer value error, MSE = E{(X − X ) 2 }.
III. PHYSICAL MODELING A. BUS DELAY AND ENERGY CONSUMPTION
The capacitive coupling in metal-wire structures determines the performance (delay) and energy consumption of the bus [24] . The effective capacitive coupling depends on the signal switching and it is, therefore, pattern dependent. For a given pattern transition, the coupling at the i th metal wire of a segment is quantified by the effective capacitance [24] , calculated by:
The bus factor, κ, is equal to bus coupling capacitance over the ground capacitance ( C c/C g ) and
i are the logical binary values on the metal-wire segment after and before the transition, respectively. δ i,j determines the coupling switching between the two direct adjacent metal wires i and j:
To simplify the notations, a 0 to 1 transition ( b i =1) is represented as ↑, a 1 to 0 transition ( b i = −1) as ↓ and no transition ( b i =0) as •. δ i,j is equal to 2 for signal transitions in opposite direction (↑↓ or ↓↑). δ i,j is equal to 1 if only signal on interconnect i switches (↑ • or ↓ •). And finally, δ i,j is equal to 0 for no transition on wires i and j and for signal transitions in the same direction (↑↑ or ↓↓). Consequently, the effective capacitance of a metal-wire is in the range from 0C g to (1 + 4κ)C g . Using the Elmore delay approximation, the delay of a single wire segment is directly proportional to effective capacitance seen by drivers of a segment, τ i seg ∝ C eff ,i . Therefore, delay is pattern dependent. Like delay, energy consumption is a pattern dependent phenomena. The energy dissipated in the i th wire of the bus not only depends on the self switching activity of the i th wire but also depends on the transitions on neighboring wires. Accordingly, the energy consumption in i th wire of the bus can be estimated as,
where Vdd is the supply voltage and has a squared effect on energy consumption.
B. SIGNALS ALIGNMENT IN NARROW BUSES
The signals alignment is a relatively well-known effect, especially in global segmented interconnects [25] - [27] . Traditional energy and delay models intrinsically assume that the signals switching on each wire of a segment occur at the same time. However, as discussed in [27] , misalignment of signals in the presence of noise and dynamic variations can result in delay misprediction of up to 40%. In the same way, intrinsic misalignment can affect the number of errors and the integervalue deviation.
The misalignment effect should be considered when a coding technique is developed. According to [27] , the standard delay models overestimate the improvement of the forbidden transition free CAC coding technique by up to 12%. Therefore, a realistic delay and error probability estimation is only feasible when the misalignment effect is considered.
IV. SWAP-INVERSION-BASED INTEGER-VALUE ENCODING
Given a transition pattern, the receiver may receive different possible erroneous values with frequency scaling. The received values depend on the working frequency and the delay which is imposed on each signal on the bus. For a 4-bit bus, the transition patterns ↓↑↓↑ and ↑↓↑↓ are the worstcase transitions when the misalignment effect is considered.
To simplify the problem, we define two timing regions: R 0 and R 1 . The clock period, T , belongs to R 0 if only the worst-case transitions of ↓↑↓↑ and ↑↓↑↓ are erroneous. Nevertheless, the receiver in this timing region may receive different erroneous outputs depending on the working frequency, supply voltage, noise and bus specifications. In the timing region R 1 , in which the clock periods are smaller, not only the previously mentioned worst-case transitions produce the error but also other worst-case transitions may produce the error. The analysis of the erroneous worst-case patterns in region R 0 can be performed analytically or numerically; for region R 1 only the numerical analysis is appropriate.
Let us consider the transmission of, X + = 0101, when the previous value in the bus is X − = 1010, which is the ↑↓↑↓ pattern in timing region R 0 . According to the Eq. (2), wires have the effective coupling capacitance of 3, 4, 4 and 3, respectively. Based on the conventional expectations, the two middle wires, which have the higher effective capacitances, are slower and they are the first incurring in an error. Subsequently, the receiver is expected to receive 0011 instead of 0101. However, in reality, a small misalignment triggered by noise or transistor mismatch can result in a discrepancy between the delay of these wires. Thus, we can reasonably infer that the two middle wires do not necessarily violate the timing of the bus at the same time when the bus starts to produce the error.
The possibly received values when X − and X + transferred through the bus, i.e.Ŷ + |X − , X + , and their associated probabilities in the region R 0 for X − = 1010 and X + = 0101 can be summarized as follows:
where p e is the total probability of erroneous outputs, p s the probability of error in a single wire, and p e − p s is the probability of error in both middle wires simultaneously. γ is constant between 0 and 1 which depends on the tendency of having rising or falling errors when a single error occurs. A similar equation holds forŶ + |0101, 1010. VOLUME 7, 2019 Operating in smaller clock periods in timing region R 1 , (With the faster transmission of the signals)Ŷ + |1010, 0101 = 0011. However, there are additional worst-case patterns which produce the error and should be address in this timing region.
In the following subsections, first, we investigate the class of codings which address the uniformly distributed input signals. Next, we propose a coding scheme that works effectively for the correlated input signals.
A. SWAP-CODING: A CODING SCHEME CONSIDERING UNIFORMLY DISTRIBUTED SIGNALS
To propose a coding scheme that works effectively for the uniformly distributed signals, in this section, we introduce the Swap-coding. This coding scheme leverages the physical properties of the CMOS interconnects and changes the assignment of signals to the wires so that the integer-value deviation is reduced. For a 4-wire bus, there are 4! possibilities for assignment of the signals to the wires. A careful swap of the signals to the wires can reduce the integer value error, ε, and therefore, the MSE. Note that in uniformly distributed signals, bit inversions do not have any effect, due to the equal probability of transitions occurrence.
To show how the Swap-Coding works, let us consider a Swap-code, (w x 3 , w x 2 , w x 1 , w x 0 ). The decoded received integer values,X + , and their associated probabilities for a transition, where X + = 0101 = 5 and X − = 1010 = 10, in R 0 can be given by:
where w x 3 , w x 2 , w x 1 and w x 0 are the associate weights for each signal transmitted through the bus. In order to simplify the problem, we make the assumption that the probabilities of the worst-case transitions of ↓↑↓↑ and ↑↓↑↓ are equal, i.e., P X [1010, 0101] = P X [0101, 1010] = p Xα (uniform distribution is considered). Then, the mean squared of the integer value error as a function of the signals weights for R 0 is as follows:
, then, the received values for transition from 10 to 5 and MSE in timing region R 0 can be given as follows:
According to Eq. (5), MSE in region R 0 depends on w x 1 and w x 2 . The assignment of the signals to the wires so that x 1 and x 2 are assigned to the wires with minimum weights will minimize the integer value error. The (8,1,2,4) and (4,1,2,8) Swap-Codings are optimal solutions for minimizing the MSE for the uniform distributed signals in region R 0 . Using the (8,1,2,4) Swap-Coding, we obtain:
which is 4 times smaller in comparison with the case of no coding. Fig. 3 illustrates the circuit structure of the (8-1-2-4) Swap coding. The coder and decoder make a straight swap between x 0 and x 2 . In this case, the error appears in signal x 0 instead of x 2 . The reduction in the integer-value deviation achieved together with no coder/decoder overhead. Note that, the proposed (8-1-2-4) and (4-1-2-8) Swap-Coding are the optimal coders only for timing region R 0 . 
B. INVERSION-CODING: A CODING SCHEME FOR CORRELATED INPUT SIGNALS
In uniform distributed signals, all the transitions probabilities are equal. However, there are many real-world applications such as image/video processing, wireless sensor networks and voice processing in which correlated signals are transmitted and processed. In this case, the probability of transitions differs. Inversion-Coding leverage the spatial value locality of the real-world data to exchange the probability of the worstcase transitions with the lowest probability transitions.
The input vector X= X − X + is said to have a bivariate Gaussian distribution with the mean vector of µ=E(X) and the covariance matrix of =σ 2 1 ρ ρ 1 if its probability density function is given by:
where ρ is the correlation coefficient and σ 2 is the variance. According to Eq. (5), in region R 0 , MSE depends on p Xα as well as w x 1 and w x 2 . The selective inversion of wires, such that the erroneous transitions with high probabilities, i.e. ↓↑↓↑ and ↑↓↑↓, are exchanged with the transitions with lowest probabilities, will reduce the integer value error in correlated input signals. In other words, a coding technique is required, so that P X [D(1010), D(0101)] and P X [D(0101), D(1010)] are minimal.
For the unsigned positive correlated input signals, i.e., µ= 7.5 7.5 and 0<ρ<1, P X [0000, 1111] = P X [1111, 0000] = p X β are the minimum probabilities. Therefore, inversion of even or odd wires of the bus, i.e., (8, 4, 2, 1) and (8, 4, 2, 1) , are the optimal Inversion-Codings which exchange the ↓↑↓↑ and ↑↓↑↓ patterns with the ↓↓↓↓ and ↑↑↑↑. Fig. 4 shows the exchange of probabilities using (8,4, 2,1) Inversion-Coding for a exemplary positively correlated unsigned input signal. By applying this simple coding technique, we gain a reduction in the integer value of error in region R 0 by the factor of p Xα /p X β . The achieved reduction is remarkable when p X β ≈0 which is quite common in highly correlated signals. For Inversion-Coding to be generally applicable for signed/unsigned positive/negative correlated integer values, we have proposed a logic circuit that converts every input signal correlation to an unsigned positive correlated signal. Fig. 5 shows the circuit structure for distribution conversion. The enable signals e s and e ρ are used to configure the circuit based on the distribution of the primary input signal, X p . The enable signal e s should set 1 when the input signal is signed; e ρ should set 1 when the input signal is negatively correlated, and 0 otherwise. Therefore, any input distribution can be supported by the proposed coding scheme. In particular, it is expected that for a specific application, data with the similar pattern distributions are transferred. Moreover, as we will discuss in Sec. VI-B, a universal coder for amalgamation of multiple distribution patterns can result in near-optimal results for each individual pattern distribution. Fig. 6 illustrates the circuit structure of (8,4, 2,1) Inversion-Coding. As it is shown in this figure, input signals are coded using two inverters and they are transferred through the bus. Correspondingly at destination, the received signals are decoded using two inverters.
Note that, the optimal coding for the correlated input signals however, is to use the optimal Inversion-Coding in combination with optimal Swap-coding in region R 0 , i.e. (8, 1, 2, 4) . In this way, the overall gain is 4 p Xα /p X β .
C. OPTIMAL COMBINED SWAP-INVERSION INTEGER-VALUE ENCODING FOR GIVEN CONSTRAINTS
In this subsection, we propose to combine the Inversionand Swap-Coding schemes and introduce Combined Integer-Value (CIV) coders. Selecting the best approach among the combined 4! different Swap-Codings with 2 4 different Inversion-Codings (which is 384 CIV coders), every possible input signal distribution can be encoded effectively. For the given constraints such as operating frequency, voltage swing, input signal characteristics and bus specifications there exists one optimal coder which can minimize the integer value deviation of the received signal. 2 In practice, the amount by which CIV coders can reduce the integer deviation depends on the distribution of transition values. In many applications such as digital signal and image processing, input signals have a shared distribution characteristic. Therefore, an optimized CIV coder can reduce the integer value deviation of such input signals effectively. Fig. 7 illustrates the probability distribution of transition values for a set of 13 8-bit grayscale images provided by the USC-SIPI image database [28] . Since we focus on 4 bitwidth buses, the resulting distribution is shown for 4 LSBs and 4 MSBs of the 8-bit images. Fig. 7(a) is the distribution of transitions associated with 4 MSBs. It shows a highly correlated signal distribution which resembles the Gaussian distribution. Conversely, Fig. 7(b) , which is a distribution of transitions associated with 4 LSBs, somewhat resembles the uniform distribution. For each of these distributions, there exists an optimal combined coder. Since the number of available coders is not so large, we can search among all combined coders to find the optimal coder for each distribution. We have developed a framework that characterizes the error in the bus and determines the optimal coding using a brute-force search. Please note that, once the off-line brute-force search is executed, the architecture of the encoder and decoder are fixed. Thus, there is no run-time overhead.
V. CROSSTALK-AVOIDANCE-BASED INTEGER-VALUE ENCODING
Traditionally, Crosstalk-Avoidance Codings (CACs) are used to eliminate certain undesirable data patterns and thereby reduce the delay in the exact communication. The memoryless coding approaches use a fixed codebook to generate codewords based on the current input data. Different types of the memoryless CACs such as Forbidden Pattern Free (FPF) and Forbidden Transition free (FTF) have been proposed which offer delay reductions ranging from 44% to 65.5% [24] . However, CACs are very sensitive to errors and result in a high magnitude of error when they are used for approximate communication.
In the previous section, we have developed a coding scheme for the approximate communication by focusing on the minimum coder/decoder overhead. In the case of less stringent area constraints, a memoryless Crosstalk-Avoidance-based Integer-Value coding (CAIV) scheme can be employed to reduce the magnitude of the integer-value error in higher frequencies for approximate communication.
The general scheme of the proposed coding technique for a 4-bit bus structure is shown in Fig. 8 . As shown in this figure, given a 4-bit narrow bus structure, we employ a CAIV coder, C caiv , to code a 3-bit input data, X = x 2 x 1 x 0 . C caiv consists of an Inversion coder and a CA-based coder, i.e. C. Afterward, the received value,Ŷ , is decoded using a CAIV decoder, D caiv . It consists of a primary decoding stage, i.e. D p , a CA-based decoder, i.e. C −1 , and the Inversion. The primary decoding stage is used to map the received 4-bit values to a 4-bit data which contains only valid codewords. Later on, C −1 maps the output data of the primary decoder to a 3-bit data; finally, the corresponding Inversion is used. It is worth mentioning that the typical group shielding topology of 4 wires allows the design of coder/decoder with smaller overhead.
A. C AND C −1 OPTIMAL DESIGN Let S be the set of valid CAC codewords. Accordingly, for the set of all possible permutation of valid codewords combinations, there exists an optimal mapping such that the error magnitude is minimized. To achieve the optimum, the best mapping can be determined using a brute-force search. The coder, C, and decoder, C −1 , can then be realized using a synthesis tool. Of course, the optimal coder/decoder depends on the working frequency, the bus structure as well as the input data distribution. Considering a set of input data, e.g. images, an optimal mapping for the combinatorial distribution of a set can perfectly reduce the error magnitude for individual data in the set. This will be discussed further in experimental results.
B. D p CODE DESIGN
Let S opt be the set of 2 3 (3-bit input data) 4-bit valid codewords for optimal mapping and Y + j be a member of this set:
As a result of variations (including noise), the receiver may receive different possible erroneous values by sending a codeword, Y + , through the interconnect. The received value,Ŷ + , may not necessarily result in a valid CAC codeword. Here,
To minimize the error magnitude, the primary decoder,
For an arbitrary 3C-FPF codeword set:
S opt = {0000, 0001, 0011, 0110, 0111, 1100, 1110, 1111}, = 1100, then the value which has been sent through the interconnect, Y + , is: 0110 by the probability of 0.19, 1100 by the probability of 0.63, and 1110 by the probability of 0.18.
C. INVERSION-CODING
As it is discussed earlier in Sec. IV-B, Inversion-Coding uses the presence of spatial value locality in input data set. Therefore, the Inversion-Coding can be used to achieve an extra improvement for the CA-based coding technique. Please note that Swap-Coding is not applicable in the CA-based encoding context, because it may distort the valid codewords for CA-based coding.
VI. EXPERIMENTAL VALIDATION
The proposed Integer-Value coders are evaluated in this section. First, we briefly present the experimental environment setup. Second, we thoroughly assess the effectiveness of the CIV coding technique using different synthetic and real data scenarios. Next, we evaluate CAIV coding as an alternative to CIV. Finally, we present two case studies using image processing applications.
A. EXPERIMENTAL ENVIRONMENT
The circuit structure in Fig. 1 is used for the experiments. A 3 mm 8-bit-width global interconnect is divided into 8 segments and each segment is driven using a CMOS driver. The groups of 4 wires are shielded by paralleled VDD and GND wires. Thus, each 4-bit input signal is coded and decoded separately. The experiments are carried out on an interconnect in metal layer 4 with the width and spacing of 0.15 µm. The selection of the wire width, spacing, and layer usage is usually made by the designers in order to trade off delay, bandwidth, energy, and noise. We have chosen the standard values. The driver, which is an inverter, has the drive strength of α times of the minimum sized inverter (e.g., a ×6 driver uses an n-channel transistor width which is 6 times minimum channel width and a p-channel transistor width which is 12 times minimum channel width).
The simulation results are obtained using a commercial 65 nm technology node with the supply voltage ranging from default, 1.2 V, to low-power, 0.8 V, and ×6, ×16 and ×32 sized drivers. The SPICE-level simulation is carried out using Cadence Spectre circuit simulator. To account for noise effects, we run transient-noise simulation for 100 noiseruns and different clock frequencies. The signals are expected to traverse through the interconnect in one clock cycle 3 The results are reported for the 8 th segment of the interconnect.
B. CIV EFFICIENCY EVALUATION 1) EXPERIMENTAL EVALUATION USING SYNTHETIC DATA
The proposed encoding scheme is addressed in timing region R 0 based on two assumptions: First, two middle wires of worst-case transitions of ↓↑↓↑ and ↑↓↑↓ limit the performance of the interconnect, and second, the two middle wires do not necessarily violate the timing of the bus simultaneously. To validate the proposed arguments, Fig. 9 illustrates the probability of the received values for ↓↑↓↑ transition (10 to 5 transition) for 0.8 V and 1 V supply voltages, and ×16 and ×32 driver sizes in timing region R 0 . According to the results, the receiver receives either the exact value (in blue) or the erroneous values, which error occurs in one of the wires of 1 (in green) and 2 (in black) or both of them (in orange). For example, let us consider Fig. 9 (c) at a clock period of 0.785 ns, when the bus starts to produce the error. According to the results, the probability of happening error is very small. Consequently, the receiver either receives the exact integer value 5 or the erroneous value of 1 (error occurs in one of the middle wires, γ p s ). With a smaller clock period (higher frequency), the timing error can occur in both middle wires with a probability of p e −p s , as well as one of the middle wires with the probability of p s . Therefore, the receiver may receive 5, 1 or 7. Finally, at 0.76 ns, the probability of receiving the exact value is zero and the receiver may receive the erroneous values of 1, 7 or 3 with different probabilities. The systematic changes in the received values by clock period can be observed for different design choices. This systematic behavior guarantees the efficiency of the proposed coding techniques regardless of the design choices. Note that, the large value of γ p s or (1 − γ )p s in each case is due to the different rising and falling delays and the following misalignment effect. Furthermore, it can be noticed that the error distribution, e.g. at 1.22 ns Fig. 9(a) , cannot be explained using the traditional model; intrinsic misalignment of signals is responsible for that.
We evaluate the proposed Swap-Coding and Inversion-Coding across all possible transitions for a 4-bit-width bus for uniform and correlated input signals. 
a: UNIFORM DISTRIBUTION
We compare the conventional no-coding transfer of the signals with (8,1,2,4) Swap-Coding. As it is already mentioned in previous sections, we use (8,4,2,1) nomenclature in order to refer to the conventional transfer of the signals with no coding. Note that the proposed coders have been developed for the timing region R 0 and are optimal for this region. Thus, we focus on the analysis of the results in this timing region. The dashed lines in these figures separate the timing regions R 0 and R 1 approximately. Fig. 10(a) and (b) show the mean square of error in logarithmic scale, log 2 (MSE), vs clock period for different supply voltages and driver sizes. It is expected that the proposed coders maintain their effectiveness regardless of the design choices. According to the results in Fig. 10(a), (8,1,2,4 ) Swap-Coding can reduce the MSE by factor of 2 1.65 in clock period 2.05 ns and 2 4 in clock period 2.1 ns when compared with (8, 4, 2, 1) . Similarly, at 0.8 V, the proposed coder can reduce the MSE by factor of 2 2.13 in clock period 2.05 ns in Fig. 10(b) . Please note that MSE changes with the clock period, because as could be expected the number of the errors as well as the magnitude of the error are increased by faster data transmission.
b: GAUSSIAN DISTRIBUTION
We evaluate the proposed Inversion-Coding and the combined (8, 1, 2, 4) coding across all possible transitions for a 4-bit-width bus. Fig. 10(c) and (d) illustrate the comparison for a randomly generated Gaussian distributed input signal. We use the sample randomly generated Gaussian distribution in Fig. 4 as an input to evaluate the proposed Inversion-Coding. According to the results in Fig. 10(c) a drastic reduction of the MSE using the proposed (8,4, 2,1) Inversion-Coding and CIV coding of (8,1, 2,4) at typical voltage swing of 1.2 V can be achieved. In region R 0 , the optimal (8,1, 2,4) coding, outperforms other transmission methods. For example, in 2.1 ns data transfer can be accomplished with the MSE of about 2 −9 , 2 −24 and 2 −28 using (8,4,2,1), (8,4, 2,1) and (8,1, 2,4) , respectively. Restricted to a given constraint, e.g., MSE < 2 −5 , the data transmission can be accelerated by about 13%, operating in clock period of 1.85 ns, using the Inversion-Coding instead of conventional transmission of the signals in 2.1 ns in Fig. 10(c) . Obviously, the extent of the improvement depends on the applications constraints and probability distribution of the transmitted data. The results at low-power voltage swing of 0.8 V for different clock periods using ×16 driver size in Fig. 10(d) shows the superiority of the proposed techniques in comparison with conventional data transmission.
Since the proposed coders are developed considering the worst-case transitions, the extent of the improvement is lower in the case of smaller clock periods. In higher frequencies, other transitions start to produce the timing errors and therefore an optimal CIV coder based on the working frequency should be employed.
2) EXPERIMENTAL EVALUATION SENDING REAL-WORLD DATA
To evaluate the proposed coding techniques, we transfer two types of data through the 8-bit bus: images and sampled radio communication signals with different modulations. Each input data splits up to groups of 4-bit data. Each 4-bit data is coded using an optimal CIV encoder. The optimal coder is found employing our proposed framework based on the given constraints. Fig. 11 illustrates log 2 (MSE) versus the clock period for two 8-bit images, Lena and Cameraman from scikit-image database [29] and two 16-bit radio communication signals with two widely used modulations, CPFSK and QAM64 [30] . The results are obtained using ×6 driver and 1.2 V supply voltage. According to the results in Fig. 11(a)-(b) , our proposed coding scheme improves the quality of the received images regardless of the input image. For example, the proposed CIV encoder reduces the MSE by factor of 2 4.4 and 2 8 for a period of 1.9 ns for Lena and Cameraman, respectively. The extent of the accuracy improvement depends on the probability distribution of the input images. The CIV coder can effectively code the input signals in timing region R 1 as well as R 0 . The effectiveness of the CIV coding in the quality improvement of the non-image workloads, as well as higher bitwidth data, is evaluated in Fig. 11(c) and (d) . A similar quality improvement is observed as they compare with Fig. 11(a) and (b). For example, the proposed CIV encoder reduces the MSE by factor of 2 5.5 and 2 7 for a period of 1.9 ns for QAM64 and CPFSK modulations, respectively.
We compare the quality of the received images using CIV coding and the conventional transmission of signals at 1.2 V supply voltage and in 1.8 ns clock period. A 96×128 fraction of the original images are transferred through the bus. We use the Structural Similarity Index (SSIM) for measuring the image quality. The SSIM is a well-establish metric to quantify the visibility of errors between the distorted image and reference image. This metric is the complement to the traditional metrics like MSE. Fig. 12 illustrates the received images and the corresponding SSIMs. As it is shown the quality of the received CIV encoding images is remarkably higher than the received images using conventional data transmission.
a: ANALYSIS OF CIV FOR ENERGY-CONSTRAINED APPLICATIONS
In applications where the main concern is the energy-saving, supply voltage scaling is often used. The proposed coding scheme should maintain its efficiency for the low-power application using voltage scaling and different driver sizes. Fig. 13 illustrates the log 2 (MSE) versus clock period for Lena image at 0.8 V and 1 V supply voltages using ×16 and ×32 drivers. According to this figure, the proposed encoding technique is able to reduce the error for different design choices. Let us consider an example of a specific application that can tolerate the MSE < 2 −6 while transferring the Lena image through the bus with ×16 drivers. According to the results in Fig. 13 , the designer can trade the energy and/or performance for the tolerable deviation. Thus, one of the following alternatives using CIV coding can be chosen: (i) Clock period of 1.13 ns at voltage swing of 1 V, (ii) Clock period of 1.95 ns at voltage swing of 0.8 V. Considering the given constraint, the choices in which the bus can operate using the traditional approach is as follows: (i)Clock period 1.28 ns at voltage swing of 1 V, (ii) Clock period 2.15 ns at voltage swing of 0v8 V. Depending on the efficiency goal of the design, an alternative among the aforementioned choices can be picked. For example, using the voltage swing of 1 V, CIV encoding is 11.7% faster by operating in clock period of 1.13 ns, in comparison with (8,4,2,1), i.e., no coding, operating at 1.28 ns. Similarly, using 0.8 V voltage swing, CIV encoding is 9.3% faster by operating in a clock period of 1.95 ns, in comparison with (8,4,2,1) operating at 2.15 ns. In addition, using a voltage swing of 0.8 V results in 37% energy consumption reduction in comparison with a 1 V voltage swing. To find a suitable trade-off between the energy savings and the performance degradation, energy-delay product (EDP) should be studied. Fig. 14 shows log 2 (MSE) versus the EDP at different voltage swings for lena image for ×16 driver size. The proposed coding technique preserves its improvement for different voltage swings. For the desired EDP and the target application's quality, the design can be configured to work in a certain voltage swing. The filled and empty marks correspond to CIV and conventional data transmission, respectively. The line shows the pareto-set. For example, a specific application which is restricted to MSE < 2 −10 can solely operate using CIV coder at either 1 V or 0.8 V supply voltages.
b: CIV UNIVERSAL CODER EVALUATION
Based on the Integer-Value encoding framework discussed in Sec. IV-C, for the given constraints, such as supply voltage, frequency, and the input signal probability distribution, there is an optimal CIV encoder. The dependence of the optimal encoder in the input signal characteristics is undesirable. Thus, in order to assess the robustness of the proposed encoding technique, we study to employ a universal CIV encoder to code two different random images (Couple and Aerial) among a set of 13 8-bit grayscale images provided by USC-SIPI image database [28] . Fig. 7 illustrates the probability distribution of the transition values for this set of images. Using the proposed framework, we find an optimal CIV coder for each of the 4-bit input signal distributions of Fig. 7 (optimal universal coders). We apply the universal coders to two random images from the image set. Then, we compare the received images quality for the universal coder and optimal CIV coder for each image. FIGURE 15. log 2 (MSE ) versus clock period for 3 different images from a set of 13 8-bit grayscale images provided by USC-SIPI image database [28] : Couple (a), Aerial (b) at 1.2 V and using ×6 driver size. Fig. 15 illustrates the log 2 (MSE) versus the clock period for Couple and Aerial images at 1.2 V and using ×6 driver size. The results show a very small discrepancy between the universal coders in comparison with the optimal coders for each image, which is negligible in region R 0 . For example, in clock period 1.9 ns, using the universal coders (4 MSBs: (4, 1, 2, 8) and 4 LSBs: (4,1,2,8)) and CIV-optimal coders for each image result in MSEs which differ only by factor of 2 0.41 , 2 0.14 , 2 0.01 and 2 0 for Couple and Aerial images, respectively. The results show the robustness of the proposed coding approach to variation in the Probability Density Function (PDF) of the input signals. 
C. CAIV EFFICIENCY EVALUATION
In this subsection, we evaluate the proposed CA-based encoding technique (CAIV) by sending images. In this experiment, we develop the CAIV coding using the FPF valid codewords. We compare CAIV with the conventional transmission of signals as well as the area-optimized forbidden pattern free coder based on Fibonacci numbering [24] . We refer to this FPF mapping as FPF-STD. The codebook for FPF-STD is shown in Table 2 . We transfer 8-bit Lena and Cameraman images through the interconnect. The input data splits up to groups of 3-bit data (of course the last group is only 2-bit data). Each group is coded separately using the optimal CAIV coder. The simulation is carried out at 1.2 V supply voltage using a ×16 sized driver. Fig. 16 illustrates log2(MSE) versus clock period using CAIV, FPF-STD and Conventional techniques. According to this figure, the proposed CAIV coding outperforms Conventional and FPF-STD techniques. For example, in Fig. 16(a) and in a clock period of 0.65 ns, CAIV can improve the data transmission accuracy by about 2 18 and 2 10 times, respectively, as compared with conventional and FPF-STD techniques. Similarly, the CAIV coding can improve the MSE in range of 2 2.4 to 2 10 for different clock periods in comparison with FPF-STD when sending Cameraman through the interconnect. To ensure the comprehensive analysis of the proposed coding technique for approximate communication, we send the cameraman and Lena images (a 96×128 fraction of the original images is used) through the interconnect and compare the quality of the received images. To compare the resultant images, we use the structural similarity index (SSIM). Fig. 17 illustrates the received images using different techniques and the associated SSIM. As it is shown, the quality of the received images using the proposed coding is much higher than the other techniques. For example, SSIM is about 10% and 40% higher, respectively, when using the CAIV coder, as compared with the FPF-STD for Cameraman and Lena.
CAIV UNIVERSAL CODER EVALUATION
For the given constraints, such as supply voltage, frequency, and the input signal probability distribution, the optimal CAIV encoder may not be the same. As discussed earlier, the dependency of the optimal encoder, particularly in the input signals characteristics, is unfavorable. A universal coder should be able to code the set of input data effectively. A universal coder for the combination of 13 image distributions from the USC-SIPI image database [28] is used. We compare the results using the universal coder, CAIV-universal, and the optimal coders, CAIV-optimum, for Couple and Aerial images from the dataset. Fig. 18 shows the results for different clock periods. According to the results, there is a negligible discrepancy between the CAIV-universal coder and the CAIV-optimum. The discrepancy is, at most, no higher than 2 0.02 at 0.6 ns of couple image. 
D. CASE-STUDY 1) MOTION ESTIMATION APPLICATION: EGOMOTION
Egomotion estimation is a widely used technique that holds great significance for computer vision applications, robotics, augmented reality and visual simultaneous localization and mapping. In this case study, Scale-Invariant Feature Transform (SIFT)-based Egomotion estimation has been implemented as a reference application for interpreting scenes based on the extraction of distinctive image features.
The purpose of SIFT is to detect distinctive image keypoints and to generate a unique description, which can be used to identify features and objects in images independent of their size and orientation, i.e. scale-and rotation-invariant. The SIFT algorithm creates a scale space of the original image which is the consecutive Gaussian convolution of the original image with increasing standard deviation and downsampling of the resulting images. After the scale space is constructed, a Difference of Gaussian (DoG) is formed by subtracting adjacent images. It determines the approximate location and scale of the keypoints. In the next step, the algorithm refines the keypoints' location and assigns orientation to them. Finally, keypoints descriptor as a final representation of the image is generated. Using this representation, the features can be identified and keypoints of different images can be matched. A detailed description of the SIFT algorithm can be found in [31] .
In the next step, the keypoints are used by the Egomotion estimation. Egomotion provides a method to reconstruct the 3D scene and measure the movement of a stereo camera system from a sequence of images [32] . This algorithm is based on keypoint and feature matching. Brute-Force Matching is the basic keypoint matching method to find similar keypoints in different images. The feature descriptors extracted by SIFT from two images are compared one by one. Because the descriptor is rotation-invariant and normalized, further processing is not needed. The distance of two feature indicates the similarity between the two keypoints. Two feature vectors with the smallest distance are accepted as the most similar. To reduce false matchings, a position check is used to filter out impossible keypoint pairs, whose vertical differences are too large to be reasonable for a stereo camera scene.
The goal of the case study is to assess the applicability of the proposed coding scheme in a real application. We transmit images of the stereo camera system from the KITTI dataset [33] to a horizontal SIMD vector processor to execute the Egomotion estimation. To decouple the performance of the SIMD coprocessor from the main MIPS CPU, the coprocessor resides in an own clock domain. The images are transferred at a supply voltage of 1.2 V and using: (i) CIV coding technique at clock periods of 1.7 ns, 1.8 ns and 1.9 ns, (ii) Conventional data transmission (No-Code) at clock periods of 1.7 ns, 1.8 ns and 1.9 ns, (iii) and Exact/Ideal data transmission at clock period of 2.2 ns. After applying the Egomotion estimation on the received images, we compare the results using the quantitative quality metrics of the rotation angle mean absolute error, R MAE , and the translation velocity mean relative error, T MRE :
where N is the number of frames of the evaluated video sequence, r = (r x , r y , r z ) the angular rotation rate per frame around the vehicle axes, and v = (v x , v y , v z ) the translation velocity along the vehicle axes. Although these metrics do not necessarily reflect subjective perception, quantitative measures are required for a quick and automated evaluation of the impact of approximate and stochastic mechanisms on the application. we calculate the results using the corresponding Global Positioning System (GPS) data as reference. In this experiment, for each clock period, the optimal CIV coder is deployed.
According to the results in Table 3 , the proposed encoding scheme reduces the error in both metrics. For example, TABLE 3. SIFT-based motion estimation quality for stochastic data transmission using CIV and no-code in comparison with the exact/ideal data transmission. R MAE is improved by more than 20% in a clock period of 1.7 ns using CIV coding in comparison with conventional data transmission which is a considerable improvement in the performance of the Egomotion estimation. The similar improvements are observed using CIV coding while T MRE is considered. Besides, the conventional data transmission results in invalid frames for which keypoint matching is not possible, for clock periods of 1.7 ns and 1.8 ns. Hence, it significantly reduces the estimation accuracy.
2) SOBEL EDGE DETECTION ALGORITHM
In this case study, we use a two-step image processing algorithm. In the first step, the input images are filtered with the average filtering using a 3 × 3 square kernel. In the second step, the result of the average filtering is fed to the Sobel filter, which particularly is an edge detection algorithm, to do the edge detection. Table 4 compares the quality of the filtered images using SSIM for CAIV, FPF-STD, and Conventional methods. The results are tabulated for different clock periods for Lena and Cameraman images. As can be seen, CAIV outperforms the other techniques and maintains the quality of the received images by over 91% in all the clock periods. CAIV degrades the quality in comparison with FPF-STD by only 0.3% in a clock period of 0.6 ns. Fig. 19 depicts the comparison of the original filtered Cameraman and Lena images with the CAIV, FPF-STD and conventional technique in a period of 0.55 ns at 1.2 V supply voltage. As it is shown in this figure, the edge detection operator is able to detect the edges better using CAIV in comparison with the other methods.
VII. CONCLUSION
In this paper, we present two classes of encoding techniques to reduce the integer-value error of the transmitted signals in the parallel buses. First, targeting the area-constrained applications, we propose an integer-value coding based on the swap and inversion of the input signals. The optimal combination of swap and inversion coding is found using the proposed exhaustive search framework. Second, intended for applications with looser area constraints, we also propose a CA-based coding. The optimal mapping of the data words and codewords leads to the minimum error magnitude. We use a primary decoder to map non-codeword received values to the associated valid codewords. Moreover, we employ the inversion of the selective signals to leverage the spatial value locality of the input data. We carry out a thorough experimental evaluation to show the performance of the proposed coders. The proposed CIV coder demonstrates great capability in reducing the mean square of the error magnitude for different workloads and bus structures. For example, transmission of the Lena image using the CIV coding at supply voltage of 1.2 V and driver strength of ×6 results in MSEs which are from 2 4 to 2 12 times smaller than the conventional transmission for different frequencies. Similarly, proposed CAIV coding reduces the MSE by up to 2 10 times in comparison with conventional data transmission. Moreover, we carry out two case studies using motion estimation and Sobel edge detection algorithms to evaluate the proposed codings in real applications.
