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By using symbolic computation, we apply the Exp-functionmethod to construct new kinds
of solutions of (2+ 1)-dimensional variable coefficient Broer–Kaup system. We show that
the Exp-function method provides a powerful mathematical tool for solving nonlinear
evolution equations in mathematical physics.
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1. Introduction
Considerable attention has been directed towards exact solitary solutions for nonlinear equations. Many new approaches
with advantages, on the one hand, and disadvantages, on the other hand, have been suggested to solve various nonlinear
equations. Among these methods are the variational iteration method [1–3], the homotopy perturbation method [4–9], the
tanh-method [10], the sinh-method [11], the homogeneous balancemethod [12], the F-expansionmethod [13], the extended
Fan’s sub-equation method [14], and some more. A complete review is available in [15].
The basic idea of the exp-function was proposed in J.H. He’s monograph [16]. It should be especially pointed out that
it is Zhu who first applied the method to differential–difference equations (DDEs) [17,18]. Applications of the method
can be found in Refs. [19–25]. In this article, we study the following well-known (2 + 1)-dimensional variable coefficient
Broer–Kaup (VCBK) system{
ψty − β(t)(ψxxy − 2(ψ ψx)y − 2ϕxx) = 0,
ϕt + β(t)(ϕxx + 2(ψϕ)x) = 0, (1)
where β(t) is an arbitrary function of time t . It is clear that when β(t) = constant , the VCBK system will be degenerated
to the celebrated (2+1)-dimensional Broer–Kaup system (BK) [26], which may be derived from inner parameter dependent
symmetry constraint of Kadomtsev–Petviashvili model [27]. When y = x the (2+1)-dimensional BK systemwill be reduced
further to the usual (1+1)-dimensional BK system, which can be used to describe the propagation of long waves in shallow
water [28]. Using some suitable dependent and independent variable transformations, Chen and Li [29] proved that the
(2+1)-dimensional BK system can be transformed to the (2+1)-dimensional dispersive long wave equation (DLWE) [30]
and (2+1)-dimensional Ablowitz–Kaup–Newell–Segur system (AKNS) [31].
2. A review of the Exp-function method
We consider a general nonlinear partial differential equation as follows
N(χ, χx, χy, χz, χt , χxx, χyy, χzz, χxy, χxt , χyt , . . .) = 0. (2)
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Using the transformation
η = a x+ b y+ c z + d t + ϕ,
where a, b, c , and d are constants, (2) can be rewritten as the following nonlinear ordinary differential equation
M(χ, χ ′, χ ′′, χ ′′′, . . .) = 0, (3)
where the prime denotes differentiation with respect to η.
According to the Exp-function method [19], we assume that the traveling wave solution can be expressed in the form
below
χ(η) =
d∑
n=−c
an exp(nη)
g∑
m=−f
bm exp(mη)
, (4)
where c , d, f , and g are positive integers which may be chosen freely; an and bm are unknown constants to be determined.
Eq. (4) can be rewritten in an alternative form [20] as follows
χ(η) = ac exp(cη)+ · · · + a−d exp(−dη)
bf exp(f η)+ · · · + b−g exp(−gη) . (5)
In order to determine the values of c and f , we balance the linear term of the highest order in (3) with the highest order
nonlinearity. Similarly, to determine the values of d and g , we balance the linear term of the lowest order in (3) with the
lowest order nonlinear term. To illustrate themethod, we discuss its application to the (2+1)-dimensional VCBK system (1).
3. Using Exp-function method to solve the (2+ 1)-dimensional VCBK system
We define a transformation for (1), in order to solve (2 + 1)-dimensional VCBK system. Let ϕ = ψy. Substituting the
transformation into (1) yields
ψty + β(t)(ψxxy + 2(ψyψ)x) = 0. (6)
To find a solitary wave solution of (6), we use the following transformation,
ψ = u(η), η = kx+ ly+
∫
τ(t)dt, (7)
where k, l are constants and τ(t) is an integrable function of time t to be determined later. Therefore by (6) we have
τ(t) u′′ + β(t) (k2 u′′′ + 2 k (u u′)′) = 0, (8)
where the prime denotes differentiation with respect to η.
It is apparent by (5), and the homogeneous balance principle, that c = f and g = d.
In the following subsections, we consider some arbitrary values for parameters f , c, d, and g . For all cases, we show that
analytical solutions of (8) can be obtained.
3.1. Solution based on f = c = 1 and d = g = 1
We can freely choose the values of c and d, but we know that the final solution does not strongly depend on the choice
of values of c and d [19,20]. For simplicity, we set f = c = 1 and d = g = 1, then by trial function (5) we have
u(η) = a1 exp(η)+ a0 + a−1 exp(−η)
b1 exp(η)+ b0 + b−1 exp(−η) . (9)
Substituting (9) into (8), and by the help ofMaple, clearing the denominator and setting the coefficients of power terms like
exp(jη), j = 0, 1, 2, . . . , to zero we get a system of algebraic equations. By solving this system we have the following cases.
Case 1. For the case one we have the following solution for our system of algebraic equations.
τ(t) = 2kβ(t)(b1k− a1)
b1
, a0 = 0, b0 = 0, b−1 = b−1, β(t) = β(t),
a−1 = −b−1 (2b1k− a1)b1 , a1 = a1, b1 = b1, k = k, l = l. (10)
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By (10) and (9) and using (7) the following generalized solitonary solution is obtained.
u = a1 exp(kx+ ly+
∫ 2kβ(t)(b1k−a1)
b1
dt)− b−1 (2b1k−a1)b1 exp(−kx− ly−
∫ 2kβ(t)(b1k−a1)
b1
dt)
b1 exp(kx+ ly+
∫ 2kβ(t)(b1k−a1)
b1
dt)+ b−1 exp(−kx− ly−
∫ 2kβ(t)(b1k−a1)
b1
dt)
, (11)
where a1, b1 and b−1 are free parameters.
If we set b1 = −b−1 in (11), we obtain the new solution
ψ(x, y, t) = k
(
coth
[
kx+ ly+
∫
2kβ(t)(b−1k+ a1)
b−1
dt
]
− 1
)
− a1
b−1
,
and by the fact that ϕ = ψy we get
ϕ(x, y, t) = −k l csch2
[
kx+ ly+
∫
2kβ(t)(b−1k+ a1)
b−1
dt
]
.
If we set b1 = b−1, by (11) we get another new solution
ψ(x, y, t) = k
(
tanh
[
kx+ ly+
∫
2kβ(t)(b−1k− a1)
b−1
dt
]
− 1
)
+ a1
b−1
,
and in the light of ϕ = ψy we have
ϕ(x, y, t) = k l sech2
[
kx+ ly+
∫
2kβ(t)(b−1k− a1)
b−1
dt
]
.
Case 2. For the case two we consider another solution of the system of algebraic equations as follows
a1 = b1
(
k2β(t)− τ(t))
2 kβ(t)
, a−1 = 0, b−1 = 0, l = l, β(t) = β(t),
a0 = −b0
(
k2β(t)+ τ(t))
2 kβ(t)
, b1 = b1, b0 = b0, k = k τ(t) = τ(t). (12)
By (12) and (9) and using (7) we obtain the following new exact solution
u =
b1(k2β(t)−τ(t))
2 kβ(t) exp(η)−
b0(k2β(t)+τ(t))
2 kβ(t)
b1 exp(η)+ b0 , (13)
where b1 and b0 are free parameters. If we set b1 = 2b0, by (13) we have
u(η) = k
2
− τ(t)
2kβ(t)
− k
1+ 2(sin(η)+ cos(η)) ,
where η = k x+ l y+ ∫ τ(t)dt .
3.2. Solution based on f = c = 2 and d = g = 2
As mentioned before in Section 3.1 the values of c and d can be chosen freely. Now we set f = c = 2 and d = g = 2,
therefore the trial function (5) yields to
u(η) = a2 exp(2η)+ a1 exp(η)+ a0 + a−1 exp(−η)+ a−2 exp(−2η)
b2 exp(2η)+ b1 exp(η)+ b0 + b−1 exp(−η)+ b−2 exp(−2η) . (14)
There are some free parameters in (14). For simplicity, we set b−1 = b1 = 0, therefore the trial function (14) is simplified
as follows
u(η) = a2 exp(2η)+ a1 exp(η)+ a0 + a−1 exp(−η)+ a−2 exp(−2 η)
b2 exp(2η)+ b0 + b−2 exp(−2η) . (15)
By the same approach we used in Section 3.1 we get the following generalized solitonary solutions. The first one is
u(η) = b
2
2 k
2
(
k2β(t)− τ(t)) exp(2η)+ 2 a1 b2 k3β(t) exp(η)+ a21 (τ(t)+ k2β(t))
2 kβ(t)
(
k2 b22 exp(2η)− a21
) ,
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where η = kx+ ly+ ∫ τ(t)dt , and a1 and b2 are free parameters, and the second one is
u(η) =
a−2 exp(−2η)+
√
k2
(
−b0 +
√
b20 − 4b2
)
√
2
exp(−η)+ 1
2
(
(k+ 2a−2)b0 − k
√
b20 − 4b2
)
+ exp(2η) (k+ a−2) b2 −
√
2 exp(η)k2b2√
k2
(
−b0 +
√
b20 − 4b2
)

{
exp(−2η)+ b0 + b2 exp(2η)
}−1
, (16)
where
η = kx+ ly− k(k+ 2a−2)
∫
β(t)dt
and b0, b2 and a−2 are free parameters. If we choose b0 = −2, b2 = 1 and a−2 = k in (16), we have
u(η) = 1
2
(3k+ k coth[η] − |k|csch[η]) ,
where
η = kx+ ly− 3 k2
∫
β(t)dt.
And if we set b0 = 2, b2 = 1 and a−2 = k, we have
u(η) = 1
2
(√
−k2 sech[η] + k(3+ tanh[η])
)
.
3.3. Solution based on f = c = 2 and d = g = 1
We consider the case f = c = 2 and d = g = 1. Hence, (5) can be expressed as
u(η) = a2 exp(2η)+ a1 exp(η)+ a0 + a−1 exp(−η)
b2 exp(2η)+ b1 exp(η)+ b0 + b−1 exp(−η) . (17)
There are some free parameters in (17). We set b2 = 1. By the same method we used so far, we get the following
a1 = 12
(
−kb1 + 2a2b1 +
√
−4k2b0 + k2b21
)
, a0 = −kb0 + a2b0, a−1 = 0,
a2 = a2, b−1 = 0, b1 = b1, b0 = b0, τ (t) = kβ(t) (k− 2a2) (18)
Substituting (18) into (17) yields the following solution
u(η) =
a2 exp(2η)− kb0 + a2b0 + 12 exp(η)
(
−kb1 + 2a2b1 +
√
−4k2b0 + k2b21
)
exp(2η)+ b1 exp(η)+ b0 , (19)
where
η = kx+ ly+ k (k− 2a2)
∫
β(t)dt
and b0, b1, a2 are free parameters.
For simplicity we choose b0 = 1, b1 = 1 and a2 = −1. So we have
u(η) = 1
2
(−2− k)+
√
3
√−k2
2(1+ 2 cosh[η]) +
k sinh[η]
1+ 2 cosh[η] ,
where
η = kx+ ly+ k (k+ 2)
∫
β(t)dt.
And if we set b0 = −1, b1 = −1 and a2 = −1, we have
u(η) = 2+ k+
√
5|k| + 2k cosh[η] − 2(2+ k) sinh[η]
−2+ 4 sinh[η] .
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3.4. Solution based on f = c = 3 and d = g = 1
For the case f = c = 3, d = g = 1, (5) can be expressed as
v(η) = a3 exp(3η)+ a2 exp(2η)+ a1 exp(η)+ a0 + a−1 exp(−η)
b3 exp(3η)+ b2 exp(2η)+ b1 exp(η)+ b0 + b−1 exp(−η) . (20)
One can easily see that
v(η) = a3 exp(2η)+ a2 exp(η)+ a1 + a0 exp(−η)+ a−1 exp(−2η)
b3 exp(2η)+ b2 exp(η)+ b1 + b0 exp(−η)+ b−1 exp(−2η) , (21)
which is similar to (14). That means the case is being discussed here is equivalent to the case in Section 3.2.
4. Conclusions
In this study, we applied the Exp-function method to the (2 + 1)-dimensional variable coefficient Broer–Kaup system
using symbolic computation in order to find some new types of solitary solutions. This procedure is very simple, and the
obtained solutions are very concise.
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