Am I Done? Predicting Action Progress in Videos by Becattini, Federico et al.
Am I done? Predicting Action Progress in Video
Federico Becattini1, Tiberio Uricchio1, Lorenzo Seidenari1,
Alberto Del Bimbo1, and Lamberto Ballan2
1 Media Integration and Communication Center, Univ. of Florence, Italy
2 Department of Mathematics “Tullio Levi-Civita”, Univ. of Padova, Italy
Abstract. In this paper we introduce the problem of predicting action
progress in videos. We argue that this is an extremely important task
because, on the one hand, it can be valuable for a wide range of applica-
tions and, on the other hand, it facilitates better action detection results.
To this end we introduce a novel approach, named ProgressNet, capable
of predicting when an action takes place in a video, where it is located
within the frames, and how far it has progressed during its execution.
Motivated by the recent success obtained from the interaction of Convo-
lutional and Recurrent Neural Networks, our model is based on a combi-
nation of the Faster R-CNN framework, to make framewise predictions,
and LSTM networks, to estimate action progress through time. After in-
troducing two evaluation protocols for the task at hand, we demonstrate
the capability of our model to effectively predict action progress on the
UCF-101 and J-HMDB datasets. Additionally, we show that exploiting
action progress it is also possible to improve spatio-temporal localization.
1 Introduction
Humans are not only able to recognize actions and activities, but also they
can understand how far an action has progressed and make important decisions
based on this information. From simple choices, like crossing the street when cars
have passed, to more complex activities like intercepting the ball in a basketball
game, an intelligent agent has to recognize and understand how far an action
has advanced at an early stage, based only on what it has seen so far. If an agent
has to act to assist humans, it can not wait for the end of the action to perform
the visual processing and act accordingly (Fig. 1 shows an example sequence for
this phenomena). Therefore, the ultimate goal of action understanding should be
the development of an agent equipped with a fully functional perception action
loop, from predicting an action before it happens, to following its progress until it
ends. This is supported also by experiments in psychology showing that humans
continuously understand the actions of others in order to plan their goals [1].
Consequently, a model that is able to forecast action progress would enable new
applications in robotics (e.g. human-robot interaction, realtime goal definition)
and autonomous driving (e.g. avoid road accidents).
Broadly speaking, our work falls into the area of predictive vision, an emerg-
ing field which is gaining much interest in the recent years. Several approaches
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Fig. 1. Why is action progress prediction important? This example sequence from
“Young Frankenstein” movie shows that in most interactive scenarios it is really neces-
sary to be able to accurately predict action progress and react accordingly. Note: you
can watch the sequence on https: // goo. gl/ muYbCb .
have been proposed to perform prediction of the near future, be that of a learned
representation [2,3], a video frame [4,5], or directly the action that is going to
happen [6]. However, we believe that fully solving action understanding requires
not only to predict the future outcome of an action, but also to understand what
has been observed so far in the progress of an action. As a result, in this paper
we introduce the novel task of predicting action progress, i.e. the prediction of
how far an action has advanced during its execution. In other words, considering
a partial observation of some human action, in addition to understanding what
action and where it is happening, we want to infer how long this action has been
executed for with respect to its duration. As a simple example of application,
let us consider the use case of a social robot trained to interact with humans.
The correct behaviour to respond to a handshake would be to anticipate, with
the right timing, the arm motion, so as to avoid a socially awkward moment in
which the person is left hanging. This kind of task cannot be solved unless the
progress of the action is estimated accurately.
Some closely related problems have been recently addressed by the computer
vision community. First of all, predicting action progress is conceptually differ-
ent from action recognition and detection [7,8,9], where the focus is on finding
where the action occurred in time and space. Action completion [10,11,12,9] is
indeed a related task, where the goal is to predict when an action can be clas-
sified as complete to improve temporal boundaries and the classifier accuracy
on incomplete sequences. However, this is easier than predicting action progress
because it does not require to predict the partial progress of an action. Action
progress prediction is an extremely challenging task since, to be of maximum
utility, the prediction should be made online while observing the video. While a
thick crop of literature addresses action detection and spatio-temporal localiza-
tion [13,14,8,15,16,17,18,19], predicting action progress is more closely related
to online action detection [20,21,22,23]. Here the goal is to accurately detect,
as soon as possible, when an action has started and when it has finished, but
they do not have a model to estimate the progress. While advancements in deep
learning [24,25] have largely improved performance for action classification and
localization, these are still unsolved problems. We hypothesize that a model for
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action progress would be forced to embed further knowledge of the rich dynamics
of videos, thus improving the temporal understanding of actions.
In this paper we propose ProgressNet, the first method able to predict ac-
tion progress using a supervised recurrent neural network fed with convolutional
features, and make three primary contributions:
– We define the new task of action progress prediction, which we believe is
a fundamental problem in developing intelligent planning agents. We also
design and present an experimental protocol to assess performance.
– Our approach is holistic and it is capable of predicting action progress while
performing spatio-temporal action detection. Moreover, ProgressNet is gen-
eral and it can be natural fitted into any online model.
– There is a direct benefit in being able to accurately predict action progress.
We show that this leads to improvements in spatio-temporal action detection
on untrimmed video benchmarks such as UCF-101.
2 Related Work
Human action understanding has been traditionally framed as a classification
task, and it has been addressed with a plethora of methods [26,27]. However, in
the recent years several works have emerged aiming at a more precise semantic
annotation of videos, namely action localization, completion and prediction.
Frame level action localization has been tackled extending state-of-the art ob-
ject detection approaches [28] to the spatio-temporal domain. A common strat-
egy is to start from object proposals and then perform object detection over
RGB and optical flow features using convolutional neural networks [7,18,29].
Gkioxari et al. generate action proposals by filtering Selective Search boxes with
motion saliency, and fuse motion and temporal decision using an SVM [7]. More
recent approaches, devised end-to-end tunable architectures integrating region
proposal networks in their model [18,29,30,31,19,15,22,9,16]. As discussed in [29],
most action detection works do not deal with untrimmed sequences and do not
generate action tubes. To overcome this limitation, Saha et al. [29] propose an
energy maximization algorithm to link detections obtained with their framewise
detection pipeline. Another way of exploiting the temporal constraint is to ad-
dress action detection in videos as a tracking problem, learning action trackers
from data [14]. To allow online action detection, Singh et al. [22] adapted the
Single Shot Multibox Detector [32] to regress and classify action detection boxes
in each frame. Then, tubes are constructed in real time via an incremental greedy
matching algorithm.
Approaches concentrating in providing starting and ending timestamps of
actions have been proposed [13,8,33,30]. Heilbron et al. [33] have recently pro-
posed a very fast approach to generate temporal action proposals based on sparse
dictionary learning. Yeung et al. [8] looked at the problem of temporal action de-
tection as joint action prediction and iterative boundary refinement by training
a RNN agent with reinforcement learning. In Shou et al. [30] a 3D convolutional
neural network is stacked with Convolutional-De-Convolutional filters in order
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to abstract semantics and predict actions at the frame-level granularity. They
report an improved performance in action detection frame-by-frame, allowing
a more precise localization of temporal boundaries. A distinct line of research
considers explicitly the temporal dimension [15,19] either using 3D ConvNets on
tubes [15] or exploiting multiple frames to generate a tube [19]. Zhao et al. [9]
introduces an explicit modelization of starting, intermediate and ending phases
via structured temporal pyramid pooling for action localization. They show that
this assumption helps to infer the completeness of the proposals. However, all
these methods do not understand and predict the progress of actions, but only
the starting and ending points. Differently from them, we explicitly model and
predict action progress with which we are able to significantly improve temporal
action detection.
Orthogonal approaches to ours, that implicitly model action progress cues
can be found in action anticipation [34,35,21,20] and completion [10,11,12,9,36].
The former aims at predicting actions before they start or as soon as possible
after their beginning, the latter instead binarizes the problem by predicting if
an ongoing action is finished or not. Early event detection was first proposed by
Hoai et al. [20]. In [20], a method based on Structured Output SVM is proposed
to perform early detection of video events. To this end, they introduce a score
function of class confidences that has a higher value on partially observed actions.
In [23], the same task is tackled using a very fast deep network. Interestingly,
the authors noted that the predictability of an action can be very different, from
instantly to lately predictable. In [34] an LSTM is used to obtain a temporally
increasing confidence to discriminate between similar actions in early stages
while Aliakbarian et al. [35] combine action and context aware features to make
predictions when a very small percentage of the action is observed. In [10] RGB-
D data is used to discriminate between complete and incomplete actions and
[36] tries to detect missing sub activities to timely remind them to the user.
Finally, the growing area of predictive vision [5,2,37,4] is also related to action
progress prediction. Given an observed video, the goal is to obtain some kind of
prediction of its near future. Vondrick et al. [2] predict a learned representation
and a semantic interpretation, while subsequent works predict the entire video
frame [4,5]. All these tasks are complementary to predicting action progress
since, instead of analyzing the progress of an action, they focus on predicting
the aftermath of an action based on some preliminary observations.
3 Predicting Action Progress
In addition to categorizing actions (action classification), identifying their bound-
aries spanning through the video (action detection) and localizing the area where
they are taking place within the frames (action localization), our goal is to learn
to predict the progress of an ongoing action. We refer to this task as action
progress prediction. Additionally, we show that being able to predict to what
point the action has advanced leads to improvements in spatio-temporal tubes
detection by refining their temporal boundaries.
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Fig. 2. Proposed Architecture. On the left (highlighted in orange), we show the clas-
sification and localization data flows for tube generation. On the right (highlighted in
yellow), our ProgressNet. Region (ROI FC6) and Contextual features (SPP FC6) from
the last convolutional map are concatenated and then fed to a Fully Connected layer
(FC7). Two cascaded LSTMs perform action progress prediction.
3.1 Problem definition
Given a video v = {f1 . . . fN} composed of N frames fi, an action can be repre-
sented as a sequence of bounding boxes spanning from a starting frame fS to an
ending frame fE , and enclosing the subject performing the action. This forms
what in literature is usually referred to as action tube [7,29]. Given a frame fi
within a tube in [tS , tE ], the action progress can be interpreted as the fraction
of the action that has already passed. Therefore, for each box in a tube at time
ti, we define the target action progress as:
pi =
ti − tS
tE − tS ∈ [0, 1], (1)
to be predicted online, frame-by-frame, by only observing the past frames of
the tubes from tS to ti. A similar linear modeling of action evolution has been
previously used in action anticipation [35] with encouraging results. Although
simple, a key advantage of this definition is that it does not require to define
any prior information regarding the structure or subparts of an action, making
it applicable to a large set of actions. As a result, we can learn predictive models
from any dataset containing spatio-temporal boundary annotations. This means
that the task of action progress does not require to collect additional annotations
for existing datasets, since the action progress values can be directly inferred from
the temporal annotations. This is a major strength, also considering the intrinsic
difficulty of annotating action temporal boundaries [38]. In the experimental
section, we will show that our model is tested on different datasets containing
real world actions, proving that the definition is reasonable in many cases.
3.2 Model Architecture
The whole architecture of our method is shown in Fig. 2, highlighting the first
branch dedicated to action classification and localization, and the second branch
which predicts action progress. We believe that sequence modelling can have a
huge impact on solving the task at hand, since time is a signal that carries a
highly informative content. Therefore, we treat videos as ordered sequences and
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propose a temporal model that encodes the action progress with a Recurrent
Neural Network. In particular we use a model with two stacked Long Short-Term
Memory layers (LSTM), with 64 and 32 hidden units respectively, plus a final
fully connected layer with a sigmoid activation to predict action progress. Since
actions can be also seen as transformations on the environment [37], we feed the
LSTMs with a feature representing regions and their context. We concatenate
a contextual feature, computed by spatial pyramid pooling (SPP) of the whole
frame [39], with a region feature extracted with ROI Pooling [28]. The two
representations are blended with a fully connected layer (FC7). The usage of a
SPP layer allows us to encode contextual information for arbitrarily-sized images.
We named this model ProgressNet.
Our model emits a prediction pi ∈ [0, 1] at each time step i in an online
fashion, with the LSTMs attention windows that keep track of the whole past
history, i.e. from the beginning of the tube of interest until the current time
step. We rely on an action detector [29,22] to obtain scored boxes at each frame.
Such frame-wise action detectors are derived from object detector frameworks
and fine-tuned on action bounding boxes. Features are extracted from the last
convolutional feature map of such models by re-projecting each linked box onto
it. Each tube is evaluated online independently in parallel.
We use ReLU non linearities after every fully connected layer, and dropout
to moderate overfitting. Our approach is online and does not require complete
tubes to perform predictions at test time. The only requirement of ProgressNet
is to obtain a sequence of linked bounding boxes forming the tube. Both online
and offline solutions to this problem have been proposed [29,22]. It has also to
be noticed that ProgressNet adds a computational footprint of about 1ms per
frame on a TITAN X Maxwell GPU, making it feasible to work in real time.
Tube Refinement. Given an action tube, composed of boxes Bi we predict the
sequence of progress values p̂i for each box and compute its first order temporal
derivative p̂ ′i . We trim the tube if p̂
′
i ≤ δ and p̂i ≤ µs or p̂ ′i ≤ δ and p̂i ≥ µe
where δ is used to find when the derivative comes close to zero (i.e. the action is
not progressing) and µs and µe ensure that the action is about to begin or has
reached a sufficiently far point in its execution. We use δ = 0.05, µs = 0.1 and
µe = 0.8, which have proven to be suitable by cross validation.
3.3 Learning
We initialize the spatio-temporal localization branch of our network, highlighted
in orange in Fig. 2, using a pre-trained action detector such as [29,22] while
the remaining layers are learned from scratch. To train our ProgressNet we use
positive ground truth tubes as training samples.
To avoid overfitting the network, we apply the two following augmentation
strategies. First, for every tube we randomly pick a starting point and a duration,
so as to generate a shorter or equal tube (keeping the same ground truth progress
values in the chosen interval). For instance, if the picked starting point is at the
middle of the video and the duration is half the video length, the corresponding
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Fig. 3. Comparison between the L2 (left) and the Boundary Observant (right) loss
functions. Predicted values and ground truth targets are on the two axes. It can be seen
that the Boundary Observant loss is stricter against errors on the action boundaries.
ground truth progress targets would be the values in the interval [0.5, 1.0]. This
also forces the model to not assume 0 as starting progress value. Second, for every
tube we generate a subsampled version, reducing the frame rate by a random
factor uniformly distributed in [1, 10]. This second strategy helps in generalizing
with respect to the speed of execution of different instances of the same action
class.
Action progress is defined using Eq. 1. Since one of our goals is to improve
action boundaries, we encourage the network to be more precise on the temporal
boundaries of an action by using our Boundary Observant loss:
L =
1
N
N∑
i
{[
(pi − 0.5)2 + (p̂i − 0.5)2
] |pi − p̂i|} (2)
where p̂i and pi are the predicted progress and the correspondent ground truth
value, respectively. Compared to a standard L2 loss for regression, the Boundary
Observant loss penalizes errors on the action boundaries more than in intermedi-
ate parts, since we want to precisely identify when the action starts and ends. At
the same time, it avoids the trivial solution of always predicting the intermediate
value p̂ = 0.5. Fig. 3 shows the difference between the two loss functions, where
predicted values are on the x axis and desired values on the y axis. Note from
Eq. 1 that in action progress prediction only values in [0, 1] can be expected.
We initialize all layers of ProgressNet with the Xavier [40] method and employ
the Adam [41] optimizer with a learning rate of 10−4. We use dropout with a
probability of 0.5 on the fully connected layers.
4 Experiments
In this section we show results on action progress prediction for spatio-temporal
tubes and propose two evaluation protocols. Since this is a novel task we intro-
duce some simple baselines and show the benefits of our approach. To further
underline the importance of predicting action progress, we exploit our predictions
to refine precomputed action tubes and improve their temporal localization.
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We experiment on the J-HMDB [42] and UCF-101 [43] datasets. J-HMDB
consists of 21 action classes and 928 videos, annotated with body joints from
which spatial boxes can be inferred. All the videos are temporally trimmed and
contain only one action. We use this dataset to benchmark action progress predic-
tion. UCF-101 contains 24 classes annotated for spatio-temporal action localiza-
tion. It is a more challenging dataset because actions are temporally untrimmed
and there can be more than one action of the same class per video. Moreover,
it contains video sequences with large variation in appearance, scale and illu-
mination. We use this dataset to predict action progress but also to measure
the improvement in action localization. In order to be comparable with previous
spatio-temporal action localization works, we adopt the same split of UCF-101
used in [14,18,29,44]. Note that larger datasets such as THUMOS [45] and Ac-
tivityNet [46] do not provide bounding box annotations, and therefore can not
be used in our setting.
4.1 Evaluation protocol and Metrics
In order to evaluate the task of action progress prediction, we introduce two
evaluation protocols along with standard Video-AP for spatio-temporal local-
ization.
Framewise Mean Squared Error. This metric tells how well the model behaves at
predicting action progress when the spatio-temporal coordinates of the actions
are known. Test data is evaluated frame by frame by taking the predictions p̂i
on the ground truth boxes Bi and comparing them with action progress targets
pi. We compute mean squared error MSE = ||p̂i− pi||2 across each class. Being
computed on ground truth boxes, this metric assumes perfect detections and
thus disregards the action detection task, only evaluating how well progress
prediction works.
Average Progress Precision. Average Progress Precision (APP) is identical to
framewise Average Precision (Frame-AP) [7] with the difference that true pos-
itives must have a progress that lays within a margin from the ground truth
target. Frame-AP measures the area under the precision-recall curve for the de-
tections in each frame. A detection is considered a hit if its Intersection over
Union (IoU) with the ground truth is bigger than a threshold τ and the class
label is correct. In our case, we fix τ = 0.5 and evaluate the results at differ-
ent progress margins m in [0, 1]. A predicted bounding box B̂i is matched with
a ground truth box Bi and considered a true positive when Bi has not been
already matched and the following conditions are met:
IoU(B̂i, Bi) ≥ τ, |p̂i − pi| ≤ m (3)
where p̂i is the predicted progress, pi is the ground truth progress and m is
the progress margin. We compute Average Progress Precision for each class and
report a mean (mAPP) value for a set of m values.
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Fig. 5. t-SNE visualizations of ProgressNet’s hidden states of the second LSTM layer
on the J-HMDB test set. Each point corresponds to a frame colored with its ground
truth progress, quantized with a 0.1 granularity. On the left, the states of 4 classes are
shown separately, while in the right all the test frames are shown together.
Video-AP. Video Average Precision (Video-AP) [7] is used in order to compare
with previous methods and show how predicting action progress can impact on
spatio-temporal action localization. We report results at varying IoU thresholds,
ranging from 0.05 to 0.6. Note that IoU is computed over spatio-temporal tubes,
so detected tubes must be precise both at locating the action within the frame
and at finding the correct temporal boundaries. Therefore, differently from de-
tection in static images, IoUs higher than 0.4 are very strict.
4.2 Implementation Details
In practice, we observed that on some classes of the UCF-101 dataset it is hard to
learn accurate progress prediction models. These are action classes like Biking or
WalkingWithDog that exhibit a cyclic behavior, where even for a human observer
is hard to guess how far the action has progressed. Therefore we extended our
framework by adopting a curriculum learning strategy. First, the model is trained
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Dataset Random 0.5 ProgressNet Static ProgressNet L2 ProgressNet
J-HMDB 0.166 0.084 0.079 0.032 0.026
UCF-101 0.166 0.083 0.104 0.052 0.049
Table 1. Mean Square Error values for action progress prediction on the UCF-101 and
J-HMDB datasets. Results are averaged among all classes.
as described in Sect. 3.3 on classes that have a clear non-cyclic behavior3. Then,
we fix all convolutional, FC and LSTM layers and fine-tune the FC8 layer that
is used to perform progress prediction from the last LSTM output on the whole
UCF-101 dataset. This strategy improves the convergence of the model.
4.3 Action Progress Prediction
In this section we report the experimental results on the task of predicting ac-
tion progress. Since ProgressNet is a multitask approach, we first measure action
progress performance on perfectly localized actions. Then we report several ab-
lation studies where we show the importance of the Boundary Observant loss
and that our method works even on partially observed tubes. We then test the
method on real detected tubes with the full model and finally report a qualitative
analysis which shows some success and failure cases.
Action progress on correctly localized actions. In this first experiment we evaluate
the ability of our method to predict action progress on correctly localized actions
in both time and space. We take the ground truth tubes of actions on the test
set and compare the MSE of three variants of our method: the full architecture
trained with our Boundary Observant loss (ProgressNet), the same model trained
with L2 loss (ProgressNet L2 ) and a reduced memoryless variant (ProgressNet
Static).
The comparison of our full model against ProgressNet L2 is useful to un-
derstand the contribution of the Boundary Observant loss with respect to a
simpler L2 loss. To underline the importance of using recurrent networks in ac-
tion progress prediction, in the variant ProgressNet Static we substitute the two
LSTMs with two fully connected layers that predict progress framewise. In ad-
dition, we provide two baselines: random prediction and a constant prediction
of the progress expectation. The random prediction provides us with a higher
bound on the MSE values. The latter, with a prediction of p̂ = 0.5 for every
frame, is a trivial solution that obtains good MSE results. Both are clearly far
from being informative for the task.
We report the results obtained in this experiment in Table 1. We first observe
that the MSE values are consistent among the two datasets, with ProgressNet
models ahead of the baselines. ProgressNet and ProgressNet L2 obtain a much
3 This subset consists of the following classes: Basketball, BasketballDunk, CliffDiving,
CricketBowling, Diving, FloorGymnastics, GolfSwing, LongJump, PoleVault, Tennis-
Swing, VolleyballSpiking.
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Fig. 6. MSE breakdown grouped by progress intervals for the J-HMDB dataset. Similar
results are obtained with UCF-101.
lower error than ProgressNet Static and the baselines. This confirms the ability of
our model to understand action progress. In particular, the best result is obtained
with ProgressNet, proving that our Boundary Observant loss plays an important
role in training the network effectively. ProgressNet Static has an inferior MSE
than the variants with memory, suggesting that single frames for some classes
can be ambiguous and a temporal context can help to accurately predict action
progress. In particular, observing the class breakdown for J-HMDB in Fig. 4,
we note that the static model gives better MSE values for some actions such as
Swing Baseball and Stand. This is due to the fact that such actions have clearly
identifiable states, which help to recognize the development of the action. On
the other hand, classes such as Clap and Shoot Gun are hardly addressed with
models without memory because they exhibit only few key poses that can reliably
establish the progress.
We also report in Fig. 5 embeddings of the hidden states of the second LSTM
layer. Each point is a frame of the test set of J-HMDB and is colored according
to its true action progress. We report both the embeddings for the whole test set
and for 4 classes separately. In all figures we note that progress increases radially
along trajectories from points labeled with 0.1. This suggests that ProgressNet
has learned directions in the hidden state space that follow action progress.
Error at different progress points. To understand when our model is more prone
to errors, with respect to the action progression, in Fig. 6 we show a breakdown of
the error by dividing the MSE according to the ground truth progress, obtained
in the previous experiment. It can be seen how action progress is harder at
the boundaries and how our Boundary Observant loss helps in mitigating this
difficulty.
Expected length and partially observed tubes Despite the simple progress model,
our approach is not just predicting incrementing linear values over an expected
tube length. To show that we are able to understand the action progress even on
truncated or generally incomplete tubes, we test an additional baseline where
progress is estimated as the ratio between the frame ID in the tube and the
expected length of the predicted class (estimated on the training videos).
This baseline obtains on UCF-101 an MSE of 0.112, which is only lower
than Random (0.166) and is largely outperformed by our method. Moreover
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we show how it suffers on partially observed tubes. In Fig. 7 we report MSE
values for ProgressNet and the expected length baseline varying the percentage
of observation of the tubes. ProgressNet largely outperforms the baseline except
when observing a small portion of the tube at the beginning of the action.
Fig. 7. MSE on partially observed tubes of UCF-101. Each block depicts an exper-
imental setting with a different tube fraction, picking the beginning and the end in
[0, 0.25, 0.5, 0.75, 1.0]. The first value is the MSE of ProgressNet (PNet) while the sec-
ond one of the expected length baseline (EL). ProgressNet wins in 8 out of 10 cases.
Architecture of the Network We trained ProgressNet with just the first LSTM
layer and report an increase of MSE to 0.081 on the UCF-101 dataset. This
performs on par with the 0.5 baseline (0.083) and providing good results only
on actions with simple dynamics (i.e. Diving, GolfSwing).
Action progress with the full pipeline. In this second experiment, we evaluate the
performance of action progress while also performing the spatio-temporal action
detection with the entire pipeline. Differently from the previous experiment,
we test the full approach where action tubes are generated by the detector. In
Fig. 8, we report the mAPP of ProgressNet (trained with BO loss), ProgressNet
Static and the two baselines Random and 0.5 on both the UCF-101 and J-
HMDB benchmarks. Note that the mAPP upper bound is given by standard
mean Frame-AP [7], which is equal to mAPP with margin m = 1. In the p̂ = 0.5
baseline, this upper bound is reached with m = 0.5.
It can be seen that ProgressNet has mAPP higher than the baselines for
stricter progress margin. This confirms that our approach is able to predict
action progress correctly even when tubes are noisy such as those generated by
a detector. ProgressNet Static exhibits a lower performance than ProgressNet,
confirming again that the memory is helpful to model action progress.
Qualitative analysis. Qualitative results taken from the UCF-101 dataset, ob-
tained by our ProgressNet, are shown in Fig. 9. It is interesting to notice how in
some of the examples the predicted progress does not have a decise linear trend,
but follows the visual appearance of the action. In particular in the second row
(LongJump), while the athlete is running, the output values tend to fluctuate,
but as soon as he jumps the predicted progress grows firmly towards one. In-
sights on the model behavior are also given by the failure cases: in the GolfSwing
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Fig. 8. mAPP on the UCF-101 and J-HMDB datasets.
clip, the actor hesitates before hitting the golf ball and the progress is therefore
late respect to the ground truth. In the FloorGymnastics case instead, the first
and the last pose are almost identical and the predicted progress grows straight
towards completion after a few frames.
4.4 Spatio-temporal action localization
Besides having an intrinsic value in the understanding of human behavior in
videos, action progress is also a useful tool for obtaining more precise action
tubes. The reason why action tubes generated by machine learning methods are
often imprecise can be traced back to two main causes: inaccurate frame level
detections and difficulties in properly identifying the temporal action boundaries,
i.e. the first and the last frame in which the action is present. Since most methods
rely on powerful and precise detectors [29,18] to generate candidate boxes, we
argue that the primary cause of defects concerns temporal boundaries.
IoU
Online Method 0.05 0.1 0.2 0.3 0.4 0.5 0.6
Ours+[29] 79.9 77.0 67.0 55.6 46.4 35.7 26.9
Saha et al. [29]4 78.9 76.1 66.4 54.9 45.2 34.8 25.9
Yu et al. [44] 42.8 - - - - - -
Weinzaepfel et al. [14] 54.3 51.7 46.8 37.8 - - -
Peng et al. [18] 54.5 50.4 42.3 32.7 - - -
Kalogeiton et al. [19] - - 77.2 - - 51.4 -
X Ours+[22] 82.1 80.2 71.9 61.4 53.0 44.6 35.7
X Singh et al. [22]5 81.8 79.3 70.7 59.8 52.2 43.2 34.3
Table 2. Mean Video-AP on UCF-101 (split1 ) for spatio-temporal action localization.
In this experiment we perform action localization of tubes trimmed with
the strategy described in Sect. 3.2. We follow previous work [29,22,19] and use
UCF-101 (split1 ), reporting performance in terms of mean Video-AP.
We apply our trimming strategy to tubes generated with [29]4 and [22]5 and
report the results in Table 2. For tubes of [29], which are computed offline, we
4 Note that these numbers are slightly differentfrom results reported in [29] (appar-
ently there was a bug in the code). We report in Table 2 the updated results by the
authors, as shown in https://bitbucket.org/sahasuman/bmvc2016_code.
5 Results obtained with the code provided by the authors.
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Fig. 9. Qualitative results (success cases in the green frame, failure cases in the red
one). Each row represents the progression of an action. Progress values are plotted
inside the detection box with time on the x axis and progress values on the y axis.
Progress targets are shown in green and predicted progresses in blue.
still predict progress values one frame at a time, as if the tubes were generated
incrementally. Comparing our approach to the baseline tubes of [29] and [22],
we obtain higher mean Video-AP for every IoU threshold. This confirms that
action progress can be useful to better localize actions in time. The best results
are obtained by [19] which is the only exploiting multiple frames to perform
localization.
5 Conclusion
In this paper we defined the novel task of action progress prediction. Our method
is the first that can predict spatio-temporal localization of actions and at the
same time understand the evolution of such activities by predicting their stage
on-line. This approach opens new scenarios for any goal planning intelligent agent
in interaction applications. In addition to our model, we propose a boundary
observant loss which helps to avoid trivial solutions. Moreover, we show that
action progress can be used to improve action temporal boundaries.
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