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A new parallel algorithm for the solution of banded linear systems is proposed. The scheme
tears the coefficient matrix into several overlapped independent blocks in which the size
of the overlap is equal to the system’s bandwidth. A corresponding splitting of the right-
hand side is also provided. The resulting independent, and smaller size, linear systems
are solved under the constraint that the solutions corresponding to the overlap regions
are identical. This results in a linear system whose size is proportional to the sum of the
overlap regions which we refer to as the ‘‘balance’’ system. We propose a solution strategy
that does not require obtaining this ‘‘balance’’ system explicitly. Once the balance system
is solved, retrieving the rest of the solution can be realized with almost perfect parallelism.
Our proposed algorithm is a hybrid scheme that combines direct and iterative methods
for solving a single banded system of linear equations on parallel architectures. It has
broad applications in finite-element analysis, particularly as a parallel solver of banded
preconditioners that can be used in conjunction with outer Krylov iterative schemes.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Numerical handling of partial differential equations (PDEs) plays a crucial role in modeling of physical processes. It
involves discretization of these PDEs using for example Finite Difference or Finite-Elementmethods and results in nonlinear
systems of equations whose solution yields in each iteration a large sparse linear system. These systems can often be
reordered using Reverse Cuthill–McKee [7,18] or Spectral [12,13,25] reorderings into banded or low-rank perturbations of
banded linear systems and solved using direct or preconditioned iterative methods in which the preconditioner is a banded
matrix. In this paper we propose a novel hybrid parallel algorithm for solving banded linear systems and state conditions
that guarantee its convergence.
The parallel solution of banded linear systems has been considered by many authors [2,6,10,11,14,15,17,20–23,26] and
relatedworkedhas been done in [24]. The overarching strategy of these studies consists of twomain stages: (i) the coefficient
matrix is reordered or modified so that it consists of several independent blocks, but which are interconnected by a single
block, certain algorithms produce this single block as a Schur complement, others produce different reduced systems;
(ii) once the reduced system corresponding to this single block is solved, the original problem decomposes into several
independent smaller problems facilitating almost perfect parallelism in retrieving the rest of the solution vector.
Our approach is different from the algorithms cited above. Its main idea was first proposed in the research group of the
second author, e.g. see [19] in which the study was restricted to symmetric positive definite diagonally dominant linear
systems. In this paper we generalize it to symmetric positive definite as well as nonsymmetric linear systems without the
requirement of diagonal dominance. Also, we show how to precondition the implicit balance system.
This paper is organized as follows. First, we introduce the algorithm by showing how it ‘‘tears’’ the original system.
Second, we analyze the conditions that guarantee the nonsingularity of the balance system for any nonsingular original
∗ Corresponding author.
E-mail addresses: naumov@purdue.edu (M. Naumov), sameh@cs.purdue.edu (A.H. Sameh).
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.08.019
M. Naumov, A.H. Sameh / Journal of Computational and Applied Mathematics 226 (2009) 306–318 307
system. Further, we show that if the original system is symmetric positive definite and diagonally dominant then the
much smaller balance system is symmetric positive definite as well. Third, we discuss preconditioned iterative methods
for solving the balance system, the Conjugate Gradient (CG) for the symmetric positive definite case, and the Stabilized
Bi-Conjugate Gradient (BiCGstab) for the nonsymmetric case. We call our algorithm Domain Decomposition CG (DDCG) or
Domain Decomposition BiCGstab (DDBiCGstab) for symmetric and nonsymmetric linear systems, respectively. Finally, we
present numerical experiments and make some concluding remarks.
2. Partitioning
We are interested in solving linear systems
Ax = f (1)
where A ∈ Rn×n is nonsingular and x, f ∈ Rn. Let A = [aij] have a half-band τ , in other words aij 6= 0 only for |i− j| < τ  n.
Note that the bandwidth is given by 2τ + 1. We can rewrite our banded linear system (1) using a block tridiagonal matrix
Awith blocked vectors x and f.
For clarity of the presentation, we will illustrate the partitioning and tearing scheme using three partitions (p = 3). For
the same reason some of our theorems are proven only for three partitions. Also, we will assume that all the partitions are
of equal size m, and that all the overlaps are of identical size τ . Generalization to the case of p > 3 partitions of different
sizes is straightforward.
Let the banded matrix A and vectors x and f be rewritten as
A =

A11 A12
A21 A22 A23
A32 A33 A34
A43 A44 A45
A54 A55 A56
A65 A66 A67
A76 A77
 , x =

x1
x2
x3
x4
x5
x6
x7
 , and f =

f1
f2
f3
f4
f5
f6
f7
 . (2)
Here,Aij, xi and fi for i, j = 1, . . . , 7 are blocks of appropriate size. Let the partitions ofA, delineated by lines in the illustration
of A in (2), be of the form
Ak =
A
(k)
11 A
(k)
12
A(k)21 A
(k)
22 A
(k)
23
A(k)32 A
(k)
33
 for k = 1, 2, 3. (3)
The blocks A(k)µν = Aη+µ,η+ν for η = 2(k − 1) and µ, ν = 1, 2, 3, except for the overlaps between partitions. The overlaps
consist of the top leftµ = ν = 1 blocks of the last andmiddle partitions, and bottom rightµ = ν = 3 blocks of the first and
middle partitions. For these blocks the following equality holds A(k−1)33 + A(k)11 = Aη+1,η+1. The exact choice of the splitting
A(k−1)33 and A
(k)
11 will be discussed below.
Thus, we can rewrite (1) as a set of smaller linear systems, k = 1, 2, 3,A
(k)
11 A
(k)
12
A(k)21 A
(k)
22 A
(k)
23
A(k)32 A
(k)
33

x
(k)
1
x(k)2
x(k)3
 = ((1− αk−1) fη+1 − yk−1fη+2
αkfη+3 + yk
)
(4)
where α0 = 0, α3 = 1, y0 = y3 = 0, and yζ , αζ for ζ = 1, 2 are yet to be specified. Now, we need to choose the scaling
parameters 0 ≤ α1, α2 ≤ 1 and the adjustment vector yT =
(
yT1, y
T
2
)
.
Notice that the constants αζ , can be used for example to give more weight to a part of the original right-hand side
corresponding to a particular partition. This can be useful if the magnitude of the elements in one partition is larger than
the others. In this paper, however, we simply choose αζ ’s as 0.5.
The adjustment vector y is used to modify the right-hand sides of the smaller systems in (4), such that their solutions
match the respective parts of the solution of the linear system (1). This is equivalent to determining the adjustment vector
y so that
x(ζ )3 = x(ζ+1)1 (5)
for ζ = 1, 2. Let the partition Ak in (3) be nonsingular with,
A−1k =
B
(k)
11 B
(k)
12 B
(k)
13
B(k)21 B
(k)
22 B
(k)
23
B(k)31 B
(k)
32 B
(k)
33
 (6)
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then, we can rewrite (4) asx
(k)
1
x(k)2
x(k)3
 =
B
(k)
11 B
(k)
12 B
(k)
13
B(k)21 B
(k)
22 B
(k)
23
B(k)31 B
(k)
32 B
(k)
33
((1− αk−1)fη+1 − yk−1fη+2
αkfη+3 + yk
)
(7)
obtaining{
x(k)1 = B(k)11 ((1− αk−1)fη+1 − yk−1)+ B(k)12 fη+2 + B(k)13 (αkfη+3 + yk)
x(k)3 = B(k)31 ((1− αk−1)fη+1 − yk−1)+ B(k)32 fη+2 + B(k)33 (αkfη+3 + yk).
(8)
Using (5) and (8) we obtain(
B(ζ )33 + B(ζ+1)11
)
yζ = gζ + B(ζ )31 yζ−1 + B(ζ+1)13 yζ+1 (9)
for ζ = 1, 2, where
gζ =
((
αζ−1 − 1
)
B(ζ )31 ,−B(ζ )32 ,
(
1− αζ
)
B(ζ+1)11 − αζB(ζ )33 , B(ζ+1)12 , αζ+1B(ζ+1)13
)
fη−1
fη
fη+1
fη+2
fη+3
 . (10)
Finally, letting gT = (gT1, gT2), the adjustment vector y can be found by solving the balance system
My = g (11)
where
M =
(
B(1)33 + B(2)11 −B(2)13
−B(2)31 B(2)33 + B(3)11
)
. (12)
Once y is obtained we can solve the linear systems in (4) independently in parallel. Next we focus our attention on solving
(11). First we note that thematrixM is not available explicitly, thus using a direct method to solve the balance system (12) is
not possible and hence we need to resort to iterative schemes. Our iterative methods of choice for s.p.d. and nonsymmetric
M are CG and BiCGstab, respectively. However, to use themwemust be able to compute the initial residual rinit = g−Myinit
and compute matrix–vector products of the form q = Mp. Also, we need to determine what conditions A and the partitions
Ak must satisfy forM to be nonsingular or symmetric positive definite. This will be addressed in the next section.
As a final note, we mention that, in general (for arbitrary p), the balance system is block tridiagonal of the form
B(1)33 + B(2)11 −B(2)13
−B(2)31 B(2)33 + B(3)11 −B(3)13
. . .
−B(p−2)31 B(p−2)33 + B(p−1)11 −B(p−1)13
−B(p−1)31 B(p−1)33 + B(p)11
 . (13)
3. The balance system
3.1. The symmetric positive definite case
In this section, we assume that A is symmetric positive definite (s.p.d.), and investigate the conditions under which the
balance system is also s.p.d.
Theorem 1. If the partitions Ak in (3) are s.p.d. for k = 1, . . . , p then the balance system in (11) is s.p.d.
Proof. Let p = 3. Notice that if Ak is s.p.d. then A−1k is also s.p.d. Let
Q T =
(
I 0 0
0 0 −I
)
(14)
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premultiplying (6) by Q T and postmultiplying by Q we obtain
Q TA−1k Q =
(
B(k)11 −B(k)13
−B(k)31 B(k)33
)
(15)
which is also s.p.d. But, since the matrixM can be written as the sum
M = M1 +M2 +M3 =
(
B(1)33 0
0 0
)
+
(
B(2)11 −B(2)13
−B(2)31 B(2)33
)
+
(
0 0
0 B(3)11
)
(16)
then zTMz > 0 for any nonzero z. 
Let A be diagonally dominant (d.d.), i.e.
∑n
j=1,j6=i |aij| < |aii| for i = 1, . . . , n. If A is s.p.d./d.d., then we can find a splitting
that results in each Ak that is also s.p.d./d.d., which, in turn, guarantees thatM is s.p.d. This result is contained in the following
theorem.
Theorem 2. If A in (1) is s.p.d. and d.d. then the partitions Ak in (3) can be chosen such that they inherit the same properties.
Further, the coefficient matrix M, of the resulting balance system in (11), is s.p.d.
Proof. Since A is d.d., we only need to obtain a splitting that ensures the diagonal dominance of the overlapping parts. Let
e = [1, . . . , 1]T, ei be the ith column of the identity, |.| denote the absolute value, diag(.) and offdiag(.) denote the diagonal
and off-diagonal elements, respectively. Now let the elements of the diagonalmatricesH(1)ζ = [h(ζ ,1)ii ] andH(2)ζ+1 = [h(ζ+1,2)ii ],
of appropriate sizes, be given by
h(ζ ,1)ii = eTi |A(ζ )32 |e+
1
2
eTi |offdiag(A(ζ )33 + A(ζ+1)11 )|e, and (17)
h(ζ+1,2)ii = eTi |A(ζ+1)12 |e+
1
2
eTi |offdiag(A(ζ )33 + A(ζ+1)11 )|e, (18)
respectively. Notice that h(ζ ,1)ii and h
(ζ+1,2)
ii are the sum of absolute values of all the off-diagonal elements, with elements
in the overlap being halved, in the ith row to the left and right of the diagonal, respectively. Moreover, let the difference
between the positive diagonal elements and the sums of absolute values of all off-diagonal elements in the same row be
given by,
Dζ = diag(A(ζ )33 + A(ζ+1)11 )− H(1)ζ − H(2)ζ+1. (19)
Now, if
A(ζ )33 = H(1)ζ +
1
2
Dζ + 12offdiag(A
(ζ )
33 + A(ζ+1)11 )
A(ζ+1)11 = H(2)ζ+1 +
1
2
Dζ + 12offdiag(A
(ζ )
33 + A(ζ+1)11 )
(20)
it is easy to verify that A(ζ )33 + A(ζ+1)11 = A2ζ+1,2ζ+1 and each Ak, for k = 1, . . . , p, is s.p.d/d.d. Consequently, if (2) is s.p.d./d.d.
so are the partitions Ak and by Theorem 1, the balance system is guaranteed to be s.p.d. 
3.2. The nonsymmetric case
Next, ifA is just a nonsymmetric nonsingularmatrix,we explore underwhich conditions the balance system (11) becomes
nonsingular.
Theorem 3. Let the matrix A in (1) be any nonsingular matrix with partitions Ak, k = 1, . . . , p, in (3) that are also nonsingular.
Then the coefficient matrix M, of the balance system in (11), is nonsingular.
Proof. Let p = 3, and write A as
A =
(A1
0m−2τ
A3
)
+
(0m−τ
A2
0m−τ
)
. (21)
Next, let
AL =
(A1
Im−2τ
A3
)
, AR =
(Im−τ
A2
Im−τ
)
(22)
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and consider the nonsingular matrix C given by,
C = A−1L AA−1R
=
(Im
0m−2τ
Im
)Im−τ A−12
Im−τ
+
A−11 Im−2τ
A−13
(0m−τ Im
0m−τ
)
(23)
where Im and 0m are the identity and zero matrices of order m, respectively. Using (21), (23) and (6), we obtain
C =

Iτ
Im−2τ
B(2)11 B
(2)
12 B
(2)
13
0 0m−2τ 0
B(2)31 B
(2)
32 B
(2)
33
Im−2τ
Iτ

+

0τ 0 B
(1)
13
0 0m−2τ B(1)23
0 0 B(1)33
Im−2τ
B(3)11 0 0
B(3)21 0m−2τ 0
B(3)31 0 0τ

=

Iτ 0 B
(1)
13
0 Im−2τ B(1)23
0 0 B(1)33 + B(2)11 B(2)12 B(2)13
0 Im−2τ 0
B(2)31 B
(2)
32 B
(2)
33 + B(3)11 0 0
B(3)21 Im−2τ 0
B(3)31 0 Iτ

(24)
where the zeromatrices, denoted by 0without subscripts, are considered to be of the appropriate sizes. Using the orthogonal
matrix P of order 3m− 2τ where,
PT =

Iτ
Im−2τ 0
0 Im−2τ 0
0 0 Im−2τ
0 0 Iτ
Iτ 0
−Iτ
 (25)
we can write
PTCP =

Iτ B
(1)
13
Im−2τ B(1)23
Im−2τ
Im−2τ −B(3)21
Iτ −B(3)31
B(2)12 B
(1)
33 + B(2)11 −B(2)13
−B(2)32 −B(2)31 B(2)33 + B(3)11

. (26)
Rewriting (26) as the block 2× 2 matrix,
PTCP =
(
I3m−4τ Z1
ZT2 M
)
, (27)
and considering the eigenvalue problem(
I3m−4τ Z1
ZT2 M
)(
u1
u2
)
= λ
(
u1
u2
)
, (28)
we see that premultiplying the first block row of (28) by ZT2 and noticing that Z
T
2Z1 = 0 we obtain
(1− λ)ZT2u1 = 0. (29)
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Hence, either λ = 1 or ZT2u1 = 0. If λ 6= 1, then the second block row of (28) yields
Mu2 = λu2. (30)
Thus, the eigenvalues of C are either 1 or identical to those of the balance system, i.e.
λ(C) = λ(PTCP) ⊆ {1, λ(M)}. (31)
Hence, since C is nonsingular, the balance system is also nonsingular. 
Since the size of the coefficient matrixM of the balance system is much smaller than n, the above theorem indicates that
AL and AR are effective left and right preconditioners of system (1).
Next, we explore those conditions which guarantee that there exists a splitting of the coefficient matrix in (1) resulting
in nonsingular partitions Ak, and provide a scheme for computing such a splitting.
Theorem 4. Assume that matrix A in (1) has a positive definite symmetric part H = 12 (A+ AT). Also, let
B1 =

0m−τ×τ
A(2)11
A(2)21
A(3)11
A(3)21
. . .
A(p)11
A(p)21
0τ

and B2 =

0m−τ×τ
A(2)
T
11
A(2)
T
12
A(3)
T
11
A(3)
T
12
. . .
A(p)
T
11
A(p)
T
12
0τ

. (32)
Assuming that partial symmetry holds, i.e. B1 = B2 = B, then there exists a splitting such that the partitions Ak in (3) for
k = 1, . . . , p are nonsingular.
Proof. Let p = 3, and let A˜ be the block diagonal matrix in which the blocks are the partitions Ak,
A˜ =

A(1)11 A
(1)
12
A(1)21 A
(1)
22 A
(1)
23
A(1)32 A
(1)
33
A(2)11 A
(2)
12
A(2)21 A
(2)
22 A
(2)
23
A(2)32 A
(2)
33
A(3)11 A
(3)
12
A(3)21 A
(3)
22 A
(3)
23
A(3)32 A
(3)
33

. (33)
Let JT be the nonsingular matrix of order 3m given by,
JT =

Iτ
Im−2τ
Iτ Iτ
Im−2τ
Iτ Iτ
Im−2τ
Iτ
0τ Iτ
0τ Iτ

, (34)
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then,
J T˜AJ =

A(1)11 A
(1)
12
A(1)21 A
(1)
22 A
(1)
23
A(1)32 A
(1)
33 + A(2)11 A(2)12 A(2)11
A(2)21 A
(2)
22 A
(2)
23 A
(2)
21
A(2)32 A
(2)
33 + A(3)11 A(3)12 A(3)11
A(3)21 A
(3)
22 A
(3)
23 A
(3)
21
A(3)32 A
(3)
33
A(2)11 A
(2)
12 A
(2)
11
A(3)11 A
(3)
12 A
(3)
11

. (35)
Writing (35) as a block 2× 2 matrix, we have
J T˜AJ =
(
A B1
BT2 K
)
. (36)
Using the splitting A(k)11 = 12 (Aη+1,η+1 + ATη+1,η+1)+ βI and A(k−1)33 = 12 (Aη+1,η+1 − ATη+1,η+1)− βI we can choose β so as to
ensure that B1 and B2 are of full rank and K is s.p.d. Thus, using Theorem 3.4 on p. 17 of [4] we conclude that J T˜AJ is of full
rank, hence A˜ has full rank and consequently the partitions Ak are nonsingular. 
Notice that the partial symmetry assumption B1 = B2 in the theorem above is not as restrictive as it seems. Recalling that
the originalmatrix is banded, it is easy to see that thematrices A(k)12 and A
(k)
21 are almost completely zero except for small parts
in the respective corners, which are of size no larger than the overlap. This condition then can be viewed as a requirement
of symmetry surrounding the overlaps.
Let us now focus on two special cases. First, if the matrix A is s.p.d. the conditions of Theorem 4 are immediately satisfied
and we obtain the following corollary.
Corollary 5. If the matrix A in (1) is s.p.d. then there is a splitting (as described in Theorem 4) such that the partitions Ak in (3)
for k = 1, . . . , p are nonsingular and consequently the coefficient matrix M, of the balance system in (11), is nonsingular.
Second, notice that Theorem2 still holds even if the symmetry requirement is dropped. Combining the results of Theorems 2
and 3, without any requirement of symmetry, we obtain the following corollary.
Corollary 6. If A in (1) is d.d. then the partitions Ak in (3) can be chosen such that they are also nonsingular and d.d. for
k = 1, . . . , p and consequently the coefficient matrix M, of the balance system in (11), is nonsingular.
4. The hybrid solver of the balance system
Next, we show how one can compute the initial residual rinit needed to start either CG or BiCGstab for solving the balance
system. Rewriting (7) asx
(k)
1
x(k)2
x(k)3
 =
h
(k)
1
h(k)2
h(k)3
+
y¯
(k)
1
y¯(k)2
y¯(k)3
 , (37)
whereh
(k)
1
h(k)2
h(k)3
 = A−1k
(
(1− αk−1)fη+1
fη+2
αkfη+3
)
,
y¯
(k)
1
y¯(k)2
y¯(k)3
 = A−1k
(−yk−1
0
yk
)
, (38)
the residual can be written as
r = g−My =

x(2)1 − x(1)3
x(3)1 − x(2)3
...
x(p)1 − x(p−1)3
 =

h(2)1 − h(1)3
h(3)1 − h(2)3
...
h(p)1 − h(p−1)3
+

y¯(2)1 − y¯(1)3
y¯(3)1 − y¯(2)3
...
y¯(p)1 − y¯(p−1)3
 (39)
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where the second equality in (39) follows from the combination of (5), (8), (10) and (12). Let the initial guess be yinit = 0,
then we have
rinit = g =

h(2)1 − h(1)3
h(3)1 − h(2)3
...
h(p)1 − h(p−1)3
 . (40)
Thus, to compute the initial residual we must solve the p independent linear systems and subtract the bottom part of the
solution vector of partition ζ , h(ζ )3 , from the top part of the solution vector of partition ζ + 1, h(ζ+1)1 , for ζ = 1, . . . , p− 1.
Finally, to compute matrix–vector products, q = Mp, using (39) and (40) we obtain
My = g− r = rinit − r =

y¯(1)3 − y¯(2)1
y¯(2)3 − y¯(3)1
...
y¯(p−1)3 − y¯(p)1
 . (41)
Hence, we can compute matrix–vector productsMp, for any vector p, in a fashion similar to computing the initial residual
using (41) and (38).
The modified iterative methods (CG and BiCGstab) used to solve (11) are the standard iterative methods with initial
residual and matrix–vector products computed using (40) and (41), respectively.
We point out that we call DDCG and DDBiCGstab the schemes where the smaller independent linear systems in (4) are
solved with a direct solver, while the adjustment vector y is found using a modified iterative method, CG for s.p.d. and
BiCGstab for nonsymmetric linear systems. The outline of the DDCG algorithm is shown in Algorithm 1. The usual steps of
CG are omitted, but the two modified steps are shown in detail. The outline of the DDBiCGstab scheme is similar.
Algorithm 1 Domain Decomposition Conjugate Gradient (DDCG)
1: Tear the coefficient matrix A into partitions Ak for k = 1, . . . , p.
2: Distribute the partitions across p processors.
3: Perform the Cholesky factorization of partition Ak on processor k.
4: Distribute the vector yTinit = (yTinit1 , . . . , yTinitp−1) across p − 1 processors, so that processor ζ contains yinitζ for ζ =
1, . . . , p− 1 and the last processor is idle. All vectors in the modified iterative method are distributed similarly.
5: Perform the modified Conjugate Gradient:
5a: Compute the initial residual rinit = g using (40), in other words,
on processor ζ we compute gζ = h¯(ζ+1)1 − h¯(ζ )3 , where h¯(ζ )3 and h¯(ζ )1 are
computed on processor ζ by solving the first system in (38) directly.
5b: for i = 1, . . . , until convergence do
5c: . . .
5d: Compute the matrix–vector multiplication q = Mp using (41),
in other words, on processor ζ we compute qζ = y¯(ζ )3 − y¯(ζ+1)1 ,
where y¯(ζ )3 and y¯
(ζ )
1 are computed on processor ζ by solving the
second system in (38) directly.
5e: . . .
5f: end for
6: Solve the smaller independent linear systems in (4) directly in parallel
We precondition the balance system using a block diagonal matrix of the form,
M˜ =
˜B
(1)
33 + B˜(2)11
. . .
B˜(p−1)33 + B˜(p)11
 (42)
where B˜(ζ )33 = A(ζ )33
−1 ≈ B(ζ )33 and B˜(ζ+1)11 = A(ζ+1)11
−1 ≈ B(ζ+1)11 . Here, we are taking advantage of the fact that the elements of
the inverse of the banded balance system decay as we move away from the diagonal, e.g. see [9]. Also such decay becomes
more pronounced as the banded balance system becomes more diagonally dominant. Using the Woodbury formula, [16],
we can write
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Table 1
Test systems
Matrix Size Nonzeros Symm. Application
E1 AMD/G3_circuit 1585,478 7660,826 Yes Circuit simulation
E2 Sandia/ASIC_680k 682,862 4001,317 No Circuit simulation
Fig. 1. Distribution of banded linear system across p processors.
(˜B(ζ )33 + B˜(ζ+1)11 )−1 = (A(ζ )33
−1 + A(ζ+1)11
−1
)−1 = A(ζ )33 (A(ζ )33 + A(ζ+1)11 )−1A(ζ+1)11
= A(ζ )33 − A(ζ )33 (A(ζ )33 + A(ζ+1)11 )−1A(ζ )33 (43)
where we prefer the last equality as it avoids extra interprocessor communication, assuming that the original overlapping
block A(ζ )33 + A(ζ+1)11 is stored separately on processor ζ . Consequently, to precondition (11) we only need to perform
matrix–vector products involving A(ζ )33 , and solve small linear systems with coefficient matrices (A
(ζ )
33 + A(ζ+1)11 ).
5. Numerical experiments
In this section, we compare the performance of DDCG and DDBiCGstab vs. preconditioned CG and BiCGstab [3], as well
as LAPACK [1], and ScaLAPACK [5]. These solvers have been tested on a variety of linear systems. Here we present only few
examples whose results are typical of a much larger collection.
The six test problems are banded systems extracted from two large sparse matrices, E1 and E2 selected from The
University of Florida Sparse Matrix Collection [8] (see Table 1). First, each of these two matrices is reordered using the
Reverse Cuthill–McKee scheme and three central bands of bandwidths 2τ +1 for half-band τ = 64, 128, 256 are extracted.
The three banded matrices resulting from the symmetric matrix E1 are called Sj and those resulting from the nonsymmetric
matrix E2 are called Nj for j = 1, 2, 3.
The diagonal elements of these banded systems are then perturbed so that the three symmetric matrices Sj are s.p.d/d.d.
with a degree of diagonal dominancev 1.008, and the other three nonsymmetric matrices Nj are made nonsingular. Finally,
rows and columns of all six matrices are scaled to produce diagonal elements equal to one, resulting in condition numbers
of v 7.6E+3 for the matrices Sj, and v 4.1E+6 for the matrices Nj.
Notice that d.d. is not a requirement to guarantee the convergence of DDCG, we only need the partitions to be s.p.d. (see
Theorem 1). However, we ensure diagonal dominance to make more effective the block-Jacobi (BJ) preconditioner for the
regular CG scheme. Also, even though we did not prove the convergence of our hybrid solver assuming only nonsingularity
of the linear system, see Theorems 3 and 4, our hybrid solver proved to be successful in handling such cases.
The experiments are performed on an SGI Altix (with Intel Itanium 2 processors) at the National Center for
SupercomputingApplications (NCSA) of theUniversity of Illinois atUrbana-Champaign. In all experiments, the exact solution
is x∗ = e, with the right-hand side chosen as themultiplication of either Sj orNjwith e. The six experiments are performed on
1, 2, 4, 8, 16 and 32 processors. The stopping criteria (s.c.) for the classical CG and BiCGstab schemes are chosen as the relative
residual ‖s‖2/‖sinit‖2 ≤ 10−4, 10−6, 10−10, where ‖s‖2 = ‖f − Ax‖2, while in our hybrid solver the stopping criterion for
the modified iterative solver applied to the balance system is chosen as ‖r‖2/‖rinit‖2 ≤ 10−4, where ‖r‖2 = ‖g − My‖2.
We also terminate all solvers if the number of iterations exceeds the size of the system to be solved.
For parallel implementation of the classical CG and BiCGstab, the bandedmatrices Sj andNj aswell as their corresponding
right-hand sides are distributed by blocks of rows across the processors (see Fig. 1). BJ preconditioning is chosen for CG
and BiCGstab as it allows perfect parallelism in the preconditioning stage. Note that BJ preconditioning of classical CG and
BiCGstab requires solving independent linear systems each of order equal to the number of rows on the current processor,
while preconditioning our hybrid solver requires solving independent linear systems each of a much smaller order which is
equal to the bandwidth.
It can be seen from the experiments that preconditioning the balance system in DDCG and DDBiCGstab schemes
significantly reduces the number of iterations. As mentioned earlier, this is a great benefit for very little cost. Figs. 2 and
3 show the 2-norms of the final residuals achieved by all four solvers. The lowest 2-normof the residualswas achieved by our
hybrid solver and ScaLAPACK even though our stopping criterion for solving the balance system is only ‖r‖2/‖rinit‖2 ≤ 10−4.
Requiring such low residuals from the classical CG and BiCGstab would have consumed much more time than illustrated
in Figs. 4 and 5. These two figures illustrate the economy of our parallel hybrid solver which is enhanced as the bandwidth
increases.
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Fig. 2. Achieved residual for different methods and s.c. on E1 .
Fig. 3. Achieved residual for different methods and s.c. on E2 .
Fig. 4. Performance on 8 processors with different s.c. on E1 .
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Fig. 5. Performance on 8 processors for different s.c. on E2 .
Fig. 6. Performance of CG (s.c.<10E−10), DDCG and ScaLAPACK on E1 .
The overall behavior of the different algorithms is shown in Fig. 6 for the banded linear system with half-band τ = 128,
that is extracted from the symmetric matrix E1. Here we show the speed improvement, or deterioration, compared to
ScaLAPACK as the number of processors increases from 2 to 32. We note that: (i) ScaLAPACK outperforms LAPACK only
when the number of processors is 4 or higher, (ii) depending on the effectiveness of the preconditioner, preconditioned
CG and BiCGstab can outperform ScaLAPACK, and perform similarly to our unpreconditioned hybrid solver, and (iii) our
preconditioned hybrid solver outperforms all the rest as well as obtains a much smaller final residual norm. These remarks
are also valid for the experiments on symmetric matrices with different bandwidths, as well as nonsymmetric matrices
extracted from the E2 matrix.
Finally, the speed improvement of the algorithms for the symmetric and nonsymmetric systems is shown in Figs. 7 and
8, respectively.
6. Conclusion
In this paper we have developed a parallel hybrid algorithm for the solution of banded linear systems. The conditions
that must be satisfied to guarantee that the balance system is symmetric positive definite or nonsingular are also stated.
We describe how the banded system can be ‘‘torn’’ into overlapped smaller systems that can be solved independently under
certain constraints, giving rise to a much smaller balance system that is not formed explicitly. Further, we show how this
system can be solved via a modified preconditioned Krylov subspace method with a preconditioner that takes advantage
of the decay property of the inverse of the banded balance system. Finally, numerical experiments show that our proposed
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Fig. 7. Speed Improvement of DDCG on E1 .
Fig. 8. Speed Improvement of DDBiCGstab on E2 .
algorithm outperforms ScaLAPACK, block-Jacobi preconditioned CG and BiCGstab for symmetric and nonsymmetric banded
systems, respectively, on parallel machines.
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