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ABSTRACT
In this paper, we propose a reconstruction technique that uses
2D regions/superpixels rather than point features. We use
pre-segmented RGBD data as input and obtain piecewise pla-
nar 3D models of the world. We solve the problem of su-
perpixel labeling within single and multiple views simulta-
neously by using a Rao-Blackwellized Markov Chain Monte
Carlo (MCMC) algorithm. We present our output as a labeled
3D model of the world by integrating out over all possible 3D
planes in a fully Bayesian fashion. We present our results on
the new SUN3D dataset [?].
Index Terms— Segmentation, Point Clouds, Reconstruc-
tion, Piecewise Planar
1. INTRODUCTION
Mixed input, RGBD data allows dense 3D reconstruc-
tion [2] even in featureless environments. We are no longer
encumbered by the need to obtain sparse 3D point clouds
using costly structure-from-motion pipelines such as in [3].
RGBD data allows us to use model-based methods for re-
construction. Model-based methods assume the world to be
comprised of geometric primitives like planes [4, 5], or vox-
els [6] provide a dense, photorealistic, 3D reconstruction as
compared to sparse point clouds.
We can achieve dense 3D reconstruction by using model-
based techniques. Inference using model-based methods
requires (1) a geometric low-level segmentation to reduce
search space and (2) a technique to match presegmented re-
gions (a.k.a superpixels) across multiple views. This is a
challenging problem because the superpixels are of radically
different dimensions and suffer from occlusions.
There is a need for low level segmentation methods that
jointly clusters pixels based on both depth and RGB data.
[7, 8] are some of the seminal papers on low level segmen-
tation methods that consider RGB data alone. Depth induces
more challenges due to noise and methods like [9] use learn-
ing approach to co-segment RGB and depth data. Other meth-
ods like [10] focus on high level scene labeling. [1] uses dis-
parity in conjunction with RGB data and is perhaps closest to
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Fig. 1: Normal Aided Oversegmentation. The superpixels V in the
normal aided segmentation obey planar boundaries more rigorously
than disparity alone as [1]. Helps form larger superpixels.
our work. However this also tends to break physical bound-
aries as the distance of the scene distance increases.
Matching superpixels across multiple views is a largely
unsolved problem. Appearance based methods such as [11,
12] are developed for image de-noising applications and are
not accurate enough for superpixel matching across multiple
views. [13] assume a fixed affine transformation between the
regions under consideration and hence fail in indoor regions.
[14, 15] matches superpixels by locally fitting planes to each
superpixels and then achieves pair-wise matching using a set
of plane heuristics. The quality of the match is affected by the
quality of the locally fit plane.
With the emergence of region-based reconstruction meth-
ods, correspondence-less SFM algorithms as discussed in [16]
are of much greater practical value. This is because incorrect
region (superpixel) correspondences affect reconstruction
more profoundly than incorrect pixel correspondences and
we cannot afford to have incorrect correspondences at the
superpixel level. We tackle this problem using a fully gen-
erative model that allows us to jointly model the superpixel
association and the 3D model. As a result ,we can choose to
obtain either the 3D model of the superpixel association by
marginalizing out the other parameter from the joint density.
The first contribution of this paper is to present a novel
low-level segmentation algorithm. Developing on the earlier
work done in [1], we improve the RGBD “over-segmentation”
using more discriminative features than disparity alone. The
superpixels that we obtain obey planar boundaries Our funda-
mental framework uses a graph based formulation [8].
The second contribution of this paper is a generative
model for doing multi-view RGBD segmentation. By treat-
ing the superpixel association in a completely Bayesian way,
we model a joint distribution in a discrete-continuous space
of superpixel association and the continuous plane parameters
that govern the world model. We then obtain the marginal
corresponding to the superpixel association by analytically
integrating out the world model in a fully analytical way. Our
technique allows us to associate superpixels within single as
well as multiple views simultaneously.
The third contribution of this paper is a Rao Blackwellized
MCMC algorithm to sample the discrete space of superpixel
associations. Kaess et al.[17] uses this idea for multi-view re-
construction from RGB images. Erdogan et al uses this idea
for single image segmentation [1]. Dellaert et al uses this idea
for the sparse structure-from-motion problem without corre-
spondences [16]. We extend this idea to multi-view RGBD
data. Such an approach is far more useful/potent in the con-
text of planar reconstruction because it is more resilient to
noise in the measured depth data. We obtain the 3D model
of the world by probabilistically weighting the individual 3D
models that correspond to different superpixel associations.
MCMC as an inference technique allows us to get this expec-
tation rather than a MAP estimate.
2. LOW-LEVEL SEGMENTATION
Given a set of RGBD images as evidence E , our goal is to
obtain a 3D model of the world X in terms of piecewise pla-
nar patches. We reduce the search space by clustering similar
pixels into superpixels by first over-segmenting the RGB im-
age. Below we present a new heuristic for over-segmentation
and obtain a set of superpixels V spanning multiple views.
2.1. Low-Level Geometric Segmentation
We present a graph-based approach for over-segmenting the
image. This is is a preprocessing step and is used as an input
to the model described in section ??.We use a modified ver-
sion of [8] because of the benefit it offers in terms of speed.
The edge weight of the underlying graph connecting each
pixel is a linear combination of 4 factors - (1) Spatial distance
(2) Color difference (3) Disparity difference and (4) Normal











Fig. 2: Multi-view labeling problem using model selection. There
are 8 superpixels in the superpixel set V = {Vk}8k=1. The ini-
tial over-segmentation ensures that the superpixels do not straddle
across depth discontinuities. The model selection has to correctly
identify that all the superpixels here belong to the same plane and
hence have the same label (plane). Bayesian Model Selection and
Rao-Blackwellization: We directly evaluate the probability of super-
pixel correspondences across multiple views by integrating out the
hidden world model in Bayesian model selection scheme. In this
particular case, we are evaluating the marginal probability distribu-
tion corresponding to the label assignment L. We integrate out the
plane parameters θ corresponding to the 3D plane.
Before the creation of superpixels, the RGBD data is sub-
ject to the following preprocessing steps. (1) The normals are
precomputed by fitting a local plane to every 3D point in ev-
ery view within a predefined radius r. (2) A cross bilateral
filter is used to smooth the RGB images. The co-registered
disparity data is used to define the kernel weights in the bi-
lateral filter. As a result, we obtain a set of smoothed RGB
images that preserve edge boundaries. We call our superpixel
set V = {Vk}Mk=1 where M is the total number of superpix-
els across all images.Figure 1 shows the improved superpixels
obtained by using normals as a factor in the edge weights and
compares our approach to [1].
3. GENERATIVE MODEL
To evaluate the likelihood the true measurement, i.e the dis-
parity δ, we build a generative model that can generate the
disparities across multiple views given the we have the model
of the world X .
The world model X spans a continuous space and models
the plane normals. the label assignment L is a discrete vari-
able that spans the space of positive integers L ∈ {1 . . . BM}
where BM is the bell number of M where M = |V| and V is
the set of all superpixels from all views. L models the associ-
ation of superpixels to a 3D plane. An assignment associates
one of the possible 2M labels to each superpixel V in the su-
perpixel set V . Each label inL is associated with a continuous
vector X that corresponds to a set of 3D plane segments.
The posterior that jointly models the superpixel labels L
and world model X can be written using Bayes’ law as
p (L,X|E ;V) ∝ p (E|L,X ;V) p (L,X ) (1)
where p (E|L,X ;V) is the likelihood and p (L,X ) is a joint
prior on the label assignment L and the world model X .
Assuming that the 3D planes are independent of each
other, we cluster the evidence E corresponding to each seg-
ment S as ES (A segment is a set of superpixels spanning
multiple views). We further assume that every measured data
follows an i.i.d Gaussian distribution. This factorizes Eq. 1 as





p (ESi|L,X ;V) (2)
where i is used to index all the measured data in a segment S.
To evaluate Eq. 2 , we need a model that will allow us to
predict the disparity δi given the plane parameters θ.
δSi = h (θS ;uSi, vSi) +N (0, σδ) (3)
We use geometry to obtain the function h (·). We model
a plane using the parameters θ ∆= (n̂, d) ∈ S2 × R, i.e., a
normal vector n̂ ∈ S2 and the distance d ∈ R to the origin.
The sphere S2 is the space of all unit vectors in R3. The
distance d is signed, and hence we consider planes that are
oriented towards/away from origin to be different .
To derive a relationship between disparity δ and the plane
parameters θ we note that the plane equation in the global
world coordinate frame W can be expressed as[
n̂T d
]
pw = 0 (4)
where pw =
[
xw yw zw 1
]T
is the 3D homogeneous
coordinate of a point. We use superscripts to indicate the
frame of reference.















Substituting this in (4), the plane equation in terms of the ho-
mogeneous camera coordinates pc becomes[
n̂T d




Multiplying on both sides by fβzc and collecting the terms cor-
responding to the disparity δ, where f is the camera focal
length, β is the camera baseline, and zc is the depth of the
point from the camera, we obtain
δp =
−1






where h (·) is the difference between the predicted and actual
disparity.
4. FAST, RAO-BLACKWELLIZED MCMC
We can use jump diffusion sampling [18] to sample the joint
posterior given in Eq. 2. However this is slow and we are not
interested in obtaining the full posterior, but only the marginal
corresponding to the label assignment L.
We use the Rao-Blackwell theorem which predicts that,
by sampling over a marginal distribution we need fewer sam-
ples to approximate the posterior p (L|E ;V) rather than sam-
pling from the entire joint posterior p (L,X|E ;V) and then
integrating out the continuous variable X .
To evaluate the marginal corresponding to a particu-
lar label assignment L, we use a Bayesian model selection
scheme [19]












where per-pixel likelihood can be evaluated using the genera-
tive model given in is given in Eq. 3.
The normalization constants of the Gaussian distribution
are constant across all models and hence do not play a role in
model selection. We can marginalize over the world models
X by integrating out the parameter θS . The marginalization
step requires us to compute the integral corresponding to an
unnormalized Gaussian





B ((δSi − h (θS ;uSi, vSi)) , σδ)
(7)
where B (·) represents the fact that we have dropped the nor-
malization constant corresponding to the Gaussian N (·). We
have expanded the prior p (L,X ) as a product of two terms,
a vertical and horizontal prior B (θv, σθv )B (θh, σθh). We do
not need to explicitly model the discrete variable correspond-
ing to the label assignment L. The segment S, implicitly
models this in Eq. 7. The integral of an unnormalized Gaus-
sian is given by
ˆ
X
B (θ,L;σδ, σθv , σθh) = B (θ?,Σθ)
√
|2πΣθ| (8)
where B (θ?,Σθ) is the function evaluated at the mean of the
distribution and |·| is the determinant. Eq 8 evaluates the prob-
ability of a particular label assignment L.
We use a Markov Chain Monte Carlo algorithm to sam-
ple from this marginal distribution.However, this can be slow;
Fig. 3: Multiple View Semantic Segmentation and Reconstruction using multiple images in the brown_bm sequence in [?]; [Top Row] RGB
images, the depth components are not shown. [Second row] Output of the low level segmentation algorithm. [Bottom row] The output of the
multiple-view superpixel association. [Right] 3D reconstruction givne the semantic labels.
this is because we are required to evaluate Eq. 8 for every
proposal. However, we can exploit the factorized form ob-
tained in Eq. 2 to quickly make proposals that needs to only
re-evaluate local changes.
Evaluation of Eq. 8 requires us to find out the MAP es-
timate (θ?,Σθ) that minimize the negative log probability
given in Eq. 7. This can be formulated as
θ? = arg min
θ
(log (B (θ,L;σδ)))
The term inside the logarithm converts the products into sum-
mations as






‖(δSi − h (θS ;uSi, vSi))‖σδ
which can be regrouped as






‖θS − θvS‖σθv + . . .
. . .+ ‖θS − θhS‖σθh + ‖(δSi − h (θS ;uSi, vSi))‖σδ
)
(9)
Eq. 9 has a partial structure that only requires the re-
evaluation of segments S that were locally affected in the
MCMC state transition and hence leaves a large portion of
Eq. 9 unchanged. This allows us to make fast proposals
and hence use a Rao-Blackwellized MCMC algorithm as an
inference tool.
5. RESULTS AND DISCUSSION
Figure 3 shows the results of the multi-view segmentation and
reconstruction. Since we use the model selection idea, our
algorithm automatically infers the number of 3D planes. In
this case, the number of planes are 10. The 3D reconstruction
is simply a transformation of the local point clouds in each
frames using the camera pose and we do not use a bundle-
adjustment like frame work here. Our future work seeks to
model the camera transformation within the joint distribution
to form a full Semantic SLAM system.
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