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Abstract
Non Orthogonal Multiple Access (NOMA) is a key technique to satisfy large users densities in
future wireless networks. However, NOMA may provide poor performance compared to Orthogonal
Multiple Access (OMA) due to inter-user interference. In this paper, we obtain closed-form expressions
of the uplink NOMA and OMA throughputs when no Channel State Information at Transmitter (CSIT)
is available, and of the average data rates assuming that instantaneous rates should be larger than a
minimum threshold when full CSIT is available. Analytical comparisons of OMA and NOMA prove
that there is no global dominant strategy valid in all situations. Based on this conclusion, we propose
a new multiple-access (MA) strategy called NOMA-Adaptive (NOMA-A) that selects the best MA
technique between OMA and NOMA. NOMA-A aims at maximizing the sum throughput in the no
CSIT case, and the probability that both users are active in the full CSIT case. NOMA-A is shown to
outperform the other strategies in terms of sum throughput and rate.
Index Terms: NOMA, adaptive multiple-access strategy, outage probability, throughput, average data
rate.
I. INTRODUCTION
Non Orthogonal Multiple Access (NOMA) is considered as one of the key techniques in
fifth generation and beyond (B5G) technologies. Among the various proposals to multiplex
several users on the same radio resources [1], [2], power domain NOMA (PD-NOMA) [3]–
[6] appears as one of the most effective due to its simplicity and ubiquity. PD-NOMA (called
NOMA hereafter to simplify) consists in using superposition coding (SC) at the transmitters and
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0successive interference cancellation (SIC) at the receivers. In the uplink, SIC should be performed
by descending order of the received channel gains in order to maximize individual rates [7],
whereas the opposite order should be used in the downlink. NOMA may be used in uplink to
provide massive connectivity in Internet-of-Things (IoT) networks [8], [9], in which case grant-
free NOMA protocols to handle collisions may be required [10], [11]. NOMA also enables
accomodating for large cellular users densities, whether these users are ultra reliable low latency
(URLLC) subject to stringent quality of service (QoS) delay constraints [12]–[14] or enhanced
Mobile Broadband (eMBB) for which more classical scheduling strategies such as proportional
fairness (PF) may be used [15]–[17]. NOMA performances can be enhanced by optimizing users
clustering (that is, determining which subset of users’ signals should be superimposed) [7], [18],
[19], as well as optimizing the allocation of clusters onto radio resources such as subcarriers or
Resource Blocks (RB) in multi-carrier systems, and optimizing power allocation [20]–[24].
In this paper, we focus on the analytical performance of two-users uplink NOMA in two
cases. In the first case, transmitters have no Channel State Information (no CSIT). Performances
are then assessed in terms of outage probability and throughput. In the second case, full CSIT
is available, but we assume that users only transmit if their instantaneous data rate exceeds a
given minimum value. Average data rates then quantify users performances. Outage probabilities
have been studied in NOMA with one-bit feedback, using the common outage probability metric
[25], under high Signal to Noise Ratio (SNR) approximations [26], or using an approximation
of inter-user interference [27]. However, to the best of our knowledge, closed-form expressions
of the individual throughputs and average data rates in uplink NOMA valid whatever the SNR
regime and with exact expressions of the interference have not been derived yet.
The second major contribution of this paper is to determine adaptive multiple access (MA)
strategies, where users may either choose OMA or NOMA depending on which strategy is
the most beneficial. An adaptive strategy called NOMA-Relevant selecting between OMA and
NOMA was first introduced in [17]. This strategy was shown to be more efficient than state-of-
the-art ones [7], [19] in order to minimize latency. It has also been used to achieve stringent QoS
delay constraints when maximizing the effective capacity in [28]. NOMA-Relevant is however
not applicable without full CSIT knowledge, and it assumes that users would transmit all the
time, independently of their achieved data rates, which may lead to low instantaneous data rates
and some waste of users battery.
The main contributions of this paper are the following:
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1• We analytically study the behavior of two-users uplink OMA and NOMA in two cases:
when no Channel State Information is available at the transmitters (no CSIT) and when full
CSIT is available.
• OMA and NOMA are compared for both strong and weak users. We prove that the best
MA strategy to maximize the studied metric (throughput or average data rate) depends on
the user and on the average SNR regime.
• We then propose a new MA strategy called NOMA-Adaptive (NOMA-A) that adaptively
selects between OMA or NOMA. In the no CSIT case, NOMA-A maximizes the sum
throughput, whereas in the full CSIT case, it maximizes the probability that both users are
active. The performance of OMA, NOMA and NOMA-A are compared analytically and
through simulations. Numerical results are also provided for more than K = 2 users to
show that the proposed algorithms are still effective when K increases.
The paper is organized as follows: Section II introduces the system model. Section III focuses
on the case when both transmitters have no CSIT, and Section IV on the case with full CSIT
but with a minimum admissible instantaneous data rate per user. Section V provides numerical
assessments of the NOMA algorithms. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
We consider two-user uplink power-domain NOMA with Successive Interference Cancellation
(SIC) at the Base Station (BS). Users fading hi follows an i.i.d Rayleigh distribution. We denote
the received power from user i ∈ {1, 2} at the BS as xi = Pi|hi|
2 where Pi is equal to the
transmitted power divided by large-scale fading. For a given channel realization, users are indexed
as follows: user B is the one with the largest received SNR (and is therefore called the strong
user) and user A is the one with the lowest received SNR (called weak user). Therefore, constraint
xB ≥ xA holds. NOMA requires users to be ordered for efficient decoding. In the following,
the same notations (users A and B) are also used in OMA, so that a fair comparison can
be performed between both MA strategies. |hi|
2 has unit mean exponential distribution and xi
follows an exponential distribution with mean Pi and parameter λi = 1/Pi. We assume that
P2 ≥ P1.
As xB = max{x1, x2} and xA = min{x1, x2}, the probability density function (pdf) of XA
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2is:
fXA(xA) = (λ1 + λ2)e
−(λ1+λ2)xA . (1)
And the pdf of XB is:
fXB(xB) = λ1e
−λ1xB + λ2e
−λ2xB − (λ1 + λ2)e
−(λ1+λ2)xB . (2)
Finally, the joint pdf of (XA, XB) is:
fXA,XB(xA, xB) = λ1λ2
(
e−(λ1xA+λ2xB) + e−(λ2xA+λ1xB)
)
. (3)
In order to simplify notations, fXA,XB(xA, xB) is denoted as f(xA, xB) throughout the paper.
Moreover, ρ = 1/(N0) is defined as the inverse of noise power. In the following, it is referred
to as the average SNR.
With NOMA, following the SIC process, the signal of the strong user B is decoded first,
while the interference from the weak user A is considered as noise. Then if decoding enables
to correctly recover the signal of user B, it is removed from the sum received signal, therefore
enabling the signal of user A to be decoded interference-free. Consequently, the instantaneous
capacity of user B in NOMA is:
RB = log2
(
1 +
ρxB
1 + ρxA
)
(4)
and the instantaneous capacity of user A in NOMA, assuming perfect decoding of user B, is:
RA = log2 (1 + ρxA) . (5)
With OMA, the instantaneous capacity of user k ∈ {A,B} is:
R˜k =
1
2
log2 (1 + 2ρxk) (6)
where the 1
2
coefficient is due to the fact that each user transmits every other time slot, and the
transmit power per time slot and user is twice that of NOMA, so that the total power budget
over two time slots is the same as in NOMA.
In the following, we consider two cases: either both transmitters have no CSIT, or they have full
CSIT. Moreover, we assume that channel gains (xA, xB) are unchanged during two consecutive
time slots.
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3III. PERFORMANCE ANALYSIS AND ADAPTIVE NOMA STRATEGY IN THE NO CSIT CASE
We first focus on a scenario with no CSIT but with channel knowledge at the receiver (CSIR)
and we consider either the NOMA strategy or the OMA strategy. With both strategies, the same
information quantity is sent over two consecutive time slots and the same total power budget
is also used. Let γ be the minimum Signal to Interference Ratio (SINR) in NOMA, assumed
equal for both users1. The information quantity sent by user k in both time slots is then equal
to log2 (1 + γ). We assume that γ ≥ 1, so that the SIC decoding order in NOMA can only be
user B before user A. Moreover, when γ ≥ 1, considering interference as noise at both users
always leads to setting user A in outage. Therefore, using SIC is mandatory.
The information quantity sent by user k in OMA in the only time slot where user k is active
over two consecutive time slots must be twice that sent in NOMA per time slot, and is given
by:
log2 (1 + γ˜) = 2 log2 (1 + γ) . (7)
Consequently, the minimum SNR in OMA γ˜ is defined as:
γ˜ = 2γ + γ2. (8)
The amount of correctly decoded information is called the throughput. It is equal to the sent
information quantity times the probability that this information quantity is correctly decoded,
which is defined as 1 minus the outage probability. Users are in outage if their instantaneous
SINR is lower than γ. Let φk,N(ρ) for k ∈ {A,B} be the probability that user k is not in outage
with NOMA. For user B, it is given by:
φB,N(ρ) = P
(
xB ≥
γ
ρ
(1 + ρxA)
)
. (9)
User A is not in outage with NOMA if the BS has correctly decoded the signal of user B
using SIC and if the instantaneous SNR of user A is larger than γ. This implies that whenever
1We can notice that users could have different minimum SINR values, but that they should be set for users {1, 2} and not
for the ordered users {A,B}, as the transmitters are not aware of whether they are the strong or the weak user. Considering
different values of γ1 and γ2 leads to a very complex statistical problem that is not addressed in this paper. Moreover, setting
the same minimum SINR value is more logical from an operational viewpoint, as this minimum SINR corresponds to a given
maximum Bit Error Rate requirement for a specific modulation.
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4user B is in outage, user A is also in outage. Consequently, the probability that user A is not
in outage with NOMA is given by:
φA,N(ρ) = P
((
xB ≥
γ
ρ
(1 + ρxA)
)
∩
(
xA ≥
γ
ρ
)
))
. (10)
On the contrary, in OMA, the probability not to be in outage is independent for each user
k ∈ {A,B} and is given by:
φk,O(ρ) = P
(
xk ≥
γ˜
2ρ
)
. (11)
Then, the throughput with NOMA for k ∈ {A,B} is:
Tk,N = φk,N log2 (1 + γ) . (12)
And similarly, the throughput with OMA for k ∈ {A,B} is equal to:
Tk,O = φk,O log2 (1 + γ) . (13)
A. Evaluation of NOMA and OMA throughputs
1) NOMA probabilities: For the strong user B, φB,N(ρ) depends on which constraint xB ≥ xA
and xB ≥
γ
ρ
(1+ρxA) is the most stringent. As we assumed that γ ≥ 1,
γ
ρ
(1+ρxA) ≥ xA always
stands and the analytical expression of φB,N(ρ) is equal to:
φB,N(ρ) =
∫ ∞
xA=0
∫ ∞
γ
ρ
(1+ρxA)
f(xA, xB)dxAdxB
= ψ1,2(0) + ψ2,1(0) (14)
where ψi,j(t) is defined as follows for (i, j) ∈ {1, 2}
2:
ψi,j(t) =
λie
−
λjγ
ρ
λi + λjγ
e−(λi+λjγ)t. (15)
For the weak user A, φA,N(ρ) is derived from φB,N(ρ) by adding the constraint xA ≥
γ
ρ
. Its
analytical expression is as follows:
φA,N(ρ) =
∫ ∞
γ
ρ
∫ ∞
γ
ρ
(1+ρxA)
f(xA, xB)dxAdxB
= ψ1,2
(
γ
ρ
)
+ ψ2,1
(
γ
ρ
)
. (16)
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52) OMA probabilities: The probability not to be in outage for the strong user B is:
φB,O(ρ) =
∫ ∞
γ˜
2ρ
fXB(xB)dxB
= −e−(λ1+λ2)
γ˜
2ρ + e−λ1
γ˜
2ρ + e−λ2
γ˜
2ρ . (17)
And for the weak user A, it is equal to:
φA,O(ρ) =
∫ ∞
γ˜
2ρ
fXA(xA)dxA = e
−(λ1+λ2)
γ˜
2ρ . (18)
B. Comparison of OMA and NOMA throughputs
Proposition 1: Whatever the values of λ1, λ2 and γ, there exists a value ρmin such that the
OMA throughput is larger than the NOMA throughput for user A for any ρ exceeding ρmin.
OMA is therefore more efficient than NOMA at large average SNR for the weak user, whereas
the opposite conclusion stands at low average SNR.
Proof : The proof is given in Appendix A.
Remark 1: In NOMA, the outage probability of user B is always lower than the outage
probability of user A. Moreover, the outage probability of user B is lower than that of user A
in OMA.
Remark 2: The OMA throughput is larger than the NOMA throughput for user B when
ρ >> 1. The opposite conclusion stands when ρ→ 0. This result combined with Prop. 1 proves
that the sum throughput is larger with OMA than with NOMA when ρ >> 1, and lower with
OMA than with NOMA when ρ→ 0.
C. Adaptive NOMA strategy
The analytical expressions of φA and φB allow us to define an MA strategy called NOMA-
Adaptive (NOMA-A). It adaptively selects between OMA and NOMA with the objective to
maximize the sum throughput. NOMA-A selection only depends on the following large-scale
parameters: (ρ, P1, P2, γ). All of these parameters are known at the receiver and do not vary
frequently, as only P1 and P2 may be updated if users move and their path loss and shadowing
change. ρ may also be varying if we assume that some additional interference is included in the
noise power. Then a centralized controller decides, depending on these parameters, if NOMA
or OMA should be used, and sends a one-bit feedback to both users so that they should adapt
their transmission strategy. If we assume that the one-bit feedback is only sent whenever the
MA strategy should be modified, then the required feedback amount is very low.
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6IV. PERFORMANCE ANALYSIS AND ADAPTIVE NOMA STRATEGY IN THE FULL CSIT CASE
We now assume that both transmitters have full CSIT. Moreover, users have minimum instan-
taneous rates requirements, and they do not transmit if their instantaneous capacity is below a
minimum threshold equal to Rk,min = log2(1 + γ) for k ∈ {A,B}. As in the previous case, we
set the constraint γ ≥ 1. In NOMA, this threshold is applied on the instantaneous capacity per
time slot, corresponding to a minimum SINR per time slot, γ. However in OMA, as transmission
occurs only once every two time slots per user, the instantaneous capacity during the active time
slot should be equal to 2Rk,min. Consequently, as in the no CSIT case, the minimum SNR in
OMA is written as γ˜ = 2γ + γ2 so that log2 (1 + γ˜) = 2Rk,min. This is mandatory in order to
have a fair comparison between NOMA and OMA. To summarize, users either transmit at their
instantaneous capacity using (5), (4) or (6) if their SINR exceeds γ (in NOMA) or γ˜ (in OMA),
or they are inactive.
A. Closed-form expressions of the average data rate in OMA and NOMA
In the following, we use the auxiliary function:
α(γ, λ, ρ) =
∫ ∞
x= γ
ρ
log (1 + ρx) e−λxdx
=
e−λ
γ
ρ
λ
log (1 + γ) +
e
λ
ρ
λ
E1
(
(γ + 1)λ
ρ
)
(19)
where E1(x) =
∫∞
x
e−t
t
dt is the exponential integral.
1) NOMA average data rates: In NOMA, the instantaneous capacity of user B depend on
that of user A: if xA ≥
γ
ρ
then user A is active and user B suffers from its interference. Therefore
user B is only active if xB ≥
γ
ρ
(1 + ρxA). However if xA <
γ
ρ
, then user A is not active and
the constraint becomes xB ≥
γ
ρ
for user B to be active.
The average data rate of user A in NOMA is:
E[RA] =
∫ ∞
γ
ρ
log2 (1 + ρxA) fXA(xA)dxA
=
1
log(2)
(λ1 + λ2)α(γ, λ1 + λ2, ρ). (20)
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7The average data rate of user B in NOMA is:
E[RB] =
∫ γ
ρ
xA=0
∫ ∞
γ
ρ
log2 (1 + ρxB) f(xA, xB)dxBdxA
+
∫ ∞
γ
ρ
∫ ∞
γ
ρ
(1+ρxA)
log2
(
1 +
ρxB
1 + ρxA
)
f(xA, xB)dxBdxA
= JB/A¯ + JB/A. (21)
JB/A¯ is the average data rate of user B when user A is inactive. Its closed-form expression
is given by:
JB/A¯ =
∫ γ
ρ
0
∫ ∞
γ
ρ
log2 (1 + ρxB) f(xA, xB)dxBdxA
=
1
log(2)
(
λ2
(
1− e−
λ1γ
ρ
)
α (γ, λ2, ρ)
+λ1
(
1− e−
λ2γ
ρ
)
α (γ, λ1, ρ)
)
. (22)
JB/A is the average data rate of user B when user A is active. It is written as:
JB/A
=
∫ ∞
γ
ρ
∫ ∞
γ
ρ
(1+ρxA)
log2 (1 + ρxA + ρxB) f(xA, xB)dxBdxA
−
∫ ∞
γ
ρ
∫ ∞
γ
ρ
(1+ρxA)
log2 (1 + ρxA) f(xA, xB)dxBdxA. (23)
Determining the closed-form expression of the first integral in (23) requires to express the
following integral of the exponential integral [29]:
∫ ∞
x=S
e−px
∫ ∞
y=ax+b
e−y
y
dydx
=
e−pS
p
E1(b+ aS)−
e
bp
a
p
E1
(
(b+ aS)(1 +
p
a
)
)
. (24)
We can notice that (24) provides the Laplace transform of E1(ax+ b) if parameters (p, a, b) are
positive and S = 0.
By inserting (24) in (23), we finally obtain the closed-form expression of JB/A:
JB/A =
1
log(2)
(β1,2 + β2,1) (25)
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8where βi,j is defined as follows for (i, j) ∈ {1, 2}
2:
βi,j =
λie
−
λjγ
ρ
λi + λjγ
log(1 + γ)e−(λi+λjγ)
γ
ρ
+
λje
λi
ρ
(λj − λi)
(
e−(λj−λi)
γ
ρE1
(
λi
ρ
(γ + 1)(1 + γ)
)
−e
(λj−λi)
ρ E1
(
(λiγ + λj)(1 + γ)
ρ
))
. (26)
E[RB] is then deduced from (21), (22) and (25).
2) OMA average data rates: In OMA, the instantaneous capacities of users A and B are
independent. For user A, the average data rate is then equal to:
E[R˜A] =
∫ ∞
γ˜
2ρ
1
2
log2 (1 + 2ρxA) fXA(xA)dxA
=
1
2 log(2)
(λ1 + λ2)α(γ˜, λ1 + λ2, 2ρ). (27)
And the average data rate of user B is:
E[R˜B] =
∫ ∞
γ˜
2ρ
1
2
log2 (1 + 2ρxB) fXB(xB)dxB
=
1
2 log(2)
λ1α(γ˜, λ1, 2ρ) +
1
2 log(2)
λ2α(γ˜, λ2, 2ρ)
−
1
2 log(2)
(λ1 + λ2)α(γ˜, λ1 + λ2, 2ρ). (28)
B. Adaptive NOMA strategy
Before comparing the analytical expressions of the average data rates with OMA and NOMA,
we propose an adaptive NOMA strategy for the full CSIT case, that similarly to the algorithm
detailed for the no CSIT case in section III-C, adaptively chooses an MA strategy between
NOMA and OMA depending on the system parameters.
1) Description of NOMA-A full CSIT algorithm: The full CSIT NOMA-A strategy assumes
that a centralized controller has access to all CSI and takes a decision to transmit or not for both
users and with which MA strategy. It selects the MA strategy that maximizes the probability that
both users are simultaneously active. In details, the algorithm proceeds as follows: if NOMA
can be used with both users active, then NOMA is selected. If the strong user can be active but
the weak user cannot, then the strong user transmits interference-free. If the strong user cannot
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9be active in NOMA and the weak user is active, then the system chooses OMA strategy if it
allows both users to be active. Otherwise, only one of the users is active.
The NOMA-A algorithm is written in pseudo-code in Algorithm 1.
Algorithm 1: NOMA-A Full CSIT algorithm
if xA ≥
γ
ρ
and xB ≥
γ
ρ
(1 + ρxA) then
both users are active in NOMA;
end
if xA <
γ
ρ
and xB ≥
γ
ρ
then
user A is inactive and user B transmits interference-free;
end
if xA ≥
γ
ρ
and xB <
γ
ρ
(1 + ρxA) then
check if OMA can be used
if xA ≥
γ˜
2ρ
then
if xB ≥
γ˜
2ρ
then
both users are active in OMA;
end
else
only user A transmits interference-free;
end
end
else
if xB ≥
γ
ρ
then
only user B transmits interference-free;
end
else
both users are inactive;
end
end
end
2) Closed-form expressions of NOMA-A data rates: We hereunder derive the closed-form
expressions of the NOMA-A data rates in order to compare them with OMA and NOMA rates.
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In NOMA-A, user A is either active together with user B in NOMA or active alone in OMA
when the SINR of user B is lower than γ. The average data rate of the weak user consequently
is:
E[RˆA]
=
∫ ∞
γ
ρ
∫ ∞
γ
ρ
(1+ρxA)
log2 (1 + ρxA) f(xA, xB)dxBdxA
+
∫ ∞
γ˜
2ρ
∫ γ
ρ
(1+ρxA)
xA
log2 (1 + 2ρxA)
2
f(xA, xB)dxBdxA
=
1
log(2)
(χ1,2 + χ2,1) (29)
where χi,j for (i, j) ∈ {1, 2}
2 is equal to:
χi,j = λie
−λj
γ
ρα(γ, λi + λjγ, ρ)
+
λi
2
(
α(γ˜, λi + λj, 2ρ)− e
−λj
γ
ρα(γ˜, λi + λjγ, 2ρ)
)
. (30)
User B is active in several situations: either in NOMA of OMA when user A is active as
well, or when user A is inactive. The strong user’s average data rate is thus equal to:
E[RˆB] =
∫ γ
ρ
0
∫ ∞
γ
ρ
log2 (1 + ρxB) f(xA, xB)dxBdxA
+
∫ ∞
γ
ρ
∫ ∞
γ
ρ
(1+ρxA)
log2
(
1 +
ρxB
1 + ρxA
)
f(xA, xB)dxBdxA
+
∫ γ˜
2ρ
γ
ρ
∫ γ
ρ
(1+ρxA)
xA
log2 (1 + ρxB) f(xA, xB)dxBdxA
+
∫ ∞
γ˜
2ρ
∫ γ
ρ
(1+ρxA)
xA
1
2
log2 (1 + 2ρxB) f(xA, xB)dxBdxA
= E[RB] + JˆB/A¯ + JˆB/A. (31)
The average data rate of user B in NOMA-A when using OMA and A is active is denoted as
JˆB/A. Its closed-form expression is as follows:
JˆB/A =
∫ ∞
γ˜
2ρ
∫ γ
ρ
(1+ρxA)
xA
log2 (1 + 2ρxB)
2
f(xA, xB)dxBdxA
=
1
2 log(2)
(ω1,2 + ω2,1) (32)
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where ωi,j for (i, j) ∈ {1, 2}
2 is defined as:
ωi,j = λiα (γ˜, λi + λj, 2ρ)
−
λie
−
λjγ
ρ
(λi + λjγ)
(
e−(λi+λjγ)
γ˜
2ρ log (1 + 2γ + γγ˜)
)
−
λie
−
λjγ
ρ
(λi + λjγ)
(
e(λi+λjγ)(
1+2γ
2ργ
)
E1
(
(λi + λjγ)
(
γ˜
2ρ
+
1 + 2γ
2ργ
)))
+ e−λi
γ˜
2ρE1
(
λj
2ρ
(1 + γ˜)
)
− e
λi
2ρE1
(
(λi + λj)
2ρ
(1 + γ˜)
)
− e−λi
γ˜
2ρE1
(
λjγ
ρ
(
1 +
γ˜
2
+
1
2γ
))
+ e
λi
ρ (1+
1
2γ )E1
(
(λjγ + λi)
ρ
(
1 +
γ˜
2
+
1
2γ
))
. (33)
Finally, the average data rate of user B in NOMA-A when using OMA and A is inactive,
denoted as JˆB/A¯, is equal to:
JˆB/A¯
=
1
log(2)
∫ γ˜
2ρ
γ
ρ
∫ γ
ρ
(1+ρxA)
xA
log2 (1 + ρxB) f(xA, xB)dxBdxA
=
1
log(2)
(
δ(γ)− δ
(
γ˜
2
)
+ µ1,2(δ(γ)− µ1,2
(
γ˜
2
)
+µ2,1(δ(γ)− µ2,1
(
γ˜
2
))
(34)
where:
δ(t) = e−(λ1+λ2)
t
ρ log (1 + t)
+ e
(λ1+λ2)
ρ E1
(
(λ1 + λ2)
ρ
(t+ 1)
)
(35)
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and µi,j for (i, j) ∈ {1, 2}
2 is defined as:
µi,j(t) =
λie
−
λjγ
ρ
λi + λjγ
e−(λi+λjγ)
t
ρ log (1 + γ + γt)
−
λie
−
λjγ
ρ
λi + λjγ
e(λi+λjγ)
(1+γ)
γρ
E1
(
(λi + λjγ)
ρ
(
t +
(1 + γ)
γ
))
+ e−λi
t
ρE1
(
λj
ρ
(1 + t)
)
− e
λ1
ρ E1
(
(λi + λj)
ρ
(1 + t)
)
− e−λi
t
ρE1
(
λj
ρ
(1 + γ(1 + t))
)
+ e
λi
ρ (1+
1
γ )E1
(
λj
ρ
(1 + γ(1 + t))(1 +
λi
λjγ
)
)
. (36)
C. Analytical comparison of average data rates for any ρ regime
Theorem 1: The average data rate of user A is always larger with NOMA than with NOMA-A
and is always larger with NOMA-A than with OMA.
E[RA] ≥ E[RˆA] ≥ E[R˜A] (37)
Proof : The proof is detailed in Appendix B.
Theorem 2: The average data rate of user B in NOMA-A is always larger than with NOMA.
Proof : (31) shows that E[RˆB] is the summation of E[RB] and other positive terms. Therefore:
E[RˆB] ≥ E[RB]. (38)
D. Asymptotic behavior of the average data rates in ρ
1) Asymptotic behavior in ρ for user A: The exponential integral function is approximated
as follows [30]:
E1(x) ≈ − log(x)− γE −
∞∑
n=1
(−1)n
xn
nn!
(39)
where γE ≈ 0.57721 is Euler’s constant. When ρ >> 1,
∑∞
n=1
(−1)n
ρnnn!
→ 0. Consequently:
E1
(
a
bρ
)
≈ log(ρ)− log
(a
b
)
− γE . (40)
DRAFT April 7, 2020
13
Numerical observations show that this approximation is tight at large values of ρ. The definition
of function α (see (19)) then involves that α can be approximated when ρ >> 1 by:
α(γ, λ, ρ) ≈
1
λ
log(ρ)−
1
λ
(log(λ) + γE) . (41)
Consequently, both α and E1 functions have a linear behavior in log(ρ) at large average SNR. As
all closed-form expressions of the average data rates at large average SNR are linear combinations
α and E1, the average data rates are asymptotically linear in log(ρ) as well.
Lemma 1: The average data rate of user A is a linear function of log(ρ) when ρ >> 1. Then
the slope of the average data rate of user A in log(ρ) is larger with NOMA than with NOMA-A,
and larger with NOMA-A than with OMA. The slope in log(ρ) of the NOMA average data rate
of user A is twice that of the OMA data rate ( 1
log(2)
vs. 1
2 log(2)
), and the slope of the NOMA-A
data rate is given by
1
2 log(2)
(
1 +
λ1
λ1 + λ2γ
+
λ2
λ2 + λ1γ
)
. (42)
Proof : The proof is given in Appendix C.
We can notice that these results are consistent with Theorem 1.
2) Asymptotic behavior in ρ for the strong user (user B):
Lemma 2: The average data rate of user B is a linear function of log(ρ) when ρ >> 1. Then
the slope of the average data rate of user B in log(ρ) is larger with OMA than with NOMA-A
and with NOMA. The asymptotic slope in log(ρ) of the average data rate of user B is equal to
1
2 log(2)
in OMA, to 0 in NOMA and to:
1
2 log(2)
(
1−
λ1
λ1 + λ2γ
−
λ2
λ2 + λ1γ
)
(43)
in NOMA-A.
Proposition 2: The average data rate of user B in NOMA has an asymptote when ρ >> 1
which is equal to:
E[RB ] ≈
1
log(2)
log(1 + γ)
(
λ1
λ1 + λ2γ
+
λ2
λ2 + λ1γ
)
+
1
log(2)
1
(λ1 − λ2)
(
λ1 log
(
λ1 + λ2γ
λ1(1 + γ)
)
− λ2 log
(
λ2 + λ1γ
λ2(1 + γ)
))
. (44)
Proof : The proofs of Lemma 2 and Proposition 2 are given in Appendix D.
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3) Asymptotic behavior in ρ for the sum data rate :
Proposition 3: All three strategies have the same asymptotic slope in log(ρ) in terms of sum
data rate. Their slope is in 1
log(2)
.
Proof :
The asymptotic sum data rate in log(ρ) with OMA, NOMA and NOMA-A, respectively, are
equal to:
E[R˜A] + E[R˜B] ≈
1
log(2)
log(ρ)− fO (P1, P2, γ) , (45)
E[RA] + E[RB] ≈
1
log(2)
log(ρ)− fN (P1, P2, γ) , (46)
E[RˆA] + E[RˆB] ≈
1
log(2)
log(ρ)− fA (P1, P2, γ) (47)
where fO, fN and fA express constant terms for OMA, NOMA and NOMA-A, respectively. They
are not written here in order to avoid redundancy but they can be obtained from the expressions
of the average data rates. They depend on P1, P2 and γ. The expressions of fO, fN and fA do not
simplify enough to deduce analytical expressions of the values of (P1, P2, γ) for which NOMA-
A provides the largest asymptotic sum data rate. They are however numerically evaluated in
Section V-B.
V. SIMULATION RESULTS
In this section, unless otherwise stated, the power values are set to P1 = 0.1 and P2 = 0.9
and the SINR thresholds to γ = 10 dB.
A. No CSIT case
Fig. 1 and 2 show the individual throughputs and the sum throughput depending on ρ,
respectively, in the no CSIT case. As proven in Proposition 1 and Remark 2, OMA outperforms
NOMA at large average SNR and NOMA outperforms OMA at low average SNR. Moreover,
NOMA-A is not only the best strategy in terms of sum throughput, but it is also observed that
it leads to the largest throughput for the strong user. Fig. 3 represents the minimum value of ρ,
denoted by ρmin, such that OMA throughput is larger than NOMA throughput for any ρ ≥ ρmin.
We assume that P2 = 1 − P1. For low values of P1, ρmin is larger for user A than for user B,
whereas the opposite conclusion stands for larger values of P1. On the one hand, when P1 is
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low, user A is mostly in outage due to its SNR constraint and not because of an outage of user
B. The OMA SNR constraint xA ≥
γ˜
2ρ
is indeed more stringent than the NOMA SNR constraint
xA ≥
γ
ρ
because γ˜ > 2γ (see (8)). On the other hand, when P1 is large, user B becomes
interference-limited with NOMA and its outage also triggers an outage of user A. This also
explains why the value of ρmin is almost similar for the sum throughput and for the throughput
of user B when P1 is large.
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Fig. 1. Throughput per user vs ρ when γ = 10 dB, P1 = 0.1 and P2 = 0.9
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Fig. 2. Sum throughput vs ρ when γ = 10 dB, P1 = 0.1 and P2 = 0.9
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Fig. 3. Minimum ρ for the throughput to be larger with OMA than with OMA vs γ and P1
B. Full CSIT case
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Fig. 4. Probability that both users are active vs ρ when γ = 10 dB, P1 = 0.1 and P2 = 0.9
In the full CSIT case, Fig. 4 shows that NOMA-A maximizes the probability that both users
are active, whatever the value of ρ. Fig. 5 confirms the theoretical results of Theorem 1 and
Lemma 1, showing that the average data rate of the weak user is larger with NOMA than with
NOMA-A, and larger with NOMA-A than with OMA, with the asymptotic slopes in log(ρ) given
by Lemma 1. The results on Fig. 6 are consistent with Theorem 2 and Lemma 2: the average
data rate of the strong user is larger with NOMA-A than with NOMA, and the asymptotic slope
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Fig. 5. Data rate of the user A vs ρ, γ = 10 dB, P1 = 0.1 and P2 = 0.9
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Fig. 6. Data rate of the user B vs ρ, γ = 10 dB, P1 = 0.1 and P2 = 0.9
of the average data rate in log(ρ) is larger with OMA than with NOMA-A, whereas NOMA
has an asymptote. We can notice that NOMA-A outperforms OMA at low to medium values of
ρ. The sum data rate is larger with NOMA-A than with the two other strategies whatever the
value of ρ, as shown by Fig. 7. Moreover, all three strategies have the same asymptotic slope in
log(ρ), as expected according to Theorem 3. Finally, Fig. 8 shows the asymptotic behavior of
the sum data rate depending on P1 and γ, assuming that P2 = 1−P1. ρ is set to 40 dB and γ to
10 dB. Fig. 8 shows that NOMA-A provides the largest sum data rate whatever the parameter
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Fig. 7. Sum data rate vs ρ, γ = 10 dB, P1 = 0.1 and P2 = 0.9
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Fig. 8. Asymptotic sum data rate vs γ and P1 when γ = 10 dB, ρ = 40 dB
values, and that OMA outperforms NOMA when γ or P1 is large. A large value of P1 involves
a large interference level on the strong user in NOMA, and the minimum instantaneous capacity
becomes even more difficult to reach when γ increases, thus leading to many situations where
user B is not active. OMA avoids interference-limited situations, as well as NOMA-A since it
then selects OMA instead of NOMA. These results further emphasize the relevance of adapting
the MA strategy.
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C. Extension to K > 2 users
In this section, we extend NOMA-A algorithms for K > 2 ordered users. To the best of our
knowledge, it is then not possible to obtain closed-form expressions of throughputs and average
data rates when K > 2. Even in the simplest case where all users have the same power, implying
that {xi}1≤i≤K are independent and identically distributed, closed-form expressions cannot be
obtained with order statistics theory [31]. This would indeed require expressing the joint pdf
of one order statistics (which is not necessarily the largest) and of the partial sum of lower
order statistics. According to [31], these joint pdf are not known for all cases yet. Moreover, as
explained in [32], even if closed-form expressions of these joint pdf were obtained, no closed-
form expressions of the throughputs and average data rates could be directly deduced from them,
and some mathematical tool would still be required to compute them. In the scenario considered
in this paper, {xi}1≤i≤K are not identically distributed because {Pi}1≤i≤K may take any value.
This renders the problem even more difficult. For all these reasons, we rely to Monte Carlo
simulations in this section to evaluate NOMA-A performance when K > 2.
In the no CSIT case, NOMA-A algorithm can be extended as follows: the best MA strategy
is the one that maximizes the sum throughput among OMA, NOMA, and among all the possible
mixed strategies where a subset of users are involved in NOMA, while another subset is in
OMA. For instance, if we consider K = 3 with users A,B,C, assuming that xC ≥ xB ≥ xA,
three mixed strategies are possible. In each of them, two users transmit in NOMA during 2
time slots over 3 using 3/2 times their power per time slot for fair comparison with NOMA,
while the other user transmits in OMA during 1 time slot over 3, using 3 times its power. Fig. 9
shows the sum throughput when K = 3, where ’Mixed strategy C-B’ in the legend means that
users C and B are involved in NOMA. The simulation parameters are γ = 10 dB for all users,
P1 = 0.05, P2 = 0.15 and P3 = 0.8. Similarly to the two users case, NOMA is the best strategy
at very low SNR and OMA is the best strategy at large SNR. However, at medium SNR, Mixed
strategies involving users C and A in NOMA or involving users B and A provide larger sum
throughputs.
In the full CSIT case, for each instantaneous channel realization, NOMA, OMA or one of the
Mixed strategies is selected, with the objective to maximize the probability that all K users are
jointly active. Fig. 10 represents this probability when K = 3, with the same parameters in the
no CSIT case. We can notice that with NOMA, the probability to have all users active is very
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Fig. 10. Probability that all users are active vs ρ, when γ = 10 dB, K = 3, full CSIT
low, due to large interference. These numerical results assess that NOMA-A can be efficiently
extended to larger number of users.
VI. CONCLUSIONS
This paper has focused on uplink two-user MA with outage situations in the no CSIT case and
with a minimum instantaneous capacity threshold in the full CSIT case. All analytical throughput
and average data rate expressions in OMA and NOMA and in the proposed NOMA-A strategy
have been obtained and compared. The superiority of NOMA-A in terms of sum throughput and
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sum data rate has been established. Future work will consist in considering other optimization
objectives such as energy efficiency.
APPENDIX A
By (13) and (12), OMA and NOMA throughputs can be directly compared by evaluating the
sign of
(
φA,N (ρ)
φA,O(ρ)
− 1
)
. Then:
gA(ρ) =
φA,N(ρ)
φA,O(ρ)
=
λ1
λ1 + λ2γ
e−
(λ2−λ1)γ
2
2ρ +
λ2
λ2 + λ1γ
e−
(λ1−λ2)γ
2
2ρ . (48)
The asymptotic behavior of gA(ρ) is as follows: gA(ρ) >> 1 when ρ→ 0 and gA(ρ)→ m(γ)
when ρ >> 1, where
m(γ) =
λ1
λ1 + λ2γ
+
λ2
λ2 + λ1γ
. (49)
m(γ) is a decreasing function of γ and m(1) = 1. Consequently, as we assumed that γ ≥ 1,
m(ρ) ≤ 1.
We hereafter prove that gA(ρ) is a decreasing function in ρ. Its first derivative is equal to:
g′A(ρ) =
γ2
ρ2
e−
(λ2−λ1)γ
2
2ρ
(
λ1(λ2 − λ1)
λ1 + λ2γ
+
λ2(λ1 − λ2)
λ2 + λ1γ
e−
−(λ2−λ1)γ
2
ρ
)
. (50)
As e−
(λ2−λ1)γ
2
ρ ≤ 1, g′A(ρ) is negative if
(
λ1(λ2−λ1)
λ1+λ2γ
+ λ2(λ1−λ2)
λ2+λ1γ
)
is negative. The sign of
(
λ1(λ2−λ1)
λ1+λ2γ
+ λ2(λ1−λ2)
λ2+λ1γ
)
is equivalent to the sign of ρλ21(λ2−λ1)
(
1−
(
λ2
λ1
)2)
which is always negative because P2 ≥ P1,
which implies that λ2 − λ1 ≤ 0 and 1−
(
λ2
λ1
)2
≥ 0.
To conclude, gA(ρ) is a decreasing function in ρ that tends to a value which is lower than 1.
Consequently, whatever the values of λ1, λ2 and γ, there exists a value ρmin such that φA,O(ρ) ≥
φA,N(ρ) for any ρ ≥ ρmin. By the definition of the throughputs (13), (12), this implies that the
throughput is larger with OMA than with NOMA for any ρ ≥ ρmin. This completes the proof.
The proof of Remark 2 is given hereunder:
For the strong user B, the asymptotic behavior of φB is as follows:
• φB,N → m(γ) ≤ 1 when ρ >> 1;
• φB,O → 1 when ρ >> 1. Consequently, φB,O ≥ φB,N when ρ >> 1;
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• Both φB,N and φB,O tend to 0 when ρ → 0 but the decrease of φB,O towards 0 is faster
than that of φB,N due to the extra term −e
−(λ1+λ2)
γ˜
2ρ in φB,O.
Therefore we can conclude that OMA is more efficient than NOMA for the strong user at large
average SNR, whereas the opposite stands at low average SNR.
APPENDIX B
By definition, the average data rate of the weak user with NOMA-A is:
E[RˆA] = E
[
RA | (xB ≥
γ
ρ
(1 + ρxA))
]
+ E
[
R˜A | (xB <
γ
ρ
(1 + ρxA))
]
. (51)
The instantaneous data rate of user A is always larger with NOMA than with OMA as log2 (1 + ρxA) ≥
1
2
log2 (1 + 2ρxA). Using RA ≥ R˜A and the monotonicity of conditional expectations, we have
that:
E[RˆA] ≤ E
[
RA | (xB ≥
γ
ρ
(1 + ρxA))
]
+ E
[
RA | (xB <
γ
ρ
(1 + ρxA))
]
= E[RA] (52)
. And similarly:
E[RˆA] ≥ E
[
R˜A | xB ≥ (
γ
ρ
(1 + ρxA)
)
]
+ E
[
R˜A | xB < (
γ
ρ
(1 + ρxA))
]
= E[R˜A]. (53)
The average data rate ordering for the weak user is therefore given by (37).
APPENDIX C
From 27) and (41), the asymptotic behavior when ρ >> 1 of the OMA data rate for the weak
user is:
E[R˜A] ≈
1
2 log(2)
(log(ρ) + log(2)− log(λ1 + λ2)− γE) . (54)
Similarly from (20) and (41), the asymptotic behavior of the NOMA data rate for the weak
user is:
E[RA] ≈
1
log(2)
(log(ρ)− log(λ1 + λ2)−D) . (55)
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Consequently the slope of the asymptotic data rates in log(ρ) with NOMA is twice that obtained
with OMA.
Finally from (29), the asymptotic behavior of the NOMA-A data rate for the weak user is:
E[RˆA]
≈
1
2 log(2)
(1 +m(γ)) (log(ρ)− γE)
+
1
2
(
1−
λ1
λ1 + λ2γ
−
λ2
λ2 + λ1γ
)
−
log(λ1 + λ2)
2 log(2)
−
λ1
2 log(2)(λ1 + λ2γ)
log(λ1 + λ2γ)
−
λ2
2 log(2)(λ2 + λ1γ)
log(λ2 + λ1γ) (56)
where m(γ) is given by eq.(49). As m(γ) ≤ 1, the slope in log(ρ) with NOMA-A is then lower
than that with NOMA but larger than that with OMA.
APPENDIX D
From (28), the strong user’s asymptotic data rate in OMA is equal to:
E[R˜B] ≈
1
2 log(2)
(log(ρ) + log(2) + log(λ1 + λ2)
− log(λ1)− log(λ2)− γE) . (57)
In NOMA, the first part JB/A¯ tends to 0 when ρ >> 1. The second part JB/A asymptotically
tends to:
E[RB ] ≈ JB/A
≈
1
log(2)
log(1 + γ)
(
λ1
λ1 + λ2γ
+
λ2
λ2 + λ1γ
)
+
1
log(2)
1
(λ1 − λ2)
(
λ1 log
(
λ1 + λ2γ
λ1(1 + γ)
)
−λ2 log
(
λ2 + λ1γ
λ2(1 + γ)
))
(58)
where we used (40) to approximate function E1. (58) shows that E[RB] does not depend on ρ.
Consequently, E[RB ] has an asymptote when ρ >> 1.
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Finally, the approximation of E[RˆB] when ρ >> 1 is:
E[RˆB] ≈ JB/A +
1
2 log(2)
(log(ρ) + log(2)− γE)
(
1−
λ1
λ1 + λ2γ
−
λ2
λ2 + λ1γ
)
−
1
2 log(2)
log(λ1 + λ2) +
1
2 log(2)
(σ1,2 + σ2,1) (59)
where :
σi,j =
λi
λi + λjγ
log
(
λi + λjγ
2γ
)
+ log
(
λi + λj
λj
)
+ log
(
λjγ
λi + λjγ
)
. (60)
The slope of E[RˆB ] in log(ρ) is positive but is lower than that of E[R˜B]. This completes the
proofs.
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