Bandwidth selection is crucial in the kernel estimation of density level sets. Risk based on the symmetric difference between the estimated and true level sets is usually used to measure their proximity. In this paper we provide an asymptotic L p approximation to this risk, where p is characterized by the weight function in the risk. In particular the excess risk corresponds to an L 2 type of risk, and is adopted in an optimal bandwidth selection rule for nonparametric level set estimation of d-dimensional density functions (d ≥ 1).
Introduction
For a density function f on R d , d ≥ 1, its level set at a given level c is defined as
With a given random sample from f , it is often of interest to estimate L c . Density level set estimation has been useful in many areas, such as clustering (Rinaldo and Wasserman, 2010) , classification (Steinwart et al., 2005) , tests for multimodality (Müller and Sawitzki, 1991) , and topological data analysis (Fasy et al., 2014) . A usual plug-in estimator of L c using kernel density estimation is given by
wheref (x) is the kernel estimator of f (x) (see (2.1)). It is well-known that the choice of bandwidth plays a crucial role in the performance of kernel-type estimators. In this paper we develop an automatic bandwidth selection rule for L c . We take the level c as a fixed value and denote L = L c and L = L c for simplicity.
The optimal bandwidth selection forf has been studied extensively in the literature, usually based on ISE, MISE, or MIAE (see Wand and Jones, 1995) . These criteria measure the proximity betweenf and f over R d . We emphasize here that the target of our estimation L is a set rather than a density function; this has a critical impact on the bandwidth selection, since the quality of density estimation should be prioritized regionally rather than over the entire domain. Figure 1 is an illustration which shows that the overall closeness of density functions is not equivalent to the closeness of their level sets. Therefore, it is necessary to develop bandwidth selection criteria and rules tailored for nonparametric level set estimation.
A usual loss function used to measure the closeness between L and L is based on their symmetric difference. For any two sets A and B, let A∆B be their symmetric difference, i.e., A∆B = (A ∩ B ) ∪ (B ∩ A ), where we use to denote the complement of a set. For any nonnegative integrable function g on R d and any Lebesgue measurable subset A of R d , denote λ g (A) = A g(x)dx. In the literature λ g (L ∆ L) has been well accepted as a measure of the proximity between L and L, due to its natural geometric interpretation. Examples of g(x) include f (x) and |f (x) − c| q for some q ≥ 0. The asymptotics of λ g (L ∆ L) has been studied, e.g., in Baíllo et al. (2000) , Baíllo (2003) , Cadre (2006) , Cuevas et al. (2006) , and Mason and Polonik (2009) .
When the level c is not explicitly given but determined by a probability value τ ∈ (0, 1) through c = inf{y ∈ (0, ∞) : f (x)≥y f (x)dx ≤ 1 − τ }, we denote c = c(τ ) and L c(τ ) is called the 100(1 − τ )% highest density region (HDR) of f (see Hyndman, 1996) . The corresponding plug-in estimator is Lĉ (τ ) , whereĉ(τ ) = inf{y ∈ (0, ∞) : f (x)≥yf (x)dx ≤ 1 − τ }. In the case of f being a univariate density (i.e., d = 1), the bandwidth selection problem for estimating HDR Figure 1 : Three density functions on R are shown on the graph: f (red curve), f 1 (blue curve) and f 2 (green curve). The level sets with c = 0.2 (dotted line) of the three density functions are considered. The thick horizontal lines underneath the density curves represent the level sets. Overall, the density function f 2 is closer than f 1 to f . However, the level set of f 1 is closer to that of f .
was studied in Samworth and Wand (2010) . They chose Eλ g (L c(τ ) ∆ Lĉ (τ ) ) with g = f as the risk function to minimize for bandwidth selection. The extension of their approach to the multivariate case is far from trivial, as more intricate geometry is involved in high dimensions.
We use the risk Eλ g (L ∆ L) to study the problem of bandwidth selection for density level set estimation for d ≥ 1. A critical step is to obtain the asymptotic expression for this risk, which is one of the main results in this paper and is first described below.
Let M = {x : f (x) = c}, which is the boundary of L (i.e., M = ∂L) under a mild assumption (e.g., see our assumption (F1) below). Let Vol d−1 be the natural (d − 1)-dimensional volume measure that M inherits as a subset of R d , and d(x, M) be the distance from any x ∈ R d to M. Suppose g(x) is approximately pth power of d(x, M) for x in a small neighborhood of M. Then under regularity conditions the following approximation holds asymptotically:
where w is a positive function on M. Here we approximate a risk describing horizontal variations with the one constructed with vertical variations. A rigorous statement with appropriate assumptions for (1.1) is given in Theorem 3.1 below. Using the above expression we can interpret Eλ g (L ∆ L) asymptotically as a weighted L p+1 risk for density estimation, in the form of an integration over the boundary of L with respect to the (d − 1)-dimensional volume measure. When p = 0, the above approximation corresponds to the L 1 risk called Mean Integrated Absolute Error (MIAE), which has been used as a measure of proximity for optimal bandwidth selection for kernel density estimation (See Devroye and Györfi (1985) , Devroye (1987) , Hall and Wand (1988) , and Holmström and Klemelä (1992) ). Alternatively, Mean Integrated Squared Error (MISE) is more tractable than MIAE. This motivates us to use the choice of g with p = 1 for bandwidth selection, specifically g(x) = |f (x) − c|. In this case, Eλ g (L ∆ L) corresponds to the excess risk (or regret) in the classification literature. In fact the excess risk has been used to find the optimal tuning parameter for nonparametric classifier, where the excess risk can be asymptotically decomposed into a squared bias term and a variance term (Hall and Kang 2005 , Hall et al. 2008 , Samworth 2012 , Cannings et al. 2017 . The results in this paper provide a way of understanding the excess risk as an L 2 risk, in a more general setting. In addition to the asymptotic approximation for the risk Eλ g (L ∆ L), we also show the asymptotic approximation for the error
under some extra assumptions on the convergence rate of the bandwidth.
Some of the important work on level set estimation includes Hartigan (1987) , Polonik (1995) , Tsybakov (1997) , Walter (1997), Cadre (2006) , Rigollet and Vert (2009) , among many others. Also see Mason and Polonik (2009) for a comprehensive review of the literature for level set estimation. Confidence regions for level sets have recently been studied in Mammen and Polonik (2013) , Sommerfeld et al. (2015) , Chen et al. (2017) , and Qiao and Polonik (2018) . In Jang (2006) , plug-in level set estimation is applied to two-dimensional astronomical sky survey data, where the selection of bandwidth is based on the classical plug-in and cross validation approaches for density estimation. In Naumann et al. (2010) , HDRs were estimated with flow cytometry data for d = 1, 2, and 3.
The rest of the paper is organized as follows. We first introduce some notation and geometric concepts in Section 2. In Section 3, after discussing the assumptions that we will use, we derive some asymptotic results for the L p type of risks introduced above and a bandwidth selection rule for density level set estimation. Specifically, Theorems 3.1 and 3.2 formulate the ideas given in (1.2) and (1.1), respectively. Corollary 3.1 gives an exact asymptotic expression for Eλ g (L ∆ L) when p = 0. The excess risk as an asymptotic L 2 type of risk, is used to find the optimal bandwidth with the result given in Theorem 3.3. Simulation results are presented in Section 4, where we show the efficacy of our bandwidth selector in practice. We leave all the proofs to Section 5, while some miscellaneous results are put in the appendix.
2 Notation and some geometric concepts
where K is a kernel function on R d and is used to denote the Hadamard or element-wise product between two vectors of the same size. Here we assign a bandwidth value for each of the variables in the density estimation. This corresponds to a diagonal bandwidth matrix, which is a compromise between flexibility (by using a full bandwidth matrix) and simplicity (by using only a scalar bandwidth). See Wand and Jones (1994) for more discussion on the impact of the form of bandwidth matrix on multivariate density estimation. We use a product kernel for K, i.e., we can write
whereK is a univariate kernel function,
The order of a kernel is determined by its first nonzero moment. We call K a νth (ν ≥ 2) order kernel if R |u νK (u)|du < ∞ and
It is obvious that ν is alway even ifK is symmetric. When d = 1, we also denote h = h and Evans and Gariepy, 1992) . It agrees with the (d − 1)-dimensional volume measure Vol d−1 on nice sets. For d = 1, H 0 is the cardinality of a set, such that for A = {a 1 , · · · , a m } ⊂ R and a function g : 
we denote the gradient and Hessian matrix of g by ∇g and ∇ 2 g, respectively. With slight abuse of notation, we also use ∇g to denote the first derivative g when d = 1. For any Borel set We will also use the concept of reach of a manifold. For a p-dimensional manifold S embedded in R d (p < d), the reach of S, denoted by ρ(S), is the largest δ such that the normal projection from every point in S ⊕ δ onto S is unique. See Federer (1959) . A positive reach corresponds to the notion of bounded curvature of a manifold. See Genovese et al. (2012) . 
Main results

Assumptions and their discussion
We introduce the assumptions that will be used in this paper. Let R d + be the set of vectors in R d with positive coordinates. With the requirement of C 2 smoothness of the kernel function K, define the class of functions
Let B be the Borel σ-algebra on R d . For any probability measure Q on (R d , B) and > 0, let N (K , L 2 (Q), ) be the -covering number for K using the L 2 norm with respect to Q, i.e., the minimal number of balls {g :
K2) K is two times continuously differentiable. We require that F ∞ < ∞ and for some C 0 > 0 and η > 0, sup
for 0 < < 1, where the supremum is taken over all the probability measures Q on (R d , B).
(F1) f is a (ν +2) times continuously differentiable pdf. The density function and all of its first to (ν + 2)th derivatives are bounded on R d . We also assume inf
and there exist δ 0 > 0 and 0 > 0 such that ∇f (x) > 0 for all x ∈ I(2δ 0 ).
(G1) g is a non-negative continuous function on R d and there exist p ≥ 0 and a bounded positive function
are avoided sometimes because it is possible that density estimators have negative values (see, e.g., Silverman, 1986, page 69 ). However, this should be of less concern for level set estimation, because the negative values of the density estimate are not (directly) involved in our level set estimator for c > 0.
2. Assumption (K2) is imposed to uniformly control the stochastic variation of the kernel density estimator and their derivatives around the expectations. Similar assumptions have appeared in Giné and Guillou (2002) , and Einmahl and Mason (2005) . Also see Chen et al. (2017) . For sufficient conditions for (K2) to hold, see e.g., Nolan and Pollard (1987) . In particular, the Gaussian kernel and many usual kernels with bounded support satisfy assumption (K2).
3. In assumption (F1), the smoothness requirement for f can be weakened to only hold on I(2δ 0 ), if we choose to use a kernel function with bounded support. Conditions similar to ∇f (x) > 0 for x ∈ I(2δ 0 ) in assumption (F1) have appeared in Tysbakov (1997), Cadre (2006) , Cuevas et al. (2006) , Mammen and Polonik (2013) , among others. It excludes the possibility of "flat parts" around the level set. In particular, it implies that M = ∂L, i.e., the boundary of L, which is a compact Walther (1997) ). In the case d = 1, M is a collection of separated points, i.e., there exist Mason and Polonik (2009) . Below we give the specific forms of g (p) for some usual functions g.
A similar assumption to (G1) has appeared in
(i). If p = 0, then g (p) (x) = g(x), x ∈ M. For example, g(x) ≡ 1 or g(x) = f (x). (ii). If g(x) = |f (x) − c| q for q ≥ 1, then p = q and g (p) (x) = ∇f (x) p , x ∈ M.
Asymptotic expressions for
For d ≥ 2, once we establish the normal compatibility between M and M, the inverse mapping of the normal projection π M will be well defined and is denoted by P n . Namely, for any x ∈ M, we have P n (x) ∈ M and P n (x) − x is orthogonal to the tangent space of M at x. We also write M = P n (M). Since ∇f (x) is a normal vector of M at x, we can write
for some unique t n (x) ∈ R. For d = 1, P n is set to be equivalent to π M , i.e. it maps points in M to their closest points in M.
} be a partition of M and a i be a point on A i . Since pointwisely t n is small when n is large, the following approximation is heuristic when the partition is fine enough:
The more precise form of the above idea is given in the following theorem, where we need the assumption on n and h as below.
Remark 1. This result is related to but different from Theorem 2.1 in Cadre (1996) , where assumptions are imposed to ensure that for some µ g > 0,
In particular the bandwidth is assumed to be small enough that the bias in the kernel density estimation can be ignored. In contrast, our focus is on revealing the asymptotic expression of the λ g (L ∆ L) for the purpose of bandwidth selection, for which both the variance and bias in the kernel density estimation are involved.
2. The assumption (log n) −1 nh 1 · · · h d h 4 → ∞ in this theorem is used to guarantee the normal compatibility between M and M for d ≥ 2, and can in fact be relaxed and replaced with (log n) −1 nh 3 → ∞ for d = 1, which is required for the uniform consistency of the kernel estimation for the first derivative of the density. As indicated above H 0 is the cardinality measure.
The required assumption of (log n) −1 nh 1 · · · h d h 4 → ∞ is critical in the above theorem. However, if we only consider the expectation of λ g (L ∆ L), it is in fact not needed. We modify (H1) into
3)
It is known (see, e.g., Wand and Jones, 1995) that the bias for kernel density estimator at
and variance is
We have the following theorem.
where Z is a standard normal random variable.
Notice that g ≡ g (p) when p = 0 in assumption (G1). By observing the fact for any a ∈ R,
where
we have the following corollary which gives an exact asymptotic expression of Eλ g (L ∆ L) when p = 0, the example including g ≡ 1 and g = f . The result is comparable to Theorem 1 in Devroye and Györfi (1985, page 78) , where they considered the MIAE as the risk for kernel density estimation.
One can obtain asymptotic lower and upper bounds for the risk in (3.10), following similar arguments as in the proof of Theorem 2 in Devroye and Györfi (1985, page 79) , or in Holmström and Klemelä (1992, page 257) . For example, for the upper bound, since
The minimization of the upper bound leads to an approximation to the asymptotically optimal bandwidth, as the close form of the minimizer for the leading term in (3.10) is difficult to obtain. See Devroye and Györfi (1985, page 107 ) for a similar suggestion.
In the case h 1 = · · · = h d = h, the leading term in the above upper bound can be analytically minimized with respect to h. Using a numerical method following the ideas in Hall and Wand (1998) , where minimizing the MIAE of kernel density estimation was considered, it is also possible to find an asymptotic optimal bandwidth selector tailored for the level set estimation by minimizing
3.3 Bandwidth selection using excess risk
is called the excess risk. Our bandwidth selection for level set estimation is based on the excess risk, which is shown to resemble MISE for kernel density estimation in Theorem 3.2. The following proposition provides another way of understanding this notion.
Following this result we can interpret the excess risk as a limit of the MISE for kernel density estimation constrained in a neighborhood of M.
In what follows we denote
(3.14)
The assumptions in Theorem 3.2 guarantee that when
Therefore the excess risk can be asymptotically minimized by minimizingm(h). Note that
where we denote
Then from (3.15) we can writẽ
To ensure the uniqueness of the optimal solution, we impose the following assumption.
A similar assumption in the kernel regression setting appears in Yang and Tschernig (1999) . A density function with linearly dependent νth partial derivatives {f (k * ν) (x) : k = 1, · · · , d} does not satisfy this assumption.
Let u(M, a, ν) be the vector u which minimizes Q(u; M, a, ν). We then have the following optimization result form(h). 18) and as n → ∞, the bandwidth h opt which minimizes m(h) satisfies
Remark 1. The result (3.18) also contains the case d = 1, which we state explicitly below.
where f (ν) is the νth derivative of f . The asymptotic optimal bandwidth is given bỹ
(3.21) 2. In general, for the multivariate case, (3.18) has an analytical expression only when d = 2, given byh opt = (h opt,1 ,h opt,2 ) T , wherẽ
For d ≥ 3, one has to use numerical methods to find the solution.
Since (3.18) contains unknown quantities, in practice we need to find estimatorsb(f ) andÂ(f ) for b(f ) and A(f ). Then the asymptotic risk functionm(h) is estimated bŷ
Correspondingly, the plug-in optimal bandwidth becomeŝ
Note that b(f ) and A(f ) involve the unknowns M, ∇f and f (k,k) f (j,j) for 1 ≤ k, j ≤ d, which can be estimated using their plug-in kernel estimators viaf (x) and its corresponding derivatives. The kernel function K may be replaced by a different one in these estimators. However, for the simplicity of notation, we keep using K in what follows.
We emphasize that the bandwidths used in the estimators M, ∇f andf (k,k)f(l,l) can be chosen separately, for which we denote as h (0) , h (1) and h (2) , respectively. We propose to use the direct plug-in bandwidths for the kernel density and its first two derivatives as the pilot bandwidths h (0) , h (1) and h (2) , respectively. See Jones (1994, 1995) , Duong and Hazelton (2003) , and Chacón et al. (2011) for details of the direct plug-in strategies. In fact, out pilot bandwidths for d = 1 can be chosen following the exact procedure given in Samworth and Wand (2010, page 1777 ).
The asymptotics forĥ opt when d ≥ 2 involves the estimation of integrals on (unknown) manifolds, and is studied in Qiao (2018) . In the literature, estimating the volume of manifolds or surface integrals has been studied in, e.g., Cuevas et al. (2007) and Jiménez, R. and Yukich (2013) . Below we consider the convergence rate ofĥ opt only for d = 1. Recall that M = {x i : i = 1, 2, · · · , N } for d = 1 (see the discussion after the assumptions). Let
(3.25)
Theorem 3.4 Suppose assumptions (K1), (K2), and (F1) hold.
. (3.27) Note that the direct plug-in bandwidths for kernel estimation of a density and its first two derivatives have the same rates specified in the above theorem for h (0) , h (1) and h (2) .
Simulation results
A simulation study was run to assess the performance of our bandwidth selector tailored for level set estimation for d = 2. Following Samworth and Wand (2010), we compared the performance of our bandwidth selector with the least square cross validation method (see Rudemo (1982) , and Bowman (1984) ), which is an ISE-based selector and denoted by h LSCV . In order to make a fair comparison withĥ opt , h LSCV is also a d-dimensional vector, which corresponds to a diagonal bandwidth matrix.
We considered the 12 bivariate Gaussian mixture models in Wand and Jones (1993) , which cover from unimodal to quadrimodal models. In addition, we included another Gaussian mixture model with the distribution
which has a sharp mode and was constructed to represent a bivariate analog to density 4 in Marron and Wand (1992) . For each of 13 distributions, random sampling was replicated for 500 times. The levels of the density functions in our analysis were chosen corresponding to the 20%, 50% and 80% HDRs, respectively, that is, c = c(τ ), where τ = 0.2, 0.5, and 0.8 (see Section 1 for the definition of HDRs). The Gaussian kernel was used throughout the bandwidth selection procedure (i.e., ν = 2). The error criterion used in the study was Figure 3 shows the simulation results for the model in (4.1) with sample size n = 2, 000. It can be seen that our bandwidth selectorĥ opt performed better than h LSCV in terms of the error e(h) for this model. The improvement ofĥ opt was statistically significant at the 1% level for τ = 0.2, 0.5, and 0.8 when Wilcoxon tests were applied to the ratios of errors given by e(h LSCV )/e(ĥ opt ). For each τ value, among the 500 samples, we chose the one with the ratio of errors closest to the median as a representation. Figure 4 visually compares the level set estimations between the two bandwidth selectors for the representative samples for τ = 0.2, 0.5, and 0.8. It can be seen that whenĥ opt was used, the level sets were estimated reasonably well, while using h LSCV only captured the level sets for τ = 0.8. When we decreased the sample size to n = 500,ĥ opt still performed better than h LSCV for τ = 0.2 and 0.5. However, for τ = 0.8 which corresponds to a relatively high density level, M had about 11% chance to be an empty set in the replications, and in these cases our bandwidth selector was not computable. This issue arises because the kernel density estimator underestimates the density in a neighborhood of the modes on average, when a second order kernel is used (see the expansion of the bias in (3.5)). When the level c is relatively high and the sample size n is small, we suspect that using a higher order kernel or a more sophisticated pilot bandwidth h (0) might make an improvement on this issue.
Similar comparisons were also extended to the 12 Gaussian mixture models in Wand and Jones (1993) , and we have 36 combinations of the τ values and models. When n = 2, 000, for 23 of the 36 combinations,ĥ opt performed better than h LSCV , while h LSCV performed better for , with sample size of n = 2, 000 for 500 replications. The upper panels show the scatter plots of the errors e(h) for the two bandwidth selectors, and the lower panels show the kernel density estimates of the common logarithm of ratios between the errors using h LSCV and the errors usingĥ opt .
the other 13 combinations, among which 8 were for τ = 0.2. Since using the proposed h (0) , h (1) and h (2) does not give the optimal estimation of the local density and its derivatives, we suspect that using pilot bandwidths which are adaptive to the density levels might improve the performance ofĥ opt . This will be investigated in future work. When we increased the sample size to 100,000,ĥ opt performed better than h LSCV for all except 5 combinations: model (H) with τ = 0.8, model (I) with τ = 0.2 and τ = 0.8, and model (J) with τ = 0.2 and τ = 0.8. We conclude that overall our bandwidth selectorĥ opt performs better than h LSCV for the density level set estimation, especially when the sample size is very large. Note that data of large sample sizes are available for many application areas of density level set estimation, such as flow cytometry (Naumann et al., 2010) and astronomical survey (Jang, 2006) . Figure 4: Comparisons between the estimated level sets using h LSCV (upper panels) andĥ opt (lower panels) for τ = 0.2, 0.5, 0.8 for the model in (4.1). Estimated level sets are represented by the gray areas, and the true level sets are enclosed by the red curves. The samples were chosen such that the ratios between the errors using h LSCV and the errors usingĥ opt are closest to their medians in the 500 replications.
Proofs
Proof of Theorem 3.1
Proof. We first present the proof for the case d ≥ 2. The case d = 1 is briefly discussed at the end.
By Theorem 2 of Cuevas et al. (2006) , we have
With a slight generalization of Theorem 1 of Einmahl and Mason (2005) to the case of individual bandwidth for each dimension in the kernel density estimator, it follows from assumptions (K1), (K2), (F1) and (H1) that lim sup
for some constant η 1 . Following a standard derivation for kernel density estimation, we can show that, there exists a constant η 2 > 0 such that
Combining (5.1), (5.2) and (5.3), we have that there exists a positive constant η 3 such that with
we have L ∆ L ⊂ M ⊕ n with probability one when n is large enough. As a result,
By the definition of reach for a manifold, for any with 0 < < ρ(M), we can write M ⊕ = {ζ x (s) : x ∈ M, |s| ≤ }. Then for large n, the map 6) where the o(1) term in uniform in (x, s∇f (x)/ ∇f (x) ) for x ∈ M and s ∈ [− n , n ]. See Samworth (2012) and Cannings et al. (2017) for similar derivations.
For any x ∈ M, recall that P n (x) = ζ x (t n (x)) ∈ M. Using Lemma 1 in Chen et al. (2017) , M and M are normal compatible and hence P n is well defined. For n large enough, we have
, where t n (x) ∧ 0 = min(t n (x), 0) and t n (x) ∨ 0 = max(t n (x), 0). For n large enough, with probability one we have t n (x) < n since L ∆ L ⊂ M ⊕ n as indicated above. Hence from (5.5) and (5.6) we can write
The first equality above is a result of integration on manifolds, the theory of which can be found in e.g., Guillemin and Pollack (1974) , page 168 and Gray (2004) , Theorem 3.15 and 4.7. By Assumption (G1) we have 8) where o(1) is uniform in (x, s) for x ∈ M and s ∈ [− n , n ]. Note that
By using the Taylor expansion for x ∈ M, we have
It follows that
where o p (1) is uniform in x ∈ M. Also see Lemma 2.2 in Qiao (2018) . Combining (5.9) and (5.10), we have
(5.11)
The result (3.7) immediately follows from (5.7), (5.8) and (5.11).
The proof for the case d = 1 can go through a similar procedure as above, but should be simplified with fewer geometric ingredients. Note that (5.5) is still valid for d = 1. Then using (5.8) we have
Proof of Theorem 3.2
Proof. We only show the proof for the case d ≥ 2, as the proof is similar and simpler for the case d = 1, as shown in the proof of Theorem 3.1.
Step 1. Let B n (x) = Ef (x) − f (x) and σ n (x) = V ar(f (x)). We will first prove the following facts which show that s 2 n and β h (x) are the asymptotic expression of the variance and bias of kernel density estimation uniformly in a small neighborhood of M.
We first show (5.12). Note that by using the Taylor expansion for f (x − h y) around f (x), where y = (y 1 , · · · , y d ) T , and the assumption that K is a νth order symmetric kernel function we have
by the Dominated Convergence Theorem and assumption (F1).
Next we show (5.13). For s ∈ [− n , n ] with the same n given in (5.4), by using the Taylor expansion, we have that
(5.14)
Therefore with 0 given in assumption (F1),
where we have used assumption (K1).
Step 2. We prove (3.7) in this step. Note that
Since L∆ L ⊂ M ⊕ n with probability one for large n,
For the leading term in the RHS of the above expression, it follows from (5.8) that
Only focusing on the leading term again, in what follows we perform a sequence of decompositions. In general, we use L 1 , L 2 , and L 3 to denote dominant terms and R 1 , R 2 , and R 3 to denote remainder terms. We have
with Φ the standard normal distribution function. We will show in step 4 that
Using the results given in (5.13) and (5.12), we have
We will show in step 4 that
Let u = s/s n . Then we continue to decompose L 2 as follows.
Using integration by parts we then have that
where φ is the pdf of a standard normal density function. Using the variable transformation v = u ∇f (x) + β h (x)/s n , then we have
where Z is a standard normal random variable. Note that
Since M is a compact set and sup x∈M |β h (x)| ≤ C h ν for some constant C > 0, we obtain that Step 3. Now we prove (3.8), which is implied by
We will apply Lemma 1 in Horváth (1991) (also see the appendix) to show (5.26). Let
we deduce by recursive arguments that for x ∈ M and 2 ≤ k ≤ p + 3, 28) where o(1) is uniform in x ∈ M ⊕ n .
By applying Lemma 1 in Horváth (1991) and using (5.12), (5.13), (5.27) and (5.28), there exist positive constants C andC such that for all x ∈ M, by using (5.12) and (5.13). Then (5.26) and hence (3.8) immediately follow from (5.29), (5.30) and the fact the M is compact and g (p) (x)/ ∇f (x) p+1 is bounded on M.
Step 4. We will prove (5.19), (5.21) and (5.23), as required in step 2.
We first show the proof of (5.19) for R 1 . By the nonuniform Berry-Esseen theorem (c.f. Theorem 14, Petrov 1975, page 125) , there exists a constant C > 0 such that for all y ∈ R,
It then follows from (5.28) that there exists a constant C 1 > 0 such that for all y ∈ R,
As a result,
(5.32)
Note that due to (5.12), (5.13) and (5.14) there exists a positive constant C 2 such that for all η 3 h ν ≤ |s| ≤ n (where η 3 appears in (5.4)), inf x∈M c − Ef (ζ x (s)) σ n (ζ x (s)) ≥ C 2 |s| s n .
Plugging this inequality to the RHS of (5.32), we obtain |R 1 | ≤ R 11 + R 12 , where
and The result (3.19) follows a standard argument as given in Hall and Marron (1987) . We only sketch the proof here. By Fubini's theorem, we have from (3.14) that
The following preliminary results can be obtained by extending the expansions in (3.5) and (3.6): |f (x) − Ef (x)| = O p log n n(h (0) ) 3 .
(5.37)
Due to the uniform consistency result forf shown above, for n large enough with probability onex i ∈ [x i − b 0 , x i + b 0 ], for i = 1, · · · , N . Let g n (x) =f (x) − f (x). For i = 1, · · · , N , we have g n (x i ) = O p ((nh (0) ) −1/2 + (h (0) ) ν ) = O p (n −ν/(1+2ν) ). Sincef (x i ) = f (x i ) = c, we have
where we have used the Taylor expansion andx i is between x i andx i . Also note thatx i ∈ [x i −b 0 , x i +b 0 ], which implies that |f (x i )| > 0 . Then (5.38) implies that x i −x i = O p (g n (x i )).
Another Taylor expansion for g n (x i ) leads to where we have used h (0) = O(n −1/(1+2ν) ). Consequently, with the choice h (2) = O(n −1/(5+2ν) ),
Similarly, we havef (x i ) − f (x i ) = O p (n −ν/(3+2ν) ). We then have
and
|f (x i )| −1 = O p (n −ν/(3+2ν) ).
As a result,Ĉ C − 1 = O p (h −ν/(5+2ν) ).
and correspondingly (3.26) and (3.27).
