After exploring the classic Lambertian reflectance model, we proposed an effective illumination estimation model to extract illumination invariants for face recognition under complex illumination conditions in this paper. The estimated illumination by our method not only meets the actual lighting conditions of facial images, but also conforms to the imaging principle. Experimental results on the combined Yale B database show that the proposed method can extract more robust illumination invariants, which improves face recognition rate.
Introduction
Face recognition under complex lighting conditions is still a challenging task in the field of pattern recognition. To alleviate the adverse effect of complex illumination on face recognition, researchers proposed many methods such as multiscale retinex (MSR) [1] , self quotient image (SQI) [2] , logarithmic total variation (LTV) [3] , wavelet-based methods [4] - [6] , gradient-based methods [7] - [9] , Gabor-based methods [10] , Weberfaces-based methods [11] , oriented local histogram equalization (OLHE) [12] , the small-and large-scale (S&L) features [13] and enhanced local texture feature [14] , [15] . However, most of them are still sensitive to illumination variation. Among them, illumination estimation based illumination invariants extraction is a popular and effective type of method. Gaussian filtering [1] , Gaussianbased anisotropic filtering [2] and logarithmic total variation model [3] are often utilized to estimate the illumination of an image. Although these methods have achieved some progresses on illumination estimation under complex lighting conditions, they still have two limitations. One limitation is their assumption of the illumination changing slowly may be unpractical, because the illumination on the light shielding edges usually changes quickly. The other limitation is that they are difficult to accurately estimate illumination, because they essentially acquire a fuzzy version of original image, which has little relationship with real illumination [16] . To alleviate the above limitations, based on the analysis of the complex lighting conditions and the classical Lambertian reflectance model, we proposed a novel illumination estimation algorithm to extract illumination invariants, which can meet the actual lighting situations and image acquisition model. Experimental results show that illumination invariants extracted by the proposed method is more robust than those by the counterparts.
Proposed Mehtod

Image Acquisition Model
Generally, based on the classic Lambertian reflectance [17] , image acquisition model regards an image as the multiplication of the illumination and the reflectance. In the Lambertian refletance model, a facial image F(x, y) can be formulated as
where R(x, y) indicates the illumination invariant (i.e., the approximate diffuse reflectance), which ranges between 0 and 1. I(x, y) denotes the illumination intensity at the point of (x, y). For the above image acquisition model, if R and I are not known in advance, accurately deducing R and I from F is impossible. In the past, to approximately solve this issue for face recognition under complex illumination conditions, it is assumed that the illumination changes slowly and the reflectance changes quickly.
Illumination Estimation
The conventional illumination estimation methods usually assume that illumination changes slowly. However, it is unpractical for the complex illumination case, which causes the conventional method fail to obtain good estimation result on an image with the complex illumination. Under ideal lighting conditions (i.e., parallel light without shielding, scattering or diffuse reflection phenomenon), each image pixel usually has the similar illumination, and the reflectance value is between 0 and 1. In this case, the maximum value of F is closer to the illumination I than other values of F. Unfortunately, the ideal lighting conditions usually do not exist in real environment. The I(x, y) represents the intensity of illumination irradiating on face, which usuCopyright c 2017 The Institute of Electronics, Information and Communication Engineers ally changes quickly on light occlusion edges and changes slowly in other regions due to illumination occlusion (as illustrated in Fig. 1 a) . For each image patch in the regions with slow illumination changes, the local maximum value of F is a resonable illumination estimation of its central pixel. However, illumination estimation by local maximum pixel value is unsuitable for the pixels on the light shielding edge with quickly changed illumination. With the above motivations, for a given face image F, we specifically design two estimation models I and II. The model I is used to estimate illumination of pixels in the regions with slow illumination changes (i.e., light blocking and non-blocking areas). The model II is used to estimate illumination of pixels in the regions with quick illumination changes (i.e., light shielding edges between light blocking and non-blocking regions). The model I is formulated as
The model II is defined as
where Ω indicates an image local window centered at pixel (x, y), O i, j denotes a neighbouring pixel in Ω. The functions min(·) and max(·) calculate the minimum and maximum value of a local window, respectively. After calculating I m and I s of F(x, y), illumination fusion is designed to refine illumination estimation. In the fusion, we first distinguish light shielding edges and other regions by image segmentation, and then define fused illumination estimation result I ms (x, y) of F(x, y) as
where mean(·) indicates the average value of an image and k ∈ [0, 1] is a parameter. Since illuminations of neighbouring pixels should have strong relationship, we design an adaptive anisotropic Gaussian filter to build the correlation between neighbouring pixels' illuminations, and define the final illumination estimation result I(x, y) as
where G indicates a Gaussian kernel with standard deviation ρ. Ω denotes the scale of the convolution kernel, P(x, y, Ω) is adaptive anisotropic template of G at pixel I ms (x, y), and I ms (i, j) denotes a neighbouring pixel of I ms (x, y) within Ω.
Illumination Invariants
According to the classic Lambertian reflectance model, illumination invariant at the point of (x, y) can be estimated by
In practical calculation, if the denominator is 0, we use epsilon instead of 0 to guarantee the validity of Eqs. (7) and (10) . To better clarity, the detailed flow of our approach is illustrated in Fig. 1 (2), (3), (5), (8) and (10), respectively. From Fig. 1 f, one can observe that our algorithm successfully reduces illumination differences of the image and preserves facial features. Moreover, values of the extracted invariants range between 0 and 1, and which conforms to the common sense.
Experimental Results
The combined Yale B, including the Yale B [18] and the extended Yale B [19] , comprises 38 subjects under 64 lighting conditions. Face recognition on this database is still a challenging task due to its complex lighting conditions. Hence, in this paper, the combined Yale B is chosen to verify the performance of our work. All selected images are resized to 100 × 100, and are split into five subsets (i.e., S1, S2, S3, S4 and S5) according to the incident angle of illumination. Principal component analysis and the nearest neighbour classifier based on Euclidean distance are used to extract features and perform classification, respectively. In the process of feature extraction, 90% energy of the principal components is reserved.
Parameters Selection
To validate the effect of the parameters on the proposed method, we randomly choose one image per person as the training samples from S1 and S2, and all other images as the testing samples. The above experimental mode is conducted 10 times and the average recognition error rates under different parameter combinations are shown in Fig. 2 . From the Fig. 2 , it can be seen that when the size of Ω is 3 × 3, all the average recognition error rates under different k and ρ are significantly lower than other sizes of Ω. In addition, when k = 0.6 and ρ = 1, the average recognition error rate is lowest. Hence, in this paper, the parameters of Ω, k and ρ are set to 3 × 3, 0.6 and 1, respectively.
Comparisons with Some Famous Methods
To further evaluate the performance of the proposed alogrithm, MSR [1] , Gradientfaces [7] , TT (Tan and Triggs) [14] and Luo [15] are chosen to compare with our method. Moreover, the toolbox v2.1 [20] is to conduct MSR, Gradientfaces and TT with their corresponding recommended parameters. The parameters of other methods follow their corresponding reports. In this section, three groups of experiments are performed. First, the five images of a subject under different illumination conditions and their illumination invariants extracted by MSR, Gradientfaces, TT, Luo and our algorithm are shown in Fig. 3 . As can be seen, the proposed algorithm not only more effectively reduces illumination differences among original images under different illumination conditions, but also makes illumination invariants have more significant facial details. Second, we respectively choose S1 and S5 as the training sets, and the remaining four subsets as the testing sets. Tables 1 and 2 list the experimental results. From these tables, it can be seen that the performance of the proposed approach is better than those of others. Third, we randomly choose one image per person as the training samples, and all other images as testing samples. The above experimental mode is conducted 60 times and the average experimental results are listed in Table 3 . From the table, it can be seen that the average recognition rates obtained by our method are higher than those yielded by others. In summary, experimental results show that the proposed approach can effec- tively alleviate the adverse effect of complex illumination on face recognition.
Conclusion
Motivated by the classic Lambertian reflectance model, a new illumination estimation algorithm is proposed to extract illumination invariants. The estimation result obtained by our method is closer to real illumination than those by other methods. Moreover, the value range of the extracted illumination invariants by ours is between 0 and 1, which is consistent with the real situation. The recognition results on the combined Yale B database demonstrate that the proposed approach is more effective on face recognition under complex illumination environment than the counterparts.
