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Abstract. Utilizing context information—e.g. location, user aspects, or hard-
warecapabilities—enablesthepresentedgenericframeworktoautomaticallycon-
trol the selection and conﬁguration of visualization techniques and therewith
provide interactive illustrations, displayed on small mobile devices. For context-
annotated data, provided by an underlying context-aware world model, the pro-
posed systemdetermines adequate visualization methods out ofa database. Based
on a novel analysis of a hierarchical data format deﬁnition and an evaluation of
relevant context attributes, visualization templates are selected, conﬁgured, and
instanced. This automatic, interactive process enables visualizations that smartly
reconﬁgure according to changed context aspects. In addition to the generic con-
cept, we present real-world applications that make use of this framework.
1 Introduction
Handling, controlling, and processing of various, possibly huge amounts of data on
mobile devices will most likely be an upcoming trend in future. One example is the vi-
sualization of data on mobile devices, as already partially present in the form of mobile
navigation devices, where users query geographical data (maps) on their mobile clients
to retrieve various spatially referenced information. In general, such geo-mashup ap-
plications speciﬁcally make use of multiple geo-referenced data sources and generate
a combined, uniﬁed view of the data. With the evolution of smart, mobile devices and
data-sensor technology more and more data will become available and therewith enable
new use cases and applications.
Currently, applications which process and use huge amounts of data make high
demands on the underlying hardware infrastructure (processing power, network con-
nectivity, etc.) and in the same way on its operating users (overwhelming feature set,
non-intuitive user interface, etc.). Context-aware systems address this conﬂict of ad-
vanced applications and ease of use [1–3]. They try to assemble context information
via locally integrated sensors—e.g. cameras, GPS antennas, inertial accelerometers, or
WiFi receivers—or utilize external data providers to request additional data, like com-
mon information databases. For example, mobile navigation devices may use GPS to
acquire its current location without requiring the user to interact with the device. In
addition to pure navigation scenarios more general information retrieval systems ap-
pear that support access of arbitrary data, e.g. an intuitive access to data using a spatial
context have become available via Google Earth [4] or Microsoft VirtualEarth [5]. Suchlocation-based,context-awareapplicationsareavailablefordesktopcomputers;thenext
challenge is to offer similar services for smart devices and provide mobile users with
information relevant to their current context.
We propose a system to generate interactive context-aware visualization of feder-
ated data sources provided by an underlying context-aware framework. Systems that
manage heterogenous context data often make use of descriptive data formats and com-
munication protocols as, e.g., the Nexus system [6] makes use of XML and SOAP.
In contrast to common ﬂat formats, hierarchical data schemas—as implemented by
Nexus—have the major advantage that even new or unknown data types are partially
deﬁned through their base type(s). Our novel selection approach particularly takes ad-
vantage of an hierarchical deﬁnition to retrieve sematic information, even about un-
known data objects, to select and conﬁgure an adequate visualization out of a database
of visualization techniques. This way, the system is capable to visualize any kind of
data available through a federated data source—e.g. sensor values, 3D geometry, sim-
ulation data, etc.—exceeding most existing geo-mashup techniques in its generality to
combine multiple heterogenous data sources. In contrast to simple, very popular geo-
mashup systems [4,5] our system can, in addition to location, consider arbitrary context
aspects and adapt the visualization correspondingly. In particular, client-device aspects
are analyzed so that visualizations are appropriate for the utilized device—e.g. low-
performance clients are provided with prerendered images from the infrastructure or
clients with limited connectivity receive a reduced dataset—resulting in support for
interactive context-aware visualization on mobile devices. Because of fast-changing
context attributes, e.g. position or viewing direction, of mobile users context-aware vi-
sualizations that support interactive update rates are required and therefore hardware
acceleration support, e.g. using graphics processing units, is already considered within
the entire system design.
1.1 Nexus: A Framework for Context-Aware Applications
A generic open-source platform for context-aware applications is foreseen within the
Nexus project [6], where multiple, remote data providers contribute to a federated data
source, the so-called Augmented World Model (AWM) [3]. Data entities of the AWM
may be captured sensor data, automatically or manually generated data of real-world
objects, or data of virtual objects. This general approach places no restrictions on the
data (i.e. data type or data amount) provided to or from the platform, facilitating a
uniﬁed access to arbitrary data for context-aware applications.
In order to allow arbitrary services and applications to make use of the data, each
data type is deﬁned within a speciﬁc XML type description, called Augmented World
Schema (AWS). The resulting complex, hierarchical schema deﬁnition contains basic
types, attributes, meta data, relations to other objects, etc. In the proposed visualization
service this schema deﬁnition plays an important role as it is used to interpret and ﬁnd
adequate visualization methods for data entities within the federated data source. To
access the information contained in the AWM various data base queries are supported
and transparently distributed to the relevant data providers by the federation component
of the Nexus framework. Therefore, an efﬁcient processing of, e.g., queries on entities
located at a given geo-referenced real-world position is ensured.2 Related Work
Context-aware systems and their applications are an active ﬁeld of research, thus dis-
cussion on previous work is mainly concentrated on context-adaptive presentation.
Mackinlay shows a system that automatically generates 2D presentations of relational
data, thereby considering the effectiveness and expressiveness of the resulting visual-
ization [7]. Sophisticated interactive 3D visualization which offers much more degrees
of freedom for presentation are not discussed. Senay and Ignatius present the Vista sys-
tem [8]; where the goal is to automatically generate combined visualizations from basic
techniques. Several rules are deﬁned how visualizations can be combined to achieve the
most pleasant results. After deﬁnition of the input data, the system tries to ﬁnd a pos-
sible visualization, considering the input data types and their correlation. Gilson et al.
make use domain knowledge in form of ontologies to generate information visualiza-
tions from domain-speciﬁc web pages [9]. In contrast to our context-aware approach,
both systems consider only the input data itself and static domain knowledge. In ad-
dition, the resulting visualizations are targeted for a single platform and do not offer
dynamic context-aware presentations. A system based on scene-graph concepts is pro-
posed by Reitmayer and Schmalstieg [10]. They present an extended scene graph that
is automatically adapted during an update phase based on speciﬁc context settings. We
propose a related concept, but focus on sophisticated visualization techniques and their
interactive adaptation on mobile devices. Mandez et al. [11] make use of this system
to develop context-driven visualizations. ln addition, we propose to use context infor-
mation to automatically ﬁnd the most suitable visualization by performing a real-time
reevaluation on the available techniques, which is not foreseen in the technique pre-
sented in [10]. A conceptual framework for context-sensitive visualization with focus
on recognition and handling of higher-order context is proposed by Jung and Sato [2].
The approach is envisioned for interactive applications, but do not support interactive
visualizations or real-time context-aware adaptation.
Further, many speciﬁc prototype applications and frameworks exist. Shibata et al.
propose a framework to develop mixed and augmented reality (AR) applications [12].
Thereby, they focus on location awareness, as typical for mixed-reality applications,
and computation load balancing for AR applications. Context-ware selection or conﬁg-
uration of visualization approaches are not considered. The development of a context-
aware tourist guide is presented by Cheverst et al. [13]. They propose to change the pre-
sentation according to context aspects like location history or user interests. However,
their proposed system is targeted for static non-interactive presentation of information
whereas we focus on interactive visualizations. An interactive prototype for a mobile
location-based information presenter is proposed by Burigat and Chittaro [1]. Their
tourist guide application (LAMP3D) renders 3D VRML models interactively consider-
ing the location context, further context aspects are not analyzed.
3 Communication and Processing Infrastructure
A system that supports heterogenous mobile clients has to cope with limitations of these
devices. Computation power, network bandwidth, and limited storage are the most se-
vere ones. The proposed client-server system is designed to address these aspects. ItVisualization
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Fig.1. Overview of the communication and preprocessing infrastructure to support data process-
ing for mobile devices, implementing context-aware visualizations.
supports processing of arbitrary input data and is based on a caching and preprocessing
concept to prepare data based on the client’s requirements and further context attributes.
The server acts as a communication endpoint for heterogenous clients and optimizes the
wireless transmitted data; it is further designed to work with multiple concurrently con-
nected clients in a way that preprocessing is only done once and cached for all clients.
For the processing of data queried from a federated source an appropriate technique is
selected, based on the user’s context, so that the resulting visualization data can efﬁ-
ciently be handled by client devices. Figure 1 shows an overview of the system.
For the communication with an underlying context-aware platform—our imple-
mentation makes use of Nexus [6]—a descriptive communication protocol is used. In
Nexus, XML/SOAP requests are used to access the federation component, but such pro-
tocols are inappropriate for direct communication with mobile devices, as they increase
latency—due to complex structure parsing—and the total amount of data transmitted.
In contrast, the server-based preprocessing—as illustrated in Figure 1—allows us to
preprocess the raw data once and cache it using a data structure that is more appropriate
for visualization purposes. Therefore, subsequent queries to the same data objects—
possibly form a different client—beneﬁt form the cache and experience a faster server
response, as the underlying context-aware framework does not have to retrieve and fed-
erate data of possibly slow, remote providers.
The proposed generic system supports multiple techniques to process data objects
of the same or different type and amount via a plugin-like system. In the following,
we discuss data processing for visualization on heterogenous mobile and desktop com-
puters, but the proposed client-server system may also be used to perform other not
necessarily visualization data processing.
3.1 Visualization-Technique Database
The server component has—in addition to the data queried form the AWM—access
to a database of visualization templates (V DB) that implement different visualization
techniques,asdepictedinthebottomofFigure1.Eachindividualvisualizationtemplate
available through the V DB has four functional parts:1. A function to query the template for appropriateness to visualize a speciﬁc data
type by providing the corresponding data schema.
2. Processor to handle raw data objects, provided by the utilized federation.
3. The implementation of the actual visualization technique.
4. I/O routines to transmit/receive all required data of the template’s visualization.
These templates are utilized to preprocess and optionally calculate the ﬁnal visu-
alization, dependent on the client and its current context, which is further detailed in
Section 3.2. The resulting binary data—either an intermediate binary representation of
the visualization data or even a ﬁnal image of the visualization—is then transmitted via
a (wireless) network connection to the client. The server-based preprocessing and the
implementation of techniques are tightly coupled with the underlying scene graph [14];
therefore visualizations are represented as partial scene graphs. The preprocessed in-
termediate data, transmitted to the client, can therefore be: raw data objects, standard
scene-graph nodes, extended scene-graph nodes, or images streams.
For the integration of a new visualization a template plugin which implements the
technique has to be made available on the server and, if intermediate visualization data
should be transmitted, on the client side. If a speciﬁc visualization technique is only
available on the server side, then the clients cannot process the technique’s intermediate
data and the server system reverts to basic image-stream transmission.
3.2 Technique Matching utilizing XML Schemas
The mechanism to automatically select and conﬁgure appropriate visualization tech-
niques is based on a hierarchical data description, formulated via an XML schema. All
data objects stored in the AWM have to be deﬁned within this schema. The AWS makes
use of substitutionGroup="..." attributes, and <extension base="..."/> tags to compose
extended object classes and attributes in a hierarchical manner. Figure 2 shows on the
left the deﬁnition for an URL attribute type, that can be used to describe an attribute
of a class object within the schema. Note that the resulting uri attribute can be inserted
wherever the schema requests a NexusAttribute as it is part of the substitution group.
Furthermore, it is based on (i.e. derived from) the basic string type. This hierarchy is
fundamental to the automatic selection, as for data types where no corresponding pro-
cessing template is available the system can iteratively cast the data to its base type and
try to ﬁnd matching techniques until a basic type, e.g. string, is reached.
The entire evaluation process to ﬁnd possible techniques in the V DB that match the
requested data type is implemented via a sequential process, as depicted in the right part
of Figure 2. The illustration shows the data ﬂow of each individual data element and the
resulting data, transmitted to the clients. For each element of the data-object stream that
is piped into the matching process from the AWM all available visualization templates
are queried to rank the usability to visualize their requested data type. Each template of
the V DB returns a scalar value to reﬂect the quality/appropriateness qi of the resulting
visualization, for the given type. Techniques with qi > 0 are assembled to a list of
possible visualizations. For data types where no corresponding visualization template is
available, i.e. all available templates return qi = 0, the automatic selection mechanism
makes use of the fundamental hierarchical structure of the AWS: the system iteratively<simpleType name="NexusUriType">
<restriction base="string"/>
</simpleType>
<complexType name="NexusUriAttributeType">
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<element name="value"
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Fig.2. XML schema matching. The left illustration shows a schema deﬁnition for an URL at-
tribute. On the right, the data ﬂow path during the evaluation process for relevant visualization
techniques using XML-based data type descriptions (AWS) is shown.
casts the data objects to their base types and uses those to ﬁnd matching techniques
until at least one techniques is found and inserted into the list of possible techniques.
As the attributes and classes deﬁned in the AWS are based on only few basic types, e.g.
string, integer, ﬂoat, etc., and for each of these a basic visualization is available, it is
guaranteed that the system can visualize all data provided by the AWM. However, the
quality and usability of the result is strongly dependent on the selected visualization.
3.3 Context-Aware Visualization and Real-Time Adaptation
For the selection process of appropriate visualization techniques the amount of data and
possibly other aspects, e.g. spatial distribution of the individual data elements, might
also be relevant. To consider these aspects in the selection process, all techniques in
the list of possible visualizations are provided with raw data from the stream of data
objects, generated by a query to the AWM. Afterwards, a combination of per-client
context information and properties of each technique—e.g. the amount of data objects
the method can visualize simultaneously—are used to decide which visualization is ﬁ-
nally selected as most appropriate for the current situation. This process is summarized
as Context-Based Technique Selection in Figure 2. The necessary per-client context is
made available via an aggregation of data provided by the framework (tracking system,
web services, etc.) and data from local sensors (camera image, GPS location, etc.) of
the connected client. In order to support real-time context information, both sources are
synchronized to build the per-client context that is consistently available on the server
and client. The following Preprocessing step (see Figure 2) executes the selected tem-
plate’s function to prepare the data and, dependent on the context, transmits optimized
intermediate visualization data or an image stream to the client.
The aforementioned system has been designed with the application of mobile vi-
sualizations in mind. However, real-time or at least interactive visualization that de-pend on a possibly dynamic fast-changing context—e.g. a mobile users changes their
position—has to support a fast update mechanism to adapt visualization parameters or
even change the entire technique. Thus, visualizations might change although no ad-
ditional data was queried, so a continuous adaptation to dynamic context aspects is
required. The entire selection process can be repeated, if a changed context is detected,
but this will introduce a high latency for adaptations due to the costly schema matching.
High-frequency but moderate changes in the context, e.g. position or view direction
updates, are handled via parameter adjustments of utilized visualizations. For adap-
tation, each technique—implemented as sub scene graph—supports a speciﬁc scene-
graph traversal interface utilized to receive context updates. This way, visualization
techniques can adapt themselves to the changed situation. However, if the context has
changed tremendously, the previously selected visualization technique may no longer
be adequate to visualize the requested data.
Therefore, mainly static context information, i.e. data format and amount, is con-
sidered during the initial template selection and multiple visualizations from the list of
possible techniques are instanced. These are then attached to a context-sensitive switch
node, which is basically a context-aware group node where each child can be turned
on or off. In consistency with the update mechanism for visualizations, switches also
receive high-frequent context updates and can thus perform a context-aware selection
of preinstanced techniques, as described in Section 3.2, without a noticeable delay. The
continuous context updates are executed on the server, to adjust image-streaming clients
and cached visualizations, and on advanced clients that are able to process scene graph
structures locally. For drastic changes of the context, e.g. a changed display device, still
a server-side restart of the entire selection process is needed.
Weighting ofindividual context aspectsforvisualization-appropriateness evaluation
is ﬂexibly implemented by each template and context switch in a way that access to all
attributes of the per-client synchronized context is available, e.g. position, view direc-
tion, screen size, etc. Based on these values the technique adapts itsparameters resulting
in an adequate output; even sophisticated approaches as proposed in [7] that automati-
cally generate different styles can be integrated. In addition, context switches can query
its children to retrieve their scalar appropriateness value qi. The returned normalized
values are sorted to adjust the selection of an optimal visualization, if required.
3.4 Rendering of Context-Aware Visualizations
The ﬁnal rendering of the visualization depends strongly on the client device capabili-
ties and the available network connectivity. Several approaches exist to enable advanced
visualizations on smart mobile devices, namely: Remote Rendering, Render Local, and
Hybrid Rendering [15]. Most research done for visualization on mobile devices focuses
on a single speciﬁc setup with known client devices and applications. In contrast, the
proposed system for context-aware visualizations supports diverse conﬁgurations and
is able to dynamically select the most appropriate one, dependent on the available con-
text information. For instance, client-device capabilities in terms of graphics hardware
support are considered in a way that if the device does not have hardware support, en-
tire visualization including the rendering is performed by the server and the ﬁnal image
stream is continuously transmitted to the client device.As the implementations of all visualization methods are based on the same basic
scene-graph API, all three rendering modes can efﬁciently be supported: For rendering
locally on the client the required sub scene graph is transmitted with its required depen-
dencies and executed on the client side to render the visualization utilizing OpenGL.
In situations where the ﬁnal rendering has to be performed remotely, the server exe-
cutes the sub graph within a so-called camera node, resulting in an image of the ﬁnal
visualization using view parameters provided by the client’s context. This ﬁnal image
is then optionally compressed and transmitted to the client, where it is displayed simply
by extracting and copying into the frame buffer. Speciﬁc visualization techniques of the
V DB may support a hybrid mode where the computation is distributed between server
and client. This way, a sever-based preprocessing is used to build an optimized data
structure that is then transmitted to the client for calculating ﬁnal visualization allowing
to minimize the amount of data that has to be transferred over network.
For evaluation of the proposed concept we integrated a number of different visu-
alization methods into our prototype, so that in addition to 3D geometry including
textures and shader programs, text strings, scalar, and vector data types are handled.
All other data types of the AWS are incrementally casted to their basic type and then
visualized using a text box with, if a real-world location is available, a geospatial ref-
erence pointer via a text-visualization (see Figure 4a). Thus, the resulting geo mashup
of multiple heterogeneous data sources is more general as the interface offered by, e.g.,
GoogleEarth [4] as representation and interpretation of more complex data depends on
corresponding visualization template which can be implemented without restrictions.
Another important aspect rendering has to account for is the combined visualization
of multiple data types using different visualization techniques within a single image.
Simply adding the result of each technique to the ﬁnal image can lead to artifact due
to, e.g., incorrect depth sorting. Therefore, all visualization techniques that generate
geometry—like stream lines, glyphs, etc.—are required to write correct depth values to
the frame buffer. This way, visualization of opaque geometry can be intermixed with
each other. Visualizations that make use of (multiple) transparent primitives (like vol-
ume rendering) but do not spatially overlap with other visualizations, i.e. their bounding
boxes do not intersect,are also correctly rendered. The underlying scene graph automat-
ically detects transparent geometry and schedules its rendering after opaque objects in
a back-to-front sorted manner based on bounding boxes. However, for multiple semi-
transparent and spatially intersecting visualizations we accept small blending artifacts
due to partial incorrect depth sorting.
4 Applications and Evaluation
Two prototypical examples are implemented using the proposed system. A technical in-
formation and visualization system for a smart factory [16] where all data relevant to the
manufacturing environment is managed via the Nexus platform. Further a non-technical
geo-mashup application for a mobile outdoor scenario is presented. In [17] we present a
non-generic context-aware visualization implementation for a speciﬁc scenario, which
could also be implemented using the proposed framework.a) b)
Fig.3. Context-aware data visualization for manufacturing environments. A visualization of air-
ﬂow data is shown using stream ribbons in a) together with a virtual 3D model to provide a spatial
context of the data. A detail of the same data is depicted in b) using a mobile device.
4.1 Prototype Scenarios
To evaluate the proposed system together with partners from the ﬁeld of advanced
manufacturing engineering a number of example visualization techniques were imple-
mented based on different basic concepts and deployed to different client hardware. The
dominant context aspects that inﬂuence the visualization are data type, position, view
direction, and client device capabilities. Furthermore, visualization often beneﬁts when
thespatialcontextofthepresenteddataisshown.Thiscontext-dataisoftenprovidedvia
virtual 3D models, but also real-time video streams are possible, as used in augmented
reality where position and direction deﬁne the point of view for rendering visualizations
as overlays to real-world views. Therefore, these visualization methods also support a
combined visualization of scientiﬁc data and real-world camera video streams. Nat-
urally, both content types—real-world and virtual—are adapted to the user’s current
position and direction to support AR setups.
The examined example scenario is targeted for the design, evaluation, and main-
tenance of air ventilation systems, typically installed in laboratories or manufacturing
environments. In clean rooms, air ﬂow is crucial to maintain the required conditions,
e.g. particles per cubic meter of air. Direction and speed of the ﬂow or temperature are
only a few important aspects that have to be considered, especially within areas where
high-tech materials are processed. Simulation and visualization of these quantities are
used to optimize the production, but evaluation and maintenance of the conditions re-
quires expensive highly-qualiﬁed personal. In contrast, the proposed system can easily
present the relevant data or information—adequate for different tasks—within the re-
lated spatial context, so that even non-experts can interpret the data to some extent.
Figure 3a shows an interactive visualization of the simulated air ﬂow within the
planned manufacturing environment. The simulation data is precomputed and stored
within the AWM and linked to its real-world position. The desktop application makes
use of the proposed framework to access and visualize the simulation data in combi-
nation with other data available in the AWM. The additional virtual 3D model of themanufacturing environment helps users to understand the air ﬂow inside. Additional
data, e.g. temperature inside the room, can be displayed using volume rendering to in-
vestigate possible relations between temperature values and air ﬂow behavior. Due to
the utilization of graphics hardware, such a combined visualization still performs at in-
teractive frame rates even on moderate hardware. The total amount of data transferred
to the desktop client is dominated by high-detail textures and adds up in total to roughly
12MB for the visualization depicted in Figure 3a.
In the desktop application real-world spatial context is artiﬁcially generated via a
virtual 3D model of the manufacturing environment. Also interaction, i.e. change of
viewing position and direction, is simulated via mouse interactions. Therefore, if the
quality of the provided context data is not adequate the resulting evaluation will not be
accurate. In contrast, using smart mobile clients the system is able to replace the virtual
environment with a camera image stream capturing the real-world conditions (see Fig-
ure 3b and Figure 4a). Therefore, users are able to interpret and evaluate the simulation
data within its relevant spatial context, misplaced interior or obvious simulation errors
are easily visible. Basically, the very same techniques as for the desktop client can be
used to display the data on mobile devices. Due to the limited OpenGL functionality
and performance of the utilized client device (TabletPC M1300, Intel 855GM 64MB
VRam) the system restricts itself to a limited number of stream ribbons to display the
air ﬂow or color-coded surfaces for the scalar temperature values in order to keep the
visualization at interactive frame rates. The entire visualization is displayed in front
of a live video image that provides the real-world spatial context for the visualization.
The resulting visualization shown in Figure 3b runs at 20fps and requires an initial data
transmission of roughly 4MB to the mobile client for the entire scenario.
Mobile clients are also preferred for maintenance of the conditions inside the man-
ufacturing environment as rearrangements or other changes of the environment can be
detected. Even untrained users can easily beneﬁt from such visualizations using their
off-the-shelf smart mobile device like phones or PDAs. The limited hardware of these
devices often force to render the visualization on the server and use image streaming
to transmit the ﬁnal result to the client. For evaluation a camera-equipped handheld de-
vice (O2 Xda Flame) is used to provide video-based real-world context (Figure 4a) and
render the visualization as an overlay on top. However, due to restrictions like small
screen size visualizations are adapted or even different for the same scenario.
Apart form the presented indoor scenario, further ﬁelds of application are possible
whenever huge amount of heterogeneous data has to be evaluated. The main advantage
of the proposed system is the device independency and the focus on mobile clients
to allow operation within the relevant spatial context. An example of a sophisticated
mobile geo-mashup visualization is shown in Figure 4b. A multi-resolution height ﬁeld
with 3D buildings and stream ribbons to show the air ﬂow inside the city is rendered
remotely and presented on a mobile device.
4.2 Implementation Aspects
As the entire system is based on the underlying open-source scene graph OSG [14], ex-
isting basic visualizations and even existing end-user applications can easily be adapted
to make use of the presented system. In addition, the scene graph and visualizationsa) b)
Fig.4. A mobile application for manufacturing-condition maintenance is shown in a), represen-
tative data samples are presented. An advanced geo-mashup scenario is depicted in b) where a
3D height ﬁeld is combined with a ﬂow visualization technique.
utilize hardware accelerated OpenGL and are executed within multiple threads, there-
fore the server component greatly beneﬁts from multi-core systems with hardware ac-
celerated graphics hardware. Further optimizations of the scene graph—small-feature
culling, frustum culling, or state sorting—are automatically applied to visualizations.
The network communication is handled via a binary, streaming-capable ﬁle format. A
transfer of arbitrary scene-graph nodes and sub graphs or entire scenes are supported.
As the templates are designed to handle server and client tasks, the same binary visual-
ization code is used on both sides—if the system architectures match—which ensures
a consistent visualization. The system can easily be extended with new novel visual-
izations, which can be instantiated at runtime. Whenever the client receives data for
an unavailable template, the server might even transmit the binary plugin that matches
client’s architecture speciﬁed within the context data. This way, client applications can
automatically be updated to beneﬁt from new novel visualization techniques to display
the heterogeneous data encoded within the transmitted scene graph structure.
5 Conclusion and Future Work
The proposed visualization approach makes use of a context-aware framework to ef-
ﬁciently interpret and analyze heterogeneous context-based data queried from a fed-
erated data source. In addition to the hierarchically deﬁned data type the system also
considers further context aspects like geo-referenced position, viewing direction, user
preferences, client hardware, total amount of data, data entities within the current view,
and much more to select and conﬁgure visualizations deployed to the clients. The open
system thereby generalizes popular geo-mashup systems [5,4] in a way that multiple
arbitrary data sources can be displayed via a generic data-visualization system, with
respect to arbitrary context aspects, not just a geo-spatial position.
The presented application shows the advantages and the ﬂexibility of the system to
support mobile users with different qualiﬁcation, different aims, and different hardware
in inspecting and understanding huge amounts of data. Mobile context-aware presen-tation of various data enables future applications that support interactive high-quality
visualization adequate for the user’s current context.
In future work we will consider more context aspects and integrate further visu-
alization methods to show the full potential of the proposed system. The research will
alsoincludepresentationtechniquesthatconsiderthequalityofcontext informationand
context information atan higher level ofabstraction likesituation descriptions. Applica-
tions are expected that are able to transparently adapt to the users current situation—e.g.
in meeting, driving a car, out for lunch, etc.—and react in the most appropriate way.
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