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Introduction
In the light of growing needs for more professional credit risk management, recent studies have explored alternative specifications for credit risk models in a default-mode framework. In most of these settings latent default triggering variables follow some factor model or copula, see e.g. Li (2000) , Frey/McNeil/Nyfeler (2001) , or Bluhm/Overbeck/Wagner (2003) . The parameters of their asserted distributions are estimated from historical default data.
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In practice, a crucial problem is the choice of the appropriate dependence structure for the latent variables. Frey/McNeil/Nyfeler (2001) show that using the same parameter for the correlation between the latent variables may result in by far different loss distributions using a Gaussian copula on the one hand (as in the Basel II model) and a T copula on the other hand because the T copula has fatter tails. Thus, using the Gaussian assumption
Value-at-Risk (VaR) quantiles may be seriously understated.
The present paper addresses this problem from another point of view. While previous research on copulas in default-mode models has analysed the performance of various estimators using a known model specification, e.g. Gordy/Heitfield (2000) and Frey/McNeil (2003) , we extend their results by investigating the performance of the estimators when the presumed copula is misspecified. As an example, we estimate parameters for a stylised portfolio assuming a Gaussian copula, thereby neglecting that the true underlying data generating process is from a T copula. It turns out that the parameter estimate for the asset correlation may exhibit a huge bias meaning that the expected value of the correlations under the Gaussian specification differs from the true correlation.
Then, we examine the effect of the copula misspecification on the forecasted loss distributions, and their quantiles respectively. We find that the distribution forecasts, or the respec-1 See Lucas (1995) , Nagpal/Bahar (2001) and Servigny/Renault (2003) for results using a nonparametric approach and Gordy (2000) , Hamerle/Liebig/Rösch (2003a,b) , and Frey/McNeil (2003) for methods of moments and maximum likelihood approaches.
tive quantiles, may still be adequate for practical risk management purposes even though the copula was misspecified. This robustness result on the Gaussian copula may considerably reduce model risk in practical credit risk model applications.
Another serious problem besides model risk is estimation risk 2 due to the fact that small sample estimates of correlations may differ from their expected values under either a Gaussian or T assumption. Broadly speaking, estimation risk refers to potential errors which result from the fact that parameter estimates are outcomes of random variables which may realise far from their true parameter counterparts. We also compare true T copula models with the misspecified Gaussian alternatives and find that both perform in a similar way concerning the extent of estimation errors. In some cases the misspecified model may even lead to more conservative estimates for the Value-at-Risk.
The rest of the paper is organised as follows. The next section provides the main result on the misspecified copulas and model risk using Monte-Carlo simulation. Section three compares true and misspecified copulas with respect to estimation risk. In section four a practical application example is provided using empirical rating data from Standard & Poors. We compare various estimated copulas and show how estimation risk could be simply dealt with in practice. Section five finishes with some concluding remarks.
Parameter Estimation

General Estimation Approach
The generating process for the asset return it R following a Gaussian copula can be written
See Jorion (1996) and Löffler (2003) .
are normally distributed with mean zero and standard deviation one. Idiosyncratic shocks it S are assumed to be independent from the systematic factor t F and independent for different borrowers. All random variables are serially independent.
A borrower's probability of default (PD) is the probability of his asset return crossing a threshold 0 β .
where it D is a random indicator variable with
Φ denotes the cumulative standard normal distribution function. The return generating process of it R in the case of a T copula can be written as
,..., , 1 . A borrower's probability of default (PD) is the probability of his asset return crossing a threshold 0 
and in the T copula specification
.
Note the essential difference between the conditional default probabilities in the Gaussian and the T copula model. While the former does only depend on one random variable and two parameters -the unconditional default probability and the correlation -, the latter in addition depends on the Chi-squared distributed variable and the degrees of freedom of the Chi-squared distribution.
Ultimately, a bank is interested in deriving the distribution of potential losses for its portfolio of loans. For ease of exposition we assume uniform credit exposures of 1 and losses given default of 100% for each loan.
According to (1) and (4), for a given realizations of the common factors only idiosyncratic risks are in effect which are independent by definition. Then each default variable is a Bernoulli trial with conditional default probability given by (6) in the Gaussian model and by Since the systematic random factor is latent and the realization is not observable one "mixes" over its distribution. In the Gaussian copula model one obtains the final loss distribution for the uniform portfolio as
In the limiting case where the number of firms is infinite large, idiosyncratic risks are completely diversified and the distribution is governed by systematic risk only. 5 Alternatively to the number of defaults, the default ratio
in the portfolio can be given.
In the T copula model one obtains the two-dimensional integral
2 k F χ denotes the distribution function of a Chi-squared distributed random variable with k degrees of freedom.
For parameter estimation we employ the maximum-likelihood framework which is used and described in Frey/McNeil (2003) and Hamerle/Liebig/Rösch (2003b) . Suppose one has observed a time series of defaults See e.g. Koyluoglu/Hickman (1998) . See also for the more general case of a nonuniform portfolio.
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This results in the so-called Vasicek-distribution, see e.g. Vasicek (1991) .
which depends on the parameters 0 β and ρ . Using the T copula one obtains
which in addition depends on the degrees of freedom k.
The log-likelihood function is numerically optimised with respect to the unknown parameters for which several algorithms, such as the Newton-Raphson method, exist and are implemented in statistical software packages. The integral approximation can for example be conducted by the adaptive Gaussian quadrature as it is described in Pinheiro/Bates (1995).
The (asymptotic) variances of the estimators can be obtained by maximum likelihood theory, see Davidson/MacKinnon (1993) .
Simulation Results
Previous research has shown that there are crucial differences between loss distributions generated from a Gaussian copula and a T copula (with low degrees of freedom), even if the linear correlation coefficient in both copulas is the same. See Frey/McNeil/Nyfeler (2001) for results and also a description of copulas.
Our paper focuses on the central question what happens to the forecasts of loss distributions
if the parameters are not prescribed ex ante, but are rather estimated from observed data.
Or, more precisely, what will be the effect on the forecasted distributions if the correlation parameter is empirically estimated using a misspecified model; i.e. particularly if a Gaussian copula model is estimated although a T copula is the underlying true model which generates the data.
For the analysis we use Monte-Carlo simulations and generate a stylised portfolio of 1,000 borrowers in each scenario. Regarding the risk grades of borrowers we analyse two constellations where a uniform medium-risk default probability of 1% is assumed on the one hand and a low-risk default probability of 0.2% for each borrower on the other hand. The timeseries is set to length T=10. T copulas are generated with 5, 10 and 30 degrees of freedom and the asset correlation parameter varies over 10%, 2% and 0% respectively.
Using these parameter constellations we randomly draw time series of default data generated from a T copula 6 and estimate the parameters under the assumption of a Gaussian copula. For parameter estimation (default probability and asset correlation) we employ the maximum-likelihood framework described above. Each constellation consists of 1,000
simulation runs. Table 1 shows the averages of the estimates obtained from the MonteCarlo simulations using the Gaussian copula.
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Note that, although the distribution of the latent variables differs, the loss distribution for a T copula with T margins and a T copula with Gaussian margins is the same. Table 1 Results of (Quasi-) ML-parameter estimations under misspecified model
Each portfolios consists of 1,000 obligors; 1,000 default time series of length T=10 were randomly drawn from T copulas with 5, 10 and 30 degrees of freedom and estimated with a Gaussian copula in each constellation; ρ denotes the average of the 1,000 estimates for the asset correlation; λ is the average of the 1,000 estimates for the default probability; SD(.) denotes the empirical standard deviation of the estimates The upper half of Table 1 contains the results for the medium risk borrower portfolio, the lower half shows the low risk portfolio. For any constellation the correlation parameter estimate shows a considerable bias on average. The bias increases with decreasing degrees of freedom of the true T copula model (i.e. higher dependency). If for example the true asset correlation is 10% and if the data generating process is a T copula, then the averages of the correlation estimates are approximately 30% (if the T copula with 10 degrees of freedom is underlying) or 16% (if the T copula with 30 degrees of freedom is assumed) using the Gaussian copula in the medium risk portfolio. Under the T copula model with 0% correlation the assumption of a Gaussian copula model leads to estimates of on average 25% for 10 degrees of freedom, and 8% for 30 degrees of freedom respectively. In the low risk portfolio the bias is even higher ceteris paribus.
Moreover in some constellations the estimate for the default probability exhibits an upwards bias. The bias is particularly large when the dependency in the true model is high and the default probability is low. This behavior may be explained by the circumstance that the realisation of a time series without any defaults or only few defaults is particularly likely for high dependencies and low default probabilities. In these cases where we would expect to obtain small estimates, the algorithm did not converge due to the scarcity of default data.
On the other hand, outcomes with a large number of defaults are also likely and lead to high estimates, resulting in an overestimation on average coupled with the short time series. This bias decreases for higher degrees of freedom of the true T copula model.
The most important result so far is that model misspecification leads to a clear overstatement of the correlation parameter estimate in each situation. While this per se is undesirable in principle, we now take a closer look at the consequences for applications in credit risk management. One central goal of credit risk models is the appropriate forecasting of portfolio credit risk. While previous research has shown that the assumption of the same correlation parameters under different copulas may lead to hazardous understatement of risk, we analyse how the forecasts for the loss distributions perform if we compare the true underlying T copula with the Gaussian copula model using the empirical (biased) average esti-mates. That is, we model loss distributions under the true copula and under the assumption of the misspecified Gaussian copula model for each constellation.
Exhibit 1 and Exhibit 2 contain the respective loss distributions for uniform portfolios with 1,000 borrowers under the assumption of 1% default probability each, and 0.2% default probabilities respectively. Table 2 and Table 3 show the appendant descriptive statistics: Mean, standard deviation, and VaR quantiles. As can be seen, the distributions are of course not congruent, but in most cases they are very similar. In particular, the VaR-quantiles using the misspecified model no longer lead to an understatement of risk. Rather the picture is reversed: In each but one scenario (where the default probability is 1%, the degrees of freedom are 30 and the correlation is 10%) the VaR quantiles of the misspecified model are larger than those of the true model. This is especially the case when the default probability is small since not only the correlation parameter estimate but also the default probability estimate is upwards biased. Ceteris paribus the differences between the distributions decrease when dependence is lower, i.e. the degrees of freedom are higher.
As a main result, we can record that despite of the misspecification of the underlying model (i.e. the data generating process) in the estimation approach, the resulting forecast for the loss distribution does no longer bear the danger of understating extreme risk.
Exhibit 1 Loss distributions for true and misspecified model, 1% PD
Portfolios contain 1,000 obligors each with a default probability of 1%, 100,000 random samples were drawn for each distribution, upper row shows 5 degrees of freedom (5 df), row in the middle shows 10 degrees of freedom (10 df), lower row shows 30 degrees of freedom (30 df); left column shows 10% asset correlation, column in the middle shows 2% asset correlation, right column shows 0% asset correlation
Exhibit 2 Loss distributions for true and misspecified model, 0.2% PD
Portfolios contain 1,000 obligors each with a default probability of 0.2%, 100,000 random samples were drawn for each distribution, upper row shows 5 degrees of freedom (5 df), row in the middle shows 10 degrees of freedom (10 df), lower row shows 30 degrees of freedom (30 df); left column shows 10% asset correlation, column in the middle shows 2% asset correlation, right column shows 0% asset correlation
Table 2 Descriptive statistics of loss distributions for true and misspecified model
Portfolios contain 1,000 obligors each, 100,000 random samples were drawn for each distribution, G copula denotes the Gaussian copula 
Table 3 Descriptive statistics of loss distributions for true and misspecified model
Portfolios contain 1,000 obligors each, 100,000 random samples were drawn for each distribution, G copula denotes the Gaussian copula The previous section showed that parameter estimates under the misspecified model are biased. If we forecast the loss distribution, however, this bias may lead to an even more conservative VaR figure. We analysed this by using the averages of the estimates under the misspecified copula in our simulations. In empirical applications in risk management, we can hardly make use of average estimates resulting from a large number of simulated time series. Rather we only face one single realisation of the default time series and have to make do with that. Then we experience the problem that our parameter estimates are affected by estimation errors and may realise far from their true parameter counterparts. Consequently all risk figures generated from the estimates, such as for example the VaR, are also affected by estimation risk. As one of the first to do so, Jorion (1996) In the context of our problem in specifying copulas straightforwardly the question is raised, not only which copula is more conservative on average, but also which specification provides the risk manager in practice with less uncertainty about the true parameter values. To do this we again take a look at the T and the Gaussian copula, but instead of comparing the average parameter estimates of the Gaussian copula with the true parameters, we use the following proceeding:
• Step 1: We generate a time series of defaults from the true T copula model.
•
Step 2: From this time series the (misspecified) Gaussian copula model parameters are estimated.
• Step 3: From the same time series we estimate the T copula parameters. In order to achieve a "fair" comparison we also estimate only two parameters for this copula (the default probability and the degrees of freedom) and fix the third parameter (correlation) at its true value.
• Step 4: For the resulting sets of parameter estimates from step 2 and step 3 we model the loss distribution and calculate a Value at Risk quantile.
• Steps 1 to 4 are repeated many times.
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For exposition we use the portfolio where the default probability is 1% and the correlation is zero. Firstly, Exhibit 3 shows the distributions of the parameter estimates from the true T copula and the misspecified Gaussian model. For each parameter and model it turns out that higher dependency leads to more uncertainty in the parameter estimates resulting in wider empirical distributions. Also, for the small sample with 10 years of data under consideration, the asymptotic normality property of the ML estimates is rather weak.
This proceeding is also chosen by Frey/McNeil (2003) . These authors, however, only assess estimation risk of the true model.
Exhibit 3 Distributions of parameter estimates from true and misspecified models
Left column shows the distributions of the 1,000 estimates for the default probability, distributions in the middle show the estimates for the degrees of freedom in the T copula model, right column shows the estimates for the correlation under misspecification; first row shows the true model with 5 degrees of freedom, second row 10 df, third row 30 df Exhibit 4 compares the distributions of the simulated 95%-VaR-quantiles under both copulas. As can be seen the estimation error with respect to the VaR is considerable for the true as well as the misspecified model and decreases with decreasing dependency. Exhibit 5 summarises the distributions of the VaRs calculated at 95%-, 99%, 99.5%, and 99.9% confidence levels. Estimation risk increases with increasing confidence level for the true as well as the misspecified model. Due to the fatter tails of the distributions under the misspecified model as shown before, the quantiles under the Gaussian copula are more far outside and exhibit larger dispersion, particularly for high dependence under the true model.
Hence, misspecification ceteris paribus may lead in our constellations to slightly higher estimation errors, but on average VaR quantiles are more conservative. For lower dependency the differences between the true and the misspecified model on average as well as with respect to estimation risk vanish.
Exhibit 5 Distributions of VaR-quantile estimates from true and misspecified models
The box plot displayed represents summary statistics for the analysis variable VaR; each of the box-andwhisker plots describes the variable VaR for a particular model and confidence level. The plot elements and the statistics they represent are as follows: the length of the box represents the interquartile range (the distance between the 25th and the 75th percentiles), the connected line represents the means, the horizontal line in the box interior represents the median, the vertical lines issuing from the box extend to the minimum and maximum values of the analysis variable
Empirical Example
Finally we provide an empirical application of estimating the input parameters and comparing the normal and the T copula model. We use the publicly available ( Table 4 provides the results of the parameter estimation. The first row shows the estimates using a T copula specification where the degrees of freedom enter as a parameter to be estimated. The correlation is fixed to zero as above. Additionally we provide estimates for the (asymptotic) standard deviations. Note however as we showed before that the distributions of the estimators may be far from normal due to the small sample and symmetric confidence intervals should be interpreted with some caution. The estimate for the PD is approximately 1.3%, and the number of the degrees of freedom is approximately 33. We contrast these results firstly with a T copula where we pre-specified the number of the degrees of freedom to be 50 and estimate the correlation. In this case we arrive at a similar PDestimate of 1.3% but at an estimate for the asset correlation of 2.5%. Next, a Gaussian copula model is estimated. The PD-estimate is also near 1.3%, but the asset correlation is estimated as 7.3%. Thus, as in the simulation, the different copula specifications lead to different estimates for the dependency parameters.
Table 4 Parameter estimates for rating grade BB from Standard & Poors
T=22 years of observations from 1981 to 2002 were used; T copula 1 denotes the model where the degrees of freedom were estimated and the correlation is pre-specified as zero; T copula 2 is a T copula where the correlation is estimated and the degrees of freedom were pre-specified as 50, standard errors are in parentheses Next, we compare the loss distributions for these different specifications using these parameter estimates. We consider a portfolio of 1,000 borrowers with a PD of 1.3% each. Exhibit 7 contains the forecasted distributions and Table 5 shows their descriptive statistics. The first distribution is generated using a T copula with correlation parameter of 0% and 33 degrees of freedom, the second distribution uses a T copula with 2.5% correlation and 50 degrees of freedom, the third distribution uses a Gaussian copula with 7.3% correlation. Again, as in the simulation the three distributions, in particular their extreme quantiles, are very similar.
Exhibit 7 Loss distributions for grade BB
Portfolios contain 1,000 obligors each with a default probability of 1.3%, 100,000 random samples were drawn for each distribution, T Copula 1 denotes the model where the degrees of freedom were estimated and the correlation is pre-specified as zero; T Copula 2 is a T copula where the correlation is estimated and the degrees of freedom were pre-specified as 50 Table 5 Descriptive statistics of loss distributions for grade BB Portfolios contain 1,000 obligors each with a default probability of 1.3%, 100,000 random samples were drawn for each distribution, N-copula denotes the Gaussian copula In the final step we assess estimation risk in the loss forecasts. In a real world situation we only obtain a single estimate for each parameter which could be far from its true parameter value due to the randomness of the observed data. As shown before risk measures, such as the VaR, are also affected by estimation errors and the effects of these errors may be considerable.
To develop a simple strategy for implementing an assessment of estimation risk we assume asymptotic normal distributions for the estimators due to Maximum Likelihood theory, since the true small sample distribution is unknown. Under this approximation we derive a distribution of potential VaR measures in the following way:
• Step 1: For each of the three estimated copula models we generate a set of "pseudoparameters" from a joint normal distribution with mean vector equal to the point estimates of the parameters and the matrix of covariances equal to the estimated matrix of covariances. By doing this we simulate one possible set of values for the "true" unknown parameters.
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Step 2: Using this set of pseudo-parameters we generate a loss distribution and calculate a VaR quantile.
• Step 3: Steps 1 to 2 are repeated many times.
As a result we obtain a distribution of simulated VaR quantiles. Each of these values can be interpreted as the VaR derived under the assumptions that the underlying simulated potential set of parameters is the true one. Exhibit 8 shows the resulting distribution for the three models. The Gaussian copula and T copula 2 behave rather similar with respect to the tails of the distributions, the T copula 1 VaR distribution is more skewed to the right. This result may stem from the assumed asymptotic normal distribution of the parameter estimates: As shown before, the small-sample distribution of the estimates is far from normal, particularly the distribution of the estimates for the degrees of freedom is skewed to the right, i.e. to lower dependence. Assuming normally distributed estimates, as it is done here, pulls more probability mass into the direction of higher dependence which results in higher VaR quantiles.
If we choose this kind of proceeding for the assessment of estimation risk in practice, the T copula model may result in slightly more conservative VaR estimates. However, as exhibit 8 shows, the difference is still not very substantial. 8 It should be noted that negative asset correlations may result in the case of Gaussian copula. In these cases we took the absolute value. In the case of the T copulas, simulated degrees of freedom of lower than two may be generated. Here we imposed the restriction for the degrees of freedom to be larger than two.
Exhibit 8 Distributions of 95% VaR with estimation risk for grade BB
T Copula 1 denotes the model where the degrees of freedom were estimated and the correlation is prespecified as zero; T Copula 2 is a T copula where the correlation is estimated and the degrees of freedom were pre-specified as 50
Conclusion
In summary, the results in this note show that misspecification of the distribution and/or the dependence structure of asset returns does not necessarily produce misleading results as far as forecasting of the loss distribution is concerned. We demonstrated the robustness of the Gaussian copula model which underlies the Basel II model. If the true underlying model is a T copula and a Gaussian copula is specified, the estimate for the asset correlation using default data is biased. However, looking at the consequences for applications in credit risk management in a default mode model a simulation study shows that the forecasted loss distribution under the misspecified model is very similar to the forecasted loss distribution using the "true" model. In particular, the VaR quantiles using the misspecified model no longer lead to an understatement of risk.
In empirical applications the "true" model is not known. Thus the choice of specification is left to a bank's risk manager. As an example we used Standard & Poors default data for a given rating grade and estimated both the T copula and the Gaussian copula specification. Again, the resulting loss distributions are very similar showing that the more common ap-proach, also used in the Basel II capital framework, works for purposes of loss distribution forecasting in a satisfactory manner, provided that the parameters are estimated using default data. Hence, model risk resulting from misspecification is therefore strongly reduced.
In Jorion (1996) the problem of estimation errors in the context of Value-at-Risk in market risk is addressed. In most applications of credit risk models the parameter estimation risk is neglected. An exception is a study by Löffler (2003) . Dealing with uncertainties in model inputs might be one important challenge for the future, not only for the New Basel Capital Accord but also for full internal credit models. Here, we find that a misspecified Gaussian copula performs similar with respect to estimation risk compared to the true T copula. However, estimation errors may be large for both models, and a lot of work has to be done into the direction of handling estimation risk.
