I. INTRODUCTION
Inspired by the idea of backprojection of the derivative of the projection, 1 Noo et al. 2 recently developed a two-step Hilbert transform method for 2D image reconstruction. In their method, the derivative of the parallel projection data is first backprojected, then a finite Hilbert transform 3 is performed along the lines in a given direction. Compared with the conventional filtered backprojection algorithm, 4-7 the main advantage of Noo et al. ' s method 2 is that certain regions of interest ͑ROIs͒ can be reconstructed from truncated projection data under some conditions. This paper presents a different version of the two-step Hilbert transform method cited above. Specifically, we change the order of the derivative operation and backprojection operation so that the backprojection is performed first and the differentiation second. The proposed image reconstruction method is initially derived for the parallel-beam imaging geometry, then it is extended to other imaging geometries. Example applications are presented.
Our proposed method is similar to the reconstruction methods that backproject the image first, then apply a 2D ramp filter. 8, 9 Ideally, if a post 2D ramp filtering method is used, the backprojected image should be available in an unbounded 2D plane. On the other hand, when the post Hilbert transform method is used, the backprojected image is only required to be available in a finite region because the finite Hilbert transform is local. Thus, the post Hilbert transform method has the potential to be more accurate in the reconstructed image.
One distinctive feature of the proposed algorithm is that no filtering is applied to the raw projection data. This feature is important when an image is reconstructed from the listmode nuclear medicine data. In list-mode data, every event is stored independently and usually there is no easy way to find a neighboring event with which to take a derivative.
II. THEORY
Our algorithm modifies the first step of the two-step Hilbert transform method, 2 which is the backprojection of the derivative of the parallel projections. This two-step algorithm can be expressed as
where H x is the operator of the inverse Hilbert transform with the variable x, and p is the parallel line integral of a 2D image f͑x ៝͒ defined as
Here ៝ = ͑−sin , cos ͒, is measured from the y-axis counter-clockwise ͑see Fig. 1͒ . We denote the backprojected image as
If 360°data are used,
Switching the order of derivative and backprojection in Eq. ͑3͒, we have An image can thus be reconstructed by forming two backprojected images, b x ͑x , y͒ and b y ͑x , y͒, taking the partial derivative with respect to x for b x ͑x , y͒ and with respect to y for b y ͑x , y͒, summing these resulting images and, finally, performing the finite Hilbert transform.
The "derivative first, then backproject" algorithm is able to reconstruct an exact ROI with truncated projections under some conditions. Since the "backproject first, then derivative" method gives the same result as the "derivative first, then backproject" method, the proposed method has the same ROI reconstruction ability as Noo et al.'s two-step method.
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For both methods, the x-direction must be carefully chosen when projection data are truncated. One requirement is that the data are not truncated in the x-direction for every point in the ROI.
III. OTHER APPLICATIONS
The reconstruction algorithm presented in Sec. II is for parallel-beam imaging geometry. In this section, we show that the algorithm can be extended to other imaging geometries.
Here we consider the case of a curved fan-beam detector, which is also known as the equiangular ray geometry 7 as shown in Fig. 2 .
A given projection ray can be characterized with fanbeam parameters ͑␣ , ␤͒ or equivalent parallel-beam parameters ͑s , ͒ with
where D is the distance from the fan-beam focal-point to the center of rotation, and other parameters are defined in Fig. 2 . The center of rotation is the origin of the x-y coordinate system. From Eq. ͑7͒ we have d = d␤, and for the fan-beam data, p curve ͑␣ , ␤͒, the required backprojected images can be obtained as 
where ␣ x ៝ is the angle of the ray that passes through the reconstruction point x ៝.
In practice, there are data redundancies in fan-beam measurements. We can combine the data with ͑␣ x ៝ + ␤͒mod 2 ജ into those with ͑␣ x ៝ + ␤͒mod 2 Ͻ before backprojection using Eqs. ͑9͒ and ͑10͒. By combination we mean that the duplicated measurements are averaged ͑i.e., find the sum of the two duplicated measurements and divide the sum by 2͒.
Duplicated measurements can be determined as follows. For the parallel-beam measurements, if s 1 =−s 2 and 1 = 2 ± , then p͑s 1 , 1 ͒ = p͑s 2 , 2 ͒. By using Eqs. ͑7͒ and ͑8͒, for the fan-beam measurements, if ␣ 1 =−␣ 2 and ␤ 1 = ␤ 2 +2␣ 2 ± , then p curve ͑␣ 1 , ␤ 1 ͒ = p curve ͑␣ 2 , ␤ 2 ͒. As a special case, if the fan-beam data are acquired over 0 ഛ ␤ Ͻ 2, then all ray-sums are exactly measured twice. Equations ͑9͒ and ͑10͒ are reduced to
Similarly, this method can be extended to the fan-beam imaging geometry with an equally spaced detector, 7 the varying focal length fan-beam geometry, [11] [12] [13] [14] and fan-beam geometry with a noncircular detector orbit in SPECT ͑single photon emission computed tomography͒.
We now give another example to illustrate how to apply the proposed method to a general imaging problem. In many applications, the ROI is not at the center of rotation. It is advantageous to tilt the detector to directly face the ROI as illustrated in Fig. 3 . Let the ROI be centered at ͑A ,0͒ and a parallel-beam imaging geometry be used. The detector rotates around the object, with the rotation angle uniformly sampled from 0°to 180°. The central ray of the detector always passes through the point ͑A ,0͒.
Using the law of sines, we have
which gives
͑14͒
From Eq. ͑14͒, we immediately have
Let the parallel projection data in this imaging geometry be p A ͑s , ͒. If the center of the coordinate system is shifted to ͑A ,0͒, the backprojections can be obtained as
͑17͒
where s x ៝ represents the ray that passes through the reconstruction point x ៝. Once the backprojected images b x and b y are obtained, the rest of the algorithm ͑that is, derivatives and finite Hilbert transform͒ is imaging geometry independent.
IV. COMPUTER SIMULATIONS

A. Parallel-beam, noiseless data study
We used a well-known 2D Shepp-Logan 15 head phantom to illustrate the equivalence of the method of "derivative first, then backproject" and the proposed method of "backprojection first, then derivative." Noiseless parallel-beam projections of the Shepp-Logan phantom were calculated analytically and sampled at 512 view-angles over 180°, with 512 samples at each view-angles. The images were reconstructed in a 512ϫ 512 array, using three different reconstruction algorithms: the two-step Hilbert transform method, 2 the proposed method ͑i.e., backprojection-derivative-Hilbert transform͒, and the conventional filtered backprojection ͑FBP͒ algorithm. The derivative operation was implemented as a two-point finite difference. The finite Hilbert transform used the formula given in Ref. 16 . The finite Hilbert transform formula 16 is a definite integral implemented as a Riemann sum with discrete data. Two parameters, R and r, are needed for this definite integral. Parameter R is determined by the boundary of the ROI and parameter r is R-2 where 2 means the length of 2 detector bins.
We chose the pixel size to be the same as the detector bin size in the simulations presented in the paper. We also performed some simulations with the pixel size at half of the detector bin size. When a two-point finite difference was used to approximate the derivative, a smaller pixel size was supposed to give more accurate approximation. However, there were no visible differences in the final reconstructed images. Figure 4 shows the results by both algorithms in a noiseless data study. Figure 4͑a͒ is for the proposed "backprojection first, then derivative" method, and b x ͑x , y͒, b y ͑x , y͒, and b͑x , y͒ are obtained from Eqs. ͑5͒, ͑6͒, and ͑4͒, respectively. The figure labeled "Reconstruction" is the final image after applying the finite Hilbert transform to b͑x , y͒ in the x-direction. Figure 4͑b͒ is for the "derivative first, then backprojection" method, and b͑x , y͒ is the result of backprojection of the differentiated data. Figure 4͑c͒ is for the conventional FBP method. The profiles are drawn along the central horizontal line in the reconstructed and true images. The full image range is ͓0, 1.5͔. The images are also shown in a windowed range ͓0.4, 0.6͔. All methods give almost identical results.
Mean square errors of the reconstructed images with respect to the true image are calculated. The mean square errors are: 0.023 for the "backprojection first" method, 0.028 for the "derivative first" method, and 0.018 for the conventional FBP method.
B. Parallel-beam, noisy data study
This study setup was the same as that in Sec. IV A, except that Poisson noise was added to the projection data. A square in a uniform region in the phantom was selected to calculate the normalized standard deviation ͑i.e., the standard deviation divided by the mean͒. This square region ͑shown in Fig.  5͒ consisted of 1681 pixels. The normalized standard deviation in the selected region was 0.59, 0.57, and 0.73 for the "backprojection first, then derivative" method, the "derivative first, then backprojection" method, and the conventional FBP method, respectively. The two methods using the derivative and Hilbert transform showed almost the same noise.
Mean square errors of the reconstructed images with respect to the true image are calculated. The mean square errors are: 0.257 for the proposed "backprojection first" method, 0.258 for the "derivative first" method, and 0.316 for the conventional FBP method.
C. Parallel-beam, truncated data study
This study setup was the same as that in Sec. IV A using noiseless projection data, except that the detector size was reduced from 512 bins to 376 bins. Due to this smaller detector size, the projections at some views ͑for example, when the detector was parallel to the y-axis͒ were truncated. At other views ͑for example, when the detector was parallel to the x-axis͒ the projections were not truncated. The field-ofview of the detector gave a circular region in the image domain. A rectangular subregion ͑shown in Fig. 6͒ was able to be exactly reconstructed using the three methods. Mean 
D. Curved-fan-beam, noiseless data study
Computer simulation with a curved fan-beam imaging geometry was also carried out using the proposed "backprojection first, then derivative" method. Full 2 scanning data sets were used, that is, the fan-beam detectors rotated around the phantom 360°. The image size was 512ϫ 512, and the fanbeam focal-length was 3600 units. Here, one unit was one pixel size. Equations ͑11͒ and ͑12͒ were used to compute the backprojected images. The mean square errors are: 0.029 for the proposed "backprojection first" method, 0.028 for the "derivative first" method, and 0.018 for the conventional FBP method. The results are shown in Fig. 7 .
V. CONCLUSIONS
Based on the two-step Hilbert transform method, 2 this paper develops a 2D image reconstruction method that performs backprojection first, then the derivative, and finally the finite Hilbert transform. This method has a wide range of applications, some of which are listed here. The backprojection procedure is imaging geometry dependent, while the differentiation and the finite Hilbert transform procedures are identical for all imaging geometries. The differentiation can be implemented as a two-point finite difference.
The advantage of the proposed algorithm over the existing algorithms is that no filtering is applied to the raw projection data. This is important when an image is reconstructed from list-mode nuclear medicine data. In list-mode data, every event is stored independently and it is difficult to perform any filtering ͑e.g., derivative͒ on the list-mode projections without rebinning. This paper emphasizes the first step of the proposed method, that is, the backprojection step. The partial derivative is only performed in the x and y directions for backprojected images b x and b y , respectively. The finite Hilbert transform is along lines parallel to the x-axis if there are no truncations in the projection measurements in the x-direction. The orientation of the x-y coordinate system can be chosen arbitrarily; however, when there are truncations, the x-axis can be selected to point in the direction where the integral lines do not intersect the regions that are not completely measured.
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