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WARPED PRODUCTS AND YANG-MILLS EQUATIONS ON NON
COMMUTATIVE SPACES
ALESSANDRO ZAMPINI
Abstract. This paper presents a non self-dual solution of the Yang-Mills equations on a non
commutative version of the classical R4 r {0}, so generalizing the classical meron solution first
introduced by de Alfaro, Fubini and Furlan in 1976. The basic tool for that is a generalization to
non commutative spaces of the classical notion of warped products between metric spaces.
Contents
Introduction 1
Acknowledgments 3
1. Yang-Mills equations on projective modules 3
1.1. Differential graded algebras and connections 3
1.2. Hermitian and self-dual modules 4
1.3. The Hodge star operator 6
1.4. The Yang-Mills equations 7
2. Solutions of the Yang-Mills equations on S3 8
2.1. A digression: where does the 1/2 factor come from? 9
2.2. Hermitian structure on T∗Sn 10
3. Warped product of noncommutative spaces 11
3.1. Product of calculi 11
3.2. Warped product of Hermitian structures 12
3.3. Yang-Mills and warped products 12
4. Solutions of the Yang-Mills equations over SUq(2) 13
4.1. A Hodge duality operator over SUq(2) 14
4.2. Yang-Mills equations over SUq(2) 15
4.3. The extension to R4q\{0} 16
References 17
Introduction
The subject of Yang-Mills theory for projective modules over a C∗-algebra was introduced in
[9], where the example of the non commutative torus was analyzed. This originated an intense
activity, which was mainly focused on obtaining self-dual (or anti self-dual) solutions – instantons
or anti-instantons – of Yang-Mills equations on suitable non commutative spaces.
A class of them is obtained by the cocycle quantization associated with a torus action on the
corresponding classical ones. This procedure is referred to as θ-deformation, the main example
being the quantization of the 4-dimensional sphere (see e.g. [5] and references therein). The ADHM
construction, which gave a complete description of instantons on S4, has been adapted to several
noncommutative spaces, among them the toric deformations S4θ of the 4-sphere [4], the Moyal and
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toric deformations of R4 [7], CP2θ [8]. General properties (e.g. the infinitesimal structure) of the
moduli space of instantons on projective modules over an arbitrary toric deformationMθ have been
studied in [5] (but notice that no explicit formula for instantons is known with such a generality,
even classically). Reducible and irreducible instantons on CP2q have been indeed studied respectively
in [10] and [11]. Beside this effort in obtaining self-dual solutions, which provide – in the classical
setting – informations about the geometry of the space itself, the study of non self-dual solutions
on quantum spaces is a rather unexplored topic.
The aim of the present paper is to give, in analogy with the classical case, a non-selfdual solution
for the Yang-Mills equation on a quantum analogue of the classical R4 r {0}.
In order to shape the classical setting of the paper, consider the class of oriented spheres Sn
for n ≥ 2 with their standard Riemannian metrics and the corresponding unique spinor bundles
over them, namely the principal fibrations Spin(n+ 1)/Spin(n)→ Sn. The Levi-Civita connection
associated to the standard Riemannian metric on Sn can be lifted to a spinor connection, that is a
connection on the principal bundle: it gives [22] a solution of the Yang-Mills equations on Sn. If
such a spinor connection is transformed, via a stereographic projection, into a connection on the
Euclidean space Rn, then the resulting connection is a solution of the Yang-Mills equations on Rn
if and only if n = 4.
For n = 2 one has Spin(3) = SU(2) = S3 and Spin(2) = U(1); this spinor bundle gives the
Hopf bundle S3/U(1) = S2 and the connection above describes the monopole of lowest strenght.
For n = 3 one has Spin(4) = SU(2) × SU(2) = S3 × SU(2) and Spin(3) = SU(2); the spinor
connection A on the bundle (S3× SU(2))/SU(2) = S3 turns out to be A = (1/2)ω, where ω is the
Maurer-Cartan form on SU(2). If π : R4\{0} → S3 is the natural euclidean projection, then π∗A
is the meron solution of Yang-Mills equations in four dimensions [12].
The problem of introducing a meaningful spin connection on a wide class of quantum groups
has been approached in [17, 19] in the formalism of bicovariant bimodules, and in [26, 27, 28] using
the braided formalism for the exterior algebras associated to universal and non universal — still
bicovariant — differential calculi.
This paper presents a generalization of the meron solution to the quantum group setting. If
the quantum group SUq(2) is equipped with the widely studied three dimensional left covariant
Woronowicz’ calculus [31], then, using the formalism developed in [18] a Maurer-Cartan ω form
can be defined although the differential calculus is not bicovariant [32] and a suitable Cartan-
Killing metrics can indeed be introduced with a meaningful Hodge operator. The vector potential
A = (1/2)ω gives a solution for the corresponding Yang-Mills equations on SUq(2).
Although our interest in the present paper concerns the structure of Yang-Mills equations, it is
interesting to notice that the properties of the connection A suggest to see it as a possible spin
connection on SUq(2) with a three dimensional differential calculus (in this respect we recall [2] for
another example of a spin connection — coming from the introduction of suitable braiding operators
— on the same exterior algebra). We nonetheless leave this topic to a further development and
extend to the product of non commutative spaces the the notion of almost product metrics, and
explicitly study the example of the Hopf ∗-algebra injection i : A(SUq(2)) →֒ A(GLq(1,H)) (the
quantum group of invertible quaternions) showing that the connection A can be mapped into a
solution of the Yang-Mills equation on R4q\{0}. Such a solution is what we denote by quantum
meron, and has no instantonic (or anti-instantonic) character with respect to the natural Hodge
duality operator.
The plan of the paper is the following. In section 1, we give a review of Yang-Mills theory for
projective modules over a ∗-algebra. In section 2, we recall the construction of [22], and explain how
the notion of warped product between manifolds allows to obtain the meron solution on R4 r {0}.
In section 3, we extend the notion of warped product to noncommutative spaces and link it to the
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study of Yang-Mills theory. In section 4, we work out a solution of the Yang-Mills equations on S3q
and apply the warped product formalism to obtain a solution of them on R4q r {0}.
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D’Andrea, who helped me in understanding several passages of this analysis, as well as Aiyalam P.
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pleasure for me to thank Norbert Poncin for his mentorship and the University of Luxembourg for
the support.
1. Yang-Mills equations on projective modules
In the classical framework of differential geometry, consider a compact N -dimensional smooth
manifold equipped with a metric tensor (M, g) and a smooth k-vector bundle E → M on it (here
k = R or C). The set Γ(E) of smooth sections of the vector bundle is a A = C∞(M,k)-module,
where A is the algebra of smooth k-valued functions onM . The Serre-Swan theorem proves that this
assertion can be promoted to a categorical equivalence. A right (or left) module Γ over C∞(M,k)
is finitely generated projective if and only if a smooth k-vector bundle E → M exists, such that
Γ ≃ Γ(E), and that two vector bundles are isomorphic if and only if the corresponding modules
of sections are.
Denoting by (Λ•,d) the differential graded exterior algebra of forms on M , a linear connection is
a graded A-module derivation ∇ : Γ(E) ⊗A Λ
• → Γ(E) ⊗A Λ
•+1, that describes what is usually
referred to as the vector potential of a gauge field, while elements in Γ(E) are the matter fields.
The A-module map F = ∇2 : Γ(E) ⊗A Λ
• → Γ(E) ⊗A Λ
•+2 is the corresponding curvature: if
D suitably extends in terms of graded commutators to A-module maps the action of the covariant
derivative ∇, we can write
DF = 0, (1.1)
D(∗H F ) = 0, (1.2)
where the first line represents the Bianchi identity and the second line the homogeneous Yang-Mills
equations. Notice that ∗H : Λ
k → ΛN−k represents the natural extension as an A-module map of
the Hodge duality operator1 corresponding to the metric tensor g on M .
The Serre-Swan theorem suggests that the natural framework for an algebraic formulation of a
gauge theory is that of projective (finitely generated) modules over a — possibly non commutative
— algebra A, equipped with a finite dimensional differential calculus. In the following pages we
shall review how it is possible to introduce on such modules a covariant derivative, i.e. a linear
connection, and describe how a hermitian structure over a (say) right A-module allows to introduce
a Hodge duality and then Yang-Mills equations.
1.1. Differential graded algebras and connections. Let A be an associative ∗-algebra over k.
A differential calculus on it is a differential graded algebra, (DGA – for this part we refer to [13]),
that is the datum (Λ•,d) of a graded associative algebra Λ• =
⊕
k≥0Λ
k and a map d : Λ• → Λ•+1,
which is a coboundary, d2 = 0, and a graded derivation:
d(αβ) = (dα)β + (−1)dg(α)α(dβ) .
A differential calculus over an associative algebra A is a DGA (Λ•,d) such that Λ0 = A and
Λk+1 = Span{adω, a ∈ A, ω ∈ Λk} for all k ≥ 0. A differential calculus is finite-dimensional with
dimension n ∈ N if Λk = 0 for all k > n. We further assume that Λk is a free A-bimodule of finite
rank.
1It satisfies the identity ∗2H = (sgn g) (−1)
k(N−k) with (sgn g) the signature of the metrics.
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A graded involution on Λ• is a degree zero map ∗ : Λ• → Λ• satisfying (ω∗)∗ = ω and (αβ)∗ =
(−1)dg(α)dg(β)β∗α∗. If d is a coboundary resp. a graded derivation (i.e. it satisfies the graded Leibniz
rule), then the map ω 7→ d∗ω := (dω
∗)∗ is a coboundary resp. a graded derivation. A differential
calculus is called real or ∗-calculus if there is a graded involution, extending the involution of
A = Λ0, such that d∗ = d.
For a given choice of differential calculus (Λ•,d) on a ∗-algebra A, we call a connection on a
right A-module E a k-linear map ∇ : E ⊗A Λ
• → E ⊗A Λ
•+1 satisfying the graded Leibniz rule:
∇(ηω) = (∇η)ω + (−1)dg(η)η dω , (1.3)
for all η ∈ E ⊗A Λ
dg η and ω ∈ Λ•. This generalizes the notion of linear connection of differential
geometry. Connections on left modules are defined in a similar way. Let
Rn = HomΛ•(E ⊗A Λ
•, E ⊗A Λ
•+n) (1.4)
be the space of degree n right Λ•-module endomorphisms of E ⊗A Λ
•. Then R• :=
⊕
n≥0R
n is a
graded associative unital algebra, with product given by the composition of endomorphisms, and
R0 is a unital subalgebra isomorphic to EndA(E). Notice that R
• is a R0-bimodule, but in general
it is not a right A-module (unless the algebra is commutative). From (1.3) one sees [24] that a
connection is completely determined by its restriction on E (and then extended by the Leibniz rule).
It follows that any two connections ∇ and ∇′ differ by an element ∇−∇′ ∈ R1. If E is a projective
A-module — that is E = pAk where p : Ak → Ak with p2 = p = p† — then one can see that
connections exist and that HomA(E , E ⊗A Λ
1) ≃ Mk(A) ⊗A Λ
1, so on them one can write
∇ = ∇0 + α (1.5)
where ∇0 = pd is the Grassmann (canonical) connection and α ∈ R
1 can be represented as a
matrix whose entries are elements in Λ1. One also has that the map ∇2 = ∇ ◦ ∇ : E ⊗A Λ
• →
E ⊗A Λ
•+2 is Λ•-linear. Its restriction to E , denoted by
Fη = ∇2η ∀ η ∈ E . (1.6)
is called the curvature of the connection ∇. When E is projective, the curvature F is an element
in Mk(A)⊗A Λ
2 ≃ R2. The connection is called flat if F = 0 (e.g. d is a flat connection on each
Λk). As usual for graded algebras, we define the commutator of A ∈ Rj and B ∈ Rk as
[A,B] = A ◦B − (−1)jkB ◦ A
and extend it by bilinearity. If A has odd degre, one easily checks that [A, . ] is a graded derivation
on R•. Although in general ∇ is not an element of R1 (it is a degree 1 endomorphism, but it is
not right Λ•-linear), nevertheless the operator
D = [∇, ] : Rn → Rn+1
is well defined (D(A) is right Λ•-linear for any A ∈ R•) and it is a graded derivation on Rn. Within
this formalism, the Bianchi identity
D(F ) = 0 (1.7)
is simply the statement that [∇, F ] = ∇ ◦ ∇2 −∇2 ◦ ∇ = ∇3 −∇3 = 0.
1.2. Hermitian and self-dual modules. We have seen how a connection – and the corresponding
curvature – is defined on a module over an associative algebra, how it allows to introduce a covariant
derivative so to have a consistent algebraic version of the Bianchi identity, which is the first relation
in (1.2). In order to introduce a Hodge duality operator we describe now self-dual modules.
A Hermitian structure on a right A-module E is a sesquilinear map ( , )E : E × E → A satisfying
(ηa, ξb)E = a
∗(η, ξ)Eb and (η, ξ)
∗
E = (ξ, η)E for all η, ξ ∈ E and a, b ∈ A, together with (η, η)E > 0
for all η 6= 0. In case A is a pre C∗-algebra (here by this we simply mean that it is a dense
∗-subalgebra of some C∗-algebra), E will be called a right pre-Hilbert A-module. Every finitely
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generated projective module has a canonical pre-Hilbert module structure, that is unique modulo
an equivalence.
If there is a Hermitian structure on E , we call the connection ∇ to be Hermitian if
(∇η, ξ)E + (−1)
dg(η)(η,∇ξ)E = d(η, ξ)E
for all η, ξ ∈ E ⊗A Λ
•. Here the Hermitian structure is extended from E to E ⊗A Λ
• in a natural
way: if η, η′ ∈ E , ω ∈ Λj and ω′ ∈ Λk we define
(η ⊗ ω, η′ ⊗ ω′)E⊗AΛ• := ω
∗ (η, η′)E ω
′ ∈ Λj+k .
Compatibility with the Hermitian structure is a mild restriction on connections: while the set of
connections on E is a complex affine space, the set of Hermitian connections is a real affine space.
If the connection is given by ∇ = d + α (see equation (2.7)), then it is hermitian if and only if
α† + α = 0 (1.8)
in Mk(A) ⊗A Λ
1.
Let E a pre-Hilbert rightA-module. The set E ′ = HomA(E ,A) of rightA-module maps φ : E → A
is itself a right A-module, with module structure (φ · a)(η) := a∗φ(η) for all a ∈ A, called the dual
module of E .
Given two modules E and F with Hermitian structures ( , )E and ( , )F , a map T : E → F is
called adjointable if ∃ T ∗ : F → E such that (T ∗η, ξ)E = (η, T ξ)F for all η ∈ F and ξ ∈ E . An
adjointable map is always a right A-module map, but the converse is not true.
Lemma 1.1. For a pre-Hilbert right A-module E the following are equivalent:
i) the right A-module map E → E ′, η 7→ (η, · )E is surjective;
ii) any right A-module map E → A is adjointable.
Each one of these two equivalent conditions implies that any right A-module map E → F is ad-
jointable for any pre-Hilbert right A-module F .
Proof. Suppose that every right A-module map T : E → A, i.e. any element T ∈ E ′ is adjointable:
there exists a right A-module map T ∗ : A → E such that the relation
(f, T (ϕ))A = (T
∗(f), ϕ)E
holds for any f ∈ A and ϕ ∈ E . The lhs is defined as (f, T (ϕ))A = f
∗T (ϕ), so for f = 1 one has
T (ϕ) = (T ∗(1), ϕ)E , which proves i), provided one defines η = T
∗(1) in E .
If i) holds, then for any T ∈ E ′ there exists an element τT ∈ E such that T (ϕ) = (τT , ϕ)E ,
and one can write f T (ϕ) = (f τT , ϕ)E for any f ∈ A and ϕ ∈ E . The map T
∗ is defined by
f 7→ f τT . 
A right module is self-dual if it satisfies any one of the equivalent conditions of Lemma 1.1. An
adjointable map E → F is called a homomorphism between the two pre-Hilbert modules, and the
set of all such maps will be denoted Hom∗A(E ,F). If E is self-dual, any right A-module map is
adjointable and hence a homomorphism. Since the map E → E ′ is always injective ((η, η)E = 0
implies η = 0), a self-dual module is one that is isomorphic to its dual.
A Hermitian structure exists on any finitely generated projective module: if E = pAk, with
p = p∗ = p2 ∈ Mk(A) a projection, all Hermitian structure are equivalent to the one obtained by
restricting to E the standard Hermitian structure on Ak given by
(η, ξ) =
∑k
i=1
η∗i ξi (1.9)
for η = (η1, . . . , ηk) and ξ = (ξ1, . . . , ξk) ∈ A
k.
Lemma 1.2. The module E = pAk with Hermitian structure (1.9) is self-dual.
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Proof. Any T ∈ E ′ can be extended to a right A-module map T : Ak → A by declaring T equal to
zero on the complement (1−p)Ak. Assume Ak is self-dual, then ∃ τT ∈ A
k such that T (ξ) = (τT , ξ)
for all ξ. Since (1.9) satisfies
(τT , Aξ) = (A
∗τT , ξ) , for any A ∈Mk(A) , (1.10)
then the restriction to E gives T (pξ) = (pτT , pξ) for any pξ ∈ E . Since pτT ∈ E , the module E is
self-dual. It is then enough to prove the lemma when E = Ak.
Any right A-module map T : Ak → A is of the form T (ξ) = τ1a1+ . . .+ τkak, ξ = (a1, . . . , ak) ∈
Ak, where τi ∈ A is the image of the i-th element in the canonical basis of C
k. Called τT =
(τ∗1 , . . . , τ
∗
k ), then T (ξ) = (τT , ξ), which concludes the proof. 
Notice that a generating family {vi}
k
i=1 for pA
k is given by the columns of the projection p. By
linearity, Hermitian structures on pAk are uniquely determined by the positive element g = (gij) ∈
Mk(A) given by gij = (vi, vj). Since by construction vj =
∑k
i=1 vipij, the matrix g satisfies
pg = gp = g. The canonical Hermitian structure corresponds to the choice g = p.
1.3. The Hodge star operator. Given the associative ∗-algebra A equipped with a n-dimensional
differential calculus (Λ•,d), we have assumed that Λk are right A-modules. In order to define a
right module map ∗H : Λ
k → Λn−k analogue to the Hodge star operator, a necessary condition is
that Λn is a rank 1 free right module, with basis given by an element τ that we will call the volume
form, and that, as free modules, rankΛN = rankΛN−k. Since Λk is a free (right, say) A-module,
from the previous lemma 1.2 we know that, via the equation (1.9) referred to a chosen fixed basis,
Λk has an Hermitian structure ( , )k by which it turns to be self-dual. Via the volume form we
may write the Hermitian structure on Λ0 as (a, b)0 = a
∗b ∀ a, b ∈ A, while on Λn ≃ A we may
similarly write (τa, τb)n = a
∗b ∀ a, b ∈ A. Notice that by adjunction, τ∗ is a basis of Λn as a left
module. We would like then to define ∗H on arbitrary (complex) forms by the formula
τ ( ∗H α, β)n−k = α
∗ ∧ β , (1.11)
for each α ∈ Λk and β ∈ Λn−k (here we consider complex algebras and complex forms, and have
denoted via the standard ∧ the product between forms). The following proposition holds.
Proposition 1.3.
i) There exists, and it is unique, a linear map ∗H : Λ
k → Λn−k satisfying (1.11).
ii) It is ∗H(1) = τ and ∗H(τ
∗) = 1 .
iii) It is ∗H is a right A-module map if and only if τ is central (i.e. Λ
n ≃ A as a bimodule).
Proof. One has:
i) Since Λn is a rank 1 free right module and Λk is selfdual, from Lemma 1.1 the linear map
Λk → HomA(Λ
k,Λn), η 7→ τ (η, ·)k, is surjective. Fixed α ∈ Λ
k, the map ϕα : Λ
n−k → Λn
given by ϕα(β) := α
∗ ∧ β is a right A-module map, i.e. ϕα ∈ HomA(Λ
n−k,Λn). Hence, there
exists and is unique an η ∈ Λn−k such that ϕα(β) = τ (η, β)n−k. We define ∗Hα = η and notice
that it satisfies (1.11) by construction.
ii) From (1.11) we get (∗H(1), τ)n = 1 and (∗H(τ
∗), 1)0 = 1. This implies ii).
iii) For all a ∈ A, α ∈ Λk, β ∈ Λn−k:
τ
(
∗H(αa)− (∗Hα)a, β
)
n−k
= [a∗, τ ](∗Hα, β)n−k . (1.12)
The left hand side is zero if and only if, by non-degeneracy of the Hermitian structure, ∗H(αa) =
(∗Hα)a for all a, α, i.e. ∗H is a right module map. Choosing α = τ
∗ and β = 1, then (∗Hα, β)0 =
1 and the right hand side of (1.12) vanishes if and only if [a∗, τ ] = 0 for all a∗ ∈ A. Therefore,
∗H is a right module map if and only if τ is central.

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Left multiplication by A gives a map π : A → EndA(Λ
•). In fact, since we are assuming that Λ• is
selfdual, every right A-linear endomorphism is adjointable, and π maps to the ∗-algebra End∗A(Λ
•).
Proposition 1.4. ∗H is a left A-module map if and only if π is a ∗-representation.
Proof. For all a ∈ A, α ∈ Λk, β ∈ Λn−k one has:
τ
(
∗H(aα), β
)
n−k
= α∗a∗ ∧ β = τ (∗Hα, a
∗β)n−k ,
that is
(
∗H(aα), β
)
n−k
= (∗Hα, a
∗β)n−k. Thus ∗H(aα) = a · ∗H(α) for all a, α if and only if, for all
a ∈ A, π(a) is an adjointable endomorphism with adjoint π(a∗). That is, π : A → End∗A(Λ
•) is a
∗-representation. 
How is the duality map defined via the relation (1.11) related to the Hodge duality operator defined
in the setting of differential geometry? With (M,g) a N -dimensional smooth manifold equipped
with a metric tensor g, let g =
∑
ab g
abXa ⊗Xb be the expression of the metrics in a coordinate
chart system (xi)i=1,...,N , where (Λ
•,d) is the standard N -dimensional exterior differential calculus
with ΛN−k ≃ Λk ≃ Ak(k−1)/2 as free A-bimodules and the vector fields Xa give the dual basis to
the 1-form basis dxa, i.e. iXadx
b = δba. Define
(dxa1 ∧ . . . ∧ dxak ,dxb1 ∧ . . . ∧ dxbk)k =
1
k!
∑
pi ∈Sk
∑
pi′ ∈Sk
gpi(a1)pi
′(b1) · · · gpi(ak)pi
′(bk) (1.13)
where Sk is the permutation group of k elements. Assume the volume form is τ = dx
1∧ . . .∧dxN .
One can then easily see that the duality operator ∗H (1.11) corresponding to such a hermitian
structure is the well known Hodge operator on Λk. It is moreover possible to prove that, if T =∑
ab T
abXa ⊗Xb is a contravariant tensor on the same coordinate chart, and one defines in terms
of the components of T a hermitian product which is analogue to (1.13), then the duality operator
∗T : Λ
k → ΛN−k (defined via (1.11)) satisfies the identity ∗2T = (sgn T ) (−1)
k(N−k) – with
sgnT the signature of T ab – if and only if it is symmetric (i.e. T ab = T ba) and invertible (i.e.
det T ab 6= 0). Moreover, one can see that the tensor T is real (i.e. T ab∗ = T ab) if and only if
∗H(ξ
∗) = (∗Hξ)
∗.
1.4. The Yang-Mills equations. Recall the general analysis performed in 1.1. In order to be
able to introduce the analogue of the equation (1.2), one needs to define the action of the Hodge
duality operator on the curvature of a given connection, and they are given (see (1.6)) by elements
in Mk(A) ⊗A Λ
2 for a projective module E = pAk. We set (adopting the same symbol, with a
slight abuse of notation)
∗H : Mk(A)⊗A Λ
2 id⊗A ∗H−−−−−−→Mk(A)⊗A Λ
n−2, (1.14)
indeed naturally extending the action of the Hodge duality previously presented. Notice that this
definition is meaningful even if ∗H is not a bimodule map. Following such a definition, we define
the (homogeneous) Yang-Mills equation as
D(∗H F ) = 0 . (1.15)
If n = 4 and F is an eigenvector of ∗H , the above equation is automatically satisfied, due to the
Bianchi identity (1.7).
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2. Solutions of the Yang-Mills equations on S3
As a manifoldM consider the 3-sphere S3. Since it is a group manifold, SU(2) ≃ S3, its exterior
algebra is globally defined. If we set A = C∞(S3) to be the algebra of smooth complex valued
functions on S3, Λ1 is a free A-bimodule of rank 3 and has a basis given by {ωa}a=1,...,3, where the
complex conjugation acts as ωa = ω
∗
a. Such 1 forms are dual to the set of vector fields {Xa}a=1,...,3
which give a realization of the Lie algebra su(2),
[Xa,Xb] = εabcXc. (2.1)
The action of the exterior derivative on Λ• is completely characterized by the Leibniz rule and the
Maurer-Cartan relation
dωa = −
1
2
εabc ωb ∧ ωc (2.2)
On this manifold we consider the round metrics – the one induced by the euclidean metrics on
R
4 – that is g =
∑
a ωa ⊗ ωa which coincides with the Cartan-Killing metrics on the dual of the
Lie algebra. If the volume form is chosen to be τ = ω1 ∧ ω2 ∧ ω3, the Hodge duality operator
corresponding to (1.13) turns out to be the A-bimodule map given on a basis of Λ• by:
∗H(1) = τ ∗H (τ) = 1
∗H(ωa) =
1
2
εabcωb ∧ ωc, ∗H (ωa ∧ ωb) = εabcωc (2.3)
It is possible to see (see [30]) that any vector bundle π : E → S3 is equivalent to a trivial one,
so its space of section is a free module over A. We consider then the rank two free bimodule
E = A2. Given the canonical hermitian structure on E , from the equation (1.8) we know that the
set of hermitian connections R1 ≃ EndA ⊗A Λ
1 (notice that this equivalence is valid only if A is
commutative) can be written as
R1 ∋ α =
∑
j
αj ⊗ Tj (2.4)
where αj = α
∗
j ∈ Λ
1 and Tj = −T
∗
j are the matrices giving the elements of the Lie algebra su(2)
in the fundamental representation:
T1 =
1
2
(
0 i
i 0
)
, T2 =
1
2
(
0 −1
1 0
)
, T3 =
1
2
(
i 0
0 −i
)
. (2.5)
In particular, we select
α = λωa ⊗ Xa (2.6)
with λ ∈ R. From (1.6), (1.14), (2.3), (2.2) one has:
F =
λ
2
(λ − 1) ǫabc ωa ∧ ωb ⊗ Xc = λ (1 − λ) dωa ⊗ Xa (2.7)
∗H (F ) = (λ − 1)α (2.8)
D(∗H F ) = λ (λ − 1) (λ −
1
2
) ǫabc ωa ∧ ωb ⊗ Xc (2.9)
This shows that, except the trivial cases λ = 0, 1, the choice λ = 1/2 gives a non trivial solution
to the Yang-Mills equations. The previous result depends only on the commutation relation of the
Lie algebra su(2) and the Hodge duality.
One can check that for λ = 1/2 the connection in (2.6) has zero torsion, and is then the Levi-
Civita connection, consistently with [22]. It also coincides with the canonical connection of S3
as a SU(2) × SU(2)-symmetric space ([21], Sec. 11.3), that is known to solve the Yang-Mills
equation [16]. The correspondence between canonical connection and Levi-Civita connection on a
Riemannian symmetric space is also a general property [21, Thm. 3.3].
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Such a solution of the Yang-Mills equation on S3 can give a non self-dual solution of the Yang-
Mills equation on a 4-dimensional manifold. We adopt homogeneous coordinates on SU(2),
SU(2) ∋ g =
(
u −v¯
v u¯
)
, u¯u + v¯v = 1 : (2.10)
it is immediate to check that
α = λ g−1d g = λωa ⊗ Xa.
If we now consider the projection
π : R4\{0} → S3 with xµ 7→
xµ
||x||
, (2.11)
(where we introduced real coordinates xµ = x
∗
µ, µ = 0, . . . , 3 and set u = x0 + i x3 and v =
x2 + i x1, while ||x||
2 = xµxµ comes from the euclidean metric on R
4) we get
π∗(g−1) =
1
||x||
(x0 1 − i σa xa), π
∗(g) =
1
||x||
(x0 1 + i σa xa) (2.12)
where the Pauli matrices are given by σa = −2 i Ta and
π∗(F ) = (1 − λ)dA = λ(λ − 1)π∗(d g−1 ∧ d g). (2.13)
An explicit computation shows that, if λ = 1/2, such a curvature solves the Yang-Mills equation
on R4\{0} with the euclidean metric. This solution is the one presented in [12] as meron. A
simple expression for the meron curvature can be derived as follows. Let π∗(g−1dg) = Aµdxµ
and π∗(F ) = Fµνdxµ ∧ xν with Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ]. Since Fµν = 0 for λ = 1,
∂µAν − ∂νAµ = −[Aµ, Aν ] and Fµν = λ(λ− 1)[Aµ, Aν ], that is
Fµν =
λ(λ− 1)
||x||4
[
Σµαxα,Σνβxβ
]
with Σµν = τ
∗
µτν − δµν where τ0 = 1 and −iτj are the three Pauli matrices.
As one can see from the explicit expression of Fµν , that there is a singularity in zero. One
can produce other solutions, with two singularities, using a conformal transformation (the two
singularities comes from 0 and the point at infinity). One can also check that the – unlike the
instanton solution, defined on the whole R4 – action functional is logarithmically divergent and can
be extended to the compactification S4, where it has a finite action.
2.1. A digression: where does the 1/2 factor come from? To clarify what we have only
quoted some lines above, consider the principal bundle with total space P = G × G′, gauge group
H with G ∼ G′ ∼ H = SU(2) and right principal action r : (G × G′, H) → (G × G′) given by:
r : (g × g′, h) 7→ h−1g × g′ h. (2.14)
For the group G (resp. G′) we consider both the set of left invariant vector fields and 1-forms
(La, ωa) (resp. L
′
a, ω
′
a)) and the set of right invariant vector fields and 1-forms (Ra, ηa) (resp.
(R′a, η
′
a)). The infinitesimal action of the gauge group is generated by the vertical fields of the
fibration, which turn out to be
Va = −Ra + L
′
a (2.15)
for a = 1, . . . , 3. On P we consider the gauge invariant Riemannian metrics
g =
N∑
a=1
(ηa ⊗ ηa + ω
′
a ⊗ ω
′
a) (2.16)
In terms of such a metrics, a natural choice for a connection is given by the orthogonal splitting
of TP : the vertical part, span by Va in (2.15), is fixed by the gauge action, is orthogonal to the
9
horizontal part, given by the span of Ha = L
′
a + Ra. If we denote by {Xa} a basis of the Lie
algebra of H ∼ G, such a connection can be written as a Lie(G)-valued 1-form on P , namely
Ω =
1
2
Xa ⊗ (ω
′
a − ηa). (2.17)
In order to obtain, from a connection on the principal bundle P , a vector potential on the basis,
we need a section of P . The principal bundle we are considering is globally trivial, one can write
a projection π : P → P/H
π : (g × g′) 7→ g′g (2.18)
where trivially P/H ∼ G. We denote by M the basis of the bundle, and introduce the global
section σ : M → P via
σ : m → 1 × m (2.19)
so that the global trivialization P ∼ H × M of the bundle is given by (h−1,mh). Via such a
global section we define the vector potential A = σ∗(Ω) as a Lie(H)-valued 1-form on the basis
M . We get, from (2.17):
A =
1
2
Xa ⊗ ω
′
a (2.20)
which, in terms of the given trivialization, coincides with the meron connection.
2.2. Hermitian structure on T∗Sn. Although Rn+1r{0} is diffeomorphic to R+×Sn, the metrics
is not exactly the product metrics. For i = 0, . . . , n, let xi be Cartesian coordinates on R
n r {0},
r =
(∑
i x
2
i
)
1/2 the radius, and ξi = xi/r coordinates on the unit sphere S
n. Using the identity
dxi = rdξi + ξidr, we write the metric tensor of R
n+1 in spherical coordinates:
gRn+1 :=
∑
dxi ⊗ dxi = dr ⊗ dr + r
2
∑
dξi ⊗ dξi . (2.21)
where we used
∑
ξidξi = 0 (coming from
∑
ξ2i = 1 and the Leibniz rule). So
gRn+1 = gR+ + r
2gSn
is almost a product metric, except for the r2 factor. This affects the Hermitian structure on
differential forms as follows. If we denote by ( , )m the Hermitian structure on m-forms on R
n+1,
by ( , )
(1)
m the one on R+ and by ( , )
(2)
m the one on Sn, we have
(ξ1 ⊗ ξ2, η1 ⊗ η2)m := r
−2k(ξ1, η1)
(1)
m−k ⊗ (ξ2, η2)
(2)
k (2.22)
for all ξ1, η1 ∈ Λ
m−k(R+) and ξ2, η2 ∈ Λ
k(Sn), where now r is the function that associates to a point
in Rn+1 its radius. Exactly like for a Cartesian product, Λm(Rn+1 r {0}) =
⊕m
k=0Λ
m−k(R+) ⊗
Λk(Sn) and with the notation
d =
∑
dxi
∂
∂xi
, d1 = dr
∂
∂r
, d2 =
∑
dξi
∂
∂ξi
,
one has d = d1 ⊗ 1 + 1 ⊗ d2 on functions (extended to forms with the graded Leibniz rule). The
volume forms are related by dn+1x = rndr dnθ, where dnθ is the volume form on Sn. For a product
M1 ×M2 of noncommutative spaces, with metrics of the above type, we will show that solutions
of Yang-Mills on M2 give solutions of Yang-Mills on the product.
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3. Warped product of noncommutative spaces
In the previous section we worked out a particular case of a general construction called warped
product. The warped product [3] M1 ×f M2 of two Riemannian manifolds (M1, g1) and (M2, g2),
with warping function f : M1 → R
+, is the product manifold M = M1 ×M2 equipped with the
metric
g = g1 + f
2g2 .
Warped product manifolds play an interesting role in both differential geometry and physics (see
e.g. [1, 29]). The usual product manifold metric give trivial examples of them, while a first non
trivial example is given by the decomposition in polar coordinates systems of a euclidean Rn space.
Several Riemannian symmetric spaces are examples of warped products, e.g. the hyperbolic space
Hn+1 can be decomposed as R×f R
n with f(t) = et, and every revolution surface which does not
intersect the revolution axis is isometric to M1 ×f S
1, with M1 the generating curve and f(x) the
distance from the axis. The warped product makes sense in pseudo-Riemannian geometry as well
(in fact, this is the cases of physical interest). Robertson-Walker spaces (modelling an expanding
universe in cosmology) correspond to the case of M2 a Riemannian manifold of constant curvature,
and M1 an interval of R
+ with pseudo-Riemannian metric − dt⊗ dt (t is a time coordinate). The
Schwarzschild space-time (modelling the outer space around a massive star or a black hole) is indeed
a warped product manifold.
There are several generalizations (e.g. local warped products, multi-warped products). In the
present paper we consider a noncommutative geometric version of this construction. We will explain
how the Hodge star on a warped product is related to the ones on the two factors, and use this to
prove that the pullback of a solution of Yang-Mills on M2 solves Yang-Mills on M .
3.1. Product of calculi. For i = 1, 2, let (Λ•i ,di) be a differential ∗-calculus of dimension ni
(i.e. Λki = 0 ∀ k > ni) over Ai = Λ
0
i , and denote by ∧i the product. Assume, as in Sec. 1.3,
that Λnii is a free right Ai-module of rank 1, with basis element τi, and that each Λ
k
i is a self-dual
right-module with Hermitian structure ( , )
(i)
k . We also assume that (a, b)
(i)
0 = (τia, τib)
(i)
ni = a
∗b
for all a, b ∈ Ai. A Hodge star operator ∗
(i)
H : Λ
ni−k
i → Λ
k
i is uniquely defined by (1.11).
The analogue of the Cartesian product of smooth manifolds is the tensor product of differential
complexes (see e.g. Sec. 1.0.14 of [24]). The algebra A = A1 ⊗A2 plays the role of the algebra of
“functions” on the product space. A differential ∗-calculus (Λ•,d) on A, with dimension n = n1+n2,
is given by
Λm =
m⊕
k=0
Λm−k1 ⊗ Λ
k
2 . (3.1)
This is a graded associative algebra with product
(ξ1 ⊗ ξ2) ∧ (η1 ⊗ η2) = (−1)
dg(ξ2)dg(η1)(ξ1 ∧1 η1)⊗ (ξ2 ∧2 η2)
for all ξi, ηi ∈ Λ
•
i , i = 1, 2. If we set the differential as
d(ξ1 ⊗ ξ2) = d1ξ1 ⊗ ξ2 + (−1)
dg(ξ1)ξ1 ⊗ d2ξ2 , (3.2)
the graded Leibniz rule is automatically satisfied, while defining the involution as
(ξ1 ⊗ ξ2)
∗ = ξ∗1 ⊗ ξ
∗
2 ,
we get a differential ∗-calculus on A.
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3.2. Warped product of Hermitian structures. A right-module Hermitian structure on Λm
is defined as follows. As usual, we declare Λm and Λm
′
to be are orthogonal if m 6= m′ and declare
also Λm−k1 ⊗Λ
k
2 ⊂ Λ
m and Λm−h1 ⊗Λ
h
2 ⊂ Λ
m to be orthogonal too if k 6= h, while for h = k, inspired
by (2.22), we set:
(ξ1 ⊗ ξ2, η1 ⊗ η2)m = ρ
−2
k (ξ1, η1)
(1)
m−k ⊗ (ξ2, η2)
(2)
k
for all ξ1, η1 ∈ Λ
m−k
1 and ξ2, η2 ∈ Λ
k
2, where ρ0, . . . , ρn2 ∈ A1 are some fixed positive invertible
elements. Notice that Λn = Λn11 ⊗Λ
n2
2 is a free right A-module of rank 1. As a basis element for it
we choose:
τ = τ1ρn2 ⊗ τ2 ,
which is real whenever τ1ρn2 and τ2 are. A corresponding Hodge star operator ∗H : Λ
k → Λn−k is
defined by (1.11). In the example of warped product of two Riemannian manifolds, it is ρk = f
k
for all k = 0, . . . , n2, where f is the warping function.
Proposition 3.1. For ξ1 ⊗ ξ2 ∈ Λ
m−k
1 ⊗ Λ
k
2, it is
∗H (ξ1 ⊗ ξ2) = (−1)
k(n1−m+k) ∗
(1)
H (ξ1)ρ
−1
n2 ρ
2
n2−k ⊗ ∗
(2)
H (ξ2), (3.3)
where ∗
(i)
H : Λ
k
i → Λ
ni−k
i are the Hodge duality previously defined on Λ
•
i for i = 1, 2.
Proof. By construction, for all ξ1 ∈ Λ
m−k
1 , η1 ∈ Λ
n1−m+k
1 , ξ2 ∈ Λ
k
2 , η2 ∈ Λ
n2−k
2 , we have:
τ ( ∗H (ξ1 ⊗ ξ2) , η1 ⊗ η2 )
n−m
= (ξ1 ⊗ ξ2)
∗ ∧ (η1 ⊗ η2)
= (ξ∗1 ⊗ ξ
∗
2) ∧ (η1 ⊗ η2)
= (−1)k(n1−m+k) (ξ∗1 ∧1 η1)⊗ (ξ
∗
2 ∧2 η2)
= (−1)k(n1−m+k) τ1 ( ∗
(1)
H ξ1 , η1 )
(1)
n1−m+k
⊗ τ2 ( ∗
(2)
H ξ2 , η2 )
(2)
n2−k
= (−1)k(n1−m+k)
{
τ1 ρn2 ⊗ τ2
}
∧
{
ρ−1n2 ( ∗
(1)
H ξ1 , η1 )
(1)
n1−m+k
⊗ ( ∗
(2)
H ξ2 , η2 )
(2)
n2−k
}
= (−1)k(n1−m+k) τ
{
ρ−2n2−k ( ∗
(1)
H ( ξ1 ) ρ
−1
n2 ρ
2
n2−k , η1 )
(1)
n1−m+k
⊗ ( ∗
(2)
H ξ2 , η2 )
(2)
n2−k
}
= (−1)k(n1−m+k) τ ( ∗
(1)
H (ξ1) ρ
−1
n2 ρ
2
n2−k ⊗ ∗
(2)
H ξ2 , η1 ⊗ η2 )n−m.
From the non-degeneracy of the Hermitian structure we then derive (3.3). 
3.3. Yang-Mills and warped products. We now prove that, given a solution of the Yang-Mills
equations over a suitable class of manifolds – that we denote byM2 – its pullback via the projection
M = M1 ×f M2 → M2 solves the Yang-Mills equation on the warped product M . We give the
proof in the general framework of previous section, considering connections on free modules (as is
the case of merons), i.e. operators of the form (see (2.7)) ∇ = d + α where α is a suitable matrix
whose entries are 1-forms.
We start by noticing that the pullback of α2 ∈ MN (Λ
1
2) is the element 1 ⊗ ω2 ∈ MN (Λ
1).
Proposition 3.2. The connection ∇2 = d2+ω2 solves the Yang-Mills equation on the free module
AN2 if and only if ∇ = d + 1⊗ ω2 solves the Yang-Mills equation on A
N .
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Proof. The curvature of∇ is F = 1⊗ F2, with F2 the curvature of∇2. From (3.3) and Prop. 1.3(ii):
∗H F = τ1 ρ
−1
n2 ρ
2
n2−2 ⊗ ∗
(2)
H F2
Since d1 is zero on Λ
n1
1 , from (3.2):
d(∗H F ) = (−1)
n1 τ1 ρ
−1
n2 ρ
2
n2−2 ⊗ d2(∗
(2)
H F )
and
[∇, ⋆H F ] = (−1)
n1 τ1 ρ
−1
n2 ρ
2
n2−2 ⊗ [∇2, ∗
(2)
H F2] .
Thus [∇, ⋆H F ] = 0 if and only if [∇2, ∗
(2)
H F2] = 0. 
We stress that for n = 4, since the element F ∈ Λ01 ⊗ Λ
2
2 and the element ∗H F ∈ Λ
n1
1 ⊗ Λ
n2−2
2
are in two orthogonal subspaces, F can not be an eigenvector of the Hodge duality operator (unless
n1 = 0). In the example of R
4
r {0} = R+ ×r S
3, any solution of Yang-Mills on S3 gives a solution
on R4 r {0} that is not (anti) self-dual.
4. Solutions of the Yang-Mills equations over SUq(2)
As quantum group SUq(2) (we adopt the notations and the conventions in [20]) we consider the
polynomial unital ∗-algebra A(SUq(2)) = (SUq(2),∆, S, ε) generated by elements a and c such that,
using the matrix notation
u =
(
a −qc∗
c a∗
)
, (4.1)
the Hopf algebra structure can be expressed as
uu∗ = u∗u = 1, ∆u = u⊗ u, S(u) = u∗, ε(u) = 1.
The deformation parameter q ∈ R is restricted without loss of generality to the interval 0 < q < 1.
The quantum universal envelopping algebra Uq(su(2)) is the unital Hopf ∗-algebra generated the
four elements K±1, E, F , with KK−1 = 1 and the relations:
K±E = q±EK±, K±F = q∓FK±, [E,F ] =
K2 −K−2
q − q−1
. (4.2)
The ∗-structure is K∗ = K, E∗ = F , while the Hopf algebra structures are
∆(K±) = K± ⊗K±, ∆(E) = E ⊗K +K−1 ⊗E, ∆(F ) = F ⊗K +K−1 ⊗ F,
S(K) = K−1, S(E) = −qE, S(F ) = −q−1F
ε(K) = 1, ε(E) = ε(F ) = 0.
The non degenerate Hopf algebra pairing between the two algebras above is the ∗-compatible
bilinear mapping 〈 , 〉 : Uq(su(2)) ×A(SUq(2))→ C given on the generators by
〈K±, a〉 = q∓1/2, 〈K±, a∗〉 = q±1/2
〈E, c〉 = 1, 〈F, c∗〉 = −q−1 (4.3)
with all other couples of generators pairing to zero. The algebra Uq(su(2)) is recovered as a ∗-
Hopf subalgebra in the dual algebra A(SUq(2))
o, the largest Hopf ∗-subalgebra contained in the
dual vector space A(SUq(2))
′. The ∗-compatible canonical commuting actions of Uq(su(2)) on
A(SUq(2)) are
h⊲x = x(1)
〈
h, x(2)
〉
, x⊳h =
〈
h, x(1)
〉
x(2).
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The first order differential calculus (FODC) (d,Λ1) we are going to consider on SUq(2) was intro-
duced by Woronowicz [31]; Λ1 is a three dimensional left covariant free A(SUq(2))-bimodule. A
basis of left-invariant 1-forms (Λ1inv ⊂ Λ
1) is
ωz = a
∗da+ c∗dc,
ω− = c
∗da∗ − qa∗dc∗,
ω+ = adc− qcda. (4.4)
It is a ∗-calculus, with ω∗− = −ω+ and ω
∗
z = −ωz. The basis of the quantum tangent space
X ⊂ Uq(su(2)) dual to Λinv (4.4) is given by
X− = q
−1/2FK,
X+ = q
1/2EK,
Xz = (1− q
−2)−1
(
1−K4
)
. (4.5)
so that one can write exact 1-forms as dx =
∑
a=±,z(Xa⊲x)ωa with x ∈ A(SUq(2)). This FODC
has a non canonical braiding σ on Γ⊗2 [18], which is as follows
σ(ωa ⊗ ωa) = ωa ⊗ ωa, a = ±, z
σ(ω− ⊗ ω+) = (1− q
2)ω− ⊗ ω+ + q
−2ω+ ⊗ ω−, σ(ω+ ⊗ ω−) = q
4ω− ⊗ ω+,
σ(ω− ⊗ ωz) = (1− q
2)ω− ⊗ ωz + q
−4ωz ⊗ ω−, σ(ωz ⊗ ω−) = q
6ω− ⊗ ωz,
σ(ωz ⊗ ω+) = (1− q
2)ωz ⊗ ω+ + q
−4ω+ ⊗ ωz, σ(ω+ ⊗ ωz) = q
6ωz ⊗ ω+. (4.6)
This braiding allows to introduce both a wedge product among 1-forms (and then to build the
complete exterior algebra Λ• = ⊕3k=0Λ
k) and a quantum commutator [ , ]σ in X satisfying a
peculiar Jacobi identity. The exterior wedge product satisfies ωa ∧ ωa = 0, (a = ±, z) and
ω− ∧ ω+ + q
−2ω+ ∧ ω− = 0,
ωz ∧ ω∓ + q
±4ω− ∧ ωz = 0, (4.7)
while for the quantum commutator one has
[Xa,Xa]σ = 0 a = (±, z)
[X−,X+]σ = −q
4[X+,X−]σ = q
2Xz
[X−,Xz ]σ = −q
6[Xz ,X−]σ = −q
4(1 + q2)X−
[X+,Xz ]σ = −q
−6[Xz ,X+]σ = (1 + q
−2)X+. (4.8)
If we write the above formulas as [Xa,Xb]σ = f
c
abXc then a Maurer Cartan equation is valid,
namely
dωa = −
1
1 + q2
fabc ωb ∧ ωc = −
1
λ
fabc ωb ∧ ωc. (4.9)
where the last equality defines the coefficient λ: this relation is the counterpart of the classical (2.2)
within such a quantum formalism.
4.1. A Hodge duality operator over SUq(2). In order to introduce a meaningful Hodge duality
operator over the exterior algebra Λ• described above we consider the free (right) self-dual modules
Λk, (k = 0, . . . , 3) and set the hermitian structure on a basis in Λ1 as
(ω+, ω+)1 = α, (ω−, ω−)1 = β, (ωz, ωz)1 = γ (4.10)
with α, β, γ complex numbers such that αβ γ 6= 0. Following [33, 34], the antisymmetriser oper-
ators of the differential calculus (those coming from the braiding in (4.6)) allow to extend it to a
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hermitian structure on Λk for k > 1. Given the hermitian volume form τ = ω− ∧ ω+ ∧ ωz we
introduce a Hodge duality ∗H : Λ
k → Λ3−k via the equation (1.11)
τ(∗H ξ, ξ
′)3−k = ξ
∗ ∧ ξ′, (4.11)
which trivially gives ∗H(1) = τ and ∗H(τ) = 1. The non trivial terms are given by:
∗H (ω−) = (λ q
4/2β γ)ω− ∧ ωz,
∗H (ω+) = −(λ q
−6/2α γ)ω+ ∧ ωz,
∗H (ω−) = −(λ/2α β)ω− ∧ ω+ (4.12)
and
∗H (ω− ∧ ωz) = (q
2/β)ω−,
∗H (ω+ ∧ ωz) = −(1/α)ω+,
∗H (ω− ∧ ω+) = −(1/γ)ωz , (4.13)
where the parameter λ was defined in (4.9). The two equirements that (i) the degeneracy of the
operator (∗H)
2 on each Λk is suitably compatible with the braiding of the differential calculus and
(ii) the action of ∗H commutes with that of the complex conjugation, are taken as the definition of
reality and symmetry for the scalar product given in (4.10). We have
R ∋ α = q−6β 6= 0, R ∋ γ 6= 0 (4.14)
and we see that such a Hodge duality is not one of those presented in [34], but gives the same
notions of symmetry and reality for the corresponding scalar product (4.10).
The relations (4.12) and (4.13), together with the conditions (4.14), give us a meaningful Hodge
duality operator on Λ• over SUq(2). In order to get a solution of the Yang-Mills equations over
SUq(2) which mimics the classical one described in section 2 we need to select the Hodge duality
that would extend, within the quantum setting, the one – given in (2.3) – associated to the Cartan-
Killing metrics on the classical S3. We notice from (2.2) that on S3 the relation ∗H(ω) = − dω
holds for any ω ∈ Λ1inv, and also that such a relation completely characterize a conformal class
of metric tensors on S3, namely those to which the Cartan-Killing metrics belongs. It seems then
natural to select a class of Hodge duality operators on SUq(2) by setting:
∗H (ωa) = µ dωa (4.15)
on a basis of Λ1inv for SUq(2) with a constant 0 6= µ ∈ R. This relation turns out to be compatible
with the constraints (4.14), giving
(1 + q−2)γ = α = q−6β 6= 0, (4.16)
providing us what we assume to be a Hodge duality operator corresponding to a Cartan-Killing
structure on SUq(2).
4.2. Yang-Mills equations over SUq(2). Together with the commutator structure (4.8) given by
the braiding, we consider X as the quantum Lie algebra associated to the Woronowicz’s calculus.
Its spin j = 0, 1/2, 1, . . . representations on Cn, with n = 2j + 1, are well known [20]. The spin
j = 1/2 representation is given for instance by:
Xz =
(
1 0
0 −q2
)
, X− =
(
0 1
0 0
)
, X+ =
(
0 0
1 0
)
. (4.17)
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We define the free A(SUq(2))-module E = A(SUq(2))
⊗2 = C2 ⊗ A(SUq(2)) and the vector poten-
tial (the connection 1-form, see (2.7)) in analogy to (2.6):
M2(A(SUq(2))) ⊗A(SUq(2)) Λ
1 ∋ A = ǫ
∑
j
Xj ⊗ ωj = ǫ
(
ωz ω−
ω+ −q
2 ωz
)
. (4.18)
For ǫ = 1 such a vector potential gives the Maurer-Cartan form on SUq(2), with A = u
−1du where
u is given in (4.1). This means that we have:
ǫ dA = −A ∧ A (4.19)
while the curvature (see (1.6)) is
F = dA + A ∧ A = (1− ǫ)dA. (4.20)
From (4.15) it is now immediate to obtain:
∗H F = (1− ǫ)µA (4.21)
and
D(∗H F ) = µ (1− ǫ) (1 − 2ǫ) dA. (4.22)
If we choose ǫ = 1/2 it is clear that we have a solution of the Yang-Mills equations on SUq(2),
which is the natural analogue of the classical one on S3.
4.3. The extension to R4q\{0}. In the classical setting we extended the meron solution to R
4\{0},
obtaining the solution to Yang-Mills equations given in [12]. We generalise this procedure to the
quantum setting. We consider A(R4q) to be the unital involutive ∗-algebra generated by (again, as
in section 4, we consider 0 < q < 1) x1, x2, x3, x4 with commutation relations:
xixj = qxjxi ∀ i < j, i+ j 6= 5,
x2x3 = x3x2, x1x4 − x4x1 = (q
−1 − q)x2x3. (4.23)
The ∗-structure is given by x∗1 = qx4, x
∗
2 = x3. This algebra has been considered in [25]. It
has a positive central group-like element, namely D = qx1x4 + q
2x2x3. The localization R
4
q\{0},
space underlying the quantum group GLq(1,H) of invertible quaternions ([6, 14, 15]) is obtained
by adding the square root of such an element as an invertible central generator r−1 = (r−1)∗ to the
algebra A(R4q) and a relation:
(qx1x4 + q
2x2x3)r
−2 = 1 . (4.24)
The Hopf algebra structure of GLq(1,H) is obtained by imposing that the matrix
Q =
(
x1 −qx3
x2 qx4
)
is a corepresentation, namely ∆Q = Q ⊗ Q, S(Q) = Q∗, ε(Q) = 1. A surjective Hopf ∗-algebra
morphism π : A(GLq(1,H)) → A(SUq(2)) is given by
π(Q) = u, π(r) = 1,
with the matrix u defined in (4.1). This means that SUq(2) is a quantum subgroup of GLq(1,H).
An injective Hopf ∗-algebra morphism is i : A(SUq(2)) →֒ A(GLq(1,H)), given by
i(u) = r−1Q.
To pull the solution of the Yang-Mills equations on SUq(2) given in (4.18) with ǫ = 1/2 back to
a solution of the Yang-Mills equations on R4q\{0} ∼ GLq(1,H) we use the formalism outlined in
section 3 on warped products of non commutative spaces.
Following the notations of section 3, A1 is the radial subalgebra in A(GLq(1,H)) generated by
(r, r−1), with Λ1 the free one dimensional bimodule over A1 generated by dr with dr
−1 = −r−2dr.
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We also have A2 = A(SUq(2)) and then Λ2 is the exterior algebra Λ
• built over the Woronowicz’
calculus. The bimodule Λ1 of 1-forms on GLq(1,H) is generated by {dxa,dr} with a = 1, . . . , 4.
The exact 1-forms (that we collectively denote by dQ) are defined in terms of the map π, following
(3.2), as
dQ = (dr)π(Q) + r d(π(Q)) : (4.25)
in order to simplify the notations, we omitted in this expression the tensor product and denoted by
d(π(Q)) the exact forms coming from theWoronowicz calculus on SUq(2). The first order differential
calculus (Λ1,d) turns out to be left-covariant with respect to the coproduct of GLq(1,H). A basis
of left-invariant forms is given by the four elements
φ = i(u∗) rdQ = Q∗dQ. (4.26)
Comparing this case to the theory outlined in sections 3.2 and 3.3 we have n1 = 1, n2 = 3 and
A1 ∋ ρk = r
k with τ1 = dr and τ2 = ω− ∧ ω+ ∧ ωz so that the volume form on R
4
q\{0} is
τ = r3 dr ∧ ω− ∧ ω+ ∧ ωz. Given (4.18), we have that
i∗(A) =
1
2
r−1
(
qx4d(r
−1x1) + x3d(r
−1x2) x3d(r
−1qx4) − q
2x4d(r
−1x3)
x1 d(r
−1x2) − q x2 d(r
−1x1) −q
2{qx4d(r
−1x1) + x3d(r
−1x2)}
)
(4.27)
will be the quantum meron solution on R4q\{0}.
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