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A Sobolev type space Gs, p is defined and its properties including completenessm
and inclusion are investigated using the theory of distributional Hankel transform.
The Hankel potential H s is defined. It is shown that the Hankel potential H s is am m
continuous linear mapping of the Zemanian space H into itself. The L p-space ofm
s, p  . s, pall such Hankel potentials, W 0, ` is defined. It is shown that W is am m
5 5Banach space with respect to the norm . It is also shown that the Hankels, p, m
potential is an isometry of W s, p. An L p-boundedness result for the Hankelm
potential is proved. It is shown that solutions of certain nonhomogeneous equa-
tions involving Bessel differential operators belong to these spaces. Q 1997 Aca-
demic Press
1. INTRODUCTION
The theory of Hankel transformation of distributions developed by
w xZemanian 11 has been exploited by many research workers in solving
various boundary value problems. Recently, the present authors have
studied a class of pseudo-differential operators using Zemanian's theory of
w xthe Hankel transformation 6 . This theory of Hankel transformation is
applied further to investigate spaces analogous to classical Sobolev spaces.
In this paper the space Gs, p is defined using the Hankel transformation.m
It is shown that for s g R, m G y1r2, and 1 F p - `, the space Gs, p ism
complete. The Zemanian space H is shown to be a dense subspace ofm
Gs, p. It is also shown that the inclusion map Gs, p ; Gt, p, s ) t, ism m m
continuous. A global regularity result for certain Bessel differential opera-
tors is obtained in the space Gm , 2, m g N .m 0
 . The pseudo-differential operator corresponding to the symbol a j s 1
< < 2 .ys r2q j , y` - s - `, is called the Bessel potential and its theory has
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w xbeen developed using Fourier transformation of distributions 9 . An
analogue of this, called the Hankel potential, is investigated in this paper.
The L p-space of all such Hankel potentials, denoted by W s, p, is defined. Itm
s, p 5 5is shown that W is a Banach space with respect to the norm . It iss, pm
also shown that the Hankel potential is an isometry of W s, p. An L p-m
boundedness result for the Hankel potential is proved. Certain imbedding
results are given. In proving these results some properties of the Hankel
convolution are needed, which are given in the form of a lemma. It is
0, p  .kshown that for given f g W the solution of 1 y D u s f belongsm
to W 2 k , p.m
2. THE SOBOLEV TYPE SPACE Gs, pm
DEFINITION 2.1. A tempered distribution T g H X is said to belong tom
the Sobolev type space Gs, p, s g R, m g R, 1 F p - ` if its Hankelm
 .transform h T corresponds to a locally integrable function over I s 0, `m
such that
1rp
` p s p2
s , p5 5 < <T s 1 q j h T dj , 1 F p - `. 2.1 . .G H mm  /0
w xIn view of the Parseval formula 11, p. 127
22
2¨ x s h ¨ j , m G y1r2, 2.2 .  .  . . 2L I m  .L I
it follows that
G0, 2 I s L2 I . .  .m
A characterization of Gs, p, for s s m, a positive integer, is given below:m
THEOREM 2.2. Let m be a non-negati¨ e integer; then for 1 F p - `,
Gm , p s T g H X : T g L1 and h D jT g L p , 0 F j - m , . 4m m l oc m
2 2  2 . 2where D s d rdx q 1 y 4m r4 x .x
s, p w xProof. Let T g G with s s m. Then using the formula 11, p. 143m
we have
h D f s yj 2 h f , f g H X 2.3 .  .m x m m
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and
p` `p jj 2h D T dj s yj h T j dj .  . .  .H Hm m
0 0
p` m2- 1 q j h T j dj - `. . .H m
0
 j . pAssume now that h D T g L , 0 F j - m. Thenm
m pp` `m jm2 21 q j h T dj F yj h T j dj . .  . .  .H Hm m /j0 0js0
m ` pm js h D T dj - `, . H m /j 0js0
5 5 s, pso that T - ` for 1 F p - `.Gm
THEOREM 2.3. The space Gs, p, 1 F p - `, is complete.m
 4 s, p Proof. Let u be a Cauchy sequence in G ; then 1 qn m
2 . s  . .4 p pj h u j is a Cauchy sequence in L . Since L is complete, therem n
 . pexists a function f j g L , such that
p` s21 q j h u j y f j dj ª 0 as n ª `. .  .  . .H m n
0
 .  2 .ys  .  .Now set g j s 1 q j f j . Then it can be easily shown that g j g
H X and hence its inverse Hankel transform exists in the sense of distribu-m
tions and is also an element in H X . Thusm
hy1 g s u g H X . 2.4 .m m
Therefore,
s s s2 2 y1 2 p1 q j h u j s 1 q j h h g s 1 q j g s f g L . . .  .  . .  .m m m
2.5 .
Hence u g Gs, p, which proves the completeness of Gs, p.m m
THEOREM 2.4. H is dense in Gs, p, 1 F p - `, ; s g R.m m
s, p  2 . s  . . pProof. Take any element u g G . Then 1 q j h u j g L .m m
` p  4 `Since C is dense in L , there exists a sequence f g C such that0 j 0
s2 pf ª 1 q j h u j in L . 2.6 .  .  . .j m
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 . y1 2 .ys  .. Now define the sequence c x s h 1 q j f j g H , as 1 qj m j m
2 .ys  . `   ..  2 .ys  .j f j are also in C . It follows that h c j s 1 q j f j , soj 0 m j j
that
5 5 s , pu y c Gj m
1rpp` s2s 1 q j h u j y f j dj ª 0, j ª `. .  .  . .H m j /0
2.7 .
 :EXAMPLE 2.5. Let a g R and define the distribution d by d , f sa a
 .f a , ; f g H .m
s, p  .Then we can easily show that d g G if and only if s - y1r 2 p anda m
m ) y1r2 y 1rp.
THEOREM 2.6. Gs, p ; Gt, p for s ) t and the inclusion map is continu-m m
ous.
Proof. For u g Gs, p and s ) t, we set s s t q « , « ) 0. Then we havem




5 5 t , p 5 5 s , p s , pu - u ; u g G .G G mm m
 4 s, p  4 t, pClearly, u ª 0 in G implies that u ª 0 in G . This proves then m n m
continuity of inclusion.
THEOREM 2.7. Let s , s, and s be three real numbers satisfying s - s -1 2 1
 .s . Then ; « ) 0, there is a positi¨ e number g « such that2
5 5 s , p 5 5 s , p 5 5 s , p s2 , pu F « u q g « u , ; u g G 2.9 .  .2 1G G G mm m m
and 1 F p - `.
 .To prove the result 2.9 we need the following lemma whose proof is
w xgiven in Zaidman 10, p. 74 .
LEMMA 2.8. For three real numbers s , s, and s satisfying s - s - s1 2 1 2
 .and ; « ) 0 there exists g « ) 0 such that
s s s2 12 2 21 q j F « 1 q j q g « 1 q j . . .  .  .
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Proof of Theorem 2.7. If u g Gs2 , p then u g Gs1, p, and from Lemmam m
 .2.8 we get that ; « ) 0, there exists g « ) 0 such that for p G 1,
1rp
` pp s21 q j h u j dj .  . .H m /0
1rp
` ps22F « 1 q j h u j dj .  . .H m /0
1rp
` ps12q g « 1 q j h u j dj . .  .  . .H m /0
 .  .Now, using definition 2.1 we get 2.9 .
3. THE HANKEL POTENTIAL
 .First we recall the definition of the pseudodifferential operator p.d.o.
 . w x  . `h associated with the symbol a x, y given in 6 . Let a x, y g C I =m, a
.  .I , where I s 0, ` and let its derivatives satisfy
and dq myay1 y11 q x x y a x , y F D 1 q y , 3.1 .  .  .  .a , n , m , q /  /dx dy
; q g N , n g N , a g N and a fixed m g R, where D is a con-0 0 0 a , n , m , q
 . mstant. The class of all such symbols a x, y is denoted by H . The p.d.o.
h is defined bym, a
` 1r2h u x s xy J xy a x , y U y dy , 3.2 .  .  .  .  .  .  .Hm , a m m
0
where
` 1r2U y s h u y s xy J xy u x dx , m G y1r2. 3.3 .  .  .  .  .  . . Hm m m
0
For y` - s - `, we denote by H s the pseudo-differential operator hm m , a
 .for which the symbol a j is given by
ysr22a j s 1 q j . 3.4 .  . .
 .  . ys sFrom 3.1 it follows that the symbol a j g H . The operator H will bem m
called the Hankel potential of order s. Thus the Hankel potential H s ism
defined by
ysr2 Xs y1 2H u x s h 1 q j h u x for all u g H . 3.5 .  .  .  . . .m m m m
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LEMMA 3.1. The Hankel potential H s is a continuous linear mapping ofm
H into itself.m
w xProof. See 6, p. 739 .
THEOREM 3.2. Let u g H X . Thenm
i H s H t u s H sq tu 3.6 .  .m m m
ii H 0 u s u. 3.7 .  .m
Proof. We know that
ysr2s y1 2H u s h 1 q j h u . . .m m m
Then
ysr2 ytr2s t y1 2 2H H u s h 1 q j 1 q j h u . .  .m m m m
 .y sqt r2y1 2s h 1 q j h u . .m m
s H sq tu.m
 . sRelation 3.7 follows from the definition of H .m
s, p .4. THE SPACE W 0, `m
s, p .For s g R and 1 F p - `, the space W 0, ` is defined to be the setm
X ymy1r2 ys p .of all f g H for which y H f is a function in L 0, ` definedm m m
s, p .below. The norm in W 0, ` is defined bym
5 5 5 5 s , p 5 ymy1r2 ys 5f s f s y H fs , p , m W pmm
1rp
`
pymy1r2 ys< <s y H f ds y , 4.1 .  .H m /0
 .  sy1r2  ..y1 2 swhere ds y s 2 G s q 1r2 y dy, s s m q 1r2. The space
s, p . s, p w xW 0, ` is an analogue of the space H developed by Wong 9 usingm
Fourier transforms. The space W s, p is developed using Hankel transformsm
for investigating regularity of solutions of equations involving Bessel
differential operators.
p .We define L 0, ` , 1 F p - `, as the Banach space of those realm
 .measurable functions on 0, ` for which
1rp
` p
5 5f s f x ds x - `. .  .p H /0
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s, p .THEOREM 4.1. W 0, ` is a Banach space with respect to the normm
5 5 .s, p, m
 4 s, p .Proof. Let f be a Cauchy sequence in W 0, ` . Then by definitionk m
s, p .  ymy1r2 ys 4of W 0, ` the sequence y H f is a Cauchy sequence inm m k
p . pL 0, ` . Since L is complete, it follows that there exists a function f inm m
p .L 0, ` such thatm
yym y1r2Hysf ª f in L p 0, ` as k ª `. 4.2 .  .m k m
Let V s H s y mq1r2f. Then by Theorem 3.2 we see that yym y1r2Hys V s f.m m
ymy1r2 ys p . s, p .Hence y H V is in L 0, ` , that is, V g W 0, ` . Then f ª Vm m m k
s, p .in W 0, ` as k ª `.m
t s, p .THEOREM 4.2. The Hankel potential H is an isometry of W 0, ` ontom m
sq t, p .W 0, ` and we ha¨em
5 ymy1r2 t 5 5 5y H f s f . 4.3 .sq t , p , m s , p , mm
s, p .Proof. Let f g W 0, ` . Then by Theorem 3.2 and the definition ofm
s, p .W 0, ` , we havem
5 ymy1r2 t 5 5 ymy1r2 ysyt t 5y H f s y H H fsq t , p pm m m
5 ymy1r2 ys 5 5 5s y H f s f .p s , p , mm
sq t, p . yt s, p t ytLet V g W 0, ` . Then H V g W and H H V s V. This provesm m m m m
that H t is onto.m
 .  .THEOREM 4.3. i Let s ) max m q 1r2, 0 , m ) y1, and 1 - p - `.
Then
5 ymy1r2 s 5 5 ymy1r2 5y H f F Q t f .p pm
 .  .  . .ii Let s ) max m q 1r2, 1 y 1rq , m ) y 1r2 1 q 1rq , p ) 1,
q ) 1, and 1rp q 1rq ) 1.
Then
5 ymy1r2 s 5 5 ymy1r2 5y H f F Q t f ,r pm q
where 1rr s 1rp q 1rq y 1 ) 0 and
y sr2q1. 1rq
`2 1 q
mqsr2Q s t K t dt . .Hq mysr2q1m  /G sr2 2 G m q 1 .  . 0
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To prove the above theorem we shall use the following lemma related to
w x  .the Hankel convolution transform 2 . The function D x, y, z defined
below will be used in the sequel,
y12y1r2 y2gq13gy5r2D x , y , z s 2 p G g q 1r2 G g xyz .  .  .  .  . .
2gy2
D x , y , z , g ) 0, .
4.4 .
 .where D x, y, z is the area of a triangle with sides x, y, z if such a triangle
 .  .exists and 0 otherwise. We note that D x, y, z G 0 and that D x, y, z is
symmetric in x, y, z and we have the formula
`
J zt D x , y , z ds z s J xt J yt , 4.5 .  .  .  .  .  .H
0
where
y1gy1r2 2gds z s 2 G g q 1r2 z dz 4.6 .  .  .
and
J x s 2gy1r2 G g q 1r2 x1r2yg J x . 4.7 .  .  .  .gy1r2
Moreover,
`
D x , y , z ds z s 1. 4.8 .  .  .H
0
 .  . 1  .  . p .LEMMA 4.4. i Let f x g L 0, ` and g x g L 0, ` , 1 - p - `,m m
and let
`
f * x , y s f z D x , y , z ds z . 4.9 .  .  .  .  .H
0
Then the Hankel con¨olution
`
fag x s f * x , y g y ds y 4.10 .  .  .  .  .  .H
0
satisfies the norm inequality
fag x F f x g x . 4.11 .  .  .  .  .p p1
 .  . q .  . p .ii Let f x g L 0, ` and g x g L 0, ` with p ) 1, q ) 1, andm m
1rp q 1rq ) 1. Then
fag x F f x g x , 4.12 .  .  .  .  .q pr
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where




f x s f x ds x . .  .  .p H /0
 . w xProof. i From 6, p. 738 we have
`




f * x , y ds y s ds y f z D x , y , z ds z . .  .  .  .  .  .H H H
0 0 0
Changing the order of integration, we have
` ` `




f * x , y ds y s f z ds z . .  .  .  .H H
0 0
Thus,
f * x , y F f z . 4.13 .  .  .1 1
w xAlso from 6, p. 738 we know that
`
fag x s f * x , y g y ds y . .  .  .  .  .H
0
Applying Holder's inequality we getÈ
fag x .  .
1rpp` 1rpF g y f * x , y ds y .  .  . .H /0
1rqq` 1rq
= f * x , y ds y .  . .H /0
1rp 1rq





fag x F g y f * x , y ds y f * x , y ds y .  .  .  .  .  .  .H H /0 0
prq
` `pF g y f * x , y ds y f z ds z .  .  .  .  .H H /0 0




fag x ds x .  .  .H
0
` ` p prqF ds x g y f * x , y ds y f z . .  .  .  .  . .H H 1
0 0
Changing the order of integration we have
` p
fag x ds x .  .  .H
0
` `p prqF g y ds y f * x , y ds x f z .  .  .  .  . .H H 1
0 0
` `p prqF g y ds y f z ds z f z .  .  .  .  . .H H 1
0 0




` `p p 1rp
fag x ds x F g y ds y f z .  .  .  .  .  . .H H 1 /  /0 0
=
1rq
f z . .1
1rp
` p 1rpq1rqF g y ds y f z . .  .  . .H 1 /0
Therefore,
fag x F g y f z . 4.14 .  .  .  .  .p p 1
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 .  .The proof of part ii is similar to that of part i in which we have to
w xapply the Young inequality 8, p. 97 with respect to the measure ds ; see
w x4 for details of the proof.
1  . 1 .Proof of Theorem 4.3. Let f g L 0, ` , g g L 0, ` , andm
`
Ãf x s J x , t f t ds t , 4.15 .  .  .  .  .H
0
where
J x s 2 mG m q 1 xym J x . 4.16 .  .  .  .m
w xThen from 2, Lemma 2.7, pp. 337]338 we have
Ãfag x s f x g x . 4.17 .  .  .  .  .Ã Ã
 .Now, from 4.10 we have
mq1r2h y fag x .  .m
` `1r2mq1r2s y xy J xy dy ? f * x , t g t ds t .  .  .  .  .H Hm
0 0
`1 ym mq1r2m mq1r2s 2 G m q 1 xy J xy xy y dy .  .  .  .H mm2 G m q 1 . 0
=
`
f * x , t g t ds t .  .  .H
0
`1 ymm mq1r2 2 mq1s 2 G m q 1 xy J xy x y .  .  .H mm2 G m q 1 . 0
=
m
`2 G m q 1 .
ds y f * x , t g t ds t .  .  .  .H2 mq1y 0
` `
mq1r2s x J xy d y f * x , t g t ds t . .  .  .  .  .H H
0 0
Therefore,
ymy1r2 mq1r2x h y fag x .  .m
Ãs fag x s f x g x .  .  .  .Ã Ã
` `
s J xt f t ds t J xt g t ds t .  .  .  .  .  .H H
0 0
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` 1r2y2 my1 mq1r2s x t xt J xt f t dt .  .  .H m
0
=
` 1r2mq1r2t xt J xt g t dt , .  .  .H m
0
so that
mq1r2h y fag j .  .m
ymy1r2 mq1r2 mq1r2s j h t f t j ? h t g t j . 4.18 .  .  .  .  .m m
Now, we assume that
f t s t mq1r2 g t g H 4.19 .  .  .m
and
ysr22 ymy1r2 mq1r21 q j s j h t f t . 4.20 .  . . m
Then
ysr2ymy1r2 y1 mq1r2 2f t s t h j 1 q j . .  .m
Therefore,
ysr2mq1r2 2h y fag j s 1 q j h f j . 4.21 .  .  .  . .  .m m
w xNow, using the formula 1, p. 235
`
ry1aysm r2 r r2q1r2yr r2 1r2’x J a x x q y dx s y K ay , .  . .H m myrq1r2 G r .0
where m ) y1 and r ) mr2 q 1r4, we have
` ysr21r2ymy1r2 mq1r2 2f t s t j t J j t j 1 q j dj .  .  .  .H m
0
` ysr2ym m r2 ’s t r2 x J t x 1 q x dx .  . .H m
0
2y sr2q1.
ymqsr2y1s t K t , 4.22 .  .mysr2q1G sr2 .
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where m ) y1 and s ) m q 1r2. Therefore,
y sr2q1.
` ` 2
ymqsr2y1f t ds t F t K t ds t .  .  .  .H H mysr2q1G sr2 .0 0
y sr2q1.
` 2 1
mqsr2F ? t K t dt .H mysr2q1mG sr2 2 G m q 1 .  .0
s Q say 4.23 .  .
for m ) y1 and s ) 0.
Then by definition of H s we havem
ysr2s 2h H f j s 1 q j h f j . 4.24 .  .  . .  . .m m m
 .  .From 4.21 and 4.24 we have
ysr2mq1r2 2h y fag y j s 1 q j h f j .  .  .  . .  .m m
s h H sf j , . .m m
so that
y mq1r2 fag y s H sf y . 4.25 .  .  .  . .m
Hence
1rp 1rp
` `p pymy1r2 sy H f y ds y s fag y ds y .  .  .  .  .H Hm /  /0 0
s fag y . 4.26 .  .  .p
 .Then using Lemma 4.4 i we get
ymy1r2 sy H f y .m p
5 5 5 5s fag F f g . p 1 p
1rp
` ` pF f t ds t g t ds t .  .  .  .H H /0 0
` 1
2 mq1F f t t dt .H m2 G m q 1 .0
=
1rp




mqsr2F ? t K t dt .H mysr2q1mG sr2 2 G m q 1 .  .0
1rp
` 1 p 2 mq1? g t t dt .H m /2 G m q 1 .0
1rp
` pymy1r2F Q t f t ds t .  .H /0
ymy1r2F Q t f t . 4.27 .  .p
Thus
ymy1r2 s ymy1r2y H f y F Q t f t , f g H I , 4.28 .  .  .  .pm mp
 .  .  . p .where the constant Q is given by 4.23 . Since D I ; H I ; L I , andm m
 . p .D I is dense in L I for 1 - p - ` and m G y1r2, it follows thatm
 . p . sH I is dense in L I . Hence H can be extended as a bounded linearm m m
p .  .operator on L I satisfying 4.28 .m
 .  .The proof of part ii is similar where one has to apply Lemma 4.4 ii
 .after step 4.26 .
 .THEOREM 4.5. Let 1 - p - ` and s ) max t, t q m q 1r2 , m ) y1.
Then W s, p ; W t, p andm m
5 5 5 5f F Q f . 4.29 .s , p , m t , p , m
t, p . t, p .Proof. Let f g W 0, ` . Then by definition of W 0, ` we havem m
 ymy1r2 t, p. p . s syt ty H g L 0, ` . Hence by Theorem 3.2, H f s H H f. Wem m m m m
know that
1rp
` pymy1r2 s ymy1r2 s5 5 5 5f s y H f s y H f ds y . .s , p , m p Hm m /0
s, p .Therefore by definition of W 0, ` and Theorem 4.3, we getm
5 5 5 ymy1r2 s 5 5 ymy1r2 syt t 5f s y H f s y H H fs , p , m p pm m m
5 ymy1r2 t 5F Q y H f pm
5 5s Q f .t , p , m
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5. APPLICATIONS
In this section some applications of the spaces Gs, p and W s, p are given.m m
5.1. A Global Regularity Result
 . m  . j 2 2 THEOREM 5.1. Let P D s  a D , where D s ­ r­ x q 1 yx js0 j x x
2 .  2 .4m r 4 x , m / 0, a differential operator with constant coefficients a , andj
symbol
m
jP j s a j / 0 ; j g 0, ` . .  . j
js0
2 .  . 2 . m , 2 .If u g L 0, ` , P yD u s f , and f g L 0, ` , then u g G 0, ` ,x m
m ) 0.
<  . < m  .Proof. First we show that P j G Cj for C ) 0 and ; j g 0, ` ,
m
j m my1< < < < < <P j s a j G a j y a j y ??? y a .  j m my1 0
js0
< < m my1G a j y C9 j q ??? q1 , .m
 < < < < < <.where C9 s max a , a , . . . , a . But if j ) R G 1 and k s0 1 my1
k  . m0, 1, . . . , m y 1, we have j F 1rR j so
m< <P j G a y mC9rR j . .  .m
Therefore, one can find C ) 0 by choosing R big enough such that for all
j ) R,
mP j G Cj . 5.1 .  .
 .Now, let ¨ g H 0, ` . Thenm
` m 22 2
m , 25 5¨ s 1 q j h ¨ j dj . .G H mm
0
`m mR 2 22 2F 1 q j h ¨ j dj q 1 q j h ¨ j dj , .  . .  .H Hm m
0 R
 2 .m  2 .m where R G 1. For j F R, 1 q j F 1 q R and for j G R, 1 q
2 .m m 2 mj F 2 j ; so
` m m R2 22 21 q j h ¨ j dj F 1 q R h ¨ j dj .  .  . .H Hm m
0 0
` 2m 2 mq 2 j h ¨ j dj . .H m
R
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 .  .Using the Parsval formula 2.2 and the inequality 5.1 we have
` m m2 22 2 25 51 q j h ¨ j dj F 1 q R ¨ .  . .H L  I .m
0
` 2m y2 2q 2 C P j h ¨ j dj . . .  .H m
0
 .Since by formula 2.3
h P D ¨ j s P yj 2 h ¨ j , .  .  . .  .  .m x m
 .the Parsval formula 2.2 yields
1r22 2
2, m 25 5 5 52¨ F C P yD ¨ q ¨ , m ) 0, .G L  I . 5 .L I1 xm
where C ) 0. Since by Theorem 2.4, H is dense in Gm , 2, m ) 0, the1 m m
assertion of the theorem follows.
 .k5.2. Solution of 1 y D u s f
0, p . 2 2  2 .  2 .Let f g W I and D s ­ r­ x q 1 y 4m r 4 x . We wish to findm x
a distribution E g H X such thatm
k1 y D E s f . 5.2 .  .
 .By taking the Hankel transform and using the formula 2.3 we get
k X21 q j h E s h f in H ; . m m m
so that
k Xy1 2h 1 q j h E s f in H . .m m m
 .Then in view of the definition 4.1 we have
1r2 p
`
pymy1r2 y2 k2 k , p5 5 < <E s y H E ds y .W H mm  /0
1r2 p
`
pymy1r2< <s y f ds y .H /0
5 5 0, ps f .Wm
2 k , p .Thus we find the solution E g W 0, ` .m
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