Introduction
Information overloading in the Internet requires the introduction of automatic filtering techniques to make sense out of vast amounts of data [1] , the research area of personalized recommendation systems is very promising in this regard [2] . Recommender systems apply statistical and knowledge discovery techniques to the problem of making product recommendations based on patterns of previously recorded data [10] . The central problem in the design of recommender systems is how to improve the accuracy [3] and diversity [4] of the recommendations. In this paper, we focus on producing good recommendations when processing large data sets. Recommendation algorithms normally handle high dimensional sparse matrices. If the dimension of the matrix is in the tens of thousands, the performance of the algorithm becomes a major issue [12] . As the basis of our work, we adopt the network-based inference (NBI) recommendation method that works with weighted bipartite graphs containing user and object nodes [4] . This method has remarkably higher accuracy and personalization effectiveness than the widely applied global ranking method [5] and collaborative filtering [9] .
Sparse matrices are often used to represent data for this problem with the rows and columns represent objects and users, respectively. We first apply bipartite graph partitioning with a vertex separator method that divides the sparse matrix into several disconnected parts of comparable size. Then, the NBI algorithm is run using coarse-grain parallelization [8] . The dissection method improves the big data processing performance of NBI very dramatically. In the matrix partitioning procedure, we introduce dummy nodes that produce small inaccuracy but help partition the matrix into a singly bordered block-diagonal form (SB) that facilitates parallel processing [11] .
More specifically, our target problem is permuting rows and columns of an m × n adjacent matrix A of objects and users, with elements a ij that show connections between users j ∈ [1, … , n] and objects i ∈ [1, … , m], into a k-way SB form, as per Equation 1 [7] .
(1) P and Q denote row and column permutation matrices, respectively, which must be computed. The lower border sub-matrix = ( 1 … ) represents a coupling row containing submatrices R i , for i=1,…, k, created such that nonzero elements exist in the columns of at least two diagonal blocks. The NBI algorithm is then run in parallel on { 1 , … , , }.
NBI Algorithm
Denoting the object set by O = {o1, o2, … , om} and the user set by U ={u1, u2, … , un}, the input to the recommendation system can be completely represented by a bipartite network having m + n nodes where an object is connected with a user if and only if this object has been chosen by this user. Based on this bipartite object-user network, an object-object network can be constructed where each node represents an object and two nodes are connected if and only if both have been collected by at least one user.
In the NBI algorithm [4] , the input is the user-object sparse matrix and the output is a weighted matrix W. W is a m × m square matrix that describes the object-object network and its dimensionality is the number of objects. An element in W is produced by applying Equation 2. and ( ) = ∑ =1 denote the degree of object (involving all users) and the degree of user (involving all objects), respectively. = { } is the × adjacent matrix of Equation 1 where
and 1 ≤ i ≤ m and 1 ≤ l ≤ n. From Equation 2, the computational complexity for calculating each weight w ij can be deduced as ( ) and ( 2 × ) for calculating all the weights. This complexity is very substantial and has an adverse impact for large object-user spaces. Appropriately partitioning the sparse user-object matrix in a way that can support parallel operations in determining the recommendations can greatly decrease the overall computational complexity and make this problem more tractable in practice. This is the objective of our work that can reach fruition by taking advantage of the sparsity of matrix.
BDM-NBI Bipartite-Graph Partitioning Algorithm
Our BDM-NBI algorithm starts with operations on the object-user matrix, applies bipartite graph partitioning, and involves two phases. BDM stands for Bordered block-Diagonal Matrix. In the first phase the matrix is partitioned into the double bordered block-diagonal (DB) form [8] . The second phase converts it into the SB form. Equation 4 shows the k-way DB form, where the missing values are all zeros except for the submatrices in the diagonal. Each row and column in the submatrices of matrices
T is a coupling row and column. Each coupling row has nonzero elements in the columns of at least two diagonal blocks. Each coupling column has nonzero elements in the rows of at least two diagonal blocks.
Details follow of the two-phase process that produces the successive transformations A→A DB and → .
Phase 1. Bipartite graph transformation A→A DB .
This phase finds a small separator to dissect a graph into components of approximately equal size. The key point is to generate a long level structure1 L(r) of the graph and then choose a small "middle" level separator. Let G = (X, E) be a graph that represents the relationship of users and objects, where X and E are the sets of vertices and edges, respectively. This graph is created from matrix A using the following steps in Algorithm 1 [13] .
Algorithm 1.
Step 1. Set ℜ = X and p = |X|; p is the population in X.
Step
Find a connected component G(C) (C is a cut set of nodes) in G(ℜ)=(X,E) and construct a level structure
1 [13] 
of the component G(C) rooted at a pseudo-peripheral node
2 r, where ( ) = { 0 ( ), 1 ( ), … , ( ) ( )} and ( ) is the length of the level structure.
Step 3 This algorithm transforms matrix A to the A DB form of Equation 4. The number of coupling rows and columns in A DB is equal to the number of row and column vertices, respectively, in separator S. The total number of coupling rows and columns in A DB must be minimized. The algorithm's computational complexity is [13] :
where |E| is the number of edges in G, Deg(x) is the degree of node x and m is the max node degree in graph G(X,E).
A very important step in the above algorithm is choosing a good pseudo-peripheral node. The procedure to generate this node for graph G = (X, E) is shown in Algorithm 2 that follows [13] .
Algorithm 2.
Step 1. Choose an arbitrary node r in X.
Step 2. Construct the level structure rooted at r: ( ) = { 0 ( ), 1 ( ), … , ( ) ( )}.
Step 3. Choose a node x of minimum degree in ( ) ( ).
Step 4 The second phase of the algorithm transforms the matrix from the DB into the SB form by considering the coupling columns in A DB . Each column j is represented by multiple copies, with one copy for each block C i that has at least one nonzero in column j. These multiple copies are used to decouple the corresponding C i 's. This splitting process for each such column j increases both the row and column dimensions of matrix A SB [6] .
With the NBI algorithm, we will discard the dummy rows after computing the weighted matrix W. The rows indicate the objects and the columns indicate the users. These dummy rows do not really exist to connect objects with users so the recommendation result is not affected by discarding these dummy rows. The NBI algorithm will run on B 1 , …, B k , R in parallel. So this phase decreases the storage requirements for the matrix and decomposes a high-dimensional sparse matrix into several lower-dimensional matrices. The algorithmic steps of this phase are shown in Algorithm 3 that follows.
Algorithm 3.
Step 1. Choose an arbitrary node ∈ , where S is the graph separator of Algorithm 1.
Step 2. Get all the coupling elements of node s.
Step 3. Count the number N of blocks corresponding to node s.
Step 4. Insert new columns into the corresponding blocks and duplicate the corresponding elements.
Step 5. Add N rows at the end of the matrix and mark the crossover point of these new rows and new columns.
Step 6. ← − . If ≠ ∅, go to Step 1.
Experimental Results
Our experimental data sets are MovieLens [14] and Netflix [15] . Movielens has three different sizes of data sets. The smallest data set contains 100,000 ratings of 1,682 movies and 943 users, and users rate movies on a scale from 1 to 5 (integral) stars. A movie has been collected by a user if and only if the giving rating is at least 3. The original data contains 105 ratings, 85.25% of which are no less than 3. The data contains 85250 object-user pairs. The biggest data set contains 10,000,054 anonymous ratings of 10,681 movies made by 71,567 MovieLens users. We just retain the data with a grade of not less than 3. The Netflix training data set contains 100,480,507 ratings that 480,189 users gave to 17,770 movies. Each training rating is a quadruplet of the form <user, movie, date of grade, grade>. The user and movie fields are integer IDs, while grades are from 1 to 5 (integral) stars. We delete data with a grade less than 3. All the experiments are based on three data sets. Our experiments were performed with Hadoop on 6 computers with Intel i7 and 16GB of memory. One name node and one standby name node and 4 data nodes. Table 1 shows the details for these data sets. MLens-10MS1 and MLens-10MS2 are sampled from MLens-10MB. Netflix-S1 and Netflix-S2 are sampled from Netflix-B. The MLens-100K sparsity is the highest in the group because this data set contains information when users grade movies with a number no less than 20. This data set's maximum grade is 509. Table 2 presents the results of our experiments with bipartite graph partitioning for both the A → A DB and A DB → A SB transformations. K is a parameter used by the bipartite graph partitioning algorithm to decide how many blocks to produce. %C R and %C C increase when K increases, where %C R = C R /Rows , %C C = C c Columns , and C R and C C are the numbers of coupling rows and coupling columns, respectively. It is true that %C C < %C R . Among all the data sets, obviously the coupling rows and columns in MLens-100K are larger. Also, due to its very sparse for the A DB → A SB transformation the algorithm needs to do much more column-splitting than for the other data sets. This operation reduces the accuracy of the recommendation.
BDM-NBI Algorithm
For the original NBI algorithm to run on the Hadoop platform for processing massive data sets in parallel, we combine the bipartite-graph partitioning and NBI algorithms. Firstly, the bipartite-graph partitioning algorithm partitions the massive data into blocks of comparable size. Then these data blocks are distributed for concurrent processing.
Experimental Results
Our experiments include two phases. The first phase tests the accuracy of the algorithm. We compare differences in the recommendation results generated by the original NBI algorithm and our singly bordered block-diagonal matrix NBI algorithm (BDM-NBI). We restrict the dimensionality of the matrix to no more than 4,000 since we test the NBI algorithm on the whole data set. This limit guarantees that the NBI algorithm can finish in a reasonable execution time. If the matrix dimensionality is too big, the algorithm runs a very long time. The second phase tests the BDM-NBI algorithm on massive data sets. The accuracy and diversity of the recommendations are evaluated as per [5] . For the sampling data sets MLens-10MS3, MLens-10MS4, MLens-10MS5 and Netflix-S5, the numbers of rows and columns are the numbers of movies and users, respectively. Since these five data sets are rather small, the NBI algorithm runs in a reasonable time. We partition the first three data sets into two equal parts and the last two data sets into four equal parts. Then the BDM-NBI algorithm processes them concurrently. We compare the different recommendations by Ranking 3 , Precision 4 and the Hamming distance. Excluding MLens-100K, the results for the other data sets are quite similar for NBI and BDM-NBI. The experiments show that the BDM-NBI algorithm produces good approximation when the data set is very sparse. If the data set is not very sparse, the results of the two algorithms differ substantially. This means that the BDM-NBI algorithm is not suitable for data sets are not very sparse. From Table 4 , we can see that the results for MLens-100K are very different than those for MLens-10MS3 and MLens-10MS4. Fortunately, in most cases the data sets assumed for recommendation systems are very sparse. In relation to the Precision metric, L=10 and L=50 is the length of the top-L recommendation list. The bigger the value of L, the lower the precision is. Then we test the BDM-NBI algorithm on the massive data sets of Table 1 . Except for MLens-100K, the numbers of movies in the other data sets are more than 10,000. We 3 For an arbitrary user , if the edge − is in the test set, the position of is found in the ordered queue. Test entries are collected by users so a good algorithm normally provides a high recommendation to them; this produces a small Ranking value [13] . 4 For an arbitrary target user , the precision ( ), of is the ratio of the number of 's removed links, ( ), contained in the top-L recommendations to L, say ( ) = ( )/ . P(L) = 1 ∑ ( ) =1 [13] .
International Journal of u-and e-Service, Science and Technology Vol. 9, No. 7 (2016) discard MLens-100K in this experiment. The parameter K of the BDM-NBI algorithm is set to 16. Choosing wisely this parameter can guarantee that the algorithm will finish in reasonable time. Because the dimensionality of the matrices is very high, we cannot compare directly the results of NBI and BDM-NBI. The results are quite similar to those in Table 5 . This experiment shows that the BDM-NBI algorithm can ensure credible recommendation results on big data sets which are very sparse. 
Conclusions
Our experiments show that the BDM-NBI algorithm produces quality recommendation results. Except for the MLens-100K data set, we can compare from Table 5 the experimental results of these two algorithms. They produce very similar results. From Equation 2, we can evaluate the computation complexity of the NBI and BDM-NBI algorithms. The computational complexities of NBI and BDM-NBI are ( * * ) and (∑ ( * * ) =1 ), respectively, where r is the number of matrix blocks, and m i and n i are the dimensions of block i. On the Hadoop platform with the multicore processor, if the dimensionality of the matrix is about 1,500, the processing time of the NBI algorithm is about 35 minutes. If the sampling data set's dimensionality is about 4,000, the processing time is about seven hours. But even for Netflix-B with 4.79 million users, the processing time of the BDM-NBI algorithm is about just six hours. So we can conclude that the BDM-NBI algorithm can analyze large data sets in reasonable time while producing reliable recommendation results.
