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Abstract
The central topic of this article is (the possibility of) de re knowledge about natural numbers and its
relation with names for numbers. It is held by several prominent philosophers that (Peano) numerals
are eligible for existential quantification in epistemic contexts (‘canonical’), whereas other names for
natural numbers are not. In other words, (Peano) numerals are intimately linked with de re knowledge
about natural numbers, whereas the other names for natural numbers are not. In this article I am looking
for an explanation of this phenomenon. It is argued that the standard induction scheme plays a key role.
Keywords Peano numerals - De re knowledge about numbers - Epistemic Arithmetic - Modal-
Epistemic Arithmetic - Arithmetical induction Explanation
1 Introduction: de re knowledge about natural numbers and nu-
merals
Inspired by Russell (1905), Quine (1956) gives the following famous example involving the attitude of
belief. Consider the following two sentences.
(∃x)(Ralph believes that x is a spy). (1)
Ralph believes that (∃x)(x is a spy). (2)
The first sentence is an example of a de re belief, whereas the second sentence is an example of a de dicto
belief. Noting that most of us are not acquainted with spies while it is common knowledge that there are
spies, Quine claims that (1) is false, whereas (2) is true. Building on Quine’s example, Kaplan (1968)
asks us to suppose that there is one and only one shortest spy and that Ralph believes as much. Consider
the following sentence.
Ralph believes that the shortest spy is a spy. (3)
Based on the assumptions, (3) is quite plausible. In case the description ‘the shortest spy’ were eligible
for existential quantification into belief contexts, one could derive (1) from (2) after all. Contrast this with
the following sentence.
Ralph believes that J.B. Ortcutt is a spy. (4)
According to Kaplan, one can infer (1) from (4) if ‘J.B. Ortcutt’ belongs to a class of names that bring
Ralph into an intimate connection with the person Ortcutt. The details of Kaplan’s proposal do not matter
here. Kaplan’s negative conclusion is that not all individual terms are eligible for existential quantification
in belief contexts. The positive proposal by Kaplan is that there exist special kinds of individual terms
that can be used for quantifying in.
Kaplan mentions that for beliefs about numbers there is a special class of names that are eligible for
existential quantification. He is not entirely explicit about which names these are, but in the preceding
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section on existential quantification in modal contexts he talks about ‘standard names’ and his chief exam-
ples are numerals. Although the text is not entirely unambiguous,1 Ackerman (1978) interprets Kaplan as
making the further claim that any purely arithmetical term is eligible for existential generalisation in be-
lief contexts. She argues that the claim is false based on a counterexample that involves perfect numbers,
i.e. positive integers that are equal to the sum of their proper positive divisors. Consider the following
two sentences.
(∃x)(John believes that x is a perfect number). (5)
John believes that (∃x)(x is a perfect number). (6)
It may very well happen that (6) is true, perhaps because John has heard a mathematician among his
friends saying that there are perfect numbers. But he left the conversation before his friend could give
some examples and John never tried to come up with some examples himself. In these circumstances (5)
is false. Ackerman then uses Kaplan’s own trick against him (as she reads him). John has some minimal
knowledge about natural numbers. In particular, he knows that, if there are perfect numbers, then there is
a smallest perfect number. According to this story, the following is true.
John believes that the smallest perfect number is a perfect number. (7)
If Ackerman’s reading of Kaplan is correct, then he is committed to inferring (5) from (7). She rejects the
soundness of this inference. On the other hand she is willing to accept that (5) can be inferred from:
John believes that six is a perfect number. (8)
The negative conclusion by Ackerman is that not every arithmetical term (e.g. ‘the least perfect number’)
is eligible for existential quantification in belief contexts. Her positive view is that the numerals, e.g. ‘6’,
are canonical in this respect.
Carnap (1956, p. 76-78) and Kripke (2011, p. 261, 344) have developed a line of thought that supports
Ackerman’s position on the eligibility of terms in doxastic contexts. Suppose you want to know which
natural number has a certain property. The answer that is ‘the natural number that is bigger than zero
and identical to the product of that number by itself’ can be met with the counterquestion ‘Yes, but which
number is that?’. It provides merely an indirect answer. It is only when one has proved that the description
is co-denoting with ‘one’ that one has given the final, complete, direct answer. Similarly, the answer that
it is identical to the value of the function that maps every number to the product of that number by itself
and with one as its argument is merely an indirect answer. It is only when it has been calculated that the
value of the function with that argument is ‘one’ that the final, complete, direct answer has been given.
In Kripke’s terminology a term is a buck stopper if no further calculation or proof is needed to determine
its referent. Kripke (2011, p. 344) also notes that in computability theory a computation only stops when
one reaches a numeral. The same point is made in (Boolos et al, 2003, p. 24). In complexity theory
one also studies functions that are computable in the previous sense but with limitations on the length of
computations.
There is disagreement among the cited philosophers as to which numeral systems are are canonical,
i.e., the numerals belonging to that system are existentially generalisable in doxastic contexts. Acker-
man (1978, p. 151) is very liberal. She explicitly acknowledges binary numerals, decimal, Hindu-Arabic
1In the main text of the section on the problem of quantifying into modal contexts Kaplan (1968, sec. VIII) talks exclusively
about the numerals, but in a footnote Kaplan (1968, fn. 18) mentions Carnap (1956, p. 78)’s L-determinate designators, which are
those designators d that are L-equivalent to a Peano numeral n, i.e. d = n belongs to every state-description. (The Peano numerals
are composed of the symbol for zero and the symbol for the successor function.) The set of L-determinate designators includes
all purely arithmetical terms (in the form of individual descriptions), e.g. ‘the product of three and four’. After having proposed
to allow only standard names in the set of terms that are exportable in modal contexts, Kaplan (1968, p. 197) suggests that ‘the
same trick’ would work for doxastic contexts. Ackerman (1978, p. 147) thinks that that ‘the same trick’ refers to the restriction to
standard names, but it may just as well have referred to a subset of the L-determinate designators, namely the Peano numerals.
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numerals and Roman numerals among the buck stoppers. Kripke thinks that the decimal numerals are
epistemically privileged, whereas Ackerman is of the opinion that this position is open to the charge of
ethnocentrism. Carnap (1956, p. 75) exclusively talks about Peano numerals as constituting the class of
terms that can be used to provide direct, complete, final answers to questions about numbers. The Peano
numerals are the symbol for zero (0), the symbol for the successor function followed by the symbol for
zero between brackets (s(0)), and so on. For reasons that will become clear, the focus in this article is on
Peano numerals.
Not only is there the question about which numeral systems are canonical, there is also a problem
noted by Kripke (Steiner, 2011, p. 165) and inspired by comments made by Wittgenstein (1978). In a
nutshell the problem is that, whatever numeral system one adopts, small numerals may be buck stoppers
but large numerals are not. For instance, the Peano numeral for 92648 is tens of pages long. By contrast,
the Hindu-Arabic numeral for 92648 is just a handful of symbols. The former is not perspicuous to us,
whereas the latter is. However, there are numbers for which the Hindu-Arabic numeral is also tens of
pages long. The Wittgensteinian thought is that the result of a calculation has to be perspicuous. If that
is correct, then large numerals are not buck stoppers. (Note that Wittgenstein’s line of thinking goes
against the notion of a buck stopper that is implicit in computability theory.) Kripke does not have a
solution to this problem, although he does note that problem becomes acute more quickly with some
notation systems than with others. It is an important problem and, alas, no solution is offered in this
article. However, the conclusions reached in this article do constitute a constraint on possible solutions
to the problem. In the remainder of the work I will proceed for the most part from the assumption that
Peano numerals are indeed buck stoppers.
In Section 2 I will continue discussing the problem of de re knowledge about natural numbers, but
this time within the framework of Peano Arithmetic. Then I set out to reach the two major goals of this
article. First, I want to provide an explanation for the claim that Peano numerals are buck stoppers, i.e.
direct, complete final answers to questions about numbers, or canonical terms, i.e. terms that are eligible
for existential generalisation in doxastic contexts (Section 3). Second, I want to provide an explanation
for the claim that other arithmetical terms (e.g., ‘three times four’) can be used to provide indirect answers
to questions about numbers (Section 4). Although some of the results obtained apply to doxastic contexts
in general, the main focus of this article is on epistemic contexts.
2 De re knowledge about natural numbers and Peano numerals
Let us first fix some terminology and notation, following (Boolos et al, 2003). I will use LA for the
language of arithmetic. The set of Peano numerals is defined as follows: 0 is a Peano numeral; if t is a
Peano numeral, then so is s(t); nothing else is a Peano numeral. The set of terms of LA is defined as
follows: if x is a variable, it is a term of LA; 0 is a term of LA; if t and t ′ are terms of LA, then so are
s(t), (t+ t ′), (t× t ′); nothing else is a term ofLA. I will useN for the standard model of arithmetic, N
for the set of natural numbers and n for the Peano numeral that denotes n ∈ N (inN ).
As noted in Section 1, the formal language LA with its Peano numerals is only one option. Another
possibility consists in using the Hindu-Arabic numerals. However, there are two good reasons for choos-
ing forLA and its Peano numerals. First, there are several axiomatic theories of arithmetic formulated in
LA. For instance, there is the axiomatic theory of minimal arithmetic, denoted Q, the axiomatic theory
of Robinson Arithmetic, denoted R, and the axiomatic theory of Peano Arithmetic, denoted P. Since it
is one of the objectives of this article to provide deductive explanations of the epistemic significance of
Peano numerals, it is convenient to have these axiomatic theories. Second, P contains a very important
axiom scheme, namely the induction scheme:
IND φ (0/x)∧∀x(φ → φ (s(x)/x))→∀xφ .
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It is clear from the outset that there is a link between IND and Peano numerals: the scheme contains the
Peano numeral for zero and the symbol for the successor function. This will play an important role later.
I will return to the issue of other numeral systems in Subsection 3.4.
In order to understand the problem of de re knowledge about natural numbers and the significance of
Peano numerals, consider the extension of LA with a knowledge operator K. A philosophical question
is whether every arithmetical term is eligible for existential generalisation in epistemic contexts. In other
words, the question is whether the following principle is materially sound:
EGt φ →∃xφ ′,
with φ ′ identical to φ except that t is replaced in zero or more places by x (with the usual provisos). The
following is an instance of EGt:
K2×6 = 3×4→∃xK2×6 = x. (9)
As mentioned in Section 2, Kaplan (1968) endorsed the material soundness of EGt (on Ackerman’s
reading of him), whereas Carnap (1956), Ackerman (1978) and Kripke reject it. Abstracting away from
the problem of multiple numeral systems and the problem of large numerals, they all endorse the claim
that the following principle is materially sound:
EGn φ →∃xφ ′,
with φ ′ identical to φ except that the Peano numeral n is replaced in zero or more places by x (with the
usual provisos). The following is an instance of EGn:
K2×6 = 12→∃xK2×6 = x. (10)
An obvious follow-up question is what could justify the claim that Peano numerals are canonical, i.e. that
Peano numerals are eligible for existential quantification in epistemic contexts. Let us have a brief look
at what Carnap, Ackerman and Kripke have to say on the matter.
Carnap (1956, p. 75) notes that Peano numerals have two nice properties. The first property is that
there is a one-to-one correspondence between N and the set of Peano numerals, i.e. for every n ∈N there
is one and only one Peano numeral such that it denotes n in N .2 The second property is that, for any
two Peano numerals, one can determine the order relation between the numbers they denote. A similar
remark was made by Kaplan (1968, p. 195). It is indeed provable that, if N |= n = m, N |= n < m or
N |= m < n, then `Q n = m, `Q n < m and `Q m < n respectively, and the same holds for R (Boolos
et al, 2003, sect. 16.2 and 16.4). Let us investigate whether these two properties might explain why Peano
numerals are buck stoppers.
The first property may look promising at first, because the same number, e.g. 3, can be denoted
by many arithmetical terms, e.g. s(0)+ s(0)+ s(0) and s(0)+ s(s(0)), so there is in general no one-
to-one correspondence between arithmetical terms and numbers. However, Carnap’s criterion does not
discriminate between Peano numerals on the one hand and the set T of terms defined as follows: 0 ∈T ;
if t ∈ T , then (t+ s(0)) ∈ T ; nothing else is in T . There is a one-to-one correspondence between the
T -terms and the natural numbers. Yet, it is not clear that T -terms can be used as direct answers to the
questions about which numbers have a certain unique property. This becomes clearer when one considers
more complex alternatives, e.g. the set T
′
of terms defined as follows: (0×0) ∈ T ′ ; if t ∈ T ′ , then((
t×00)+00)∈T ′ ; nothing else is in T ′ . It is implausible that (((0×0)×00)+00) is a buck stopper.
Therefore, the first property does not explain why Peano numerals are buck stoppers.
2Informally and roughly, one can prove that every natural number is denoted by a Peano numeral by invoking the second-order
induction axiom and one can prove that every natural number is denoted by at most one Peano numeral by using the axiom that says
that the successor function is a one-to-one function.
4
The second property is definitely a very interesting property from an epistemic point of view. How-
ever, order statements with any closed terms belonging to LA are decidable as well. It is equally well
provable that, if N |= t = t ′, N |= t < t ′ or N |= t ′ < t, then `Q t = t ′, `Q t < t ′ and `Q t ′ < t respec-
tively, and the same holds for R. To return to the examples given above, one can prove in Q and R that
that (0+ s(0))< (0+ s(0)+ s(0)) and that (0×0)< (((0×0)×00)+00).
In addition to the two mentioned properties, Carnap brings to the attention of the reader that the natural
numbers form a progression, i.e. a discrete linear order with an initial element but no final element:
0,1,2,3, . . . (11)
Ackerman (1978, p. 151) remarks that understanding a numeral is sufficient for knowing which number it
refers to. Understanding a numeral depends on understanding a system of numerals. The latter involves
knowing how to generate the progression of numerals:
0,s(0) ,s(s(0)) ,s(s(s(0))) , . . . (12)
The know-how needed to generate the above sequence consists in knowing the recursive definition of
Peano numerals and how to repeatedly apply the recursive step. Likewise, knowing the recursive defi-
nitions of terms belonging to T and T
′
and knowing how to repeatedly apply the respective recursive
steps enables one to produce the respective sequences:
0,0+ s(0) ,0+ s(0)+ s(0) ,0+ s(0)+ s(0)+ s(0) , . . .
0×0,
(
(0×0)×00
)
+00,
(((
(0×0)×00
)
+00
)
×00
)
+00, . . .
Ackerman’s remark comes down to noting that the successor relation on the domain of Peano numerals
is decidable. But so is the successor relation on the domain of T , and likewise for T
′
. Kripke seems
to add complexity considerations to the debate: the successor relation should be ‘transparent’ (Steiner,
2011, p. 166), which can perhaps be understood as being easily decidable. But even this strengthening of
Ackerman’s criterion seems powerless to rule out the terms of T and T
′
.
Saul Kripke has an interesting take on the problem. His work on the subject remains unpublished to
this date, but Steiner (2011) gives an exposition of his views. The core of Kripke’s position is summarized
by Steiner (2011, p. 168) as follows:
All notations, however, seem to be sequences in a finite alphabet, and these sequences we call
“numerals”. This suggests that the numbers themselves should be sequences, in order that the notation
should be structurally descriptive of the objects denoted. The rules for manipulating the numerals (that
is, the sequences) induce the abstract operations on the numbers. The algorithm for finding the next
numeral imposes the definition of “successor” on the “denotations” of these numerals. Just as we fix the
notion of an algorithm and then see what functions are defined, so do we fix the notion of calculation
as symbolic manipulation and then see what numbers there are. Small wonder that philosophers and
lay people are confused concerning the difference between numerals and numbers.
This is what I mean, then, by “quasi-nominalism.” The identity of the numbers is induced by the
properties of the notation, and thus their existence is, in some sense, derivative.
Let us apply this to the system of Peano numerals. In the beginning there were Peano numerals and they
were ordered as a progression – see (12). Then came the Peano numbers, which are also ordered as a
progression:
0,s(0) ,s(s(0)) ,s(s(s(0))) , . . . (13)
The symbol 0 denotes the number zero and the symbol s denotes the successor function onN. Since Peano
numbers depend on Peano numerals, the latter are canonical names for the former. This idea is related
to the claim that the domains of the intended models of arithmetic are constituted by naming systems
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with recursive operations on them that satisfy the Peano axioms (Halbach and Horsten, 2005). There is
ongoing discussion about the proposal (Quinon and Zdanowski, 2007; Button and Smith, 2011; Horsten,
2012; Dean, 2013; Quinon, 2014). One major goal of this article is to shed some light on the question
why Peano numerals are canonical. Nothing about the nature of numbers will be assumed. Therefore,
the investigation carried out here is complementary to pursuing the line of inquiry of Kripke and Halbach
and Horsten (2005). Section 3 is devoted to this topic.
Although 3×4 may not be a canonical term or buck stopper, it does provide an indirect answer to the
question about the identity of the number denoted by 2× 6. The notion of a direct answer was cashed
out in terms of eligibility for existential generalisation in epistemic contexts. One can do something
similar with the notion of an indirect answer. For this purpose consider the extension of LA∪{K} with
a possibility operator ♦. In this language one can express the notion of knowability. The following
definition singles out a fragment of LA ∪{♦,K}, namely the set of formulas in which the possibility
operator (if it occurs at all) is always followed by the knowledge operator and in which the knowledge
operator (if it occurs at all) is always preceded by the possibility operator.
Definition 2.1. Let τ be a fragment ofLA∪{♦,K} defined as follows:
1. if φ is an atomic formula, then φ ∈ τ;
2. if φ = ¬ψ and ψ ∈ τ , then φ ∈ τ;
3. if φ = ψ → θ and ψ,θ ∈ τ , then φ ∈ τ;
4. if φ = ∀xψ and ψ ∈ τ , then φ ∈ τ;
5. if φ = ♦Kψ and ψ ∈ τ , then φ ∈ τ;
6. nothing else is an element of τ .
Now consider whether for a term t ∈ LA and for any φ ∈ τ , it is the case that φ → ∃xφ ′, with φ ′
identical to φ except that t is replaced in zero or more places by x (assuming that t is substitutable for x in
φ ). If yes, then t is at the least an indirect answer. (If t is also eligible for existential generalisation in any
context φ ∈LA∪{K}, then it is a direct answer as well.) If no, then t is not even an indirect answer. The
claim that 3×4 is an indirect answer to the question about the identity of the number denoted by 2×6 is
then expressed by claiming that the following is true:
♦K2×6 = 3×4→∃x♦K2×6 = x. (14)
If one has the T system of modal logic in the background, then ♦K2×6 = 3×4 is implied by K2×6 =
3× 4. So, knowing that 2× 6 is identical to 3× 4 entails possible de re knowledge about the number
denoted by 2×6. The second major goal of this article is to illuminate the question why arithmetical terms
other than Peano numerals can be used to provide indirect answers to questions about which number has
a certain unique property. This is the subject of Section 4.
3 Peano numerals, canonicity and induction
Let us refer to terms that are eligible for existential generalisation in epistemic contexts as canonical
terms. Subsection 3.1 is dedicated to the proof that Peano numerals are canonical terms, if the knowledge
operator is allowed in the induction scheme. Subsection 3.2 is dedicated to the proof that other arithmeti-
cal terms are not canonical, even if one allows the knowledge operator in the induction scheme and one
adds certain epistemic, modal and modal-epistemic principles. Subsection 3.3 zooms in on the relation
between the (non-)canonicity of arithmetical terms and the induction scheme. Subsection 3.4 contains a
summary and provides some final reflections on the kind of explanation of the canonicity of Peano terms
that is offered in this section.
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3.1 Peano terms are canonical
The theory used in this subsection is P formulated in LA∪{K} and is denoted as PK−. The minus sign
indicates that it does not contain the unrestricted universal instantiation scheme:
UIt ∀xφ → φ (t/x) (where t is substitutable for x in φ ).
Indeed, UIt is logically equivalent to EGt and, as was discussed in Section 1 and 2, EGt is not philosoph-
ically sound. So, we have reasons to reject UIt as well. Instead of UIt the axiomatic base of the logical
fragment of PK− contains two restricted universal instantiation schemes, viz.:
UI ∀xφ → φ (y/x);
RUIt ∀xφ → φ (t/x) for all t,φ ∈LA.
Scheme UI is the version of UIt in which the range of t is restricted to variables and scheme RUIt is the
version of UIt in which the range of φ and t are restricted to formulas and terms of LA. The reason
for adding UI to the axiomatic base is that there is an intimate conceptual link between quantifiers and
variables. The reason for adding RUIt is that it is needed for the full deductive power of P, restricted to
LA, e.g. one need to be able to deduce s(0)+ s(0) = s(0+ s(0)) from ∀x∀y(s(x)+ y= s(x+ y)).
It is presupposed that the axiom of self-identity, the axiom scheme of the substitutivity of identicals
and the rule of universal generalization are formulated with individual variables as well:
SI x= x;
SUB x= y→ (φ → φ ′), with φ ′ identical to φ , except that zero or more occurrences of free x are replaced
with free y.
UG If ` φ → ψ and x does not occur freely in φ , then ` φ →∀xψ .
If one had UIt, then it would follow that
SUBt t = t ′→ (φ → φ ′), with φ ′ identical to φ , except that zero or more occurrences of t are replaced
with t ′ (assuming t ′ is substitutable for t in φ ).
But it is not generally correct that, if 2×3 = 3×4 and if one knows that 2×3 = 2×3, then one knows
that 2× 3 = 3× 4. Conversely, one can deduce UIt from UI and SUBt. Therefore, the substitution
principle belonging to PK− is formulated with variables rather than terms. Note that the same relation
holds between RUIt and the following principle:
RSUBt t = t ′→ (φ → φ ′), for all φ ∈LA and with φ ′ identical to φ , except that zero or more occurrences
of t are replaced with t ′ (assuming t ′ is substitutable for t in φ ).
In other words, arithmetic is extensional. Moving to the arithmetical fragment of PK−, it is crucial to note
that the K-operator is allowed in instances of the induction scheme. Also noteworthy is that no specific
principle about K is postulated that restricts its interpretation and, in particular, no principle is put forward
that excludes reading K as a doxastic operator.
The main question of this subsection is whether Peano numerals are eligible for universal instantiation
(and existential generalization) in epistemic contexts. To be more specific, the question is whether the
following scheme can be proved in PK−.
UIn ∀xφ → φ (n/x)
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Indeed, EGn is logically equivalent to UIn. The main result of this subsection is an affirmative answer to
that question. In fact, something stronger is proved. Peano numerals are closed terms, but Peano terms
are open or closed. Define the set of open or closed Peano terms inductively as follows: 0 is a Peano
term; if t is a variable, then t is a Peano term; if t is a Peano term, then so is s(t); nothing else is a Peano
term. It will be proved that ∀xφ → φ (t/x) for any Peano term t (provided that t is substitutable for x in
φ ). First one needs to prove two lemmas.
Lemma 3.1. `PK− ∀x(x= 0→ (φ ↔ φ (0/x))).
Proof. The proof is by the induction principle.
First, one needs to prove that
0 = 0→ (φ ′↔ φ ′ (0/x)) ,
with φ ′ = φ (0/x). But this is trivial, since φ ′ (0/x) is identical to φ ′.
Second, one needs to prove that
∀x((x= 0→ (φ ↔ φ (0/x)))→ (s(x) = 0→ (φ (s(x)/x)↔ φ ′ (s(x)/x)))) ,
with φ ′ identical to φ (0/x). But this is trivial again, since it is an axiom of P that ∀xs(x) 6= 0.
Lemma 3.2. `PK− ∀x∀y(x= s(y)→ (φ ↔ φ (s(y)/x))) (assuming that s(y) is substitutable for x in φ ).
Proof. The proof is by the induction principle.
First, one needs to prove that
∀y(0 = s(y)→ (φ ′↔ φ ′ (s(y)/0))) ,
with φ ′ = φ (0/x). This is trivial, since it is a theorem of P that 0 6= s(y).
Second, one needs to prove that for all x, if
∀y(x= s(y)→ (φ ↔ φ (s(y)/x))) ,
then
∀y(s(x) = s(y)→ (φ (s(x)/x)↔ φ ′ (s(x)/x))) ,
with φ ′ identical to φ (s(y)/x). Suppose that s(x) = s(y). It follows by an axiom scheme of P that x= y.
Suppose that φ (s(x)/x). It follows by SUB that φ (s(y)/x), which is identical to φ ′ (s(x)/x), since φ ′
does not contain any free occurrences of x left to be substituted. And vice versa.
Theorem 3.3. `PK− ∀xφ → φ (t/x) for every Peano term t (where t is substitutable for x in φ ).
Proof. The proof is by induction on the complexity of Peano terms t. The case of t = x is trivial. I will
only prove the two non-trivial cases.
First case: t = 0. Suppose that ∀xφ . It is a theorem of P that ∃y(y= 0), for some y not in ∀xφ .
Suppose that y = 0. Axiom scheme UI says that ∀xφ → φ (y/x). Then φ (y/x). On the basis of Lemma
3.1 and UI one can deduce that φ (0/x).
Second case: t = s(t ′), for some Peano term t ′. Suppose that ∀xφ . It is a theorem of P that
∃y(y= s(t ′)) ,
for some y not in ∀xφ and not in s(t ′). Suppose that y= s(t ′). Axiom scheme UI says that ∀xφ→ φ (y/x).
Then φ (y/x). The induction hypothesis is that ∀xφ → φ (t ′/x), for all φ . Therefore, one can use t ′ to
universally instantiate Lemma 3.2, yielding:
y= s
(
t ′
)→ (φ (y/x)↔ φ (s(t ′)/x)) .
It follows that φ (s(t ′)/x).
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The philosophical significance of Theorem 3.3 consists in the fact that allowing a knowledge operator
in the induction scheme suffices to prove that Peano terms are eligible for universal instantiation in epis-
temic contexts, i.e. Peano terms are canonical terms, even if the axiom scheme for universal instantiation
is severely restricted. There are two important elements here. First, one does not need to assume the
canonicity of Peano terms, but one can prove it. Second, it is the induction scheme that does the work.
The induction scheme contains the Peano numeral for the number zero and the symbol for the succes-
sor function. This ties in nicely with the philosophical insight that Peano numerals are epistemically
privileged.
In Subsection 3.3 the role of the induction principle will be more closely investigated. Before tak-
ing up that task, one needs to check whether or not arithmetical terms other than the Peano terms are
canonical. This is the topic of the next subsection.
3.2 Arithmetical terms other than the Peano terms are not canonical
In Subsection 3.1 it was proved that Peano terms are canonical according to PK−. A natural follow-up
question is whether or not other arithmetical terms are canonical according to PK−. The desired answer
is negative, as explained in Section 2. But a negative answer to the question about PK− does not suffice.
After all, it may be that a deductively stronger theory formulated in an extended language does prove that
arithmetical terms other than the Peano terms are canonical. Let us consider one such framework.
For present purposes I will make use of a weak version of Modal-Epistemic Arithmetic (Horsten,
1994, 1998), which I call MEP♦K−.3 The latter is the extension of P, formulated in LA∪{♦,K} rather
thanLA, with modal system S5 and one epistemic and one modal-epistemic principle:
FACT Kφ → φ .
COMP Γ ` φ ⇒ (K)Γ ` ♦Kφ , with (K)Γ= {Kψ|ψ ∈ Γ}.
The axiom scheme FACT expresses the factivity of knowledge. The axiom scheme COMP expresses a
form of logical competence: if an epistemic agent knows the premisses of a deductively valid argument,
then that agent is able to know the conclusion of the argument. Logical omniscience is avoided, but so is
logical ignorance.
If one cannot prove that arithmetical terms other than Peano terms are canonical according to MEP♦K−,
then one has a reasonable case that one does not need to accept that those terms are canonical. The main
result of this subsection is that this is indeed the case. As an example of a non-canonical term I will use
s(0)+s(0), which belongs to T (see Section 2).
Theorem 3.4. 6`MEP♦K− ∀xKx= x→ Ks(0)+s(0) = s(0)+s(0).
Proof. Let us first define an awareness interpretation of LA ∪{♦,K} of the type described in (Heylen,
2013). The interpretationM consists of the following elements:
1. W = {w1,w2};
2. D= N;
3. RM =W 2;
4. RE = {〈w1,w1〉,〈w2,w2〉};
3This theory is weaker than MEA, which was introduced in (Horsten, 1994). Two important differences are, first, that MEA
contains UIt, whereas MEP♦K− contains only the restricted versions UI and RUIt, and second, that MEA contains a principle
expressing closure of knowability under deducibility, whereas MEP♦K− contains a weaker logical competence principle. The
significance of the first difference is clear from the context here. The importance of the second difference is defended in (Heylen,
2014).
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5. V isN ;
6. S the set of variable assignment functions;
7. A is a function from W and S to℘(L ∪{♦,K}), defined as follows:
(a) for any variable assignment a, A(w1,a) =LA∪{♦,K};
(b) for any variable assignment a, A(w2,a) = {t = t ′ | denN ,a (t) = denN ,a (t ′)}, with t, t ′ Peano
terms and with denN ,a (t) the denotation of t relative to the standard interpretation of arith-
metic,N , and an assignment a.
The denotation of a term relative toM , w and a (with w∈W and a∈A) is straightforward: all arithmetical
symbols are given their standard interpretation and the denotation of terms relative to M and a (with
a ∈ A) is as usual.
Satisfaction of a well-formed formula φ relative toM , w ∈W and a ∈ A is defined as follows:
1. if φ is an atomic formula, then the clause is as usual;
2. if φ is of the forms ¬ψ , ψ ∧θ , ∀xψ , then the clauses are as usual;
3. if φ is of the form ♦ψ , thenM ,w,a |= φ if and only ifM ,w′,a |=ψ for every w′ such that wRMw′;
4. if φ is of the form Kψ , thenM ,w,a |= φ if and only if ψ ∈ A(w,a) andM ,w′,a |= ψ for every w′
such that wREw′.
One needs to check whether M |= MEP♦K−. The proof is by induction on the complexity of proof in
MEP♦K−. I will only sketch the proof. It is the case that M |= S5, since RM is an equivalence relation.
It is also the case that M |= FACT , since RE is a reflexive relation. In addition, M |= COMP, since
A(w1,a) =LA∪{♦,K} for all variable assignments a and since wRMw1 for all w ∈W .
To prove that UI, RUIt, UG, SI and SUB are sound on the model, I will make use of a few lem-
mas. First, one can easily prove by induction on the complexity of formulas the following principle of
replacement.
PR1 For all φ ∈LA, for all worlds w and assignments a, for any variable x and term t, it is the case that
M,w,a |= φ (t/x) if and only if M,w,a[x 7→ denM ,a (t)] |= φ (assuming that t is substitutable for x
in φ ), where a[x 7→ denM ,a (t)] is identical to a, except perhaps that a[x 7→ denM ,a (t)] maps x to
the denotation of t relative to a.
Consequently, RUIt is sound on the model. We also need another version of the principle of replacement
to prove that UI is sound on the model.
PR2 For all φ ∈LA ∪{♦,K}, for all worlds w and assignments a, for any variables x, y, it is the case
that M,w,a |= φ (y/x) if and only if M,w,a[x 7→ a(y)] |= φ , where a[x 7→ a(y)] is identical to a,
except perhaps that a[x 7→ a(y)] maps x to a(y). The proof is also by induction on the complexity
of formulas.
The only interesting case is when φ = Kψ . The subcase of w1 is proved by noting that A(w1,a) =
A(w1,a[x 7→ a(y)]). The subcase of w2 is easy as well. Note that M ,w2,a |= t = t ′ (y/x) if and only if
M ,w2,a[x 7→ a(y)] |= t = t ′. The proof is by induction on the complexity of terms and the definition of
a[x 7→ a(y)]. The definition of A(w2,a) and the resulting definition of A(w2,a[x 7→ a(y)]) do the rest. In
order to prove UG one has to prove a principle of agreement.
PA For all φ ∈LA ∪{♦,K}, for all worlds w and assignments a and a′, for any variables x, y, it is the
case that, if a and a′ agree on the free variables in φ , then M,w,a |= φ if and only if M,w,a′ |= φ .
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The only interesting case is when φ = Kψ . The subcase of w1 is proved by noting that A(w1,a) =
A(w1,a′). The subcase of w2 is proved by noting that, for all terms t, if t occurs in ψ , then denM ,a (t) =
denM ,a′ (t). Hence, for all Peano terms t and t ′ occurring in ψ , t = t ′ ∈ A(w2,a) if and only if t = t ′ ∈
A(w2,a′). The soundness of SI is trivial. The soundness of SUB is proved by induction on the complexity
of formulas. The only interesting case is when φ = Kψ . The subcase of w1 is trivial, given the definition
of A(w1,a). The subcase of w2 follows from the fact that, if a(x) = a(y), then M ,w,a |= t = t ′ if and
only if M ,w,a |= t = t ′ (y/x), with t ′ identical to t except that zero or more occurrences of free x have
been replaced by free y. Consequently, for any terms t1, t2, it is the case that t1 = t2 ∈ A(w2,a) if and only
if t ′1 = t
′
2 ∈ A(w2,a).
The axioms of P are sound on the model, since the domain is N and the interpretation of the arithmeti-
cal vocabulary is standard. Finally, suppose thatM ,w,a |= φ (0/x) and thatM ,w,a |=∀x(φ → φ (s(x)/x))
and assume for a reductio ad absurdum thatM ,w,a′ |=¬φ (x) for some x-variant a′ of a.The proof makes
use of yet a third replacement principle.
PR3 For all φ ∈LA∪{♦,K}, for all worlds w and assignments a, for any variables x and for any Peano
term t, it is the case that M,w,a |= φ (t/x) if and only if M,w,a[x 7→ denM ,a (t)] |= φ .
The proof is essentially the same as the proof of the second replacement principle. Next, suppose that
there is a n∈N such that a′ (x)= n andM ,w,a′ |=¬φ . In case n= 0 one can use the replacement principle
to derive thatM ,w,a |= φ (0/x), since a and a′ are x-variants and x is not free in φ (0/x). Subsequently,
one can use the third replacement principle to deriveM ,w,a′ |= φ . Contradiction. In case n 6= 0 there is
an m ∈ N such that n= s(m). It is convenient to denote a′ as an. Now consider an−1, i.e. the x-variant of
a that assigns m to x. Since an−1 is an x-variant of a, it follows that M ,w,an−1 |= φ → φ (s(x)). It is a
consequence of the third replacement principle thatM ,w,an−1 |= φ (s(x)) if and only ifM ,w,an−1[x 7→
denM,an−1 (s(x))] |= φ . But an−1[x 7→ denM,an−1 (s(x))] is just an. Therefore, M ,w,an−1 |= ¬φ . Repeat
this reasoning until it has been derived that M ,w,an−n |= ¬φ . Then reason as in the case of n = 0.
Contradiction.
It is easy to check thatM ,w2,a |= ∀xKx= x, butM ,w2,a 6|= Ks(0)+s(0) = s(0)+s(0).
If one is allowed to instantiate the induction scheme with formulas containing the knowledge operator,
then one can prove that Peano terms are canonical. Even if one adds certain modal, epistemic and modal-
epistemic principles one cannot prove that other arithmetical terms are canonical. In the next subsection
the relation between the induction scheme and these (non-)canonicity results will be subjected to closer
scrutiny.
3.3 Induction and canonicity
In Subsection 3.1 it was shown that allowing the knowledge operator in the induction scheme was suffi-
cient for proving that Peano terms are canonical. In Subsection 3.2 it was shown that other arithmetical
terms are not similarly provably canonical. One possible line of explanation is that what is at the root
of this phenomenon is that the classical induction scheme contains the symbol for zero and that it con-
tains the symbol for the successor function. In Subsubsection 3.3.1 further evidence for this possible
explanation is considered, whereas in Subsubsection 3.3.2 counterevidence is presented. Additionally,
the non-extensionality of the theories that are investigated is highlighted.
3.3.1 Induction scheme without the successor symbol and canonicity
The scheme IND is the classical induction scheme. Its antecedent and its consequent are respectively:
φ (0/x) (15)
∀x(φ → φ (s(x)/x)) (16)
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If one had UIt or SUBt, then (16) would be provably equivalent to:
∀x(φ → φ (x+ s(0)/x)) , (17)
given that `P s(x) = x+ s(0). So, in extensional logic (in which SUBt is valid), IND is provably equiva-
lent to:
(φ (0/x)∧∀x(φ → φ (x+ s(0)/x)))→∀xφ . (18)
Let PK−† be identical to PK−, except that the classical induction scheme IND is replaced by (18). Fur-
thermore, consider the set of termsS † defined inductively as follows: 0 belongs toS †; if t is a variable,
then t ∈S †; if t belongs toS †, then so does t+ s(0); nothing else belongs toS †. The terms belonging
toS † are canonical according to PK−†.
Lemma 3.5. `PK−† ∀x∀y(x= 0→ (φ → φ (0/x))).
Proof. The first step is the same as the first step of the proof of Lemma 3.1. The second step is essentially
the same, since `P x+ s(0) 6= 0.
Lemma 3.6. `PK−† ∀x∀y(x= y+ s(0)→ (φ → φ (y+ s(0)))).
Proof. The first step is the same as the first step of the proof of Lemma 3.2, since `P 0 6= y+ s(0). The
second step is essentially the same as the second step of the proof of Lemma 3.2, since `P x+ s(0) =
y+ s(0)→ x= y.
Theorem 3.7. `PK−† ∀xφ → φ (t/x) for all t ∈S †.
The next question is whether the Peano terms are still canonical according to PK−†. As before, in case
of a negative answer, one should check whether the answer remains the same if one uses a deductively
stronger theory formulated in an extended language. For this end, consider the theory MEP♦K−†, which
is identical to MEP♦K−, except that IND is replaced by (18).
Theorem 3.8. 6`MEP♦K−† ∀xKx= x→ Ks(s(0)) = s(s(0)).
Proof. Consider the model described in the proof of Theorem 3.4. Change the clause for A(w2,a) to:
{t = t ′|denN ,a (t) = denN ,a (t ′)} for every t, t ′ ∈S †. It is easy to check that M ,w2 |= ∀xKx = x, but
M ,w2 6|= Ks(s(0)) = s(s(0)). One should also verify thatM |= (18). For this it is crucial that one can
prove a version of the third replacement principle.
PR3† For all φ ∈LA∪{♦,K}, for all worlds w and assignments a, for any variable x and term t ∈ S†, it
is the case thatM ,w,a |= φ (t/x) if and only ifM ,w,a[x 7→ denM ,a (t)] |= φ .
The details are left to the reader.
A consequence of Theorems 3.7 and 3.8 is that the framework under consideration is highly non-
extensional in that even provable identities are not always substitutable. For example,
0PK−† ∀xKx= x→ Ks(s(0)) = s(s(0))
but
`PK−† ∀xKx= x→ K0+ s(0)+ s(0) = 0+ s(0)+ s(0) ,
despite the provability of s(s(0)) = 0+ s(0)+ s(0).
The classical induction scheme IND suffices to prove that the Peano terms, e.g. s(s(0)), are canon-
ical, whereas it does not suffice to prove that the other arithmetical terms, e.g. 0+ s(0)+ s(0), are not
canonical. Likewise, the alternative, but extensionally equivalent induction scheme (18) suffices to prove
that, e.g., 0+ s(0)+ s(0), is canonical, whereas it does not suffice to prove that the Peano terms other
than 0, e.g. s(s(0)), are canonical. This variation seems to be explicable by the fact that the classical
induction scheme IND contains 0 and s(x) but not x+ s(0), whereas the induction scheme (18) contains
0 and x+ s(0) but not s(x). I will now show that this line of explanation is too simple.
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3.3.2 Alternative induction schemes and canonicity
If one had UIt or SUBt, then (15) and (16) would be provably equivalent to:
∀x(x= 0→ φ) ; (19)
∀x(φ →∀y(y= s(x)→ φ (y/x))) . (20)
In that scenario IND would be provably equivalent to
(φ (0/x)∧∀x(φ →∀y(y= s(x)→ φ (y/x))))→∀xφ ; (21)
(∀x(x= 0→ φ)∧∀x(φ → φ (s(x)/x)))→∀xφ ; (22)
(∀x(x= 0→ φ)∧∀x(φ →∀y(y= s(x))→ φ (y/x)))→∀xφ . (23)
So, in extensional logic (in which SUBt is valid), IND is provably equivalent to (21) -(23). Note that, if
φ is a purely arithmetical formula, then IND is provably equivalent to (21)-(23), assuming RUIt.
Let PK−∗ be identical to PK−, except that the classical induction scheme IND is replaced by (21), i.e.
with the scheme in which (16) has been replaced by (20). Let PK−∗∗ be identical to PK−, except that the
classical induction scheme IND is replaced by (22), i.e. with the scheme in which (15) has been replaced
by (19). Then one can prove the following counterparts of Lemmas 3.1 and 3.2.
Lemma 3.9. `PK−∗ ∀x(x= 0→ (φ → φ (0/x))).
Proof. The first step is the same as the first step of the proof of Lemma 3.1. The second step is essentially
the same: the antecedent of ∀y(y= s(x)→ (y= 0→ . . .)) contradicts the P-axiom ∀xs(x) 6= 0 just as
well.
Lemma 3.10. `PK−∗∗ ∀x∀y(x= s(y)→ (φ → φ (s(y)/x))) (assuming that s(y) is substitutable for x in
y).
Proof. The first step is essentially the same as the first step of the proof of Lemma 3.2: the antecedent of
∀z(z= 0→∀y(z= s(y)→ . . .)) contradicts ∀y0 6= s(y) just as well. The second step is the same as the
second step of the proof of Lemma 3.2.
So far, so good. The natural follow-up questions are whether PK−∗ and PK−∗∗ prove the counterparts
of Lemma 3.2 and Lemma 3.1 respectively. As before, in case of a negative answer, one should check
whether the answer remains the same if one uses a deductively stronger theory formulated in an extended
language. For this end variations on the theory considered in Subsection 3.2 will be used.
Let MEP♦K−∗ be identical to MEP♦K−, except that the classical induction scheme IND is replaced
by (21), i.e. with the scheme in which (16) has been replaced by (20). Let MEP♦K−∗∗ be identical to
MEP♦K−, except that the classical induction scheme IND is replaced by (22), i.e. with the scheme in
which (15) has been replaced by (19). Let MEP♦K−∗∗∗ be identical to MEP♦K−, except that the classical
induction scheme IND is replaced by (23), i.e. with the scheme in which (15) and (16) have been replaced
by (19) and (20) respectively.
Theorem 3.11. 6`MEA∗ ∀xKx= x→ Ks(0) = s(0).
Proof. Consider the model described in the proof of Theorem 3.4. Change the clause for A(w2,a) to:
{t = t ′|denN ,a (t) = denN ,a (t ′)} for every t, t ′ that are variables or 0. Call the latter setS ∗. It is easy to
check thatM ,w2 |= ∀xKx= x, butM ,w2 6|= Ks(0) = s(0). One should also verify thatM |= (21). For
this it is crucial that one can prove another variation on the third replacement principle.
PR3∗ For all φ ∈LA∪{♦,K}, for all worlds w and assignments a, for any variable x and term t ∈ S∗, it
is the case thatM ,w,a |= φ (t/x) if and only ifM ,w,a[x 7→ denM ,a (t)] |= φ .
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The details are left to the reader.
Theorem 3.12. 6`MEA∗∗ ∀xKx= x→ K0 = 0.
Proof. Consider the model described in the proof of Theorem 3.4. Change the clause for A(w2,a) to:
{t = t ′|denN ,a (t) = denN ,a (t ′)} for every t, t ′ that belong to the following inductively defined setS ∗∗:
if t is a variable, then it belongs to S ∗∗; if t ′ belongs to S ∗∗, then so does s(t ′); nothing else belongs
to S ∗∗. It is easy to check that M ,w2 |= ∀xKx = x, but M ,w2 6|= K0 = 0. One should also verify
that M |= (22). For this it is crucial that one can prove yet another variation on the third replacement
principle.
PR3∗∗ For all φ ∈LA∪{♦,K}, for all worlds w and assignments a, for any variable x and term t ∈S ∗∗,
it is the case thatM ,w,a |= φ (t/x) if and only ifM ,w,a[x 7→ denM ,a (t)] |= φ .
The details are left to the reader.
Theorem 3.13. 6`MEA∗∗∗ ∀xKx= x→ (K0 = 0∧Ks(0) = s(0)).
Proof. Consider the model described in the proof of Theorem 3.4. Change the clause for A(w2,a) to:
{x = y|a(x) = a(y)} for any variables x, y. It is easy to check that M ,w2 |= ∀xKx = x, but M ,w2 6|=
K0= 0 andM ,w2 6|= Ks(0) = s(0). One should also verify thatM |= (23). For this it is crucial that one
can prove one more variation on the third replacement principle.
PR3∗∗∗ For all φ ∈LA∪{♦,K}, for all worlds w and assignments a, for any variables x, y, it is the case
thatM ,w,a |= φ (y/x) if and only ifM ,w,a[x 7→ a(y)] |= φ .
The details are left to the reader.
A consequence of Theorems 3.11-3.13 is that the frameworks in question are non-extensional in that
material identities are not always substitutable, e.g.
6`PK−∗ x= s(0)→ (Kx= x→ Ks(0) = s(0))
and
6`PK−∗∗ x= 0→ (Kx= x→ K0 = 0) .
The take-home lesson of the above theorems is that it is not enough that the symbol for zero and the
symbol for the successor appear in the induction scheme. Extensionally equivalent formulations of the
induction scheme, viz. (21)-(23), which still contain 0 and s, do not suffice to prove that Peano terms are
canonical.
3.4 A potential explanation for the canonicity of Peano numerals
In order to not lose sight of the wood for the trees I will recapitulate the main findings so far. It was shown
that allowing the knowledge operator to occur in instances of the induction scheme yields the eligibility
of Peano terms for universal instantiation and existential generalisation in epistemic contexts. Then it
was demonstrated that one does not get the result that other arithmetical terms are similarly privileged,
even if one adds certain modal, epistemic and modal-epistemic principles. The source of these two
(non-)canonicity results was tentatively located in the fact that the induction scheme contains the Peano
numeral for zero and the symbol for the successor function. Further evidence for this was found in the
fact that, if one were to replace s(x) in the induction scheme with x+ s(0), then Peano numerals of the
form s(t) with t a Peano numeral are no longer canonical terms, whereas terms of T (e.g., 0+ s(0))
become canonical. It was noted that the framework used is highly non-extensional, since even provably
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co-denoting terms are not substitutable in epistemic contexts. Then I presented counterevidence: there
are alternative induction schemes that also contain the symbols for zero and the successor relation but that
do not entail the canonicity of Peano numerals. It was noted that the frameworks used are non-extensional
in that co-denoting terms are not substitutable in epistemic contexts. The upshot of this investigation is
that it is the induction scheme in its standard form that is at the basis of the canonicity of Peano numerals.
On the one hand, we have found an explanation for the canonicity of Peano numerals. According to
a simple version of the deductive model of explanation (Hempel and Oppenheim, 1948),4 an explanans
explains an explanandum relative to a background theory if and only if, first, the explanans logically
entails the explanandum relative to the background theory, second, the background theory alone does
not logically entail the explanandum and, third, the explanans is true. If the first two requirements are
satisfied, then there is a potential explanation.
The schema INDK (i.e., the induction scheme with formulas belonging toLA∪{K}) is the explanans,
the schema
∀xφ → φ (t/x) for all Peano terms t (24)
is the explanandum and, say, RK− (i.e., R formulated in LA ∪{K} and with UI and RUIt rather than
UIt and with SUB rather than SUBt) is the background theory. Note that the extension of RK− with
INDK yields PK−. Next it needs to be verified that the three requirements on deductive explanations are
satisfied.5
It was shown in Subsection 3.1 that PK− ` (24) (cf. Theorem 3.3), so the first requirement is satisfied.
For the second requirement it needs to be shown that RK− 0 (24).
Theorem 3.14. RK− 0 (24).
Proof. Consider again the model described in the proof of Theorem 3.4. Drop W , RM , RE . Define A(a)
as {x = y | a(x) = a(y)} (compare to the proof of Theorem 3.13). Satisfaction is no longer relative to
elements of W . The satisfaction clause for φ = Kψ changes to: M ,a |= φ if and only if M ,a |= ψ
and ψ ∈ A(a). I leave it to the reader to verify that M |= RK−. Finally, I it is easy to check that
M |= ∀xKx= x, whileM 6|= K0 = 0.
At this point it has already been established that INDK is a potential explanation of (24). The third
requirement is that INDK is true. If instantiations of the induction scheme with formulas that contain the
knowledge operator do not result in falsehoods, then the requirement is satisfied as well. I do not have a
knock-down argument here, but I would like to point to a couple of facts. First, PK− is a consistent exten-
sion of P. Second, PK− is an arithmetically conservative extension of P and, hence, PK− is arithmetically
sound. (Both facts can be proved with the help of the eraser translation.) This is not enough to conclude
that INDK is philosophically (epistemically) sound as well. Yet it confers some legitimacy. I will briefly
return to this issue. To conclude, the full induction scheme serves at the very least as a potential deductive
explanation of the canonicity of Peano numerals.
Building on the findings of Subsection 3.3, one can equally well argue that, if the terms belonging
toS † were canonical, then alternative induction scheme (18) would constitute a good explanation for it.
Similar remarks can be made about (21)-(23) andS ∗,S ∗∗, V (with V the set of variables) respectively.
Generally speaking, it was seen that the canonicity of certain sets of arithmetical terms covaries with
variations on the induction scheme. This can be taken to be an indication of the dependence of canonicity
on induction.
4The simplification consists in the fact that here it is not required that the explanans is a general empirical law. In the case at
hand the explanans is a mathematical axiom scheme with an individual constant. Note also that I speak of an explanation relative
to a background theory rather than include the background theory in the explanans.
5Technically speaking, in what follows I will assume that the explanans and/or the explanandum are not added as (sets of)
hypotheses but as axioms (or rather, axiom schemes) to the background theory.
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On the other hand, there is an important limitation to the explanation offered in this section. The
explanation given earlier is internal to the deductive framework that was used. As has been argued in
Subsection 3.3, the exact form of the induction scheme matters. This raises the question why exactly
INDK is adopted. The latter question is external to the framework that was used. If one wants more than
a potential deductive explanation, one needs a reason to accept that INDK is true or, eschewing truth talk,
one needs an external reason for using PK− rather than, say, PK−†.
Let us now return to two questions that were raised in Section 1. The first question pertained to
the choice of the system of Peano numerals over other systems. To explain the canonicity of Peano
numerals good use has been made of the axiomatic framework of Peano Arithmetic and, in particular,
of the induction scheme with its Peano numeral for zero and the symbol for the successor function. An
explanation of why the Hindu-Arabic numerals are buck stoppers can only go along the same lines if one,
first, formulates a formal, axiomatic theory and, second, formulates an induction scheme with the help
of the Hindu-Arabic numeral system. I have not worked out the details, but my guess is that this can be
done by replacing the primitive symbol s with a defined symbol s, with s(0) = 1 and so on for the other
base numerals and subsequently for the sequences of Hindu-Arabic numerals. Then one could go on and
attempt to prove a canonicity result. This is left for future work.
The second question was about how to solve the problem of big numerals. The result obtained in
Subsection 3.1 says that the standard induction scheme entails the canonicity of Peano numerals (given
certain background assumptions). If one does not accept large Peano numerals as canonical terms, then
one has no choice but to reject the standard induction scheme formulated in LA ∪ {K}. This is an
important constraint on possible solutions to the problem of large numerals. Moreover, if one goes down
this path, the risk is that one loses the explanation for why small numerals are canonical.
4 Arithmetical terms and indirect answers
So far the focus was on Peano numerals and, more broadly, Peano terms being eligible for universal
instantiation and existential generalisation in epistemic contexts. In this section the focus shifts to all
arithmetical terms being eligible for universal instantiation and existential generalisation in contexts in
which every occurrence of the knowledge operator is preceded by a possibility operator and every pos-
sibility operator is followed by a knowledge operator. In Subsection 4.1 it will be demonstrated that all
closed arithmetical terms fit the bill and in Subsection 4.2 it will be argued that open arithmetical terms
have this property as well. As before, the induction scheme plays an important role in obtaining these
results. Subsection 4.3 focuses on an important consequence: order statements are knowable.
4.1 Closed arithmetical terms
It is provable that any closed arithmetical term is eligible for universal instantiation and existential gen-
eralization in contexts belonging to τ .
Let MEQ− be identical to MEP♦K−, except that P is replaced with minimal arithmetic Q.
Lemma 4.1. If `Q t = t ′, then `MEQ− φ ↔ φ (t ′/t) for every φ ∈ τ and for all t ∈LA (assuming that t ′
is substitutable for t in φ ).
Proof. The proof is by induction on φ . The atomic case follows from SUB, UG, RUIt and the symmetry
of identity. The case of φ = ¬ψ follows by contraposition from the induction hypothesis. The case of
φ = ψ ∧ θ is trivial as well. The case of φ = ∀xψ follows by the induction hypothesis, UG and the
definition of the substitutability of a term for a variable in a formula. The case of φ = ♦Kψ follows from
the induction hypothesis, COMP and S4.
Theorem 4.2. `MEP♦K− ∀xφ → φ (t/x) for all φ ∈ τ and for all closed t ∈LA.
16
Proof. For every closed t ∈LA, there is a n ∈N such that `Q t = n and, hence, `MEP♦K− t = n. Theorem
3.3 implies that `MEP♦K− ∀xφ → φ (n/x) for any n ∈N. Then use Lemma 4.1 and the fact that MEQ− ⊆
MEP♦K− to derive the desired conclusion.
Theorem 4.2 is restricted to closed terms, e.g. s(0)× 0, while one would also like to know whether
open terms, e.g. x×0, are eligible for universal instantiation and existential generalisation in τ-contexts.
The proof of Theorem 4.2 relied indirectly on the induction scheme by the fact that it invoked Theorem
3.3. The proofs used in the next subsection will make more direct use of the induction scheme.
4.2 Any arithmetical terms
One can prove that not only closed but also open arithmetical terms are eligible for universal instantiation
and existential generalisation in τ-contexts.
Corollary 4.3 (Lemma 3.2). `MEP♦K− ∀xφ →∀xφ (s(x)).
Proof. Left to the reader.
Lemma 4.4. `MEP♦K− ∀x∀y∀z(x= y+ z→ (φ ↔ φ ((y+ z)/x))) for all φ ∈ τ .
Proof. The proof is by the induction principle.
First, one needs to prove that
∀x∀z(x= 0+ z→ (φ ↔ φ ((0+ z)/x))) .
It is an instantiation of SUB that x= z→ (φ ↔ φ (z/x)). It is a theorem of P that z= 0+z. Therefore,
by Lemma 4.1, it follows that
x= 0+ z→ (φ ↔ φ ((0+ z)/x)) .
Second, one needs to prove that for all y, if
∀x∀z(x= y+ z→ (φ ↔ φ ((y+ z)/x))) ,
then
∀x∀z(x= s(y)+ z→ (φ ↔ φ ((s(y)+ z)/x))) .
It is provable in P that
s(y)+ z= s(y+ z) (25)
s(y+ z) = y+ s(z) (26)
s(y)+ z= y+ s(z) (27)
Hence, it follows from Corollary 4.3 and the antecedent of the induction hypothesis that
∀x∀z(x= y+ s(z)→ (φ ↔ φ ((y+ s(z))/x))) .
Given (27) and Lemma 4.1, it follows that
x= s(y)+ z→ (φ ↔ φ ((s(y)+ z)/x)) .
Application of UG and conditionalisation are the remaining steps.
Corollary 4.5. `MEP♦K− ∀xφ →∀y∀zφ (y+ z) for all φ ∈ τ .
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Proof. Left to the reader.
Lemma 4.6. `MEP♦K− ∀x∀y∀z(x= (y× z)+ z→ (φ ↔ φ (((y× z)+ z)/x)))
for all φ ∈ τ .
Proof. The proof is by the induction principle.
First, one needs to prove that
∀x∀z(x= (0× z)+ z→ (φ ↔ φ (((0× z)+ z)/x))) .
Suppose that x = (0× z)+ z. It is a theorem of P that 0× z = 0. Therefore, one can use Lemma 4.1
to deduce x = 0+ z. It is a consequence of the foregoing and Lemma 4.4 and Theorem 3.3 that φ ↔
φ ((0+ z)/x). Given the fact that `P 0× z= 0 and Lemma 4.1, it follows that φ ↔ φ (((0× z)+ z)/x).
Second, one has to prove that, if
∀x∀z(x= (y× z)+ z→ (φ ↔ φ (((y× z)+ z)/x))) ,
then
∀x∀z(x= (s(y)× z)+ z→ (φ ↔ φ (((s(y)× z)+ z)/x))) .
It is a theorem of P that s(y)× z = (y× z)+ z and, consequently, (s(y)× z)+ z = (y× z)+ z+ z. More-
over, is a consequence of Corollary 4.5 that ∀xφ → ∀yφ (y+ y/x). Hence, it follows from the induction
hypothesis that
∀x∀z(x= (y× z)+ z+ z→ (φ ↔ φ (((y× z)+ z+ z)/x))) .
Since `P (s(y)× z)+ z= (y× z)+ z+ z, one can use Lemma 4.1 to derive that
∀x∀z(x= (s(y)× z)+ z→ (φ ↔ φ (((s(y)× z)+ z)/x))) .
Conditionalisation and UG do the rest.
Lemma 4.7. `MEP♦K− ∀x∀y∀z(x= y× z→ (φ ↔ φ ((y× z)/x))) for all φ ∈ τ .
Proof. The proof is by the induction principle.
First, one needs to prove that
∀x∀z(x= 0× z→ (φ ↔ φ ((0× z)/x))) .
Suppose that x = 0× z. It is a theorem of P that 0 = 0× z. It follows that x = 0. By Lemma 3.1, it
is derivable that φ ↔ φ (0/x). Lemma 4.1 and the aforementioned theorem of P then entail that φ ↔
φ ((0× z)/x).
Second, one has to prove that for all y, if
∀x∀z(x= y× z→ (φ ↔ φ ((y× z)/x))) ,
then
∀x∀z(x= s(y)× z→ (φ ↔ φ ((s(y)× z)/x))) .
Suppose that x= s(y)×z. It is a theorem of P that s(y)×z= (y× z)+z. It is an instantiation of of Lemma
4.6 that x = (y× z)+ z→ (φ → φ (((y× z)+ z)/x)). By Lemma 4.1, it follows that x = (s(y)× z)→
(φ → φ ((s(y)× z)/x)).
Theorem 4.8. `MEP♦K− ∀xφ → φ (t/x) for all φ ∈ τ and for all t ∈LA.
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Proof. Left to the reader.
This answers the question at the end of Subsection 4.1, namely x× 0 is also eligible for universal
instantiation and existential generalisation in τ-contexts, just as s(0)×0 is.
At this point the question arises whether IND♦K provides a deductive explanation of
∀xφ → φ (t/x) for all φ ∈ τ and for all t ∈LA. (28)
The explanandum is (28), the explanans is IND♦K and, say, MEQ− is the background theory. The
first requirement on deductive explanations is satisfied: Theorem 4.8 says that MEP♦K− ` (28). It is
an open question whether the second requirement is satisfied. In other words, I don’t have a proof of
MEQ− 0 (28). So, it has not been established that INDK is a (potential) explanans of the eligibility of
all arithmetical terms for universal instantiation and existential generalisation in certain modal-epistemic
contexts, although one important element has been provided.
Theorem 4.8 has a couple of interesting consequences. These are the topic of the next subsection.
4.3 The knowability of order statements
In Section 2 it was pointed out that the decidability of order statements with Peano numerals and other
terms has philosophical significance. Clearly, one can express this in the language LA ∪{♦,K} as fol-
lows:
t = t ′→ ♦Kt = t ′; (29)
t < t ′→ ♦Kt < t ′. (30)
The further question is whether one can also prove it in MEP♦K−. Before backing up the affirmative
answer to this last question, I will briefly explain how this approach differs from a more widely known
approach.
As has been claimed several times before, for any closed terms t and t ′, ifN |= t = t ′, then `Q t = t ′.
There is a rudimentary formula Pr fQ (pt = t ′q,y) (with pt = t ′q the Go¨del code of the sentence t = t ′)
such that it follows from the latter that `Q ∃yPr fQ (pt = t ′q,y). Whence it follows that `Q t = t ′ →
∃yPr fQ (pt = t ′q,y). Likewise for t < t ′. The details can be found in (Boolos et al, 2003). Ergo, one
can already express in LA and prove in Q the provability of order statements with closed terms. Yet,
this proceeds via Go¨del coding, whereas no such coding is needed in what follows. Moreover, the proof
predicate for Q is not factive (Boolos et al, 2003, p. 234-238), whereas the knowledge operator is. So the
exercise undertaken in this subsection is not pointless.
The affirmative answer alluded to earlier is to a large extent a consequence of Theorem 4.8.
Corollary 4.9 (Theorem 4.8). `MEP♦K− t = t ′→ ♦Kt = t ′.
Proof. An instantiation of SUB is the following:
x= y→ (♦Kx= x→ ♦Kx= y) .
Use COMP to derive from SI that ♦Kx= x. Hence,
x= y→ ♦Kx= y.
Then use UG and Theorem 4.8 to derive the desired conclusion.
Theorem 4.10. `MEP♦K− ∀x∀y(x< y→ ♦Kx< y).
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Proof. The proof is by the induction principle.6
First, one needs to prove that
∀x(x< 0→ ♦Kx< 0) .
This follows from the axiom that ¬∃x(x< 0).
Second, one needs to prove that
∀y(∀x(x< y→ ♦Kx< y)→∀x(x< s(y)→ ♦Kx< s(y))) .
It is an axiom that x < s(y)↔ (x= y∨ x< y). It is a theorem that y < s(y) and, hence by COMP,
♦Ky< s(y). It follows by SUB that ♦Kx< s(y). Suppose that x< y. Then use the induction hypothesis
and UG to infer that ♦Kx < y. It is a theorem that x < y→ x < s(y). It follows by COMP and S4 that
♦Kx< y→ ♦Kx< s(y). An application of modus ponens does the rest.
Corollary 4.11. `MEP♦K− t < t ′→ ♦Kt < t ′.
Proof. From Theorems 4.10 and 4.8.
On the one hand, the knowability of order statements is provable in MEP♦K−.7 On the other hand, it
is not the case that order relations even between Peano numerals are known.
Theorem 4.12. 0MEP♦K− 0 = 0→ K0 = 0.
Proof. Consider the model described in the proof of Theorem 3.4. Change the clause for A(w2,a) to
/0.
Theorem 4.13. 0MEP♦K− 0 < s(0)→ K0 < s(0).
Proof. Consider the model described in the proof of Theorem 3.4. Change the clause for A(w2,a) to
/0.
So, notwithstanding the fact that Peano numerals are canonical, order statements with only Peano
numerals are not always known, although they are knowable.
5 Conclusion
Two goals were set out in Sections 1 and 2. The first goal was to shed some light on why Peano numerals
are canonical terms, i.e. terms that are eligible for existential generalisation in epistemic contexts. In other
words, the intimate connection between Peano numerals and de re knowledge about natural numbers was
in need of an explanation. The second goal was to illuminate why all arithemetical terms can be used
for indirect answers to questions about numbers or are eligible for existential quantification in certain
modal-epistemic contexts, called τ-contexts. In other words, the connection between arithmetical terms
and possible de re knowledge about natural numbers was open for investigation.
It was argued that the full standard induction scheme provides a potential deductive explanation for the
canonicity of Peano numerals. With the standard induction scheme, one can deduce that Peano numerals
6The proof is almost identical to the proof in (Heylen, 2013, p. 95), with the box operator replaced by the knowledge operator.
7In (Horsten, 2005, p. 249-251) and (Heylen, 2009, p. 224-225) it is proved that in Carnap-style intensional arithmetic identity
statements and distinctness statements are knowable if true. In (Horsten, 2005) the second-order axiom of induction is used, whereas
in (Heylen, 2009) the first-order induction scheme is used. See (Heylen, 2010, p. 370, fn. 9) for a more detailed comparison between
the results. A major difference between the proofs in (Horsten, 2005) and (Heylen, 2009) on the one hand and the proof here is
that the former make use of the postulate that Peano terms can be used in existential generalisation, whereas that is a theorem in the
framework used here. Also interesting from the perspective of this paper are the discussions in (Horsten, 2005, p. 256 fn. 11) and
(Heylen, 2009, p. 222-229, 231-232) of the soundness of induction in intensional arithmetic.
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are canonical (Theorem 3.3). Without it, one cannot (Theorem 3.14). So, the full standard induction
scheme provides at least a potential explantion for the canonicity of Peano numerals. Moreover, variations
on the induction scheme lead to variations in which sets of terms are canonical. However, the question
of the truth of the full standard induction scheme and the external question of why to prefer it over other
schemes has not been answered (Subsection 3.4).
It was also argued that the full standard induction scheme provides a first step in a deductive explana-
tion for the eligibility of all arithmetical terms in τ-contexts. With it, one can deduce the eligibility result
(Theorem 4.8). An important open question is whether the full standard induction scheme is an essential
ingredient in explaining why all arithmetical terms are eligible for universal instantiation and existential
generalisation in τ-contexts. An affirmative answer is needed for thinking that the full standard induction
scheme provides a potential explanation.
This article focused on Peano numerals rather than Hindu-Arabic numerals as canonical names for
numbers. The reasons for this are explained in Section 2 and Subsection 3.4. It is an open question
whether the same explanation strategy can be used to explain the canonicity of Hindu-Arabic numerals.
Another limitation of this article is that the problem of big numerals has not been solved, although the
result obtained in Subsection 3.1 is claimed to be an important restriction on possible solutions to that
problem (Subsection 3.4).
An important subtheme is non-extensionality (Subsection 3.3). Even provable identities are not al-
ways substitutable in epistemic contexts. Finally, it was shown that order statements are knowable, al-
though even order statements with only Peano numerals are not always known (Subsection 4.3).
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