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Resumo
Este trabalho versa sobre varia´veis complexas, em particular sobre o teorema
integral de Cauchy, suas consequ¨eˆncias e aplicac¸o˜es.
Como consequ¨eˆncia do teorema integral de Cauchy temos o teorema dos res´ıduos,
pec¸a chave para o desenvolvimento deste trabalho.
Nas aplicac¸o˜es nos concentramos no estudo das transformadas integrais como
metodologia na resoluc¸a˜o de equac¸o˜es diferenciais parciais, em particular no ca´lculo da
inversa˜o das transformadas de Laplace, Fourier e Hankel, bem como na justaposic¸a˜o das
transformadas.
Para inversa˜o da justaposic¸a˜o das transformadas nos concentramos no me´todo
de Cagniard e algumas de suas variac¸o˜es.
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Abstract
This work is about complex variables, in particular about Cauchy’s integral
theorem and its consequences and applications.
We have, as consequences of Cauchy’s integral theorem, Cauchy’s theorem and
the residue theorem, a keynote to the development of this work.
As for the applications, our main objective was to study the integral transforms
as a method to solve partial differential equations and, specifically, the inversion of the
Laplace, Fourier and Hankel transforms, in the same way, the juxtaposition of transforms.
In order to invert the juxtaposition of transforms our main concern was to study
Cagniard’s method and some of its variations.
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Introduc¸a˜o
O teorema dos res´ıduos e´ um dos mais belos e poderosos resultados da ana´lise
complexa. E´ uma consequ¨eˆncia da chamada fo´rmula integral de Cauchy [1789− Augustin
Louis Cauchy − 1827] que, tem como outra consequ¨eˆncia o teorema de Cauchy, tambe´m
conhecido como teorema de Cauchy - Goursat [1858 − Edouard Goursat − 1936] visto
que este u´ltimo provou o teorema enfraquecendo as hipo´teses.
O referido teorema, dentre outras aplicac¸o˜es, e´ uma importante ferramenta no
ca´lculo de integrais reais via varia´veis complexas. Em particular, na inversa˜o das trans-
formadas1 integrais, dentre elas as transformadas de Laplace [1749 − Pierre Simon de
Laplace − 1827] e Fourier [1768 − Jean-Baptiste Joseph Fourier −1830], isto e´, para
recuperar a soluc¸a˜o do problema de partida deve-se efetuar uma integrac¸a˜o no plano
complexo, que, no caso espec´ıfico da transformada de Laplace e´ feito mediante os con-
tornos de Bromwich [1875 − Thomas John Ianson Bromwich − 1929].
Por outro lado, uma equac¸a˜o diferencial parcial linear de segunda ordem, tendo
domı´nio espacial infinito ou semi-infinito e condic¸o˜es de contorno especificadas pode ser
resolvida atrave´s da metodologia das transformadas de Fourier e Hankel[1839 − Hermann
Hankel − 1873] na parte espacial e Laplace, para eliminar a dependeˆncia temporal, o
chamado me´todo da justaposic¸a˜o de transformadas. Este belo e poderoso me´todo nos
conduz, em geral, a equac¸o˜es alge´bricas, cujas soluc¸o˜es sa˜o, na maioria dos casos, mais
simples de serem obtidas. Neste ponto, para recuperar a soluc¸a˜o do problema de partida,
deve-se calcular as transformadas inversas. A ordem de inversa˜o das transformadas, em
geral, depende do problema em considerac¸a˜o.
No caso da justaposic¸a˜o menciona-se o me´todo proposto por Cagniard [1900 −
Louis Paul Emile Cagniard− 1971] [1], que reduz o problema de inversa˜o da transformada
numa integral conhecida a qual e´ obtida por inspec¸a˜o. Outros me´todos aparecem na lite-
ratura como modificac¸o˜es do me´todo de Cagniard, em particular cita-se o me´todo de de
Hoop[2] que modifica o me´todo para problemas envolvendo pulsos s´ısmicos, Gakenheimer-
Miklowitz [3] que adaptaram o me´todo para o estudo de propagac¸a˜o de ondas transientes,
num meio homogeˆneo e isotro´pico e Murrel-Ungar [4] que retomam o problema de pulsos
s´ısmicos propondo o me´todo das transformadas diferenciais.
1A metodologia das transformadas supo˜e que o problema auxiliar(transformado) e´, em geral, mais
simples de ser solucionado, ou seja, transfere a dificuldade do problema de partida para o ca´lculo da
transformada inversa, ou ainda na recuperac¸a˜o da soluc¸a˜o do problema de partida.
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Este trabalho esta´ disposto da seguinte maneira: apo´s uma abordagem detalha-
da da teoria ba´sica de func¸o˜es de uma varia´vel complexa, apresentada no primeiro
cap´ıtulo, conclui-se com o importante teorema dos res´ıduos. No segundo cap´ıtulo passa-
se ao estudo da metodologia das transformadas integrais, em particular, as transformadas
de Laplace, Hankel e Fourier. O terceiro cap´ıtulo e´ todo dedicado ao estudo das equac¸o˜es
diferenciais parciais, lineares e de segunda ordem. A classificac¸a˜o de uma equac¸a˜o dife-
rencial parcial e de segunda ordem e´ apresentada e estudada.
O objetivo do quarto cap´ıtulo e´ a apresentac¸a˜o do me´todo de Cagniard que
originalmente foi proposto para resolver equac¸o˜es diferenciais parciais advindas de proble-
mas de propagac¸a˜o de pulsos s´ısmicos. O cap´ıtulo e´ conclu´ıdo com o me´todo proposto
por de Hoop, isto e´, uma conveniente mudanc¸a no me´todo de Cagniard. O cap´ıtulo cinco
apresenta uma se´rie de aplicac¸o˜es envolvendo a metodologia anteriormente estudada, em
particular estuda-se uma equac¸a˜o de onda anisotro´pica gerada por uma func¸a˜o do tipo
impulso.
Devido a esta func¸a˜o impulso apresenta-se, como um apeˆndice, um breve estudo
da func¸a˜o delta de Dirac. Num outro apeˆndice apresenta-se o laplaciano em coordenadas
cil´ındricas e esfe´ricas. Finaliza-se o trabalho com as concluso˜es.
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Cap´ıtulo 1
Teorema de Cauchy
Neste primeiro cap´ıtulo vamos introduzir os conceitos, relativos a` ana´lise complexa,
necessa´rios para a apresentac¸a˜o do teorema dos res´ıduos que, dentre outras aplicac¸o˜es, e´
de fundamental importaˆncia no ca´lculo de integrais reais e, em particular, no ca´lculo da
transformada inversa, isto e´, recuperamos a func¸a˜o transformada ou mesmo a soluc¸a˜o de
um problema de valores no contorno ou de um problema de valor inicial.
Sa˜o apresentadas algumas definic¸o˜es e resultados preliminares a fim de que
possamos enunciar e demonstrar treˆs verso˜es da fo´rmula integral de Cauchy. A partir
da terceira versa˜o da fo´rmula integral de Cauchy apresentamos a versa˜o mais geral do
teorema de Cauchy, o assim chamado teorema de Cauchy-Goursat.
Conclu´ımos o cap´ıtulo com a introduc¸a˜o do conceito de res´ıduo e do teorema dos
res´ıduos que, junto ao lema de Jordan, se constitui numa das ferramentas fundamentais
para, por exemplo, calcular integrais reais via varia´veis complexas, mais precisamente,
func¸o˜es anal´ıticas.
1.1 Integrac¸a˜o no plano complexo
Definic¸o˜es
1.1 Seja G ⊆ IC um domı´nio. Uma func¸a˜o γ : [a, b] ⊆ IR −→ IC e´ uma curva se
for cont´ınua.
1.2 Uma curva γ(t) e´ dita regular se sua derivada γ′(t) existe e e´ cont´ınua ∀ t
∈ [a, b].
1.3 Uma curva γ e´ dita regular por partes se existir uma partic¸a˜o de [a, b], a
= t0 < t1< ...< tn = b tal que γ e´ regular em cada [ti−1, ti] para 1 ≤ i ≤ n.
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1.4 Sejam G ⊆ IC um domı´nio (regia˜o aberta e conexa), γ : [a, b] ⊆ IR −→ IC
uma curva regular por partes e f : G −→ IC cont´ınua. Indicando a derivada de γ(t) por
γ′(t) definimos a integral de f sobre γ por:
∫
γ
f(z)dz =
∫ b
a
f(γ(t)) γ′(t)dt.
Lema 1.1 Regra de Leibniz (1646 − Gottfried Wilhelm Leibniz − 1716)
Sejam ϕ(s, t) : [a, b]× [c, d] −→ IC uma func¸a˜o cont´ınua e g : [c, d] −→ IC definida
por g(t) =
∫ b
a
ϕ(s, t)ds. Enta˜o g e´ cont´ınua. Ale´m disso, se
∂
∂t
ϕ : [a, b]× [c, d] −→ IC
existe e e´ cont´ınua enta˜o g e´ continuamente diferencia´vel e g′(t) =
∫ b
a
∂
∂t
ϕ(s, t)ds.
Demonstrac¸a˜o: Claramente g e´ cont´ınua, uma vez que ϕ o e´. Observemos que se
provarmos que g e´ diferencia´vel, com g′ como acima, enta˜o seguira´ da primeira parte e da
continuidade de
∂ϕ
∂t
que g′ e´ cont´ınua. Sendo assim, devemos apenas verificar que g′(t)
=
∫ b
a
∂
∂t
ϕ(s, t)ds. Fixemos um ponto t0 ∈ [c, d]. Seja ε > 0 e denotemos ∂ϕ
∂t
por ϕ2.
Desta forma, ϕ2 e´ uniformemente cont´ınua em [a, b] × [c, d], ou seja, dado ε > 0 existe
δ > 0 tal que: |ϕ2(s′, t′) − ϕ2(s, t)| < ε se (s − s′)2 + (t − t′)2 < δ2. Em particular
|ϕ2(s, t)− ϕ2(s, t0)| < ε se |t− t0| < δ e a ≤ s ≤ b.
As condic¸o˜es acima implicam que para |t− t0| < δ e a ≤ s ≤ b,
∣∣∣∣∫ t
t0
[ϕ2(s, u)− ϕ2(s, t0)]du
∣∣∣∣ ≤ ε|t− t0|.
Mas para s fixo em [a, b], Φ(t) = ϕ(s, t)−ϕ(s, t0) e´ uma primitiva de ϕ2(s, t0). Aplicando
o teorema fundamental do ca´lculo na desigualdade acima temos:
|ϕ(s, t)− ϕ(s, t0)− (t− t0)ϕ2(s, t0)| ≤ ε|t− t0| ∀ s, se |t− t0| < δ.
Pela definic¸a˜o de g temos que:
∣∣∣∣∣g(t)− g(t0)t− t0 −
∫ b
a
ϕ2(s, t)ds
∣∣∣∣∣ ≤ ε (b− a) se 0 < |t− t0| < δ,
o que mostra o resultado desejado
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Corola´rio 1.1: Se |z| < 1 enta˜o
∫ 2pi
0
eis
eis − z ds = 2pi.
Demonstrac¸a˜o: Seja ϕ : [0, 2pi]× [0, 1] −→ IC definida por ϕ(s, t) = e
is
eis − tz com z ∈ IC
fixo e tal que, |z| < 1. Sendo assim, ϕ tem derivada parcial cont´ınua em relac¸a˜o a t e
vale
∂ϕ
∂t
= − e
is(−z)
(eis − tz)2 .
Pela regra de Leibniz g(t) =
∫ 2pi
0
ϕ(s, t) ds e´ cont´ınua, diferencia´vel e
g′(t) =
∫ 2pi
0
zeis
(eis − tz)2 ds.
Para t fixo temos que a func¸a˜o φ(s) =
zi
eis − tz e´ tal que φ
′(s) =
−zieisi
(eis − tz)2 =
zeis
(eis − tz)2 ,
de onde segue-se que g′(t) = φ(2pi)− φ(0) = 0⇒ g e´ constante. Como g(0) = 2pi temos
que g(1) =
∫ 2pi
0
eis
eis − z ds = 2pi que e´ justamente o que quer´ıamos demonstrar
Tendo em vista o resultado do Corola´rio 1.1 bem como o Lema 1.1 vamos,
atrave´s de um caso particular, introduzir a fo´rmula integral de Cauchy, que sera´ o resul-
tado mais importante desta sec¸a˜o.
1.1.1 Caso particular da fo´rmula integral de Cauchy
Proposic¸a˜o: Sejam G um domı´nio, f : G −→ IC anal´ıtica, isto e´, dado a ∈ G f tem
derivadas de todas as ordens em a, e B(a, r) ⊆ G (r > 0) a bola de centro a e raio r. Se
γ(t) = a+ reit para 0 ≤ t ≤ 2pi, enta˜o
f(z) =
1
2pii
∫
γ
f(w)
w − zdw
para |z − a| < r.
Demonstrac¸a˜o: Consideremos inicialmente o caso particular1 a = 0 e r = 1.
1O caso geral se reduz a esse se tomarmos G1 = { 1r (z − a), z ∈ G} e g(z) = f(a+ rz).
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Seja z fixo tal que |z| < 1 de onde
f(z) =
1
2pii
∫
γ
f(w)
w − zdw =
1
2pii
∫ 2pi
0
f(eis)
eis − z ie
isds⇐⇒ (1.1)
∫ 2pi
0
f(eis)
eis − z e
isds− 2pif(z) = 0⇐⇒
∫ 2pi
0
[
f(eis)
eis − z e
is − f(z)
]
ds = 0. (1.2)
Utilizamos a regra de Leibniz para a func¸a˜o ϕ(s, t) =
f [z + t(eis − z)]eis
eis − z − f(z) t ∈ [0, 1]
e s ∈ [0, 2pi]. Como |z+t(eis−z)| = |z(1−t)+teis| ≤ |z|(1−t)+t < 1−t+t = 1, segue-se
que ϕ esta´ bem definida. Sendo assim, g(t) =
∫ 2pi
0
ϕ(s, t) ds tem derivada cont´ınua e
g′(t) =
∫ 2pi
0
∂ϕ
∂t
ds. Ale´m disso, pela definic¸a˜o de ϕ temos que:
∂ϕ
∂t
=
eis
eis − z f
′[z + t(eis − z)](eis − z) = eisf ′[z + t(eis − z)].
Seja φ(s) = − i
t
f [z+t(eis−z)] com t ∈ (0, 1]. Enta˜o φ′(s) = − i
t
f ′[z+t(eis−z)](iteis) =∂ϕ
∂t
.
Sendo assim, podemos escrever, pelas definic¸o˜es de φ e de g, que
g′(t) =
∫ 2pi
0
∂ϕ
∂t
ds =
∫ 2pi
0
φ′(s) ds = φ(2pi)− φ(0) = 0.
Sendo assim, g′(t) e´ cont´ınua e g(t) e´ constante. Como g(0) =
∫ 2pi
0
[
f(z)eis
eis − z − f(z)
]
ds =
f(z)
∫ 2pi
0
eis
eis − zds − 2pif(z) e pelo Corola´rio 1.1 temos que
∫ 2pi
0
eis
eis − z ds = 2pi, sendo
assim, conclu´ımos que g(0) = 0 e consequ¨entemente g(1) = 0.
Pela definic¸a˜o de g(t) temos que, ϕ(s, 1) = 0, ou seja,
f(eis)eis
eis − z − f(z) = 0.
Pelas equac¸o˜es (1.1) e (1.2) conclu´ımos que:
f(z) =
1
2pii
∫
γ
f(w)
w − z dw,
o que conclui a demonstrac¸a˜o
1.2 Fo´rmula integral de Cauchy
De modo a mostrarmos nosso resultado fundamental, isto e´, o teorema de Cauchy opta-
mos pelo caminho: a partir do conceito de ı´ndice de uma curva e de algumas propriedades
a ele relacionadas, bem como de dois lemas, vamos enunciar e demonstrar nossas treˆs
6
verso˜es da fo´rmula integral de Cauchy. A primeira versa˜o envolve propriedades associ-
adas a uma func¸a˜o anal´ıtica com respeito ao interior de uma curva fechada, a segunda
envolve as mesmas propriedades da primeira para uma famı´lia de curvas fechadas e pode
ser vista como um lema para a terceira e mais completa versa˜o, que envolve as derivadas
da func¸a˜o e a partir da qual vamos demonstrar o teorema dos res´ıduos. As treˆs verso˜es
da fo´rmula integral de Cauchy veˆem dadas em termos de teoremas.
Definic¸a˜o 1.5: (´Indice de uma curva) Seja γ : [b, c] ⊆ IR −→ IC uma curva regular
por partes2 e fechada, i.e., γ(b) = γ(c). Enta˜o, para todo a na˜o pertencente a` imagem da
curva γ, que denotamos por {γ}, o ı´ndice de γ com respeito a a, denotado por n(γ; a), e´
definido atrave´s da integral:
n(γ; a) =
1
2pii
∫
γ
dz
z − a.
Proposic¸a˜o: O ı´ndice de uma curva e´ um nu´mero inteiro.3
Demonstrac¸a˜o: Seja g : [0, 1] −→ IC definida por:
g(t) =
∫ t
0
γ′(s)
γ(s)− a ds.
Pela definic¸a˜o de g temos, g(0) = 0, g(1) =
∫
γ
dz
z − a e g
′(t) =
γ′(t)
γ(t)− a . Sendo
f(t) = e−g(t)[γ(t)− a] temos
df
dt
=
d
dt
e−g(γ − a) = e−g γ′ − g′e−g(γ − a) = e−g[γ′ − γ′(γ − a)−1(γ − a)] = 0.
Sendo assim, f e´ uma func¸a˜o constante e consequ¨entemente f(0) = f(1), ou
seja, podemos escrever
e−g(0)[γ(0)− a] = e−g(1)[γ(1)− a].
Visto que, γ(0) = γ(1) e g(0) = 0 temos que 1= e−g(1) de onde segue-se −g(1) =
2kpii com k ∈ ZZ. Portanto, para algum k1 ∈ ZZ, temos∫
γ
dz
z − a = 2k1pii
de onde conclu´ımos que
1
2pii
∫
γ
dz
z − a ∈ ZZ
o que demonstra a proposic¸a˜o
2Nas demonstrac¸o˜es seguintes utilizamos, sem perda de generalidade, γ definida no intervalo [0, 1].
3O ı´ndice de γ em relac¸a˜o a a mede o “nu´mero l´ıquido”de voltas de γ ao redor do ponto z = a.
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Lema 1.2 Sejam γ : [b, c] ⊆ IR −→ IC uma curva regular por partes e φ definida e
cont´ınua sobre γ. Para cada m ∈ IN seja
Fm(z) =
∫
γ
φ(w)
(w − z)m dw com z 6∈ {γ}.
Enta˜o, cada Fm e´ anal´ıtica em A = {z ∈ IC | z 6∈ {γ} } e F ′m(z) = m Fm+1(z).
Demonstrac¸a˜o: Mostremos primeiramente que Fm e´ cont´ınua. Uma vez que, {γ} e´ um
subconjunto compacto4 de IC e φ e´ cont´ınua em {γ}, φ e´ limitada em {γ}5, i.e., ∃ M > 0
tal que: |φ(w)| ≤ M ∀ w ∈ {γ}.
A partir da expressa˜o
1
(w − z)m −
1
(w − a)m =
[
1
w − z −
1
w − a
] m∑
k=1
1
(w − z)m−k
1
(w − a)k−1
= (z − a)
[
1
(w − z)m(w − a) +
1
(w − z)m−1(w − a)2 + · · ·+
1
(w − z)(w − a)m
]
.
segue-se
φ(w)
(w − z)m −
φ(w)
(w − a)m =
= (z − a)
[
φ(w)
(w − z)m(w − a) +
φ(w)
(w − z)m−1(w − a)2 + · · ·+
φ(w)
(w − z)(w − a)m
]
.
ou ainda, apo´s a integrac¸a˜o, a seguinte igualdade∫
γ
φ(w)
(w − z)mdw −
∫
γ
φ(w)
(w − a)mdw = (z − a)
[∫
γ
φ(w)dw
(w − z)m(w − a) + · · · (1.3)
+
∫
γ
φ(w)dw
(w − z)(w − a)m
]
,
de onde conclu´ımos que
4Por definic¸a˜o um subconjunto A e´ dito compacto se dada uma cobertura aberta M de A podemos
extrair de M uma subcobertura finita, mas como todo subconjunto fechado e limitado de IC e´ completo
e totalmente limitado, temos que em IC um subconjunto ser compacto equivale a ser fechado e limitado.
Os detalhes destes fatos podem ser encontrados na refereˆncia [5].
5Os detalhes deste fato podem ser encontrados na refereˆncia [5].
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|Fm(z)− Fm(a)| ≤ |z − a|M
[∫
γ
|dw|
|w − z|m|w − a| + · · ·+
∫
γ
|dw|
|w − z||w − a|m
]
.
Por outro lado, seja r = d(a, { γ }). Se |z − a| < δ < r
2
enta˜o:
|Fm(z)− Fm(a)| ≤ δM
[∫
γ
|dw|
|w − z|m|w − a| + · · ·+
∫
γ
|dw|
|w − z||w − a|m
]
.
Como z 6∈ {γ}, |w − z| > r
2
, |w − a| > r
2
e sendo L(γ) o comprimento de {γ} temos:
|Fm(z)− Fm(a)| ≤ δM
[
2m+1L(γ)
rmr
+ · · ·+ 2
m+1L(γ)
rrm
]
=
δM m 2m+1L(γ)
rm+1
.
Dado ε > 0 se tomarmos δ = min
[
r
2
;
rm+1ε
M2m+1mL(γ)
]
enta˜o Fm sera´ cont´ınua.
Vamos mostrar agora que Fm e´ anal´ıtica em A. Para isso, consideremos a e z ∈ A com
a 6= z. Pelo resultado da equac¸a˜o (1.3) temos:
Fm(z)− Fm(a)
z − a =
∫
γ
φ(w)(w − a)−1
(w − z)m dw + · · ·+
∫
γ
φ(w)(w − a)−m
w − z dw. (1.4)
Como a 6∈ {γ} a func¸a˜o φ(w)(w − a)k e´ cont´ınua em {γ} ∀ k ∈ {1,2, . . .m}.
Temos, em decorreˆncia da primeira parte da prova deste lema, que cada uma das integrais
acima e´ uma func¸a˜o cont´ınua para qualquer valor de z ∈ A. Tomado o limite z → a na
equac¸a˜o (1.4) podemos escrever, pela definic¸a˜o de F (m+ 1), que:
F ′m(a) =
∫
γ
φ(w)
(w − a)m+1 dw + · · · +
∫
γ
φ(w)
(w − a)m+1 dw = mFm+1(a).
o que completa a demonstrac¸a˜o
Lema 1.3 Sejam G ⊆ IC um domı´nio, f : G −→ IC uma func¸a˜o anal´ıtica e φ : G×G −→ IC
definida por:
φ(z, w) =
f(z)− f(w)
z − w se z 6= w e φ(z, z) = f
′(z).
Enta˜o φ e´ cont´ınua e para cada w ∈ G fixado, a func¸a˜o g(z) = φ(z, w) e´ anal´ıtica em G.
Demonstrac¸a˜o: Uma vez que z 6= w, a continuidade de φ e´ imediata. Sejam z0 ∈ G,
z0 6= w e δ < d(z0, w)
2
. A definic¸a˜o de δ implica que B(z0, δ), esta´ contida em G.
Tomemos z ∈ B(z0, δ). Vamos escrever o quociente g(z)− g(z0)
z − z0 na seguinte forma
9
g(z)− g(z0)
z − z0 =
f(z)−f(w)
z−w − f(z0)−f(w)z0−w
z − z0
=
f(z)z0 − f(z)w − f(w)z0 + f(w)w − f(z0)z + f(z0)w + f(w)z − f(w)w
(z − z0)(z − w)(z0 − w)
=
f(w)(z − z0)− [f(z)− f(z0)]w + f(z)z0 − f(z0)z
(z − z0)(z − w)(z0 − w)
=
f(w)(z − z0)− [f(z)− f(z0)]w + f(z)z0 − f(z0)z0 + f(z0)z0 − f(z0)z
(z − z0)(z − w)(z0 − w) .
Enfim, simplificando temos
g(z)− g(z0)
z − z0 =
f(w)
(z − w)(z0 − w) −
w + z0
(z − w)(z0 − w)
f(z)− f(z0)
z − z0 −
f(z0)
(z − w)(z0 − w) .
Como as equac¸o˜es acima sa˜o va´lidas para qualquer valor de z ∈B(z0, δ) podemos
tomar o limite z → z0 na equac¸a˜o acima, logo
g′(z0) =
f(w)
(z0 − w)2 −
w + z0
(z0 − w)2f
′(z0)− f(z0)
(z0 − w) ∀ z0 ∈ G, z0 6= w.
Consideremos agora o caso em que z0 = w, de onde segue-se, para o mesmo quociente,
g(z)− g(w)
z − w =
f(z)−f(w)
z−w − f ′(w)
z − w =
f(z)− f(w)− f ′(w)(z − w)
(z − w)2 .
Novamente tomando o limite z → w e utilizando a regra de L’Hoˆpital [1661 − Guillaume
Franc¸ois Antoine de L’Hoˆpital − 1704] temos:
lim
z→w
g(z)− g(w)
z − w = limz→w
f(z)− f(w)− f ′(w)(z − w)
(z − w)2
=lim
z→w
f ′(z)− f ′(w)
2(z − w) = limz→w
f ′′(z)
2
=
f ′′(w)
2
e, como por hipo´tese, f e´ anal´ıtica, g(z) tambe´m o e´, o que conclui a demonstrac¸a˜o
1.2.1 Fo´rmula integral de Cauchy (Primeira versa˜o)
A partir dos conceitos anteriormente apresentados passamos ao estudo da fo´rmula integral
de Cauchy. Neste trabalho, vamos discutir treˆs verso˜es da fo´rmula e suas respectivas
demonstrac¸o˜es.
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Teorema: Sejam G um subconjunto aberto de IC e f : G −→ IC uma func¸a˜o anal´ıtica.
Se γ e´ uma curva fechada e regular por partes em G tal que n(γ;w) = 0 para w ∈ IC−G
enta˜o, para a ∈ G−{γ} temos
n(γ; a)f(a) =
1
2pii
∫
γ
f(z)
z − a dz.
Demonstrac¸a˜o: Defina φ : G×G −→ IC por:
φ(z, w) =

f(z)− f(w)
z − w se z 6= w
f ′(z) se z = w.
Segue do Lema 1.2 que φ e´ cont´ınua e para cada w ∈ G, z 7−→ φ(z, w) e´ anal´ıtica. Seja
H = {w ∈ IC | n(γ;w) = 0}. Como n(γ; ·) e´ cont´ınua, H e´ aberto e ale´m disso, pela
hipo´tese, H ∪G = IC. Definamos g : IC −→ IC, atrave´s da expressa˜o
g(z) =

∫
γ
φ(z, w) dw se z ∈ G∫
γ
f(w)
w − z dw se z ∈ H.
Primeiramente vamos mostrar que g esta´ bem definida. Considere z ∈ G ∩H, enta˜o:
∫
γ
φ(z, w)dw =
∫
γ
f(w)− f(z)
w − z dw =
∫
γ
f(w)
w − z dw − f(z)
∫
γ
dw
w − z .
Como z ∈ H temos, por hipo´tese, que n(γ; z) = 0, ou seja,
∫
γ
dw
w − z = 0 logo:
∫
γ
f(w)
w − z dw =
∫
γ
φ(z, w)dw, se z ∈ H.
Sendo assim, g esta´ bem definida. Pelo Lema 1.2, g e´ anal´ıtica em todo IC, isto e´, g e´
inteira e podemos considerar o limite abaixo
lim
z→∞ g(z) = limz→∞
∫
γ
f(w)
w − z dw = 0.
A u´ltima igualdade se deve aos fatos de f ser limitada em {γ} e lim
z→∞
1
w − z = 0.
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Em particular, ∃ R > 0 tal que |g(z)| ≤ 1 se |z| ≥ R. Como g e´ limitada
em B(0, R) segue, do Teorema de Liouville6 [1809 − Joseph Liouville − 1882] que g e´
constante. Pela equac¸a˜o acima temos que g ≡ 0.
Se a ∈ G−{γ} temos:
0 = g(a) =
∫
γ
f(z)− f(a)
z − a dz =
∫
γ
f(z)
z − a dz − f(a)
∫
γ
dz
z − a dz.
Pela definic¸a˜o de ı´ndice de uma curva temos que
∫
γ
dz
z − a dz = 2pii n(γ; a), de onde
segue-se:
n(γ; a)f(a) =
1
2pii
∫
γ
f(z)
z − a dz
que e´ o resultado desejado
1.2.2 Fo´rmula integral de Cauchy (Segunda versa˜o)
Teorema: Sejam G um aberto de IC e f : G −→ IC anal´ıtica. Sejam γ1, . . . , γm curvas
fechadas e regulares por partes, em G, tais que:
n(γ1;w) + . . . + n(γm;w) = 0 ∀ w ∈ IC \G.
Enta˜o para todo a ∈ G tal que a 6∈ {γ1} ∪ . . . ∪ {γm} temos:
f(a)
m∑
k=1
n(γk; a) =
m∑
k=1
1
2pii
∫
γk
f(z)
z − a dz.
Demonstrac¸a˜o: Procedemos de maneira ana´loga a` demonstrac¸a˜o anterior definindo
φ : G×G −→ IC por:
φ(z, w) =

f(z)− f(w)
z − w se z 6= w
f ′(z) se z = w.
Seja H = {w ∈ IC | n(γ1;w) + . . . + n(γm;w) = 0}. Como n(γ1;w) + . . . + n(γm;w)
= 0, f e´ cont´ınua, H e´ aberto e por hipo´tese, IC = G ∪H. Defina g : IC −→ IC por:
6Se f e´ uma func¸a˜o inteira e limitada enta˜o f e´ constante. A demonstrac¸a˜o do teorema pode ser
encontrada na refereˆncia [6].
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g(z) =

m∑
k=1
∫
γk
φ(z, w)dw se z ∈ G
m∑
k=1
∫
γk
f(w)
w − z se z ∈ H.
Ca´lculos ana´logos aos da demonstrac¸a˜o anterior mostram que g esta´ bem definida, e´ in-
teira e limitada, ou seja, g e´ constante. Novamente tomando o limite lim
z→∞ g(z) conclu´ımos
que g ≡ 0. Se a ∈ G−{{γ1} ∪ . . . ∪ {γm}} enta˜o:
0 = g(a) =
m∑
k=1
∫
γ
f(z)− f(a)
z − a dz =
m∑
k=1
∫
γ
f(z)
z − a dz − f(a)
m∑
k=1
∫
γ
dz
z − a dz.
Pela definic¸a˜o de ı´ndice temos que:
f(a)
m∑
k=1
n(γk; a) =
m∑
k=1
1
2pii
∫
γk
f(z)
z − a dz.
que e´ o resultado desejado.
1.2.3 Fo´rmula integral de Cauchy (Terceira versa˜o)
Teorema: Sejam G um domı´nio de IC, f : G −→ IC anal´ıtica e γ1, . . . , γm curvas
fechadas e regulares por partes, em G, tais que:
n(γ1;w) + . . . + n(γm;w) = 0 ∀ w ∈ IC \G.
Enta˜o para todo a ∈ G tal que a 6∈ {γ1} ∪ . . . ∪ {γm} temos:
f (k)(a)
m∑
j=1
n(γj; a) = k!
m∑
j=1
1
2pii
∫
γj
f(z)
(z − a)k+1 dz.
Demonstrac¸a˜o: O resultado desejado seguira´ de uma combinac¸a˜o do Lema 1.2 com a
segunda versa˜o da fo´rmula integral de Cauchy.
Consideremos a func¸a˜o Fn(z) =
m∑
j=1
∫
γj
f(w)
(w − z)n dw. Pela segunda versa˜o da
fo´rmula integral de Cauchy, temos:
f(a)
m∑
j=1
n(γj; a) =
m∑
j=1
1
2pii
∫
γj
f(z)
z − a dz =
1
2pii
F1(a).
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Temos, pelo resultado do Lema 1.2, que F ′m(z) = m Fm+1(z) sendo assim, derivando k
vezes a expressa˜o acima em relac¸a˜o a a, temos:
f (k)(a)
m∑
j=1
n(γj; a) =
1
2pii
k! Fk+1(a) = k!
m∑
j=1
1
2pii
∫
γj
f(z)
(z − a)k+1 dz.
o que demonstra o resultado7
1.3 O teorema de Cauchy
A seguir encontra-se o teorema de Cauchy, que foi originalmente demonstrado pelo
mesmo utilizando-se como hipo´tese uma func¸a˜o anal´ıtica com primeira derivada cont´ınua.
Sua demonstrac¸a˜o foi obtida atrave´s do teorema de Green e das condic¸o˜es de Cauchy-
Riemann[7].
Goursat provou o teorema sem impor a continuidade da derivada primeira, por
esta raza˜o, o teorema a seguir e´ tambe´m conhecido como teorema de Cauchy-Goursat.
A demonstrac¸a˜o proposta por Goursat [8] e´ feita inicialmente para curvas triangulares e
fechadas e depois estendida para quaisquer curvas fechadas e regulares por partes.
Neste trabalho a demonstrac¸a˜o que sera´ dada para o referido teorema [6] seguira´
da segunda versa˜o da fo´rmula integral de Cauchy. Esta demonstrac¸a˜o foi escolhida por
ser mais simples e direta que a demonstrac¸a˜o original.
1.3.1 Teorema de Cauchy-Goursat
Teorema: Sejam G ⊂ IC um domı´nio, f : G −→ IC uma func¸a˜o anal´ıtica e γ1, . . . , γm
curvas fechadas e regulares por partes tais que:
m∑
k=1
n(γk;w) = 0 ∀ w 6∈ G, enta˜o
m∑
k=1
∫
γk
f(z) dz = 0.
Demonstrac¸a˜o: Consideremos a func¸a˜o g(z) = f(z)(z − a). Como f e´ anal´ıtica g
tambe´m o e´, ale´m disso,
m∑
k=1
n(γk;w) = 0, sendo assim, podemos aplicar a segunda versa˜o
da fo´rmula integral de Cauchy para g(z):
7Note que para k = 0 recuperamos o resultado da segunda fo´rmula integral de Cauchy.
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m∑
k=1
∫
γk
f(z) dz =
m∑
k=1
∫
γk
g(z)
z − a dz =
2piig(a)
m∑
k=1
n(γk;w) = 2piif(a)(a− a)
m∑
k=1
n(γk;w) = 0,
que mostra, de maneira mais imediata, o resultado desejado
1.4 Res´ıduos
Para que possamos passar ao resultado de maior aplicabilidade desta sec¸a˜o, a partir
do qual podemos calcular integrais reais via varia´veis complexas, que sera´ um conceito
vital para o ca´lculo das transformadas inversas8, devemos primeiramente introduzir os
conceitos de ponto singular, se´rie de Laurent (1813 − Pierre Alphose Laurent − 1854)
bem como o conceito de res´ıduo. Enfim, conclu´ımos a sec¸a˜o com o lema de Jordan.
1.4.1 Singularidades
Nesta sec¸a˜o sa˜o estudadas func¸o˜es anal´ıticas em um disco furado, isto e´, um disco cujo
centro foi removido. Atrave´s do comportamento da func¸a˜o nas vizinhanc¸as do centro do
disco alguns resultados u´teis e interessantes sa˜o obtidos. Em particular, utilizamos estes
resultados para calcular algumas integrais reais. Passemos a definic¸a˜o e classificac¸a˜o de
um ponto singular.
Definic¸a˜o 1.6: Dizemos que uma func¸a˜o f tem uma singularidade isolada em a se f
na˜o e´ anal´ıtica em a, mas existe R > 0 tal que f e´ anal´ıtica em B(a,R) \ {a}.
Vamos ver, na Sec¸a˜o 1.4.4, que o ca´lculo do res´ıduo de uma func¸a˜o esta´ dire-
tamente relacionado com a classificac¸a˜o de pontos singulares, por esta raza˜o passamos
agora a` classificac¸a˜o de pontos singulares isolados.
Definic¸a˜o 1.7 Dizemos que um ponto singular a e´ uma singularidade remov´ıvel se existe
uma func¸a˜o anal´ıtica g em B(a,R) tal que g(z) = f(z) para 0 < |z − a| < R.
Definic¸a˜o 1.8Dizemos que um ponto singular isolado a e´ um po´lo de f se lim
z→a |f(z)| =∞,
ou seja, ∀ M > 0 ∃ δ > 0 tal que, se 0 < |z − a| < δ enta˜o |f(z)| > M . O menor inteiro
m tal que a func¸a˜o (z−a)mf(z) tem uma singularidade remov´ıvel em a e´ chamado ordem
do po´lo. Neste caso dizemos que a e´ um po´lo de ordem m.
Definic¸a˜o 1.9 No caso em que o ponto singular isolado a na˜o e´ uma singularidade
remov´ıvel nem um po´lo dizemos que a e´ uma singularidade essencial de f.
8Ver sec¸o˜es 2.2, 2.4, 2.5 e 2.6 do Cap´ıtulo 2.
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1.4.2 Se´rie de Laurent
Ale´m de ser uma pec¸a fundamental para uma demonstrac¸a˜o do teorema dos res´ıduos, o
chamado desenvolvimento em se´rie de Laurent nos permite analisar o comportamento de
uma func¸a˜o nas vizinhanc¸as de um ponto singular. Tal se´rie e´ obtida atrave´s do seguinte
teorema:
Teorema: Seja f(z) anal´ıtica no anel ann(a;R1, R2).
9 Enta˜o10
f(z) =
∞∑
n=−∞
an(z − a)n (1.5)
na qual a convergeˆncia e´ absoluta e uniforme sob o ann(a; r1, r2) se R1 < r1 < r2 < R2.
Ale´m disso, sendo R1 < r < R2 e o c´ırculo |z − a| < r, os coeficientes an sa˜o dados por:
an =
1
2pii
∫
γ
f(z)
(z − a)n+1dz. (1.6)
onde γ e´ uma curva fechada, regular por partes e contida em |z − a| < r.
Demonstrac¸a˜o: Sejam γ1 e γ2 respectivamente as curvas |z−a| = r1 e |z−a| = r2 com
r1 < r2. Pelo teorema de Cauchy-Goursat temos que para qualquer func¸a˜o g anal´ıtica em
ann(a;R1, R2) temos
∫
γ1
g =
∫
γ2
g. Em particular a integral da equac¸a˜o (1.6) independe
de r sendo assim, para cada inteiro n, an e´ uma constante. Desta forma, a func¸a˜o
f2 : B(a,R2) −→ IC dada por:
f2(z) =
1
2pii
∫
|z−a|=r2
f(w)
w − zdw,
onde |z−a| < r2, R1 < r2 < R2, esta´ bem definida e e´ anal´ıtica em B(a,R2). De maneira
ana´loga, se G = {z : |z − a| > R1} enta˜o a func¸a˜o f1 : G −→ IC definida por
f1(z) = − 1
2pii
∫
|w−a|=r1
f(w)
w − zdw,
onde |z − a| < r2, R1 < r1 < R2, e´ anal´ıtica em IC.
Seja R1 < |z − a| < R2 tomemos r1 e r2 de tal forma que R1 < r1 < |z − a| <
r2 < R2. Sejam γ1(t) = a + r1e
it e γ2(t) = a + r2e
it, 0 ≤ t ≤ 2pi. Consideremos um
segmento de reta λ unindo um ponto de γ2 a um ponto de γ1, pertencente ao mesmo raio,
como nos mostra a Figura 1.1. Para qualquer ponto z pertencente a` regia˜o delimitada
por γ1 e γ2 temos que n(γ2; z) = 1 e n(γ1; z) = 0.
9ann(a;R1, R2) e´ o anel de centro a e raios R1 e R2 (R1 < R2).
10Esta se´rie e´ u´nica.
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Sendo γ = γ2 + λ− γ1 − λ temos, pela fo´rmula integral de Cauchy, que
λ
−λ
γ1
γ2
z
a
Figura 1.1: Definic¸a˜o da curva γ.
f(z) =
1
2pii
∫
γ
f(w)
w − zdw =
1
2pii
∫
γ2
f(w)
w − z dw −
1
2pii
∫
γ1
f(w)
w − zdw = f2(z) + f1(z). (1.7)
Vamos expandir f1 e f2 em se´ries de poteˆncias, f2 tendo poteˆncias positivas de (z−a) e f1
negativas. A assim chamada se´rie de Laurent vira´ como consequ¨eˆncia do desenvolvimento
em se´rie da equac¸a˜o acima. Como f2 e´ anal´ıtica no disco B(a,R2) esta possui se´rie de
Taylor em torno de a e vale
f2(z) =
∞∑
n=0
an(z − a)n,
cujos coeficientes an sa˜o dados pela equac¸a˜o (1.6).
Definamos g(z), para 0 < |z| < 1
R1
, por: g(z) = f1
(
a+
1
z
)
; desta forma, 0 e´
uma singularidade isolada11 de g(z). Mostremos que z = 0 e´ uma singularidade remov´ıvel.
De fato, sejam r > R1, u(z) = d(z, C) onde C e´ a circunfereˆncia {w : |w − a| = r} e
M = max{|f(w)| : w ∈ C}. Enta˜o para |z − a| > r temos
|f(z)| ≤ Mr
u(z)
.
Como lim
z→∞u(z) =∞ temos
lim
z→0
g(z) = lim
z→0
f1
(
a+
1
z
)
= 0.
11Ver Sec¸a˜o 1.4.1.
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Sendo assim, se definirmos g(0) = 0 enta˜o g e´ anal´ıtica em B(0,
1
R1
), de onde podemos
tomar a se´rie de Maclaurin de g(z), dada por:
g(z) =
∞∑
n=1
Bnz
n ⇒ f1(z) =
∞∑
n=1
a−n(z − a)−n;
com coeficientes a−n dados pela equac¸a˜o (1.6). A partir da segunda igualdade da equac¸a˜o
(1.7) podemos escrever:
f(z) =
∞∑
n=−∞
an(z − a)n.
Como a convergeˆncia de f1 e f2 e´ absoluta e uniforme
12 em algum anel contido no
ann(a;R1, R2), o mesmo pode-se dizer da convergeˆncia da se´rie
∞∑
n=−∞
an(z − a)n.
A partir da convergeˆncia absoluta e uniforme de f , temos a unicidade da se´rie
de Laurent, pois se f(z) =
∞∑
n=−∞
an(z−a)n e a convergeˆncia e´ absoluta e uniforme, enta˜o
os coeficientes an devem ser dados pela equac¸a˜o (1.6)
Definic¸a˜o 1.10: Sejam f uma func¸a˜o com uma singularidade isolada em z = a e
f(z) =
∞∑
n=−∞
an(z − a)n
sua expansa˜o em se´rie de Laurent em torno de z = a. Definimos o res´ıduo de f em z = a,
denotado por Res(f ; a), como sendo o coeficiente a−1 da se´rie de Laurent.
A importaˆncia do res´ıduo fica clara ao observarmos que, para n = −1 a equac¸a˜o
(1.6) implica em a−1 =
1
2pii
∫
γ
f(z)dz. A generalizac¸a˜o deste conceito e´ dada pela
definic¸a˜o e pelo teorema que se seguem.
Definic¸a˜o 1.11: Sejam G um conjunto aberto e γ uma curva fechada e regular por
partes em G. Dizemos que uma curva γ e´ homoto´pica a zero e denotamos por γ ≈ 0, se
n(γ;w) = 0 para todo w em IC−G.
1.4.3 Teorema dos res´ıduos
SejamG um domı´nio e f : G −→ IC anal´ıtica exceto nas singularidades isoladas a1, · · · , am.
Se γ e´ uma curva fechada e regular por partes em G tal que, a1, · · · , am 6∈ {γ} e γ ≈ 0
enta˜o
1
2pii
∫
γ
f(z)dz =
m∑
k=1
n(γ; ak)Res(f ; ak). (1.8)
12Os detalhes da demonstrac¸a˜o deste fato podem ser encontrados na refereˆncia [6].
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Demonstrac¸a˜o: Sejam mk = n(γ; ak) para 1 ≤ k ≤ m. Como as singularidades
sa˜o isoladas existem nu´meros positivos r1, · · · , rm tais que B(ai, ri) ∩ B(aj, rj) = ∅ e
B(ai, ri) ∩ {γ} = ∅ ∀ 1 ≤ i, j ≤ m tal que i 6= j. Definamos γk(t) = ak + rk
exp(−2piimkt) para 0 ≤ t ≤ 1. Enta˜o para 1 ≤ p ≤ m temos13
n(γ; ap) +
m∑
k=1
n(γk; ap) = 0.
Como γ ≈ 0 e B(ak, rk) ⊂ G, segue-se
n(γ; a) +
m∑
k=1
n(γk; a) = 0
para todo a 6∈ G − {a1, · · · , am}. Como f e´ anal´ıtica em G − {a1, · · · , am} temos, pelo
teorema de Cauchy-Goursat, que:∫
γ
f(z)dz =
m∑
k=1
∫
γk
f(z)dz. (1.9)
Seja f(z) =
∞∑
n=−∞
bn(z− ak)n a se´rie de Laurent em torno de ak enta˜o esta se´rie converge
uniformemente em {B(ak, rk)} e consequ¨entemente
∫
γk
f(z)dz =
∞∑
n=−∞
bn
∫
γk
(z − ak)n.
Uma vez que, (z − ak)n tem primitiva para todo n 6= −1 temos que,
∫
γk
(z − ak)ndz = 0
se n 6= −1. Ale´m disso,
∫
γ1
(z − ak)−1dz = 2pii n(γk; ak)Res(f ; ak). Pela equac¸a˜o (1.9)
temos
1
2pii
∫
γ
f(z)dz =
n∑
k=1
n(γ; ak)Res(f ; ak).
que e´ o resultado desejado
1.4.4 Ca´lculo dos res´ıduos
Consideremos o seguinte problema: calcular
∫
γ
f(z)dz sendo G um domı´nio, f : G −→ IC
anal´ıtica, exceto nas singularidade isoladas a1, · · · , an e γ uma curva fechada e regular
por partes em G tal que a1, · · · , an 6∈ {γ} .
Pelo teorema dos res´ıduos o problema estara´ solucionado se tivermos o valor do
res´ıduo de f em cada uma das singularidades. A equac¸a˜o (1.6) nos fornece uma forma
de calcular os termos da se´rie de Laurent, em particular o res´ıduo mas, uma vez que
13Note que assumimos que γ e γk, ∀ 1 ≤ k ≤ m, sa˜o orientadas em sentido contra´rio.
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os termos da se´rie podem ser obtidos por outros me´todos, podemos utilizar a referida
equac¸a˜o para calcular a integral. Nesta sec¸a˜o discutimos alguns destes outros me´todos.
Vemos a seguir que no caso em que as singularidades sa˜o po´los14 na˜o sera´
necessa´rio expandir a se´rie para obtermos o res´ıduo.15
Teorema: Sejam G um domı´nio e f : G −→ IC tal que, f = p(z)
q(z)
com p e q anal´ıticas,
tais que p(a) 6= 0 e q tem um zero de ordem 1 em z = a.16 Enta˜o
Res(f ; a) =
p(a)
q′(a)
.
Demonstrac¸a˜o: Como a e´ um po´lo simples a se´rie de Laurent em torno de z = a e´ dada
por:
f(z) =
a−1
z − a + a0 + a1(z − a) + a2(z − a)
2 + · · ·
ou ainda, na seguinte forma
⇒ (z − a)f(z) = a−1 + (z − a)[a0 + a1(z − a) + a2(z − a)2 + · · ·].
Tomando o limite z → a na equac¸a˜o anterior temos que
Res(f ; a) = lim
z→a(z − a)f(z). (1.10)
Pela definic¸a˜o de zero simples temos que q(z) admite uma se´rie de Taylor do tipo:
q(z) = (z − a)q′(a) + (z − a)
2
2!
q′′(a) + · · ·
Agora substitu´ımos esta expressa˜o para f =
p
q
na equac¸a˜o (1.10) e obtemos
Res(f ; a) = lim
z→a(z − a)f(z) = limz→a
(z − a)p(z)
(z − a)
[
q′(a) + z−a
2
q′′(a) + · · ·
] = p(a)
q′(a)
que e´ a expressa˜o para o res´ıduo no caso em que o po´lo e´ simples
Uma extensa˜o da equac¸a˜o (1.10) para um po´lo de ordem k e´ dada pelo pro´ximo teorema.
14Ver refereˆncia [7].
15No caso em que a singularidade da func¸a˜o na˜o for um po´lo devemos calcular explicitamente a se´rie
de Laurent de modo a termos o coeficiente a−1, isto e´, o res´ıduo.
16Ou seja, a e´ um po´lo simples de f .
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Teorema: Sejam G um domı´nio e f : G −→ IC uma func¸a˜o anal´ıtica exceto por um po´lo
de ordem k > 1 no ponto z = a. Enta˜o
Res(f ; a) =
1
(k − 1)! limz→a
{
dk−1
dzk−1
[(z − a)kf(z)]
}
. (1.11)
Demonstrac¸a˜o: Como a e´ um po´lo de ordem k a sua se´rie de Laurent e´ dada por:
f(z) =
a−k
(z − a)k + · · ·+
a−1
z − a + a0 + a1(z − a) + · · ·
na qual a−k 6= 0. Multiplicando-se ambos os membros por (z − a)k obtemos
(z − a)kf(z) = a−k + · · ·+ a−1(z − a)k−1 + a0(z − a)k + a1(z − a)k+1 + · · ·
de onde vemos que o res´ıduo, a−1, de f em z = a e´ agora o coeficiente da poteˆncia
(z − a)k−1 na se´rie de Taylor da func¸a˜o g(z) = (z − a)kf(z) em torno de z = a. Assim
pelo teorema da expansa˜o de Taylor[7] o coeficiente a−1 e´ dado por
a−1 =
1
(k − 1)!g
k−1(a)⇒ Res(f ; a) = 1
(k − 1)! limz→a
{
dk−1
dzk−1
[(z − a)kf(z)]
}
que e´ o resultado desejado
Enfim, a outra ferramenta, junto ao teorema dos res´ıduos, para o ca´lculo de
integrais reais, via varia´veis complexas, e´ dada pelo lema que se segue.
1.4.5 Lema de Jordan
Sejam CR uma semicircunfereˆncia de raio R no semiplano superior e centrada na origem,
f(z) uma func¸a˜o que tende uniformemente a zero mais ra´pido que
1
|z| para arg(z) ∈ [0, pi]
quando |z| → ∞ e α um nu´mero real na˜o-negativo, enta˜o
lim
R→∞
IR ≡ lim
R→∞
∫
CR
eiαzf(z)dz = 0.
Demonstrac¸a˜o: Para z ∈ CR podemos escrever
z = Reiθ ⇒ dz = iReiθdθ
bem como
iαz = iα(Rcos θ + iRsen θ) = iαRcos θ − αRsen θ.
Assim, tomando o mo´dulo de IR, podemos escrever
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|IR| =
∣∣∣∣∫
CR
eiαzf(z)dz
∣∣∣∣ ≤ ∫
CR
|eiαz||f(z)||dz| =
∫ pi
0
∣∣∣eiαR cos θ−αR sen θ∣∣∣ |f(Reiθ)|Rdθ = ∫ pi
0
e−αR sen θR|f(Reiθ)|dθ.
Supondo que R|f(Reiθ)| < ε(R) e´ independente de θ, onde ε(R) e´ um paraˆmetro
positivo e arbitra´rio que tende a zero quando R→∞, enta˜o
|IR| < ε(R)
∫ pi
0
e−αR sen θdθ = 2ε(R)
∫ pi
2
0
e−αR sen θdθ.
Ainda mais, para θ no intervalo 0 ≤ θ ≤ pi
2
temos que
senθ ≥ 2θ
pi
=⇒ e−αR sen θ ≤ e 2αRpi θ
de onde conclu´ımos que
|IR| < 2ε(R)
∫ pi
2
0
e−
2αR
pi
θdθ =
piε(R)
αR
(1− e−αR).
Se R→∞ temos
lim
R→∞
IR = 0.
E´ de se notar que o lema de Jordan tambe´m se aplica para α = 0 visto que
(1− e−αR)→ 0
quando α → 0.17 Enfim, se α < 0 o lema de Jordan permanece va´lido se a semi-
circunfereˆncia CR for tomada no semiplano inferior e f(z) for uniformemente a zero para
pi ≤ arg(z)
1.5 Valor principal de Cauchy
Vamos concluir este cap´ıtulo apresentando o chamado valor principal de Cauchy18 que
tambe´m pode ser considerado como consequ¨eˆncia do teorema de Cauchy.
Seja I =
∫ ∞
−∞
f(x)dx, enta˜o temos, por definic¸a˜o, que
17Usamos aqui a regra de L’Hoˆpital.
18Este resultado e´ de grande importaˆncia, por exemplo, no estudo das chamadas relac¸o˜es de dis-
persa˜o[9].
22
I =
∫ ∞
−∞
f(x)dx = lim
a→−∞
∫ 0
a
f(x)dx+ lim
b→∞
∫ b
0
f(x)dx.
No caso em que os limites da equac¸a˜o anterior existem temos
I =
∫ ∞
−∞
f(x)dx = lim
r→∞
∫ r
−r
f(x)dx
definimos o valor principal de Cauchy como sendo o valor do limite acima. Este conceito
sera´ de grande utilidade no ca´lculo de algumas integrais como vamos ver a seguir.
Seja f(z) uma func¸a˜o complexa, racional, cujo denominador e´ na˜o nulo para
todo x ∈ IR e que satisfaz as hipo´teses do lema de Jordan. Consideremos CR uma
semicircunfereˆncia de raio R no semiplano superior e centrada na origem, e γ a curva
obtida pela unia˜o do segmento de reta (−R,R) com CR, orientada no sentido anti-hora´rio.
Supondo que nenhuma das n singularidades de f(z), denotadas por zj, esta´ no eixo real,
podemos tomar R tal que, as singularidades de f no semiplano superior estejam no
interior de γ como nos mostra a Figura 1.2.
Re(z)
Im(z)
CR
R−R 0
γ
z1
z2
z3
zn
Figura 1.2: Contorno para o ca´lculo da integral de f(x).
Utilizando o teorema dos res´ıduos, podemos escrever:
∫
γ
f(z)dz =
∫
CR
f(z)dz +
∫ R
−R
f(x)dx = 2pii
n∑
j=1
Res(f, zj)n(γ; zj).
Tomando o limite R→∞ na equac¸a˜o acima temos, pelo lema de Jordan, que
∫ ∞
−∞
f(x)dx = 2pii
n∑
j=1
Res(f, zj)n(γ; zj).
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Analisemos novamente o caso anterior, pore´m agora tomemos f(z) tendo uma de suas n
singularidade no eixo real, mais precisamente em z = 019, que sem perda de generalidade,
tomamos como sendo a primeira, isto e´, z1 = 0.
Afim de calcular a integral I =
∫ ∞
−∞
f(x)dx procedendo de maneira ana´loga ao
que fizemos anteriormente, ou seja, utilizando o teorema dos res´ıduos, temos que tomar
o contorno γ como sendo tal que, z = 0 6∈ {γ}. O contorno γ escolhido esta´ ilustrado na
Figura 1.3, a seguir.
Re(z)
Im(z)
CR
R−R
Cε
−ε ε0
γ
Figura 1.3: Contorno γ que exclui a singularidade z = 0.
Neste contorno Cε e´ a semicircunfereˆncia de raio ε no semiplano superior
20, centrada na
origem e orientada no sentido hora´rio.
Dividindo o contorno γ temos
∫
γ
f(z)dz =
∫
CR
f(z)dz +
∫ −ε
−R
f(x)dx+
∫
Cε
f(z)dz +
∫ R
ε
f(x)dx,
e uma vez que, z1 = 0 6∈ {γ} utilizando o teorema dos res´ıduos e a equac¸a˜o anterior
podemos escrever
∫
CR
f(z)dz +
∫ −ε
−R
f(x)dx+
∫
Cε
f(z)dz +
∫ R
ε
f(x)dx = 2pii
n∑
j=2
Res(f, zj)n(γ; zj). (1.12)
Tomando o limite R→∞ na equac¸a˜o (1.12) e utilizando o lema de Jordan temos
19Os casos mais gerais em que a singularidade na˜o esta´ em z = 0 bem como o caso em que f(z) tem
mais de uma singularidade no eixo real sa˜o consequ¨eˆncias deste particular caso.
20Tambe´m poder´ıamos considera´-la no semiplano inferior. Note que neste caso z = 0 contribuiria para
a integral.
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∫
γ
f(z)dz = lim
R→∞
∫ −ε
−R
f(x)dx+ lim
R→∞
∫ R
−ε
f(x)dx = 2pii
n∑
j=2
Res(f, zj)n(γ; zj)−
∫
Cε
f(z)dz.
Uma vez que
lim
R→∞
∫ R
−R
f(x)dx = lim
R→∞
lim
ε→0
∫ −ε
−R
f(x)dx+ lim
R→∞
lim
ε→0
∫ R
−ε
f(x)dx
tomado o limite ε→ 0 na equac¸a˜o (1.12) obtemos
lim
R→∞
∫ R
−R
f(x)dx = 2pii
n∑
j=2
Res(f, zj)n(γ; zj)− lim
ε→0
∫
Cε
f(z)dz.
Em geral, para resolver a integral
∫
Cε
f(z)dz escrevemos z na forma polar, ou
seja, escrevemos z = ε eiθ com 0 < θ < pi e consequ¨entemente dz = ε i eiθ dθ e utilizamos
a Definic¸a˜o 1.4.
Outras aplicac¸o˜es do Lema de Jordan e do valor principal de Cauchy va˜o ser
apresentadas e discutidas no Cap´ıtulo 5.
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Cap´ıtulo 2
Transformadas integrais
Este cap´ıtulo e´ constitu´ıdo de um estudo do me´todo das transformadas, o qual se baseia
em transformar o problema original em um problema auxiliar(transformado), em geral,
mais simples de ser solucionado, ou seja, transfere a dificuldade do problema de partida
para o ca´lculo da transformada inversa, ou ainda na recuperac¸a˜o da soluc¸a˜o do problema
de partida.
Efetuamos aqui, um estudo das transformadas de Laplace, Fourier e Hankel com
o objetivo de posteriormente utiliza´-las como ferramentas para a resoluc¸a˜o de equac¸o˜es
diferencias parciais, lineares e de segunda ordem. O me´todo consiste em transformar
uma equac¸a˜o diferencial parcial em uma outra equac¸a˜o diferencial parcial ou ordina´ria
ou mesmo numa equac¸a˜o alge´brica, resolver esta equac¸a˜o e atrave´s da transformada
inversa1 obter a resoluc¸a˜o do problema original.
Mais precisamente, utilizamos o assim denominado me´todo da justaposic¸a˜o de
transformadas, que em nosso caso, se baseia em utilizar a transformada de Laplace para
eliminar a dependeˆncia temporal e as transformadas de Fourier ou Hankel para a parte
espacial, como vamos ver no Cap´ıtulo 5.
2.1 Transformada de Laplace
Seja f(t) uma func¸a˜o definida no intervalo 0 ≤ t < ∞. Definimos a transformada de
Laplace de f(t), denotada por F (s) ou por L[f(t)], como sendo a integral2
F (s) ≡ L[f(t)] =
∫ ∞
0
e−stf(t)dt,
na qual s, chamada varia´vel transformada, e´ tal que Re(s) > 0.
1Neste ponto sa˜o utilizados os conceitos desenvolvidos no Cap´ıtulo 1.
2Tambe´m denotamos, no quinto cap´ıtulo, a transformada de Laplace de u(t) por u¯(s).
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A convergeˆncia da integral acima, numa regia˜o do plano complexo, pode ser
garantida por uma classe bastante ampla de func¸o˜es chamadas admiss´ıveis.
Definic¸a˜o 2.1: Uma func¸a˜o f : [0,∞) −→ IR e´ chamada admiss´ıvel ou de ordem
exponencial se as condic¸o˜es abaixo sa˜o satisfeitas:
a) A func¸a˜o f for cont´ınua por partes em [0,∞).
b) Existirem duas constantes positivasM e µ tais que para todo t ∈ [0,∞) vale
a desigualdade
|f(t)| < Meµt.
Neste caso tambe´m dizemos que f(t) e´ de ordem exponencial µ.
A prova de que a transformada de Laplace de uma func¸a˜o admiss´ıvel existe e´
dada pelo teorema que se segue.
Teorema: Seja f(t) uma func¸a˜o de ordem exponencial µ no intervalo [0,∞). Enta˜o, sua
transformada de Laplace F (s), existe para todos os pontos da regia˜o do plano complexo
tais que Re(s) > µ.
Demonstrac¸a˜o: Por hipo´tese temos que |f(t)| < Meµt logo, pela definic¸a˜o da transfor-
mada de Laplace, podemos escrever
L[f(t)] ≤
∫ ∞
0
∣∣∣f(t)e−st∣∣∣ dt < ∫ ∞
0
Meµt−stdt =M
[
lim
t→∞
e−t(s−µ)
−(sµ) − limt→0
e−t(s−µ)
−(sµ)
]
,
como |e−t(s−µ)| = |e−tRe(s−µ)| para que o primeiro limite da equac¸a˜o acima exista devemos
ter que Re(s− µ) > 0, ou seja, Re(s) > µ, que e´ o resultado desejado
2.1.1 Linearidade
Mostremos agora uma importante propriedade da transformada de Laplace, a lineari-
dade3.
Teorema: Sejam f(t) e g(t) func¸o˜es de ordem exponencial α e β respectivamente e ambas
definidas no intervalo [0,∞). Enta˜o, para quaisquer constantes A e B a combinac¸a˜o linear
h(t) = A f(t)+ B g(t) e´ de ordem exponencial maior que ou igual a γ = max {α, β} e
ale´m disso temos:
L[h(t)] = A L[f(t)] + B L[g(t)].
3A linearidade da transformada de Laplace, bem como a linearidade das transformadas de Fourier
e Hankel, vem do fato das transformadas estarem definidas em termos de integrais, que sa˜o operadores
lineares.
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Demonstrac¸a˜o: Temos, por definic¸a˜o, que L[h(t)] =
∫ ∞
0
e−sth(t)dt, ou seja
L[h(t)] =
∫ ∞
0
e−st[Af(t) + Bg(t)]dt,
em decorreˆncia da linearidade da aplicac¸a˜o integral temos
L[h(t)] = A L[f(t)] + B L[g(t)],
ou seja, a transformada de Laplace e´ linear
2.1.2 Convoluc¸a˜o
Em geral, a transformada de Laplace do produto de duas func¸o˜es na˜o e´ o produto das
transformadas, pore´m introduzimos a seguir o conceito de produto de convoluc¸a˜o, que
e´ um produto conveniente no sentido em que esta propriedade seja va´lida, isto e´, a
transformada do produto de convoluc¸a˜o e´ o produto das transformadas.
Definic¸a˜o 2.2: Sejam f(t) e g(t) duas func¸o˜es de ordem exponencial α e β e com
transformadas de Laplace F (s) e G(s), respectivamente, no intervalo [0,∞). Definimos
a convoluc¸a˜o de f(t) e g(t), denotada por (f ∗ g)(t) como sendo
(f ∗ g)(t) =
∫ t
0
f(t− τ)g(τ) dτ =
∫ t
0
f(τ)g(t− τ) dτ .
Calculemos a transformada de Laplace de um produto de convoluc¸a˜o, isto e´,
L[(f ∗ g)(t)] =
∫ ∞
0
e−st dt
∫ t
0
f(τ)g(t− τ) dτ .
Introduzindo a mudanc¸a de varia´vel t− τ = τ ′ podemos escrever
L[(f ∗ g)(t)] =
∫ ∞
−τ
dτ
∫ t
0
e−s(τ+τ
′)f(τ)g(τ ′) dτ.
Definindo-se g(t) = 0 para t < 0, o limite superior em vez de t pode ser tomado ∞, logo
L[(f ∗ g)(t)] =
∫ ∞
0
g(τ ′)e−sτ
′
dτ ′
∫ ∞
0
f(τ)e−sτ dτ = F (s)G(s),
ou seja, a transformada de Laplace do produto de convoluc¸a˜o e´ o produto das transfor-
madas.
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2.2 Transformada de Laplace inversa
Tendo utilizado a transformada de Laplace, para que possamos recuperar a equac¸a˜o
original, ou ainda, a soluc¸a˜o da equac¸a˜o associada ao problema de partida devemos
introduzir o conceito de transformada de Laplace inversa o qual e´ dado pelo teorema que
se segue.
Teorema: Seja F (s) = L[f(t)] a transformada de Laplace da func¸a˜o f(t). Enta˜o
L−1[F (s)] = f(t) e´ dada por:
f(t) =

1
2pii
∫ γ+i∞
γ−i∞
F (s)estds se t > 0
0 se t < 0,
onde a integrac¸a˜o deve ser efetuada ao longo de uma reta s = γ no plano complexo,
com s = x + iy. O nu´mero complexo γ deve ser escolhido de tal forma que todas as
singularidades do integrando estejam a` sua esquerda, isto e´, Re(s) > γ. No caso em que
nenhuma das singularidades e´ ponto de ramificac¸a˜o podemos utilizar o chamado contorno
de Bromwich que e´ dado pela Figura 2.1.
Re(z)
Im(z)
R
Γ
C
A
B γ + iR
γ − iR
Figura 2.1: Contorno de Bromwich.
Demonstrac¸a˜o: Sendo L−1[F (s)] = 1
2pii
∫ γ+i∞
γ−i∞
F (s)estds, calculemos o valor da ex-
pressa˜o para o caso em que [F (s)] e´ a transformada de Laplace de f(t), isto e´
L−1[F (s)] = 1
2pii
∫ γ+i∞
γ−i∞
estds
∫ ∞
0
e−suf(u)du
= lim
w→∞
{
1
2pii
∫ γ+iw
γ−iw
estds
∫ ∞
0
e−suf(u)du
}
.
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Calculamos a integral em func¸a˜o de w e depois consideramos o limite w →∞.
Como por hipo´tese Re(s) > γ temos que L−1[F (s)] converge absolutamente e uniforme-
mente neste subespac¸o4 e desta forma podemos comutar as integrais da equac¸a˜o acima,
ou seja,
L−1[F (s)] = lim
w→∞
{
1
2pii
∫ ∞
0
f(u)du
∫ γ+iw
γ−iw
es(t−u)ds
}
.
Temos que
1
2i
∫ γ+iw
γ−iw
es(t−u)ds =
1
2i
es(t−u)
t− u
∣∣∣γ+iwγ−iw = sen [w(t− u)]t− u eγ(t−u)
De onde temos
L−1[F (s)] = lim
w→∞
{
1
pi
∫ ∞
0
f(u)eγ(t−u)
sen [w(t− u)]
t− u du
}
Introduzindo a mudanc¸a de varia´vel v = u− t e a notac¸a˜o g(v) = e−γ vf(t+ v) podemos
escrever
L−1[F (s)] = lim
w→∞
{
1
pi
∫ ∞
−t
g(v)
sen (wv)
v
dv
}
= lim
w→∞
{
1
pi
∫ ∞
0
g(v)
sen (wv)
v
dv +
1
pi
∫ ∞
0
g(−v) sen (wv)
v
dv
}
Pela fo´rmula integral de Dirichlet[10] temos que, para uma func¸a˜o cont´ınua por partes
lim
λ→∞
∫ a
0
f(t)
sen (λt)
t
dt =
1
2
pif(0+),
de onde segue que
lim
λ→∞
∫ a
0
f(x+ t)
sen (λt)
x+ t
dt =
1
2
pif(x+)
lim
λ→∞
∫ a
0
f(x− t) sen (λt)
t
dt =
1
2
pif(x−).
Desta forma temos
L−1[F (s)] = 1
2
f(t+) +
1
2
f(t−),
e no caso em que f(t) e´ cont´ınua temos
L−1[F (s)] = f(t)
que e´ o resultado desejado
4Ver refereˆncia [10].
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2.2.1 Ca´lculo da transformada
No caso em que o integrando na˜o possui pontos de ramificac¸a˜o o ca´lculo da transformada
de Laplace inversa basicamente se reduz ao ca´lculo dos res´ıduos de estF (s), pois tomando
R do contorno de Bromwich tal que todas as n singularidades de estF (s), denotadas por
zj, estejam no interior de Γ, temos pelo teorema dos res´ıduos
∫
Γ
F (s)est ds =
∫
B−C
F (s)est ds+
∫
C−A
F (s)est ds+
∫ γ+i∞
γ−i∞
F (s)estds =
1
2pii
n∑
j=1
Res(estF (s); zj),
onde B − C e C − A sa˜o os arcos de circunfereˆncia de raio R, orientados no sentido
anti-hora´rio, que unem os pontos B e C e os pontos C e A, respectivamente, como nos
mostra a Figura 2.1.
Tomando o limite R → ∞ na equac¸a˜o acima, utilizando a definic¸a˜o de f(t) e aplicando
o lema de Jordan temos que as integrais sobre B − C e C − A tendem a zero, ou seja
f(t) =
1
2pii
∫ γ+i∞
γ−i∞
F (s)est ds =
n∑
j=1
Res(estF (s); zj). (2.1)
2.2.2 Ponto de ramificac¸a˜o e a transformada de Laplace inversa
Passemos agora ao caso em que z = 0 e´ uma das n singularidades de F (s)est e que esta
seja um ponto de ramificac¸a˜o, que sem perda de generalidade consideramos como sendo
a primeira, isto e´, z1 = 0
5. Neste caso, devemos considerar o contorno Γ como sendo o
chamado contorno de Bromwich modificado, ilustrado pela Figura 2.2, de modo a calcular
a integral:
1
2pii
∫ γ+i∞
γ−i∞
F (s)est ds = f(t)
Sendo u = F (s)est e X − Y o segmento de reta ou arco de circunfereˆncia que liga o
ponto X ao ponto Y conforme mostra a figura e percorrendo o contorno Γ no sentido
anti-hora´rio obtemos:
∫
Γ
u ds =
∫
A−B
u ds+
∫
B−D
u ds+
∫
D−E
u ds+
∫
E−H
u ds+
∫
H−L
u ds+
∫
L−A
u ds.
5Os casos em que o ponto de ramificac¸a˜o de f na˜o e´ z = 0 e o caso em que f tem mais de um ponto
de ramificac¸a˜o seguem como consequ¨eˆncia deste caso particular.
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Re(z)
Im(z)
R
ε
Γ
A
B
D E
HL
γ + iR
γ − iR
Figura 2.2: Contorno de Bromwich modificado.
Tomando o limite R→∞ na equac¸a˜o acima temos, utilizando o lema de Jordan,
que as integrais
∫
B−D
u ds e
∫
L−A
u ds tendem a zero e pelo o teorema dos res´ıduos
podemos escrever
1
2pii
∫ γ+i∞
γ−i∞
u ds = − 1
2pii
lim
R→∞
lim
ε→0
{∫
D−E
u ds+
∫
E−H
u ds+
∫
H−L
u ds
}
+
n∑
j=2
Res(f ; zj).
Em geral, para resolver lim
ε→0
∫
E−H
u ds escrevemos z na forma polar, ou seja,
z = ε eiθ e consequ¨entemente dz = ε i eiθ dθ e com isso a varia´vel de integrac¸a˜o na˜o
dependera´ de ε, logo podemos comutar o limite com a integral e utilizar a Definic¸a˜o 1.4
para calcula´-la.
2.3 Se´rie de Fourier
Antes de introduzirmos o conceito de transformada de Fourier destacamos alguns resul-
tados a respeito das se´rie e fo´rmula integral de Fourier[11], que sa˜o de grande utilidade
tanto para definir quanto para extrair propriedades da transformada de Fourier, bem
como de sua inversa.
Uma func¸a˜o f(t), perio´dica, com per´ıodo 2pi e integra´vel pode ser representada
por uma se´rie infinita da forma
f(t) =
a0
2
+
∞∑
n=1
(an cosnt+ bn sennt),
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onde
an =
1
pi
∫ pi
−pi
f(t) cosnt dt (n = 0, 1, 2, ...), (2.2)
bn =
1
pi
∫ pi
−pi
f(t) sennt dt (n = 1, 2, ...), (2.3)
sendo os coeficientes an e bn chamados de coeficientes de Fourier.
Uma vez que todos os termos da se´rie de f(t) sa˜o perio´dicos com per´ıodo T = 2pi,
podemos restringir nosso estudo a um intervalo de comprimento6 2pi.
Teorema de Riemann-Lebesgue: Seja f(t) uma func¸a˜o absolutamente integra´vel em
um intervalo (a, b). Enta˜o tomando o limite λ→∞ temos
lim
λ→∞
∫ b
a
f(t) cos(λt) dt = 0 = lim
λ→∞
∫ b
a
f(t) sen (λt) dt. (2.4)
Demonstrac¸a˜o: Seja ε um nu´mero positivo qualquer. Sabemos que7 existe uma func¸a˜o
g(x), suave por partes tal que:
∫ b
a
|f(x)− g(x)| dx ≤ ε
2
. (2.5)
Temos que
∣∣∣∣∣
∫ b
a
f(x) cos(λx)dx
∣∣∣∣∣ =
∣∣∣∣∣
∫ b
a
[f(x)− g(x)] cos(λx)dx+
∫ b
a
g(x) cos(λx)dx
∣∣∣∣∣ ≤∫ b
a
|f(x)− g(x)| dx+
∣∣∣∣∣
∫ b
a
g(x) cos(λx)dx
∣∣∣∣∣ .
Temos, integrando por partes, que
∫ b
a
g(x) cos(λx)dx =
1
λ
[g(x) sen (λx)]x=b
x=a −
1
λ
∫
b
a
g ′(x ) sen (λx )dx .
Claramente, o lado direito da equac¸a˜o acima e´ limitado. Desta forma para λ suficiente-
mente grande podemos escrever
∣∣∣∣∣
∫ b
a
g(x) cos(λx)
∣∣∣∣∣ ≤ ε2 .
6De maneira ana´loga poder´ıamos estudar o caso de um intervalo com comprimento arbitra´rio 2l, para
isso basta trocar pi por l e n por
npi
l
nas equac¸o˜es dadas.
7A demonstrac¸a˜o deste fato pode ser encontrada na refereˆncia [11].
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Da equac¸a˜o (2.5) e da equac¸a˜o anterior temos o resultado desejado, ou seja,
lim
λ→∞
∫ b
a
f(t) cos(λt) dt = 0.
De maneira ana´loga demonstra-se que lim
λ→∞
∫ b
a
f(t) sen (λt) dt = 0
Neste trabalho, a maior utilidade do teorema de Riemann-Lebesgue e´ dada pelos
corola´rios que se seguem:
Corola´rio 2.1 Os coeficientes de Fourier de qualquer func¸a˜o integra´vel tendem a zero,
quando n→∞.
Corola´rio 2.2 O comportamento de uma se´rie de Fourier num ponto t depende somente
do comportamento da func¸a˜o em uma vizinhanc¸a deste ponto.
2.3.1 Fo´rmula integral de Fourier
Seja f(t) uma func¸a˜o de per´ıodo 2l. Substituindo o resultado das equac¸o˜es (2.1) e (2.2)
na definic¸a˜o da se´rie de Fourier podemos escrever
f(t) =
1
2l
∫ l
−l
f(τ) dτ +
∞∑
n=1
1
l
∫ l
−l
f(τ) cos
[
npi
l
(τ − t)
]
dτ .
Tomando a mudanc¸a de varia´vel
npi
l
= λ,
pi
l
= ∆λ e formalmente tomando o limite
l → ∞, o somato´rio da equac¸a˜o acima passa a ser uma integral e temos a fo´rmula
integral de Fourier
f(t) =
1
pi
∫ ∞
0
dλ
∫ ∞
−∞
f(τ) cosλ(τ − t)dτ. (2.6)
Esta expressa uma func¸a˜o definida no intervalo −∞ < t < ∞ de maneira ana´loga a
que a se´rie de Fourier representa uma func¸a˜o de per´ıodo limitado. Podemos reescrever a
equac¸a˜o (2.6) das seguintes formas
f(t) = lim
l→∞
1
2pi
∫ l
−l
ei t λ
∫ ∞
−∞
e−i λ τf(τ)dτ dλ (2.7)
ou ainda
f(t) = lim
l→∞
1
pi
∫ ∞
−∞
sen l(t− τ)
t− τ f(τ) dτ. (2.8)
As equac¸o˜es (2.6), (2.7) e (2.8) sa˜o conhecidas, respectivamente, como fo´rmula integral
de Fourier dupla, fo´rmula integral de Fourier complexa e fo´rmula integral de Fourier
simples.
Passemos agora ao teorema que estabelece as condic¸o˜es para que as equac¸o˜es
acima sejam va´lidas.
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Consideremos f(t) como sendo uma func¸a˜o integra´vel no intervalo −∞ < t < ∞ e
limitada em qualquer intervalo finito. Enta˜o as equac¸o˜es (2.6), (2.7) e (2.8) sa˜o va´lidas
se trocarmos f(t) por
1
2
[f(t+) + f(t−)] nos pontos onde f(t) e´ descont´ınua8. Ale´m disso
estas equac¸o˜es podem ser reescritas da seguinte forma[11]
f(t) =
∫ ∞
0
[a(u) cos tu+ b(u) sen tu] du, (2.9)
onde
a(u) =
1
pi
∫ ∞
−∞
f(t) cosut dt, b(u) =
1
pi
∫ ∞
−∞
f(t) senut dt. (2.10)
No caso em que f(t) e´ uma func¸a˜o par podemos escrever, a partir das equac¸o˜es (2.8) e
(2.9), que
f(t) =
2
pi
∫ ∞
0
cos tu du
∫ ∞
0
f(τ) cosuτ dτ. (2.11)
que e´ conhecida como fo´rmula integral de Fourier em co-senos.
De maneira ana´loga, quando f(t) e´ uma func¸a˜o ı´mpar temos a fo´rmula integral de Fourier
em senos, dada por
f(t) =
2
pi
∫ ∞
0
sen tu du
∫ ∞
0
f(τ) senuτ dτ. (2.12)
2.4 Transformada de Fourier direta e inversa
De posse dos resultados da sec¸a˜o anterior passemos ao estudo da transformada de Fourier.
Dada uma func¸a˜o real f(t) definida em toda reta −∞ < x <∞ definimos a sua
transformada de Fourier, denotada por F (u) ou por F [f(t)], como sendo a integral
F (u) ≡ F [f(t)] = 1√
2pi
∫ ∞
−∞
f(t)e−i k tdt, (2.13)
desde que a integral exista. Pela fo´rmula (2.7) podemos escrever9
f(t) =
1√
2pi
∫ ∞
−∞
F (u)ei k udu. (2.14)
Se f(t) e´ integra´vel no intervalo −∞ < t <∞, a func¸a˜o F (u) existe para todo t.
As func¸o˜es f(t) e F (u) sa˜o a transformada de Fourier uma da outra. F (u) e´ a chamada
transformada de Fourier direta enquanto que f(t) e´ a chamada transformada de Fourier
inversa.
8f(t+) e´ notac¸a˜o para lim
x→t+
f(x) e de maneira ana´loga para f(t−).
9Optamos por introduzir o fator 1√
2pi
de modo que tanto a transformada direta quanto a inversa
contenham tal fator.
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Definamos Fc(u) como sendo a integral
Fc(u) =
√
2
pi
∫ ∞
0
f(t) cosut dt, (2.15)
pela equac¸a˜o (2.10) temos
f(t) =
√
2
pi
∫ ∞
0
Fc(u) cos tu du. (2.16)
As equac¸o˜es (2.15) e (2.16) sa˜o conhecidas como par de transformadas de Fourier em
co-senos.
De maneira similar, temos o par de transformadas de Fourier em senos, isto e´
Fs(u) =
√
2
pi
∫ ∞
0
f(t) senut dt, (2.17)
pela equac¸a˜o (2.11) temos
f(t) =
√
2
pi
∫ ∞
0
Fs(u) sen tu du. (2.18)
A aplicabilidade das equac¸o˜es acima esta´ diretamente ligada aos seguintes fatos:
Se f(t) e´ uma func¸a˜o par, enta˜o, utilizando a equac¸a˜o (2.13) temos
F (u) = Fc(u);
e se f(t) e´ uma func¸a˜o ı´mpar, enta˜o
F (u) = iFs(u).
2.4.1 Convoluc¸a˜o
Em analogia ao que foi feito para a transformada de Laplace vamos definir o produto de
convoluc¸a˜o para o caso em que as func¸o˜es estejam definidas em toda a reta.
Dadas duas func¸o˜es f(t) e g(t) definidas em −∞ < t < ∞ definimos a con-
voluc¸a˜o destas pela integral
(g ∗ f)(t) = 1√
2pi
∫ ∞
−∞
g(τ)f(t− τ) dτ ,
desde que a integral exista.
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Teorema: Sejam F (u) e G(u) as transformadas de Fourier das func¸o˜es f(t) e g(t),
respectivamente, enta˜o (g ∗f)(t) e F (u)G(u) sa˜o um par de transformadas de Fourier, ou
seja, a transformada de Fourier do produto de convoluc¸a˜o e´ o produto das transformadas.
Demonstrac¸a˜o: Calculemos a transformada de Fourier de F (u)G(u) e mostremos que
esta e´ igual a (g ∗ f)(t).
1√
2pi
∫ ∞
−∞
F (u)G(u)e−i t udu =
1
2pi
∫ ∞
−∞
F (u)e−i t udu
∫ ∞
−∞
g(τ)ei u τdτ
=
1
2pi
∫ ∞
−∞
g(τ) dτ
∫ ∞
−∞
F (u)e−i u(t−τ)du
=
1√
2pi
∫ ∞
−∞
g(τ)f(t− τ) dτ ,
ou seja, (g ∗ f)(t) e F (u)G(u) sa˜o um par de transformadas de Fourier, o que demonstra
o teorema
2.4.2 Transformada de Fourier dupla
Em analogia ao que foi feito para func¸o˜es de uma varia´vel consideramos o caso em que
temos uma func¸a˜o f dependendo de duas varia´veis, ou seja, f = f(x, y). Definimos a
transformada de Fourier dupla de f por:
F (ξ, η) = F [f(x, y)] = 1
2pi
∫ ∞
−∞
∫ ∞
−∞
e−i(ξx+ηy)f(x, y)dx dy.
Demonstra-se, de maneira similar a` que foi feita para func¸o˜es de uma varia´vel, que a
inversa da transformada de Fourier dupla e´ dada por
f(x, y) = F−1[F (ξ, η)] = 1
2pi
∫ ∞
−∞
∫ ∞
−∞
ei(ξx+ηy)F (ξ, η)dξ dη.
2.5 Transformadas de Bessel
Transformadas integrais da forma
f(λ) =
∫ ∞
0
f(t)K(λt) dt,
onde K(z) e´ uma func¸a˜o de Bessel, sa˜o conhecidas como transformadas de Bessel.10
Vamos considerar agora um caso particular desta classe de transformadas conhecida
como transformada de Hankel.
10Ver Definic¸a˜o 2.3.
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Primeiramente vamos introduzir o conceito de integral de Fourier-Bessel que,
assim como as fo´rmulas integrais de Fourier11, sa˜o de grande importaˆncia em inu´meros
problemas de F´ısica e Matema´tica, e em nosso estudo nos auxiliara˜o na definic¸a˜o da
transformada de Hankel, bem como na definic¸a˜o de sua inversa.
Definic¸a˜o 2.3: Sejam ν > −1
2
e Jν(x) uma func¸a˜o de Bessel de ordem ν, isto e´,
12
Jν(x) =
∞∑
k=0
(−1)k
k!
(x/2)2k+ν
Γ(ν + k + 1)
.
Definimos, para 0 < x <∞, a integral de Fourier-Bessel por
f(x) =
∫ ∞
0
Jν(xu)u du
∫ ∞
0
f(t)Jν(ut)tdt. (2.19)
A convergeˆncia da integral acima e´ garantida no caso em que f(x) e´ uma func¸a˜o
limitada em qualquer intervalo da forma (0, R) e que satisfac¸a a condic¸a˜o
∫ ∞
0
|f(x)|√x dx < ∞.
Ale´m disso, sendo ν > −1
2
, a equac¸a˜o (2.19) e´ valida nos pontos onde f e´ cont´ınua e nos
pontos de descontinuidade podemos escrever13
1
2
[f+(x) + f−(x)] =
∫ ∞
0
Jν(xu) du
∫ ∞
0
f(t)Jν(ut) dt.
2.6 Transformada de Hankel direta e inversa
Sejam f(t) uma func¸a˜o definida e ν como na Definic¸a˜o 2.3. Definimos a transformada de
Hankel de f(t), denotada por Fν(u) ou Hν [f(t)], como sendo a integral
Fν(u) ≡ Hν [f(t)] =
∫ ∞
0
f(t)tJν(ut) dt.
A partir da equac¸a˜o (2.19) podemos escrever a inversa da transformada de Hankel, dada
por
f(t) = H−1ν [Fν(u)] =
∫ ∞
0
Fν(u)Jν(ut)u du.
11Dadas pela fo´rmulas (2.6), (2.7) e (2.8).
12Utilizamos aqui a definic¸a˜o da func¸a˜o gama devida a Euler, isto e´, Γ(z) =
∫ ∞
0
e−ttz−1dt com
Re(z) > 0. Note que para z = n inteiro positivo temos que Γ(n+ 1) = n!.
13A demonstrac¸a˜o deste fato pode ser encontrada na refereˆncia [10].
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2.6.1 Propriedades da transformada de Hankel
A seguir vamos considerar algumas propriedades da transformada de Hankel que sera˜o
de grande utilidade nos cap´ıtulos seguintes.
Propriedade 2.1 Seja Fν(u) a transformada de Hankel da func¸a˜o f(t). Enta˜o
Hν [f(at)] = 1
a2
Fν
(
u
a
)
.
Propriedade 2.2 Seja f(t) uma func¸a˜o definida para 0 < x < ∞ e que satisfac¸a as
condic¸o˜es abaixo
lim
t→0
tν+1
df
dt
= 0 = lim
t→0
tνf(t) e lim
t→∞
√
t
df
dt
= 0 = lim
t→∞
√
tf(t).
Enta˜o14
Hν
[
d2f
dt2
+
1
t
df
dt
− ν
2
t2
f
]
= −u2Hν [f(t)].
2.7 Justaposic¸a˜o das transformadas
Vamos estudar agora a metodologia da justaposic¸a˜o de transformadas, com o objetivo de
utiliza´-la como ferramenta, por exemplo, na resoluc¸a˜o de uma equac¸a˜o diferencial parcial
do tipo hiperbo´lico, isto e´, aquela associada a um problema de propagac¸a˜o.
Consideramos uma equac¸a˜o diferencial parcial tendo domı´nio espacial infinito
ou semi-infinito e condic¸o˜es de contorno especificadas. Podemos resolveˆ-la atrave´s do
assim chamado me´todo da justaposic¸a˜o de transformadas, isto e´, aplicar a transformada
de Fourier ou Hankel na parte espacial e utilizar a transformada de Laplace para eliminar
a dependeˆncia temporal, conhecida a condic¸a˜o inicial.
Este poderoso me´todo nos conduz, em geral, a uma equac¸a˜o alge´brica, cuja
soluc¸a˜o e´ mais simples de ser obtida. Neste ponto, para recuperarmos a soluc¸a˜o para
o problema de partida, devemos calcular as transformadas inversas apresentadas neste
segundo cap´ıtulo. Para isso, propomos estudar o me´todo de Cagniard e algumas variac¸o˜es
do mesmo. Os resultados deste estudo sa˜o material a ser discutido no Cap´ıtulo 4.
14A demonstrac¸a˜o deste fato vem da definic¸a˜o da transformada de Hankel e pode ser encontrada na
refereˆncia [10].
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Cap´ıtulo 3
Equac¸o˜es diferenciais parciais
O estudo da propagac¸a˜o de ondas basicamente consiste em encontrar a soluc¸a˜o1 de uma
equac¸a˜o diferencial parcial2 (ou um sistema de equac¸o˜es diferenciais parciais) do tipo
hiperbo´lico, sujeita a certas condic¸o˜es tanto de contorno quanto iniciais. Exemplos deste
tipo de estudo sa˜o: propagac¸a˜o de ondas eletromagne´ticas, tais como a luz e propagac¸a˜o
do som. Neste trabalho particularmente vamos estudar a propagac¸a˜o de pulsos s´ısmicos3,
isto e´, estudo da propagac¸a˜o de ondas progressivas4 ela´sticas.
Com o intuito de caracterizar a equac¸a˜o que estamos interessados em estudar
definimos o que e´ uma equac¸a˜o diferencial parcial, em sua forma mais geral, e atrave´s
de algumas restric¸o˜es reduzimos ao caso de maior interesse neste trabalho, isto e´, uma
equac¸a˜o diferencial parcial, linear, de segunda ordem e do tipo hiperbo´lico.
Definic¸a˜o 3.1 Chama-se equac¸a˜o diferencial parcial a toda equac¸a˜o que apre-
senta uma ou mais derivadas parciais da varia´vel dependente
f
(
x1, ..., xn, u,
∂u
∂x1
, ...,
∂u
∂xn
,
∂2u
∂x21
, ...,
∂2u
∂x2n
,
∂2u
∂x1∂x2
, ...,
∂2u
∂x1∂xn
, ...,
∂2u
∂xn−1∂xn
, ...
)
= 0
na qual (x1, x2, · · ·) sa˜o as varia´veis independentes e u(x1, x2, · · ·) e´ a varia´vel dependente
chamada func¸a˜o func¸a˜o inco´gnita5 definida num domı´nio D de IRn.
1Vamos discutir apenas soluc¸o˜es anal´ıticas, isto e´, metodologias para a obtenc¸a˜o de soluc¸o˜es anal´ıticas.
Poss´ıveis soluc¸o˜es nume´ricas na˜o sera˜o abordadas.
2Com o intuito de tornar tanto a leitura quanto a escrita mais simples utilizamos a notac¸a˜o EDP
para nos referirmos a uma equac¸a˜o diferencial parcial.
3Ondulac¸o˜es e abalos no solo, nos tremores de terra.
4Tambe´m conhecida como caminhante, e´ aquela em que na˜o existem frentes de onda estaciona´rias.
Uma onda estaciona´ria e´ aquela que, em um meio, determina a existeˆncia de perturbac¸o˜es nulas em
pontos fixos e na˜o provoca um transporte de energia ao longo desse meio.
5Note que u deve ser func¸a˜o de pelo menos duas varia´veis independentes, caso contra´rio temos uma
equac¸a˜o diferencial ordina´ria.
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Definic¸a˜o 3.2Definimos a ordem de uma EDP como sendo a mais alta ordem da derivada
parcial que aparece na EDP.
Definic¸a˜o 3.3 Uma EDP e´ dita linear quando a func¸a˜o desconhecida u e todas suas
derivadas teˆm coeficientes dependendo apenas das varia´veis independentes, caso contra´rio
a EDP e´ dita na˜o linear.
3.1 Equac¸a˜o diferencial parcial de segunda ordem
Passemos a estudar o caso particular de maior interesse para no´s, isto e´, estudar equac¸o˜es
diferenciais parciais, lineares e de segunda ordem. Pela Definic¸a˜o 3.1 temos que a
forma mais geral de uma equac¸a˜o diferencial parcial de segunda ordem dependendo de n
varia´veis independentes e´ dada por6
n∑
j=1
n∑
k=1
A
(x)
kj
∂u
∂xj∂xk
+
n∑
j=1
B
(x)
j
∂u
∂xj
+ C(x)u+G(x) = 0 (3.1)
onde A
(x)
kj , B
(x)
j , C
(x), G(x) e u sa˜o func¸o˜es de x = x1, · · · , xn e A(x)kj e´ tomado como sendo
uma matriz real sime´trica em k, j7.
Seja a mudanc¸a de varia´vel
yk =
n∑
l=1
Rklxl
onde k = 0, 1, · · · , n e R uma matriz constante em relac¸a˜o a xl. Derivando a equac¸a˜o
acima podemos escrever
∂yk
∂xl
= Rkl e
∂2yk
∂xm∂xl
= 0.
Definamos as matrizes
U (x)mn ≡
∂2u
∂xm∂xn
e U
(y)
kj ≡
∂2u
∂yk∂yj
e utilizando a regra da cadeia podemos escrever
U (x)mn = U
(y)
kj
∂yk
∂xm
∂yj
∂xn
= U
(y)
kj RkmRjm = (R
tU (y)R)mn (3.2)
onde Rt denota a matriz transposta de R e os ı´ndices repetidos interpretam-se como uma
soma.
6Estamos considerando tanto u quanto os coeficientes da equac¸a˜o como sendo duas vezes continua-
mente diferencia´veis.
7Caso A
(x)
kj na˜o seja uma matriz sime´trica escrevemos
1
2 [A
(x)
kj +A
(x)
jk ].
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Considerando somente o termo quadra´tico da equac¸a˜o (3.1), uma vez que e´ o
u´nico que vai caracterizar o tipo de EDP e sendo tr[A] o trac¸o da matriz A temos
Q =
n∑
j=1
n∑
k=1
A
(x)
kj U
(x)
jk =
n∑
k=1
(A(x)U (x))kk = tr[A
(x)U (x)]
que pode ser reescrito, em termos de y, como
Q = tr[A(x)RtU (y)R] = tr[RA(x)RtU (y)].
Em um ponto x0 = (x01, · · · , x0n), os elementos da matriz A(x) sa˜o nu´meros reais.
Desde que a matriz A seja real e sime´trica, ela pode ser diagonalizada por uma
matriz ortogonal. Seja R a matriz que diagonaliza A(x), ou seja, a matriz
RA(x)R−1 = RA(x)Rt
e´ diagonal, cujos elementos da diagonal sa˜o os autovalores de A(x). Logo, sendo δij a
func¸a˜o delta de Kronecker dada por
δij =
{
1 se i = j
0 se i 6= j,
podemos escrever
[RA(x0)Rt]jk ≡ b(x0)j δjk = a(y0)j δjk
na qual x0 foi substitu´ıdo por y0 atrave´s da mudanc¸a de varia´vel yk =
n∑
l=1
Rklxl e bj e´ o
j-e´simo autovalor de A. Enta˜o em um ponto x0 temos
Q = tr[RA(x0)RtU (y0)] =
n∑
j,k=1
[RA(x)Rt]Ukj =
n∑
j,k=1
a
(y0)
j δjkUkj =
n∑
j=1
a
(y0)
j U
(y0)
jj
ou ainda
Q =
n∑
j=1
a
(y0)
j
∂2u
∂y2j
.
Desta forma, podemos transformar a equac¸a˜o (3.1), que conte´m termos de
derivada mista, na equac¸a˜o abaixo
n∑
j=1
a
(y0)
j
(
∂2u
∂y2j
)
y=y0
+ F
y0, u,
(
∂u
∂y
)
y=y0
 = 0 (3.3)
que na˜o conte´m termos de derivada mista, sendo
y0 = (y01, · · · , y0n) e
(
∂u
∂y
)
y=y0
≡
[
∂u
∂y1
, · · · , ∂u
∂yn
]
y=y0
.
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3.2 Classificac¸a˜o de uma EDP de segunda ordem
A classificac¸a˜o de uma EDP esta´ baseada na possibilidade de reduzi-la, por meio de
uma conveniente transformac¸a˜o de coordenadas[12], na forma canoˆnica8, em um ponto.
A equac¸a˜o (3.3) e´ classificada quanto ao tipo, em um ponto x0 de um domı´nio D, em
func¸a˜o dos coeficientes a
(y0)
i da seguinte forma:
Equac¸a˜o do tipo el´ıptico Se os coeficientes a
(y0)
i forem todos na˜o-nulos e
tiverem o mesmo sinal.
Equac¸a˜o do tipo ultra-hiperbo´lico Se os coeficientes a
(y0)
i forem todos na˜o
nulos e na˜o tiverem o mesmo sinal.
Equac¸a˜o do tipo hiperbo´lico Se os coeficientes a
(y0)
i forem todos na˜o nulos
e apenas um dos coeficientes tem sinal oposto aos demais.
Equac¸a˜o do tipo parabo´lico Se pelo menos um dos coeficientes a
(y0)
i for nulo.
Notemos que se os coeficientes a
(y0)
i de uma equac¸a˜o diferencial parcial forem
todos constantes, ela sera´ invariante quanto ao tipo. Neste caso dizemos que ela e´ do
tipo el´ıptico, parabo´lico ou ultra-hiperbo´lico em todo seu domı´nio. Por outro lado, se
os coeficientes tiverem dependeˆncia nas varia´veis independentes, as equac¸o˜es podera˜o
mudar de tipo de um ponto para outro, estas equac¸o˜es sa˜o conhecidas com Equac¸o˜es
do tipo misto. Neste caso, podemos estender a classificac¸a˜o introduzindo os seguintes
tipos:
Equac¸a˜o do tipo el´ıptico-parabo´lico Se em todo domı´nio D os coeficientes
a
(y0)
i tiverem apenas duas possibilidades: todos na˜o-nulos e de mesmo sinal; ou pelo
menos um deles seja nulo sendo arbitra´rio o sinal dos demais.
Equac¸a˜o do tipo hiperbo´lico-parabo´lico Se em todo domı´nio D os coefi-
cientes a
(y0)
i tiverem apenas duas possibilidades: todos na˜o-nulos, na˜o sendo de mesmo
sinal; ou pelo menos um deles seja nulo sendo arbitra´rio o sinal dos demais.
Equac¸a˜o do tipo el´ıptico-hiperbo´lico Se em todo domı´nio D os coeficientes
a
(y0)
i tiverem apenas duas possibilidades: todos na˜o-nulos e de mesmo sinal; ou todos
na˜o-nulos, na˜o sendo de mesmo sinal.
3.2.1 EDP de segunda ordem com duas varia´veis independentes
Passemos a estudar um caso especial que nos e´ de particular interesse. Pela Definic¸a˜o
3.1 temos que a forma mais geral de uma EDP de segunda ordem dependendo de apenas
8A forma canoˆnica e´ a forma mais conhecida de um determinado tipo de equac¸a˜o, em geral, obtida
atrave´s de uma transformac¸a˜o de coordenadas que exclua o termo envolvendo a derivada mista, como
foi visto na sec¸a˜o anterior.
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duas varia´veis independentes e´ dada por:
A
∂2u
∂x2
+ 2B
∂2u
∂x∂y
+ C
∂2u
∂y2
+D
∂u
∂x
+ E
∂u
∂y
+ F u = G. (3.4)
Temos que se os coeficientes da equac¸a˜o acima sa˜o constantes, ou func¸o˜es de x e y, a
equac¸a˜o acima e´ linear e se algum dos coeficientes for func¸a˜o de u enta˜o a equac¸a˜o e´ na˜o
linear. Ale´m disso, se G = 0 a equac¸a˜o e´ dita homogeˆnea e se G 6= 0 a equac¸a˜o e´ dita
na˜o-homogeˆnea.
3.2.2 Classificac¸a˜o
A classificac¸a˜o de uma EDP linear de segunda ordem dependendo de duas varia´veis pode
ser feita de maneira mais direta que a que foi anteriormente apresentada, a partir da
introduc¸a˜o do conceito de discriminante como se segue.
Definic¸a˜o 3.4 Sejam D o domı´nio onde os coeficientes da equac¸a˜o (3.4) esta˜o definidos
e (x0, y0) um ponto pertencente a D, definimos o discriminante associado a` equac¸a˜o (3.1)
no ponto (x0, y0), denotado por ∆(x0, y0), como sendo:
∆(x0, y0) = B
2(x0, y0)− A(x0, y0)C(x0, y0)
Definic¸a˜o 3.5 Tendo em vista a Definic¸a˜o 3.4 classificamos uma EDP, linear e de segunda
ordem num ponto (x0, y0) da seguinte forma:
Se ∆(x0, y0) > 0 enta˜o A EDP e´ do tipo hiperbo´lico
Se ∆(x0, y0) = 0 enta˜o A EDP e´ do tipo parabo´lico
Se ∆(x0, y0) < 0 enta˜o A EDP e´ do tipo el´ıptico.
No caso em que ∆(x0, y0) e´ positivo, nulo ou negativo em todo domı´nio, dizemos
que a EDP e´ do tipo hiperbo´lico, parabo´lico ou el´ıptico, respectivamente9.
Vamos deduzir, no cap´ıtulo que se segue, que a EDP10
−∇2u(x, y, t) + 1
µ2
∂2
∂t2
u(x, y, t) = f(x, y, t), (3.5)
satisfazendo a certas condic¸o˜es iniciais e de contorno, e´ a equac¸a˜o diferencial associada a
problemas de propagac¸a˜o de sinais.11
9No caso em que o discriminante muda de sinal dizemos que a EDP e´ do tipo misto.
10O s´ımbolo ∇2f(x, y, z, t) e´ o chamado laplaciano de f e e´ tal que ∇2f = ∂
2f
∂x2
+
∂2f
∂y2
+
∂2f
∂z2
.
11Claramente a EDP e´ linear, de segunda ordem e do tipo hiperbo´lico.
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3.3 Metodologia de resoluc¸a˜o
Existem va´rios me´todos para obtermos a soluc¸a˜o de uma equac¸a˜o diferencial parcial do
tipo hiperbo´lico satisfazendo certas condic¸o˜es de contorno e iniciais. Dentre eles vamos
citar os seguintes:
(a)Separac¸a˜o de varia´veis[13]. Talvez o mais simples e aplica´vel somente quando a
EDP e´ homogeˆnea. Impo˜e-se que a soluc¸a˜o pode ser procurada na forma de um produto
de func¸o˜es, cada uma delas sendo func¸a˜o de apenas uma varia´vel independente. Emergem
constantes de separac¸a˜o que devem ser determinadas atrave´s das condic¸o˜es do problema.
(b)Transformadas integrais[10]. Converte o problema de partida num outro (proble-
ma transformado) aparentemente mais simples de ser resolvido, resolve-se o problema
transformado e recupera-se a soluc¸a˜o do problema de partida atrave´s da respectiva trans-
formada inversa. As transformadas integrais mais utilizadas sa˜o as transformadas de
Laplace, de Fourier e de Hankel.
(c)Func¸a˜o de Green[13]. Particularmente importante em problemas na˜o-homogeˆneos,
isto e´, com EDP na˜o-homogeˆnea. Fornece uma soluc¸a˜o na forma de uma integral ou uma
se´rie infinita. Determina-se a soluc¸a˜o da EDP com o termo na˜o-homogeˆneo sendo uma
fonte pontual. Usando o princ´ıpio da superposic¸a˜o12, o termo forc¸ante e´ tratado como
uma ‘colec¸a˜o’ de fontes pontuais.
(d)Princ´ıpio de Duhamel[12]. Fornece uma representac¸a˜o integral em termos da
soluc¸a˜o de uma EDP mais simples. Uma EDP com termo fonte (termo de na˜o-homogenei-
dade) variando no tempo e condic¸o˜es de contorno tambe´m variando no tempo fica deter-
minada atrave´s de uma representac¸a˜o integral envolvendo a soluc¸a˜o de uma EDP com
termo forc¸ante constante e condic¸o˜es de contorno constantes.
Conve´m ressaltar que para uma EDP, linear, de segunda ordem, com duas
varia´veis independentes temos, tambe´m, o chamadoMe´todo de Riemann. Este me´todo
fornece uma soluc¸a˜o em termos da soluc¸a˜o da respectiva equac¸a˜o adjunta.
Neste trabalho, vamos discutir um outro me´todo para obtenc¸a˜o da soluc¸a˜o,
isto e´, o chamado Me´todo da Justaposic¸a˜o das transformadas,13 algumas vezes
conhecido como Me´todo de Cagniard-de Hoop. O me´todo de Cagniard-de Hoop e´ o
me´todo de Cagniard[1] com a modificac¸a˜o proposta por de Hoop[2]. A diferenc¸a ba´sica e´
que o me´todo de Cagniard propriamente dito reduz o problema em questa˜o ao ca´lculo de
uma integral que pode ser efetuada por inspec¸a˜o enquanto que no caso da justaposic¸a˜o
propriamente dita devemos efetuar o ca´lculo expl´ıcito das transformadas inversa.
Em resumo temos: (i)Justaposic¸a˜o. Me´todo para resolver uma EDP, linear
12Pelo princ´ıpio da superposic¸a˜o temos que se cada uma das n func¸o˜es u1, · · · , un satisfaz a uma EDP
linear e homogeˆnea enta˜o qualquer combinac¸a˜o linear destas func¸o˜es tambe´m e´ uma soluc¸a˜o.
13O objetivo final e´ utilizar o teorema dos res´ıduos para o ca´lculo das transformadas inversas, ou seja,
vamos encarar o me´todo como sendo uma aplicac¸a˜o propriamente dita.
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cujo domı´nio espacial e´ infinito ou semi-infinito com condic¸o˜es iniciais especificadas. O
procedimento geral e´: usar a transformada de Laplace para eliminar a dependeˆncia tem-
poral e a transformada de Fourier ou Hankel na parte espacial. O resultado e´ uma equac¸a˜o
diferencial ou mesmo uma equac¸a˜o alge´brica, supostamente mais simples de ser resolvida,
cuja soluc¸a˜o e´ a transformada justaposta. Para recuperar a soluc¸a˜o do problema de par-
tida devemos proceder com as respectivas transformadas inversas, sendo a ordem delas
determinada pelo problema em questa˜o. (ii) Me´todo de Cagniard. Atrave´s de uma
se´rie de transformac¸o˜es converte a justaposic¸a˜o da transformada de Laplace de onde
segue-se que a soluc¸a˜o do problema de partida e´ obtido por inspec¸a˜o.(iii) Me´todo de
de Hoop. Substitui a transformada de Laplace no me´todo de Cagniard pela transfor-
mada de Fourier.
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Cap´ıtulo 4
Integral de Carson e o me´todo de
Cagniard
Neste cap´ıtulo e´ estudado o me´todo proposto por Cagniard[1] para o ca´lculo da inversa˜o
da justaposic¸a˜o de transformadas e este e´ comparado ao me´todo proposto por de Hoop[2]
ambos para o problema de pulsos s´ısmicos.
O assim chamado me´todo da integral de Carson[1] permite soluc¸o˜es bastante ele-
gantes para problemas relacionados com fenoˆmenos transito´rios, os quais sa˜o governados
por equac¸o˜es diferenciais lineares1. Mesmo que restrinjamos nosso interesse puramente na
parte matema´tica vemos que o me´todo de Carson e´ perfeitamente adapta´vel a problemas
do tipo considerados neste trabalho,2 nos quais devemos calcular certas integrais num
sistema de equac¸o˜es diferenciais parciais satisfazendo a`s condic¸o˜es iniciais e expressa´-las
em termos de uma “func¸a˜o de excitac¸a˜o”arbitra´ria F (t).
O me´todo de Cagniard consiste em atrave´s de minuciosos ca´lculos, envolvendo
a transformada de Laplace, utilizar o me´todo de Carson e assim transformar o problema
de resolver as equac¸o˜es de propagac¸a˜o em resolver as chamadas integrais de Duhamel.3
Inicialmente, deduzimos as equac¸o˜es de propagac¸a˜o para um meio ela´stico, ho-
mogeˆneo e isotro´pico e em seguida mostramos que considerando um grupo adequado de
hipo´teses sobre a forma da soluc¸a˜o da equac¸a˜o podemos concluir que o me´todo da inte-
gral de Carson provavelmente ira´ nos conduzir a` soluc¸a˜o. Em seguida, e´ enunciado um
teorema que, em geral, nos possibilita fazer a verificac¸a˜o de que as func¸o˜es obtidas por
este me´todo sa˜o de fato as soluc¸o˜es do problema.
1Ver Cap´ıtulo 3.
2Isto e´, problemas de propagac¸a˜o de onda em meios semi-infinitos.
3Como vamos ver na Sec¸a˜o 4.3
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4.1 Equac¸o˜es de propagac¸a˜o, condic¸o˜es iniciais e de
contorno
Consideremos dois meios semi-infinitos, homogeˆneos, isotro´picos e perfeitamente ela´sticos.
Tomemos, no sistema de coordenadas x, y, z, o plano de interface dos dois meios como
sendo o plano xy, como nos mostra a Figura 4.1. No instante t = 0, os dois meios esta˜o
x
y
z
P
Primeiro meio
Segundo meio
Figura 4.1: Plano xy separando os dois meios.
em repouso e uma fonte pontual P de coordenadas (0, 0, h) com h > 0, comec¸a a vibrar
de tal forma que o deslocamento da onda produzida e´ radial e isotro´pico. Consideramos
a fonte como sendo uma esfera de raio arbitrariamente pequeno e o deslocamento como
sendo uma func¸a˜o arbitra´ria do tempo.
Neste cap´ıtulo nos propomos a estudar o me´todo proposto por Cagniard para
equacionar as ondas ela´sticas provenientes da situac¸a˜o descrita acima. Este e´ o problema
geral de reflexa˜o de uma onda s´ısmica de compressa˜o4, considerada esfe´rica e isotro´pica
por uma superf´ıcie plana.
4.1.1 Notac¸a˜o
Denominamos por “primeiro meio”o meio que conte´m a fonte P e por “segundo meio”o
outro. Para designar os paraˆmetros que caracterizam os dois meios usamos as mesmas
letras pore´m, sempre que necessa´rio, especificamos a qual meio estamos nos referindo.
Ale´m disso, utilizamos as notac¸o˜es:
ρ = densidade
cL = velocidade de fase de ondas planas harmoˆnicas de compressa˜o
cT = velocidade de fase de ondas de cisalhamento
S = lentida˜o de propagac¸a˜o de ondas de compressa˜o, isto e´, S = 1
cL
s = lentida˜o de propagac¸a˜o de ondas de cisalhamento, isto e´, s = 1
cT
λ, µ = constantes de Lame´.
4Ondas formadas pelo aumento da pressa˜o no sistema ocasionado pela ac¸a˜o de agentes externos.
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Em meios acu´sticos5 as part´ıculas na˜o possuem ligac¸a˜o qu´ımica, portanto o
deslocamento de uma part´ıcula so´ pode ser transferido para outra se esta estiver no
caminho do deslocamento. Desta forma a propagac¸a˜o da onda so´ pode ocorrer na direc¸a˜o
do deslocamento, ou seja, em meios acu´sticos so´ se propagam ondas longitudinais (ou
ondas de compressa˜o)6. Denominamos tais ondas por Ψ.
No caso em que um dos meios na˜o for acu´stico, isto e´, no caso em que um dos
meios for so´lido, as part´ıculas possuira˜o ligac¸o˜es qu´ımicas. Assim, um deslocamento de
uma delas tambe´m afeta part´ıculas nas direc¸o˜es perpendiculares ao deslocamento. Desta
forma uma onda pode ser gerada com direc¸a˜o de deslocamento perpendicular a` direc¸a˜o de
propagac¸a˜o, tais ondas sa˜o conhecidas como ondas transversais7 (ou ondas de distorc¸a˜o).
Denominamos tais ondas por U .
4.1.2 Equac¸o˜es de propagac¸a˜o
Nas primeiras sec¸o˜es deste cap´ıtulo introduzimos o problema geral que nos propusemos
a estudar e introduzimos as notac¸o˜es que sera˜o utilizadas. De posse de tais conceitos,
nesta sec¸a˜o, introduzimos as chamadas equac¸o˜es de Navier e a partir delas deduzimos as
equac¸o˜es de propagac¸a˜o.
4.1.3 Equac¸o˜es de Navier
Um corpo ela´stico possui um u´nico estado natural, ao qual retorna quando na˜o ha´ forc¸as
externas atuando sobre ele. Apo´s medir todas as forc¸as e deslocamentos deste estado
consideramos estes como sendo os estados iniciais.
Existem duas maneiras de descrever um corpo deformado[14] a saber: pelo ma-
terial e pelas condic¸o˜es espaciais. Consideramos a descric¸a˜o pelas condic¸o˜es espaciais. O
movimento de um continuum e´ descrito em termos do campo de velocidades instantaˆneo
vi(x1, x2, x3, t). Para descrever a forc¸a aplicada no corpo utilizamos um campo de deslo-
camentos ui(x1, x2, x3, t) que descreve o deslocamento de uma part´ıcula em func¸a˜o do
tempo t. Existem va´rias formas de medir o campo de deslocamento. Utilizamos aqui o
tensor de forc¸a de Almansi[14] que e´ expresso em termos de ui(x1, x2, x3, t) pela equac¸a˜o
8
eij =
1
2
[
∂uj
∂xi
+
∂ui
∂xj
− ∂uk
∂xi
∂uk
∂xj
]
. (4.1)
5Gases e l´ıquidos.
6Tambe´m conhecidas, na sismologia, como ondas P, abreviac¸a˜o de ondas prima´rias, uma vez que,
num registro s´ısmico em uma estac¸a˜o distante sa˜o elas que da˜o o primeiro sinal de um terremoto.
7Tambe´m conhecidas como ondas S, abreviac¸a˜o de ondas secunda´rias. Em casos de terremoto este
tipo de onda e´ o que costuma causar os maiores danos.
8A notac¸a˜o ∂uk∂xi indica que estamos considerando todas as combinac¸o˜es para os ı´ndices k = 1, 2 e 3 e
i = 1, 2 e 3.
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Temos que cada ui e´ func¸a˜o do tempo e da posic¸a˜o da part´ıcula. A velocidade da part´ıcula
e´ dada pela derivada do deslocamento em relac¸a˜o ao tempo, ou seja9
vi =
∂ui
∂t
+ vj
∂ui
∂xj
. (4.2)
De maneira ana´loga a acelerac¸a˜o da part´ıcula e´ dada pela derivada da velocidade
em relac¸a˜o ao tempo, logo
αi =
∂vi
∂t
+ vj
∂vi
∂xj
. (4.3)
O deslocamento do corpo deve satisfazer a lei de conservac¸a˜o de massa[14] a qual da´
origem a equac¸a˜o de continuidade
∂ρ
∂t
+
∂(ρvi)
∂xi
= 0 (4.4)
onde ρ = ρ(x, t) e´ o campo de densidade. Tambe´m temos que o deslocamento do corpo
deve satisfazer a equac¸a˜o de movimento de Euler [14], isto e´
ραi =
∂σij
∂xj
+Xi (4.5)
onde σij e´ o elemento da i-e´sima linha e j-e´sima coluna do tensor e Xi = (x1, x2, x3).
Ale´m disso, para as equac¸o˜es (4.4) e (4.5) a teoria da elasticidade linear esta´
baseada na lei de Hooke[14], que para um material isotro´pico e homogeˆneo nos permite
escrever
σij = λekkδij + 2µeij (4.6)
na qual λ e µ sa˜o as constantes de Lame´ que independem das coordenadas espaciais.
Para que possamos progredir com nossa ana´lise, isto e´, chegar a`s equac¸o˜es de
Navier devemos linearizar o problema, ou seja, considerar o deslocamento e a veloci-
dade como sendo suficientemente pequenos para que possamos desconsiderar termos na˜o
lineares10 nas equac¸o˜es (4.1), (4.2) e (4.3). Com estas hipo´teses podemos escrever
eij =
1
2
(ui,j + uj,i),
vi =
∂ui
∂t
, αi =
∂vi
∂t
.
(4.7)
O sistema de equac¸o˜es de (4.1) − (4.6), bem como o sistema de equac¸o˜es de
(4.4)− (4.7), somam 22 equac¸o˜es e 22 inco´gnitas ρ, ui, vi, eij, σij substituindo a equac¸a˜o
9Os detalhes para obtenc¸a˜o das equac¸o˜es que se seguem fogem do objetivo deste texto e podem ser
encontrados na refereˆncia [14].
10Estas considerac¸o˜es na˜o restringem muito o problema, uma vez que se utilizam em uma boa parte
das aplicac¸o˜es nas quais estamos interessados.
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(4.6) na equac¸a˜o (4.5) e utilizando a primeira das equac¸o˜es (4.7) chegamos a`s assim
chamadas equac¸o˜es de Navier11
µui,jj + (λ+ µ)uj,ji +Xi = ρ
∂2ui
∂t2
, (4.8)
que tambe´m podem ser escritas na forma
µ∇2ui + (λ+ µ)e,i+Xi = ρ∂
2ui
∂t2
, (4.9)
onde e e´ o divergente associado ao vetor de deslocamento ui, isto e´,
12
e =
∂u
∂x
+
∂v
∂y
+
∂w
∂z
.
Love[15] reescreveu a equac¸a˜o (4.9) da seguinte forma
µ∇2(u, v, w) + (λ+ µ)
(
∂
∂x
,
∂
∂x
,
∂
∂x
)
e+ (X,Y, Z) = ρ
∂2
∂t2
(u, v, w),
a qual pode ser escrita na forma mais simplificada
µ∇2u+ (λ+ µ)∂e
∂x
+X = ρ
∂2u
∂t2
. (4.10)
4.1.4 Equac¸o˜es de movimento
Consideremos o vetor campo de deslocamento u1, u2, u3 como sendo representado por um
potencial escalar Ψ(x1, x2, x3, t) e por uma tripla de vetores potenciais ϕi(x1, x2, x3, t),
tal que, para i = 1, 2, 3 e para forc¸a volume´trica nula tenhamos13
ui =
∂Ψ
∂xi
+ eijk
∂ϕk
∂xij
e ϕi,i = 0. (4.11)
Temos, pela equac¸a˜o de Navier, para um corpo homogeˆneo e isotro´pico, que
ρ
∂2ui
∂t2
= µui,jj + (λ+ µ)uj,ji, (4.12)
de onde segue14
ρ
∂
∂xi
(
∂2Ψ
∂t2
)
+ρeijk
∂
∂xj
(
∂2ϕk
∂t2
)
= (λ+µ)
∂
∂xi
∇2Ψ+µ ∂
∂xi
∇2Ψ+µeijk ∂
∂xj
∇2ϕk. (4.13)
11A notac¸a˜o uj,ij indica que estamos considerando
∂2uj
∂xi∂xj
para todos os valores de i e de j.
12Note que pelas hipo´teses temos que
∂ui
∂x
+
∂ui
∂y
+
∂ui
∂z
=
∂u
∂x
+
∂v
∂y
+
∂w
∂z
.
13Sendo eijk o tensor de permutac¸a˜o[14].
14Utilizamos nesta passagem o fato que ϕi,i = 0.
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Considerando o deslocamento como sendo infinitesimal, qualquer mudanc¸a na densidade ρ
tambe´m sera´ infinitesimal. Na equac¸a˜o (4.12) ρ e´ multiplicado por quantidades pequenas,
tomamos ρ suficientemente pequeno para que possamos considerar cada ui como sendo
constante. Tomando estas considerac¸o˜es temos que a equac¸a˜o (4.13) sera´ satisfeita se as
func¸o˜es Ψ e ϕi forem soluc¸o˜es das equac¸o˜es:
∇2Ψ = 1
c2L
∂Ψ
∂t2
∇2ϕk = 1
c2T
∂ϕk
∂t2
.
(4.14)
As equac¸o˜es acima sa˜o as equac¸o˜es de onda. Elas indicam que podemos ter dois tipos de
perturbac¸o˜es com velocidades cL e cT , dadas por[14]
cL =
(
λ+ 2µ
ρ
)1/2
e cT =
(
µ
ρ
)1/2
. (4.15)
De fato, cL e ct sa˜o as velocidades de propagac¸a˜o de ondas longitudinais e transversais,
respectivamente.
Em boa parte das aplicac¸o˜es presentes nos pro´ximos cap´ıtulos sa˜o estudadas
ondas esfe´ricas geradas por fontes pontuais. A simetria esfe´rica na˜o e´ mantida durante
a propagac¸a˜o em meios so´lidos, entretanto em muitos casos a simetria axial e´ mantida,
nestes casos e´ bastante u´til o uso de coordenadas cil´ındricas15. Consideremos r, φ, z
como definidos na equac¸a˜o (B.1)16, z como sendo um eixo de simetria e sejam lr, lz e lφ
os deslocamentos nas direc¸o˜es r, z e φ, respectivamente, como nos mostra a Figura 4.2.
x
y
z
φ
r
lz
lφ
lr
Figura 4.2: Coordenadas cil´ındricas e direc¸o˜es de deslocamento.
Temos que as equac¸o˜es de movimento nas direc¸o˜es r e z sa˜o respectivamente
dadas por[16]
(λ+ 2µ)
(
∂2lr
∂r2
+
1
r
∂lr
∂r
− lr
r2
+
∂2lz
∂z∂r
)
+ µ
(
∂2lr
∂z2
− ∂
2lz
∂z∂r
)
= ρ
∂2lr
∂t2
. (4.16)
(λ+ 2µ)
(
∂2lr
∂z∂r
+
1
r
∂lr
∂z
+
∂2lz
∂z2
)
− µ
r
(
∂lr
∂z
− ∂lz
∂r
)
− µ
(
∂2lr
∂z∂r
− ∂
2lz
∂r2
)
= ρ
∂2lz
∂t2
15Ver Apeˆndice B.1.
16Ver Apeˆndice B.1.
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Note que as equac¸o˜es acima na˜o possuem dependeˆncia angular (φ) pois o eixo z e´ de
simetria. Utilizando a definic¸a˜o de potencial[16]
lr =
∂Ψ
∂r
− ∂U
∂z
lz =
∂Ψ
∂z
+
∂(rU)
r∂r
(4.17)
e substituindo as equac¸o˜es (4.17) nas equac¸o˜es (4.16) mostra-se que as equac¸o˜es (4.16)
sa˜o satisfeitas se as func¸o˜es Ψ e U forem soluc¸o˜es das equac¸o˜es17
∇2Ψ = 1
c2L
∂Ψ
∂t2
∇2U − 1
r2
U =
1
c2T
∂U
∂t2
.
(4.18)
Utilizando a notac¸a˜o introduzida no in´ıcio desta sec¸a˜o podemos reescrever as
equac¸o˜es (4.18) na seguinte forma
∇2Ψ = S2∂
2Ψ
∂t2
∇2U − 1
r2
U = s2
∂2Ψ
∂t2
que em coordenadas cil´ındricas podem ser escritas, utilizando as simetrias do problema,
como18
∂2Ψ
∂r2
+
∂2Ψ
∂z2
+
1
r
∂Ψ
∂r
= S2
∂2Ψ
∂t2
, (4.19)
de maneira ana´loga, U satisfaz a equac¸a˜o
∂2U
∂r2
+
∂2U
∂z2
+
1
r
∂U
∂r
− U
r2
= s2
∂2U
∂t2
. (4.20)
Notemos que a equac¸a˜o (4.19) e´ a equac¸a˜o de uma onda escrita na sua forma
mais conhecida, ao passo que a equac¸a˜o (4.20) somente tem esta forma mais conhecida
se considerarmos U da seguinte forma
U = −∂ϕ
∂r
,
pois neste caso se ϕ for soluc¸a˜o da equac¸a˜o
∇2ϕ = s2 ∂ϕ
∂t2
,
enta˜o U satisfara´ a equac¸a˜o (4.20).
17Mais uma vez utilizamos o fato de o eixo z ser de simetria, ou seja, ∇2 = ∂
2
∂r2
+
1
r
∂2
∂r
+
∂2
∂z2
.
18Note que as equac¸o˜es que se seguem devem ser satisfeitas no interior de ambos os meios. No segundo
meio U , S e s devem ser substitu´ıdos por U ′, S′ e s′, respectivamente.
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4.2 Hipo´teses para a integral de Carson
Suponhamos que as func¸o˜es Ψ(t, r, z) e U(t, r, z) sejam as soluc¸o˜es das equac¸o˜es (4.19) e
(4.20), respectivamente e que satisfac¸am as seguintes condic¸o˜es:
I)- Ψ e U , e todas suas derivadas sa˜o nulas para todo r e z quando t = 0.
II)- Ψ e U sa˜o cont´ınuas, limitadas e de classe C∞ em cada um dos pontos de
seus domı´nios, com excec¸a˜o da fonte P e da fronteira z = 0.
III)- Ψ e U tendem a um limite finito a` medida que se aproximam da fronteira
z = 0, independentemente do meio pelo qual se aproximam, entretanto na˜o necessaria-
mente os valores obtidos para os limites devem coincidir.
IV)- No ponto P , U e´ limitada e infinitamente diferencia´vel. O mesmo e´ va´lido
para a func¸a˜o19 G = Ψ − F (t − RS)/R, onde F (t) e´ uma func¸a˜o dada, infinitamente
diferencia´vel para todo t, nula e com derivadas nulas para t ≤ 0.
V)- Para todos valores finitos de t, pontos de ambos os meios que estejam em
movimento ou comec¸ando a se mover esta˜o a uma distaˆncia finita da fonte P . Por esta
raza˜o em problemas deste tipo dizemos que na˜o ha´ condic¸o˜es no infinito.
VI)- Ψ e U satisfazem as equac¸o˜es de propagac¸a˜o e no limite z → 0, as condic¸o˜es
de fronteira z = 0 sa˜o satisfeitas, isto e´,
∂Ψ
∂z
+
∂U
∂r
+
U
z
=
∂Ψ′
∂z
+
∂U ′
∂r
+
U ′
z
e
∂Ψ
∂r
− ∂U
∂z
=
∂Ψ′
∂r
− ∂U
′
∂z
.
4.3 Construc¸a˜o da soluc¸a˜o
Vamos agora, em oito etapas, construir a soluc¸a˜o para o nosso problema inicial20:
1- Suponhamos conhecidas as soluc¸o˜es para as equac¸o˜es de propagac¸a˜o, isto e´,
Ψ(t, r, z) e U(t, r, z). Sendo u um paraˆmetro qualquer, temos que as func¸o˜es
Ψ(t+ u, r, z)
U(t+ u, r, z)
19Lembremos que R e´ a distaˆncia do ponto em questa˜o a` fonte.
20Note que com os passos que se seguem na˜o estamos propriamente deduzindo a soluc¸a˜o do problema
e sim tentando construi-la.
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tambe´m constituem uma soluc¸a˜o para o nosso sistema de equac¸o˜es diferenciais parciais,
isto e´, satisfazem as condic¸o˜es de propagac¸a˜o e condic¸o˜es na fronteira z = 0, ignoradas
as condic¸o˜es iniciais.
2- Seja p um nu´mero real positivo. Supomos que as integrais
Ψ1 =
∫ ∞
−t
e−puΨ(t+ u, r, z) du
U1 =
∫ ∞
−t
e−puU(t+ u, r, z) du
convirjam, apesar de Ψ e U , na˜o serem necessariamente limitadas quando u tende ao
infinito.21
Uma vez que, temos o fator e−pu na integral, Ψ e U , bem como todas suas
derivadas sa˜o cont´ınuas e todas derivadas de Ψ e U com respeito a u sa˜o nulas para
u = −t, podemos concluir que as derivadas de Ψ1 e U1 podem ser obtidas diretamente
pela diferenciac¸a˜o de Ψ e U de acordo com o sinal da integral.
Consequ¨entemente, tomamos como hipo´tese o fato que Ψ1 e U1, satisfazem as
equac¸o˜es de propagac¸a˜o e as condic¸o˜es de fronteira em z = 0.
3- Introduzindo a mudanc¸a de varia´vel
τ = t+ u
na definic¸a˜o das func¸o˜es Ψ1 e U1, podemos escrever
Ψ1 = e
pt
∫ ∞
0
e−pτΨ(τ, r, z) dτ = eptxp(p, r, z)
U1 = e
pt
∫ ∞
0
e−pτU(τ, r, z) dτ = eptyp(p, r, z),
e desta forma definir as func¸o˜es eptxp(p, r, z) e e
ptyp(p, r, z) como sendo
xp(p, r, z) =
∫ ∞
0
e−pτΨ(τ, r, z) dτ (4.21)
yp(p, r, z) =
∫ ∞
0
e−pτU(τ, r, z) dτ. (4.22)
4- Pela hipo´tese IV) na fonte P temos que U e´ limitada e consequ¨entemente
eptyp(p, r, z) tambe´m o e´. Tambe´m pela hipo´tese IV) temos que G = Ψ−F (t−RS)/R e´
uma func¸a˜o limitada, ou seja, Ψ = G+ F (t− RS)/R. Da linearidade da integral temos
que xp e´ a soma de uma func¸a˜o limitada com a func¸a˜o
22
∫ ∞
0
e−pτ
1
R
F (τ −RS) dτ = 1
R
e−pRS
∫ ∞
0
e−pτF (τ) dτ.
21De fato, em geral, neste tipo de problema Ψ e U divergem quando u tende ao infinito.
22Introduzindo as mudanc¸as de varia´vel τ −RS = h e depois τ = h.
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5- Seja M(r, z) um ponto que se afasta uniformemente da fonte P , neste caso,
as func¸o˜es Ψ e U sa˜o nulas para t = 0 e permanecem nulas com o decorrer do tempo.
Por esta raza˜o, na˜o e´ necessa´rio manter os limites inferiores das integrais (4.21) e (4.22)
como sendo zero, podemos escolher um limite menor e que cresce a` medida que o ponto
M(r, z) se afasta da fonte P . Este fato torna prova´vel o decaimento exponencial de xp e
yp, vistas como func¸o˜es de r e z.
6- Tendo em vista os passos anteriores, estamos aptos a tentar diretamente
determinar uma soluc¸a˜o para as equac¸o˜es de propagac¸a˜o, que devem ter a seguinte forma,
ψp = e
ptXp(p, r, z)
up = e
ptYp(p, r, z)
na qual p e´ um nu´mero real positivo e as func¸o˜es Xp e Yp sa˜o tais que, ambas decaem
exponencialmente a` medida que r e z tendem ao infinito e permanecem limitadas para
todo espac¸o com a excec¸a˜o da fonte P , onde Xp, com um termo de limitac¸a˜o, deve tender
a 1
R
.
Uma vez que as equac¸o˜es acima na˜o teˆm dependeˆncia temporal, encontrar uma
soluc¸a˜o para o problema acima e´ notavelmente mais simples que encontrar uma soluc¸a˜o
para o problema inicial. Ale´m disso, se existirem Xp e Yp que satisfazem as equac¸o˜es
acima, enta˜o estes sera˜o u´nicos.
7- Suponhamos agora que Xp e Yp sejam conhecidos. Levando em conta o
comportamento que impusemos para as soluc¸o˜es no ponto P , temos que xp e yp sa˜o
proporcionais a Xp e Yp, com fator de proporcionalidade dado por
∫ ∞
0
e−pτF (τ) dτ , isto
e´,
xp = Xp
∫ ∞
0
e−pτF (τ) dτ (4.23)
bem como
yp = Yp
∫ ∞
0
e−pτF (τ) dτ. (4.24)
De fato, podemos concluir queXp e Yp, que denominamos por “coeficientes exponenciais”,
sa˜o as transformadas de Laplace23 da soluc¸a˜o da func¸a˜o fonte degrau24 e xp e yp sa˜o as
transformadas de Laplace da resposta associada a` func¸a˜o fonte F (t) e as equac¸o˜es (4.23)
e (4.24) expressando o princ´ıpio da superposic¸a˜o.
De posse das equac¸o˜es (4.23) e (4.24) podemos escrever, pelas definic¸o˜es de xp
e yp, que ∫ ∞
0
e−pτΨ(τ, r, z) dτ = Xp
∫ ∞
0
e−pτF (τ) dτ (4.25)∫ ∞
0
e−pτU(τ, r, z) dτ = Yp
∫ ∞
0
e−pτF (τ) dτ. (4.26)
23Ver Cap´ıtulo 2.
24Ver footnote 31.
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Sejam A(τ, r, z) e B(τ, r, z), que denominamos por “fatores de transmissa˜o”, as respecti-
vas transformadas inversas de p−1Xp e p−1Yp, ou seja,
Xp(p, r, z)
p
=
∫ ∞
0
e−pτA(τ, r, z) dτ (4.27)
Yp(p, r, z)
p
=
∫ ∞
0
e−pτB(τ, r, z) dτ. (4.28)
Enta˜o, as func¸o˜es A, B, F , Ψ e U esta˜o relacionadas pelas equac¸o˜es,∫ ∞
0
e−puΨ(u, r, z) du = p
[∫ ∞
0
e−pτA(τ, r, z) dτ
] [∫ ∞
0
e−puF (u) du
]
∫ ∞
0
e−puU(u, r, z) du = p
[∫ ∞
0
e−pτB(τ, r, z) dτ
] [∫ ∞
0
e−puF (u) du
]
.
8- Nas definic¸o˜es de Ψ1 e U1
25 transformamos o lado direito das equac¸o˜es em
uma integral dupla, como a que se segue para Ψ1∫ ∞
0
e−puΨ(u) du = p
∫ ∞
0
∫ ∞
0
e−p(ξ+η)A(ξ)F (η)dξ dη.
Introduzindo a mudanc¸a de varia´vel ξ + η = u, podemos escrever∫ ∞
0
e−puΨ(u) du = p
∫ ∞
0
e−pu du
∫ u
0
A(ξ)F (u− ξ) dξ. (4.29)
Integrando, por partes, o lado esquerdo da equac¸a˜o acima temos∫ ∞
0
e−puΨ(u) du =
[
e−pu
∫ u
0
Ψ(u) du
]∞
0
− p
∫ ∞
0
e−pu
[∫ u
0
Ψ(µ) dµ
]
du.
Levando em considerac¸a˜o as hipo´teses feitas no in´ıcio deste cap´ıtulo temos que a integral
e−pu
∫ u
0
Ψ(µ) dµ
e´ nula tanto para u = 0 quanto para u tendendo ao infinito. Por esta raza˜o podemos
escrever ∫ ∞
0
e−puΨ(u) du = −p
∫ ∞
0
e−pu
[∫ u
0
Ψ(µ) dµ
]
du.
Substituindo o resultado acima na equac¸a˜o (4.11) obtemos
p
∫ ∞
0
e−pu
[∫ u
0
Ψ(µ) dµ
]
du = p
∫ ∞
0
e−pu
[∫ u
0
A(ξ)F (u− ξ) dξ
]
du,
de onde conclu´ımos que ∫ u
0
Ψ(µ) dµ =
∫ u
0
A(ξ)F (u− ξ) dξ.
25Ver passo 3.
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Rearranjando a equac¸a˜o acima e utilizando as hipo´teses sobre a natureza da func¸a˜o F
temos
Ψ(t, r, z) =
d
dt
∫ t
0
F (t− τ)A(τ, r, z)dτ =
∫ t
0
F ′(t− τ)A(τ, r, z) dτ.
Inserindo as mudanc¸as de varia´vel l = t− τ e depois l = τ podemos escrever
Ψ(t, r, z) =
∫ t
0
F ′(τ)A(t− τ, r, z)dτ. (4.30)
Utilizando o mesmo procedimento, ou seja, refazendo os oito passos para U conclu´ımos
que26
U(t, r, z) =
∫ t
0
F ′(τ)B(t− τ, r, z)dτ. (4.31)
4.4 Verificac¸a˜o da soluc¸a˜o
Como vimos na sec¸a˜o anterior, o me´todo para obtenc¸a˜o das equac¸o˜es de propagac¸a˜o se
baseia em obter diretamente os coeficientes exponenciais Xp, Yp e de posse destes, atrave´s
da resoluc¸a˜o das equac¸o˜es integrais de Carson, obter os fatores de transmissa˜o A e B.
Uma vez determinados A e B obtemos, pelas equac¸o˜es (4.30) e (4.31), Ψ e U . Estas
equac¸o˜es esta˜o separadas em duas partes da seguinte forma: a primeira parte depende
apenas das caracter´ısticas f´ısicas e geome´tricas do meio27 e a segunda dependendo apenas
de uma func¸a˜o de excitac¸a˜o28.
Devemos ainda mostrar que as func¸o˜es encontradas Ψ e U sa˜o de fato as soluc¸o˜es
do problema. Para isso, na˜o e´ suficiente mostrar que Ψ e U satisfazem as hipo´teses do
in´ıcio da Sec¸a˜o 4.3, ale´m disso, devemos mostrar que Ψ e U satisfazem as condic¸o˜es do
in´ıcio da Sec¸a˜o 4.2.
Claramente, as func¸o˜es obtidas satisfazem as cinco primeiras condic¸o˜es da Sec¸a˜o
4.2, desta forma, devemos apenas mostrar que as func¸o˜es satisfazem as equac¸o˜es de
propagac¸a˜o e as condic¸o˜es de fronteira, isto e´, a condic¸a˜o seis da referida sec¸a˜o.
4.5 Discussa˜o do me´todo
Fazemos nesta sec¸a˜o uma breve discussa˜o do me´todo proposto na Sec¸a˜o 4.2 para obter a
resoluc¸a˜o das equac¸o˜es de propagac¸a˜o.
Sejam Ψ(t, r, z) e U(t, r, z) as soluc¸o˜es para nosso problema e F (t) nossa func¸a˜o
de excitac¸a˜o. Para um nu´mero real positivo p definimos, a partir das transformadas de
26As equac¸o˜es (4.30) e (4.31) sa˜o conhecidas como integrais de Duhamel.
27Que sa˜o expressas pelos fatores de transmissa˜o A e B.
28Que sa˜o expressas por F (t).
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Laplace29 de Ψ(t, r, z), U(t, r, z) e F (t), as func¸o˜es Ψ¯, U¯ e F¯ da seguinte forma:
Ψ¯(p, r, z) = p
∫ ∞
0
Ψ(t, r, z)e−pt dt,
U¯(p, r, z) = p
∫ ∞
0
U(t, r, z)e−pt dt, (4.32)
F¯ (p) = p
∫ ∞
0
F (t)e−pt dt.
De posse das equac¸o˜es acima definimos Xp e Yp como sendo tais que
Ψ¯(p, r, z) = Xp(p, r, z)F¯ (p)
U¯(p, r, z) = Yp(p, r, z)F¯ (p).
(4.33)
Para valores fixos de p, temos que Ψ¯ e U¯ satisfazem, respectivamente, as transformadas
de Laplace das equac¸o˜es (4.19) e (4.20). Uma vez que F¯ (p) na˜o depende de r e z, as
equac¸o˜es (4.33) nos mostram queXp e Yp tambe´m satisfazem as transformadas de Laplace
das equac¸o˜es (4.19) e (4.20).
Utilizamos as equac¸o˜es (4.27) e (4.28) como definic¸o˜es de A(t, r, z) e B(t, r, z).
Utilizando as propriedades do produto de convoluc¸a˜o da transformada de Laplace30 pode-
mos inverter as equac¸o˜es (4.33) e chegar as equac¸o˜es (4.30) e (4.31).
Ressaltamos novamente, que os passos anteriores na˜o se constituem propria-
mente em uma deduc¸a˜o da resposta e sim em uma tentativa de obteˆ-la. Desta forma, as
equac¸o˜es (4.30) e (4.31) sa˜o as soluc¸o˜es, que obtivemos por tentativa, para uma func¸a˜o
entrada Ψ na fonte de F (t− SR)/R. Sendo assim, se encontrarmos a resposta para uma
entrada Ψ = θ(t− SR)/R, onde θ(t′) e´ a func¸a˜o degrau unita´ria, conhecida como func¸a˜o
de Heaviside,31 as soluc¸o˜es sera˜o denotadas por A(t, r, z) e B(t, r, z). O procedimento
anterior sugere que devemos iniciar com uma entrada tipo degrau Ψ.
A principal vantagem que temos ao proceder desta forma e´ que ha´ um ganho
em termos de simplicidade no processo de construc¸a˜o da soluc¸a˜o. Tal procedimento
usualmente introduz “func¸o˜es”do tipo impulso, que requerem um cuidadoso estudo para
que possam ser utilizadas em ca´lculos mais rigorosos. Um esboc¸o de tal estudo pode ser
visto no Apeˆndice A.
Outra vantagem de trabalhar com func¸o˜es degrau aparece quando temos de
diferenciar tais func¸o˜es em relac¸a˜o ao tempo, uma vez que, diferencia´-las praticamente
equivale a multiplicar por p, pois
p
∫ ∞
0
f ′(t)e−ptdt = p
[
p
∫ ∞
0
f(t)e−ptdt
]
− pf(0)
sempre que a integral fizer sentido.
29Ver Cap´ıtulo 2.
30Ver Subsec¸a˜o 2.1.2.
31θ(t′) = 1 se t′ > 0 e zero caso contra´rio.
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De posse destes conceitos utilizamos θ(t) no lugar de F (t). Desta forma A(t, r, z)
e B(t, r, z) sa˜o as respostas para uma entrada Ψ ≡ θ(t− SR)/R e U ≡ 0.
Para calcular A(t, r, z) e B(t, r, z) inicialmente calculamos Xp e Yp aplicando
a transformada de Laplace nas equac¸o˜es diferenciais parciais envolvendo Ψ e U , assim
como nas condic¸o˜es e utilizando os passos descritos na Sec¸a˜o 4.3. De posse de Xp e Yp
invertemos as equac¸o˜es (4.27) e (4.28) e assim obtemos A e B. Finalmente, a partir das
equac¸o˜es de Duhamel (4.30) e (4.31) obtemos Ψ e U em termos da func¸a˜o de excitac¸a˜o
F (t).
Em suma, o me´todo de Cagniard consiste em atrave´s de minuciosos ca´lculos,
envolvendo a transformada de Laplace, utilizar o me´todo de Carson e assim transformar
o problema de resolver as equac¸o˜es de propagac¸a˜o em resolver as chamadas integrais de
Duhamel.
4.6 O me´todo de Cagniard-de Hoop
Ao aplicar o me´todo proposto por Cagniard com o intuito de obter a soluc¸a˜o exata para
problemas tridimensionais envolvendo pulsos s´ısmicos e´ comum nos depararmos com
expresso˜es bastante complicadas para as componentes do vetor de deslocamento.
O me´todo de Cagniard utiliza a transformada de Laplace tanto para eliminar a
dependeˆncia temporal quanto para a parte espacial. de Hoop propoˆs a seguinte mudanc¸a:
considerar na parte espacial ora a transformada de Fourier e ora a transformada de Han-
kel, dependendo das condic¸o˜es do problema. Tal me´todo e´ tambe´m conhecido por me´todo
de Cagniard-de Hoop e como vamos ver, no cap´ıtulo que se segue, tal procedimento, em
geral, conduz a expresso˜es bem mais simples.
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Cap´ıtulo 5
Aplicac¸o˜es
No primeiro cap´ıtulo deste trabalho desenvolvemos a teoria ba´sica, referente a` analise
complexa, para que pude´ssemos chegar ao teorema de Cauchy-Goursat e ao teorema dos
res´ıduos e consequ¨entemente estarmos aptos a calcular integrais reais via varia´veis com-
plexas. No Cap´ıtulo 2, utilizamos os conceitos desenvolvidos no primeiro cap´ıtulo para
discutir as transformadas de Laplace, Fourier e Hankel bem como suas respectivas inver-
sas e a justaposic¸a˜o das transformadas. O terceiro cap´ıtulo foi destinado a` caracterizac¸a˜o
de equac¸o˜es diferenciais parciais e a discussa˜o das poss´ıveis formas de resoluc¸a˜o de uma
equac¸a˜o diferencial parcial de segunda ordem do tipo hiperbo´lico. Por fim, no cap´ıtulo
anterior foi introduzido e discutido o me´todo de Cagniard e este foi comparado com a
modificac¸a˜o do mesmo proposta por de Hoop.
Neste cap´ıtulo sa˜o estudadas aplicac¸o˜es da teoria desenvolvida nos cap´ıtulos
anteriores. Iniciamos com um estudo do ca´lculo de uma integral real[17] que envolve
basicamente a teoria desenvolvida no primeiro cap´ıtulo. Em seguida um estudo feito por
Paul e Banerjee[18] no qual os autores fazem um interessante uso da transformada de
Hankel para o estudo do potencial ele´trico devido a uma fonte pontual.
Na terceira aplicac¸a˜o, em analogia ao trabalho de Dix[19] resolvemos, via me´todo
de Cagniard um problema bastante simples de propagac¸a˜o de pulsos s´ısmicos.
Nas duas u´ltimas aplicac¸o˜es utilizamos o me´todo de Cagniard-de Hoop primeira-
mente para determinar as equac¸o˜es de propagac¸a˜o de uma onda anisotro´pica gerada por
uma func¸a˜o impulso e em seguida para equacionar os efeitos de uma explosa˜o em fluido
a uma profundidade h.
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5.1 Contornos de integrac¸a˜o
Como ja´ citamos anteriormente, uma das grandes vantagens da teoria das func¸o˜es de
varia´veis complexas e´ permitir em muitos casos o ca´lculo de integrais reais utilizando-
se convenientemente o teorema dos res´ıduos. Nesta sec¸a˜o, seguindo a refereˆncia[17],
utilizamos dois contornos convenientes para calcular uma integral real dependendo de
dois paraˆmetros. Alguns casos particulares sa˜o discutidos. Como uma outra aplicac¸a˜o
determinamos, em uma forma fechada, uma soma envolvendo um produto de func¸o˜es
trigonome´tricas e hiperbo´licas.
5.1.1 Uma classe de integrais reais
Consideramos a func¸a˜o real Fj(x) definida por
Fj(x) =
f(x, µj)
cosh x
na qual j = 0, 1, 2, · · · e µj sa˜o paraˆmetros e f(x, µj) e´ uma outra func¸a˜o real. Vamos
discutir a classe de integrais reais do tipo
J(µj) =
∫ ∞
0
f(x, µj)
coshx
dx.
Para calcular a integral acima consideramos a seguinte integral no plano complexo∫
Γ1
f(z, µj)
cosh z
dz
onde z = x+ iy, x, y ∈ IR e o contorno de integrac¸a˜o Γ1 e´ dado pela Figura 5.1.
Im(z)
Re(z)
(−R, pi)
(−R, 0) (R, 0)
(R, pi)
i
pi
2
Figura 5.1: Definic¸a˜o do contorno Γ1.
onde R e´ tal que apenas a singularidade (po´lo simples) z = i
pi
2
esta´ no interior de Γ1.
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Ale´m disso, supomos que
lim
R→±∞
f(R + iy, µj)→ 0 (5.1)
e que f(z, µj) e´ uma func¸a˜o que na˜o tem singularidades no interior de Γ1. Percorrendo
o contorno no sentido anti-hora´rio a partir do ponto z = −R temos, pelo teorema dos
res´ıduos1, que ∫
Γ1
f(z, µj)
cosh z
dz = 2pi i
[
f(i pi
2
, µj)
senh (i pi
2
)
]
= 2pif
(
i
pi
2
, µj
)
. (5.2)
Percorrendo o caminho no sentido anti-hora´rio podemos escrever∫
Γ1
f(z, µj)
cosh z
dz =
∫ R
−R
f(x, µj)
coshx
dx+
∫ R+ipi
R
f(z, µj)
cosh z
dz+
+
∫ −R+ipi
R+ipi
f(z, µj)
cosh z
dz +
∫ −R
−R+ipi
f(z, µj)
cosh z
dz.
Tomando o limite R→∞ e utilizando as equac¸o˜es (5.1) e (5.2) podemos escrever2∫ ∞
−∞
f(x, µj) + f(x+ ipi, µj)
coshx
dx = 2pif
(
i
pi
2
, µj
)
(5.3)
onde z = ipi
2
na˜o e´ uma raiz da equac¸a˜o f(z, µj) = 0.
Por outro lado, utilizando os mesmos argumentos e hipo´teses anteriores, substi-
tuindo coshx por senhx na definic¸a˜o de Fj(x) e utilizando o contorno dado pela Figura
5.2 obtemos[20]∫ ∞
−∞
f(x, µj) + f(x+ ipi, µj)
senhx
dx = i pi[f(0, µj)− f(ipi, µj)] (5.4)
na qual z = 0 e z = ipi na˜o sa˜o ra´ızes da equac¸a˜o f(z, µj) = 0.
5.1.2 Uma func¸a˜o particular
Utilizando a metodologia da transformada de Fourier para resolver a equac¸a˜o diferen-
cial parcial associada ao potencial eletrosta´tico entre quatro chapas condutoras3 com
condic¸o˜es de contorno conveniente nos deparamos, ao aplicar a transformada de Fourier
inversa, com a seguinte integral
ϕ(x, y) =
2V
pi
∫ ∞
0
cosh ky
cosh ka
sen kx
k
dk
1Ver Sec¸a˜o 1.4.
2Tomando a seguinte mudanc¸a de varia´vel z = x+ ipi na terceira integral do lado direito e utilizando
o fato que a segunda e quarta integrais tendem a zero, pela equac¸a˜o (5.1), quando R tende a infinito.
3Equac¸a˜o diferencial parcial de Laplace bidimensional.
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PSfrag
Im(z)
Re(z)
(−R, pi)
(−R, 0) (R, 0)ε−ε
ipi
(R, pi)
Figura 5.2: Contorno para o ca´lculo da integral (5.4).
na qual 2a e´ a separac¸a˜o entre as chapas e V e´ uma constante[21].
Calculamos aqui a seguinte integral
Λ(α, β) =
∫ ∞
0
coshαt
cosh t
sen βt
t
dt
onde α e β sa˜o paraˆmetros reais tais que |α| < 1 e β > 0.
Afim de calcular a integral da equac¸a˜o acima simulamos uma derivada em
relac¸a˜o ao paraˆmetro β, isto e´,
∂Λ
∂β
=
∫ ∞
0
coshαt
cosh t
cos βt dt =
1
2
∫ ∞
−∞
coshαt
cosh t
cos βt dt ≡ Ω1
2
(5.5)
na qual a segunda igualdade e´ devida ao fato do integrando ser uma func¸a˜o par.
Para calcular Ω1 consideremos a seguinte func¸a˜o real
f1(t, α, β) = coshαt cos βt.
Substituindo f por f1 na equac¸a˜o (5.3) temos∫ ∞
−∞
coshαt cos βt+ coshα(t+ ipi) cos β(t+ ipi)
cosh t
dt = 2pi cosh
(
i
αpi
2
)
cos
(
i
βpi
2
)
ou ainda
Ω1 +
∫ ∞
−∞
coshα(t+ ipi) cos β(t+ ipi)
cosh t
dt = 2pi cosh
(
i
αpi
2
)
cos
(
i
βpi
2
)
. (5.6)
Escrevendo
coshα(t+ ipi) cos β(t+ ipi) =
= (coshαt coshαipi + senhαt senhαipi)(cos βt cos βipi − sen βt sen βipi)
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= (coshαt cosαpi + i senhαt senαpi)(cos βt cosh βpi − i sen βt senh βpi)
= coshαt cos βt cosαpi cosh βpi − i coshαt sen βt cosαpi senh βpi+
+i coshαt sen βt cosαpi senh βpi + senhαt sen βt senαpi senh βpi
ou ainda
cosh(t+ ipi) cos β(t+ ipi) = coshαt cos βt cosαpi cosh βpi + senhαt sen βt senαpi senh βpi,
e substituindo na equac¸a˜o (5.6) podemos escrever
Ω1 + cosαpi cosh βpiΩ1 + senαpi senh β
∫ ∞
−∞
senhαt sen βt
cosh t
dt = 2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
.
Rearranjando os termos da equac¸a˜o acima temos
(1+ cosαpi cosh βpi)Ω1+ senαpi senh β
∫ ∞
−∞
senhαt sen βt
cosh t
dt = 2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
.
Introduzindo a notac¸a˜o
Ω2 ≡
∫ ∞
−∞
senhαt
cosh t
sen βt dt
temos que
(1 + cosαpi cosh βpi)Ω1 + senαpi senh βΩ2 = 2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
. (5.7)
Consideremos agora a seguinte func¸a˜o
f2(t, α, β) = senhαt sen βt.
Substituindo f por f2 na equac¸a˜o (5.3) temos que∫ ∞
−∞
senhαt sen βt+ senhα(t+ ipi) sen β(t+ ipi)
cosh t
dt = 2pi senh
(
i
αpi
2
)
sen
(
i
βpi
2
)
Pela definic¸a˜o de Ω2, podemos escrever
Ω2 +
∫ ∞
−∞
senhα(t+ ipi) sen β(t+ ipi)
cosh t
dt = 2pi i sen
(
αpi
2
)
i senh
(
βpi
2
)
(5.8)
Em analogia ao que fizemos anteriormente temos que
senhα(t+ ipi) sen β(t+ ipi) =
= ( senhαt coshαipi + senhαipi coshαt)( sen βt cos βipi + sen βipi cos βt)
= ( senhαt cosαpi + i senαpi coshαt)( sen βt cosh βpi + i senh βpi cos βt)
= senhαt sen βt cosαpi cosh βpi + i senhαt cos βt cosαpi senh βpi+
+i coshαt sen βt senαpi cosh βpi − coshαt cos βt senαpi senh βpi.
Substituindo o resultado da equac¸a˜o acima na equac¸a˜o (5.8) podemos escrever
senαpi senh βpiΩ1 − (1 + cosαpi cosh βpi)Ω2 = 2pi sen
(
αpi
2
)
senh
(
βpi
2
)
. (5.9)
Das equac¸o˜es (5.7) e (5.9) temos o sistema
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
(1 + cosαpi cosh βpi)Ω1 + senαpi senh βΩ2 = 2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
senαpi senh βpiΩ1 − (1 + cosαpi cosh βpi)Ω2 = 2pi sen
(
αpi
2
)
senh
(
βpi
2
)
.
Sendo ∆ o determinante
∆ =
∣∣∣∣∣ (1 + cosαpi cosh βpi) senαpi senh βpisenαpi senh βpi − (1 + cosαpi cosh βpi)
∣∣∣∣∣ ,
temos que
∆ = −1− 2 cosαpi cosh βpi − cos2 αpi cosh2 βpi − (1− cos2 αpi)(cosh2 βpi − 1)
∆ = −1− 2 cosαpi cosh βpi− cos2 αpi cosh2 βpi− cosh2 βpi+1+cos2 αpi cosh2 βpi− cos2 αpi
∆ = −(cosh βpi + 2 cosh βpi cosαpi + cos2 αpi),
de onde podemos escrever
∆ = −(cosh βpi + cosαpi)2. (5.10)
Calculemos agora o determinante ∆Ω1 dado por
∆Ω1 =
∣∣∣∣∣∣∣∣∣∣
2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
senαpi senh βpi
2pi sen
(
αpi
2
)
senh
(
βpi
2
)
− (1 + cosαpi cosh βpi)
∣∣∣∣∣∣∣∣∣∣
,
ou seja,
∆Ω1
2pi
= − cos
(
αpi
2
)
cosh
(
βpi
2
)
(1+cosαpi cosh βpi)− senαpi senh sen
(
αpi
2
)
senh
(
βpi
2
)
∆Ω1
2pi
= − cos
(
αpi
2
)
cosh
(
βpi
2
)
(1 + cosαpi cosh βpi)
−4 sen 2
(
αpi
2
)
senh 2
(
βpi
2
)
cos
(
αpi
2
)
cosh
(
βpi
2
)
∆Ω1
2pi
= − cos
(
αpi
2
)
cosh
(
βpi
2
)[
1 + cosαpi cosh βpi + 4 sen 2
(
αpi
2
)
senh 2
(
βpi
2
)]
.
Uma vez que
senh 2
(
θ
2
)
=
cosh θ − 1
2
e sen 2
(
θ
2
)
=
1− cos θ
2
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podemos escrever
∆Ω1
2pi
= − cos
(
αpi
2
)
cosh
(
βpi
2
)
[1 + cosαpi cosh βpi + (cosh βpi − 1)(1− cosαpi)]
∆Ω1
2pi
= − cos
(
αpi
2
)
(1 + cosαpi cosh βpi + cosh βpi − cosh βpi cosαpi − 1 + cosαpi).
Finalmente, obtemos
∆Ω1 = −2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
(cosh βpi + cosαpi). (5.11)
Como
Ω1 =
∆Ω1
∆
=
−2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
(cosh βpi + cosαpi)
−(cosh βpi + cosαpi)2 ,
podemos escrever, pela equac¸a˜o (5.5), que
Ω1 =
∆Ω1
∆
= 2
∂Λ
∂β
=
2pi cos
(
αpi
2
)
cosh
(
βpi
2
)
cosh βpi + cosαpi
. (5.12)
Ca´lculos similares mostram que4
Ω2 =
2pi sen
(
αpi
2
)
senh
(
βpi
2
)
cosh βpi + cosαpi
. (5.13)
Lembrando que coshx = 1 + 2 senh 2(x/2) equac¸a˜o (5.12) temos que
Λ(α, β) = pi cos(αpi/2)
∫ β
0
cosh(xpi/2)
cosαpi + 1 + 2 + senh 2(xpi/2)
dx.
Sendo senh (xpi/2) = y temos que
pi
2
cosh(xpi/2)dx = dy e substituindo na equac¸a˜o acima
temos
Λ(α, β) = pi cos(αpi/2)
∫ senh (βpi/2)
0
2
pi
1
1 + cosαpi + 2y2
dy
= cos(αpi/2)
∫ senh (βpi/2)
0
dy
y2 + 1+cosαpi
2
Introduzindo a mudanc¸a de varia´vel µ2 =
1 + cosαpi
2
= cos2(αpi/2) na equac¸a˜o acima
podemos escrever
Λ(α, β) = cos(αpi/2)
∫ senh (βpi/2)
0
dy
y2 + µ2
4Para os objetivos deste trabalho estamos interessados apenas em Ω1.
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Finalmente, sendo y = µ tan θ temos que senh (βpi/2) = µ tan θ e dy = µ sec2 θ de onde
podemos escrever
Λ(α, β) =
1
µ
cos(αpi/2)
∫ arctan[ 1µ senh (βpi/2)]
0
dθ =
1
µ
cos(αpi/2) arctan
[
1
µ
senh (βpi/2)
]
ou ainda
Λ(α, β) =
1
cos(αpi/2)
cos(αpi/2) arctan
[
senh (βpi/2)
cosαpi/2
]
.
Sendo assim, podemos escrever
Λ(α, β) =
∫ ∞
0
coshαt
cosh t
sen βt
t
dt = arctan
[
senh (βpi/2)
cosαpi/2
]
(5.14)
na qual |α| < 1 e β > 0.
Uma vez que sabemos o valor de Ω2 podemos calcular va´rias integrais simulando
derivadas em relac¸a˜o aos paraˆmetros α e β.
Note que para determinar a soluc¸a˜o do problema inicial desta sec¸a˜o, isto e´,
calcular a integral associada ao problema eletrosta´tico, devemos introduzir as seguintes
mudanc¸as de varia´vel na equac¸a˜o (5.14): t = ak e definir os paraˆmetros α = y/a e
β = x/a.
5.1.3 Outro contorno
Nesta sec¸a˜o obtemos o valor de Λ(α, β) a partir do ca´lculo da seguinte integral no plano
complexo ∫
Γ2
coshαz
cosh z
ei βz
z
dz
onde z e´ uma varia´vel complexa, Γ2 e´ contorno orientado no sentido anti-hora´rio, dado
pela Figura 5.3, e |ε| < pi
2
.
Seja Cε a semi-circunfereˆncia centrada na origem, de raio ε e orientada no
sentido hora´rio. Calculamos o limite
L = lim
ε→0
∫
Cε
coshαz
cosh z
ei βz
z
dz,
introduzindo a mudanc¸a de varia´vel, z = εeiθ na integral acima temos
L = lim
ε→0
∫ 0
pi
coshαεeiθ
cosh εeiθ
eβ εe
iθ
εeiθ
(i εeiθdθ)
= i lim
ε→0
∫ 0
pi
coshαεeiθ
cosh εeiθ
eβ εe
iθ
dθ
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PSfrag
Im(z)
Re(z)
ipi/2
3ipi/2
5ipi/2
ε R
Cε
−R −ε
Figura 5.3: Definic¸a˜o dos contornos Γ2 e Cε.
Visto que na equac¸a˜o acima estamos integrando em θ, podemos comutar o limite e a
integral de onde segue que
L = −i pi.
Percorrendo o contorno Γ2 no sentido anti-hora´rio, tomando os limites R → ∞, ε → 0,
utilizando o Lema de Jordan e o teorema dos res´ıduos, podemos escrever, tomando a
parte imagina´ria, que
∫ ∞
0
coshαt
cosh t
sen βt
t
dt =
pi
2
+ pi
∞∑
l=0
Res(f, al)
na qual al e´ a singularidade z =
(2l + 1)i pi
2
= (l + 1/2)i pi de f(z) =
coshαz
cosh z
ei βz
z
.
Uma vez que as singularidades de f sa˜o po´los simples podemos escrever
Res(f, al) =
(coshαal) e
i β al
cosh al + ( senh al) al
=
[coshα(l + 1/2)i pi] ei β (l+1/2)i pi
cosh(l + 1/2)i pi + [ senh (l + 1/2)i pi] (l + 1/2)i pi
.
Substituindo o valor de al podemos escrever
5
∫ ∞
0
coshαt
cosh t
sen βt
t
dt =
pi
2
−
∞∑
l=0
(−1)l
l + 1/2
cos[αpi(l + 1/2)]e−βpi(l+1/2). (5.15)
5.1.4 Resultado principal e casos particulares
Nesta sec¸a˜o consideramos a u´ltima equac¸a˜o de cada uma das sec¸o˜es anteriores e recupera-
mos va´rios resultados envolvendo integrais e se´ries reais.
5Lembrando que cosh(i θ) = cos θ e que senh (i θ) = i sen θ.
69
Utilizando as equac¸o˜es (5.14) e (5.15) podemos escrever
∞∑
l=0
(−1)l
l + 1/2
cos[αpi(l + 1/2)]e−βpi(l+1/2) =
pi
2
− arctan
[
senh (βpi/2)
cosαpi/2
]
.
De onde segue o principal resultado desta sec¸a˜o, isto e´, ca´lculo de uma soma atrave´s do
teorema dos res´ıduos, que e´ dado por
∞∑
l=0
(−1)l
l + 1/2
cos[αpi(l + 1/2)]e−βpi(l+1/2) = arccotan
[
senh (βpi/2)
cosαpi/2
]
(5.16)
e va´lido para |α| < 1 e β > 0.
Utilizando as equac¸o˜es (5.14), (5.15) e (5.16) podemos recuperar alguns re-
sultados conhecidos. Por exemplo, substituindo α = 0 na equac¸a˜o (5.16) obtemos as
expresso˜es
arctan [ senh (βpi/2)] =
pi
2
−
∞∑
l=0
(−1)l
l + 1/2
e−βpi(l+1/2)
arccotan [ senh (βpi/2)] =
∞∑
l=0
(−1)l
l + 1/2
e−βpi(l+1/2).
(5.17)
Como um segundo e u´ltimo exemplo tomamos β = 0 na equac¸a˜o (5.16) e obtemos
∞∑
l=0
(−1)l
l + 1/2
cos[αpi(l + 1/2)] =
pi
2
.
Um vez que o lado direito da equac¸a˜o acima na˜o depende de α podemos escolher qualquer
valor para α desde que −1 < α < 1. Tomando α = 0 obtemos a famosa representac¸a˜o de
pi atribu´ıda a Leibniz, isto e´
4
∞∑
l=0
(−1)l
2l + 1
= 4
(
1− 1
3
+
1
5
− 1
7
+
1
9
− 1
11
− · · ·
)
= pi. (5.18)
E´ importante ressaltar que, podemos obter valores para se´ries atrave´s do ca´lculo
da se´rie de Fourier de func¸o˜es adequadas em pontos convenientes.
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5.2 Transformada de Hankel: Uma aplicac¸a˜o
O nome Buddhadeb Banerjee e´ bastante conhecido pelos estudantes de engenharia uma
vez que ele e´ um dos criadores do assim chamado Me´todo de elementos de contorno, que
e´ um me´todo bastante pra´tico para resolver equac¸o˜es diferenciais associadas a problemas
de mecaˆnica de fratura, acu´stica e transfereˆncia de calor. Seguimos aqui um estudo feito
por Banerjee em parceria com K. Paul[18] no qual os autores obteˆm as expresso˜es para o
potencial ele´trico devido a uma fonte pontual constante em um ponto na superf´ıcie livre
de um semi-espac¸o.
Para no´s, o referido estudo e´ de particular interesse uma vez que para obter
as expresso˜es para o potencial ele´trico ale´m de serem utilizadas coordenadas cil´ındricas6
tambe´m e´ feito um interessante uso da transformada de Hankel.
5.2.1 Formulac¸a˜o do problema
Seja z = 0 a superf´ıcie livre na˜o perturbada do semi-espac¸o z > 0 onde z e´ medido na
direc¸a˜o normal a` superf´ıcie para o interior do semi-espac¸o.
Tomemos σ(z) como sendo a condutividade a uma profundidade z e dada por
σ(z) = σ0e
νz, (5.19)
com ν uma constante. Suponhamos que na origem do nosso sistema de coordenadas
tenhamos uma corrente de magnitude I. Uma vez que para esse tipo de problema temos
uma simetria circular em torno do eixo z e´ bastante conveniente introduzir as coordenadas
cil´ındricas e desta forma o potencial ele´trico do meio pode ser definido em um ponto
qualquer por
v(x, y, z) ≡ v(r, φ, z) ≡ v(r, z). (5.20)
5.2.2 Equac¸o˜es e resoluc¸a˜o
Pela sec¸a˜o anterior, v(r, z) deve satisfazer a EDP7 [18]:
∂2v
∂r2
+
1
r
∂v
∂r
+
∂2v
∂z2
+
1
σ
∂σ
∂z
∂v
∂z
= −2Iρ0δ(x)δ(y)δ(z). (5.21)
Substituindo o resultado da equac¸a˜o (5.19) na equac¸a˜o (5.21), podemos escrever
∂2v
∂r2
+
1
r
∂v
∂r
+
∂2v
∂z2
+ ν
∂v
∂z
= −2Iρ0δ(x)δ(y)δ(z). (5.22)
6Ver Apeˆndice B.1.
7Utilizamos o fato do eixo z ser um eixo de simetria e escrevemos o Laplaciano em coordenadas
cil´ındricas como no Apeˆndice B.1.
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Seja
v(r, z) =
∫ ∞
0
λJ0(λz, r)c(λ, z) dλ.
Substituindo esta equac¸a˜o na equac¸a˜o (5.22) podemos escrever∫ ∞
0
λJ0(λ r)
(
d2c
dz2
+ ν
dc
dz
− λ2c
)
dλ = −2Iρ0δ(x)δ(y)δ(z) (5.23)
a qual invertida, com o aux´ılio da integral de Fourier Bessel e da transformada de Hankel,8
fornece
d2c
dz2
+ ν
dc
dz
− λ2c = −2Iρ0δ(z)
∫ ∞
0
δ(x)δ(y)rJ0(λ r)dr
= −Iρ0
pi
δ(z)
∫ ∞
−∞
δ(x)dx
∫ ∞
−∞
δ(y)J0(λ
√
x2 + y2)dy
= −Iρ0
pi
δ(z)
∫ ∞
−∞
δ(x)J0(λx)dx
= −Iρ0
pi
δ(z),
(5.24)
na qual as duas u´ltimas igualdades sa˜o devida a propriedade de filtragem da func¸a˜o delta
de Dirac.9
Tomemos agora c como sendo
c(λ, z) =
∫ ∞
−∞
A(λ, t)eitzdt, (5.25)
onde A(λ, t) deve ser determinado.
Substituindo a equac¸a˜o acima na equac¸a˜o (5.24) obtemos∫ ∞
−∞
(−t2 + i ν t− λ2)A(λ, t)eitzdt = −Iρ0
pi
δ(z).
A transformada de Fourier de uma func¸a˜o delta de Dirac e´ sempre igual a 1, desta forma,
tomando a transformada inversa temos que10
δ(z) =
1
2pi
∫ ∞
−∞
eitzdt. (5.26)
Pelos resultados das duas equac¸o˜es acima podemos escrever∫ ∞
−∞
[(−t2 + i ν t− λ2)A(λ, t)]eitzdt =
∫ ∞
−∞
[
1
2pi
(−Iρ0
pi
)
]
eitzdt
Da equac¸a˜o acima conclu´ımos que
A(λ, t) =
Iρ0
2pi2
1
t2 − i ν t+ λ2 , (5.27)
8Para maiores detalhes sobre a integral de Fourier-Bessel veja Sec¸a˜o 2.5 e refereˆncia[11].
9Ver Apeˆndice A.
10Os detalhes deste fato, bem como sua demonstrac¸a˜o podem ser encontrados no Apeˆndice A.3.
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e consequ¨entemente
c(λ, z) =
Iρ0
2pi2
∫ ∞
−∞
eitz
t2 − i ν t+ λ2 dt
ou ainda
c(λ, z) =
Iρ0
2pi2
∫ ∞
−∞
eitz[
t− i
(
ν+
√
ν2+4λ2
2
)] [
t− i
(
ν−√ν2+4λ2
2
)] dt. (5.28)
Para calcular a integral acima consideremos a seguinte func¸a˜o
f(ξ) =
eiξz
[ξ − i P ] [ξ − i Q]
onde ξ = t+iα e´ uma varia´vel complexa, P =
(
ν +
√
ν2 + 4λ2
2
)
eQ =
(
ν −√ν2 + 4λ2
2
)
.
Sendo γ o contorno descrito pela Figura 5.4, podemos escrever, pelo teorema
dos res´ıduos e pelo fato de apenas a singularidade (po´lo simples) ξ = iA pertencer ao
interior do contorno11, que
Im(z)
Re(z)R
CR
−R
γ
iP
iQ
Figura 5.4: Definic¸a˜o do contorno γ.
∫
γ
f(ξ) dξ = 2pi iRes(f ; iP ).
Uma vez que ξ = iP e´ um po´lo simples temos que
Res(f ; iP ) = lim
ξ→iP
(ξ − iP ) e
iξz
(ξ − i P ) (ξ − i Q) =
e
i
[
i
(
ν+
√
ν2+4λ2
2
)]
z
i
√
ν2 + 4λ2
,
ou seja, ∫
γ
f(ξ) dξ = 2pi iRes(f ; iP ) = 2pi
e
−
(
ν+
√
ν2+4λ2
2
)
z
√
ν2 + 4λ2
(5.29)
11Note que P,Q ∈ IR e que P > 0 e Q < 0.
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Percorrendo o contorno γ descrito pela Figura 5.4, no sentido anti-hora´rio temos∫
γ
f(ξ)dξ =
∫ R
−R
f(t) dt+
∫
CR
f(z) dz
onde CR e´ uma semi-circunfereˆncia de raio R, no semi-plano superior e orientada no
sentido anti-hora´rio, como nos mostra a Figura 5.4.
Tomando o limite R→∞ na equac¸a˜o acima, utilizando o Lema de Jordan e a
equac¸a˜o (5.29) podemos escrever
∫ ∞
−∞
f(t)dt = 2pi
e
−
(
ν+
√
ν2+4λ2
2
)
z
√
ν2 + 4λ2
.
Pela equac¸a˜o (5.28) temos que
c(λ, z) =
Iρ0
2pi2
∫ ∞
−∞
f(t)dt =
Iρ0
pi
e
−
(
ν+
√
ν2+4λ2
2
)
z
√
ν2 + 4λ2
. (5.30)
A equac¸a˜o (5.30) e´ uma soluc¸a˜o particular da equac¸a˜o (5.24). Para obtermos a soluc¸a˜o
geral devemos resolver a equac¸a˜o homogeˆnea associada a` equac¸a˜o (5.24), isto e´
d2c
dz2
+ ν
dc
dz
− λ2c = 0
cuja soluc¸a˜o e´ dada por12
Iρ0
pi
[
B(λ)e
(
−ν+
√
ν2+4λ2
2
)
z
+ C(λ)e
−
(
ν+
√
ν2+4λ2
2
)
z
]
, (5.31)
onde B e C sa˜o func¸o˜es arbitra´rias de λ e devem ser determinadas pelas condic¸o˜es de
contorno.
Pelas equac¸o˜es (5.30) e (5.31) temos que
c(λ, z) =
Iρ0
pi
e
−
(
ν+
√
ν2+4λ2
2
)
z
√
ν2 + 4λ2
+B(λ)e
(
−ν+
√
ν2+4λ2
2
)
z
+ C(λ)e
−
(
ν+
√
ν2+4λ2
2
)
z
 . (5.32)
Lembrando que v(r, z) =
∫ ∞
0
λJ0(λz, r)c(λ, z) dλ temos, pela equac¸a˜o (5.32), que
v(r, z) =
Iρ0
pi
∫ ∞
0
e
−
(
ν+
√
ν2+4λ2
2
)
z
√
ν2 + 4λ2
+B(λ)e
(
−ν+
√
ν2+4λ2
2
)
z
+
+ C(λ)e
−
(
ν+
√
ν2+4λ2
2
)
z
]
λJ0(λ r)dλ.
(5.33)
12O fator
Iρ0
pi
e´ uma constante e foi inserido por convenieˆncia.
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A primeira integral do lado direito da equac¸a˜o (5.33) pode ser calculada com o aux´ılio
da integral de Sommerfeld13, a qual fornece∫ ∞
0
f(λ)J0(λ r)(λ r)
1/2dλ =
r1/2 e−β
√
r2+α2
√
r2 + α2
,
para f(λ) =
λ1/2 e−α
√
λ2+β2
√
λ2 + β2
. Sendo assim, podemos escrever
∫ ∞
0
e
−
(√
ν2+4λ2
2
)
z
√
ν2 + 4λ2
λJ0(λ r)dλ =
1
2r1/2
∫ ∞
0
λ1/2ez√λ2+ν2/4√
λ2 + ν2/4
 J0(λ r)(λ r)1/2dλ
=
1
2
e−ν/2
√
r2+z2
√
r2 + z2
.
Substituindo o resultado da equac¸a˜o acima na equac¸a˜o (5.33) podemos escrever
v(r, z) =
Iρ0
2pi
e−ν√λ2+ν2/2√
r2 + z2
+ 2
∫ ∞
0
λB(λ)e
(
−ν+
√
ν2+4λ2
2
)
z
J0(λ r)dλ+
+ 2
∫ ∞
0
λC(λ)e
−
(
ν+
√
ν2+4λ2
2
)
z
J0(λ r)dλ
]
.
(5.34)
Para determinar as constantes B(λ) e C(λ) impomos as condic¸o˜es de contorno14
1)
∂v
∂z
= 0 para z = 0
2) lim
z→∞ v = 0
As condic¸o˜es 2) e 1) aplicadas a equac¸a˜o (5.34) implica, respectivamente, que
B(λ) = 0
∫ ∞
0
λC(λ)(ν +
√
ν2 + 4λ2)J0(λ r)dλ =
−ν
2r
e−νr/2,
(5.35)
ou seja,15
C(λ)(ν +
√
ν2 + 4λ2) =
∫ ∞
0
J0(λ r)r
(−ν
2r
e−νr/2
)
dr =
−ν
2
∫ ∞
0
e−νr/2J0(λr)dr.
Pela equac¸a˜o acima ao obter o valor de
∫ ∞
0
e−νr/2J0(λr)dr obtemos tambe´m o valor de
C(λ). Tambe´m pela refereˆncia16 temos que∫ ∞
0
f(r)J0(λ r)(λ r)
1/2dr = λ1/2(λ2 + a2)−1/2,
13Ver refereˆncia [22] pa´gina 9 equac¸a˜o (24).
14A condic¸a˜o 1) significa que na superf´ıcie o potencial ele´trico e´ constante, ao passo que a condic¸a˜o 2)
implica que a uma profundidade suficientemente grande o potencial ele´trico e´ nulo.
15Esta passagem e´ devida a transformada de Hankel inversa.
16Ver refereˆncia [22] pa´gina 9 equac¸a˜o (18).
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para f(r) =
e−ar
r1/2
. Conclu´ımos que
∫ ∞
0
e−νr/2J0(λr)dr =
1
λ1/2
∫ ∞
0
(
e(−ν/2)r
r1/2
)
J0(λ r)(λ r)
1/2dr = (λ2 + ν2/4)−1/2,
de onde temos que
C(λ) = − ν
(ν +
√
ν2 + 4λ2)
√
ν2 + 4λ2
. (5.36)
Substituindo as equac¸o˜es (5.35) e (5.36) na equac¸a˜o (5.34) podemos escrever
v(r, z) =
Iρ0
2pi
e−ν
√
λ2+ν2/2
√
r2 + z2
− 2ν
∫ ∞
0
λ e
−z
(
ν+
√
ν2+4λ2
2
)
J0(λ r) dλ
(ν +
√
ν2 + 4λ2)
√
ν2 + 4λ2
 . (5.37)
Sendo assim, para obter o valor de v(r, z) devemos apenas obter o valor de
f(z) = −2ν
∫ ∞
0
λ e
−z
(
ν+
√
ν2+4λ2
2
)
J0(λ r)
(ν +
√
ν2 + 4λ2)
√
ν2 + 4λ2
dλ,
de onde17
df
dz
= ν
∫ ∞
0
λ e
−z
(
ν+
√
ν2+4λ2
2
)
J0(λ r)√
ν2 + 4λ2
dλ
=
ν
2
e−ν(z+
√
r2+z2)/2
√
r2 + z2
,
e consequ¨entemente
f(z) = −ν
2
∫ ∞
z
e−ν(z+
√
r2+z2)/2
√
r2 + z2
dz
Introduzindo a mudanc¸a de varia´vel, p = ν(z +
√
r2 + z2)/2 podemos escrever
f(z) = −ν
2
∫ ∞
p
e−p
p
dp
Sendo Ei(p) =
∫ ∞
p
e p
p
dp, a exponencial integral, temos que
f(z) =
ν
2
Ei
[
−ν
2
(z +
√
r2 + z2)
]
.
Substituindo a equac¸a˜o acima na equac¸a˜o (5.37) podemos escrever
v(r, z) =
Iρ0
2pi
e
−ν (z+√r2+z2)/2
√
r2 + z2
+
ν
2
Ei
[
−ν
2
(z +
√
r2 + z2)
] . (5.38)
que e´ a soluc¸a˜o para o problema eletrosta´tico neste caso.
17A segunda igualdade tambe´m e´ devida a integral de Sommerfeld.
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5.3 Me´todo de Cagniard para problemas de pulso
s´ısmico
Em um nota´vel livro[1], L. Cagniard aprimorou de maneira formida´vel o estudo da
propagac¸a˜o de pulsos s´ısmicos em dois meios homogeˆneos separados por um plano de in-
terface. Pore´m, os artif´ıcios matema´ticos utilizados neste livro sa˜o, em va´rias instaˆncias,
ta˜o complexos que tornam o livro inacess´ıvel a uma grande gama de leitores que necessi-
tam de conceitos nele contidos. Por esta raza˜o, va´rios geof´ısicos envolvidos no estudo de
propagac¸a˜o de pulsos s´ısmicos solicitaram que C. Hewitt Dix[19] redigisse uma exposic¸a˜o
mais simples do referido me´todo.
Dix atendeu a`s solicitac¸o˜es dos geof´ısicos e resolveu, via me´todo de Cagniard
e sem entrar muito a fundo nos detalhes matema´ticos, o caso em que temos uma fonte
pontual em um meio infinito. Seguimos, nesta aplicac¸a˜o, o trabalho feito por Dix com
o intuito de dar uma visa˜o mais clara do me´todo de Cagniard e para que possamos
posteriormente compara´-lo ao assim chamado me´todo de Cagniard-de Hoop.
5.3.1 Formulac¸a˜o do problema
Seguindo os passos efetuados no Cap´ıtulo 4 devemos encontrar18 ψ = ψ(ρ, z, t) em func¸a˜o
da fonte de excitac¸a˜o, que no caso desta Sec¸a˜o sera´ uma fonte pontual. Devemos resolver
a seguinte equac¸a˜o
∂2ψ
∂ρ2
+
1
ρ
∂ψ
∂ρ
+
∂2ψ
∂z2
=
1
V 2
∂2ψ
∂t2
,
impondo as condic¸o˜es iniciais e de contorno definidas na Sec¸a˜o 4.2, a saber:
I)- ψ e U e todas suas derivadas sa˜o nulas para quaisquer r e z em t = 0.
II)- ψ e U sa˜o cont´ınuas, limitadas e de classe C∞ em cada um dos pontos de
seus domı´nios, com excec¸a˜o da fonte P e da fronteira z = 0.
III)- ψ e U tendem a um limite finito a` medida que se aproximam da fronteira
z = 0, independentemente do meio pelo qual se aproximam, entretanto na˜o necessaria-
mente os valores obtidos para os limites devem coincidir.
IV)- No ponto P , U e´ limitada e infinitamente diferencia´vel. O mesmo e´ va´lido
para a func¸a˜o19 G = Ψ − F (t − rS)/R, onde F (t) e´ uma func¸a˜o dada, infinitamente
diferencia´vel para todo t e nula e com derivadas nulas para t ≤ 0.
V)- Para todos valores finitos de t, pontos de ambos os meios que estejam em
movimento ou comec¸ando a se mover esta˜o a uma distaˆncia finita da fonte P .
18Nas aplicac¸o˜es, em geral, salvo menc¸a˜o em contra´rio, z denota uma coordenada e na˜o deve ser
confundido com a varia´vel complexa z = x+ iy.
19Lembremos que r e´ a distaˆncia do ponto em questa˜o a` fonte.
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5.3.2 Transformadas diretas
Resolvemos a equac¸a˜o pelo me´todo de Cagniard, para isso iniciamos introduzindo a
transformada de Laplace, ψ¯(ρ, z, s) =
∫ ∞
0
e−stψ(ρ, z, t) dt, de onde podemos escrever
∂2ψ¯
∂ρ2
+
1
ρ
∂ψ¯
∂ρ
+
∂2ψ¯
∂z2
− s
2
V 2
ψ¯ = 0.
Visto que a equac¸a˜o acima e´ homogeˆnea podemos resolveˆ-la pelo assim chamado me´todo
de separac¸a˜o de varia´veis20, ou seja, supomos que ψ¯(ρ, z, s) = R(ρ)Z(z), substitu´ımos na
equac¸a˜o acima e dividimos a equac¸a˜o por RZ de onde obtemos
R′′
R
+
1
ρ
R′
R
= −Z
′′
Z
+
s2
V 2
Visto que o lado esquerdo da equac¸a˜o acima na˜o depende de Z e que o lado direito na˜o
depende de R, podemos considerar que ambos os lados da equac¸a˜o acima sa˜o iguais a
uma constante21, que por convenieˆncia tomamos como sendo −λ2, de onde
ρ2R′′ + ρR′ + (λρ)2R = 0
Z ′′ = (λ2 + s2/V 2)Z.
(5.39)
Segue que as soluc¸o˜es sa˜o tais que
R(ρ) = J0(λρ) e Z(z) = e
±z (λ2+s2/V 2)1/2 (5.40)
na qual desconsideramos a func¸a˜o de Bessel de segunda espe´cie, Y0, utilizando a condic¸a˜o
III) e o fato de Y0 ser infinita ao longo do eixo ρ = 0.
Uma vez que as equac¸o˜es (5.39) sa˜o lineares podemos utilizar o princ´ıpio da
superposic¸a˜o, isto e´, como a soma de quaisquer duas soluc¸o˜es e´ uma nova soluc¸a˜o genera-
lizamos este conceito e escrevemos uma integral a fim de representar nossa simetria
esfe´rica em coordenadas cil´ındricas e o fato de nossa fonte de excitac¸a˜o ser do tipo
Heaviside, ou seja,∫ ∞
0
θ(t− r/V )
r
e−stdt =
e−sr/V
sr
=
∫ ∞
0
F (λ)J0(λρ)e
−z(λ2+s2/V 2)1/2 dλ, (5.41)
na qual θ e´ a func¸a˜o de Heaviside, a origem se encontra no centro da fonte, z e´ tomado
como sendo positivo e F (λ) deve ser determinada.
Para obter F (λ) procedemos de maneira ana´loga ao que fizemos na aplicac¸a˜o
anterior22. Utilizando a transformada de Hankel inversa podemos escrever
1
λ
F (λ)e−z(λ
2+s2/V 2)1/2 =
∫ ∞
0
[
e−sr/V
sr
]
J0(λρ) ρ dρ.
20Ver Sec¸a˜o 3.3 ou refereˆncia [13].
21Conhecida como constante de separac¸a˜o.
22Ver Sec¸a˜o 5.2.2.
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Lembrando que por definic¸a˜o x2+y2 = ρ2 e que x2+y2+z2 = r2 temos que ρ2+z2 = r2,
substituindo este resultado na equac¸a˜o acima podemos escrever
∫ ∞
0
[
e−sr/V
sr
]
J0(λρ) ρ dρ =
1
s
∫ ∞
0
e−s(ρ2+z2)1/2/V
(ρ2 + z2)1/2
 J0(λρ) ρ dρ.
A Integral do lado direito da equac¸a˜o acima pode ser calculada com o aux´ılio da integral
de Sommerfeld23, a qual diz que
∫ ∞
0
f(λ)J0(λ ρ)(λ ρ)
1/2dλ =
ρ1/2 e−β
√
ρ2+α2
√
ρ2 + α2
,
para f(λ) =
λ1/2 e−α
√
λ2+β2
√
λ2 + β2
. Sendo assim, temos
1
s
∫ ∞
0
e−s(ρ2+z2)1/2/V
(ρ2 + z2)1/2
 J0(λρ) ρ dρ = 1
sλ1/2
∫ ∞
0
ρ1/2 e−s/V√ρ2+z2√
ρ2 + z2
 J0(λ ρ)(λ ρ)1/2dρ
=
1
s
e−z
√
λ2+s2/V 2√
λ2 + s2/V 2
,
de onde segue que
F (λ) =
λ
s
√
λ2 + s2/V 2
. (5.42)
Uma vez que obtemos F (λ) estamos aptos a iniciar o processo de inversa˜o.
5.3.3 Inversa˜o
Utilizando as equac¸o˜es (5.42) e (5.41) podemos escrever24, tomando a mudanc¸a de varia´vel
λ = su, que
e−sr/V
sr
=
∫ ∞
0
uJ0(s uρ)e
−s z (u2+1/V 2)1/2
(u2 + 1/V 2)1/2
du =
∫ ∞
0
e−stA(ρ, z, t) dt. (5.43)
Expandindo a func¸a˜o exponencial em se´rie de poteˆncias em torno de iz cosω e integrando
termo a termo obtemos[11]
J0(z) =
1
pi
∫ pi
0
e−i z coswdω.
A fim de facilitar os ca´lculos reescrevemos a equac¸a˜o acima, em analogia ao que foi feito
na refereˆncia[1], da seguinte maneira
J0(z) =
1
pi
∫ pi
0
cos(z cosω) dω − i
pi
∫ pi
0
sen (z cosω) dω. (5.44)
23Ver refereˆncia [22] pa´gina 9 equac¸a˜o (24).
24Esta equac¸a˜o corresponde a primeira equac¸a˜o do quinto cap´ıtulo da refereˆncia[1].
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As Figuras 5.4 nos mostram, respectivamente, o primeiro e segundo integrandos
da equac¸a˜o acima, o primeiro para a parte real e o segundo para a parte imagina´ria.
cos(z cosω)
ωω
1
cos z
pi/2pi/2 pipi
sen (z cosω)
00
sen z
Figura 5.5: Representac¸a˜o gra´fica dos integrandos da equac¸a˜o (5.44).
Claramente a integral da parte imagina´ria e´ zero e utilizando a simetria, em relac¸a˜o a`
reta ω = pi/2, do gra´fico para a parte real podemos escrever
J0(z) =
2
pi
∫ pi/2
0
Re
[
e−i z cosω
]
dω.
Substituindo a equac¸a˜o acima na equac¸a˜o (5.43) e tomando a = (u2+1/V 2)1/2 podemos
escrever
2
pi
∫ ∞
0
∫ pi/2
0
Re
[
e−s(az+i u ρ cosw)
]
dw
u du
a
=
2
pi
∫ pi/2
0
Re
[∫ ∞
0
e−s(az+i u ρ cosw)
u du
a
]
dω.
(5.45)
Notemos que ao tomar a mudanc¸a de varia´vel
t′ = a z + i u ρ cosω, (5.46)
temos a chance de deixar a integral da equac¸a˜o (5.45) numa forma similar ao lado direito
da equac¸a˜o (5.43), isto e´, como a transformada de Laplace de uma func¸a˜o A e neste
momento este e´ o nosso objetivo. Tomando a mudanc¸a de varia´vel dada pela equac¸a˜o
(5.46) na equac¸a˜o (5.45) obtemos25
2
pi
Re
{∫ pi/2
0
dω
∫
Hw
e−pt
′ u
a
∂u
∂t′
dt′
}
, (5.47)
onde Hω e´ o caminho dado pela equac¸a˜o (5.46) quando u varia entre 0 e ∞ e tambe´m
pela equac¸a˜o (5.46)26
du
dt′
=
1
i ρ cosw + uz/a
.
25Os detalhes desta passagem podem ser encontrados na refereˆncia[1], pa´gina 61, equac¸a˜o (15).
26Note que a e´ func¸a˜o de u.
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Ale´m disso, resolvendo a equac¸a˜o (5.46) em u obtemos27
t′ − i ρ u cosω = (u2 + 1/V 2)z.
Elevando ambos os lados da equac¸a˜o acima ao quadrado e rearranjando obtemos
u =
−i t′ ρ cosω ± z
√
t′2 − 1/V 2(z2 + ρ cos2 ω)
z2 + ρ cos2 ω
.
Neste momento, a u´nica complicac¸a˜o para resoluc¸a˜o do nosso problema e´ que o caminho
de integrac¸a˜o da equac¸a˜o (5.47), Hω, e´ um caminho hiperbo´lico, como nos mostra a
Figura 5.6. Uma vez que Hω depende de ω, uma pequena mudanc¸a e´ necessa´ria. Afim de
i ρ cosw
Hω
∞ zz/V
Plano u
Plano t′
0
Figura 5.6: Representac¸a˜o da transformac¸a˜o dada pela equac¸a˜o (5.46).
obter a soluc¸a˜o da equac¸a˜o (5.47) tomamos o contorno formado pelo caminho Hω unido
ao eixo real por um arco no infinito e voltando, pelo eixo real e contornando o ponto28
t′ = P =
√
ρ2 cos2 ω + z2
V
ao ponto z/V como nos mostra a Figura 5.7. Tal contorno e´
conhecido como contorno de Cagniard.
Uma vez que o integrando na˜o tem singularidades no interior do referido con-
torno e que, pelo lema de Jordan, a integral ao longo do arco infinito e´ nula podemos
reescrever a equac¸a˜o (5.47), pelo teorema de Cauchy29, da seguinte maneira
2
pi
Re
{∫ pi/2
0
dω
∫ ∞
z/V
e−p t
′
(
u
a
∂u
∂t′
)
dt′
}
. (5.48)
Pela definic¸a˜o de
∂u
∂t′
temos que, ale´m do ponto P o integrando tem singularidade nos
pontos onde
i ρ cosw = −uz
a
,
27Lembrando que a = z(u2 + 1/V 2)1/2.
28Note que pela definic¸a˜o de u em relac¸a˜o a t′ que o ponto P e´ um pondo de ramificac¸a˜o.
29Ver Cap´ıtulo 1.
81
Hω
z/V
Plano t′
Rt′
P
Figura 5.7: Representac¸a˜o do contorno de Cagniard.
lembrando que a = (u2+1/V 2)1/2, elevando ambos os lados da equac¸a˜o acima ao quadrado
e isolando u temos que o integrando tem singularidades nos pontos
u = u0 = ± i ρ cosω
V (ρ2 cos2 ω + z2)1/2
A Figura 5.8 mostra o contorno da Figura 5.7 quando voltamos ao plano u.
−i ρ cosw
z
Plano u
u0
Figura 5.8: Representac¸a˜o do contorno de Cagniard no plano u.
Note que ao fazer as mudanc¸as anteriores e aplicar o teorema de Cauchy pas-
samos do caminho Hω para um caminho que praticamente independe de ω como nos
mostra a equac¸a˜o (5.48).
Nosso pro´ximo passo consiste em mudar a ordem de integrac¸a˜o da equac¸a˜o
(5.48), isto e´, ∫ ∞
z/V
e−p t
′
[
2
pi
Re
{∫ pi/2
0
u
a
∂u
∂t′
dω
}]
dt′.
Sendo assim, segue por inspec¸a˜o e pela equac¸a˜o (5.43) que
A(ρ, z, t′) =
2
pi
Re
{∫ pi/2
0
u
a
∂u
∂t′
dω
}
para t′ > z/V, (5.49)
e A(ρ, z, t′) = 0 para t′ < z/V . Desta forma obtemos a soluc¸a˜o para o nosso problema.
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5.4 Difusa˜o eletromagne´tica
Nesta sec¸a˜o e´ apresentado um estudo, originalmente feito por de Hoop e Oristaglio[23],
para problemas de difusa˜o eletromagne´tica aqui ilustrado por um exemplo bidimensional
de dois meios semi-infinitos com diferentes condutividades ele´tricas, excitados por uma
fonte linear de corrente ele´trica, situada na interface dos dois meios. As equac¸o˜es de
campo sa˜o resolvidas atrave´s do me´todo de Cagniard-de Hoop, isto e´, aplicamos a trans-
formada de Laplace na parte temporal das equac¸o˜es de campo e a transformada de Fourier
na parte espacial. Atrave´s de uma deformac¸a˜o no contorno de integrac¸a˜o para o ca´lculo
da transformada de Fourier inversa obtemos a inversa da transformada de Laplace por
inspec¸a˜o.
5.4.1 Descric¸a˜o do problema
Consideramos um espac¸o com dois campos eletromagne´ticos transito´rios separados por
um plano de interface, como nos mostra a Figura 5.9. Consideramos o plano de inter-
face como sendo z = 0, cada semi-espac¸o homogeˆneo e isotro´pico, com constante de
condutividade30 σ e de permeabilidade µ.
x
y
z
Primeiro meio
Segundo meio
Figura 5.9: Geometria do problema.
Ale´m disso, consideramos que o deslocamento da corrente na˜o influencia o
campo eletromagne´tico, sendo assim desconsideramos a constante de permisividade 
de cada um dos meios. Tomamos o deslocamento da corrente com sendo ao longo do eixo
y e a magnitude da corrente como sendo independente de y.31
A coordenada temporal e´ denotada por t e consideramos que no instante t = 0
a fonte esta´ em repouso.
30Os ı´ndices 1 e 2 denotam, respectivamente, grandezas no primeiro e segundo meio.
31Desta forma temos um problema bidimensional.
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5.4.2 Equac¸o˜es de campo
Em um meio homogeˆneo, isotro´pico, o campo eletromagne´tico bidimensional pode ser
gerado por uma fonte do tipo linha de corrente com densidade volume´trica J = (0, Jy, 0).
Neste caso, o campo ele´trico e´ dado por
E = (0, Ey, 0)
e o campo magne´tico por
H = (Hx, 0, Hz)
onde Ey, Hx e Hz sa˜o func¸o˜es de x, z e t. Considerando a aproximac¸a˜o de difusa˜o[23]
(desprezando deslocamentos de corrente), as equac¸o˜es que regem o campo sa˜o dadas por
−∂Hz
∂x
+
∂Hx
∂z
− σEy = Jy, (5.50)
∂Ey
∂x
+ µ
∂Hz
∂t
= 0, (5.51)
−∂Ey
∂z
+ µ
∂Hx
∂t
= 0. (5.52)
Por convenieˆncia, consideramos a fonte situada na origem do sistema de coordenadas e
que
Jy = I(t)δ(x)δ(z)
na qual I(t) e´ a corrente na fonte e δ e´ a func¸a˜o delta de Dirac. As condic¸o˜es de
fronteira podem ser obtidas introduzindo a equac¸a˜o acima nas equac¸o˜es (5.50) e (5.52) e
integrando-se, em relac¸a˜o a z num intervalo arbitrariamente pequeno, de onde podemos
escrever32
lim
z→0+
Hx − lim
z→0−
Hx = I(x)δ(x), (5.53)
lim
z→0+
Ey − lim
z→0−
Ey = 0. (5.54)
onde a primeira igualdade e´ devida a propriedade da filtragem da func¸a˜o delta de Dirac.33
5.4.3 Transformadas diretas
A fim de obter as soluc¸o˜es das equac¸o˜es de campo inicialmente eliminamos a dependeˆncia
temporal das equac¸o˜es atrave´s da transformada de Laplace em relac¸a˜o ao tempo, com
um paraˆmetro real e positivo s. Em seguida introduzimos a transformada de Fourier em
relac¸a˜o a varia´vel espacial x, com paraˆmetro de integrac¸a˜o s1/2α. A escolha at´ıpica do
32As notac¸o˜es limz→0+ e limz→0− denotam, respectivamente, o limite z tendendo a zero por valores
positivos e por valores negativos.
33Ver Apeˆndice A.1.
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paraˆmetro na transformada de Fourier tem por objetivo facilitar o ca´lculo das transfor-
madas inversas atrave´s do me´todo de Cagniard-de Hoop. Denotamos a transformada de
Laplace de Ey por
34
E¯y(x, z, s) =
∫ ∞
0
e−stEy(x, z, t) dt
e a justaposic¸a˜o das transformadas por
Êy(α, z, s) =
∫ ∞
−∞
e(is
1/2αx)E¯y(x, z, s) dx.
Atrave´s da transformada de Fourier inversa35 temos
E¯y(x, z, s) =
s1/2
2pi
∫ ∞
−∞
e(−is
1/2αx)Êy(α, z, s) dα.
Aplicando a transformada de Laplace e em seguida a transformada de Fourier nas equac¸o˜es
de campo (5.50)-(5.52) podemos escrever
i s1/2αĤz +
∂Ĥx
∂z
− σÊy = 0,
−i s1/2αÊy + s µĤz = 0,
−∂Êy
∂z
+ s µĤx = 0.
Isolando Ĥz na segunda das equac¸o˜es acima e substituindo na primeira obtemos o seguinte
sistema
∂Ĥx
∂z
= µ−1(α2 +D−1)Êy, (5.55)
∂Êy
∂z
= s µĤx (5.56)
na qual D = (σµ)−1 e´ o assim chamado coeficiente de difusa˜o. Ale´m disso, aplicando a
transformada de Laplace e em seguida a de Fourier nas condic¸o˜es de contorno (5.53) e
(5.54) obtemos
lim
z→0+
Ĥx − lim
z→0−
Ĥx = I¯(s), (5.57)
lim
z→0+
Êy − lim
z→0−
Êy = 0, (5.58)
na qual I¯ e´ a transformada de Laplace da fonte I.
Deste ponto em diante a distinc¸a˜o entre grandezas em cada um dos semi-espac¸os
sera´ feita atrave´s dos ı´ndices (1) e (2) para grandezas, respectivamente, no primeiro e no
segundo semi-espac¸os.
34Denotamos a transformada de Laplace, bem como a justaposic¸a˜o das transformadas, das demais
func¸o˜es de maneira ana´loga a que fizemos para Ey.
35Ver Sec¸a˜o 2.4.
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Pelas equac¸o˜es (5.55) e (5.56) temos que as soluc¸o˜es no primeiro meio devem ser
limitadas quando z → −∞. Derivando a equac¸a˜o (5.55) em relac¸a˜o a z, e substituindo
o resultado na equac¸a˜o (5.56) podemos escrever
∂2Ĥx
∂z2
= µ−1(α2 +D−1)
∂Êy
∂z
= s µµ−1(α2 +D−1)Ĥx.
Resolvendo a equac¸a˜o acima e impondo a limitac¸a˜o para z → −∞ podemos escrever
para o primeiro meio36
Ĥ(1)x = −
γ1
µ1
I¯A1e
γ1 s1/2 z (5.59)
onde γ1 =
√
α2 +D−11 > 0. Substituindo o resultado da equac¸a˜o acima na equac¸a˜o (5.55)
podemos escrever
Ê(1)y = −s1/2I¯A1eγ1 s
1/2 z. (5.60)
Procedendo de maneira ana´loga para o segundo meio podemos escrever37
Ĥ(2)x =
γ2
µ2
I¯A2e
−γ2 s1/2 z, (5.61)
onde γ2 =
√
α2 +D−12 > 0. Novamente utilizando a equac¸a˜o (5.44) temos
Ê(2)y = −s1/2I¯A2eγ2 s
1/2 z. (5.62)
As constantes A1 e A2 sa˜o determinadas atrave´s das condic¸o˜es (5.57) e (5.58). A partir
da equac¸a˜o (5.58) temos que A1 = A2 e pela condic¸a˜o (5.57) podemos escrever
A1 = A2 =
1
γ1/µ1 + γ2/µ2
=
µ1 µ2
γ1µ2 + γ2µ1
≡ A (5.63)
5.4.4 Inversa˜o
Para obter a soluc¸a˜o do nosso problema devemos inverter as transformadas de Fourier
e Laplace, isto e´, voltar ao nosso sistema espac¸o-tempo inicial. Como nosso objetivo
e´ mostrar a aplicabilidade do me´todo de Cagniard-de Hoop para resolver o problema
em questa˜o, vamos efetuar aqui apenas os ca´lculos para obter a componente Ey, pois o
ca´lculo para as demais componentes e´ completamente ana´logo.
Como ja´ mencionamos anteriormente a esseˆncia do me´todo de Cagniard-de Hoop
e´ atrave´s de modificac¸o˜es no caminho de integrac¸a˜o da transformada de Fourier inversa
transforma´-la de tal forma que esta possa ser reconhecida como sendo a transformada de
Laplace de alguma func¸a˜o conhecida e desta forma obter a soluc¸a˜o para o problema de
partida, no nosso caso Ey, por inspec¸a˜o. Comecemos por supor que
σ1µ1 < σ2µ2 e D1 > D2.
36A constante de integrac¸a˜o foi tomada como sendo − γ1
µ1
I¯A1 para facilitar os ca´lculos.
37Note que agora as soluc¸o˜es devem ser limitadas para z →∞.
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O caso em que na˜o temos condutividade em um dos meios, por exemplo quando temos ar
acima de um semi-espac¸o condutor, e´ obtido tomando o limite quando a condutividade
tende a zero por valores positivos. Calculamos a soluc¸a˜o para o caso em que a fonte e´
uma func¸a˜o degrau,38 ou seja,
I¯ =
1
s
. (5.64)
Consideramos inicialmente o domı´nio mais difusivo como sendo D1. Atrave´s da fo´rmula
para a inversa da transformada de Fourier,
E¯(1)y (x, z, s) =
s1/2
2pi
∫ ∞
−∞
e(−i s
1/2αx)Ê(1)y (α, z, s) dα,
bem com pela equac¸o˜es (5.49) e (5.53) podemos escrever
E¯(1)y (x, z, s) = −
1
2pi
∫ ∞
−∞
e−s
1/2(i α x+ γ1 |z|)A(α) dα,
onde A e´ dado pela equac¸a˜o (5.63). Devemos considerar mudanc¸as no caminho de inte-
grac¸a˜o da equac¸a˜o acima de tal forma que possamos reconhecer a integral acima como a
transformada de Laplace de uma func¸a˜o conhecida pois assim obtemos, por inspec¸a˜o, o
valor de Ey. Iniciemos pela mudanc¸a p = i α, de onde temos
E¯(1)y (x, z, s) = −
1
2pi i
∫ i∞
−i∞
e−s
1/2(p x+ γ˜1 |z|)A˜(p) dp,
onde γ˜1 e A˜ denotam, respectivamente, γ e A apo´s a mudanc¸a p = i α.
39 Notemos que
o integrando acima e´ continuamente anal´ıtico em todo plano complexo p. Consideremos
agora a mudanc¸a
px+ γ˜1|z| = k (5.65)
com k real e positivo. Neste processo, mantemos Re(γ˜1) > 0 e Re(γ˜2) > 0. Para isso,
uma vez que γ˜j = (α
2 +D−1j )
1/2 para j = 1, 2, introduzimos os ramos de corte
Im(p) = 0 D
−1/2
1 < |Re(p)| <∞ e
Im(p) = 0 D
−1/2
2 < |Re(p)| <∞.
Para valores na˜o pertencentes aos ramos definidos acima o integrando e´ bem definido.
Ale´m disso, o integrando e´ real quando Im(p)=0 e −D−1/21 < Re(p) < D−1/21 .
Com as condic¸o˜es acima temos, pelo Princ´ıpio de Reflexa˜o de Schwarz40 apli-
cado ao integrando, que existe uma continuac¸a˜o un´ıvoca do integrando, f , no semi-espac¸o
Re(p) < 0 tal que o valor do integrando em a+ i b e´ igual ao conjugado de f(a− i b).
38Note que apesar de estar calculando a resposta para uma func¸a˜o degrau continuamos denotando,
para facilitar a notac¸a˜o, as func¸o˜es pelas mesmas letras.
39Por exemplo, γ˜1 = (D
−1
1 − p2)1/2.
40Para maiores detalhes consulte a refereˆncia [7].
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Nos problemas de propagac¸a˜o de ondas, contornos que satisfazem a equac¸a˜o
(5.65) como uma deformac¸a˜o cont´ınua do eixo imagina´rio do plano p sa˜o conhecidos
como “Caminhos de Cagniard-de Hoop”. Resolvendo em p a equac¸a˜o (5.65) encontramos
o referido contorno que sera´ dado por dois ramos conjugados p = p1 e p = p
∗
1 como nos
mostra a Figura 5.10. Podemos escrever:
k = px+ γ˜1|z| = px+ (D−11 − p2)1/2|z|,
ou seja,
x2p2 + z2p2 − 2kxp+ k2 − z2/D1 = 0.
Sendo r2 = x2 + z2 temos
p =
2kx±
√
4k2x2 − 4r2(k2 − z2/D1)
2r2
,
ou ainda,
p = k
x
r2
± |z|
r2
√
k2
z2
(x2 − r2) + r
2
D1
.
Por fim, sendo k1 = r/D
1/2
1 podemos escrever para p1 e p
∗
1
p1 = k
x
r2
+ i
|z|
r2
√
k2 − k21 com k1 < k <∞ (5.66)
p∗1 = k
x
r2
− i |z|
r2
√
k2 − k21 com k1 < k <∞.
Re(p)
Im(p)
−D−1/22 −D−1/21 D−1/21 D
−1/2
2
p1
p∗1
Figura 5.10: Caminho de Cagniard-de Hoop.
O caminho hiperbo´lico formado por p1 e p
∗
1 e´ obviamente sime´trico em relac¸a˜o
ao eixo real do plano p. Ale´m disso, a intersecc¸a˜o com o eixo real se da´ quando k = k1,
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isto e´, no ponto p = x/rD
1/2
1 que esta´ entre os pontos de ramificac¸a˜o −D1/21 e D1/21 , como
nos mostra a Figura 5.10.
Tomamos agora o contorno de integrac¸a˜o como sendo o caminho original, ao
longo do eixo imagina´rio, unido ao caminho dado pela unia˜o de p1 e p
∗
1 por arcos no
infinito. Temos, pelo Lema de Jordan41, que os arcos no infinito na˜o contribuem para o
ca´lculo da integral pois42 ∣∣∣A˜ e−s1/2γ˜1|z|∣∣∣ quando p→∞.
Pelo teorema de Cauchy temos que a expressa˜o para E¯(1)y pode ser escrita como
E¯(1)y = −
1
pi
∫ ∞
k1
e(−s
1/2k)Im
(
A˜
∂p1
∂k
)
dk, (5.67)
onde e´ utilizada a mudanc¸a na varia´vel de integrac¸a˜o de p para k dada pelas equac¸o˜es
(5.65) e (5.66). Foram utilizados os fatos de k e s serem reais e que em pontos no
caminho p = p∗1 o integrando da equac¸a˜o para E¯
(1)
y teˆm valores complexo conjugados a
valores correspondentes no caminho p = p1
43. Ao longo do caminho de integrac¸a˜o da
equac¸a˜o (5.67) temos
γ˜1 = k
|z|
r2
− i x
r2
(k2 − k21)1/2 com k1 < k <∞,
ao passo que
∂p1
∂k
=
iγ˜1
(k2 − k21)1/2
.
Desta forma, a transformada de Fourier inversa tem a forma de uma transformada de
Laplace. Como, por definic¸a˜o44, E
(1)
1 (x, z, t) =
1
2pi i
∫ γ+i∞
γ−i∞
estE¯(1)y (x, z, s)ds, podemos
escrever
E
(1)
1 (x, z, t) =
1
2pi i
∫ γ+i∞
γ−i∞
est
{
− 1
pi
∫ ∞
k1
e(−s
1/2k)Im
(
A˜
∂p1
∂k
)
dk
}
ds
= − 1
pi
∫ ∞
k1
Im
(
A˜
∂p1
∂k
)
dk
{
1
2pii
∫ γ+i∞
γ−i∞
este(−s
1/2k)ds
}
Sendo H(t) a func¸a˜o de Heaviside e k > 0 temos que a transformada de Laplace45 da
func¸a˜o G(t, k) = H(t)
k
(4pi t3)1/2
e(−k
2/4t) e´ e−s
1/2k, sendo assim, podemos escrever
E
(1)
1 (x, z, t) = −
1
pi
∫ ∞
k1
G(t, k)Im
(
A˜
∂p1
∂k
)
dk
que e´ a soluc¸a˜o para o nosso problema inicial.
41Ver Sec¸a˜o 1.4.5.
42Note que s e´ real e positivo e que a parte real de γ˜1 foi mantida positiva pela escolha dos ramos de
corte.
43Desta forma, podemos combinar os caminhos de em p = p∗1 e p = p1 e escrever a equac¸a˜o (5.67).
44Ver Sec¸a˜o 2.2.
45Ver refereˆncia [22].
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5.5 Equac¸a˜o de onda anisotro´pica gerada por uma
func¸a˜o impulso
Como ja´ citamos anteriormente, o me´todo de Cagniard foi desenvolvido para resoluc¸a˜o de
problemas envolvendo propagac¸a˜o de pulsos s´ısmicos em meios homogeˆneos e isotro´picos.
Nesta sec¸a˜o seguimos um estudo feito por Y. Sakai e I. Kawasaki[24] no qual os autores
mostram que introduzindo uma modificac¸a˜o no me´todo de Cagniard, isto e´, fazendo uso
do me´todo Cagniard-de Hoop o referido me´todo passa a ser perfeitamente adapta´vel
para obter a soluc¸a˜o exata para a propagac¸a˜o de uma onda anisotro´pica gerada por uma
func¸a˜o impulso.
5.5.1 Transformadas diretas
Como outra aplicac¸a˜o utilizamos o me´todo de Cagniard-de Hoop para resolver a equac¸a˜o
diferencial associada a` propagac¸a˜o de uma onda anisotro´pica qSH46 em um meio na˜o-
homogeˆneo, isto e´
ρ
∂2u
∂t2
= N
∂2u
∂x2
+ L
∂2u
∂z2
(5.68)
onde u = u(x, z, t) e −∞ < x < ∞, −∞ < z < ∞, t > 0, ρ,N e L sa˜o constantes e o
eixo z foi considerado como sendo o eixo vertical e de simetria como nos mostra a Figura
5.1147
x
z
Rθ
Figura 5.11: Sistema de coordenadas.
Ale´m disso, consideramos que o sistema esta´ inicialmente em repouso, ou seja,
u(x, z, 0) =
∂
∂t
u(x, z, t)|t=0 = 0.
Tomando a transformada de Laplace, u¯(x, z, s) =
∫ ∞
0
u(x, z, t)e−stdt, na parte temporal
46As notac¸o˜es qSH e qSV veˆm do Ingleˆs quasi-shear waves [24].
47Consideramos que a propagac¸a˜o se da´ na direc¸a˜o de R.
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da equac¸a˜o (5.68) e utilizando a condic¸a˜o acima temos48
ρs2u¯ = N
∂2u¯
∂x2
+ L
∂2u¯
∂z2
, (5.69)
onde u¯ denota a transformada de Laplace de u na parte temporal, logo u¯ = u¯(x, z, s).
Seguindo o me´todo de Hoop, aplicamos a transformada de Fourier,
û(k, z, s) =
∫ ∞
−∞
u¯(x, z, s)e−ikxdx,
na parte espacial da equac¸a˜o acima e obtemos
d2û
dz2
=
ρs2 + k2N
L
û, (5.70)
onde û denota a transformada de Fourier de u¯, com respeito a varia´vel x, logo û =
û(k, z, s). A soluc¸a˜o da equac¸a˜o (5.70) e´ dada em func¸a˜o das constantes arbitra´rias a±
por
û(k, z, s) =
{
a+e
βz se z ≤ 0
a−e−βz se z > 0,
(5.71)
na qual
β =
(
ρs2 + k2N
L
) 1
2
e Re(β) > 0.
Ale´m disso, k e´ o nu´mero de onda. Os ı´ndices na equac¸a˜o (5.71) indicam, respectivamente,
quantidades definidas no semi-espac¸o z > 0 e no semi-espac¸o z < 0. Vamos considerar
que na interface z = 0 temos as seguintes condic¸o˜es de contorno: uma descontinuidade
tipo delta de Dirac ao longo do eixo y e com magnitude [σy0 ] e que no limite para z
tendendo a zero, tanto pela esquerda quanto para direita u(x, z, t) seja nulo, isto e´49
u(x, 0+, t) = 0 = u(x, 0−, t)
L
∂
∂z
u(x, z, t)|z=0+ − L ∂
∂z
u(x, z, t)|z=0− = [σy0 ]δ(t)δ(x).
(5.72)
Tomando as transformadas de Laplace e Fourier nas equac¸o˜es (5.72), de maneira similar
a`quela efetuada na equac¸a˜o (5.68), podemos escrever50
û(k, 0+, s) = 0 = û(k, 0−, s)
L
∂
∂z
û(k, 0, s)|z=0+ − L ∂
∂z
û(k, 0, s)|z=0− = [σy0 ].
Conclu´ımos, pela equac¸a˜o (5.71) que
a+ = a− = −[σy0 ]/(2Lβ). (5.73)
48Note que a dependeˆncia temporal foi eliminada.
49x+ e x− denotam, respectivamente, o limite a` direita e a` esquerda de x.
50Para a igualdade da segunda equac¸a˜o utilizamos a propriedade de filtragem da func¸a˜o delta de Dirac
demonstrada no Apeˆndice A.1.
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5.5.2 Inversa˜o
Para obter a soluc¸a˜o do problema utilizamos o me´todo de Cagniard-de Hoop. Iniciamos
as inverso˜es com a transformada de Fourier inversa, u¯(x, z, s) =
1
2pi
∫ ∞
−∞
û(k, z, s)eikxdk,
da equac¸a˜o (5.71) e nela substituindo o resultado da equac¸a˜o (5.73) podemos escrever51
u¯(k, z, s) =

− [σy0 ]
4piL
∫ ∞
−∞
(
1
β
)
e−βze+ikxdk se z > 0
− [σy0 ]
4piL
∫ ∞
−∞
(
1
β
)
eβze+ikxdk se z < 0.
(5.74)
Como estamos lidando apenas com deslocamentos ela´sticos, consideramos ape-
nas o semi-espac¸o z > 0 pois para o semi espac¸o z < 0 os resultados sera˜o ana´logos.
Com o intuito de utilizar o me´todo de Cagniard para resolver as integrais da
equac¸a˜o (5.74) devemos reescreveˆ-la de tal forma que ela possa ser vista como a trans-
formada de Laplace de uma func¸a˜o. Para isso, consideremos a mudanc¸a na varia´vel de
integrac¸a˜o de k para p, bem como as seguintes mudanc¸as
k = − ps
VSH
, ν =
√
1 + p2, VSH =
√
N/ρ e VSV =
√
L/ρ.
Substituindo a equac¸a˜o acima na definic¸a˜o de β podemos escrever
β2 =
ρs2 +Nk2
L
=
s2 + (N/ρ)k2
L/ρ
=
s2 + V 2SHk
2
V 2SV
=
=
s2 + s2p2
V 2SV
=
s2(1 + p2)
V 2SH
=
s2ν2
VSV
⇒ β = sν
VSV
.
Introduzindo o paraˆmetro de anisotropia ζ = (L/N)1/2 = VSV /VSH temos, pela equac¸a˜o
(5.74), que52
u¯(x, z, s) = − [σy0 ]ζ
4piL
∫ ∞
−∞
(
1
ν
)
e
−s
(
ν z+i ζ p x
VSV
)
dp. (5.75)
Uma vez que o integrando numa regia˜o onde p < 0, e´ o conjugado do integrando na
regia˜o onde p > 0, podemos escrever
u¯(x, z, s) = − [σy0 ]ζ
2piL
Re
{∫ ∞
0
(
1
ν
)
e
−s
(
ν z+i ζ p x
VSV
)
dp
}
. (5.76)
Consideremos agora outra mudanc¸a na varia´vel de integrac¸a˜o, desta vez de p para w da
seguinte forma:
w =
ν z + i ζ p x
VSV
. (5.77)
51Note que β depende de k.
52Como k = − ps
VSH
, temos que dk = − s
VSH
dp.
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Resolvendo a equac¸a˜o (5.77) com relac¸a˜o a p temos
wVSV − iζxp = z
√
1 + p2
w2V 2SV − 2iζxwVSV p− ζ2x2p2 = z2 + z2p2
ou ainda, rearranjando a equac¸a˜o acima
(z2 + ζ2x2)p2 + 2iζxwVSV p+ z
2 − w2V 2SV = 0
de onde
p =
−i ζ xwVSV ± z
√
V 2SV w
2 − (ζ2 x2 + z2)
ζ2 x2 + z2
.
Uma das duas ra´ızes corresponde a` propagac¸a˜o de uma onda no semi-plano superior z > 0.
A outra raiz na˜o e´ de fato uma soluc¸a˜o da equac¸a˜o (5.77) e e´ desprovida de sentido f´ısico.
A partir da expressa˜o que fornece u¯(x, z, s) so´ nos interessa o sinal positivo, de onde
∂p
∂w
=
1
z2 + ζ2x2
∂
∂w
(−iζxw VSV + z
√
w2 V 2SV − ζ2x2 − z2 )
=
1
z2 + ζ2x2
−iζx VSV + z
2
2w V 2SV√
w2 V 2SV − ζ2x2 − z2

=
VSV
z2 + ζ2x2
−iζx+ zζ√
ζ2 − ζ2x2+z2
V 2SV
 .
Pela equac¸a˜o (5.77) podemos escrever
w VSV = z
√
1 + p2 + iζxp.
Derivando a equac¸a˜o acima em relac¸a˜o a w temos53
VSV =
z p√
1 + p2
(
∂p
∂w
)
+ iζx
∂p
∂w
=
(
1√
1 + p2
)
∂p
∂w
(zp+ iζx
√
1 + p2).
Lembrando que ν =
√
1 + p2 podemos escrever(
1
ν
)
∂p
∂w
=
VSV
zp+ iζxν
.
Ale´m disso, sendo t2SH = (ζ
2x2 + z2)/V 2SV temos
(pz + iζxν)2 = V 2SVw
2 − V 2SV t2SH ,
de onde54
53Note, pela equac¸a˜o (5.77), que p e´ func¸a˜o de w.
54O sinal negativo na equac¸a˜o (5.78) e´ escolhido em coereˆncia com o semi-espac¸o no qual estamos
trabalhando.
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(
1
ν
)(
∂p
∂w
)
= − 1√
w2 − t2SH
. (5.78)
Quando p varia de 0 ate´ ∞, w varia de z/VSH ate´ ∞+ i∞, ao longo do caminho AB no
primeiro quadrante do plano complexo w, como nos mostra a Figura 5.12.55
Plano w
A
B
C
tSH
Figura 5.12: Representac¸a˜o do contorno ABCA.
Os dois pontos destacados na Figura 5.12 representam os dois pontos de ramificac¸a˜o
w = −tSH e w = tSH . Pela equac¸a˜o (5.76) temos
u¯(x, z, s) = − [σy0 ]ζ
2piL
Re
{∫ ∞
0
(
1
ν
)
e
−s
(
ν z+i ζ p x
VSV
)
dp
}
= − [σy0 ]ζ
2piL
Re
{∫ ∞+ i∞
z/VSV
(
1
ν
)(
∂p
∂w
)
e−swdw
}
.
(5.79)
Uma vez que que na˜o ha´ singularidades na regia˜o interna delimitada por ABCA,
podemos transformar o contorno de integrac¸a˜o56 AB em CA, contanto que o ponto de
ramificac¸a˜o w = tSH na˜o pertenc¸a nem ao interior do contorno nem ao seu bordo, ao
longo do eixo real no plano w. Enta˜o
u¯(x, z, s) = − [σy0 ]ζ
2piL
Re
{∫ ∞
z/VSV
(
1
ν
)(
∂p
∂w
)
e−swdw
}
. (5.80)
55Note que iremos deformar o caminho AB no caminho CD, por esta raza˜o tomamos a orientac¸a˜o
dada pela Figura 5.12.
56Ver Cap´ıtulo 1, curvas homoto´picas.
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Desta forma, os dois pontos de ramificac¸a˜o do eixo real na˜o teˆm influeˆncia no
ca´lculo das integrais. A integral ao longo do arco BC e´ nula para um raio infinito, pelo
lema de Jordan.
Uma vez que para w < tSH a equac¸a˜o (5.78) nos diz que o integrando e´ um
imagina´rio puro podemos escrever, a partir da expressa˜o acima
u¯(x, z, s) ≡
∫ ∞
0
u(x, z, t)e−stdt = − [σy0 ]ζ
2pi L
Re
{∫ ∞
0
(
1
ν
)(
∂p
∂w
)
e−swdw
}
. (5.81)
Consequ¨entemente, por inspec¸a˜o e utilizando a equac¸a˜o (5.78), temos
u(x, z, t) =
[σy0 ]ζ
2pi L
H(t− tSH)√
t2 − t2SH
(5.82)
onde
tSH = [(ζ
2x2 + z2)/V 2SH ]
1/2
=
[
ρ(N cos2 θ + L sen 2θ)
NL
]1/2
r
(5.83)
na qual r = (x2 + z2)1/2, tan θ = x/z e H(t) e´ a func¸a˜o de Heaviside.
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5.6 Efeitos de uma explosa˜o em um fluido
Nesta sec¸a˜o e´ estudado um importante problema envolvendo ondas gravitacionais na
superf´ıcie de um fluido: equacionar ondas produzidas em um fluido semi-infinito, na˜o
viscoso e incompress´ıvel sobe efeito da gravidade que encontra-se inicialmente em re-
pouso quando num determinado instante ocorre um distu´rbio num ponto da superf´ıcie;
fisicamente, este problema corresponde a uma pedra sendo lanc¸ada num lago cuja a´gua
se encontra em repouso. Muitos estudos deste problema foram feitos, sendo as primeiras
ana´lises atribu´ıdas a Cauchy e Poisson.
Um problema consideravelmente mais dif´ıcil e´ estudar ondas no caso em que
o fluido e´ compress´ıvel. Nesta sec¸a˜o o me´todo de Cagniard-de Hoop e´ utilizado para
obtenc¸a˜o da soluc¸a˜o exata do problema dos efeitos de uma explosa˜o em qualquer profun-
didade de um fluido compress´ıvel.
5.6.1 Formulac¸a˜o do problema e notac¸a˜o
Consideramos z = ξ(x, t) a superf´ıcie do fluido (z = 0). Consideramos o plano xy como
sendo a superf´ıcie livre na˜o perturbada, e o eixo z na direc¸a˜o da superf´ıcie para o interior
do fluido como nos mostra a Figura 5.13
x
y
z
Figura 5.13: Sistema de coordenadas.
Uma vez que a explosa˜o se da´ na forma de uma fonte do tipo linha na direc¸a˜o
do eixo y, a coordenada y de todas grandezas mencionadas sera´ desconsiderada.
Ale´m disso, consideramos a seguinte notac¸a˜o:
v = Velocidade do fluido
g = Constante gravitacional
c = Velocidade do som
Ω = Potencial de todas forc¸as externas atuando sobre o fluido
h = Profundidade em que ocorre a explosa˜o.
Ale´m disso, denominamos o potencial velocidade por
φ = φ(x, z, t)
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com −∞ < x, z <∞ e t > 0. Desta forma v = −∇φ.
Louguent-Higgins[25] mostraram que
∂2φ
∂t2
− c2∇2φ− g∂φ
∂z
− ∂
∂t
(
1
2
v2
)
− v.∇
(
1
2
v2
)
= −∂Ω
∂t
. (5.84)
No caso em que v e´ ta˜o pequeno que v2 pode ser desconsiderado temos
∂2φ
∂t2
− c2∇2φ− g∂φ
∂z
= −∂Ω
∂t
. (5.85)
Utilizando o mesmo tipo de aproximac¸a˜o feito para a equac¸a˜o acima obtemos, para a
fronteira z = 0
∂2φ
∂t2
= g
∂φ
∂z
, (5.86)
assim como o deslocamento na superf´ıcie e´ dada por
ξ = −1
g
(
∂φ
∂t
)
z=0
. (5.87)
Sendo assim, tomando uma escolha apropriada de
∂Ω
∂t
, isto e´, uma escolha que represente
uma explosa˜o a uma profundidade57 z = h,
∂Ω
∂t
= c2δ(x)δ(z − h)δ(t). (5.88)
Nosso problema se reduz a resolver a equac¸a˜o (5.85) impondo a condic¸a˜o dada pelas
equac¸o˜es (5.86) e (5.88) bem como as condic¸o˜es iniciais
φ(x, z, t)|t=0 = 0 = ∂φ
∂t
|t=0 . (5.89)
5.6.2 Justaposic¸a˜o das transformadas
Introduzindo a transformada de Laplace, φ¯(x, z, s) =
∫ ∞
0
e−stφ(x, z, t)dt, na equac¸a˜o
(5.85) e utilizando a equac¸a˜o (5.88), podemos escrever58
s2φ¯(x, z, s)− c2∇2φ¯− g∂φ¯
∂z
= c2δ(x)δ(z − h). (5.90)
Tomemos agora a transformada de Fourier dupla,59
φ¯(ξ, η, s) =
1
2pi
∫ ∞
−∞
e−iξxdx
∫ ∞
−∞
e−iη(z−h)φ¯(x, z, s)dz,
para cada um dos termos da equac¸a˜o (5.90) temos
57Isto corresponde a um impulso radial no ponto (x, z) = (0, h) no instante t = 0 com magnitude c2.
58O lado direito da igualdade e´ devido a` propriedade de filtragem da func¸a˜o delta de Dirac.
59O deslocamento de −h na varia´vel z foi tomado por convenieˆncia.
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s2φ¯(x, z, s) → s2φ¯(ξ, η, s)
−c2∇2φ¯(x, z, s) →
(
c2ξ2
2pi
+
c2η2
2pi
)
φ¯(ξ, η, s)
−g ∂
∂z
φ¯(x, z, s) → −igη
2pi
φ¯(ξ, η, s)
c2δ(x)δ(z − h) → c2.
Rearranjando os termos acima podemos escrever
φ¯(ξ, η, s) =
1
2pi
(
1
ξ2 + η2 + s
2
c2
− ig
c2
η
)
, (5.91)
que representa a soluc¸a˜o do problema transformado.
5.6.3 Inversa˜o da justaposic¸a˜o
Seguindo o me´todo de Cagniard-de Hoop iniciamos o processo de inversa˜o da justaposic¸a˜o
aplicando a inversa da transformada de Fourier dupla,
φ¯(x, z, s) =
1
2pi
∫ ∞
−∞
eiξxdξ
∫ ∞
−∞
eiη(z−h)φ¯(ξ, η, s)dη,
na equac¸a˜o (5.91), ou seja
φ¯(x, z, s) =
1
4pi2
∫ ∞
−∞
eiξxdξ
∫ ∞
−∞
eiη(z−h)
(
1
ξ2 + η2 + s
2
c2
− ig
c2
η
)
dη,
Calculamos inicialmente a integral na varia´vel η, ou seja,60∫ ∞
−∞
exp[iη(z − h)]
ξ2 + η2 + s
2
c2
− ig
c2
η
dη. (5.92)
Para tanto, consideremos as seguintes mudanc¸as de varia´vel
A2 = ξ2 +
s2
c2
, 2B =
ig
c2
e λ2 = A2 −B2
⇒ ξ2 + η2 + s
2
c2
− ig
c2
η = A2 + η2 − 2Bη = (η2 − 2Bη +B2)−B2 + A2 = (η −B)2 + λ2.
Ale´m disso, sendo v = η −B podemos reescrever a integral 5.92 na seguinte maneira∫ ∞
−∞
exp[i(B + v)(z − h)]
v2 + λ2
dv = exp[iB(z − h)]
∫ ∞
−∞
exp[iv(z − h)]
v2 + λ2
dv.
60Para facilitar a escrita e a visualizac¸a˜o utilizamos a notac¸a˜o exp(x)= ex.
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Sendo u = v + ia uma varia´vel complexa, γ o contorno dado pela Figura 5.14 e f(u) =
exp[iu(z − h)]
u2 + λ2
, calculamos
∫
γ
f(u)du =
∫
CR
f(u)du+
∫ R
−R
f(v)dv. (5.93)
Uma vez que as singularidades de f(u) sa˜o os po´los iλ e −iλ, e a u´nica singularidade de
Re(u)
Im(u)
CR
R−R
−iλ
iλ
γ
Figura 5.14: Contorno para o ca´lculo da integral de f(v).
f(u) no interior de γ e´ iλ podemos escrever, pelo teorema dos res´ıduos61, que
∫
γ
f(u)du = 2pi iRes(f ; iλ) = 2pi i lim
u→iλ
(u− iλ)f(u) = 2pi iexp[−λ(z − h)]
2iλ
,
de onde obtemos∫
γ
f(u)du =
∫
CR
f(u)du+
∫ R
−R
f(v)dv =
pi
λ
exp[−λ(z − h)]. (5.94)
Tomando o limite R→∞ na equac¸a˜o acima temos, pelo Lema de Jordan, que
∫
CR
f(u)du
tende a zero de onde podemos escrever∫ ∞
−∞
exp[iη(z − h)]
ξ2 + η2 + s
2
c2
− ig
c2
η
dη = exp[iB(z − h)]
{
pi
λ
exp[−λ(z − h)]
}
.
Substituindo o valor de B, B =
ig
2c2
, na equac¸a˜o acima e substituindo a equac¸a˜o acima
na definic¸a˜o da inversa da transformada de Fourier dupla podemos escrever
φ¯(x, z, s) =
1
4pi
exp
[
−gz − h
2c2
] ∫ ∞
−∞
exp[iξx− |z − h|λ]
λ
dξ (5.95)
61Ver Sec¸a˜o 1.4.3.
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na qual
λ =
√
A2 −B2 =
√
ξ2 +
s2
c2
+
g2
4c4
.
Em analogia ao que fizemos na aplicac¸a˜o anterior62, devemos destacar duas regio˜es do
plano complexo ξ a partir dos pontos de ramificac¸a˜o do integrando da equac¸a˜o (5.95),
isto e´, a partir dos pontos
ξ = ± i ξ1 onde ξ1 =
√
s2
c2
+
g2
4c4
∈ IR.
Tomamos os ramos de corte como sendo os segmentos a partir dos pontos de ramificac¸a˜o
ξ = iξ1 e ξ = −iξ1 ate´ ∞ e −∞, respectivamente, ao longo do eixo imagina´rio do
plano complexo ξ, como nos mostra a Figura 5.15. Na regia˜o onde −ξ1 < Im(ξ) < ξ1
Plano ξ
A
B−i ξ1
i ξ1
Figura 5.15: Plano ξ e representac¸a˜o do caminho de integrac¸a˜o sendo os pontos A e B os
correspondentes aos valores p = 0 e p =∞, respectivamente.
temos que Re(λ) > 0 e desta forma a integral da equac¸a˜o (5.92) converge. A integral
da equac¸a˜o (5.92) e´ uma soluc¸a˜o particular da equac¸a˜o (5.90). Para obtermos a soluc¸a˜o
geral, calculamos a soluc¸a˜o geral do problema homogeˆneo, φ¯H(x, z, s), e somamos com
uma soluc¸a˜o particular da equac¸a˜o na˜o-homogeˆnea, anteriormente obtida.
Pela equac¸a˜o (5.90) temos que a equac¸a˜o homogeˆnea e´ dada por
s2φ¯H(x, z, s)− c2∇2φ¯H − g∂φ¯H
∂z
= 0.
Introduzindo, na equac¸a˜o acima, a transformada de Fourier na varia´vel x, φ̂(ξ, z, s) =∫ ∞
−∞
exp[−i ξ x]φ¯H(x, z, s)dx, temos
−c2∂
2φ̂
∂z2
− g∂φ̂
∂z
+ (s2 + c2ξ2)φ̂ = 0.
62Ver sec¸a˜o 5.5.
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Como a equac¸a˜o acima e´ uma equac¸a˜o diferencial ordina´ria em z consideramos que φ̂ =
epz e substitu´ımos na equac¸a˜o acima, de onde obtemos
−c2p2 − gp+ (s2 + c2ξ2) = 0,
com soluc¸o˜es dadas por
p =
−g
2c2
±
√
ξ2 +
s2
c2
+
g2
4c2
.
A partir da definic¸a˜o de λ podemos escrever
p =
−g
2c2
± λ,
de onde segue que63
φ̂(ξ, z, s) =
1
2
a(ξ)exp
[−gz
2c2
− λ z
]
+
1
2
b(ξ)exp
[−gz
2c2
+ λ z
]
.
Como, por hipo´tese, φ deve ser limitada no infinito temos que b(ξ) = 0. Introduzindo a
transformada de Fourier inversa na varia´vel ξ, φ¯H(ξ, z, s) =
1
2pi
∫ ∞
−∞
exp[i x ξ]φ̂(x, z, s)dx,
podemos escrever a expressa˜o geral para φ¯(x, z, s) satisfazendo a condic¸a˜o de limitac¸a˜o
no infinito, isto e´
φ¯(x, z, s) =
1
4pi
exp
[
−gz − h
2c2
] ∫ ∞
−∞
exp[iξx− |z − h|λ]
λ
dξ+
+
exp [−g z/2c2]
4pi
∫ ∞
−∞
exp(iξx− λz)a(ξ)dξ,
(5.96)
onde a(ξ) e´ uma func¸a˜o arbitra´ria de ξ. Aplicando a transformada de Laplace na condic¸a˜o
(5.86) podemos escrever
s2φ¯(x, z, s) = g
∂φ¯(x, z, s)
∂z
para z = 0. (5.97)
Temos, pela equac¸a˜o (5.96), que:
4pi
∂φ¯(x, z, s)
∂z
|z=0 =
[−g
2c2
]
exp
[
gh
2c2
] ∫ ∞
−∞
exp[iξ x− hλ]
λ
dξ
+exp
[
gh
2c2
] ∫ ∞
−∞
exp[iξ x− hλ]
λ
(λ)dξ
+
[−g
2c2
] ∫ ∞
−∞
exp[iξx]a(ξ)dξ +
∫ ∞
−∞
exp[iξx](−λ)a(ξ)dξ.
(5.98)
Ale´m disso, podemos escrever
4pi
s2
g
φ(x, 0, s) =
s2
g
exp
[
gh
2c2
] ∫ ∞
−∞
exp[iξ x− hλ]
λ
dξ +
s2
g
∫ ∞
−∞
exp[iξx]a(ξ)dξ (5.99)
63O fator 1/2 foi introduzido nas func¸o˜es a(ξ) e b(ξ) por convenieˆncia.
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Igualando o lado direito das equac¸o˜es (5.98) e (5.99), agrupando as duas primeiras in-
tegrais da equac¸a˜o (5.98) e a primeira integral da equac¸a˜o (5.99) e agrupando as duas
u´ltimas integrais da equac¸a˜o (5.98) e a u´ltima integral da equac¸a˜o (5.99), podemos escre-
ver
exp
[
gh
2c2
]{∫ ∞
−∞
exp[i ξx− hλ]
[
s2
gλ
+
g
2c2
1
λ
− 1
]
dξ
}
+
+
{∫ ∞
−∞
exp[iξ x]a(ξ)
[
s2
g
+
g
2c2
+ λ
]
dξ
}
= 0,
ou ainda∫ ∞
−∞
exp[iξ x]
{
a(ξ)
[
s2
g
+
g
2c2
+ λ
]
+
1
λ
exp
[
gh
2c2
− λh
] [
s2
g
+
g
2c2
− λ
]}
dξ = 0,
de onde segue que
a(ξ) = − 1
λ
exp
[
gh
2c2
− λh
]1− 2λs2
g
+ g
2c2
+ λ
 . (5.100)
Substituindo o valor de a(ξ) na equac¸a˜o (5.96) e separando a parte real podemos escrever
φ¯(x, z, s) =
1
2pi
exp
[
−gz − h
2c2
]
Re
{∫ ∞
0
exp[iξx− |z − h|λ]
λ
dξ
}
− 1
2pi
exp
[
−gz − h
2c2
]
Re
{∫ ∞
0
exp[iξx− (z + h)λ]
λ
dξ
}
+
1
pi
exp
[
−gz − h
2c2
]
Re

∫ ∞
0
exp[iξx− (z + h)λ]
s2
g
+ g
2c2
+ λ
dξ
 .
(5.101)
Segundo o me´todo de Cagniard, para obter o valor de φ(x, z, t) devemos reescrever o lado
direito da equac¸a˜o acima como a transformada de Laplace de alguma func¸a˜o, ou seja,
φ¯ =
∫ ∞
0
exp[−st]τ(t)dt, pois desta forma seguira´, por inspec¸a˜o, que φ = τ . Para tanto,
iniciamos por procurar α tal que64
iξ x− βλ = −st+ iα (5.102)
onde, β sera´ ora (z − h) e ora |z − h|. Isolando aλ, introduzindo a definic¸a˜o de λ e
elevando os dois lados da igualdade ao quadrado temosβ (ξ2 + s2
c2
+
g2
4c4
)1/22 = [−st− i(ξx− α)]2,
de onde
ξ2(β2 + x2)− 2ξx(α + ist)2 + β
2s2
c2
+
β2g2
4c4
− s2t2 + α2 + 2is t α = 0.
64Note, pela equac¸a˜o (5.101), que tal α e´ conveniente.
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Resolvendo a equac¸a˜o acima em ξ podemos escrever
ξ =
2x(α+ ist)±
√
4
[
x2(α+ ist)2 − (β2 + x2)
(
β2s2
c2
+ β
2g2
4c4
− s2t2 + α2 + 2is t α
)]
2(β2 + x2)
.
(5.103)
Sendo ∆ o termo no interior da raiz quadrada temos que
∆ = (x2α2 − x2s2t2 + 2ix2s t α)− β
4s2
c2
− β
4g2
4c4
+ β2s2t2 − β2α2 − 2iβ2s t α
−x
2β2s2
c2
− x
2β2g2
4c4
+ (x2s2t2 − x2α2 − 2ix2s t α).
Como os termos entre pareˆnteses se anulam rearranjando a equac¸a˜o acima podemos
escrever
∆ = −β
2s2
c2
(x2 + β2)− β
2g2
4c4
(x2 + β2) + β2(s2t2 − α2)− 2iβ2s t α.
Mostremos que ao escolher α =
g
2c
√
t2 − 1
c2
(β2 + x2) podemos escrever ∆ como um
quadrado perfeito.
∆ = −β
2s2
c2
(x2 + β2)− β
2g2
4c4
(x2 + β2) + β2{s2t2 − g
2
4c2
[t2 − 1
c2
(β2 + x2)]}
−2iβ2s t g
2c
√
t2 − 1
c2
(β2 + x2),
de onde segue que
∆
β2
= −s
2
c2
(x2 + β2) + s2t2 − g
2t2
4c2
− itgs
c
√
t2 − 1
c2
(β2 + x2)
ou ainda
∆ = β2
s
√
t2 − 1
c2
(β2 + x2)− i t g
2c
2 .
Substituindo o valor de ∆ e de α na equac¸a˜o (5.103) obtemos
ξ =
gx
2c
√
t2 − 1
c2
(β2 + x2) + x i s t±
√√√√√β2
s
√
t2 − 1
c2
(β2 + x2)− i t g
2c
2
(β2 + x2)
.
Tomando apenas o valor negativo da raiz quadrada e substituindo β = (z + h) podemos
escrever
ξ =
[
gx
2c2
− (z + h)s
c
]√
c2t2 − x2 − (z + h)2 + it
[
g
2c
(z + h) + xs
]
x2 + (z + h)2
(5.104)
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na qual t e´ um paraˆmetro real que varia de zero a infinito, como nos mostra o caminho
AB destacado na Figura 5.15. Para a primeira integral substitu´ımos z+h por |z−h|. As
deformac¸o˜es nos caminhos de integrac¸a˜o dadas pela equac¸a˜o (5.103) sa˜o poss´ıveis uma
vez que pelo teorema de Cauchy e pelo Lema de Jordan na˜o existem contribuic¸o˜es dos
po´los e os arcos no infinito va˜o a zero. Visto que para t = 0 temos
A =
i
[
gx
2c2
− (z + h) s
c
]
[x2 + (z + h)2]−
1
2
,
uma parte do novo caminho de integrac¸a˜o se da´ ao longo da parte negativa do eixo
imagina´rio. Entretanto, ao longo do eixo imagina´rio os integrandos sa˜o imagina´rios puros
e sendo assim, na˜o contribuem para o ca´lculo das integrais.
Desta forma, podemos escrever as duas primeiras integrais da equac¸a˜o (5.101)
em termos da varia´vel t, isto e´65
1
2pi
exp
[
−gz − h
2c2
]
Re

∫ ∞
0
exp
[
−st+ gi
2c
(t2 − k21)1/2
]
(t2 − k21)1/2
dt

− 1
2pi
exp
[
−gz − h
2c2
]
Re

∫ ∞
0
exp
[
−st+ gi
2c
(t2 − k22)1/2
]
(t2 − k22)1/2
dt

(5.105)
onde
k1 =
1
c
[x2 + (z + h)2]1/2 e k2 =
1
c
[x2 + (z − h)2]1/2.
Claramente a primeira integral da equac¸a˜o (5.105) e´ nula para 0 < p < k1, e a
segunda e´ nula para 0 < p < k2. Sendo assim, por inspec¸a˜o, temos que a contribuic¸a˜o
da primeira e segunda integrais da equac¸a˜o (5.101) para o valor de φ(x, z, t) e´ dada por
1
2pi
exp
[
−g z−h
2c2
]
cos
[
g
2c
(t2 − k21)1/2
]
H(t− k1)
(t2 − k21)1/2
− 1
2pi
exp
[
−g z−h
2c2
]
cos
[
g
2c
(t2 − k22)1/2
]
H(t− k2)
(t2 − k22)1/2
(5.106)
na qual H(t) e´ a func¸a˜o de Heaviside.
Passemos agora ao ca´lculo da terceira integral da equac¸a˜o (5.101). Introduzindo
a mudanc¸a de varia´vel de ξ para t temos:
1
2pi
exp
[
−gz − h
2c2
]
Re

∫ ∞
k1
F1(t)exp
[
−st+ gi
2c
(t2 − k21)1/2
]
[s+G1(t)](t2 − k21)1/2
dt

− 1
2pi
exp
[
−gz − h
2c2
]
Re

∫ ∞
k1
F2(t)exp
[
−st+ gi
2c
(t2 − k21)1/2
]
[s+G2(t)](t2 − k21)1/2
dt

(5.107)
65Observe que para obter estas integrais utilizamos a equac¸a˜o (5.102), com as definic¸o˜es de α e β,
sendo β = z + h na primeira integra e β = z − h para a segunda.
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na qual
F1,2(p) =
1
2
[(
w2 +
1
c2
)1/2
± w
2 + 1
c2
− iw
c
w − i
c
]
,
G1,2(p) =
g
2
[(
w2 +
1
c2
)1/2
±
(
w − i
c
)]
,
w =
ixs− (z + h)(s2 − k21)1/2
c2k21
.
(5.108)
A partir da expressa˜o dada pela equac¸a˜o (5.107) e lembrando que
e−sp
s+G1,2(p)
=
∫ ∞
p
e−ste−G1,2(p)(t−p)dt
podemos reconhecer a integral como a transformada de Laplace de alguma func¸a˜o e
consequ¨entemente encontrar a contribuic¸a˜o da terceira integral da equac¸a˜o (5.101) para
φ(x, z, t), isto e´
− g
pi
exp
[
−gz − h
2c2
]
H(t− k1)Re
{∫ t
k1
F1(p)(p
2 − k21)−1/2
exp
[
gi
2c
(p2 − k21)1/2 − (t− p)G1(p)
]
dp
}
− g
pi
exp
[
−gz − h
2c2
]
H(t− k1)Re
{∫ t
k1
F2(p)(p
2 − k21)−1/2
exp
[
gi
2c
(p2 − k21)1/2 − (t− p)G2(p)
]
dp
}
(5.109)
Finalmente, das equac¸o˜es (5.98) e (5.101) temos que66
φ(x, z, t) =
1
2pi
exp
[
−g z−h
2c2
]
cos
[
g
2c
(t2 − k21)1/2
]
H(t− k1)
(t2 − k21)1/2
− 1
2pi
exp
[
−g z−h
2c2
]
cos
[
g
2c
(t2 − k22)1/2
]
H(t− k2)
(t2 − k22)1/2
− g
pi
exp
[
−gz − h
2c2
]
H(t− k1)Re
{∫ t
k1
F1(p)(p
2 − k21)−1/2
exp
[
gi
2c
(p2 − k21)1/2 − (t− p)G1(p)
]
dp
}
− g
pi
exp
[
−gz − h
2c2
]
H(t− k1)Re
{∫ t
k1
F2(p)(p
2 − k21)−1/2
exp
[
gi
2c
(p2 − k21)1/2 − (t− p)G2(p)
]
dp
}
(5.110)
que e´ a soluc¸a˜o do problema de partida.
66Note que k1 depende de x.
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Apeˆndice A
Func¸a˜o delta de Dirac
Na mecaˆnica o impulso de uma forc¸a f(t) atuando no intervalo de tempo a ≤ t ≤ a+ ε e´
definido por uma integral de f(t) de a ate´ a+ε. O caso em que ε→ 0, ou seja, o impulso
de uma forc¸a atuando somente por um instante, e´ de particular interesse pra´tico.
Vamos considerar a func¸a˜o:
fε(t) =

1
ε
se a ≤ t ≤ a+ ε
0 se t < a ou t > a+ ε.
Da definic¸a˜o de fε(t) conclu´ımos que a a´rea abaixo da curva e´ unita´ria, isto e´, o impulso
e´ unita´rio, ou seja, a integral:
Iε =
∫ a+ε
a
fε(t) dt =
∫ a+ε
a
1
ε
dt = 1.
Agora representamos fε(t) em termos de duas func¸o˜es degrau
fε(t) =
1
ε
u(t− a)− u[t− (a+ ε)].
Tomando a transformada de Laplace temos
L[fε(t)] =
∫ ∞
0
fε(t)e
−stdt =
∫ ∞
0
1
ε
u(t− a)− u[t− (a+ ε)]e−stdt = e−as1− e
−εs
εs
O limite de fε(t) para ε→ 0, denotado por δ(t− a), e´ chamado “func¸a˜o”delta de Dirac.
Utilizando a regra de L’Hoˆpital para calcular o limite temos:
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L[δ(t− a)] = e−as
que, para a = 0 fornece L[δ(t)] = 1.
A definic¸a˜o de δ(t− a) implica que esta na˜o e´ uma func¸a˜o no sentido ordina´rio
do ca´lculo, mas uma func¸a˜o generalizada, isto e´, uma distribuic¸a˜o, uma vez que, a partir
de fε(t) temos, para ε→ 0, que
δ(t− a) =
{ ∞ se t = a
0 se t 6= a. e
∫ ∞
0
δ(t− a) dt = 1.
A.1 Propriedade de filtragem
A func¸a˜o delta de Dirac tem uma importante propriedade conhecida como filtragem, isto
e´1,
∫ ∞
−∞
δ(x)f(x)dx = f(0). Para que possamos verificar essa propriedade calculemos a
seguinte integral:
∫ ∞
−∞
δ(x)f(x)dx
na qual f e´ uma func¸a˜o cont´ınua.
Vimos que δ(x) e´ nula para x 6= 0, logo os limites de integrac¸a˜o podem ser
substitu´ıdos por −ε e ε. Ainda mais, como f(x) e´ cont´ınua em x = 0, seus valores
no intervalo (−ε, ε), para ε pequeno, na˜o sera˜o muito diferentes de f(0). Desta forma
podemos escrever2:
∫ ∞
−∞
δ(x)f(x)dx =
∫ ε
−ε
δ(x)f(x)dx ∼= f(0)
∫ ε
−ε
δ(x)dx.
Como δ(x)=0 para todo x 6= 0 e δ(x) e´ normalizada a unidade, podemos escrever
∫ ∞
−∞
δ(x)f(x)dx = f(0).
1De maneira mais geral podemos escrever
∫ ∞
−∞
δ(x− a)f(x) dx = f(a).
2Esta aproximac¸a˜o melhora a` medida em que ε se aproxima de zero.
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A.2 Convoluc¸a˜o
Em consequ¨eˆncia da propriedade de filtragem temos que a func¸a˜o delta de Dirac e´ a
func¸a˜o unita´ria da convoluc¸a˜o, ou seja,
f(t) ∗ δ(t) =
∫ ∞
−∞
f(τ)δ(t− τ) dτ =
∫ ∞
−∞
f(τ)δ(τ − t) dτ = f(t).
A.3 Transformada de Fourier e func¸a˜o delta de Dirac
Outra interessante e u´til propriedade da func¸a˜o delta de Dirac e´ que sua transformada
de Fourier e´ bastante simples de ser calculada. Temos que
F [δ(t)] =
∫ ∞
−∞
δ(t)e−iktdt = e−ik0 = 1.
Aplicando a transformada de Fourier inversa na equac¸a˜o acima podemos escrever
δ(t) =
1
2pi
∫ ∞
−∞
eiktdk.
Uma interessante utilizac¸a˜o desta representac¸a˜o para a func¸a˜o delta pode ser encontrada
na aplicac¸a˜o 5.2.
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Apeˆndice B
Laplaciano em coordenadas
cil´ındricas e esfe´ricas
B.1 Coordenadas cil´ındricas
Com o intuito de facilitar a resoluc¸a˜o da equac¸a˜o (3.2), bem como explorar as simetrias
do problema em questa˜o costuma ser de grande utilidade escrever o Laplaciano num
conveniente sistema de coordenadas, em particular, aqui em coordenadas cil´ındricas,
como nos mostra a Figura B.1, isto e´
x = r cosφ
y = r senφ
z = z,
(B.1)
onde −∞ < x, y, z <∞, r > 0 e 0 < φ < 2pi.
x
y
z
rφ
P (x, y, z)
Figura B.1: Relac¸o˜es entre coordenadas cartesianas e cil´ındricas.
Visto que o Jacobiano da transformac¸a˜o e´ diferente de zero podemos escrever os inversos,
ou seja
r = (x2 + y2)1/2 e tanφ =
y
x
. (B.2)
Pela regra da cadeia podemos escrever
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∂∂x
=
∂r
∂x
∂
∂r
+
∂φ
∂x
∂
∂φ
+
∂z
∂x
∂
∂z
∂
∂y
=
∂r
∂y
∂
∂r
+
∂φ
∂y
∂
∂φ
+
∂z
∂y
∂
∂z
∂
∂z
=
∂
∂z
.
Utilizando as equac¸o˜es acima, bem como as equac¸o˜es (B.1) e (B.2), podemos escrever o
laplaciano em coordenadas cil´ındricas, isto e´1
∇2u(r, φ, z) = ∂u
∂r2
+
1
r
∂u
∂r
+
1
r2
∂2u
∂φ2
+
∂2u
∂z2
. (B.3)
B.2 Coordenadas esfe´ricas
Consideremos agora as coordenadas esfe´ricas como nos mostra a Figura B.2, ou seja
x = r sen θ cosφ
y = r sen θ senφ
z = z cos θ,
(B.4)
onde −∞ < x, y, z <∞, r > 0, 0 < φ < 2pi e 0 < θ < pi.
x
y
z
θ
r
φ
P (x, y, z)
Figura B.2: Relac¸o˜es entre coordenadas cartesianas e esfe´ricas.
Efetuando ca´lculos similares aos da sec¸a˜o anterior, pore´m agora utilizando a
equac¸a˜o (B.4) ao inve´s da equac¸a˜o (B.1), temos que o laplaciano em coordenadas esfe´ricas
e´ dado por
∇2u(r, φ, θ) = ∂
2u
∂r2
+
2
r
∂u
∂r
+
1
r2
∂2u
∂θ2
+
cot θ
r2
∂u
∂θ
+
1
r2 sen 2θ
∂2u
∂φ2
. (B.5)
1Lembrando que
∂z
∂x
=
∂z
∂y
= 0.
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Concluso˜es
Os nu´meros complexos teˆm sua primeira aparic¸a˜o na literatura no livro Ars Magna,
de G. Cardano, publicado em 1545 onde foram utilizados como uma ferramenta para
a resoluc¸a˜o de equac¸o˜es de terceiro grau, entretanto a teoria de nu´meros complexos
ganhou importaˆncia apenas dois se´culos e meio mais tarde, em 1806, quando J. R. Argand
traduziu, para o franceˆs, o texto de C. Wessel, originalmente escrito em noruegueˆs, no
qual se faz uma associac¸a˜o entre um nu´mero complexo e um ponto no plano.
A importaˆncia dos nu´meros complexos ficou evidente no se´culo XVIII com o
surgimento da teoria de func¸o˜es de varia´veis complexas, uma das mais nota´veis e apaixo-
nantes descobertas da matema´tica. Da contribuic¸a˜o dada por Gauss, Euler, Cauchy,
Riemann, Weierstrass, entre outros, a teoria se desenvolveu e encontrou aplicac¸o˜es em
va´rios campos da matema´tica como, por exemplo, na teoria dos nu´meros, na geometria
e na topologia alge´brica.
Neste trabalho, a teoria de func¸o˜es de uma varia´vel complexa e´ estudada. Tal
teoria tem aplicac¸o˜es em diversos ramos do conhecimento que dependem de formulac¸o˜es
matema´ticas como, por exemplo, a F´ısica Teo´rica e diversos problemas em Engenharia,
principalmente os descritos por equac¸o˜es diferenciais. Nestes casos, o conceito de trans-
formadas integrais e´ de fundamental importaˆncia. Com seu aux´ılio pode-se transformar
uma equac¸a˜o diferencial dada em uma outra equac¸a˜o, mais simples de ser resolvida,
recuperando-se a soluc¸a˜o da equac¸a˜o original atrave´s da transformada inversa. E´ no
ca´lculo das transformadas inversas que se faz uso da teoria de varia´veis complexas, em
particular, do teorema dos res´ıduos.
Ale´m do interesse de estudar mais a fundo a teoria de varia´veis complexas,
t´ınhamos neste trabalho o intuito de resolver problemas de propagac¸a˜o de ondas, em
particular, pulsos s´ısmicos. Por estas razo˜es, no primeiro cap´ıtulo desenvolvemos a teoria
necessa´ria para obter o teorema dos res´ıduos e no segundo cap´ıtulo fizemos um estudo
das transformadas de Fourier, Laplace e Hankel.
Em geral, problemas de propagac¸a˜o de pulsos s´ısmicos sa˜o descritos por equac¸o˜es
diferenciais parciais de segunda ordem do tipo hiperbo´lico, tendo domı´nio espacial infinito
ou semi-infinito e condic¸o˜es de contorno especificadas. Tais equac¸o˜es podem ser resolvi-
das atrave´s da metodologia das transformadas de Fourier e Hankel na parte espacial e
Laplace, para eliminar a dependeˆncia temporal, o chamado me´todo da justaposic¸a˜o de
111
transformadas. Este belo e poderoso me´todo nos conduz, em geral, a equac¸o˜es alge´bricas,
cujas soluc¸o˜es sa˜o, na maioria dos casos, mais simples de serem obtidas. Neste ponto,
para recuperar a soluc¸a˜o do problema de partida, devemos calcular as transformadas
inversas. A ordem de inversa˜o das transformadas, em geral, depende do problema em
considerac¸a˜o.
No quarto cap´ıtulo deste trabalho nos dedicamos ao estudo do me´todo proposto
pelo famoso matema´tico franceˆs L. Cagniard, bem como uma de suas modificac¸o˜es, pro-
posta por de Hoop, para o ca´lculo de inversa˜o da justaposic¸a˜o de transformadas.
No quinto cap´ıtulo foi dado um sentido pra´tico aos conceitos anteriormente
desenvolvidos, na sec¸a˜o 5.1 e´ feito um interessante uso de contornos de integrac¸a˜o no
plano complexo, atrave´s do qual obtemos importantes relac¸o˜es entre func¸o˜es hiperbo´licas
ale´m de uma representac¸a˜o para o nu´mero irracional pi historicamente atribu´ıda a Leibniz
ao passo que na Sec¸a˜o 5.2 foi utilizado um princ´ıpio ana´logo ao do me´todo de Cagniard
envolvendo a transformada de Hankel para a resoluc¸a˜o de um problema de ca´lculo do
potencial ele´trico. Ale´m disso, no quinto cap´ıtulo pudemos compar o me´todo de Cagniard
com o me´todo de Cagniard-de Hoop, uma vez que resolvemos uma se´rie de problemas
pra´ticos utilizando, ora o me´todo de Cagniard e ora o me´todo de Cagniard-de Hoop.
Apo´s o desenvolvimento do quarto cap´ıtulo ficou n´ıtido o porqueˆ da solicitac¸a˜o
de alguns geof´ısicos junto com C. Hewitt Dix para que este publicasse um estudo sobre o
me´todo de Cagniard evitando os detalhes matema´ticos utilizados. O me´todo de Cagniard-
de Hoop ale´m de ser mais simples de ser compreendido nos possibilita resolver uma gama
maior de problemas como pode ser visto nas sec¸o˜es 5.4, 5.5 e 5.6. Ale´m disso, ao utilizar
o me´todo de Cagniard para resolver problemas de pulsos s´ısmicos e´ comum encontrar
expresso˜es bastante complicadas, as quais sa˜o, em boa parte dos casos, evitadas ao utilizar
o me´todo de Cagniard-de Hoop.
Sendo assim, conclu´ımos que, apesar de o me´todo de Cagniard ser uma excelente
ferramenta para o ca´lculo da transformada inversa na justaposic¸a˜o das transformadas, o
me´todo de Cagniard-de Hoop se mostra mais eficiente e aplica´vel.
Conve´m ressaltar, ainda, a evoluc¸a˜o da teoria de varia´veis complexas bem como
sua contribuic¸a˜o tecnolo´gica que passou de um estudo de ra´ızes de equac¸o˜es cu´bicas para
uma contribuic¸a˜o no entendimento de fenoˆmenos ondulato´rios como a propagac¸a˜o de
terremotos, maremotos e transmissa˜o de dados por sate´lites.
Um continuac¸a˜o natural deste trabalho e´ atacar problemas um pouco mais com-
plicados (talvez um pouco mais reais) onde as chamadas func¸o˜es especiais desempenham
papel importante. Em particular citamos os trabalhos de Moshinskii[26] onde as func¸o˜es
de Legendre de segunda espe´cie se constituem na soluc¸a˜o e Nikoskinen-Lindell[27] onde
agora as func¸o˜es de Bessel fornecem a soluc¸a˜o. Por outro lado, Duffy[28] utilizando a
transformada de Hankel, conduz um problema envolvendo ondas advindas de exploso˜es
vulcaˆnicas, num outro problema cuja soluc¸a˜o tambe´m e´ dada em termos de func¸o˜es de
Bessel.
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Uma outra abordagem pode ser o estudo de variac¸o˜es mais eficientes do me´todo
de Cagniard conforme a proposta de Murrel e Ungar[4]. Enfim, como um outro tipo de
aplicac¸a˜o podemos citar o estudo das relac¸o˜es de dispersa˜o[9] onde o teorema dos res´ıduos
e o valor principal de Cauchy desempenham um papel crucial.2
2Conve´m resaltar que devemos preparar uma nova versa˜o do trabalho[17] a fim de submeteˆ-lo a
publicac¸a˜o.
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