Abstract It is commonly acknowledged that estimates of heritability from classical twin studies have many potential shortcomings. Despite this, in the post-GWAS era, these heritability estimates have come to be a continual source of interest and controversy. While the heritability estimates of a quantitative trait are subject to a number of biases, in this article we will argue that the standard statistical approach to estimating the heritability of a binary trait relies on some additional untestable assumptions which, if violated, can lead to badly biased estimates. The ACE liability threshold model assumes at its heart that each individual has an underlying liability or propensity to acquire the binary trait (e.g., disease), and that this unobservable liability is multivariate normally distributed. We investigated a number of different scenarios violating this assumption such as the existence of a single causal diallelic gene and the existence of a dichotomous exposure. For each scenario, we found that substantial asymptotic biases can occur, which no increase in sample size can remove. Asymptotic biases as much as four times larger than the true value were observed, and numerous cases also showed large negative biases. Additionally, regions of low bias occurred for specific parameter combinations. Using simulations, we also investigated the situation where all of the assumptions of the ACE liability model are met. We found that commonly used sample sizes can lead to biased heritability estimates. Thus, even if we are willing to accept the meaningfulness of the liability construct, heritability estimates under the ACE liability threshold model may not accurately reflect the heritability of this construct. The points made in this paper should be kept in mind when considering the meaningfulness of a reported heritability estimate for any specific disease.
Introduction
Heritability may be defined as the proportion of the total variability in an observed trait attributable to genetic effects in a given population at a particular point in time (Lewontin 1974; Visscher et al. 2008) . It serves as a measure of the extent to which a disease or trait is genetically determined. Heritability studies have heavily influenced our understanding of disease etiology by showing us evidence that numerous diseases and traits are largely genetic in nature. However, heritability studies have also been at the center of numerous historical controversies about nature vs. nurture (Plomin and Spinath 2004; Galton 1869; Kendler et al. 1993; Pam et al. 1996; Joseph 2000) . Most recently there has been much dismay and some controversy regarding the amount of heritability explained by genome wide association studies (GWAS) (Goldstein 2009; Eichler et al. 2010; Maher 2008; Manolio et al. 2009; Zuk et al. 2012) . Still, before we bemoan or applaud our ability to explain heritability, we should be confident about the heritability estimates we are adopting. We may be trying to explain heritability that does not exist or we may believe that we have adequately explained heritability when indeed there is much more. While there are numerous designs for studying heritability, here we focus on the classic twin study design. However, our work is broadly applicable to other study designs that utilize a liability model.
Studying how a trait aggregates in families offers insight regarding the genetic basis of a trait. However, simply observing an increased occurrence of a trait in families does not tell us whether that increase is due to genes or due to some aspect of the family's common environment. Classic twin studies (Boomsma et al. 2002) involving monozygotic (MZ) and dizygotic (DZ) twins are one common approach to disentangling the effects due to genes from those due to the common environment. There are numerous well-known limitations to twin studies. The main limitations stem from the following assumptions: MZ and DZ twin pairs share their environments to the same extent; gene-environment correlations and interactions are minimal for the trait; random mating occurs in the population; and twins are no different from the general population in terms of the trait (Rijsdijk and Sham 2002) . Newer research has also raised the possibility that MZ twins are not even truly identical (Baranzini et al. 2010; Bruder et al. 2008) . Many researchers are aware of these limitations but still believe that twin studies provide a valuable source of information about heritability. Here, we will assume for the sake of argument that the standard twin study assumptions are reasonable. Unfortunately, when dealing with binary traits (e.g., affected vs. unaffected), there is an additional set of assumptions, which are commonly used. In this article, we show that even moderate deviations from the most fundamental of these additional assumptions may lead to wildly incorrect results.
One of the most well-known approaches to analyzing binary trait twin data is to use a liability threshold model (Falconer 1965) . Curnow (1972) has pointed out that the threshold model is mathematically equivalent to a probitlike risk model. Liability threshold models assume that each individual has a hypothetical continuous liability composed of latent genetic and environmental factors. In a liability model, the observed binary trait (Y) is related to the continuous liability (Z) by way of a threshold ðsÞ. That is,
& Thus, the probability that an individual is affected is the probability that their liability exceeded some threshold. Put more mathematically: PðY ¼ 1Þ ¼ PðZ [ sÞ, where Z follows some specified liability distribution. Because the liabilities for two twins are dependent, the joint distribution of each twin pair type (i.e., MZ or DZ) must be specified. Even if we are willing to accept the meaningfulness of the liability construct, the validity of heritability estimates from the liability model is dependent on correctly specifying the underlying distribution of the liability. For example, Kidd and Cavalli-Sforza (1973) noted that very different heritability estimates of schizophrenia could be obtained by assuming a single underlying gene or by assuming a polygenic model (Elston 1977) .
The ACE liability model (Neale and Cardon 1992) is the most frequently used liability model. The ACE model holds that the liability is made up of three components: additive genetic factors 'A', common environmental factors 'C', and random environmental factors 'E'. It is assumed that the interactions between the components, as well as factors within the components, are minimal. Each of the factors within each component is believed to have a small and additive effect on the liability; thus, each component is assumed to follow a normal distribution. Because the total liability is equal to the summation of the three normally distributed components, it follows that a single individual's total liability under the ACE model is also normally distributed; that is, Z $ Nðl; r 2 A þ r 2 C þ r 2 E Þ, where the total variability in liability is partitioned according to the variability explained by each of the components. Additionally, the joint liability distribution for twin pairs under the ACE model is assumed to be multivariate normal (MVN). The joint twin pair distribution under the ACE model is
where the expected proportion of shared genes (/) is set to 1 for MZ twins and 1=2 for DZ twins, the mean liability (l) is set to 0, and total variability in liability (r 2 T ) is set to 1 (i.e., r
. Assigning values to the mean (l) and total variance (r 2 T ) is required to fix the scale for the liability, avoiding the inherent problem of identifiability (Huang 2005 ). It does not represent a problem because we are only interested in the proportion of the total variability that each component explains. Curnow (1972) points out that there always exists a transformation which would make the underlying liability model marginally normal. Unfortunately, marginal normality does not imply multivariate normality.
We have no assurance that the MVN liability assumption matches reality. We cannot test the assumption of a MVN liability because the liability and its contributing factors are unobservable. Therefore, if we are to believe the heritability estimates derived from the ACE liability model, we should know just how robust the model is to violations of the MVN assumption.
Methods

Heritability estimation assuming the ACE model
Maximum likelihood is one relatively straightforward approach to estimating heritability using MZ and DZ twin data under the ACE liability model (Rijsdijk and Sham 2002) . In this approach, an estimate ðĥ ML Þ is achieved by finding the parameters that maximize the log-likelihood function based on the multinomial distribution,
are the parameters to be estimated; j 2 fMZ, DZg defines twin zygosity; i 2 f0; 1; 2g indicates the number of affected individuals in the twin pair; n j is the number of MZ or DZ twin pairs; p ij is the proportion of twin pairs with i affected individuals among the twins with zygosity j; and p ij ðhÞ is the probability that a pair of twins will have i affected individuals given that they have zygosity j. The p ij ðhÞ in Eq.
(1) is calculated by numerically integrating over the joint twin pair distribution under the ACE model. The threshold values (s MZ and s DZ ) are used as upper or lower limits of integration, depending on which p ij ðhÞ is being calculated. These thresholds are determined by the prevalence of the trait under the standard normal distribution. Here, we set the prevalence to be the same for both MZ and DZ twins.
Asymptotic Bias in the ACE model estimator when the assumptions are not met
If the ACE liability model is ''true,'' then, as the sample size becomes large, the maximum likelihood estimate should become very close to the ''true'' value. Put more mathematically, under standard conditions, the estimate converges in probability to the truth:ĥ ML À! P h true . Of more interest is the question: what happens for large samples when the ACE model is ''false''? This question can easily be answered using the tools of theoretical statistics (White 1982) as discussed in the ''Appendix''. Using those results, we were able to calculate the large sample bias in the heritability estimates. Under the ACE model, each of the three components contributing to the liability (i.e., additive genetic, common environmental, and random environmental) is assumed to follow a normal distribution. Thus, if any of the components deviate from the assumed normal distribution, then the MVN assumption is likely to be violated. We investigated the biases of the ACE liability model maximum likelihood estimator under the following hypothetical scenarios:
1. The true liability consists of common environmental and random effects that are normally distributed; however, the additive genetic effect is due to a single diallelic gene with three distinct genotypes.
2. The true liability consists of additive genetic and random effects that are normally distributed; however, the common environmental effect follows a Bernoulli distribution due to a single dichotomous common environmental exposure (e.g., secondhand smoke), where both twins are exposed or neither twin is exposed. 3. The true liability consists of additive genetic and random effects that are normally distributed; however, the common environmental effects follow a t distribution. 4. The true liability consists of additive genetic and common environmental effects that are normally distributed; however, the random effects follow a mixture of normal distributions, such that the marginal probability distribution of each twin is similar to the distribution of systolic blood pressure (SBP) found in NHANES data (Centers for Disease Control and Prevention (CDC) 2009).
When we refer to the ''true'' liability above, we are referring to the data generative model as opposed to the data analysis model. The first three scenarios were chosen to represent a wide spectrum of deviations from the component normality assumption. The first two are relatively strong deviations from normality while the third scenario is relatively subtle. The fourth scenario was chosen as an example of a real trait that does not follow a normal distribution. The bias in percentage heritability was calculated as
where r 2 A ðh true Þ represents the true additive genetic variance of the liability and r 2 A ðĥ ML Þ represents the value to which the maximum likelihood estimate will converge. We calculated the bias in heritability according to Eq. (2) with fixed parameter values r 2 A and r 2 C across varying scenario specific parameter values (e.g., prevalence, gene frequency, exposure probability and degrees of freedom). Threshold values for trait liability were estimated assuming known population prevalence of the trait.
Non-asymptotic bias in the ACE model estimator when the assumptions are met
We further explored bias in the ACE model estimator through simulations derived under the ACE model. Each sample consisted of an equal mix of MZ and DZ twin pairs. For example, a sample size of 100 consists of 50 MZ twin pairs and 50 DZ twin pairs. Here we fixed sample size at 100, 500, 1,000, and 10,000. We ran 5,000 simulations based on each of these configurations and calculated bias as in Eq. (2). Here it is not assumed that the population prevalence is known, thus threshold values are determined by the sample prevalence under each simulated data set.
Results
Asymptotic bias in the ACE model estimator when a single causal diallelic gene is present For the scenario where the additive genetic effects do not follow a normal distribution due to the presence of a single causal diallelic gene (Fig. 1) , we mostly see that heritability is underestimated. However, under the combination of low gene frequency and low prevalence (Fig. 1a) , we see an overestimation of heritability (e.g., for gene frequency and prevalence both at 0.025, the bias is 84 %). We also see that at low gene frequencies, the magnitude of bias is generally the greatest. This is most pronounced at the highest prevalence levels, for example (Fig. 1d) , for gene frequency = 0.025 and prevalence = 0.50, the bias is -89 %. The same is true, although to a lesser extent, for low prevalence. The effect of low prevalence is most pronounced at the highest and lowest gene frequencies. Bias is generally absent for the combination of higher prevalence and higher gene frequencies (Fig. 1a-c) . However, this unbiased region decreases as the true heritability increases (Fig. 1d) .
Asymptotic bias in the ACE model estimator when a single dichotomous common environmental exposure is present Consider the scenario where the common environmental effects follow a Bernoulli distribution (Fig. 2) . Under the combination of low exposure probability and low prevalence, we see an overestimation of heritability (Fig. 2a, b) . For example, for probability and prevalence both at 0.025, the bias is 231 % (Fig. 2a) . We also see that for either low probability or low prevalence, the magnitude of bias is greatest. The effect of low prevalence is most pronounced at the highest probabilities and the effect of low probability is most pronounced at the highest prevalence values. For example (Fig. 2a) , for probability = 0.025 and prevalence = 0.50, the bias is 381 %. Bias is generally absent for the combination of higher prevalence and higher exposure probabilities (Fig. 2d) . However, this unbiased region decreases as the true variability due to common environmental effects increases (Fig. 2a-c) .
Asymptotic bias in the ACE model estimator when the common environmental effects follow a t distribution
In the scenario where the common environmental effects follow a t distribution (Fig. 3) , the magnitude of bias is greatest for the lowest degrees of freedom. This is especially true under the combination of low degrees of freedom and low or high prevalence. As an example of the combination of low degrees of freedom and low prevalence (Fig. 3a) , we see that with df = 3 and prevalence = 0.025, the bias is -60 %. As an example of the combination of low degrees of freedom and high prevalence (Fig. 3a) , we see that with df = 3 and prevalence = 0.50, the bias is 76 %. Bias is generally absent for the combination of higher prevalence and higher degrees of freedom.
Asymptotic bias in the ACE model estimator when the random environmental effects follow a mixture of normal distributions We looked at systolic blood pressure (SBP) for males 55?, obtained from the NHANES (2009-2010) datasets (Centers for Disease Control and Prevention (CDC) 2009). Adjustments for treated blood pressure were made by adding 10 mmHg to the corresponding SBP values (Cui et al. 2003) . The resulting kernel density plot (Fig. 4a ) and QQ plot (Fig. 4b) suggest that the data deviate from normality, particularly in the right tail of the distribution. Therefore, we derived a mixture model of four normal distributions using the R package 'mixtools' (Benaglia et al. 2009 ). Comparing the empirical CDF to the CDF of the mixture model, we see that the mixture model fits the data well (Fig. 4c) . Although we used the mixture model, numerous other models would fit the data equally well. We simply wanted to select a distribution that mimics as closely as possible the true distribution of SBP for males 55?. We investigated the situation where the continuous SBP variable was converted to a binary hypertension trait using a cutoff value. If the genetic and common environmental components are normally distributed while the random component involves a mixture of normal distributions, then it is straightforward to calculate the asymptotic bias.
For this scenario, where the random environmental effects follow a mixture model distribution, we looked at two fixed combinations for r (Cowley et al. 2012) . Both fixed parameter combinations showed similar bias (Fig. 4) . The magnitude of bias is greatest for the lowest and highest cutoff values (&60 %). Under high cutoff values, the ACE model estimator tends to underestimate heritability and under low cutoff values heritability tends to be overestimated. For the first combination, the bias estimates for commonly used cutoff values (120, 140, and 160) were 48, 29, and -14 %, respectively. For the second combination, the corresponding bias estimates were 50, 32, and -11 %. These cutoff values represent the boundaries between prehypertension, stage 1 hypertension, and stage 2 hypertension, respectively, as defined by the American Heart Association (Kurtz et al. 2005 ).
Non-asymptotic bias in the ACE model estimator when the assumptions are met For the ACE model simulated data, heritability tends to be underestimated for r 2 A = 0.60 and r 2 C = 0.15 (Fig. 5a ) and tends to be overestimated for r 2 A = 0.15 and r 2 C = 0.60 (Fig. 5b) . Bias is greatest for the lowest sample size (n = 100) and the lowest prevalence (prevalence = 0.10) (Fig. 5) . For r 2 A = 0.60 and r 2 C = 0.15 and sample size 100, the magnitude of bias decreases as trait prevalence increases, however, not substantially (i.e., prevalence = 0.10, 0.20, and 0.30 gives bias = -24, -19, -16 %, respectively). For r 2 A = 0.15 and r 2 C = 0.60, the magnitude of bias is even higher for sample size of 100 (i.e., 81, 67, and 61 %, respectively). In general, bias decreases as either sample size or prevalence increases. Prevalence at 0.10 shows the highest bias for sample sizes 100, 500, and 1,000. Surprisingly, bias is still at 16 % for r other recent efforts, such as GCTA (Lee et al. 2011) , to calculate heritability of binary traits based on the liability model utilizing GWAS data. However, these efforts have distinctly different goals from those of the ACE liability model. They attempt to estimate the heritability explained by SNPs as opposed to the total heritability. While we have not investigated such methods in this work, we suspect that the concerns we have raised about the ACE liability model will have some relevance to threshold modeling approaches using large pedigrees as well as approaches such as GCTA. Our intention in selecting the scenarios describing asymptotic bias was to provide potent examples of the consequences of both ''extreme'' and ''subtle'' deviations from the MVN assumption. It is clear that a single gene or single common environmental exposure, where many genes and many common environmental exposures are assumed, is representative of an ''extreme'' deviation. It is also clear that a t distributed common environment, when normality is assumed, is representative of a ''subtle'' deviation, as the t distribution and the normal distribution are quite similar. While we refer here to ''extreme'' scenarios, we do not mean that these scenarios are unrealistic. For example, scenario 1 is not only representative of a large number of single gene Mendelian disorders, but it also represents situations with multiple variants inherited together on a single haplotype. Likewise, diseases that are caused by many rare variants will behave similarly to our diallelic model because it is unlikely that any given family will have more than one disease variant segregating within it.
For the first three scenarios examined, we saw that heritability estimates, under many parameter combinations, were highly biased. In each of these scenarios, we also observed regions where heritability was estimated well. Among the regions where bias was substantial, the direction of bias was not consistent across parameter combinations. Under some parameter combinations, heritability C Þ increased. This is intuitive as the ACE model assumed that each of the three components is normally distributed. Therefore, the greater the proportion of the total variability the non-normally distributed component explains, the greater the deviation from the ACE model's assumption of a MVN distribution, and subsequently the greater the bias.
Under the two exemplary scenarios of ''severe'' deviations, we saw that absolute bias was highest for the lowest parameter values. Even in the case where the proportion of the variance attributable to the associated component is low, we saw that the combination of low prevalence and low gene frequency or low probability of exposure created substantial bias.
Of the three scenarios reviewed, the t distributed common environment scenario was the subtlest in its deviation from the MVN assumption. Even with this subtlety, for low degrees of freedom, the bias was substantial, particularly under low trait prevalence. This effect was most pronounced in the case where the proportion of the variability explained by the common environment was high, yet was still significant when the proportion explained was low.
The fourth scenario was selected as a realistic example of an observable trait that does not follow a normal distribution. We designed the scenario to accurately reflect the non-normal distribution of SBP found in NHANES data (Centers for Disease Control and Prevention (CDC) 2009). It is not uncommon to define a binary hypertension trait based on a cut off value. Thus, our example is not entirely contrived. For our chosen scenario, biased estimates occurred for most cutoff values, with the magnitude and sign dependent on the cutoff.
The underlying biases found in the ACE model simulated results showed that sample size and prevalence level are a concern even when ACE model assumptions are met. Although these biases can be controlled for through increased sample size, the increase in sample size necessary to eliminate bias is dependent on trait prevalence. In cases where the trait prevalence is very low, the necessary increase in sample size to avoid bias may not be obtainable.
Consequently, individuals are often ascertained based on their trait status, which creates a whole new set of biases to be dealt with. However, for small sample sizes, we would also point out that the confidence intervals for the heritability estimates from the ACE liability model are often quite large in practice and may dwarf these biases. It should be noted that some of the concerns about bias in the second scenario might be avoided if the environmental factor is measured and adjusted for. However, there are likely to be many diseases for which there are rare environmental factors with large effect sizes. Furthermore, reality may be even more complex, because many ''environmental'' exposures such as smoking may actually encode some genetic information (Boardman et al. 2010 ) which we would not necessarily want to adjust out. The scenarios that we have presented are only representative of the numerous possible complexities that are likely to underlie real diseases.
As we have argued in this report, even if we are willing to accept the meaningfulness of the liability construct, the MVN assumption is a serious weakness of the ACE liability threshold model. Many diseases have known highly penetrant alleles and have very strong environmental risk factors such as smoking. Such diseases will clearly be unlikely to have an underlying liability that adequately satisfies the MVN assumption. By definition, the liability is unobservable and thus the MVN assumption cannot be easily checked. The latency of the components combined with the lack of robustness to the MVN assumption should give pause to consider the meaningfulness of heritability estimates obtained under the ACE liability model for any given disease.
