Markov jump processes (MJPs) are continuous-time stochastic processes that find wide application in a variety of disciplines. Inference for MJPs typically proceeds via Markov chain Monte Carlo, the state-of-the-art being an auxiliary variable Gibbs sampler proposed recently in [14] . This algorithm was designed for the situation where the MJP parameters are known, and Bayesian inference over unknown parameters is typically carried out by incorporating this into a larger Gibbs sampler. This strategy of alternately sampling parameters given path, and then path given parameters can result in poor Markov chain mixing. In this work, we propose a simple and elegant algorithm to address this problem. Our scheme brings Metropolis-Hastings (MH) approaches for discrete-time hidden Markov models (HMMs) to the continuous-time setting, and also also ties up some of the loose ends in [14] . The result is a complete and clean recipe for parameter and path inference in MJPs. In our experiments, we demonstrate superior performance over the Gibbs sampling approach, as well as other approaches like particle Markov chain Monte Carlo [1] .
rows of A sum to 0. A i is the absolute value of the diagonal, and gives the total rate at which the system leaves state i for any other state. To simulate an MJP trajectory over an interval r0, T s, one follows Gillespie's algorithm [6] : first sample an initial state s 0 from the distribution π, and then defining t 0 " t curr " 0 and k " 0, repeat the following two steps while t curr ă T :
• Sample a wait-time ∆t k from an exponential distribution with rate A s k . Set t k`1 " t curr " t k`∆ t k . The MJP remains in state s k until time t k`1 .
• At the end of this time, jump to a new state s k`1 ‰ s k with probability equal to A s k s k`1 {A s k .
Set k " k`1.
The set of times of T " pt 0 ,¨¨¨, t |T | q and states S " ps 0 ,¨¨¨, s |T | q together define the MJP trajectory Sptq.
Structured rate matrices
In general, the rate matrix A has N pN´1q free parameters, giving transition rates between every distinct pair of states. In typical applications, especially when large state-spaces are involved, this NˆN matrix is determined by a much smaller set of parameters. We will write these as θ, with A a deterministic function of these parameters: A " Apθq. The parameters θ are often more interpretable than the elements of A and correspond directly to physical, biological or environmental parameters of interest. We give three examples below:
The immigration-death process This is a simple MJP governed by two parameters: an arrival Codon substitution models Such models are used in genetics to characterize transition-rates between nucleotides or codons at a locus on a DNA or RNA molecule over evolutionary time.
In the simplest case, all transitions have the same rate [9] , and the model is characterized by a single parameter. Other models categorize transitions into groups, for instance synonymous transitions encoding the same amino acid, and nonsynonymous transitions encoding different amino acids. These transitions types have their own rates, and noting that there are 61 amino acids, synonymous/nonsynonymous model results in a 61ˆ61 transition matrix determined by 2 parameters. More refined models [7] introduce additional parameters, however the number of parameters is still significantly smaller than the general case.
Bayesian inference for MJPs
In practical situations, an MJP trajectory is only observed a finite set of times, and typically, these observations themselves are noisy. There are then two questions than the practitioner faces:
• What is the MJP trajectory underlying the observations?
• What are the unknown parameters governing the dynamics of the latent MJP?
Trajectory inference for MJPs
This problem was addressed in [14] , and was extended to a broader class of MJPs (as well as other jump processes like semi-Markov processes) in [13] . Both schemes center on alternate approaches to Gillespie's algorithm, which introduce auxiliary candidate jump times that are thinned while simulating an MJP trajectory. We focus on the simpler, more widely used algorithm from [14] , which is based on an idea called uniformization [8] . We refer to this as the Rao-Teh algorithm.
Recall that the diagonal element A i of the rate matrix give the rate at which the MJP leaves state i for any other state. Importantly, parameters are set up so that self-transitions cannot occur. Now introduce an additional parameter Ω ě max i A i ; [14] suggest setting Ω " 2 max i A i .
Instead of sequentially sampling a wait-time and then a new state as in Gillespie's algorithm, we first simulate a set of candidate transition-times over the interval r0, T s. We draw these from a homogeneous Poisson process with rate Ω. Call these times W ; these along with 0 define a random grid on r0, T s. Define B "`I`1 Ω A˘; observe that this is a stochastic matric with positive elements, and rows adding up to 1. Assign state-values to the elements in 0 Y W according to a discrete-time Markov chain with initial distribution π, and transition matrix B. Call these states V . Thus v 0 " π, while ppv k`1 " j|v k " iq " B ij for k P t0,¨¨¨, |W |´1u. Note that Ω ą max i A i results in more candidate-times than actual MJP transitions; at the same time the transition matrix B allows self-transitions (unlike A). These two effects cancel each other out, and trajectories sampled this way for any Ω ě max i A i have the same distribution as trajectories sampled by Gillespie's algorithm [8, 14] .
Introducing the thinned variables allowed [14] to develop a novel and efficient MCMC sampler.
We outline this in algorithm 1. At a high-level, the algorithm proceeds by alternately sampling a new grid W conditioned on the MJP trajectory Sptq, and then a new trajectory Sptq conditioned on the grid W . The latter step can be carried out using standard techniques from the discretetime HMM literature. [14] show that the resulting Markov chain targets the desired posterior distribution over trajectories, and is ergodic for any choice of Ω strictly greater than all the A i 's.
As mentioned earlier, they suggest setting Ω " 2 max i A i .
Algorithm 1
The Rao-Teh algorithm [14] : an auxiliary variable sampler for MJP trajectories
Input:
MJP parameters θ; a set of partial and noisy observations X.
A parameter Ω ą max i A i , where A " Apθq is the MJP rate-matrix.
The previous MJP path Sptq " pS, T q.
Output: A new MJP trajectorySptq " pS,T q.
1: Given the MJP trajectory pS, T q, sample a new set of thinned candidate times U :
These are distributed as an inhomogeneous Poisson process with intensity Ω´A Sptq . Since the intensity is piecewise-constant, simulating it is straightforward.
2: Given the thinned and actual transition times W " pT Y U q from the previous iteration (after discarding state information S), sample a new trajectory: Conditioned on the skeleton W , the set of candidate jump times is fixed, and trajectory inference reduces to inference for the familiar discrete-time hidden Markov model (HMM) with initial distribution π, and transition matrix B. [14] use the forward-filtering backward-sampling (FFBS) algorithm: this is an efficient dynamic programming algorithm that makes a forward pass through the finite set of candidate times, sequentially updating the distribution over states at each time w P W . Between any two consecutive elements of W , the system remain in a fixed state, with the likelihood for a state i equal to the likelihood under state i of all observations falling in that interval. At the end of the forward pass, we have a distribution over states at the end time that accounts for all observation. The algorithm then makes a backward pass through the times in W , sequentially sampling the state at any time given the state at the following time, and a distribution over states calculated during the forward pass.
Parameter inference for MJPs
In practice, the MJP parameters themselves are unknown: often, these are the quantities of primary interest when studying a dynamical system. A Bayesian approach places a prior ppθq over these unknown variables, and the resulting posterior distribution ppθ|Xq is approximated with samples drawn by Gibbs sampling. In particular, for an arbitrary initialization of the parameters and the trajectory, one repeats the following two steps: 
Algorithm 2 Gibbs sampling for parameter inference for MJPs

Input:
A set of partial and noisy observations X,
The previous MJP path Sptq " pS, T q, the previous MJP parameters θ.
Output: A new MJP trajectorySptq " pS,T q, new MJP parametersθ.
1: Sample a trajectory from the conditional ppS new ptq|X, S curr ptq, θ curr q following algorithm 1. For the discrete-time case, this problem of parameter-trajectory coupling can be circumvented by marginalizing out the MJP trajectory and directly sampling from the posterior over parameters ppθ|Xq. In its simplest form, this approach involves a Metropolis-Hastings scheme that proposes a new parameter θ from some proposal distribution qpθ new |θ old q, accepting or rejecting according to the usual Metropolis-Hastings probability. The latter step requires calculating the marginal probability of the observations ppX|θq, integrating out the exponential number of possible latent trajectories. Fortunately this marginal probability is a by-product of the forward-backward algorithm used to same a new trajectory, so that no additional computational burden is involved. The overall algorithm then is:
Algorithm 3 Metropolis-Hastings parameter inference for a discrete-time Markov chain
A set of partial and noisy observations X; a proposal distribution qpθ˚|θq.
The previous Markov chain parameters θ.
Output: A new Markov chain parameter θ˚.
1: Propose a new parameter θ˚from the proposal distribution qpθ˚|θq.
2:
Run the forward pass of the forward-backward algorithm to obtain the marginal likelihood of the observations, ppX|θ˚q.
3: Accept the proposed θ˚according to the MH probability, minp1, ppX,θ˚qqpθ|θ˚q ppX,θqqpθ˚|θq q.
4:
If desired, a new trajectory sample can be obtained by completing the backward pass of the forward-backward algorithm for the chosen parameter.
A marginal sampler for MJP parameters
Constructing such a marginal sampler over the MJP parameters by integrating out the continuoustime hidden trajectory is less straightforward: the set of transition times is unbounded, with individual elements unconstrained over the observation interval r0, T s. One approach [5] is to instead make a sequential forward pass through all observations X, using the matrix-exponential operator to marginalize out the infinite number of possible continuous-time trajectories linking two successive times. As demonstrated in [14] however, this approach has a number of drawbacks:
it scales cubically rather than quadratically with the number of states, it cannot exploit structure like sparsity in the transition matrix, and can depend in not trivial ways on the exact nature of the observation process. Additionally, the number of expensive matrix exponential calculations scales with the number of observations rather than the number of transitions the system makes.
A second approach is particle MCMC [1] . Here, one uses particle filtering to obtain an unbiased estimate of the marginal probability ppX|θq; this is then plugged into the Metropolis-Hastings acceptance probability. While the resulting MCMC sampler targets the correct posterior distribution, the resulting scheme resulting scheme does not exploit the structure of the MJP, and we
show that it can be quite inefficient.
Work in [14, 13] demonstrated the advantage of introduced the thinned events U : this allows exploiting discrete-time algorithms like FFBS for efficient parameter inference. In the next section, we outline a naïve first attempt at extending this approach to parameter inference. We describe why this approach is not adequate, and describe our final algorithm in the following section.
Naïve parameter inference via Metropolis-Hastings
The key idea of the Rao-Teh algorithm [14] is to introduce a set of thinned candidate transition times U from a rate-pΩ´A SptPoisson process. These, along with the extant transition times T , form a random grid W , conditioning on which sampling a new trajectory reduces to a standard discrete-time HMM sampling step. This suggests conditioning on the random grid to update the MJP parameters as well, following the discrete-time MH-scheme from algorithm 3. In particular,
we propose a new parameter θ˚from qpθ˚|θq, now conditioning on the set of times W . We then make a forward pass over W , and calculate the marginal probabilities ppX|W, θq and ppX|W, θ˚q.
These can be used to calculate the MH-acceptance probability min´1, ppX|W,θ˚qppW |θ˚qppθ˚qqpθ|θ˚q ppX|W,θqppW |θqppθqqpθ˚|θq¯.
After accepting or rejecting θ˚, the new θ can be used in a backward pass that samples a new trajectory. We then discard all self-transitions and repeat; figure 2 sketches out this scheme.
The resulting algorithm updates θ with the MJP trajectory integrated out, and one would expect it to mix more rapidly than simple Gibbs sampling. It is important to note however that θ is updated conditioned on W , and that the distribution of W depends on θ. These are the ppW |θq terms in the acceptance probability; under uniformization, W follows a homogeneous Poisson process with rate Ωpθq " 2 max Apθq. The fact that the MH-acceptance probability involves a ppX|θq term is inevitable, however in our experiments, we found that the ppW |θq terms have a significant effect acceptance probability. Any proposal that halves max A s (and thus Ω) will halve the mean and variance of the distribution of the number of events in W , resulting in an extremely low acceptance probability. In the next section, we describe a way around this issue.
Figure 2: Naïve MH-algorithm.
Step 0 to 2: sample thinned events and discard state information to get a random grid.
Step 3: propose a new parameter θ 1 , and accept or reject by making a forward pass on the grid. Steps 4 to 5: make a backward pass using the accepted parameter and discard self-transitions to produce a new trajectory.
Algorithm 4 Naïve MH for parameter inference for MJPs
Input:
A set of partial and noisy observations X.
A Metropolis-Hasting proposal qp¨|θq.
Output: A new MJP trajectorySptq " pS,T q, new MJP parametersθ. 
At the end, we have ppX|W, θq and ppX|W, θ˚q. Use these, and the fact that ppW |θq is Poissondistributed to accept or reject the proposed θ and θ˚. Write the new state space as pW,θ,θ˚q. 
An improved Metropolis-Hasting algorithm
Our main idea is to symmetrize the probability of W under the old and new θ, so that the term ppW |θq disappears from the acceptance probability. This will result in a simpler, and significantly more efficient MCMC scheme.
As before, the MCMC iteration begins with the pair pSptq, θq. Instead of simulating the thinned events U , we first generate a new parameter θ˚from some distribution qpθ˚|θq. Treat this as an auxiliary variable, so that the augmented space now is the triple pSptq, θ, θ˚q. We now pretend Sptq was sampled by a uniformization scheme where the dominating Poisson rate is given by pΩpθq`Ωpθ˚qq instead of just Ωpθq (any choice greater than max i A i is valid). It now follows that the set of thinned events U is a piecewise-constant Poisson process with intensity Ωpθq`Ωpθ˚q´A Sptq . Following [14] , the set W , the union of these events with the actual trajectory transition times T , is a realization of homogeneous Poisson process with rate Ωpθq`Ωpθ˚q. Now we discard all MJP state information, so that the MCMC state space consists of W , the current MJP parameter θ, and the auxiliary parameter θ˚. Finally, we make an MH proposal that swaps θ with θ˚. Observe from symmetry that the Poisson skeleton W has the same probability both before and after this proposal, so that unlike the previous scheme, the ratio ppW |θ˚q{ppW |θq does not appear in the acceptance ratio. This simplifies computation, and significantly improves mixing.
The acceptance probability is given by acc " minˆ1, ppX, θ˚qqpθ|θ˚q ppX, θqqpθ˚|θq˙" minˆ1, ppX|θ˚qppθ˚qqpθ|θ˚q ppX|θqppθqqpθ˚|θq˙.
The terms ppX|θ˚q and ppX|θq can be calculated by running a forward pass of the forwardbackward algorithm. Having accepted or rejected the proposal, a new trajectory is sampled by completing the backward pass, after which the thinned events are discarded. We sketch out our algorithm in figure 3 and algorithm 5. Propose swapping θ and θ 1 .
Step 5: Run a forward pass to accept or reject this proposal, and use the accepted parameter to simulate a new trajectory.
Step 6: Discard the thinned events.
Algorithm 5 Improved MH for parameter inference for MJPs
Input:
1: Sample θ˚" qp¨|θq, and set Ω " max i A i pθq`max i A i pθ˚q.
2: Sample virtual jumps U Ă rt start , t end s from a nonhomogeneous Poisson process with piecewiseconstant rate Rptq " pΩ´A Sptq pθqq. Define W " T YU and discard all MJP state information.
3:
The current MCMC state-space is pW, θ, θ˚q. Propose swapping θ and θ˚, so that the new state-space is pW, θ˚, θq. The acceptance probability is given by α " 1^p pX|W, θ˚qppθ˚qqpθ|θ˚q ppX|W, θqppθqqpθ˚|θq .
4:
For both θ and θ˚, make a forward pass through the elements of W , sequentially updating the distribution over states at w P W given observations upto w. At the end, we have calculated ppX|W, θq and ppX|W, θ˚q. Use these to accept or reject the proposed swapping of θ and θ˚.
Write the new state space as pW,θ,θ˚q. Proof. Suppose that at the start of the algorithm, we have a pair pθ, Sptqq from the posterior distribution ppθ, Sptq|Xq. Introducing θ˚from qpθ˚|θq results in a triplet whose marginal over the first two variables is still ppθ, Sptq|Xq.
Sampling U from a Poisson process with rate Ωpθq`Ωpθ˚q´A Sptq pθq, results in a random grid W " T Y U that is distributed according to a rate Ωpθq`Ωpθ˚q Poisson process (Proposition 2 in [14] ). Discarding all state information results in a triplet pW, θ, θ˚q with probability proportional to ppθqqpθ˚|θqppW |θ, θ˚qppX|W, θ, θ˚q.
Next we propose swapping θ and θ˚, since this is a deterministic proposal, the MH-acceptance probability is given by α " 1^p pθ˚qqpθ|θ˚qppW |θ˚, θqppX|W, θ˚, θq ppθqqpθ˚|θqppW |θ, θ˚qppX|W, θ, θ˚q
The term ppW |θ, θ˚q is just a Poisson process with rate Ωpθq`Ωpθ˚q, so that ppW |θ, θ˚q " ppW |θ, θ˚q. The terms ppX|W, θ, θ˚q and ppX|W, θ˚, θq are obtained after a forward pass over W using discrete-time transition matrices Bpθ, θ˚q "´I`A pθq Ωpθq`Ωpθ˚q¯a nd Bpθ˚, θq "´I`A pθ˚q Ωpθq`Ωpθ˚q¯.
Calling the parameters after the accept step pθ,θ˚q, we have that pθ,θ˚, W q has the same distribution as pθ, θ˚, W q. Finally, following Lemma 1 in [14] , using the matrix Bpθ,θ˚q to make a backward pass through W , and discarding the self-transitions results in a trajectory pSptq distributed according to Apθq. Discarding the auxiliary parameterθ˚results is a pair pθ,Sptqq from the posterior.
Comments
The uniformization scheme of [14] works for any underlying Poisson process whose rate Ω is greater than max i A i . The strict inequality ensures that the conditional probability of sampling one or more thinned events U is positive for every trajectory Sptq (recall U " PoissonProcpΩ´A Sptq q).
Empirical results from [14] suggest setting Ω " 2 max i A i . Implicit in our new scheme is a uniformizing Poisson process with rate Ωpθ, θ 1 q " Ωpθq`Ωpθ 1 q.
For our scheme to be valid, Ωpθ, θ 1 q must be greater than both max i A i pθq and max i A i pθ 1 q. The smallest and simplest such choice is Ωpθ, θ 1 q " max A i pθq`max A i pθ 1 q. For a fixed θ, this reduces to Ω " 2 max A i , providing an intuitive motivation for the approach in [14] . Larger alternatives include Ωpθ, θ 1 q " κpmax A i pθq`max A i pθ 1for κ ą 1. These result in more thinned events, and therefore more computation, with the benefit of faster MCMC mixing. We study the effect of κ in our experiments.
It is also possible to have non-additive settings for Ωpθ, θ 1 q. A simple option is to set it equal to κ maxpmax i A i pθq, max A i pθ 1 q for some choice of κ ą 1. We investigate this option as well.
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In the following, we evaluate Python implementations of our two proposed algorithms, the naïve MH algorithm (algorithm 4, which we plot in yellow) and its symmetrized improvement (algorithm 5, which we call symmetrized MH and plot in red). We compare different variants of these algorithms, corresponding to different uniformizing Poisson rates (i.e. different choices of κ, see section 5.1). For naïve MH, we set Ωpθq " κ max s A s pθq with κ equal to 1.5, 2 and 3, represented in our plots with circles, triangles and square symbols. For symmetrized MH, where the uniformizing rate depends on both the current and proposed parameter, we consider two settings Ωpθ, θ˚q " κpmax Apθq`max Apθ˚qq (κ " 1 and 1.5, plotted with triangles and squares), and Ωpθ, θ˚q " κ maxpmax Apθq, max Apθ˚qq (κ " 1.5, plotted with circles). We compare these algorithms against two baselines: Gibbs sampling (algorithm 2, plotted in blue), and particle MCMC [1] , plotted in black. Gibbs sampling involves a uniformization step to update the MJP trajectory, and for this we used three settings, κ " 1.5, 2, 3, plotted with circles, triangles and squares. Unless specified, our results were obtained from 100 independent MCMC runs, each consisting of 10000 iterations. We found particle MCMC to be more computationally intensive, and limited each run to 3000 iterations, the number of particles being 5, 10 and 20 (plotted with circles, trianges and squares).
For each run of each MCMC algorithm, we calculated the effective sample size (ESS) of the posterior samples of the MJP parameters using the R package rcoda [12] . This estimates the number of independent samples returned by the MCMC algorithm, and dividing this by the runtime of a simulation gives the ESS per unit time. We used this measure to compare different samplers and different parameter settings. task. The results in figure 5 for the 10-dimensional state space show that for the parameter α, the improvement that our proposed sampler affords is even more dramatic. For the parameter β however, it's performance is comparable to Gibbs, although it's not possible to claim one is uniformly superior to the other.
A simple synthetic MJP
In figure 6 , we plot ESS per unit time as the observation interval T increases. We consider the three-state MJP, and as before there are 19 observations uniformly located over a time interval p0, T q. We consider four settings, with T equal to 10, 20, 50, 100. For each, we compare our symmetrized MH sampler (with κ set to 1) with the Gibbs sampler (with κ set to 2). While the performance of the Gibbs sampler is comparable with our symmetrized algorithm for the smallest value of T , its performance is considerably worse for longer time-intervals. This is because of the conditional nature of the updates of the Gibbs sampler, where MJP trajectories are sampled as intermediate objects to facilitate updating the parameters. Longer time intervals will then result in stronger coupling between MJP path and parameters, slowing down mixing. This effect disappears if we integrate out the MJP trajectory. This experiment demonstrates that it is not sufficient just to integrate out the state values of the trajectory, instead, we also have to get around the effect of the trajectory transition times. Our symmetrized MH-algorithm allows us to do this.
In figure 6 , we plot results from a similar experiment. Now, instead of keeping the number of measurements fixed as we increase the observation interval, we keep the observation rate fixed at one observation every unit interval of time, so that longer observation intervals have larger number of observations. The results are similar to the previous case: Gibbs sampling performs well for small observation intervals, with performance degrading sharply for larger observation intervals.
These two experiments illustrate the usefulness of our idea of integrating out the MJP path while carrying out parameter inference.
The Jukes and Cantor (JC69) model
The Jukes and Cantor (JC69) model is a popular model of DNA nucleotide substitution. We write its state space as t0, 1, 2, 3u, representing the four nucleotides tA, T, C, Gu. The model has a single parameter α, representing the rate at which the system transitions between any pair of states. Thus, the rate matrix A is given by A i "´A i,i " 3α, A i,j " α, i ‰ j. We place a Gammap3, 2q prior on the parameter α. Figure 8 (right) compares different samplers: we see that the symmetrized MH samplers comprehensively outperforms all others. Part of the reason why the difference is so dramatic here is because the transition matrix is no longer sparse in this example, implying a stronger coupling between MJP path and parameter α. We point out that for Gibbs sampling, the conditional parameter update is conjugate, and there is no proposal distribution involved (hence it's performance remains fixed along the x-axis). Particle MCMC performs worse than all the algorithms, and we do not include it in our plots.
In figure 9 , we plot the ESS per unit time for the different samplers as we increase the observation interval. In the left plot, we keep the number of observations fixed, in the right, these increase with the observation interval. Once again we see that our proposed algorithm 1) performs best over all interval lengths, and 2) suffers a performance degradation with interval length that is much milder than the other algorithms.
An immigration model with finite capacity
Finally, we consider an M/M/N/N queue. This is a stochastic process whose state space is the set t0, 1, 2, 3,¨¨¨, N´1u with elements giving the number of customers/jobs/individuals in a system/population. Arrivals follow a rate-α Poisson process, moving the process from state i to i`1 for i ă N . The system has a capacity of N , so any arrivals when the current state is N are discarded. Service times or deaths are exponentially distributed, with a rate that is now state-dependent: the system moves from i to i´1 with rate iβ.
We follow the same setup as the first experiment: for pα 0 , α 1 , β 0 , β 1 q equal to p3, 2, 5, 2q, we place Gammapα 0 , α 1 q, and Gammapβ 0 , β 1 q priors on α, β. These prior distributions are used to sample transition matrices A, which, along with a uniform distribution over initial states, are used to generate MJP trajectories. We observe these at integer-valued times according to a Gaussian observation process. We consider three settings: 3, 5 and 10 states, with results from 5 steps included in the supplementary material. (we include the case of dimension 5 in the supplementary material). Again, our symmetrized MH algorithm does best for dimensions 3 and 5, although now Gibbs sampling performs well for dimensionality 10. This is partly because for the problem, the Gibbs conditionals over α and β and conjugate, and have a very simple Gamma distribution (this is also why the Gibbs sampler curves are straight lines: there is no proposal distribution involved here).
A time-inhomogeneous immigration model
Here we extend the previous model to incorporate a known time-inhomogeneity. The arrival and death rates are no longer constant, and are instead given by A i,i`1 ptq " αwptq pi " 0, 1,¨¨¨, N´1q respectively. While it is not difficult to work with sophisticated choices of wptq, here we limit ourselves to a simple piecewise-constant choice of wptq given by wptq " X t
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\ . Even such a simple change in the original model can dramatically affect the performance of the Gibbs sampler.
The top row of figure 11 plots the ESS per unit time for the parameters α (left) and β (right) for the immigration model with capacity 3. Now, the symmetrized MH algorithm is significantly more efficient, comfortably outperforming all samplers (including the Gibbs sampler) over a wide range of settings. Figure 11 shows performance for dimension 10, once again the symmetrized MH-algorithm performans best over a range of settings of the proposal variance. We note that increasing the dimensionality of the state space results in a more concentrated posterior, shifting the optimal setting of the proposal variance to smaller values. We have proposed a novel Metropolis-Hastings algorithm for parameter inference in Markov jump processes. We use a representation called uniformization to update the MJP parameters with statevalues marginalized out, although still conditioning on a random Poisson grid. The distribution of this grid depends on the MJP parameters, significantly slowing down MCMC mixing. We propose a novel symmetrization scheme to get around this dependency. In our experiments, we demonstrate the usefulness of this scheme, which outperforms a number of competing baselines.
There are a number of interesting directions for future research. Our focus was on MetropolisHastings algorithms for parameter inference, and though we briefly considered Hamiltonian Monte Carlo, it is interesting to more thoroughly investigate how our ideas extend to this, and other schemes like slice sampling [10] . Another direction is to develop and study similar schemes for more complicated hierarchical models like mixtures of MJPs or coupled MJPs. From a theoretical viewpoint, it is important is to complement our empirical studies with theoretical analyses of the mixing properties of our proposed scheme. Finally, we are applying our ideas to other real-world applications from finance and genetics. In Figure 13 , we plot the ESS per unit time as we change the number of leapfrog jumps in Hamiltonian MCMC for dimension 3 for the immigration-death model. We consider three different step size for leapfrog step(s " 0.02, 0.05, 0.1). We set the mass matrix M to the identity matrix.
We see that in this case, the improved exploration afforded by HMC is not sufficient to overcome the computational burden it incurs: this is partly because every time a gradient is computed (and this every leapfrog step), one needs to run the forward-backward algorithm. 
Immigration models with capacity
Below we include derivations of the posterior update rules for the immigration model with capacity.
Assume our current state consists of a trajectory Sptq " pS, T q, with: S " rS 0 , S 1 , ..., S n s , T " rt 0 pt start q, t 1 , ..., t n , t n`1 pt end qs, and y as observations.
Recall the definition of the immigration model. The state space is t0, 1, 2, ..., N´1u, representing the total population. The transition matrix is defined as follows.
A i ": A i,i "´pα`iβq, i " 0, 1, ..., N´1;
A i,i`1 " α, i " 0, 1, ..., N´2;
A i,i´1 " β, i " 1, ..., N´1.
And all the other elements are 0. The conditional density(given α, β) of a MJP trajectory ps 0 , S, T q in time interval rt start , t end s, with S " ps 1 , s 2 , ..., s n q, T " pt 1 , t 2 , ..., t n q is f ps 0 , S, T |α, βq " We place Gammapµ, λq and Gammapω, θq priors on the parameters α and β, and then the posterior distribution f pα, β|s 0 , S, T q is as follows:
f pα, β|s 0 , S, T q9 expp´pλ`t end´tstart´τN´1 qαqα µ`U´1¨e xpp´p n ÿ i"0 pt i`1´ti qs i`θ qβqβ ω`D´1 .
Thus, the posterior distributions of α, β are still independent. In particular,
• α|s 0 , S, T is Gammapµ`U, λ`t end´tstart´τN´1 q distributed.
• β|s 0 , S, T is Gammapω`D, θ`ř n i"0 pt i`1´ti qs i q distributed, which is equivalent to GammapωD , θ`ř N´1 i"0 τ i iq.
Such immigration models have perfectly conjugate posterior distributions when we assign Gamma priors to α and β.
