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Abstract
We prove that the nodal set (zero set) of a solution of a generalized Dirac
equation on a Riemannian manifold has codimension 2 at least. If the
underlying manifold is a surface, then the nodal set is discrete. We obtain
a quick proof of the fact that the nodal set of an eigenfunction for the
Laplace-Beltrami operator on a Riemannian manifold consists of a smooth
hypersurface and a singular set of lower dimension. We also see that the
nodal set of a ∆-harmonic differential form on a closed manifold has codi-
mension 2 at least; a fact which is not true if the manifold is not closed.
Examples show that all bounds are optimal.
Mathematics Subject Classification: 58G03, 35B05
Keywords: generalized Dirac operator, Dirac equation, Laplace oper-
ator, nodal set, harmonic differential form
1 Introduction
The motion of a vibrating membrane M fixed at the boundary is described by a
function u :M × R→ R satisfying the wave equation
∂2u
∂t2
+∆u = 0
and Dirichlet boundary conditions u|∂M = 0. One can expand u into a
series u(x, t) =
∑∞
j=0(aj sin(
√
λjt) + bj cos(
√
λjt))φj(x) where φj are the ∆-
eigenfunctions on M for the eigenvalue λj. A “pure sound” is given by u(x, t) =
(aj sin(
√
λjt) + bj cos(
√
λjt))φj(x) for some fixed j. The zero set of φj describes
those points of the membrane which do not move during the vibration. They can
be made visible by putting fine powder on the membrane.
The structure of the zero set of eigenfunctions of the Laplace-Beltrami oper-
ator on surfaces is well understood. They consist of smooth arcs, called nodal
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lines, and isolated singular points where these arcs meet. One knows that the
arcs meeting at a singular point form an equiangular configuration, see [1] or [7,
Satz 1] for a proof. One also has lower and upper bounds for the length of the
nodal lines [7, Satz 2], [17, Theorem 1.2, Corollary 1.3], [13, Theorem 4.2].
Such a precise understanding of nodal sets seems difficult in higher dimensions.
But one has the following regularity result.
If φ is an eigenfunction of the Laplace-Beltrami operator on an n-dimensional
Riemannian manifold, then the nodal set of φ consists of a smooth hypersurface
and a singular part of dimension ≤ n− 2.
Essentially this fact has been stated as Theorem 2.2 in [12]. Once it is es-
tablished the standard proof of Courant’s nodal domain theorem in dimension 2
carries over to higher dimensions. A nodal domain is a connected component of
the complement of the nodal set. Courant’s nodal domain theorem states that
the number of nodal domains of the ith eigenfunction of ∆ is less than or equal
to i. The point is that one has to use a Green formula over a nodal domain and
this requires some regularity of its boundary.
It was pointed out by Y. Colin de Verdie`re that the proof of Theorem 2.2 in
[12] has a serious gap, see [3, App. E]. Therefore Be´rard and Meyer modified the
proof of Courant’s nodal domain theorem. They approximate the nodal domains
by regular domains [3, App. D].
The above regularity statement on Laplace-eigenfunctions has (to our know-
ledge) first been proved by R. Hardt and L. Simon in [18, Theorem 1.10], see also
[8] for a special case. We will obtain a quick proof of this fact once our theorem
on the nodal set of solutions of Dirac equations is established (Corollary 2).
One has estimates for the (n−1)-dimensional Hausdorff measure of the nodal
set, see [14, Theorem 4.2], [15, Theorem 1.2], [16], and [18, Theorem 5.3], some of
which only work if the Riemannian metric is assumed to be real analytic. There
are also estimates for the volume of the nodal domains, see [21, Theorem B], [10,
Theorem 2].
Not much is known about the topology of the singular set. The problem is
that in dimension n ≥ 3 the nodal set need not be locally homeomorphic to its
tangent cone. This precisely was the problem in [12]. For a structural result in
dimension n = 3 see [11, Theorem 1.2].
The purpose of this paper is to study the nodal set of solutions of certain
systems of elliptic linear partial differential equations of first order, generalized
Dirac equations. Precise definitions will be given in the next section.
To get some feeling of what to expect let us first look at the trivial one-
dimensional case. A Laplace equation is then nothing but a second order linear
ordinary differential equation. The standard theory tells us that zeros of solu-
tions must be isolated. A Dirac equation becomes a first order linear ordinary
differential equation and we see that nontrivial solutions have no zeros at all.
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Another interesting test case is provided by holomorphic functions on Rie-
mann surfaces. The Cauchy-Riemann equations are special generalized Dirac
equations. As is well-known, zeros of solutions must form a discrete set. In
higher dimensions, a holomorphic function defines a complex subvariety having
real codimension 2.
This, as well as other special cases, leads us towards the conjecture that
the nodal set of a solution of a generalized Dirac equation on an n-dimensional
manifold has dimension ≤ n− 2.
The main result of this paper says that this conjecture is indeed true. Ex-
amples show that this bound is optimal. In the two-dimensional case we have a
similar unique-continuation theorem as we have for holomorphic functions (Corol-
lary 3). If the nodal set of a solution of a generalized Dirac equation on a con-
nected surface has a cumulation point, then this solution must vanish identically.
There is a physical interpretation in quantum mechanics similar to the vi-
brating membrane for the Laplace equation. The “wave function” of a fermion
(e.g. an electron) is given by a spinor field, in the simplest case by a function
ψ : R3 × R→ C2, satisfying the equation
i
∂
∂t
ψ + (D + h)ψ = 0
where D is the Dirac operator on R3 and h is a potential. The particle is in
“pure state” if ψ has the form ψ(x, t) = eiλtΨ(x) where Ψ is an eigenfunction
of D + h for the eigenvalue λ. The scalar function |ψ(x, t)|2 = |Ψ(x)|2 can be
interpreted as the probability measure for the particle to be found at the point
x. Hence the nodal set of Ψ is the set of points where this probability measure
is zero. Our main result then says that this “exclusive set” is not very big, it is
at most one-dimensional.
We believe that the nodal set of solutions of Dirac equations very often car-
ries important information about the underlying manifold. In the special case of
holomorphic functions on complex manifolds this is classical. Recently, Taubes
has given an impressive example in the theory of 4-dimensional symplectic mani-
folds. Starting from solutions ψr of a one-parameter family of Dirac equations
(deformed first Seiberg-Witten equation), r ∈ R, he constructs pseudoholomor-
phic curves. Philosophically, these curves are given by the zero locus of ψ∞ (which
is 2-dimensional!). See [23], [24], and [19] for a very readable survey.
It is nice that information about solutions of Dirac equations yields also in-
formation about solutions of Laplace equations. It was mentioned earlier that we
will obtain a quick proof of the fact that the nodal set of a ∆-eigenfunction is
the union of a smooth hypersurface and a singular part of dimension ≤ n− 2.
We will also see that the nodal set of a ∆-harmonic differential form on a
closed manifold has codimension 2 at least (Corollary 1). This is surprising since
it is not true if the underlying manifold is not closed nor does it hold for other
∆-eigenforms even if the manifold is closed.
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The paper is organized as follows. In the next section we give precise defini-
tions and we collect a few well-known facts about Dirac operators for later use.
We then formulate the main result.
In the third section we give the most important examples for generalized Dirac
operators and for some of these we draw conclusions from our main theorem.
In section 4 we give the proof. We employ tools similar to those used in
complex algebraic geometry when one studies the topological structure of complex
algebraic varieties. We use an analog of Weierstrass’ preparation theorem for
differentiable functions due to Malgrange to write a solution of a Dirac equation
in a certain normal form. This theorem is important e.g. in catastrophe theory.
To insure that we can apply this theorem we have to use Aronszajn’s unique
continuation theorem. We easily conclude that the nodal set has dimension not
bigger than n− 1.
The difficult part is to show that simultaneous vanishing of several components
of our section must reduce the dimension of its zero set once more. This requires
a careful investigation of certain resultants and this is where we really use the
Dirac equation.
2 Statement of Result
Let M be an n-dimensional Riemannian manifold, let S be a Riemannian or
Hermitian vector bundle over M on which the Clifford bundle Cl(TM) acts from
the left. This means that at every point p ∈M there is a linear map TpM⊗Sp →
Sp, v ⊗ s→ v · s, satisfying the relations
v · w · s+ w · v · s = −2〈v, w〉s
and
〈v · s1, s2〉 = −〈s1, v · s2〉.
Moreover, let∇ be a metric connection on S satisfying the Leibniz rule for Clifford
multiplication
∇(v · s) = (∇v) · s+ v · ∇s.
Such an S is called a Dirac bundle. All geometric data such as metrics and
Clifford multiplication are assumed to be C∞-smooth.
The (generalized) Dirac operator acts on sections of S and is defined by
Ds =
n∑
i=1
ei · ∇eis
where e1, . . . , en denote a local orthonormal frame of TM . The Dirac operator
is easily seen to be independent of the choice of orthonormal frame. It is a first
order formally self-adjoint elliptic differential operator, see [4] or [20] for details.
4
Three general facts about Dirac operators will be used later on and should be
stated here for completeness. The proofs are simple computations.
1. If s is a differentiable section of S and f a differentiable function on M ,
then the following Leibniz rule holds [20, p. 116, Lemma 5.5]:
D(f · s) = f ·Ds+∇f · s (1)
where ∇f is the gradient of f .
2. The connection ∇ maps sections of S into those of T ∗M ⊗ S. Denote the
formal adjoint of this operator by ∇∗. Then we have the following Weitzenbo¨ck
formula [20, p. 155, Theorem 8.2]:
D2 = ∇∗∇+ ℜ (2)
where ℜ is an endomorphism field given by curvature. Operators of the form
∇∗∇ + endomorphism field are called generalized Laplacians.
3. If M has smooth boundary ∂M with outer unit normal field ν, if s1 and
s2 are compactly supported C
1-sections of S, then the following Green formula
holds [20, p. 115, eq. (5.7)]:
(Ds1, s2)L2(M) − (s1, Ds2)L2(M) =
∫
∂M
〈ν · s1, s2〉. (3)
If s is an eigensection of D, i.e. Ds = λs, λ ∈ R, or, more generally, s satisfies
(D + h)s = 0 for some endomorphism field h of S, then the zero locus of s,
{x ∈M | s(x) = 0}, is called the nodal set of s. The main purpose of this paper
is to study the structure of such nodal sets.
Main Theorem. Let M be a connected n-dimensional Riemannian mani-
fold with Dirac bundle S and generalized Dirac operator D. Let h be a smooth
endomorphism field for S and let s 6≡ 0 be a solution of
(D + h)s = 0.
Then the nodal set of s is a countably (n−2)-rectifiable set and thus has Hausdorff
dimension n− 2 at most.
If n = 2, then the nodal set of s is a discrete subset of M .
Recall that a subset of an n-dimensional Riemannian manifold M is called
countably k-rectifiable if it can be written as a countable union of sets of the form
Φ(X) where X ⊂ Rk is bounded and Φ : X → M is a Lipschitz map. The proof
will be given in the fourth section.
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3 Examples and Consequences
Let us look at the most important examples and draw some conclusions.
Example 1. The Clifford algebra bundle Cl(TM) acts on itself by Clifford
multiplication. As a vector bundle Cl(TM) can be canonically identified with the
exterior form bundle Λ∗(TM). We thus obtain a real Dirac bundle S = Λ∗(TM)
with Levi-Civita connection ∇. The Dirac operator is D = d+ δ where d denotes
exterior differentiation and δ codifferentiation.
Example 2. Let M be a spin manifold. Then there exists the spinor bundle
S, a complex Dirac bundle of rank 2[n/2]. The connection ∇ is induced by the
Levi-Civita connection. The corresponding Dirac operatorD is the classical Dirac
operator.
Example 3. Let M be a spinc manifold. Again, there exists the complex
spinor bundle S of rank 2[n/2]. The connection ∇ depends on the Levi-Civita con-
nection and the choice of a connection on a certain U(1)-bundle, the determinant
bundle.
Example 4. Let M be an almost complex manifold. Then M is canonically
spinc and the spinor bundle of example 3 can be identified with the bundle of
mixed (0, p)-forms, S = Λ0,∗(TM ⊗ C). The Dirac operator is given by D =√
2 · (∂¯ + ∂¯∗) + h where h is a zero order term which vanishes if M is Ka¨hler.
Example 5. Let S be a Dirac bundle over M , and let E be a Riemannian
or Hermitian bundle over M with metric connection. Then S ⊗ E canonically
becomes a Dirac bundle and the corresponding Dirac operator is called twisted
Dirac operator with coefficients in E.
Let us see what the theorem tells us when applied to the example of differential
forms. First of all, we see that the bound in the theorem is optimal. Namely,
let F be a surface of higher genus, let ω1 be a nontrivial closed and coclosed
1-form on F . In other words, ω1 is a solution of (d + δ)ω1 = 0. The nodal set
of ω1 consists of isolated points and it is nonempty since the Euler number of
F is nonzero. Let T n−2 be a flat (n − 2)-torus and let ω2 be a parallel k-form
on T n−2. Put M = F × T n−2 and denote the projections onto the factors by
pi1 :M → F and pi2 :M → T n−2. Then ω = pi∗1ω1 ∧ pi∗2ω2 is a closed and coclosed
(k+1)-form onM . Its nodal set is a disjoint union of copies of T n−2 and therefore
has codimension 2 in M .
Corollary 1. Let M be a compact connected Riemannian manifold without
boundary. Let ∆ = dδ + δd be the Laplace-Beltrami operator acting on k-forms.
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Let ω 6≡ 0 be a harmonic k-form, i.e. ∆ω = 0.
Then the nodal set of ω is a countably (n − 2)-rectifiable set and thus has
Hausdorff dimension n− 2 at most.
If n = 2, then the nodal set of ω is a discrete subset of M .
PROOF. Taking L2-products and using the Green formula (3) yields
0 = (∆ω, ω)L2(M)
= ((d+ δ)2ω, ω)L2(M)
= ((d+ δ)ω, (d+ δ)ω)L2(M).
We conclude
(d+ δ)ω ≡ 0.
Now the theorem tells us that the nodal set of ω is a countably (n−2)-rectifiable
set. ✷
It is remarkable that Corollary 1 fails if we drop the assumption that M be
compact. For example, ω = x1dx1 ∧ . . . ∧ dxk is a harmonic k-form on Rn whose
nodal set has codimension 1. This means that despite the local nature of the
statement of Corollary 1 it can not be proved by purely local methods.
One can extend Corollary 1 to complete noncompact manifolds by imposing
suitable decay conditions on the form ω. This will make the additional boundary
term
∫
B(R)〈ν · (d + δ)ω, ω〉 tend to zero as R → ∞ where B(R) denotes the
distance ball of radius R around some fixed point. Demanding ω to be in the
Sobolev space H
1
2
,2(M) should be sufficient.
Corollary 1 also fails if we replace harmonic forms by other eigenforms of
the Laplace-Beltrami operator even if the manifold is compact. For example,
ω = sin(2pimx1)dx1∧. . .∧dxk, m ∈ Z, is a ∆-eigenform on the torus T n = Rn/Zn
whose nodal set has codimension 1.
As another application of the main theorem we obtain a quick proof of the
following theorem first proven 1989 by R. Hardt and L. Simon [18, Theorem 1.10].
Corollary 2. Let M be an n-dimensional connected Riemannian manifold.
Let f be a nontrivial ∆-eigenfunction on M , i.e.
∆f = λf
for some λ > 0.
Then the nodal set of f is a disjoint union Nreg∪Nsing where Nreg is a smooth
hypersurface of M and Nsing is a countably (n − 2)-rectifiable set and thus has
Hausdorff dimension n− 2 at most.
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PROOF. Put Nreg = {x ∈ M | f(x) = 0, df(x) 6= 0} and Nsing = {x ∈
M | f(x) = 0, df(x) = 0}. Then the nodal set of f is given by Nreg ∪ Nsing. By
the implicit function theorem Nreg is a smooth hypersurface.
The other set Nsing is the zero locus of the mixed differential form ω =
√
λf+
df . Now ω is an eigenform for the generalized Dirac operator D = d+ δ,
(d+ δ)ω =
√
λω.
The main theorem says Nsing is a countably (n− 2)-rectifiable set. ✷
Remark. If we knew that Corollary 2 is true for generalized Laplacians, then
the main theorem could be derived from it, at least for eigensections s of a Dirac
operator, as follows.
Let Ds = λs, λ ∈ R. The Weitzenbo¨ck formula (2) yields
∇∗∇s+ (ℜ− λ2)s = (D2 − λ2)s = 0.
Hence we could conclude that the nodal set of s is of the form Nreg ∪Nsing where
Nreg is a smooth hypersurface and Nsing has at least codimension 2. It would
remain to show Nreg = ∅.
Assume there is x0 ∈ Nreg. Choose a small ball B around x0 which is cut by
Nreg into two pieces B1 and B2. Define
s˜(x) =
{
s(x), if x ∈ B1,
0, if x ∈ B2.
Then s˜ is a continuous section of S over B. Let φ be a smooth test section of S
with compact support contained in B. Let ν be the unit normal field of Nreg ∩B
pointing into B2.
x0
B1
B
B2
Nreg
ν
Fig. 1
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Then by (3)
(s˜, Dφ)L2(B) = (s,Dφ)L2(B1)
= (Ds, φ)L2(B1) +
∫
B∩Nreg
〈s, ν · φ〉
= (λs, φ)L2(B1) + 0
= (λs˜, φ)L2(B).
Hence Ds˜ = λs˜ holds in B in the sense of distributions. By elliptic regularity
theory s˜ is smooth. Since s˜ vanishes identically on B2 we know from Aronszajn’s
unique continuation theorem (see next section) that s˜ ≡ 0 on B. Hence s ≡ 0 on
B1. Applying Aronszajn’s theorem once more we conclude s ≡ 0 on M . ✷
Unfortunately, to our knowledge Corollary 2 is not established for generalized
Laplacians. But, using the methods of the next section, it is easy to see that
nodal sets for generalized Laplacians have Hausdorff dimension n− 1 at most.
Note that the nodal set of a solution of a general linear elliptic system of
second order can be very irregular. For example, it is not hard to show the
following.
Let A ⊂ Rn−1 be any closed subset. Then there is a linear elliptic differential
operator of second order, P , acting on functions u : Rn → R2 and there is a
solution u of Pu = 0 such that u−1(0) = A× {0} ⊂ Rn.
To conclude this section let us emphasize once more the two-dimensional case.
We have the following generalization of the well-known uniqueness theorem for
holomorphic functions.
Corollary 3. Let M be a two-dimensional connected Riemannian manifold.
If the zero set of a solution of a generalized Dirac equation onM has a cumulation
point, then this solution must vanish identically. ✷
This corollary has been proven for many special cases. The Dirac equation on
a surface can be written as a generalized Cauchy-Riemann equation. If for exam-
ple the real dimension of the Dirac bundle is 2, then the theory of “generalized
analytic functions” applies, see [25], also compare [9].
4 Proof of the Main Theorem
This section is devoted to the proof of the main theorem. There are two important
ingredients to the proof which we state first. We have
Aronszajn’s Unique Continuation Theorem. Let M be a connected
Riemannian manifold. Let L be an operator of the form L = ∇∗∇ + L1 + L0
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acting on sections of a vector bundle S over M where L1 and L0 are differential
operators of first and zeroth order respectively. Let s be a solution of
Ls = 0.
If s vanishes at some point of infinite order, i.e. if all derivatives vanish at that
point, then s ≡ 0.
For a proof see [2, Theorem on p. 235 and Remark 3 on p. 248]. The other
essential ingredient is a version of Weierstrass’ preparation theorem for differen-
tiable functions [22, Chapter V], [6, 6.3].
Malgrange’s Preparation Theorem (Special case). Let U ⊂ Rn be an
open neighborhood of 0, let f : U → R be a C∞-function vanishing of kth order at
0 but not of (k+1)st order, k ∈ N. Then, after possibly shrinking U to a smaller
neighborhood and applying a linear coordinate transformation to Rn, there exist
C∞-functions v : U → R and uj : U ∩ ({0} × Rn−1)→ R such that
f(x) = v(x) ·

xk1 +
k−1∑
j=0
uj(x
′)xj1


for all x = (x1, x
′) ∈ U where v(x) 6= 0 for all x ∈ U and uj vanishes of order
k − j at 0 ∈ Rn−1.
Remark. By Taylor’s theorem we can write f = fˆ + ψ where fˆ is a ho-
mogeneous polynomial of degree k and ψ vanishes of order k + 1 at 0. The
linear coordinate transformation in the Preparation Theorem must be such that
a vector w ∈ Rn for which fˆ(w) 6= 0 is transformed into (1, 0, . . . , 0).
PROOF OF MAIN THEOREM. To prove the main theorem let s be a section of
the Dirac bundle satisfying
(D + h)s = 0. (4)
We assume that the Dirac bundle is real, in the complex case we simply forget
the complex structure.
Let p ∈ M be a point of its nodal set, i.e. s(p) = 0. Applying D to (4) and
using the Weitzenbo¨ck formula we get (2)
(∇∗∇+D ◦ h+ ℜ)s = 0. (5)
By Aronszajn’s unique continuation theorem s cannot vanish of infinite order at
p. Say s vanishes at p of order k but not of order k + 1.
We choose normal coordinates around p and trivialize the Dirac bundle. Then
s corresponds to a vector valued function (s1, . . . , sr) defined in a neighborhood
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of 0. Here r is the (real) rank of the Dirac bundle S. All component functions
vanish of order k at p and at least one of them does not vanish of order k +
1. Other components could a-priori vanish of higher order but by choosing the
trivialization appropriately we can assume that this is not the case. To see
this, note that trivializing the bundle amounts to exhibiting linearly independent
linear functionals on the bundle. Pick one linear functional l1 such that s1 = l1◦s
does not vanish of order k + 1 at 0. Choose the other r − 1 functionals linearly
independent but close to l1.
Moreover, if the Dirac bundle is trivialized in this way, then there is a direction
in which the kth derivative of all components s1, . . . , sr does not vanish. Hence
we can use Malgrange’s preparation theorem with the same linear coordinate
transformation (the same x1-direction) for all the components. Therefore we can
write
sm(x) = vm(x) ·

xk1 +
k−1∑
j=0
um,j(x
′)xj1


where vm are nonvanishing and um,j vanish of order k − j at 0, m = 1, . . . , r.
We see already that the nodal set of s near p is countably (n− 1)-rectifiable.
Namely, for any m the nodal set is contained in the set
Nm =

x = (x1, x′)
∣∣∣∣∣∣ xk1 +
k−1∑
j=0
um,j(x
′)xj1 = 0

 .
That this set Nm is countably (n− 1)-rectifiable follows easily from the following
Fact. Rk can be written as a disjoint union of countably many bounded
subsets Aν such that the number of pairwise distinct real roots of the polynomial
Pu(t) = t
k +
∑k−1
j=0 ujt
j is constant for u = (u0, . . . , uk−1) ∈ Aν and the real roots
(ordered my magnitude) are Lipschitz-functions on Aν .
x′ ∈ Rn−1
x1 ∈ R
Nm
Fig. 2
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Recall that two polynomials F =
∑k
j=0 ajt
j and G =
∑k
j=0 bjt
j have a common
root if and only if the resultant RF,G vanishes. The resultant is a weighted
homogeneous polynomial of degree k2 in the coefficients aj and bj where aj and
bj have weight k − j, see [5, Section 4].
More generally, r polynomials Pm =
∑k
j=0 um,jt
j , m = 1, . . . , r have a com-
mon root if and only if any two linear combinations F =
∑r
m=1 αmPm and
G =
∑r
m=1 βmPm have vanishing resultant RF,G.
We will show that there are two linear combinations F =
∑r
m=1 αmvm(0)Pm
andG =
∑r
m=1 βmvm(0)Pm of our polynomials Pm = t
k+
∑k−1
j=0 um,j(x
′)tj such that
the resultant RF,G regarded as a function in x
′ does not vanish of infinite order at
x′ = 0. Then, by applying once more Malgrange’s preparation theorem and the
fact on the real roots of polynomials mentioned above, we see that the zero locus
of RF,G is a countably (n− 2)-rectifiable subset of Rn−1 and that N = ∩rm=1Nm
is contained in a countably (n − 2)-rectifiable subset of Rn. Moreover, if n = 2,
we see that x = 0 is an isolated zero of s and the theorem is proved.
To find two such linear combinations F and G we look at the Taylor expansion
vm(x
′) = vm(0)+first order terms, um,j(x
′) = uˆm,j(x
′)+higher order terms. Here
uˆm,j(x
′) is a homogeneous polynomial of degree k − j. The Taylor expansion of
sm is then given by
sm(x) = vm(0) ·

xk1 +
k−1∑
j=0
uˆm,j(x
′)xj1

+ higher order terms.
Looking at the lowest order term of the left hand side of equation (4) we get
Dˆw = 0 (6)
where w(x) = (w1(x), . . . , wr(x)), wm(x) = vm(0) ·
(
xk1 +
∑k−1
j=0 uˆm,j(x
′)xj1
)
and
Dˆ =
∑n
i=1 γi∂/∂xi is the Dirac operator on TpM = R
n. Here γi are generalized
Pauli matrices satisfying the relations γiγj + γjγi = −2δij .
Putting yj(x
′) = (v1(0)uˆ1,j(x
′), . . . , vr(0)uˆr,j(x
′)) for j = 0, . . . , k − 1 and
yk(x
′) = (v1(0), . . . , vr(0)) we have
w(x) =
k∑
j=0
yj(x
′)xj1. (7)
Write D1 =
∑n
j=2 γ1γj∂/∂xj . Then D1 is a generalized Dirac operator on
R
n−1. Plugging (7) into (6) and comparing coefficients of xj1 yields
D1yj = (j + 1) · yj+1, j = 0, . . . , k − 1
D1yk = 0.
Hence
yj =
1
j!
Dj1y0, j = 0, . . . , k. (8)
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Given two linear combinations Fˆ =
∑r
m=1 αmwm and Gˆ =
∑r
m=1 βmwm
the resultant RFˆ ,Gˆ is precisely the lowest order term of the resultant of the
corresponding linear combinations of the Pm’s, F =
∑r
m=1 αmvm(0)Pm, G =∑r
m=1 βmvm(0)Pm,
RF,G(x
′) = RFˆ ,Gˆ(x
′) + higher order terms. (9)
To show that RF,G does not vanish of infinite order at x
′ = 0 it is thus sufficient
to show that RFˆ ,Gˆ does not vanish identically. Therefore the theorem is proved if
we can choose the αm and βm in such a way that RFˆ ,Gˆ does not vanish identically.
Assume the resultant RFˆ ,Gˆ vanishes for all linear combinations Fˆ and Gˆ. Then
for any x′ ∈ Rn−1 there exists a common root ξ(x′) of the polynomials w1, . . . , wr.
By (7) and (8) we have
k∑
j=0
1
j!
Dj1y0(x
′)ξ(x′)j = 0. (10)
There is a nonempty open subset of Rn−1 on which ξ can be chosen such that
it depends smoothly on x′. On this subset we apply D1 to (10) and use (1) to
obtain
k−1∑
j=0
ξ(x′)j
j!
· (1 +∇ξ) ·Dj+11 y0(x′) = 0. (11)
If v ∈ V is a vector in a finite dimensional Euclidean vector space V , then
the element 1 + v is invertible in the Clifford algebra Cl(V ) with inverse 1−v
1+|v|2
.
Thus (11) gives
k−1∑
j=0
ξ(x′)j
j!
Dj+11 y0(x
′) = 0. (12)
Repeating this argument inductively we eventually get
Dk1y0 = 0.
But this means yk(x
′) = (v1(0), . . . , vr(0)) = 0, a contradiction. ✷
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