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RESUMO
Esta tese propõe formulações do método dos elementos de contorno isogeométricos
acelerados pela aproximação cruzada adaptativa. As formulações são desenvolvidas
para problemas potenciais e de elasticidade linear, bi e tridimensionais. Na formulação
isogemétrica do método dos elementos de contorno, as funções de forma polinomiais são
substituídas pelas funções splines racionais não-uniformes (sigla em inglês: NURBS).
Uma vez que as NURBS são as funções usadas pelos programas de desenho assistidos
por computador para representar as geometrias de figuras planas e sólidas, a discretiza-
ção do modelo geométrico não é mais necessária. Contudo, por serem matematicamente
mais complexas que as funções de forma polinomiais, o uso das NURBS aumenta muito
o custo computacional da formulação. Ao se tratar as matrizes de influência do método
dos elementos de contorno como matrizes hierárquicas e aproximá-las pelo método de
aproximação cruzada adaptativa, o custo computacional é reduzido. Esta redução do
custo é tão mais significativa quanto maior forem os tamanhos das matrizes. As for-
mulações desenvolvidas são implementadas e aplicadas na análise de vários exemplos
numéricos e seus resultados são comparados com o método dos elementos de contorno
com o uso de funções de forma polinomiais.
A maior vantagem da formulação proposta é a diminuição do trabalho do enge-
nheiro, uma vez que a etapa de geração da malha que, em problemas de larga escala,
é o que demanda mais horas de trabalho é reduzido ou, na melhor das hipóteses,
eliminado.




This thesis proposes an isogeometric boundary element method accelerated by the
adaptive cross approximation. The method is developed for potential and linear elastic
formulations, in bi and tri-dimensional space. In the isogeometric method, the polyno-
mial shape functions are substituted by the non-uniform rational B-splines (NURBS).
Since NURBS are used by CAD software to model the geometry, the discretization of
the geometric model is no longer necessary. However, since the NURBS functions are
mathematically more complex than polynomials, the usage of such functions increases
the computational cost of the method. By treating influence matrices of the boundary
element method as hierarchical matrices and approximating them by the adaptive cross
approximation, the computational cost is reduced. This reduction is more pronounced
the bigger the sizes of the matrices. The developed method is implemented and ap-
plied in the analysis of different numerical examples and its results are compared to
the boundary element method with polynomials as shape functions.
The biggest advantage of the proposed method is the decrease in the engineer’s
work, since the mesh generation step, that in large scale problems demands the most
man-hours, is reduced or, in the best case scenario, eliminated.
Keywords: Elasticity, Boundary Element Method, ACA, isogeometric.
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1 INTRODUÇÃO
1.1 Métodos numéricos para a solução de equações diferenciais
Quase todos os processos físicos da natureza podem ser descritos por uma equa-
ção diferencial, usando as leis fundamentais da física como o equilíbrio, a preservação
de energia e outros. Isso, combinado com as leis descrevendo o comportamento dos
materiais, faz com que os modelos matemáticos sejam extremamente precisos, ou seja,
tenham um grande poder de reproduzir os fenômenos naturais. Estas previsões redu-
zem significativamente o custo no desenvolvimento de novos produtos pois reduzem a
demanda por ensaios experimentais que, por sua vez, possuem custos elevados se com-
parado com a análise teórica. Entretanto, apenas uma classe limitada de problemas tem
uma solução analítica. Sem técnicas numéricas seria praticamente impossível resolver
problemas práticos de engenharia com um grau de precisão razoável. A maior parte das
técnicas numéricas se baseiam no princípio que é possível obter equações e relações que
descrevem o comportamento de uma pequena parte diferencial do corpo, construindo
modelos discretos a partir do modelo contínuo. Com a evolução dos computadores,
os métodos numéricos têm-se tornado cada vez mais precisos, robustos e acessíveis. O
grande avanço na velocidade de processamento e na capacidade de armazenamento dos
computadores fez com que o tamanho dos problemas analisados pudessem crescer de
maneira substancial. Ao mesmo tempo, os algorítimos e métodos numéricos, também
evoluiram. Novas estratégias de resolução de sistemas lineares e representação de ma-
trizes reduziram a complexidade de muitas formulações, em especial das do método
dos elementos de contorno como ficará mostrado nesse trabalho.
Depois de décadas de desenvolvimento, o método dos elementos de contorno (MEC)
se firmou entre os métodos numéricos para solução de equações diferenciais parci-
ais. Comparando com métodos mais populares, como o método dos elementos finitos
(MEF) e o método das diferenças finitas (MDF), que são classificados como métodos
de domínio, o MEC se diferencia por ser um método de contorno, significando que a
discretização numérica é conduzida em uma dimensão espacial reduzida, por exemplo,
para problemas de três dimensões, a discretização é realizada somente nas superfícies
de contorno. Essa redução leva a um sistema com menos graus de liberdade. O efeito
é ainda mais pronunciado quando o domínio é infinito. Domínios infinitos tem de ser
truncados ou aproximados em métodos de domínio. No entanto, o MEC automati-
camente modela o comportamento no infinito sem a necessidade de uma malha para
aproximá-la.
Atualmente fazer a malha, considerando o usuário, é a parte mais trabalhosa e cara
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no processo de simulação, particularmente no MEF (BELYTSCHKO et al., 1994). Sem
a necessidade de lidar com a malha no interior do domínio, o MEC é mais eficiente na
geração de malha. Para problemas de fronteira móvel, o ajuste da malha é muito mais
simples com o MEC. A análise isogeométrica é uma tentativa de facilitar a geração da
geometria usando a discretização dos softwares de desenho assistido por computador
(CAD), onde o MEC tem significativas vantagens que serão mostradas nas sessões a
seguir.
1.2 Método dos elementos de contorno
Apesar das principais propriedades das equações diferenciais já serem bem estabele-
cidas no século 19, somente no trabalho de Fredholm (1903) as primeiras investigações
foram feitas nas equações integrais. Ele apresentou as condições de existência e unici-
dade, conhecidas como os teoremas de Fredholm. Desde então, as equações integrais
foram estudadas intensamente.
O MEC é um método numérico que resolve equações diferencias parciais que foram
transformadas em equações integrais. Ele pode ser aplicado em diversas áreas da
ciência e engenharia como mecânica dos fluídos, acústica, electromagnetismo, mecânica
da fratura, plasticidade, estabilidade, elasticidade e outros.
Uma das principais diferenças entre o MEC e o MEF se refere as funções peso
usadas para encontrar a forma fraca das equações diferenciais parciais. O MEF usa
funções arbitrárias e simples. Enquanto o MEC usa soluções analíticas representando
os efeitos de uma carga pontual em outro ponto de um domínio infinito (BECKER,
1992), soluções essas conhecidas como soluções fundamentais. O uso dessas funções
são a razão da maior precisão do MEC em relação ou MEF, particularmente em regiões
onde as variáveis apresentam alto gradiente.
Atualmente, diversos livros que tratam sobre o MEC, em diversas áreas de aplica-
ção, podem ser encontrados, como por exemplo em Wrobel (2002), Brebbia, Wrobel e
Telles (1984), Wrobel e Aliabadi (2002), Becker (1992), Banerjee e Butterfield (1981),
Katsikadelis (2002), Katsikadelis (2016), Beer (2000), Beer (2015), Brebbia e Walker
(2013), Brebbia e Dominguez (1996) entre muitos outros.
A ideia que o MEC é superior aos métodos de domínio uma vez que eles reduzem a
dimensão do problema ao discretizar apenas sua superfície é um tanto quanto simplista.
As matrizes geradas pelo método são cheias, não-simétricas e tem um custo alto de mon-
tagem. Várias técnicas tem sido investigadas na tentativa de superar essas dificulda-
des: wavelets (BUCHER et al., 2002), solver baseado em blocos (RIGBY; ALIABADI,
1995; CROTTY, 1982), processos de aglutinação (KANE; KUMAR; KASHAVA, 1990)
e técnicas iterativas (MANSUR; ARAUJO; MALAGHINI, 1992; BARRA et al., 1992).
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Uma técnica popular é o método dos multipolos (AOKI et al., 2004; CARRIER; GRE-
ENGARD; ROKHLIN, 1988; CHENG; GREENGARD; ROKHLIN, 1999; CHEW et
al., 2004; GREENGARD; ROKHLIN, 1987; HE; LIM; LIM, 2008; ROKHLIN, 1985;
WANG; YAO, 2005; LIU, 2009). O método dos multipolos, apesar de tornar o MEC
mais eficiente para problemas de larga escala, precisa conhecer previamente a expansão
da solução fundamental em séries. Todos os termos da série, para uma determinada
precisão, devem ser calculados anteriormente e depois integrados, o que altera signifi-
cativamente o processo de integração do MEC padrão. Outra técnica muito popular
é baseada na aproximação cruzada adaptativa (ACA) (HACKBUSCH, 2016; BEBEN-
DORF; GRZHIBOVSKIS, 2006; BEBENDORF; RJASANOW, 2003; BEBENDORF,
2000). Essa técnica reduz eficientemente o tempo de montagem e o custo de armaze-
namento das matrizes do MEC.
A ACA aproxima as matrizes densas do MEC por matrizes hierárquicas, que pos-
sibilita uma representação com menor quantidade de dados. Essa representação se
baseia em uma estrutura de árvore que descreve o particionamento em blocos da ma-
triz. Cada bloco contém uma aproximação de baixo posto ou a própria matriz exata.
São nesses blocos aproximados que estão os ganhos computacionais. Hackbusch (1999),
Hackbusch (2000), Grasedyck e Hackbusch (2003) definem a aritmética de matrizes hi-
erárquicas incluindo operações como adição, multiplicação, inversão e fatoração LU
utilizando as vantagens obtidas pelas aproximações de baixo posto.
Para resolver um sistema de equações lineares, com muitos graus de liberdade,
convém aplicar-se métodos iterativos (GREENBAUM, 1997) a fim de se obter uma
performance superior. Qualquer um dos métodos clássicos, como Jacobi, Gauss-Seidel,
resíduo mínimo (MIN-RES), gradiente conjugado, gradiente conjugado bi-estabilizado
(bicgstab) ou resíduo mínimo generalizado (GMRES), tem como principal custo a mul-
tiplicação matriz-vetor que é bem mais eficiente quando se trata de matrizes hierár-
quicas. Um código MEC que utiliza ACA, matrizes hierárquicas e técnicas iterativas
se torna competitivo e pode acelerar em muito o tempo necessário requerido pelas
simulações.
1.3 Análise isogeométrica
A tecnologia predominante usada pelo CAD na representação de geometrias com-
plexas é a B-spline não-uniforme racional (NURBS). Isso possibilita reproduzir de
maneira exata entidades que seriam apenas aproximadas por funções polinomiais, in-
cluindo seções cônicas circulares. Existe uma vasta literatura que trata dos diferentes
aspectos das NURBS (por exemplo: Peigl e Tiller (1996), Rogers (2000)) e as déca-
das de pesquisa resultaram em diversos algorítimos eficientes para a avaliação rápida e
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refinamento. O conceito principal apresentado em Hughes, Cottrell e Bazilevs (2005)
é empregar as NURBS não só como discretização da geometria, mas também como
ferramenta de discretização na análise, atribuindo a denominação de análise isogeo-
métrica para essa família de métodos. Posteriormente, o livro de Cottrell, Hughes
e Bazilevs (2009) foi publicado, dedicando-se exclusivamente a análise isogeométrica
utilizando o método dos elementos finitos (MEF). Esse tipo de análise já foi aplicado
nas mais diversas áreas, incluindo mecânica dos sólidos, mecânica dos fluídos e contato
mecânico. A ideia de usar tecnologias do CAD no MEF já vem sendo discutida desde
Kagan et al. (2000) onde B-splines são usadas como as funções de forma no MEF.
No MEC, uma formulação utilizando B-splines é apresentada inicialmente em Cabral
et al. (1990) e Cabral, Wrobel e Brebbia (1991) mas ainda sem ter a preocupação na
integração ao CAD. Essa integração foi observada, posteriormente, em Simpson et al.
(2012) e Simpson et al. (2013).
As NURBS se mostraram vantajosas na formulação de contato, no MEF, quando
comparada a discretização tradicional. A presença de superfícies facetadas pode gerar
saltos e oscilações nas respostas de forças de superfície, ao menos que malhas muito
finas sejam utilizadas. As superfícies suaves geradas pelas NURBS geram, consequen-
temente, melhores resultados para as tensões de contato. Esse problema pode ser
observado em Temizer, Wriggers e Hughes (2011), Temizer, Wrigger e Hughes (2012)
e Lu (2011).
Problemas de placas e cascas são outro campo onde a suavidade das funções de
base das NURBS são vantajosas, particularmente para placas finas, onde formulações
sem rotação podem ser facilmente construídas (KIENDL et al., 2010; BENSON et
al., 2013; DENG et al., 2015; KIENDL; BLETZINGER; LINHARD J. WÜCHNER,
2009). Observa-se ainda um efeito reduzido do shear-locking quando comparado com
os elementos padrões. Em Lu (2009) e Lu, Zhou e Xianlian (2011), novos elementos
suaves e curvos são propostos com sucesso, utilizando os conceitos isogeométricos.
Na mecânica dos fluidos e na análise de interação fluido-estrutura, em Nielsen et al.
(2011), Bazilevs e Akkerman (2010) e Bazilevs et al. (2008), as NURBS foram utilizadas
com sucesso. A suavidade e alta continuidade das curvas as tornaram especialmente
interessantes nesse casos. Ao utilizar as NURBS, equações que contém derivadas de
alta ordem das variáveis de campo podem ser criadas de maneira direta. Exemplos
desse caso são a equação de Cahn-Hilliard (GÓMEZ et al., 2008), modelos de dano
com gradiente (VERHOOSEL et al., 2011b), elasticidade gradiente (FISCHER et al.,
2011) e a equação de Kohn-Sham para modelagem da estrutura eletrônica de materiais
semi-condutores (MASUD; KANNAN, 2012).
O refinamento k (exclusivo da análise isogeométrica), que consiste numa elevação
4
de ordem e inclusão de nós simultânea (HUGHES; COTTRELL; BAZILEVS, 2005), se
mostrou mais robusto e preciso que o típico refinamento p em problemas de vibração
estrutural (COTTRELL et al., 2006; HUGHES; REALI; SANGALLI, 2008; THAI et
al., 2012).
O conceito isogeométrico também está presente nos métodos sem malha, criando
métodos baseados em splines, como apresentado em Wang e Zhang (2014), Shaw e Roy
(2008), Kim e Youn (2012).
Apesar de aplicadas com êxito em diversas áreas do MEF, existem algumas des-
vantagens inerentes as NURBS de um ponto de vista geométrico. A impossibilidade
de garantir que diferentes superfícies curvas se mantenham seladas é um dos maiores
desafios presentes na geometria computacional. Além disso, a estrutura de produto ten-
sorial presente nas superfícies das NURBS impossibilita o refinamento local (HUGHES;
COTTRELL; BAZILEVS, 2005).
A alternativa mais promissora é usar as T-splines, apresentadas em Sederberg et
al. (2003), que tem as mesmas funções de base das NURBS mas tem uma diferente
estrutura de nós. As T-splines solucionam o problemas de vazios entre superfícies
distintas e permite o refinamento local. Entretanto, em Buffa, Cho e Sangalli (2010)
verifica-se a existência de malhas inadequadas para análise, sendo necessário cuidados
especiais na criação delas (MORGENSTERN; PETERSEIM, 2014).
Apesar da extensa utilização das T-splines, como por exemplo em Bazilevs et al.
(2010), Thomas e Scott (2015), Dörfel, Jüttler e Simeon (2010), Evans et al. (2015),
Thomas et al. (2015), Scott et al. (2013), elas ainda não foram adotadas na grande
maioria dos programas de CAD e alternativas continuam sendo propostas como poly-
cube splines (WANG et al., 2008; LI et al., 2013), PHT-splines (DENG et al., 2008) e
LR-splines (DOKKEN; LYCHE; PETTERSEN, 2013). Mesmo sendo possível realizar
refinamento adaptativo local nas T-splines, a adição de nós nesse contexto tem alta
complexidade enquanto é relativamente simples realizar essa operação em PHT-splines.
Outras estratégias incluem o uso de B-splines hierárquicas (BORNEMANN; CI-
RAK, 2013; VUONG, 2012; SCHILLINGER et al., 2012) e de splines Powel-Sabin
(VANRAES, 2004; SPELEERS et al., 2012). As B-splines hierárquicas tornam possí-
vel o refinamento local por meio da propriedade das funções de base hierárquicas que
podem ser reescritas por uma combinação linear delas mesmas. As Powel-Sabin spli-
nes descrevem superfícies numa triangulação, diferindo do usual produto tensorial das
B-splines, o que facilita a discretização de topologias complexas. Nelas, usualmente,
múltiplas parametrizações das NURBS são necessárias. Garantir certa continuidade ao
fazer essa união não é tarefa trivial. Superfícies aparadas são apresentadas em Beer,
Marussig e Zechner (2015), Kim, Seo e Youn (2010), Cárdenas e Rubén (2009), Se-
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villa, Fernández-Méndez e Huerta (2011), Schmidt, Wüchner e Bletzinger (2012) como
alternativa na representação desses domínios complexos.
Apesar de mais desenvolvida no contexto do MEF, a análise isogeométrica é real-
mente isogeométrica somente no MEC. Nos modelos CAD somente as superfícies são
definidas, o interior dos sólidos não é explicitamente modelado. No MEF, essa defi-
nição é necessária, o que exige uma etapa adicional de análise onde as representações
CAD tem que ser convertidas para modelos sólidos. Enquanto isso, no MEC, somente
a discretização do contorno, que é completamente definida pelo CAD, é necessária.
Além disso, a alta continuidade das funções de base das NURBS diminui a espar-
sidade das matrizes no MEF, aumentando consideravelmente o custo computacional
do método (COLLIER et al., 2012). Esse efeito não é observado no MEC, já que
as matrizes geradas são cheias. Outra desvantagem do MEF isogeométrico é que a
quadratura de Gauss deixa de ser ótima uma vez que o integrando deixa de ser um
simples polinômio. Esse comportamento já é observado mesmo no MEC padrão já que
a solução fundamental, que faz parte do integrando, não é um polinômio.
1.4 Objetivos, contribuição e desafios desse trabalho
O presente trabalho tem como objetivo o desenvolvimento e implementação de uma
formulação isogeométrica juntamente com elementos de contorno rápido, utilizando a
ACA como método rápido e as NURBS como funções de base isogeométrica. Não foi
encontrado na literatura nenhum trabalho onde a formulação isogeométrica do MEC
é usada em conjunto com métodos rápidos. Um dos maiores desafios quando estas
formulações são usadas em conjunto é a aplicação das condições de contorno, como
ficará claro ao longo desse trabalho.
A formulação proposta lida com essas questões de maneira satisfatória, resultando
em um método acelerado que não necessita geração de malha por obter todas as enti-
dades diretamente da geometria.
1.5 Descrição do trabalho
Neste trabalho são apresentadas formulações do método dos elementos de contorno
isogeométrico para análise problemas potenciais e elásticos aceleradas pela ACA. No
próximo capítulo, o capítulo 2, a teoria clássica do método dos elementos de contorno
para problemas elásticos e potenciais é apresentada. As soluções fundamentais bi e
tri-dimensionais para as duas formulações são introduzidas. A equação integral de
contorno é obtida e discretizada usando funções polinomiais de qualquer ordem. O
capítulo 3 apresenta a formulação básica da ACA usando o formato de matriz hierár-
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quica em conjunto com método iterativo na solução do sistema linear. O procedimento
e todos os aspectos matemáticos da implementação são descritos. No capítulo 4 são
apresentadas as técnicas isogeométricas, detalhando a formulação das NURBS. No ca-
pítulo 5, as NURBS são introduzidas como funções de forma na formulação do método
dos elementos de contorno, dando origem à formulação do método dos elementos de
contorno isogeométricos acelerado pela ACA. Uma atenção especial é dada para a
integração, colocação e na implementação das condições de contorno. O capítulo 6
contém os resultados numéricos obtidos. No sétimo e último capítulo estão localizadas
as conclusões e sugestões para futuros trabalhos.
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2 FORMULAÇÕES DAS EQUAÇÕES INTEGRAIS
DE CONTORNO
2.1 Introdução
A base do MEC são atribuídas às formulações clássicas do século XIX de Somigliana
(1885), para problemas elásticos, e de Fredholm (1903), para problemas potencias. E,
mais tarde, foram continuadas por Mikhlin et al. (1964) e Neuber (1954). Em 1963,
foram apresentados os primeiros resultados na solução de problemas bidimensionais
pelo MEC por Jaswon (1963), Symm (1963). E, em Rizzo (1967), apresentou-se o
MEC para problemas de elasticidade bidimensional, que foi estendido para problemas
tridimensionais em Cruse (1969). A introdução de elementos de maior ordem em
Lachat e Watson (1976) aumentou a eficácia do método. As seções seguintes mostram
o desenvolvimento matemático do método. Mais detalhes podem ser encontrados em
diversos livros, como Wrobel e Aliabadi (2002), Kane (1994), Brebbia (1982), Beer
(2015), Katsikadelis (2016).
2.2 Problemas potenciais
Nessa seção, o MEC será desenvolvido para problemas que são descritos pela equa-
ção potencial:
∇2u = f. (2.1)
Essa é a equação governante da teoria potencial. Para f = 0, a equação 2.1 é co-
nhecida como equação de Laplace. Enquanto para f 6= 0, essa equação é conhecida
como equação de Poisson. Diversos são os problemas descritos por essas equações, por
exemplo, torção de barras não circulares, deflexão de membranas elásticas, flexão de
placas apoiadas, transferência de calor, escoamento de fluídos ideais, escoamento em
meios porosos, difusão de íons, fluxo elétrico, entre outros.
Na figura 2.1 pode-se observar um domínio Ω com seu contorno Γ divido em duas
partes Γ1 e Γ2 , onde Γ1 corresponde às condições de contorno de Dirichlet (potencial
conhecido) e Γ2 às condições de contorno de Neumann (derivada do potencial conhe-
cida).
2.2.1 Solução fundamental
A solução fundamental, que é a base da formulação do MEC, para a equação de





Figura 2.1: Definição do domínio
concentrada em um ponto. Matematicamente, ela corresponde à solução particular
analítica da equação de Fourier quando o termo não homogêneo (termo referente à
fonte) é igual ao delta de Dirac.
∇2u∗ = ∆(P,Q). (2.2)
A função do delta de Dirac, descrita como:
∆(X, x) =
{
∞ se x = X
0 no restante do intervalo
, (2.3)
ou seja, a função delta de Dirac é zero em todos os pontos do domínio com exceção do
ponto x = X onde ela se fica igual a infinito.
A função delta de Dirac tem outras propriedades interessantes:
∞∫
−∞
∆(X, x)dx = 1 (2.4)
b∫
a
∆(X, x)f(x)dx = f(X) para a < X < b (2.5)
Uma solução particular da equação (2.2) é chamada de solução fundamental da
equação (2.1). Ela pode ser obtida escrevendo a equação (2.2) com a origem no ponto











































em que r é a distância entre o ponto onde a fonte é aplicada (ponto fonte P ) e o
ponto onde o potencial é medido (ponto campo Q). Considerando que a solução é
axissimétrica e que o lado direito é zero para todos os pontos menos a origem, a






















Depois de ser integrada duas vezes gera no caso bidimensional:
u∗ = A log(r) +B (2.10)





onde A e B são constantes arbitrárias. Como procura-se uma solução particular, pode-
se definir B = 0. A constante A pode ser determinada aplicando as equações em um























Ao integrar o lado direito e aplicar as propriedades do delta de Dirac no lado esquerdo
obtém-se:






















r2 sin θdθdϕ. (2.17)
Ao integrar o lado direito duas vezes e aplicar as propriedades do delta de Dirac no
lado esquerdo obtém-se:











2.2.2 Equação integral de contorno
Dada a equação de Laplace:
∇2u = 0, (2.21)
multiplicando a equação (2.21) por uma função peso ω(x, y) e integrando sobre o domí-





















ωdA = 0. (2.22)








onde f é uma função qualquer, nx é a componente na direção x do vetor n normal ao















































































































dA = 0. (2.29)
Aplicando o teorema de Gauss-Green e usando a regra da derivado do produto de















































































u∇2ωdA = 0. (2.32)
Com o objetivo de obter uma equação integral que não possua integrais de domínio,
a função ω deve ser escolhida de forma que a integral de domínio da equação (2.32)









Figura 2.2: Contorno modificado.
zero, satisfaz essa exigência. Contudo a escolha que se mostra mais adequada é a
função cujo laplaciano é o delta de Dirac (BREBBIA, 1982):
∇2ω = ∆(P,Q),
o que implica na utilização da solução fundamental desse problema como função peso,






































A Eq.(2.34) é a equação integral de contorno quando o ponto fonte encontra-se no
interior do domínio.
A fim de considerar o ponto P no contorno, faz-se uma pequena modificação no




















































Observando que r = ε para qualquer θ, e fazendo ε tender a 0, u assume o valor de





ds = −u(P )(θ2 + θ1)
2pi
.































































































que é a integral de contorno quando o ponto fonte pertence ao contorno.
Quando o ponto fonte não pertence ao contorno nem ao domínio, devido à propri-










ds = 0. (2.36)
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1, se P ∈ ao domínio
θint
2pi
, se P ∈ ao contorno
0, se P /∈ ao domínio ou ao contorno


















































ε2 sin θdθdϕ = 0.
onde θsol é o angulo sólido da esfera com origem no ponto fonte.
A equação geral de contorno pode então ser escrita da mesma maneira do caso
bidimensional, equação (2.37), alterando apenas os valores de c:
c =

1, se P ∈ ao domínio
4pi−θsol
4pi
, se P ∈ ao contorno
0, se P /∈ ao domínio ou ao contorno
2.2.3 Derivada da solução fundamental
A equação (2.37) depende da derivada da solução fundamental ∂u∗
∂n
. Uma maneira






























O problema geral de elasticidade pode ser representado conforme a figura 2.1, onde
Γ1 corresponde às condições com os deslocamentos conhecidos e Γ2 às condições com as
forças de superfícies conhecidas. Usa-se a notação indicial para representar as equações
de maneira compacta. No caso bidimensional os índices subscritos variam de 1 a 2 e
enquanto no caso tridimensional eles variam de 1 a 3. A derivada parcial em relação a
uma coordenada xi é dada por uma vírgula subscrita como a,i = ∂a∂xi e an é a derivada
em relação à normal da superfície. Índices repetidos indicam soma ao menos que o
inverso seja afirmado. Para o caso estático, o somatório das forças aplicadas ao corpo





bidΩ = 0 (2.41)
onde ti são as forças de superfície e bi são as forças de corpo. A equação (2.41) contém
tanto em integrais de superfície quanto de volume.






onde gi é uma função arbitrária com derivada primeira contínua. Considerando também
a transformação de tensão de Cauchy:
ti = σijnj (2.43)
onde σij são as componentes do tensor de tensões, pode-se rescrever a equação de





bidΩ = 0 (2.44)
2.3.1 Teorema de Betti
O teorema de Betti é baseado no princípio do trabalho virtual. Dado um corpo






ij , o teorema diz que
o trabalho realizado pelas tensões do sistema (1) nos deslocamentos do sistema (2) tem
de ser equivalente ao trabalho realizado pelas tensões do sistema (2) nos deslocamentos



































ij (ui,j + uj,i)
(1)dΩ. (2.47)
Devido a simetria do tensor de tensões e ao somatório relativo aos índices repetidos,












Usando a regra do produto
(σijui),j = (σij),jui + σij(ui),j (2.49)
σij(ui),j = (σijui),j − (σij),jui (2.50)















O segundo termo do lado direito da equação pode ser escrito como as forças de



























































































2.3.2 Equação integral de contorno
A equação (2.55) contém tanto integrais de superfícies quanto de domínio. Essa
equação, sob hipóteses específicas, pode ser transformada numa equação integral de
contorno. Considere, sem perda de generalidade, o sistema (1) como o problema a
ser resolvido e o sistema (2) como um estado de tensão arbitrário usado para facilitar
a solução do problema. O sistema (2) corresponde a um meio infinito, homogêneo,
isotrópico e elástico sob um carregamento pontual. Esse carregamento pontual é re-
presentado pelo delta de Dirac que considera uma força de corpo bi. Aplicando as












i Ω = u
(1)
i (p)ei. (2.56)
O sistema (1) contém justamente as variáveis desconhecidas. Portanto, considerando
as forças de campo nulas, pode-se dizer que:
u
(1)
i = uj(Q) , t
(1)
i = tj(Q) , b
(1)
i = 0. (2.57)
Enquanto as variáveis do sistema (2) são as respostas relativas ao carregamento pontual,
podendo ser escritas da seguinte forma:
u
(2)
i = Uij(p,Q)ej , t
(2)
i = Tij(p,Q)ej, (2.58)
onde Q é um ponto no contorno, p um ponto no domínio e Uij e Tij são as soluções









Essa equação relaciona os deslocamentos de um ponto interno p com os valores de des-
locamento e forças de superfície no contorno. Ainda é necessário encontrar as soluções
fundamentais desse problema, que é explorado a seguir.
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2.3.3 Soluções fundamentais
O primeiro passo na obtenção da solução fundamental é encontrar a equação de
Navier para a elasticidade. Partindo da relação tensão-deformação:
σij =
2µν
1− 2ν δijεmm + 2µεij, (2.60)
onde εij é o tensor de deformações, µ é o módulo de cisalhamento e ν o coeficiente de
Poisson, e usando a relação deformação-deslocamento (2.46), obtém-se:
σij =
2µν
1− 2ν δijum,n + µ(ui,j + uj,i), (2.61)
onde δ é o delta de Kronecker. Pode-se substituir essa relação na equação de equilíbrio:
σij,j + bi = 0 (2.62)





1− 2ν ui,ij + ui,jj. (2.63)
Essa relação, apesar de ter exatamente três incógnitas e três equações diferencias par-
ciais, os três deslocamentos, que são justamente as incógnitas, estão acoplados, o que
torna difícil encontrar uma solução analítica. A estratégia empregada consiste em ex-
pressar o vetor de deslocamentos em termo de outro vetor Gi que satisfaz a equação
de Navier.
ui = Gi,jj − 1
2(1− ν)Gj,ij (2.64)





A nova equação, depois de ter os componentes de deslocamentos expressados em
termo do vetor de Galerkin, é desassociada. Isso é evidente pela presença de somente
um termo livre i. O operador que o vetor de Galerkin está submetido é um operador
bi-harmônico que é amplamente estudado em análise (ZWILLINGER, 1998).
Considerando o carregamento como uma força pontual, visto que se procura a
solução fundamental, obtém-se:
Gi,jjkkµ+ ∆(p,Q)ei = 0. (2.66)
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onde r(p,Q) é a distância entre o ponto fonte p e o ponto fonte Q. Substituindo a






[(3− 4ν)δij + r,i(p,Q)r,j(p,Q)], (2.68)
onde Uij(p,Q) representa o deslocamento num ponto Q na direção j devido a um
carregamento pontual na direção i num ponto p.
A equação (2.61) relaciona a tensão com o deslocamento e com ela pode-se transfor-




8pi(1− ν)r2(p,Q)r,n[(1− 2ν)δij + 3r,i(p,Q)r,j(p,Q)]
− (1− 2ν)[r,j(p,Q)ni − r,i(p,Q)nj] (2.69)
onde o termo nj denota as componentes da normal no ponto campo Q e Tij(p,Q)
representa a força de superfície num ponto Q na direção j devido a um carregamento
pontual na direção i num ponto p.
As soluções fundamentais bidimensionais são obtidas de maneira análoga. O vetor





e soluções fundamentais de deslocamento e forças de superfície, para estado plano de
deformação, são dadas por:
Uij(p,Q) =
1
8µpi(1− ν) [(3− 4ν) log(1/r)δij + r,ir,j] (2.71)
Tij(p,Q) =
−1
4pi(1− ν)rr,n[(1− 2ν)δij + 2r,ir,j] +
(1− 2ν)
4pi(1− ν)r [r,jni − r,inj]. (2.72)
As soluções fundamentais dependem somente de propriedades materiais e da dis-
tância entre pontos fonte e campo e, portanto, podem ser facilmente calculadas. A



















Figura 2.3: Alteração da geometria para consideração da singularidade no contorno
contém apenas termos presentes no contorno com exceção do primeiro termo que con-
siste num ponto fonte dentro do domínio. Para que todas as grandezas estejam no
contorno, o ponto fonte p também tem de estar no contorno e será chamado agora de
P . Devido à presença de funções singulares nas soluções fundamentais, as integrais
precisam de um tratamento especial, tanto em duas quanto em três dimensões. Esse
tratamento consiste em dividir o domínio em duas partes: uma contendo a parte singu-
lar e outra não. A superfície alterada tem forma semicircular ou hemisférica centrada
no ponto singular P , conforme pode ser observado, no caso bidimensional, na figura
2.3.
No novo domínio em análise, o ponto fonte não está dentro do domínio o que faz com
que o primeiro termo da equação (2.59) desapareça. Essa pode ser rescrita, levando












O próximo passo é tomar o limite dessas integrais para ε → 0. As integrais de












A solução fundamental Uij(p,Q) pode ser separada em uma parte singular de ordem
log(r) e em uma parte não singular que tem limite igual a 0. Analisando primeiramente









log(ε)εdα = α lim
ε→0
(ε log ε) = 0. (2.76)
Levando esse limite em consideração e que o ponto Q tende ao ponto P a medida










log(r)dΓ = 0. (2.77)













εdα = α. (2.78)
É interessante notar que, mesmo com o limite do comprimento indo para zero, essa
integral de linha tem seu limite diferente de zero. Isso ocorre somente porque a integral é
singular e é calculada no sentido do valor principal de Cauchy. Na solução fundamental,
o núcleo singular está multiplicado por diferentes derivadas de r que alteram o valor
da integral, mas continuam sendo não-nulas.
Considerando esse limite não-nulo e o fato que o ponto Q tende ao ponto P a












dΓ = CijUj(P ). (2.79)
onde o termo livre Cij depende da geometria do problema e para pontos suaves é igual
a 1
2
δij, como foi mostrado detalhadamente para o caso potencial na seção anterior. A










Essa é a equação normalmente usada no MEC mesmo com suas integrais sendo singula-
res. Uma alternativa é usar a hipótese de deslocamento de corpo rígido. Essa hipótese
assume que o corpo está livre de forças de superfície se todos seus pontos tiverem os
mesmos deslocamentos. Nessa situação a equação (2.80) se reduz a:




Substituindo esse resultado na equação anterior, obtém-se:∫
Γ




Essa equação é conhecida como uma equação auto-regularizada (RICHARDSON; CRUSE,
1999). Nesse tipo de equação, somente integrais fracamente singulares tem de ser cal-
culadas, evitando a avaliação das integrais no valor principal de Cauchy ou na parte
finita de Hadamard. Esse processo de regularização não modifica o significado da equa-
ção integral de contorno original, uma vez que trata-se apenas de uma manipulação
algébrica da mesma (CRUSE; RICHARDSON, 1996).
2.4 Discretização
O objeto de análise desse trabalho é a formulação isogeométrica. No entanto, tam-
bém é importante mostrar o funcionamento do método convencional pois o mesmo será
usado em comparações com os resultados produzidos pelas formulações apresentadas
neste trabalho. O contorno Γ, que delimita o domínio Ω do problema apresentado na
figura 2.1, é dividido em um número finito M de segmentos, denominados elementos
de contorno. O contorno real é portanto substituído por um contorno aproximado,
quando trata-se do método convencional, baseado em esquemas de interpolação previ-
amente definidos. Da mesma forma, as grandezas do contorno (deslocamentos e forças
de superfície) são aproximadas por funções de interpolação definidas em termos de seus
valores nodais no contorno.
Os elementos de contorno podem ser contínuos ou descontínuos e ter diferentes es-
quemas de interpolação como, por exemplo, constantes, lineares, quadráticos, cúbicos
e quárticos. Para o caso bidimensional a interpolação das variáveis desconhecida se dá
ao longo de uma curva. Assim, as funções de interpolação, ou funções de forma, são
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polinômios de um parâmetro apenas. No caso tridimensional, as funções de forma irão
depender de dois parâmetros distintos por se tratar de uma superfície. Os deslocamen-
tos, forças de superfície e coordenadas do contorno, em duas dimensões, são descritos
portanto pelas seguintes relações:



















onde uik , tik, xik são, respectivamente, os valores do deslocamento, força de superfície
e coordenadas dos pontos nodais do contorno. O parâmetro m presente no somatório
corresponde ao número de pontos nodais do elemento assumindo os valores 2, 3, 4 e 5
para elementos lineares, quadráticos, cúbicos e quárticos, respectivamente. Na equação
(2.83), Ni representa as funções de interpolação em termos da coordenada intrínseca ξ
no caso 2D e das coordenadas ξ e η no caso 3D.
Com intuito de possibilitar a avaliação numérica das integrais presentes nas equa-
ções integrais de contorno, faz-se necessária a transformação das coordenadas carte-
sianas globais dos elementos em coordenadas adimensionais locais. As coordenadas
cartesianas dos nós dos elementos são parametrizadas em coordenadas adimensionais
que assumem valores entre -1 e 1, o que possibilita a utilização imediata da quadra-
tura de Gauss padrão. O jacobiano da transformação de coordenadas adimensionais












e em três dimensões por:
J(ξ, η) = ‖xi,ξ × xj,η‖ (2.85)
Uma atenção especial deve ser dada às junções entre elementos quando da discreti-
zação do contorno do problema. As componentes do deslocamento tem valores únicos
nas interseções entre elementos. Entretanto, o mesmo não pode ser assegurado para
as componentes da força de superfície. Podem existir descontinuidades na força de
superfície em pontos onde a normal ao contorno não seja única (figura 2.4). Mesmo
em partes suaves do contorno, a força de superfície pode apresentar descontinuidades
(figura 2.5), o que não é raro ocorrer em casos práticos. O algoritmo do MEC imple-





Figura 2.4: Descontinuidade da normal no contorno
elemento 1 elemento 2
Figura 2.5: Descontinuidade da força de superfície
utilizando um único nó nas junções entre elementos. É possível prescrever diferentes
valores de força de superfície nos elementos anterior e posterior ao nó compartilhado.
Pode-se ainda prescrever a força de superfície na extremidade de um elemento e o
deslocamento na extremidade do outro elemento. Deve-se apenas manter a relação de
uma incógnita por nó.
A forma discretizada em termos de deslocamentos é obtida com base na equação
















sendo M o número de elementos, Γi o contorno do elemento i.
Quando o ponto de integração está sobre o elemento a ser integrado, a primeira
integral da equação (2.86) se torna fortemente singular e a segunda integral fracamente
singular. Devido à presença do núcleo fortemente singular, a primeira integral na
equação (2.86) deverá ser interpretada no sentido do valor principal de Cauchy. A
segunda integral por sua vez não necessita de interpretação especial. Entretanto, deve-
se tomar cuidado no sentido da correta avaliação desta integral, tendo em vista a
natureza logarítmica da solução fundamental.
A avaliação numérica da primeira integral da equação (2.86) pode ser feita através
de esquema de quadratura de Gauss padrão, exceto para o elemento que contém o ponto
fonte, que deverá ser avaliada de forma diferenciada. Essa integral pode ser calculada
por meio de uma expansão assintótica (GUIGGIANI et al., 1992), considerações de
deslocamento de corpo rígido (BREBBIA, 1982) ou uma integração numérica especial
(KUTT, 1975). Enquanto a integral singular do lado direito pode ser calculada através
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de integração logarítmica ou através da transformação proposta por (TELLES, 1987).
Uma alternativa para se evitar a presença de integrais singulares na formulação padrão
é a utilização de pontos de colocação fora do domínio.
A equação (2.86) pode ser aproximada usando a interpolação desejada e escrita em












































































onde H ′ij e Gij são as integrais da equação (2.89). Fazendo
Hij = H
′
ij + Cij (2.91)
nas entradas relativas ao ponto fonte, torna-se possível realizar a colocação em todos
os nós do contorno e obter um sistema com N equações, onde N é o número de graus
de liberdade, que pode ser escrito de forma matricial por:
Hu = Gt, (2.92)
onde H e G são matrizes quadradas de tamanho N e u e t são vetores com os valores
nodais de deslocamentos e forças de superfície.
Substituindo as condições de contorno na equação matricial (2.92), obtém-se um
sistema linear que pode ser escrito como:
Ax = b, (2.93)
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onde x é o vetor que contém os deslocamentos e forças de superfície desconhecidos,
A é uma matriz de coeficientes que é cheia e não simétrica e b é obtido por meio da
multiplicação dos valores conhecidos pelas colunas correspondentes de H e G.
O sistema pode ser enfim resolvido usando um processo de solução direto ou um
iterativo. No entanto, a solução e o armazenamento da matriz A ficam caros para
problemas maiores. Na tentativa de superar esse problema, esse trabalho propõe o uso
do ACA, que será detalhado no próximo capítulo.
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3 MATRIZES HIERÁRQUICAS E
APROXIMAÇÃO CRUZADA ADAPTATIVA
3.1 Introdução
O método dos elementos de contorno gera matrizes cheias, o que torna problemas
de larga escala custosos tanto em custo de armazenamento quanto em tempo gasto
nas suas operações. Essas matrizes, apesar de cheias, podem ser representadas com
complexidade linear ou logarítmico-linear devido ao comportamento dos dados nelas
encontrados. Qualquer matriz pode ser aproximada por uma matriz hierárquica com
uma precisão arbitrária. Porém, para a maioria das matrizes essa aproximação terá
complexidade igual ou maior a da matriz original.
No caso do MEC, a suavidade assintótica das soluções fundamentais é condição sufi-
ciente para a existência da representação de baixo posto (BEBENDORF; RJASANOW,
2003; TYRTYSHNIKOV, 1996; GOREINOV; TYRTYSHNIKOV; ZAMARASHKIN,
1997; BEBENDORF, 2000). A singularidade está presente somente quando o ponto
fonte coincide com o ponto campo. O tempo de montagem da matriz pode ser drasti-
camente reduzido usando o ACA uma vez que apenas algumas das entradas da matriz
original precisam ser calculadas.
A ideia básica é dividir a matriz em blocos, baseados no tamanho e na distância
entre um grupo de pontos de colocação e um grupo de elementos de contorno, classi-
ficando esses blocos por representações de baixo posto ou posto cheio. Para mostrar
intuitivamente como são realizadas essas aproximações e os requerimentos que as pos-
sibilitam, será mostrado um exemplo simples como em Kurz, Rain e Rjasanow (2007).
Considere K : [0, 1] × [0, 1] → R uma função de dois escalares e A ∈ Rn×n uma
matriz cujos elementos akl são dados por:
akl = K(xk, yl) , k = 1, ..., n , l = 1, ..., n, (3.1)
com (xk, yl) ∈ [0, 1] × [0, 1]. Fica evidente que a memória necessária para armazenar
essa matriz é de ordem n2 e a quantidade de operações necessárias para realizar uma
multiplicação matriz-vetor também é n2. O crescimento quadrático dessas grandezas
torna os valores proibitivos mesmo para um n não muito grande. A alternativa proposta
é procurar uma aproximação A˜ da matriz A diminuindo a memória ocupada e realizar
as operações com a aproximação no lugar da matriz original.




≤ ε ‖A‖f , (3.2)







A escolha de valores menores de ε melhoram a aproximação enquanto aumentam o
custo computacional.
A melhor aproximação que pode ser obtida para a matriz A é calculada a partir da
sua decomposição em valores singulares. Essa decomposição reescreve a matriz pelo
produto
A = USVt, (3.4)
onde S é uma matriz diagonal n por n cujos elementos são seus valores singulares e as
colunas de U e V são os vetores singulares associados da matriz A. A aproximação
procurada descarta os menores valores singulares e seus vetores associados enquanto a
equação (3.2) estiver sendo obedecida. Essa decomposição não é usada normalmente,
uma vez que ela apresenta elevado custo: são necessárias n3 operações. Ela será usada
aqui para ilustrar o funcionamento do método, vindo a ser substituída, posteriormente,
pela ACA.
A função K, apresentada na equação (3.1), é definida como:
K(x, y) = 1/
[
α + (x− y)2] . (3.5)
Desta forma, obtém-se uma matriz A que terá um comportamento semelhante ao espe-
rado das matrizes de elementos de contorno. A função K tem uma quase singularidade
que pode ser controlada pelo parâmetro α, uma vez que ao se reduzir o valor desse
parâmetro a singularidade fica mais evidente. Esse comportamento pode ser observado
nas figuras 3.1, 3.2, 3.3 e 3.4 onde é apresentada a função K para distintos valores de
α
O domínio será divido em ambas direções em n partes iguais. A matriz A é obtida
para diferentes valores de α, 100, 10−1, 10−2 e 10−3, e de n, 100, 200, 400 e 800.
As figuras 3.5, 3.6, 3.7 e 3.8 mostram a evolução da aproximação para quantidades
diferentes de entradas. Por entradas, entende-se a quantidade de valores singulares
utilizados na aproximação. Como era esperado, ao utilizar mais valores singulares
obtém-se uma aproximação melhor e consequentemente um menor erro. Porém, é inte-
ressante observar que o comportamento se mantém o mesmo para diferentes valores de
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Figura 3.1: Função K para α = 100.
Figura 3.2: Função K para α = 10−1.
30
Figura 3.3: Função K para α = 10−2.
Figura 3.4: Função K para α = 10−3.
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n. Isso é o que torna o método eficiente para problemas de larga escala. A aproximação
precisa de n(2m+1) entradas, ondem é o número de valores singulares, para aproximar
uma matriz de tamanho n, que necessitaria de n2 entradas. E como o parâmetro m se
mantém constante, o número de entradas vai apresentar um crescimento linear onde
antes era quadrático.
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Figura 3.5: Erro na norma de Frobenius para a aproximação com SVD para n = 100.
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Figura 3.6: Erro na norma de Frobenius para a aproximação com SVD para n = 200.
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Figura 3.7: Erro na norma de Frobenius para a aproximação com SVD para n = 400.
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Figura 3.8: Erro na norma de Frobenius para a aproximação com SVD para n = 800.
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A tabela 3.1 mostra o valor de m para que se obtenha um ε menor que 10−6
e a razão entre a memória gasta pela aproximação e a gasta pela matriz original.
Nessa tabela fica evidente a economia de memória proporcionada por essa aproximação.
Nos casos onde a singularidade é mais fraca, observa-se que mesmo para matrizes
pequenas a aproximação é vantajosa. No entanto, quando a singularidade é aumentada,
esse vantagem só é observada para matrizes maiores, não sendo possível obter uma
representação com o erro requerido para n = 100 e α = 10−3.
Tabela 3.1: Memória gasta na aproximação com SVD.
α m n = 100 n = 200 n = 400 n = 800
100 7 15,000% 7,500% 3,750% 1,875%
10−1 16 33,000% 16,500% 8,250% 4,125%
10−2 47 95,000% 47,500% 23,750% 11,875%
10−3 142 não convergiu 142,500% 71,250% 35,625%
O próximo passo é subdividir a matriz A na tentativa de isolar os efeitos da singu-
laridade. Na figura 3.9 pode-se observar a divisão da matriz A em 4 partes em cada
direção. Essa divisão gera três diferentes regiões com distintos comportamentos, de
acordo com a proximidade da diagonal principal e, por consequência, da singularidade.
A tabela (3.2) contém os valores de m para diferentes graus de singularidade e com um
ε menor que 10−6.
1 2 3 3
2 1 2 3
3 2 1 2
3 3 2 1
Figura 3.9: Divisão em blocos da matriz
Agora pode-se observar claramente o efeito da singularidade na aproximação, os
blocos que estão ao longo da diagonal apresentam os maiores valores dem. Para valores
suficientemente grandes de m, trabalhar com a aproximação se torna mais caro que do
que com a matriz original. Na tabela 3.3 estão os novos valores para as razões entre as
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Tabela 3.2: Valores de m para as diferentes áreas da figura 3.9.
Área α = 100 α = 10−1 α = 10−2 α = 10−3
1 3 6 14 37
2 3 5 7 8
3 3 4 4 4
memórias. Ao comparar com a tabela 3.2, fica evidente, que quando a singularidade é
relevante, a divisão por blocos é essencial, sendo a memória reduzida em 3 vezes para
α = 10−3. No entanto, para α = 100 a divisão em blocos ocupa mais memória que a
aproximação da matriz inteira.
Tabela 3.3: Memória gasta na aproximação com a divisão em blocos da figura 3.9.
α n = 100 n = 200 n = 400 n = 800
100 17,50% 8,75% 4,38% 2,19%
10−1 28,00% 14,00% 7,00% 3,50%
10−2 47,00% 23,50% 11,75% 5,88%
10−3 94,50% 47,25% 23,63% 11,81%
Na figura 3.10 observa-se uma nova proposta na divisão por blocos da matriz. Essa
divisão só ocorre nos blocos que apresentaram um valor elevado dem, visto que somente
nesses blocos essa redivisão é vantajosa, como pôde ser observado na comparação entre
as tabelas 3.2 e 3.3 para α = 100.












Figura 3.10: Redivisão em blocos da matriz
Na tabela 3.4 estão listados os valores de m encontrados para as diferentes áreas
da figura 3.10. A redivisão se mostra eficaz em reduzir o valor de m para α = 10−2
e α = 10−3. Essa redução resultará em uma significativa economia de memória como
pode ser observado na tabela 3.5.
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Tabela 3.4: Valores de m para as diferentes áreas da figura 3.10.
Área α = 100 α = 10−1 α = 10−2 α = 10−3
1 3 4 8 19
2 3 4 6 7
3 3 5 7 8
4 3 4 4 4
Tabela 3.5: Memória gasta na aproximação com a divisão em blocos da figura 3.10.
α n = 100 n = 200 n = 400 n = 800
100 16,63% 8,31% 4,16% 2,08%
10−1 22,88% 11,44% 5,72% 2,86%
10−2 31,38% 15,69% 7,84% 3,92%
10−3 44,63% 22,31% 11,16% 5,58%
Esse exemplo ilustra bem o poder do método para matrizes com singularidades na
diagonal. As comparações dessa seção foram feitas em relação a memória gasta, mas o
custo de operação, utilizando a aproximação e a matriz padrão, pode ser analisado da
mesma maneira e os resultados obtidos serão similares aos apresentados.
No entanto, o exemplo trabalha com uma distribuição uniforme de pontos. Se
considerarmos x e y como pontos fonte e campo, respectivamente, este exemplo corres-
ponde a uma malha retilínea de pontos (problema unidimensional). Essa distribuição
não é a esperada no MEC visto que somente o contorno é discretizado e este contorno
estará em mais de uma dimensão podendo, inclusive, ser curvo. Além disso, a ma-
triz foi decomposta em seus valores singulares (singular value decomposition - SVD)
e a decomposição SVD não é uma técnica viável para problemas reais devido ao seu
alto custo de processamento. Nas próximas seções serão apresentados a Aproximação
Cruzada Adaptativa (ACA) como alternativa à decomposição SVD e um método de
clusterização hierárquica para tratar uma distribuição qualquer de pontos.
3.2 Matrizes de baixo posto
O posto de uma matriz A é o número de linhas ou colunas linearmente indepen-
dentes de A. Uma matriz A ∈ Rn×m de posto k pode ser escrita por um produto
diádico:
A = UV, (3.6)
onde U ∈ Rn×k e V ∈ Rk×m. Essa representação é exata e precisa de k(m+n) entradas






Figura 3.11: Aproximação de baixo posto: algumas entradas da matriz original representam
o bloco inteiro.
Outra vantagem é quando se faz uma multiplicação matriz-vetor (HACKBUSCH;
NOWAK, 1989):
Ax = UVx = U(Vx). (3.7)
Agora, em vez de serem necessárias 2mn operações aritméticas, são necessárias 2k(m+
n) − k operações para realizar essa multiplicação. Para baixos valores de k, essa
representação será vantajosa. Porém, ao se considerar uma matriz de posto completo
(k = n), observa-se que a representação por um produto diádico ocupará o dobro de
memória. Portanto, a matriz A é considerada de baixo posto quando:
k(m+ n) < mn. (3.8)
Essa é condição suficiente para que essa representação seja vantajosa. Matrizes que
tem um posto muito menor que as suas dimensões são a base da eficiência das matrizes
hierárquicas.
3.2.1 Aproximação Cruzada
Goreinov, Tyrtyshnikov e Zamarashkin (1997) apresentaram uma alternativa à de-
composição SVD sobre o nome de aproximação esqueleto. O método consiste em dois
passos:
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• Encontra-se o par de índices (i∗, j∗) de maior valor, em módulo, da matriz.
• calcula-se os vetores Ui,1 = Ai,j∗ e V1,j = Ai∗,j/Ai∗,j∗ .
A matriz A˜ = UV é a aproximação de posto 1 que era procurada. Para encontrar
uma aproximação de posto k deve-se repetir esses dois passos k vezes ao resto A− A˜
acrescentando, a cada passo, uma coluna à matriz U e uma linha a matriz V. Essa
aproximação representa exatamente uma matriz de posto k em k passos.
Uma alternativa é usar um pivotamento parcial onde não é necessário conhecer a
matriz inteira previamente nem procurar os índices (i∗, j∗) em toda a matriz. A escolha
dos índices é feita ao longo de um índice fixo, ou seja, o elemento máximo é obtido em
apenas uma coluna ou linha.
O algorítimo 3.1 mostra o procedimento completo para a aproximação cruzada
parcialmente pivotada. Nele o operador : representa todas as entradas naquela direção
e max uma função que retorna o valor máximo e a posição no vetor desse valor. A
condição abs(amax) < 10−12 apresenta um problema para matriz esparsas, como as
posições não-nulas não são previamente conhecidas, o método é obrigado a encontrar
todas essas posições, o que torna essa técnica inutilizável nesses tipos de matrizes.
Entretanto, para a maioria das matrizes do MEC o método pode ser utilizado com
sucesso pois as mesmas são, quase sempre, cheias. A matriz H, por possuir na sua
formulação um produto escalar entre dois vetores, terá blocos de zeros quando estes
vetores forem ortogonais. Este problema será tratado mais adiante nesse capítulo.
3.2.2 Aproximação Cruzada Adaptativa
Outra alternativa é a aproximação cruzada adaptativa. Essa variação determina o
posto k adaptativamente com uma precisão ε. Uma boa heurística é estimar o erro
‖A − A′‖ por uma aproximação de posto um. Em cada passo é justamente uma
aproximação de posto um que é calculada, portanto pode-se estimar que:
‖A−A′k‖ . ‖A−A′k−1‖ ≈ ‖A′k −A′k−1‖ = ‖anbn‖. (3.9)
onde an e bn são o vetor e coluna gerados no passo n do método.
Portanto, o erro relativo, utilizado no algorítimo, pode ser estimado usando a norma




Usando o algorítimo 3.2, a matriz a ser aproximada não precisa ser calculada previ-
amente: somente as colunas e linhas necessárias para a aproximação serão calculadas.
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Algorítimo 3.1 Aproximação cruzada parcialmente pivotada
calcule a primeira linha a da matriz A
V(1, :) = a
[amax, im] = max(a)
calcule a coluna b relativa a im
U(:, 1) = b/amax
A′ = UV
nA = ‖A′‖
an = V(1, :)
bn = U(:, 1)
[ , im] = max(bn)
for i=1:k-1 do
i = i+ 1
calcule a linha a relativa a im
a = a−U(im, :)V(1 : i− 1, :)
V(i, :) = a
[amax, im] = max(a)
if |amax| < 10−12) then
if todas as linhas já tiverem sido usadas then
break
else




calcule a coluna b relativa a im
b = b−U(:, 1 : i− 1)V(1 : i− 1, :)
U(:, i) = b/amax
[ , im] = max(b)
an = V(i, :)
bn = U(:, i)
end for
39
Tanto os requerimentos de memória quanto o número de operações são de ordem linear
nesse algorítimo.
Algorítimo 3.2 ACA parcialmente pivotado
calcule a primeira linha a da matriz A
V(1, :) = a
[amax, im] = max(a)
calcule a coluna b relativa a im
U(:, 1) = b/amax
A′ = UV
nA = ‖A′‖
an = V(1, :)
bn = U(:, 1)
[ , im] = max(bn)
i = 1
while ‖anbn‖ > nAε do
i = i+ 1
calcule a linha a relativa a im
a = a−U(im, :)V(1 : i− 1, :)
V(i, :) = a
[amax, im] = max(a)
if |amax| < 10−12) then
if todas as linhas já tiverem sido usadas then
break
else




calcule a coluna b relativa a im
b = b−U(:, 1 : i− 1)V(1 : i− 1, :)
U(:, i) = b/amax
[ , im] = max(bn)
an = V(i, :)
bn = U(:, i)
end while
Em Bebendorf (2000), Bebendorf e Rjasanow (2003) encontra-se provas da conver-
gência do ACA para o caso onde a matriz tenha como origem funções suaves em pontos
do domínio. A hipótese de distribuição dos pontos não leva em consideração que no
MEC a discretização está contida apenas no contorno. Esse detalhe pode vir a causar
problemas na convergência do método como pode ser mostrado no exemplo a seguir.
Na figura 3.12 observa-se quatro distintas áreas ao longo de um canto e o bloco
criado com as áreas 1 e 2 como pontos fonte e as áreas 3 e 4 como pontos campo. No
caso onde a solução fundamental possui um produto interno do vetor raio com o vetor












Figura 3.12: Configuração que causa problemas no ACA e a matriz resultante
onde a normal é perpendicular ao vetor raio.
Considere o uso do algorítimo 3.2 nessa situação começando com um índice per-
tencente a área 1. Logo todas as entradas relativas a área 4 serão iguais a 0 pois os
vetores raio (que liga o ponto fonte ao ponto de integração) e a normal à superfície
são ortogonais. Portanto, o máximo dessa linha estará na área 3 e o índice da coluna
também. O produto interno terá entradas não nulas somente quando essas pertence-
rem as áreas 1 e 3. Esse comportamento se repete nos passos seguintes fazendo com
que o método não enxergue o segundo bloco com as áreas 2 e 4. Consequentemente,
o algorítimo converge para uma aproximação com erro alto cujo o estimador de erro
usado tem valor abaixo do procurado.
3.2.3 Aproximação Cruzada Adaptativa modificada
Na seção anterior observou-se, por meio de um contra-exemplo, que a utilização da
ACA na montagem de matrizes de influência do MEC não é aconselhável.
Uma grande vantagem da ACA é ela poder funcionar em modo caixa-preta. Uma
vez conhecida a localização das funções de base, o procedimento de montagem das
matrizes não precisa ser conhecido. Em Börm e Grasedyck (2005) observa-se uma
alternativa interessante que utiliza um processo interpolador criando uma abordagem
híbrida. Apesar de não apresentar os problemas de convergência da ACA, essa abor-
dagem perde a grande vantagem de poder trabalhar em modo caixa-preta.
Uma variação da ACA, conhecida como ACA+ e apresentada primeiramente em
Grasedyck (2005), propõe uma modificação da estratégia de pivotamento com o obje-
tivo de superar as situações onde a ACA padrão falha.
Esse método se diferencia por utilizar colunas e linhas de referência antes de calcular
as entradas que serão usadas na aproximação. A coluna de referência é escolhida contra-
intuitivamente pela entrada de menor valor da linha. Essa escolha garante que cada
bloco não-nulo seja intersectado por uma linha ou coluna de referência.
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O pivotamento é, então, definido com base nas informações obtidas nos vetores
de referência, que pode ser observado no algorítimo 3.3. Esse algorítimo produz uma
aproximação de posto um. No próximo passo, os vetores de referência podem ser apenas
atualizados, sendo somente necessário determinar novos quando os mesmos tiverem sido
usados como os próprios vetores da aproximação.
Algorítimo 3.3 ACA parcialmente pivotado modificado
ia = 1
calcule a linha aref relativa a ia
[arefmin, ib] = min(a
ref )
calcule a coluna bref relativa a ib
[arefmax, ii] = max(a
ref )
[brefmax, ij] = max(b
ref )
if arefmax > brefmax then
calcule a coluna b relativa a ii
U(:, 1) = b
[bmax, ij] = max(b)
calcule a linha a relativa a ij
V(1, :) = a/bmax
else
calcule a linha a relativa a ij
V(1, :) = a
[amax, ii] = max(a)
calcule a coluna b relativa a ii
U(:, 1) = b/amax
end if
A′ = UV
Apesar de não haver uma prova de convergência da ACA+, ou para alguma ou-
tra técnica de pivotamento parcial, ele tem o seu funcionamento comprovado para as
aplicações desse trabalho.
3.3 Clusterização hierárquica
Na seção anterior foi mostrado que matrizes de baixo posto podem ser representadas
eficientemente por um produto diádico, com uma aproximação podendo ser obtida
facilmente pela ACA. Entretanto, dificilmente se encontra matrizes globalmente de
baixo posto, o que torna necessária a divisão em blocos como pôde se observar no
exemplo introdutório.
Para se realizar a divisão em blocos da matriz, o primeiro passo é construir uma
partição hierárquica dos pontos envolvidos na discretização. Existem diversos métodos
que se propõem a realizar essa partição. Nesse trabalho será utilizada uma árvore
binária. A árvore é composta de nós. O primeiro nó é conhecido como raiz e contém
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todos os pontos analisados. A partir da raiz os pontos são divididos e dois novos nós
são criados. Esse processo, de divisão em dois nós, é repetido até que se atinja um
número preestabelecido de pontos dentro de todos nós. O último nó da árvore, aquele










Figura 3.13: Árvore binária
Para se realizar a divisão do nó em seus filhos, o algorítimo 3.4 será utilizado.
Algorítimo 3.4 Divisão binária
XG = média(x)
C = covariância(x)
[eigval, eigvec] = eig(C)
[ , ind] = max(eigval)
for cada ponto xi do






O algorítimo 3.4 usa a análise dos componentes principais (PCA) para encontrar a
direção da divisão. A PCA é um método estatístico linear que encontra os autovalores
e autovetores da matriz de covariância dos dados e, com esse resultado, pode-se reali-
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zar a redução dimensional dos dados e analisar os padrões principais de variabilidade
presentes.
Ao se calcular o autovetor relacionado ao maior autovalor, se obtém a direção
na qual o nó tem a maior variabilidade e, por consequência, a maior extensão. Ao
usar (xi − XG)eigvec(ind) = 0 para separar os pontos, se garante que o plano de
separação é perpendicular a esse autovetor e que passa pelo centro do nó. Ao utilizar
esse algorítimo, se espera obter uma divisão mais representativa do que uma onde
simplesmente se divide o nó na metade de uma das suas componentes, uma vez que a
divisão se dá sempre na direção de maior extensão.
Mesmo criando a árvore, o processo de divisão em blocos não está finalizado. Cada
bloco da matriz é o resultado da interação entre dois nós da árvore. O algorítimo 3.5 faz
o pareamento dos diferentes nós de maneira eficiente, garantindo que os maiores blocos
possíveis, obedecendo a condição de admissibilidade, formem a matriz completa. Esse
conjunto de blocos, compostos de matrizes aproximadas pela ACA e matrizes cheias,
é chamado de matriz hierárquica.
Algorítimo 3.5 Divisão em blocos
l1 = [0] . as listas iniciais contém somente a raiz
l2 = [0]
c = 0
while número de elementos de l1 > c do
if Condição de admissibilidade entre l1(c) e l2(c) then
o par l1(c) e l2(c) é um bloco de baixo posto
else
if ambos os nós são folhas then
o par l1(c) e l2(c) é um bloco de matriz cheia
else
if o primeiro nó contém mais elementos que o segundo then
adiciona os dois filhos de l1(c) em l1
adiciona duas vezes l2(c) em l2
else
adiciona duas vezes l1(c) em l1




c = c+ 1
end while
A condição de admissibilidade é o que garante a qualidade das aproximações cal-
culadas. A ideia é assegurar que os nós de um bloco não se aproximem, de maneira a
evitar que a singularidade do MEC influencie os blocos que forem aproximados. Isso
certifica que as submatrizes desses blocos são de baixo posto, possibilitando, assim, sua
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aproximação. Um bloco é considerado admissível se seus nós Cl1 e Cl2 obedecerem:
min(diam(Cl1,Cl2)) ≤ η‖(Cl1,Cl2)‖, (3.11)
onde η é o parâmetro que define o quão separados os nós tem que estar. Com η = 1 os
nós poderiam se tangenciar e para η = 0 a condição nunca seria atingida, pois os nós
nunca estariam suficientemente afastados. Portanto, η só pode assumir valores entre 0
e 1.
Calcular o diâmetro de um conjunto de pontos e a distância entre conjuntos resulta
em um esforço computacional alto porém desnecessário uma vez que aproximações
simples e ainda mais restritivas podem ser facilmente obtidas. Por exemplo, pode-se
usar:
diam(Cl1) ≤ 2max(XG1 − x1), (3.12)
diam(Cl2) ≤ 2max(XG2 − x2),
dist(Cl1,Cl2) ≤ ‖x1 − x2‖ − 1
2
(diam(Cl1) + diam(Cl2)),
onde XG é o centro do nó calculado no algorítimo 3.4.
3.4 Solução do sistema linear
Ao escrever a matriz de maneira hierárquica, não é interessante usar um método de
solução direto, uma vez que ao fazê-lo não se mantém a economia de memória gerada
ao utilizar essa representação. Ao usar um método iterativo, pode se fazer uso das
operações matriciais aceleradas. A operação de maior relevância no contexto do MEC
é multiplicação matriz-vetor. Essa operação é a base dos métodos iterativos utilizadas
na solução do sistema linear, sendo ela a operação de maior custo. A representação
da matriz por um produto diádico faz com que as operações matriciais tenham de ter
um tratamento distinto. Grasedyck e Hackbusch (2003) e Bebendorf (2008) detalham
todas as operações envolvendo as matrizes hierárquicas.
A multiplicação de uma matriz hierárquica e um vetor consiste em multiplicar cada
bloco da matriz pelo subvetor correspondente às colunas daquele bloco. Se o bloco
for admissível, essa multiplicação é otimizada e é calculada pela equação (3.7). Se o
bloco não for admissível, essa multiplicação é calculada por meio de uma multiplicação
matriz-vetor padrão. Essa é uma operação que não envolve nenhuma aproximação,
obtendo o resultado exato da multiplicação.
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3.4.1 O método dos resíduos mínimos generalizados (GMRES)
A operação de multiplicação matriz-vetor é a que gera maior impacto na solução do
sistema quando métodos iterativos são utilizados. Nesta tese, o método dos resíduos
mínimos generalizados (GMRES) foi o método escolhido para a solução do sistema
linear. O método, inicialmente proposto por Saad e Schultz (1986), aproxima a solução
iterativamente em um subespaço de Krylov com resíduo mínimo. A iteração de Arnoldi
é usada para formar a base para o subespaço de Krylov.
Considerando um sistema linear:
Ax = b, (3.13)
onde A é uma matriz n× n, b um vetor conhecido e x um vetor desconhecido.
O procedimento se inicia com uma estimativa inicial x0 que produz um resíduo que
pode ser facilmente obtido por:
r0 = b−Ax0. (3.14)
Na iteração m a solução aproximada é dada por:
xm = x0 +Vmy, (3.15)
onde y é um vetor e Vm é uma base para o subespaço de Krylov de ordem m definido
como:
κm = {r0,Ar0, ...,Am−1r0} (3.16)
O GMRES aproxima a solução exata pelo vetor xm que minimiza a norma do resíduo
rm = b −Axm. Os vetores r0,Ar0, ...,Am−1r0 são quase linearmente dependentes e,
por isso, a iteração de Arnoldi é utilizada no GMRES para obter vetores ortonormais:
v1,v2, ...,vm. (3.17)
O processo de Arnoldi também produz uma matrix superior de Hessenberg, H˜m,
que satisfaz a relação:
AVm = V
m+1H˜m (3.18)
Com isso o resíduo na iteração m pode ser escrito como:
rm = b−AXm = b−A(X0 +VmY ) = r0 −AVmy = r0 −Vm+1H˜my (3.19)
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A aproximação é então obtida encontrando um valor de y que minimize a norma
do resíduo e substituindo na equação (3.15). O algorítimo GMRES tem a propriedade
que a norma do resíduo pode ser computada sem que a iteração tenha sido formada,
ou seja, tem-se o cálculo a priori do erro. Logo, a ação custosa de formar a iteração
pode ser adiada até que a norma do resíduo seja considerada pequena o suficiente.
O GMRES padrão tem um sério problema: a quantidade de trabalho computacional
e memória utilizada aumenta linearmente a cada iteração. O custo se torna rapida-
mente proibitivo, a não ser que a convergência seja extremamente rápida. A maneira
padrão de lidar com esse problema é reiniciar a iteração. Depois de um número pré-
definido de passos, os dados acumulados são eliminados e os resultados intermediários
são usados como uma nova estimativa inicial. Esse procedimento é repetido até que a
convergência seja alcançada. A dificuldade está em escolher um valor apropriado para
quantidade de passos. Se esse número for pequeno demais, o GMRES pode convergir
vagarosamente ou falhar completamente. Um valor muito grande envolve um custo
elevado.
A escolha de um parâmetro de recomeço ainda é motivo de pesquisa e não se tem um
consenso de como realizá-la. Em Joubert (1994), Vorst e Vuik (1993), Saad e Schultz
(1986) observa-se que para valores grandes do parâmetro há uma melhora na conver-
gência do método. No entanto, em Eiermann, Ernst e Schneider (2000), Embree (2003)
ficou evidente que valores menores do parâmetro podem resultar em menos iterações
para alguns problemas. Esse resultado mostra como é difícil definir um valor para esse
parâmetro. Usualmente se procura escolher previamente um valor que balanceie as
propriedades de boa convergência tipicamente associadas com valores grandes do parâ-
metro e a redução do custo computacional resultante de um valor menor. No entanto,
algumas propostas vem sendo apresentadas para definir o parâmetro de recomeço adap-
tativamente devido a diferentes razões (BAKER; JESSUP; KOLEV, 2009; BAKER;
JESSUP; MANTEUFFEL, 2005; ZHANG; NODERA, 2005; HABU; NODERA, 2000;
SOSONKINA et al., 1998). Em Baker, Jessup e Kolev (2009) uma estratégia de de-
finição do parâmetro de recomeço simples é apresentada levando em conta a natureza
cíclica da direção do vetor residual. Essa técnica se mostrou consistentemente mais
eficiente do que utilizar um parâmetro pré-definido e por isso foi utilizada nesse traba-
lho. Uma apresentação completa e detalhada do método GMRES foge do escopo dessa
tese. Para um maior detalhamento sugere-se consultar Merkel et al. (1998), Leung e
Walker (1997) para a formulação padrão do método e Baker, Jessup e Kolev (2009)
para a modificação utilizada.
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4 CURVAS E SUPERFÍCIES NURBS
4.1 Introdução
As discretizações usualmente utilizadas em problemas de engenharia não possuem
continuidade na derivada da variável principal ao longo de elementos distintos. Esse
comportamento é esperado visto que suas funções de forma tem seu comportamento
definido por trechos e isso introduz mais uma fonte de erro ao processo.
Os métodos mais populares para se preservar essa derivada é a utilização de splines
em seus diversos tipos: Overhauser, Bezier, B-splines, Non Uniform Rational Basis
Splines (NURBS), T-splines e PHT-splines. As NURBS para problemas de elasticidade
bidimensional foram apresentados pela primeira vez por Simpson et al. (2012), Simpson
et al. (2013).
As funções de forma lagrangianas usuais não são capazes de descrever geometrias
mais complexas exatamente. Enquanto as NURBS conseguem representar, exatamente,
seções cônicas, incluindo, círculos, hipérboles, elipses e parábolas. Usar a representação
analítica no MEC acarreta, para geometrias complexas, em uma precisão maior para
um mesmo número de elementos. As NURBS são mais adequadas para representar as
geometrias e podem também ser adequadamente usadas para aproximar as variáveis
de campo.
No MEC, a grande vantagem de usar as mesmas funções que descrevem a geome-
tria para aproximar as variáveis de campo é não ter que criar uma malha específica: a
mesma discretização usada no modelo geométrico, gerada nos programas de modela-
gem, também será usada pelo MEC.
4.2 Curvas de Bézier
Pierre Bézier desenvolveu curvas e superfícies de forma livre, que ficaram conhecidas
pelo seu nome, para o design de automóveis enquanto trabalhava na Renault. Usando




BiJn,i(t), 0 ≤ t ≤ 1 (4.1)
onde os coeficientes Bi são chamados de pontos de controle, que formam o polígono de








Figura 4.1: Curva de Bézier
Uma curva de Bézier de ordem n = 3 e seu polígono de controle podem ser obser-
vados na figura 4.2. As propriedades mais importantes dessa curva são:
• O número de pontos de controle menos um é o grau do polinômio definido pela
curva.
• A curva começa no primeiro ponto de controle e termina no último.
• Os vetores tangentes, no final e no início da curva, coincidem com os segmentos
do polígono de controle.
• A curva está sempre contida na envoltória complexa dos pontos de controle.
• A curva não é afetada por uma transformação afim.
• Cada ponto da curva é calculado como uma soma ponderada de todos os pontos de
controle. Logo, uma mudança de um ponto de controle afeta a curva globalmente.
4.3 B-splines
As B-splines são uma forma generalizada das curvas de Bézier. Uma B-spline é
composta de uma ou mais curvas de Bézier com um mecanismo de continuidade entre
os segmentos. Cada ponto de controle define e influencia apenas um segmento da curva




BiNi,k(t), tmin ≤ t ≤ tmax, 2 ≤ k ≤ n+ 1 (4.3)
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onde Bi são os pontos de controle e Ni,k são as funções de base de ordem k e grau k−1.
Essas funções não são definidas explicitamente e são calculadas recursivamente por:
Ni,1(t) =
{
1 se ui ≤ t < ui+1




ui+k−1 − ui +
(ui+k − t)Ni+1,k−1(t)
ui+k − ui+1 (4.5)
onde ui são os valores do vetor de nós U . O vetor U é uma série de parâmetros reais
crescentes e tem uma forte influência nas funções de base de uma B-spline. O número
de intervalos no vetor U define o número de segmentos na curva. Cada segmento sofre
influência de k pontos de controle. Cada vez que o parâmetro t entra em um novo
segmento, um novo ponto de controle se torna ativo, enquanto um ponto antigo é
descartado. O número de nós, m, o número de pontos de controle, k, e a ordem da
curva, n , estão relacionados por:
m = k + n+ 1 (4.6)
Nós consecutivos podem ter o mesmo valor. Quando isso ocorre, o segmento relativo
àqueles nós tem comprimento igual a zero. Consequentemente, dois pontos de controle
são ativados ao mesmo tempo, e dois são desativados. Isso altera a continuidade de
uma curva anteriormente suave. A quantidade de nós coincidentes é conhecida como
um nó com certa multiplicidade. A multiplicidade de um nó é limitada à ordem da
curva, uma vez que uma multiplicidade maior acarretaria em uma curva descontínua
e pontos de controle inutilizados. Nas figuras 4.2, 4.3, 4.4 e 4.5 pode-se observar a
B-spline quadrática, seus segmentos e as funções de base para dois valores distintos de
U: U1 =
[








Figura 4.2: B-spline e seus segmentos para para U1
Figura 4.3: Funções de base da B-spline para U1
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Figura 4.4: B-spline e seus segmentos para para U2
Figura 4.5: Funções de base da B-spline para U2
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Pode-se observar claramente o efeito do vetor U. Ao inserir uma multiplicidade
de ordem 3 no início da curva, ocorre uma mudança nas funções de base e o primeiro
ponto de controle passa a fazer parte da curva. Cada segmento dessa curva poderia
ser representado por uma curva de Bézier, porém seriam necessários três vezes mais
pontos de controle. As propriedades mais importantes dessa curva são:
• A soma das bases para qualquer valor de t é igual a 1.
• As bases são sempre maiores ou iguais a zero.
• O grau da curva é um a menos que a ordem da curva. A ordem da curva não
pode ser maior que o número de pontos de controle.
• A curva está sempre contida na envoltória convexa dos pontos de controle.
• A curva não é afetada por uma transformação afim.
• Cada ponto da curva é calculado como uma soma ponderada de parte dos pontos
de controle. Logo, uma mudança de um ponto de controle afetará a curva apenas
localmente.
4.4 B-splines racionais não uniformes (NURBS)
Em uma NURBS, um peso é associado à cada ponto de controle. Caso todos os pesos
tenham o mesmo valor, a curva é, na realidade, uma B-spline. A maior vantagem de se
trabalhar com as NURBS é representar exatamente círculos, seções cônicas e objetos de
forma livre. Esse foi o maior motivo dessa representação ter sido amplamente adotada
na indústria.
A maneira mais conveniente de se representar uma NURBS é usando coordenadas
homogêneas. Esse sistema de coordenadas adiciona mais uma dimensão aos pontos de






onde Bh é o ponto de controle no sistema de coordenadas homogêneo. A equação (4.3)
é, então, aplicada da mesma maneira que nas B-splines, resultando em uma B-spline
que se encontra no sistema de coordenadas homogêneas. Para se obter a NURBS, se
realiza a projeção dessa curva no plano w = 1. Um ponto na projeção é obtido a partir










Esse processo pode ser observado na figura 4.6.
Figura 4.6: NURBS em coordenadas homogêneas.









onde Ri,k(t) é a função de base racional.
Apesar de também existir uma equação recursiva para as NURBS, essa não é ma-
neira usual pela qual os programas comerciais calculam a curva. Estas usam, normal-
mente, as coordenadas homogêneas.
As NURBS são uma generalização da B-spline substituindo a base polinomial por
uma razão de polinômios. Por essa razão, suas características são basicamente as
mesmas.
4.4.1 Derivadas NURBS
As derivadas das funções de base são grandezas importantes no MEC. Como na
análise isogeométrica as funções de base são as mesmas das NURBS, é essencial poder
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calculá-las.
As derivadas das funções de base das B-splines, apresentada na equação (4.3),







ti+k+1 − ti+1Ni+1,k−1(t). (4.10)












ti+k+1 − ti+1 (Bi+1 −Bi). (4.12)
Portanto, fica claro que a derivada de uma B-spline, de ordem k, também é uma
B-spline, porém de ordem k − 1, e com novos pontos de controle Qi. Essa é uma
propriedade muito interessante que possibilita que o mesmo tratamento realizado nas
curvas seja utilizado nas suas derivadas.
Como a primeira derivada de uma B-spline é outra B-spline, pode-se aplicar esse
técnica recursivamente para obter as derivadas de maior ordem sem maiores dificulda-
des.
Se o sistema de coordenadas homogêneas for utilizado, as derivadas de uma NURBS









onde P hc(t) são as primeiras coordenadas, ignorando o peso, e w(t) é a última coorde-












Como P hc(t) e w(t) são as coordenadas de P h(t), as suas derivadas são obtidas
diretamente da equação (4.11).
4.4.2 Inserção de nós
Nós podem ser inseridos em um vetor de nós sem mudar a geometria ou as proprie-
dades geométricas da curva. Para cada nó inserido, um novo ponto de controle deve ser
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B1 se i = 1
αB˙i + (1− α)Bi−1 se 1 < i < m





1 se i = 1
t¯−ti
ti+p−i se 1 < i < m
0 se i = m
(4.16)
Os valores nodais podem ser inseridos múltiplas vezes. Porém, a continuidade das
funções de base é reduzida por um a cada repetição de um nó. No entanto, ao definir
o novo ponto de controle conforme as equações (4.15) e (4.16) a continuidade da curva
é mantida.
4.4.3 Decomposição de Bézier
A decomposição de Bézier é obtida inserindo nós repetidos em todos os nós do vetor
de nós até que eles tenham multiplicidade igual ao grau da curva. Na figura 4.7 pode-se
observar o comportamento da curva à medida que os nós são inseridos de acordo com
o algorítimo apresentado nas equações (4.15) e (4.16).
A cada nó que é inserido, a continuidade das funções de base é reduzida enquanto
a curva não apresenta nenhuma alteração. A base resultante é decomposta em um
conjunto de elementos de Bézier onde cada elemento corresponde a uma variação do
vetor de nós.
Considerando uma curva com n pontos de controle e chamando os m nós neces-
sários para realizar uma decomposição de u¯j, podemos definir αj conforme a equação




α1 1− α2 0 · · · 0
0 α2 1− α3 0 · · · 0
0 0 α3 1− α4 0 · · · 0
...
...
0 · · · α(n+j+1) 1− α(n+j).

(4.17)
A equação (4.15) pode ser rescrita em forma matricial de maneira a representar a
sequência de variáveis de controle criadas por inserção de nós, como:
56
u=[0 0 0 0.25 0.5 0.75 0.75 1 1 1]
u=[0 0 0 0.25 0.25 0.5 0.75 0.75 1 1 1]
u=[0 0 0 0.25 0.25 0.5 0.5 0.75 0.75 1 1 1]
Figura 4.7: Sequência de uma curva e suas funções de base ao inserir repetidos nós
B¯j+1 = (Cj)tB¯j. (4.18)
Ao repetir essa operação m vezes, obtém-se a forma final da decomposição:
B¯ = CtB (4.19)
onde Ct = (Cm)t(Cm−1)t · · · (C1)t.
Como a inserção de nós não causa nenhuma modificação geométrica ou paramétrica,






Logo, como B é arbitrário:
CJn,i(t) = Nn,i(t). (4.21)
C é conhecido como operador de extração de Bézier e depende apenas do vetor de nós.
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4.5 Superfícies NURBS
Apenas funções splines unidirecionais e curvas foram tratadas até o momento. No
entanto, superfícies e volumes também podem ser descritos usando as funções tratadas
anteriormente em múltiplas direções. Uma superfície pode ser criada transladando os


















Uma superfície NURBS pode ser descrita pelo produto tensorial entre duas curvas
















As superfícies também podem ser calculadas usando o sistema de coordenadas ho-
mogêneas. Por utilizar o produto tensorial, essas funções de base multidirecionais
herdam as propriedades do caso unidirecional. A independência linear, a propriedade
de partição de unidade e o domínio de suporte compacto se mantém inalterados para
o caso multidirecional (COTTRELL; HUGHES; BAZILEVS, 2009; PEIGL; TILLER,
1996; ROGERS, 2000).
As superfícies criadas com o produto tensorial não tem a capacidade de realizar um
refinamento realmente local. Quando uma B-spline unidirecional é refinada, colunas ou
linhas inteiras de nós são adicionadas ao espaço bidimensional. Na figura 4.8 pode-se
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observar esse comportamento quando se refina sucessivamente o canto inferior direito.
Apesar de indesejado, as porções superiores direitas e inferiores esquerdas também são
refinadas. Em uma superfície NURBS, todos os pontos de controle tem de estar em uma
malha retangular. Essa restrição topológica faz com que um número grande de pontos
de controle tenha de existir apenas para satisfaze-la. Para conseguir um refinamento
realmente, local é necessário criar uma nova estrutura que não seja baseada em produtos
tensoriais globais.




Figura 4.8: Falta de refinamento local nos produtos tensoriais.
As T-splines foram apresentadas inicialmente em Sederberg et al. (2003) no con-
texto CAD. A T-splines são uma generalização das superfícies NURBS e são capazes
de diminuir consideravelmente a quantidade de pontos de controle em superfícies com-
plexas, justamente pela propriedade de refinamento local (SEDERBERG et al., 2004).
As T-splines já estão presentes em importantes softwares comerciais de CAD (AUTO-
DESK, 2012).
Recentemente as T-splines tem sido aplicadas na análise isogeométrica nas mais
diversas áreas (BAZILEVS et al., 2010; DÖRFEL; JÜTTLER; SIMEON, 2010; SCOTT
et al., 2013; SCOTT et al., 2012; SCOTT et al., 2011; VERHOOSEL et al., 2011b;
VERHOOSEL et al., 2011a; SIMPSON et al., 2014; DIMITRI et al., 2014; HOSSEINI
et al., 2014; BAZILEVS; HSU; SCOTT, 2012; BUFFA; SANGALLI; VÁZQUEZ, 2014;
GINNIS et al., 2014). Um fato importante é que não existe garantia de que a base
das T-splines seja linearmente independente e, por isso, é preciso definir uma T-spline
adequada para análise o que vem sendo pesquisado extensivamente (LI; SCOTT, 2014;
VEIGA et al., 2013; VEIGA et al., 2012).
Apesar das T-splines serem a alternativa mais conhecida, muitas outras foram pro-
postas como base da análise isogeométrica. As B-splines hierárquicas tem se mostrado
promissoras (KURU et al., 2014; SCHILLINGER et al., 2013; SCHILLINGER; RANK,
2011). As THB-splines, B-splines hierárquicas truncadas, (KISS; GIANNELLI; JÜT-
TLER, 2012; GIANNELLI; JÜTTLER; SPELEERS, 2014; BERDINSKY et al., 2014)
são uma modificação das B-splines hierárquicas que formam uma partição de unidade
59
e condicionamento numérico melhorado. As florestas B-splines (SCOTT; THOMAS;
EVANS, 2014) são uma generalização de B-splines hierárquicas para superfícies e volu-
mes de gênero topológico arbitrário. As PHT-spline, splines polinomiais sobre malhas
T hierárquicas, (DENG et al., 2008; LI; DENG; CHEN, 2007; LI; DENG; CHEN,
2010), T-splines modificadas (KANG; CHEN; DENG, 2013) e a splines localmente
refinadas (LR-splines) (DOKKEN; LYCHE; PETTERSEN, 2013; BRESSAN, 2013;
JOHANNESSEN; ANDRÉ; DOKKEN, 2014) são intimamente relacionadas com as T-
splines mas com distintos níveis de suavidade e abordagem quanto ao refinamento local.
Splines (MANNI; PELOSI; SAMPOLI, 2011; COSTANTINI et al., 2010) e T-splines
generalizadas (BRACCO et al., 2014) incluem funções trigonométricas ou hiperbóli-
cas às funções polinomiais permitindo uma representação exata de seções cônicas sem
usar funções racionais. Em Evans et al. (2015) é proposta uma T-spline hierárquica
adequada para análise, adicionando as funções de base hierárquicas às T-splines.
Fica bem evidente que ainda não existe uma tecnologia que dominará o CAD em
um futuro próximo. No entanto o que elas tem em comum é que, por usar as funções de
base das B-splines, elas podem ser decompostas em elementos de Bézier, o que facilita
a sua utilização.
4.6 Superfícies NURBS aparadas
A construção de geometrias complexas usando a estrutura de produto tensorial
das NURBS é um processo complexo. Uma única NURBS não consegue representrar
superfícies complexas sem aparar ou unir mais de uma superfície. Para analisar super-
fícies complexas, distintos produtos tensoriais tem de ser unidos antes do procedimento
de análise. Esse processo acarreta numa continuidade de apenas C0 na interface dos
produtos. A maneira que o CAD usualmente modela esses objetos complexos é a uti-
lização de superfícies aparadas, o que impossibilita a utilização direta da geometria no
processo de análise. O modelo original tem de ser divido em vários produtos tensoriais,
que significa que o modelo original aparado tem de ser descartado e um novo modelo
CAD criado. Esse processo é custoso e não pode ser realizado para qualquer modelo.
As superfícies aparadas são o método mais utilizado, atualmente, pelas aplicações
CAD. No processo de aparar as superfícies, curvas definidas no domínio paramétrico
são utilizadas para separar a superfície em uma parte a ser mantida e uma parte a
ser aparada e descartada. Como as curvas aparadoras são criadas arbitrariamente,
a geometria dos elementos aparados pode ser complexa e irregular, dificultando sua
implementação no contexto dos métodos numéricos.
No CAD, as superfícies aparadas são modificadas apenas visualmente, ou seja, a
parametrização se mantém a mesma e a parte aparada é omitida da vizualização.
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Logo, a topologia das NURBS não é modificada mesmo com a alteração da geometria
do objeto.
As maneiras de lidar com superfícies aparadas podem ser dividas em métodos que
criam um critério diferente de integração (KIM; SEO; YOUN, 2010; WANG; BEN-
SON, 2015; NAGY; BENSON, 2015) e métodos que modificam a parametrização das
NURBS (SCHMIDT; WÜCHNER; BLETZINGER, 2012; BEER; MARUSSIG; ZECH-
NER, 2015; MARUSSIG et al., 2016). O segundo grupo apresenta melhor estabilidade
porém uma menor capacidade de ser generalizado.
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5 MÉTODO DOS ELEMENTOS DE CONTORNO
ISOGEOMÉTRICO
5.1 Introdução
A formulação do método dos elementos de contorno, desenvolvida no capítulo 2
usando funções de forma polinomiais, será estendida neste capítulo para o uso das
NURBS como função de forma. Esta é a principal característica do método dos ele-
mentos de contorno isogeométricos. Também será mostrado como a ACA será usada
para diminuir o custo computacional da formulação apresentada.
5.2 Formulação integral de contorno
Conforme mostrado no capítulo 2, a equação integral de contorno do MEC, para













No método isogeométrico, as variáveis são aproximadas usando as mesmas funções da




















































Na equação (5.3) não há nenhuma aproximação na geometria, somente nas variáveis
u e ∂u
∂n













































Cada função de base é não nula apenas em um intervalo único porém intersectante.
Esse intervalo pode ser entendido como o domínio de influência daquele ponto de con-
trole. Esse domínio começa em ti e termina em ti+k. Nessa formulação isogeométrica,
não se define elementos, já que eles não seriam independentes: as integrais são regidas
































Ao trabalhar dessa maneira torna-se simples calcular somente uma vez as funções de
base e propriedades geométricas dos pontos de Gauss para cada coluna. É importante
ressaltar que é mais caro calcular as funções de base das NURBS do que as funções
polinomiais regulares, tornando-se interessante tomar essas precauções.
Para se calcular as integrais numericamente, mais uma mudança de variáveis é










































A equação pode ser então reorganizada com os termos da matriz H de um lado e os

































Nota-se que o termo c, terá influência em k elementos da matriz H, o que não ocorre
no método tradicional.
Esse procedimento pode ser realizado sem grandes modificações para o caso tridi-
mensional atentando, apenas, que as integrais de linha são substituídas por integrais
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As equações elásticas podem ser obtidas pelo mesmo processo que foi apresentado
para o caso potencial.
5.3 Integrais fracamente singulares
Devido a característica singular das soluções fundamentais, quando o ponto fonte
pertencer ao domínio de influência, o integrando será singular e deverá ter um trata-
mento especial. Uma técnica bastante utilizada no MEC para calcular indiretamente
as integrais singulares são a consideração de um corpo de temperatura constante, no
caso de problemas potenciais, e o deslocamento de corpo rígido, no caso de problemas
elásticos. Essa técnica consiste em calcular primeiro todas as integrais não-singulares
para um ponto de colocação em específico, e então o deslocamento de corpo rígido é
aplicado para calcular a integral restante. Em funções polinomiais o número de inte-
grais singulares é igual ao número de translações de corpo rígido. Isso ocorre porque,
no MEC convencional, para cada ponto de colocação e o elemento singular correspon-
dente, somente uma função de base associada aquele elemento é não nula. Portanto só
existe uma integral singular em cada elemento.
Nas NURBS, as funções de base não tem essa característica, várias delas elas são
não nulas nos pontos de colocação. Para cada ponto de colocação se tem k integrais
singulares que precisam de tratamento especial.
As integrais de natureza fracamente singular são calculadas pela transformada pro-
posta por Telles (1987). O método aplica uma transformação cúbica de coordenadas
de forma que as abscissas se concentram em torno da singularidade, e faz com que o
jacobiano dessa transformação se anule no ponto singular. Isso é obtido por meio da
seguinte transformação:
ξˆ =






ξˆ′(ξˆ′2 − 1) + |ξˆ′2 − 1|+ 3
√
ξˆ′(ξˆ′2 − 1) + |ξˆ′2 − 1|+ ξˆ′ (5.12)
ξˆ′ é a localização da singularidade no espaço original e γ representa a nova variável de
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Como pôde ser observado, a formulação apresentada é unidimensional, porém a
extensão para duas dimensões é direta, pois para cada conjunto de abcissas é trans-
formado separadamente e os pesos multiplicados pelo jacobiano e depois utilizados
conforme ocorre na extensão da quadratura de Gauss-Legendre para duas dimensões.
5.4 Integrais fortemente singulares
Em Ubessi (2014), é apresentado um método com avaliação direta das integrais
fortemente singulares. O método consiste em realizar expansões assintóticas dos inte-
grandos da equação de equilíbrio do MEC e extrair a parte singular do núcleo para
que a mesma seja integrada analiticamente. Isto é feito de forma generalizada e con-
siderando o mapeamento dos elementos, não dependendo de formulações específicas
para cada tipo de elemento. O método foi apresentado primeiramente por Guiggiani e
Casalini (1987) e com maior detalhamento em Guiggiani (1998).
No MEC bidimensional, o método é aplicado a uma integral sobre um elemento de






onde φa é uma função de interpolação associado ao nó a e Jn é o determinante do
Jacobiano do mapeamento geométrico. Portanto, o integrando da equação (5.14) já
leva em consideração a representação da geometria do problema. O primeiro passo do








+ · · ·+O(1) (5.15)
onde ρ = ξ − η é a imagem do raio e η é a posição do ponto fonte no domínio regula-
rizado. Esta expansão separa as parcelas fortemente singular
A equação (5.14) pode ser subtraída e somada pelos primeiros termos da expansão
(5.15) sem alteração do seu conteúdo. A subtração promove a regularização do núcleo
singular da integral equanto os termos adicionais tem tratamento analítico.


























A dedução da equação (5.16) não possui nenhuma aproximação em relação a sua
forma original. Como o termo integral possui um termo que promove o cancelamento
da singularidade, ele é regular e pode ser calculado pela quadratura gaussiana padrão.
A aplicação genérica do método depende apenas do conhecimento das expansões F−1
e F−2 do integrando da equação (5.14).
Em Marczak e Creus (2002) encontram-se os valores F−1 = 0 e F−2 = 0 para
a solução fundamental de fluxo para problemas potenciais, enquanto para a solução
fundamental de forças de superfície para problemas elásticos bidimensionais, tem-se:
F−1 = − 1− 2ν
4pi(1− ν) [nα(p)tβ(p)− nβ(p)tα(p)]φa(η) (5.17)
F−2 = 0. (5.18)
Fica claro, ao analisar os valores de F−1 e F−2, que a solução fundamental de fluxo
é regular. Por outro lado, a solução de forças de superfície é fortemente singular.
Para o caso tridimensional, um processo semelhante é realizado, o elemento é ma-








e, depois, em coordenadas polares (ρ, θ) centradas em η tal que dξ1dξ2 = ρdρdθ. A





Subtraindo e somando os primeiros termos da expansão na equação (5.20) obtém-se a






















































∣∣∣∣− F−2(η)( γβ2 + 1ρ
)]
dθ (5.22)
onde β = 1
A
e γ = − C
A4
são os coeficientes do primeiro e segundo termo da expansão
de ρ.
No núcleo singular referente às forças de superfície, temos que F−2 = 0 e que:
F−1 =
−(1− 2ν)




Os parâmetros A, B e C são definidos como:








A = ‖Ai‖ (5.26)
e
C = AiBi. (5.27)
Dada a falta de generalidade da técnica de imposição de movimento do corpo rígido
e as limitações da quadratura de Kutt (1975), o método direto se apresenta como o
mais adequado no tratamento das singularidades numa formulação isogeométrica e por
isso foi utilizado nesse trabalho.
5.5 Pontos de colocação
Os pontos de controle e nós utilizados para definir as NURBS não são necessari-
amente únicos, como já foi mencionado; eles podem ter uma multiplicidade de até o
grau da curva. Além disso os pontos de controle não estão na curva e sim no polígono
de controle. Essas características fazem com que essas entidades não sejam as melhores
escolhas para os pontos de colocação do MEC.
Em Li e Qian (2011) são testadas diferentes alternativas como pontos de colocação:
uniforme, pontos de Gauss, valores máximos das funções de base e as coordenadas de
Greville. Naquela análise, as abcissas de Greville se mostram como a melhor alternativa
para resultados estáveis e precisos no método isogeométrico.
A abscissa de Greville é o ponto no domínio sobre o qual o ponto de controle tem
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(ti+1 + ...+ ti+d). (5.28)
Esses pontos são únicos, localizados no contorno e tem a mesma quantidade que
os pontos de controle. Quando a curva é suave, eles são os candidatos perfeitos para
serem usados como pontos de colocação, e são assim utilizados em Simpson et al. (2012)
e Scott et al. (2013). Entretanto, quando cantos estão presentes, especialmente para
problemas tridimensionais, se torna problemático calcular os termos diagonais uma vez
que os pontos de colocação estarão nos cantos.
Para contornar esse obstáculo, propõe-se uma mudança nas posições do primeiro e
do último ponto de colocação:
γ1 = γ1 + β(γ2 − γ1), (5.29)
γn = γn − β(γn − γn−1), (5.30)
onde β é um coeficiente que define o quanto o ponto de colocação se move. Em Wang
e Benson (2015) fica claro que o valor ótimo é β = 0.5.
Esse procedimento lembra o uso de elementos descontínuos porém, como não há
nenhuma mudança nos pontos de controle, não haverá nenhuma perda de continuidade
na aproximação.
5.6 Condição de contorno
Como os ponto de controle estão tipicamente fora do contorno, as condições de
contorno não podem ser aplicadas diretamente. Para superar esse problema um matriz
de transformação E para B-splines é proposta em Cabral et al. (1990). Essa matriz
usa as funções de base para relacionar os valores nos pontos de controle com os valores
nos pontos de colocação.






onde u é um vetor que contém os valores nos pontos de colocação e uc é um vetor que
contém os valores nos pontos de controle. A mesma ideia pode ser aplicada às NURBS.
A equação de equilíbrio obtida pelo MEC isogeométrico é escrita em termos da
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Essa equação já pode ser resolvida da maneira usual do MEC. No entanto, se o ACA
estiver sendo utilizado, a inversa da matriz não é esparsa e o método seria prejudicado
uma vez que as matrizes hierárquicas H e G se tornariam matrizes cheias depois de
ser multiplicados por E−1. Além disso o custo do cálculo da inversa, de ordem n3, se
torna proibitivo a medida que se aumenta o tamanho do problema.
A alternativa proposta é adicionar um nó com máxima multiplicidade para cada
mudança no tipo de condição de contorno. Ao fazer isso, cada intervalo com diferentes
tipos de condição de contorno podem ser separados e os valores nos pontos de controle






















Fazendo isso, nos segmentos conhecidos, a condição de contorno fica conhecida nos
pontos de controle. Pode-se, portanto, aplicar o procedimento padrão do MEC na
equação (5.32). A solução, porém, será encontrada em termos dos pontos de controle,
devendo ainda ser levada ao contorno por meio da equação (5.32). Esse procedimento
não afeta a geometria. Porém, nos pontos onde a mudança do tipo de condição de
contorno ocorre, haverá apenas continuidade C0, o que, na maioria dos casos, não deve
ser um problema.
Ao usar matrizes hierárquicas, a troca de colunas entre as matrizes H e G não pode
ser feita de maneira simples, visto que as matrizes estão armazenadas em blocos. A
maneira mais simples é calcular diretamente as matrizes A e o vetor b ao invés das
matrizes H e G.
Em Brancati, Aliabadi e Benedetti (2009), um outro procedimento é apresentado
para problemas acústicos. Ele consiste em trocar os valores correspondentes a condição








x x x 0 x
x x x 0 x
]
(5.35)








x x x 0 x
x x x 0 x
0 0 0 1 0
 . (5.36)
Esse procedimento aumenta o tamanho da aproximação mas pode ser facilmente im-
plementado, sendo vantajoso quando se tem de aplicar várias diferentes condições de
contorno ao mesmo problema.
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5.7 Tensão no contorno
Uma maneira simples e eficiente de recuperar as tensões no contorno é usando
a lei de Hooke e a formula de Cauchy a partir do deslocamento, das derivadas do
deslocamento e das forças de superfície. Para problemas bidimensionais, se define um
sistema de coordenadas tal que e1 é um vetor unitário na direção normal e e2 é um
vetor unitário na direção tangente como apresentado na figura 5.2. Esse vetores podem
ser obtidos por:






















O tensor de tensões em coordenadas locais é dado por:
σ11 = t1, (5.41)
σ12 = t2, (5.42)
σ22 =
E
1− ν2 22 +
ν
1− ν t1, (5.43)







Finalmente, a tensão, em coordenadas globais, pode ser obtida como:
σij = AkiAnjσkn. (5.45)
Para um problema tridimensional, o procedimento é semelhante. O primeiro passo









n = m1 ×m2. (5.48)
ondem1 em2 são os dois vetores tangencias e n um vetor normal a superfície. Esse sis-
tema não é ortogonal nem unitário, para se obter um sistema com essas características,







e2 = e1 × e2. (5.51)















Figura 5.3: Sistema de coordenadas tangenciais tridimensionais.
obter as tensões no sistema tangencial-ortogonal como:
σ33 = t3, (5.53)
σ23 = t2, (5.54)
σ13 = t1, (5.55)
σ11 =
E
1− ν2 (11 + ν22) +
ν







1− ν2 (22 + ν11) +
ν
1− ν t3, (5.58)
















(11 + 2). (5.61)
Então, finalmente, pode se transferir as tensões das coordenadas locais para o sis-
tema cartesiano global:




Nessa seção, para avaliar a formulação isogeométrica potencial, dois problemas
bidimensionais e três tridimensionais são apresentados. Mais exemplos, com muitos
graus de liberdade, serão apresentados numa seção posterior de análise dos efeitos da
ACA. Nos problemas bidimensionais, um método padrão com elementos constantes e
usando integração analítica será usado como comparação. Nos casos tridimensionais,
será comparado com os resultados provenientes do programa encontrado em Liu (2009),
que, por sua vez, faz uso de elementos triangulares constantes e do fast multipole. A
raiz do valor quadrático médio (RMS) do erro normalizado é usado como medida de





ymax − ymin . (6.1)
onde yt é o valor da da variável calculada numericamente no nó t, ya é o valor da
variável calculada analiticamente o t, n é o número de nós, ymax e ymin são os valores
máximos e mínimos da variável ya. Esse é um bom medidor da acurácia do método e,
por ser normalizado e não depender de escala, pode ser usado para comparar problemas
distintos.
6.1.1 Condução de calor em um cilindro
O primeiro exemplo é o de um problema de condução de calor em um cilindro que
é modelado como um problema 2D conforme a figura 6.1. Esse problema tem solução
analítica conhecida que será usada para verificar os resultados obtidos pelo método dos
elementos de contorno isogeométricos. A temperatura é conhecida no contorno interno
Si e o fluxo no contorno externo Se. A solução analítica para a temperatura desse
problema é dado por (BRAGA, 2013):











onde Ti e qe são a temperatura e fluxo nos contornos internos e externos, respectiva-
mente.








Figura 6.1: Problema potencial simples em uma região anelar
temperatura interna como 100K, o fluxo de calor externo como 200Wm−2 e a condu-
tividade térmica como 1 Wm−1K−1. Temos como solução analítica uma temperatura
externa de 377, 258872K e fluxo interno de −400Wm−2. O contorno externo e o in-
terno são discretizado com o mesmo número de elementos. Nas figuras 6.2 e 6.3 estão
os erros percentuais da temperatura no ponto B e o fluxo no ponto A encontrados com
elementos constantes e elementos quadráticos isogeométricos.
Figura 6.2: Resultado do fluxo no ponto A
Os dois tipos elementos convergem rapidamente para a solução exata. A discreti-
zação isogeométrica tem uma resposta melhor com poucos elementos e os elementos
constantes tem uma convergência mais rápida. Como as variáveis do contorno são
todas constantes, a maior diferença entre os métodos seria a representação da geome-
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Figura 6.3: Resultado da temperatura no ponto B
tria. No caso isogeométrico, mesmo a discretização mais pobre representa exatamente
a geometria enquanto isso não ocorre nos elementos constantes.
Para verificar as aproximações nos pontos internos, a temperatura é calculada em
10 pontos uniformemente distribuídos ao longo do segmento AB. O erro RMS (root
mean square) e o erro máximo nesses pontos são calculados e mostrados na figura 6.4.
Figura 6.4: Erros obtidos ao longo de AB
O erro obtido no método isogeométrico se mostra inferior ao erro obtido com ele-
mentos constante mesmo para uma quantidade de nós que o erro no contorno obtido
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com elementos constantes é menor. Isso pode ser explicado pela geometria exatamente
representada no método isogeométrico.
Braga (2013) não observa grande diferença, para problemas potenciais, entre os
elementos constantes, lineares e quadráticos. Portanto, a comparação com elementos
constantes com integração analítica já é suficiente para comparar o método isogeomé-
trico com o método padrão.
6.1.2 Placa retangular







Figura 6.5: Placa retangular
Onde as condições de contorno são:










































T = 0 em AO (6.7)
e
q = 0 em OB. (6.8)






















Na figura 6.6 pode-se observar uma boa concordância entre o resultado obtido, com
60 elementos isogeométricos, e a solução analítica.
Figura 6.6: Temperatura obtida para a placa retangular
Para analisar com maior detalhes, nas figuras 6.7 e 6.8 observa-se o erro percen-
tual da temperatura no ponto E para elementos isogeométricos de diferentes ordens
e elementos constantes padrões. Na figura 6.7, o método proposto na seção 5.6 para
a imposição das condições de contorno é utilizado, enquanto na figura 6.8 não há o
cuidado de fazê-lo. Fica nítida a influência da transformação: os resultados obtidos
com o método proposto são muito superiores à alternativa. Esse problema é um ótimo
exemplo uma vez que as condições de contorno impostas não são constantes. São, na
verdade, bastante complexas, contendo inclusive uma singularidade no ponto O. En-
quanto isso a geometria do problema é muito simples, sendo representada exatamente
por elementos de ordem qualquer. Mesmo na formulação de contorno padrão, não há
erros devido a aproximação da geometria.
Os resultados encontrados na figura 6.7 mostram uma melhora na convergência a
medida que se aumenta a ordem da curva. Pode-se observar que mesmo o elemento iso-
geométrico de mais baixa ordem, ordem 2, teve uma resposta melhor que os elementos
constantes padrões.
A figura 6.9 mostra o tempo de montagem das matrizes em relação ao número de
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Figura 6.7: Convergência para a solução analítica do ponto E - método proposto
nós. O tempo foi normalizado pela menor medida encontrada. Como as distintas curvas
são paralelas no gráfico log-log, fica claro que ao aumentar a ordem, a complexidade do
algorítmo não é aumentada. Com o aumento da ordem da NURBS, o processo fica mais
demorado e o tempo gasto é multiplicado por uma constante. Isso pode ser observado
claramente na figura 6.10 onde o tempo está relacionado com distintas ordens mas
mantendo o número de nós constantes.
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Figura 6.8: Convergência para a solução analítica do ponto E - sem a utilização do método
proposto
Figura 6.9: Tempo gasto na montagem da matriz em relação ao número de nós
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Figura 6.10: Tempo gasto na montagem da matriz em relação a ordem da NURBS
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Figura 6.11: Esfera discretizada pelas NURBS
6.1.3 Esfera
Nessa seção, analisa-se o problema apresentado por Zhang, Gong e Gao (2015).
O problema consiste em uma estrutura esférica tri-dimensional de raio 1 e centro
(0, 5; 0, 5; 0, 5) conforme apresentado na figura 6.11. A temperatura prescrita no con-
torno é:
u = x2 − y2 + 2x+ z (6.12)
e a solução analítica do fluxo é dada por −kn∇u onde:
∇u = [2x+ 2 − 2y 1]. (6.13)
Na tabela 6.1, compara-se o erro RMS normalizado para elementos triangulares
constantes e para elementos isogeométricos de ordem 3. Nessa comparação fica claro
que o desempenho dos elementos isogeométricos é muito superior ao dos elementos
constantes. No entanto, a discretização da esfera gera dois polos onde acontece uma
concentração dos pontos de controle, como pode ser observado na figura 6.11. Essa
concentração exige uma atenção especial no tratamento das singularidades. As figuras
6.12 e 6.13 mostram o comportamento da solução fundamental, no espaço paramétrico,
para um ponto fonte fora do polo e para um ponto fonte igual a um dos polos. Quando o
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Tabela 6.1: Erro RMS normalizado para o exemplo da esfera
Elementos constantes Elementos isogeométricos - ordem 3
Nós Erro RMS normalizado Nós Erro RMS normalizado
320 0,017847 45 0,0110208
1280 0,011417 91 0,00231124
5120 0,010104 153 0,00151761
20480 0,0099437
ponto fonte se aproxima dos polos a singularidade que deveria ser pontual se distribui ao
longo de uma das direções da integração, tornando, assim, todas as integrais, próximas
aos polos, quase singulares. O tratamento das integrais singulares também sofrem com
a distorção dos elementos (HAYAMI; MATSUMOTO, 1994) sendo necessários mais de
500 pontos de integração nos polos para se obter um erro de integração menor que
10−6.
Figura 6.12: Solução fundamental para pontos fonte= (0,5 1,5 0,5)
6.1.4 Toroide
Nesse exemplo, apresentado em Zhang, Gong e Gao (2015), um toroide de raio
exterior e raio interior iguais a R = 2 e r = 1, respectivamente, é analisado sobre uma







− z2 + 5x+ 5y + 5z (6.14)
e a solução analítica do fluxo é dada por −kn∇u, onde:
83
Figura 6.13: Solução fundamental para distintos pontos fonte = (1,5 0,5 0,5)
Tabela 6.2: Erro RMS normalizado para o exemplo do toroide
Elementos constantes Elementos isogeométricos - ordem 3
Nós Erro RMS normalizado Nós Erro RMS normalizado
1792 0,0086708 81 0,0176615
28224 0,0098135 169 0,0027632
441 0,000568215
∇u = [x+ 5 y + 5 − 2z + 5]. (6.15)
Na figura 6.14 pode-se observar o toroide analisado e o fluxo obtido com 81 pontos de
controle. Pode-se observar que não existe concentração de nós nessa geometria, sendo
o tratamento das singularidades mais simples que o caso da esfera.
A tabela 6.2, onde estão os erros RMS dos pontos de colocação, mostra uma clara
vantagem do método isogeométrico quando comparado ao elemento constante padrão
atingindo uma alta precisão com uma quantidade muito menor de nós. Em Zhang,
Gong e Gao (2015) pode-se comparar com elementos quadráticos padrões, onde com
1600 nós se alcança um erro de 10−3. Portanto, mesmo comparando com elementos de
mesma ordem o método isogeométrico apresenta vantagem sobre o padrão.
6.1.5 Cilindro vazado
Estuda-se o caso 3.1.1, com as mesma propriedades usadas na seção anterior, como
um corpo tridimensional. Na figura 6.15 pode-se observar o cilindro analisado e a
temperatura obtida com 700 pontos de controle.
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Figura 6.14: Toroide discretizado pelas NURBS
Figura 6.15: Cilindro discretizado pelas NURBS
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Tabela 6.3: Erro RMS normalizado para o exemplo do cilindro
Temperatura externa
Elementos constantes Elementos isogeométricos - ordem 3
Nós Erro Nós Erro
1506 0,0673 108 0,0085888
4412 0,0306 700 0,0035181
12688 0,0211
Fluxo interno
Elementos constantes Elementos isogeométricos - ordem 3
Nós Erro Nós Erro
1506 0,1899 108 0,0308377
4412 0,1822 700 0,0109930
12688 0,1976
A tabela 6.3, onde estão os erros RMS dos pontos de colocação para a temperatura
externa e o fluxo interno, mostra o método tendo uma vantagem mesmo se tratando
de um problema onde as condições de contorno nas faces internas e externas são cons-
tantes.
6.1.6 Cubo
Nos exemplos anteriores, o método isogeométrico apresentava vantagem clara na
representação da geometria, sendo uma representação exata enquanto o método padrão
apenas a aproximava. Por isso, esse exemplo trata de um cubo de lado 10 que será
representado exatamente pelos dois métodos. A temperatura imposta é igual a:
u = x3 + y3 + 3z3 − xz3 − 6yx2 − 9zy2 (6.16)
e a solução analítica do fluxo é dada por −kn∇u, onde:
∇u = [3x2 − 3z2 − 12xy − 6x2 + 6y2 − 18yz − 9y2 + 9z2 − 6xz]. (6.17)
Na figura 6.16 pode-se observar o cubo analisado e o fluxo obtido com 216 pontos
de controle. Nesse problema, como existe uma descontinuidade da normal entre as
faces, o fluxo não é continuo entre as faces e o método proposto se mostrou eficaz na
representação desse campo descontínuo.
A tabela 6.4, onde estão os erros RMS dos pontos de colocação, mostra, mais uma
vez, uma clara vantagem do método isogeométrico quando comparado ao elemento
de contorno padrão. O aumento da ordem do elemento se mostrou vantajosa nesse
problema, no entanto, mesmo o elemento de ordem 2 teve uma convergência muito
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Figura 6.16: Cubo discretizado pelas NURBS
Tabela 6.4: Erro RMS normalizado para o exemplo do cubo
Elementos Elementos isogeométricos Elementos isogeométricos
constantes ordem 2 ordem 3
Nós Erro Nós Erro Nós Erro
1266 0,017333 24 0,0300352 54 0,0063108
5394 0,012088 96 0,00748032 96 0,00171195
21828 0,008872 216 0,00401579 150 0,000513754
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rápida quando comparado ao método padrão.
6.2 Problemas elásticos
Esta seção apresenta os resultados obtidos para problemas de elasticidade plana
(tensão plana). As respostas são comparadas com soluções analíticas sempre que dis-
poníveis e com os resultados obtidos utilizando a formulação padrão do MEC. No
caso bidimensional o método é comparado com elementos constantes e quadráticos en-
quanto os casos tridimensionais serão comparados com o elemento triangular constante
e elementos quadráticos quadrilaterais.
6.2.1 Viga bidimensional
Nessa seção a viga bidimensional é analisada. São tratadas vigas engastadas de duas
distintas razões de aspecto: 4:1, ou seja, 4 unidades de comprimento na horizontal para
1 unidade na vertical e 10:1 e com carregamentos distribuídos e concentrados. Na figura

















Figura 6.17: Diferentes configurações de viga
A solução analítica é conhecida e é apresentada em Timoshenko (1934). Para
















Utilizando como propriedades do problema, E =30 kPa, υ=0.25 encontra-se uma de-
flexão máxima de 0, 35533 m para o caso 1, 0, 1536 m para o caso 2, 0, 13421 m para
o caso 3 e 0, 5 m para o caso 4.
As tabelas 6.5 e 6.6 mostram os resultados obtidos incluindo o erro percentual rela-
tivo. Ao analisar as tabelas, fica evidente que o desempenho dos elementos constantes
é bem inferior aos demais. Enquanto isso, os elementos isogeométricos, de diferen-
tes ordens, tem uma convergência muito parecida com a dos elementos quadráticos
contínuos.
Ao trocar do carregamento concentrado pelo carregamento distribuído, há um au-
mento do erro que pode ser explicado pelo fato da solução analítica usada não levar
em conta os efeitos de cisalhamento.
O MEC converge para um valor distinto da solução analítica devido a diferença
na maneira de se impor as condições de contorno para este problema, conforme ex-
plicado por Costa (2015) Uma comparação mais precisa pode ser obtida utilizando
exatamente as mesmas condições de contorno usadas na obtenção da solução analítica
de Timoshenko.
6.2.2 Placa com furo central
Nessa seção, será considerado o exemplo de um furo circular numa placa quadrada
de espessura constante, como apresentado na figura 6.18. A placa analisada tem como
propriedades L = 200 mm, d = 20 mm, E = 200 GPa e υ = 0.3. As tensões σ1 e σ2 são
variadas de modo a gerar três casos distintos: tração uniaxial, σ1 = 1MPa e σ2 = 0,
tração biaxial, σ1 = σ2 = 1MPa, e cisalhamento puro, σ1 = 1 MPa e σ2 = −1MPa.
Pilkey (1993) apresenta valores dos fatores de concentração de tensão para esses três
casos, assumindo uma placa infinita. Os valores encontrados são: tração uniaxial:
Kt = 3, tração biaxial: Kt = 2, e cisalhamento puro: Kt = 4.
Na tabela 6.7 está os fatores calculados pelo MEC e o erro relativo comparando
com o fator teórico. Tanto a formulação padrão quanto a isogeométrica tem uma
convergência rápida. Mesmo tendo, na geometria, um círculo aproximado, o elemento
quadrático padrão teve desempenho ligeiramente melhor que o isogeométrico.
6.2.3 Cubo
Esse exemplo trata de um cubo de lado 10 m sob tração, conforme figura 6.19.
Esse exemplo simples foi escolhido para tentar tirar todas as vantagens do método
isogeométrico: uma geometria que é representada exatamente por elementos constantes
e condições de contorno constantes ou lineares que podem ser obtidas facilmente por
elementos constantes. Nesse exemplo o método padrão, com 300 elementos constantes,
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Tabela 6.5: Viga de razão 4:1
Nós Deflexão máxima (m) Erro relativo Deflexão máxima (m) Erro relativo
Carga concentrada Carga distribuída
Elementos isogeométricos - ordem 2
50 0,366435 3,12539 % 0,170123 7,0427 %
92 0,365078 2,74341 % 0,169045 6,3644 %
176 0,364316 2,52889 % 0,167712 5,5257 %
344 0,364771 2,65689 % 0,167407 5,3338 %
680 0,364763 2,65469 % 0,167222 5,2174 %
Elementos isogeométricos - ordem 3
54 0,359284 1,11271 % 0,166291 4,6316 %
96 0,364892 2,69106 % 0,167095 5,1375 %
180 0,365139 2,76041 % 0,167736 5,5408 %
348 0,364858 2,68143 % 0,167311 5,2734 %
684 0,364818 2,67015 % 0,167201 5,2042 %
Elementos isogeométricos - ordem 4
58 0,361469 1,72773 % 0,166331 4,6568 %
100 0,364864 2,68323 % 0,166241 4,6001 %
184 0,365877 2,9681 % 0,167895 5,6408 %
352 0,365075 2,74262 % 0,167325 5,2822 %
688 0,364933 2,70244 % 0,167165 5,1815 %
Elementos constantes
100 0,22127 -35,17% 0,10426 -32,12%
200 0,25737 -24,60% 0,11982 -21,99%
400 0,27744 -18,72% 0,12845 -16,37%
800 0,28766 -15,72% 0,13285 -13,51%
1600 0,29268 -14,25% 0,13502 -12,10%
3000 0,29497 -13,58% 0,13608 -11,41%
Elementos quadráticos contínuos
88 0,36291 2,1341 % 0,16552 4,145 %
176 0,36439 2,5488 % 0,16673 4,9095 %
352 0,36492 2,6976 % 0,16714 5,1686 %
704 0,3651 2,7488 % 0,16728 5,2553 %
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Tabela 6.6: Viga de razão 10:1
Nós Deflexão máxima (m) Erro relativo Deflexão máxima (m) Erro relativo
Carga concentrada Carga distribuída
Elementos isogeométricos - ordem 2
50 0,289137 115,452 % 0,0907 118,14%
92 0,160626 19,6911 % 0,607601 21,5202%
176 0,141017 5,07985 % 0,529544 5,90875%
344 0,138011 2,83993 % 0,518624 3,72479%
680 0,137464 2,43246 % 0,516814 3,36275%
Elementos isogeométricos - ordem 3
54 0,135791 1,18527 % 0,510305 2,06095%
96 0,1411 5,14171 % 0,532488 6,49758%
180 0,134007 -0,14417% 0,500361 0,0722778%
348 0,136645 1,82194 % 0,513148 2,62953%
684 0,137187 2,22555 % 0,515724 3,14471%
Elementos isogeométricos - ordem 4
58 0,13543 0,916516 % 0,507819 1,56387%
100 0,138185 2,96927 % 0,517899 3,57987%
184 0,135469 0,945388 % 0,50728 1,456%
352 0,13726 2,28018 % 0,51589 3,1779%
688 0,137183 2,22311 % 0,5156 3,11996%
Elementos constantes
220 0,052784 -60,41% 0,20583 -58,83%
440 0,073217 -45,08% 0,2803 -43,94%
880 0,089345 -32,99% 0,33891 -32,22%
1760 0,09967 -25,25% 0,37645 -24,71%
3520 0,10548 -20,89% 0,39757 -20,49%
Elementos quadráticos contínuos
88 0,13838 3,1087 % 0,52092 4,1845%
176 0,13781 2,6832 % 0,5186 3,7208%
352 0,13756 2,4955 % 0,51749 3,4978%





Figura 6.18: Problema da placa com furo
Tabela 6.7: Concentradores de tensão para uma placa com furo central
Elementos quadráticos
Tração uniaxal Cisalhamento puro Tração biaxial
Nós Fator Erro Nós Fator Erro Nós Fator Erro
20 2,7666 -8,3918 % 20 3,6 -10,001 % 20 1,9332 -3,3408 %
40 2,8846 -4,4846 % 40 3,8048 -4,8808 % 40 1,9644 -1,7821 %
80 2,9912 -0,9529 % 80 3,9875 -0,31182 % 80 1,9949 -0,25413 %
160 3,056 1,1934 % 160 4,0985 2,4614 % 160 2,0136 0,68137 %
Elementos isogeométricos - ordem 3
Tração uniaxal Cisalhamento puro Tração biaxial
Nós Fator Erro Nós Fator Erro Nós Fator Erro
65 2,60115 -13,8692% 65 3,39461 -15,1348 % 65 1,88831 -5,58467%
115 2,97103 -1,62165% 115 3,90651 -2,3372 % 115 2,03554 1,77702%
215 3,09338 2,42976% 215 4,12366 3,0914 % 215 2,0631 3,15507%
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ux = 0 uy = 0 uz = 0
10m
q=1Mpa
Figura 6.19: Cubo tracionado
obteve um erro RMS normalizado de 0,000031331 enquanto o isogeométrico com 24
pontos de controle obteve 0,000026275.
Com esse exemplo, fica claro que para casos muito simples o uso do método isogeo-
métrico converge para a solução analítica mais rapidamente, apresentando erro inferior
a formulação constante mesmo com um número menor de graus de liberdade. No que
diz respeito à economia de memória, esta é uma vantagem significativa. Entretanto,
o método isogeométrico não apresenta vantagens significativas quando comparado ao
padrão no que diz respeito ao tempo computacional, uma vez que calcular os elementos
das matrizes de influência para o método de elementos de contorno padrão é significa-
tivamente mais rápido que o método dos elementos de contorno isogeométrico.
6.2.4 Viga tridimensional
Uma viga em balanço, de razão 10:1, que já foi analisada em um modelo bidimen-
sional, é considerada para análise tridimensional como apresentado na figura 6.20. Na
figura 6.21 observa-se a deflexão calculada para diferentes discretizações. Com 2088
pontos de controle, e curvas de ordem 2, foi alcançado um erro relativo de 1,58%.
6.2.5 Cilindro de parede espessa
Para analisar a precisão das medidas de tensão, um cilindro com uma pressão
hidrostática interna de 50 Pa é considerado. Um módulo de elasticidade de 26kPa e um
coeficiente de Poisson de 0,3 foram utilizados. Esse problema foi apresentado em Kane
(1994) onde a solução analítica para as tensões radiais, σr = 50Pa, e circunferenciais,
σθ = 62, 5Pa, foram mostradas. Na análise isogeométrica, como não existe aproximação
93





Figura 6.20: Viga tridimensional com carregamento distribuído





Figura 6.22: Cilindro de parede espessa com pressão hidrostática
Tabela 6.8: Tensão circunferencial para um cilindro de parede espessa
Elemento quadrático padrão(KANE, 1994) Elemento isogeométrico - ordem 3
Nós Erro relativo - σθ Nós Erro relativo - σθ
290 0,2512% 54 0,0272%
90 0,0032%
nas normais, as tensões radiais são exatas, pois, nesse caso, dependem apenas das
condições de contorno e das normais.
Na tabela 6.8 estão os erros máximos do método isogeométrico e do resultado apre-
sentado por Kane (1994). Mesmo comparando com elementos de mesma ordem os
resultados do método isogeométrico tiveram erros menores.
6.3 Análise do uso da aproximação cruzada adaptativa
6.3.1 Placa quadrada com furos
Para testar a eficiência da ACA em termos do tempo de execução do método, uma
placa quadrada com uma quantidade crescente de furos regularmente distribuídos é
analisada. A figura 6.23 representa o caso com 16 furos. O tamanho dos furos é
modificado de modo que a razão entre as a área dos furos e a área da placa seja
constante e igual a 12,47%.
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T = 0T = 1
Figura 6.23: Placa com furos
Calculando o fluxo em um dos lados da placa e dividindo pelo fluxo da placa sem
furos, pode-se calcular uma condutividade térmica equivalente que é mostrada na fi-
gura 6.24. Observa-se, então, que o valor da condutividade converge a medida que a
quantidade de furos aumenta.
Na figura 6.25 está representada o tempo de execução variando a quantidade de
furos, indo de apenas 1 até 121 furos. Pela inclinação das retas, pode-se verificar uma
evidente mudança da complexidade do método, sendo o padrão próximo à n2 e o ace-
lerado próximo à n log n. A diferença de inclinação faz com que o método acelerado,
apesar de mais lento para problemas pequenos, fique mais rápido para problemas com
mais de 500 graus de liberdade. O alto custo das funções de base maximiza os efeitos
do pivotamento parcial do ACA fazendo com que o uso da ACA na formulação isogeo-
métrica se mostrasse surpreendentemente vantajoso mesmo para problemas com baixo
número de graus de liberdade.
Os parâmetros utilizados na ACA nesse problema foram, ε = 10−5, η = 0, 5 e 100
como número máximo de nós por folha.
A figura 6.26 relaciona o ganho em desempenho com os distintos valores de η para
o caso de 100 furos. Apesar de variar com a geometria, o valor ótimo de η = 0, 5 não se
afasta significativamente disso e, por isso, foi utilizado em todos os casos desse trabalho.
Ao diminuir o valor de η a condição de admissibilidade fica mais rígida gerando mais
blocos inadmissíveis. Como consequência, os blocos admissíveis tem um posto menor
e podem ser aproximados de maneira mais eficaz.
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Figura 6.24: Condutividade térmica equivalente para quantidades distintas de furos.
Figura 6.25: Tempo de execução do programa para a placa com distintas quantidades de
furos.
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Figura 6.26: Tempo de execução do programa para a placa com distintos valores de η.
De acordo com Benedetti, Milazzo e Aliabadi (2011), o valor do erro do ACA deve
ter ordem menor que a menor grandeza analisada. O valor de ε = 10−5 satisfaz essa
condição nos casos estudados. O valor de cardinalidade igual a 100 é maior que do
que o recomendado usualmente, mas como a montagem da matriz é o processo mais
custoso desse método, um valor mais alto é mais interessante no método isogeométrico
(BRANCATI, 2010).
6.3.2 Cubo com furos
Um cubo com 27 furos esféricos, conforme figura 6.27, sob tração será analisado
nessa seção. Considerando E = 210GPa e µ = 0, 28 e um carregamento constante
e igual a 1 Pa em uma das faces, é possível encontrar um módulo de elasticidade
equivalente comparando o deslocamento do cubo com furos e o de um furo sem furos. O
problema foi analisado com o método dos elementos de contorno padrão e com o método
isogeométrico com uma superfície de ordem 3. A tabela 6.9 mostra o valor da razão
entre o deslocamento com furos e o deslocamento sem furos para método isogoemétrico
e o tempo gasto pelo método com e sem a utilização da ACA. Para o método padrão,
com 35748 nós obtém-se uma razão entre deslocamentos de 0,8075. Percebe-se, então,
que, com uma quantidade de nós muito inferior ao do método padrão, se obtém um
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Figura 6.27: Cubo com 27 furos sob tração.
Tabela 6.9: Modulo de elasticidade equivalente para um cubo com 27 furos
Elemento isogeométrico - ordem 3
Nós Razão entre deslocamentos Tempo padrão Tempo ACA
609 0,7732 54,59 60,32
1023 0,7735 168,51 80,47
resultado próximo entre os dois métodos. Além disso, no método isogeométrico, com




Este trabalho apresentou uma formulação isogeométrica do método dos elementos
de contorno acelerada pela aproximação adaptativa cruzada. Como as NURBS são
indiscutivelmente a entidade mais usada nos programas CAD, elas foram escolhidas
como as entidades do método isogeométrico. Com isso o método se tornou capaz de
representar exatamente a geometria dos problemas analisados além de ter como base
funções suaves de alta continuidade.
A definição de pontos fontes usando as coordenadas de greville modificada facilita
em muito a formulação uma vez que os pontos não se posicionam mais nos cantos
do problema, evitando ter de realizar um tratamento especial dos termos diagonais
nesses casos. Vale ressaltar que a posição dos pontos de colocação, por estar próximo
ao canto, demanda uma atenção especial nas integrais numéricas do método devido a
quasi-singularidade forte naquela região. Esse efeito é ainda aumentado quando existe
uma concentração dos pontos de controle, como no caso da esfera.
Foi apresentada uma técnica para aplicar as condições de contorno que leva em
consideração as características da ACA no intuito de não perder as vantagens relativas
ao custo de armazenamento e ao produto matriz-vetor. As grandezas obtidas na solução
do sistema ficam nos pontos de controle e é necessária uma transformação para obter
os resultados no contorno.
A geração de uma malha de qualidade para problemas tridimensionais ainda é um
processo trabalhoso e complexo, apesar de mais simples do que nos métodos de domínio.
Portanto, pode ser considerada uma das maiores vantagens do método apresentado não
ser necessária a geração de malha uma vez que a discretização é obtida diretamente
dos programas CAD.
Apesar das matrizes hierárquicas terem sido idealizadas para tratar problemas com
muitos graus de liberdade, esse método se mostrou uma combinação interessante com
o método isogeométrico. Devido ao alto custo das funções de base e a necessidade de
uma grande quantidade de pontos de integração, as vantagens da ACA se apresentam
muito antes do que o método convencional. Essa propriedade é importante porque o
método é capaz de representar geometrias complexas com poucos pontos de controle e
teve, também uma convergência mais rápida do que o método padrão. Além disso, a
diferença entre as ordens do método, n2 para o padrão e n log n para o acelerado, fará
com que a diferença de velocidade do método aumente rapidamente com o aumento da
quantidade de nós.
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Na análise bidimensional potencial, mostrou-se a importância de tratar de maneira
diferenciada as condições de contorno do método isogeométrico. O método teve uma
alta precisão com poucos graus de liberdade, tendo um desempenho ligeiramente melhor
que o método padrão nos casos analisados. Nos problemas elásticos bidimensionais, o
método proposto, com distintas ordens, teve um comportamento semelhante ao mé-
todo padrão com elementos quadráticos contínuos enquanto o método com elementos
constantes teve uma convergência muito lenta quando comparado aos demais.
Nos problemas potenciais tridimensionais, o método isogemétrico alcançou erros
muito baixos com poucos pontos de controle. No caso do cubo, por exemplo, com uma
quantidade de nós 200 vezes menor que o método padrão, o método teve um erro RMS
menor que o padrão.
A combinação do método isogeométrico e o ACA se provou robusto e eficiente para
a modelagem de problemas potenciais e elásticos, bidimensionais e tridimensionais,
melhorando a acurácia e a velocidade quando comparado ao método padrão, além de
eliminar as horas do engenheiro usadas com a geração e ajuste de malhas.
7.2 Trabalhos futuros
A extensão natural do trabalho é desenvolver uma metodologia para tratar superfí-
cies aparadas, tornando o método capaz de lidar com qualquer geometria. As integrais
numéricas quase singulares do método podem ser estudadas e melhoradas, principal-
mente, em três dimensões.
O método apresentado pode ser facilmente estendido para os mais diversos proble-
mas, trocando apenas a formulação de elementos de contorno. Problemas onde uma
representação geométrica de qualidade tenha grande influência como:
• Problemas de contato;
• Problemas de fronteira móvel;
• Otimização de forma;
são certamente os problemas onde o método isogeométrico apresentará as maiores van-
tagens quando comparado com o método dos elementos contorno padrão e também
com outros métodos numéricos como, por exemplo, o método dos elementos finitos.
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