Purpose To predict exudative age-related macular degeneration (AMD), we combined a deep convolutional neural network (DCNN), a machine-learning algorithm, with Optos, an ultra-wide-field fundus imaging system. Methods First, to evaluate the diagnostic accuracy of DCNN, 364 photographic images (AMD: 137) were amplified and the area under the curve (AUC), sensitivity and specificity were examined. Furthermore, in order to compare the diagnostic abilities between DCNN and six ophthalmologists, we prepared yield 84 sheets comprising 50% of normal and wet-AMD data each, and calculated the correct answer rate, specificity, sensitivity, and response times. Results DCNN exhibited 100% sensitivity and 97.31% specificity for wet-AMD images, with an average AUC of 99.76%. Moreover, comparing the diagnostic abilities of DCNN versus six ophthalmologists, the average accuracy of the DCNN was 100%. On the other hand, the accuracy of ophthalmologists, determined only by Optos images without a fundus examination, was 81.9%. Conclusion A combination of DCNN with Optos images is not better than a medical examination; however, it can identify exudative AMD with a high level of accuracy. Our system is considered useful for screening and telemedicine.
Introduction
Age-related macular degeneration (AMD) has been reported as the third-most common causes of blindness among the elderly population in developed countries [1] . In Japan, the incidence of AMD has increased in recent years [2] . Although the introduction of antivascular endothelial growth factor (anti-VEGF) therapy for the treatment of AMD has facilitated the maintenance and improvement of visual acuity [3, 4] , some cases involving prolonged exudation deteriorate to macular atrophy despite receiving anti-VEGF agents [5, 6] . In addition, the long-term visual prognosis following anti-VEGF therapy depends on the patient's age and visual acuity at treatment initiation [7] , thus underscoring the importance of an early stage specialized ophthalmic consultation and the appropriate timing of treatment. This timing is complicated by an insufficient number of clinical specialists in age-related macular degeneration worldwide. Even in Japan, only 20.6% of ophthalmologists belong to the professional society of the retina and more than 5 years of clinical experience are required before a clinician is approved to administer PDT treatment. In other words, professional skills training is a lengthy process.
Currently, the Optos 200 Tx (Optos PLC, Dunfermline, United Kingdom) is the most widely used commercially available ultra-wide-field scanning laser ophthalmoscope. As shown in Fig. 1 , this noninvasive device can capture a wide range of fundus photographs over a viewing angle of 200°, even under non-mydriasis, and can cover 80% of the fundus in a single shot [8] .
The Optos does not require a mydriatic agent and, thus, avoids risk of pupillary block as well as the requirement for an ophthalmologist's review before imaging. Several reports have discussed the role of ultra-wide-field scanning in the diagnosis, follow-up, and treatment predictions in the context of various fundus diseases [9] [10] [11] [12] .
Recent studies have reported progress in the use of image processing technologies based on deep learning algorithms, which have very high image discrimination abilities, for the analyses of medical images [13] [14] [15] [16] [17] . Regarding AMD, a previous report described the use of AREDS data to perform staging from fundus camera images and observed similar levels of precision when comparing the discriminatory abilities of a deep learning algorithm with those of physicians [18] . However, that report aimed to substitute medical treatment at the level of an AMD specialist and used image data set comprising the fundus photographs obtained under mydriasis and confined to the macula.
Our research group previously reported that a combination of the high discrimination ability of a deep convolutional neural network (DCNN), a deep learning algorithm, with Optos allowed us to detect early retinal detachment in the context of ophthalmic telemedicine [19] . In addition, this result will contribute to the reduction of social security cost which is a heavy burden in many countries worldwide [20] . We believe that we are the first group to report the indispensability of the Optos for telemedicine. Here, we examined the accuracy of a combination of DCNN and Optos images to distinguish between exudative AMD and a normal eye and compared the diagnostic ability of an ophthalmologist examination with that of our combined technique.
Methods

Dataset
This study was conducted in compliance with the Declaration of Helsinki. The research protocols and implementation were approved by the ethics committee of Tsukazaki Hospital.
We extracted 227 Optos images of normal patients without fundus disease (normal data) and 137 Optos images of patients with exudative AMD (wet-AMD data) from the clinical ophthalmology database at Tsukazaki Hospital. To prevent significant differences between the two groups of normal and wet-AMD, we intentionally controlled the age parameter in the We divided each image data group such that 70 and 30% of images were included in training and test datasets, to yield 253 training images (normal: 158, wet-AMD: 95) and 111 test images (normal: 69, AMD: 42). Subsequently, the 253 training images were subjected to contrast adjustment, gamma correction, histogram equalization, noise addition, and image reversal processing, followed by amplification to 5000 images (normal: 4130 sheets, wet-AMD: 870 sheets). We further evaluated the wet-AMD data to diagnostic confirmation based on the results of ordinary fundus examinations, OCT, and FA/IA examinations conducted by two independent retinal specialists. As we aimed to determine the presence or absence of AMD, we excluded cases with unclear images attributed to vitreous hemorrhage, astrocytosis, or strong cataracts and cases with previous retinal photocoagulation and other complicating fundus diseases as determined by retinal specialists.
Deep learning model
We implemented a DCNN-based deep learning model as shown in Fig. 2 . After arranging three convolutional layers, we arranged the activation functions of rectified linear unit (ReLU) [21] and batch normalization [22] is arranged. Max pooling layers (MP 1, 2) were placed after convolutional layers 1 and 3, and a dropout layers (drop rate: 0.25) were placed after each MP. Finally, two full connection layers (FC 1, 2) comprising all layers were arranged and separated into two classes using the softmax function.
Training the DCNN All image data were initially converted to a pixel resolution of 256 9 192. Training involved the minibatch processing of 10 images with an epoch number of 100 times. The initial value of the network weight was randomly given as the zero average of the Gaussian distribution, with a standard deviation of 0.05. Dropout processing was performed to mask the first total tie layer (FC1) with 50% probability [23] . This weight was updated according to the optimization algorithm [momentum SGD (learning coefficient = 0.01, inertia term = 0.9)] [24, 25] . Of the 100 deep learning models obtained during 100 learning cycles, the most correct rate that was higher in test data was selected as deep learning model. For this study, a system with Windows 10 Home, an Intel Core i7-3630 QM CPU, and 8.00 GB of memory was used.
Outcome
We examined the area under the curve (AUC), sensitivity, and specificity for the ability of DCNN to discriminate between normal and wet-AMD data as described above.
Statistical analysis
The receiver operating characteristic (ROC) curve used to determine the AUC was created by defining the point at which the value used to indicate wet-AMD positively exceeds the threshold (cutoff value) output from the softmax function. By creating 100 ROC curves from 100 patterns and thinning out 10%, this Fig. 2 Overall architecture of the model. The image data were converted to a pixel resolution of 256 9 192 and set as the input. After placing the convolution layers (Conv 1, 2, 3 ), activation function (ReLU), pooling layers (MP 1, 2) after Conv 1 and 3, and a dropout layer (drop rate: 0.25), all were passed through two full coupling layers (FC 1 and 2 ). In the final output layer, the classification was performed using two class softmax functions model was applied to only 90% of the test data. One hundred AUCs were calculated from each ROC curve and a 95% confidence interval was obtained by assuming a normal distribution and average standard deviation. The sensitivity and specificity at the optimal cutoff value, calculated using the Youden index [26] , were used as a representative value of the deep learning model, using the first one among 100 ROC curves.
The confidence intervals of sensitivity and specificity were calculated, assuming a binomial distribution. We used JMP Pro, version 10.0.0 (SAS Institute Inc., Cary, NC, USA) for the data analysis.
Creation of the test application for ophthalmologist interpretation
As the second experiment, we compared the diagnostic accuracy between DCNN and ophthalmologists. For this, we prepared 111 images (normal: 69, wet-AMD: 42) as the test data. Of these, 42 images were extracted from normal data using a random number generation method to yield 84 sheets comprising 50% of normal and wet-AMD data each. A total of 84 sheets were used as test data. The correct answer rate, specificity, sensitivity, and response times by DCNN and six ophthalmologists were calculated.
Determination and required time measurement methods
Six ophthalmologists determined the presence or absence of AMD looking at 84 test data images presented on a computer monitor, without a fundus examination. Each examine entered the integer 0 or 1 in a Microsoft Excel-based response form. To determine the average time required for the ophthalmologist to reply, the time to response entry was also included on the computer monitor.
The DCNN performed a series of tasks, including confirming the number of the problem in the answer column ? reading the image ? judging ? filling all presented numbers in the answer columns, and counting the total time as the operation time. This series of work was performed 15 times by the computer and its median value was recorded as the working time.
Heatmap creation
It is illustrated as a heatmap, which DCNN focuses on which coordinate axes on the image are being classified. The heatmap was generated using Gradient-weighted Class Activation Mapping (Grad-CAM) [27] and a gradient layer using convolution layer 2 was designated. ReLU was specified as the backprop_modifier.
Result
A total of 227 normal data images from 156 patients (mean age: 77.0 ± 4.8 years; 113 men and 43 women) and 137 wet-AMD data images from 114 patients (mean age: 76.2 ± 8.2 years; 84 men and 30 women) were included. The two groups of patients did not differ significantly in terms of age, sex ratio, or left/ right affected eye ratio (P = 0.6252, P = 0.6247, and P = 0.9139, respectively; Tukey-Kramer test and Fisher's exact test) ( Table 1) .
Performance of DCNN
DCNN yielded an average AUC of 99.76% (95% CI: 99.75-99.76) (Fig. 3) , with an average sensitivity of 100% (95% CI: 90.97-n/a) and specificity of 97.31% (95% CI: 93.84-99.12).
Comparison of ophthalmologist and DCNN judgments of test images
In the analysis of 84 test images (normal data: 42, wet-AMD data: 42), the six ophthalmologists yielded an average correct answer rate of 81.9%, sensitivity of 71.4% and specificity of 92.5%. The average required time was 11 min, 23.54 s. The DCNN yielded an average correct answer rate, sensitivity, and specificity of 100%, with a required time of 0 min, 26.29 s (Table 2) .
Heat map
A typical heat map is shown in Fig. 4 . The areas of strong DCNN focus are indicated in pale blue color. The focal points accumulated throughout the lesion.
Discussion
In this study, a combination of DCNN and Optos image data could distinguish between normal and wet-AMD data with a high level of accuracy. Furthermore, in a comparison between the abilities of DCNN and ophthalmologists to distinguish between normal and wet-AMD data, the former outperformed the latter in terms of the correct answer rate, specificity, sensitivity, and response speed.
The multilayered DCNN automatically learns the local features of an image and generates the classification model. Accordingly, this network can conceive and construct an optimum structure for learning and identifying the local features of complex and individual differences in image data [28] [29] [30] . The convolutional layer acquires the amounts of features of an object using a convolution filter. Although MP layers are placed after convolution layers 1 and 3, these aim to reduce the position sensitivity of the feature amount outputted from the convolution layer and facilitate more general recognition. The dropout layer installed after each MP layer aims to avoid excess adaptation (i.e., overlearning) to the training data. Finally, the FC layers 1 and 2 remove spatial information from the extracted feature amount and statistically identify the object from other feature vectors. Dropout processing to mask the first total tie layer (FC1) with 50% probability was performed to improve generalizability and ensure that overlearning would not occur [23] . No statistically significant differences were observed between the groups. Data are presented as numbers (%) unless otherwise indicated Fig. 3 The optimum receiver operating characteristic (ROC) curve yielded by DCNN. This curve was selected from among the 100 created curves Since the introduction of anti-VEGF agents, metaanalyses have shown that treatment can maintain visual function in patients with AMD over the long term [31] . As noted previously, an early stage diagnosis and appropriately timed treatment can help to maintain better vision, as long-term visual prognosis worsens with increasing patient age and worse visual acuity at treatment initiation [7] . Therefore, early diagnosis is very important for maintaining good visual function in patients with AMD. As noted above, the Optos can safely, easily, and non-invasively capture wide-area fundus images in the absence of an ophthalmologist [20] and could be used to identify exudative AMD, as proposed in this study in combination with DCNN. The use of such a system at a medical center lacking an ophthalmologist would likely increase probability of detecting AMD without subjective symptoms. In addition, the use of this technology in remote locations (i.e., far from urban areas) lacking ophthalmological services, the high identification capability of this technology may encourage subsequent visits to ophthalmologists. As blindness prevention has a socially significant economic effect [32] , the placement of such a system in an examination center or other area lacking an ophthalmologist could improve the early detection of AMD and reduce the incidence of blindness.
However, this study had several limitations. First, it is difficult to acquire precise images using Optos when the transmission of light into the eye is impaired by an intermediate translucent zone (e.g., intense cataract, vitreous cloudiness). Accordingly, patients with this characteristic were excluded from our study. Second, we excluded patients with fundus hemorrhagic diseases such as diabetic retinopathy and retinal vascular occlusive diseases, which require careful discrimination from AMD, as well as patients with complications of glaucoma. Furthermore, the wet-AMD dataset comprised all relatively active cases of exudative AMD, most of which had been treated using anti-VEGF vitreous injection therapy. Future studies should involve larger numbers of cases and should aim to evaluate early and slow progressive AMD using the same procedure described in this study. The results would clarify the versatility and effectiveness of this method.
Finally, six ophthalmologists have determined the presence or absence of AMD, without a fundus examination. Therefore, although combination of DCNN and Optos images is certainly better, it is not particularly superior to a medical examination. It should be noted that the inspection of a face-to-face by ophthalmologists is indispensable for a definite diagnosis. In addition, both conventional OCT and angiography, by retinal specialists, are essential to confirm a qualitative diagnosis, treatment effects, and follow-up observations.
Conclusion
In this study, we revealed that a combination of DCNN and Optos had a high discriminating ability to detect exudative AMD. The Optus is a non-invasive tool, and our system, which combines DCNN with Optos, is useful for the purposes of screening and telemedicine. In addition, this result may contribute to the reduction of social security cost.
