The primary interest of the paper is to apply a two-time-level split explicit time scheme developed by one of the authors to the Lokal-Modell (LM) of the German Weather Service (DWD). This model belongs to the operational NWP system at DWD, which makes it particularly interesting for this study. To better understand the implementation of this time scheme in a compressible nonhydrostatic model type, and so in the LM, a linear analysis is presented demonstrating how the equations are to be split up into fast-and slow-mode parts. For the fast-mode part, this analysis demonstrates how the connected short time-step scheme is necessary for a consistent treatment of gravity modes on the one side and a sufficient damping of acoustic modes on the other side. An extended linear stability analysis for the new splitting scheme follows then to establish its application in a full model. An advantage of the given time scheme is that any forward-in-time and stable advection scheme can be linked with the reformulated fast-mode equation part. A Runge-Kutta third-order-in-time and second-order-in-space scheme (RK3/2) has been applied to the horizontal advection, and the vertical advection terms are treated implicitly. A new consistent lower boundary condition and a radiative upper boundary condition are taken into account. Steady airflow simulations over an isolated mountain (Schär test) and the successful incorporation of the Klemp-Durran-Bougeault radiative upper boundary condition in the vertically implicit fast-mode scheme confirm the given approach as necessary and effective for the application of the time scheme.
Introduction
Nonhydrostatic compressible models are of increasing interest because of their suitability for atmospheric simulations over a very wide range of meteorological phenomena from planetary down to local scales. Although simplistic at first glance, considerable difficulties are concealed in this equation set concerning forward-in-time integration methods. All possible atmospheric wave types are involved. These are acoustic waves and gravity waves as fast wave types, on one hand, and slow advective processes connected with Rossby waves plus slow effects from the traditional parameterization of physics, on the other hand. Obviously, the existence of acoustic waves is an obstacle to applying an overall explicit forward time scheme because it would require a very small time increment for a stable integration process. From the meteorological point of view, however, this wave type is unimportant and energetically irrelevant, and from the point of view of an efficient and economical numerical scheme, it is a nuisance to be damped out. However, it is important that gravity wave processes and their physical relevance be retained as exactly as possible. A common strategy for an efficient numerical scheme in models involving fast and slow processes is the application of an explicit time-splitting method as is known since Marchuk's (1967) work, who first introduced it in the NWP in the field of nuclear physics. On this ground then, another pioneering work was the particularly efficient application of the splitting approach to the nonhydrostatic compressible equations by Klemp and Wilhelmson (1978, hereafter KW78) . The basic idea of the splitting scheme, namely using a sufficiently small time step only for the fast subprocesses and a larger one for the slow model processes, was then further refined and investigated for the nonhydrostatic compressible model system in several papers and overview articles recently Klemp 1992 (hereafter SK92), 1994; Browning and Kreiss 1994; Gassmann 2005] . The authors demonstrate stability analyses for their splitting schemes with increasing concern for forward time schemes. Meanwhile, different nonhydrostatic models exist as research and operational weather forecasting models in which the splitting method with different modifications has been applied. These such models are the fifth-generation Pennsylvania State UniversityNational Center for Atmospheric Research (NCAR) Mesoscale Model (MM5; Dudhia 1993) , the Advanced Research Weather Research and Forecast (WRF)-NCAR model (Skamarock et al. 2005) , the Advanced Regional Prediction System (ARPS; Xue et al. 2000) , and the Lokal-Modell (LM) of the German Weather Service (Doms and Schättler 2002, hereafter DS02) . In this paper, we also deal with the establishment of a time-split scheme and its application in a threedimensional nonhydrostatic compressible model. The motivation arises from our direct interest in the LM, which is the limited area weather prediction model component within the operational system of the German Weather Service also running operationally in Switzerland at MeteoSwiss, in Italy, and in Greece [Consortium for Small-Scale Modeling (COSMO Group); see online at http://www.cosmo-model.org]. The default time scheme in the LM is a leapfrog split explicit method with close relation to the philosophy in KW78, Dudhia (1993) , and DS02. Instead of this approach, we are particularly interested in applying the two-time-level split explicit time scheme developed by Gassmann (2005, hereafter G05) to the LM in a consistent way. From her linear analysis of the onedimensional sound advection system, the author demonstrates that this scheme behaves stably and has a smaller splitting error compared to other existing split explicit schemes based on Runge-Kutta advection methods, such as those of Wicker and Skamarock (1998, 2002) . The splitting error reflects the way that advection and fast-mode terms interact and might cause instability or non-equilibrium between the different wave amplitudes moving in different directions. An important advantage of this new splitting scheme is seen in the fact that any forward-in-time and stable advection schemes may be linked with the fast-mode equation part. Thus, it is seen to be more flexible compared to the Runge-Kutta-linked version of Wicker and Skamarock (1998, 2002) .
As a prerequisite for applying any numerical scheme in a full forecast model, linear analyses of it must reveal its reliability concerning the behavior of the amplitude and phase of waves involved. Our approach starts from a linearized equation system more closely related to the general LM equation set, as opposed to the traditionally investigated simple acoustic wave advection system used in G05. To take advantage of the G05 splitting, a strong motivation of the present paper is to suggest that models using this time-splitting scheme require an accurate treatment of all wave modes in the fast-mode integration process and not just parts of them. Once the fast-mode part is carefully defined, owing to a continuous analysis, the time scheme for this equation part is established and proved to be well behaved with respect to amplitude and phase of the acoustic and gravity waves involved in this linearized system. In a following quantitative linear stability analysis, the G05 splitting is investigated as a synthesis of the fast-mode analysis incorporating horizontal advection with a Runge-Kutta second-order-in-time and third-order-in-space scheme (RK2/3). In a following step, the incorporation and application of the new scheme is demonstrated in a full model as a modified LM version completed with nonlinear horizontal advection of the Runge-Kutta type (RK3/2) with implicit vertical advection, as well as a consistent lower and a radiative upper boundary condition.
Linear analysis of the continuous fast-mode equation part
In developing an appropriate fast-mode time scheme, emphasis has been placed on providing a suitable linearized acoustic and gravity wave equation system related to the fast-mode part. Using the common meteorological notation here and in the following, u Ј, w Ј, pЈ, and T Ј are the perturbation variables of the linearized system with respect to a hydrostatic nonisothermal basic state at rest. Here, T, p, and are the corresponding basic-state variables. The vertical temperature gradient of the basic state reads
where N 2 is the Brunt-Väisälä frequency squared, where s ϭ (z ϭ 0) denotes the density of the reference state at the surface. The system of interest becomes
͑5͒
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where the reciprocal scale height H Ϫ1 and the divergence D are given by , which, as a local approximation, needs these coefficients to be kept constant, too. In Eq. (6), precedes the vertical temperature advection term to serve as a tracer through the following analysis. With reference to SK92, a divergence damping term in both the horizontal and vertical momentum equation is added, which serves to suppress acoustic waves. The original intention of SK92 with damping coefficients ␥ ϭ ␥ h ϭ ␥ is obvious here. In the anelastic limit case, that is, from c 2 s → ϱ, it follows that D → 0 in both Eqs. (5) and (6), which in reverse suggests an artificial measure to damp the acoustic modes by damping the divergence in the right way in an elastic system. With reference to the LM basic equations, the linearized system [Eqs. (3)-(6)] applies an equation of temperature T and of perturbation pressure pЈ, respectively, instead of potential temperature and Exner function (cf. SK92). To determine, in view of the G05 splitting, a satisfactory fast-mode equation system with all relevant fast-mode information implied, a standard mode analysis is invoked, which needs to derive the characteristic equations from Eqs. (3)-(6) for different cases. Thus, we determine the frequency behavior using the wave solution ϳ exp[i(kx ϩ mz Ϫ t)], where is the frequency, and k and m are the horizontal and vertical wavenumbers, respectively. 
. It is obvious from Eqs. (8) and (9) that both mode types are not strictly separated from each other. This means that it is difficult to neatly assign each term in Eqs. (3)-(6) to one of the two classes of modes.
b. Case with
As one can see from DS02, the fast-mode part assumed in the LM takes into account both wave types, but it is observed that the vertical temperature advection is not considered in this part of the equation, though the default reference state is assumed polytropic. This can be simulated from Eqs. 
The parameter ␦ is given by
and the approximate solutions from Eq. (10) are
.
͑13͒
We obtain a distorted characteristic equation, and erroneous frequencies for both acoustic and gravity waves appear owing to ␦ 1. A quantitative estimate may be given, setting N ϭ 10 Ϫ2 s Ϫ1 . With a local approximation T Ϸ 250 K, one obtains for sufficiently large wavenumbers ␦ Ϸ 4. While the error in the sound frequency is considered to be unimportant, the gravity wave frequency | g | is for such high wavenumbers erroneously enhanced by a factor of about 2, which is a more serious defect.
1 This inconsistency is simply avoided by the trivial measure of setting ϭ 1. The result may also be supported by energetic reasoning posing the local energy density budget equation for the given problem. It reads
͑14͒
In the case of ϭ 0 and ␦ 1, an energetic inconsistency results due to an erroneous energy source term.
From the given outline, we now draw the conclusion that the system of Eqs. (3)- (6), with ϭ 1, is a consistent fast-mode system demonstrating the importance of the vertical temperature advection term in the fastmode equation part. This point is further investigated in section 3 with a two-time-level scheme applied to the fast-mode part.
c. Case with
It is of particular interest to discuss the divergence damping technique introduced by SK92 in connection with our fast-mode system of Eqs. (3)-(6). This seems necessary, since the linear Eqs. (30)-(33) in SK92 differ slightly from our system. These authors apply a priori a linearized "compressible Boussinesq" system (cf. Durran 1999, p. 351) , while our system is a compressible one without such an approximation. This is the reason why the characteristic equation derived from Eqs. (3)-(6) differs from SK92's result [their Eq. (34) 
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The consequence of our approach here is that in contrast to SK92, an i term does not appear in Eq. (15 Durran (1999), p. 370] . Furthermore, the sound wave phase speed is obviously retarded. From these properties, the application of this kind of artificial sound wave damping is recommended. As known from the literature, the isotropic SK92 divergence damping is applied in the ARPS model (Xue et al. 2000) .
In the following, we discuss a nonisotropic approach where the divergence damping term is only applied in the horizontal momentum equations. Such a kind of limited damping is applied in the LM (DS02), in the MM5 (Dudhia 1993) , and also in the Advanced Research WRF-NCAR model (Skamarock et al. 2005) . In this case, the characteristic equation reads 1 c s
Here, an i term appears in the frequency equation. A Boussinesq approximation is applied in Eq. (18), as in section 2c, to find estimates for the sound and gravity frequencies:
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Concerning the sound wave frequencies in Eq. (19), the result also confirms damping the sound waves. It is obvious that this kind of damping is not limited to hori-1 This phase error, that is, the ratio between | Ј g | from Eq. (13) and
zontal waves, but the degree of selective damping depends only on the horizontal wavenumber. The phase speed becomes retarded. Due to such an anisotropic approach, gravity wave phases remain, however, unretained. From Eq. (20), we infer qualitatively that the pair of opposite phase speeds appear erroneously greater or smaller compared to the exact solution, and these deviations behave asymmetrically because of the second term in Eq. (20).
From the given discussion, we draw the conclusion that the system in Eqs. (3)- (6) represents a consistent fast-mode system if the vertical temperature advection term is included ( ϭ 1). In that linearized way, we coincide with Cullen's (1990) result, who has extracted (in terms of potential temperature and Exner function) a sound and gravity wave equation part of similar form for his semi-implicit scheme in a fully compressible nonhydrostatic model. Together with the investigation of an appropriate fast-waves time scheme in the following section, the divergence damping method is a serious candidate to achieve a satisfactory acoustic filtering with additional stabilizing effects. From the point of view of the given qualitative consideration, the original isotropic approach from SK92 with divergence damping added in all three momentum equations is suggested to be preferable.
A time-differencing scheme for the linear fast-mode subsystem
The fast-mode part integrated forward in time with a small time step contains both acoustic and gravity wave solutions. In section 2, we have identified those terms that are necessary to be considered in this subsystem. It may be represented by the linear Eqs. (3)-(6). As a first attempt to our approach and closely referring to the original LM, we are going to formulate a scheme in this line and apply it to the Eqs. (3)- (6) as follows:
The form of the equations is kept semidiscrete, that is, they are still without a space difference approximation. The superscript indicates the time level with respect to a small time step ⌬. To have the time step independent of fast-moving vertical modes, a Crank-Nicolson scheme is applied to the relevant terms, while the rest of the terms are treated forward-backward. The vertical implicit scheme is achieved by time-averaging weights ␤ ϩ , ␤ Ϫ (cf. Durran and Klemp 1983; Skamarock and Klemp 1992; Dudhia 1993) . The parameters (21)- (24) as follows:
1, and ␣ ϭ 0. This means neglecting the vertical temperature advection, having off-centered implicit weights, but treating the temperature part of the buoyancy term forward in time and assuming a nonisotropic divergence damping.
A new specification of these parameters in Eqs. (21)- (24), which eventually form an appropriate fast-mode time scheme within the G05 splitting, is the concern of the following stability analysis. Our general approach is to invoke the common von Neumann stability analysis. With a wave solution ϳexpi(kx ϩ mz), the spatial derivatives are analytically expressed. The solution vector is ⌽ ϭ (û ŵ T p ) T , and the time-discretized system may be written as ⌽ ϩ1 ϭ A⌽ . In a first step, it is obvious to have a vectorized form B⌽ ϩ1 ϭ C⌽ of Eqs. (21)- (24), where the matrices B and C can be deduced directly from the system above. The amplification matrix with a dimension of 4 ϫ 4 follows by matrix multiplication A ϭ B Ϫ1 C. Its eigenvalues are then determined, containing amplitude and phase information for a pair of acoustic waves and gravity waves, respectively. This analysis will now be executed quantitatively dependent on different specifications of parameters. For all the special cases discussed next, the same standard values are used: g ϭ 9.81 m s In the following stability investigations, the phase and amplitude error for the gravity and sound wave pairs will be shown in terms of the ratio n / a and the modulus of the eigenvalue, | | , of the amplification matrix A, dependent on the small time step ⌬ or the Courant number k⌬c s , respectively. The ratio n / a stands for the frequency of each wave component derived from the specific numerical scheme, n , divided by its associated analytical value, a , determined from the exact characteristic Eq. (8), and | | is the amplification rate for the given scheme. Deviations of these curves from unity indicate errors, to be discussed later on.
a. Analysis without damping:
To arrive at a satisfactory numerical scheme, it seems necessary as a first step to investigate a neutral scheme using the pure Crank-Nicolson approach. For the same reason, divergence damping is excluded.
1) CASE
The LM case with a time-forward formulation of the temperature part of the buoyancy term in Eq. (22) is investigated. To falsify the approach with ␤ Ϫ lm ϭ 1, it is sufficient to assume an isothermal basic state (N 2 ϭ N 2 0 ), for which the LM deficiency of a missing temperature vertical advection term [ ϭ 0 in Eq. (23)] is meaningless. The influence of this numerical scheme on the amplitude and phase behavior of the gravity and sound wave pairs is shown in the upper panels of Fig. 1 .
The phase behavior of the gravity wave pair (upper left panel of Fig. 1 ) is found to be satisfactory. The two single wave components propagating opposite to each other coincide in the plot and behave "symmetrically" in that sense. The phase error of the sound mode is acceptable, and the associated amplitudes are, for larger time steps, slightly attenuated (upper right panel of Fig. 1 ). For the gravity wave amplitudes, however, a numerical instability is observed (upper right panel of Fig. 1 ). From this result, it follows that the forward-intime treatment of the temperature part of the buoyancy term is not appropriate. Since the second and third terms on the right-hand side of Eq. (22) together form the buoyancy term, a numerical formulation of both terms in the same way is advisable as a more physical scheme; moreover, to retain stability, an implicit formulation is preferable. In a further analysis, our concern is to look at the influence of the linear vertical temperature advection term on the fast-wave equation set. It has been shown qualitatively in section 2 that it is necessary to take this term into account in order to have a physically consistent representation of the gravity and acoustic waves regime. To simulate the deficiency of ignoring the term in the fast-mode equation part, ϭ 0 is applied in Eq. (23). The corresponding phase error shown in the left panel of Fig. 2 is not acceptable. It amounts to almost a doubling of the gravity wave frequency for k ϭ m ϭ 2 (3000 m) Ϫ1 , as already predicted by an estimate n / a Ϸ ͌␦ Ϸ 2 from Eq. (10). The result clearly supports that it is important to incorporate the vertical temperature advection term in the fast-waves equation part. The amplitude amplification rates of both wave types are, however, not influenced by ϭ 0. They behave exactly neutral, which makes it unnecessary to show.
The right panel of Fig. 2 demonstrates the consequence of Case III setting the prefactor ϭ 1 in Eq. (23). Because of this, an exact behavior of the gravity wave phases is achieved. The fast-wave amplitudes not shown here are also exact and comparable with the plot in the lower right panel of Fig. 1 .
From the discussion up to here, we can draw the conclusion from the quantitative analysis without divergence damping: a consistent implicit formulation of the entire buoyancy term, including the temperature part, needs to be applied, and the vertical temperature advection term, also treated implicitly, needs to be incorporated in the fast-waves part.
b. Analysis with divergence damping
The divergence damping is now switched on, where both the nonisotropic and the isotropic approach is evaluated. 1) CASE I: ␣ h ϭ 0.1; ␣ ϭ 0 First, we consider the nonisotropic damping as applied in the LM for an isothermal basic case, N 2 ϭ N 2 0 . In the left panel of Fig. 3 , the phase error due to the choice of ␣ h ϭ 0.1 and ␣ ϭ 0 is shown. The oppositely running sound wave components almost coincide. For the gravity wave phases, however, a considerable error is observed corresponding with the frequency relation [Eq. (20) ]. That is, one component of the gravity wave pair runs faster and the other one runs slower as desired. In the case of a nonisothermal state, N 2 N 2 0 , this error becomes even worse compared to the isothermal case (right panel of Fig. 3) . The gravity mode amplitudes (middle panel of Fig. 3 ) are found satisfactory and behave neutrally. We have found no quantitative difference for them between the isothermal and nonisothermal basic state. Sound wave amplitudes, on the other hand, are slightly attenuated. With respect to the observed phase error for gravity waves, the nonisotro- pic damping approach is falsified, from which it follows that it should not be used.
2) CASE II: ␣ h, ϭ 0.1
We test here the isotropic, original divergence damping from SK92 (Fig. 4) . With the comparable setting of parameters, the result is in accordance with the statement from the analytical frequency solutions of Eqs. (16) and (17). Within the interval of numerical stability (0 Յ k⌬c s T 1.8), the gravity wave phase and amplitude remain retained. Concerning the sound wave, its phase error is negligible in a wide range of stability while the amplitude is damped. Although these advantages of isotropic damping against nonisotropic are obvious, the limitations of the stability interval are observed in Figs. 3 and 4 for both types of damping.
c. Analysis with off-centered implicit weights
After having discussed the neutral Crank-Nicolson scheme, we now assume off-centered implicit weights, which are the default parameters in the LM scheme. At the same time, the isotropic divergence damping is dropped. It is sufficient to study the isothermal case with N 2 ϭ N 2 0 . In contrast to the neutral case with divergence damping, the present case shown in Fig. 5 leads to a contented result over the entire stability interval 0 Յ k⌬c s Յ 2. Thus, we hope to have gained an advantage over the isotropic damping method where the stability interval is somewhat smaller. Oppositely propagating wave components of the sound and gravity wave pairs coincide with respect to phase and amplitude amplification rate. In terms of n / a and | | , this scheme for the gravity mode is free of errors and behaves neutrally. For the sound mode, amplitude damping is indicated and the phase is due to the numerical scheme being retarded.
An important conclusion concerning the consistent formulation of a time scheme for the fast-wave equation part can be drawn from the given stability analysis: Different from the LM, the nonisotropic divergence damping term in the horizontal momentum Eq. (21) should be avoided, while an isotropic approach as proposed from SK92 is usable. As an alternative approach to the divergence damping, the application of offcentered implicit weights is proposed and preferred here. The buoyancy term in the vertical momentum Eq. (22), consisting of a pressure and a temperature term, should be treated implicitly as applied to the other corresponding terms in the fast-mode equations. The vertical temperature advection term has to be incorporated in the fast-mode equation part and treated implicitly in the same manner.
Forward-in-time splitting method a. General description
From a linear stability analysis in section 3, the time scheme for the fast-mode model part has been established. Here, the general algorithm of the two-timelevel split explicit integration scheme developed by G05 is briefly recapitulated. For all details of the G05 scheme, we refer to the original paper. In a symbolic way, the model equations with their specific separation into fast and slow parts may always be written
in which is the solution vector and f and s refer to the fast-and slow-mode terms, respectively. This splitting scheme sketched in Fig. 6 may be described as follows. An integration step covers one large time step ⌬t ϭ N s ⌬ from time level n up to time level n ϩ 1; N s is an even number of small time steps ⌬. The first operation is to integrate the fast-mode equation part with small time steps ⌬ over a time interval from t to t ϩ ⌬t/2, that is, from time level n to nЈ. It is important to note that the slow-mode terms are dropped during this procedure. Thus we have ϩ1 ϭ Ϫ ⌬ f ,ϩ1 ; ⌬ ∈ ͓t, t ϩ ⌬t ր2͔. ͑27͒
The operation Eq. (27) demands the correct representation of gravity and acoustic waves in the fast-mode time scheme. The result at the midpoint of the large time step is
. This value is used to determine the slow-mode tendency s nЈ . Then, the actual small time stepping is performed over the entire interval from n to n ϩ 1, and the slow-mode term is included and kept time fixed at level nЈ. This is expressed by ϩ1 ϭ Ϫ ⌬ f ,ϩ1 ϩ ⌬s nЈ ; ⌬ ∈ ͓t, t ϩ ⌬t͔.
͑28͒
Arriving at time level n ϩ 1, the final result of one computing cycle over a time interval ⌬t is achieved.
b. Linear analysis of the splitting scheme
After this general description of the G05 splitting scheme, we are going to carry out a linear stability analysis for this scheme, treating a more complicated system compared to the analysis made in G05. It applies here to the linear fast-mode equations established in section 3, where the fast-mode terms f ,ϩ1
are determined from the linear fast-mode system Eqs. (21)- (24), and this equation system is extended by adding linear horizontal advection terms with a constant current U forming the corresponding slow-mode terms s nЈ . In contrast to the analysis of the system Eqs. (21)- (24), for a pure time scheme in section 3, these equations are used here with a spatial gridpoint approximation. In the horizontal, a C-grid is assumed with the gridpoint distance ⌬x ϭ 1000 m, and for the vertical grid, ⌬z ϭ 300 m is valid. For this analysis, an isothermal case with T ϭ 250 K is assumed. For the horizontal advection, a Runge-Kutta scheme of second order in time and third order in space, RK2/3, is considered, which is in accordance with the more simple analysis in G05 for a sound advection system there. Concerning the splitting error, we meet with the impact of coexistent sound, gravity, and advective modes. For the given case, the representation of the splitting error turns out to be very difficult in view of the dependence on an immense number of parameter combinations. Because of this, we have at least determined the stability in terms of the modulus of the maximum eigenvalues extracted over a wide range of parameters, which is for the wind 0 Յ U Յ c s /4, for the wavelengths in x and z directions 2⌬x Յ L x Յ 20⌬x and 2⌬z Յ L z Յ 20⌬z, and for the small time step 0 Յ ⌬ Յ ⌬x/c s . Here, we use N s ϭ 4 to determine the large time step ⌬t ϭ N s ⌬. This stability analysis is shown in Fig. 7 . There, the modulus of the maximum eigenvalue, | max | , is plotted in a Courant number diagram demonstrating areas of stability/instability defined by C sound ϭ c s ⌬/⌬x (abscissa) and C adv ϭ U max ⌬t/⌬x (ordinate) with 0 Յ C sound,adv Յ 1.
The left panel of Fig. 7 indicates a rather limited stability area due to ignored divergence damping and the use of a neutral Crank-Nicolson implicit approach (␤ ϩ ϭ 0.5, ␤ Ϫ ϭ 0.5), which is particularly dominated by larger instabilities from sound waves. Thus, sound waves need to be damped. It is obvious that the application of isotropic divergence damping is a possible measure to avoid this sound wave instability in a wide range (middle panel of Fig. 7 ). In connection with the splitting algorithm, the application of an off-centered implicit treatment (␤ ϩ ϭ 0.7, ␤ Ϫ ϭ 0.3) without divergence damping is obviously the favorite scheme, which confirms the result already found in section 3 from the isolated stability analysis of the fast-waves system. The instability area is limited to the uppermost right corner of the right panel in Fig. 7 .
The splitting time integration method
formulated for a full model
a. Continuous case
As a consequence of the previous analyses in sections 2 and 3, we turn now to the formulation of the fastmode and slow-mode parts for a full model. For that purpose, we adopt the complete reversible equation part (adiabatic, without turbulent friction) of the LM (cf. DS02). With an explicit formulation of the fastmode part, we have
. Illustration of the two-time-level split explicit scheme developed by Gassmann (2005) ; for further explanation see text.
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Making reference to the general formulation Eq. (26), the fast-mode terms f appear explicitly on the lefthand side, and the s terms on the right-hand side represent the slow-mode model part. For the horizontal wind divergence, D h , we have
and the metric factor ͌G is defined by
which is in relation to the Jacobian of the transformation from the z-to the terrain-following coordinate.
For the slow tendencies, abbreviated on the right-hand sides in Eqs. (29)- (33), we have
The redistribution of terms in the prognostic equations for pressure perturbation and temperature [Eqs. (32) - (33) with Eqs. (39)- (40)] has led to a different separation into fast-mode and slow-mode parts compared to the original LM form. This formulation needs to be explained.
We consider the vertical advection term on the lefthand side in the pressure perturbation Eq. (32). In the original model version (DS02), a linearized form of this term, Ϫg 0 w ϭ wdp 0 /dz ϭ Ϫ(w/͌G)dp 0 /d, is applied, but in Eq. With this definition, the contravariant vertical motion may be written
It is separated into two components, where is understood as a "slow" component due to the horizontal wind velocity over a sloping model surface ϭ constant while the second, "fast" component, Ϫw/͌G, is proportional to the geometric vertical velocity. A similar explanation is given for the fast-and slow-mode separation in the prognostic heat Eq. (33) in connection with Eq. (40).
b. Time differencing
Consequently, the fast terms f ,ϩ1
follow from our analyses:
The point is that all prefactors of the fast-wave terms, like p, T, , ‫,ץ/‪p‬ץ‬ and ‫,ץ/‪T‬ץ‬ and not only some of them are assumed to be slowly variable. That means that they are defined at the time step n and are not dependent on the background state (T 0 , p 0 , 0 ). The advection terms defined in Eqs. (36)- (40) are exclusively slowly variable. After this general description of the entire scheme, the fast-mode time scheme as an essential subscheme has to be explained in more detail. It has been established in section 3 and is applied to the model Eqs. (29)-(40). In the prognostic equation for the temperature, its deviation from a vertically varying reference value, ϭ T Ϫ T 0 (z), has been used. It can be seen that for the horizontal wind components in combination with the horizontal wind divergence, a forwardbackward scheme is applied. Thus, a small prognostic time step ⌬ for the horizontal wind is carried out first, from which D ϩ1 h follows to be known in Eqs. (46) and (47). The vertically structured terms in Eqs. (45)- (47) are written in an implicit form with reference to the analysis in section 3. The further approach is common. With the vertical differencing scheme included, we meet a tridiagonal vertical structural equation set from which the w ϩ1 field is determined by a Gaussian elimination process. The tridiagonal equation system is derived by eliminating pЈ ϩ1 and ϩ1 in the w ϩ1 equation using Eqs. (45)- (47), where an upper and a lower boundary condition (LBC) for w ϩ1 are taken into account. Once the w ϩ1 field is determined, the prognostic step for determining pЈ ϩ1 and ϩ1 can follow. The time scheme as a whole has shown to be fairly flexible concerning the evaluation of s nЈ , because it can be used with different stable forward-in-time advection schemes. Here, a Runge-Kutta scheme of third order in time and second order in space (RK3/2) is applied to the horizontal advection, while the vertical advection terms in the slow-mode part are treated with the Crank-Nicolson method.
c. Spatial discretization
Common centered second-order differences are applied in horizontal and vertical direction. The placement of variables on the horizontal grid obeys the common rules for a C-grid. In the vertical, a Lorenz grid (L-grid) is still assumed, although many studies (e.g., Arakawa and Konor 1996; Arakawa 2000; Herzog and Gassmann 2005) have so far indicated that the Charney-Phillips grid (CP-grid) is the better approximation to avoid a possible vertical computational mode from the hydrostatic model part, leading to possible spurious interactions with moist processes. Nevertheless, the change from an L-grid to the CP-grid, not yet realized here, is a nontrivial intervention in the given LM code. Apart from this still-open problem in the present model, care is taken for local accuracy to consider a fairly consistent difference formulation of metric terms from the terrain-following vertical coordinate in the horizontal pressure gradient term and in the horizontal divergence term (Klemp et al. 2003) . Real case studies with the present model for southerly flow over the Alps have shown a strong sensitivity visible in the surface pressure at the lee side dependent on alternative difference formulations for the metric terms in the horizontal wind divergence [Eq. (34)]. It was found by experimentation that this defect can be avoided by formulating the three-dimensional divergence in flux form. It reads
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A straightforward centered difference approximation of Eq. (48) appears to be sufficient for controlling inand outflow over the edges of a grid cell.
d. Lower boundary conditions
For the lower boundary condition (LBC), we follow an approach suggested by Gassmann (2004) assuming the homogenous condition ϭ 0 for the contravariant vertical velocity related to the terrain-following vertical coordinate . Owing to Eqs. (41) and (42), a slip condition at the lower boundary
follows, which is assumed to be valid. If for all times, both ϭ 0 and ‫ץ‬ /‫ץ‬t ϭ 0, then it is appropriate to insert the momentum Eqs. (29)- (31) in the slip condition after its time differentiation. After some arrangements, an expression for the vertical gradient of the pressure perturbation ‫ץ‬pЈ/‫ץ‬ may be obtained, which is the LBC of Neumann type. It reads
͑50͒
with the following definitions
͑53͒
This LBC is evaluated in connection with the given differencing scheme in time and space. The application of the time-splitting scheme in the described manner has to be treated carefully at the lower boundary. Since the direct application of the free-slip condition is no longer possible in the slow vertical advection terms in the pressure and temperature equations, which now use 0 compared to ϭ 0 in the original LM version, the specification of lower boundary vertical gradients for pressure and temperature is required. This is achieved through access to pressure and temperature at the surface. For the sake of consistency, for the slow-mode model part is evaluated by
Thus, the free-slip condition is applied in an indirect way.
e. Upper boundary conditions
Two options of an upper boundary condition (UBC) are available. The first one is the common Rayleigh damping method that is applied in the LM (DS02). It is a robust relaxation technique appropriate for operational model runs to prevent artificial reflections of gravity waves from an upper lid condition w ϭ 0. The method is not entirely free of reflection, and it needs a considerable number of uppermost model layers in which the characteristic scales of the inner solutions are lost. The second method is a radiative upper boundary condition (RUBC). To have a practicable method, the Klemp-Durran-Bougeault radiative boundary condition (KDB-RUBC; cf. Bougeault 1983; Klemp and Durran 1983) has been chosen. In the case of a primitive hydrostatic model, the application of the KDB-RUBC is doubtless effective and successful in an operational regime (Herzog 1995) . Its application in a compressible nonhydrostatic nonlinear environment, however, is an intricate matter. From the practical point of view, the application would be particularly attractive because of its ability to be global in space but local in time. A critical point is that the presence of nonhydrostatic waves might reduce the effectiveness of the method while acoustic waves, on principle also present, are not expected to be a nuisance, since they are sufficiently filtered out from the numerical scheme that uses ␤ ϩ ϭ 0.7 Ͼ 0.5. In the present case, the specific problem of how to implement it in the given fast-mode equation part with its time scheme demonstrated in section 3 remains. The basic idea is adopted from Durran (1999; already applied by Chen 1991) , who demonstrated the incorporation of the KDB-RUBC in a linear fast-mode model with a vertically implicit time scheme. The direct adoption of this interesting approach working in the linear environment has, however, appeared to be difficult in the case of the nonlinear model. After prestudies with an LM-like linear fast-waves toy model (Herzog and Gassmann 2005) and further extensive experimentation, a satisfactory approach has eventually been found and implemented in the present model with the specific fast-mode time scheme.
The lateral boundary technique is a Davies-Kållberg relaxation procedure (Davies 1976; Kållberg 1977) similar to the Rayleigh damping method, as used in the standard LM code.
Test integrations
To perform the first tests of the full incompressible nonhydrostatic model with the presented G05 splitting scheme, we confine ourselves to an idealized experiment. For that purpose, an experimental setup is chosen following an approach by Schär et al. (2002) , which is generally approved as a necessary standard test tool (see also Klemp et al. 2003) . In this setup, a stably stratified, dry flow over a judiciously specified mountain profile is assumed. This profile is given by
together with the parameters h 0 ϭ 250 m, a ϭ 5 km, and ϭ 4 km. The ratio of Brunt-Väisälä frequency and mean flow is assumed constant, N/U ϭ 10 Ϫ3 m
Ϫ1
. The assumed profile is of particular interest because gravity waves of two different scales are excited from it: a hydrostatic wave type with deep vertical propagation and a nonhydrostatic smaller-scale wave component generated from the cosine-formed profile variation, which is expected to decay rapidly with height. This may be inferred from the stationary form of the gravity wave frequency Eq. (9), which leads to an imaginary vertical wavenumber m in the case of a horizontal wavenumber squared, k 2 , being sufficiently higher than the constant ratio (N/U ) 2 . The simulations are conducted with a vertical-plane model version with periodic continuation in the horizontal. The numerical setup is almost exactly adopted from Schär et al. (2002) . The vertical depth is resolved by 65 layers, which corresponds to a 300-m thickness in each layer in the case of no orography. With 401 horizontal grid points in a horizontal direction, a horizontal mesh width ⌬x ϭ 500 m follows to be used. To avoid wave reflection in the upper boundary zone in the following simulations, either the Rayleigh damping technique with a lid condition w ϭ 0 at the upper boundary or the KDB-RUBC has been applied. All the model runs are carried out until a quasi-steady state is reached. The physical parameterization schemes are excluded, but in contrast to Schär et al. (2002) , the horizontal numerical mixing is switched on in our experiments.
The following is a key test to prove our two-timelevel split explicit scheme in connection with the correctness of the fast-wave equation part of the present model. It is obvious from the consecutive operations [Eqs. (27) and (28)] of the G05 scheme that particularly due to the first substep [Eq. (27) ], a strong sensitivity of the scheme exists, indicating the importance of physically consistent wave information in the fast-wave part. If the correct fast-waves formulation inferred from the linear analyses in sections 2 and 3 is, however, violated, any such inconsistency is expected to lead to a deteriorated integration result because the desired wave information from the first substep is not completely available to be evaluated in the second substep. One could argue that an appropriately defined background state ( p 0 , T 0 ) can somehow diminish errors of this kind of inconsistency, but for real-case integrations with all the nonlinearities to meet with, such a background state is unlikely to be found. To elucidate the importance of this point of interest for our forward-in-time scheme, namely to have a consistent fast-waves formulation rather than an inconsistent one detected in the original LM (the latter was an important motivation for our investigation), we define two test model versions: the so-called version, which is the consistent version described in section 5, and the so-called version, where the vertical temperature advection and the vertical perturbation pressure advection are not placed in the fastwaves part but are absorbed in the slow-mode part. Since the version depends significantly on the background state, we deliberately perform a fair-play experiment with an isothermal background state. This is expected to alleviate the inconsistency for the version since the vertical temperature advection term is in this case not placed in the fast-waves part, which pretends to be an isothermal situation. The hydrostatic background state in the LM is determined from a given stability parameter having a constant increase of temperature with the logarithm of pressure, dT 0 /dlnp 0 ϭ ␤ (cf. DS02; Dudhia 1993) . Thus, we use ␤ ϭ 0 K instead of the LM default value ␤ ϭ 42 K. The basic state of our simulation is determined from N 2 ϭ 0.0002 s Ϫ2 corresponding to a background parameter ␤ ϭ 33.5 K. The simulation result with the version against the version is shown in Fig. 8 .
The result confirms what has been supposed above. There are drastic differences between both solutions. The model solution behaves well as desired, while the model solution shows considerable shortcomings. The error proneness of the model version to an improper fast-waves formulation is obvious. While the physically founded w pattern is similar in both versions, we observe additional strong, erroneous vertical velocity structures downstream in the solution. Instead of approaching a steady-state limit case during the integration course, increasingly amplified amplitudes with almost upright phase lines occur in such a way that the physical solution tends to be destroyed as a whole. The same simulations have also been carried out with background states according to ␤ ϭ 33.5 and ␤ ϭ 42 K and always the same basic state according to N 2 ϭ 0.0002 s Ϫ2 . We have qualitatively found almost the same results (not shown here). A preliminary conclusion is that in the case of the acid "Schär" test, the two-time-level split scheme of our concern needs, as an important prerequisite, a consistent mode splitting of the given equations. Thus, a credulous application of the model version has not shown to be recommendable.
As a second test, the Schär scenario (Schär et al. 2002; Klemp et al. 2003 ) is performed again, using consequently the version from an isothermal basic state and also an isothermal background state ␤ ϭ 0 corresponding to T 0 ϭ 288 K together with N 2 ϭ g 2 /(c p T 0 ). By analogy with the previous test, the application of the KDB-RUBC instead of the Rayleigh damping technique turns out to be a particularly hard test. The successful result is shown in Fig. 9 . The satisfactory steadystate solution is valid through the whole depth of the model atmosphere over a sufficiently long integration time. As pointed out from the first test case, a properly formulated fast-wave part is needed in connection with the G05 scheme; in addition, we found here that in a similar way, a successful solution with the KDB-RUBC seems strictly dependent on the same fast-wave condition. Thus, we failed to come to a satisfactory solution with the model version: the integration run blows up. Obviously, radiating out gravity wave energy in an efficient way needs, first of all, sufficiently simulated waves of this type from the model, which is the matter of a well-posed fast-waves submodel. More specifically, we suppose above all that it is the fitting of the KDB-RUBC into the Gaussian elimination process due to the vertically implicit time scheme that makes the integration highly sensitive. The "down-top sweeping" during the calculation of the vertical motion from the tridiago- nal vertical structural form easily leads to a fast error accumulation in the case of unwanted inconsistencies.
Summary and conclusions
We dealt with the establishment of a two-time-level split explicit scheme developed by G05 in connection with the nonhydrostatic compressible Lokal-Modell (LM), which is the limited area model component in the operational system at the German Weather Service. To benefit from the advantages of this time scheme in the environment of the LM, it has shown to be necessary to reformulate this model toward a more consistent numerical scheme as a whole. In the first step, a linear mode analysis for the fast-waves equation part has been carried out. It was found that all wave terms need to be considered in the fast-waves solver. Taking this into account, the fast-waves equation part satisfactorily maintains the amplitude and phase behavior of acoustic and gravity waves involved. The point of consistency here is the inclusion of the actual vertical advection of both pressure and temperature in the fast-waves part. This implies the splitting up of the vertical advection term of pressure perturbation and temperature into two parts, the first one being responsible for the actual vertical advection placed in the fast-waves part and the second one accounting for a vertical advection component apparently present because of terrain-following coordinates involved in the slow-mode equation part. From a careful linear stability analysis and also supported by numerical simulations, we have inferred that for damping horizontally propagating acoustic waves, the application of a divergence damping term as used in the standard LM code and adopted from Dudhia (1993) is detrimental for a proper physical solution. Without such a remedy, the damping of acoustic waves is consistently and sufficiently achieved by setting offcentered implicit weights ␤ ϩ Ͼ 0.5 (e.g., ␤ ϩ ϭ 0.7; default values in the LM) at all fast-waves terms except the horizontal divergence and horizontal pressure gradient term. The latter are treated forward-backward. It is important to note that all the terms treated implicitly apply the same implicit weights. Otherwise, the eigenvalues for the different modes become asymmetric and the whole scheme might become numerically unstable. As an extension of the linear analysis to a simple fastslow mode equation set in G05, the splitting scheme is also investigated under more general conditions by using the linear fast-mode equations together with horizontal and vertical differencing on a C-grid and an Lgrid, respectively, and with linear advection terms added. Over a wide range of parameters, the scheme was found to be well constituted. The numerical experiments do confirm the results obtained from the linear investigations. Since the fast-wave computational step is applied in "bare" form as the first substep of the integration method, that is, without adding a slowtendency term, we meet with an approach particularly sensitive to inconsistencies in the fast-waves terms. Time-split integrations based on the Runge-Kutta method as proposed by Wicker and Skamarock (1998, 2002) are supposed to be less sensitive, because in each Runge-Kutta substep, the whole equation set is involved. In G05, it has been demonstrated that this kind of robustness is acquired at the expense of a larger splitting error and diminished flexibility. Concerning the vertical boundary conditions for the model presented, both a consistent lower boundary condition and a radiative upper boundary condition of the KDB type have been implemented. The latter involves an intricate problem concerning the successful incorporation of the KDB-RUBC into the vertical implicit scheme applied in the fast-waves part. We have found that the efficient operation of the KDB-RUBC is strictly dependent on the consistent formulation of the fast-waves equation part. This would be worth discussing elsewhere. The first numerical simulations for idealized cases shown in the paper-and a larger set of real cases with physics included, but for the sake of conciseness, not shown here-so far indicate that the presented scheme is an encouraging approach for further refinements and consolidation.
