We describe an algorithm that allows the incremental addition or removal of unranked ordered trees to a minimal frontier-to-root deterministic finite-state tree automaton (DTA). The algorithm takes a tree t and a minimal DTA A as input; it outputs a minimal DTA A which accepts the language L(A) accepted by A incremented (or decremented) with the tree t. The algorithm can be used to efficiently maintain dictionaries which store large collections of trees or tree fragments.
Introduction
Some natural language processing applications, for example data-oriented parsing [3] , require the storage of large collections of parse tree fragments. A data structure that is able to hold unranked ordered tree data efficiently is a minimal frontier-toroot deterministic tree automaton (DTA), much in the same way as a minimal deterministic finite-state automaton (DFA) [1] , stores strings efficiently [11] . To start, each subtree which is common to several trees in the collection is assigned a single state, as happens in prefix-tree DFAs, retrieval trees or tries [12, 13] with prefixes which are common to several strings in a dictionary. Furthermore, as happens in DFAs with string prefixes, the number of such states is minimized by assigning a single state to sets of subtrees that may appear interchangeably in the collection. There exists a standard procedure [4, 15] to obtain the minimal DTA that can be efficiently implemented [5] . In contrast, root-to-frontier deterministic tree automata are strictly less powerful than (frontier-to-root) DTAs; in particular, there exist finite tree languages that are not accepted by any root-to-frontier deterministic tree automaton [8] .
The construction of minimal automata from collections in the traditional way requires considerable amounts of time and memory. To alleviate the problem in DFAs, incremental algorithms have been designed that directly construct minimal automata, going through a construction and local minimization cycle each time a new data item-a word or a string-is added to the language of the automaton. Two families of algorithms for construction of acyclic DFAs exist: those that require data to be lexicographically sorted [7, 10] , and those that accept data without that restriction [2, 10, 18, 19] . Both kinds of algorithms have been extended to the case where strings are added to a cyclic DFA [6, 9, 14] . Of course, only the algorithms accepting unsorted input are amenable to removal. Here, we study the addition and removal of unsorted trees to a cyclic minimal DTA. This paper is organized as follows: Sect. 2 describes the notation used; Sect. 3 presents the new algorithm for incremental construction of DTA and Sect. 4 includes a theoretical justification; finally, conclusions are presented in Sect. 5.
Notation
Given an alphabet, that is, a finite set of symbols (also called labels) = {σ 1 , . . . , σ | | }, we define T as the set of unranked ordered trees with labels in : every symbol σ ∈ belongs to T and every σ (t 1 · · · t m ) such that σ ∈ , m > 0 and t 1 , . . . , t m ∈ T is also a tree in T . The trees so defined are ordered (the order of children is relevant) and unranked (there is no a priori bound on the number of children of a node). The size |t| of t ∈ T is |t| = 1 if t = σ and |t| = 1 + 
. , t m ).
In the following, we will assume that is given and will call trees all elements in t ∈ T . Any subset of T will be called a tree language. In particular, the language sub(t) of the subtrees of a tree t is recursively defined as follows:
A finite-state frontier-to-root tree automaton is defined as A = (Q, , , F ), where Q = {q 1 , . . . , q |Q| } is a finite set of states, = {σ 1 , . . . , σ | | } is the alphabet, F ⊆ Q is the subset of accepting states, and = {τ 1 , . . . , τ | | } ⊂ × Q * × Q is a finite set of transitions (where Q * denotes, as usually,
Each transition τ n = (σ, i 1 , . . . , i m , j) may be seen as consisting of an argument arg(τ n ) = (σ, i 1 , . . . , i m ) and an output out(τ n ) = j . The size of the automaton is defined as
where the size |τ n | of a transition τ n = (σ, i 1 , . . . , i m , j) is m + 2.
The automaton A is a deterministic finite-state frontier-to-root tree automaton, or deterministic tree automaton (DTA) for short, if for every argument there is at most one possible output, that is, for all σ ∈ , for all m ≥ 0 and for all (i 1 , . . . , i m ) ∈ Q m , there is at most one j ∈ Q such that (σ, i 1 , . . . , i m , j) ∈ . In a DTA, the transition output for argument (σ, i 1 , . . . , i m ) will be denoted with δ m (σ, i 1 , . . . , i m ) and
In the following, the symbol ⊥ will be interpreted as a special absorption state such that ⊥ ∈ Q − F . With this assumption, remains finite but the output for all possible transition arguments is a state in Q.
The output A(t) when a DTA A operates on t ∈ T is the state in Q recursively computed as
Note that, in contrast to DFAs, the DTA does not specify the initial state as every tree is processed starting at its leaves and each leaf label σ determines a state δ 0 (σ ) that is used as input for the ensuing computation. For every DTA A, the tree language L A (q) accepted at state q ∈ Q is the subset of T with output q L A (q) = {t ∈ T : A(t) = q} (5) and the tree language L(A) accepted by A is the subset of trees in T accepted at the states in F
Two DTA accepting identical languages are said to be equivalent, that is,
For every t ∈ T , A t will denote the DTA (Q t , , t , F t ) accepting L(A t ) = {t}: (A, B) is the product DTA with
As in the case of DFA [16] , it is not difficult to show that
In a DTA A, a state q is inaccessible if L A (q) = ∅, that is, if there is no tree t in T such that A(t) = q. Therefore, inaccessible states and the transitions using them can be safely removed from Q and respectively without affecting L(A). If q is accessible and C q denotes the number of transitions in with output q then C q > 0 if and only if q =⊥ because does not contain transitions with output ⊥ and the accessibility condition L A (q) = ∅ requires, for q =⊥, the existence of at least one transition with output q. It is worth noting that, in contrast to DFAs, in DTAs operating on unranked trees, the absorption state ⊥ is always accessible because is a finite subset of × Q * × Q and there is an infinite number of arguments leading to ⊥.
An accessible state q ∈ Q is said to be coaccessible if there is at least one tree t ∈ L(A) containing a subtree s such that q = A(s). States which are not coaccessible (and accessible) are useless. In particular, as no transition in contains ⊥, the absorption state is useless. The identification of inaccessible and useless states can be done-see, for instance, reference [5] -in time O(|A|). Note that, after useless states have been removed, |L A (q)| = 1 implies C q = 1 but the converse is not necessarily true.
The standard algorithm to minimize DTA [4, 8, 15] removes inaccessible states and then partitions Q into equivalence classes by iterative refinement until it becomes a congruence. A congruence ≡ on A = (Q, , , F ) is an equivalence relation such that p ≡ q implies 
Adding and Deleting a Tree
This section describes the basic procedure to add or delete a tree t from the language accepted by a minimal DTA A. In particular, the algorithm that takes a minimal DTA A and a tree t as input and outputs a new minimal DTA A such that L(A ) = L(A) ∪ {t} is shown in Fig. 1 .
Algorithm AddTree
Input: a minimal DTA A and a tree t / ∈ L(A). The construction of A is performed in two phases. The first one (recursive splitting) builds the union automaton
As will be seen below, and was the case also for string automata [6] , there is no need to explicitly build the whole union DTA, which will be instead obtained as a modified version of the original automaton A.
The second phase (local minimization) transforms A † into a minimal DTA A . For this purpose, any minimization algorithm, including an incremental one [20] could be used. However, as A was already minimal, a more effective procedure inspired in the local minimization described for the incremental construction of DFAs [6, 10] can be implemented. The key to local minimization is to keep a register R containing mutually inequivalent states so that only the equivalence of states which are not in R must be checked. After the recursive splitting, only states used when the automaton operates on the tree can be in Q − R and, as they usually represent a minor fraction of the states in the automaton, checking the equivalence of most pairs of states is avoided.
This local minimization is also incremental but as will be seen later and in contrast with the incremental algorithm presented in [20] , the pairwise comparison of states does not require further recursive calls. Thus, to avoid confusion, we use the name local minimization for our procedure.
Looking for an equivalent state in the register R can be a slow process which often returns no state. For instance, if all transitions in containing q ∈ Q in the argument have identical output in and in † and the outputs are in R then q cannot be equivalent to any other state in R. Therefore, in order to accelerate this search, an auxiliary set is built during the recursive splitting which will be used later during the local minimization phase. After the split, this set contains those states in Q † which belong to the argument of a transition whose output is a new state, that is, a state in
The procedures to create the union DTA and to minimize it locally are described in more detail in the following subsections.
Splitting the Automaton
Building the product DTA A † generates only four different types of accessible states:
1. The new absorption state ⊥ † = (⊥, ⊥ t ), which will never appear in † . 2. One state of the form (q, ⊥ t ) for every q ∈ Q − {⊥} such that L A (q) ⊆ sub(t).
The transitions in † containing these intact states in the argument are completely determined by the analogous transitions in . Moreover, (q,
Therefore, q and (q, ⊥ t ) are equivalent. 1 If A is large, these are the great majority of accessible states, so it is convenient to build A † as a modified A, as it is done in our algorithm. 3. One state (⊥, s) for every s ∈ sub(t) such that A(s) =⊥. These are new states, only one of which, (⊥, t), can be in F † . The transitions containing them in the argument are determined by the analogous transition in t so that they may be considered to be equivalent 2 to the state s in A t . The remaining states in the product DTA (a great majority, as for most (q, s) ∈ Q × Q t one has A(s) = q), are inaccessible and can be safely discarded; therefore the procedures described below will carefully avoid creating them.
One state (A(s), s) for every s
Then, the splitting procedure which creates the new set of states and transitions in A † from those in A can be performed recursively, as in algorithm split shown in Fig. 2 . Indeed, if s = σ (s 1 , . . . , s m ) and, for all 1 ≤ k ≤ m, L A (r k ) = {s k } with r k = A(s k ), then one finds only three different cases:
s) is a new state in
A † which can be identified with s, as discussed above.
• There is a single transition in with output
Then, L A (q) = {s} and the split procedure can return A without further modification. Therefore, q is a recycled state.
• There is more than one transition in with output q = δ m (σ, r 1 , . . . , r m ), that is, C q > 1. In such case, the new DTA A † contains a destination state n = (q, s) and † a transition (σ, r 1 , . . . , r m , n). Therefore, A † satisfies L A † (n) = {s}. However, q may belong to the argument of a number of transitions in and then, † must include analogous transitions with n in the argument. The procedure to create these new transitions will be called cloning and is described in detail in the next section. 1 States in two different DTA A and B are said to be equivalent if they satisfy conditions (9) (10) in the sum 2 In the case of tree removal, the equivalence holds only if F t is redefined as empty.
Function split
Input: A DTA A and a subtree s = σ (s 1 , . . . , s m ) .
1. Create an empty set . 2. For k = 1 to m do
• Add all states in θ to .
3. q ← δ m (σ, r 1 , . . . , r m ) .
else (* C q > 1 *)
• Replace Note that for the efficient computation of C q = |{τ n ∈ : out(τ n ) = q}| it suffices to keep a set of counters {C 1 , . . . , C |Q| } that are updated whenever a new transition is added to or removed from . In addition to the computation of A † , function split builds the subset ⊆ Q † which will be used later during local minimization: every time split creates a transition whose output is a new state, the states in the argument of the transition are added to .
Cloning States
In case |L A (q)| > 1, more than one tree is accepted at state q. Thus, if q = A(s) with s ∈ sub(t), there exists at least one s = s such that A(s ) = A(s). Splitting q so that s is accepted at a new state n would inadvertently remove some trees from L(A) (those trees where s replaces s ). Therefore, it is necessary to add new transitions with n in the argument.
From a complementary perspective, for every transition in containing q in the argument, † will include a transition with n = (q, s) and another transition with (q, q ) in the argument with q = A t (s ). States (q, s) and (q, q ) are equivalent in the product DTA A † before A † (t) is added or removed from F † . For the sake of simplicity, let us assume that C q = 2. If (q, q ) = (q, ⊥ t ) then (q, q ) is an intact state equivalent to q; however, if s ∈ sub(t) then (q, s ) can be identified with the
Function clone
Input: a DTA A, a state q ∈ Q, and a state n ∈ Q without transitions in . Output: an equivalent DTA A where n and q are equivalent. Method: ≤ m and (σ, i 1 , . . . , i m , j) recycled state q, provided that A is modified so that L A (q) = {s }. In both cases, n will be called a clone of q in A † . The generalization for C q > 2 is straightforward.
Function clone, shown in Fig. 3 , modifies A so that n becomes trivially equivalent to q just by adding n to F if q is in F and by adding the missing transitions to , that is, creating new transitions from the existing ones by replacing one q in the argument with n. Note that transitions recently added to are also checked at step 2 of clone. For instance, when making state q 3 a clone of q 1 -as in the example in Sect. 3.4-if δ 2 (a, q 1 , q 1 ) = q 2 then step 2 of clone adds three transitions to with output q 2 : (a, q 3 , q 1 , q 2 ), (a, q 1 , q 3 , q 2 ) and (a, q 3 , q 3 , q 2 ). As cloning cannot modify inequivalences p ≡ q for states p and q other than n, then, remains unchanged.
Local Minimization
The union DTA A † obtained after step 1 of Algorithm AddTree accepts L(A) ∪ {t} but is not necessarily minimal. A register R containing mutually inequivalent statesthat is, the part of the automaton that cannot be further minimized-can be used to speed up the minimization process as the minimization will only check if unregistered states are equivalent to a state in R. In such case, they are merged with the equivalent one; otherwise, they are added to the register.
After split, R contains only those states in Q † which are not used in the computation of A † (t), that is, R = Q † − {A † (s) : s ∈ sub(t)}. As will be proven later, the class of states in the register (that is, whether they are accepting or not) is not changed by split and any transitions in containing them in the argument remain also unchanged in † (and lead to states which are also in R).
Local minimization is performed in our algorithm by means of function minim (Fig. 4) which takes three parameters as input: the automaton A † , its register R and the auxiliary set . It returns the minimal automaton A after merging pairs of equivalent states.
A useful property of the input is that if the states in Q † − R are processed in topological order, then the equivalence check in (10) is non-recursive, that is, the transition outputs are equivalent if and only if they are identical. The topological ordering is such that, for all s ∈ sub(t) and all s ∈ sub(s), either A † (s ) is after A † (s) • Replace (σ, r 1 , . . . , r m , n) with (σ, r 1 , . . . , r m , q) in † .
• Remove n from Q † , F † , † and † .
• Add r 1 , . . . , r m to † else • Add n to R 3. Return A † . The set contains states appearing in the argument of transitions with new output-therefore, including also new states-plus the state A † (t), added to F † and to † at step 1(b) in AddTree. Every time an equivalent state q ∈ R is found for a state n ∈ Q † − R, the state n is merged with its equivalent one q and states r 1 , . . . , r m in the single transition (σ, r 1 , . . . , r m , n) with output n may become equivalent to some state in R and are then added to .
The search for equivalent states in the register R can be performed efficiently by implementing signatures (which may be used to obtain hash codes such as the ones used to speed up searches). For instance, the signature sig(q) of a state q could be defined as
If the output of transitions containing q is in R, a state p ∈ R cannot be equivalent to q unless sig(p) = sig(q). Therefore, the search for an equivalent state in R can be limited to the subset of states in R having identical signature and class (accepting or non-accepting), a subset that will always be smaller. As the signature of a state does not depend on any transition output, the local minimization does not change signatures, and they can be computed (and stored) in advance and updated when required during the split phase. 3 
A Simple Example
As an illustration of the whole addition process, Fig. 6 shows a trace of the algorithm AddTree when the tree t = b(ab) is added to the minimal DTA accepting the language {a (aa), a(ab), a(ba), a(bb) }.
States in Q † and their corresponding states in Q × Q t are q 1 = (q 1 , b) , q 2 = (q 2 , ⊥ t ), q 3 = (q 1 , a) and q 4 = (⊥, b(ab) ). Cloning q 3 and q 1 implicitly generates the following transitions in A † : (a, (1, b), (1, a), (2, a(ba))),(a, (1, a), (1, b) , (2, a (ab))) and (a, (1, b), (1, b), (2, a(bb)) ). Later, local minimization merges q 4 and q 2 .
Note that while the original DTA in the example has only three transitions, the addition of a single subtree a of size one duplicates the number of transitions and gives a new automaton, the one returned by split(A, a),
This illustrates the fact that, in some cases, the size of the output A can be exponentially larger than the size of the input, with a direct effect on the computational cost of the algorithm.
Algorithm Analysis
The next proposition shows the main features of the output DTA A † obtained after function split is applied.
Proposition 1 A call to the procedure split with parameters A (a minimal DTA) and t (a tree) outputs a new automaton
Proof 1. The automaton remains deterministic as the modifications to do not add transitions with already existing arguments: step 2 of clone explicitly checks that no transition exists with the same argument and step 3(b) of split only adds a transition with argument (σ, r 1 , . . . , r m ) if δ m (σ, r 1 , . . . , r m ) =⊥.
Inaccessible states can be generated whenever a new state is added to Q or a transition is removed from . As the input DTA contains no inaccessible states, it is trivially true that the automaton contains no inaccessible states just after the step 2 in function split when called with input s = σ (then, m = 0) and can be inductively assumed when called with m > 0.
If q is accessible, there is a sequence j 1 , . . . , j N of different states with j N = q and with j 1 = δ 0 (σ ) for some σ ∈ such that, for all n, j n+1 is the output of a transition containing j n in the argument. Therefore, as clone does not add states or remove transitions, every new state n created by split becomes accessible when the transition (σ, r 1 , . . . , r m , n) is added to in step 4(b).
As a consequence, replacing a transition (σ, r 1 , . . . , r m , q) when C q > 1 can render no state p = q inaccessible because cloning q creates, among others, transitions with all appearances of q in the argument replaced with n. Furthermore, C q > 1 implies that, after cloning q, there is at least one transition in with output q and no q in the argument and, therefore, also q remains accessible. Thus, the automaton returned contains no inaccessible states.
Finally, all transitions added by the algorithm have as output either a new state (split) or the output of a transition already in (clone). Further recursive effects do not take place because for every q in the argument of a transition there is a cloned transition where q is replaced with n. Therefore, split may only remove subtrees of t from the languages accepted by states in the input DTA A.
Proof Let q = A(s) and recall that, according to Proposition
Proof On the one hand, the state q = A † (t) is in F but not in F and, according to Proposition 1.3, L A † (q) = {t} and, therefore, t ∈ L(A ) and t / ∈ L(A ). On the other hand, for any q ∈ F , the subtrees s ∈ sub(t) ∩ L A (q) are not necessarily in L A † (q). However, in such a case, A † (s) is a new state n / ∈ Q and, according to Proposition 1.3, L A † (n) = {s}. As the first step in clone guarantees that n is in
As a consequence of the previous corollary, efficient removal of trees may be accomplished also by means of algorithm AddTree just by changing step 1(b) so that it removes A † (t) from F † (and adds it to ).
Corollary 3 All subtrees s ∈ sub(t) generate a different output in Q † when A † operates on them and, then, a topological order can be defined in
Proof As there is a one-to-one mapping between sub(t) and B, the hierarchical relations of subtrees in t can be directly mapped to the states in B.
The following proposition justifies that the local minimization performed by function minim is correct.
Proposition 2
The following statements remain true during the execution of minim(A † , R, ) to the topological sort, no transition with output in {A † (s ) : s ∈ sub(s)} is changed before n is popped from and, then, L A † (n) remains unchanged and topologically sorted.
As a consequence, there is a single transition (σ, r 1 , . . . , r m , n) with output n, and all states r k in its argument satisfy r k = A † (s k ) for some subtree s k ∈ sub(t).
Assume that there is a transition (σ, i 1 , . . . , i m , j) and k ≤ m such that i k = n and j ∈ Q † − R. Then, according to Proposition 2.1, j must be in and L A † (j ) contains a single tree s = σ (s 1 , . . . , s m ) . As n is also in there is s such that L A † (n) = {s } and s = s k . However, s ∈ sub(s) is in contradiction with j = A † (s) being below the top state n = A † (s ) in the topologically sorted stack .
3. As A is a minimal DTA, initially, all pairs of states p, q in R satisfy at least one of the following:
(a) p ∈ F and q / ∈ F or vice versa. Then, p and q will remain inequivalent in A † because no state removed from or added to F † is in R. In this case, the inequality will remain true in A † because no state in R is used by transitions whose output in † differs from that in and the outputs are in R.
The automaton A † is later modified by minim but mutual inequivalence is explicitly required for new additions to R and merging equivalent states does not modify the inequivalences.
4. On the one hand, as the output of transitions using n are in R, the arguments used in the previous paragraph to justify that two states p and q in R are mutually inequivalent are also valid for p ∈ R and n.
On the other hand, whenever function findEquiv is called, all transitions using n have an output in R and, therefore, if the output states are inequivalent, they must be different states. Therefore, no further recursive computation of equivalence is necessary.
5. The only place where A † is modified is when a state n is replaced with an equivalent q one found in the register. In such case, if n is in F † so it is q and for all transitions using n in the argument, there is another transition with all n replaced with q so that, n can be safely deleted along with its outgoing transitions without changing the language. Proof According to Proposition 2, L(A ) = L(A † ) and all states in R are mutually inequivalent. Upon termination (after at most |t| iterations), is necessarily empty and, therefore, Q coincides with R.
Conclusions and Future Work
Deterministic frontier-to-root tree automata may be seen as a very efficient way of storing (possibly infinite) tree collections, much in the same way as deterministic finite-state automata are a very efficient way of storing a (possibly infinite) language or dictionary.
Analogously to the way in which Carrasco and Forcada [6] , and Daciuk and van Noord [11] described how to incrementally build a minimal DFA from strings, this paper describes an algorithm to build incrementally a minimal DTA from trees; that is, an algorithm that adds or removes a tree from the language accepted by a DTA which is already minimal, and delivers a DTA which is also minimal.
A number of possible improvements are possible, which will be reported elsewhere; we are currently working on:
• exploring the advantages of sorting trees before adding them to the automaton; in reference [10] this was shown to speed up the incremental construction of DFAs; • extending the algorithm to efficiently add finite languages of trees by building the analogous to a prefix tree DFA and merging it with the minimal DTA.
Finally, we plan to use DTA to implement a perfect hashing function for a set of trees, much in the same way as a minimal deterministic string automaton may have its transitions or states labeled with positive integers [17] that, added, compute a unique number for each string.
