While the problem of approximate nearest neighbor search has been well-studied for Euclidean space and ℓ 1 , few non-trivial algorithms are known for ℓ p when 2 < p < ∞. In this paper, we revisit this fundamental problem and present approximate nearest-neighbor search algorithms which give the first non-trivial approximation factor guarantees in this setting.
Introduction
Nearest neighbor search (NNS) is one of the basic operations computed on data sets comprising numeric vectors, i.e. points. The problem asks to preprocess a d-dimensional set V of n = |V | vectors residing in a certain space M , so that given a new query point q ∈ M , a point nearest to q in V can be located efficiently. This problem has applications in data mining, database queries and related fields.
When the ambient space M is a high-dimensional ℓ p -space, 1 NNS may require significant computation time, and this is due to the inherent complexity of the metric. For example, for Euclidean vectors (ℓ 2 -space), Clarkson [13] gave an O(n ⌈d/2⌉(1+ε) ) size data structure that answers exact NNS queries in O(log n) time (with constant factors in the bounds depending on constant ε > 0), and claimed that the exponential dependence on d is a manifestation of Bellman's [7] "curse of dimensionality." This has led researchers to consider the c-approximate nearest neighbor problem (ANN), where the goal is to find a point in V whose distance to q is within a factor c of the distance to q's true nearest neighbor in V . In the Euclidean setting, celebrated results of Kushilevitz, Ostrovsky and Rabani [32] (see also [36, 37] ) and Indyk and Motwani [26, 21] achieved polynomial-size data structures which return a (1 + ε)-ANN in query time polynomial in d log n (when ε > 0 is any constant). These results can be extended to all ℓ p with 1 ≤ p ≤ 2.
However, the more difficult regime of p > 2 is significantly less well understood. Recalling that for any vector v and p > 2, 2 , we conclude that simply running an ℓ 2 ANN algorithm on V ⊂ ℓ p (that is, treating V as if it resided in ℓ 2 ) will return an O(d 1 This is a space equipped with a Minkowski norm, which defines the distance between two d-dimensional vectors x, y as x − y p = (
time. If we allow exponential space, then a (1 + ε)-ANN can be found in query time O(d log n) and space ε −O(d) n by utilizing an approximate Voronoi diagram [21, 4] . (These structures were developed for Euclidean spaces, but apply to all ℓ p , p ≥ 1 as well [23] .) For ℓ ∞ , Indyk [24] gave a polynomial-size structure which answers O(log log d)-approximate queries in d log O(1) n query time, and remarkably there are indications that this bound may be optimal [3] . Since for any vector v we have v ∞ ≤ v p ≤ d 1/p v ∞ , Indyk's ℓ ∞ structure gives a O(d 1/p log log d)-ANN algorithm for all p > 2, and in particular an O(log log d)-ANN whenever p = Ω(log d).
Our contribution. We revisit the problem of ANN in ℓ p spaces for 2 < p < ∞, and give improvements over what was previously known. Note that the ℓ p -norm for this regime finds application in fields such as image resolution [20, 19] , time-series comparison [39] , and k-means clustering [16] . We are interested in polynomial-size structures that have query time polynomial in d log n. Hence we shall make the simplifying assumptions that d = ω(log n) and d = n o(1) : If d = O(log n) then approximate Voronoi diagrams may be used, and if d = n Ω(1) then comparing the query point q to each point in V in a brute-force manner can be done in time
Our first result is an extension of Indyk's ℓ ∞ algorithm to smaller values of p. Exploiting the max-stability property of Fréchet random variables, we give in Section 3.1 a randomized embedding from ℓ p into ℓ ∞ that is non-contractive and has expansion O(log 1/p n). This means that points distant from query point q remain far, while the distance from q to its nearest neighbor increases by at most a factor of O(log 1/p n). We then run Indyk's algorithm on the embedded space, and the result must be a O(log log d log 1/p n)-ANN in the origin space. We refine this technique in Section 3.2 to obtain better bounds for spaces with low doubling dimension.
Having extended the range in which Indyk's ℓ ∞ algorithm is applicable, we proceed to introduce an embedding which greatly extends the range for which the ℓ 2 algorithms are applicable. In Section 4, we introduce the Mazur map as an algorithmic tool. This mapping allows us to embed ℓ p into ℓ 2 , and we then solve ANN in the embedded space. Although the Mazur map induces distortion dependent on the diameter of the set, thereby confounding the ANN search, we show that the mapping can be applied to small low-diameter subproblems. Our final result is a polynomial-size structure which answers 2 O(p) -approximate queries in time polynomial in d log n (Theorem 4.4). This yields non-trivial results for p = o(log d). Comparing this result with the one above:
√ log log n), the 2 O(p) -ANN algorithm is best.
• When p = Ω( √ log log n) the O(log log d log 1/p n)-ANN algorithm is best.
Note that the worst case is when p = Θ( √ log log n), where the approximation ratio is 2 O(p) = 2 O( √ log log n) . As we have assumed d = ω(log n), the above bound is 2 o( √ log d) , much better than the previously known d O(1) -factor approximations.
Related work
For Euclidean space, Chan [11] gave a deterministic construction which gives an O(d 3/2 )-ANN, in time O(d 2 log n) and using polynomial space (see also [8] ). For ℓ p , Neylon [35] gave an O(d)-ANN structure which runs in O(d 2 log n) time and usesÕ(dn) space. 2 We recall also that there exists an oblivious mapping for all ℓp that embeds ℓ Stoev et al. [38] and Andoni [2] both used random variables with max-stability or min-stability to estimate the p-th moment of a vector, or of the difference between two vectors. Faragó [17] presented an elegant oblivious embedding from
with arbitrarily low distortion, and the existence of an embedding with these properties had been alluded to in Indyk's survey [25] . We observe that one may utilize Farago's embedding to map ℓ p into ℓ ∞ and then compute the nearest neighbor in the embedded space using Indyk's ℓ ∞ structure. This in fact yields an O(log d)-ANN, but in time and space exponential in d, so approximate Voronoi diagrams are better for this problem.
For ANN in general metric spaces, Krauthgamer and Lee [31] showed that the doubling dimension can be used to control the search runtime: For a metric point set S, they constructed a polynomial-size structure which finds an O(1)-ANN in time 2 O(ddim(S)) log ∆, where ∆ = ∆(S) is the aspect ratio of S, the ratio between the maximum and minimum inter-point distances in S. The space requirements of this data structure were later improved by Beygelzimer et al. [9] . Har-Peled and Mendel [22] and Cole and Gottlieb [15] showed how to replace the dependence on log ∆ with dependence on log n. Other related research on nearest neighbor searches have focused on various assumptions concerning the metric space. Clarkson [14] made assumptions concerning the probability distribution from which the database and query points are drawn, and developed two randomized data structures for exact nearest neighbor. Karger and Ruhl [30] introduced the notion of growth-constrained metrics (elsewhere called the KR-dimension) which is a weaker notion than that of the doubling dimension. A survey of proximity searches in metric space appeared in [12] .
Subsequent to the dissemination of the results in this paper, we were advised of a manuscript of Naor and Rabani [34] 
Preliminaries
Embeddings and metric transforms. A much celebrated result for dimension reduction is the well-known l 2 flattening lemma of Johnson and Lindenstrauss [28] : For every n-point subset of l 2 and every 0 < ε < 1, there exists a mapping into l k 2 that preserves all inter-point distances in the set within factor 1 + ε, with target dimension k = O(ε −2 log n).
Following Batu et al. [6] , we define an oblivious embedding to be an embedding which can be computed for any point of a database or query set, without knowledge of any other point in these sets. (This differs slightly from the definition put forth by Indyk and Naor [27] .) Familiar oblivious embeddings include standard implementations of the Johnson-Lindenstrauss transform for l 2 [28] , the dimension reduction mapping of Ostrovsky and Rabani [37] for the Hamming cube, and the embedding of Johnson and Schechtman [29] for ℓ p , p ≤ 2.
An embedding of X into Y with distortion D is a mapping f : X → Y such that for all x, y ∈ X,
where c is any scaling constant. An embedding is non-contractive if for all x, y ∈ X,
Doubling dimension. For a metric M , let λ > 0 be the smallest value such that every ball in M can be covered by λ balls of half the radius. λ is the doubling constant of M , and the doubling dimension of M is ddim(M ) = log 2 λ. Then clearly ddim(M ) = O(log n). Note that while a low ℓ p vector dimension implies a low doubling dimension -simple volume arguments demonstrate that ℓ p metrics (p ≥ 1) of dimension d have doubling dimension O(d) -low doubling dimension is strictly more general than low ℓ p dimension. We will often use the notation ddim when the ambient space is clear from context. The following packing property can be shown (see for example [31] ):
.
Nets and hierarchies. Given a point set S residing in metric space M , S ′ ⊂ S is a γ-net of S if the minimum inter-point distance in S ′ is at least γ, while the distance from every point of S to its nearest neighbor in S ′ is less than γ. Let S have minimum inter-point distance 1. A hierarchy is a series of ⌈log ∆⌉ nets (∆ being the aspect ratio of S), where each net S i is a 2 i -net of the previous net S i−1 . The first (or bottom) net is S 0 = S, and the last (or top) net S t contains a single point called the root. For two points u ∈ S i and v ∈ S i−1 , if d(u, v) < 2 i then we say that u covers v, and this definition allows v to have multiple covering points in 2 i . The closest covering point of v is its parent. The distance from a point in S i to its ancestor in S j (j > i) is at most
Given S, a hierarchy for S can be built in time min{2 O(ddim) n, O(n 2 )}, and this term also bounds the space needed to store the hierarchy [31, 22, 15] . (The stored hierarchy is compressed, in that points which do not cover any other points in the previous net may be represented implicitly.) Similarly, we can maintain links from each hierarchical point in S i to all neighbors in net S i within distance c·2 i , and this increases the space requirement to min{c O(ddim) n, O(n 2 )}. From a hierarchy, a net-tree may be extracted by placing an edge between each point p ∈ S i and its parent in S i+1 [31] . The height of the (compressed) tree is bounded by O(min{n, log ∆}).
Background: The near neighbor problem
In this section, we review basic techniques for ANN in ℓ p spaces. A standard technique for ANN on set V ⊂ ℓ p is the reduction of this problem to that of solving a series of so-called approximate near neighbor problems [26, 21, 32] (also called the point location in equal balls problem). The c-approximate near neighbor problem for a fixed distance r is defined thus:
• If there is a point in V within distance r of query q, return some point in V within distance cr of q.
• If there is no point in V within distance r of query q, return null or some point in V within distance cr of q.
For example, suppose we had access to an oracle for the c-approximate near neighbor problem. If preprocess a series of oracles for the O(log ∆) values
and query them all, then clearly one of these queries would return a 2c-ANN of q. In particular, if r ′ is the distance from q to its nearest neighbor in V , then the oracle query for the value for r satisfying r ′ ≤ r < 2r ′ would return such a solution. Further, it suffices to seek the minimum r that returns an answer other then null. Then we may execute a binary search over the candidate values of r, and so O(log log ∆) oracle queries suffice. Har-Peled et al. [21] show that for all metric spaces, the ANN problem can be solved by making only O(log n) queries to oracles for the near neighbor problem. The space requirement is O(log 2 n) times that required to store a single oracle. The reduction incurs a loss in the approximation factor, but this loss can be made arbitrarily small. In Section 4, we will require a more specialized reduction, where we allow near neighbor oracle queries only on problem instances that have constant aspect ratio.
Embedding into ℓ ∞
Here we show that any n-point ℓ d p space admits an oblivious embedding into ℓ d ∞ with favorable properties: The embedding is non-contractive with high probability, while the interpoint expansion is small. Hence the embedding approximately preserves the nearest neighbor for a fixed query point q, and keeps more distant points far away. This implies that Indyk's ℓ ∞ ANN algorithm can be applied to all ℓ p .
Max-stability. Our embedding follows the lead of [38, 2] in utilizing max-stable random variables, specifically those drawn from a Fréchet distribution: Having fixed p, our Fréchet random variable Z obeys for all
We state the well-known max-stability property of the Fréchet distribution: 
To see this, observe that
And similarly, Pr[
So indeed the two random variables have the same distribution.
The resulting set is V ′ ∈ ℓ ∞ . Clearly, the embedding can be computed in time O(d) per point. We prove the following lemma. 
where X is a Fréchet random variable drawn from the above distribution. Then
Since the embedding is linear, v may be taken to be an inter-point distance between two vectors in V (v = u−w u−w p ), and so the probability that any inter-point distance decreases is less than
Indyk's near neighbor structure is given a set V ∈ ℓ ∞ and distance r, and answers O(log log d)-near neighbor queries for distance r in time O(d log n) and space n 1+δ , where δ is an arbitrarily small constant (that affects the exact approximation bounds). Combining this structure and Lemma 3.2, we have: Corollary 3.3. Given set V ⊂ ℓ p for p > 2 and a fixed distance r, there exists a data structure of size n 1+δ (for arbitarily small constant δ) that solves the O(log log d log 1/p n)-approximate near neighbor problem for distance r with query time O(d log n), and is correct with probability at least
Proof. Given a set V and distance r, we preprocess the set by computing the embedding of Lemma 3.2 for each point. On the resulting set we precompute Indyk's structure for distance r ′ = O(log 1/p n) · r. Given a query point q, we embed the query point and query Indyk's structure. The space and runtime follows.
For correctness, by the guarantees of Lemma 3.2, if q − v p ≤ r for some point v ∈ V , then under the expansion guarantee of the mapping their ℓ ∞ distance is at most 2(3 ln n) 1/p · r ≤ r ′ , so the structure does not return null. On the other hand, if the embedding succeeds then it is non-contractive, and so any returned point must be within ℓ p distance O(log log d) · r ′ of q. The probability follows from the contraction and expansion guarantees of Lemma 3.2.
Finally, we use the near neighbor algorithm to solve the ANN problem, which was our ultimate goal:
Theorem 3.4. Given set V ⊂ ℓ p for p > 2, there exists a data structure of size n 1+δ (for arbitarily small constant δ) which returns an O(log log d log
, and is correct with constant probability.
Proof. We invoke the reduction of Har-Peled et al. [21] to reduce ANN to O(log n) near neighbor queries. We require that all O(log n) queries succeed with constant probability, hence each near neighbor query must be correct with probability 1 − O 1 log n . Each near neighbor query is resolved by preprocessing and querying O(⌈log 2 p log n⌉) = O log log n p independent structures of Corollary 3.3. The probability that all these structures fail simultaneously is 2 −p·O((log log n)/p) = O 1 log n , and so at least one is correct with the desired probability. The runtime follows. The reduction of [21] increases the space usage by a factor of O(log 2 n), and the additional oracles by a factor of O log log n p , but these increases are subsumed under the constant δ in the exponent.
We note that when p = Ω(log log n), we recover the O(log log d)-approximation guarantees of Indyk's ℓ ∞ structure, previously known to extend only to p = Ω(log d)).
Embedding with distortion dependent on the doubling dimension
Here we give an ANN algorithm whose approximation factor depends on the doubling dimension, instead of the cardinality of the space. We begin with a statement that applies only to nets. Our approach is motivated by a technique for low-dimensional Euclidean embeddings that appeared in [27] . 
with probability at least 1 − ddim −6 ddim .
• Expansion: For any pair v, w ∈ V ∪ {q},
Proof. Let W i ⊂ W include all points with distance to query point q in the range [2 i , 2 i+1 ). Since W has minimum inter-point distance 1 and diameter less that 2 i+1 , Lemma 1.1 implies that |W i | ≤ 2 (i+2) ddim . Let E i be the bad event that W i contains any point v ∈ W i for which f 1 (v)−f 1 (q) ∞ ≤ c. Set j = log h, so that all points in W are found in sets W j+k for integral k ≥ 0. For any point v ∈ W j+k the probability that the distance from q to v contracts to c or less is
Hence, the probability of bad event E j+k is at most
The probability that any point in W contracts to within distance c of q is at most
As before, Lemma 3.5 can be used to solve the near neighbor problem: Corollary 3.6. Given set V ⊂ ℓ p for p > 2 and a distance r, there exists a data structure of size n 1+δ (for arbitarily small constant δ) which solves the O(log log d(log log log d ddim log ddim) 1/p )-approximate near neighbor problem for distance r in time O(d log n), and is correct with probability
Proof. Given a set V and distance r, we preprocess the set by extracting an r-net, and then scaling down the magnitude of all vectors by r, so that the resulting set has minimum inter-point distance 1. We then compute the embedding of Lemma 3.5 into ℓ ∞ for each net-vector, and precompute Indyk's ℓ ∞ structure for distance 4. Given a query point q, we scale it down by r, embed it into ℓ ∞ using the same embedding as before, and query Indyk's structure on distance 4. The space and runtime follows. For correctness, let q−v p ≤ r for some point v ∈ V . After extracting the net, some net-point w satisfied w−v p ≤ r, and so q −w p ≤ 2r. After scaling, we have q −w p ≤ 2, and after applying the embedding into ℓ ∞ , q − w p ≤ 4 with probability at least 1 − 2 −p > 3 4 . In this case Indyk's near neighbor structure must return a point within distance O(log log d) of q in the embedded space (that is ℓ ∞ ). By the guarantees of Lemma 3.5 (taking c = O(log log d)), the distance from the returned point to q in the scaled ℓ p space is at most O(log log d(log log log d ddim log ddim) 1/p ), and so it is an O(log log d(log log log d ddim log ddim) 1/p )-approximate near neighbor in the origin space.
Similar to the derivation of Theorem 3.4, we have: Theorem 3.7. Given set V ⊂ ℓ p for p > 2, there exists a data structure of size n 1+t (for arbitarily small constant t) which returns an O(log log d(log log log d · ddim log ddim) 1/p )-ANN in time O(d log 2 n log log n) · log log n p + log log n ddim log ddim , and is correct with positive constant probability.
When p = Ω(log ddim + log log d), we recover the O(log log d)-approximation of Indyk, and this improves upon the p = Ω(log log n) guarantee of the previous section.
4 ANN for ℓ p -space via embedding into ℓ 2
In this section, we show that an embedding from ℓ p (p > 2) into ℓ 2 can be used to derived an 2 O(p) -ANN in logarithmic query time.
We review the guarantees of the Mazur map below, and show it can be used as an embedding into ℓ 2 . We then solve the ANN problem in the embedded space. This is however non-trivial, as the map incurs distortion that depends on the set diameter, a problem we address below.
The Mazur map
The Mazur map for the real valued vectors is defined as a mapping from L m p to L m q , 1 ≤ q < p ≤ ∞. The mapping of vector v ∈ L p is defined as
where v(i) is the i-th coordinate of v. The following theorem introduces a scaled Mazur map, and is adapted from [10] . • Expansion: The mapping is non-expansive.
• Contraction:
The scaled Mazur map implies an embedding from ℓ p (p > 2) into ℓ 2 , as in the following. (See also [33, Lemma 7.6 ], a significantly more general result.) 
Proof. We preprocess a hierarchy and net-tree for V . Given query point q, we will seek a hierarchical point w ∈ S j which satisfies w − q p ≤ 3 · 2 j , for minimal j. Note that if such a point w exists, then every hierarchical ancestor w ′ ∈ S i (i > j) of w also satisfies w ′ − q p ≤ 3 · 2 i : We have w ′ − w p ≤ 2 · 2 i − 2 · 2 j , and so
To find w, we modify the navigating-net algorithm of Krauthgamer and Lee [31] : Beginning with the root point at the top level of the hierarchy, we descend down the levels of the hierarchy, while maintaining at each level S i a single point of interest t ∈ S i satisfying d(t, q) ≤ 3 · 2 i .
Let t ∈ S i be the point of interest in level S i . Then the next point of interest t ′ ∈ S i−1 satisfies
So to find t ′ it suffices to search all points of S i−1 within distance 4.5 · 2 i of t. But there may be 2 Θ(ddim) such points, and so we cannot afford a brute-force search on the set. Instead, we utilize the c-BNN data structure of Lemma 4.3: For each net-point t ∈ S i , preprocess a set N (t, i) that includes all these candidate points of S i−1 , as well as all their descendants in the hierarchical level S k , k = i − ⌈log 4c⌉ within distance 4.5 · 2 i of t. After translating N (t, i) so that t is the origin, and scaling so that all points have magnitude at most c, we preprocess for N (t, i) the c-BNN oracle of Lemma 4.3. (Note that |N (t, i)| = c O(ddim) = 2 O(p ddim) .) To find t ′ , execute a c-BNN query on N (t, i) and q, and if the query returns a point q ′ , then set t ′ to be the ancestor of q ′ in S i−1 :
We terminate the algorithm in any of three events:
• The root t ∈ S i does not satisfy q − t p ≤ 3 · 2 i . In this case the root itself is at worst a 3-ANN of q, as the distance from all descendants of the root (that is, all points) to q is greater than q − t p − 2 · 2 i .
• The algorithm locates a point w ∈ S 0 satisfying w − q ≤ 3. Then the nearest neighbor of q can be either w or a point within distance 6 of w. We execute a c-BNN query on the set of points within distance 6 of w. (That is, as above we translate w to the origin, scale so that the maximum magnitude is c, and preprocess a query structure.) If the query returns null, then there is no point within distance 6 c of q, and so w is a Since the minimum inter-point distance of the set is 1, there cannot be another point within distance 1 3 of q, and so the returned point is a 2-ANN of q.
• A c-BNN query on some set N (t, i) returns null. As the diameter of N (t, i) is at least 2 i , this implies that there is no point in N (t, i) within distance 2 i c of q. As all descendants of a point in S k (k = i − ⌈log 4c⌉) are within distance 2 · 2 k of their ancestor, the distance from q to all other points is at least = 6c-ANN of q.
We conclude that the above algorithm returns the nearest neighbor stipulated by the lemma. However, its runtime depends on the number of levels in the hierarchy, that is O(min{n, ∆}). To remove this dependence, we first invoke the algorithm of Chan [11] to find in time O(d 2 log n) and high probability a O(d 3/2 )-ANN of q, called q ′ . We then locate the ancestor of q ′ in level S i , i = ⌈log q − q ′ p ⌉, of the hierarchy in time O(log n), which can be done easily using standard tree decomposition algorithms. We assign this ancestor as our first point of interest t; note that we have
so indeed t is a valid point of interest. After descending O(log d) levels in the search, we reach radii that are smaller than the true distance from q to its nearest neighbor in V , and the search must terminate.
In order for the entire procedure to succeed with constant probability, we require the failure probability of each level c-BNN query to be O(1/ log d). Each c-BNN oracle consists of O log log d p ddim structures of Lemma 4.3, and (recalling that a query is executed on a set of size 2 O(p ddim) ) the probability that they all fail simultaneously is 2 −O(p ddim ·(log log d)/p ddim) = O(1/ log d).
The final space and runtime follow directly from the time and space required for building and querying the c-BNN oracles, each of size min{O(n), 2 O(p ddim) }, plus the single level ancestor query.
Comment. Note that the query time in linear in the doubling dimension, as opposed to the exponential dependence common to ANN for doubling metrics. We can extend this lemma by noting that once a 2 O(p) -ANN is found, we can run the standard navigating net algorithm to descend O(p) additional levels and locate a constant-factor ANN in time p2 O(ddim) . We then search ε −O(ddim) more points in a brute-force fashion and locate a (1 + ε)-ANN. So a (1 + ε)-ANN can be found with p2 O(ddim) + ε −O(ddim) additional work.
