Abstract. Connection matrices of graph parameters were first introduced by M. Freedman, L. Lovász and A. Schrijver (2007) to study the question which graph parameters can be represented as counting functions of weighted homomorphisms. The rows and columns of a connection matrix M (f, ) of a graph parameter f and a binary operation are indexed by all finite (labeled) graphs Gi and the entry at (Gi, Gj ) is given by the value of f (Gi Gj). Connection matrices turned out to be a very powerful tool for studying graph parameters in general. B. Godlin, T. Kotek and J.A. Makowsky (2008) noticed that connection matrices can be defined for general relational structures and binary operations between them, and for general structural parameters. They proved that for structural parameters f definable in Monadic Second Order Logic, (MSOL) and binary operations compatible with MSOL, the connection matrix M (f, ) has always finite rank. In this talk we discuss several applications of this Finite Rank Theorem, and outline ideas for further research.
Introduction
Graph Parameters and Graph Polynomials. A graph parameter (also called a numeric graph invariant) f is a function from the class of all finite graphs G to some numeric domain which is an ordered commutative ring R or an ordered field F with 0 and 1, usually the integers Z, the rational numbers Q or the reals R. Graph properties are the special case where the values of f are 0 or 1. In the case of graph properties the ring can be taken to be the two-element boolean algebra, or, alternatively the field Z 2 . We shall use the latter, to make our use of linear algebra uniform.
Graph polynomials are functions p from G into a polynomial ring, usually Z[X], whereX is a fixed finite set of indeterminates. Graph polynomials are a way to encode infinitely many graph parameters. Every evaluation of the polynomial p(G;X) at some pointX =x 0 is a graph parameter. So are the coefficients of p(G;X), the total degree or the degree of monomials where the coefficient satisfies certain properties, and the zeros of p(G;X).
Instead of graphs one can also consider hypergraphs or relational structures over some fixed finite vocabulary τ , a set consisting of relation symbols and constants. In this case we speak of structural invariants for τ -structures, or just of τ -invariants and τ -polynomials. We include here the empty τ -structure, which we denote by ∅ τ .
Connection Marices. Let be a binary operation on τ -structures (which respects τ -isomorphisms. A τ -structure I is -neutral if for every τ -structure A we have A I ≃ I A. For the disjoint union of τ -structures, denoted by ⊔, the empty structure is ⊔-neutral. For the cartesian product of τ -structures, denoted by ×, the one-element structure with full relations is ×-neutral.
Let f be a τ -invariant and be a binary operation on τ -structures which respects τ -isomorphisms. Let {A i : i ∈ N} be an enumeration of all finite τ -structures (up to isomorphisms). We define the infinite matrix M (f, ) = (m i,j (f, )) by m i,j (f, )) = f (A i A j . M (f, ) = (m i,j (f, )) is called the connection matrix of f and . We denote by r R (f, ) the rank over R of the matrix M (f, ). We usually omit the subscript in r R (f, ), when no confusion arises.
Multiplicative τ -invariants. A τ -invariant f is called -multiplicative if it satisfies f (A B) = f (A)·f (B) for all finite τ -structures A and B. With respect to the disjoint union, ⊔, typical examples of ⊔-multiplicative graph parameters are χ(G, k), the number of proper vertex colorings with k colors, pm(G), the number of perfect matchings, or the number of acyclic orientations. With respect to the join of graphs, denoted by ⊲⊳, counting the number of covers by independent sets is ⊲⊳-multiplicative.
In [FLS07] the following characterization of graph parameters, which are multiplicative with respect to the disjoint union, was given. We state it here in the general context. The proof is verbatim the same.
Proposition 1 Let f be a τ -invariant with values in an ordered field R, and which is not identically 0, and let be a binary operation on τ -structures, with I being a unique -neutral structure. Then f is -multiplicative if and only if f (I) = 1, and the matrix M (f, ) has rank 1 and is positive semi-definite.
Connection matrices for various operations on labeled graphs are studied in [FLS07, Sze07, Lov07, Sch08] . In these papers they are used to characterize graph invariants arising from various vertex-coloring and edge-colorings models. In [GKM08] connection matrices are used to study definability properties of graph parameters and graph polynomials.
Outline of the Talk. In this talk we summarize the results from [FLS07] and [GKM08] and discuss further applications and open problems. In Section 2 introduce connection matrices of τ -invariants and their rank. We illustrate their uses in the case of graph parameters. This paraphrases the main results of [FLS07] , and explains the Freedman-Lovász-Schrijver Theorem which gives a characterization of graph parameters arising from counting weighted homomorphisms. In Section 3 we show how one can use a Feferman-Vaught-style Theorem from [Mak04] for τ -invariants definable in Monadic Second Order Logic MSOL to show that the rank of many connection matrices has to be finite. The exact statement of this is the Finite Rank Theorem (Theorem 9). In Section 4 we give applications of the Finite Rank Theorem, mostly taken from [GKM08] . We conclude with a list of open problems for further investigations.
Properties of Connection Matrices of τ -invariants
The Rank of Connection Matrices. Besides multiplicative τ -invariants we consider also τ -invariants f with the following properties:
(ii) f is -maximizing, respectively -minimizing if there exist infinite sequences of graphs (
is strictly monotone increasing. If the two sequences consist of a ll τ -structures, we say f is strictly -maximizing, respectively strictly -minimizing. (iii) A τ -invariant f is weakly ( , γ)-multiplicative, if there exists a finite set of graph parameters f i : i ≤ γ with i, γ ∈ N with f = f 0 , and a matrix
. In other words, f (A 1 A 2 ) is given by a quadratic form defined by N k i,j of rank at most γ.
Typical examples
1 of ⊔-additive parameters are the cardinality of the vertex set, the cardinality of the edge-set, k(G), b(G), number of connected components and number of blocks (doubly connected components), respectively. An example of a ⊲⊳-additive graph parameter is the diameter of a graph. Among the ⊔-maximizing graph parameters we have: the chromatic number χ(G), the edge chromatic number χ e (G), and the total coloring number χ t (G), the size of a maximal clique ω(G), the size of the maximal degree ∆(G), the tree-width tw(G), and the clique-width cw(G). Note that, for example, χ(G), ω(G) and ∆(G), are ⊲⊳-additive.
Proposition 2 Let f be a τ -invariant.
(i) If f is -multiplicative, r(f, ) = 1.
(ii) If f is -additive, r(f, ) = 2, unless M (f, ) is the zero matrix. (iii) If f is -maximizing or -minimizing, r(f, ) is infinite. (iv) Let f be a graph parameter which is weakly ( , γ)-multiplicative.
Then r(f, ) ≤ γ.
Proof. (i) was already stated in Proposition 1. (ii), (iii) and (iv) are easy to verify.
Counting Weighted Homomorphisms of Graphs . A k-graph is a graph G = (V (G), E(G)) with k distinct vertices labeled with 0, 1, . . . , k −1. We denote by K k the class of finite k-graphs. G 0 = G the set of all finite graphs without labels. Given two k-graphs G 1 , G 2 we define the k-sum G 1 ⊔ k G 2 as the disjoint union of G 1 and G 2 where we identify correspondingly labeled vertices. In [FLS07] the connection matrices M (f, ⊔ k ) on G k are used to characterize those graph parameters f which can be represented as counting functions of weighted homomorphisms. The setup is as follows:
Let H = (V (H), E(H)) ∈ G be a fixed graph, possibly with loops. Let α : V (H) → R + and β : E(H) → R be weight functions of vertices and edges respectively, and let h : G → H be a homomorphism. We define weights of h by
Finally, we sum over all homomorphisms 
which counts the number of proper m-colorings.
where ind i (G) is the number of independents sets of size i in G.
In [FLS07] it is proved that the connection matrices M (f, ⊔ k ) for f = Z H,α,β (G) have the following properties:
Proposition 3 (M. Freedman, L. Lovász and A. Schrijver, 2007) (i) For every weighted graph (H, α, β) we have
has no automorphisms and no twins, then
Autmorphisms here are weight preserving. Two vertices u, v ∈ V (H) of (H, α, β) are twins if for every w ∈ V (H) we have that β(u, w) = β(v, w). Being twins does not depend on α.
Example 2 (i) Let pm(G) denote the number of perfect matchings of G. pm(G) is multiplicative and r(pm, k) = 2 k , but M (pm, 1) is not positive definite. (ii) For χ(−, λ), λ ∈ Z we have: M (χ(−, λ), k) is positive-semi-definite, and r(χ(−, λ), k) is finite, but exponentially bounded only for λ ∈ Z + , otherwise it grows superexponentially.
The Freedman-Lovász-Schreijver Theorem. We say that a a numeric graph invariant is hom-presentable if there is a weighted graph (H, α, β) such that for every G f (G) = Z H,α,β (G). We have seen in Example 1 that 2
are hom-presentable, but by Proposition 2 and 3, |V (G)|, |E(G)|, k(G) are not hom-presentable, as their connection matrices have infinite rank. χ(−, λ) is homrepresentable for every λ ∈ Z + , but the choice of (H, α, β) depends on λ.
There are various generalizations of Theorem 5. B. Szegedy [Sze07] considers edge coloring models and connection matrices S(f, k) based on identification of k unfinished edges. A. Schrijver [Sch08] unifies the proofs of [FLS07] and [Sze07] using further variations of connection matrices defined also for hyper-graphs and directed graphs.
Monadic Second Order Logic. A vocabulary is a finite set of relation and constant symbols. We define the logic MSOL for τ -structures inductively. We have first order variables x i : i ∈ N which range over elements of A, the universe of a τ -structure, and (monadic) second order variables U i : i ∈ N, which range over subsets of A. Terms t, t ′ , . . . are either first order variables or constant symbols from τ . Atomic formulas are of the form t = t ′ , R(t), where R is a relation symbol of τ U i (t) and have the natural interpretation. Formulas are built inductively using the connectives ∨, ∧, →, ↔, ¬, and the quantifiers ∀x i , ∃x i , ∀U i , ∃U i with their natural interpretation. The quantifier rank of an MSOLformula φ is defined as usual and denoted by qr (φ) and for the rank we do not distinguish between first order and second variables.
MSOL-definable τ -Polynomials in Normal Form. A MSOL-definable polynomial in indeterminates X 1 , . . . , X ℓ in normal form has the form
. . .
where all the formulas Φ i and φ i are MSOL-formulas with the iteration variables (for summation and products) indicated. There may be additional parameters in the formulas. However, Φ i may not contain the variables U j for j > i, and φ i may not containx j for j > i. Both Φ i and φ i are referred to as iteration formulas.
Looking at the partition function
we can rewrite it as follows: Let G = (V (G), E(G)), H = (V (H), G(H)) and V (H) = {v 0 , . . . , v n−1 }. We introduce, for each v i : i ≤ n − 1 a set variable U i . Let φ hom(H) (U 0 , . . . , U n−1 ) be the formula U 0 , . . . , U n−1 is a partition of V (G) and that for all x, y ∈ V (G), if (x, y) ∈ E(G) then there is a (v i , v j ) ∈ E(H) such that x ∈ U i and y ∈ U j . The formula φ hom(H) (U 0 , . . . , U n−1 ) is a first order formula over the relation symbols for E(G) and U 0 , . . . , U n−1 . It can also be viewed as a formula in Monadic Second Order Logic MSOL over the vocabulary consisting only of the binary relation symbol for E(G). Now the expression (1) can be, usingŪ = (U 0 , U 1 , . . . U n−1 ), written as
If we consider all the α(v i ) and β(v j , v k ) as indeterminates, the left hand side of the expression (2) is a typical instance of a MSOL-definable graph polynomial introduced in [Mak04] . For fixed values of α(v i ) and β(v j , v k ) this gives an MSOLdefinable graph parameter, and, more generally, if we replace graphs by relational structures, of MSOL-definable τ -invariants. Hence we have shown:
Proposition 6 For every α, β the graph parameter Z H,α,β (G) is an MSOLdefinable τ 1 -invariant with τ 1 = {E}.
Using Finite Rank to Compute Partition Functions. Let T W (k) and CW (k) denote the class of graphs of tree-width and clique-width at most k, respectively. It was shown in [CO00] that T W (k) ⊆ CW (2 k+1 + 1). Using the main results of [CMR01, Mak04] combined with [Oum05] we get from Proposition 6 the following complexity result.
Proposition 7 On the class CW (k) of graphs of clique-width at most k the graph invariants Z H,α,β (G) can be computed in polynomial time, and are fixed parameter tractable, i.e., the exponent of the polynomial is independent of k, but the upper bounds for the constants are simply exponential in the case of T W (k), but at least doubly exponential in k in the case of CW (k).
For graphs in T W (k) this was already observed in [Lov07] . To get the better bound on the constants in the case of T W (k), we can use Proposition 3 in the dynamic programming algorithm underlying the proofs in [CMR01, Mak04] .
MSOL-compatible
Operations on τ -structures. Two τ -structures A, B, are said to be k-equivalent for MSOL, if they satisfy the same MSOL-sentences of quantifier rank k. We denote this equivalence relation by A ≡ k B.
A binary operation on τ -structures is called MSOL-k-compatible if for k ∈ N we have that A ≡ m+k A ′ and B ≡ m+k B ′ implies that
The operation is called MSOL-compatible if there is some k ∈ N such that is MSOL-k-compatible. In [Mak04] the case of k = 0 is called MSOL-smooth. The disjoint union of τ -structures is MSOL-smooth. So are the operations ⊔ k on k-graphs. The cartesian product × is not MSOL-compatible. However, the notion of MSOL-compatible operation is sensitive to the choice of the representation of,say, graphs as τ -structures. If we represent graphs G = (V (G), E(G)) as τ 1 -structures with τ 1 = {E}, which have universe V (G) and a binary relation E(G), the join operation G 1 ⊲⊳ G 2 is MSOL-smooth. This is so, because it can be obtained from the disjoint union by the application of a quantifierfree transduction. If, however, we represent graphs as a two-sorted {R} τ 2 -structures, with τ 2 = {P V , P E , R}, with sorts P V = V (G) and P E = E(G), and a binary incidence relation R(G) ⊂ V (G) × E(G), then G 1 ⊲⊳ G 2 contains the cartesian product V (G 1 ) × V (G 2 ) in E(G 1 ⊲⊳ G 2 ) and behaves more like a cartesian product, which is not even MSOL-compatible. It is important to note that the operations ⊔ k are MSOLsmooth for graphs as τ 1 -structures and as τ 2 -structures.
The following theorem is proven in [Mak04, Theorem 6.4]:
Theorem 8 Let f be a graph parameter which is the evaluation f (G) = p(G,x 0 ) of an MSOL-definable τ -polynomial p(G,X). Furthermore, let be a binary operation on τ -structures which is MSOL-k-compatible. Then f is weakly ( , γ))-multiplicative for some γ ∈ N which depend on τ , the polynomial p, k, but not onx 0 .
The Finite Rank Theorem. As in [GKM08] , we get immediately, using Proposition 2 and Theorem 8 the following Theorem.
Theorem 9 (Finite Rank Theorem) Let p(G,X) be an MSOL-definable τ -polynomial with values in R[X] with m indeterminates, and let be a binary operation on τ -structures which is MSOL-k-compatible. There is γ τ, (p) ∈ N depending on τ , the polynomial p, and k only, such that for allx 0 ∈ R m , we have r(p(G,x 0 ), ) ≤ γ τ, (p).
The upper bound on the rank obtained in Theorem 9 again is very large. In the case of partition functions this bound is computed precisely in Proposition 3.
Applications of the Finite Rank Theorem

Non-definability in MSOL
Counting hamiltonian circuits. We shall look at the graph parameter hc(G) which count the number of hamiltonian circuits of a graph G, and the graph property HAM , which consists of all graphs which do have a hamiltonian circuit. If we represent graphs G = (V (G), E(G)) as τ 1 -structures with τ 1 = {E}, which have universe V (G) and a binary relation E(G), it is well known, cf. [dR84] , that HAM is not MSOL-definable. If, however, we represent graphs as a twosorted {R} τ 2 -structures, with τ 2 = {P V , P E , R}, with sorts P V = V (G) and P E = E(G), and a binary incidence relation
Let E m be the graph with m vertices and no edges. It is easy to see that E m ⊲⊳ E n a contains exactly one hamiltonian circuit if and only if m = n. Therefore, M (hc, ⊲⊳) and M (HAM , ⊲⊳) both contain the infinite unit matrix as a submatrix, and r(HAM , ⊲⊳) is infinite over Q, whereas r(HAM , ⊲⊳) is infinite over Z 2 . We conclude that, HAM is not an MSOL-definable property of τ 1 -structures, and that hc is not an evaluation of an τ 1 -polynomial.
The subtle point is, that the join of two graphs is MSOL-smooth only for graphs as τ 1 -structures. In the presentation as τ 2 -structures, the sort E(G 1 ⊲⊳ G 2 ) grows quadratically in the size of V (G 1 ) and V (G 2 ), and is not even MSOLcompatible.
Graph colorings with no large monochromatic components. The same happens with the chromatic polynomial, and its relatives, the polynomials mcc t (G, k ) for t ∈ N − {0}. Following [LMST07] , we denote by mcc t (G, k) the number of functions f : V (G) → [k] such that for each i ≤ k, the set f −1 (i) induces a graph which consist of connected components of size at most t. Clearly, we have χ (G, k) = mcc 1 (G, k) . It follows from results in [KMZ08] that for each t ∈ N the counting function mcc t (G, k) is a polynomial in k.
Proposition 10 (T. Kotek) For each t ∈ N − {0} the rank r(mcc t (G, k), ⊲⊳) tends to infinity with k.
Corollary 11
The polynomial mcc t (G, k) is not a τ 1 -polynomial.
But for connected graphs, we have χ(G, k) = T (G; 1 − k, 0), where T (G, X, Y ) is the Tutte polynomial, which is MSOL-definable over the vocabulary τ 3 = τ 2 ∪ {< E }, where < E is a linear ordering of E(G).
Evaluations of Well Known Graph Polynomials
A particular graph polynomial is considered interesting if it encodes many useful graph parameters. Let G = (V (G), E(G)) be a graph. The characteristic polynomial P (G, X) of a graph is defined as the characteristic polynomial (in the sense of linear algebra) of the adjacency matrix A G of G. The coefficients of P (G, X) are defined by
It is well known that n = |V (G)|, −c 2 (G) = |E(G)|, and −c 3 (G) equals twice the number of triangles of G. The second largest zero λ 2 (G) of P (G; X) gives a lower bound to the conductivity of G, cf. [GR01] . The Tutte polynomial of G is defined as
where k F is the number of connected components of the spanning subgraph defined by F , r F = |V | − k F is its rank and n F = |F | − |V | + k F is its nullity. The Tutte polynomial T (G; X, Y ) has remarkable evaluations which count certain configurations of the graph G, cf. [Wel93] .
(i) T (G; 1, 1) is the number of spanning trees of G, (ii) T (G; 1, 2) is the number of connected spanning subgraphs of G, (iii) T (G; 2, 1) is the number of spanning forest of G, (iv) T (G; 2, 2) = 2 |E| is the number of spanning subgraphs of G, (v) For connected graphs, T (G; 1 − k, 0) is the number of proper k-vertex colorings of G, (vi) For connected graphs, T (G; 2, 0) is the number of acyclic orientations of G, (vii) T (G; 0, −2) is the number of Eulerian orientations of G.
All these are also graph parameters which take values in N. More sophisticated evaluations of the Tutte polynomial can be found in [Goo06, Goo08] .
For now it suffices to know that the Tutte polynomial, the matching polynomial, the characteristic polynomial, all discussed in [GR01, Mak07] , and the interlace polynomial, defined in [ABS04, Cou] , and virtually all the prominent graph polynomials in the literature, are MSOL-definable τ 3 -polynomials, independently of the order of the order < E . Furthermore, the operations ⊔ k are all MSOL-smooth on τ 3 -structures for order-invariant sentences.
The following is a consequence of the Finite Rank Theorem (Theorem 9):
Theorem 12 ([GKM08]) Let f be a τ -invariant and be an MSOL-compatible operation on τ -structures. If r(f, ) is infinite, then f is not an evaluation of an MSOL-definable τ -polynomial.
In [GKM08] many examples are given for graph parameters. This includes all ⊔-maximizing (minimizing) graph parameters, such as the clique number ω(G), the chromatic number χ(G), but also the average degree of a graph.
More Graph Polynomials which are not MSOL-definable
Harmonious and complete colorings. Complete colorings, also called achromatic colorings, were introduced in [HHP67] . Harmonious colorings were introduced in [HK83] . For surveys, cf. [Edw97, HM97] .
Definition 1 (i) A proper vertex coloring is harmonious, if each pair of colors appears at most once along an edge. We denote by χ harm (G) the least k such that G has a harmonious proper k-coloring. (ii) A proper vertex coloring is complete, if each pair of colors appears at least once along an edge. We denote by χ comp (G) the largest k such that G has a complete proper k-coloring. (iii) Let χ harm (G; k) and χ comp (G; k) denote the number of harmonious, respectively complete proper k-colorings of G.
Proof. (i) follows from [MZ06] , but it is not difficult to prove it directly.
(ii) χ comp (G; k) = 0 for large enough k.
Theorem 14 χ harm (G) and χ comp (G) are graph parameters which are not evaluations of invariantly CMSOL-definable graph polynomials.
Proof. χ comp (G) is maximizing, so we can apply Proposition 2. For χ harm (G) we observe that, for stars S n , a set of n edges which meet all in one single vertex, we have χ harm (S n ⊔ S m ) = max{χ harm (S m ), χ harm (S n )} + 1. Now the argument proceeds like in the case a maximizing graph parameter.
Theorem 15 χ harm (G; k) is not an invariantly CMSOL-definable graph polynomial.
Proof. Let L i denote the graph which consists of i vertex disjoint edges. We look at M (χ harm (G, k), 0) restricted to the graphs L i , i ∈ N, which we denote by M L (k) and its rank by r L (k). We note that
Therefore, r L (k) = k 2 which is not bounded, contradicting Theorem 9.
Remark 1 It is shown in [EM95] , that computing χ harm (G) is NP-complete already for trees. This, together with the fact, proven in [Mak05] , that evaluations of invariantly CMSOL-definable graph polynomials are polynomial time for graphs of tree-width at most k, shows that χ harm (G; X) is not invariantly CMSOL-definable, unless P = NP. Our proof above eliminates the complexity theoretic hypothesis P = NP.
Convex colorings. A vertex coloring of a graph
we say that f 0 is convex if there a is a total function f extending f 0 which is convex. In this case we also say that f is a convex extension of f 0 . Convex extensions of partial colorings of trees have been introduced in the context of phylogenetic trees by S. Moran and S. Snir [MS07] .
The existence problem of convex colorings for an arbitrary graph G is easily solved by trying to color every connected component by one color, and only depends on the number of colors available and the number of connected components of G. It follows from [MZ06, KMZ08] that the number of convex colorings of a graph G is a polynomial in k, which we denote by conv (G, k). For k = 1 we have conv (G, 1) = 1, if G is connected, and conv (G, 1) = 0 otherwise. It has been shown by S. Noble and A. Goodall 2 that computing conv (G, 2) is ♯P-hard. It follows, using a similar argument as in [Lin86] , that computing conv (G, k) is ♯P-hard for every k ∈ N − {0, 1}. On the graphs E n convex colorings have to color every vertex with a different color. It follows again that r(conv (G, k), ⊔) tends to infinity with k, and we get Proposition 16 The graph polynomial conv (G, k) is not MSOL-definable.
Open Problems
We have discussed various aspects of connection matrices of graph parameters introduced in [FLS07] , and have generalized them for τ -invariants and various binary operations between τ -structures. We have shown that the rank of connection matrices is finite for MSOL-definable τ -invariants and MSOL-compatible binary operations between τ -structures. We used this to show that various graph parameters and graph polynomials are not MSOL-definable.
In the case of partition functions knowing the exact rank r(f, ⊔ k ) allows us to compute f on graphs of tree-width at most k in polynomial time with improved constants on the running time. Can this be generalized?
This leads us the the following questions about τ -invariants in general, although we formulate them for graphs..
Open Problem 1 Assume M (f, ) has rank r and an (r × r)-submatrix M r of maximal rank is given. Under what conditions on can we compute all the entries of M (f, ) from M r and the computability of ? What is the complexity of computing the entry f (G i G j ) of M (f, )?
Open Problem 2 Under what conditions on the graph parameter f and on can we compute the rank r(f, ) precisely, or at least give reasonable lower and upper bounds?
Open Problem 3 Let f be a graph parameter on k-graphs and let r(f, ⊔ j ) be finite for every j ≤ k. Is it true that f can be computed in polynomial time on graphs of tree-width at most k.
Open Problem 4 In case the Open Problem 3 has a positive answer, is there an analogue for clique-width?
I am pretty convinced that the answer are positive. In order to attack the Open Problems above it may be useful look at connection matrices restricted to a graph property Φ and an operation such that (i) preserves Φ, i.e., if G 1 ∈ Φ and G 2 ∈ Φ then also G 1 G 2 ∈ Φ, and (ii) the size of G 1 G 2 bigger than the size of G 1 and G 2 , for example |V (G 1 G 2 )| ≥ |V (G 1 )| + |V (G 2 )| (iii) For every graph G ∈ Φ we can effectively find non-trivial G 1 and G 2 such that G = G 1 G 2 .
Examples for Φ and satisfying these conditions are trees with root a with an additional distinguished node b and ⊔ 1 identifying a from one tree with b from the other. Another example are the cliques with the join operation ⊲⊳, or graphs with no edges and the disjoint union ⊔.
