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Abstract
We study symmetric polynomials whose variables are odd-numbered Jucys-Murphy el-
ements. They define elements of the Hecke algebra associated to the Gelfand pair of the
symmetric group with the hyperoctahedral group. We evaluate their expansions in zonal
spherical functions and in double coset sums. These evaluations are related to integrals of
polynomial functions over orthogonal groups. Furthermore, we give an extension of them,
based on Jack polynomials.
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1 Introduction
Let Sn be the symmetric group. Jucys-Murphy elements are formal sums in the group algebra
C[Sn] defined by
J1 = 0, Jk =
k−1∑
i=1
(i k), k = 2, 3, . . . , n,
where (i k) is the transposition between i and k. Every two of them commute with each
other. Jucys [J] studied symmetric polynomials in variables J1, J2, . . . , Jn and proved that
they are central elements in C[Sn]. More precisely, given a symmetric function F , we have
F (J1, J2, . . . , Jn) ∈ Zn, where Zn is the center of the group algebra C[Sn].
For a given element F (J1, J2, . . . , Jn) ∈ Zn, it is a natural to ask for its character expansion
and class expansion. Let χλ be the irreducible character of Sn associated to Young diagram
λ and fλ the dimension of its corresponding representation. Jucys [J] obtained the character
expansion
F (J1, J2, . . . , Jn) =
∑
λ:|λ|=n
F (Aλ)
fλ
n!
χλ,
where |λ| is the number of boxes in the Young diagram λ and Aλ is the alphabet of contents
j − i of boxes (i, j) in λ.
The computation for the class expansion of F (J1, J2, . . . , Jn) is a more difficult problem. Let
cµ(n) be the sum of all permutations in Sn of reduced cycle-type µ. For example, c(0)(n) is the
1
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identity permutation and c(1)(n) is the sum of all transpositions. Then {cµ(n) | |µ|+ ℓ(µ) ≤ n}
is a basis of Zn, where ℓ(µ) is the number of rows of the diagram µ. The question is to evaluate
coefficients Aµ(F, n) in
F (J1, J2, . . . , Jn) =
∑
µ:|µ|+ℓ(µ)≤n
Aµ(F, n)cµ(n).
The Aµ(F, n) are zero unless degF ≥ |µ| and polynomials in n. If degF = |µ|, then Aµ(F, n) is
independent of n. Lascoux and Thibon [LT] studied the coefficients for power-sum symmetric
functions F = pk, and Fujii et al. [FKMO] expressed A(0)(pk, n) as an explicit polynomial in
binomail coefficients
(
n
m
)
. Matsumoto and Novak [MN] gave a combinatorial explicit expression
of Aµ(mλ, n) with |λ| = |µ|, where mλ is the monomial symmetric function.
The coefficients Aµ(hk, n) for complete symmetric functions hk are more interesting. They
appear in expansions of unitary matrix integrals. Let U(N) be the group of N × N unitary
matrices g = (gij)1≤i,j≤N , equipped with its normalized Haar measure dg. Consider integrals of
the form ∫
g∈U(N)
gi1j1gi2j2 · · · ginjngi′1j′1gi′2j′2 · · · gi′nj′ndg
where ik, i
′
k, jk, j
′
k are in {1, 2, . . . , N} and N ≥ n. The Weingarten calculus for unitary groups
developed in [W, C, CS] states that those integrals are given by a sum of Weingarten functions
WgU(N)n (σ) =
∫
g∈U(N)
n∏
k=1
gkkgkσ(k)dg, σ ∈ Sn.
In [N] (see also [MN]), a remarkable connection between Wg
U(N)
n and Jucys-Murphy elements is
discovered. Specifically, theWeingarten function is given as a generating function of hk(J1, . . . , Jn):
∑
σ∈Sn
WgU(N)n (σ)σ =
∞∑
k=0
(−1)kN−n−khk(J1, J2, . . . , Jn),
or equivalently
WgU(N)n (σ) =
∞∑
k=0
(−1)kN−n−kAµ(hk, n),
where µ is the reduced cycle-type of σ. Thus unitary matrix integrals are evaluated by observing
symmetric functions in Jucys-Murphy elements.
The main purpose of the present paper is to study their analogues for orthogonal groups.
In the orthogonal group case, the elements F (J1, J3, . . . , J2n−1) · Pn are needed instead of
F (J1, J2, . . . , Jn). Here Pn =
∑
ζ∈Hn
ζ is an element of C[S2n] and Hn is the hyperoctahe-
dral group realized in S2n. We will prove first that F (J1, J3, . . . , J2n−1) ·Pn belongs to the Hecke
algebra Hn associated with the Gelfand pair (S2n,Hn). The Hecke algebra Hn has two kinds
of natural basis {ωλ | |λ| = n} and {ψµ(n) | |µ| + ℓ(µ) ≤ n}, where the ω
λ are zonal spherical
functions and the ψµ(n) are sums over double cosets of the form HnσHn. As in the unitary
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group case, it is natural to ask for expansions of F (J1, J3, . . . , J2n−1) · Pn in zonal spherical
functions ωλ or in double coset sums ψµ(n). We will prove that the expansion in ω
λ is given by
F (J1, J3, . . . , J2n−1) · Pn =
∑
λ:|λ|=n
F (A′λ)
f2λ
(2n − 1)!
ωλ,
where A′λ is the alphabet of modified contents 2j − i− 1. Our main purpose is to obtain some
properties for coefficients A′µ(F, n) defined via
F (J1, J3, . . . , J2n−1) · Pn =
∑
µ:|µ|+ℓ(µ)≤n
A′µ(F, n)ψµ(n).
In general, the A′µ(F, n) are different from Aµ(F, n). For example, A(1)(h3, n) =
1
2n
2 + 32n − 4
but A′(1)(h3, n) = n
2 + 3n− 7. However, by observing deep combinatorics of perfect matchings,
we will prove that, if degF = |µ|, they coincide as Aµ(F, n) = A
′
µ(F, n), and are independent
of n.
Like in the unitary group case, coefficients A′µ(hk, n) are involved in orthogonal matrix
integrals. Let O(N) be the orthogonal group of degree N and dg its normalized Haar measure.
Then, for example, we obtain∫
g∈O(N)
g211g
2
22 · · · g
2
nndg =
∞∑
k=0
(−1)kN−n−kA′(0)(hk, n).
Via the Weingarten calculus for orthogonal groups developed in [CS, CM, Z], we establish the
connection between orthogonal matrix integrals and Jucys-Murphy elements.
Furthermore, we introduce an α-extension of Aµ(F, n) and A
′
µ(F, n). Let α be a positive
real number. We define the value A
(α)
µ (F, n) as an average with respect to the Jack measure.
The Jack measure is a probability measure on Young diagrams and is a deformation of the
Plancherel measure for symmetric groups. Its definition is based on Jack polynomial theory
and the connections between them and random matrix theory are much studied, see [Mat, BO]
and their references. From symmetric function theory, we can see Aµ(F, n) = A
(1)
µ (F, n) and
A′µ(F, n) = A
(2)
µ (F, n) for any symmetric function F and partition µ. Also A
(1/2)
µ (F, n) are
important and related to a twisted Gelfand pair.
We evaluate A
(α)
µ (ek, n) for elementary symmetric functions ek. Also, by applying shifted
symmetric function theory developed in [KOO, L2, L3, O], we prove that the A
(α)
µ (F, n) are
polynomials in n. We could not obtain any strong results for A
(α)
µ (F, n). Our appoarch is
experimental but the author believes that it is fascinating and applicable in futurer research.
The present paper is constructed as follows: In Section 2 we review necessary notations and
fundamental properties. In Section 3, we evaluate ek(J1, J3, . . . , J2n−1) · Pn explicitly and prove
that F (J1, J3, . . . , J2n−1) · Pn is an element of the Hecke algebra Hn. In Section 4, we give the
expansion of F (J1, J3, . . . , J2n−1) · Pn in zonal spherical functions. In Section 5 an 6, we give
some properties of A′µ(F, n). Specifically, we prove that A
′
µ(F, n) coincides with Aµ(F, n) if
|µ| = degF . As we mentioned, such an equality does not hold for |µ| < degF . In Section 7, we
see the connection to orthogonal matrix integrals. In Section 8, we study Jack’s α-deformations
A
(α)
µ (F, n). In the final section, Section 9, we give some examples and suggest four conjectures.
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Remark 1.1. Since a primary version of this paper was released, all of our four conjectures
given in Subsection 9.3 have been actively studied by some other reseachers. We would be able
to see their proofs very soon.
2 Preparations
We use the notations of Macdonald. See Chapter I and VII in his book [Mac].
2.1 Partitions and contents
A partition λ = (λ1, λ2, . . . ) is a weakly decreasing sequence of nonnegative integers such that
its length ℓ(λ) := |{i ≥ 1 | λi > 0}| is finite. We write the size of λ by |λ| :=
∑
i≥1 λi. If |λ| = n,
we say λ to be a partition of n and write λ ⊢ n.
We often identify λ with its Young diagram Y (λ) := { = (i, j) ∈ Z2 | 1 ≤ i ≤ ℓ(λ), 1 ≤
j ≤ λi}. If  = (i, j) ∈ Y (λ), we say that  is a box of λ and write  ∈ λ shortly. The content
of  = (i, j) ∈ λ is defined by c() := j − i. Also we use its analogy c′() := 2j − i− 1. Let Aλ
and A′λ be the alphabet with |λ| elements given by
Aλ = {c() |  ∈ λ}, A
′
λ = {c
′() |  ∈ λ}.
For example, A(2,2,1) = {1, 0, 0,−1,−2} and A
′
(2,2,1) = {2, 1, 0,−1,−2}.
For each i ≥ 1, we write the multiplicity of i in λ by mi(λ) = |{j ≥ 1 | λj = i}|. We
sometimes write λ as (. . . , 3m3(λ), 2m2(λ), 1m1(λ)). For example, λ = (2, 1, 1, 1) = (2, 13). Define
(2.1) zλ =
∏
i≥1
imi(λ)mi(λ)!.
Let λ, µ be partitions. We define λ + µ to be the sequence of λi + µi: (λ + µ)i = λi + µi.
Also we define λ∪µ to be the partition whose parts are those of λ and µ, arranged in decreasing
order. In general, given partitions λ(1), λ(2), . . . , λ(k), we define λ(1)∪λ(2)∪ · · ·∪λ(k) in the same
way.
For a partition λ with ℓ(λ) = l, we define its reduction λ˜ by λ˜ = (λ1 − 1, λ2 − 1, . . . , λl − 1).
For each n ≥ 1, the map λ 7→ λ˜ gives a bijection from the set {λ | |λ| = n} to {µ | |µ|+ℓ(µ) ≤ n}.
Indeed, its inverse map is given by µ 7→ µ+ (1n−|µ|) =: λ. Then |λ| − ℓ(λ) = |µ|.
2.2 Symmetric functions
Let x = (x1, x2, . . . ) be an infinite sequence of indeterminates, and S the algebra of symmetric
functions with complex coefficients in variables x.
Given a partition λ, the monomial symmetric function mλ is defined by
mλ(x) =
∑
(α1,α2,... )
xα11 x
α2
2 · · · ,
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summed over all distinct permutations (α1, α2, . . . ) of (λ1, λ2, . . . ). Denote by ek, pk, and hk the
elementary, power-sum, and complete symmetric functions, respectively. Namely,
ek(x) =m(1k)(x) =
∑
i1<i2<···<ik
xi1xi2 · · · xik ,
pk(x) =m(k)(x) = x
k
1 + x
k
2 + · · · ,
hk(x) =
∑
λ⊢k
mλ(x) =
∑
i1≤i2≤···≤ik
xi1xi2 · · · xik .
Also we put eλ =
∏ℓ(λ)
i=1 eλi , and similarly for pλ and hλ. For convenience, we set m(0) = e0 =
h0 = 1.
For finite variables (x1, x2, . . . , xn), the monomial symmetric function (or polynomial)mλ(x1, x2, . . . )
is zero unless ℓ(λ) ≤ n.
The degree of mλ is naturally defined to be degmλ = |λ|.
The fundamental theorem for symmetric functions says that any symmetric function F is
given by a polynomial in e1, e2, . . . and that the ek are algebraically independent. We can replace
ek by pk in this statement.
2.3 Hyperoctahedral groups
We recall a Gelfand pair (S2n,Hn). The detail is seen in [Mac, VII.2].
Let Sn be the symmetric group on {1, 2, . . . , n}. Let C[Sn] denote the algebra of all complex-
valued functions f on Sn under convolution (f1·f2)(σ) =
∑
τ∈Sn
f1(στ
−1)f2(τ). This is identified
with the algebra of formal C-linear sums of permutations with multiplication (
∑
σ f1(σ)σ)(
∑
τ f2(τ)τ) =∑
π
(∑
σ f1(σ)f2(σ
−1π)
)
π.
A permutation σ in Sn is regarded as a permutation in Sn+1 fixing the letter n + 1. Thus
C[Sn] ⊂ C[Sn+1].
Let Hn be the hyperoctahedral group, which is a subgroup of S2n generated by transpositions
(2i − 1 2i), (1 ≤ i ≤ n), and by double transpositions (2i − 1 2j − 1)(2i 2j), (1 ≤ i < j ≤ n).
Equivalently, Hn is the centralizer of (1 2)(3 4) · · · (2n − 1 2n) in S2n. Then the pair (S2n,Hn)
is a Gelfand pair. Let Pn be the sum of all elements of Hn in C[S2n]:
Pn =
∑
ζ∈Hn
ζ.
Consider the double cosets HnσHn in S2n. These cosets are indexed by partitions of n, that
is,
(2.2) S2n =
⊔
ρ⊢n
Hρ,
where each Hρ is a double coset. The permutation σ ∈ S2n is said to be of coset-type ρ and
written as Ξn(σ) = ρ if σ ∈ Hρ.
Also the partition Ξn(σ) is graphically defined as follows. Consider the graph Γ(σ) whose
vertex set is {1, 2, . . . , 2n} and whose edge set consists of {2i − 1, 2i} and {σ(2i − 1), σ(2i)},
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1 ≤ i ≤ n. We think of the edges {σ(2i − 1), σ(2i)} as blue, and the others as red. Then Γ(σ)
has some connected components of even lengths 2ρ1 ≥ 2ρ2 ≥ · · · . Thus σ determines a partition
ρ = (ρ1, ρ2, . . . ) of n. The ρ is nothing but the coset-type Ξn(σ).
Two permutations σ1, σ2 ∈ S2n have the same coset-type if and only if Hnσ1Hn = Hnσ2Hn.
The set Hρ consists of permutations in S2n of coset-type ρ. Given σ ∈ S2n, we let νn(σ) to be
the length of the partition Ξn(σ): νn(σ) = ℓ(Ξn(σ)).
Example 2.1. For σ = ( 1 2 3 4 5 6 7 8 9 105 1 4 10 3 9 7 6 2 8 ) ∈ S10, its graph Γ(σ) has two connected components
Γ(1) and Γ(2):
Γ(1) : 1⇐⇒ 5←→ 6⇐⇒ 7←→ 8⇐⇒ 2←→ 1, Γ(2) : 3⇐⇒ 9←→ 10⇐⇒ 4←→ 3.
Here “i ⇐⇒ j” means that a blue edge connects the i-th vertex with the j-th vertex, whereas
“p ←→ q” means that a red edge connects the p-th vertex with the q-th vertex. Equivalently,
there exists an integer k such that {i, j} = {σ(2k − 1), σ(2k)} (resp. {p, q} = {2k − 1, 2k}).
In this example, the component Γ(1) and Γ(2) has 6 and 4 vertices, respectively, and hence
Ξ5(σ) = (3, 2) and ν5(σ) = 2.
2.4 Perfect matchings
Let M(2n) be the set of all perfect matchings on {1, 2, . . . , 2n}. Each perfect matching m in
M(2n) is uniquely expressed by the form
(2.3) {{m(1),m(2)}, {m(3),m(4)}, . . . , {m(2n − 1),m(2n)}}
with m(2i − 1) < m(2i) for 1 ≤ i ≤ n and with m(1) < m(3) < · · · < m(2n − 1). We call each
{m(2i− 1),m(2i)} a block of m. A block of the form {2i− 1, 2i} is said to be trivial. We embed
the set M(2n) into S2n via the mapping
(2.4) M(2n) ∋ m 7→
(
1 2 3 4 · · · 2n
m(1) m(2) m(3) m(4) · · · m(2n)
)
∈ S2n.
In particular, the graph Γ(m), the coset-type Ξn(m), and the value νn(m) are defined. Note that
Γ(m) = Γ(n) if and only if m = n.
A perfect matching n inM(2n−2) is regarded as an element ofM(2n) by adding the trivial
block {2n − 1, 2n}:
M(2n − 2) ∋ n 7→ n ⊔ {{2n − 1, 2n}} ∈ M(2n).
Thus we think as M(2n− 2) ⊂M(2n).
It is well known that M(2n) is the set of all representatives of the right cosets σHn of Hn
in S2n:
(2.5) S2n =
⊔
m∈M(2n)
mHn.
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2.5 Characters and zonal spherical functions
Given a partition λ ⊢ n, we denote by χλ the irreducible character of Sn. The set {χ
λ | λ ⊢ n} is
a basis of the center of the group algebra C[Sn]. Let idn denote the identity permutation in Sn
and let fλ := χλ(idn). Thus the number f
λ is the dimension of the irreducible representation
of Sn with character χ
λ. Equivalently, fλ is the number of standard Young tableaux of shape
λ, see e.g. [Sa].
For each partition λ of n, we define the zonal spherical function of the Gelfand pair (S2n,Hn)
by
(2.6) ωλ(σ) =
1
2nn!
∑
ζ∈Hn
χ2λ(σζ), σ ∈ S2n,
where 2λ = λ + λ = (2λ1, 2λ2, . . . ). If we regard ω
λ as an element of C[S2n], we can express
ωλ = 12nn!χ
2λPn =
1
2nn!Pnχ
2λ. These functions are Hn-biinvariant functions on S2n and constant
on each double coset Hρ. Denote by ω
λ
ρ the value of ω
λ at Hρ.
Let Hn be the Hecke algebra associated with the Gelfand pair (S2n,Hn):
Hn = {f : S2n → C | f is constant on each Hρ (ρ ⊢ n)}.
Since (S2n,Hn) is a Gelfand pair, this algebra is commutative with respect to the convolution
product. We often regard Hn as a subspace of C[S2n]. There are two natural bases of Hn; one
is {ωλ | λ ⊢ n} and another is {φρ | ρ ⊢ n}. Here the φρ are double-coset sum functions
φρ =
∑
σ∈Hρ
σ.
Note that φ(1n) = Pn.
3 Analogue of Jucys’ result
Define the Jucys-Murphy elements Jk. They are commuting elements in group algebras of
symmetric groups, given by J1 = 0 and by
Jk = (1 k) + (2 k) + · · ·+ (k − 1 k) for k = 2, 3, . . . .
Jucys [J] obtains an exact expression for ek(J1, J2, . . . , Jn), where ek is the elementary sym-
metric function. His result is the following identity:
ek(J1, J2, . . . , Jn) =
∑
π
π
summed over all permutations π in Sn with exactly n− k cycles (including trivial cycles). The
following proposition is an analogue of this identity, and was essentially obtained by Zinn-Justin
[Z] very recently. Our proof is an analogue of Jucys’ proof in [J].
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Proposition 3.1. For any k and n, we have
(3.1) ek(J1, J3, . . . , J2n−1) · Pn =
∑
m∈M(2n)
νn(m)=n−k
mPn.
Proof. First observe that (3.1) holds true when k = 0 because m = {{1, 2}, {3, 4}, . . . , {2n −
1, 2n}} is the unique element in M(2n) satisfying νn(m) = n. Also, when k ≥ n, both sides are
zero.
We proceed by induction on n. Let n > 1 and suppose that the claim holds for ek(J1, J3, . . . , J2n−3)·
Pn−1 with any k ≥ 0. Using identities ek(x1, x2, . . . , xn) = ek(x1, . . . , xn−1)+xnek−1(x1, . . . , xn−1)
and Pn−1Pn = |Hn−1|Pn, we see that
ek(J1, J3, . . . , J2n−1)Pn
=ek(J1, J3, . . . , J2n−3)Pn + J2n−1ek−1(J1, J3, . . . , J2n−3)Pn
=
1
|Hn−1|
ek(J1, J3, . . . , J2n−3)Pn−1Pn +
1
|Hn−1|
J2n−1ek−1(J1, J3, . . . , J2n−3)Pn−1Pn.
The induction assumption gives
(3.2) ek(J1, J3, . . . , J2n−1)Pn =
∑
n∈M(2n−2)
νn−1(n)=n−1−k
nPn +
2n−2∑
t=1
∑
n∈M(2n−2)
νn−1(n)=n−k
(t 2n− 1)nPn.
Recall the natural inclusion M(2n − 2) ∋ n 7→ n ⊔ {{2n − 1, 2n}} ∈ M(2n). We have
νn(n ⊔ {{2n − 1, 2n}}) = νn−1(n) + 1, and hence the first summand on the right hand side of
(3.2) coincides with
∑
m
mPn, summed over m ∈ M(2n) having the block {2n − 1, 2n} with
νn(m) = n− k.
Next, let us see (t 2n− 1)nPn for n ∈ M(2n− 2) and 1 ≤ t ≤ 2n− 2. Denote by tn the index
in {1, 2, . . . , 2n− 2}, determined by {tn, t} ∈ n. We define an element nt in M(2n) by removing
{tn, t} from n and by adding two new blocks {tn, 2n − 1} and {t, 2n}:
nt = (n \ {{tn, t}}) ∪ {{tn, 2n − 1}, {t, 2n}}.
Then it is easy to see ntHn = (t 2n− 1)nHn, and therefore
ntPn = (t 2n− 1)nPn.
Moreover, we can see
νn−1(n) = νn(nt).
In fact, consider graphs Γ(n),Γ(nt) defined in Subsection 2.3. We use the notation of Example
2.1. The graph Γ(nt) can be obtained from Γ(n) if we replace an edge tn ⇐⇒ t in Γ(n) by the
path tn ⇐⇒ 2n − 1 ←→ 2n ⇐⇒ t. This means that the numbers of components of Γ(n) and
Γ(nt) coincide, i.e., νn−1(n) = νn(nt).
The observation in the previous paragraph implies that for each t the sum
∑
n
(t 2n−1)nPn on
(3.2) coincides with
∑
m
mPn, summed over m ∈ M(2n) having the block {t, 2n} with νn(m) =
n− k.
It follows that the expression (3.2) is
∑
m
mPn, summed over all m ∈ M(2n) with νn(m) =
n− k. Thus (3.1) is proved.
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Recall that Hρ is the double coset HnσHn of permutations of coset-type ρ, and that φρ is
the formal sum over Hρ in C[S2n].
Corollary 3.2. For each 0 ≤ k < n, we have
(3.3) ek(J1, J3, . . . , J2n−1) · Pn =
∑
ρ⊢n
ℓ(ρ)=n−k
φρ.
This belongs to Hn. Moreover, ek(J1, J3, . . . , J2n−1) · Pn = Pn · ek(J1, J3, . . . , J2n−1).
Proof. By decompositions (2.5) and (2.2), the right hand side on (3.1) equals∑
m∈M(2n)
νn(m)=n−k
∑
ζ∈Hn
mζ =
∑
σ∈S2n
νn(σ)=n−k
σ =
∑
ρ⊢n
ℓ(ρ)=n−k
∑
σ∈Hρ
σ,
which implies (3.3). Let ι : C[S2n] → C[S2n] be the linear extension of the anti-isomorphism
S2n ∋ σ 7→ σ
−1 ∈ S2n. By (3.3) and by the fact that HnσHn = Hnσ
−1Hn for any σ ∈ S2n, the
element ek(J1, J3, . . . , J2n−1) · Pn is invariant under ι. However, ι(ek(J1, J3, . . . , J2n−1) · Pn) =
ι(Pn) · ι(ek(J1, J3, . . . , J2n−1)) = Pn · ek(J1, J3, . . . , J2n−1).
Now the fundamental theorem on symmetric polynomials gives
Corollary 3.3. For any symmetric function F and positive integer n,
F (J1, J3, . . . , J2n−1) · Pn = Pn · F (J1, J3, . . . , J2n−1),
which belongs to Hn.
We are interested in the expansion of F (J1, J3, . . . , J2n−1) · Pn with respect to basis ω
λ’s or
φρ’s of Hn.
4 Spherical expansion
Our purpose in this section is to obtain the expansion of F (J1, J3, . . . , J2n−1) · Pn in zonal
spherical functions ωλ.
Given F ∈ S and λ ⊢ n, we put
F (A′λ) := F (x1, x2, . . . , xn, 0, 0, . . . )|{x1,x2,...,xn}=A′λ
where A′λ was defined in Subsection 2.1.
Theorem 4.1. For any λ ⊢ n and symmetric function F ,
F (J1, J3, . . . , J2n−1) · ω
λ = ωλ · F (J1, J3, . . . , J2n−1) = F (A
′
λ)ω
λ.
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Proof. In this proof, we suppose readers are familiar with standard Young tableaux, see e.g. [Sa].
For a partition µ, denote by SYT(µ) the set of all standard Young tableaux of shape µ. For
each standard Young tableau T ∈ SYT(µ), let eT ∈ C[S|µ|] be Young’s orthogonal idempotent.
Their definition and properties are seen in [G]. We use well-known identities
Jk · eT = eT · Jk = c(Tk)eT ,
∑
T∈SYT(µ)
eT =
fµ
|µ|!
χµ.
Here Tk is the box  = (ik, jk) in T labelled by k and c(Tk) is its content jk − ik. Note
fµ = |STY(µ)|. These identities imply that, for each µ ⊢ 2n,
(4.1) F (J1, J3, . . . , J2n−1) · χ
µ =
(2n)!
fµ
∑
T∈SYT(µ)
F (c(T1), c(T3), . . . , c(T2n−1))eT .
Let λ ⊢ n. Given S = (S[i, j])(i,j)∈λ ∈ SYT(λ), we define the standard Young tableau
S′ = (S′[i, j])(i,j)∈2λ ∈ SYT(2λ) by
S′[i, 2j − 1] = 2S[i, j] − 1, S′[i, 2j] = 2S[i, j], (i, j) ∈ λ.
Here S[i, j] stands for the entry of S in the box (i, j). For example, given S = 1 3
2 4
∈ SYT((2, 2)),
we have S′ = 1 2 5 6
3 4 7 8
∈ SYT((4, 4)). Proposition 4 in [Z] claims that, given a standard Young
tableau T with 2n boxes, PneT is zero unless there is a standard tableau S with n boxes such
that T = S′. We have c(S′2k−1) = c
′(Sk) by the construction of S
′. Hence it follows by (4.1)
that
F (J1, J3, . . . , J2n−1) · Pn · χ
2λ = Pn · F (J1, J3, . . . , J2n−1) · χ
2λ
=
(2n)!
f2λ
∑
T∈SYT(2λ)
F (c(T1), c(T3), . . . , c(T2n−1))Pn · eT
=
(2n)!
f2λ
∑
S∈SYT(λ)
F (c′(S1), c
′(S2), . . . , c
′(Sn))Pn · eS′
=
(2n)!
f2λ
F (A′λ)
∑
S∈SYT(λ)
Pn · eS′ =
(2n)!
f2λ
F (A′λ)
∑
T∈SYT(2λ)
Pn · eT = F (A
′
λ)Pn · χ
2λ.
Hence we obtain the desired formula because of ωλ = (2nn!)−1Pn · χ
2λ.
Now we give the explicit expansion of F (J1, J3, . . . , J2n−1) · Pn with respect to ω
λ.
Corollary 4.2. For any symmetric function F , we have
F (J1, J3, . . . , J2n−1) · Pn =
1
(2n − 1)!!
∑
λ⊢n
f2λF (A′λ)ω
λ.
In particular, the multiplicity of the identity id2n in F (J1, J3, . . . , J2n−1) · Pn equals
(4.2)
1
(2n − 1)!!
∑
λ⊢n
f2λF (A′λ).
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Proof. Recall (see (4.8) in [CM])
Pn =
1
(2n− 1)!!
∑
λ⊢n
f2λωλ.
The claim follows from this identity and Theorem 4.1 immediately.
5 Double coset expansion
5.1 Class expansion for mλ(J1, J2, . . . , Jn)
In this subsection, we review some results in [MN]. These should be compared with theorems
given in the next subsection.
A permutation π in Sn is of reduced cycle-type µ if π is of the (ordinary) cycle-type λ and
µ = λ˜. Here, as defined, λ˜ is the reduction of λ. Let cµ(n) be the sum of permutations in Sn
whose reduced cycle-types are µ. The element cµ(n) in C[Sn] is zero unless |µ|+ ℓ(µ) ≤ n, and
{cµ(n) | |µ|+ ℓ(µ) ≤ n} is a basis of the center of C[Sn].
It is well known that, for any F ∈ S, F (J1, J2, . . . , Jn) is an element of the center of the group
algebra in C[Sn], see e.g. [J, MN]. We define coefficients L
λ
µ(n) for the monomial symmetric
function mλ via
(5.1) mλ(J1, J2, . . . , Jn) =
∑
µ:|µ|+ℓ(µ)≤n
Lλµ(n)cµ(n).
We define a number
RC(λ) =
|λ|!
(|λ| − ℓ(λ) + 1)!
∏
i≥1mi(λ)!
.
For convenience, we put RC(0) = 1 for the zero partition (0). We call this the refined Catalan
number, see [MN, §5.1]. It is known that RC(λ) is a positive integer for any λ.
Theorem 5.1 ([MN]). Let λ, µ be partitions. Then the following statements hold.
1. Lλµ(n) is a polynomial in n.
2. Lλµ(n) is zero unless |λ| ≥ |µ| and |λ| ≡ |µ| (mod 2).
3. If |λ| = |µ|, then Lλµ = L
λ
µ(n) is independent of n, and given by
(5.2) Lλµ =
∑
(λ(1),λ(2),... )
RC(λ(1))RC(λ(2)) · · ·
summed over all sequences of partitions such that
λ(i) ⊢ µi (i ≥ 1) and λ = λ
(1) ∪ λ(2) ∪ · · · .
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Define coefficients F kµ (n) via
(5.3) hk(J1, J2, . . . , Jn) =
∑
µ:|µ|+ℓ(µ)≤n
F kµ (n)cµ(n),
where hk is the complete symmetric function of degree k. Since hk =
∑
λ⊢kmλ, we have
F kµ (n) =
∑
λ⊢k
Lλµ(n).
Theorem 5.2 ([MN]). For µ ⊢ k we have
F kµ (n) =
ℓ(µ)∏
i=1
Catµi .
Here Catk =
1
k+1
(2k
k
)
is the Catalan number.
5.2 Double coset expansion for mλ(J1, J3, . . . , J2n−1) · Pn
Like in the case of reduced cycle-types, we prefer to reduced coset-types rather than ordinary
coset-types. A permutation σ ∈ S2n is of reduced coset-type µ if µ = λ˜ and the ordinary coset-
type of σ is λ ⊢ n, i.e., Ξn(σ) = λ. In particular, elements in Hn are of reduced coset-type (0).
If µ is the reduced coset-type of σ, we write as ξ(σ) = µ.
Define ψµ(n) to be the sum of permutations in S2n whose reduced coset-types are µ. Note
that φλ = ψµ(n) if λ ⊢ n and µ = λ˜, where φλ is defined in Subsection 2.5. We have ψµ(n) = 0
unless |µ|+ ℓ(µ) ≤ n. The set {ψµ(n) | |µ|+ ℓ(µ) ≤ n} forms a basis of the Hecke algebra Hn.
Corollary 3.2 can be rewritten as
(5.4) ek(J1, J3, . . . , J2n−1) · Pn =
∑
µ⊢k
ψµ(n).
We would like to generalize this formula to any monomial symmetric function mλ. Define
coefficients Mλµ (n) by
(5.5) mλ(J1, J3, . . . , J2n−1) · Pn =
∑
µ
Mλµ (n)ψµ(n)
summed over µ such that |µ| + ℓ(µ) ≤ n. Note that, by Corollary 4.2, the coefficient Mλµ (n) is
given by
(5.6) Mλµ (n) =
1
(2n − 1)!!
∑
ρ⊢n
f2ρωρ
µ+(1n−|µ|)
mλ(A
′
ρ),
where ωρν is a value of a zonal spherical function defined in Subsection 2.5.
The following theorem is our main result for Mλµ (n).
Theorem 5.3. Let λ, µ be partitions. Then
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1. Mλµ (n) is a polynomial in n.
2. We have the inequality
(5.7) Mλµ (n) ≥ L
λ
µ(n).
3. Mλµ (n) is zero unless |λ| ≥ |µ|.
4. If |λ| = |µ|, then we have Mλµ (n) = L
λ
µ. Here L
λ
µ is given in Theorem 5.1. In particular,
Mλµ (n) is independent of n in this case.
Define coefficients Gkµ(n) via
(5.8) hk(J1, J3, . . . , J2n−1) · Pn =
∑
µ:|µ|+ℓ(µ)≤n
Gkµ(n)ψµ(n),
or
Gkµ(n) =
∑
λ⊢k
Mλµ (n).
Theorem 5.4. For µ ⊢ k, we have Gkµ(n) = F
k
µ (n) =
∏ℓ(µ)
i=1 Catµi .
We will prove these theorems except part 1 of Theorem 5.3 in the coming section. The
remaining statement will be proved in Section 8 by applying the theory of shifted symmetric
functions.
6 Proof of Theorem 5.3 and Theorem 5.4
6.1 Proof of part 2 of Theorem 5.3
Recall that quantities Lλµ(n) and M
λ
µ (n) are defined by (5.1) and (5.5), respectively.
Let µ be a partition and let n be a positive integer such that n ≥ |µ| + ℓ(µ). We define a
permutation πµ ∈ Sn and a pair partition mµ ∈ M(2n) as follows.
πµ =(1 2 . . . µ1 + 1)(µ1 + 2 µ1 + 3 . . . µ1 + µ2 + 2) · · · ,
mµ ={{1, 2µ1 + 2}, {2, 3}, . . . , {2µ1, 2µ1 + 1},
{2µ1 + 3, 2(µ1 + µ2) + 4}, {2µ1 + 4, 2µ1 + 5}, . . . , {2(µ1 + µ2) + 2, 2(µ1 + µ2) + 3}, . . . }.
For example, if µ = (2, 1), we have
π(2,1) =(1 2 3)(4 5)(6)(7) · · · (n)
m(2,1) ={{1, 6}, {2, 3}, {4, 5}, {7, 10}, {8, 9}, {10, 11}, . . . , {2n − 1, 2n}}.
By construction, the reduced cycle-type of σµ is µ and the reduced coset-type of mµ is also:
ξ(mµ) = µ. Note that m(0) = {{1, 2}, {3, 4}, . . . , {2n − 1, 2n}}.
Define the action L of S2n on M(2n) by
L(σ)m = {{σ(m(1)), σ(m(2))}, . . . . . . , {σ(m(2n − 1)), σ(m(2n))}} , (σ ∈ S2n, m ∈ M(2n)).
Note L(σ)m(0) = m if and only if σ ∈ mHn.
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Lemma 6.1. Let λ, µ be partitions and let n ≥ |µ|+ ℓ(µ). Fix l ∈ M(2n) of reduced coset-type
µ. (In particular, we may take l = mµ.) Then we have
Mλµ (n) =
∑
σ∈S2n
L(σ)m(0)=l
[σ]mλ(J1, J3, . . . , J2n−1),
where [σ]w denotes the multiplicity of σ in w ∈ C[S2n]. In particular, M
λ
µ (n) is a non-negative
integer.
Proof. From the coset decomposition (2.5), we have
mλ(J1, J3, . . . , J2n−1) · Pn =
∑
σ∈S2n
([σ]mλ(J1, J3, . . . , J2n−1))σPn
=
∑
m∈M(2n)
∑
σ∈mHn
([σ]mλ(J1, J3, . . . , J2n−1))mPn
=
∑
µ
∑
m∈M(2n)
ξ(m)=µ
∑
σ∈mHn
([σ]mλ(J1, J3, . . . , J2n−1))mPn.
Since
ψµ(n) =
∑
σ∈S2n
ξ(σ)=µ
σ =
∑
m∈M(2n)
ξ(m)=µ
mPn,
it follows from (5.5) that for each µ,∑
m∈M(2n)
ξ(m)=µ
∑
σ∈mHn
([σ]mλ(J1, J3, . . . , J2n−1))mPn =M
λ
µ (n)
∑
m∈M(2n)
ξ(m)=µ
mPn
so that Mλµ (n) =
∑
σ∈lHn
[σ]mλ(J1, J3, . . . , J2n−1). This implies the desired claim.
Let (i1, . . . , ik) be a weakly increasing sequence of k positive integers. The sequence (i1, . . . , ik)
is of type λ ⊢ k if λ = (λ1, λ2, . . . ) is a permutation of (b1, b2, . . . ), where bp is the multiplicity
of p in (i1, . . . , ik). For λ ⊢ k, the monomial symmetric polynomial is expressed as
mλ(x1, x2, . . . , xn) =
∑
1≤t1≤t2≤···≤tk≤n
(t1,t2,...,tk):type λ
xtk · · · xt2xt1 .
Given partitions λ, µ with |λ| = k, we denote by An(λ, µ) the set of sequences (u1, v1, u2, v2, . . . , uk, vk)
of positive integers, satisfying the following conditions:
• (v1, v2, . . . , vk) is of type λ and 2 ≤ v1 ≤ v2 ≤ · · · ≤ vk ≤ n;
• ui < vi for all 1 ≤ i ≤ k;
• The product of transpositions (uk vk) · · · (u2 v2)(u1 v1) coincides with πµ.
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We also denote by Bn(λ, µ) the set of the sequences (s1, t1, . . . , sk, tk) satisfying
• (t1, t2, . . . , tk) consists of odd numbers and is of type λ, and 3 ≤ t1 ≤ t2 ≤ · · · ≤ tk ≤ 2n−1;
• si < ti for all 1 ≤ i ≤ k;
• L((sk tk) · · · (s2 t2)(s1 t1))m(0) = mµ.
By the definitions of Lλµ(n) and Lemma 6.1, we have
Lλµ(n) = |An(λ, µ)|, M
λ
µ (n) = |Bn(λ, µ)|.
Now the map
(u1, v1, u2, v2, . . . , uk, vk) 7→ (2u1 − 1, 2v1 − 1, 2u2 − 1, 2v2 − 1, . . . , 2uk − 1, 2vk − 1)
gives an injection from An(λ, µ) to Bn(λ, µ). Indeed, suppose (u1, v1, . . . , uk, vk) is an element
of An(λ, µ). Then σ := (2uk − 1 2vk − 1) · · · (2u1 − 1 2v1 − 1) permutes only odd-numbered
letters, and σ(2j−1) = 2πµ(j)−1 for any j. Since πµ has the cycle (1 2 . . . µ1+1), the perfect
matching L(σ)m(0) has blocks {3, 2}, {5, 4}, . . . , {2µ1 +1, 2µ1} and {1, 2(µ1 +1)}, which are the
first µ1 + 1 blocks of mµ. Thus, we obtain L(σ)m(0) = mµ.
This injection gives |An(λ, µ)| ≤ |Bn(λ, µ)|, that is, L
λ
µ(n) ≤M
λ
µ (n).
6.2 Proof of part 3 of Theorem 5.3
The discussion in this subsection is parallel to [MN, §5.3].
From now, we suppose that n is sufficiently large. In Subsection 2.4, we consider the inclusion
M(2n − 2) ⊂M(2n). Under this inclusion, the reduced coset-types are invariant.
Given m ∈ M(2n), we define the set S(m) by
S(m) =
{
j ∈ {1, 2, . . . , n}| {m(2j − 1),m(2j)} 6= {2k − 1, 2k} for any k ≥ 1
}
.
If the reduced coset-type of m is µ, then |S(m)| = |µ|+ ℓ(µ).
For a real number x, we put ⌈x⌉ = min{n ∈ Z | x ≤ n}. Given a positive integer s, define s◦
by
s◦ =
{
s+ 1 if s is odd,
s− 1 if s is even.
Equivalently, s◦ is the unique integer satisfying {s, s◦} ∈ m(0). We have s = t
◦ if and only if
t = s◦.
We use the notations in Example 2.1. Given m ∈ M(2n) and integers 1 ≤ i < j ≤ 2n, the
symbol i⇔ j stands for {i, j} ∈ m. Also, i↔ j stands for j = i◦. A part of a component of the
graph Γ(m)
i1 ↔ i2 ⇔ i3 ↔ . . .
is called a piece of Γ(m). For example, 1↔ 2⇔ 6↔ 5 is a piece of Γ({{1, 4}, {2, 6}, {3, 5}}). If
A is an empty piece, the piece i⇔ A⇔ j stands for the piece i⇔ j simply.
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Lemma 6.2. Given an m ∈ M(2n) and transposition (s t), let n = L((s t))m. Suppose that
λ = (λ1, λ2, . . . ) and µ = (µ1, µ2, . . . ) are the reduced coset-types of m and n, respectively.
Then either |µ| = |λ| − 1, |µ| = |λ| + 1, or µ = λ holds. Furthermore, if |µ| = |λ| + 1, then
S(n) = S(m) ∪ {⌈ s2⌉, ⌈
t
2⌉}, and vertices s, t belong to the same component of Γ(n).
Proof. First, suppose ⌈ s2⌉ = ⌈
t
2⌉, i.e., t = s
◦. There exist (possibly empty) pieces A,B such that
A⇔ s↔ t⇔ B is a piece of Γ(m), and then Γ(n) has the piece A⇔ t↔ s⇔ B. Therefore we
have λ = µ.
From now, we suppose ⌈ s2⌉ 6= ⌈
t
2⌉, and so s, s
◦, t, and t◦ are distinct. Then the following five
cases may occur:
(i) |S(m) ∩ {⌈ s2⌉, ⌈
t
2⌉}| = 0.
(ii) |S(m) ∩ {⌈ s2⌉, ⌈
t
2⌉}| = 1.
(iii) {⌈ s2⌉, ⌈
t
2⌉} ⊂ S(m) and s, t belong to different components of Γ(m).
(iv) Γ(m) has a component of the form
(6.1) s↔ s◦ ⇔ A⇔ t↔ t◦ ⇔ B ⇔ s.
(v) Γ(m) has a component of the form
(6.2) s↔ s◦ ⇔ C ⇔ t◦ ↔ t⇔ D ⇔ s.
Here A,B,C and D are possibly empty pieces. For each case, we shall compare Γ(n) =
Γ(L(s t)m) with Γ(m).
In the case (i), the graph Γ(m) has components s ↔ s◦ ⇔ s and t↔ t◦ ⇔ t, and the graph
Γ(n) has the new component s↔ s◦ ⇔ t↔ t◦ ⇔ s. Thus µ = λ ∪ (1).
In the case (ii), we may suppose S(m) ∩ {⌈ s2⌉, ⌈
t
2⌉} = {⌈
s
2⌉}. A piece A ⇔ s ↔ s
◦ ⇔ B of
Γ(m) with some pieces A,B becomes the piece A ⇔ t ↔ t◦ ⇔ s ↔ s◦ ⇔ B of Γ(n). Therefore
µ has a part equal to λj + 1. In particular, S(n) = S(m) ∪ {⌈
s
2⌉, ⌈
t
2⌉}.
In case (iii), Γ(m) has two components of the forms s ↔ s◦ ⇔ A⇔ s and t↔ t◦ ⇔ B ⇔ t,
where A,B are non-empty pieces. Then Γ(n) has the combined component
s↔ s◦ ⇔ A⇔ t↔ t◦ ⇔ B ⇔ s.
Therefore a certain part µm of µ equals λi + λj + 1 for some 1 ≤ i < j ≤ ℓ(λ). We also see that
{⌈ s2⌉, ⌈
t
2⌉} ⊂ S(m) = S(n).
In case (iv), Γ(n) has divided components
s↔ s◦ ⇔ A⇔ s and t↔ t◦ ⇔ B ⇔ t.
Therefore there are µi and µj equal to r − 1 and λm − r for some λm and 1 ≤ r ≤ λm. In
particular, |µ| = |λ| − 1.
In case (v), Γ(n) has the component
s↔ s◦ ⇔ C ⇔ t◦ ↔ t⇔ D∨ ⇔ s.
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Here, if D is the piece i1 ↔ i2 ⇔ · · · ↔ i2p then D
∨ is the piece i2p ↔ · · · ⇔ i2 ↔ i1. In this
case, λ = µ.
For the only cases (i), (ii), and (iii), we have |µ| = |λ|+1. The rest of the claims are already
seen.
Corollary 6.3. Let µ be the reduced coset-type of m ∈ M(2n). Suppose that there exist p
transpositions (s1 t1), . . . , (sp tp) satisfying L((sp tp) · · · (s1 t1))m(0) = m. Then |µ| ≤ p.
Corollary 6.4. Let µ ⊢ p and let m ∈ M(2n) be of reduced coset-type µ. Suppose that
there exist p transpositions (s1 t1), . . . , (sp tp) satisfying L((sp tp) · · · (s1 t1))m(0) = m. Then
S(m) = {⌈s12 ⌉, ⌈
t1
2 ⌉, . . . , ⌈
sp
2 ⌉, ⌈
tp
2 ⌉}. Furthermore, for each i, the vertices si, ti belong to the
same component of Γ(m).
Since mλ(J1, J3, . . . , J2n−1) is a sum of products of |λ| transpositions, part 3 of Theorem 5.3
follows from Corollary 6.3 together with Lemma 6.1.
6.3 Proof of Theorem 5.4
Recall that quantities F kµ (n) and G
k
µ(n) are defined by (5.3) and (5.8), respectively.
Let m, n ∈ M(2n) and suppose S(m) ∩ S(n) = ∅. Denote by m˜ the perfect matching on⊔
i∈S(m){2i− 1, 2i} obtained as the union of non-trivial blocks of m. Clearly, S(m) = S(m˜). We
define the new perfect matching m ∪ n ∈ M(2n) by
m ∪ n = m˜ ⊔ n˜ ⊔ {{2i − 1, 2i} | i 6∈ S(m) ⊔ S(n)}.
If λ and µ is the reduced coset-type of m and n, respectively, then the reduced coset-type of
m ∪ n is λ ∪ µ.
Example 6.1. For
m ={{1, 5}, {3, 4}, {2, 6}, {7, 8}, {9, 10}, {11, 12}, . . . , {2n − 1, 2n}},
n ={{1, 2}, {3, 4}, {5, 6}, {7, 10}, {8, 9}, {11, 12}, . . . , {2n − 1, 2n}},
we have
m ∪ n = {{1, 5}, {2, 6}, {3, 4}, {7, 10}, {8, 9}, {11, 12}, . . . , {2n − 1, 2n}}.
The reduced coset-types of m, n, and m ∪ n are (1), (1), and (1, 1), respectively.
Lemma 6.5. Let n(1), n(2) ∈M(2n) such that k < l for all k ∈ S(n(1)) and l ∈ S(n(2)). Suppose
that the reduced coset-types of n(i) have sizes ri (i = 1, 2). Also, there exist r transpositions
(s1 t1), . . . , (sr tr) satisfying L((sr tr) · · · (s1 t1))m(0) = n
(1)∪n(2), where r = r1+r2, si < ti (1 ≤
i ≤ r), and tr ≥ · · · ≥ t1. Then
n
(1) = L((sr1 tr1) · · · (s1 t1))m(0), n
(2) = L((sr tr) · · · (sr1+1 tr1+1))m(0)
and
S(n(1)) = {⌈s12 ⌉, ⌈
t1
2 ⌉, . . . , ⌈
sr1
2 ⌉, ⌈
tr1
2 ⌉}, S(n
(2)) = {⌈
sr1+1
2 ⌉, ⌈
tr1+1
2 ⌉, . . . , ⌈
sr
2 ⌉, ⌈
tr
2 ⌉}.
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Proof. By Corollary 6.4, we see S(n(1)) ⊔ S(n(2)) = S(n(1) ∪ n(2)) = {⌈s12 ⌉, ⌈
t1
2 ⌉, . . . , ⌈
sr
2 ⌉, ⌈
tr
2 ⌉}.
Since ti are not decreasing, there exists an integer p such that {⌈
t1
2 ⌉, . . . , ⌈
tp
2 ⌉} ⊂ S(n
(1)) and
{⌈
tp+1
2 ⌉, . . . , ⌈
tr
2 ⌉} ⊂ S(n
(2)). Furthermore, applying Corollary 6.4 again, we see that si, ti belong
to the same component of Γ(n(1) ∪ n(2)), and so that S(n(1)) = {⌈s12 ⌉, ⌈
t1
2 ⌉, . . . , ⌈
sp
2 ⌉, ⌈
tp
2 ⌉} and
S(n(2)) = {⌈
sp+1
2 ⌉, ⌈
tp+1
2 ⌉, . . . , ⌈
sr
2 ⌉, ⌈
tr
2 ⌉}.
Put ρ(1) = (sp tp) · · · (s1 t1) and ρ
(2) = (sr tr) · · · (sp+1 tp+1). Since {s1, t1, . . . , sp, tp} ∩
{sp+1, tp+1, . . . , sr, tr} = ∅, we have n
(1) ∪ n(2) = L(ρ(2)ρ(1))m(0) = L(ρ
(1))m(0) ∪L(ρ
(2))m(0) and
S(L(ρ(1))m(0)) ={⌈
s1
2 ⌉, ⌈
t1
2 ⌉, . . . , ⌈
sp
2 ⌉, ⌈
tp
2 ⌉} = S(n
(1)),
S(L(ρ(2))m(0)) ={⌈
sp+1
2 ⌉, ⌈
tp+1
2 ⌉, . . . , ⌈
sr
2 ⌉, ⌈
tr
2 ⌉} = S(n
(2)).
Hence n(i) = L(ρ(i))m(0) (i = 1, 2). In particular, the size of the reduced coset-type of L(ρ
(i))m(0)
is ri (i = 1, 2). On the other hand, Corollary 6.3 and the definition of ρ
(i) imply that r1 ≤ p
and r2 ≤ r − p. But r = r1 + r2 so that p = r1.
Given a positive integer k and a perfect matching l ∈ M(2n), we define Bn(k, l) by the set
of all sequences (s1, t1, s2, t2, . . . , sk, tk) of positive integers, satisfying following conditions.
• All of ti are odd and 3 ≤ t1 ≤ · · · ≤ tk ≤ 2n− 1;
• si < ti for all i;
• L((sk tk) · · · (s1 t1))m(0) = l.
Remark that the set Bn(k,mµ) coincides with the union
⊔
λ⊢k Bn(λ, µ), where Bn(λ, µ) was
defined in Subsection 6.1. Also we define the set B(k, l) as the subset of Bn(k, l) which consists
of sequences satisfying
{⌈ t12 ⌉, . . . , ⌈
tk
2 ⌉} ⊂ S(l) and tk = 2a− 1,
where a is the maximum of S(l).
Lemma 6.6. Let µ ⊢ k and let l be a perfect matching of reduced coset-type µ. Then Bn(k, l) =
B(k, l) and Gkµ(n) = |B(k, l)|. In particular, both Bn(|µ|, l) and G
k
µ(n) are independent of n.
Proof. Let (s1, t1, . . . , sk, tk) be an element in Bn(k, l). Then by Corollary 6.4, we have
{⌈s12 ⌉, ⌈
t1
2 ⌉, . . . , ⌈
sk
2 ⌉, ⌈
tk
2 ⌉} = S(l).
Therefore tk = 2a − 1 with a = maxS(l). Hence (s1, t1, . . . , sk, tk) ∈ B(k, l), and so B(k, l) =
Bn(k, l). Also we have G
k
µ(n) = |Bn(k, l)| from Lemma 6.1.
Lemma 6.7. Let µ ⊢ k. Then Gkµ(n) =
∏ℓ(µ)
i=1 G
µi
(µi)
(n).
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Proof. We prove by induction on ℓ(µ) = l. If l = 1, then our claim is trivial. Assume l > 1.
The perfect matchingmµ may be uniquely expressed asmµ = mν∪n, where ν = (µ1, µ2, . . . , µl−1),
and n is the perfect matching such that S(n) = {µ1 + · · ·+ µl−1 + l + j | 0 ≤ j ≤ µl}.
Let (s1, t1, . . . , sk, tk) be a sequence in B(k,mµ). By Lemma 6.5, this sequence satisfies
L((sk−µl tk−µl) . . . (s1 t1)) = mν , L((sk tk) . . . (sk−µl+1 tk−µl+1)) = n,
and
3 ≤ t1 ≤ · · · ≤ tk−µl = 2(µ1 + · · ·+ µl−1 + l − 1)− 1,
2(µ1 + · · ·+ µl−1 + l) + 1 ≤ tk−µl+1 ≤ · · · ≤ tk = 2(k + l)− 1.
Therefore (s1, t1, . . . , sk−µl , tk−µl) belongs to B(k−µl,mν), and (sk−µl+1, tk−µl+1, . . . , tk) belongs
to B(µl, n). This gives a bijection between B(k,mµ) and B(k − µl,mν) × B(µl, n). Hence the
claim follows from Lemma 6.6 and the assumption of the induction.
Lemma 6.8. Gk(k)(n) = Catk.
Proof. We prove by induction on k. Assume that for any 0 ≤ q < k it holds that Gq(q)(n) =
Catq. Let (s1, t1, . . . , sk, tk) be an element of B(k,m(k)). Then tk = 2k + 1. Put p = sk and
n = L((sk−1 tk−1) · · · (s1 t1))m(0). Note that n = L((p 2k + 1))m(k) and that the reduced
coset-type of n is of size k − 1.
Suppose p is even, say p = 2q with 1 ≤ q ≤ k. Since m(k) = {{1, 2k+2}, {2, 3}, . . . , {2k, 2k+
1}}, the graph Γ(L((2q 2k + 1))m(k)) has only one non-trivial component
1↔ 2⇔ 3↔ 4⇔ . . .↔ 2q ⇔ 2k ↔ 2k − 1⇔ 2k − 2↔ . . .↔ 2q + 1⇔ 2k + 1↔ 2k + 2⇔ 1.
Therefore the reduced coset-type of n is (k) but this is contradictory. Hence p = sk must be
odd.
Write as sk = p = 2q − 1 with 1 ≤ q ≤ k. The perfect matching n can be expressed as
n = n′q ∪ n
′′
q , where n
′
q and n
′′
q are perfect matchings in M(2n) such that
n˜′q ={{1, 2k + 2}, {2, 3}, {4, 5}, . . . , {2q − 4, 2q − 3}, {2q − 2, 2k + 1}},
n˜′′q ={{2q − 1, 2k}, {2q, 2q + 1}, {2q + 2, 2q + 3}, . . . , {2k − 2, 2k − 1}}.
The reduced coset-type of n is either (q − 1, k − q) or (k − q, q − 1). Therefore the sequence
(s1, t1, . . . , sk−1, tk−1) belongs to Bn(k− 1, n). Conversely, if (s
′
1, t
′
1, . . . , s
′
k−1, t
′
k−1) is an element
of Bn(k − 1, n
′
q ∪ n
′′
q ), then (s
′
1, t
′
1, . . . , s
′
k−1, t
′
k−1, 2q − 1, 2k + 1) belongs to Bn(k,m). Therefore
we have the identity
Gk(k)(n) = |Bn(k,m)| =
k∑
q=1
|Bn(k − 1, n
′
q ∪ n
′′
q)|.
It follows from Lemma 6.6, Lemma 6.7, and the induction assumption that
|Bn(k − 1, n
′
q ∪ n
′′
q )| = G
q−1
(q−1)(n)G
k−q
(k−q)(n) = Catq−1Catk−q.
Hence the well known recurrence formula for Catalan numbers gives Gk(k)(n) =
∑k
q=1 Catq−1Catk−q =
Catk.
We have obtained the proof of Theorem 5.4.
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6.4 Proof of part 4 of Theorem 5.3
Let µ ⊢ k. By Theorem 5.2, part 2 of Theorem 5.3, and Theorem 5.4, we see
ℓ(µ)∏
i=1
Catµi = F
k
µ (n) =
∑
λ⊢k
Lλµ(n) ≤
∑
λ⊢k
Mλµ (n) = G
k
µ(n) =
ℓ(µ)∏
i=1
Catµi
so that Mλµ (n) = L
λ
µ(n) for all λ ⊢ k.
7 Weingarten functions for the orthogonal group
Fix positive integers N,n and assume N ≥ n. We define the Weingarten function for the
orthogonal group O(N) by
(7.1) WgO(N)n =
1
(2n − 1)!!
∑
λ⊢n
f2λ∏
∈λ(N + c
′())
ωλ,
which is an element of the Hecke algebra Hn of the Gelfand pair (S2n,Hn). Here f
2λ and c′()
were defined in Section 2. As proved in [CM], this Weingarten function plays an important role
in calculations of integrals of polynomial functions over the orthogonal group O(N).
Proposition 7.1 ([CM], see also [CS]). Suppose N ≥ n. Let g = (gij)1≤i,j≤N be a Haar-
distributed random matrix from O(N) and let dg the normalized Haar measure on O(N). Given
two functions i, j from {1, 2, . . . , 2n} to {1, 2, . . . , N}, we have∫
g∈O(N)
gi(1)j(1)gi(2)j(2) · · · gi(2n)j(2n)dg
=
∑
m,n∈M(2n)
WgO(N)n (m
−1
n)
n∏
k=1
δi(m(2k−1)),i(m(2k))δj(m(2k−1)),j(m(2k)).
Here we regard M(2n) as a subset of S2n.
As a special case of Proposition 7.1, we obtain an integral expression for Wg
O(N)
n (σ):
WgO(N)n (σ) =
∫
g∈O(N)
g1j1g1j2g2j3g2j4 · · · gnj2n−1gnj2ndg, σ ∈ S2n,
with
(j1, j2, . . . , j2n) =
(⌈
σ(1)
2
⌉
,
⌈
σ(2)
2
⌉
, . . . ,
⌈
σ(2n)
2
⌉)
.
Remark 7.1. In Proposition 7.1, we can remove the assumption N ≥ n. In fact, when N < n,
it is enough to replace the range of the sum on (7.1) by partitions λ ⊢ n such that ℓ(λ) ≤ N .
See [CM] for details.
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Recall that the generating function for complete symmetric polynomials hk is
∞∑
k=0
hk(x1, x2, . . . , xn)u
k =
n∏
i=1
1
1− xiu
.
Theorem 7.2. Suppose N ≥ 2n − 1. Then
WgO(N)n =
∞∑
k=0
(−1)kN−n−khk(J1, J3, . . . , J2n−1) · Pn.
Proof. We have
WgO(N)n =
1
(2n− 1)!!
∑
λ⊢n
f2λ
(∏
∈λ
(N + c′())−1
)
ωλ
=
1
(2n− 1)!!
∑
λ⊢n
f2λ
(
∞∑
k=0
(−1)kN−n−khk(A
′
λ)
)
ωλ
=
1
(2n− 1)!!
∞∑
k=0
(−1)kN−n−k
∑
λ⊢n
f2λhk(A
′
λ)ω
λ
=
∞∑
k=0
(−1)kN−n−khk(J1, J3, . . . , J2n−1) · Pn.
Here the second equality follows because of |c′()| ≤ 2n − 2 < N for all  ∈ λ ⊢ n, and the
fourth equality follows by Corollary 4.2.
Recall that Gkµ(n) are coefficients in
hk(J1, J3, . . . , J2n−1) · Pn =
∑
µ
Gkµ(n)ψµ(n).
These coefficients appear in the asymptotic expansion of Wg
O(N)
n (σ) with respect to
1
N .
Theorem 7.3. Let µ be a partition and let N,n, k be positive integers. Suppose N ≥ 2n − 1
and n ≥ |µ|+ ℓ(µ). For any permutation σ in S2n of reduced coset-type µ, we have
WgO(N)n (σ) =
∞∑
g=0
(−1)|µ|+gG|µ|+gµ (n)N
−n−|µ|−g(7.2)
=(−1)|µ|
ℓ(µ)∏
i=1
Catµi ·N
−n−|µ| + (−1)|µ|+1
ℓ(µ)∏
i=1
G|µ|+1µ (n) ·N
−n−|µ|−1 + · · · .(7.3)
Proof. Theorem 7.2 and the definition of Gkµ(n) imply
WgO(N)n (σ) =
∞∑
k=0
(−1)kGkµ(n)N
−n−k.
It follows from Theorem 5.3 and Theorem 5.4 that Gkµ(n) =
∑
λ⊢kM
λ
µ (n) is zero unless k ≥ |µ|
and that G
|µ|
µ (n) =
∏ℓ(µ)
i=1 Catµi .
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The unitary group version of results in this section is seen in [MN].
Collins and S´niady [CS] obtained
WgO(N)n (σ) = (−1)
|µ|
∏
i≥1
Catµi ·N
−n−|µ| +O(N−n−|µ|−1), N →∞,
where σ is a permutation in S2n of reduced coset-type µ. Our result is a refinement of their one.
We will observe the subleading coefficient G
|µ|+1
µ (n) later, see Subsection 9.3.
8 Jack deformations
A purpose in this section is to intertwine Mλµ (n) with L
λ
µ(n). They have been defined via
symmetric functions in Jucys-Murphy elements. We define their α-extension based on the theory
of Jack polynomials.
8.1 Jack-Plancherel measures
Let α > 0 be a positive real number.
For each λ ⊢ n, we put
j
(α)
λ =
∏
(i,j)∈λ
{
(α(λi − j) + λ
′
j − i+ 1)(α(λi − j) + λ
′
j − i+ α)
}
,
where λ′ = (λ′1, λ
′
2, . . . ) is the conjugate partition of λ. Here the Young diagram of λ
′ is, by
definition, the transpose of the Young diagram λ. Define
(8.1) P(α)n (λ) =
αnn!
j
(α)
λ
.
This gives a probability measure on partitions of n and is called the Jack-Plancherel measure or
Jack measure shortly. When α = 1,
(8.2) P(1)n (λ) =
n!
(Hλ)2
=
(fλ)2
n!
,
where Hλ =
√
j
(1)
λ is the product of hook-lengths of λ, and the well-known hook-length formula
gives fλ = n!Hλ . The probability measure P
(1)
n is known as the Plancherel measure for the
symmetric group Sn. Also, it is easy to see that
P
(2)
n (λ) =
f2λ
(2n − 1)!!
, P(1/2)n (λ) =
fλ∪λ
(2n − 1)!!
.
Example 8.1.
P
(α)
3 ((3)) =
1
(1 + α)(1 + 2α)
, P
(α)
3 ((2, 1)) =
6α
(2 + α)(1 + 2α)
, P
(α)
3 ((1
3)) =
α2
(1 + α)(2 + α)
.
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The Jack-Plancherel measure has the duality relation:
P
(α)
n (λ) = P
(α−1)
n (λ
′),
which follows from j
(α)
λ = α
2|λ|j
(α−1)
λ′ .
Some asymptotic properties of random variables λ1, λ2, . . . with repect to Jack-Plancherel
measures in n→∞ are studied, see [Mat] and its references.
8.2 Jack symmetric functions
Recall the fundamental properties for Jack symmetric functions J
(α)
λ . The details are seen in
[Mac, VI-10].
Consider a scalar product on the algebra S of symmetric functions given by
〈pλ, pµ〉α = δλ,µα
ℓ(λ)zλ
where zλ is defined in (2.1). The Jack functions {J
(α)
λ | λ: partitions} are the unique family
satisfying the following two conditions:
• They are of the form J
(α)
λ =
∑
µ≤λ u
(α)
λµmµ, where each coefficient u
(α)
λµ is a rational function
in α, and where µ ≤ λ stands for the dominance ordering: |µ| = |λ| and µ1 + · · · + µi ≤
λ1 + · · ·+ λi for any i ≥ 1.
• (orthogonality) 〈J
(α)
λ , J
(α)
µ 〉α = δλ,µj
(α)
λ for any λ, µ.
We note J
(1)
λ = Hλsλ and J
(2)
λ = Zλ, where sλ is a Schur function and Zλ is a zonal polynomial.
Let θλρ (α) be the coefficient of pρ in J
(α)
λ :
J
(α)
λ =
∑
ρ:|ρ|=|λ|
θλρ (α)pρ.
By orthogonality relations for Jack and power-sum functions, we have its dual identity
(8.3) pρ = α
ℓ(ρ)zρ
∑
λ:|λ|=|ρ|
θλρ (α)
j
(α)
λ
J
(α)
λ
and the orthogonality relation for θλρ (α)
(8.4)
∑
λ⊢n
θλρ (α)θ
λ
π(α)P
(α)
n (λ) = δρπ
αn−ℓ(ρ)n!
zρ
.
We set θλ
µ+(1n−|µ|)
(α) = 0 unless |µ|+ ℓ(µ) ≤ n. Note θλ
(1|λ|)
(α) = 1.
Let X be an indeterminate. Let ǫX be the algebra homomorphism from S to C[X], defined
by ǫX(pr) = X for all r ≥ 1. Then we have ([Mac, VI (10.25)])
(8.5) ǫX(J
(α)
λ ) =
∏
(i,j)∈λ
(X + α(j − 1)− (i− 1)).
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8.3 Jack-Plancherel averages
Let A
(α)
λ be the alphabet
A
(α)
λ = {(j − 1)− (i− 1)/α | (i, j) ∈ λ}.
For example, A
(α)
(2,2)
= {1, 0,−1/α, 1 − 1/α}. Note that Aλ = A
(1)
λ and A
′
λ = {2z | z ∈ A
(2)
λ },
which are defined in Subsection 2.1.
Given a symmetric function F , we define
A
(α)
0 (F, n) = α
deg F
∑
λ⊢n
F (A
(α)
λ )P
(α)
n (λ).
More generally, for a partition µ, we define
A(α)µ (F, n) =
αdeg F−|µ|zµ+(1n−|µ|)
n!
∑
λ⊢n
F (A
(α)
λ )P
(α)
n (λ)θ
λ
µ+(1n−|µ|)
(α).
Note that A
(α)
0 (F, n) = A
(α)
µ (F, n) with µ = (0).
If F is homogeneous, then F (A
(α)
λ ) = (−α)
− degFF (A
(α−1)
λ′ ). The θ
λ
µ+(1|λ|−|µ|)
(α) has the
duality θλ
µ+(1|λ|−|µ|)
(α) = (−α)|µ|θλ
′
µ+(1|λ|−|µ|)
(α−1) ([Mac, VI (10.30)]). Hence we have the duality
relation for A
(α)
µ (F, n) with a homogeneous symmetric function F :
(8.6) A(α)µ (F, n) = (−α)
deg F−|µ|A(α
−1)
µ (F, n).
The following two examples give the connection to Jucys-Murphy elements. The average
A
(α)
µ (F, n) with α > 0 is a generalization of coefficients Lλµ(n),M
λ
µ (n), F
k
µ (n), and G
k
µ(n), which
are studied in [MN] and in the first half of the present paper.
Example 8.2 (α = 1). From J
(1)
λ = Hλsλ and from the Frobenius formula sλ =
∑
ρ z
−1
ρ χ
λ
ρpρ,
we have θλρ (1) = z
−1
ρ Hλχ
λ
ρ , and hence
A(1)µ (F, n) =
∑
λ⊢n
F (A
(1)
λ )P
(1)
n (λ)
Hλχ
λ
µ+(1n−|µ|)
(α)
n!
=
∑
λ⊢n
F (Aλ)
fλχλ
µ+(1n−|µ|)
n!
.
In particular, we have A
(1)
0 (F, n) =
∑
λ⊢n F (A
(1)
λ )P
(1)
n (λ), the average of F (Aλ) with respect to
the Plancherel measure P
(1)
n . By results in [MN] (see also Subsection 5.1 in the present paper),
we obtain the identity
(8.7) F (J1, J2, . . . , Jn) =
∑
µ
A(1)µ (F, n)cµ(n).
In particular, Lλµ(n) = A
(1)
µ (mλ, n) and F
k
µ (n) = A
(1)
µ (hk, n).
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Example 8.3 (α = 2). Since J
(2)
λ = Zλ, or since θ
λ
ρ (2) = 2
|ρ|−ℓ(ρ)|ρ|!z−1ρ ω
λ
ρ , we have
A(2)µ (F, n) = 2
deg F
∑
λ⊢n
F (A
(2)
λ )P
(2)
n (λ)ω
λ
µ+(1n−|µ|)
=
∑
λ⊢n
F (A′λ)
f2λωλ
µ+(1n−|µ|)
(2n − 1)!!
.
Now the equation (5.6) implies Mλµ (n) = A
(2)
µ (mλ, n) and G
k
µ(n) = A
(2)
µ (hk, n). More generally,
(8.8) F (J1, J3, . . . , J2n−1) · Pn =
∑
µ
A(2)µ (F, n)ψµ(n).
8.4 The α = 1/2 case
We construct the α = 1/2 version of Example 8.2 and Example 8.3. We refer to [Mac, VII.2,
Example 6,7]. Let ǫ denote the sign character of S2n, and let ǫn denote its restriction to Hn:
ǫn = ǫ ↓
S2n
Hn
. Then (S2n,Hn, ǫn) is a twisted Gelfand pair in the sense of [Mac, VII.1, Example
10]. The corresponding Hecke algebra is
Hǫn = {f : S2n → C | f(ζσ) = f(σζ) = ǫn(ζ)f(σ) (σ ∈ S2n, ζ ∈ Hn)}.
This algebra is commutative. For each partition λ ⊢ n, the ǫ-spherical function πλ is defined by
πλ = (2nn!)−1χλ∪λ · P ǫn = (2
nn!)−1P ǫn · χ
λ∪λ,
where P ǫn =
∑
ζ∈Hn
ǫn(ζ)ζ.
For each f ∈ Hn, let f
ǫ be the function on S2n defined by f
ǫ(σ) = ǫ(σ)f(σ). Then the
map f 7→ f ǫ is an isomorphism of Hn to H
ǫ
n. Under this isomorphism, Pn, ω
λ, and ψµ(n) are
mapped to P ǫn, π
λ′ , and ψǫµ(n) =
∑
σ∈H
µ+(1n−|µ|)
sgn(σ)σ, respectively. Furthermore, for any
homogeneous symmetric function F , the element F (J1, J3, . . . , J2n−1) · Pn ∈ Hn is mapped to
(−1)deg FF (J1, J3, . . . , J2n−1) · P
ǫ
n, and we have F (A
′
λ) = (−1)
deg FF (A
(1/2)
λ′ ). Therefore we can
obtain the following statements from facts for F (J1, J3, . . . , J2n−1) · Pn.
Theorem 8.1. 1. For each 0 ≤ k < n, we have
ek(J1, J3, . . . , J2n−1) · P
ǫ
n = (−1)
k
∑
µ⊢n
ψǫµ(n).
2. For any symmetric function F and partition λ of n,
F (J1, J3, . . . , J2n−1) · π
λ = πλ · F (J1, J3, . . . , J2n−1) = F (A
(1/2)
λ )π
λ.
This belongs to Hǫn.
3. For any symmetric function F ,
F (J1, J3, . . . , J2n−1) · P
ǫ
n =
1
(2n − 1)!!
∑
λ⊢n
fλ∪λF (A
(1/2)
λ )π
λ.
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Furthermore, if F is homogeneous, then
F (J1, J3, . . . , J2n−1) · P
ǫ
n =(−1)
deg F
∑
|µ|+ℓ(µ)≤n
A(2)µ (F, n)ψ
ǫ
µ(n)
=
∑
|µ|+ℓ(µ)≤n
(−1)|µ|2deg F−|µ|A(1/2)µ (F, n)ψ
ǫ
µ(n).
4. For any homogeneous symmetric function F ,
A(1/2)µ (F, n) =
(−1)|µ|
2deg F−|µ|
∑
λ⊢n
F (A
(1/2)
λ )
fλ∪λωλ
′
µ+(1n−|µ|)
(2n − 1)!!
.
In a similar way to Section 7, we can observe the deep connection between F (J1, J3, . . . , J2n−1)·
P ǫn and integrals over symplectic groups. That connection will be seen in the forthcoming paper.
8.5 Some properties
Lemma 8.2. Let F be a symmetric function and n a positive integer. Assume that there exist
complex numbers {a(µ) | µ is a partition} such that
F (A
(α)
λ ) =
∑
µ
a(µ)θλ
µ+(1|λ|−|µ|)
(α)
for any partitions λ. Then A
(α)
µ (F, n) = αdeg Fa(µ) for each µ.
Proof. We have
A(α)µ (F, n) =
αdeg F−|µ|zµ+(1n−|µ|)
n!
∑
ν
a(ν)
∑
λ⊢n
P
(α)
n (λ)θ
λ
µ+(1n−|µ|)
(α)θλ
ν+(1n−|ν|)
(α).
The claim follows from the orthogonality relation (8.4).
The following theorem is a Jack deformation of Jucys’ result [J] and its analogue, Corollary
3.2.
Proposition 8.3.
A(α)µ (ek, n) =
{
1 if |µ| = k,
0 otherwise.
Proof. Let X be an indeterminate and let λ ⊢ n. It follows from (8.5) that
n∑
k=0
ek(A
(α)
λ )X
k = (X/α)n
∏
(i,j)∈λ
(α/X + α(j − 1)− (i− 1)) = (X/α)nǫα/X(J
(α)
λ )
=(X/α)n
∑
ρ⊢n
θλρ (α)ǫα/X (pρ) =
∑
ρ⊢n
θλρ (α)(X/α)
n−ℓ(ρ) =
n∑
k=0
α−k
∑
ν⊢k
θλν+(1n−k)(α)X
k,
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which gives
(8.9) ek(A
(α)
λ ) = α
−k
∑
ν⊢k
θλ
ν+(1|λ|−k)
(α).
The claim follows from this identity and Lemma 8.2.
Remark 8.1. The equation (8.9) is seen in [L1, Theorem 5.4].
Theorem 8.4. Let F be any symmetric function and µ a partition. Then A
(α)
µ (F, n) is a
polynomial in n. If the expansion of F in pρ is given by F =
∑
ρ a(ρ)pρ, then the degree of
A
(α)
µ (F, n) in n is at most
max
a(ρ)6=0
(|ρ|+ ℓ(ρ))− (|µ|+ ℓ(µ)).
This theorem at α = 2 with Example 8.3 implies part 1 of Theorem 5.3. The proof is given
in the next subsection by applying shifted symmetric function theory.
Example 8.4. Since the monomial symmetric function is expanded as
mλ = pλ +
∑
ρ>λ
a(ρ)pρ,
the degree of the polynomial A
(α)
µ (mλ, n) is at most |λ|+ ℓ(λ)− (|µ|+ ℓ(µ)). But this evaluation
is not sharp. Indeed, as we will observe below, the degree of A
(α)
(0) (m(3), n) = α(α − 1)
(n
2
)
is 2
but (|λ|+ ℓ(λ))− (|µ|+ ℓ(µ)) = 4 with λ = (3) and µ = (0).
8.6 Shifted symmetric functions and proof of Theorem 8.4
Following to [KOO, L2], we review the theory of shifted symmetric functions related to Jack
functions.
A polynomial in n variables x1, x2, . . . , xn is said to be shifted-symmetric if it is symmetric
in the variables yi := xi − i/α. Denote by S
∗
α(n) the subalgebra of shifted-symmetric functions
in C[x1, x2, . . . , xn].
Consider an infinite alphabet x = (x1, x2, . . . ) and consider the morphism F (x1, x2, . . . , xn, xn+1) 7→
F (x1, x2, . . . , xn, 0) from S
∗
α(n+1) to S
∗
α(n). As the definition of S, we can define the algebra S
∗
α
as the projective limit of the sequence (S∗α(n))n≥1. Elements of S
∗
α are called shifted-symmetric
functions and written as F (x) = F (x1, x2, . . . ) using infinite variables. Denote by degF the
degree of F .
For each F ∈ S∗α, we may evaluate at partitions: F (λ) = F (λ1, λ2, . . . ). We denote by
[F ] ∈ S the homogeneous symmetric terms of degree degF . We call [F ] the leading symmetric
term of F . The map F 7→ [F ] provides a canonical isomorphism of the graded algebra associated
to the filtered algebra S∗α onto S. Assuming that the leading terms [F1], [F2], . . . of a sequence
F1, F2, . . . in S
∗
α generate the algebra S, this sequence itself generates S
∗
α.
For each integer k ≥ 1, consider a polynomial
p∗k(x;α) =
∑
i≥1
(
(xi − (i− 1)/α)
↓k − (−(i− 1)/α)↓k
)
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with a↓k = a(a − 1) · · · (a − k + 1). Then these polynomials are shifted-symmetric. Since
[p∗k(·;α)] = pk and since the pk generate S, they generate S
∗
α.
For F ∈ S and a partition λ, we put H
(α)
F (λ) = F (A
(α)
λ ).
Lemma 8.5 (Lemma 7.1 in [L2]). For any integer k ≥ 1, the function λ 7→ H
(α)
pk (λ) = pk(A
(α)
λ )
defines a shifted symmetric function of degree degH
(α)
pk = k + 1. Specifically,
H(α)pk (λ) =
k∑
m=1
S(k,m)
p∗m+1(λ;α)
m+ 1
.
Here S(k,m) are Stirling’s numbers of second kinds, defined via uk =
∑k
m=1 S(k,m)u
↓m.
Since pk generate S, we have the following corollary.
Corollary 8.6. For any F ∈ S, the function λ 7→ H
(α)
F (λ) defines a shifted symmetric function.
Furthermore, if the expansion of F in pρ is given by F =
∑
ρ a(ρ)pρ, then the degree of H
(α)
F is
maxa(ρ)6=0(|ρ|+ ℓ(ρ)).
Now we define shifted Jack functions J∗µ(x;α). They are defined by
J∗µ(λ;α) =
|λ|↓|µ|〈p
|λ|−|µ|
1 J
(α)
µ , J
(α)
λ 〉α
α|λ||λ|!
.
Lemma 8.7 ([KOO]). The J∗µ(x;α) are shifted-symmetric and satisfy the following properties.
1. [J∗µ(·;α)] = J
(α)
µ . Hence the J∗µ(x;α) form a basis of S
∗
α.
2. J∗µ(λ;α) = 0 unless µi ≤ λi for all i ≥ 1.
3. J∗µ(µ;α) = α
−|µ|j
(α)
µ .
The following theorem is a slight extension of Theorem 5.5 in [O].
Proposition 8.8. Let µ, ν be partitions. If |ν| ≥ |µ|+ ℓ(µ), then we have
zµ+(1n−|µ|)
n!
∑
λ⊢n
J∗ν (λ;α)P
(α)
n (λ)θ
λ
µ+(1n−|µ|)
(α) =
(
n− |µ| − ℓ(µ)
|ν| − |µ| − ℓ(µ)
)
zµ+(1|ν|−|µ|)θ
ν
µ+(1|ν|−|µ|)
(α),
which is a polynomial in n of degree |ν| − |µ| − ℓ(µ). Otherwise, both sides are zero.
Proof. Put m = |ν|. If n < m, then both sides vanish by part 2 of Lemma 8.7, and so we may
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assume n ≥ m. We have
zµ+(1n−|µ|)
n!
∑
λ⊢n
J∗ν (λ;α)P
(α)
n (λ)θ
λ
µ+(1n−|µ|)
(α)
=
zµ+(1n−|µ|)
n!
∑
λ⊢n
n↓m〈pn−m1 J
(α)
ν , J
(α)
λ 〉α
j
(α)
λ
θλ
µ+(1n−|µ|)
(α)
=
n↓m
αn−|µ|n!
〈
pn−m1 J
(α)
ν ,
∑
λ⊢n
αn−|µ|zµ+(1n−|µ|)
j
(α)
λ
θλ
µ+(1n−|µ|)
J
(α)
λ
〉
α
=
n↓m
αn−|µ|n!
〈
pn−m1 J
(α)
ν , pµ+(1n−|µ|)
〉
α
by (8.3).
Using the fact that the adjoint to the multiplication by p1 with respect to 〈·, ·〉α is α
∂
∂p1
, we have
(8.10) =
n↓m
αn−|µ|n!
〈
J (α)ν , α
n−m
(
∂
∂p1
)n−m
pµ+(1n−|µ|)
〉
α
.
Since m1(µ + (1
n−|µ|)) = n − |µ| − ℓ(µ), the symmetric function
(
∂
∂p1
)n−m
pµ+(1n−|µ|) vanishes
unless m ≥ |µ|+ ℓ(µ). If n ≥ m ≥ |µ|+ ℓ(µ), then (8.10) equals
=
n↓m
αm−|µ|n!
(n− |µ| − ℓ(µ))↓(n−m)〈J (α)ν , pµ+(1m−|µ|)〉α
=
(
n− |µ| − ℓ(µ)
m− |µ| − ℓ(µ)
)
zµ+(1m−|µ|)θ
ν
µ+(1m−|µ|)
(α).
Remark 8.2. Proposition 8.8 can be rewritten as follows: for partitions ν, µ such that |ν| ≥
|µ|+ ℓ(µ) and for any n ≥ 0,∑
λ⊢n
J∗ν (λ;α)P
(α)
n (λ)θ
λ
µ+(1n−|µ|)(α) = n
↓|ν|θνµ+(1|ν|−|µ|)(α).
In particular, we obtain a simple identity∑
λ⊢n
J∗ν (λ;α)P
(α)
n (λ) = n
↓|ν|,
which is seen in [O, Theorem 5.5]. Lassalle obtained a similar identity. Specifically, Equation
(3.3) in [L3] implies that, for partitions ν and µ such that |ν| ≥ |µ|+ ℓ(µ) and for any m ≥ 0,∑
ρ⊢m
J∗ρ (ν;α)P
(α)
m (ρ)θ
ρ
µ+(1m−|µ|)
(α) =
(|ν| − |µ| − ℓ(µ))!m!
(|ν| −m)! (m− |µ| − ℓ(µ))!
θν
µ+(1|ν|−|µ|)
(α).
Proof of Theorem 8.4 and part 1 of Theorem 5.3. The statement follows from Theorem 8.6, part
1 of Lemma 8.7, and Proposition 8.8.
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9 Examples and open problems
9.1 Examples of A
(α)
µ (F, n)
We give examples of A
(α)
µ (mλ, n) and A
(α)
µ (hk, n), studied in the previous section.
|λ| = 0, 1.
A(α)µ (m(0), n) = δµ,(0). A
(α)
µ (m(1), n) = δµ,(1).
|λ| = 2.
A(α)µ (m(2), n) =δµ,(2) + (α− 1)δµ,(1) + α
(
n
2
)
δµ,(0).
A(α)µ (m(12), n) =δµ,(2) + δµ,(12).
A(α)µ (h2, n) =2δµ,(2) + δµ,(12) + (α− 1)δµ,(1) + α
(
n
2
)
δµ,(0).
|λ| = 3.
A(α)µ (m(3), n) =δµ,(3) + 3(α− 1)δµ,(2) + (2αn + α
2 − 5α+ 1)δµ,(1) + α(α− 1)
(
n
2
)
δµ,(0).
A(α)µ (m(2,1), n) =3δµ,(3) + δµ,(2,1) + 3(α− 1)δµ,(2) + 2(α − 1)δµ,(12) + α
((
n
2
)
− 1
)
δµ,(1).
A(α)µ (m(13), n) =δµ,(3) + δµ,(2,1) + δµ,(13).
A(α)µ (h3, n) =5δµ,(3) + 2δµ,(2,1) + δµ,(13) + 6(α− 1)δµ,(2) + 2(α − 1)δµ,(12)
+
(
1
2
αn2 +
3
2
αn+ α2 − 6α+ 1
)
δµ,(1) + α(α− 1)
(
n
2
)
δµ,(0).
In fact, the identities for m(1k) are given by Proposition 8.3. Lassalle [L3, L4] (see also
[L1, Conjecture 8.1]) gives the expansion of θλ
µ+(1|λ|−|µ|)
(α) with respect to pρ(A
(α)
λ ): Letting
θˆµ(λ) = θ
λ
µ+(1|λ|−|µ|)
(α) and pˆρ(λ) = pρ(A
(α)
λ ),
θˆ(1)(λ) =αpˆ(1)(λ),
θˆ(2)(λ) =α
2pˆ(2)(λ)− α(α − 1)pˆ(1)(λ)− α
(
|λ|
2
)
,
θˆ(12)(λ) =−
3
2α
2pˆ(2)(λ) +
1
2α
2pˆ(12)(λ) + α(α − 1)pˆ(1)(λ) + α
(
|λ|
2
)
,
θˆ(3)(λ) =α
3pˆ(3)(λ)− 3α
2(α− 1)pˆ(2)(λ) + α(−2α|λ| + 2α
2 − α+ 2)pˆ(1)(λ) + 2α(α − 1)
(
|λ|
2
)
,
θˆ(2,1)(λ) =− 4α
3pˆ(3)(λ) + α
3pˆ(2,1)(λ) + 9α
2(α− 1)pˆ(2)(λ)− α
2(α− 1)pˆ(12)(λ)
+ α(−α2 |λ|
2 + 13α2 |λ| − 5α
2 + 2α − 5)pˆ(1)(λ)− 5α(α − 1)
(
|λ|
2
)
.
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Using these, we can express pρ(A
(α)
λ ) in terms of θˆµ(λ) and therefore also mν(A
(α)
λ ). Hence our
above examples follow by Lemma 8.2.
Those examples are reduced as typical cases
Lλµ(n) =A
(1)
µ (mλ, n), F
k
µ (n) =A
(1)
µ (hk, n),
Mλµ (n) =A
(2)
µ (mλ, n), G
k
µ(n) =A
(2)
µ (hk, n).
For example, we obtain
A(2)µ (h3, n) = 5δµ,(3) + 2δµ,(2,1) + δµ,(13) + 6δµ,(2) + 2δµ,(12)(n
2 + 3n− 7)δµ,(1) + n(n− 1)δµ,(0),
or, by Example 8.3,
h3(J1, J3, . . . , J2n−1) · Pn =5ψ(3)(n) + 2ψ(2,1)(n) + ψ(13)(n) + 6ψ(2)(n) + 2ψ(12)(n)
+ (n2 + 3n− 7)ψ(1)(n) + n(n− 1)ψ(0)(n).
See also the α = 1 cases in [MN, §8.1].
We remark that a conjecture for A
(α)
0 (pλ, n) is given by [L1, Conjecture 12.1].
9.2 Table of asymptotic expansions of WgO(N)n
We give some examples of the expansion (7.2), by using coefficients appearing in Subsection 9.1.
Given a partition µ, we define WgO(N)(µ;n) = Wg
O(N)
n (σ), where σ is a permutation in S2n
of reduced coset-type µ. For example,
WgO(N)((0);n) = WgO(N)n (id2n), Wg
O(N)((1);n) = WgO(N)n
((
1 2 3 4 5 6 ... 2n−1 2n
1 4 2 3 5 6 ... 2n−1 2n
))
.
Theorem 7.3 and examples in the previous subsection with α = 2 give the following asymp-
totic expansions. As N →∞,
WgO(N)((0);n) =N−n + n(n− 1)N−n−2 − n(n− 1)N−n−3 +O(N−n−4).
WgO(N)((1);n) =−N−n−1 +N−n−2 − (n2 + 3n − 7)N−n−3 +O(N−n−4).
WgO(N)((2);n) =2N−n−2 − 6N−n−3 +O(N−n−4).
WgO(N)((12);n) =N−n−2 − 2N−n−3 +O(N−n−4).
On the other hand, in [CM], the explicit values of Wg
O(N)
n (σ) for n ≤ 6 are given. We
remark that in [CM] ordinary coset-types were used, not reduced ones. Using a computer with
the table in [CM], we obtain the following expansions.
WgO(N)((0); 2) =N−2 − 0N−3 + 2N−4 − 2N−5 + 6N−6 − 10N−7 + 22N−8 − · · · .
WgO(N)((0); 3) =N−3 − 0N−4 + 6N−5 − 6N−6 + 50N−7 − 126N−8 + 610N−9 − · · · .
WgO(N)((0); 4) =N−4 − 0N−5 + 12N−6 − 12N−7 + 176N−8 − 468N−9 + 3544N−10 − · · · .
WgO(N)((0); 5) =N−5 − 0N−6 + 20N−7 − 20N−8 + 440N−9 − 1180N−10 + 12480N−11 − · · · .
WgO(N)((0); 6) =N−6 − 0N−7 + 30N−8 − 30N−9 + 910N−10 − 2430N−11 + 33710N−12 − · · · .
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WgO(N)((1); 2) =−N−3 +N−4 − 3N−5 + 5N−6 − 11N−7 + 21N−8 − 43N−9 + · · · .
WgO(N)((1); 3) =−N−4 +N−5 − 11N−6 + 29N−7 − 147N−8 + 525N−9 − 2227N−10 + · · · .
WgO(N)((1); 4) =−N−5 +N−6 − 21N−7 + 57N−8 − 489N−9 + 2157N−10 − 14077N−11 + · · · .
WgO(N)((1); 5) =−N−6 +N−7 − 33N−8 + 89N−9 − 1117N−10 + 5237N−11 − 45881N−12 + · · · .
WgO(N)((1); 6) =−N−7 +N−8 − 47N−9 + 125N−10 − 2123N−11 + 10121N−12 − 112551N−13 + · · · .
WgO(N)((2); 3) =2N−5 − 6N−6 + 34N−7 − 126N−8 + 546N−9 − 2142N−10 + · · · .
WgO(N)((2); 4) =2N−6 − 6N−7 + 64N−8 − 300N−9 + 2094N−10 − 11682N−11 + · · · .
WgO(N)((2); 5) =2N−7 − 6N−8 + 98N−9 − 490N−10 + 4694N−11 − 30382N−12 + · · · .
WgO(N)((2); 6) =2N−8 − 6N−9 + 136N−10 − 696N−11 + 8590N−12 − 59850N−13 + · · · .
WgO(N)((12); 4) =N−6 − 2N−7 + 43N−8 − 216N−9 + 1737N−10 − 10254N−11 + · · · .
WgO(N)((12); 5) =N−7 − 2N−8 + 59N−9 − 280N−10 + 3257N−11 − 21934N−12 + · · · .
WgO(N)((12); 6) =N−8 − 2N−9 + 77N−10 − 350N−11 + 5385N−12 − 37498N−13 + · · · .
WgO(N)((3); 4) =− 5N−7 + 29N−8 − 258N−9 + 1590N−10 − 10695N−11 + · · · .
WgO(N)((3); 5) =− 5N−8 + 29N−9 − 370N−10 + 2630N−11 − 23815N−12 + · · · .
WgO(N)((3); 6) =− 5N−9 + 29N−10 − 492N−11 + 3738N−12 − 42019N−13 + · · · .
WgO(N)((2, 1); 5) =− 2N−8 + 8N−9 − 190N−10 + 1460N−11 − 15994N−12 + · · · .
WgO(N)((2, 1); 6) =− 2N−9 + 8N−10 − 236N−11 + 1760N−12 − 24254N−13 + · · · .
WgO(N)((13); 6) = −N−9 + 3N−10 − 120N−11 + 742N−12 − 13023N−13 + · · · .
WgO(N)((4); 5) =14N−9 − 130N−10 + 1640N−11 − 14740N−12 + 138578N−13 − · · · .
WgO(N)((4); 6) =14N−10 − 130N−11 + 2060N−12 − 20360N−13 + 232838N−14 − · · · .
WgO(N)((3, 1); 6) = 5N−10 − 34N−11 + 862N−12 − 9096N−13 + 126523N−14 + · · · .
WgO(N)((2, 2); 6) = 4N−10 − 24N−11 + 772N−12 − 8436N−13 + 121936N−14 + · · · .
WgO(N)((5); 6) = −42N−11 + 562N−12 − 9426N−13 + 114478N−14 − · · · .
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9.3 Open questions
1. (cf. Corollary 3.3.) It is known that the set {F (J1, J2, . . . , Jn) | F ∈ S} coincides with
the center Zn of the group algebra C[Sn]. Thus symmetric functions in Jucys-Murphy
elements generate Zn. Now the following conjecture is natural.
Conjecture 9.1. The set {F (J1, J3, . . . , J2n−1) · Pn | F ∈ S} coincides with the Hecke
algebra Hn.
2. (cf. part 4 of Theorem 5.3 and Examples in Subsection 9.1.) We suggest the following
conjecture.
Conjecture 9.2. Let F be a symmetric function of degree k and let α be a positive real
number. Then, for each partition µ ⊢ k, A
(α)
µ (F, n) is independent of both α and n. In
particular, for λ, µ ⊢ k, A
(α)
µ (mλ, n) = L
λ
µ and A
(α)
µ (hk, n) =
∏ℓ(µ)
i=1 Catµi .
3. (cf. Examples in Subsection 9.1.) We suggest the following conjecture.
Conjecture 9.3. Let F be a homogeneous symmetric function of degree k and let α be a
positive real number. Then, for each partition µ ⊢ k − 1, A
(α)
µ (F, n) is independent of n
(but depends on α).
4. (cf. Theorem 7.3 and Subsection 9.2.) Conjecture 9.3 implies thatG
|µ|+1
µ (n) = A
(2)
µ (h|µ|+1, n)
is independent of n. Can you evaluate the G
|µ|+1
µ = G
|µ|+1
µ (n) explicitly? From identities
in Subsection 9.2, we can obtain
G1(0) = 0, G
2
(1) = 1, G
3
(2) = 6, G
3
(12) = 2,
and conjecture
G4(3)
?
= 29, G4(2,1)
?
= 8, G4(13)
?
= 3,
G5(4)
?
= 130, G5(3,1)
?
= 34, G5(22)
?
= 24, G6(5)
?
= 562.
Recall that the n-independent number G
|µ|
µ = G
|µ|
µ (n) is the product of Catalan numbers.
How about G
|µ|+1
µ ? We could expect that G
|µ|+1
µ has a good combinatorial interpretation.
For one-row partitions, we suggest the following conjecture.
Conjecture 9.4. Let n, k be nonnegative integers such that n > k. Then Gk+1(k) (n) is
independent of n and equal to
4k −
(
2k + 1
k
)
.
Equivalently,
WgO(N)((k);n)
?
= (−1)kCatkN
−n−k+(−1)k+1
(
4k −
(
2k + 1
k
))
N−n−k−1+O(N−n−k−2).
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The number 4k −
(
2k+1
k
)
is called the area of Catalan paths of length k, see [CEF]. Define
the set E(k) by
E(k) =
{
(i1, i2, . . . , ik) ∈ Z
k
∣∣∣ 1 ≤ i1 ≤ i2 ≤ · · · ≤ ik ≤ k,
ip ≥ p (1 ≤ p ≤ k)
}
.
It is known that
Catk = |E(k)|, 4
k −
(
2k + 1
4
)
=
∑
(i1,i2,...,ik)∈E(k)
k∑
p=1
(2(ip − p) + 1).
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