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This paper develops a novel linear system based approach for com-
puting ‖A−1‖∞, the Skeel condition number of anM-matrix A, and
the positive diagonal matrices D guaranteeing that AD be a strictly
diagonally dominant matrix. Theoretic analysis and simulation re-
sults justify the validity of the proposed approach. Moreover, the
proposed linear systemmodel can be implemented by application-
speciﬁc integrated circuits, and then it has asynchronous parallel
processing ability and can achieve high computing performance.
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1. Introduction
A matrix A ∈ Zn,n = {(aij) ∈ Rn,n : aij  0, i /= j; i, j = 1, 2, . . . , n} is called an M-matrix if A−1 is
a nonnegativematrix (denoted by A−1  0). The kind ofM-matrices is a very important special class of
realmatrices, and has beenwidely applied tomany areas. In this paper, wewill deal with the following
three problems of an arbitraryM-matrix A:
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(a) Computing ‖A−1‖∞;
(b) Computing the Skeel condition number of A;
(c) Finding a suitable positive diagonal matrix D such that AD is a strictly diagonally dominant
matrix.
In fact, some worthful work has been reported in the previous literatures. In [1,2,3], some compet-
itive upper bounds for ‖A−1‖∞ of weakly chained diagonally dominant M-matrices were presented.
Huang [4] derived a novel upper bound for ‖A−1‖∞ of weakly diagonally dominant matrices. Moracˇa
[5] gave a lower bound for ‖A−1‖∞ of M-matrices and an upper bound for ‖A−1‖∞ of diagonally
dominant matrices by columns. In [6,7], Peña obtained two bounds for the Skeel condition number
of strictly diagonally dominant triangular matrices. Huang and Li [8] presented an iterative algorithm
for scaling a positive diagonal matrix D for a given irreducible M-matrix A such that AD is a strictly
diagonally dominant matrix.
Different from ideas of the pioneering work, we will develop a novel linear system based approach
to solve the problems (a), (b) and (c) mentioned above in this paper. The linear system model can be
described by the following differential equation:
dx(t)
dt
= −Ax(t) + u, (1)
where A = (aij)n×n is an M-matrix, and u = (u1, u2, . . . , un)T > 0 is a constant external input vec-
tor. Different from the classical algorithms, linear system (1) can be implemented by application-
speciﬁc integrated circuits, which have asynchronous parallel processing ability and can achieve high
computing performance.
The paper is organized as follows. In Section 2, we give some preliminaries. In Section 3, we present
some theoretic results ensuring that system (1) can be used to solve the problems ofM-matrices pro-
posed above. In Section 4, some simulations are given to justify the validity of the proposed approach.
Finally, the conclusion is drawn in Section 5.
2. Preliminaries
For the sake of convenience and completeness, we introduce some notations, useful lemmas and
deﬁnitions in this section. For a vector x = (x1, x2, . . . , xn)T ∈ Rn, x > 0 denotes each element xi is
positive, and ‖x‖1 denotes a vector norm deﬁned by ‖x‖1 = ∑ni=1 |xi|. e = (1, 1, . . . , 1)T denotes a
column vector each element of which equals 1. For a matrix A = (aij)n×n, AT denotes the transpose
of A; A−1 denotes the inverse of A; |A| denotes the absolute value matrix given by |A| = (|aij|)n×n;
A 0(A > 0) denotes A is a nonnegative (positive) matrix, i.e., aij  0(aij > 0) for all i, j; ρ(A) denotes
the spectral radius of A; the inﬁnity norm of A is deﬁned as ‖A‖∞ = max1 i n∑nj=1 |aij|.
Deﬁnition 2.1. For A = (aij) ∈ Cn,n, if
vi = |aii| −
n∑
j=1
j /=i
∣∣aij
∣∣ > 0, i = 1, 2, . . . , n,
then A is said to be strictly row diagonally dominant, and v = (v1, v2, . . . , vn)T is called the diagonal
dominance vector. If vi = v∗, i = 1, 2, . . . , n, v∗ > 0 is a positive constant, then A is called an equal
diagonal dominance matrix.
Deﬁnition 2.2. For A = (aij) ∈ Cn,n, the condition number is deﬁned as k(A) = ‖A‖∞‖A−1‖∞, and
the Skeel condition number is deﬁned as
Cond(A) =
∥∥∥ |A−1| |A|
∥∥∥∞ .
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Deﬁnition 2.3. The equilibrium point δ for system (1) is said to be globally exponentially stable, if
there exist constant k and α > 1 such that
‖x(t) − δ‖α ‖x0 − δ‖ e−kt , ∀x0 ∈ Rn, ∀t > 0,
where x(t) = (x1(t), x2(t), . . . , xn(t))T is the solution of system (1) with the initial value x0, and k is
called the degree of exponential stability.
Deﬁnition 2.4. Assume that f (t) : R → R be a continuous function, then the upper right Dini deriva-
tive D+ is deﬁned as
D+f (t) = lim
t→0+
sup
f (t + t) − f (t)
t
.
Lemma 2.1 [9]. If A ∈ Zn,n, the following statements are equivalent:
1. A is an M-matrix.
2. All principal minors of A are positive.
3. The diagonal entries of A are positive and AD is strictly row diagonally dominant for some positive
diagonal matrix D.
4. A is nonsingular and A−1  0.
5. There is a positive vector z ∈ Rn with zTA > 0.
6. A = sI − B, B 0, s > ρ(B).
Lemma 2.2 [10]. If A = (aij)n×n is an irreducible nonnegative matrix, then
1. ρ(A), the spectral radius of A, is an eigenvalue,
2. A has a positive eigenvector z > 0 corresponding to ρ(A).
3. Theoretic analysis
In the applications of linear system (1), the stability analysis is a prerequisite. To avoid generating
infeasible solutions that hence fail in the computation, it is necessary that system (1) has a unique
equilibrium point which is globally stable. In the following, we will prove that system (1) is always
globally exponentially convergent to the unique equilibrium point, and further estimate the speed of
exponential convergence.
Theorem 3.1. System (1) has a unique equilibrium point which is globally exponentially stable. If A is an
irreducible M-matrix, the degree of exponential stability k is at least
(1 − r) min
1 i n
(aii) .
Otherwise, k is at least
(1 − r − ε) min
1 i n
(aii) ,
where r = ρ(W−1T),W = diag(a11, a22, . . . , ann),T = W − A,andε > 0 is a sufﬁciently small constant.
Proof. A vector δ ∈ Rn is called an equilibrium point for (1) if and only if it satisﬁes that−Aδ + u = 0.
Since A is anM-matrix, system (1) has a unique equilibriumpoint δ = (δ1, δ2, . . . , δn)T = A−1u. Using
the transformation y(t) = x(t) − δ, we can shift the equilibrium point for system (1) to the origin and
put the system into the following form
dy(t)
dt
= − Ay(t). (2)
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Toprove theglobal exponential stabilityof system(2),weconsider the followingLyapunov function:
V(y(t)) =
n∑
i=1
zia
−1
ii |yi(t)|ekt ,
where zi, i = 1, 2, . . . , n, and k are positive numbers to be determined later. It can be obtained that
V(y(t)) min
1 i n
(
zia
−1
ii
)
ekt
n∑
i=1
|yi(t)| = min
1 i n
(
zia
−1
ii
)
ekt ‖y(t)‖1 . (3)
Calculating the upper right derivative D+V of V(y(t)) along the trajectories of system (2), we can
get
D+V(y(t)) = k
n∑
i=1
zia
−1
ii |yi(t)|ekt −
n∑
i=1
zia
−1
ii sgn(yi(t))
n∑
j=1
aijyj(t)e
kt
 k
n∑
i=1
zia
−1
ii |yi(t)|ekt −
n∑
i=1
zia
−1
ii aii|yi(t)|ekt
+
n∑
i=1
n∑
j=1
j /=i
zia
−1
ii
∣∣aij
∣∣ ∣∣yj(t)
∣∣ ekt .
If A is a reducible matrix, by choosing k = (1 − r − ε)min1 i n(aii), we can obtain
D+V(y(t)) −(r + ε)
n∑
i=1
zi|yi(t)|ekt +
n∑
i=1
n∑
j=1
j /=i
zia
−1
ii
∣∣aij
∣∣ ∣∣yj(t)
∣∣ ekt
= −zT(rI + εI − W−1T) |y(t)| ekt .
It is obvious that T = W − A is a nonnegativematrix. Since r = ρ(W−1T), andW−1T is a nonnegative
matrix, it follows that rI + εI − W−1T is anM-matrix. From Lemma 2.1, there exists a positive vector
z ∈ Rn such that zT(rI + εI − W−1T) > 0, thus D+v(y(t)) 0.
On the other hand, if A is an irreducible matrix, W−1T is also an irreducible matrix. From Lemma
2.2, (W−1T)T has a positive eigenvector z > 0 corresponding to r, that is, rzT = zTW−1T . Choosing
k = (1 − r)min1 i n(aii), we have
D+V(y(t)) −r
n∑
i=1
zi|yi(t)|ekt +
n∑
i=1
n∑
j=1
j /=i
zia
−1
ii
∣∣aij
∣∣ ∣∣yj(t)
∣∣ ekt
= −zT(rI − W−1T) |y(t)| ekt = 0.
Summarizing the above yields V(y(t)) V(y(0)), and
V(y(0)) =
n∑
i=1
zia
−1
ii |yi(0)| max
1 i n
(
zia
−1
ii
)
‖y(0)‖1 . (4)
Combining (3) and (4), we can derive
min
1 i n
(
zia
−1
ii
)
ekt ‖y(t)‖1  max
1 i n
(
zia
−1
ii
)
‖y(0)‖1 ,
which implies that
‖x(t) − δ‖1 
max1 i n
(
zia
−1
ii
)
min1 i n
(
zia
−1
ii
) ‖x0 − δ‖1 e−kt , ∀x0 ∈ Rn, ∀t > 0.
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From Deﬁnition 2.3, the unique equilibrium point δ for system (1) is globally exponentially stable.
Moreover, the degree of exponential stability k is at least (1 − r)min1 i n(aii) if A is a irreducible
M-matrix. Otherwise, k is at least
(1 − r − ε) min
1 i n
(aii) .
The proof is completed. 
Theorem 3.1 guarantees the good performance of linear system (1), that is, for any input vector
u, the solution of (1) starting from any initial value will converge exponentially to the corresponding
unique equilibrium point δ. Inspired by these facts, we ﬁnd that linear system (1) with some suitable
input vector u can be used to solve the problems (a), (b) and (c) proposed in Section 1, respectively.
The theoretic results are given as follows:
Theorem 3.2. Assume that δ = (δ1, δ2, . . . , δn)T is an equilibrium point for system (1), and D =
diag(δ1, δ2, . . . , δn). ThenAD is a strictly rowdiagonally dominantmatrix, andu is the diagonal dominance
vector, that is,
ui = aiiδi −
n∑
j=1
i /=j
∣∣aij
∣∣ δj > 0, i = 1, 2, . . . , n.
Proof. Considering the equilibrium point δ for system (1), we have
−Aδ + u = 0.
From Lemma 2.1, we know that A−1  0, and there exists at least one positive entry in each row.
Consequently, δ = A−1u > 0 is the unique equilibrium point for system (1). It follows that
−ADe + u = 0,
where D = diag(δ1, δ2, . . . , δn). Since u > 0, it follows that
ui = aiiδi −
n∑
j=1
i /=j
∣∣aij
∣∣ δj > 0, i = 1, 2, . . . , n.
FormDeﬁnition 2.1, we know that AD is strictly row diagonally dominant, and the diagonal dominance
vector is u. The proof is completed. 
Theorem 3.3. Let the input vector u = e in linear system (1). If δ = (δ1, δ2, . . . , δn)T is an equilibrium
point for system (1), then ‖A−1‖∞ = max1 i n(δi).
Proof. If δ is an equilibrium point for system (1), we have
−Aδ + e = 0.
Then δ = A−1e > 0 is the unique equilibrium point for system (1). Denote A−1 =
(
a∗ij
)
n×n. It follows
that a∗ij  0, i, j = 1, 2, . . . , n, and
δi =
n∑
j=1
a∗ij , i = 1, 2, . . . , n,
which is the row sum of the ith row of A−1. As a result, ‖A−1‖∞ = max1 i n(δi). The proof is
completed. 
Theorem 3.4. Let u = |A|e in linear system (1). If δ = (δ1, δ2, . . . , δn)T is an equilibrium point for system
(1), then
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Cond(A) =
∥∥∥ |A−1| |A|
∥∥∥∞ = max1 i n(δi).
Proof. If δ is an equilibriumpoint for system (1), we have Aδ − |A|e = 0. The fact that A is anM-matrix
implies that A−1 = |A−1| 0, and δ = A−1|A|e > 0 is the unique equilibrium point for system (1).
Note that δi (i = 1, 2, . . . , n) is the row sum of the ith row of the matrix A−1|A|, therefore,
Cond(A) = max
1 i n
(δi).
The proof is completed. 
4. Simulation and circuit implementation
Theorems 3.2–3.4 in Section 3 demonstrate theoretically the capability of linear system (1) for
solving (a), (b) and (c) of a givenM-matrix. In this section, we will give some computer simulations to
verify the validity of the proposed approach. The simulating platform is MATLAB.
Example 4.1. For a givenM-matrix
A =
⎛
⎜⎜⎝
0.6 −0.2 −0.4 −0.1
−0.1 0.7 −0.12 −0.3
−0.2 −0.1 0.8 −0.2
−0.1 −0.3 −0.2 1
⎞
⎟⎟⎠ ,
we would like to compute ‖A−1‖∞ and Cond(A).
Let u = e in system (1). It follows that each solution of system (1) starting from any initial value
converges exponentially to the equilibrium point δ. Setting the desired precision to 0.0001, we can
obtain at time step t = 24 that
δ = (7.2055, 5.0627, 4.7306, 4.1855)T and
∥∥∥A−1
∥∥∥∞ = max1 i n(δi) = 7.2055.
The simulation results are shown in Fig. 1. Moreover, we can derive that
k(A) = 7.2055 × 1.6 = 11.5288.
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Fig. 1. Trajectories of x of system (1) for computing ‖A−1‖∞ of Example 4.1.
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Fig. 2. Trajectories of x of system (1) for computing Cond(A) of Example 4.1.
On the other hand, by lettingu = |A|e = (1.3, 1.22, 1.3, 1.6)T,we canobtain at t = 38 that Cond(A) =
max1 i n(δi) = 9.5759. The simulation results are shown in Fig. 2.
To test the correctness of the derived results, the true values of ‖A−1‖∞, k(A), and the Skeel
condition number are computed by MATLAB as:∥∥∥A−1
∥∥∥∞ = 7.2055, k(A) = 11.5288, Cond(A) = 9.5759.
Thus, the validity of the proposed approach is veriﬁed.
Example 4.2. Consider the followingM-matrix given in Example 3.1 of [2]:
A =
⎡
⎣
1 0 −0.2
−0.8 1 −0.1
−0.9 0 1
⎤
⎦
Let u = e and the desired precision be 0.0001. Applying linear system (1) leads to Fig. 3.We can obtain
at t = 14 that
δ = (1.4634, 2.4024, 2.3171)T and
∥∥∥A−1
∥∥∥∞ = max1 i n(δi) = 2.4024.
To show the advantage of our approach in terms of the accuracy of computation, we compare the
value of ‖A−1‖∞ computed by our approach with the bounds derived in [1–5] in the following table.
Shivakumar [1] Cheng and Huang [2] Li [3] Moracˇa [5] Our approach True value
‖A−1‖∞ 4.0278 3.8455 3.9670 1.7647 =2.4024 =2.4024
Remark 4.1. The bounds for ‖A−1‖∞ were estimated in [1–5], and the bounds for the Skeel condition
number of strictly diagonally dominant matrices were estimated in [6,7]. These bounds are all in
terms of the entries of matrix A. Different from the above literatures, the present paper develops a
linear system based approach to compute ‖A−1‖∞ and the Skeel condition number of an arbitrary
M-matrix with desired precision. The proposed linear system can be easily realized with hardware,
and can achieve high computing performance. The approach is an alternative for computing ‖A−1‖∞
and the Skeel condition number ofM-matrices in practice. Note that ‖A−1‖1 = ‖(AT)−1‖∞, then the
proposed approach can also be used to compute ‖A−1‖1 of a givenM-matrix.
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Fig. 3. Trajectories of x of system (1) for computing ‖A−1‖∞ of Example 4.2.
Remark 4.2. For the numerical simulations in Examples 4.1 and 4.2, the desired precisions are set to
0.0001. In fact, the precision can be changed according to the requirements of practical computation.
Besides the above examples, many computer simulations have been made to justify the validity of
the proposed approach. It is shown that linear system (1) can be used to compute the ‖A−1‖∞ and
the Skeel condition number with the predeﬁned accuracy successfully, as shown theoretically and
practically.
The following example is given to illustrate the ability of system (1) for solving the problem (c)
proposed in Section 1.
Example 4.3. For a givenM-matrix
A =
⎛
⎝
4 −1 −4
−1 6 −2
−3 −2 5
⎞
⎠ ,
we would like to ﬁnd a positive diagonal matrix D such that
(I) AD is strictly row diagonally dominant, and the diagonal dominance vector v1 = (2, 1, 3)T;
(II) AD is an equal diagonal dominance matrix, and v2 = (0.5, 0.5, 0.5)T.
Let u = v1 = (2, 1, 3)T in system (1). Then each solution of (1) starting from any initial value
converges exponentially to the equilibrium point δ. The desired precision is set to 10−14. We can ob-
tain that δ = (10.99997378343572, 5.07691101619875, 9.23074762472094)T when time step t = 30.
Fig. 4 shows the results of the simulation. Thus, we can derive
D = diag(10.99997378343572, 5.07691101619875, 9.23074762472094).
To verify the derived result, one can calculate
AD =
⎛
⎝
43.99989513374288 −5.07691101619875 −36.92299049888376
−10.99997378343572 30.46146609719250 −18.46149524944188
−32.99992135030716 −10.15382203239750 46.15373812360470
⎞
⎠ .
It follows that AD is strictly row diagonally dominant, and the diagonal dominance vector v =
(1.99999361866037, 0.99999706431490, 2.99999474090004)T ≈ (2, 1, 3)T.
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Fig. 4. Trajectories of x of system (1) for solving (I) of Example 4.3.
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Fig. 5. Trajectories of x of system (1) for solving (II) of Example 4.3.
Considering problem (II), u = v2 = (0.5, 0.5, 0.5)T leads to Fig. 5. It can be derived that each so-
lution of (1) starting from any initial value converges exponentially to the unique equilibrium point
δ = (2.50001817780203, 1.19231605486264, 2.07693805792762)T. Hence
D = diag(2.50001817780203, 1.19231605486264, 2.07693805792762).
We can also derive
AD =
⎛
⎝
10.00007271120812 −1.19231605486264 −8.30775223171048
−2.50001817780203 7.15389632917584 −4.15387611585524
−7.50005453340609 −2.38463210972528 10.38469028963810
⎞
⎠ .
It is clear that AD is an equal diagonal dominance matrix, and the diagonal dominance vector is v =
(0.50000442463500, 0.50000203551857, 0.50000364650673)T ≈ (0.5, 0.5, 0.5)T.
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Fig. 6. The architecture of linear system (1).
Remark 4.3. Huang and Li [8] presented an iterative algorithm for scaling a positive diagonal matrix
D for a given irreducible M-matrix A such that AD is a strictly diagonally dominant matrix. However,
the iterative algorithm can only obtain one suitable diagonal matrix D. Without the assumption that A
is irreducible, we propose an approach to compute the corresponding D for any diagonal dominance
vector v in this paper. Thus, the approach is an improvement of the counterpart in [8].
It should be noted that the numerical simulations conducted with the Simulink toolbox of Matlab
are used only for illustrating the capability of linear system (1), and the time step t involved in the
simulations is not the practical time for computation. The novel character of the proposed approach is
the hardware implementation designed by application-speciﬁc integrated circuits, which can achieve
high computational performance. The architecture of linear system (1) is shown in Fig. 6.
5. Conclusion
In this paper, based on linear system theories, we propose a novel approach to compute ‖A−1‖∞,
the Skeel condition number of anM-matrix A, and the positive diagonal matrices D guaranteeing that
AD be a strictly diagonally dominantmatrix. The proposed linear system is globally exponential stable,
and the exponential convergency speed is estimated. Theoretic analysis and simulation results justify
the validity of the proposed approach. The special character of the approach is the hardware imple-
mentation designed by application-speciﬁc integrated circuits. In practice, the proposed approach can
be used as an alternative for computing ‖A−1‖∞ and the Skeel condition number of an arbitrary M-
matrix. The approach can also be used to compute the positive diagonal matrices D such that AD is a
strictly diagonally dominant matrix, which improves the result of [8].
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