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THE RENORMALIZATION METHOD AND QUADRATIC-LIKE
MAPS
YUNPING JIANG
Abstract. The renormalization of a quadratic-like map is studied. The three-
dimensional Yoccoz puzzle for an infinitely renormalizable quadratic-like map is dis-
cussed. For an unbranched quadratic-like map having the a priori complex bounds,
the local connectivity of its Julia set is proved by using the three-dimensional Yoc-
coz puzzle. The generalized version of Sullivan’s sector theorem is discussed and is
used to prove his result that the Feigenbaum quadratic polynomial has the a priori
complex bounds and is unbranched. A dense subset on the boundary of the Man-
delbrot set is constructed so that for every point of the subset, the corresponding
quadratic polynomial is unbranched and has the a priori complex bounds.
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2 YUNPING JIANG
1. Introduction
Let Pc(z) = z
2 + c be a quadratic polynomial. A central problem in the study of
the dynamics of Pc is to understand the topology and geometry of the Julia set Jc
of Pc. The filled-in Julia set Kc of Pc is, by definition, the set of points not going to
infinity under iterations of Pc. The Julia set Jc of Pc is, by definition, the boundary
of Kc.
In order to have the more penetrating study of the dynamics of a quadratic poly-
nomial Pc, Douady and Hubbard [DH3] introduced the concept of a quadratic-like
map. In §1, we review the definition of a quadratic-like map and the work of Douady
and Hubbard [DH3] which proves that a quadratic-like map with connected Julia set
is hybrid equivalent to a unique quadratic polynomial. We also review the result due
to Douady and Yoccoz (see [HUB, MI2]) about the landing of external rays at a re-
pelling periodic point of a quadratic polynomial. In the same section, we also review
some fundamental results about the Julia set of a quadratic-like map and some basic
facts of hyperbolic geometry.
The Mandelbrot setM is the set of complex parameters c such that the Julia set Jc
of Pc is connected. The Julia set Jc in the complement ofM is a Cantor set. Douady
and Hubbard [DH1] proved that M is connected. They further conjectured that M
is locally connected. Many important research problems follow from this conjecture.
For example, the hyperbolicity conjecture (explained below) would follow from this
conjecture [DH2]. A quadratic polynomial is hyperbolic if it has an attractive or
super-attractive periodic point in the complex plane. LetHP be the set of parameters
c such that Pc is hyperbolic. The hyperbolicity conjecture says that HP is open and
dense in M. To study the local connectivity of the Mandelbrot set M, it would be
helpful to answer the question: for which c inM is the Julia set Jc locally connected
? Yoccoz made substantial progress in this direction. He proved that if Pc is non-
renormalizable (or finitely renormalizable), then the Julia set Jc is locally connected.
We discuss his result in §3. (Using this result, Yoccoz further proved that M is
locally connected at a finitely renormalizable point c (see [HUB])). Also in §3, we
discuss the two-dimensional Yoccoz puzzle of a quadratic-like map and its relation
with the renormalizability of this quadratic-like map.
There remain many points inM which are infinitely renormalizable. In §2, we de-
fine infinitely renormalizable quadratic-like maps and define infinitely renormalizable
folding mappings, and discuss the relation between the two definitions.
In §4, we prove one of our main results: for an unbranched infinitely renormaliz-
able quadratic-like map having the a priori complex bounds, its Julia set is locally
connected. We prove this result by using the three-dimensional Yoccoz puzzle of an
infinitely renormalizable quadratic-like map. Also in §4, we prove that the filled-in
Julia set of any renormalization of a renormalizable quadratic-like map, about the
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period of the two-dimensional Yoccoz puzzle, does not depend on the choices of renor-
malization domains. In particular, the renormalized filled-in Julia set is the limiting
component in two-dimensional Yoccoz puzzle containing the critical point.
In §5, we discuss Sullivan’s sector theorem. We prove a generalized version.
The proof repeatedly applies the sharpest version of Koebe’s distortion theorem
(see [BIE]), and uses Sullivan’s idea about using hyperbolic contraction to trap points
in a hyperbolic neighborhood.
Using the generalized version of Sullivan’s sector theorem, we prove in §6 his result
that the Feigenbaum quadratic polynomial has the a priori complex bounds and is
unbranched. By combining this with the result in §4, we complete the proof of the
result which was first announced in [JIH] and which says that the Julia set of the
Feigenbaum quadratic polynomial is locally connected.
In §7, we construct a subset Υ˜ of the Mandelbrot set which is dense on the bound-
ary ∂M of the Mandelbrot set M such that for every point c in this subset, the
corresponding quadratic polynomial Pc(z) = z
2+c is unbranched and infinitely renor-
malizable and has the a priori complex bounds. Thus, for c in Υ˜, the Julia set Jc of a
quadratic polynomial Pc(z) = z
2+ c is locally connected. A similar result concerning
about the local connectivity of the Mandelbrot set at infinitely renormalizable points
is proved in [JI4].
This article benefited from reading J. Hubbard’s paper [HUB] and J. Milnor’s
paper [MI2], from talking with D. Sullivan, and from listening the talk given by
J.-C. Yoccoz in Denmark. During the writing of this article, several e-mails from
C. McMullen provided great help. Some statements in this article are more pre-
cise because of his suggestions. Also from his e-mails, I decided to include the pa-
pers [JI1,JIH,JI2,JI3] into this self-contained article. During my study of the work of
Sullivan, F. Gardiner and J. Hu provided a lot help. I thank them all. This research
was partially carried out [JI1] when the author was in the IMS at Stony Brook. This
research is partially supported by an grant from the NSF and by awards from the
PSC-CUNY. Research at MSRI is supported in part by NSF grant # DMS-9022140.
2. Quadratic Polynomials, Quadratic-Like Maps, and Hyperbolic
Geometry
Let Pc(z) = z
2 + c be a quadratic polynomial. Let C be the complex plane. Let
V = {z ∈ C | |z| < r} be a disk in C. For r large enough, U = P−1c (V ) is a
simply connected domain, its closure is relatively compact in V , and Pc : U → V is
a holomorphic, proper map of degree two (see Fig. 1). This is a model of an object
defined by Douady and Hubbard [DH3].
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Definition 1. A quadratic-like map is a triple (U, V, f) where U and V are simply
connected domains isomorphic to a disc with U ⊂ V , and where f : U → V is a
holomorphic, proper map of degree two (see Fig. 1).
Remark 1. A proper map f means that f−1(K) is compact for every compact
set K. Douady and Hubbard [DH3] also defined a polynomial-like map.
Suppose (U, V, f) is a quadratic-like map. We use
Kf = ∩∞n=0f−n(U)
to denote the set of z in U such that images of z under iterations of f are all in U .
The set Kf is called the filled-in Julia set. It is a compact subset of U . The Julia set
Jf of f is the boundary of Kf .
A quadratic-like map (U, V, f) has only one branched point b at which the derivative
f ′(b) of f equals zero. We call b the critical point of f and, without loss of generality,
we always assume that b = 0. The following theorem is well-known.
Theorem 1. Suppose (U, V, f) is a quadratic-like map. If the critical point 0 is not
in Kf , then Kf = Jf is a Cantor set of zero Lebesgue measure in C. And moreover,
the set Kf (or Jf) is connected if and only if the critical point 0 is in Kf .
Suppose that Ω is a domain in C and that f is a self-map of Ω. A point z in Ω is
called a periodic point of period k ≥ 1 if f ◦k(z) = z and f ◦i(z) 6= z for 1 ≤ i < k.
The number λ = (f ◦k)′(z) is called the multiplier (or eigenvalue) of f at z. A periodic
point of period 1 is called a fixed point. A periodic point z of f is said to be repelling,
attractive, or neutral if |λ| > 1, 0 < |λ| < 1, or |λ| = 1. Moreover, a periodic point
is called super-attractive if λ = 0, and is called parabolic if λ = e2πip/q where p and
q are integers. For an attractive or super-attractive or parabolic periodic point of
period k ≥ 1 of a quadratic-like map f : U → V , let O(p) = {f ◦i(p)}k−1i=0 be the
periodic orbit of f . The set
B(p) = {z ∈ V | f ◦n(p)→ O(p) as n→∞}
is called the basin of O(p). Let CB(f ◦i(p)) be the connected component containing
f ◦i(p) of B(p). The set IB(p) = ∪k−1i=0CB(f ◦i(p)) is called the immediate basin of
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O(p). The proofs of the following two theorems can be found in Blanchard’s survey
article [BLA].
Theorem 2. Suppose z0 is a super-attractive periodic point of period k of a holo-
morphic function f defined on Ω. Then there is a neighborhood U of z0, a unique
holomorphic diffeomorphism h : U → h(U) with h(z0) = 0 and h′(z0) = 1, and a
unique integer n > 1 such that
h ◦ f ◦k ◦ h−1(z) = zn
on h(U).
Theorem 3. Let (U, V, f) be a quadratic-like map and let Jf = ∂Kf be its Julia
set. Let Ef be the set of all repelling periodic points of f . Then
(1) Jf is completely invariant, i.e., f(Jf) = Jf and f
−1(Jf) = Jf ;
(2) Jf is perfect, i.e., J
′
f = Jf , where J
′
f means the set of limit points of Jf ;
(3) Ef is dense in the Julia set Jf , i.e., Ef = Jf ;
(4) for any z in V , the limit set of {f−n(z)}∞n=0 is Jf ;
(5) Jf has no interior point;
(6) If f has an attractive or super-attractive or parabolic periodic point p in V ,
then the immediate basin IB(p) contains the critical point 0 and the critical orbit
O(0) = {f ◦n(0)}∞n=0;
(7) If f has neither any attractive, nor any super-attractive, nor any neutral periodic
points in V , then Kf = Jf .
Let (U, V, f) and (U ′, V ′, g) be two quadratic-like maps. They are topologically
conjugate if there is a homeomorphism h from a neighborhood Kf ⊂ X ⊂ U to a
neighborhood Kg ⊂ Y ⊂ U ′ such that h ◦ f = g ◦ h on X where Kf and Kg are
filled-in Julia sets. If h is quasiconformal (see [AH1]) (respectively, holomorphic),
then they are quasiconformally (respectively, holomorphically) conjugate. If h can
be chosen such that hz = 0 a.e. on Kf , then they are hybrid equivalent. Let
I(f) = {g | g is hybrid equivalent to f}
be the inner class of f . The following theorem is due to Douady and Hubbard.
Theorem 4 [DH3]. If (U, V, f) is a quadratic-like map such that Kf is connected,
then there is a unique quadratic polynomial P (z) = z2 + cf in I(f).
Let C = C ∪ {∞} be the extended complex plane. Then ∞ is a super-attractive
fixed point of any quadratic polynomial Pc(z) = z
2 + c. The filled-in Julia set
Kc of Pc is the set of all points not going to infinity under iterations of Pc. Let
Dr = {z ∈ C | |z| < r}. As we mentioned in the beginning of this section, for
r > 1 large enough, U = P−1c (Dr) is a simply connected domain and U ⊂ Dr.
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Thus (U, V, Pc) for V = Dr is a quadratic-like map. In particular, (Dr,Dr2, P0) is a
quadratic-like map for every r > 1; the filled-in Julia set K0 of P0 is the closed unit
disk D1. Applying Theorem 2, there is a holomorphic diffeomorphism h1 defined on
a neighborhood C \Dr (for r > 1 large) about∞ such that h1(∞) =∞, h′1(∞) = 1,
and such that
h−11 ◦ Pc ◦ h1(z) = z2
on C \ Dr. Let B1(∞) = h1(C \ Dr) and let Bn(∞) = P−(n−1)c (B1(∞)). If the
filled-in Julia set Kc of Pc is connected, then all
Pc : Bn(∞) ∩C→ Bn−1(∞) ∩C
are unramified covering maps of degree two. We can inductively define holomorphic
diffeomorphisms hn on C \D
r
1
2n
such that
h−1n ◦ Pc ◦ hn(z) = z2
for z in C \ D
r
1
2n
and for n > 1. As n tends to infinity, we get a holomorphic
diffeomorphism h∞ defined on C \D1 such that
h−1∞ ◦ Pc ◦ h∞(z) = z2 (1)
for all z in C \ D1. Therefore, Bc(∞) = h∞(C \D1) is the basin of ∞ for Pc and
Kc = C\Bc(∞). Furthermore, for every r > 1 and for Ur = h∞(Dr), (Ur, Ur2 , Pc) is a
quadratic-like map and its filled-in Julia set is alwaysKc. Let S
R = {z ∈ C | |z| = R}
and let sR = h∞(SR) for R > 1. Then
Pc(sR) = sR2 . (2)
The topological circle sR for every R > 1 is called an equipotential curve of Pc. A
curve
eθ = h∞({z ∈ C | |z| > 1, arg(z) = θ})
for 0 ≤ θ < 2π is called an external ray of Pc. Then
Pc(eθ) = e2θ. (3)
Remark 2. Let
G(z) = max{0, lim
n→∞
1
2n
log |P ◦nc (z)|}
be the Green’s function of Kc in C. Then G(Pc(z)) = 2G(z). For any R > 1, the
equipotential curve sR = G
−1(logR) is a level curve of G.
If the mapping h∞ in Equation (1) can be extended continuously to the unit
circle S1, then we have a unique continuous map H : C \ D1 → C \ K˚f such that
H|(C\D1) = h∞. UsingH , we can define an equivalence relation on S1: z1 ∼ z2 if and
only if H(z1) = H(z2). Let [z] be the equivalent class of z. Then P˜0([z]) = [P0(z)]
defines a map of the quotient space X = S1/ ∼, since z21 ∼ z22 if z1 ∼ z2. The
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dynamical system (P˜0, X) is topologically conjugate to (Pc, Jc) by H˜([z]) = H(z).
The question arises:
Question 1. For which c can h∞ be extended continuously to the unit circle S1 ?
A connected set X in C is locally connected if for any point p in X and any
neighborhood V about p, there is another neighborhood U ⊂ V about p such that
U ∩X is connected. The following classical theorem proved by Carathe´odory in one
complex variable gives a sufficient and necessary condition to extend h∞ continuously
to S1. The proof of this theorem can be found in [MI1].
Theorem 5 [CAR]. Let h be a Riemann mapping fromD1 onto a simply connected
open domain Ω. Then h can be extended continuously to the unit circle S1 if and
only if the boundary ∂Ω (as well as Ω) is locally connected.
Remark 3. If ∂Ω is a Jordan curve, then h can be extended to a homeomorphism
from D1 onto Ω. Moreover, if ∂Ω is made of finite number of analytic curves, then
the extension restricted to the unit circle S1 has non-zero derivative at every point
other than a corner (see [BIE]).
We have an equivalent question by just concerning the topology of a Julia set now:
Question 2. For which c is Jc locally connected ?
An external ray eθ lands at Jc if eθ has only one limit point at Jc. An external ray
is periodic with period m if eθ ∩ P ◦ic (eθ) = {∞} for 1 ≤ i < m and if P ◦mc (eθ) = eθ.
The following theorem is proved by Douady and Yoccoz (refer to [MI1,MI2,HUB]).
Theorem 6. Let Pc(z) = z
2 + c be a quadratic polynomial with connected Julia
set Jc. Then every repelling periodic point of Pc is a landing point of finitely many
periodic external rays with the same period.
Let S be a Riemann surface and let (S˜, π) be the universal cover of S, where S˜
is a simple connected Riemann surface and π : S˜ → S is the universal covering
map. From the Uniformization Theorem (see [AH2]), we can identify S˜ with one of
the extended complex plane C, the complex plane C, or the open unit disk D1. A
Riemann surface S is hyperbolic if S˜ = D1.
Let D be the hyperbolic disk which is the open unit disk with the hyperbolic metric
dHs =
|dz|
1− |z|2 .
Let dH be the hyperbolic distance. Every holomorphic diffeomorphism h : D1 →
D1, which is not a linear fractional transformation, strictly decreases the hyperbolic
distance dH , i.e,
dH(h(z1), h(z2)) < dH(z1, z2)
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for all z1 and z2 in D. For a hyperbolic Riemann surface S, one can define the
hyperbolic distance dH,S from dH and π. Any holomorphic map h : S → S, which is
not an isometry with respect to dH,S , strictly decreases this hyperbolic distance dH,S,
i.e., for any z1 and z2 in S,
dH,S(h(z1), h(z2)) < dH,S(z1, z2).
A bounded domain Ω in C is a hyperbolic Riemann surface. An important family
of hyperbolic Riemann surfaces is the family of bounded doubly connected domains
in C. A bounded doubly connected domain Ω is called an annulus. From complex
analysis (see [BIE]), any annulus is holomorphically diffeomorphic to a unique round
annulus Ar = {z ∈ C | r < |z| < 1} for 0 < r < 1. The number
mod(Ω) = − log r
is called the modulus of Ω. It is a conformal invariant, i.e., mod(h(Ω)) = mod(Ω)
whenever h is a conformal homeomorphism from Ω onto h(Ω).
Let Ω be a bounded doubly connected domain in C. Then the complement C \ Ω
of Ω in C has two components. One is a connected and simply connected compact set
E and the other is an unbounded set F . From the Gro¨tzsch argument (see [AH1]),
the bounded component E is a single point if and only if mod(Ω) =∞ (see [BRH]).
Let Ω be an annulus. If Ω1 ⊆ Ω is a subannulus, then
mod(Ω1) ≤ mod(Ω). (4)
If Ω1, Ω2 ⊆ Ω are two disjoint subannuli, then
mod(Ω1) + mod(Ω2) ≤ mod(Ω). (5)
The proofs of these two inequalities can be found in the book of Ahlfors [AH1].
Let E be a connected and simply connected compact subset of the open unit disk
D1. Let
mod(D1, E) = sup
Ω
{mod(Ω), where Ω ⊆ D1 \ E is a round subannulus }.
Note that mod(D1, E) =∞ if E is a single point.
Let diamH(E) = supz1,z2∈E dH(z1, z2) be the hyperbolic diameter of E in D1. The
following theorem can be found in the book of McMullen [MC1].
Theorem 7. The hyperbolic diameter dH(E) and the mod(D1, E) are inversely
related:
diamH(E)→ 0 ⇐⇒ mod(D1, E)→∞
and
diamH(E)→∞ ⇐⇒ mod(D1, E)→ 0.
More precisely, there is a constant C > 0 such that
C−1diamH(E) ≤ exp(−mod(D1, E)) ≤ CdiamH(E)
THE RENORMALIZATION METHOD AND QUADRATIC-LIKE MAPS 9
when diamH(E) is small, while
C
diamH(E)
≥ mod(D1, E) ≥ C−1 exp(−diamH(E))
when dimaH(E) is large.
3. Renormalizable Quadratic-Like Maps
Let (U0, V0, f0) be a quadratic-like map and suppose its filled-in Julia set Kf0 is
connected. The map f0 : U0 → V0 is renormalizable if there are an integer n ≥ 2
and an open subdomain U1 of U0 such that 0 ∈ U1 and such that (U1, V1, f ◦n0 ) is
a quadratic-like map with connected filled-in Julia set, where V1 = f
◦n(U1). Let
f1 = f
◦n
0 |U1. The filled-in Julia set Kf1 = Kf1(n, U1) is a priorily dependent on
the choice of U1 (refer to Theorem 13). The domain U1 is called a renormalization
and (U0, V0, f0) is called renormalizable about n. Otherwise, (U0, V0, f0) is called
non-renormalizable.
The quadratic-like map (U0, V0, f0) is infinitely renormalizable if there is a strictly
increasing sequence of integers {nk}∞k=1 such that (U0, V0, f0) is renormalizable about
nk for k = 1, 2, . . . . Otherwise, (U0, V0, f0) is called finitely renormalizable.
A quadratic-like map (U0, V0, f0) is called real if f0(U0 ∩ R1) ⊂ V0 ∩ R1 and
g = f0|U0∩R1 is a real folding map. Let (U0, V0, f0) be a real quadratic-like map and
suppose its filled-in Julia set Kf0 is connected. Suppose g = f0|U0 ∩R1 has a fixed
point p ∈ R1 with positive multiplier f ′0(p). Let p′ 6= p be another inverse image of
p under g, that is, g(p′) = p. Conjugating by a linear fractional transformation, we
may assume that p = −1 and p′ = 1 and that
[−1, 1] = ∩∞n=0g−n(V0 ∩R1) = Kf ∩R1.
Hence g is a folding map with unique quadratic critical point 0.
Let g be a folding map of [−1, 1] such that g(−1) = g(1) = −1 and such that
0 is a unique quadratic critical point. We say g is renormalizable about n > 1 if
there is a subinterval I of [−1, 1] such that 0 ∈ I˚, such that g◦i(I) ∩ I˚ = ∅ for all
0 < i < n, and such that g◦n(I) ⊆ I. Otherwise, g is non-renormalizable. We
say g is infinitely renormalizable if there is a strictly increasing sequence {nk}∞k=1
such that g is renormalizable about nk for all k > 0. Otherwise, g is called finitely
renormalizable. The next theorem shows that for a real quadratic-like map, both
definitions of renormalization are essentially equivalent.
Theorem 8. Let (U0, V0, f0) be a real quadratic-like map and suppose its filled-in
Julia set Kf0 is connected. Suppose f0 has neither neutral, nor attractive, nor super-
attractive periodic points. Then f0 is renormalizable if and only if the folding map
g = f0|[−1, 1] is renormalizable.
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Proof. Suppose the folding map g = f0|[−1, 1] is renormalizable. This means that
there is a maximal closed subinterval I of [−1, 1] and an integer n > 1 such that 0 is
in I˚, such that g◦i(I) ∩ I˚ = ∅ for 0 < i < n, and such that g◦n(I) ⊆ I. One of the
endpoints of I is fixed by g◦n. It is a repelling fixed point. Take a neighborhood T ′ of I
such that f ◦n|(L∪R) is expanding, where L∪R = T ′\I. Let Ii = g◦i(I) for 0 ≤ i ≤ n.
The inverse hn of g
◦(n−1) : I1 → In is a diffeomorphism and can be extended to a
diffeomorphism on an open interval T ⊃ I. Take T ⊂ T ′. Let M ′ = hn(T ) and
M = g−1(M ′). ThenM is a subset of T . Because the critical orbit CO = {f ◦k0 (0)}∞k=0
of f0 is in the real line R
1, hn can be extended to V1 = (V0 \ R1) ∪ T analytically.
The image V ′1 of V1 under this extension is contained in U
′ = (U0 \ R1) ∪M′. Let
U1 = f
−1
0 (V
′
1). Then U 1 ⊂ V1 and (U1, V1, f1) for f1 = f ◦n0 |U1 is a quadratic-like map.
Since g◦n(I) ⊆ I, the filled-in Julia set Kf1 is connected. Therefore, (U0, V0, f0) is
renormalizable about n and U1 is a renormalization.
Suppose (U0, V0, f0) is renormalizable about n > 1. Let U1 be a renormalization
and set V1 = f
◦n(U1). Then (U1, V1, f1) for f1 = f ◦n0 |U1 is a quadratic-like map with
the connected filled-in Julia set Kf1. Let I = Kf1 ∩R1. Then I = ∩∞i=0f−i1 (V1 ∩R1).
For every 1 ≤ i < n, f ◦i(I) ∩ I˚ = ∅ else f ◦n would have at least three fixed points
in I ∪ f ◦i(I) with one of them either attractive or parabolic. Since f1(0) is in I,
f ◦n0 (I) ⊆ I. Therefore, g = f0|[−1, 1] is a renormalizable folding map.
4. Two-Dimensional Yoccoz Puzzles and Renormalizability
In this section, we discuss a technique in the study of non-renormalizable quadratic
polynomials, due to Yoccoz, and some of its applications to renormalization.
Let Pc(z) = z
2+ c be a quadratic polynomial with connected filled-in Julia set Kc.
The external ray e0 of Pc is the only one fixed by Pc (see Fig. 2). It lands either at
a repelling or at a parabolic fixed point β of Pc (see [MI1]). Suppose β is repelling.
Applying Theorem 6, we see that e0 is the only external ray landing at β. Thus
Kc \{β} is connected. We call β the non-separate fixed point of Pc. Let α 6= β be the
other fixed point of Pc. If α is either an attractive or a super-attractive fixed point,
then Jc = Kc \ (∪∞n=0P−nc
(
D(α)
)
for a small disk centered at α. The Julia set Jc is
a Jordon curve; every external ray lands at a unique point in Jc (see Remark 3). If
α is a repelling fixed point, there are at least two periodic external rays landing at
α. We use R0(α) to denote the union of a cycle of periodic external rays of period q
landing at α (see Fig. 2). The set R0(α) cuts C into finitely many simply connected
domains Ω0, Ω1, . . . , Ωq−1. Each domain contains points in the Julia set Jc. Thus
Kc \ {α} is disconnected. We call α the separate fixed point of Pc.
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e0
Fig. 2
Henceforth, we assume that the fixed points β and α are both repelling. Let sr
be a fixed equipotential curve of Pc and let Ur be the open domain bounded by sr.
Then (U√r, Ur, Pc) is a quadratic-like map. The set R0(α) cuts Ur into finitely many
simply connected domains. Let C0 be the closure of the domain containing 0, and
let B0,i be the closure of the domain containing P
◦i
c (0) for 1 ≤ i < q. Since R0(α)
is forward invariant under Pc, the image under Pc of C0 ∩Kc or B0,i ∩Kc, for every
1 ≤ i < q, is the union of some of C0 ∩ Kc, B0,1 ∩ Kc, . . . , B0,q−1 ∩ Kc. The set
η0 = {C0, B0,1, . . . , B0,q−1} is called the original partition. We note that it is not a
Markov partition because Pc|C0 is a proper, holomorphic map of degree two. (But
Pc|B0,i is a holomorphic diffeomorphism for every 1 ≤ i < q.)
Let Γn = P
−n
c (α) and let Rn(α) = P
−n
c
(
R0(α)
)
for n ≥ 0. The set Rn(α) is the
union of some external rays landing at points in Γn; it cuts the domain U
r
1
2n
into
a finite number of simply connected domains. Let Cn be the closure of the domain
containing 0 and let Bn,1, . . . , Bn,kn be the closures of others. Since Pc(Γn) = Γn−1,
the image of Cn or Bn,i under Pc is one of Cn−1, Bn−1,1, . . . , Bn−1,kn−1, for 1 ≤ i ≤ kn
and n ≥ 1. Then Pc|Cn is holomorphic, proper branch covering map of degree two;
all Pc|Bn,i are holomorphic diffeomorphisms. The set ηn = {Cn, Bn,1, . . . , Bn,kn} is
called the nth-partition. The sequence η = {ηn}∞n=0 is called the two-dimensional
Yoccoz puzzle for Pc. A similar puzzle for certain cubic polynomial is constructed
by Branner and Hubbard [BRH]. Yoccoz used this puzzle while studying the local
connectivity of a non-renormalizable quadratic polynomial as follows.
Let Γ∞ = ∪∞n=0Γn. For any x in Kc \ Γ∞, there is one and only one sequence
{Dn(x)}∞n=0 such that x ∈ Dn(x) ∈ ηn. For any x in Γ∞, there are q such sequences.
We call such a sequence
x ∈ · · · ⊆ Dn(x) ⊆ Dn−1(x) ⊆ · · · ⊆ D1(x) ⊆ D0(x)
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an x-end. In particular,
0 ∈ · · · ⊆ Cn ⊆ Cn−1 ⊆ · · · ⊆ C2 ⊆ C1 ⊆ C0
is called the critical end.
Suppose Dn+1 ⊆ Dn are domains in ηn+1 and ηn for n ≥ 0. Define An = Dn \
D˚n+1. If Dn+1 ⊂ D˚n, then A˚n is a non-degenerate annulus and its modulus (denoted
mod(An)) is greater than 0. Otherwise, An is a degenerate annulus and its modulus
mod(An) is zero. The domain Dn is critical if Dn = Cn and Dn+1 = Cn+1; it is
semi-critical if Dn = Cn but Dn+1 6= Cn+1; it is non-critical if Dn 6= Cn. If Dn is
non-critical, then
mod(An) = mod(Pc(An))
since Pc : An → Pc(An) is a conformal homeomorphism. If Dn is critical, then
mod(An) =
mod(Pc
(
An)
)
2
since Pc : An → Pc(An) is a proper, holomorphic, unramified covering map of degree
two. If Dn is semi-critical, then
mod(Pc
(
An)
)
2
≤ mod(An).
For a point x in Kc and an x-end
x ∈ · · · ⊆ Dn(x) ⊆ Dn−1(x) ⊆ · · · ⊆ D1(x) ⊆ D0(x),
we define
Dnm(x) = P
◦m
c (Dn+m(x))(= Dn(P
◦m
c (x)))
and
Anm(x) = Dnm(x) \ D˚(n+1)m(x)
for n,m ≥ 0. The tableau T (x) = (anm)n≥0,m≥0 is an ∞ × ∞-matrix defined as
follows: anm = 1 if Dnm(x) = Cn, and anm = 0 if Dnm(x) 6= Cn. The tableau
T (0) =
(
a0nm
)
n≥0,m≥0
is called the critical tableau. Note that
P ◦mc (x) ∈ · · · ⊆ Dnm(x) ⊆ D(n−1)m(x) ⊆ · · · ⊆ D1m(x) ⊆ D0m(x)
is a P ◦mc (x)-end.
Lemma 1. The tableau T (x) satisfies the following rules:
(T1) if anm = 1 for n,m ≥ 0, then aim = 1 for all 0 ≤ i ≤ n,
(T2) if anm = 1 for n,m ≥ 0, then a(n−i)(m+j) = a0(n−i)j for all 0 ≤ i+ j ≤ n,
(T3) if
i) anm = 1 and a(n+1)m = 0 for n,m ≥ 0 and if
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ii) a(n−i)(m+i) = 1 for 1 ≤ i ≤ n and a(n−j)(m+j) = 0 for 0 < j < i,
then a0(n−i+1)i = 1 implies a(n−i+1)(m+i) = 0.
Proof. Rule (T1) is valid because
0 ∈ · · · ⊆ Cn ⊆ Cn−1 ⊆ · · · ⊆ C1 ⊆ C0.
Rule (T2) is valid because if anm = 1, then Dim(x) = Ci for all 0 ≤ i ≤ n. Thus
D(n−i)(m+j)(x) = f ◦j(Cn−i) for all 0 ≤ i+ j ≤ n.
We prove Rule (T3). Conditions i) and ii) imply that P ◦ic : Cn → Cn−i is a
degree two holomorphic proper branch covering map. Condition i) and Rule (T2)
imply ak(m+j) = a
0
kj for 0 ≤ k + j ≤ n. Now a0(n−i+1)i = 1 and a0j0 = 1 for all
0 ≤ j < ∞ imply that P ◦ic : Cn+1 → Cn−i+1 is a degree two holomorphic proper
branch covering map. Thus Cn+1 = P
−i
c (Cn−i+1) ∩ Cn. Assume a(n−i+1)(m+i) = 1.
Then D(n+1)m(x) = P
−i
c (Cn−i+1) ∩ Cn = Cn+1. This contradicts a(n+1)m = 0.
Lemma 2. For any domain D in ηn, for n ≥ 0, D ∩Kc is connected.
Proof. Since the domain D is bounded by finitely many external rays Π = {eθi}mi=1
and by some equipotential curve, then ∂D ∩Kc consists of a finite number of points
{pi}ni=1. Every pi is a landing point of two external rays in Π. Suppose D ∩ Kc is
not connected for some D in ηn. Then there are two disjoint open sets U and V such
that D ∩Kc = (D ∩Kc ∩ U) ∪ (D ∩Kc ∩ V ). Suppose that p1, . . . , pk are in U and
that pk+1, . . . , pn are in V . The two external rays in Π landing at pi cut C into two
open domains. Let Wi be the one which is disjoint from D. Then U
′ = U ∪ ∪ki=1Wi
and V ′ = V ∪ ∪ni=k+1Wi are two disjoint open sets and Kc = (U ′ ∩Kc) ∪ (V ′ ∩Kc).
This contradicts the fact that Kc is connected.
Lemma 2 implies that for any x-end
x ∈ · · · ⊆ Dn(x) ⊆ Dn−1(x) ⊆ · · · ⊆ D1(x) ⊆ D0(x),
the intersection Lx = ∩∞n=0Dn(x) is a compact connected non-empty set containing
x. Let T (x) = (anm)n≥0,m≥0 be the tableau of the x-end. It is non-recurrent if there
is an integer N ≥ 0 such that anm = 0 for all n ≥ N and all m ≥ 1. Otherwise, T (x)
is recurrent.
Lemma 3. If T (x) is non-recurrent, then Lx = {x}.
Proof. Suppose N ≥ 0 is an integer such that anm = 0 for all n ≥ N and all
m ≥ 1. Then, for n > N , every
P ◦(n−N−1)c : Dn1(x)→ DN(n−N)(x)
is a holomorphic diffeomorphism. Thus mod(An0(x)) is greater than or equal to
mod(AN(n−N)(x))/2 for every n > N . There are only finitely many different annuli
in {ANm(x)}∞m=0 because ηN has only finitely many domains. If there were infinitely
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many non-degenerate annuli in {ANm(x)}∞m=0, then there would be infinitely many
non-degenerate annuli in {An0(x)}∞n=0 whose moduli are the same. This would imply
that
mod(D0(x) \ Lx) ≥
∞∑
n=0
mod(An0(x)) =∞.
Therefore Lx = {x}.
If there are only finitely many non-degenerate annuli in {ANm(x)}∞m=0, The proof
uses results from hyperbolic geometry. Let BN1 be the domain in ηN containing the
critical value Pc(0). Since P
◦i
c (x) do not enter CN+1 for all 0 < i < ∞, then P ◦ic (x)
does not enter BN1 for all 2 ≤ i <∞. Let us thicken BNi to an open simply connected
domain B˜Ni such that BNi ⊂ B˜Ni and such that Pc(0) is not in B˜Ni for 1 < i ≤ kN .
The map Pc has two inverse branches gi1 and gi2 defined on B˜Ni for every 1 < i ≤ kN .
we consider B˜Ni to be a hyperbolic Riemann surface with hyperbolic distance dH,i
for every 1 < i ≤ kN , where kN is the number of elements in ηN . Then if gik, for
1 < i ≤ kN and k = 1 or 2, sends BNi into BNj for some 1 < j ≤ kN , then it strictly
contracts these hyperbolic distances; more precisely, there is a constant 0 < λ < 1
such that dH,j(gik(x), gik(y)) < λdH,i(x, y) for x and y in BNi and for k = 0 and 1.
Therefore, there is a constant C > 0 such that for any Dn1(x) and for any n > N ,
d(Dn1(x)) = max
y,z∈Dn0(x)
|y − z| ≤ Cλn−N−1
since D(n−i)i(x) is in one of BN2, . . . , BNkN for every 2 ≤ i ≤ n−N . Thus d(Dn0(x))
tends to zero as n goes to infinity and Lx = {x}.
The critical end
0 ∈ · · · ⊆ Cn ⊆ Cn−1 ⊆ · · · ⊆ C2 ⊆ C1 ⊆ C0
is important. Let An0(0) = Cn \ C˚n+1.
Lemma 4. If
∑∞
n=0mod(An0(0)) =∞, then for any x in Kc and any x-end
x ∈ · · · ⊆ Dn(x) ⊆ Dn−1(x) ⊆ · · · ⊆ D1(x) ⊆ D0(x),
Lx = {x}.
Proof. Consider the tableau T (x) = (anm)n≥0,m≥0. If T (x) is non-recurrent, the
lemma follows from Lemma 3.
Suppose T (x) is recurrent. If there is a column which is entirely 1’s, then there
are integers M ≥ 0 and N ≥ 0 such that aiM = 1 for all i ≥ 0 and anm = 0 for all
n ≥ N and 0 ≤ m < M . Thus P ◦Mc : Dn0(x) → D(n−M)M = Cn−M is a holomorphic
diffeomorphism for every n ≥ N . This implies
m(D0(x) \ Lx) ≥
∞∑
n=0
mod(An0(x)) ≥
∞∑
n=N
mod(An0(x)) =
∞∑
n=N−M
mod(An0(0)) =∞.
So Lx = {x}.
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Suppose that there is no column which is entirely 1’s. Let N > 0 be an integer such
that an0 = 0 for n ≥ N . For any n ≥ N , let mn > 0 be the integer such that anmn = 1
and ani = 0 for 0 ≤ i < mn. Then P ◦mnc : D(n+mn−1)0(x)→ D(n−1)mn(x) = Cn−1 is a
holomorphic diffeomorphism. Remember that A(n−1)0(x) = D(n−1)0(x) \ D˚n0(x) and
A(n−1)0(0) = Cn−1 \ C˚n. We have
mod
(
A(n+mn−1)0(x)
)
= mod
(
A(n−1)0(0)
)
.
Let qn = n+mn − 1. Then qN < qN+1 < · · · < qn < qn+1 < · · · . Thus
mod(D0(x) \ Lx) ≥
∞∑
n=N
mod
(
An0(x)
)
≥
∞∑
n=N
mod
(
Aqn0(x)
)
=
∞∑
n=N
mod
(
A(n−1)0(0)
)
=∞.
This implies that Lx = {x}.
The first column of the critical tableau T (0) = (a0nm)n≥0,m≥0 is entirely 1’s. If T (0)
has another column which is entirely 1’s, that is, if there is an integer m > 0 such
that aim = 1 for all i ≥ 0, then we call T (0) a periodic critical tableau.
Theorem 9 [YOC]. The critical tableau T (0) is periodic if and only if Pc is renor-
malizable.
Proof. Suppose T (0) is periodic. Let n1 > 0 be the smallest integer such that
ain1 = 1 for all i ≥ 0. Let N ≥ 0 be the smallest integer such that aij = 0 for all
i ≥ N and 0 < j < n1. For any n ≥ n1 + N , P ◦n1c : Cn → Cn−n1 is a degree two
proper holomorphic branch covering map. Thus {P ◦kn1(0)}∞k=0 is contained in Cn1+N .
If Cn1+N ⊂ C˚N , then P ◦n1c : C˚n1+N → C˚N is a quadratic-like map with connected
filled-in Julia set and C˚n1+N is a renormalization about n1. Thus Pc is renormalizable.
In general, let us consider a small open disk D(α) centered at the separate fixed
point α of Pc such that
D(α) ⊂ D′(α) = P ◦n1c
(
D(α)
)
and such that
D′(α) ∩ {P ◦ic (0)}n1+Ni=0 = ∅.
Thicken C0 and B0i for 1 ≤ i ≤ q − 1 as follows. Suppose C0 (respectively, B0i) is
bounded by two external rays Rθ1 and Rθ2 of angles θ1 and θ2. Let ǫ > 0 be a small
number such that the domains
U1 = ∪θ1−ǫ<θ<θ1+ǫ(Rθ \Dα) and U2 = ∪θ2−ǫ<θ<θ2+ǫ(Rθ \Dα)
are disjoint from {P ◦ic (0)}n1+Ni=0 . Let
C˜0 = (U1∪C0∪U2∪D(α))∩Ur (respectively, B˜0i = (U1∪B0i∪U2∪D(α))∩Ur)
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where Ur is the domain bounded by the equipotential curve sr. Let
η˜0 = {C˜0, B˜01, . . . , B˜0(q−1)}
and let
η˜n = P
−n(η˜n) = {C˜n, B˜n1, . . . , B˜nkn}
for 1 ≤ n ≤ n1 + N . The diffeomorphism g = P−(n1−1)c : CN → Pc(Cn1+N) can be
extended to C˜N . Let B
′ be the image of C˜N under g. Then C˜n1+N = P
−1
c (B
′). Let
˜˚
Cn denote the interior of C˜n for 0 ≤ n ≤ n1 +N . Then C˜n1+N ⊂ ˜˚CN . Thus
P ◦n1c :
˜˚
Cn1+N → ˜˚CN
is a quadratic-like map and
˜˚
Cn1+N is a renormalization about n1. This proves the
“only if” part.
Now suppose Pc is renormalizable. Let U1 be a renormalization about n1, that
is, (U1, V1, f1) is a quadratic-like map with connected filled-in Julia set Kf1 where
f1 = P
◦n1
c |U1 and V1 = f1(U1). The map f1 has two fixed points β1 and α1 in U1. Let
α1 ∈ · · · ⊆ Dn(α1) ⊆ Dn−1(α1) ⊆ · · · ⊆ D1(α1) ⊆ D0(α1)
be an α1-end. There is a Dk(α1) such that Kf1 ⊂ Dk(α1) and Dk(α1) = Ck. Since
Kf1 ⊆ f−11 (U1 ∩ Ck) ⊆ U1 ∩ Ck,
then P ◦n1c sends Ck+in1 to Ck+(i−1)n1 for all i > 0. Thus T (0) is periodic. It is the
“if” part.
We define a function τ on the setN of natural numbers by using the critical tableau
T (0) = (a0nm)n≥0,m≥0 as follows: τ(n) = m if a
0
(n−i)i = 0 for 0 < i < n − m and if
a0m(n−m) = 1; if there is no such integer m > 0, then τ(n) = −1.
If the critical tableau T (0) is periodic, then there are integers n1 > 0 and N ≥ 0
such that ain1 = 1 for all i ≥ 0 and such that aij = 0 for i ≥ N and 0 < j < n1.
Thus τ(n) = n− n1 for n ≥ N + n1.
If the critical tableau T (0) is non-recurrent, then there is the smallest integer N ≥ 0
such that anm = 0 for all n ≥ N and m > 0. Thus the image τ(N) is contained in
the finite set {−1, 0, 1, . . . , N − 1}.
If the critical tableau T (0) is not periodic and is recurrent, then every row of T (0)
has infinitely many 1’s and every column (except for the 0th-column) has a 0. An
integer n ≥ 0 is noble if for every entry a0nk such that a0nk = 1, we have a0(n+1)k = 1.
Lemma 5. If the critical tableau T (0) is not periodic and is recurrent, then the
function τ satisfies the following properties:
(i) For any integer m ≥ 0, τ−1(m) is not empty.
(ii) If m ≥ 0 is noble, then τ−1(m) contains at least two different integers.
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(iii) If τ(n) = m and if m is noble, then n is also noble.
(iv) If τ−1(m) contains only one integer n, then n is noble.
Proof. We prove (i) first. Consider any m-row in T (0) for m ≥ 0. Let k > 0 be
the integer such that a0mi = 0 for 0 < i < k and such that a
0
mk = 1. From (T1),
a0(m+k−i)i = 0 for 0 < i < k. Thus τ(m+ k) = m.
To prove (ii), suppose m ≥ 0 is noble. Let k be the same integer as that in the
proof of (i). Let m1 be the integer such that a
0
m1k
= 1 and such that a0ik = 0 for all
i > m1. Consider a
0
(m1−k)(2k), a
0
(m1−2k)(3k), . . . , and a
0
(m1−(i−1)k)(ik) where m1 − ik ≤
m < m1 − (i − 1)k. From the tableau rules (T1) and (T3), a0(m1−k+1)(2k) = 0,
a0(m1−2k+1)(3k) = 0, . . . , a
0
(m1−(i−1)k+1)(ik) = 0. If m = m1 − ik, from the tableau rules
(T1) and (T3), a0m(ik) = 1. Since m is noble, a
0
(m+1)(ik) = 1. But from the tableau
rules (T1) and (T3), a0(m+1)(ik) = 0. The contradiction implies that m > m1 − ik.
Now from the tableau rule (T2), a0m(k+m1−m) = 0. Let k1 > k + m1 − m be the
integer such that a0mi = 0 for k +m1 − m < i < k1 and such that a0mk1 = 1. Then
a0(m+k1−i)i = 0 for 0 < i < k1 and a
0
mk1 = 1. This says that τ(m+ k1) = m.
To prove (iii), suppose τ(n) = m where m is noble. For any a0nk = 1, since
a0(n−i)i = 0 for 0 < i < n − m and a0m(n−m) = 1 and since the tableau rule (T1),
we have a0(n−i)(k+i) = 0 for 0 < i < n − m and a0m(k+n−m) = 1. Since m is noble,
a0(m+1)(n−m) = 1. Assume a
0
(n+1)k = 0. From the tableau rule (T3), a
0
(m+1)(k+n−m) = 0.
This contradicts to that m is noble. Thus a0(n+1)k = 1. This means that n is noble.
Now we prove (iv). Suppose n > 0 is the only integer such that τ(n) = m. We first
consider a0(m+1)(n−m). If a
0
(m+1)(n−m) = 0, then we would have an integer k > n −m
such that a0mi = 0 for n −m < i < k and such that a0mk = 1. From the tableau rule
(T1), a0(m+k−i)i = 0 for 0 < i < k. This would imply that τ(m + k) = m, which
contradicts the assumption. Thus, a0(m+1)(n−m) = 1. If there is an entry a
0
nk1 = 1 with
a0(n+1)k1 = 0, then k1 > n −m and, from the tableau rule (T3), a0m(n−m+k1) = 1 and
a0(m+1)(n−m+k1) = 0. Consider the smallest integer k2 > n−m+ k1 such that a0mi = 0
for k1 + n −m < i < k2 and a0mk2 = 1. From the tableau rule (T1), a0(m+k2−i)i = 0
for k1 + n−m < i < k2. So we can find another integer n0 ≥ k2 − k1 +m > n such
that τ(n0) = m. This would contradict the assumption.
Theorem 10 [YOC]. Suppose Pc(z) = z
2 + c is a recurrent quadratic polynomial.
The critical tableau T (0) is periodic if and only if L0 contains more than one point.
Proof. We use the same notation as in the proof of Theorem 9 and the proof of
Lemma 5. Suppose T (0) is periodic. Then for n > N + n1
P ◦n1c : Cn+1 → Cn−n1+1
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is a degree two proper holomorphic branch covering map. Replacing Cn+1 by C˜n+1
if it is necessary, we may assume that this map is a quadratic-like map. Since L0 is
the filled-in Julia set of this map, it contains more than one point. This is the “only
if” part.
To prove the “if” part, suppose T (0) is not periodic. We will prove that L0 contains
only one point. Since Pc is recurrent, there are infinitely many 1’s in every row of
T (0), that is, T (0) is recurrent. Consider the first partition
η1 = {C1, B11, . . . , B1(q−1), B01, . . . B0(q−1)},
where B0i = B0,i for 1 ≤ i < q and where B1i ⊆ C0 and Pc(B1i) = B0,i for 1 ≤ i < q.
(Remember that η0 = {C0, B0,1, . . . , Bo,q−1} is the original partition.) Let c(n) =
P ◦nc (0). If the critical orbit CO = {c(n)}∞n=0 is contained in the union
C1 ∪ B01 ∪ . . . ∪ B0(q−1),
then T (0) is periodic of period q. Hence there must be one critical value c(n) in
B11 ∪ · · · ∪ B1(q−1). Let c(n) be in B1i. The annulus A0n(0) = C0 \ B˚1i is non-
degenerate. Pull back A0n(0) by Pc along Ai(n−i)(0) for 0 ≤ i ≤ n; we get a non-
degenerate annulus An0(0).
Now consider τ−k(n). For each m in τ−k(n),
mod
(
Am0(0)
)
≥
mod
(
An0(0)
)
2k
.
If the number of τ−k(n) is greater than or equal to 2k for every k > 0, then
mod(C0 \ L0) ≥
∞∑
m=1
mod
(
Am0(0)
)
≥
∞∑
k=1
∑
m∈τ−k(n)
mod
(
Am0(0)
)
≥
∞∑
k=1
mod
(
An0(0)
)
=
(
mod
(
An0(0)
))
·
∞∑
k=1
1 =∞.
So L0 = {0}.
If there is an integer k > 0 such that the number of τ−k(n) is less than 2k, then
there are pre-images m > q of n under iterates of τ such that m is the only pre-image
of q under τ . From (iii), m is noble. Hence τ−k(m) are all noble and contain at least
2k different integers. Moreover
mod(Ap0(0)) =
mod(Am0(0))
2k
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for every p in τ−k(m). Therefore,
mod(C0 \ L0) ≥
∞∑
k=1
mod
(
Ak0(0)
)
≥
∞∑
k=1
∑
p∈τ−k(m)
mod
(
Ap0(0)
)
≥
∞∑
k=1
mod
(
Am0(0)
)
=
(
mod
(
Am0(0)
))
·
∞∑
k=1
1 =∞.
Again we have L0 = {0}. This completes the “if” part.
Theorem 11 [YOC]. If Pc(z) = z
2+ c is a non-recurrent or recurrent non-renorm-
alizable quadratic polynomial, then its filled-in Julia set Kc is locally connected.
Proof. Let α be the separate fixed point of Pc. Construct the two-dimensional
Yoccoz puzzle for Pc. For any x in Kc, let
x ∈ · · · ⊆ Dn(x) ⊆ Dn−1(x) ⊆ · · · ⊆ D1(x) ⊆ D0(x)
be an x-end. If Pc is non-recurrent, then the critical tableau is non-recurrent. Lemma
3 and Lemma 4 imply that the diameter d(Dn(x)) tends to zero as n goes to infinity.
If Pc is recurrent and non-renormalizable, then T (0) is recurrent and is not periodic.
Lemma 4 and Theorem 10 imply that the diameter d(Dn(x)) tends to zero as n goes
to infinity.
If x is not a preimage of α under any iterate of Pc, then x is an interior point of
Dn(x) for all n ≥ 0. From Lemma 2, {Dn(x)} is a basis of connected neighborhoods
at x. If x is a preimage of α under some iterate of Pc, then there are q different
x-ends,
x ∈ · · · ⊆ Di,n(x) ⊆ Di,(n−1)(x) ⊆ · · · ⊆ Di,1(x) ⊆ Di,0(x)
where q is the period of the external rays landing at α. Let D˜n(x) = ∪qi=1Di,n(x).
Then x is an interior point of D˜n. Since Kc ∩ D1,n(x), . . . , Kc ∩ Dq,n(x) have a
common point x, from Lemma 2, Kc ∩ D˜n(x) is connected. So {D˜n(x)}∞n=0 is a basis
of connected neighborhoods at x.
From Theorem 4, all arguments in this section apply to a quadratic-like map.
Suppose that (U, V, f) is a quadratic-like map and that its filled-in Julia set Kf is
connected. Suppose two fixed points β and α of f are repelling. Let β be the non-
separate fixed point of f , that is, Kf \ {β} is connected, and let α be the separate
fixed point of f , that is, Kf \{α} is disconnected. Since (U, V, f) is hybrid equivalent
to a quadratic polynomial Pc, there is a quasiconformal homeomorphism H defined
on V such that
H ◦ f = Pc ◦H
on U . We call eθ,f = H
−1(eθ ∩H(U)) the external ray of angle θ of f where eθ is the
external ray of Pc of angle θ.
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Two points H(β) and H(α) are non-separate and separate fixed points of Pc,
respectively. Suppose Γ is the union of a cycle of periodic external rays landing at
H(α). Let Γ′ = H−1(Γ∩H(U)). The set Γ′ cuts the domain U into q domains. Each
of them contains points in the filled-in Julia set Kc. Let C0 be the domain containing
0 and let B0,i be the domain containing f
◦i(0) for 1 ≤ i < q. The partition
η0 = {C0, B0,1, . . . , B0,q−1}
is called the original partition for f . Let Γ′n = f
−n(Γ′) and Un = f−n(U). Then Γ′n
cuts Un into finitely many domains. Let Cn be the domain containing 0 and Bn,i for
1 ≤ i ≤ kn be others. Then
ηn = {Cn, Bn,1, . . . , Bn,kn}
is called the nth-partition for f . We use f−n(η0) to denote ηn, i.e., ηn = f−n(η0), for
1 ≤ n < ∞. We have that f(Cn) and f(Bn,i) for 1 ≤ i ≤ kn are in ηn−1 for n > 0
(set k0 = q − 1). We call η = {ηn}∞n=0 the two-dimensional Yoccoz puzzle of f . Let
Λ = ∪∞n=0f−n(α). Let L0 = ∩∞n=0Cn be the connected component of Kf \Λ containing
0. We state Theorems 10 and 11 in the following form.
Theorem 12 [YOC]. Suppose (U, V, f) is a recurrent quadratic-like map. Then
(U, V, f) is renormalizable if and only if L0 contains more than one point. Moreover,
if (U, V, f) is non-renormalizable, then any connected component of Kf \ Λ consists
of only one point and Kf is locally connected.
5. Infinitely Renormalizable Quadratic Julia Sets and
Three-Dimensional Yoccoz Puzzles
Suppose (U, V, f) is a renormalizable quadratic-like map with connected filled-in
Julia set Kf . Let η = {ηn}∞n=0 be the two-dimensional Yoccoz puzzle for f . From the
previous section, the critical tableau T (0) = (a0nm)n≥0,m≥0 is periodic of period n1.
Let
0 ∈ · · · ⊆ Cn ⊆ Cn−1 ⊆ · · · ⊆ C1 ⊆ C0
be the critical end. There is an integer N > 0 such that a0ij = 0 for all i ≥ N and
for all 0 < j < n1. Let f0 = f
◦n1|C˚N+n1. Then f0 : C˚N+n1 → C˚N is a proper,
holomorphic branch cover of degree two. Assume CN+n1 ⊂ C˚N . (Otherwise, we can
replace Cn with C˜n (see Theorem 9)). Then (C˚N+n1, C˚N , f0) is a quadratic-like map
and its filled-in Julia set is L0 = ∩∞n=0Cn.
Theorem 13. Suppose (U, V, f) is a renormalizable quadratic-like map with con-
nected filled-in Julia set Kf . For any renormalization U1 about n1, let f1 = f
◦n1 |U1
and let V1 = f1(U1). Then the filled-in Julia setKf1 (or the Julia set Jf1) of (U1, V1, f1)
is always L0 (or ∂L0).
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Proof. Let U ′ = C˚N+n1 ∩ U1 and let U ′′ be the connected component of U ′
containing 0. Let f2 = f
◦n1|U ′′ and V ′′ = f2(U ′′). Then f2 : U ′′ → V ′′ is a degree
two branch covering. It is also proper because
f−12 (K) = f
−1
0 (K) ∩ f−11 (K)
for any compact set K of V ′′. Since CN+n1 ⊂ C˚N and U1 ⊂ V1, then
CN+n1 ∩ U 1 ⊂ C˚N ∩ V1.
Thus U ′′ ⊂ V ′′ because they are the connected components of U ′ and C˚N ∩ V1
containing 0. Both U ′′ and V ′′ are simply connected and isomorphic to a disc because
they are intersections of simply connected domains each of which is isomorphic to a
disc. Therefore, (U ′′, V ′′, f2) is a quadratic-like map. Let Kf2 be the filled-in Julia
set of (U ′′, V ′′, f2). Since a filled-in Julia set is completely invariant and since 0 is in
U ′′, the two inverse images of 0 under f2 are in Kf2. But these two points are also
inverse images of 0 under f0 and under f1. Therefore, they are both in L0 and in
Kf1. Using this argument, the set Ξ of all inverse images of 0 under iterates of f2 is
contained in Kf2 and is also contained in L0 and in Kf1 . Therefore,
Kf1 = Kf2 = L0 (or Jf1 = Jf2 = ∂L0)
because each of ∂L0, Jf1 = ∂Kf1 , and Jf2 = ∂Kf2 is the closure of Ξ (see Theorem
3).
As we saw in §2, the definition of the filled-in Julia set of a renormalization about n1
depends on choices of domains in renormalization. But the renormalized filled-in Julia
set is actually canonical; it is independent of choices of domains in renormalization
and is the limiting piece containing 0 in the two-dimensional Yoccoz puzzle from
Theorem 12.
Suppose (U1, V1, f1) is a recurrent renormalizable quadratic-like map with con-
nected filled-in Julia set K1. We call K1 (or J1) a quadratic filled-in Julia set (or
quadratic Julia set). It is renormalizable if the corresponding quadratic-like map is
renormalizable. Let β1 and α1 be the non-separate and separate fixed points of f1,
i.e., K1\{β1} is still connected and K1\{α1} is disconnected. Let Λ1 = ∪∞n=0f−n1 (α1).
Let K2 = L0 be the connected component of K1\Λ1 containing 0. From Theorem 12,
K1 is renormalizable if and only if K2 contains more than one point. The quadratic
filled-in Julia set K2 is called the renormalization of K1.
Inductively, let Ki be the renormalization of Ki−1. Let fi = f
◦ni−1
i−1 for i ≥ 2, where
ni−1 is the period of the critical tableau T i−1(0) = (a0nm(i − 1))n≥0,m≥0 of the two-
dimensional Yoccoz puzzle for (Ui−1, Vi−1, fi−1). Let βi and αi be the non-separate
and the separate fixed points of fi, i.e., Ki \ {βi} is still connected and Ki \ {αi} is
disconnected. Let Λi = ∪∞n=0f−ni (αi) and let Ki+1 be the connected component of
Ki \ Λi containing 0. Then Ki is renormalizable if and only if Ki+1 contains more
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than one point. Here Ki, for i > 1, is called the i
th-renormalization of K1. Theorem
12 can be generalized as follows.
Theorem 14 [YOC]. Suppose that (U1, V1, f1) is a recurrent quadratic-like map and
that K1 is its filled-in Julia set. The quadratic Julia set K1 is finitely renormalizable
if and only if there is an integer m ≥ 1 such that K1, . . . , Km contains more than
one point and such that Km+1 contains only the point 0. Moreover, if K1 is finitely
renormalizable, then K1 is locally connected.
Proof. The first part of the theorem follows directly from Theorem 12. We prove
the second part. Let αm be the separate fixed point of fm. Let Γm be a cycle of
periodic external rays of f1 landing at αm (refer to the end of §3). Using Γm, we
can construct the two-dimensional Yoccoz puzzle: let ηm0 be the set consisting of the
closures of the connected components of V1 \ Γm. Let ηmn = f−n1 (ηm0 ) for n ≥ 1. Let
Cmn be the member of η
m
n containing 0. Since fm is non-renormalizable, we use a
proof similar to that of Theorem 10 to show that
∑∞
n=0mod(A
m
n0(0)) = ∞, where
Amn0(0) = C
m
n \ C˚mn+1. Applying Lemma 4, for every x-end
x ∈ · · · ⊆ Dmn (x) ⊆ Dmn−1(x) ⊆ · · · ⊆ Dm1 (x) ⊆ Dm0 (x),
Lx = ∩∞n=0Dmn (x) contains only x. By using a similar argument to the proof of
Theorem 11, we can now show that K1 is locally connected.
Now let us consider an infinitely renormalizable quadratic-like map (U1, V1, f1).
Let K1 be the filled-in Julia set of f1. Let Ki be the i
th-renormalization of K1.
Then K = {Ki}∞i=1 is a sequence of renormalizations of K1. Let {(Ui, Vi, fi)}∞i=1 be a
sequence of renormalizations with filled-in Julia set Ki where fi = f
◦ni−1
i−1 and where
ni−1 is the period of the critical tableau T i−1(0) of the two-dimensional Yoccoz puzzle
for (Ui−1, Vi−1, fi−1), for i ≥ 2. Suppose Ui is a renormalization of (Ui−1, Vi−1, fi−1).
We describe (U1, V1, f1) as (n1, n2, . . . )-infinitely renormalizable. The grid {T i(0)}∞i=1
is called the three-dimensional critical tableau for (U1, V1, f1). Let c(n) = f
◦n
1 (0).
The critical orbit of f1 is CO = {c(n)}∞n=0. Let GCO = ∪∞k=0 ∪∞n=0 f−k1 (c(n)) be the
grand critical orbit of f1.
Definition 2. An infinitely renormalizable quadratic-like map (U1, V1, f1) has a pri-
ori complex bounds if there are a constant λ > 0 and a sequence of renormalizations
{(Uik , Vik , fik)}∞k=1 of f1 such that
mod(Vik \ Uik) ≥ λ
for all k ≥ 1.
Theorem 15. Suppose (U1, V1, f1) is an infinitely renormalizable quadratic-like map
having the a priori complex bounds. Its filled-in Julia set K1 is locally connected at
every point in GCO.
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Proof. Suppose, without loss of generality, that {Ui, Vi, fi}∞i=1 is the sequence
of renormalizations in Definition 2. Let λ > 0 be the constant in Definition 2.
Then {Ui}∞i=1 is a sequence of nested domains containing 0. Consider the annulus
Ai = U i \ Ui+1 for i ≥ 1. For each i ≥ 1, let cvi = fi(0) and let γi be a curve in
Vi \ f ◦2i (Ui+1) connecting cvi and a point on the boundary of Vi. Let 0 ∈ U ′i ⊂ Ui be
the connected component of the pre-image of Vi\γi under f ◦2i . Then f ◦2i : U ′i → Vi\γi
is a degree two branch covering. Moreover, fi : U
′
i → fi(U ′i) ⊂ Ui is also a degree two
branch covering map. Thus fi : Ui \ U ′i → Vi \ f(U ′i) is a degree two branch covering
map. This implies that
mod(Ui \ U ′i) =
1
2
·mod(Vi \ fi(U ′i)).
But Vi \ Ui is a sub-annulus of Vi \ fi(U ′i). So
mod(Ui \ U ′i) ≥
1
2
·mod(Vi \ Ui) > λ
2
.
Remember that Ui+1 is the domain of the renormalization fi+1 = f
ni
i where ni ≥ 2.
We have Ui+1 ⊂ U ′i . Hence Ui \ U ′i is a sub-annulus Ai. So
mod(Ai) >
λ
2
.
Let A∞ = ∩∞i=1Ui. Since U1 \ A∞ = ∪∞i=1Ai,
mod(U1 \ A∞) ≥
∞∑
i=1
mod(Ai) =∞.
Thus, A∞ = {0}. This implies that the diameter d(Ui) tends to 0 as i goes to infinity.
Let αi be the separate fixed point of fi. Let Γi be a cycle of periodic external rays
of f1 landing at αi (refer to the end of §3). Let ηi0 be the set consisting of the closures
of the connected components of U1 \Γi and let ηin = f−n1 (ηi1) for n ≥ 1. Then {ηin}∞n=0
is a puzzle for f1. Let C
i
n be the member of η
i
n containing 0. Consider the critical
end
0 ∈ · · · ⊆ C in ⊆ C in−1 ⊆ · · · ⊆ C i1 ⊆ C i0
and the critical tableau T i(0) = (a0nm(i))n≥0,m≥0. Since (U1, V1, f1) is (n1, n2, . . . )-
renormalizable, T i(0) is periodic of period mi =
∏i
j=1 nj . Thus there is an integer
N > 0 such that a0nm(i) = 0 for n ≥ N and 0 < i < mi. Thus
f ◦mi1 = f
◦ni
i : C˚
i
mi+N
→ C˚ iN
is a degree two proper holomorphic map. We may assume that C imi+N ⊂ C˚ iN (other-
wise, we can modify C in as the proof of Theorem 9). Therefore,
fi+1 = f
◦mi
1 = f
◦ni
i : C˚
i
mi+N
→ C˚ iN
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is a quadratic-like map. Since
Ki+1 = ∩∞j=0f−jmi1 (C iN) = ∩∞j=0C ijmi+N ,
there is a C ik(i) contained in Ui. The diameter d(C
i
k(i)) of C
i
k(i) tends to zero as i
goes to infinity. From Lemma 2, C ik(i) ∩K1 is connected. So {C ik(i)}∞i=1 is a basis of
connected neighborhoods at 0.
For any x = f ◦n1 (0), consider {Di,n(x) = f ◦n1 (C ik(i))}∞i=1. It is a basis of connected
neighborhoods at x. For any y in f−m1 (x) (where 0 is not in f
−n(x) for 0 < n ≤
m), there is an open neighborhood W of y such that f ◦m1 : W → f ◦m(W ) is a
homeomorphism. Let g be its inverse. Then {g(Di,n(x))}∞i=1 is a basis of connected
neighborhoods at y.
Suppose (U1, V1, f1) is an (n1, n2, . . . )-infinitely renormalizable quadratic-like map.
We call the puzzle {{ηin}∞n=0}∞i=1 constructed in Theorem 15, the three-dimensional
Yoccoz puzzle for (U1, V1, f1). Let mi =
∏i
j=1 nj and {Ki}∞i=1 be the sequence of
renormalizations of K1. Let c(j) = f
◦j(0) for j ≥ 0, and let CO = {c(j)}∞j=0 be the
critical orbit of f1.
Definition 3. An infinitely renormalizable quadratic-like map (U1, V1, f1) is un-
branched if there are a constant λ > 0 and a sequence of domains {Wk}∞k=1 such
that Wk ⊃ Kik , such that
mod(Wk \Kik) ≥ λ,
and such that Wk ∩ CO = {c(jmik)}∞j=0 for all k ≥ 1
Theorem 16. Suppose (U1, V1, f1) is an infinitely renormalizable unbranched quad-
ratic-like map having the a priori complex bounds. Then its filled-in Julia set K1 is
locally connected.
Proof. Suppose, without loss of generality, that k = i and ik = i in Definition 3,
and that {Ui, Vi, fi}∞i=1 is a sequence of renormalizations in Definition 2. Let λ > 0
be a constant satisfying Definitions 2 and 3.
Let {{ηin}∞n=0}∞i=1 be the three-dimensional Yoccoz puzzle for (U1, V1, f1). Let
{C ik(i)}∞i=1 be the basis of connected neighborhoods constructed in Theorem 15. By
choosing k(i) large enough, we can have
mod(Wi \ C ik(i)) ≥
λ
2
for all i ≥ 1.
If x = 0, Theorem 15 says that K1 is locally connected at x. For each x 6= 0 in
K1, there are two cases: either (1) x is non-recurrent, which means that there is an
integer i ≥ 1 such that {f ◦n1 (x)}∞n=0 ∩ C ik(i) = ∅; or else (2) x is recurrent.
In case (1), we prove it by applying the results in hyperbolic geometry. Let x be a
non-recurrent point. Then there is a C ik(i) such that the orbit O(x) = {f ◦n1 (x)}∞n=0 is
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disjoint from the interior of C ik(i). Let r be an external ray of f1 cutting U1 \ f1(C ik(i))
into a simply connected domain Ω. Consider two inverse branches Q1 and Q2 of f1|Ω.
Let Ω˜ = V1 \ (f1(Cjk(j))∪ r) for some j > i such that Ω ⊂ Ω˜. Let Q˜1 and Q˜2 be the
inverses of f1|Ω˜ and let Ω˜1 and Ω˜2 be the images of Ω˜ under Q˜1 and Q˜2, respectively.
Consider Ω˜, Ω˜1, and Ω˜2 as hyperbolic Riemann surfaces. Then Q1 : Ω → Ω1 and
Q2 : Ω → Ω2 strictly contract the hyperbolic distances of Ω˜, Ω˜1, and Ω˜2. Since Ω
contains finite number of connected components of K1 \ f1(C ik(i)), we can cut Ω into
finite number of simply connected domains Ω′1, . . . , Ω
′
l such that Ω
′
k∩K1 is connected
for each 1 ≤ k ≤ l. Since the orbit O(x) is contained in Ω, from the images of Ω′1, . . . ,
Ω′l under the semi-group generated by Q1 and Q2, we can get a basis of connected
neighborhoods at x. Therefore, K1 is locally connected at x.
In case (2), f ◦n1 (x) enters C
i
k(i) infinitely many times. For each i ≥ 1, consider the
puzzle ηi = {ηin}∞n=0. For the x-end,
x ∈ · · · ⊆ Din(x) ⊆ Din−1(x) ⊆ · · · ⊆ Di1(x) ⊆ Di0(x),
let T i(x) = (anm(i))n≥0,m≥0 be the corresponding tableau. Let qi be the integer such
that ak(i)q = 0 for 0 ≤ q < qi and such that ak(i)qi = 1. Let pi = k(i) + qi. Then
gi,x = f
◦qi
1 : D
i
pi
(x) → C ik(i) is a proper holomorphic diffeomorphism. Since there
is no critical point in Wi \ C ik(i), this diffeomorphism can be extended to a proper
holomorphic diffeomorphism on Wi. Let xi = f
◦qi
1 (x). We can modify Wj such that
λ
2
≤ mod(Wj \ Cjk(j)) ≤ 2λ.
From the previous theorem, the diameter d(Cjk(j)) tends to zero as j goes to infinity.
We can find an integer j > i such that Wj ⊂ C ik(i). Let
xj = f
◦qj
1 (x) = f
◦(qj−qi)
1 (xi).
Consider the puzzle ηj = {ηjn}∞j=1. Let
xi ∈ · · · ⊆ Djn(xi) ⊆ Djn−1(xi) ⊆ · · · ⊆ Dj1(xi) ⊆ Dj0(xi)
be the xi-end and let T
j(xi) = (bnm(j))n≥0,m≥0 be the corresponding tableau. Then
one can check that f
◦(qj−qi)
1 is a proper holomorphic diffeomorphism from
Djk(j)+qj−qi(xi)→ Cjk(j).
In other words, bk(j)m = 0 for 0 ≤ m < qj − qi, but bk(j)(qj−qi) = 1. Let gij be the
inverse of f
◦(qj−qi)
1 : D
j
k(j)+qj−qi(xi) → Cjk(j). Then gij can be extended to Wj. Since
C ik(i) is bounded by external rays landing at some pre-iamges of αi under iterations
of Pc and is a part of an invariant net under f1, Wij = gij(Wj) is contained in C
i
k(i).
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Thus
mod(Wi \Wij) ≥ λ
2
.
Consider Xi = gi,x(Wi) and Xj = gj,x(Wj) = gi,x(Wij). Then
mod(Xi \Xj) ≥ λ
2
.
Therefore, inductively, we can find a sequence of domains {Xis}∞s=1 such that
mod(Xis \Xis+1) ≥
λ
2
for s ≥ 1. Thus the diameter of Xis tends to zero as s goes to infinity. For each
puzzle ηis = {ηisn }∞n=0, consider both the x-end,
x ∈ · · · ⊆ Disn (x) ⊆ Disn−1(x) ⊆ · · · ⊆ Dis1 (x) ⊆ Dis0 (x)
and the corresponding tableau T is(x) = (anm(is))n≥0,m≥0. For each k(is), there is an
integer qis such that a
i
k(is)q
= 0 for 0 ≤ q < qis and such that aik(is)qis = 1. Then for
pis = k(is) + qis, f
◦qis
1 : Dpis (x) → Ck(is) is a proper holomorphic diffeomorphism.
This implies that
Dispis (x) ⊆ Xis .
So the diameter d(Dispis (x)) tends to zero as s goes to infinity. From Lemma 2,
{Dispis (x)}∞s=1 forms a basis of connected neighborhoods at x.
6. A Generalized Sullivan’s Sector Theorem
Let I = [0, 1] be the closed unit interval. Let E0 be the set of all functions G such
that
(1) G : IG ⊇ I → G(IG) is a homeomorphism and G(0) = 0, G(1) = 1, and
(2) G can be extended to be a schlicht function g on CG = (C\R1)∪ I˚G preserving
upper- and lower-half planes.
We assume IG is the maximum interval satisfies (1) and (2) for each G in E0 and
call it the definition interval of G. We will not distinguish g and G anymore. Take
Sγ(z) = r
1
γ e
θ
γ
i : C \ {x < 0} → C
as the standard γ-root where z = reθi for r > 0, −π < θ < π, and γ > 1. For every
a ≤ 0, we call La(z) = ESγ(z−a)+F a γ-root at a where E = 1/
(
(1−a) 1γ −(−a) 1γ
)
and F = −(−a) 1γE are determined by La(0) = 0 and La(1) = 1. Then La is an
element in E0 whose definition interval is [a,∞).
Suppose that La is a γ-root at a and that G is an element in E0 whose definition
interval is IG. We say that La and G are compatible if [a, 1] ⊂ G(IG). For a
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compatible pair La and G, let a
′ = G−1(a), J = [a′, 1], L ∪ R = IG \ J , and b =
min{|L|, |R|}.
G(D )
G(D )
G(D )
D
a 0 1
X
1
2
3
G(I  )G
G
L(X)
0 1L(a)
1
2
3
LG(I  )G0
0 1a’
D
D
D
1
2
3
IG
LG(D )
LG(D )
LG(D )
L
Q 4
Fig. 3
We consider several disks related to a compatible pair La and G (see Fig. 3).
Set D1 to be the closed disk centered at the middle point (1 + a′)/2 of [a′, 1] with
diameter 1 + |a′| + 2b. Set D2 to be the closed disk centered at the middle point
(1 + a′)/2 of [a′, 1] with diameter k = min{1 + |a′|+ b, 2(1 + |a′|)}. Set D3 to be the
maximum closed disk centered at a′ and contained in D2. Then the radius of D3 is
d = min{b/2, (1 + |a′|)/2}. We note that
D3 ⊂ D2 ⊂ D1.
The map G is a schlicht function on D1. Let µ = (1 + |a′|)/b and ν = (2µ + 3)4.
From Koebe’s distortion theorem (see [BIE]) for any ξ and η in D2,
ν−1 ≤ |G
′(ξ)|
|G′(η)| ≤ ν.
Using the fact that G(I) = I, there is at least one η in D2 such that |G′(η)| = 1.
Hence
ν−1 ≤ |G′(ξ)| ≤ ν
for all ξ in D2. This implies that
|a′|
ν
≤ |a| ≤ |a′| · ν.
Let UH = {z = x + yi ∈ C | y > 0} be the upper-half plane. For any z in UH,
let θ(z) = arg(z).
Theorem 17. Suppose that L = La and G are a pair of compatible elements in E0.
There is a constant 0 < θ < π depending only on µ such that the image L(G(UH))
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of the upper-half plane under L ◦ G contains an open triangle ∆ based on [L(a), 0]
whose angle at L(a) is π/γ and whose angle at 0 is θ.
Proof. The image G(D3) of D3 under G contains the closed disk D4 centered
at a with radius d/ν. Similarly, for any a′ ≤ x ≤ 1, consider the closed disk D(x)
centered at x with radius d. Then D(x) ⊂ D2 and G(D(x)) contains the closed disk
centered at G(x) with radius d/ν. This implies that the convex-hull X of {0} ∪D4
is contained in G(D2). Either X = D4 or X ∩UH has an angle at 0. In the later
case, the angle ϕ of X ∩UH at 0 has sinϕ = d/(|a|ν).
Since L is a γ-root for γ > 1, the convex set L(X) contains a triangle Λ based on
[L(a), 0] whose angle at L(a) is π/γ and whose angle ω at 0 can be calculated from
sinω
sin(π
γ
+ ω)
=
(
d
|a|ν
) 1
γ
through the law of sines. Because d = min{b/2, (1 + |a′|)/2},
d
|a| ≥
d
|a′|ν ≥ min{
1
2µν
,
1
2ν
}.
Hence Λ contains a triangle ∆ based on [L(a), 0] whose angle at L(a) is still π/γ and
whose angle θ at 0 is calculated from
sin θ
sin(π
γ
+ θ)
=
(
min{ 1
2µν
,
1
2ν
}
) 1
γ
.
Suppose Q = (L◦G)−1(∆), where ∆ is the triangle obtained in Theorem 17. Then
Q ⊂ D2 ⊂ D1.
Suppose {(Li, Gi)}ni=0 is a sequences of compatible pairs in E0 where Li is a γ-root
at ai. Let a
′
i, bi, ki, di, µi, νi, and θi be the numbers, and D
1
i , D
2
i , D
3
i , ∆i, and Qi be
the sets corresponding to each compatible pair Li and Gi. Let
L = Ln ◦Gn ◦ · · · ◦ Li ◦Gi ◦ · · · ◦ L0 ◦G0.
Then L is a schlicht function defined on CI = (C \R1) ∪ I˚.
Definition 4. We call L a root-like map if there are constants C > 0 and λ > 1
such that
(i) a0 = 0 and a1 ≥ 1/C,
(ii) |aj | ≥ max{(λj−i/C) · |ai|,
(
1 + (λ− 1)/C
)
· |ai|} for all 1 ≤ i < j ≤ n, and
(iii) µi < C for all 1 ≤ i ≤ n.
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Theorem 18. Suppose L is a root-like map. There is a constant θ > 0 depending
only on λ and C such that the image of the upper-half plane under L is contained in
the sector
Secθ = {z ∈ C | 0 ≤ arg(z) ≤ π − θ}.
Before we prove this theorem, we introduce some basic results in hyperbolic ge-
ometry. Let CI = (C \ R1) ∪ I˚ be a plane domain. Then q(z) = −z2/(1 − z2) is
a diffeomorphism from the upper-half plane UH onto CI. Consider UH to be a
hyperbolic plane with Poincare´ metric dH,UHs = |dz|/y for z = x + yi. This metric
induces a hyperbolic metric dH,CIs = q∗(|dz|/y) on CI . The plane domain CI under
this metric is a hyperbolic Riemann surface. Let d = dH,CI be the induced hyperbolic
distance. We note that q maps the positive imaginary line in UH onto the interval
I and maps the real line, which is the boundary of UH, onto the set R1 \ I˚.
Lemma 6. A hyperbolic neighborhood Φ(r) = {z ∈ CI | d(z, I) < r} is the union of
two Euclidean disks D+ and D−, symmetric to each other with respect to I, centered
at c+ and at c− = −c+, with the same radius R+ = R−. Moreover,
R+ =
1
2 sin β
and c+ =
1
2
+
cotβ
2
i
where
β = 4 cot−1(er)
is the angle at 0 between ∂D+ and the negative real line (and the angle at 1 between
∂D+ and the ray [1,∞)).
Proof. Consider the pre-image Φ′ = q−1(Φ(r)). It is a hyperbolic neighborhood
in UH and consists of all points in UH whose hyperbolic distances to the half-line
l+ = {z = yi | y > 0} are less than r. The boundary ∂Φ′ consists of two rays starting
from 0. Thus Φ′ is a sector, symmetric with respect to the half-line l+. Suppose β/2
is the outer angle of this sector (with respect to the real line). Since a geodesic in
UH is a semi-circle or half-line perpendicular to the real line, it is easy to check that
log
(
cot
β
4
)
= r.
Therefore, Φ(r) is the union of two disks D+ and D− symmetric with respect to I.
The angle between ∂D+ (or ∂D−) and the negative real line is β. Moreover, every
point z in ∂D+ (or ∂D−) views I under the same angle β, that is, every triangle
△(0z1) has the angle β at z. Now consider the point u such that the segment 1u is a
diameter of D+. The triangle △(u01) is a right triangle. We can calculate the length
2R+ of the segment 1u and length |u| of the segment 0u as follows:
2R+ =
1
sin β
, |u| = cot β.
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Therefore,
R+ =
1
2 sinβ
and c+ =
1
2
+
cot β
2
i.
Lemma 7. Let z be a point in CI and let Φ(r) = D
+∪D− be the smallest hyperbolic
neighborhood containing z. The Euclidean radius R+ of D+ (and D−) is
|z − 1|
2 sin(arg(z))
.
Proof. Let u be the point in ∂D+ such that the segment 1u is a diameter of D+.
The angle of the triangle △(0z1) at z and the angle of the triangle △(0u1) at u are
both β (see the previous lemma). Now applying the law of sines,
sin(arg(z))
|1− z| = sin β =
1
|1− u| .
Therefore,
2R+ =
|z − 1|
sin(arg(z))
.
Suppose L is a root-like map. Then there is a constant angle σ and a constant
C0 > 0 depending only on C such that θi ≥ σ and νi ≤ C0 for all 0 ≤ i ≤ n.
For each 1 ≤ i ≤ n− 1, let Ai+1 = Qi+1 \∆i. Let A1 = Q1 \ {z| ∈ C, 0 ≤ arg(z) <
π − π/γ}. Suppose Φ(ri) = D+i ∪D−i is the smallest hyperbolic neighborhood in CI
containing Ai 6= ∅ and let D0i be the smallest disk centered at 1/2 containing Φ(ri).
Let R+i be the Euclidean radius of D
+
i and let Ri be the Euclidean radius of D
0
i .
Since z and 1 are in D2i , from Lemmas 6 and 7,
Ri ≤ 2 · R+i ≤
ki
sin θi
≤ 2 · (1 + |a
′
i|)
sin θi
≤ 2 · (1 + C) · |a
′
i|
sin σ
= C1 · |a′i|
where ki = min{1 + |a′i| + bi, 2(1 + |a′i|)} is the diameter of D2i and where C1 =
2 · (1 + C)/ sin σ is a positive constant depending only on C (see Fig. 4).
For every 1 ≤ i ≤ n, the definition interval of φi = Li ◦Gi is [a′i, a′′i ] = [a′i,∞)∩IGi .
According to (iii) of Definition 4, the right-endpoint a′′i satisfies
a′′i ≥
1 + |a′i|
C
+ 1 ≥ 1 + |a
′
i|
C
.
For every 1 ≤ i < j ≤ n,
|a′j| ≥
λj−i
CC20
|a′i|.
Therefore, if τ = min{1, 1/(C · C0)2}, we have
[a′j, a
′′
j ] ⊃ Ii,τ = [λj−iτa′i, λj−iτ |a′i|+ 1].
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In other words, φj = Lj ◦ Gj are schlicht functions on CIi,τ = (C \R1) ∪ Ii,τ for all
1 ≤ i < j ≤ n.
Qi
D
D
a R
D
R
0
i
+
i
+
i
+
i
i
i
i-1
i
i
x
a’i
A
z
0
2
(x)
Fig. 4
Lemma 8. There is a fixed integer n0 > 0 depending only on C and on λ such that
for any 0 ≤ i < n and any j ≥ i+ n0,
|a′j |+
1
2
> λj−i−n0Ri and a
′′
j −
1
2
> λj−i−n0Ri.
Proof. Take m0 as the biggest integer such that
m ≤ log(
C1
τ
)
log λ
.
From the above estimates, one can see that n0 = max{m0 + 1, 0} is the integer
satisfying the lemma.
Lemma 9. There is a constant C2 > 0 depending only on λ such that for any
0 ≤ i < n−n0, let Πi = Ln ◦Gn ◦ · · · ◦Lj ◦Gj ◦ · · · ◦Li+n0+1 ◦Gi+n0+1, the distortion
of Πi on Φ(ri) is bounded by C2, more precisely,
|Π′i(ξ)|
|Π′i(η)|
≤ C2
for all ξ and η in Φ(ri).
Proof. Consider the disk D5j centered at 1/2 with radius tj = min{|a′j |+1/2, a′′j −
1/2}. The composition φj = Lj ◦Gj is a schlicht function on D5j . Let rij = Ri/tj be
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the ratio of the radii of D0i and D
5
j . Then
rij ≤ λi+n0−j
for i+ n0 + 1 ≤ j ≤ n. From Koebe’s distortion theorem (see [BIE]),
|φ′j(ξ)|
|φ′j(η)|
≤
(
1 + rij
1− rij
)4
≤
(
1 + λ−k
1− λ−k
)4
for 0 < k = j − i − n0 ≤ n− i− n0 and for all ξ and η in D0i . Since φj is a schlicht
function on CI, it contracts the hyperbolic distance d on CI. Thus
φj(Φ(ri)) ⊂ Φ(ri) ⊂ D0i .
Therefore, by the chain rule,
|Π′i(ξ)|
|Π′i(η)|
=
n∏
j=n0+1
|φ′j(ξ)|
|φ′j(η)|
≤ C2 =
( ∞∏
k=1
1 + λ−k
1− λ−k
)4
for all ξ and η in Φ(ri).
Lemma 10. There is a constant C3 > 0 depending only on C such that for 0 ≤ i ≤ n,
for i ≤ j ≤ i+ n0, for φj = Lj ◦Gj, and for all ξ and η in D+i (or D−i ),
|φ′j(ξ)|
|φ′j(η)|
≤ C3.
Proof. Suppose x is a real number. Let α = α(x) = min{|x− z| | z ∈ D+i ∩UH}.
Suppose that c = c+i and that R = R
+
i are the center and the radius of D
+
i . Suppose
h = h+i is the length of the segment c
1
2
(the straight line connecting c and 1/2). Since
the two triangles △(x1
2
c) and △(01
2
c) are both right triangles, then
(α +R)2 = (
1
2
− x)2 + h2
and
R2 = (
1
2
)2 + h2.
Therefore,
α +R
R
=
√
1 +
x2 − x
R2
.
This implies that there is a constant 0 < C4 < 1 depending only on C such that for
x = a′j or x = a
′′
j ,
R
α +R
≤ C4.
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Now consider the largest disk D6j centered at c such that φj is a schlicht function on
it. Then the radius of D6j is greater than or equal to min{R + α(a′j), R + α(a′′j )}.
From Koebe’s distortion theorem (see [BIE]),
|φ′j(ξ)|
|φ′j(η)|
≤ C3 =
(
1 + C4
1− C4
)4
for any ξ and η in D+i .
Combining Lemmas 9 and 10, we obtained the following estimate:
Lemma 11. There is a constant C5 > 0 depending on λ and on C such that for any
0 ≤ i < n, let Σi = Ln ◦Gn ◦ · · · ◦ Lj ◦Gj ◦ · · · ◦ Li ◦Gi, the distortion of Σi on D+i
(or D−i ) is bounded by C5, more precisely,
|Σ′i(ξ)|
|Σ′i(η)|
≤ C5
for all ξ and η in D+i (or D
−
i ).
Proof. Since each φj is a schlicht function on CI, it contracts the hyperbolic
distance d on CI . So
φj(D
+
i ) ⊂ D+i
for all i ≤ j ≤ n. If n− i ≤ n0, then from Lemma 10 and the chain rule,
|Σ′i(ξ)|
|Σ′i(η)|
≤ Cn03
for all ξ and η in D+i .
Now we consider n− i > n0 and write Σi = Πi ◦Θi where Θi = Li+n0 ◦Gi+n0 ◦ · · · ◦
Li ◦Gi and where Πi = Ln ◦Gn ◦ · · · ◦ Li+n0+1 ◦Gi+n0+1. From Lemma 10,
|Θ′i(ξ)|
|Θ′i(η)|
≤ Cn03
for all ξ and η in D+i , and from Lemma 9,
|Π′i(ξ)|
|Π′i(η)|
≤ C2
for all ξ and η in D+i . Again, because Θi is a schlicht function on CI and contracts
the hyperbolic distance d on CI, we have Θi(D
+
i ) ⊂ D+i . Therefore, from the chain
rule,
|Σ′i(ξ)|
|Σ′i(η)|
≤ C5 = C2 · Cn03
for all ξ and η in D+i .
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Lemma 12. Suppose G is in E0 and D is a closed simply connected convex domain
with I ⊂ D ⊂ CG. Then for all z = x+ yi with y > 0 in D
sin
(
arg(G(z))
)
≥ sin(arg(z))
N0
where N0 = supξ,η∈D |G′(ξ)/G′(η)| measures the distortion of G on D.
Proof. Since G maps UH into itself, it contracts the hyperbolic metric dz/y on
UH. Suppose z = x + yi with y > 0 and G(z) = X + Y i. Then |G′(z)|y ≤ Y .
Therefore,
sin(arg(z)) =
y
|z| ≤
Y
|z| · |G′(z)| = sin
(
arg(G(z))
)
· |G(z)||z| · |G′(z)| .
So
sin(arg(z))
N0
≤ sin
(
arg(G(z))
)
for all z = x+ yi with y > 0 in D.
Now we complete the proof of Theorem 18 as follows.
Proof of Theorem 18. For any z0 in UH, let zi+1 = Li(Gi(zi)) for 0 ≤ i ≤ n.
Since 0 ≤ arg(z1) ≤ π/γ, the smallest positive integer i such that zi lies in ∆i
must be either bigger than zero or not exist. If such a positive integer does not
exist, then 0 ≤ arg(zn+1) ≤ π − θn ≤ π − σ. Now let us suppose that this smallest
number exists and is i0 + 1. Then zi0 is in Ai0 6= ∅ which is a subset of D+i0. Since
0 < arg(zi0) ≤ π−θi, Lemmas 11 and 12 assure us there is a constant angle 0 < θ ≤ σ
such that 0 < arg(zn+1) ≤ π − θ.
7. Feigenbaum-Like Quadratic-Like Maps
In this section, we discuss Feigenbaum-like quadratic-like maps and prove the result
of Sullivan which says that a Feigenbaum-like quadratic-like map has the a priori
complex bounds and is unbranched.
Let us first recall some facts about infinitely renormalizable folding mappings. Let
(U, V, f) be a real quadratic-like map, that is, f(U ∩ R1) ⊆ V ∩ R1. Conjugating
by a linear fraction transformation, we may assume that f(−1) = f(1) = −1 and
that f |[−1, 1] is a folding map of [−1, 1] with a unique quadratic critical point 0. For
example, Pt(z) = t−(1+ t)z2 for 0 ≤ t ≤ 1 is a real quadratic-like map whenever it is
restricted to any domain bounded by an equipotential curve. Furthermore, suppose
(U, V, f) is infinitely renormalizable. Then the filled-in Julia set Kf is connected. Let
β0 = −1 and let α0 be the fixed point of f in (−1, 1). Then β0 is the non-separate
fixed point, α0 is the separate fixed point, and Kf ∩ R1 = [−1, 1]. The mapping
f0 = f |[−1, 1] is an infinitely (n1, n2, . . . , nk, . . . )-renormalizable folding mapping
where {nk}∞k=1 is the maximum sequence of integers such that f0 is renormalizable
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about mk for mk =
∏k
i=1 ni. Let Ik = [−ak, ak] be the maximal interval containing 0
(set m0 = 0 and I0 = [−1, 1]) such that
(a) f ◦mk0 is monotone when restricted to [−ak, 0] and to [0, ak],
(b) f ◦mk0 (Ik) ⊂ Ik,
(c) Ik, f0(Ik), . . . , f
◦(mk−1)
0 (Ik) have pairwise disjoint interiors, and
(d) f ◦mk0 has exactly two fixed points βk and αk in Ik where ak = |βk|.
There is a domain Uk ⊇ Ik such that (Uk, Vk, f ◦mk) is a quadratic-like map with
connected filled-in Julia set Kk, where Kk is the k
th-renormalization of K1. Then βk
is the non-separate fixed point and αk is the separate fixed point of this quadratic-like
map and then Kk ∩R1 = Ik. An infinitely renormalizable real quadratic-like map is
called Feigenbaum-like if nk = 2 for all k.
Suppose that c(i) = f ◦i(0) is the ith critical value of f and that Jk(i) is the interval
bounded by c(i) and c(mk + i) for k ≥ 0 and 0 ≤ i < mk. We note that Jk(0) =
Jk(mk). Then f0 : Jk(0)→ Jk(1) is folding for all k ≥ 0 and f0 : Jk(i)→ Jk(i+ 1) is
a homeomorphism for every k ≥ 1 and 1 ≤ i < mk. Let ζk = {Jk(i)}0≤i<mk for k ≥ 0.
Let Ik(i) = f
◦i
0 (Ik), 0 ≤ i < mk, and let ξk = {Ik(i)}0≤i<mk . Note that Jk(i) ⊆ Ik(i).
We use LIk(i) and RIk(i) to denote the intervals in ξk adjacent to Ik(i) and on the
left and right sides of Ik(i), respectively (there is only LIk(1) or RIk(2) in ξk). Let
LI+k (i) be the smallest interval containing LIk(i) and the left end-point of Ik(i) and
let RI+k (i) be the smallest interval containing RIk(i) and the right end-point of Ik(i),
for i = 0 or 3 ≤ i < mk. Let LI+k (2) = [−1, c(2)] and RI+k (1) = [c(1), 1]. Similarly, we
can define LJk(i) and RJk(i) and LJ
+
k (i) and RJ
+
k (i) for 0 ≤ i < mk. The following
theorem is due to Sullivan.
Theorem 19 [SU2]. There is a constant C > 0 such that
min{|LI+k (i)|, |RI+k (i)|} ≥ C · |Ik(i)|,
and such that
min{|LJ+k (i)|, |RJ+k (i)|} ≥ C · |Jk(i)|.
for all k ≥ 0 and 0 ≤ i < mk.
Consider the slit domain V0 = V \[c(1),∞). The map f |V0 has two inverse branches
(see Fig. 5)
g0 : V0 → U0,0 = U ∩ {z = x+ yi ∈ C | x < 0}
and
g1 : V0 → U0,1 = U ∩ {z = x+ yi ∈ C | x > 0}.
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Fig. 5
For each k ≥ 1, let gs(i) : Jk(i+ 1) → Jk(i) for 1 ≤ i < mk where s(i) = 0 if Jk(i) is
contained in the negative half of the real line, and otherwise s(1) = 1. Then
Ak = gs(1) ◦ gs(2) ◦ · · · ◦ gs(mk−1) : Jk(mk) = Jk(0)→ Jk(1)
is a homeomorphism and can be extended homeomorphically to the maximum closed
interval
Tk(mk) ⊇ LJ+k (mk) ∪ Jk(mk) ∪RJ+k (mk).
Furthermore, Ak can be extended analytically to Vk = (V \ R1) ∪ T˚k(mk). Let us
continue to use Ak to denote this extension. Let U ′k = Ak(Vk), and let Uk = f−1(U ′k)
be the pre-image of U ′k under f . Since f has no attractive and no parabolic periodic
point, then g0
(
Ak(Tk(mk))
)
and g1
(
Ak(Tk(mk))
)
are contained strictly in Tk(mk).
Thus, Uk ⊂ Vk and
f ◦mk : Uk → Vk
is a quadratic-like map (see Fig. 6).
mk
J ( )0k
k 0T ( )
Uk
Tk k( )m
Vk
f
Fig. 6
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Let Tk(i) = gs(i)(Tk(i+ 1)) for i = mk − 1, mk − 2, . . . , 1. Let Tk(0) = f−10 (Tk(1)).
Then
Jk(0) = Jk(mk) ⊆ Ik ⊆ Tk(0) ⊂ Tk(mk).
The interval Tk(mk) is bounded by two critical values c(q(k)) and c(r(k)) of f ; one
of them is a maximum value and the other is a minimum value of f ◦mk . Suppose
Tk(1) = [d1, e1] where d1 < c(1) < e1. Let di = f
◦i(d1) and let ei = f ◦i(e1) for
1 ≤ i ≤ mk. Note that dmk and emk are c(r(k)) and c(q(k)). We normalize Tk(i) into
the unit interval [0, 1]: let li : Tk(i) → [0, 1] be the linear map such that li(di) = 0
and li(ei) = 1 and let
g˜s(i) = li ◦ gs(i) ◦ l−1i+1
for i = mk − 1, . . . , 2, 1. The map g˜s(i) fixes 0 and 1 and is a univalent function
defined on
C[0,1],V =
((
C \R1
)
∪ (0, 1)
)
∩V.
The restriction g˜s(i)|[0, 1] is a homeomorphism of [0, 1]. Let
Lk = g˜s(1) ◦ g˜s(2) ◦ · · · ◦ g˜s(mk−1)
for k ≥ 1.
Lemma 13. Suppose (U, V, f) is a Feigenbaum-like quadratic-like map. Then
{Lk}∞k=3
are uniform root-like maps.
Proof. Since f is a Feigenbaum-like map, we have mk = 2
k and Tk(mk) = Jk−2(0)
for 3 ≤ k < ∞. For any k ≥ 3, consider the homeomorphism f ◦(2k−1−1) : Jk(2k−1 +
1)→ Jk(2k) = Jk(0). Its inverse gs(2k−1+1) ◦ · · · ◦ gs(2k−1) : Jk(2k)→ Jk(2k−1 + 1) can
be extended to Tk−1(2k−1), that is, we can consider
gs(2k−1+1) ◦ · · · ◦ gs(2k−1) : Tk−1(2k−1)→ Tk−1(1).
Let
G0 = g˜s(2k−1+1) ◦ · · · ◦ g˜s(2k−1)
and let
La0 = g˜s(2k−1).
Then G0 is a univalent map (or holomorphic embedding) of C[0,1],V such that G0(0) =
0 and G0(1) = 1 and such that G0|[−1, 1] is a homeomorphism of [0, 1]. The map La0
is a square root at 0 (see Fig. 7).
Consider the homeomorphism f ◦(2
k−2−1) : Jk(2k−2 + 1) → Jk(2k−1). Its inverse
gs(2k−2+1) ◦ · · · ◦ gs(2k−1−1) : Jk(2k−1) → Jk(2k−2 + 1) can be extended to Tk−2(2k−2),
that is, we can consider
G′1 = gs(2k−2+1) ◦ · · · ◦ gs(2k−1−1) : Tk−2(2k−2)→ Tk−2(1).
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Let
G1 = g˜s(2k−2+1) ◦ · · · ◦ g˜s(2k−1−1)
and let
La1 = g˜s(2k−2).
The map G1 is a univalent map of C[0,1],V and G1|[−1, 1] is a homeomorphism of
[0, 1]. The map La1 is a square root at a1. The pre-image of c(1) under G
′
1 is c(2
k−2).
One of the end-points of Tk(2
k−1) is 0; the other one is between Jk−1(0) and one of
LJk−1(0) or RJk−1(0). From Theorem 19, two components of Tk−2(2k−2) \ Tk(2k−1)
have lengths greater than a constant C (obtained from Theorem 19) times the length
of Tk(2
k−1). Thus (La1 , G1) is a compatible pair and satisfies (i) and (iii) of Definition
4 (see Fig. 7).
Next we consider the homeomorphism f ◦(2
k−3−1) : Jk(2k−3 + 1) → Jk(2k−2). Its
inverse gs(2k−3+1) ◦ · · · ◦ gs(2k−2−1) : Jk(2k−2) → Jk(2k−3 + 1) can be extended to
Tk−3(2k−3); that is, we can consider
G′2 = gs(2k−3+1) ◦ · · · ◦ gs(2k−2−1) : Tk−3(2k−3)→ Tk−3(1).
Let
G2 = g˜s(2k−3+1) ◦ · · · ◦ g˜s(2k−2−1)
and let
La2 = g˜s(2k−3).
The map G2 is a univalent map ofC[0,1],V and G2|[−1, 1] is a homeomorphism of [0, 1].
The map La2 is a square root at a2. The preimage of c(1) under G
′
2 is c(2
k−3). The
interval Tk(2
k−2) is contained in Tk−1(2k−1). From Theorem 19, two components of
Tk−3(2k−3)\Tk(2k−2) have lengths greater than a constant C (obtained from Theorem
19) times the length of Tk(2
k−2). Thus (La2 , G2) is a compatible pair and satisfies
(iii) of Definition 4 (see Fig. 7).
In general, for 3 < i ≤ k − 1, consider the homeomorphism f ◦(2k−i−1) : Jk(2k−i +
1) → Jk(2k−i+1). Its inverse gs(2k−i+1) ◦ · · · ◦ gs(2k−i+1−1) : Jk(2k−i+1) → Jk(2k−i + 1)
can be extended to Tk−i(2k−i); that is, we can consider
G′i+1 = gs(2k−i+1) ◦ · · · ◦ gs(2k−i+1−1) : Tk−i(2k−i)→ Tk−i(1).
Let
Gi+1 = g˜s(2k−i+1) ◦ · · · ◦ g˜s(2k−i+1−1)
and let
Lai+1 = g˜s(2k−i).
The map Gi+1 is a univalent map of C[0,1],V and Gi+1|[0, 1] is a homeomorphism. The
map Lai+1 is a square root at ai+1. The preimage of c(1) under G
′
i+1 is c(2
k−i). The
interval Tk(2
k−i+1) is contained in Tk−i+2(2k−i+2). From Theorem 19, two components
Tk−i(2k−i) \ Tk(2k−i+1) have lengths greater than a constant C times the length of
Tk(2
k−i+1). Thus (Lai+1 , Gi+1) is a compatible pair and satisfies (iii) of Definition 4.
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One of the endpoints of Tk(2
k−i+1) is to the left of c(2k−i+1); the other is in the
interval in ζk which is adjacent to Jk(2
k−i + 1). The branch point of gs(2k−i) is always
c(1). From Theorem 19, we have a constant λ > 1 such that {ai}ki=1 satisfies (ii) of
Definition 4 for C = 1.
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For all k ≥ 3, we therefore decompose
Lk = Lak ◦Gk ◦ Lak−1 ◦Gk−1 ◦ · · · ◦ La1 ◦G1 ◦ La0 ◦G0.
From the construction above, Lk, 3 ≤ k <∞, is uniform root-like map.
Let (U, V, f) be a Feigenbaum-like quadratic-like map. Let mk = 2
k. Consider the
renormalizations
f ◦mk : Uk → Vk
for 1 ≤ k < ∞ where Vk = (V \R1) ∪ T˚k(mk). Let Uk ∩R1 = [−ok, ok]. Let wk,θ
be the the ray starting at ok with slop tan θ for 0 < θ < π/2. Let 0 ∈ Rk,θ be the
domain bounded by wk,θ, −wk,θ, wk,θ, and −wk,θ.
Lemma 14. Suppose (U, V, f) is a Feigenbaum-like quadratic-like map. Then there
is a constant angle θ0 > 0 such that
Uk ⊆ Rk,θ0
for all k ≥ 0 (see Fig. 8).
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Proof. Consider f ◦(mk−1) : Jk(1)→ Jk(0). Its inverse has the maximum extension
Ak = gs(1) ◦ gs(2) ◦ · · · ◦ gs(mk−1) : Vk = (V \R1) ∪ T˚k(mk)→ U′k.
Remember that
Lk = l1 ◦ Ak ◦ l−1mk
where lmk and l1 are the linear maps normalizing Tmk and Tk(1), respectively, to [0, 1].
Let
w′k,θ = {z ∈ C | arg(z− d1) = θ,ℑ(z) > 0}
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be the ray starting at d1 with angle 0 ≤ θ ≤ π where U ′k ∩ R1 = Tk(1) = [d1, e1]
with d1 < c(1) < e1. Let R
′
k,θ be the sector containing c(1) bounded by w
′
k,θ and
w′k,θ. Applying Theorem 18, there is a constant angle 0 < θ1 ≤ π such that U ′k is
contained in a sector domain R′k,θ1 (see Fig. 8). Since f : U → V is a quadratic-like
map, it is comparable with z 7→ z2 near 0. So there is a constant angle 0 < θ0 < π/2
depending on θ1 such that Uk = f
−1(U ′k) is contained in Rk,θ0 (see Fig. 8).
Take I0 = (−1, 1). Let CI0 = (C \ R1) ∪ I0. Let d = dH,CI0 be the hyperbolic
distance on CI0 . Let Ωr = {z ∈ CI0 | d(z, I0) < r} be a hyperbolic neighborhood.
From Lemma 6, Ωr is the union of two disks D
+
β and D
−
β centered at c
+
β = i cotβ and
c−β = −i cot β with radii R+β = R−β = 1/ sin β where β is the angle between ∂D+β and
the line [1,∞) at 1 (see Fig. 9). Using the law of cosines for the triangle ∆(c0z), for
any z = reiφ in ∂D+β ,
r = cot β sinφ+
√
csc2 β − cot2 β cos2 φ.
Let q(z) =
√
z be the square root from C \ {x < 0} to the right half-plane RH.
Let Π+β = q(D
+
β ). For 0 < β < π/4, consider Ωr′ = D
+
2β ∪D−2β. Let z0 = reiτ 6= 1 be
the intersection point of ∂D+2β and Π
+
β . Then τ is the unique non-zero solution of the
equation
√
cotβ sin(2φ) +
√
csc2 β − cot2 β cos2(2φ)
= cot(2β) sinφ+
√
csc2(2β)− cot2(2β) cos2 φ.
Thus τ = τ(β) is a strictly increasing function and τ → 0 as β → 0. Let z0−1 = r˜eiθ.
Then θ = θ(τ) is a strictly increasing function and θ → 0 as τ → 0. Let θ = θ ◦ τ(β).
It is a strictly decreasing function and θ → 0 as β → 0. Let β = β(θ) be its inverse
function.
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For any 0 < θ0 < π/2, let 0 < β0 = β(θ0) < π/2 and let
Qθ0 = {z ∈ Πβ0 | θ0 ≤ arg(z − 1) ≤
π
2
}.
Then Qθ0 ⊆ D+2β0 . Let Qθ0 = {z | z ∈ Qθ0} and let Sθ0 = Qθ0∪(−Qθ0)∪Qθ0∪(−Qθ0).
For a number 0 < ν0 < 1, let
ν0 · Sθ0 = {w = ν0 · z | z ∈ Sθ0}.
Let Aθ0 = Ωr \ (ν0Sθ0). From the above calculation, we have
Lemma 15. There is a constant C = C(θ0, ν0) > 0 depending on θ0 and on ν0 such
that the modulus mod(Aθ0) of the annulus Aθ0 is greater than C.
Proof. Let a = diam(ν0Sθ0) be the diameter of ν0Sθ0 and let b = d(∂(ν0Sθ0), ∂Ωr)
be the distance between ∂(ν0Sθ0) and ∂Ωr . Then a/b is bounded from above by a
constant depending only on θ0 and on ν0. This implies the lemma (by using Gro¨tzsch
argument (refer to [AH1])).
Suppose 0 < C0 < 1 is a constant. If we use qa(z) =
√
z − a/√1− a for |a| < C0
to replace q(z) in the above calculation, then Lemma 15 has a generalized version.
Lemma 15′. There is a constant C = C(θ0, ν0, C0) > 0 depending on θ0, ν0, and C0
such that the modulus mod(Aθ0) of the annulus Aθ0 is greater than C.
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Theorem 20 [SU2]. A Feigenbaum-like quadratic-like map (U, V, f) has the a priori
complex bounds and is unbranched.
Proof. We use the same notation as in the previous lemmas. Suppose (U, V, f) is
a Feigenbaum-like quadratic-like map. Let mk = 2
k. Consider the renormalizations
f ◦mk : Uk → Vk
for 1 ≤ k <∞ where Vk = (V \R1)∪ T˚k(mk) and where Uk ∩R1 = [−ok, ok]. From
Lemma 14, there is a constant angle 0 < θ0 < π/2 such that
Uk ⊆ Rk,θ0
for k > 0. Let β0 = β(θ0).
Consider f ◦(mk−1) : Jk(1)→ Jk(0). Its inverse has the maximum extension
Ak = gs(1) ◦ gs(2) ◦ · · · ◦ gs(mk−1) : Vk → U ′k
where U ′k ∩ R1 = Tk(1) = [d1, e1] with d1 < c(1) < e1. From Theorem 19 (and
the bounded geometry property of the attractive Cantor set), there is a constant
C0 > 0 such that C
−1
0 ≤ |c(1) − d1|/|e1 − c(1)| < C0 for all k > 0. We normalize
T˚k(mk) = (dmk , emk) to (−1, 1) by the linear map s1 such that s1(dmk) = 1 and
s1(emk) = −1. We normalize (0, ok) to (0, 1) by the linear map s2 such that s2(0) = 0
and s2(ok) = 1. We normalize T˚k(1) = (d1, e1) to (−1, 1) by the linear map s3 such
that s3(e1) = −1 and s3(d1) = 1. Let a = s3(c(1)). Then there is a constant we still
denote it as 0 < C0 < 1 such that |a| < C0 for all k > 0. There is an integer n0 > 0
such that for any k > n0, Ωr = D
+
β0
∪D−β0 is contained in s1(V ). Let Bk = s3◦Ak◦s−11
and let qa(z) = s2 ◦ gsmk ◦ s−13 . Then qa is comparable with
√
z − a/√1− a. Since
Bk contracts the hyperbolic distance dH,CI0 , then Bk(Ωr) ⊆ Ωr. From Lemma 14,
X ′k = qa(Bk(Ωr)) ⊆ Sθ0 = Qθ0 ∪ (−Qθ0) ∪ Qθ0 ∪ (−Qθ0).
Let X ′′k = s1 ◦ s−13 (X ′k). Then X ′′k ⊆ ν0Sθ0 for all k > 0 where ν0 > 0 is a constant
obtained from Lemma 4.2. Let Y ′′k = Ωr. Then from Lemma 15
′,
mod(Y ′′k \X ′′k ) > C
for all k > n0 where C > 0 is a constant.
Now let Xk = s
−1
1 (X
′′
k ) and let Yk = s
−1
1 (Y
′′
k ). Then
f ◦mk : Xk → Yk
is quadratic-like map and mod(Yk \Xk) > C for all k > n0. This means that (U, V, f)
has the a priori complex bounds.
Let Wk = Yk \ (LJk(0)∪RJk(0)). Applying Theorem 19 and the above argument,
there is a constant C ′ > 0 such that mod(Wk \Kk) > C ′ for all k > n0 where Kk is
the filled-in Julia set of f ◦mk : Xk → Yk. But Wk ∩ CO = {c(jmk)}∞j=0. So (U, V, f)
is unbranched. This completes the proof.
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Theorem 20 and Theorem 16 now give us that
Corollary 1. The filled-in Julia set Kf of a Feigenbaum-like quadratic-like map
(U, V, f) is locally connected.
Sullivan [SU2] (see also [MEV]) also proved that any real infinitely renormalizable
quadratic-like map f : U → V of bounded type has the a priori complex bounds.
Thus it is unbranched and its filled-in Julia set is locally connected from Theorem
16.
8. The Local Connectivity of Certain Infinitely Renormalizable
Quadratic Julia Sets
We prove in this section the following result.
Theorem 21. There is a subset Υ˜ in M such that (1) Υ˜ is dense in the boundary
∂M of the Mandelbrot set M, (2) for every c in Υ˜, Pc is unbranched, infinitely
renormalizable and has the a priori complex bounds.
From Theorem 16, we have
Corollary 2. The filled-in Julia set Kc of Pc is locally connected for every c in Υ˜.
Proof of Theorem 21. Suppose c0 is a Misiurewicz point inM. Then there is an
integer m > 1 such that p = P ◦mc0 (0) is a repelling periodic point of period k ≥ 1. Let
α be the separate fixed point of Pc0. Without loss of generality, we assume that Pc0 is
non-renormalizable. (If Pc0 is renormalizable, it must be finitely renormalizable. We
would then take α as the separate fixed point of the last renormalization of Pc0 (see
§4)). Let Γ be the union of a cycle of external rays landing at α. Let γ be a fixed
equipotential curve of Pc0. Using Γ and γ, we construct the two-dimensional Yoccoz
puzzle as follows (see §3). Let C−1 be the domain bounded by γ. The set Γ cuts C−1
into a finite number of closed domains. Let η0 denote the set of these domains. Let
ηn = P
−n
c0
(η0). Let Cn be the member of ηn containing 0.
Let
p ∈ · · · ⊆ Dn(p) ⊆ Dn−1(p) ⊆ · · · ⊆ D1(p) ⊆ D0(p)
be a p-end, where Dn(p) ∈ ηn. Let
c0 ∈ · · · ⊆ En(c0) ⊆ En−1(c0) ⊆ · · · ⊆ E1(c0) ⊆ E0(c0)
be a c0-end, where En(c0) ∈ ηn. We have P ◦(m−1)c0 (En+m−1(c0)) = Dn(p).
Since the diameter diam(Dn(p)) tends to zero as n→∞ and since p is a repelling
periodic point, we can find an integer l ≥ m such that |(P ◦kc0 )′(x)| ≥ λ > 1 for all
x ∈ Dl(p) and such that
P ◦(m−1)c0 : El+m−1(c0)→ Dl(p)
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is a homeomorphism. Let q > 0 be the smallest integer such that P ◦qc0 (Dl(p)) contains
0, i.e., it is Cr0 in ηr0 where r0 ≥ 0. Then
f = P ◦qc0 : Dl(p)→ Cr0
is a homeomorphism. Let r > r0 be an integer such that B0 = f
−1(Cr) ⊂ Dl(p) does
not contain p where Cr is the member of ηr containing 0. Then
P ◦qc0 : B0 → Cr
is a homeomorphism. The domain B0 is a member of ηr+q. Let Bn ⊆ Dl+nk be the
pre-image of B0 under P
◦nk
c0
|Dl+nk(p) for n ≥ 1. The domain Bn is a member of
ηr+q+nk and
P ◦(q+nk)c0 : Bn → Cr
is a homeomorphism.
From the structural stability theorem (see [PRZ,SHU]), the points α and p and
the sets Γ, Cr, Dn and Bn for n ≥ 1 are all preserved by a small perturbation c of c0
(refer to [JI4]). Therefore they can be constructed for Pc as long as c near c0. Let
U0 be a neighborhood about c0 such that the corresponding points α(c) and p(c) and
the corresponding sets Γ(c), Cr(c), Dn(c), and Bn(c) for n ≥ 1 are all preserved for
c ∈ U0. Moreover, as n goes to infinity, the diameter diam(Bn(c)) tends to zero and
the set Bn(c) approaches to p(c) uniformly on U0. Let
Wn = Wn(c0) = {c ∈ C | Pmc (0) ∈ Bn(c)}.
Then from the result in [JI4], Wn ⊆ U0 for n large enough.
For any c ∈ Wn, Let Rn(c) be the preimage of Bn(c) under the map P ◦(m−1)c0 :
El+m−1(c)→ Dl(p, c) and let Cr+q+nk+m(c) = P−1c (Rn(c)). The domain Cr+q+nk+m(c)
is the member containing 0 in ηr+q+m+nk and
Fn,c = P
◦(q+nk+m)
c : Xn(c) = C˚r+q+nk+m(c)→ Yn(c) = C˚r(c)
is a quadratic-like map. Let An(c) = C˚r(c) \ Cr+q+nk+m(c). Since the diameter
diam(Cr+q+nk+m)(c)) tends to zero as n goes to infinity uniformly in U0, there is an
integer N0 > 0 such that
mod(An(c)) ≥ 1
for all n ≥ N0 and c ∈ Wn. Since
{Fn,c : Xn → Yn | c ∈ Wn}
is a full family of quadratic-like maps, Wn contains a copy Mn = Mn(c0) of the
Mandelbrot set M (see [DH3]). For any c ∈Mn, Pc is once renormalizable and
CO(c) ∩ Cr+q+nk+m(c) = {c(j(q + nk +m))}∞j=0
where CO(c) = {c(i) = P ◦ic (0)}∞i=0. Let
Υ˜1(c0) = ∪∞n=N0Mn.
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We use the induction to complete the construction of the subset Υ˜(c0) around c0.
Suppose we have constructed Ww where w = i0i1 . . . ik−1 and i0 ≥ N0, i1 ≥ Ni1 , . . . ,
ik−1 ≥ Ni0i1...ik−2 . There is a parameter cw ∈Mw such that
Fw = Fw,cw : Xw = Xw(cw)→ Yw = Yw(cw)
is hybrid equivalent (see §1) to P (z) = z2 − 2. For Fw, let βw and αw be its non-
separate and separate fixed points. Let β˜w be another preimage of βw under Fw. Let
Γw be the external rays of Pcw landing at αw. Let Yw0 be the domain containing 0
and bounded by ∂Xw and F
−1
w (Γw). Let β˜w ∈ Ew0 and βw ∈ Ew1 be the components
of the closure of Xw \ Yw0. Let Gw0 and Gw1 be the inverses of Fw|Ew0 and Fw|Ew1.
Let
Dwn = G
◦n
w1(Dw0)
and
Bwn = Gw0(Dw(n−1))
for n ≥ 1. From the structural stability theorem (see [PRZ,SHU]), the points βw
and αw and the sets Γw are all preserved by a small perturbation c of cw. Therefore
we can find a small neighborhood Uw about cw such that the corresponding domains
Dwn(c) and Bwn(c) can be constructed for Pc, c ∈ Uw (refer to [JI4]). Let
Wwn = {c ∈ C | Fw,c(0) ∈ Bwn(c)}.
The diameter diam(Bwn(c))→ 0 as n→∞ uniformly on Uw. From the result in [JI4],
Wwn ⊆ Uw for n large.
For each c in Wwn, n ≥ Nw, let Xwn(c) = F−1w,c(B˚wn(c)) and Ywn(c) = Y˚w0(c). Then
Fwn,c = F
◦(n+1)
w,c : Xwn(c)→ Ywn(c)
is a quadratic-like map. Let
Awn(c) = Xwn(c) \ Y wn(c).
Since the diameter diam(Ywn(c)) tends to zero as n goes to infinity uniformly in Uw.
There is an integer Nw > 0 such that
mod(Awn(c)) ≥ 1
for all n ≥ Nw and c ∈ Wwn. Since
{Fwn,c : Xwn → Ywn | c ∈ Wwn}
is a full family of quadratic-like maps, Wwn contains a copy Mwn =Mwn(c0) of the
Mandelbrot set M (see [DH3]). For any c ∈ Mwn, Pc is k-times renormalizable and
Awn(c) contains no critical values of Pc. Let
Υ˜k(c0) = ∪w ∪∞n=Nw Mwn
where w runs over all sequences of integers of length k in the induction.
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We have thus constructed a subset Υ˜(c0) = ∩∞k=1Υ˜k(c0) such that every c ∈ Υ˜(c0)
is infinitely renormalizable and such that c0 is a limit point of Υ˜(c0). From the above
construction, for every c ∈ Υ˜(c0), Pc is unbranced and has the a priori complex
bounds.
Let Υ˜ = ∪c0Υ˜(c0) where c0 runs over all Misiurewicz points in M. Then for
every c ∈ Υ˜, Pc is unbranched infinitely renormalizable and has the a priori complex
bounds. Since the set of Misiurewicz points is dense in ∂M (see [CAG]), the set Υ˜
is dense in ∂M. It completes the proof of the theorem.
Remark 3. Douady (see [MI2]) constructed an example of an infinitely renormal-
izable quadratic polynomial whose filled-in Julia set is not locally connected.
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