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MIXING TIME BOUNDS VIA BOTTLENECK SEQUENCES
LOUIGI ADDARIO-BERRY AND MATTHEW I. ROBERTS
Abstract. We provide new upper bounds for mixing times of general finite
Markov chains. We use these bounds to show that the total variation mix-
ing time is robust under rough isometry for bounded degree graphs that are
roughly isometric to trees.
1. Introduction
The mixing time is one of the most fundamental and well-studied quantities asso-
ciated to a Markov chain. It is natural to ask how robust the mixing time is: how
much can we change the mixing time by making small changes to the chain?
It has recently been shown, by Ding and Peres [6] and by Hermon [10] respectively,
that neither total variation mixing times nor uniform mixing times are geometrically
robust: in general, bounded perturbations of edge conductances can change both
by arbitrarily large factors. For the moment, there is no general recipe which
determines whether or not a given collection of graphs is robust in this sense.
One of the aims of this paper is to show that for a large class of chains—roughly
speaking, any chain whose underlying graph is globally tree-like—the total variation
mixing time is geometrically robust.
In order to do this we introduce new upper bounds on the mixing time that may
be useful in their own right. It is well-known that the mixing time is related to
bottlenecks in the graph, and our main idea is that the key quantity is the number
and strength of bottlenecks that can be lined up in a row. We define a bottleneck
sequence to quantify this concept and use it heavily throughout the article.
The main results of this paper are Theorem 1.1, which is a statement about robust-
ness of mixing times; Theorem 1.2, which gives an upper bound on mixing times
using bottleneck sequences; and Theorem 1.3, which provides a stronger but more
complicated upper bound on mixing times involving a game between two players.
1.1. Notation. Let X = (Xn, n ≥ 0) be an irreducible Markov chain on a finite
state space V , and for u, v ∈ V let puv = Pu(X1 = v), where Pu signifies that
the chain starts from u. Let E be the set of pairs {u, v} with u 6= v such either
puv > 0 or pvu > 0, and let G = (V,E). Occasionally we will write GX to signify
that the graph G corresponds to the Markov chain X . To avoid periodicity issues,
we assume throughout that X is lazy, i.e. that pvv = 1/2 for all v ∈ V . Write
pi = (pi(v), v ∈ V ) for the stationary distribution of X .
We say thatX is ε-uniform if εpi(x)pxy ≤ pi(u)puv ≤ pi(x)pxy/ε for all {u, v}, {x, y} ∈
E. In particular any irreducible ε-uniform chain has puv > 0 if and only if pvu > 0.
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IfX is reversible, i.e. pi(x)pxy = pi(y)pyx for all xy ∈ E, then we write cxy = pi(x)pxy
for the conductance of the edge xy.
A fundamental property of X is the total variation mixing time,
tmix(X) = min{n ≥ 0 : sup
v
‖Pv(Xn ∈ ·)− pi‖ ≤ 1/4},
where ‖µ−ν‖ = maxA⊂V |µ(A)−ν(A)| denotes the total variation distance between
probability measures µ and ν on V .
A stopping rule for our Markov chain is a stopping time that is allowed to use
extra randomness, as well as the history of the chain, to decide when to stop. For
v ∈ V , we say that τ is a stopping rule from v to pi if τ is a stopping rule and
Pv(Xτ = u) = pi(u) for each u ∈ V . We define two more quantities that measure
how long the chain takes to mix,
tstop(X) = max
v∈V
inf{Ev[τ ] : τ is a stopping rule from v to pi}
and
thit(δ,X) = max
v∈V,A⊂V :
pi(A)≥δ
Ev[H(A)]
where H(A) is the first hitting time of A, H(A) = min{n ≥ 0 : Xn ∈ A}.
Aldous [1, Theorem 6] showed that there exists a constant c1 such that for any lazy
Markov chain X , and any δ > 0,
(1.1) δthit(δ,X) ≤ c1tstop(X).
He also showed [1, Theorem 5] that for lazy reversible Markov chains,
(1.2) tmix(X) ≍ tstop(X).
Here the notation ≍ means that there exist constants 0 < c ≤ C < ∞ such that
ctmix(X) ≤ tstop(X) ≤ Ctmix(X). We will use these bounds in our proofs. (In fact
Aldous considered continuous time chains, but it is possible to adapt his proofs to
discrete time, using the lazy nature of the chain for his Lemma 38.)
Let dG be the graph distance on V . To clarify, recall that an edge u, v is in the
graph if either puv > 0 or pvu > 0, and dG(u, v) is the length of the shortest path
from u to v in the graph; so dG is symmetric, and for example if puv = 0 but
pvu > 0 then dG(u, v) = 1. Let ∆(G) be the maximum degree over all vertices
in G. For A ⊂ V and r ≥ 0 write BG(r, A) = {v ∈ V : dG(v,A) ≤ r} for the
closed ball of radius r about A. A correspondence between graphs G = (V,E) and
G′ = (V ′, E′) is a relation C ⊂ V × V ′ such that for all v ∈ V , there is v′ ∈ V ′
such that (v, v′) ∈ C; and for all v′ ∈ V ′, there is v ∈ V such that (v, v′) ∈ C. In
other words, the bipartite graph with vertices V ∪ V ′ and edges C has no isolated
vertices. The stretch of C is
str(C) = sup
{
dG′(v
′, w′) ∨ dG(v, w) + 1
dG′(v′, w′) ∧ dG(v, w) + 1 : (v, v
′) ∈ C, (w,w′) ∈ C
}
.
We say G and G′ are r-roughly isometric, and write G ≃r G′, if there is a corre-
spondence C between G and G′ with str(C) ≤ r. Our definition of rough isometry
differs slightly from that given in e.g. [3], but the reader may easily check that the
two are equivalent up to adjusting the value of r. We prefer the current definition
as it is obviously symmetric and will be easier to apply in our setting.
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1.2. Robustness of mixing.
Theorem 1.1. Fix a finite irreducible lazy Markov chain X on a graph G, and
another such chain, Y , on a tree T . Suppose that X and Y are both ε-uniform and
let ∆ = ∆(G) ∨∆(T ). If G ≃r T then
tstop(X) ≍∆,ε,r tstop(Y ).
If X and Y are reversible then
tmix(X) ≍∆,ε,r tmix(Y ).
The notation ≍∆,ε,r indicates that e.g. (tmix(X) ∨ tmix(Y ))/(tmix(X) ∧ tmix(Y )) is
bounded by a function of ∆, ε and r.
Example 1 in Section 2 shows that some dependence on ∆ and ε is indeed necessary;
obviously dependence on r is also necessary. Furthermore, the aforementioned
example of Ding and Peres [6], which we reproduce in Section 2 as Example 4,
shows that for fixed ∆ and ε the mixing time is not robust under r-rough isometry
for any r, so the condition that T must be a tree cannot be removed entirely.
1.3. Bottleneck sequences. Our strategy for proving Theorem 1.1 is to give a
geometric characterization of the mixing time for treelike graphs. In order to do
this we need some further definitions. For A,B ⊂ V define
Q(A,B) = Ppi(X0 ∈ A,X1 ∈ B) and Φ(A) = Q(A,A
c)
pi(A)pi(Ac)
.
These quantities capture how easy or difficult it is for X to move between different
subsets of the state space. If A = {a} is a singleton we write Q(a,B) instead of
Q({a}, B), and likewise write Q(A, b) and Q(a, b). In the remainder of the paper,
we use this convention without comment when applying other set functions to
singletons.
Note that for any Markov chain and any A ⊂ V , Q(V,A) = Ppi(X1 ∈ A) = Ppi(X0 ∈
A) = Q(A, V ) and therefore
(1.3) Q(A,Ac) = Q(A, V )−Q(A,A) = Q(V,A)−Q(A,A) = Q(Ac, A).
For a set A ⊂ V of vertices, we write “A is connected” to mean that the induced
subgraphG[A] is connected. To clarify, connected means that for any u, v ∈ A there
is a path u0, . . . , ul from u to v within A such that for each i, either puiui+1 > 0 or
pui+1ui > 0.
We define ∂A = {u ∈ Ac : ∃v ∈ A with puv > 0}, and ∂iA = {v ∈ A : ∃u ∈
Ac with puv > 0}.
Given a Markov chainX and θ ∈ (0, 1], a θ-bottleneck sequence forX is an increasing
sequence S1 ⊂ S2 ⊂ . . . ⊂ Sl of subsets of V with S1 6= ∅ and Sl 6= V such that
• Sj and Scj are both connected for each j = 1, . . . , l;
• Q(Sj+1 \ Sj , Sj) ≥ θQ(Scj , Sj).
The second condition says that, in stationarity, when a random walk enters Sj
it is reasonably likely to have come from Sj+1 \ Sj . If θ = 1 then it states that
∂Sj ⊂ Sj+1. For any θ > 0 it implies that ∂Sj ∩ Sj+1 is non-empty.
Let Sθ = Sθ(X) be the set of θ-bottleneck sequences for X .
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Our proofs are inspired by the approach of Lovasz and Kannan [15], who proved
bounds on tmix(X) for reversible chains by considering bottlenecks at multiple
scales, and of Fountoulakis and Reed [7], who showed that connectivity could be
exploited to strengthen the Lovasz–Kannan bounds. The next result further im-
proves the bound in [7] by considering only nested sequences of bottlenecks, rather
than all possible bottlenecks at each scale. We emphasise that it does not require
the underlying graph to be tree-like.
Theorem 1.2. For any finite irreducible lazy Markov chain X, and any θ ∈ (0, 1),
tstop(X) .θ max
(S1,...,Sl)∈Sθ(X)
l∑
j=1
1
Φ(Sj)
.
If X is also reversible, then
tmix(X) .θ max
(S1,...,Sl)∈Sθ(X)
l∑
j=1
1
Φ(Sj)
.
The notation.θ means that e.g. tstop(X)/max(S1,...,Sl)∈Sθ(X)
∑l
j=1
1
Φ(Sj)
is bounded
from above by a function of θ only, uniformly in X .
In Section 1.5 we describe the relation between Theorem 1.2 and existing results.
In particular, we explain the Fountoulakis-Reed result, and how it follows from
Theorem 1.2.
In order to prove Theorem 1.1, we strengthen Theorem 1.2 by showing that we
need not maximize over all bottleneck sequences. We again bound tmix(X) by an
expression of the form
∑
1/Φ(Dj), for some sequence of bottlenecks (Dj). However,
the sequence is chosen according to a game, rather than simply taking the worst
possible sequence as in Theorem 1.2. Informally, this allows us to choose some
of the points near Dj and force Dj+1 to contain those points. This means that
it is possible to—roughly speaking—force our bottleneck sequence to move in a
particular direction.
1.4. The bottleneck sequence game. Fix a finite irreducible lazy Markov chain
X as above. We describe a game played between two players, which builds an
increasing sequence D1, . . . , Dl of subsets of V . One player, called Crawler, aims
to maximise
∑l
k=1 1/Φ(Dk), usually by making the sequence advance slowly; the
other player, Dasher, aims to minimize the same quantity by growing the sequence
quickly.
We prove that the rules of the game imply that whatever strategy Dasher adopts,
Crawler can make
∑l
k=1 1/Φ(Dk) larger than tstop(X), up to a constant factor.
This is formalized in Theorem 1.3. Knowing this, we can then bound tmix(G)
from above by choosing a specific strategy for Dasher, then proving upper bounds
on
∑l
k=1 1/Φ(Dk) when Dasher follows this strategy. This is how we will prove
Theorem 1.1.
Defining the game requires a few more definitions. For a set A ⊂ V , recall that
H(A) = min{n : Xn ∈ A} is the first hitting time of A by X , and write H+(A) =
min{n ≥ 1 : Xn ∈ A}.
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Definition. For u, v ∈ V and α ∈ (0, 1], we say that v is α-near to u if
pi(v)Pv(H(u) ≤ 1/α) ≥ αpi(u).
For A,B ⊂ V , we say that A is α-near to B if every vertex of A is α-near to some
vertex of B.
Note that if v ∈ A then clearly v is α-near to A for every α.
Definition. Fix sets A ⊂ B ⊂ V with A connected, and β ∈ (0, 1]. We say that B
is a β-adjustment of A if for any set S ⊂ Bc such that A ∪ S is connected, it holds
that
Q((B ∪ S)c, A ∪ S) ≥ βQ((B ∪ S)c, B ∪ S) .
Heuristically, if B is not much bigger than A, and removing B \ A from the graph
does not “create low-conductance sets containing A”, then B is an adjustment of
A.
If B is a β-adjustment of A, taking S = ∅ shows that Q(Bc, A) ≥ βQ(Bc, B). This
states that in stationarity, when the random walk enters B, it is reasonably likely to
enter A at the same moment. However, this condition is not sufficient to imply that
B is a β-adjustment. To see an example, consider simple random walk on the path
{1, . . . , n} for n ≥ 4. Let A = {2} and B = {2, 3}. Then Q(Bc, A) = Q(Bc, B)/2.
However, if we take S = {1}, then B separates A∪ S from the rest of the graph so
Q((B∪S)c, A∪S) = 0 < Q((B∪S)c, B∪S) and we see that B is not a β-adjustment
of A for any β ∈ (0, 1].
Fix a vertex s ∈ V , and α, β ∈ (0, 1] such that 1/α ∈ N, and γ ∈ (0, 1). We now
describe the rules of the (s, α, β, γ)-bottleneck sequence game for X . Recall that
the players are called Crawler and Dasher. A position of the game is a pair (C,D)
of subsets of V , or equivalently an element of 2V × 2V . We start from (∅, ∅). Play
alternates, starting with Crawler.
From position (C,D), a γ-valid move for Crawler is any position (C′, D) satisfying
(a) (Connectivity) C ⊂ C′, C′ \ C ⊂ Dc, and C′ is connected.
(b) (Isoperimetry) Q((D ∪ C′)c, C) ≤ γQ(Dc, C).
From position (C,D), an (s, α, β)-valid move for Dasher is any position (C,D′)
satisfying
(i) (Complement connectivity) D ∪ C ⊂ D′ and (D′)c is connected.
(ii) (Nearness) ∂iD′ is α-near to C.
(iii) (Adjustment) D′ is a β-adjustment of C.
(iv) (Endgame) If s ∈ D′, then s is α-near to C and D′ = V (G).
The game ends as soon as Dasher chooses D′ = V (G).
Say a sequence ((Ci, Di), 0 ≤ i ≤ l + 1) is (s, α, β, γ)-valid if (C0, D0) = (∅, ∅) and
• for each i ≤ l, (Ci+1, Di) is a γ-valid move for Crawler starting from
(Ci, Di),
• for each i ≤ l, (Ci+1, Di+1) is a (α, β, s)-valid move for Dasher starting
from (Ci+1, Di).
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We say the sequence is an (s, α, β, γ)-valid game if it is (s, α, β, γ)-valid and addi-
tionally Dl+1 = V .
Note that if ((Ci, Di), 0 ≤ i ≤ l+1) is a valid game then by isoperimetry, Ci+1 \Di
is non-empty for each i ≤ l. In particular, Dl 6= V .
In Lemma 6.1 we shall see that the rules are consistent, in that both players can
always make a valid move (given that the previous moves have been valid). We now
state the upper bound on the mixing time that arises from the bottleneck sequence
game, which we will prove in Section 6. Again we emphasise that this bound holds
for any graph, not just tree-like graphs.
Theorem 1.3. Fix a finite irreducible lazy Markov chain X, and any α, β ∈ (0, 1]
and γ ∈ (0, 1). There exist s ∈ V and γ-valid moves for Crawler such that, whatever
(s, α, β)-valid moves Dasher makes,
tstop(X) .
1
α3
+
1
α2βγ
l∑
k=1
1
Φ(Dk)
.
If X is also reversible, then
tmix(X) .
1
α3
+
1
α2βγ
l∑
k=1
1
Φ(Dk)
.
We now briefly explain how to see that Theorem 1.3 implies Theorem 1.2. Given
A,B,C ⊂ V , write A C←→ B if every path from A to B contains a vertex of C.
Note that if a ∈ C then a C←→ B for all B ⊂ V .
Definition. The s-hull of A is the set hs(A) = {t : s A←→ t} ⊃ A of vertices
disconnected from s when A is removed.
We shall see in Lemma 6.1 that in the course of the game, if the position is
(C,D) and it is Dasher’s move, then Dasher can always move to (C, hs(C ∪ D)).
If Dasher follows this strategy, then D1, D2, . . . , Dl is a (1 − γ)-bottleneck se-
quence. Therefore Theorem 1.3 implies that there exist valid moves C1, . . . , Cl
for Crawler such that, if Dasher always moves to Dk = hs(Ck ∪Dk−1), then
tmix(X) . 1 +
1
γ
l∑
k=1
1
Φ(Dk)
.
1
γ
max
(S1,...,Sl)∈Sγ(X)
l∑
j=1
1
Φ(Sj)
.
Theorem 1.3 is therefore, up to constants, at least as strong as Theorem 1.2. In
some cases it is stronger: Example 5 in Section 2 gives a graph where Theorem 1.2
yields an upper bound on the mixing time of order n4, whereas Theorem 1.3 gives
n3, which is the correct order.
In Section 7 we use Theorem 1.3 to prove Theorem 1.1.
1.5. Related work. Ding, Lee and Peres [5] showed that the expected cover time
of reversible chains is determined, up to constant factors, by a functional of the
graph geometry. Write τcov for the first time every vertex of V has been visited by
X . The cover time for X is defined as tcov(X) = maxv∈V Ev(τcov).
Fix any v0 ∈ V and let {ηv}v∈V be the Gaussian free field (GFF) on G with ηv0 =
0. This is the centered Gaussian process whose covariance matrix is determined
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by the identities E[(ηu − ηv)2] = Reff(u, v) for u, v ∈ V . Here, Reff(u, v) is the
effective resistance between u and v when G is viewed as an electrical network
with conductances (cuv, uv ∈ E) (recall that cuv = pi(u)puv). Ding, Lee and Peres
showed that
tcov(X) ≍ E
[
max
v∈V
ηv
]2
.
The maximum of the GFF is a geometric functional, so we may view the cover time
as “geometrically robust”.
Returning to mixing times, Oliveira [19] and independently Peres and Sousi [20]
showed that for reversible chains, not only does (1.1) hold, but in fact tmix(X) ≍δ
thit(δ,X) for any δ < 1/2. Peres and Sousi then used this equivalence to show
that if X and Y are two lazy reversible Markov chains on the same tree T with
conductances bounded above and below by some strictly positive constants, then
(1.4) tmix(X) ≍ tmix(Y ).
Our Theorem 1.2 yields another simple proof of (1.4): see Corollary 4.5. The
equivalence tmix(X) ≍δ thit(δ,X) in the more delicate case δ = 1/2 was later
established by Griffiths et al. [9].
Fountoulakis and Reed [7], building on work by Jerrum and Sinclair [12] and Lova´sz
and Kannan [15], showed that if X is reversible and we set
Φ(p) = min
A connected,
p/2≤pi(A)≤p
Φ(A) and m = max
v∈V
⌊log2 pi(v)−1⌋,
then
(1.5) tmix .
m∑
j=1
1
Φ(2−j)2
.
Our proofs are largely based on the approach of Fountoulakis and Reed [7]. In fact,
by following the end of the proof in [7], we may deduce their bound (1.5) from our
Theorem 1.2. Example 1 in Section 2 gives a Markov chain for which Theorem 1.2
gives the correct order of magnitude of tmix, whereas (1.5) does not.
Another variant on the Lova´sz and Kannan result was obtained by Morris and
Peres [18], who sharpened (1.5) in several ways, including allowing non-reversible
chains and bounding the larger L∞-mixing time. This mantle was then taken up
by Goel, Montenegro and Tetali [8], who used the spectral profile Λ(p) instead of
the conductance profile Φ(p). For reversible chains Λ(p) may be thought of as the
smallest eigenvalue of the Laplacian on the graph restricted to A, minimized over
all sets A ⊂ V of invariant measure at most p; in fact the definition of Λ(p) used
in [8] is different, but for reversible chains it is equivalent to this definition up
to constants provided that p ≤ 1/2. Goel, Montenegro and Tetali gave an upper
bound involving Λ(p), and were able to recover the result of Morris and Peres [18]
in the reversible case by using a discrete Cheeger inequality to relate Λ(p) to Φ(p).
Kozma [13] showed that the upper bound on the L∞-mixing time given in [8] is
not always correct up to constant factors. He then asked the general question “is
the mixing time a geometric property?” and conjectured that the mixing time was
robust (up to constant factors) under rough isometry for bounded degree graphs.
However, a construction of Ding and Peres [6] shows that (1.4) cannot hold in
general if the underlying graph is not a tree, even if it has bounded degree. The
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message that we take from this is that the total variation mixing time is not geo-
metrically robust in general. One of the main aims of this article is to show that
there is robustness amongst a wider class than just trees: indeed, (1.4) holds if the
graph has bounded degree and is roughly isometric to a tree. We will explain Ding
and Peres’ construction in more detail in Section 2.
Hermon [10] has recently shown that the L∞-mixing time is also not geometri-
cally robust over all bounded degree graphs. His construction combines aspects of
Kozma’s and Ding and Peres’ examples.
1.6. Layout of the article. In Section 2 we give several examples of Markov
chains that highlight the key features of our results, as well as their limitations. We
then begin our proofs, starting in Section 3 with an easy lower bound on the mixing
time for Markov chains on trees, which is essentially already known but which gives
a framework for proving a similar lower bound on graphs that are roughly isometric
to trees. In Section 4 we prove Theorem 1.2, which both serves as a warm-up for the
proof of Theorem 1.3 and combines with the work in Section 3 to show robustness
for the mixing time on trees (see Corollary 4.5). In Section 5 we generalise the
approach in Section 3 to give a lower bound for the mixing time on graphs that are
roughly isometric to trees, and then in Section 6 we prove Theorem 1.3. Finally we
combine our work from Sections 5 and 6 to prove Theorem 1.1 in Section 7.
2. Examples
In this section we construct some illuminating examples, several of which are re-
ferred to elsewhere in the article. We begin with two trees that are roughly isomet-
ric, but which have very different mixing times. This example shows that Theorem
1.1 cannot hold without control over the maximum degree of both G and T . It also
provides an example where Theorem 1.2 gives the correct order of magnitude for
tmix, but (1.5) does not.
Example 1. Take two star graphs of order n (that is, trees with one internal node
and n leaves). Choose one leaf from each, v1 and v2, and join them by a single
edge. Put unit conductance on each edge. This tree T has mixing time of order n:
started from any vertex other than v1 or v2, it takes time of order n to reach the
other half of the graph. However, T is 3-roughly isometric to the tree T ′ consisting
of two nodes joined by a single edge with unit conductance, which obviously has
mixing time of order 1.
It is also easy to check that the bound (1.5) gives tmix(T ) . n
2, whereas Theorem
1.2 gives tmix(T ) . n.
Similarly, by considering a path of length 3 whose middle edge has conductance 1
and whose outer edges both have conductance n, which is again roughly isometric to
T ′, we see that Theorem 1.1 cannot hold without some control over the conductance
ratio ε.
The next example shows that the bound in Theorem 1.2 need not hold when θ = 1.
Example 2. Take a complete graph on n vertices, and choose one distinguished
Hamiltonian cycle. If uv is in the distinguished cycle, then set cuv = 1, and
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otherwise set cuv = 1/n
3. Then the lazy random walk with these conductances
takes time of order n2 to mix, but max(S1,...,Sl)∈S1(X)
∑l
j=1
1
Φ(Sj)
is of order n.
A graph is roughly isometric to a tree if and only if it has bounded connected tree-
width. We refer to [4] for an explanation of tree-width. In considering whether
Theorem 1.1 is best possible, it is natural to ask whether we might be able to say
that every graph of bounded tree-width has mixing time within a constant factor
of its tree decomposition, without requiring the parts of the tree decomposition to
be connected. The following example shows that this is not possible.
Example 3. The cycle of length n has a tree decomposition of bounded width
whose parts form a binary tree of depth log2 n. However the mixing time of lazy
simple random walk on the cycle is of order n2, whereas on the binary tree of depth
log2 n it is of order n.
The next example is due to Ding and Peres [6]. It shows that Theorem 1.1 cannot
hold for general bounded degree graphs without some structural assumption, as
well as showing that max(S1,...,Sl)∈S1(X)
∑l
j=1
1
Φ(Sj)
is not always a lower bound for
tmix. We give a non-rigorous discussion and refer to [6] for the details.
Example 4 (Ding, Peres [6]). Take a binary tree T of height K rooted at o.
Distinguish the two children of each vertex as the left and right children. Let L and
R be the sets of left and right children respectively. Let Γu,v be the unique path in
T from u to v. Define
B =
{
v ∈ T : K/4 ≤ |Γo,v| ≤ K/2, and
∣∣|Γo,v ∩ L| − |Γo,v ∩R|∣∣ ≤ √K}
to be the set of balanced vertices. To every vertex in B, attach a path of length
K. Finally, attach an expander of size K22K to the leaves of T , in such a way that
every leaf is joined to a different vertex in the expander.
It is easy to see that the mixing time is of the same order as the maximum hitting
time of the expander over all starting vertices. If every edge has unit conductance,
then starting from the root, with high probability we hit of order K balanced
vertices, and spend time of order K in each of the attached paths. Therefore the
mixing time is at least K2. On the other hand, if we change the conductance on
every edge (u, v) with v ∈ L to 2, then with high probability we hit at most of
order
√
K balanced vertices before hitting the expander, regardless of where we
start. Thus the mixing time is at most K3/2.
Note also that taking Sj to be the first j levels of T along with any attached paths
for j = 1, . . . ,K − 1, and setting l = K − 1, we have
l∑
j=1
1
Φ(Sj)
&
K/2∑
j=K/4
1
Φ(Sj)
≍
K/2∑
j=K/4
K ≍ K2,
provided the conductances all fall between two positive constants. As we have just
seen, this is not a lower bound for tmix.
Finally we construct an example where Theorem 1.3 gives the correct order for tmix
and Theorem 1.2 does not.
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The Cartesian product G×H of graphs G and H is the graph with vertices V (G)×
V (H) and edges {(u, i)(v, j) : either u = v and ij ∈ E(H), or i = j and uv ∈
E(G)}.
Example 5. Let Q = Kk ×Cn, where Kk is a complete graph with k vertices and
Cn is a cycle with n vertices; for concreteness say Cn has edges c1c2, c2c3, . . . , cnc1.
We say a node of Q has level l if it is an element of the k-clique corresponding to
cl. For this example we think of k as small and n large.
Let Q1, . . . , Qn be disjoint copies of Q, and for each i ≤ n fix a node vi at level 1
of Qi, and another, v
′
i, at level n of Qi. Then create a graph G by adding an edge
between vi and vi+1, and another between v
′
i and v
′
i+1, for each i ≤ n − 1. The
graph G has kn2 vertices and maximum degree k + 3.
Now define a sequence (Sl, l < n
2) as follows. For i, j ≤ n let Sj+n(i−1) contain
all nodes of Q1, . . . , Qi−1, and all nodes of Qi whose level is at most j. When l is
a multiple of n the only edges exiting Sl lead to Sl+1. When l is not a multiple
of n, the set Sl has 2k + 2 edges to S
c
l , and all but two of these lead to Sl+1.
It follows that with unit conductance on every edge, (Sl, l = 1, . . . , n
2 − 1) is a
θ-bottleneck sequence for any θ ≤ (2k − 1)/(2k + 1). Moreover, when l ≤ n2/2 we
have Φ(Sl) ≤ 2/l, so ∑
l
1
Φ(Sl)
& n4 .
However, in reality, the random walk spends on average time k2n wandering around
each copy of Q each time it visits it, and apart from these detours it traverses a
path of length n; so its mixing time is of the order k2n× n2 = k2n3, much smaller
than n4 when k2 ≪ n.
Indeed, in the bottleneck sequence game, as soon as Crawler uses vertex vi in C,
Dasher can add the whole of the rest of Qi to D. In this way the game consists of
at most n moves with Φ(Dl) ≥ 1/(2lk2n) for each l; so Theorem 1.3 gives an upper
bound on tmix of the order k
2n3, which agrees with the actual mixing time.
3. An easy lower bound for the mixing time on trees
The starting point for bounding the mixing time from below in terms of conduc-
tances is the inequality
tmix & max
S:pi(S)≤1/2
1
Φ(S)
.
This is based on the observation that in order to mix, we have to cross the worst
bottleneck in our graph. For a proof, see for example [14, Theorem 7.3].
If our underlying graph is a tree, then we may use the recursive structure to get
a sequence of bottlenecks, all of which must be crossed in order to mix. This idea
allows us to give a simple lower bound for the mixing time, which is essentially a
consequence of Moon’s theorem [17, Theorem 4.1]. We will develop this approach
in Section 5 to cover graphs that are roughly isometric to trees.
Proposition 3.1. Suppose that X is a Markov chain on a tree T = (V,E). Then
tmix(X) & max
(S1,...,Sl)∈S1(X)
l∑
i=1
1
Φ(Si)
.
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Proof. We note first that every Markov chain on a tree is reversible (indeed, re-
moving any edge uv splits the tree into two connected components A and Ac,
so using (1.3), pi(u)puv = Q(A,A
c) = Q(Ac, A) = pi(v)pvu) so we may write
cuv = pi(u)puv = cvu for the conductance of edge uv, and cu =
∑
v∈V cuv = pi(u).
Suppose A ⊂ V is such that both A and Ac are connected. Since T is a tree, there
is exactly one edge uv with u ∈ A and v ∈ Ac.
The observation that Ev[H
+(v) |X1 = u] = Eu[H(v)] + 1, and the identity (see [2,
Lemma 2.5]) Ev[H
+(v)] = pi(v)−1 applied in the subtree of T with vertices A∪{v},
together yield that
Eu[H(v)] + 1 =
cuv +
∑
x∈A cx
cuv
=
Q(A,Ac) + pi(A)
Q(Ac, A)
= 1 +
pi(A)
Q(A,Ac)
.
Thus Eu[H(v)] ≥ 1/Φ(A).
Choose a 1-bottleneck sequence S1, . . . , Sl for X . Let L = max{i : pi(Si) ≤ 1/2}.
Since each set Si is connected and has connected complement, for each i ≤ l there
is a unique edge siti with si ∈ Si and ti ∈ Sci . If the Markov chain starts in S1,
then in order to visit ScL the chain must cross each of the edges siti for i ≤ L. It
follows by (1.1) and (1.2) and the above that for any v ∈ S1,
tmix & Ev[H(S
c
L)] ≥
L∑
i=1
Esi [H(ti)] ≥
L∑
i=1
1
Φ(Si)
.
Finally, note that the sequence (Scl , S
c
l−1, . . . , S
c
1) is also a 1-bottleneck sequence;
applying the above argument to this sequence gives tmix &
∑l
i=L+1 1/Φ(Si), and
the result follows. 
4. Upper bound using bottleneck sequences: proof of Theorem 1.2
Although Theorem 1.2 is essentially a special case of Theorem 1.3, its proof contains
several ideas (and two lemmas and a corollary) that we will need later, so we
include it as a warm-up. We recall that for s ∈ V , a stopping rule τ from s to
pi is simply a stopping time that may use additional randomness to decide when
to stop, and satisfies Ps(Xτ = v) = pi(v) for all v ∈ V . It is known (see [16])
that optimal stopping rules always exist, i.e. there is a stopping rule τ satisfying
Es[τ ] = inf{Es[τ ′] : τ ′ is a stopping rule from s to pi}. By (1.2), Theorem 1.2 is
therefore a consequence of the following result.
Proposition 4.1. Suppose that X is a Markov chain on a graph G = (V,E) with
invariant measure pi. Fix θ ∈ (0, 1). For any s ∈ V and any optimal stopping rule
τ from s to pi,
Es[τ ] <
1
1− θ max(S1,...,Sl)∈Sθ(X)
l∑
j=1
1
Φ(Sj)
.
Our aim now is to prove Proposition 4.1. Our strategy is similar to that of Foun-
toulakis and Reed [7].
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Fix s ∈ V and an optimal stopping rule τ from s to pi. For v ∈ V , define the scaled
exit frequencies {yv, v ∈ V } by
yv =
1
pi(v)
Es[#{k < τ : Xk = v}] .
(Since we will be keeping s and τ fixed, we omit them from the notation.) Label
the elements of V as 1, . . . , N so that y1 ≤ . . . ≤ yN . We will bound Es[τ ] using
the identity Es[τ ] =
∑N
v=1 pi(v)yv.
Since τ is an optimal stopping rule, it has a halting state h such that yh = 0 (again
see [16]). Thus yh = y1 = 0 and we may certainly choose the ordering above so
that h = 1. The following identity is key to our analysis. It is originally due to
Lovasz and Kannan [15], but we include a short proof as our formulation is slightly
different; in particular we allow non-reversible chains.
Lemma 4.2. If Z ⊂ V and s 6∈ Z then
pi(Z) =
∑
u6∈Z,v∈Z
(yuQ(u, v)− yvQ(v, u)).
Proof. For all v ∈ V , Xτ = v if and only if #{k ≤ τ : Xk = v} = #{k < τ : Xk =
v}+ 1, so
pi(v) = Ps(Xτ = v) = Es[#{k ≤ τ : Xk = v}]− Es[#{k < τ : Xk = v}].
If v 6= s then by the Markov property,
Es[#{k ≤ τ : Xk = v}] =
∑
u
Es[#{k < τ : Xk = u,Xk+1 = v}]
=
∑
u
yupi(u)puv =
∑
u
yuQ(u, v) .
Since
Es[#{k < τ : Xk = v}] = yvpi(v) =
∑
u
yvpi(v)pvu =
∑
u
yvQ(v, u) ,
we obtain pi(v) =
∑
u(yuQ(u, v)− yvQ(v, u)). For Z ⊂ V with s 6∈ Z, we thus have
pi(Z) =
∑
u∈V
∑
v∈Z
(yuQ(u, v)− yvQ(v, u))
and the result follows since, by symmetry,
∑
u,v∈Z(yuQ(u, v)− yvQ(v, u)) = 0. 
Corollary 4.3. For any i ∈ V , the set A(i) := {j ∈ V : yj ≥ yi} is internally
connected from s: that is, for every vertex v in A(i), there exists a path from s to
v within A(i).
Proof. Let Z be the set of vertices v in A(i) such that there does not exist a path
from s to v within A(i). For any k ∈ Z and l 6∈ Z, if Q(l, k) > 0 then necessarily
l 6∈ A(i) (otherwise there would be a path from s to k within A(i)) so we have
yl < yi. Also, for any k ∈ Z we have yk ≥ yi. Applying Lemma 4.2, since s 6∈ Z,
pi(Z) =
∑
l 6∈Z
∑
k∈Z
(ylQ(l, k)− ykQ(k, l)) ≤ yiQ(Zc, Z)− yiQ(Z,Zc) ,
with equality if and only Z = ∅. But (1.3) tells us that Q(Zc, Z) = Q(Z,Zc), so
the right-hand side is zero and the result follows. 
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It follows that ys is at least as large as any of the other yv, so ys = yN and we may
assume that s = N . (Recall that we also have h = 1 where h is the halting state,
and y1 = 0.)
For i = 1, . . . , N , let Bi be the set of vertices in {1, . . . , i} that are internally
connected to 1, i.e. the set of v ∈ {1, . . . , i} such that there exists a path from v to
1 within {1, . . . , i}.
Lemma 4.4. For all 1 ≤ i ≤ j < N ,
yj+1 − yi ≤ pi(Bi)
Q(Bcj , Bi)
.
Proof. Since for i < N we know that s 6∈ Bi, by Lemma 4.2 we have
pi(Bi) =
∑
l 6∈Bi
∑
k∈Bi
(ylQ(l, k)− ykQ(k, l))
≥
∑
l 6∈Bi
∑
k∈Bi
ylQ(l, k)− yiQ(Bi, Bci )
=
∑
l 6∈Bj
∑
k∈Bi
ylQ(l, k) +
∑
l∈Bj\Bi
∑
k∈Bi
ylQ(l, k)− yiQ(Bi, Bci ).
If l ∈ Bj \Bi and Q(l, k) > 0 for some k ∈ Bi then yl ≥ yi, so the preceding bound
gives
pi(Bi) ≥
∑
l 6∈Bj
∑
k∈Bi
ylQ(l, k) + yiQ(Bj \Bi, Bi)− yiQ(Bi, Bci ).
Since (see (1.3)) Q(A,Ac) = Q(Ac, A) for any A, we get
pi(Bi) ≥
∑
l 6∈Bj
∑
k∈Bi
ylQ(l, k)− yiQ(Bcj , Bi).
Finally, if l 6∈ Bj , k ∈ Bi, and Q(l, k) > 0, then yl ≥ yj+1. Therefore
pi(Bi) ≥ (yj+1 − yi)Q(Bcj , Bi) . 
We can now prove our main result for this section.
Proof of Proposition 4.1. Fix θ ∈ (0, 1). Let m1 = 1 and for i ≥ 1, define
mi+1 = min{m > mi : Q(Bcm, Bmi) ≤ (1− θ)Q(Bcmi , Bmi)} ,
or mi+1 = N if no such m exists. Let l = min{i : mi = N}− 1. Note that for each
j, by definition Bj is internally connected to 1 within {1, . . . , j}. Since our Markov
chain is irreducible, for any i ≤ j such that i 6∈ Bj , there must exist a path within
Bcj from i to k for some k > j. Since {j + 1, . . . , N} is internally connected from
N by Corollary 4.3, it follows that Bcj must be connected. Also, for any i ≤ l, by
the definition of mi+1 we have
(1 − θ)Q(Bcmi , Bmi) ≥ Q(Bcmi+1 , Bmi) = Q(Bcmi , Bmi)−Q(Bmi+1 \Bmi , Bmi)
and rearranging we get
Q(Bmi+1 \Bmi , Bmi) ≥ θQ(Bcmi , Bmi);
thus (Bmi , 1 ≤ i ≤ l) is a θ-bottleneck sequence.
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Now, since y1 = 0, we have
Es[τ ] =
N∑
v=1
pi(v)yv ≤
N∑
v=1
pi(v) ·
l∑
j=1
(ymj+1 − ymj )1{v>mj}
=
l∑
j=1
(ymj+1 − ymj)pi({mj + 1, . . . , N})
≤
l∑
j=1
(ymj+1 − ymj)pi(Bcmj )
≤
l∑
j=1
pi(Bmj )pi(B
c
mj )
Q(Bcmj+1−1, Bmj )
,
the last inequality by Lemma 4.4.
By the definition of mj+1, we have Q(B
c
mj+1−1, Bmj) > (1−θ)Q(Bcmj , Bmj ), so the
preceding inequality yields
Es[τ ] <
1
1− θ
l∑
j=1
1
Φ(Bmj )
. 
This completes the proof of Theorem 1.2. We now note that if our graph is a
tree, then any connected set A ⊂ V with connected complement has a single edge
between A and Ac, and therefore every θ-bottleneck sequence (for θ ∈ (0, 1]) is a
1-bottleneck sequence. We also recall that the same property implies that every
Markov chain on a tree is reversible, and we may therefore unambiguously set
cuv = pi(u)puv for each uv ∈ V . Combining Theorem 1.2 with Proposition 3.1, we
obtain:
Corollary 4.5. Suppose that X is a lazy Markov chain on a tree. Then
tmix(X) ≍ max
(S1,...,Sl)∈S1(T )
l∑
i=1
1
Φ(Sl)
.
Therefore if X and Y are two lazy Markov chains on the same tree, with conduc-
tances satisfying εcYuv ≤ cXuv ≤ cYuv/ε for all uv ∈ E and some ε > 0, we have
tmix(X) ≍ε tmix(Y ).
The latter part of this result was originally proved by Peres and Sousi [20] using
very different methods. Hermon and Peres [11] also gave a similar result for the L2
mixing time.
5. Lower bounds for the mixing time on more general graphs
Proposition 3.1 gives a lower bound for the mixing time on trees in terms of 1-
bottleneck sequences. The proof uses the tree structure in a non-trivial way, but
the idea, that in order to mix we must be able to hit every large set, and to hit a
large set we must travel through a sequence of bottlenecks, holds more generally.
Indeed, if G is roughly isometric to a tree T , then a similar approach can be used
to give a lower bound on the mixing time.
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We recall some definitions: for any graph G, dG denotes the graph distance on
V . For A ⊂ V and r ≥ 0 we write BG(r, A) = {v ∈ V : dG(v,A) ≤ r}, and for
A,B,C ⊂ V we write A C←→ B if every path between A and B contains a vertex
of C.
Proposition 5.1. Fix a finite connected graph G = (V (G), E(G)) and a finite tree
T = (V (T ), E(T )). Suppose that X is an ε-uniform Markov chain on G, and Y is
an ε-uniform Markov chain on T . Suppose also that G ≃r T , and G and T both
have maximum degree at most ∆. Then there exists η > 0, depending only on ∆, ε
and r, such that
thit(η,X) &∆,ε,r max
(S1,...,Sl)∈S1(T )
l∑
i=1
|Si||Sci |
|V (T )| ≍∆,ε max(S1,...,Sl)∈S1(T )
l∑
i=1
1
ΦY (Si)
.
To prove this, our strategy is as follows. Take a 1-bottleneck sequence for T .
Between any set Sj in that sequence and its complement S
c
j , there is a single edge.
The same is not necessarily true for bottleneck sequences on G, but we can use the
rough isometry between T and G to build a small subset of V (G) that plays the
role of the single edge in T , in that when this subset is removed from G it splits
the graph into at least two components. These two components will be of similar
sizes to Sj and S
c
j . In order to mix, the Markov chain will have to pass through all
of the small subsets, and this will yield the required bound.
In order to make this heuristic precise, fix a correspondence C ⊂ V (T )×V (G) with
str(C) ≤ r. For t ∈ V (T ) write Ct,G = {v ∈ V (G) : (t, v) ∈ C}, and likewise for
v ∈ V (G) let CT,v = {t ∈ V (T ) : (t, v) ∈ C}.
Next, for t ∈ V (T ) let
(5.1) At = {v ∈ V (G) : dG(v, Ct,G) ≤ r(r + 1)} = BG(r(r + 1), Ct,G).
We will need some basic properties of the sets At before we can proceed.
Lemma 5.2. For all t ∈ V (T ), At is connected. Moreover, for all u, v ∈ At, there
is a path P from u to v contained within At, of length at most 2r(r + 1) + (r − 1).
Proof. If u, v ∈ Ct,G then dG(u, v) ≤ r−1 since str(C) ≤ r. It follows that BG(⌈(r−
1)/2⌉, Ct,G) is connected, so At is also connected. To prove the second claim, note
that for any u, v ∈ At, dG(u, v) ≤ dG(u, Ct,G) + dG(v, Ct,G) + r − 1, and that any
shortest path between elements of Ct,G is contained within At. 
The next lemma relates the components of Act (in G) with those of V (T ) \ {t} (in
T ). For x, y ∈ V (T ) write Jx, yK for the unique path between x and y in T .
Lemma 5.3. For all distinct a, b, t ∈ V (T ), if t ∈ Ja, bK then Ca,G At←→ Cb,G.
Proof. Fix distinct a, b, t ∈ V (T ) with t ∈ Ja, bK, and x ∈ Ca,G and y ∈ Cb,G, and
consider any path x = x0, x1, . . . , xl = y between x and y in G.
For each i < l, if a′ ∈ CT,xi and b′ ∈ CT,xi+1 then since str(C) ≤ r we have
dT (a
′, b′) + 1 ≤ r(dG(xi, xi+1) + 1) = 2r.
It follows that
⋃
i≤lBT (r, CT,xi) contains a path from a to b. Since T is a tree, any
such path contains t, so this implies there is i ≤ l and s ∈ CT,xi with dT (s, t) ≤ r.
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Finally, fix any vertex v ∈ Ct,G. Then since (s, xi) ∈ C and (t, v) ∈ C, again using
that str(C) ≤ r, we obtain that
dG(xi, v) + 1 ≤ r(dT (s, t) + 1) ≤ r(r + 1),
so xi ∈ At. Since the path between x and y was arbitrary, it follows that x At←→
y. 
Lemma 5.4. For any s, t ∈ V (T ), if dT (s, t) ≥ 2r2(r + 1) + r then As ∩ At = ∅.
Proof. If x ∈ Cs,G and y ∈ Ct,G then dG(x, y)+ 1 ≥ (dT (s, t)+ 1)/r > 2r(r+1)+1.
The lemma follows. 
A large part of our proof of Proposition 5.1 essentially boils down to invoking Kac’s
formula. See for example [2, Corollary 2.24] for a standard form of this result;
however, we need to apply it in a non-standard way, and so the alternative form
below will be useful.
Lemma 5.5 (Kac’s formula). Suppose that X is a finite irreducible Markov chain
with state space V . If L, C and R partition V and L
C←→ R then
pi(L ∪ C) = pi(C)EpiC [H+(Lc)]
where piC is the probability measure on V given by piC(v) = (pi(v)/pi(C))1{v∈C}.
Proof. If k ≥ 2, then
Ppi(H
+(C) = k,X1 ∈ L ∪ C)
= Ppi(X1 ∈ L, . . . , Xk−1 ∈ L,Xk ∈ C)
= Ppi(X1 ∈ L, . . . , Xk−1 ∈ L)− Ppi(X1 ∈ L, . . . , Xk ∈ L)
= Ppi(X1 ∈ L, . . . , Xk−1 ∈ L)− Ppi(X0 ∈ L, . . . , Xk−1 ∈ L)
= Ppi(X0 ∈ C,X1 ∈ L, . . . , Xk−1 ∈ L)
= pi(C)PpiC (H
+(Lc) ≥ k).
where we used stationarity for the third equality. If k = 1, then
Ppi(H
+(C) = k,X1 ∈ L ∪ C) = Ppi(X1 ∈ C) = pi(C) = pi(C)PpiC (H+(Lc) ≥ 1).
Summing over k, we get
pi(L ∪C) = Ppi(X1 ∈ L ∪ C) = pi(C)EpiC [H+(Lc)]. 
Now fix a 1-bottleneck sequence (S1, . . . , Sl) for T , and let M = max{i : pi(Si) ≤
1/2}. For each i = 1, . . . ,M , let ti be the unique vertex that is in Si and has a
neighbour in Sci . Let m1 =M , and for j ≥ 2, define
mj = max{m : dT (tm, tmj−1) ≥ 2r2(r + 1) + r}
or mj = 0 if no such m exists. Let K = max{j : mj ≥ 1}.
For j = 1, . . . ,K, let nj = mK−j+1, and define
Cj = Atnj , Lj =
⋃
t∈Snj
Ct,G \Atnj , Rj = V \ (Lj ∪ Cj) =
⋃
t∈Scnj
Ct,G \Atnj .
The next lemma does most of the work in proving our main result for this section,
Proposition 5.1.
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Lemma 5.6. If v ∈ C1, then
Ev[H(RK)] &∆,ε,r
M∑
i=1
|Si|.
Proof. By Lemma 5.4, we know that the sets C1, . . . , CK are pairwise disjoint. By
Lemma 5.3 we know that for each j, Lj
Cj←→ Rj . In particular we have Cj−1 ⊂ Lj
for each j = 2, . . . ,K, and Cj+1 ⊂ Rj for each j = 1, . . .K − 1.
Therefore if v ∈ C1,
Ev[H(RK)] ≥ Ev[H(R1)] + min
u∈C2
Eu[H(R2)] + . . .+ min
u∈CL
Eu[H(RK)]
≥
K∑
j=1
min
u∈Cj
Eu[H(Rj)].
Now, if u ∈ Cj , by Lemma 5.2 we have
Eu[H(Rj)] ≥ Eu[H+(Lcj)] ≍∆,ε,r EpiCj [H+(Lcj)].
By Lemma 5.5, this equals pi(Lj ∪ Cj)/pi(Cj), and applying Lemma 5.2 again we
get
Ev[H(RK)] &∆,ε,r
K∑
j=1
pi(Lj ∪Cj)
pi(Cj)
≍∆,ε,r
K∑
j=1
|Lj ∪Cj | ≍∆,ε,r
K∑
j=1
|Snj |.
Finally, we have nj+1 ≤ nj +2r2(r+1)+ r for each j. We also have |Si| ≤ |Sj | for
all i ≤ j. Therefore ∑Mi=1 |Si| ≤ (2r2(r + 1) + r)∑Kj=1 |Snj |, which completes the
proof. 
Proof of Proposition 5.1. Since RK =
⋃
t∈Sc
M
Ct,G\AtM and we know that pi(ScM ) ≥
1/2, assuming thatG and T are both large (otherwise the result is trivial) by Lemma
5.2 we have pi(RK) &∆,ε,r 1. Thus there exists η > 0 depending only on ∆, ε and
r such that
thit(η,X) ≥ max
v∈C1
E[H(RK)].
Applying Lemma 5.6 we get
thit(η,X) &∆,ε,r
M∑
i=1
|Si| ≥
M∑
i=1
|Si||Sci |
|V (T )| .
Since Scl , S
c
l−1, . . . , S
c
1 is also a 1-bottleneck sequence, applying the same argument
to this sequence gives thit(η,X) &∆,ε,r
∑l
i=M+1
|Si||S
c
i |
|V (T )| . The result follows. 
6. The bottleneck sequence game: proof of Theorem 1.3
We recall the bottleneck sequence game from Section 1.4, and aim to prove Theorem
1.3. First we check that both players can always move.
Lemma 6.1. Fix α, β ∈ (0, 1], γ ∈ (0, 1) and s ∈ V . Suppose that ((Ci, Di), 0 ≤
i ≤ k) is an (s, α, β, γ)-valid sequence and Di 6= V . Then Crawler has at least one
γ-valid move (Ck+1, Dk) from position (Ck, Dk). Moreover, from any such position
(Ck+1, Dk), Dasher has at least one (s, α, β)-valid move (Ck+1, Dk+1).
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Proof. Fix ((Ci, Di), 0 ≤ i ≤ k) as in the statement of the lemma. We begin by
showing that Crawler has a valid move. More specifically, writing C′ = Ck ∪ Dck,
we show that (C′, Dk) is a γ-valid move for Crawler starting from (Ck, Dk)
If k = 0 then Ck = Dk = ∅ and C′ = Dck = V , in which case it is easy to
see that (C′, Dk) is a valid move for Crawler. If k > 0 and Dk 6= V then first
note that Ck and D
c
k are both connected since ((Ci, Di), 0 ≤ i ≤ k) is a valid
sequence. Moreover, using the adjustment property for Dk, with S = ∅, we have
that Q(Dck, Ck) ≥ βQ(Dck, Dk) > 0, so C′ is connected. Next, Q((Dk ∪C′)c, Ck) =
Q(∅, Ck) = 0, so C′ satisfies the isoperimetry requirement. Thus (C′, Dk) is also a
valid move for Crawler in the case k > 0.
Now let (Ck+1, Dk) be any γ-valid move for Crawler starting from (Ck, Dk), and
let D′ = hs(Ck+1 ∪Dk), the set of all vertices separated from s by Ck+1 ∪Dk. We
claim that (Ck+1, D
′) is a (s, α, β)-valid move for Dasher from position (Ck+1, Dk).
First, since Dk 6= V , the endgame property (iv) applied to (Ck, Dk) yields that
s 6∈ Dk. It follows that s ∈ D′ if and only if s ∈ Ck+1. In this case D′ =
hs(Ck+1 ∪Dk) = V (G), which verifies (iv). In this case (i) is obvious, and (ii) and
(iii) are vacuously true, so (Ck+1, D
′) is a valid move in this case.
We henceforth assume that s 6∈ Ck+1 so s 6∈ D′, and (iv) is therefore satisfied. In
this case, by definition (D′)c is the connected component of (Ck+1∪Dk)c containing
s. In particular, (D′)c is connected so (i) is satisfied.
In what follows it is convenient to write R = D′ \ (Ck+1 ∪ Dk), so R consists of
all connected components of (Ck+1 ∪Dk)c except the one containing s. Note that
there are no edges between R and (D′)c.
Fix v ∈ ∂iD′ and a neighbour w of v with w ∈ (D′)c. By the observation of the
preceding paragraph, v 6∈ R so either v ∈ Ck+1 or v ∈ Dk. If v ∈ Ck+1 then v
is certainly α-near to Ck+1. If v ∈ Dk then since w ∈ Dck we have v ∈ ∂iDk. By
property (ii) applied to (Ck, Dk) we obtain that v is α-near to Ck and thus to Ck+1.
This establishes (ii).
It remains to show that D′ is a β-adjustment of Ck+1. For this fix any set S ⊂ (D′)c
for which Ck+1 ∪ S is connected, and let S′ = (D′ \Dk) ∪ S.
We wish to apply (iii) to (Ck, Dk) and S
′, and for this we need that Ck ∪ S′ is
connected. To establish this, first note that (Ck+1 \ Ck) ⊂ Dck, so D′ \ Dk =
(Ck+1 \ Ck) ∪R. It follows that
Ck ∪ S′ = Ck ∪ (Ck+1 \ Ck) ∪R ∪ S = Ck+1 ∪R ∪ S .
Since Dck is connected by (i), every component of (Ck+1 ∪Dk)c must have an edge
between it and Ck+1. It follows that Ck+1 ∪ R is connected. But Ck+1 ∪ S is
connected by assumption, so Ck ∪ S′ = Ck+1 ∪R ∪ S is indeed connected.
Applying (iii) to (Ck, Dk) and S
′, we now obtain that
Q((Dk ∪ S′)c, Ck ∪ S′) ≥ βQ((Dk ∪ S′)c, Dk ∪ S′) .
Noting that Dk ∪S′ = D′ ∪S and Ck ∪S′ = Ck+1 ∪R∪S, this inequality becomes
Q((D′ ∪ S)c, Ck+1 ∪R ∪ S) ≥ βQ((D′ ∪ S)c, D′ ∪ S) .
But R consists of all components of (Ck+1 ∪ Dk)c except the one containing s,
and (D′)c is the component of (Ck+1 ∪ Dk)c containing s, so Q((D′ ∪ S)c, R) ≤
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Q((D′)c, R) = 0. We thus have
Q((D′ ∪ S)c, Ck+1 ∪ S) ≥ βQ((D′ ∪ S)c, D′ ∪ S) ,
so D′ is a β-adjustment of Ck+1. This establishes (iii) for D
′ and completes the
proof. 
At this point we recall the scaled exit frequencies (yv, v ∈ V ) from Section 4, and
observe the following consequence of nearness.
Lemma 6.2. Suppose that τ is a stopping rule from s to pi. For any u, v ∈ V and
m ∈ N, if v is 1/m-near to u then
yv ≤ m(m+ 1)yu +m2(m+ 1)/2 .
Proof. For any u, v ∈ v we have
Es[#{j < τ : Xj = u}]
≥ Es[#{j < τ − k : Xj = v, Xj+k = u}]
=
∞∑
j=0
Ps(Xj = v, Xj+k = u, τ > j + k)
=
∞∑
j=0
Ps(Xj = v, Xj+k = u, τ > j)−
∞∑
j=0
Ps(Xj = v, Xj+k = u, j < τ ≤ j + k).
By the simple Markov property,
Ps(Xj = v, Xj+k = u, τ > j) = Ps(Xj = v, τ > j)Pv(Xk = u),
so
Es[#{j < τ : Xj = u}]
≥
∞∑
j=0
Ps(Xj = v, τ > j)Pv(Xk = u)−
∞∑
j=0
Ps(Xj+k = u, j < τ ≤ j + k)
≥ Es[#{j < τ : Xj = v}]Pv(Xk = u)− Es[#{i ∈ {τ, . . . , τ + k − 1} : Xi = u}]
= Es[#{j < τ : Xj = v}]Pv(Xk = u)−
k−1∑
j=0
Ps(Xτ+j = u).
But Xτ+j has distribution pi for all j ≥ 0, so recalling that Es[#{j < τ : Xj =
u}] = pi(u)yu, and similarly for v, we get
pi(u)yu ≥ pi(v)yvPv(Xk = u)− kpi(u).
Finally, for any m ∈ N we have Pv(H(u) ≤ m) ≤
∑m
k=0 Pv(Xk = u), so summing
the preceding bound over k ≤ m gives
(m+ 1)pi(u)yu ≥ pi(v)yvPv(H(u) ≤ m)−m(m+ 1)pi(u)/2.
Dividing through by pi(u), we have
(m+ 1)yu ≥ pi(v)yv
pi(u)
· Pv(H(u) ≤ m)−m(m+ 1)/2.
If v is (1/m)-near to u we have pi(v)Pv(H(u) ≤ m) ≥ pi(u)/m, and the result
follows. 
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In order to prove Theorem 1.3, by (1.2), it is enough to prove the following.
Proposition 6.3. Fix a graph G = (V,E), and suppose that X is a Markov chain
on G. Take any s ∈ V , α, β ∈ (0, 1] such that 1/α ∈ N, and γ ∈ (0, 1). If τ is an
optimal stopping rule from s to pi, then there exist γ-valid moves for Crawler such
that, whatever (s, α, β)-valid moves Dasher makes,
(6.1) Es[τ ] ≤ 1
α3
+
2
α2βγ
l∑
k=1
1
Φ(Dk)
.
Proof. We proceed similarly to the proof of Theorem 1.2. Fix a starting state s and
α, β ∈ (0, 1], γ ∈ (0, 1). We describe a strategy for Crawler for which, whatever the
strategy of Dasher, any resulting sequence D1, . . . , Dl satisfies (6.1).
Label the vertices of V (G) as {1, . . . , N} such that y1 ≤ y2 ≤ . . . ≤ yN . By
Corollary 4.3 we may assume that s = N .
Let v1 = 1 and note that v1 is a halting vertex, i.e. y1 = 0 (since there is always
at least one such vertex [16]). Set C1 = {v1}. Dasher can then choose any D1 that
satisfies rules (i) to (iv).
Given Ck, Dk and vk, if Dk = V then we stop and set l = k − 1; otherwise we
define Ck+1 and vk+1 as follows.
List the vertices of Dck as v
k
1 , . . . , v
k
nk such that v
k
1 ≤ . . . ≤ vknk . Let Ckj be the set
of vertices of Ck ∪ {vk1 , . . . , vkj } that are internally connected to v1.
Choose mk+1 = min{m : Q((Dk ∪ Ckm)c, Ck) ≤ γQ(Dck, Ck)}, or mk+1 = N if no
suchm exists. Let vk+1 = v
k
mk+1
and Ck+1 = C
k
mk+1
, and l = min{k : mk = N}−1.
Note that vk+1 = max{v ∈ Ck+1} (we have v ≥ vk for all v ∈ ∂Ck, otherwise v
would have been added to Ck at the previous step; so some vertex larger than vk
is added to Ck in constructing Ck+1; and vk+1 is the largest vertex added).
By construction, the sequence (C1, . . . , Cl) satisfies conditions (a) and (b) in the
bottleneck sequence game and is therefore a valid strategy. We now show that
any sequence D1, . . . , Dl that can arise when Crawler follows this strategy satisfies
(6.1).
Let Uk be the subset of {u ∈ V : u ≤ vk} that is internally connected to v1. Note
that by our construction of Ck, we must have Ck ⊂ Uk ⊂ Dk−1 ∪ Ck. For k ≤ l,
s 6∈ Uk, so by Lemma 4.2
pi(Uk) =
∑
u∈Uk,v 6∈Uk
(yvQ(v, u)− yuQ(u, v))
≥
∑
u∈Uk,v 6∈Uk
yvQ(v, u)− yvkQ(Uk, U ck)
=
∑
u∈Uk,v 6∈Uk
yvQ(v, u)− yvkQ(U ck, Uk)
=
∑
u∈Uk,v 6∈Uk
(yv − yvk)Q(v, u)
where we used (1.3) for the penultimate equality. Let Zk = (Dk ∪Ck+1)c ∪{vk+1}.
If v 6∈ Uk and ∃u ∈ Uk such that Q(v, u) > 0, then yv ≥ yvk ; thus, since Ck ⊂ Uk
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and Zk ⊂ U ck ,
pi(Uk) ≥
∑
u∈Ck,v∈Zk
(yv − yvk)Q(v, u).
Also note that if v ∈ Zk and ∃u ∈ Uk such that Q(u, v) > 0, then yv ≥ yvk+1 . Thus
(6.2) pi(Uk) ≥
∑
u∈Ck,v∈Zk
(yvk+1 − yvk)Q(v, u) = (yvk+1 − yvk)Q(Zk, Ck).
By our construction of Ck+1, we have
Q(Zk, Ck) = Q((Dk ∪ Ck+1)c ∪ {vk+1}, Ck) > γQ(Dck, Ck),
and by rule (iii) of the bottleneck sequence game applied to (Ck, Dk), with S = ∅,
we have Q(Dck, Ck) ≥ βQ(Dck, Dk), so
Q(Zk, Ck) > βγQ(D
c
k, Dk).
But Uk ⊂ Dk−1 ∪ Ck ⊂ Dk (by rule (i) of the bottleneck sequence game), so
pi(Dk) ≥ pi(Uk). Substituting these estimates back into (6.2), we get
pi(Dk) > βγ(yvk+1 − yvk)Q(Dck, Dk).
Multiplying through by pi(Dck) and rearranging, we obtain the key estimate
(6.3) pi(Dck)(yvk+1 − yvk) <
pi(Dck)pi(Dk)
βγQ(Dck, Dk)
=
1
βγΦ(Dk)
.
If k ≤ l and v ∈ ∂iDk, then by rule (ii), v is α-near to Ck, so by Lemma 6.2 we have
yv ≤ 2
α2
max
u∈Ck
yu +
1
α3
.
Suppose k ≤ l and take w ∈ Dk. Since, by Corollary 4.3, {v : yv ≥ yw} is a
connected set containing both s and w, and s ∈ Dck, there must be some vertex
v ∈ ∂iDk such that yv ≥ yw. Therefore
(6.4) max
w∈Dk
yw ≤ max
v∈∂iDk
yv ≤ 2
α2
max
u∈Ck
yu +
1
α3
=
2
α2
yvk +
1
α3
.
Similarly, using rule (iv) and Lemma 6.2,
(6.5) max
w∈Dl+1
yw ≤ ys ≤ 2
α2
max
u∈Cl+1
yu +
1
α3
=
2
α2
yvl+1 +
1
α3
.
Define q : V → N by setting q(v) = k if v ∈ Dk \Dk−1. Then by (6.4) and (6.5),
Es[τ ] =
∑
u∈V
pi(u)yu ≤
∑
u∈V
pi(u) max
w∈Dq(u)
yw ≤ 1
α3
+
2
α2
∑
u∈V
pi(u)yvq(u) .
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But since yv1 = y1 = 0, we have
∑
u∈V
pi(u)yvq(u) =
∑
u∈V
pi(u)
q(u)−1∑
k=1
(yvk+1 − yvk)
≤
∑
u∈V
pi(u)
l∑
k=1
(yvk+1 − yvk)1{u6∈Dk}
=
l∑
k=1
pi(Dck)(yvk+1 − yvk)
where the inequality follows from the fact that if k ≤ q(u) − 1 then u 6∈ Dk. By
(6.3), this is bounded above by 1βγ
∑l
k=1
1
Φ(Dk)
, and therefore
Es[τ ] ≤ 1
α3
+
2
α2βγ
l∑
k=1
1
Φ(Dk)
. 
This completes the proof of Theorem 1.3.
7. Robustness of mixing: proof of Theorem 1.1
Recall that a Markov chain X on a graph G = (V,E) is ε-uniform if εpi(x)pxy ≤
pi(u)puv ≤ pi(x)pxy/ε for all uv, xy ∈ E, and puv = 0 for all u, v ∈ V with uv 6∈ E.
Our plan for proving Theorem 1.1 is to apply Theorem 1.3, outlining valid moves
for Dasher that aim to keep
∑
k 1/Φ(Dk) small, no matter what valid moves
Crawler makes. The nature of rough isometry means that the bounds used in
this section will necessarily be somewhat cruder than in previous sections. The
following result will be enough to complete the proof.
Proposition 7.1. Fix a finite connected graph G = (V (G), E(G)) and a finite tree
T = (V (T ), E(T )). Suppose that X is an ε-uniform Markov chain on G. Suppose
also that G ≃r T , and G and T both have maximum degree at most ∆. Then for
any s ∈ V , there exist α, β, γ ∈ (0, 1), depending only on ∆, ε and r, and (s, α, β)-
valid moves for Dasher in the bottleneck sequence game, such that whatever γ-valid
moves Crawler makes, the resulting sequence D1, . . . , Dl satisfies
(7.1)
l∑
n=1
|Dn||Dcn| .∆,r max
(S1,...,Sm)∈S1(T )
m∑
j=1
|Sj||Scj |.
We delay the proof of Proposition 7.1 for a moment to check that it implies Theorem
1.1.
Proof of Theorem 1.1. Fix any ε-uniform Markov chain Y on T . By (1.2) it suffices
to show that tstop(X) ≍∆,ε,r tstop(Y ). Note first that since G and T are roughly
isometric, we have |V (G)| ≍∆,r |V (T )|. It is also easy to check that for any D ⊂
V (G), we have ΦX(D) &∆,ε
|V (G)|
|D||Dc| , and for any S ⊂ V (T ), ΦY (S) ≍∆,ε |V (T )||S||Sc| .
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We now play the bottleneck sequence game, with Crawler following the strategy
from Theorem 1.3 and Dasher following the strategy from Proposition 7.1. Then
the resulting sequence (D1, . . . , Dl) satisfies
tstop(X) .∆,ε,r
l∑
k=1
1
ΦX(Dk)
.∆,ε
l∑
k=1
|Dk||Dck|
|V (G)| .∆,r max(S1,...,Sm)∈S1(T )
m∑
j=1
|Sj ||Scj |
|V (T )| .
Also, by Proposition 5.1, we have
tstop(X) &∆,ε,r max
(S1,...,Sm)∈S1(T )
m∑
j=1
|Sj ||Scj |
|V (T )| .
But by Corollary 4.5 we have
tstop(Y ) ≍∆,ε,r max
(S1,...,Sm)∈S1(T )
m∑
j=1
1
ΦY (Sj)
≍∆,ε max
(S1,...,Sm)∈S1(T )
m∑
j=1
|Sj ||Scj |
|V (T )| .
Therefore tstop(X) ≍∆,ε,r tstop(Y ). 
In order to prove Proposition 7.1, we need to describe a strategy for Dasher. Let
R = 2r2 − r − 1.
Given s and Crawler’s first move (C1, ∅), let C˜1 = BG(R,C1), the set of all vertices
within distance R of C1. If s ∈ C˜1 then let D1 = V (G) and l = 0 and stop.
Otherwise choose a shortest path σ1 = (σ10 , . . . , σ
1
m1) from C1 to s. Note that
σ1i ∈ C˜1 for i ≤ R and σ1i is in the connected component of C˜c1 containing s for
i ≥ R+ 1. Let D1 = hs(C˜1) \ {σ11 , . . . , σ1R}.
We now recursively describe Dasher’s nth move for n ≥ 2; suppose that we are at
position (Cn, Dn−1), that the previous move was (Cn−1, Dn−1), and that we have
a shortest path σn−1 = (σn−10 , . . . , σ
n−1
mn−1) from Cn−1 to s.
Let C˜n = BG(R,Cn) and C˜n−1 = BG(R,Cn−1). If s ∈ C˜n then set Dn = V (G)
and l = n − 1 and stop. Otherwise let In = max{i : σn−1i ∈ Cn}, so that σn−1In
is the last vertex in the path σn−1 within Cn. Note that (since Cn is connected
by rule (a)) if In ≤ R − 1 then Cn = Cn−1 ∪ {σn−11 , . . . , σn−1In }. In this case let
σn = (σn−1In , . . . , σ
n−1
mn−1). On the other hand if In ≥ R then let σn be any shortest
path from Cn to s. Finally let Dn = hs(C˜n) \ {σn1 , . . . , σnR}.
We want to show that this strategy is a valid one, and the first thing to check is
that Dn has small boundary for every n.
Lemma 7.2. If u, v ∈ ∂Dn, then dG(u, v) ≤ 2r2(R+2)+R = 4r4−2r3+4r2+r−1.
Proof. Fix a correspondence C ⊂ T × G with stretch at most r. First we show
that if u, v ∈ ∂C˜n are in the same component of C˜cn, then dG(u, v) ≤ 2r2(R + 2).
The result will then follow since Dcn consists of one component of C˜
c
n together with
{σn1 , . . . , σnR}.
Since u and v are in the same component of C˜cn, we may take a path (u0, u1, . . . , um)
from u to v within C˜cn. Choose x, y ∈ Cn such that dG(u, x) = R+1 and dG(v, y) =
R + 1; since by rule (a) Cn is connected, we may also take a path x0, x1, . . . , xp
from x to y within Cn. Clearly dG(ui, xj) ≥ R + 1 for each i and j, and hence
dT (CT,ui , CT,xj ) ≥ (R+ 2)/r − 1 for each i and j.
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Fix a ∈ CT,u, b ∈ CT,v, t ∈ CT,x and t′ ∈ CT,y. Note that for any ai ∈ CT,ui and
tj ∈ CT,xj , we have dT (ai, ai+1) ≤ 2r − 1 and dT (tj , tj+1) ≤ 2r − 1; therefore we
can choose a path γ1 from a to b and another γ2 from t to t
′ such that
dT (γ1, γ2) ≥ R+ 2
r
− 1− 2(r − 1) = 2r
2 − r + 1
r
− 2r + 1 = 1/r > 0.
In particular, γ1 and γ2 do not intersect.
However, since d(u, x) = R+ 1 and d(v, y) = R+ 1, there exist paths γ3 from a to
t and γ4 from b to t
′ of length at most r(R + 2) − 1 each. Note that γ2 ∪ γ3 ∪ γ4
contains a path from a to b, and since T is a tree this path must be γ1. But γ1 and
γ2 do not intersect, so γ1 must be contained in γ3 ∪ γ4, and therefore be of length
at most 2r(R+2)−1. Therefore d(a, b) ≤ 2r(R+2)−1, so d(u, v) ≤ 2r2(R+2)−1
as required. 
Lemma 7.3. There exist α, β ∈ (0, 1) (depending only on ∆, ε and r) such that
the sequence D1, . . . , Dl is a valid strategy for Dasher.
Proof. To check rule (i), clearly Cn ⊂ Dn. Since Cn−1 ⊂ Cn by rule (a), to check
that Dn−1 ⊂ Dn it suffices to check that {σn1 , . . . , σnR} ⊂ Dcn−1. If In ≤ R− 1 this
is clear; if In ≥ R, then d(Cn, s) ≤ d(σn−1R , s) ≤ d(Dn−1, s), so any shortest path
from Cn to s does not intersect Dn−1.
For rule (ii), note that puv &∆,ε 1 for all uv ∈ E(G) and pi(v) ≍∆,ε 1/|V (G)| for all
v ∈ V (G). It follows that since ∂iDn ⊂ C˜n = BG(R,Cn), there exists α depending
only on ∆, ε and r such that ∂iDn is α-near to Cn for all n.
For rule (iii), we need to show that there exists β > 0 such that for any S ⊂ Dcn
such that Cn ∪ S is connected,
Q((Dn ∪ S)c, Cn ∪ S) ≥ βQ((Dn ∪ S)c, Dn ∪ S).
If S = Dcn then this trivially holds since the right-hand side is 0, so suppose S 6= Dcn.
Note that
Q((Dn ∪ S)c, Dn ∪ S) ≤ Q((Dn ∪ S)c, Dn \ Cn) +Q((Dn ∪ S)c, Cn ∪ S)
≤ Q(Dcn, Dn) +Q((Dn ∪ S)c, Cn ∪ S),
so it suffices to show that for small enough β,
Q(Dcn, Dn) ≤ (1/β − 1)Q((Dn ∪ S)c, Cn ∪ S).
But we know from Lemma 7.2 that Q(Dcn, Dn) .∆,ε,r 1/|V (G)|; and since there is
at least one edge between Cn and D
c
n (namely that between σ
n
0 and σ
n
1 ), we have
Q((Dn ∪ S)c, Cn ∪ S) &∆,ε 1/|V (G)|. Therefore we may choose β (depending on
∆, ε and r) as required.
Rule (iv) is clearly satisfied. 
Our next lemma shows that our sequence D1, . . . , Dl eats up the graph reasonably
quickly.
Lemma 7.4. For any n, k ≥ 1 such that n+ k ≤ l, we have
dG(Dn, D
c
n+k) ≥ k − (4r4 − 2r3 + 4r2 + r − 1).
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Proof. By our construction of the sequence D1, . . . , Dl, we have BG(k, {σn0 }) ⊂
Dn+k. Thus dG(σ
n
0 , D
c
n+k) ≥ k + 1. By Lemma 7.2, since σn0 ∼ σn1 ∈ ∂Dn, for any
v ∈ ∂Dn we have
dG(v,D
c
n+k) ≥ dG(σn0 , Dcn+k)− 1−dG(σn1 , v) ≥ k+1− 1− (4r4− 2r3+4r2+ r− 1).
Since Dcn is connected, the result follows. 
We now choose the 1-bottleneck sequence on T that we will compare to the sequence
D1, . . . , Dl. Fix a correspondence C ⊂ T ×G with stretch at most r.
Take any vertex v0 ∈ C1, and then take a simple path (t0, . . . , tp) from CT,v0 to CT,s.
Then for i = 1, . . . , p − 1, let Si = htp(ti), the set of vertices that are separated
from tp by ti.
It is easy to check that S1, . . . , Sp−1 is a 1-bottleneck sequence for T . If we set
Nk = min{i : Sci ∩
⋃
v∈Dk
CT,v = ∅}, then clearly
⋃
v∈Dk
CT,v ⊂ SNk and therefore
|Dk| .∆,r |SNk |. Let K = 4r4 − 2r3 + 8r2 − r − 2.
Lemma 7.5. For any n ≥ 1 and k ≥ K such that n+ k ≤ l, we have⋃
v∈Dc
n+k
CT,v ⊂ ScNn
and therefore
|Dcn+k| .∆,r |ScNn |.
Proof. Suppose there exists v ∈ Dcn+k such that CT,v ∩ SNn 6= ∅. Since Dcn+k is
connected, we can choose a path v = p0, . . . , pm = s from v to s within D
c
n+k. For
each i choose ai ∈ CT,pi , with a0 ∈ SNn and am = tp. Then dT (ai, ai+1) ≤ 2r − 1,
and since T is a tree any path from a0 to am must pass through tNn . Therefore
there exists i such that dT (ai, tNn) ≤ r − 1.
On the other hand, by the definition of Nn, there exists t ∈ SNn \SNn−1 and u ∈ Dn
such that (t, u) ∈ C. Since Dn ∪ {σn1 , . . . , σnR} is connected, we can choose a path
u = q0, q1, . . . , qm′ = v0 from u to v0 such that dG(qj , Dn) ≤ R for all j. For each j
take bj ∈ CT,qj with b0 = t ∈ SNn \SNn−1 and bm′ = t0. Then dT (bj , bj+1) ≤ 2r−1,
and since T is a tree any path from b0 to bm′ must pass through tNn . Therefore
there exists j such that dT (bj, tNn) ≤ r − 1.
Putting these two bounds together, we get dT (ai, bj) ≤ 2r−2, so dG(pi, qj) ≤ r(2r−
1)− 1. But pi ∈ Dcn+k and dG(qj , Dk) ≤ R, so dG(Dk, Dcn+k) ≤ r(2r − 1)− 1 +R.
From Lemma 7.4 we see that
k − (4r4 − 2r3 + 4r2 + r − 1) ≤ dG(Dk, Dcn+k) ≤ r(2r − 1)− 1 +R,
and rearranging (and recalling that R = 2r2 − r − 1) gives that k ≤ K − 1, from
which we deduce the result. 
Next we check that not too many of the sets Dk can give rise to the same value of
Nk. This follows easily from Lemma 7.5.
Lemma 7.6. For any n ≥ 1 and k ≥ K+1 such that n+k ≤ l we have Nn+k > Nn.
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Proof. We know from Lemma 7.5 that if k ≥ K, then⋃
v∈Dc
n+k
CT,v ⊂ ScNn .
But if k ≥ K +1, then Dn+k contains at least one element of Dcn+K , and therefore⋃
v∈Dn+k
CT,v ∩ ScNn 6= ∅. Thus Nn+k > Nn. 
The next two results are simple technicalities that we will need in our proof of
Proposition 7.1.
Lemma 7.7. For any j ∈ N,
l∑
k=1
|Dk||Dck| ≤ 2
l−j∑
k=1
|Dk||Dck+j |+
j
2
|V (G)|2.
Proof. Let L = max{k : |Dck| ≥ |V (G)|/2}. Then
l−j∑
k=1
|Dk||Dck+j | ≥
1
2
L−j∑
k=1
|Dk||Dck|+
1
2
l−j∑
k=L+1
|Dk+j ||Dck+j |
≥ 1
2
l∑
k=1
|Dk||Dck| −
1
2
L+j∑
k=L−j+1
|Dk||Dck|
≥ 1
2
l∑
k=1
|Dk||Dck| −
1
2
(2j)
|V (G)|2
4
.
Rearranging gives the result. 
Lemma 7.8. Provided |V (T )| ≥ 2, there exists a connected set A ⊂ V (T ) such
that A and Ac are both connected with |A| ≥ |V (T )|/(4∆) and |Ac| ≥ |V (T )|/2.
Proof. Take a connected set B ⊂ V with Bc also connected that maximises |B||Bc|.
Suppose without loss of generality that |B| ≥ |V (T )|/2. Choose a vertex v ∈ B
such that v has a neighbour in Bc. Then at least one connected component of
B \ {v} must have size at least ( |V (T )|2 − 1) 1∆−1 ≥ |V (T )|4∆ . Call this component
A. If |Ac| < |V (T )|/2, then |Bc| < |Ac| < |V (T )|/2 and |B| > |A| > |V (T )|/2,
so |A||Ac| > |B||Bc|, contradicting the maximality of |B||Bc|. Therefore |Ac| ≥
|V (T )|/2. 
Finally we are in a position to complete a proof of Proposition 7.1.
Proof of Proposition 7.1. We have constructed a 1-bottleneck sequence S1, . . . , Sp−1
for T , and a valid strategy for Dasher such that any resulting sequence D1, . . . , Dl
satisfies |Dn| .∆,r |SNn | for each n and, by Lemma 7.5, |Dcn+K | .∆,r |ScNn | (pro-
vided n+K ≤ l). Applying Lemma 7.7, we obtain
l∑
n=1
|Dn||Dcn| ≤ 2
l−K∑
n=1
|Dn||Dcn+K |+
K
2
|V (G)|2 .∆,r
l−K∑
n=1
|SNn ||ScNn |+ |V (T )|2.
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By Lemma 7.6, we have
l−K∑
n=1
|SNn ||ScNn | ≤ (K + 1)
p−1∑
n=1
|Sn||Scn| ≤ (K + 1) max
(S1,...,Sm)∈S1(T )
m∑
j=1
|Sj ||Scj |,
and by Lemma 7.8 we have
max
(S1,...,Sm)∈S1(T )
m∑
j=1
|Sj ||Scj | ≥
|V (T )|2
8∆
.
Putting these together, we see that
l∑
n=1
|Dn||Dcn| .∆,r max
(S1,...,Sm)∈S1(T )
m∑
j=1
|Sj ||Scj |
as required. 
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