Abstract-
Introduction
Wireless Sensor Networks (WSNs) [1] have emerged as an essential technology for monitoring and exploring remote, hazardous, and hostile environments. For example, WSNs for medical [2, 3] , environmental and ecological [4, 5] , industrial [6, 7] , and hostile/military environment [8, 9] monitoring have been proposed. The most widely used sensor network architecture consists of a single base station with distributed sensor nodes placed throughout the environment. Each sensor node collects sensed data from the monitored site and transmits the data through energy-consuming multi-hop wireless communications. The base station makes the collected data available for off-line data analysis, or for query serving in a query-retrieval system. Besides the unavoidable energyconstrained nature of the sensor nodes, current real-world WSNs deployments work under the limitations of area coverage and storage constraints. The area coverage limitation is due to the multi-hop nature of the WSNs that is introduced mainly as a simplifying consideration of WSN design; while the storage constraints limitation can be usually attributed to the inherent limitation of the sensing device at the time of deployment. Recent advancements of Micro-Electro-Mechanical Systems (MEMS) and sensor technology have enabled WSNs to expand to new application areas and to provide higher quality and accuracy of sensed data. The use of WSNs into different domains such as structural [7] , bridge [6] , volcanic activity [10] , and surveillance [8] monitoring, call for advanced sensor devices and the addressing new requirements and challenges. One of the main challenges is the handling of high fidelity and/or high resolution data and the quantity of sensor data from the network in an energy efficient manner in order to prolong the usability of the network. Current flash memory advancements provide a mechanism for overcoming the storage limitations at each sensor node [11, 12] . To address the challenges of high-fidelity and high resolution data collection, we propose the application of a two-tiered multi-hop hybrid WSN architecture, where static wireless sensors collect high-fidelity data and the robots act as data collectors from within the network.
Given that the design of WSNs is typically driven by application specific requirements, our proposed architecture is motivated by an event-triggered data sensing WSN. Spatio-temporal events are captured by the static sensors located around the area of the event occurrence. At event occurrence time, a single transmission event-notification detailing time and location of the event is generated and sent in a multi-hop manner to the base station. Note that sending the high-fidelity sensed data in a multi-hop manner would prohibitively consume energy of the static sensors in the relaying path which would in turn, over time, cause disconnected areas in the WSN and potentially deeming the network useless. Robotic assistance minimizes energy consumption on the data collection paths by eliminating the need to transfer the large quantities of sensed data through multi-hop communication. The main goal of our architec-ture is to extend the lifetime of the WSN deployment as long as possible, providing greater network usability. The base station serves as an entry point of the WSN that enables a user of the network to interact with the data. The base station houses the data for off-line study of sensing events or for query serving of the most up to date information. In addition, the base station keeps the logs of event-occurrence and informs the robot of necessary highfidelity data collection points. The robot performs these collection requests in rounds. Each round consist of the robot coming in contact with the base station, through a single-hop exchange of messages, in order to learn about event-occurrence locations. We used a traveling salesman problem (TSP) algorithm for determining the robots trajectory to carry out the data collection from the eventoccurrence sites. The robot then collects the data from the sensor nodes and relays the data to the base station in a single-hop manner. The robot is assumed to be able to navigate through the sensor-deployed field, to hold the data gathered during a round, and to recharge its battery when needed.
Related Work
In this section we present the related work in the areas of tiered, event-triggered, and mobile sensor networks.
Tiered wireless sensor networks are designed to facilitate the operation of large sensor systems. In tiered wireless sensor networks, sensors are grouped and organized in a hierarchical manner. Nodes at a top tier mainly have more resources (i.e storage,computing power) and aid the network by perform coordinating functions for data collection or data dissemination [13, 14] . Nodes at the lower tiers generally perform sensing and data forwarding functions. Event-triggered sensor networks are aimed at data collection during particular triggered periods rather than constant or continuous data collection. These networks are most commonly used to the monitoring of real-time applications, such as earthquake or volcanic eruption monitoring [15, 10] .
Mobile nodes in WSNs have been used with various purposes to enhance the operation of network. Data ferries [16] where proposed to help collect data in sparse sensor networks. Mobile data sinks were proposed to help balance the load of the network; mobile nodes in this kind of systems would reposition themselves for best collection data points [17] .
In addition, the used of mobile nodes for data collection have been proposed [18, 19, 20] . Ma and Yang [20] studied and proposed the planning of the moving path of a mobile data collector with the aim to load balance data collection from a sensor field where the sensor-deployed field is divided into clusters of nodes. Their approach differs from ours mainly in that their path planning algorithm organizes visits to all the nodes in each round and the path is calculated only once at the beginning of the deployment.
Another system was proposed by Rasheed et. al. [21] , where the network consists of a number of sensor nodes monitoring multiple events, a single base-station, and a mobile node. The application scenario specifies two kinds of data collected through two different transmission channels. The mobile node periodically visits the base-station to drop-off the collected data. The drawback of this work is that the mobility of the data collector is a fixed predetermined route; in this approach nodes neighboring the trajectory of the data collector forward data more often and therefore deplete their energy faster.
Other works, have proposed the used of multiple mobile data collectors with randomized mobility [22] which is not the necessarily the best approach when events have different patterns of occurrence.
WSN Data Collection Architecture
Due to the advancement of technology and the adoption of WSN's in different domains that require high fidelity sensed data, there is a need to enhance data collection schemes. These data collection schemes should not impair the WSN functionality and should be energy efficient. One common data collection approach places the base station(BS) at the edge or center of the network and initiates data collection at specified time. This approach, however, imposes high forwarding loads to the nodes in the vicinity of the BS, which in turn consume energy more frequently and can deplete the sensor node's lifetime. Energy depletion at the nodes on the vicinity of the BS impairs the functionality of the network by causing loss of connectivity preventing data from nodes at the outskirts of network reach the BS. The forwarding loads and data loss are even greater when high fidelity data is being collected due to the large increase of data required for transfer. A hybrid architecture using multiple static sensor nodes to monitor a field and robots equipped with high storage capacity and wireless communications can help improve the functionality of the WSN. Robots can perform energy-effient incremental data collection which can greatly reduce the forwarding load of the nodes in the vicinity of the BS and extend the lifetime of the network.
Collecting data from the WSNs in an incremental manner has its benefits when compared to one-shot onetime data collection. In the one-shot one-time data collection scheme without robotic assistance, data is available at the BS at a time T after data collection has been initiated. During the collection time, Δt, however, the WSN experiences traffic load that depends upon how much data is being collected. If the load is high then other communication related usage of the network is limited during the collection time. In over-time incremental and in eventtriggered data collection, without robotic assistance, where data is collected after events are sensed, some data can be available at any time given that events have occurred in the network. This could enable a query-retrival system where the base station can respond queries with the 'latest information known'. However, if the degree of simultaneous event-data transmissions is high, then communication related usage of the network during this time is as well limited.
Incremental data collection using robots helps extend the lifetime of the network because it reduces the forwarding load of the nodes near and to the BS. This is accomplished by delegating data transfers between the mobile node and the node that holds the data only; in contrast to transferring the data between the BS, the node that holds the data, and the nodes in the multi-hop path from the BS to the data node. In addition, this data collection scheme maintains a light traffic load. This leaves an opportunity for using the multi-hop nature of the network to enable more intelligent network operations if needed. For example, an improved data collection scheme based on the hybrid architecture where control messages are exchanged between multiple robots in order to coordinate data collection task can be enabled. Or, if multiple nodes around the same area detect the same locations-dependent-event, they can exchange control messages and select a leader who will keep the data in order to avoid keeping redundant data in multiple nodes.
Tiered Architecture with Robots
Tiered or hierarchical WSNs are generally used in large deployments in order to load balance operations and enable wireless sensor system to scale up. In tiered WSNs, the network is divided in manageable zones (based on geographic size or sensor density) and a leader or a higher performance node is place in the zone. This leader node or BS can serve different purposes, storing data sensed by nodes in their corresponding zone for example. It is envisioned that our approach can scale up to large deployments where various BS's will hold data produced by nodes in their corresponding zone. In addition, that each zone has assigned one or multiple robots aiding in data collection tasks. Our analysis shows the gains of the hybrid data collection approach in a large enough WSN where having a single BS is sufficient. In our approach, we assume that the WSN is well connected, that all nodes know their current location and that the BS, as well as robot, have no power constraints. The BS can be directly connected to a power line and the robot can recharge itself by coming closer to its power supply station once every time it need it.
The operation of the hybrid data collection scheme is a follows. In a given sensor deployed field, static sensor nodes monitor multiple kinds of events such location specific environmental events that occur at random locations, or trajectory tracking events. Once an event is sensed and high fidelity data about the event is stored, a small control packet, dataUpdate, that describes the location of the event is sent (multi-hopped) to the BS. The BS is conveniently located in the middle of the field; other BS positioning schemes are possible however they are not discussed in this work. The BS then keeps a record of all the nodes that hold data to be collected. All the robot tours begin at the BS. At the beginning of each tour, the robot sends a query message, dataPendingRequest, to the BS to learn the location of nodes in the network which contain data to be collected. At that point, the robot plans the most efficient tour of these nodes and starts traversing the field. Our procedure for finding the most efficient tour is explained in next section. Once the robot comes in contact (i.e. in communication range) with a data node, it sends a dataDownloadRequest message. The data node receiving this request starts the data transfer. Note that all messages and data transfers are single-hop. This minimizes data transfer costs. Once the robot has finish collecting data from all the nodes in its initial tour, it goes back to the BS to drop the collected data, obtains new collection requests, and possibly recharges its battery. This operation continues for the lifetime of the network.
Our approach is enabled by current technology [11, 12] where sensing devices can record high-fidelity data and can hold large amounts of data until the next visit of the robot.
Tour Planning for Data Collection
We plan our optimal tours based on the Traveling Salesman Problem (TSP). The Traveling Salesman Problem (TSP) is the problem of finding a minimum cost path in which an agent visits a set of sites, starting and ending at the same site, such that each site is visited exactly once. Linear programming based algorithms are available to provide optimal solutions to this problem [23] , [24] . Heuristic algorithms can also be found [25] , [26] .
In our evaluation we optimized based on the euclidian distance. The goal is to minimized the distance traveled by the robot for each tour. This helps reducing the overall data collection time and at the same time the energy consumed by the robot while moving from node to node. An extension of our work can address other requirements of WSNs such as deadlines guarantees for data collection, however, note that other requirements would need other trajectory planning optimizations such as minimizing data latency among others.
WSN Simulation Environment
The simulations performed aim to provide proof-ofconcept and illustrate the energy consumption reduction obtained when using robots as data collectors within an event-driven tiered sensor network. The simulation environment used is NS-2 [27], a popular network simulator. Basic CSMA/CA MAC protocol was used with a physical layer data rate of 2 Mbps. We performed approximately 800 simulations, where we varied the data collec- We compare two data collection schemes: static one-shot one-time data collection scenario described in Section 3 versus the use of a single robot for data collection. The robot was simulated by a node with the exact same configuration as the static sensor nodes with an added mobility capability. The robot navigated through the field with a constant speed of 2m/s. Twenty random topologies were generated to evaluate the performance of each scheme. The number of events in the sensor field were 1%, 5%, 10%, 15%, 20%, and 25% of the number of nodes in the network. The details of the simulation environment are shown in Table 1 .
Given that WSN's are used in different domains and that in each of the domains the nature of the events might vary, we tested the performance of the data collection schemes where events occur: at random locations, on a fuzzy line, in a single high probability region, and at a cluster of nodes. Events occurred at random time intervals during the simulation window, except for in the case of the cluster of nodes. For the cluster of nodes case, events that are part of a cluster occur close in time, no more than a second apart; it is assumed that the events being captured or tracked by the nodes move at a speed of 13m/s, which is justifiable for a wild animal movement or a slow moving vehicle. Events that occur on a fuzzy line were generated as follows: two event-nodes separated by at least six wireless communication hops were randomly selected, and the rest of the event-nodes are selected from the region between these two nodes. For events that occurred with a high probability in a single region, were generated as follows: one-event node was selected at random, 70% of the other event-nodes were selected randomly from all nodes that were less than three hops away from the initial-node, and the rest of the event-nodes were selected randomly from the rest of the region. Lastly, for events generated in a cluster, the cluster was initialized by picking a random node as an event-node. Then, the other event-nodes are added to the cluster by picking the closest neighbor of the last added event-node. The events per occurrence pattern are summarized in Table 2 .
Each tour of the robot was optimized to minimize the distance the robot travels and it was calculated using algorithms to solve the Traveling Salesmen Problem. We use the Concorde TSP solver which is an application to solve the symmetric traveling salesman problem (TSP) and some related network optimization problems [28] .
Note that inherent limitations of NS-2 prevent us from running simulations with a greater number of nodes, increasing the amount of data generated by each event, and increasing the number of events in each simulation. 
WSN Simulation Results
In this section we report our observations on the overall energy consumption tendency under different event patterns for both data collection schemes: static, without robotic assistance, and mobile, with a robotic data collector. In addition, we report the overall statistics of energy consumption versus varying number of events in the network.
Event Patterns vs. Energy Consumption
We have generally observed that the average energy consumed in the mobile case is approximately two times less than the static case under any event pattern; however the reduction of energy consumed depends on the nature of the event pattern. The average energy consumed per each scenario is calculated by averaging energy usage of all the static nodes in the network. In order to illustrate our observations, we have show a representative average case scenario for each event-occurrence pattern.
In Fig. 1(a) , we show an illustrative scenario with fifteen uniformly random events (RE) occurring in the network field. For this kind of event pattern, we found that the use of mobile node helps to increase the projected lifetime of the network to approximately two times. In addition, it can be noted from the energy used CDF, that about 20% of the nodes in the mobile or robot-assisted case consume less than 10 watts of energy, while that in the static case most nodes consume 20 watts or more. Note that most nodes in the mobile case have some energy consumption since dataUpdate packets traverse the network in a multi-hop manner. In Fig. 1(b) , shows an example of a topology with events occuring in the network along a fuzzy line. For this scenario most of the events occurs in the region between two random selected nodes. For this kind of event pattern, we found that the use of mobile node helps to increase the projected lifetime of the network to 1.4 of the static case. Also from the CDF, we see that the trend of energy consumption among the nodes in the network follows the same trend. This can happen when nodes are relative close to the sink and when events are not correlated in time such as in this case. If nodes are close to the sink no multihop transfer of data is performed, and when events are not correlated in time hardly any packet loss occurs (packet loss triggers retransmission of data therefore more energy for transmission is consumed). In addition, note that the number of nodes that consume minimal energy for both cases is about equal. This is because most of the events occurred on one side of the network and nodes one the other side are not communicating or transmitting any data.
The third type of event distribution we simulated was a high event density region. An average performance scenario is illustrated in In Fig. 1(c) . In this case, the energy has a bimodal tendency for both the static and mobile cases. This is due to the fact that event-nodes are either very close to each other or very apart. In this case, the increase of the lifetime of the network in the mobile case is about 3.1 times the static one.
Lastly, events were distributed in the network in a clustered manner, meaning that sets of events were centralized around a single network node. In Fig. 1(d) , we show an average performance scenario in which eighteen total events (e=18) occur in the field around three centralized positions. In the scenario, the use of mobile data collector has the most gains. The lifetime of the network was increased to 3.3 times the static case. Since events are correlated in time and space, the WSN experiences more traffic load at event occurrence time in the static case. These leads to more simultaneous data transfer and more likely more data loss and retransmitted.
Event Load vs. Energy Consumption
In this subsection, we present the energy consumption statistics for the four different event patterns under varying event loads. In Fig. 2 , we show the energy consumption trends for both the mobile and static networks. Note that each point in the plots represents average of twenty simulation runs with different network topologies and event distribution. From this figure, we observe that for the mobile case, the average energy consumption increases proportional to the number of events in the network regardless of the event-occurrence pattern. On the other hand, the average energy consumption in the static case varies with both the number of events and the event occurrence pattern. Basically, the more overlap the occurrence of event have in time or location, the more energy is consumed for accomplishing a reliable transmission of the data. For example, for the CL event pattern, which has the most time and location correlation for each cluster, we see that the the difference of energy consumption between the mobile and static cases increases at a greater rate with 
Conclusion
In this work we present a feasibility study of the use of robotic assistance in high-fidelity event-driven tiered sensor networks. By eliminating the need to transfer large amounts of high-fidelity or high-resolution data through multi-hop communications the lifetime and overall usefulness of the sensor network can be prolonged. We illustrate 57% energy savings average in the network with robotic assistance on varying network densities and event occurrence distributions. Our proposed data collection scheme is best suited for off-line data collection an therefore can be of beneficial used for structural, bridge, volcanic activity , and surveillance wireless monitoring systems. In the future, we can enhance our schemes to work with larger WSN and multiple data collectors.
