We analyze the Fick's diffusion of a gas inside porous nanomaterials through the one-dimensional diffusion equation in nanopores for various cases of boundary conditions for homogeneous and non-homogeneous problems. We study the diffusion problems, starting without adsorption of the gas inside the pores, to more complex situations with surface adsorption in the pore walls and at the pore tips. Different methods of solution are reviewed depending on the problem, such as similarity transformation, Laplace transform, separation of variables, Danckwerts method and the Green's functions technique. The recovery step when the diffusion process stops and reached the steady-state is presented as well for the different problems.
II. Diffusion problem at the nanoscale
A simplified version of the problem is reached assuming that the difference between the concentration at the pore wall and a crosssectional area weighted average concentration are negligible. At least for short times, the fraction of active sites per unit area filled with the adsorbed species is negligible, and only adsorption -no desorption-occurs at an appreciable rate. Thus, removing the radial coordinate, the general dimensionless governing problem results as follow: 
III. Recovery process from diffusion
For sensing purposes, is interesting to determine the mathematical solution to the problem of diffusion, once the steady-state is reached and the point of diffusion is off. The steady-state is calculated taking the limit of the solutions of the diffusion problems discussed before when the time tends to infinity. Switching off the source of diffusion is done by setting the Dirichlet BC-( b) to zero, giving the general problem for the normalized concentration u * (x * , t * ) as follow:
(BC-): u * ( , t * ) = ,
(BC-): 
IV. Solutions to the diffusion problem without adsorption
We will tackle different approaches to solve the system ( ) depending on the conditions established. First, we will consider the problem without adsorption, i.e., setting β = γ = in ( ) and solving the problem simplest diffusion equation with Dirichlet and Neumann boundary conditions using three different approaches.
IV. . Similarity transformation
Similarity transformations to PDEs are solutions which relies on treating independent variables in groups rather than separately. Setting β = γ = in problem ( ) gives:
(BC-): c * ( , t * ) = ,
We seek a solution of the form ( )
where r is chosen arbitrarily to satisfy the BCs. Then, we plug ( ) into ( a):
We set r = / to satisfy the BCs in the final transformed ODE: applying the anti-transformation, we get:
Thus, combining Eqs. ( ) and ( ), the solution of ( ) results as follow:
Integration of ( ) over x * yields the time solution of the concentration:
( ) Equation ( ) shows a decay behavior which strongly depends on t * , while the time profile of Eq. ( ) builds up until it reaches the end of the pore, without clear saturation - Fig. -. 
IV. . Laplace transform
The method of Laplace transform is widely used in the solution of time-dependent diffusion problems because the partial derivative with respect to the time variable is removed from the differential equation of diffusion and replaced with a parameter, s, in the transformed field. Thus, this technique to solve PDEs is relatively straightforward, however, the inversion of the transformed solution generally is rather involved unless the inversion is available in the standard Laplace transform tables ( , ) . In fact, to simplify the inverse of the Laplace transform in our problem, we change the limits of the BCs, as if we flipped the thin film in the spatial coordinate. By setting β = γ = in ( ), we get:
We start by taking the Laplace transform, L, of each term of ( ) as follow:
where the variableĉ =ĉ(x * , s) represents the concentration in the transformed field, where s is a parameter, not a variable. Then, the PDE of problem ( ) is transformed into the following ODE:
The general solution for problem ( ) has the form ( )
Applying the BCs to the solution ( ), gives A = [s cosh( √ s)] − and A = . Plugging these constants into ( a), we get the solution in the transformed field:
The inverse of the Laplace transform, L − , of ( ), is found in tables and gives the following solution to ( ) ( ) : 
IV. . Separation of variables
The inverse of Laplace transform is useful when the antitransformation is generally tabulated. Otherwise, it involves further complicated steps depending on the solution in the transformed field. The method of separation of variables presents as an alternative. To use this method, we split the problem ( ) into an equilibrium steady-state part, (x * ), plus a non-equilibrium displacement part, (x * , t * ) ( ) . By doing this, we send the nonhomogeneity in BC-to the IC. Thus,
The steady-state part problem is:
( )
The non-equilibrium problem is built from expression ( ), (DE):
(BC-):
where c * (
where λ is an arbitrary separation constant. Last expression yields two ordinary differential equations for x * and t * . The x * -dependent part satisfies the eigenvalue problem with two homogeneous boundary conditions as follow:
The general solution of ( ) is
Placing the BCs we obtain the nontrivial solutions A = and A cos(λ) = . Since the cosine is a periodic function, the eigenvalue λ must satisfy the solution for every positive odd half-integer of π, hence, the eigenvalues are given by
The eigenfunction corresponding to the eigenvalue λ n is
The time-dependent ODE equation that results from ( ) has the following general solution:
Therefore, the product solution of ( ) is
The principle of superposition shows that n , with n ∈ Z + , are solutions of a linear homogeneous problem. It follows that any linear combination of these solutions is also a solution of the linear homogeneous equation ( ). Thus, taking into account that B n could be different for each solution, we have
The initial condition is satisfied if
We first multiply both sides of ( ) by p m (x * ) -for a given integer m of n-, and integrate over x * :
The orthogonality property of the sine function implies that each term of the sum is zero whenever n m, then, the only term that appears on the right-hand side occurs when m is replaced by n:
Solving for B n we obtain:
Combining Eqs. ( ), ( ) and ( ), the final solution to the problem is:
where the time-profile defined as
and the eigenvalues given by ( ). Plots of ( ) and ( ) are shown in Fig. . 
V. Solutions to the diffusion problem with adsorption
Now we will consider two approaches to solve the system ( ) with adsorption. There are solutions to this problem in literature, for β = and γ = , giving rise to the surface adsorption effect inside the pores' walls, except at the bottom of the pore. We review this problem and also the solution for the Robin -mixedboundary condition, γ = , when the adsorption at the pore-tip is considered.
V. . Adsorption in the wall's surface of the pore
Setting β = and γ = in ( ) becomes a reaction-diffusion problem with Dirichlet and Neumann boundary conditions as follow:
In the literature, exists solutions to this problem using eigenfunction expasion ( ) , superposition of solutions ( ) and Laplace transform ( ) . Here, taking advantage to the constant nature of the BCs we solve this problem using the Danckwerts method ( ) , which consists in solving the homogeneous DE, keeping the BCs and IC,
and then expressing the solution as follow:
( ) Problem ( ) is the same as ( ), with solution given by Eq. ( ). Thus, plugging this solution in ( ), we get: 
We define the transformation c * = exp(−α t * )ĉ, and plug it into ( ), which results as follow:
Notice that the transformation introduced not only removes the reaction term, but also replaces the Dirichlet BC-with a timedependent condition, (t * ). For convenience, we wrote (t * ) as the BC-, and F(x * ) to the IC, although they are homogeneous. We solve problem ( ) using the Green's function method ( ) , where the solution expressed in terms of the Green's function, G(x * , t * |x † , τ), is as follow:
where (x † ) m is the Sturm-Liouville weight function with m = for rectangular spatial coordinate, x i is the ith boundary point of the total N boundary conditions prescribed, g(x * , t * ) is the generation term -eliminated by the transformation-, F(x * ) is the initial condition, and i (t * ) are the non-homogeneous boundary conditions functions. Notice that for a Dirichlet boundary condition, we should replace
To find the Green's function that solves the problem, we first solve the associated homogeneous problem of ( ):
Separation of variables, ψ(x * , t * ) = p(x * )q(t * ), leads to the related boundary value problem of ( ),
with eigenfunctions p n (x * ) = sin(λ n x * ) and the corresponding eigenvalues λ n , defined as the roots of the trascendental equation, λ n cot λ n + α = . When n tends to infinity, λ n cot λ n ∼ (n − / )π. Thus, the eigenvalues express as λ n = (n − / )π + α , n ∈ Z + . The difference comparing boundary value problems ( ) with ( ), lies in the eigenvalues due to the BC-conditions -Robin and Neumann-of the problem. The time-dependent solution is q n (t * ) = q( ) exp(−λ n t * ), where the initial condition is 
The solution of ( ) is
( ) Last equation establishes the solution to the associated homogeneous problem. Rearranging Eq. ( ) expressed in the form
implies that all the terms in the solution, except the initial condition function, are lumped into a single term K(x * , x † , t * ), called the kernel of the integration. Considering the Green's function approach for the solution of the same problem, the Green's function evaluated at τ = is equivalent to the kernel of integration:
Hence, the kernel obtained by rearranging the homogeneous part of the transient problem into the form given by Eq. ( ), represents the Green's function evaluated at τ = . The full Green's function, G(x * , t * |x † , τ), is obtained replacing t by t − τ in G(x * , t * |x † , ) ( ) . Thus, the full Green's function determined from Eq. ( ) is given by Now that we have calculated the Green's function, we proceed to solve problem ( ), using ( ), with F(x * ) = , g(x * , t * ) = , and (t * ) = in the BC-. Also, since the BC-is of the first type, we replace G by ∂ x † G:
( ) Then, Eq. ( ) reduces to the following:
The final solution to problem ( ) is recovered taking the antitrasformation, c * =ĉ exp(−α t * ):
with λ n = (n − / )π + α , n ∈ Z + and time profile as follow:
Figures and show ( ) and ( ) for α = . and α = for different times.
VI. Solutions to the recovery process
We will calculate the recovery process for three cases: no adsorption from separation of variables, adsorption with zero-flux and with non-zero flux at the end of the pores. Notice that for the similarity solution, the steady-state is never reached.
VI. . Recovery step without adsorption
The solution of the diffusion problem without adsorption is given by Eq. ( ), where the steady-state is reached at c * (x * , ∞) = . Then, the problem to solve is as follow:
The solution of this problem is similar to that of ( ), except for the negative sign in the IC. Following the same procedure, we calculated the solution by separation of variables to be 
VI. . Recovery step with surface and pore-end adsorption
The problem is defined as follow: transformation u * =û exp(−a t * ) we have
Separation of variables leads to the following boundary value problem:
Problem ( ) is the same as ( ), with p n (x * ) = sin(λ n x * ) and λ n = (n − / )π + α + α , n ∈ Z + . We consider a time solution of the form q(t * ) = q( ) exp(−λ n t * ), with q( ) = λ n α + λ n ( ) calculated as above. Then, the solution to ( ) iŝ
Using the anti-trasformation, u * =û exp(−α t * ), we arrive at the solution of ( ): [ 
