Abstract: Independent Component Analysis (ICA) is a kind of novel multi-dimensional statistical analysis method. Its characteristic is to recover the independent source signal components from the multi-channel observation signal. In this paper, based on the model of independent component analysis, we used the gradient style algorithm to separate the noise blind mixed electrical signal. In the application of gradient algorithm, in order to solve the compromise between convergence rate and stability performance of the natural gradient blind source separation algorithm, we adopted the variable step size natural gradient algorithm to complete the noise electrical signal on-line blind source separation simulation, which provides an effective method to realize the multi-sensor collection signal.
INTRODUCTION
Blind source separation (BSS) [1] is a new technology with rapidly development in the late 1980's, which is used to solve to separate each source signal from blind mixed signals, and is presented for a powerful signal processing method combining the neural network with the information processing theory. Now blind source separation technology has been adopted by many fields such as biomedical, communication, speech, image processing, radar and communication systems, seismic exploration, and mobile communications, etc. it has become an international research focus in the field of signal processing and artificial neural network, which has very important practical value. BSS algorithm mainly includes Informax, natural gradient algorithm, and Fast ICA algorithm, etc [2] . Blind separation algorithm is based on information theory and higher order statistics theory to establish the cost function, the algorithm was used to optimize the objective function. Among them, the Fast ICA algorithm has faster rate of convergence and has been applied into many engineering fields, but because it is a kind of batch algorithm, and cannot achieve on-line blind source separation, the gradient algorithm is a classical unconstrained optimization algorithm with simple principle, which is easy to implement, and can realize the on-line calculation.
Due to the step size parameter of traditional natural gradient algorithm is a fixed value; the fixed step size parameter cannot solve the contradiction between the rate of convergence and the steady-state error. If we improve the value of step size, the rate of convergence can be improved theoretically, however, it will lead to the steady state error, and even cause the algorithm divergent [3] . This article is based on gradient blind source separation method, comprehensively considers the computational complexity of algorithm, the rate of convergence and steady state performance, a kind of adaptive variable step natural gradient algorithm is applied to the noise signal blind source separation, and comparing with the traditional blind source separation algorithm, a satisfactory separation results have been achieved.
MATHEMATICAL MODEL OF BLIND SOURCE SEPARATION
BSS is a technology of separating independent source signals from the mixed signal under the transfer function, mixed coefficient of source signals and probability distribution of an unknown system [4] . Usually, signals from several vibration sources are measured through a certain number of sensors, each sensor is measured the mixed signal source, but do not know their confusion matrix style of the nonlinear system. In this case, we hope to be able to take out the signal of each source separately, analysis and judgment. In the traditional blind source separation algorithm, firstly, we choose m numbers of signal sources and sensors, there has the following formula between the measure signals and source signals:
In the formula (1), the observation signal x(t) = 
noise. The principle frame diagram is listed below (Fig. 1 ) [5] . By some kind of learning algorithm to get the separation matrix W, and makes the formula (2) set up:
In the formula (2),
, that is the objectives of the source signals is recovered.
VARIABLE STEP SIZE NATURAL GRADIENT ALGORITHM
The natural blind source separation algorithm is resented by Amari, Cichok [6] based on the mutual information (MI) theory at first.
In the formula (3), ( (k)) i i p u is probability density function of ( ) i u k and renew the separation matrix W according to the formula (4) [7] .
In the formula (4), I is as a unit matrix, k expresses discrete time index, f (·) is nonlinear singular function for the estimation signal.
is step size ( > 0), in the formula (4), the change quantity of ( ) W k is the natural gradient based on Riemannian geometry (differential geometry), and comparing Euclidean geometry (plane geometry), the gradient natural gradient uses the Riemann structure parameter space to adjust the direction of the gradient search, which has better convergence [8, 9] .
And f (u (k)) meets the formula (5) .
In order to facilitate discussion, this article adopted crosstalk error to measure the blind source separation effect. The aim of signal blind source separation algorithm is to get a generalized permutation matrix from the mixed-separation composite matrix as far as possible. Therefore, in order to evaluate the performance of a kind of blind source separation algorithm, the reasonable method is adopted the difference between the actual mixed-separation matrix and generalized permutation matrix. The definition of blind source separation algorithm performance index listed below formula (6) [10, 11] .
From the formula (6) we can see, the performance index is a no number no more than zero, 0 E , and only when g is a generalized permutation matrix, E=0. But in fact, E is not equal to zero, and when the index is more close to zero, the separation algorithm performance is better.
The adaptive natural gradient algorithm has two important features: (1) the algorithm is not affected by the influence of the mixed matrix; (2) the algorithm prevents separation matrix W into a singular matrix, and accelerate the rate of convergence of the algorithm [3] . The purpose of blind source separation algorithm is to search the optimal matrix W opt in formula (4), which makes the final formula (7) below realization.
The aim of adjusting any adaptive system parameters is to achieve the following two best integration points of the two performance index: (a) the rate of convergence; (b) the steady-state error. Therefore, the purpose of any timevarying step size processing is to increase the step size into a big stable value, in order to achieve the fastest convergence. And when the best convergence point reaches to the neighborhood area, accordingly, we can reduce the step size and reduce the offset error.
When using natural gradient method to realize the blind source separation, it is very important to choose a step size. In order to solve the above contradictions, the article used a kind of variable step adaptive blind source separation algorithm considering the rate of convergence and steady-state performance and compared with the traditional natural gradient algorithm. In the step size selection, we used the formula (8) to update the step size [12] .
In formula (8), ＞0 is a little number. We introduce the matrix inner product and define
< > expressed the inner of matrix, ( ) trace expressed the trace of matrix. D and E is a m n dimensional matrix, because of the complexity of matrix calculus, we applied the definition of inner. And can get the adaptive variable step size iteration algorithm listed as formula (9) .
SIMULATION OF SIGNAL BLIND SEPARATION
The algorithm is based on natural gradient, and on the step size adaptive variable step improvement, therefore, theoretically, the start of the algorithm convergence, the convergence speed should be faster than ordinary natural gradient algorithm, but because of the time goes on, the length factor decreases gradually, while making smaller steady-state error and the performance will be promoted. As a result, we carried out the improvement algorithm simulation.
In order to verify the algorithm validity in noise signal blind source separation, we select two actual signals, the sampling frequency is 5000 Hz, data size is 1000, in order to verify the effectiveness of the algorithm in the case of containing noise, we added a group of white noise signal, the source signals listed below as Fig. (2a-b) and the noise signal waveform of Fig. (2c) . The source signal power spectrum is shown in Fig. (3) . After mixing source signal and noise signal, the observation signal waveform is desultorily, listed below Fig. (4) , we can't see from mixed signal that is made up of which signals. From the spectrum of observation signal we can see, due to each group of signals blind mixed, each group of observation signals will be mixed with other signals' frequency characteristic, which listed in Fig. (5) . Therefore, through observing the blind mixing signals' spectrum, we cannot get the real signals' detailed information. Fig. (4) . Observation signal of blind mixed. In view of the equal variability of natural gradient algorithm, that is to say that the performance has nothing to do with mixture style of source signals, and it is a kind of online algorithm, which can adjust the value of separation matrix according to the change of mixed matrix. This article completed the blind source separation based on the rule of minimum mutual information natural gradient algorithm. Because the traditional natural gradient algorithm uses the fixed step size, at the iteration beginning of the algorithm, if the step size selection is too small, it will make the algorithm rate of convergence too slow, but if the step size selection is too large, it will make the algorithm rate of convergence too fast, so, we use a kind of adaptive time-varying step size, it will have better effect. In this article, we use the variable step size of the iterative formula (9) , complete the separation and identification of the mixed signal. In the formula (9), the nonlinear function of f(y) takes tanh (y). Before separation, we carried data meaning and bleaching processing [13] . Ini-tial step size was selected In Fig. (6b) , we can better restore the source signals, shows that even using the same algorithm, the step size selection is also very important. We taken spectrum to Fig.  (6b) , and compare with source signal spectrum in Fig. (3) , it can be seen that Fig. (6b) separates the blind mixed signal accurately. Due to the blind source separation has uncertain characteristics, the separation signals have different order comparing with the source. The separation signal better maintain the characteristics of source signals, the error is not big. Due to the blind mixed signal contains white noise and other types of noise signal, therefore, in the Fig. (7c) , the separation signal contain other frequency component, but the value is very small compared with the source signal.
From Fig. (6) , you can see that when choosing a large step size, the algorithm has fast rate of convergence, but steady state performance is poor, signal error is bigger, when choosing a small step size, steady state performance is good, the algorithm can separate source signals more accurately, but, convergence is slow. Therefore, when carrying the signal blind source separation, the choice of reasonable step size will greatly improve the recognition quality, the method of selecting step size is the key to improve the effect of separation.
In algorithm performance evaluation, we can compare the algorithm performance between traditional algorithm and improved algorithm in virtue of the crosstalk error index. Such as bellow Fig. (8) , it is a comparison diagram between the traditional algorithm and improved algorithm in iteration times of 200. And the crosstalk error calculation formula is shown as formula (6) in section 3.
The graph of crosstalk error can be concluded that the algorithm performance. For example, the algorithm can achieve faster convergence, with the small steady-state error, the algorithm performance is better. In order to blindly pursue the algorithm convergence speed, it can bring bigger steady-state error, which is not an option, so we should balanced the two indicators between steady-state error and convergence speed, the algorithm will realize the application in signal processing.
CONCLUSION
This article used gradient type blind source separation algorithm to complete the noise signal blind source separation. (6) . Separation signal waveform using variable step size natural gradient BSS algorithm. Fig. (7) . Frequency spectrum of separation signal. Fig. (8) . The graph of crosstalk error index.
