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Motivacija za zaključno delo je bila želja, da bi spoznali in preizkusili Googlovo aplikacijo za 
razpoznavanje slovenskega govora. Želja je bila tudi ugotoviti, kako bi bil videti konkreten 
primer uporabe te aplikacije in na kakšne težave in omejitve bi pri tem naleteli. 
V prvem poglavju so predstavljena kratka zgodovina in glavna odkritja, ki so prispevala k 
razvoju sistemov za razpoznavanje govora. Tako lahko vidimo, da je v zadnjih par letih prišlo 
do velikega napredka pri razpoznavanju govora z uporabo večplastnih nevronskih omrežij. 
Nevronska omrežja so se v zadnjih letih uveljavila kot orodje za ugotavljanje verjetnosti 
ujemanja zvočnih signalov s shranjenimi modeli besed oziroma glasov. Tak pristop je 
prisoten v veliko komercialnih sistemov za razpoznavanje govora. 
Prav ti sistemi so predstavljeni v drugem poglavju. Tu lahko vidimo, da je na trgu čedalje več 
razpoznavalnikov govora, razvitih v velikih računalniških podjetjih, kot so Microsoft, Google 
ali Apple. Ti sistemi se uporabljajo tako za samo narekovanje besedila ali kot ključni del 
programov osebnih pomočnikov, ki predstavljajo popolnoma nov način interakcije z 
računalnikom. Iz vsega tega je jasno, da je razvoj razpoznavanja govora v zadnjih letih naredil 
velik napredek tako v akademski sferi kot v gospodarstvu. 
Kljub temu obstajajo številne omejitve pri uporabi sistemov za razpoznavanje govora v 
vsakdanjem življenju. Nekatere od teh problemov spoznamo s testiranjem Googlove 
aplikacije s pomočjo orodja HResults. Testiranja so bila izvedena na treh različnih skupinah 
vzorcev govora. Prva skupina je vsebovala vzorce počasnega in razločnega branja, v drugi 
skupini so bili vzorci hitrejšega in manj razločnega branja, v tretji pa so bili vzorci prostega 
govora. Točnost razpoznavanja  se je razlikovala med različnimi vzorci. Tako je bila povprečna 
točnost pri razpoznavanju vzorcev iz prve skupine 88-odstotna, pri drugi skupini 79-odstotna 
in pri tretji 62-odstotna. 
Rezultati točnosti razpoznavanja pri prvi skupini vzorcev so zelo dobri in so podobni 
rezultatom, ki jih oglašujejo podjetja ob predstavitvi svojih izdelkov. Iz testov pa lahko 
vidimo, da ima Googlova aplikacija za razpoznavanje  govora težavo pri hitrejšem branju. 
Težave ima predvsem z razpoznavanjem kratkih besed, kot so vezniki in predlogi, ki jih ne 
razpozna ali jih razpozna narobe. Pri prostem govoru je razpoznavanje še slabše zaradi 
velikega števila nepotrebnih glasov in medmetov, tako da so nekateri stavki popolnoma 
nerazumljivi. Iz  rezultatov lahko zaključimo, da je Googlov razpoznavalnik zelo uporaben, če 
govorimo razločno in ga ne uporabljamo v situacijah, kjer je zahtevana popolna točnost pri 
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razpoznavanju besed. Predstavljeni so tudi rezultati razpoznavanja na večji zbirki vzorcev v 
dveh različnih obdobjih. Iz preizkusa je razvidno, da se točnost razpoznavanja s časom 
izboljšuje. 
 
V zadnjem poglavju je opisan program, ki je narejen v programskem jeziku Python in je 
namenjen pošiljanju elektronske pošte s pomočjo govora. Pri razvoju programa lahko 
spoznamo načine implementacije in delovanje Googlovega sistema za razpoznavanje govora 
na praktičnem primeru. Googlova aplikacija je izredno zanesljiva, saj ni bilo nobenih 
problemov s povezavo na njen strežnik. Omejitev časovne dolžine govora, ki ga aplikacija 
razpozna, predstavlja oviro, če želimo delati z daljšimi zvočnimi datotekami. Ta problem se 
da rešiti z razdelitvijo zvočnih datotek na krajše dele. Da razdelitev ne uniči govora, jo je 
treba izvesti na mestih, kjer pride do prekinitve v govoru. Za snemanje program uporablja 
orodje PyAudio za pretvorbo med zvočnimi formati pa Sound eXchange. Ko imamo 
transkripcijo celotnega besedila, program besedilo uredi in zamenja narekovana ločila, kot so 
pika in vejica s pravimi ločili. Na koncu program pošlje besedilo na izbran naslov elektronske 
pošte. Uporabnost takšnih programov je predvsem v primerih, ko ima uporabnik zasedene 
roke ali oči z drugim delom in ne more ali ne sme uporabljati tipkovnice.  
 






























In this thesis, we test the accuracy and usefulness of the Google speech recognition 
application for the Slovenian language. We also want to find out the limitations and 
problems of the application. 
In the first chapter, there is a short overview of history and the most important 
developments in the field of speech recognition. We can see how deep learning and use of 
neural networks has profoundly revolutionized automatic speech recognition. Also, a lot of 
commercial auto speech recognition systems nowadays are based on deep learning 
methods. 
Some of these commercial systems are described in the second chapter. The commercial 
systems for speech recognition have been developed by big corporations, such as Microsoft, 
Google, and Apple. These systems are a part of the programs that work as intelligent 
personal assistants. Personal assistants use natural language user interface to answer 
questions, make recommendations, and perform actions.  
We tested the accuracy of Google application with the tool HResults. The tests were made 
on three different groups of samples. The first group included samples of reading that are 
slow and easy to understand. In the second group, there were samples of faster reading. The 
third group encompassed speech that is the hardest to understand. The accuracy of 
recognition was different between different groups of samples. In the first group, 
recognition accuracy was 88%, recognition accuracy in the second group was 79%, and in the 
third group 62%. 
The recognition results are very good for slow reading. These results are similar to results 
published by advertisements for commercial recognition systems. 
We can also see that the Google application has problems when it tries to recognize faster 
reading. The recognizer has trouble recognizing short words such as conjunctions and 
prepositions. 
When the application recognizes speech that is the hardest to understand, the results are 
even worse because there are so many unnecessary interruptions and interjections in the 
speech. 
We conclude that the Google application is very useful when we speak clearly and we do not 
use the application in situations where we need perfect accuracy of recognition. 
We also measure the accuracy of recognition at two different time points. The test shows 
the accuracy of recognition is improving over time. 
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In the last chapter, we describe the development of our own computer program for sending 
emails with the help of Google application for speech recognition. Google application is easy 
to implement into a computer program. The application is also very reliable, but has a 
limitation on duration of the speech. Time limitation can cause some problems when we 
want to recognize longer speech files. These problems are solved by cutting audio files into 
smaller pieces without losing any of the important data. Our program for sending email uses 
PyAudio for recording audio and it uses Sound eXchange for conversion between different 
audio formats. 
When we get the whole transcription of speech from Google application, the program 
replaces all dictated punctuation marks with real symbols for punctuation marks. At the end, 
the computer program sends email to the chosen address. These types of programs are 
useful in situations where the user cannot use a keyboard. 
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Seznam uporabljenih kratic 
 
APP                računalniška aplikacija, program (angl. application program ) 
HTK                zbirka orodij za delo s prikritimi Markovovimi modeli (angl. Hidden Markov 
Model Toolkit) 
DTW               prilagajanje z ukrivljanjem časovne osi (angl. Dynamic Time Warping) 
PMM              Prikriti Markovovi modeli (angl. HMM Hidden Markov Models) 
GMM             Modeli Gaussovih mešanic, ki se uporabljajo za opis verjetnostne porazdelitve 
vektorjev značilk (angl. Gausian mixture models) 
LSTM RNN     nevronsko omrežje z povratnimi povezavami in spominskimi celicami (angl.                                                     
Long Short- term Memory Recurrent Neural Network) 
SOX                program za delo z zvočnimi datotekami (angl. Sound eXchange) 
WAV              format zvočnega zapisa (angl. Waveform Audio File Format) 
 
FLAC               format zvočnega zapisa; brez izgub informacij (angl. Free Lossless Audio Codec) 
 
MFCC             koeficienti melodičnega kepstra (angl. Mel-frequency cepstral coefficients) 
OpenMP        programski vmesnik, ki omogoča obdelavo različnim platformam s skupnim 
spominom (angl. Open Multi-Processing) 
















Sistemi za razpoznavanje  govora so orodja, ki predstavljajo nov način za interakcijo med 
človekom in programsko opremo in so eno od ključnih in zanimivejših področij umetne 
inteligence. Za nas so posebno zanimivi razpoznavalniki govora, ki so zmožni uporabe 
slovenskega jezika. Razpoznavalnikov, ki bi podpirali slovenski jezik, je žal malo. Med bolj 
komercialno usmerjenimi sistemi za razpoznavanje govora, kot so na primer Siri, Windows 
Speech Recognition, Dragon NaturallySpeaking in drugimi, podpora slovenskemu jeziku ne 
obstaja [1], [2] .  
Zaradi tega je Googlova aplikacija za razpoznavanje govora še posebej zanimiva. Opazili smo 
namreč, da ima uporabniški vmesnik za aplikacijo z imenom Web Speech API Demonstration 
na voljo med možnostmi podprtih jezikov tudi slovenščino. 
 
Področje razpoznavanja govora je zanimivo tudi zaradi hitrega razvoja [3] , [4], [5], [6] . 
Povečano zanimanje industrije za razpoznavanje govora je posledica dejstva, da je ta način 
komunikacije še posebej primeren za mobilne naprave. 
V zadnjih letih je zato prišlo na trg veliko število aplikacij za razpoznavanje govora. Razvoj 
sistemov za razpoznavanje govora pa je dobil nov zagon in denarna sredstva še s strani 
velikih podjetij, kot so Microsoft, Google in Apple. Uveljavile so se tudi nove tehnologije, kot 
so nevronska mrežja, ki so omogočile večjo točnost razpoznavanja [7], [5], [6], [8] . 
 
1.1 Cilji dela 
 
Namen tega dela je raziskati in preizkusiti delovanje Googlove aplikacije za razpoznavanja 
govora.  
Cilj tega dela je ugotoviti, kakšen je bil in kakšen je razvoj razpoznavalnikov govora, še 
posebej pri velikih podjetjih, kot je Google. Cilj je tudi ugotoviti, kako se uporablja Googlova 
aplikacija za razpoznavanje govora, saj je uradne dokumentacije malo. 
Za nalogo smo si zadali testiranje točnosti razpoznavanja pri različnih primerih govora in 
vrednotenje teh rezultatov glede na njihovo uporabnost. 
Obenem nas zanima, kako se izvede implementacija Googlovega sistema za razpoznavanje 
govora, zato je cilj tega dela razviti program, pri katerem bomo uporabljali Googlov 
razpoznavalnik in pri tem odkriti tako dobre strani aplikacije kot tudi njene težave in 
omejitve. 
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1.2 Metodologija dela 
 
Za ugotavljanje napak samodejnega razpoznavanja govora sem uporabil orodje HResults, ki 
je del paketa za izdelavo razpoznavalnikov govora HTK [9]. Teste sem izvedel na različnih 
vzorcih svojega govora, ki so bili različno težavni za razpoznavanje, saj so se razlikovali v 
hitrosti in razločnosti. Namen tega preizkusa je bil ugotoviti, kako točen je razpoznavalnik v 
primerih, ko ne govorimo zelo razločno in v enakomernem ritmu, saj je takšen govor bolj 
podoben govoru pri praktični uporabi aplikacije. Uporabnost programov za razpoznavanje 
govora je namreč predvsem v situacijah, kjer imamo zasedene roke z drugim delom in je zato 
težko pričakovati, da bo uporabnik lahko govoril zelo razločno in brez nepotrebnih 
prekinitev. Poleg odstotka točnosti razpoznanega govora, ki sem ga dobil s programom 
HResults, sem rezultate primerjal tudi na podlagi splošnega razumevanja razpoznanih 
stavkov, kjer si lahko pomagamo s kontekstom pravilno razpoznanih besed. 
 
Da bi preskušal uporabnost Googlove aplikacije, sem izdelal program za pošiljanje 
elektronske pošte v programskem jeziku Python. Na ta način sem spoznal zahtevnost same 
implementacije Googlove aplikacije in obenem ugotovil, kako zanesljiva in odzivna je 
aplikacija. Spoznamo tudi, kakšne omejitve uporabe obstajajo, kot so na primer dolžina 
trajanja razpoznanega govora in kako te omejitve vplivajo na izvedbo našega programa. S 
preizkusom delovanja svojega programa lahko tudi ocenimo potencial Googlovega 
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2. Razvoj področja razpoznavanja govora  
 
Zaradi novih odkritij na področju razpoznavanja govora, je primerno, da  na kratko 
predstavimo potek razvoja. 
 
Nekateri pomembni mejniki v razvoju sistemov za razpoznavanje govora [3]: 
 
 Pridobivanje informacij o lastnostih govora iz akustičnega signala 
 Prilagajanje z ukrivljanjem časovne osi (dynamic time warping) 
 Prikriti Markovovi modeli za razpoznavanje govora. 
 Uporaba večslojnih nevronskih omrežij. 
 
Jezik je najbolj naravni način komuniciranja med ljudmi. Učinkovita komunikacija med 
programi in uporabniki s pomočjo naravnega jezika bi zato predstavljala ogromen napredek v 
umetni inteligenci. Razumevanje jezika je zaradi svoje zapletenosti izredno zanimivo 
področje za raziskavo, zato sta v zadnjih šestdesetih letih tako sinteza kot razpoznavanje 
govora pritegnila veliko pozornost akademikov in industrije [3] . 
 
Prvi problem razpoznavanja govora je določanje parametrov glede na lastnosti govora. Šele 
ko znamo določati parametre, lahko namreč primerjamo shranjene vzorce govora s tistimi, ki 
jih želimo razpoznati [3], [10] . 
Začetni sistemi za avtomatsko razpoznavanje govora so bili večinoma zasnovani okoli teorije 
akustične fonetike, ki opisuje osnovne elemente v govoru (foneme) in poskuša razložiti, kako 
so akustično realizirani v izgovorjenem stavku. Za razpoznavanje so pomembni sami fonemi 
kot tudi način izgovarjave teh fonemov, ki se razlikuje glede na to, kakšni so sosednji fonemi 
v besedi [3]. 
Glavne lastnosti govora predstavljata amplituda in frekvenca signala, ki določata ton in 
glasnost zvoka. Govorni signal lahko zato predstavimo s pomočjo amplitude ali frekvence 
(spektrogram), ki se spreminja s časom [11]. Spektrograme različnih samoglasnikov lahko 
vidimo na sliki 2.1. Temna območja na spektrogramu predstavljajo formantne frekvence. 
Govor lahko prikažemo tudi s pomočjo močnostnega spektra, na katerem so prikazane 
amplitude signala v decibelih pri različnih frekvencah v nekem omejenem časovnem oknu.  
Vsak fonem ima določeno obliko močnostnega spektra, ki ga lahko matematično opišemo in 
tako pridobimo parametre, s katerimi razpoznamo govorni signal [11] . 
Za primerjanje govornih signalov se je na začetku uveljavil način primerjanja formantnih 
frekvenc, ki predstavljajo področja zgoščene energije na močnostnem spektru [3] .  






Slika 2.1: Spektrogrami samoglasnikov 
 
S pomočjo formantnih frekvenc so razvili nekatere prve razpoznavalnike govora, ki pa so 
imeli močno omejeno število razpoznanih besed in število govorcev, katerih govor so znali 
razpoznati [3]. 
Leta 1952 so Davis, Biddulph in Balashek iz Bell Laboratories naredili sistem za razpoznavanje 
posameznih številk za enega govorca s pomočjo formantnih frekvenc [3] . 
 
V petdesetih letih sta Olsen in Belar iz RCA Laboratories naredila sistem za razpoznavanje 
desetih zlogov, ki jih izgovori en sam govorec. V MIT Lincoln Lab so naredili tudi 
razpoznavalnik govora, ki je znal razpoznati 10 samoglasnikov, tudi kadar so bili govorci 
različni [3] . 
 
V šestdesetih letih so številni japonski raziskovalci razvili strojno opremo, namenjeno 
posebej za razpoznavo govora. Suzuki and Nakata iz Radio Research Lab iz Tokia, sta razvila 
razpoznavalnik samoglasnikov, Sakai and Doshita sta naredila razpoznavalnik fonemov in 
razpoznavalnik številk. Sakai and Doshita sta tudi prva, ki sta razvila razdelilnik govora in tako 
omogočila analizo in razpoznavanje govora na različnih mestih v stavku. Prejšnji 
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razpoznavalniki številk so namreč vedno predvideli, da celoten stavek vsebuje eno številko. 
Njuno delo je zato pomenilo začetek v razpoznavanju neprekinjenega govora [3] . 
 
Kasneje so razvili še številne druge načine za določanje parametrov govoru glede na njegove 
lastnosti. Eno tako orodje je Linear predictive coding, ki je ena bolj natančnih tehnik za 
analizo govora [12] . 
 
2.1 Prilagajanje z ukrivljanjem časovne osi (Dynamic time warping) 
 
Alternativa za razdelitev vzorcev je prilagoditev časovne osi signala, tako da lahko 
primerjamo vzorce govora z različno časovno dinamiko. To razmišljanje je stopilo v veljavo v 
šestdesetih letih z delom Tom Martina v RCA Laboratories in Vintsyuka iz Sovjetske zveze. 
Sakoe and Chiba sta kasneje razvila algoritem prilagajanja z ukrivljanjem časovne osi, ki je 
predstavljal pomemben razvojni korak v avtomatskem razpoznavanju govora [3] . 
 
Sistemi za razpoznavanje govora primerjajo shranjene lastnosti besede v slovarju z 
razpoznanimi lastnostmi v akustičnem signalu. Problem nastane, ker se časovno vzorci med 
sabo ne ujemajo, saj med različnimi govorci obstajajo razlike v hitrosti in časovni dinamiki 
govora. Razvoj algoritmov, kot je prilagajanje z ukrivljanjem časovne osi, omogoča 
prilagoditev časovnih razlik in tako dovoli uspešno primerjavo vzorcev govora tudi, kadar se 
hitrosti govora razlikujejo [10], [12].  
 
Pri sistemih za razpoznavanje govora, ki delujejo pri vseh ljudeh, morajo shranjeni vzorci 
besed predstavljati vse govorce, ki naj bi uporabljali ta sistem. Vzorci so zato pridobljeni od 
čim večjega števila ljudi, ki morajo vsebovati posameznike različnega spola, različnih 
starostnih skupin in govorce različnih narečij. Vsi ti vzorci so lahko nato združeni v en vzorec, 
ki je reprezentativen za to besedo. Reprezentativen vzorec lahko najdemo tako, da 
izračunamo povprečje vseh vzorcev, pri čemer si pomagamo z algoritmom, kot je prilagajanje 
z ukrivljanjem časovne osi, ki nam omogoča prilagoditi vzorce za časovne razlike. Drugi 
pristop je, da vzamemo en sam vzorec, ki je najbolj na sredini vseh vzorcev in ga naredimo za 
reprezentativnega [10] . 
Izkazalo se je, da je zaradi velikih razlik v govoru ljudi nemogoče predstaviti eno besedo 
samo z enim vzorcem, zato ima večina razpoznavalnikov govora shranjenih več vzorcev, ki 
predstavljajo eno besedo [10] .  
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2.2 Prikriti Markovovi modeli 
 
Metoda prikriti Markovovi modeli je bila v laboratorijih, kot so IBM in Institute for Defense 
Analyses, poznana že zelo zgodaj, vendar pa ni bila dokončno razvita vse do sredine 
osemdesetih let. Po dokončnem razvitju metode se je hitro uveljavila in postala prva izbira za 
izdelavo sistemov za razpoznavanje govora. Prikriti Markovovi modeli so kot osnova za 
sisteme avtomatskega razumevanja govora s pomočjo izboljšav in nadgradenj še vedno 




Slika 2.2: Shema PMM 
 
Pri uporabi prikritih Markovovih modelov primerjamo vzorce govora s shranjenimi podatki, 
pri čemer je govor modeliran kot izhod iz naključnega procesa. 
Na sliki 2.2 vidimo, da vsak krog predstavlja stanje modela ob nekem diskretnem trenutku v 
času. Stanja pri modeliranju govora predstavljajo dele govora, na primer foneme ali trifone 
[13]. 
V vsakem stanju ima model izhod, ki predstavlja lastnosti tega odseka govora. 
Ko gremo v času naprej, se model premakne v novo stanje ali pa ostane v istem stanju. 
Verjetnosti, s katerimi se model premika ali ostane v nekem stanju so določene z matriko 
     , pri čemer     predstavlja verjetnost premika iz stanja   ob času    v stanje    ob času 
     . Vsota vseh verjetnosti za premik v nekem stanju mora seveda biti enaka 1 [13] [14] . 
 
V vsakem stanju je določena verjetnost izhoda v tem stanju. Izhod v vsakem stanju je simbol. 
Matrika       določa verjetnosti, pri katerih bo simbol na izhodu enak   , ko je model v stanju 
   [13] . 
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Za izdelavo dobrih sistemov za razpoznavanje govora z uporabo metode prikriti Markovovi 
modeli moramo imeti velike količine vzorcev za učenje teh sistemov. Treba je posneti iste 
besede z različnimi govorci, da lahko naredimo sistem, ki je neodvisen od tega, kdo govori in 
ga tako lahko uporablja kdorkoli [10]. 
Razpoznavanje govora deluje tako, da sistem izračuna verjetnost za pridobitev vhodne 
vrednosti v sistem z uporabo različnih modelov besed in nato izbere tisti model besede, ki 
ima največjo verjetnost za generiranje parametrov vhodnega signala [13]. 
Potreba po procesorski moči je pri procesu razpoznavanja precej manjša kot pri procesu 
učenja [10] . 
 




Slika 2.3: Diagram sistema za razpoznavanje govora 
 
 
Natančnost razpoznavanja govora je pri sistemih, ki uporabljajo metodo prikriti Markovovi 
modeli boljša kot pri sistemih, ki uporabljajo algoritem prilagajanja z ukrivljanjem časovne 
osi. Količina podatkov in obremenitev procesorja pa sta lahko tudi desetkrat manjša kot pri 
postopku prilagajanja z ukrivljanjem časovne osi [10] . Z metodo prikriti Markovovi modeli je 
lažje narediti sisteme, ki upoštevajo spremembe pri izgovarjavi različnih ljudi, ne moremo pa 
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2.3 Večplastna umetna nevronska omrežja 
 
Nevronska omrežja so naprave za iskanje rešitev, katerih arhitektura je zasnovana na 
delovanju človeških možganov. Sestavljena so iz medsebojno povezanih enot za obdelavo 
podatkov, ki jim rečemo nevroni. Moči povezav med nevroni se lahko spreminjajo s 
spremembo uteži [10], [12] . Večslojno nevronsko omrežje je prikazano na sliki 2.4. 
 
 
Slika 2.4: Večslojno nevronsko omrežje 
 
Nevroni so razporejeni v več plasti. Prva plast iz leve je vhodna plast, vmes so skrite plasti in 
na skrajni desni je izhodna plast. Vsak nevron je povezan z vsakim nevronom iz naslednje 
plasti. Takšno omrežje se imenuje usmerjeno (angl. feedforward), saj ni noben nevron 
povezan z nevronom iz svoje plasti in lahko informacije potujejo le v smeri proti izhodni 
plasti [10] [12] . 
 
Iz enačbe (2.1) vidimo, da je  izhod vsakega nevrona    neka nelinearna funkcija vsote 
izhodov nevronov    iz prejšnje plasti, ki so še pred tem pomnoženi z utežmi   . 
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Učenje poteka tako, da damo na vhod nevronskega omrežja neki vektor, pri čemer omrežje 
izračuna izhode. Izhode nato primerjamo z željnim izhodom glede na vhod. Napako, ki se pri 
tem pojavi, poskušamo izničiti s spreminjanjem vrednosti uteži skozi celotno omrežje (angl. 
backpropagation). Ta postopek ponavljamo na veliko parih vzorcev, dokler se napaka ne 
zmanjša na neko sprejemljivo raven. Učenje nevronskih omrežij zato zahteva veliko vzorcev 
in veliko časa [10] . 
Ko opravimo učenje, razpoznavanje deluje tako, da damo na vhode neznani vzorec, na 
izhodih pa dobimo vrednosti, ki ta vzorec razpoznajo [10] . 
 
Do pred kratkim je večina sistemov za razpoznavanje govora uporabljala metodo prikriti 
Markovovi modeli (PMM) za modeliranje govora, medtem ko so z metodo Gausian mixture 
models (GMMs) ugotavljali, kako dobro se vsako stanje v PMM ujema s parametri, ki 
predstavljajo izbran del akustičnega signala na vhodu [15], [7] . 
Alternativa za ugotavljanje ujemanja je uporaba nevronskih omrežij, ki imajo na vhodu 
koeficiente nekega dela govora, na izhodu pa nam kažejo verjetnosti, kateremu stanju v 
PMM naj bi ta del govora pripadal [15], [7] . 
Uporaba globokih nevronskih omrežij, ki imajo veliko skritih plasti in so trenirana z novimi 
metodami in strojno opremo, je pokazala, da ima ta metoda boljše rezultate kot metoda 
GMMs. Na testih razpoznavanja govora so z uporabo nevronskih omrežij dosegli občutno 
izboljšanje rezultatov razpoznavanja [15], [7], [16], [17] . 
 
Na sliki 2.5 lahko vidimo diagram razpoznavanja govora s pomočjo nevronskih omrežij. 
 
 
Slika 2.5: Diagram razpoznavanja s pomočjo nevronskih omrežij 
 
Nevronska omrežja seveda niso novost, saj so poznana že več kot pol stoletja in je njihova 
uporaba v avtomatskem razpoznavanju govora približno enako dolga [3], [16], [17] . Vendar 
pa je vse do okoli leta 2010 njihov potencial globokega učenja na področju razpoznavanja 












na vhodu Razpoznana beseda 
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učinkovitostjo razpoznavanja govora s pomočjo nevronskih omrežij, saj razpoznavanje ni bilo 
dovolj natančno in je učenje omrežji zahtevalo preveč časa. Sodelovanje med univerzo 
University of Toronto (Geoffrey Hinton) in industrijo (Microsoft, Google in drugi) je odigralo 
osrednjo vlogo pri uveljavljanju nevronskih omrežji v komercialnih razpoznavalnikih govora 
[7], [15] . 
Akademiki so kmalu razvili učinkovita orodja za globoko učenje, kot je na primer Deep belief 
network [7] . 
V tem času je bila omogočena tudi lažja uporaba grafičnih procesorjev za splošne naloge, saj 
je bila izdana knjižnica Cuda library (Nvidia) [7] . 
S temi novimi odkritji je bilo možno pospešiti učenje nevronskih omrežij na velikih bazah 
podatkov, kar je potrebno za točno delovanje nevronskih omrežij. 
Baze podatkov so bile na voljo, saj so raziskovalne institucije zbirale označene vzorce za 
učenje razpoznavalnikov govora že vsaj trideset let. Vsi ti dejavniki so omogočili uspešno 
sodelovanje tako raziskovalcev iz industrije kot akademikov in odprli novo poglavje v 
avtomatskem razpoznavanju govora [7] . 
Med letoma 2010 in 2014 sta zaradi tega potekali dve veliki svetovni konferenci o 
razpoznavanju govora in so pri publikacijah, kot sta IEEE-ICASSP in Interspeech imeli izredno 
hitro rast števila sprejetih člankov o uporabi metod nevronskih omrežij pri razpoznavanju 
govora [7] . 
Med komercialnimi aplikacijami se je uporaba nevronskih omrežij prav tako zelo hitro širila 
in danes jih uporablja že veliko sistemov za avtomatsko razpoznavanje govora [7] . 
 
Aplikacije, ki uporabljajo nevronska omrežja za razpoznavanje govora, so [7] : 
 
 Microsoft Cortana 
 Xbox 
 Skype Translator 
 Google Now 
 Apple Siri 
 Baidu 
 iFlyTek voice search 
 in številni programi podjetja Nuance 
 
V zadnjih treh letih je razvoj potekal naprej. Pri Googlvi aplikaciji za razpoznavanje govora 
Google Voice so tako zamenjali usmerjeno (angl. feedforward) nevronsko omrežje z 
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omrežjem s povratnimi povezavami, imenovano Long Short-term Memory Recurrent Neural 
Network (LSTM RNN) [18], [19]. Skico enega spominskega bloka takšnega omrežja vidimo na 
sliki 2.6. Ta omrežja imajo v primerjavi s prejšnjimi dodatne povratne povezave in spominske 
celice, ki jim omogočajo, da si zapomnijo podatke, ki so jih videli do sedaj. Ta lastnost izboljša 
razpoznavanje, saj si algoritem lahko pomaga s samim kontekstom glasov oziroma besed in 
tako izboljša razumevanje govora [18], [19] . 
Govor je namreč zapleten signal, ki je odvisen od predhodnih besed in konteksta, zato je 
pomembno, da lahko te korelacije modeliramo v nevronskem omrežju. Omrežja s povratnimi 
povezavami so zgrajena na tak način, da lahko bolje modelirajo take vrste podatkov kot pa 
usmerjena nevronska omrežja. Globoka usmerjena nevronska omrežja (DNN) lahko 
modelirajo samo omejeno in nespremenljivo okno vzorcev govora, ki se sekvenčno premika 
po govornem signalu, zato niso najbolj primerna za modeliranje različnih hitrosti govora in 
korelacij s podatki izven okna [20] . 
 
Omrežja s povratnimi povezavami pa vsebujejo ciklične povezave, ki imajo shranjene 
podatke iz prejšnjih korakov in si z njimi pomagajo pri iskanju rezultatov v sedanjem času. 
Ti podatki so shranjeni v notranjih stanjih omrežja in vsebujejo informacije o kontekstu 
govora. Tak način omogoča omrežjem s povratnimi povezavami, da spreminjajo velikost 
okna, ki zajema vhodne parametre iz govornega signala in niso omejena na statično okno, 
kot so usmerjena omrežja [20]. 
Posebno zanimiva za razpoznavanje govora so omrežja z imenom Memory Recurrent Neural 
Network (LSTM RNN) saj so odpravila nekatere slabosti modeliranja govora z navadnimi 
omrežji s povratnimi povezavami in imajo pri razpoznavanju najboljše rezultate izmed vseh 
arhitektur nevronskih omrežij [20] . 
 
Nevronsko omrežje z imenom Long Short-term Memory Recurrent Neural Network je 
nevronsko omrežje, ki namesto navadnih enot vsebuje spominske celice. Spominske celice 
so si zmožne zapomniti podatke za poljubno dolg čas. Vsak spominski blok vsebuje vrata, na 
katerih lahko določimo, kdaj si mora celica zapomniti vhod, kdaj ga mora pozabiti in kdaj ga 
mora posredovati na izhod [4] .  
Na sliki 2.6 je predstavljeno tipično delovanje spominskega bloka omrežja LSTM RNN. Simbol 
π predstavlja množenje, simbol ∑ pa seštevek. Enota levo na dnu predstavljaj člen, v 
katerem je izračunan vhod v spominski blok, drugi trije členi na dnu sheme pa služijo kot 
vrata spominskega bloka, s katerimi določimo, kdaj se vrednosti shranijo in kdaj jih pošljemo 
na izhod. Drugi člen z leve predstavlja vhodna vrata. Če je na njih vrednost nič, izniči vhodno 
vrednost in tako prepreči prenašanje te vrednosti v naslednjo plast omrežja. Prepreči tudi, 
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da bi se vrednost shranila v spomin. Tretji člen z leve predstavlja vrata za pozabo, s katerimi 
prisilimo spominsko celico, da pozabi, kar je imela v spominu. Člen na desni spodaj 
predstavlja izhodna vrata, s katerimi določimo, kdaj naj spominski blok prikaže zapomnjeno 





Slika 2.6: Shema spominskega bloka omrežja LSTM RNN 
 
 
Pri uspešnosti modeliranja govora je pomembno tudi število plasti omrežja. Več plasti 
omrežja nam zagotovi več parametrov, s čimer lahko povečamo natančnost modeliranja, 
obenem pa so vhodni podatki vneseni v več nelinearnih funkcij, kar zmanjša težavo modelov, 
ki niso dovolj splošni (angl. overfitting). Slabost omrežji z velikim številom parametrov je 
zahtevnejše učenje [20] . 
 
Zadnjo stopnjo razvoja na področju samodejnih sistemov za razpoznavanje govora 
predstavljajo nevronska omrežja, ki lahko pretvorijo zvočni signal neposredno v besedilo in 
ne potrebujejo fonetičnih modelov (PMM). Takšni sistemi omogočajo poenostavitev učenja 
razpoznavalnikov govora in konkurenčno točnost razpoznavanja, vendar pa se za zdaj še niso 
uveljavili v komercialnih aplikacijah [8] . 
 
Iz vseh opisanih tehnologij, ki so bile razvite v zadnjih šestdesetih letih, lahko spoznamo, 
kako kompleksni so današnji sistemi za razpoznavanje govora. Vidimo tudi, zakaj je bila 
industrija še do pred kratkim dokaj nezainteresirana za razvoj aplikaciji, namenjenih za širšo 
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Nezanesljivost in predvsem ogromna količina procesorske moči, potrebne za učenje, sta bila 
namreč dejavnika, ki sta močno ovirala razvoj. V zadnjih letih pa je tehnologija naredila 
dovolj velik napredek, da se je pojavilo ogromno komercialnih izdelkov za razpoznavanje 
govora [7] . 
3. Obstoječi sistemi za razpoznavanje govora 
 
Na kratko sem predstavil orodja za izgradnjo sistemov za razpoznavo govora in komercialne 
razpoznavalnike govora za mobilne naprave in osebne računalnike. Takšni sistemi se 
uporabljajo za vnašanje besedila s pomočjo govora ali pa kot del sistemov inteligentnih 
pomočnikov, s katerimi se lahko pogovarjamo in jim dajemo osnovne ukaze. 
Hitrost razvoja in število sistemov za razpoznavanje govora se v zadnjih letih močno 
povečujeta, kar kaže na večjo zanesljivost in uporabnost takšnih sistemov. Kljub temu pa 
med predstavljenimi komercialnimi razpoznavalniki ni nobenega, ki bi uradno podpiral 
slovenski jezik.   
 




Avtor: Carnegie Mellon University 
Operacijski sistem: različni operacijski sistemi 
Programski jezik: Java 
Podprti jeziki: angleščina, lahko naložimo svoj slovar 
Odprta koda: Da 
Izdaja zadnje verzije: 3. avgust 2015 
 
Sphinx je ime za paket programov, razvitih pri univerzi Carnegie Mellon University. Je eden 
izmed najbolj priljubljenih paketov za razpoznavanje govora in vsebuje vsa orodja za uspešno 
ustvarjanje svojega akustičnega modela jezika. Glavno poslanstvo projekta je raziskovanje 
področja razpoznavanja govora. 
 
Paket orodji vsebuje [21], [22] :  
 Sphinx4 prilagodljiv razpoznavalnik govora napisan v programskem jeziku Java. 
Sphinex 4 je že četrta različica programa. 
 SphinxTrain  program za učenje akustičnega modela. 
Preizkus Googlovega govornega programskega vmesnika za slovenski govorjeni jezik                                19 
19 
 
 Pocketsphinx  razpoznavalnik, ki zahteva manj procesorske moči in je napisan v 
programskem jeziku C. 




Avtor: Machine Intelligence Laboratory, Cambridge University 
Operacijski sistem: različni operacijski sistemi 
Programski jezik: C 
Podprti jeziki: angleščina, lahko naložimo svoj slovar 
Odprta koda: Da 
Izdaja zadnje verzije: december 2015 
 
HTK je programski paket za uporabo metode prikriti Markovov model (PMM). Paket vsebuje 
orodja, ki nam omogočajo analizo govora, učenje PMM in testiranje rezultatov 
razpoznavanja. HTK se večinoma uporablja za razpoznavanje govora, vendar so ga uporabili 
tudi v nalogah, kjer potrebujejo PMM za razpoznavanje vzorcev (sinteza govora, 
razpoznavanje črk) [9] . 
Orodja HTK lahko razdelimo v štiri skupine. Skupine predstavljajo zaporedne korake pri 
izgradnji razpoznavalnika govora. Ti koraki so priprava govora, učenje, testiranje in analiza 
rezultatov. 
Pripravo govornih podatkov opravimo z orodji HSLab, KCopy, Hlist in Hquant, s katerimi 
lahko posnamemo govor in določimo parametre zvočnim datotekam. Pripravo transkripcije 
opravimo z orodjema HLed in HLStats, ki pretvorita transkripcije v primeren format in obliko, 
obenem pa z njimi pridobimo statistične podatke o transkripciji [9] . 
Učenje in izgradnjo prikritih modelov Markova izvedemo z orodji HInit, HRest, HERest, 
HCompV , HHEd, HSmooth in HEadapt [9] .  
Z orodjem HVite  opravimo testiranje razpoznavalnika govora. Ko imamo določene prikrite 
Markovove modele in slovar besed, ki jih želimo razpoznati, lahko preizkusimo delovanje 
razpoznavanja  govora na shranjenih datotekah govora ali na v živo posnetem govoru.  
Analizo rezultatov opravimo z orodjem HResults, ki primerja transkripcije z rezultati 









Avtor: Lee Akinobu, Nagoya Institute of Technology 
Operacijski sistem: Unix sistemi, Windows (Cygwin) 
Programski jezik: C 
Podprti jeziki: japonščina, lahko naložimo svoj slovar 
Odprta koda: Da 
Izdaja zadnje verzije: 15. Januar 2015 
 
Julius je visoko zmogljiv razpoznavalnik neprekinjenega govora, namenjen raziskovalcem in 
razvijalcem programske opreme za delo z govorom. Osnovo delovanja predstavljajo N-gram 
sekvence besed in prikriti Markovovi modeli, ki upoštevajo kontekst govora. Julius lahko 
opravlja dekodiranje govora v skoraj realnem času na večini sodobnih osebnih računalnikov. 
Program lahko uporablja vse bolj znane tehnike iskanja pravilnih rešitev in je zmožen delati z 
različnimi vrstami PMM, ki za stanja modelov uporabljajo tripfone ali druge oblike 
kombinacij glasov [23]. 
Julius uporablja standardne formate, tako da je združljiv z drugimi programi za izgradnjo 
razpoznavalnikov, kot so HTK, CMU-Cam in drugi [23] . 




Avtor: Daniel Povey 
Operacijski sistem: Unix sistemi, Windows (Cygwin) 
Programski jezik: C++ 
Podprti jeziki: angleščina, lahko naložimo svoj slovar 
Odprta koda: Da 
Izdaja zadnje verzije: oktober 2013 
 
Kaldi je fleksibilno orodje za izgradnjo razpoznavalnika govora, ki ga je razvil Daniel Povey. 
Napisan je v programskem jeziku C++ in ima licenco Apache License v2.0.  Kaldi je namenjen 
za uporabo pri raziskovanju razpoznavanja govora. Programski paket je podoben v obsegu in 
namenu orodjem HTK, cilj razvoja pa je bil ustvariti kodo, napisane v C++, ki jo je enostavno 
spreminjati in dograjevati glede na potrebe. Pomembno pri projektu je tudi sodelovanje 
javnosti pri izboljšanju in razširitvi uporabnosti programa [24] . 
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Cilji projekta so [24] : 
 Čim več generičnih algoritmov, ki niso vezani samo na razpoznavanje govora in jih 
lahko uporabljamo na različnih vzorcih.  
 Uporaba pravilnih algoritmov, tako da ne more priti do hudih napak v delovanju.   
 Vsa koda v zbirki mora biti testirana. 
 Programska koda v programu Kaldi mora biti čim enostavnejša za razumevanje in 
ločena na smiselne dele. 




Avtor: RWTH Aachen University 
Operacijski sistem: Linux, Mac OS X 
Programski jezik: C++ 
Podprti jeziki: angleščina, lahko naložimo svoj slovar 
Odprta koda: Ne 
 
RWTH ASR je paket programske opreme, ki vsebuje dekodirnik za razpoznavanje govora in 
orodja za razvoj akustičnih modelov, ki jih lahko uporabljamo v sistemih za razpoznavanje 
govora. Aplikacije, razvite s paketom RWTH ASR, so bile uspešno uporabljene v številnih 
mednarodnih raziskovalnih projektih [25], [26] . 
Lastnosti in zmogljivosti programa [25], [26] : 
 
 Iskanje pravilnih rešitev z dekodirnikom, ki lahko uporablja velike slovarje pri 
neprekinjenem razpoznavanju govora. 
 Določanje parametrov govoru z uporabo različnih načinov (MFCC, ...)  
 Gradnja akustičnih modelov s številnimi tehnikami, kot je na primer Gaussian mixture 
distributions za PMM. 
 Gradnja modelov jezika v formatu ARPA. 
 Uporaba globokih nevronskih omrežij, podpora knjižnici CUDA za grafične procesorje 
in OpenMP za osrednji procesor, podpira tudi uporabo hibridnih sistemov nevronskih 
omrežij in PMM. 
 Prilagajanje govorcu. 
 Vsi podatki na izhodu in vhodu so v formatu XML, ki je enostaven za nadaljnjo 
obdelavo. 
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Operacijski sistem: Android, iOS in Windows 
Podprti jeziki: angleščina, francoščina, nemščina, italijanščina, japonščina, korejščina, 
portugalščina, ruščina, španščina 
Odprta koda: Ne 
 
Assistant je inteligentni osebni pomočnik, namenjen za mobilne naprave. Prva verzija je bila 
izdana v letu 2011. Asistant je zmožen pogovora z uporabnikom v naravnem jeziku in je 
predstavljen v obliki narisanega avatarja [27] . 
 
Google Now 
Avtor: Google  
Operacijski sistem: Android, Linux, OS X, Chrome OS 
Podprti jeziki: angleščina 
Odprta koda: Ne 
Izdaja zadnje verzije: 29. oktober 2015 
 
Google Now je inteligentni osebni pomočnik. Sprejema govorne ukaze v naravnem jeziku in 
išče odgovore na različna vprašanja ter opravlja zadane naloge s pomočjo povezav na 
različne strežnike partnerskih podjetij. Googlova aplikacija podaja odgovore glede na 
informacije, ki jih ima o uporabniku. Podatke o interesih uporabnika zbira iz njegovih 
prejšnjih vprašanj in zahtev pa tudi iz lokacij, kjer je uporabnik bil in informacij iz koledarja in 
naloženih aplikaciji. Google se še posebej trudi narediti sistem, ki bi prikazal čim več 
podatkov o izdelkih iz bližnjih trgovin, ki naj bi bili primerni za uporabnika, saj na tak način 
poskuša tekmovati s spletnimi trgovinami kot je Amazon [28]. 
Google Now lahko poda odgovore v obliki govora. Pri iskanju odgovorov uporablja 
tehnologijo imenovano Knowledge Graph. Pri tej tehnologiji Google zbere podatke o nekem 
vprašanju iz različnih virov in jih izpiše ali prebere v nekem smiselnem povzetku. Tako 
program prikazuje podatke o nekaterih bolj pogostih temah, kot so vreme ali prometne 
informacije v obliki kartic (angl. Google Now cards), kjer predvidi, kaj bo uporabnika 
zanimalo [28] . 
 
 
Preizkus Googlovega govornega programskega vmesnika za slovenski govorjeni jezik                                23 
23 
 
Google Voice Search 
Avtor: Google 
Operacijski sistem: Android, iOS, osebni računalniki  
Podprti jeziki: več kot 40 jezikov, vključno s srbščino, češčino in slovaščino 
Odprta koda: Ne 
 
Google Voice Search je program, ki uporabnikom omogoča, da iščejo z Googlom z uporabo 
govora [29]. Predstavlja manj zmogljivo različico programa  Google Now.  V operacijskem 




Operacijski sistem: Windows, Android, iOS, Xbox OS 
Programski jezik: C++, C# 
Podprti jeziki: angleščina, francoščina, nemščina, italijanščina, japonščina, španščina, 
kitajščina 
Odprta koda: Ne 
Izdaja zadnje verzije: 2. april 2014 
 
Microsoft Cortana je inteligentni osebni pomočnik. Program je bil predstavljen aprila 2014. 
Glavna prednost je uporaba novih, uporabnikom bolj prijaznih mobilnih Windows 
operacijskih sistemov [2]. 
S programom Cortana lahko uporabnik opravlja naloge brez poznavanja kakršnihkoli ukazov, 
lahko uporablja naravni govor. Program lahko nastavi opomine v koledarju ali s pomočjo 
iskalnika Bing išče odgovore na vprašanja o vremenu, športnih rezultatih, dogodkih v bližnji 
okolici, prometnih informacijah in drugih stvareh, ki zanimajo uporabnika. Uporabnik lahko s 
pomočjo govora pošlje sporočilo ali pokliče želeno številko. 
Zanimiva zmožnost programa je razpoznavanje glasbe, ki jo predvajamo, in ugotavljanje 
naslovov in avtorjev pesmi. Skladbe si tudi zapomni, da jih lahko kasneje dodamo v svojo 
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Windows Speech Recognition 
Avtor: Microsoft 
Operacijski sistem: Windows  
Podprti jeziki: angleščina, francoščina, nemščina, japonščina, španščina, kitajščina 
Odprta koda: Ne 
 
Windows Speech Recognition program je že vključen v Windowse in omogoča pretvorbo 
govora v besedilo (narek) tako v programih kot tudi v samem operacijskem sistemu. 
Windows Speech Recognition je bil prvič vključen v Windows Visti. 
Program uporablja za delovanje aplikacijo z imenom Microsoft Speech API. Ta aplikacija 
obstaja že več kot dvajset let in omogoča izgradnjo uporabniških vmesnikov za Microsoftove 
sisteme za razpoznavanje govora [30] . 
Windows Speech Recognition omogoča v različnih aplikacijah uporabo standardnih ukazov, 
kot so shift, enter ali page down s pomočjo govora. Z govorom lahko upravljamo tudi kazalec 
miške, pri čemer je ekran razdeljen v majhne kvadratke, ki jih izbiramo,  izbrani kvadrat se 
nato ponovno razdeli na manjše kvadrate. 
Omogoča pa nam tudi odpiraje in uporabo programov kot je Microsoft Outlook za pošiljanje 




Operacijski sistem: iOS, watchOS, tvOS  
Programski jezik: Objective-C 
Podprti jeziki: angleščina, arabščina, francoščina, nemščina, italijanščina, japonščina, 
korejščina, portugalščina, ruščina, španščina, turščina, kitajščina, nizozemščina, danščina, 
tajščina, švedščina 
Odprta koda: Ne 
Izdaja zadnje verzije: 8. april 2015 
 
Siri je inteligentni osebni pomočnik, ki uporablja naraven pogovor za odgovarjanje na 
vprašanja in brskanje po internetu. Siri si pri iskanju odgovorov pomaga s pošiljanjem 
vprašanj na različne spetne strežnike podjetji, kot so Yahoo, Google, Bing, Wolfram Alpha, 
Yelp, Wikipedia in drugi. Vprašanja in sprejete odgovore aplikacija shranjuje. S tako bazo 
podatkov o uporabnikovih interesih si pomaga pri iskanju odgovorov na vprašanja in zahteve 
uporabnika. V svoji zbirki ima Siri shranjenih tudi nekaj smešnih odgovorov na pogosta 
vprašanja, ki dajo programu bolj človeški obraz *31] . 
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Siri je  del operacijskega sistema watchOS na napravi Apple Watch in je nameščena tudi v 
operacijskem sistemu tvOS na Apple TV [31] . 
Osrednji del razpoznavalnika govora naj bi bil razvit s strani podjetja Nuance 
Communications, ki ima bogato tradicijo razvoja sistemov za razpoznavanje govora. Vendar 
tega Apple ni želel potrditi [32]. 
 
Dragon NaturallySpeaking 
Avtor: Nuance Communications 
Operacijski sistem: Windows 
Podprti jeziki: angleščina, francoščina, nemščina, italijanščina, španščina, nizozemščina 
Odprta koda: Ne 
Izdaja zadnje verzije: 14. september 2015 
 
Dragon NaturallySpeaking je program, ki ima tri glavna področja uporabe:   
 pretvorbo govora v besedilo (narek) 
 pretvorba besedila v govor (sinteza govora) 
 podajanje ukazov za nadziranje delovanja programov 
 
Program je na voljo v različnih različicah, kot so Dragon Home, Dragon Premium, Dragon 
Professional and Dragon Legal. Vsaka različica je namenjena različnim vrstam uporabnikov. 
Tako je na primer Dragon Legal namenjen pravnikom, saj zna razpoznati pravniške izraze. Z 
Dragon Professional, ki je namenjen za poslovno uporabo, pa lahko z govorom  upravljamo  
programe, kot so Excel ali PowerPoint. Nadziramo lahko tudi miško in tipkovnico. 
Dragon NaturallySpeaking se zna prilagoditi vsakemu govorcu posebej, saj razpozna 
posebnosti posameznikovega govora [33] . 
 
Dragon Dictation 
Avtor: Nuance Communications 
Operacijski sistem: Android, iOS  
Podprti jeziki: več kot 30 vključno s hrvaščino in slovaščino 
Odprta koda: Ne 
 
Dragon Dictation je program, ki omogoča pretvorbo govora v besedilo (narek). Tehnologija 
razpoznavanja je enaka kot pri paketu programov Dragon NaturallySpeaking. 
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4. Googlov govorni programski vmesnik 
 
Googlov sistem za razpoznavanje govora je zmogljiv, vendar še vedno uradno nedostopen za 
javnost. Za nas je postal razpoznavalnik še posebej zanimiv zaradi podpore slovenskemu 
jeziku. Zaradi pomanjkanja uradne dokumentacije točno delovanje sistema še ni povsem 
znano, kljub temu pa imamo že kar nekaj informacij, kako se sistem uporablja. 
 
Do Googlove aplikacije lahko dostopamo z različnimi orodji ali programskimi jeziki. 
Trenutno je aplikacija najpogosteje uporabljena preko Google Chromove Web Speech 
Javascript API, katere izvedba je prikazana z aplikacijo Web Speech API Demonstration. 
Za uporabo Googlovega razpoznavalnika z uporabo Javascript API obstaja tudi uradna 
dokumentacija, izdana s strani Googla [34]. 
 
Za kakršnokoli uporabo Google speech api potrebujemo ključ, ki nam omogoča povezavo z 
aplikacijo. Ključ lahko pridobimo s prijavo v skupino Chromium Development Group na 
spletni strani https://console.developers.google.com. 
Na tak način lahko dostopamo do aplikacije petdesetkrat na dan, kar je lahko problematično 
pri preizkušanju delovanja ali intenzivnejši uporabi razpoznavalnika [34]. 
 
Druga možnost je uporaba ključa, vgrajenega v internetni brskalnik Chrome. 
Dobra stran uporabe tega ključa je, da nima omejitve pri številu dostopov do aplikacije v 
enem dnevu in je tako bolj primeren za testiranje in raziskovanje Googlovega 
razpoznavalnika [34]. 
 
Google speech api lahko uporabljamo v dveh načinih. Pri prvem načinu se povežemo na 
aplikacijo na naslovu https://www.google.com/speechapi/v2/recognize. Ta nam omogoča 
razpoznavanje govora v dolžini okoli 15 sekund [34]. 
Druga možnost je povezava z aplikacijo na naslovu https://www.google.com/speech-api/full-
duplex/v1/up v načinu full-duplex, pri čemer smo povezani v obe smeri in istočasno 
pošiljamo zvočne podatke ter sprejemamo razpoznano besedilo. V praksi to pomeni, da 
lahko pošljemo govor, daljši od 15 sekund, ki ga Googlova aplikacija razdeli in nam pošlje 
rezultate v več delih [34] . 
 
Razpoznavalnik sprejema zvočne datoteke v formatih FLAC in Speex. Format Speex ni 
standarden, zato je priporočena uporaba formata FLAC 32-bit Float [34]. 
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Spodaj je prikazan primer parametrov, ki jih pošljemo Googlovi aplikaciji. 
 
Content-Type: audio/x-flac; rate=16000 
 





Iz tabele 4.1 lahko vidimo, katere lastnosti določijo parametri [34]:  
 
audio/x-flac Določimo format poslane zvočne datoteke. 
rate=16000 Določimo 16000 Hz hitrost vzorčenja zvočne datoteke. 
... api/v2/recognize? Naslov, kamor pošljemo govor, v tem primeru ni full-duplex. 
key= AizaSyBOti ... Potreben ključ za uporabo aplikacije. 
output=json Določi format datoteke, ki jo dobimo na izhodu (možna še pb). 
pFilter=2 Določimo filter za preklinjanje (0=izključen, 1 =srednji, 2=močen). 
maxAlternatives=1 Določimo, koliko možnih rezultatov želimo. 
client=chromium Določimo uporabnika oz klienta. 
lang=sl-SI Določimo jezik razpoznavanja. 
Pair= "16znakov " Potreben pri Full-duplex modu 16 črk ali številk. 
Continuous Možen pri Full-duplex, pošlje podatke šele, ko zazna tišino. 
Interim Možen pri Full-duplex, določi pošiljanje podatkov med samim 
govorom. 
 
Tabela 4.1: Parametri ki jih pošljemo vmesniku 
 
Aplikacija nam pošlje odgovor v json formatu z vrsto različnih možnih razpoznavanj in 
verjetnostjo pravilnosti končnega rezultata. Verjetnosti so izračunane pri uporabi nevronskih 
omrežji [34] . Končni rezultat ima največjo verjetnost pravilnosti. 
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5. Preizkus delovanja razpoznavalnika govora v slovenskem jeziku  
 
Točnost razpoznavanja govora navadno merimo z odstotkom besed, ki jih razpoznavalnik v 
danem besedilu razpozna pravilno oziroma nepravilno. Za uspešno merjenje točnosti 
potrebujemo rezultate razpoznavanja in pravilen zapis besedila. 
S primerjanjem obeh besedil lahko ugotovimo, katere besede so pravilno razpoznane in tako 
izračunamo točnost razpoznavanja govora. 
 
Večinoma se testiranje opravi na vzorcih govora, ki so pridobljeni pri razločnem branju novic 
ali kakšnega drugega besedila. Googlov razpoznavalnik sem testiral z vzorci govora, ki sem jih 
posnel sam v treh različnih skupinah.  
 
V prvi skupini vzorcev so prebrani primeri petih elektronskih sporočil  čim bolj razločno in 
počasi.  
V drugi skupini vzorcev so prebrani isti primeri elektronskih sporočil normalno hitro in malo 
manj razločno. 
Vsako elektronsko sporočilo vsebuje približno 100 besed in ima obliko pritožbe ali povabila. 
Besedila imajo na začetku in na koncu preprost pozdrav, sama vsebina pa je sestavljena iz 
stavkov in fraz, ki so pogosta pri poljudnem, prostem pisanju. Elektronske pošte ne vsebujejo 
zapletenih pravnih izrazov ali strokovnih besed, saj je preizkus namenjen ugotavljanju 
primernosti razpoznavalnika za uporabo pri narekovanju preprostih nestrokovnih besedil. 
V tretji skupini so trije vzorci prostega govora, kjer ni branja besedila, ampak kar med samim 
govorom razmišljamo, kaj bomo govorili. Tak način govora je bil neenakomeren in je imel 
ogromno prekinitev in nepotrebnih polnil oziroma medmetov. Vsebina govora se je nanašala 
večinoma na splošen opis dneva, kot so razmere na cesti ali izvedena opravila. Besedila so 
bila dolga okoli 150 besed in prav tako kot pri branju elektronskih pošt niso vsebovala 
strokovnih ali žargonskih besed.  
Z različnimi načini govora poskušamo ugotoviti, kako dobro bi se obnesel Googlov sistem za 
razpoznavanje v realnih okoliščinah. Še posebej je zanimivo, kako dobro bi se obnesel 
razpoznavalnik ob prostem govoru, saj bi tako preizkusili, kako uporaben je za prosto 
narekovanje različnih besedil, kot sta elektronska pošta ali dnevnik. 
 
Za testiranje razpoznavalnika so bili vzorci govora posneti v programu Audacity. S 
programom Transcriber pa so napisane transkripcije govora. 
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Govor se razdeli na posamezne stavke s pomočjo programa Audacity in transkripcije. V 
transkripciji so namreč označeni časi začetka in konca posameznih stavkov. Posamezni stavki 
ne trajajo več kot petnajst sekund.  
S pomočjo kode, napisane v programskem jeziku Shell script in orodja cURL, lahko pošljemo 
vzorce Googlovi aplikaciji, ki nam vrne rezultate v json formatu. 
 
Primer kode v shell script: 
 
#!/bin/bash 
curl -X POST \ 
--data-binary @zvocna.flac' \ 





Iz datotek formata json vzamemo samo končni rezultat razpoznavanja posameznega stavka 
in jih združimo v eno tekstovno datoteko. 
Za izračun pravilnosti rezultatov razpoznavanja uporabimo orodje HResults, ki je del paketa 
orodji HTK za izdelavo sistemov za razpoznavanje govora [9] . 
Za delovanje potrebuje program HResults tako transkripcije kot rezultate v formatu MLF [9] . 
Tekstovne datoteke pretvorimo v format MLF s pomočjo programa prompts2mlf, napisanega 
v Perlu in priloženega v paketu HTK [9].  
Za pravilno delovanje programa potrebujemo listo vseh besed, ki se pojavijo v govoru. To 
pridobimo s programom prompts2wlist, ki je prav tako priložen v paketu HTK [9] . 
 
Po uspešnem nameščanju HTK paketa lahko zaženemo orodje HResults s spodnjim ukazom 
[35] : 
 
HResults -I transkripcija.txt  lista.txt  rezultati.txt 
 
 
Pomen parametrov razberemo iz tabele 5.1: 
 
transkripcija.txt Tekstovna datoteka v formatu MLF, ki vsebuje pravilno obliko 
stavkov. 
lista.txt Tekstovna datoteka, ki vsebuje listo vseh besed v transkripciji 
besedila. 
rezultati.txt Tekstovna datoteka v formatu MLF, ki vsebuje rezultate 
razpoznavanja govora. 
 
Tabela 5.1: Parametri HTK 
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Orodje HResults primerja rezultate razpoznavanja s pravilno transkripcijo in nam s pomočjo 




Odstotek pravilno razpoznanih besed je izračunan s pomočjo  enačbe (5.1): 
 
 
                  
     
 
      (5.1) 
 
Odstotek natančnosti izračuna pa je izračunan s pomočjo enačbe (5.2)  [35] :  
 
 
                  
       
 
      (5.2) 
 
kjer so: 
  = število vseh besed v transkripciji. 
  = število besed, ki so razpoznane narobe (zamenjane besede). 
  =število besed, ki niso razpoznane, kljub temu da so v transkripciji (izbrisane besede).  
   = število besed, ki so razpoznane, pa jih sploh ni v transkripciji (vrinjene besede).  
 
 
5.1 Rezultati preizkusa 
 
Rezultati razpoznavanja govora na prvih vzorcih elektronske pošte, ki so brani čim bolj 






el –pošta 1 91,06 % 
el –pošta 2 87,06 % 
el –pošta 3 86,52 % 
el –pošta 4 85,27 % 
el –pošta 5 87,64 % 
Povprečje/ Sta. odklon 87,60 %          = 2,155 % 
  
Tabela 5.2: Točnosti razpoznavanja pri vzorcih počasnega branja 
 






Slika 5.1: Graf točnosti razpoznavanja pri vzorcih počasnega branja 
 
Iz rezultatov v tabeli 5.2 in na sliki 5.1 lahko vidimo, da se točnost razpoznavanja pri različnih 
vzorcih giblje med 85,27 in 91,06 odstotkov ter da je povprečna vrednost točnega 
razpoznavanja 87,60-odstotna. Takšna točnost razpoznavanja je zelo dobra in nam omogoča 
dobro razumevanje razpoznanega besedila. 
Točnost razpoznavanja okoli 90 odstotkov oziroma odstotek napačno razpoznanih besed 
(Word error rate) okoli 10  odstotkov je tudi uspešnost razpoznavanja, ki jo omenja Google v 
različnih člankih, ko opisuje svoje sisteme za razpoznavanje govora. 
 
Rezultati razpoznavanja govora na vzorcih elektronske pošte, ki so brani hitreje, so prikazani 
v tabeli 5.3 in na sliki 5.2. 
 
Vzorci Točnost 
 razpoznavanja (%) 
el –pošta 1 75,61 % 
el –pošta 2 74,04 % 
el –pošta 3 84,27 % 
el –pošta 4 77,52 % 
el –pošta 5 82,02 % 
Povprečje/ Sta. odklon 78,69 %          = 4,322 % 
 












el-pošta 1 el-pošta 2 el-pošta 3 el-pošta 4 el-pošta 5 Povprečje
Odstotek točnega razpoznavanja *%+ 
Odstotek točnega razpoznavanja *%+






Slika 5.2: Graf točnosti razpoznavanja pri vzorcih hitrejšega branja 
 
 
Iz rezultatov v tabeli 5.3 in na sliki 5.2 vidimo, da se točnost razpoznavanja pri različnih 
vzorcih giblje med 74,04 in 84,27 odstotkov in da je povprečna vrednost točnega 
razpoznavanja 78,69-odstotna.   
 
Točnost razpoznavanja govora je za približno 10 odstotkov slabša kot pri počasnem branju, 
vendar nam rezultati še vedno omogočajo dokaj dobro razumevanje večine razpoznanega 
govora. Vidimo, da se uspešnost razpoznavanja razlikuje med različnimi vzorci za kar 10 
odstotnih točk, kar je posledica različnega števila kratkih besed v različnih vzorcih. 
 
Tako je točnost razpoznave pri krajših stavkih z malo kratkih besed veliko boljša kot pri 
dolgih stavkih z veliko vezniki, predlogi in medmeti. 
 
















el-pošta 1 el-pošta 2 el-pošta 3 el-pošta 4 el-pošta 5 Povprečje
Odstotek točnega razpoznavanja *%+ 
 
Odstotek točnega razpoznavanja *%+





Vzorec 1 61,64 % 
Vzorec 2 64,75 % 
Vzorec 3 58,78 % 
Povprečje/Sta. odklon 61,72 %          = 2,986 % 
 





Slika 5.3: Graf točnosti razpoznavanja pri prostem govoru 
 
Iz rezultatov v tabeli 5.4 in na sliki 5.3 lahko vidimo, da se točnost razpoznavanja pri različnih 
vzorcih giblje med 58,78  in 64,75 odstotkov in da je povprečna vrednost točnega 
razpoznavanja 61,72-odstotna. 
Uspešnost razpoznavanja govora je pri prostem govoru pričakovano najslabša in nam ne 
omogoča dobrega razumevanja besedila. Posledica narave in pogostosti napak je, da so 
nekateri stavki popolnoma nerazumljivi in je zato uporabnost razpoznavanja takega govora 
omejena.  
 
Na sliki 5.4 lahko vidimo vsa povprečja točnosti razpoznavanja pri različnih vrstah vzorcev na 
enem grafu. Vidimo, kako povprečna točnost razpoznave pada pri govoru, ki postaja težje 












Vzorec 1 Vzorec 2 Vzorec 3 Povprečje
Odstotek točnega razpoznavanja*%+ 
 
Odstotek točnega razpoznavanja *%+






Slika 5.4: Graf povprečne točnosti razpoznavanja govora z intervali zaupanja 
 
Na spodnjih slikah 5.5, 5.6 in 5.7  je prikazana pogostost različnih vrst napak pri 
razpoznavanju. 
Pri tem so: 
  = zamenjane besede 
 = izbrisane besede 
  = vrinjene besede 
 
 













Odstotek  točnega razpoznavanja *%+ 


















Slika 5.7 Graf pogostosti različnih napak pri prostem govoru 
 
Iz zgornjih grafov lahko vidimo, kako je pri branju, tako hitrem kot počasnem, najbolj 
pogosta vrsta napak zamenjana beseda (okoli 71 %) in napaka izbrisana beseda (okoli 25 %) 
medtem, ko je napaka vrinjena beseda zelo redka (okoli 4 %). 
Pri prostem branju je napaka vrinjena beseda bolj pogosta (19 % ). Zaradi velikega števila 
vrinjenih besed lahko postane razpoznan govor precej nerazumljiv. 
 
Rezultati točnosti razpoznavanja govora nam ne dajo celotne slike uspešnosti razpoznavanja, 
saj nam ne podajo veliko informacij o velikosti napak, ki nastajajo pri razpoznavanju. Tako bo 
na primer odstotek točnosti enak pri stavku, kjer je napačna samo ena črka v besedi in kjer je 
cela beseda zamenjana z besedo napačnega pomena.  
Zaradi tega so v tabeli 5.5 in 5.6 prikazni primeri ene elektronske pošte pri dveh načinih 
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Pravilno besedilo Razpoznan govor 
ZDRAVO ZDRAVO 
PIŠEM DA BI SE PRITOŽIL NAD POSTREŽBO HRANE V 
VAŠI RESTAVRACIJI KI SEM JO OBISKAL PREJŠNJI 
TOREK 
PIŠEM DA BI SE PRITOŽIL NAD POSTREŽBO HRANE V 
VAŠI RESTAVRACIJI KI SEM JO OBISKALA PREJŠNJI 
TOREK 
POSTREŽBA JE BILA ZELO POČASNA IN KO SEM 
KONČNO DOBIL HRANO JE BILA TA MRZLA 
POSTREŽBA JE BILA ZELO POČASNA IN KO SEM 
KONČNO DOBIL HRANA JE BILA TA MRZLA 
KO SEM NATAKARJA  PROSIL ČE LAHKO HRANO NESE 
NAZAJ DA JO POGREJEJO JE BIL TA NEVLJUDEN IN JE 
ZAČEL KRIČATI NAME IN NA MOJE PRIJATELJE 
KO SEM NATAKARJA PROSIL ČE LAHKO HRANE _SE 
NAZAJ DA JO POGREJE_  A JE BIL TA NEVLJUDEN IN JE 
ZAČEL KRIČATI NAME IN NA MOJE PRIJATELJE 
REKEL MI JE TUDI DA BI MORAL NAROČITI NEKAJ 
DRUGEGA 
REKEL MI JE TUDI DA BI MORALO VLOŽITI NEKAJ 
DRUGEGA 
NA KONCU OBROKA KO JE PRINESEL RAČUN JE BILA 
NA RAČUNU NAPAKA SAJ NAM JE RAČUNAL DVOJNO 
ZA SLADICO 
NA KONCU OBROKA KO JE PRINESEL RAČUN JE BILA 
NA RAČUN_ NA-TAKA SAJ NAM JE RAČUNAL DVOJNA 
ZA SLADICE 
ZANIMA ME ČE JE TAKO OBNAŠANJE PRI VAS 
OBIČAJNO ALI SE TO DOGAJA REDKO 
ZANIMA ME ČE JE TAKO OBNAŠANJE PRI VAS 
OBIČAJNO ALI SE TO DOGAJA REDKO 
LEP POZDRAV LEP POZDRAV 
 
Tabela 5.5: Primeri razpoznavanja pri počasnem branju 
 
Pravilno besedilo Razpoznan govor 
ZDRAVO ZDRAVO 
PIŠEM DA BI SE PRITOŽIL NAD POSTREŽBO HRANE V 
VAŠI RESTAVRACIJI KI SEM JO OBISKAL PREJŠNJI 
TOREK 
PIŠEM DA BI SE PRITOŽEVAL NAD POSTREŽBO HRANE 
V VAŠI RESTAVRACIJ KI SEM JO OBISKAL PREJŠNJI 
TOREK 
POSTREŽBA JE BILA ZELO POČASNA IN KO SEM 
KONČNO DOBIL HRANO JE BILA TA MRZLA 
POSTREŽBA JE BILA ZELO POČASNA IN KO SEM 
KONČNO DOBIL HRANA JE BILA TAMERLAN 
KO SEM NATAKARJA  PROSIL ČE LAHKO HRANO NESE 
NAZAJ DA JO POGREJEJO JE BIL TA NEVLJUDEN IN JE 
ZAČEL KRIČATI NAME IN NA MOJE PRIJATELJE 
KO SEM NATAKAR PROSIM ČE LAHKO HRANO NE-SE 
NAZAJ _ BEREJO JE BIL TA _  _ JE ZAČEL KRIČATI 
NAME IN _ MOJE PRIJATELJE 
REKEL MI JE TUDI DA BI MORAL NAROČITI NEKAJ 
DRUGEGA 
REKEL MI JE TUDI DA BI MORAL VLOŽITI NEKAJ 
DRUGEGA 
NA KONCU OBROKA KO JE PRINESEL RAČUN JE BILA 
NA RAČUNU NAPAKA SAJ NAM JE RAČUNAL DVOJNO 
ZA SLADICO 
NA KONCU OBROKA _ NE PRENESE_ RAČUN JE BILA 
NA RAČUN NAPAKA SE_ NAME _ RAČUNA_ DVOJNA 
ZA SLADICE 
ZANIMA ME ČE JE TAKO OBNAŠANJE PRI VAS 
OBIČAJNO ALI SE TO DOGAJA REDKO 
ZANIMA ME ČE JE TAKO OBNAŠANJE PRI VAS 
OBIČAJNO ALI SE TO DOGAJA REDKO 
LEP POZDRAV LEP POZDRAV 
 
Tabela 5.6: Primeri razpoznavanja pri hitrem branju 
 
Iz zgornjih dveh primerov lahko vidimo, da je tako pri počasnem kot pri hitrem branju možno 
dobro razumeti večino stavkov. Pri hitrem branju sicer pride do več napak, ki lahko kdaj 
spremenijo pomen stavka, vendar gre večinoma za izpuščene ali narobe razumljene kratke 
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Pravilno besedilo Razpoznan govor 
DANES JE SOBOTA DANES JE SOBOTA 
ZBUDIL SEM SE OB DEVETI URI ZJUTRAJ RAZREDU SEM SE OB DEVETI URI ZJUTRAJ 
ŽE ZJUTRAJ ME JE BOLEL PRST NA NOGI KI SEM SI 
GA POŠKODOVAL VČERAJ 
ANŽE JUTRI ME VOLEO PRST NA NOGI _ _ _ _ 
POŠKODOVAL VČERAJ 
PO TEM SEM SI NAPRAVIL ZAJTRK _ LEPO VSE SI NAPRAVO_ ZA ZAJTRK 
OKOLI POLDNE SEM ŠEL V TRGOVINO _KOLI POLDNE SEM ŠEL V TRGOVINO 
V TRGOVINI JE BILA ZELO VELIKA GNEČA VZEL _  JE BILA ZELO VELIKA GNEČA 
ŠE POSEBNO NA ODDELKU ZA SADJE ŠE POSEBNA NA ODDELKU ZA SADJE 
VREME JE BILO VES ČAS SONČNO VREME JE BILO VES ČAS SONČNO 
ZJUTRAJ JE BILO SICER ŠE MRAZ VENDAR PA JE 
KMALU POSTALO ZELO TOPLO 
ZJUTRAJ JE BILO SICER ŠE NI RES VENDAR SE JE 
KMALU STA ZELO TOPLO 
TOKO DA NI BILO POTREBNO ODSTRANJEVATI LEDU Z 
AVTOV 
TAKO DA NI BILO POTREBE ODSTRANJEVALEC LEDU 
SE REŠIT AVTO_ 
KASNEJE SEM SE ODPRAVIL TUDI V ABANKO KASNEJE SEM SE ODPRAVIL TUDI V ABANKO 
KJER SEM MORAL ZAPRETI SVOJ OSEBNI RAČUN KER 
SEM ODPRL RAČUN PRI DRUGI BANKI 
ČE RE SMS ZA PREDSEDNIK RAČUNSKEGA 
REGISTRIRAJTE SE JE ODPRL RAČUN PRI DRUGI BANKI 
ZA KOSILO SEM JEDEL PICO ZA KOSILO SEM JEDEL PICO 
BILA MI JE PREVEČ SLANA ZATO JE NISEM POJEDEL 
VELIKO 
ANVINA ME JE PREVEČ SLANA ZDR ENA __SEM 
POJEDEL VELIKO 
PO KOSILU SEM GLEDAL TELEVIZIJO PO KOSILU SMS GLEDA TELEVIZIJO 
NA TELEVIZIJI NI BILO NIČ POSEBNO ZANIMIVEGA NA TELEVIZIJI NI BILO NIČ POSEBNO ZANIMIVEGA 
ZVEČER SEM ŠEL IGRATI MALI NOGOMET V 
TELOVADNICO 
ZVEČER VSE MEJE ŠOLO IGRACICA JE MALI NOGOMET 
V STANOVANJU 
KO SEM SE VRNIL SEM BIL ZELO UTRUJEN ZATO SEM 
ŠEL HITRO SPAT 
DANES SEM _ _ _ BIL ZELO UTRUJEN IN ZATO SEM 
ŠEL HITRO _ 
 
Tabela 5.7: Primeri razpoznavanja pri prostem govoru 
 
Pri primerih prostega govora pa vidimo, da so nekateri stavki razpoznani pravilno v celoti, 
medtem ko so drugi stavki zaradi hudih napak pri razpoznavanju popolnoma nerazumljivi. 
 
Preizkus Googlove aplikacije za razpoznavanje govora je bil opravljen tudi na vzorcih v 
slovenskem jeziku, pridobljenih od 50 govorcev. Ti vzorci vsebujejo poizvedbe o letalskih 
informacijah in vsebujejo do 8000 stavkov. Delovno ime zbirke je  GOPOLIS (Govorjena 
Poizvedovanja po Letalskih Informacijah v Slovenskem jeziku) [36] . 
 
Zanimiva je ugotovitev, da se rezultati razpoznavanja govora s časom izboljšujejo. Iz tabele 
5.8 in grafa 5.8 lahko vidimo, da je bila točnost razpoznavanja 58,08-odstotna v juliju 2015, v 
februarju 2016 pa je bila točnost 67,04-odstotna. Točnost razpoznavanja se je v petih 
mesecih povečala za skoraj 9 odstotnih točk, kar dokazuje, da se Googlova aplikacija za 
razpoznavanje govora s časom izboljšuje. Predvidevamo lahko, da pri Googlu neprestano 
nadgrajujejo in izboljšujejo svoje akustične in jezikovne modele. Možno je, da za učenje 
uporabljajo posnetke govora, ki jih pridobijo od uporabnikov svoje aplikacije.   
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Vzorci Točnost  
razpoznavanja (%) 
Vzorec-februar, 2016 67,04% 
Vzorec-julij, 2015 58,08 % 
 




Slika 5.8: Graf točnosti razpoznavanja govora ob različnih časih 
 
V tabeli 5.9  so primeri razpoznanega govora ob različnih časih. Vidimo, da so med starimi 
primeri razpoznanega govora, ki so bili pridobljeni v juliju 2015, in novimi primeri, ki so bili 
pridobljeni v februarju 2016, razlike v razpoznavanju. Razlike v večini primerov ne vplivajo 
ključno na uporabnost razpoznanega govora, vendar lahko v tretjem primeru vidimo, da je 
pri novejših preizkusih čas odhoda letala pravilno razpoznan, medtem ko je bil pri starih 
testiranjih čas odhoda razpoznan nepravilno. Izboljšave razpoznavanja govora pri Googlovem 
sistemu v petih mesecih torej vplivajo na večjo uporabnost aplikacije. Lahko se nadejamo, da 
se bodo izboljšave nadaljevale in bo Googlova aplikacija postajala še bolj uporabna. 
Pravilno besedilo Razpoznan govor-stari Razpoznan govor-novi  
ALI JE OBJAVLJEN ODHOD ZADNJEGA 
LETALA V ZUERICH V DRUGI POLOVICI 
NASLEDNJEGA MESECA OB ENAJSTI URI 
DVE MINUTI 
ALI JE OBJAVLJEN ODHOD ZADNJEGA 
LETALO _ CIRIHU _  DRUGI POLOVICI 
NASLEDNJEGA MESECA OB ENAJSTI URI 
V MINUTE 
ALI JE OBJAVLJEN ODHOD ZADNJEGA 
LETALO _ CIRIHU  _ DRUGI POLOVICI 
NASLEDNJEGA MESECA OB ENAJSTI 
URI TRI MINUTE 
ALI JE OBJAVLJEN PRIHOD BRITISH 
AIRWAYSOVEGA LETALA IZ GENEVE V 
TEHERAN DANES ZGODAJ ZJUTRAJ OB 
ENA MINUTA ČEZ OSEMNAJST 
_ _ _ PRIHOD NOVEGA _ LETALA IN ŠE NE 
V TEHERAN DANES ZGODAJ ZJUTRAJ OB 
_ _ _ OSEMNAJST 
PRIHOD NOVEGA _  LETALA IZ PENE V 
TEHERAN DANES ZGODAJ ZJUTRAJ OB   
_ _ _ OSEMNAJST 
ALI JE OBJAVLJEN PRIHOD 
AEROFLOTOVEGA AVIONA IZ RIMA ZA 
BARCELONO V TOREK TEGA MESECA 
OB DVANAJSTIH IN DVE MINUTI 
ALI _ OBJAVLJEN PRIHOD _  AVIONA IZ 
RIMA ZA BARCELONO V TOREK TEGA 
MESECA OD DVANAJST__ _ DVANAJST 
MINUTE 
ALI _ OBJAVLJEN PRIHOD _  AVIONA IZ 
RIMA ZA BARCELONO V TOREK TEGA 
MESECA OB DVANAJST__ IN DVE 
MINUTE 
 












Vzorci-februar 2016 Vzorci-julij 2015
Odstotek točnega razpoznavanja [%] 
Odstotek točnega razpoznavanja *%+
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6. Program za pošiljanje el-pošte 
 
Da bi res dobro razumel delovanje Googlove aplikacije za razpoznavanje govora, sem se 
odločil, da naredim program, ki bo to aplikacijo tudi uporabljal v praktične namene. Uporaba 
aplikacije na tak način nam namreč pokaže dodatne informacije o njenem delovanju, ki jih 
samo s testiranjem ne moremo pridobiti. Vidimo lahko namreč, s kakšnimi težavami in 
omejitvami se pri razvoju takšnega programa srečamo in tako dobimo občutek o realni 
uporabnosti razpoznavalnika govora. 
 
Za preizkus delovanja in implementacije Googlove aplikacije za razpoznavanje govora sem 
napisal program v programskem jeziku Python za pošiljanje elektronske pošte.  
Takšen program omogoča uporabniku, da pošlje poljubno dolgo govorno sporočilo na žaljeni 
naslov elektronske pošte, pri čemer se govor pretvori v pisno besedilo s pomočjo Googlove 
aplikacije za razpoznavanje govora. Omogočeno mora biti tudi narekovanje različnih ločil 
med stavki in povedmi, kot so pika, vprašaj, klicaj in vejica. Za ločili je treba imeti tudi 
ustrezen presledek in veliko začetnico pri začetku novih povedi. 
 
Program za izvedbo vseh zahtev potrebuje orodja za snemanje govora in za pretvorbo med 
zvočnimi formati. 
Za delovanje programa je zato treba imeti naloženi naslednji orodji: 
 
 PyAudio 
 Sound eXchange (SoX) 
 
Paket PyAudio  omogoča snemanje zvočnega posnetka s pomočjo mikrofona [37] . Sound 
eXchange pa nam omogoča pretvorbo med wav in flac formatom zvočnih datotek. 
 
Delovanje programa je na kratko opisano v devetih točkah, ki predstavljajo operacije, ki jih 
izvede program med delovanjem. Končni rezultat je elektronska pošta, poslana na izbrani 
naslov. Vsebina pošte pa je razpoznan govor, ki smo ga narekovali s pomočjo mikrofona. 
 
Program izvede sledeče operacije: 
 Sprejme vnos elektronskega naslova, kamor želimo el. pošto poslati in naslov same  
elektronske pošte. 
 Posname zvočno datoteko v wav formatu. 
 Razdeli zvočno datoteko na manjše dele tako, da poišče, kje so tihi deli govora.  
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 Pretvori zvočne datoteke v flac format. 
 Pošlje zvočne datoteke Googlovi aplikaciji. 
 Združi dobljene rezultate. 
 Zamenja narekovana ločila s pravimi.  
 Popravi velike začetnice na začetku povedi in odvečne presledke. 
 Pošlje elektronsko pošto na izbrani naslov. 
 









Prvi del programa predstavlja funkcija za snemanje. Za izvedbo tega postopka sem izbral 
orodje PyAudio. PyAudio je knjižnica, ki omogoča enostavno predvajanje in snemanje zvoka 
v programih, napisanih v jeziku Python. 
 
Na začetku moramo določiti zvočne   parametre: FORMAT, CHANNELS, RATE. 
 
 S parametrom FORMAT določimo format, v katerem bo posneta zvočna datoteka, v 




datoteko na manjše 
dele 
Pošlje datoteke 
Googlovi aplikaciji za 
razpoznavanje 
Zamenja narekovana 
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 S parametrom CHANNELS določimo število kanalov, ki jih bomo posneli. V našem 
primeru je nujno, da izberemo en kanal. 
 S parametrom RATE določimo, kolikšna bo naša frekvenca vzorčenja zvočnega 
signala. V našem primeru je ta 16000 Hz in se mora ujemati s frekvenco, ki jo 
podamo, ko pošiljamo posnetke Googlovi aplikaciji. 
 
 
FORMAT = pyaudio.paInt16 
CHANNELS = 1 
RATE = 16000 
 
 
Ostali del funkcije za snemanje je podoben kot v dokumentaciji knjižnice PyAudio [37] .  
Vseeno pa sem želel, da bi lahko uporabnik prekinil snemanje svojega govora s pritiskom na 
neko tipko. 
Rešitve, kjer program čaka na nekaj sekund tišine in nato sam prekine snemanje, niso bile 
zadovoljive. Zaradi hrupa ali drugih motenj v okolici lahko program čaka preveč časa, preden 
zaključi snemaje. Po drugi strani pa lahko zaradi daljših premorov med govorom, ko 
uporabnik razmišlja, program prekine snemanje in s tem prekine govor v nepravem trenutku. 
Prekinitev sem raje omogočil z uporabo pravila, ki prekine snemanje ob  pritisku na  
kombinacijo tipk Crtl+C. 
 
try: 
    while True: 
      data = stream.read(CHUNK) 
      frames.append(data) 
except KeyboardInterrupt: 
    pass 
print(" Koncal snemat") 
 
 
Na tak način program snema govor, dokler ne pritisnemo kombinacije tipk Ctrl+C. Tako lahko 
uporabnik vedno posname celotno sporočilo, ki ga želi poslati in se izogne težavam, ki 
nastanejo pri samodejnem prekinjanju snemanja. 
 
6.2 Razdelitev posnetkov 
 
Ko program posname govor, ga razdeli na dele, ki niso krajši od pet sekund. Za razdelitev 
posnetkov sem se odločil, ker lahko tako uporabljamo Googlovo aplikacijo za razpoznavanje 
govora tako v full duplex načinu kot tudi v enostavnejšem načinu z enosmerno povezavo, ki 
dovoli razpoznavanje samo okoli 15 sekund govora [34]. 
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Razdelitev zvočne datoteke sem izvedel s pomočjo knjižnice wave v Pythonu, ki omogoča 
obdelavo zvočnih datotek. 
 
Program razdeli zvočno datoteko na mestih, kjer zazna majhne amplitude v zvočnem signalu. 
Območja z majhno amplitudo predstavljajo tišji del zvočnega posnetka in zato lahko 
predvidevamo, da na teh delih ni posnet govor, ampak je govorec naredil premor med stavki 
ali besedami. Takšen način razdelitve ima seveda svoje težave.  
 
Prva težava je, da se je treba odločiti, kakšna amplituda predstavlja tišino. Če je govorec v 
hrupnem okolju in imamo amplitudo, ki predstavlja tišino, nastavljeno prenizko, je možno, 
da program ne bo uspel najti nobenega območja, kjer bi lahko razdelil zvočno datoteko.  
 
V primeru, kjer bi bila amplituda, ki predstavlja tišino, nastavljena previsoko in je govorec v 
tihem okolju, pa obstaja možnost, da bo zaradi tihega okolja govorec govoril bolj tiho in bi 
program razdelil zvočno datoteko sredi govora. 
Iz teh primerov lahko vidimo, da bi moral biti prag za določitev tišine spremenljiv, če bi 
hoteli, da je program uporaben tako v hrupnem kot v tihem okolju. Druga možnost je, da bi 
program primerjal razliko med različnimi amplitudami v signalu in sam določil, kje je 
amplituda padla tako močno, da je ta del najverjetneje prekinitev v govoru. 
 
Druga težava nastopi pri določitvi dolžine območja, ki naj bi predstavljala prekinitev v 
govoru. Če program išče daljša območja, je možno, da ne bo našel mest za razdelitev 
datoteke v dovolj majhne dele. Če pa išče krajša območja, je možno, da bo program razdelil 
datoteko na mestih, ki so zelo blizu ali celo v samem izteku izgovorjenih besed, kar lahko 
povzroči težave aplikaciji za razpoznavanje govora. Izbira dolžine tišine, ki jo program išče, bi 
se seveda morala spreminjati glede na govorca, ker ima vsak govorec svojo hitrost govora in 
svojo dolžino presledkov med stavki in besedami.  
 
Za nastavitev vrednosti dolžine tišine in praga amplitude, ki predstavlja prekinitev, sem se 
odločil na podlagi testiranj na svojem govoru v dokaj tihem okolju. Po nastavitvi parametrov 
je razdelitev zvočnih datotek potekala uspešno in program je v večini primerov razdelil govor 
ob koncu stavka. V tistih primerih, ko je razdelil govor med samim stavkom, pa je bil premor 
dovolj dolg, tako da ni bilo težav pri razpoznavanju govora. 
 
V spodnjem primeru kode so prikazani pogoji za razdelitev zvočne datoteke in odpiranje wav 
datoteke s pomočjo ukazov iz wave knjižnice.   




1. w = wave.open(nerazdeljen, 'r') 
 
2. for i in range(w.getnframes()): 
        
       frame = w.readframes(1) 
3.     amplituda = struct.unpack("<h",frame)  
4.     shranjene.append(abs(amplituda[0])) 
     
5.     zadnji = (i == w.getnframes()-1) 
6.     if i>10001 or zadnji:     
7.       if (shranjene[i]<100 and shranjene[i-10000]<100) or zadnji: 





1. Odpremo zvočno wav datoteko. 
2. Gremo skozi vsak del (angl. frame) v datoteki, kjer ena sekunda predstavlja 16000 delov. 
3. Dobimo številčno vrednost v desetiškem sistemu za amplitudo iz bitnega zvočnega 
signala. 
4. Shranimo vse vrednosti amplitude zapovrstjo in spremenimo negativne vrednosti 
amplitude v pozitivne. 
5. Določimo zadnji del (angl. frame) datoteke, saj vemo, da bomo morali tam razdeliti 
datoteke ne glede na amplitudo. 
6. Začnemo iskati šele po približno pol sekunde, da prihranimo na času iskanja. 
7. Iščemo območje, kjer imata točki, oddaljeni za 10000 delov (angl. frame) ali približno pol 
sekunde, amplitudo nižjo od 100. Ta korak naredimo zato, da ni treba izvajati zadnjega 
koraka na celi datoteki in tako prihranimo na času. 
8. Pogledamo, ali ima območje veliko 10000 delov (angl. frame) vsoto vseh amplitud, 
manjšo od 150000. Če to drži, določimo to območje za tišino med govorom, kjer lahko 
razdelimo datoteko. 
 
Spodaj je prikazana koda, s katero program razdeli zvočno datoteko v wav formatu. Ko 
imamo določene točke, kjer želimo, da se zvočna datoteka začne in konča, lahko s pomočjo 
ukazov, ki so opisani v navodilih za uporabo knjižnice wave, razdelimo datoteko. Postopek 
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Primer kode za razdelitev zvočne datoteke s pomočjo knjižnice wave [38] : 
 
razdPodatki = w.readframes(konec-zacetek)  
      
       razdeljenZvok = wave.open('file_'+str(stej)+".wav",'w') 
       razdeljenZvok.setnchannels(w.getnchannels()) 
       razdeljenZvok.setsampwidth(w.getsampwidth()) 
       razdeljenZvok.setframerate(w.getframerate()) 
       razdeljenZvok.writeframes(razdPodatki) 
       razdeljenZvok.close() 
 
Razdeljene zvočne datoteke moramo pretvoriti v flac format. To lahko naredimo s 
programom Sound eXchange (SoX).  
 
Ukaz, ki ga uporabimo za pretvorbo: 
 
 os.system("sox"+ " " + filename + " " + 'pretvor'+str(stej)+".flac") 
 
6.3 Pošiljanje govora Googlovemu programskemu vmesniku 
 
 
Težave, ki se pojavijo ob razdeljevanju zvočne datoteke, bi lahko delno rešili z uporabo 
Googlove aplikacije v full-duplex načinu. V tem načinu nam je teoretično omogočeno poslati 
zelo dolge zvočne datoteke, ki jih Googlova aplikacija sama razdeli na manjše dele in nam 
pošlje razdeljene transkripcije v eni json datoteki. 
Tak način je bolj zapleten in razdelitev zvočne datoteke ni veliko boljša, kot jo izvede moj 
program, zato sem se raje odločil za preprostejši način brez dvosmerne povezave. 
 
Pri testiranju full-duplex načina sem imel težave tudi z nedokončanimi transkripcijami. 
Pri tem načinu moramo namreč imeti odprti dve povezavi, kjer po eni pošiljamo zvočne 
podatke o govoru, po drugi pa nalagamo transkripcijo govora. Če se ena povezava prekine, 
se prekine tudi druga. 
Verjetno je to vzrok, da sem ob pošiljanju dolgih zvočnih datotek v full-duplex načinu dobil 
nedokončane transkripcije. 
 
Spodaj je prikazana koda, s katero sem poslal podatke Googlovi aplikaciji za razpoznavanje 
govora. Koda v programskem jeziku Python je podobna tisti v jeziku Shell-script, ki sem jo 
predstavil že v prejšnjem poglavju. Pri pošiljanju podatkov uporabimo knjižnico urllib2, ki 
vsebuje funkcije za odpiranje URL –jev. 
 





1. naslov= "https://www.google.com/speech- 
api/v2/recognize?output=json&lang=sl-SI&key= mojključ"; 
 
     
2. f = open(flac,'r+b') 
   flac_vsebina = f.read() 
   f.close() 
      
3. glava = {"User-Agent": "Mozilla/5.0 (X11; Linux i686)      
AppleWebKit/535.7 (KHTML, like Gecko) Chrome/16.0.912.63 
Safari/535.7",'Content-type': 'audio/x-flac; rate=16000'}  
      
4. zahteva = urllib2.Request(naslov,data=flac_vsebina,headers=glava)      
   print "Posiljam ne Googlov server " 
5. p = urllib2.urlopen(zahteva) 
   odgovor = p.read() 
   odgovor = odgovor.split('\n', 1)[1] 
 
6. odg = json.loads(odgovor)['result'][0]['alternative'][0]['transcript'] 
 
1. Definiramo naslov, kamor želimo poslati govor (brez načina full-duplex). 
2. Odpremo in definiramo vsebino zvočne datoteke. 
3. Definiramo glavo, poslane zahteve. 
4. Določimo zahtevo, ki vsebuje podatke o poslani zvočni datoteki. 
5.         Dobimo odgovor v obliki json datoteke.  
6.       Iz json datoteke pridobimo končni rezultat razpoznavanja. 
 
Postopek pošiljanja ponavljamo za vsak del razdeljene datoteke. Med ponovitvami je treba 
narediti vsaj delček sekunde premora. Če tega ne naredimo, obstaja verjetnost, da bo 
Googlova aplikacija postala neodzivna. 
 
6.4 Urejanje besedila  
 
Googlova aplikacija za razpoznavanje govora nam po uspešnem pošiljanju razdeljene zvočne 
datoteke pošlje transkripcijo za vsak del posebej. Te dele nato združimo v eno tekstovno 
datoteko. Pomembno je, da imamo besedilo kodirano v načinu utf-8 in da imamo 
nastavljeno kodiranje v Python programu v načinu utf-8. 
 
V programu, napisanem v jeziku Python, v drugo vrstico vstavimo kodo: 
 
# -*- coding: utf-8 -*- 








Kodiranje v načinu utf-8 nam omogoča pravilno razpoznavanje in obdelavo besedila, ki 
vsebuje šumnike. 
 
Eden od zastavljenih ciljev izdelave programa je bil, da bi ta zaznal narekovanje ločil in jih 
nato pravilno izpisal v poslani elektronski pošti. Pri izbiri ločil, ki jih bo uporabnik lahko 
narekoval, sem se odločil za ločila vejica, pika, klicaj in vprašaj.  
Za nalogo narekovanja ločil moramo naprej ugotoviti, kako dobro Googlova aplikacija 
razpozna besede za različna ločila. Ugotovil sem, da v večini primerov razpoznavalnik 
pravilno razpozna ločila pika, vprašaj in klicaj. Pri ločilu vejica pa razpoznavalnik v nobenem 
primeru ni pravilno razpoznal te besede. Ne glede na to, kako razločno je bila beseda 
izgovorjena, je razpoznavalnik izpisal nepravilno transkripcijo, kot je na primer zvezdica. 
Očitno je v sami aplikaciji vključen filter, ki ne dopušča razpoznavanja te besede. Zaradi 
opisanih težav sem se odločil, da bo moral uporabnik, če bo želel narekovati vejico, uporabit 
besedo koma. 
 
Za zamenjavo besed v besedilu sem uporabil spodnjo kodo, ki uporablja metodo replace in 
slovar besed, kjer je določeno, katero besedo naj program zamenja z  katerim znakom za 
ustrezno ločilo. 
 
for i, j in slovar.iteritems(): 
        tekst = tekst.replace(i, j) 
slovar = {' koma ':', ', ' pika ':'. ', ' vprašaj ':'? ', ' klicaj ':'! ', 
'.si ':'. ',' coma ':', '} 
 
Iz slovarja lahko vidimo, da sem dodal še nekatere alternativne razpoznave besed, ki so 
pogoste, ko narekujemo ločila. Tako Googlov razpoznavalnik velikokrat izpiše .si , ko rečemo 
pika, ker očitno predvideva, da narekujemo naslov spletne strani. Besedo koma pa velikokrat 
izpiše kot v angleškem jeziku coma. 
Za ločili je treba dodati presledke in v primeru ločil, ki končajo povedi, je treba novo poved 
začeti z veliko začetnico. 
Ker pri združevanju transkripcij mednje postavimo ločila, se pojavijo tudi nepotrebni 
presledki pred ločili v primeru, da je ločilo prva beseda v naslednji transkripciji. 
 




Spodaj je koda, ki uredi velike začetnice in presledke. 
 
1. s = list(str) 
2. s[0]=s[0].upper() 
3. for i in range(0, len(s)): 
4.   if s[i-1] ==' ' and (s[i-2]=='.' or s[i-2]=='!' or s[i-2]=='?'): 
        s[i] =s[i].upper() 
5.     if s[i-3]==' ': 
          s[i-3]='' 
6.   if s[i-3]==' ' and s[i-2]==',' and s[i-1] ==' ':          
        s[i-3]='' 
         
7. stri="".join(s) 
 
1. Spremenimo besedilo v listo črk. 
2. Spremenimo prvo črko v besedilu v veliko začetnico. 
3. Iščemo med vsemi črkami v besedilu. 
4. Če najdemo piko, klicaj ali vprašaj, spremenimo naslednjo črko v veliko začetnico. 
5. Če je pred piko, klicajem ali vprašajem presledek, ga izbrišemo.  
6. Če je pred vejico presledek, ga izbrišemo. 
7. Spremenimo listo črk nazaj v besedilo. 
 
6.5 Pošiljanje elektronske pošte 
 
Ko imamo pripravljeno končno besedilo, ga program pošlje na izbran elektronski naslov. 
Program mora imeti določen Gmail račun, s katerega pošilja elektronsko pošto. 
Uporabnik vnese naslov elektronske pošte in geslo Gmail računa v program tako, da ob 
zaganjanju programa vpiše argument s ali set, zaradi česar ga program vpraša po podatkih o  
računu. 
 
Ukazi, s katerimi zaženemo program, če želimo vnesti podatke o računu:  
 
python mailgovor.py –s  ali  python mailgovor.py –set 
 
Vneseni podatki se shranijo v datoteko shelve tako, da uporabniku ni potrebno vedno znova 
vnašati podatkov o njegovem Gmail računu. Tako shranjevanje gesla ni posebno varno, zato 
je priporočljivo, da uporabnik uporablja račun, na katerem nima občutljivih podatkov. 
 
 




Del kode, ki omogoči vnašanje in shranjevanje podatkov o Gmail računu: 
 
if o in ("-s", "--set"): 
       username= raw_input('Vnesi svoj gmail  naslov: ') 
       password= raw_input('Vnesi geslo: ') 
     
       shelf = shelve.open('shrani.out','n')  
       shelf[repr((1))] = username 
       shelf[repr((2))] = password 
       shelf.close() 
 
Pomembno je, da je uporabnikov Gmail račun nastavljen tako, da lahko do njega dostopajo 
zunanje aplikacije. To pomeni, da moramo v nastavitvah računa omogočiti opcijo z imenom 
Access for less secure apps. Šele ko spremenimo to nastavitev, bo program lahko uporabljal 
Gmail račun. 
 
Program pošlje elektronsko pošto s pomočjo uporabe knjižnice smtplib. Preden lahko 
program pošlje elektronsko pošto, mora imeti podane podatke o naslovu elektronske pošte, 
njeni vsebini in o naslovu, kamor želimo pošto poslati. Podane mora imeti tudi informacije o 
Gmail računu uporabnika. 
 
Ko zaženemo program z argumentom r ali run, nas ta vpraša o podatkih, kam želimo poslati 
elektronsko pošto in kakšen je njen naslov. Vsebina elektronske pošte je transkripcija 
uporabnikovega govora, medtem ko morajo biti podatki o uporabnikovem Gmail računu že 
shranjeni v shelf datoteki na disku.  
 
Ukaza, s katerim zaženemo program, če želimo s pomočjo razpoznavanja govora poslati 
elektronsko pošto: 
 
python mailgovor.py –r  ali   python mailgovor.py –run 
 
Koda, ki jo program izvede za pošiljanje elektronske pošte: 
 
1. sporocilo = """\From: %s\nTo: %s\nSubject: %s\n\n%s 
        """ % (username, to, Naslov, tekst) 
 
2. server = smtplib.SMTP("smtp.gmail.com", 587) 
   server.ehlo() 
   server.starttls() 
3. server.login(username, password) 
4. server.sendmail(username, to, sporocilo) 
5. server.close() 
   print "Email je bil uspešno poslan.\n" 




1. Definiramo elektronsko pošto, pri čemer je: 
 username         naslov uporabnikove el-pošte 
 to                       naslov, kamor želimo poslati el-pošto 
 Naslov               naslov el-pošte 
 tekst                  besedilo el-pošte 
 
2. Vzpostavimo povezavo z Gmail računom. 
3. Prijava v Gmail račun. 
4. Pošljemo elektronsko pošto. 
5. Odjava iz Gmail računa. 
 
6.6 Uporaba programa 
 
Program za pošiljanje elektronske pošte s pomočjo govora bi bil uporaben predvsem takrat, 
ko imamo oteženo pisanje sporočila na tipkovnico. To pomeni, da bi bila takšna aplikacija 
najbolj primerna za mobilne naprave, kjer je tipkanje navadno počasnejše. Še posebej bi nam 
takšna aplikacija olajšala delo v primerih, kjer imamo roke zasedene z drugimi opravili in ne 
smemo gledati v zaslon naprave. Takšna opravila so lahko hoja po mestu, vožnja različnih 
vozil ali opravljanje poklica, kot je zdravnik ali mehanik, kjer imamo zasedene roke. 
 
Pošiljanje elektronske pošte s pomočjo Googlove aplikacije za razpoznavanje govora je lahko 
uspešno, vendar pa obstajajo določene omejitve. Če želimo, da je poslano sporočilo 
razumljivo, moramo govoriti čim bolj razločno. Pomembno je tudi, da med samim govorom 
ne razmišljamo preveč o vsebini sporočila, ker ima takšen govor preveč prekinitev in 
nerazločnih glasov. Iz teh omejitev je razvidno, da takšnega programa ne moremo 
uporabljati v situacijah, kjer je zelo pomembna točnost informacije. Zaradi tega je pomoč 
takšne aplikacije pri poklicih, kot je na primer zdravnik, neprimerna, če nimamo še nekega 
drugega sistema za preverjanje točnosti razpoznavanja. Uporabnost takšnega programa pa je 
velika za vse dejavnosti, kjer točnost vsake besede ni izredno pomembna. Poslana 
elektronska pošta je namreč dobro razumljiva, če si pomagamo razumeti nekatere napačne 
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Primer elektronske pošte poslane s pomočjo programa: 
  
" Zdrava. Veselje mi je, dala lahko vas in vaše kolege povabim na kulturno srečanje v našem kraju. 
Ponovno kot vsako leto je prišel čas, da se spomnimo in obujemo svojo kulturno dediščino in 
zgodovino. Predstave, ki bo potekala v kulturnem domu v soboto med tretjo in šesto uro popoldne se 
bo udeležilo veliko število tako profesionalni kot tudi amaterskih umetnikov iz našega kraja. Lahko si 
boste ogledali številne nastope plesa, petja in igralnih točk. Za vse nadaljne informacije me lahko 
kontaktirate na telefon ali elektronsko pošto. Lep pozdrav." 
 
Program, ki sem ga naredil, deluje dokaj hitro, treba je počakati nekaj sekund, da uspešno 
razdeli zvočno datoteko in dobi odgovor od Googlove aplikacije. Pošiljanje elektronske pošte 
prav tako poteka brez problemov. 
  
Ob razvijanju programa sem ugotovil, da je Googlova aplikacija za razpoznavanje govora zelo 
zanesljiva. Z delovanjem ali povezovanjem na Googlov strežnik nisem imel problema niti 
enkrat. Časovna omejitev, ki obstaja pri enostavnejšem načinu povezave na Googlovo 
aplikacijo, je lahko zelo nadležna in močno zmanjša uporabnost razpoznavalnika govora. 
Težavnost vzpostavitve povezave v full-duplex načinu in pomanjkanje dokumentacije o 
njegovem delovanju pa oteži uporabo Googlove aplikacije za razpoznavanje govora v tem 
načinu. Razpoznavalnik je zelo zanimiv, bo pa popolnoma izkoriščen šele, ko bo Google izdal 



















Na koncu lahko vidimo, da ima Googlov sistem za razpoznavanje govora velik potencial in da 
je večina težav, ki so prisotne pri razvoju programa za njegovo uporabo, posledica tega, da 
Google še ni uradno objavil vse dokumentacije in omogočil bolj obsežne uporabe svojega 
sistema. 
Točnost razpoznavanja je zelo dobra pri počasnem, razločnem govoru. Pri manj razločnem 
govoru je razpoznavanje slabše, vendar še vedno dovolj uporabno za aplikacije, kjer točnost 
vsake razpoznane besede ni izredno pomembna. Delovanje Googlovega razpoznavalnika je 
zanesljivo, njegova uspešnost razpoznavanja govora pa se s časom tudi izboljšuje. 
 
Ker razpoznavanje govora še vedno ni popolno, se je tega treba zavedati tako pri sami 
uporabi kot tudi pri razvoju aplikacij, ki si pomagajo z razpoznavanjem govora. Program za 
pošiljanje elektronske pošte s pomočjo razpoznavanja govora je uporaben, saj si lahko 
pomagamo razumeti narobe razpoznane besede iz konteksta besedila. Googlov 
razpoznavalnik pa bi bil manj uporaben pri nalogah, kjer ni konteksta besedila in moramo 
razpoznati posamezne besede. 
 
Lahko pa vidimo, da se je razvoj takih sistemov za avtomatsko razpoznavanje  govora  v 
zadnjem času zelo pospešil, obenem pa je področje postalo zelo zanimivo za velika podjetja, 
kar pomeni, da denarja za razvoj ne bi smelo primanjkovati. 
 
Iz vsega tega lahko sklepamo, da bo razpoznavanje govora v prihodnje postajalo še bolj 
točno in se bo zaradi tega njegova uporabnost še povečala. 
Googlov sistem je tudi eden prvih razpoznavalnikov govora, ki omogoča uporabo 
slovenskega jezika in je razvit v velikem podjetju. Podpora aplikacije s strani podjetja, kot je 
Google, pomeni veliko zanesljivost in enostavno dostopnost, kar bi lahko pripomoglo k 
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backpropagation                                                          postopek učenja nevronskih omrežij z vzvratnim 
                                                                                        razširjanjem napake 
 
CUDA                                                                              knjižnica za vzporedno obdelavo podatkov razvita 
pri podjetju NVIDIA 
 
feedforward                                                                  usmerjena nevronska omrežja; nimajo povratnih 
povezav 
 
flac                                                                                  format zvočnega zapisa; brez izgub informacije 
(angl. Free Lossless Audio Codec) 
 
fonem                                                                             razred glasov, ki jih po pomenskorazločevalnem   
kriteriju razpoznavamo kot enake; glas v 
nedoločenem pomenu; glas kot nosilec pomenskega 
razlikovanja 
 
formantna frekvenca                                                   srednja frekvenca resonance govorne cevi; pri 
zvenečih glasovih govorna cev resonira pri več 
frekvencah; ponavadi upoštevamo prvih pet 
formantnih frekvenc od najnižje(F1) do najvišje (F5) 
 
frame                                                                              vzorec ali najmanjši del zapisa zvočne datoteke pri 
obdelavi v programskem jeziku Python 
 
gaussian mixture distributions                                  distribucija vzorcev v obliki Gaussove funkcije 
imenovana tudi normalna porazdelitev  
 
OpenMP                                                                         je programski vmesnik, ki omogoča obdelavo 
podatkov različnim platformam s skupnim 
spominom (angl. Open Multi-Processing) 
 
overfitting                                                                      preveliko ujemanje, model ni dovolj generaliziran             
 
Python                                                                            programski jezik 
Shell script                                                                     program napisan za zagon v lupini oziroma ukazni 
vrstici Unix sistemov 
                                                                        
trifon                                                                              levo in desno kontekstno odvisna glasovna enota 
 
wav                                                                                 format zvočnega zapisa (angl. Waveform Audio File  
Format) 
