Let <f> be continuous, have at most finitely many local extrema on any bounded interval, be twice continuously differentiable on any closed interval on which there is no local extremum and be strictly decreasing on any closed interval on which it is decreasing. We show that the initial-boundary value problem for u, = <f>(«v)v with Neumann boundary conditions has at most one smooth solution.
be satisfied.
In [5, 6] Hollig and Nohel consider the Cauchy problem for (0.1) in which <b(s) = max{s,0}, so that (0.2) holds for s > 0, and derive results about the form of the free boundary s(t) where ux(s(t)+, t) = 0. In [4] the well-posedness of the initial-boundary value problem for (0.1) on D = [0,1] X [0, 7] is discussed in the context of homogeneous Neumann boundary conditions. An especially interesting result in [4] is a maximum-minimum principle which, among other things, yields the result that <t>'(ux) is positive on D provided that <b'(f) is positive on [0, 1] where/is the initial temperature distribution, and u is a smooth (W2'2) solution of (0.1). Thus if /is smooth and <?>'(/') is positive on [0,1], then the initial-boundary value problem for (0.1) can be treated as an ordinary (i.e. forward-in-time) diffusion process. If, however, <b'(f) is negative for some x, then <$>'(ux(x, t)) is negative for all t near zero, and equation (0.1) corresponds to a backward diffusion equation near the point (x,0). In this case, Hollig [3] has shown that for continuous piecewise linear <J> satisfying (0.2), C2 initial temperature distribution / and homogeneous Neumann boundary conditions, the initial-boundary value problem for (0.1) has infinitely many (nonsmooth) solutions. These solutions have highly discontinuous derivatives and as pointed out in [3] , if /is not analytic, this is to be expected since no solution of the initial-boundary value problem studied in [3] can have ux piecewise continuous with respect to any finite partition of D. The purpose of this paper is to prove that the intial-boundary value problem for (0.1) with Neumann boundary conditions (not necessarily homogeneous) and smooth initial condition has at most one smooth solution provided <b satisfies the following conditions:
(A) The function <J> is continuous on R and has at most finitely many local extrema on any bounded interval.
(B) If a, .? are adjacent local extrema of <j> such that r < s, then cb G C2([a, s]).
(C) If cb'(s) < 0 for all s g (a, b), then <b'(a+) ■ <b'(b~) * 0.
It is clear that assumption (C) implies that tf>' fails to exist at all local extreme points. The specific examples of tb analyzed earlier in [3, 5, 6 ] have this property and indeed satisfy all of the above restrictions. Some of the analysis in [4] deals with specific examples that also satisfy them although the a priori estimates included in [4] would apply to more general forms of <b.
Main result. We let C*(D) denote the set of functions for which u, ux, ut and uxx are continuous on D, ux, g Lx(D) and ux, is continuous a.e. on D. Although, in general, the initial temperature distribution / may need to be quite smooth to ensure the possibility of the existence of a solution to our problem (e.g. / must be analytic if <f>' is smooth and negative on R), we shall state our results using only the restrictions on / which are necessary to ensure the correctness of our proof. The main result of this paper is the proof of the following theorem. Before proving this assertion, we need some preliminary results. Also, for the remainder of the paper, we assume that u, v, f, h0, hx satisfy the hypothesis of the theorem. We now define functions pJ, qJ, r>, sj on D; hJ0, h{ on [0, 7] and fj, gj on [0,1], j e. {1,... ,n}, as follows:
By replacing u in the definitions of pJ and ^f7 with p, we obtain the definitions of rJ and sJ, respectively. Also, we let
By replacing h0 in the definition of hJ0 with hx and then with /', we obtain the definitions of h{ and then g>, respectively. Finally, \etf\x) = J0xgJ(a) da.
Lemma 1. Assume the same hypothesis as the theorem. If ux(x0, t0) g [m0, mx,... ,mn} andO < x0 < 1, then uxx(x0, t0) = u,(x0, t0) = 0. The same result holds for v.
Proof.
Suppose ux(x0, t0) = mj for some j g {0,1,... ,aj}. If ux(x, t0) < mj (> mf) for all x near x0, then ux(-, t0) has a local maximum (minimum) at x0 and thus uxx(x0, t0) = 0. Then since u satisfies (0.1), we immediately obtain u,(x0, t0) = 0. If ux(-, t0) -mj takes on both positive and negative values in every neighborhood of xQ, then we obtain ",(*0> 'o) = <t>'{mj')Uxx(X0, to) = <P'(m])ux.Axo, to) from (0.1). Thus, since condition (C) implies that <j>'(w7+) =£ <j>'(m~), the desired result follows.
Lemma 2. Assume the same hypothesis as the theorem. For eachj g {1,2,...,n}, we have (1.2) \pJ(x,t) -pJ(x0,t0)\<\ux(x,t) -ux(x0,t0)\ onD.
Also, for every (x0, t0) G (0,1) X [0, 7], there exists a S(x0, t0) > 0 such that
whenever (x, ()eD aAia* (x -x0)2 + (t -t0)2 < 82(x0, t0). Similar results hold for the functions rJ andsK Proof. The proof of inequality (1.2) is easy and therefore omitted. Thus we prove (1.3) only. It is clear that if both ux(x, t) and ux(x0, t0) axe in lj or if neither is in IJt then (1.3) holds trivially. Also, if ux(x0, t0) g Ij or ux(x0, t0) £ lj, then S(x0, t0) may be chosen sufficiently small that ux(x, t) g Ij or ux(x, t) <£ lj whenever (x -x0)2 + (t -t0)2 < 82(x0, t0). Thus, inequality (1.3) holds trivially for (x -Xq)2 + (t -t0)2 < 82(x0, t0). Therefore the only significant difficulty in proving (1.3) seems to occur when ux(x0, t0) g {mj_x, mj}. However, in this case we apply Lemma 1 to obtain u,(x0, t0) = 0 so that (1.3) is equivalent to proving \qJ(x, 01 ^ \u,(x, 01 which is trivially true. Proof. Fixj g {1,2,...,ai} and let G = {(x, t) g D\ux(x, t) £ Ij}. It suffices to prove the result a.e. on G since uxt = p{ = qx a.e. on the complement of G. Also, it is clear that in the interior of G, we have trivially that pj = q{ = 0. Thus we need only prove the result on the boundary of G, dG. Note that ux(x, t) g { am;_ x, aai7} for all (x, t) g dG. In addition, since uxl exists and is continuous a.e. on D, we need only prove the result on the set dG' = {(x, t) g dG\uxt is continuous at (x, t)}. We let dG' = Gx U G2, where Gx = {(x, t) g dG'\ux,(x, t) * 0} and G2 = {(x, t) g dG'\uxl(x, t) = 0). To prove our result, we shall show that Gx has measure zero and that the desired equality holds at every point in G2.
To show that G, has measure zero, it suffices to show that every closed subset of Gx has measure zero. Thus let F be any closed and therefore compact subset of Gx. Using analysis very similar to that in the proof of the Implicit Function Theorem [9, p. 236], it is easy to show that for each (x0, t0) g F, there is an open rectangle R0 = (a0, b0) X (c0, d0) containing (x0, t0) such that V0 = {(x, t) g R0\ux(x, t) g {aai _,, aai }} is a function (A is a function of x) and, in fact, continuous. Since this can be done at each point in F, the set of all such open rectangles forms an open covering of F. Let {/?Q,...,.Rg} be a finite subcover and let V0' = {(x, t) g R'0\ux(x, t) g {»!,_!, mj}}. Then F = Uf=1F0'. However, each set V0' has measure zero (see [9, p. 273] ) and hence Fhas measure zero. Now suppose (x0, t0) g G2. We wish to show that p/(x0, t0) = qJx(x0, t0) = 0. Lemma 2 implies that \pJ(x0, t) -pJ(x0, t0)\ < \ux(x0, t) -ux(x0, t0)\ on D so that dividing each side of this inequality by \t -t0\ and letting t -* t0, we observe that the right side, and hence the left side, approaches zero since (x0, t0) g G2. Thus p/(x0, t0) = 0. Similarly qJx(x0, t0) = 0 for 0 < x0 < 1. Thus p/ = qx a.e. on D. Note also that we have shown that \uxt\ is an upper bound for both \pf\ and \q{\ a.e. on D. Thus/?/, q{ g Lx(D). Proof. (Although Green's Theorem in its usual form (see e.g. [9, p. 482] ) cannot be directly applied to obtain this result because of the lack of smoothness of pJ and qj, the proof here is very similar and therefore omitted.) Lemma 5. Assume the same hypothesis as the theorem. For eachj g {1,2,... ,ai } the functions u', p7 defined in Lemma A satisfy (1.4) uj = <b(ui)x, 0<x<l,0<t <T, (1.5) u{(0,t) = hi(t), u{(l,t) = h{(t), 0<t<T, uJ(x,0)=fj(x), 0<*<1.
Proof. Fix/ g {1,2,...,ai}. Equations (1.5) are easily verified from the definitions of uJ, vj and the fact that u, v satisfy equations (1.1). It remains only to prove (1.4). Again, since the proofs are quite similar, we prove (1.4) holds for w7 and omit the proof for vj. Since u{ = pJ = ux and u{ = qj = u, for ux(x, t) g Ij, it is clear that (1.4) holds for ux(x, t) G Ij. Also, u{ = 4>(uJx)x = 0 if ux(x, t) £ Ij since, in this case, u{ is constant in a neighborhood of such a point (x, t). This leaves only the case ux(x0, t0) g {aai7_,, aai;}. For 0 < x0 < 1, Lemma 2 implies that (1.6)
Since Lemma 1 implies uxx(x0, t0) = 0, the right side of (1.6) approaches zero as x approaches x0, and thus we get uJxx(x0, t0) = 0. Thus, <b(uJx)x = 0 at (x0, t0). Since u{ = a7 on D, it is obvious that uJl(x0, t0) = 0 by the definition of qJ.
Lemma 6. Assume the same hypothesis as the theorem. The functions w7, p7 defined in Lemma A are equal for allj G (1,2,... ,ai }.
Proof. Fix/ g {1,2,...,ai} and note that u{, vf g Ij on D. Thus <t>'(uJx) and <b'(vf) do not switch signs on D. Therefore we need to consider two cases: Case 1 is <t>'(lj) > 0 and Case 2 is <j>'(7y) < 0.
Case 1 (<t>'(Ij) > 0). Since w7, p7 satisfy (1.4) and (1.5), we have (w7 -p7), = (<b(uJx) -<b(vxi))x. Multiply this expression by uJ -p7 and integrate with respect to x over the closed interval [0, 1] . After integrating by parts on the right side and using the fact that u{ = v'xTor x g {0,1}, we get (1.7) f («7 -P7)(M7 -p7), = -f (ui -vl)(<b(ui) -<b(vf)) dx.
However, since uJx, vf g /. and «j>'(7-) > 0, the right side of (1.7) is nonpositive. Thus ux(x0, t0) g Ik. This implies that ux(x0, t0) = ux(x0, t0) = vx(x0, t0), the last equality being a consequence of Lemma 6. Now note that we must have ux(x0, t0) = p*(x0, f0) e {mk_x, mk) for if ux(x0, t0) g Ik, then vkx(x0, t0) g Ik so that (■Xo* 'o) = vxixo, t0). Therefore ux(x0, t0) = vx(x0, t0) contradicting that (x0, t0) G W. Thus, given any (x, t) G fi, we get ux(x, t) G {m0, aai,,. .. ,aai"}. Since fi is connected and ux is continuous, we get that ux is constant on fi. A similar argument will yield that vx is constant on fi. Therefore, we obtain ux -vx = c (a positive constant) on fi. We must now show that c is zero. However, this follows easily from the definition of fi and the fact that ux -vx vanishes on the lateral boundary of D.
Thus we obtain W = 0. This completes the proof.
Remark. It should be noted that assumption (C), the most restrictive of the three conditions on <j>, could be omitted if the equation u, = (a(x, t)ux)x with homogeneous Neumann boundary conditions and homogeneous initial condition could be shown to have only the trivial solution for the backward, degenerate case a < 0 on D.
