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Рассмотрим построение аттрактора Энона. Для этого 
отобразим полученные при помощи рекуррентной сети 300 
значений ряда Х на псевдофазовую плоскость (рисунок 4). 
Как следует из рисунка, форма прогнозируемого аттрак-
тора соответствует оригинальному аттрактору. Таким обра-
зом, рекуррентная  нейронная сеть позволяет моделировать 
поведение нелинейных динамических систем. 
 
ЗАКЛЮЧЕНИЕ 
В работе рассмотрена технология применения рекуррент-
ных нейронных сетей для прогнозирования и построения 
странных аттракторов. Для моделирования аттракторов ис-
пользовалось отображение Энона. В дальнейшем планируется 
моделирование других хаотических процессов при помощи 
нейронных сетей. 
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ПРОГНОЗИРОВАНИЕ ОШИБОК СЕНСОРНЫХ УСТРОЙСТВ  
С ИСПОЛЬЗОВАНИЕМ НЕЙРОННЫХ СЕТЕЙ 
 
ВВЕДЕНИЕ 
В подавляющем большинстве современных систем обра-
ботки сигналов сенсоров нормируется погрешность измере-
ния выходного сигнала сенсора, а не физической величины. 
Например, при измерении температуры c помощью сенсоров 
Honeywell Pt100 [1] и блока Hydra 2625А Fluke [2] соотноше-
ние погрешностей элементов измерительного канала больше 
пятидесяти. Большинство работ по обработке сигнала сенсора 
[3, 4, 5], рассматривают вопросы, не связанные с повышением 
его точности. Надежное повышение точности сенсора незави-
симо от условий эксплуатации обеспечивается его периоди-
ческой поверкой по образцовому или калибровкой с помо-
щью специального калибратора на месте эксплуатации, но 
операции, реализующие эти методы, достаточно трудоемки 
[6]. Снижение трудоемкости достигается прогнозированием 
дрейфа сенсора в межповерочный (межкалибровочный) ин-
тервал [7]. В этом случае наиболее эффективным является 
применение методов искусственного интеллекта, в частности 
нейронных сетей [8, 9, 10]. Известно [11], что качество обуче-
ния нейронных сетей в сильной степени зависит от объема 
данных, используемых для обучения. Это обуславливает ос-
новное противоречие, возникающее при использовании 
нейронных сетей для коррекции дрейфа сенсоров. Высокока-
чественное обучение нейронной сети позволяет резко снизить 
погрешность прогноза и тем самым настолько увеличить 
межповерочный интервал, что полученное в результате пове-
рок количество данных окажется недостаточным для высоко-
качественного обучения нейронной сети. 
Для разрешения этого противоречия, то есть для искус-
ственного увеличения количества точек обучения прогнози-
рующей нейронной сети, предложено использовать «истори-
ческие» данные (данные о дрейфе однотипных сенсоров в 
Рисунок 3 .Прогнозируемый и эталонный ряды 
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аналогичных условиях эксплуатации) [10] и дополнительную 
аппроксимирующую нейронную сеть [12]. Наиболее целесо-
образно совместное использование этих методов. Очевидно, 
что наилучшее качество прогноза обеспечивается обучением 
прогнозирующей нейронной сети на «реальных» данных о 
дрейфе (полученных в результате поверок или калибровок). 
Поэтому, по мере накопления «реальных» данных в процессе 
эксплуатации сенсора, они должны вытеснить «историче-
ские» данные. Ниже рассмотрены особенности процесса ис-
кусственного увеличения количества точек обучения прогно-
зирующей НС предложенными выше методами. 
 
1. МЕТОД ЗАМЕНЫ ИСТОРИЧЕСКИХ ДАННЫХ РЕ-
АЛЬНЫМИ ДАННЫМИ 
Пусть исторические данные о дрейфе сенсоров описыва-
ются кривыми n1 d...d  (рисунок 1), которые в моменты 
c,b,a  калибровок равны ci
b
i
a
i d,d,d , n,1i = . Первая 
калибровка нового сенсора в момент a  позволяет получить 
первое реальное значение 
a
kd . Цель использования истори-
ческих данных – на основе 
a
kd  спрогнозировать ряд точек 
c
k
b
k d,d  и т.д. прогнозирующих значения дрейфа в момен-
ты будущих калибровок. Для этого целесообразно использо-
вать отдельную нейронную сеть, которая должна прогнозиро-
вать точку 
b
kd  на основе точек 
a
kd  и 
a
id , n,1i = , сле-
дующую точку 
c
kd  на основе точек 
b
kd  и 
b
id , n,1i =  
и т.д. Количество имеющихся исторических кривых дрейфа 
сенсоров определяет структуру входного слоя нейронной 
сети. 
Для прогноза целесообразно применить простейшую мо-
дель однослойного персептрона с линейной функцией акти-
вации нейрона. Выходное значение персептрона 
∑
=
−=
n
1i
i1i Txwy  ,                               (1) 
где 1iw  – весовые коэффициенты входов линейного нейрона, 
ix  – входные данные, T  – порог нейрона. 
Для обучения персептрона использовано правило Видроу-
Хоффа [13]. Среднеквадратическая ошибка обучения сети  
∑∑
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L
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где L  - множество векторов обучения, )k(E  – средне-
квадратическая ошибка сети для k -го входного вектора, 
kk d,y  – выходное и желаемое значение для k -го входного 
вектора соответственно [14]. 
Конечные выражения для изменения весовых коэффици-
ентов и порогов нейронной сети 
k
i
kk
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)dy)(t(α)t(T)1t(T kk −+=+              (3) 
где n,1i = , kix  – i -тот компонент k -го образа, 
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- адаптивный шаг обучения. 
Для обучения использован следующий алгоритм [14]: 
1. Задать скорость обучения α  )1α0( <<  и мини-
мальную среднеквадратической ошибку сети minE , ко-
торую необходимо достичь в процессе обучения; 
2. Весовые коэффициенты и порог нейронной сети инициа-
лизировать случайным образом; 
 
Рисунок 1. Исторические данные о дрейфе сходных типов сенсоров 
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3. На вход нейронной сети подать входные данные, выходы 
вычислить согласно формуле (1); 
4. Изменить значения весовых коэффициентов и порогов 
нейронной сети согласно с выражениями (3), (4); 
5. Выполнять шаги 3-4 до тех пор, пока суммарная средне-
квадратической ошибка сети (2) не станет меньше задан-
ной, то есть minEE ≤ . 
Прогнозирование дрейфа сенсора после калибровок c,b  
и т.д. осуществляется путем сдвига всего множества необхо-
димых данных для формирования векторов обучения вправо 
на одну калибровку (см. рисунок 2). 
 
2. МОДЕЛИ АППРОКСИМИРУЮЩЕЙ И ПРОГНОЗИ-
РУЮЩЕЙ НЕЙРОННЫХ СЕТЕЙ 
В качестве аппроксимирующей нейронной сети использо-
ван трехслойный персептрон, состоящий из входного распре-
делительного слоя нейронов, одного скрытого слоя нейронов 
и одного линейного выходного нейрона (рисунок 2а). Выход-
ная активность трехслойного персептрона 
∑
=
−=
hN
1i
0i0iO shwY                             (5) 
где hN  - количество нейронов скрытого слоя, 0iw  - веса от 
i -го нейрона скрытого слоя к выходному нейрону, ih  - их 
выходная активность, 0s  - порог выходного нейрона. 
Выходное значение нейронов скрытого слоя  
)sxw(gh jIIjj += ,                             (6) 
где Ijw  - веса от входного нейрона к нейрону j  скрытого 
слоя, Ix  - значение нейрона входного слоя, js  -пороги 
скрытых нейронов. Для нейронов скрытого слоя используется 
сигмоидная функция активации  
( ) 1xe1()x(g −−+= .                             (7) 
Для обучения аппроксимирующей нейронной сети исполь-
зован алгоритм обратного распространения ошибки [15]. Он 
базируется на методе градиентного спуска в пространстве 
весовых коэффициентов и заключается в выполнении итера-
ционной процедуры модификации весов и порогов нейронов 
для каждого эталона p  обучающего множества  
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где α  - шаг обучения, )t(w
)t(E
ij
p
∂
∂
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)t(E
j
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∂
 - градиенты 
функции ошибки на итерации обучения t  для обучающего 
эталона p , }P,1{p ∈ , P  - размер обучающего множе-
ства. 
( )2pOpOp D)t(Y21)t(E −= , 
где )t(Y pO  - выходная активность сети на итерации обуче-
ния t для обучающего эталона p , pOD  - желаемое значение 
выходной активности сети для эталона p . Во время обучения 
происходит процесс снижения общей ошибки сети 
∑
=
=
P
1p
p )t(E)t(E .                         (9) 
С целью улучшения параметров обучения нейронной се-
ти и устранения недостатков классического алгоритма обрат-
ного распространения ошибки, связанных с эмпирическим 
выбором постоянного шага обучения, используем метод 
наискорейшего спуска для вычисления адаптивного шага обу-
чения [12]. Таким образом, адаптивный шаг обучения для 
сигмоидной функций активации 
1h
Ix O
Y
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hN
h
Рисунок 2. Структуры аппроксимирующей (a) и прогнозирующей (b) нейронных сетей
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где )t(γ pj  - ошибка нейрона j  для сигмоидной функции 
для обучающего эталона p , 
и линейной функций активации 
∑
=
+
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1))t(h(
1)t(α                    (11) 
где )t(h pi  - входные сигналы линейного нейрона в момент 
обучения t  для обучающего вектора p .  
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p
i ))t(h1)(t(h)t(w)t(γ)t(γ ,(12) 
где )t(w 0i  - веса от нейронов скрытого слоя к выходному 
нейрону, адаптируемые на обучающей итерации t . 
При организации обучения весьма актуальна проблема 
инициализации весовых коэффициентов нейронной сети. 
Скорость, точность и стабильность обучения зависит от этого 
в значительной степени. Обычно инициализация состоит в 
присвоении весам и порогам элементов случайных равномер-
но распределенных значений из некоторого диапазона: 
)d,c(Rs ),d,c(Rw jij == . Верхняя и нижняя грани-
цы этого диапазона определяются эмпирически. Мы предлага-
ем использовать математический подход для вычисления гра-
ниц инициализации весов, что позволяет существенно сокра-
тить время обучения [12]. 
Для стабилизации процесса обучения использован алго-
ритм послойного обучения: 
1. Вычислить верхнюю и нижнюю границы диапазона весов 
для нейронов скрытого слоя и для выходного нейрона, 
инициализировать веса и пороги нейронов; 
2. Для тренировочного вектора p  вычислить выходное 
значение сети )t(Y pO  используя (5, 6); 
3. Вычислить ошибку pO
p
O
p
0 D)t(Y)t(γ −=  выходно-
го нейрона; 
4. Модифицировать веса и пороги выходного нейрона (8) 
используя адаптивный шаг обучения (11); 
5. Вычислить ошибку )t(γ pj  нейронов скрытого слоя для 
сети с модифицированными весами выходного слоя (12) 
для сигмоидной активационной функции (7); 
6. Модифицировать веса и пороги нейронов скрытого слоя 
(8), используя адаптивный шаг (10) для сигмоидной акти-
вационной функции; 
7. Выполнять шаги 2-6 до тех пор, пока общая ошибка обу-
чения сети (9) не станет меньше заданной. 
Применение данного алгоритма позволяет стабилизиро-
вать процесс обучения персептрона с различными функциями 
активации нейронов и значительно уменьшить время обуче-
ния. 
В качестве прогнозирующей использована трехслойная 
рекуррентная нейронная сеть, содержащая один скрытый 
слой нелинейных нейронов и один линейный выходной 
нейрон (рисунок 2b). Выходное значение нейронной сети 
∑
=
−=
hN
1i
0
r
i0i
r shwY                          (13) 
где hN  - количество нейронов скрытого слоя, 
r
ih - вы-
ходные значения нейронов скрытого слоя в момент r , 0s  - 
порог активации выходного нейрона, 0iw  - веса от нейронов 
i  скрытого слоя к выходному нейрону. 
Выходное значение нейронов скрытого слоя момент времени 
r  для тренировочного эталона p  
)sYwhwxw(gh j1rj0
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r
j +++=
−
=
−
=
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где 
IN
 - размерность входного вектора, ijw  - веса от вход-
ных нейронов i  к нейронам j  скрытого слоя, rix  - i -тый 
элемент входного вектора 
rx , kjw  - веса от нейронов k  до 
нейронов j  скрытого слоя, )t(h 1rk −  - выходная активность 
нейрона k  в предыдущий момент времени 1r − , j0w  - 
веса к нейронам скрытого слоя от выходного нейрона, 
)t(Y 1r−  - выходное значение сети в предыдущий момент 
1r − , js - пороги нейронов скрытого слоя. 
В прогнозирующей нейронной сети в качестве функций 
активации нейронов скрытого слоя использованы сигмоидная 
функция (7) и нестандартная логарифмическая функция ( )a)axx(ln)x(g 2 ++= , )0a( > .      (15) 
Функция (15) является неограниченной на всей области 
определений. Это позволяет лучше моделировать и прогнози-
ровать сложные нестационарные процессы. Параметр a  
определяет наклон функции активации. Для стандартной сиг-
моидной функции (7) адаптивный шаг обучения 
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где )t(γ pj  - ошибка нейронов j  с сигмоидной функцией 
активации для обучающего эталона p  
∑
=
−=
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p
j
p
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p
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i ))t(h1)(t(h)t(w)t(γ)t(γ .(17) 
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Для логарифмической функции (15) адаптивный шаг обу-
чения 
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взвешенная сумма входов нейронов j  скрытого слоя, )t(γ pj  
- ошибка нейрона j  для обучающего эталона p , вычисляе-
мая на каждой итерации обучения t : 
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В прогнозирующей нейронной сети также использован ме-
ханизм адаптивной инициализации весов и порогов нейронной 
сети [12] и описанный выше алгоритм послойного обучения, 
где вместо соответствующих выражений использовались фор-
мулы (13-20.) 
 
4. ЭКСПЕРИМЕНТАЛЬНЫЕ ИССЛЕДОВАНИЯ 
Векторы обучения для вытеснения данных (см. раздел 2) 
получены из 10 кривых семейства исторических дрейфов сен-
соров. При обучении 10-ти входового однослойного персеп-
трона достигнута среднеквадратическая ошибка 10Е-7. Все 
графики относительных погрешностей вытеснения историче-
ских данных по 5 калибровках представлены на рисунке 3a. 
Относительная погрешность вытеснения данных только в од-
ном случае превышает 10%. Для оценки аппроксимирующей 
нейронной сети использованы 5 точек калибровок историче-
ских данных. При обучении модели с 5 скрытыми нейронами 
и функцией активации (7) достигнута среднеквадратическая 
ошибка 2.4Е-7. На рисунке 3b представлены максимальные и 
средние относительные погрешности аппроксимации в пяти 
точках калибровок. Максимальная погрешность не превышает 
2%. Результат аппроксимации содержит 25 точек на каждой 
кривой исторических данных, на которых обучалась прогнози-
рующая нейронная сеть (модель с 10 входными нейронами, 10 
скрытыми нейронами с функцией активации (7), и одним вы-
ходным линейным нейроном). Результаты прогноза (макси-
мальные и средние относительные погрешности) для средне-
квадратической ошибки обучения 7.8Е-8 представлены на 
рисунке 3b. Как видно из рисунка, предлагаемые методы поз-
воляют увеличить межкалибровочный интервал в 10 раз при 
допустимой погрешности прогноза 11%. 
 
5. ЗАКЛЮЧЕНИЕ 
Особенности эксплуатации затрудняют прямое использо-
вание методов искусственного интеллекта, в частности, 
нейронных сетей для повышения точности систем обработки 
сигнала сенсора. Предложенные методы позволят обеспечить 
более резкое снижение погрешности измерения физической 
величины за счет высокой адаптивности в интеллектуальных 
системах. Эти методы лучше всего использовать в дистрибу-
тивных иерархических системах [16, 17], в которых обучение 
нейронной сети ведется на верхнем уровне, а собственно про-
гнозирование – на нижних уровнях. 
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УДК 681.324.01  
Головко В.А., Игнатюк О.Н. 
ИСПОЛЬЗОВАНИЕ НЕЙРОСЕТЕВЫХ ТЕХНОЛОГИЙ  
ДЛЯ АВТОНОМНОГО УПРАВЛЕНИЯ МОБИЛЬНЫМ РОБОТОМ 
 
ВВЕДЕНИЕ 
Автономные мобильные роботы нуждаются в способно-
сти к обучению, для того, чтобы адаптироваться к изменяю-
щейся внешней среде. Такое взаимодействие между роботом 
и внешней средой имеет большое значение для искусствен-
ных автономных систем. Жизнь полна ситуаций, которые 
невозможно предсказать. В этом случае способность робота к 
самообучению в процессе взаимодействия с динамически 
изменяющейся внешней средой позволяет ему адаптироваться 
к его окружению. 
Самообучение характеризуется способностью системы 
обучаться при взаимодействии с внешней средой. В результа-
те самообучения происходит самоорганизация системы с це-
лью адаптации к внешней среде. Самообучение позволяет 
освободить оператора от процесса обучения и является важ-
ным фактором для эволюции системы. Так, при функциони-
ровании робота в разных условиях точность информации от 
сенсорных устройств может быть различной. В результате 
возникает необходимость корректировать знания, заложенные 
в систему, с целью адаптации к внешней среде. Особенно 
актуальным это является при функционировании робота в 
агрессивных средах или на других планетах, где невозможно 
предусмотреть все аспекты ситуационного взаимодействия 
робота с окружающей обстановкой. 
В настоящее время существует два основных метода обу-
чения искусственных автономных систем: обучение с учите-
лем [1,2], при котором известна эталонная выходная инфор-
мация, и подкрепляющее обучение [1,3,4], в котором имеется 
сигнал подкрепления. Во многих задачах управления получе-
ние тренировочных наборов затруднительно. Поэтому обуче-
ние с учителем редко используется в автономных системах в 
сравнении с подкрепляющим обучением. 
В работе предлагается подход, который позволяет роботу 
формировать обучающую выборку в процессе взаимодей-
ствия с внешней средой. Такое обучение производится мето-
дом проб и ошибок. В качестве нейронных сетей используют-
ся в основном многослойные сети с прямыми связями, кото-
рые объединяются в интеллектуальную систему. Однако, 
здесь не имеется учителя. Робот начинает функционировать с 
небольшими априорными знаниями и в процессе взаимодей-
ствия с внешней средой может находить оптимальное пове-
дение и генерировать знания. Это происходит в результате 
самообучения. Такой подход позволяет роботу успешно 
функционировать при отсутствии сведений о его динамиче-
ской модели. Предлагаемый метод был апробирован путем 
моделирования. Результаты экспериментов приводятся. 
 
1. ОБЩИЕ ПРИНЦИПЫ ОБХОДА ПРЕПЯТСТВИЙ 
Рассмотрим основные принципы построения реактивной 
системы для управления мобильным роботом. В этом случае 
известны только координаты целевой точки. Задача робота 
состоит в том, чтобы достичь конечного пункта движения в 
неизвестном пространстве с препятствиями. Из этого следует, 
что знания в реактивной системе представляются в виде ситу-
ация—реакция. При этом реакция соответствует текущему 
направлению движения робота. Задача робота состоит в 
нахождении кратчайшего пути между начальной и целевой 
точкой движения при отсутствии знаний относительно распо-
ложения препятствий. 
 
1.1. ВХОДНАЯ ИНФОРМАЦИЯ 
Входной информацией реактивной системы являются 
данные от различных сенсорных устройств. В результате об-
работки таких данных (data fusion) генерируется локальная 
карта местности, которая соответствует интеграционной кар-
тине окружающей обстановки. Такая карта характеризует в 
определенном радиусе обзора и угловом диапазоне 180 граду-
сов расположение препятствий и расстояния до них: 
