In the binary evolutionary optimization framework, two mutation operators are theoretically investigated. For both the standard mutation, in which all bits are flipped independently with the same probability, and the 1-bit-flip mutation, which flips exactly one bit per bitstring, the statistical distribution of the first hitting times of the target are thoroughly computed (expectation and variance) up to terms of order E (the size of the bitstrings) in two distinct situations: without any selection, or with the deterministic (1+1)-ES selection on the OneMax problem. In both cases, the I-bit-flip mutation convergence time is smaller by a constant (in terms of 1) multiplicative factor. These results extend to the case of multiple independent optimizers.
Introduction
One drawback of Evolutionary Algorithms as function optimizers is the amount of computational effort they require to reach their goal. Hence, much work has been devoted to the study of theoretical properties of these algorithms aimed at bounding their complexity or time-to-solution. In real-valued spaces, detailed results have been obtained for particular functions (e.g., the sphere and the corridor models) since the early days of Evolution Strategies (ES) (Rechenberg, 1973; Schwefel, 1981) . The most recent and powerful results provide bounds for the Euclidean distance to the solution in different situations. Beyer (1993 , 1994 handles sophisticated variants of standard ES (i.e., based on Gaussian mutations, with or without self-adaptive mutation parameters), while Rudolph (1 996, 1997a Rudolph (1 996, , 1997b ) studies the local convergence speed for a larger class of mutation operators. The situation is not as clear when it comes to optimization in the discrete bitstring space: some results prove the global convergence of Evolutionary Algorithms, but very few works succeed in addressing the issue of convergence time.
Initial investigations of Genetic Algorithms (GAS) concentrated on a constructive view of the algorithms based on the Schema Theorem and Building Block hypothesis (Holland, 1075; Goldberg, 1989) . Though the Schema Theory has been widely discussed (Antonisse, 1989; Wilson, 1991; Das and \.Z%itley, 1 991) , it has also been usefully generalized (Radcliffe, 1991) , leading to the heuristic approaches to the design of efficient algorithms (Surry and Radcliffe, 1996) . However, it has never led to a strong theoretical result about the convergence or complexity of the algorithm itself.
'I'he main theoretical results in the field of evolutionary binary function optimization have been obtained using rkov chain analyses. Though considered a marginal operator in the GA paradigm (Holland, 1075; Goldberg, 1989) , the mutation operator is at the core of all convergence results obtained so far in that domain and is responsible for the ergodicity of the Alarkov chain representing the evolutionary process. Early works (Eiben et al., 1991;  Nix and i'ose, 1992; Davis and Principe, 1993; Suzuki, 1993 ) consider simplified models:
Rudolph convergence results (Rudolph, 1994) rely on the positivity' of the mutation operator, while their recent extension by Agapie (1997) relaxes the strong hypothesis of positive mutations to the existence o f a finite chain of mutations linlung any two points of the space with non-zero probability (irreducible and diagonal positive transition mutation matrix). in the Markov framei$.ork, using different techniques such as the Freidlin-Wentzell theory of stochastic perturbation of dynarnical systems, Cerf (1994) obtains a lower bound for the population size allowing to prove finite time convergence results for an inhomogeneous genetic algorithm. His results are primarily based on mutation, but he shows that an acceleration of convergence is clearly brought by crossover.
Sorie of these results makes a particular assumption of the fitness function. However, neither do they give any indication about the complexity of the algorithm: the hitting time ociated Markov chain, i.e., the expectation of the number of generations required to reach the optimum, remains unknown.
The first results about complexity (Back, 1992; Miihlenbein, 1992; Biick, 1993; Rudolph, 1997b) were obtained from the simple OneMax problem: the fitness is the number (if ones in the bitstring, as introduced by Ackley (1987) , though some other particular functions were studied as well, e.g., in Rudolph (1994) and Droste et al. (1998) . Most works concentrated on the mutation operator'. These results will be recalled in detail in Section 7 -.
-1'his paper investigates two types of binary mutation operators: the standard bitwise mutation (all bits are flipped independently with the same probability) and the mutation that flips exactly k bits of each bitstring, randomly chosen with uniform probability. T h e efficiency of these operators is compared through the derivation of exact hitting times of the corresponding Markov chains. Two situations are studied: first, the operators are applied on a n arbitrary fitness landscape, without selection, on a single bitstring, e.g., in a (l,l)-ES algorithm; second, the coupling with deterministic selection, the (1 +1)-ES algorithm, is investigated for the OneMax problem. In both cases, the exact expectations of the average hitting times, as well as their standard deviations, are calculated up to terms of order 1 (the size of the bitstrings).
'I'he paper is organized as follows: in Section 2 both mutation operators are summarized, and the existing theoretical results about convergence time are recalled. T h e tnain results of the paper are also introduced. Section 3 presents the proofs of the results in the ~.
"l'here exists a mutation that links an!. tu c) points o f thc space with noii-zero probability. "['he the influence of crossover has heen investigated by Culberson and I.ichhier (19%) u ho show th'it the niinibcr o f l~c a l optima in CS landscape increase exponentially in prohlern size. Nevertheless, to circumvent these 10c~il optima, it is essential that croswver takes placc hehvt.cn fairly close parents (I Iorn and Reeves, 1096).
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E\olutionan; Computation Volume 7, Number 2 case of the (1,l)-ES, i.e., without selection, while Section 4 derives the hitting times of the two mutation operators coupled with selection. The final section suggests directions for research. Some basic results in probability theory, intensively used throughout the demonstrations, are recalled in the Appendix.
Comparing Binary Mutation Operators

Framework
Hereafter, the search space will be the binary space (0, l}' for some 1 E N. The usual mutation operator in the binary space for evolutionary methods is the standard f mutation, which flips all bits independently with probability f , for some c E R'. However, a common practice is also to consider the k bitflip mutation, which flips exactly k E N randomly chosen bits in each individual. Note that both above operators are homogeneous operators, i.e., they do not change along evolution. Whereas nearly all theoretical results only consider the homogeneous case, Cerf's results (Cerf, 1994; Cerf, 1996) emphasize a decreasing mutation rate tightly coupled to an increasing selection pressure to reach finite time convergencebut without hitting time estimation. On the other hand, decreasing mutation rate along the generations is a common practice, though very little theoretical results support it (Back and Schiitz, 1996) .
State of the Art
As recalled in the introduction, there has been some work on the expected complexity of some simple Evolutionary Algorithms. Back (1 992) derived the transition probabilities of the (l+l)-ES for the population Markov chain on the OneMax problem for the f mutation. Miihlenbein (1992) considers a simpler Markov chain that has (provable) worse performance. He gives an upper bound for convergence time, and proves that this bound is minimal for the i mutation, equal to 1 log( 1). Back (1 993) numerically approximates the expected absorption time of the transition matrix, and validates the 1 log(1) bound as a close approximation of the true behavior. Rudolph (199713) widely comments on these studies, as well as on the validity of the approximations. He also proves a 1 log(Z) upper bound for the (1+1)-ES using the 1-bit-jZzjJ mutation. Recently, Droste et al. (1998) were able to improve on those results by showing that these upper bounds are reached: they prove that the complexity of the (1+1)-ES with f mutation is indeed in O(Zlog(Z)). Moreover, they generalize this result to any linear binary function. However, the above mentioned works cannot be used to actually compare the f and the 1 -bit-& mutations operators, as they provide order of magnitude results without giving the multiplicative constants. The purpose of this paper is to achieve such comparison by giving more accurate expansions of the convergence times as 1 goes to infinity. Rudolph (1994) shows that for large values of 1, the (1+1)-ES using mutation is quicker than the single-bit-flip hill-climber in optimizing a long k-path problem with fixed k values (polynomial versus exponential time in 1). The difference between the two algorithms is that the (1 + 1)-ES can do more than one bit-flip at the same time: the mutation flips only one bit per bitstring on average. An immediate consequence is that the i mutation (or more generally the f mutation) is also "able" to do no bit-flip at all on some individuals: Rudolph also mentions that the distribution of the random variable K representing the number of Evolutionary Computation Volume 7 , Number 2 flipped bits per bitstring lvith the f mutation is well-known to be A consequence is that, for large values of 1, a fraction of e-' of the mutations docs not modify the bitstring at all (about one third for r = 1). This raises a serious question about the efficiency o f such mutation. Such a big amount of non-mutated individuals causes a consequent waste of time. Even if the fitness does not have to be evaluated for unmodified bitstrings, such an inefficient mutation still leads to additional coniputational time.
Summary of Results
In any evolutionary algorithm, the strong interaction between selection and evolution operators makes it difficult to efficiently compare the effects of different operators without taking into account the characteristics of the selection and the fitness function. A standard method to avoid such a bias is to consider the effects of each operator alone: selection without crossover or mutation (see the studies of tokeme?-tzme (Goldberg and Deb, 1991; Chakraborty et al., 1996) , crossover or mutation in the absence of selection (Thierens and Goldberg, 1993; Goldberg, 1998) .
U7ith respect to the results cited above, which provide asymptotic bounds for the expected hitting times with a "big-Oh" precision, we shall give estimates for the expected hitting times for the different processes, allowing a rigorous comparison between the f and the l-bitjlip mutations operators. Further, we shall give the complete statistical distributions of the hitting times. Such results are necessary if one wants to get the expected first hitting time T!, of N independent processes. If one has an estimate o f the expected time without an estimate of the corresponding variance, one has no idea of what the order of T N will be. If the variance is almost zero, all hitting times take the same value and one has E[TN] cz IE[T1] .
If the variance is large, one can expect that E[T~\-] << IE [Tl] , since one of the independent process will certainly take an exceptionally low value that can be taken by TI.
?l'he first part of this snidy is restricted to both the f and the I-bit-flip mutations in the absence of selection, i.e., inside a simple (1,l)-ES algorithm. This algorithm can also be viewed as a random walk directed by the corresponding mutation. 'The purpose of this part of the paper is to evaluate the statistical distribution of the first hitting time of a given target point. T h e main result (see Section 3 ) in that case is that the expectation of the first hitting time for the f mutation is larger by a factor (1 -c-')-' than that of the l-bit$ip mutation. T h e variances and the complete statistical distributions a t the first order with respect to 1 of both hitting times are also derived. It is found that the hitting time for the i mutation obeys an exponential distribution with mean A, while the hitting time for the i-hit7ji2p mutation obeys an exponential distribution with mean 2'. If we compare the sequences of visited points by both mutations, we see that the f mutation jumps over some points visited by the 1-bit-jzp mutation. IVhen the first process reaches the target point for the first time, the second process misses it with probability 1 -F. Finally, the case of several independent processes is addressed. T h e first hitting time of N independent mutations obeys an exponential distribution with mean l \ . ( l~p~c ) , while the first hitting time o f A?7 independent 1-bit-flip mutations obeys an exponential distribution with mean $.
T h e second part of this study brings together the mutation operators and the simple deterministic (1 +1)-ES selection (a single parent generates a single offspring, and the fittest of both becomes the next parent). It has been argued by Rudolph (199713) that is easier to prove useful results on the OneMax problem than on any other binary function optimization problem, as increasing the fitness is equivalent to decreasing the Hamming distance to the optimum. We agree and all computations in Section 4 make intensive use of that fitness-distance equivalence to precisely study the statistical distribution of the first hitting times of the global maximum when using either mutation operator. It is proved that the hitting time T of the f mutation can be expanded up to terms of order o(1) as: T = el In 1 -$1 In Z + lC(c), where Z obeys an exponential distribution with mean 1 and density p( z ) = e-' Xz>0, -and C( c) is some c-dependent constant. Therefore, the dominant term is deterministic and is equal to $1 lnl. Furthermore, a random corrective term proportional to 1 involves a normalized standard deviation of the order of (In 1 ) -l . We then address the case of N independent processes and prove that the first hitting time TN of N independent f mutations can be expanded as TN = $1 In 1 -$1 In ZN + lC(c), where ZN obeys a distribution with densitypN(z) = N ( l -e-')N~le--zIZ>O. Hence, there is very little gain when using several independent processes. This is due to the weak variances of the distributions of T and T .
Mutations Without Selection: The (1,l)-ES
Notations and Conventions
State space. In this paper 1 stands for an integer, and we develop our theory in the asymptotic framework 1 >> 1. The state space of the processes is E = (0, l}', whose cardinality is 2'. We consider the Hamming distance d defined between two strings X , X ' E E by:
Process X . The process X ( n ) is a process starting from some point X o , whose evolution is governed in the following way. At each time n, you build the string X ( n ) by inverting each bit of X ( n -1) independently with probability c/l. The process X ( n ) is a Markov chain whose stationary transition matrix of size 2' x 2' defined by
is given by
The process X corresponds to a (1,l)-ES with a c / l mutation.
Process X. The process X ( n ) is a process starting from some point X o , whose evolution is governed in the following way. At each time n, you choose a random integer uniformly over { 1, . .., 2). Then you invert the corresponding bit of the string X( n -1). The resulting string is X ( n ) . The process X is a Markov chain whose stationary transition matrix is
The process X corresponds to a (1 ,l)-ES with a 1 -bit-flip mutation. Goal of the study.
respective first hitting times T and T of the point S f by the chains X ( r i ) and X ( n ) .
We fix some point X f and look for the statistical distributions of the
Main Results
We begin with stating main results. Proofs follow in the next subsections.
Note that, whatever c, the (1,l)-ES with a c / l mutation is slower than the (1,l)-ES with a 1 -bit-flip mutation. i f r e can compare these results with the mean values of the first hitting times of S f by some other simple processes. Let us consider the following processes:
1. R n~~t l o~i ptaress time obeys the distribution :It each time you choose some string uniformly over the state space E . T h e first hitting
You choose some arbitrar). order relation over E and the strings of E are tested one after the other according to the order relation. T h e first hitting time obeys a uniform
T h e second method has the advantage that it never tests the same string twice and, consequently, loses less time than the first one. Notice that the strategy corresponding to the Markov chain X(n) is less efficient. We can be more precise and give the complete statistical distributions of T and T in the framework 1 >> 1. In particular the expectations of T and T are 21 ,and
The expected first hitting time is N times smaller than that of a single process. Hence, the number of evaluations remains the same, and there is no advantage to increase N .
3.3
Let us introduce the auxiliary Markov process Z ( n ) with state space (0, ..., l } starting from
f ) and with transition matrix Q Study of the Chain X ( n )
It is easy to check that
Obviously, the first hitting time of point 0 by Z ( n ) corresponds to the first hitting time T of point X f by the chain X ( n ) . Let us denote vk as the first hitting time of the point k by the chain Z ( n ) and 0s as the first hitting time 2 1 of the point k . These times coincide if the chain starts from a point distinct from k. However, if the chain starts from k , then u k = 0 while .& 2 2.
REMARK: The Markov chain Z is known in mathematical and physical literature as the "Ehrenfest model". An introduction to this model is in Section 4.6 of Iosifescu (1980) . One can also find the computation of the expectation of the first hitting time vo when starting from 1/2 in Section 7.3 of Kemeny and Snell (1960) , so Lemma 3.5 is not really new. We shall use Lemma 3.5 and intermediate results derived in its proof to exhibit the complete distribution of vo. The complete distribution is necessary to estimate the variance of vo and to find the distribution and expectation of the infimum of the first hitting times of N independent process ( X i ) i = l , . . . , N .
LEMMA 3.5: 1. rfkf = 0,1,2,3, we havefor any l3
3 1 E~ stands for the expectation with respect to the statistical distribution of the chain Z ( n ) starting from
Step I . Sth-ticiil 
By the general theory o f hIarkov chains, since Z ( n ) is irreducible and recurrent (see ch. 5, exercise 3.14, Revuz, 197 S), the first hitting time iik satisfies
In particular, Eo[iio] = 2'. Starting froiii 0, the first jump is iion-raiidoin: it occurs a t time 1 ~i i d the process goes to the point 1. Thus,
Let X E (0. .. , I -1). Starting from k + 1, the chain Z lump5 either k or k + 2. We can therefore split E k + 1 [ v~] into t~o terms:
which irnplies by the weak I\4arkov property,
T h e ,\laikov chain onlj goes to neighbored levels of (0, l}', and therefore the Markov chain 2 ha\ to reach k' -1, ..., k uhile going from k' to k (with k < k'). UGng the strong Markot property me get, for any k' > k , Substituting Equation 4 with k' = 2 into Equation 3 , we get the inductive relation 
(6)
In the following two steps, we prove that the last term of the right-hand member of this estimate is negligible compared to El [vo] in the asymptotic framework 1 -+ ca. This is the main issue of the proof and, although surprising, it can be explained heuristically. When the chain Z is at level 1, it has a chance 1 / I to reach 0. It is more likely to go to level 2, and then to the middle levels which contain almost all states. Thus, the chain needs to visit level 1 about O(1) times to finally succeed in reaching level 0. So, we could expect that
Step 2. r f k 5 [1/2], then Ek[v1] 5 2"'/(1 -1).
From Equation 5 we compute 
Summing with respect to k = 3, ..., Equation 8 yields that, for any k 5 2 , Summing with Equation 7 establishes the desired result.
Step 3. r f k 2 [1/2] , then Ek[v[1p] ] I Z2/4.
If Z ( 0 ) = 1, then the chain has no other choice but to jump to 1 -1:
By a recursive argument starting from Equation 9, we get
Summing with respect to k yields the desired result.
Step 4. Conclusion
Injecting the statements of Steps 2 and 3 into we get that, for any kf 2 1, 3 1
Ek, [Vl] 
PRO( )F:
Step I. In this expression 6 is an arbitrary positive real number. Letting 6 --t 0, we find that the distribution of v does not depend on k (take a = 0, b > 0) and satisfies, for any a, b > 0,
Lemma 5.1 in the Appendix then implies that v is a random variable with exponential distribution. Since its mean is 1, we then get the uniqueness of the weak limit and, consequently, the convergence in distribution of 2-lvO to this variable.
Study of the Chain X ( n )
The approach is similar to that of the previous section. Let us introduce the process 2:
, ,~ is a Markov chain with transition matrix Q whose coefficients are for j , j ' E (0, "., 11
The chain 2 is recurrent and its unique invariant probability measure is p ,
Let us adopt the following notations: vk denotes the first hitting time of the point k by the chain Z ( n ) and 4 denotes the first hitting time 2 1 of the point k. The expectation with respect to the statistical distribution of the chain 2 starting from k is denoted by I E k .
LEMMA 3.7: I f k f 2 1, then PROOF: In the following, the notation IE, is shorthand for the expectation with respect to the statistical distribution of the chain 2 starting from Z ( 0 ) obeying the distribution 
po over (0, ..., Z}
Conditioning with respect to the first jump, we have for any initial probability measure
Evolutionary Computation Volume 7 , Number 2 which also reads as
Let po be a probability measure over (0. 
'P'c-~(C~-,)-~.
Applying
Step 1, since ( & k Q ) ( k + 1) = Q k , k + l we get
T h e probability of Q k . k c l going from k to k + 1 is bounded below by the probability that onc of the 1 -k bits which coincide with those of S f is inverted while the other are not.
From the expression (Equation 15
) of the invariant probability measure we have p( k ) x (1 -k / l ) = 2-'C'/-, which yields the result.
Step 3 T h e estimate of Step 2 is sufficient to bound this term uniformly with respect to 1 5 ko < kl 5 1 ~ 1 hyP'r.-12'+' 11.
This step can be deduced from the previous one from the invariance property of the distribution of the chain 2 with respect to the transformation (0. ..., l } H (1, ..., 0 ) . l simple computation shows that
.\pplying
Step 1 with k = 0 yields p ( 0 ) (EP[vo] + 1) = 1. Since p ( 0 ) = 2-l and p ( j ) + -as 1 --+ x, we get the desired result. Applying the results of Step 3 (in the case ko = 1) and Step 4 (in the case Ico = l), we obtain It remains to estimate E l [vo] . From the relation we get 
3.5
The statistical distributions of the chain X ( n ) and of the corresponding stopping time T can be derived from the statistical distributions of the chain X ( n ) and of the corresponding stopping time T . However, we warn that this derivation is not as rigorous as the proofs of the previous Lemmas, in that there is a gap between the statement of Proposition 3.9 which definitively holds true and its application pointed out below.
Let us introduce a sequence of independent and identically distributed random variables ( N j ) j E~ with Poisson distribution T h e following proposition is based on the fact that the distribution of N , is in the asymptotic framework I + x equivalent to the statistical distribution of the number of inverted bits during the n-th transition of the process S. 
because ( P ' ) ) .~o , . Y~ = d!l-' and ( P j ) . y~, -y l = O ( l P c f -' )
for a n y j # d
On the other hand,
T h e comparison of these estimates implies the statement of the Lemma.
Following, we apply the relation S(.) = -T(S,) without taking care of the small error terms. Although we know that this not completely rigorous because the small error terms, generated at every transition, could accumulate and become non-negligible, we obtain an interpretation of the relations between the expressions of the expected hitting times T and T of the chains X and c times faster than X( .). However, the process S. does not take all integer values as shown in Figure 1 . When X(.) hits Xf for the first time at time v~, the process S, may jump over the value vo. This implies that X = X ( S . ) has some probability pmiss to miss Xf if vo is strictly between two successive times S,, S,+l. This probability can be computed by the renewal theory (see Appendix and Equation 44 ) in the asymptotic framework vO >> 1, which holds true when 1 >> 1.
If vl stands for the j-th hitting time of X f by the chain X ( .), then the first hitting time T of X = X ( S . ) is given by the first ui (divided by the speed rate c) which corresponds exactly to S, for some n. The expectation of T can be split over the number J which is the first j when vi coincides with some S,
c .
j = O
By the strong Markov property, the excursions of the chain X(.) between two successive hitting times vi and vi+' are independent and identically distributed. Thus,
Mutation and Selection: The (1 + 1)-ES
Main Results
Two processes are compared as above: X corresponds to a (I+I)-ES with a 1-bit-flip mutation per individual, and nd X corresponds to a (1+1)-ES with a el1 mutation. Let us consider first the process X starting from Xo whose evolution is governed in the following way. At each time n, you choose a random integer uniformly over {I, ..., 1}. Then you invert the corresponding bit of the string X ( n -1). The resulting string is denoted by The global first hitting time T is the ir2fimirm of'the 11: independent hitting times.
I f ' S is fixed (independent oj-1)
. then thtv-e exists n mndom unrinble ZN with probability demity pj\l( z ) = N(1 -e-').'-'e-'II,>o -aizdn1ean C,"=, j-' such that theglobalfirst hitting time T snti$ts ( I ) and & + 0 as 1 -+ x), then T -11x1 1 + 1111 111 Lv(l) --I n 2 1 zit17 probnbiliq 1 'I'his corollary means that the gain when using A' independent processes is very weak, on the order of In 111 K. To get a significant gain, it is necessary to deal with an exponentially large (as a function of I ) number of processes.
Let us now consider the process S starting from 9' whose evolution is governed in the following way. At each time n , you build a string S ( n -I) by inverting each bit of 
The transition matrix of the chain X ( n ) is, consequently, Figure 2 . In particular R( 1) E -1 .go.
Note that the function c H c-'ec is minimal at c = 1. The mutation rate 1-l is therefore optimal.
We can be more precise and give an accurate description for the statistical distribution of T in the asymptotic framework 1 --f ca. PROPOSITION 4.5: Assuming that the starting point Xo is chosen uniformly over the state space E = (0, l}', the nomzalizedfirst hitting time (T -c-lec1 lnE)/l converges in distribution as 1 -+ co:
where Z is a random variable with an exponential density p ( z ) = I[zLOe-Z, C N 0.58 is the EulerS-constant and R(c) is plotted in Figure 2 . Their first and second order moments are
We can then deduce the expectation of T up to terms of order o(1).
If the chain X starts from a point X o which is chosen uniformly over the state space { O,I}l, then the chain Z starts from the point ICO which obeys the distribution p
and then
where
f'(1/2) = 0 and f"(1/2) = 4, we obtain using Laplace technique that
up to terms of order o(1). The calculation of the second order moment of T can be carried out in the same way.
So the normalized standard deviation defined by satisfies Starting from a random point point X o chosen uniformly over the state space E , we have using Equation 2 which goes to 0 as 1 to 1.
x at rate (In 1 ) -' . This implies thatTl(1 111 1) converges in probability
From Equation 27 we deduce a closed form expression for the histogram of T , holding true for any 1. Unfortunately, these expressions are more complicated as 1 is large. Figure 3 shows the theoretical histograms of T under the assumption that the starting point So is chosen uniformly over the state space E for different values of 1.
Proof of Proposition 4.2
Let LIS denote by T: the random variable which depends on 2, 
Proof of Corollary 4.3
Since T = inf,=l T,, and the T, are independent and obey the same distribution P ( T L q =lp(T1 >i)"
Choosing t = 1111 1 -1 In 2 + It and using Proposition 4.2 where Z1 is an exponential variable with mean 1, so that
If is independent of I , substituting into Equation 3 The strategy of the proof is similar to that of Proposition 4.1. However the details are more complicated because the transition matrix of the chain X ( n ) is more complicated than that of the chain X(n). Let us introduce the auxiliary process Z ( n ) with state space (0, ..., l } defined by
Z is a Markov chain starting from Z ( 0 ) = d ( X o , Xf). The coefficients of the corresponding transition matrix Q are given by
Let us assume that the chain Z arrives at point j at time t. We then denote by ~j the waiting time for the next jump, and by Nj the length of this jump. By the strong Markov property, the random variables ~j and Nj are independent and their respective statistical distributions are given by
The statistical distribution of the first hitting time T can be expressed in terms of the variables Nj and ~j .
In particular, conditioning with respect to the first jump yields t j
Since the weak Markov property insures that
we get the inductive relation 
( 3 9) r l = l
Iterating with respect to t emhlishes the following closed-form expression which holds true for an) k and 1:
In the asymptotic framework I >> I, this complicated expression becomes simpler. Step 3. Computation of E, [TI for 1 >> 1.
The function a H -has a singularity near the point a = 0 of the type a-'. 
As in the proof of Proposition 4.1, if the chain X starts from a point X o which is chosen uniformly over the state space (0, I}', then the chain 2 starts from the point Ic0 which obeys the distribution (Equation 28) so that 1 k=O Using Stirling's formula (Abramowitz and Stegun, 1965) to expand p ( k ) :
where f(a) = In 2 + a ln(a) + (I -a ) In ( 1 -a) . Using Laplace technique to compute the integral we establish the result by choosing R(c) = -c-'ec In 2 + c-'ecC + Gc(1/2).
Step 4. Conclusion, Adopting the same strategy as in the proof of Proposition 4.1, calculations establish that at rate (In 1 ) -l , which implies T/(1 In 1) converges in probability to ec/c. REMARK: In the above proofwe have established a closed form expression (Equations 37-38) for the histogram of T which holds true for any 1. This exact expression is unfortunately not very useful because it is complicated. Nevertheless, a computer can deal with it whenever 1 does not exceed a few hundreds. In Figure 4 are plotted the theoretical histograms of T' for different values of 1.
4.3.2
Although the calculations are more complicated, the proofs are exactly the same as those of 
Discussion and Future Directions
The initial results of this paper show a clear advantage of the 1-bit-jip mutation over the + mutation, both in the absence of selection, and when using the (l+l)-ES selection on the OneMax problem. However, this paper does not claim that the l-bit-mutation should be preferred to the c/l mutation. It is clear that the l-bit-mutation with non linear functions cannot avoid any local optimum. Rather, we point out that a balance should be found between the ability of a mutation to escape from local optima and the efficiency of convergence speed. Our results suggest that the positivity" property of mutations can result in a slower convergence: the c/l-mutations are able to escape from any local optima as they are positive operators; but, on both flat and linear landscapes, they are slower than the simple one-bit-flip mutation.
Another point to consider when analyzing these results in the light of practical work, is that the hitting times derived for both mutations were computed in terms of number of mutations performed before reaching the target point of the search space. In the framework of F,volutionary Optimization, a common practice is to consider that the main source of CPU consumption of an evolutionary algorithm comes from the computations of the fitnesses. Also considered in Droste et al. (1998) is that a mutation that does not flip any bits does not cost any supplementary fitness evaluation. A s recalled in Section 2, this happens e-' of the times with the f mutation. Considering the number of fitness computations instead of the number of steps, the 1-bit-& and the f mutations require the same effort to reach their goal in the absence of selection. On the other hand, there is still a factor greater than 1 in t'dvor of the mutation in the case of the (1+1)-ES on the OneMax problem. Note that this factor goes to 1 when c goes to 0. The mutation then becomes as slow as the 1-bit-Jzp mutation. Indeed, the process spends ec of the time doing nothing, ce" mutating onc bit, and the remaining time (1 -ec -cec) mutating more than one bit. Neglecting the steps where nothing happens, the process spends ;'A mutation that links any two points of thc space with non-zero probability. one bit, and therefore looks like the I-bit-fZip mutation. This is true only in terms of fitness evaluations, as most of its effort is then devoted to generating random numbers and nothing else.
As mentioned in Section 2 , some practitioners of Evolutionary Algorithms actually use inhomogeneous decreasing schemes for the mutation rate (see also the theoretical results of Cerf (1996) ). There might be some benefit in starting with large mutation and decreasing the mutation strength to the 1-bit-flip mutation in the final generations. On the other hand, if the landscape can be locally seen as a OneMax-like problem to the nearest local optima, then the 1-bit-flip mutation will be quicker than the f mutation to reach that local optima. Another approach would be to study a mixed mutation, identical to the f mutation, but ensuring that at least one bit of the bitstring is flipped. Of course, the ultimate step would be to study some self-adaptive mutation strength as proposed in Obalek (1994) and Back and Schutz (1996) .
A natural direction for future work is to extend the results of the (1+1)-ES algorithm to other types of functions or algorithms. First, it can be noted that the results can be easily applied to any linear or site-wise optimizable binary function (as flipping one bit from 0 to 1 always improves the fitness). Second, the influence of a population requires more investigation. The f mutation certainly is the most widely used mutation operator on the binary search space, but in the binary framework, one generally uses a GA-like algorithm involving another type of selection. Considering the crossover operator to be the main operator, the mutation operator is considered a background operator in the GA literature (Holland, 1975; Goldberg, 1989) . Thus, any generalization of the tendencies proved in the (1 + 1)-ES framework is hazardous.
Finally, another question: is it possible to tell which is the right mutation for a given landscape? The explorative properties alone are not enough since their effect is biased in the complete algorithm, e.g., by the selection operator. Turned around, that question becomes: is it possible to design a selection scheme to ensure a maximal exploitation of the potential of a given mutation?
A lemma about exponential random variables. The following characterization of exponential random variables is well-known in probability theory and its proof can be found for instance in Section 1.4.3 of Iosifescu (1980) . We express it in a suitable way for our purpose. 
