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Abstract
The task of finding the beat in music is simple for most people, but sur-
prisingly difficult to replicate in a robot. Progress in this problem has
been made using various preprocessing techniques (Hitz, 2008; Tomic and
Janata, 2008). However, a real-time method is not yet available. Methods
using a class of oscillators called relay relaxation oscillators are promising.
In particular, systems of forced Hopf oscillators (Large, 2000; Righetti et al.,
2006) have been used with relative success. This work describes current
methods of beat tracking and develops a new method that incorporates the
best ideas from each existing method and removes the necessity for prepro-
cessing.
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Chapter 1
Introduction
Most people are naturally able to recognize surprisingly complex informa-
tion in a new piece of music nearly instantaneously. They can distinguish
melodies from the basic chord structure and frequently begin tapping to
the beat without a second thought. However, understanding how people
are able to comprehend music with such speed and accuracy is not well
understood and poses an interesting and challenging problem. My goal
is not to understand the actual mechanism for such a deceptively simple
task in people, but rather to create a new model that replicates the desired
behavior.
The behavior I will focus on is beat tracking, which is perhaps the most
second-nature behavior in human reactions to music. In fact, it is so in-
stinctual, even infants will move to the beat of music, and there has been
research showing that parrots are also capable of recognizing rhythm in
music (Patel et al., 2008). My goal is to develop a mathematical model that
is able to find the beat in music in real time.
Existing models use systems of oscillators with varying success and
most of the work in beat tracking requires preprocessing, in which the
model must “listen” to a large part of the music one or more times before
coming up with an answer. For instance, Hitz (2008) uses adaptive oscil-
lators to find tempo. Adaptive oscillators are directly affected by musical
input, and will change their internal beat to catch up to the beat of the mu-
sic. However, their process requires four preprocessing steps. Eck (2002)
uses relaxation oscillators to detect the beat of simple rhythmic patterns.
Relaxation oscillators will be discussed in more detail in Section 2.1. Eck’s
process was successful at beat prediction for a very specific rhythmic in-
put. A different approach in Large (2000) uses Hopf oscillators, which are
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promising because they quickly return to the system’s internal frequency,
even after being perturbed. The Hopf oscillator will be discussed in more
detail in Section 2.2. This approach seems to be fairly successful, although
the given method requires a MIDI input with a small amount of prepro-
cessing. I would like to adapt this method to work for any given sound
input without preprocessing.
I propose using a family of dynamical systems called adaptive oscilla-
tors to find the beat in music. This oscillator would model the rhythm of
a person walking across campus. Naturally, there is a pace which is most
comfortable for each person, which is their natural frequency. However,
when they walk past a dorm playing some upbeat music, their natural ten-
dency is to walk faster so their steps match the beat of the music. Thus, the
oscillator will have the properties that it has a natural internal frequency,
which it will revert to when there is no external forcing, and it will be in-
fluenced by an arbitrary input. In addition, it may be possible that the
oscillator’s natural frequency can be changed by prolonged exposure to an
input with a different frequency.
1.1 Musical Background
We can better understand the meaning of rhythm and beat from a mu-
sic theoretic perspective. Western culture has developed musical notation
which precisely defines dynamics, tempo and rhythm. Dynamics refer to
how loud or quiet a piece of music is and is shown by the amplitude of a
digital input. Most music has a wide range of dynamics, but this does not
seem to affect a person’s ability to find a beat accurately. In contrast, chang-
ing dynamic levels can create confusion for a robot which adapts based on
the amplitude of the input forcing.
Half of the beat-tracking problem is matching the period or tempo of
the music. The tempo for a piece of music is generally set at the beginning
of a piece of music between 40 beats per minute and 200 beats per minute.
However, because people do not play music at precisely the tempo speci-
fied, and may not keep a steady beat, the given tempo is merely a sugges-
tion and is not enough information for a computer to match the tempo of a
given piece of music. Furthermore, a composer may choose to change the
tempo part way through the music, either gradually or abruptly. Therefore,
the beat found at the beginning of a piece may not be the same beat for the
whole piece, and a beat-tracking model should be able to adapt to changes
in the music.
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The second half of beat tracking is matching the phase or the downbeat.
A time signature at the beginning of the music consists of two numbers.
The top number lets a performer know how many beats are in the measure
and the bottom number tells the performer what kind of note is considered
the main beat. For example, a common time signature, 34 , indicates that
the quarter note gets the beat, and there are three beats per measure. The
downbeat is defined as the first beat of a measure, so we want our model
to reach its maximum in each measure at the onset of the downbeat. This
goal is complicated by the fact that there does not necessarily have to be a
note sounding on the downbeat, and there can be notes in between main
beats. Thus a beat-tracking model should be able to distinguish between a
tempo change and notes that occur on the off-beat.

Chapter 2
Mathematical Models
In order to match human behavior, we want our model to have some basic
properties.
1. The model should have an “internal beat” that it tends to when there
is no music present.
2. After prolonged exposure, the model’s internal beat should adapt to
match the rhythm of the music (“find the beat”).
3. The model should be able to adapt to music in real-time.
This chapter will discuss several models which fulfill one or more of these
properties.
2.1 Relay Relaxation Oscillator
Relaxation oscillators are a class of oscillators, which operate on two sep-
arate timescales, sometimes called a bistable subsystem, which consists of
a fast timescale and a negative integral action, in which the system slowly
builds in one direction until it suddenly switches states. An example of a
relaxation oscillator is a seesaw with a weight on one end and a cup with
water slowly dripping into it on the other end. As the water drips into the
cup, it slowly tips the seesaw until a certain point when the cup suddenly
dumps all of its water and the seesaw resets. In this example, the seesaw
corresponds to the bistable subsystem, the seesaw slowly tipping as water
drips into the cup corresponds to the negative integral action and the ac-
tion of the water dumping corresponds to the fast time scale. Furthermore,
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Figure 2.1 This is a model of a typical relay relaxation oscillator. It is charac-
terized by the interaction of a system exhibiting hysteresis and a linear system
P. Originally published in Varigonda and Georgiou (2001).
relaxation oscillators have stable limit cycles, or self-sustaining oscillations
that are robust to perturbations.
A relay relaxation oscillator is a relaxation oscillator that exhibits relay
hysteresis (Varigonda and Georgiou, 2001). Hysteresis is characterized by
the simultaneous existence of two or more stable states and the possibil-
ity for the system to jump from one stable state to another as the system
evolves in time or space. Relay hysteresis means that there is a delay in the
switching for the hysteresis. The setup of a typical relay relaxation oscilla-
tor is shown in Figure 2.1.
2.1.1 Van der Pol Oscillator
The most common example of a relaxation oscillator is the van der Pol os-
cillator, which is described by
eu′ = y− u
3
3
+ u (2.1)
y′ = −u. (2.2)
By setting y′ = 0 we find that the y-nullcline is u = 0, and by setting u′ = 0
we find that the u-nullcline is y = u
3
3 − u. If e is small, then u′ >> y′ unless
y is close to the u-nullcline. In this example, the slow time scale occurs near
the u-nullcline, as shown in Figure 2.2.
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Figure 2.2 This is a phase portrait for the van der Pol oscillator for small e
(blue). The van der Pol oscillator operates on a slow timescale when it is near
the u-nullcline, y = u
3
3 − u (red).
2.2 Hopf Oscillator
A model that I will be considering in detail is the Hopf oscillator. The basic,
unforced Hopf oscillator is given by
u′ = αu−ωv− u3 − uv2 (2.3)
v′ = αv +ωu− u2v− v3, (2.4)
where α is the strength of the oscillator and ω is the natural frequency of
the oscillator. For this model, we can show that the amplitude and phase
are independent of one another. Furthermore, there is an equilibrium point
at (0, 0), which is stable when α < 0, and unstable when α > 0. In fact, the
Jacobian at the equilibrium point is[
α −ω
ω α
]
with eigenvalue λ = α ± iω. Thus by the Hartman-Grobman theorem,
the equilibrium point (0, 0) is locally asymptotically stable for α < 0 and
unstable for α > 0. When α > 0 the system has a stable limit cycle with
amplitude
√
α. That is, there is a Hopf bifurcation at α = 0. Two typical
examples are shown in Figure 2.3.
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a. α < 0 b. α > 0
Figure 2.3 The behavior of a Hopf oscillator with varying values for α.
It will be useful later in this section to refer to the polar form of the Hopf
oscillator. We can derive the polar form using the identities x = r cos φ and
y = r sin φ. Plugging these into the previous equation and solving for r′
and φ′ gives
r′ = r(α− r2) (2.5)
φ′ = ω. (2.6)
It is clear from the polar form that the amplitude and phase are indepen-
dent, and that there is a limit cycle when α > 0 with radius r =
√
α. Note
that for α < 0, r′ < 0 for all t, so all solutions are driven to the stable
equilibrium point (0, 0). That is, (0, 0) is globally asymptotically stable.
In order for any oscillator to find a beat in music, it needs to have a way
of “hearing” the music. For our system to “hear” music, we need to add
a forcing term. In addition to this forcing term, Large (2000) proposes that
many oscillators in competition will be more likely to accurately find the
beat than a single oscillator. Therefore, he proposed a forced Hopf oscillator
system with N oscillators affecting one another. The system is defined by
u′n = ηnRe [F(t)]e
κn(un−
√
u2n+v
2
n)√
u2n+v
2
n −ωnvn − u3n − unv2n + ∑
m 6=n
γm,n(unu2m + unv
2
m)
(2.7a)
v′n = ηnIm [F(t)]e
κn(un−
√
u2n+v
2
n)√
u2n+v
2
n +ωnun − v3n − u2nvn + ∑
m 6=n
γm,n(vnu2m + vnv
2
m),
(2.7b)
where η is the coupling strength, or the amount of influence the external
Hopf Oscillator 9
Figure 2.4 The behavior of Large’s adaptation (blue) with input F(t) = sin pit6
(red) starting at t = 95 and ending at time t = 200.
forcing exerts; F(t) is the forcing term; κ is dependent on ω, the frequency
of the oscillator; γ is a matrix of inhibition parameters whose entries tell
how much each oscillator influences the others; and n ∈ {1, 2, . . . , N}. Note
that this is a system of 2N equations.
It will also be useful to consider this model in polar form. The polar
form is given by
r′n = rn
(
ηnF(t)e
κn(<(φn)−|φn |)
|φn | − r2n
)
− ∑
m 6=n
γm,nrnr2m (2.8)
φ′n = ωn − ηnF(t)e
κn(<(φn)−|φn |)
|φn | sin φn. (2.9)
It is now clear that adding a forcing term to the Hopf oscillator system
creates a dependence between the amplitude and phase of the system. A
sample solution for N = 1, forcing input F(t) = sinpit6 beginning at t = 95
and internal frequency ω = 0.5 is shown in Figure 2.4. Notice that the
model is periodic when there is no forcing (at the internal beat), adapts to
match the frequency of the input when it starts (finds the beat) and finally
goes back to its original frequency after the forcing disappears.
Righetti, Buchli, and Ijspeert (2006) give a different twist to the original
model: they add a third equation that allows the natural frequency of the
oscillator to be a variable. This variation allows the natural frequency of
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Figure 2.5 An illustration of a perturbation and basis vectors for an arbitrary
limit cycle. The dominant effect on the limit cycle is pφ = p · eφ. Adapted from
Righetti et al. (2006).
the oscillator to explicitly change after prolonged exposure to an input. The
third equation will be derived from the forced Hopf system given by
r′ = (µ− r2)r +±F cos φ (2.10a)
φ′ = ω± e
r
F sin φ. (2.10b)
The adaptation rule for the frequency is derived by analyzing the per-
turbation of the external input on the oscillator, so it will have the general
form
ω′ = f (ω, r, φ, F).
If we consider the perturbation as a vector ~P in phase space, then we can
write its components with respect to a radial base vector~er and a tangential
base vector ~eφ, as shown in Figure 2.5. Recall that the Hopf oscillator has
a stable limit cycle, so any perturbations will not affect its radius in the
long term. Therefore, the external input will only affect the phase of the
oscillator. The influence of the phase will be given by the projection of ~P
onto~eφ:
pφ = ~P ·~eφ.
For the Hopf oscillator with the forcing given in Equation 2.10 we have
pφ =
±e
r
F sin φ.
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Figure 2.6 The behavior of Righetti’s adaptation (blue) with input
F(t) = sin pit6 (red) starting at t = 95 and ending at time t = 200.
Thus for this Hopf oscillator system, the impact of a forcing F on the natural
frequency ω is
ω′ = ±eF v√
u2 + v2
for the frequency, where the sign is determined by the natural direction of
the oscillation and e is the strength of the forcing. Therefore, the forced
version of the Hopf oscillator should look like
u′ = αu−ωv− u3 − uv2 + eF(t) (2.11)
v′ = αv +ωu− u2v− v3 (2.12)
ω′ = −eF(t) v√
u2 + v2
. (2.13)
This model is more effective than Large’s model for beat tracking, but
does not allow for multiple oscillators to be running at the same time. A
sample solution for Righetti’s model is shown in Figure 2.6
We can combine Large’s multiple oscillator model with Righetti’s adap-
tive frequency model to create a new model that has all the benefits of both
previous models. Using Righetti’s derivation for ω′ and the system given
in Equation 2.7, we find that for the nth oscillator,
ω′n = −ηnF(t)e
κnRe (φn)
|φn | −κn vn.
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Figure 2.7 The behavior of the new adaptation (blue) with input F(t) = sin pit6
(red) starting at t = 95 and ending at time t = 200.
A sample solution for one oscillator and input F(t) = sin pit6 starting at
t = 95 and ending at time t = 200 is given in Figure 2.7.
Chapter 3
Results
To test how accurately each model finds the beat, we compute numerical
solutions to the systems of differential equation using MATLAB. For each
model, simulations were run for sinusoidal inputs F(t) = sinωint with
angular frequencies ranging from 0 ≤ ωin ≤ 5. Furthermore, for each
input, the parameters ω, α, e, and η were varied. To make comparison
across models easier, we let α = e = η for each trial. The range of values
for the parameters are 0 ≤ ω ≤ 5 and 0 ≤ α ≤ 3.5. For both Large’s model
and the new model, we use one oscillator (N = 1).
Once we have a solution to a system, we can use a fast Fourier trans-
form to extract the frequency of the output function, fout, and compare it to
the input frequency fin =
ωin
2pi . It is important to note that the fast Fourier
transform breaks a function into its frequency components, and it is most
likely that the output function will have more than one frequency compo-
nent. Therefore, we will define the output frequency as the nonnegative
frequency with the maximum amplitude. We define the error in frequency
as the Euclidean distance:
E = | fin − fout|2.
We find that for the given range of parameters, Large’s model has the
largest average error, and Righetti’s model has the smallest average error.
That means when N = 1, the new model seems to be an improvement on
Large’s model, but does not seem improve Righetti’s model.
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3.1 Dependence on Parameters
Given the number of parameters in our models, we would like to know
how much the error depends on each parameter. The larger the coupling
strength, the more the external forcing is influencing the oscillator. There-
fore, we expected that coupling strength (η in Large’s model and e in Ri-
ghetti’s model) would be negatively correlated with error. However, as
shown in Figure 3.1, there appears to be no correlation between the cou-
pling strength and error. This means that as long as we choose a positive
coupling strength, we should not expect the output to change drastically.
We expect that if we begin with an internal frequency ω that is close to
the input’s angular frequency ωin, then it will take less time for the oscilla-
tor to adapt to the input. If the oscillator is adapting quickly, we should see
less error in the output frequency fout. We can see in Figure 3.2 that this ap-
pear to be the case. Therefore, it is important for us to start with an internal
frequency which is close to the input’s angular frequency. In this regard, it
may be better to use the new adaptation with many oscillators each with a
different internal frequency than Righetti’s adaptation.
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a. The square error of the output frequency vs. the coupling
strength for ωin −ωout = 2.
b. The square error of the output frequency vs. the coupling
strength for all trials. Notice the data for Large’s model and
the new model in Figure 3.1a falls almost entirely within the
box, indicating that there is no correlation.
Figure 3.1 The square error of the output frequency for Large’s adaptation
(blue), Righetti’s adaptation (red) and the new adaptation (green) as a function of
the coupling frequency, η for Large’s and the new adaptation and e for Righetti’s
adaptation. Notice that there seems to be no correlation between the coupling
frequency and the error E.
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Figure 3.2 The square error of the output frequency for Large’s adaptation
(blue), Righetti’s adaptation (red) and the new adaptation (green) as a function
of the difference in internal frequency and external frequency. Notice that for
Large’s adaptation and the new adaptation, as ωin − ωout increases, the error
E also increases. However, for Righetti’s model, the opposite correlation seems
to hold.
Chapter 4
Conclusion
Our goal was to find a model which could adapt to find the beat in music
in real time. We added the additional requirements that our model should
have an internal beat which could adapt after prolonged exposure to mu-
sic. We proposed that adaptive oscillators would be best suited for the task.
More specifically, we considered adaptations to the Hopf oscillator, which
is particularly promising because it has stable limit cycles. Large proposed
that we couple N competing Hopf oscillators together so that the oscil-
lator which does the best job of finding the beat will continue to oscillate
while the others tend to zero. Righetti instead proposed that we add a third
equation to the Hopf system which allows the frequency ω to vary in time.
Finally, we combine both of these ideas into a new model:
u′n = ηnRe [F(t)]e
κn(un−
√
u2n+v
2
n)√
u2n+v
2
n −ωnvn − u3n − unv2n + ∑
m 6=n
γm,n(unu2m + unv
2
m)
v′n = ηnIm [F(t)]e
κn(un−
√
u2n+v
2
n)√
u2n+v
2
n +ωnun − v3n − u2nvn + ∑
m 6=n
γm,n(vnu2m + vnv
2
m)
ω′n = −ηnF(t)e
κnRe (φn)
|φn | −κn vn,
where φn is the phase of the complex number un + ivn, F(t) is the forcing,
and n ∈ {1, 2, . . . , N}. Notice that this is a system with 3N equations.
We found that if we let N = 1, then Righetti’s model has the least error
when matching the frequency of the input. For all three models, the error is
directly proportional to the difference between the internal frequency and
the input frequency, so it seems likely that if we let N > 1, with each oscil-
lator at a different internal frequency, the new model may perform better.
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On the other hand, there seems to be no correlation between the coupling
strength and the error.
4.1 Future Work
It would be interesting to consider how Large’s adaptation and the new
adaptation work when there are more than one oscillator, especially when
every oscillator has a different internal frequency. A challenge in interpret-
ing the results for N > 1 is deciding whether to use data from multiple
oscillators or one oscillator. Furthermore, one must decide autonomously
which oscillator(s) are giving accurate information, and which oscillators
should be ignored.
In this paper, we restricted our attention to simple sine wave inputs.
In the future, it would be interesting to consider more complicated inputs
such as sums of sine waves, or real music.
Finally, we have focused on each model’s ability to find the tempo of an
input. However, in beat tracking, matching the phase of the music is just as
important as knowing how fast it is moving. Therefore, considering each
oscillator’s ability to phase lock, and further adapting the given models to
improve in phase locking would be very useful.
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