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Abstract
　In our previous study, the per formances of various quantitative structure-activity 
relationship (QSAR) models were examined to predict carcinogenicities of diverse chemicals 
from their structures as a method alternative to animal tests, and it was found that the 
parallel model combining support vector machine (SVM) models constructed for twenty 
substructure groups predicts the carcinogenicities of a wide variety of chemicals with a 
satisfactory overall accuracy of approximately 80%.  In this study, in order to improve the 
performance of this model by raising the accuracy for N-nitroso-, nitroso- and nitroaromatic 
group (89 chemicals) which showed the lowest accuracy (70.8%) among twenty molecular 
groups, the methods of variable selection in SVM modeling were tested.  The accuracy of the 
SVM model trained with descriptors which were selected by the correlation coefficient 
method, the F-score method and the sensitivity analysis method was examined, and it was 
found that the sensitivity analysis method improves the accuracy of the N-nitroso-, nitroso- 
and nitroaromatic group from 70.8 % to 77.5 %, and is the most appropriate for constructing 
the model to predict the carcinogenicity of chemicals among these variable selection 
methods. 
Keywords: carcinogenicity prediction, quantitative structure-activity relationship, QSAR, 
support vector machine, SVM, variable selection, sensitivity analysis
1.　Introduction
　Cancer is a major cause of death in Japan: approximately 30% of the population die as a 
consequence of cancer. Genetic and/or lifestyle differences play a major role in the incidence 
of cancer at various sites. Some causes of human cancer are well known, such as smoking or 
asbestos exposure; also some chemicals (carcinogens) or drugs may cause cancer. There 
are just carcinogenicity data for a limited few among the hundreds of thousands of chemicals 
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existing in the environment.
　Toxicity and carcinogenicity studies should be conducted according to OECD Guidelines 
for testing of chemicals, so-called Test Guidelines (TGs). Testing for carcinogenic potential is 
usually performed in rats and mice; occasionally hamsters are used. The animal tests of this 
property are laborious, time-consuming, and require many animals. The experiments count 
to the most expensive tests. Therefore, it is impossible to get carcinogenicity data on all 
unascertained chemicals via animal tests.  It is desirable to assess the carcinogenicity of 
chemicals that have not been tested experimentally as a screening for animal tests. 
Quantitative structure-activity relationship (QSAR) approaches have been applied to 
carcinogenicity and mutagenicity of various chemical substances (Helguera et al., 2005; 
Benigni and Bossa, 2008; Benfenati et al., 2009).
　In such systems, molecular descriptors that depict the electronic and topological 
properties of a molecule are quantified, attempting to directly construct a quantitative 
relationship between molecular structure and carcinogenicity.  However, unfortunately, all 
the proposed models poorly predicted the carcinogenicities of a wide variety of chemicals 
(Helma and Kramer, 2003).
　In our previous study (Tanabe et al., 2010), the carcinogenicity reliability database (CRDB) 
was constructed for about 1,500 chemicals from six sources including IARC and NTP 
databases and the relationship between carcinogenicities and selected descriptors of 911 
organic chemicals was analyzed with a support vector machine (SVM) method to classify 
chemicals into two carcinogenic categories (positive and negative).  On the basis of the 
ensemble learning technique, the 911 chemicals were classified into twenty subgroups 
according to contained substructures, and twenty SVM models were optimized for each 
subgroup. The resulting model was found to predict the carcinogenicity of a wide variety of 
chemicals with an overall accuracy (OA) of 80%, which is acceptable for predicting the 
carcinogenicity of a wide variety of chemicals as a screening method for animal tests. 
However, aromatic nitro, nitroso, and N-nitroso group (89 chemicals) showed the lowest 
accuracy (OA=70.8%) among twenty molecular groups, which causes a decline in overall 
performance.
　In this article, we present an attempt to improve the performance of our previous model by 
raising the accuracy for N-nitroso-, nitroso- and nitroaromatic group. The methods of variable 
selection in SVM modeling were tested for this purpose. The SVM modeling was carried out 
by the methods of variable selection and the accuracy of the SVM model trained with 
descriptors which were selected by the correlation coeffi cient method, the F-score method 
and the sensitivity analysis method was examined.  
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2.　Materials and Methods
Data and molecular descriptors
　The investigated carcinogenicity dataset contains 911 chemicals which were extracted 
from six databases (Tanabe et al., 2010).  The summary of the dataset containing 89 
N-nitroso-, nitroso- and nitroaromatic compounds is shown in Table 1.  Of the 89 chemicals, 
there are 41 positives (ranks A-C), and 48 negatives (ranks D-F).  This ensured that positive 
and negative chemicals are well balanced.
　Experimental carcinogenicity data are compiled along with their reliabilities showing the 
risk of cancer incidence based on animal tests, and are qualitatively ranked into six ranks, A 
to F.  Chemicals showing the highest risk were ranked A and at lease one instance of 
negative carcinogenicity was ranked F.
　The 3D geometries for all these 89 agents were created from the 2D structures using the 
Corina program (Gasteiger et al., 1996). The 1,504 molecular descriptors were calculated 
using the Dragon software (professional version 5.4) (Todeschini and Consonni, 2006) by 
imputing 3D structures. These descriptors belong to various classes and there are too many 
descriptors to model the 89 chemicals. For the selection of signifi cant decriptors, correlation 
coef ficients (CCs) between carcinogenicities and descriptors were calculated, and 
descriptors with higher (in absolute value) CCs were selected. Finally, 510 descriptors were 
prepared for the 89 chemicals.









Positive A 1 1.0 1.00 
B 31 1.0 0.50 
C 9 1.0 0.25 
Total 41
Negative D 40 -1.0 0.25 
E 8 -1.0 0.50 




　The support vector classifi cation (SVC) function in the LIBSVM program (version 2.89)
（Chang and Lin, 2009）was used to classify the carcinogenicity of chemicals into two 
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categories (positive or negative) in Table 1. The radial basis kernel function (RBF) was 
employed and the target values of carcinogenicity in SVM were set as 1.0 and -1.0 for positive 
and negative chemicals, respectively. Weights of the carcinogenicity data were set as 1.0 for 
the ranks A and F, 0.5 for B and E, and 0.25 for C and D, and the SVC for weighted data was 
applied.
　Three parameters, the number of descriptors, gamma (g), and cost (c), have to be 
determined to optimize SVM models. A single cross-validation (CV) has often been employed 
in most QSAR studies: entire data sets are divided into training and test sets, with the former 
used for optimizing the model and the latter for evaluating its performance.  The following 
dual CV procedure was adopted in this study:
(1)　All chemicals were divided into 10 subsets, A to J
(2)　 first, the subset A was assigned to the test set, and the training set was created by 
combining the remaining nine subsets,
(3)　 the SVM model was optimized by applying the leave-one-out (LOO) CV to the training 
set,
(4)　 the carcinogenicity of the test set A was predicted by applying the optimized model 
obtained in the previous step to the test set A,
(5)　next, the subset B was assigned to the test set by exchanging the subsets A and B,
(6)　the SVM model was optimized, and the carcinogenicity of the test set B was predicted,
(7)　 the carcinogenicities of all the chemicals were predicted by repeating the above 
procedures to the remaining subsets (C-J), and
(8)　the model performance was evaluated by counting the correctly predicted chemicals.
Variable selection
　Variable or descriptor selection is an important process in QSAR, since the number of 
descriptors is too many with compared to the number of the compounds.  Various methods 
to reduce the number of the variables have been proposed; stepwise forward or backward 
selection, simulated annealing, the Monte Carlo method, genetic or evolutionary algorithms, 
modifi ed particle swarm optimization, and artifi cial ant colony system.
We examined the following three methods to reduce the number of descriptors by SVM 
modeling:
(1)　Correlation coeffi cient method
　Correlation coeffi cients (CCs) between carcinogenicities and descriptors were calculated, 
and descriptors with higher (in absolute value) CCs were selected as in our previous paper 
(Tanabe et al., 2010) .  
(2)　F-score method
　This method is based on the following equation and the descriptors with higher F-score 
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where p and n are the number of positive and negative compounds, Pi, Ni and Mi are the 
mean values of the counts of descriptor i found in positive, negative and all compounds, 
respectively, and pk,i and nk,i are the values of descriptor i in positive and negative compounds, 
respectively.
(3)　Sensitivity analysis 
　This approach is for calculating the sensitivity of the descriptors in SVM models as below, 
and it can be considered that the contribution of the descriptor to the carcinogenicity is 
increasing as the absolute value of the sensitivity is increasing:
①　The SVM is trained at optimal condition with all descriptors.
②　For each descriptor, the mean value in all chemicals is calculated.
③　 The contribution value of the descriptor i is set to the real value and the values of other 
descriptors are set to  their mean values.
④　 The data set is input to the SVM model as a testing set, and then the prediction of the 
carcinogenicity is performed for all chemicals. 
⑤　 The simple linear regression is used to quantify the strength of the relationship between 
the counts of the descriptor i and the predicted values, and the slope can be evaluated to 
the sensitivity of the descriptor i. 
3.　Results and Discussion
　On the basis of the three variable selection methods, the accuracy of prediction of the 
carcinogenicity was examined using the optimum set of descriptors (Table 2). Although both 
correlation coefficient method and F-score method gave the accuracy of 70.8% which is 
equivalent in our previous paper (Tanabe et al., 2010), the accuracy of sensitivity analysis was 
a higher value of 77.5%.  The increase of the accuracy would contribute to improve the 
performance of the prediction model.
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Correlation coeffi cient 60 70.8
F-score 60 70.8
Sensitivity analysis 35 77.5
　The correlation between F-scores and squares of correlation coefficients for various 
descriptors is shown in Figure 1.  The reason of the excellent correlation between the two 
values is not unknown, however, it is interesting to note that the prediction by the correlation 
coeffi cient method employed in our previous study is just comparable to that by the F-score 
method.
Figure 1.　Plot of F-scores versus squares of correlation coeffi cients for various descriptors
　On the other hand, the sensitivity analysis method has just 35 descriptors and the number 
of signifi cant descriptors is much lesser than 60 descriptors in other two methods. It seems 
that there are many insignifi cant descriptors in the correlation coeffi cient method and the 
F-score method, therefore, the two models became over-training and the accuracy is lower 
than that by the sensitivity analysis method.  It was found that the contributions of the 
descriptors obtained by the sensitivity analysis method were very dif ferent from those 
obtained by both the correlation coeffi cient and F-score methods. Figure 2 shows the plot of 
sensitivities versus correlation coefficients for main 100 descriptors obtained from the 
correlation coefficient and the sensitivity analysis method.  Many descriptors having the 
values of around 0.2 for the correlation coeffi cients are distributed over the range of -3 to 5 in 
the sensitivity analysis method, and a lot of sensitivity values are opposite sign of the 
correlation coefficient values.  This fact suggests the difference of the contributions to 
carcinogenicity of the two methods.    　
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Figure 2.　Plot of sensitivities versus correlation coeffi cients for main descriptors
　The contribution orders of main ten descriptors to carcinogenicity determined by the 
sensitivity analysis and the correlation coefficient methods are shown in Table 3.  The 
members of the significant descriptors found by both methods are very different.  Most 
significant descriptors in the correlation coef ficient method are not so significant 
contributions (sensitivity=0) in the sensitivity analysis method.  Thus, when the 
carcinogenicity prediction model was trained by using the descriptor set which was found by 
the correlation coeffi cient method, the prediction became poor because of the over-training 
of the model.
Table 3.　 Contribution orders of main ten descriptors to carcinogenicity determined by the sensitivity 
analysis and correlation coeffi cient methods
No Descriptor Sensitivity Correlation coeffi cient No Descriptor Correlation coeffi cient Sensitivity
1 EEig01d 4.8102 0.2369 24 HOMA 0.4006 1.0962 
2 PW4 2.9569 0.2223 40 O-057 -0.4003 0.0000 
3 H-050 -2.8218 -0.3335 18 FDI 0.3985 1.6243 
4 SPAN -2.7131 0.2175 32 HOMT 0.3647 0.6536 
5 BELm4 2.4854 0.2268 41 Hy -0.3399 0.0000 
6 BEHv6 2.3715 0.2223 3 H-050 -0.3335 -2.8218 
7 EEig07x 2.3564 0.2247 42 nArOH -0.3327 0.0000 
8 BELe3 2.3207 0.2443 43 C-026 -0.3147 0.0000 
9 BELe4 2.1867 0.2141 44 nArNH2 -0.3050 0.0000 
10 EEig07r 2.1274 0.2121 45 Infective-80 0.2988 0.0000 
Left: in order of sensitivity, right : in order of correlation coeffi cient, No: order of sensitivity.
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4.　Conclusions
　To improve the prediction ability of the SVM model to N-nitroso-, nitroso- and 
nitroaromatic group (89 chemicals) which showed the lowest accuracy (70.8%) among twenty 
molecular groups in the previous SVM model, the methods of variable selection in SVM 
modeling were tested.  The accuracy of the SVM model trained with descriptors which were 
selected by the correlation coefficient method, the F-score method and the sensitivity 
analysis method was examined, and it was found that the sensitivity analysis method 
improves the accuracy of the N-nitroso-, nitroso- and nitroaromatic group from 70.8 % to 77.5 
%.  It was concluded that the SVM model with the variable selection by the sensitivity analysis 
method is most appropriate for the modeling of diverse chemicals.
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要　旨
QSARによるニトロ化合物群の発がん性の予測
鈴木 孝弘，西田 健次，田辺 和俊
　化学物質の発ガン性を評価するための動物試験に代わる手段として，これまでに定量的
構造活性相関（QSAR）により発ガン性を化学構造から予測するモデルを検討し，同族体
群ごとに構築した SVMを並列に組み合わせるモデルが約 900種の多種多様な構造の化学
物質の発ガン性を約 80％という高い精度で予測できることを見出した．本報では，この
モデルの予測性能をさらに向上させるために，同族体群の中で正解率（70.8％）が他の群
に比べて著しく低い芳香族 N-ニトロソ・ニトロソ・ニトロ群（89物質）の正解率向上を
目的として，SVMモデルにおける記述子選択の方法を検討した．相関係数法，F-score法，
感度分析法の 3手法により選択した記述子を用いてモデルの正解率を検討した結果，感度
分析法で選択した記述子を用いると芳香族 N-ニトロソ・ニトロソ・ニトロ群の正解率が
前報の 70.8％から 77.5％に向上し，感度分析法が記述子選択法として最適であることを見
出した．
