A popular estimator of the index of regular variation in heavy tailed models is Hill's estimator. We discuss consistency of Hill's estimator when it is applied to certain classes of heavy tailed stationary processes. One class of processes discussed consists of processes which can be appropriately approximated by sequences of m-dependent random variables and special cases of our results show the consistency of Hill's estimator for (i) in nite moving averages with heavy tail innovations, (ii) a simple stationary bilinear model driven by heavy tail noise variables, (iii) solutions of stochastic di erence equations of the form Y t = A t Y t?1 + Z t ; ?1 < t < 1 where f(A n ; Z n ); ?1 < n < 1g are iid and the Z's have regularly varying tail probabilities.
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This estimator has been well studied when fX n g is iid (Hall (1982) , Mason (1982 Mason ( , 1988 , Mason and Turova (1994) , de Haan and Resnick (1996) , Geluk et al (1996) , Davis and Resnick (1984) , Hausler and Teugels (1985) , Resnick and St aric a (1996a)) and our goal here is to better understand its behavior when it is applied to stationary dependent sequences. Related papers which study Hill's estimator in the dependent case are Hsing (1991) , Rootzen et al. (1990) , Rootzen (1995) . A great deal of time series analysis has been based on the assumption that the structure of the series can be described by linear models. In the traditional setting of a stationary time series with nite variance every purely non-deterministic process can be expressed as a linear process driven by an uncorrelated input sequence. From a second order point of view, linear models are su cient for data analysis. The situation is totally di erent when the stationary series has heavy tails and perhaps in nite variance. In this case we have no such con dence that heavy tailed linear models are su ciently exible and rich enough for modeling purposes and in any case, for heavy tailed in nite order moving averages it is already known (Resnick and St aric a (1995) and see also Section 3) that Hill's estimator is consistent. Thus in this paper we concentrate on non-linear models.
Linear models do not seem to describe adequately the underlying random mechanism when heavy tails are present (Davis and Resnick (1995) , Resnick (1996) ). Insistence upon modeling heavy tailed data with linear time series can be quite misleading (Feigin and Resnick (1996) ). A popular non-linear alternative to the linear model is the bilinear process introduced by Mohler (1973) and considered by Granger and Andersen (1978) . To date, little use has been made of bilinear models in heavy tailed data analysis though Davis and Resnick (1995) present some evidence for their relevance. Other worthy non-linear models which we consider are two classes of random coe cient models, one of which includes the important example of the ARCH process (Engle (1982) ) and hidden semi-Markov models or random variables de ned on a semi-Markov chain. Such models have recently been used to t times between packet transmissions at a terminal in the stimulating paper by Meier-Hellstern et al (1991) .
Section 2 presents two general theorems which can be applied to prove consistency of Hill's estimator for heavy tailed stationary sequences. Section 3 applies one of the theorems to the case of processes which can be approximated by m-dependent sequences. Among the examples considered are in nite order moving averages, simple bilinear processes and solutions of certain random coe cient autoregressions. Section 4 applies the other theorem from Section 2 to a class of random coe cient autoregressions which includes the rst order ARCH process. This result yields not only an estimator for the Pareto index of the ARCH process but also an estimator of one of the scaling parameters. Section 5 deals directly with hidden semi-Markov models using Laplace functional methods.
The tail empirical measure plays a central role in our approach to proving consistency of Hill's estiamtor. This method was also used in Resnick and St aric a (1995). For using this method, we need the following notation. Let E := (0; 1] be the one point uncompacti cation of 0; 1] so that the compact sets of E are of the form U c , where 0 2 U and U is an open set in 0; 1). Suppose E is the Borel -eld on E. Let M + (E) be the space of positive Radon measures on E endowed with the vague topology (Resnick (1987) , Kallenberg (1983) Proposition 2.1 Suppose for each n = 1; 2; : : : that fX n;i ; i 1g is a stationary sequence of random elements of E. Let fk = k(n)g be a sequence such that k ! 1, n=k ! 1. Suppose fX n;i g satis es the following two conditions:
E (f(X n;1 )f(X n;j )) = 0: Assume also that n k P(X n;1 2 ) v ! : (2:5) where (fxg) = 0 for any x 2 (0; 1]. Then and E (f(X n;1 )f(X n;j )) kfk 2 P X n;1 > c; X n;j > c]:
Proof. Suppose f 2 C + K (E). To show (2.6), it su ces to show (Kallenberg (1983) , Resnick (1987) ) lim
(2:9)
For typographical ease, we write f i = f(X n;i ) and p = n=k]. Then I j = f(j ? 1)k n + 1; : : :; jk n ? l n g; I j = fjk n ? l n + 1; : : :; jk n g; j = 1; : : :; p ? 1 (2:10) and I p = f(p ? 1)k n + 1; : : :; pk n ? l n g; I p = fpk n ? l n + 1; : : :; ng: n;i ; i 1g is a stationary sequence of mdependent random elements of E and for each n 1, fX n;i ; i 1g is a stationary sequence of random elements of E. Suppose there exist Radon measures (m) on E and a sequence k = k(n),
Proof. We rst show that for any xed m
by checking that the hypotheses of Proposition 2.1 hold for fX (m) n;i ; i 1g. Since (2.12) holds, we need only check condition (2.1) and condition (2. Proof. We will use the fact that n ) in M + (E) provided ( n (I 1 ); : : : n (I s )) ) ( (I 1 ); : : : (I s )); (n ! 1) (2:19) in R s , for any s and any intervals I i = (x i ; 1], i = 1; 2; : : :; s (Kallenberg (1983) ). Using multivariate Laplace transforms we must show that for any positive 1 ; : : :; s and f = P s h=1 h 1 (x h ;1]
(2:20)
De ne blocks I j ; I j as in Proposition 2.1 and decompose 
Ef(X n;1 )f(X n;j )
P(X n;1 > x h ; X n;j > x g ):
By condition (2.1) and (2.5) it follows that lim n!1 II = 0: Condition (2.18) is equivalent to lim n!1 III = 0: By (2.5) and (2.2)
the conclusion (2.6) of the Proposition follows. The rest is the same as in Proposition 2.1.2 3 Examples.
We now consider three examples of heavy-tailed dependent, stationary processes which have mdependent approximations and in each case we apply Proposition 2.2 to demonstrate the consistency of Hill's estimator. The three classes of processes are in nite order moving averages of iid heavy tailed random variables, the bilinear processes driven by heavy tailed innovations and processes satisfying a simple stochastic di erence equation with random coe cients.
The rst two processes are constructed using a sequence fZ t ; ?1 < t < 1g of iid random variables which for simplicity we take to be positive. These random variables have regularly varying tail probabilities; that is, for x > 0,
where L is a slowly varying function at 1.
In nite order moving averages.
Suppose, that the sequence fc i ; i 0g 2 R 1 contains at least one positive number and satis es 0 < 1 X j=0 jc j j < 1 so that P 1 j=0 c j Z j also has regularly varying tail probabilities.
De ne the moving average of order in nity processes, denoted MA(1), by
c j Z t?j ; ?1 < t < 1:
Causal ARMA processes can be represented in the form (3. Using the bilinear recursion formula (3.5), X t can be written as an in nite series whose convergence is guaranteed by (3.6) (see Davis and Resnick (1995 Let fY t ; ?1 < t < 1g be a process which satis es the stochastic di erence equation Y t = A t Y t?1 + Z t ; ?1 < t < 1; (3:10) where f(A n ; Z n ); ?1 < n < 1g are iid R 2 + -valued random pairs (cf. Vervaat (1979) , Grincevicius (1975) ). For the case which we consider here, Z 1 will have regularly varying tail probabilities and the tail of Z 1 is heavier than that of A 1 . We assume the pair (A 0 ; Z 0 ) satis es EA 0 < 1; EA 0 < 1 (3:11) for some 0 < < and as usual P(Z 0 > x) = x ? L(x); (3:12) where L is a slowly varying function at in nity. By iterating (3. We now state the result which applies Proposition 2.2 and yields weak consistency of Hill's estimator for these three processes. In this section we consider tail estimation for the process fY t ; ?1 < t < 1g which satis es the stochastic di erence equation Y t = A t Y t?1 + B t ; ?1 < t < 1;
where f(A n ; B n ); ?1 < n < 1g are iid R 2 + -valued random pairs. In contrast to Section 3, we will now make di erent assumptions on the tail behavior of the pair (A n ; B n ) which preclude truncating the series solution of (4.1). Solutions to (4.1) include as a particular case the rst order autoregressive conditional heteroschedastic (ARCH) process introduced by Engle (1982 We begin with a lemma designed to help us check conditions (2.1) and (2. Proof. The conclusion of (a) follows from an induction argument. To keep the notation simple we prove (a) for s = 2 and then derive the result for s = 3. The basic ingredient of the proof is the observation in (4.7). We have for s < t, The conclusion of (a) for s = 2 follows. Based on the case s = 2 we will now prove the inequality for s = 3. For s < t < u and x > 0, y > 0 and z > 0 we have P ( 5 Hidden Markov models.
A heavy tailed hidden Markov model is proposed in Meier-Hellstern et al (1991) to model the times between transmission of packets at a source. We show the Hill estimator is consistent when applied to such models.
The model has the following ingredients. Let fJ n ; n 0g be an ergodic, m-state Markov chain on the state space f1; 2; : : :; mg. Suppose the transition probability matrix of this chain is P = fp ij ; 1 i; j mg and that the stationary distribution is 0 = ( 1 ; : : :; m ): Now suppose for i = 1; : : :; m we are given holding time distributions fq (i) n ; n 1g concentrating on f1; 2; : : :g and that for i = 1; : : :; m, fD :
The next ingredient we need are distributions F 1 ; : : :; F m on R + and iid uniform random variables with support 0; 1] which we call fU n ; n 0g: De ne for n 0 X n = F Vn (U n )
and assume fU n g, fJ n g, fD (i) n ; n 0; 1 i mg are all independent. So changes of state follow the Markov chain fJ n g and a transition from i to j occurs with probability p ij . Having entered state i, the system stays in state i for k time units with probability q (i) k : While in state i, random variables which we think of as interarrivals are generated from distribution F i . Thus, the factors in n (f) in (5.5) not corresponding to state 1 converge to 1 while the factor from state 1 converges to the correct limit. The desired result follows from dominated convergence after taking expectations. 2
