Abstract. We use unified algebraic methods to investigate the properties of polynomial Bezoutians with respect to a general basis. Not only can three known results be easily verified, but also some new properties of polynomial Bezoutians are obtained. Nonsymmetric Lyapunov-type equations of polynomial Bezoutians are also discussed. It turns out that most properties of classical Bezoutians can be analogously generalized to the case of polynomial Bezoutians in the framework of algebraic methods.
1. Introduction. We denote by C n [x] the linear space of complex polynomials with degree at most n − 1. Let π(x) = (1, x, . . . , x n−1 ) and Q(x) = (Q 0 (x), Q 1 (x), . . . , Q n−1 (x)) with deg Q k (x) = k be vectors of the standard power basis and the general polynomial basis of C n [x], respectively. Given a pair of polynomials p(x) and q(x) with deg p(x) = n, deg q(x) ≤ n, we call matrices B(p, q) = (b ij ) and B Q (p, q) = (c ij ) determined by the bilinear form 
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More on Polynomial Bezoutians with Respect to a General Basis 155 example, they often have connections with some structured matrices, such as Hankel, Toeplitz, and Vandermonde matrices, etc., and therefore have a lot of significant characteristic properties. A more detailed expansion can be found in the books of Heinig and Rost [9] and Lancaster and Tismenetsky [11] . On the other hand, Bezoutians have many applications in the theory of equations, system and control theory, etc., we refer the reader to the survey article of Helmke and Fuhrmann [10] and the book of Barnett [1] and the references therein. Recently the (classical) Bezoutian has been generalized to some other forms, in which the polynomial Bezoutian is an important direction of the research (e.g., see [3, 4, 7, 12, 13, 14, 18, 19] ). At the same time we have observed that in the recent work of Helmke and Fuhrmann [10] , Fuhrmann and Datta [6] , Mani and Hartwig [13] , and Yang [18] , etc., some properties of Bezoutians and their relation to system theoretic problems were derived by using operator approach and viewing the Bezoutian as a matrix representation of a certain operator in the dual bases. While in the book of Heinig and Rost [9] , a comprehensive discussion for the properties of classical Bezoutians was presented by using the methods of generating function and matrix algebra.
From definition (1.1), it is easy to see that polynomial Bezoutian preserves some elementary properties of classical Bezoutian, such as B Q (p, q) is symmetric, bilinear in p and q and satisfies B Q (p, q) = −B Q (q, p). To present more properties of polynomial Bezoutians in this note we restrict ourselves to the methods of generating functions and matrix algebras. In the framework of unified algebraic methods, we can carry out an in-depth study for polynomial Bezoutians.
Let's first introduce some notation associated with polynomial Bezoutians. Note that (1.1) may be written simply in matrix form, i.e.,
where superscript t denotes the transpose of a vector or a matrix throughout the paper. In particular, for q(x) = 1 and any polynomial p(x) of degree n:
we have the difference quotient form
where are called the symmetrizer [11] and the generalized symmetrizer [18] of p(x) with respect to π(x) and Q(x), respectively. It can be seen that S Q (p) is (left) upper triangular and is congruent to S(p) (see Lemma 2.2 below). In the case of Q(x) = π(x), (1.5) degenerates to (1.4), thus, S Q (p) is a generalization of S(p). The symmetrizer has some connections with the Barnett factorization and the triangular factorization of Bezoutians.
For a sequence of polynomials Q 0 (x), Q 1 (x), . . . , Q n (x) with deg Q k (x) = k, we can assume that they satisfy the following relations
. . . , Q n (x) and α k are not zeros. For polynomial p(x), its (second) companion matrix C(p) with respect to π(x) and confederate matrix C Q (p) with respect to Q(x) are defined as follows
The companion (confederate) matrix has intertwining relations with the classical (polynomial) Bezoutian and Hankel (generalized Hankel) matrix (see [5] , [14] ). We note that the matrix in (1.8) is in Hessenberg form.
Among the properties of classical Bezoutians there exist three well-known and important results. They are the Barnett factorization formula (see [2, 8] ):
More on Polynomial Bezoutians with Respect to a General Basis 157 the intertwining relation with the companion matrix C(p) (see [5] ): (1.10) and the Bezoutian reduction via the confluent Vandermonde matrix (see [16] ):
in which x i are the zeros of p(x) with multiplicities n i (i = 1, . . . , r, n 1 + · · · + n r = n), and
stand for the reflection matrix and the Jordan block of order n i × n i corresponding to x i , respectively. In particular, if p(x) has only simple zeros x 1 , . . . , x n , then (1.11) degenerates to
is the classical Vandermonde matrix corresponding to p(x). Equations (1.9) and (1.10) have theoretical meanings, while (1.11) is often used in root localization problems.
The outline of this note is as follows. In Section 2 we use the pure algebraic methods to re-derive three main results in [18] for polynomial Bezoutians; in contrast to operator approaches, are proofs are simpler and easier. Section 3 is devoted to investigation of some other properties of polynomial Bezoutians, they are mainly the generalizations of some results in [9] . In Section 4 we consider nonsymmetric Lyapunov-type equations of polynomial Bezoutians, which extend some results of Pták [15] . From the point of view of the theory of displacement structures, such equations can be seen as the displacement structures of the polynomial Bezoutians. The matrix T in (2.1) is indeed a basis transformation matrix. Here we want to use it to give an in-depth characterization of polynomial Bezoutians by (2.1).
We begin by establishing a similarity relation between C(p) and C Q (p) and a congruence relation between Bezoutians B(p, q) and B Q (p, q).
be of degree n. Then the companion matrix C(p) and the confederate matrix C Q (p) are related by the similarity equation
Proof. In terms of (1.6) and (1.8), it is easy to verify the equality
By means of
The last equation is equivalent to
Lemma 2.2. The Bezoutians B(p, q) and B Q (p, q) are related by the congruence relation
In particular,
Remark 2.3. The congruence relationship in Lemma 2.2 implies that B Q (p, q) has the same inertia or signature as B(p, q). Therefore the classical Hermite-Fujiwara and Routh-Hurwitz inertia and stability criteria can be generalized to the case of To this end we pure use algebraic methods to derive afresh three main results in [18] obtained by the third author. These results are the generalized Barnett formula, the intertwining relation between polynomial Bezoutian and confederate matrix, and the generalized Bezoutian reduction via polynomial Vandermonde matrix. Comparing with operator approach used there the algebraic methods are easier.
Proposition 2.5. ([18]) Assume that the matrices
B Q (p, q), S Q (p), C Q (p) are defined
as before. Then the generalized Barnett formula is satisfied:
where q(A) denotes the matrix polynomial q in matrix A.
Proof. In terms of Lemma 2.2, (1.8), the symmetry of Bezoutians B(p, q) and B Q (p, q), and Lemma 2.1 successively, we have
The polynomial Bezoutian matrix B Q (p, q) and the confederate matrix C Q (p) satisfy the following intertwining relation:
Proof. In terms of Lemmas 2.2 and 2.1 and (1.10), we have 
ni and R ni and J xi are defined as in (1.13).
Proof. By taking jth derivatives at x i and dividing by j! on both sides of (2.1) (i = 1, . . . , r, j = 0, 1, . . . , n i − 1), and combining all together in matrix form, we obtain
where V Q (p) and V (p) are defined by (2.5) and (1.11), respectively. By substitution of (2.7) and (2.3) into the left side of (1.11), (2.6) is immediately deduced.
With the help of (2.7), we note that the well known formula
is the Jordan matrix, can be extended to the general polynomial case:
Indeed, post-multiply both sides of the equation
t by T , and rewrite it as the form
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Proposition 3.1. Suppose that polynomials p, f, g satisfy deg f g ≤ deg p = n. Then
Proof. In view of Proposition 2.5, we deduce that
This completes the proof.
For convenience, with the help of reflection matrix R n , we introduce the so-called generalized reflection matrix R Q with respect to Q(x), which is defined by
Since R n is a symmetric matrix, then
We have a further consequence of Proposition 2.5 as follows. 
where
Proof. We check this directly instead of using the generalized Barnett's formula. In view of Prop. 2.11 in [9] we have
where M = S(p)R n S(q) = S(q)R n S(p). Using Lemmas 2.2 and 2.1, we get
Eliminating T and T t in both sides in the last equality and using (3.1), the assertion is deduced.
Bezoutians have some interesting triangular factorizations, where are summed up by Helmke and Fuhrmann in [10] . Now we extend these factorizations for polynomial Bezoutians. In the sequel let
denote the reciprocal polynomial of a(x) and S Q ( a) stand for the generalized symmetrizer of a with respect to the polynomial sequence Q(x) := π(x)(T t ) −1 . In terms of (2.4), we can write 
Proof. We only verify the first equality in (3.3), the second is similarly derived. From Theorem 5.1 in [10] and R n = R −1 n , we have
Multiplying on the left side and the right side in (3.4) by T −1 and (T t ) −1 , respectively, and using Lemma 2.2, one can obtain
In view of Lemma 2.2 and equations (3.2) and (3.1), the last equality is equivalent to the first equality in (3.3).
A class of matrices close to the Bezoutians is the class of resultant matrices. The resultant matrices have many applications in describing the kernel of Bezoutians and the connections between the inertias of Bezoutians and polynomials. Heinig and Rost described some connections between these two classes in [9] . To this end we will generalize such relations to the general polynomial case.
Assume that a(x) = n k=0 a k x k and b(x) = m k=0 b k x k are of degree n and m, respectively. The resultant matrix of a(x) and b(x) is of the form
Now we introduce the so-called generalized resultant matrix. For the sake of simplicity, in the sequel, we assume that polynomials a(x) and b(x) are all of degree n. Since R n = R where S(a) and S( a) denote the symmtrizers of a(x) and a(x) = x n a(x −1 ), respectively. We call the matrix defined by
the generalized resultant matrix of a(x) and b(x) with respect to Q(x).
For the sake of such definition, we mainly have two considerations. One is, (3.7) has the same form as (3.5) and in the case of Q(x) = π(x), Res Q (a, b) degenerates to Res(a, b). The other, which we want to emphasize, is the representation (3.7) has many advantages and applications.
The following two results establish the connections between the generalized resultant matrix and the polynomial Bezoutian. They are the generalizations of Propositions 2.12 and 2.13 in [9] (see also [10, Th.5.2]). 
and
is the confederate matrix of a(x) with respect to Q(x).
Proof. In terms of Prop. 2.12 in [9] , we have
. Multiplying on the left side by diag(T t , T t ) and the right side by diag((T t ) −1 , (T t ) −1 ) of (3.9), respectively, and writing the middle block matrix in (3.9) as
which is equal to (3.8) . This completes the proof.
Proposition 3.5. With notation defined as above, we have
Proof. By (2.24) in Prop. 2.14 in [9] , we have
In view of R n = R −1 n and (2.3), the last equality is equivalent to
By (3.7) this implies htat
Using (3.1), we immediately deduce the assertion (3.10), and the proof is complete. 
For further discussions on the connections between polynomial Bezoutians and generalized resultant matrices, we introduce an n × (n + r) matrix operator
for the polynomial f (x) = r i=0 f i x i of degree r(r ≤ n − 1).
First we need the following assertion which can be viewed as a extended property of the generating function (see [9, Prop.1.8] ). 
and T n−r is the (n − r)th leading submatrix of matrix T .
Proof. By the definition of Q r (x), we have Q r (x) = (1, x, . . . , x n−r−1 )T n−r . Thus 
is a basis sequence, (3.12) implies the assertion.
From Lemma 3.7 we gain two interesting properties, which give the representations of Bezoutian B Q (p, q) as a product of generalized resultant matrices with polynomial Bezoutians of factors. They are the generalizations of Propositions 2.6 and 2.14 in [9] , respectively.
Proof. Writing
one can deduce that
From Lemma 3.7, the conclusion is immediately deduced.
Proposition 3.9. Suppose that the polynomials a(
where Q(x) = (Q 0 (x), . . . , Q n1−1 (x)) and Q(x) = (Q 0 (x), . . . , Q n2−1 (x)), and 
By Lemma 3.7, we have
In view of (3.10), the last equality is equivalent to (3.14) .
To this end we will study two properties of polynomial Bezoutians on the translation and scalar multiplication transformations of variables. 
Proof.
It is easy to check that
, with convention j i = 0 for j < i. In view of
Considering the generating function of B Q (p α , q α ) as:
H.Z. Wu, X.X. Wu, and Z.H. Yang
Using a method similar that in the proof of Proposition 3.10, we can deduce the following result.
Proposition 3.11. Suppose that p(x) and q(x) are defined as before. Denote
where Λ Q (α) = T −1 Λ(α)T with Λ(α) = diag[α i ]
n−1 i,=0 .
4. Nonsymmetric Lyapunov-type equations of polynomial Bezoutians. In this section we will investigate some characteristic properties of polynomial Bezoutians as solutions of some nonsymmetric Lyapunov-type equations. For convenience, from now on we assume that the polynomial sequence Q(x) satisfies the recurrence relation:
w i,k+1 Q i−1 (x), k = 1, 2, . . . , n. Then matrices W Q and Z are similar. We formulate this as follows. It is easy to verify σ(1, x, . . . , x n−1 ) = (1, x, . . . , x n−1 )Z, σ(Q 0 (x), Q 1 (x), . . . , Q n−1 (x)) = (Q 0 (x), Q 1 (x), . . . , Q n−1 (x))W Q .
Considering the relation Q(x) = π(x)T , one can immediately obtain W Q = T −1 ZT .
We also need the following two results. structured matrices (such as Hankel, Toeplitz, Cauchy and Vandermonde matrices etc.) have been extensively studied in recent years.
