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Let (X, d) be a metric space of p-negative type. Recently I. Doust
and A. Weston introduced a quantification of the p-negative type
property, the so called gap  of X . This paper gives some formulas
for the gap  of a finite metric space of strict p-negative type and
applies them to evaluate  for some concrete finite metric spaces.
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1. Introduction
Let (X, d) be a metric space and p  0. Recall that (X, d) has p-negative type if for all natural
numbers n, all x1, x2, . . . , xn in X and all real numbers α1, α2, . . . , αn with α1 + α2 + · · · + αn = 0
the inequality
n∑
i,j=1
αiαjd(xi, xj)
p  0
holds.
Moreover if (X, d) has p-negative type and
n∑
i,j=1
αiαjd(xi, xj)
p = 0, together with xi = xj, for all i = j
implies α1 = α2 = · · · = αn = 0, then (X, d) has strict p-negative type. (d(x, y)0 is defined to be 0
if x = y).
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Following [2,3] we define the p-negative type gap 
p
X (= for short) of a p-negative type metric
space (X, d) as the largest nonnegative constant, such that

2
⎛
⎝ n∑
i=1
|αi|
⎞
⎠2 + n∑
i,j=1
αiαjd(xi, xj)
p  0
holds for all natural numbers n, all x1, x2, . . . , xn in X with xi = xj , for all i = j, and all real numbers
α1, α2, . . . , αn with α1 + α2 + · · · + αn = 0.
The above defined p-negative type gap
p
X can be used to enlarge the p-parameter, forwhich a given
finite metric space is of strict p-negative type:
It is shown in [6] (Theorem 3.3) that a finite metric space X with cardinality n = |X|  3 of strict
p-negative type is of strict q-negative type for all q ∈ [p, p + ξ)where
ξ =
ln
(
1 + pX
D(X)p·γ (n)
)
lnD(X)
,
withD(X)= maxx,y∈X d(x, y),D(X)=D(X)/minx,y∈X,x =y d(x, y)andγ (n)= 1− 12 ·( n2−1+ n2−1).
For basic information on p-negative type spaces (1-negative type spaces are also known as quasi-
hypermetric spaces) see for example [2,4,6–11].
This paper explores formulas for the p-negative type gap of a finite p-negative type metric space.
The main result is given in Theorem 3.5 (Section 3), which is itself a corollary of a more general
result (Theorem 3.4, Section 3) concerning real symmetric matrices of strict negative type on certain
subspaces of Rn. Moreover we present a characterization of a finite metric space of p-negative type
enjoying the additional property of being of strict p-negative type ( Corollary 3.2).
In Section 4 we give some applications of the general results of Section 3. After calculating the
1-negative type gap  of a cycle graph with n vertices (considered as a finite metric space with the
usual path length metric) we present short proofs for the evaluation of the 1-negative type gap of a
finite discrete metric space, done by Weston in [11], and of a finite metric tree, done by Doust and
Weston in [2]. I. Doust and A. Weston showed the surprising result, that the gap of a finite metric tree
only depends on the weights associated to the edges of the tree.
2. Notation
For a given realm× nmatrix Awe denote by AT the transposed matrix of A and by A−1 the inverse
matrix of A, if it exists. Elements x inRn are interpretated as column vectors, so xT = (x1, x2, . . . , xn).
The canonical inner product of two elements x, y inRn is given by (x|y) and the canonical unit vectors
are denoted by e1, e2, . . . , en. The element 1 in R
n is defined as 1T = (1, 1, . . . , 1). As usual we
abbreviate {(σ1, σ2, . . . , σn), σ1, . . . , σn in {−1, 1}} by {−1, 1}n. The linear span and convex hull of
a subsetM inRn are denoted by [M] and convM. Further let ker T be the kernel of a given linearmap T .
If E is a linear subspace ofRn and ‖.‖ is a norm on E we denote by ‖.‖∗ the dual norm of ‖.‖ on E
with respect to the canonical inner product, i.e.
‖x‖∗ = sup
y∈E,‖y‖1
|(x|y)|.
For p  1 we let ‖x‖p be the usual p-norm of some element x inRn. For a given real symmetric n × n
matrix A which is positive semi-definite on a linear subspace E of Rn((Ax|x)  0, for all x in E) we
define the resulting semi-inner product on E by
(x|y)A = (Ax|y); x, y in E.
Further the semi-norm ‖x‖A of some element x in E is given by
‖x‖2A = (Ax|x).
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For a fixed u = 0 inRn let
Fα = {x ∈ Rn|(x|u) = α}, α inR.
For short let F = F0.
3. General results
Let E be a linear subspace ofRn and A be a real symmetric n× nmatrix of negative (strict negative)
type on E, i.e.
(Ax|x)  0, for all x in E and
(Ax|x) < 0, for all x = 0 in E resp.
For further discussion it is useful to define the negative type gap A,E (= for short) of A on E as the
largest nonnegative constant, such that

2
‖x‖21 + (Ax|x)  0
holds for all x in E. This is equivalent to
(

2
) 1
2 ‖x‖1  ‖x‖−A, for all x in E.
IfA is of strict negative type on E, consider the identity operator i from the normed space (E, ‖·‖−A)
onto the normed space (E, ‖ · ‖1),
i : (E, ‖ · ‖−A) → (E, ‖ · ‖1); i(x) = x, for all x in E.
Since E is of finite dimension, we obtain that i is bounded and by definition of ‖i‖ we get
‖i‖ = inf{c > 0 | ‖x‖1  c‖x‖−A, for all x in E} = sup
x∈E,‖x‖−A1
‖x‖1.
It follows, that  = 2‖i‖2 > 0 and
(∗)
(
2

) 1
2 = sup
x∈E,‖x‖−A1
‖x‖1.
To continue, fix some u = 0 inRn and recall
Fα = {x ∈ Rn|(x|u) = α}, α inR
and F = F0.
Furthermore let A be a real symmetric n × nmatrix of negative type on F and not of negative type
on Rn (note that this condition is equivalent to A is of negative type on F and there is some w in F1
with (Aw|w) > 0). Following some ideas of [7–10] we defineMF1(A)(= M for short) as
M = sup
x∈F1
(Ax|x)(> 0).
Theorem 3.1. Let u = 0 in Rn, F = {x ∈ Rn|(x|u) = 0} and F1 = {x ∈ Rn|(x|u) = 1}. Further let A
be a real symmetric n × n matrix of negative type on F and not of negative type on Rn. Let M = supx∈F1
(Ax|x).
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We have
1. A is of strict negative type on F if and only if A is nonsingular and (A−1u|u) = 0.
2. If A is of strict negative type on F then we have
(a) there is a unique (maximal) element z in F1 such that M = (Az|z).
(b) Az = Mu and M = (A−1u|u)−1.
Proof. Assume first that A is of strict negative type on F and let Ax = 0 for some x in Rn. Choose
some w in F1 with (Aw|w) > 0. If (x|u) = 0, we get
(
A
(
w − x
(x|u)
)
|w − x
(x|u)
)
 0 and hence
(Aw|w)  0, a contradiction. Thereforewe have x in F and so x = 0,which shows that A is nonsingular.
Now let y inRn be the unique element with Ay = u.
If y is in F we obtain (Ay|y) = 0 and hence y = 0, a contradiction. Therefore we have (A−1u|u) =
(y|u) = 0. Let z = 1
(y|u)y, z in F1. So Az =
1
(y|u)u and it follows that for all x in F1, x = z we get
(A(x − z)|x−z)< 0 and hence (Ax|x)< 1
(y|u) . Since (Az|z) =
1
(y|u) we getM =
1
(y|u) =
1
(A−1u|u)
and Az = Mu.
It remains to show that A nonsingular and (A−1u|u) = 0 implies that A is of strict negative type
on F .
Let (Ax|x) = 0 for some x in F . Since |(Ax|y)|2  (Ax|x)(Ay|y) for all y in F we get
Ax = λu, for some λ inR.
Hence 0 = (x|u) = λ(A−1u|u) and therefore λ = 0, which implies Ax = 0 and so x = 0. 
The following application was done in [10] (Theorem 2.11) for finite metric spaces of 1-negative
type (finite quasihypermetric spaces).
Corollary 3.2. Let (X, d)with X = {x1, x2, . . . , xn} be a finite metric space of p-negative type of at least
two points and let 1 = (1, 1, . . . , 1). (X, d) is of strict p-negative type if and only if
A = (d(xi, xj)p)ni,j=1
is nonsingular and (A−11|1) = 0.
Proof. Take u = 1, and note that (Aw|w) = d(xi, xj)
p
2
> 0, for w = ei + ej
2
in F1 and xi = xj and so
we are done by Theorem 3.1, part 1. 
Now let A be of strict negative type on
F = {x ∈ Rn|(x|u) = 0}, u = 0 inRn.
By Theorem 3.1 we know thatM = supx∈F1(Ax|x) is finite and there is a unique (maximal) element z
in F1, such thatM = (Az|z) and Az = Mu.
Define
C = MuuT − A.
Again by Theorem 3.1, C is positive semi-definite onRn with ker C = [z]. Therefore we can extend the
inner product (.|.)−A defined on F to a semi-inner product onRn given by
(x|y)C = (Cx|y), for x, y inRn.
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Furthermore we define
B = 1
M
zzT − A−1.
Since (BAx|Ax) = (Cx|x), for allx inRn, it follows thatB ispositive semi-definiteonRnwithker B = [u].
Before formulating the next lemma, dealing with dual norms on F , we define for xT = (x1, x2, . . . ,
xn) inR
n and a given (fixed) u = 0 inRn
o(x) = max
(
max
i,j∈ supp u
|uixj − ujxi|
|ui| + |uj| , maxi/∈ supp u |xi|
)
,
where
supp u = {1  i  n|ui = 0}.
Note that o(x+λu) = o(x), for all x inRn and λ inR (this follows immediately from the definition
of o(.) and the definition of supp u). Moreover it is easy to see, that o(.) defines a semi-norm on Rn
and o(x) = 0 if and only if x is in [u].
Lemma 3.3. We have
1. The dual norm of ‖.‖1 on F is given by ‖x‖∗1 = o(x), for all x in F.
2. The dual norm of ‖.‖−A on F is given by ‖x‖∗−A = ‖x‖B, for all x in F.
3. {x ∈ F|‖x‖∗1  1} = conv E, where
E =
{
x − (x|u)‖u‖22
u, x ∈ {−1, 1}n
}
.
Proof. ad 1. It is clear, that the set A of extreme points of {x ∈ F|‖x‖1  1} is obtained by intersecting
F with the edges conv {±ei,±ej}(1  i = j  n) of the cross-polytope conv {±ei, 1  i  n} ={x ∈ Rn|‖x‖1  1}.
Now fix some 1  i = j  n. An element x is in F∩ conv {±ei,±ej} if and only if there exists
some 0  λ  1, such that (x|u) = 0 and x = ±(1− λ)ei ± λej , which is equivalent to the equation
0 = ±(1 − λ)ui ± λuj , under the constraint 0  λ  1.
The case i, j ∈ supp u leads to x = ± uiej−ujei|ui|+|uj| .
If i ∈ supp u, j ∈ supp u (resp. i ∈ supp u, j ∈ supp u) we obtain x = ±ej (resp. x = ±ei).
Finally i, j ∈ supp u leads to F∩ conv {±ei,±ej} = conv {±ei,±ej} and hence the contribution to
the set A of extreme points of {x ∈ F|‖x‖1  1} is given by ±ei and ±ej . Summing up we get
A =
{
±uiej − ujei|ui| + |uj| , i, j ∈ supp u(i = j)
}
∪ {± ei, i ∈ supp u}
By convexity of the function y → |(x|y)| (for some fixed x) we get
‖x‖∗1 = sup
y∈F,‖y‖11
|(x|y)| = sup
y∈A
|(x|y)| = o(x), for all x ∈ F.
ad 2. Let x, y be in F .
(x|y)2 = (A−1x|Ay)2 = (A−1x|y)2−A = (A−1x|y)2C , since y ∈ F implies Cy = −Ay.
By Cauchy–Schwarz inequality, applied to the semi-inner product (.|.)C , we get
(x|y)2 = (A−1x|y)2C  (CA−1x|A−1x)(Cy|y) = (Bx|x)(y|y)−A = (Bx|x)‖y‖2−A.
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Hence |(x|y)|  (Bx|x) 12 ‖y‖−A.
By definition of the dual norm ‖.‖∗−A it follows that ‖x‖∗−A  (Bx|x)
1
2 .
Let y0 = (x|z)
M
z − A−1x. Note that y0 in F , since ker B = [u], and ‖y0‖2−A = (Bx|x) and so
‖x‖∗−A 
⎛
⎝x∣∣ y0
(Bx|x) 12
⎞
⎠ = (Bx|x) 12 .
ad 3. Let x be in {−1, 1}n. Now o
(
x − (x|u)‖u‖22
u
)
= o(x)  1 and hence E ⊆ {x ∈ F|‖x‖∗1  1}.
It is well known, that conv E = {x ∈ F|‖x‖∗1  1} if and only if
sup
x∈E
(y|x) = sup
x∈F,‖x‖∗11
(y|x), for all y ∈ F.
(For example see problem 16, page 347 in [5] and note that the bidual F∗∗ of F is isometrically
isomorphic to F). Since of course
‖y‖1 = sup
x∈F,‖x‖∗11
(y|x)
we have to show that
‖y‖1 = sup
x∈E
(y|x), for all y ∈ F.
For a given y in F choose αT = (α1, α2, . . . , αn) in {−1, 1}n such that ‖y‖1 = (y|α). So(
y
∣∣α − (α|u)u‖u‖22
)
= (y|α) = ‖y‖1 and hence
‖y‖1  sup
x∈E
(y|x).
Of course we have
‖y‖1  sup
x∈E
(y|x)
and hence
‖y‖1 = sup
x∈E
(y|x). 
Theorem 3.4. Let u = 0 be inRn and F = {x ∈ Rn|(x|u) = 0}. Further let A be a real symmetric n × n
matrix of strict negative type on F, and not of negative type onRn.
The gap A(F)(= ) of A on F is given by  = 2
β
, where
1. β = sup
x∈F,o(Ax)1
(−Ax|x),
2. β = max
x∈{−1,1}n(Bx|x),
where
B = (A−1u|u)−1(A−1u)(A−1u)T − A−1.
3. β = ‖B‖, where B is defined as in 2. and viewed as a linear operator from (Rn, ‖.‖∞) to (Rn, ‖.‖1).
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Proof. We have
ad. 1 By formula (∗) at the beginning of Section 3 we have  = 2
β
with
β
1
2 = sup
x∈F,‖x‖−A1
‖x‖1.
By Lemma 3.3, part 1,2 we get
β
1
2 = sup
x∈F,‖x‖−A1
‖x‖1 = sup
x∈F,‖x‖∗11
‖x‖∗−A = sup
x∈F,o(x)1
‖x‖B.
Recall that ker B = [u] and o(x + λu) = o(x), for all x inRn and λ inR (as mentioned after the
definition of o(.)). Hence
β = sup
x∈F,o(x)1
‖x‖2B = sup
x∈Rn,o(x)1
‖x‖2B = sup
y∈Rn,o(Ay)1
‖Ay‖2B,
since A is nonsingular by Theorem 3.1, part 1. Since ‖Ay‖2B = (Cy|y)where C = MuuT −A, Az =
Mu (see Theorem 3.1, part 2) we get
β = sup
y∈Rn,o(Ay)1
(Cy|y).
Since z is not in F , we can write each y in Rn as y = f + λz, for some f in F and λ in R. Recall
that ker C = [z] and o(Ay) = o(Af + λMu) = o(Af ) and so
β = sup
y∈Rn,o(Ay)1
(Cy|y) = sup
x∈F,o(Ax)1
(−Ax|x).
ad. 2 From above we have
β = sup
x∈F,‖x‖∗11
‖x‖2B = max
x∈E (Bx|x)
by Lemma 3.3, part 3, where
E =
{
x − (x|u)‖u‖22
u, x ∈ {−1, 1}n
}
.
Again using the fact, that ker B = [u] we get
β = max
x∈{−1,1}n(Bx|x).
ad. 3 Recall that B is positive semi-definite onRn and hence for all x, y in {−1, 1}n we get (Bx|y)2 
(Bx|x)(By|y) and so
β = max
x,y∈{−1,1}n(Bx|y) = maxx∈{−1,1}n ‖Bx‖1 = ‖B‖. 
Now let (X, d) be a finite metric space of strict p-negative type,
X = {x1, x2, . . . , xn}, n  2. Let A = (d(xi, xj)p)ni,j=1 and u = 1. By Corollary 3.2 we know that A is
nonsingular and (A−11|1) = 0. Recall that (Aw|w) = d(xi, xj)
p
2
> 0, for w = ei + ej
2
, i = j. Further
observe that u = 1 implies o(x) = max
i,j
|xi − xj|
2
, for all x ∈ Rn and x is in {−1, 1}n if and only x + 1
is in {0, 2}n with o(x) = o(x + 1). Applying Theorem 3.4 we get
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Theorem 3.5. Let (X, d)with X = {x1, x2, . . . , xn} be a finite metric space of strict p-negative type of at
least two points. Let
A = (d(xi, xj)p)ni,j=1 .
The p-negative type gap  of X is given by  = 2
β
, where
1. β = sup {(−Ay|y)|y1 + y2 + · · · + yn = 0 and |(Ay|ei − ej)|  2, for all 1  i, j  n} ,
2. β = max
x∈{−1,1}n(Bx|x) = 4 maxx∈{0,1}n(Bx|x), where B = (A
−11|1)−1(A−11)(A−11)T − A−1,
3. β = ‖B‖,
where B is defined as in 2. and viewed as a linear operator from (Rn, ‖.‖∞) to (Rn, ‖.‖1).
The following easy example illustrates how Theorem 3.5 can be used to calculate the p-negative
type gap  for a given finite metric space of strict p-negative type:
Example 3.6. Consider R2 equipped with the 1-norm induced metric and let X be the 4-point
subspace given by
X =
{
(0, 0),
(
1
2
, 0
)
,
(
−1
2
, 0
)
,
(
0,
1
2
)}
.
The distance matrix D of X is
D =
⎛
⎜⎜⎜⎜⎜⎝
0 1
2
1
2
1
2
1
2
0 1 1
1
2
1 0 1
1
2
1 1 0
⎞
⎟⎟⎟⎟⎟⎠ .
For p > 0 the matrix A considered in Theorem 3.5 is given by
A =
⎛
⎜⎜⎜⎜⎜⎝
0 2−p 2−p 2−p
2−p 0 1 1
2−p 1 0 1
2−p 1 1 0
⎞
⎟⎟⎟⎟⎟⎠ .
Now let x = (x1, x2, x3, x4) inR4 with x1 + x2 + x3 + x4 = 0.
We have
(Ax|x) = −
(
(21−p − 1)x21 + x22 + x23 + x24
)
.
If 2−p  1
3
we get
(
21−p − 1
)
x21 + x22 + x23 + x24  −
1
3
(x2 + x3 + x4)2 + x22 + x23 + x24 =
= 1
3
(
(x2 − x3)2 + (x2 − x4)2 + (x3 − x4)2
)
 0
and therefore
(Ax|x)  0.
On the other hand if 2−p < 1
3
we obtain for x = (3,−1,−1,−1)
(Ax|x) = −6(3.2−p − 1) > 0.
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Summing up the space X is of p-negative type if and only if p  ln 3
ln 2
and of strict p-negative type if
and only if p < ln 3
ln 2
.
For short let α = 2−p. We get
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 α α α
α 0 1 1
α 1 0 1
α 1 1 0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
A−1 = 1
3α2
⎛
⎜⎜⎜⎜⎜⎜⎝
−2 α α α
α −2α2 α2 α2
α α2 −2α2 α2
α α2 α2 −2α2
⎞
⎟⎟⎟⎟⎟⎟⎠
,
(A−11)T = 1
3α2
(3α − 2, α, α, α),
(A−11|1) = 2
3
α(3α − 1),
(A−11)(A−11)T = 1
9α4
⎛
⎜⎜⎜⎜⎜⎜⎝
(3α − 2)2 α(3α − 2) α(3α − 2) α(3α − 2)
α(3α − 2) α2 α2 α2
α(3α − 2) α2 α2 α2
α(3α − 2) α2 α2 α2
⎞
⎟⎟⎟⎟⎟⎟⎠
and hence
B = 1
2(3α − 1)
⎛
⎜⎜⎜⎜⎜⎜⎝
3 −1 −1 −1
−1 4α − 1 1 − 2α 1 − 2α
−1 1 − 2α 4α − 1 1 − 2α
−1 1 − 2α 1 − 2α 4α − 1
⎞
⎟⎟⎟⎟⎟⎟⎠
(Note that X is a simple example showing that A is nonsingular does not imply the strict p-negative
type property: see Corollary 3.2 together with (A−11|1) = 0 for p = ln 3
ln 2
.)
Routine calculations lead to
β = max
x∈{−1,1}4
(Bx|x) =
⎧⎨
⎩
6
3α−1 ,
1
3
< α  3
4
,
8α
3α−1 ,
3
4
 α.
Therefore the p-negative type gap  = 2
β
of X is given by
 =
⎧⎨
⎩
3
4
− 1
4
2−p, p  2 − ln 3
ln 2
,
2−p − 1
3
, 2 − ln 3
ln 2
 p < ln 3
ln 2
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4. Applications
Corollary 4.1. Let n be a natural number greater or equal to 3 and let Cn be the cycle graph with n vertices,
viewed as a finite metric space, equipped with the usual path metric. Then we have
1. Cn is of 1-negative type and of strict 1-negative type if and only if n is odd.
2. The 1-negative type gap  of Cn is given by
 =
⎧⎪⎨
⎪⎩
0, n even
1
2
n
n2−2n−1 , n odd.
Proof. Take the vertices {x1, x2, . . . , xn} of a regular n-gon on a circle C of radius r = n
2π
. It is evident,
that Cn can be viewed as the subspace {x1, x2, . . . , xn} of the metric space (C, d), where d is the arc-
length metric on C. It is shown in [4] (see Theorem 4.3 and Theorem 9.1) that (C, d) is of 1-negative
type and a finite subspace of (C, d) is of strict 1-negative type if and only if this subspace contains at
most one pair of antipodal points. Hence part 1 follows at once. The definition of implies that = 0
if n is even, so let us assume that n = 2k + 1, for some k inN.
Let A be the distance matrix of Cn = C2k+1. It is shown in [1] (Theorem 3.1) that A−1 is given by
A−1 = −2I − Ck − Ck+1 + 2k + 1
k(k + 1)1 1
T ,
where I is the identity matrix and C is the matrix (with respect to the canonical bases) of the linear
map on Rn, which sends each xT = (x1, x2, . . . , xn) to (x2, x3, . . . , xn, x1). Now A−11 = 1
k(k + 1)1
and so B (as defined in Theorem 3.5) is given by B = 2I + Ck + Ck+1 − 4
2k + 11 1
T and so
(Bx|x) = 2‖x‖22 −
4
2k + 1 (x|1)
2 + 2(x1xk+1 + · · · + xk+1x2k+1 + xk+2x1 + · · · + x2k+1xk),
for each xT = (x1, x2, . . . , x2k+1) inR2k+1.
Now let x be in {0, 1}2k+1 and let s = |{1  i  2k+ 1|xi = 1}|. In the case s = 0 and s = 2k+ 1
we get (Bx|x) = 0, so assume that 1  s  2k. Since
x1xk+1 + · · · + xk+1x2k+1 + xk+2x1 + · · · + x2k+1xk < ‖x‖22 = s,
we get
(Bx|x)  2s − 4
2k + 1 s
2 + 2(s − 1) = 2
(
2s − 1 − 2
2k + 1 s
2
)
.
It follows immediately, that
max
1s2k
(
2s − 1 − 2
2k + 1 s
2
)
= 2k
2 − 1
2k + 1
and hence
max
x∈{0,1}2k+1
(Bx|x)  4k
2 − 2
2k + 1 .
On the other hand define x in {0, 1}2k+1 as xT = (α1, α2, . . . , α2k+1), with αi = 1 if and only if
i ∈ {1, 2, . . . ,m, 2m + 1, 2m + 2, . . . 3m + 1} if k = 2m and αi = 1 if and only if i ∈ {1, 2, . . . ,m,
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2m + 2, 2m + 3, . . . , 3m + 2} if k = 2m + 1, m in N. In each case (k = 2m, 2m + 1) we get
(Bx|x) = 4k
2 − 2
2k + 1 . Summing up we have maxx∈{0,1}2k+1(Bx|x) =
4k2 − 2
2k + 1 and hence Theorem 3.5, part 2
implies  = 2k + 1
8k2 − 4 =
1
2
n
n2 − 2n − 1 . 
Corollary 4.2 (= Theorem 3.2 of [11]). Let (X, d) be a finite discrete space consisting of n points, n  2.
The 1-negative type gap  of X is given by
 = 1
2
(
1
 n
2
 +
1
 n
2

)
.
Proof. Let A be the distance matrix of X . We have A = 1 1T − I (I the identity matrix) and hence
A−1 = 1
n − 11 1
T − I. So the matrix B defined as in Theorem 3.5 is given by B = I − 1
n
1 1T . Applying
Theorem 3.5, part 2 we get
β = max
x∈{−1,1}n(Bx|x) = n −
1
n
min
x∈{−1,1}n(x|1)
2 =
⎧⎨
⎩ n, n even,n − 1
n
, n odd
and so  = 2
β
= 1
2
(
1
 n
2
 +
1
 n
2

)
. 
Recall that for a givenfinite connected simple graphG = (V, E) and a given collection {w(e), e ∈ E}
of positive weights associated to the edges of G, the graph G becomes a finite metric space, where the
metric is given by the natural weighted path metric on G. A finite metric tree T = (V, E) is a finite
connected simple graph that has no cycles, endowedwith the above given edge weighted pathmetric.
It is shown in [4] (Corollary 7.2) that metric trees are of strict 1-negative type.
Corollary 4.3 (=Corollary 4.14 of [2]). Let T = (V, E) be a finite metric tree. The 1-negative type gap 
of G is given by  =
⎛
⎝∑
e∈E
1
w(e)
⎞
⎠−1, where w(e) denotes the weight of the edge e.
Proof. It is shown in [1] (Theorem 2.1) that the inverse matrix A−1 of the distance matrix A of a finite
metric tree is given by
A−1 = −1
2
L +
⎛
⎝2∑
e∈E
w(e)
⎞
⎠−1 δδT ,
where L denotes the Laplacian matrix for the weighting of T that arises by replacing each edge weight
by its reciprocal and δ in Rn is given by δT = (δ1, δ2, . . . , δn) with δi = 2 − d(i), d(i) denotes the
degree of the vertex i. It follows easily that the matrix B defined as in Theorem 3.5 is given by B = 1
2
L.
Routine calculations show, that
(Bx|x)  2∑
e∈E
1
w(e)
, for all x in {−1, 1}n.
R. Wolf / Linear Algebra and its Applications 436 (2012) 1246–1257 1257
Moreover we get (Bx|x) = 2∑
e∈E
1
w(e)
, for xT = (x1, x2, . . . , xn) in {−1, 1}n, a 2-colouring of the
vertices 1, 2, . . . , n. By Theorem 3.5, part 2 we get  =
⎛
⎝∑
e∈E
1
w(e)
⎞
⎠−1. 
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