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Given free modules A C B over a principal ideal domain (PID) R, we ask: 
are there bases for A and B such that each basis element of A is a multiple 
of a basis element of B ? That is, are there bases (q : i E I) and {& : i E I} for 
A and B, respectively, such that J C I and, for each j E J, there is an element 
mj E R such that a5 = m$j ? In such a case we say that we have stacked bases 
for A and B. An obvious necessary condition for the existence of stacked 
bases is that B/A be a direct sum of cyclic modules. 
Kaplansky conjectured in 1954 ([3], pp. 66, 8O)l, and it is our object to 
prove, the following result. 
STACKED BASES THEOREM. Free modules A C B over a PID kawe stacked 
bases if and only if B/A is a direct sum of cyclic modules. 
This is well-known when B is finitely generated ([4], p. 162), and is the 
cornerstone of the theory of finitely generated modules over PIDs. The result 
can be proved in this case without explicitly assuming that B/A is a direct 
sum of cyclic modules, and concludes in addition that the elements m, , 
m2 ,..., m, can be chosen so that m, 1 ms 1 1.. 1 m, . This divisibility condition 
is clearly impossible to arrange in the infinitely generated case. 
The Stacked Bases Theorem can be interpreted on the level of chain 
complexes, as follows. Call a chain complex of R modules eZementary if it is 
isomorphic to one of the form *** 0 + mR C R -+ 0 -a*, where m E R and 
the unlisted terms are all 0. Then we have a 
COROLLARY. A chain complex C of modules over a PID is a direct sum of 
elementary chain complexes if, and only if, C isfiee and the homology H,(C) is 
a direct sum of cyclic modules. 
* The authors were partially supported during the preparation of this paper by 
grant GP 6895 from the National Science Foundation. 
* Page references are to the 2nd (1969) ed. of Kaplansky’s book. 
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The proof is straightforward. Note that applying the corollary to the chain 
complex 0 -+ A C B -+ 0 yields the original result. 
The arguments in the following sections are phrased in the language of 
abelian groups; the change to modules over PIDs is one of terminology, not 
substance. We thank Chih-Han Sah for the benefit of many discussions. A 
preliminary report has appear in [l]. 
1. FACTS ABOUT ABELIAN GROUPS 
(1 .l) Free abelian groups A C B, with B Jinitely generated, always have 
stacked bases. 
This is standard; see [12], p. 145 or [4], p. 162. 
(1.2) A subgroup of a direct sum of cyclic groups is itself a direct sum of 
cyclic groups. 
See [2], p. 174 or [3], p. 45. 
(1.3) Let C be a direct sum of cyclic groups and C* a $nitely generated 
subgroup of C. Then C* C c’, a jnitely generated direct summand of C. If a 
decomposition of C into the direct sum of cyclic subgroups is given, then c’ may 
be selected as a sum of finitely many of the given summands. 
The argument is trivial. 
(1.4) An element b in a free abelian group B is a member of some basis for 
B if and only ;f b is indivisible in B. 
This is an immediate consequence of (1.3) and (1.1). 
(1.5) Let b,, b, ,..., bM be elements of the free abelian group B, such that no 
integer > 1 divides them all. Then some linear combination of them is indivisible 
in B. 
Let A be the subgroup of B generated by 6, , b, ,..., bM . By (1.3), A is 
contained in a finitely generated direct summand of B, so for purposes of 
divisibility we may as well assume B itself is finitely generated. By (1.1) there 
exists a basis 61 , 8, ,..., 6, ,..., 6, for B such that m& , m&a ,..., m,b, is a 
basis for A. Then the gcd, (m, , m, ,..., m,), is 1 since it divides each bi . 
Hence, m,6, + m,6, + ..* + m,6,. is an indivisible element of B which, since 
it lies in A, is a linear combination of b, , b, ,..., bM . 
2. SPLITTINGS OF PRESENTATIONS 
All groups will be abelian. A presentation 5 of an abelian group C is a short 
exact sequence 
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in which B (and, therefore, also A) are free abelian groups. Note that we do 
not consider A and B to have distinguished bases. The single character 5 
will always denote the above presentation, and a subscript attached to 5‘ 
indicates that the same subscript should be attached to the other characters. 
A presentation 6 is an object in the category of short exact sequences of 
abelian groups and morphisms (i.e., commutative diagrams) of such sequen- 
ces. We say that .!j is finitely or countably generated if B is. Then A and C will 
also be finitely or countably generated. 
If B,, C B is a subgroup, let A,, = L-~B,, C, = TB,, , c0 = I 1 A, : A, + B,, 
andrr,,=7rIB,:B,+C,,. The corresponding & is called the subpresenta- 
tion of 5 determined by B, . 
If tr is a presentation for each i E 1, then we may in the obvious way form 
the direct sum E = eiEl fi , which will again be a presentation. In this 
terminology, we say that a presentation is stacked if it is isomorphic to a 
direct sum of presentations of the forms 
o+pzcz-tz,+o, 
where p can be any integer including 0 (in which case 02 = 0 and 2, = 2). 
Clearly, [ is stacked if, and only if, LA C B have stacked bases. 
(2.1) Let 4 be a presentation, and B = $& Bi a splitting of the corre- 
sponding B. In general we will have C = Clel ?TB~ , but not a direct sum, so 
that there will be no corresponding splitting of 6. However, if C = BiEI rrBi , 
then let Ai = L-~B{ . Given a E A, write ha = C bi . Then 0 = ma = C 7rbi 
implies each 7rbb, = 0 because C = @ TBi . By exactness, each b, = Lai , 
with ai E Aj . Therefore a = C ai because c is a monomorphism, and hence 
A =C+zAi. Then clearly A = &l Ai . Then we get the splitting 
5 = eisl ti , where fi is the subpresentation of [ determined by B, . 
(2.2) Given a presentation 6 and this time a splitting C = eisl Ci , there 
will in general be no corresponding splitting of 5. For example, 
f : 0 + 62 C 2 -+ Z, -+ 0 has no splitting corresponding to the splitting 
z, = 32, @ 22, gg z, @ z, . 
LEMMA 2.3. Given a presentation E and a splitting C = C, 0 C, where 
C, is free, there is always a corresponding splitting of 5. 
Let y : C---f C, be projection with kernel C, , Let B, = T-W, = ker ysr. 
Then the presentation 
0-tB,CBzC,-0 
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splits because C, is free. Choosing a map o : C, -+ B such that ?TU = lc, , 
we also get 70 = lcl . So we may rewrite 
Letting B, = UC, , we get B = B, @ B, with wB, = C, and ?TB, = C, . 
Then by (2.1) we get a corresponding splitting, f = [r @ 5s , where 
Note that the presentation 5, is trivially stacked. 
APPLICATION OF LEMMA 2.3. Let 4 be a presentation of a direct sum 
C of cyclic groups. Write C = C, 9 C, , where Cs is the torsion subgroup 
of C and C, is a free complement of C’s in C. Then by Lemma 2.3 we get a 
corresponding direct sum decomposition, ,$ = .$r @ 5s , as above. The 
presentation [r is trivially stacked, so that to prove [ is stacked it is sufficient 
to prove that [a is stacked. Now C’s is a direct sum ofjnite cyclic groups by 
(1.2), so in proving the Stacked Bases Theorem we may (and will) limit 
ourselves to this case. 
LEMMA 2.4. Let 5 be a presentation such that 
(1) B = &I&‘, where I is well-ordered; 
(2) c = @id G; 
(3) n(OjGi B,‘) = ejGi C, , fog each i EI. 
Then the subgroups Bi can be replaced by isomorphic subgroups B, such that 
(4) B = C&I Bi , 
(5) TBi = C+ , for each i E I. 
Then 4 = &s & , where Si is the subpresentation of f determined by B, . 
To start, note that (3) implies 
(3’) ?r(@,tj B,‘) = erGi C, , for each i EI, since 
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For each i E I, consider the following diagram. The map ‘yi is the projection 
with kernel Ci . The right hand map in the triangle is onto by(3’), hence a map 
q$ exists making the triangle commutative because Bi’ is free. Thus VVJJ$ = yrrr. 
?i/- 
e 0; 
,,-Cj<i 
-/-- 
/- lT 
B\- * : d cj 1 
j6i 
e cj 
Yi - j<i 
Now define 
Bt = (IBie - cpj) Bi’ = {bi’ - cpibi’ : bi’ E B,‘}. 
Then we obtain the following, information. 
(a) Bi is a subgroup of B, isomorphic to B,’ by (1). 
(b) TB~ C Ci . For 
YirBi = Y~T(IB~, : ~pi) Bi’ = (yim - yiyir) B,’ = 0, 
because yi is a projection. Hence, rBi C ker ‘yi = C, . 
(C> Bi + Oj<i B,’ = O,gt 5 B ‘. Clearly the left side is contained in the 
right side. Given an element bl + Crci b,’ in oIGd B,‘, we have 
yielding the reverse inclusion. 
Now 
~C,=~(~B~)=~(Bf+~B,‘)=~Bi+~C, 
i-c5 iii 
by (3), (c) and (3’). Combining this with (b) yields nB( = Ci , as required 
by (5). 
(d) xfaa Bj = GiGi B,‘. This follows from (c) by transfinite induction 
on i. (If I is not well-ordered, this assertion, and with it the whole construc- 
tion, generally fails.) 
(e) tic i Bj = ojqi Bj = Big i B3’. Again by transfinite induction on i. So 
we may assume (by a trivial argument) that cjii B* = Bi<i Bj = &i B,‘. 
Suppose then that bi E Bi n @jci Bj = Bi n Gj<i B,‘. But b, = bi - q$i 
for some b,’ E B,‘, and pib,’ E @j<d B,‘. Hence, bi E B,’ IT @j<i B,’ = 0. 
Then bi’ = 0, and so bi = 0. Hence the required sum is direct. 
(4) now follows from (1) and (e). The splitting 4 = Gtfl & then follows 
from (2.1), and the proof is complete. 
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3. AN EXAMPLE 
The following example explains why the Stacked Bases Theorem will not 
be proved in an invariant, basis-free way. 
Consider the presentation 5 : 0 + A C B 1 C + 0, where B is a count- 
ably generated free abelian group with basis (b, , b, , b, ,...> and C is a 
countable direct sum of cyclic groups of order 2 with basis {c,, c, , ca ,...} and 
P&J = c,, for all n. Then A = 2B has a basis {2b, , 26, , 2ba ,... }. 
At the same time, consider the subgroup B’ of B with basis {b,’ = b, - 2b, , 
b,’ = b, - 2b,, b,’ = b, - 2b, ,...}. N ote that B/B’ is isomorphic to the 
additive group of rational numbers with denominator a power of 2. 
For each n, B has a basis {b,,‘, b,‘,..., b,‘, b,,, , b,,, ,... } which is stacked 
with the basis {2b,‘, 2b,‘,..., 2b,‘, 2b,+, , 2b,+z ,... } for A. Thus we may 
think of {2b,‘, 2b,‘,..., 2b,‘} and {b,,‘, bl’,..., b,‘} as partially stacked bases for 
A C B. Yet the increasing union of these partially stacked bases is not a 
portion of stacked bases for A C B, because B’ is not a direct summand of B. 
It is in this sense that a Zorn’s Lemma type argument for the Stacked Bases 
Theorem will fail, even though the theorem itself is clearly true for this 
example. 
This example has the following sidelight. Let B,’ denote the infinite 
cyclic subgroup of B’ generated by a,‘. Then 
because 
B’= &B,‘CBCfi B,‘, 
n=0 n-0 
Since B’ is not a direct summand of B, it is certainly not a direct summand 
of the larger group n,“r, B,,‘. Thus (a known result): a countable direct sum 
of infinite cyclic groups is not a direct summand of the corresponding count- 
able direct product. 
4. LEMMAS X, Y, AND Z 
LEMMA X. Let 8 be a presentation of the direct sum C of finite cyclic groups, 
and let C* be a finitely generated subgroup of C. Then there is a split- 
ting f = & @ & such that 
(1) c*c Cl > 
(2) [I is finitely generated and hence stacked. 
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LEMMA Y. Again let 4 be a presentation of the direct sum C of finite cyclic 
groups, and let B* be ajinitely generated subgroup of B. Then there is a splitting 
f = & @ & such that 
(1) B*CB,, 
(2) f1 is Jinitely generated and hetxe stacked. 
Note that, trivially, Lemma Y + Lemma X. For given a finitely generated 
subgroup C* C C, we can pick a finitely generated subgroup B* C B mapping 
onto it. The splitting guaranteed by Lemma Y with B* C B, implies C* C C, 
and, hence, Lemma X. Nevertheless, we will prove Lemma X first and then 
from it Lemma Y. 
LEMMA Z. Any presentation .$ of a direct sum of cyclic groups is itself a 
direct sum of countably generated presentations. 
5. PROOF OF MAIN THEOREM, ASSUMING LEMMAS X, Y, AND Z 
Let 5 be a presentation of the direct sum C of cyclic groups. By the Applica- 
tion following Lemma 2.3, we may assume that C is a direct sum of finite 
cyclic groups. By Lemma Z, we may assume that [ is countably generated. 
So let {b, , bz ,...} be a countable basis for B. 
By Lemma Y there is a splitting f = [r @ (,‘, such that b, E & and 
such that 5, is finitely generated and, hence, stacked. Let b,’ be the projection 
of b, into B,‘. Then again by Lemma Y there is a splitting &’ = 5, @ &‘, 
such that b,’ E B, and such that & is finitely generated and, hence, stacked. 
Thus far we have [ = II @ & @ [a’, with both b, and b, in B, @B, . 
Continuing in this way we get a splitting [ = &.r & , with each 6, 
finitely generated and hence stacked. Thus, 5 itself is stacked. 
So it remains now to prove Lemmas X, Y, and Z. 
6. PROOF OF LEMMA X 
We are given a presentation 5 : 0 -+ A i B % C -+ 0, where C is a direct 
sum of finite cyclic groups, and are required to split off from ( a finitely 
generated presentation of a subgroup C, C C which contains a preassigned 
finitely generated subgroup C* C C. 
Decompose C further, if necessary, so that it is a direct sum of cyclic 
groups of prime-power order, C = @,,,Z,;i . Let ci be a generator of 
Z+ , so that C is generated by the elements ci with the relations ppc, = 0. 
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The main part of the argument consists in splitting off from f a singly 
generated presentation of a subgroup of C containing 2~ . Pick b, E B 
with “Ir, = c1 . In general, b, will not be indivisible in B, so write 4 = nrbr’, 
where n, is an integer > 1 and b,’ is indivisible in B. Suppose that (after the 
necessary renumbering) 
with each yi + 0 (mod ~2). Then 
Hence, 
cl = rbl = qb,’ = 
n,y, E 1 (mod p?) 
nly, = 0 (mod p:“), 2<ifN. 
Thus, (n, , p,) = I, while pi ( n, for 2 < i < N. In particular, the primes 
Pa 3 P3 ,**-> PN are distinct from p1 (though not necessarily from one another). 
Now write n, = .mr’, where n,’ contains all the powers of pz , p, ,..., pN 
dividing n, , while s contains the remaining factors. Then (s, pi) = 1 for 
1 < i < N, so we can choose an integer t such that 
Since 
in C, we have 
n(nl’b,‘) = tm(n,‘b,‘) = trr(s-n,‘b,‘) = trr(%b,‘) = tp(b,) = tcl = cl’, 
an alternative generator for Z+ since (t, p;1) = 1. 
Thus far we have 
(11) 4’1 indivisible in B; 
(A) n,‘, an integer divisible only by powers of pz , p3 ,..., pN , and not 
by P,‘, 
(3,) &‘b,‘) = c,‘, a generator of 2~ . 
Reorder the indices from 2 to iV, if necessary, so that among the primes 
p1 , pa )...) PN, the primes pr , pa ,..., PM are distinct while p,,, , pM+z ,..., pi 
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duplicate some of those from p, through pM . Now repeat the above con- 
struction for each index i, 2 < i < M, to find 
(lr) bd’, indivisible in B; 
(2*) R{, an integer not divisible by pi , 
(33 n(n,&‘) = cd’, a generator of Z,r, . I 
Note that for 2 < i < M, we make no assertion about what other primes may 
divide nil. 
It will be convenient if, for 1 < i < M, the integer nil is divisible by each 
prime from p, through pM , with the exception of pi . This is already true 
true for i = 1. For 2 < i < M, simply multiply ni by p&, *.*k 9.. p,, 
where the “hat” denotes omission. At the same time, replace the generator 
q’ of 2~ by (p,p, ..- ji e-e pM) ci’, which will still be a generatorbecause the 
primes pI ,pz ,...,pM are distinct. For simplicity we will assume this has 
already been done, without changing the notation. Thus we may add, for 
I <Z-GM, 
(41) ni’ is divisible by p,p, *. * ji * ** pM . 
Next we show that n,‘b,‘, nz’ba’ ,..., n,‘b,’ are elements of B such that no 
integer > 1 divides them all. Since the bi’ are indivisible in B, any divisibility 
rests with the coefficients 7tf’. But %’ is divisible only by the primes 
PZ 3 P, I***, PM according to (2,), whereas ni’ is not divisible by p, for 
2 < i < M according to (21). Then by (1.5), some linear combination 
is indivisible in B. Notice that for 1 < i < M, Is, is not divisible by pi . 
Otherwise, using (4r), every term in the above linear combination would be 
divisible by pi, contradicting the indivisibility of b. Therefore, &zi is a 
generator of Z+ for 1 < i < M. Hence, 
is a generator of ZQ @ Z+ @ 1’. @ ZPz , which is a direct surnmand of C. 
Now let B,’ be the infinite cyclic subgroup of B generated by b. Since b 
is indivisible in B, B,’ is a direct summand of B by (1.4). So write 
B = B,’ @ B,‘. Let C, = ZQ @ Zg;a @ *** @ Zpz , and let C, be the direct 
sum of the remaining direct summands of C, so that C = C, @ C, . Then 
TB,’ = C, and r(B,’ @ B,‘) = C, @ C, , so we are in a very simple case 
of the situation considered in Lemma 2.4. By that lemma we may choose 
B, = B,’ and B, , subgroups of B such that B = Bl @B, , vBl = C, and 
?rBz = C, . Then the presentation 5 splits accordingly, 6 = e1 @ .$ , where 
,$I is singly generated and hence certainly stacked. 
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Since ZP1rl C C, , we have split off a given prime-power cyclic direct 
summand of C. Iterating this argument will split off any finitely generated 
direct summand of C, and, hence, by (1.3) any finitely generated sub- 
group of C, into a finitely generated (and, therefore, stacked) presentation. 
This completes the proof of Lemma X. 
7. PROOF OF LEMMA Y 
We are given a presentation 5 of a direct sum C of finite cyclic groups, and 
are required to split off a given finitely generated subgroup B* C B into a 
finitely generated presentation, 
By (1.3), choose a splitting B = B, 0 L(, such that B* C B, and B, is 
finitely generated. Then C = nB, + ?TB, = C’s + C, , but this is generally 
not a direct sum. Consider the subpresentation .$ C 6 determined by B, . 
Then C, is still a direct sum of finite cyclic groups by (1.2). Also C’s is finitely 
generated because B, is, and hence Cs n C, is a finitely generated subgroup 
of c,. 
Now apply Lemma X to find a splitting ta = & @ & , such that & is 
finitely generated and Ca n C, C C’s . Then 
B=B,OB,=B,O(B,OB,)=(B,OB,)OB,=B,OB,, 
where B, = B, @ B, is finitely generated. Hence, C = TB, + wB, = C, + C, 
Suppose ca E C, n C, . Since C, = Ca + C, , we may write cs = ca + c, , 
with ca ECU and cs ECU. Then ca = ca - c5. But Cs @C, = C, and 
Ca n C, C C, . Therefore, cs = 0. Hence, C, n C, = 0, so C = Cl @ C, . 
Take the corresponding splitting, 5 = 5, @ Ea . Since 
B*CB,CB,@B,=B1, 
and since El is finitely generated (because B, and B, are), we have proved 
Lemma Y. 
8. PROOF OF LEMMA 2 
We are given a presentation 5 of a direct sum C of cyclic groups, and are 
required to decompose 6 into a direct sum of countably generated presenta- 
tions. 
Let {bi : i ~1) be a basis for B, where I is well-ordered. (So at this point, 
we are using the Axiom of Choice.) Write C as a direct sum of cyclic groups, 
and let {clc : K E K} be a corresponding basis for C. We will define, for each 
i E 1, subgroups Bi' C B and Ci C C such that 
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(li) Bi’ has as a basis a countable (finite or infinite) subset of the given 
basis for B; 
(2i) Cd has as a basis a countable subset of the given basis for C; 
(3i) If i > j, the bases for Bi’ and Bi are disjoint; likewise the bases for 
Ci and C, are disjoint; 
(4) Z:iGi B,’ = @jai B,’ and &t Ci = @j<i Cj ; 
(3) bi E @j<i Bj’ ; 
(61) r(@j<i Bj’) = Cj&<i Ci ; 
(7) B=@Bi’ and c= @Cj. 
id iSI 
To start, consider b, . Then A+ is a linear combination of finitely many 
basis elements of C, say ck, , cL, ,..., c,., . Thus, 
+I>) c (Ckl 7 Ckz ,***2 Ck,), (8) 
where parentheses denote “subgroup generated by”. Now each of 
ck.l > ck, >*--Y ckr is the image under r of a finite linear combination of basis 
elements of B. Hence, we may pick bil, bi8 ,..., bg8 from the remaining basis 
elements for B so that 
Then each of gbil , rbip ,. .., rrbja is a finite linear combination of basis elements 
of C. Hence, we may pick ck 9+1 ’ 'k,,, 9***, ck, from the remaining basis ele- 
ments for C so that 
Seesawing back and forth this way, there arc just three possibilities. We 
may arrive at a stage such as (9), immediately after which no new cL’s need 
to be added in order to reverse the inclusion. In such a case, (9) is really an 
equality. Or we may arrive at a stage such as (lo), immediately after which 
no new hi’s need be added to reverse the inclusion. In that case, (10) would be 
an equality. Or finally we go back and forth (countably) forever, and produce 
an equality 
71.((bl , bil , bi, ,-)) = (ckl , ck, P.). (11) 
If we stop at a stage such as (9), we define 
3,’ = (b, t bi, , bi2 ,-.., b&s) and c, = @k,, 4, ,***P ckr)- 
4w4/4-6 
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If we stop at a stage such as (lo), we define 
If we go on forever, as in (1 l), we define 
and cl = @kl , ck, ,-*)* 
In any case, (1J through (6,) are immediately seen to hold, and the first step 
of the construction is complete. 
Suppose then that B,' and C, have already been constructed so that (lj) 
through (6J hold for all i < i. As in the proof of Lemma 2.4, we obtain 
(1%) +Ojci Bj’) = Oj<i Cj , 
by using (6k) for k < i. 
Now consider two possibilities. If b, E &Xi B,I, simply define Bi = 0 
and Ci = 0. Then (lr) through (61) follow quickly [(69 in particular, by 
using (12i)] . 
If b, # olci Bi , then consider &, which is a linear combination of 
finitely many basis elements of C. Some of these already appear in @,<i C!, . 
Denote the remaining ones by cK1 , I+, ,..., I+, so that 
(13) 
Each of clc, , cKg ,..., ck, is the image under v of a finite linear combination of 
basis elements of B, some of which already appear in oj<i Bi . Pick 
bil 9 bia Y***, bi, from the remaining basis elements so that 
Seesawing back and forth just as in the first step of the construction, we 
obtain subgroups Bi C B and C, C C such that (li) through (6$ hold. This 
completes (by transfinite induction on I) the construction, after which (7) 
obviously holds. 
The conditions (7) and (6$ are precisely the conditions under which we may 
apply Lemma 2.4. The subgroups Bi' are, therefore, replaced by isomorphic 
subgroups Bi C B such that still B = @isI Bi and C = &I C, , but now 
also ?rB, = Ci for all i E I. Letting & denote the subpresentation determined 
by Bd , we obtain the splitting f = &I & . Since Bi is isomorphic to the 
countably generated group Bt', each & is countably generated, so Lemma 2 
is proved. 
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