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Abstract
We use SLE6 paths to construct a process of continuum nonsimple loops in the
plane and prove that this process coincides with the full continuum scaling limit of
2D critical site percolation on the triangular lattice – that is, the scaling limit of the
set of all interfaces between different clusters. Some properties of the loop process,
including conformal invariance, are also proved.
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1 Introduction and Main Results
In the theory of critical phenomena it is usually assumed that a physical system near
a continuous phase transition is characterized by a single length scale (the “correlation
length”) in terms of which all other lengths should be measured. When combined with
the experimental observation that the correlation length diverges at the phase transition,
this simple but strong assumption, known as the scaling hypothesis, leads to the belief
that at criticality the system has no characteristic length, and is therefore invariant under
scale transformations. This suggests that all thermodynamic functions at criticality are
homogeneous functions, and predicts the appearance of power laws. It also means that
it should be possible to rescale a critical system appropriately and obtain a continuum
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model (the “continuum scaling limit”) which may have more symmetries and be easier to
study than the original discrete model defined on a lattice.
Indeed, thanks to the work of Polyakov [27] and others [6, 7], it was understood by
physicists since the early seventies that critical statistical mechanical models should pos-
sess continuum scaling limits with a global conformal invariance that goes beyond simple
scale invariance, as long as the discrete models have “enough” rotation invariance. This
property gives important information, enabling the determination of two- and three-point
functions at criticality, when they are nonvanishing. Because the conformal group is in
general a finite dimensional Lie group, the resulting constraints are limited in number;
however, the situation becomes particularly interesting in two dimensions, since there
every analytic function ω = f(z) defines a conformal transformation, at least at points
where f ′(z) 6= 0. As a consequence, the conformal group in two dimensions is infinite-
dimensional.
After this observation was made, a large number of critical problems in two dimensions
were analyzed using conformal methods, which were applied, among others, to Ising and
Potts models, Brownian motion, Self-Avoiding Walk (SAW), percolation, and Diffusion
Limited Aggregation (DLA). The large body of knowledge and techniques that resulted,
starting with the work of Belavin, Polyakov and Zamolodchikov [6, 7] in the early eight-
ies, goes under the name of Conformal Field Theory (CFT). In two dimensions, one of
the main goals of CFT and its most important application to statistical mechanics is
a complete classification of all universality classes via irreducible representations of the
infinite-dimensional Virasoro algebra.
Partly because of the success of CFT, work in recent years on critical phenomena
seemed to slow down somewhat, probably due to the feeling that most of the leading
problems had been resolved. Nonetheless, however powerful and successful it may be,
CFT has some limitations and leaves various open problems. First of all, the theory deals
primarily with correlation functions of local (or quasi-local) operators, and is therefore
not always the best tool to investigate other quantities. Secondly, given some critical
lattice model, there is no way, within the theory itself, of deciding to which CFT it
corresponds. A third limitation, of a different nature, is due to the fact that the methods
of CFT, although very powerful, are generally speaking not completely rigorous from a
mathematical point of view.
In a somewhat surprising twist, the most recent developments in the area of two-
dimensional critical phenomena have emerged in the mathematics literature and have
followed a new direction, which has provided new tools and a way of coping with at least
some of the limitations of CFT. The new approach may even provide a reinterpretation of
CFT, and seems to be complementary to the traditional one in the sense that questions
that are difficult to pose and/or answer within CFT are easy and natural in this new
approach and vice versa.
These new developments came on the heels of interesting results on the scaling limits of
discrete models (see, e.g., the work of Aizenman [1,2], Benjamini-Schramm [8], Aizenman-
Burchard [3], Aizenman-Burchard-Newman-Wilson [4], Aizenman-Duplantier-Aharony [5]
and Kenyon [18, 19]) but they differ greatly from those because they are based on a
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radically new approach whose main tool is the Stochastic Loewner Evolution (SLE), or
Schramm-Loewner Evolution, as it is also known, introduced by Schramm [32]. The new
approach, which is probabilistic in nature, focuses directly on non-local structures that
characterize a given system, such as cluster boundaries in Ising, Potts and percolation
models, or loops in the O(n) model. At criticality, these non-local objects become, in the
continuum limit, random curves whose distributions can be uniquely identified thanks to
their conformal invariance and a certain “Markovian” property. There is a one-parameter
family of SLEs, indexed by a positive real number κ, and they appear to be the only
possible candidates for the scaling limits of interfaces of two-dimensional critical systems
that are believed to be conformally invariant.
In particular, substantial progress has been made in recent years, thanks to SLE,
in understanding the fractal and conformally invariant nature of (the scaling limit of)
large percolation clusters, which has attracted much attention and is of interest both for
intrinsic reasons, given the many applications of percolation, and as a paradigm for the
behavior of other systems. The work of Schramm [32] and Smirnov [36] has identified the
scaling limit of a certain percolation interface with SLE6, providing, along with the work
of Lawler-Schramm-Werner [25, 26] and Smirnov-Werner [40], a confirmation of many
results in the physics literature, as well as some new results.
However, SLE6 describes a single interface, which can be obtained by imposing special
boundary conditions, and is not in itself sufficient to immediately describe the scaling
limit of the unconstrained model (without boundary conditions) in the whole plane. In
particular, not only the nature and properties, but the very existence of the scaling limit
of the collection of all interfaces remained an open question. This is true of all models,
such as Ising and Potts models, that are represented in terms of clusters, and where the set
of all interfaces forms a collection of loops. As already indicated by Smirnov [37], such a
collection of loops should have a continuum limit, that we will call the “full” scaling limit
of the model. The single interface limit is ideal for analyzing certain crossing/connectivity
probabilities but not so good for others; in Section 1.1 we give a few examples showing the
use of the full scaling limit to represent such probabilities. In the context of percolation,
in [10] the authors used SLE6 to construct a random process of continuous loops in
the plane, which was identified with the full scaling limit of critical two-dimensional
percolation, but without detailed proofs. (For a discussion of whether this full scaling
limit is a “black noise,” see [41]. For an analysis of random processes of loops related
to SLEκ for other values of κ, and conjectured to correspond to the full scaling limits of
other statistical mechanics models, see [33, 35, 42].)
In this paper, we complete the analysis of [10], making rigorous the connection between
the construction given there and the full scaling limit of percolation, and we prove some
properties of the full scaling limit, the Continuum Nonsimple Loop process, including (one
version of) conformal invariance. The present work, as well as that of Smirnov [36, 37],
builds on a collection of papers, including [1–3,5,21,22], which provided both inspiration
and essential technical results. The proofs are based on the fact that the percolation
exploration path converges in distribution to the trace of chordal SLE6, as argued by
Schramm and Smirnov [32, 36–39], and in particular on a specific version of this conver-
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gence that we will call statement (S) (see Section 5). We note that no detailed proof of
any version of convergence to SLE6 has been available. Nevertheless, at the request of
the editor, we do not include a detailed proof of statement (S) in the present paper, as
originally planned [11], due to length considerations.
However, a detailed proof of statement (S), based on Smirnov’s theorem about the
convergence of crossing probabilities to Cardy’s formula [36], is now the topic of a separate
paper [12]. We note that statement (S) is restricted to Jordan domains while no such
restriction is indicated in [36, 37].
The rest of the paper is organized as follows. In Section 1.1, we provide a quick
presentation of Theorems 1, 2, and 3, which represent most of our main results, with
some definitions postponed until Section 2, including that of SLE6. Section 3 is devoted
to the construction mentioned in Theorem 3 of the Continuum Nonsimple Loop process
in a finite region D of the plane. In Section 4, we introduce the discrete lattice model and
a discrete construction analogous to the continuum one presented in Section 3. Most of
the main technical results of this paper are stated in Section 5, while Section 6 contains
the proofs, using (S), of those results and the results in Section 1.1.
1.1 Main Results
At the percolation critical point, with probability one there is no infinite cluster (in two
dimensions), therefore the percolation cluster boundaries form loops (see Figure 1, where
site percolation on the triangular lattice T is depicted exploiting the duality between T
and the hexagonal lattice H). We will refer to the continuum scaling limit (as the mesh
size δ of the rescaled hexagonal lattice δH goes to zero) of the collection of all these loops
as the Continuum Nonsimple Loop process. Its existence is the content of Theorem 1 and
some of its properties are described in Theorem 2 below.
The Continuum Nonsimple Loop process can be described as a “gas” of loops, or more
precisely, a probability measure on countable collections of continuous, nonsimple, fractal
loops in the plane. Later in this paper, we will provide precise definitions of the objects
involved in the next three theorems as well as detailed proofs.
Theorem 1. In the continuum scaling limit, the probability distribution of the collection
of all boundary contours of critical site percolation on the triangular lattice converges to
a probability distribution on collections of continuous, nonsimple loops.
Theorem 2. The Continuum Nonsimple Loop process whose distribution is specified in
Theorem 1 has the following properties, which are valid with probability one:
1. It is a random collection of countably many noncrossing continuous loops in the
plane. The loops can and do touch themselves and each other many times, but there
are no triple points; i.e. no three or more loops can come together at the same point,
and a single loop cannot touch the same point more than twice, nor can a loop touch
a point where another loop touches itself.
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Figure 1: Finite portion of a (site) percolation configuration on the triangular lattice
T . Each hexagon of the hexagonal lattice H represents a site of T and is assigned one
of two colors. In the critical percolation model, colors are assigned randomly with equal
probability. The cluster boundaries are indicated by heavy lines; some small loops appear,
while other boundaries extend beyond the finite window.
2. Any deterministic point z in the plane (i.e., chosen independently of the loop process)
is surrounded by an infinite family of nested loops with diameters going to both zero
and infinity; any annulus about that point with inner radius r1 > 0 and outer radius
r2 <∞ contains only a finite number N(z, r1, r2) of those loops. Consequently, any
two distinct deterministic points of the plane are separated by loops winding around
each of them.
3. Any two loops are connected by a finite “path” of touching loops.
The next theorem makes explicit the relation between the percolation full scaling limit
and SLE6. Its proof (see Section 6) relies on an inductive procedure that makes use of
SLE6 at each step and allows to obtain collections of loops with the correct distribution.
Theorem 3. A Continuum Nonsimple Loop process with the same distribution as in
Theorem 1 can be constructed by a procedure in which each loop is obtained as the con-
catenation of an SLE6 path with (a portion of) another SLE6 path (see Figure 4). This
procedure is carried out first in a finite disk DR of radius R in the plane (see Section 3.2),
and then an infinite volume limit, DR → R2, is taken.
Remark 1.1. There are various possible ways to formulate the conformal invariance
properties of the Continuum Nonsimple Loop process. One version is given in Theorem 7.
Next we give some examples showing how the scaling limit of various connectiv-
ity/crossing probabilities can be expressed in terms of the loop process. Although we
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cannot say whether this fact may eventually lead to exact expressions going beyond
Cardy’s formula, it at least shows that scaling limits of such probabilities exist and are
conformally invariant (early discussions of scaling limits of connectivity functions and of
the consequences of conformal invariance for such quantities are given in [1, 2]). The
examples will also highlight the natural nested structure of the collection of percolation
cluster boundaries in the scaling limit.
Consider first an annulus centered at z with inner radius r1 and outer radius r2 (see
Figure 2). The scaling limit p(r1, r2) of the probability of a crossing of the annulus (by
crossing here we refer to a “monochromatic” crossing, i.e., a crossing by either of the two
colors, as discussed in Section 4 – see also Figure 1) can be expressed as follows in terms
of the random variable N(z, r1, r2) defined in Theorem 2 above: p(r1, r2) is the probability
that N(z, r1, r2) equals zero. More generally, N(z, r1, r2) represents the scaling limit of
the minimal number of cluster boundaries traversed by any path connecting the inner and
outer circles of the annulus.
Figure 2: An annulus whose inner disc is surrounded by a continuum nonsimple loop.
There is no monochromatic crossing between the inner and outer discs. Other continuum
nonsimple loops are shown in the figure, but they do not affect the connectivity between
the inner and outer discs.
An example with more geometric structure involves two disjoint discs D1 and D2 in
the plane and the scaling limit p(D1, D2) of the probability that there is a crossing from
D1 to D2 (see Figure 3). Here we let N1 denote the number of distinct loops in the
plane that contain D1 in their interior and D2 in their exterior, and define N2 in the
complementary way. Then p(D1, D2) is the probability that N1 = N2 = 0, and the scaling
limit of the minimal number of cluster boundaries that must be crossed to connect D1 to
D2 is N1 +N2.
One can also consider, as in [1, 2], the probability of a single monochromatic cluster
in the exterior E of the union of m disjoint discs (or other regions) connecting all m disc
boundaries. In the scaling limit, this can be expressed as the probability of the event that
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D1
D2
Figure 3: Each one of the two disjoint discs in the figure is surrounded by a continuum
nonsimple loop that has the other disc in its exterior. The minimal number of cluster
boundaries that must be crossed to connect the two discs is two.
there is a single continuous (nonsimple) curve in E touching all m disc boundaries that
does not cross any of the loops of the Continuum Nonsimple Loop process.
We conclude this section by remarking that the Continuum Nonsimple Loop process
is just one example of a family of “conformal loop ensembles” that are related to SLE
and to the Gaussian Free Field (see [33, 35, 42, 44, 45]), and are conjectured to describe
the full scaling limit of statistical mechanics models such as percolation, Ising and Potts
models. The work of Lawler, Schramm, Sheffield and Werner has provided tools to define
such loop ensembles in the continuum and to study some of their properties. But the key
question concerning the proof of their connection to the discrete models via a continuum
scaling limit remains an important open challenge, the only exception currently being
percolation, as we show in this paper.
2 Preliminary Definitions and Results
We will find it convenient to identify the real plane R2 and the complex plane C. We will
also refer to the Riemann sphere C∪∞ and the open upper half-plane H = {x+iy : y > 0}
(and its closure H), where chordal SLE will be defined (see Section 2.3). D will denote
the open unit disc D = {z ∈ C : |z| < 1}.
A domain D of the complex plane C is a nonempty, connected, open subset of C; a
simply connected domain D is said to be a Jordan domain if its (topological) boundary
∂D is a Jordan curve (i.e., a simple continuous loop).
We will make repeated use of Riemann’s mapping theorem, which states that if D is
any simply connected domain other than the entire plane C and z0 ∈ D, then there is a
unique conformal map f of D onto D such that f(z0) = 0 and f
′(z0) > 0.
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2.1 Compactification of R2
When taking the scaling limit as the lattice mesh size δ → 0 one can focus on fixed finite
regions, Λ ⊂ R2, or consider the whole R2 at once. The second option avoids dealing with
boundary conditions, but requires an appropriate choice of metric.
A convenient way of dealing with the whole R2 is to replace the Euclidean metric with
a distance function ∆(·, ·) defined on R2 × R2 by
∆(u, v) = inf
ϕ
∫
(1 + |ϕ|2)−1 ds, (1)
where the infimum is over all smooth curves ϕ(s) joining u with v, parameterized by
arclength s, and where | · | denotes the Euclidean norm. This metric is equivalent to the
Euclidean metric in bounded regions, but it has the advantage of making R2 precompact.
Adding a single point at infinity yields the compact space R˙2 which is isometric, via
stereographic projection, to the two-dimensional sphere.
2.2 The Space of Curves
In dealing with the scaling limit we use the approach of Aizenman-Burchard [3]. Denote
by SR the complete separable metric space of continuous curves in the closure DR of
the disc DR of radius R with the metric (2) defined below. Curves are regarded as
equivalence classes of continuous functions from the unit interval toDR, modulo monotonic
reparametrizations. γ will represent a particular curve and γ(t) a parametrization of γ;
F will represent a set of curves (more precisely, a closed subset of SR). d(·, ·) will denote
the uniform metric on curves, defined by
d(γ1, γ2) ≡ inf sup
t∈[0,1]
|γ1(t)− γ2(t)|, (2)
where the infimum is over all choices of parametrizations of γ1 and γ2 from the interval
[0, 1]. The distance between two closed sets of curves is defined by the induced Hausdorff
metric as follows:
dist(F ,F ′) ≤ ε⇔ (∀ γ ∈ F , ∃ γ′ ∈ F ′ with d(γ, γ′) ≤ ε, and vice versa). (3)
The space ΩR of closed subsets of SR (i.e., collections of curves in DR) with the metric (3)
is also a complete separable metric space. We denote by BR its Borel σ-algebra.
For each fixed δ > 0, the random curves that we consider are polygonal paths on the
edges of the hexagonal lattice δH, dual to the triangular lattice δT . A superscript δ is
added to indicate that the curves correspond to a model with a “short distance cutoff”
of magnitude δ.
We will also consider the complete separable metric space S of continuous curves in
R˙2 with the distance
D(γ1, γ2) ≡ inf sup
t∈[0,1]
∆(γ1(t), γ2(t)), (4)
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where the infimum is again over all choices of parametrizations of γ1 and γ2 from the
interval [0, 1]. The distance between two closed sets of curves is again defined by the
induced Hausdorff metric as follows:
Dist(F ,F ′) ≤ ε⇔ (∀ γ ∈ F , ∃ γ′ ∈ F ′ with D(γ, γ′) ≤ ε and vice versa). (5)
The space Ω of closed sets of S (i.e., collections of curves in R˙2) with the metric (5) is
also a complete separable metric space. We denote by B its Borel σ-algebra.
When we talk about convergence in distribution of random curves, we always mean
with respect to the uniform metric (2), while when we deal with closed collections of
curves, we always refer to the metric (3) or (5).
Remark 2.1. In this paper, the space Ω of closed sets of S is used for collections of
exploration paths (see Section 4.1) and cluster boundary loops and their scaling limits,
SLE6 paths and continuum nonsimple loops.
2.3 Chordal SLE in the Upper Half-Plane
The Stochastic Loewner Evolution (SLE) was introduced by Schramm [32] as a tool for
studying the scaling limit of two-dimensional discrete (defined on a lattice) probabilistic
models whose scaling limits are expected to be conformally invariant. In this section
we define the chordal version of SLE; for more on the subject, the interested reader
can consult the original paper [32] as well as the fine reviews by Lawler [23], Kager and
Nienhuis [17], and Werner [43], and Lawler’s book [24].
Let H denote the upper half-plane. For a given continuous real function Ut with
U0 = 0, define, for each z ∈ H, the function gt(z) as the solution to the ODE
∂tgt(z) =
2
gt(z)− Ut , (6)
with g0(z) = z. This is well defined as long as gt(z)−Ut 6= 0, i.e., for all t < T (z), where
T (z) ≡ sup{t ≥ 0 : min
s∈[0,t]
|gs(z)− Us| > 0}. (7)
Let Kt ≡ {z ∈ H : T (z) ≤ t} and let Ht be the unbounded component of H \Kt; it can
be shown that Kt is bounded and that gt is a conformal map from Ht onto H. For each
t, it is possible to write gt(z) as
gt(z) = z +
2t
z
+ o(
1
z
), (8)
when z → ∞. The family (Kt, t ≥ 0) is called the Loewner chain associated to the
driving function (Ut, t ≥ 0).
Definition 2.1. Chordal SLEκ is the Loewner chain (Kt, t ≥ 0) that is obtained when
the driving function Ut =
√
κBt is
√
κ times a standard real-valued Brownian motion
(Bt, t ≥ 0) with B0 = 0.
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For all κ ≥ 0, chordal SLEκ is almost surely generated by a continuous random curve
γ in the sense that, for all t ≥ 0, Ht ≡ H \Kt is the unbounded connected component of
H \ γ[0, t]; γ is called the trace of chordal SLEκ.
2.4 Chordal SLE in a Jordan Domain
Let D ⊂ C be a Jordan domain. By Riemann’s mapping theorem, there are (many)
conformal maps from the upper half-plane H onto D. In particular, given two distinct
points a, b ∈ ∂D, there exists a conformal map f from H onto D such that f(0) = a and
f(∞) ≡ lim|z|→∞ f(z) = b. In fact, the choice of the points a and b on the boundary of
D only characterizes f(·) up to a multiplicative factor, since f(λ ·) would also do.
Suppose that (Kt, t ≥ 0) is a chordal SLEκ in H as defined above; we define chordal
SLEκ (K˜t, t ≥ 0) in D from a to b as the image of the Loewner chain (Kt, t ≥ 0) under
f . It is possible to show, using scaling properties of SLEκ, that the law of (K˜t, t ≥ 0) is
unchanged, up to a linear time-change, if we replace f(·) by f(λ ·). This makes it natural
to consider (K˜t, t ≥ 0) as a process from a to b in D, ignoring the role of f .
We are interested in the case κ = 6, for which (Kt, t ≥ 0) is generated by a continuous,
nonsimple, non-self-crossing curve γ with Hausdorff dimension 7/4. We will denote by
γD,a,b the image of γ under f and call it the trace of chordal SLE6 in D from a to b; γD,a,b is
a continuous nonsimple curve inside D from a to b, and it can be given a parametrization
γD,a,b(t) such that γD,a,b(0) = a and γD,a,b(1) = b, so that we are in the metric framework
described in Section 2.2. It will be convenient to think of γD,a,b as an oriented path, with
orientation from a to b.
2.5 Rado´’s Theorem
We present here Rado´’s theorem [29] (see also Theorem 2.11 of [28]), which deals with
sequences of Jordan domains and the corresponding conformal maps from the unit disc,
and will be used in the proof of the key Lemma 5.3.
Since the theorem deals with Jordan domains, the conformal maps from the unit disc
to those domains have a continuous extension to D∪∂D. With a slight abuse of notation,
we do not distinguish between the conformal maps and their continuous extensions.
Theorem 4. For k = 1, 2, . . . , let Jk and J be Jordan curves parameterized respectively
by φk(t) and φ(t), t ∈ [0, 1], and let fk and f be conformal maps from D onto the inner
domains of Jk and J such that fk(0) = f(0) and f
′
k(0) > 0, f
′(0) > 0 for all k. If φk → φ
as k →∞ uniformly in [0, 1] then fk → f as k →∞ uniformly in D.
The type of convergence of sequences of Jordan domains {Dk} to a Jordan domain
D that will be encountered in Lemma 5.3 is such that ∂Dk converges, as k → ∞, to
∂D in the uniform metric (2) on continuous curves, which is clearly sufficient to apply
Theorem 4.
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3 Construction of the Continuum Nonsimple Loops
3.1 Construction of a Single Loop
As a preview to the full construction, we explain how to construct a single loop using two
SLE6 paths inside a domain D whose boundary is assumed to have a given orientation
(clockwise or counterclockwise). This is done in three steps (see Figure 4), of which the
first consists in choosing two points a and b on the boundary ∂D of D and “running”
a chordal SLE6, γ = γD,a,b, from a to b inside D. As explained in Section 2.4, we
consider γ as an oriented path, with orientation from a to b. The set D \ γD,a,b[0, 1] is a
countable union of its connected components, which are open and simply connected. If z
is a deterministic point in D, then with probability one, z is not touched by γ [30] and
so it belongs to a unique domain in D \ γD,a,b[0, 1] that we denote Da,b(z).
A
B
.
z
Figure 4: Construction of a continuum loop around z in three steps. A domain D is
formed by the solid curve. The dashed curve is an excursion E (from A to B) of an SLE6
in D that creates a subdomain D′ containing z. The dotted curve γ′ is an SLE6 in D′
from B to A. A loop is formed by E followed by γ′.
The elements of D \ γD,a,b[0, 1] can be conveniently characterized in terms of how a
point z in the interior of the component was first “trapped” at some time t1 by γ[0, t1],
perhaps together with either ∂a,bD or ∂b,aD (the portions of the boundary ∂D from a to b
counterclockwise or clockwise respectively) — see Figure 5: (1) those components whose
boundary contains a segment of ∂b,aD between two successive visits at γ0(z) = γ(t0) and
γ1(z) = γ(t1) to ∂b,aD (where here and below t0 < t1), (2) the analogous components with
∂b,aD replaced by the other part of the boundary ∂a,bD, (3) those components formed
when γ0(z) = γ(t0) = γ(t1) = γ1(z) ∈ D with γ winding about z in a counterclockwise
direction between t0 and t1, and finally (4) the analogous clockwise components.
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2a
b
4
3
1
Figure 5: Schematic diagram showing the four types of (sub)domains formed by a dashed
curve γ from a to b inside a domain whose boundary is the solid curve.
We give to the boundary of a domain of type 3 or 4 the orientation induced by how
the curve γ winds around the points inside that domain. For a domain D′ ∋ z of type 1 or
2 which is produced by an “excursion” E from γ0(z) ∈ ∂D to γ1(z) ∈ ∂D, the part of the
boundary that corresponds to the inner perimeter of the excursion E (i.e., the perimeter
of γ seen from z) is oriented according to the direction of γ, i.e., from γ0(z) to γ1(z).
If we assume that ∂D is oriented from a to b clockwise, then the boundaries of domains
of type 2 have a well defined orientation, while the boundaries of domains of type 1 do
not, since they are composed of two parts which are both oriented from the beginning to
the end of the excursion that produced the domain.
Now, let D′ be a domain of type 1 and let A and B be respectively the starting and
ending point of the excursion that generated D′. The second step to construct a loop is to
run a chordal SLE6, γ
′ = γD′,B,A, inside D′ from B to A; the third and final step consists
in pasting together E and γ′.
Running γ′ inside D′ from B to A partitions D′\γ′ into new domains. Notice that if we
assign an orientation to the boundaries of these domains according to the same rules used
above, all of those boundaries have a well defined orientation, so that the construction of
loops just presented can be iterated inside each one of these domains (as well as inside
each of the domains of type 2, 3 and 4 generated by γD,a,b in the first step). This will be
done in the next section.
3.2 The Full Construction Inside The Unit Disc
In this section we define the Continuum Nonsimple Loop process inside the unit disc
D = D1 via an inductive procedure. Later, in order to define the continuum nonsimple
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loops in the whole plane, the unit disc will be replaced by a growing sequence of large discs,
DR, with R→∞ (see Theorem 6). The basic ingredient in the algorithmic construction,
given in the previous section, consists of a chordal SLE6 path γD,a,b between two points
a and b of the boundary ∂D of a given simply connected domain D ⊂ C.
We will organize the inductive procedure in steps, each one corresponding to one SLE6
inside a certain domain generated by the previous steps. To do that, we need to order the
domains present at the end of each step, so as to choose the one to use in the next step.
For this purpose, we introduce a deterministic countable set of points P that are dense in
C and are endowed with a deterministic order (here and below by deterministic we mean
that they are assigned before the beginning of the construction and are independent of
the SLE6’s).
The first step consists of an SLE6 path, γ1 = γD,−i,i, inside D from −i to i, which
produces many domains that are the connected components of the set D \ γ1[0, 1]. These
domains can be priority-ordered according to the maximal x- or y- coordinate distances
between points on their boundaries and using the rank of the points in P (contained in
the domains) to break ties, as follows. For a domain D, let dm(D) be the maximal x-
or y-distance between points on its boundary, whichever is greater. Domains with larger
dm have higher priority, and if two domains have the same dm, the one containing the
highest ranking point of P from those two domains has higher priority. The priority order
of domains of course changes as the construction proceeds and new domains are formed.
The second step of the construction consists of an SLE6 path, γ2, that is produced
in the domain with highest priority (after the first step). Since all the domains that are
produced in the construction are Jordan domains, as explained in the discussion following
Corollary 5.1, for all steps we can use the definition of chordal SLE given in Section 2.4.
As a result of the construction, the SLE6 paths are naturally ordered: {γj}j∈N. It will
be shown (see especially the proof of Theorem 5 below) that every domain that is formed
during the construction is eventually used (this is in fact one important requirement in
deciding how to order the domains and therefore how to organize the construction).
So far we have not explained how to choose the starting and ending points of the SLE6
paths on the boundaries of the domains. In order to do this, we give an orientation to the
boundaries of the domains produced by the construction according to the rules explained
in Section 3.1. We call monochromatic a boundary which gets, as a consequence of
those rules, a well defined (clockwise or counterclockwise) orientation; the choice of this
term will be clarified when we discuss the lattice version of the loop construction below.
We will generally take our initial domain D1 (or DR) to have a monochromatic boundary
(either clockwise or counterclockwise orientation).
It is easy to see by induction that the boundaries that are not monochromatic are
composed of two “pieces” joined at two special points (call them A and B, as in the
example of Section 3.1), such that one piece is a portion of the boundary of a previous
domain, and the other is the inner perimeter of an excursion (see again Section 3.1). Both
pieces are oriented in the same direction, say from A to B (see Figure 4).
For a domain whose boundary is not monochromatic, we make the “natural” choice
of starting and ending points, corresponding to the end and beginning of the excursion
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that produced the domain (the points B and A respectively, in the example above). As
explained in Section 3.1, when such a domain is used with this choice of points on the
boundary, a loop is produced, together with other domains, whose boundaries are all
monochromatic.
For a domain whose boundary is monochromatic, and therefore has a well defined
orientation, there are various procedures which would yield the “correct” distribution for
the resulting Continuum Nonsimple Loop process; one possibility is as follows.
Given a domain D, a and b are chosen so that, of all pairs (u, v) of points in ∂D, they
maximize |Re(u− v)| if |Re(u− v)| ≥ |Im(u − v)|, or else they maximize |Im(u − v)|. If
the choice is not unique, to restrict the number of pairs one looks at those pairs, among
the ones already obtained, that maximize the other of {|Re(u− v)|, |Im(u− v)|}. Notice
that this leaves at most two pairs of points; if that’s the case, the pair that contains
the point with minimal real (and, if necessary, imaginary) part is chosen. The iterative
procedure produces a loop every time a domain whose boundary is not monochromatic
is used. Our basic loop process consists of the collection of all loops generated by this
inductive procedure (i.e., the limiting object obtained from the construction by letting
the number of steps k → ∞), to which we add a “trivial” loop for each z in D, so that
the collection of loops is closed in the appropriate sense [3]. The Continuum Nonsimple
Loop process in the whole plane is introduced in Theorem 6, Section 5. There, a “trivial”
loop for each z ∈ C ∪∞ has to be added to make the space of loops closed.
4 Lattices and Paths
We will denote by T the two-dimensional triangular lattice, whose sites we think of as the
elementary cells of a regular hexagonal lattice H embedded in the plane as in Figure 1.
Two hexagons are neighbors if they are adjacent, i.e., if they have a common edge. A
sequence (ξ0, . . . , ξn) of hexagons such that ξi−1 and ξi are neighbors for all i = 1, . . . , n
and ξi 6= ξj whenever i 6= j will be called a T -path and denoted by π. If the first and
last sites of the path are neighbors, the path will be called a T -loop.
A finite set D of hexagons is connected if any two hexagons in D can be joined by
a T -path contained in D. We say that a finite set D of hexagons is simply connected
if both D and its complement are connected. For a simply connected set D of hexagons,
we denote by ∆D its external site boundary, or s-boundary (i.e., the set of hexagons
that do not belong to D but are adjacent to hexagons in D), and by ∂D the topological
boundary of D when D is considered as a domain of C. We will call a bounded, simply
connected subset D of T a Jordan set if its s-boundary ∆D is a T -loop.
For a Jordan set D ⊂ T , a vertex x ∈ H that belongs to ∂D can be either of two types,
according to whether the edge incident on x that is not in ∂D belongs to a hexagon in D
or not. We call a vertex of the second type an e-vertex (e for “external” or “exposed”).
Given a Jordan set D and two e-vertices x, y in ∂D, we denote by ∂x,yD the portion of
∂D traversed counterclockwise from x to y, and call it the right boundary; the remaining
part of the boundary is denote by ∂y,xD and is called the left boundary. Analogously,
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the portion of ∆x,yD of ∆D whose hexagons are adjacent to ∂x,yD is called the right
s-boundary and the remaining part the left s-boundary.
A percolation configuration σ = {σ(ξ)}ξ∈T ∈ {−1,+1}T on T is an assignment
of −1 (equivalently, yellow) or +1 (blue) to each site of T (i.e., to each hexagon of H
– see Figure 1). For a domain D of the plane, the restriction to the subset D ∩ T of
T of the percolation configuration σ is denoted by σD. On the space of configurations
Σ = {−1,+1}T , we consider the usual product topology and denote by P the uniform
measure, corresponding to Bernoulli percolation with equal density of yellow (minus) and
blue (plus) hexagons, which is critical percolation in the case of the triangular lattice.
A (percolation) cluster is a maximal, connected, monochromatic subset of T ; we will
distinguish between blue (plus) and yellow (minus) clusters. The boundary of a cluster
D is the set of edges of H that surround the cluster (i.e., its Peierls contour); it coincides
with the topological boundary of D considered as a domain of C. The set of all boundaries
is a collection of “nested” simple loops along the edges of H.
Given a percolation configuration σ, we associate an arrow to each edge ofH belonging
to the boundary of a cluster in such a way that the hexagon to the right of the edge
with respect to the direction of the arrow is blue (plus). The set of all boundaries then
becomes a collection of nested, oriented, simple loops. A boundary path (or b-path)
γ is a sequence (e0, . . . , en) of distinct edges of H belonging to the boundary of a cluster
and such that ei−1 and ei meet at a vertex of H for all i = 1, . . . , n. To each b-path, we
can associate a direction according to the direction of the edges in the path.
Given a b-path γ, we denote by ΓB(γ) (respectively, ΓY (γ)) the set of blue (resp.,
yellow) hexagons (i.e., sites of T ) adjacent to γ; we also let Γ(γ) ≡ ΓB(γ) ∪ ΓY (γ).
4.1 The Percolation Exploration Process and Path
For a Jordan set D ⊂ T and two e-vertices x, y in ∂D, imagine coloring blue all the
hexagons in ∆x,yD and yellow all those in ∆y,xD. Then, for any percolation configuration
σD inside D, there is a unique b-path γ from x to y which separates the blue cluster
adjacent to ∆x,yD from the yellow cluster adjacent to ∆y,xD. We call γ = γD,x,y(σD) a
percolation exploration path (see Figure 6).
An exploration path γ can be decomposed into left excursions E , i.e., maximal b-
subpaths of γ that do not use edges of the left boundary ∂y,xD. Successive left excursions
are separated by portions of γ that contain only edges of the left boundary ∂y,xD. Anal-
ogously, γ can be decomposed into right excursions, i.e., maximal b-subpaths of γ that
do not use edges of the right boundary ∂x,yD. Successive right excursions are separated
by portions of γ that contain only edges of the right boundary ∂x,yD.
Notice that the exploration path γ = γD,x,y(σD) only depends on the percolation
configuration σD inside D and the positions of the e-vertices x and y; in particular, it does
not depend on the color of the hexagons in ∆D, since it is defined by imposing fictitious
± boundary conditions on D. To see this more clearly, we next show how to construct
the percolation exploration path dynamically, via the percolation exploration process
defined below.
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Given a Jordan set D ⊂ T and two e-vertices x, y in ∂D, assign to ∂x,yD a counter-
clockwise orientation (i.e., from x to y) and to ∂y,xD a clockwise orientation. Call ex the
edge incident on x that does not belong to ∂D and orient it in the direction of x; this is
the “starting edge” of an exploration procedure that will produce an oriented path inside
D along the edges of H, together with two nonsimple monochromatic paths on T . ¿From
ex, the process moves along the edges of hexagons in D according to the rules below.
At each step there are two possible edges (left or right edge with respect to the current
direction of exploration) to choose from, both belonging to the same hexagon ξ contained
in D or ∆D.
• If ξ belongs to D and has not been previously “explored,” its color is determined
by flipping a fair coin and then the edge to the left (with respect to the direction
in which the exploration is moving) is chosen if ξ is blue (plus), or the edge to the
right is chosen if ξ is yellow (minus).
• If ξ belongs to D and has been previously explored, the color already assigned to it
is used to choose an edge according to the rule above.
• If ξ belongs to the right external boundary ∆x,yD, the left edge is chosen.
• If ξ belongs to the left external boundary ∆y,xD, the right edge is chosen.
• The exploration process stops when it reaches b.
We can assign an arrow to each edge in the path in such a way that the hexagon to the
right of the edge with respect to the arrow is blue; for edges in ∂D, we assign the arrows
according to the direction assigned to the boundary. In this way, we get an oriented path,
whose shape and orientation depend solely on the color of the hexagons explored during
the construction of the path.
When we present the discrete construction, we will encounter Jordan sets D with
two e-vertices x, y ∈ ∂D assigned in some way to be discussed later. Such domains
will have either monochromatic (plus or minus) boundaries or ± boundary conditions,
corresponding to having both ∆x,yD and ∆y,xD monochromatic, but of different colors.
As explained, the exploration path γD,x,y does not depend on the color of ∆D, but the
interpretation of γD,x,y does. For domains with ± boundary conditions, the exploration
path represents the interface between the yellow cluster containing the yellow portion of
the s-boundary of D and the blue cluster containing its blue portion.
For domains with monochromatic blue (resp., yellow) boundary conditions, the explo-
ration path represents portions of the boundaries of yellow (resp., blue) clusters touching
∂y,xD and adjacent to blue (resp., yellow) hexagons that are the starting point of a blue
(resp., yellow) path (possibly an empty path) that reaches ∂x,yD, pasted together using
portions of ∂y,xD.
In order to study the continuum scaling limit of an exploration path, we introduce the
following definitions.
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Figure 6: Percolation exploration process in a portion of the hexagonal lattice with ±
boundary conditions on the first column, corresponding to the boundary of the region
where the exploration is carried out. The colored hexagons that do not belong to the first
column have been “explored” during the exploration process. The heavy line between yel-
low (light) and blue (dark) hexagons is the exploration path produced by the exploration
process.
Definition 4.1. Given a Jordan domain D of the plane, we denote by Dδ the largest
Jordan set of hexagons of the scaled hexagonal lattice δH that is contained in D, and call
it the δ-approximation of D.
It is clear that ∂Dδ converges to ∂D in the metric (2).
Definition 4.2. Let D be a Jordan domain of the plane and Dδ its δ-approximation.
For a, b ∈ ∂D, choose the pair (xa, xb) of e-vertices in ∂Dδ closest to, respectively, a and
b (if there are two such vertices closest to a, we choose, say, the first one encountered
going clockwise along ∂Dδ, and analogously for b). Given a percolation configuration σ,
we define the exploration path γδD,a,b(σ) ≡ γDδ,xa,xb(σ).
For a fixed δ > 0, the measure P on percolation configurations σ induces a measure
µδD,a,b on exploration paths γ
δ
D,a,b(σ). In the continuum scaling limit, δ → 0, one is
interested in the weak convergence of µδD,a,b to a measure µD,a,b supported on continuous
curves, with respect to the uniform metric (2) on continuous curves.
One of the main tools in this paper is the result on convergence to SLE6 announced
by Smirnov [36] (see also [37]), whose detailed proof is to appear [38]: The distribution
of γδD,a,b converges, as δ → 0, to that of the trace of chordal SLE6 inside D from a to b,
with respect to the uniform metric (2) on continuous curves.
Actually, we will rather use a slightly stronger conclusion, given as statement (S) at
the beginning of Section 5 below, a version of which, according to [40] (see p. 734 there),
and [39], will be contained in [38]. This stronger statement is that the convergence of the
percolation process to SLE6 takes place locally uniformly with respect to the shape of the
domain D and the positions of the starting and ending points a and b on its boundary ∂D.
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We will use this version of convergence to SLE6 to identify the Continuum Nonsimple
Loop process with the scaling limit of all critical percolation clusters. A detailed proof of
statement (S) can be found in [12]. Although the convergence statement in (S) is stronger
than those in [36, 37], we note that it is restricted to Jordan domains, a restriction not
present in [36, 37].
Before concluding this section, we give one more definition. Consider the exploration
path γ = γδD,x,y and the set Γ(γ) = ΓY (γ) ∪ ΓB(γ). The set Dδ \ Γ(γ) is the union of its
connected components (in the lattice sense), which are simply connected. If the domain
D is large and the e-vertices xa, ya ∈ ∂Dδ are not too close to each other, then with high
probability the exploration process inside Dδ will make large excursions into Dδ, so that
Dδ\Γ(γ) will have more than one component. Given a point z ∈ C contained in Dδ\Γ(γ),
we will denote by Dδa,b(z) the domain corresponding to the unique element of D
δ \ Γ(γ)
that contains z (notice that for a deterministic z ∈ D, Dδa,b(z) is well defined with high
probability for δ small, i.e., when z ∈ Dδ and z /∈ Γ(γ)).
4.2 Discrete Loop Construction
Next, we show how to construct, by twice using the exploration process described in
Section 4.1, a loop Λ along the edges of H corresponding to the external boundary
of a monochromatic cluster contained in a large, simply connected, Jordan set D with
monochromatic blue (say) boundary conditions (see Figures 7 and 8).
Consider the exploration path γ = γD,x,y and the sets ΓY (γ) and ΓB(γ) (see Figure 7).
The set D \ {ΓY (γ) ∪ ΓB(γ)} is the union of its connected components (in the lattice
sense), which are simply connected. If the domain D is large and the e-vertices x, y ∈ ∂D
are chosen not too close to each other, with large probability the exploration process
inside D will make large excursions into D, so that D \ {ΓY (γ) ∪ ΓB(γ)} will have many
components.
There are four types of components which may be usefully thought of in terms of their
external site boundaries: (1) those components whose site boundary contains both sites
in ΓY (γ) and ∆y,xD, (2) the analogous components with ∆y,xD replaced by ∆x,yD and
ΓY (γ) by ΓB(γ), (3) those components whose site boundary only contains sites in ΓY (δ),
and finally (4) the analogous components with ΓY (γ) replaced by ΓB(γ).
Notice that the components of type 1 are the only ones with ± boundary conditions,
while all other components have monochromatic s-boundaries. For a given component D′
of type 1, we can identify the two edges that separate the yellow and blue portions of its
s-boundary. The vertices x′ and y′ of H where those two edges intersect ∂D′ are e-vertices
and are chosen to be the starting and ending points of the exploration path γD′,x′,y′ inside
D′.
If x′′, y′′ ∈ ∂D are respectively the ending and starting points of the left excursion
E of γD,x,y that “created” D′, by pasting together E and γD′,x′,y′ with the help of the
edges of ∂D contained between x′ and x′′ and between y′ and y′′, we get a loop Λ which
corresponds to the boundary of a yellow cluster adjacent to ∂y,xD (see Figure 8). Notice
that the path γD′,x′,y′ in general splits D
′ into various other domains, all of which have
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monochromatic boundary conditions.
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Figure 7: First step of the construction of the outer contour of a cluster of yellow/minus
(light in the figure) hexagons consisting of an exploration (heavy line) from the e-vertex
x to the e-vertex y. The “starting edge” and “ending edge” of the exploration path are
indicated by dotted segments next to x and y. The outer layer of hexagons does not belong
to the domain where the explorations are carried out, but represents its monochromatic
blue/plus external site boundary. x′′ and y′′ are the ending and starting points of a left
excursion that determines a new domain D′, and x′ and y′ are the vertices where the edges
that separate the yellow and blue portions of the s-boundary of D′ intersect ∂D′. x′ and
y′ will be respectively the beginning and end of a new exploration path whose “starting
edge” and “ending edge” are indicated by dotted segments next to those points.
4.3 Full Discrete Construction
We now give the algorithmic construction for discrete percolation which is the analogue
of the continuum one. Each step of the construction is a single percolation exploration
process; the order of successive steps is organized as in the continuum construction detailed
in Section 3.2. We start with the largest Jordan set Dδ0 = D
δ of hexagons that is contained
in the unit disc D. We will also make use of the countable set P of points dense in C that
was introduced earlier.
The first step consists of an exploration process inside Dδ0. For this, we need to select
two points x and y in ∂Dδ0 (which identify the starting and ending edges). We choose
19
yx
y
x
y
x
Figure 8: Second step of the construction of the outer contour of a cluster of yellow/minus
(light in the figure) hexagons consisting of an exploration from x′ to y′ whose resulting path
(heavy broken line) is pasted to the left excursion generated by the previous exploration
with the help of edges (indicated again by a heavy broken line) of ∂D contained between
x′ and x′′ and between y′ and y′′.
for x the e-vertex closest to −i, and for y the e-vertex closest to i (if there are two such
vertices closest to −i, we can choose, say, the one with smallest real part, and analogously
for i). The first exploration produces a path γδ1 and, for δ small, many new domains of
all four types. These domains are ordered according to the maximal x- or y- distance dm
between points on their boundaries and, if necessary, with the help of points in P, as in
the continuum case, and that order is used, at each step of the construction, to determine
the next exploration process. With this choice, the exploration processes and paths are
naturally ordered: γδ1, γ
δ
2, . . . .
Each exploration process of course requires choosing a starting and ending vertex and
edge. For domains of type 1, with a ± or ∓ boundary condition, the choice is the natural
one, explained before.
For a domain Dδk (used at the kth step) of type other than 1, and therefore with
a monochromatic boundary, the starting and ending edges are chosen with a procedure
that mimics what is done in the continuum case. Once again, the exact procedure used
to choose the pair of points is not important, as long as they are not chosen too close to
each other. This is clear in the discrete case because the procedure that we are presenting
is only “discovering” the cluster boundaries. In more precise terms, it is clear that one
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could couple the processes obtained with different rules by means of the same percolation
configuration, thus obtaining exactly the same cluster boundaries.
As in the continuum case, we can choose the following procedure. (In Theorem 5 we
will slightly reorganize the procedure by using a coupling to the continuum construction
to guarantee that the order of exploration of domains of the discrete and continuum
procedures match despite the rules for breaking ties.) Given a domain D, x and y are
chosen so that, of all pairs (u, v) of points in ∂D, they maximize |Re(u−v)| if |Re(u−v)| ≥
|Im(u− v)|, or else they maximize |Im(u− v)|. If the choice is not unique, to restrict the
number of pairs one looks at those pairs, among the ones already obtained, that maximize
the other of {|Re(u−v)|, |Im(u−v)|}. Notice that this leaves at most two pairs of points;
if that’s the case, the pair that contains the point with minimal real (and, if necessary,
imaginary) part is chosen.
The procedure continues iteratively, with regions that have monochromatic boundaries
playing the role played in the first step by the unit disc. Every time a region with ±
boundary conditions is used, a new loop, corresponding to the outer boundary contour of
a cluster, is formed by pasting together, as explained in Section 3.1, the new exploration
path and the excursion containing the region where the last exploration was carried out.
All the new regions created at a step when a loop is formed have monochromatic boundary
conditions.
5 Main Technical Results
In this section we collect our main results about the Continuum Nonsimple Loop process.
Before doing that, we state a precise version, called statement (S), of convergence of
exploration paths to SLE6 that we will use in the proofs of these results, presented in
Section 6. Statement (S) is an immediate consequence of Theorem 5 of [12]. The proof
given in [12], which relies among other things on the result of Smirnov [36] concerning
convergence of crossing probabilities to Cardy’s formula [13, 14], is an expanded and
corrected version of Appendix A of [11]. We note that (S) is both more general and more
special than the convergence statements in [36, 37] — more general in that the domain
can vary with δ as δ → 0, but more special in the restriction to Jordan domains.
Given a Jordan domain D with two distinct points a, b ∈ ∂D on its boundary, let
µD,a,b denote the law of γD,a,b, the trace of chordal SLE6, and let µ
δ
D,a,b denote the law of
the percolation exploration path γδD,a,b. Let W be the space of continuous curves inside D
from a to b. We define ρ(µD,a,b, µ
δ
D,a,b) ≡ inf{ε > 0 : µD,a,b(U) ≤ µδD,a,b(
⋃
x∈U Bd(x, ε)) +
ε for all Borel U ⊂W} (where Bd(x, ε) denotes the open ball of radius ε centered at x in
the metric (2)) and denote by dP(µD,a,b, µ
δ
D,a,b) ≡ max{ρ(µD,a,b, µδD,a,b), ρ(µδD,a,b, µD,a,b)}
the Prohorov distance; weak convergence is equivalent to convergence in the Prohorov
metric. Statement (S) is the following; it is used in the proofs of all the results of this
section except for Lemmas 5.1-5.2.
(S) For Jordan domains, there is convergence in distribution of the percolation ex-
ploration path to the trace of chordal SLE6 that is locally uniform in the shape
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of the boundary with respect to the uniform metric on continuous curves (2),
and in the location of the starting and ending points with respect to the Eu-
clidean metric; i.e., for (D, a, b) a Jordan domain with distinct a, b ∈ ∂D, ∀ε > 0,
∃α0 = α0(ε) and δ0 = δ0(ε) such that for all (D′, a′, b′) with D′ Jordan and with
max (d(∂D, ∂D′), |a− a′|, |b− b′|) ≤ α0 and δ ≤ δ0, dP(µD′,a′,b′, µδD′,a′,b′) ≤ ε.
5.1 Preliminary Results
We first give some important results which are needed in the proofs of the main theorems.
We start with two lemmas which are consequences of [3], of standard bounds on the prob-
ability of events corresponding to having a certain number of monochromatic crossings
of an annulus (see Lemma 5 of [21], Appendix A of [26], and also [5]), but which do not
depend on statement (S).
Lemma 5.1. Let γδ
D,−i,i be the percolation exploration path on the edges of δH inside (the
δ-approximation of) D between (the e-vertices closest to) −i and i. For any fixed point
z ∈ D, chosen independently of γδ
D,−i,i, as δ → 0, γδD,−i,i and the boundary ∂Dδ−i,i(z) of the
domain Dδ−i,i(z) that contains z jointly have limits in distribution along subsequences of δ
with respect to the uniform metric (2) on continuous curves. Moreover, any subsequence
limit of ∂Dδ−i,i(z) is almost surely a simple loop [5].
Lemma 5.2. Using the notation of Lemma 5.1, let γD,−i,i be the limit in distribution of
γδ
D,−i,i as δ → 0 along some convergent subsequence {δk} and ∂D−i,i(z) the boundary of the
domain D−i,i(z) of D \ γD,−i,i[0, 1] that contains z. Then, as k → ∞, (γδkD,−i,i, ∂Dδk−i,i(z))
converges in distribution to (γD,−i,i, ∂D−i,i(z)).
The two lemmas above are important ingredients in the proof of Theorem 5 below. The
second one says that, for every subsequence limit, the discrete boundaries converge to the
boundaries of the domains generated by the limiting continuous curve. If we use statement
(S), then the limit γD,−i,i of γ
δk
D,−i,i is the trace of chordal SLE6 for every subsequence
δk ↓ 0, and we can use Lemmas 5.2 and 5.1 to deduce that all the domains produced
in the continuum construction are Jordan domains. The key step in that direction is
represented by the following result, our proof of which relies on (S).
Corollary 5.1. For any deterministic z ∈ D, the boundary ∂D−i,i(z) of a domain D−i,i(z)
of the continuum construction is almost surely a Jordan curve.
The corollary says that the domains that appear after the first step of the continuum con-
struction are Jordan domains. The steps in the second stage of the continuum construction
consist of SLE6 paths inside Jordan domains, and therefore Corollary 5.1, combined with
Riemann’s mapping theorem and the conformal invariance of SLE6, implies that the do-
mains produced during the second stage are also Jordan. By induction, we deduce that
all the domains produced in the continuum construction are Jordan domains.
We end this section with one more lemma which is another key ingredient in the proof
of Theorem 5; we remark that its proof requires (S) in a fundamental way.
22
Lemma 5.3. Let (D, a, b) denote a random Jordan domain, with a, b two points on
∂D. Let {(Dk, ak, bk)}k∈N, ak, bk ∈ ∂Dk, be a sequence of random Jordan domains with
points on their boundaries such that, as k →∞, (∂Dk, ak, bk) converges in distribution to
(∂D, a, b) with respect to the uniform metric (2) on continuous curves, and the Euclidean
metric on (a, b). For any sequence {δk}k∈N with δk ↓ 0 as k → ∞, γδkDk,ak,bk converges in
distribution to γD,a,b with respect to the uniform metric (2) on continuous curves.
5.2 Main Technical Theorems
In this section we state the main technical theorems of this paper. Our main results,
presented in Section 1.1, are consequences of these theorems. The proofs of these theorems
rely on statement (S). As noted before, a detailed proof of statement (S) can be found
in [12].
Theorem 5. For any k ∈ N, the first k steps of (a suitably reorganized version of) the full
discrete construction inside the unit disc (of Section 4.3) converge, jointly in distribution,
to the first k steps of the full continuum construction inside the unit disc (of Section 3.2).
Furthermore, the scaling limit of the full (original or reorganized) discrete construction is
the full continuum construction.
Moreover, if for any fixed ε > 0 we let Kδ(ε) denote the number of steps needed to find
all the cluster boundaries of Euclidean diameter larger than ε in the discrete construction,
then Kδ(ε) is bounded in probability as δ → 0; i.e., limC→∞ lim supδ→0 P(Kδ(ε) > C) = 0.
This is so in both the original and reorganized versions of the discrete construction.
The second part of Theorem 5 means that both versions of the discrete construction
used in the theorem find all large contours in a number of steps which does not diverge as
δ → 0. This, together with the first part of the same theorem, implies that the continuum
construction does indeed describe all macroscopic contours contained inside the unit disc
(with blue boundary conditions) as δ → 0.
The construction presented in Section 3.2 can of course be repeated for the disc DR of
radius R, for any R, so we should take a “thermodynamic limit” by letting R → ∞. In
this way, we would eliminate the boundary (and the boundary conditions) and obtain a
process on the whole plane. Such an extension from the unit disc to the plane is contained
in the next theorem.
Let PR be the (limiting) distribution of the set of curves (all continuum nonsimple
loops) generated by the continuum construction inside DR (i.e., the limiting measure,
defined by the inductive construction, on the complete separable metric space ΩR of
collections of continuous curves in DR).
For a domain D, we denote by ID the mapping (on Ω or ΩR) in which all portions of
curves that exit D are removed. When applied to a configuration of loops in the plane,
ID gives a set of curves which either start and end at points on ∂D or form closed loops
completely contained in D. Let IˆD be the same mapping lifted to the space of probability
measures on Ω or ΩR.
23
Theorem 6. There exists a unique probability measure P on the space Ω of collections of
continuous curves in R˙2 such that PR → P as R→∞ in the sense that for every bounded
domain D, as R→∞, IˆDPR → IˆDP .
Remark 5.1. We we will generally take monochromatic blue boundary conditions on the
disc DR of radius R, but this arbitrary choice does not affect the results.
The next theorem states a conformal invariance property of the Continuum Nonsimple
Loop processes of Theorem 1.
Theorem 7. Given two disjoint discs, D1 and D2, let λ1 (respectively, λ2) be the smallest
loop from the Continuum Nonsimple Loop process X that surrounds D1 (resp., D2) and
let D˜1 (resp., D˜2) be the connected component of R
2 \ λ1 (resp., R2 \ λ2) that contains
D1 (resp., D2). Assume that D˜1 and D˜2 are disjoint and let PD˜i, i = 1, 2, denote the
distribution of the loops inside D˜i. Then, conditioned on D˜1 and D˜2, the configurations
inside D˜1 and D˜2 are independent and moreover PD˜2 = f ∗PD˜1 (here f ∗PD˜1 denotes the
probability distribution of the loop process f(X ′) when X ′ is distributed by PD˜1), where
f : D˜1 → D˜2 is a conformal homeomorphism from D˜1 onto D˜2.
We remark that the result is still valid (without the independence) even if D˜1 and D˜2
are not disjoint, but for simplicity we do not consider that case.
To conclude this section, we show how to recover chordal SLE6 from the Continuum
Nonsimple Loop process, i.e., given a (deterministic) Jordan domainD with two boundary
points a and b, we give a construction that uses the continuum nonsimple loops of P to
generate a process distributed like chordal SLE6 inside D from a to b.
Remember, first of all, that each continuum nonsimple loop has either a clockwise or
counterclockwise direction, with the set of all loops surrounding any deterministic point
alternating in direction. For convenience, let us suppose that a is at the “bottom” and b
is at the “top” of D so that the boundary is divided into a left and right part by these
two points. Fix ε > 0 and call LR(ε) the set of all the directed segments of loops that
connect from the left to the right part of the boundary touching ∂D at a distance larger
than ε from both a and b, and RL(ε) the analogous set of directed segments from the
right to the left portion of ∂D. For a fixed ε > 0, there is only a finite number of such
segments, and, if they are ordered moving along the left boundary of D from a to b, they
alternate in direction (i.e., a segment in LR(ε) is followed by one in RL(ε) and so on).
Between a segment in RL(ε) and the next segment in LR(ε), there are countably
many portions of loops intersecting D which start and end on ∂D and are maximal in
the sense that they are not contained inside any other portion of loop of the same type;
they all have counterclockwise direction and can be used to make a “bridge” between the
right-to-left segment and the next one (in LR(ε)). This is done by pasting the portions of
loops together with the help of points in ∂D and a limit procedure to produce a connected
(nonsimple) path.
If we do this for each pair of successive segments on both sides of the boundary of
D, we get a path that connects two points on ∂D. By letting ε → 0 and taking the
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limit of this procedure, since almost surely a and b are surrounded by an infinite family
of nested loops with diameters going to zero, we obtain a path that connects a with b;
this path is distributed as chordal SLE6 inside D from a to b. The last claim follows
from considering the analogous procedure for percolation on the discrete lattice δH, using
segments of boundaries. It is easy to see that in the discrete case this procedure produces
exactly the same path as the percolation exploration process. By Theorems 1 and 3, the
scaling limit of this discrete procedure is the continuum one described above, therefore
the claim follows from (S).
6 Proofs
In this section we present the proofs of the results stated in Sections 1.1 and 5. In order
to do that, we will use the following lemma.
Lemma 6.1. Let Aδ(v; ε, ε′) be the event that the annulus B(v, ε) \ B(v, ε′) centered at
v ∈ D contains six disjoint monochromatic crossings, not all of the same color, and let
Bδ(v; ε, ε′) be the event, for some v ∈ ∂D, that D ∩ {B(v, ε) \ B(v, ε′)} contains three
disjoint monochromatic crossings, not all of the same color. Then, for any ε > 0,
lim
ε′→0
lim sup
δ→0
P(
⋃
v∈D
Aδ(v; ε, ε′)) = 0 (9)
and
lim
ε′→0
lim sup
δ→0
P(
⋃
v∈∂D
Bδ(v; ε, ε′)) = 0. (10)
Proof. We know from [21] that there exist c1 <∞ and α > 0 so that for ε2 < ε1, and δ
small enough (in particular, δ < ε2),
P(Aδ(v; ε1, ε2)) ≤ c1
(
ε2
ε1
)2+α
(11)
for any v ∈ R2. If we cover D with Nε′ balls of radius ε′ centered at {vj}j∈Nε′ , we have
that, for ε′ < ε/6 and δ small enough,
P(
⋃
v∈D
Aδ(v; ε, ε′)) ≤ P(
⋃
j∈Nε′
Aδ(vj ; ε/2, 3 ε′)) ≤ 62+α c1Nε′
(
ε′
ε
)2+α
, (12)
where the first inequality follows from the observations that for any v ∈ D, B(v, ε′) ⊂
B(vj , 3 ε
′) and B(vj , ε/2) ⊂ B(vj , ε − ε′) ⊂ B(v, ε) for some j ∈ Nε′, and the second
inequality uses (11). Using the fact that Nε′ is O(
1
ε′
)2, we can let first δ → 0 and then
ε′ → 0 to obtain (9).
We also know, as a consequence of Lemma 5 of [21] or as proved in Appendix A of [26],
that for any v ∈ R, the probability that the semi-annulus H∩{B(v, ε1)\B(v, ε2)} contains
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three disjoint monochromatic crossings, not all of the same color, is bounded above by
c2 (ε2/ε1)
1+β for some c2 < ∞ and β > 0. (We remark that the result still applies when
H is replaced by any other half-plane.) Since the unit disc is a convex subset of the
half-plane {x+ iy : y > −1} and therefore the intersection of an annulus centered at −i
with the unit disc D is a subset of the intersection of the same annulus with the half-plane
{x + iy : y > −1}, we can use that bound to conclude that for v = −i, and in fact for
any v ∈ ∂D, there exists a constant c2 <∞ such that
P(Bδ(v; ε1, ε2)) ≤ c2
(
ε2
ε1
)1+β
(13)
for some β > 0. We can then use similar arguments to those above, together with (13),
to obtain (10) and conclude the proof.
Proof of Lemma 5.1. The first part of the lemma is a direct consequence of [3]; it
is enough to notice that the (random) polygonal curves γδ
D,−i,i and ∂D
δ
−i,i(z) satisfy the
conditions in [3] and thus have a scaling limit in terms of continuous curves, at least along
subsequences of δ.
To prove the second part, we use a standard percolation bound (see Lemma 5 of [21])
to show that, in the limit δ → 0, the loop ∂Dδ−i,i(z) does not collapse on itself but remains
a simple loop.
Let us assume that this is not the case and that the limit γ˜ of ∂Dδk−i,i(z) along some
subsequence {δk}k∈N touches itself, i.e., γ˜(t0) = γ˜(t1) for t0 6= t1 with positive probability.
If that happens, we can take ε > ε′ > 0 small enough so that the annulus B(γ˜(t1), ε) \
B(γ˜(t1), ε
′) is crossed at least four times by γ˜ (here B(u, r) is the ball of radius r centered
at u).
Because of the choice of topology, the convergence in distribution of ∂Dδk−i,i(z) to γ˜
implies that we can find coupled versions of ∂Dδk−i,i(z) and γ˜ on some probability space
(Ω′,B′,P′) such that d(∂Dδ−i,i(z), γ˜) → 0, for all ω′ ∈ Ω′ as k → ∞ (see, for example,
Corollary 1 of [9]).
Using this coupling, we can choose k large enough (depending on ω′) so that ∂Dδk−i,i(z)
stays in an ε′/2-neighborhood N (γ˜, ε′/2) ≡ ⋃u∈γ˜ B(u, ε′/2) of γ˜. This event however
would correspond to (at least) four paths of one color (corresponding to the four cross-
ings by ∆Dδk−i,i(z), which shadows ∂D
δk
−i,i(z)) and two of the other color (belonging to
percolation clusters adjacent to the cluster of ∆Dδk−i,i(z), and of the opposite color), of the
annulus B(γ˜(t1), ε − ε′/2) \ B(γ˜(t1), 3 ε′/2) (see, for example, [5] — see also Figure 9).
As δk → 0, we can let ε′ → 0, in which case the probability of seeing the event just
described somewhere inside D goes to zero by an application of Lemma 6.1, leading to a
contradiction.
In order to prove Lemma 5.2, we will use the following result.
Lemma 6.2. For two (deterministic) points u, v ∈ D, the probability that D−i,i(u) =
D−i,i(v) but Dδ−i,i(u) 6= Dδ−i,i(v) or vice versa goes to zero as δ → 0.
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Figure 9: Schematic diagrams representing four blue (dotted in the figure) and two yellow
(dashed in the figure) crossings of an annulus produced by having four crossings of the
same annulus by a boundary (the solid loops).
Proof. Let {δk}k∈N be a convergent subsequence for γδD,−i,i and let γ ≡ γD,−i,i be the
limit in distribution of γδk
D,−i,i as k → ∞. For simplicity of notation, in the rest of the
proof we will drop the k and write δ instead of δk. Because of the choice of topology, the
convergence in distribution of γδ ≡ γδ
D,−i,i to γ implies that we can find coupled versions
of γδ and γ on some probability space (Ω′,B′,P′) such that d(γδ(ω′), γ(ω′)) → 0, for all
ω′ as k →∞ (see, for example, Corollary 1 of [9]).
Using this coupling, we first consider the case of u, v such that D−i,i(u) = D−i,i(v)
but Dδ−i,i(u) 6= Dδ−i,i(v). Since D−i,i(u) is an open subset of C, there exists a continuous
curve γu,v joining u and v and a constant ε > 0 such that the ε-neighborhood N (γu,v, ε)
of the curve is contained in D−i,i(u), which implies that γ does not intersect N (γu,v, ε).
Now, if γδ does not intersect N (γu,v, ε/2), for δ small enough, then there is a T -path π
of unexplored hexagons connecting the hexagon that contains u with the hexagon that
contains v, and we conclude that Dδ−i,i(u) = D
δ
−i,i(v).
This shows that the event that D−i,i(u) = D−i,i(v) but Dδ−i,i(u) 6= Dδ−i,i(v) implies
the existence of a curve γu,v whose ε-neighborhood N (γu,v, ε) is not intersected by γ but
whose ε/2-neighborhood N (γu,v, ε/2) is intersected by γδ. This implies that ∀u, v ∈ D,
∃ε > 0 such that P′(D−i,i(u) = D−i,i(v) but Dδ−i,i(u) 6= Dδ−i,i(v)) ≤ P′(d(γδ, γ) ≥ ε/2).
But the right hand side goes to zero for every ε > 0 as δ → 0, which concludes the proof
of one direction of the claim.
To prove the other direction, we consider two points u, v ∈ D such that D−i,i(u) 6=
D−i,i(v) but Dδ−i,i(u) = D
δ
−i,i(v). Assume that u is trapped before v by γ and suppose for
the moment that D−i,i(u) is a domain of type 3 or 4; the case of a domain of type 1 or
2 is analogous and will be treated later. Let t1 be the first time u is trapped by γ with
γ(t0) = γ(t1) the double point of γ where the domain D−i,i(u) containing u is “sealed off.”
At time t1, a new domain containing u is created and v is disconnected from u.
Choose ε > 0 small enough so that neither u nor v is contained in the ball B(γ(t1), ε)
of radius ε centered at γ(t1), nor in the ε-neighborhood N (γ[t0, t1], ε) of the portion of
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γ which surrounds u. Then it follows from the coupling that, for δ small enough, there
are appropriate parameterizations of γ and γδ such that the portion γδ[t0, t1] of γ
δ(t) is
inside N (γ[t0, t1], ε), and γδ(t0) and γδ(t1) are contained in B(γ(t1), ε).
For u and v to be contained in the same domain in the discrete construction, there
must be a T -path π of unexplored hexagons connecting the hexagon that contains u to
the hexagon that contains v. ¿From what we said in the previous paragraph, any such
T -path connecting u and v would have to go though a “bottleneck” in B(γ(t1), ε) (see
Figure 10).
Assume now, for concreteness but without loss of generality, that D−i,i(u) is a domain
of type 3, which means that γ winds around u counterclockwise, and consider the hexagons
to the “left” of γδ[t0, t1] (these are all lightly shaded in Figure 10). Those hexagons form a
“quasi-loop” around u since they wind around it (counterclockwise) and the first and last
hexagons are both contained in B(γ(t1), ε). The hexagons to the left of γ
δ[t0, t1] belong to
the set ΓY (γ
δ), which can be seen as a (nonsimple) path by connecting the centers of the
hexagons in ΓY (γ
δ) by straight segments. Such a path shadows γδ, with the difference
that it can have double (or even triple) points, since the same hexagon can be visited
more than once. Consider ΓY (γ
δ) as a path γˆδ with a given parametrization γˆδ(t), chosen
so that γˆδ(t) is inside B(γ(t1), ε) when γ
δ(t) is, and it winds around u together with γδ(t).
pi
u
v
Figure 10: Example of a T -path π of unexplored hexagons from u to v having to go
through a “bottleneck” due to the fact that the exploration path (heavy line) comes close
to itself. An approximate location of the continuum double point at γ(t0) = γ(t1) is
indicated by the small disc in one of the hexagons in the bottleneck area.
Now suppose that there were two times, tˆ0 and tˆ1, such that γˆ
δ(tˆ1) = γˆ
δ(tˆ0) ∈
B(γ(t1), ε) and γˆ
δ[tˆ0, tˆ1] winds around u. This would imply that the “quasi-loop” of
explored yellow hexagons around u is actually completed, and that Dδa,b(v) 6= Dδa,b(u).
Thus, for u and v to belong to the same discrete domain, this cannot happen.
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For any 0 < ε′ < ε, if we take δ small enough, γˆδ will be contained inside N (γ, ε′),
due to the coupling. Following the considerations above, the fact that u and v belong to
the same domain in the discrete construction but to different domains in the continuum
construction implies, for δ small enough, that there are four disjoint yellow T -paths
crossing the annulus B(γ(t1), ε) \ B(γ(t1), ε′) (the paths have to be disjoint because, as
we said, γˆδ cannot, when coming back to B(γ(t1), ε) after winding around u, touch itself
inside B(γ(t1), ε)). Since B(γ(t1), ε) \ B(γ(t1), ε′) is also crossed by at least two blue
T -paths from ΓB(γδ), there is a total of at least six T -paths, not all of the same color,
crossing the annulus B(γ(t1), ε) \ B(γ(t1), ε′). We can then use Lemma 6.1 to conclude
that, if we keep ε fixed and let δ → 0 and ε′ → 0, the probability to see such an event
anywhere in D goes to zero.
In the case in which u belongs to a domain of type 1 or 2, let E be the excursion that
traps u and γ(t0) ∈ ∂D be the point on the boundary of D where E starts and γ(t1) ∈ ∂D
the point where it ends. Choose ε > 0 small enough so that neither u nor v is contained
in the balls B(γ(t0), ε) and B(γ(t1), ε) of radius ε centered at γ(t0) and γ(t1), nor in the
ε-neighborhood N (E , ε) of the excursion E . Because of the coupling, for δ small enough
(depending on ε), γδ shadows γ along E , staying within N (E , ε). If this is the case, any
T -path of unexplored hexagons connecting the hexagon that contains u with the hexagon
that contains v would have to go through one of two “bottlenecks,” one contained in
B(γ(t0), ε) and the other in B(γ(t1), ε).
Assume for concreteness (but without loss of generality) that u is in a domain of type
1, which means that γ winds around u counterclockwise. If we parameterize γ and γδ
so that γδ(t0) ∈ B(γ(t0), ε) and γδ(t1) ∈ B(γ(t1), ε), γδ[t0, t1] forms a “quasi-excursion”
around u since it winds around it (counterclockwise) and it starts inside Bε(γ(t0)) and
ends inside Bε(γ(t1)). Notice that if γ
δ touched ∂Dδ, inside both Bε(γ(t0)) and Bε(γ(t1)),
this would imply that the “quasi-excursion” is a real excursion and thatDδa,b(v) 6= Dδa,b(u).
For any 0 < ε′ < ε, if we take δ small enough, γδ will be contained inside N (γ, ε′), due
to the coupling. Therefore, the fact that Dδa,b(v) = D
δ
a,b(u) implies, with probability going
to one as δ → 0, that for ε > 0 fixed and any 0 < ε′ < ε, γδ enters the ball B(γ(ti), ε′) and
does not touch ∂Dδ inside the larger ball B(γ(ti), ε), for i = 0 or 1. This is equivalent to
having at least two yellow and one blue T -paths (contained in Dδ) crossing the annulus
B(γ(ti), ε) \ B(γ(ti), ε′). As δ → 0, we can let ε′ go to zero (keeping ε fixed) and use
Lemma 6.1 to conclude that the probability that such an event occurs anywhere on the
boundary of the unit disc goes to zero.
We have shown that, for two fixed points u, v ∈ D, having D−i,i(u) 6= D−i,i(v) but
Dδ−i,i(u) = D
δ
−i,i(v) or vice versa implies the occurrence of an event whose probability goes
to zero as δ → 0, and the proof of the lemma is concluded.
Proof of Lemma 5.2. As in the proof of Lemma 6.2, we let {δk}k∈N be a convergent
subsequence for γδ
D,−i,i and let γ ≡ γD,−i,i be the limit in distribution of γδkD,−i,i as k →∞,
and in the rest of the proof consider coupled versions of γδk ≡ γδk
D,−i,i and γ.
Let us introduce the Hausdorff distance dH(A,B) between two closed nonempty subsets
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of D:
dH(A,B) ≡ inf{ℓ ≥ 0 : B ⊂ ∪a∈AB(a, ℓ), A ⊂ ∪b∈BB(b, ℓ)}. (14)
With this metric, the collection of closed subsets of D is a compact space. We will
next prove that ∂Dδk−i,i(z) converges in distribution to ∂D−i,i(z) as δk → 0, in the topology
induced by (14). (Notice that the coupling between γδk and γ provides a coupling between
∂Dδk−i,i(z) and ∂D−i,i(z), seen as boundaries of domains produced by the two paths.)
We will now use Lemma 5.1 and take a further subsequence kn of the δk’s that for
simplicity of notation we denote by {δn}n∈N such that, as n → ∞, {γδn , ∂Dδn−i,i(z)} con-
verge jointly in distribution to {γ, γ˜}, where γ˜ is a simple loop. For any ε > 0, since γ˜
is a compact set, we can find a covering of γ˜ by a finite number of balls of radius ε/2
centered at points on γ˜. Each ball contains both points in the interior int(γ˜) of γ˜ and in
the exterior ext(γ˜) of γ˜, and we can choose (independently of n) one point from int(γ˜)
and one from ext(γ˜) inside each ball.
Once again, the convergence in distribution of ∂Dδn−i,i(z) to γ˜ implies the existence
of a coupling such that, for n large enough, the selected points that are in int(γ˜) are
contained in Dδn−i,i(z), and those that are in ext(γ˜) are contained in the complement of
D
δn
−i,i(z). But by Lemma 6.2, each one of the selected points that is contained in D
δn
−i,i(z)
is also contained in D−i,i(z) with probability going to 1 as n→∞; analogously, each one
of the selected points contained in the complement of Dδn−i,i(z) is also contained in the
complement of D−i,i(z) with probability going to 1 as n→∞. This implies that ∂D−i,i(z)
crosses each one of the balls in the covering of γ˜, and therefore γ˜ ⊂ ∪u∈∂D−i,i(z)B(u, ε).
¿From this and the coupling between ∂Dδn−i,i(z) and γ˜, it follows immediately that, for n
large enough, ∂Dδn−i,i(z) ⊂ ∪u∈∂D−i,i(z)B(u, ε) with probability close to one.
A similar argument (analogous to the previous one but simpler, since it does not require
the use of γ˜), with the roles of Dδn−i,i(z) and D−i,i(z) inverted, shows that ∂D−i,i(z) ⊂
∪
u∈∂Dδn
−i,i(z)
B(u, ε) with probability going to 1 as n → ∞. Therefore, for all ε > 0,
P(dH(∂D
δn
−i,i(z), ∂D−i,i(z)) > ε)→ 0 as n→∞, which implies convergence in distribution
of ∂Dδn−i,i(z) to ∂D−i,i(z), as δn → 0, in the topology induced by (14). But Lemma 5.1
implies that ∂Dδn−i,i(z) converges in distribution (using (2)) to a simple loop, therefore
∂D−i,i(z) must also be a simple loop; and we have convergence in the topology induced
by (2).
It is also clear that the argument above is independent of the subsequence {δn}
(and of the original subsequence {δk}), so the limit of ∂Dδ−i,i(z) is unique and coincides
with ∂D−i,i(z). Hence, we have convergence in distribution of ∂Dδ−i,i(z) to ∂D−i,i(z), as
δ → 0, in the topology induced by (2), and indeed joint convergence of (γδ, ∂Dδ−i,i(z)) to
(γ, ∂D−i,i(z)).
Proof of Corollary 5.1. The corollary follows immediately from Lemma 5.1 and
Lemma 5.2, as already seen in the proof of Lemma 5.2.
Proof of Lemma 5.3. First of all recall that the convergence of (∂Dk, ak, bk) to (∂D, a, b)
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in distribution implies the existence of coupled versions of (∂Dk, ak, bk) and (∂D, a, b) on
some probability space (Ω′,B′,P′) such that d(∂D(ω′), ∂Dk(ω′)) → 0, ak(ω′) → a(ω′),
bk(ω
′)→ b(ω′) for all ω′ as k →∞ (see, for example, Corollary 1 of [9]). This immediately
implies that the conditions to apply Rado´’s theorem (see Theorem 4 of Section 2.5) are
satisfied. Let fk be the conformal map that takes the unit disc D onto Dk with fk(0) = 0
and f ′k(0) > 0, and let f be the conformal map from D onto D with f(0) = 0 and
f ′(0) > 0. Then, by Theorem 4, fk converges to f uniformly in D, as k →∞.
Let γ (resp., γk) be the chordal SLE6 inside D (resp., Dk) from a to b (resp., from ak to
bk), γ˜ = f
−1(γ), a˜ = f−1(a), b˜ = f−1(b), and γ˜k = f−1k (γk), a˜k = f
−1
k (ak), b˜k = f
−1
k (bk).
We note that, because of the conformal invariance of chordal SLE6, γ˜ (resp., γ˜k) is
distributed as chordal SLE6 in D from a˜ to b˜ (resp., from a˜k to b˜k). Since |a − ak| → 0
and |b− bk| → 0 for all ω′, and fk → f uniformly in D, we conclude that |a˜− a˜k| → 0 and
|b˜− b˜k| → 0 for all ω′.
Later we will prove a “continuity” property of SLE6 (Lemma 6.3) that allows us to
conclude that, under these conditions, γ˜k converges in distribution to γ˜ in the uniform
metric (2) on continuous curves. Once again, this implies the existence of coupled versions
of γ˜k and γ˜ on some probability space (Ω
′,B′,P′) such that d(γ˜(ω′), γ˜k(ω′)) → 0, for
all ω′ as k → ∞. Therefore, thanks to the convergence of fk to f uniformly in D,
d(f(γ˜(ω′)), fk(γ˜k(ω′))) → 0, for all ω′ as k → ∞. But since f(γ˜k) is distributed as
γDk,ak,bk and f(γ˜) is distributed as γD,a,b, we conclude that, as k →∞, γDk,ak,bk converges
in distribution to γD,a,b in the uniform metric (2) on continuous curves.
We now note that (S) implies that, as δ → 0, γδDk,ak,bk converges in distribution to
γDk,ak,bk uniformly in k, for k large enough. Therefore, as k → ∞, γδkDk,ak,bk converges in
distribution to γD,a,b, and the proof is concluded.
Lemma 6.3. Let D ⊂ C be the unit disc, a and b two distinct points on its boundary,
and γ the trace of chordal SLE6 inside D from a to b. Let {ak} and {bk} be two sequences
of points in ∂D such that ak → a and bk → b. Then, as k → ∞, the trace γk of chordal
SLE6 inside D from ak to bk converges in distribution to γ in the uniform topology (2)
on continuous curves.
Proof. Let fk(z) = e
iαk z−zk
1−z¯kz be the (unique) linear fractional transformation that takes
the unit disc D onto itself, mapping a to ak, b to bk, and a third point c ∈ ∂D distinct
from a and b to itself. αk and zk depend continuously on ak and bk. As k → ∞, since
ak → a and bk → b, fk converges uniformly to the identity in D.
Using the conformal invariance of chordal SLE6, we couple γk and γ by writing
γk = fk(γ). The uniform convergence of fk to the identity implies that d(γ, γk) → 0
as k →∞, which is enough to conclude that γk converges to γ in distribution.
Proof of Theorem 5. Let us prove the second part of the theorem first. We will do this
for the original version of the discrete construction, but essentially the same proof works
for the reorganized version we will describe below, as we will explain later. Suppose that
at step k of this discrete construction an exploration process γδk is run inside a domain
Dδk−1, and write D
δ
k−1\Γ(γδk) =
⋃
j D
δ
k,j, where {Dδk,j} are the maximal connected domains
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of unexplored hexagons into which Dδk−1 is split by removing the set Γ(γ
δ
k) of hexagons
explored by γδk.
Let dx(D
δ
k−1) and dy(D
δ
k−1) be respectively the maximal x- and y-distances between
pairs of points in ∂Dδk−1. Suppose, without loss of generality, that dx(D
δ
k−1) ≥ dy(Dδk−1),
and consider the rectangle R (see Figure 11) whose vertical sides are aligned to the y-axis,
have length dx(D
δ
k−1), and are each placed at x-distance
1
3
dx(D
δ
k−1) from points of ∂D
δ
k−1
with minimal or maximal x-coordinate in such a way that the horizontal sides of R have
length 1
3
dx(D
δ
k−1); the bottom and top sides of R are placed in such a way that they
are at equal y-distance from the points of ∂Dδk−1 with minimal or maximal y-coordinate,
respectively.
(1/3)
D
R
Dd  (   )
x Dd  (   )
x
x Dd  (   )
Figure 11: Schematic drawing of a domain D with dx(D) ≥ dy(D) and the associated
rectangle R.
It follows from the Russo-Seymour-Welsh lemma [31, 34] (see also [16, 20]) that the
probability to have two vertical T -crossings of R of different colors is bounded away from
zero by a positive constant p0 that does not depend on δ (for δ small enough). If that
happens, then maxj dx(D
δ
k,j) ≤ 23dx(Dδk−1). The same argument of course applies to the
maximal y-distance when dy(D
δ
k−1) ≥ dx(Dδk−1). We can summarize the above observation
in the following lemma.
Lemma 6.4. Suppose that at step k of the full discrete construction an exploration process
γδk is run inside a domain D
δ
k−1. If dx(D
δ
k−1) ≥ dy(Dδk−1), then for δ small enough (i.e.,
δ ≤ C dx(Dδk−1) for some constant C), maxj dx(Dδk,j) ≤ 23dx(Dδk−1) with probability at
least p0 independent of δ. The same holds for the maximal y-distances when dy(D
δ
k−1) ≥
dx(D
δ
k−1).
32
Here is another lemma that will be useful later on. (For an example of the phenomenon
described in the lemma, see Figure 6, and assume that the unexplored hexagons there are
all blue; then the s-boundary of the small domain made of a single blue hexagon and that
of the blue domain to the northeast share exactly two adjacent yellow hexagons.)
Lemma 6.5. Two “daughter” subdomains, Dδk,j and D
δ
k,j′, either have disjoint s-bounda-
ries, or else their common s-boundary consists of exactly two adjacent hexagons (of the
same color) where the exploration path γδk came within 2 hexagons of touching itself just
when completing the s-boundary of one of the two subdomains.
Proof. Suppose that the two daughter subdomains have s-boundaries ∆Dδk,j and ∆D
δ
k,j′
that are not disjoint and let S = {ξ1, . . . , ξi} be the set of (sites of T that are the
centers of the) hexagons that belong to both s-boundaries. S can be partitioned into
subsets consisting of single hexagons that are not adjacent to any another hexagon in S
and groups of hexagons that form simple T -paths (because the s-boundaries of the two
subdomains are simple T -loops). Let {ξl, . . . , ξm} be such a subset of hexagons of S that
form a simple T -path π0 = (ξl, . . . , ξm). Then there is a T -path π1 of hexagons in ∆Dδk,j
that goes from ξl to ξm without using any other hexagon of π0 and a different T -path
π2 in ∆D
δ
k,j′ that goes from ξm to ξl without using any other hexagon of π0. But then,
all the hexagons in π0 other than ξl and ξm are “surrounded” by π1 ∪ π2 and therefore
cannot have been explored by the exploration process that produced Dδk,j and D
δ
k,j′, and
cannot belong to ∆Dδk,j or ∆D
δ
k,j′, leading to a contradiction, unless π0 = (ξl, ξm). Similar
arguments lead to a contradiction if S is partitioned into more than one subset.
If ξi ∈ S is not adjacent to any other hexagon in S, then it is adjacent to two other
hexagons of ∆Dδk,j and two hexagons of ∆D
δ
k,j′. Since ξi has only six neighbors and nei-
ther the two hexagons of ∆Dδk,j adjacent to ξi nor those of ∆D
δ
k,j′ can be adjacent to
each other, each hexagon of ∆Dδk,j is adjacent to one of ∆D
δ
k,j′. But then, as before, ξi
is “surrounded” by {∆Dδk,j ∪∆Dδk,j′} \ ξi and therefore cannot have been explored by the
exploration process that produced Dδk,j and D
δ
k,j′, and cannot belong to ∆D
δ
k,j or ∆D
δ
k,j′,
leading once again to a contradiction. The proof is now complete, since the only case
remaining is the one where S consists of a single pair of adjacent hexagons as stated in
the lemma.
With these lemmas, we can now proceed with the proof of the second part of the
theorem. Lemma 6.4 tells us that large domains are “chopped” with bounded away from
zero probability (≥ p0 > 0), but we need to keep track of domains of diameter larger than
ε in such a way as to avoid “double counting” as the lattice construction proceeds. More
accurately, we will keep track of domains D˜δ having dm(D˜
δ) ≥ 1√
2
ε, since only these can
have diameter larger than ε. To do so, we will associate with each domain D˜δ having
dm(D˜
δ) ≥ 1√
2
ε that we encounter as we do the lattice construction a non-negative integer
label. The first domain is Dδ0 = D
δ (see the beginning of Section 4.3) and this gets label
1. After each exploration process in a domain D˜δ with dm(D˜
δ) ≥ 1√
2
ε, if the number m˜
of “daughter” subdomains D˜δj with dm(D˜
δ
j ) ≥ 1√2 ε is 0, then the label of D˜δ is no longer
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used, if instead m˜ ≥ 1, then one of these m˜ subdomains (chosen by any procedure – e.g.,
the one with the highest priority for further exploration) is assigned the same label as
D˜δ and the rest are assigned the next m˜− 1 integers that have never before been used as
labels. Note that once all domains have dm <
1√
2
ε, there are no more labelled domains.
Lemma 6.6. LetM δε denote the total number of labels used in the above procedure; then for
any fixed ε > 0, M δε is bounded in probability as δ → 0; i.e., limM→∞ lim supδ→0 P(M δε >
M) = 0.
Proof. Except forDδ0, every domain comes with (at least) a “physically correct” monochro-
matic “half-boundary” (notice that we are considering s-boundaries and that a half-
boundary coming from the “artificially colored” boundary of Dδ0 is not considered a phys-
ically correct monochromatic half-boundary). Let us assume, without loss of generality,
that M δε > 1. If we associate with each label the “last” (in terms of steps of the discrete
construction) domain which used that label (its daughter subdomains all had dm <
1√
2
ε),
then we claim that it follows from Lemma 6.5 that (with high probability) any two such
last domains that are labelled have disjoint s-boundaries. This is a consequence of the
fact that the two domains are subdomains of two “ancestors” that are distinct daughter
subdomains of the same domain (possibly Dδ0) and whose s-boundaries are therefore (by
Lemma 6.5) either disjoint or else overlap at a pair of hexagons where an exploration path
had a close encounter of distance two hexagons with itself. But since we are dealing only
with macroscopic domains (of diameter at least order ε), such a close encounter would
imply, like in Lemmas 5.1 and 5.2, the existence of six crossings, not all of the same color,
of an annulus whose outer radius can be kept fixed while the inner radius is sent to zero
together with δ. The probability of such an event goes to zero as δ → 0 and hence the
unit disc D contains, with high probability, at least M δε disjoint monochromatic T -paths
of diameter at least 1√
2
ε, corresponding to the physically correct half-boundaries of the
M δε labelled domains.
Now take the collection of squares sj of side length ε
′ > 0 centered at the sites cj of a
scaled square lattice ε′Z2 of mesh size ε′, and let N(ε′) be the number of squares of side
ε′ needed to cover the unit disc. Let ε′ < ε/2 and consider the event {M δε ≥ 6N(ε′)},
which implies that, with high probability, the unit disc contains at least 6N(ε′) disjoint
monochromatic T -paths of diameter at least 1√
2
ε and that, for at least one j = j0,
the square sj0 intersects at least six disjoint monochromatic T -paths of diameter larger
that 1√
2
ε, so that the “annulus” B(cj0 ,
1
2
√
2
ε) \ sj0 is crossed by at least six disjoint
monochromatic T -paths contained inside the unit disc.
If all these T -paths crossing B(cj0 , 12√2 ε)\sj0 have the same color, say blue, then since
they are portions of boundaries of domains discovered by exploration processes, they are
“shadowed” by exploration paths and therefore between at least one pair of blue T -paths,
there is at least one yellow T -path crossing B(cj0, 12√2 ε) \ sj0 . Therefore, whether the
original monochromatic T -paths are all of the same color or not, B(cj0, 12√2 ε)\sj0 is crossed
by at least six disjoint monochromatic T -paths not all of the same color contained in the
unit disc. Let g(ε, ε′) denote the lim sup as δ → 0 of the probability that such an event
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happens anywhere inside the unit disc. We have shown that the event {M δε ≥ 6N(ε′)}
implies a “six-arms” event unless not all labelled domains have disjoint s-boundaries. But
the latter also implies a “six-arms” event, as discussed before; therefore
lim sup
δ→0
P(M δε ≥ 6N(ε′)) ≤ 2 g(ε, ε′). (15)
Since B(cj0 ,
1
2
√
2
ε) \ B(cj0, 1√2 ε′) ⊂ B(cj0, 12√2 ε) \ sj0, bounds in [21] imply that, for ε
fixed, g(ε, ε′)→ 0 as ε′ → 0, which shows that
lim
M→∞
lim sup
δ→0
P(M δε > M) = 0 (16)
and concludes the proof of the lemma.
Now, let N δi denote the number of distinct domains that had label i (this is equal to
the number of steps that label i survived). Let us also define H(ε) to be the smallest
integer h ≥ 1 such that (2
3
)h < 1√
2
ε and Gh to be the random variable corresponding to
how many Bernoulli trials (with probability p0 of success) it takes to have h successes.
Then, we may apply (sequentially) Lemma 6.4 to conclude that for any i
P(N δi ≥ k + 1) ≤ P(GH(ε) +G′H(ε) ≥ k), (17)
where G′h is an independent copy of Gh.
Now let N˜1(ε), N˜2(ε), . . . be i.i.d. random variables equidistributed with GH(ε)+G
′
H(ε).
Let K˜δ(ε) be the number of steps needed so that all domains left to explore have dm <
1√
2
ε.
Then, for any positive integer M ,
P(K˜δ(ε) > C) ≤ P(M δε ≥M + 1) + P(N˜1(ε) + . . .+ N˜M (ε) ≥ C). (18)
Notice that, for fixed M , P(N˜1(ε)+ . . .+ N˜M (ε) ≥ C)→ 0 as C →∞. Moreover, for any
εˆ > 0, by Lemma 6.6, we can chooseM0 =M0(εˆ) large enough so that lim supδ→0 P(M
δ
ε >
M0) < εˆ. So, for any εˆ > 0, it follows that
lim sup
C→∞
lim sup
δ→0
P(K˜δ(ε) > C) < εˆ, (19)
which implies that
lim
C→∞
lim sup
δ→0
P(K˜δ(ε) > C) = 0. (20)
To conclude this part of the proof, notice that the discrete construction cannot “skip”
a contour and move on to explore its interior, so that all the contours with diameter
larger than ε must have been found by step k if all the domains present at that step have
diameter smaller than ε. Therefore, Kδ(ε) ≤ K˜δ(ε), which shows that Kδ(ε) is bounded
in probability as δ → 0.
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For the first part of the theorem, we need to prove, for any fixed k ∈ N, joint conver-
gence in distribution of the first k steps of a suitably reorganized discrete construction to
the first k steps of the continuum one. Later we will explain why this reorganized con-
struction has the same scaling limit as the one defined in Section 4.3. For each k, the first
k steps of the reorganized discrete construction will be coupled to the first k steps of the
continuum one with suitable couplings in order to obtain the convergence in distribution
of those steps of the discrete construction to the analogous steps of the continuum one;
the proof will proceed by induction in k. We will explain how to reorganize the discrete
construction as we go along; in order to explain the idea of the proof, we will consider
first the cases k = 1, 2 and 3, and then extend to all k > 3.
k = 1. The first step of the continuum construction consists of an SLE6 γ1 from −i
to i inside D. Correspondingly, the first step of the discrete construction consists of an
exploration path γδ1 inside D
δ from the e-vertex closest to −i to the e-vertex closest to i.
The convergence in distribution of γδ1 to γ1 is covered by statement (S).
k = 2. The convergence in distribution of the percolation exploration path to chordal
SLE6 implies that we can couple γ
δ
1 and γ1 generating them as random variables on some
probability space (Ω′,B′,P′) such that d(γ1(ω′), γδ1(ω′))→ 0 for all ω′ as k →∞ (see, for
example, Corollary 1 of [9]).
Now, let D1 be the domain generated by γ1 that is chosen for the second step of the
continuum construction, and let c1 ∈ P be the highest ranking point of P contained in D1.
For δ small enough, c1 is also contained in D
δ; let Dδ1 = D
δ
1(c1) be the unique connected
component of the set Dδ \ Γ(γδ1) containing c1 (this is well-defined with probability close
to 1 for small δ); Dδ1 is the domain where the second exploration process is to be carried
out. ¿From the proof of Lemma 5.2, we know that the boundaries ∂Dδ1 and ∂D1 of the
domains Dδ1 and D1 produced respectively by the path γ
δ
1 and γ1 are close with probability
close to one for δ small enough.
For the next step of the discrete construction, we choose the two e-vertices x1 and y1
in ∂Dδ1 that are closest to the points a1 and b1 of ∂D1 selected for the coupled continuum
construction (if the choice is not unique, we can select the e-vertices with any rule to
break the tie) and call γδ2 the percolation exploration path inside D
δ
1 from x1 to y1. It fol-
lows from [3] that {γδ1, ∂Dδ1, γδ2} converge jointly in distribution along some subsequence
to some limit {γ˜1, ∂D˜1, γ˜2}. We already know that γ˜1 is distributed like γ1 and we can
deduce from the joint convergence in distribution of (γδ1, ∂D
δ
1) to (γ1, ∂D1) (Lemma 5.2),
that ∂D˜1 is distributed like ∂D1. Therefore, if we call γ2 the SLE6 path inside D1 from
a1 to b1, Lemma 5.3 implies that γ˜2 is distributed like γ2 and indeed that, as δ → 0,
{γδ1, ∂Dδ1, γδ2} converge jointly in distribution to {γ1, ∂D1, γ2}.
k = 3. So far, we have proved the convergence in distribution of the (paths and boundaries
produced in the) first two steps of the discrete construction to the (paths and boundaries
produced in the) first two steps of the discrete construction. The third step of the con-
tinuum construction consists of an SLE6 path γ3 from a2 ∈ ∂D2 to b2 ∈ ∂D2, inside the
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domain D2 with highest priority after the second step has been completed. Let c2 ∈ P be
the highest ranking point of P contained in D2, Dδ2 the domain of the discrete construc-
tion containing c2 after the second step of the discrete construction has been completed
(this is well defined with probability close to 1 for small δ), and choose the two e-vertices
x2 and y2 in ∂D
δ
2 that are closest to the points a2 and b2 of ∂D2 selected for the coupled
continuum construction (if the choice is not unique, we can select the e-vertices with any
rule to break the tie). The third step of the discrete construction consists of an exploration
path γδ3 from x2 to y2 inside D
δ
2.
It follows from [3] that {γδ1, ∂Dδ1, γδ2, ∂Dδ2, γδ3} converge jointly in distribution along
some subsequence to some limit {γ˜1, ∂D˜1, γ˜2, ∂D˜2, γ˜3}. We already know that γ˜1 is dis-
tributed like γ1, ∂D˜1 like ∂D1 and γ˜2 like γ2, and we would like to apply Lemma 5.3 to
conclude that γ˜3 is distributed like γ3 and indeed that, as δ → 0, (γδ1, ∂Dδ1, γδ2, ∂Dδ2, γδ3)
converges in distribution to (γ1, ∂D1, γ2, ∂D2, γ3). In order to do so, we have to first
show that ∂D˜2 is distributed like ∂D2. If D
δ
2 is a subset of D
δ \ Γ(γδ1), this follows from
Lemma 5.2, as in the previous case, but if the s-boundary of Dδ2 contains hexagons of
Γ(γδ2), then we cannot use Lemma 5.2 directly, although the proof of the lemma can be
easily adapted to the present case, as we now explain.
Indeed, the only difference is in the proof of claim (C) and is due to the fact that,
when dealing with a domain of type 1 or 2, we cannot use the bound on the probability of
three disjoint crossings of a semi-annulus because the domains we are dealing with may
not be convex (like the unit disc). On the other hand, the discrete domains like Dδ1 and D
δ
2
where we have to run exploration processes at various steps of the discrete construction
are themselves generated by previous exploration processes, so that any hexagon of the
s-boundary of such a domain has three adjacent hexagons which are the starting points
of three disjoint T -paths (two of one color and one of the other). Two of these T -
paths belong to the s-boundary of the domain, while the third belongs to the adjacent
percolation cluster (see Figure 12). This allows us to use the bound on the probability of
six disjoint crossings of an annulus.
To see this, let π1, π2 be the T -paths contained in the s-boundary of the discrete domain
(i.e., Dδ1 in the present context) and π3 the T -path belonging to the adjacent cluster, all
starting from hexagons adjacent to some hexagon ξ (centered at u) in the s-boundary of
Dδ1. For 0 < ε
′ < ε and δ small enough, let Au(ε, ε′) be the event that the exploration path
γδ2 enters the ball B(u, ε
′) without touching ∂Dδ1 inside the larger ball B(u, ε). Au(ε, ε′)
implies having (at least) three disjoint T -paths (two of one color and one of the other),
π4, π5 and π6, contained in D
δ
1 and crossing the annulus B(u, ε) \B(u, ε′), with π4, π5 and
π6 disjoint from π1, π2 and π3. Hence, Au(ε, ε′) implies the event that there are (at least)
six disjoint crossings (not all of the same color) of the annulus B(u, ε) \B(u, ε′).
Once claim (C) is proved, the rest of the proof of Lemma 5.2 applies to the present
case. Therefore, we have convergence in distribution of ∂Dδ2 to ∂D2, which allows us to
use Lemma 5.3 and conclude that (γδ1, γ
δ
2, γ
δ
3) converges in distribution to (γ1, γ2, γ3).
k > 3. We proceed by induction in k, iterating the steps explained above; there are no
new difficulties; all steps for k ≥ 4 are analogous to the case k = 3.
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12
3
X
Figure 12: Hexagon X, in the s-boundary of the domain Dδj to the left of the exploration
path indicated by a heavy line, has three neighbors that are the starting points of two
disjoint yellow T -paths (denoted 1 and 2) belonging to the s-boundary of Dδj and one
blue T -path (denoted 3) belonging to the adjacent percolation cluster.
To conclude the proof of the theorem, we need to show that the scaling limit of
the original full discrete construction defined in Section 4.3 is the same as that of the
reorganized one just used in the proof of the first part of the theorem. In order to do so,
we can couple the two constructions by using the same percolation configuration for both,
so that the two constructions have at their disposal the same set of loops to discover. We
proved above that the original discrete construction finds all the “macroscopic” loops,
so we have to show that this is true also for the reorganized version of the discrete
construction. This is what we will do next, using essentially the same arguments as those
employed for the original discrete construction; we present these arguments for the sake
of completeness since there are some changes.
Consider the reorganized discrete construction described above, where the starting
and ending points of the exploration processes at each step are chosen to be close to those
of the corresponding (coupled) continuum construction. Suppose that at step k of this
discrete construction an exploration process γδk is run inside a domain D
δ
k−1, and write
Dδk−1 \Γ(γδk) =
⋃
j D
δ
k,j, where {Dδk,j} are the connected domains into which Dδk−1 is split
by the set Γ(γδk) of hexagons explored by γ
δ
k.
Let dx(Dk−1) (resp., dx(Dδk−1)) and dy(Dk−1) (resp., dy(D
δ
k−1)) be respectively the
maximal x- and y-distance between pairs of points in ∂Dk−1 (resp., ∂Dδk−1). If dx(D
δ
k−1) ≥
dy(D
δ
k−1) and the e-vertices on ∂D
δ
k−1 are chosen to be closest to two points of ∂Dk−1
with maximal x-distance, then the same construction and argument spelled out earlier in
the first part of the proof (corresponding to the second part of the theorem) show that
38
maxj dx(D
δ
k,j) ≤ 23dx(Dδk−1) with bounded away from zero probability.
If the e-vertices on ∂Dδk−1 are chosen to be closest to two points of ∂Dk−1 with maximal
x-distance but dx(D
δ
k−1) ≤ dy(Dδk−1), then consider the rectangle R′ whose vertical sides
are aligned to the y-axis, have length dy(D
δ
k−1), and are each placed at the same x-distance
from the points of ∂Dδk−1 with minimal or maximal x-coordinate in such a way that the
horizontal sides of R′ have length 1
3
dy(D
δ
k−1); the bottom and top sides of R′ are placed
in such a way that they touch the points of ∂Dδk−1 with minimal or maximal y-coordinate,
respectively. Notice that, because of the coupling between the continuum and discrete
constructions, for any ε˜ > 0, for k large enough, |dx(Dδk−1)−dx(Dk−1)| ≤ ε˜ and |dy(Dδk−1)−
dy(Dk−1)| ≤ ε˜. Since in the case under consideration we have dy(Dδk−1) ≥ dx(Dδk−1) and
dx(Dk−1) ≥ dy(Dk−1), for δ large enough, we must also have |dy(Dδk−1)−dx(Dδk−1)| ≤ 2 ε˜.
Once again, it follows from the Russo-Seymour-Welsh lemma that the probability to
have two vertical T -crossings of R′ of different colors is bounded away from zero by a
positive constant that does not depend on δ (for δ small enough). If that happens, then
maxj dx(D
δ
k,j) ≤ 23 dx(Dδk−1) + 13 ε˜.
All other cases are handled in the same way, implying that the maximal x- and y-
distances of domains that appear in the discrete construction have a positive probability
(bounded away from zero) to decrease by (approximately) a factor 2/3 at each step of the
discrete construction in which an exploration process is run in that domain.
With this result at our disposal, the rest of the proof, that for any ε > 0 the number
of steps needed to find all the loops of diameter larger than ε is bounded in probability as
δ → 0 (which implies that all the “macroscopic” loops are discovered), proceeds exactly
like for the original discrete construction.
Proof of Theorem 6. First of all, we want to show that PD ≡ IˆDPR does not depend on
R, providedD is strictly contained in DR and ∂D∩∂DR = ∅. In order to do this, we assume
that the above conditions are satisfied for the pair D,R and show that IˆDPR = IˆDPR′ for
all R′ > R.
Take two copies of the scaled hexagonal lattice, δH and δH′, their dual lattices δT
and δT ′, and two percolation configurations, σDR and σ′DR′ , both with blue boundary
conditions and coupled in such a way that σDR = σ
′
DR
. The laws of the boundaries of
σ and σ′ are also coupled, in such a way that the boundaries or portions of boundaries
contained inside D are identical for all small enough δ. Therefore, letting δ → 0 and
using the convergence of the percolation boundaries inside DR and DR′ to the continuum
nonsimple loop processes PR and PR′ respectively, we conclude that IˆDPR = IˆDPR′ .
¿From what we have just proved, it follows that the probability measures PDR on
(ΩR,BR), for R ∈ R+, satisfy the consistency conditions PDR1 = IˆDR1PDR2 for all R1 ≤ R2.
Since ΩR, Ω are complete separable metric spaces, the measurable spaces (ΩR,BR), (Ω,B)
are standard Borel spaces and so we can apply Kolmogorov’s extension theorem (see, for
example, [15]) and conclude that there exists a unique probability measure on (Ω,B) with
PDR = IˆDRP for all R ∈ R+. It follows that, for R′ > R and all D strictly contained in DR
and such that ∂D ∩ ∂DR = ∅, IˆDPR = PD = IˆDPR′ = IˆDIˆDRPR′ = IˆDPDR = IˆDIˆDRP =
IˆDP , which concludes the proof.
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Proof of Theorems 1 and 3. These are immediate consequences of Theorems 5 and 6,
where the full scaling limit is intended in the topology induced by (5).
Proof of Theorem 2. 1. The fact that the Continuum Nonsimple Loop process is a
random collection of noncrossing continuous loops is a direct consequence of its definition.
The fact that the loops touch themselves is a consequence of their being constructed out
of SLE6, while the fact that they touch each other follows from the observation that a
chordal SLE6 path γD,a,b touches ∂D with probability one. Therefore, each new loop in
the continuum construction touches one or more previous ones (many times).
The nonexistence of triple points follows directly from Lemma 5 of [21] on the number
of crossings of an annulus, combined with Theorem 1, which allows to transport discrete
results to the continuum case. In fact, a triple point would imply, for discrete percolation,
at least six crossings (not all of the same color) of an annulus whose ratio of inner to outer
radius goes to zero in the scaling limit, leading to a contradiction.
2. This follows from straightforward Russo-Seymour-Welsh type arguments for perco-
lation (for more details, see, for example, Lemma 3 of [21]), combined with Theorem 1.
3. Combining Russo-Seymour-Welsh type arguments for percolation (see, for ex-
ample, Lemma 3 of [21]) with Theorem 1, we know that P -a.s. there exists a (ran-
dom) R∗ = R∗(R), with R∗ < ∞, such that DR is surrounded by a continuum non-
simple loop contained in DR∗ . ¿From (the proof of) Theorem 6, we also know that
IˆDR′′P = P
DR′′ = IDR′′PR′ for all R
′ > R′′. This implies that by taking R′ large enough
and performing the continuum construction inside DR′ , we have a positive probability of
generating a loop λ contained in the annulus DR′′ \ DR, with R′ > R′′ > R. If that is
the case, all the loops contained inside DR are connected, by construction, to the loop
λ surrounding DR by a finite sequence (a “path”) of loops (remember that in the con-
tinuum construction each loop is generated by pasting together portions of SLE6 paths
inside domains whose boundaries are determined by previously formed loops or excur-
sions). Therefore, any two loops contained inside DR are connected to each other by a
“path” of loops.
Using again the fact that IˆDR′′P = P
DR′′ = IDR′′PR′ for all R
′ > R′′, and letting first
R′ and then R′′ go to ∞, we see from the discussion above (with R → ∞ as well) that
any two loops are connected by a finite “path” of intermediate loops, P -a.s.
Proof of Theorem 7. Combining Russo-Seymour-Welsh type arguments for percolation
(see, for example, Lemma 3 of [21]) with Theorem 1, we know that P -a.s. there exists a
bounded continuum nonsimple loop that surrounds both λ1 and λ2, so that D˜1 and D˜2
are both bounded. We can then take R <∞ such that λ1 and λ2 (and therefore D˜1 and
D˜2) are both contained in the disc DR with probability tending to 1 as R→∞.
Consider now the continuum construction inside the disc DR for some large R. Let λ
′
1
(resp., λ′2) be the smallest loop surrounding D1 (resp., D2) produced by the construction
and let D˜′1 (resp., D˜
′
2) be the connected component of R
2\λ′1 (resp., R2\λ′2) that contains
D1 (resp., D2). It follows from the previous observation and from (the proof of) Theorem 6
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that as R→∞, D˜′1 (resp., D˜′2) is (with probability tending to 1) distributed like D˜1 (resp.,
D˜2) and moreover the loop configuration inside D˜
′
1 (resp., D˜
′
2) is distributed by PD˜1 (resp.,
PD˜2).
This already proves the first claim of the theorem, since it is clear from the continuum
construction inside DR that the loop configurations inside D˜
′
1 and D˜
′
2 are independent. It
also means that in order to complete the proof of theorem, it suffices to prove the second
claim for the case of the continuum construction inside DR, for all large R. In order to
do that, we consider a modified discrete construction inside DR, as explained below. In
view of the above observations, we take R large and condition on the existence inside DR
of two disjoint loops, λδ1 and λ
δ
2, surrounding D1 and D2 respectively, and let D˜
δ
1 (resp.,
D˜δ2) be the domain of D
δ
R \ Γ(λδ1) (resp., DδR \ Γ(λδ2)) containing D1 (resp., D2).
The modified discrete construction inside DR is analogous to the “ordinary” one except
inside the domains D˜δ1 and D˜
δ
2, where the the exploration paths are coupled to a continuum
construction inside the unit disc in the following way. Roughly speaking, the discrete
construction inside D˜δ1 is one in which the (x, y) pairs (the starting and ending points of
the exploration paths) at each step are chosen to be closest to the (φδ(a), φδ(b)) points in
D˜δ1 mapped from the unit disc D via φδ, where the pairs (a, b) are those that appear at the
corresponding steps of the continuum construction inside D and φδ is a certain conformal
map from D onto D˜δ1, as specified below. The discrete construction inside D˜
δ
2 is coupled
in the same way to the same continuum construction inside D via a certain conformal
map ψδ from D onto D˜
δ
2.
The conformal map φδ will be defined for δ sufficiently small and is specified in the
following way. We fix a point z0 in D˜
′
1 and denote by φ the unique conformal map from D
onto D˜′1 such that φ(0) = z0 and φ
′(0) > 0. For δ sufficiently small, so that z0 is contained
in D˜δ1, we let φδ be the unique conformal map from D onto D˜
δ
1 such that φδ(0) = z0 and
φ′δ(0) > 0.
We also denote by ψ the unique conformal map from D onto D˜′2 such that ψ(0) =
g(z0) and sign(ψ
′(0)) = sign(g′(z0)), where g is any fixed conformal map from D˜′1 to D˜
′
2.
Note that, by the uniqueness part of Riemann’s mapping theorem, we can conclude that
ψ = g◦φ. For δ sufficiently small, so that g(z0) is contained in D˜δ2, we let ψδ be the unique
conformal map from D onto D˜δ2 such that ψδ(0) = g(z0) and sign(ψ
′
δ(0)) = sign(g
′(z0)).
As δ → 0, D˜δ1 → D˜′1 and D˜δ2 → D˜′2, and by an application of Rado´’s theorem (Theo-
rem 4), (the continuous extensions of) φδ and ψδ converge uniformly in D to the (contin-
uous extensions of) φ and ψ respectively.
We now describe more precisely the modified construction inside D˜δ1. Let γ1 be the
first SLE6 path in D from a1 to b1; because of the conformal invariance of SLE6, the
image φδ(γ1) of γ1 under φδ is a path distributed as the trace of chordal SLE6 in D˜
δ
1 from
φδ(a1) to φδ(b1). The uniform convergence of φδ to φ and statement (S) imply that the
exploration path γδ1 inside D˜
δ
1 from x1 to y1, chosen to be closest to φδ(a1) and φδ(b1)
respectively, converges in distribution to φ(γ1), as δ → 0, which means that there exists
a coupling so that the paths γδ1 and φδ(γ1) stay close for δ small.
One can use the same strategy as in the proof of the first part of Theorem 5, and
obtain a discrete construction whose exploration paths are coupled to the SLE6 paths
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φδ(γk) that are the images of the paths γk in D. Then, for this discrete construction inside
D˜δ1, the scaling limit of the exploration paths will be paths inside D˜
′
1 distributed as the
images of the SLE6 paths in D under the conformal map φ.
Analogously, for the discrete construction inside D˜δ2, the scaling limit of the exploration
paths will be paths inside D˜′2 distributed as the images of the SLE6 paths in D under the
(continuous extension of the) conformal map ψ : D → D˜′2 which is the uniform limit of
ψδ as δ → 0.
Therefore, the path inside D˜′2 obtained as the scaling limit of an exploration path
at a given step of the construction inside D˜δ2 is the image under the conformal map
g = ψ ◦ φ−1 : D˜′1 → D˜′2 of the path inside D˜′1 obtained as the scaling limit of the
exploration path at corresponding step of the construction inside D˜δ1.
In order to conclude the proof, we have to show that the discrete constructions inside
D˜δ1 and D˜
δ
2 defined above find all the boundaries (with diameter greater than ε) in a
number of steps that is bounded in probability as δ → 0. This is as in the second part
of Theorem 5, but since we are now dealing with a modified construction inside general
Jordan domains, we need to show that we can reach the same conclusion. In order to
do so, we will use the fact that the modified construction is coupled to an “ordinary”
continuum construction in the unit disc. We work out the details only for D˜δ1, since the
proof is the same for D˜δ2.
¿From the second part of Theorem 5 it follows that, for any fixed ε > 0 and M <
∞, the probability that the number of steps of the continuum construction in D that
are necessary to ensure that only domains with diameter less than ε/M are present is
larger than C, goes to zero as C → ∞. Since φδ (can be extended to a function that)
is continuous in the compact set D, φδ is uniformly continuous and so we can choose
Mδ = M(φδ) < ∞ such that any subdomain of D of diameter at most ε/Mδ is mapped
by φδ to a subdomain of D˜
δ
1 of diameter at most ε.
Since φδ → φ, as δ → 0, where φ (can be extended to a function that) is continuous in
the compact set D and is therefore uniformly continuous, we can chooseM0 =M(φ) <∞
such that any subdomain of D of diameter at most ε/M0 is mapped by φδ to a subdomain
of D˜′1 of diameter at most ε, and moreover such that lim supδ→0Mδ ≤ M0.
This, combined with the coupling between SLE6 paths and exploration paths inside
D˜δ, assures that the number of steps necessary for the new discrete construction inside
D˜δ1 to find all the loops of diameter at least ε is bounded in probability as δ → 0.
Therefore, the scaling limit, as δ → 0, of the modified discrete constructions for D˜δ1
and D˜δ2 give the measures PD˜′
1
and PD˜′
2
, and it follows by construction that PD˜′
2
= g ∗PD˜′
1
for any conformal map g from D˜′1 onto D˜
′
2. Since this is true for all large R, by letting
R→∞ we can conclude that PD˜2 = f ∗ PD˜1.
Acknowledgements. We are grateful to Greg Lawler, Oded Schramm and Wendelin
Werner for various interesting and useful conversations and to Stas Smirnov for commu-
nications about a paper in preparation. F. C. thanks Wendelin Werner for an invitation
to Universite´ Paris-Sud 11, and Vincent Beffara and Luiz Renato Fontes for many helpful
42
discussions. We thank Michael Aizenman, Lai-Sang Young and an anonymous referee
for comments about the presentation of our results. F. C. and C. M. N. acknowledge
respectively the kind hospitality of the Courant Institute and of the Vrije Universiteit
Amsterdam where part of this and related work was done.
References
[1] M. Aizenman, The geometry of critical percolation and conformal invariance, in
STATPHYS 19, Proceeding Xiamen 1995 (H. Bai-lin, ed.), World Scientific (1995).
[2] M. Aizenman, Scaling limit for the incipient spanning clusters, in Mathematics
of Multiscale Materials; the IMA Volumes in Mathematics and its Applications
(K. Golden, G. Grimmett, R. James, G. Milton and P. Sen, eds.), Springer (1998).
[3] M. Aizenman and A. Burchard, Ho¨lder regularity and dimension bounds for random
curves, Duke Math. J. 99, 419-453 (1999).
[4] M. Aizenman, A. Burchard, C. M. Newman, and D. B. Wilson, Scaling limits for
minimal and random spanning trees in two dimensions, Ran. Structures Alg. 15,
316-367 (1999).
[5] M. Aizenman, B. Duplantier and A. Aharony, Connectivity exponents and the exter-
nal perimeter in 2D independent percolation, Phys. Rev. Lett. 83, 1359-1362 (1999).
[6] A. A. Belavin, A. M. Polyakov and A. B. Zamolodchikov, Infinite conformal symme-
try of critical fluctuations in two dimensions, J. Stat. Phys. 34, 763-774 (1984).
[7] A. A. Belavin, A. M. Polyakov and A. B. Zamolodchikov, Infinite conformal symme-
try in two-dimensional quantum field theory, Nucl. Phys. B 241, 333-380 (1984).
[8] I. Benjamini, O. Schramm, Conformal invariance of Voronoi percolation,
Comm. Math. Phys. 197, 75-107 (1998).
[9] P. Billingsley, Weak Convergence of Measures: Applications in Probability, Section 3,
Society for Industrial and Applied Mathematics, Philadelphia (1971).
[10] F. Camia and C. M. Newman, Continuum Nonsimple Loops and 2D Critical Perco-
lation, J. Stat. Phys. 116, 157-173 (2004).
[11] F. Camia and C. M. Newman, The Full Scaling Limit of Two-Dimensional Critical
Percolation (original preprint version of this paper and reference [12]), available at
arXiv:math.PR/0504036 (2005).
[12] F. Camia and C. M. Newman, Critical Percolation Exploration Path and SLE6: a
Proof of Convergence, available at arXiv:math.PR/0604487 (2006).
43
[13] J. L. Cardy, Critical percolation in finite geometries, J. Phys. A 25, L201-L206
(1992).
[14] J. Cardy, Lectures on Conformal Invariance and Percolation, available at
arXiv:math-ph/0103018 (2001).
[15] R. Durrett, Probability: Theory and Examples, Third Edition, Duxbury Advanced
Series (2004).
[16] G. R. Grimmett, Percolation, Second Edition, Springer, Berlin (1999).
[17] W. Kager and B. Nienhuis, A Guide to Stochastic Lo¨wner Evolution and Its Appli-
cations, J. Phys. A 115, 1149-1229 (2004).
[18] R. Kenyon, Conformal invariance of domino tiling, J. Math. Phys. 41, 1338-1363
(2000).
[19] R. Kenyon, Conformal invariance of domino tiling, Ann. Probab. 28, 759-795 (2000).
[20] H. Kesten, Percolation Theory for Mathematicians, Birkha¨user, Boston (1982).
[21] H. Kesten, V. Sidoravicius and Y. Zhang, Almost all words are seen in critical site
percolation on the triangular lattice, Electr. J. Probab. 3, paper no. 10 (1998).
[22] R. Langlands, P. Pouliot, Y. Saint-Aubin, Conformal invariance for two-dimensional
percolation, Bull. Am. Math. Soc. 30, 1-61 (1994).
[23] G. Lawler, Conformally Invariant Processes in the Plane, in Lecture notes for the
2002 ICTP School and Conference on Probability, ICTP Lecture Notes Series, Vol.
XVII (2004).
[24] G. F. Lawler, Conformally Invariant Processes in the Plane, Mathematical Surveys
and Monographs, 114, American Mathematical Society, Providence, RI (2005).
[25] G. Lawler, O. Schramm and W. Werner, Values of Brownian intersection exponents
I: Half-plane exponents, Acta Math. 187, 237-273 (2001).
[26] G. Lawler, O. Schramm and W. Werner, One arm exponent for critical 2D percola-
tion, Electronic J. Probab. 7, paper no. 2 (2002).
[27] A. M. Polyakov, Conformal symmetry of critical fluctuations, JETP Letters 12, 381-
383 (1970).
[28] Ch. Pommerenke, Boundary Behaviour of Conformal Maps, Springer-Verlag, Berlin
(1992).
[29] T. Rado´, Sur la repre´sentation conforme de domaines variables, Acta Sci. Math.
(Szeged) 1, 180-186 (1923).
44
[30] S. Rohde and O. Schramm, Basic properties of SLE, Ann. Math. 161, 883-924 (2005).
[31] L. Russo, A note on percolation, Z. Wahrsch. Ver. Geb. 43, 39-48 (1978).
[32] O. Schramm, Scaling limits of loop-erased random walks and uniform spanning trees,
Israel J. Math. 118, 221-288 (2000).
[33] O. Schramm and S. Sheffield, in preparation.
[34] P. D. Seymour, D. J. A. Welsh, Percolation probabilities on the square lattice, in
Advances in Graph Theory (B. Bolloba´s ed.), Annals of Discrete Mathematics 3,
North-Holland, Amsterdam, pp. 227-245 (1978).
[35] S. Sheffield and W. Werner, in preparation.
[36] S. Smirnov, Critical percolation in the plane: Conformal invariance, Cardy’s formula,
scaling limits, C. R. Acad. Sci. Paris 333, 239-244 (2001).
[37] S. Smirnov, Critical percolation in the plane. I. Conformal invariance and Cardy’s
formula. II. Continuum scaling limit. (long version of [36], dated Nov. 15, 2001),
available at http://www.math.kth.se/∼stas/papers/index.html.
[38] S. Smirnov, in preparation.
[39] S. Smirnov, private communication.
[40] S. Smirnov and W. Werner, Critical exponents for two-dimensional percolation,
Math. Rev. Lett. 8, 729-744 (2001).
[41] B. Tsirelson, Percolation, boundary, noise: an experiment, available at
arXiv:math.PR/0506269 (2005).
[42] W. Werner, SLEs as boundaries of clusters of Brownian loops,
C. R. Math. Acad. Sci. Paris 337, 481–486 (2003).
[43] W. Werner, Random planar curves and Schramm-Loewner Evolutions, in Lectures on
probability theory and statistics, Lecture Notes in Math., Vol. 1840, Springer, Berlin,
pp. 107-195 (2004).
[44] W. Werner, Some recent aspects of random conformally invariant systems, lecture
notes available at arXiv:math.PR/0511268 (2005).
[45] W. Werner, The conformally invariant measure on self-avoiding loops, available at
arXiv:math.PR/0511605 (2005).
45
