It has recently been established that the properties of young star clusters (YSCs) can vary as a function of the galactic environment in which they are found. We use the cluster catalogue produced by the Legacy Extragalactic UV Survey (LEGUS) collaboration to investigate cluster properties in the spiral galaxy M51. We analyse the cluster population as a function of galactocentric distance and in arm and interarm regions. The cluster mass function exhibits a similar shape at all radial bins, described by a power law with a slope close to −2 and an exponential truncation around 10 5 M . While the mass functions of the YSCs in the spiral arm and interarm regions have similar truncation masses, the inter-arm region mass function has a significantly steeper slope than the one in the arm region; a trend that is also observed in the giant molecular cloud mass function and predicted by simulations. The age distribution of clusters is dependent on the region considered, and is consistent with rapid disruption only in dense regions, while little disruption is observed at large galactocentric distances and in the inter-arm region. The fraction of stars forming in clusters does not show radial variations, despite the drop in the H 2 surface density measured as function of galactocentric distance. We suggest that the higher disruption rate observed in the inner part of the galaxy is likely at the origin of the observed flat cluster formation efficiency radial profile.
INTRODUCTION
Star formation is believed to be a hierarchical process both in space and time. At the density peaks of the hierarchy star clusters may form, stellar systems that remain gravitationally bound for hundreds of Myr (see, e.g., Elmegreen 2008; Portegies Zwart et al. 2010; Elmegreen 2011; Kruijssen 2012) . Due to their long lifetimes, these systems can be used as probes of the star formation process in galaxies. Until now, the effort of studying star formation has focused either on the star/cluster scale only or on the galaxy scale only, without a real connection. The Legacy Extragalactic UV Survey (LEGUS) aims to fill the gap between these two scales, via the observations of 50 nearby galaxies in broadband imaging from the near-U V to the I band (Calzetti et al. 2015a ). Particularly important for cluster studies is the inclusion of two blue broadband filters of the Wide-Field Camera 3 (WFC3), namely F275W and F336W, which provide the information necessary for an accurate age analysis of the young clusters. A clear example of the power given by the availability of a set of filters ranging from the U V to the I band is the analysis of the super star clusters in the galaxy NGC 5253 by Calzetti et al. (2015b) . Observational studies of star formation in LEGUS are also supported by simulations, which are nowadays able to study entire galaxies but achieving the resolution of individual clusters (e.g., Dobbs et al. 2017) .
Evidences of star formation hierarchy in LEGUS galaxies are found by analyzing the UV-light structures of both spiral and dwarf galaxies (Elmegreen et al. 2014) . Other studies of the clustering of stars and clusters within LEGUS suggest that both tracers find the same underlying hierarchical structure (Gouliermis et al. 2015 and Grasha et al. 2017b . The evolution in time of the hierarchical distribution of clusters is also tested by Grasha et al. (2015) and Grasha et al. (2017a) , who analyze how the clustering strength of clusters changes with time, using a two-point correlation function and considering clusters of different ages for 6 LEGUS galaxies. The strength of the clustering is found to decrease with increasing age of the clusters, and disappears after ∼ 40 − 60 Myr in all the studied cases.
One of the main goals of the LEGUS project is to link the properties of the star and cluster populations to the properties of the host galaxies, in order to understand how the galactic environment (e.g., the density of the ISM) affects the star formation process on various scales. It was recently observed that the properties of clusters vary as a function of the distance from the centre of the galaxy M83. In the inner regions of M83, where the molecular gas has high density, the mass function is truncated at higher masses and the disruption has smaller timescales compared to the external regions (Silva-Villa et al. 2014; . It was also observed that in environments with high gas density in M83, a higher fraction of the star formation happens inside clusters (measured through the cluster formation efficiency). Analyses of giant molecular cloud (GMC) properties in M83 showed similar radial variations, suggesting a close link between the gas clouds and the clusters forming from them, and these analyses also confirm that the galactic environment is capable of regulating the star formation process (Freeman et al. 2017) .
Understanding how the environment can affect the cluster properties is however not straightforward: Ryon et al. (2015) , for example, found that the sizes and shapes of clusters in M83 do not show radial dependence (differently from cluster truncation masses in the same galaxy), suggesting that some cluster properties may be more universal. In addition, a recent study of 5 dwarf galaxies of the LEGUS sample does not find any variation of the fraction of star formation happening in clusters (Hunter et al., in preparation) , in contrast to the finding in M83. These findings highlight the necessity of expanding the number of galaxies (and of different environments) where cluster properties are studied.
Among the galaxies of the LEGUS sample, M51 stands out as an interesting case due to its large cluster population. In a previous work (Messa et al. 2018 , hereafter Paper I), we analysed the cluster population of M51 as a whole. The YSC mass function is well-described by a power law with an exponent of ∼ −2, and compatible with an exponential truncation at ∼ 10 5 M . Similar results have been found in other spirals, e.g., M83 , NGC 1566 (Hollyhead et al. 2016) , and NGC 628 . A power law with an exponent of ∼ −2 is expected if star formation takes place from a hierarchical medium (Elmegreen & Hunter 2010) while the presence of an exponential truncation suggest that galaxies may be limited in the formation process of high-mass compact structures. The fraction of stars forming in bound clusters in M51 is ∼ 20%, again in line with the values of similar galaxies in the nearby Universe. Finally, only moderate disruption seems to affect the clusters of ages between ∼ 3−200 Myr. It has been suggested that all these properties may depend on the galactic environment, and a comparison with the same cluster properties in different galaxies like M31 (Johnson et al. 2016 (Johnson et al. , 2017 or the Antennae system (Whitmore et al. 1999 (Whitmore et al. , 2007 seem to confirm such a relation. In this case, we should be able to spot differences in the cluster properties also as a function of the environment within the same galaxy, as observed for M83.
In this work, we propose to test the presence of variations of cluster properties in different environments of M51. We will use gas and SFR densities to probe our current understanding of cluster formation and evolution via simple theoretical models. To complete the analysis, we compare our findings with the results of Colombo et al. (2014) , who studied the properties of GMCs in M51 dividing the sample in dynamical regions. Hughes et al. (2013) already suggested that the properties of the CO gas distribution for different M51 environments are strongly correlated with properties of GMC and YSC populations, and in particular with their mass functions.
The cluster catalogue of M51 produced with the LEGUS dataset is described in Paper I. We nonetheless summarize the main properties of the dataset and the steps followed to produce the catalogue in Section 2. The division of the galaxy into subregions is described in Section 3, while the analysis of the main cluster properties is in Section 4. In Section 5, we discuss the results of the cluster analysis and we apply a simple model to predict the mass properties of the clusters starting from gas data. Finally, the main conclusions of this work are summarised in Section 6.
DATA AND CLUSTER CATALOGUE CONSTRUCTION
The general description of the LEGUS dataset and its standard reduction process are given in Calzetti et al. (2015a) . The M51 dataset used in this study includes new UVIS/WFC3 imaging in the filters F275W (U V band) and F336W (U band), as well as archival ACS data in the filters F435W, F555W and F814W (B, V and I bands respectively). The U and U V band data consist of 5 pointings, covering most of the spiral and companion galaxy NGC 5195. Exposures times are given in Paper I for all filters. A detailed description of the procedure for producing the cluster catalog of M51 is given in Paper I. The general procedure followed is a blind extraction of sources followed by a series of cuts aimed at removing spurious sources (e.g. stars, background galaxies) and by a morphological classification. Here we summarize the main steps. The V band (filter F555W) is taken as the reference frame, where positions of cluster candidates are extracted using SExtractor (Bertin & Arnouts 1996) . On this extracted catalogue, a first cut is made based on the luminosity profile, keeping only sources with a concentration index (CI) bigger than 1.35
1 . A subsequent cut excludes the sources not detected photometrically in at least 2 contiguous bands (the reference V band and either the B or I bands). The sources still remaining in the sample after these two cuts constitute the "automatic" catalogue (according to the LEGUS nomenclature), which, being only automatically-selected, likely still includes some contaminating sources. In order to reduce the contamination from stars and interlopers, a sub-catalogue is produced with additional cuts. We require the sources to be detected in at least 4 filters with a photometric error smaller than 0.30 mag and an absolute V -band magnitude brighter than −6 mag. This sub-catalog contains 10925 cluster candidates that were morphologically classified (a description of the morphological classes used in LEGUS is given in Adamo et al. 2017) . Almost 1/4 of those cluster candidates were visually classified, while the remaining ones were classified via a machine-learning (ML) code. The ML code used is described in a forthcoming paper (Grasha et al., submitted) . As for the analyses of Paper I, among the 10925 sources morphologically classified, we consider in the following analyses only the 2839 cluster candidates of classes 1 and 2, namely those that appear single-peaked, compact, and uniform in colour.
All sources detected in at least 4 filters were analysed via SED-fitting algorithms and values of age, mass and extinction were retrieved for each. Simple stellar population (SSP) models considering Padova-AGB evolutionary tracks with solar metallicity, the Milky Way extinction curve (Cardelli et al. 1989) , and a uniformly sampled Kroupa (2001) stellar initial mass function were used (see Ashworth et al. 2017 for a generalization to a variable IMF). Nebular continuum emission is also taken into account in the fit. The details of the SED-fitting techniques are described in Adamo et al. (2017) .
The photometric completeness of the final cluster sample (2839 sources) and the comparison to older cluster catalogues of M51 were explored in Paper I. The completeness is discussed also in Appendix A, where we derive the completeness value for a mass-limited sample inside the sub-regions defined in Section 3.1.
1 The concentration index is defined here as the difference in a source magnitude when measured in a 1 pixel radius aperture and in a 3 pixel radius aperture, i.e. mag(r = 1 [px])−mag(r = 3 [px]).
GALAXY ENVIRONMENT

Environmental division of the catalogue
In the analysis of the cluster population, we exclude clusters found in the central part of the galaxy. This is due to the high level of incompleteness in the cluster detection near the centre, as already discussed in Paper I. Excluding the region within 35" (1.3 kpc at an assumed distance of 7.66 Mpc, Tonry et al. 2001 ) from the centre, we divide the area of the galaxy into 4 radial annuli. These are defined in order to contain the same number of clusters with M > 5000 M and ages younger than 200 Myr. No lower age cut has been applied. The cuts on age and mass are used to define a mass-limited sample, as in Paper I. This choice allows us to have a sample not limited by luminosity. In addition to these 4 bins, we also consider a central annulus corresponding to the molecular ring (MR) region defined in Colombo et al. (2014) , ranging from 23" to 35" (0.85 to 1.30 kpc) from the centre. In the MR the number of clusters is smaller compared to the other annuli and the completeness is worse (see Appendix A). However, this region is important for testing the cluster properties in a dense central region of the galaxy.
In order to test how the choice of radial binning affects the analyses, the cluster sample was also divided into 4 radial annuli of equal area. The radial division is graphically shown in Fig. 1 . Radii separating the bins are listed in Tab. 1 along with the number of clusters in each bin and other physical quantities used in the text.
From Fig. 1 is clear that, for both divisions (equal number and equal area), each annulus consists of part of a spiralarm and part of an inter-arm environment, but with different fractions. In order to understand the effect of the spiral arms on the resulting cluster populations, we divide also the cluster sample into arm and inter-arm environments. The arm is defined based on V band brightness: from the F555W mosaic, smoothed with a boxcar average of 200 pixels, we consider all pixels with mag < 28.231 (surface brightness of ∼ 1.9 × 10 −20 erg/cm 2 /Å) as part of the spiral-arm (SA). The remaining area of the galaxy is considered inter-arm (IA). This division is very similar to the one used in Haas et al. (2008) to separate the galaxy into regions of different backgrounds and allows us to make a direct comparison with their results. In addition, this cut on the magnitude also gives similar numbers of clusters in the SA and IA environments (see Tab. 1). A contour of the spiral arm region is shown in Fig. 1 . Once again, the central area of the galaxy, within a radius of 35" from the centre, is excluded from the SA and IA regions.
The colour-colour diagrams of the population divided into regions are in Fig. 2 . The evolutionary track obtained from the Yggdrasil evolutionary models (Zackrisson et al. 2011 ) is overplotted. Most of the clusters have ages between 10 Myr and 1 Gyr, with noticeable differences between regions. Bin 1 and Bin 3 seem to host, on average, younger populations compared to Bin 2 and 4. The molecular ring has a colour distribution that is clearly very different from all the others, a sign that this region could be biased by incompleteness against old and red clusters. Comparing the arm and inter-arm environments, we note that clusters in the spiral arm are on average younger than clusters in the inter-arm.
The median, 1st and 3rd quartiles of the U − B colours Table 1 . Properties of the cluster population and of the galaxy environment. The part of the galaxy covered by UVIS observations is taken as a whole (Entire), divided into Spiral-Arm (SA) and Inter-Arm (IA) subregions according to the V band brightness (see Section 3.1) and divided into radial regions according to the criteria in columns 2 and 3. Column 4 displays the number of class 1 and 2 clusters, and column 5 the number of those with M > 5000 M and age < 200 Myr. In column 6 the values of the average Σ H 2 are shown, derived from data of the PAWS (Schinnerer et al. 2013) . Columns 7 to 10 contain SFR and Σ SFR derived from: A) FUV+24µm and B) Hα+24µm. The division of the galaxy in sub-regions is illustrated in Fig. 1 , radial profiles of Σ H 2 and Σ SFR are illustrated in Fig. 5 . in each region are shown in Fig. 3 . The colours for equalarea bins are also reported, showing very little difference from the equal-number bins. Trends similar to what was previously observed are recovered. Clusters in Bin 2 and 4 are on average older than in Bin 1 and 3. The U − B colour distribution of the MR is very different from the other radial bins, possibly also due to the higher extinction in this region. However, extinction alone cannot explain the lack of sources populating the 100 Myr region in Fig. 2 . The main difference is recovered again when comparing clusters in SA and IA environment, which have an average colour difference of ∼ 0.3 mag. Median values of E(B − V ) derived from the SED fitting are also displayed in Fig. 3 : as expected the MR is the region with the highest extinction. The median extinction values do not vary much in the other bins and therefore extinction alone can not explain the differences observed in the distribution of U − B colours.
Map of the gas surface density
In order to investigate how the cluster formation and disruption processes are affected by the environment, we consider the properties of the molecular gas in M51. We used CO(1-0) single-dish mapping (angular resolution of 22.5 arcsec) covering the whole galaxy, in order to calculate average values for the surface density of the molecular gas (H2). These data are made available via the PAWS project 2 (Schinnerer et al. 2013) . We refer to Pety et al. (2013) for the details on data acquisition and reduction. Although the low resolution mapping suffers from beam dilution (e.g. Leroy et al. 2013) , it enables us to recover the gas density also in the outer parts of the galaxy. The conversion from CO intensity to ΣH 2 is made via the conversion factor XCO = 2 × 10 20 cm −2 K −1 km −1 s, used in Schinnerer et al. (2013) . Our cluster population is restricted to regions where we have UVIS coverage and for this reason we consider in the CO map only the region enclosed by the UVIS footprint (see Fig. 4 ). After masking the rest of the map, we measure how ΣH 2 varies radially (Fig. 5) . Average values of ΣH 2 in each of the bins defined in Section 3.1 are given in Tab. 1. The H2 surface density decreases monotonically moving outwards in the galaxy but between 4 and 5 kpc from the centre a second peak appears, in correspondence with the location of the outer part of the spiral arms. When averaged over the radial bins considered, ΣH 2 is very high in the MR, but it rapidly decreases moving to outer bins. A similar decrease is found when the equal-area (EA) bins are considered.
A catalog with a list of the GMCs and their derived properties was produced by Colombo et al. (2014) (hereafter C14) . It relies on the high-resolution map of the PAWS survey and therefore is limited to the area at the centre of the galaxy covered with interferometric observations (see Fig. 4 ). The area covered extends only to part of our Bin 2 region and the comparison of cluster properties with GMC properties (in Section 4.2.3) will be limited to those internal regions.
Star formation rate in the galaxy
The star formation rate (SFR) of M51 has been calculated using the far-U V (FUV) emission from GALEX, corrected for the presence of dust via the 24µm emission from Spitzer/MIPS, using the recipe from Hao et al. (2011) . The SFR has been normalized to a Kroupa (2001) IMF in the stellar mass interval 0.1 − 100 M . A second value for the SFR has been derived using Hα emission instead of FUV. Also in this case, the 24µm emission has been used to obtain an extinction-corrected SFR (using the recipe by Kennicutt et al. 2009 ). Both methods provide mean SFR values over the last ∼ 100 Myr. The SFR values obtained for the whole galaxy and for the sub-regions defined in Section 3.1 are displayed in Tab. 1. Differences between the two methods are in general below ∼ 20%.
An average SFR surface density, ΣSFR, has also been derived for each region. As for the surface density of H2, ΣSFR also decreases almost monotonically from the centre to the outskirts of the galaxy, with the exception of a small bump in correspondence to Bin 3 (Fig. 5) . The molecular ring has a ΣSFR that is much higher than in the radial bins, while the small value in Bin 4 suggests that little star formation happens in the outer part of the galaxy. The values of ΣSFR are very similar in bins 1, 2 and 3, and a factor of 2 smaller in Bin 4.
CLUSTER ANALYSIS
Luminosity Functions
The luminosity function (LF) is an observed property of the cluster sample, obtained directly from photometry. Its shape is generally described by a power law, PL, of the type dN/dL ∝ L −α with an almost universal slope α ∼ −2 retrieved in a wide range of galaxies (see e.g. the reviews by Whitmore 2003 and Larsen 2006) , including M51, where the slope has been found to vary from −1.84 in the F275W filter to −2.04 in the F814W filter (if the function is fitted by a single power law, see Paper I). However, in Paper I we show that the luminosity function of M51 is best fitted by a double power law, steeper at the bright end, revealing a dearth of bright sources, which is a sign of a similar behavior in the underlying mass function. The study of the average cluster ages at different luminosities and the comparison to Monte Carlo simulations confirmed that the luminosity function can be used to study the properties of the underlying mass function. In a similar way Gieles et al. (2006) used the luminosity function of M51 to put constraint on the underlying mass function.
We now study the luminosity function in all filters in each of the radial bins. The function is studied both in a binned form, with luminosity bins containing an equal number of sources, according to Maíz Apellániz &Úbeda (2005) , and in a cumulative form, following Bastian et al. (2012) . In Table 2 we summarise the outcomes of the luminosity function analysis in the V band (F555W filter). The analyses of the other filters show similar outcomes and are thus omitted. V band luminosity functions are plotted in Fig. 6 . All clusters down to the completeness limit were included in the fit. For the radial annuli (and the SA-IA environments) the same limit of 23.25 mag, as in Paper I, is used as a lower limit. We remind the reader that this limit was derived looking at where the luminosity distribution was peaked at the faint end, deviating therefore from an expected power-law shape. The value is consistent with the luminosity completeness being set by the magnitude cut in the V band applied in the process of defining the cluster catalogue, as also confirmed by the analysis in Appendix A. The MR has a brighter incompleteness, and we use as magnitude limit the value of 22.20 mag (Appendix A).
When the functions are fitted by single power laws, Bin 1 has the shallowest slope, α = 1.82 ± 0.05, while Bin 4 has the steepest, α = 2.20 ± 0.06. Bin 2 and 3 have slopes in between those two values. The functions are better fitted with double power law in Bin 1 and 2, but not in Bin 3 and 4. Bins of equal area show similar trends. In this case only bins EA 1 and EA 3 are better fitted with a double power law. The single power-law fit of the luminosity function in the MR region is very shallow (α = 1.59 ± 0.10). We note, however, that this is driven by the very flat part at magnitudes fainter than 20.5 mag: after the break, the function has a slope comparable with the other bins (α = 2.05±0.19). This result suggests that incompleteness could be affecting the MR region even at magnitudes brighter than 22.2 mag. The plot of the cumulative luminosity function in Fig. 6 (right panel) shows that, in all radial bins, there is a drop in the number of observed clusters at bright luminosities, compared to what would be expected from the best fit with a single power law.
Luminosity functions in the arm and inter-arm regions present significant differences. In Fig. 7 the cumulative functions of arm and inter-arm clusters are compared. The slopes of the luminosity function at different luminosities (bottom panel) are calculated dividing the function in bins of 0.5 mag and fitting each bin with a power law (at high luminosities bins of 1 mag and 2 mag width have been considered to compensate for the low number of clusters). In the SA case the function is on average very shallow (best fit with a single power-law is α = 1.75) and it is clearly truncated, as the bright-magnitude sources fall off the slope observed at lower magnitudes. The improvement in the value of the recovered reduced χ 2 in the double power-law fit confirms it. On the other hand, the function of the inter-arm region is steeper. It may present a truncation, since the slope steepens when moving to brighter magnitudes (bottom panel of Fig. 7 ), but can also be well described by a single power-law of slope α = 2.30.
A similar trend for arm and inter-arm division was found already by Haas et al. (2008) . The galaxy was divided into regions of different surface brightness, in a very similar way. The luminosity function of the bright regions of the galaxy was found to have a shallow low-luminosity end, and therefore also a more evident truncation. This shallow slope is not what is expected from a young population of clusters with an initial cluster mass function with a slope of −2. Haas et al. (2008) invoked blending of the sources (which in the arms are frequently clustered) as the cause of turning lowluminosity sources into brighter ones, flattening the slope of the function. The higher background can also cause incompleteness for the low-luminosity sources, as it is the case in the MR region. From the analysis with the Monte Carlo populations in Paper I we know that cluster disruption can also cause a flattening of the function. All these factors can have an impact on the shape of the luminosity function. We note, however, that the difference in slopes is not restricted to sources close to the completeness limit. When comparing the luminosity function in arm and inter-arm regions, the difference in slope extends to sources up to ∼ 20 mag (see Fig. 7 ). This is more than 3 magnitudes brighter than the completeness limit and therefore hardly motivated by a difference in completeness. In addition, the completeness test presented in Appendix A makes use of the scientific frames and, in doing so, takes into account the elevated crowding of the SA region. A physical interpretation of the difference can be an age difference between arm and inter-arm which would cause the IA luminosity function to be flatter due to the lack of luminous OB stars. While this is a reasonable possibility, the fact that also the GMC properties are different in the two regions suggest that the difference in the luminosity function is probably due to environmental effects dominating (see Section 4.2.3).
Mass Functions
We study the mass function, focusing in particular on its high mass end, in sub-regions of M51. We have seen in Paper I that the mass function of the galaxy, in addition to a −2 power-law behavior, presents a drop at high masses, which can be described as an exponential truncation at M ∼ 10 5 M (i.e. a Schechter functional shape, dM/dN ∝ M β e −M/M c , see Schechter 1976) . We investigate now if those properties are the same in all sub-regions of the galaxy. In this analysis we consider a mass-limited sample with M > 5000 M and ages 200 Myr. The cut in mass avoids the inclusion of sources with large uncertainties in mass and age derivations. In Appendix A we show that this constitutes a complete sample. In case of the MR region, instead, we have a mass-limited complete sample for M > 10 4 M and ages 100 Myr. Mass functions are plotted in Fig. 8 and Fig. 9 both in the binned and cumulative form. In order to verify the agreement on the derived best-fit quantities, we performed the fit of the cluster mass functions using different methods commonly used in the literature. Methods and fit results are described in Sections 4.2.1 and 4.2.2, while in Appendix B the methods are tested using simulated cluster populations via Monte Carlo realisations.
Maximum-likelihood fitting of the mass function
Mass functions were fitted with the maximum-likelihood IDL code mspecfit.pro, implemented by Rosolowsky (2005) and also used in the analysis of GMC mass functions in M51 by C14. The code analyses the cumulative mass function considering the possibility that it can be described by a truncated power law, namely: where β is the power law slope of the differential mass function (i.e., dN/dM ∝ M β ), M0 is the maximum mass of the distribution. At M = 2 1/(β+1) M0 the function deviates from a simple power law, and a truncation is considered statistically significant only if the number of clusters above this limit, N0, is greater than 1, i.e. if also the truncated part of the function is sampled by more than one cluster. More specifically, the code maximizes the likelihood that a set of data (M,N), with the associated uncertainties, is drawn from a distribution of the form of Eq. 1 with parameters N0,M0 and β. In order to estimate the uncertainties on the derived parameters, a bootstrapping technique with 100 trials is used to sample the distribution of derived parameters. The uncertainty values that we report in the text are the median absolute deviations of the transformed parameter distribution from the bootstrapping trials. We refer to Rosolowsky 2005 for the formalism of this method.
The recovered results are in Tab. 3. We consider now all sub-regions except the MR, which, being different in terms of completeness, is discussed later in this section. When fitted with a simple power law, the recovered slopes are steeper than −2. The largest slope difference is observed when comparing SA and IA environments. Similarly to the case of the luminosity function, the SA region has a significantly flatter slope than the one of the IA region. In all cases the fit results support truncation at high masses (via the high values of the recovered N0 1). The truncation masses do not show substantial variations between the subsamples, as values of M0 are all close to 10 5 M . The largest M0 values are found for SA, Bin1 and Bin4. Equal area bins show similar results.
In order to test the effect of an eventual incompleteness on the mass function, we repeat the analysis considering only clusters with M > 10 4 M . The results are given in Tab. 3. The slopes are all steeper than in the previous case, and in particular are all steeper than −2. The recovered truncation masses does not change significantly in most of the bins, although we notice that the statistical significance of the truncation is reduced because of the smaller number of clusters.
Moving to the analysis of the MR region, we have reported in Tab. 3 the best fits of the mass function only considering clusters with ages 100 Myr, as incompleteness strongly affects older clusters in this region. The slope in the MR is the shallowest of all sub-regions. While, in the case of masses > 5000 M , this result can be attributed to partial incompleteness of clusters with low masses, this is not applicable to clusters with masses 10 4 M , which we consider to surpass the 90% completeness limit. Focusing on these latter clusters, the fit suggests that the mass function is different in this region, with a shallow slope β = −1.78±0.08 (−2.00 ± 0.11 in case of a single power-law fit) and possibly no truncation (the statistical significance is low due to the reduced number of clusters in this region).
Following the same methodology as in Paper I, we compare the observed mass functions with the ones of simulated Monte Carlo populations drawn from 3 different models. The models considered are a pure power-law with −2 slope, a simple power-law with slope equal to the best fit value and a Schechter function with slopes and truncation masses given in Tab. 3. For each model 1000 populations were simulated, with the same number of the observed clusters in each bin. The comparison is shown in Fig. 8 and Fig. 9 . The median mass function of the 1000 simulation is plotted over the observed mass function, along with the lines enclosing 50% and 90% of the simulated cases. In order to test how the high-mass part of the observed mass function is in agreement with the models, we compare the distribution of observed and simulated clusters with M 10 4 M via the Anderson-Darling (AD) statistics. The AD test returns the probability that the null hypothesis of two samples having been drawn from the same distribution is true (Anderson & Darling 1952; Stephens 1974) . Results are displayed in Tab. 4 The Schechter function always shows the best agreement with observations. In many cases also a power law with a slope steeper than −2 provides a good description of the data. This result confirms that in all bins the high mass end of the function is steeper than the canonical slope of −2, and can be well described by a truncated power law.
Bayesian fitting of the mass function
We also implement a different type of fitting code to the mass function, based on Bayesian inference. This method allows us to find the most probable set of values for the slope and for the truncation mass, and to see the correlation between them. The Bayesian fitting method is similar to what was done by Johnson et al. (2017) in the analysis of M31. We firstly define the likelihood function of an observed cluster with mass M as:
where pMF (M | θ) is the cluster mass function, Z the normalization factor, i.e.: Table 3 . Results of the fit of the clusters' mass functions divided in subregions with the maximum-likelihood code mspecfit.pro. The functions are fitted both with a truncated power-law and a simple one, using a low-mass cut of: M> 5000M (columns 2-5) and M> 10 4 M (columns 6-10). Only clusters younger than 200 Myr (100 Myr for the MR) are considered in the analysis. The corresponding mass functions are plotted in Fig. 8 and Fig. 9 . and θ represents the set of parameters which describe a certain shape of the mass function. We used two possible mass distribution functions, namely a Schechter one:
and a power-law one:
In both cases we limited the study of the mass function to masses above M lim . This is indicated by the introduction of the Heaviside step function Θ(M lim ). We use Bayes' theorem to derive the posterior probability distribution function of the parameters θ, defined as:
where {Mi} is the observed mass distribution and p( θ) is the prior probability of the parameters θ. We choose a flat uninformative top-hat prior probability distribution to cover the range of possible values −3 < β < −1 and log(M lim /M ) < log(Mc/M ) < 8. The same prior distribution has been used for the truncated and un-truncated mass functions (Eq. 4 and Eq. 5) since in the analysis of the previous section outlined that in both cases the recovered slopes are close to β ≈ −2. The limiting values chosen for the prior distributions can therefore be considered safe limits.
For the sampling of the posterior probability distributions we use the Python package emcee (Foreman-Mackey et al. 2013), which implements a Markov Chain Monte Carlo (MCMC) sampler from Goodman & Weare (2010) . We use 100 walkers, each producing 600 step chains, and we discard the first 100 burn-in steps of each walker. This results in 50000 independent sampling values for each fit.
The results of the fit are listed in Tab. 5. The fit with the Schechter function returns shallower values for the slopes (in range −β = 1.20 − 1.66). This result points out firstly that this method is very sensitive to the low-mass part of the distribution, and secondly that we may be incomplete around 5000 M . Truncation masses are smaller than what found with the previous method, spanning a range between 0.36 and 0.91 (×10 5 M ), but in most of the cases are consistent with the previous results within the uncertainties. The trends found with the previous fitting methods are confirmed. The slope of MR is again shallower than the ones in the other bins but we know that in this region we are strongly limited by incompleteness at those low masses. Again, the biggest difference in slopes is between the SA and IA environments. The similar trends recovered, compared to the previous fitting method, is expected because, having used flat priors, the posterior probability has reduced to be proportional to the likelihood.
In order to focus only on the high mass part of the distributions, we have repeated the analyses considering only M > 10 4 M . We notice, however, that in this case statistics are worse due to the low number of clusters. In particular, in some bins we do not get enough sampling of the function to be able to derive a meaningful value for the truncation mass, as the large uncertainties reveal. As already noticed, when a pure power-law is fitted at those high masses the slopes are steeper than −2. As an example the posterior distribution for Bin 1 is shown in Fig. 10 , comparing the fit down to masses M = 5000 M (left panel) and M = 10 4 M (right panel). The posterior distributions in the other bins show similar shapes.
In conclusion, the Bayesian fit confirms many of the findings pointed out in the analysis of the cumulative mass function: similar ranges of truncation masses and slopes in the radial bins (within uncertainties), a difference between arm and inter-arm cluster mass functions and a mass function steepening at high masses. It also highlights a shallow mass function slope around ∼ 5000 M , possibly caused by partial incompleteness. The MCMC posterior sampling, plotted in Fig. 10 , highlights also the correlation between truncation masses and slopes.
Comparison with GMC Masses
The work of C14 on the GMC properties in M51 showed that the GMC mass function is not universal inside the galaxy. Hughes et al. (2013) showed that the GMC mass function distribution in M51 are shallower in regions of brighter CO emission, suggesting a tight relation between the distribution of molecular gas inside the galaxy and the properties of single GMCs. In the same work, the authors compared properties of young (age< 10 7 Myr) clusters from the catalogue by Chandar et al. (2011) to GMC properties, finding that mass functions slopes of YSCs and GMCs are in good agreement in many subregions. The fits of the mass function in the previous paragraphs seem to suggest that, also in the case of YSCs, the mass function varies at sub-galactic scales. Following up the work of Hughes et al. (2013) , we investigate here the possibility of a direct relation between GMC and cluster mass functions using our YSC catalogue and the the GMC results reported by C14.
In the work by C14, the mass function is fitted with the code mspecfit.pro in the same way as we did for the star clusters, and their results are listed in our Tab. 6. In this comparison, we are limited by the small area covered by PAWS. The GMC population extends only to a partial fraction of Bin 2. We anyway divide the GMC population in MR, Bin 1 and Bin 2 sub-samples.
The GMC mass function properties appear to change significantly across different environments of the galaxy. However, as observed for the clusters, the MR has the shallowest slope and Bin 2 the steepest, with Bin 1 having a value in between the two. M0 for Bin 2 in the GMC sample is almost a factor of 3 larger than for Bin 1, but the relative error on that value is more than 50%. This is likely caused by small number statistics due to the restricted number of GMCs falling in Bin 2. The truncation mass recovered in the MR and in Bin 1 are similar.
This comparison shows that the mass distributions of GMCs and clusters have similar radial trends in this central part of the galaxy. However, since the biggest differences between GMCs mass function in C14 are found comparing different dynamical regions, we use their same division to analyse the clusters found in each of their sub-regions. We divide the spiral arms into inner density-wave spiral arms (DWI), outer density-wave spiral arms (DWO) and material arms (MAT), while the inter-arm zone is divided into downstream (DNS) and upstream (UPS) regions relative to the spiral arms. We point out that the arm/inter-arm division used in C14 is not the same as our SA/IA division, due to the shift between the peaks of optical and radio emissions (see, e.g., Schinnerer et al. 2013 Schinnerer et al. , 2017 . This is illustrated in Fig. 11 . Considering the limited size of these sub-regions and the fact that clusters survive for much longer timescales Fig. 11 for the description of the division of SA and IA into dynamical subregions). Columns (2) − (4) display the results of the fit of the GMCs: for the MR, SA, and IA regions the results are directly taken from Colombo et al. (2014) , while the fits in Bin 1 and 2 were performed by us using the same code. Columns (5) − (8) display the results of the fit of the YSCs. Only clusters up to 100 Myr were considered in this analysis. ( * ) The fit results for Bin 1, Bin 2 and MR are taken directly from Tab. 3. In the case of Bin 1 and Bin 2 clusters up to 200 Myr old are considered. Figure 11 . Dynamical regions as defined by Colombo et al. (2014) for the PAWS project (red contours), overplotted on the V band frame and compared to the SA-IA division presented in Section 3 (purple contours).
than GMCs, possibly moving from their natal place, we consider in this analysis only clusters with ages 100 Myr. This timescale also appears to be, in a hierarchical structure, the typical scale for young stellar complexes to dissolve Bastian et al. 2009; Gouliermis et al. 2015) . We expect clusters younger than this to be located close to their original birthplace.
Results of the mass function fit are given in Tab. 6. Similarly to the GMC results, we find power-law slopes flatter than −2 in the DWI and DWO regions and a slope steeper than −2 in the MAT region. The slope in the inter-arm region is steeper than in the DWI and DWO regions of the arm. The truncation mass remains unconstrained in some of the sub-regions (N0 values consistent with 1 within uncertainties) because of the low number of YSCs. The YSC mass function follows the same general trends of GMC mass function in the same regions. A difference in the mass function between the internal spiral-arm (R gal < 85", DWI and DWO) and the part outside a radius of 85" (MAT) is observed in both GMCs and clusters. A reason for this difference, as suggested by C14, may be that the MAT region is defined to be beyond the radius where the torque associated with the density wave spiral goes to zero (see Meidt et al. 2013; Querejeta et al. 2016) . This means that the gas in the MAT region behaves like in flocculent galaxies, where arms are formed by gas over-densities in rotation with the rest of the disk. The implication on the mass function is that its shape is similar to what is found in the inter-arm environment.
Differences in the GMC mass function as a function of arm and inter-arm environments have been also studied in simulations. As described by C14, the mass function of GMCs from the simulations of Dobbs & Pringle (2013) is shallow in the arm environment and steep in the inter-arms, when considering a two-armed spiral galaxy (Figure 7 of C14). The physical process causing this difference should be able not only to move the gas to the arms (where most of the star formation activity happens), but also to prevent the fragmentation of massive clouds there. Streaming motions associated with the spiral potential have been proposed as a possibility to lower the gas pressure outside the GMCs, leading to higher stable GMCs masses in the arms (Meidt et al. 2013; Jog 2013) . From what we derived in the analyses of this section, we suggest that the processes that regulate the gas motion inside the galaxy, via the regulation of GMC masses are also consequently able to influence the cluster mass distribution. Indeed high pressure will lead GMC forming compact clusters, while low pressure will allow the GMC to form more dispersed stars (e.g., Elmegreen 2008) . The main features seen in the arm and inter-arm clusters are also seen in GMCs and therefore a possible explanation of why the clusters are on average more massive in the spiral arms is the fact that they originate from more massive clouds.
Age Functions
The age distribution of clusters is regulated by the combination of the star and cluster formation history and of cluster disruption. Disentangling the two effects is possible only by knowing the star formation history by other means. We instead study YSC disruption in M51 assuming a constant star formation history and analysing the drop in the number of clusters going to older ages, via the fit of their age functions, dN/dt. A constant star formation history is usually a good assumption for spiral galaxies, which keep the same SFR over long periods. We know however that M51 is an interacting systems and that galaxy interactions have been proved to enhance the star formation (Pettitt et al. 2017 ). The interaction in M51 started around roughly 300-500 Myr ago (Salo & Laurikainen 2000; Dobbs et al. 2010 ) and we assume that the star formation rate has not changed drastically over the period of the interaction. As explained in the next paragraphs, we are looking only at a very short period of the galaxy's life (namely the latest 200 Myr) and therefore we expect the star formation history in this age range not to be affected by the interaction. We also assume that the constancy of the star formation history is not spatiallydependent. Both these assumptions are validated by recent photometric studies of stars in M51 (Mentuch Cooper et al. 2012; Eufrasio et al. 2017) .
Age functions are built by dividing each subsample into age bins of 0.5 log(age/Myr) width and taking the number of sources in each bin normalised by the age range spanned by the bin. For a constant star formation history, they are expected to show a flat profile in case of no disruption (i.e. same number of cluster per age interval). On the other hand, in case of cluster disruption they are expected to display a declining profile, with a shape depending on the strength and type of disruption process (see Lamers 2009 for a description of the expected age function shapes for different disruption models).
Age functions are shown in Fig. 12 for the radial binning and in Fig. 13 for the SA and IA division. Incompleteness affects the sources older than 200 Myr, causing a drop in the number of sources detected at those ages, and consequently also a steepening in the age function. On the other hand, the sample at young ages could be contaminated due to the difficulty to assess the dynamical status of the sources we are studying. Assuming a typical cluster radius of a few parsecs (Ryon et al. , 2017 we can also infer that sources older than ∼ 10 Myr have ages older than their crossing time. This is not true for younger sources, which may be unbound systems quickly dispersing during the first Myr of their life. We are interested in how the gravitationally-bound systems evolve and therefore those young sources are considered contaminants.
Neglecting sources older than 200 Myr because of incompleteness and younger than 10 Myr because of contamination, we are left with age functions in the age range log(age/Myr)= 7 − 8.5, which we fit with power-laws. The power-law fit of the age function, dN/dt ∝ t γ , is commonly used in the study of cluster populations and the recovered γ slopes are used to describe the strength of the cluster disruption process (see e.g. Section 3 of the review by . The fit results are listed in Tab. 7. The innermost bin has the steepest age function, with a slope γ = −0.50 ± 0.09, while the outermost bin has the shallowest one, γ = −0.27 ± 0.06. Bin 2 and 3 have values in between, −0.38 ± 0.07 (1σ consistent with Bin 4) and −0.46 ± 0.06 (1σ consistent with Bin 1). The differences between the bins are within 2σ. We note that the age functions Figure 12 . Age functions of the radial subsamples. Age bins are 0.5 dex wide, and the fit was performed only for points in the range log(age)= 7 − 8.5. In the case of EA4 the clusters in that age range have been divided in only 2 bins due to low number statistics. Gray shaded regions mark the age ranges excluded from the fit. Fit results are given in Tab. 7 Table 7 . Results of the fit of the age function with a power law function. Only clusters with M> 5000 M were considered (except in the MR, where the limit used was M> 10 4 M ). Functions are plotted in Fig. 12 at log(age/Myr)= 6.75 lie on the best fit lines, therefore the slopes we recover are representative for the age functions down to ∼ 3 Myr. In all bins the slopes vary around the value γtot = −0.30 ± 0.06 found for the entire sample, without significant differences. Very similar results are retrieved if bins of equal area are considered. For the outermost bin, EA4, the number of sources was too small, therefore only 2 age bins of width 0.6 dex were considered in the age range log(age/Myr)= 7 − 8.5. The MR again behaves dramatically, as the recovered slope there is even steeper than −1 (γ = −1.29 ± 0.09). We expect the sample here to be partially incomplete at ages ∼ 200 Myr (log(age)∼ 8.3) but the age function in Fig. 13 seems to keep the same slope also up to the last fitted bin (log(age)∼ 8.5). The steepness of the slope suggests that, particularly in this region, it can be the case that the hypothesis of a constant star formation history is not valid, and that the SFR increased during the most recent Myrs.
The division in SA and IA (Fig. 13) confirms that those regions have very different disruption strengths. The disruption seems therefore to depend on the environment and, considering the average gas densities in the regions, to be stronger in denser environments, as modeled by Elmegreen & Hunter (2010) , Kruijssen et al. (2011) and Miholics et al. (2017) . The relation between the γ slope and the average ΣH 2 in M51 sub-regions is illustrated in Fig. 14 . The large difference between the age functions of the SA and IA regions could also be caused by the migration of clusters. If the majority of clusters are formed in the arm, such clusters may be old as they reach the inter-arm, contributing to make the age function appearing flat. It should however be considered that, in M51, clusters seem to stay distributed along the spiral arms until an age of ∼ (Lamers et al. 2005) , therefore assuming that clusters with smaller masses have shorter disruption timescales. We use a maximum-likelihood code introduced by Gieles (2009) , assuming an initial cluster mass function described by a power law with a slope of −2 and with an exponential truncation at M0 that evolves as a function of the strength of the disruption, given by the timescale t4. Both M0 and t4 are free parameters in the analysis. Our results are presented in Tab. 8 and Fig. 15 and 16 . The most-likely values for M0 are generally smaller than 10 5 M but consistent with it within 2σ. They are very similar in Bins 2 to 4 and IA regions, while in Bin 1 and SA the value is slightly larger. We find shorter disruption times in the SA environment and in Bins 1 and 3 compared to the other regions. The differences are within a factor 2 − 3 but in all cases the values of t4 are larger than 100 Myr. These long timescales can explain why in some regions we see very little disruption in the age range 10 − 200 Myr of the age functions. The analysis of the MR was strongly limited by the low number of clusters in the region, and was therefore neglected.
Cluster Formation Efficiency
Another cluster property that has been predicted to depend on the galactic environment is the fraction of star formation happening in bound clusters. This is known as cluster formation efficiency, CFE (Γ). In the literature it has been proposed that Γ should change as a function of the gas pressure, traced by ΣH 2 (or ΣSFR), with denser environments hosting a higher fraction of bound clusters (see the model of Kruijssen 2012). We can test these predictions in the environment of M51, using the observed variations in ΣH 2 from the centre to the outskirts (see Fig. 5 ).
We derive the CFE with the same approach used in Paper I. In each bin, cluster masses are summed to provide a total mass in bound clusters with M > 5000 M . This value is then corrected to find the total expected mass in clusters down to 100 M . In order to make this correction, an assumption of the shape of the mass function is necessary. We assume that mass functions, from 100 M to the most massive clusters observed, can be described by a Figure 15 . Maximum-likelihood fit for the mass cut M * and the typical timescale t 4 , assuming a mass-dependent disruption time. The bins 1 to 4 are shown from top to bottom. The left panels show the clusters used in the analysis for each bin (black points). The dashed lines indicate the completeness cut used, combining both a mass cut at M lim = 5000 M and a V band magnitude cut at V min = 23.4 mag. Blue points are clusters left out of the analysis by this completeness cut and by an age cut at 10 3 Myr. The right panels show the maximum-likelihood value as a red dot in the M * − t 4 space, as well as likelihood contours. Likelihood values are calculated on a grid covering the plotted M * and t 4 intervals and the contours shown are chosen so that 3% of the resulting likelihood values are enclosed between each two consecutive contours. Parameters associated with the maximum-likelihood are listed in Tab. 8. power law with an exponent of −2, exponentially truncated corresponding to the M0 value derived by the best fit in Tab. 3. In the calculation of Γ, only clusters with ages in the range 10 − 100 Myr were considered. As pointed out in Section 4.3, younger sources can be already unbound at birth. Their inclusion would artificially increase the derived value of Γ, whereas we are interested in the bound clusters only. In order to derive a cluster formation rate, the total stellar mass in clusters is divided by the age range considered. Finally, the cluster formation rate is divided by the SFR to obtain a cluster formation efficiency. We have used the SFR from the F U V +24 µm measurement. The derived values of Γ are listed in Tab. 9. In order to test how the age range selected affects Γ, we derived the CFE also for sources in age ranges 1−10 and 1−100 Myr. We use the SFR derived from Hα+24 µm in the calculation of the CFE between 1−10 Myr and the SFR obtained from F U V +24 µm for the CFE in the age range 1−100 Myr. This method of deriving the CFE is only weakly affected by incompleteness, as it focuses only on the high-mass clusters (which are above the completeness limit) and corrects for the missing mass of low-mass clusters by the assumption of a power-law mass function with slope −2.
Different sources of uncertainty are considered in the calculation. Both the uncertainties in the derived ages and masses and in the fits of the mass function will affect the value of Γ. In both cases we used simulated populations to assess the propagation of those uncertainties. We considered errors on ages and masses of 0.1 dex. For the mass function parameters, instead, we considered a σ of 0.1 for the slope of −2 and a σ equal to the uncertainty found in Tab. 3 for the truncation mass. A Poisson error due to the finite number of sources, used to calculate the total cluster mass, is also considered as a source of uncertainty. Finally, the uncertainty associated with the SFR is 10%.
The recovered CFEs in the subregions are all within ∼20% and ∼30%. Bin 1 and the MR region have lower CFEs even though they are the densest regions. As can be seen in Fig. 17 , the CFE does not show any trend with the average ΣSFR of each bin. If compared to the values derived with the model by Kruijssen (2012) , we observe variations generally within a factor of 2 (a factor 3 in the case of Bin 4). However, we note that Fig. 17 concerns a comparison to the fiducial (i.e. simplified) Kruijssen (2012) model, which assumes a relation between the galactic rotation curve and the gas surface density profile. When using the complete model, which treats the gas surface density and the angular velocity as independent variables, the scatter around the prediction is smaller (see Section 5).
Considering the entire age range down to 1 Myr (1 − 100 Myr) does not noticeably change the values of Γ. On the other hand, if only clusters younger than 10 Myr are considered Γ reaches larger values. This could be expected because of the contamination of young unbound sources. In this age range, the mass calculation relies on a small number of sources and the final uncertainties are therefore much bigger than in the other two cases. The Γ values in bins of same area (also in Tab. 9) do not show significant differences. We will discuss these results in Section 5, comparing our observations with model predictions.
A SELF-CONSISTENT MODEL FOR CLUSTER FORMATION
The analyses of the cluster mass function, age distribution, and formation efficiency suggest that the largest differences Figure 17 . CFE for the whole M51 compared to the CFE values retrieved in the radial bins (listed in Tab. 9). The CFE values are plotted as a function of the average Σ SFR and the fiducial model of Kruijssen (2012) is overplotted (solid line) with its 3σ uncertainty (dotted lines). Literature CFE values of other galaxies are also shown.
in the environments of M51 can be found when comparing the cluster population in the spiral arms of the galaxy to the one in the inter-arm regions. However, some of these differences seem to be washed out when the sample is averaged over annular bins at different galactocentric distances. The model of Reina-Campos & Kruijssen (2017) (hereafter RC&K17) studies the dependence on the gas surface density and angular velocity to predict the maximum GMC and cluster mass scales that can form in a galaxy. We apply the model to our data, in order to provide predictions of the maximum GMC and cluster masses from the gas properties. These predictions are then compared to the truncation masses observed. We refer the reader to RC&K17 for a detailed description of the model, but we summarize here briefly the motivation for this model and its main points. It has been recently suggested that GMC and cluster maximum masses could have a common origin related to the Toomre mass (Kruijssen 2014), i.e., the maximum mass of gas that can gravitationally collapse against centrifugal forces in the disk of a galaxy (Toomre 1964) . The idea that the maximum collapsing gas mass is set by shearing motions has been used to explain the maximum masses of GMC and clusters in local galaxies (e.g., Freeman et al. 2017) as well as determining the maximum size for the coherence of star formation (Grasha et al. 2017b ). RC&K17 argue that, under some conditions, feedback activity from young stars can become effective before the gas cloud has entirely collapsed, interrupting the mass growth of the forming GMCs and any clusters forming within them. The method quantifies the competition between both mechanisms, to establish whether the maximum mass that can collapse into a cloud (considered to be the maximum GMC mass achievable, MGMC,max), corresponds to the mass enclosed in the unstable region (Toomre mass) or to a fraction of it.
The model is self-consistent and depends only on 3 parameters: the gas surface density Σg, the epicyclic frequency κ and the velocity dispersion of the gas σ. We can therefore apply the model to the M51 radial bins. We have already calculated the average H2 surface densities (values reported in Tab. 1), to which we add the surface density of atomic gas (HI) from Schuster et al. (2007) to derive the total gas surface density, Σg. The surface density of HI is almost negligible, compared to ΣH 2 , in the centre of the galaxy but starts having a noticeable effect from R gal ∼ 4 kpc outwards (see Fig. 5 ). Using the 2nd moment maps of the 12 CO(1-0) gas from IRAM single-dish observations 3 , we also calculate the average velocity dispersion of the molecular gas inside each radial bin. The epicyclic frequency is derived from the rotation curve of the galaxy in Garcia-Burillo et al. (1993) .
Results for the maximum GMC masses are shown in the top panel of Fig. 18 . Shear and centrifugal forces determine the maximum GMC mass in the internal ∼ 3.5 kpc of the galaxy, where MGMC,max is therefore the Toomre mass (pink band in the top panel of the Figure) . At larger galactocentric distances, however, the feedback time becomes shorter than the collapsing timescale of the Toomre mass, and feedback is therefore able to stop the collapse, reducing the amount of mass that can collapse (orange band in the figure) . As a result, the model does not predict a large variation in the maximum expected GMC mass (black solid line) at different galactocentric distances, in line with what we observe. The model underestimates the maximum GMC mass observed at all considered radii, but is consistent within the errors with the truncation mass of the mass functions, M0 (from Tab. 6). Following Kruijssen (2014) , the maximum cluster mass can be derived from MGMC,max taking into account the fraction of gas converted into stars, i.e., the star formation efficiency , and the fraction of star formation happening in clustered form, i.e., the cluster formation efficiency Γ, such that:
The cluster formation efficiency can, in turn, be derived from the gas properties, under the assumption that star formation is halted by the onset of feedback activity. The second panel of Fig. 18 shows the predicted Γ using the model by Kruijssen (2012) at t = t f b (see RC&K17 for details). The predicted Γ deviate significantly from the estimated one (from Tab. 9) in some of the radial bins. In the inner bins (MR and Bin1) this discrepancy could be caused by cluster disruption, which strongly affects clusters in the denser environment, lowering the number of observed clusters in these regions and therefore also the value of the estimated CFE. We evaluate the expected maximum cluster mass assuming a star formation efficiency of = 0.05 4 , and using the predicted Γ. The resulting M cl,max predicted by the model are compared to observations in the bottom panel of Fig. 18 . For the cluster maximum masses and mass truncations M0 we use the values listed in Tab. 3. The model predicts an almost flat radial profile for M cl,max , consistent with the absence of radial variation in the recovered truncation masses (see Section 4.2). This result suggests that the radial profile for M cl,max can be set by the average gas properties at the galactic sub-scales considered.
We can compare these results with the analysis of another local spiral galaxy, M83. Like M51, M83 has been studied radially, but, unlike our case, the maximum GMC and cluster masses in M83 appear to be determined only by shear and centrifugal forces, resulting in a monotonic decrease with increasing increasing R gal in line with the predictions (Figure 9 in RC&K17).
CONCLUSIONS
We divided the galaxy M51 in subregions and studied the cluster sample in each region, looking for a possible depen-dence of the cluster properties on the galactic environment. The cluster catalogue production was described in a previous paper (Messa et al. 2018) in which the cluster population as a whole was analysed. In this follow-up work, the galaxy has been divided in radial annuli containing equal number of clusters (Bin 1 to Bin 4, from the centre of the galaxy to the outskirts). Another division, in radial annuli of equal area was used to check the dependence of the results on the binning choice. In order to study the difference between the dense spiral arm environment (SA) and the inter-arm region (IA), we divided the galaxy in two environments of different background luminosity. The environment of each of the regions considered was characterized by its value of H2 and SFR surface densities. Those quantities allowed a comparison between the observed cluster properties and predictions from models. The analysis of cluster properties led to the following results:
(i) The luminosity function shows a dearth of bright clusters in all 4 bins if a single power law fit is assumed. In the 2 outermost bins, however, a single power-law is a good fit of the function. The slopes recovered from the fit present variations among the radial bins. The biggest difference is found when comparing the arm and inter-arm environments, because the luminosity function has different slopes up to a magnitude of ∼ 20. This difference suggests that also the underlying mass function may differ noticeably in arm and inter-arm environments.
(ii) The mass function is similar in all radial annuli. Power-law slopes are all compatible within 2σ. In all bins the high-mass part of the function is steeper and can be described by an exponential truncation. Truncation masses span the range M0 = 0.89 − 1.67 (×10 5 M ). Both these results suggest that the mass distribution is on average similar at all radii inside M51. The molecular ring (MR), a dense region around the centre of the galaxy, is the only one showing a different mass distribution, flat and un-truncated. This difference may in part be caused by partial incompleteness. MFs in SA and IA regions are both well-fitted by a truncated function (M0 ∼ 10 5 M for IA region and M0 ∼ 1.5 × 10 5 M for SA region). Truncation is more statistically significant in the SA region. In addition, they have different slopes, with IA having a significantly steeper slope. An analysis focusing only on the high-mass part of the function (M> 10 4 M ) confirms these findings.
(iii) A comparison with the giant molecular cloud (GMC) catalogue published by Colombo et al. (2014) shows that the mass functions of the two objects seem to behave similarly. In particular, dividing the samples using the M51 dynamical regions defined by Meidt et al. (2013) , we recover for both clusters and GMCs mass functions that are shallow in the spiral arms and steep in the inter arm region. This comparison suggests that the shape of the cluster mass function is not universal at sub-galactic scale and can be influenced by the mass shape of the GMCs, which in turn depends on the galaxy dynamics. This can be the cause of the difference in the mass function in the arm and inter-arm regions.
(iv) The study of the age distribution reveals regions with elevated cluster disruption (Bin 1 and the SA region), but also regions consistent with little disruption (Bin 4 and the IA region). The age function in the very gas-dense molecular ring drops quickly towards older ages, sign of an elevated disruption rate. The age function seems to strongly depend on the galactic environment, and in particular to have a steeper slope (more effective cluster disruption) in denser environments, as expected from models (e.g. Elmegreen & Hunter 2010; Kruijssen et al. 2011) .
(v) The fraction of stars forming in bound clusters, or cluster formation efficiency (CFE) is found to be in the range ∼ 20 − 30%. Deeper analyses accounting for ΣH 2 reveal discrepancies with predicted CFE values. Cluster disruption is a possible cause for the observed discrepancies in the inner bins, but further analyses are needed to reconcile predictions from models and observations.
(vi) A self-consistent model (by Reina-Campos & Kruijssen 2017), based on the gas density, velocity dispersion and shear, is used to predict the maximum cluster mass in each bin. The model suggests that shear is stopping star formation in GMCs up to 4 kpc and the stellar feedback regulates star formation in the outer part of the galaxy. As a result the model predicts a lack of radial trend in the maximum cluster mass, consistently to what is observed.
In conclusion, in this work we showed that properties of young star clusters can vary on sub-galactic scales. These variations depend on the environment in a non-trivial way, i.e. while for example the strength of cluster disruption (studied via the age function) shows a direct correlation with local ΣH 2 , and varies radially, the same is not true for the mass function, which instead shows a dependence on the dynamical properties of the gas and a deep correlation with the GMC properties. These results suggest that studies of clusters at sub-galactic scales, in the comparison with local environments and with GMC properties, are necessary in order to constraint models of cluster formation and evolution. ing for the moment the MR region (it will be discussed separately later), in all regions the 90% limit is fainter than the 23.4 mag (equal to −6 in absolute mag) cut applied on the data. It is therefore the applied cut that sets the completeness limit of the V band in all the sub-regions. We convert this magnitude limit into an age-mass limit and we plot it in Fig. A1 . From the plot we see that we have a complete sample of clusters more massive than 5000 M at ages 200 Myr. We consider a cluster with a mass of 5000 M and an age of 200 Myr as the faintest element of our masslimited sample, and using the same models as for the cluster SED fitting, we calculate its expected apparent magnitude in each of the bands. These values are reported as M Since, in the catalogue production process, cluster candidates that are not detected with a magnitude error smaller than 0.3 mag in at least 4 bands are discarded from the sample, we check if clusters of 5000 M and 200 Myr are detectable in bands other than V . We run photometry on the synthetic clusters in all the bands, keeping only the ones detected with an error smaller than 0.3 and we derive the magnitude at which we reach the 90% completeness (Tab. A1). In all filters and in all sub-regions the completeness limit is fainter than M 5e3 200 . We therefore conclude that the masslimited sample considered in the analyses of this work is complete in all sub-regions. We also notice that in some subregions the completeness is on average worse (for example Bin 3 and the SA environment) and that the recovered completeness limits there can be close to M 5e3 200 (especially in the V and U bands). Since we are considering the 90% completeness limit, and the completeness function is not a step function, there is the possibility that those regions are partially affected by incompleteness. We have considered this possibility when discussing the results of the analyses in the text.
A similar process was used for the MR region. The main difference there is that the V band completeness is worse than the 23.4 mag cut applied to the data. More specifically we find a 90% completeness limit at 22.20 mag in the V band. From Fig. A1 we can see that this limit implies that we can consider a mass-completed sample at masses above 10 4 M at ages 100 Myr. We derive the magnitude of a cluster with 10 4 M and 100 Myr, M 1e4 100 , and verify again that is detectable in all bands other than V in the MR region. Since the 90% completeness limits in the MR are all fainter than that we are complete in the MR region choosing these limiting values.
APPENDIX B: COMPARING DIFFERENT FITTING METHODS
In this appendix we compare different ways of fitting the cluster mass function. The benefit of this exercise is to help understanding the differences in the recovered properties of the same (known) mass function, when different methods of fitting it are considered. Many are the ways in which mass functions are fitted in literature, sometimes leading to different conclusions, especially concerning the presence or absence of a truncation (e.g. the mass function analysis of M51, see Chandar et al. 2016 and Messa et al. 2018 ). We consider here 3 approaches: (i) fit on the binned function (as in Chandar et al. 2016) ; (ii) fit on the cumulative function, using the maximumlikelihood code mspecfit.pro by Rosolowsky (2005) ; (iii) Bayesian fit (as in the analysis of the cluster mass function by Johnson et al. 2017) .
The difference between a binned and a cumulative approach, were already pointed out in Section 5 of Paper I. Here we apply the different fitting approaches on two simulated mass distributions, namely:
(i) a mass distribution drawn from a Schechter mass function with slope β = −2 and exponential truncation mass M c = 10 5 M ; (ii) a mass distribution drawn from a power-law with slope β = −2.
In both cases the simulated distributions are built in order to have a number of sources close to 1200 (i.e. close to the number of observed clusters in M51 in Paper I) and mass values up to 10 7 M . Each of the functions is fitted with all 3 approaches listed above and for each approach both a truncated function and a pure power-law are fitted.
We start analyzing the mass distribution drawn from a Schechter function. The distribution is binned in bins of equal area and in bins containing equal number of clusters. In both cases the function is fitted with a least-χ 2 method and the best-fit results, along with the uncertainties, are displayed in Tab. B1 and plotted in Fig. B1 . Despite the known truncation, a single power-law provides a good fit to the data (χ 2 red = 1.09). However, the recovered slopes are steeper than the simulated −2 slope. A Schechter function also provides a good fit to the data but does not add a statistical improvement. The recovered truncation mass values have big uncertainties, but the slopes are closer to the simulated value. The fit with the mspecfit.pro code returns a value of N0 = 27±6, suggesting that the mass distribution has a statistically significant truncation at M0 = (1.37 ± 0.22) × 10 5 M (see Tab. B2). The recovered slope is steeper than −2, and it steepens even further if a pure power-law fit is considered (β = −2.30 ± 0.04). The plot shows that the truncated function deviates from the single power-law around 10 4.5 M and is a better description of the data up to ∼ 10 5 M . At masses M > 10 5 M , however, this parametrization deviates from the observations. If M0 is used as the exponential truncation of a Schechter function, as done in the comparison between observed mass functions and Monte Carlo simulated populations in Section 4.2 of this paper, the shape of the function better resembles the distribution of the data points at masses M > 10 5 M (dotted line in the top-right panel of Fig. B1 ). The Bayesian fit returns, as median values, β = −2.03±0.07 and Mc = (1.45 +0.64 −0.37 ) × 10 5 M , both compatible with the simulated values within 2σ (Tab. B3). If the fit is made forcing the probability distribution to be a single power-law, the median slope of the posterior distribution is consistently steeper than −2 (β = −2.25 ± 0.04). The posterior distribution of the fitted parameters (Fig. B1) clearly shows that the mass function is truncated. In addition it shows the correlation between the recovered values of β and M c. In conclusion, the analysis of a simulated Schechter function suggests that a fit performed binning the function may hide a truncation at high masses, while both a fit on the cumulative function with mspecfit.pro and a Bayesian fitting are able to recognize the truncation.
In order to check that the fitting techniques are able to fit correctly a pure power-law distribution, we repeat the analyses on a simulated power-law with a slope of −2. In this case the fit on the binned function correctly recovers the input slope. As expected, fitting with a Schechter function does not improve the results. The Schechter fit with mspecfit.pro returns a M0 value close to the maximum simulated mass, but N0 = 7 ± 6 indicates that this truncation is not statistically significant. The same code returns the correct value for the slope, when a single power-law fit is performed. The bayesian fit also recovers the correct slope of the function. In case of the Schechter fit it also returns a median truncation mass value of Mc = (74.13 +257.00 −47.22 )×10 5 M , bigger than the maximum simulated mass, which makes the recovered value unreliable. Looking at the posterior distribution, the truncation mass distribution is degenerate, and the maximum-likelihood value not well-constrained. In addition, the maximum likelihood value in this case depends on the starting point of the walkers in the MCMC sampling process, and is also affected by the cut at 10 8 M manually imposed (such high values of Mc are not physical in this case where the most massive cluster of the sample has M ≈ 2×10 6 M ). On the other hand the maximum-likelihood value of the posterior distribution of Mc in the previous case of a simulated Schechter function is stable and do not depend on the starting point of the MCMC sampling. This is another indication of the impossibility to find a truncation mass in the current case. In all cases we are therefore able to recover both the right shape of the input function and the correct value of the slope. Fitting the distribution with a Schechter shape does not artificially introduce a 'fake' recovered truncation, as all methods are helpful in establishing if the mass truncation is significant or not.
This paper has been typeset from a T E X/L A T E X file prepared by the author. Table B1 . Results of the fit on the binned mass functions. Both a binning with an equal number of clusters per bin and a binning with bins of equal width were used. The input parameters for the simulated functions are PL: β = −2; SCH: β = −2, Mc = 10 5 M . 
