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GENERAL INTRODUCTION 
Historically, the large-scale structure and behavior of the earth's 
atmosphere has proved notoriously difficult to analyze and understand. 
Not only are analytical treatments difficult due to nonlinearities in 
the atmospheric equations of motion, but even empirical descriptive 
efforts were until relatively recent times seriously hampered by the 
lack of adequate means of collecting and assimilating elementary data. 
Regular records of meteorological variables, for example, existed for 
only a few scattered cities before the 1800s and, of course, consisted 
of ground-based observations and measurements; it was only with advances 
in travel and communications in the eighteenth century that 
investigators came to such basic realizations as the fact that storms 
move from place to place (Anthes et al., 1978). 
The development during the nineteenth century of telegraph networks 
and widespread systematic meteorological record-keeping first allowed 
man to obtain a timely look at the evolution of large-scale weather 
patterns. It was only in the twentieth century, though, that the global 
three-dimensional structure of the atmosphere could adequately be 
probed. Radiosondes (balloon-borne sounding instruments which broadcast 
their measurements back to the ground) were developed in the late 1930s 
(Anthes et al., 1978); today, data from a number of altitudes can be 
assimilated from a large network of stations, widely distributed over 
the planet's land masses, which send up rawinsondes (radiosondes which 
can be tracked to provide wind measurements) simultaneously once or 
twice a day. Fields of temperature and pressure corresponding to these 
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simultaneous, or "synoptic", measurements can then be mapped. The 
geographical distribution of stations is quite uneven, however, being 
limited in general to inhabited regions wealthy enough to release these 
(usually nonrecovered) instruments into the sky. Moreover, because 
three quarters of the earth's surface is covered by water, vast gaps 
exist in the data coverage, helped only by sparse observations from 
ships. Furthermore, even the rawinsondes rarely provide data above the 
tropopause at about nine kilometers. Measurements of the stratosphere 
and higher regions of the atmosphere had to await the development of 
rockets, which drop packages of instruments (called "rocketsondes") by 
parachute from high altitudes (~60 km). Naturally, because they are 
noisier and more expensive, the network of rocketsonde stations is much 
sparser than that of radiosondes, and, where they do exist, the rockets 
are launched at most every other day (Anthes et al., 1978). 
The problem of collecting data with truly global coverage at 
frequent time intervals has been helped with the launch, beginning in 
the 1960s, of several series of meteorological satellites. The data 
coverage in both space and time is excellent and has improved 
meteorological analyses, particularly in the Southern Hemisphere 
(Wolfson et al., 1985), The measurements from the instruments flown 
aboard these spacecraft, however, are based mainly on interpreting 
thermal emissions from the atmosphere in specific electromagnetic 
frequency bands, and relating them to more conventional meteorological 
data can be difficult. Satellite-based instruments have grown in 
sophistication and dependability, though, and over the last ten to 
fifteen years, their use has moved from an experimental nature to a more 
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routine operational status. 
Given a set of data, whether it be rawinsonde wind measurements or 
satellite radiances, a wide choice exists of ways to analyze it, ranging 
from following patterns on a sequence of maps by eye, to sophisticated 
use of complex empirical orthogonal functions to characterize the 
dominant features of a field. One technique which has been widely used 
is that of the Fourier transform and spectral analysis. 
Because large-scale atmospheric motions tend to be roughly in a 
longitudinal direction, and because functions of longitude must be 
periodic in that variable, much of analytical atmospheric theory has 
been formulated in terms of sinusoidal solutions to linearized equations 
for perturbations about a longitudinal ("zonal") mean, so a zonal 
Fourier transform is a natural technique to apply to global data. In 
one of the earliest studies, by Eliassen (1958), weather charts of 1000 
millibar (mb) and 500 mb geopotential heights (a measure of the altitude 
of specified pressure surfaces in terras of the earth's gravitational 
potential) were subjected to zonal harmonic analysis, and the evolution 
of the various zonal wavenumbers was traced over time. Saltzmann (1958) 
applied a similar technique to winds at the 500 mb pressure level, while 
Benton and Kahn (1958) did the same for the 300 mb level. 
Temporal variations in atmospheric quantities, too, can be 
subjected to spectral analysis; some early work was done by Kao (1962, 
1965) which dealt with turbulent diffusion. 
Deland (1964), however, combined space and time analysis when he 
investigated the temporal variation of zonal sine and cosine 
coefficients of 500 mb heights by calculating their quadrature spectra 
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and cospectra. In the presence of pure traveling waves, the sine and 
cosine coefficients will be 90° out of phase, and their quadrature 
spectra will yield an estimate of the wave power (essentially, the 
amplitude squared). Eliassen and Machenhauer (1969) applied Deland's 
quadrature spectral analysis to a spherical harmonic decomposition of 
the 1000 mb and 500 mb height fields. 
At about the same time, Kao (1968) formulated equations for 
computing and interpreting a space-time Fourier transform. He applied 
his method to 90 days of temperature analyses at 500, 200, and 100 mb, 
spaced every 5° apart in longitude and 12 hr. apart in time (Kao, 1970); 
similar analyses were performed in Kao and Wendell (1970) and Kao and 
Sagendorf (1970). The spectra computed by his method, however, were 
actually unsmoothed periodograras computed by squaring and adding Fourier 
coefficients. Periodograras are poor estimators of the actual spectra 
because they tend to display quite sizable peaks in power which do not 
reflect a physical signal present in the data, but arise instead from 
random statistical fluctuations. (For a general discussion, see Otnes 
and Enochson, 1972.) As a result, confidence intervals must be set to 
large values; peaks must be quite large in order to be considered 
statistically significant. 
Deland's method, in which the quadrature spectrum is calculated 
using a time-lag technique, implicitly involves smoothing over 
frequency. Each spectral point thereby increases its number of degrees 
of freedom, and the confidence intervals are lowered to reasonable 
values. The beneficial effects of spectral smoothing may easily be seen 
in the spectra, where rounded peaks rise out of a relatively sraooth 
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background, in contrast to the ubiquitous jagged peaks of a periodogram. 
Nevertheless, a problem still exists with the Deland analysis 
technique: the interpretation of the quadrature spectrum as the squared 
amplitude of a traveling wave depends on what traveling waves exist at 
the frequencies analyzed. As Hayashi (1971) pointed out, two waves of 
equal amplitude and equal but opposite phase speed will yield a 
quadrature spectral value of zero. Hayashi, therefore, proposed a 
generalization of the method which does resolve two such waves. Here, 
the temporal power spectra of the time-varying zonal sine and cosine 
coefficients are calculated, as well as the quadrature spectra and 
cospectra between the two. These are then combined in various ways to 
give the space-time power for a single data set and the cospectrura and 
quadrature spectrum between two data sets. Hayashi's method corrects 
the problem with Deland's analysis and reduces to it in the case of 
single traveling waves. Moreover, it may be implemented using lag 
correlation methods, maximum entropy methods, or the direct Fourier 
transform to calculate the necessary quantities (Hayashi, 1982). 
Pratt (1976) has raised objections to both the Kao method for the 
reason already cited and the Hayashi method for using double-sided 
spectra—that is, time spectra with positive and negative frequencies 
corresponding to eastward- and westward-moving waves. He observed that 
a requirement of both Deland's and Hayashi's methods is that the 
coherence between the zonal sine and cosine coefficients be nearly equal 
to 1.0. At discrete frequencies, this condition holds, but when waves 
exist which do not possess discrete frequencies, or when the spectra are 
smoothed in frequency so that coefficients from different spectral peaks 
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begin to mix, the sine-cosine coherence may drop, and interpretation of 
the quadrature spectra between the two sets of zonal coefficients is no 
longer simple. Problems are often not encountered in practice, since 
many studies are concerned with relatively isolated spectral peaks. 
Still, Pratt suggested the use of a one-sided "propagation spectrum" 
(the absolute value of the quadrature spectrum) and "standing spectrum" 
calculated from the zonal sine and cosine powers and the cospectrum. 
Despite these objections, most space-time spectral analysis in 
atmospheric science seems to have been performed using the Hayashi 
method. Willson (1975) used the Kao technique and then smoothed his 
coefficients in frequency, but that method has fallen into disuse. 
While a steady increase in sophistication in the use of Fourier or 
spectral analysis techniques has been made over the years, attention has 
also been paid to the kinds of data available for analysis. The studies 
dealt with above were applied to conventional meteorological analyses of 
geopotential heights and temperature which, being simultaneous in time, 
needed to be interpolated only in space from individual station 
locations to regularly spaced gridpoints. The analyses were also more 
or less restricted to the troposphere, data from higher altitudes being 
much sparcer. 
In the early 1970s, radiances measured by polar-orbiting satellites 
began to be available for probing several altitudes, some of them in the 
stratosphere. These may be analyzed in their own right, or other, more 
conventional meteorological quantities may be derived from them. 
Converted to brightness temperatures via the inverse Planck 
relation, these measurements can be considered as temperatures averaged 
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vertically over a given height interval, weighted by a certain vertical 
function characteristic of the spectral instrument used. Such 
integrated temperatures, it has been found (Quiroz and Gelman, 1972), 
can be used to compute geopotential thicknesses which, when added to 
geopotential heights from conventional analyses, yield new height fields 
at lower pressures (higher altitudes). The advantage in obtaining such 
height fields is that many meteorological variables (e.g., winds) can be 
computed from them. Care must be used, however, in doing this, since 
the derived quantities involve derivatives of the heights, which will 
cause errors in them to grow. Thus, this technique is probably best 
applied in the Northern Hemisphere, where the lower geopotential heights 
are more dependable. 
Alternatively, where radiance measurements from several channels 
exist, corresponding to several altitudes, temperatures at specific 
heights can be obtained through one of several inversion procedures 
(Rodgers, 1976a). Such methods are notoriously susceptible to noise, 
however. 
The most common means of analysis of satellite data involve 
interpolation to gridpoints regularly spaced in longitude, latitude, and 
time, with the subsequent application of spectral analysis techniques. 
Some of the early applications of spectral analysis to satellite 
temperature soundings were concerned with observing slow time 
variations. Barnett (1974), for example, performed a time spectral 
analysis of the zonal mean brightness temperature from about 100 mb to 2 
mb taken by the Selective Chopper Radiometer (SCR) on board the NIMBUS 4 
satellite. He reported global annual variations as well as a serai-
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annual oscillation in the equatorial region. Deland (1973) decomposed 
gridded SIRS (Satellite Infrared Spectrometer) data from the NIMBUS 3 
and 4 satellites into zonal wavenumbers and traced their slow evolution 
in time before subjecting them to time spectral analysis to investigate 
traveling waves. Examining data from 100 to 30 mb, he found wavenumber 
1 oscillations (that is, waves whose wavelength encompasses 360° of 
longitude) in the middle Northern to middle Southern latitudes traveling 
westward with a phase speed of 12° to 108° longitude per day, eastward 
wave 1 variance in the high Southern latitudes, and both eastward and 
westward disturbances in the high Northern latitudes. He also found 
that wavenumber 2 generally moved eastward, although in the equatorial 
regions it traveled westward during some months. Waves 3 and 4 tended 
to move eastward in the high to middle Southern latitudes and westward 
elsewhere. 
Hirota and his associates have conducted numerous investigations 
using gridded satellite data. By examining Fourier components from 
wavenumbers one through three from two years of SCR radiance data 
(Hirota, 1976), he observed a standing wavenumber 1 oscillating with a 
period of 15-20 days in the winter stratosphere, while in the summer, a 
westward-moving 10-day wave 1 was seen. He also verified that wave 2 
variance traveled mostly eastward. 
In Hirota (1979), an ingenious combination of three NIMBUS 5 SCR 
channels was used in a search for Kelvin waves in the equatorial 
stratosphere. Kelvin waves are a type of eastward-traveling planetary 
scale wave which are symmetric about the equator and horizontally 
trapped in the tropics by Coriolis effects. They have vertical 
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wavelengths on the order of 20 km, normally so short that the vertical 
averaging of the sounder eliminates them. Hirota, however, combined 
data from three partially overlapping channels to achieve, in effect, a 
new channel with greater vertical resolution. Space-time spectral 
analysis using the method of Hirota (1976) revealed Kelvin waves of 
wavenuraber 1 with periods of 4-9 days. 
Grids of geopotential heights and thicknesses computed from 
Stratospheric Sounding Unit (SSU) and other sounders aboard the TIROS-N 
and NOAA-A satellites were analyzed using the method of Hayashi (Hirota 
and Hirooka, 1984). Two westward-moving waves were found: a wavenumber 
1 with a period of about 5 days, and a wavenumber 2 with a 4-day period. 
These waves were found to be globally coherent, and their latitudinal 
structure prompted identification as two normal mode Rossby waves 
predicted theoretically. Further work (Hirota and Hirooka, 1985) 
uncovered more normal modes: a wave 1, 10-day; a wave 2, 6-9 day; and a 
wave 1, 16-day, wave. 
Venne and Stanford (1979) applied the method of Hayashi to zonal 
wavenumber 1 Fourier coefficients of NIMBUS 5 SCR data in the Southern 
Hemisphere winter. They found an eastward-traveling wave 1 with a 
period of about 4 days and which exhibited little vertical phase tilt. 
A further example of spectral analysis techniques applied to 
gridded satellite data are found in the zonal spectral characterization 
of the lower stratosphere in Yu et al. (1983). Using Microwave Sounding 
Unit (MSU) data from TIROS-N, they found strong medium-scale 
(wavenumbers 5-6) stationary and eastward-moving transient features 
dominating the Southern Hemisphere midlatitudes, while a stationary wave 
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1 dominates the tropic and the Northern Hemisphere midlatitudes, except 
at 30" N, where a strong wave 1 transient signal exists. A sizable 
stationary wave 4 peak was also found to be present in the equatorial 
region. 
Overviews of the theory and observations of planetary traveling 
waves, and large-scale Rossby waves in particular, may be found in 
Madden (1979) and Salby (1984). 
As noted in Yu et al., a problem exists in using gridded data from 
polar-orbiting satellites: the measurements are not taken simultaneously 
over the globe, but are taken continuously as the satellite orbits the 
earth. Interpolation must be done in both space and time in order to 
obtain global synoptic maps or grids of data. Often, though, data from 
12 to 24 hours is simply assumed to be simultaneous. While adequate for 
slow-moving features, this practice can result in severe distortion of 
fast-moving waves with periods less than about 5 days (Wolfson et al., 
1985, and Salby, 1982b). 
Hartmann (1976) noted this problem, showing that the asynopticity 
of the data collection introduces errors in both the wavenumber and the 
phase of a spectral analysis. He also pointed out that this effect 
should become less severe in the stratosphere, which seems to be 
dominated by slow-moving, low-wavenumber features. Therefore, his 
analysis simply collected the data from entire days into synoptic maps 
which were subsequently analyzed with the method of Hayashi. 
Hayashi himself proposed a method for eliminating the asynoptic 
effect from power spectra at a single specified wavenumber and frequency 
(Hayashi, 1980). 
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Chapman and his colleagues, however, have used a method of analysis 
which takes into account the satellite's motion for all wavenumbers and 
frequencies (Chapman et al., 1974). Having arranged soundings at a 
given latitude into two time series—one for data taken during ascending 
orbits, and one for the descending orbits—they computed the power 
spectra for these two series. Peaks in each spectrum correspond to 
waves in the atmosphere, Doppler shifted by the relative motion of the 
earth and satellite. A stationary wave 1 oscillation, for example, 
would show up with an observed frequency of 1.0 cycles per day (cpd), 
since the wave remains motionless on the earth while the satellite moves 
over it, moving westward at the rate of 360° of longitude per day. A 
westward-moving wave 1 would be traveling in the same direction as the 
satellite; the frequency observed by the sounder would therefore be 
somewhat less than 1.0 cpd. Conversely, an eastward-moving wave would 
appear with a somewhat greater frequency. Of course, some ambiguity 
exists in assigning wavenumbers and frequencies to observed peaks; an 
observed frequency of 1.5 cpd, for instance, might be an eastward wave 1 
or a westward wave 2. Computing the two Fourier transforms from the 
ascending and descending orbital data, though, provides a means of 
resolving some of the ambiguity. Because, for most latitudes, the 
ascending orbits are separated by roughly 180° in longitude from the 
descending orbits, a peak will be out of phase in the two transforms if 
the wavenumber is odd and in phase if it is even. Thus, for any peak, 
one should be able to eliminate one of the two possible wavenumbers 
which lie on either side. While the method eliminates distortion due to 
asynoptic effects and exhibits very good signal-to-noise ratios, it 
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cannot resolve different signals which are Doppler shifted to the same 
observed frequency. 
Nevertheless, the Chapman method has proved quite useful in 
investigations of fast-moving stratospheric waves. Rodgers (1976b) used 
it to demonstrate the existence of a 5-day westward-moving wavenumber 1 
in NIMBUS 5 SCR data. Rodgers and Prata (1981) applied it to NIMBUS 5 
SCR and NIMBUS 6 Pressure Modulator Radiometer (PMR) data and were able 
to characterize the global latitudinal structure of a westward-traveling 
wavenumber 3, 2-day wave which may be another normal mode of the 
atmosphere. (The Chapman method is, in fact, now usually referred to as 
"the method of Rodgers and Prata.") Chapman and Peckham (1980) have 
shown, using the method; that eastward-moving waves dominate the 
Southern Hemisphere higher altitudes while stationary waves are stronger 
in the Northern Hemisphere. They also found westward wave 1 features in 
the Northern Hemisphere with periods of 5.1, 10.8, 12.3, and 17.3 days. 
Prata (1984) used the technique to corroborate the existence of the wave 
1, 4-day, disturbance found by Venne and Stanford (1979), and to 
demonstrate that wave 2 and wave 3 features existed as well, traveling 
with the same phase speed. He also found that together they seemed to 
constitute a warm pool which rotated about the pole for about 10 days. 
Burks and Leovy (1986) applied the technique to temperatures at 0.1 to 
5.0 mb retrieved from the Limb Infrared Monitor of the Stratosphere 
(LIMS) on NIMBUS 7. They were able to identify three prominent waves 
(wave 1, 9-day; wave 3, 2.1-day, and wave 4, 1.8 day) and show from 
their similar spatial location and time of occurrence that they may 
compose a triad of nonlinearly interacting waves. 
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The Chapman method is useful in finding many spectral features, but 
it would be preferable (in computing, for example, synoptic maps or 
cross spectra), to have an actual space-time Fourier transform 
available. Salby (1982a,b), while deriving his Asynoptic Sampling 
Theorem for determining the Nyquist limits for spectral analysis of 
asynoptically acquired data from polar-orbiting satellites, proposed a 
method for computing the exact space-time Fourier transform of such 
data. Closely related to the Chapman technique, it involves combining 
the transforms of the ascending and descending orbital data in two 
complex-weighted sums to yield a set of points in a two-dimensional 
space-time Fourier transform with no distortions of fast-moving waves. 
Shortly afterward, Hayashi (1983) presented a different version of 
the technique, formulated in terms of a Galilean transformation of 
longitude. Operationally, the method is identical to Salby's, as 
pointed out in Salby and Hayashi (1985), but it is difficult to 
determine the appropriate Nyquist limits of the spectrum with this 
formulation. 
Until the present work, no one has applied the Salby technique to 
actual data. To do so, it is necessary first to verify that the method 
works under the less-than-perfect conditions encountered in the real 
world. The effects of missing data points, noise, and sampling errors 
are investigated in Section I, and it is found that the method is quite 
robust. Moreover, the opportunity exists for greatly improving 
statistical reliability of the resulting spectra by using spectra 
computed from instruments which scan perpendicular to their orbits; 
traces of well-known waves can now be seen (albeit at low amplitudes) at 
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altitudes where one would not expect to see them. 
Having been shown to perform well with real data, the Salby method 
is applied in Section II to brightness temperature soundings from the 
Southern Hemisphere winter.- The waves found by Venne and Stanford 
(1979) and by Prata (1984) are seen, as well as a previously unreported 
wave with a period unresolvable by any other analysis method. Synoptic 
maps are constructed from the Fourier transforms, and it is found that 
the waves together form a series of warm pools which, during one month, 
dominate the temperature field and last for at least 28 days—an 
extremely long lifetime for this scale of atmospheric phenomenon. 
Finally, in Section III, the method's ability to look at very 
small-amplitude features is exploited in a search for a pair of modes 
whose existence was predicted in a numerical model. The search was 
unsuccessful, but it serves as a demonstration of the power of the Salby 
method in this regard. 
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SECTION I. 
APPLICATIONS OF ASYNOPTIC SPACE-TIME FOURIER TRANSFORM METHODS TO 
SATELLITE RADIANCE MEASUREMENTS 
Abstract 
A method proposed by Salby for computing the zonal space-time 
Fourier transform of asynoptically acquired satellite data has been 
tested and applied to soundings of brightness temperature taken by 
polar-orbiting satellites. The technique, which yields the exact 
transform of the data with no distortions of fast-moving waves, is found 
to be robust under reasonable conditions of randomly varying signals, 
sampling errors and missing data points. In addition, when applied to 
measurements from instruments with multiple scan tracks, a large number 
of latitudinally closely-spaced spectra results, which enables one to 
average over latitude instead of or in addition to conventional 
frequency averaging to achieve greater statistical reliability and 
better signal-to-noise ratio. Some results of applying the method to 
real data are presented. Several well-known waves are identified, as 
well as two previously unreported small-amplitude spectral peaks 
corresponding to waves in the Southern summer stratosphere having 
wavenumber 7 and a period of 2.09-2.97 d westward, and wavenumber 6 with 
a period of 4.17-5.90 d eastward. 
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Introduction 
For well over a decade, soundings of temperature and trace 
constituents from polar-orbiting meteorological satellites have been 
available for analysis. These data provide good global coverage at 
frequent time intervals and are particularly valuable in areas where 
conventional radiosonde stations are sparsely distributed, such as the 
oceans. Such satellites acquire their data asynoptically, however, a 
fact which complicates their analysis and interpretation. 
Currently, the most common analysis procedure is to interpolate the 
data in space and time by some means to a synoptic, regularly-spaced 
grid. While adequate for examining more slowly moving waves, such 
methods can introduce significant distortions of planetary-scale waves 
with periods of five days or less. (See, for example, Wolfson et al., 
1985, and Salby, 1982b.) Kalman filtering techniques (such as the 
sequential estimation method of Rodgers, 1976) may be used to generate 
synoptic grids, but constructing the needed statistical models 
appropriately can prove troublesome. 
Another alternative is the method of Chapman et al. (1974), in 
which soundings from ascending and descending orbit sequences at fixed 
latitudes are arranged in two time series and Fourier transformed. 
Peaks in the spectra correspond to one of many possible wavenumber-
frequency pairs which are Doppler-shifted to the same observed frequency 
FQ by the satellite's motion relative to the earth, given by 
Fg = m+sf , (1) 
where m is the zonal wavenumber, f is the frequency in cycles per day 
(cpd), and s is -1 for westward-moving waves and +1 for eastward-moving 
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waves. Application of the Asynoptic Sampling Theorem of Salby (1982a) 
narrows the number of allowed (m,f) pairs to two, and by comparing the 
phase difference between the ascending and descending peaks one can 
usually determine which of the two is represented. For example, a peak 
observed in both spectra at Fg=1.34 cpd could correspond to a wavenumber 
1 eastward-moving wave with a period of 1/0.34=2.9 d, or to a westward-
moving wavenumber 2 feature having a period of 1/0.66=1.5 d. If the 
1.34 cpd peaks in both transforms are roughly in phase, the wavenumber 
must be an even number; hence, the peak would correspond to the 1.5-day 
wave. Distortions of fast-moving waves are absent using this method, 
but if both of the possible wavenumber-frequency pairs are present, this 
technique will not resolve the two. 
Salby (1982a,b) has proposed a method for computing the exact 
space-time Fourier transform of asynoptic satellite data as well as 
synoptic gridded fields from such transforms. Hayashi (1983) offered an 
alternative formulation of the technique, the "frequency transform 
method," which has been shown to be equivalent (Salby and Hayashi, 
1985). To date, however, an evaluation of the practicability of 
implementing the method, with its advantages and possible disadvantages, 
has not appeared in the published literature, and until recently the 
method does not seem to have been applied to actual data. 
In the present work, a brief description is given of the method and 
its relationship to other techniques. Some possible problems and 
grounds for caution exist in applying it to real data; these are 
described and their solutions outlined. Examples of results obtained 
through use of this technique are given which demonstrate the method's 
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sensitivity to small-amplitude signals. A number of waves are found 
which have previously been observed, as well as two not heretofore 
reported. Finally, a possible extension to the method, which could 
increase temporal and longitudinal resolution, is described. 
Overview of the Salby Method 
The Fourier transform is a means of detecting periodic signals in 
data; a two-dimensional transform isolates the periodicities which exist 
in two independent dimensions. Intuitively, space-time spectra are 
often interpreted as (and, indeed, are usually calculated as) a measure 
of the time variation of spatial periodicities or, conversely, as the 
spatial variation of temporal periodicities. Such an interpretation is 
always valid, and frequently useful; as a means of calculation, though, 
it presupposes a certain relationship between the two dimensions along 
which the data are sampled, as outlined below. 
The discrete zonal space-time Fourier transform of an observed data 
field i//(\,t), sampled at regular intervals in \ and t, is given by 
N-1 M-1 
f(m,o) =11 \/'(\j,tj^)exp[-i(mXj+otj^)]W (2) 
j=0 k=0 
where Aj is the jth sampled longitude, tj^ is the kth sampled time, m is 
the zonal wavenumber, o is the angular frequency (in radians/day), and W 
is a weighting factor dependent on the size, shape, and spacing of the 
sampling grid. 
It is often convenient to think of the double sum in (2) as two 
successive one-dimensional Fourier transforms (iDFTs) along the time and 
space axes, respectively; 
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N-1 M-1 
*(m,a)= 2 exp(-imXj) 2 j,tj^)exp(-iati^)W (3) 
j=0 k=l 
N-1 
X exp(-imXj) 
j==0 
In order to separate the two sums in this way, however, the 
positions at which the field is sampled must be independent of time; X 
cannot depend on t. For synoptic gridded data, this condition holds, 
and one may therefore consider the space-time transform as either the 
time-Fourier transform of the zonal Fourier coefficients, or the zonal 
transform of the temporal Fourier coefficients. 
The situation for asynoptically acquired satellite data, on the 
other hand, differs in two respects: first and most important, the 
sampling-point longitude (the position of the satellite) is a function 
of time; 
where cg is the magnitude of the zonal speed of the satellite (which for 
sun-synchronous polar orbiters is 2ir radians per day), and the 
subscripts a and d indicate the ascending or descending portions of the 
satellite's orbit, respectively. 
Because of this functional dependency, the double sum in (2) can no 
longer be identified with separate zonal and temporal transforms. 
Second, an additional difficulty may be seen graphically in Figure la. 
^dj - ^ dO " CQtdj (4a) 
and 
^aj ^aO ~ ^O^aj (4b) 
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which shows the longitudes and times at which a satellite traverses a 
given latitude during the ascending and descending portions of its 
orbits: the loci of these latitude crossings are arranged in two sets of 
sloping lines, the ascending-orbit lines being non-equidistant from the 
descending-orbit lines lying on either side. This arises from the fact 
that the differences between the time and longitude of an ascending 
latitude crossing and those of the subsequent descending crossing are 
not the same as the corresponding differences between the descending and 
the following ascending crossings; algebraically, 
^dj ~ ^ aj * ^ aj ~ ^d(j+l) ( 5 a )  
and 
^dj-^aj " Aaj-&d(j+l) (5b) 
since 
^dj = ^dO " CoCtyo+T^j) (6) 
= (&do ~ CQtdo) " (cQrcPj ' j=0,N-l 
and 
^aj ~ ^ aO ~ °0^aj 
^dO ~ ^ ^ad ~ ^ O^^dj ~ At^j) 
= (Xjo - CQtdo) - (CQTO)] - (AXgd + CQAtaj) 
where TQ is the orbital period, Atgj is the time difference between the 
satellite's ascending-orbit and descending-orbit latitude crossings, 
AXgjj is the corresponding longitudinal difference, and (XjO'^dO^ are the 
coordinates of the first descending sounding in the data series. 
Any method for computing the space-time Fourier transform of 
asynoptic satellite data must, then, deal with these two problems: the 
dependence of longitudinal position on time, which prevents the 
'7^ 
T 
b c 
Fig. 1. Comparison of asynoptic coordinate systems, (a) Locations in 
longitude and time of soundings from scan track 4 of SSU; (b) locations 
of the soundings in terms of Salby's s and r coordinates; (c) locations 
in terms of Hayashi's A' and t coordinates. The lines with tick marks 
are the original longitude and time axes expressed in the new 
coordinates. Circles mark ascending-orbit points, triangles are 
descending-orbit points 
to 
w 
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transform from being computed as two successive transforms along time 
and longitude, and the nonuniform spacing between ascending and 
descending data points, which tends cause to aliasing of spectral peaks. 
Much of the difficulty in understanding asynoptic transform methods 
probably lies in the tendency to interpret the double sum in (2) as 
regular space and time transforms computed independently when, in fact, 
it is not. Discarding that interpretation and attempting to compute the 
transform directly from (2) avoids the first problem, but can give rise 
to aliasing problems because of the second, in addition to being 
computationally inefficient. Instead, it is advantageous to perform a 
coordinate transformation to make the Fourier transform easier to 
visualize, more efficient to compute, and more amenable to modifications 
necessary to eliminate the aliasing problem. 
The sum for the asynoptic case may, for example, still be 
interpreted as two successive iDFTs along orthogonal directions, but to 
do so one must change to a new coordinate system: the coordinates (X,t) 
of the sampled points must be transformed to a set of coordinates (s,r), 
such that the sum once again is separable. Such a coordinate system is 
used in the Salby technique (Figure lb) and is a simple clockwise 
r o t a t i o n  a b o u t  t h e  o r i g i n  b y  a n  a n g l e  a ,  
tana = l/cg (8) 
so that 
s = X cosa - t sina (9a) 
r = X sina + t cosa (9b) 
The transformed coordinates s and r are independent of each other. 
Eg. (2) may once more, then, be interpreted as two successive Fourier 
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transforms, but along the s and r axes, rather than the \ and t axes. 
After computing the Fourier transform along these new axes, one performs 
an inverse coordinate transformation from the tilted frequency-space 
coordinates (kg.kj.) to the more familiar (m,a) via the equations 
m = kg cosa + kj. sina (lOa) 
a = -kg sina + k^ cosa (lOb) 
Note that the switch to new coordinates does not alter the values 
of the data points in the sum (2), nor the values of the transform 
points; it merely changes the description of their locations. Thinking 
in terms of a coordinate system tilted in space-time may be 
nonintuitive, but this version of the method has the advantage that the 
Nyquist limits of the transform are easily determined, since the two 
iDFTs are computed along two orthogonal axes. (The new coordinates are 
merely rotated and not deformed with respect to the old.) In terms of 
kg and kj., the frequency-space coordinates in the rotated coordinate 
k_M = ijr/Tnd+cn^)^^^ (11a) 
system, the Nyquist limits are 
:i o  
k^N = ±(l+CQ2)l/2 (lib) 
In normal (m,ff) space, of course, these limits appear as a tilted 
rectangle, as shown in Figure 2. 
In Hayashi (1983), the asynoptic transform method is formulated 
with respect to a different coordinate transformation in which longitude 
is subjected to a Galilean transformation due to the earth's rotation 
underneath the satellite's orbit; 
X' = X - cgt (12a) 
26 
cr 
2 days 
m 
D 
(/) 
c+ 
0 
1 
CL 
WavenumbGP 
Fig. 2. Locations of points (tick marks) in the zonal space-time 
Fourier transform of a 30-day series of asynoptic satellite data. The 
dashed lines mark the Nyquist limits as given by the Asynoptic Sampling 
Theorem, while the heavy lines indicate the Nyquist limits of a 
corresponding transform of synoptic data. A typical pair of Doppler-
shifted twin points is circled 
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and frequency is accordingly Doppler shifted: 
F = f - ra (12b) 
while time and wavenumber are unaffected. The coordinate-transformed 
sampling points appear as in Figure Ic; both real and frequency space 
are distorted (that is, the spatial and temporal relationships between 
the data sounding locations are distorted, even though their values 
remain unchanged), which makes determining the Nyquist limits in (m,a) 
space problematic. Hayashi's version df the method, then, has the 
advantage of a more intuitively straightforward physical interpretation, 
although recognizing the appropriate Nyquist limits becomes less 
obvious. (Note that because the data are not exactly equivalent to 
twice-daily synoptic data, but only approximately so, the Nyquist limits 
in time are not simply ±1.0 d ^.) 
Again, it should be emphasized that these two versions of the 
asynoptic transform method are simply two alternative ways of 
interpreting the sum in (2). The computational procedure applied to the 
data is the same in both cases: data series are constructed for the 
ascending and descending portions of the orbits. These are then Fourier 
transformed; this constitutes a IDFT in the s direction according to 
Salby's formulation, and along t in Hayashi's. Then, instead of 
performing a Fourier transform in the other direction (r for Salby, X' 
for Hayashi), the components along that direction are computed by 
explicit algebraic evaluation, using the fact that only two such 
components with integral wavenumbers lie within the Nyquist limits. 
This second step avoids aliasing from the nonuniform sampling intervals 
between ascending and descending latitude crossings. 
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This is similar to the method of Chapman et al. (1974), in that it 
involves computing the Fourier transforms of the ascending and 
descending sequences and relating the two somehow to resolve Doppler-
shifted twin points. Whereas that technique distinguishes between two 
such points by a qualitative comparison of the phases of the two 
transforms, the asynoptic method, in effect, makes that comparison 
quantitative, distinguishing just how much power is in each of the 
twins. 
Procedure 
Ungridded orbital data must first be rearranged into data series of 
ascending and descending soundings at fixed latitudes. In the case of 
the Microwave Sounding Unit (MSU) and Stratospheric Sounding Unit (SSU) 
instruments aboard the TIROS-N and NOAA-6 satellites, the instruments 
are designed so that successive soundings along an orbit track are taken 
over areas which are immediately adjacent to each other. In such a 
case, one can prepare a list of latitudes such that every sounding 
position is a distance less than the size of the instrument footprint 
from a latitude in the list. Subsequently, the data series may be 
constructed simply by placing each sounding in the appropriate latitude 
bin and sorting all the data for each bin into correct time order (if 
they are not already so ordered). Alternatively, one may perform a 
multivariate interpolation of the data in longitude, latitude, and time, 
to obtain similar data series for a set of arbitrary latitudes. For 
simplicity and economy of computation, the former technique was used in 
the current analyses. Because of the sampling variations thereby 
introduced, a number of tests, described below, were performed to 
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determine how this would affect the quality of the spectra. 
At any rate, once the soundings have been separated by latitude and 
sorted into strict chronological order, several parameters are then 
calculated for each ascending and descending pair of series: 
A%ad = <kdj-\aj> (13a) 
Atad " <tdj-taj> (13b) 
AXàd = A^ad CQAtad (13c) 
®dO~ ~ tjjQsina - rQ(N-l)/sina (13d) 
SaO= Sjo + (2f-AXadCo+Atad)sina (13e) 
rd= (Xjjo+Cotdo)sina (I3f) 
ra= (2f+Xdo-A%ad+CotdO-CoAtad)sina (13g) 
where <> indicates an average over the data series. 
Because the IDFTs are taken along the s-direction, which decreases 
with increasing time, each series is then time-reversed before being 
tapered 10% on each end using the method of Garcia and Geisler (1981) 
and transformed via a Fast Fourier Transform (FFT) routine. 
The phases of the two IDFTs are adjusted using the calculated 
parameters (13) so that they have a fixed relation relative to each 
other and to t=0, X=0: 
*a'^'*aG*p["i(ksSaO+kr_ra)] (l4a) 
*d'=$dexp[-i(kgSdo+kr_ry)] (l4b) 
where 
kg = j 27rsina/NTQ , j=0,N/2 (15a) 
kj,_ = -kgCg+m/sina (15b) 
m = the integer part of kgCosa, and and are the jth Fourier 
transforms of the ascending and descending data series, respectively. 
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Finally, corresponding points from the ascending and descending 
transforms are combined in two weighted sums, yielding two points in the 
space-time Fourier transform: 
- #j'exp(-iAX^j)]/[l-exp(-iA\^j)] (16a) 
*+= (fj' - fa')exp[i(XdQ-CQtdo)/[l-exp(-iA\àd)] (16b) 
In addition to minor notational differences from Eqs. 4-6 of Salby 
(1982b), the origin here is considered to be at the beginning of the 
data series instead of the middle, in deference to certain popular FFT 
subroutines. Otherwise, these equations are equivalent to Salby's. 
Advantages of the Method 
The chief reason for using asynoptic transform techniques is to 
avoid distortions in fast-moving planetary waves. Since the method is 
designed to compute exactly (to machine precision) the discrete space-
time transform of the input signal, it works well for this purpose, as 
demonstrated with artificial data in Salby (1982a,b) and Hayashi (1983). 
In addition to the lack of distortion in high-frequency waves, the 
method yields a range of frequencies in the transform from about 1 day 
eastward to 1 day westward, extending for some wavenumbers to 
frequencies less than 1 day, as shown in Figure 2. One can compare this 
range to that of gridded data, where often an entire day's worth is 
included in order to obtain enough data points for a reliable 
interpolation, thus reducing the frequency range to periods greater than 
or equal to 2 days, with severe distortions for periods less than about 
5 days. 
For an instrument with a single scan track, the longitudinal 
resolution, and hence wavenumber range, of the spectrum is limited by 
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the number of orbits the satellite makes each day. For a satellite such 
as TIROS-N, which made approximately 14 orbits per day, signals up to 
wavenumber 7 can be detected. Waves of smaller scale will be aliased 
into other wavenumbers and frequencies. This limitation is due entirely 
to the satellite sampling characteristics, however, and not to 
deficiencies in any particular transform method. 
Many instruments, though, scan from side to side as they orbit, 
yielding several tracks of soundings lying parallel to the center, 
nadir-viewing track (See Figure 3). When interpolating a synoptic grid 
from instruments with multiple scan tracks, all tracks are usually 
combined into the grid to increase longitudinal resolution. Because of 
systematic differences in soundings taken at different scan angles, this 
practice can introduce a zonal cusping effect, the "scan angle effect," 
which gives rise to false signals above wavenumber 10, especially at 
wavenumber 14, and which must somehow be filtered out. In the asynoptic 
transform method, on the other hand, each scan track is analyzed 
separately, and the scan angle effect does not contaminate the spectrum 
with false peaks. Longitudinal resolution cannot, however, be increased 
beyond that of the single-track case. 
Soundings from each instrument scan track at each latitude will, 
then, produce a separate zonal space-time transform. Because these 
soundings are closely spaced in latitude, the latitudinal distance 
between their spectra will be very small. Because the soundings are 
reasonably well-separated in longitude, however, they constitute 
relatively independent measurements which yield similarly independent 
spectra. As shown in Figure 3, the resulting set of spectra from a 
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Fig. 3. Schematic representation of the arrangement of scan tracks 
along successive satellite orbits. All the soundings from track 3 at a 
given latitude are used to compute one spectrum (a), the soundings from 
track 6 for another (b). Note the small meridional separation and 
larger longitudinal distance between the two tracks. Given a spectrum 
for each track, one obtains a set of Fourier transforms very densely 
spaced in latitude (c) 
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multiple scan track sounder is large in number and quite densely spaced. 
The latitudinal spacing is much smaller than the instrument footprint, 
however, so that the amount of meridional structure which can be seen is 
not tremendously increased.- These spectra can, however, be considered 
as random samples from the statistical ensemble of possible spectra for 
the latitude and time period analyzed and hence can be averaged to 
improve statistical reliability. This latitudinal averaging can be done 
in addition to or in place of the usual frequency averaging. (Often, 
some frequency averaging will be desired in order to reduce spectral 
dependencies upon the length of the data set.) 
Thus, having lost some longitudinal resolution (much of which would 
be lost or contaminated in grids anyway, due to the scan angle effect), 
one gains tremendous numbers of spectra closely spaced in latitude which 
can be used to smooth the spectrum without loss of frequency resolution. 
Furthermore, given a set of Fourier coefficients, one can use them 
for other purposes, for example, to compute cross spectra or separate 
traveling waves from standing oscillations as in Hayashi (1982). 
Cautions and Possible Problems 
The transform values produced by the asynoptic method constitute 
the exact discrete transform of the input data with no distortion, but 
it is evaluated at points in frequency space which may prove 
inconvenient. While the points are evenly spaced in frequency, they are 
not located symmetrically about o=0, as can be seen in Figure 2. Also, 
as successive pairs of ascending and descending IDFT values are combined 
to compute the complex-weighted sums, the resulting space-time transform 
values are not obtained in order of monotonically increasing wavenumber 
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or frequency, although they are ordered well enough that arranging them 
in terms of ascending frequencies for each wavenumber is simple. 
Also, spectra obtained by the asynoptic transform tend to become 
noisier towards the poles. As pointed out by Salby (1982a), as the 
satellite nears the meridional turning point of its orbit, the ascending 
latitude crossings approach the descending crossings, until at the 
turning point (the most poleward latitude reached by the satellite), 
they coincide. In terms of Figure la, the ascending and descending 
lines become closer near the poles; thus, the data field is greatly 
undersampled in some regions and oversampled in others along Salby's r 
direction, and the quality of the spectra deteriorates. In practice, 
this effect seems to be negligible equatorward of about 70-75° latitude. 
More serious issues can be raised, though, concerning the 
robustness of the method. It is possible for an analysis technique to 
work in principle under ideal conditions (such as exactly uniform data 
sampling intervals and no missing data), but one might well ask how 
useful such a method will be when typical real-world conditions are 
imposed. The asynoptic transform method depends crucially upon the 
phase difference between the Fourier transforms of two independent data 
series, each of which may contain irregular sampling (or, in the case of 
interpolated series, interpolation errors), missing data, and 
nonstationary signals. One must ask, then, if the two sums (16) can 
really resolve two waves which are Doppler-shifted to the same observed 
frequency, especially in the presence of noise and/or small variations 
in amplitude and phase. What effects do the satellite's orbital 
parameters have on the spectra? How should missing data points be 
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handled, and what effects do they have on the resulting spectra? If one 
averages the spectra over latitude, just how independent are adjacent 
spectra, and how does one estimate the number of degrees of freedom in 
the average? What cautions should one keep in mind when interpreting 
the spectra? We now address each of these questions separately. 
Resolution of twin points in the presence of noise 
Because the asynoptic Fourier transform is a linear combination of 
two iDFTs (Eq. (2)), which are themselves linear operations upon data 
series, the transform of a signal with additive noise will be simply the 
sum of the signal transform and that of the noise, and the ability to 
resolve Doppler twin peaks should be unaffected. If the signal itself 
varies randomly, however, it is not immediately obvious how the 
transform will be affected or whether the asynoptic technique will work 
at all. Such noise can be modelled analytically, but the resulting 
expressions for expected value and variance of spectral power are 
complicated and not particularly illuminating. A numerical approach was 
therefore used instead. 
The asynoptic transform technique was applied to artificial test 
data which were constructed from the following formula; 
T(X,t) = 215.0 + 10.0(l+Bj3)cos(mX+ffn,t+G7) + E (17) 
where = 2n/(m+l) , m even 
= -2n/(m+l) , m odd 
£ is a random variable uniformly distributed between 0.0 and 2.36 
(empirically determined to give a realistic amount of white noise in the 
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spectrum), and /3 and y are random variables with constant multipliers B 
and G, respectively. The amplitudes and the phases of the waves were 
varied according to three schemes: I3'=y=0 (i.e., no random variation), /Î 
and 7 normally distributed random variables with zero mean and standard 
deviation of one, and P and 7 random variables uniformly distributed 
between 0.0 and 1.0. The effects of these variations of phase and 
amplitude were examined by sweeping the multiplier B through values 
ranging from 0.0 to 0.50 and G from 0.0 to ïï/2. The test was performed 
for seven different wavenumber-frequency pairs (m=0 to 6), and the power 
and phase of the transform point at the wavenumbers and frequencies of 
both the input signal and its Doppler-shifted twin were examined. For 
wavenumber one, the ratio of the twin's power to that of the input peak 
*"5 "5 — 
was about 10 for no input noise, 10 for Gaussian noise, and 10 for 
white noise. The results were similar for all input signals: very 
little power was aliased into the Doppler twin point, even for quite 
large variations in both amplitude and phase. Only for extremely large 
white noise variations did the ratio become large enough to be of 
-2  
concern: the ratio occasionally reached values as high as 10 for B > 
0.1 and G~0.A8ff/2. Of course, the transform of such random signals is 
not a single sharp peak in the spectrum, but is spead out over a 
relatively broad range of frequencies and wavenumbers. The point here 
is that a disproportionate amount of power does not leak into the 
Doppler twin; the asynoptic transform method is robust in this respect. 
Effects of satellite parameters and sampling errors 
The effects of characteristics of the satellite's orbit on the 
method have also been examined. First of all, using (13)-(16), the 
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method continues to work regardless of the exact value of CQ, the rate 
at which the satellite orbit precesses with respect to the earth. The 
Nyquist limits are affected, of course, via (11), when the satellite is 
not sun synchronous (cQ^2f), but within those limits the transform is 
still valid. 
As outlined above, orbital data must be rearranged into two data 
series for a given latitude. Tg, the period at which data is sampled by 
the instrument (32 s for the SSU on TIROS-N) is, in general, 
incommensurate with TQ, the satellite's orbital period (about 102 min 
for TIROS-N), and therefore the instrument will not take a sounding at 
exactly the same point during each orbit. That is, because TQ is not an 
integral multiple of Tg, sampling times for successive data points at a 
given latitude will be off by a few seconds (up to 16 s for SSU). This 
in itself is not serious, but it will give rise to differences in 
sampling longitude and latitude as well, since the satellite will be in 
a different position than expected. 
If these sampling errors are great enough to impair seriously the 
accuracy of the spectra, one may still interpolate to regular sampling 
points and then apply the asynoptic transform. Such a course can be 
quite expensive, however, in computational resources, and hence in some 
circumstances may render the method impractical. It is therefore 
important to determine whether such sampling errors are small enough to 
ignore for most purposes. 
The latitude differences, which are maximum in the tropics (where 
the satellite is moving almost meridionally), are at most about the size 
of the instrument footprint, and the longitude differences, greatest at 
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Fig. 4. Geographical locations (longitude and latitude) of soundings 
from successive ascending and descending orbits for a single latitude 
"bin." Because the instrument sampling period is incommensurate with 
the satellite's orbital period, the soundings are taken at varying 
latitudes. Note also that the average latitude of the points is 
different for the ascending and descending portions of the orbit. Each 
circle is approximately the size of the smallest (nadir-viewing) 
intrument footprint 
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the poles (where the satellite moves almost zonally), are usually small, 
too, except at the most poleward regions of the orbit. Because the 
longitudinal differences tend to be relatively small, one might at first 
suppose that their effect would be that of a small amount of noise in 
the phase of the observed signal, and that therefore any effect on the 
spectrum would likely be negligible. However, the variation of sampling 
location does not occur randomly, but deterministically, repeating every 
few points in the series (See Figure 4). Because of this regularity, it 
is possible in principle for small peaks to appear in the spectrum which 
are due entirely to latitude/longitude sampling errors. Since the error 
repeats with a known fundamental frequency, a small peak may appear in 
the ascending and descending IDFTs with this observed frequency, which 
in turn would give rise to two Doppler twin peaks in the space-time 
spectrum as in (l). These peaks, moreover, could appear with an 
approximately global latitudinal extent (albeit with enhanced amplitudes 
in the presence of, say, strong latitudinal gradients), since the 
latitude spacing of the soundings is fairly uniform up to the polar 
regions. Thus, if the incommensurability of the two periods should show 
up in a spectrum, it might be recognized as a low-amplitude stripe 
through nearly the entire latitude range. It should be noted, however, 
that in analyses inspected thus far, no such peaks have been seen. 
Aside from generating false peaks, small variations in latitude and 
longitude may cause other adverse effects. To estimate the extent to 
which sampling errors affect the spectrum, two sample data sets were 
generated and analyzed. In the first, actual sampling points (latitude, 
longitude) for TIROS-N SSU during June 1979 were used, with the actual 
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brightness temperature soundings replaced by the function 
7 
T = 215.0 + I 5.0Acos(mX+ot+0.33A4) + Z (18) 
m=l 
where a= i2n'/(m+l) ( plus for m odd; minus for m even), ^ is the 
latitude, and £ is a random variable uniformly distributed between 0.0 
and 2.36. In the second, the sampling locations and times were replaced 
with values calculated from their average differences between successive 
points in the series, and the same artificial data function was used. 
Thus the former data set contained sampling variations, while the latter 
did not. Both were analyzed and their power spectra computed and 
averaged over 3 degrees latitude. Contour plots of the two resulting 
spectra were visually inspected, and no readily discernable differences 
were seen, except for regions poleward of 76°, where both spectra become 
noisy. 
A more quantitative comparison method was then applied, using as a 
figure of merit 
p = (Pi-Pz)/?! max ^  100% (19) 
where and Pg are powers from the first and second spectra, 
respectively, being compared at a given latitude, wavenumber, and 
frequency, and P^ is the maximum value of the power from the first 
spectrum for all frequencies at that latitude and wavenumber, thus 
making differences in peaks count more than differences in small-
amplitude signals. Points for which both powers were beneath the noise 
level were not compared, so that the averages would not be too heavily 
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weighted by the small values of p in these regions. Average values of p 
were much less than one percent, although their standard deviation was 
fairly high at about one to three percent; the highest value of p, an 
anomalous point where the spectrum was noisy, was 18%. 
Finally, in addition to this method of comparison, a matched-pairs 
statistical t-test was applied to the two spectra to determine if 
differences in amplitudes computed from the two transforms were 
statistically significant. A t-statistic was computed for differences 
between corresponding pairs of points in the two spectra, taken three 
degrees apart in latitude to insure independence of the pairs. Again, 
each wavenumber was compared separately, and only those portions of the 
spectra which were above the background were used in the comparison. 
Taking the mean equaling zero to be the null hypothesis, one may 
thus determine whether the two spectra satisfy this hypothesis at a 
specified confidence level L; at this level, if the mean difference is 
zero, there is a probability (100%-L) that the test will indicate that 
it is not (type I error). Unfortunately, the more useful alternative 
hypothesis—that the mean difference is not zero—is composite and 
therefore difficult to test. One may, however, gain some feel for the 
probability that the mean difference is not zero when the test indicates 
that it is (type II error) by noting how far the confidence level must 
be lowered before the t-test fails under the current null hypothesis. 
Since the probability of making a type II error often in practice goes 
down as the probability of making a type I error goes up, a high value 
for the latter may indicate a low value for the former. 
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The comparisons gave a value of t ranging from 0.31 to 0.04. The 
number of degrees of freedom was large (109 to 146), so the cumulative 
normal distribution was used to find the significance levels. At the 
99% level, the limiting value for t is about 2.05, and the current null 
hypothesis is accepted. The lowest confidence level for which all the 
values of t still pass is approximately 81%; the probability of a type 
II error is likely, then, to be fairly low. Thus, it is probably true 
that the sampling errors do not significantly affect the spectra. 
The variation in sampling latitudes can also give rise to a 
difference between the average latitude of the ascending series and that 
of the descending series. Such differences are potentially hazardous to 
accurate computation of the spectrum, since in the presence of strong 
latitudinal gradients the calculations (13)-(16) will be affected. 
Because the orientation of a multiple-scan-track satellite is slightly 
tilted with respect to parallels of latitude, the ascending-descending 
latitude difference experiences a sign change between the two outermost 
tracks, as shown in Figure 5; this fact may be used to locate areas of 
the spectrum which display the effect. In the absence of a strong 
diurnal effect, if the spectral power at a given wavenumber and 
frequency varies from a large value using data from an outermost track, 
through zero at the nadir, to a large value at the opposite outermost 
track (with a 180° phase shift with respect to the first outermost 
track), it indicates that a strong latitudinal gradient in its Doppler-
shifted twin is affecting that point. With a strong diurnal effect, an 
offset is introduced, but a monotonie increase in power is still seen 
from one track to the other. 
AscQnding scan •QscGnding scan 
Fig. 5. Schematic diagram demonstrating the source of the ascending-
descending sign difference in the presence of a strong latitudinal 
gradient. If the ascending-orbit scan is slightly tilted with respect 
to the descending-orbit scan (The angle here is exaggerated for clarity) 
the ascending-descending latitude difference, and hence the temperature 
variation due to a meridional gradient, will experience a sign reversal 
between tracks 1 and 8 
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To determine what areas were prone to this problem, power spectra 
were calculated from actual satellite data in which the diurnal effect 
seems to be small in two different ways; first, the power was calculated 
from the Fourier transforms and averaged over 3-degree-wide latitude 
bands, the average including spectra from all tracks. Second, the 
Fourier coefficients themselves were averaged and the power then 
calculated from the averaged coefficents. In the latter case, 
systematic sign differences between pairs of side tracks would result in 
cancellation of coefficients during averaging and consequently nearly 
zero power, while in the former case, the power from the side tracks 
would add instead. Thus, the effects of large latitudinal gradients 
would show up wherever a significant peak existed in the first spectrum 
but not the second. The only place in the spectrum where this effect 
was seen was in the m=l, 1 day westward wave, which has the space-time 
mean (m=0, f=0) as its Doppler twin. Where the mean displays steep 
gradients (at the edge of the polar winter night, for example), the 
diurnal signal is corrupted by track-dependent peaks due to ascending-
descending latitude differences. The observed effect also was 
successfully modelled using artificial data. 
Summing up, possible errors from slight variations encountered in 
sampling locations and times have been found to be small in most cases, 
and readily identifiable in others. Interpolating the data to exactly 
uniform sampling intervals in latitude, longitude, and time should not 
be necessary. 
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Leakage and filtering 
If strong periodicities exist in the ascending and descending data 
series, small subsidary peaks—leakage from the main peak—will be found 
in their iDFTs due to the finite size of the data series. While easily 
recognized in the iDFTs, it is possible that when the two transforms are 
combined to obtain the asynoptic transform, these side lobes may appear 
in the power spectrum at wavenumbers and frequencies not obviously 
related to that of the large main peak from which they originated. 
Tapering reduces their size somewhat but does not eliminate them, and 
while they may be small enough to be lost in the noise in an individual 
unsmoothed spectrum, averaging over enough terms (latitudinally) will 
reduce the noise, possibly making them detectable. 
The most common situation is which this might occur is in the 
presence of a strong stationary wavenumber one signal, which would give 
rise to a peak in the IDFTs with an observed frequency of 1.0 cpd. 
Nearby side lobes, having the same phase relationship as the peak (the 
10% tapering data window does not affect the phase), will show up in the 
space-time Fourier transform with the same wavenumber 1; the first side 
lobe appearing with a different wavenumber would be at Fg=2.0 cpd. For 
a dataset 320 points long (about 23 days of data), there are about 23 
points separating these two points in the IDFT; the amplitude of the 
-5 
spectral window at this separation is about 10 , which would give rise 
-10 
to a power ratio between the two peaks of 10 . This side lobe 
therefore would always be lost in the noise. Subsequent side lobes 
would be even smaller, and longer data series (typically 400-450 points) 
would reduce the ratio even more, so that leakage from this main peak 
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into other wavenumbers will be negligible. 
To reduce the size of the side lobes and thus the stray peaks, one 
may use digital filtering to remove the strong peaks from the data prior 
to transforming. Filtering obvious periodicities from the ascending and 
descending data series must be done carefully, though: filters which 
preserve the phase of the transforms will eliminate both the unwanted 
peak and its Doppler-shifted twin, and recursive filters, such as the 
Butterworth filter, which do affect the phase, will have the added 
undesired effect of shifting power from each spectral point to its 
Doppler-shifted twin. 
A better way of filtering the asynoptic data series is to invert 
equations (16) and apply them to the desired filter response function, 
yielding two sets of weights which may be applied to the ascending and 
descending data series. 
For general filtering purposes, a two-dimensional response function 
may be applied directly to the space-time Fourier transform. When 
applying a filter at this stage, one may ignore the asynoptic nature of 
the data, which shows up only in the placement of points in the 
transform. Standard methods and considerations (e.g., Gibbs phenomenon) 
apply and can be carried over from synoptic analyses. 
Missing data points 
Satellite data may have missing points for several reasons. Some 
instruments, such as the SSU, periodically miss a scan while taking data 
for recalibration. Ground stations may be unable to receive the data 
during certain intervals, and the satellite itself may experience 
periods of failure. These various causes give rise to different 
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groupings of missing points. Calibration scans, for example, result in 
isolated missing points along the orbital sequence, while ground station 
failure causes missing points for entire orbits or sections of orbits. 
Instrumental problems can result in any amount of missing data, from a 
few scattered points to several days of data. 
Interpolating isolated missing points along an orbit track is 
straightforward. Linear interpolation would probably suffice for most 
purposes, but a cubic spline fit was used in the present analyses. More 
sophisticated techniques are, of course, applicable as well. 
When a large gap exists in an orbit, however, interpolation along 
that orbit must be abandoned. The nearest points in space and time to 
the loci of the missing data are those at the same latitude at the 
previous and succeeding orbits. These points are, however, just the 
points on either side of the gap in the ascending and descending data 
series for that latitude. A string of, say, 30 consecutive missing 
points in a single orbit becomes a single missing point in 30 
consecutive latitude series. One therefore interpolates such gaps along 
the ascending or descending series. 
Note that these series can have components with fairly high 
observed frequencies; one must be careful not to use an interpolation 
method which smooths the data series excessively. In particular, 
special care should be taken when using statistical techniques which 
assume a slowly varying function with additive noise. In the current 
analyses, a cubic spline fit was used. While often used as a smoothing 
procedure, a spline may be thought of as a way of using information 
about the derivatives of the surrounding data to interpolate over the 
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gaps (A useful reference is Forsythe et al., 1977); the interpolated 
points tend to have the same quality of smoothness as the original data, 
provided the gaps are not too large. 
When several orbits are missing, a sizeable gap may exist in the 
data series for a given latitude. Because it tries to match the high 
derivatives in the surrounding data, a spline fit will yield a large, 
unnatural peak over such a gap that seems to show up in the space-time 
spectrum as a background which curves up at high frequencies. 
It was found through numerical experimentation with transforms of 
artificial data and white noise that, while an interpolation using cubic 
splines yields spectral peaks which are close to their expected values, 
it also causes a curved background if large gaps exist in the data. At 
the opposite extreme, linear interpolation is less successful at 
reproducing the peaks accurately, but it does leave the background 
relatively flat, even when gaps exist. As a compromise, then, missing 
sections of less than 5 points were interpolated using splines, while 
larger gaps were filled in linearly. This seemed to model the 
artificial input signals quite well. 
In summary, isolated missing points should first be interpolated 
along an orbit track. Then, after the data have been rearranged into 
ascending and descending series at fixed latitudes, missing points in 
those series may be interpolated by some method which will avoid 
suppressing high frequencies in the small gaps and avoid unrealistic 
peaks in the large gaps. 
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Latitudinal averaging and degrees of freedom 
As indicated above, the large numbers of spectra which are obtained 
when using multiple scan tracks of an instrument enable one to average 
over latitude bands in addition to or even instead of frequency 
averaging. Thus, one may obtain power spectra which are statistically 
meaningful without necessarily losing frequency resolution. In order to 
apply statistical tests, however, one must be able to estimate the 
number of degrees of freedom in the average. If each raw spectrum, or 
periodogram, were strictly independent of the others in an average of J 
terms, the number of degrees of freedom in the average would be 2J 
(neglecting the effects of tapering and interpolation of missing 
points). 
While the data points from which the spectra are computed are 
spatially separated, though, they are close enough to each other that 
they cannot be considered truly independent. In fact, the 3dB power 
limit, commonly used as the instrument footprint, allows for about half 
the total power received to come from outside that limit. Because many 
instruments are designed so that adjacent scan tracks and scans along 
the same track are approximately one instrument footprint apart, the 
question of independence of neighboring points becomes significant. 
In order to estimate the number of degrees of freedom in an average 
of several neighboring points (and hence several neighboring spectra), a 
Monte Carlo simulation of measurements from N scans of M tracks was 
created as follows: a field of independent Gaussian random variables was 
constructed on a fine-spaced grid. Each sounding was modelled by 
weighting data from a wide area of this field by the diffraction pattern 
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for a circular aperture (an approximation of an instrument's horizontal 
weighting function) and summing to form an simulated measurement, about 
100 points from the field being summed for each measurement. This 
procedure was repeated for 1000 trials, and the mean and standard 
deviation of measurements for each scan spot were calculated. Each 
measurement, being the weighted sum of Gaussian random variables, was 
itself a Gaussian random variable. The measurements from the different 
scan spots were standardized, squared, and summed to form a chi-squared 
statistic. 
For a variable distributed according to the chi-squared 
distribution, the following equations hold: 
E(x^) = V (20) 
Var(x^) = 2u (21) 
where E() and VarO denote expected value and variance, respectively, of 
the chi-square statistic, and u is the number of degrees of freedom. 
2 
In this case, the calculated chi-squared statistic, x' , is 
NxM 
X'^ = I zj (22) 
i=l 
where Z| is the measurement from the i^^ scan spot. This may also be 
thought of as a sum over effectively v independent terms, each weighted 
by Wj : 
u 
X'^ = I WjZj (23) 
j=l 
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or approximately 
u  
X'^ = W % Zj = Wx^ (24) 
j=l 
Computing the mean and variance of (24), one can use (20) and (21) 
to eliminate W to find an approximate value for u. 
The chi-squared statistics for the 1000 trials were sorted into 
bins, forming an approximation to a probability distribution. The 
expectation value and variance of the distribution were then computed, 
and 0 was estimated from both. The shape of the distribution itself was 
checked by inspection to insure that it was indeed the chi-squared 
distribution. 
The simulated scan spots were arranged in an N by M rectangular 
pattern, spaced at a distance equal to the diameter of the half-power 
point of the diffraction pattern. (When this distance was increased to 
a large value, u tended towards NxM as expected.) The simulation was 
repeated using several values of M and N, and it was found that v 
remained around 83-90% of NxM. Thus, when averaging power spectra over 
latitudes, the degrees of freedom due to the average should be taken to 
be about 0.80(2J) for a reasonably conservative estimate. (Of course, 
one may then need to reduce v furthur to account for tapering and the 
interpolation of missing points.) 
Interpretation 
Because of the large number of terms available for averaging these 
power spectra, even quite small peaks may be found to have a high degree 
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of statistical significance. The question remains, however, whether 
they have physical significance. As pointed out above, power leakage 
between Doppler-shifted twin points, which have different wavenumbers, 
is usually negligible, although very large peaks at one of the twin 
points may result in power in the other which, while small compared to 
the first, is still above the background. In general, then, a small 
peak which has a Doppler twin with a strong peak (~100-1000 times the 
small peak) should be regarded as suspect. 
Also, if a wave exists having a wavenumber and frequency which lie 
outside the Nyquist limits, it will be aliased into two Doppler-shifted 
twin points. A pair of such twin peaks in the spectrum may well be due 
to an aliased wave. 
It should also be pointed out that, while averaging the spectra over 
latitude preserves resolution in frequency, the resulting sharp peaks 
must be interpreted carefully. Two peaks separated slightly in 
frequency, for example, may not be independent structures. They may 
instead be considered as a single wave of intermediate frequency whose 
amplitude is modulated by a slowly varying envelope ("beats"). 
Finally, it should be kept in mind that spectral peaks may be 
components of some phenomenon which may be better described in terms 
other than pure sinusoidal waves. This is especially so in the very 
fast regions of spectra (l d and less) obtained from sounders with broad 
vertical weighting functions. Instead of pointing to a given peak as an 
isolated entity, it may in some cases be more plausible to point to a 
collection of peaks as a characteristic trace of a particular 
nonsinusoidal feature, in the manner of signal analysis in electrical 
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engineering. See, for example, Salby (1984). 
Results of Applying the Method 
To demonstrate the typical results one may achieve by using the 
asynoptic Fourier transform; data from SSU channels 1 (SSU-1) and 2 
(SSU-2) from TIROS-N were analyzed from January 1979. The space-time 
Fourier transforms were then averaged over five degrees latitude; this 
provided a total of 11 to 15 degrees of freedom (which reduced the a 
priori and a posteriori confidence levels) and reduced the noise 
considerably, as shown in Figure 6. These spectra appear jagged, since 
they have not been averaged in frequency and have thus lost none of 
their frequency resolution, but the jagged peaks tend to be smaller and 
more uniform. Frequency smoothing would improve the statistics and 
appearance even more, but latitudinal averaging is used alone here for 
purposes of illustration. Sample spectra are shown in Figures 7-10; a 
number of peaks are seen which correspond to known waves. 
For example, eastward-moving Kelvin waves found by Salby et al. 
(1984), are seen in the wavenumber 1 spectra (Figure 7) having periods 
of 3.5-4.0 and 6.9-9.1 days above the 99.5% a priori significance level 
near the equator. The faster mode has a vertical wavelength which is 
long enough to be seen by channel 2 of the SSU (SSU-2) with an amplitude 
similar to that reported at 0.5 kPa for the time period analyzed; it may 
even be seen in the SSU channel 1 (SSU-I), which peaks at about 1 kPa. 
Because the slower mode has a vertical wavelength of 10-20 km, which is 
comparable to the width of the vertical weighting function, its 
amplitude is reduced in SSU-2 as compared to that reported by Salby et 
al. and is not seen at all in SSU-1. 
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Fig. 6. Illustration of reduction of noise by latitudinal averaging, 
(a) Overlaid plots of temperature power vs. frequency for wavenumber 3 
from 52° S to 48° S for data taken by several scan tracks of SSU-2 
during January 1979. (b) Temperature power vs. frequency for the 
latitudinal average of the overlaid tracks in (a). The vertical lines 
mark off periods of 1 to 5 days eastward and westward 
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Fig. 7. Temperature power vs. frequency for wavenumbers 1 and 4 
averaged from 10 to 20® S from SSU-2 (which peaks near 0.2 kPa) for 
January 1979. The short dashed lines mark the estimated background; the 
long dashes indicate the 99.5% a priori confidence level 
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Also seen in the SSU-2 tropical spectrum are wavenumber 4, 1.8-day, 
and wavenumber 1, 9-day, westward-moving waves reported by Burks and 
Leovy (1986) at 0.1 to 0.01 kPa, evidently extending down to the 
stratospheric levels sensed by SSU-2. 
Another easily observed feature, stronger in the lower-altitude 
SSU-1 spectrum, is a wavenumber 5, 8.9-24 d, eastward-moving wave in the 
Southern Hemisphere midlatitudes (Figure 8). This has been extensively 
reported in, for example, Randel and Stanford (1983, 1985). 
Other well-known oscillations (not shown), such as the 5-day, 
westward-moving wave 1, and the 2-day, westward-traveling wave 3 have 
also been seen in other data sets with their expected latitudinal 
structures. 
In addition, waves not previously described appear in both SSU 
channel spectra from January 1979 (Figure 9). A westward-moving wave 7 
appears, having a period of 2.09-2.97 days. Figure 10, which shows its 
meridional structure, demonstrates how sensitive the method is to 
signals which are not large compared to the noise. In both the SSU-1 
and SSU-2 spectra, this feature peaks at about 45-50° S with an 
amplitude of roughly 0.15 K, the SSU-1 peak being slightly stronger. 
There is little apparent phase change in latitude or height. If, 
however, the vertical wavelength is small, then any phase tilt with 
height would tend to be averaged out, since these data are, in effect, 
temperatures averaged over 20-30 km altitude. In the SSU-2 spectra, a 
small peak exists (not shown) at this wave's Doppler-shifted twin point 
in wavenumber 6; this indicates the possibility that this wave actually 
has been aliased in from outside the Nyquist limits. If so, the most 
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Fig. 8. Temperature power vs. frequency for wavenumbers 5 through 7 
averaged form 45 to 55° S from SSU-1 (peaks at about 1.0 kPa) for 
January 1979. The dashed lines are as in Figure 7, except that the 
posteriori confidence levels are used for waves 6 and 7 
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Fig. 9. Latitudinal power and phase structure of the wave 7, 2.5-day 
feature, for (a) SSU-2 and (b) SSU-1 from January 1979. The solid line 
is temperature power vs. latitude for wavenumber 7, integrated from 2.04 
d to 3.02 d westward. The dashed line is phase computed from Fourier 
coefficients averaged over the same interval 
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Fig. 10. Same as Fig. 9, except for the wave 6, 4.9-day feature seen i 
(a) SSU-2 and (b) SSU-1 data from January 1979, calculated from power 
averaged from 5.95 d to 4.12 d 
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physically probable wave corresponding to this peak would be a wave 7, 
2-day eastward-moving wave. 
Also present is an eastward-moving wave 6 with a period of 4.17-
5.90 days. As shown in Figure 10, its amplitude peaks near 50° S with a 
value of approximately 0.19 K at the SSU-1 1.0 kPa level; the SSU-2 
signal at 0.5 kPa is smaller, about 0.09 K. Again, there is little 
apparent phase tilt with height, but a sizable horizontal tilt exists 
eastward and equatorward. 
Naturally, with such small amplitudes, these two waves might merely 
be minor spectral components of some larger phenomenon or phenomena. 
They may, however, be traces of waves which are stronger at other 
altitudes, detectable in appropriate data sets. 
Further examples of asynoptic spectral analyses are given in Lait 
and Stanford (1987a,b). 
A Possible Extension to the Method 
An asynoptic transform using either ascending or descending orbital 
data alone yields a spectrum whose Nyquist limits are approximately ±2 d 
in time and which includes signals up to wavenumber 6-7. Combining the 
ascending and descending data effectively halves the sampling interval 
in time, and so the Nyquist limits are expanded to roughly ±1 d with 
waves up to wavenumbers 6-7 (the wavenumber 7 spectrum contains about 
half the number of points as the wavenumber 6). 
It might be suggested that one somehow combine data from adjacent 
scan tracks into a single transform to improve longitudinal resolution. 
Because of systematic differences between soundings taken at different 
scan angles, one would have to pair scan tracks on either side of the 
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nadir having the same scan angle, but this would still effectively-
double the sampling rate and hence the frequency range. It can be shown 
that, just as there exist two wavenumber-frequency pairs within the 
Nyquist limits for the Salby method, there exist four such pairs within 
the expanded limits. Again, the sampling intervals in Salby's r 
direction are nonuniform, but one can solve for each of the four allowed 
wavenumbers explicitly, just as in the Salby method. 
Unfortunately, this new technique would be so sensitive to noise 
that the resulting transforms would be virtually unusable. The 
longitudinal separation between even the two outermost scan tracks of 
the SSU, for example, is so small compared to the separation between 
ascending and descending orbits that one has, in effect, two ascending 
and two descending series at nearly the same longitudes, rather than 
four data series approximately evenly spaced in longitude and time. The 
problem is similar to that which occurs in the present asynoptic 
technique near the poles, where the ascending and descending latitude 
crossings are very near each other. 
Given two satellites, however, with identical instruments and 
similar orbits, one could in principle obtain four independent data 
series for a given latitude which are almost evenly spaced along the r 
axis. As shown in Figure 11, the TIROS-N and NOAA-6 satellites formed 
such a pair. Systematic differences between soundings from the two 
satellites would have to be carefully eliminated to apply this A-node 
technique, but the Nyquist limits in time would be extended thereby to 
±0.5 d, with wavenumbers up to wave 8. 
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Fig. 11. Time and longitude locations of soundings from TIROS-N and 
NOAA-6 ascending and decending orbits. These data sample the 
temperature field evenly enough to be used in a four-node adaptation of 
the Salby method 
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Conclusions 
The Salby method for computing the space-time Fourier transform of 
asynoptic satellite data has been applied to real data from the TIROS-N 
and NOAA-6 SSU instruments.- The resulting transforms cover an area in 
frequency space ranging from wavenumber 1 to wavenumber 6 and from one 
day eastward to one day westward, and half that frequency range at 
wavenumbers 0 and 7. They exhibit no distortion of high-frequency 
waves. While their longitudinal resolution is somewhat reduced compared 
to that of gridded data, the transforms produced are very closely spaced 
latitudinally, making it feasible, by averaging over latitude, to 
increase significantly the statistical degrees of freedom and hence the 
statistical reliability of computed power spectra. 
The method is applied by rearranging orbital satellite data to 
form, for a set of latitudes, a time series of the ascending-orbit 
soundings at that latitude and a similar series for the descending 
soundings. These two series are then Fourier transformed, and pairs of 
corresponding points from the two transforms are then combined in 
complex-weighted sums to yield points in the space-time spectrum. 
Several possible problems in applying the method have been 
addressed. First, the effects of noise on the ability of the method to 
resolve accurately the power between Doppler-shifted twin points in the 
spectrum was explored. It was found that the method is quite robust in 
this respect; as the amplitude and phase of an input signal were varied 
randomly, very little of the input signal's power leaked into that of 
its twin point in the spectrum. 
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Second, it has been demonstrated that one may use actual soundings 
taken within a distance equal to the instrument footprint of a desired 
latitude instead of interpolating the orbital soundings to a set of 
standard latitudes. Such a procedure can in principle give rise to 
three effects: distortion of signal peaks due to small variations in 
sampling longitude and latitude, spurious peaks due to systematic 
differences between sounding latitudes from the ascending and descending 
portions of orbits in the presence of sharp latitudinal gradients, and 
small-amplitude false signals which could arise from the fact that the 
sampling period and the orbital period are incommensurate. In practice, 
the first type of error has a mostly negligible effect on the spectrum, 
the second shows up only at wavenumber 1, 1-day westward periods (i.e., 
the diurnal effect), while the last has not been found. 
The effects of interpolating missing data points have also been 
examined. Satisfactory results are obtained by using a cubic spline 
interpolation for isolated missing points along an orbit and small gaps 
from isolated missing orbits or orbital segments, in addition to linear 
interpolation across larger gaps due to several missing orbits. 
For stratospheric soundings, in which the power is more or less 
confined to relatively small wavenumbers, the method can prove quite 
useful, especially since the high number of degrees of freedom 
obtainable through latitudinal averaging can result in very favorable 
signal-to-noise ratios which enable one to examine waves with relatively 
small amplitudes. 
Data from January 1979 SSU channels 1 and 2 were analyzed, and 
spectral features previously reported in the literature have been seen, 
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such as eastward-moving wave 1 Kelvin waves with periods of 3.5-4.0 and 
6.9-9.1 d, a westward wave 1 feature with a period of 9 d, a wave 4, 1.8 
d, eastward-moving wave, and an eastward-moving wave 5 with a period of 
8.9 to 24 d, all of which show their expected dependence on height 
between the two SSU channels analyzed. 
In addition, waves not previously reported have been seen in the 
Southern Hemisphere midlatitudes at wavenumber 6, 4.17-5.90 d period, 
and wavenumber 7, 2.09-2.97 d period. The former was stronger in the 
1.0 kPa SSU-1 spectrum, while the latter had approximately the same 
amplitude in the SSU-1 and SSU-2 (0.5 kPa) spectra. 
The Salby method for computing the space-time Fourier transform of 
orbital satellite data offers undistorted values of the power spectrum 
at high frequencies, up to about ±1 day. It is robust in the presence of 
noise and sampling errors and, for multiple-scan-track instruments, 
provides an opportunity to significantly improve spectral statistics. 
Moreover, applying the method is straightforward and economical, since 
data do not have to be gridded or extensively interpolated, but merely 
rearranged. In short, the asynoptic Fourier transform technique 
provides realistic, dependable results which, for some wavenumbers and 
frequencies, are more useful than those obtainable from interpolated 
gridded maps. 
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SECTION II. 
FAST, LONG-LIVED FEATURES IN THE POLAR STRATOSPHERE 
Abstract 
The space-time Fourier analysis technique proposed by Salby for 
asynoptic satellite data has been applied to brightness temperatures 
derived from Stratospheric Sounding Unit radiances from three months 
during the Southern Hemisphere winter. A series of peaks are observed 
in the spectra for wavenumbers 1 through 4 which travel eastward with 
the same phase speed. The wave I, 4-day, and wave 2, 1.8-day, features 
observed have been described previously in the literature, and the 
existence of a wave 3, 1.2-day oscillation has also been reported. The 
current analyses provide corroborating evidence for these, using a 
different data set and analysis technique, in addition to reporting a 
previously undetected wave 4, 0.8 day, feature. Twice-daily synoptic 
maps reconstructed from the transforms reveal, consistent with the 
findings of Prata, that these waves are components of one or more warm 
pools circling the pole with a period of about 3.8 days. These 
features exhibit sizable temperature perturbations (~ 5k) and long 
lifetimes in the upper stratosphere. One such pool retains its identity 
for at least seven complete revolutions around the pole. 
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Introduction 
Evidence for a wavenumber 1 eastward propagating oscillation in the 
polar winter stratosphere has been reported in Venne and Stanford (1979, 
1982). In zonal space-time spectra computed from satellite radiances 
from the Nimbus-4 and Nimbus-5 Scanning Chopper Radiometer (SCR) 
instruments, they found power near four days in both the Northern and 
Southern winter hemispheres, peaking at about 70 degrees latitude. The 
wave phase was found to tilt eastward and equatorward in the Southern 
hemisphere, with the opposite phase tilt in the Northern, and exhibited 
little tilt with height. 
Prata (1984) applied the analysis method of Chapman et al. (1974) 
and Rodgers and Prata (1981) to Nimbus-5 SCR and Nimbus-6 Pressure 
Modulator Radiometer (PMR) data and found further evidence for the four-
day wave, as well as for previously unobserved wavenumber 2, 2-day, and 
wavenumber 3, 1.2-day, eastward-moving oscillations in the same region. 
Noting that these waves seem to travel with approximately the same phase 
speed, Prata used the sequential estimation method of Rodgers (1976) to 
construct synoptic maps which showed a large "warm pool" circling the 
globe approximately every four days. 
The wavenumber 1 oscillation has been treated theoretically by 
Venne (1980) and Hartmann (1983). In the latter work, a stability 
analysis of the nondivergent barotropic vorticity equation with a 
spherical geometry in the presence of a polar-winter-type westerly jet 
revealed several modes, including wave 1 with a period of 4 days, wave 2 
with a 1.9-day period, and wave 4 with a period of 0.8 day. Apparently, 
though, Hartmann's model did not produce a wave corresponding to the 
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observed wave 3 component. 
In this note, the analysis method of Salby (1982a,b) is applied to 
Stratospheric Sounding Unit (SSU) brightness temperatures from the 
TIROS-N and NOAA-6 satellites. The resulting spectra are used to 
present further evidence for the wave 2 and 3 oscillations found by 
Prata and to demonstrate the existence of a wave 4 feature. Maps of 
synoptic reconstructions of the brightness temperature fields from the 
spectra are then used to further characterize the warm pools. 
Data and Analysis 
Data used are brightness temperatures obtained via the inverse 
Plank relation from radiances measured by SSU infrared sounders for the 
months of June 1979, August 1979, and August 1980. Channels 1 (SSU-l), 
2 (SSU-2), and 3 (SSU-3), which peak at about 1.0, 0.5, and 0.2 kPa, 
respectively, were used from the NOAA-6 SSU; channels 1 and 2 only were 
used from TIROS-N, since SSU-3 was not functioning properly on that 
instrument. 
Data were analyzed using the asynoptic space-time Fourier transform 
technique proposed by Salby (1982a,b) and described in Lait and Stanford 
(1987a,b). The data were organized into space-time series from 
ascending and descending orbit sequences at fixed latitudes. Missing 
data in each series were interpolated using a cubic spline fit; the 
largest gaps were less than 5 points wide in a data series of 400-450 
points. The series were then tapered 10% on either end, Fourier 
transformed, and combined in two complex-weighted sums to form zonal 
space-time Fourier transforms. 
72 
Data from each instrument scan track (8 tracks per orbit, with 
approximately 14 orbits per day) were analyzed separately in parallel 
with other tracks. Since soundings taken from different scan tracks are 
at nearly the same latitude, their power spectra are very closely spaced 
(less than one degree apart in latitude). Because the soundings are 
separated in longitude, however, the spectra are to a large degree 
independent. Thus, one can average the periodograms ("raw spectra") 
over latitude, instead of or in addition to the usual practice of 
averaging over frequency, in order to obtain statistically meaningful 
results. In the present analyses, latitudinal averaging over 3 and 5 
degrees was used with and without Banning in frequency. Phases also 
were computed by averaging Fourier sine and cosine coefficients over 
latitude and frequency, then computing the phase angle from the averaged 
coefficients. 
In addition, the transforms were filtered to remove spectral 
components lying outside the Nyquist limits of synoptically acquired 
data (tl day) as well as the diurnal effect, and the resulting Fourier 
coefficients were then used to reconstruct twice-daily synoptic 
brightness temperature fields as outlined in Salby (1982b). Maps were 
made by averaging these reconstructions, which were for fixed latitudes, 
over 3 degrees latitude. 
Results 
Spectra 
The TIROS-N SSU-2 spectra at 60° S for June 1979, are shown in 
Figure 1. Denoting a wavenumber-frequency pair as (wavenumber,period), 
comparatively large peaks are seen at (1, 3.4-4.3), (2, 1.7-1.9), and 
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Fig. 1. Brightness temperature power vs. frequency for wavenumbers 1 
through 4, for TIROS-N SSU-2 (=0.5 kPa) from June 1979. Spectra have 
been averaged over latitude from 55® S to 65° S and Manned in frequency. 
The dotted line indicates the 99% a posteriori confidence level for wave 
4, while the short dashed line is the estimated background. Confidence 
intervals for the other wavenumbers are not shown. The long dashed line 
corresponds to a uniform zonal phase speed of about 1.74 radians per 
day 
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Fig. 2. Same as in Fig. 1, except for NOAA-6 SSU-3 brightness 
temperatures from August 1980. The long dashed line corresponds to a 
zonal phase speed of 1.63 radians per day 
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(3, 3.6-3.9), all of which are well above the 95% a priori confidence 
levels. In addition, a smaller-amplitude signal appears at (4, 0.9-
l.O). (Such periods are resolvable by the Salby method at certain 
wavenumbers.) Corresponding peaks are also present in the SSU-1 spectra 
with reduced amplitudes. 
Similar features are seen in the August 1980 spectra for all three 
NOAA-6 SSU channels. SSU-3 is shown in Figure 2. The amplitudes of the 
wave 1 through wave 3 features are much stronger, though, than in June, 
and the wavenumber 2 oscillation somewhat dominates the others. 
Latitudinal averaging reduces the noise level and increases the 
number of degrees of freedom: 14 terms were used in an average over 5 
degrees, giving 28 degrees of freedom for each spectral point. Manning 
doubles this number, making a maximum of 56 possible. This is reduced 
90% because of the tapering which was done to the data series before 
transforming, 95% due to interpolation of approximately 5% of the data 
(about 20 points in a series 400-450 points in length), and 80% to 
account for the lack of strict independence between spectra (see Lait 
and Stanford, 1987b). This still leaves 38.3; with so many degrees of 
freedom, the 99% a priori confidence level is only 1.6 times the 
background. (The a posteriori level is similarly reduced to 2.0 times 
the background.) Thus, with the possible exception of the wave 1 peak 
in August 1980, the peaks of interest shown in Figures 1 and 2 are much 
higher than the confidence levels—so much higher, in fact, that it is 
difficult to show them in the Figures. 
In the August 1979 spectra for both TIROS-N and NOAA-6 the sequence 
of waves is missing, as shown in Figure 3. It should be noted that the 
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Fig. 4a-d. Latitudinal amplitude (solid) and phase (dashed) structure 
for June 1979 SSU-2, averaged over 3 degrees latitude. The amplitude is 
taken as the square root of twice the eastward power integrated over the 
following periods: wave 1, 2.9 to 6.0 d; wave 2, 1.6 to 2.1 d; wave 3, 
1.1 to 1.4 d; and wave 4, 0.80 to 1.01 d 
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integrated from 2.9 to 3.8 d. (b) Amplitude computed from power 
integrated from 4.0 to 6.5 d 
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zonal wind for both June 1979 and August 1980 (as shown in Mechoso et 
al., 1985) exhibited a strong (110-130 m/s) jet maximum above 0.04 kPa 
at 40° S and had values ranging from 70 to 90 m/s at 60° S and the 
altitudes monitored by the SSU instruments. In August 1979, however, 
the jet maximum had descended to about 0.3 kPa, moved poleward to 55° S, 
and decreased to 90 m/s. This drastic change in the meridional and 
height structure of the zonal mean flow most probably accounts for the 
lack of the wave sequence in this month. 
The latitudinal structure of these waves is shown in amplitude and 
phase plots in Figures 4 and 5. At wavenumber 1, a double maximum 
appears in the highest channels of both June 1979 and August 1980 with 
peaks at 74° S and 60° S. The two maxima are slightly separated not 
only in latitude but in frequency as well, particularly in the June 1979 
spectra (Figure 6). At lower altitudes (not shown) the two tend to 
coalesce into a single broad peak. A hint of a double peak wave 1 
structure may be seen in Figure 3 of Prata (1984) as well. The wave 1 
phase plots show a westward and equatorward phase tilt between the two 
maxima; plotting the phases of the two separately shows that the phase 
is approximately constant over each, but that a 90° to 180° phase 
difference exists between them. 
Wave 2 displays a single peak in amplitude between 65° S and 70° S. 
In August, the wave 2 is somewhat larger than the wave 1, in contrast to 
the June 1979 results and Prata's findings. The phase is fairly 
constant near the maximum amplitude the August plot but displays a 
slight tilt westward and equatorward in the June spectra. 
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In the two months in which the waves are observed, the wave 3 
component is quite strong, having an amplitude comparable to the lower 
wavenumbers in the series. This contrasts with the months analyzed by 
Prata, in which wave 3 was small or nonexistent. Again, a single 
maximum exists, located at about 60° S to 65° S. The phase of the wave 
is quite constant over this latitude range. 
Finally, wave 4 exhibits a peak between 55° S and 60° S. Although 
its amplitude is half to a quarter of the other components, it is well 
above the background. The phase shows a small tilt eastward and 
equatorward in June 1979, while in August 1980 it experiences a sudden 
90° phase shift from 55° S to 65° S. 
These four waves in the series—any higher-wavenumber components 
would lie outside the Nyquist limits and hence are unresolvable—all 
travel with the same phase speed, as is seen in Figures 1 and 2. They 
also have similar latitudinal structure, although their amplitude maxima 
tend to move poleward in latitude with decreasing wavenumber for waves 2 
through A. Furthermore, each of these waves exhibits almost no phase 
tilt with height from 1.0 kPa up to 0.5 or 0.2 kPa. They are sharply 
peaked in frequency (especially in spectra which have been averaged in 
latitude only), which indicates that they exist throughout the time 
period analyzed. (This is further substantiated below.) Thus, the four 
waves might constitute a single entity rotating about the pole with a 
period of between three and four days, as was seen in Prata. 
Synoptic maps 
Inspection of twice-daily synoptic maps reconstructed from the 
Fourier transforms reveals several "warm pools" rotating about the pole 
1 
I 
d e f 
Fig. 7a-x. Twice-daily polar stereographic synoptic maps for 1200 UTC 
18 August to 0000 UTC 30 August, 1980, reconstructed from SSU-3 Fourier 
coefficients. No filtering as been applied, except for removing signals 
which lie outside the synoptic Nyquist limits. Contours are 1.0 Kelvin 
apart 
Fig. 7g-l. (1200 UTC 21 August 1980 to 0000 UTC 24 August 1980) 
Fig. 7m-r. (1200 UTC 24 August 1980 to 0000 UTC 27 August 1980) 
Fig. 7s-x. (1200 UTC 27 August 1980 to 0000 UTC 30 August 1980) 
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with a period of between 3.5 and 4.0 days. A sequence of 24 twice-daily 
maps for the SSU-3 upper stratospheric channel during 18-30 August 1980 
is shown in Figure 7. A series of pronounced temperature peaks can be 
seen to circle the globe, some of which last for several cycles about 
the pole. One pool, labeled as "A" in Figure 7, can be traced through 
approximately seven cycles, from 3 to 30 August. Its progression in 
longitude with time, shown in Figure 8, shows a remarkable degree of 
regularity. Plotting the temperature fields versus longitude and time 
at 65° S for both June 1979 and August 1980 (not shown) shows that the 
variance during both months is dominated by disturbances moving eastward 
with a period of about 3.6 to 3.8 d. 
At 70° S to 60° S, a period of 3.4 to 4.3 days implies a phase 
speed ranging from 37 to 68 m/s. During June 1979 and August 1980, the 
zonal wind was between 70 to 90 m/s at the altitudes observed (Mechoso 
et al., 1985); the warm pools are moving more slowly than the zonal 
wind and are not merely being advected around by it. 
During the middle of the month, two of the warm pools appear to 
collide and coalesce. Since the temperature maps contained all 
frequencies and wavenumbers within the allowed Nyquist limits for 
synoptic sampling, it might be possible that other disturbances in the 
field could create the illusion of multiple pools or coalescence. 
Therefore, a second set of maps was computed from transforms filtered 
(via the filter shown in Figure 9) to retain only waves traveling with 
the phase speed of these waves 1-4. These maps were qualitatively 
similar to the first set and showed even more clearly the behavior seen 
in them, including the apparent collision. Figure 10 shows a sequence 
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Fig. lOa-1. Daily synoptic maps for August 17-28, 1980, calculated from 
SSU-3 Fourier coefficients to which the filter of Fig. 9 has been 
applied. The sequence is similar in appearance to the unfiltered maps 
for the same time period and shows a possible collision and coalescence 
between two warm pools ("E" and "F"). 0° longitude lies to the left, 
and dashed lines are every 30 degrees apart in longitude and latitude 
Fig. lOg-1. (23-28 August 1980) 
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Fig. 11. Longitudinal positions versus time of warm pools "E", "F", and 
"H". Near August 22, "E" and "F" coalesce to form "EF", and near 26 
August, "H" coalesces with "EF" to form "EFH" 
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from the filtered maps for 17-28 August 1980 in which the coalescence 
occurs. A plot of the longitudinal position of the pools involved in 
this and a later, second coalescence, is shown in Figure 11. 
Scaling and dynamical considerations 
Some further insight into the dynamical regime in which these 
features exist may be gained by a rough scale analysis similar to that 
used in Williams and Yamagata (1984) and further described in Williams 
(1985), where dynamical regimes of a general geostrophic equation are 
identified by the relative sizes of a nondimensional beta parameter P, a 
a stratification parameter s, and the Rossby number e. The equations 
used therein are derived from the shallow water equations, so their 
applicability to the real stratified atmosphere may be questioned. The 
waves of concern in the present study are, however, quite barotropic, 
exhibiting almost no phase tilt with height, so that such a scale 
analysis may provide qualitatively useful insights. 
The Rossby deformation radius L|^, which is needed for the scaling, 
may be estimated from 
L r = HN/fg (1) 
where H is the scale height of the motion, fg is the Coriolis parameter, 
2 
and N is the Brunt-Vaisala frequency. From Dickinson (1969), N has an 
—2 
approximate value of 0.0004 s in the winter stratosphere; noting that 
the waves have small amplitudes at the heights observed by SSU-1 (about 
30 km) and that according to Prata (1984), their amplitudes are also 
reduced at about 60 km, we can take the scale height H to be roughly 
— A 
one-half of the height difference, or 15 km. fg has a value of 1.3x10 
s ^ at 65° S, so that may be taken as approximately 2300 km. 
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U, the wind speed averaged vertically over the scale height near 
the altitudes sounded, is estimated to be about 80 m/s. L, the 
geometric scale length, is more difficult to determine; the highest 
wavenumber detected is wave 4, corresponding to a zonal wavelength of 
4200 km, implying a warm pool longitudinal width of 2100 km. From 
inspection of the synoptic maps, the warm pools obtain this longitudinal 
diameter occasionally, but they sometimes are as large as 4000 km. From 
Figures 4 and 5, it can be observed that the latitudinal extent of the 
feature is roughly 20 degrees, which corresponds to a latitudinal 
diameter of 2200 km (and hence a radius of 1100 km). Choosing L~3000 
km, we can estimate the values of the scaling parameters in Table 1. Of 
course, implies that stratification effects are important, but the 
results of the scale analysis are relatively insensitive to increased 
values of up to ~ 3100 km. 
For quasigeostrophic (QG) balances to dominate, s~l. Here, s=0.59, 
a reasonably close value. For planetary geostrophy (PC), s~ê; the ratio 
s/e in the current scaling is about 3. For the intermediate geostrophic 
(IG) approximation to hold, €~s^ and here again, the values are 
comparable to each other. Furthermore, since the nondimensional 
time scales r (= s^ or se as defined in Williams, 1985) of the three 
regimes are the same. Apparently, the 4-day features are influenced by 
all three regimes. Increasing the value of L to 4000 km removes the 
phenomena from the quasigeostrophy, but both IG and PG balances still 
hold. Decreasing it to 1000 km makes e=0(l), taking the feature out of 
geostrophic theory altogether. 
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Put another way, in the classification scheme of Williams and 
Yamagata (1984), e and s are assumed to be proportional to some power of 
^, with the constant of proportionality being roughly 0(1). The various 
combinations of powers of g indicate either QG, IG, or PG regimes. Here, 
though, some ambiguity exists in assigning powers of j3, since 
2 = 2 = (2) 
and 
5 = 1 =  g / 4 .  ( 3 )  
Thus, it is not unreasonable to expect that quasigeostrophic models 
might at low order reproduce some features of the sequence of waves 
observed. Nonlinear effects could be important, however, and the 
possibility exists that a higher-order balance exists which could give 
rise to some sort of solitary wave. 
Conclusions 
Stratospheric brightness temperatures from several SSU channels 
were analyzed for three months in the Southern Hemisphere winter, using 
the asynoptic space-time Fourier transform technique proposed by Salby 
(1982a,b). Prominent peaks appear in the power spectra for two months 
which correspond to fast eastward-moving waves 1 through 3 observed by 
Prata (1984) and Venne and Stanford (1979, 1982), as well as a 
previously unreported small-amplitude wave 4 with a period of 0.8 day. 
Some of the spectra suggest that the wave 1 feature may actually be two 
peaks separated slightly in both latitude and frequency and having a 
relative phase difference. 
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Table 1. Dynamical scaling parameters for polar stratospheric warm 
pools 
Parameter Estimated value Units 
L 3000 km 
U 80 m/s 
fo 1.3 X 10"4 s~^ 
- Q  - 1  - 1  
/3 9.7 X 10 km s 
^0 65° S deg 
Cobs 54 m/s 
LR 2300 km 
C|3=-|3l| -51 m/s 
e=U/Lfo 0.21 
3=j3L/fo 0.22 
s=l|/L^  0.59 
e / s  0.3 
e/s^ 0.6 
;/f 0.9 
ê/#2 4.1 
s/jS 2.6 
e/ps 1.6 
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All four waves travel with approximately the same phase speed and 
have similar latitudinal structure, peaking between 60 to 70 degrees 
South and exhibiting little phase tilt with height. 
Inspection of synoptic maps computed from the transforms indicates 
the presence of several warm pools which circle the globe every 3.8 days 
and can last at least a month. 
The existence of four waves traveling coherently with the same 
phase speed for several weeks to a month is undoubtedly more than 
coincidental. They appear to move in unison, giving rise to the 
individual pools of warm temperature rotating about the poles in Figures 
7 and 10. As suggested by Prata, the quasi-nondispersive nature of the 
disturbances in the polar regions probably indicates the importance of 
nonlinear effects. Waves interacting via nonlinearities in such a way 
as to maintain themselves with identical phase speeds for long periods 
of time might naturally give rise to the appearance of warm pools 
behaving as solitary entities; it is possible that the phenomena can be 
treated as either a series of interacting waves or as a solutions to a 
solitary wave equation. (The collision shown in Figures 10 and 11 
indicates that they are not solitons, but other classes of solitary 
waves exist.) At the same time, it should be noted that the most 
successful theoretical account of the features has been in terms of 
instability analysis of individual waves. Hartmann's (1983) linearized 
barotropic finite-difference model produced several of the modes 
observed here, although apparently without the wave 3 component. 
Due to the complexities of analyzing asynoptic satellite data, only 
Prata (1984) and the present paper have studied the stratosphere at 
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periods under two days. The long-lived features observed in the polar 
upper stratosphere are rather puzzling and await a satisfactory 
explanation for their existence and maintenance. 
Acknowledgments 
We are grateful to C.E. Graves and G.L. Manney for helpful 
discussion and comments. We would also like to thank Dr. Joel Susskind 
for providing the June 1979 data, as well as the NCAR Data Services 
Group for supplying the data for August 1979 and 1980. Computations 
were performed on the NCAR Cray X-MP. This research was was supported 
by the National Science Foundation and NASA under Grants ATM-8A02901 and 
ATM-8603943. 
References 
Chapman, W. A., M. J. Cross, D. A. Flower, G. E. Peckham, and S. D. 
Smith, 1974: A spectral analysis of global atmospheric temperature 
fields observed by the selective chopper radiometer on the Nimbus 4 
satellite during the year 1970-1. Proc. R. Soc. London. A.338, 57-
76. 
Dickinson, R. E., 1969: Propagators of atmospheric motion. Part I: 
Excitation by point impulses. Rev. Geophvs.. 7, 483-514. 
Hartmann, D. L., 1983: Barotropic instability of the polar night jet 
stream. J. Atmos. Sci.. 40, 817-835. 
Lait, L. R., and J. L. Stanford, 1987a: A search for fast planetary-
scale instabilities in the equatorial stratosphere. Geophvs. Res. 
Lett.• 14, 351-354. 
98 
Lait, L. R., and J. L. Stanford, 1987b: Applications of asynoptic space-
time Fourier transform methods to satellite radiance measurements. 
Submitted to Mon. Wea. Rev. 
Mechoso, C. R., D. L. Hartmann, and J, D. Farrara, 1985: Climatology and 
interannual variability of wave, mean-flow interaction in the 
Southern Hemisphere. J. Atmos. Sci.. 42, 2189-2206. 
Prata, A. J., 1984: The 4-day wave. J. Atmos. Sci.. 41, 150-155. 
Rodgers, C. D., 1976: Retrieval of atmospheric temperature and 
composition from remote measurements of thermal radiation. Rev. 
Geophvs. Space Sci.. 14, 609-615. 
Rodgers, C. D., and A. J. Prata, 1981: Evidence for a travelling 2 day 
wave in the middle atmosphere. J. Geophvs. Res.. 86, 9661-9664. 
Salby, M. L., 1982a: Sampling theory for asynoptic satellite 
observations. Part I: Space-time spectra, resolution, and 
aliasing. J. Atmos. Sci.. 39, 2577-2600. 
Salby, M. L., 1982b: Sampling theory for asynoptic satellite 
observations. Part II: Fast Fourier synoptic mapping. J. Atmos. 
Sci.. 39, 2601-2614. 
Venne, D. E. , 1980: A 4-day winter polar temperature stratosphere 
wave: Observation and theory, in Int. Svmp. Middle Atmosphere 
Dynamics and Transport, edited by S. K. Avery, Handbook for MAP. 
SCOSTEP Secretariat, University of Illinois, Urbana, Vol. 2, 
157-164. 
Venne, D. E., and J. L. Stanford, 1979: Observation of a 4-day 
temperature wave in the polar winter stratosphere. J. Atmos. Sci.. 
36, 2016-2019. 
99 
Venne, D. E., and J. L. Stanford, 1982: An observational study of high-
altitude planetary waves in winter. J. Atmos. Sci.. 39, 1026-1034. 
Williams, G. P., 1985: Geostrophic regimes on a sphere and a beta plane. 
J. Atmos. Sci.. 42, 1237-1243, 
Williams, G. P., and T. Yamagata, 1984: Geostrophic regimes, 
intermediate solitary vorticies and Jovian eddies. J. Atmos. Sci.. 
41, 453-478. 
100 
A SEARCH FOR FAST PLANETARY-SCALE INSTABILITIES 
IN THE EQUATORIAL STRATOSPHERE 
Leslie R. Lait and John L. Stanford 
Department of Physics, Iowa State University 
Ames, Iowa 50011 
(Published in Geophysical Research Letters) 
101 
SECTION III. 
A SEARCH FOR FAST PLANETARY-SCALE INSTABILITIES 
IN THE- EQUATORIAL STRATOSPHERE 
Abstract 
A method proposed by Salby for computing space-time Fourier 
transforms of asynoptic satellite data has been applied to stratospheric 
brightness temperature measurements from January and February 1979 in a 
search for two fast-moving low-wavenumber instabilities predicted in a 
numerical study by Lynch. The method is capable of producing spectra 
down to periods of approximately one day with no distortion due to the 
asynopticity of the data. No spectral peaks corresponding to the 
predicted modes were found; taking the noise level as the upper limit 
for their amplitudes at the altitudes observed, an upper limit of 
approximately 0.6 to 1.2 degrees Kelvin may be set for their peak 
amplitudes near the mescpause. 
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Introduction 
In results from a numerical study conducted by Lynch (1983) in 
which the resonance structure of the linearized nondimensional primitive 
equations was explored, it was suggested that two wave instabilities 
could occur in the tropics and near-tropics: an eastward-moving zonal 
wavenumber one with a period of approximately two days, and an eastward-
moving wavenumber two with a period of one day. The predicted e-folding 
growth times for the two waves were approximately 6 and 4 days, 
respectively. If they could be shown to exist in the atmosphere, these 
waves would prove interesting dynamically, as they possess phase speeds 
which exceed the maximum eastward zonal mean wind, a condition which is 
not allowed by standard quasigeostrophic theory on the beta-plane. 
To search for these waves requires data having a longitudinally 
global extent in the tropics and a sampling time interval of a half day 
or less. Satellite temperature soundings would seem to satisfy these 
two requirements, but usual analysis methods, which involve interpola­
tion to a rectangular grid at synoptic times, tend to distort global 
waves with short periods because of the asynoptic nature of data acqui­
sition. In addition, when soundings are thus interpolated, an entire 
day's worth of data is usually used to insure enough data points to 
provide a reliable interpolated grid, resulting in data sets spaced one 
day apart instead of one half day. 
A method for computing exactly the space-time Fourier transform of 
asynoptic data was proposed in Salby (1982a,b) and involves transforming 
along the axes of a coordinate system which is tilted with respect to 
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the usual space (longitude) and time axes. Computationally, this is 
done by Fourier transforming time series of soundings taken around a 
single latitude circle during successive ascending and descending orbit 
sequences of a polar-orbiting satellite. The two resulting transforms— 
one of the ascending data and one of the descending data—are then 
combined in two complex-weighted sums to yield a set of points in the 
space-time transform. 
For a satellite such as TIROS-N, which made approximately 14 orbits 
per day, this method enables eastward-moving waves to be detected in the 
spectrum with periods down to slightly less than one day. Hence, this 
analysis technique provides a sufficient frequency span and spatial 
resolution to search for the waves predicted in Lynch's model, provided 
satellite soundings from appropriate altitudes exist. To our knowledge, 
the results presented here represent the first application of Salby's 
technique to real data. 
Data 
The data used in the following analyses were temperature soundings 
from channel 4 of the Microwave Sounding Unit (MSU-4) and channels 1 and 
2 of the Stratospheric Sounding Unit (SSU-1 and SSU-2, respectively) on 
board the TIROS-N meteorological satellite. Both instruments provide 
vertically sounded brightness temperatures derived from radiance 
measurements of blackbody radiation from specified pressure levels in 
the atmosphere; MSU-4 soundings represent an average temperature from 
about 30 to 150 mb, SSU-1 from 50 to 5 mb, and SSU-2 from 15 to 2 mb. 
The highest altitude channel, SSU-3, did not operate properly on TIROS-
N. More details about the MSU and SSU instruments may be found in 
104 
Stanford and Short (1981), and Pick and Brownscombe (1981). 
The time period covered in our MSU data was from January 9 to 
February 28, 1979; the SSU data were taken from January 4 to 31, 1979. 
Analysis 
Orbital data from the satellite were separated into ascending and 
descending groups. Temperature soundings from all eight (SSU) to eleven 
(MSU) scan positions of the instrument were bundled together, and the 
bundles were sorted by latitude of the nadir scan position into equally-
spaced latitudes between 30° North and 30° South; the data for each 
latitude were then arranged in proper time order. Thus, for each nadir-
track latitude and each instrument scan position at that latitude, two 
time series (ascending and descending) of brightness temperatures were 
obtained. 
The waves one and two being sought were predicted to have e-folding 
times of 6 and 4 days, and it was desired to limit the length of the 
time series to a few e-folding times. The time series used, therefore, 
were each kept approximately one month long. Data were rearranged and 
transformed using the Salby technique from January 9-31 and January 27-
February 28, 1979, for MSU-4, and from January 4-31 of the same year for 
SSU-1 and SSU-2. 
Missing points in each of the time series were interpolated. Data 
gaps less than six points wide were interpolated using cubic splines, 
while linear interpolation was applied to larger gaps. Typically, the 
gaps were only one point wide, but one larger (14 points out of 400) gap 
was present in the SSU data. The mean of each series was removed, and a 
10% cosine taper was applied at each end. No filtering was performed, 
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since these equatorial data, with the possible exception of the SSU-2 at 
20° N, showed no overwhelmingly strong periodicities which would cause 
excessive leakage in the spectra. The series transform was then 
computed using a Fast Fourier Transform routine, and the mean was added 
back into the zero-frequency cosine coefficient. 
This procedure was applied to both the ascending and descending 
time series. The two resulting one-dimensional Fourier transforms were 
then combined using two complex-weighted sums as specified in Salby 
(1982a,b) to yield the space-time Fourier transform of the data. Such 
transforms were computed for each latitude and each instrument scan 
position. 
The transforms produced covered an area in frequency space from 
approximately one day eastward to one day westward for wave numbers 1 
through 6, as well as half that range for each of wavenumbers 0 and 7. 
Because of the close spacing in latitude of the nadir soundings and the 
multiple scan positions of the instrument (each of which produces 
measurements at a slightly different latitude), the transforms also were 
numerous and finely spaced. The MSU data, for example, whose nadir 
track soundings were spaced 1.5° apart in latitude, and which had 11 
scan positions offset in longitude, yielded 451 transforms between 30° 
North and 30° South. The instruments are designed so that their 3db 
"footprints" do not appreciably overlap, so that these transforms are to 
a large degree independent of each other, although a measurement is not 
strictly independent of its nearest neighbors. 
Several transforms exist near any given latitude which are derived 
from relatively independent data measurements, are separated from each 
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other in latitude by less than one degree, and cover, to within a few 
seconds, the same period of time. Periodograms, or "raw power spectra," 
were computed by squaring and adding the sine and cosine Fourier 
coefficients and were then averaged over latitude instead of frequency; 
the resulting spectra were statistically meaningful as if they had been 
explicitly smoothed over frequency, but experienced none of the loss of 
resolution which that would entail. By averaging over small latitude 
bands, one does not lose latitudinal resolution, since the spacing 
between the periodograms used in the average is in fact smaller than the 
diameter of the instantaneous fields of view of the instruments (109 to 
186 km). One can, in addition, trade off latitudinal resolution for a 
higher signal-to-noise ratio by averaging over wider latitude ranges. 
Periodograms computed from each Fourier transform were averaged 
into one of several ten-degree-wide latitude bands. The number of terms 
in each average ranged from 43 to 75; the signal-to-noise ratio was ob­
served thereby to have been greatly improved, enabling one to look at 
quite small amplitudes, typically about 0.05° K. 
Results 
The temperature powers from the four analyses near the equator are 
shown in Figures 1 and 2 for wavenumber one. No feature is seen in any 
of the spectra having a period near two days eastward. The same null 
results were obtained for the 1-day wavenumber two feature (not shown). 
The lack of any appreciable signal in the spectra from the waves being 
searched for may be attributed either to lack of such waves at the 
heights being examined or to faults in the analysis method, including 
the interpolation scheme. 
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Fig. 1. Temperature power vs. frequency averaged over 5° N to 5° S for 
each of the data series analyzed. (The one-day westward peak in the 
January MSU-4 spectrum has been removed.) The pressure level of the 
nadir-view weighting function peak is indicated for each channel 
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at 20° N, 0.05-0.07 at 10° N, and 0.07 at 20° S.) 
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The analysis method was tested in several ways, including adding 
small-amplitude artificial.%-day, wavenumber 1, and 1-day, wavenumber 2, 
signals to the actual data; their peaks appeared in the spectra with the 
expected locations and amplitudes. A number of different interpolation 
methods were tried as well, and it was found that the locations and 
heights of both real and artificial spectral peaks were only minimally 
affected. It seems unlikely, therefore, that the Salby method or the 
interpolation scheme used would eliminate the predicted signals from 
real atmospheric data. 
It may be argued that one would not expect to see these waves at 
the levels observed by the MSU and SSU instruments used here. By digi­
tizing the geopotentials in Figure 4 of Lynch (1983) and performing the 
appropriate calculations, one may estimate the temperature perturbations 
from the wave one instability. Figure 3 shows the results of such 
calculations. The predicted temperature perturbations are indeed found 
to peak above the mesopause rather than in the stratosphere. The 
equation solved by the model which predicted these waves is homogeneous, 
though, and hence only the variation of amplitude with height is 
obtained, rather than an absolute amplitude at any given height. Thus 
one can, by looking at lower levels in the atmosphere, at least set an 
approximate upper limit on the wave's amplitude in the upper atmosphere, 
providing the analysis technique used is capable of detecting signals 
having very small amplitudes at the lower levels. The vertical phase 
variation of the predicted temperature perturbation was also calculated 
and used with the amplitudes and instrument weighting functions to 
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Fig. 3.- Temperature perturbation as a function of latitude and height, 
obtained from the geopotential perturbation predicted by Lynch (1983) 
for the wave one instability , Contours are 0.5 K apart; the outermost 
contour is 0.5 K. Weighting functions of the SSU-2 (dashed line), SSU-1 
(dashed-dotted line), and MSU-4 (triple-dashed line) instruments as 
functions of height are superposed to indicate the levels at which 
soundings were taken 
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compute simulated brightness temperature measurements; it was found that 
the relatively small vertical phase shift at the heights observed would 
not cause significant attenuation of the measured signal. 
The Salby method turns-out to be quite sensitive to small amplitude 
signals when many spectra are averaged together. Small peaks appear, 
for example, in the SSU spectra (and to a lesser extent in the MSU) at 
eastward periods of 3.5-4.0 and 6.9-9.1 days which apparently correspond 
to equatorial Kelvin modes described in Salby et al. (1984). The slower 
modes have short vertical wavelengths (on the order of 10-20 km), and 
one would expect their signals to be reduced by the integration over the 
width of the instrumental weighting functions used here (see dashed 
lines in Figure 3). Nevertheless, small signals remain (well above the 
95% confidence level) and are detected, having amplitudes of about 0.2° 
K. The amplitudes of the faster 3.5-4.0 day modes, whose vertical 
wavelengths are much larger, compare favorably with those obtained by 
Salby et al., for January 1979 at these levels (see their Figure 16). 
The noise level of the equatorial spectra near two days, wavenumber 
1, is observed from the graphs to be approximately white with an ampli­
tude of about 0.03 to 0.06 degrees Kelvin. The noise levels for wave-
number 2 are similar. If the predicted modes exist, they must have 
amplitudes less than this. Since the wavenumber 1 mode is predicted to 
be about twenty times larger at its peak above the mesopause (although 
damping could reduce this) than in the stratosphere (Figure 3), one can 
set an upper limit of approximately 0.6 to 1.2 degrees Kelvin on its 
amplitude in the former. 
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Conclusions 
Asynoptic satellite temperature soundings from TIROS-N MSU channel 
4 from January and February 1979 as well as from SSU channels 1 and 2 
from January of the same year were Fourier transformed using a method 
proposed by Salby. The resulting spectra were examined in a search for 
two rapidly traveling planetary-scale instabilities near the equator 
whose existence was predicted in a numerical study by Lynch. No evi­
dence of these waves was found in the stratosphere for the periods 
observed. 
The amplitude of the temperature perturbation from the wave one 
instability was predicted to be one order of magnitude larger in the 
lower thermosphere than in the stratosphere, where the soundings were 
taken. If the predicted waves existed in the atmosphere at the time the 
data were taken, their amplitudes were small enough to be lost in the 
stratospheric noise. Taking the spectral noise of the data near the 
equator as the upper limit of the amplitude of the predicted wavenumber 
one instability in the stratosphere, one can set an approximate upper 
limit of 0.6 to 1.2 degrees Kelvin on temperature perturbations expected 
from this feature's presence in the higher levels near the mesopause. 
It must also be noted that 1979 was an anomalous year in some 
respects. Significant differences exist, for example, between the zonal 
winds used by Lynch—a polynomial fit to the solsticial winds from 
Murgatroyd (1969)—and the observed lower atmosphere zonal winds for 
January and February 1979 presented in Lau (1984). The nature of the 
dynamical origins of the predicted instabilities are presently unclear, 
although the wavenumber one mode apparently would derive its energy from 
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tropospheric sources (Lynch, 1983). It is difficult to say just how 
important small changes in the zonal winds would be in preventing or 
enabling the growth of these modes and/or their penetration into the 
middle atmosphere. 
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SUMMARY 
The technique proposed by Salby for computing the space-time 
Fourier transform of asynoptic data from polar-orbiting satellites has 
been tested and evaluated in terms of its performance under real-world 
conditions of data sampling. Not only has the method been shown to be 
robust under those conditions, but it displays significant advantages 
over other methods when looking at small-amplitude or fast-moving 
atmospheric waves. 
The method has been applied to data from the middle to upper 
stratosphere during the Southern Hemisphere winter. An unusual sequence 
of waves in the space-time spectra has been seen which all travel with 
the same phase speed. Synoptic maps have been constructed which reveal 
that these waves constitute a series of warm pools rotating about the 
pole and which in at least some cases are quite strong and extremely 
long-lived. 
Finally, it has been shown that, to very low levels, neither of the 
fast global waves predicted by Lynch (1983) existed during January 1979. 
Thus, it has been demonstrated that the Salby method is a valuable 
addition to the collection of tools for the analysis of global 
atmospheric phenomena. It is believed that, in the future, this and 
perhaps other asynoptic methods will become standard, widely used tools 
for space-time spectral analysis. 
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