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Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.
Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  
JST is a quarterly (January, April, July and October) periodical that considers for publication original 
articles as per its scope. The journal publishes in English and it is open to authors around the world 
regardless of the nationality.  
The Journal is available world-wide.
Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.
History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social 
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the 
interdisciplinary strengths of the university. 
After almost 25 years, as an interdisciplinary Journal of Science & Technology, the revamped journal 
now focuses on research in science and engineering and its related fields.
Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.
Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 
Abstracting and indexing of Pertanika
Pertanika is almost 40 years old; this accumulated knowledge has resulted in Pertanika JST being 
abstracted and indexed in SCOPUS (Elsevier), Thomson (ISI) Web of Knowledge [BIOSIS & CAB Abstracts], 
EBSCO & EBSCOhost, DOAJ, ERA, Cabell’s Directories, Google Scholar, MyAIS, ISC & Rubriq (Journal 
Guide).
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Future vision
We are continuously improving access to our journal archives, content, and research services.  We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.
Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications.  It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 
Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its 
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are 
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or 
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php
International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 
Journal of Science & Technology: ISSN 0128-7680 (Print);  ISSN 2231-8526 (Online).
Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 
Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.
Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.
Most scientific papers are prepared according to a format called IMRAD. The term represents the first 
letters of the words Introduction, Materials and Methods, Results, And, Discussion. IMRAD is simply 
a more ‘defined’ version of the “IBC” [Introduction, Body, Conclusion] format used for all academic 
writing. IMRAD indicates a pattern or format rather than a complete list of headings or components of 
research papers; the missing parts of a paper are: Title, Authors, Keywords, Abstract, Conclusions, and 
References. Additionally, some papers include Acknowledgments and Appendices. 
The Introduction explains the scope and objective of the study in the light of current knowledge on the 
subject; the Materials and Methods describes how the study was conducted; the Results section reports 
what was found in the study; and the Discussion section explains meaning and significance of the results 
and provides suggestions for future directions of research. The manuscript must be prepared according 
to the Journal’s Instructions to Authors.
Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
and upon the editorial decision regarding publication. 
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Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers.  Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 
Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript.  Publication of solicited manuscripts is not guaranteed.  In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.
As articles are double-blind reviewed, material that might identify authorship of the paper should be 
placed only on page 2 as described in the first-4 page format in Pertanika’s Instructions to Authors 
given at the back of this journal. 
The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 
Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
Operating and review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the 
editorial review process:
1. The Journal’s chief executive editor and the editorial board examine the paper to determine 
whether it is appropriate for the journal and should be reviewed.  If not appropriate, the 
manuscript is rejected outright and the author is informed. 
2. The chief executive editor sends the article-identifying information having been removed, to 
three reviewers.  Typically, one of these is from the Journal’s editorial board.  Others are 
specialists in the subject matter represented by the article.  The chief executive editor asks 
them to complete the review in three weeks.  
Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript.  Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
literature.
3. The chief executive editor, in consultation with the editor-in-chief, examines the reviews and 
decides whether to reject the manuscript, invite the author(s) to revise and resubmit the 
manuscript, or seek additional reviews.  Final acceptance or rejection rests with the Edito-
in-Chief, who reserves the right to refuse any material for publication.  In rare instances, 
the manuscript is accepted with almost no revision.  Almost without exception, reviewers’ 
comments (to the author) are forwarded to the author.  If a revision is indicated, the editor 
provides guidelines for attending to the reviewers’ suggestions and perhaps additional advice 
about revising the manuscript. 
4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns.  The authors return a revised version of the paper to the chief executive 
editor along with specific information describing how they have answered’ the concerns 
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit 
a rebuttal if there is a need especially when the author disagrees with certain comments 
provided by reviewer(s).
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5. The chief executive editor sends the revised paper out for re-review.  Typically, at least one of 
the original reviewers will be asked to examine the article. 
6. When the reviewers have completed their work, the chief executive editor in consultation 
with the editorial board and the editor-in-chief examine their comments and decide whether 
the paper is ready to be published, needs another round of revisions, or should be rejected. 
7. If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to 
the Press. The article should appear in print in approximately three months. 
The Publisher ensures that the paper adheres to the correct style (in-text citations, the 
reference list, and tables are typical areas of concern, clarity, and grammar).  The authors are 
asked to respond to any minor queries by the Publisher.  Following these corrections, page 
proofs are mailed to the corresponding authors for their final approval.  At this point, only 
essential changes are accepted.  Finally, the article appears in the pages of the Journal and is 
posted on-line. 
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Foreword
Welcome to the Fourth Issue 2017 of the Journal of Science and Technology (JST)!
JST is an open-access journal for studies in science and technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university and is 
run on a non-profit basis for the benefit of the world-wide science community. 
This issue contains 26 articles, of which five are review articles and nine are regular 
research articles. This issue also features five selected papers from the INTROP Research 
Colloquium 2015 (IRC 2015) and seven papers from the 2nd International Conference 
on Science, Engineering, Law & Management 2017 (ICSELM 2017). The authors of these 
articles hail from several countries namely, Mauritius, Morocco, Malaysia, United 
Kingdom, Iran, Indonesia and Pakistan.
The first review article in this issue reports briefly on current perspectives on high-
frequency ultrasound imaging in wound assessment (Hamidreza Mohafez, Siti Anom 
Ahmad, Maryam Hadizadeh, Mohammad Hamiruce Marhaban and Mohammad Iqbal 
Saripan), while the second is on nano fibre technology in polymer composites (N. 
Saba, M. T. Paridah, K. Abdan and N. A. Ibrahim). The third review article discusses 
techniques of dispersion of nanoparticles in polymer matrices (Nurul Reffa Azyan, N., 
Norkhairunnisa, M., Tay, C. H. and Azmah Hanim, M. A.). The subsequent two review 
articles look at fibres, polymer matrices and composites (Mohd Nurazzi, N., Khalina, A., 
Sapuan, S. M., Dayang Laila, A. H. A. M., Rahmah, M. and Hanafee, Z.) and mechanical 
and thermal properties of natural fibre-based hybrid composites (Zahra Dashtizadeh, 
K. Abdan, M. Jawaid, Mohd Asim Khan, Mohammad Behmanesh, Masoud Dashtizadeh, 
Francisco Cardona and Ishak M.).
The regular articles cover a wide range of topics. The first article is on a study protocol 
of spinal morphology, physical performance, quality of life and biochemical markers in 
adults at risk of osteoporotic fractures (Chua, S. K., Singh, Devinder K. A., Rajaratnam, 
B. S., Mokhtar, Sabarul A., Sridharan, R., Gan, K. B., Chin, K. Y. and Lee, R. Y. W.). The 
following articles look at: empirical ocean colour algorithms for estimating sea surface 
salinity in coastal waters of Terengganu (Md. Suffian, I., Nurhafiza, R. and Noor Hazwani, 
M. A.); adjusting outliers in univariate circular data (Mahmood, Ehab A.,  Rana, Sohel, 
Hussin, Abdul Ghapor and Midi , Habshah); a performance evaluation of flocculation 
and membrane filtration for microalgae harvesting (Susanto, H., Fitrianingtyas, M., 
Kurniawan, L., Rusli, S., and Widiasa, I. N.); an artificial immune system paradigm in the 
Hopfield network for a 3-satisfiability problem (Mansor, M. A., Kasihmuddin, M. S. M. and 
Sathasivam, S.); fuzzy hybrid control of a flexible inverted pendulum (FIP) system using 
soft-computing techniques (Ashwani Kharola and Pravin Patil); the effect of co-solvent 
addition on glycerolysis of waste cooking oil (Supardan, M. D., Adisalamun, Lubis, Y. M., 
Annisa, Y., Satriana and Mustapha, W. A. W.); an analysis of PWM techniques for inverters 
driving AC motors (Rajkamal. R and Anitha Karthi); and a comparison of advance-based 
infiltration methods for furrow-irrigated soils (Irfan Ahmed Shaikh, Aimrun Wayayok, 
Munir Ahmed Mangrio, Kanya Lal Khatri, Ashifa Soomro and Saeed Ahmed Dahri).
I conclude this issue with 12 articles arising from selected international conferences 
featuring the following: an effect of agar on physical properties of thermoplastic starch 
derived from sugar palm trees (Jumaidin, R., Sapuan, S. M., Jawaid, M., Ishak, M. R. 
and Sahari J.); the intermetallic growth of sac237 solder paste reinforced with MWCNT 
(Azmah Hanim, M. A., Mohamad Aznan, M. N., Muhammad Raimi, R. and Muhammad 
Azrol Amin, A.); the application of artificial neural networks for the optimisation of 
wetting contact angle for lead-free Bi-AG soldering alloys (Nima Ghamarian, M. A. Azmah 
Hanim, M. Nahavandi, Zulkarnain Zainal and LIM, Hong-Ngee); an investigation of the 
flexural properties and glass transition temperature of kenaf/epoxy composite filled with 
mesoporous silica for wind turbine applications (Chai Hua, T. and Norkhairunnisa, M.); 
the effects of polymorph transformation via mercerisation on microcrystalline cellulose 
fibres and isolation of nanocrystalline cellulose fibres (SaifulAzry, S. O. A., Chuah, T. 
G., Paridah M. T., Aung, M. M. and Edi S. Z.); a non-oscillatory scheme for the one-
dimensional SABR model (Nawdha Thakoor); a design of low-voltage low-power OTA 
based CCII+ (Thakral, B., Vaish, A. and Rao, R. K.); a lightweight authentication protocol 
based on ECC for satellite communication (Saroj, T. and Gaba, G. S.); Taguchi-Grey 
established optimisation for M2-tool steel with conventional/PM electrodes on EDM 
with and without powder-mixing dielectric (Kumar, D., Payal, H. S. and Beri, N.); Wi-Fi and 
WiMax QoS performance analysis of high-level-traffic using OPNET modeler (Khiat, A., 
Bahnasse, A., El Khaili, M. and Bakkoury, J.); an ISDA-based precise orbit determination 
technique for medium earth orbit satellites (Mishra, S., Singh, G., Singh, M. and Gaba, G. 
S.); and a DNA- and LCG-based security key generation algorithm (Sodhi, G. K., Monga, 
H. and Gaba, G. S.).
I anticipate that you will find the evidence presented in this issue to be intriguing, 
thought-provoking and useful in setting up new milestones. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.
I would also like to express my gratitude to all the contributors, namely, the authors, 
reviewers and editors for their professional contribution towards making this issue 
feasible. Last but not least, the editorial assistance of the journal division staff is fully 
appreciated.
JST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.
Chief Executive Editor
Nayan Deep S. KANWAL, FRSA, ABIM, AMIS, Ph.D.
nayan@upm.my
Pertanika J. Sci. & Technol. 25 (4): 1039 - 1050 (2017)
SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/
ISSN: 0128-7680  © 2017 Universiti Putra Malaysia Press.
ARTICLE INFO 
Article history:
Received: 08 June 2016
Accepted: 28 May 2017
E-mail addresses: 
hamidrezamohafez@gmail.com (Hamidreza Mohafez),
sanom@upm.edu.my (Siti Anom Ahmad),
m.hadizadeh.sport@gmail.com (Maryam Hadizadeh), 
mhm@upm.edu.my (Mohammad Hamiruce Marhaban),
iqbal@upm.edu.my (Mohammad Iqbal Saripan)  
*Corresponding Author
Review Article 
High–frequency Ultrasound Imaging in Wound Assessment: 
Current Perspectives 
Hamidreza Mohafez1*, Siti Anom Ahmad1,4, Maryam Hadizadeh3,5, 
Mohammad Hamiruce Marhaban1 and Mohammad Iqbal Saripan2 
1Department of Electrical and Electronic Engineering, Faculty of Engineering, Universiti Putra Malaysia, 
43400 UPM, Serdang, Selangor, Malaysia 
2Department of Computer and Communication Systems Engineering, Faculty of Engineering, 
Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia
3Sports Centre, University of Malaya, 50603 UM, Kuala Lumpur, Malaysia
4Malaysian Research Institute of Ageing, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia
5Sama Technical and Vocational Training College Tehran Branch, Islamic Azad University, Tehran, Iran 
ABSTRACT
Non-invasive imaging modalities for wound assessment have become increasingly popular over the past 
two decades. The wounds can be developed superficially or from within deep tissues, depending on the 
nature of the dominant risk factors. Developing a reproducible quantitative method to assess wound-
healing status has demonstrated to be a convoluted task. Advances in High-Frequency Ultrasound (HFU) 
skin scanners have expanded their application as they are cost-effective and reproducible diagnostic tools 
in dermatology, including for the measurement of skin thickness, the assessment of skin tumours, the 
estimation of the volume of melanoma and non-melanoma skin cancers, the visualisation of skin structure 
and the monitoring of the healing of acute and chronic wounds. Previous studies have revealed that HFU 
images carry dominant parameters and depict the phenomena occurring within deep tissue layers during 
the wound-healing process. However, the investigations have mostly focussed on the validation of HFU 
images, and few studies have utilised HFU imaging in quantitative assessment of wound generation and 
healing. This paper is an introductory review of the 
important studies proposed by the researchers in 
the context of wound assessment. The principles 
of dermasonography are briefly explained, 
followed by a review of the relevant literature that 
investigated the wound-healing process and tissue 
structures within the wound using HFU imaging. 
Keywords: Wound assessment, High-frequency 
ultrasound, Dermatologic sonography, Wound 
healing 
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INTRODUCTION
Wound assessment is complex and multi-faceted, comprising wound aetiology, wound 
appearance, identification of factors delaying healing, monitoring and prediction of healing 
rates and wound documentation (Shaw & Bell, 2011). The gold standard is wound biopsy, 
which provides valuable superficial and in-depth information about the cost of the increment 
in the wound area and the impairment in the healing process. Regular monitoring of healing 
helps clinicians to evaluate the effectiveness of a particular treatment strategy and change it if 
necessary, and to distinguish between healing and non-healing wounds (Dyson et al., 2003). 
In clinical arena, assessment methods have been mainly based on the measurement of two 
valuable wound characteristics, physical dimension and colour (Plassmann & Jones, 1998; 
Treuillet et al., 2009). The early methods used a ruler, acetate sheet and alginate casts to measure 
the wound area and volume. Nevertheless, the problem of direct contact with the wound along 
with poor precision due to subjectivity in measurement and inaccurate employed tools, made 
these earlier methods less reliable (Plassmann, 1995). Numerous simple and complicated non-
contact methods such as standardised digital photography, structured light analysis (MAVIS) 
and stereo-photogrammetry were proposed to improve the measurement error rate to 10-12%, 
3-5% and 0-3%, respectively, to prevent wound contamination and to reduce patient discomfort 
(Humbert et al., 2004). However, they are costly and require a trained operator, making them 
impractical in clinical applications.
Wound colorimetry considers ulcer colour characteristics as a function of its clinical 
stage. This method is based on the Red-Yellow-Black model, which is more a measure of the 
clinicians’ effectiveness in cleaning up a wound than of the healing progress (Plassmann & 
Belem, 2009). Significant advances in the field of image analysis make standardised digital 
photography the most popular tool for assessing healing, which considers both aspects of the 
wound i.e. colour and size. However, it only provides surface-level information that cannot 
show the full extent of underlying tissue damage, wound severity and etiology (Dyson et al., 
2003; Moghimi et al., 2011). This issue becomes more significant when dealing with diabetic 
foot ulcers (DFUs), which are notably different from acute wounds in that they can develop 
superficially or from within the deep tissue, depending on the nature of dominant risk factors 
(Moghimi et al., 2010). More specifically, wound healing, especially in chronic wounds such 
as DFUs, tends to be slow, and may lead to reactive treatment if the assessment is based purely 
on dimensional changes (Jones & Plassmann, 2000). 
Therefore, advanced imaging modalities, such as computerised tomography (CT), magnetic 
resonance imaging (MRI) and high-frequency ultrasound (HFU) imaging (> 20MHz), have 
been employed to reveal the healing progress and wound status of underlying tissues. Of the 
three aforementioned modalities, CT and MRI are not economical for utilisation in clinics 
and have drawbacks, such as patient exposure to X-rays, magnetic fields and injected dyes 
(Wendelken et al., 2003). Improvements in ultrasound instrumentation and advances in portable 
HFU skin scanners have expanded their application to microscopic imaging in dermatology, 
which enables us to visualise skin structure from the epidermis up to deep fascia and to monitor 
dimensional changes deep within the tissues in a non-invasive manner, but still it needs a highly 
trained operator for data acquisition and interpretation (Dyson et al., 2003; Moghimi et al., 
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2011; Rippon et al., 1998). This paper briefly explains the principles of ultrasound imaging; 
considers and interprets 2D B-mode HFU images of healthy and wounded skin; reviews related 
studies that have investigated the application of dermasonography in wound assessment; and 
enumerates HFU imaging limitations. 
PRINCIPLES OF ULTRASOUND IMAGING
The ultrasound beams undergo three major phenomena including reflection, refraction and 
attenuation during travelling through skin tissues. Even so, the ultrasonic image formation 
relies on the reflected waves from the tissues mostly at the interfaces between regions like 
the echogenic dermis and hypo-echoic sub-cutis (Figure 1). Inherent variations in skin tissue 
structure, especially density and vascularity, which are reflected as differences in collagen, 
keratin and water content, lead to the presence of different echogenicity areas in the ultrasound 
image (Kleinerman et al., 2012). Ultrasound measurement consists of the transformation of 
sound beams into visual image that can be exhibited in different modes. One of those is the 
brightness mode (B-mode), which is a two-dimensional presentation of scanned structures, 
mostly used in dermatology. It is generated through the conversion of reflected waves into 
grey-scale values and shows a cross-sectional image of examined tissue.
In general, the resolution of 2D ultrasound B-mode images improves as the probe frequency 
increases with the cost of diminishing depth of penetration. Given that fact, a low-frequency 
probe is normally used to visualise deeper and larger organs, while the superficial skin layers 
(e.g. epidermis and dermis) need to be scanned at higher frequencies. The two key parameters 
of an ultrasound probe are axial resolution, referring to the ability of distinguishing two adjacent 
objects lying parallel to the beam direction, and lateral resolution, the ability to distinguish 
two points lying perpendicular to the ultrasound beam direction.  
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Figure 1. Schematic of Dermasonography Device, including source, transducer, 
coupling medium and high-frequency wave projected into the skin. The 
ultrasound wave is reﬂected back to the transducer from different parts of the skin, 
is then processed and finally displayed. 
 
For dermatological purposes, high-frequency ultrasound within the range 
of 13.5-100 MHz is utilised and mostly performed at 20 MHz, which provides 
both epidermis and dermis visualisation with axial resolution of 50-80 µm, lateral 
resolution of 150-300 µm and penetration of 7-14 mm (Rallan & Harland, 2004). 
Higher-frequency probes, 40-100 MHz, are merely able to display the epidermis 
at an axial resolution of 17-30 µm and a lateral resolution of 33-94 µm (Aspres et 
al., 2003; Rallan & Harland, 2003). 
 
Ultrasound in Dermatology 
Ultrasound imaging has been widely used in dermatology for the last 35 years. It 
was first proposed as a dermatological toolbox in which a 15-MHz probe was 
Figure 1. Schematic of Dermasonography Device, including source, transducer, coupling medium and high-
frequency wave projected into the skin. The ultrasound wave is reflected back to the transducer from different 
parts of the skin, is then processed and finally displayed
For dermatological purposes, high-frequency ultrasound within the range of 13.5-100 
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visualisation with axial resolution of 50-80 µm, lateral resolution of 150-300 µm and penetration 
of 7-14 mm (Rallan & Harland, 2004). Higher-frequency probes, 40-100 MHz, are merely able 
to display the epidermis at an axial resolution of 17-30 µm and a lateral resolution of 33-94 
µm (Aspres et al., 2003; Rallan & Harland, 2003).
Ultrasound in Dermatology
Ultrasound imaging has been widely used in dermatology for the last 35 years. It was first 
proposed as a dermatological toolbox in which a 15-MHz probe was used to measure skin 
thickness by Alexander and  Miller (1979). Since then, ultrasound practical applications in 
diagnostic dermatology have expanded, including the evaluation of benign and malignant 
lesions, assessment of infectious and inflammatory diseases, examination of foreign bodies 
present in soft tissue, measurement of skin thickness and estimation of tumour margins, 
estimation of volume in melanoma and non-melanoma skin cancer, evaluation of the efficacy 
of drugs, differentiation of dermal burns, visualisation of the skin structure and monitoring 
of the healing of acute and chronic wounds in both animal and clinical models (Dyson et al., 
2003; Kleinerman et al., 2012; Moghimi et al., 2010; Rippon et al., 1998). However, some of 
its application such as wound assessment remain in experimental phases.
INTERPRETATION OF HEALTHY AND WOUNDED SKIN IN 2D B-SCANS
Ultrasound as a non-invasive, quantitative and reproducible imaging modality is able to provide 
visualisation of the epidermis, dermis, sweet glands and hair follicles as well as the collagen 
layer. The structures with high echogenicity are reflected as brighter (i.e. colourful) regions in 
the 2D B-mode images, while the ones with low echogenicity are observed as dark areas. Thus, 
it is worthwhile to consider a brief review of the ultrasonic characteristics of skin components 
that are practically used to interpret 2D B-mode images in dermatology (Figure 2). 
As is seen in the image from the arm obtained by a 20-MHz ultrasound skin scanner (from 
left to right), the first echoic band belongs to the plastic water barrier film placed in the head 
of the probe, followed by the black area coming from the water inside the probe. The second 
echoic band obtained from the interface between the gel and the epidermis i.e. the second white 
line(s) shows the entry and exit echoes of the epidermis. As the thickness of the epidermis is 
too small in the arm area (<0.18 mm), the entry and exit echoes are superimposed, while in 
the case of thicker epidermis layers (e.g. foot sole), two separate echoic bands can be detected 
in the image.
After the epidermis, comes the dermis, with an average thickness of 1-4 mm consisting of 
three layers: papillary, reticular and hypodermis, which is a hypo-echoic area interspersed with 
hyper-echoic regions, a consistent hyper-echoic region and a hypo-echoic area, respectively. 
The papillary layer entails hypo-echoic fine collagen, while the curl collagen fibres in the 
reticular dermis placed parallel to the skin surfaces give rich echoes. The end of the reticular 
layer can be determined once the black area appears, due to the presence of homogenous 
subcutaneous fat and loose connective tissues. The muscle fascia that consists of collagen 
fibre bundles is presented as a hyper-echoic band below the hypodermis (Rippon et al., 1998). 
The sub-cutis is mostly layered with fat-fascia-fat-fascia bundles until the signal fades away. 
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The inclusions like hair follicles, blood vessels and sebaceous glands are generally echo-poor 
regions, while the blood vessel walls appear more echoic. Although muscle layer, including 
muscle and connective tissues, are echo-poor in nature, the presence of fibre bundles makes 
them echo-rich. In practice, muscle is difficult to measure using HFU imaging as it does not 
give a strong response. 
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Figure 2. 2D B-scan image from the arm by 20-MHz Ultrasound Skin Scanner. 
The epidermis (EP) entry and exit echoes become super-positioned in the case of 
thin epidermis layer. End of dermis (ED) is defined where the colourful echo 
stops and the black area starts. The fascia bundles (FB) of collagen fibre are 
presented as hyper-echoic bands.    
 
The components of wounded skin show different characteristics compared to 
healthy skin constituents, which are enumerated as follows (Rippon et al., 1999; 
Rippon et al., 1998):  
1. Blood clots including fibrin and fibrinogen are intermediate echo-poor or 
echo-rich regions, and their appearance in the 2D HFU image depends on 
their density. 
2. Newly created collagen fibres at the early stage of healing (i.e. 2-3 days) 
encompass endothelial cells, fibroblasts, immature fibrous tissue and 
microphages that appear as echo-poor regions, while mature granulation 
tissue, curled and mature fibrous tissues seen after 4-21 days, are detected 
Figure 2. 2D B-scan image from the arm by 20-MHz Ultrasound Skin Scanner. The epidermis (EP) entry and 
exit echoes become super-positioned in the case of thin epidermis layer. End of dermis (ED) is defined where 
the colourful echo stops and the black area starts. The fascia bundles (FB) of collagen fibre are presented as 
hyper-echoic bands
The components of wounded skin show different characteristics compared to healthy skin 
constituents, which are enumerated as follows (Rippon et al., 1999; Rippon et al., 1998): 
1. Blood clots includi g fibrin and fibrinogen are intermediate echo-poor or echo-rich regions, 
and their appearance in the 2D HFU image depends on their density.
2. Newly created collagen fibres at the early stage of healing (i.e. 2-3 days) encompass 
endothelial cells, fibroblasts, immature fibrou  tissu  and microphages that appear as 
echo-poor regions, while mature granulation tissue, curled and mature fibrous tissues seen 
after 4-21 days, are detected as hyper-echoic regions. In other words, the echogenicity of 
granulation tissue increases as the collagen fibres accumulated. 
3. Epithelial cells are echo-lucent in nature, but a band of echo-rich tissue can be determined 
at the surface level due to tissue re-epithelialisation.
4. Scars, which are remodelled collagen, are relatively echo-poor regions and become more 
echo-lucent over time.
APPLICATIONS OF HFU IMAGING IN WOUND ASSESSMENT
As HFU imaging does not interfere with the healing process, it has been employed in studies 
that are mostly focussed on validation of B-mode HFU images and investigation of wound 
structures. The findings revealed that the 2D B-mode HFU images contain the most sought after 
parameters, namely depth and volume of the wound, depth of scars and blood clots, collagen 
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content and granulation tissue formation and changes in tissue regularity and homogeneity; 
and also depict the wound-healing phenomena comparable to established histological analysis. 
In other words, HFU imaging is a quantitative, reproducible, objective modality that examines 
living materials in microscopic details and provides measurement of tissue structural changes 
deep within a wound while carrying non-damaging aspects required for wound-healing 
assessment (Dyson et al., 2003; Foster et al., 2000). However, few studies have investigated 
the application of HFU imaging in assessing wound generation and healing. In this section, 
the related literature is reviewed in the context of two domains: Assessment of healing process 
and investigation of wound structures. 
In an investigation, 10-40 MHz ultrasound waves were utilised to evaluate the beam 
attenuation coefficient in healthy skin and to explore the correlation between healing and 
ultrasound wave attenuation in surgical wounds aged between 9 and 49 days. It was reported 
that the ultrasound attenuation increased by 15% and 30% on day 9 and day 34 respectively, 
which was in line with the changes in the content of collagen. So, it was concluded that the 
attenuation coefficient may be highly correlated with the amount of collagen in the healing 
surgical wounds. However, their findings could not be generalised as the other factors like size 
of collagen fibres and their structural arrangement were not considered (Forster et al., 1990). 
Meanwhile, Hoffmann et al. (1993) measured changes in the surface and volume of 
the cryosurgical defects, using a 20-MHz HFU to assess the efficacy of treatment strategy 
in 80 patients who received cryosurgery for treatment of basal cell carcinoma. The results 
demonstrated that the wound surface and volume can be used as a measure of treatment efficacy. 
However, the wound improvement could not be monitored when there were no significant 
dimensional changes. Moreover, the healing process in chronic wounds does not certainly 
follow the order of healing phases in acute surgical wounds.
In the study performed by Rippon et al. (1998), a 20-MHz HFU skin scanner was used to 
visualise skin structures and wound healing by comparing them with histological information. 
Firstly, healthy skin of different anatomical areas in pigs and human cadavers were scanned to 
identify and measure normal skin structures and the results were compared with histological 
findings. More specifically, the depth of skin layers including epidermis, dermis and hypodermis 
was measured, and the skin structures visualised in 2D B-mode images were compared with the 
histological results. The outcomes showed a significant relationship between both technique 
measurements (r=0.97, P-value<0.0001). Secondly, the full-thickness acute wounds induced on 
the pigs’ dorsal area were scanned by a HFU skin scanner and investigated over time. In detail, 
the wound depth, blood clot depth and granulation tissue depth were measured using a HFU 
scanner at pre-determined time intervals and compared with histological measurements. The 
results revealed that there was a significant relationship between the amounts of accumulated 
fibrous granulation tissue in the wound measured by HFU imaging and histological study 
(r=0.82, P-value<0.001). It was concluded that periodic wound assessment can help to 
differentiate between healing and non-healing wounds. However, this approach cannot be 
used in considering clinical chronic wounds such as diabetic foot ulcers (DFUs) as the wound 
biopsy for histological investigation is infeasible. Moreover, the alteration in chronic wound 
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tissue structures like amount of collagen fibres and depth of blood clot may not be necessarily 
matched with their findings, as the healing process in chronic wounds is complex and does 
not absolutely follow the order of the healing phases in acute wounds. 
The same research group monitored acute experimental wounds created on the dorsal 
area of pigs over a period of 21 days. In addition, clinical chronic wounds including healing 
and non-healing ulcers were scanned over six weeks during routine dressing changes. The 
sequence of events happening during the healing process was interpreted and compared with 
the findings obtained from studying the histological changes. It was discovered that the stages 
such as granulation tissue formation, wound contraction, and re-epithelialisation could be 
sequentially visualised using the high-frequency ultrasound skin scanner. Furthermore, wound 
margin, blood clots and scars could be detected in the HFU images, and healing and non-healing 
chronic wounds such as leg ulcers could be identified using the observed differences between 
the scans (Rippon et al., 1999).
Dyson et al. (2003) compared two non-invasive techniques, optical and HFU imaging, in 
punch biopsy wounds made on the forearm with a diameter of 4 mm post-operatively on day 3, 
7, 14 and 21, and found that the wound margins could be clearly defined in 2D B-mode images 
compared to the optical images, especially in the presence of scabs. Moreover, the structural 
changes in the tissue deep within the wounds were distinguishablely detected, i.e. the epidermis 
breakage and blood clot formation could be clearly seen on day 3, followed by granulation 
tissue formation on day 7 and regeneration of epidermis on day 14. Finally, an increment in 
wound echogenicity was observed on day 21, attributed to deposition of collagen fibres. It was 
concluded that the HFU imaging provides quantitative measurement of the structural changes 
in the tissue below the epidermis, while optical imaging can only capture superficial alterations.
Prabhakara (2006) determined corresponding features, echogenicity and thickness of the 
top skin layers, to a bruise visualised in B-mode scanning, and stated that these parameters 
can be used as disputable evidence of a bruise if the changes in healthy and bruised regions 
are much greater than the normal variation. When the qualitative changes in B-mode scans of 
the bruised and intact skin were compared through snapshot analysis, it was uncovered that 
different types of qualitative changes appeared in bruised skin compared to the control site, 
including fuzziness of the lower top-layer boundary, swelling, changes in top-layer thickness, 
increased irregular echogenic areas and echogenicity changes. Hence, it was concluded that 
usually more than these mentioned indicators are displayed in a B-scan of bruised skin that 
may help to detect an injury or a bruise within deep tissue layers.  
In another research, pressure ulcers were induced on the limbs of 28 guinea pigs using a 
pressure delivery system, and those areas were monitored over 21 days with both a 20MHz 
HFU scanner and a digital camera. Then, the camera images were calibrated and the meaningful 
colour features were extracted from a 2D histogram. Apart from that, the texture features that 
portrayed the echo-graphic structural and echogenicity changes during healing were obtained 
from HFU images, which were categorised into five groups. A multi-layer perceptron neural 
network classifier was used and the outputs were integrated with a Fuzzy integral designed 
for fusion of information from both modalities. It was concluded that each individual 
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modality failed to discriminate some classes i.e. four examination days, while the fusion of 
both techniques was capable of determining generation of pressure ulcers and healing stages 
(Moghimi et al., 2011). However, their findings cannot be generalised to human skin wounds 
as healing of both may not necessarily follow the similar pattern. Moreover, the wounds were 
artificially induced in a controlled lab environment i.e. wound size, depth and severity were 
not comparable with clinical chronic wounds.  
The evaluation of wound structures to determine an appropriate model for different types 
of wound was the focus of some investigations. Early detection of dermal wounds becomes 
possible in suspected skin areas that may help to prevent skin breakage. In an investigation, 
15 chronic wounds including four DFUs, one pressure ulcer and 10 venous leg ulcers along 
with 30 scars were evaluated and characterised using image analysis of recorded video, 20-
MHz HFU imaging and laser Doppler flowmetry. These tools provided ulcer and scar linear 
dimensions, ulcer and scar thickness along with their echogenicity and blood flow at the surface 
level of the ulcers and scars, respectively. These parameters were also measured in adjacent 
healthy skin for comparison. The results indicated that the blood flow in all types of chronic 
ulcers was 170% higher than in normal healthy skin and this can be used as a positive sign of 
healing, which is caused by the increment in perfusion of granulation tissue. The HFU imaging 
outcomes revealed that skin thickness in chronic ulcers was reduced by 0.5 mm compared to 
the intact skin. Moreover, the echo-poor regions detected in HFU images of DFUs were from 
those areas with thinner skin, where there were newly created healing areas. Finally, it was 
demonstrated that measuring the dimensions of chronic ulcers using binary image analysis or 
HFU imaging was more accurate than measurement by means of a calibrated ruler (Timar-
Banu et al., 2001).
In another study, various types of chronic wound including DFUs, ischemic ulcers, venous 
and pressure ulcers and inflammatory ulcers were evaluated in terms of their skin structures, 
wound margins and wound area and volume using an ultrasound scanner with 8-12MHz 
frequency. Moreover, different phenomena like granulation tissue formation and sub-dermal 
edema were subjectively identified in the 2D B-mode images. The results indicated that HFU 
imaging can be used as an accurate, reproducible and non-invasive tool that may help physicians 
in diagnosing wound aetiology (Wendelken et al., 2003).
Du et al. (2006) evaluated severe burn scars using quantitative assessment of 2D B-mode 
images recorded by a 15-MHz ultrasound probe. An image reconstruction technique was utilised 
to identify the scar border and to estimate the depth, volume and surface area of burn scars. 
A phantom was used to simulate scar volumetric structure and to verify the accuracy of the 
proposed image processing chain. The findings showed that the estimation error of scar volume 
measurement was less than 10%. Therefore, it was concluded that an assessment tool based on 
the analysis of HFU images can be employed to evaluate burn scars in clinical practice. Table 
1 summarises the aforementioned studies and their findings.  
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LIMITATIONS
All the reviewed studies were in agreement that HFU imaging can be utilised as a non-invasive, 
quantitative, reliable and cost-effective technique in wound-healing assessment. However, some 
aspects of HFU imaging capability were unclear due to design and analysis. For instance, most 
of the conclusions were subjective and limited to the correlation analysis between histological 
information and wound depth and width. Such comparison is infeasible for clinical chronic 
wounds as wound biopsy deteriorates the healing process. In addition, most of the investigations 
focused on the validation of 2D B-mode HFU images, not to quantitatively assess the wound 
healing. Moreover, they often evaluated the healing in acute experimental wounds induced on 
pigs and humans, where wound severity, depth and size and the healing phase sequential order 
did not necessarily follow patterns seen in acute wounds. It is equally important to point out 
that the accuracy and reliability of determining the most appropriate scan line(s) and selecting 
the region of interest in 2D B-mode HFU images are highly dependent on the physician’s 
experience and the operator’s skills; these can be subjective and time-consuming. 
CONCLUSION
High-frequency ultrasound imaging has great potential for non-invasive and quantitative 
assessment of the wound-healing process, with additional information about underlying tissues. 
It can also be combined with other clinically established modalities such as optical imaging to 
provide comprehensive and accurate information on tissue dimensional and structural changes 
that may ameliorate patient discomfort by adopting proactive treatment regimens. Further 
work, however, is required to diminish the dependence on expert clinicians and operators by 
developing standard protocols for identifying the informative scan lines and for selecting the 
region of interest. 
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ABSTRACT
The enormous attention and interest by both academics and industrial field for greener, biodegradable 
and renewable materials implicate a persuasive trends towards the encroachment of nano-materials 
science and technology in the polymer composite field. Nanocomposites creates high impacts on the 
development of nano materials with advanced features to solve potential risks with their wider industrial 
applications. Nano fibres are highly engineered fibres with diameters less than 100 nm that offer several 
advantages over conventional fibres. One dimensional (1D) nanostructure fillers such as carbon nano 
fibre and cellulose nano fibre are the most common, promising and unique for developing multifunctional 
nanocomposites with better properties and extensive applications compared to micro size fibres. Nano 
fibre technology brings revolution by providing products that are completely safe, truly greener, reliable 
and environmentally friendly for industries, researchers and users. This review article is intended to 
present valuable literature data on research and trend in the fields of carbon and cellulose nano fiber, 
nanocomposites with specific focus on various applications for a sustainable and greener environment.. 
Keywords: Nano filler, nano fibre, nano fibres 
processing, carbon nano fibre, cellulosic nano fibre, 
nanocomposites
INTRODUCTION
The nanotechnology provides new challenges 
and contests to fulfil various demands in the 
fields of medicine, automotive, computer 
science, transportation, biotechnology, 
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agriculture, food packaging, military, cosmetics, solar cells and textile sectors, intelligent 
fabrics, composites and power industries (Lee et al., 2012, pp. 4078-4086; Rhim et al., 2013, 
pp. 1629-1652; Bilbao-Sainz et al., 2011, pp. 1549-1557; Varshney & Naithani 2011, pp. 43-
61; Amritkar et al., 2011, pp. 45-53).
Nanocomposites gained worldwide research interest and are reported as the 21st century 
multiphase solid material having at least one dimensions phases in the nanometre range (1 
nm = 10–9 m) (Saba et al., 2014, pp. 2247-2273). Nanocomposite materials are considered as 
potential substitutes to overawe the drawbacks of conventional composites and monolithic, 
usually at lower nano filler loadings (3-5 wt.%), owing to nanometric size effects (Mariano et 
al., 2014, pp. 791-806; Rhim et al., 2013, pp. 1629-1652). In particular, nanomaterials/nano filler 
are regarded as highly potential filler materials for the enhancement of physical, mechanical 
and thermal properties of polymeric matrix materials (thermoplastics or thermosets) chiefly 
by increasing the counter face adhesion, matrix modulus and strength (Saba et al., 2014, pp. 
2247-2273; Raza et al., 2015, pp. 9-16). Nano scale materials or fillers are classified into 
three groups, based on the number of dimensions in the nano metre range, as nanoparticles, 
nanotubes and nano-layers (Chrissafis & Bikiaris, 2011, pp. 1-24). The different types of nano 
materials are shown in Figure 1.
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These nanoparticles interact with the polymeric chains, either physically or covalently, 
resulting nanocomposite network having unique properties (Gaharwar et al., 2014, pp. 441-
453; Schexnailder & Schmidt, 2009, pp. 1-11; Marian  et al.,2014, pp. 791-806).
Nanocomposite Synthesis and Characterisation Techniques
The nanocomposite structure typically consists of polymer matrix material reinforced with 
the nano-sized filler components in the forms of fibres, particles, whiskers and nanotubes. 
Interestingly there are five different routes to synthesise the nanocomposites including 
template synthesis, intercalation of polymer or prepolymer from solution, in-situ intercalative 
polymerisation, direct mixing between the polymer and particles and melt intercalation process 
(Mittal, 2009, pp. 992-1057; Alateyah et al., 2013; Tanahashi, 2010, pp. 1593-1619). The 
different methods of processing nanocomposites are illustrated in Figure 2.
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The same methods have also been applied for the preparation of layered silicates based on 
nanocomposites (Tanahashi, 2010, pp. 1593-1619). However, melt mixing, solvent casting, 
electrospinning  and in situ polymerisation are important techniques for the fabrication of nano 
fibre based polymer composites (Zimmermann et al., 2010, pp. 1086-1093).
Different equipment and techniques are being used for the characterisation of nano 
fibres and their nanocomposites, including scanning tunnelling microscopy (STM), fourier 
transformed infrared spectroscopy (FTIR), nuclear magnetic resonance (NMR), atomic force 
microscopy (AFM), X ray photoelectron spectroscopy (XPS), wide-angle X-ray scattering 
(WAXS), scanning and transmission electron microscopy (SEM/TEM) and differential scanning 
calorimetry (DSC) (Camargo et al., 2009, pp. 1-39).
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Nano Fibres
Nano fibres are the highly engineered textiles, defined as fibres with diameters less than 100 nm. 
Nano fibres possess several unique properties and show several advantages over micro such as:
 ● Lightweight material, builds network structures 
 ● Renewable resource, biodegradable (cellulosic nano fibres only)
 ● High strength and stiffness
 ● Transparent, translucent, water storage capacity and rheology modifier
 ● High surface area and aspect ratio 
 ● High reactivity, barrier properties (Chen et al., 2011, pp. 1804-1811)
Researchers around the globe are developing new imaginable applications possibilities for nano 
fibres. The two most common and established nano fibres in the field of polymer composites 
are carbon nano fibres and cellulose nano fibres (shown in Figures 3a-b). 
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General Methods for Manufacturing Nano Fibres
Currently, various techniques such as electrospinning, self-assembly, meltblowing, bicomponent 
spinning, force-spinning, phase-separation, drawing and flash-spinning are being used to 
overcome the growing demands for the fabrication of polymeric nano fibres. However, 
electrospinning is a widely used technique for the fabrication of continuous nano fibres because 
of its simplicity and suitability for a variety of polymers, ceramics and metals (Ahmed et al., 
2015, pp. 15-30). Some of the methods are explained in brief.
Electrospinning
The most common and reliable method for the production of smooth nano fibres from a variety 
of polymers with controllable morphology is observed through electrospinning (Figure 4). 
It shares the characteristics of both electrospraying and conventional solution dry spinning 
of fibres based on the effect of electrostatic force on liquids. Electrospinning process can be 
Nano Fibre Technology
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classified into two groups according to the method of preparing the polymer, namely, solution 
electrospinning and melt electrospinning (Nayak et al., 2012, pp. 129-147; Wang et al., 2013, 
pp. 1173-1243).
Solution blow spinning
A solution blow spinning technique was developed using elements of both electrospinning 
and meltblowing technologies as an alternative method for making non-woven webs of micro 
and nanofibres (Figure 5). The produced nano fibres possess comparable diameters but fibre 
production rate (measured by the polymer injection rate) is several times higher with those 
made by the electrospinning process (Medeiros et al., 2009, pp. 2322-2330; Oliveira et al., 
2011, pp. 3396-3405).
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Meltblowing is a simple, versatile and one-step process for the production of materials in 
micrometre and smaller scale. In the meltblowing process, a molten polymer is extruded through 
the orifice of a die (Figure 6). The fibres are formed by the elongation of the polymer streams 
coming out of the orifice by air-drag and are collected on the surface of a suitable collector 
in the form of a web. The average fibre diameter mainly depends on the throughput rate, 
melt viscosity, melt temperature, air temperatur  and air velocity. The meltblowing apparatus 
consists of two extruders with different barrel diameters to create different shear rates. The 
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process is suitable for many melt-spinnable commercial polymers, copolymers and their blends 
such as polyesters, polyolefins, polyurethanes, nylons, poly vinyl chloride, polyvinyl acetate 
and ethylene vinyl acetate. The meltblown fibres significantly reduced average diameter and 
enhanced surface area to mass ratio compared to conventional meltblown fibres (Nayak et al., 
2012, pp. 129-147; Hassan et al., 2013, pp. 336-344).
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Phase separation 
Phase separation process is a relatively simple procedure and its requirements are very 
minimal in terms of equipment compared with the electrospinning and self-assembly 
techniques (Vasita & Katti 2006, p. 15). A schematic representation of phase separation is 
shown in Figure 7. 
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Nano Fibre Reinforcement Effects 
Fibrous nano materials such as nano fibres and carbon nanotubes, in addition to polymer 
matrix, provide reinforcing efficiency because of their high aspect ratios (Luo & Daniel, 
2003, pp. 1607-1616). Some of the reinforcement effects imparted by nano-
particulate/fibrous that are being added to polymer matrix include the improvement in gas 
barrier properties, mechanical properties (tensile strength, stiffness, toughness), dimensional 
stability, thermal conductivity, flame retardancy, thermal barrier, chemical and ablation 
resistance when compared to conventionally filled materials  (Saba et al., 2014, pp. 2247-
2273). 
 
Figure 7. Phase separation technique (Vasita & Katti, 2006, p. 15)
Nano Fibre Reinforcement Effects
Fibrous nano materials such as nano fibres and carbon nanotubes, in addition to polymer matrix, 
provide reinforcing efficiency because of their high aspect ratios (Luo & Daniel, 2003, pp. 
1607-1616). Some of the reinforcement effects imparted by nano-particulate/fibrous that are 
being added to polymer matrix include the improvement in gas barrier properties, mechanical 
properties (tensile strength, stiffness, toughness), dimensional stability, thermal conductivity, 
Phase separation
Phase separation process is a relatively simple procedure and its requirements are very minimal 
in terms of equipment compared with the electrospinning and self-assembly techniques (Vasita 
& Katti 2006, p. 15). A schematic representation of phase separation is shown in Figure 7.
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flame retardancy, thermal barrier, chemical and ablation resistance when compared to 
conventionally filled materials  (Saba et al., 2014, pp. 2247-2273).
However certain disadvantages are also found to be associated involving optical, 
sedimentation and dispersion problems, viscosity improvement and black coloured offered by 
dispersing carbon nanofibre (CNT). Alternatively, dispersion of the nano fibres and adhesion 
at the nanofibre–matrix interface play crucial roles in determining the mechanical properties 
of the nanocomposite (Hussain et al., 2006, pp. 1511-1575).
Carbon Nano Fibres
Carbon nano fibres are promising one dimensional carbon based nanomaterials used as fillers 
in developing multifunctional nanocomposites (Poveda & Gupta, 2014, pp. 416-422). Carbon 
nano fibres are a thousand time smaller than conventional fibres (CF) and larger than nanotubes. 
The fibres are made up of interlocking sheets of graphenes, which in turn are made up of carbon 
atoms. The major differences between conventional carbon fibres (CFs) and carbon nano fibres 
are their size and methods of preparation or synthesis. Conventional CF has diameters of several 
micrometres, while carbon nano fibres have diameters of 50–200 nm (Feng et al., 2014, pp. 
3919-3945). Unlike conventional fibre spinning techniques (wet spinning, dry spinning, melt 
spinning, gel spinning), which are capable of producing polymer fibres with diameters down 
to the micrometre range, carbon nano fibres are produced by electrostatic spinning or through 
electrospinning process in the submicron to nanometre diameter range (Raghavan et al., 2012, 
pp. 915-930). Figure 8 gives a schematic illustration of the difference between carbon nano 
fibre and conventional ones (CF).
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Figure 8. A schematic illustration of carbon nano fibre and conventional carbon fibre 
(Source: Feng et al., 2014, pp. 3919-3945) 
 
Currently, carbon nano fibers are prepared mainly by two methods, namely, catalytic 
thermal chemical vapour deposition growth (VG) and electrospinning, followed by heat 
treatment (Feng et al., 2014). Researchers observed that vapour grown carbon nano fibres 
(VGCNF) are very similar to multi-walled carbon nanotubes (MWCNTs) in morphology 
but they have larger diameters than MWCNTs (Raza et al., 2015). MWCNTs and single 
walled carbon nano tubes (SWNTs) are 2–3 times more expensive than VGCNFs. VGCNFs 
are regarded as strong potential alternatives to carbon fibres (CFs) and carbon black (high 
structured CB) due to their lower loading concentration compared with CF and CB in 
certain electrical conductivities apparatus (Al-Saleh et al., 2009, pp. 2-22). 
Figure 8. A schematic illustration of carbon nano fibre and conventional carbon fibre
(Source: Feng et al., 2014, pp. 3919-3945)
Currently, carbon nano fibers are prepared mainly by two methods, namely, catalytic 
thermal chemical vapour deposition growth (VG) and electrospinning, followed by heat 
treatment (Feng et al., 2014). Researchers observed that vapour grown carbon nano fibres 
(VGCNF) are very similar to multi-walled carbon nanotubes (MWCNTs) in morphology but 
they have larger diameters than MWCNTs (Raza et al., 2015). MWCNTs and single walled 
carbon nano tubes (SWNTs) are 2–3 times more expensive than VGCNFs. VGCNFs are 
regarded as strong potential alternatives to carbon fibres (CFs) and carbon black (high structured 
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CB) due to their lower loading concentration compared with CF and CB in certain electrical 
conductivities apparatus (Al-Saleh et al., 2009, pp. 2-22).
Some researchers also stated that the carbon nano fibres have higher reinforcing capabilities 
than micro carbon fibres (Al-Saleh et al., 2011, pp. 2126-2142). The sensitivity of CNFs and 
their composites mainly count on their electrical performances (Feng et al., 2014, pp. 3919-
3945).
Cellulose Nano Fibres
Cellulose, being the most abundant material and renewable resource on the earth, has received 
more interest from researchers for a decade (Langan et al., 2014, pp. 63-68; Miao et al., 2014, 
pp. 109-113; Orehek et al., 2013, pp. 10-17; Giudicianni et al., 2013, pp. 213-222). Typical 
chemical structures of cellulose are shown in Figure 9 below.
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Cellulose nano fibres being extracted from cellulosic materials are one of the most 
advanced engineered biomass materials. Cellulose nano fibres can be extracted from the cell 
walls of  different renewable sources including cotton, bacteria, wood, straw and sea animals 
called tunicates either by simple mechanical methods or a combination of both chemical and 
mechanical methods (Kalia et al.,  2011; Wang & Sain, 2007, pp. 538-546; Tang & Weder, 2010, 
pp. 1073-1080). Several processes have been used to extract highly purified nano fibres from 
cellulosic materials. The most established are through mechanical techniques (cryocrushing, 
grinding,  high-pressure homogenizing), chemical treatments (acid hydrolysis, antioxidants), 
biological treatments (enzymatic hydrolysis), electrospinning and ultra-sonication methods 
(Chen et al., 2011, pp. 453-461; Chen et al., 2011, pp. 1804-1811). Cellulose nanocrystals 
(CNCs) are also termed as cellulose nano fibres, whiskers, micro-crystallites, microcrystals, 
nanoparticles or nano-fibrils by many researchers; however, there are some contradictions on 
these terms (Siqueira et al., 2010, pp. 728-765; Kalia et al., 2011). Figure 10 displays the nano 
material definition standard terminology by the technical association of the pulp and paper 
industry (TAPPI). 
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Figure 11. Steps for the preparation of nano cellulose 
(Source: Siqueira et al., 2010, pp. 728-765) 
 
The milled raw fibres are acquiesced to alkali and bleaching treatments with NaClO2. Under 
optimal conditions, lignin and hemicelluloses contents are allowed to get eliminated in these 
steps, while cellulose moieties remain intact. The bleached fibres are then hydrolysed (acid 
hydrolysis treatment) or disintegrated (mechanical shearing at high pressure) (Siqueira et 
al., 2010, pp. 728-765). However, the only drawback of cellulose nano fibres is that they are 
made by treating wood pulp with strong acids and oxidants, followed by mechanical 
division of cellulose fibres into their nanoscale subunits, which are quite expensive (Chen et 
al., 2014, pp. 1517-1528). 
 
Figure 11. Steps for the preparation of nano cellulose
Source: Siqueira et al., 2010, pp. 728-765
Furthermore, cellulose nano fibres have significant properties such as low cost, light 
weight, raw material availability, nanoscale dimension, renewability, outstanding mechanical, 
electrical, thermal properties, biodegradation properties along with unique morphology (Cao 
et al., 2013, pp. 819-826;  Tang & Weder, 2010, pp. 1073-1080). The many steps involved in 
the preparation of nano cellulose particles are summarised in Figure 11. 
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Source: Mariano et al., 2014, pp. 791-806
The milled raw fibres are acquiesced to alkali and bleaching treatments with NaClO2. 
Under optimal conditions, lignin and hemicelluloses contents are allowed to get eliminated in 
these steps, while cellulose moieties remain intact. The bleached fibres are then hydrolysed 
(acid hydrolysis treatment) or disintegrated (mechanical shearing at high pressure) (Siqueira 
et al., 2010, pp. 728-765). However, the only drawback of cellulose nano fibres is that they are 
made by treating wood pulp with strong acids and oxidants, followed by mechanical division 
of cellulose fibres into their nanoscale subunits, which are quite ex nsive (Ch n et al., 2014, 
pp. 1517-1528).
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Nano Carbon Fibres Based Polymer Composites
Currently the researchers expressed a great attention in fabrication of nano composites with 
multifunctional properties by the incorporation of cheaper and easily available nano carbon 
fibres. The carbon nano fibres hold superior electrical conductivity, mechanical and thermal 
properties such as low density, high aspect ratio, high modulus and negative CTE in developing 
bulk composite materials for various structural applications (Ghasemi et al., 2015, pp. 519-527; 
Jung et al., 2012, pp. 21845-21848). The dispersion of nano carbon fibres in polymer matrix 
can be realised mainly by two approaches: the melt mixing process and the sonication process 
in low viscosity solutions (Feng et al., 2014, pp. 3919-3945). The overall performances of 
the nano carbon fibres/polymer composites are largely governed by the dispersion of the nano 
carbon fibres in the polymer matrix (Feng et al., 2014, pp. 3919-3945; Eslami et al., 2015, pp. 
22-31). Some of the important studies reported on carbon nano fibre composites are tabulated 
in Table 1.
Table 1 
Reported recent research work on carbon nano fibres reinforced composites  
Matrix/Reinforcement References
(PAA)/MnO- Carbon nano fibers (Wang et al., 2015, pp. 164-170)
Epoxy/ Carbon nano fibers (Sánchez et al., 2011, pp. 1-11)
Cement/ Carbon nano fibers (Xie et al., 2012, pp. 3270-3275)
PLA/ (VGCNF) (Teng et al., 2011, pp. 928-934)
Epoxy/Carbon nano fibers (Poveda & Gupta, 2014, pp. 416-422)
Phenolic/ Carbon nano fibers-MWCNT (Eslami et al., 2015, pp. 22-31)
Epoxy/ Carbon nano fibers-CNT (Ghasemi et al., 2015, pp. 519-527)
Polypyrrole/ Carbon nano fibers-BC (Zhang et al., 2015, pp. 552-559)
(PAN)/(C/MnFe2O4) (Kidkhunthod et al., 2016, pp. 436-442)
Polyester/Carbon nano fibers-Cloisite Na+ clay (Zhao et al., 2009, pp. 2081-2087)
Epoxy/Carbon nanofiber paper-(SWCNT)-(MWCNT) (Wu et al., 2010, pp. 1799-1806)
Epoxy/Carbon nano fiber-(MWCNT/GNP) (Zhou et al., 2013, p. 83)
Epoxy/(VGCNF) (Raza et al., 2015, pp. 9-16)
(PAN)/Carbon nano fiber-(Si NP) (Wang et al., 2015, pp. 164-170)
Epoxy/Carbon nano fibers-CF (Ma et al., 2015, pp. 65-74)
UP/ Carbon nano fiber (Gou et al., 2010, pp. 192-198)
Epoxy/Carbon nano fiber-CNT (Sharma & Lakkad, 2011, pp. 8-15)
Cement/Carbon nano fiber-CF (Baeza et al., 2013, pp. 841-855)
Note. Polyamic acid (PAA), Silicon (Si), Nano particles (NP), Multi walled carbon nanotube (MWCNT), 
Graphene nanoplatelet (GNP), Polyacrylonitrile (PAN), Bacterial cellulose (BC), Vapour-grown carbon 
nanofibre (VGCNF), Elecrospun Carbon-Manganese ferrite (C/MnFe2O4), Polylactic acid (PLA), Single-
walled carbon nanotube (SWCNT), Multi-walled carbon nanotube (MWCNT) membranes (buckypaper), 
Unsaturated polyester (UP), Carbon fibre (CF).
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Nano Cellulose Fibres Based Polymer Composites
Cellulose nano fibres and their composites, either in whisker or crystal form, offer a great deal 
of interest for both researchers and scientist. Moreover, the cellulose nano fibres or nanocrystals 
(CNCs), acid hydrolysate of cellulose, are attractive environmentally friendly nanomaterials 
for the preparation of low-density nanocomposites (Neto et al., 2013, pp. 480-488; Rosli et 
al., 2013, pp. 1893-1908). The solvent casting Siqueira et al., 2010, pp. 728-765) and melting 
compounding is the most common technique to prepare cellulose nanoparticles reinforced 
composites (extrusion method) (Nakagaito et al., 2009, pp. 1293-1297). A further classification 
of solvent casting includes three systems (water soluble polymers, polymer emulsions, non-
hydrosoluble polymers), depending on the type of polymer matrix (shown in Figure 12) 
(Siqueira et al., 2010, pp. 728-765).
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Figure 12. Solvent casting technique for the fabrication of cellulose based nanocomposites 
(Source: Siqueira et al., 2010, pp. 728-765), 
 
Reinforced cellulose nano fibres offer high strength, stiffness, biodegradability and 
renewability to the polymer resin for the fabrication of nanocomposites (Kalia et al., 2011; 
Eichhorn et al., 2010, p. 1; Kohler & Nebel, 2006, pp. 97-106). Cellulose nanoparticles 
reinforcement, however, has some weaknesses like poor wettability, high moisture 
absorption, unusual processing temperature and incompatibility with most of polymeric 
matrices (Siqueira et al., 2010, 728-765). A lot of research works have explored a broad 
range of different polymer matrices such as polyethylene, polypropylene, polybutadiene, 
poly (butyl methacrylate), polyurethanes and poly (vinyl chloride) (Tang & Weder, 2010, 
Figure 12. Solvent casting technique for the fabrication of cellulose based nanocomposites
Source: Siqueira et al., 2010, pp. 728-765
Reinforced cellulose nano fibres offer high strength, stiffness, biodegradability and 
renewability to the polymer resin for the fabrication of nanocomposites (Kalia et al., 2011; 
Eichhorn et al., 2010, p. 1; Kohler & Nebel, 2006, pp. 97-106). Cellulose nanoparticles 
reinforcement, however, has some weaknesses like poor wettability, high moisture absorption, 
unusual processing temperature and incompatibility with most of polymeric matrices (Siqueira 
et al., 2010, 728-765). A lot of research works have explored a broad range of different polymer 
matrices such as polye hylene, polypropylen , polybutadiene, poly (butyl methacrylate), 
polyurethanes and poly (vinyl chloride) (Tang & Weder, 2010, pp. 1073-1080). Some of the 
reported research works on nano cellulose reinforced composite are presented in Table 2. 
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Table 2 
Some of the recent research works on nano cellulose reinforced matrix composite  
Matrix/Reinforcement References
Optically curable (SLRs)/ CNCs (Kumar et al., 2012, pp. 5399-5407)
(NBR)/CNCs (Cao et al., 2013, pp. 819-826)
PLA latex/ NFC (Larsson et al., 2012, pp. 2460-2466)
(PLLA)/CNCs (Lizundia et al., 2015, pp. 256-265)
PP/CNCs (Khoshkava & Kamal, 2014, pp. 8146-8157)
PVA/CNCs of Phormium tenax and Berlinka Flax (Fortunati et al., 2013, pp. 825-836)
PLA/CNCs (Pei et al., 2010, pp. 815-821)
PLA/CNCs (Fortunati et al., 2012, pp. 948–956)
PLA/(s-CNC)-(Ag-NP) (Fortunati et al., 2012, pp. 2027-2036)
PU/CNCs (Rueda et al., 2011, pp. 1953-1960)
(PLA-PHB)/(CNCs)films (Arrieta et al., 2014, pp. 16-24) 
MAH grafted (PLA)/CNCs (Zhou et al., 2013, pp. 3847-3854),
(PVA)/(CNC (PLGA(NPs) (Rescignano et al., 2014, pp. 47-58)
PLA/Pristine CNCs-(s-CNC)/(Ag-NP) (Fortunati et al., 2013)
PLA/ CNCs (Pracella et al., 2014, pp. 3720-3728)
(PVA)/Corncob CNCs (Silvério et al., 2013, pp. 427-436)
(PVA)/Corncob CNCs (Silvério et al., 2013, pp. 427-436)
PVA/(CNCs) extracted from Flax, Phormium  (MCC) (Fortunati et al., 2013, pp. 837-848)
Isotactic (PP)/Cellulose whiskers (Ljungberg et al., 2006, pp. 6285-6292)
Elastomeric (PU)/Isocyanate-rich CNCs (Rueda et al., 2011, pp. 1953-1960)
PLA/(CNCs)from Phormium tenax leaves (Fortunati et al., 2014, pp. 77-91)
PVA/(CNCs) from okra bahmia (Abelmoschus 
Esculentus) bast fibers
(Fortunati et al., 2013, pp. 3220-3230)
(PMMA)/CNCs (Dong et al., 2012, pp. 2488-2495)
SBR/(CNCs) isolated from cotton (Annamalai et al., 2014, pp. 967-976)
(PHBV)/(CNC-S)-(CNC-H) (Yu et al., 2013, pp. 22-28)
(PGMA)/(BCNW) (Martínez-Sanz et al., 2013, pp. 2062-2072)
(PLA)/(CNF) (Jonoobi et al., 2010, pp. 1742-1747)
Polystyrene/CNCs (Lin & Dufresne, 2013, pp. 5570-5583)
(PHEMA)/CNCs from cotton (Tatsumi et al., 2012, pp. 1584-1591)
(PVA)/NFC-BC (Yuwawech et al., 2015, p. 69)
Epoxy/MFC-BC (Shao et al., 2015, pp. 244-254)
Note. Poly(lactic acid) (PLA), Poly(L-lactide) (PLLA), Nanofibrillated cellulose (NFC), Bacterial 
cellulose(BC), Micro fibrillated cellulose (MFC), Stereolithographic resins (SLRs), cellulose nanocrystals 
(CNCs), Spray dried cellulose nanocrystals (CNCSD), Polypropylene (PP), Polyurethane (PU), Poly(lactic 
acid)-poly(hydroxybutyrate)  (PLA-PHB), Surfactant modified (s-CNC), Maleic anhydride (MAH), 
Polyvinyl alcohol (PVA), Polypropylene (PP), Microcrystalline cellulose (MCC), Nanoparticles (NPs), 
Poly(methyl methacrylate) (PMMA), Styrene butadiene rubber (SBR), Poly (d, l-lactide-co-glycolide) 
(PLGA), Poly(3-hydroxybutyrate-co-3-hydroxyvalerate) (PHBV), Cellulose nano particles obtained by 
sulphuric acid hydrolysis (CNC-S), Cellulose nano particles  obtained by hydrochloric acid hydrolysis 
(CNC-H), Poly(glycidyl methacrylate) (PGMA), Bacterial cellulose nanowhiskers (BCNW), Cellulose 
nanofibre (CNF), Poly(2-hydroxyethyl methacrylate) (PHEMA), Cellulose nanocrystallites (CNC), Silver 
nano particles (Ag-NP), Nitrile rubber (NBR).
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Applications of Nano Fibres
Nano fibres exhibit special properties mainly due to extremely high surface to weight ratio 
and extremely small size, which make them appropriate for a wide range of applications. 
The wider applications of nano fibres in different industrial fields are shown in Figure 13 
[http://www.nano109.com]. Nano fibres developed by electrospinning and solution blowing 
also show extensive applications particularly for biomedical due to their high surface area, 
excellent mechanical properties and enhanced porosity in diverse tissue engineering field as 
potential scaffolds, musculoskeletal tissue engineering, bone tissue engineering, cartilage 
tissue engineering, ligament tissue engineering, skeletal muscle tissue engineering, skin tissue 
engineering, blood vessel tissue engineering and neural tissue engineering. Nano fibres have 
also been used for DNA, protein and enzyme delivery (Vasita & Katti, 2006, p. 15).
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Figure 13. Industrial applications of nano fibres (Adapted from Nano109, 2010, 
http://www.nano109.com) 
 
Cellulose nano fibres have shown great potential in several applications including 
biomedical, bioimaging, nanocomposite, gas barrier films and optically transparent 
functional materials (Chirayil et al., 2014, pp. 20-28). In air filtration, medicine, drug 
delivery and acoustic science, nano fibre materials are integrated deep inside finished 
products and they function as a unique component. Thus, cellulose nano fibre is seen as a 
promising alternative or substitute for use in a wealth of fields including filter material, 
electronic devices, high gas barrier packaging material, foods, cosmetics, medicine and 
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Cellulose nano fibres have shown great potential in several applications including 
biomedical, bioimaging, nanocomposite, gas barrier films and optically transparent functional 
materials (Chirayil et al., 2014, pp. 20-28). In air filtration, medicine, drug delivery and 
acoustic science, nano fibre materials are integrated deep inside finished products and they 
function as a unique component. Thus, cellulose nano fibre is seen as a promising alternative 
or substitute for use in a wealth of fields including filter material, electronic devices, high 
gas barrier packaging material, foods, cosmetics, medicine and health care. The carbon nano 
fibre is also regarded as  prospective material  many industrial fields of electronics, energy 
conversion, electromagnetic shielding, self-sensing, nanostructured core processor, storage, 
and nanostructured carbon filler in the polymer composite industries (Baeza et al., 2013, pp. 
841-855; Vilaplana et al., 2013, pp. 4776-4786) and as a superior anode material for lithium-
ion batteries (Wang et al., 2015, pp. 285-292).
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Applications of Nano Fibres Based Polymer Composites 
Currently, nanocomposite research and technology gets extensively broader showing diverse 
and widespread submissions that encompass areas of bio-medical, data storage, computing and 
electronics, furniture, appliances, bulletin board substrate, lubricants and scratch free paints, 
UV protection gels, anti-corrosion barrier coatings, sporting goods, aerospace components, 
automobiles and military applications (Alateyah  et al., 2013). Nanocomposites have also 
been introduced in structural applications such as constructional parts, gas barrier films, 
scratch/abrasion resistant materials, scratch-resistant coating, flame-retardant cables, etc. 
Moreover, resin transfer molding (RTM), vacuum assisted resin transfer moulding (VARTM), 
resin film infusion (RFI), autoclave processing and filament winding techniques can be used 
to manufacture nanocomposite parts for various applications including commercial aircraft 
structures for Boeing, Airbus, as well as many products in the industrial markets (Hussain et 
al., 2006, pp. 1511-1575). Nanocomposites show a great interest  in numerous automotive 
and general/industrial applications, on the account of their potential usage for utilisation as 
mirror housings on various vehicle types, door handles, engine covers and intake manifolds, 
timing belt covers, fuel tank and fuel line components for cars (http://tifac.org.in/index) (Jeon 
& Baek, 2010, pp. 3654-3674). Moreover, some general applications that are currently being 
considered include their usage as impellers and blades for vacuum cleaners, mower hoods, 
power tool housings and covers for portable electronic equipment such as mobile phones, 
pagers, etc. The applications of polymer nano fibres are shown in Figure 14 (http://www.
azonano.com/article.aspx).
Nano fibre polymer composites also receive attention in structural application sectors such 
as scratch-resistant coating, gas barrier films and flame-retardant cables. Wide opportunities 
for nanocomposites in biomedical applications can precisely be for drug delivery, regenerative 
medicine, while their uses as bio-actuators and biosensors are also well recognised (Gaharwar 
et al., 2014, pp. 441-453).
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Figure 14. Applications of polymer nano fibres in different fields 
(Adapted from polymer Nano fibers - an Overview of Applications and Current Research 
into Processing Techniques, 11th Nov 2015 from http://www.azonano.com/article.aspx) 
 
  
Nano fibre composites also provide diversity in applications beyond niche and functional 
markets in the high-performance bodies and components of airplanes and aircrafts. 
Nowadays, nano fibres based composites have also been introduced as an emerging 
technology in the automotive industry worldwide. They are used as interior and under-
bonnet parts, coating and fuel system components, external body parts in automotive and 
military components owing to their superior and extraordinary properties. Carbon nano fibre 
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Nano fibre composites also provide diversity in applications beyond niche and functional 
markets in the high-performance bodies and components of airplanes and aircrafts. Nowadays, 
nano fibres based composites have also been introduced as an emerging technology in the 
automotive industry worldwide. They are used as interior and under-bonnet parts, coating and 
fuel system components, external body parts in automotive and military components owing to 
their superior and extraordinary properties. Carbon nano fibre based polymer composites are 
able to be applied as promising materials in many fields including electrical devices, electrode 
materials for batteries, supercapacitors and  sensors (Feng et al., 2014, pp. 3919-3945; Eslami 
et al., 2015, pp. 22-31).
CONCLUSION AND FUTURE PERSPECTIVES
Currently, materials science research and engineering technology are more inclined towards the 
production of thinner, lighter, cheaper and stronger composite structures through incorporation 
of nano fillers in the matrix. Multifunctional nanocomposite materials clasp the potentiality 
of redefining the matter of conventional composite materials in many potential engineering 
applications, in terms of high performance, outstanding optical, electrical, thermal and 
mechanical properties. Nano fibres are alike to the other nano-sized fillers exhibiting special 
property such as extremely high surface to weight ratio, which makes them appropriate for a 
wide range of applications. The high aspect ratio of the nano fibres offers benefits in a much 
smaller weight fraction compared to micro-sized fibres in high performance applications. Nano 
fibres from natural resources (nano cellulose) and nano carbon are presently considered as an 
active area of research. Carbon nano fibres are the most promising alternative to the expensive 
carbon nano tubes and high functional carbon black in various applications. Their low cost and 
ease of dispersion in polymers compared to carbon nanotubes make them suitable fillers for 
producing heat dissipating polymer composites (TIMs). Nano cellulose fibres are the other one 
dimensional and renewable nanomaterials used as fillers within polymeric matrix in developing 
multifunctional nanocomposites.
In the future, the nano green fibres from agricultural bio wastes such as oil palm wastes (oil 
palm ash, OPEFB, trunk and frond), rice and wheat husk, coconut wastes and straw will bring 
more opportunities to create new and unique composite materials for extending the application 
field in crafting higher value-added consumer products. Furthermore, green nanocomposites 
or biodegradable nanocomposites will bring revolution in managing the world’s major waste 
disposal problems and other related activities.
ACKNOWLEDGMENTS
The first author acknowledges this research study to IGRF scholarship-UPM. The authors are 
also thankful to Universiti Putra Malaysia for supporting this research through Putra Grant 
Vot No. 9420700.
N. Saba, M. T. Paridah, K. Abdan and N. A. Ibrahim
1066 Pertanika J. Sci. & Technol. 25 (4): 1051 - 1072 (2017)
REFERENCES 
Al-Saleh, M. H., & Sundararaj, U. (2009). A review of vapor grown carbon nanofiber/polymer conductive 
composites. Carbon, 47(1), 2-22. 
Ahmed, F. E., Lalia, B. S., & Hashaikeh, R. (2015). A review on electrospinning for membrane fabrication: 
challenges and applications. Desalination, 356, 15-30.
Al-Saleh, M. H., & Sundararaj, U. (2011). Review of the mechanical properties of carbon nanofiber/
polymer composites. Composites Part A: Applied Science and Manufacturing, 42(12), 2126-2142.
Alateyah, A. I., Dhakal, H. N., & Zhang, Z. Y. (2013). Processing, properties, and applications of polymer 
nanocomposites based on layer silicates: a review. Advances in Polymer Technology, 32(4), 1-36.
Amritkar, A. S., Chaudhari, H. S., Narkhede, D. A., Jain, D. K., & den Baviskar, D. T. (2011). 
Nanotechnology for biomedical application. International Journal of Pharmaceutical Sciences Review 
and Research, 8(2), 45-53.
Annamalai, P. K., Dagnon, K. L., Monemian, S., Foster, E. J., Rowan, S. J., & Weder, C. (2014). Water-
Responsive Mechanically Adaptive Nanocomposites Based on Styrene–Butadiene Rubber and 
Cellulose Nanocrystals- Processing Matters. ACS Applied Materials and Interfaces, 6(2), 967-976.
Arrieta, M. P., Fortunati, E., Dominici, F., Rayón, E., López, J., & Kenny, J. M. (2014). Multifunctional 
PLA–PHB/cellulose nanocrystal films: Processing, structural and thermal properties. Carbohydrate 
Polymers, 107, 16-24. 
Baeza, F. J., Galao, O., Zornoza, E., & Garcés, P. (2013). Multifunctional cement composites strain and 
damage sensors applied on reinforced concrete (RC) structural elements. Materials, 6(3), 841-855.
Bilbao-Sainz, C., Bras, J., Williams, T., Sénechal, T., & Orts, W. (2011). HPMC reinforced with different 
cellulose nano-particles. Carbohydrate Polymers, 86(4), 1549-1557.
Camargo, P. H. C., Satyanarayana, K. G., & Wypych, F. (2009). Nanocomposites: synthesis, structure, 
properties and new application opportunities. Materials Research, 12(1), 1-39.
Cao, X., Xu, C., Wang, Y., Liu, Y., Liu, Y., & Chen, Y. (2013). New nanocomposite materials reinforced 
with cellulose nanocrystals in nitrile rubber. Polymer Testing, 32(5), 819-826.
Chen, W., Yu, H., & Liu, Y. (2011). Preparation of millimeter-long cellulose I nanofibers with diameters 
of 30–80nm from bamboo fibers. Carbohydrate Polymers, 86(2), 453-461.
Chen, W., Yu, H., Liu, Y., Chen, P., Zhang, M., & Hai, Y. (2011). Individualization of cellulose nanofibers 
from wood using high-intensity ultrasonication combined with chemical pretreatments. Carbohydrate 
Polymers, 83(4), 1804-1811.
Chirayil, C. J., Mathew, L., & Thomas, S. (2014). Review of recent research in nano cellulose preparation 
from different lignocellulosic fibers. Reviews on Advanced Materials Science, 37, 20-28.
Chrissafis, K., & Bikiaris, D. (2011). Can nanoparticles really enhance thermal stability of polymers? Part 
I: an overview on thermal decomposition of addition polymers. Thermochimica Acta, 523(1), 1-24.
Dong, H., Strawhecker, K. E., Snyder, J. F., Orlicki, J. A., Reiner, R. S., & Rudie, A. W. (2012). Cellulose 
nanocrystals as a reinforcing material for electrospun poly (methyl methacrylate) fibers: Formation, 
properties and nanomechanical characterization. Carbohydrate Polymers, 87(4), 2488-2495.
Nano Fibre Technology
1067Pertanika J. Sci. & Technol. 25 (4): 1051 - 1072 (2017)
Eichhorn, S. J., Dufresne, A., Aranguren, M., Marcovich, N. E., Capadona, J. R., Rowan, S. J., ... & 
Gindl, W. (2010). Review: current international research into cellulose nanofibres and nanocomposites. 
Journal of Materials Science, 45(1), 1-33.
Eslami, Z., Yazdani, F., & Mirzapour, M. A. (2015). Thermal and mechanical properties of phenolic-
based composites reinforced by carbon fibres and multiwall carbon nanotubes. Composites Part A: 
Applied Science and Manufacturing, 72, 22-31.
Feng, L., Xie, N., & Zhong, J. (2014). Carbon nanofibers and their composites: a review of synthesizing, 
properties and applications. Materials, 7(5), 3919-3945.
Fortunati, E., Peltzer, M., Armentano, I., Torre, L., Jiménez, A., & Kenny, J. M. (2012). Effects of 
modified cellulose nanocrystals on the barrier and migration properties of PLA nano-biocomposites. 
Carbohydrate Polymers, 90(2), 948-956.
Fortunati, E., Armentano, I., Zhou, Q., Puglia, D., Terenzi, A., Berglund, L. A., & Kenny, J. M. (2012). 
Microstructure and nonisothermal cold crystallization of PLA composites based on silver nanoparticles 
and nanocrystalline cellulose. Polymer Degradation and Stability, 97(10), 2027-2036.
Fortunati, E., Puglia, D., Luzi, F., Santulli, C., Kenny, J. M., & Torre, L. (2013). Binary PVA bio-
nanocomposites containing cellulose nanocrystals extracted from different natural sources: Part I. 
Carbohydrate Polymers, 97(2), 825-836.
Fortunati, E., Puglia, D., Monti, M., Santulli, C., Maniruzzaman, M., & Kenny, J. M. (2013). Cellulose 
nanocrystals extracted from okra fibers in PVA nanocomposites. Journal of Applied Polymer Science, 
128(5), 3220-3230.
Fortunati, E., Peltzer, M., Armentano, I., Jiménez, A., & Kenny, J. M. (2013). Combined effects of 
cellulose nanocrystals and silver nanoparticles on the barrier and migration properties of PLA nano-
biocomposites. Journal of Food Engineering, 118(1), 117-124.
Fortunati, E., Luzi, F., Puglia, D., Terenzi, A., Vercellino, M., Visai, L., ... & Kenny, J. M. (2013). Ternary 
PVA nanocomposites containing cellulose nanocrystals from different sources and silver particles: 
Part II. Carbohydrate Polymers, 97(2), 837-848.
Fortunati, E., Luzi, F., Puglia, D., Dominici, F., Santulli, C., Kenny, J. M., & Torre, L. (2014). Investigation 
of thermo-mechanical, chemical and degradative properties of PLA-limonene films reinforced with 
cellulose nanocrystals extracted from Phormium tenax leaves. European Polymer Journal, 56, 77-91.
Gaharwar, A. K., Peppas, N. A., & Khademhosseini, A. (2014). Nanocomposite hydrogels for biomedical 
applications. Biotechnology and Bioengineering, 111(3), 441-453.
Ghasemi, A. R., Mohammadi, M. M., & Mohandes, M. (2015). The role of carbon nanofibers on thermo-
mechanical properties of polymer matrix composites and their effect on reduction of residual stresses. 
Composites Part B: Engineering, 77, 519-527.
Giudicianni, P., Cardone, G., & Ragucci, R. (2013). Cellulose, hemicellulose and lignin slow steam 
pyrolysis: Thermal decomposition of biomass components mixtures. Journal of Analytical and 
Applied Pyrolysis, 100, 213-222. 
Gou, J., Tang, Y., Liang, F., Zhao, Z., Firsich, D., & Fielding, J. (2010). Carbon nanofiber paper for 
lightning strike protection of composite materials. Composites Part B: Engineering, 41(2), 192-198.
N. Saba, M. T. Paridah, K. Abdan and N. A. Ibrahim
1068 Pertanika J. Sci. & Technol. 25 (4): 1051 - 1072 (2017)
Hassan, M. A., Yeom, B. Y., Wilkie, A., Pourdeyhimi, B., & Khan, S. A. (2013). Fabrication of nanofiber 
meltblown membranes and their filtration properties. Journal of Membrane Science, 427, 336-344.
Hussain, F., Hojjati, M., Okamoto, M., & Gorga, R. E. (2006). Review article: polymer-matrix 
nanocomposites, processing, manufacturing, and application: an overview. Journal of Composite 
Materials, 40(17), 1511-1575. 
Jeon, I. Y., & Baek, J. B. (2010). Nanocomposites derived from polymers and inorganic nanoparticles. 
Materials, 3(6), 3654-3674.
Jonoobi, M., Harun, J., Mathew, A. P., & Oksman, K. (2010). Mechanical properties of cellulose nanofiber 
(CNF) reinforced polylactic acid (PLA) prepared by twin screw extrusion. Composites Science and 
Technology, 70(12), 1742-1747.
Jung, K. N., Lee, J. I., Yoon, S., Yeon, S. H., Chang, W., Shin, K. H., & Lee, J. W. (2012). Manganese 
oxide/carbon composite nanofibers: electrospinning preparation and application as a bi-functional 
cathode for rechargeable lithium–oxygen batteries. Journal of Materials Chemistry, 22(41), 21845-
21848.
Kalia, S., Dufresne, A., Cherian, B. M., Kaith, B. S., Avérous, L., Njuguna, J., & Nassiopoulos, E. 
(2011). Cellulose-based bio-and nanocomposites: a review. International Journal of Polymer Science, 
2011(2011), 1-36.
Kalluri, S., Seng, K. H., Guo, Z., Liu, H. K., & Dou, S. X. (2013). Electrospun lithium metal oxide 
cathode materials for lithium-ion batteries. RSC Advances, 3(48), 25576-25601.
Khoshkava, V., & Kamal, M. R. (2014). Effect of cellulose nanocrystals (CNC) particle morphology on 
dispersion and rheological and mechanical properties of polypropylene/CNC nanocomposites. ACS 
Applied Materials and Interfaces, 6(11), 8146-8157.
Kidkhunthod, P., Nilmoung, S., Mahakot, S., Rodporn, S., Phumying, S., & Maensiri, S. (2016). A 
structural study and magnetic properties of electrospun carbon/manganese ferrite (C/MnFe 2 O 4) 
composite nanofibers. Journal of Magnetism and Magnetic Materials, 401, 436-442.
Kohler, R., & Nebel, K. (2006, December). Cellulose-Nanocomposites: Towards High Performance 
Composite Materials. Macromolecular Symposia, 244(1), 97-106. 
Kumar, S., Hofmann, M., Steinmann, B., Foster, E. J., & Weder, C. (2012). Reinforcement of 
stereolithographic resins for rapid prototyping with cellulose nanocrystals. ACS Applied Materials 
& Interfaces, 4(10), 5399-5407.
Langan, P., Petridis, L., O’Neill, H. M., Pingali, S. V., Foston, M., Nishiyama, Y., ... & Heller, W. T. 
(2014). Common processes drive the thermochemical pretreatment of lignocellulosic biomass. Green 
Chemistry, 16(1), 63-68.
Larsson, K., Berglund, L. A., Ankerfors, M., & Lindström, T. (2012). Polylactide latex/nanofibrillated 
cellulose bionanocomposites of high nanofibrillated cellulose content and nanopaper network structure 
prepared by a papermaking route. Journal of Applied Polymer Science, 125(3), 2460-2466.
Lee, K. Y., Tammelin, T., Schulfter, K., Kiiskinen, H., Samela, J., & Bismarck, A. (2012). High 
performance cellulose nanocomposites: comparing the reinforcing ability of bacterial cellulose and 
nanofibrillated cellulose. ACS Applied Materials and Interfaces, 4(8), 4078-4086.
Lin, N., & Dufresne, A. (2013). Physical and/or chemical compatibilization of extruded cellulose 
nanocrystal reinforced polystyrene nanocomposites. Macromolecules, 46(14), 5570-5583.
Nano Fibre Technology
1069Pertanika J. Sci. & Technol. 25 (4): 1051 - 1072 (2017)
Lizundia, E., Vilas, J. L., & León, L. M. (2015). Crystallization, structural relaxation and thermal 
degradation in poly (l-lactide)/cellulose nanocrystal renewable nanocomposites. Carbohydrate 
Polymers, 123, 256-265.
Ljungberg, N., Cavaillé, J. Y., & Heux, L. (2006). Nanocomposites of isotactic polypropylene reinforced 
with rod-like cellulose whiskers. Polymer, 47(18), 6285-6292.
Luo, J. J., & Daniel, I. M. (2003). Characterization and modelling of mechanical behavior of polymer/
clay nanocomposites. Composites Science and Technology, 63(11), 1607-1616.
Ma, L., Wu, L., Cheng, X., Zhuo, D., Weng, Z., & Wang, R. (2015). Improving the interlaminar properties 
of polymer composites using a situ accumulation method to construct the multi-scale reinforcement of 
carbon nanofibers/carbon fibers. Composites Part A: Applied Science and Manufacturing, 72, 65-74.
Mariano, M., El Kissi, N., & Dufresne, A. (2014). Cellulose nanocrystals and related nanocomposites: 
review of some properties and challenges. Journal of Polymer Science Part B: Polymer Physics, 
52(12), 791-806.
Martínez-Sanz, M., Abdelwahab, M. A., Lopez-Rubio, A., Lagaron, J. M., Chiellini, E., Williams, T. 
G., ... & Imam, S. H. (2013). Incorporation of poly (glycidylmethacrylate) grafted bacterial cellulose 
nanowhiskers in poly (lactic acid) nanocomposites: improved barrier and mechanical properties. 
European Polymer Journal, 49(8), 2062-2072.
Medeiros, E. S., Glenn, G. M., Klamczynski, A. P., Orts, W. J., & Mattoso, L. H. (2009). Solution blow 
spinning: A new method to produce micro-and nanofibers from polymer solutions. Journal of Applied 
Polymer Science, 113(4), 2322-2330.
Miao, Q., Chen, L., Huang, L., Tian, C., Zheng, L., & Ni, Y. (2014). A process for enhancing the 
accessibility and reactivity of hardwood kraft-based dissolving pulp for viscose rayon production by 
cellulase treatment. Bioresource Technology, 154, 109-113.
Mittal, V. (2009). Polymer layered silicate nanocomposites: a review. Materials, 2(3), 992-1057.
Nakagaito, A. N., Fujimura, A., Sakai, T., Hama, Y., & Yano, H. (2009). Production of microfibrillated 
cellulose (MFC)-reinforced polylactic acid (PLA) nanocomposites from sheets obtained by a 
papermaking-like process. Composites Science and Technology, 69(7), 1293-1297.
Nayak, R., Padhye, R., Kyratzis, I. L., Truong, Y. B., & Arnold, L. (2012). Recent advances in nanofibre 
fabrication techniques. Textile Research Journal, 82(2), 129-147.
Neto, W. P. F., Silvério, H. A., Dantas, N. O., & Pasquini, D. (2013). Extraction and characterization 
of cellulose nanocrystals from agro-industrial residue–soy hulls. Industrial Crops and Products, 42, 
480-488.
Oliveira, J. E., Moraes, E. A., Costa, R. G., Afonso, A. S., Mattoso, L. H., Orts, W. J., & Medeiros, E. S. 
(2011). Nano and submicrometric fibers of poly (D, L-lactide) obtained by solution blow spinning: 
Process and solution variables. Journal of Applied Polymer Science, 122(5), 3396-3405.
Orehek, J., Dogsa, I., Tomšič, M., Jamnik, A., Kočar, D., & Stopar, D. (2013). Structural investigation of 
carboxymethyl cellulose biodeterioration by Bacillus subtilis subsp. subtilis NCIB 3610. International 
Biodeterioration & Biodegradation, 77, 10-17.
Pei, A., Zhou, Q., & Berglund, L. A. (2010). Functionalized cellulose nanocrystals as biobased nucleation 
agents in poly (l-lactide)(PLLA)–Crystallization and mechanical property effects. Composites Science 
and Technology, 70(5), 815-821.
N. Saba, M. T. Paridah, K. Abdan and N. A. Ibrahim
1070 Pertanika J. Sci. & Technol. 25 (4): 1051 - 1072 (2017)
Poveda, R. L., & Gupta, N. (2014). Electrical properties of carbon nanofiber reinforced multiscale 
polymer composites. Materials and Design, 56, 416-422.
Pracella, M., Haque, M. M. U., & Puglia, D. (2014). Morphology and properties tuning of PLA/cellulose 
nanocrystals bio-nanocomposites by means of reactive functionalization and blending with PVAc. 
Polymer, 55(16), 3720-3728.
Raghavan, P., Lim, D. H., Ahn, J. H., Nah, C., Sherrington, D. C., Ryu, H. S., & Ahn, H. J. (2012). 
Electrospun polymer nanofibers: the booming cutting edge technology. Reactive and Functional 
Polymers, 72(12), 915-930. 
Raza, M. A., Westwood, A. V. K., Stirling, C., & Ahmad, R. (2015). Effect of boron nitride addition 
on properties of vapour grown carbon nanofiber/rubbery epoxy composites for thermal interface 
applications. Composites Science and Technology, 120, 9-16.
Rescignano, N., Fortunati, E., Montesano, S., Emiliani, C., Kenny, J. M., Martino, S., & Armentano, I. 
(2014). PVA bio-nanocomposites: a new take-off using cellulose nanocrystals and PLGA nanoparticles. 
Carbohydrate Polymers, 99, 47-58.
Rhim, J. W., Park, H. M., & Ha, C. S. (2013). Bio-nanocomposites for food packaging applications. 
Progress in Polymer Science, 38(10), 1629-1652.
Rosli, N. A., Ahmad, I., & Abdullah, I. (2013). Isolation and characterization of cellulose nanocrystals 
from Agave angustifolia fibre. BioResources, 8(2), 1893-1908.
Rueda, L., d’Arlas, B. F., Zhou, Q., Berglund, L. A., Corcuera, M. A., Mondragon, I., & Eceiza, A. 
(2011). Isocyanate-rich cellulose nanocrystals and their selective insertion in elastomeric polyurethane. 
Composites Science and Technology, 71(16), 1953-1960.
Saba, N., Tahir, P. M., & Jawaid, M. (2014). A review on potentiality of nano filler/natural fiber filled 
polymer hybrid composites. Polymers, 6(8), 2247-2273.
Schexnailder, P., & Schmidt, G. (2009). Nanocomposite polymer hydrogels. Colloid and Polymer 
Science, 287(1), 1-11.
Shao, Y., Yashiro, T., Okubo, K., & Fujii, T. (2015). Effect of cellulose nano fiber (CNF) on 
fatigue performance of carbon fiber fabric composites. Composites Part A: Applied Science and 
Manufacturing, 76, 244-254.
Sharma, S. P., & Lakkad, S. C. (2011). Effect of CNTs growth on carbon fibers on the tensile strength 
of CNTs grown carbon fiber-reinforced polymer matrix composites. Composites Part A: Applied 
Science and Manufacturing, 42(1), 8-15.
Silvério, H. A., Neto, W. P. F., Dantas, N. O., & Pasquini, D. (2013). Extraction and characterization of 
cellulose nanocrystals from corncob for application as reinforcing agent in nanocomposites. Industrial 
Crops and Products, 44, 427-436. 
Siqueira, G., Bras, J., & Dufresne, A. (2010). Cellulosic bionanocomposites: a review of preparation, 
properties and applications. Polymers, 2(4), 728-765.
Sánchez, M., Rams, J., Campo, M., Jiménez-Suárez, A., & Ureña, A. (2011). Characterization of carbon 
nanofiber/epoxy nanocomposites by the nanoindentation technique. Composites Part B: Engineering, 
42(4), 638-644.
Nano Fibre Technology
1071Pertanika J. Sci. & Technol. 25 (4): 1051 - 1072 (2017)
Tanahashi, M. (2010). Development of fabrication methods of filler/polymer nanocomposites: With 
focus on simple melt-compounding-based approach without surface modification of nanofillers. 
Materials, 3(3), 1593-1619.
Tang, L., & Weder, C. (2010). Cellulose whisker/epoxy resin nanocomposites. ACS Applied Materials 
and Interfaces, 2(4), 1073-1080. 
Tatsumi, M., Teramoto, Y., & Nishio, Y. (2012). Polymer composites reinforced by locking-in a liquid-
crystalline assembly of cellulose nanocrystallites. Biomacromolecules, 13(5), 1584-1591.
Teng, C. C., Ma, C. C. M., Cheng, B. D., Shih, Y. F., Chen, J. W., & Hsiao, Y. K. (2011). Mechanical and 
thermal properties of polylactide-grafted vapor-grown carbon nanofiber/polylactide nanocomposites. 
Composites Part A: Applied Science and Manufacturing, 42(8), 928-934.
Varshney, V. K., & Naithani, S. (2011). Cellulose Fibers: Bio- and Nano-Polymer Composites. In 
Cellulose Fibers: Bio- and Nano-Polymer Composites (pp. 43–61). Retrieved from http://link.springer.
com/10.1007/978-3-642-17370-7.
Vasita, R., & Katti, D. S. (2006). Nanofibers and their applications in tissue engineering. International 
Journal of Nanomedicine, 1(1), 15-30.
Vilaplana, J. L., Baeza, F. J., Galao, O., Zornoza, E., & Garcés, P. (2013). Self-sensing properties of 
alkali activated blast furnace slag (BFS) composites reinforced with carbon fibers. Materials, 6(10), 
4776-4786.
Wang, B., & Sain, M. (2007). Dispersion of soybean stock-based nanofiber in a plastic matrix. Polymer 
International, 56(4), 538-546.
Wang, J. G., Yang, Y., Huang, Z. H., & Kang, F. (2015). MnO-carbon hybrid nanofiber composites as 
superior anode materials for lithium-ion batteries. Electrochimica Acta, 170, 164-170.
Wang, X., Ding, B., Sun, G., Wang, M., & Yu, J. (2013). Electro-spinning/netting: a strategy for the 
fabrication of three-dimensional polymer nano-fiber/nets. Progress in Materials Science, 58(8), 
1173-1243. 
Wang, Y., Wen, X., Chen, J., & Wang, S. (2015). Foamed mesoporous carbon/silicon composite nanofiber 
anode for lithium ion batteries. Journal of Power Sources, 281, 285-292.
Wu, Q., Zhu, W., Zhang, C., Liang, Z., & Wang, B. (2010). Study of fire retardant behavior of carbon 
nanotube membranes and carbon nanofiber paper in carbon fiber reinforced epoxy composites. 
Carbon, 48(6), 1799-1806.
Xie, N., Shi, X., Feng, D., Kuang, B., & Li, H. (2012). Percolation backbone structure analysis in 
electrically conductive carbon fiber reinforced cement composites. Composites Part B: Engineering, 
43(8), 3270-3275.
Yu, H. Y., Qin, Z. Y., Liu, L., Yang, X. G., Zhou, Y., & Yao, J. M. (2013). Comparison of the reinforcing 
effects for cellulose nanocrystals obtained by sulfuric and hydrochloric acid hydrolysis on the 
mechanical and thermal properties of bacterial polyester. Composites Science and Technology, 87, 
22-28. 
Yuwawech, K., Wootthikanokkhan, J., & Tanpichai, S. (2015). Effects of two different cellulose nanofiber 
types on properties of poly (vinyl alcohol) composite films. Journal of Nanomaterials, 16(1), 69-78.
N. Saba, M. T. Paridah, K. Abdan and N. A. Ibrahim
1072 Pertanika J. Sci. & Technol. 25 (4): 1051 - 1072 (2017)
Zhang, Z., Zhang, J., Zhao, X., & Yang, F. (2015). Core-sheath structured porous carbon nanofiber 
composite anode material derived from bacterial cellulose/polypyrrole as an anode for sodium-ion 
batteries. Carbon, 95, 552-559.
Zhao, Z., Gou, J., Bietto, S., Ibeh, C., & Hui, D. (2009). Fire retardancy of clay/carbon nanofiber hybrid 
sheet in fiber reinforced polymer composites. Composites Science and Technology, 69(13), 2081-2087.
Zhou, C., Shi, Q., Guo, W., Terrell, L., Qureshi, A. T., Hayes, D. J., & Wu, Q. (2013). Electrospun bio-
nanocomposite scaffolds for bone tissue engineering by cellulose nanocrystals reinforcing maleic 
anhydride grafted PLA. ACS Applied Materials and Interfaces, 5(9), 3847-3854.
Zhuo, D., Wang, R., Wu, L., Guo, Y., Ma, L., Weng, Z., & Qi, J. (2013). Flame retardancy effects 
of graphene nanoplatelet/carbon nanotube hybrid membranes on carbon fiber reinforced epoxy 
composites. Journal of Nanomaterials, 83, 1-10.
Zimmermann, T., Bordeanu, N., & Strub, E. (2010). Properties of nanofibrillated cellulose from different 
raw materials and its reinforcement potential. Carbohydrate Polymers, 79(4), 1086-1093. 
Pertanika J. Sci. & Technol. 25 (4): 1073 - 1084 (2017)
SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/
ISSN: 0128-7680  © 2017 Universiti Putra Malaysia Press.
ARTICLE INFO 
Article history:
Received: 01 March 2017
Accepted: 28 August 2017
E-mail addresses: 
nurreffa@gmail.com (Nurul Reffa Azyan, N.),
norkhairunnisa@upm.edu.my (Norkhairunnisa, M.),
peggy_tay@yahoo.com (Tay, C. H.),
azmah@upm.edu.my (Azmah Hanim, M. A.) 
*Corresponding Author
Review Article 
Techniques on Dispersion of Nanoparticles in Polymer Matrices: 
A Review 
Nurul Reffa Azyan, N.1, Norkhairunnisa, M.1,2*, Tay, C. H.1 and 
Azmah Hanim, M. A.3 
1Department of Aerospace, Faculty of Engineering, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, 
Malaysia
2Institute of Tropical Forestry and Forest Products, Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, 
Malaysia
3Department of Mechanical and Manufacturing Engineering, Faculty of Engineering, 
Universiti Putra Malaysia, 43400 UPM, Serdang, Selangor, Malaysia
ABSTRACT
Dispersibility of nanoparticles is the key problem in nanotechnology industries, and thus warrants 
attention on the techniques of dispersion. This review paper presents dispersibility of treated nanoparticles 
in polymer resin. Dispersibility of nanoparticles in polymer media is crucial in order to enhance the 
mechanical and thermal properties of nanocomposite. This paper concentrates on several preparations 
on how to incorporate nanoparticles in polymer to overcome the problem described in this review. A 
few techniques are discussed in this paper such as by using ultra sonication or even directly mixing 
nanoparticles into polymer matrix. 
Keywords: Dispersion, nanoparticles, polymer 
INTRODUCTION
Over the years, there has been a dramatic 
increase in the manufacturing of polymer 
composites for many applications such as 
aerospace (Mangalgiri, 1999), automobile 
(Tseng & Kuo, 2011; Hung et al., 2011), 
electronics packaging (Davidovits, 2002), 
food packaging (Mallakpour & Madani, 
2015), medical (Ahn et al., 2013), etc. Hussain 
et al. (2006) claimed that the use of organic 
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and inorganic fillers has become pervasive in polymeric systems. The purpose of adding 
synthetic or natural inorganic fillers in polymer matrix is to improve composite properties 
and subsequently reduce production costs (Pavlidou & Papaspyrides, 2008). In addition, the 
presence of nanoparticles that act as reinforcing fillers can affect changes in polymer matrix 
in term of flow ability, viscosity, colour, density and subsequently it also tend to improve the 
optical, electrical, catalytic, magnetic and thermal properties of the composite (More et al., 
2015).
Transfer of nanocomposite technology requires the development of more fundamental 
understanding of reinforcement mechanisms due to the difficulty in characterising the state 
or nature of nanostructured materials in a polymer. Interestingly, nanomaterials have good 
properties even without being use as reinforcing materials in polymer composite. However, 
inclusion of nanostructured fillers without good preparation tends to produce composite with 
poor nanofiller dispersion. It is crucial to understand that nanofillers have high attraction among 
the neighbouring particles as they have a high tendency to agglomerate or clump during mixing 
process. Thus, the mixing process of attractive nanofillers in polymer matrix is a problematic 
issue. Therefore, investigations or studies on the techniques of dispersibility of nanoparticles 
are important to produce nanocomposites with good interfacial bonding between nanofillers 
and polymer matrix and isolate single nanoparticle in the polymer media.
There have been many techniques studied and applied in producing good dispersion of 
nanoparticles in polymer matrix. It is also important to know the original nature of nanoparticle 
surface (Chen et al., 2010; Chen et al., 2009). For example, if the origin surface is hydrophilic, 
while the polymer media is nonpolar, changing the nanoparticle surface into hydrophobic is 
therefore important to improve the dispersibility of nanoparticles in the non-polar media. This 
paper focuses on different types of surface treatment which have been done on nanoparticles 
including the effects of silanisation on dispersibility of the treated nanoparticles in polymer 
matrix and their morphology structure after the treatment process. 
Techniques Used to Disperse Nanoparticles
Transferring nanocomposite technology requires development of more fundamental 
understanding of the reinforcement mechanisms as nanostructured materials are quite difficult to 
characterise. With the emergence of nanotechnology, researchers have become more interested 
in studying the unique properties of nanoscale materials (More et al., 2015). In addition, the 
dispersibility of nanoparticles in polymer medium is one of the main concerns. This is due to 
the high interaction among nanoparticles as their compatibility with polymer matrix which 
can affect the performance of the final composite produced. Interestingly, nanoparticles have 
a very fine particle size. Due to the high surface area, it is favourable to be embedded in a 
polymer matrix so as to enhance the properties of polymer (Fan et al., 2013; Fan et al., 2006; 
Gorga et al., 2004; Luo & Daniel, 2003). However, difficulties in mixing nanoparticles make 
them easier to mix in the matrix although the process of dispersing the nanoparticles in matrix 
has to be perfectly incorporated. Thus, the methods to ensure that the nanoparticles are evenly 
distributed must be comprehensive. The recommended methods for solid thermosetting reactive 
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prepolymers or thermoplastic polymers with solid nanoparticles are solution intercalation, melt 
intercalation and roll milling (Koo, 2006).
However, the disadvantage of melt intercalation is related to the low thermal stability 
of the organic modifiers used because the melt intercalation process usually takes up in 
180°C to 200°C (Tjong, 2006). Whereas, for liquid thermosetting reactive prepolymers or 
thermoplastic polymers with solid nanoparticles, the recommended processing methods are 
in-situ polymerisation, emulsion polymerisation and high shear mixing (Koo, 2006) (Hai et al., 
2014) (Herrera & Gonzalez, 2005). A research done by Canché-Escamilla et al. (2014) mixed 
silica or hybrid nanoparticles manually with resin until the powder was homogenously mixed 
with the resin, and the produced paste was smeared over a glass surface with a spatula to yield 
a semi-transparent film and ensure optimal particle dispersion (Canché-Escamilla et al., 2014).
In another research by El Saeed et al. (2015), ZnO polyurethane nanocomposite (ZPN) 
coating films were prepared by dispersing the ZnO nanoparticles by sonicated in xylene solvent 
and ultrasonic waves using sonicator model, and the dispersed ZnO NPs were directly mixed 
with polyurethane base through manual stirring (El Saeed et al., 2015).
Phoo-ngernkham et al. (2014) used 1 to 3 wt. % of nano-SiO2 and nano-Al2O3 to be 
embedded in inorganic polymer matrix. Initially, they combined the dry material (fly ash) and 
nanoparticles (nano-SiO2 and nano-Al2O3) together until the mixture became homogeneous. 
This was followed by adding liquid alkaline solution into the dry mixture, while stirring 
was continued until the paste become homogeneous. The dispersibility of the nanoparticles 
in inorganic polymer matrix tends to improve the compressive strength of composite up to 
approximately 56 MPa. However, the authors observed that adding of 3wt% of nanoparticles 
was excessive due to the low amount of inorganic polymer to bind and interact with the high 
amount of nanoparticles. This is in comparison to the work of Rees et al. (2008) who mixed 
the 0.1g of Al2O3 nanoparticles with activation solution first before adding the dry components 
for the formation of inorganic polymer nanocomposite.
Another work by Nyugen et al. (2014) studied nanoparticle dispersion by ultrasonication in 
which Transducer Digital Sonifier Model 450 (Branson Ultrasonic Corporation, USA) was used 
to disperse the nanoparticles. For the ultrasonication, the maximum power input and frequency 
used were 400W and 20 kHz, respectively, whereas the ultrasonic horn that immersed into the 
suspension had a tip diameter of 13 mm and the sonication amplitude is in the range of 10–65 
lm. In order to reduce the heating up of suspensions during sonication, the ultrasonic mode was 
set with a pulse ratio on/off 0.1/0.1 (s/s), followed by cooling the vessel of suspension using 
an ice-water bath. Nyugen et al. (2014) also believe that nanoparticle concentration could give 
impact on cluster size, as well as the viscosity of suspension. 
Lee et al. (2005) claimed that introducing surfactant to the clay surface enabled a 
good compatibility between inorganic clay and organic polymer or monomer for good clay 
exfoliation, which is also a fire hazard material. However, without surface modification, natural 
clay can only disperse well in water-soluble polymers. Lee et al. (2005) stated that using water 
as nanoclays carrier could yield surfactant-free nanocomposites with a good clay dispersion 
in hydrophobic polymers.
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Chemical agents can be used to improve nanoparticle surface and its interfacial properties 
with polymer matric and also function as stabiliser against coagulation or aggregation by 
conserving the charge on nanoparticle surface. The Van der Waals force theory is useful to 
understand the interaction between nanoparticles and polymer matrix. This theory defines 
attractive and repulsive forces between molecules and explains that weaker forces, stronger 
polar and electrostatic interactions, or covalent interactions, can influence the interactions of 
particle-particle. 
In fact, to enable well dispersal of nanoparticles, it is convenient to conduct pre-
processing of the nanoparticles which includes purification steps to eliminate the impurities, 
deagglomeration for dispersing individual nanoparticles and chemical functionalisation so as to 
improve the nanoparticle-polymer interaction and enhance the properties (Peponi et al., 2014).
Mokhena (2012) conducted surface treatment on sisal nano-whiskers using alkaline 
solution, while Vasiliev et al. (2009) conducted a research on highly dispersible polymer-coated 
silver nanoparticles, whereby the silver was prewashed with deionized water and treated with 
piranha solution for an hour. Factually, the piranha solution is used to clean organic residues 
off silver.
Silane Treatment of Nanoparticles
As for the silane treatment of nanoparticles, Wang et al. (2011) used silane coupling agent to 
graft on the titanium dioxide (TiO2) surface. The grafted modification of TiO2 was performed 
in liquid phase, where silane coupling agent was added into deionised water before mixing it 
with TiO2. Wang et al. (2011) also suggested that the pH value of the mixture could be control 
by adding ammonium hydroxide (NH3H2O) and hydrochloric acid (HCL) solutions into the 
mixture. The slurry then underwent ultrasonic treatment for a range of time before centrifuging 
it at 4000 rpm for 20 minutes.
Most mixtures, in combination with nanoparticles, need some sort of forces to break the 
bonds within the particles so that the latter can be dispersed homogeneously into the matrix. 
The dispersibility of nanoparticles in organic medium is shown through the size of Lipophilic 
Degree (LD). The primitive TiO2 has some hydroxide radicals on its surface, causing it to 
become hydrophilic and thus sinks in deionised water. On the other hand, modified TiO2 floated 
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on the surface of deionised water. This reveals that the surface of TiO2 changed drastically 
after modification.
Another research by Yang et al. (2013) improved the surface properties of calcium carbonate 
(CaCO3) nanoparticles to react with (styrene-butadiene rubber) SBR latex by modifying the 
surface of CaCO3 nanoparticles with silane coupling agents. Meanwhile, Monfared et al. (2014) 
produced glass nanoparticles through wet milling process and they modified the surface of glass 
nanoparticles using mercaptopropyltrimethoxysilane (MPTMS). The composite was prepared 
by mixing these Silane-treated nanoparticles with monomers.
There are two methods used in preparing these composites. The first was by dispersion in 
solvent method, whereby glass nanoparticles were sonically dispersed in acetone, before adding 
to resin and then acetone was evaporated. The other method was done by directly adding glass 
nanoparticles into resin. For each method, 3 different groups of composites were produced, 
with inclusion of 5, 7.5 and 10 wt. % of glass particles, respectively. They noted D samples 
as in dispersion in solvent method and N samples as in non-dispersion in solvent method. As 
shown in Table 1, there is a significant pattern of results among the samples. Flexural strength in 
group D shows better mechanical properties in term of flexural strength and modulus compared 
to group N. Moreover, increasing the nanoparticle content tends to improve the mechanical 
properties as well for both D and N.  
Table 1 
Mean value of flexural strength, flexural modulus and micro hardness among the groups (Monfared et al., 
2014)  
Composites D1 D2 D3 N1 N2 N3
Flexural strength (Mpa) 63.98 69.07 75.22 55.83 58.38 59.99
Flexural modulus (Mpa) 1259.53 1295.08 1388.83 1210.78 1280.49 1334.26
Microhardness (VHN) 20.73 21.35 24.56 17.22 19.47 23.23
Dantas et al. (2012) studied the effects of fibre post surface after plasma and the common 
treatments and also evaluated the adhesion between treated fibre posts and Rely X Unicem 
resin cement. They conducted six types of treatments, which are silane, hydrofluoric acid, 
hydrofluoric acid plus silane (these are the most common treatments used in research works), 
plasma polymerisation with argon and ethylenediamine plasma (EDA). In order to compare 
the plasma and other common treatment methods, results after silane, hydrofluoric acid and 
hydrofluoric acid with silane treatments were evaluated. As a result, they observed that the 
most hydrophilic surface was seen in the samples treated with silane, followed by the treatment 
with hydrofluoric acid and finally hydrofluoric acid with silane.
The Morphology of Nanoparticles Dispersion 
Dispersion of the silica nanoparticles and hybrid silica/PMMA nanoparticles could be observed 
in the SEM images (Figure 2). Figure 2 shows the results obtained on the fractured zone of the 
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composites from the flexural test. Both the fractured zones have similar amount of nanoparticle 
content. However, it was found that the dispersion of hybrid silica/PMMA is better than that 
of the composite with only silica content. It is therefore likely that well dispersed hybrid 
nanoparticles can result in higher modulus for composite material (Canche-Escamilla et al., 
2014) (Tamon et al., 1998) (Šupová et al., 2011). The low flexural strength observed from the 
analysis in Figure 2 above, especially for the composite filled with only silica nanoparticles, 
indicates a poor dispersion of nanoparticles into the polymer matrix.
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Figure 2. SEM images of the fracture zone of composites. Type of Filler 
used: a) silica and b) hybrid silica/PMMA (78/22) nanoparticles (Canche-
Escamilla et al., 2014, pp. 161-167) 
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Figure 3. The SEM images of ZPN coated films containing ZnO NPs at 
different loading levels (El Saeed et al., 2015, pp. 282-289) 
	
Figure 3 presents the SEM images obtained from the fractured 
surface of polyurethane coating containing zinc oxide nanoparticles. The 
dispersibility of the nanoparticles was found to be uniform throughout the 
coating film. From left, the bright particle indicating the nanoparticles is 
increasing in amount. This finding presents that even though the 
nanoparticles are uniformly dispersed regardless of the amounts of 
nanoparticles used, the low loading of nanoparticles still indicates surface 
roughness compared to the higher loading of nanoparticles which also 
improved in crack resistance. This also accords with earlier observations, 
which showed that evenly dispersion of the nanoparticles gave impacts on 
the mechanical performance for the composite (El Saeed et al., 2015, pp. 
282-289). 
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Figure 3 presents the SEM images obtained from the fractured surface of polyurethane 
coating containing zinc oxide nanoparticles. The dispersibility of the nanoparticles was found to 
be uniform throughout the coating film. From left, the bright particle indicating the nanoparticles 
is increasing in amount. This finding presents that even though the nanoparticles are uniformly 
dispersed regardless of the amounts of nanoparticles used, the low loading of nanoparticles 
still indicates surface roughness compared to the higher loading of nanoparticles which also 
improved in crack resistance. This also accords with earlier observations, which showed that 
evenly dispersion of the nanoparticles gave impacts on the mechanical performance for the 
composite (El Saeed et al., 2015).
The amount of nanoparticles can contribute to the distribution of the nanoparticles in 
the polymer matrix. Some of the composites can be prepared by inclusion of large volume 
of nanoparticles and interestingly, the nanoparticles can uniformly distribute throughout the 
whole matrix. However, there are some produced composites which have limitation on the 
amount of nanoparticles used (El Saeed et al., 2015; Canche-Escamilla et al., 2014; Khare 
& Burris, 2010; Nobile et al., 2015). In certain cases, as the loads of nanoparticles increase, 
the viscosity of the polymer resins increase, which likely turn the nanocomposite into paste 
(Canche-Escamilla et al., 2014; Monfared et al., 2014; Oriakhi, 1998). Therefore, selection of 
suitable polymer and nanoparticle needs to be thoroughly done in order to have a good filler-
polymer interactions and composition.
In a research by Rangari et al. (2009), the high resolution TEM micrographs showed 
that tungsten trioxide (WO3) nanoparticles are porous and well dispersed in the epoxy resin 
(Figure 4).
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The dispersion of Al2O3 and ZnO nanoparticles at different concentrations in organic 
solvent and polymer solutions is shown in Figure 5 (Nyugen et al., 2014). The findings 
revealed that with optimum ultrasonic parameters, the stabilised nanoparticles exhibited the 
same final cluster size in aqueous, organic and polymer suspensions. Over the tested range, 
the solid concentration had very low effects on the cluster size. This finding further supports 
the idea that the dispersion results in low concentration suspensions could be transferred to 
highly concentrated suspensions or even to a polymer solutions (Nyugen et al., 2014; Rouxel 
& Vincent, 2014). The SEM photo in Figure 6 shows that the agglomeration of glass particles 
was removed by silanization process.
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Figure 6. The SEM photos of (left) milled glass particles and (right) 
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Figure 7 reveal that before the modification, CaCO3 nanoparticles were 
aggregated in aqueous solution with irregular shape due to the high surface 
energy and surface polarity. After the modification, it could be seen that 
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The research by Yang et al. (2013), showed that CaCO3 was dispersed evenly in ethanol 
using the ultrasonication process. As a result, Transmission Electron Microscopy (TEM) images 
of CaCO3 in Figure 7 reveal that before the modification, CaCO3 nanoparticles were aggregated 
in aqueous solution with irregular shape due to the high surface energy and surface polarity. 
After the modification, it could be seen that CaCO3 dispersed notably. This might be caused by 
the reduction of surface free energy and the increase of steric hindrance effects due to grafting 
of macromolecular chains of silane coupling agent onto the surface of CaCO3 nanoparticles. 
Figure 7 shows the TEM images of CaCO3 nanoparticles before and after the modification.
CONCLUSION
The trend of using of nanoparticles is based on their unique properties, which meet a wide range 
of applications and market needs. The selected nanoparticles need to be compatible with the 
polymer matrix in order to obtain the desired results, while the dispersion technique should be 
selected properly to uniformly disperse and distribute nanoparticles within the polymer matrix. 
Surface treatment or functionalisation on nanoparticles tends to improve the dispersibility of 
nanomaterials in the polymer matrix. The improved properties of the nanoparticles not only 
depend on the distribution of the nanoparticles but also their size, shape, concentration of 
nanoparticles used, type of nanoparticles and compatibility with the polymer matrix.
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ABSTRACT
The growing interest, environmental consciousness and high performance demands on engineering have 
led to extensive research and development of new and improved materials. Among the most commonly 
used natural fibres are kenaf, oil palm, sugar palm, pineapple leaf fibre, flax, hemp, sisal, coir and jute. 
These fibres are used to reinforce thermoplastic polymer matrices such as polystyrene (PS), polypropylene 
(PP), polyethylene (PE) and polyvinyl chloride (PVC). Meanwhile, phenolic, unsaturated polyester vinyl 
ester and epoxy resin are for thermosetting polymer matrices. The objective of this paper is to solicit 
works that cover major class of natural fibres, thermosetting polymers matrices, which detail about 
unsaturated polyester resin and hybrid biocomposites industry. 
Keywords: Natural fibres, modification, polymer matrices, unsaturated polyester, hybrid biocomposites
INTRODUCTION
Composite is the combination of two or more 
elements in any form and for a variety of 
uses. The concept of composite materials is 
simply that the action of combining different 
materials often produces a new material 
with superior performance beyond that 
exhibited by their individual constituents. 
The applications of composite materials 
have grown steadily throughout the years, 
penetrating and conquering newer markets 
nowadays.
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Modern and established composite materials constitute a significant proportion of these 
engineered material markets ranging from daily products to sophisticated niche applications. 
These advanced materials found usage in construction, military, automotive and aerospace 
industries. Their technologies are especially attractive due to their advantage over most existing 
materials like metal, as it possesses high specific strength, low density, light weight, enhanced 
corrosion and temperature capability. An added advantage, which is also its contribution to 
nature, is being a biodegradable and green product (Ishak et al., 2013; Nair et al., 1996).
Synthetic fibre-like glass, aramid and carbon fibre are widely used as reinforcement 
fibres in composites, which have been proven to be good mechanical strength enhancer. One 
disadvantage of synthetic fibre is that without proper handling, it may cause skin irritation 
causing it to be dangerous to human health. The desired tensile strength and young modulus 
of glass fibre are visibly much higher than that of the natural fibres. However, the difference 
in the characteristics of glass and natural fibres is considered as the most important when their 
applications and costs are taken into account (Bledzki & Gassan, 1999).
Natural fibre, as a reinforcement fibre, has become a popular alternative due to their 
abundance and significant performance in term of strength and stiffness enhancement, apart 
from being readily available from renewable sources and producible with low investments, low 
wear of tooling and skin irritation, environmental-friendly, and may act as a good substitute 
to synthetic fibre. Natural fibre composites are essentially a plant fibre embedded within a 
thermoset or thermoplastic polymer. The density of these natural fibres is similar as their 
plastic counterparts, which are usually 40–50% lower than the density of glass fibre (Rajan & 
Curtin, 2015; Saba et al., 2014). Therefore, polymeric materials could be reinforced or filled 
without having significant effects on their density. Finally, natural fibres, such as kenaf, oil 
palm, sugar palm, pineapple leaf, flax, hemp, sisal, coir and jute, have attracted the attention 
of most scientists and technologists for their widespread applications.
NATURAL AND SYNTHETIC FIBRES
Natural Fibre Sources
An increase in the demands for engineering materials has prompted enthusiastic broad research 
and development of new and improved materials especially from the composites industry. Since 
most natural fibres used today are being researched to the leading edge of material technology, 
the development enabling their use in advanced applications is becoming harder to be ignored.
Recently, there has been an expansion for research into creating new materials with high 
performance and desirable properties at an affordable cost from renewable agriculture based 
materials. This growth of concern on the utilisation of alternative sources of natural fibre was 
contributed by the increasing awareness towards eco-friendly, renewable and biodegradable 
materials. All these are for purpose of reducing dependency on non-renewable natural resources, 
as there is short supply of petroleum based polymer and to generate their replacement (Sahari 
et al., 2013).
The primary advantages of natural fibres over synthetic fibres are their abundance sources 
and relatively low cost, low mass and specific density, high specific strength, renewability and 
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biodegradability (Mohanty et al., 2002; Sahari et al., 2013). The present use of the biodegradable 
term in natural fibre composite actually refers to the utilisation of natural sources in the polymer 
industry, which reduces the dependency on petroleum resources and carbon emissions (CO2) 
due to the decreasing need for plastic burning (Sahari et al., 2013).
In this cutting-edge technology era, the use of natural fibre composites offers an 
environmental gain opportunity via reduction of dependency on petroleum-based materials. 
Figure 1 offers an outlook on the application of natural fibre reinforcement in the automotive 
industry in Germany and Austria between 1996 and 2002. It was forecasted that the introduction 
of natural fibres into composites would then alter the global composites trend and serve as a 
better choice in appropriate construction material selection.
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Figure 1. Utilisation of natural fibre reinforced composite for the automotive industry in 
Germany and Austria 1996 and 2003 (Karus et al., 2003, pp. 73-78). 
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vehicle” directive imposes that 85% of all vehicle component weight should be 
recyclable by 2005, which would later be increased to 95% by 2015 (Madsen & Lilholt, 
2003, pp. 1265-1272). Mercedes Benz, with its own renovation engineering recently 
achieved around 20% of car weight reduction by implementing hybrid flax and sisal 
reinforced thermoset composites for their door panels (Mohanty et al., 2005). Figure 2 
shows how natural fibres such as flax, hemp, sisal, wood and other natural fibres 
reinforced polymer composites are utilised in the automotive applications to produce up 
to 50 components of the Mercedes Benz E-class series, with the inner door made 
specially from kenaf reinforced PP composites. 
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Figure 1. Utilisation of natural fibre reinforced composite for the automotive industry in Germany and Austria 
1996 and 2003 (Karus et al., 2003)
The industrial use of natural fibres was not driven only by cost reduction, but also by other 
issues related to overall environmental awareness. In Europe, the EU “end-of-life vehicle” 
directive imposes that 85% of all vehicle component weight should be recyclable by 2005, 
which would later be increased to 95% by 2015 (Madsen & Lilholt, 2003). Mercedes Benz, 
with its own renovation engineering recently achieved around 20% of car weight reduction 
by implementing hybrid flax and sisal reinforced thermoset composites for their door panels 
(Mohanty et al., 2005). Figure 2 shows how natural fibres such as flax, hemp, sisal, wood and 
other natural fibres reinforced polymer composites are utilised in the automotive applications 
to produce up to 50 components of the Mercedes Benz E-class series, with the inner door made 
specially from kenaf reinforced PP composites.
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The major market identified for the applications of green composites are the replacement 
of fibre glass and steel in the automotive components. These are the trim parts in dashboards, 
door panels, parcel shelves, seat cushion and cabin linings. For example, flax fibres used in car 
disk brakes to replace asbestos fibres, and the use of hybrid kenaf, i.e. glass reinforced epoxy 
composites, as car bumper beam (Bismarck et al., 2006; Davoodi et al.; 2010).
In addition, natural fibre composite has been used for panelling materials in buildings, 
furniture components, moulded and pultruded sections for various other applications. The 
use of natural fibre composites is not limited to the automotive industry only. Natural fibre 
reinforced composites are being widely used in a large number of applications such as for the 
construction and aerospace industries. Figure 3 shows the percentage of natural fibres usage 
in different applications.
8	
	
 
Figure2. (a) Natural fibre reinforced composites in automotive applications, (b) inner 
door made of kenaf reinforced PP composites (Mohanty et al., 2005) 
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The physical and mechanical properties of these natural fibres are determined by their 
chemical and physical composition such as the structure of the fibres, cellulose content, their 
inherent microfibrillar angle and cross section and degree of polymerisation. Swelling of the 
fibres, due to moisture absorption, has been a major drawback for natural fibres, causing a weak 
bonding to the fibre-matrix interaction in the composites (Cheung et al., 2009).
Classification and Limitations of Natural Fibres
Fibres can be classified into two main groups; natural and man-made. A diagram with a 
classification of various fibres from plants, animals, minerals and synthetic fibres is shown in 
Figure 4. Currently, most industries utilise fibre glass, which is also known as man-made fibre 
(synthetic fibre) as the reinforcement in composite. A recent study, however, has examined 
the development of natural fibres such as kenaf, oil palm, sugar palm, pineapple leaf, flax, 
hemp, sisal, coir and jute as the alternatives for conventional reinforcement materials (Saba 
et al., 2014).
According to Gurunathan et al. (2015), all plant fibres are composed of cellulose, while 
animal fibres consist of proteins (hair, silk and wool). Plant fibres includes bast (or stem or 
soft sclerenchyma) fibre, leaf or hard fibre, seed, fruit, wood, cereal straw and other grass 
fibres. The plant fibres have three major compositions known as cellulose, hemicellulose and 
lignin. Meanwhile, plant fibres also contain minor components consisting of pectin, waxes and 
water-soluble substances (Bledzki et al., 1999). Faruk et al. (2012) have listed the chemical 
compositions of cellulose, hemicellulose, lignin and wax content as having some common 
natural fibres presence.
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Figure 4. Classification of natural and synthetic fibres (Gurunathan et al., 2015, pp. 1-
25) 
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the factor influencing performance of natural fibre reinforced composites. 
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In tropical countries like Malaysia, fibrous plants are available in abundance; and at least 
some of them are agricultural crops. Table 1 compares the mechanical properties of different 
natural fibres with their synthetic fibre counterpart. The tensile strength, elongation at break 
and young modulus of the single fibres depend on the chemical compositions, size, shape, 
orientation and thickness of their cell walls. Figure 5 shows the factor influencing performance 
of natural fibre reinforced composites.
Table 1 
The physical and mechanical properties of selected natural fibres and synthetic fibres (Ishak et al., 2013; 
Satyanarayana et al., 2009; Koronis et al., 2013; Ku et al., 2011)  
Fibres Density (g/cm3) Tensile strength 
(MPa)
Elongation at break 
(%)
Young Modulus 
(GPa)
Sugar Palm 1.29 15.5-290 5.7-28.0 0.5-3.37
Bagasse 1.5 290 - 17
Bamboo 1.25 140-230 - 11-17
Flax 0.6-1.1 345-1035 2.7-3.2 27.6
Hemp 1.48 690 1.6-4 70
Jute 1.3 393-773 1.5-1.8 26.5
Kenaf 1.45 930 1.6 53
Sisal 1.5 511-535 2.0-2.5 9.4-22
Ramie 1.5 560 2.5-3.8 24.5
Pineapple 0.8-1.6 400-627 14.5 1.44
Coir 1.2 175 30 4-6
E-Glass 2.5 2000-3500 0.5 70
S-Glass 2.5 4570 2.8 86
Aramid 1.4 3000-3150 3.3-3.7 63.0-67.0
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Figure 5. Factors influencing the performance of biocomposites (source: Shalwan & 
Yousif, 2013, pp. 14-24) 
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portions. When natural fibre is exposed to high humidity environment, these hydroxyl 
groups attract water molecules by chemical interaction called hydrogen bonding. Figure 
6 shows the cellulose structure that is rich with OH group (inter-fibrillar region of the 
fibre, hemi-cellulose and lignin). 
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According to Ishak et al. (2011), one of the limitations of natural fibre is its hydrophilic 
nature due to the presence of hydroxyl (OH) group throughout the structure especially for 
cellulose (repeated unit of glucose in plants) and hemicellulose portions. When natural fibre 
is exposed to high humidity environment, these hydr xyl groups attract water molecules by 
chemical interaction called hydrogen bonding. Figure 6 shows the cellulose structure that is 
rich with OH group (inter-fibrillar region of the fibre, hemi-cellulose and lignin).
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Besides the aforementioned risk, an additional risk of using plant fibres is the poor 
compatibility between fibres and polymer matrix, which results in a non-uniform dispersion 
formation of fibres within the matrix, and thus generates poor interfacial bonding properties. 
Most polymers, especially thermosetting, are non-polar (‘hydrophobic’, water repelling) 
substances, which are compatible with polar (‘hydrophilic’, water attracted) wood fibres, and 
therefore cause poor adhesion between the fibre and matrix interaction surfaces.
Modification of Natural Fibres
The main purpose of modification of natural fibres is to improve the interfacial adhesion 
and compatibility with the polymer matrix. This is due to the fact that natural fibres consist 
of cellulose, hemicellulose, pectins and lignin, which are in hydroxyl groups and tend to be 
strong hydrophilic materials. The significant issue of compatibility between natural fibre and 
the matrix is the weak interface area due to the different polarity interfaces.
According to Shalwan and Yousif (2013), chemical treatment such as bleaching, acetylation 
and alkali treatment may improve the interfacial adhesion between fibre and matrix by cleaning 
the surface of the fibres from impurities. As a result, the roughness of the fibres surface 
increases and disrupts the moisture absorption process by removing the layer surface of the 
OH groups in fibre.
In order to improve the affinity and adhesion between the fibres and polymer matrices in 
production, chemical ‘coupling’ or ‘compatibilising’ agents were employed (Kim et al., 2006). 
Chemical coupling agents are substances, typically polymers that are used in small quantities, to 
treat the surface of a molecule to enable bonding between the fibre surface and polymer matrix.
The coupling form includes covalent bonds, secondary bonding (such as hydrogen bonding 
and Van der Waals’ forces), polymer molecular entanglement and mechanical inter-blocking (Lu 
et al., 2006). Therefore, chemical treatment can improve the strength and nterfacial adhesion 
of natural fibres. Some compounds are known to promote adhesion by chemically coupling the 
adhesion to the material such as sodium hydroxide, silane, acetic acid, acrylic acid, isocyanates, 
potassium permanganate, peroxide and other coupling agent.
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Bachtiar et al. (2008; 2009; 2010) studied the effects of different concentrations of NaOH 
(alkaline treatment or mercerisation) on sugar palm reinforced epoxy composites. These fibres 
were subjected to alkali solution by soaking with 0.25M and 0.5M of NaOH under 1, 4, and 
8 hrs of soaking time, respectively. They concluded that the treatment might have increased 
their tensile strength and modulus by up to 16%, flexural strength and modulus increment up to 
24% and 147%, respectively, and impact strength up to 29%. The increase of those properties 
might be due to the reduction of hydrophilic properties within the sugar palm fibres after being 
treated with NaOH. It was also thought to have facilitated better interfacial bonding between 
the palm fibre and epoxy matrix (Ishak et al., 2013).
Synthetic Fibre Sources
With excellent mechanical properties such as high strength and stiffness, and low density, these 
characteristics enable high carbon and aramid (e.g., Kevlar) to be the commonly used as fibre 
reinforcement for composites. However, due to their high cost, most researchers and scientists 
have shifted to using glass fibre instead. Glass is defined by the ASTM standard (C167-71) as an 
inorganic product of fusion which has being cooled to a rigid condition without crystallisation. 
In the amorphous state, it is isotropic and has a glass transition point rather than a melting 
point. Raw materials of glass fibre are silicates, soda, clay, limestone, boric acid, fluorspar or 
various metallic oxides, which are blended to form a glass batch, which is melted in a furnace 
and refined during lateral flow to the narrow chamber.
The benefits of using glass fibre include lower cost, moderate stiffness to weight ratio, and 
ease of manufacture. However, their drawbacks include an increasing wear on the processing 
machinery due to their abrasive properties (Wambua et al., 2003). Health risk is also another 
shortcoming, as well as its disposal issue in which glass fibre could not be incinerated as its 
ash residues could lead to furnace damage.
The only feasible way to dispose glass fibre is to dump the waste in landfill, which may 
result in another issue of high costs associated with establishment of landfill, machine, labour 
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and other related operation costs (Bos, 2004). Table 2 shows the classification of glass fibres 
and their applications.
Table 2 
The classifications and applications of glass fibre with designation letter (Wallenberger et al., 2001)  
Letter of designation Properties Applications
E, electrical Low electrical conductivity Electrical applications and widely used as a 
reinforcement for plastic and composites
S, strength High strength Aerospace applications
C, chemical High chemical durability Battery plate wrappers and chemical filters
A, alkali High alkali or soda lime 
glass
Window glass, bottles and containers
D, dielectric Low dielectric constant Electrical and construction applications
In addition, glass fibre has perfect elasticity where glass fibres often follow Hooke’s law, 
while typical glass fibres have a maximum elongation of 5% at break. They also have low 
coefficiency of thermal expansion and high thermal conductivity, outstanding dimensional 
stability and good chemical resistant (Altan, 2004). As a result, glass fibres are commonly used 
as a reinforcement material in structural composites such as aircraft parts, boats, automotive 
parts and other high-end applications (Wallenberger et al., 2001).
POLYMER MATRICES
The matrix serves five important roles of: (1) holding the reinforcement phase in place, (2) 
deforming and distributing stress to the reinforcement under applied loads or stress, (3) binding 
the fibres together and transferring load to the fibres and providing rigidity and shape to the 
structure, (4) isolating the fibres so that individual fibres can act separately and stopping or 
slowing the propagation of cracks, and (5) providing protection to the reinforced fibres against 
chemical attack and mechanical damage (Callister et al., 2012; Mazumdar, 2001).
According to Smith and Hashemi (2003), there are two major types of matrices, namely 
thermoplastics and thermosetting. The composite requirement and application are the 
determining factors for the matrices selection criteria. For example, in a case where chemical 
resistance with high temperature resistance is required, thermoset matrices will be more 
suitable. On the other hand, thermoplastics are preferred when the composite requires high 
damage tolerance and recyclable.
According to Holbery and Houston (2006), the primary thermoset resins used in natural 
fibre composites at present are phenolic, unsaturated polyester, vinyl ester and epoxy resin. 
Table 3 shows a comparison between typical thermoset properties and the most favourable 
thermosetting resin widely used in various applications.
Mohd Nurazzi, N., Khalina, A., Sapuan, S. M., Dayang Laila, A. H. A. M., Rahmah, M. and Hanafee, Z.
1094 Pertanika J. Sci. & Technol. 25 (4): 1085 - 1102 (2017)
Unsaturated Polyester Resin 
Unsaturated polyester (UP) resin, which is commonly referred to as polyester resin, is seen 
as one of the most promising and popular resins, and one of the more versatile synthetic co-
polymers in composites manufacturing. Unsaturated polyesters are an important class of high 
performance engineering polymers, which can be found in a number of engineering applications.
They were primarily used in compression moulding (sheet moulding compounds), 
injection moulding (bulk moulding compounds), resin transfer moulding (RTM), pultrusion, 
filament winding and hand lay-up process (Vilas et al., 2001). It was found that 85% of the 
fibre reinforced polymer (FRP) products like boats, car and aircraft components and chairs 
were manufactured using polyesters (Devi et al., 19978).
Unsaturated polyester is a thermosetting polymer based which contains ester functional 
group in their main chain and it is dissolved in styrene monomer that copolymerises and 
causes the resin to cure. The unsaturated nature of the backbone provides sites for reaction 
with double bonds in styrene monomer through peroxide initiators, leading to the formation 
of three-dimensional network (Malik et al., 2000). Figure 8 shows the molecular structure of 
unsaturated polyester with positions of ester group and reactive sites.
Table 3 
Mechanical properties of phenolic resin with other resins (Leemon et al., 2015; Leman et al., 2008; 
Sreekala et al., 2001; Iijima et al., 1991)  
Type of Resin Density (g/cm3) Tensile strength (MPa) Tensile Modulus (MPa)
Phenolic (Resole type) 1.19 – 1.2 10 375
Unsaturated polyester 1.2 – 1.5 40 – 90 2000 – 4500
Vinyl ester 1.2 – 1.4 69 – 83 3100 – 3800
Epoxy 1.1 – 1.4 35 – 100 3000 – 6000
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The most frequently catalyst used is methyl ethyl ketone (MEKP) or benzoyl peroxide 
(BPO) with the amount varies from 1-2%. It was added to the resin system in order to 
initiate the polymerisation reaction. The catalyst does not take part in the chemical 
reaction but simply activates the process for curing process. 
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Figure 8. Positions of the ester group (C=O-O-C) and reactive sites (C* = C*) attached within the molecular 
structure of unsaturated polyester
The most frequently catalyst used is methyl ethyl ketone (MEKP) or benzoyl peroxide 
(BPO) with the amount varies from 1-2%. It was added to the resin system in order to initiate 
the polymerisation reaction. The catalyst does not take part in the chemical reaction but simply 
activates the process for curing process.
In order to enable reaction to take place at ambient temperature and decrease process time, 
an accelerator is added to the catalysed resin. Without the presence of catalyst, accelerators have 
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small effect on resin reaction. Therefore, the polyester manufacturer normally adds accelerator 
into the resin to create a ‘pre-accelerated’ reaction. The cobalt based accelerator expedites the 
catalyst to initiate the chemical reaction between the resin and styrene monomer.
In the presence of polyester resin, the catalyst will decompose to form free radicals that 
attack the unsaturated groups (C=C) to start up the polymerisation process. Meanwhile, the 
rate of polymerisation is proportional to the processing temperature and amount of catalyst 
being used (Dholakiya, 2012).
Unsaturated polyesters are capable of producing very strong bonds with other materials, 
with good toughness and crack resistance capability (Willis et al., 2003, pp. 475-479). Unlike 
the compatibility interaction between polar UP and polar natural fibres, non-polar thermoplastics 
are not compatible with natural fibres, which resulted in a poor interfacial interaction. In order 
to enhance this poor interfacial adhesion, a coupling agent was used in small quantities to treat 
the fibrous surface (Naguib et al., 2015; Schneider et al., 1985). Table 4 shows the test methods 
according to the ASTM standard for characterising the mechanical properties of unsaturated 
polyester resin.
Table 4 
The ASTM test methods for characterising the mechanical properties of unsaturated polyester resin  
Properties ASTM test method
Tensile strength, modulus and % elongation D3039/D638
Flexural strength and modulus D790
Compressive strength, modulus and % compression  at break D695
Izod impact D256
Heat distortion D648
Barcol hardness D2583
The advantages of unsaturated polyester are its dimensional stability and affordable 
cost. Other advantages include ease of handling, processing, fabricating and good balance of 
mechanical, electrical and chemical properties. Some special formulations offer high corrosion 
resistance and fire retardant. This resin is probably the best value for a balance between 
performance and structural capabilities (Mathews et al., 1994; Mishra et al., 2003; Tuttle, 2004).
NATURAL FIBRE REINFORCED COMPOSITES
Hybrid Fibre Reinforced Composites
Hybridisation is a design strategy for fibre reinforced composite materials through an 
incorporation of two or more fibres within a single matrix with different classes to manipulating 
the desired properties. It can be from a combination of natural-natural fibres, natural-synthetic 
fibres and synthetic-synthetic fibres (Mishra et al., 2003). Hybrid biocomposite materials 
are usually quite challenging to manufacture due to their different properties. They could be 
made from combinations of polymer, elastomer, metal, ceramics, glasses, and plant, and can 
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be produced in the forms of composite, sandwich laminates, lattice and segmented (Ashby et 
al., 2013).
According to Caseri and Walter (2007), the interaction could be either weak because of 
Van de Waals, hydrogen bonding and weak electrostatic interactions, or strong because of the 
chemical interactions between the different components. Besides that, the designation of the 
hybrid biocomposite also can affect their mechanical strength and load carrying. Furthermore, 
hybridisation with glass fibres could improve the mechanical properties of biocomposites. 
However, hybrid biocomposites are generally limited up to 50% of fibre loading (Maleque et 
al., 2007; Sanadi et al., 2001). Figure 9 shows an example of the mechanism of hybridisation 
conducted by Atiqah et al. (2014).
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Figure 9. The mechanism of hybridisation components of natural fibres, synthetic fibres and polymer matrix 
(Atiqah et al., 2014)
According to Thwe and Liao (2002), the advantage of hybridisation of different fibres 
is that the fibre could complement the limitation with another fibre. As a result, a balance of 
mechanical performance and cost reduction for engineering applications could be achieved 
(Reddy et al., 2008).
Meanwhile, Jawaid et al. (2013) studied the mechanical behaviour of hybrid biocomposites 
based on jute and oil palm fibre. It was found that the use of hybrid system increased the 
tensile strength and modulus, and lowered the damping effect of the oil palm-epoxy composite. 
This was due to the good fibre-matrix interface bonding and the increase in stress-transfer 
effectiveness.
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Ishak et al. (2013) developed a composite boat made of sugar palm and glass fibres. The 
boat, shown in Figure 10, was made of 2 layers of the fibres which were woven sugar palm 
and glass fibres reinforced with unsaturated polyester resin. The dependence of glass fibre has 
reduced the weight of the boat up to 50%. It should be noted that the density of sugar palm is 
approximately 1.22–1.29 kg/m3 compared to the density of glass fibre, which is 2.5 kg/m3.
An investigation was done by Ahmed et al. (2008) to study the effects of stacking sequence 
on the mechanical properties of woven jute and glass fabric reinforced polyester hybrid 
biocomposites. It was found that layering sequence affects the flexural and inter-laminar 
shear properties more than the tensile properties. They also concluded that hybrid laminates, 
with two glass plies on each side, were the optimum combination for a good balance between 
mechanical properties and also cost incurred.
Mishra et al. (2003) stated that various research has shown that the hybrid biocomposites 
behaviour is a function of weighted sum of individual components, with favourable balance 
between the benefits and drawbacks of the composite materials. There are a few factors affecting 
the mechanical properties of hybrid biocomposites, which include hybridisation design, nature 
of the matrix, fibre length, fibre compositions and fibre-matrix interface.
CONCLUSION
There are lot of beneficial natural fibre sources in a wide range of applications in the composite 
industry. It is worth mentioning that the performance of natural fibre reinforced composites can 
be tailored through hybridisation by employing an appropriate amount of synthetic fibres. In 
addition to cost effectiveness balance, a balance between environmental impacts and desired 
performance could be achieved by designing the composite based on the product requirements.
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ABSTRACT
Environmental issues have motivated researchers to replace synthetic fibres with natural fibres in the 
fabrication of polymer composites. However, natural fibres demonstrate weak mechanical or thermal 
properties which limit their different applications. Researchers have suggested fabrication of hybrid 
composites in order to improve the mechanical and thermal properties of natural fibre-based composites. 
Hybrid composites are made up by two or more fibres in one matrix or two polymer blends and with 
one natural fibre reinforcement. By hybridising one 
natural fibre with another natural fibre/synthetic 
fibre in one matrix, the resulting composite is a 
unique product (hybrid composites) that displays 
better mechanical and thermal properties in 
comparison with individual fibre-reinforced 
polymer composites. The advantages of developing 
hybrid composites are that they are more reliable 
for different applications and more environmental 
friendly. In this review paper, we present some 
recently published works related to mechanical 
and thermal properties of natural/natural fibres, and 
natural/synthetic fibre-based hybrid composites. 
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Hybrid composites are one of the emerging fields in material science which has attracted attention for 
their different engineering applications.  
Keywords: Fibres, composites, hybrid composites, mechanical properties, thermal properties
INTRODUCTION
Natural materials are considered as environmental friendly because of their low energy 
combustion, renewable and biodegradable characteristics. Kenaf, flax, hemp, jute, sisal and 
banana fibres are introduced as alternative materials for composite reinforcement because of 
their advantages of being renewable and having marketing appeal in composite manufacturing 
industries. Recently, manufacturers of different industries are interested in natural fibres 
and are trying to investigate new composites to replace the glass fibre-based composites 
or polymers. Applications of natural fibres are found in different industries such as civil 
constructions industry, aerospace and automotive industries, etc. However, natural fibres have 
some drawbacks such as low mechanical properties as compared to glass or carbon fibre-based 
composites. In addition, the water absorbent of natural fibres is considerably higher than that of 
the synthetic fibres. Therefore, as a solution to these drawbacks and to improve the properties 
of natural fibre-reinforced polymer composites, hybrid biocomposites are introduced. Hybrid 
biocomposites are made up of two or more fibres in one matrix.
In a novel review, Faruk et al. (2012), gathered information on most used natural fibres, 
as well as on the different treatments that could be done on natural fibres. This paper reviewed 
almost all papers related to natural fibres for the last ten years. Natural lacquer, epoxy, and 
organic silane compound were used to prepare a bio-based resin. Results indicate that this 
thermoset resin is capable of being applied in industrial applications for either producing 
thick resin materials or as a coating (Kanehashi et al., 2014). To avoid environmental issues 
and keep industrial properties in a desired range, hybrid biocomposites that are made up of a 
bio fibre, along with a nano-reinforced bio-based polymer, can be used. They presented the 
optimal designs for a maximum cooperation of the components to establish a benchmark for the 
enhancement of bio-based hybrid composite applications (Haq et al., 2008). These capabilities 
of natural fibres increased the attention of researchers to this area. It is understood that using 
natural fibres in a hybrid composite improves the mechanical properties, as well as thermal 
properties. In this paper, some of the studies related to the hybrid composites are reviewed to 
motivate further research on this topic.
Mechanical Properties
Mechanical properties are the most important aspect of an engineering material. The material 
should be able to bare special amount of loadings in different directions. Therefore, these 
properties of hybrid biocomposites are well studied. For instance, Narendar et al. (2014 ) 
developed coir pith/nylon fabric/epoxy hybrid composites by using hand layup and compression 
moulding method. The mechanical properties of composites such as tensile strength, flexural 
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strength, impact strength and hardness determine that the coir pith acts as a good reinforcement 
with the epoxy resin matrix. Moreover,  chemical treatment has been proven to enhance the 
mechanical properties of hybrid composites. It was also found that in hybrid composites, 
chemical and flame resistance improved after the chemical treatment. In addition, the hybrid 
composite of coir pith and nylon with chemically treatment were found to have longer durability 
of the panels in moist conditions. Atiqah et al. (2014) also developed kenaf-glass reinforced 
unsaturated polyester (UPE) hybrid composite for structural applications. Figure 1 shows the 
average flexural properties of the developed hybrid composites. The treated kenaf-UPE hybrid 
materials showed slightly better flexural behaviour in comparison with the untreated kenaf-
UPE. This is because of the consolidation of fibre composite which was achieved through 
a combination of compaction, matrix impregnation and curing resulting in higher flexural 
properties of the hybrid composites.
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Figure 1. The flexural modulus of hybrid composite (Atiqah et al., 2014, pp. 
68-73) 
 
In another study, Özturk (2010, pp. 2265-2288) did a novel work that 
researched on the mechanical properties with different fibre loadings in 
natural composites of kenaf and flax fibers with phenol-formaldehyde resin. 
Stress-strain analysis of the above composite is demonstrated in Figure 2. 
The variation of fibre loading is between 19-62 vol %. That increment in 
fibre content up to 43 vol% increased the ultimate stress and elongation at 
break, while further increment in fibre content reduced these values of the 
composites. Akil et al. (2010, pp. 2942-2950) studied the flexural behaviour 
of pultruded jute/glass and kenaf/glass hybrid composites. According to this 
research, pultrusion is a proper method for fabricating kenaf and jute fibre 
composites, as well as their hybrid with glass fibres. Although optimisation 
may be needed due to the insufficient fibre impregnation and problem 
Figure 1. The flexural modulus of hybrid composite (Atiqah et al., 2014)
In another study, Özturk (2010) did a novel work that researched on the mechanical 
properties with different fibre loadings in natural composites of kenaf and flax fibers with 
phenol-formaldehyde resin. Stress-strain analysis of the above composite is demonstrated in 
Figure 2. The variation of fibre loading is between 19-62 vol %. That increment in fibre content 
up to 43 vol% increased the ultimate stress and elongation at break, while further increment 
in fibre content reduced these values of the composites. Akil et al. (2010) studied the flexural 
behaviour of pultruded jute/glass and kenaf/glass hybrid composites. According to this research, 
pultrusio  is a pr per method for f bricating kenaf and jute fibre co posites, as well as their 
hybrid with glass fibres. Although optimisation may be needed due to the insufficient fibre 
impregnation and problem associated with control of fibre orientation to improve flexural and 
indentation performances of the laminate, especially for kenaf fibre laminates.
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Similarly, the mechanical properties of sisal-glass fibre epoxy hybrid composites were 
studied as a function of fibre length (Ashok et al., 2010). Fibre length of 2 cm showed a better 
performance in hardness and impact strength in comparison with those having 1 cm and 3 cm 
length, as shown in Figure 3. In addition, they also determined that fibre alkaline treatment 
improved the mechanical properties compared to the untreated fibres due to the improvement 
of interfacial bonding of fibre/ matrix.
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Similarly, the mechanical properties of sisal-glass fibre epoxy hybrid 
composites were studied as a function of fibre length (Ashok et al., 2010, 
pp. 3195-3202). Fibre length of 2 cm showed a better performance in 
hardness and impact strength in comparison with those having 1 cm and 3 
cm length, as shown in Figure 3. In addition, they also determined that fibre 
alkaline treatment improved the mechanical properties compared to the 
untreated fibres due to the improvement of interfacial bonding of fibre/ 
matrix. 
Figure 2. The effect of fibre loading on: (a) stress-strain behaviour of kenaf/PF composites, and (b) tensile 
strength and elongation at the break of kenaf/PF composite (Özturk, 2010)
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hybrid composites with different fibre lengths (Ashok et al., 2010, pp. 3195-
3202) 
 
 
In another study, Venkateshwaran et al. (2011, pp. 4017-4021) investigated 
the mechanical properties and water absorption behaviour of banana/sisal 
reinforced epoxy hybrid composites. The results indicated that an addition 
of sisal up to 50% by weight in banana/epoxy composites increased the 
mechanical properties, but decreased the water absorption of hybrid 
composites. In another interesting work, researchers studied the mechanical 
properties of coir/silk unsaturated polyester-based hybrid composites as a 
function of fibre length. Results of their studied are illustrated in Table 1 
and based on the findings, it is concluded that the mechanical properties 
tested in this experiment showed a better result for the hybrid composites 
having 2 cm fibre length (Noorunnisa et al., 2010, pp. 2124-2127). 
Figure 3. Hardness of the untreated and treated epoxy-based sisal-glass hybrid composites with different fibre 
lengths (Ashok et al., 20102)
In another study, Venkateshwaran et al. (2011) investigated the mechanical properties and 
water absorption behaviour of banana/sisal reinforced epoxy hybrid composites. The results 
indicated that an addition of sisal up to 50% by weight in banana/epoxy composites increased 
the mechanical properties, but decreased the water absorption of hybrid composites. In 
another interesting work, researchers studied the mechanical properties of coir/silk unsaturated 
polyester-based hybrid composites as a function of fibre length. Results of their studied are 
illustrated in Table 1 and based on t e findings, it is concluded that the mechanical properties 
tested in this experiment showed a better result for the hybrid composites having 2 cm fibre 
length (Noorunnisa et al., 2010).
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Anuar et al. (2008) analysed the mechanical properties of thermoplastic natural rubber 
reinforced with short carbon/kenaf fibre in the hybrid composites. In the experiment, hybrid 
composites were fabricated with different fibre contents and flexural testing was carried out 
for the composites with fibre contents below 20 vol%, while impact testing was done for the 
samples having up to 30% fibre content. The results indicated that flexural strength and modulus 
increased up to 15 % vol of the fibre content and after that it displayed a decreasing trend, 
whereas impact strength had increment for both the untreated and treated composites at higher 
fibre contents. This research determines that fibre loading causes increment in flexural properties 
although the flexural properties of a single type of reinforcement show better results than those 
of the hybrid composites. In the case of impact strength, fibre loading increases the absorbed 
energy whereas the results demonstrate a higher strength for the untreated hybrid composite 
than the treated one. Similarly, the mechanical properties of hybrid kenaf/glass reinforced 
epoxy composite for passenger car bumper beam fabricated by modified sheet moulding 
compound (SMC) method were investigated (Davoodi et al., 2010). The results indicated that 
tensile strength, Young’s modulus, flexural strength and flexural modulus of hybrid composites 
Table 1 
The mechanical properties of treated sisal fibre-reinforced polyester composites (Noorunnisa et al., 2010)  
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R40 67±2.3 2196±54 84±1.7 3495±36 30 21.5 0.106 23.0
60 26.9 0.121 33.6
90 32.5 0.145 47.2
RN40 79±1.8 3002±45 102±1.9 4737±25 30 8.8 0.059 4.92
60 11.1 0.055 6.11
90 11.3 0.077 8.75
RH40 74±2.1 2559±19 101±2.9 4552±56 30 8.8 0.041 8.16
60 15.0 0.103 15.6
90 20.1 0.092 19.0
RB40 70±1.8 2431±28 93±2.1 4362±38 30 5.11 0.123 2.14
60 9.64 0.025 2.41
90 10.60 0.026 2.75
RP40 72±1.5 2697±14 106±3.3 4590±49 30 8.91 0.062 5.54
60 13.1 0.055 7.26
90 16.9 0.065 11.0
RS40 76±2.2 2444±45 102±2.6 4849±56 30 8.35 0.092 6.51
60 14.3 0.098 14.0
90 18.1 0.083 15.1
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are similar to glass mat thermoplastic (GMT), but impact strength is still low, which makes 
it suitable for utilisation in car bumper beam. It can be observed from Figures 4 to 6 of this 
study that tensile and flexural properties (strength and modulus) of the hybrid composite have 
better mechanical properties in comparison with the common bumper beam material. However, 
impact property is not sufficient for this application. The hybrid composite introduced in this 
paper could be used as the bumper bean by improving the impact properties to optimise the 
structural design parameters, or by improving the material properties.
In another study, Sathishkumar et al. (2013) determined the mechanical properties of 
randomly oriented snake grass (SG) fibre with banana (B) and coir (C) fibre-reinforced hybrid 
composites. The mechanical properties were evaluated based on the ASTM standards. The 
results showed that the SG/B composites displayed the maximum tensile properties at 20% 
volume fraction, while the SG/C composites showed the maximum flexural strength. This 
finding implies that by adding more than one fibre into the composites and fabricating a hybrid 
composite, it is possible to achieve the maximum strength of the materials.
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Figure 4. (a) Tensile modulus, and (b) tensile strength (Davoodi et al., 2010, 
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Ghani et al. (2012) studied the mechanical properties of kenaf/fibre glass fibre-reinforced 
polyester hybrid composite in respect to water absorption level. They prepared the specimens 
in three different liquid environments (sea water, distilled water and acidic solution) at ambient 
temperature. The results indicated that longer immersion time decreased the tensile modulus 
of composites due to the formation of hydrogen bonding between the water molecules and 
cellulose fibre (Figure 7). It is also mentioned that humidity aging has severe effects on the 
mechanical properties and declines the tensile modulus of the composites. The strain to failure 
showed an in improvement due to the inclusion of kenaf fibre reinforcement, together with the 
fibre glass in the hybrid composites.
Several researchers reported on the effects of hybrid composition including different 
factors such as the hybrid effects on the mechanical properties of curaua/glass fibres (Almeida 
et al., 2013), effects of silica on the properties of marble sludge filled hybrid natural rubber 
composites (Ahmed et al., 2013), effects of glass fibre hybridisation on the properties of 
sisal fibre–polypropylene composites (Jarukumjorn & Suppakarn, 2009), environmental 
effects on the mechanical behaviour of pultruded jute/glass fibre-reinforced polyester hybrid 
composites (Akil et al., 2014) and prediction of the mechanical properties of natural hybrid 
composites (Venkateshwaran et al., 2012). In addition, the mechanical and other properties of 
hybrid natural composites are well studied such as the glass/natural fibre hybrid composites in 
curved pipes (Cicala et al., 2009), oil palm empty fruit brunches/jute fibres and epoxy hybrid 
composites (Jawaid et al., 2010) or for flax/glass fibre hybrid composite (Zhang et al., 2013) 
and talc/calcium carbonate filled polypropylene (Leong et al., 2004). Anbusagar et al. (2014) 
experimentally studied hybrid sandwich laminates to determine the effects of nano-modified 
polyester resin. They concluded that factors such as the flexural strength and modulus, charpy 
impact strength, hardness of the composite and adhesion of fibres to the matrix showed 
significant increase or improvement by using the nanoparticle reinforcement in the sandwich 
composites.
Bagheri et al. (2013) developed a new type of hybrid composite of carbon/flax/epoxy 
for bone plate applications. They studied the mechanical properties and determined that the 
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aforementioned hybrid composite is suitable for long bone fracture plates. Many researchers 
have reported on jute fibre-reinforced hybrid composites such as oil palm/jute, sisal–jute–glass, 
abaca–jute–glass, and concluded that the hybrid composites displayed better mechanical 
properties than their single fibre counterparts (Jawaid et al., 2011; Jawaid et al., 2011; Ramesh 
et al., 2013; Ramesh et al., 2013; Ramnath et al., 2014). In addition, researchers also studied 
the interface shear strength of jute/polypropylene hybrid non-woven geotextiles (Rawal & 
Sayeed, 2013) and determined that the hybridisation of alkali-treated palmyra palm leaf stalk/
jute fibres is effective enough to be used as a useful method for producing low weight material 
for automotive component at the optimum ratios of 40% wt of jute for the best results in the 
tensile test (Shanmugam & Thiruchitrambalam, 2013). In another work, jute cloth/wood felt 
hybrid composite was investigated for its mechanical properties (Santulli et al., 2013). The 
results indicated that the hybridisation of jute cloth/ wood improved the adhesion of fibre/
matrix with reasonably high mechanical properties. Kenaf fibre was also studied to investigate 
the different mechanical properties of the hybrid composites and the results demonstrated that 
the hybrid composites displayed better results in comparison with the single fibre composites 
(Ghani et al., 2012; Sayeed et al., 2014; Salleh et al., 2013).
Researchers investigated thermal, mechanical and thermo-mechanical properties of flax 
hybrid preform reinforced epoxy composites and the results indicated that the hybrid composites 
improve the performance and are beneficial in term of economic issues (Muralidhar, 2013). 
Some other researchers studied the hybrid composite laminates based on basalt fibres in 
combination with flax, hemp and glass fibres and among the hybrids; it was found that the 
best properties are offered by glass/flax to basalt fibre reinforced laminates (Petrucci et al., 
2013). Another study on the mechanical and thermal properties of banana/flax composites 
(Srinivasan et al., 2014) determined that the hybrid composites have much better impacts and 
flexural properties in comparison with single fibre composites. In another interesting work 
carried out by hybridisation of sisal fibres with silica micro-particles, the results indicated that 
the flexural strength of hybrid composites was not influenced by the presence of silica in the 
composites (da Silva et al., 2012). The treatment of sisal fibre demonstrated better tensile and 
flexural properties in the case of cork/sisal hybrid composites (Fernandes et al., 2013). Surface 
microfibrillation of sisal fibres was performed to investigate its effect on mechanical properties 
of sisal/aramid fibre hybrid composites. It was demonstrated that the surface microfibrillation 
improved the tensile, compression and internal bonding stress of the hybrid composites (Zhong 
et al., 2011). The tensile properties of hybrid composites were prepared using banana/sisal 
fibres of 40:0, 30:10, 20:20, 10:30, and 0:40 ratios and predicted by using the Rule of Hybrid 
Mixtures (RoHMs) equation [see Figures 8(a-d)] (Venkateshwaran et al., 2011).
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The hybrid composites consisted of short, randomly oriented natural fibre and were 
subjected to this prediction. Results of the prediction determined that the experimental tensile 
properties were a little lower than the predicted tensile properties. This could be due to the 
presence of micro voids which are formed during the preparation of the composites. In the 
case of prediction, Mirbagheri et al. (2007) applied the RoHM equation to predict the elastic 
modulus of random short discontinuous natural fibre reinforced hybrid composites. The results 
indicated that the elastic modulus, as well as tensile modulus in prediction, was higher than 
the experimental values. A comparison of the two values from the prediction and experimental 
tests determined a good linear relationship between them. Therefore, it can be concluded from 
the published literature that the RoHM equation can properly be used for the prediction of the 
elastic modulus of short natural fibre hybrid composites.
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Figure 8a. The experimental tensile strength of hybrid composite            
 
 
Figure 8b. The experimental tensile modulus of hybrid composite 
 
Figure 8. Prediction of the tensile strength and tensile modulus of hybrid composites (Venkateshwaran et 
al., 2011)
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Figure 8c. A comparison of the experimental and RoHM tensile strengths of 
composite. 
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Aji et al. (2013) investigated the mechanical properties of the hybrid kenaf/pineapple 
leaf fibres (PALF) reinforced high density polyethylene (HDPE) and evaluated the effects of 
fibre size and fibre loading on the properties of the composites. The results determined that 
there was a good adhesion of fibre/matrix, which resulted in an increment of the mechanical 
properties proportionately to the different fibre sizes and fibre loading. In order to study the 
effects of hybridisation on natural-fibre-based hybrid composites, the mechanical properties of 
the kenaf/pineapple leaf fibre (PALF) reinforced polyethylene were also determined (Aji et al., 
2011). In this study, Figure 9 describes the tensile properties exhibited by the hybrid materials.
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Figure 9. The tensile properties of hybridised kenaf/pineapple leaf fibre 
(PALF) at varying fibre proportions (Aji et al., 2013, pp. 979-990) 
 
 
Due to the lack of proper synergistic loading to encourage interaction, the 
tensile properties were at their lowest value at the points where kenaf and 
PALF were at the most advantage loadings. However, increment in the 
percentage of PLAF in the composite increased the strength and modulus 
values. In another study, Kwon et al. (2014, pp. 232-237) determined the 
role of the aspect ratio of natural fibres by studying the tensile properties of 
Figure 9. The tensile properties of hybridised kenaf/pineapple leaf fibre (PALF) at varying fibre proportions 
(Aji et al., 2013)
Due to the lack of proper synergistic loading to encourage interaction, the tensile properties 
were at their lowest value at the points where kenaf and PALF were at the most advantage 
loadings. However, increment in the percentage of PLAF in the composite increased the strength 
and modulus values. In another study, Kwon et al. (2014, pp. 232-237) determined the role 
of the aspect ratio of natural fibres by studying the tensile properties of kenaf fibre and corn 
flour reinforced poly (lactic acid) hybrid composites. Meanwhile, the effects of aspect ratio 
of kenaf fibers on the mechanical properties and the values of the Halpin-Tsia equation were 
studied by measuring the aspect ratio before and after passing through the extrusion process. 
The cross-sectional micrographs of the extruded PLA pellets with different reinforcement 
loadings are shown in Figure 10.
Figure 10. The cross-sectional micrographs of the extruded PLA pellets with different reinforcement loadings: 
(A) kenaf 30 wt%, (B) kenaf 15 wt% and corn husk 15 wt%, and (C) corn husk 30 wt% (Kwon et al., 2014)
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The results indicated that the aspect ratio generated after the extrusion process did not 
significantly influence the difference between the experimental values and the theoretical values 
of the tensile modulus (Figure 11). As a result, the initial values of aspect ratio were obtained 
before the extrusion which could be used directly. The optimisation of the mechanical properties 
of a hybrid bio-composite can be controlled via a scale ratio between the reinforcement with 
different aspect ratios.
23 
 
The results indicated that the aspect ratio generated after the extrusion 
process did not significantly influence the difference between the 
experimental values and the theoretical values of the tensile modulus 
(Figure 11). As a result, the initial values of aspect ratio were obtained 
before th  extrusion whi h could be us d directly. The optimisation f the 
mechanical properties of a hybrid bio-composite can be controlled via a 
scale ratio between the reinforcement with different aspect ratios. 
 
 
Figure 11. The variations of the aspect ratio of (A) kenaf fibers and (B) corn husk flours before and after the 
extrusion process: A-1 and B-1 before the extrusion, A-2 and B-2 after the extrusion (Kwon et al., 2014)
In a novel study, an industrial waste was used for hybridisation in composites (Ahmed, 
2013). The mechanical properties were investigated to indicate the capability of marble waste 
powder as a composite filler. In addition, silica was used as a reinforcement with natural rubber 
hybrid composites (Ahmed et al., 2014; Ahmed et al., 2013). Results demonstrated that the 
minimum and maximum torque, tensile modulus and strength, together with the crosslink 
density volume fraction and hardness, had increased. However, elongation at break, swelling 
ratio and shear modulus decreased with the increment of silica loading. Moreover, Salleh et 
al. (2012) investigated the fracture toughness of long kenaf/woven glass hybrid composite 
in relation with water absorption effect. The investigation was done for three different water 
conditions as distilled water, rain water, and sea water. The maximum moisture content, 
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maximum fracture load and critical stress intensity factor of the hybrid composite are shown 
in Table 2 of this study. Apparently, soaking time plays an important role in moisture content 
and the increment in soaking time results in increment in moisture absorbed although the 
flexural behaviour is not predictable with respect to the soaking duration. This is due to the 
effect of water penetrability.
Table 2 
Tensile strength, flexural strength, and compressive strength of the untreated and treated polysted-based 
coir/silk hybrid composites with different fibre lengths (Salleh et al., 2012)  
S.no. Fibre 
length
(cm)
Tensile strength (MPa) Flexural strength (MPa) Compressive strength 
(MPa)
Untreated 
composites
Treated 
composites
Untreated 
composites
Treated 
composites
Untreated 
composites
Treated
composites
1 1 11.419 15.014 37.419 39.533 134.895 154.034
2 2 15.624 17.24 43.744 45.067 142.087 152.975
3 3 12.924 16.144 39.692 42.018 138.401 159.822
The capillary action becomes active as water penetrates into the interface through the 
voids induced by swelling of the kenaf fibres. However, it is shown that Intensity Factor (KC) 
decreases with the increment of immersion time until the third week and slightly decreases in 
the fourth week. The load vs. extension of the fracture test (Single Edge Notch Bend, SENB) is 
shown in Figures 12 (a-c) of this study. In this case, all the specimens have similar dimensions 
and pre-crack length. Some ductility was observed before the final fracture. For most cases, 
the hybrid composite of two weeks’ immersion showed the lowest load.
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In addition, the mechanical properties of curaua/glass fiber hybrid composite were studied 
under water aging situation (Silva et al., 2009). This study indicated that hybridisation reduced 
water absorption of the composite and the mechanical properties were affected by the different 
water absorption conditions. Furthermore, the effect of water absorption on the mechanical 
properties of natural fibres/polyester hybrid composites was studied and the results indicated 
that the tensile and flexural strength decreased in the presence of moisture (Athijayamani et 
al., 2009). Finally, to review the mechanical properties in hybrid composites, Nunna et al. 
(2012) summarized the major factors affecting the mechanical behaviour of natural fibre-
based hybrid composites. The first factor that affects the mechanical properties is the volume 
fraction of high strength fibres up to a certain maximum value. Because of the formation of 
agglomerates, a negative hybrid effect was observed. Secondly, the properties of the extreme 
fibre layers influenced the properties of hybrid composites. It was understood that by using the 
high strength fibres, the skin layers led to optimum mechanical properties. Another factor that 
is important in improving the interfacial bonding between the fibres and the matrix is the use 
NaOH as the chemical treatment of natural fibres. Finally, the time of exposure and temperature 
related to various environmental conditions played an important role in the degradation of the 
mechanical properties.
Thermal Properties
Panthapulakkal and Sain (2007) studied the mechanical, water absorption and thermal 
properties of short hemp fibre/glass fibre-reinforced polypropylene hybrid composites. The 
results demonstrated that the performance properties were increase by hybridisation of the 
reinforcement with glass fibres. The results of the thermo-gravimetric analysis showed a two-
step degradation for both hemp and hybrid fibre composites, as shown in Figure 13 of this 
study. However, hybridisation with glass fibre mats improved the thermal properties and water 
absorption resistance behaviour of the hemp fibre reinforcement composites.
Figure 12. Load vs. extension for the SENB test (Salleh et al., 2012)
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This study illustrates that where thermal resistance and high stiffness are needed, natural 
base hybrid composites such as the short hemp/glass fibre reinforced polypropylene can 
be of great use. In addition, sisal glass fibre reinforced (SGFR) polypropylene (PP) hybrid 
composites were studied and their performance characteristics were also analysed (Nayak & 
Mohanty, 2010). The researchers found that after the chemical treatment of the fibres with the 
maleic anhydride grafted PP, the optimal mechanical performance was obtained, and in order 
to increase the mechanical properties and water absorption resistance, the replacement of the 
hydrophilic sisal fibre with stiffer and stronger fibre was also required. The hybrid composites 
of flax/carbon were also studied to determine their enhanced properties (Dhakal et al., 2013) 
and the results showed improvement in the thermal and mechanical properties.
Researchers have investigated ways to overcome the problem of low impact properties 
of plasticised polylactic acid (PLA) filled with kenaf fibre (KF) and montmorrilonite (MMT); 
with this aim in mind, polyethylene glycol (PEG) was added as a plasticiser during the 
hybridisation process of the PLA composites (Anuar et al., 2012). The impact strength of the 
hybrid composite showed a significant increment by using this plasticising agent. Meanwhile, 
the effects of partial replacement of palm ash by silica powder on the curing characteristics, 
mechanical properties and morphology of hybrid palm ash/silica/natural rubber composites 
(Ismail & Haw, 2010), as well as the comparison of recycled newspaper (RNP)/carbon black 
(CB) and recycled newspaper (RNP)/silica hybrid filled polypropylene (PP)/natural rubber 
(NR) composites were investigated (Osman et al., 2010).
Applications
After the above discussion, there is a question of whether or not natural fibre composites 
are preferable over glass fibre-reinforced composites when taking environmental issues into 
consideration (please revise the end of this question). Joshi et al. (2004) did answer the above 
question in their research paper. Figures 14(a-b) show simplified, generic life cycle stages of a 
component made from glass fibre-reinforced composite material and a natural fibre composite 
material, respectively.
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Based on the specific application, different material and manufacturing process are required. 
The authors found that for some applications, bio-fibre composites are environmentally 
preferable for some important reasons such as lower environmental impacts in comparison 
with glass fibres, or having higher fibre content for equivalent performance, which results in 
less amount of polluting base polymers. Besides, natural fibre composites have lower weight 
which results in better fuel efficiency and less emissions when in use, such as in automotive 
applications. Finally, the last part of the lifecycle of the natural fibre results in energy and carbon 
credits. In another research, Mansor et al. (2013) defined an application for the hybrid natural 
and glass fibre-reinforced polymer composites in automotive brake lever design. To choose the 
most proper natural fibre for the hybridisation process, the analytical hierarchy process (AHP) 
method was used. By using this method, kenaf fibre was chosen to have all the performance 
requirements for this specific application. In addition, sensitivity analysis determines that 
kenaf fibre is the best candidate. One of the important aspects of the natural fibre is its energy 
efficiency. The automotive industries are interested to utilise natural fibres for manufacturing 
different components because of economic, environmental and technical reasons. The natural 
based hybrid composites have very wide applications in almost all sections of the car industry, 
such as in passenger car bumper beam (Davoodi et al., 2012). In addition, for the automotive 
industry, a hybrid kenaf/glass reinforced composite was developed for bumper beam in a 
passenger car. The mechanical properties indicated that this particular hybrid composite could 
be utilised in the automotive industry (Jeyanthi et al., 2012).
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CONCLUSION
In this review paper, we concluded that several studies reported on the mechanical and 
thermal properties of natural fibres/natural fibres and natural fibre/synthetic fibre-based hybrid 
composites. It was concluded that a combination of two natural or natural/synthetic fibres 
enhanced the mechanical and thermal properties of the composites with values higher than those 
obtained for the individual fibre reinforced polymer composites. It was also observed that the 
treatment and modification of the fibres, orientation of fibres and physical properties of fibres 
affect the mechanical properties of the hybrid composites. A few researchers have reported 
investigations on the thermal analysis of hybrid composites, therefore further studies are 
required in order to understand the effects of hybridisation on the thermal properties of hybrid 
composites. It was attributed that advanced hybrid composites have a better prospective in the 
fabrication of automotive parts and in the construction and building industries as compared 
to single fibre-reinforced polymer composites. It is understood that the hybrid composites 
developed by a combination of natural/natural and natural/synthetic fibres are environmentally 
friendly, cost effective and have comparable mechanical properties to glass fibre-reinforced 
and virgin polymer composites.
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ABSTRACT
Older adults are at risk of osteoporotic fractures. Osteoporotic vertebral fractures are associated with a 
reduced cross-sectional area and muscle strength of the back extensor muscles, increased intramuscular 
fat infiltration and thoracic and lumbar curvature alterations. This study proposed a protocol to examine 
in more detail the contributions of altered spinal morphological, physical performance and biochemical 
markers to the risk of developing osteoporotic vertebral fractures. In this cross-sectional study, we plan 
to recruit 100 adults aged 50 years and above from 
an orthopaedic clinic, Hospital Canselor Tuanku 
Muhriz, Universiti Kebangsaan Malaysia. The 
fracture prediction tool (FRAX) will be used to 
categorise high and low risk groups. Back muscle 
strength will be quantified using a load cell system. 
Thoracolumbar curvatures will be examined 
using an electromagnetic tracking system and 
intramuscular fat infiltration in the lumbar muscles 
will be measured using Magnetic Resonance 
Imaging. The Short Physical Performance Battery 
and JAMA dynamometer will quantify physical 
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performance and the European Quality of Life Questionnaire will be used to assess self-perceived 
quality of life. Biochemical markers of serum C terminal telopeptide and N terminal propeptide of 
type I procollagen will be assessed using an enzyme-linked immunosorbent assays kit. A spine-specific 
model using regression analysis will be developed to predict osteoporotic vertebral fractures using the 
measured parameters in the present study.   
Keywords: Biochemical markers, intramuscular fat infiltration, osteoporotic fracture, physical 
performance, spinal morphology, quality of life
INTRODUCTION
Osteoporosis is a complex chronic skeletal disorder that predisposes individuals to fractures at 
the hip, spinal vertebra and forearm (Leali et al., 2011). The incidence of osteoporotic fractures 
will rise to 3,000,000 people by the year 2021 due to the rise in proportion of older persons in 
society (Mithal et al., 2013) with more than half in Asia (Dhanwal et al., 2011). In 2005, the 
prevalence of osteoporotic fractures in Malaysia was 24.1% (Lim et al., 2005). 
Osteoporotic vertebral fractures (Williams et al. 2009; Carberry et al., 2013)  are the most 
common (Ensrud &  Schousboe, 2011) with a four- to sevenfold risk of further fracture within 
one year (Franscis et al., 2004). Symptoms of osteoporotic vertebral fractures include low-back 
pain, increased thoracic kyphosis (Pavlovic et al., 2013) and depression (Rauma et al., 2015), 
leading to poor quality-of-life (Adachi et al., 2010; Yoon et al., 2014).  
Previous studies showed that an increase in the thoracic kyphosis angle was correlated to 
low-bone mineral density (BMD), paraspinal muscle volume and high paraspinal intermuscular 
adipose volume in men (Pavlovic et al., 2013; Katzman et al., 2014). An increase in muscle 
fat infiltration into the back muscles may be one of the causes of (So et al., 2013) osteoporotic 
vertebral fracture (Kim et al., 2013). Increased muscle fat infiltration is related to deterioration 
of back muscle strength (Visser et al., 2005) and may increase bone loss (Iki et al., 2002). The 
result is significant lower physical component of health-related quality of life compared with 
those without fractures (Sanfélix-Genovés et al., 2011).  
Those with porous vertebrae had a fivefold lower mechanical strength and force (Fields, 
2010) when changing activities or lifting compared with those with dense vertebrae (Holroyd 
et al., 2008; Woolf & Pfleger, 2011). Risk factors such as increase in age, low body mass 
index, menarche age, past history of fracture and falls are found to be better discriminators 
than BMD alone (Tsang et al., 2011).  Those with osteoporotic vertebra fractures are likely to 
be aged 65-75, had lost height, experienced low back pain and have a history of nonvertebral 
fractures (Tobias et al., 2007).  
Biochemical markers linked with bone remodelling including N-serum terminal propeptide 
of type 1 procollagen (sPINP) and serum Cross-linked C telopeptides of type I collagen (sCTX1) 
are significantly associated with risk of future osteoporotic vertebral fractures. It was found that 
combination use of bone markers and history of previous fractures determined osteoporotic 
fracture risk in post-menopausal women (Ivaska et al., 2010). 
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In summary, the relationship between risk of osteoporotic fractures and BMD, back 
extensor muscle strength and bone turnover markers in men and women has been explored in 
previous studies. Determinants of osteoporotic fractures could be site specific, in particular at the 
spine. More information is required regarding determinants of osteoporotic vertebral fractures. 
This information may be helpful in the prediction and prevention of osteoporotic fractures.
We established a protocol to examine the association between risk of osteoporotic fractures 
with spinal morphology (trunk muscle strength, cross sectional area and fat infiltration), 
biochemical parameters (bone resorption marker, and bone formation), physical performance 
and quality of life. In this study we aimed to address the following questions: 
1. Is there a difference and correlation between spine morphological (intramuscular fat 
infiltration, cross sectional area, lumbar extensor strength, spine curvature), physical 
performance, quality of life and biochemical markers in adults between high and low risk 
individuals with spinal vertebral osteoporotic fractures?
2. Can spinal morphological, physical performance and biochemical marker parameters 
predict the risk of spinal vertebral osteoporosis fractures? 
METHODOLOGY
Participants
A convenience sample of 100 adults aged 50 and above were recruited from the orthopaedic 
clinic at Hospital Canselor Tuanku Muhriz, Universiti Kebangsaan Malaysia from January 
2015 to July 2016.  Participants were screened for eligibility based on the inclusion and 
exclusion criteria. For the inclusion criteria, the participants were: males and females aged 50 
and above, able to walk 3 m without a walking aid, had a history of back pain or leg pain that 
could not be related to spinal problems or requiring medical attention/treatment in the past 12 
months, able to provide self-reported information and able to understand and provide written 
informed consent. Participants were excluded if they had experienced serious trauma leading 
to fractures and dislocations of the spine, prior surgery to the back, any known underlying 
pathologies such as a tumour, spinal infections, tuberculosis, any known inflammatory joint 
diseases and rheumatological conditions and diagnosed to have spinal deformities such as 
scoliosis, ankylosing spondylitis, spondylolisthesis, spondylolisis and any neurological deficits.
The study protocol was approved by the Research and Ethics Committee of Universiti 
Kebangsaan Malaysia (research code NN-056-2014). After providing informed consent, 
participants were interviewed to obtain demographic information, socio-economic status and 
clinical risk factors of osteoporosis. Health-related quality of life was also assessed using 
the EQ-5D questionnaire. Physical performance of the participants using the Short Physical 
Performance Battery (SPPB), dominant hand-grip strength using the JAMA dynamometer, 
trunk-extensor strength using a load cell and spinal curvatures using electromagnetic motion 
sensors was evaluated. Furthermore, participants fasting venous blood was drawn from 
antecubital vein by a phlebotomist. Lastly, an appointment for magnetic resonance imaging 
was also scheduled.  
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Sample Size Determination 
Sample size calculation was based on the recommended procedure of continuous and categorical 
variables using Cochran’s (1977) formula (Bartlett, Kotrlik & Higgins, 2001). Thus, the 
sample size required using the optimal ratio of 10 participants to each independent variable 
with nine independent variables as in this study and with an expected 10% drop-out rate, 100 
participants were recruited. 
Clinical Measures
Medical history, lifestyle and socioeconomic factors. Independent variables that were 
collected included demographic, socio-economic and clinical data that included age, sex, race, 
level of education, social and economic status, history of employment, marital status and other 
clinical risk factors such as age during menopause, history of falls, medication history, physical 
activity and past medical history including coronary heart disease, hypertension, diabetes 
mellitus, malignancy disease, thyroid disease and parathyroid disease, asthma, kidney disease, 
prostate disease, symptoms in the back and joints, history of fractures, parental fractures, 
glucocorticoid use, secondary osteoporosis, rheumatoid arthritis, current smoking habits, 
height, weight and alcohol consumption more than three units/day. BMD at the femoral neck 
site was obtained from the medical records. The participants were grouped into high and low 
risk groups using fracture prediction tool (FRAX) (Kanis, 2008). Based on the recommended 
cut-off point, participants with FRAX score of more and less than 10% were categorised into 
high and low risk of osteoporotic fractures, respectively. 
Fracture risk calculations (FRAX) (http://www.shef.ac.uk/FRAX). Bone mass index 
(BMI) was automatically calculated using FRAX with femoral neck bone mineral density 
(Kanis, 2008). The WHO FRAX calculator was constructed and validated and then calibrated 
in 11 countries using primary data from population-based cohorts around the world, including 
centres from North America, Europe, Asia and Australia (Kanis et al., 2007). FRAX has a 
correspondence (kappa) varied from 0.64 to 1.00 with only three items between 0.64 and 0.80 
(rheumatoid arthritis, other diseases associated with secondary osteoporosis and use of oral 
glucocorticoids) (Kanis et al., 2007).
Bone mineral density. Participants underwent bone mineral density tests; dual energy X-ray 
absorptiometry (DEXA) scans at the lumbar spine and femoral neck sites, using Hologic 1000 
DEXA Scanner (Hologic Inc., Bedford MA, USA). DEXA scans, were performed and analysed 
in accordance with the manufacturers’ recommendations. DEXA has good precision (1%) 
and a low radiation dose (10-40 uSv) (Genant & Majumdar, 1997). Standardised procedures 
for participants’ positioning and scan analysis were used. DEXA scanners are calibrated by 
a qualified technician using a phantom standard and have measurement precisions of ≤1% 
for the spine and ≤1.5% for the hip. The value of BMD at the femoral neck site was used for 
fracture risk calculation.
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Physical performance. Individuals’ physical performance was measured using SPPB (Guralnik 
et al., 1994). It consisted of three tests: standing balance (static), usual walking speed and timed 
five-times repeated chair stand and the total score ranges from 0-12, with each test contributing 
0-4 points. High scores (≥10) suggested higher levels of function and low scores (4-6) indicated 
risk of functional limitations (Guralnik et al., 1995). The reliability of the SPPB ranged from 
0.83 to 0.89 in large-scale epidemiologic studies (Freire et al., 2012). Low scores on the SPPB 
had a high predictive value of health consequences.
Dominant hand grip strength. Grip strength of the dominant hand was measured using a 
hand-held dynamometer (JAMAR, White Plains NY 10602, USA) as recommended by the 
American Society of Hand Therapists with its handle in the second position to get the most 
reliable and valid results (Fess, 1992). Each participant was instructed to squeeze the handle 
of the dynamometer as hard as possible for 5 seconds and to rest for 5 seconds. The action 
was performed twice. The maximum value of the two most powerful grips was recorded 
in kilogram. Inter-rater reliability studies of handgrip strength measured using the Jamar 
dynamometer was good, with ICC of 0.85-0.98 (Peolsson, Hedlund, & Oberg, 2001). Lower 
grip strength is associated with reduced health-related quality of life in older men and women 
(Sayer et al., 2006).
Biochemical parameters. A bone turnover marker of bone formation (serum N-terminal 
propeptide of type 1 procollagen, PINP) and a bone resorption marker (serum C-terminal 
telopeptide cross-links of type I collagen, CTX) were analysed as recommended by the 
International Osteoporosis Foundation (IOF), the International Federal of Clinical Chemistry 
and Laboratory Medicine (IFCC) and the Malaysian Osteoporosis Group. CTX monitors 
progress of bone resorption independently and is a superior predictor of future bone loss 
(Seibel 2006). PINP is an important marker of bone matrix formation (Vasikaran et al., 2011; 
Hapidin, Mahmood, & Harith, 2013). It is important to collect fasting blood sample to increase 
the sensitivity of both tests (Qvist et al., 2002). Blood was collected in plain tubes and serum 
will be extracted after two hours at room temperature and centrifuged at 3000 x g for 10 min 
at 4°C. The serum was kept in aliquot at -70°C for no longer than 2 months prior to assay. All 
samples and kits used were thawed at room temperature (18-26°C) 20 minutes before analysis. 
A commercially available enzyme-linked immunosorbent assays kit was used to analyse these 
two markers (CTX1 from ELISA Immunodiagnostics Systems, UK and PINP from ELISA kit 
supplied by USCN Life Science Inc., China). The precision of the PINP are <10% and <12% 
for intra-assay and inter-assay, respectively and both inter and intra-assay imprecision of CTX1 
are <10% (Hapidin et al., 2013) expressed in nanograms per millitre. 
Health-related quality of life (European Quality of Life Questionnaire EQ-5D). The Malay, 
English and Mandarin version of the EQ-5D quantified five life assessment domains: mobility, 
self-care, usual activities, pain/discomfort and anxiety/depression (Varatharajan & Chen, 2012). 
Participants’ Likert responses were ‘no problems’, ‘mild problems’ ‘moderate problems’, 
‘severe problems’ or ‘extreme problems’. They rated their health status on a visual analogue 
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scale (EQ-5DVAS), where 0 corresponded to worst health imagined and 100 represented best 
health imagined (Brooks, 1996). The Malay, English and Mandarin version of the EQ-5D had 
reasonable test-retest reliability results ranging from 0.61 to 0.86 (Varatharajan & Chen, 2012).
Back Extensor Muscle Strength. Isometric back extensor muscle strength was measured using 
a load cell (LC501-200/N NEWPORT, US) connected to the upper trunk with the participants 
lying prone on a therapy couch.  The protocol has been described in detail by Ito et al. (1996). 
It limits risk of lumbar hyperlordosis with a reliability of 0.94-0.96 (Shum, Crosbie, & Lee, 
2010).  Participants are instructed to lift the sternum off the couch with the cervical spine fully 
flexed. Straps will be used to secure the pelvis and knees to ensure pelvic stabilisation and that 
the knees are extended. Two maximum voluntary contraction (MVC) trials with a 5-second 
contraction and a period of rest of at least 60 seconds were given between the exertions, 
avoiding trunk muscular fatigue (Muller, Strässle, & Brigitte, 2010). The highest value of the 
two trials were recorded in Newton to obtain the MVC. A pre-written software using Matlab 
(version R2013a, The Mathworks, Inc., Natrick, MA, USA) analysed data from the load cell. 
Thoracolumbar Curvature. Thoracolumbar curvatures were tracked with an electromagnetic 
motion tracking device (Polhemus PATRIOT DB, US). The vertebral spinous processes at 
first thoracic, eight thoracic, first lumbar, fifth lumbar vertebrae levels and both the left and 
right PSISs were digitised. Curvature of the spine was traced using the point sensor when 
participants were in standing position as reported by Singh et al. (2010 & 2013). The results 
of this non-invasive approach provided sagittal and coronal plane measure. Furthermore, the 
device is portable for usage in clinical settings (Singh et al., 2010; González-Sánchez et al., 
2014). Results indicated an ICC of 0.93 to assess kyphosis and 0.98 for lumbar lordosis in 
young and old adults (Singh et al., 2010). Another pre-written software using Matlab determined 
thoracolumbar curvatures (version R2013a, The Mathworks, Inc., Natrick, MA, USA).
Back Muscle Cross Sectional Area (CSA) and Fat Infiltration. MRI scan using the 3.0-Tesla 
system (Siemens Magnetom Vision VB33A/ Avanto, Germany) measured soft-tissue contrast 
of back muscle CSA and fatty infiltration. MRI provides superior soft-tissue contrast without 
ionising radiation (Faizi et al., 2012). We measured T2-weighted axial images of the 3rd-4th 
lumbar vertebra spine. This section was chosen because it is at the centre of the lumbar lordosis 
curvature, so it could most appropriately reflect the cross-sectional area of the paravertebral 
muscle in the lumbar area (So et al., 2013). The 5th lumbar and 1st sacral vertebra levels were 
not normally considered because the axial areas were obstructed by the iliac crest and the 
muscular anatomy was different from the upper levels (Fortin & Battie, 2012).
Standard sequence included axial T2 TSE (TR 5000-6000msec, TE 84-100msec). For all 
sequences, 3-mm slice thicknesses were used. This technique has been demonstrated to be 
reliable with the intraclass coefficient of between 0.89-0.96 (Hu et al., 2011). Participants were 
required to be seated quietly for 30 min, and then lie supine on a MR imager with their hip and 
knees flexed to allow their normal lumbar lordosis to relax. The imaging protocol took about 10 
minutes per participant. All scans were evaluated in blinded fashion with respect to clinical and 
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personal data by a single radiologist. All muscle measurements were determined by outlining 
the fascial boundary of the respective muscles and analysed using the image processing tool 
box, Matlab (version R2013a, The Mathworks, Inc., Natrick, MA, USA).
Data Analysis 
The collected data were analysed using the PASW statistic software version 18 (PASW Inc. 
Chicago, USA). Descriptive data analysis was used to analyse participants’ demographic 
characteristics, biochemical parameters, thoracolumbar curvatures, trunk muscle fat infiltration 
and cross-sectional area, trunk muscle strength, physical functional scores and health-related 
quality of life scores were obtained. Values of participants with high and low fracture risks 
were compared using an independent-test (for normally distributed data) or the Mann-Whitney 
U-test (for skewed data). The statistical significance was set at p<0.05. Pearson’s correlation 
tests were used to evaluate the correlation between the independent variables. The stepwise 
multiple linear regression analysis was used to identify the influence of each factor on risk of 
vertebral osteoporotic fractures.
DISCUSSION
Various epidemiological factors have been linked to osteoporosis fractures (Kanis, 2008; 
Tsang et al., 2011; Liu et al., 2013). The association between vertebral osteoporotic fractures 
and skeletal assessment and other related risk factors has also been reported in isolation. 
However, the present study protocol included comprehensive measures of spinal morphology 
consisting of back muscle strength, cross-section area and fat infiltration as well as bone 
mineral density. In addition, biochemical functional parameters and quality of life measures 
were considered. Therefore, this study revealed for the first time a model for predicting spinal 
vertebral osteoporotic fractures using identifiable and functional parameters. 
The fundamental scientific knowledge from this study may help in the planning of effective 
management strategies, prevention of recurrent osteoporotic fractures and spinal deformities 
in older adults. If intramuscular fat infiltration is muscle specific and difference between a 
high and low risk of osteoporotic fractures is demonstrated, it can be deduced that more severe 
impairments in spinal morphology, back muscle function, physical performance and quality 
of life will be expected. 
The results of the study may assist in early management based on prediction models. 
Also, therapists will be able to tailor back-strengthening exercises for selective back muscles 
based on the findings of this study. This may be a basis for planning prevention of recurrent 
vertebral osteoporotic fractures. In summary, it will also lead to effective management strategies, 
prevention of recurrent osteoporotic fractures and spinal deformities in older adults to reduce 
the health and economic burden of the condition.
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ABSTRACT
This study presents an empirical approach for estimating sea surface salinity (SSS) from remote sensing 
of ocean colour. The analysis is based on two important empirical relationships of in-water optical 
properties. The first involves the behaviour of the optical properties of coloured dissolved organic matter 
(CDOM) under conservative mixing along the salinity gradient. The second is the tight relationship 
between CDOM and water-leaving radiance. Our results showed that CDOM absorption coefficients 
in ultra-violet wavelengths (350 and 380 nm) can be best estimated using the blue-green band ratio 
Rrs(412/547) with a R2 value of 0.87. It was also found that the absorption coefficient of CDOM in 
the study area was tightly correlated with the salinity (R2≈0.83); however, the data indicate that this 
relationship may be dependent on freshwater flow and the intensity of vertical mixing. During the wet 
and well-mixed season (Northeast monsoon), CDOM was almost conservative with salinity but tended 
to behave non-conservatively during the dry and stratified season (Southwest monsoon). These resulting 
empirical relationships allow CDOM and salinity in the study area to be estimated from satellite ocean 
colour data.  Validation using independent datasets showed that the algorithms for CDOM and salinity 
perform relatively well with the RMS error of 0.04 m-1 and 0.30`, respectively, over a range of salinity 
from 30` to 33`. The ability of the algorithm to predict salinity as those presented in this study can be 
further improved using more independent tests with in-situ and satellite bio-optical measurements. 
Keywords: Salinity, ocean colour, empirical 
algorithms, coloured dissolved organic matter, 
South China Sea
INTRODUCTION
Sea surface salinity (SSS), one of the main 
drivers of ocean circulation, plays a vital 
role in determining the distribution of many 
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aquatic organisms and influences seawater density and ocean water column stability. Especially 
in coastal and estuarine environments, the combined effect of temperature and salinity changes 
can have wide-ranging impacts on the community composition, reproduction, and seasonality 
processes of aquatic organisms (Barange & Perry, 2009). Even small changes such as future 
salinity shifts (Boyer et al., 2005) would, therefore, have significant ecological effects on coastal 
and marine ecosystems, prompting a critical need for a spatially and temporally continuous 
monitoring of SSS in these environments. Global observations of SSS from space are now 
available with the recent launches of NASA`s Aquarius and ESA’s Soil Moisture and Ocean 
Salinity (SMOS) missions. Both satellites are capable of retrieving SSS across the world`s 
oceans and detecting changes as small as 0.2`. Despite these advantages, the coarse spatial 
and temporal resolution of Aquarius (150 km scale and seven-day revisit) and SMOS (250 km 
scale and 10-30 day revisit) may prove to be a major limitation for observing SSS in coastal 
environments. This is in sharp contrast with the daily global 1-km SST and ocean colour 
properties (chlorophyll, suspended sediment and CDOM) that have been routinely observed 
using MODIS and other sensors for several decades (Cracknell & Hayes, 2007; McClain, 2009). 
Many studies have shown that detritus and CDOM can be good tracers of salinity especially 
in the coastal ocean (e.g. Del Vecchio & Blough, 2004, Vodacek et al., 1997).  CDOM is one 
of the most important absorbing components in aquatic ecosystems and plays a major role in 
many physical, chemical and biological processes. Due to strong absorption in the UV and blue 
portion of the visible spectrum, CDOM can alter the optical properties of natural waters and 
primary productivity and reduce UV-related damage on marine organisms. In coastal waters 
with direct sources of terrestrial organic matter, CDOM levels are relatively much higher and 
more variable than those in the open ocean. In these areas, CDOM thus becomes the major 
determinant of optical properties and it can behave conservatively during river-ocean mixing. 
Under the influence of terrestrial sources and conservative mixing, CDOM in coastal waters 
is often found to be inversely correlated with salinity (Binding & Bowers, 2003; Ahn et al., 
2008). Due to the distinct optical signature, CDOM can be easily detected by optical sensors 
and thus, serves as a relative measure of salinity from ocean colour remote sensing. The tight 
relationship between blue-green reflectance ratios and the optical properties of CDOM have 
been reported in many studies (e.g. Mannino et al., 2008; Del Vecchio & Blough, 2004) and 
this empirical relationship is also found to work well even in a wide range of water types. It 
is important to note that estimating SSS from remote observations not only requires a clear 
relationship between CDOM and remote sensing reflectance (Rrs), but there must exist a 
conservative mixing between fresh-high CDOM river waters and salty-low CDOM seawater. 
This study aims to estimate SSS from satellite ocean colour remote sensing and is the first 
to report the possibility of using CDOM as a proxy to salinity in east coast Malaysia water. The 
objectives necessary to achieve this goal are twofold. Firstly, to investigate the relationships 
between CDOM and spectral ratios of Rrs and between salinity and CDOM using in-situ bio-
optical and salinity datasets collected during different monsoon seasons. Secondly, to explore 
the feasibility and investigate the possibility of using CDOM as a proxy for salinity. 
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MATERIALS AND METHODS
Data were collected in east coast Malaysia water (Figure 1) during seven bio-optical cruises 
over the period May to November 2009 and July 2013 onboard a 15-m coastal research boat 
operated by University Malaysia Terengganu. The study area represented the southern part of 
the South China Sea (SSCS) and the collection of data coincided with three major monsoon 
seasons: the Southwest monsoon (June to August), Northeast monsoon (November) and Inter-
Monsoon monsoons (May and October).  The Northeast monsoon generally brings heavy rain 
and stronger wind especially on the east coast of Peninsular Malaysia while the Southwest 
monsoon is a warm period, with generally weaker southwesterly/southerly wind. The inter-
monsoonal periods are characterised by unpredictable wind speed and direction. Although it 
is difficult to determine the actual timing of each monsoon onset, the monsoon intra-seasonal 
oscillation is a relatively repeatable large scale phenomenon and its timing may vary by two 
to three weeks (Lau & Yang, 1997; Hoyos & Webster, 2007). The in-situ measurements at 32 
stations were performed along inshore-offshore transect that extended up to 60 km offshore, 
wide enough to compare to satellite imagery. Following a recommendation by Werdell et 
al. (2003), all measurements were carried out within a time window of 3-4 hours of local 
noon (no earlier than 0900 or later than 1500 hours) to ensure adequate solar illumination for 
radiometric measurements. In total, 178 in-situ measurements of underwater radiometric and 
surface CDOM were performed during the course of this study.
All water samples were collected from approximately 0.5 m depth using 10L dark bottles 
for absorption measurements. Vertical profiles of hydrological parameters of temperature and 
salinity were determined using a CTD and YSI (Yellow Springs Instruments, OH, USA) multi-
parameter monitoring system. These instruments used the Practical Salinity Scale to measure 
salinity and did not have units. Measurements of underwater vertical profiles of upwelling 
radiance, Lu(z,λ), and downwelling irradiance, Ed(z,λ), were acquired at each location using a 
Satlantic Hyper OCR from subsurface (0.5 m) to a 10-m depth over 3-m intervals. Hyper OCR 
data were processed by the Prosoft data analysis package (Satlantic Inc) to Level 2 in which 
reference and data dark deglitching and correction were applied.  Remote sensing reflectance, 
Rrs(λ), was then estimated according to:
                    [1]
where 0.543 is a factor for propagating the radiance through the air-sea interface (Muller et 
al., 2003).  
Following a recommendation by Mueller et al. (2003), a small volume of water (~150 ml) 
was collected by filtering the samples through 0.2 μm Whatman Nucleopore polycarbonate filters 
into pre-acid washed and pre-combusted amber glass bottles. The samples were immediately 
stored cooled in the dark until analysis in order to prevent any potential bleaching effect from 
the light. Optical densities of CDOM, denoted here as ag(λ), where λ is the wavelength, were 
measured using a Cary-100 dual beam spectrophotometer in 250 to 800 nm at 1 nm intervals. 
A separate scan with milli-Q water in both the reference and the sample cells was used as 
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a reference. The absorption coefficient at 443 nm was selected as a reference wavelength to 
represent the ag(λ) as calculated from Eq.(2).  
                   [2]
where A443 and A750 are the absorbances measured at 443 and 750 nm, respectively. The constant 
of 2.303 is a conversion factor to convert the natural log to base 10 and 0.1 is the cell path 
length in metres. 
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Figure 1.  Locations of the sampling stations in the east coast of Peninsular Malaysia water. The 
sampling stations were visited from May to November 2009 and July 2013. 
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Assessment Statistics
Overall algorithm performances and their uncertainties were assessed by comparing their 
predicted values (Xest) with those measured (Xmea) in the field and laboratory. Systematic and 
random errors of this comparison were quantified based upon two statistical approaches: mean, 
absolute percentage difference (APD) and root mean square (RMS).
          [3]
          [4]
To indicate the covariance between the Xmea and Xest, we also quantified the R2 (regression, 
type II) coefficient from the correlation analysis.  
Predicting Sea Surface Salinity from Space
1139Pertanika J. Sci. & Technol. 25 (4): 1135 - 1146 (2017)
RESULTS AND DISCUSSION
Seasonal Variability of CDOM and Salinity
Table 1 summarises the data range of ag(443) and surface salinity measured during the field 
measurements. Since our sampling stations covered both coastal and offshore waters, a large 
variation of the ag(443) and salinity were observed during the cruises, which resulted in the 
large standard deviation shown in Table 1. Measured individual ag(443) values clearly showed 
a decreasing trend from May to October but were sharply increased in November. Relatively 
clear waters with low ag(443) values during June to October were found at almost all stations, 
ranging from 0.02 to 0.18 m-1. During this period, higher values were only observed along the 
coastal stations especially at stations located very close to the mouth of the Kuala Terengganu 
river (stations 28, 50 to 52). With initiation of the Northeast monsoon season in November, 
there was indication of monsoon impact with high wind speed enhancing turbulence in the 
water column and large river discharge resulting in a dramatic increase of ag(443). During 
this season, high ag(443) was observed not only at coastal regions but stretching out into the 
offshore water. The ag(443) during this period varied from 0.01 m-1 at the offshore water to 
0.43 m-1 at the river mouth with an average value of 0.15 m-1 (SD=0.12).
In general, the variation of salinity in the study area was influenced by monsoonal wind 
patterns and the introduction of freshwater especially from the Kuala Terengganu river during 
the rainy seasons. Seasonally, the surface salinity in the study area ranged from 22` to 33`, with 
the lowest value observed during the November cruise. As can be seen in Table 1, the largest 
range of salinity occurred in November, corresponding to large river discharges emptying into 
the coastal region and the intrusion of high salinity and colder water masses from the South 
China Sea. During this season, a plume of low salinity water (< 25) was observed to stretch 
out for 10 km from the Kuala Terengganu river mouth. During the other seasons, low surface 
salinity was only observed at stations close to the river mouth (stations 51 and 52), that is 
under direct influence of freshwater discharge.
Table 1 
Mean, Min-Max (Numbers in Bracket) and Standard Deviation (Indicated by a * Sign) of ag(443) and 
Surface Salinity During the Sampling Periods   
May Jun Jul Aug Oct Nov
ag(443) (m-1) 0.09 0.06 0.05 0.06 0.04 0.15
(0.01-0.38) (0.03-0.18) (0.02-018) (0.02-0.11) (0.02-0.13) (0.01-0.43)
0.09* 0.04* 0.04* 0.03 0.03* 0.12*
Salinity 30.9 31.8 32.0 32.3 32.0 29.6
(24.4-32.2) (26.1-33.5) (25.1-33.2) (28.3-32.9) (29.4-32.8) (22.3-32.8)
1.9* 1.7* 1.5* 0.9* 0.8* 2.9*
Estimation of CDOM from In-Situ Remote Sensing Reflectance (Rrs)
To estimate the ag(λ), we examined empirical relationships between ag(λ) at a specified 
wavelength in the UV and short blue part of the spectrum (350-443 nm) and three spectral ratios 
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of Rrs(412, 443 and 488)/ (547). A basic assumption underlying the use of these band ratios 
is that variations in Rrs(λ) at blue wavelengths are driven largely by changes in the absorption 
coefficients of seawater, especially due to varying amounts of ag(λ), while variations in the green 
are mostly affected by particle scattering (Belanger et al., 2008). Regression analysis indicates 
that all spectral band ratios can be correlated using a power function with ag(λ). Although the 
correlation was not high, an examination of the statistical relationship of the three band ratios 
found that the band ratio Rrs(412/547) gives the most precise estimates of  ag(λ) (for all band 
ratios, R2 ranged from 0.87-0.78). Considering all absorption coefficients examined, our results 
showed that ag(λ) at the UV wavelengths (350 and 380 nm) can be best estimated using this band 
ratio. As can be seen in Figure 2, absorption at both wavelengths showed close agreement and 
provided relatively high R2 (0.87) and small RMS (<7%) values. At least for our dataset, least 
squares linear regression on ag(350) and ag(380) against Rrs(412/547) produced the relationship:
                  [5]
                  [6]
The strong relationship at these wavelengths suggested that the UV part of the spectrum seemed 
to be relatively more important for estimating the non-algal products compared with the blue 
wavelengths. As ag(λ) absorbs more light in the UV region and decreases exponentially with 
increasing wavelength, a reduced correlation observed for ag(λ) at higher wavelengths (400 
to 443 nm) might be expected. Considering the strong influence of ag(λ)) on Rrs(412), these 
results are very promising taking into account that only a few band ratio algorithms specially 
designed to estimate ag(λ) have been published until now (e.g. Mannino et al., 2008; Kowalczuk 
et al., 2010). In contrast to our finding, most of the published band ratio algorithms for the 
retrieval of ag(λ) use reflectance values at the chlorophyll peak wavelength of 443 nm or 
longer. The use of different reflectance values in our band ratio algorithms for ag(λ) retrieval 
is obviously an advantage as both constituents do not compete for the photons of the same 
wavelength. This could also improve the sensitivity of empirical algorithms for retrieving 
ag(λ) and chlorophyll concentrations. In addition, a previous study by Bowers et al. (2012) on 
the bio-optical characteristics in this area has shown that ag(λ) was the main absorber of light 
at the short blue wavelengths, so it is expected that other absorption components have little 
influence on the derived empirical relationships of equations [5] and [6]. 
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Relationship Between Salinity and CDOM Absorption
Figure 3 shows the relationship between ag(λ) at 350 and 380 nm and salinity for all sampled 
seasons. In general ag(λ) at both wavelengths co-varied linearly and inversely with salinity, 
suggesting a strong terrestrial origin of ag(λ)) in the study area. Within a salinity range from 
22` to 33`, a least square regression produced the relationship:
       Salinity = -5.19[ag (350)]+32.97            [7]
       Salinity = -8.22[ag (380)]+32.94             [8]
with R2 ≈ 0.8 and RMS ≈ 0.4` for both ag(λ). These findings are consistent with a number 
of previous studies in other regions (e.g. Binding & Bowers, 2003; Ahn et al., 2008) though 
there were differences in the regression coefficients (α and β). Linear relationship in Figure 
3 reveals, at least for this dataset, that ag(λ) behaved conservatively with respect to salinity 
and hence could be used to predict salinity. The most conservative ag(λ) mixing was found 
in November when particularly strong river-ocean mixing (salinity of 22` at Stn 52) was 
found in the inshore regions. A high coefficient of determination (R2=0.97) for this data (not 
shown) is also associated with strong river discharges and a well-mixed water column during 
those sampling periods. As can be seen in Figure 4, the ag(λ) level clearly responded to the 
fluctuations in river flow, showing a significant fall and rise over the study period. Weekly Kuala 
Terengganu river discharge was greatest during November, which may be responsible for the 
high level of ag(λ) and low surface salinity during this month. This large river flow is fuelled 
by heavy northeast monsoon rainfall that led to extraordinary sediment transport downstream. 
On the other hand, the combined effects of strong wind-driven mixing by the monsoonal winds 
resulted in increased concentration of ag(λ) when deep mixing brought elevated subsurface ag(λ) 
to the surface layer. During periods of low river discharge and highly stratified mixed layer 
(May to October), ag(λ) in the study area generally does not behave conservatively (scattered 
points in Figure 3) with R2 ranged from 0.1 to 0.4 (not shown). This temporal variability in the 
relationship between salinity and ag(λ) undoubtedly affected the overall prediction accuracy 
of our proposed algorithms.    
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Figure 2. Absorption coefficient of CDOM at 350 and 380 nm as a function of band ratio Rrs(412/547). 
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Validation of CDOM Absorption and Salinity
Given the significant empirical relationships, it was decided to test the validity of the resultant 
algorithms by comparing both ag(λ) and salinity values derived from the model and in-situ 
measurements. We used independent datasets collected during June 2009 and July 2013 to 
provide a better idea about the performance of both algorithms for estimating ag(λ) and surface 
salinity. Overall, 29 and 33 in-situ data of surface salinity and ag(λ), respectively, were used 
for the analysis. It was found that the Rrs-derived ag(λ) for both wavelengths (Figure 5, upper 
panel) fit the in-situ data quite well with a slope of almost unity, RMS error of between 0.03 
and 0.04 m-1 and the average difference of less than 14% for ag(λ) in the range of 0.01 to 1.5 
m-1. These results demonstrate that ag(λ) can be accurately derived from the empirical approach 
of the remote sensing technique even for this wide range of ag(λ) values. Figure 5 (lower panel) 
compares the results of surface salinity derived from the model and in-situ measurements 
for a salinity range from 30` to 33`. Both the algorithms produce quite satisfactory results 
(RMS≈0.30) and show close agreement between the two measurements (APD≈1.0%). 
The results suggest that the salinity algorithm is sensitive to fluctuations in ag(λ) levels and 
has the potential to provide accurate observations of synoptic salinity fields from satellite 
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Figure 2. Absorption coefficient of CDOM at 350 and 380 nm as a function of band ratio Rrs(412/547). 
β=regression coefficient/slope, α=intercept, and p<0.05 is significant. 
 
  
Figure 3. Salinity as a function of absorption coefficient of ag(λ) at 350 and 380 nm. β=regression 
coefficient/slope, α=intercept and p<0.05 is significant.  
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Figure 4. Mean and standard deviation of surface ag(443), and weekly mean river discharge from the 
Kuala Terengganu river from May to November 2009 (Data source: Department of Irrigation and 
Drainage [DID] Malaysia). 
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remote sensing. While these empirical algorithms work satisfactorily in the study area, more 
independent validation with in-situ and satellite bio-optical measurements needs to be done to 
test the performance of the algorithms across a wider range of water types.
Figure 5: 
CONCLUSION
In summary, our study showed that it was indeed possible to estimate SSS on the basis of 
remote sensing in the region of study. The empirical algorithm using ag(λ) as a proxy presented 
in this study showed a good estimate of SSS. The ability of algorithms to retrieve SSS through 
optical remote sensing will ultimately lead to a better understanding of the spatial and temporal 
variability of physical and biogeochemical processes especially in coastal water. We do note, 
however, that the algorithm performance may be particularly dependent on the source of ag(λ) 
and mixing processes, thus, its reliability and applicability may vary by season and region.  
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Figure 5. Comparisons of model-derived and field observations of ag(λ) at 350 and 380 nm (upper 
panel) and salinity (lower panel). The solid line represents the 1:1 line. 
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ABSTRACT
Circular data analysis is a particular branch of statistics that sits somewhere between the analysis of linear 
data and the analysis of spherical data. Circular data are used in many scientific fields. The efficiency 
of the statistical methods that are applied depends on the accuracy of the data in the study. However, 
circular data may have outliers that cannot be deleted. If this is the case, we have two ways to avoid the 
effect of outliers. First, we can apply robust methods for statistical estimations. Second, we can adjust 
the outliers using the other clean data points in the dataset. In this paper, we focus on adjusting outliers in 
circular data using the circular distance between the circular data points and the circular mean direction. 
The proposed procedure is tested by applying it to a simulation study and to real data sets. The results 
show that the proposed procedure can adjust outliers according to the measures used in the paper.   
Keywords: Directional data, circular data, circular mean, circular distance, outlier 
INTRODUCTION
In many different scientific fields such as geology, biology, meteorology, physics, psychology, 
image analysis and medicine, measurements are directions. For instance, in geology, a 
researcher may be interested in the direction of the earth’s magnetic pole, while in biology, 
measurements may be made of the direction 
of birds’ migration or the orientation of 
animals. A set of these directions is defined 
as directional data. There are two types of 
directional data. First, data may be represented 
in two dimensions on the circumference of a 
unit circle; this type of data is called circular 
data. Circular data can be represented as 
clockwise or anti-clockwise measurements 
and may be measured either in degrees, 
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distributed in the interval [0°-360°), or in radians, in the interval [0-2π). Second, the data may 
be represented in three dimensions by two angles as points on the surface of a unit sphere or as 
points on the earth’s surface, measured according to longitude and latitude. These directional 
data are defined as spherical data (Jammalamadaka & SenGupta, 2001). 
Statistical data may show some observations that are not consistent with other data, and 
these are defined as outliers. Researchers have demonstrated that the existence of outliers in 
statistical data causes some serious problems in statistical analysis. It has been confirmed that 
outliers cause misleading statistical results and estimations of parameters, and may not bring 
accurate predictions. In addition, the classical methods of statistical analysis consider some 
conditions, one of them that the statistical data should be free of outliers (Barnett & Lewis, 
1978). Maximum Likelihood Estimator (MLE) is the most famous of classical methods to 
estimate model parameters for linear and circular data. However, we cannot use it to estimate 
parameters if the data have outliers. Researchers have suggested two main ways to deal with this 
problem. First, outliers are to be detected and either deleted or adjusted, after which classical 
statistical methods can be applied. Second, robust statistical methods can be applied. In linear 
data, outliers are observations that are extreme. By contrast, outliers in circular data may not 
have extreme values because the circular data are bound by parameters. Therefore, circular 
data have properties that are different from linear data (Lee, 2010). For example, if we have 
two circular data points at 50° and 310°, then the arithmetic mean using the linear measure is 
equal to 180°. Nonetheless, the circular mean direction is equal to 0° using the geometrical 
theory of the circle. In addition, the smallest circular data point coincides with the largest point 
i.e. 0=2π and the measurement is periodic, with ϑ being the same as ϑ+p*2π for any integer p. 
The statistical measures that we apply to linear data cannot be used for circular data because 
of these geometrical properties of circular data. 
The literature indicates that few researchers are aware of how to detect outliers in circular 
data. Furthermore, to date no one has suggested a procedure for adjusting outliers in circular 
data. Mardia (1975) suggested a statistic to identify a single outlier in univariate circular data. 
He considered the observation that is the most influential on the resultant length to be an outlier. 
Collett (1980) proposed four test statistics, namely L, C, D and M, to identify a single outlier 
in univariate circular data. He found that for small samples sizes it is better to use the C and D 
statistics. Bagchi and Guttman (1990) used a Bayesian approach to identify outliers in circular 
data and to estimate the mean direction and the concentration parameters where the circular data 
follow a von Mises distribution. Fisher (1993) summarised three causes of outliers in statistical 
data: mis-recording, unwitting sampling from another population and vagaries of sampling 
resulting in the occasional isolated value. In this identification he used the M statistic, which 
had already been suggested by Collett (1980), and did not propose a new statistic.
Mardia and Jupp (2000) suggested that circular data could be tested by considering three 
factors. The first was the mean resultant length, for which they promoted the use of either the 
Mardia (Mardia, 1975) statistic or the C statistic (Collett, 1980). The second was the likelihood 
ratio test for slippage in the model, and, for circular data, they considered either the likelihood 
ratio test for location slippage in a von Mises distribution (Collett, 1980) or the likelihood ratio 
test for concentration slippage in a Fisher distribution (Fisher et al., 1981). Their final factor was 
the exponential distribution. Some tests for this factor were suggested by Fisher et al. (1981). 
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Jammalamadaka and SenGupta (2001) promoted the use of the P-P plot as a simple 
graphical way of detecting outliers in circular data. Furthermore, they proposed two statistics. 
The first of these was the locally most powerful invariant LMPI statistic. These authors used 
LMPI for the circular data that were obtained by mixing a wrapped stable distribution with 
a circular uniform distribution, WSM. Second, they proposed using a likelihood ratio testing 
(LRT) approach to identify outliers in circular data. Abuzaid et al. (2009) proposed the A 
statistic to detect an outlier in univariate circular data. This depends on the sum of the circular 
distances from any point to all other points on the circumference of the unit circle. They relied 
on calculating both the probability that the contaminant observation was an extreme observation 
and could be identified as an outlier, and the probability of a type II error, as a measure for 
comparing their suggestion with the C, D and M statistics. 
Abuzaid (2010) used the geometrical properties of the chord of a circle for detecting an 
outlier in univariate circular data. Rambli et al. (2012) adopted the M, C, D and A statistics to 
identify outliers in univariate circular data when the circular data follow a wrapped normal 
distribution. They found that the A statistic is the best for a large sample size. However, for a 
small sample size the M statistic is the best. Abuzaid (2012) analysed Mother’s Day celebration 
data using circular statistics. He applied cluster analysis to the circular data to define possible 
clusters and to detect outliers in univariate circular data. In addition, he used the C and D 
statistics as numerical statistics, as suggested by Collett (1980), and the boxplot as a graphical 
method to identify outliers. Abuzaid et al. (2012) suggested a test statistic to detect outliers in 
univariate and bivariate circular data. The test statistic was based on the approximate distribution 
of the circular distances between the sample points. However, none of the previous researchers 
proposed how one could adjust the outliers.
In this paper, we propose a procedure to adjust outliers in univariate circular data to avoid 
their effects so that we can then apply classical circular statistical measures. This paper is 
arranged in the following sections. Section 2 describes the von Mises distribution and some 
important related formulas. Section 3 explains the proposed procedure for adjusting outliers. 
Section 4 illustrates the performance of our procedure. Section 5 gives an example based on 
real data to show how the proposed procedure can be used in real-life situations. Finally, in 
section 6, using all the numerical results, we conclude with the benefits of using the proposed 
procedure for univariate circular data.
THE VON MISES DISTRIBUTION AND ITS ESTIMATED PARAMETERS
The von Mises distribution is the most well-known of circular probability distributions. It is 
the same as normal distribution in linear data.
Let ϑ1, ϑ2,……,ϑn be circular observations following a von Mises distribution with circular 
mean direction µ and concentration parameter k, denoted by [vM(µ,k)]. The probability density 
function of the von Mises distribution is given by Hamelryck et al. (2012):
                      [1]
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where 0 ≤μ < 2π, k ≥ 0 and I0 denote the modified Bessel function of the first kind and order 
0, which can be defined as follows:
       
If k=0, then the probability density function of the von Mises distribution will be the same as 
the probability density function of the uniform distribution of circular data (Mardia & Jupp, 
2000), where:
       
The circular mean of the circular observations is estimated by maximum likelihood according 
to the following formula (Jammalamadaka & SenGupta, 2001):
                   [2]
where   
The mean resultant length  is a measure of the concentration of the circular observations at a 
specific point of the circumference of the circle. It is calculated using this formula:
                      [3]
where
       
 = 0 is satisfied if and only if the circular data are widely  dispersed  on  the  circumference 
( ). 
 = 1 is satisfied if and only if the circular data have a high concentration at a  specific point 
( ).
The maximum likelihood estimation of the concentration parameter k is given by the following 
formula (Fisher, 1993): 
                  [4]
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PROPOSED PROCEDURE FOR ADJUSTING OUTLIERS
The circular distance between any two circular points is the smallest distance between them 
on the circumference of a circle and it lies in [0, π] (Jammalamadaka & SenGupta, 2001). In 
this paper, we assume that an outlier lies far from the circular mean. Therefore, we suggest 
to depend on the circular distance between circular data points and the circular mean as a 
procedure for adjusting. 
Our proposed procedure is carried out in two stages. Let ϑ1, ϑ2, ….., ϑn be circular data 
with sample size n; in the first stage of our proposal, we adjust the circular distance between 
the outliers and the circular mean as follows:
i. Calculate the circular mean for clean data  (after delete outliers) in order to avoid their 
effects. 
ii. Calculate the circular distance dist between the clean circular data points and  using the 
following formula:
If  :
                            | ϑi -  |                 if | ϑi -   | ≤ π
disti               [5]
                                   2π - ϑi +              if | ϑi -  | > π
If π <  < 2π :
                              | ϑi -  |             if | ϑi -  | ≤ π
disti =                 [6]
                                      2π -  + ϑi        if | ϑi -  | >  π  
i = 1, 2, ….., n-out
where, 
out : number of outliers
0 ≤ disti ≤ π
iii. Calculate mean of the circular distance MCD and max (dist). Clearly, max (dist) is not an 
outlier. 
iv. Calculate the contaminated circular distance disti (cont) between the outliers and . 
v To adjust disti (cont), we propose the following formula:
       disti (adj) = (disti (cont) + MCD) / 2              [7]
If disti (adj) > max(dist), we continue to calculate a new disti (adj) but we substitute disti 
(adj) in place of disti (cont) in Equation (7). We apply this progress until we have disti (adj) 
≤ max(dist). In this step, we try to minimise the value of disti (cont) to be less than max(dist) 
because max(dist) is not an outlier. 
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In the second stage, we depend on formulas (5) and (6) to calculate the adjusted value of 
outliers ϑi(adj) according to the following formula:
       ϑi(adj) =  + disti (adj)              [8]
In the adjustment procedure, we aim to minimise the circular distance between ϑi and the circular 
mean. Therefore, in Equation (8) we may subtract disti (adj) from , instead of adding it, to 
minimise the circular distance. This depends on the position of the circular mean direction of 
the population on the circumference of the unit circle. For instance, if the circular mean for a 
particular population is equal to zero, we add disti (adj)  whenever  > π, to make it closer to 
zero. Likewise, we subtract disti (adj)  whenever  <  π. 
PERFORMANCE OF THE PROPOSED PROCEDURE
We examined the performance of our procedure by applying it to a series of simulation studies 
for univariate circular data using Monte Carlo methods. We depended on the four statistical 
measures to evaluate our suggestion: the bias of the circular mean, the bias of the concentration 
parameter k, mean resultant length ̅ and mean of the circular distance MCD. The simulation 
studies were divided into four parts. First, we generated a set of circular data such that ϑ~vM(0,k) 
for three samples having the sizes 20, 40 and 60 and using six values of the concentration 
parameter k = 0.5, 1, 2, 3, 5 and 6. The statistical measures were calculated and called ‘clean 
measures’. Second, the data were contaminated at position d using the following Equation:
       ϑc[d] =  ϑ[d] + λπ mod(2π)             [9]
where ϑc[d] is the contaminated circular observation at position [d], and λ is the degree of 
contamination, with 0 ≤ λ ≤ 1.
If λ = 0, there is no contamination at position [d].
If λ = 1, the circular observation is located at the anti-mode of its initial location. 
For all combinations of sample sizes and concentration parameters, we generated 5% 
and 10% of the contaminated data, with λ = 0.8. The statistical measures were calculated, 
called ‘cont. measures’. Third, we deleted the outliers in the contaminated data to calculate 
the statistical measures, and these are called ‘del. Measures’. Finally, we applied the proposed 
procedure and calculated the statistical measures, which are called ‘adj. measures’. The process 
was replicated 5,000 times for each combination of sample size and concentration parameter k. 
Figure 1 shows that the values of the bias of the estimated circular mean for the 
contaminated data are relatively large. In addition, the values of the bias of the estimated circular 
mean with 10% contaminated data are larger than the values with 5% for all combinations. In 
contrast, the values of the bias of the adjusted circular mean are relatively low and are close to 
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the values of the biases for the data with no outliers and to the data with the outliers deleted. 
This was one of the measures used to evaluate our procedure. 
We can notice in Figure 2 that there are no differences between the values of the biases of 
the estimated concentration parameters k, for k ≤ 3. On the other hand, the contaminated data 
have large values of bias for k > 3. The values of the biases of the concentration parameter 
for the adjusted data are low and are close to the results with clean data and with the outliers 
deleted. This is more evidence of the success of our procedure for all combinations. 
The results in Figure 3 show that there was a vast difference between the results of the 
contaminated data and those of the others especially with the increased ratio of contamination. 
In contrast, the results of the proposed procedure were close to 1 at high values of concentration 
parameters; they were as close as the clean data and the data with outliers deleted. 
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Figure 1. Bias of estimated circular mean
In Figure 4, the values of the MCD statistic increased for all combinations of contaminated 
data. Moreover, the values of the MCD statistic with 10% outliers were larger than the values 
with 5% outliers. However, our procedure can minimise these, giving values that are close 
for clean data and for data with the outliers deleted. This is the fourth measure used to test 
our procedure.
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Figure 2. Bias of estimated kappa 
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In summary, our procedure successfully adjusted the outliers for all combinations of the 
values of the concentration parameter k and all sizes of sample, with 5% and 10% contamination, 
according to the results for the statistical measures.
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Figure 4. Mean circular distance
PRACTICAL EXAMPLE
We considered the sea stars data given by Fisher (1993). The data represent the measurements 
of the resultant directions of 22 sea stars for 11 days after they were displaced from their natural 
habitat. Fisher identified observation 13 as an outlier. To evaluate our proposed procedure, 
we applied the following steps. First, we estimated the circular mean , the concentration 
parameter , the Mean Resultant Length  and mean of the circular distance MCD for three 
cases: with contaminated data; with the outliers deleted; and with the outliers adjusted. The 
results are shown in Table 1.
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The results shown in Table 1 show that the estimated circular mean after adjusting the 
outlier was closer to the circular mean with the outlier deleted than to the circular mean for the 
contaminated data. We could see a similar scenario for the concentration parameter k, Mean 
Resultant Length  and mean of the circular distance MCD. Second, we plotted the sea star 
data with the outlier and with the outlier adjusted. Figure 5 shows two cases for sea star data, 
with the outlier and with the outlier adjusted. 
Table 1 
Comparison of Measures for Three Cases (Sea Stars Data)  
cont. del. adj.
0.054 0.023 6.27
3.3 5.7 5.1
0.83 0.91 0.90
MCD 0.43 0.33 0.35
18 	
	
 
 
 
Figure 5. Sea star data with outlier and with adjusted outlier. 
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It is clear that our procedure could significantly adjust the outlier and make the circular 
data more consistent. This is another piece of evidence that our procedure is successful in 
adjusting outliers.
CONCLUSION
In this paper, we proposed a new procedure for adjusting outliers in univariate circular data. 
In general, the proposed procedure performs well according to the statistical measures used 
in the paper. The proposed procedure decreases the bias of both the circular mean and the 
concentration parameter k. Moreover, the proposed procedure gives results of Mean Resultant 
Length as close as results of clean data and minimises MCD with low and high levels of 
contamination. The proposed procedure is also successful for different sample sizes. Hence, 
we suggest that our procedure should be used to adjust outliers in univariate circular data. 
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Filtration for Microalgae Harvesting 
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ABSTRACT
Microalgae (MA) has huge potential use as feedstock for producing biodiesel. However, harvesting of 
MA is still a major obstacle. This paper presents a performance evaluation of flocculation and membrane 
processes for harvesting of MA. The experiments were conducted using Chlamydomonas sp., which 
was cultured in an open pond. Chitosan was used as flocculants, while microfiltration and ultrafiltration 
membrane were used during filtration using membrane. The results showed that the harvesting efficiency 
of MA using flocculation was within the range of 74.2-81.2%. The harvesting of MA using membrane 
processes resulted in efficiency within the range of 86.8-91.1% and around 99% for MF and UF, 
respectively. The harvesting efficiency of the combination of flocculation and MF was comparable with 
UF only i.e. ~99%. The performance of flocculation process was influenced by the concentration of the 
flocculant, the agitation rate and the agitation time. Flocculation installed before MF membrane improved 
the resulting normalised flux of microfiltration membrane as well as increased harvesting efficiency.   
Keywords: Microalgae harvesting, membrane filtration, flocculation, fouling, microfiltration, ultrafiltration
INTRODUCTION
The global energy crisis has encouraged an 
effort to create renewable energy. Biodiesel 
has been concerned as one of renewable 
energy types to replace fossil fuel. Biodiesel is 
produced from fatty acid derived from edible 
oil or non-edible oil, which can be processed 
by esterification and/or trans-esterification 
(Chisti, 2010; Hu et al., 2008). Microalgae has 
been explored as the raw material for biodiesel 
production (Hu et al., 2008). Microalgae 
produces more oil than terrestrial plants 
such as corn, soybean, jatropha, coconut and 
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oil palm (Chisti, 2010). Although the cultivation of algae is relatively easy, the harvesting 
of microalgae is rather difficult because of its small size, its density is close to water, the 
concentration of the media is very dilute, the surface is negatively charged and there is a 
lot of dispersed algonenic organic matter in the surrounding environment (Bilad, Arafat, & 
Vankelecom, 2014; Danquah, Ang, Uduman, Moheimani, & Fordea, 2009; Kim et al., 2013; 
Zhang, Hu, Sommerfeld, Puruhito, & Chen, 2010). Furthermore, the energy required for the 
harvesting process can be higher than the energy produced by the microalgae itself (Chisti, 
2010; Tran et al., 2013; Uduman, Danquah, Forde, & Hoadley, 2010). 
The method of harvesting depends on the properties of microalgae such as density, size 
and value of the desired product (Vandamme, Muylaert, Fraeye, & Foubert, 2014). Several 
microalgae harvesting techniques have been developed, such as flocculation, centrifugation, 
ultrasound, floatation and membrane filtration. Among them, flocculation  is commonly used 
due to its simple operation (Danquah et al., 2009; Kim et al., 2013; Zhang et al., 2010; Tran 
et al., 2013; Uduman et al., 2010; Vandamme et al., 2014). Flocculants are added to merge 
algae cells into large flocks such that they can be easily separated. As an example, Vandamme, 
Foubert, Meesschaert and Muylaert (2010) used cationic starch as flocculants for microalgae 
harvesting. The flocculation efficiency was reported to be 80-90%, with flocculants doses 
within the range of 10-20 mg/l. However, the flocculation method requires a large space to 
accommodate sedimentation and high operating costs (Ryll et al., 2000).
Harvesting of microalgae by centrifugation with high speed rotation was conducted by 
Chen, Yeh, Aisyah, Lee and Chang (2011) to obtain algae cells. This technique was effectively 
used to separate microalgae cells from their liquid medium. However, according to Knuckey, 
Brown, Robert and Frampton (2006), the force of gravity and high friction leads to damage of 
cell structure. In addition to the weakness of the centrifugation method, there is also the high 
operating cost to be considered (Ryll et al., 2000). Bosma, Spronsen, Tramper and Wijffels 
(2003) applied ultrasound for the harvesting of microalgae. Ultrasonic irradiation was imposed 
on the microalgae at a specific wavelength causing cavitation bubbles. After operation, 
sedimentation of cells was rapidly formed due to the force of gravity. The disadvantage of this 
technique was that the operation was difficult and the investment costs were high (Bosma et al., 
2003). Kurniawati, Ismadji and Liu (2014) conducted harvesting of microalgae by floatation 
using saponin and chitosan. This method was very effective for separating microalgae and 
algonenic organic matters. However, it required further processing and investment in expensive 
equipment.
Ultrafiltration and microfiltration have been proposed for microalgae harvesting (Zhang 
et al., 2010; Rickman, Pellegrino, & Davis, 2012; Bilad, Vandamme, Foubert, Muylaert, & 
Vankelecom, 2012). Membrane filtration has advantages that include being environmentally 
friendly (Zhang et al., 2010); providing separated water and nutrients that can be reused to grow 
microalgae (Ahmad, Yasin, Derek, & Lim, 2012); allowing for a continuous process using low 
energy (Rickman et al., 2012; Ahmad  et al., 2012; Bhave, Kuritz, Powell, & Adcock, 2012); 
and being run on a low operating cost compared to other processes such as centrifugation and 
flocculation (Ahmad  et al., 2012; Grima, Belarbi, Fenandez, Medina, & Chisti, 2003; Weschler, 
Barr, Harper, & Landis, 2014). However, the main problem of membrane filtration is the 
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formation of fouling, which causes a decrease in flux and affects the efficiency of harvesting. 
Some of the strategies conducted to overcome fouling include membrane modification (Hwang, 
Park, Oh, Rashid, & Han, 2013), fluid management (Kim, Jung, Kwon, & Yang, 2015), 
membrane washing (Huang et al., 2012) and chemical pre-treatment (Babel & Takizawa, 2011). 
In summary, flocculation and membrane filtration have been proposed as promising 
techniques for harvesting of microalgae. Each technology has its own advantages and 
disadvantages. Flocculation has lower separation efficiency than MF and UF but the complexity 
of membrane operation includes fouling, which restricts the use of membrane filtration. By 
contrast, flocculation can still be found in practical application. It is well known that UF has 
higher separation efficiency than MF. However, in terms of flux and energy used, MF should 
be more competitive than UF. Thus, it is not easy to determine the best process that should be 
chosen i.e. flocculation, microfiltration, ultrafiltration or their combination. More attention is 
given to performance comparison between ultrafiltration and a combination of flocculation 
and microfiltration.
Furthermore, there also seems to be considerable disagreement among the different 
reports. This is because the performance of this process is influenced by many factors such 
as coagulation type, coagulation condition, filtration performance, type of microalgae and 
microalgae concentration. This paper systematically evaluates the performance of flocculation, 
membrane filtration and their combination for harvesting of microalgae. The chitosan as 
flocculants was chosen because of high cationic charge density, long polymer chain, non-
toxic, biodegradable, little problems for subsequent application of the recovered biomass and 
the recycling of the culture medium (Xu, Purton, & Baganz, 2013). It is expected that high 
harvesting efficiency will be achieved and fouling as a severe problem of membrane process 
will be reduced by combining flocculation and membrane filtration.
MATERIALS AND METHODS
Materials
Chlamydomonas sp. culture obtained from an open pond in the premises of the Department of 
Chemical Engineering, Diponegoro University, was used as the feed. Chitosan was purchased 
from Biotech Sorendo Indonesia. Sodium hydroxide and hydrogen chloride were purchased 
from Merck. Two commersial polyethersulfone (PES) ultrafiltration (UF) membranes (with 
molecular weight cut-off of 10 and 100 kDa) and a commercial regenerated cellulose (with 
MWCO 10 kDa) were used. All UF membranes were supplied by Alfa Laval (Denmark). In 
addition to the UF  membrane, a commercial PES microfiltration membrane (with the average 
pore size ~0.8 µm) obtained from Membrana GmbH (Germany) was used.
Quantification of microalgae cells
The algae was cultivated at room temperature (25 + 1°C) and at a constant pH of 7. Turbidity 
was used as a representation of microalgae concentration. Turbidity was measured using the 
Nephelometric method (SM 2130 B). Figure 1 shows the correlation of turbidity (x) and number 
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of microalgae cells (y) resulting from the experiment. Furthermore, it can be expressed in the 
following linear correlation (Equation 1). 
       y = 3.443 * 107 x               [1]
where y is the number of microalgae cells and x is turbidity.
Harvesting of Microalgae by Flocculation
Harvesting of microalgae by flocculation was performed using a jar test equipped with 
an agitation system. In this experiment, chitosan was used as the flocculant. The initial 
concentration of microalgae (CAO), the dose of flocculants (Cc) and the agitation time were 
varied. Harvesting efficiency was determined using the following equation: 
       “Efficiency                     [2]
where CAo and CA are the microalgae concentration before and after flocculation, respectively. 
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Harvesting of Microalgae by Membrane Filtration and the Combination of 
Flocculation and Membrane Filtration
In membrane filtration, either microfiltration or ultrafiltration membrane was used in filtration 
experiments. The filtration was performed by cross-flow filtration with feed and bleed mode. 
The membrane was firstly compacted by pressurising distilled water in a feed tank into the 
membrane cell using a pump. Thereafter, the pressure was lowered to the operating pressure for 
filtration. The pure water flux was then measured as initial pure water flux (Jo). In a filtration 
experiment, distilled water was replaced with a solution of microalgae of a certain concentration. 
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The microalgae solution was pumped at a certain pressure into the membrane cell. Both the 
retention and permeate flux were not returned to the feed tank. The value of the permeate flux 
(J) was measured for 120 minutes. All the experiments were conducted at room temperature 
(28 + 2°C) and at a constant trans membrane pressure (300 kPa for UF and 20 kPa for MF). 
The permeate flux was measured by collecting the permeate volume for a certain period of time 
and calculated using Equation [3]. To take into account the heterogeneity of the membranes, 
the normalised flux (J/Jo), which is the ratio of the permeate flux to the initial pure water flux 
of the same membrane used, was used to express flux behaviour. 
                      [3]
where J is permeate flux (L/m2h), V is permeate volume (L), A is membrane surface area (m2) 
and t is filtration time (h).
In the experiments using a combination of flocculation and membrane filtration, flocculation 
of microalgae solution was firstly performed. First, microalgae was flocculated using the 
optimum condition obtained from the flocculation experiment. Thereafter, the supernatant 
of the flocculated microalgae solution was flowed into the feed tank for membrane filtration. 
The following experiment protocols were similar to the previous membrane filtration using 
an MF membrane. The harvesting efficiency was determined using Equation [2], where CA is 
the MA concentration in the permeate stream (both for the membrane filtration only and the 
combination of flocculation and membrane filtration) instead of the MA concentration after 
flocculation. Efficiency measurement was conducted every 15 minutes of filtration (at 15, 30, 
45, 60, 75, 90, 105 and 120 min) and the results were then averaged. 
RESULTS AND DISCUSSION
Harvesting of Microalgae by Flocculation
The flocculation process is influenced by concentration of flocculant, agitation speed and 
agitation time. Figure 2 shows clearly that chitosan can be used as a flocculant for the harvesting 
of microalgae. Further, flocculation efficiency is influenced by both flocculant concentration and 
agitation rate. The increase in chitosan concentration, firstly, increases flocculation efficiency. 
However, further increase in chitosan concentration decreases flocculation efficiency. In this 
study, a similar phenomenon was observed in the effect of agitation rate i.e. the increase in 
agitation rate increased flocculation efficiency but further increase decreased efficiency. Several 
mechanisms of coagulation using chitosan have been explained in previous publications 
(Tran et al., 2013; Vandamme et al., 2014). In this case, the amine groups of chitosan were 
protonated to NH3+, leading to electrostatic attraction of the microalgae cells, which finally 
forms microalgae aggregates.
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It is seen that the best flocculation efficiency was 74%, obtained at the concentration of 
chitosan of 250 ppm with an agitation rate of 30 rpm. As explained by Sundstrom and Klei 
(1979), at a low agitation rate, the energy required to make a large flock is not enough, whereas 
at a high agitation rate, the high energy can break the already formed flocks. 
Figure 3 shows the effect of agitation time on flocculation efficiency. It is seen that the 
increase in agitation time increased efficiency. However, excessive agitation i.e. agitation 
beyond 35 minutes broke the flocks and therefore, decreased flocculation efficiency. The best 
flocculation efficiency was obtained from the flocculation where the agitation rate was 30 rpm 
for 35 minutes.
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In order to know the ratio of microalgae concentration and chitosan concentration used 
for flocculation, the concentration of the microalgae in the feed solution was varied. As clearly 
seen in Figure 4, flocculation efficiency was influenced by both microalgae and chitosan 
concentrations. As the microalgae concentration was decreased the chitosan concentration 
required to obtain optimum flocculation efficiency decreased. Excessive addition of chitosan 
compared to microalgae caused the formed microalgae flocks to become unstable. Furthermore, 
these unstable flocks were deflocculated and their sizes became smaller. This phenomenon has 
been explained by Yoon et al. (2005) and Matos, Benito, Cambiella, Coca and Pazos (2010). 
Figure 4 suggests that the optimum flocculation of microalgae using chitosan was obtained at 
the ratio of microalgae and chitosan within the range 1011 to 1.4 x 1011 cells/mg of chitosan. 
This means that 1 to 1.4 x 1011 cells of microalgae need 1 mg of chitosan to obtain 75-80% 
flocculation efficiency.
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Harvesting of Microalgae by Membrane Filtration
In this experiment, MF and UF membranes w re used for filtration of the microalgae solution. 
The membrane was operated at a pressure of 20 kPa for MF and 300 kPa for UF. The 
performance of membrane filtration was determined by measuring permeate turbidity and 
permeate flux. The results are presented in Figure 5.
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Both MF and UF membranes showed rapid flux decline at the beginning of filtration and 
after about 40 minutes, they displayed a steady state flux. The concentration polarisation, 
which is an accumulation of retained microalgae on the membrane surface, is believed to 
have contributed to this rapid flux decline. This explanation is evidenced by the results 
that demonstrated the higher concentration of microalgae the lower normalised flux. As the 
concentration of microalgae was increased the number of microalgae cells accumulated at the 
membrane-solution interface increased. The contribution of concentration polarisation on flux 
decline has been reported in many previous publications (e.g. Zularisam, Ismail, & Salim, 2006; 
Rickman et al., 2012; Susanto, Roihatin, & Widiasa, 2016). The contribution of concentration 
polarisation and fouling to the flux decline was investigated by stopping the filtration after 
10 minutes of filtration for 10 seconds. The contribution of fouling was evidenced by the fact 
that the flux could not be restored to its initial value after the filtration was restarted (data not 
shown). The contribution of concentration polarisation was proven by the higher flux after the 
filtration was restarted than the flux before stopping the filtration.
Comparing the MF and UF membranes showed that for the same concentration of 
microalgae, the normalised flux of the MF membrane was higher than that of the UF membrane. 
This indicates that fouling of PES-UF 100 kDa for harvesting of microalgae was higher than 
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the MF membrane. In order to further investigate the effect of membrane characteristics, 
various UF membranes were used. The results are presented in Figure 6. In addition to fouling, 
concentration polarisation investigation (the method used was similar to the method that yielded 
the results seen in Figure 5) showed that MF demonstrated a lower concentration polarisation 
effect on flux reduction than all the UF membranes.
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Figure 6. Normalised flux profile during filtration of microalgae solution (2.96 x 1010 cells/ml) using various 
membranes. The experiments were conducted at a constant pressure of 300 kPa for all UF membranes and 
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Figure 6 shows that normalised flux behaviour was influenced by both membrane pore 
structure and membrane material. For the same membrane material (see UF-PES 100 kDa vs. 
UF-PES 10 kDa vs. MF-PES), it was observed that the membrane having the smallest pore size 
showed the high st normalised flux. Th  increase in membrane pore siz  decreased normalised 
flux, indicating higher fouling had tak n place. However, regardless of the resulting efficiency, 
if the membrane used had a very large pore size (see PES-MF membrane), the normalised 
flux would increase, indicating less fouling. These phenomena can be explained by the fouling 
mechanism. Fouling occurs via pore narrowing, complete pore blocking and gel layer formation. 
Initially, if we increase membrane pore size, the possibility of complete blocking will be higher. 
However, if the membrane po es are too large compared to the dim nsion of the microalgae, 
the possibility of complete blocking will be lower. For membranes that have a large pore size, 
the possibility of the microalgae to access membrane pores is higher, leading to higher pore 
narrowing than pore blocking. It should be kept in mind that fouling by complete blocking 
reduces flux more significantly than pore narrowing. 
Comparing the membranes, which had the same pore size but were made of different 
materials (see UF-PES 10 kDa and UF-RC 10 kDa), showed that the UF-RC 10 kDa had higher 
normalised fluxes than the UF-PES 10 kDa. This suggests that the fouling during filtration of 
microalgae was influenced by membrane material i.e. hydrophilic material was more resistant 
towards fouling than hydrophobic material.
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Table 1 shows the harvesting efficiency of the different processes used. It is seen that using 
the MF membrane showed a higher efficiency than did the flocculation technique (~90% vs. 
~80%). The increase in concentration of microalgae slightly increased harvesting efficiency. 
All the UF membranes demonstrated higher efficiency than the MF membrane. There was 
no significant difference in harvesting efficiency among UF membranes. All UF membranes 
showed very high harvesting efficiency i.e. higher than 99%.
Table 1 
Comparison of Harvesting Efficiency for Different Methods  
No Microalgae 
concentrationa
MF UF Flocculation + MFd
250b 25b PES-100 PES-10 RC-10 25b 250b
1 ~2.96 x 1010 81.2 15.5 91.1 99.6 99.8 99.2 98.2 99.2
2 ~2.96 x 1010 78.7 21.6 89.3 99.5 n.dc n.dc 99.1 99.7
3 ~2.96 x 1010 74.2 62.2 86.8 99.2 n.dc n.dc 99.4 99.6
ain cells/ml; bflocculant concentration in ppm; cnot done; dcombination of flocculation and MF
Harvesting of Microalgae by a Combination of Flocculation and Microfiltration
Flocculation as a pre-treatment process was expected to improve harvesting efficiency of the 
microfiltration membrane as well as to reduce fouling. In this experiment, flocculation was 
combined with MF. The results are presented in Figure 7.
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smaller, leading to higher flux. In addition, a cake layer formed by the flocculated particles on 
top of the membrane surface was more porous than the original particles (Barbot, Moustier, 
Bottero, & Moulin, 2008). Even though a very low concentration of chitosan was used (25 
ppm), a significant fouling reduction was observed. A similar phenomenon was reported by 
Matos et al. (2010), who integrated flocculation and ultrafiltration to filter activate sludge.
In addition to reducing fouling, flocculation can also increase harvesting efficiency of 
microfiltration membranes from 86-91% to 98-99.7% on the one hand (Table 1). On the other 
hand, a microfiltration membrane could also increase harvesting efficiency of the flocculation 
technique. Interestingly, with a very low concentration of chitosan, the harvesting efficiency 
could reach 99%, which is comparable to using an ultrafiltration membrane.
In order to further compare the harvesting efficiency of flocculation, microfiltration, 
ultrafiltration and the combination of flocculation and microfiltration, the experiments using 
a feed with similar total loading were conducted on the same conditions detailed in Table 1 
(flocculation using 250 ppm, MF, UF PES 100 kDa, flocculation 25 ppm and MF). The results 
showed that the process efficiencies were similar to the results presented in Table 1. The mutual 
effect of flocculation and MF with respect to flux and harvesting efficiency was observed. 
Further, the combination of flocculation (using 25 ppm) and MF showed a harvesting efficiency 
that was comparable with that of using a UF membrane i.e. 99.3% (for flocculation and MF) 
compared to 99.6% (for UF).
CONCLUSION
The performance of flocculation, microfiltration, ultrafiltration and the combination of the 
flocculation and microfiltration processes for microalgae harvesting was evaluated in this 
paper. The important parameter in harvesting of microalgae using flocculation was the ratio of 
microalgae concentration to chitosan concentration, agitation rate and agitation time. Overall, 
the best harvesting efficiency resulted from flocculation was 81%. Harvesting using a MF 
membrane showed higher efficiency than using the flocculation process (~90% vs. ~80%). All 
the UF membranes demonstrated a higher efficiency than the MF membrane i.e. higher than 
99%. The flux behaviour and harvesting efficiency of membrane processes were influenced 
by membrane pore structure and membrane material. Integrating flocculation and using a MF 
membrane could give a mutual effect i.e. increasing both harvesting efficiency and permeate 
flux of the MF membrane and reducing significantly the amount of flocculants used. 
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ABSTRACT
The artificial immune system (AIS) algorithm is a heuristic technique inspired by the biological immune 
system. The biological immune system has been proven to be a robust system that defends our body 
from any pathogen attacks. This paper presents a hybrid paradigm by implementing the Hopfield neural 
network integrated with enhanced AIS for solving a 3-Satisfiability (3-SAT) problem. Fundamentally, a 
3-Satisfiability problem is used as an ideal optimisation problem by neural network practitioners in their 
research. The core impetus of this study was to compare the performance of artificial immune system 
(AIS) algorithm and brute-force search (BFS) algorithm in doing 3-SAT logic programming. Microsoft 
Visual C++ 2013 was used as a dynamic platform for training, simulating and testing of the network. 
We restricted our analysis to 3-Satisfiability (3-SAT) clauses. The performances of both paradigms were 
analysed according to the following measures, namely, global minima ratio, global Hamming distance, 
fitness landscape value and computational time. The experimental results successfully depicted the 
robustness of the AIS compared to the BFS algorithm. The work presented here has profound implications 
for future studies of AIS to solve more complicated NP problems.   
Keywords: Artificial immune system algorithm, brute-force search algorithm, Hopfield network, 
3-Satisfiability, logic programming
INTRODUCTION
Hybrid computational models in artificial 
intelligence have been mushrooming and 
producing a prolific amount of research. In this 
paper, we proposed a hybrid computational 
model by implementing an artificial immune 
system (AIS) algorithm incorporated with a 
Hopfield neural network to do a 3-SAT logic 
programming. Technically, the combination 
of Hopfield neural network, constrained 
Mansor, M. A., Kasihmuddin, M. S. M. and Sathasivam, S.
1174 Pertanika J. Sci. & Technol. 25 (4): 1173 - 1188 (2017)
satisfiability problem and searching techniques (metaheuristics) in logic programming as a 
hybrid computational network is still novel in artificial intelligence. 
Firstly, the artificial immune system algorithm (AIS) is a vibrant metaheuristic paradigm, 
enthused by the complex biological immune system (Dasgupta et al., 2003). Furthermore, 
AIS can behave as an alternative machine learning network and feasibly be implemented to 
resolve zillions of constraint optimisation problems (Layeb, 2012). The core advances within 
AIS have been dedicated to three important immunological principles namely, the immune 
clonal selection, immune networks and negative selection (Timmis & Neal, 2001). As a matter 
of fact, most AIS practitioners have focussed on the learning and memory mechanisms of the 
immune system in order to have it resemble the human immune system. A prolific volume of 
works on artificial immune systems from the breakthrough research by Farmer et al. (1986) 
has transformed the AIS into a vital metaheuristic paradigm to solve numerous problems. 
The neural network is considered as one of the most celebrated fields in artificial 
intelligence (AI) and mathematical computational studies (Rojas, 1999). The framework of 
artificial neural network is inspired by the biological nervous system to model the computations 
engaged in by the human brain (Zinovik et al., 2008). Strictly speaking, various types of neural 
networks have been sprouted such as the Hopfield network presented by Hopfield and Tank 
(1985). The Hopfield neural network is highlighted as a simple recurrent network equipped 
with an efficient associative memory. Moreover, the network can store numerous memories 
analogously to the human brain (Sathasivam, 2010). Additionally, it is a division of the artificial 
neural network that practically can be implemented to solve various mathematical problems 
such as the combinatorial optimisation problem, pattern recognition and hard satisfiability 
problem (Haykin, 1992). 
Logic programming is a promising computational field that can be applied in solving 
numerous optimisation problem. Basically, logic programming can be delineated as an 
optimisation problem according to the constraint satisfiability outlook (Kowalski, 1979). 
Hence, logic programming requires specific clauses; the 3-SAT clause as a combinatorial 
optimisation problem. Generally, 3-SAT involves a massive search space, since it was depicted 
as a NP-hard problem (Tobias & Walter, 2004). In this paper, we used the 3-SAT clauses as the 
problem in logic programming. In the same way, the 3-SAT problem is applied and integrated 
in an artificial neural network to search for optimised global solutions (Aiman & Asrar, 2015). 
Therefore, the conventional model developed by Abdullah (1993) was the breakthrough in 
logic programming of neural networks.
Neuro-searching paradigms are getting more attention by researchers eager to solve 
computational problems (Luke, 2013). The conventional method, the exhaustive search (ES) 
and heuristics method, can be implemented as the searching technique in any constraint 
optimisation problem (Matsuda, 1998). Hence, we proposed the artificial immune system (AIS) 
as the neuro-searching technique (metaheuristic) in this study. In this research, we proposed 
an enhanced metaheuristic method, the artificial immune system (AIS) algorithm incorporated 
with the Hopfield network to hunt for the satisfied assignments within the stipulated time. The 
main contribution was the implementation of the artificial immune system (AIS) algorithm 
as a searching technique integrated with the Hopfield neural network in doing 3-SAT logic 
programming. The robust searching paradigm assisted the hybrid model to achieve greater 
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convergence in solutions, better stability and faster searching time. In addition, we introduced 
the conventional searching method, brute-force search (BFS) algorithm, incorporated with the 
Hopfield neural network as the searching tool.
The overall structure of this paper had been structured systematically as follows. In 
Section 2, we discuss the fundamental notions of the Boolean Satisfiability Problem and the 
specific 3-Satisfiability concept. In Section 3, we emphasise the Hopfield neural network, 
content addressable memory (CAM) and logic programming in 3-SAT. Section 4 presents the 
neuro-searching paradigms implemented in this study, the artificial immune system (AIS) and 
brute-force search (BFS) algorithm. In Section 5, the implementation of the hybrid paradigms 
are discussed briefly. Section 6 presents the complete experimental results and expositions. 
Finally, Section 7 presents the conclusion and some recommendations for future research.
THE SATISFIABILITY (SAT) PROBLEM
Strictly speaking, the satisfiability problem (SAT) is one of the most celebrated topics in 
prepositional calculus and computer science. The SAT problem can be demarcated as the 
process of finding an ideal assignment based on Boolean values in order to ensure the formula 
is satisfied (Vilhelm et al., 2005). Hence, the core impetus of a satisfiability study is to decide 
the existence of an ideal assignment of truth values (assignments of 0 or 1 to each of the 
variables) to variables that produce any satisfied conjunctive normal form (CNF) formula 
(Gu, 1999). Technically, an immense amount of NP problems can be transformed in terms of 
SAT. Given an insight defining whether a SAT problem assignment is satisfiable or not, one 
can discover a satisfying assignment in time and linear based on the number of variables or 
literals (Ullman, 1975). Therefore, there is a possibility of transforming an NP problem in SAT 
in polynomial time. For instance, when we have a constraint problem of size n, there are 2n 
possible assignments and also l literals to the set for each assignment where such technique 
requires O(1.2n) operations (Sathasivam, 2010).
3-Satisfiability (3-SAT)
In this section, we highlight 3-Satsifiability (3-SAT), which is a paradigmatic NP-complete 
problem. Essentially, the 3-Satisfiability (3-SAT) problem can be described as a mapping 
conundrum from truth values based on logic programming in 3-SAT. Technically, 3-SAT 
can be delineated as a conjunctive normal form formula with a collection of clauses,  each 
comprising exactly and strictly three literals per clause (Vilhelm et al., 2005). Therefore, the 
3-SAT paradigm can allow binary values of each variable, which are 1 or -1. In addition, the 
3-SAT problem can be clinched as a non-deterministic problem (Tobias & Walter, 2004). 
The four fundamental aspects of the 3-SAT problem in the conjunctive normal form (CNF) 
can be summarised as follows:
1. The SAT formula comprises an array of  variables,  inside each clause. For a 
3-SAT problem, we strictly limited .
2. A set of m clauses in a Boolean formula.  
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3. A set of  literals. In 3-SAT, we considered three literals in each clause. Each clause, ck, 
consisted of only literals combined by the logic operator OR. 
        
4. The literals can be the variable itself or the negation of the variable. 
      
In this paper, a randomised 3-SAT formula, which consisted of strictly three clauses and three 
literals, is emphasised. For example:
                  (1)
As an illustration, we represented the 3-SAT formula in CNF form as P in equation (1). 
Generally, the formula can be formed in numerous combinations (randomised) as the number 
of atoms can be different, excluding the literals that were rigorously equal to 3 for each clause. 
Correspondingly, the greater number of literals per clause will maximise the probabilities for 
a clause to be satisfied (Kowalski, 1979). 
Neuro-Searching Paradigm
Brute-force search algorithm. Brute-force search (BFS) algorithm can be defined as a 
local search technique for an element with a specific property among combinatorial aspects 
including permutations, combinations, logics, satisfiability or subsets of a set (Mark & Lee, 
1992). Additionally, the BFS algorithm will brutally search for total potential clause, even if 
the search dimension gets bigger and more complex (Rojas, 1999). Technically, the brute-force 
search algorithm is the simplest algorithm for checking the logic satisfaction problem. Even 
though BFS is theoretically easy to implement and frequently effective, it is occasionally 
considered not robust (Nievergelt, 2000). Despite the disadvantages, an exhaustive search 
can be guaranteed to converge towards the solution (satisfied clause) for the entire search 
space. Consequently, an exhaustive search consumes more computation time in searching for 
the satisfied interpretation completely (Zinovik et al., 2008). On the other hand, the entire bit 
strings (interpretation) will be collapsed when any one of the clause is not satisfied. 
In our exploration, we pinpointed the complexity of the hybrid network when we 
ventured to work with more neurons. The CPU time was slowed down when we increased the 
complexity of the hybrid network. Given any 3-SAT problem, there are theoretically   satisfying 
assignments (Gu, 1999). To sum up, the computation complexity is represented as  . For the 
BFS algorithm, the satisfied assignment is gained after performing a brutal ‘trial and error’ 
procedure. Henceforth, the correct assignment will be stored in the Hopfield’s artificial brain in 
the form of content addressable memory (CAM). The brute-force search algorithm performance 
has been explored by Aiman and Asrar (2015), Zinovik et al. (2008) and Nievergelt (2000). In 
this paper, we implemented the BFS algorithm with the Hopfield neural network as a hybrid 
network based on logic programming to solve 3-SAT problems (3SAT-BFS).
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Artificial immune system algorithm. The Artificial Immune System (AIS) algorithm has 
emerged as a brand new metaheuristic technique based on the human immune system. The 
artificial immune system was popularised by Farmer et al. (1986), who modelled Jerne’s 
Immune network theory. On top of that, the artificial immune system (AIS) algorithm can 
be illustrated as a distributed network able to do parallel processing (Afshinmanesh et al., 
2005). The core developments of the artificial immune system (AIS) revolved around three 
fundamental immunological concepts, namely, the immune clonal selection, negative selection 
technique and immune network (Aickelin, 2008). 
Researchers have investigated the learning and memory capability of the clonal selection 
and immune network theory. The AIS offers properties that are suitable for a computational 
model, such as adaptation, recognition, learning, robustness, memory and scalability (De 
Castro & Timmis, 2002). 
The biological immune system can be classified into two key defence methods (De Castro 
& Von Zuben, 2002): 
a) Innate immune system, which represents the non-specific defence mechanism and 
biological immune defences present since birth. Moreover, the innate immune system 
comprises the complete chemical properties contained in the antigen.
b) Adaptive immune system, which depicts the entire defences learnt over time. Additionally, 
adaptive immunity comprises a ‘memory’ that creates upcoming reactions against a 
particular antigen efficiently.
Furthermore, the complex interactions between entities within each level will ensure the 
immune system shields the body after any harmful entity and exogenous agent, known as an 
antigen, has attacked it. A particular form of cell, identified as the B-cell, leads in the destruction 
of the antigen. Hence, the B-cell produces antibodies that bind with the antigens and mark 
them for damage (Dasgupta et al., 2003). The strength of the antibody or antigen binding is 
called antigenic affinity (Layeb, 2012). Robust features of the immune system have boosted 
its adaptation to information technology for solving numerous problems. 
Therefore, the proposed hybrid technique is a novel technology as most researchers only 
focus on the standalone Hopfield neural network or metaheuristic to solve 3-satisfiability 
problems. The brute force search (BFS) is a state-of-the-art technique, extensively applied to 
solve 3-satisfiability problems. Hence, the artificial immune system (AIS) algorithm needs to be 
compared with the brute force search (BFS) in order to highlight its computational capability. 
In this paper, we focussed on the clonal selection that was implemented in our binary AIS. 
Clonal selection. The remarkable feature in our biological immune system is the capability 
to build antibodies to combat new antigens or pathogens (Dasgupta et al., 2011). Hence, the 
immune clonal selection process depicts the fundamental structures of an immune response 
towards an antigenic stimulus. It advances the idea that only the antibodies can identify the 
antigen proliferate, and therefore, they are the cells nominated to do the job (Timmis et al., 
2008). Specifically, B-cells will produce antibodies if any incoming antigen is discovered. Then, 
the particular B-cells distinguish the antigen proliferate via the cloning process. Significantly, 
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the main event during clonal mutation is somatic hypermutation, whereby genetic maturation 
and variation are improved (Layeb, 2012). The B-cells with higher affinity will be differentiated 
into plasma and memory cells, while the worst one will be destroyed. 
Binary artificial immune algorithm. We proposed a binary artificial immune system based on 
the immune clonal selection perspective. Technically, the binary artificial immune system was 
implemented by several researchers for binary optimisation and pattern recognition. Previous 
works on binary artificial immune system include Tang et al. (1997), who proposed that the 
binary AIS be incorporated with the immune response network theory and Layeb (2012), who 
introduced the affinity-based interaction for the artificial immune system (AIS) algorithm 
integrated with the TABU search technique.
In our paper, we develop a hybrid paradigm by implementing the Hopfield network and 
binary AIS to do a 3-SAT logic programming (HNN-3SATAIS). In our exploration of binary 
AIS, the binary strings or Boolean interpretations were illustrated as the B-cells. Firstly, we 
generated and initialised 100 B-cells that represented the initial population size. Generally, 
any massive and diverse population represented a massive space search of solutions that can 
lead to global solutions. Moreover, a smaller population size can contribute to local minima 
solutions (Layeb, 2012).
For instance, if an antigen or pathogen attacks the organism, the antibodies (B-cells) that 
recognise these antigens survive. Secondly, for every iteration, the affinity of every B-cell is 
computed. The affinity measure was the total amount of satisfied clauses in the 3-SAT formula. 
After that, the best five B-cells were selected. By implementing the roulette wheel mechanism, 
the selected B-cells were allowed to be cloned and duplicated. Therefore, the newly produced 
B-cell population comprised 200 cloned B-cells. Then, we normalised the B-cells. Thus, the 
antibodies existing in memory response achieved a higher average affinity than those of the 
initial primary response (Coello & Cortes, 2005). It is called the maturation of the immune 
response process. 
The mutation process in AIS is basically similar to the one in genetic algorithm. The 
process is improved by the ‘somatic’ principle, whereby the nearer the match, the more 
disruptive the mutation (Timmis & Neal, 2001). In order to obtain a satisfactory interpretation, 
somatic hypermutation might be very useful. The flipping process will improve the B-cells 
(interpretation) to achieve the best affinity value. The best B-cells will be selected as the 
candidate cells and stored in the memory cell to be retrieved to combat pathogenic attacks. 
The aim is to preserve the diversity between antibodies that are composed of the memory set. 
In our context, any satisfied interpretation will be stored in 
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CAM to be recalled by the network. Thus, it will converge to the global solution. The 
algorithm of our proposed binary AIS can be simplified as follows:CAM to be recalled by the network. Thus, it will converge to the global solution. The 
Step 1  
Generate 100 random  (random assignments)  
Step 2  
Check the affinity for each   
 
Step 3 
Take the best five to be cloned. 
 
where is the number of population clone that we want to produce. (Set to 200) 
Step 4 
Normalise the 200  clones:	  
Step 5 
Calculate the number of mutations for each  clone 
 
Step 6 
Based on Nb, mutate the best and the worst  based on the flipping of the 1 and -1. 
Step 7 
Check the affinity of the .  
if has a local maxima,  
store in memory cell 
otherwise,   is the best solution 
 
Neuro-Logic in the Hopfield Neural Network
Hopfield neural network. Inaugurated by John Hopfield in 1982 (Hopfield & Tank, 1985), the 
Hopfield model is widely used to elucidate various optimisation problems. Hence, the model 
is constructed by connecting a large number of simple processing interconnected units called 
neurons. Strictly speaking, the interconnected units in Hopfield neural networks are known 
as the binary threshold unit (Haykin, 1992), which consider the binary values, 1 and -1. After 
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that, the state of the output is maintained until the artificial neuron is updated. In general, the 
network is usually designed to limit the possible value of ai (Aiyer et al., 1990). Fundamentally, 
entails the following operations:
                     (2)
whereby wij denotes the weight from unit j to i. Sj refers to the state of unit j and ξi denotes the 
threshold of unit i. The connection in the Hopfield net normally has no connection with itself, 
and wij = 0 and connections are symmetric or bidirectional wij = wji (Sathasivam et al., 2013). 
In this paper, the network comprises N renowned neurons, where each is defined by the well-
known Ising model of a magnetism spin variable. In this model, the neuron permitted only a 
bipolar state Si ∈{1, -1}. Traditionally, the update of neurons is based on Si →  sgn(hi), where 
hi is the local field between the neurons. The computational model will explicitly generalise 
to a higher order connection. Thus, the local field can be computed using:
       hi = wij
2( )S j +wi
1( )
j
∑                 (3)
Basically, the weight or connection strength in the Hopfield neural network is always 
symmetrical. In a higher order connection, the underlying neuron update is retained:
       Si t +1( ) = sgn hi t( )⎡⎣ ⎤⎦                (4)
A point to ponder is the value of a neuron change asynchronously in order to minimise the 
energy and lastly, converge it to equilibrium form (Matsuda, 1998). Cost function is associated 
with energy function for minimising the inconsistencies of the 3-SAT constraint. This vital 
property guarantees that the energy will decrease monotonically while following the activation 
system. The energy function for the Hopfield neural network is denoted in equation (5).
       E = −1
3
wijk
3( )SiS jSk
k
∑
j
∑
i
∑ − 12 wij
2( )SiS j −
j
∑
i
∑ wi
1( )S j
i
∑            (5)
Specifically, Hopfield’s energy function is important since it will determine the degree of 
convergence of the network (Ionescu et al., 2010). On top of that, the energy minimisation 
features make the Hopfield model harmonious with other optimisation algorithms.
Content addressable memory (CAM). The Hopfield network is a contender for information 
processing systems due to its dynamic properties that unveil stable states that work as a basin 
of attraction towards which adjacent states can progress in time (Michel & Farrell, 1990). The 
Hopfield model has been shown to implement content addressable memory (CAM) effectively 
(Holland, 1975). Theoretically, content addressable memory can be demarcated as particular 
memories that contain information that can be retrieved from the given address of the memory 
location where the data is stored (Ionescu et al., 2010). Effective CAM can store an enormous 
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library of memory in form of patterns and is able to recall particular patterns correctly when 
the network gets ‘excited’.  In this paper, we utilise the features of CAM to store the satisfied 
assignments that corresponded to the 3-SAT logical clause. The consistency of 3-SAT 
assignments (graded storage) was retrieved with the aid of CAM during the training process. 
With the projection storage rule, CAM was incorporated with search algorithms, namely the 
brute-force search (BFS) algorithm and the Artificial Immune System (AIS) algorithm to do 
a 3-SAT in the Hopfield network.
Logic programming in Hopfield network. Constraint satisfaction has been a subject of 
research in the field of artificial intelligence for many years. Logic programming is one out of 
many types of constraint optimisation combinatorial problems (Sathasivam et al., 2013). The 
recent work on logic programming in the Hopfield network was coined by Wan Abdullah, who 
applied the Hopfield neural network with Horn satisfiability clauses (Abdullah, 1993). Moreover, 
the significant work by Pinkas and Dechter (1995), which is about energy minimisation by 
integrating logic programming and the Hopfield neural network. Weight or synaptic strength 
determination based on Sathasivam’s method for Horn logic programming was proven to be 
effective in reducing the local minima energy and achieving global convergence (Sathasivam 
& Wan Abdulllah, 2008). In this paradigm, 3-SAT logic was considered a constrained model 
and the Hopfield network was exploited to minimise constraint inconsistencies. Hence, we 
implemented logic programming in Hopfield for the 3-SAT clause with the neuro-search 
algorithms such as the brute-force search and the artificial immune system.
Implementation of 3SAT-AIS logic programming in the Hopfield neural network  
i. Firstly, convert all the 3-SAT clauses into prepositional Boolean algebra with correct 
operators.
ii. Classify the neuron to ground neuron, respectively. Initialise the entire weights to zero.
iii. Derive and form a cost function that is associated with the negation of all 3-SAT clauses, for 
instance, X = 12 1+ SX( )  and X =
1
2
1− SX( ) . SX =1  (True) and SX = −1 (False). Multiplication 
is denoted as conjunction and addition symbolises the disjunction of clauses.
iv. Compare cost function for 3-SAT with energy, E, in order to obtain the values of the 
connection strengths or weights (Sathasivam & Wan Abdullah, 2008).
v.  mplement the AIS algorithm to verify the 3-SAT clause satisfaction. The satisfied 
interpretations are graded in Hopfield’s brain as content addressable memory storage.
vi. Next, randomise the states of the corresponding neurons. Calculate the corresponding local 
field hi (t) . The hybrid network experiences a sequences of energy relaxation processes 
(Sathasivam, 2010) based on the following formula: 
       dhi
dt
= R dhi
dt
                 (6)
 where R is the rate of relaxation. Given that the final state is steady for five runs, we 
considered it the final state.
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vii. Compute the corresponding final minimum energy, E, for the final state using the Lypunov 
equation. The process of authentication of the final energy will classify whether it is global 
minima or local minima. After that, compute the global Hamming distance for each. Record 
the computation time. 
viii. Calculate the fitness landscape measure of the energy landscape based on the Kauffman 
model (Imada & Araki, 1997): 
      f = 1
t0 p
mv (t)
v=1
p
∑
t=1
t0
∑ whereby, mv (t) = 1N i
v
ξ i
v
S (t)
i=1
N
∑           (7)
THEORY IMPLEMENTATION
Firstly, we generated a randomised 3-SAT formula with three clauses. Secondly, we initialised 
the early states for the 3-SAT clauses in the neurons. Then, the hybrid model was evolved 
swiftly until the last state was reached. When the final state was achieved, Equation (4) was 
used to update the neuron state. The network relaxation process took place and can be computed 
using Equation (3). After that, the stability of the final state was verified. The stable state was 
considered when the state obtained was steady for five runs. 
Pinkas and Dechter (1995) emphasised that allowing the ANN to evolve would contribute 
to a stable state, where the energy function would be obtained in optimum and equilibrium state. 
Consequently, the corresponding final energy for the stable state was calculated. The solution 
is considered a global minima solution if the difference between the final energy and the global 
minimum energy is within the termination criteria. Furthermore, the algorithms were repeated 
100 times with 100 neuron combinations per simulation. The termination criteria for the final 
energy was fixed as 0.001. Sathasivam et al. (2013) emphasised that 0.001 was chosen because 
it offered a better performance to reduce statistical errors. We compared the following measures: 
global minima ratio, global Hamming distance, fitness landscape value and computation time 
for the brute-force search (3SAT-BFS) and the Artificial Immune System (3SAT-AIS).
RESULTS AND DISCUSSION
Global Minima Ratio and Global Hamming Distance
Global minima ratio is delineated as the ratio between the global solutions divided by the total 
number of iterations (Sathasivam, 2010). Since each simulation produced 10,000 alternate 
solutions, we computed the ratio of global minima to check the performance of each algorithm. 
In our context, the global Hamming distance was equivalent to the distance of the bits between 
the training state and global state (retrieved state) of the neurons during the energy relaxation 
procedure. 
Table 1 describes the performance of 3SAT-BFS and 3SAT-AIS according to the global 
minima ratio and global Hamming distance. According to Table 1, the global minima ratio for 
3SAT-AIS was close to 1, compared to the traditional 3SAT-BFS. Almost all solutions produced 
by 3SAT-AIS were global solutions. B-cells with high and improving affinity (fitness) in AIS 
were able to search the solution optimally compared to the traditional BFS. The complexity 
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of the searching technique in the Hopfield network via AIS was reduced dramatically. Hence, 
more solutions had achieved the global minima compared to the local minima. The chances 
for AIS algorithm to converge to global minima were higher compared to BFS. As the number 
of neurons increased, the complexity of the network increased, since the size of the constraint 
enlarged indefinitely. In this case, the AIS algorithm was able to sort the possible candidate 
solution (B-cells) effectively (De Castro & Von Zuben, 2002) and could cope with more 
constraints compared to the BFS. The problem with 3SAT-BFS was the nature of the brute-
force search that deployed an intensive training process in hunting the correct neuron states. 
Therefore, the updating rule for 3SAT-BFS generated additional abrupt energy surfaces and 
more solutions obtained stuck at the local minima. Based on the results, 3SAT-BFS was not 
able to cope with the increasing amount of constraints and did not produce a promising global 
minima ratio as the number of neurons increased. 
Table 1 
Global Minima Ratio and Global Hamming Distance for 3SAT-BFS and 3SAT-AIS  
Number of 
Neurons (NN)
Global Minima Ratio Global Hamming Distance
3SAT-BFS 3SAT-AIS 3SAT-BFS 3SAT-AIS
10 0.9941 1.0000 0.00945 0.00122
20 0.9902 0.9994 0.01920 0.00453
30 0.9816 0.9988 0.02451 0.00865
40 0.9744 0.9936 0.02876 0.01394
50 0.9628 0.9914 0.03554 0.01985
60 0.9550 0.9885 0.05002 0.02644
70 - 0.9852 - 0.02806
80 - 0.9737 - 0.03441
90 - 0.9680 - 0.04682
100 - 0.9625 - 0.05296
In comparison, 3SAT-AIS constantly achieved better results than 3SAT-BFS if we consider 
the global Hamming distance measure. Hence, given that the global Hamming distance was 
close to zero, the distance between the stable states and global states was almost zero. The 
global Hamming distance depicted the precision of the bit pattern compared to the expected 
bit output. The selection of B-cells based on affinity (fitness) helped the network to reach 
the correct solution effectively. In addition, the efficiency of the AIS algorithm in choosing 
candidate solutions (B-cells) reduced the complexity of the network. This provided an extra 
period for the whole network to relax via Equation (6). On the contrary, the brute-force search 
algorithm highlighted the trial-and-error procedure during checking of the clause satisfaction 
procedure. The 3SAT-BFS required time to arrive at solutions and retrieve the wrong bit pattern 
due to lack of relaxation time. The retrieved 3-SAT pattern in the 3SAT-AIS had better accuracy 
compared to the 3SAT-BFS (Sathasivam, 2010). 
The proposed model, 3SAT-AIS, was able to withstand up to 100 neurons. The capability 
to sustain a massive number of neurons was due to the interesting feature of AIS algorithms 
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that can avoid non-improving B-cells (local maxima assignments) during searching. As the 
number of neurons increased, 3-SAT constraints increased dramatically. Based on the results, 
the 3SAT-BFS was not able to cope with larger constraints and did not produce any results 
when the number of neurons exceeded 60. On the other hand, B-cells in AIS were capable of 
adapting to higher constrained problems due to somatic hypermutation, which always improves 
the affinity (fitness) of B-cells (Aickelin, 2008). Thus, high stability in 3SAT-AIS reduced 
the spurious minima, which caused the retrieved solutions to become local minima solutions. 
Landscape Fitness Value
Viewing neural dynamics based on energy landscape can provide useful information about 
the efficiency of the algorithm. Figure 1 demarcates the variety in the fitness landscape value 
recorded for 3SAT-BFS and 3SAT-AIS. The neuron state retrieved from 3SAT-AIS was proven 
(from Table 1) to have a smaller global Hamming distance. As a result, the difference between 
the retrieved states and the training states was almost similar. Consequently, the difference in 
energy landscape was almost flat, since the fitness value was zero. The more rugged energy 
landscape in 3SAT-BFS was due to more solutions getting trapped into the local minima.
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3SAT-AIS was proven (from Table 1) to have a smaller global Hamming distance. As a 
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solutions getti g trapped i to the local minima. 
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Computation time can be defined as the total duration for the algorithm to produce the 
global solutions and training process. Table 2 portrays the computation time for the 
proposed model, 3SAT-AIS, with the traditional method, 3SAT-BFS. According to the 
computational time measured, the BFS algorithm spent comparatively more computation 
time (CPU time) compared to the AIS paradigm. Theoretically, the training process using 
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Computation Time
Computation time can be defined as the total duration for the algorithm to produce the global 
solutions and tr ini g process. Table 2 portrays the computation time for the proposed model, 
3SAT-AIS, with the traditional method, 3SAT-BFS. According to the co putational time 
measured, the BFS algorithm spent comparatively more computation time (CPU time) compared 
to the AIS paradigm. Theoretically, the training process using BFS required extra training time 
due to the trial-and-error process in getting the satisfied assignments. The whole built-up string 
of solution can collapse if one of the 3-SAT clauses is not satisfied. When this happens, BFS 
needs to reset the search space. On the contrary, when we applied AIS algorithms, the CPU time 
was faster due to the efficiency of the B-cells to improve towards the desired solution. B-cells 
with high and low affinity are considered in finding the best B-cells (Timmis & Neal, 2001). 
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Furthermore, 3SAT-AIS experienced less computation burden during the training processes 
as compared to 3SAT-BFS. As the number of neurons increased, 3-SAT constraint increased 
dramatically. The BFS algorithm required more time to arrive at the correct solution. This trend 
was consistent for 3SAT-AIS, even though the network complexity increased from NN=10 
until NN=100. On the contrary, the 3SAT-BFS that managed to sustain up to 60 neurons. Under 
those circumstances, additional time was needed to relax to global solution as the number of 
neurons increased.
Table 2 
Computation Time for 3SAT-BFS and 3SAT-AIS  
Number of 
Neurons
Computation Time (in seconds)
3SAT-BFS 3SAT-AIS
10 7.23 3.28
20 92.55 13.8
30 456.0 26.54
40 1134.7 64.92
50 7440.0 88.27
60 55003.4 129.5
70 - 204.6
80 - 295.3
90 - 345.7
100 - 422.0
CONCLUSION
We presented a superior algorithm for doing 3-SAT incorporated with an artificial immune 
system (AIS) algorithm in the Hopfield network in this paper. An artificial immune system 
(AIS) was incorporated with the Hopfield neural network (3SAT-AIS) for doing 3-SAT logic 
programming. The hybrid paradigm was able to decrease the complexity of the network, 
as the number of 3-SAT clause or constraint increased. The proposed model was compared 
with the conventional technique, the brute-force search (BFS) hybridised with the Hopfield 
neural network (3SAT-BFS). The theory was supported by the tremendous differences in both 
performances in aspects of the global minima ratio, global Hamming distance, fitness landscape 
measure and the computation time. According to the experimental results, the proposed 
algorithm (3SAT-AIS) gave us the global minima ratio of approximately 1, faster computation 
time, smaller global Hamming distance and a consistent fitness landscape value, which was 
almost 0 compared to 3SAT-BFS. In essence, the proposed 3SAT-AIS was more robust than 
the 3SAT-BFS in the aspect of an exceptional global minima ratio, lower global Hamming 
distance, better fitness landscape value and faster computation time in doing random 3-SAT 
logic programming. For future work, we suggest that the AIS algorithm be used to solve other 
types of satisfiability problems such as maximum-satisfiability, minimum-satisfiability and 
quantified satisfiability problem. 
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ABSTRACT
The cart-and-pendulum system is a highly nonlinear and under-actuated system that is a great source 
of interest and motivation for researchers all over the world. There are various configurations of the 
cart-and-pendulum system that finds wide applications in areas of manufacturing, robotics and control. 
This paper presents an offline mode control of the Flexible Inverted Pendulum (FIP), which is an 
extended version of conventional rigid-link pendulum system. The flexibility induced in the pole gives 
an additional degree of freedom to the system. The nonlinear differential equations were derived using 
Newton’s second law of motion. The study inculcates Fuzzy-based Adaptive Neuro Fuzzy Inference 
System (ANFIS) controllers for achieving the desired objective. The performance of controllers was 
measured and compared in a Matlab-Simulink environment. The study considered the effect of friction 
during motion of the proposed system. The results clearly showed that the ANFIS controller effectively 
mimics and optimises the behaviour of the Fuzzy controller. The number of Fuzzy rules were also 
significantly reduced using the ANFIS techniques.  
Keywords: FIP, Fuzzy logic, ANFIS, membership function, Matlab-Simulink
INTRODUCTION
The cart-and-pendulum system belongs to a category of highly nonlinear, multivariable and 
intricate systems that find extensive applications in industry (Prasad et al., 2014). The cart-
and-pendulum system comprises a rigid 
pole hinged to a movable cart that exists in 
various configurations (Soto & Campa, 2015). 
It is a highly dynamic system that mimics 
the behaviour of many practical systems 
like elastic columns (Gao, 2012; Azimi & 
Koofigar, 2015), rockets, walking robots etc. 
(Loram & Lakie, 2002). In this paper, we 
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have considered an offline mode control of the Flexible Inverted Pendulum (FIP) through 
Fuzzy-based ANFIS controllers. The elasticity induced in the pendulum makes its dynamics 
more complex compared to the conventional rigid pendulum system (Xu & Yu, 2004). It is 
an important factor, which is to be considered during designing of flexible structures and 
buildings (Kawaji & Kanazawa, 1991). The literature suggests that an ample amount of work 
has been carried out for controlling these nonlinear systems. According to Itik and Salamci 
(2006) a Sliding Mode Control (SMC) can be successfully applied to damp vibrations of an 
elastic beam acting as a cantilever. A mathematical model of the beam was developed using 
ordinary differential equations. The experiments performed on the beam system illustrated the 
satisfactory performance of the SMC controller. 
Kong (2009) proposed an intelligent Fuzzy proportional-derivative control of the Flexible 
Inverted Pendulum (FIP) system. The author used the Euler-Lagrange energy technique 
for modelling of the proposed system. The study further compared the Fuzzy proportional-
derivative technique with the classical proportional-derivative approach. Tang and Ren (2009) 
presented a dynamic model of the planar Flexible Inverted Pendulum using the Floating Frame 
Of Reference Formulation (FFRF) technique. The state space equations for the proposed system 
were derived and validated by means of a simple low-pass filter. Zarafshan and Moosavian 
(2011) proposed a Rigid-Flexible Interactive Dynamics Modelling (RFIM) for control of 
the multi-body systems. The proposed approach combines the Lagrange and Newton-Euler 
methods for developing motion equations of rigid and flexible members. The results revealed 
the accuracy of the proposed approach for dynamic modelling of mobile robotic systems. Bui 
et al. (2011) designed three controllers, namely the OFCHA (Optimal Fuzzy Control Using 
Hedge Algebras), FCHA (Fuzzy Control Using Hedge Algebras) and CFC (Conventional Fuzzy 
Control) for control of nonlinear systems. The proposed controllers were applied to control 
the damped elastic-jointed inverted pendulum under periodic follower force at the upright 
position. The results that showed better performance of the OFCHA and FCHA controllers 
compared to the CFC controllers. 
Litak and Coccolo (2012) presented the dynamics of the elastic inverted pendulum with 
tip mass under horizontal harmonic excitation. The authors examined the Melnikov Chaos and 
Stationary Chaos for fractal borders between basins of attraction. Yu et al. (2012) considered 
the mathematical model of the Linear Quadratic Regulator (LQR)-based Sugeno Neural 
Controller to control the flexible double-inverted pendulum. The simulation results showed 
better performance of the neural controller compared to the LQR controller. A Fuzzy Takagi-
Sugeno-Kang (TSK) controller to stabilise flexible rotary joint manipulator was proposed 
by Akbari et al. (2012). A solenoid spring was connected between the actuator output and 
joint input, thus inducing flexibility in the system. Experimental results showed excellent 
performance of the proposed controller in controlling the flexible joint manipulator. Abdullahi 
et al. (2013) presented the fuzzy control and pole placement control of vibration and tip 
deflection of a single link flexible manipulator. The fuzzy controller provides damping to the 
joint, which minimises vibrations and tip deflection, whereas pole placement control keeps 
the system pole at a desired location. 
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Semenov et al. (2015) examined control of the elastic inverted pendulum subjected to 
hysteretic nonlinearity at the point of suspension. The study considered an algorithm based 
on a bionic model for control of the proposed system. Numerical simulations were further 
performed to verify the results. The elastic inverted pendulum as a nonlinear energy harvester 
model was proposed by Halvorsen and Litak (2015). The authors derived a set of Fokker-
Planck equations to obtain an expression for probability density of the system. A dynamic 
equilibrium criteria for control of the elastic inverted pendulum with tip mass was examined 
by Gorade et al. (2015). The mathematical model of the proposed system was framed using 
the Euler-Lagrange analysis. The results collected after simulation of the above system were 
further compared with the experimental data of the actual plant.
In a study by Shahbazi et al. (2016), the control dynamics of the Spring-Loaded Inverted 
Pendulum (SLIP) at steady and transition states were examined. The approach realised the 
behaviour of the proposed system during running, walking and walk-run transitions. The study 
further utilised different gaits generated by means of hybrid automation to illustrate synthesis 
of behaviour for the SLIP system. 
MODELLING OF FIP SYSTEM
The mathematical model of the FIP system was built combining the dynamic behaviour of 
both the rigid and beam theories (Dadios, 1997). The nonlinear differential equation for the 
FIP was derived using Newton’s second law of motion. The deflection of the elastic pole 
gives an additional degree of freedom to the system. A free-body-diagram of the FIP system 
illustrating complete dynamics is shown in Figure 1 (Bayramoglu & Komurcugil, 2013). The 
FIP system comprises a flexible pendulum of mass (m) and length (L) hinged to a movable 
cart of mass (M). A control force, F, is required to drag the cart in a horizontal direction. The 
angles of the rigid and flexible pendulum from the vertical axis were θ and θt respectively. 
The other important attributes considered were breadth of pendulum (b), depth of pendulum 
(d), elasticity of pendulum (e), friction coefficient (u) and acceleration due to gravity (g). The 
values of the different attributes considered for simulation are presented in Table 1.
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Table 1 
Values of Different Attributes for Simulation 
S. 
No
Attribute Value
1 Mass of pendulum (m) 0.8 kg
2 Mass of cart (M) 3.0 kg
3 Length of pendulum (L) 1.5 m
4 Breadth of pendulum (b) 0.05 m
5 Depth of pendulum (d) 0.008 m
6 Elasticity of pendulum (e) 0.18 Pascal
7 Gravity (g) 9.81 m/s2
8 Friction coefficient (u) 0.1 Nm/s
Ashwani Kharola and Pravin Patil
1192 Pertanika J. Sci. & Technol. 25 (4): 1189 - 1202 (2017)
The equations for motion of the FIP system were derived as follows:
i. Equation for rigid pendulum
                (1)
ii. Equation for flexible pendulum
                   (2)
iii. Equation for cart
                   (3)
where K  =   and r =  
The above equations were used for building a Simulink model of the FIP system as given in 
Figure 2. 
8	|	P a g e 	
	
 
Figure 2. Simulink of FIP system. 
 
Fuzzy-Based ANFIS Control of the FIP System  
The Fuzzy logic theory is a reasoning-based soft-computing technique widely used by researchers 
in control of nonlinear processes (Wang & Tan, 1997). It was initially introduced by Zadeh 
(1965), who highlighted the basic concept of Fuzzy representation and the Fuzzy Coordinate 
system. Fuzzy logic is an important artificial tool comprising of IF-THEN based Fuzzy rules 
designed based on expert knowledge (Alcala et al., 2009). A basic Fuzzy architecture comprises a 
fuzzification interface that receives crisp values as input and converts it into Fuzzy input. The 
Fuzzy input is subjected to the Fuzzy inference engine, which converts it to Fuzzy output by a set 
of Fuzzy rules. The Fuzzy output thus obtained is further converted into a crisp value using a 
defuzzification interface (Bordon et al., 2000). A schematic view of the Fuzzy architecture is 
shown in Figure 3.       
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researchers in control of nonlinear processes (Wang & Tan, 1997). It was initially introduced 
by Zadeh (1965), who highlighted the basic concept of Fuzzy representation and the Fuzzy 
Coordinate system. Fuzzy logic is an important artificial tool comprising of IF-THEN 
based Fuzzy rules designed based on expert knowledge (Alcala et al., 2009). A basic Fuzzy 
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it to Fuzzy output by a set of Fuzzy rules. The Fuzzy output thus obtained is further converted 
into a crisp value using a defuzzification interface (Bordon et al., 2000). A schematic view of 
the Fuzzy architecture is shown in Figure 3.      
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Table 2 
Fuzzy Control Rules for Cart and Pendulum Controllers 
Force (F) Cart velocity
Cart position NL NM ZE PS PM PL
NL NL NL NM NS ZE ZE ZE
NM NL NM NS NS ZE ZE ZE
NS NM NM NS ZE ZE PS PM
ZE NM NS ZE ZE PS PS PM
PS NM NS ZE PS PS PM PL
PM NS ZE PS PS PM PM PL
PL NS ZE PS PM PM PL PL
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The fuzzy control rules mentioned above for the cart-and-pendulum sub-system were 
designed by experts based on their experience and prior knowledge of the proposed system. 
A set of 49 IF-THEN Fuzzy rules were developed to effectively control the proposed system. 
The Fuzzy rules mentioned in Table 2 were further represented in a three-dimensional 
representation by a Surface viewer as shown in Figure 5. 
Table 2 (continue)
Force (F) Pendulum angular velocity
Pendulum angle NL NM NS ZE PS PM PL
NL NL NL NM NS ZE ZE ZE
NM NL NM NS NS ZE ZE ZE
NS NM NM NS ZE ZE PS PM
ZE NM NS ZE ZE PS PS PM
PS NM NS ZE PS PS PM PL
PM NS ZE PS PS PM PM PL
PL NS ZE PS PM PM PL PL
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Artificial neural networks comprise numerous inter-connected information processing 
elements called neurons. These are arranged in a pattern similar to the cerebral cortex portion 
of the human brain. These networks were organised in different layers as shown in Figure 6. 
The layers were connected to each other with the help of nodes having an activation function. 
Inputs were given to the network via an input layer that was further linked to hidden layers. 
Hidden layers performed processing on the inputs by adjusting their connection weights. The 
outputs were generated from the network with the help of output layers. 
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ANFIS belongs to a class of adaptive networks that are functionally equivalent to Fuzzy 
inference systems (Buragohain, 2008). These are hybrid learning algorithms widely used to 
optimise and mimic responses of nonlinear controllers (Tatikonda et al. 2000). The training in 
ANFIS was performed using a hybrid learning algorithm (Shoorehdeli et al. 2009) that uses 
the least square method (Kubacek et al., 1978) and back-propagation learning algorithm (Li 
et al. 2012) for its tuning. In this study the results from simulation of a Fuzzy controller were 
collected and applied for training of the ANFIS controller. A total of 176 data samples were 
collected and stored in M-file for training. The number of training epochs and error tolerance 
was set to 50 and 0, respectively. A view of loading and training of data samples in ANFIS is 
shown in Figure 7. and Figure 8,  
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During training, grid partition method generates an initial Fuzzy Inference Structure (FIS) 
as shown in Figure 9. The errors obtained after training of five Gaussian shaped membership 
functions for the cart-and-pendulum controller were 3.381e-005 and 0.000224, respectively. 
A view of the modified membership function and surface viewer after training for the cart 
controller can be seen in Figure 10 and Figure 11, respectively.   
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SIMULATION RESULTS
The simulations were performed in Matlab, with a simulation time of 10 seconds. A graphical 
view of the simulation responses and their comparison are given below.
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The simulation results given in Table 3 clearly showed that the ANFIS controller effectively 
mimiced the behaviour of a Fuzzy controller. Both the controllers took almost the same amount 
of time to stabilise a response for the cart position. The ANFIS controller showed a better 
maximum overshoot response compared to other controller. It was also observed from the 
results given above that both the controllers had an excellent steady state response.  
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The simulation results given in Table 4 showed that both the controllers were able to 
stabilise the complete system in 7.4 seconds. The ANFIS controller resulted in comparatively 
better overshoot compared to the Fuzzy controller. Excellent steady state response was obtained 
for both the controllers.  
Table 4 
Results Comparison for Cart Velocity  
Controller Settling time (sec) Max. overshoot  (degree) Steady State Error
ANFIS 7.5 sec 0.00575° 0
Fuzzy 7.5 sec 0.0058° 0
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Table 5 
Results Comparison for Pendulum Angle 
Controller Settling time (sec) Max. overshoot  (degree) Steady State Error
ANFIS 8.0 sec 0.013° 0
Fuzzy 8.5 sec 0.0105° 0
The simulation results given in Table 5 indicated that the settling time was reduced by 
0.5 seconds using the ANFIS controller. It was also observed that better maximum overshoot 
response was obtained using the Fuzzy controller. Again, both the controllers showed excellent 
response of steady state error. 
CONCLUSION
This paper highlighted soft-computing based control of the Flexible Inverted Pendulum (FIP) 
system, which is an upgraded version of the conventional rigid-link pendulum system. The 
study explained in brief the methodology and procedure opted for designing a Fuzzy and 
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Fuzzy-based ANFIS controller. The results derived from using the Fuzzy controller were 
collected and applied for tuning of the ANFIS controller. The ANFIS showed excellent training 
capacity and gave a minimal training error of 3.381e-005 and 0.000224 for cart-and-pendulum 
controllers, respectively. The ANFIS controller not only tuned, but also reduced the number of 
if-then Fuzzy rules by using only five Gaussian shaped membership functions for its training. 
It was clearly observed from the results (refer Table 3 to Table 5) that the ANFIS controller 
effectively mimicked the behaviour of a Fuzzy controller. It was also observed that the maximum 
overshoot responses using the ANFIS were better except for the case of pendulum angular 
velocity. Finally, it was observed that both the controllers showed excellent response towards 
steady state error. As an extension to future works, several other control algorithms like the 
Proportional-Integral-Derivative (PID), genetic algorithm and particle swarm optimisation are 
also under consideration for control of the proposed system.   
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ABSTRACT
Glycerolysis can be a useful alternative for lowering free fatty acid (FFA) content present in waste 
cooking oil. In the present work, the effect of mass ratio of co-solvent hexane to oil on glycerolysis 
of waste cooking oil was investigated to enhance the miscibility of the oil and glycerol phases. The 
experimental results showed that the addition of hexane as co-solvent affected the glycerolysis reaction 
rate. However, a suitable amount of co-solvent must be added to achieve an optimum of FFA conversion. 
The use of 0.125:1 of mass ratio of co-solvent to oil leads to higher rate constant of approximately two 
times compared to glycerolysis without a co-solvent. The glycerolysis reduces the FFA content, peroxide 
and saponification values of oil; however, it does not change the density and kinematic viscosity as well 
as the fatty acid composition of oil.   
Keywords: Co-solvent, free fatty acid, glycerolysis, waste cooking oil
INTRODUCTION
The glycerolysis process can convert free 
fatty acid (FFA) content back to its respective 
glyceride molecules. In glycerolysis, the 
glycerol reacts with the FFA to form 
monoglycerides, diglycerides and triglycerides 
(Anderson, 1962). It can be a good technique 
for reducing FFA content in the oil compared 
to other techniques such as acid esterification, 
which is limited by the requirement of higher 
purification. The advantage of this approach is 
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that no alcohol is needed during the process. The process has the potential of using glycerol as 
a byproduct of the transesterification process, which lowers the cost of the process. However, 
the drawbacks of this method are that it requires a high temperature, has a relatively slow 
reaction rate and is limited by equilibrium; in addition it involves two liquid phases, in which 
the solubility of glycerin is rather limited in triglycerides (Felizardo et al., 2011). These 
drawbacks have limited the application of glycerolysis in FFA processing to the production of 
more costly products. Despite its potential for lowering FFA content, the glycerolysis process 
has been used to produce monoglycerides and diglycerides, which are widely used in many 
applications such as surfactants and emulsifiers in food, cosmetics and pharmaceutical products 
(Satriana et al., 2016). 
The glycerolysis process can be performed via enzymatic, alkaline and acid catalysed 
reactions (Sonntag, 1982). Most of the existing literature on glycerolysis reports on the use 
of high temperatures and low pressures in the process. It also shows that the temperature of 
reaction, type and amount of catalyst, molar ratio of glycerol to oil, mixing intensity and reaction 
time are important variables in the glycerolysis reaction (Noureddini et al., 2004; Felizardo et 
al., 2011; Gole & Gogate, 2014; Cai et al., 2015). Wang et al. (2012) reported a reduction in 
FFA content of waste cooking oil from 84.4 to 3.4 mg of KOH/g under the optimised conditions 
of oil to glycerol with a molar ratio of 1:4, solid superacid catalyst concentration of 0.3% 
w/w, temperature reaction of 200°C and reaction time of 4 hours. Felizardo et al. (2011) also 
reported that the optimised conditions for the glycerolysis of acidulated soap-stocks of soybean 
oil were oil to glycerol with a molar ratio of 1:10, with a stirring speed of 300 rpm, catalyst 
concentration of 0.2% w/w, temperature of 220°C and reaction time of 2 hours. It can be seen 
that glycerolysis requires considerably severe conditions and longer reaction times, making this 
process an energy-intensive operation. Recently, Kombe et al. (2013) reported the application 
of low-temperature glycerolysis for pre-treatment of oil with high FFA content. Based on the 
optimisation study, the highest glycerolysis efficiency level of 98.67% was found for oil to 
glycerol with a mass ratio of 1:2.24, temperature of 65°C and reaction time of 73 minutes.
In glycerolysis, immiscibility between oil and glycerol can inhibit the process of mass 
transfer and reaction rate limit. This condition generally can be overcome using intensive 
stirring of the reaction mixture. However, this increases the cost of energy in the production 
process. There is a need to develop an intensification process for the glycerolysis process with 
an aim of reducing the reaction temperature with high reaction yields as well as lowering 
the energy requirement and the processing cost. Intensification aspects of glycerolysis have 
been investigated in the literature (Gole & Gogate, 2014; Moquin et al., 2005). One strategy 
to overcome the problem of mass transfer limitations is one-phase reaction (Mahajan et al., 
2006). It can be formed by adding a co-solvent to increase the solubility of oil and glycerol.
In this study, low-temperature glycerolysis was applied for lowering FFA in waste cooking 
oil via a homogeneous base catalyst. It can be an important processing step in the biodiesel 
production for reducing the initial FFA content in waste cooking oil. The effect of a co-solvent 
hexane addition was investigated. The kinetic of glycerolysis was also studied.
Effect of Co-solvent on Glycerolysis of Waste Cooking Oil
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MATERIALS AND METHODS
Materials
Waste cooking oil was collected from restaurants around Banda Aceh, Indonesia. Oil was 
filtered to remove impurities (traces of particles and mud) before it was used in the experiments. 
The initial FFA content of the waste cooking oil was observed to be 5.72%. Additionally, 
glycerol used in the experiments was of technical grade, and NaOH (99%) in pellet form was 
of analytical grade. All the chemicals were used as received from the supplier.  
Glycerolysis
The glycerolysis reaction was conducted in a glass batch reactor equipped with an IKA RW20 
(Germany) mechanical digital stirrer. The molar ratio of oil to glycerol at 1:1 and the NaOH 
catalyst concentration of 0.875% w/w of oil were kept constant in all the experimental runs. 
Initially, waste cooking oil was heated at a temperature of 50°C. Catalyst and co-solvent were 
dissolved in glycerol before mixing with oil. Then, the reaction mixture was mixed and heated 
at a reaction temperature of 65°C. The stirring rate was kept constant at 600 rpm. Samples 
were taken at specific intervals of time. The sample was cooled to room temperature and then 
poured into a separating funnel. The glycerolysis reaction yielded two immiscible phases 
(layers) due to the differences in the density of the components. The upper layer consisted 
of oil, whereas the lower layer contained glycerol, dissolved catalyst, water and other minor 
components from the oil. The upper layer was further analysed for its FFA content to monitor 
the progress of the glycerolysis reaction.
Method of Analysis
The glycerolysis was monitored for FFA content using the acid-base titration technique. In this 
method, a known quantity of oil was dissolved in ethanol and heated for 5 to 10 minutes. It 
was then titrated against KOH using phenolphthalein as an indicator. The conversion of FFA 
(X) can be determined by Equation (1) as given below.
                     (1)
where [FFA]t is the concentration of FFA at time t (moles.L-1), [FFA]0 is the initial concentration 
of FFA (moles.L-1). Further, the characteristics of the glycerolysis product, such as density, 
viscosity, peroxide and saponification value were determined according to the Indonesian 
National Standard (No. 04-7182-2006). The fatty acid composition was analysed using gas 
chromatography-mass spectrometry (GC-MS).
Kinetic Study
A kinetic study of waste cooking oil glycerolysis was conducted using FFA content data. This 
was performed using a second-order kinetic model (Gole & Gogate, 2014). The kinetic model 
was based on the following assumptions: (a) the effect of mass transfer was negligible; and (b) 
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the effects of reverse reaction and other reactions were ignored. The second-order rate constant 
(k) was predicted to quantify the extent of intensification due to the use of a co-solvent. 
RESULTS AND DISCUSSION
Effect of Co-Solvent
In a glycerolysis system, the mass transfer between the two phases of oil and glycerol becomes 
a significant factor that affects the reaction rate due to the immiscibility of the oil and glycerol 
phases. Hexane as a co-solvent can be added to enhance the miscibility of the phases and to 
speed up the reaction rate such as in transesterification and glycerolysis (Qian et al., 2010; 
Supardan et al., 2017). The effect of a co-solvent of hexane on the rate of glycerolysis was 
studied by varying the co-solvent to oil mass ratio. Figure 1 shows the progress of the reaction 
in terms of the change in FFA conversion at different co-solvent to oil mass ratios. 
The experiment showed that FFA conversion generally increases as reaction time increases. 
The final FFA conversions were in the range of 67-93%. Similar trends were reported in the 
literature for various types of system. Gerpen et al. (2004) reported that the FFA conversion 
of animal fat was about 92% for an oil-to-glycerol molar ratio of 1:2 and reaction time of 150 
minutes. The FFA conversion of acidulated soap-stocks was achieved at 90% for 180 minutes 
of reaction time (Felizardo et al., 2011). Meanwhile, Kombe et al. (2013) reported that the FFA 
conversion of crude jatropha oil was about 98% for a reaction time of 73 minutes.
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The final FFA conversion obtained at the end of the reaction tim  of 180 minutes was 
found to be dependent on the co-solvent to oil mass ratio. As shown in Figure 1, the final FFA 
conversions of co-solvent to oil mass ratio of 0.125:1 and 0.25:1 were higher than those for 
the system without co-solvents. Based on the experimental results, it can be concluded that the 
the addition of a co-solvent improves the reaction; this can be attributed to better homogeneity 
of the reaction mixture. The role of the co-solvent is to improve the miscibility of the reaction 
mixture to enhance the reaction rate. The final FFA conversion further decreased at a co-solvent 
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to oil mass ratio of 0.5:1. Excessive addition of co-solvent into the reaction system can reduce 
the glycerolysis reaction rate. It might be due to a dilution effect of the reactants (Dabo et al., 
2012; Encinar et al., 2010). Therefore, a suitable amount of hexane must be added to achieve 
an optimum FFA conversion. Experimental results showed that a co-solvent to oil mass ratio of 
0.125:1 provided a maximum FFA conversion. Excessive addition of hexane into the reaction 
system can also increase the operating cost as well as the load on the separation process. 
Glycerolysis Kinetic
The glycerolysis reaction scheme and the second-order kinetic model can be written as 
Equations (2) and (3), respectively, as given below.
       
9 
 
Glycerolysis Kinetic 
The glycerolysis reaction scheme and the second-order kinetic model can be written 
as Equations (2) and (3), respectively, as given below. 
 
 
 (2) 
 
 
 
[ ] [ ] [ ]βα GlycerolFFA
d
FFAd k
t
=−    (3) 
where [Glycerol] is the concentration of glycerol (moles.L-1), and k is the second-
order rate constant (L.moles-1.min-1). As presented in Equation (2), 1 mol of FFA 
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linearised form of all of the curves corresponding to different levels of co-solvent-to-
oil mass ratio verifies the kinetic model. The kinetic rate constants (k) determined 
from Equation (7) were calculated from the experimental data by means of the linear 
regression method. Equation (7) fitted the experimental data quite well. The 
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By plotting  versus time (t), one can obtain k as the slope. The linearised form 
of all of the curves corresponding to different levels of co-solvent to oil mass ratio verifies the 
kinetic model. The kineti  r  constants (k) det rmined from Equation (7) were calculated 
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from the experimental data by means of the linear regression method. Equation (7) fitted the 
experimental data quite well. The coefficient of linear correlation (R2) was higher than 0.80. 
The calculated values of the kinetic parameter are presented in Table 1.
The kinetic parameter for 0.125:1 of co-solvent to oil mass ratio was larger than for 0.25:1 
and 0.5:1 of co-solvent to oil mass ratio as well as without the co-solvent system. The rate of 
glycerolysis was increased significantly by co-solvent addition, as revealed by the values of 
the kinetic rate constants. The kinetic rate constant at a co-solvent to oil mass ratio of 0.125:1 
was 4.1×10-2 L.moles-1.min-1, whereas the kinetic rate constant without the co-solvent system 
was 1.8×10-2 L.moles-1.min-1. Thus, the use of 0.125:1 of co-solvent to oil mass ratio led to a 
higher rate constant of approximately two times compared to the system without co-solvent. 
Table 1 
Values of Kinetic Parameter   
Co-solvent to oil mass ratio [-] Kinetic rate constant, k [L.moles-1.min-1] R2
Wihout co-solvent 0.018 0.81
0.125 : 1 0.041 0.81
0.25 : 1 0.030 0.82
0.5 : 1 0.012 0.80
Table 2 
Physical and Chemical Properties of the Oil   
Property Waste cooking oil After glycerolysis*
Density (kg/m3 at 20°C) 0.906 0.908
Kinematic viscosity (mm2/s, 40°C) 39.5 40.3
FFA content (%) 5.7 0.4
Peroxide value (meq/kg) 49.0 24.0
Saponification value 302.1 286.9
* co-solvent to oil mass ratio = 0.125:1
Properties of Oil
The physicochemical properties of the waste cooking oil and the product of glycerolysis are 
presented in Table 2. Glycerolysis has a significant effect on the FFA content, peroxide and 
saponification values of waste cooking oil. Glycerolysis reduced the FFA content, peroxide 
and saponification values of oil. Meanwhile, glycerolysis had no significant effect on density 
and kinematic viscosity of waste cooking oil.
The fatty acid composition of the product of the waste cooking oil and glycerolysis is 
presented in Table 3. The experiment results showed that the fatty acid composition of the 
waste cooking oil and the product of glycerolysis was almost similar. In glycerolysis, glycerol 
Effect of Co-solvent on Glycerolysis of Waste Cooking Oil
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reacts with the free fatty acid to form monoglyceride; thus, it did not change significantly the 
fatty acid composition of the oil. The composition of oil is similar to the fatty acid composition 
of palm oil as the source of the oil (Syam et al., 2012).
Table 3 
Fatty Acid Composition of the Oil   
Property Waste cooking oil After glycerolysis*
Palmitic acid 45.7 46.3
Oleic acid 39.4 38.0
Linoleic acid 7.9 8.5
Stearic acid 4.1 3.8
Myristic acid 1.2 1.4
* co-solvent to oil mass ratio = 0.125:1
CONCLUSION
It was observed that the addition of a co-solvent of hexane had a remarkable effect on the 
FFA content of waste cooking oil. Generally, FFA conversion increased as time of reaction 
increased. The experiment results showed that a suitable amount of hexane should be added to 
achieve an optimum level of FFA conversion. The highest final FFA conversion was achieved 
at a ratio of 0.125:1 of co-solvent to oil mass ratio. The kinetic study also revealed that the 
kinetic rate constant for 0.125:1 co-solvent to oil mass ratio was about two times higher than 
for the system without co-solvent. The experiment results also showed that glycerolysis had 
no significant effect on density, viscosity and the fatty acid composition of oil. The results 
demonstrated that glycerolysis is a promising technique for lowering FFA of waste cooking 
oil for use as biodiesel feedstock. 
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ABSTRACT
Pulse Width Modulation (PWM) techniques are widely used in PV-operated, inverter-controlled AC motor 
drives. The frequency and magnitude of the voltage applied to the motors are controlled using PWM-
based PV-operated drives. PWM is the standard approach for operating the inverter in order to generate 
high quality output voltage. In past decades, the performance of the PWM techniques were determined 
using power factor, transient response and efficiency, which play a major role in the regulation of PWM 
inverters so that a dynamic response can be obtained in grid-connected facilities. Conventional PWM 
such as PWM, Sinusoidal PWM (SPWM) and Space-Vector PWM (SVPWM) perform satisfactorily 
in terms of average switching frequency requirement, switching losses and DC bus current ripple, with 
respect to driving AC induction motors. However, they have poor harmonic characteristics leading to 
degradation of torque and speed profile of AC motor. In order to overcome the aforementioned drawback, 
the proposed work investigated the harmonic contents of the mentioned PWM techniques, torque and 
speed profiles with regards to the AC drive applications. The simulation study revealed that the 2nd, 5th 
and 8th order (negative sequence) harmonics introduced more problems related to torque and the 4th and 
7th (positive sequence) harmonics created more heating problems. Further, the 3rd, 6th and 9th (zero 
sequence) harmonics caused heat due to addition of voltage and/or current in a neutral conductor. The 
main objective of the paper was to compare the three well established PWM methods with respect to the 
AC drive application in the context of effect of harmonics, by analysing their ease of implementation, 
output harmonic spectra voltage and Total Harmonic Distortion (THD).   
Keywords: AC motor, pulse width modulation, 
speed, torque, total harmonic distortion 
INTRODUCTION
Inverters are classified into two types, voltage 
source and current source inverters. A voltage-
fed inverter (VFI) or voltage-source inverter 
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(VSI) is one in which the DC source has small or negligible impedance and the input voltage 
is constant. A current-source inverter (CSI) is fed with adjustable current from the constant DC 
source of high impedance. A voltage source inverter employing thyristors as switches requires 
forced commutation, whereas VSIs using GTOs, power transistors, power MOSFETs or IGBTs 
can self-commutate by controlling base or gate drive signals.
Advances in solid-state power electronic devices, microprocessors and various inverter-
control techniques employing pulse-width-modulation (PWM) are increasing in PV-operated 
AC motor drive applications. The frequency and magnitude of the voltage applied to the motors 
are controlled using PWM-based PV-operated drives. Power supplies used in older computers, 
other recent appliances and compact fluorescent light bulbs can cause changes in sine waves as 
shown in Figure 1a. Usage of capacitive power appliances causes brief disturbances. Battery 
chargers are examples of capacitive loads and the disturbance is shown in Figure 1b. A large 
power consumer can put more load on the power grid so that voltage drops, as shown in Figure 
1c. Since inverters store electricity, they can be used to compensate for such disturbances 
(Industry Guide, 2013).
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designs and applications. The increase in the number of pulses per half cycle, the 
order of dominant harmonic frequency can be raised and filtered out easily. Thus, an 
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Implementation of a full bridge inverter, which is a single stage DC to AC conversion 
topology, is quite often used in PV inverters. Gonzalez (2007) proposed a topology that 
generates no common-mode voltage that exhibits high efficiency and can operate with any 
power factor. QuanLi (2008) imple ented ifferent topologies in a PV Module Integrated 
Converter (MIC) based on DC link configurations that provided a useful f amew rk and point of 
reference for the next generationof  MIC designs and applications. The increase in the number 
of pulses per half cycle, the order of dominant harmonic frequency can be raised and filtered 
out easily. Thus, an increase in switching frequency improves the quality of the output voltage 
waveform (Urmila Bandaru, 2011). PWM (Brundny, Szkudlapski, Morganti, & Lecointe, 
2015)  is the standard approach for operating an inverter in order to generate high quality 
output voltage. A PWM-based inverter is used to produce a controlled output current, which 
is in line with the utility voltage for obtaining a unity power factor (PF) for  grid-connected 
facilities. In past decades, the performance of PWM techniques were determined using power 
factor, transient response and efficiency, which play a major role in the regulation of PWM 
inverters so that a dynamic response can be obtained in grid-connected facilities (Rong-Jong 
Wai, 2008). Conventional PWM such as PWM, Sinusoidal PWM (SPWM) and Space-Vector 
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PWM (SVPWM) perform satisfactorily in terms of average switching frequency requirement, 
switching losses and DC bus current ripple, with respect to driving AC induction motors (Leon, 
Kouro, Franquelo, Rodriguez, & Wu, 2016).
An AC chopper controller with symmetrical Pulse Width Modulation (PWM) achieves 
better performance for a single-phase induction motor compared to phase-angle control line-
commutated voltage controllers and integral-cycle control of thyristors (Bashi, Mailah, & Cheng, 
2008). The reduced switching frequency active-harmonic elimination method to eliminate any 
number of specific order harmonics using an FPGA controller is experimentally verified (Zhong 
Du, Tolbert, Chiasson, & Burak Ozpineci, 2008). Selective harmonic elimination pulse width 
modulation offers tight control of the harmonic spectrum of a given voltage and/or current 
waveform generated by a power electronic converter. Owing to its formulation and focus on 
elimination of low-order harmonics, it is highly beneficial for high-power converters operating 
with low switching frequencies (Mohamed, Konstantinou, & Agelidis, 2015).
Conventional PWM such as PWM, Sinusoidal PWM (SPWM) and Space-Vector PWM 
(SVPWM) perform satisfactorily in terms of average switching frequency requirement, 
switching losses and DC bus current ripple, with respect to driving AC induction motors (Hari, 
Pavan Kumar VSSS & Narayanan, G., 2016). However, they have poor harmonic characteristics 
leading to degradation of torque and speed profile of AC motor. Further, it is suggested that 
such poor harmonic characteristics can be improved by doing harmonics analysis followed 
by a suitable mitigation process. In Wai (2008), the harmonic contents of PWM techniques, 
torque and speed profiles were analysed based on the AC drive applications. The authors also 
designed an adaptive total sliding-mode control system for the current control of the PWM 
inverter to maintain the output current with a higher power factor and less variation under 
load changes. The above-mentioned PWM techniques are compared by analysing their ease 
of implementation, output harmonic spectra of output voltage and Total Harmonic Distortion 
(THD). 
ANALYSIS OF DISCONTINUOUS PWM
The output pulses are considered as a vector (with values of 0 or 1) depending on the operating 
mode (generator/motor) of the machine the output vector contains. 
For the Arm 1 Bridge, two pulses are required: Pulse 1 is for the upper switch and Pulse 2 is 
for the lower switch. 
For the Arm 2 Bridge, four pulses are required: Pulses 1 and 3 are, respectively, for the 
upper switches of the first and second arm. Pulses 2 and 4 are for the lower switches. 
For the Arm 3 Bridge, six pulses are required: Pulses 1, 3 and 5 are, respectively, for the 
upper switches of the first, second and third arm. Pulses 2, 4 and 6 are for the lower switches. 
For the double Arm 3 Bridges, twelve pulses are required: The first six pulses (Pulses 1 to 
6) should be sent to the first Arm 3 bridge and the last six (Pulses 7 to 12) to the second Arm 
3 bridge. Figure 2 shows the block diagram for discontinuous PWM generation.
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In this work control over frequency, modulation index and phase of the output voltage is 
obtained by internally-generated signals. The width of the input vector is 1 for single phase 
bridges (Arm 1 or Arm 2) and 3 for three-phase bridges (single or double bridge). In this 
work the three power switches are controlled by a switching signal S, while the remaining 
three switches are controlled inversely (S-1).The switching signal is generated by the required 
voltage, Vr and the triangle reference voltage, VD. The switching frequency of the switches is 
constant and equals the frequency of the triangle voltage signal. The output voltage V0 is either 
Vdcor –Vdc. Figure 3a and Figure 3b show the stator voltage and current signals, respectively, 
obtained from the inverter based on DPWM.
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the motor have to be considered when the motor is connected to a load. The larger the inertia, the 
longer will be the time taken to reach full speed. As the motor accelerates, part of the starting current 
overcomes this inertia and is converted to kinetic energy. The remaining power of the starting current 
heats the rotor, up to possibly 250 oC for a ‘long’ start (20 seconds). The current (I) is given by 
Equation [1] and Cos π is 0.3 during starting. 
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where P=Power and V=Voltage. 
Figure 4a and Figure 4b show the torque and speed characteristics of the motor when it is 
operated under the DPWM-based inverter. During the first couple of cycles of AC current, transient 
currents cause some of the phases to have higher asymmetrical values.  
Torque (T) is represented by Equation [2]. 
 
snsXR
RsET
π2
3
)( 22
2
2
2
2 2 ×
+
=                                                  [2] 
where s=Slip, E2=rotor voltage, X2=rotor reactance, ns=rotor speed in rps.  
Figure 3a. Stator voltage – DPWM scheme
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In-rush current or the starting current is free for any load at ach d; however, in rtia and 
load of the motor have to be considered when the motor is co n cted to a load. The larger the 
inertia, the longer will be the time taken to reach full speed. As the motor accelerates, part of 
the starting current overcomes this inertia and is converted to kinetic energy. The remaining 
power of the starting current heats the rotor, up to possibly 250°C for a ‘long’ start (20 seconds). 
The current (I) i  given by Equation [1] and Cos π is 0.3 during starting.
                      [1]
where P=Power and V=Voltage.
Figure 4a and Figure 4b show the torque and speed characteristics of the motor when it 
is operated under the DPWM-based inverter. During the first couple of cycles of AC current, 
transient currents cause some of the phases to have higher asymmetrical values.
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Torque (T) is represented by Equation [2].
                     [2]
where s = Slip, E2 = rotor voltage, X2 = rotor reactance, ns = rotor speed in rps. 
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It is also observed from Figure 4a and Figure 4b that the basic criteria of torque speed relation 
are satisfied as torque is inversely proportional to speed. 
At s=1, the maximum starting torque occurs when rotor resistance equals rotor reactance. Total 
harmonics distortion analysis was carried out to find the harmonics present in voltage and the current 
applied to the machine when it is working under DPWM-based inverters. Figure 5a and Figure 5b 
show the THD values of harmonics content present in the voltage and current signals. 
    
Figure 5a. THD in the voltage – DPWM scheme.  
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Analysis of Sinusoidal PWM
The Sinusoidal Pulse Width Modulation (SPWM) technique is the most popular technique 
for reduction of harmonics in inverters. The three sine waves are each displaced at an angle 
of 120° phase difference and are used for a three-phase inverter. The width of each pulse is 
varied in proportion to the amplitude of a sine wave evaluated at the centre of the pulse. It 
is achieved by comparing the desired reference waveform (modulating signal) with a high-
frequency triangular wave. Depending on whether the signal voltage is larger or smaller than 
the carrier waveform, either the positive or negative DC bus voltage is applied at the output. 
Over the period of one triangle wave, the average voltage applied to the load is proportional 
to the amplitude of the signal during this period.
The SPWM technique uses constant amplitude pulses with different duty cycles. The pulse 
width is modulated to obtain inverter output voltage and helps to reduce its harmonic content. 
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In the SPWM technique three sine waves and a high frequency triangular carrier wave are 
used to generate a PWM signal.
Three reference sine waves each having an amplitude of 1V are generated with 00, 1200 
and 2400 phase differences. The carrier triangular wave is generated by integrating the sine 
wave with a gain of 6500 and these reference signals are compared with carrier triangular waves 
of amplitude 1V, while the modulation index is kept as 1. To generate 32 kHz of switching 
frequency, a gain of 6500 is considered in this work (Muhammed H. Rashid, 2004). Switching 
pulses are generated whenever the width of the reference signal is greater than the carrier signal 
and these pulses trigger the switches. 
The modulation process for generating pulses in SPWM is shown in Figure 6. The resulting 
wave is compared with the carrier signal using a relational operator, and it provides switching 
pulses for both the upper and lower switches.
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The unmodulated reference wave is again compared with the zero constant to eliminate 
negative halves and the result is multiplied with the total switching pulses to obtain the switching 
pulses for the upper switches and the inversion of the switching pulse of the upper switches is 
given to the switching pulse of the lower switches. The stator voltage, current, torque, speed 
and THD of the SPWM schema are obtained through simulation and shown in Figure 7a, 
Figure 7b, Figure 8a, Figure 8b, Figure 9a and Figure 9b, respectively.
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Analysis of Space Vector PWM
To implement the space vector PWM, the voltage equations in the abc reference frame is 
transformed into the stationary d-q reference frame that consists of the horizontal (d) and 
vertical (q) axes as shown in Figure 10 (Rait & Bhosale, 2011)
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The output voltages of the inverter are composed of these eight switch states. Eight voltage 
vectors are defined, U0= [000],U1= [001], U2= [010], U3= [011], U4= [100], U5= [101], U6= [110], 
U7= [111] corresponding to the switch states S0, S1, S2, S3 S4, S5, S6, S7, respectively. The length of 
vectors U1 to U6 is unity and the length of U0 and U7 is zero and the form of these eight vectors are 
considered in the voltage-vector space.  
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The voltage-vector space is divided into six sectors. In the vector space, according to the 
equivalence principle, the following operation rules are applied to satisfy the basic criteria of 
space-vector representation as shown in Figure 11.
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The Pulse generation module of the SVPWM Scheme is shown in Figure 12.
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The angle of the reference vector and switching time frame for each switch are determined 
by Equations [4], [5] and [6].
       Vd =
2
3 (Va sinωt +Vb sin(ωt − 2π / 3)+Vc sin(ωt + 2π / 3))
           [4]
       Vq =
2
3 (Va cosωt +Vb cos(ωt − 2π / 3)+Vc cos(ωt + 2π / 3))
           [5]
       Vref =Vd + jVq                [6] 
The magnitude and phase angle of Vref is obtained by
       Vref = Vd2 +Vq2                [7]
Angle  α = tan−1 VdVq
⎛
⎝
⎜⎜
⎞
⎠
⎟⎟                 [8]
       T1 =
3Tz Vref
Vdc
sin n3π cosα − cos
n
3π sinα
⎛
⎝
⎜
⎞
⎠
⎟             [9]
       T2 =
3Tz Vref
Vdc
sinα cos n−13 π − cosα sin
n−1
3 π
⎛
⎝
⎜
⎞
⎠
⎟           [10]
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       T0 = Tz −T1 −T2              [11]
where n is the sector (1 to 6) and Tz is the switching time.
Like the previous schemes (DPWM, SPWM), stator voltage and current, torque and 
speed, voltage harmonics and current harmonics (IEEE Std 519-1992) are obtained through 
simulation as shown in Figure 13a, Figure 13b, Figure 14a, Figure 14b, Figure 15a and Figure 
15b, respectively.
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Comparative Analysis 
The simulation study of the DPWM, SPWM and SVPWM schemes are were 
obtained and the simulation results are shown from Figure 1 to 15. In this work, it 
was observed from Figures 4a, 8a and 14a that at low speeds, torque was not smooth. 
This led to disturbance of torque-slip characteristics. This effect was due to the 
current harmonics, particularly odd harmonics.  
In Table 1, current and voltage harmonics are shown for all three schema. Further presence of 
even harmonics and odd harmonics with respect to fundamental frequency is shown in Table 2 and 
Table 3, respectively. From Table 1, 2 and 3 and from the simulation results it is evident that good 
torque i.e. speed profile for an AC drive application is maintained by the SVPWM, which allows less 
harmonics in output voltage and current signals. 
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THD 
DPWM 
(%) 
SPWM 
(%) 
SVPWM 
(%) 
Current 
Harmonics 
19.52 19.31 0.86 
Voltage 
Harmonics 
86.68 50.68 51.51 
Comparative Analysis
The simulation study of the DPWM, SPWM and SVPWM schemes are were obtained and the 
simulation results are shown from Figure 1 to 15. In this work, it was observed from Figures 
4a, 8a and 14a that at low speeds, t rque was not smooth. This led to disturbanc  of tor -
slip characteristics. This effect was due to the current harmonics, particularly odd harmonics. 
In Table 1, current and voltage harmonics are shown for all three schema. Further presence 
of even harmonics and odd harmonics with respect to fundamental frequency is shown in Table 
2 and Table 3, respectively. From Table 1, 2 and 3 and from the simulation results it is evident 
that good torque i.e. speed profile for an AC drive application is maintained by the SVPWM, 
which allows less harmonics in output voltage and current signals.
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The comparative study showed that the SVPWM has advantages of lower harmonics 
and a higher modulation index compared with other PWM techniques. Because of its flexible 
manipulation of reference vector and modulation index, it is easy for complete digital 
implementation by a single chip microprocessor. Therefore, it is recommended that the 
SVPWM be used in motor control and power-converter applications. SVPWM is good with 
respect to minimum uncharacteristic harmonics compared with other modulation techniques 
such as conventional PWM and SPWM. However, each modulation technique is unique to the 
application for which it is employed.
CONCLUSION AND FUTURE WORK
In this paper, the harmonic contents of the PWM, SPWM and SVPWM techniques, torque and 
speed profiles were investigated with regard to AC drive applications. The output harmonic 
spectra of output voltage and THD were analysed for the mentioned PWM techniques. A 
simulation study revealed that negative sequence harmonics introduced more problems 
related to torque and positive sequence harmonics created more heating problems. Further, 
zero sequence harmonics caused heat due to addition of voltage and/or current in a neutral 
conductor. From the simulation results, it was clear to see that the torque and speed profiles 
were completely unique for each modulation technique with respect to load (AC drives). 
This work can be extended for all other types of load such as simple RLC and also all 
other industrial loads. This paper can be used as a guide for analysing the inverter in distributed 
energy resources that are integrated into the public power supply (grid) inputs. The various 
demands on inverters’ effective operation are required for the grid as it requires sinusoidal 
alternating current (AC) with stable voltage and frequency and the harmonic component limits 
are regulated within the guidelines and standards. Modern inverters meet these power quality 
Table 1 
Analysis of THD  
THD DPWM (%) SPWM (%) SVPWM (%)
Current Harmonics 19.52 19.31 0.86
Voltage Harmonics 86.68 50.68 51.51
Table 2 
Analysis of Even Harmonics  
Even Harmonics (% of fundamental)
Order of 
harmonic
PWM SPWM SVPWM
2 45 28 35
4 16 10 12
6 10 7 15
8 8 5 6
10 8 4 4.8
Table 3 
Analysis of Odd Harmonics  
Odd Harmonics (% of fundamental)
Order of 
harmonic
PWM SPWM SVPWM
3 28 12 22
5 12 7.5 10
7 8 5.5 5.5
9 7.5 4.2 5.5
11 6 3.8 4
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requirements, yet in some cases limits may be exceeded. Therefore, distributed generation is 
heavily dependent on the reliability and efficiency of the inverter. 
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ABSTRACT
This study was attempted to evaluate infiltration methods based on irrigation advance for furrow 
irrigation. Irrigation advance data were collected at Latif farm, Sindh Agriculture University, Tandojam 
for three irrigation events. To achieve the objectives of the study two different methods viz. Upadhyaya 
and Raghuwanshi and Valiantzas one-point, were tested against the two-point method. Evaluation of 
employed methods was undertaken to know the best method for the prediction of cumulative infiltration 
and advance. The results revealed that Upadhyaya and Raghuwanshi (ME=-5.25) and Valiantzas  one-
point (ME=-0.99) are unsuitable for silt loam soil with their original constants as these methods show 
great scatter when compared with reference method and measured data. Thus, it is suggested that these 
methods must be evaluated before use.    
Keywords: Infiltration characteristics, furrow irrigation, advance, two-point method, Upadhyaya and 
Raghuwanshi, Valiantzas one-point, Tandojam 
INTRODUCTION
Limited water resources warrant agriculture 
water management to achieve sustainable 
development (Valipour, 2013a). Conservation 
of usable water requires control of evaporation 
and rapid runoff from soils irrigated by 
surface irrigation methods (Valipour, 2016; 
Valipour,2015). Surface irrigation is an 
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ancient form of irrigation that is used worldwide. Low efficiency and low uniformity are 
the main problems that can be tackled by applying optimal management practices that entail 
the investigation of interaction of irrigation water and soil. Thus, it can be deduced that the 
estimation of infiltration function is the main hitch in improving the irrigation performance 
(Elliott, Walker, & Skogerboe, 1983). Infiltration is the downward flow of water from the 
surface into soil. It plays a vital role in controlling the transport process and water balance in 
the soil (Serrano, 1990).
Surface irrigation application efficiency and uniformity are governed by the infiltration 
parameters. Irrigation phases of advance, recession, run-off and volume of infiltration are 
greatly influenced by the infiltration. Surface irrigation becomes a complex process due to its 
variability in time and space (Elliott et al., 1983). The knowledge of infiltration characteristics 
are essential parameters for design, evaluation and simulation of surface irrigation systems. 
These characteristics are affected by farm operations such as cultivation and compaction but 
these are taken as a fixed set of parameters in relation to a single irrigation event.
Infiltration rates on a field are influenced by soil characteristics, which control infiltration 
parameters (Jensen, Swarner, & Phelan, 1987). A large number of infiltration measurements are 
required to characterise field condition. The method such as double ring infiltrometer involves 
static water measurement and fails to represent the dynamic field condition. Two approaches 
are employed to obtain field representative infiltration functions using irrigation data. One 
of them requires inflow to adjust with the results of point measurements and the other uses 
irrigation phases and inflow data to determine the infiltration parameters. Several such methods 
are available to estimate infiltration (Elliott & Walker, 1982). Of them, the two-point method is 
used worldwide as a standard method to evaluate other methods (McClymont & Smith, 1996).
Valipour (2013b) evaluated management strategies for increasing irrigation efficiencies 
and stated that all surface methods are not applicable due to the limited amount of water 
available. Thus, methods that require relatively less water such as furrow can be optimised 
for controlling parameters (infiltration). Besides that, a number of other parameters need to be 
considered for selecting an irrigation system that varies from location to location (Valipour, 
2013c). Khatri and Smith (2005) tested various infiltration methods and concluded that none of 
the tested infiltration methods gave satisfactory results due to several inputs required. Shepard 
et al. (1993) developed and tested a method to determine parameters of Philip’s function. He 
inferred that the developed method was effective for estimating average infiltration, yet it may 
under- or over-predict infiltration along the furrow owing to changes in infiltration properties. 
McClymont and Smith (1996) pointed out the limitation of hydrodynamic models and stated 
that these methods are data intensive. Ebrahimian and Liaghat (2011) checked the accuracy of 
hydrodynamic, zero inertia and kinematic wave models and stated that these models are suitable 
for estimating infiltration in furrows. Majdzadeh et al. (2009) pointed out the inaccuracies in 
estimating the infiltrated volume using the one-point method. This shows the importance of 
evaluating these methods as suggested by Khatri and Smith (2005), who highlighted that the 
methods used to determine infiltration should be evaluated before use. 
Although many studies have been conducted to evaluate performance of existing methods 
for different influencing parameters (e.g. Majdzadeh et al., 2009; Khatri & Smith, 2005), yet 
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investigation of these methods in terms of different soil textures needs to be conducted. Thus, 
this study was carried out on a particular soil type to evaluate the performance of two different 
infiltration methods, namely, the Upadhyaya and Raghuwanshi method and the Valiantzas 
one-point method.
METHODOLOGY
This study was carried out at Latif farm, Sindh Agriculture University, Tandojam. The field 
layout is shown in Figure 1. Data for three irrigation events for 15 furrows were recorded. 
Data for each furrow included inflow rates, irrigation advance times for different points along 
the furrow, length of furrow and the flow cross-section area.
17	
	
Figure 1. Experimental field layout. 
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Figure 1. Experimental field layout
In order to know soil texture of the field at Latif farm, composite soil samples at the 
depth 0-15 cm, 15-30 cm and 30-60 cm were collected from various locations. The collected 
samples were analysed in the laboratory of the Department of Irrigation and Drainage, Faculty 
of Agricultural Engineering, Sindh Agriculture University, Tandojam.
A cutthroat flume was used to measure discharge entries in a furrow at the upstream/
head of the furrow. To measure the advancing front along the furrows, stakes were placed 
along the length of the furrow at intervals of 20 m. The ground surface elevation at each stake 
was surveyed to determine the slope of the irrigated field. The time was recorded as soon as 
the irrigation supply entered the furrow and the advancing front reached each stake using a 
stop-watch. Flow depth was measured at several locations with the help of a steel measuring 
graduated scale. 
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The cross-sectional flow area, A0, was computed using the following equation.
        A0 = (
b+T
2 )y                (1)
where, Ao , is the cross-sectional area of the flow, b is the bottom width of the furrow, T is the 
top width of the furrow and y is the depth of flow.
Methods Used for Computing Infiltration Characteristics
The following methods were tested to compute infiltration characteristics. A brief qualitative 
and quantitative description of each method is presented in the subsequent paragraphs.
Two-Point method. This is a volume-balance-based method. Two points, one at the mid-
distance point and the other at the downstream end of the field, are recorded during irrigation 
advance and used to compute infiltration characteristics. It is a standard method and is used 
worldwide for determining infiltration characteristics (Khatri & Smith, 2005).
A simple power function is used to estimate advance curve in this method.
       x = p(ta )r                 (2)
where, ta , is the time taken for the wetting front to reach the advance distance, x. The fitted 
parameters, p and r, can be evaluated from:
       r = ln(0.5L / L)ln(t0.5L / tL )
               (3)
and
       P = L / tr                (4)
where t0.5L and tL are the times taken for the advance to reach the mid-distance length (0.5L) 
and the end of the field of length (L).This method uses a modified Kostiakov function, which 
is expressed as:
       I = kτ a + foτ                 (5)
where τ is the time from the start of infiltration at the point where the equation is applied. For 
any point x, τ = t – tx. For detailed description of this method, readers are referred to the work 
of Elliott et al. (1983). 
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Valiantzas one-point method. Valiantzas, Aggelides and Sassalou (2001) developed a single-
advance-point-based method. They used a USDA equation to determine infiltration function. 
This method requires only one advance point to estimate the parameters of infiltration function.
       l = kτ α + c                 (6)
where k and α are fitted parameters and c is the constant (0.007 m3 m-1 length).
In this method, k and α are associated by the following relation.
       k = 14088α
45 + 0.148(− lnα)−1.652
1000
             (7)
Substitution of Equation (6) in the volume balance relation and integration yields:
       Qot =σ yAox +σ zktαx + cx               (8)
where σ2 is the sub-surface shape factor.
Using the points (x2 , t2) and (x1 , t1) where t1 = 0.5t2, we have two simultaneous equations 
to be solved for the unknown infiltration parameters, viz.:
r = [ln (x1/x2) / ln (t1/t2)]
   = [ln (0.5Q0t2) / (0.5α (Q0t2 – σyA0x2 – cx2) + σyA0x2 +  cx2] / ln (1/2)          (9)
and
       f (α) =σ zkt2α −
Qot2 −σ yAox2 − cx2
x2
= 0             (10)
The Newton Raphson technique is applied to obtain the value of α, viz.:
       αnew =α −
f (α)
f 1(α)
              (11)
where  f 1(α) ≈σ zt2α
dk
dα + k ln t2
⎛
⎝
⎜
⎞
⎠
⎟                 (12)
Correcting an error in the original paper by Valiantzas  et al., (2001), the following is 
derived:
       dk
dα = 633.96α
44 +
0.2445(− lnα)−2.652
1000α             (13)
Advance trajectories are predicted by the relation.
X = Qot/σyA0σzktα+c              (14)
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Upadhyaya and Raghuwanshi method. The Upadhyaya and Raghuwanshi method (1999) 
employs the exponential Horton equation to describe the infiltration function. 
       l = F(l − e−θτ )+ foτ               (15)
where F and θ are fitted parameters, and f0 has its usual meaning. The parameter F is the 
function of the initial and final infiltration rates. 
The following relations are used to determine the advance, θ (exponent in the Horton 
equation) and xmax (maximum possible advance distance):
       x = xmax (l − e−θt )               (16)
θ = (1/t)* [ln (1- (x/xmax)]             (17)
(1/t0.5)* [ln (1- (0.5L/xmax)] = (1/t)* [ln (1- (L/xmax)]          (18) 
The final infiltration rate is computed by the following relation:  
       fo =
Qo
xmax
              (19)
The final volume balance equation is obtained after substituting Equation (15) in the 
volume balance equation and integration.  
       Qo =σ yAox +Fx −F(xmax − x)θt + foxmaxt −
fox
θ
           (20)
Equation 20 is adjusted to the approximate advance.
Statistical Criterion
The modelling efficiency (ME) given by Nash and Sutcliffe (1970) was used to describe the 
accuracy of the models output quantitatively (Zhang et al., 2010). The range of the ME lies 
between 1.0 (perfect fit) and −∞. An efficiency of lower than zero indicates that the predictor 
model is not good.
Model efficiency (ME)=                (21)
where O stands for cumulative infiltration computed by the two-point method and E represents 
the estimated cumulative infiltration achieved using the different methods.
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RESULTS AND DISCUSSION
Soil Texture, Flow Rate, Advance Time and Depth of Flow
The analysis results on soil texture are shown in Table 1. The results showed that were for a field 
of silt loam. The recorded flow rates in the furrows and the total advance time are summarised 
in Table 1. The flow rates ranged from 0.37 to 0.40 m3 min-1. The time taken to advance to the 
strategic location varied from 10 to 14 minutes. The cross-sectional area for the furrow ranged 
from 0.0226 to 0.0238 m2.
Table 1 
Average flow rate, advance time and textural class  
S. No. Flow rate
(m3/min)
Total advance 
time (minutes)
Area of flow
 (m2)
Soil separate % Textural 
Class
1 0.37 14.00 0.0238 Sand 16
2 0.40 10.00 0.0226 Silt 74 Silt loam
3 0.40 10.20 0.0233 Clay 11
Computation of Infiltration Characteristics
The estimated functions for cumulative infiltration and advance are tabulated in Table 2. The 
advance curves and cumulative infiltration curves produced by estimated functions (Table 2) 
are presented in Figures 2 to 6. The cumulative infiltration was estimated at times equal to 
the advance time for each method. The curves produced by the tested methods were almost 
identical. Thus, the average results of each method for 15 furrows are reported in this paper. 
The performance of each method in the light of results is discussed in the following sections.
Table 2 
Estimated functions of cumulative infiltration and advance  
Method Infiltration Advance
Two-point I = 0.022 (t)0.216 X = 10.84 (t)0.868
Valiantzas I = 0.0055 (t)0.837+0.007 X = Q0t/ 0.00276A0t0.837+0.007
Upadhyaya and 
Raghuwanshi
I = 0.1174(1-e-0.040t)+0.00166t X = 1.1t/ 0.09A0(1+0.04t)-0.040
Two-Point method. The two-point method was used as a reference method for this study 
because of its proven performance over time and over different soils and situations (Khatri 
& Smith, 2005). The performance of other method is discussed with respect to the two-point 
method in the subsequent paragraphs. The advance curves reproduced by the two-point method 
match the measured advance curves well, as shown in Figure 2. 
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Valiantzas one-point method. The advance curves predicted by this method as shown in 
Figure 3 indicate poor performance of the method as the resulting advance trajectory deviates 
from the measured advance curve except at the initial and final times. This discrepancy could 
be due to having used only single advance point in the method.
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Figure 3. Valiantzas method and measured data advance curves
This method underestimated the cumulative infiltration for initial times and overestimated 
the infiltration for final times (ME=-0.99). The infiltration curve of the Valiantzas method also 
illustrates the same behaviour as the curve differs from that derived using the two-point method 
(as shown in Figure 4). The reason for the underestimation of cumulative infiltration seems to 
be the constant value of C in the equation i.e. 0.007. For the same value of C, Ebrahimian et 
al. (2010) tested the Valiantzas method for clay silty loam and reported that this method was 
unsuitable for advance prediction. However, this method can give good results for infiltrated 
volumes for investigated soils. On the other hand, this study shows that the Valiantzas method 
is not appropriate for predicting advance as well as infiltrated volumes into silt loam soils. 
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Upadhyaya and Raghuwanshi method. The comparison of the predicted advance curve 
as illustrated in Figure 5 revealed that the performance of the method was poor as the curve 
produced by this method showed departure from the curve obtained from the measured data. 
The reason for poor performance of this method could be due to exponentional assumption in 
the advance curve equation.
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The results of cumulative infiltration given by the Upadhyaya and Raghuwanshi method 
are presented in the Figure 6. From the cumulative infiltration curves, it is evident that this 
method underestimated the infiltration at initial time and overestimated the infiltration at longer 
time for silt loam soil. Apart from the graphical comparison, statistical indicators also showed 
unsatisfactory performance by this method as the Nash and Sutcliffe model indicated that 
efficiency was less than zero i.e. -5.25. At the intermediate opportunity time, the Upadhyaya 
method showed a departure of about 8 mm from the two-point method curve. The results of 
this study are in line with the findings of Khatri and Smith (2005).
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CONCLUSION
The method suggested by Upadhyaya and Raghuwanshi showed poor performance as it 
under-predicted and over-predicted the cumulative infiltration for the initial time and indicated 
a longer time, respectively. This seems to have been due to the assumed value of 0.5 for 
parameter r used in this method. The Valiantzas method yielded unsuitable results for the soils 
under study. The predicted advance curves yielded from the use of the different methods were 
compared with the measured advance curve, and it can be deduced from the comparison that 
the trajectories reproduced by the two-point method compared favourably with those obtained 
from the measured advance curve. The Upadhyaya and Raghuwanshi and Valiantzas methods 
underestimated the advance trajectories except for time corresponding to the last advance point. 
On the basis of performance exhibited by the different methods under study, it is concluded and 
recommended that the tested methods must be evaluated before use for the soil under study. 
For future studies, it is suggested that these methods be tested for different irrigated soils with 
different values of constants in the equations. 
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ABSTRACT
Modification of thermoplastic starch with other natural polymer is a promising research since the 
combination of both material will produce a fully green polymer with modified properties. The aim of 
this paper is to investigate the effects of agar on physical properties of thermoplastic sugar palm starch 
(SPS). Various types of thermoplasctic SPS based polymer were prepared by blending SPS and agar 
with the presence of glycerol as a plasticiser. Agar with various contents (10, 20, 30, and 40 wt%) were 
mixed with thermoplastic SPS via melt mixing before compression moulded into 3 mm mould plate. 
The prepared laminates were characterised for the moisture content, density, water absorption, thickness 
swelling and water solubility. Results showed that incorporation of agar has slightly increased the moisture 
content and water absorption capacity of the blends. Slight increment in thickness swelling was observed 
for thermoplastic SPS after incorporation with agar (40 wt%). Water solubility of thermoplastic SPS 
was slightly increased with incorporation of agar (40 wt%). Similar density was recorded for all ratios 
of agar, which indicated that the incorporation of agar did not influence the density of thermoplastic 
SPS. In conclusion, the incorporation of agar has 
slightly increased the hydrophilic behaviour of 
thermoplastic SPS.   
Keywords: Agar, starch, thermoplastic, thickness 
swelling, water absorption
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INTRODUCTION
Most plastic products currently used for various applications are made up of petroleum-based 
polymeric materials. Their use is widespread due to large scale availability, low production 
cost, lightweight, versatile and good mechanical properties (González & Igarzabal, 2013, pp. 
289-296). However, these materials have certain disadvantages because they were synthesised 
from a non-renewable source, making them not readily biodegradable (Kasim et al., 2015, pp. 
117-123). This characteristic leads to major source of generation and accumulation of non-
degradable residues which make petroleum-based polymer as an environmental harmful waste 
(Bucci et al., 2005, pp. 564-571). Hence, the bio-polymer concept is getting serious attention 
since it is associated with the use of renewable raw materials such as polysaccharides extracted 
from agricultural, marine, animal or microbial sources (González & Alvarez Igarzabal, 2013, 
pp. 289-296). Among these sources, starch is one of the most promising materials due to certain 
advantages such as availability, economic, abundant, biodegradable, and renewable (Chang 
et al., 2014, pp. 285-393; Li et al., 2015, pp. 115-122). Starch is a heterogeneous material 
containing two microstructures called amylose and amylopectin. Amylose is a linear structure 
of α-1,4 linked glucose units, whereas amylopectin is a highly branched structure of short α-1,4 
chains linked by α-1,6 bonds. The most common starch used to develop biopolymer includes 
cassava, corn, potato, sago and rice (Beilvert et al., 2014, pp. 242-248; Edhirej et al., 2015, pp. 
1-16; Prachayawarakorn et al., 2011, pp. 88-95; Rahmat et al., 2009, pp. 2370-2377; Ramesh 
et al., 2012, pp. 701-706).
Sugar palm is of the Palmae family which also is known as Arenga pinnata. This natural 
forest species is known for the production of sugar known as neera sugar and it is recently 
used for producing bioethanol (Ishak et al., 2013, pp. 699-710). This palm tree is reported 
to be able to produce 50 to 100 kg of starch (Sahari et al., 2014. pp. 955-959). Sugar palm 
starch has comparable properties in terms of the amylose content (37%), which is higher than 
cassava (17%), potato (25%) and corn (28%) (Sahari et al., 2014. pp. 955-959). It is reported 
that amylose content in starch is essential for polymerisation efficiency (Zou et al., 2012, pp. 
1583-1588). A recent study developed thermoplastic starch from sugar palm and characterised 
the physical, thermal and mechanical properties (Sahari et al., 2013, pp. 1711-1716).
Agar is a polysachharide obtained from marine alga such as Gracilaria and Gelidium 
sp. (Giménez et al., 2013, pp. 264-271). It consists of two main components; agarose and 
agaropectin. Agarose is a linear polymer based on the 3, 6-anhydro-α-L-galactopyranose 
unit, whereas agaropectin is a heterogeneous mixture of smaller molecules which have 
similar structures with agarose but with are slightly branched and sulfated (Atef et al., 2014, 
pp. 537-544). This polysaccharide is used for gelling and as a thickening agent in food and 
pharmaceutical industry. Recently, agar has received much attention in biopolymer development 
due to its promising properties such as good film forming ability, thermal stability and 
mechanical properties (Reddy & Rhim, 2014, pp. 480-488). It is reported that agar biopolymer 
has a relatively good water resistance than other seaweed polysachhride (Rhim, 2012, pp. 
66-73).
Though there are numerous works done on the properties of agar film from solution 
casting, studies on agar behaviour as a blend component in thermoplastic starch are still rare. 
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Therefore, agar was selected to modify the properties of thermoplastic starch prepared from 
sugar palm tree. The objective of this work is to study the effects of agar on the properties of 
thermoplastic SPS prepared via melt mixing and hot pressing. Different ratios of agar were 
used to study the effects on thermoplastic SPS. Similarly, various techniques were used to 
characterise the physical properties of the blends including density, moisture content, water 
absorption, water solubility and thickness swelling behaviour.
MATERIALS AND METHODS
Materials
Sugar palm starch (SPS) was prepared from sugar palm tree at Jempol, Negeri Sembilan, 
Malaysia. The interior part of the trunk was crushed in order to obtain the woody fibres which 
contained the starch. This woody fibres were soaked in fresh water followed by squeezing 
them to dissolve the starch into the water. Water solution containing starch was filtered in order 
to separate the fibres from the solution. This solution was then left for sedimentation of the 
starch. The supernatant was discarded and the wet starch was kept in an open air for 48 hours 
followed by drying in an air circulating oven at 105°C for 24 h. Agar powder was procured 
from R&M Chemicals and glycerol was purchased from Sciencechem.
Sample Preparation
Thermoplastic SPS was prepared by adding glycerol (30wt% starch-based), followed by pre-
mixing using a high speed mixer at 3000 rpm for 5 min. After this preliminary step, the resulting 
blend was melt-mixed using Brabender Plastograph at 140oC and rotor speed of 20 rpm for 
10 min. These mixtures were granulated by means of a blade mill equipped with a nominal 2 
mm mesh and thermo-pressed in order to obtain laminate plate with 3 mm thickness. For this 
purpose, a Carver hydraulic thermo-press was operated for 10 min at 140°C under the load of 
40 tonnes. The same processes were also used for the preparation of different TPSPS blends. 
The property modification of different TPSPS blends was carried out by using different ratios 
of agar (10, 20, 30, and 40 wt%). All the samples were pre-conditioned at 53% RH for 2 days 
prior to testing.
Density
The density of SPS and agar powder was measured using gas intrusion under helium gas flow 
with AccuPyc 1340 pycnometer. Density determination balance (XS205 Mettler Toledo) was 
used to measure the density of TPSPS blends. Five measurements were conducted at 27°C 
and the average value was computed.
Moisture Content
Moisture content of samples was determined according to the previous study (Sahari, Sapuan, 
Zainudin, & Maleque, 2012). The samples (10 x 10 x 3 mm) were prepared for the moisture 
content investigation. All the samples were heated in an oven for 24 h at 105°C. Weight of 
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samples, before (Mi) and after (Mf) the heating was measured in order to calculate moisture 
content. The moisture content was determined by using Eqn. 1.
Moisture content (%) =      x 100     [Eqn. 1]
The tests were conducted in five replications and the average value was computed.
Water Absorption
Specimens having dimensions of 10 × 10 × 3 mm were dried in an air circulating oven at 105°C 
± 2 for 24 h to remove existing moisture, followed by immersing in water at room temperature 
(23 ± 1°C) for 0.5, 2 and 24 h, respectively, as mentioned in some previous studies (Lomelí 
Ramírez et al., 2011, pp. 1712-1722; Sahari et al., 2012, pp. 254-259). The samples were 
weighed before (Wi) and after the immersion (Wf) and water absorption of the laminates was 
calculated using the following equation:
Water absorption (%) =   x 100      [Eqn. 2]
The test was conducted in five replications and the average value was computed.
Thickness Swelling
In order to determine the percentage of thickness swelling, a similar testing parameter was 
used, as mentioned in water absorption. The samples were measured before (Ti) and after (Tf) 
the immersion using a digital vernier (Model: Mitutoyo) with 0.01 accuracy. The thickness 
swelling ratio of the laminates was calculated using the following equation:
Thickness swelling (%) =    x 100     [Eqn. 3]
The test was conducted in five replications and the average value was computed.
Water Solubility
Water solubility (WS) of the thermoplastic SPS blends was determined according to the method 
by Kanmani and Rhim (2014, pp. 708-716),  with a slight modification. For this, a piece of 
sample (10 x 10 x 3 mm) was cut and dried at 105°C ± 2 for 24 h. The initial weight of samples 
(Wo) was measured before immersing into 30 mL of distilled water with a gentle stirring. After 
8 h of immersion, the remaining piece of sample, taken from the beaker and filter paper, was 
used to remove the remaining water on the surface. Then, the film was dried again at 105°C ± 
2 for 24 h to determine the final weight (Wf). The WS of the sample was calculated, as follows:
Water solubility (%) =     x 100       [Eqn. 4]
The test was conducted in five replications and the average value was computed.
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RESULTS AND DISCUSSION
Thermoplastic SPS blends were been prepared by using different agar contents (0 to 40wt%) 
in order to investigate the effects of the agar content at proportionally increasing amount while 
maintaining SPS as the based material.
Figure 1 shows thermoplastic SPS blends prepared via melt mixing and hot pressing. 
Through the naked eyes, this polymer blends formed homogenous surface and there is no 
apparent phase seggregation observed, suggesting that SPS, agar, and glycerol had good 
miscibility via melt mixing process.
 
Figure 1. Thermoplastic SPS blends with agar (a) 10wt% (b) 20wt% (c) 
30wt% (d) 40wt% 
 
 
Density 
Density of material is an important characteristic that should be taken into 
account during material selection process. This is because density might 
affect the performance of the end-product in various forms such as weight, 
manufacturing and handling processes, ease of use, transportation cost, as 
well as energy consumption (Al-Oqla & Sapuan, 2014, pp. 347-354). 
Hence, it is vital to investigate the effects of agar on the density of 
thermoplastic SPS to study the potential of this biopolymer as an alternative 
material to the existing non-biodegradable polymer. 
 
The average densities of native SPS and agar powder obtained by 
helium pycnometer are 1.4854 ± 0.001 g/cm3 and 1.4817 ± 0.004 g/cm3, 
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Density
Density of material is an important characteristic that should be taken into account during 
material selection process. This is because density might affect the performance of the end-
product in various forms such as weight, manufacturing and handling processes, ease of use, 
transportation cost, as well as energy consumption (Al-Oqla & Sapuan, 2014, pp. 347-354). 
Hence, it is vital to investigate the effects of agar on the density of thermoplastic SPS to study 
the potential of this biopolymer as an alternative material to the existing non-biodegradable 
polymer.
The average densities of native SPS and agar powder obtained by helium pycnometer are 
1.4854 ± 0.001 g/cm3 and 1.4817 ± 0.004 g/cm3, respectively. The density value obtained for 
SPS in this study is lower than that of potato (1.55 g/cm3) and maize (1.5 g/cm3) but slightly 
higher than tapioca starch (1.466 g/cm3) (Alebiowu & Osinoiki, 2010, pp. 341-352). This 
finding shows that this alternative starch has comparable properties to the established starch 
in terms of the physical properties.
Figure 2 shows the density of thermoplastic SPS blends with agar. In general, there is 
no obvious trend observed on the variation of density with increasing amount of agar for the 
blends. This might be attributed to similar density of native SPS and agar, which led to a flat 
trend of density value for this biopolymer. This finding shows that agar incorporation does not 
affect the density value of this biopolymer. The density value recorded for thermoplastic SPS 
without the presence of agar (1.392 g/cm3) is in consistent with the previous finding (1.400 
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g/cm3) (Sahari et al., 2012). This value is comparable to conventional polymer such as epoxy 
(1.1 - 1.4 g/cm3), polyester (1.2 - 1.5 g.cm3) and vinyl ester (1.1 - 1.4 g/cm3), which suggests 
that this biopolymer has a very promising property as a substitute material in plastic industry 
(Gao & Zhao, 2015, pp. 176-182).
 
Figure 2. Density of Thermoplastic SPS blends 
 
 
Moisture Content 
Moisture content of material is an important criterion that can affect the 
dimensional stability of the end-product. A previous study has shown that 
moisture content has significant effects on water absorption and thickness 
swelling behaviour of material, whereby higher moisture content led to 
higher water absorption capacity and thickness swelling as well (Sahari et 
al., 2012, pp. 254-259). Figure 3 shows the moisture content of 
thermoplastic SPS blends. In general, incorporation of agar (0 to 40 wt%) 
onto thermoplastic SPS shows a slight increasing trend on its moisture 
content from 5.8 to 6.51 wt%. This finding might be attributed to a more 
hydrophilic behaviour of agar as compared to starch. The value reported for 
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Moisture Content
Moisture content of material is an important criterion that can affect the dimensional stability 
of the end-product. A previous study has shown that moisture content has significant effects 
on water absorption and thickness swelling behaviour of material, whereby higher moisture 
content led to higher water absorption capacity and thickness swelling as well (Sahari et al., 
2012, pp. 254-259). Figure 3 shows the moisture content of thermoplastic SPS blends. In 
general, incorporation of agar (0 to 40 wt%) onto thermoplastic SPS shows a slight increasing 
trend on its moisture content from 5.8 to 6.51 wt%. This finding might be attributed to a more 
hydrophilic behaviour of gar as comp red to starch. The value reported for thermoplastic SPS 
in this finding is slightly lower than that of the previous study (11 to  13 wt%), which suggests 
that different preparation method and environment condition might affect the moisture content 
of thermoplastic starch (Sahari et al., 2012, pp. 254-259). Nevertheless, increment in the 
moisture content f thermo l stic SPS blend is not significant as compared to the amount of 
agar incorporated into it. This finding shows that this polysachharide indicates a relatively good 
compatibility since there was no sudden change in the trend as the amount of agar increased 
from 0 to 40 wt%. Moreover, a slight increment in moisture content shows that incorporation 
of agar gives a relatively minimum effect to the moisture content of thermoplastic SPS.
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Water Absorption
Starch and agar are a form of polysachharide which is known to be very sensitive to moisture; 
thus, it is vital to investigate the water absorption capacity of the combination of these two 
materials. Starch consists of amylose and amylopectin whereas agar consists of agarose and 
agaropectin, which is hydrophilic in nature due to the formation of bond between hydroxyl 
group and oxygen bond with water (Lomelí et al., 2011, pp. 1712-1722; Shamsuri et al., 2014, 
pp. 440-453). This is one of the main reasons for the hydrophilic behaviour of thermoplastic 
starch and agar.
Figure 4 shows the water absorption capacity of thermoplastic SPS blends with agar. It 
can be seen that after 0.5h, thermoplastic SPS showed 15% water uptake, while the blends 
of SPS with 40% agar showed a slight increment to 26%. The effect of incorporating agar 
into thermoplastic SPS on water uptake was more evident after 2h and 24h, respectively. 
Water absorption capacity recorded for the thermoplastic SPS in this study is lower than that 
reported for thermoplastic waxy rice starch (Prachayawarakorn et al., 2011, pp. 88-95). Both 
thermoplastic SPS and blends presented slight differences in water uptake after 0.5h; however, 
after 24h, the blends absorbed much more water than the matrix, and as the agar content 
increased, the water uptake increased as well. This might be attributed to more hydophilic 
behaviour of agar compared to starch. Agar was sulfated polysaccharide and the presence of 
charged groups resulted in more extended chains with a higher hydrophilicity as compared 
to other polysachharide (Phan, Debeaufort, & Luu, 2005, pp. 973-981; Wu et al., 2009, pp. 
299-304). Highest moisture content obtained by 40% agar also showed that moisture content 
affects the water absorption behaviour of thermoplastic SPS blends. This finding is in agreement 
with a previous study on characterisation thermoplastic starch from sugar palm (Sahari et al., 
2012, pp. 254-259).
Nevertheless, high water absorption capacity shown by thermoplastic SPS blends might be 
attributed to the change in the structure of starch and agar following the gelatinisation process 
during melt mixing which broke down the intramolecular bonds of their molecules in the 
presence of heat and plasticiser allowing more hydrogen bonding sites to engage with water. 
Moreover, a previous study has shown that the presence of plasticiser also increased the affinity 
thermoplastic SPS in this finding is slightly lower than that of the previous 
study (11 to  13 wt%), which suggests that different preparation method and 
environment condition might affect the moisture content of thermoplastic 
starch (Sahari et al., 2012, pp. 254-259). Nevertheless, increment in the 
moisture content of thermoplastic SPS blend is not significant as compared 
to the amount of agar incorporated into it. This finding shows that this 
polysachharide indicates a relatively good compatibility since there was no 
sudden change in the trend as the amount of agar increased from 0 to 40 
wt%. Moreover, a slight increment in moisture content shows that 
incorporation of agar gives a relatively minimum effect to the moisture 
content of thermoplastic SPS. 
 
Figure 3. Moisture content of thermoplastic SPS blends 
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of thermoplastic starch to moisture (Mathew & Dufresne, 2002, pp. 609-617). Glycerol is a 
hydrophilic molecule which increases free volume and chain movements that reduce rigidity 
and heightens the molecular mobility of films (Maran et al., 2013, pp. 1335-1347; Wu et al., 
2009, pp. 299-304). This facilitates the diffusion of water into the laminates leading to higher 
water absorption capacity.
 
 
Figure 4. Water absorption capacity of thermoplastic SPS blends 
 
 
Thickness Swelling 
The dimensional stability of a material is an important property that affects 
the final performance of a product. The swelling behaviour of thermoplastic 
SPS blends was investigated using the swelling ratio described in Section 
2.6 in order to investigate the effects of agar on the dimensional stability of 
this blend. 
 
Figure 5 shows the swelling ratio percentage of thermoplastic SPS with 
various agar contents immersed in water at 23oC. In general, the thickness 
of the thermoplastic SPS and its blends increased gradually after immersing 
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Thickness Swelling
The dimensional stability of a material is an important property that affects the final performance 
of a product. The swelling behaviour of thermoplastic SPS blends was investigated using 
the swelling ratio described in Section 2.6 in order to investigate the effects of agar on the 
dimensional stability of this blend.
Figure 5 shows the swelling ratio percentage of thermoplastic SPS with various agar 
contents immersed in water at 23oC. In general, the thickness of the thermoplastic SPS and 
its blends increased gradually after immersing in water for 0.5, 2 and 24 h, respectively. This 
shows that the thickness of these new materials was affected by the immersion time, and the 
finding is in agreement with that of the previous studies (e.g., Ashori & Sheshmani, 2010, 
pp. 4717-4720; Deng & Catchmark, 2014, pp. 864-869; Talavera et al., 2007, pp. 1-7). This 
might be attributed to the fact that longer immersion time allows more ater molecules to 
engage with hydrogen bonding sites of thermoplastic SPS blends which facilitated swelling. A 
similar increasing trend was observed for water absorption, suggesting that thickness swelling 
is dependent on water absorption behaviour of material (Lomelí et al., 2011, pp. 1712-1722). 
A similar finding has been reported for synthetic polymer as well as biopolymer from starch 
(Adhikary et al., 2008, pp. 190-198; Sahari et al., 2012, pp. 254-259).
It can also be seen that with the incorporation of agar, the swelling ratio increased as 
well. The matrix showed the lowest swelling while the blend with agar (40 wt%) showed the 
highest ratio. This might be attributed to the fact that agar has higher water absorption capacity 
than starch which leads to higher swelling ratio of this blend. Nevertheless, the increment in 
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swelling ratio was insignificant with the addition of agar, whereby for 0.5 h immersion and the 
addition of 40% agar, the swelling ratio for thermoplastic SPS was increased by only 5%. As the 
immersion time increased to 24 h, the increment percentage dropped to only 4%, suggesting that 
incorporation of agar gives minor changes to the thickness swelling behaviour of thermoplastic 
SPS. Meanwhile, the thickness swelling ratio for the thermoplastic SPS measured in this 
study is slightly lower than the previously reported for cassava starch, indicating comparable 
properties of SPS among other starch (Lomelí et al., 2011, pp. 1712-1722).
of agar gives minor changes to the thickness swelling behaviour of 
thermoplastic SPS. Me while, the thickness welling ratio for the 
thermoplastic SPS measured in this study is slightly lower than the 
previously reported for cassava starch, indicating comparable properties of 
SPS among other starch (Lomelí et al., 2011, pp. 1712-1722). 
 
 
Figure 5. Thickness swelling capacity of thermoplastic SPS blends 
 
 
Water Solubility 
It is understood that water solubility is the measure of water resistance of a 
material. On the other hand, water solubility also shows degradation 
behaviour of material when disposed in water. Figure 6 shows the solubility 
of thermoplastic SPS blends with different amounts of agar. Thermoplastic 
SPS (0 wt% agar) prepared in this study showed lower solubility than rice 
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Water Solubility
It is understood that water solubility is the measure of water resistance of a material. On the 
other hand, water solubility also shows degradation behaviour of material when disposed in 
water. Figure 6 shows the solubility of thermoplastic SPS blends with different amounts of agar. 
Thermoplastic SPS (0 wt% agar) prepared in this study showed lower solubility than rice starch 
(44.4%) but a similar solubility with cassava starch prepared in the previous studies (Arismendi 
et al., 2013, pp. 290-296; Belibi et al., 2014, pp. 220-226; Brindle & Krochta, 2008). This 
finding suggests that SPS has comparable properties to the commercial starch available in the 
market. It was observed that the solubility of thermoplastic SPS was slightly increased from 
22.76 to 28.9% after the addition of agar (0 to 40 wt%). This result revealed that agar has the 
ability to increase the solubility of thermoplastic SPS. Nevertheless, the increment was very 
minor when compared to the amount of agar added into the blends. This finding also shows 
that SPS has slightly better water resistance compared to agar. This was also justified by the 
water absorption behaviour discussed in Section 3.3. 
A previous study measured the solubility of agar film blended with carrageenan also 
reported increased solubility of materials as carrageenan component was added (Rhim, 2012, 
pp. 66-73). This phenomenon was attributed to more hydrophilic behaviour of carrageenan 
component as compared to agar, which is in good agreement with this study. In another point 
of view, this finding shows that agar has slightly improved degradability of thermoplastic SPS 
in water, which is favourable for sustainable waste disposal.
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CONCLUSION
Novel thermoplastic derived from SPS and agar was successfully prepared via melt mixing 
and hot press moulding. This biopolymer shows variation in its physical properties with 
incorporation of agar. These differences could be attributed to the different properties of these 
two polysachharides. It was found that moisture content, water absorption, solubility and 
thickness swelling increased with incorporation of agar. Thermoplastic SPS showed the lowest 
values for these properties whereas the blend with 40 wt% agar showed the highest value, 
indicating increasing trend of hydrophilic behaviour with the incorporation of agar. In addition, 
the density of thermoplastic SPS was observed to remain unchanged with the presence of agar.
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ABSTRACT
The formation of intermetallic compound (IMC) layer at the interfaces of pad finishes has been studied. 
The growth of IMC layer as a reflow process and its properties were also discussed. In this study, solder 
alloy SAC237 (Sn: 99 wt.%, Ag: 0.3 wt.%, Cu: 0.7 wt.%), reinforced with 0.01 wt.% Multi-Walled 
Carbon Nanotubes (MWCNTs), was mixed to form a composite solder paste and soldered on Electroless 
Nickel Immersion Gold (ENIG) and Immersion Tin (ImSn) pad finishes. Reflow process was conducted 
in oven with specific reflow profile. The growth and properties of IMC layer were analysed using optical 
microscope with image analyser. Results showed that the thickness of IMC layer for ENIG and ImSn 
were 1.49 and 2.51 µm, respectively. Floating IMC and voids within the solder bulk and IMC layer 
were also identified in the samples. In addition, the measured wetting angle for ENIG and ImSn were 
16.21° and 34.32°, respectively.   
Keywords: As reflow, ENIG, SAC237, immersion tin, intermetallic compound, multi-walled carbon 
nanotubes
INTRODUCTION
Soldering is a process of joining two or more 
metals by melting and flowing a filler known 
as a solder paste to create joining parts. 
This solder paste usually has lower melting 
temperature than the adjoining metal. Solder 
paste has been used in electronic assembly 
process for many decades. This solder paste 
is applied to perform good joining between 
the electronic parts and printed circuit board 
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(PCB). Previously, tin lead (SnPb) was extensively used as one of the soldering requirements 
in electronic assembly process in many countries. This is because lead based solder has low 
melting point and a good wetting behaviour. However, due to the high toxicity of lead (Pb), 
this solder paste has brought on the development of new solder paste which is free from lead, 
known as lead-free solder (Bieler & Lee, 2010, pp. 1-12). The solder paste that is in focus by 
industry and researcher nowadays belongs to the tin-silver-copper (SAC) solder alloys group 
such as SAC405, SAC305 and SAC387 (Collins et al., 2012, pp. 240-248; McCormick et al., 
2007). These number represents the composition of the materials and varies depending on its 
intended use. Unfortunately, this solder alloy paste has a higher melting temperature compared 
to eutectic tin lead. Combining SAC solder alloy paste with CNTs will create a new solder 
paste known as a composite solder paste. By adding the reinforcement to the SAC solder 
alloy such as carbon nanotubes (CNTs), it will enhance the performance of a solder in terms 
of mechanical and thermal properties (Nai et al., 2006, pp. 166-169). Besides, the existence 
of the second phase particles will also obstruct the movement of dislocations and pin grain 
boundaries to protect the solder matrix from plastic deformation (Shi et al., 2008, pp. 507-514). 
Generally, there are two factors that influence the performance of solder joint. These include 
the microstructure of bulk solder joint and formation of the intermetallic compound (IMC) 
layer. In order to have good IMC layer formation, the effects of reflow profile, composition of 
the solder paste and pad finishes are the critical aspects to be studied (Crandall, 2011). In this 
study, SAC237 with 99 wt.% of Sn, 0.3 wt.% of Ag and 0.7 wt.% of Cu reinforced with 0.01 
wt.% of multi-walled carbon nanotubes (MWCNTs) was prepared and soldered on Electroless 
Nickel Immersion Gold (ENIG) and Immersion Tin (ImSn) pad finishes. The samples underwent 
a reflow process in order to observe and compare the formation of intermetallic compound 
(IMC) layer including the voids and floating of IMC, as well as wetting angle. 
MATERIALS AND METHODS 
The matrix solder SAC237 with 99 wt.% of Sn, 0.3 wt.% of Ag and 0.7 wt.% of Cu was mixed 
with 0.01 wt.% of the multi-walled carbon nanotubes by Electronic Packaging Research 
Society (EPRS) Malaysia. The reflow process was conducted using oven with specific reflow 
temperature and time. The samples were cold mounted in epoxy resins mixed with hardener at 
room temperature for several hours. Then, grinding and polishing were done using Metaserv250 
twin model at a rotation rate of 150 to 200 rpm. Images of intermetallic compound layer, floating 
IMC and void formation were observed using Optical Microscope, OLYMPUS BX51RF model 
at 20x, 50x, and 100x magnifications. The thickness of IMC and wetting angle were measured 
using image analyser.
RESULTS AND DISCUSSION
Formation of Intermetallic Compound Layer
Figures 1(a) and (b) show the optical microstructure of the selected samples after as the reflow 
process for Electroless Nickel Immersion Gold (ENIG) and Immersion Tin (ImSn) pad finishes. 
The formation of intermetallic compound (IMC) layer was found at the solder bulk/copper 
SAC237 Solder Paste Reinforced with MWCNT
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substrate interfaces. It was also noticed that the shape of IMC layer has a scallop-like feature. 
This can be explained by the element of tin from the molten solder that melted during reflow 
process and immediately reacted with copper substrate to develop crystalline phases which 
quickly grew upwards into the direction of the solder bulk (Li et al., 2008, pp. 1-5).
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Figure 1. Optical microstructure of cross-section of printed circuit board on 
(a) ENIG and (b) ImSn pad finishes at 100x magnification 
 
 
IMC Thickness 
The growth of IMC is a measurement of the thickness of IMC layer formed 
in the samples. The thickness of IMC layer was measured by taking the 
average of eight different peaks that were chosen randomly. From Figure 2, 
the average IMC thickness for ENIG and ImSn was 1.49 and 2.51 µm, 
respectively. Another study by Choubey et al. (2008, pp. 1130-1138) also 
confirmed that the IMC thickness for ENIG was much lower than the other 
finishes. This could be justified by the lower reaction rate of nickel with tin 
compared to other IMC type formations at higher temperatures. 
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finishes at 100x magnification
IMC Thickness
The growth of IMC is a measurement of the thickness of IMC layer formed in the samples. 
The thickness of IMC layer was measured by taking the average of eight different peaks that 
were chosen randomly. From Figure 2, the average IMC thickness for ENIG and ImSn was 
1.49 and 2.51 µm, respectively. Another study by Choubey et al. (2008, pp. 1130-1138) also 
confirmed that the IMC thickness for ENIG was much lower than the other finishes. This 
could be justified by the lower reaction rate of nickel with tin compared to other IMC type 
formations at higher temperatures.
8	
	
 
Figure 2. Measured IMC thickness on ENIG and ImSn pad finishes 
 
Floating of IMC 
Floating of IMC occurs when there are large differences in the density 
between the reinforcement and solder matrix (Guo, 2007, pp. 129-145). This 
may cause the reinforcement to have higher possibility to segregate within 
the layers. Figures 3 (a) and (b) clearly show the floating of IMC within the 
solder bulk layer for both pad finishes. 
 
 
Figure 3. Optical microscope of the floating IMC within solder bulk layer 
on (a) ENIG and (b) ImSn pad finishes at 100x magnification 
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Figure 2. Measured IMC thickness on ENIG and ImSn pad finishes
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Floating of IMC
Floating of IMC occurs when there are large differences in the density between the reinforcement 
and solder matrix (Guo, 2007, pp. 129-145). This may cause the reinforcement to have higher 
possibility to segregate within the layers. Figures 3 (a) and (b) clearly show the floating of 
IMC within the solder bulk layer for both pad finishes.
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finishes at 100x magnification
Figure 4. Optical microscope of the formation of voids within intermetallic layer on (a) ENIG and (b) ImSn 
pad finishes at 20x magnification
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Formation of Voids 
Floating of IMC and formation of voids are two different defects formed 
after the reflow process. As mentioned earlier, the floating of IMC occurs 
when the density difference between the reinforcement and solder matrix is 
bigger. The formation of v ids ccurs when there is en rapped ai gas during 
the reflow process. As shown  Figures 4 (a) and (b), the formation of 
voids was observed within the solder bulk and IMC layer for both pad 
finishes. As reported in Ewald et al. (2012), there are two major factors that 
might have caused the formation of voids. These include reflow temperature 
profile and the properties of flux used in the solder paste (Ewald et al., 2012, 
pp. 1677-1683). 
 
 
Figure 4. Optical microscope of the formation of voids within intermetallic 
layer on (a) ENIG and (b) ImSn pad finishes at 20x magnification 
 
 
  
Formation of Voids
Floating of IMC and formation of voids are two different defects formed after the reflow 
process. As mentioned earlier, the floating of IMC occurs when the density difference between 
the reinforcement and solder matrix is bigger. The formation of voids occurs when there is 
entrapped air gas during the r fl w process. As shown in Figures 4 (a) and (b), the formation 
of voids was observed within the solder bulk and IMC layer for both pad finishes. As reported 
in Ewald et al. (2012), there are two major factors that might have caused the formation of 
voids. These include reflow temperature profile and the properties of flux used in the solder 
paste (Ewald et al., 2012, pp. 1677-1683).
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Wetting Angle
A suitable reflow profile can provide better wetting as well as microstructural joint. As shown in 
Figure 5, the measured wetting angle for ENIG and ImSn was 16.21° and 34.32°, respectively. 
According to Kripesh et al. (2001), the range of very good wetting angle was 0° ≤ θ ≤ 20°. 
Meanwhile, good and acceptable wetting angle was 20° ≤ θ ≤ 40°. The wetting angle higher 
than 40° is considered as bad and not acceptable (Kripesh et al., 2001 pp. 665-670). Thus, it 
can be concluded that the wetting angle of SAC237 reinforced with 0.01 wt.% MWCNTs for 
both ENIG and ImSn pad finishes is acceptable.
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CONCLUSION
The study on the growth of IMC layer after as a reflow process was successfully performed 
on Electroless Nickel Immersion Gold (ENIG) and Immersion Tin (ImSn) pad finishes. The 
composite SAC237 reinforced with 0.01 wt.% MWCNTs solder paste was produced and 
subjected to specific reflow profile in oven. Based on the analysis of microstructure, the 
formation of IMC layer at the interfaces of solder bulk and pad finishes layer was compared. 
The thickness of IMC layer for ENIG and ImSn was measured and the values obtained were 
1.49 and 2.51 µm, respectively. Both pad finishes were reported to have floating IMC within 
the solder bulk layer and formation of voids within IMC layer. ENIG pad finish have lower 
wetting angle of 16° which is good in soldering reliability as compared to ImSn pad finish 
which has a higher wetting angle of 34.32°. Based on these research data, ENIG is more 
suitable for long-life applications instead of ImSn because a lower IMC thickness is preferred 
for optimal solder joint reliability. This is due to the brittle nature of the IMC. However, more 
comprehensive studies need to be conducted for the final comparison between the pad finishes 
prior to industrial application.
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ABSTRACT
In the recent years, electronic packaging provides significant research and development challenges 
across multiple disciplines such as performance, materials, reliability, thermals and interconnections. 
New technologies and techniques frequently adopted can be implemented in soldering alloys of 
semiconductor sectors in terms of optimisation. Wetting contact angle or wettability of solder alloys 
is one of the important factors which has got the attention of scholars. Hence in this study, due to the 
remarkable similarity over classical solder alloys (Pb-Sn), Bi-Ag solder was investigated. Data were 
collected through the effects of aging time variation and different weight percentages of Ag in solder 
alloys. The contact angle of the alloys with Cu plate was measured by optical microscopy. Artificial 
neural networks (ANNs) were applied on the measured datasets to develop a numerical model for further 
simulation. Results of the experiments and simulations showed that the coefficient of determination (R2) 
is around 0.97, which signifies that the ANN set up is appropriate for the evaluation.   
Keywords: Artificial neural networks, Bi-Ag alloy, 
lead free soldering alloy, wetting angle
INTRODUCTION
Producing Pb via the disposal of electronic 
assemblies is a major threat to the environment 
(Bath, 2007). In Japan, it is prohibited to 
dispose Pb in landfills, while disposing it in 
other sites is severely restricted. In the US, 
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strict rules are going to be passed in Senate and the House of Representatives to save the 
enviroment against any potential threat of Pb disposal. These rules can be named as (a) H.R. 
2922, The Lead Based Paint Hazard Abatement Act of 1991; (b) S. 391, the Lead Exposure 
Reduction Act of 1991 and (c) H.R. 3554, the Lead Exposure Act of 1992 (Suganuma et al., 
2001, pp. 55-64; Matsugi et al., 2011, pp. 753-758). Notably, the possibility of passing these 
rules is considerbale in the near future. The European Union set 1 July 2006 as the time when 
“the use of lead, mercury, cadmium, hexavalent chromium and halogenated flame retardants” 
was banned (Wu et al., 2004, pp. 1-44). This restriction is applied to national and imported/
exported products. There are two alternatives for the electronic manufacturers: (1) complete 
recycling of Pb and (2) using Pb-free solder alloys. The lead-free Bi-Ag soldering alloy is a 
suitable candidate for high temperature application because it exhibits high melting temperature, 
similar hardness with respect to Pb-Sn alloy and lower cost compared with Au-Sn (Yamada 
et al., 2006, pp. 1932-1937; Shimoda et al., 2012, pp. 51-54). The Bi-Ag alloy system also 
satisfies the requirement of high temperature solder since the solidus temperature is higher 
than 260°C so that it will not melt (Shimoda et al., 2012, pp. 51-54).
Furthermore, data simulation was done to determine the optimum solutions (Kartalopoulos 
& Kartapoulos 1997). Artificial neural networks (ANNs) are computatinal techniques which 
imitate the intelligence of the biological cells to make a decision/response based on the 
enviroment behaviour/treat. An artificial neural network model contains three layers that 
include input layer, output layer and a hidden layer which contains nodes or neurons. The 
developed models deal with non-linear problems for accurate analytical solution (Bhadeshia, 
1999, pp. 966-979).
The goal of the current study is to explore the behaviour of various silver weight 
percentages on the wetting contact angle by conducting simulations using artificial neural 
network which is one of the most powerful software for simulation and comparison with the 
experimental results.
MATERIALS AND METHODS
In this research, isothermal aging process was initially conducted on three different 
compositions of Bi-Ag solder alloys (Bi-1.5Ag, Bi-2.5Ag and Bi-3.5Ag). To do the isothermal 
ageing process, mechanical convention oven was employed. The samples were heat-treated at 
160°C for different periods of 100, 200, 350  and 500 hours (Park et al., 2010, pp. 4900-4910). 
Wetting angle was measured via optical microscope at the magnification of 20X for at least 4 
samples for each of the selected alloys. The wetting angle was determined via cross-sectional 
angle at the location where the edge of the solder layer intersects with the pad of the substrate. 
The wetting angle of the Bi-Ag bulk solder was determined according to the measured angles 
determined by the optical microscope. Subsequently, artificial neural network, developed by 
Matlab software (R2011a), was used to study the behaviour of contact angles.
Artificial Neural Networks for Bi-Ag Alloys Contact Angle
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RESULTS AND DISCUSSION
Expert neural classifier executes high efficient learning for faster convergence of data (Demuth 
& Baele, 2000). In the current project, data of the microscopical study of the wetting angle of 
selected alloys were introduced as the input of the neural network database in order to develop 
a neural network model for a better material selection, as shown in Figure 1 below.
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As stated previously, a neural network model generally contains three layers. The first layer 
is called the input layer. In this layer, the input variables and their values for all the observations 
/ measurements are introduced to the neural network model (Ham & Kostanic, 2000). In the 
current study, these inputs are aging time, aging temperature and weight percentage of silver.
The next layer is the hidden layer that makes a connection between the input layer and the third 
layer called the output layer. From the mathematical point of view, the hidden layer contains 
very flexible functions (e.g., hyperbolic tangent function) to capture the intrinsic nature of the 
input database and correlate it to the output database. The output of the develped model would 
be the prediction of wetting angle with a smaller error.
The neural network model was developed based on the acquired dataset for the studied 
alloys. As shown Figure 2, the training process was done when validation check reached three. 
The epoch value of zero iterations and the performance (measured via mse) of 3.4 e-17, gradient 
decent value of 1.1 e-7 and mu value of 1.0 e-6.
Figure 2 depicts the fact that there is a very small difference between the test curve and 
validation curve. Therefore, it can be said that they are somehow simillar. This fact reveals 
that there is no considerable problem with the training step of the constructed model. Altough 
the training procedure was continued up to three epochs, the best performance validation was 
obtained at epoch 0, with the value equivalent to 32.9748. 
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Artificial neural network can be used as a classifier for the  Bi-Ag contact angle.  Achived 
data are shown in Figure 3. Regardless of the size of the material database, the neural network 
can be implemented as a classifier for the studied system.
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The experimental data and the test result data were also processed through statistical 
software using Matlab to determine coefficient of determination (R2) (Mousavifard et al., 
2015, pp. 315-324). The result confirms (R2 ≈ 0.97) the findings obtained by ANNs and lab 
experiment which have an acceptable deviation. Figure 4 presents further information on the 
statistical analysis.
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CONCLUSION
This work presents the application of artificial neural networks to predict and optimise the 
contact angle of lead-free soldering alloys. In the future, the system can be extended to all 
sorts of soldering alloy with more complicated conditions. Basically, ANNs can handle a huge 
dataset. The ANN model shows the best results and the classification accuracy was around 
0.97%. Based on the results of the current study, it can be said that the application of artificial 
neural network may lead to better material selections and designs in the future.
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ABSTRACT
This research investigates the strength of kenaf or epoxy composite filled with mesoporous silica and 
studies the hybrid effects between mesoporous silica or kenaf in epoxy matrix. The volume of kenaf 
woven mat is maintained constantly at 7.2vol%, whereas proportion of epoxy is varied with inclusion of 
mesoporous silica and silicon, keeping constant the volume of the composite at 67.5cm3. The proportion 
of mesoporous silica is altered from 0.5vol%, 1.0vol%, 3.0vol% and 5.0vol%, while silicon is kept 
constant at 3.0vol%. A total of 11 specimens were produced, each with its distinctive composition and 
mechanical strengths. Variation of fillers composition affects the mechanical strengths of the composite. 
SEM analysis shows that epoxy bonds well with silicon, kenaf and mesoporous silica. Some de-bonding 
among the components is observed within the composite although there is also some tearing of fibres and 
impregnation of epoxy within fibre, proving that the components have good interaction and do not act 
individually. Flexural test shows that mesoporous silica improves the flexural strength of the composite, 
where the highest value is 35.14MPa, obtained at 5.0vol% Mesoporous Silica in Kenaf/Epoxy (SiaK/
Ep). It also improves the flexural modulus, where the highest value is 1569.48MPa, obtained at 3.0vol% 
SiaK/Ep.  DMA result reveals that adding mesoporous silica increases the Tg of the composite produced. 
Highest Tg is obtained at 0.5vol% Mesoporous Silica in Kenaf/Epoxy modofied Silicon (SiaK/Ep-Si) 
with the value of 87.54°C.   
Keywords: Epoxy, hybrid composite, kenaf, natural 
fibre reinforced polymer
INTRODUCTION
Over the years, the use of energy has increased 
tremendously with the increase in population. 
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The widely used sources of energy such as coal, coke, crude oil, natural gas, oil shale, tar 
sands and nuclear material are non-renewable. This has created ecological awareness and 
leads to increased interest in using renewable, sustainable and ecological wise energy. Wind 
energy is produced from one of many renewable energy sources that are continually studied 
and improvised in every way possible to solve global energy problem. Wind energy can be 
converted into electrical energy or mechanical energy with the help of wind turbine. Wind 
turbine basically consists of blades, nacelle, tower and base. The main part that contributes in 
generating electrical energy or mechanical energy is the blades. Blades with good aerodynamic 
shape, length and angle constitute to higher efficiency of wind turbine. It must also be made 
of good materials with low density, high strength and stiffness and sufficient fatigue strength 
to last long.
At present, Glass Fibre Reinforced Plastics (GFRP) and Carbon Fibre Reinforced Plastics 
(CFRP) are widely used in manufacturing wind turbine blades. These materials not only cause 
environmental hazards, they are also expensive. In addition, these materials depend on depleting 
source that almost comes to its dead end. Thus, attentions are now centred to renewable and 
environmental friendly source, Natural Fibre Reinforced Polymer (NFRP). Unlike GFRP and 
CFRP, NFRP exhibits certain excellent properties such as low density, low cost, non-abrasive 
properties, biodegradable and renewable. This is due to the natural fibre properties that are 
light and abundant in source. Varieties of natural fibre available are such as flax, sisal, cotton, 
linen, hemp, bamboo, bagasse, banana, jute, abaca and kenaf.
According to Debnath et al. (2013, pp. 25-40), Polymer Matrix Composite (PMC) is made 
up of polymer/matrix and reinforcement/fibre. Both these materials exhibit different properties, 
physically and chemically. The matrix benefits in determining the overall properties of the 
composites produced. This important role results from various functions of matrix such as 
acting as a bridge in binding the fibres together, transferring the loads to the  fibres, providing 
good surface finishing and preventing the fibres from degradation due to environmental 
factors. The matrix must be able to deform easily under applied load, transfer load to the 
fibres and distribute the stress concentration evenly. The U.S. Congress, Office of Technology 
Assessment (1988, pp. 73-93), stated that the degradative process of a PMC includes impact 
damage, delamination, water absorption, chemical attack and high-temperature creep. The 
resistance towards these processes is determined by the properties of matrix used to produce 
PMC. Gonzáles et al. (2014) mentioned that since polymer matrix is easy to infiltrate in the 
fibre preforms and incurs lower cost, it is widely used in manufacturing composites. There are 
two main types of polymer matrix, namely thermosets and thermoplastics. 
Gonzáles et al. (2014) stated that thermosets are produced by a chemical reaction called 
curing. Curing involves a combination of two polymers; resin and hardener, or resin and 
catalyst. At room temperature, thermosets exist as low viscosity liquids and they can easily be 
infiltrated into the fibre preforms. During curing, covalent bonds connect different polymeric 
chains which lead to three-dimensional network. Thermosets do not transform to liquid again 
if heated after it has been cured even though their mechanical properties decrease above Glass 
Transition Temperature (Tg). What happens above Tg is that the molecular structure becomes 
flexible compared to below Tg which is a rigid network. This change is a reversible process. This 
material exhibits certain advantages such as not costly, possesses high stiffness and strength, 
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has good chemical attack resistance and exists as the standard matrices for PMC. However, 
the material is rather brittle and has limited high temperature capabilities (particularly under 
hot/wet conditions).
Unlike thermosets, thermoplastics transform into liquid when heated. When cooled 
sufficiently, it will freeze to a very glassy state. Most thermoplastics exhibit properties such 
as high-molecular weight polymer whose chains are connected through weak Van der Waals 
bonds (polyolefins), hydrogen bonds (nylon) or stacking arrangement of aromatic rings 
(polystyrene). These materials can have amorphous or semi-crystalline structure, changing 
amorphous regions with semi-crystalline regions in which the chains approximate random 
coils. Below Tg, thermoplastic has higher ductility and toughness than thermosets. Above Tg, 
both these properties increase very quickly while strength decreases. What happens above 
Tgis that changes occur to amorphous chains which transform from glassy state into a rubbery 
one. When thermoplastic is heated above the Melting Temperature (Tm), its viscosity reduces 
gradually without any significant change in phase and it becomes viscous liquid that can be 
infiltrated into fibre preform. Advantages of thermoplastics are that it can be re-melted and 
remoulded. These melting/freezing cycles are repeatable. Examples of thermoplastic that are 
usually used in engineering aspects include polyolefins (PE, PP), polyamides (nylon) and 
polysterene. These materials can be reinforced with particles or short fibres to improve stiffness, 
strength, barrier properties and the like. Examples of thermoplastics that are specifically for 
composite material production include poly (ether ester) (PEE) and polyethersulfone (PES).
The U.S. Congress, Office of Technology Assessment (1988, pp. 73-93) has a detailed 
explanation about the structure of thermosets and thermoplastics which determines the 
mechanical strength. According to the Congress, thermosets have good resistance to solvents, 
high dimensional stability and high temperature resistance, all due to the three-dimensional 
crosslink structure of thermosets. Thus, progress has been made recently to improve the 
toughness and maximum operating temperatures of thermosets. Thermoplastic, on the 
other hand, consists of long, discrete molecules that melt into viscous liquid at processing 
temperature, normally at 260°C to 3710°C. After forming viscous liquid and being cooled to 
sufficient temperature, the amorphous, semicrystaline or crystalline solid resulted determines 
the properties of matrix. Specifically, the degree of crystallinity has a strong effect on the 
resulted matrix properties.
Although polymer matrix plays a significant role in determining the overall performance 
of composite, the reinforcing fibres are important as well. Debnath et al. (2013, pp. 25-40) 
mentioned that the main function of reinforcement fibres is that they act as a load carrying 
member in the composite, besides providing sufficient strength and stiffness in the composite 
produced. In other words, inclusion of fibres improves the mechanical properties of the neat 
resin system. These reinforcing fibres can be divided into two main fibres, namely natural and 
synthetic ones.
To study the properties of natural fibres, one can look into the structure of the fibre itself. 
Westman et al. (2010), in their review of Natural Fibre Composites, reported that natural 
fibres mainly consist of cellulose, hemicelluloses, pectin and lignin. Different fibres have 
different ratio of these four primary elements, whereby this ratio can be affected by growing 
and harvesting conditions. Each of these elements has distinguished properties and functions. 
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Cellulose is a semicrystalline polysaccharide and it contributes to the hydrophilic properties 
of natural fibres. Hemicellulose is a fully amorphous polysaccharide although with lower 
molecular weight in comparison with cellulose. Hemicellulose is partially soluble in both 
water and alkaline solutions due to its complete amorphous nature. Pectin, which functions in 
holding the fibres together, is also a polysaccharide like cellulose and hemicellulose. Lignin 
is also an amorphous polysaccharide like hemicellulose, except that it is made up of mainly 
aromatics and has low effect on water absorption.
Weinberger (1996) stated that synthetic fibres could be tailor-made to provide significant 
properties that cannot be provided by natural fibres. Due to this reason, synthetic fibres will 
continuously be in demand. According to Beychok (2011), there are 2 types of synthetic fibre 
products; semisynthetics and true synthetics. There are a few significant differences between 
these synthetic fibres. Semisynthetics, which is also known as cellulosics, are formed from 
natural polymeric materials like cellulose. Common semisynthetics include cellulose acetate 
and viscose raon. Noncellulosics, another name for true synthetics, are the products of 
polymerisation of smaller chemical units into long-chain molecular polymers. Common true 
synthetics include polyester, nylon, acrylic and modacrylic, and polyolefin. The process of 
forming fibres involves a spinnerette.
Fibres are produced by forcing a viscous liquid of polymer through small orifices of a 
spinnerette, before being solidified immediately to form filaments. The produced polymer may 
also be used to manufacture other non-fiber products like large amount of extruded plastics 
and synthetic rubber products. Typically, both synthetic fibres are produced via 2 methods; 
melt spinning and solvent spinning. Melt spinning, like that name, uses heat to melt the fibre 
polymer to suitable viscosity for the purpose of extrusion through spinnerette. Solvent spinning, 
on the other hand, is a process involving major operations of dry spinning and wet spinning. 
This process uses large amount of organic solvents, which are usually recovered for economic 
purposes, to dissolve fibre polymer into fluid polymer solution. Similar to melt spinning, fibre 
polymer is dissolved into suitable fluid polymer solution condition for extrusion through 
spinnerette. There is a third method, namely, reaction spinning. However, reaction spinning 
is not widely used. This process involves the formation of filaments from prepolymers and 
monomers. Once formed, they are further polymerised and cross-linked.
Debnath et al. (2013, pp. 25-40) mentioned that between the reinforcing fibre and matrix, 
there is a contiguous region which results from different materials in the composite. In more 
specific, this region is called the interphase, which has the characteristic that is not represented 
by any elements in the composite. It is responsible for the load bearing capacity of the 
composite. The wettability property of both reinforcing fibre and polymer matrix determines 
the adhesion efficiency of the constituents. The higher the adhesion, the more superior the 
mechanical properties of the resulting composite will be. This adhesion, however, can be 
improved by treating the natural fibres. The treatment improves the interfacial bonding strength 
between reinforcing fibres and polymer matrix, which leads to improved mechanical strength 
and dimensional stability in the composite produced. Some treatments for natural fibres include 
using chemical treatment such as NaOH and greener surface treatment like white rot fungus.
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The U.S. Congress, Office of Technology Assessment (1988, pp. 73-93) stated in their book 
that interphase is the region in PMCs where loads are transmitted between the reinforcement and 
matrix. The limited interaction between the reinforcement and the matrix is different for every 
design. It may vary from strong chemical bonding to weak frictional forces. Proper coating 
on the reinforcing fibres can be used to control this interaction. Generally, a PMC is more 
rigid when its interracial bond is strong, but this will also make the PMC brittle. Comparing 
to weak interracial bond, the PMC stiffness reduces but toughness increases. If the interracial 
bond is not at least as strong as the matrix, certain loading conditions can result in de-bonding 
at interphase. To maximise the fracture toughness of the PMC, the most desirable coupling 
is usually intermediate between the strong and weak limits. The properties of the interfacial 
bond is also significant in determining the long-term stability of the PMC, affecting the fatigue 
properties, environmental behaviour and resistance to hot/wet conditions. This paper focuses 
on NFRP.
Salit (2014, pp. 15-38), in his book, stated that kenaf (Hibiscus cannabinus L.) originates 
from West Africa and has been cultivated since 4000 B.C. Kenaf fibres are similar to cotton 
and okra, they are all a member of the Hibiscus gene and family of Malvacea. It is a common 
wild plant in tropical and subtropical Africa and Asia. Kenaf is a fast growing tree and has a 
very short lifecycle. Nevertheless, it could be harvested in just 4-5 months. Kenaf stalk consists 
of soft inner core and fibrous outer bast surrounding the core. Comparing to soft wood fibre, 
kenaf fibre is longer but has a smaller diameter and three times greater tensile strength. Besides 
that, kenaf has superior toughness and high aspect ratio in comparison with other fibres. This 
makes it desirable to be used as a reinforcing fibre in thermoplastic composites. Akil et al. 
(2011, pp. 4107-4121) reported that the kenaf rate of photosynthesis is significantly high. This 
means that kenaf produces more oxygen compared to other plants and this is definitely good 
for the environment.
Gonzáles et al. (2014) stated that there are three types of reinforcement index; particles, 
short fibres and long fibres. Since this paper focuses on NFRP, only short and long reinforcing 
fibres are explained. Short fibres are defined by their length (ranging from 100µm to several 
mm) and high aspect ratio. However, their most relevant parameters are fibre volume fraction 
(ʄ), average length and length distribution ĺ, as shown in equation 1 and fibre orientation in 
2D (lamina) as shown in equation 2 or 3D (space).
There are plenty orientations of long fibre for production of NFRP, which lead to 
different mechanical strengths. Thus, manufacturers have a lot of choices to choose from 
in producing composites suitable for their desired purposes. According to Gonzáles et al. 
(2014), unidirectional lamina is the easiest fibre arrangement. Its maximum volume fraction is 
determined by transverse fibre arrangement. For rectangular arrangement, the fibre fraction is 
78.5vol%, while the volume fraction is 90.7vol% for hexagonal. These values are not valid in 
real composites, whereby the range is normally between 60 - 70vol%. This is because above 
this range, the matrix infiltration becomes very complicated.
Multidirectional laminates are actually unidirectional laminates stacked up with different 
orientations, which can be of different angles combination such as [0/90/0/0/90/0], [0/60/-
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60/-60/60/0] and many others. [0/90/0/0/90/0] can also be presented as [0/90/0_2/90/0] and 
[0/90/0]s while [0/60/-60/-60/60/0] can be presented as [0/60/-602/60/0] and [0/60/-60]s. Woven 
fabrics are planar textile preforms produced by weaving two sets of yarn at the angles of 0° 
and 90°. Different weaving methods include plain, twill and satin. Weaving produces fabrics 
with firm construction and very low slippage. Knitting is a method of interloping yarns such 
as drawing loops of one yarn into the previous one. To increase stiffness, straight warp and/
or filling yarns can be added. Braiding is done by interlacing yarns in the bias direction. This 
method is the same as rotated woven fabrics. Normally, braided fabrics are produced over 
mandrel. This is to manufacture flat or tubular products. Nonwoven felts are produced from a 
set of disordered fires. These fibres are strengthened by bonds of different nature like simple 
entanglement, chemical binders or local thermal fusion.
3D fabrics are produced to exhibit higher strength and stiffness of textile preforms 
perpendicular to the fabric direction. Non-crimp fabrics are almost similar to multidirectional 
laminates which are made up of unidirectional plies with different fibre orientations, except 
that they are assembled not by stacking but by stitching. Stitching fabrics, on the other hand, 
is the method of stitching multidirectional laminates and/or 2-dimensional textile preforms to 
enhance out-of plane mechanical properties.
According to Hexcel (2014), a wind blade is a structural beam that is subjected to 
considerable lift forces throughout its operating life. In some cases, there are two strips of 
reinforcing materials used to provide local stiffening; one on the upwind face and the other 
on the downwind face. These two strips are joined structurally by shear web. This shear web 
is important as it allows the two strips to provide sufficient shear strength to function as wind 
turbine blades. There are two ways to design a shear web, either as girder-structure connected by 
one or two shear webs, or as a full box beam structure. In order to manufacture such structure, 
high stiffness materials are needed to prevent the blade from striking the tower while rotating. 
The longer the blade, the higher the stiffness of the material will be needed. Therefore, high 
quality materials are required for such applications.
Besides the shear web, the shell also needs to be made of material with high stiffness. The 
shell provides the aerodynamic shape of the blade and at the same time helps in stiffening and 
strengthening the shear web. Proper fibre orientation during construction can help to resist 
torsion. Blade shells are usually quite thin because the shell structure does not need to have 
high strength. However, its large flat shape could affect the aerodynamic shape and lead to 
buckling. Due to this reason, some areas of the shells are constructed as “sandwich”, laminated 
skins with a core. Meanwhile, low density rigid foam or balsa wood is normally used in this 
design. Since shell is made up the outer skin of the blade, it must have a high resistance towards 
harsh environmental conditions. A composite shell has streamlines aerodynamic design that 
provides excellent environmental resistance.
The nacelle contains the technical parts of the wind turbine. This includes the low-and-
high-speed shafts, gearbox, brake, generator, blade pitch control, a hydraulic system controlling 
angle of the blades and yaw drive controlling position of turbine relative to wind. As the nacelle 
keeps all the main technical parts, it must be made of good and strong material to prevent 
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itself from damages and exposing its internal parts. The nacelle is usually made of fibreglass. 
The success of blade manufacturing depends on its effective mould design. The mould need 
to exhibit properties such as quick heat-up and cool-down rates and low weight so that it is 
easier to be lifted.
The blade root is normally circular in cross section to connect to the pitch bearing in hub. 
The wind blades are fixed to the hub using a bolted connection. This is to ensure that the wind 
blades can be removed. The girder structure of load carrying shear web must be joined to a 
cylindrical laminate at the root. This cylindrical laminate is usually thick and has studs or 
T-bolts screwed or bonded in. During curing of composite material, care must be taken so as 
to maintain the desired thickness in the laminate section. High thickness in laminate section 
could lead to a build-up of high exothermic temperatures. According to Stout (2013), wind 
turbines are often exposed to extreme temperature swings, ranging from -30ºC to 55ºC. Thus, 
the Tg of composite material used for wind turbine blade must be higher than 55ºC.
MATERIALS AND METHODS
Mesoporous silica used is distributed by Maerotech Sdn. Bhd. Silicon used is GENIOPERL ® 
P52 distributed by Wacker. Meanwhile, the kenaf used is kenaf woven mat from Bangladesh. 
The epoxy used in EpoxAmite 100 Epoxy Laminating System is distributed by Smoot-On. It 
exists as clear yellowish liquid form with low viscosity in room temperature. It is used together 
with 103 slow hardener in the ratio of 100 epoxy : 28.4 hardener. Both have specific gravity 
of 1100kg/m3 and specific volume of 0.009m3/kg. The mixture takes around 20 – 24 hours to 
cure under room temperature.
3vol% of silicon and a variation of mesoporous silica percentage (0.5vol%, 1.0vol%, 
3.0vol% and 5.0vol%) are mixed into epoxy using homogeniser at 3000rpm for a period of 1 
minute. At this stage, if a lot of bubbles are observed, the mixture is placed in a vacuum oven 
to remove the bubbles. Next, hardener is poured into the mixture, followed by stirring process 
at the speed of 300rpm for a period of 3-5 minutes using a mechanical stirrer. Fabrication of 
the composite is done by using resin transfer infusion method. Initially, sealant tape is pasted 
on the fabrication table to forming a square shape that enough to fit a desired size of kenaf 
mat. The space within the square formed is sprayed with silicon spray release agent to ease the 
removal of composite from table after the fabrication. The woven kenaf mat is placed on the 
fabrication table followed by peel ply. Tube is then placed on two sides of the kenaf mat. T-pipe 
is fixed accordingly for the inlet and outlet of epoxy containing silicon and mesoporous silica. 
Sealant tape top is removed and vacuum bagging film is then placed on top of the sealant tape 
to cover the whole materials. Machine is switched on and the outlet translucent pipe is placed 
in beaker filled with epoxy containing silicon and mesoporous silica until all resin is sucked 
in. Finally, the specimen is left to cure in room temperature for one day and later post-cured 
in an oven at 80°C for two hours.
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RESULTS AND DISCUSSION
Figure 2 above represents the SEM analysis of the fractured area from the flexural testing 
samples. Figure 2-A and Figure 2-B show some characteristics of the Epoxy modified Silicon 
(Ep-Si) composite. De-bonding, filler fracture and fully intact fillers are observed in both 
these figures. However, the de-bonding shown is not obvious and does not happen to all the 
interactions between the two components. Most filler are fully intact, showing good interaction. 
Meanwhile, the breakage of silicon indicates that the component does not act as an individual 
component, but as one composite. Thus, at this fracture point, no silicon is de-bonded as a 
whole. Silicone does not have pores within, which proves that it has excellent compressive 
property. This is supported by Tay (2015), who mentioned that silicon powders are hard 
substances with no elasticity.
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Figure 2-C and Figure 2-D show some characteristics of 7.2vol% of Kenaf/Epoxy (7.2vol% 
K/Ep) composite. In Figure 2-C above, some parts are noticed to have de-bonding that shows 
low interaction between kenaf and epoxy. Some kenaf are observed to be porous, with no 
epoxy within the fibre. There are also clear pull-out and tearing of some kenaf fibres in the 
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same figure. Yousif et al. (2012, pp. 378-385) stated that if there were less interactions between 
the core of fibres and the matrix, and if the fibres had high porosity, both the phenomenon 
would lead low mechanical performance. According to Sergio et al. (2012, pp. 17-28), poor 
interfacial adhesion between the two components generates void that may have impact on the 
mechanical strength of the composite.
Clear pull out indicates low interfacial adhesion between them. According to Sergio et 
al. (2012, pp. 17-28), the tearing of kenaf could be caused by a lack of epoxy penetration 
inside the fibre. In Figure 2-D, epoxy is seen to impregnate well within the kenaf fibre. This 
contributes to the strong bonding between the two elements. According to Nishino et al. (2003, 
pp. 1281-1286), as resin matrix was fused into the interfibrilar region, it contributed as one of 
the reinforcements between the fibre and resin. There are fully intact region between the two 
components in Figure 2-D, indicating that the mechanical strength of this composite might 
not be too low after all, despite the observed de-bonding.
Figure 2-E and Figure 2-F show some characteristics of 0.5vol% SiaK/Ep-Si composite. 
De-bonding among the components in Figure 2-E are seen to be lesser than in the composite 
of 7.2vol% K/Ep. Figure 2-F shows small void spaces of 2.19µm between reinforcing kenaf 
fibre and resin matrix indicating poor interfacial adhesion.
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Figure 3. Flexural strength of 11 specimens produced
From Figure 3 above, blank epoxy is seen to possess the highest flexural strength. Adding 
silicon to blank epoxy weakens the flexural strength of the composite by 39%. Similarly, 
Inclusion of kenaf into blank epoxy weakens the flexural strength of the composite by 73%. 
From the earlier SEM analysis of Ep-Si, there is some de-bonding between epoxy and silicon, 
proving the reduced flexural strength of Ep-Si. The SEM analysis of 7.2vol% K/Ep reveals 
the presence of de-bonding and some areas of pulled out fibres. This is supported by Akil et 
al. (2011, pp. 4107-4121), in their journal article, who stated that adding kenaf into polymer 
matrix introduces a poor interfacial adhesion between the fibre and resin matrix. Polar hydroxyl 
groups on the surface of kenaf fibre do not easily bond with non-polar matrix.
Besides that, including kenaf into resin often results in agglomeration due to the lack of 
dispersion of the fibre itself, which is caused by the tendency of fibres to form hydrogen bonds 
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with each other. This will lead to poor properties in the final specimen produced. Meanwhile, 
adding mesoporous silica into 7.2vol% K/Ep decreases its flexural strength from 0.5vol% 
SiaK/Ep to 1.0vol% SiaK/Ep. However, there is an increment of 62% at 3.0vol% SiaK/Ep 
and further increment of the flexural strength at 5.0vol% SiaK/Ep. It can be concluded that 
mesoporous silica improves the flexural strength of 7.2vol% K/Ep composite excellently when 
3.0vol% and 5.0vol% of mesoporous silica is added.
The inclusion of silicon into SiaK/Ep reduces the flexural strength gradually from 0.5vol% 
SiaK/Ep-Si to 3.0vol% SiaK/Ep-Si. There is a sudden increment of flexural strength at 5.0vol% 
mesoporous silica by 52%. Therefore, it can be said that silicon only increases the flexural 
strength at 5.0%vol SiaK/Ep-Si. Bajpai and Bajpai (2010, pp. 96-100) stated that higher silicon 
content in epoxy increases its hardness. However, in this experiment, the results reveal that the 
statement is only true before the optimum amount is added. By comparing the performance 
between SiaK/Ep and SiaK/Ep-Si, it can be seen that silicon improves the flexural strength of 
0.5vol% SiaK/Ep-Si and 1.0vol% SiaK/Ep-Si but decreases the value at 3.0vol% SiaK/Ep-Si 
and 5.0vol% SiaK/Ep-Si.
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Figure 4 shows that blank epoxy exhibits the highest flexural modulus among the composites 
produced. When silicon is introduced into the blank epoxy, flexural modulus decreases by 45%. 
When kenaf is introduced into the blank epoxy, flexural modulus is reduced by only 6%. This 
is due to the well impregnation of epoxy into kenaf from Figure 2-D. Meanwhile, addition 
of mesoporous silica into 7.2vol% K/E  shows tw  stages of decrement. Firstly, the flexural 
modulus decreases from 0.5v l% SiaK/Ep to 1.0vol% SiaK/Ep. Secondly, he flexural modulus 
decreases from 3.0vol% SiaK/Ep to 5.0vol% SiaK/Ep. Between 1.0vol% SiaK/Ep and 3.0vol% 
SiaK/Ep, there is a sudden increment of 73%. The highest value of flexural modulus is achieved 
by the 3.0vol% SiaK/Ep composite. The addition of silicon into SiaK/Ep composites gives an 
irregular trend. However, the values of all SiaK/Ep-Si do not differ much from the performance 
of all SiaK/Ep, except at 3.0vol% SiaK/Ep. Here, the addition of 3vol% silicon improves the 
flexural modulus drastically by 60%. Overall, it is shown in Figure 4 that 3.0vol% SiaK/Ep 
exhibits a higher flexural modulus than 7.2vol% K/Ep. 
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Turi (1997) stated that the maximum values for all the three viscoelastic parameters 
[namely, Storage Modulus (SM), Loss Modulus (LM) and Tan Delta (TD)] can be used as 
the Tg of the materials. However, there are differences between these three values. Storage 
Modulus, which is also known as E’ Onset, occurs at the lowest temperature. It is related to the 
mechanical failure of the composite. Loss Modulus or E Peak occurs at the middle temperature. 
It is related to the physical property of the composite that changes due to the glass transition. 
Tan Delta, which also known as Tan Delta Peak, occurs at the highest temperature. It is a good 
measure of Tg as it signifies the midpoint condition between the glassy and rubbery states 
of material. This value changes systematically with its amorphous content. Historically, Tan 
Delta Peak value is used as the Tg.
Figure 5 shows that the results obtained from DMA tally with the literature review 
conducted, where Tan Delta occurs at the highest temperature, Loss Modulus occurs at the 
middle temperature and Storage Modulus occurs at the minimum temperature. All the three Tg 
values show a similar trend, where Tg increases as silicon is introduced into the blank epoxy, 
whereas when kenaf is introduced into the blank epoxy, it gives a higher Tg value compared to 
Ep-Si. Moreover, when mesoporous silica is introduced into 7.2vol% K/Ep-Si, the Tg decreases 
from 0.5vol% to 3.0vol% and increases when 5.0vol% is added. This trend is also similar for 
all the Tg values obtained.
In order to simplify the explanation of the trend above, Figure 5 is plotted. When silicon 
powder is added to blank epoxy, an increase of 2.09% of Tg is obtained. Silicon, acting as a 
filler in the composite, is important in determining the Tg. When kenaf is introduced into blank 
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epoxy, Tg increases as much as 6.7%. Vinu et al. (2015, pp. 299-305) stated that including fibre 
and fillers into a material reduces the mobility of the polymer chains and increases the Tan 
Delta Peak value. Tsai and Hwang (2011) stated that mobility of polymer molecules is often 
reduced when fillers are added. This reduced mobility is caused by the confinement effects or 
the interaction between the particle and filler which then leads to increment in Tg.
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Figure 6 shows that the highest Tg obtained is 87.54°C, which is from 0.5vol% SiaK/Ep-
Si composite. A reduction of 4.27% in Tg is noticed when 3vol% mesoporous silica is added 
to it. However, the Tg value increases by 3.63% when 5vol% mesoporous silica is added. 
Supposedly, as mentioned by Tsai and Hwang (2011), interaction between the particles and 
fillers causes a decrease in the mobility of polymer molecules, which leads to higher Tg. So as 
filler concentration is increased, more interaction will occur between the particles and fillers, 
thus higher Tg should be obtained. Similar to the experiment conducted by Sushko et al. 
(2014, p. 425704), as filler concentration is increased, there is a decrease of Tg value followed 
by continuous increment. According to them, this unexpected reduction of Tg is caused by 
acceleration of molecules in low filler concentration which has lesser entanglement. 
Qiao et al. (2011, pp. 740-748) stated that agglomeration of fillers affects largely on the Tg 
of the composite produced. Higher filler concentration leads to higher chances of agglomeration. 
Thus, the low Tg obtained at 3.0vol% and 5.0vol% SiaK/Ep-Si is probably caused by improper 
dispersion of mesoporous silica in the composite. Vinu et al. (2015, pp. 299-305) mentioned 
that lower Tan Delta Peak values indicate better interfacial adhesion between fibre, filler and 
matrix. This improves the stress transfer and good load bearing capacity.
CONCLUSION
Kenaf/epoxy composites have been fabricated using resin infusion method. The strength 
of kenaf/epoxy is obtained from the flexural test. The hybrid effects between kenaf/epoxy 
and mesoporous silica have been studied through the analysis of SEM. The specimens are 
produced with different vol% of fillers. 5vol% SiaK/Ep shows the highest flexural strength 
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obtained. The addition of mesoporous silica increases the flexural strength of 7.2vol%K./
Ep from 22MPa to 35MPa. 3.0vol% SiaK/Ep shows outstanding flexural modulus value of 
1569MPa compared to other compositions of SiaK./Ep and SiaK/Ep-Si. Thus, it is concluded 
that 3vol% of mesoporous silica is the optimum amount to be added in producing the highest 
flexural modulus value among SiaK/Ep and SiaK/Ep-Si.
The SEM analysis verifies that the interaction between epoxy and silicon is good in Ep-
Si, revealing that the components are closely intact. 7.2vol% K/Ep shows that there are areas 
with pulled-out fibres. Nevertheless, there are areas where epoxy impregnates well within the 
kenaf, proving the existence of interfacial adhesion that leads to good mechanical properties. 
0.5vol% SiaK/Ep-Si shows a better interaction between the kenaf and epoxy, with less area 
of pulled-out fibres. The tearing of fibres proves an excellent interfacial adhesion between the 
kenaf and epoxy.
The DMA result proves that mesoporous silica improves the Tg of the composite. The 
highest Tg obtained is from 0.5vol% SiaK/Ep-Si with the value of 87.54°C. However, Tg 
does not increase with the increment of mesoporous silica percentage in this experiment. 
Nevertheless, the composite consisting of epoxy, kenaf, mesoporous silica and silicon shows 
a higher Tg compared to blank epoxy and Ep-Si composites.
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ABSTRACT
Cellulose I can be irreversible transformed into cellulose II via mercerisation or regeneration treatments. 
In the past few decades, mercerisation was used mainly to improve fibre properties for textile industries. 
A few studies have focused on the effects of mercerisation treatment on the cellulose polymorph itself 
and after it was downscaled to nanosize. This study aims to characterise the micro size crystalline 
cellulose after complete polymorph conversion via mercerisation technique and investigate its effects 
on isolation to nanosize crystalline cellulose. A microcrystalline cellulose (MCC) was purchased and 
converted into cellulose II via mercerisation technique. Sulphuric acid hydrolysis was carried-out 
to produce nanocrystalline cellulose (NCC). The MCC and NCC of different polymorphs were then 
characterised and analysed for its crystallography, morphology, particles size distribution and thermal 
stability using wide-angle X-ray diffraction (WXRD), electron microscopes, dynamic light scattering 
analyser and thermogravimetric analyser, respectively. Both MCC and NCC fibres showed complete 
conversion of cellulose I to cellulose II and decrement of crystallinity index (CI). Electron micrographs 
revealed that both cellulose II polymorph fibres (MCC II and NCC II) were morphological affected. 
The analysis of size distribution and dimension 
measurement confirmed that mercerisation 
treatment causing increment in fibre diameter and 
shortened length. The thermal stability of both 
cellulose II polymorph fibres (MCC II and NCC 
II) was also found to be improved.   
K e y w o rd s :  N a n o c r y s t a l l i n e  c e l l u l o s e , 
microcrystalline cellulose, mercerization, alkaline 
treatment, cellulose polymorph
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INTRODUCTION
Cellulose consists of β-1, 4-D- linked glucose chains present in 4 crystalline polymorphs 
(cellulose I, II, III  and IV) based on their unit cell dimension (Yue, 2011; Mansikkamäki et 
al., 2005, pp. 383-389). Among all cellulose polymorphs, cellulose I and II are most widely 
discussed and studied. Cellulose I can be irreversible transformed into cellulose II by the 
mercerization or regeneration treatments. Cellulose I is also called native cellulose because it 
is the most cellulose polymorph found in nature and coexists in two sub-allomorphs; cellulose 
Iα and Iβ (Prasanth et al., 2015, pp. 311-340; Kenji, 2005). Cellulose from bacterial and algae 
comprised dominantly by cellulose Iα whereas cellulose from higher plants and tunicate mostly 
composed by cellulose Iβ (Wertz et al., 2010). Cellulose I and II polymorphs can be reversible 
transformed into cellulose III polymorph using liquid ammonia or anhydrous ethylamine 
treatment and cellulose IV polymorph by high temperature treatment - annealed.
As mentioned above, cellulose I polymorph can be irreversible transformed into cellulose 
II via two different routes: regeneration treatment and mercerisation. Regeneration treatment 
involves dissolving the cellulose in derivative-forming solvent and then reprecipitating by 
dilution in water. Meanwhile, mercerisation (which is also called alkalisation treatment) is 
a process that involvos soaking of cellulose in aqueous solution of alkalies such as NaOH, 
LiOH, KOH, RbOH and CsOH. Mercerisation becomes preferable and widely used due to its 
simple procedure and cost effective. Among alkalies that are used for mercerisation, sodium 
hydroxide (NaOH) is the most widely used. Other than transformation treatment, cellulose II 
also can be produced using bacteria Gluconacetobacter xylinus (Jin et al., 2016, pp. 327-335; 
Kuga et al., 1993, pp. 3293-3297).
The polymorph transformation treatment caused rearrangement of cellulose I crystal lattice 
from parallel order into antiparallel order in cellulose II (Revol et al., 1987, pp. 1274-1275). 
The hydrogen bonding in cellulose II is more complex than cellulose I. In cellulose II, hydrogen 
bonds connect all of the neighbouring cellulose molecules, whereas in cellulose I, van der 
Waals forces are responsible for its sheet structure (Borysiak & Grząbka-Zasadzińska, 2016). 
The anti-parallel chain in cellulose II enables the formation of not only inter-chain but also of 
inter-plane hydrogen bonds (Gupta et al., 2013, pp. 843-849). The polymorphic transformation 
is usually observed by X-ray diffraction peak which peaks on about 2θ = 14.7°, 16.4°, 22.5°, 
and 34.4° indicating cellulose I structure and 2θ = 12.1°, 20.0° and 21.7° from cellulose II 
structure, respectively (Mansikkamäki et al., 2005, pp. 233-242).
The polymorphic and morphological transformations of cellulose are strongly associated 
with their properties and applications (Jin et al., 2016, pp. 327-335). Due to the different super 
molecular structures, cellulose I and II possess different properties and advantages over the 
other. Chemically, cellulose II has higher thermal stability and chemical reactivity, which offer 
benefits in terms of functionality. Meanwhile, cellulose I exhibits much better mechanical 
properties (Liu & Hu, 2008, pp. 735-739; Široký et al., 2010, pp. 103-115; Wang, et al., 2014, pp. 
1505-1515). As cellulose II has some preferable properties over cellulose I, it has been widely 
used in some industries such as textile, pulp and paper, pharmaceutical and biocomposites 
(Kumar et al., 2002, pp. 129-140; Ma et al., 2011, pp. 383-389; Yue et al., 2015, pp. 438-447).
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During mercerisation treatment, three phases are undertaken: micro-fibril swelling, 
crystalline area disruption, and new crystalline lattice formation (Yue et al., 2012, pp. 1173-
1187). Once mercerisation treatment is started, the alkalies penetrate and convert the entire 
fibre into a swollen state. Consequently, the assembly and orientation of microfibrils are 
completely disrupted. The new crystalline lattice was formed from the original parallel-chain 
crystal structure of cellulose I dominated by O6-H-O3 inter-chain bonding was transformed into 
anti-parallel chains of cellulose II, which is dominated by O6-H-O2 inter-chain bonding. The 
intra-chain hydrogen bond in both polymorphs remains the same with O3-H-O5 bond which 
gives cellulose chain its rigidity and linear shape (Dinand et al., 2002, pp. 7-18). Since cellulose 
II involves chain folding (Langan et al., 1999, pp. 9940-9946), the structure is more difficult 
to unravel and the reverse transformation from cellulose II to cellulose I does not occur (Revol 
et al., 1987, pp. 1724-1725). Mercerisation depends on the conditions during the treatment: 
alkali concentration, temperature, time, additive and the tension of materials (Yue, 2011). The 
concentrations of NaOH between 10 to 15 wt.% (Borysiak & Grząbka-Zasadzińska, 2016) 
and up to 20 wt.% (Yue et al., 2015, pp. 438-447) are optimum for complete transformation of 
cellulose I into cellulose II. Other than polymorphic transformation, mercerisation treatment 
is also capable of removing hemicellulose and impurities. Thus, it promotes better interfacial 
bonding between fibres and resin in composite applications (Borysiak & Doczekalska, 2008, 
pp. 101-103).
The hierarchical structure design of cellulose fibre exhibits uniqueness to its properties. 
The mechanical performance of cellulose fibre increases tremendously when it is downscaled 
from macro to nano level (Silva et al., 2015, pp. 427-460), thus, attracts great interest to use it 
in various fields such as material science, electronics, catalysis and biomedicine (Gatenholm 
& Klemm, 2010, pp. 208-213). Nanocellulose is divided into two types; nanofibrillated 
cellulose (NFC) and nanocrystalline cellulose (NCC). Each of them was produced using 
different extraction procedures and morphologies (Jonoobi et al., 2015, pp. 935-969). NCC 
shows a high specific strength, modulus and aspect ratio which attribute to the improvement 
of mechanical performance of composites, even at low loading percentage (Habibi et al., 2010, 
pp. 3479-3500). NCC was produced by acid hydrolysis and usually using hydrochloric acid 
or sulphuric acid. Sulphuric acid is preferable as it produces highly stable aqueous suspension 
that has negatively charged nanocrystals (Puglia et al., 2014, pp. 163-198). During hydrolysis, 
acid will attack the amorphous region of cellulose fibril, producing shorter chain fragments 
(individual nanocrystal) that comprise main crystalline region which possesses more resistance 
to acid attack (Habibi et al., 2010, pp. 3479-3500). The properties of NCC is dependent upon 
the cellulose, source, hydrolysis condition and pre-treatment (Lu & Hsieh, 2010, pp. 329-336; 
Liu et al., 2012, pp. 1449-1480).
In the past few decades, mercerisation was used mainly to improve fibre properties for 
the textile industries and it is used in many other applications as a pre-treatment only recently. 
However, most studies have focused on the treatment effects to the products being produced 
(i.e., composites). Meanwhile, a few studies have focused on the effects of the mercerisation 
treatment on the cellulose polymorph itself and after it was downscaled to nanosize. This study 
SaifulAzry, S. O. A., Chuah, T. G., Paridah M. T., Aung, M. M. and Edi S. Z.
1278 Pertanika J. Sci. & Technol. 25 (4): 237 - 1290 (2017)
aims to characterise the micro size crystalline cellulose after a complete polymorph conversion 
via mercerisation technique and investigate its effects on isolation to nanosize crystalline 
cellulose. Microcrystalline cellulose (MCC) was chosen due to its purity mainly on cellulose 
without any further process.
MATERIALS AND METHODS
Experimental Design
A process flow of the study is illustrated in Figure 1 below.
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Figure 1. The process flow of cellulose polymorph conversion and isolation of nanocrystalline cellulose fibres.
Materials
A commercial microcrystalline cellulose (MCC) from wood pulp was purchased from Systerm 
Chemicals, Malaysia. Sodium hydroxide (NaOH) pellets and sulphuric acid (H2SO4) (concert. 
95-98%) were supplied by R&M Chemicals, Malaysia.
Mercerisation
The conversion of cellulose polymorph was carried out by using the mercerisation technique. 
Raw MCC (MCC I) is a native cellulose that comprises mainly cellulose I. MCC I fibres were 
sieved (60 mesh) and about 60g of the sieved fibres were than used for mercerisation. The 
fibres then subjected to NaOH solution with the concentration of 20 wt.% for 4 hours at room 
temperature in a separating funnel. The slurry was then collected and filtered prior to washing 
until it reached a neutral pH value. The treated sample (MCC II) was then vacuum oven-dried 
at 40°C until it reached a constant weight (~ 48 hours).
Acid Hydrolysis
Acid hydrolysis procedure was adopted and modified from Bondeson et al. (2006, pp. 171-
180). The fibres (MCC I and MCC II) were with the preheated H2SO4 solution 65% (w/w) 
Polymorph transformation of MCC and isolation of NCC
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at 45°C for 60 min and vigorously stirred using a mechanical stirrer. The ratio of fibres (g) 
to acid (ml) was 1:10. The colloidal fibres were then diluted with tenfold of cold deionized 
water (4°C) to stop the hydrolysis. The acid was removed via separation by using Hermle Z306 
centrifuge at 6000 rpm for 10 min for the first cycle and the aqueous layer was removed and 
replaced with new deionised water. The process was repeated for 30 min for each cycle until 
a cloudy suspension was obtained (~ 4-5 cycles). The suspension was then dialysed using a 
dialysis membrane until a neutral pH was reached. Subsequently, the dialysed suspension was 
homoginised using a IKA Ultra Turax T25 homogiser for 15 min, followed by freeze drying 
by Chemopharm-Labogene bench top freeze dryer. Both freeze dried nanofibres were then 
labelled as NCC I and NCC II, respectively.
Wide-Angle X-Ray Diffraction (WXRD)
X-ray diffraction analyses for micro and nanocrystalline cellulose polymorphs were carried 
out using an IS/APD2000 X-ray diffractometer. The diffraction pattern was collected in step 
scan mode in an angle range of 5 to 30°. The wavelength of the Cu/Ka radiation source was 
1.5405 Å. The spectra was obtained at 30 mA with an accelerating voltage of 60 kV. X-ray 
diffraction data were analysed using the X’Pert HighScore software. The crystalline index (CI, 
%) of the samples was calculated using Segal et al.’s (1959, pp. 786-794) equation, as follows:
CI % = [Ic  / ( Ic + Ia ) ] x 100               [1]
Where, Ic and Ia represent the intensity of lattice peak diffraction and amorphous regions, 
respectively. A diffraction around 2θ = 22.5° was peak for plane (002) and the lowest intensity 
at a diffraction angle of around 2θ = 18.0° was measured as the amorphous part. 
Electron Microscopy 
Scanning Electron Microscopy (SEM). The morphology of the MCC I and MCC II fibres were 
analyzed using scanning electron microscope, Hitachi S-34000N. The images were captured 
up to 1000 magnification and with 5kV accelerating voltage.
Field Emission Scanning Electron Microscopy (FE-SEM). The morphology of NCC I and 
NCC II was analysed using Jeol JSM 7600F Field Emission Scanning Electron Microscopy 
(FE-SEM). Glimmer plates were fixed with conducting carbon on a specimen holder. A drop 
of diluted fibre/water suspension (1:20) was put onto it. The samples were air dried and the 
remaining fibres were sputtered with a platinum layer. The images were taken up to 150k 
magnification with 5 kV accelerating voltage.
Transmission electron microscope (TEM). The size and shape images of NCC I and NCC II 
were studied under a transmission electron microscope (TEM) Hitachi model H-7100. A drop 
of diluted fibres suspension that was prior stained with 0.5% solution of uranyl acetate was 
deposited onto a carbon-coated grids plate, and allowed to dry at room temperature.
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Fibre Size Distribution, Zeta-Potential and Conductivity Analyser Metasizer. The MCC-I 
and MCC-II fibre size were measured using Malvern 3000 Metasizer instrument at dry state.
Nano-Zetasizer. The nanocellulose fibre size, potential charges and conductivity were measured 
using Malvern Zetasizer instrument. Nanocellulose fibres suspension (0.05%) was prepared 
using deionised water and homogenised for 10 minutes prior to size and zeta potential-
conductivity measurement at 25°C.
Thermogravimetric Analysis (TGA). Thermal stability of all MCC and NCC fibres was 
analysed using Thermogravimetric Analyzer (TGA Q500 - TA instruments) in a nitrogen 
atmosphere. About 5-10 mg of each samples were heated in a platinum pan at the temperatures 
of 35˚C to 600˚C and heating rate of 10˚C/min.
RESULTS AND DISCUSSION
Crystallography Analysis
The crystallography analysis using WXRD was carried out to confirm complete transformation 
of cellulose I polymorph into cellulose II polymorph after the mercerisation treatment. Besides 
polymorphic analysis, it also to determine the crystallinity of fibres after mercerisation and 
hydrolysis. The diffraction patterns of MCC before (MCC I) and after mercerisation (MCC II) 
and isolated nanocrystalline fibres (NCC I and NCC II) are shown in Figure 2. As observed, 
MCC I shows three peaks at 2θ = 15.14°, 16.55° and 22.63°, respectively, which confirmed that 
only cellulose I was present. After the mercerisation treatment (MCC II), two weaker peaks 
were found to appear at 2θ = 20.19° and 21.93°, respectively, indicating a complete polymorph 
transformation into cellulose II arrangement. The polymorph for both NCC I and NCC II was 
maintained after it was being isolated into nanosize fibres using sulphuric acid hydrolisis. As 
shown in Figure 2, NCC I retains its three peaks at 2θ = 15.66°, 16.68° and 22.91°, which 
confirmed that cellulose I polymorph was maintained. The effect of the mercerisation of MCC 
II became obvious after it was being isolated into nanosize fibres (NCC II). Even though it 
maintained the cellulose II pattern, it showed very weak/broad peaks at 2θ = 20.23° and 22.25°, 
indicating that the crystallinity of the fibre was greatly affected.
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Table 1 shows the crystallinity index (CI) percentage of both micro and nano fibres. The 
CI of MCC I was 85.3% and this was decreased after mercerisation into 79.5% in MCC II. 
The decrement was due to the molecular degradation of cellulose chains as the polymorph 
rearranged its structure (Borysiak & Garbarczyk, 2003). During mercerisation, alkali penetrates 
into the fibre bundles and loosens the hydrogen bonding. The fibres then move apart, allowing 
rearrangement of the structure, and thus, decreasing its crystallinity (El Oudiani et al., 2011, 
pp. 1221-1229; Gupta et al., 2013, pp. 843-849). The effect of mercerisation seems to be more 
prominent after being isolated into nanosize. This was shown by a dramatic reduction of CI of 
NCC II to 55.3% as compared with NCC I (78.0%). As mentioned before, the peak of NCC II 
seems to be very broad compared to NCC I. The broad peak indicates lower crystallinity (Gupta 
et al., 2013, pp. 843-849). Many studies have reported that cellulose II is easily hydrolysed 
than cellulose I (Oh et al., 2005, pp. 417-428; Kuo & Lee, 2009, pp. 41-46; Mittal et al., 2011, 
p. 41; Song et al., 2015, pp. 164-170). Since the fibril packing of cellulose II has been loosen 
and contain amorphous region more than cellulose I, it promotes its sensitivity to acid during 
the hydrolysis.
Table 1 
The Crystallinity index (CI) of cellulose I and II of MCC and NCC  
Sample Intensity200 Instensityam CI (%)
2θ Intensity 2θ Intensity
MCC I 22.63 998 18.287 172 85.3
MCC II 21.93 677 18.175 175 79.5
NCC I 22.91 880 18.767 248 78.0
NCC II 22.25 351 18.50 284 55.3
Morphological Analysis (SEM, TEM, FE-SEM)
The morphological analysis of MCC and NCC fibres was taken using various electron 
microscopes (Figures 3a-h). Both cellulose I and II polymorphs from MCC and NCC were 
compared at different magnifications. As shown in Figure 3a, the fibres are flat/thin in shape 
and have a smooth surface. However, after undergoing the the mercerisation treatment, MCC 
II fibres (Figure 3b) were swollen and the fibre surface became roughened. This swollen 
phenomenon is known as the effects of mercerisation. As alkali penetrated the microfibril, fibril 
was swollen and provoked the disruption of fibril packing/assembly. Hence, the gap between 
the fibrils became obvious and created a rough surface effects. This also has exposed more 
fibre surface areas and increased the ability of absorption.
The same trend was observed in the TEM images for NCC I and II (Figure 3c – d). As 
shown in Figure 3c, NCC I fibres isolated from MCC I exhibited a needle/rod-like shape 
as compared with NCC II which had an irregular rounded-like shape (Figure 3d). Further 
observations of the FE-SEM images (Figure 3e – h) revealed that NCC II was severely swollen 
as compared to NCC I. As explained before, MCC II exhibited a rough surface area due to the 
gap produced by the neighbouring swollen fibrils. Hence, it increased accessibility of acid to 
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attack the amorphous region during the acid hydrolysis. The amorphous region of MCC II is 
greater (indicated by its lower CI) than MCC I, and this promoted more hydrolyses, and thus, 
resulting in NCC II with lower CI. The same trend has also been reported by Sèbe et al. (2012, 
pp. 570-578) for the NCC fibre produced from different polymorphs of the MCC fibres using 
Atomic Force Microscope (AFM).
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Figure 3. Electron micrographs of micro and nano size cellulose fibres before and after the polymorph 
conversion (mercerisation) ; SEM images at 1k mag. (a) MCC I (b) MCC II ; TEM images at 100k mag. (c) 
NCC I and (d) NCC II ; FE-SEM images (e) NCC I at 25k mag., (f) NCC II at 25k mag., (g) NCC I at 100k 
mag., and (h) NCC II at 100k mag
Dimension, Size Distribution, Zeta Potential and Conductivity Analysis 
The purposes of carrying out the dimension analysis were to determine the size of fibres and 
examine the fibre size distribution. All the MCC and NCC fibres were analysed using two 
techniques: manual measurement on electron microscope images and also dynamic light 
scattering (DLS) analysis. Meanwhile, DLS was also used to measure the zeta-potential and 
conductivity of the NCC fibres.
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Fibre Size of MCC and NCC by Manual Measurement
The manual measurement was based on the average reading of 150 measurements of 
individual fibres. The measurement was to determine the fibre size of MCC before and after 
the mercerisation and confirm fibre size after the acid hydrolysis (NCC) were in nanosize. The 
results are presented in Table 2.
MCC I fibres attained the length of 112.3 μm and diameter of 21.4 μm. However, after 
the mercerisation (MCC II), and as swollen had taken place, the fibre was shortened by 30% 
(78.5 μm). However, the diameter was increased by 9% (23.4 μm) as compared to the MCC I 
fibres. MCC I exhibited a greater l/d ratio (5.6) as compared to MCC II (3.6).
After the hydrolysis, both NCCs were identified as nanofibres (size < 100 nm). However, 
NCC II was found to be shorten more than half in size (59%) than NCC I. This was due to 
cellulose II containing more amount of amorphous region. Therefore, it promotes chemical 
absorption early and allows hydrolysis to occur at a longer period producing shorter fibre 
(Borysiak & Grząbka-Zasadzińska, 2016). Since the internal surface area of cellulose II was 
greater than cellulose I, it accelerated chemical penetration during the hydrolysis. On the other 
hand, NCC II also exhibited a diameter enlargement up to 89% than NCC I which caused an 
enormous difference in l/d ratio.
Analysis of MCC and NCC fibres by Dynamic Light Scattering (DLS) 
As shown in Figure 4a, MCC II generated a bigger diameter fibre distribution than MCC I 
due to the swelling effect of mercerisation. The mean size for MCC I and MCC II is 47.57 μm 
and 81.63 μm, respectively. The highest range of the fibre distribution in MCC I was between 
34.67 – 45.71 μm, which represents 6.53% of the total distribution. Meanwhile, MCC II had 
the highest range comprised fibre from 69.18 – 91.20 μm, which represents 7.02% of the total 
measurement. In term of homogeneity, MCC II was found to produce more homogenous fibre 
size as compared with MCC I, as indicated by the distribution curve shown in Figure 4a.
The same trend was also observed for the NCC fibre shown in Figure 4b. NCC I hasa 
smaller mean diameter size of 197 nm compared to NCC II that produced a larger mean diameter 
size of 216.4 nm. Both NCCs also have low zeta potential, which is -8.66 mV for NCC I and 
-7.99 mV for NCC II. The conductivity was also recorded to be very low for both NCC I and 
NCC II, with the conductivity value of 0.0629 mS/cm and 0.0744 mS/cm, respectively.
Table 2 
Dimension of MCC and NCC fibres by manual measurement   
Type Length Diameter Length/diameter (l/d) ratio
MCC I 112.3 μm 21.4 μm 5.6
MCC II 78.5 μm 23.4 μm 3.5
NCC I 180.82 nm 11.29 nm 18.18
NCC II 74.04 nm 21.36 nm 3.70
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Figure 5 shows the thermo-gravimetric (TG) and derivative thermo-gravimetric (DTG) 
curves of MCC and NCC. Only a single pyrolysis process was involved for MCC, whereas 
NCC has two distinctive pyrolysis steps. The first-step pyrolysis for NCC occurred in between 
150 to 250°C, which corresponded to moisture evaporation (George et al., 2005, pp. 189-194; 
Yue et al., 2012, pp. 1173-1187) and sulphate groups on the crystal surface (Wang et al., 2007, 
pp. 3486-3493; Yue et al., 2012, pp. 1173-1187). Since NCC possessed a larger surface area, it 
increased the absorption properties and contained more moisture than MCC. The degradation 
of cellulose occurred between 250 to 500°C.
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The thermal properties values of MCC and NCC are shown in Table 3. Both cellulose 
II polymorph fibres (MCC II and NCC II) showed higher decomposition temperatures than 
cellulose I polymorph fibres (MCC I and NCC I). The decomposition temperature of MCC I 
was 329.28°C, and this was increased to 332.53°C for MCC II. Meanwhile, the same trend 
was also observed for NCC I which had 315.52°C as its decomposition temperature and this 
increased to 325.40°C in NCC II. The thermal stability of cellulose II is better than cellulose 
I; this was attributed to the strong inter and intra bonding of –OH groups in cellulose II, which 
accounted to a greater amount of energy required to start thermal degradation process (Yue et 
al., 2012, pp. 1173-1187).
In term of weight loss and residue, MCC II exhibited less weight loss (76.46%) but with 
higher residue (8.02%) compared with MCC I with 89.03% weight loss and 4.48% residue. 
The residue had shown the level of β-glycosidic linkages. Stable structure such as cellulose II 
exhibited more residue formation (Abbott & Bismarck, 2010, pp. 779-791). 
22 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. The thermal stability of MCC and NCC fibres (a) TG and (b) DTG curves  
 
 
 
a 
b 
Figure 5. The thermal stability of MCC and NCC fibres (a) TG and (b) DTG curves 
SaifulAzry, S. O. A., Chuah, T. G., Paridah M. T., Aung, M. M. and Edi S. Z.
1286 Pertanika J. Sci. & Technol. 25 (4): 237 - 1290 (2017)
In contrast, NCC II fibre obtained greater weight loss in both the two-step pyrolysis (40.03% 
and 24.42%) with less residue (23.71%) compared with NCC I fibre; 38.70% and 23.21% for 
weight loss and 26.36% residue. As mentioned before, NCC II was more moisture-sensitive 
and contained a great amount of moisture. This was shown by a large weight loss in the first 
step of pyrolysis, which corresponded to the moisture evaporation. NCC II contained excessive 
amount of amorphous chains; therefore, it accelerated cellulose molecule decomposition 
(indicated by its higher weight loss in the second pyrolysis) and reduced the residue amount.
Table 3 
The thermal properties of MCC and NCC fibres    
Fibre Type Tdec (°C) Weight Loss (%) Residue (%)
MCC I 329.38 89.03 4.48
MCC II 332.53 76.46 8.02
NCC I 176.25 315.52 38.70 23.21 26.36
NCC II 181.72 325.40 40.03 24.42 23.71
CONCLUSION
From the study, it can be concluded that the mercerisation treatment conducted on native MCC 
using 20% of NaOH concentration had completely transformed cellulose I into cellulose II 
polymorph. However, mercerisation was also found to decrease the CI of MCC II. The effect 
of mercerisation found to be more excessive after acid hydrolysis. The CI of NCC II was 
tremendously affected as the mercerisation treatment apparently had promoted disruption of 
crystalline region during the hydrolysis. Electron micrographs revealed that both cellulose II 
polymorph fibres (MCC II and NCC II) were morphologically affected. MCC II showed a 
swollen and rough fibre surface, while NCC II exhibited an irregular rounded-like shape fibre 
compared with NCC I which appeared as needle/rod-like shape fibres. The analysis of size 
distribution and dimension measurement confirmed that the mercerisation treatment caused 
increment in the fibre’s diameter but at the same time, shortened the length which is responsible 
for the significant difference in l/d ratio. The thermal analysis showed that both cellulose II 
polymorph fibres (MCC II and NCC II) exhibited better thermal stability compared to cellulose 
I polymorph fibres.
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ABSTRACT
The Stochastic Alpha Beta Rho (SABR) is a popular stochastic volatility model for pricing interest rate 
derivatives. In contrast to local volatility models, the SABR model correctly captures the movement 
of the volatility smile. The model’s density can be approximated by the solution of a one-dimensional 
partial differential equation (pde). Solving for the density using the Crank-Nicolson discretisation results 
in loss of accuracy in  computation of European option prices. This paper proposes a non-oscillatory 
scheme for approximating the density function using an exponential time integration scheme. The 
non-oscillatory property leads to an efficient scheme for option valuation via quadrature of the density 
function. Numerical examples illustrate that European option prices can be computed with high accuracy. 
Keywords: CEV, exponential time integration, Quadrature, SABR, volatility smiles and skews
INTRODUCTION
The implied volatility surface computed by inversion of the Black-Scholes formula with respect 
to market option prices is strike and maturity dependent. Due to the inability of the constant 
volatility Black-Scholes model to fit the implied volatility surface, an important derivative 
pricing problem is the development of efficient procedures for pricing of options under a model 
with capability of fitting a volatility skew, a decreasing shape with the option’s strike price or 
under a model consistent with a smile, a u-shaped volatility profile. The constant elasticity of 
variance (CEV) process (Schroder, 1989) in which the local instantaneous volatility is a function 
of the strike price and its stochastic extension 
known as the Stochastic Alpha Beta Rho 
(SABR) model (Hagan, Kumar, Lesniewski, 
& Woodward, 2002) are two popular models 
for pricing options consistent with market 
smiles and skews.
The CEV model has the capability 
of fitting the volatility skew and has the 
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advantage that the pricing equation is one-dimensional. Efficient methods for option pricing 
under the CEV model can be found in Thakoor, Tangman, & Bhuruth (2013, 2014, 2015). The 
SABR model is one of the most widely accepted stochastic volatility model for modelling 
the smile shaped volatility surface. The model’s implied volatility approximation leads to an 
easy computation of European option prices (Hagan et al., 2002) and American option prices 
(Chang, Chung, & Stapleton, 2007). However, the asymptotic expansion formula for the 
implied volatility has two drawbacks. First, for long-maturity options with low strike prices, 
the implied volatility used to compute option prices leads to the possibility of arbitrage and 
second, at the lower boundary, there exists a boundary layer which can significantly affect the 
option price (Hagan, Kumar, Lesniewski, & Woodward, 2014).
Paulot (2015) proposed some improvements based on second-order expansions to the 
original formula but stated that for long maturities, unless a valid long maturity expansion could 
be found, a numerical method is more appropriate. A comparison of different improvements 
can be found in Oblój (2008). Andreasen & Huge (2012) proposed an arbitrage-free ‘SABR-
like’ model where the implied volatility formula converges with the Hagan formula for short 
maturities but for larger maturities, the solutions are different. Balland & Tran (2013) proposed 
a method which eliminates arbitrage in the lower strike wing by a normal volatility expansion 
with absorption at zero. An exact formula was introduced by Antonov, Konikov, & Spector 
(2013) for pricing European call options under the SABR model for the case when the Brownian 
motions of the forward price and volatility are uncorrelated. 
Then for the correlated cases, these authors showed that the SABR model parameters can 
be mapped to an uncorrelated model. This method is near-arbitrage but the pricing is slower 
than that of Hagan as for the correlated case, the mapping of the volatility parameter is strike 
dependent which makes the pricing process expensive.
The SABR model leads to a two-dimensional pde for the pricing of options. Using 
asymptotic techniques, Hagan et al. (2014) reduced the two-dimensional SABR density to a 
one-dimensional equation for the probability density of the forward price. The authors then used 
a moment preserving Crank-Nicolson scheme to approximate the density. This scheme gives 
oscillatory solutions and in the case of the CEV model, we show that the computed density is 
not accurate enough and can result in mispricing. We developed a superior alternative using 
an exponential time integrator to show that convergence is fast and the scheme produces non-
oscillatory solutions.  
An outline of this paper is as follows: First, the SABR model and Hagan’s analytical 
formula is reviewed  in section 2. In section 3, the one-dimensional SABR equation for 
the density function is derived while in section 4, the numerical discretisation for the one-
dimensional pde is provided. In section 5, numerical results for the pricing of European options 
are described to illustrate the merit of the paper’s proposed scheme. The final  section concludes 
the paper by summarising the main points.
The SABR Model
The SABR model (Hagan et al., 2002) extends the constant elasticity of variance model with 
a stochastic volatility process. In the constant elasticity of variance model, the volatility is 
A Non-Oscillatory Scheme for 1-D SABR
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assumed to be locally constant while the SABR model allows the volatility to evolve as a 
function of time, the strike price and the forward price.
Letting αt be the volatility of the forward price Ft=S0 e(r-q)(T-t) where S0 is the initial stock 
price, r is the risk-free rate, q is the dividend yield, the SABR model is described by the system 
of stochastic differential equations
                     (1)
where  and  are two correlated Wiener processes with correlation of ρ such that
       
where ν is the constant volatility of the volatility parameter, 0 ≤ β ≤ 1 is the exponent parameter 
and Wt is a standard -Brownian motion. Choosing ν = 0 gives the CEV model for 0 ≤ β ≤ 1, 
and for β = 1 and ν = 0, we obtain the Black-Scholes model. In the SABR model, the volatility 
process is allowed to be random through the development of αt, which is scaled up by including 
the factor volatility of volatility parameter, ν. This extra randomness solves the problem of 
constant volatility, which is an unrealistic assumption of the Black-Scholes model.
Analytical Approximations under SABR
By carrying out a small volatility expansion for the singularly-perturbed SABR model given by
                    (2)
where  is the singular perturbation parameter which is eventually set to one, Hagan et 
al. (2002) showed that an analytical approximation to the implied volatility formula σB 
(E,f) is given by
                 (3)
where 
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In the case of the CEV model, the Hagan & Woodward (1999) implied volatility expression 
to first-order maturity is given by
                 (4)
where   . 
The time zero price of European options with maturity T and strike E on a forward contract 
can be expressed by Black’s formula
              
where
                        
and Φ is the cumulative distribution function of the standard normal distribution.
METHODOLOGY
The One-Dimensional Problem
By considering the singularly perturbed SABR model given by (2), Hagan et al. (2014) obtained 
a  one-dimensional  pde  for  the  probability  density  function  Q(F,t)  of the  forward  price 
on Fmin < F < Fmax given by
      .
They showed that Q(Fmin ,t) = QL (t), Q(Fmax ,t) = QR (t) and  for Fmin < F < Fmax, the  density 
Qc (F,t) is the solution of the diffusion
                   (5)
where
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with the initial condition given by 
                    
where δ is the Dirac delta function. The probability sums to one for all t, that is,
                    (6)
On differentiating (6) with respect to t and substituting (5) yields
                  (7)
 
                   (8)
at the boundaries with the initial conditions
             
For  to be martingale, we require
                   (9)
Differentiating (9) with respect to t and on evaluating the integral term, we obtain the absorbing 
boundary conditions at F = Fmin and F = Fmax given by
                  (10)
                  (11)
European call or put option prices can then be obtained by integrating the payoff against the 
terminal density
                (12)
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Given the martingale property (9) and the conservation of probability (6) the put-call parity
      Vcall -Vput = f-E,
holds exactly and thus, the computed option prices are arbitrage-free.  
New Methodology
By localising problem (5) to the finite domain (Fmin, Fmax) × [0,T], the Hagan’s scheme employs 
a  moment  preserving  Crank-Nicolson  discretisation.  To  describe  this  scheme,  consider 
for m = 0,1,…,M + 1, the intervals Im given by
       
and the uniform mesh size h = (Fmax-Fmin)/M chosen in  such  a  way  that the  initial forward 
price  f =  corresponds  exactly  to  the midpoint  of  a  cell .  Define  the cell  average 
Qm (t) = Qc (Fm,t) by
       
A central-difference discretisation in space of (5) at the interior grid points is given by
                  (13)
for m = 1,2,…,M where .
At the left boundary F = Fmin, the absorbing boundary (10) is implemented as the average of 
values on the left and right grid nodes. This gives
                 (14)
Similarly, implementing the absorbing boundary condition (11) at F = Fmax, we obtain
                (15)
Letting Δ+= (U(m+1)-Um)/h and Δ- Um= (Um-U(m-1)/h, QL (t) and QR (t) are discretised as
       
       
A Non-Oscillatory Scheme for 1-D SABR
1297Pertanika J. Sci. & Technol. 25 (4): 1291 - 1306 (2017)
Let  denote the vector of the density values at time t. Then (13), 
(14) and (15) lead to the system of odes given by
                      16)
where the matrix  is tridiagonal and the matrix  is diagonal which are 
given by
            
with
             
Then letting  denote the identity matrix and applying a Crank-Nicolson 
time stepping gives
                   (17)
for n=0,1,…N-1, with the initial condition
                       (18)
where  is a vector with 1 in the  row and zero elsewhere. At each time step, the 
values of  and  are updated as
       
Now  consider  a  put  option  with  strike E.  For E < Fmin, t he  option  price Vput = 0  and  for 
E > Fmax  the option price is given by Vput = E-f. For the case when Fmin < E < Fmax, suppose that 
E belongs to the interval  for some k0. Then, using (12), we find that 
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Evaluating the above integral gives
       
Later in this paper, we show that the Crank-Nicolson scheme yields oscillatory solutions. To 
overcome this drawback of the Crank-Nicolson time stepping, we employ an exponential time 
integration for the semi-discrete system (16). 
An exponential time integration scheme
An efficient alternative to the Crank-Nicolson scheme is an exponential time integration scheme 
(Cox & Matthews, 2002) which was first introduced in finance for option pricing in Tangman, 
Thakoor, Dookhitram, & Bhuruth (2011). Since only a single time step is required the algorithm 
can be very fast. Integrating the semi-discrete scheme (16) between 0 to T shows that
               
where  is the diagonal matrix whose   diagonal element  is given by
              
Therefore, the computed density at time T is given by
                      (20)
with the initial condition Q(0) given in (18). The left and right fluxes are then computed from
       
The matrix exponential in (20) can be computed using the ‘expm’ function in Matlab. However, 
this method uses Padé approximations which can lead to a computationally expensive algorithm 
for a large number of grid nodes. 
The matrix exponential can be more efficiently evaluated using best rational approximations 
(Trefethen, 2007) and the Carathéodory–Fejér procedure (Trefethen & Gutknecht, 1983). Let 
Υ be a Hankel contour and f be an analytic function on the neighbourhood of the negative real 
axis and consider the computation of the integral 
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Let  be a rational function, where P and Q are two polynomials of degree 
n-1 and n, that is a good approximation to ez on (-∞,0) and has poles at z1,z2,…,zη with residues 
c1,c2,…,cη. We can then obtain a good approximation to I given by
              
where  is a contour lying between (-∞,0). Expanding  in partial fractions given by
            
We obtain a quadrature formula for approximating the integral I which is given by
       
Then if  is a contour that encloses the spectrum of  , we have 
            
where  is the identity matrix. Generalising  to the matrix , a rational 
approximation to  can be obtained in terms of partial fraction expansion given by
              
The poles and residues appear in conjugate pairs since the discretisation matrix  is a real 
tridiagonal matrix, which means that only η/2 tridiagonal solves are required for computing 
the price density which makes the proposed method achieve fast convergence.
To obtain the option price at the initial forward price for different strike prices, instead of 
using (19), we implement the formula (12) as
                   (21)
where the finite integral in (21) can be obtained by using a numerical quadrature based on an 
adaptive Simpson method.
RESULTS AND DISCUSSION
We describe the results of some numerical examples for pricing European options, by first 
computing the density of the forward price. All numerical experiments have been performed 
using Matlab R2015a on a Core i5 laptop with 4GB RAM and speed 4.60 GHz. 
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Computed Black-Scholes and CEV Densities
Choosing v=0 and β=1 in (1) corresponds to the Black-Scholes model where the log-normal 
density is given by
              (22)
with  and the forward equation (5) reduces to 
       
We provide a numerical example which illustrates that the computed density using the one-
dimensional equation (5), agrees well with the theoretical density (22). For this numerical 
example, we have chosen f = 20, Fmax = 40, r = 0.09, α = 0.25 and a small maturity of T=4/12. 
The solutions computed by the Crank-Nicolson scheme (CN) and the ETD scheme (ETD) over 
the whole computational domain with M=512 spatial nodes for both methods and N=40 time 
steps for CN scheme are shown in Figure 1.
19 
 
 
Figure1. Computed CN, ETD and Exact Densities under the Black-Scholes 
Model. 
 
Table 1 shows that the density values computed by ETD are more accurate 
yielding a root mean square error (RMSE) of 10!!  while the density 
computed by CN gives a RMSE of 10!! only. 
Table 1 
Black-Scholes Density for Different 𝐹𝐹. 
𝒇𝒇 = 𝟐𝟐𝟐𝟐, 𝒓𝒓 = 𝟎𝟎.𝟎𝟎𝟎𝟎,𝑻𝑻 = 𝟒𝟒/𝟏𝟏𝟏𝟏,𝜶𝜶𝟎𝟎 = 𝟎𝟎.𝟐𝟐𝟐𝟐 
 𝑭𝑭  
 14 18 20 22 26 RMSE 
ETD 0.00111 0.12368 0.13784 0.09607 0.01782  
Figure 1. Computed CN, ETD and Exact Densities under the Black-Scholes Model
Table 1 shows that the density values computed by ETD are more accurate yielding a root 
mean square error (RMSE) of 10-8 while the density computed by CN gives a RMSE of 10-5 only.
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Choosing v = 0 in (1), gives the CEV model for 0 ≤ β ≤ 1, and the exact density function 
for the CEV model in terms of the forward price is given by
              (23)
where
            
 
and  is the modified Bessel function of the first kind of order w given by
     
For this model, the one-dimensional density pde (5) reduces to
       
where . 
In Figure 2, the exact density (23), computed CN and ETD densities are shown for the case 
when β = 0 and Table 2 gives the computed CN and ETD density values. The other parameters 
are chosen as f = 100, T = 4, r = 0 and  = 0.5.  The  numerical  example  is  performed  using 
M = 512 spatial and N = 40 time steps with Fmax = 800. A non-oscillatory and highly accurate 
density is obtained by the ETD scheme whereas the CN solution exhibits oscillations near the 
initial forward price.
Table 1 
Black-Scholes density for different F  
f = 20, r =0.09, T = 4/12, α0 = 0.25
F
14 18 20 22 26 RMSE
ETD 0.00111 0.12368 0.13784 0.09607 0.01782
Error 6.0e-9 2.1e-9 5.0e-8 6.4e-9 9.9e-9 2.3e-8
CN 0.00112 0.12368 0.13789 0.09608 0.01781
Error 6.8e-6 2.3e-7 5.3e-5 6.0e-6 1.0e-5 2.4e-5
Exact 0.00111 0.12368 0.13784 0.09607 0.01782
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Computed SABR Densities
The previous two examples demonstrated that the ETD scheme approximates the CEV and the 
Black-Scholes densities to a high degree of accuracy. The next numerical example computes the 
density function for the full SABR model with parameters (α0, β, ρ, v)=(0.35, 0.25, -0.1,1). The 
initial forward price f=1 is chosen and a maturity of T = 1 year, r = 0 and the test is performed 
with Fmax = 5, M = 512 and N = 40. Figure 3 shows the ETD solution is oscillation-free compared 
to the CN solution which exhibits oscillations near the initial forward price.
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Table 2 
CEV Density for Different F and a Large Maturity 
f = 100, β = 0, r =0 ,T = 4,  = 0.5
F
70 90 100 110 130 200 400 RMSE
ETD 0.00287 0.00331 0.00345 0.00353 0.00353 0.00238 0.00004
Error 1.5e-7 1.6e-7 1.5e-7 1.4e-7 1.0e-7 6.3e-8 1.3e-8 1.2e-7
CN 0.00287 0.00300 0.00741 0.00320 0.00353 0.00238 0.00004
Error 9.6e-7 3.2e-4 3.9e-3 3.2e-4 9.7e-7 2.9e-8 2.5e-9 1.5e-3
Exact 0.00287 0.00331 0.00345 0.00353 0.00353 0.00238 0.00004
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The next example compares  computed density against the analytical 
approximation for the density given in Kienitz & Wetterau (2012, p. 397). 
The SABR model parameters are chosen as 
𝛼𝛼!,𝛽𝛽,𝜌𝜌, 𝑣𝑣 = (0.4,0.5,−0.06,0.4) with an initial forward price of 
𝑓𝑓 = 40, 𝑟𝑟 = 0.05 and 𝑇𝑇 = 0.5 year. For this case, the test is performed 
using 𝐹𝐹max = 80, 𝑀𝑀 = 512 and 𝑁𝑁 = 40. From Figure 4, the same 
conclusion is reached as in the previous numerical example. 
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The next example compares  computed density against the analytical approximation for the 
density given in Kienitz & Wetterau (2012, p. 397). The SABR model parameters are chosen 
as (α0, β, ρ, v) = (0.4, 0.5, -0.06, 0.4) with an initial forward price of f = 40, r = 0.05 and T = 
0.5 year. For this case, the test is performed using Fmax = 80, M = 512 and N = 40. From Figure 
4, the same conclusion is reached as in the previous numerical example.
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The exponential time integration scheme has also been shown to suppress 
the wiggles at the strike prices for other pricing models (Rambeerich, 
Tangman, & Bhuruth, 2011). The proposed method will not produce 
oscillations whatever the choice of SABR parameters. 
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function in (5). We start in a simpler case of a put option under the Black-
Scholes model for the same set of parameters as in Hull (2006) with the 
current forward price 𝑓𝑓 = 20, the exercise price 𝐸𝐸 = 20 with a risk-free 
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The exponential time integration scheme has also been shown to suppress the wiggles 
at the strike prices for ther pricing model  (Rambeerich, Tangman, & Bhuruth, 2011). The 
proposed method will not produce oscillations whatever the choice of SABR parameters.
European Option Prices
The prices of European options can be obtained by computing the density function in (5). 
We start in a simpler case of a put option under the Black-Scholes model for the same set of 
parameters as in Hull (2006) with the current forward price f = 20, the exercise price E = 20 
with a risk-free interest rate of r = 0.09 and the volatility of the forward price of α0 = 0.25. 
The numerical solutions arising by solving the density pde are given in Table 3. The exact 
option price is 1.11664.
Table 3 
Option prices under the Black-Scholes Model 
= 20, E = 20, r = 0.09, T = 4/12 ,α0 =0.25
1D-PDE ETD
M Price Error Rate Cpu(s)
25 1.10985 6.8e-3 - 0.064
26 1.11462 2.0e-3 1.750 0.087
27 1.11611 5.3e-4 1.937 0.108
28 1.11651 1.3e-4 1.983 0.114
29 1.11662 3.3e-5 1.994 0.124
210 1.11663 8.4e-6 1.987 0.131
Exact 1.11664146
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Consider a European call option with a high at-the-money volatility of  = 0.5, the current 
forward price as 100, an exercise price of 100 and r = 0 so that the forward price equals the 
stock price. Table 4 gives the computed prices using the ETD and the implied volatility approach 
(4) and the exact CEV formula (Schroder, 1989). Both the density approach and analytical 
approximation (4) which are denoted by HaganApprox are able to yield solutions with an error 
of 10-4 for different values of β for this small maturity problem.
Table 4 
Call option prices under the CEV Model for T=0.5
β
T = 0.5, f = 100, E = 100, r = 0,  = 0.5, M = 29
Exact Price
Hagan Approx. 1D-PDE ETD
Price Error Price Error
0 14.10474 14.10394 8.0e-4 14.10445 2.9e-4
0.3 14.06665 14.06706 4.1e-4 14.06637 2.8e-4
0.5 14.04931 14.04970 3.9e-4 14.04903 2.8e-4
0.7 14.03795 14.03813 1.8e-4 14.03747 4.8e-4
Lindsay & Brecher (2012) have priced European options under the CEV model using 
Monte Carlo simulations using the same parameters as in Table 4 for a long maturity of T = 
4 years. We use this case to show that for the CEV model, the Hagan’s approximation results 
in a loss of accuracy.
From Table 5, we observe that the price computed by the Monte-Carlo approximations 
of Lindsay & Brecher and the density approach using ETD are in good agreement with the 
exact price even for a long maturity option while the Hagan & Woodward (1999) solutions 
lose accuracy when maturity increases.
Table 5 
Call option prices under the CEV Model for T=0.5
Β
T = 4, f = 100, E = 100, r = 0,  = 0.5, M = 29
Exact Price
Hagan Approx 1D-PDE ETD Lindsay-Brecher
PricePrice Error Price Error
0 39.04516 39.75171 7.1e-1 39.04459 5.7e-4 39.04504 ± 0.05709
0.3 38.82097 39.00945 1.9e-1 38.81917 1.8e-3 38.82058 ± 0.06492
0.5 38.57528 38.65875 8.3e-2 38.57235 2.9e-3 38.57511 ± 0.07203
0.7 38.39279 38.42445 3.2e-2 38.38386 8.9e-3 38.39167 ± 0.08199
The numerical results for two special cases of the SABR model showed that the ETD 
method is more accurate than the implied volatility approach via Black’s formula. The results 
are convincing enough to claim that the ETD approach is an accurate technique that can be 
extended to the pricing of European options under the full SABR model. The author choose 
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(α, β, ρ, v) = (0.4, 0.5, -0.06, 0.4) with Fmax =80 and an initial forward price of f = 40 and 
computes the price of a European put option with strike E = 40 and maturity T = 0.5. A numerical 
example show that the proposed method also works well for the general SABR model. For 
these parameters, both the Hagan implied volatility formula (3) and the fine-tuned formula 
(Oblój, 2008) gives σB=0.063659.
Table 6 
European put option prices under the SABR Model
Steps
f = 40, E = 40, r = 0.05, α0 = 0.4, β = 0.5, ν = 0.4, ρ = -0.06, T
Monte Carlo 1D-PDE ETD
Price Error Cpu(s) M Price Error Rate Cpu(s)
1000 0.70649 5.9e-3 8.729 27 0.69723 3.3e-3 - 0.101
100000 0.70132 7.9e-4 591.3 28 0.69963 8.9e-4 1.874 0.120
29 0.70028 2.4e-4 1.886 0.131
210 0.70045 7.1e-5 1.896 0.152
211 0.70050 1.9e-5 1.744 0.169
212 0.70051 4.9e-6 1.887 0.197
Hagan’s Approx = 0.70052,     Oblój’sApprox = 0.70052
Table 6 gives computed option prices using the density method and Monte Carlo 
simulations with104 and105 runs. The ETD requires 131 milliseconds to obtain a solution with 
an error of 10-4 while the Monte Carlo simulations require around 591 seconds. This shows 
that the proposed method is faster than existing methods and yields accurate prices.
CONCLUSION
A non-oscillatory scheme for computing a one-dimensional approximation of the SABR density 
was proposed. Numerical examples showed that option prices are computed to high accuracy. 
The methodology can be extended to the pricing of path dependent options such as barrier 
options and American options.
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ABSTRACT
This paper presents a design of low power low voltage positive second generation current conveyor 
(CCII) which is based on Miller compensated Operational Transconductance Amplifier (OTA). The OTA 
realisation is carried out using low power techniques bulk-driven (BD) and bulk-driven quasi-floating gate 
(BDQFG) for a comparison of aforementioned techniques. The use of bulk-driven approach facilitates 
the proposed CCII design operable at sub-volt supply. Furthermore, CCII realisations using BD and 
BDQFG have been done so as to have a fair comparison of advantage of using BDQFG over BD in 
terms of improving transconductance and frequency response. The proposed CCII operates at  0.4V. The 
complete analysis has been carried out in 0.18 μm CMOS technology with the help of HSpice simulator. 
Keywords: Bandwidth, Bulk Driven, Current conveyor, Floating gate, Impedance, Quasi-floating gate
INTRODUCTION
Low power, low cost and maintenance-free precise medical equipment mainly used in long-
term monitoring applications have become a difficult task in deep submicron technologies. In 
analog circuits, the short channel effect (SCE) results in an offset and also decreased output 
impedance. Proportional to technology scaling, the supply voltage is also scaled but this 
limits threshold voltage of MOS transistor 
which is not scalable proportionally (Blalock, 
Allen, & Rincon-Mora, 1998). To resolve the 
threshold voltage issue, techniques such as 
bulk-driven (BD), sub-threshold operation, 
level shifter, floating and quasi floating gate 
(FG and QFG), and recently reported bulk-
driven floating and quasi-floating gate (BDFG 
and BDQFG) have been reported to achieve 
low power dissipations (Khateb, Dabbous, 
& Vlassis, 2013; Raj, Singh, & Gupta, 
Thakral, B., Vaish, A. and Rao, R. K.
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2015; Raj & Gupta, 2015). The bulk driven technique has been used in the design of various 
circuits (Khameh & Shamsi, 2012, Stockstad & Yoshizawa, 2002; Zuo & Islam, 2013; Raj & 
Sharma, 2011; Gak, Miguez, & Arnaud, 2014) due to its simple architecture. However, the 
technique suffers from low gain due to body transconductance and also its large sensitivity 
to device mismatch and process variations. In contrast, BDFG/BDQFG approach (Khateb et 
al., 2013) improves the transconductance, i.e. effective transconductance is the sum of body 
transconductance and quasi-floating gate (QFG) transconductance. The QFG MOS transistors 
are wide-band ac coupled circuits. The capacitive divider network at gate terminal of QFG 
MOS transistor improves linearity of the device and using this attractive feature, few reported 
circuits included design of highly linear programmable CMOS OTA (Miguel, Lopez-Martin, 
Acosta, Ramirez-Angulo, & Carvajal, 2011), MOS resistor (Torralba et al., 2009), GM-C filter 
(Garcia-Alberdi, Lopez-Martin, Acosta, Carvajal, & Ramirez-Angulo, 2013), current conveyor 
(Moradzadeh & Azhari, 2011), current mirror (Gupta & Sharma, 2012; Raj, Singh, & Gupta, 
2014) and many more. The experimental analysis of QFG emphasises its uses in low power 
designs (Ramirez-Angulo, Lopez-Martin, Carvajal, & Chavero, 2004). Combining the features 
of QFG with BD MOS transistors results in low power high-performance circuits. Studies 
have pointed to BDQFG technique (Khateb, 2014) as a better choice for realising low power 
circuits (Khateb, 2015; Raj, Singh, & Gupta, 2014a; Raj, Singh, & Gupta, 2016; Raj, Singh, & 
Gupta, 2016a). In this paper, to exploit the advantage of using BDQFG technique, design of a 
low voltage (LV) low power (LP) CCII using two-stage Miller compensated OTA is proposed. 
Analysis and simulation results indicate the proposed CCII suitable for high frequency low 
power applications. The paper is organised as follows: section 2 of the paper presents a brief 
discussion on BDQFG MOSFET followed by the design of CCII in section 3. The simulation 
results are shown in section 4 followed by conclusion in section 5.
BD and BDQFG Misfit
The MOSFET bulk terminal is usually connected to the most negative/positive supply voltage 
for N-channel/P-channel MOS transistor respectively. However, the bulk can also be used as 
secondary gate which removes the threshold voltage obstacle from input signal path. The first 
article based on BD technique was initially reported in (Guzinski, Bialko, & Matheau, 1987). 
The schematic of BD NMOS transistor is shown in Figure 1(a). The dc bias voltage Vbias at 
gate forms the channel whereas the applied input at bulk causes the drain-to-source current 
to flow. The main drawback with BD MOSFET has been its small body transconductance 
(gmb) and degraded frequency response (Rosenfeld, Kozak, & Friedman, 2004). The body 
transconductance (gmb) is related to gate transconductance (gm) as 
                     (1)
where γ is the body effect co-efficient, ϕf  of is the fermi-potential, and VSB is the source-to-
bulk potential. The normal range of η varies from 0.2 to 0.4. In view to BD drawbacks, the 
BDQFG technique overcomes these issues without making significant effort. The BDQFG is 
the combination of architectures BD and quasi-floating gate (QFG). Under DC analysis it works 
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as simple BD whereas for AC it combines the features of BD and QFG MOS transistor. As a 
result, the transconductance and bandwidth are improved without changing the DC behaviour. 
The effective transconductance for BDQFG is given by
                     (2)
where  is the total capacitance. The schematic of BDQFG 
MOSFET is shown in Figure 1 (b) where the bulk is tied to the gate input terminal of QFG 
MOSFET MN. 
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METHODOLOGY
Proposed positive type CCII
The CCII is a 3-port device firstly presented in (Sedra & Smith, 1970). The matrix representation 
of CCII± is given by 
                     (3)
Where X and Y are the input terminals and Z + &Z are the output nodes. The ideal condition of 
CCII implies the X terminal should be at low impedance node whereas Y, Z+ and Z- should be 
at high impedance node. Few popular articles related to LV LP CCII design can be observed in 
(Khateb, Khatib, & Kubánek, 2011, Khateb, Khatib, & Kubánek, 2012 and Khateb, Khatib, & 
Kubánek, 2012a). The proposed LV LP positive CCII based on Miller compensated BD based 
and BDQFG based OTA is shown in Figure 2 and Figure 3 respectively. 
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The BDQFG technique is preferred over BD as it offers better performance at the same 
level of power consumption.  The OTA is a voltage-controlled current source (VCCS) device 
whose ideal characteristics are high bandwidth and high input and output impedances (Lopez-
Martin, Acosta, Algueta, Ramirez-Angulo, & Carvajal, 2009). The conventional bulk driven 
OTA suffers from limited linearity, low gain and bandwidth. The Miller OTA is realised using 
MOSFET (M1-M8) in both  Figure 2 and Figure 3. The inputs to OTA are the BD MOSFET 
M1 and M2 in Figure 2. In Figure 3, the M1 and M2 in configured  BDQFG MOSFET with 
the help of input capacitors C1 and C2 respectively. For making the gates of M1 and M2 quasi 
floating in Figure 3, these are connected with cut-off MOSFET MN1 and MN2 respectively. 
Rest of the configurations in both the OTA remains the same. The combination (M3, M4) and 
(M5, M6, M7) are simple current mirror architectures and the biasing current (Ibias) is used to 
bias the amplifier. The capacitor CC is used as miller compensation which improves the phase 
response of OTA. However, due to feed forward path via miller capacitor, a zero is created in 
right half plane which degrades the phase shift of amplifier  causing stability issues at high 
frequency, for which a null resistor (RC) is used in series with miller capacitor which creates 
an extra pole to cancel the zero effect. 
For CCII+ realisation, the positive input of OTA is considered as the Y-terminal of CCII+ 
whereas for X-terminal the OTA is configured in unity gain buffer mode by shorting the output 
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Figure 3. Proposed CCII+ based on BDQFG Miller OTA
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to the negative input terminal of OTA. This way it generates the positive type single output 
labelled as Z+ for CCII+. 
RESULTS AND DISCUSSIONS
The proposed LV LP CCII+ of Figure 2 and Figure 3 are simulated on 0.18 μm mixed-mode 
twin-well technology using HSpice. The dimensions of MOSFET used in design for both 
CCII+ are  shown  in  Table 1.  The values  of  other  parameters  assumed  for  CCII+  are 
RC = =10K, CC = C1 = C2 = 1pf and a bias current Ibias  of 10 μA. The simulation results of the 
proposed LV LP BD and BDQFG based CCII+ are shown in Figure 4 to Figure 9.
Table 1 
Dimension of MOS transistors used in CCII+  
MOSFETs W (μm) L (μm) MOSFETs W (μm) L (μm)
M1 12 0.6 M7 8 0.6
M2 12 0.6 M8 23.9 0.6
M3 12 0.6 M9 8 0.6
M4 12 0.6 M10 23.9 0.6
M5 4 0.6 MN1 0.36 0.36
M6 9 0.6 MN2 0.36 0.36
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Figure 4. DC curve of ,X BDV and ,X BDQFGV  versus YV  
 
Figure 4. DC curve of VX ,BD  and VX ,BDQFG  versus VY  
Figure 4 shows the DC transfer curve of VX versus VY where VX shows the signal swing 
from -0.3V to 0.3V. The current transfer curve for IZ+ as per Figure 5 shows the linear operation 
in the range of -20 μA to 20 μA with the minimal error. As observed under DC conditions, the 
characteristics of BD and BDQFG remain same so the identical characteristics are obtained 
in Figure 4 and Figure 5. 
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The bandwidth response of Iz / Ix is shown in Figure 6. The observed bandwidth of Iz / Ix for 
BD CCII+ is 150MHz whereas for BDQFG CCII+ is found to be 400MHz. The high bandwidth 
encourages BDQFG CCII+ over BD CCII+ for high speed applications.
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Figure 6. Frequency responses of current gain ( )Z X BDI I+ and 
( )Z X BDQFGI I+  
 
Figures 7 and 8 show the frequency dependence of the parasitic impedances 
of X and Z+ terminals. At low frequency impedance at X for BD CCII+ is 
2.1Kohm whereas for BDQFG CCII+ is 450ohm. Similarly, the Z+ 
impedance is found as 115KΩ  for BD CCII+ and  115KΩ  for BDQFG 
CCII+. 
 
Figure 6. Frequency responses of current gain IZ+ IX( )BD  and IZ+ IX( )BDQFG  
Figures 7 and 8 show the frequency dependence of the parasitic impedances of X and Z+ 
terminals. At low frequency impedance at X for BD CCII+ is 2.1Kohm whereas for BDQFG 
CCII+ is 450ohm. Similarly, the Z+ impedance is found as 115 KΩ for BD CCII+ and 115 
KΩ  for BDQFG CCII+.
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From above simulations, it can be easily concluded that when desired is low power 
circuits with better performance then BDQFG best fit to requirement since the power level 
consumption in both the techniques remains same. The complete simulation results for BD 
CCII+ and BDQFG CCII+ are summarised in Table 2. 
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Table 2 
Comparison of Proposed BD and BDQFG based CCII+  
Parameters Proposed BD CCII+ Proposed BDQFG CCII+
DC voltage range (Vx) -0.3V to +0.3V -0.3V to +0.3V
DC Current range (Iz) -20uA to +20uA -20uA to +20uA
Current gain 1 1
Bandwidth (Iz/Ix) 150MHz 400MHz
RX (ohm) 2.1K 450
RZ (ohm) 115K 115K
Power 57.4uW 57.3uW
Supply  0.4V 0.4V
Technology 0.18 μm 0.18 μm
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CONCLUSION
Various low voltage low power techniques have been reported in literature for design of 
low power circuits. Among existing techniques, the BD has gained considerable potential 
interest due to its simple structure. However, its sensitivity to device mismatch, poor gain and 
frequency performances puts its adaptability only to low gain and low frequency applications. 
Alternatively, using BDQFG as a replacement to BD improves the performances of BD 
technique which in this paper is shown with the help of design of positive second generation 
current conveyor.
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ABSTRACT
Satellite communication is an emerging field of communication. It is used for many applications, such 
as broadcasting, messaging, telephony, and for communication between military troops. The satellite 
communication is prone to impersonate attacks as the access to the satellite does not require a physical 
connection. Hence,  there is a foremost need to restrict the access to only legitimate users. This study  aims 
to solve achieve this. The proposed scheme is based on elliptic curve cryptography (ECC) and assures 
access to legitimate users only and also claims to be lightweight in working. The analysis indicates that 
the proposed technique is free from various attacks including internal and external attacks. Also, the 
performance analysis confirms the proposed authentication scheme as more reliable and robust against 
attacks  compared with existing techniques.   
Keywords: Authentication, elliptic curve cryptography, hash function, Kerberos, satellite communication
INTRODUCTION
The modernised satellite communication network is a wireless communication technology 
which has global coverage and allows users to remain connected almost everywhere on 
earth. The satellite receives the electromagnetic signal from the ground station, intensifies it 
and transmits it back to the receiver ground 
station, therefore, helping in forwarding 
the information to distant places (Elbert, 
2008; Roddy, 1995; Pelton et al., 1998). The 
satellite communicates with the ground station 
through the medium of air, so it is easy for the 
attackers to steal or falsify  transmitted data. 
Communication security has always been 
an important issue and user authentication 
scheme is necessary for the wireless network 
due to no requirement of any physical tapping 
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for fetching data. Many researchers who work on security fundamentals have found that 
communication through satellite network systems suffers in security provisioning and due to 
these shortcomings, attackers may intercept, capture, block the channel or attackers may get 
the control to supervise the entire communication network (Misra, Misra, & Tripathi, 2013; 
Shah, Nasir, & Ahmed, 2014). Thus, an efficient, lightweight and secure user authentication 
scheme is mandatory to be implemented in communication networks.
As technology  advances, various authentication schemes have been proposed for the 
satellite communication. An efficient security system for satellite communication, where both 
the public key and the secret key cryptosystem are used to provide mutual authentication, 
encrypted information and  digital signatures have been proposed by Cruickshank (1996). 
However, this scheme is vulnerable to attacks. A new mobile user authentication and data 
encryption schemes for mobile satellite communication are implemented (Lee, Li, & Chang, 
2012), where the concepts of symmetric cryptosystems are used to obtain the session key and 
to resist replay attacks. However, this scheme is not resistant against man-in-the-middle attack. 
An authentication and key agreement protocol for satellite communication were suggested 
to improve the state of the art (Chang, Cheng, & Wu, 2014), where the discrete logarithm 
problem and the hash function is used along with a nonce to prevent replay attacks. However, 
this scheme suffers from mutual authentication.
Compared with  other user authentication schemes, Kerberos user authentication scheme 
is the most secure mechanism. Since this scheme introduces mutual authentication, and a 
ticket to the way in the service from the server. The ticket carries a timestamp which enhances 
the security level of the mechanism (Neuman, Hartman, Yu, & Raeburn, 2005; Ozha, 2013).
Unlike RSA, the public key cryptography, elliptical curves cryptography (Brown, 2009) 
is the most widely used scheme as it uses smaller key size and has reduced overhead while 
attaining same level of security. In addition, ECC is based on discrete logarithm problem 
(El-Emam, Kelash, & Allah, 2009). So, it is hard to obtain effective solution from ECC 
computation (Johnson, Menezes, & Vanstone, 2001; Brown, 2009). Hence, the lightweight 
user authentication protocol based on ECC and Kerberos is considered to be reliable and fit 
for satellite communication.
In this paper, a user authentication scheme based on ECC and Kerberos is devised for 
satellite communication. In order to provide authenticity and to obtain reliable communication, 
the Kerberos protocol (Neuman et al., 2005) is modified using ECC (Brown, 2009; Zhao, Lv, 
Yeap, & Hou, 2009; Zhang, & Deng, 2009) and some new entities are also introduced. The 
proposed scheme is divided into three phases, namely authentication service exchange phase, 
ticket-granting service exchange phase and  client/server authentication exchange phase. 
The client authenticates Authentication Server (AS) and requests a ticket to have access to 
the Ticket-Granting Server (TGS). The AS generates Tickettgs and sends to the client in the 
authentication service exchange phase. The contents of Tickettgs is then compared by the Ticket 
Granting Server with Authenticatorc from where the request originated. Then, the TGS generates 
Ticketv for the client to have access to the satellite server in the ticket-granting service exchange 
Phase. Ticketv carries ECC secret key, which is shared between the client and the server for 
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producing message digest in order to obtain authenticity and integrity of the message. In the 
last phase, content of Ticketv is compared with Authenticatorc to verify the real client identity. 
Additionally, HMAC is also added to obtain source and message authenticity.
The remainder of the paper is organised as follows. In section 2, the system model of 
proposed user authentication scheme is discussed. In section 3, dialogue exchange between 
the client and the server is presented followed by security and performance analysis of the 
proposed scheme in section 4 and 5 respectively. Section 6 concludes the paper.
METHODOLOGY
System Model
In the proposed model, the client first authenticates itself against the authentication server and 
also requests for a ticket to the way into the TGS. The authentication server provides the ticket 
and session key to the user/client in order to grant a ticket from the TGS  as a way into the server. 
The user, after obtaining the service granting–ticket from the TGS, approaches the server from 
which the service has to be obtained. Figure 1 shows the proposed model of authentication 
whereas Table 1 displays the entities and parameters of the authentication protocol.
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Figure 1. Proposed Authentication Model
Table 1 
Entities and Parameters of Authentication Protocol  
P Prime number
GF(P) Finite field
a, b Real numbers
Ep(a,b) The elliptic curve over GF(p) consisting of the elliptic group of 
points defined by y2=x3+ax+b(mod p), where (4a3+27b2) mod p≠0
G Generator point  (x,y)
N Order of G
L1 Latitude of user 
L2 Longitude of user
Options Request that certain flags be set in the returned ticket
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The Proposed User Authentication Protocol 
This section elaborates the working of suggested user authentication scheme which is based 
on Kerberos (Stallings 2006; Steiner, Neuman, & Schiller, 1988) and ECC for initialising 
security between satellite and ground station communication. The proposed scheme has three 
phases, namely the authentication service exchange phase to obtain ticket–granting ticket, the 
ticket-granting service exchange phase to obtain a service-granting ticket, and the client/server 
authentication exchange phase to obtain services. In the authentication service exchange phase, 
the authentication server generates ticket–granting ticket for the client to access the TGS. In the 
ticket-granting service exchange phase, the TGS generates service-granting ticket for the client 
Realmc  Indicates the area of the client
IDc Identity of the client
Realmtgs  Indicates the area of the TGS
IDtgs Identity of the TGS
ADc Network address
MACadd MAC address/Physical address
Authenticatorc    Generated by client to validate ticket
IDv  Identity of the server (satellite)
Realmv Indicates the area of the server (satellite)
Tickettgs   Ticket to access the server (satellite)
Ticketv   Ticket to access service
Flags Reflect the status of the ticket and the requested options
Times Indicates lifetime of the ticket
Nonce Random value to assure that the response is fresh
Seq# Starting sequence number to be used by the server for message 
sent to client
TS1 Timestamp
TS2  Timestamp
Key used
K1   Secret key generated through ECC
Kc   User password key
Ktgs    Ticket granting server key
Kc,tgs  Session key created by AS
Kc,v Session key created by TGS
Kv  Encryption key for server
Subkey User choice key similar to session key K_cv
Abbreviations
AS Authentication Server
TGS Ticket Granting Server
ECC Elliptical Curve Cryptography
Table 1 (continue)
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to access the server. In the client/server authentication exchange phase, the client can access any 
service provided by the server with the help of the ticket generated by the TGS. The dialogue 
exchange of the proposed user authentication scheme is discussed in the subsequent section:
The authentication service exchange phase
In this phase, the client obtains a  Tickettgs from the authentication server. The working of this 
phase is shown in Figure 2.
Message 1. Client → Authentication Server (AS):
      Options ǁ IDc  ǁ Realmc  ǁ IDtgs  ǁ Times ǁ Nonce1           (1)
When the client with ID_c, wants to join the system, it generates a nonce and requests ticket for 
accessing the TGS by sending the ID of the client and the ID of the TGS to the authentication 
server.
Message 2. Authentication Server → Client:
      Realmc ǁ IDc ǁ Tickettgs ǁ E(Kc,[Kc,tgs ǁTimesǁNonce1 ǁRealmtgs ǁ IDtgs])          (2)
The authentication server verifies the information sent by the client and generates Tickettgs to 
allow access of client to TGS.
      Tickettgs=E(Ktgs,[Flags ǁ Kc,tgs ǁRealmc ǁ IDc ǁADc ǁ MACadd  ǁ L1 ǁ L2 ǁ Times]
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Figure 2. The Authentication Service Exchange Phase
The ticket-granting service exchange phase
This phase is mainly based on the generation and sharing of the service-granting ticket. In 
this phase, TGS is made aware of the exact position of the user by sending the longitude and 
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latitude of the user’s work stations. When the client requests for service-granting ticket, it 
includes ID of the server,  Tickettgs and Authenticatorc. The whole process is shown in Figure 3.
Message 3. Client → TGS:  
      Options ǁ IDv  ǁ Times ǁ Nonce2  ǁ Tickettgs  ǁ Authenticatorc          (3)
      Authenticatorc  =E(Kc,tgs,[IDc  ǁ Realmc  ǁ TS1])
The TGS verify the user authenticity by comparing the content of the Tickettgs and Authenticatorc, 
the comparison is made on the entities which include ID, network address, MAC address, and 
latitude & longitude of the user. Upon successful verification, TGS issues a ticket-granting 
service to the client.
Message 4. TGS → Client:
      Realmc ǁ IDc ǁTicketv  ǁE(Kc,tgs,[Kc,v ǁK1 ǁTimesǁNonce2 ǁRealmv ǁIDv])         (4)
The TGS generates the service-granting ticket in order to provide client gateway to the server. 
The ingredients of the Ticketv are:
      Ticketv=E(Kv,[FlagsǁKc,v ǁRealmc ǁIDc ǁADc ǁMacad ǁL1 ǁL2 ǁK1 ǁTimes]) 
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Figure 3. The Ticket-Granting Service Exchange Phase
The client/server authentication exchange phase
In this phase, mutual authentication between the user and the server (V) takes place. Successful 
authentication enables the client to use that particular service from the server which is specified 
in the ticket; the whole process is illustrated in Figure 4. The server provides authentication to 
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the client with the help of Ticketv granting to use the service from the server. To prevent the 
disclosure from intruders, the client and the server encrypts the data with the same secret key 
Kc,v. Through this secret key, the client is able to access the server for a certain amount of time 
as discussed during the handshake.
Message 5. Client → Server (V):
      Options ǁ Ticketv  ǁ Authenticatorc             (5)
      Authenticatorc  = E(Kc,v,[IDc  ǁ Realmc   ǁ TS2  ǁ Subkey ǁ Seq# ǁ HMAC]) 
The server cross-check the information sent by the client by comparing the content of Ticketv 
and Authenticatorc, and if the information is found to be true i.e. unaltered, then the server 
replies to the client as:
Message 6. Server → Client: 
      E(Kc,v,[TS2  ǁ Subkey ǁ Seq#])               (6)
Now the client can fetch a service from the server by using the secret key Kcv and also by the 
use of additional key known as Subkey, which is the user’s choice key.
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Figure 4. The Client/Server Authentication Exchange Phase
RESULTS AND DISCUSSION
Security Analysis
Masquerade attack resistance. Suppose an attacker has the legitimate user information and 
tries to masquerade the legal user to enter into the network. Even if the attacker intercepts IDc of 
the user, he/she cannot masquerade the valid user since the Authentication Server authenticates 
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the users based on the stored information such as IDc, ADc, MACadd, latitude and longitude of 
the users in the authentication server database which may not be known to the attacker. As the 
authentication request is processed, the authentication server will examine the given user’s 
identity information with the pre-stored information. If the credentials match, then requesting 
user will be provided with access else denied. Therefore, the study’s proposed scheme is free 
from masquerade attack.
Disclosure attack resistance. Suppose the attackers obtained the Tickettgs and  Ticketv, during 
the dialogue exchange between client, AS and TGS. 
      Realmc  ǁ IDc  ǁ Tickettgs  ǁ E(Kc,[Kc,tgs  ǁ Times ǁ Nonce1  ǁ Realmtgs  ǁ IDtgs]) ,
      Realmc  ǁ IDc  ǁ Ticketv  ǁ E(Kc,tgs,[Kc,v  ǁ K1  ǁ Times ǁ Nonce2  ǁ Realmv  ǁ IDv])
Since Tickettgs and Ticketv are encrypted by the secret key which is not known to the attacker, 
he cannot have access to the confidential information inside these tickets . Therefore, the 
proposed scheme is free from disclosure attack.
Resistance against password based attacks. Since the proposed protocol is a pre-
authentication mechanism, the messages sent from AS to the client are encrypted with the 
user’s password key K_c. The message is:
      Realmc  ǁ IDc  ǁ Tickettgs  ǁ E(Kc,[Kc,tgs  ǁ Times ǁ Nonce1  ǁ Realmtgs  ǁ IDtgs]).
Therefore, the attackers face difficulties in predicting the password key and hence, the content 
of the encrypted message is kept secured.
Replay attack resistance. When the unauthorised user captures the confidential information 
sent by the legitimate user and later retransmits the information to the destination again with 
a malicious thought, it is known as replay attacks.
Since we have used ‘Nonce’ in the proposed scheme to ensure the freshness of message and the 
parameter ‘Times’ to specify the lifetime of the message, so it is impossible for the attackers 
to perform replay attack.
      Options ǁ IDc  ǁ Realmc  ǁ IDtgs  ǁ Times ǁ Nonce1
Resistance against man-in-the-middle attack. This attack is a type  of cyber-attack where 
an intruder inserts himself into a conversation between two parties, impersonates both parties 
and gains access to information that the two parties were trying to send each other.
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In this  proposed scheme, Tickettgs is exchanged between the client and the TGS, and 
Ticketv is exchanged between the client and the server. The content of  Tickettgs and Ticketv is 
encrypted by the keys Ktgs and Kv whereas the content of Authenticatorc is encrypted by the 
session key Kc,tgs and Kc,v. 
      Tickettgs=E(Ktgs,[Flags ǁ Kctgs ǁ Realmc ǁ IDc  ǁ ADc ǁ MACadd ǁ L1  ǁ L2 ǁ Times ])
      Ticketv  =E(Kv,[Flags ǁ Kc,v  ǁ Realmc  ǁ IDc  ǁ ADc  ǁ Macad ǁ L1 ǁ L2  ǁ K1 ǁ Times])
      Authenticatorc  = E(Kc,v,[IDc  ǁ Realmc   ǁ TS2  ǁ Subkey ǁ Seq# ǁ HMAC]) 
      Authenticatorc  =E(Kc,tgs,[IDc  ǁ Realmc  ǁ TS1])
Man-in-the-middle attack is possible only if the attackers have the secret keys, Ktgs and Kv, 
and the session keys Kc,tgs and Kc,v. Therefore, the proposed schemes thwart the man-in-the-
middle attack.
Resistance against tampering attacks. Suppose the attacker captures the message (Options, 
Ticketv, Authenticatorc) in phase 3 of authentication and attempts to alter the message:
      Authenticatorc  = E(Kc,v,[IDc  ǁ Realmc  ǁ TS2  ǁ Subkey ǁ Seq# ǁ HMAC]) 
      Ticketv  =E(Kv,[Flags ǁ Kc,v ǁ Realmc ǁ IDc ǁ ADc ǁ MACadd ǁ L1 ǁ L2 ǁ K1 ǁ Times])
Even if the attacker alters the data, he may not be able to change the content of HMAC appended 
by the client in the Authenticatorc. The client has generated HMAC through secret key shared 
by TGS between server and client. Hence, to tamper the HMAC, the attacker needs to have a 
secret key which is not possible as it shared through an encrypted content. Hence, the proposed 
scheme is free from tampering attacks.
Prevention against external attacks. In the proposed system, the whole area has been divided 
into realms. However, the differentiation is carried out amongst users on the basis of longitude 
and latitude. It is now easy to identify the masquerader through this proposed technique. 
When the AS and TGS receive the message, they will look for the latitude and longitude of 
the device. They will incorporate this latitude and longitude in the ticket and which will be 
used for verification whenever the ticket is presented.
      Tickettgs=E(Ktgs,[Flags ǁ Kc,tgs ǁ Realmc ǁ IDc ǁ ADc ǁ MACadd ǁ L1  ǁ L2  ǁ Times ])
      Ticketv  =E(Kv,[Flags ǁ Kc,v ǁ Realmc ǁ IDc ǁ ADc ǁ MACadd ǁ L1 ǁ L2 ǁ K1 ǁ Times])
Hence, the proposed scheme can resist external attack.
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Prevention against internal attacks. To prevent misfeasance, HMAC is introduced. We know 
that for a certain realm, the latitude and longitude of the internal users will be same.
      Ticketv  =E(Kv,[Flags ǁ Kc,v ǁ Realmc ǁ IDc ǁ ADc ǁ Macad ǁ L1 ǁ L2 ǁ K1  ǁ Times])
The person who commits misfeasance from getting access to the server (satellite) as he is not 
aware of the secret key, HMAC is generated by the legitimate user and the server. Hence, the 
proposed protocol is free from internal attacks.
Key compromise impersonate attack. It is assumed that the session keys Kc,v and Kc,tgs are 
known to the attackers. Obviously, the attacker can impersonate the client in that scenario. 
However, to impersonate the TGS and the server in order to interact with the client, the attacker 
would need the secret keys Kv for the server and Ktgs for the TGS. Hence, the key compromise 
impersonates attack in the presented approach is not feasible.
Mutual trust. The message (options, Ticketv, Authenticatorc) is sent by the client to the server 
(satellite). The server will verify the authenticity of the client by comparing the ingredients 
of Authenticatorc and Ticketv. Similarly, server transmits the message E(Kc,v,[TS2  ǁ Subkey ǁ 
Seq ]) to the client in order to authenticate himself to the client. Thus, the proposed scheme 
provides the mutual authentication.
Brute-force attack resistance. In the proposed protocol, when the ticket is issued, it includes 
the timestamp. The ‘Times’ parameter in the ticket specifies the lifetime of the ticket (i.e. the 
time when the ticket is issued and the expiration of the ticket).
      Tickettgs=E(Ktgs,[FlagsǁKc,tgs ǁ Realmc ǁIDc ǁADc ǁMACadd ǁL1 ǁL2 ǁTimes])
      Ticketv  =E(Kv,[Flags ǁ Kc,v ǁ Realmc ǁ IDc ǁ ADc ǁ Macad ǁ L1   ǁ L2  ǁ K1  ǁ Times])
The most secure ECC based cryptography and ‘Times’ parameter prevents the attacker from 
launching a brutal attack. The attacker usually tries to apply  different combinations to predict 
the exact key. But this process needs time. Hence, in the proposed authentication protocol, two 
security features are presented. The encryption technique suggested is ECC based cryptography 
which is considered as the most reliable technique. Secondly, ‘Times’ parameter is added which 
limits the lifetime of ticket required to access the satellite. The time’s value is usually kept 
less than the average time to conduct the attack. Hence, the proposed scheme is free from the 
threat of brute force attack.
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Performance Analysis
The proposed protocol is analysed in terms of security:  
Table 2 
Strength Evaluation of Authentication Protocols against Attacks 
Functionality Comparison 
and Resistance against 
Attacks
Zhang, 
& Deng, 
(2009)
Zhao et al. 
(2009)
Chen, Ge, & 
Xie, (2015)
Zhu, & Xu,
(2012)
Proposed 
scheme
Replay attack Yes Yes Yes No Yes
Internal attacks Yes Yes Yes Yes Yes
Mutual trust Yes Yes Yes Yes Yes
Man-in-the-middle attack Yes Yes Yes Yes Yes
Brute-force attack No No No No Yes
External attacks No No No No Yes
Key compromise 
impersonation attack
No No Yes No Yes
Use of Tickets No No No No Yes
The comparison is made in Table 2, in terms of functionality and resistance against attacks. 
The proposed protocol attributes are compared with the four different protocols, namely 
Authentication and Key Agreement Protocol based on ECC (Zhang, & Deng, 2009) (referred as 
ECC-AKAP), Diffie-Hellman Key Agreement (DHKA) Scheme (Zhu, and Xu, 2012) (referred 
as DHKA scheme), Authentication Scheme (Chen et al., 2015) and Authentication and Key 
Agreement (Zhao et al., 2009) (referred as Secure MAC protocol).  
Table 2 shows that the proposed authentication protocol provides mutual authentication 
and ticket based services. Moreover, it is free from replay and brute force attacks, but DHKA 
scheme (Zhu, and Xu, 2012) is vulnerable to both attacks. In addition, the  protocol also defends 
against external attacks unlike other authentication schemes mentioned in Table 2. Thus, our 
proposed protocol has better performance than the existing schemes.
CONCLUSION
Satellite communication has become very important for military, telephony, broadcasting and 
other applications. Security is the main concern. In addition, the first priority protection from 
intruders in the satellite network is the user authentication. This study has presented a lightweight 
user authentication protocol based on ECC, in which an efficient mutual authentication, the 
ticket granting service agreement and integrity of the message is accomplished. On analysing 
the security and performance of the proposed protocol, the presented scheme is found to be 
free from replay attacks, impersonation attack, masquerade attack, internal and outside attacks 
and also found to be bandwidth efficient. 
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The proposed technique has also minimised computational vis a vis client and storage 
requirement greatly. Moreover, our scheme uses the ticket to provide access to service from 
the server. Without the ticket, an unauthorised user cannot access the server. Latitude and 
longitude of user location are used to prevent external attacks while MAC address and HMAC 
help prevent internal attack and forgery. In addition, the HMAC also provides message and 
source authenticity. Therefore, the proposed protocol is efficient, reliable, and lightweight and 
can be considered for authenticity check in satellite communication.
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ABSTRACT
Confront exercise deals with the influence of parameters, such as  polarity, electrode type, concentration 
of abrasive powder, peak current, voltage and duty cycle by using Taguchi’s L36 mixed orthogonal array 
on M2 tool steel with 99% copper and powder metallurgy copper-titanium (Cu-Ti) by electric discharge 
machining (EDM) process with and without abrasive powder mixed dielectric for material removal rate 
(MRR), tool wear rate (TWR) and surface roughness (SR). The parameters affecting the MRR, TWR 
and SR should be recognised and optimised for desired results  using Main effects plot for Means and 
analysis of variance (ANOVA). Grey relation analysis optimises the results by following normalised, dev. 
Seq. Δ and Grey relational coefficient φ values to convert into single Grade. The confirmation experiment 
test can be done to formalise the present work with optimal set of parameters and Rank. Grey relation 
analysis found that the copper-titanium tool electrode gives better results with powder mixed dielectric 
and to meliorate machining performance and shows improvement in overall outcomes up to 17-27%. 
Scanning electron microscopy (SEM) and energy-dispersive X-ray spectroscopy (EDS) analysis are 
employed for the work surface quality assurance in this research.   
Keywords: Abrasives, ANOVA, EDM, EDS, Grey relational analysis, Powder metallurgy, SEM
INTRODUCTION
The non-orthodox shaping proficiencies 
are utilised mostly in fabricating three-
dimensional complex and intricate machine 
components. Among the other non-orthodox 
methods of forming processes, Electric 
Discharge Machining (EDM) has drawn a 
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great deal of investigators’ and mortals’ care because of its liberal progressive applications due 
to simple machining in standard and abrasive mixed dielectric liquid to improves the MRR and 
TWR (Dewangan, Gangopadhyay, & Biswas, 2015). Latterly, tool fabrication in many studies of 
EDM technology through Powder Metallurgy process is an option of tooling electrodes where 
the suitable dimensions of unlike materials can be made from  individual dies, for reduction 
of electrode monetary value (Manikandan, Kumanan, & Sathiyanarayanan, 2017; Nain, Garg, 
& Kumar, 2017). The material removal from both the electrodes in EDM process is through 
dissolving and vaporisation when thermal energy is produced by sparks (Nayak & Mahapatra, 
2016) with minimal interval of time to reach the best surface finish in modern manufacturing 
markets (Satpathy, Moharana, Dewangan, & Sahoo, 2015). The electric discharge machining 
of NiTi alloy has unique properties and application to achieve larger value of MRR, smaller 
for TWR and SR with variation of input parameters (Priyadarshini & Pal, 2015). The structural 
features of M2 tool steel coatings are obtained through thermal cycling in the form of carbide 
treated stratum on surface. The TWR in dry electrical discharge machining by plasma optical 
emission spectroscopy was developed for dissimilar electrode polarities (Sharma, Khanna, & 
Gupta, 2015). A research on M2 steel structure with EDM using W tool electrode for obtaining 
maximum MRR and minimum Electrode Wear Rate (EWR) values and the surface irregularities, 
homogenous dispersion of particles may be concluded by Atomic Force Microscopy (AFM), 
Scanning Electron Microscopy (SEM) and X-Ray Diffraction (XRD). The reduction of TWR 
with new technique named SEDCM using copper tool electrode with side-insulation and low- 
conductivity electrolyte (Reddy, Deepthi, & Jayakrishna, 2015). The effects of various input 
parametric quantity and effect of their best combination and more significant factor on MRR 
are determined using Taguchi’s technique and Analysis of Variance (ANOVA) table on EN45 
steel tool in EDM. The optimised value of MRR for high tensile strength grade material was 
compared by assuring the fluctuation in the erroneousness (Tripathy & Tripathy, 2016). The 
use of fuzzy-based algorithmic program in precision manufacturing for anticipation of output 
parameters in EDM and Ultrasonic EDM with overall low expenditure and greater accuracies 
was done (Unune & Mali, 2017). Literature review shows there are not many studies on EDM 
of M2 tool steel material to find out the MRR, TWR and SR with conventional and powder 
metallurgy tool electrode in standard and powdered mixed dielectric. Thus, in this study, the 
main objective was to optimise the best parameters for the multiple responses with the use of 
Minitab 17 statistical software based ANOVA combined with Grey relation analysis.
METHODOLOGY AND MATERIALS
In this study, M2 tool steel was selected as work material having chemical composition based 
% of weight  as shown in Table 1 and to obtain    best     results, tool     electrodes     used   are 
conventional copper and powder metallurgy copper–titanium with different concentration by 
weight on SMART ZNC (S50) EDM machine, with and without aluminium (0 gm/l, 3 gm/l and 
6 gm/l) powder mixed in the dielectric at constant flushing pressure during machining. The input 
parameters for the present work having two levels for polarity and other parameters are shown 
in Table 2 (Kumar, Payal, & Beri, 2017). The range of each process parameter was selected 
based on capacities and previous studies on EDM machine and through pilot experiments.
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The design of experiments selected for the study was Taguchi’s L36 mixed orthogonal 
array shown in Table 3.
The outcome variables are MRR and TWR with difference in weights (work piece and 
Tool electrode) before and after machining operation based on time taken for each experiment 
and restated for obtaining actual value of weight. The electronic weighing scale Brand Citizen 
CY-220 Precision Balance of Resolution 0.001 gram and Linearity (+/-) 0.003 gram was used 
for the study as shown in Figure 1. After the experiment ended, the surface roughness was 
carried out by Digital Roughness tester, Surftest SJ-401- MITUTOYO to determine the surface 
roughness of M2 tool steel sample.
Table 1 
Chemical Composition of M2 Tool Steel   
Elements C Cr W Mo Va Ma Si S P Fe
Wt% 0.87 4.2 5.50 4.9 1.95 .23 0.32 0.31 0.30 Balance
Note. Adapted from AZO Materials. Copyright 2012 by AZO Materials. In the public domain
Table 2 
Levels of Machining Parameters with Factors Designation  
Factors Process Parameters Levels with values
1st Level 2nd Level 3rd Level
A Polarity Straight Reverse
B Electrode Type Cu Cu-Ti1 PM Electrode Cu-Ti1 PM Electrode
C Concentration of Al abrasive (g/l) 0 3
D Peak Current (A) 4 7 10
E Gap Voltage (V) 40 50 60
F Duty cycle 0.7 0.8 0.9
Note. Adapted from "EDMed M2 steel Surface Quality Evaluation with Cu-Ti PM Processed Electrode," 
D. Kumar, H. S. Payal, & N. Beri.  (2017). International Journal of Materials Science, 12(2), p. 398. 
Copyright 2017 by Research India Publications. Adapted with permission
Table 3 
Design of Experiment with Factors and Outcomes   
Ex
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m
1 -ve Cu 0 4 40 0.7 0.000132 0.000022 0.15
2 -ve CuTi1 3 7 50 0.8 0.000943 0.000013 1.71
3 -ve CuTi2 6 10 60 0.9 0.001333 0.000615 0.55
4 -ve Cu 0 4 40 0.8 0.00002 0.000009 0.51
5 -ve CuTi1 3 7 50 0.9 0.001077 0.000215 0.6
6 -ve CuTi2 6 10 60 0.7 0.000971 0.000157 2.16
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7 -ve Cu 0 7 60 0.7 0.000176 0.000033 0.16
8 -ve CuTi1 3 10 40 0.8 0.001 0.000383 2.96
9 -ve CuTi2 6 4 50 0.9 0.000767 0.000533 0.78
10 -ve Cu 0 10 50 0.7 0.000582 0.000036 0.11
11 -ve CuTi1 3 4 60 0.8 0.0007 0.000146 0.79
12 -ve CuTi2 6 7 40 0.9 0.000717 0.000633 2.66
13 -ve Cu 3 10 40 0.9 0.000899 0.00003 0.92
14 -ve CuTi1 6 4 50 0.7 0.00036 0.00006 1.75
15 -ve CuTi2 0 7 60 0.8 0.000549 0.00022 2.21
16 -ve Cu 3 10 50 0.7 0.00006 0.000007 0.35
17 -ve CuTi1 6 4 60 0.8 0.000516 0.000156 0.06
18 -ve CuTi2 0 7 40 0.9 0.000695 0.000419 2.13
19 +ve Cu 3 4 60 0.9 0.001227 0.000068 0.11
20 +ve CuTi1 6 7 40 0.7 0.004117 0.000017 0.59
21 +ve CuTi2 0 10 50 0.8 0.006 0.000065 1.24
22 +ve Cu 3 7 60 0.9 0.007083 0.001 1.36
23 +ve CuTi1 6 10 40 0.7 0.003773 0.000205 1.91
24 +ve CuTi2 0 4 50 0.8 0.000455 0.001 0.27
25 +ve Cu 6 7 40 0.8 0.010556 0.001667 1.19
26 +ve CuTi1 0 10 50 0.9 0.003795 0.000564 1.59
27 +ve CuTi2 3 4 60 0.7 0.002244 0.000044 0.09
28 +ve Cu 6 7 50 0.8 0.007647 0 0.11
29 +ve CuTi1 0 10 60 0.9 0.003667 0.000697 1.7
30 +ve CuTi2 3 4 40 0.7 0.003 0.000478 0.66
31 +ve Cu 6 10 60 0.8 0.016167 0.001 0.94
32 +ve CuTi1 0 4 40 0.9 0.00091 0.000449 2.56
33 +ve CuTi2 3 7 50 0.7 0.001105 0.000447 0.51
34 +ve Cu 6 4 50 0.9 0.004545 0.000091 0.15
35 +ve CuTi1 0 7 60 0.7 0.001167 0.000071 0.08
36 +ve CuTi2 3 10 40 0.8 0.004833 0.00131 0.75
Table 3 (continue)
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Figure 1. CY-220 Precision Balance.  From "Precision Balances CY 
Series," by Citizen Scales, n.d.,  
(http://www.citizenscales.com/pdf/Precision%20Balance%20(CY%20Cerie
s).pdf). In the public domain. 
 
The average value of surface roughness (Ra value) is found by measuring 
the different sets of readings thrice on different position of the surface. 
 
Grey Relational Analysis 
In this analysis,  response data after experimentation can be normalised in 
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The average value of surface roughness (Ra value) is found by measuring the different 
sets of readings thrice on different position of the surface.
Grey Relational Analysis
In this analysis, response data after experimentation can be normalised in the range between 
zero and one and the process is known as normalisation. The normalised data is correlated 
between  ideal and actual experimental data for computing the grey relation coefficients and 
obtaining grey relation grade . This data is further used for all quality features of the multi-
response process. Its main idea to examine the geometric unsure and insufficient data between 
mention data sequence and several comparative data sequences.
RESULTS AND DISCUSSION
Table 3 shows experimental outcomes MRR, TWR and SR, the effects of input parameters 
after machining on M2 tool steel with tool electrodes (Cu, CuTi1, CuTi2) in standard as well 
as aluminium powder mixed dielectric have been shown by main effect plot for Means as 
per Figure 2, 3 and 4. For MRR, the objective is “larger the better” and for TWR and SR its 
“smaller the better”.
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Figure 2. Main Effects Plot for Means-MRR 
 
Figure 3. Main Effects Plot for Means-TWR 
Figure 2. Main Effects Plot for Means-MRR
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As per Figure 2, better MRR result found at straight polarity with maximum value of 
current, voltage and concentration of abrasive material in dielectric at average value of duty 
cycle when conventional copper tool electrode was used. From Figure 3, it is clear that  TWR 
produces the  most effective result when EDM is in straight polarity, powder metallurgy tool 
electrode in maximum abrasive powder mixed in dielectric with average value of duty cycle 
during continuous increase of current and decrease of voltage values (Long, Phan, Cuong, & 
Jatti, 2016). Figure 4 shows copper-titanium powder metallurgy tool electrode with reverse 
polarity in maximum concentration of abrasive powder during machining with continuous 
increase of current and duty cycle at minimum voltage value. All the analyses were carried 
out using MINITAB 17 statistical software.
The Grey relation analysis colligated with ANOVA is suited for a new technique for 
optimisation in EDM process. The Genichi Taguchi statistical tool was commonly used to 
optimise the single response but with the help of Grey technique more than one response 
optimisation can be done effectively. With this technique the responses MRR, TWR and SR 
(Ra) are converted into a single value, known as Grade. For computing the Grade value in Table 
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4, the following procedure is adopted: The two equations  used for calculating the normalised 
(Ni) data for the present study are: Higher the better for MRR as per equation (1) and Lower 
the better for TWR and SR as per equation (2).
      Ni(s)=(Zi(s)-min.Zi(s))/(max.Zi(s)-min.Zi(s) )             [1]
      Ni(s)=(max.Zi(s)-Zi(s))/(max.Zi(s)-min.Zi(s))            [2]
Where ‘i’ means number of experiments, it varies from 1 to 36, Max Zi(s) and Min Zi(s) are 
Sth response maximum and minimum values. 
Determination of deviation sequences 
      Δ = (1- Normalised value of the MRR, TWR and SR)          [3]
and Grey relational coefficient (φ) may be calculated as
      φ=(∆min.+δ∆max.)/(∆ai(s)+δ∆max.)              [4]
Where, Δmin is the minimum value of absolute difference, and δ is the distinguishing coefficient 
lies between zero to one but in this work, it is 0.5 and Δai is the absolute difference between 
Δo (S) to Δi (S).
After averaging the Grey relational coefficient value followed by equation (5), the value 
of the grade is obtained shown in Table 4 with their ranks.
Table 4 
Grey Relation Grade with Rank  
Exp. No. Grade Rank Exp. No. Grade Rank Exp. No. Grade Rank
1 0.750241 5 13 0.646283 14 25 0.495108 28
2 0.599641 19 14 0.57757 21 26 0.492626 30
3 0.558428 23 15 0.511575 27 27 0.765541 1
4 0.69527 12 16 0.71963 10 28 0.635936 16
5 0.624044 17 17 0.727549 9 29 0.468757 33
6 0.5323 26 18 0.47343 32 30 0.574316 22
7 0.744298 7 19 0.747351 6 31 0.692304 13
8 0.455295 34 20 0.704511 11 32 0.454347 35
9 0.540699 25 21 0.640534 15 33 0.58768 20
10 0.755505 2 22 0.48414 31 34 0.751014 4
11 0.619681 18 23 0.545483 24 35 0.752601 3
12 0.423198 36 24 0.737641 8 36 0.49414 29
Average Means of GRG=0.6105
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Grade=  φi(s) from 1 to 36
Table 4 shows that experiment no. 27 has greatest grade with rank 1 and experiment no. 12 
has smallest grade value with rank 36. This proves that experiment no. 27 is more eminent 
0.002244; EWR is 0.000044 and SR is 0.09 with average Means of GRG=0.6105 and on the 
basis of the Table 5, the best optimal levels with their rank shows that PM tool electrode is 
best parameter and polarity having no impact for better response.
Table 5 
Optimal Levels for Grade  
Factors Parameters Level-1 Level-2 Level-3 Max-Min Rank
A Polarity 0.6124 0.6086 --------- 0.0038 6
B Electrode Type 0.5852 0.6916 0.5548 0.1368 1
C Powder Conc. 0.6079 0.6098 0.6138 0.0059 5
D Current 0.6015 0.6466 0.5834 0.0632 4
E Voltage 0.5593 0.6337 0.6385 0.0792 3
F Duty Cycle 0.5554 0.6087 0.6675 0.1121 2
Table 6 
ANOVA for Grade  
Source DF Seq SS Adj SS Adj MS F P
Polarity 1 0.004587 0.004587 0.004587 19.44 0.000
Electrode type 2 0.002383 0.002383 0.001191 5.05 0.015
Conc. of Abrasive Powder 2 0.002549 0.002549 0.001275 5.40 0.012
Current 2 0.002450 0.002450 0.001225 5.19 0.013
Voltage 2 0.000710 0.000710 0.000355 1.51 0.242
Duty Cycle 2 0.004023 0.004023 0.002011 8.52 0.002
Residual Error 24 0.005663 0.005663 0.000236
Total 35 0.022365
R.A. Fisher developed statistical software ANOVA which is most useful to examine and 
generalise the relationship amongst the input and response parameters having three or more 
means. In these analyses, the smaller P-value shows that the coefficient is significant. This 
will point to the variation against important input parameters. The polarity having the most 
significant parameter and voltage is less impact that affects the multiple process response 
during experimentation. ANOVA for grade as per Table 6 is used to find the best parameters 
for multi-optimisation.
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From Figure 5, it is found that the reverse polarity with powder metallurgy tool electrode 
have composition of Cu-90% and Ti-10% by weight in maximum concentration of aluminium 
abrasive powder i.e. 6gm/l in dielectric fluid with current (7 amp.), voltage (60 V) and duty 
cycle having 0.9 values.
Confirmation Experiment
Three confirmation experiments in Table 7 can be done to confirm the best optimal parameters 
by averaging   their   results   and   the predicted values obtained by applying equation (6) 
within the confidence interval 95% of responses.
      β = βm + ∑0     (βi − βm)              [6]
Where β is the optimal level, βm is means of Grade and βi is corresponding value of Grade.
The overall improvement lies between 17- 27% and it shows it’s substantial through 
Taguchi-Grey technique for multi-optimisation features in EDM with aluminium powder mixed 
dielectric and powder metallurgy tool electrodes.
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SEM (Figure 6) and EDS (Figure 7) analysis can be done after confirmation experiment 
and the sample piece of work surface first cut into two sections for exhibiting the surface layer 
to inquire the structure and composition. The surface effects are much better than machined 
with initial parametric considerations because some residuals of aluminium and titanium could 
be found as shown in EDS Figure 7.
Table 7 
Confirmation Test Outcomes  
Outcome Parameters Optimal Parameters
Predicted Experimentation 
Rank -1
Experimentation 
Rank -36
Levels A1B1C1D1E1F1 Calculated by
applying Equation 
(6)
MRR (mm3/min) 0.000132 A2B3C2D1E3F1 A1B3C3D2E1F3
TWR (mm3/min) 0.000022 0.002244 0.000717
SR (µm) 0.15 0.09 2.66
Grey Relation Grade 0.750241 0.611167 0.765541 0.423198
Improvement with Rank-1 and Initial levels value through GRG=0.0153
Improvement with Rank-36 and Initial levels value through GRG=0.3423
CONCLUSION
The Taguchi’s L36 mixed orthogonal array was used during Electric Discharge Machining of 
M2 tool steel executed with conventional Cu and powder metallurgy CuTi1, CuTi2 with and 
without aluminium abrasive powder mixed in dielectric.  Copper electrode has better material 
removal rate with straight polarity in max. Concentration of abrasive powder with maximum 
current and voltage value by main effects plot for means whilst powder metallurgy tool electrode 
has minimum TWR and SR in straight as well as in reverse polarity. The ANOVA analysis 
exposed  that  the  coefficients  successfully utilised for the forecasting of MRR and TWR and 
SR. Grey relation analysis used for multi-optimisation features with optimal parameters found 
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the reverse polarity with powder metallurgy tool electrode Cu- 90% and Ti-10% by weight 
in maximum concentration of aluminium abrasive powder i.e. 6gm/l in dielectric fluid with 
average current (7 amp.), maximum value of voltage (60 V) and duty cycle 0.9 having factors 
(A1B2C3D2E3F3) gives highest Grade, Rank 1. The overall improvement was 17%- 27% 
through GRG highest and lowest values in Rank-1 and Rank-36 with Initial level value. The 
residuals of aluminium and titanium could be found on the surface of material as proven by 
the SEM and EDS which stimulate the improvement in overall surface quality.
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ABSTRACT
Heterogeneous networks continue to be operate thanks to the various services  they offer, especially in 
terms of mobility, wide coverage and rapid deployment. However, quality of service (QoS) is a major 
challenge for these networks, which often consist of different technologies (WiMAX, WIFI, UMTS, LTE, 
etc.). This study measures and evaluates the behaviour of Web-based applications in a vertical handover 
context between 802.16e and 802.11e technologies, taking into account all possible QoS mechanisms. 
The evaluation scenarios were performed using OPNET Modeler. The applications used are: Dynamic 
web (HTTP + database) and mail flow. The evaluation criteria used are: TCP delay, HTTP load page 
delay, DB query delay, mail download and upload delay.
Keywords: 802.16e, 802.11e, HTTP, OPNET Modeler, QoS, Vertical Handover; Web-Based
INTRODUCTION
Digital communication technologies play a major role in connecting users in remote 
geographical areas. This is often carried out trough heterogeneous wireless networks. 
Today, information exchanges concern not only email exchanges but also Web-based 
services, including dynamic web and Web-
oriented messaging services (Gmail, Yahoo, 
Hotmail, etc.). Figure 1 presents the statistics 
published by EuroStat (http://ec.europa.eu/
eurostat/statistics-explained/) and it is clear 
that companies, through various scales, 
currently have a tendency to network mobility 
and are increasingly deploying Web-based 
applications thanks to their reduced costs, 
simplicity, ease of use and its multi-platform 
aspect.
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Handover
Handover or Handoff in wireless networks is the ability to switch from one access technology 
to another without losing the connection and having to reconnect (Khiat, Bakkoury, El Khaili, 
& Bahnasse, 2016).
The Handover types are shown in Figure 2 and listed below:
• Horizontal handover: between two cells managed by the same technology (for example 
between two WIFI cells).
• Vertical handover: between two cells managed by different technologies (for example 
between WiMAX and Wi-Fi).
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IEEE 802.11
WIFI is an international standard describing the wireless LAN characteristics (WLAN). In 
general, it’s the name of the IEEE 80211 standard (Crow, Widjaja, Kim, & Sakai, 1997).
The 802.11b protocol allows a throughput of 11 Mbits to 22 Mbits per second, while the 
802.11g protocol allows reaching a theoretical throughput of 54 Mbps.
IEEE 802.11e (Mangold et al., 2002) is an enhanced version of the IEEE802.11 introducing 
QoS at the MAC layer for the transport of voice, audio and video traffic through the WLAN.
IEEE 802.16
WiMAX means Worldwide Interoperability for Microwave Access. It’s a set of technical 
standards based on the 802.16 (Eklund, Marks, Stanwood, & Wang, 2002) radio transmission 
standard allowing the transmission of broadband IP data over the air. The maximum theoretical 
throughput supported by the WiMAXis 70 Mbit / s over a theoretical distance of several tens 
of kilometres.
In other words, the WiMAX is an alternative solution for the broadband networks 
deployment in the territories, whether or not covered by other technologies such as ADSL or 
cable. The WiMAX makes it possible to use both sedentary and nomadic broadband network.
IEEE 802.16e (Choi, Hwang, Kwon, Lim, & Cho, 2005; So-In, Jain, & Tamimi, 2009) 
this standard was validated in September 2004 and uses the frequency band from 2 to 6 GHz. 
In practice WiMAX allows a broadband connection while moving at less than 122 km/h. The 
WIMAX mobile would be a real alternative for transport networks.
Quality of Service 
Quality of Service (QoS) is the ability to convey a particular traffic type, in good conditions, 
in terms of throughput, transmission delays, availability and packet loss rate.
In the heterogeneous networks context (WiFI and WiMAX) the QoS mechanisms 
implementation is essential, especially since these networks are open access, so a network 
access management is paramount.
To ensure adequate quality of service in wireless networks, the IEEE 802.11 standard 
defines two channel access methods:
• Distributed Coordination Function (DCF) (Wu, Cheng, Peng, Long, & Ma, 2002; 
Bianchi, 2000)
• Point Coordination Function (PCF) (Liu, Zhao, & Zhou, 2011; Oh & Kim, 2005)
The 802.11e standard aims to provide QoS capabilities at the data link layer (HCF Hybrid 
Coordination Function). Its purpose is to define the different packet needs in terms of bandwidth 
and transmission delay in order to allow better transmission of voice and video.
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In this standard, two new QoS mechanisms are defined: 
• EDCA (Enhanced Distribution Channel Access) (Ge, Hou, & Choi, 2007; Tao & 
Panwar, 2006)
• HCCA (HCF controlled channel access) (Cicconetti, Lenzini, Mingozzi, & Stea, 2005)
The IEEE802.16e WiMAX standard offers four categories for traffic prioritisation:
1. Unsolicited Grant Service (UGS) (So-In, Jain, & Al-Tamimi, 2010)
2. Real time Polling Service (rtPS), (Zhang, Li, Feng, & Wu, 2006)
3. Non-real-time Polling Service (nrtPS) (Ghazal, Mokdad, & Ben-Othman, 2008)
4. Extended real time Polling Service (ertPS) (Abid et al., 2012)
5. Best Effort (BE).
Each of these service classes is intended for specific applications.
• Unsolicited Grant Service (UGS): This service is designed to support services 
depending on jitter delay or latency such as VoIP (Voice Over IP). It offers a strict 
guarantee of throughput and latency;
• Real time Polling Service (rtPS): Service supporting variable size data packets. 
These are usually multimedia streams like MPEG video. It provides guarantees for 
throughput, but gives a high latency tolerance;
• Non-real-time Polling Service (nrtPS): This service guarantees only the throughput, 
it’s intended for applications that do not depend on the latency time (such as Email);
• Extended real time Polling Service (ertPS): is intended to support real-time data 
streams characterised by a variable packets size received periodically;
• Best Effort Service (BES): This service gives no guarantee, but offers all possibilities 
for any application. It’s mainly intended for applications like web access.
Table 1 
Mapping Service Classes and Applications  
Application Service Class
TI/EI (Over IP) UGS
VoIP without silence removal UGS
VoIP with silence removal ertPS
MPEG rtPS
FTP nrtPS
TFTP nrtPS
HTTP nrtPS
EMAIL BE
Note. Adapted from "QoS class mapping over heterogeneous networks using Application Service 
Map," by M. S. Ryu, H. S. Park, & S. C. Shin, 2006, Proceedings of International Conference 
on Networking Systems, and International Conference on Mobile Communications and Learning 
Technologies, p. 13. Copyright 2006 by Institute of Electrical and Electronics Engineers
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Table 2 presents a comparison between IEEE 802.16e and IEEE 802.11e. 
Table 2 
IEEE 802.11e vs IEEE 802.16e   
IEEE 802.11e IEEE 802.16e
Deployment Short cover (local) Large cover
Frequency bands 2.4, 2.5 and 5 GHz Between 2 and 6 GHz 
Throughput (theoretical) Up to 54 Mb/s Up to 30 Mb/s
Supported mobility type Low mobility Low, simple and full mobility
Modulation OFDM Scalable OFDMA
QoS Service Classes Voice UGS 
Video rt-PS 
Controlled load nrt-PS 
Excellent effort BE
Best effort 
Background
Note. Adapted from Mobius Consulting, Copyright 2007 by Motorola
The rest of the paper is organised as follows:  the second section discusses Web-based 
applications. In the third section, related works to the problem of Web-based applications 
performance in heterogeneous networks WiFI and WiMAX are presented. An evaluation 
environment is presented as well discussions on the results obtained in section five while0 the 
sixth section concludes the paper.
Web-Based Applications
A web application can be manipulated through a web browser. Web messaging, content 
management systems and wikis are web applications. In the same way as websites, a web 
application is usually placed on a server and is manipulated by operating widgets using a web 
browser, via a computer network (Internet, intranet, LAN etc.). Web-based applications belong 
to the seven layers of the OSI model. However, these applications are transported through the 
TCP protocol of the OSI model transport layer.
The TCP protocol, considered as reliable, opens a session before data exchange. The 
session opening, called three-way handshake, allows to reserve the resources between a client 
entity and the other server.
The TCP protocol, through sequencing mechanisms, can detect retransmission errors and 
send only lost segments in the network.
This protocol can be evaluated according to the session opening delay and the 
retransmission number.
Among the main categories of applications deployed in the Web is the dynamic Web (HTTP 
protocols, Database) and e-mail (SMTP). These two application categories will be discussed.
A dynamic web page is generated on demand, as opposed to a static web page. A dynamic 
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web page content can vary based on information (time, user name, form filled out by the user, 
etc.). Conversely, the static web page content is in principle identical at each visit.
When a dynamic web page is viewed, an HTTP server sends the request to the software 
corresponding to this request, and the latter generates and sends the page content.
Figure 3 illustrates an example of dynamic web operation with the flow of requests and 
responses between systems.
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Step 1: The client first opens a TCP session (on three phases) with the Web server.
Step 2: The client prepares the HTTP request to send to the server, this query often contains 
a parameter, and thanks to it, the page will be built.
Step 3: The Web server logs on to the database server, and returns a request formed by the 
parameter requested by the user of phase two.
Step 4: The database server xecut s the query.
Step 5: The database server sends the request result from phase three.
Step 6: The web server generates a new page containing the DB request result.
Step 7: The server delivers the generated page to the client.
Regarding e-mail, SMTP (Simple Mail Transfer Protocol) is the standard protocol for 
transferring mail from one server to another in point-to-point connection.
It is a protocol operating in connected mode, encapsulated in a TCP/IP frame. The mail is 
delivered directly to the recipient’s mail server. The SMTP works through textual commands 
sent to the SMTP server (by default on port 25).
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Related Works
Grewal and Sharma (2010) studied the enhancement induced by quality of service mechanisms 
in an 802.16 network, and the authors deployed a variety of applications but did not adopt the 
nrtps model for Email and FTP applications, which is far from acceptable.
(Qasim (2013, pp. 91-93) compared between different IEEE 802.11 standards, such as b 
and g, using HTTP traffic. This study was carried out taking into account  scalability, but the 
author did not introduce the DCF and PCF methods, which are currently indispensable for 
obtaining quality communication.
Musaddiq, Hashmi and Jawed(2013) examined and compared Wireless and Wired 
technologies without taking into account the quality of service or the applications diversity.
No  study has focused on the effectiveness of web-based applications with particular 
attention to quality of service in a heterogeneous network (“Motorola and Intel”, 2007) in a 
vertical handover context.
Based on literature review, this study contributes to the body of knowledge by: 
• Showing the QoS interest in a vertical Handover;
• Evaluating the different QoS mechanisms in 802.11e and 802.16e networks; 
• Taking into account the node mobility;
• Diversifying applications (HTTP, SMTP and database);
• Showing where the QoS is the most influencing.
METHODOLOGY
The study used the OPNET Modeler tool discussed by Lu & Yang (2012, p. 4), and several 
simulators, such as NS2 discussed by Issariyakul & Hossain (2012, pp. 21-39), NS3 by Riley & 
Henderson (2010) and OMNET by Varga (2010). The OPNET Modeler is currently considered 
as one of the best simulators in the wireless networks field (Lucio, Paredes-Farrera, Jammeh, 
Fleury, & Reed, 2003).
A. The evaluation scenarios
The scenario chosen in the evaluations is shown in Figure 4.
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Based on this model, we have created various scenarios:
• Scenario 1: No QoS on both WiMAX and Wi-Fi.
• Scenario 2: PCF on WiFI, no QoS on WiMAX.
• Scenario 3: HCF EDCA on WiFI, no QoS on WiMAX.
• Scenario 4: No QoS on WiFI, QoS on WiMAX.
• Scenario 5: HCF EDCA on WiFIand QoS on WiMAX.
B. The simulation parameters
The following are the settings used for the WiMAX antenna (Table 3):
Table 3 
Base station parameters   
Parameter Value
Antenna Gain 15 dBi
Number of transmitters SISO
Maximal transmission power 500 mW
PHY profile OFDM
Maximal power density -60 dBm
Minimal power density -110 dBm
The resource retention time 200 msec
The simulation parameters used in Wi-Fi scenarios are listed in Table 4 below:
Table 4 
Access point parameters   
Parameter Value
PHY mode Extended Rate PHY
Throughput 11 Mbps
Transmission power 0.005 W
Beacon interval 0.02 Secs
Buffer size 256 Kilobits
C. Application parameters
Application parameters and evaluation criteria are listed in Tables 5, 6, 7 and 8.
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Table 5 
HTTP parameters   
Parameter Value
Traffic HTTP
Object size 10000 bytes
HTTP Specification 1.1
Type of Service Background
Table 6 
DB parameters   
Traffic Database
Object size 32768 bytes
Transaction MIX (Queries/Total 
Transactions)
100%
Type of Service Background
Table 7 
Email parameters   
Parameter Value
Traffic Email
Object size 2000 bytes
Send Group Mail 3
Type of Service Best Effort
Table 8 
Evaluation criteria   
Criteria Signification
TCP Delay (Sec) Delay (in seconds) of packets received by the TCP layers in the 
complete network, for all connections. It’s measured from the time an 
application data packet is sent from the source TCP layer to the time 
it’s completely received by the TCP layer in the destination node.
TCP Retransmission Total number of TCP retransmissions in the network. Written 
when data is retransmitted from the TCP unacknowledged buffer.
Database Response Time (Sec) Time elapsed between sending a request and receiving the 
response packet. Measured from the time when the Database 
Query Application  sends a request to the server to the time it 
receives a response packet. Every response packet sent from 
a server to an Database Query application is included in this 
statistic.
HTTP Response Time (Sec) Specifies time required to retrieve the entire page with all the 
contained inline (correct?) objects.
SMTP Download Time  (Sec) Time elapsed between sending request for emails and receiving 
emails from email server in the network. This  includes signalling 
delay for the connection setup.
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RESULTS AND DISCUSSIONS
The results are summarised in Figure 5.
Figure 5. Results achieved (a) TCP Delay (b) TCP Retransmission (c) Database Query Time (d) HTTP Response 
Time (e) SMTP Download Time
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The results from figure (a) and (b) illustrate the opening delay of a TCP session and the 
retransmissions number. Based on these results, the DCF mode delay is the highest compared 
with other scenarios, but the retransmissions number is the least. This is due to the fact that in 
DCF, no classification is guaranteed, so all packets will be treated with the same preference 
level (Wu et al., 2002). 
On the other hand, in the HCF mode, a pre-classification is carried out causing a delay in 
the BE flow to favour the Background traffic. The waiting time of the BE flow results in its 
retransmission, and this is clearly noticed by the number of considerable retransmissions in 
the PCF and HCF scenarios. We remind that the QoS interest is that it reduces processing and 
transmission delay while seeking the highest reliability (Grewal & Sharma, 2010).
In the WiMAX network, the delay and the retransmissions number are too small given the 
WiMAX nature (broadband). Concerning the dynamic web flow (c) and (d) we conclude that 
the HCF mode offers the best results compared with the PCF and DCF modes. This is justified 
by the fact that PCF uses pooling but does not perform service differentiation in contrast to 
HCF mode.
From (e) it can be seen that the loading time of a mail remains fixed in all the scenarios PCF, 
HCF and WiMAX. This can be justified by the fact that the amount of SMTP traffic exchanged 
is too small compared with the dynamic web flow thanks to the classification process (Figure 6).
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CONCLUSION
This paper had studied and evaluated the Web-based applications performance (HTTP, DB, 
SMTP) in a vertical handover between the two heterogeneous networks (802.16e and 802.11e). 
It had shown that quality of service is essential when switching from one access technology to 
another. In addition, the different QoS mechanisms applicable to Web-based applications were 
studied and the results showed the HCF method efficiency compared with the PCF and DCF in 
an 802.11e network. However, we found a good network performance when deploying QoS in 
Khiat, A., Bahnasse, A., El Khaili, M. and Bakkoury, J.
1354 Pertanika J. Sci. & Technol. 25 (4): 1343 - 1356 (2017)
802.16e network. Finally, different HCF, PCF and QoS scenarios in WiMAX and Web-based 
applications offered the same response delays.
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ABSTRACT
The satellite orbit determination approach involves a set of techniques which measure the satellite motion 
in terms of its velocity and position. In this paper, we have elaborated the method of determining an 
accurate ephemeris for an orbiting satellite which involves estimating the position and velocity of the 
satellite from a sequence of observations. To observe perturbations in the orbit due to different types 
of gravitational and non-gravitational effect, we have applied the prediction algorithm and analysed 
the changes in the Kepler’s elements. Dynamic and static errors are the limiting factors for estimation 
techniques, such as the geo-potential model errors and atmospheric drag model errors, depending on 
the dynamic environment of the satellite. The proposed prediction model can help to prevent the loss of 
control over the satellite due to orbital variations.   
Keywords: Atmospheric drag, Estimation techniques, Gauss theory, Inter Satellite Distance, Kalman 
filtering, Kepler elements, Non-gravitational forces
INTRODUCTION
The main  requi rement  of  the  orb i t 
determination is to find out the position of 
the object and its motion in various directions, 
in order to identify the actual position and 
drift. The inter satellite communication is 
where neighbouring satellites communicate 
with each other for various applications 
(Yang, Yue, & Dempster, 2016). For the 
Global Navigation Satellite system, consider 
the MEO constellation which includes 24 
satellites and 3 orbital distributions with 
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55-degree inclination angle (Yu, Yang, & Ding, 2013). The orbit determination technique is 
based on estimation of drift, which in turn is used to predict the future orbit (Barrio & Serrano, 
2008; Hobbs & Bohn, 2006; Kuznetsov, 2016). Various orbit determination schemes have been 
evolved in the past era out of which few emerging techniques use the principle of Kalman 
filtering (Pardal, Kuga, & de Moraes, 2009), Extended Kalman Filtering, and Gauss Method. 
Yang et al. (2016) describes three classes for absolute Global Navigation: purely kinematic, 
accurate dynamic and reduced dynamic scheme. The reduced dynamic orbit determination is 
achieved by high prediction ability of the earth orbiters which is also used in conjunction with 
GPS to provide a more accurate solution than Global Navigation Systems (Ali & Montenegro, 
2014). 
The requirement of the orbit determination is because of induced satellite drift as a result 
of gravitational and non-gravitational effects. The gravitational forces that act on satellite 
are centripetal and centrifugal force, while the non-gravitational effects are the atmospheric 
drag (Kandula, Kumar, & Bhasker, 2016; Moe & Moe, 2011), solar radiation pressure (Al-
Bermani, 2010), third-body perturbations, Earth tidal effects (Pardal et al., 2009). For the 
Global Navigation satellite orbit determination, there are generally two coordinate systems: 
the earth centred earth fixed and earth centred inertial system provide the coordinates of the 
satellite as well as other objects established in the space. For orbit determination, the orbital 
parameters should be first calculated (Yi et al., 2016). The satellite orbital Keplerian motion is 
mainly defined by the six orbital parameters which are listed in Table 1. The Global Navigation 
Satellite System is established in the MEO at the mean distance of 26,560km from the middle of 
the earth (Zaminpardaz, Teunissen, & Nadarajah, 2017). With a mean earth radius of 6360km, 
the height of the MEO (Medium Earth Orbit) is about 20,200km (El-naggar, 2012).
Table 1 
Six Orbital Parameters  
Keplerian Parameter Notation
a Semi-major Axis
e Eccentricity
I Inclination Angle
ω Argument of Perigee
Ω Right Ascension of Ascending Node
M Mean Anomaly
Adapted from National Aeronautics and Space Administration. Copyright 2017 by National 
Aeronautics and Space Administration. In the public domain. 
The rest of the paper is organised as follows: Section II defines the orbit perturbations 
due to atmospheric effects. Methodology is discussed in section 3, followed by a discussion 
of results in section 4. Section 5 concludes the paper.
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Orbital Perturbations due to Atmospheric Effect 
Centripetal and centrifugal force. The two gravitational forces try to pull the satellite inwards 
and outwards. However, their effect cancels out and helps the satellite to stabilise its orbit in 
space. Due to the elliptical orbit, the strength of gravitational forces is different at the different 
sectors of orbital path, which makes it important to go for dynamic orbit determination. The 
gravitational forces are centripetal which pull the object inwards due to  gravity and the 
centrifugal forces pull outwards to control the orientation of the satellite orbit. These forces 
are represented in equation 1, 2 and 3. 
      Fcentripetal                  (1)
      Fcentrifugal                 (2)
                      (3)
Atmospheric drag. Atmospheric drag causes drift in the satellite motion and path due to 
variations in atmospheric density, ballistic parameter, aperture area and mass of the satellite. 
The atmospheric drag force is the reason behind the altitude fluctuations of the satellite w.r.t. 
time as shown in Figure 1 and represented in Equation 4.
                      (4)
Where, 
ρ is atmospheric density
т is mass of satellite
A is cross sectional area 
v is velocity of satellite
Cd is drag coefficient
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METHODOLOGY
Step 1
In the space segment, the satellite trajectory has different coordinates which is followed 
continuously by the satellite, thus, forming an orbit. The global navigation satellite systems 
are operated at Medium Earth Orbit. To find out the satellite Cartesian coordinates, we need 
to apply the formula provided in equations 5, 6, 7, and 8 to get the initial coordinates of the 
satellite, followed by transformation of cylindrical coordinates system through transformation 
algorithm. To find out the distance between the two satellites, pseudo range formula is applied.
                  (5)
                  (6)
                     (7)
                       (8)
After finding the initial coordinates of both the satellites, we need to find out the inter satellite 
distance through equation 9 to analyse the effect of perturbations on neighbouring satellites.
                  (9)
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The effect of atmospheric forces on cylindrical coordinates of Satellite orbit can be well 
understood through equations 10, 11, 12.
                   (10)
                   (11)
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Figure 3. Initial and Deviated Orbit of Satellite due to Perturbations
Step 2
The atmospheric drag is a major reason behind the variations in the orbital parameters. The 
orbital determination parameter such as semi-major axis and eccentricity are more affected 
due to the atmospheric drag in addition to reduced velocity of the global navigation satellite.
(A) Semi-major Axis:  It is  half of the length of the elliptical orbit of satellite. The atmospheric 
drag forces are more conspicuous near the perigee which is directly associated with the 
semi-major axis. The effect of atmospheric drag forces on the semi-major axis can be 
analysed through equation 13.
                    (13)
(B) Eccentricity: It is the orbital element which describes the shape of the satellite orbit. Its 
value lies  between zero and one. The atmospheric drag changes the orientation of the 
satellite by affecting its eccentricity which may lead the satellite to be unsynchronised 
with the ground station.
                   (14)
(C) Mean Anomaly: Mean Anomaly is calculated to find out the angle between the satellite 
orbital plane and the centre of the earth. The mean anomaly specifies the angular distance 
of satellite in the elliptical orbit which is calculated by the eccentricity and the eccentric 
anomaly.
                 (15)
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(D) Argument of Perigee: The atmospheric drag also affects the argument of perigee which 
is the angle between the Ascending node and Perigee. The intensity of effect can be well 
judged through equation 16.
                  (16)
(E) Inclination angle: The effect of the atmospheric drag force is negligible on the inclination 
angle. It is the angle between the orbital plane and earth equatorial plane which does not 
contribute to the orbital perturbations as it falls on the z plane. It can be validated through 
eq. 17.
                      (17)
RESULTS AND DISCUSSION
The analyses for five orbital parameters which are used to describe the orbit of the satellite 
are presented in this section. Figure 2 and 3 shows that the effect of gravitational and non-
gravitational forces lead to attitude deviation of the satellite from its initial position (Barrio 
& Serrano, 2008).
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Figure 4. Effect of atmospheric drag on semi-major axis
The effect of atmospheric drag on semi-major axis is shown in Figure 4. It is observed that 
in ideal condition (under no drag conditions), the value of semi-major axis remains constant with 
respect to number of days but reduces as number of days increases under the circumstances of 
atmospheric drag. On the 20th day, the value of semi-major axis observed is 6614.7 but in ideal 
condition it is 6674.34, so it is observed that the drag effect compresses the orbit of satellite. 
The shape deviates and size of the orbit shrinks due to these perturbations.
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Figure 5 depicts the eccentricity of orbit under ideal and affected conditions. On 20th day 
from initial state, the value of eccentricity is 0.00014 which was 0.00020 in ideal condition. 
It is clearly that atmospheric drag not only compresses the semi-major axis but also changes 
the shape of the orbit which in turn may break the satellite link. The value of eccentricity is 
defined as 0 for a circular orbit, values between 0 and 1 form an elliptical orbit, 1 is a parabolic 
escape orbit, and greater than 1 is a hyperbola orbit.
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Figure 6. Effect of atmospheric drag on inclination angle 
 
The effect of atmospheric drag on inclination angle is shown in Figure 6. The 
inclination angle is 0.8726 which remains the same in ideal condition but in 
adverse conditions it increases abruptly and then decreases as the day passes 
i.e. on 20th day, it is 0.8726 and on 25th day, it is 0.8725. After the 25th day, the 
value of inclination angle becomes constant. 
Figure 6. Effect of atmospheric drag on inclination angle
The effect of atmospheric drag on inclination angle is shown in Figure 6. The inclination 
angle is 0.8726 which remains the same in ideal condition but in adverse conditions it increases 
abruptly and then decreases as the day passes i.e. on 20th day, it is 0.8726 and on 25th day, it is 
0.8725. After the 25th day, the value of inclination angle becomes constant.
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Figure 7 shows the effect of atmospheric drag on right ascension node. The ideal value is 
0.35 for right ascension of ascending node. The value of RAAN due to drag initially reaches 
to 0.35 and then rapidly decreases to 0 on 4th day. Therefore, drag makes the right ascension 
node to deflect from its desired value. 
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Figure 8. Effect of atmospheric drag on Argument of perigee 
 
The effect on argument of perigee is seen in Figure 8; it increases linearly as 
the number of days passes. With assumption of atmospheric drag conditions, 
the argument of perigee initially is 0.7592 and reaches to 2.365 on 20th day.  
Figure 8. Effect of atmospheric drag on Argument of perigee
The effect on argument of perigee is seen in Figure 8; it increases linearly as the number 
of days passes. With assumption of atmospheric drag conditions, the argument of perigee 
initially is 0.7592 and reaches to 2.365 on 20th day. 
ISDA based Precise Orbit Determination for MEO Satellites
1365Pertanika J. Sci. & Technol. 25 (4): 1357 - 1368 (2017)
Figure 9 highlights the effect of non-gravitational force on the latitude and longitude of 
satellite orbit with respect to time. It is analysed that the influence of this effect is dominant 
after 10 days from the initial state.
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1st 6674.34 0.00020 0.8727 0.35 0.7592 44.8549,-157.5967
5th 6670.73 0.00190 0.8727 6.156 1.153 48.3106,-144.2983
10th 6665.2 0.00179 0.8726 5.682 1.546 49.9182,-129.5558
15th 6654.4 0.00168 0.8726 5.184 1.956 49.3820,-114.3120
20th 6614.7 0.00014 0.8726 4.699 2.365 46.7929,-100.0968
25th 6572.1 0.00009 0.8725 4.202 2.671 -30.9152, 85.9666
All the numerical values for the parameters mentioned in this section are given in Table 
2 which shows orbital parameter values under ideal and adverse conditions. It also shows the 
influence of the atmospheric drag on the orbit of the satellite. 
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CONCLUSION
The prediction process requires the consideration of orbital parameters and the pre-determined 
period for exact prediction. Due to the atmospheric drag force, the inter satellite distance decay 
is also observed. In this paper, a novel method to calculate the deviation in orbital parameters 
is introduced to analyse  the effect of atmospheric drag force; it is more effective on the semi-
major axis and eccentricity which describes shape of the orbit. The changes in the orbital 
parameters directly affect the coordinates of the satellite which in turn may land up to loss 
of control over the satellite. Thus, the proposed method predicts the future coordinates of the 
satellite under the real-time conditions to prevent such problems.
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ABSTRACT
To ensure reliable and efficient operations of encryption and hash codes, a unique approach of formulating 
a security key from Deoxyribonucleic acid (DNA) of an individual is presented in this paper. The fusion 
of DNA sequence with Linear Congruential Generator (LCG) sequence ensures uniqueness in the keys 
generated and eradicates the problem of duplicate keys. The obtained key is significant due to its optimum 
length and robust algorithm. Simulation results reveal that  keys produced thus pass the criteria of being 
random, by a significant coefficient value. Uniqueness is verified through avalanche test, which assures 
generation of a unique key every time.    
Keywords: Authentication, Biometrics, Confidentiality, DNA, Linear Congruential Generator
INTRODUCTION
Communication in today’s world focuses on obtaining the data at the desired receiver end, 
unaltered and retaining its confidentiality from  intruders. Security involves authentication, 
confidentiality and integrity. Integrity means maintaining the trust between two communication 
ends. As stated by Hao, Anderson, and Daugman, (2006) biometrics is gaining importance these 
days; biometric features are not only unique but also serves as an  authentic  representation 
of an individual. The concept of developing 
a system which uses a combination of 
biometrics with factitious intelligence systems 
to provide  high efficiency can be seen in 
the  integration of  human iris features with 
cryptography in  Hao et al. (2006). A system 
that works on audio fingerprint is also 
proposed by several studies (Covell, & Baluja, 
2007; Baluja, & Covell, 2007; Ying, Shu, Jing, 
& Xiao, 2010). Electrocardiogram (ECG) 
signals are also used in various studies (Brown 
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& Seberry 1989; Chouakri, Bereksi-Reguig, Ahmaldi, & Fokapu, 2005; Khokher, & Singh, 
2015; Ktata, Ouni, & Ellouze, 2009; Garcia-Baleon, Alarcon-Aquino, & Starostenko, 2009). 
A technique is proposed by Covell, & Baluja (2007) to create signatures for authentication. 
Identification based on facial features is also reported in the past by Chen, & Chandran (2007); 
Wei & Jun (2013).
DNA has been used in many cryptographic algorithms by Chang, Kuo, Lo, & Lv (2012). 
Linear Congruential Generator (LCG) is used to make the technique more efficient and effective 
compared to traditional generators (Hedayatpour, & Chuprat, 2011). This generator works on 
a secret seed value which ensures the generation of a different sequence for every input seed 
value provided. The work reported in this paper is based on the idea of blending the unique 
and random characteristics of DNA with the sequences generated using Linear Congruential 
Generator.
The key generating algorithm is tested using NIST tests of randomness as well as evaluated 
on the basis of avalanche criterion, the results of which are formulated in Table 4 and Table 5 
respectively. The proposed technique has outperformed in comparison to the traditional ones, 
thus, making it well suited in  applications where security key is the major concern.
This paper is organized as follows; characteristics of DNA and Linear Congruential 
Generator are described in Section 2. In Section 3, the method for generating the 256-bit key 
is presented, where the DNA values are taken from MIT-BIH database by Goldberger et al. 
(2000), followed by results in Section 4. In the last section, a summary of the main points is 
presented. 
Characteristics of DNA and L.C.G
Progress in the field of forensics  biotechnology has made  deoxyribonucleic acid (DNA) 
sequencing more efficient. The DNA sequences of various organisms have been successfully 
sequenced with accuracy by Goldberger et al. (2000). However, the analysis of DNA sequences 
using  biological methods is a  slow  process. Therefore, the assistance of computers is crucial. 
On the other hand, many distributed databases providing  DNA data have been constructed 
and can be easily accessed from the World Wide Web such as from National Centre for 
Biotechnology Information (http://www.ncbi.nlm.nih.gov). Most of the techniques involved 
treat  DNA sequences as the symbolic data,  a composition of four characters A, G, C, and T 
corresponding to the four types of nucleic acids: Adenine, Guanine, Cytosine, and Thymine, 
respectively. However, the bimolecular structures of genomic sequences can be represented as 
not only the symbolic data but also in a  numeric form. DNA is made up of two polymeric strands 
composed of monomers that include a nitrogenous base (A-adenine, C-cytosine, G-guanine, 
and T-thymine), deoxyribose sugar and a phosphate group. The sugar and phosphate groups, 
which form the backbone of the strands, are located on the surface of DNA while the bases 
are on the inside of the structure. According to studies by Chang et al. (2012), weak hydrogen 
bonds between complementary bases of each strand (i.e. between A and T and between C 
and G) give rise to pairing of bases which  hold the two strands together. DNA sequences 
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are unique for each  individual, even in the case of identical twins. The pattern formed by a 
DNA sequence specifically represents an individual and its characteristics. Hence, there is no 
chance of duplicity.
To strengthen the bond of security, a random sequence is generated by LCG. This sequence 
is generated using a seed value which is kept secret by the user. LCG uses an algorithm that 
produces a sequence of pseudo-randomized numbers calculated through a linear equation. It’s 
a robust and efficient method of generating pseudo-random numbers.
The working principle of the LCG can be understood through the given equation: 
      Xn+1 = (aXn  + c) mod m               (1)
Where, X:  the sequence of pseudorandom values
              
This sequence along with the DNA sequence forms a very strong 256-bit key which is not only 
less susceptible to attacks but also provides a higher level of security.  
Security Key Generation
The suggested key is prepared by integrating the DNA sequence of an individual and LCG 
random sequence. The working principle of the suggested algorithm is explained in three 
subsequent subsections:
DNA sequence formulation
1. Obtaining a DNA sequence of 1024 characters from the DNA database from Ensembl 
website (http://www.ensembl.org).
The DNA sequence consists of base pairs ‘agct’.
2. Obtaining the binary sequence from DNA characters:
  Each character of the DNA sequence is represented by 8-bit ASCII code. Hence, resulting 
in a DNA sequence of length 8192 bits.
3. Framing a DNA sequence of 256 bits:
(i) The DNA sequence is then divided into equal halves.
(ii) Apply exclusive-or operation on the obtained sequences.
(iii) The result of modulo-2 summation is further divided into two equal parts and exclusive-
or operation is applied again.
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The step (iii) is repeated until a sequence of 256 bits is obtained. The whole procedure is 
summarized in the flow chart (Figure 1).
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Table 1 
DNA sequence formulation 
DNA sequence 
(1024 characters)
DNA sequence 
(8192 bits)
DNA sequence ](256 bits)
D1 gcacaatcagaagcaggcgga
ggagacggcggccttcgagga
ggtcatgaaggacctgagcct
gac................................
......................................
......................................
......................................
......................................
......................................
......................................
....gcacagaggcaaggcgtc
agcaggcatcgcccaccctgtc
tccgctgtcacccatcactcag
gctgtagccatg .
01100111011000110
11000010110001101
10000101100001011
1010001100011……
………………………
………………………
………………………
………………………
…0111010001100001
01100111011000110
11000110110000101
11010001100111
000001000000000000010
101000101110000001000
000110000101010000010
000000110000001100000
011000000110000100110
000000000000000000100
110000000000000010000
001100000000000000110
000001100000010000000
010000100110000011000
000010000000000000010
000000000000100110000
0000
D2 ccacgcgtccgggcgagaaga
tggcgacttcgaacaatccgcg
gaaattcagcgagaagatcgc
gct……….……………
…………………….......
…………………….......
...............................ggc
gtcagccccctgtccctgagca
cagaggcaaggcgtcagcagg
catcgcccgccctgtccccgct
gtcacccat.
01100011011000110
11000010110001101
10011101100011011
0011101110100........
.....………………..…
.....………………..…
…………0111010001
10001101100001011
00010110001101100
01101100001011101
00
000000100000001000000
010000000100000011000
010111000001000001011
100000100000000000000
000000000000000001100
000001000000110000101
010001001100000010000
000000000000000001000
010011000001100000000
000000010000001100000
011000000010000000001
01110000010000000100
D3 agcccttaggggaagagtcct
gctctggctgttgatgctccagc
tccagaaatcccagtacctgca
actg…………………
………………………
………………………
……………….…tctgg
agcagcagctgccctacgcctt
cttcacccaggcgggctcccag
cagccaccgccgcagccccag
cccccgccg
01100001011001110
11000110110001101
10001101110100011
1010001100001…
……………………
……………………
……………………
10001101100011011
00011011000110110
01110110001101100
01101100111
000101010000000000000
010000101110000010000
010111000000000000001
000000100000001100000
000000000100000101010
000001000000100000000
000000000000010101000
000100000001000000000
000001000000000000010
111000000100001001100
010011000001100000000
000010111000100110001
0011
*D1, D2, D3: DNA sequences 
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Random sequence generation through LCG
LCG generates the random sequence on the basis of equation (1). The values assigned to the 
variables in the equation are: 
      a=23;     c=0;    m=(108+1),
Table 2 
LCG produced random sequences
Seed value Generated random sequences (256 bits)
L1 47594118 01010000010001100011011010011011010110111100111110101010
01001001111011100000111111110011000001011011100101000011
11010110111111000111011101111100101111111111010111010111
10011011000100100010010001010011100000111011001011110100
10000001001110100001110000000010
L2 47594122 01010001010001010011001101000111011111101011101000110001
00001110110010101001110100110100101101001111111000000101
10011100000011010000100010010101011101110101011011100000
11110110000001111001010011100011110101101011000001100011
00010011000001101111000110101101
L3 3435973836 10010000001010110011000000111000101000110011010011011010
11101100010000010101001100010110000111010100100000110011
00011011001111000000100001110011111001001101101101100010
00001000101001000011010000101100010111111010010100111001
00110110001110010111110011000000
*L1, L2, L3: LCG sequences 
Three sequences are generated using three different seed values. The obtained random 
sequences are summarized in Table 2. Fusion of DNA sequence and LCG random sequences: 
Table 3 
Security keys
KEY1 010101000100011000100011100011000101100111001001101111110100
110111101000000010011111010100000011101010100100001111010110
111011110111011101111110101110011111010111010001100111010001
011000100110010000001000010110110000111101001000010100111010
0000111100000010
KEY2 010100110100011100110001010001010111100010101101001101010001
100111001110100111010011010010110100111110000000011110011010
000110000001101110010111011101110101011011100010111001010000
000110010100111000011101000010110110011000010001001100010001
1111010110101001
KEY3 100001010010101100110010001011111010011100100011110110101110
111001000101010101010001011000011001010111010011000100011111
001111000000100001100110111001101101100101100010000011001010
010000100011001011100100110010110110001111110011011000101110
0110111111010011
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Fusion of DNA sequence and LCG random sequences: Further to escalate the impact of 
randomness Exclusive-or logic is applied between each DNA and LCG sequence. This is 
repeated for two other DNA and LCG sequences. Finally, all three 256-bit keys are obtained 
as shown in Table 3. The three keys are represented as KEY1, KEY2, KEY3.
The obtained keys are unique and random and thus can play a significant role in high tech 
security systems.
RESULTS AND DISCUSSION
The efficiency of a security key is analysed by inspecting its random characteristics and 
uniqueness. The National Institute of Standards and Technology (NIST)  mentions some 
aspects for  selecting and testing random number generators (Rukhin et al., 2001). The outputs 
of such generators can be used in many security applications to design  security keys. The 
generators to be used for security applications need to be robust enough to handle attacks. In 
particular, their outputs should be unpredictable if there is no knowledge about the seed. These 
tests determine whether or not a generator is suitable for particular security applications. The 
randomness of a key is evaluated on the basis of its P-value, which should be greater than 
0.01 for a random sequence.
The efficiency of the proposed technique is evaluated by comparing it with other traditional 
techniques used in the field of authentication and security key generation (Garcia et al., 2009; 
Hedayatpour et al., 2011; Wei & Jun, 2013; Ying et al., 2010). The tests have been performed 
on KEY1 and the results are presented in Table 4. 
Table 4 
Security keys
S.
No.
Input Source
of random 
number 
generator
 
Key
length
(bits)
Runs
Test
Frequency
Test
Approximate
Entropy 
Test
Binary 
Derivative
Test
Maurer’s 
Test
DFT
Test
Random
Excursion
Variant
Test
P-value P-value P-value P- value P- value P- value
1 ECG 128 0.1262 0.2487 0.5468 0.5039 0.9428 0.0294 Random
2 Image 256 0.0809 0.8026 0.9759 0.4887 0.9780 0.4220 Random
3 Iris sequence  128 0.1254 0.3768 0.9409 0.5021 0.9062 0.3304 Random
4 Finger print 128 0.3345 0.3041 0.3345 - 0.2757 0.7597 Random
5 DNA & LCG 256 0.0809 0.8026 0.9497 0.0608 0.9667 0.4220 Random
It is observed that the P-value generated by the proposed algorithm for r all the seven 
tests is significantly greater than 0.01, ensuring they satisfy the  criteria required as  efficient 
security keys.
Avalanche test was  also  performed on the obtained keys. The purpose of this test is to 
check the avalanche effect, a  desirable property for security keys. Where if the input is changed 
slightly the output changes significantly. It gives the percentage of bits flipped with a change 
in input. This is a significant property of security keys. 
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Table 5 
Avalanche test analysis: Case 1
DNA 
Sequences 
(Dn)
Seed Value LCG  
Sequence 
(Ln)
Key Generated K= Dn xor Ln Avalanche result of Key (K)
No. of Bits 
Flipped
Avalanche
Effect
D1 7594118 L1 0101010001000110001000111
0001100010110011100100110
1111110100110111101000000
0100111110101000000111010
1010010000111101011011101
1110111011101111110101110
0111110101110100011001110
1000101100010011001000000
1000010110110000111101001
0000101001110100000111100
000010
58 22.65 %
D2 0101001001000100001101001
0011001010111011101100010
1011100101111011101010000
0111111110011000001011011
1111010000011101000011101
0010110010001111110101111
1111110101110101011000100
0000101000010010001010001
1000010110110100111101101
0000001001011010001100000
000110
*Refer Table 1 for D1, D2, D3 and Table 2 for L1, L2, L3
**Different DNA sequences - Same LCG sequence 
The test is performed on three sets of DNAs and LCG sequences:
Case 1: In the initial set, two security keys are generated through two DNA sequences 
while keeping the same LCG sequence.
Case 2:  The second set involves generation of two security keys through the same DNA 
sequence and two LCG sequences.
Case 3: In the third set, two security keys are generated through two DNA and LCG 
sequences. 
Results of the avalanche effect is calculated for each of the three sets  are tabulated in 
Table 5, Table 6 and Table 7 respectively. 
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Table 6 
Avalanche test analysis: Case 2
DNA 
Sequences 
(Dn)
Seed Value LCG  
Sequence 
(Ln)
Key Generated K= Dn xor Ln Avalanche result of Key (K)
No. of Bits 
Flipped
Avalanche
Effect
D1 47594118 L1 0101010001000110001000111
0001100010110011100100110
1111110100110111101000000
0100111110101000000111010
1010010000111101011011101
1110111011101111110101110
0111110101110100011001110
1000101100010011001000000
1000010110110000111101001
0000101001110100000111100
000010
123 48.04 %
4759412 L2 0101010101000101001001100
1010000011111001011110000
1001000000101011001100100
1101100110010101100101110
1101000001011001110000011
1100000100010010111011100
0101010110111001101111000
0000000111001011011110000
1101000010110010011000110
0010111000001101110001010
101101
*Refer Table 1 for D1, D2, D3 and Table 2 for L1, L2, L3
**Same DNA Sequence - Different LCG sequence  
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Table 7 
Avalanche test analysis: Case 3
DNA 
Sequences 
(Dn)
Seed Value LCG  
Sequence 
(Ln)
Key Generated K= Dn xor Ln Avalanche result of Key (K)
No. of Bits 
Flipped
Avalanche
Effect
D1 47594118 L1 01010100010001100010001110
00110001011001110010011011
11110100110111101000000010
01111101010000001110101010
01000011110101101110111101
11011101111110101110011111
01011101000110011101000101
10001001100100000010000101
10110000111101001000010100
1110100000111100000010
01010011010001110011000101
117 45.70 %
D2 4759412 L2 00010101111000101011010011
01010001100111001110100111
01001101001011010011111000
00000111100110100001100000
01101110010111011101110101
01101110001011100101000000
01100101001110000111010000
10110110011000010001001100
0100011111010110101001
*Refer Table 1 for D1, D2, D3 and Table 2 for L1, L2, L3
**Different DNA Sequences - Different LCG sequence  
CONCLUSION
This paper presents a unique approach to generate security key for cryptography using DNA 
and LCG sequence. The suggested technique  uses the  unique biological characteristics along 
with pseudo-random generator to build a novel key generator. DNA when used in collaboration 
with the LCG sequence yields better results in terms of security. If used separately, biometrics 
may prove to be a weak authentication technique as the DNA of an individual can be obtained 
unaware.  Thus, the integration of LCG sequence with  biometric features makes the security 
key a powerful tool with least possibility of  being stolen or duplicated. Many researchers in 
the past generated the key using various biometric inputs such as fingerprints, facial attributes, 
iris and voice, whereas fewer studies have been reported using DNA as an input for security 
purposes. The proposed algorithm is used to compute three 256-bit biometric security keys 
and the performance is evaluated on the basis of NIST Tests. The results revealed that the 
technique is highly efficient for security key generation. As a future work, other signals like 
audio, video etc. can be used as inputs for this algorithm other than DNA. The algorithm can 
also be extended for longer biometric security keys to enhance the strength of security.
DNA-LCG Based Security Key Generation Algorithm
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