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On concentration of convolutions of double
cosets at infinite-dimensional limit
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1
For infinite-dimensional groups G ⊃ K the double cosets K \ G/K quite often
admit a structure of a semigroup; these semigroups act in K-fixed vectors of unitary
representations of G. We show that such semigroups can be obtained as limits of
double cosets hypergroups (or Iwahori–Hecke type algebras) on finite-dimensional (or
finite) groups.
1 Introduction
1.1. An example. The simplest case (Olshanski [17], 1985) of the phenomenon
under discussion is the following. Fix a positive α. Consider symmetric groups
S(α) ⊂ S(α+ 1) ⊂ S(α + 2) ⊂ . . . , (1.1)
Let assume that S(β) be the group of permutations of the set {1, 2, . . . , β}. It
will be convenient to denote Gj = S(α + j). Denote by Kj ⊂ Gj the stabilizer
of points 1, . . . , α, in fact Kj itself is a symmetric group S(j). We can represent
elements of Gj as 0-1 block matrices of size α+ (j − α):
g =
(
a b
c d
)
, (1.2)
the subgroup Kj consists of 0-1 matrices of the form(
1 0
0 d
)
. (1.3)
Consider two elements g, h of Gj . Take large N , let us regard g, h as
elements of GN . Consider the uniform probability distributions on double cosets
KNgKN and KNhKN . It appears, that their convolution is concentrated (with
probability → 1 as N →∞) on a certain double coset
KNrKN ⊂ GN .
Moreover, we can choose r ∈ G2j ⊂ GN independent on N .
Now let G = S(∞) be the union of the chain (1.1), i.e., the group of finitely
supported permutations of the countable set {1, 2, 3, . . .}. Let K ⊂ G be the
stabilizer of 1, . . . , α. Then our construction determines an associative operation
r = g ◦ h, on K \G/K.
This ◦-product is simple and transparent. The group G consists of α +∞
matrices of the form (1.2), the subgroup K of matrices of the form (1.3). A
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double coset containing g is determined by the block a in (1.2), and the ◦-
product of double cosets corresponds to the product of such matrices.
It seems that mathematicians involved to infinite-dimensional classical groups
and infinite symmetric groups believe that something in this spirit holds in nu-
merous cases. However I never saw published proofs and my note covers this
gap.
1.2. Hypergroups of double cosets. Let G be a topological group, K be
a compact subgroup. Denote by κ the probability Haar measure on K. Denote
by δg the delta-measure supported by a point g ∈ G. Let µ ∗ ν denote the
convolution of compactly supported measures on G. It is determined by the
condition: for any continuous function ϕ on G the following equality holds∫
G
ϕ(g) d(µ ∗ ν)(g) =
∫
G
∫
G
ϕ(g1g2) dµ(g1) dν(g2).
Denote by K \G/K the space of double cosets, recall that a double coset is
a set of the form KgK, where g ∈ G.
For each double coset g ∈ K \ G/K consider the measure σg on G defined
by
σg = κ ∗ δg ∗ κ, where g ∈ g. (1.4)
Equivalently, consider the map K ×K → G given by (k1, k2) 7→ k1gk2. Then
σg is the pushforward of κ×κ. This measure does not depend on the choice of
g ∈ g and is supported by g.
A convolution of such measures can be represented as
σg ∗ σh =
∫
q∈K\G/K
σq dλg,h(q),
where λg,h is a probability measure on K \G/K.
Thus we get an operation
K \G/K × K \G/K →
{
probability measures on K \G/K
}
.
Such structures are called hypergroups (the operation satisfies a collection of
axioms, which are not important below), see, e.g., [2], [10].
1.3. Representations of hypergroups of double cosets. Let ρ be a
unitary representation of G in a Hilbert space H . Denote by HK the set of
K-fixed vectors, by PK the projection operator H → HK ,
PK =
∫
K
ρ(k) dκ(k).
For g ∈ G we consider the operator
PKρ(g)PK =
∫
K×K
ρ(k1gk2) dk1 dk2
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It depends only on the double coset g containing g. Denote by ρ(g) : HK → HK
its restriction to HK . These operators form a representation of the hypergroup
K \G/K in the Hilbert space HK in the following sense:
ρ(g)ρ(h) =
∫
K\G/K
ρ(q) dλg,h(q).
1.4. Dual language. Iwahori–Hecke type algebras. Now let G be a
locally compact topological group admitting two-side invariant Haar measure dg.
Consider the space C(K \ G/K) of continuous compactly supported functions
ϕ on G satisfying the condition
ϕ(k1gk2) = f(g), where k1, k2 ∈ K.
This space is an algebra with respect to the convolution
ϕ1 ∗ ϕ2(g) =
∫
G
ϕ1(h)ϕ2(h
−1g) dh
Notice that ϕ(g) dg is a (sign-indefinite) measure, and the convolution of func-
tions corresponds to the convolution of measures. If ϕ ∈ C(K \ G/K), then
ϕdg can be represented as as
ϕdg =
∫
g∈K\G/K
ϕ(g)σg dg,
the measures σg correspond to δ-functions supported by sets g.
Several algebrasC(K\G/K) were intensively investigated since 1950s, namely
— G is a semisimple Lie group and K is the maximal compact subgroup;
also G is semisimple compact group, K is a symmetric subgroup, see [1], [5], [9].
— (Hecke algebras) G is a finite Chevalley group and K is the Borel sub-
group, see [7].
— (affine Hecke algebras) G is a p-adic algebraic group and K is the Iwahori
subgroup, see [8].
1.5. Multiplicativity theorem. Denote by U(n) the group of unitary
matrices of order n. By O(n) denote its subgroup consisting of real orthogonal
matrices. Consider embedding U(n)→ U(n+1) given by g 7→
(
g 0
0 1
)
and the
direct limit
U(∞) = lim
n→∞
U(n).
The group U(∞) consists of infinite unitary matrices g such that g− 1 has only
finite number of non-zero matrix elements. In the same way we define the group
O(∞) ⊂ U(∞).
Denote by U(α +∞) the same group U(∞) of finite unitary matrices, but
we write them as block matrices
(
a b
c d
)
of size α+∞.
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Denote by O(∞) the subgroup in U(α+∞) consisting of all matrices having
the following block structure
h =
(
1α 0 }α
0 u }∞
)
, where u ∈ O(∞)
and 1α is the unit matrix of size α. Now set
G = U(α+∞), K = O(∞).
Consider double cosets K \G/K, i.e. finite unitary matrices defined up to
the equivalence(
a b
c d
)
∼
(
1α 0
0 u
)(
a b
c d
)(
1α 0
0 v
)
, where u, v ∈ O(∞).
There is no Haar measure on K and therefore we can not define canonical
measures on KgK.
Consider a unitary representation ρ of the group G in a Hilbert space H .
As above consider the space HK of K-fixed vectors and the projection operator
H → HK. Again, we define an operator PKρ(g)PK and the operator
ρ(g) := PKρ(g)PK
∣∣∣
HK
.
Theorem 1.1 (Olshanski, [19]) a) For any g, h ∈ K \ G/K there exists an
element g ◦ h ∈ K \G/K such that for any unitary representation ρ of G,
ρ(g) ρ(h) = ρ(g ◦ h).
b) Moreover, the operation g ◦ h is given by the formula
(
a b
c d
)
◦
(
p q
r t
)
:=

a b 0c d 0
0 0 1∞



1α 0 00 0 1∞
0 1∞ 0



p q 0r t 0
0 0 1∞

 =
=

ap aq bcp cq d
r t 0

 ∼

ap b aqcp d cq
r 0 t

 . (1.5)
A detailed description of this semigroup is contained in [11], Section IX.4.
1.6. The purpose of the paper. We wish to show that in a certain sense
the semigroup O(∞)\U(α+∞)/O(∞) is the limit of hypergroups O(n)\U(α+
n)/O(n) as n→∞. The precise statement is in the next section.
First examples of semigroups of double cosets were discovered in 70s by
Ismagilov and Olshanski, see [6], [17], [18]. Now lot of semigroups K \G/K are
known, usually they admit explicit realizations, see [19], [20], [11]–[16].
Below we prove several well-representative ’limit theorems’ for semigroups
K\G/K for real classical and symmetric groups. It seems that for p-adic groups
[15] this approach fails.
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2 Double cosets. Classical groups
2.1. The limit theorem for G = U(α +∞), K = O(∞). Consider a group
GN := U(α + k + N). We equip GN with the metric ‖g − h‖, where ‖ · ‖
denotes the norm of an operator in a Euclidean space. Consider the subgroup
U(α+ k) ⊂ GN consisting of matrices
a b 0 }αc d 0 }k
0 0 1N }N

 .
Consider the subgroup KN := O(k +N) ⊂ GN consisting of real matrices
1α 0 00 u v
0 w y

 .
Denote by κN the probability Haar measure supported by KN .
Let g, h ∈ U(α+ k). We define their ◦N -product,
g ◦N h ∈ KN \GN/KN
by
a b 0c d 0
0 0 1N

 ◦N

p q 0r t 0
0 0 1N

 :=
:=


a b 0 0
c d 0 0
0 0 1k 0
0 0 0 1N−k




1α 0 0 0
0 0 1k 0
0 1k 0 0
0 0 0 1N−k




p q 0 0
r t 0 0
0 0 1k 0
0 0 0 1N−k

 =
=


ap aq b 0
cp cq d 0
r t 0 0
0 0 0 1N−k


and we take the double coset containing the latter matrix.
On the other hand, for any two elements g, h ∈ U(α + k) we consider the
measure τg,h on U(α+ k +N) given by
τg,h := κN ∗ δg ∗ κN ∗ δh ∗ κN . (2.1)
In notation (1.4),
τg,h = σg ∗ σh (2.2)
Theorem 2.1 Fix α. For a given k and any ε > 0, δ > 0 there exists N0 such
that for N > N0 for any g, h ∈ U(α+k) the measure τg,h of the ε-neighborhood
of the coset g ◦N h is > 1− δ.
5
Proof. Consider the following measure on GN :
τ˜g,h := δg ∗ κN ∗ δh.
Consider a subset A ⊂ U(α + k + N) invariant with respect to left and right
translations by elements of O(k +N). Then
τ˜g,h(A) = τg,h(A).
For this reason we will estimate the measure τ˜g,h of the ε-neighborhood of g◦N h,
a b 0c d 0
0 0 1N



1α 0 00 u v
0 w y



p q 0r t 0
0 0 1N

 =
(2.3)
=

ap+ bur aq + but bvcp+ dur cq + dut dv
wr wt y

 (2.4)
The matrix
(
u v
w y
)
is orthogonal. Therefore, for each i
k∑
j=1
u2ij +
N∑
l=1
v2il = 1
If N is large, then a given summand of this sum is ≃ 0 with probability near 1.
The size of the matrix u is fixed, the size of
(
u v
w y
)
tends to infinity. Therefore,
for any δ > 0 and any ε′ > 0 we can choose N such that ‖u‖ < ε′ on the set of
measure > 1 − δ. This is our main argument. We wish to show that if ‖u‖ is
small, then (2.4) is contained in a small neighborhood of the set g ◦N h.
First, boxed terms in (2.4) are small.
Next, we can multiply the middle factor in (2.3) by elements of O(N) from
left and right. Such transformations do not change a double coset containing
(2.4), 
1α 0 00 u v
0 w y

 7→

1α 0 00 u vη
0 ξw ξyη

 , ξ, η ∈ O(N). (2.5)
We have utu + wtw = 1k. Since ‖u‖ is small
2, the matrix w is ’almost
isometry’ Rk → RN . Therefore it can be reduced by multiplication w 7→ ξw to
the form
w =
(
1k + τ
0
)
, where ‖τ‖ is small.
In the same way, we can reduce v to that form
v =
(
1k + σ 0
)
, where ‖σ‖ is small.
2In particular, N > k, otherwise ‖u‖ = 1.
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Thus (2.5) is reduced to the form

1α 0 0 0
0 u 1k + σ 0
0 1k + τ y11 y12
0 0 y21 y22

 .
This matrix is orthogonal, therefore ‖y11‖, ‖y12‖, ‖y21‖ are small. Referring to
orthogonality again, we get that y22 = z + ϕ, where z ∈ O(N − k) and ‖ϕ‖
is small. We also can transform y22 → γy22δ, where γ, δ ∈ O(N − k). Such
transformations do not change a double coset containing (2.4). Therefore, we
can assume y22 = 1 + ψ, where ‖ψ‖ is small. Thus we can replace

1α 0 00 u v
0 w y

→


1α 0 0 0
0 0 1k 0
0 1k 0 0
0 0 0 1N−k

 + {matrix with small norm}
without changing of double coset (2.4). But after this replacement we get a
matrix closed to g ◦N h. 
2.2. A more complicated case. Now let G = U(α+m∞). It is the same
group U(∞), but we write matrices in the block form
g =


a b1 . . . bm
c1 d11 . . . d1m
...
...
. . .
...
cm dm1 . . . dmm

 (2.6)
of size α+∞+ · · ·+∞. Consider its subgroupK ≃ O(∞) consisting of matrices

1α 0 0 . . . 0
0 u 0 . . . 0
0 0 u . . . 0
...
...
...
. . .
...
0 0 0 . . . u

 , (2.7)
where u ∈ O(∞).
Double cosets K \G/K admit a natural structure of a semigroup and the
multiplicativity theorem for the pair G ⊃ K also holds ([13]). To simplify nota-
tion, we set m = 2(a pass from 2 to arbitrary m is straightforward).
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First, we define the ◦-multiplication,

 a b1 b2c1 d11 d12
c2 d21 d22

 ◦

 p q1 q2r1 t11 t12
r2 t21 t22

 =
=


a b1 0 b2 0
c1 d11 0 d12 0
0 0 1∞ 0 0
c2 d21 0 d22 0
0 0 0 0 1∞




1α 0 0 0 0
0 0 1∞ 0 0
0 1∞ 0 0 0
0 0 0 0 1∞
0 0 0 1∞ 0




p q1 0 q2 0
r1 t11 0 t12 0
0 0 1∞ 0 0
r2 t21 0 t22 0
0 0 0 0 1∞

 =
=


ap | aq1 b1 aq2 b2
− + − − − −
c1p | c1q1 d11 c1q2 d12
r1 | t11 0 t12 0
|
c2p | c2q1 d21 c2q2 d22
r2 | t21 0 t22 0


(2.8)
Next, we introduce an operation ◦N as follows. Consider the group GN :=
U(α+2(k+N)). We write its elements as block matrices of size α+k+N+k+N .
Sometimes we will subdivide these matrices and write them as block matrices of
size α+k+k+(N−k)+k+k+(N−k). Consider the subgroup U(α+2k) ⊂ GN
consisting of matrices
g =


a b1 0 b2 0
c1 d11 0 d12 0
0 0 1N 0 0
c2 d21 0 d22 0
0 0 0 0 1N

 (2.9)
and the subgroup KN ≃ O(k +N) ⊂ GN consisting of matrices

1α 0 0 0 0
0 u v 0 0
0 w t 0 0
0 0 0 u v
0 0 0 w t

 , where
(
u v
w t
)
∈ O(k +N). (2.10)
Denote by κN the Haar measure of KN regarded as a measure on GN . For g,
h ∈ U(α+ 2k) denote by τg,h the measure on GN given by
τh,h := κN ∗ δg ∗ κN ∗ δh ∗ κN
as above.
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Denote by J the following matrix
JN :=


1α 0 0 0 0 0 0
0 0 1k 0 0 0 0
0 1k 0 0 0 0 0
0 0 0 1N−k 0 0 0
0 0 0 0 0 1k 0
0 0 0 0 1k 0 0
0 0 0 0 0 0 1N−k


∈ U(α + 2(k +N)) (2.11)
For g, h ∈ U(α + 2k) we define
g ◦N h ∈ KN \GN/KN
by
g ◦N h = KN · gJNh ·KN , where JN is given by (2.11). (2.12)
Theorem 2.2 Fix α. For any k for any ε > 0, δ > 0 there exists N0 such that
for any N > N0 the measure τg,h of the ε-neighborhood of the coset g ◦N h is
> 1− δ.
Proof repeats the proof of Theorem 2.1. We evaluate analog of the product
(2.4), i.e. a product
gUh, (2.13)
where g is given by (2.9), U is given by (2.10), and
h =


p q1 0 q2 0
r1 t11 0 t12 0
0 0 1N 0 0
r2 t21 0 t22 0
0 0 0 0 1N

 . (2.14)
Again we note that ‖u‖ is small on a subset whose complement has small mea-
sure. Repeating one-to-one the same steps, we change U in (2.14) by
JN +
{
matrix with small norm
}
and come to the desired statement. 
3 Hypergroup of conjugacy classes and operator
colligations
3.1. Hypergroups of conjugacy classes. Consider a topological group G
and a compact subgroup K. Denote by G//K the conjugacy classes on G with
respect to K, i.e., the quotient of G with respect to the equivalence relation
g ∼ hgh−1, where h ranges in K.
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Consider the probability Haar measure κ on K. For each g ∈ G consider the
map K → G given by h 7→ hgh−1. Denote by νg the image of κ under this map.
It is readily seen that νg depends only on the K-conjugacy class g containing g.
Again, measures νg form a hypergroup, i.e.,
νg ∗ νq =
∫
G//K
νr dψg,q(r),
where dψg,q is a probability measure on G//K
3.2. Operator colligations. Now consider the group G = U(α +∞) and
its subgroup K = U(∞). Operator colligations3 are conjugacy classes G//K.
There is a well-defined associative operation
G//K×G//K → G//K
given by
(
a b
c d
)
◦
(
p q
r t
)
:=

a b 0c d 0
0 0 1∞



p 0 q0 1∞ 0
r 0 t

 =

ap b aqcp d cq
r 0 t

 . (3.1)
This semigroup (with several modifications) is a classical topic of operator
theory and system theory, see, e.g., [3], [4].
We wish to show that the semigroup U(α +∞)//U(∞) is a limit of hyper-
groups U(α+ n)//U(n) as n→∞.
3.3. The limit theorem. Again, consider the group GN = U(α + k +N)
and its subgroups U(α+ k) and KN = U(k +N). For g, h ∈ U(α+ k) consider
the measure
τg,h := νg ∗ νh
on GN .
On the other, for g, h ∈ U(α + k) we define the element
gJhJ−1,
where
J :=


1α 0 0 0
0 0 1k 0
0 1k 0 0
0 0 0 1N−k


and denote by g ◦N h the corresponding conjugacy class ∈ G//K.
Theorem 3.1 Fix α. For a given k for any ε > 0, δ > 0 there exists N0 such
that for all N > N0 the measure τg,h of the ε-neighborhood of g ◦N h is > 1− δ.
3A synonym: node.
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Proof. Denote by τ˜g,h the image of the measure κN under the map
x 7→ gxhx−1, where x ranges in KN .
The measure τg,h coincides with the image of the measure κN × κN under the
map
(x, z) 7→ zgxhx−1z−1, where x, z range in KN
For any set L ⊂ GN invariant with respect to KN -conjugations, we have
τ˜g,h(L) = τg,h(L). Next, we evaluate
gxhx−1 (3.2)
for x ∈ KN :
a b 0c d 0
0 0 1N



1α 0 00 u v
0 w y



p q 0r t 0
0 0 1N



1α 0 00 u∗ w∗
0 v∗ y∗

 =
=

ap+ bur aqu∗ + butu∗ + bvv∗ aqw∗ + butw∗ + bvy∗cp+ dur cqu∗ + dutu∗ + dvv∗ cqw∗ + dutw∗ + dvy∗
wr wtu∗ + yv∗ wtw∗ + yy∗


Again, we can assume that ‖u‖ is small, therefore the last matrix can be repre-
sented as 
ap bvv∗ aqw∗ + bvy∗cp dvv∗ cqw∗ + dvy∗
wr yv∗ wtw∗ + yy∗

+ {small matrix}. (3.3)
Next, we have(
1k 0
0 1N
)
=
(
u v
w t
)(
u∗ w∗
v∗ t∗
)
=
(
uu∗ + vv∗ uw∗ + vy∗
wu∗ + yv∗ ww∗ + vv∗
)
.
Since ‖u‖ is small, we have
vy∗ ≃ 0, yv∗ ≃ 0, vv∗ ≃ 1k.
Therefore (3.3) can be written as
ap b aqw∗cp d cqw∗
wr 0 wtw∗ + yy∗

+ {small matrix}. (3.4)
Next, we can conjugate a matrix x ∈ U(k + N) in (3.2) by elements of U(N),
this leads to a conjugation of the whole expression (3.2). In this way, we can
reduce w to the form
w =
(
1k
0
)
+
{
small matrix
}
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Therefore ww∗ ≃
(
1k 0
0 0
)
, and hence
yy∗ ≃
(
0 0
0 1N−k
)
, wtw∗ ≃
(
t 0
0 0
)
We come to the desired expression. 
4 Double cosets for infinite symmetric group
4.1. Infinite symmetric group. Denote by S(∞) the group of finitely sup-
ported permutations of a countable set {1, 2, 3, . . .}. We realize S(∞) as the
group of infinite 0-1 matrices. Next, we consider the group G := S(α +m∞),
which is the group S(∞) represented as a group of block 0-1 matrices of the form
(2.6). Consider its subgroup K ≃ S(∞) realized as the group of 0-1 matrices of
the form (2.7). We define the multiplication on K \G/K by the same formula
(2.8).
4.2. The limit theorem. We consider a group GN = S(α +m(k + N))
represented as a subgroup of 0-1 matrices in U(α + m(k + N)). Consider its
subgroups S(α + mk) and KN = S(m(k + N)), equip KN with the uniform
probability distribution κN . For g, h ∈ S(α +mk) we define the measure τg,h
on GN as above (2.1)-(2.2). Also, we define the product g ◦N h
S(α+mk)× S(α+mk)→ KN \GN/KN .
as above (2.12).
Theorem 4.1 Fix α. For any k for any δ > 0 there exists N0 such that for all
N > N0 the measure of the double coset g ◦N h is > 1− δ.
Proof is the same as for Theorems 2.1, 2.2, but it is more simple. We can
set u = 0 outside a set of small measure. After this, all ’≃’ transform to ’=’. 
Remark. We observe that Theorem 4.1 has a stronger form than Theorems
2.1 and 2.2. This form immediately implies the multiplicativity (as Theorem
1.1.a) theorem, see Olshanski [21].
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