














Information entropy approach to analyze common grounding process 









In a conversation, confirming the subject being mutual  
is an important first step to establish a conversation. 
Matching the subject of the other’s words in the initial 
stage of a conversation in order to avoid 
misunderstanding in communication is called common 
grounding. In this paper, we propose a method for 
information intensive analysis in a dialogue corpus that 
simulates the process of two agents identifying a common 
friend. In the corpus, mutually different databases are 
given, and we search for the only friend who has multiple 
attribute values in common among them. In order to make 
the search efficient, various strategic choices are made, 
such as choosing multiple attributes in a question. By 
modeling this selection process by Dirichlet distribution, 
we show a dialogue can be quantified efficiently. We also 
propose a dialogue system that can reach a common 
ground with a short conversation. In this system, agents 
take steps to question and select item. When agents find 
an item that is a likely answer, agents select the item and 
check for match. The results show that the proposed 
dialogue system does not cause variation in the length of 


















































































































表 1 エージェント 0が持つ友人のリスト 
 
Name Company Location 
Preference 
Juan NYSE Euronext outdoor 
Bryan Rockford Fosgate indoor 
Gregory Aleris indoor 
Gregory Rockford Fosgate outdoor 
Natalie Aleris indoor 
 
表 2 エージェント 1が持つ友人のリスト 
 
Name Company Location 
Preference 
Juan NYSE Euronext outdoor 
Matthew Baker Hughes outdoor 
Joan Nabisco outdoor 
Betty AT&T Inc. outdoor 
Victoria Verizon Wireless outdoor 
 
 表 1 から，エージェント 0 の友人リスト内に，名前属
性がGregoryである友人が 2人いることがわかる．一方，






































 Heら[2]は，Amazon Mechanical Turk上で，共通する友
人を 5 分以内に実行するという条件において，人間同士















会社属性に 2 つ存在する Aleris について質問し，エージ
ェント 1 の友人リストには存在しないと返答される．エ















































ここで，𝝁 = (𝜇1 𝜇2 … 𝜇𝐾)
Tで，K 項目の生起確率を表
す．よって，0 ≤ 𝜇𝑘 ≤ 1であり，∑ 𝜇𝑘𝑘 = 1である．一方，
𝜶 = (𝛼1 … 𝛼𝐾)
Tであり，事前分布として与えられる情報











Γ(𝑥 + 1) = 𝑥! (3) 
 
ここで，観測𝒎 = (𝑚1 𝑚2 … 𝑚𝐾)があったとき，𝜇の条
件確率は式(4)で与えられる． 
 
𝑝(𝝁|𝐷, 𝜶) = Dir(𝝁|𝜶 + 𝐦)
=
Γ(α0 + 𝑁)




















𝛼𝑘 + 𝑚𝑘 − 1















場合は𝑓𝑘 = 1，そうでないときに𝑓𝑘 = 0として，相手の
エージェントとの共通属性を 𝑡𝑘 個とすると，𝜶 =




𝑝𝑘 = 𝜇𝑘 =
(𝑡𝑘 + 1)(1 − 𝑓𝑘)

































































NYSE Euronext 2.05 












NYSE Euronext 2.05 
Baker Hughes 2.05 
Nabisco 2.05 
AT&T Inc. 2.05 
Verizon Wireless 2.05 
outdoor 2.32 
 
 表 4 から，要素がすべて outdoor である属性 Location 
Preference以外，リスト内にそれぞれの要素は 1つしかな



























































 スコアの初期値を 20 とし，リストのアイテム数が 5，


























































ェントが 1つ発言するごとに対話数が 1増えるとする． 






















表 5 対話の長さの標準偏差 
 
アイテム数 人間同士 システム同士 
5 3.15 2.97 
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