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Abstract
Given a graph G= (V; E), if e= uv ∈ E, then the closed edge-neighbourhood of e is denoted
by N [e] = {u′v′ ∈ E|u′ = u or v′ = v}. A function f :E → {+1;−1} is called the signed edge
domination function (SEDF) of G if
∑
e′∈N [e] f(e
′) ¿ 1 for every e ∈ E. The signed edge
domination number 
′s(G) of G is de5ned as 

′
s(G) = min{
∑
e∈E f(e) |f is an SEDF of G}.
Let (m) = min{
′s(H)|H is a graph with |E(H)| = m}. In this paper, we determine the exact
value of (m) for each positive integer m. That is:
(m) = 2
⌈
1
3
⌈√
24m+ 25 + 6m+ 5
6
⌉⌉
− m;
where x	 denotes the ceiling of x. In addition, we also characterize all connected graphs G
with 
′s(G) = |E(G)|. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We use Bondy and Murty [1] for terminology and notation not de5ned here and
consider simple graphs only.
Let G = (V (G); E(G)) be a graph. For u ∈ V (G) then NG(u) and NG[u] denote the
open and closed neighbourhood of u in G; resp. dG(u) = |NG(u)| is the degree of u.
For S ⊆ V (G); G[S] denotes the subgraph of G induced by S, and G−S=G[V (G)\S].
For X; Y ⊆ V (G); E(X; Y ) = {uv ∈ E(G) | u ∈ X; v ∈ Y}. For e = uv ∈ E(G); NG(e) =
{e′ ∈ E(G) | e′ is adjacent to e} is called the open edge-neighbourhood of e in G; and
NG[e] = NG(e) ∪ {e} is called the closed one, that is, NG[e] = {u′v′ ∈ E(G)|u′ = u
or v′ = v}. dG(e) = |NG(e)| is called the degree of e in G. Clearly, dG(e) = dG(u) +
dG(v)− 2 (e = uv).
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In recent years, several kinds of domination problems in graphs have been investi-
gated [2–5]. Most of those belong to the vertex domination of graphs, such as signed
domination, minus domination, majority domination, etc. Let G = (V; E) be a graph,
and E = E1 ∪ E2 is a partition of E, i.e. E1 ∩ E2 = ∅. We say that a edge e of G is
good(bad) if e ∈ E1(e ∈ E2). We are interested in the following problem:
How many good edges are necessary to construct a graph G of size m such that
NG[e] contains the more good edges than the bad ones for every e ∈ E(G)?
Perhaps, based on the above problem, we introduce the concept of signed edge dom-
ination in graphs. A function f :E(G)→ {1;−1} is called the signed edge domination
function (SEDF) of G if
∑
e′∈N [e] f(e
′) ¿ 1 for every e ∈ E(G). The signed edge
domination number 
′s(G) of G is de5ned as 

′
s(G)=min{
∑
e∈E(G) f(e) |f is an SEDF
of G}. It seems natural to de5ne 
′s(G)= 0 for any totally disconnected graph G since
−|E(G)| 6 
′s(G) 6 E(G)|. Obviously, 
′s(G1 ∪ G2) = 
′s(G1) + 
′s(G2) holds for any
two disjoint graphs G1 and G2. Therefore, we may suppose that all graphs considered
contain no isolated vertices.
De5ne (m)=min{
′s(G) |G is a graph of size m}. In this paper, we determine (m)
for all positive integers m; and hence the above problem is answered by 12 (m+(m)).
In addition, we also characterize all connected graphs G with 
′s(G) = |E(G)|.
2. Main results
Lemma. For any n real numbers a1; a2; : : : ; an;
n∑
i=1
a2i ¿ n
(
1
n
n∑
i=1
ai
)2
=
1
n
(
n∑
i=1
ai
)2
:
Proof. Since a2i + a
2
j ¿ 2aiaj, we have
n∑
i=1
(a2i + a
2
j ) =
n∑
i=1
a2i + na
2
j ¿ 2aj
n∑
i=1
ai
and hence
n∑
j=1
(
n∑
i=1
a2i + na
2
j
)
¿ 2
n∑
j=1
aj ·
n∑
i=1
ai;
that is,
n
n∑
i=1
a2i + n
n∑
j=1
a2j ¿ 2
(
n∑
i=1
ai
)2
:
Thus,
n∑
i=1
a2i ¿
1
n
(
n∑
i=1
ai
)2
:
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We 5rst give a simple lower bound for 
′s(G). Let =  (G) and = (G) denote
the minimum and maximum degree of G, respectively.
Proposition 1. For any graph G of order n; if |E(G)|= m; then 
′s(G)¿ m− n=2.
Proof. Let f be such an SEDF of G that
∑
e∈E(G) f(e) = 

′
s(G). Write E1 = {e ∈
E(G) |f(e) = 1} and E2 = {e ∈ E(G) |f(e) =−1}. Let s= |E1| and t = |E2|. Clearly,
m= s+ t and 
′s(G) = s− t = m− 2t.
Let Gi be the spanning subgraph of G with E(Gi) = Ei (i = 1; 2). By the above
lemma, we have
∑
e∈E2
dG2 (e) =
∑
uv∈E2
(dG2 (u) + dG2 (v)− 2)
=
∑
u∈V (G)
(dG2 (u))
2 − 2t ¿ n

1
n
∑
u∈V (G)
dG2 (u)


2
− 2t = 4t
2
n
− 2t:
Thus, there exists at least one edge e ∈ E2 such that dG2 (e) ¿ 4t=n − 2; that is,
|NG2 [e]|¿ 4t=n−1, By the de5nition of an SEDF, it is easy to see that NG[e] contains
atleast 4t=n edges of E1. This implies dG(e)¿ 8t=n−2. Note that since 2−2¿ dG(e),
we have t 6 n=4; 
′s(G) = m − 2t ¿ m − n=2. We have completed the proof of
Proposition 1.
The following statements are immediate from Proposition 1.
Proposition 2. For any graph G of order n; 
′s(G) ¿ ( − )n=2. In particular;

′s(G)¿ 0 for any regular graph G.
In order to obtain our main result, we introduce the following notation.
Let G be a non-empty graph with uv ∈ E(G), then G[u → v] denotes the graph
obtained from G ∪ K1 by deleting the edge uv and adding the new edge uw, where
{w}= K1. Obviously, V (G[u→ v]) = V (G) ∪ {w} and |E(G[u→ v])|= |E(G)|.
Theorem 3. For any positive integer m; let (m) = min{
′s(G) |G is a graph of size
m}; then
(m) = 2
⌈
1
3
⌈√
24m+ 25 + 6m+ 5
6
⌉⌉
− m:
Proof. Let M = {H | 
′s(H) =(m); |E(H)| = m; (H) ¿ 1}. From the de5nition of
(m) we see that M = ∅. Let n=max{|V (G′)|: G′ ∈ M}; M0={G′ ∈ M : |V (G′)|=n}.
For any graph G′, we de5ne F(G′) = {f |f is an SEDF of G′ such that ∑e∈E(G′)
f(e) = 
′s(G
′)},
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For any graph H and f ∈ F(H), we de5ne C(H;f) = {u ∈ V (H) |∑
v∈NH (u) f(uv) = 0}.
Choose a graph G ∈ M0 and an f ∈ F(G) such that |C(G;f)| is as small as possible
(taken over all G ∈ M0 and all f ∈ F(G)).
Write E1={e ∈ E(G) |f(e)=1}; E2={e ∈ E(G) |f(e)=−1}; E=E1∪E2=E(G). We
de5ne two subgraphs G1 and G2 of G as follows: V (Gi)=V (G) and E(Gi)=Ei (i=1; 2).
Let s= |E1| and t = |E2|. Clearly, m= s+ t and 
′s(G) = s− t.
For every u ∈ V (G) we de5ne d∗(u) = dG1 (u)− dG2 (u)
Let A= {u ∈ V (G) |d∗(u)¿ 0},
B= {u ∈ V (G) |d∗(u)¡ 0},
C = {u ∈ V (G) |d∗(u) = 0}
and GA = G[A]; GB = G[B]; GC = G[C]. Note that C = C(G;f).
Claim 1. E(GB) = ∅; E(B; C) = ∅; E(GC) ∩ E1 = ∅.
(1) Assume, to the contrary, that there exists some edge e= uv ∈ E(GB). Note that
d∗(u)6 −1 and d∗(v)6 −1. We have ∑e′∈NG[e] f(e′)=d∗(u)+d∗(v)−f(e)6 −1,
a contradiction.
(2) Analogously, if there exists e=u′v′ ∈ E(B; C), then u′ ∈ B and v′ ∈ C, and hence
d∗(u′)6 −1 and d∗(v′) = 0, so that ∑e′∈NG[e] f(e′) = d∗(u′) + d∗(v′)− f(e)6 0, a
contradiction.
(3) Assume that there exists e=u′′v′′ ∈ E(GC)∩E1. This implies d∗(u′′)=d∗(v′′)=0
and f(e) = 1, so that
∑
e′∈NG[e] f(e
′) = d∗(u′′) + d∗(v′′)− f(e) =−1, a contradiction
again.
Claim 2. E(GA) ∩ E2 = ∅.
Assume, to the contrary, that there exists e=uv ∈ E(GA)∩E2. Note that d∗(u)¿ 1;
d∗(v)¿ 1 and f(e) =−1, implying dG(v)¿ 2.
Let G∗ =G[u→ v] where V (G∗) = V (G) ∪ {w}. We de5ne an SEDF f∗ of G∗ as
follows:
f∗(e) =
{
−1; when e = uw;
f(e); when e ∈ E(G∗)\{uw}:
It is easy to check that f∗ is an SEDF of G∗ and
∑
e∈E(G∗) f
∗(e) =
∑
e∈E(G) f(e) =

′s(G)=(m), so 

′
s(G
∗)6 (m). Since |E(G∗)|=m and (G∗)¿ 1, hence G∗ ∈ M0.
But |V (G∗)|= |V (G)|+ 1 = n+ 1, this contradicts the choice of G in M0.
Claim 3. dG(v) = 1 for each v ∈ B; and hence E(A; B) ∩ E1 = ∅.
Assume that there exists some v ∈ B such that dG(v)=q¿ 2. By Claim 1, we have
NG(v) ⊆ A. Write NG(v) = {u1; u2; : : : ; uq}. Let JKq be the empty graph with the vertex
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set V ( JKq)= {v1; v2; : : : ; vq}. Let G∗ denote the graph obtained from (G−{v})∪ JKq by
adding q edges uivi (i = 1; 2; : : : ; q). Clearly, |E(G∗)| = m and (G∗) ¿ 1. De5ne an
SEDF f∗ of G∗ as follows:
f∗(e) =
{
f(uiv); when e = uivi (16 i 6 q);
f(e); otherwise:
For every e ∈ E(G)\{uiv | 16 i 6 q} ⊆ E(G∗);
∑
e′∈NG∗ [e] f(e
′)=
∑
e′∈NG[e] f(e
′)¿ 1
and for every e= uivi ∈ E(G∗) (16 i 6 q), we have
∑
e′∈NG∗e f
∗(e′)=d∗(ui)¿ 1
since ui ∈ A. So f∗ is an SEDF of G∗, whence 
′s(G∗) 6 
′s(G) = (m). By the
de5nition of (m), we have 
′s(G
∗) =(m) and hence G∗ ∈ M0. But |V (G∗)|= n+
q− 1¿ n+ 1. This is impossible.
Claim 4. E(A; C) ∩ E2 = ∅.
Assume that there exists e= uv ∈ E(A; C) ∩ E2; u ∈ A and v ∈ C; f(e) =−1. Note
that d∗(u)¿ 1; d∗(v)= 0; dG(v)¿ 2. De5ne G∗=G[u→ v]. Similar to the proof of
Claim 2, we can get a contradiction.
Claim 5. If E(GC) = ∅ (and hence C = ∅); then
(m)¿ 2
⌈
1
3
⌈√
24m+ 25 + 6m+ 5
6
⌉⌉
− m:
We know from Claims 1 and 4 that E(A; C) ∩ E2 = ∅ and E(B; C) = ∅. Note that
(G)¿ 1 and d∗(u) = 0 for all u ∈ C. So, C = ∅.
By Claims 1–4, we have seen that E(G) = E(GA) ∪ E(A; B) and E1 = E(GA); E2 =
E(A; B). So, s= |E(GA)| and t = |E(A; B)|; s+ t = m.
Let p = |A|, since d∗(u) ¿ 1 for every u ∈ A. We have p 6 ∑u∈A d∗(u) =
2s − t = 3s − m; s ¿ (p + m)=3. Note that s 6 (p2 ) = p(p − 1)=2; we have p 6
3s − m 6 3p(p − 1)=2 − m. It implies p ¿ (5 + √24m+ 25)=6. Thus we have
(m) = 
′s(G) = s− t = 2s− m¿ 2p+ m=3 − m. That is,
(m)¿ 2
⌈
1
3
⌈√
24m+ 25 + 6m+ 5
6
⌉⌉
− m:
Claim 6. If E(Gc) = ∅, then (GC)=(GC)=1 (and hence GC=qK2 for some q¿ 1).
Since (G)¿ 1 and d∗(u) = 0 for every u ∈ C, thus (GC)¿ 1.
Next we prove that (GC)6 1.
Assume, to the contrary, that there exists v0 ∈ C such that dGC (v0) = (GC) ¿ 2.
Note that d∗(v0)= 0. Thus, there exist ui ∈ A and vi ∈ C such that v0ui ∈ E(A; C) and
v0vi ∈ E(GC) (i = 1; 2).
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We de5ne a graph G′ and an SEDF f1 of G′ as follows:
V (G′) = V (G) ∪ V (K1) (where V (K1) = {w});
E(G′) = (E(G)\{u1v0; v1v0}) ∪ {u1w; v1w};
f1(e) =


f(e); e ∈ E(G)\{u1v0; v1v0};
+1; e = u1w;
−1; e = v1w:
Note that f is an SEDF of G and then∑
e∈N [u1v0
f(e) = d∗(u1) + d∗(v0)− f(u1v0)¿ 1; d∗(v0) = 0:
We see from Claim 4 that f(u1v0) = 1, which implies d∗(u1)¿ 2. It is easy to check
that f1 is an SEDF of G′. (G′)¿ 1; |E(G′)|= m and∑
e∈E(G′)
f1(e) =
∑
e∈E(G)
f(e) =(m):
But |V (G′)|= n+ 1, contradicting the choice of G in M0.
Claim 7. If E(GC) = ∅, then all vertices of GC are adjacent to one common vertex
in A.
Assume, to the contrary, that there exist u1; u2 ∈ A (u1 = u2) and v1; v2 ∈ C such
that uivi ∈ E(A; C) (i = 1; 2). By Claim 6 and d∗(vi) = 0 (i = 1; 2), we have v1 = v2.
Case 1: v1v2 ∈ E(GC);
De5ne a graph G′ and an SEDF f1 of G′ as follows:
V (G′) = V (G)
E(G′) = (E(G)\{u2v2}) ∪ {u2v1} and
f1(e) =
{
f(e); e ∈ E(G)\{u2v2};
+1; e = u2v1:
Obviously, G1 ∈ M0 and f1 is an SEDF of G′. It is easy to see that |C(G′; f1)|=
|C| − 2¡ |C|. This contradicts the choice of C.
Case 2: v1v2 ∈ E(GC);
By Claim 6, there exist v′1; v
′
2 ∈ C such that v1v′1 ∈ E(GC) and v2v′2 ∈
E(GC). Note that d∗(v′i) = 0 (i = 1; 2), so that by Case 1 we have uiv
′
i ∈ E(A; C)
(i = 1; 2).
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We de5ne a graph G′ and an SEDF f1 of G′ as follows:
V (G′) = V (G)
E(G′) = (E(G)\{u1v′1; u2v′2}) ∪ {u1v2; u2v1};
f1(e) =
{
f(e); e ∈ E(G)\{u1v′1; u2v′2};
+1; e ∈ {u1v2; u2v1}:
Obviously, G′ ∈ M0 and f1 is an SEDF of G′, but |C(G′; f1)|= |C| − 4¡ |C|; this is
impossible.
By Claim 7, Next we may suppose that u ∈ A is adjacent to every vertex of C. Let
|E(GC)|= q and write NG(u) ∩ B= {b1; b2; : : : ; bg}.
Claim 8. If E(GC) = ∅, then
(1) q¿ 2; d∗(u)¿ 2;
(2) g¿ 2;
(3) A= {u} and g6 2q− 2.
(1) Let e = v1v2 ∈ E(GC), by Claim 7, uvi ∈ E(A; C) (i = 1; 2). Note that d∗(v1)=
0 and f(uv1) = 1; so that
∑
e′∈N [uv1] f(e
′) = d∗(u) + d∗(v1) − f(uv1) ¿ 1; hence
d∗(u)¿ 2.
Assume, to the contrary, that |E(GC)|= 1, that is, E(Gc) = {v1v2}.
Let G′ be the graph obtained from G by deleting the edge v1v2 and adding a new
edge uw (where w is a new vertex). De5ne
f1(e) =
{
f(e); e ∈ E(G)\{v1v2};
−1; e ∈ {uw}:
Note that d∗(u)¿ 2, so that f1 is an SEDF of G′ and G′ ∈ M . But |V (G′)|=n+1,
which impossible.
(2) Assume that g6 1. Then d∗(u)¿ 2q− g¿ 3. De5ne G′ and an SEDF f1 of
G′ as follows:
V (G′) = V (G) ∪ {w}
E(G′) = (E(G)\{e′}) ∪ {uw}:
where e′ = v1v2 ∈ E(GC).
f1(e) =
{
f(e); e ∈ E(G)\{e′};
−1; e ∈ {uw}:
Note that d∗(u)¿ 3, so that G′ ∈ M and f1 is an SEDF of G′. But |V (G′)|=n+1,
this is impossible.
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(3) Assume, to the contrary, that A\{u} = ∅. Then E(GA) = ∅ (otherwise, d∗(u′)=0
for any u′ ∈ A\{u}, a contradiction). Thus, GA contains atleast one edge u1u2 ∈ E(GA)
where u1 = u. Note that q ¿ 2 and g ¿ 2. Let v1v2 ∈ E(GC) and v3v4 ∈ E(GC);
b1; b2 ∈ NG(u) ∩ B. De5ne a graph G′ of order n as follows:
write
X = {ub1; ub2; v1v2; v3v4; uv1; uv2; uv3; uv4};
Y = {w1; w2; : : : ; w6}= V ( JK6);
V (G′) = (V (G)\{b1; b2; v1; v2; v3; v4}) ∪ Y;
E(G′) = (E(G)\X ) ∪ {u1w5; u1w6; u1w1; u1w2; u2w1; u2w2; w1w3; w2w4}:
Obviously, |V (G′)|= n and |E(G′)|= m. De5ne
f1(e) =


f(e); e ∈ E(G)\X;
+1; e ∈ {u1w1; u1w2; u2w1; u2w2};
−1; e ∈ {u1w5; u1w6; w1w3; w2w4}:
Note that d∗(u)¿2. It is easy to check that f1 is an SEDF of G′, and
∑
e∈E(G′)f1(e)=∑
e∈E(G) f(e)=(m). Thus G
′ ∈ M0, but |C(G′; f1)|¡ |C|, which is a contradiction.
So, we have A= {u}. Note that d∗(u) = 2q− g¿ 2, thus g6 2q− 2.
Claim 9. If E(GC) = ∅, then
(m)¿ 2
⌈
1
3
⌈
6m+ 5 +
√
24m+ 25
6
⌉⌉
− m: (∗)
By Claim 8 we have m = 3q + g 6 5q − 2; q ¿ (m + 2)=5 and (m) = 
′s (G) =
|E(A; C)|−|E(GC)|−|E(A; B)|=2q−q−g=q−(m−3q)=4q−m¿ 4(m+2)=5−m.
Note that q¿ 2 and hence m¿ 6, we have
6
⌈
m+ 2
5
⌉
¿m+ 2 +
⌈
m+ 2
5
⌉
¿ m+ 2 +
⌈
4m− 4
20
⌉
¿m+ 2 +
⌈
4m− 4√
24m+ 25 + 7
⌉
=
⌈
6m+ 5 +
√
24m+ 25
6
⌉
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So,
2
⌈
m+ 2
5
⌉
¿
⌈
1
3
⌈
6m+ 5 +
√
24m+ 25
6
⌉⌉
(m)¿ 4
⌈
m+ 2
5
⌉
− m¿ 2
⌈
1
3
⌈
6m+ 5 +
√
24m+ 25
6
⌉⌉
− m:
Combining Claims 5 and 9, we have established the inequality (∗)
To prove the reverse inequality, we construct a graph G∗ of size m as follows:
Since the theorem is trivial for m 6 3, we may suppose m ¿ 4. Let p1 =
(√24m+ 25 + 5)=6 and s1 = (p1 + m)=3; G1 denotes a graph of order p1 such
that |E(G1)| = s1, (note that s1 6 (p12 )), and let t1 = m − s1. It is easy to see that
t1 6 2s1 − p1 =
∑
u∈v(G1)(dG1 (u)− 1). Write V (G1) = {u1; u2; : : : ; up1}.
Let t1 = r1 + r2 + · · ·+ rp1 be a partition of t1 such that 06 ri 6 dG1 (ui)− 1 for
each i = 1; 2; : : : ; p1.
Let G∗ be the graph obtained from G1 by adding exactly ri pendant edges at ui for
each i = 1; 2; : : : ; p1. Obviously, |E(G∗)|= s1 + t1 = m and |V (G∗)|= p1 + t1.
De5ne a function f∗ : E(G∗)→ {+1;−1} as follows:
f∗(e) =
{
1; when e ∈ E(G1) ⊆ E(G∗);
−1; when e ∈ E(G∗)\E(G1):
It is easy to check that f∗ is an SEDF of G∗. Thus 
′s(G
∗) 6
∑
e∈E(G∗) f
∗(e) =
2s1 − m. Note that (G∗)¿ 1 and |E(G∗)|= m. We have
(m)6 
′s(G
∗)6 2s1 − m= 2
⌈
1
3
⌈√
24m+ 25 + 6m+ 5
6
⌉⌉
− m:
We have completed the proof of Theorem 3.
For any graph G, it is clear that 
′s(G)6 |E(G)|. Next we will see that the equality
holds for some trees(or forests) only.
Given a graph G, then the subdivision G′ of G is the graph obtained from G by
subdividing each edge of G exactly once. Obviously, |V (G′)| = |V (G)| + |E(G)| and
|E(G′)|= 2|E(G)|.
Theorem 4. Let G be a connected graph, then 
′s(G) = |E(G)| if and only if either
G∼=Pn for some n (16 n6 5) or G is the subdivison of some star K1; n (n¿ 3).
Proof (SuLciency). It is obvious.
(Necessity). Let G be a connected graph with 
′s(G) = |E(G)|. Thus, for any SEDF
f of G, f(e) = 1 holds for every e ∈ E(G).
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Claim 1. G is a tree.
Assume, to the contrary, that G contains a cycle Cn as subgraph of G. Choose any
edge e0 ∈ E(Cn). De5ne
f(e) =
{
−1; when e = e0
+1; otherwise:
Obviously, f is an SEDF of G. This contradicts the fact 
′s(G) = |E(G)|.
Claim 2. If (G)6 2, then G∼=Pn (16 n6 5).
When (G) = 0 or 1, clearly, G∼=P1 or P2.
When (G) = 2, By Claim 1, we have G∼=Pn (n¿ 3).
Assume that G∼=Pn for some n ¿ 6. Write Pn = (v1v2v3; : : : ; vn) where E(Pn) =
{vivi+1|i = 1; 2; : : : ; n− 1}. De5ne
f(e) =
{
−1; when e = v3v4
+1; otherwise:
f is an SEDF of G=Pn, a contradiction. Thus, when (G) = 2; G∼=Pn (36 n6 5).
Claim 3. If (G)¿ 3. Let X = {v ∈ V (G) |dG(v)¿ 3}, then |X |= 1.
Assume, to the contrary, that there exist u; v ∈ X such that the distance dG(u; v)=s¿
1. Thus G contains a path Ps+1 = (uu1u2 · · · us−1v). De5ne
f(e) =
{
−1; when e = uu1;
+1; otherwise:
Note that d(u) ¿ 3, and d(v) ¿ 3, so that f is an SEDF of G, which is a
contradiction.
Next we write X = {u} when (G)¿ 3.
Claim 4. If v ∈ {v′ ∈ V (G) |d(v′) = 1}, then the distance dG(u; v) = 2.
Assume that dG(u; v) = s such that s¿ 3 or s= 1. Next we consider two cases:
(1) When s¿ 3: There exists a path Ps+1 = (uu1u2 · · · us−1v). De5ne
f1(e) =
{
−1; when e = uu1;
+1; otherwise:
(2) When s= 1: then uv ∈ E(G). De5ne
f2(e) =
{
−1; when e = uv;
+1; otherwise:
Note that dG(u)¿ 3. It is easy to see that f1 and f2 are SEDFs of G, resp, which
are contradictions.
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To summarize, when (G) ¿ 3, G is a tree T such that T contains exactly one
vertex u of degree atleast 3 and dG(u; v)= 2 for every vertex v of degree 1. It implies
that dG(u; v) = 1 for every vertex v of degree 2. Thus, G is the subdivison of some
star K1; n(n¿ 3). We have completed the proof of Theorem 4.
Finally, we end this paper with the following.
Problem. Determine g(n) = min{
′s(G) |G is a graph of order n} for each positive
integer n.
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