Abstract. A simple computational procedure is developed for accurately summing series of the form ¿Z^^lk + l)~pz + , where z is complex with \z\ < 1 and p = 1 or 3, as well as series of the type 
Introduction
Our concern, in § §2-4, is with series of the type zeC, |z|<l, and p = 2 or 3.
Of particular interest to us is the numerical evaluation of these series in cases of slow convergence, i.e., when \z\ is close or equal to 1. It clearly suffices to concentrate on the first of the two series, R , since
(1-4) Sp(z) = iRp(-iz).
(1.6,) V^C0S(2fe + 1)Q = 7r(n-2|a|)/8, -n < a < n [8,(17 (-l)*(2Ä:+ir2sin(2Ä:+l)a, ^2(-l)k(2k + l)"3cos(2fc + 1)q, k=0 k=0
which can be obtained from (1.6) by applying (1.4). When z = X, the sum of (1.1 ) is expressible in terms of the Riemann zeta function, (1.7) Rp(X) = (X-2-p)Ç(p), whereas S2(X) is known as Catalan's constant, and 53(1) = n /32. All these explicit formulae will be useful for testing purposes. In §5 we combine our techniques of §2 with series expansion to deal with the more difficult series^ Both are also of interest in plate contact problems [1] . Here again, we are able to sum these series effectively and to high precision, the major (as yet unresolved) difficulty occurring when b is very small.
Summation of R and S , p = 2 and p = 3
We begin with an idea used previously in [7, 6] , namely to express part of each term of the series (not the whole term, as in [7, 6] ) as a Laplace transform with integer argument. Specifically, e -X However, there is no real need for this, since by (1.7) the sum is expressible in terms of the well-tabulated Riemann zeta function [9] . In particular, R2(X) = 7T2/8.
WALTER GAUTSCHI
The more difficult case is Case 2: z ^ 1. Here we could proceed similarly as in (2.4) and write
Unfortunately, the second factor in the integrand is quite ill-behaved when \z\ is close to 1, exhibiting a steep boundary layer near t = 0. (Consider, e.g., z = X -r\, 0 < m < 1.) Gaussian quadrature, therefore, will no longer be effective. Instead, we make the change of variable e~' = x in (2. Convergence in (2.13) is faster the further away z is from the interval [0, 1 ]. The evaluation of r_f(z) is quite cheap, once the coefficients an, ßn in (2.11) have been precomputed for sufficiently many n. One simply lets v increase through a sequence {ia} of integers 0 < vx < v2 < ■ ■ ■ and stops at the smallest i, say /' = z'min , for which |r_| (z) -r_{-1 (z)\ < e\r["'x(z)\, where e is a preset error tolerance. One then accepts r_[ (z) with i = imin as the desired approximation of r^](z) in (2.14). For the two choices of z in (1.5), practical guidelines for determining an acceptable value of v (i.e., one for which r^J(z) sufficiently approximates r_x(z)) will be given in §4.
The coefficients an , ßn can be computed by known methods, as will be further discussed in §3. The first 100 coefficients are tabulated in Tables 1 and 2 of the Appendix for p = 2 and p = 3 to an accuracy of 25 and 20 significant decimal digits, respectively.
The procedure (2.12)-(2.14), in view of (1.4), is readily adapted to the series 2) mn(a;p) = j P*(t)wp(t; a)dt, « = 0,1,2,..., denote the "modified moments" of wp(-; a) relative to the shifted Legendre polynomials P*(t) = Pn(2t -X). In the case p = 2 these modified moments are explicitly known (cf. [2] ):
It is also well known how the modified moments of a weight function w can be used to generate the recursion coefficients a (w), ß (w) of the respective orthogonal polynomials {nk(-; w)} by means of the so-called modified Chebyshev algorithm [4, §2.4]. This algorithm indeed works particularly well in the case of the weight function (3.1) with p = 2, a = -\, i.e., for w(t) = w2(t) (cf. (2.8)), as was demonstrated in [5, Example 5.3] . This, then, is the way we computed the quantities an(w ), ßn(wp) for p = 2 . Compensating for a loss of about four decimal digits, when n runs from 0 to 99, we tabulate the results in Table 1 of the Appendix to only 25 decimals (having done the computation in 29-decimal arithmetic).
In order to get the same quantities for p = 3, it suffices to observe that 
Putting a = -j in (3.4), and using the resulting quantities as input to the modified Chebyshev algorithm, produces the coefficients an(w3), ßn(w^). The procedure is somewhat less stable than in the case p = 2, suffering a loss of SLOWLY CONVERGENT SERIES IN PLATE CONTACT PROBLEMS 331 about eight to nine decimal digits when applied up to n = 99. For this reason we tabulate a"(w3), ßn(w3) in Table 2 of the Appendix to only 20 decimals.
Implementation and numerical examples
It would clearly be desirable in our procedure (2.12) to know a priori what value to choose for the starting index v , given any z in the first quadrant of C and given the required accuracy. The recursion in (2.12) then would need to be run through only once, and the iterative procedure suggested in §2 could be dispensed with.
To deal with this problem, we consider only the two cases of practical interest stated in (1.5). More precisely, we address the following related problem: Given v and the desired relative accuracy e , determine the set of values A in [0, 1], resp. a in [0, n/2\, for which r_\ in (2.13) approximates r_x within a relative error of e .
As to the values of A, we note that the speed of convergence in (2.13) decreases as A increases in [0, 1]. The desired set of ^4-values must thus have the form 0 < A < A(v, e) < X, and the problem is to determine A(v, e). We solve this empirically by a bisection procedure: Start with two numbers Aq , Aq such that A^ < A(v, e) < A^ , for example, Aq = 0, Aq = X. Having already obtained Ak~_x and Ak_x with Ak_x < Ak_x, test the midpoint M = \(Ak_x + Ak_x) to see whether at M the procedure (2.12) yields an approximation r_\ with relative error larger or smaller than e . In the former case we set Ak = Ak_x , Ak = M, in the latter case Ak = M, A+k = A+k_x . We quit this iteration as soon as, say, Ak-Ak< jX0~6 and take j(Ak + Ak) to approximate A(v, e). In order to determine the relative errors of r_\, as required in this procedure, we approximate r_x by r_, and, at the same time, check to see that r_, and r_x agree to within a relative accuracy e/100. If they do, it is safe to assume that r_x can reliably substitute r[^ in determining whether r_\ has relative error > e or < e. If they do not, we print a cautionary message, and take Ak as a (conservative) estimate from below of A(u,e).
The results of this procedure are summarized in Table 4 .1 for both p = 2 and p = 3 . An asterisk indicates a conservative lower estimate of A(v, e) for reasons explained above.
We can see from Table 4 .1, for example, that if we are interested in 12-digit accuracy and only in positive values of A satisfying A < .99, then we can safely use v = 50 in (2.12) when p = 2, and v = 40 when p = 3. On the other hand, the choice v = 10 for the same range of /1-values, always gives at least four correct decimal digits.
Interestingly, the procedure (2.12), (2.13) seems to converge even for A = X, albeit slowly, but there is no theoretical justification for it (to our knowledge). For the second choice z = e , 0 < a < n/2, in (1.5), it was observed empirically that the speed of convergence in (2.13) decreases-slowly at first, and then faster-as a decreases from n/2 to 0. Therefore, a similar procedure as above for ^-values can be applied to determine the number co(v, e) with the property that for all a satisfying 0 < co(v, e)n/2 < a < n/2, the procedure (2.12) produces r^\ with (at least approximately) \(r^\ -rl^1)/^1! < e . The results are displayed in Table 4 .2. We applied the procedure (2.12) with v = 1,2,3,..., terminating it for the first value of v , v = umin, for which |(r^J -rl"~l])/r^]x\ < e, where e = mm il U0 5 for p = 2, and e -ilO 20 for p = 3 . The same experiment as in Example 1 was run in this case, with the results being shown in Table 4 .4. The first entry under each heading R (e'wn^ ) represents the real part, the second the imaginary part. The results for Re R?, Imi?3 were checked against formulas (1.62) and (1.63) vealed agreement to all digits shown. respectively, and re- 
Summation of T and U , p = 2 and p = 3
We first take up the series (1.8 ). We expand the ratio of hyperbolic cosines as follows:
Then, upon using again the Laplace transform technique (2.1), (2.2), and interchanging the summations over k and n, one obtains after an elementary calculation The integral in (5.2), hence both <p"(x) and <pn(-x) in (5.1) (the latter if n > 0 or x < b), can be computed, as before, by the recursive procedure (2.12), (2.13) (where z~ is to be replaced by u). For large n , this procedure converges almost instantaneously. The series in (5.1), on the other hand, converges geometrically, with ratio exp(-2è). This is easily seen by noting that its general term (including the factor in front of the series) behaves like 2(-l)"coshx e~¿ as n -» co . Thus, convergence is quite satisfactory, unless b is small, the speed of convergence being independent of x . Table 5 .1 shows the number of terms, A^, required Table 5 .1 Number of terms required in the series of (5.1) to achieve an accuracy of ace significant decimal digits 4  7  7  8  196  198  8  49  49  8  13  13  12 288  290  12  72  72  12  18  18  16  380  382  16  95  96  16  24  24  20  473  474  20  118  119  20  30  30  .10  4  52  53  .40  4  13  13  1.60  4  4  4  8  98  99  8  25  25  8  6  6  12  144  145  12  36  36  12  9  9  16  190  191  16  48  48  16  12  12  20  236  237  20  59  59  20  15  15 in (5.1) to achieve various accuracies. As mentioned, N does not depend on x . It can be seen that the convergence characteristics of the series are virtually the same for p = 2 and p = 3. (When x is very close to b, the backward recursion (2.12) with v < 99 for evaluating <p0(-x) in (5.1) may provide only limited accuracy; cf. Example 1.) For the series (1.9 ) one finds similarly
with <pn(-) defined in (5.2) ; the convergence behavior, when x > 0, is similar to the one shown in Table 5 .1 for the series (5.1). Series of the types (1.8 ), (1.9 ), which include alternating sign factors, can be treated similarly.
Appendix
Recursion coefficients an, ßn for the (monic) polynomials {nk(-;w2)} and {nk(-; w3)} orthogonal on [0, 1] with respect to the weight functions w2(t) = rl,2Xn(X/t) and w3(t) = rl/2[Xn(X/t)]2. Table 1 Recursion coefficients for the polynomials {nk(-; w2)} 
