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A LEVY-AREA BETWEEN BROWNIAN MOTION AND ROUGH PATHS
WITH APPLICATIONS TO ROBUST NON-LINEAR FILTERING AND
RPDES
JOSCHA DIEHL, HARALD OBERHAUSER, AND SEBASTIAN RIEDEL
Abstract. We give meaning and study the regularity of diUerential equations with a
rough path term and a Brownian noise term, that is we are interested in equations of
the type
Sηt = S0 +
ˆ t
0
a (Sηr ) dr +
ˆ t
0
b (Sηr ) ◦ dBr +
ˆ t
0
c (Sηr ) dηr
where η is a deterministic geometric, step-2 rough path and B is a multi-dimensional
Brownian motion. En passant, we give a short and direct argument that implies in-
tegrability estimates for rough diUerential equations with Gaussian driving signals
which is of independent interest.
1. Introduction
The contribution of this article is twofold: Vrstly, we give meaning to diUerential
equations of the type
(1.1) Sηt = S0 +
ˆ t
0
a (Sηr ) dr +
ˆ t
0
b (Sηr ) ◦ dBr +
ˆ t
0
c (Sηr ) dηr,
that is, for a deterministic, step 2-rough path η we are looking for a stochastic process
Sη that is adapted to σ (B) and study the regularity of the map η 7→ Sη. Secondly, we
take this as an opportunity to revisit the integrability estimates of solutions of rough
diUerential equations driven by Gaussian processes.
If either b ≡ 0 or c ≡ 0 then rough path theory [26, 27, 29, 19, 18] or standard Ito¯-
calculus allow (under appropriate regularity assumptions on the vector Velds (a, b, c))
to give meaning to (1.1). However, in the generic case when the vector Velds b and
c have a non-trivial Lie bracket, any notion of a solution (that is consistent with an
Ito¯–Stratonovich calculus) must take into account the area swept out between the
trajectories of B and η. A natural approach is to identify Sη as the RDE solution of
(1.2) St = S0 +
ˆ t
0
(a, b, c) (Sr) d (r,Λr)
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where Λ is a joint, step-2 rough path lift between the enhanced Brownian motion
B =
(
1 +B +
´
B ⊗ ◦dB) and η, and (r,Λ) is the joint rough path between the
random rough path Λ and the bounded variation path r 7→ r. While the existence of
a joint lift between a continuous bounded variation path and any rough path is trivial
(via integration by parts), the existence of a joint lift between two given step-2 rough
paths is more subtle and in general not possible. More precisely, let α ∈ (1
3
, 1
2
)
and
denote with C0,α (Rd) the space of geometric, step-2, α-Hölder rough paths over Rd
(we often only write C0,α and d is chosen according to context). Fix two geometric,
step-2 rough paths η = (1 + η1 + η2) ∈ C0,α (Rd), b = (1 + b1 + b2) ∈ C0,α (Re).
In general, one cannot hope to Vnd a joint rough path lift, i.e. a geometric rough path
λ =
(
1 + λ1 + λ2
) ∈ C0,α (Rd+e) such that (formally)
λ1 =
(
η1, b1
)
and λ2 =
(
η2
´
η ⊗ db´
b⊗ dη b2
)
since the entries on the cross–diagonal of λ2 are not well–deVned. (What is guaran-
teed by the extension theorem in [28] is that there exists a weak geometric rough path
λ such that λ
1
=
(
η1, b1
)
, however this λ is highly non-unique and no consistency
with η or b on the second level is guaranteed).
In Section 2 we show that in the case when the deterministic rough path b is re-
placed by enhanced Brownian motionB, there does indeed exists a stochastic process
Λ which merits in a certain sense to be called the “canonical joint lift” of η and B. In
Section 3 we use this liftΛ to give meaning to diUerential equations (1.1) resp. (1.2) and
establish local Lipschitzness of the solution map η 7→ Sη from the space of geomet-
ric rough paths equipped with Hölder metric into the space of stochastic processes
adapted to the Brownian Vltration equipped with the topology of uniform conver-
gence in Lq (Ω)-norm. This is exactly the type of robustness we are interested in and
Vnally allows us to turn to our initial motivation: diUerential equations of the form
(1.1) naturally arise in certain robustness problems and were previously treated with
a Wow decomposition which ultimately leads to stronger regularity assumptions on
the vector Velds. In Section 4 we give two such applications. One revisits Clark’s
robustness problem in nonlinear Vltering and provides an alternative to the recent
approach via Wow decomposition carried out in [6], the other one is a Feynman–Kac
representation of solutions of PDEs with linear rough path noise.
Our application to stochastic Vltering demands exponential integrability of diUer-
ential equations driven byΛ. We take this as an opportunity to revisit existing results
on integrability estimates for rough paths and rough diUerential equations in a gen-
eral setup (which then even implies Gaussian integrability for diUerential equations
driven by Λ that are uniform in η). In Section 5 we give a surprisingly short proof of
the integrability properties of RDEs driven by Gaussian rough paths by revisiting and
combining the key insights from [14] and [5] in a direct and tractable way which we
think is of independent interest.
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2. The joint lift
As usual we denote with Lipγ the set of γ-Lipschitz functions a : Rd1 → Rd2 in
the sense of E. Stein1 where d1 and d2 are chosen according to the context. G
2
d
∼=
Rd ⊕ so (d) is the free nilpotent group2 of step 2 over Rd. We equip the space of
geometric rough paths with the non-homogeneous metric ρα−Ho¨l which makes it a
Polish space, denoted C0,α, and denote the associated non-homogeneous norm3 on
this non-linear space with ‖.‖α−Ho¨l, (similarly we denote the non-separable space of
weak geometric rough paths with Cα (Rd), cf. [18, Chapter 9.2]).
Theorem 3. Let α ∈ (1
3
, 1
2
)
, η ∈ C0,α (Rd) and B = (Bi)ei=1 be an e-dimensional
Brownian motion carried on a probability space (Ω,F ,Ft,P) satisfying the usual condi-
tions. Then for every α′ < α there exists a C0,α′ (Rd+e) -valued random variableΛ = Λη
on (Ω,F ,Ft,P) which fulVlls P-a.s. that for every t ≥ 0,
Λ
1;i
t =
{
η
1;i
t , if i ∈ {1, . . . , d}
Bi−dt , if i ∈ {d+ 1, . . . , d+ e}
(2.1)
Λ
2;i,j
t =
{
η
2;i,j
t , if i, j ∈ {1, . . . , d}´ t
0
Bi−dr ◦ dBj−dr , if i, j ∈ {d+ 1, . . . , d+ e} .
Moreover,
(i) Λη has Gaussian tails, locally uniform in η: ∀r > 0 ∃δ = δ (α′, α, T, r) > 0
such that
(2.2) sup
‖η‖α−Ho¨l≤r
E exp
(
δ ‖Λη‖ 2α′−Ho¨l
)
<∞.
1That is bounded k-th derivative for k = 0, . . . , ⌊γ⌋ and (γ − ⌊γ⌋)-Hölder continuous ⌊γ⌋-th deriv-
ative, where ⌊γ⌋ is the largest integer strictly smaller then γ.
2This is the correct state space for a geometric 1/p-Hölder rough path; the space of such paths
subject to 1/p-Hölder regularity (in rough path sense) yields a complete metric space under 1/p-Hölder
rough path metric. Technical details of geometric rough path spaces can be found e.g. in Section 9 of
[18].
3We denote norms on linear spaces with |.| and “norms” on non-linear spaces (like G2d or C0,αd ) with
‖.‖.
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(ii) η 7→ Λη is locally Lipschitz in Lq: ∀r > 0, there exists a constant cLip =
cLip (r, q, α, α
′) such that for all η, η¯ ∈ C0,α (Rd) with ‖η‖ α−Ho¨l,‖η¯‖ α−Ho¨l ≤ r∣∣ρα′−Ho¨l (Λη,Λη)∣∣Lq(Ω;R) ≤ cLipρα−Ho¨l (η, η¯) .
(iii) Λ is consistent with the Stratonovich lift for semimartingales: let N be a mul-
tidimensional continuous semimartingale carried on another probability space(
Ω,F ,F t,P
)
and consider the product space with (Ω,F ,Ft,P) equipped with
P⊗ P. Denote withN resp. (N ,B) the Stratonovich lift of the semimartingales
N resp. (N,B). Then for P-a.e. ω ∈ Ω we have
P
[
ω : ΛN(ω) (ω) = (N ,B) (ω ⊗ ω)
]
= 1.
Proof. DeVne
Λ
1;i
t :=
{
η1;i , if i ∈ {1, . . . , d}
Bi−d , if i ∈ {d+ 1, . . . , d+ e} ,
Λ
2;i,j
t :=


η2;i,j , if i, j ∈ {1, . . . , d}´ t
0
Bi−dr ◦ dBj−dr , if i, j ∈ {d+ 1, . . . , d+ e}´ t
0
ηiudB
j−d
u , if i ∈ {1, . . . , d} , j ∈ {1 + d, . . . , d+ e}
ηjtB
i−d
t −
´ t
0
ηjudB
i−d
u , if i ∈ {d+ 1, . . . , d+ e} , j ∈ {1, . . . , d} .
(2.3)
ThenΛt =
(
1 +Λ1t +Λ
2
t
) ∈ 1+Rd+e+(Rd+e)⊗2 and a direct calculation shows that
Λs,t := Λ
−1
s ⊗Λt = exp [(ηs,t, Bs,t) + As,t] with4
(2.4)
so (d) ∋ Ai,js,t =


1
2
(´ t
s
ηis,udη
j
u −
´ t
s
ηjs,udη
i
u
)
, if i, j ∈ {1, . . . , d}
1
2
(´ t
s
Bi−ds,u dB
j−d
u −
´ t
s
Bj−ds,u dB
i−d
u
)
, if i, j ∈ {d+ 1, . . . , d+ e}(´ t
s
ηis,udB
j−d
u − 12ηis,tBj−ds,t
)
, if i ∈ {1, . . . , d} , j ∈ {1 + d, . . . , d+ e}(
− ´ t
0
ηjudB
i−d
u +
1
2
ηjs,tB
i−d
s,t
)
, if i ∈ {d+ 1, . . . , d+ e} , j ∈ {1, . . . , d} .
That is, (after throwing away a null-set depending on B and η) we have shown that
t 7→ Λt is a continuous path that takes values inG2
(
Rd+e
)
. It remains to demonstrate
that ‖Λ‖α′−Ho¨l < ∞ for any α′ < α which is then enough to conclude that Λ ∈
C0,α′ (Rd+e) P-a.s. for α′ < α due to the embedding of weak geometric rough paths
into geometric rough paths (Cβ ⊂ C0,β′ for β > β ′ follows from [17, Theorem 19]).
We show this Hölder regularity by proving a stronger statement, namely that ‖Λ‖ α′
has Gaussian tails. It is clear that the Vrst level of Λ is α-Hölder; to deal with the
second level note that |Ast| ∼
∑
ij
∣∣Aijst∣∣ and that 2α−Hölder regularity already holds
for the Vrst two cases, that is i, j ∈ {1, . . . , d} and i, j ∈ {d+ 1, . . . , d+ e} (in fact
4We could deVne Λ directly via (2.4) but the above way might be a bit more intuitive.
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even a Gauss tail via the Fernique estimate for rough path norms [14]). Now for the
remaining case we have from above deVnition of Ai,j that
∣∣Ai,js,t∣∣ ≤
∣∣∣∣
ˆ t
s
ηis,udB
j
u
∣∣∣∣ + 12
∣∣ηis,tBjs,t∣∣
and since
∣∣ηis,tBjs,t∣∣ ≤ |η|α−Ho¨l |B|α−Ho¨l |t− s|2α it just remains to treat ∣∣∣´ ts ηis,udBju
∣∣∣.
But since for each s < t,
´ t
s
ηis,udB
j
u has the same distribution as
√´ t
s
(
ηis,u
)2
du.Z for
some Vxed Z ∼ N (0, 1), we also have
exp

κ


∣∣∣´ ts (ηis,u) dBju∣∣∣
(t− s)2α


2

 =Law exp

κZ2


√∣∣∣´ ts (ηis,u)2 du∣∣∣
(t− s)2α


2


and by the elementary estimate
∣∣∣´ ts (ηis,u)2 du∣∣∣ ≤ ‖η‖2α−Ho¨l (t− s)2α+1 we can con-
clude by taking sups<t E in above expression and using the Gaussian integrability for
Z , i.e. there exists a κ > 0 such that
sup
s<t
E exp
[
κZ2 |η|2α−Ho¨l (t− s)1−2α
]
<∞.
By [18, Theorem A.19] this yields the desired 2α′-Hölder regularity of
∣∣∣´ ts ηis,udBju∣∣∣ for
any α′ < α. Putting everything together, we have shown that ‖Λ‖α′−Ho¨l < ∞, P-a.s.
In fact we even have shown
sup
‖η‖α−Ho¨l≤r
E exp
(
δ ‖Λη‖ 2α′−Ho¨l
)
<∞, ∀α′ < α.
It remains to show the claimed Lipschitz continuity of the map η 7→ Λη . Therefore let
q ≥ q0 (α, α′), as given in [18, TheoremA.13], take η, η¯ ∈ C0,α with ‖η‖ α−Ho¨l, ‖η¯‖ α−Ho¨l ≤
r and denote the corresponding liftsΛη,Λη. Set ε := ρα′−Ho¨l
(
Λ
η,Λη
)
. By (2.2) there
exists a constant c1 = c1 (q, r) such that (we denote the Carnot–Caratheodory metric
on G2d+e with dCC)
|dCC (Ληs ,Ληt )|qLq(Ω;R) ,
∣∣∣dCC (Ληs ,Ληt )∣∣∣q
Lq(Ω;R)
≤ c1 |t− s| αq.
Moreover ∣∣∣π1 (Ληs,t −Ληs,t)∣∣∣q
Lq(Ω;R)
= |ηs,t − η¯s,t| q
≤ εq |t− s| αq,
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and (again the constants c may only depend on r and q)
∣∣∣π2 (Ληs,t −Ληs,t)∣∣∣2/q
Lq/2(Ω;R)
=
∣∣∣∣12π1
(
Λ
η
s,t −Ληs,t
)
⊗ π1
(
Λ
η
s,t −Ληs,t
)
+ As,t − A¯s,t
∣∣∣∣
2/q
Lq/2(Ω;R)
≤ c
(
εq/2 |t− s| αq + ∣∣As,t − A¯s,t∣∣2/qLq/2(Ω;R)
)
Also,
∣∣∣∣
ˆ t
s
ηis,udη
j
u −
ˆ t
s
ηjs,udη
i
u −
(ˆ t
s
η¯is,udη¯
j
u −
ˆ t
s
η¯js,udη¯
i
u
)∣∣∣∣
2/q
Lq/2(Ω;R)
=
∣∣∣∣
ˆ t
s
ηis,udη
j
u −
ˆ t
s
ηjs,udη
i
u −
(ˆ t
s
η¯is,udη¯
j
u −
ˆ t
s
η¯js,udη¯
i
u
)∣∣∣∣
2/q
≤ εq/2 |t− s| αq,
and Vnally
∣∣∣∣
ˆ t
s
ηis,udB
j−d
u −
1
2
ηis,tB
j−d
s,t −
(ˆ t
s
η¯is,udB
j−d
u −
1
2
η¯is,tB
j−d
s,t
)∣∣∣∣
2/q
Lq/2(Ω;R)
≤ c
∣∣∣∣
ˆ t
s
ηis,u − η¯is,udBj−du
∣∣∣∣
2/q
Lq/2(Ω;R)
+ c
∣∣∣ηis,tBj−ds,t − η¯is,tBj−ds,t ∣∣∣2/q
Lq/2(Ω;R)
≤ c
∣∣∣∣
ˆ t
s
∣∣ηis,u − η¯is,u∣∣2 du
∣∣∣∣
q/4
+ c
∣∣ηis,t − ηis,t∣∣ q/2 ∣∣∣Bj−ds,t ∣∣∣2/q
Lq/2(Ω;R)
≤ cεq/2 |t− s| αq/2+q/4 + cεq/2 |t− s| αq/2 |t− s| q/4
≤ cεq/2 |t− s| αq.
Hence, ∣∣∣π2 (Ληs,t −Ληs,t)∣∣∣2/q
Lq/2(Ω;R)
≤ c2εq/2 |t− s| αq
and applied withm = m (r, q) := max
{
1, c
1/q
1 , c
1/(2q)
2
}
we have ∀q ≥ 1 that
∣∣∣dCC (Ληs ,Ληt )∣∣∣
Lq(Ω;R)
≤ m |t− s| α,∣∣∣π1 (Ληs,t −Ληs,t)∣∣∣
Lq(Ω;R)
≤ εm |t− s| α,∣∣∣π2 (Ληs,t −Ληs,t)∣∣∣
Lq/2(Ω;R)
≤ εm2 |t− s| 2α.
A LEVY-AREA BETWEEN BROWNIAN MOTION AND ROUGH PATHS WITH APPLICATIONS 7
By [18, TheoremA.13 (i)] there exists a q large enough and a constant k = k (α, α′, T, q)
such that∣∣∣∣∣∣sups<t
∣∣∣π1 (Ληs,t −Ληs,t)∣∣∣
|t− s| α′
∣∣∣∣∣∣
Lq(Ω;R)
≤ εkm and
∣∣∣∣∣∣sups<t
∣∣∣π2 (Ληs,t −Ληs,t)∣∣∣
|t− s| α′
∣∣∣∣∣∣
Lq/2(Ω;R)
≤ ε (km) 2
Using this with q and 2q we get from the deVnition of ρα′−Ho¨l that
∣∣ρα′−Ho¨l (Λη,Λη)∣∣Lq(Ω;R) ≤
∣∣∣∣∣∣sups 6=t
∣∣∣π1 (Ληs,t −Ληs,t)∣∣∣
|t− s| α′
∣∣∣∣∣∣
Lq(Ω;R)
+
∣∣∣∣∣∣sups 6=t
∣∣∣π2 (Ληs,t −Ληs,t)∣∣∣
|t− s| 2α′
∣∣∣∣∣∣
Lq(Ω;R)
≤ cLipε
In the above argument we assumed that q is large enough, but since Lp is Lipschitz
continuously embedded in Lq for p > q, the result follows for all q.
Above arguments imply (i) and (ii). We now establish point (iii). Denote with
(N ,B) the usual Stratonovich lift of the (d+ e)-dimensional, continuous semimartin-
gale (N,B) carried on the probability space(
Ωˆ, Fˆ , Fˆt, Pˆ
)
=
(
Ω× Ω,F t ⊗Ft,F ⊗ F ,P⊗ P
)
.
We need to compare this lift for P−a.e. ω with the processΛN(ω) deVned on (Ω,Ft,F ,P).
Note that we cannot use that ωˆ = (ω, ω) 7→ ΛN(ω) (ω) is a random variable on Ωˆ,
since the above argument does not imply Fˆ-measurability (i.e. joint measurability in
(ω, ω)). However, for the components of the Vrst level, this is easily seen to be true:
we immediately get by the construction of ΛN that (ω, ω) 7→ π1
((
Λ
N(ω)
)
(ω)
)
is
Fˆ -measurable and that it coincides with π1 ((N ,B)) Pˆ-a.s. It remains to consider the
second level and we only discuss the case i ∈ {1, . . . , d} and j ∈ {d+ 1, . . . , d+ e}
(the other cases follow either immediately or by a similar argument). To avoid con-
fusion about probability space on which the involved stochastic integrals are con-
structed, we use the notation d
Pˆ
resp. dP. By deVnition of the Stratonovich lift,
(N ,B) (2);i,j. =
ˆ .
0
N ir ◦ dPˆBj−dr , Pˆ− a.s.
and since by assumption the components of N are independent of B, above Ito¯-
integral coincides with the Ito¯-version
´ .
0
N irdPˆB
j−d
r . By standard results(ˆ t
0
N irdPˆB
j−d
r
)
(ωˆ) = lim
n→∞
2n∑
k=1
N i(k−1)/2nt (ω)
[
Bj−dk/2nt (ω)− Bj−d(k−1)/2nt (ω)
]
∀t
holds for all ωˆ = (ω, ω) in some subset Aˆ ⊂ Fˆ of full measure, Pˆ
[
Aˆ
]
= 1. By a
Fubini type theorem (e.g. [2, Theorem 3.4.1]), there exists a subset Ω
◦ ⊂ Ω of full
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measure, such that for every ω ∈ Ω◦ the projection Aˆω :=
{
ω ∈ Ω : (ω, ω) ∈ Aˆ
}
satisVes P
[
Aˆω
]
= 1. On the other hand for every Vxed ω ∈ Ω
Λ
(2);i,j
. (N (ω)) =
ˆ .
0
N ir (ω) dPB
j−d
r P− a.s.
and(ˆ t
0
N ir (ω) dPB
j−d
r
)
(ω) = lim
m→∞
2nm∑
k=1
N i(k−1)/2nm t (ω)
[
Bj−dk/2nm t (ω)− Bj−d(k−1)/2nm t (ω)
]
for every ω ∈ Dω where Dω ⊂ Ω is a set of full measure, P [Dω] = 1. (Dω as well as
the subsequence (nm)m depends on ω). So for ω ∈ Ω◦, ω ∈ Aˆω ∩Dω we have that(ˆ t
0
N irdPˆB
j−d
r
)
(ω, ω) = lim
n→∞
2n∑
k=1
N i(k−1)/2nt (ω)
[
Bj−dk/2nt (ω)− Bj−d(k−1)/2nt (ω)
]
= lim
m→∞
2nm∑
k=1
N i(k−1)/2nm t (ω)
[
Bj−dk/2nm t (ω)− Bj−d(k−1)/2nm t (ω)
]
=
(ˆ t
0
N ir (ω) dPB
j−d
r
)
(ω) .
The second equality holds since the sum converges along n, hence also along any
subsequence (nm)m. Noting that for every ω ∈ Ω◦ we have P
[
Aˆω ∩Dω
]
= 1 we can
conclude that for P-a.e. ω ∈ Ω
(2.5) (N,B). = Λ
N(ω)
. P-a.s.

Remark 4. The null-set on which the equality (2.1) holds depends on η ∈ C0,α (Rd+e)
(and the version of the stochastic processB), i.e. the map η 7→ Λη can be quite “ugly”
from a measure-theoretic point of view. However, Theorem 3 shows that after taking
expectations (resp. Lq norms) this map is actually quite regular and we will see that
this is suXcient for important applications (Section 3 and 4).
Remark 5. In the construction we use the fact that the bracket between N and B is
0. Especially, the consistency in Theorem 3 is only true for independent processes N
and B.
Remark 6. Lyons [25] constructs a two-dimensional Gaussian process such that its
marginals are Brownian motions and shows that for several diUerent deVnitions of
Ito¯ and Stratonovich integrals (as limit of Riemann sums, Fourier series approach) the
cross-integrals are only deVned on a null-set. This does not contradict Theorem 3 due
to the previous remark/the assumption of independence.5
5It is even not obvious if the process in [25] has a bracket.
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Remark 7. They key observation for the proof of Theorem 3 is that by assuming an
integration by parts formula holds, the cross integral can be implicitly deVned. Espe-
cially, deVnition (2.3) still makes sense if we replace Stratonovich by Ito¯ integration
and one can run the above argument to arrive at a rough path lift ΛIto,η that is now
a non-geometric rough path (to be speciVc, one only needs to slightly change the Fer-
nique argument to account for the Ito¯–Stratonovich correction). The proof of consis-
tency follows also as above. Unfortunately, for the application in non-linear Vltering
given in Section 4, this does not lead to better results regarding the regularity of the
vector Velds in the Vltering problem.
3. Rough and stochastic differential equations (RSDEs)
Our goal is to give meaning to the diUerential equation
dSηt = a (S
η
t ) dt+ b (S
η
t ) ◦ dBt + c (Sηt ) dηt,
i.e. for a Vxed rough path η we want to Vnd a stochastic process Sη on the probability
space which carries the Brownian motion B. Theorem 3 guarantees the existence of
a canonical, random joint lift Λ of B and η, hence we can solve for every Vxed rough
path η ∈ C0,αd the random RDE
dSt = a (St) dt+ (b, c) (St) dΛt
= (a, b, c) (St) d (t,Λt) .
Theorem 10 shows that this is indeed the right solution in terms of consistent ap-
proximation results as well as continuity of the solution map; Theorem 11 shows con-
sistency with usual SDE solution in the case that η is the rough path lift of another
Brownian motion. Before we give the proofs let us introduce some standard notation.
DeVnition 8. Let (Ω,F ,Ft,P) be a Vltered probability space satisfying the usual
condition. Denote with S0 (Ω) the space of adapted, continuous processes in RdS ,
with the topology of uniform convergence in probability. For q ≥ 1 we denote with
Sq (Ω) the space of processesX ∈ S0 such that
|X| Sq :=
∣∣∣|X|∞;[0,t]∣∣∣
Lq(Ω;R)
=
(
E
[
sup
s≤t
|Xs| q
])1/q
<∞.
3.1. Existence and continuity of the solution map.
Assumption 9. a ∈ Lip1+ǫ for some ǫ > 0, α ∈ (1
3
, 1
2
)
, γ > 1
α
and b, c ∈ Lipγ .
Theorem 10. Let (Ω,F ,Ft,P) be a Vltered probability space satisfying the usual condi-
tions, carrying a e-dimensional Brownian motion B and a random variable S0 indepen-
dent of B. Let (a, b, c) fulVll Assumption 9 for some α ∈ (1
3
, 1
2
)
. Then there exists a dS-
dimensional process Sη ∈ S0 such that for every sequence (ηn)n, ηn ∈ C1
(
[0, T ] ,Rd
)
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and such that
(
1 + ηn +
´
ηn ⊗ dηn) →n η in ρα−Ho¨l-metric for some η ∈ C0,α, the
solutions (Sn)n of the SDE
dSnt = a (S
n
t ) dt+ b (S
n
t ) ◦ dBt + c (Snt ) dηnt , Sn (0) = Sn0 .
converge uniformly on compacts in probability to Sη ,
(3.1) Sn →n→∞ Sη in S0
and the process Sη only depends on η and the process B but not on the approximating
sequence (ηn)n. We say that S
η is the solution of the RSDE
Sηt = S0 +
ˆ t
0
a (Sηr ) dr +
ˆ t
0
b (Sηr ) ◦ dBr +
ˆ t
0
c (Sηr ) dηr.
Moreover,
(1) ∀q ≥ 1, Sη ∈ Sq (Ω), the map
(3.2)
(C0,α, ρα−Ho¨l)→ (Sq (Ω) , |.| Sq) ,η 7→ Sη
is locally Lipschitz continuous,
(2) If S0 has Gaussian tails then S also has Gaussian tails, locally uniform in η:
∀r > 0 ∃δ = δ (α′, α, T, r) > 0 such that
sup
‖η‖α−Ho¨l≤r
E
[
exp
(
δ |Sη|2∞;[0,T ]
)]
<∞.
Proof. Choose α′ < α large enough, such that γ > 1/α′ and apply standard existence
and uniqueness results6 to get a solution Sη of the RDE
Sηt = S0 +
ˆ t
0
a (Sηr ) dr +
ˆ t
0
(b, c) (Sηr ) dΛ
η
r .(3.3)
(and denote with Sη the full RDE solution).
Point (1) (and (3.1)). Let α′ < α with γ > p′ := 1
α′
. By Theorem 4 in [1] we have
(see Section 5 for the deVnition of N1
(
‖Sη‖p′p′−var ; [0, T ]
)
)
|Sη − Sη¯|∞ ≤ Cρα′−Ho¨l (Sη, Sη¯) exp
[
c
(
N1
(
‖Sη‖p′p′−var ; [0, T ]
)
+N1
(∥∥Sη∥∥p′
p′−var
; [0, T ]
)
+ 1
)]
.
Hence, using Theorem 3
|Sη − Sη¯| Lq ≤ C |ρα′−Ho¨l (Sη, Sη¯)| L2q
∣∣∣exp [c(N1 (‖Sη‖p′p′−var ; [0, T ])+N1 (∥∥Sη∥∥p′p′−var ; [0, T ])+ 1
≤ Cρα−Ho¨l (η, η¯)
∣∣∣exp [c(N1 (‖Sη‖p′p′−var ; [0, T ])+N1 (∥∥Sη∥∥p′p′−var ; [0, T ]
)
+ 1
)]∣∣∣ L2q .
The last L2q-norm is bounded locally uniformly in η,η by Corollary 25. This yields
the desired local Lipschitzness of the solution map (3.2). Now apply this continuity
6We only have a ∈ Lip1+ǫ so we have to use results on RDEs with drift (e.g. [18, Theorem 12.6 and
Theorem 12.10 ]) to get existence of a unique solution.
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with the fact that if η is the lift of a smooth path η, then Sη is the standard SDE
solution of the SDE
dS = a (Sr) dr + b (Sr) dBr + c (Sr) dηr.
(e.g. [18, Section 17.5]).
Point (2). This follows from Corollary 25 in combination with the pathwise esti-
mates7
|Sη|∞ ≤ |Sη0 |+ |Sη| 0 ≤ |Sη0 |+ C |Sη| p′−var
≤ |Sη0 |+ C (N1 (Λη; [0, T ]) + 1) ,
for some constant C . The last estimate follows from Lemma 4 and Corollary 3 in
[16]. 
3.2. Consistency with SDE solutions.
Theorem 11. Let (Ω,F ,Ft,P), B,S0 and a, b, c be as in Theorem 10. Let
(
Ω,F ,F t,P
)
be another probability space satisfying the usual conditions and carrying an e-dimensional
Brownian motion B and denote(
Ωˆ, Fˆ , Fˆt, Pˆ
)
=
(
Ω× Ω,F ⊗ F t,Ft ⊗ F t,P⊗ P
)
.
Let Sˆ be the unique solution on
(
Ωˆ, Fˆ , Fˆt, Pˆ
)
of the SDE
Sˆt = Sˆ0 +
ˆ t
0
a
(
Sˆr
)
dr +
ˆ t
0
b
(
Sˆr
)
◦ dBr +
ˆ t
0
c
(
Sˆr
)
◦ dBr.(3.4)
Denote with B the Stratonovich lift of the Brownian motion B on
(
Ω,F ,F t,P
)
. Then
for P-a.e. ω ∈ Ω
(3.5) P
[
Sˆt (ω, ·) = SB(ω)t (·) , t ∈ [0, T ]
]
= 1.
Proof. By Theorem 3, we know that for P-a.e. ω ∈ Ω we have
(3.6)
(
B,B
)
.
= ΛB(ω). P-a.s.
Standard results in rough path theory (cf. [18, Section 17.5]), guarantee that the RDE
solution to (3.3) driven by
(
B,B
)
coincides Pˆ-a.s. with the SDE solution of (3.4).
Combining this with (3.6) implies immediately (3.5). 
4. Applications
In this section we show that RSDEs, as introduced in Section 3, appear naturally in
robustness questions of two important applications: nonlinear Vltering and stochas-
tic/rough PDEs.
7We use the same notation as in [18], |S|
0
≡ sups6=t |St − Ss|
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4.1. Robustness in Nonlinear Filtering. Nonlinear Vltering is concerned with the
estimation of a Markov process based on some observation of it; e.g. consider the
classic case of a Markov process (X, Y ) that takes values in RdX+dY of the form
(4.1){
dXt = l0 (Xt, Yt) dt+
∑
k Z (Xt, Yt) dB
k
t +
∑
j Lj (Xt, Yt) dB˜
j
t (signal)
dYt = h (Xt, Yt) dt+ dB˜t (observation)
with B and B˜ independent, multidimensional Brownian motions. The goal is to com-
pute for a given real-valued function ϕ
πt (ϕ) = E [ϕ (Xt) |σ (Yr, r ∈ [0, t])] .
From basic measure theory it follows that there exists a measurable map
(4.2) θϕt : C
(
[0, T ] ,RdY
)→ R such that θϕt (Y |[0,t]) = πt (ϕ) P− a.s
In the late seventies Clark pointed out that this formulation is not suXcient from a
practical point of view: it would be natural to demand that θϕt (.) is continuous
8. Clark
showed that in the uncorrelated noise case (i.e. L ≡ 0 in 4.1) there exists a unique
θ
ϕ
t : C
(
[0, T ] ,RdY
)→ R
which is continuous in uniform norm and fulVlls (4.2), thus providing a “robust ver-
sion” of the conditional expectation πt (ϕ). Unfortunately, in the correlated noise case
this is no longer true (it is easy to construct counterexamples; see [6, Example 1]).
Recently, it was shown in [6] that also in this situation robustness prevails, however
only in a rough path sense, i.e. there exists a map
θ
ϕ
t : C0,α
(
R
dY
)→ R such that θϕt (Y |[0,t]) = πt (ϕ) P− a.s
here Y is the canonical rough path lift of the semimartingale Y . The argument in [6]
relies on an observation of Mark Davis [7], namely that under an appropriate change
of measure the observation Y is a Brownian motion independent of B, the signal
satisVes the SDE
(4.3) dXt = l0 (Xt, Yt) dt+
∑
k
Zk (Xt, Yt) dY
k
t +
∑
j
Lj (Xt, Yt) dB
j
t
where l0 = l0 +
∑
k Zkhk and that the robustness question is linked to the (rough
pathwise) robustness of Y 7→ X . To treat the resulting diUerential equation driven
by Brownian noise B and a rough path (instead of Y ) a Wow decomposition is used in
[6]. We can now replace this argument by Theorem 10 and Theorem 11 which leads
to diUerent regularity assumptions on the vector Velds.
8The functional φϕt is only uniquely deVned up to null-sets on pathspace but only discrete observa-
tions of Y are available. Moreoever, the model choosen for the observation process might only be close
in law to the “real-world” observation process.
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Theorem 12. Let ϕ ∈ Lip1 and let γ > 1
α
for some α ∈ (1
3
, 1
2
)
and
l0 ∈ Lip1+ǫ, h, Z, L ∈ Lipγ
for some ǫ > 0. Denote with (X, Y ) be the solution of (4.1). Then there exists a continuous
map
θ :
(C0,α, ρα−Ho¨l)→ (R, |.|)
such that
θ (Y ) = E [ϕ (Xt) |σ (Yr, r ∈ [0, t])] P− a.s.
whereY denotes the Stratonovich lift of the semimartingale Y to a geometric rough path.
Proof. To switch the equation (4.3) to the Stratonovich formulation deVne
Lj0 (x, y) = l
j
0 −
1
2
∑
k
∑
i
∂xiZ
j
k (x, y)Z
i
k (x, y)−
1
2
∑
k
∂ykZ
j
k (x, y)
−1
2
∑
k
∑
i
∂xiL
j
k (x, y)L
i
k (x, y)−
1
2
∑
k
∂ykL
j
k (x, y) .
By Theorem 10,
dXηt = L0 (X
η
t , Y
η
t ) dt+ Z (X
η
t , Y
η
t ) dηt +
∑
j
Lj (X
η
t , Y
η
t ) ◦ dBjt
dY ηt = dηt
dIηt = h (X
η
t , Y
η
t ) dηt −
1
2
Dkh (X
η
t , Y
η
t ) dt
has unique solution (Xηt , Y
η
t , I
η
t ) ∈ S2 and following the proof of [6, Theorem 6]
shows continuity of θ (for these steps it is important to haveE [exp (qIηt )] <∞ for q ≥
2 as guaranteed by Theorem 10). Similarly, we can follow step-by-step [6, Theorem 7]
to show the consistency θ (Y ) = πt (ϕ) P− a.s. 
Remark 13. The regularity assumption in [6] is h, Z ∈ Lip4+ǫ,L ∈ Lip1, i.e. above
approach allows to relax the regularity of the sensor function h and Z by two degrees
of regularity for the price of an additional degree of regularity of L = (Li)
d
i=1.
4.2. Feynman–Kac representation for linear RPDEs. Over the last years there
has been an increased interest in giving a (rough) pathwise meaning to stochastic
partial diUerential equations and several approaches have emerged, see for example
Gubinelli et al. [8, 20], Hairer et al. [21, 22] and Teichmann [31]. The approach we
focus on in this section is related to the work of Lions and Souganidis [24] and Friz
et al. [3, 4, 15, 9]. In a setting similar to the one in [15] we are able, using rough
SDEs, to prove existence and uniqueness of solutions under weaker assumptions on
the coeXcients and give a stochastic representation for the solution.
DeVnition 14. Let η ∈ C0,α (Rd) be a geometric rough path for some α ∈ (0, 1] and
σ : Rm → Rm′ , a : Rm → Rm, Gi : Rm ×R×Rm → R and φ : Rm → R be such that
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for every η ∈ C1 ([0, T ] ,Rd) there exists a unique bounded, uniformly continuous,
viscosity solution vη : [0, T ]× Rm → R to{
−dvη − L (x, vη, Dvη, D2vη) dt−∑di=1Gi (x, vη, Dvη) η˙it = 0,
vη (T, x) = φ (x) ,
where
L : Rm × Rm × Sm → R is given as L (x, p,M) := Tr [σ (x) σT (x)M]+ a (x) · p.
We then say that a bounded, uniformly continuous function v : [0, T ]× Rm → R is a
solution of the rough partial diUerential equation (RPDE){ −dv − L (x, v,Dv,D2v) dt− c (x) ·Dvdηt = 0,
v (T, x) = φ (x) ,
(with c = (G1, . . . , Gd)), if for every sequence of smooth paths (η
n)n ⊂ C1
(
[0, T ] ,Rd
)
such that ηn → η as n→∞ in rough path metric we have in locally uniform conver-
gence
vη
n → v as n→∞.
Remark 15. Of course above deVnition is only of use if one can show the existence of
a solution for an interesting family of (L, c, φ) in the above sense (uniqueness is built
into the deVnition by the uniqueness of the approximating solutions). This is still
an area of active research but for example if c is aXne linear there exists a solution
in above sense (see [23, 4, 15]). The theorem below shows not only the existence of
such a solution by a short proof relying on RSDEs as introduced in Section 3 but gives
additionally a Feynman–Kac representation. This Vnally leads to lower regularity as-
sumptions on the noise vector Velds (however, in contrast to [23, 4, 15] it only applies
to linear operators L).
Theorem 16. Let η ∈ C0,α be a geometric rough path, α ∈ (0, 1]. Assume γ > 1
α
,
σ, c ∈ Lipγ , ζ > 1, a ∈ Lipζ . Assume φ is bounded and uniformly continuous. Then,
there exists a unique solution to the RPDE9{ −dv − L (x, v,Dv,D2v) dt− c (x) ·Dvdηt = 0,
v (T, x) = φ (x) ,
Moreover v (t, x) = E
[
φ
(
St,xT
)]
where Ss,x denotes the solution of the RSDE
(4.4)
{
dSs,xt = a (S
s,x
t ) dt+ σ (S
s,x
t ) ◦ dBt + c (Ss,xt ) dηt,
Ss,xs = x.
where (σi denotes the ith column of σ)
a = a− 1
2
∑
i=1
Dσiσ
i.
9We use − signs to emphasize that we treat a backward equation.
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Proof. Let (ηn)n be a sequence of smooths paths converging to η in rough path topol-
ogy. For every Vxed nwe have the Feynman–Kac representation (see e.g. [30, Theorem
4.13])
vn (t, x) = E
[
φ
(
Sn,t,xT
)]
,
where vn is the unique, bounded viscosity solution to
−dvn − L (x, vn, Dvn, D2vn) dt− c (x) ·Dvndηnt = 0,
vn (T, x) = φ (x) ,
and Sn,s,x solves the SDE{
dSn,s,xt = a (S
n,s,x
t ) dt+ σ (S
n,s,x
t ) ◦ dBt + c (Sn,s,xt ) dηnt ,
Sn,s,xs = x.
Theorem 11 now gives the pointwise convergence
vn (t, x) = E
[
φ
(
Sn,t,xT
)]→n→∞ E [φ (St,xT )] =: v (t, x) .
To get locally uniform convergence, it suXces to show local equicontinuity of (vn)n
(by the Arzelà–Ascoli theorem). By the same arguments as in Theorem 6 one sees that
a rough SDE is also locally uniformly continuous in the initial condition S0, uniformly
over η in bounded sets. Moreover, it is straightforward to show, that for every q ≥ 1
E
[
‖Λη‖qp−var;[0,t]
]
= o (1) as t→ 0,
locally uniformly for η. Putting the above together yields the local equicontinuity of
the (vn)n. 
Remark 17. Theorem 16 can be easily extended to cover equations of the type
−dv − L (t, x, v,Dv,D2v) dt− c (t, x, u,Du)dηt = 0,
v (T, x) = φ (x) ,
where c is aXne linear in (u,Du) (as in [15]). For brevity we only treat the gradient
case.
Remark 18. In Theorem 16 we only assume c ∈ Lipγ in contrast to Lipγ+2 as in [4, 15]
where a Wow decomposition is used.
5. integrability estimates for gaussian rough differential equations
revisited
A classic result of X. Fernique [10] shows that Gaussian probability measures on
separable Banach spaces have Gaussian tails in the Banach norm. If one considers
as Banach space an abstract Wiener space, this immediately implies Gauss tails of
norms of Gaussian processes which is of uttermost importance for many applications
in stochastic analysis. In rough path norms, iterated stochastic integrals additionally
appear and Fernique’s theorem is no longer directly applicable. Another issue is that
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the genuine rough-pathwise estimates10 for solutions of RDEs driven by Gaussian pro-
cesses do not “see” probabilistic cancellations, hence do not lead to useful probabilistic
estimates (e.g. Lq (Ω) estimates) for solutions of such RDEs.
In [14, Theorem 2] the Borell–Sudakov–Tsirelson inequality — an analogue of the
Gaussian isoperimetric inequality which holds in inVnite dimensional spaces — was
used to prove a generalization of Fernique’s theorem. This implies for example that
‖B‖p−var has Gauss tails for p > 2 (see also our proof of Theorem 3) but combined
only with pathwise estimates for RDE solutions this is not even suXcient to derive
moment estimates for RDE solutions driven by Brownian motion (see footnote 10; in
Ito¯’s stochastic calculus this is of course easy to establish). A key insight was recently
made in [5] by introducing “greedy partitions” which allow to capture the needed prob-
abilistic cancellations. The main result in [5] can then be seen as the veriVcation that
a certain random measure N (which is related to the norm of a Gaussian rough path
along such greedy partitions, DeVnition 20), has exponential tails on compact sets (or
even Gaussian tails in the case of Brownian motion). The proof also uses the Borell–
Sudakov–Tsirelson inequality. In this section, using the isoperimetric inequality in a
slightly diUerent spirit, we give another proof of the main result in [5]. Our proof,
based on a generalization of [14, Theorem 2] and the greedy partitions of [5], is sur-
prisingly short and, as we hope, may be somewhat more instructive.
5.1. Revisiting the generalized Fernique theorem. We Vrst present a generaliza-
tion of [14, Theorem 2] which can be stated in a fairly general framework. Let E be
a real, locally convex HausdorU space. A measure γ on the Borel sets of E is called
a (centered) Gauß measure if the push forward measure under each element of the
topological dual of E is a (centered) normal random variable in R. The correspond-
ing Cameron–Martin space will be denoted by H. The triplet (E,H, γ) will be called
a Gaussian space. γ is called a Radon probability measure on the Borel sets of E if
γ (B) = γ∗ (B) for every Borel set B where, for any subset A ⊂ E,
γ∗ (A) := sup {γ (K) : K compact andK ⊆ A} .
Theorem 19. Let (E,H, γ) be a Gaussian space with γ being centered and a Radon
measure11. Let f, g : E → R ∪ {+∞,−∞} be measurable functions. Assume that there
is a null-setN such that for every x outside N we have
|f (x)| ≤ |g (x− h)|+ σ |h|H
for every h ∈ H. Assume further that there is an r0 ≥ 0 such that
γ
{
x ∈ E : |g (x)| ≤ r0
2
}
=: a > 0.
10The solution dy = V (y) dx is estimated |yt| ≤ c. exp
(
c ‖x‖pp−var
)
and this is known to be
rough-pathwise optimal, see [13]. Applied with x = B and p > 2 and the Gaussian tail property of
‖B‖p−var this does not even imply the integrability of the RDE solution.
11Note that probability measures on the Borel sets of Polish spaces are Radon measures, thus Gauss-
ian measures on separable Fréchet spaces (and therefore on Banach spaces) are always Radon measures.
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Then
γ {x ∈ E : |f (x)| > r} ≤ 1− Φ
(
α +
r
2σ
)
for every r ≥ r0 where Φ denotes the cumulative distribution function of a standard
normal random variable and α ∈ R is chosen such that Φ (α) ≤ a.
Proof. Inspection of the proof in [14] shows that the very same argument holds when
f (x− h) is replaced by g (x− h). 
5.2. Greedy partitions. Recall the following deVnition from [5].
DeVnition 20. Let ω : {u, v ∈ [0, T ] 2 : u ≤ v} → R+ be a control function [18]. Let
[s, t] ⊆ [0, T ] and choose β > 0. DeVne {τ0 ≤ τ1 ≤ . . .} as
τ0 = s
τi+1 = inf {u : ω (τi, u) ≥ β, τi < u ≤ t} ∧ t.
Then we set Nβ (ω; [s, t]) := sup {n ∈ N0 : τn < t}. If x : [0, T ] → G[p]
(
Rd
)
is a
weakly geometric p-rough path and ‖ · ‖p−var denotes the homogeneous p-variation
norm induced by the Carnot–Caratheodory norm (cf. [18, Chapter 8]), we setNβ (x; [s, t]) :=
Nβ
(‖x‖pp−var; [s, t]).
Lemma 21. Let x be a weakly geometric p-rough path and h be a path of bounded
q-variation where 1 ≤ q ≤ p and 1
p
+ 1
q
> 1. Then there is an β = β (p, q) such that12
Nβ (Th (x) ; [0, T ]) ≤ ‖x‖pp−var + |h| qq−var.
Proof. We have
Nβ
(‖Th (x) ‖pp−var; [0, T ]) ≤ Nβ (Cp,q (‖x‖pp−var + ‖h‖pq−var) ; [0, T ])
= N1
(‖x‖pp−var + ‖h‖pq−var; [0, T ])
with the choice β = Cp,q, using [18, Theorem 9.33]. By deVnition,
N1
(‖x‖pp−var + ‖h‖pq−var; [0, T ]) ≤∑
τi
‖x‖pp−var;[τi,τi+1] + ‖h‖
p
q−var;[τi,τi+1]
where (τi) is a Vnite partition of [0, T ] for which ‖x‖pp−var;[τi,τi+1]+‖h‖
p
q−var;[τi,τi+1]
≤ 1
for every τi, and in particular ‖h‖pq−var;[τi,τi+1] ≤ ‖h‖
q
q−var;[τi,τi+1]
. Hence
N1
(‖x‖pp−var + ‖h‖pq−var; [0, T ]) ≤ ∑
τi
‖x‖pp−var;[τi,τi+1] + ‖h‖
q
q−var;[τi,τi+1]
≤ ‖x‖pp−var;[0,T ] + ‖h‖qq−var;[0,T ].

12Th denotes the usual translation operator, see [18, Chapter 9].
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5.3. Integrability estimates for rough path valued random variables. Combin-
ing the above leads to a simple and easy proof of integrability estimates for Gaussian
rough path norms.
Theorem 22 (Integrability of rough path valued random variables). Let (Ω,H, γ) be
a centered Gaussian space with Ω = C0
(
[0, T ] ,Rd
)
. Assume that there is a measurable
map F : Ω → Cp to the space of geometric p-rough paths. Furthermore, assume that
there is an embedding
ι : H →֒ Cq−var(5.1)
with 1 ≤ q ≤ p and 1
p
+ 1
q
> 1 and that the set
{ω : Th (F (ω)) = F (ω + h) for all h ∈ H} =: Ω˜(5.2)
has full measure. Then for all β > 0,Nβ (F ; [0, T ])
1
q has Gaussian tails. More speciVc, if
P [‖F‖ p−var ≤ K] ≥ a > 0
and ifM is a bound on ‖ι‖H→֒Cq−var , there is a δ = δ (p, q,K, a,M, β) > 0 such that
E
[
exp
(
δNβ (F ; [0, T ])
2
q
)]
<
1
δ
.
Proof. Lemma 21 implies that there is a β0 such that
Nβ0 (F (ω) ; [0, T ]) ≤ ‖F (ω − h) ‖pp−var + ‖ι‖H→֒Cq |h| qH
holds on the set Ω˜ for every h ∈ H. Thus we may apply Theorem 19 to conclude the
assertion for β0. By Lemma 3 in [16], Nβ andNβ′ are comparable for all β, β
′ > 0. We
hence get the stated result for all β > 0. 
If the covariance of a Gaussian process has Vnite ρ-variation for some ρ < 2, it can
be lifted in the sense of Friz–Victoir, cf. [11]. Finite ρ-variation of the covariance also
implies the embedding (5.1) with q = ρ, cf. [11, Proposition 17], which means that 5.1
is fulVlled whenever ρ < 3/2. A slightly stronger condition, so called mixed (1, ρ)-
variation, was seen to imply an even sharper embedding with q = 2
ρ−1+1
, cf. [12], thus
condition 5.1 holds for all ρ < 2. Choosing q according to one of these embeddings,
we obtain
Corollary 23 (Integrability of Gaussian rough paths). Let (Ω,H, γ) be a centered
Gaussian space with Ω = C0
(
[0, T ] ,Rd
)
and and let X : Ω → C0
(
[0, T ] ,Rd
)
denote
the coordinate process. Assume that all components of X are independent and that the
2–dimensional ρ-variation of the covariance functionR ofX is Vnite for some ρ < 2. Let
X denote the lift of X in the sense of Friz–Victoir. Then Nβ (X; [0, T ])
1/q has Gaussian
tails for every β > 0.
Proof. By construction of the lift, X takes values in C0,p almost surely, and (5.2) holds
by [18, Proposition 15.58]. We thus conclude with Theorem 22. 
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5.4. Application: Integrability of RSDE solutions. We now apply these general
results to Rough and Stochastic diUerential equations (RSDEs) as introduced in Section
3. First we need a Lemma.
Lemma 24. ,
i) For the joint lift Λη from Theorem 3 we have
P [Λη (ω + h) = ThΛ
η (ω) ∀h ∈ H (Re)] = 1
ii) For all r > 0 and p > 1
α
there is a k such that
inf
‖η‖α−Ho¨l<r
P [‖Λη‖p−var ≤ k] ≥ 1
2
.
Proof. i) Let D = {0 = t0 < . . . < tm = T} be any partition of [0, T ], |D| denotes its
mesh size. Let BD be the piecewise linear approximation of B on the partition D. An
easy calculation shows that ˆ
η0,rdB
D
r =
∑
i
η0,t¯iBti,ti+1
for some deterministic t¯i ∈ [ti, ti+1] and where the integral on the left hand side is
deVned as Riemann–Stieltjes integral. As a consequence,∣∣∣∣
ˆ
η0,rdBr −
ˆ
η0,rdB
D
r
∣∣∣∣
L2
≤
∣∣∣∣∣
ˆ
η0,rdBr −
∑
i
η0,tiBti,ti+1
∣∣∣∣∣
L2
+
∣∣∣∣∣
∑
i
η0,tiBti,ti+1 −
∑
i
η0,t¯iBti,ti+1
∣∣∣∣∣
L2
.
Now the Vrst term converges to zero, as |D| → 0, by deVnition of the Ito¯ integral as
limit of left-point Riemann sums. Using the fact that η is deterministic, we dominated
the second term by (∑
i
|ηti − ηt¯i | |ti+1 − ti|
)1/2
,
which converges to 0 as |D| → 0, by continuity of η.
Using this characterization of the Ito¯ integral as the limit of smooth integrals, we
can now Vnish the proof using exactly the same argument as in [18, Proposition 15.58].
ii) If ‖η‖α−Ho¨l < r, by Markov’s inequality and Theorem 3,
P [‖Λη‖p−var ≤ k] ≥ 1− C
k
where C is a constant depending on r. Choosing k large enough gives the result. 
Corollary 25 (Integrability of joint lift). Let Λη be the joint lift from Theorem 3 with
sample paths in a p-rough paths space with p > 1
α
. Then Nβ (Λ
η; [0, T ]) has Gaussian
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tails for every β > 0. More speciVc, for every r > 0 there is a δ = δ (p, α, β, r) > 0 such
that
sup
η : ‖η‖α−Ho¨l≤r
E
[
exp
(
δNβ (Λ
η; [0, T ])2
)] ≤ 1
δ
.
Proof. For the Brownian motion, (5.1) holds with q = 1 and ‖ι‖H→֒C1−var ≤
√
T , cf.
[11, Proposition 17]. The assertion follows from Theorem 22 and Lemma 24.
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