Abstract. We prove that there are one-parameter families of planar differential equations for which the center problem has a trivial solution and on the other hand the cyclicity of the weak focus is arbitrarily high. We illustrate this phenomenon in several examples for which this cyclicity is computed.
Introduction and main results
Three of the main problems in the qualitative theory of planar polynomial differential systems are: the determination of the number of limit cycles and their distribution in the plane, called Hilbert's sixteenth problem, see [15, 16] ; the distinction between a center and a focus, called the center or the center-focus problem, see [5, 11, 13, 17] ; and the determination of the integrable cases, see [7] . Clearly these three problems are strongly related. For instance, the study of the center conditions, gives rise to the Lyapunov constants that are often used to produce limit cycles as well as to find integrable systems and on the other hand, the integrable cases are perturbed to generate limit cycles. This paper deals with the first two problems and it presents an interesting phenomenon which relate them: an one-parameter family of planar vector fields having the cyclicity at the origin arbitrarily high, for which the solution of the center problem is trivial. This is somehow surprising because usually, to obtain many limit cycles, people need to study differential equations having high order weak focus inside the family. On the contrary, in next example the highest order non-zero Lyapunov constant is the first one, V 3 . The definition for Lyapunov constants is recalled in next section. Our main result is: Usually the high cyclicity of a critical point is a consequence of the existence of high order weak foci in the family. Nevertheless, in the above case, it is caused by the fact that the only significant Lyapunov constant for family (1) , which is V 3 = 2πa k , is such that the ideal generated by it is "far" from being radical. See for instance [12, 18, 20] for a discussion about the cyclicity of the weak foci in given families and the role of the radicality of the ideal formed by the Lyapunov constants. Indeed an example of a similar situation when k = 2 already appears in the last section of [3] .
In [3] it is proved that in m−parametric families of autonomous planar differential equations the maximum cyclicity of a periodic orbit also can be attained through 1-parametric analytic families, see also [19] . Later on, in [3, 6] , it is shown that this maximum cyclicity can not be necessarily reached through one-parameter algebraic curves. These results are related to our main result. From this point of view, Theorem 1 can also be interpreted as a way of giving one-parameter algebraic curves for which the cyclicity of the origin is arbitrarily high.
In the next results we show an effective way for computing the cyclicity at the origin for two concrete families. Before stating them we introduce some notations.
Given the homogeneous polynomials of degree n, P n (x, y) and Q n (x, y), we write
For sake of simplicity, if there is no ambiguity, we omit the comma in the subindexes. Moreover we denote by V {n} 2 +1 the -th Lyapunov constant of the differential system
and by V {n,m} 2 +1 the -th Lyapunov constant of the differential system
Proposition 2. Consider the one-parameter family of differential equations
where P i and Q i are homogeneous polynomials of degree i. Then the cyclicity of the origin is at most 2.
Moreover, if we define the function
and V {4} 7 are the Lyapunov constants with expressions given in the Appendix, and if we fix the polynomials P 4 , P 5 , Q 4 and Q 5 in such a way that the function φ has exactly ≤ 2 simple positive zeros, then limit cycles simultaneously bifurcate from the origin, when the parameter a > 0 is small enough.
Notice that in Proposition 2 the coefficients of the bifurcating function φ are precisely Lyapunov constants of some particular systems of the form (2) . In general the situation is a little more complicated, as next result shows. 
Proposition 3. Consider the one-parameter family of differential equations
(5)ẋ = −y + a 6 x(x 2 + y 2 ) + a 2 P 4 (x, y) + a 5 P 5 (x, y) + aP 6 (x, y), y = x + a 6 y(x 2 + y 2 ) + a 2 Q 4 (x, y) + a 5 Q 5 (x, y) + aQ 6 (x, y),
Preliminary definitions
In this section we recall the well-known notions of center, focus, weak focus, focal values, Lyapunov constants and cyclicity of a point, see for instance [1, 18] , adapted to the case we are dealing with, the one-parameter families of planar differential equations.
Consider the differential equation,
where P and Q are analytic functions starting at least with terms of degree 2. Its origin is usually called a weak focus and it is well-known that it is either a center or a focus. To distinguish which of the possibilities occur one of the standard methods is based on the computation of the derivatives of the return map at the origin. These derivatives are obtained by solving a system of recursive differential equations. This technique is described for instance in the book of Andronov et al. [1] and it is used in almost all classical works, see [2, 8, 10] . For further use, we quickly recall it: Take polar coordinates (r, θ), defined by x = r cos θ, y = r sin θ in system (6) . In these coordinates it becomes
where g is analytic and for all k ≥ 2, the functions g k are trigonometrical polynomials. Let
0 + · · · , be the solution of (7) satisfying r(0, r 0 ) = r 0 . Taking θ = 0 we obtain the initial conditions u k (0) = 0 for all k ≥ 2. Substituting expression (8) in (7) we get a recursive differential system to compute u k (θ) and the displacement function is given by
The values v k , k ≥ 2, are called the focal values of the origin. It is well known that either all the values v k vanish for k ≥ 2, and in this case the origin is a center, or otherwise the first non zero focal value corresponds to some k = 2m + 1 odd and in this case the origin is a focus. In this situation it is said that the origin is a weak focus of order m and the value V 2m+1 := v 2m+1 is called the m-th Lyapunov constant of the system. Notice that the sign of this Lyapunov constant gives the stability of the origin.
To study the cyclicity, instead of considering a fixed system like (6), we will consider an one-parameter family of differential equations,
where again P and Q are analytic functions starting at least with terms of degree 2 in x and y, and a ∈ R. First observe that for each value of a we have different focal values that will be denoted by v k (a), k ≥ 2. We already know that v 2 (a) ≡ 0. In this setting, the m-th Lyapunov constant is the function V 2m+1 (a) := v 2m+1 (a), and is defined for the values of a for which
Recall that a limit cycle for a planar autonomous differential equation is a periodic orbit of the system which is isolated in the set of all its periodic orbits. Given equation (9) we will say that the cyclicity of the origin for a = a * is k if the following conditions hold:
(i) There exist constants ε > 0 and δ > 0 such that for |a−a * | < ε the maximum number of limit cycles of system (9) 
, that tend to (0, 0) when a tends to a * and such that their cuts with a transversal section through the origin depend smoothly on a. For short we will denote this cyclicity by Cyc(a * ) = k. We must comment that item (ii) of the above definition is not the usual way of saying that k is the actual cyclicity. In many works the existence of these k limit cycles is only ensured for a sequence of values of a tending to a * , see for instance [3, 18] . We have chosen the above one because it is also very natural and is more convenient for our point of view. In any case, it can be seen that both definitions coincide under analycity assumptions, see [3, 4] .
As a consequence of the above definition, for each value of a the origin of (9) can have a different cyclicity. The maximum cyclicity, when a varies in R, among all these cyclicities will be called the cyclicity at the origin for the family (9) and is sup a∈R (Cyc(a)) .
In this paper sometimes the one-parameter families will be viewed as
where again P and Q are analytic functions starting at least with terms of degree 2 in x and y, a ∈ R is the parameter and b ∈ R m are some fixed numbers. In this situation, clearly the cyclicity of the origin, as an one-parameter family, depends on a and b and we can write it as Cyc(a, b). When we say that the cyclicity at the origin for the one-parameter families given by system (10) is at most k we mean that sup
Notice that the above cyclicity is smaller or equal (usually smaller) than the one obtained by considering system (10) as a (m + 1)-parametric family with parameters (a, b).
Proof of Theorem 1
We state and prove a theorem slightly stronger that Theorem 1. Proof. To compute the focal values we follow the steps described in the previous section. In polar coordinates system (11) becomes
Theorem 4. Consider an one-parameter family of differential systems of the form
where g is an analytic function. Writing 
When a = 0 it is clear that Cyc(a) = 0. So, in order to get the maximum cyclicity of the origin we have to compute Cyc(0).
Using the Weierstrass preparation Theorem, see [1, p. 388], we know that equation (14) can be written as
where Φ(0, 0) = 0 and the involved functions are analytic. Clearly, near (0, 0), to study the cyclicity of the origin it suffices to study the equation
Fixed r 0 , the above equation has at most k solutions. On the contrary, to prove that the cyclicity of the origin is at most k, we have to prove that, fixed a, the maximum number of positive values of r 0 satisfying the above equation is also k. Note that if we do not impose that the solutions r 0 are positive this upper bound is not true as the following example having 2k solutions for a > 0 shows,
Assume that the cyclicity is greater than k. Then, there exist at least k + 1 limit cycles Γ 
The limit cycles of the above equation are the circles whose radii correspond to positive isolated solutions of
If we perform the change r 2 = aρ, then equation (16) for a > 0 transforms in the following equivalent equation (14) and taking system (15) with
Notice that the hypotheses on the focal values imply that F m is an analytic function.
Proof of Theorem 1. In the proof of (a) of the above theorem it is seen that V 3 = 2πa k . By using this fact the proof of (a) follows. To prove (b), we notice that we can apply Theorem 4.(b), with m = 1, because in (1) there is the parameter a in front of both functions P and Q.
As a corollary of Theorem 4 we obtain next result that will be used in Section 4. where S 5 is a polynomial in the coefficients of P i and Q i , and does not depend on a. Therefore to ensure that v i (a) = a 2 W i (a), for some polynomials W i and all i ≥ 3, we need to impose that k ≥ 2 and β ≥ 2. If either k = 1 or β = 1 we only can ensure that the cyclicity of the origin is at most k − 1.
Corollary 5. Consider the one-parameter family of differential systems
(17)ẋ = −y + a k x(x 2 + y 2 ) + a α P 4 (x, y) + a β P 5 (x, y) + a γ P 6 (x, y), y = x + a k y(x 2 + y 2 ) + a α Q 4 (x, y) + a β Q 5 (x, y) + a γ Q 6 (x, y),
Proof of Propositions 2 and 3
For sake of shortness we only give the details of the proof for Proposition 2. Instead of working with system (4), we consider the more general system (17) with
Arguing in the same way as in the proof of Theorem 4, we get that the displacement function of system (18) and r 0 = cλ we obtain
Let c * be a simple positive solution of φ(c) = 0. Then if we define Hence, r 0 c * √ a is the initial condition of a limit cycle that bifurcates from the origin. By using the same reasoning for all the simple roots of φ the theorem follows. Notice, that a priori, by using Corollary 5 we already knew that the cyclicity of the origin of system (4) is at most 2. Our proof shows that for this concrete family the cyclicity is exactly 2.
In order to prove Proposition 3 we follow similar steps starting from system (17). The main difference is that for this case the computations are much longer. In this case we obtain, To end this section we give a concrete example to illustrate the use of Propositions 2 and 3. Consider systeṁ that the cyclicity of the origin for this one-parameter family is 4.
Final remarks
Some considerations on two-parameter families. When instead of being oneparameter we consider two-parameter families of planar differential equations, similar phenomena to the ones described in this paper appear. We present the following two examples:
where P and Q are analytic functions (starting at least with terms of degree 4 in x and y) and k ≥ 1 and ≥ 1 are integer numbers; and
where P 1 , P 2 , Q 1 and Q 2 are analytic functions (starting at least with terms of degree 6 in x and y) and k ≥ 1 and ≥ 1 are integer numbers. For equation (20) , V 3 = 2πa Other limit cycles for system (1) . Notice that when a = 0 system (1) is precisely the linear center. From this point of view when a is small it can be seen as the perturbation of a global Hamiltonian center. In this situation the algorithm introduced in [9] , see also [12, 14] , allows to compute the first non-zero Melnikov function associated to the system. The positive simple zeros of this function control the limit cycles of the system that tend to the periodic orbits of the linear system.
Appendix
Some Lyapunov constants, V {n} k and V {4, 6} 9 , for several particular systems of the forms (2) and (3). 
