Abstract. Programmed grammars, one of the most important and well investigated classes of grammars with context-free rules and a mechanism controlling the application of the rules, can be described by graphs. We investigate whether or not the restriction to special classes of graphs restricts the generative power of programmed grammars with erasing rules and without appearance checking, too. We obtain that Eulerian, Hamiltonian, planar and bipartite graphs and regular graphs of degree at least three are pr-universal in that sense that any language which can be generated by programmed grammars (with erasing rules and without appearance checking) can be obtained by programmed grammars where the underlying graph belongs to the given special class of graphs, whereas complete graphs, regular graphs of degree 2 and backbone graphs lead to proper subfamilies of the family of programmed languages.
Introduction
It is well-known that context-free grammars and languages are not able to describe all phenomena which occur in natural and/or programming languages. On the other hand, context-sensitive grammars and languages are very powerful (up to a morphism they generate all recursively enumerable languages), and some important decision problems are undecidable for them. Therefore a lot of grammars have been introduced which only use context-free rules and have a mechanism which controls the derivation. One of the most important and well investigated classes of such grammars is formed by the programmed grammars introduced by Rosenkrantz in 1969 ([12] ).
In a programmed grammar with appearance checking, with any context-free rule p = A → w two sets of rules, the success and the failure field of p, are associated. If the rule p has to be applied, two situations can occur: if the nonterminal A occurs in the sentential form, we apply the rule A → w and continue with a rule of the success field; in the other case we do not change the sentential form and continue with a rule chosen from the failure field. If all failure fields are empty, we say that the grammar is without appearance checking.
It has been shown that programmed grammars with erasing rules and appearance checking are as powerful as arbitrary phrase structure grammars (type-0 grammars). On the other hand, if the appearance checking feature is not taken into consideration one obtains a proper subfamily of the family of recursively enumerable languages. For results on programmed grammars and languages we refer to [5] , [6] , [2] , the references mentioned in these books and articles and the recent papers [8] and [9] .
Obviously, a programmed grammar without appearance checking can be described by a graph, where the vertices are given by the rules and the edges are given by the success field, i.e., there is an edge from a rule p to a rule q in the graph if and only if q is in the success field of p.
In this paper we study the generative power of programmed grammars, where we require that the associated graph belongs to a class of special graphs. We motivate this problem as follows:
• In complexity theory the restriction to special graphs can change the situation drastically. For instance, the problem whether or not a given arbitrary graph can be coloured with 4 colours is NP-complete; however, for planar graphs the problem is trivial since any planar graph can be coloured with 4 colours.
• The restriction to special graphs has already been discussed for grammars controlled by a bicoloured directed graph (see [5] ), which are equivalent to programmed grammars with appearance checking. It has been shown by Pascu and Pȃun that any language which can be generated by a grammar controlled by a bicoloured directed graph can be generated by a grammar controlled by a planar bicoloured directed graph (see [11] and [5] , Lemma 2.2.3), i.e., the restriction to planar graphs do not decrease the generative power.
• If one considers the transformation of a matrix grammar (without appearance checking) into a programmed grammar (see [6] , Proof of Theorem 2.4), one gets programmed grammars with graphs of a very special form (union of some line graphs and two additional nodes n 1 and n 2 , where, additionally, the final node of any line graph is connected with the initial node of any line graph and with n 2 and n 1 is connected with the initial node of any line graph). Thus programmed grammars with graphs of this special type have the same power as programmed grammars. However, this class of special graphs is not investigated in graph theory. In this paper we shall consider some classes of graphs which are well-known in the theory of graphs or networks.
• There exist already some papers which study restrictions with respect to the control mechanism. For instance, programmed grammars are equivalent to regularly controlled grammars. In the paper [1] it has been shown that the restriction to special classes of regular languages, e.g. to non-counting or suffix-closed regular languages, do not decrease the generative power whereas the restrictions to definite languages restricts the power to the generation of only context-free languages. Analogous results are obtained in [4] and [3] for other control mechanisms using regular languages. In this paper we study the generative power of programmed grammars, where we require that the associated graph has certain properties. We obtain that connected, Eulerian, Hamiltonian, planar and bipartite graphs and regular graphs of degree at least three are pr-universal in the sense that all languages which can be generated by programmed grammars (with erasing rules and without appearance checking) can be obtained by programmed grammars where the underlying graph has the given special form. On the other hand, complete graphs, regular graphs of degree 2 and backbone graphs generate proper subfamilies of the family of programmed languages.
The paper is organized as follows. In the following section we present the notation used in the paper. In Section 3 we show the pr-universality of the classes of connected, Hamiltonian, Eulerian, planar and bipartite graphs. In Section 4 we study graphs with a restricted degree. In Section 5 we discuss the power of complete graphs and backbones. In the final Section 6 we discuss the situation for some classes of grammars nearly related to programmed grammars with erasing rules and without appearance checking.
Definitions
Throughout the paper we assume that the reader is familiar with the basic notions of the theory of formal grammars and languages including programmed grammars and languages as well as those of the theory of graphs. For details we refer to [10] , [13] , [5] , [6] , [2] and [7] . In this section we only recall some concepts and give some notations.
For an alphabet T , a word w ∈ T * and a letter a ∈ T , we denote the number of occurrences of a in w by # a (w). The empty word is denoted by λ.
A context-free grammar is specified as a quadruple G = (N, T, S, P ), where N is a finite non-empty set called the nonterminal alphabet, T is a finite non-empty set called the terminal alphabet (N ∩ T = ∅), S ∈ N is the start symbol, and P is a finite subset of N × (N ∪ T ) * called the set of rules. Rules are also named as productions.
Let G be a context-free grammar and v, w ∈ (N ∪ T ) * . Then v =⇒ w is a direct derivation if and only if there exist
A programmed grammar (without appearance checking) is a six-tuple G = (N, T, S, Lab, P, P G ) where N , T and S are specified as in a context-free grammar, Lab is an alphabet (of labels), P is a finite set of context-free rules called the set core productions, and P G is a finite set of triples r = (q, p, σ), where q ∈ Lab is the label of r, p ∈ P is a context-free production called the core production of r, and σ is a subset of Lab and is termed the success field of r. The elements of P G are called the rules of G.
The language L(G) generated by a programmed grammar G specified as above is defined as the set of all words w ∈ T * such that there is a derivation
where k ≥ 1 and, for 1
We say that the programmed grammar G = (N, T, S, Lab, P, P G ) is in normal form if and only if r = (q, p, σ) ∈ P G and r = (q , p, σ ) ∈ P G imply σ = σ . We note that, for any language L, which can be generated by a programmed grammar, there is a programmed grammar G in normal form such that L = L(G ). This can be seen as follows: Assume that L = L(G) for some programmed grammar G = (N, T, S, Lab, P, P G ). If P G contains two rules r = (q, A → w, σ) and r = (q , A → w, σ ) with σ = σ , then we construct
where A is a new symbol and q is a new label.
For any derivation uAv =⇒ r uwv in G there is a derivation uAv =⇒ r uA v =⇒ r uwv in G , and conversely. Thus one has L(G) = L(G ). Moreover, every rule A → w occurs less times in the second components of rules of G than of G. By repetition of this construction we obtain a programmed grammar in normal form.
By this normal form result we can assume that there is a one-to-one function from Lab onto P .
A (finite directed) graph H is specified as a pair (V, E), where V is a finite set and E ⊆ {(α, β)|α, β ∈ V }. The elements of V and E are called vertices and edges, respectively. (α, β) is called an edge from α to β. We note that we have no multiple edges since E is a set. A graphic representation of a graph can be given as follows: We interpret the vertices as points in a plane, and we draw a (directed) curve from α to β if there is an edge (α, β).
We state some basic definitions for graphs. We say that the vertices α and β are incident with the edge e ∈ E if e = (α, β). The in-degree of a vertex α, denoted by d i (α), is the number of edges (β, α), and the out-degree d o (α) is the number of edges (α, β); the degree d(α) is the sum of the in-degree and out-degree of α.
A walk is an alternating sequence of vertices and edges, with each edge being incident to the vertices immediately preceding and succeeding it in the sequence, and which starts and ends with vertices, which are called the initial and terminal vertices, respectively. A walk is closed if the initial vertex is also the terminal vertex. A trail is a walk with no repeated edges. A cycle is a closed trail with at least one edge and with no repeated vertices except that the initial vertex is the terminal vertex. A path is a walk with no repeated vertices. A line is a non-closed path which is a trail, too.
A graph is called a cycle or a line if it consists exactly of a cycle or a line, respectively.
We now define some classes of graphs. 
Whereas the first seven types of graphs are well-known and intensively studied in the theory of graphs, the last type is motivated by computer networks which often have the structure of an (undirected) backbone graph.
We now give a description of a programmed grammar by a graph. Let G = (N, T, S, Lab, P, P G ) be a programmed grammar. We construct the graph h(G) = (Lab, E), where (q, q ) ∈ E if and only if (q, p, σ) ∈ P G , (q , p , σ ) ∈ P G and q ∈ σ. We say that G is a programmed grammar with graph h(G). If G is in normal form, we can identify Lab and P , and therefore we sometimes write h(G) = (P, E ) where (p, p ) ∈ E if and only if (q, q ) ∈ E and (q, p, σ), (q , p , σ ) ∈ P G . Conversely, given a graph H = (V, E), a set P of context-free productions over some sets N of nonterminals and T of terminals, and a mapping τ : V → P , we construct the programmed grammar g(H, S) = (N, T, S, V, P, P G ) where
If we define or draw the graph H = (V, E) equipped with a mapping τ as above, then we often give the label τ (v) instead of v.
In both cases,
is a derivation in G if and only if r 1 r 2 . . . r k is a sequence of rules according to vertices along a walk in H. Control in programmed grammars corresponds to control by vertex sequences along walks in graphs. Thus, for any programmed grammar G = (N, T, S, Lab, P, P G ) and any graph H with vertices labelled by (context-free) rules, we have
Example 1. We consider the programmed grammar
Then the associated graph h(G) is
and the generated language is
Let H be a class of graphs. We say that H is pr-universal, if and only if, for any programmed grammar G (with erasing rules and without appearance checking), there is a programmed grammar G such that h(G ) ∈ H and L(G) = L(G ).
Some pr-universal classes of graphs
In this section we present some classes of graphs such that any programmed language can be obtained from a programmed grammar where the associated graph belongs to the class.
We start with a simple statement.
Theorem 1. Any language generated by a programmed grammar can be generated by a programmed grammar with a connected graph.
Proof. We consider the programmed grammar G = (N, T, S, Lab, P, P G ) with graph h(G) = (P, E) as defined in Section 2. Let F be a new symbol not contained in N . Then we construct the graph
and the programmed grammar g(H, S). Obviously, H is connected. Moreover, it is easy to see that L(g(H, S)) = L(G) (because F → F cannot be applied in a terminating derivation).
Theorem 2. Any language generated by a programmed grammar can be generated by a programmed grammar with a Hamiltonian graph.
Proof. We present a constructive proof. Let L = L(G) for some programmed grammar G = (N, T, S, Lab, P, P G ) in normal form with the associated graph h(G) = ({α 1 , α 2 , . . . , α n }, E), where n is the cardinality of P G . We introduce new nonterminals F i , 1 ≤ i ≤ n, which are not in N . We now take n new vertices β i with rule S → F i . Then we construct the graph
Obviously, H is a Hamiltonian graph since the added vertices and edges result in the (closed) Hamiltonian trail
¿From H we construct a programmed grammar g(H, S) as mentioned in Section 2. It is easy to see that g(H, S) and G only differ in the rules S → F i , 1 ≤ i ≤ n, their associated success fields and the adding of S → F i to the success field of the rule associated with the vertex α i . Because the added rules are not applicable (if S does not occur in the current sentential form) or its application introduces a letter F i , 1 ≤ i ≤ n, which cannot be terminated (since there is no rule with F i on its left hand-side), we cannot apply these rules in terminating derivations. Therefore we can only choose rules of the success field in g(H, S) which can be chosen in G, too. Thus L(g(H, S) 
) = L(G).
Now we take a look at the language family generated by programmed grammars with Eulerian graphs. There is a well known, nice and simple characterization of Eulerian graphs (see [7] ) which is recalled in the following lemma. 
We introduce new vertices β 1 , ..., β n , where n is the number of vertices in h(G) and assign to β i the rule S → F i , 1 ≤ i ≤ n, where F 1 , F 2 , . . . , F n are new nonterminals which cannot be terminated since there are no rules for them. We add edges to E in the following way: -there is an edge from α i to the new vertex β j if and only if there is no edge from α i to α j in E, and -there is an edge from from β i to α j if and only if there is no edge from α i to α j in E. By this construction any vertex α i , 1 ≤ i ≤ n, has the in-degree n and the out-degree n. Consequently, for 1 ≤ i ≤ n, in-degree and out-degree of α i coincide.
Let us consider the vertices β i , 1 ≤ i ≤ n. If the in-degree and out-degree coincide for any β i , then the obtained graph is Eulerian by Lemma 1. Now assume, that there is a vertex β r such that
because any edge is counted as input edge as well as output edge. Since the in-degree and out-degree coincide for any vertex α i , there is a vertex β s such that d i (β s ) < d o (β s ). We now connect these two vertices by an edge from β r to β s . Obviously, the difference of in-degree and out-degree of β r is decreased by 1 by this procedure, and that of out-degree and in-degree of β s , too. Continuing this construction we finally get a graph H where the in-degree and out-degree are equal for any vertex.
Let g(H, S) be the programmed grammar obtained from H by the construction given in Section 2. It is easy to see that L(G) = L(g(H, S)) since the application of a rule associated with an added vertex yields a non-terminating derivation.
Theorem 4. Every language generated by a programmed grammar can be generated by a programmed grammar with a planar graph.
Proof. Let a programmed grammar G = (N, T, S, Lab, P, P G ) with graph h(G) be given. If h(G) is a planar graph, we are done. In the other case, h(G) contains at least a crossing of edges. Below we present a procedure to substitute a crossing by a planar subgraph without changing the language and without producing new crossings. By an iterated application of this construction we finally get a planar graph.
We now consider a crossing of two edges of h(G) as shown in Figure 1 . The Figure 1 . Crossing edges rules associated with α 1 and α 2 are not of importance for our construction. Our idea is to replace the crossing point by a vertex; however, then coming from α 1 we can continue with B → u or C → v whereas in the given graph we have to continue with C → v. Therefore we introduce four further vertices which control the derivation such that only the derivations of the original graph/grammar are non-blocked derivations. Precisely, we use the graph presented in Figure 2 . A continuation with A 2 → λ is impossible, since the sentential form does not contain A 2 . Therefore the only non-blocked continuation is an application of A 1 → λ which results in the same sentential form as after the application of the rule of α 1 und we continue with C → v as in Figure 1 . Thus the programmed grammar g (H 1 , S) constructed from H 1 and G generate the same language.
Theorem 5. Every language generated by a programmed grammar can be generated by a programmed grammar with a bipartite graph.
Proof. For a given programmed grammar G = (N, T, S, Lab, P, P G ) in normal form, we construct a programmed grammar G with a bipartite graph which generates the same language as G.
Let r = (q, p, σ) be a rule of P G . We set
With r and A ∈ N r we associate the new nonterminals A
(1) r and A (2) r , the new labels q r and q A,r,i with A ∈ N r and 1 ≤ i ≤ 3, and the rules
Moreover, we introduce a further new nonterminal S , a new label q and the rule
We now define the programmed grammar G = (N , T, S , Lab , P , P G ) by
We remark that there is a one-to-one-relation between Lab and P G .
First we note that any derivation in G starts with S =⇒ S and we have to apply a rule p, where the core production of p has the left-hand side S. Moreover, there is a derivation
in G, where r = (q, p, σ), r = (q , A → w, σ ) ∈ P G and q ∈ σ, if and only if there is a derivation
Furthermore, the graph h(G ) associated with G is bipartite with the partition of Lab into Lab 1 and Lab 2 , because the success field of any rule with a label of Lab 1 is contained in Lab 2 and the success field of any rule with a label of Lab 2 is contained in Lab 1 .
Graphs with restriction of degrees
In this part we are dealing with graphs, whose vertices have degree at most n or exactly n where n ∈ N.
We discuss first the situation where n = 2. Connected graphs where each vertex has a degree at most two either form a cycle or any subgraph H a consisting of all nodes reachable from the node a (by a directed path) forms a line.
Lemma 2. i) Given a programmed grammar whose corresponding graph is a directed cycle, then its generated language is finite.
ii) Any finite language can be generated by a programmed grammar whose corresponding graph is a cycle.
Proof. i) Assume that there exists a sentential form which is obtained by a derivation with more intermediate steps than the number of vertices in the cycle. This implies that at least one nonterminal is present in the sentential form after walking through the cycle, meaning that the derivation does not consume more nonterminals than it produces. Therefore this derivation cannot end, i.e., there is no word generated by a walk which is longer than the length of the cycle. Now assume that the derivation terminates before starting the second run through. Then we have applied a fixed finite sequence of rules, i.e., we have generated a set L of words such that # a (w) = # a (w ) for all a ∈ T and all w, w ∈ L . Therefore L is a finite set. Since we can start the derivation in any vertex whose core rule has S on its left-hand side, we can have a finite set of terminating derivations, i.e., the language generated by this programmed grammar is finite.
ii) Let L = {w 1 , w 2 , . . . , w n } be a finite language over some alphabet T . Then we consider the programmed grammar
Obviously h(G) is a cycle and L(G) = L.
Using analogous construction we can prove the following statement.
Lemma 3. i) Given a programmed grammar whose corresponding graph is a line, then its generated language is finite. ii) Any finite language can be generated by a programmed grammar whose corresponding graph is a line.
2
Now we take into consideration the graphs, where each vertex has degree at most three.
Theorem 6. Every language generated by a programmed grammar can be obtained by a programmed grammar having a graph where all vertices have degree at most three. Figure 4 . Substitution graph where all nodes have a degree at most 3
It is easy to see that for any n ≥ 3 we have the following consequence: any language generated by a programmed grammar can be generated by a grammar for which the graph has no vertex of degree greater than n.
We now consider regular graphs of degree n. If n = 2, then the graph has to be a cycle, and Lemma 2 gives the generative power of regular graphs of degree 2. Proof. Let L be a grammar which can be generated by a programmed grammar. By Theorem 6 we can assume that L = L(G) for some programmed grammar G where any vertex of the graph h(G) associated with G has a degree ≤ 3.
Theorem 8. Every language generated by a programmed grammar can be obtained by a programmed grammar with a regular graph of degree n ≥ 3.
Proof. Let G be an arbitrary programmed grammar. Then there is a programmed grammar G such that L(G ) = L(G) and h(G) is a regular graph of degree 3. If n > 3, we add to each vertex some additional vertices and edges analogous to the construction in the proof of Theorem 7 such that a regular graph of degree n is obtained. The details are left to the reader.
Some non-pr-universal classes of graphs
Again we start with an easy statement which is already implicitly contained in some papers/books. Since in a context-free grammar any rule can be followed by any production we have the following statement. 
Theorem 9. The family of languages generated by programmed grammars with backbone graphs is incomparable with the families of regular and context-free languages (and thus it is properly included in the family of languages generated by programmed grammars).
Proof. The graph associated with the programmed grammar G of Example 1 is a backbone graph. Its generated language {a n b n c n | n ≥ 2} is not context-free and thus not regular.
We consider the regular language
We show that L cannot be generated by a programmed grammar with a backbone graph which proves the statement of the theorem.
On the contrary, suppose that there is a programmed grammar G = (N, T, S, Lab, P, P G ) with a backbone graph h(G) which generates L. After leaving the cycle in a derivation we can only perform a finite number of derivation steps. Thus there is a number r such that any sentential form with at least r + 1 nonterminals cannot be terminated by leaving the cycle.
Obviously, there is a number s such that all derivations not running through the complete cycle consist of at most s derivation steps. Thus all derivations not running through the complete cycle generate a finite language only.
We now consider derivation running through the complete cycle (this is the only possibility to generate an infinite language). Let w be the sentential form if we enter the cycle. Now we run through the cycle and obtain a new sentential form v. If there is a nonterminal A such that # A (w) < # A (v), we cannot run r + 1 times through the cycle or after running r + 1 times through the cycle we have at least r + 1 occurrences of A in the obtained sentential form. In the former case there are at most finitely many terminating derivations from w; in the latter case we cannot terminate the derivation. Thus, if # A (w) < # A (v) for some A, from w we only generate a finite set. If # B (w) > # B (v) for some B ∈ N , we can perform at most # B (w) runs through the cycle. Thus in this case we can generate at most a finite set, too.
Therefore assume that # C (w) = # C (v) for all C ∈ N . Then we can arbitrarily often go through the cycle. Let n 0 and m 0 be the number of terminals of a and b, respectively, which are introduced by one run through the cycle. Assume that we go k times through the cycle and finish then the derivation using vertices outside the cycle. The generated word contains # a (w) + kn 0 + n 1 occurrences of a and # b (w) + km 0 + m 1 occurrences of b (where the terminating phase outside the cycle produces n 1 letters a and m 1 letters b). Since there are only a finite number of possibilities for w, (n 0 , m 0 ) and (n 1 , m 1 ) we cannot obtain any pair (n, m) as it is necessary in order to generate L.
Discussion of related classes of grammars and languages
Above we have presented some results on the power of programmed grammars with erasing rules and without appearance checking where the control is done by restricted classes of graphs. We now discuss modifications of the concept of programmed grammars.
Programmed grammars without erasing rules and without appearance checking. Going through the proofs one sees that we have only added erasing rules in the proof of Theorem 4. Thus all the other statements on the power of programmed grammars given in this paper remains valid for programmed grammars without erasing rules (and without appearance checking).
Programmed grammars with appearance checking. A programmed grammar with appearance checking is a sixtuple G = (N, T, S, Lab, P, P G ) where N , T , S, Lab and P are specified as in a programmed grammar (without appearance checking) and P G is a finite set of quadruples (q, A → w, σ, ϕ) where q ∈ Lab, A ∈ N , w ∈ (N ∪ T ) * and σ and ϕ are subsets of Lab. Such a quadruple is applied to a sentential form z ∈ (N ∪ T ) + as follows:
* , then we get z = z 1 wz 2 and continue with a rule which label is in σ; and if there is no occurrence of A in z, then we do not change the sentential form and continue with a rule which label is in ϕ. The modelling of this type of control of the derivation process by a graph requires coloured edges. Let q, A → w, σ, ϕ) be a rule. The edges leading from q to a label belonging to σ have one colour, say green, whereas the edges leading from q to a rule belonging to ϕ have another colour, say red. However, for some graph-theoretical properties, we have problems with its definition since we have to take into consideration the colours, e.g., for Hamiltonian graphs it is not clear whether the walk through all vertices can use edges with different colours or not. If we transform a graph used for the control into a graph without coloured edges, i.e., we ignore the colours, then all results on the power of programmed grammars (without appearance checking) presented in this paper remain valid.
This statement also holds for programmed grammar without erasing rules and with appearance checking. The only critical case is that of planar graphs. Here we can use a modification of the proof of [5] , Lemma 2.2.3 to get a programmed grammar with a planar graph (as control) which generates the language of a given programmed grammar. One has to note that this construction requires appearance checking.
Graph-controlled grammars. Graph-controlled grammars are distinguished from programmed grammars by that we give in advance sets of initial nodes and final nodes and the derivation has to start in an initial node and to stop in a final node. Therefore programmed grammars can be considered as graph-controlled grammars where the set of initial nodes consists of all nodes S → w (where S is the axiom) and the set of final nodes is the set of all nodes. Therefore our constructions present graph-controlled grammars where the control graphs have the required additional properties. Hence all results on the power of programmed grammars given in this paper also hold for graph-controlled grammars.
This statement also holds for graph-controlled grammars with or without appearance checking and with or without erasing rules if one takes into consideration the changes with respect to the programmed grammars given above.
We now discuss a further feature. All proofs in this paper work by the adding of nodes and edges to the given graphs. However, in some cases the added nodes, precisely the rules of the added nodes, cannot be used in terminating derivations. This holds with respect to Theorems 1, 2 and 3. It seems that corresponding statements cannot be proved by our method for graphs where all nodes are used in some terminating derivation, because we need connections (between nodes) which do not exist in the original graph and their adding leads can give new terminating derivations if all nodes can be successfully applied.
The other results on the power of programming grammars presented in the paper are valid with requirement that any rule is used in some terminating derivation, too.
Finally we mention that we have only considered some very well-known classes of graphs. However, there are some further important classes of graphs which can be investigated with respect to pr-universality.
