. Bock & Aitkin ( 1981 ) 
. Bock & Aitkin ( 1981 ) extended IRT models for dichotomously scored items to the multidimensional case (several traits) and developed an EM algorithm (Dempster, Laird, & of factor loadings: 6,' = (o e2,, ..., enJ) ( 1 ) and ar = (a'u a'z· ..., a,M~ . 
where E,, is an unobserved random variable (a unique factor in factor analytic terms) that is assumed to be distributed N(0, a2 ). In conventional factor analysis, it is assumed that the distribution of 0 is N(0, I) and that y, is distributed with mean 0 and variance 1. Hence, the unique variance is a2 =1-a;a, .
Classical factor analysis for continuous variables is based on the assumption that the response process is directly observable. In contrast, the factor analytic model for categorical variables is based on the assumption that the response process variable, yy, is latent and realized into a vector of polytomous item responses for n items, W,=(W,,,W2,, ...,Wn,~, 
Then dy = a,dt~ ,
and at y,, = y, 'Yk 
p~ (e) = j ~ct)dt = J ~ct)dt = J ~ct)dt -J ~ct)~ ~ (Samejima, 1972) , because ~y,o and Y,K are at -and +-, respectively.
In the univariate case, Equation 19 is referred to as the operating characteristic of the GRM (Samejima, 1972 
P, K, (8) = #lK, -1 (°) , Pk (e) = L P~ (e) =1-~ p~ (e) . (Muraki, 1992) 
'~lt
The slope in the direction specified by angles w,m is at its maximum when the item response surface (IRS) of P,k (9) crosses the .5 probability hyperplane.
The item-category parameter of the cumulative probability in Equation 15 is the 0 value at the point of .5 probability of the kth or higher categorical response where M 2,almem = -blk. Figure 1 , ~, =1.0 and ~Il= -.5. The direction cosines of the line of maximum slope in reference to 8, and 02 are .8 and .6, respectively. Because these 0 axes are orthogonal, cos2w,, + cos2w,2 =1.
Consider the geometry in Figure 2 . 6, and 02 are two orthogonal axes representing the two dimensions underlying item i. The linear combination in Equation 14 indicates the combination of the two Os that the item is considered to be measuring: (~ ~)
The two a parameters are the lengths of two sides (all = OC and a,2 = OA) of a right triangle. The length of the hypotenuse (OB) is equal to Reckase & McKinley's ( 1991 ) multidimensional discrimination parameter, 11,. The angle BOC is roll, and the angle AOB is its orthogonal complement, ro&oelig; The twor parameters are the lengths of two sides (,rki = OF andrk2 = OD) of a right triangle with hypotenuse (OE) of length equal to the absolute value of the multidimensional difficulty parameter ([3,~) . The multidimensional IRS representing the cumulative probability function is a surface above the 0, -0, plane (Figure 1 ) , and a slice through that surface along the line of measurement of the item is a unidimensional IRF for an item with discrimination parameter equal to 111 and item-category parameter equal to ~i,~ (Carlson, 1987) .
By using the multidimensional parameters defined above, the function in Equation 14 The unidimensional latent trait 01 is a composite of M-dimensional latent traits 8m (m = 1, 2, ..., M). Reckase & McKinley ( 1991 ) 
71, h,
Comparing Equations 12 and 42 demonstrates that the multidimensional discrimination can be interpreted as a transformation of the square root of the communality by the same factor, 1/a,, as that in the transformation of factor loadings to the slope parameters. Furthermore, the direction cosine also can be computed as the ratio of the factor loadings to the square root of the communality.
' In summary, the multidimensional parameters defined for the Reckase-McKinley multidimensional twoparameter logistic model (McKinley & Reckase, 1983; Reckase, 1985; Reckase & McKinley, 1991 ) can be adopted for the MGRM because the cumulative probability, P,k (9) (Reckase, 1985; Reckase & McKinley, 1991 ) have been established. The multidimensional parameters can provide useful interpretations of parameters of other multidimensional item response models (Luecht, 1993; Luecht & Miller, 1992; Miller & Hirsch, 1992; Reckase, 1985; Reckase & McKinley, 1991) . These parameters can be computed directly from the factor loadings. Figure 3 shows the IRSs of a two-dimensional polytomously scored three-category item with a II = 1.0, al2 = 1.5, bil = 1.2, and b,2 = -.8. Figure 3a shows the IRS of ~;(9), and Figure 3b shows the IRS of the second cumulative probability, P,'(0). This is the same probability as P,3(9). These two IRSs are parallel to each other. The model probability of the middle categorical response, PZ(9) = ~(0) -~(8), is shown in Figure 3c , and l%~(0) = 1 -l%((0) is plotted in Figure 3d .
If the distance of the item-category parameters is shortened, the probability of the middle categorical response is uniformly decreased. Consequently, the IRS becomes flatter. Figure 4a shows Figure 4b , which shows the IRS of the middle categorical response, lj2(9), with slope parameters changed to a3, = 1.5 and a32 =1.0.
Parameter Estimation
Let U,~k represent an element in the matrix of the observed response pattern j. U,~k= 1 if item i is rated by the jth respondent in the kth category of a Likert scale, otherwise U,~k = 0. By the principle of local independence (Birnbaum, 1968) , the conditional probability of a response pattern j, given 0 and K, reDownloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ For examinees randomly sampled from a population with a multivariate normal distribution of the latent trait variable, B~(0), the marginal probability of the observed response pattemj is ((U~ = J ~(UI9)'!1(9)d9.
e If an examinee responds to each of n items that has K, categories, his/her response pattern,), then can be assigned to one of n J = ~ K, The item-category parameter, b,k, is contained in both 7~ (8) 
The algorithm presented above was implemented in the POLYFACT computer program (Muraki, 1993 (Kaiser, 1958) and, with the varimax solution as the target, rotated obliquely by the promax method (Hendrickson & White, 1964) .
Test of Goodness of Fit
Although the sparseness of the response pattern frequencies in these applications usually precludes a test of the fit of the factor model versus the general multinomial alternative, a likelihood-ratio test of the significance of an added factor, based on successive maxima of the marginal likelihoods, is available (Haberman, 1977) . In addition, the goodness of fit of the MGRM can be tested approximately item by item. If the test is sufficiently long, the method used in BILOG 3 (Mislevy & Bock, 1990) can be used with its multidimensional extension. In this method, the respondents in a sample of size N are assigned to intervals of the 0 continuum. The expected a posteriori (EAP) estimator is used to estimate each respondent's 0. The EAP estimate is the mean of the posterior distribution of 0, given the observed response pattern I (Bock & Mislevy, 1982) . The EAP estimate of the response pattern I on the mth dimension, elm, is approximated using the quadrature points, Xf, and weights, A(Xf); that is,
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. (Applebee, Langer, Mullis, Latham, & Gentile, 1994) and the NAEP 1992 National Technical Report (Johnson, Carlson, & Kline, 1994) . The dataset contained three informative items (Il, I2, and 13), three persuasive items (PI, P2, and P3), and three narrative items (N1, N2, and N3). Of the 9,552 examinees selected to respond to these items, 416 did not do so. Hence, the responses of 9,136 examinees were analyzed. Because the scoring resulted in some very small frequencies of certain categories on some items, some of the categories were combined so that the resulting categories had frequencies of at least 10. Analyses were performed using one, two, and three dimensions. For all solutions, 64 quadrature points were used. Hence, there were four points per dimension in the three-dimensional solutions and eight in the two-dimensional solutions. A normal ogive model was assumed using a normal prior for the 0 distributions (an orthogonal fixed prior was used in all iterations). No priors were used for the item parameters.
A smoothed correlation matrix as described in Bock et al. (1988) was used to compute the initial factor loadings, which then were used as initial values in the iterative process. Because of the incomplete nature Table 2 shows the slope and item-category parameter estimates for the two-factor solution. Table   3 contains the multidimensional parameter estimates. Table 4 shows the varimax-rotated factor loadings. Figure 5 shows the projection of the nine vectors representing the items onto the two-dimensional common factor space with axes defined by the varimax rotation. Figure 5 and the varimax factor loadings in Table 4 show that the two-factor solution did an excellent job of separating the items representing the three types of writing. Factors 1 and 2 separate the narrative items (N1-N3) from the informative (11-13) and persuasive (P1-P3) items very well. There is, however, some overlap between the informative and persuasive items.
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227. May be reproduced with no cost by students and faculty for academic use. Non-academic reproduction requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ Table 4 show that the axis for the first factor goes through the cluster containing both the information and the persuasive items, and the second factor goes through the cluster of narrative items. 
Discussion
The full-information item factor procedure described here has several advantages over alternative linear or nonlinear factor-analytic procedures. One advantage is that it uses all of the information contained in the response category patterns, rather than first reducing the data to correlation coefficients. Thus, the method is not strictly a linear factor analytic procedure. McDonald (1965) Varimax Two-Factor Solution to -,&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;&horbar;. 
