Abstract Much attention has been given in recent years to observations and models that show that variations in the transport of the Atlantic Meridional Overturning Circulation (AMOC) and in the Gulf Stream (GS) can contribute to interannual, decadal, and multi-decadal variations in coastal sea level (CSL) along the US East Coast. However, less is known about the impact of short-term (time scales of days to weeks) fluctuations in the GS and their impact on CSL anomalies. Some observations suggest that these anomalies can cause unpredictable minor tidal flooding in low-lying areas when the GS suddenly weakens. Can these short-term CSL variations be attributed to changes in the transport of the GS? An idealized numerical model of the GS has been set up to test this proposition. The regional model uses a 1/12°grid with a simplified coastline to eliminate impacts from estuaries and small-scale coastal features and thus isolate the GS impact. The GS in the model is driven by inflows/outflows, representing the Florida Current (FC), the Slope Current (SC), and the Sargasso Sea (SS) flows. Forcing the model with an oscillatory FC transport with a period of 2, 5, and 10 days produced coherent CSL variations from Florida to the Gulf of Maine with similar periods. However, when imposing variations in the transports of the SC or the SS, they induce CSL variations only north of Cape Hatteras. The suggested mechanism is that variations in GS transport produce variations in sea level gradient across the entire GS length and this large-scale signal is then transmitted into the shelf by the generation of coastal-trapped waves (CTW). In this idealized model, the CSL variations induced by variations of ∼10 Sv in the transport of the GS are found to resemble CSL variations induced by ∼5 m s −1 zonal wind fluctuations, though the mechanisms of wind-driven and GS-driven sea level are quite different. Better understanding of the relation between variations in offshore currents and CSL will help to improve the prediction of both short-term water level anomalies that cause flooding, as well as spatial variations in long-term sea level variability and coastal sea level rise.
Introduction
The proposition that variations in the intensity of the Gulf Stream (GS) current can cause coastal sea level (CSL) variations along the US East Coast has been suggested early on (Montgomery 1938) and even verified to some degree by limited early observations (Blaha 1984) . A simple winddriven Rossby wave model (Sturges and Hong 2001) and early three-dimensional ocean circulation models (Ezer 1999 (Ezer , 2001 found that decadal variations in the circulation of the North Atlantic Ocean and in the Gulf Stream in particular are correlated with CSL variations along the western boundary of the North Atlantic. In general, a weakening in the GS transport reduces the sea level gradient across the current (assumed to be near a geostrophic balance) and thus increase/decrease sea level in the onshore/offshore side of the GS; changes in the GS transport can thus be detected through the difference in sea level between Bermuda and the US East coast, as found by previous studies (Ezer 1999 (Ezer , 2001 (Ezer , 2015 Sturges and Hong 2001) . As a result, a weakening in the GS is often associated with increased flooding on long stretches of the western boundary of the North Atlantic (Sweet et al. 2009; Ezer and Atkinson 2014; Sweet and Park 2014; Goddard et al. 2015) . However, the exact mechanism that can be responsible for transmitting an offshore signal onto the shelf and creating coherent CSL anomalies along thousands of kilometers of coastlines is not fully understood. Process studies (Huthnance 2004 ) and satellite observations (Hughes and Meredith 2006) suggest that large-scale oceanic motions are transmitted to the shelf through the generation of coastaltrapped waves (CTW); the result is often coherent CSL signals along large stretches of coastlines. CTW cover a wide range of time and length scales and different types of waves, such as barotropic and baroclinic Kelvin waves, topographic Rossby waves, and continental shelf waves (Allen 1975; Wang and Mooers 1976; Huthnance 1978) . The transmission of the offshore signal to the shelf depends on several parameters such as the slope and shelf topography, stratification, friction, as well as the frequency and length scales of the forcing. Huthnance (2004) indicated that coastal tide gauges can be especially effective monitors for the largest-scale oceanic signals. Zhao and Johns (2014) shows that wind-driven variations over the sub-tropical gyre can result in coherent variations along the GS path over thousands of kilometers, so that the open oceanshelf transmitting mechanism discussed by Huthnance seems possible for those GS signals. There are also some differences in the CTW's characteristics between waves with periods shorter or longer than ∼10 days, whereas in the higher frequency range, near-resonance CTW can amplify the coastal response (Huthnance 2004) . Model results, discussed later, focused on oscillations with periods of up to ∼10 days-they will be evaluated to see if CTW may have been generated by variations in the GS transport.
The GS itself is the upper branch of the Atlantic Meridional Overturning Circulation (AMOC) which is affected by the North Atlantic Oscillations (NAO) and other climatic changes. The connection between ocean circulation and CSL can be seen in various observations, such as satellite altimetry , the cable measurements of the Florida Current (FC; Baringer and Larsen 2001; Ezer 2013) , or the recent AMOC observations Ezer 2015) . On time scales even longer than interannual and decadal, data suggest that multi-decadal variations and recent acceleration in sea level rise (SLR) along the US East Coast (Boon 2012; Ezer and Corlett 2012; Sallenger et al. 2012; Kopp 2013; Ezer 2013; Ezer et al. 2013) , may reflect a dynamic response to climatic changes in ocean circulation (Levermann et al. 2005; Yin and Goddard 2013) and slowing down of AMOC (Smeed et al. 2013; Bryden et al. 2005; Ezer 2015; Srokosz and Bryden 2015) . There is also a very distinct spatial pattern in variations of sea level along the coast (e.g., see Fig. 3 in Ezer 2013) , that may relate to the GS dynamics. In the region from Florida to Cape Hatteras (the South Atlantic Bight, SAB) the GS flows northward relatively close to the coast, while in the region north of Cape Hatteras (the Mid-Atlantic Bight, MAB, and farther north) after the GS has separated from the coast, one finds the Northern Recirculation Gyre (Mellor et al. 1982; Hogg 1992) which separates between the GS and the coast; this gyre is fed up by the cold Slope Current (SC; Rossby et al. 2010 Rossby et al. , 2014 coming from the north. The combined effect of this gyre, meso-scale activities of the GS meandering and eddies and the influence of large estuaries (e.g., Chesapeake and Delaware Bays) make the impact of the GS on the MAB coast more complex than farther south. In addition, recent studies call the MAB region a "hotspot for accelerated sea level" (Sallenger et al. 2012 ) and a "hotspot for accelerated flooding" (Ezer and Atkinson 2014) , with a distinct dynamics that is different than that of the SAB, as can be seen in sea level data (Sallenger et al. 2012; Ezer 2013; Boon and Mitchelle 2015) and models (Yin and Goddard 2013) .
The fact that the GS impacts CSL is commonly attributed to the sea level gradient (∼1-1.5-m height difference over ∼100-km distance) across the GS whereas sea level is lower/ higher on the onshore/offshore side of the GS in accordance with the geostrophic balance, so changes in the path and strength of the GS are expected to impact CSL variations; the mechanism of open ocean-coastal coupling is not so clear yet, and may involve CTW, as discussed before. The motivation for this study is twofold: First, the exact mechanism of the GS-driven CSL has not been completely explained or separated from other drivers of CSL. For example, coherent variations of CSL variations along the coast can also result from wind-driven sea level (Woodworth et al. 2014; Zhao and Johns 2014) vertical divergence of large-scale ocean currents (Thompson and Mitchum 2014) , from the impact of atmospheric pressure (Piecuch and Ponte 2015) or changes in the southward flowing Slope Current (Rossby et al. 2010) ; changes in the latter may relate to climatic change in sub-polar regions (Hakkinen and Rhines 2004) or in the flow of coastal Labrador waters into the region (Xu and Oey 2011) . Second, even if the GS contributes to variations in CSL, it is not clear on what time scales this driver may be valid. As indicated in the summary earlier, much of the attention in recent years was given to CSL variations on long time scales ranging from interannual to decadal and multi-decadal. However, there is evidence (see Fig. 9 in Ezer and Atkinson 2014) that even on short time scales of days and weeks weakening of the GS, as measured by the transport of the FC in the Florida Straits, is reflected in anomalously high water levels and an unpredictable tidal flooding. These anomalies cannot be easily explained by any of the mechanisms mentioned earlier. Intriguingly enough, Ezer and Atkinson (2014) show almost no lag between the time of detection of significant changes in the flow through the Florida Straits and high water anomalies observed thousand kilometers farther downstream on the Mid-Atlantic coasts, suggesting large-scale forcing and fast propagation of signals. Figure 1 is an example of hourly CSL variations during a 2-month period (May-June, 2012) at 6 tide gauge stations (see Fig. 2a for locations) and the daily FC transport at the same time. There is no particular reason for choosing this period, but it is very typical to almost any other time when there are no major storms. The shown CSL is the residual after tides have been removed (by tide prediction models for each station); the residual is often referred to as the sub-tidal wind-driven part of the CSL signal, though it can include other influences. The CSL shows variations on scales ranging from a few hours to apparent oscillations with periods between 2 and 10 days (typical scale for wind-and pressure-driven weather events). The FC transport (bottom of Fig. 1 ) and period of ∼10 days (which may also be affected by weather events). Since the FC data is based on daily averages, higher frequency oscillations are likely suppressed. There are clear coherent variations in CSL over ∼2000 km of coastline, see for example the high peaks in days 35-37 (though the southernmost point lags behind the northernmost point by ∼2 days). However, there are periods (days 0-10 and 40-50) in which there are coherent variations in the SAB that are out of phase with variations in the MAB and north; Cape Hatteras (at ∼36°N ) seems to separate between these two regimes. The largest anti-correlation (R = −0.61) between the FC at 27°N and CSL farther north is at Charleston (statistically significance at 95 % confidence level), which is more than 600 km north of the Florida Straits. The significance of the correlation is reduced with the distance between the FC and the tide gauges because of phase lags, but if lags of a few days are allowed, persistent correlations of −0.4 to −0.6 are found along the entire coast. The negative correlation is consistent with the hypothesis highlighted earlier that a weakening geostrophic flow is related to lesser sea level gradients across the GS and increased CSL; CTW may then distribute the signal on the shelf. It is estimated from the square of the correlations that ∼20-40 % of the CSL variability can be attributed to variations in the FC (though one must keep in mind that correlation does not mean causation, unless a plausible mechanism for such relation is shown). The observations in Fig. 1 are only meant to demonstrate the coherency of the short-term CSL variability and motivate the modeling study to better understand basic processes; a study to explain all the details of the observed data will need much longer sea level records and is beyond the scope of this study.
Therefore, in this study, a regional numerical ocean circulation model has been set up to test if short-term variations in the GS can really induce variations in CSL. The idealized model configuration (Fig. 2b) is not aimed at creating as realistic as possible simulations, but rather aimed at separating the GS impact from other forces, and perform sensitivity experiments that are not possible in the real ocean. The paper is organized as follows. First, the model setup and the experiments are described in section 2, then the results from different simulations are analyzed in section 3, and finally, discussions and conclusions are offered in section 4.
Numerical model setup
The model is based on the generalized coordinate numerical ocean circulation model of Mellor et al. (2002) with a terrainfollowing vertical grid, a Mellor-Yamada turbulence scheme and Smagorinsky-type horizontal diffusion (this model evolved from the Princeton Ocean Model; see Mellor et al., for details). Using this model with an idealized topography and forcing (e.g., as in Ezer 2006) is a useful way to study various processes in a more controlled environment than in realistic, more complex models. Therefore, the model topography uses a smoothed coastline (Fig. 2b ) that resembles the real coastline (obtained from the ETOPO5 data, Fig. 2a ), but eliminates the impact from rivers, estuaries, barrier islands, etc. The minimum depth is set to 10 m and the maximum depth is set to 3000 m; the main focus of the research is on the upper ocean so eliminating the very deep ocean has no impact on the results, while allowing a longer time step (barotropic and baroclinic time steps of 17 s and 8 min, respectively, were used). The model is driven at the surface by a constant monthly mean wind (May 2012, as in Fig. 1 ), shown in Fig. 3 ; wind data were obtained from advanced scatterometer (ASCAT) (Bentamy and Fillon 2012) . Surface heat and freshwater fluxes are set to zero. Though Ezer and Mellor (1992) show the importance of heat flux for getting a realistic GS separation in long-term simulations, they can be neglected for the very short-term idealized simulations conducted here. Inflow/outflow transports are imposed on the eastern and southern open boundaries as vertically averaged velocities at fixed locations ( Fig. 2b shows those transports for the control run). Internal velocities at each level are dynamically adjusted by the model's baroclinic equations given the density field near the boundary. The horizontal grid is a Cartesian grid with 1/12 resolution (∼6-8-km grid size) and the vertical depth-scaled grid has 21 layers with higher ); inflows include the Florida Current (FC), the Slope Current (SC) and the Sargasso Sea (SS), and the outflow is the Gulf Stream (GS) resolution near the surface (e.g., the thickness of each layer vary from ∼1/1000th to 1/15th of the water depth between the surface and bottom layers). Note that the model domain and its boundary inflow/outflow conditions are very similar to the early regional GS models of Mellor and Ezer (1991) and Ezer and Mellor (1992) ; the main changes from the previous to the current model is the higher resolution, smoother coastline, and the focus on short-term variability. The recirculation gyres north and south of the GS are important parts of the GS dynamics, as seen in observations (Hogg 1992 ) and in diagnostic calculations of the Atlantic Ocean circulation (Mellor et al. 1982; Ezer and Mellor 1994; Ezer et al. 1995) . Therefore, regional models must include these gyres in their boundary conditions to obtain a realistic GS, as demonstrated by the GS separation experiments of Ezer and Mellor (1992) . Here, three inflow transports are imposed: the Florida Current (FC), the Slope Current (SC), and the Sargasso Sea (SS) and their total transport is equal to the outflow of the Gulf Stream (GS), as seen in Fig. 2b . The location of the FC inflow on the southern boundary (27°N) is at 79°W-79.75°W and the location of the GS outflow on the eastern boundary (65°W) is at 37°N-39°N (with the SC and SS inflows located north and south of the GS, respectively, as seen in Fig. 2b ). The fixed location of the GS outflow (and all other inflows on the eastern boundary) may damp some variations in the eastern side of the domain, but adding a variable GS location will add another parameter that will make assessment of the impact of transport variations more difficult. Only the total transport (vertically integrated velocity) is specified on the boundary together with standard barotropic radiation boundary conditions to minimize artificial reflection of waves from the boundary. The vertical distribution of the velocity near the open boundaries is calculated by the model from the density field in a 1°buffer zone near the southern and eastern open boundaries. Note that the open boundary conditions do not guarantee an exact conservation of the volume within the model domain; however, variations in the area averaged surface elevations seem very small (∼1 cm), so the radiation conditions do not seem to pose any problem or climate drift, at least for the short simulations analyzed here.
Initial condition is the monthly mean temperature and salinity field obtained from reanalysis data (Ferry et al. 2012) for May 2012. The data are interpolated from the 1/4°grid and 33 vertical layers into the model grid. Since the main interest is in idealized short-term simulations (hours to weeks) the timing of the start of the simulations is not critical, as long as a quasi realistic-looking GS is obtained. Note however, that for longterm simulations, one may need to add time-varying winds, freshwater, surface heat fluxes, etc., as has been done in more realistic models of the region that are used for process studies (Xu and Oey 2011) or operational forecast systems (Aikman et al 1996) ; this kind of realistic simulation is beyond the scope of this study. Because of the small domain, the constant forcing, and the strong influence of the imposed boundary conditions, the three-dimensional velocity field and the surface elevation in the model are dynamically adjusted to the density field very quickly, so after 10 days of diagnostic calculations (holding temperature and salinity unchanged) and another 20 days of prognostic calculations, a near steadystate is reached as shown in previous diagnostic-prognostic 
) for May 2012
Ocean Dynamics (2016) 66:207-220 calculations (Ezer and Mellor 1994; Ezer et al. 1995) . During the last 10 days of this spin-up, mean and eddy kinetic energy reach almost a constant value except natural fluctuations due to the meandering GS. All experiments start from this dynamically adjusted field after spin-up, and produce quite realistic GS simulations as seen from instantaneous images of sea surface height (SSH) and sea surface temperature (SST) (Fig. 4) . One can see for example the generation of two cold-core eddies (around 35°N) and one warm-core eddy (around 39°N ); all eddies propagate westward as expected. Also notice that the CSL in the MAB north of Cape Hatteras is lower (darker blue in Fig. 4a, b) than the CSL along the SAB coasts in the south. For many years, this downward tilt in sea level as one moves north along the coast has been a topic of controversy and disagreement between geodesists and oceanographers (Sturges 1974) . While the direction of the along-shore tilt (downward northward) in our relatively simple model generally agrees with the results from observations and other models (Higginson et al. 2015) , there are some differences.
For example, our model shows a larger jump in shelf sea level at Cape Hatteras than shown in Higginson et al.'s results. Note also, that river and coastal Labrador water flows may tend to create in the MAB a CSL tilt in opposite direction to that induces by the GS (Xu and Oey 2011) . In any case, the current study is not intended for studying the details of the along-coast sea level tilt, which will require more realistic topography and forcing and longer simulations to capture possible seasonal variations in the sea level over the shelf.
Seven different simulations are conducted in order to see the sensitivity of the CSL in the model to fluctuations in inflows and wind; Table 1 summarized the experiments. Note again, that the experiments are not meant to simulate realistic conditions as observed in Fig. 1 , but to be able to isolate different processes under idealized and controlled conditions. All simulations are for 60 days following the spin-up, saving output fields at 6-h intervals, but neglecting the first 5 days which are a little noisier-otherwise as shown below, the results do not seem to indicate any ill effects of the initialization. The control experiment CON is the only experiment with no time-dependent forcing, thus any seen variations reflect the natural internal variability of the GS as it meanders and shed eddies. Five experiments test the impact of fluctuations of 100 ± 10 Sv in the GS outflow, but with different inflows. The impact of the FC is evaluated with three experiments, FC-02, FC-05, and FC-10, whereas the FC inflow from the south is forced by artificial fluctuations of 30 ± 10 Sv with periods of 2, 5, and 10 days, respectively, while holding the SC and SS inflows as constants at 40 and 30 Sv, respectively (see Table 1 ). Two other experiments, SC-05 and SS-05, evaluate the impact of ±10 Sv fluctuations in the SC and SS inflows, while holding the other inflows at constant values. The last experiment, Wind-05, is set to evaluate the impact of the wind, introducing an artificial zonal wind fluctuations of U = ±5 m s −1 with a 5-day period and no north/ south component, V = 0. Experiments (not shown) comparing the simulations of the control run (constant monthly mean winds) with simulations with no wind at all, resulted in almost no visible effect on the CSL. The winds near the coast in the monthly mean data seem too weak (Fig. 3) to produce significant variations in CSL in this idealized smooth coast. On the Figure 5 compares experiments FC-02, FC-05, and FC-10 ( Fig. 5b-d ) with the control run (Fig. 5a ). Even in the control case without any time-dependent forcing, there are temporal variations in CSL of ∼5-10 cm within ∼10-20 days time scales. Those variations, which can only be attributed to the natural fluctuations in the GS, are quite small, but nonnegligible when compared with long-term SLR variations of say decadal changes or sea level rise rates of a few millimeters per year. There is a large spatial change in CSL of ∼15 cm within the SAB (south of 36°N) when the GS flows close to shore, but little change in the northern half of the domain, in agreement with geoid models (see Fig. 1b in Higginson et al. 2015) . Note also that the model results show some southward propagation of signals in the SAB (28°N-34°N and days 45-50; Fig. 5a ), in agreement with the expected propagation direction of CTW and the observations (Fig. 1) . When introducing high-frequency oscillations in the FC transport, CSL fluctuates at the same period as the forcing, but with opposite phase, so that CSL peaks when transport is Table 1 for details) minimum, and the tilt of sea level across the GS is small (according to the geostrophic balance). These highfrequency oscillations are added to lower frequency fluctuations with ∼20-day period that are related to meso-scale natural variations in the GS. The largest amplitude of the oscillations is obtained in the SAB, close to the FC and when the frequency was highest (period T = 2 days, Fig. 5b) . Huthnance (2004) found the largest shelf sea level response when the frequency of the CTW was near resonance at ω = 0.45ƒ (ƒ is the Coriolis parameter), i.e., when the period of the oscillations is around T = 2.22T ƒ (T ƒ is the inertial period). At 30°N T ƒ = 1 day and T(resonance) ∼2 days, so for the case FC-02, a CTW resonance can be expected. This can explain why the amplification of the coastal response is maximum in the SAB and limited to an oscillating forcing with a 2-day period (Fig. 5b) . Farther north in the MAB, a higher frequency forcing with a period of ∼1.5 day will be needed to cause a resonance, so the amplitude of the CSL variations there is not a function of the frequency of the forcing (red lines in Fig. 5b-d ). The variations of sea level along the coast are more coherent in the model than those seen in observations ( Fig. 1) , and the amplitudes in this idealized model with smooth topography are somewhat smaller than observed. The correlations between the FC transport and CSL in the model is in the range 0.6-0.9, which is somewhat larger than in observations; this is expected given the fact that in the model the GS variation is the only forcing, while in the observations, the GS may be responsible for only ∼20-40 % of the variability in CSL. The relative coherency of CSL variations along the coast (in both the model and observations) suggests that the signal is spread along the coast through fast-moving barotropic shelf waves, possibly mode 0 Kelvin waves (Huthnance 2004 ) with an estimated propagation speed C ¼ ffiffiffiffiffiffi ffi gH p , g is gravity and H is depth. Note that the forcing signal in the model is introduced in experiments FC simultaneously in the inflow at the southwestern corner of the model domain and in the outflow at the northeastern part of the domain (Table 1) , which may explain why the CSL fluctuations in the model are more coherent than observations. It is also likely that fastmoving barotropic waves in the deep ocean spread the signal from the sources to the rest of the domain, before CTW are excited. The time it takes a disturbance to cross the entire model domain (∼1500 km) is about 2.5 h if traveling in deep waters (say 3000 m) and about 20 h if traveling on the continental shelf (say average depth of ∼50 m). In comparison, if a signal is traveling from the Florida Strait downstream with the GS current at a typical speed of ∼1 m s −1 , it will take that signal ∼17 days to reach the eastern boundary of the model, so the latter is clearly not the mechanism responsible for the coherent CSL variations seen here. Further analysis later will try to see if shelf waves can be detected in the model results.
Results

Impact of variations in the Florida Current transport
Impact of Slope Current, Sargasso Sea flow and wind
Next, the impact of variations in the SC, SS, and wind are evaluated in Fig. 6 . Experiments SC-05 and SS-05 (Fig. 6b Fig. 5c the SS. In those cases, the impact on the CSL is smaller than the impact of variations coming from the south ( Fig. 6c ; same as Fig. 5c ), and the variations are limited to the coastal region north of Cape Hatteras; south of Cape Hatteras variations with a longer period are due to the meso-scale dynamics of the GS independent of the imposed variations. Cape Hatteras seems to block the propagation of the high-frequency signals coming from the north from moving south against the GS flow, but longer-term signals do seem to propagate southward (Fig. 6b,  d ). The southward propagation of signals along the coast can be seen even more clearly in Fig. 7 . The various studies of CTW (Allen 1975; Wang and Mooers 1976; Huthnance 1978 Huthnance , 2004 indicate the large influence that the shelf and slope topography have on the characteristics of the waves, so it is not unexpected that the sudden change in topography at Cape Hatteras between the SAB in the south and the MAB in the north will limit communication between the shelf of the SAB and that of the MAB, at least if information is transferred through along-coast CTW. Experiment Wind-05, while not necessarily very realistic, sheds light on the differences between wind-driven CSL (Fig. 6a) and GS-driven CSL (Fig. 6c) . First, note that the longer-term meso-scale driven variations are affected by the wind; for example, after day 40, CSL is rising in the winddriven case but dropping in all the GS-driven cases. Second, though the amplitudes and coherency in phase of CSL variations generated by ±5 m s −1 zonal wind variations, are of the same order as those generated by ±10 Sv variations in the GS transport, there are significant differences between those cases. In the Wind-05 case, the amplitude of the CSL variations is increased northward where the continental shelf is wider than the narrow shelf in the SAB. This is expected from basic wind-driven coastal dynamics (Csanady 1982) . The even amplitudes along the coast in the GS-driven case suggest that the CSL is not driven by onshore/offshore transports on the shelf as in the wind-driven case, but rather is related to barotropic shelf waves. To summarize the results, Fig. 7 compares the four experiments with cyclical forcing of 5-day oscillations with the control run using the so-called Hovmöller Diagram (CSL at the western coast versus time and latitude). In all the experiments, there is a barrier at ∼35°N (near Cape Hatteras) between the behavior north and south of that latitude, which can be seen in the change in the propagation of signals across this latitude and the general lower/higher sea level north/south of this point. Past studies indicate differences between the regions north and south of Cape Hatteras, such as seen in the tilt of mean sea level (Higginson et al. 2015) and the spatial pattern of change in sea level acceleration (Boon 2012; Sallenger et al. 2012; Ezer 2013; Boon and Mitchell 2015) . This study shows that differences in the dynamics north and south of Cape Hatteras not only affect long-term variations, but also apply to high-frequency coastal variability. North of Cape Hatteras there are signs of southward propagation of waves along the western boundary; as expected from the theory of CTW, whereas all types of waves will tend to propagate southward along western boundaries of ocean basins in the northern hemisphere (Huthnance 1978) . In the wind-driven case (Fig. 7e) and possibly in the FC-05 case (Fig. 7d) , the signal propagates about 1000 km per day (∼12 m s ) obtained from sea level gradients. Also shown in white lines are the coastal sea level (up is to the right with ∼10-cm range) and location of the shelfbreak (∼100-m depth) model). Huthnance (2004) describes this type of barotropic adjustment that involves waves with group velocities of ∼10 m s −1 and scales of ∼2000 km. On the other hand, when the imposed fluctuations are on the SC or SS, the signal seems to propagate much slower (Fig. 7b, c) , at about 1000 km per week (∼1.5 m s −1
), which indicates a type of baroclinic CTW. These slower-moving waves include baroclinic Kelvin waves, topographic shelf Rossby waves, and bottom trapped waves (or some combination of these waves) depending on the stratification and the shelf and slope shape (Wang and Mooers 1976) . For the relatively flat shelf in the north part of the model domain, baroclinic Kelvin waves are more likely to be generated than the other types, and given the model stratification, their estimated propagation speed is ∼1 m s −1 . To take a closer look at the connection between the deep ocean and the coast, Figs. 8 and 9 show the surface elevation and surface geostrophic velocity speed (calculated from surface elevation gradients) along 37°N (in the MAB, close to the GS sections studied in Ezer et al. 2013 ). In the FC-05 experiment, the imposed oscillations in the FC generate offshore/onshore meandering (Fig. 8a) and variations in the intensity (Fig. 8b ) of the GS with a similar period (∼5 days) to the forcing. There are coherent sea level variations on the continental shelf extending from the coast to ∼200 km offshore (Fig. 8a) , but there are no visible variations in velocity shoreward of the shelfbreak (Fig. 8b) . In contrast, in the Wind-05 experiment, sea level variations on the shelf are limited to the near-coast region (no more than ∼50 km from the coast; Fig. 9a ), but the wind does generate visible velocity oscillations on the shelf with a period of 5 days (Fig. 9b) .
The zonal wind also caused the GS to move closer to the shelfbreak at this latitude during this 40-day period. Note that intrusion of the GS into the shelfbreak has been identified long time ago in both, the SAB (Atkinson 1977 ) and the MAB (Bane et al. 1988 ). In this model experiment, this is an example of the influence of the GS path on CSL. When the GS moved ∼150 km closer to the shore during ∼30-day period (Fig. 9) , sea level along the coast rose by ∼3 cm (white line in -76 -75.5 -75 -74.5 -74 -73.5 -73 -72.5 -72 -76 -75.5 -75 -74.5 -74 -73.5 -73 -72.5 -72 Day 10 Fig. 9a ). The temperature on the shelf did not change much, so this SLR does not seem to be due to steric effects. The SLR associated with the GS location is small, but it is ∼100 times larger than the long-term SLR rate of 3-5 mm year −1 in the MAB (Boon 2012; Ezer 2013) . The processes of highfrequency variations and CTW action addressed in the study may be quite different than longer-term variability of the GS and CSL; the latter processes need longer simulations and were addressed in other studies (e.g., Ezer 2015) . However, the model results provide some hints of the impact of GS position that seem consistent with studies of long-term variations. For example, on interannual and decadal time scales, variations in NAO and AMOC and related changes in the GS transport were found to correlate with variations in the GS path (Ezer et al. 1995; Ezer 1999; Joyce et al. 2000; Joyce and Zhang 2010; Rossby et al. 2010 ) and apparently with variations in CSL Ezer 2015) . On seasonal time scales, Xu and Oey (2011) also found similar results whereas CSL rises/falls when the GS moves onshore/offshore.
Longitude
Summary and conclusions
There are many different drivers for variations in sea level along the coast that can impact a wide range of temporal scales, from daily variations in tides, winds, and air pressure, to decadal and multi-decadal climatic changes in atmospheric and oceanic circulation. One of the least understood process is how variations in CSL are related to changes in offshore currents, and in particular, how the GS impacts sea level along the US East Coast. Much attention has been given in recent years to potential connections between SLR and long-term climatic changes in AMOC and the GS (Levermann et al. 2005; Boon 2012; Ezer and Corlett 2012; Sallenger et al. 2012; Ezer 2013 Ezer , 2015 Ezer et al. 2013; Kopp 2013; Yin and Goddard 2013; Srokosz and Bryden 2015) . Less attention was given to shortterm variations in the GS which may cause periods of days, weeks, or months with anomalously high water that increase the risk of tidal flooding (Sweet et al. 2009; Ezer and Atkinson 2014; Goddard et al. 2015) and beach erosion (Theuerkauf et al. 2014) . Currently, water level prediction models are driven mostly by tides and local winds, so they may not be able to accurately simulate those remote, unpredictable and sometimes coherent anomalies as seen in Fig. 1 . This study is thus aimed at isolating the short-term GSdriven variations from other processes. This is achieved by using an idealized regional model of the GS and conducting sensitivity experiments with imposed variations in the GS transport, varying the frequency and location of the imposed oscillations. The regional model domain and boundary conditions are similar to the early model used by Mellor and Ezer (1991) and Ezer and Mellor (1992) , but with a focus on the impact of the GS on short-term coastal variability. The results show that an efficient way to induce coherent CSL variations along the US East Coast (similar to observations; Fig. 1 ) is by introducing oscillations in the transport of the FC. The variations in GS transport at the source first spread to the entire model domain through fast-moving deep-water barotropic waves, and then these large-scale signals generate CTW which result in coherent coastal sea level, in agreement with early studies of CTW (Allen 1975; Wang and Mooers 1976; Huthnance 1978) . Because of the large sea level gradient across the GS, variations of few percentages in transport can be translated to non-negligible variations in sea level. Some discrepancies between the model results (Fig. 5) and observations ( Fig. 1) can be explained by the way the idealized model was set up. For example, to maintain (almost exactly) volume conservation, the forced transport variations are simultaneously applied to the FC inflow and the GS outflow, resulting in a more coherent CSL signal than in observations; in observations variations in the GS transport are the result of changes in the wind, circulation, Rossby waves, etc., which can have spatial variability that is absent from this model. The process of transmission of large-scale open ocean signals into the shelf by CTW has been studied in details by Huthnance (2004) and can explain the finding of coherent CSL variations along many different coasts in the global ocean (Hughes and Meredith 2006) . CTW can also explain the significant amplification of sea level variations on the SAB shelf seen in the model for one case (2-day oscillations; Fig. 5b )-in this case, the frequency of the forcing and the latitude have values near the CTW resonance predicted by Huthnance's study.
While short-and long-term processes may have different mechanisms of deep ocean-coast coupling, it is interesting to note the similarity between the results presented here and long-term GS-CSL connections. In both, long-and shortterm forcing, weaker/stronger FC result in higher/lower CSL, consistent with the geostrophic balance. Because the model does not have any time-dependent forcing except the imposed inflow, the simulations prove that variations in the transport of the GS contribute to CSL variations. In addition, some unforced natural variations in the GS, as it meanders and shed eddies, also cause variations in CSL, but they are distinctively different than the imposed oscillations with the known cycle. In the real ocean, GS variations can originate from both, variations in the forcing (say wind) and unforced natural meso-scale variability, but both types can produce CSL variations, as shown here. While the idealized model demonstrates that the GS can cause coherent variations of CSL along the coast, the variations in observations have larger amplitude than the model variations since they include additional forcing that could also trigger coherent CSL.
An interesting result is the difference between GS variations induced by the inflow coming from the south (oscillations in the FC transport) and those coming from the east (SC or SS). In the latter cases, only the coastal region north of Cape Hatteras was affected and was accompanied by what looks like southward moving baroclinic CTW. The smaller CSL variations induced by SC or SS variations may also be due to the fact that the disturbance in the SC and SS cases is more local, compared with the FC forcing cases that generate variations along the entire GS. Huthnance (2004) indicates that only the largest scales offshore anomalies may be able to generate CTW that can be detected at the coast. If one infers from the model results to processes in the real ocean, the simulations suggest that the impact on coastal variations from dynamic changes in the Subtropical Gyre (e.g., Zhao and Johns 2014) may be different than changes originated in the Sub-polar Gyre (e.g., Hakkinen and Rhines 2004) that affect the southward flowing SC (Rossby et al. 2010) . All the experiments show distinct differences in the coastal dynamics north and south of the separation point of the GS at Cape Hatteras. CTW are largely affected by the shelf and slope topography, and the topography dramatically changes at Cape Hatteras which separates between the SAB and the MAB. Interestingly enough, other dynamic processes also change between the SAB and the MAB, such as the tilt of mean sea level along the coast (Higginson et al. 2015) and the distinct pattern of SLR acceleration with higher/lower acceleration in the MAB/SAB (Sallenger et al. 2012; Boon 2012; Ezer 2013) . Therefore, it seems that Cape Hatteras provides a separation point for both, short-and long-term processes.
Although the short idealized simulations are processoriented and do not intend to produce the most realistic results, they gave an opportunity to compare the GS-driven CSL variability with a more well-recognized, wind-driven CSL variability. In this simplified model, CSL variations of ∼10 cm were generated by either ∼10 Sv variations in the GS transport or ∼5 m s −1 variations in zonal wind. While the CSL variations look similar in the two cases, the mechanisms were very different, one involves barotropic CTW (GS-driven case) and one involves pile up of water due to onshore transport (wind-driven case). The study demonstrates the usefulness of an idealized model to study basic dynamic processes, thus this model will be used for further studies of the role of various forcing and topography in GS dynamics, in follow-up experiments now underway. There could also be some practical implications for this study in improving operational coastal forecast systems of the US East Coast (Aikman et al. 1996) and providing better warning for flood risks in low-lying coastal areas (Ezer and Atkinson 2014) .
