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A necessary condition is established for optimality in the case of problems 
where the constraints are simultaneously functions of the trajectory and the 
control (Problem 3.1, Theorem 5.7); this condition holds for generalized 
controls with values in a Hausdorff space and for a state space which is a Banach 
space. To demonstrate the result a new technique is used, based on the differen- 
tiability of the trajectory (Theorem 2.6) and the introduction of the notion 
of pseudosolution (Definition 2.8). These results are then applied to calculus 
of variations problems in a Banach space (Theorem 6.3). 
1. DEFINITIONS 
1.0. The definitions and results given in this section summarize those 
obtained in a study of existence theorems [22, 241. 
1 .l. Repeated use will be made of a compact interval I= [0, 2’1, a Banach 
space E, a HausdortI space U, an open subspace 0 of E, and a function f 
continuous on 0 x U x I with values in E. 
1.2. DEFINITION. Call generalized control t.~ (or simply control CL) the 
sum of a countable family of positive measures pn on I x U with support 
contained in a compact K,, x L, and with projection on K,, the Lebesgue 
measure, for a partition (K,,) of I - N and a null set N. 
It is equivalent to define p as the integral of a measurable family &Jtel 
such that for all n, and all t of K,, , pLt is a positive measure on U with support 
contained in L, and with norm 1. 
1.3. Generalized equations. For a control p = (pJtsl the following two 
equations are equivalent, 
x(t) = X(O) + Jr, tJxUf(X(S), u, s  *&A, du), for all t~1, 
dX(t)= s dt u f(-W, i t) . r&W, for almost all t E I. 
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1.4. DEFINITION. Let X be a solution corresponding to a control i;, 
such that x(O) = E, let r be a positive number; and let A(t) be a set-valued 
function which contains, for each t, the set of points within r of x(t). Call a 
control p A-regular or an A-control if there is a positive integrable function 
k(t) such that for almost all t in 1 and for all pairs (x, y) of elements of A(t) 
(9 JU IlfGW u, t>ll . P&W f 4th 
(ii) JO IIf@, u, t) - f(r, % Qll . r.ct(du) d k(t) II x - Y II * 
1.5. Assumptions. We will often assume some of the following properties. 
p is A-regular and x is a solution of (1.3) corresponding to p, 
such that x(O) = f. (1.5.1) 
For all compact subspaces L of U, f(x, u, t) is uniformly con- 
tinuously differentiable in x over the union for t E I of 
A(t) x L x (t}. (1.5.2) 
The function f=‘(x(t), u, t) is p-integrable. (1.5.3) 
1.6. THEOREM. Assume (1.5.1) holds and consider a finite set of A-controls 
s = {/.Ll, p2,..., pm}. Then there exists a number c ~10, l] such that: For all 
x E E and all m-tuples h = (h, ,..., h,) of essentially bounded real-valued 
functions which satisfy 
and 
(1.6) 
there is a unique solution, X, of (1.3) corresponding to the control 
v = 1 h(*> Pi + (1 - 1 hi(*)) F, 
* z 
which is a selection of A, and has X(0) = x. 
Let k(t) be the upper limit of the integrable functions for which the controls 
ii, P1 ,‘.‘, p m satisfy properties (i) and (ii) in the definition of A-controls (1.4). 
From the assumption I/ X 11 < c, with c < 1, it follows that v is a control 
which satisfies these two properties with the function k,,(t) = 2k(t). Setting 
M,, = JOT k,,(t) dt, we obtain the following inequalities, 
/I x--x+ s* [o tlxuf(x(4, up4* (v - 8 (ds, 4 (; 
G II x - f II + $6 h(s) ds , II f(%>> u, 411 . p.b(du) < c + M,c. 
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Thus it is sufhcient to choose c = ~e--~o/(M~ + 1) to have the theorem as a 
consequence of the existence theorem for solutions [24, Theorem 5.31. 
2. DIFFERENTIABILITY OF THE SOLUTION 
2.1. LEMMA (Gronwall). Consider two positive real-valued functions v 
and w which are continuous on I, and an integrable positive function k. If they 
satisfr for all t E I: 
w(t) < v(t) 4 lt k(s) ~(4 & 
then they also satisfy for all t E I: 
w(t) < v(t) + It v(s) k(s) exp (s’k(r) dr) ds. 
0 8 
2.2. LEMMA. Let $, p2 ,... , pm be generalized controls. For 1 < i < m and 
1 < j < ni let p,, be a ~Gztegrable function with values in a Banach space. For 
every E > 0, there exists a compact subset K of I and a compact subspace L of U 
such that 
(a) for 1 < i < m and f or all t E K, the support of pt” is contained in L; 
(b) for 1 < i < m and 1 <j < ni , 
There exists a countable family (K,, x L,) of compact subspaces of I x U 
such that the restriction of each of the pi to K,, x U would have its support 
contained in K,, x L, . 
For 1 <i<m and 1 <j<n,, each of the series, 
is convergent. Thus there exists an integer N such that, for n 2 N, each 
series would differ from its limit by less than E. 
Thus it is sufficient to take for K the union of K,, for n < N and for L 
the union of L, for n < N. 
2.3. COROLLARY. If pl,..., pm are A-controls, the con&sions of Lemma 2.2 
can be extended to 
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(c) for 1 < i < m and for every continuous selection X of A 
s (I--K)XU II f Pw u, t)ll * #(dt, du) B E. 
If furthermore, for 1 < i < m, pi satisfies the conditions (i) and (ii) of 
Definition 1.4 with the function ki(t), then 
s ~I-K~XUIIf V-W, u, t)ll - /W, 4 d (1 + r) j,-xW) dt. 
It is thus sufficient to apply Lemma 2.2 to the functions pij and Ki . 
2.4. PROPOSITION. Assume (1.5.1) holds and consider a set S = {pl ,..., pm} 
of A-con&oh. Then, there exists a number M such that, for (x, A) and (x’, h’) 
points of E x (Lm)m which satisfy the relationships of (1.6), their corresponding 
solutions X and x’ sattify for all t E I 
11 X(t) - X’(t)11 < e”(ll x - x’ II + M !i X - h’ 11). 
Keeping the notation used in the proof of Theorem 1.6, the constant, 
M = 2(1 + r) 1 k(t) dt, 
I 
is an upper bound for the integral of 2 /If (X(t), U, t)[l for any continuous 
selection X of A. Denote by v and v’ the controls, respectively, defined by X 
and A‘; v and V' then satisfy the relations (i) and (ii) of definition 1.4 with 
k,,(t) = 2k(t). 
With s and u the integration variables, we have these inequalities, 
II X(t) - -v)ll - II x - x’ II 
< 1 ot k,(s) II X(s) - -W)ll ds + M II A - x’ I 
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Now it is sufficient to apply Lemma 2.1, 
II x(t) - X’(Oll < (II * - x’ II + MII X - A’ II) exp (sbk,(r) dF) , 
which demonstrates the proposition. 
Next these results will be applied to the proof of a differentiability formula. 
2.5. Notation. Denote by C the solution of 
which is defined on I and take values in the Banach space of continuous linear 
mappings of E into E. 
2.6. THEOREM. Assume (1.5.1-I .5.3) hold. Consider a finite set of A-con- 
trols s = {pl,..., p” } and two points (x, X) and (x’, A’) of E x (L~)~ which 
satisfy conditions (1.6). Then the solutions X and x’ respectively associated to 
(x, A) and (x’, X’) satisfy 
C(t) * (X(t) - X’W 
= C(0) * (x - x’) 
+ Zl LtlxO 
(h(s) - h’(s)) C(s) . f (W(s), u, s) * (Pi - fi) (ds, du) 
+ (II x - 32’ II+ II A - A’ II) +, x, x’, A, A’), 
with 
uniformly in t over I. 
Let E be a number strictly positive. 
Let Y and V’ be the controls, respectively, defined by X and A’. When 
integration variables are not explicitly indicated they will be s and u. 
Let 
d(t) = X(t) - X(t), 
qt, fJ> = f,‘(-qt), % t), 
d = II x - x’ II + II X - A’ II , 
6 = II x - L@ II + II x’ - g II + II h II + II x’ II * 
Proposition 2.4 gives for all t E I 
II WI < &Wfd. (1) 
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For L a compact subspace of U, let 
Then 
With D denoting the upper bound of C(t) for t E I, we have 
There exist then, according to Lemma 2.2, compact subspaces of I and U, 
Kl and L, , such that 
Moreover, if for almost all t E K, the supports of & , V, and vi are contained 
in L, then 
Thus, from Corollary 2.3 and inequality (l), there exists L2, a compact 
subspace of U such that, if L contains L, , then jj l I(t)ll < cd. 
Set L = L, u L, from which follow the inequalities 
II rP)ll < 6 and II dt)ll < cd. (4) 
By the assumption (1.5.2), f is uniformly continuously differentiable in x over 
the union for t EI of A(t) x L x (t). Thus we have 
f(-W), ~3 4 =f(~(s), u, $1 + B(s, 4 * W(s) - x(s)) + /I 4)ll a(s, u) 
and 
OL = sup{]] cy(s, u)ll; s E I and u EL) 
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satisfy 
Let 
then, with relation (2), we obtain 
+ C II hi II JF,,, Me”d II B(s, u>ll . (pi + p) + Memo 
i 
11 cz(t)ll < Me%d + Me%d sup 
kwkIXL 
I/ B(s, u)ll + MeMad. 
Thus there exists a number h > 0 such that 
Let 
By composition and integration, we obtain the following relations: 
I, [o e,xL ‘74 * JW, 4 * 4) * F(4 d4 




c(t) * B(t, u) - B(s, w) - d(s) * F(ds, dw) - ,G(dt, du) 
+ ~o.slxL 
C(t) - B(t, u) - 4(t) - ji(dt, du); 
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we obtain 
c(t) * “(t) = C(O) - d(O) + C(t) -W> + Ire tJXL C(s) - B(s, u) s+(s) . i; + E&J 
c(t) * d(t) = C(0) * d(0) 
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With B denoting the constant JIxU /I B(s, u)lj . j.& we get the following inequa- 
lities, for 6 < h, 
Then the theorem results from relation (7). 
2.7. Notation. For all pair (t, S) of elements of I, D(t, S) will be defined by 
D(t, s) = C(t)-l . C(s); 
it is the fundamental operator of the linear equation 
dX(t)= 
dt [ juf.‘Wt). *, t) . i&W] - -W). 
2.8. DEFINITION. Consider a finite set of R-controls {$, pa,..., pm}. Call 
pseudosolution Z(h, A) associated to h E E and X E (Lco)ll”, the mapping of I 
into E which is defined for all t E I by 
z(h, 4 (0 = X(4 A+> (4 
b-(s) W, s> -f@(s), u, s) - (pi - E-;) (ds, du), 
with 
At+(t) = sup(0, h,(t)) and h,-(t) = sup@, --h,(t)), 
A+ = (Al+,..., &+) and A- = (A,-,..., A,-). 
X(h, A+) is the solution of Equation 1.3 corresponding to the control 
v = jei + f A,+(*) (/d - /Ii) 
i-l 
and being a selection of A, such that X(h, A+) (0) = E + h. There is a 
constant c > 0 such that Z(h, A) is defined for 1) h Ij < c and I/ X II < c (Theo- 
rem 1.6). Z(h, A) is the solution X(h, h) iff X > 0. 
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2.9. Strong differentiability. We shall say that a function g is strongly 
d@wntiabZe at x0 if g is differentiable at x0 and if 
COROLLARY. The pseudosolution Z(h, h) is strongly da&mntiable at the 
point (0,O) in E x (Lm)m. Its derivative is the linear mapping Z’(0, 0) which is 
defined for h E E, h E (L”)” and t E I, by 
-W, 0) . (k 4 (t> 
= W, 0) . h + gl Lo ,,,uW N, s) * f (JW, u, 4 * hi - PI (ds, 3. 
The proof of this corollary is an immediate result of application of Definition 
2.8 and Theorem 2.6. 
3. PROBLEM 
3.1. PROBLEM (P). Maximize y(X, p) on the set of generalized controls TV and 
solutions X corresponding to p which satisfy 
y, (5, (b and $ take values in, respectively, R, a topological vector space G, , 
a Banach space Gi , an ordered normed space G, . 
Sz is a set of A-controls and F is a closed subspace of the Banach space L*. 
d is a set of continuous mappings of I into E (with the uniform convergence 
topology) which contains the set of continuous selections of A. X is a solution 
corresponding to the control p E 52 which satisfies the conditions of problem 
(P), and x = X(0). 
3.2. Properties of y, u, 4, $. For all finite subset S = {$ ,..., pm} of Sz, 
~(5 + h, 7(h)) is a continuous linear function of (h, h) in E x Fm, 4(X, T(X)) 
is strongly differentiable at the point (X, 0) of d x Fm, y(X, T(X)) and 
$(X, 7(h)) are differentiable at the point (X, 0) of 8 x Fm. 
In the above, 
h = (A, )...) A,), T(h) = p + f hi(.) (pi - /CL). 
i=l 
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3.3. DEFINITION. We will say that (x, ,G) is a locally optimal solution of 
the problem (P) if, for all finite subset S of IR, there is a neighborhood V of 
(0,O) in E x Fm such that (X, ,c) is optimal in the subset of the solutions and 
controls (X(/z, A), T(A)) which satisfy 
(h, A) E K h 3 0, u(z + h, T(A)) = 0, 
qW(h, 4, ~(4) = 0 and #(X(4 4, T(A)) t 0. 
3.4. Let H be a vector subspace of G, with these properties: 
(1) the projection of G, onto H is continuous; 
(2) if (X, F) is a locally optimal solution of (P), then it is also for the 
problem (PH) obtained by replacing z,4 by pr,, $ in the problem (P); 
(3) the interior relative to the subspace H of the cone of positive 
elements of H is not empty. Denote by Ho this interior. 
3.5. Remark. In the finite dimensional case, # = (#i)r<i<n , these prop- 
erties are satisfied by the subspace 
H = {y E [w”; $d(X, /Z) > 0 * yi = O}. 
It will be shown that the third property yields the necessary condition for 
optimal&y without other assumptions applied to #. Moreover, the case 
where the interior of the positive cone of H is empty is not excluded. It then 
suffices to suppose that all the constraints satisfy the regularity conditions. 
Our presentation will be limited to the case where the interior is not empty. 
3.6. Notation. We will denote by A the set of families h = (h,),,o of 
elements A, EF such that all the A, are zero except a finite number of them. 
We can thus define, for h E E and A E A such that the pseudosolution Z(h, A) 
is defined, 
+) = p + &To h~(‘) (P - i% 
l(h, A) = ~(5 + h, T(A)), 
dh, A) = y(Z(h, A), T(h)), 
P(h, A) = WV, A), T(h)), 
dh, A) = m WV, A), T@)). 
For all finite subsets S of Q, As is the subset of elements X = (A,) of A 
defined by A,, = 0 for all t.~ 6 S. As constitutes a Banach space with norm 
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Following from the assumptions made on o, +, y, $, and the results of 
Section 2, the restriction of p to E x A, is strongly differentiable at (0, 0) 
and the restrictions ofg and q to E x A, are differentiable at this point. Thus, 
there exist linear mappings p’, g’, q’ defined in E x A which, for all 
finite subsets S of Q, coincide, respectively, on E x A, with the derivatives 
at (0,O) of the restrictions to E x A, of the mappings p, g and q. It will be 
convenient to denote by (10 the subset of elements X of A which have the 
following property: There exists a finite subset S of C? such that h belongs 
to the interior of the positive cone of A,; in otherwords, such that A, = 0 
for p q! S and there is l > 0 for which, for p E S and for almost all t E I, 
A,(t) > E. 
4. REGULARITY CONDITIONS 
The assumptions that will be made in order to prove the necessary condi- 
tion for optimaly are related to the constraints u and 4 and are different. The 
one relating to a will be weaker which is why a distinction has been made 
between linear constraints and other ones. 
4.1. ASSUMPTION (Rl). There exists a subset A of E x A0 with the plop- 
erties 
(i) the set Z(A) has an interior point relative to the subspace l(E x A) 
of Go; 
(ii) the sets g’(A), p’(A) and q’(A) are bounded in, respectively R, G, 
and H. 
4.2. Notation. For every element p of 52, it is convenient to denote, 
respectively, by 
r’(X II), 9w? tL)> *w t41 
the derivates at (x, 0) in I x F of the functions 
4.3. PROPOSITION. Let M be a constant, B(M) be the sphere in E with 
center f and radius M, Q(M) be the set of controls p E Q satisfying 
II pr, $‘(if: p)II < M. 
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For assumption (Rl) to be sativjied, it is su$icitvat hat the interior of the set 
u@(M) X Q(M)) is not empty. 
Let d be the set of elements (h, A) of E x A such that (1 h 11 < M, h, = 1 
and h, = 0 for v $1 p, with p E Q(M). A is contained in E x A0 and 
Z(A) = @3(M) x O(M)) has an interior point. 
Moreover, for (h, A) E A with A,, = 1, we have the following inequality 
(Corollary 4.2), 
with 
II -W, 0) * (h, 411 6 KM + 2KM, 
K = max{[l D(t, s)ll; 0 9 s < t < T). 
Thus, for (m, y) representing successively (g’, y), (p’, 4) and (q’, pr, #), 
m(h, A) = y/(-F, P) * (.Z’(O, 0) * (h, A), A), II m(h, 411 < 3KM2- 
Remark. In the case where y, 4 and $ depend only on X, Q(M) can be 
chosen as the set of controls p which satisfy 
In that case, the norms of the derivatives y’(X), 4’(X) and pr, gl(X) are 
constants. 
4.4. Notations. Denote by N the set of elements (h, A) of E x A such that 
Z(h, A) = 0 and by Ns the subset of elements (h, A) of N which belong to 
E x AS (i.e., such that A, = 0 for p & S). 
4.5. ASSUMPTION (R2). Either 
(a) There is a closed hyperplane of Gl which contains p’(N,) for all 5’ 
Jinite subsets of Q, or 
(b) There is a finite subset SO of $2 such that p’(NsO) = Gl . 
4.6. PROPOSITION. Suppose there exists a countable family of subsets S, of 
IR such that p’(N) = &p’(Nsn). Th en , f or assumption (R2) to be satisfied, it 
is sz@cient that the subspaces p’(N) and p’(N,) are closed for all finite subsets 
S0f.n. 
If p’(N) # Gl , then property (a) hold. Suppose p’(N) = G,; then, neces- 
sarily, for one n, p’(Nsm) = Gl , and property (b) hold. 
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5. NECESSARY CONDITION FOR OPTIMALITY 
Different proofs of the theorem will be give for the two cases of (R2). 
5.1. Notation. For the case (R2, b), let fll denote the set of elements 
X E no such that h, # 0 for all elements p E So . We will show that if (w, p) 
is a locally optimal solution of Problem 3.1 then 
(PL) g’(/z, h) < 0 for al2 (h, A) E E x A1 which satisfy 
l(h, A) = 0, p’(h, A) = 0 and q’(h, A) E HO. 
5.2. LEMMA. Let f and g be functions de$ned in a neighborhood of x0 E E, 
a Banach space, and taking values, respectively, in a Banach space F and an 
ordered Banach space G. If the mapping (f, g) is strongly d$ferentiable at x0 
with a surjective derivative, then for every vector y E E such that 
f’(xo) . Y = 0 and g’(x0) * y 2 0, 
there exists a curve x(r) which is continuous on [O, ro], with values in E, which is 
dz@entiable at 0 and which satisfy, 
40) = x0 3 x’(O) = y, f@(r)) =f(xo) and g@(r)) 2 dxo). 
Let K be the kernel of the continuous linear mapping (f ‘(x0), g’(xo)). The 
mapping T+ = (f ‘(x0), g’(xo), prK) is a linear continuous bijection from E 
onto F x G x K. Since E and F x G x K are Banach spaces, T’ is an 
isomorphism. The mapping rr = (f, g, prK) is strongly differentiable at x0 
with derivative QT’; and there exist open neighborhoods V of x0 and W of 
n(x,,) such that the restriction of r to V is a homeomorphism on W and its 
inverse is strongly differentiable at n(xo) with derivative ~‘-1 [2, 1.5.11. Let 
y E E be such that f ‘(x0) * y = 0 and g/(x0) * y 3 0. Set 
x(r) = 7+(77(x0) + r7r’( y)). 
For r sufficiently small, X(T) is a uniquely defined element of V such that 
x(O) = x0 and r(x(r)) = “(x0) + ra’(y). We then obtain 
f (x(r)) = f(x0) + rf’(x0) . Y = f(xo), 
gW>> = ho) + rg’(xo> * Y 2 dxo). 
And x(r) is strongly differentiable at 0 with derivative x’(0) = y. 
Remark. This lemma generalizes the lemma of the necessary condition of 
differential programming [25, Chapter XIII, Lemma 21. 
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5.3. THEOREM. If the Assumption (IQ, b) is sat$ied and ;f (X, ,z) is a 
locally optimal solution of Problem (P), then property (PL) is true. 
Let (h, A) be an element of E x A1 such that 1(/z, A) = 0, p’(h, h) = 0 and 
q’(h, A) E Ho. Let S be the set of elements TV of Sz such that A, # 0. From the 
definition of Al, the set S contains So, thus the kernel Ns of the restriction 
of 1 to E x A, contains Ns, , and the mapping p’ from the Banach space 
Ns into the Banach space Gr is surjective. Thus, using the preceding 
lemma, there exists a continuous curve, (h(r), X(r)) contained in N,, defined 
on [0, ro], differentiable at 0, and such that 
(h(O), W)) = (0, 01, (h’(O), h’(O)) = (4 4, 
p(h(r), h(r)) = 0. 
r. > 0 can be chosen in such a way that q(h(r), h(r)) would be positive on 
[0, r,]: Following from the assumption of differentiability of 4 at (0,O) in 
E x AS, we have 
with 
cd+), h(r)) = do, 0) + Wh, 4 + +N, 
lj% b(r) = 0; 
since p’(h, A) E Ho, all the elements of a neighborhood of p’(h, A) are positive; 
fromthis follows the inequality q(h(r), h(r)) > 4(0, 0) > 0 for r small enough. 
r. > 0 can also be chosen in such a way that h(r) always remains positive 
on [0, ro]. We have 
(h(r), +)I = r((h, 4 + (4r>j4r)); 
from the definition of A0 and S, there exists a number E > 0 such that, for 
all p E S and almost all t E I, h,(t) > E; then for (1 c2(r)ll < E we have h(r) > 0. 
Finally, it is possible to choose r. in such a way that 11 h(r)11 and II X(r)11 
would be sufficiently small that the solution X(/z(r), X(r)), which coincides 
with the pseudosolution Z(h(r), X(r)), would be defined. Consequently, 
there is a solution X(r) of Eq. (1.3) corresponding to the control 
/1(r) = E-i + c W) t-1 0 - a, 
Ids 
such that 
X(r) (0) = z + h(r), 4W) (Oh 44) = 0, 
d(-V), CL(~)) = 0 and $(Wr), P(r)) 2 0. 
From this y(X(r), p(r)) < y(x, p) f o 11 ows, and thus g(h(r), X(r)) < g(0, 0), 
which in turn implies g’(h, A) < 0. Q.E.D. 
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5.4. THEOREM. If Assumptions (Rl) and (R2, b) are valid und Property 
(PL) holds, then there exist continuous linear functionals a on R, v on GI , w on 
H and u on the subspace Z(E x A) of G, such that, for all (h, X) E E x A with 
h 3 0, 
u Z(h, h) + v . p’(h, h) + w . q’(h, X) + a * g’(h, X) ,< 0, 
with a and w positive, and not all of a, u, v, w are identically zero. 
Since fll is a convex set, so is N1 = N n (E x rll). Denote by C the set 
of elements (x, y, z) E Gr x H x [w for which there exists (h, h) E N1 such 
that 
x = p’(h, 4, q’(h, 4 - Y E Ho, and z < g’(h, A). 
The validity of property (PL) is equivalent to (0, 0,O) not belonging to C. 
We next show that C is an open convex set. 
C is a convex set: if (h, , A,) and (h, , X,) belong to Nr and if we have, for 
i-1,2, 
xi = p’(h, , Xi), q’(hi , Xi> - yi 6 Ho, zi < g’(h, , hi), 
then for all t E [0, 11, the points 
.vg=txl+(l-t)xp, Y3 = Vlf (1 - 4Y2 9 Z,=tzr+(l - t)z,, 
satisfy the same relation for i = 3, with 
h, = th, + (1 - t) h, and h,=tX,+(l-t)X,. 
C is an open set. Let (x0 , y0 , zo) be a point of C, 
xo = P’(ho , ho), 0, > A,) - yo E Ho, zo < g’(ho 7 &A 
with (ho , ho) E W. Let S be the set of the controls p E Sz such that &,, # 0; 
there exists c > 0 such that for all p E S and for almost all t E I, h,,(t) > e. 
Thus .0 contains a neighborhood of ho in A,. As Ho is an open set and 4’ 
and g’ are continuous on E x As, neighborhoods can be found, VI of y. 
in H, V, of z, in Iw, and V, of (ho, X0) in E x (1, such that, for y E VI , 
x E V, and (h, h) E V, , 
(h, A) E E x 4, q’(h, 4 - Y E Ho, and z < g’(h, A). 
The intersection W of V, with Ns is a neighborhood of (ho, ho) in Ns and, 
following from Assumption (R2, b), the restriction of p’ to Ns is surjective; 
then p’(W) is a neighborhood of x0 in G, and the set p’(W) x VI x V, is a 
neighborhood of (x0 , y. , x0) which is contained in C. Thus C is an open 
convex set. 
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As a consequence of the Halin Banach theorem there exists a continuous 
linear functional (V r , a s , u) on Gr x H x Iw, nonidentically zero, such that, 
for all (x, y, x) E C, 
o,-x+w,*y+a*x<o. 
For (h, X) E Nr, y E Ho and z > 0, the point 
(PV, 3, d(h, 4 - Y, g’vh 4 - 4 
belongs to C. Thus we have 
0, * p’(h, A) + 212 *p’(h, A) - 02 - y + a * g’(h, A) - a - z < 0. 
Immediate consequences are that ns and a are positive and for all elements 
(h, 4 of w, 
w(h, 4 = Wl . p’(h, A) + w2 * q’(h, A) + a +g’(h, A) < 0. 
The theorem will thus result from the following lemma. 
5.5 LEMMA. If the Assumption (Rl) is satisjed with the set A, if Aa is 
a conwex subset of A which contains A1 and if w is linear functional on E x A, 
bounded on A and such that for all (h, X) E E x (12, 
Z(h, h) = 0 S- w(h, h) < 0, 
then there exist a number b > 0 and a continuozls linearfunctional w on l(E x A), 
not both zero such that for all (h, h) E E x AZ, 
w * Z(h, h) + b - w(h, X) < 0. 
If Assumption (Rl) holds for a subset A of E x A’J, then it also holds for a 
subset A1 of E x Al: for the point ho E A0 defined by, 
4, = 1 forpESO and &=O forp$So, 
the set A1 = A + (0, ho) is contained in E x Al. By translation, the properties 
of A hold for Al. Let C be the convex subset of the elements (y, z) 
of Z(E x A) x Iw which have the property that there exists (h, X) E E x Aa 
such that y = l(h, h) and z < w(h, h). 
Let y. be a point interior to Z(Al) and z, be a number strictly less than the 
lower bound of w on Al, (y. , zo) is a point interior to C. By hypothesis, the 
point (0,O) is not in C. Thus there exists a continuous linear functional 
(w, h) on Z(E x A) x 58, not identically zero, such that for all (y, z) E C, 
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For (h, X) E E x d2 and z > 0, the point (Z(h, X), v(h, h) - z) belongs to C; 
thus 
w * Z(h, A) + b * v(h, A) - b * x < 0, 
b>O and w * Z(h, A) + b . v(h, h) < 0. 
To complete the proof of Theorem 5.4, it is sufficient to apply the lemma to 
/12 = rll and v = vi * p’ + z2 * Q’ + a *g’; the inequality of the theorem is 
valid for all (h, h) E E x (1l and by continuity, it also is valid for all 
(h, X) E E x (1 such that h > 0. 
5.6. THEOREM. If Assumptions (Rl) und (R2, a) are vaZid, then there exist 
continuous linear functionals u on Z(E x A) and v on GI , v not identically zero, 
suchthatu*Z+v*p’=OonExA. 
From Assumption (R2, a) there exists a continuous linear functional v, 
nonidentically zero, such that 
v * p’(h, h) = 0, for all (h, h) E IV. 
From Assumption (Rl) and application of Lemma 5.5 with A2 =d, there exist 
b > 0 and U, a continuous linear functional on Z(E x A), such that for all 
(h, X) E E x A, 
u * Z(h, X) + bv * p’(h, h) < 0. 
E x fl is a vector space, then necessarily 
u - Z(h, X) + bv . p’(h, h) = 0. 
If b were zero, then u and b would both be zero. This being excluded, we 
have bv # 0 which completes the proof of the theorem. 
The conclusions of Theorem 5.6 are a particular case of those of Theorem 
5.4. These results can be regrouped to give the following necessary condition 
for optimality. 
5.7. THEOREM. If Assumptions (Rl) and (R2) are satisfied and if (x, p) is a 
ZocaZZy optimal solution of the problem (P), then there exist continuous Zinear 
functionaZs a on R, u on Z(E x A), v on G, and w on H, not all identically zero, 
a and w positive, such that for all h E E, all p E 52 and all positive X E F, 
u * u(x + h, ,z) + L, . (D(-, 0) + h, 0) = 0, 
u .+, Es; + A(*) (p - j-4) 




Recall that, r’(X, p) denotes the derivative of y(X, $ + A(*) (p - ,E)) with 
respect to (X, A) at the point (x, 0) of d x F. The same notation applies for 
d’(X 1-4 and #‘(X 14. 
6. APPLICATION 
6.1. In the case of constraints depending only of the initial and final 
states, a formulation is obtained which is like the classical principle of 
Pontrjagin. By way of example a Calculus of Variations problem in a Banach 
space is treated. 
6.2. PROBLEM. Maximize y(T) for (X, y) solution of the system 
d-W - = u(t) dY(O 
dt 
and - = g(-qt), u(t), t), dt 
which satisfy the following conditions: 
y(0) = 0, p,(X(O) - uo) = 0 and PIFW) - 4) = 0. (6.2) 
p0 and p, are continuous projections defined in E, a,, and a, are points of E, 
and g is continuous functional on E x E x [0, T]. 
6.3. THEOREM. Assume that (w,p) is an optimal solution of Problem (6.2) 
corresponding to a generalized control p, and that the Assumptions 1.5.1, 1.5.2 
and 1.5.3 are valid. Then there exist continuous linear functionals v, on pO(E) 
and vI on pi(E), and there exists a function P(t) valued in the dual of E, which 
satisfy 
W) - = - dt s g,‘(X(t), u, t) - ,k(du), B 
and which has following propert&, 
P(O) = et, . PO and P(T)=v,*P,, 
s E (p(t) - fJ + &w u, t)) -,%W) =;:;(P(t) - u + g(-W>, u, t>>, 
for almost all t E [0, T]. 
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Let 
Then the conditions (6.2) are equivalent to u(X(O), y(O), CL) = 0. From the 
assumption of differentiability of g, all constant controls are A-controls; 
consequently, the function u is surjective on p,(E) x [w x p,(E). 
By continuity, there exists a number E > 0 such that 
t E LO, Tl and II u II < E => Ig(Jqt), u, t) - g(Jqt), 0, 41 < 1. 
Denote by B the set of elements (x, y) of E x R which satisfy jj x - a, jl < &T 
and 1 y 1 < ET, and by C the set of constant controls u such that // u jl < .E. 
The set o(B x C) has an interior point in p,(E) x [w x p,(E): it contains 
the sphere of center 0 and of radius &ET. And by choice of E, the following 
integrals are bounded on C, 
A result of Proposition 4.3 is that Assumption (RI) is valid and thus Theorem 
5.7 can be applied. There exist continuous functionals a and b on IF& w0 on 
p,(E) and or on p,(E), not all zero, such that, for all h E E, K E R, h > 0, 
h EL” and all A-controls TV 
7r’ s, [o T,XE 4WC 4* (u> g(-W, u, 4) -(P - ,4 (k W 
with 
+v1 ‘Pl (1 ~O,TIXE 
A(4 u * (P - id (db w) d 0, 
n(h, k) = a * K. 
Necessarily a # 0: otherwise we would have 7 = 0, b = 0, 
~o’Po+~,~P,=o and +4 'Pl = 0, 
and then a, b, o. and or would all be zero. Thus a = 1 can be assumed. Let, 
(J’(t), q(t)) = (~1 - ~1 > 0) + r - D(T, t); 
(P(t), q(t)) is a solution of 
dP(t) _ 
dt --Q(t) j&‘(~(t), u> t) . &(du) 
and 4(t) o 
-is-=. 
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On the other hand, we also have 
a * D(T, 0) . (h, R) = --oJJp,(h) + P(0) * h + q(0) * ii. 
Then 
P(0) = ---et, * p,; q(0) = 4; W) = et, -2% 4(t) = m = 1, 
s 10, TlxE 
A(t) (P(t) * u $-&T(t), u, t)) * (P - CL) (& 4 < 0, 
for all A-controls p and all A > 0. The conclusions of the theorem follow 
immediately. 
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