This paper proposes a new tree-based kernel for graphs. Graphs are decomposed into multisets of ordered Directed Acyclic Graphs (DAGs) and a family of kernels computed by application of tree kernels extended to the DAG domain. We focus our attention on the efficient development of one member of this family. A technique for speeding up the computation is given, as well as theoretical bounds and practical evidence of its feasibility. State of the art results on various benchmark datasets prove the effectiveness of our approach.
Introduction
The increasing availability of data in structured form (strings, trees or graphs) has triggered the development of machine learning techniques able to deal directly with such types of data. Among these, kernel methods have become very popular due to their generalization ability and state of the art performances on many tasks. They require the definition of symmetric, positive semidefinite, similarity functions on the input domain: the kernel functions.
A popular strategy for defining kernel functions for structured data is to decompose them into their constituent parts, and then, for each pair of parts, apply a local kernel [9] . While this strategy has been proved successful for strings and trees [4, 16, 21] , it is not directly applicable to graphs because of the computational complexity issues which arise: representing a graph in terms of its subgraphs is not feasible since subgraph isomorphism should be checked for each pair of subgraphs. In [8] it has been demonstrated that, any kernel whose feature space mapping is injective, is as hard to compute as graph isomorphism. Due to this limitation, the available strategies for building kernels are: i ) restricting the input domain to a class of graphs for which isomorphism can be checked quickly [19] ; ii ) select a priori a set of features, usually corresponding to a specific type of substructure, such as walks [8] , paths [2, 5] , subtree patterns [15, 20] . The former approach can be applied to a limited type of graphs, the latter tends to have a limited flexibility: when the available kernels are not relevant to the task, a new one has to be designed, but the definition of an efficient symmetric positive semidefinite kernel, corresponding to the desired feature space, can be a hard task. All the above approaches discard information about the original graph and are effective only when the selected features are relevant for the current problem.
In this paper we propose to transform the graphs into simpler structures, i.e. multisets of DAGs, and then extend the definition of a large class of already available kernels for trees to DAGs. Our approach allows the application of the vast literature on kernels for trees, which consists of fast and/or very expressive kernels, to the graph domain. Among all the possibilities, we focus our attention on a class of convolution kernels for trees: we discuss techniques for speeding up the computation of the kernel matrix providing theoretical as well as practical evidence of their effectiveness.
Notation
A graph is a triplet G = (V, E, L), where V (alternatively V G ) is the set of nodes (|V | is the number of nodes), E the set of edges and L() a function returning the label of a node. A graph is undirected if (v i , v j ) ∈ E ⇔ (v j , v i ) ∈ E, otherwise it is directed. A path in a graph is a sequence of nodes v 1 , . . . , v n such that v i ∈ V , 1 ≤ i < n and (v i , v i + 1) ∈ E. A cycle is a path for which v 1 = v n ; a cycle is even/odd if its number of nodes is even/odd, respectively. A graph is connected if there exists a path connecting each pair of nodes. A connected graph is rooted if exactly one node has no incoming edges. A graph is ordered if the set of neighbours of each node is ordered. A tree is a rooted connected directed acyclic graph where each node has at most one incoming edge. A subtree of a tree T is a connected subset of nodes of T . A proper subtree is a subtree composed by a node and all of its descendants. A subset tree is a subtree with the constraint that, for each node, either all or none of its children are included.
Roadmap
The framework we propose for the definition of a kernel for graphs is based on the following steps:
1. Given a graph G, generate one unordered rooted DAG, say DD v , for each v ∈ V G . G is then represented by the multiset of unordered rooted DAGs (see Section 4 for details). The generation process must guarantee that isomorphic graphs are represented exactly by the same multiset of DAGs.
2. The kernel for graphs is defined as the sum of the computation of a local kernel for DAGs, over all pairs of DAGs in the multiset. Since we are not aware of any kernel specifically designed for DAGs, our strategy is to extend the definition of tree kernels to the rooted DAG domain.
(a) While there is a vast literature on kernels for ordered trees, just a few kernel functions for unordered trees are defined. In order to broaden the applicability of our approach we define an ordering between DAG nodes (Section 5.2) such that kernels for ordered trees can be applied, too.
(b) The definition of the most popular class of kernels for ordered trees, the convolution kernels (Section 5.1), is extended to the DAG domain (Section 5.3). Furthermore, in Section 5.5, we introduce a variant of the Subtree Kernel extended to graphs which is based on limiting the depth of the visits during the Graph-toDag decompositions.
One nice aspect of the dag-kernels proposed in this paper is that, by representing the DAG multiset generated by a graph G via an annotated DAG (BigDAG), where sub-structures shared by DAGs in the multiset are represented only once and their frequency of occurrence is annotated, the computation of the kernel can be sped up for common classes of graphs. We formally characterize the computational gain by providing a general upper bound on the number of nodes of the BigDAG and verify, on popular graph datasets, that the computational gain practically reduce the complexity of our kernels.
Decomposition of a Graph into DAGs and Derived Graph Kernels
We start by describing our proposal for decomposing a graph G into |V G | DAGs, one for each v ∈ V G . The decomposition is based on a simplification of the graph isomorphism testing proposed by [7] . Given a starting node v i , the basic idea is to keep those edges belonging to the shortest paths between v i and any v j ∈ G. This can be achieved efficiently by performing a breadth-first visit on the graph starting from node v i together with the following operations:
1. during the visit a direction is given to each edge;
2. edges connecting nodes visited at level l to nodes visited at level g < l are removed.
The resulting DAG, which is referred to as Decompositional DAG, is denoted as DD vi G . Note that, for every choice of G and v i , a single Decompositional Dag is generated. By repeating the procedure for each node of the graph, |V | DAGs are obtained. Figure 1 gives an example of the application of the algorithm. Note that when the same node is reached multiple times by the visit at the same level then all the edges involved are preserved. For example, when considering the visit at level 2 starting from node s, the node d is reached simultaneously by edges (b, d) and (e, d), and both of them are preserved in the corresponding Decompositional DAG (see Figure 1-b) ). On the contrary, edge (b, e) is not inserted into the corresponding Decompositional DAG: when the visit at level 2 attempts to traverse it (either starting from node b or e) a node already visited at level 1 (i.e., e or b, respectively) is reached.
It must be pointed out that, even if some edges are deleted during the decomposition, the fact that the visit is repeated for each node of the graph ensures that every edge e ij , which is not a self-loop, appears at least in one DD G , i.e. DD vi G .
Theorem 4.1. Given two isomorphic graphs G 1 and G 2 , the multisets of Decompositional DAGs associated to G 1 and G 2 is identical.
Proof. Since G 1 and G 2 are isomorphic with respect to a function h, we analyse the case in which an edge e 1 ∈ E G1 is added to DD Note that the DAGs resulting from the decomposition are not ordered.
Let assume a positive definite (PD) kernel K DAG for DAG is available. Then, we can define a kernel for graphs as follows:
where DD(G) is the multiset defined as {DD vi G |v i ∈ V G }. The above kernel is positive semidefinite since it is an instance of the convolution kernel framework [9] , where the relation R is defined on X 1 × . . . × X |V | × G, with X 1 × . . . × X |V | being the multiset of Decompositional DAGs obtained from G.
In the following, we define a family of PD kernels for DAGs.
Extending Tree Kernels to DAGs
This section shows how to define kernels for DAGs. The proposed strategy is to preprocess the DAGs in order to apply an extended version of a kernel for trees. The motivation for such a choice is twofold: we are not aware of any kernel specifically designed for DAGs and we would like to allow the application of a large class of tree kernels to graphs. Section 5.1 introduces some of the kernels for trees which can be extended to the DAG domain. Since they require the children of the nodes to be ordered, we define an appropriate ordering function in Section 5.2. Finally the extension of tree kernels to the DAG domain is described in Section 5.3, where its consistency is proved.
Kernels for Trees
This section introduces the kernels for trees used in the remainder of the paper. All of them can be reconducted to the convolution kernel framework [9] , thus they are instances of the following formula:
where C() is a function counting the number of matching substructures in the proper subtrees rooted at nodes v 1 and v 2 . By changing the definition of C() many tree kernels can be obtained. As an example, the C() function of the Partial tree (PT) kernel [16] , is described in the following. It counts the number of matching subtrees. Its worst-case complexity is O(p 3 |T | 2 ), where p is the maximum out-degree of the two trees. The C() function computing the PT kernel has three cases:
and both v 1 and v 2 are preterminal nodes, i.e. parent of a leaf node, then
and either v 1 or v 2 is not a preterminal node, then 
The parameter λ penalizes matchings between large trees (if a large tree has a match, then all its subtrees have a match) and µ penalizes subtrees built on subsequences of children that contain gaps. Other popular kernels for trees are the Subtree (ST) kernel [21] and the Subset tree (SST) kernel [4] . The ST kernel counts the number of matching proper subtrees between the input trees T 1 and T 2 . Its worst-case computational complexity is O(|T | log |T |).
The SST kernel counts the number of matching subset trees. Its complexity is O(|T | 2 ). Both kernels are instances of the PT kernel. Two observation are noteworthy: i ) the formulas in this section, although defined for trees, can be applied to DAGs with no modification; ii ) all the kernels described in this section require the children of a node to be ordered. Since the DAGs resulting from the decomposition described in Section 4 do not meet this requirement, in the next section we show how to define a canonical ordering for DAG nodes.
Ordering
Dag vertices Decompositional DAGs, obtained according to the procedure described in Section 4 are not ordered. Inspite of the fact that it has been demonstrated that the computation of any tree kernel for unordered trees with subtrees as their substructures is P -complete [11] , some kernels for unordered trees have been defined in literature [14, 21] . Such kernels, in order to be tractable, tend to restrict the type of substructures used as features, thus potentially limiting their expressiveness.
In order to broaden the applicability of our approach, in this section we define a strict partial order among vertices of a DAG which allows us to employ the kernels defined in Section 5.1.
Definition 1. Strict partial order relation< between DAG vertices
Let us assume to have a total order between vertex labels (e.g. the lexicographic order). Then the relation v i< v j holds if one of the following conditions is met:
are partially ordered by the relation we are defining, i.e. they form two partially ordered sets. Then we can define two sequences
, and every
Then the relation holds if:
From the above definition it is not difficult to show that
applies).
Let us now define a mapping from vertices to alphanumeric strings as follows:
Definition 2. Given a vertex v, the following alphanumeric string S(v) is associated to it:
where '·' is the concatenation operator and ' ' represents the application of '·' to an indexed sequence of arguments; moreover, the order adopted for the children of a node is the same order defined in Definition 1.
By exploiting Definition 1, Definition 2, and the recursive application of LEMMA 5.1, we can now prove the following lemma Lemma 5.2. Let > and = be the natural relations of order and equivalence between alphanumeric strings, then the following statements are true
, otherwise there will exist a position where S(v j ) and S(v k ) differ, which is in contradiction with the hypothesis.
Moreover, let l be the value of the index for which 3. applies. Then, by i), we have
and the above arguments can be recursively applied to Proof. A strict partial order is a relation on a set P that is irreflexive, asymmetric and transitive. In the following each property is proven.
• Irreflexivity:
ii) applies and thus
, which is not consistent with the condition S(v j ) < S(v i ) required by v j< v i .
•
In the following, we will denote the Decompositional Dag ordered according to the relation defined in this section as ODD vi G . The time complexity of the ordering phase is O(|V |p log p) since, for every node, we have to order its p children.
The reason for defining the ordering according to Definition 1 is that it must be efficient to compute and must ensure that the swapping of non comparable nodes does not affect the feature space representation of the DAG. After introducing the extension of tree kernels to DAGs in Section 5.3, we will show that our ordering meets both constraints. The remainder of this section introduces concepts and prove results needed in Section 5.3.
Let a tree visit be a function T (v i ) that, given a node v of a ODD vi G , returns the tree resulting from the visit of the DAG starting in v i . Figure 2 gives an example of tree visits. Note that, in Figure 2 -a), the tree resulting from the visit starting in node s has two leaf nodes d, while the T () related to the DAG of Figure 2 -b) has associated twice the tree composed of only the leaf node d. Moreover, note that the set of tree visits would be different even if the nodes labelled with d were not leaves. The concept of tree visit is used in the following:
, obtained as visits of the subdags rooted at v i and v j , are identical.
Moreover, it is not difficult to see that for any vertex v, S(v) is an unambiguous representation of T (v) where the labels of the visited vertices are presented according to a depth visit of T (v) (remember that vertices are ordered according to the same relation<) along with the out-degree of each vertex, which allows the correct reconstruction of T (v). Because of that, and since S(v i ) = S(v j ), we deduce that T (v i ) and T (v j ) are identical.
Tree-based Kernels for ordered DAGs and Graphs
Here we define a family of kernels for ordered DAGs based on tree-kernels. The basic idea is to use tree-visits to project subdags to a tree space and then apply tree kernels on the visits. If we consider the tree kernels defined in Section 5.1, then we can write
where T () are tree-visits as defined in Section 5.2 and C() is any of the C() functions described in 5.1. Theorem 5.2 ensures that the mapping in feature space of each tree visit is well defined since the swapping of any two non comparable children of a node does not change the resulting tree visit. This, in turn, ensures that:
, which allows us to significantly reduce the computational burden; ii) C() remains a valid local kernel. Finally, the kernel of eq. (5.2) is positive semidefinite since it is an instance of convolution kernel framework [9] , where the relation R is defined on After introducing the kernels used in this paper, we can now motivate why the ordering in Section 5.2 have been employed. We recall that the requirements for the ordering are to be efficiently computable and to ensure that the swapping of non comparable nodes does not affect the feature space representation of the DAG. More "standard" orderings would not meet both constraints. For example, a total order between DAG vertices would require an algorithm with GI-complete computational complexity [17] . On the contrary, simple partial orderings, such as the one based on reachability of the nodes, would not allow us to consistently order structurally different subdags. This makes impossible to have a consistent mapping in feature space for any kernel whose features are tree structures, which basically includes the vast majority of tree kernels.
On the basis of the above definition, given a treekernel K T , we can define a kernel K K T between two graphs G 1 and G 2 as follows:
where ODD(G) is the multiset {ODD vi G |v i ∈ V G }, K DAG is defined according to eq. (5.2) and depends on a kernel for trees K T . In the following, we refer to this class of kernels as ODD kernels.
From a computational point of view, let Q(n) denote the worst-case complexity of K K T , where n = max D1∈ODD(G1) D2∈ODD(G2) {|V D1 |, |V D2 |}, then the kernel of eq. (5.3) has time complexity O(|V G1 ||V G2 | · Q(n)). Thus, in the worst case where n = max{|V G1 |, |V G2 |}, using ST, SST, and PT as tree-kernels, leads to a time complexity of O(n 3 log n), O(n 4 ) and O(p 3 n 4 ), respectively.
In Section 5.4 we show how the computation of
Speeding up the kernel
This section shows how to speed up the computation of eq. (5.3) when K T is a convolution kernel where the input tree is decomposed into proper subtrees. All the kernels described in Section 5.1 and the vast majority of tree kernels defined in literature meet this constraint. The strategy for speeding up kernel computation is based on avoiding to recompute C() values for identical proper subtrees appearing in different DAGs. The |V G | Decompositional DAGs generated according to the procedure described in Section 4 can be represented by a single Annotated DAG, that we call BigDAG, where each node is annotated with the frequency of appearance of the substructure rooted at v in all the ODDs of the graph. An example of BigDAG construction is shown in Figure 3 . The algorithm for computing the BigDAG can be found in [1] . Its complexity is O(|V G | 2 log |V G |), thus it does not affect the worst-case complexity of any of the kernels considered in the paper. The kernel of eq. be rewritten as
where f u is the frequency of the ordered DAG rooted at u in ODD(G). We want to stress the fact that the BigDAG does not loose any information about the ODDs, thus eq. (5.4) and eq. (5.3) are equivalent. The speed up due to the BigDAG depends on the number of identical substructures found in the ODDs. We now turn our attention to the derivation of an upper bound on the number of nodes of the BigDAG in terms of the in-degree of the nodes and the size of the cycles in the original graph G. We first derive the bound for a specific class of graphs and then extend it to general graphs. Without loss of generality, we will assume in the following to deal with connected and undirected graphs. Let's consider a polytree P , i.e. a graph for which at most one undirected path exists between any two nodes. Let us consider any node v i ∈ P with degree p vi . The procedure for obtaining a Decompositional DAG, when applied to all the nodes of P , generates exactly p vi + 1 different patterns of connectivity for v i . In fact, since P is a polytree, only 1 edge at a time can be entering v i while all the remaining edges are outgoing. Moreover, we have to consider the case where v i is the starting node for the visit and all the edges are outgoing. These considerations are valid for all nodes belonging to P , thus BigDAG will exactly have
Let's now turn our attention to general graphs. Given a graph G we can represent it as a polytree P (G) by iteratively grouping the nodes forming local cycles into a single node υ ∈ P (G) until no more cycles can be grouped (see Figure 4 for an example). Let us define n υi as the number of nodes of G represented by υ i in P (G) and q = |P |. The values p υi represent now the sum of the incoming edges of all the nodes represented by υ i . Then, the bound can be computed by applying the same reasoning for polytrees, the only difference being that υ i contains n υi choices for starting the visit from a node "inside" υ i , thus generating n υi different substructures with, in the worst case of a single cycle involving all the nodes of G represented by υ i , a total of n 2 i nodes added to the BigDAG. The number of nodes added to the BigDAG is thus bounded by: in G to be o. The bound then becomes o|V G | + i p υi , since i n υi = |V G |. Note that i p υi ≤ 2q otherwise P (G) wouldn't be a polytree. Just to give an example,
Note that if the number of nodes in the BigDAG is O(|V G | 3 2 ), then the complexity of the kernels reduces significantly, for example the application of the subset tree kernel would have a complexity of O(|V G | 3 ), thus reducing the complexity of a factor |V G |. Section 10 will discuss the reduction due to the BigDAG on benchmark datasets.
Limiting the Depth of the Visits
It is a common practice in many graph kernels (see Section 8 and the references therein) to somehow limit the features that are generated. We apply this approach by limiting the depth of the visits during the generation of the multiset of DAGs when the tree kernel employed is the subtree kernel. Our aim is to 1. further reduce the computational complexity of the kernel when large graphs are involved;
2. add features that otherwise would be discarded if only unlimited visits were performed.
The method is implemented as follows. Given a graph G, for any j ∈ {0..h} and for any v i ∈ V G , an ODD is generated with the additional constraint that the maximum depth is at most j (we will refer to it as ODD While new features are introduced when the subtree kernel is employed and the visits are limited, all DAGs generated by visits of depth j > h are lost (see Figure 5) .
It is not difficult to see that, given a node, in the worst case no more than O(p h ) nodes are generated by all the visits up to depth h. In fact, the total number of generated nodes is
So the BigDAG of a graph cannot have more than nH nodes 1 . The creation of a BigDAG is thus dominated by an O(nH log(nH)) term. Since H can be considered constant, the complexity is O(n log n), which matches the complexity of the kernel when using the subtree kernel.
Speeding up the kernel matrix computation
When using a kernel method, such as the SVM, the tuning of the hyperparameters through a validation set or through cross-validation is common practice. If the kernel function depends on multiple parameters, then it is often more efficient to precompute the kernel matrix of the dataset than computing the kernel values on demand. Other kernel methods, e.g. KPCA, require the full kernel matrix to be computed.
In this section, we discuss how the computation of the full kernel matrix, especially when using the subtree kernel, can be optimized. Specifically, we observe that:
1. the BigDAG idea used to avoid multiple calculations of kernel values for the same structures in different ODDs, can be extended to the whole training set avoiding multiple calculations of the kernel values for the same structures in different examples.
2. If the subtree kernel is used, the method we propose yields an explicit (and compact) feature space representation of the kernel; this fact leads to a very efficient implementation.
Let's assume that the training set contains M graphs. Following the same idea introduced in Section 5.4, we can get a compact representation of all the BigDAGs coming from the M graphs. This way, we can avoid to compute multiple times the contribution to the kernel of substructures shared by several graphs. Note that these substructures should exist, otherwise the kernel would be extremely sparse for the considered training set, and not worth to be used for learning.
The idea is implemented as follows. An annotated DAG, we call it Big 2 DAG, is created starting from all the BigDAGs generated by the training set, where each different structure is represented only once. A (sparse) vector F vi , representing the frequency of the structure rooted in that node in all graphs, is associated to each node of the Big 2 DAG. For example, F vi [j] represents the frequency of structure rooted in node v i in BigDAG(G j ). Figure 6 shows an example of Big 2 DAG construction. As mentioned above, the Big 2 DAG is an explicit representation of the feature space of the subtree kernel described in Section 5.1. In fact, we can notice that the frequency associated to each node in BigDag(G i ) is the frequency of the proper subtree rooted at that node in all the ODDs related to the graph G i . In the same way, the vector F ui represents the frequencies of the proper subtree rooted in node u i in the various training graphs. So with this new representation, eq. (5.4) can be rewritten as:
If the subtree kernel is used, there is a match only between identical subtrees, that is C(u 1 , u 2 ) = 0 ⇐⇒ T (u 1 ) = T (u 2 ), and eq. (6.6) can be rewritten as:
Exploiting eq. (6.7) leads to a very efficient implementation. In fact, the whole kernel matrix can be computed with a single scan of the Big 2 DAG nodes.
An efficient implementation using Hash tables
In the previous section we discussed how the Big 2 DAG can improve the speed of the kernel matrix computation. In this section we discuss an hash-based implementation that allows us to not explicitly store in memory the dag-structure of the Big 2 DAG. Not surprisingly, we can do that when the Big 2 DAG constitutes an explicit representation of the subtree kernel feature space. In that case, each node u of the Big 2 DAG represents a specific feature (tree) occurring at least once in the dataset, i.e. u is the root of a (limited) tree visit of some vertex of a graph of the dataset. Associated to u is the frequency vector F u [·] reporting for each graph of the dataset how frequent the feature is, and the size of the tree rooted in u to be used in conjunction with the lambda parameter. This information is sufficient to compute the kernel.
The basic idea is to use an hash table to efficiently store and retrieve this information for all the features. The frequency values and the sizes are updated incrementally during the generation of the tree visits. Specifically, each vertex u is mapped into a tuple < D u , F u [·], ID u > where D u is the size of the subtree rooted at vertex u, F u [·] is the (sparse) vector of frequencies in the dataset, and ID u is a unique id associated to each tuple. The mapping is created by using as access key for u the string L(u) ID ch1 [u] , . . . , ID ch outdeg(u) [u] . Of course, if outdeg(u) = 0, the key will only be constituted by the associated label L(u), while if outdeg(u) > 0 the key will also include the ids of the children of u. Using an inverse topological order for the vertices does guarantee that each feature gets a unique id. Moreover, if all the visits up to depth h must be generated, it is sufficient to perform only the visit at depth h and for each vertex u at level k ≤ h all the required h − k + 1 features can be generated by using the features already generated for the children of u. For each generated feature, it is checked if it is already present into the hash table. If it is not, a new feature is inserted, otherwise the F u [·] field is updated accordingly. It must be noticed that all the needed information is collected at once by performing (single) visits at depth h for each vertex of each graph in the dataset. may look related to the ones proposed in the paper. In the latter case, the differences are discussed. Given the generally high-dimensionality of graph data, they have been used in learning tasks either after a preprocessing phase aimed at selecting possibly relevant features, or, in the context of kernel methods, by using tractable kernel functions.
Generally speaking, the methods following the first approach extract frequent patterns, build a vectorial representation of the graphs according to such patterns and then apply a kernel method. When the kernel method is an SVM, the approach is referred to as SVM with frequent pattern mining (freqSVM). The techniques for extracting the features include Gaston [13] , Correlated Pattern Mining (CPM) [3] , MOLFEA [10] . Saigo et al. [18] proposed gBoost, a mathematical programming boosting method that progressively collects informative (according to the target output) patterns.
The second approach includes a set of kernel functions for graphs. The Marginalized Graph Kernel (MGK) considers common walks as features [12] . The Shortest Path Kernel associates a feature to each pair of nodes of one graph. The value of the feature is the length of the shortest path between the corresponding nodes in the graph [2] . The complexity of the kernel is O(|V | 4 ). Being the Shortest Path Kernel based on paths, it can be represented as an instance of eq. (4.1). The Fast Subtree Kernel counts the number of identical subtree patterns obtained by breadth-first visits where each node can appear multiple times [20] . The complexity of the kernel is O(|E|h), where h is the, a priori selected, depth of the visit. While being fast to compute, the kernel may lack of expressiveness for some tasks given that the number of non-zero features generated by one graph is at most |V |h. Note that, during the visit, any node can be traversed more than once, which makes the kernel not reproducible from eq. (4.1). Costa and De Grave [5] extended the Fast Subtree Kernel by computing exact matches between pairs of subgraphs with controlled size and distance. The complexity of the kernel is O(|V ||V h ||E h | log |E h |), where |V h | and |E h | are the number of nodes and the number of edges of the subgraph obtained by a breadth-fist visit of depth h. The authors state that, for small values of the subgraph size and distance, the complexity of the kernel becomes practically linear. Mahé and Vert [15] described a graph kernel based on extracting tree patterns from the graph. The difference with the approach of this paper is that the tree patterns are obtained as result of walks on the graph, i.e. the same node can appear more than once in the same tree pattern. The complexity of the kernel is O(|V 1 ||V 2 |hp 2p ), where h is the depth of the visit. The kernel has been tested on five datasets: Mutag [6] , CAS 2 , CPDB [10] , AIDS [23] and NCI1 [22] . All datasets involve chemical compounds and represent binary classification problems. Mutag, CAS, CPDB are mutagenicity datasets, while AIDS and NCI1 are, respectively, antiviral and anti-cancer screen datasets. Table 1 summarizes the statistics of the datasets.
The proposed kernel, as each of the kernel functions in the following, was employed together with a Support Vector Machines. ODD − ST h has been compared against the Fast Subtree Kernel (FS) and gBoost. In addition, results from the following algorithms, when available, are provided from [18] and [20] : Gaston, Correlated Pattern Mining (CPM), MOLFEA, Marginalized Graph Kernel (MGK) and SVM with frequent pattern mining (freqSVM). For the sake of comparison with the above mentioned results, the accuracy of each algorithm was measured by selecting a posteriori the best parameters among the results of a 10−fold cross validation. The values of the parameters of the ODD − ST h kernel have been restricted to: λ = {0.1, 0.2, . . . , 2.0}, h = {1, 2, . . . , 10}. The parameter selection procedure for the Fast Subtree Kernel replicates the one described in [20] , i.e. only the parameter h = {1, 2, . . . , 10} is optimized. gBoost has many parameters, but following the parameter selection process exposed in [18] , only µ (that controls training accuracy) has been optimized among the values {0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6}. For the parameters of the other methods, please refer to the corresponding papers. Table 2 reports the average accuracy and the ranking obtained by the considered methods on the five datasets. From the experimental results, it seems that gBoost tends to have a stable ranking, i.e. between the second and third position. On the contrary, the Fast Subtree, while placing first on two datasets, has a lower ranking, i.e. third, fourth and fifth, on the other datasets. ODD − ST h has best accuracy in three out of five datasets. On the remaining datasets it always places in second position. We next report the average computational time for a single fold with the optimal parameters on CAS, since it is the largest dataset. The ODD −ST h kernel took 86 seconds to compute the kernel matrix and 2.4 seconds for the SVM to converge. FS kernel took 282 seconds for the computation of the kernel matrix, and 4.2 seconds for the training of the SVM. gBoost took approximately 4000 seconds. All the experiments are performed on a PC with two Quad-Core AMD Opteron(tm) 2378 Processors and 64GB of RAM.
Discussion
The generally good results of the ODD − ST h kernel reported in Section 9 may be attributed to the fact that it has associated a large feature space, which improves its adaptability to different datasets. We now analyse when the mapping in feature space is not injective. This is not a requirement for a learning algorithm, but can give insights on the limitations of each method: for example, two graphs having the same representation in feature space but different output targets, cannot be discriminated. In the following, the analysis will focus on gBoost, the Fast Subtree and the proposed ODD −ST h kernel. Specifically, we are going to present some cases in which φ(
Since gBoost extracts only a set of informative subgraphs, it is sufficient to consider G 1 = {g} ∪ {g 1 } and G 2 = {g}∪{g 2 }, where g is an informative subgraph and g 1 , g 2 are not. Clearly φ(G 1 ) = φ(G 2 ) = φ(g).
When considering the Fast Subtree Kernel, it can be observed that, in order for two graphs to get the same representation in feature space, they need to have the same number of vertices and the same statistics on the out-degree of vertices. However, K ODD−ST h also requires the same distribution on the length of all the pairwise shortest paths. This is not the case for the Fast Subtree Kernel. Figure 7 shows an example of two graphs having the same feature space representation. Note that K ODD−ST h is able to discriminate those two graphs: the bottom one has a shorter path of length 4, while the longest one for the upper graph has length 3. This implies that there are at least two different tree visits.
Let us turn our attention to the ODD −ST h kernel. Clearly, two graphs differing just in self-loops, yield identical multisets of DAGs. However, the information about the presence of self-loops could be transferred into the representation of the corresponding node, for example by adding a field to the representation of the label. A less trivial example of non-injective mapping for the ODD − ST kernel is shown in Figure 8 .
Let us now turn our attention to the efficiency of the proposed ODD−ST h kernel. In Section 5.4 we have proposed a technique for speeding up the kernel computation by compactly representing the ODDs by means of an Annotated DAG (BigDAG). The complexity of the DAG kernels, for example the one of K ODD−ST and K ODD−ST h , depends on the number of nodes of the BigDAG. In order to evaluate the actual complexities we have computed, for the K ODD−ST h kernel, the number of nodes in each BigDAG on the NCI1 dataset. The obtained figures are plotted in Figure 9 as a function of the nodes of the graphs. We have also plotted the polynomial function interpolating these points. In order to have a comparison with the values of the bounds discussed in Section 5.4, the functions n 3 2 and n 2 are plotted as well. The number of nodes inserted in the BigDAG are for the vast majority of points under the curve n 1.5 . The size of the BigDAG tends to an asymptotic value with the number of nodes contained in the input graphs (see Section 5.5). In this case, the "actual" complexity of the kernel is proportional (via H) to n log n. Similar results are obtained for the other datasets. Figure 10 reports the time needed to compute the kernel matrix, as a function of h, for the K ODD−ST h and the FS kernels on NCI1 and CAS. Given that the available implementations of the two kernels are in different programming languages, the plots of the FS kernel were added just for a qualitative comparison. Notice that, as h increases, the time required for computing the kernel matrix seems to increase almost linearly. This can be explained with the fact that smaller graphs do not allow too deep visits, so the increase in complexity due to the increase of the depth visit is compensated by the smaller number of graphs where visits of that depth can be actually performed. 
Conclusions and future work
We have proposed a framework for graph kernels based on the decomposition of a graph into a multiset of unordered DAGs. By extending the definition of convolution tree kernels to DAGs and by defining an ordering of the nodes of the DAGs, we favoured the application of a vast class of tree kernels to graph data. We have described a technique for speeding up the kernel computation for a large category of DAG kernels and proved its effectiveness both from the theoretical and the practical point of view. The experimental results on 5 benchmark datasets show that the kernel employed in the experiments is able to reach optimal or competitive results on practically all the datasets considered. As future work, a systematic assessment of DAG kernels will be performed.
