We continue the study of the vertex operator algebra L(k, 0) associated to a type G (1) 2 affine Lie algebra at admissible one-third integer levels, k = −2 + m + i 3 (m ∈ Z ≥0 , i = 1, 2), initiated in [3] . Our main result is that there is a finite number of irreducible L(k, 0)-modules from the category O. The proof relies on the knowledge of an explicit formula for the singular vectors. After obtaining this formula, we are able to show that there are only finitely many irreducible A(L(k, 0))-modules form the category O. The main result then follows from the bijective correspondence in A(V )-theory.
Introduction
In this paper, we continue the study of vertex operator algebras associated to a Lie algebra of type G (1) 2 at admissible one-third integer levels, which was undertaken in [3] . We briefly recall the formulation. More precisely, if we letĝ be an affine Lie algebra, the irreducibleĝ-module L(k, 0) of highest weight kΛ 0 , k ∈ C, is a VOA whenever k = −h ∨ , the negative of the dual Coxeter number.
The representation theory of L(k, 0) varies depending on the values k ∈ C. If k is a positive integer, the VOA L(k, 0) has only finitely many irreducible modules which coincide with the integrable highest weightĝ-modules of level k, and the category of Z + -graded weak L(k, 0)modules is semisimple. For generic k ∈ C, however, the behavior is much different. (For example, see [12, 13] .) Yet for certain values k ∈ Q satisfying k + h ∨ > 0, the category of weak L(k, 0)modules which belong to the category O asĝ-modules has structure similar to the category of Z + -graded weak modules for positive integer values. Such values k ∈ Q are called admissible levels. This notion was defined in the works of Kac and Wakimoto [9, 10] .
Several cases have been studied in varying degrees of generality. In [1] , Adamović studied the case of admissible half-integer levels for type C (1) l . The case of all admissible levels of type A has been studied by Adamović and Milas in [2] , and by Dong, Li and Mason in [5] . More recently This work was supported by NRF Grant # 2010-0010753.
in [16, 17] , Perše studied admissible half-integer levels for type A (1) 1 and B (1) l . In [3] , the author and Lee studied admissible one-third integer levels for type G (1) 2 . In this progression, a fundamental rôle is played by the A(V )-theory. The associative algebra A(V ) attached to a vertex operator algebra V was introduced by Frenkel and Zhu in [7, 18] ,
where it was shown that irreducible Z + -graded weak V -modules are in bijective correspondence with irreducible A(V )-modules. In the affine case, it is useful to consider the restriction of this correspondence to the subcategories listed in the following diagram: The set of isomorphism classes of irreducible objects from each category on the left-hand side is in bijective correspondence with the classes of irreducible objects from the respective category on the right-hand side. If k is a positive integer, then L(k, 0) is a rational VOA. Hence there is no difference between modules and Z + -graded weak modules (see [18] ), and the three categories of modules collapse to a single category.
For non-integer admissible levels, however, there is a distinction. While there are infinitely many classes of irreducible Z + -graded weak modules, it was shown for all cases considered in the works mentioned above that there is only a finite number of classes of irreducible weak L(k, 0)modules from the category O. Furthermore, it was conjectured in [2] that such modules are completely reducible for all admissible levels k. I.e., it was conjectured that the vertex operator algebra L(k, 0) is rational in the category O. This was also verified in most of the cases considered above. In particular, it was shown in [3] that L(k, 0) is rational in the category O for admissible levels, k = − 5 3 , − 4 3 , − 2 3 , for type G
2 . In this paper, we show there are only finitely many irreducible weak L(k, 0)-modules from the category O for all admissible one-third integer levels, k = −2+ m + i 3 (m ∈ Z ≥0 , i = 1, 2), for type G (1) 2 . By a result in [9] , L(k, 0) is the irreducible quotient of a generalized Verma module with maximal ideal generated by a vector v k . The method of classification using Zhu's theory requires an explicit formula for this singular vector. While this formula was verified by direct calculation
Preliminaries
In this section, we collect several facts needed in the remainder. We retain the notation given in the previous paper [3] . The reader may refer to the preliminary section of that paper for definitions and further references.
Given an affine Lie algebraĝ, recall thatĝ ± = g ⊗ t ±1 C[t ±1 ]. Let U (·) and S(·) denote the universal enveloping algebra and symmetric algebra, respectively. The adjoint action of the finite-dimensional Lie subalgebra g onĝ is locally finite and leavesĝ ± invariant. We thus have a corresponding locally finite action of g on U (ĝ) (resp. S(ĝ)) which restricts to an action on U (ĝ ± ) (resp. S(ĝ ± )). From results in [4] , it may be seen that there is an isomorphism of g-modules,
for X 1 , . . . , X n ∈ĝ − , where S n is the symmetric group. Note here that we will generally use upper case letters (e.g. X, Y , etc.) for elements of a Lie algebra and lower case letters (e.g. x, y, etc.) for elements of an associative algebra.
Given µ ∈ h * and k ∈ C, recall that the generalized Verma module
is theĝ-module induced from the irreducible g-module V (µ), whereĝ + acts trivially and K acts as scalar multiplication by k. The vacuum module N (k, 0) is a VOA whenever k = −h ∨ .
Since the adjoint action of g leaves the subspace g⊕CK ⊕ĝ + ⊆ĝ invariant, we have an induced action of g on N (k, 0). Furthermore, there is an isomorphism ϕ :
given by
Algebras U (ĝ − ) and S(ĝ − ) are both naturally graded by the affine root lattice Q:
On the other hand, N (k, 0) is graded by the coset kΛ 0 + Q ⊆ĥ * :
Additionally, these gradings are all compatible with the respective g-module action. Let wt(·) denote the weight of an homogeneous element with respect to any of the above gradings. The
While for the isomorphism ϕ :
From now on, we assume thatĝ is a Lie algebra of type G
2 . Recall that the root vectors of the finite dimensional subalgebra g are denoted {E ij , F ij | iα + jβ ∈ ∆ + } and that we write
We will write θ ∨ = 2α + β to denote the highest short root in ∆. Recall from Lemma 2.2 of [3] that the vacuum admissible weights at one-third integer levels for type G
2 have the form
The following lemma describes essential properties of the singular vector whose formula we seek.
Then there exists a singular vector v k ∈ N (k, 0) such that the maximalĝ-submodule J(k, 0) of N (k, 0) is generated by v k . Furthermore, v k satisfies the following properties:
Proof. From Lemma 2.2 of [3], we have:
It is implicit in Proposition 1.3 of [3] that the maximal submodule of the Verma module M (λ 3m+i )
is generated by three nonzero singular vectors with weights
respectively. For the first of these weights, we have by Lemma 2.2:
While for the other weights, we have:
respectively. It is thus clear from the definition of N (k, 0) that the singular vectors in M (λ 3m+i ) corresponding to the last two weights both map to zero under the natural projection onto N (k, 0), while the singular vector in M (λ 3m+i ) corresponding to the first weight must map to a nonzero singular vector, v k , of weight kΛ 0 + nθ ∨ − nδ, which is property (P 1). Sincen + is generated by the elements E 10 (0), E 01 (0), and F 32 (1), the vector v k also satisfies properties (P 2) − (P 4) by the definition of singular vector.
In Sections 2 and 3, we will describe the subspace of elements in N (k, 0) which satisfy properties (P 1) − (P 4) in the above lemma. For the first three properties (P 1) − (P 3) it will be convenient to work with the associative algebras U (ĝ − ) and S(ĝ − ).
The property (P 1) says that v k ∈ N (k, 0) (kΛ 0 +nθ ∨ −nδ) , where n = 3k + 7. It follows from (1.4) that we must have v k = x.1, for some x ∈ U (nθ ∨ − nδ). We may then consider the subalgebra
It will also be convenient to consider the corresponding commutative analogue,
.
In Section 2, we will show that S θ ∨ −δ is a polynomial algebra in infinitely many variables, and we also describe the subalgebras of S θ ∨ −δ and U θ ∨ −δ satisfying properties corresponding to (P 2) and (P 3). In Section 3, we use this information, along with the map ϕ : U (ĝ − ) → N (k, 0), to give a description of the subspace of N (k, 0) satisfying all four properties (P 1) − (P 4), yielding the desired formula for the singular vector.
Subalgebras related to singular vectors
In this section we first describe each subalgebra of S(ĝ − ) in the sequence
corresponding to the properties (P 1), (P 2), and (P 3) of Lemma 1.5, respectively. We will then use these descriptions together with the fact that (S θ ∨ −δ ) n + ∼ = (U θ ∨ −δ ) n + to describe the subalgebra
We fix the following ordered basis of g:
We have used H 21 = (2α + β) ∨ (= 2H 10 + 3H 01 ) in the above list so that our basis can be partitioned into subbases for invariant subspaces of the sl 2 -triple
Let us fix a basis forĝ − which consists of the set of all X(−n) such that X is a basis element from (2.1) and n > 0. This basis is ordered so that X(−n) ≤ X ′ (−n) if X ≤ X ′ , and X(−m) < X ′ (−n) whenever m < n. Let B P BW denote the corresponding PBW basis of U (ĝ − ), which may also be considered a basis for S(ĝ − ).
The following subsets form a partition of the g-basis (2.1):
We may similarly decompose the basis forĝ − as the union of the following subbases:
Together these collections give decompositions,
of g andĝ − , respectively, into irreducible g β -submodules.
In the case of the symmetric algebra, the PBW basis may be partitioned into subbases of invariant subspaces for the action of g β on S(ĝ − ).
where i 1 , . . . , i t ∈ {1, . . . , 8} and j 1 , . . . , j t ∈ Z ≥1 . A β-string with only one factor is called a simple β-string, and the set {1} containing the identity is a trivial β-string.
The collection of all β-strings, B, forms a partition of B P BW , and we have a decomposition
This basis may similarly be partitioned into subsets S θ ∨ −δ ∩ B. In the next lemma, we will explicitly describe each set S θ ∨ −δ ∩ B corresponding to an arbitrary β-string B. In order to give this description, it will be convenient to factor out the largest power of
3) m i (y) = m i (y 1 ) + · · · + m i (y t ) (i = 1, 2) and n(y) = n(y 1 ) + · · · + n(y t ),
where the integers m i (y 1 ), . . . , m i (y t ) and n(y 1 ), . . . , n(y t ) are given in Table 1 . We also write
, which is well-defined since, from (2.3) and Table 1 ,
Furthermore, S θ ∨ −δ is a polynomial algebra with an infinite number of generators.
Proof. Let y ∈ B and suppose wt(y) = c 1 α + c 2 β + c 3 δ for some c i ∈ Z (i = 1, 2, 3). We wish to determine for which integers, m 1 , m 2 , n ∈ Z, we have
which is true if and only if
By comparing the coefficients of α, β, and δ, respectively, on both sides of (2.5), we may obtain the system of equations:
This may be regarded as a system of three equations in three unknowns corresponding to m 1 , m 2 , n. Thus the system has at most one solution.
Using Table 1 and the formulas (2.3), we see that setting m i = m i (y), for i = 1, 2, and n = n(y) yields a solution to the equation such that m 1 + m 2 = m(B). We have thus arrive at the unique solution to the system, proving the first statement of the lemma. To verify the second statement of the lemma, notice that the set
forms an algebraically independent set of generators for S θ ∨ −δ .
We may then define constants c(y, y ′ ) ∈ C, for y, y ′ ∈ B, by the equation
These coefficients define a partial order on B. First define a covering relation, ⊢, by y ′ ⊢ y if c(y, y ′ ) = 0. Then define a partial order, , by setting y y ′ if there exist elements
−1 be a simple β-string. Then B has a unique minimal element, y − = y − (B), with respect to the partial order . It is clear from Table 1 that m 2 (y ′ ) = m 2 (y) + 1 whenever y ′ ⊢ y (y, y ′ ∈ B), and y − may be characterized as the unique element of B for which the value of m 2 (·) is minimized. It is also easy to check from Table 1 
. . , t), then it follows from the definition of the adjoint action of g on S(ĝ − ) that
is the unique minimal element of B. It follows from (2.3) and the previous paragraph that we also have
and y − may be characterized as the unique element of B for which m 2 (·) is minimized. Additionally, it may also be checked that m 2 (y − (B)) = 0 if and only if B = (
In the remainder, we fix the following elements of S(ĝ − ). Set
Using the same formulas, we may also define elements of U (ĝ − ), which are again denoted a, b, c, u, v and w. The context should make it clear to which algebra the symbols belong.
3) and the proof of Lemma 2.4 that m(B p,q,r,s ) = q + 2r + s, and one may check that
Then by Lemma 2.4,
for some coefficients d(y) ∈ C. Since [E 01 , E 31 ] = −E 32 in g, we may compute:
Rewriting each sum in terms of y ′ ∈ B, the equation (2.11) is then equivalent to:
We thus see that E 01 .f = 0 if and only if the following two equations are satisfied:
We may thus solve (2.12) in terms of d(y ′ ), and we see that d(y ′ ) is linearly dependent on the coefficients d(y) for which y ′ ⊢ y. This fact may then be used recursively, for all y ′′ y ′ , to show that d(y ′ ) = C d(y − ) for some constant C ∈ C which depends only on the integers m 2 (y) and c(y, y ′ ) (y, y ′ ∈ B). Thus, we have:
One may also see that a, b, c, w ∈ (S θ ∨ −δ ) β by checking that:
It thus follows that the dimension in (2.14) is equal to 1 when B = B p,q,r,s for some (p, q, r, s) ∈ Proof. Since the Lie algebra n + is generated by E 10 and E 01 , the algebra (S θ ∨ −δ ) n + consists of all elements f ∈ S θ ∨ −δ which are invariant under the adjoint action of both E 10 and E 01 . By Lemma 2.10, it is clear from their definition that u,v,w belong to (S θ ∨ −δ ) β . One may check that Since u = 1 3 a 2 − b, v = 2 9 a 3 − ab − 3c, and the elements a, b, c, w are algebraically independent in S(ĝ − ), the elements u, v, w are also algebraically independent in S(ĝ − ).
We must show that f is a polynomial in u, v, w. We may assume that f is homogeneous with respect to the Q-grading, say wt(f ) = n(θ ∨ − δ). Since E 01 .f = 0, it follows from Lemma 2.10 that
for some constants C p,q,r,s ∈ C. Since E 10 .w = 0, it is sufficient to consider the case where C p,q,r,s = 0 whenever s > 0, and we write C p,q,r = C p,q,r,0 .
Next, by assumption E 10 .f = 0, and we expand this equation as follows:
we obtain the equations
After setting p = p ′ + 1, q = q ′ , r = r ′ in (2.17), we may rewrite the equations as follows:
We may then use (2.18) recursively to write each of the variables C p,q,r , with p > 0 and q, r ≥ 0, as a linear combination of the variables C 0,q,r , with 2q +3r = n. Hence the number of independent solutions to this system is at most the number of ways, d(n), to partition n into n = 2q + 3r:
if n is even Proof. Recall the Q-gradings of S(ĝ − ) and U (ĝ − ). We have
where we set
for n ∈ Z ≥0 . Since the map ω :
Using (1.1), we may check that For example, if we let
for each (p, q, r) ∈ (Z ≥0 ) 3 , then (2.24) is satisfied.
Thus, let us fix elements y(p, q, r) ∈ B p,q,r which satisfy (2.24), and write π p,q,r = π y(p,q,r) for each (p, q, r) ∈ (Z ≥0 ) 3 . Then suppose we have an equation
where C p ′ ,q ′ ,r ′ ∈ C are constants of which only finitely many are nonzero. After applying the projection π p,q,0 to both sides of the equation (2.25), we obtain the equation C p,q,0 u p v q = 0, whenever p, q ∈ Z ≥0 . Hence C p,q,0 = 0 for all p, q ∈ Z ≥0 . We may then proceed in a similar fashion to show by induction that C p,q,r = 0 for all p, q, r ∈ Z ≥0 . Therefore {u p v q w r | p, q, r ∈ Z ≥0 } is a linearly independent subset of (U θ ∨ −δ ) n + .
Formula for the singular vectors
Let k = −2 + m + i 3 for some m ∈ Z ≥0 and i ∈ {1, 2}, and let n = 3k + 7. It follows from Lemma 1.5 that there exists a singular vector in N (k, 0) which generates the maximal submodule J(k, 0) and satisfies properties (P 1) − (P 4) of the lemma. In this section, we will describe the set of elements in N (k, 0) which satisfy all four of these properties, and this description allows us to give a formula for the singular vectors.
Suppose first that v 0 ∈ N (k, 0) satisfies the three properties (P 1) − (P 3). I.e., suppose that v 0 ∈ N (k, 0) (kΛ 0 +nθ ∨ −nδ) n + .
Since the map φ :
From Lemma 2.21, we thus have
for some constants C p,q,r ∈ C, such that C p,q,r = 0 only if 2p + 3q + 3r = n.
is a singular vector, then it must satisfy all four of the properties (P 1) − (P 4). In this case, we are able to explicitly determine the coefficients appearing in (3.1). For the purpose of classification using Zhu's theory, however, it is only necessary to compute a certain subset of these coefficients. Recall from Proposition 1.5 of [3] (see also [7] ) that we have an isomorphism F : A(N (k, 0)) → U (g), given by
for a 1 , ..., a m ∈ g and n 1 , ..., n m ∈ Z + . It is then clear from the definition of w that F ([f w.1]) = 0 for all f ∈ U (ĝ − ). Hence, it is sufficient to only compute the formula for a singular vector modulo the subspace U (ĝ − )w.1 ⊆ N (k, 0). I.e., we need only to compute the coefficients of the form C p,q,0 appearing in (3.1).
We now give a formula for singular vectors modulo U (ĝ − )w.1. In the proof we make use of the notation and lemmas provided in Appendix A. 
where d(n) is the same as in (2.19) , b 0 ∈ C\{0}, and
Proof. The definition of a singular vector guarantees thatn + .v 0 = 0. Sincen + is generated by the elements E 10 (0), E 01 (0), F 32 (1) ∈ĝ, we must have E 10 (0).v 0 = E 01 (0).v 0 = F 32 (1) .v 0 = 0.
Since E 10 (0) and E 01 (0) together generate n + , it follows from (3.1) that
for some constants C p,q,r ∈ C. Rewriting the equation F 32 (1) .v 0 = 0, we then have
Next, for each (p ′ , q ′ ) ∈ (Z ≥0 ) 2 , let us apply the projection π p ′ ,q ′ from Appendix A to both sides of the equation (3.6). By Lemma A.7, we obtain the equation
Rewriting (3.7) we thus have
Hence, for each (p ′ , q ′ ) ∈ (Z ≥0 ) 2 , we have
Substituting p = p ′ + 2 and q = q ′ in (3.8), we obtain the recurrence relation for the coefficients of v 0 .
Since wt(v 0 ) = kΛ 0 + nθ ∨ − nδ, it follows that wt(u p v q w r ) = nθ ∨ − nδ whenever C p,q,r = 0.
Notice also that v 0 ≡ p,q C p,q,0 u p v q , mod U (g − )w.1. As in the proof of Lemma 2.15, we see that there are d(n) distinct monomials of the form u p v q such that 2p + 3q = n. We may thus
for j = 0, . . . , d(n) − 1 .
Rewriting the recurrence relation (3.9) in terms of the coefficients b j , we obtain:
Since v 0 = 0 by the definition of a singular vector, we must have b 0 ∈ C\{0}. We may then obtain the desired formulas (3.4) and (3.5) for coefficients b j by using (3.11) recursively for j = 1, . . . , d(n) − 1. N (k, 0) ).
In what follows, we will identify N (k, 0) with U (ĝ − ) via the map φ from Section 1. Similarly, we identify A (N (k, 0) ) with U (g) using the map F , given in (3.2). As in [3] , we then have an induced map [·] : U (ĝ − ) → U (g). We compute:
We also have:
Since [w] = 0, we have the following from Proposition 3.3:
if n is even, and
if n is odd, where n = 3k + 7 as before and the coefficients b i are given in (3.4) and (3.5), respectively.
The following theorem is now a consequence of Proposition 1.6 of [3] and Theorem 3.12. vector v µ for µ ∈ h * . Then the following statements are equivalent:
(2) R(k) · V (µ) = 0,
Let r ∈ R(k) 0 . Then there exists a unique polynomial p r ∈ S(h), where S(h) is the symmetric algebra of h, such that
Set P(k) 0 = {p r | r ∈ R(k) 0 }. We thus have:
There is a bijective correspondence between
(1) the set of irreducible A(L(k, 0))-modules V (µ) from the category O, and
(2) the set of weights µ ∈ h * such that p(µ) = 0 for all p ∈ P(k) 0 .
In the next Lemma, we make use of the notation and results from Appendix B. In particular, recall the PBW gradation: 
respectively. Then we have:
(1) p 1 (H) = C 1 · H 10 (H 10 − 1) · · · (H 10 − n + 1)
(2) p 2 (H) ≡ C 2 · H 11 (H 11 − 1) · · · (H 11 − n + 1), mod n−1 j=0 S(h) j for some constants C 1 , C 2 ∈ C\{0}.
Proof. First notice from (3.13), (3.14) , and (3.15) that [v k ] is a sum of the form:
for some constants C p,q,r ∈ C, such that C n,0,0 = 0 and C p,q,r = 0 unless p + 2q + 3r = n.
From Remark B.5, we have
and
. Then from Lemma B.4 and the fact that π 0 : U (g) → S(h) is an algebra homomorphism, we have p 1 (H) = C n,0,0 H 10 · · · (H 10 − n + 1) (4.4) + (p,q,r) =(n,0,0) 1 ((n − p)!) 2 (H 10 − n + 1) · · · (H 10 − n + p) π 0 (E n−p 10 F n−p 31 ) L ([b] q [c] r ) and p 2 (H) = C n,0,0 H 11 · · · (H 11 − n + 1) (4.5) + (p,q,r) =(n,0,0)
Then by setting m = n − p in Lemma B.6, we notice that
in (4.4), whenever C p,q,r = 0 and (p, q, r) = (n, 0, 0). Again since π 0 is an algebra homomorphism, it follows that p 1 (H) = C n,0,0 H 10 · · · (H 10 − n + 1).
This proves the first part of the lemma since C n,0,0 = 0.
Similarly, using the definition of the PBW grading on S(h), we may again apply Lemma B.6
to see that in the case of p 2 (H) we have:
whenever C p,q,r = 0 and (p, q, r) = (n, 0, 0). Thus we see that p 2 (H) ≡ C n,0,0 · H 11 (H 11 − 1) · · · (H 11 − n + 1), mod
which completes the proof. Proof. Since p(H) = H 10 (H 10 − 1) · · · (H 10 − n + 1) ∈ P 0 , any weight µ such that p(µ) = 0 must satisfy µ 10 ∈ {0, 1, 2, . . . , n − 1}. By substituting any of these values for H 10 into the polynomial p 2 (H) we obtain a polynomial in a single variable, H 01 . From the second part of Lemma 4.3, it follows that the resulting polynomial of H 01 has degree n. Hence, it is nonzero and has only a finite number solutions. By Corollary 4.2, it follows then that the number of irreducible A (N (k, 0) )-modules is finite.
From the theory of Zhu's associative algebra, we then have the following. Appendix A.
In this appendix, we provide some lemmas which are necessary to prove Proposition 3.3. For the purpose of simplifying computations, it will be convenient to introduce the following subspace of N (k, 0). Define the C 2 -subspace of N (k, 0) to be
This coincides with the subspace introduced by Zhu in [18] .
It is not difficult to check that the C 2 -subspace satisfies the following properties.
The following lemma is also straightforward to verify.
. . , f t ∈ U (ĝ − ) and X(1) = X ⊗ t ∈ĝ, for some X ∈ g. Then (N (k, 0) ).
Next recall that we have the following equations.
Lemma A.5. [3] The following hold in U (ĝ):
The equations of Lemma A.5 may be used to verify the below equivalences in N (k, 0) modulo the C 2 -subspace.
Lemma A.6. The following congruence relations hold in N (k, 0), modulo C 2 (N (k, 0) ).
≡ {3E 32 (−1)F 01 (−1) + E 31 (−1)H 11 (−1) + 1 3 aE 10 (−1) + (K + 1)aE 10 (−1) + 6(K + 1)E 32 (−1)F 01 (−1)
Furthermore, (N (k, 0) ).
In the proof of Lemma 2.21, we defined for each y ∈ B P BW a projection π y : U (ĝ − ) → Cy, which sends y to itself and every other basis element to zero. Let us also denote by π y (·) the induced projection on N (k, 0). I.e., π y : N (k, 0) → Cy.1 is defined by:
π y (f.1) = π y (f ).1, for all f ∈ U (ĝ − ).
In the final lemma of this appendix, we will compute for certain basis elements y the value of π y (·) on the element F 32 (1).(u p v q w r .1) ∈ N (k, 0) for all p, q, r ∈ Z. Let us denote
We will then also write π p ′ ,q ′ = π y(p ′ ,q ′ ) for all p ′ , q ′ ∈ Z ≥0 .
Lemma A.7. For p ′ , q ′ ∈ Z ≥0 , let π p ′ ,q ′ : N (k, 0) → Cy(p ′ , q ′ ).1 be the projection defined as above. If p, q, r ∈ Z ≥0 and r > 0, then
On the other hand if p, q ∈ Z ≥0 , then N (k, 0) ), it follows from (A.1) that
, v], w .1 N (k, 0) ). Thus by Lemma A.4 it follows that (N (k, 0) ). N (k, 0) ), respectively.
Next, notice that only two of the formulas listed in the statement of Lemma A.6 contain either F 10 (−1) or F 11 (−1) as a factor of one of the terms appearing on the right-hand side of the congruence relation. In the formula for [F 32 (1), u], u .1, we find the terms
While in the formula for [F 32 (1) , v], v .1, we see the terms
And there are no other appearance of F 10 (−1) or F 11 (−1) in any of the formulas. We thus see from (A.8) and (A.9) that (A.12) π p ′ ,q ′ F 32 (1).(u p v q w r .1) ≡ 0, mod C 2 (N (k, 0) ), whenever r ≥ 1. Similary in the case r = 0, we may use (A.10) along with Lemma A.6 to verify (A.13)
if p = p ′ + 2 and q = q ′ 6 q 2 (−1) p+q−1 3 q−2 y(p + 1, q − 2).1 if p = p ′ − 1 and q = q ′ + 2 0 otherwise, mod C 2 (N (k, 0) , respectively. Now since the map π p ′ ,q ′ is a projection onto a one-dimensional subspace of N (k, 0), which is spanned by y(p ′ , q ′ ).1 and does not vanish modulo the C 2 -subspace, it follows that the congruence relations in (A.12) and (A.13) may both be replaced by equality in N (k, 0). This completes the proof.
Appendix B.
We provide here some results which are used in the proof of Section 4. Let us begin by recalling some lemmas contained in the previous paper.
Lemma B.1. [3, 16] Let X ∈ g and let Y 1 , . . . , Y m ∈ U (g). Then
(3) For Y ∈ U (g) and n > r > 0, we have
The following identities hold in U (g). First we have: Let us briefly introduce some notation which will help to simplify the statement of the final lemma. Recall the PBW grading on S(h) (see e.g. [4] ):
where S(h) 0 = C1, S(h) 1 = h, and S(h) n+1 = h S(h) n for n ∈ Z ≥1 . Given f ∈ S(h), we write deg f = n, if f ∈ ⊕ n j=0 S(h) j but f / ∈ ⊕ n−1 j=0 S(h) j . Let π 0 : g = n − ⊕ h ⊕ n + → h be the projection which acts as identity on h and sends n ± to zero. Also denote by π 0 the corresponding induced homomorphism π 0 : U (g) → S(h).
Remark B.5. Suppose f ∈ U (g) and wt(f ) = 0, where wt(·) denotes weight of a homogeneous element with respect to the grading by the root lattice Q. Then π 0 (f ) is the unique polynomial in S(h) which is congruent to f modulo U (g)n + .
We now give the final lemma of the appendix.
Lemma B.6. Suppose m ∈ Z ≥1 , q, r ∈ Z ≥0 , and m = 2q + 3r. Then the following hold in S(h): To prove the second equation, we first have (F 3 32 ) L [b] = (F 4 32 ) L [c] = 0, by Lemma B.3 as before. We then also have
by Lemma B.1. Before proceeding further with this case, we will need an additional fact.
Suppose m ′ ∈ Z ≥1 ; m ′ ≤ m; and X 1 , . . . , X m ′ ∈ U (g) are basis elements from (2.1) such that (B.7) wt(E m 11 X 1 · · · X m ′ ) = 0, with respect to the root lattice Q. Then it is not difficult to see that deg π 0 (E m 11 ) L (X 1 · · · X m ′ ) ≤ m, and equality holds if and only if m ′ = m and X 1 = · · · = X m = F 11 .
From the preceding paragraph, it is then sufficient to show the product (B.8)
r can be written as a linear combination of terms X 1 · · · X m ′ = F m 11 , where X 1 , . . . , X m ′ satisfy condition (B.7). From Lemma B.3 we have (B.9) 
