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Abstract
In this paper, it is shown that on the CREW model we can test whether a given permutation of
1, . . . , n is separable in O(log n) time with n processors. If d is the depth of the optimal (minimum)
depth separating tree of a separable permutation, then a separating tree of depth (d) can be con-
structed on the CREW model in O(log n) time with O(n2) cost or alternatively in O(d log n) time
with O(nd) cost. We can test whether the given separable permutation P of 1, . . . , k has a match in a
permutation T of 1, . . . , n (nk) in O(d log n) time with O(kn4) cost (the same as that of the serial
algorithm). We can also ﬁnd the number of matches of P in T in O(d log n) time with O(kn6) cost
(the same as that of the serial algorithm). Both algorithms are for the CREW model. We also discuss
how the space complexity of the existing serial algorithms for the decision problem can be reduced
from O(kn3) to O(n3 log k) and of the counting version from O(kn4) to O(n4 log k).
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
In the pattern matching problem for permutations we are given a permutation
T=(t1, t2, . . ., tn) of 1, . . ., n,whichwecall the text, and apermutationP=(p1, p2, . . ., pk)
of 1, . . . , k, kn, which we call the pattern. We wish to know whether there is a length k
subsequence of T, say T ′ = (ti1 , ti2 , . . . , tik ), with i1< i2< · · ·< ik , such that the elements
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of T ′ are ordered according to the permutation P, i.e., tir < tis iff pr <ps . This problem
was proposed by Herb Wilf [9,14].
If T does contain such a subsequence, we will say that T contains P, or that Pmatches into
T. For example, ifP is (1, 2, . . . , k), thenwe have to ﬁnd an increasing subsequence of length
k in T. The general problem is known to be NP-complete [9]. There are polynomial time
algorithms for the decision and the corresponding counting problem when P is separable,
i.e., contains neither the sub-pattern (3, 1, 4, 2) nor its reverse, the sub-pattern (2, 4, 1, 3)
[9,14].
The number of matches of P into T can be counted in O(kn6) time using O(kn4) space
[9], given that P is separable. The subproblems at an internal node can be solved from the
subproblems for its children. Ibarra [14] discusses the decision problem and shows that
it can be solved in O(kn4) time and O(kn3) space. In this paper we show that both these
algorithms can be parallelized to run in O(d log n) time on CREW model with same cost
as that of the serial algorithms; here d is the depth of an optimal separating tree for P.
Separable permutations can be viewed as permutations sortable in a particular way. This
is somewhat analogous to the characterization by Knuth [16] that permutations without
the pattern (2, 3, 1) are exactly the permutations sortable using one stack. Separable per-
mutations are exactly the permutations that can be sorted in the following way. Imagine
a straight segment of railway track, with the elements of the permutation lined up on the
track, uncoupled, so that any element can be moved back and forth though without chang-
ing the relative ordering of the elements. Imagine a segment in the middle of the track
that can be rotated 180◦, thus reversing the order of the elements on the middle segment.
Using this device, we may move any consecutive subsequence of the elements onto the
middle of the section of the track and reverse their order. There is one restriction: a se-
quence of elements to be rotated on the middle section of the track must ﬁrst be coupled
together and must remain coupled forever afterwards. Separable permutations are exactly
the permutations that can be sorted using this method. An efﬁcient algorithm for sorting
this way is described below. This linear time algorithm [9] also provides a test if a per-
mutation P is separable. The algorithm is: use a stack S whose elements are subranges
l, l + 1, . . . , l + m of the range 1, . . . , k. In general, to add a range r to S, see if the top
element of S forms a larger range together with r, i.e., the union of the two sets of numbers
is a range. If so, pop the top element of S, form the combined range, and recursively add it
to S; and if not, then push the range r onto S. The algorithm proceeds by scanning through
P once, making each element of S into a singleton range and adding that range to S, as just
described. If, at the end of P the stack S contains a single range then the permutation is
separable, and otherwise it is not. P’s separating tree T can be easily recovered. We give an
O(log n) time parallel algorithmwith n processors to checkwhether the given permutation is
separable.
The above sequential algorithm has a disadvantage of generating a skew tree (not
generating the optimal “minimum depth” separating tree) which might be pathological
when we try to parallelize the algorithms. So in this paper we also describe a parallel algo-
rithm to ﬁnd a separating tree of a separable permutation P with depth of the same order as
that of the optimal separating tree. The tree can be constructed in O(log n) time with O(n2)
cost or alternatively in O(d log n) time with O(nd) cost where d is the depth of optimal
tree.
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Notation for separable permutations and separating trees and the parallel model of com-
putation used in this paper is discussed in Section 2; for a general introduction to parallel
algorithms, a good reference is the book by JáJá [15]. The problem of constructing an op-
timal separating tree is discussed in Section 3 and the problem of testing whether a given
permutation is separable is discussed in Section 4. Parallel solutions of the decision and the
counting versions of the pattern matching problem are discussed in Section 5.
In the rest of this section we discuss a tree traversal technique for efﬁcient use of space
in the sequential setting [1, pp. 561–565] for both the decision and the counting versions of
the sequential pattern matchings for permutations problem; a similar idea is also used in [3,
pp. 50–52]. Basically, assume that a node V is evaluated by recursively evaluating the left
and right children of V. The subtree having more leaves is evaluated ﬁrst. Assume without
loss of generality that the left subtree has more leaves. After evaluating the left subtree, we
can reuse the same space to evaluate the right subtree, thus the space required will be that of
evaluating the left subtree. If however both subtrees have same number of leaves, then we
require an extra slot for storing the intermediate result. Observe that in the computation, the
worst case occurs only when there are equal number of leaves on both sides; however in this
case, the depth of the tree (assuming recursively, that all descendants have same number of
leaves in both subtrees) will be O(log n).
As O(n3) space is required at every node in the algorithm for testing whether the given
separable permutation P of 1, . . . , k is present in permutation T of 1, . . . , n (nk), this
technique will reduce the space requirement to O(n3 log k) from O(kn3). Further in the
algorithm for counting the number of matches of P in T, the space required at every node
is O(n4); this technique will reduce the overall space used to O(n4 log k) from O(kn4).
2. Preliminaries
Recall that a pattern P is said to be separable if it contains neither the sub-pattern
(3, 1, 4, 2) nor the sub-pattern (2, 4, 1, 3). A separating tree for a permutation
P=(p1, p2, . . . , pk) of 1, . . . , k is a binary treeTwith leaves (p1, p2, . . . , pk) in that order,
such that for each node v, if the leaves of the subtree rooted at v arepi, pi+1, . . . , pi+j , then
the set of numbers {pi, pi+1, . . . , pi+j } is a subrange of the range 1, . . . , k, i.e., is of the
form {l, l+1, . . . , l+m}, for some l,mwith 1 lk, 0mk− l. This subrange is called
the range of the node v. If v is a node of the tree with left child vl and right child vr then
the above condition implies that either the range of vl just precedes the range of vr , or vice
versa. In the ﬁrst case v is called a positive node, and in the second case a negative node. For
brevity, we use v to mean both a node v and the sequence of leaves of the subtree rooted at v.
Lemma 1 (Bose et al. [9]). A pattern P = (p1, . . . , pk) is separable iff it has a separating
tree.
The separating tree need not be unique. For example, the permutation (4, 5, 3, 1, 2, 6)
has the two separating trees ((((4,5),3),(1,2)),6) and (((4,5),(3,(1,2))),6). Observe that every
node in a separating tree is of out degree 2 or 0. So if there are n leaves in a separating tree
then there will be n− 1 internal nodes thereby determining the number of nodes in the tree.
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Lemma 2. There exists a separable permutation such that the depth of its optimal sepa-
rating tree is(n).
Proof. Letnbe even.Consider the separating tree of the permutationP=(1, 3, 5, 7, . . . , n−
1, n, . . . , 8, 6, 4, 2) (see Fig. 1). Observe that the separating tree for this permutation is
unique and the depth of the tree is n− 1. For odd n a similar tree can be constructed. 
In this paper,we use the parallel randomaccessmachine (PRAM)model. In thismodel, all
processors execute the same instruction and communicate amongst themselves by reading
and writing into the shared memory. In concurrent read exclusive write (CREW) model,
processors can read from the samememory cell simultaneously, however the programs are so
written that they never attempt to write simultaneously in the same cell. In a concurrent read
concurrent write (CRCW) model, processors are allowed to write simultaneously into the
same cell. During concurrent write, in the tolerant CRCWmodel, the contents of the cell are
unchanged. In common CRCW model, the program is so written that all processors trying
to write concurrently in the same cell, always try to write the same value, and that value gets
written. In arbitrary CRCW model, some processor is guaranteed to succeed. On all these
CRCW models, including tolerant [13, p. 90], the logical OR of n bits can be computed in
O(1) time with n processors. The algorithms in this paper only use this property of CRCW
PRAMs; thus each CRCWmodel, as used in this paper, is basically the CREWmodel with
additional power to compute logical OR of n bits in O(1) time. The cost of an algorithm
(or number of operations used) is deﬁned to be the product of the number of processors
used and the time taken.A PRAMmodel is said to be self-simulating if an algorithm which
takes t time with p processors can also be implemented on that model in O(rt) time with
p/r processors; in other words, if instead of p, only p/r processors are used, the time will
increase by O(r). The CREW model and all CRCW models (except tolerant are) known to
be self-simulating; the tolerant CRCW model is not known to be self-simulating. Suppose
that an algorithm consists of k parts and that part i, for i = 1, . . . , k can be implemented in
time ti using qi operations. If the PRAM is known to be self-simulating, then the algorithm
can be implemented in O(
∑
ti ) time with O(
∑
qi) operations [8, p. 32] (i.e., time and
operation counts are simultaneously additive). This can be seen as follows: part i can be
implemented with qi/piti processors in O(tipi) time, for pi1, or in O(max{ti , qi/p})
time with p processors. Thus with p =∑ qi/∑ ti processors, the entire algorithm will
take
∑
O(max{ti , qi/p})=O(∑ ti )+O(∑ qi/p)=O(∑ ti )+ (1/p)∑(qi)=O(∑ ti )
time.We extensively use this accounting principle in analyzing algorithms; since the logical
OR of n bits can be computed in O(r) time with n/r processors, the accounting principle is
valid for all algorithms discussed in this paper (even for the tolerant CRCW model, which
as used in this paper is basically the CREWmodel with additional ability to compute “OR”
in O(1) time).
3. Construction of separating tree
We ﬁrst explain how to test whether a given array a[i..j ] which has distinct numbers
from the set {1..n} forms a subrange (i.e., no gaps).
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Fig. 1. Linear depth optimal separating tree.
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Step 1: Find the maximum and the minimum of the array a[i..j ]. These are range minima
and maxima queries [5]. Observe that all the elements of the array a[i..j ] are in the range
[1..n].
Step 2: Since there are no duplicates, if the difference between the maximum and the
minimum is equal to the difference between i and j then a[i..j ] forms a subrange of 1..n
otherwise not (pigeon hole principle [16]).
Range minima queries take O(1) time with a single processor after O(n) preprocessing
cost [4,5]. The time taken for preprocessing is O(log log log n) on the CRCW PRAM [4]
and O(log n) on the CREWPRAM [5]; n/ log log log n processors are used on the CRCW
PRAM and n/ log n processors on the CREW model. Thus, in the above procedure, after
preprocessing, both Step 1 and Step 2 take O(1) time with a single processor.
We next describe a linear processor simple algorithm to test if a permutation P =
(p1, . . . , pn) is separable and construct a separating tree if one exists. Let the input permu-
tation be P = (pi, . . . , pj ).
Step 1: For each k(ikj), in parallel check if (pi, . . . , pk) forms one subrange and
(pk+1, . . . , pj ) forms another subrange of 1..n.
Step 2(a): If there is no k present for which we succeeded in Step 1 then stop. The
permutation is not separable.
Step 2(b): Else among the successful k’s take the one which is nearest to (i + j)/2 as a
split point S. Store the split point S along with the indices of the elements it split in a node.
This will ensure that the number of leaves on each side will be roughly equal.
Step 3: Now recursively ﬁnd the split points in children Sl and Sr in parallel of the
permutations (pi, . . . , pk) and (pk+1, . . . , pj ) and make Sl and Sr point to S.
Finding a k closest to (i+ j)/2 is either the closest k to the left of (i+ j)/2 or the closest
k to the right of (i+ j)/2.We look at these two values and see which is closer to (i+ j)/2.
This is in effect ﬁnding the ﬁrst one in a binary array which can be done in O(1) time on the
CRCW PRAM see e.g. [12,5, p. 348] where it is referred to as “the 1-colour minimization
problem”; the algorithm uses the fact that we can ﬁnd OR of n bits in O(1) time. First divide
the array into
√
n parts and ﬁnd OR of bits in each part. With (
√
n)2= n processors we can
identify the ﬁrst part which has a 1. Take this part (which has √n items), and again using
(
√
n)2 = n processors, identify the ﬁrst element with a one in that part.
The split points along with the elements they split give a separating tree. As discussed
above, after preprocessing, Step 1 takes O(1) time on a CRCW PRAM. Further Step 2
also takes O(1) time with linear number of processors. As the recursion depth is at most
d, the depth of the separating tree, we can construct a separating tree in parallel (after
preprocessing) with linear processors in time proportional to the depth of the separating
tree; thus the algorithm will take O(d) time with n processors (see Theorem 1, ﬁrst part).
However, on the CREWmodel, with n/ log n processors each step will take O(log n) time,
hence the total time taken on the CREWmodel will be O(d log n)with n/ log n processors
(see Theorem 1, second part).
In Step 2(b), what we are ensuring is that the number of leaves on either side of the
split point are as equal as possible. However, it is quite possible that one side may have a
subtree which is unique and completely skewed. Thus, the depth by this method may not be
minimal.Consider the following separable permutation. (1, 3, 5, 4, 2, 6, 7, 8, 9, 10, 11, 12),
in Step 2(b), we will get the ﬁrst split point between 6 and 7 and the separating tree as
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(((1, ((3, (5, 4)), 2)), 6), (((7, 8), 9), (10, (11, 12)))) whereas the tree with the ﬁrst split
point between 2 and 6 ((1, ((3, (5, 4)), 2))), (((6, 7), (8, 9)), (10, (11, 12)))will have depth
one less than the depth of our tree.
However, there are certain observations which we can make.
Observation 1. In case there are two possible split points S1 and S2, hence two subranges
say [l, r], [r + 1,m] and [l, s], [s+ 1,m] then if r < s then [l, r], [r + 1, s], [s+ 1,m] will
also be ranges and either S1 and S2 will be both positive or will be both negative. Moreover,
either
1. max[l, r]<min[r + 1, s] and max[r + 1, s]<min[s + 1,m], or,
2. min[l, r]>max[r + 1, s] and min[r + 1, s]>max[s + 1,m].
In fact, we can easily generalize to the following:
Observation 2. If [l, r] and [l, s] are both ranges, and if r < s and exactly one of the largest
or the smallest item in [l, s] is in [l, r] then [r + 1, s] is also a range.
And also,
Observation 3. If [l, r] and [l, s] are both ranges, and if r < s and if [r + 1, s] is not a
range, then [r + 1, t] is not a range for any ts.
We next show that the depth of the tree constructed by our algorithm is of the same order
as that of the optimal separating tree.
Lemma 3. If d is the depth of the optimal separating tree, the tree constructed by our
algorithm is of depth(d).
Proof. We will use induction. Let d be the depth of the optimal separating tree and let d ′
be the depth of the tree constructed by our algorithm.We will prove that d ′cd + c′ log n
for some constants c and c′; note that c1. As d =(log n), the Lemma will then follow.
All logarithms in the proof are to base 2.
Assume that the claim is true for all ranges smaller than n. For the basis the claim is
clearly true for n4. Let the split point in the optimal tree be k1. In case there are several
optimal trees, we choose that optimal tree for which the split point k1 is closest to the
mid-point. Assume, without loss of generality that k1 is to the left of the mid-point i.e.,
k1<n/2. Assume that the split point chosen by our algorithm is k2. First consider the case
when k2>n/2. Let k3 be the position of the largest split point on the same side as k1 (i.e.,
largest split point less than n/2). Clearly k1k3<k2. Observe that, there are no split points
between k3 and k2.
Letn1 be the number of items to the left of k1,n2 be the number of items between k1 and k2
and n3 be the number of items to the right of k2.Again, as our algorithm chooses k2, we know
that n1n3. Let d ′L and d ′R be the depths of TL the left and TR the right subtrees constructed
by our algorithm and let dL and dR be the corresponding depths of the subtrees constructed
by the optimal algorithm. Further, let d ′′L and d ′′R be the optimal depth of the left and right
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subtrees, if k2 is chosen as the split point. By induction hypothesis, we know that d ′Lcd ′′L+
c′ log(n1+n2)cd ′′L+c′ log n and d ′Rcd ′′R+c′ log n3cd ′′R+c′ log n.As the range for
our right subtree [k2, n] ⊂ [k1, n], the range for the right subtree of the optimal tree, d ′′RdR.
Now, d ′ =1+max{d ′L, d ′R}1+max{d ′L, cd ′′R+ c′ log n}1+max{d ′L, cdR+ c′ log n}.
If d ′Ld ′R, then d ′1 + cdR + c′ log nc(1 + dR) + c′ log nc(1 + max{dL, dR}) +
c′ log ncd + c′ log n and the proof will be complete. Hence, let us consider the case
when the depth of the tree constructed by our algorithm is determined by the depth of the
left subtree TL, and not by the depth of the right subtree TR; thus d ′ = 1+ d ′L. The number
of leaves in the left subtree TL will be n1 + n2.
Case 1: If n2<n3, then the number of nodes in the left subtree TL is at most 23 n, as in this
case n3 is larger than both n1 and n2 and n=n1+n2+n3. Thus, an increase of the depth by
one is “compensated” by the decrease in the number of leaves to be considered to two-thirds.
Less informally, d ′ = 1+ d ′L1+ cd ′′L + c′ log(n1 + n2)1+ cd ′′L + c′ log(2n/3)1+
cd + c′ log(2n/3)cd + c′ log n, for c′2. Thus, the proof is complete by induction.
Case 2: If n2n3, then as n3n1, n1 is the smallest. By Observation 1 [1 : k1], [k1+1 :
k3], [k3+1 : k2] and [k2+1 : n] are all ranges. In the left subtree TL, k3 is again a candidate
for split point. It can be easily seen that in the left subtree TL, there can be no split point to
the right of k3 (i.e., between k3 and k2). Our algorithm will either choose k3 as a split point
or a point between k1 and k3 (as n1n2). In case the depth of the tree is now determined by
the depth of TLR , the right subtree of TL, then it can be easily shown (by an argument similar
to the one before Case 1) that the depth of our tree will be at most 2+ cdR + c′ log n, and
the proof will be complete, with c2. Hence, consider the case when the depth of the tree is
determined by d ′LL , the depth of TLL , the left subtree of TL; the number of leaves in TLL , the
left subtree of TL will be at most n/2 (as k3 is to the left of the mid-point, k3<n/2). Here,
an increase in the depth by two is compensated by the decrease in the number of leaves to
be considered to half. Less informally, d ′ = 1 + d ′L = 2 + d ′LL2 + cd ′′LL + c′ log(n/2).
Here d ′′LL is the depth of optimal separating tree over the same range as TLL . Observe that
d ′′LLd. Thus, d
′2+ cd + c′ log(n/2)cd + c′ log n, as c′2. Thus, the proof is again
complete by induction.
In case k1 and k2 are both on the same side (say both are on the left) of the mid-point,
then the number of nodes in that (left) subtree will be at most n/2. Using the same notation
as before, by induction d ′Lcd ′′L + c′ log(n/2) = cd ′′L + c′ log n − c′cd + c′ log n −
c′cd+c′ log n−1.As again k2>k1, so d ′′RdR and hence, d ′Rcd ′′R+c′ log ncdR+
c′ log nc(d − 1)+ c′ log ncd + c′ log n− 1. Thus, d ′ = 1+max{d ′L, d ′R}1+ cd +
c′ log n− 1= cd + c′ log n and the proof is again complete by induction as before. 
We next describe a faster algorithm using O(n2) processors. First initialize the array
[1..n, 1..n] to zero. Then for each pair (i, j) check if (pi, . . . , pj ) is a range; if it is then
make array[i, j ] ← 1. Then by preﬁx sums we can easily get a sorted list of all ordered
pairs (i, j) which form a range. If array(i, k) and array(k + 1, j) are both 1 then if
array(i, j) is also 1 then make (i, k) the left child and (k + 1, j) the right child of (i, j).
Clearly this step can be implemented in O(1) time with O(n3) processors, we discuss the
implementation of this step with O(n2) processors later. If the separating tree is not unique,
the graph will not be a tree; i.e., a node may have more than one parent. Some of the nodes
may not have any parents (possibly). In a sequential setting we can delete all these nodes
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one by one (this may have cascading effect). Assuming that the permutation is separable a
separating tree is present in the directed acyclic graph.
In a parallel setting, each node picks up the pair of left and right child for which k is
most balanced. Each (i, j) searches for (i, k) in the sorted list of ordered pairs, where k
is the closest to (i + j)/2 among the elements in the positions between the smallest and
largest elements of [i, j ] (see Observation 2). Then make (i, k) the left child and (k+ 1, j)
the right child of (i, j); each left child points to its right sibling and conversely; edges are
directed from children to parent; but the parent also stores the pair of left child and right
child together with the corresponding value k. Nodes not picked up do not have parent
edges. As a result we are left with a collection of rooted trees. If we remove nodes from
which the root is no longer reachable we will be left with a separating tree. We can check
if the root is not reachable by pointer doubling. Actually in O(log n) time, we can also use
parallel tree contraction [15] and the algorithm will then take O(log n) time with cost linear
in number of nodes which is O(n2) (see Theorem 1, third part).
Recall that array(i, j) is 1, if and only if, (pi, . . . , pj ) is a range. If array(i, k) and
array(k + 1, j) are both 1 and if array(i, j) is also 1 then we are required to make (i, k)
the left child and (k + 1, j) the right child of (i, j). Let us now discuss implementation of
this step with O(n2) processors. Observe that if [l, r] and [l, s] are both ranges with s > r
then using Observation 2, we ﬁrst check if we can make [l, r] a left child and [r + 1, s] a
right child of [l, s] (this involves a single range minima and range maxima query and can
be carried out with a single processor in O(1) time after preprocessing); if we cannot, then
by Observation 3, [l, r] cannot be a left child of any node. The next “1” in the same row,
will help us getting the next sibling (these are in fact “is a preﬁx of” pointers). If we try to
look in the same column (upward) we get “is a sufﬁx of” pointers. In case, if for a node,
there are both pointers, then there is an ambiguity (or more than one tree is possible). And
we can take either of them say, the one in the same row. Here we have to ﬁnd all next (or
previous) positions of ones in a binary array i.e., create a chain or linked list of all indices
where the value is one. This can be easily computed by preﬁx maxima or even faster in
O((n)) time [17,7] with linear processors.
The complete implementation for this step is as follows. We ﬁrst make a copy of array
[1..n, 1..n] and call this copy lef t_child[1..n, 1..n]. First assign one processor to each
entry of array. If array(l, r) is one (i.e., (l, r) is a range), let s be the next one in row
l (we have linked list of all ones in each row), if (r + 1, s) is not a range, then make
lef t_child(l, r)= 0, otherwise make lef t_child(l, r)= r . From Observation 3, we know
that (l, r) cannot be a left child if (r + 1, s) is not a range. This is done independently,
in parallel, for each entry of array. Next assign n processors to each row of lef t_child ,
and in parallel, carry out the preﬁx maxima computation (for each row) and store the result
in the array pref ix_maxima_lef t_child. In an array A[1 : n], the preﬁx minimas are
B[i]=min{A[j ] : 1j i} and the sufﬁx minima are C[i]=min{A[j ] : ijn}. Preﬁx
(or sufﬁx) minima (or maxima) can be found in O(log n) time on the CREW model [15]
or in O(log log log n) time on a CRCW PRAM [4] with linear cost, in both cases. As a
result, if pref ix_maxima_lef t_child(l, i) = k, we know that (l, k) is a range and (l, j)
is not a range for k + 1j i. Finally, we assign one processor to each entry of array. If
array(i, j)= 1, then we ﬁnd k=pref ix_maxima_lef t_child(i, (j + i)/2) we also ﬁnd
the next one after k, say k′ in row i and choose k or k′ whichever is closer to (i + j)/2 (say
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k) and make (i, k) the left child and (k + 1, j) the right child of (i, j), assuming of course
that k = 0.
Summarizing the discussion together with that before Observation 1 and using Lemma
3, we have the following Theorem:
Theorem 1. If d is the depth of the optimal separating tree of a separable permutation then
a separating tree of depth(d) can be obtained in either:
1. O(d + log log log n) time on CRCW PRAM with O(nd) cost, or alternatively in
2. O(d log n) time with O(nd) cost on CREW model, or alternatively in
3. O(log n) time with O(n2) cost on CREW model.
Remark. If we allow the separating tree to have more than two children whenever there
are more than one possible values of k, then in this case from Observation 1 (with three
or more children—viz., all minimal subranges), the tree will be unique. If [l, m] is a range
at node v and for k1<k2< · · ·<kr , [l, ki] and [ki + 1,m] are also ranges, then we make
ranges [l, k1], [k1+1, k2], . . . , [ki+1, ki+1], . . . , [kr−1+1, kr ], [kr+1,m] all children of
[l, m] (in this order). From the second part of Observation 1 (all children are either positive
or negative) we can convert this tree into binary tree by arbitrarily grouping contiguous set
of children; if a node has r children, then we can merge the range for ﬁrst i (for any i1)
for the left child and merge the range of remaining r − i for the right child. We conjecture
that by carrying out “height balancing” operations (or rotations) as we move up level by
level (in parallel for all nodes at that level), the time taken will be O(d) and height will be
off by at most one (as in AVL trees).
4. Testing permutations for separability
In this section, we will describe parallel algorithms for testing whether a given permuta-
tion is separable.
WithO(n4)processors, for all length 4 subsequences ofPwecan check in parallelwhether
they match with (2, 4, 1, 3) or (3, 1, 4, 2). If there is any match then the permutation is not
separable else the permutation is separable. The time taken is clearly O(1). Here a CRCW
model is required as there may be concurrent writes if the permutation is not separable;
there will be no concurrent writes if the permutation is separable.
We next reduce the number of processors to O(n3). With O(n3) number of processors,
for all length 3 subsequences of P check in parallel whether they match with (2, 1, 3) or
(3, 1, 2). For each length 3 subsequence which matches with (2, 1, 3) or (3, 1, 2) ﬁnd the
largest element L, between the elements which match 1 and 2. Now check whether this
largest element L is larger than all the matched elements corresponding to 1, 2, 3. If so the
permutation is not separable. If no such L is found then P is separable.
Here also we are using range queries for each matching 3 tuple. Hence the time is
O(1) with a single processor after preprocessing. The time taken for preprocessing is
O(log log log n) on a CRCW PRAM [4] and O(log n) on the CREW PRAM; the cost
is O(n) in both the cases. On a CRCW PRAM the preprocessing time can be reduced to
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O(1) with O(n log3 n) = O(n2) processors [4]. As every length 3 subsequence is checked
in parallel, the number of processors used is O(n3).
The processors can be easily reduced to O(n2) but the time, by the direct approach,
will become O(log n). Assume that we are testing for 2, 4, 1, 3. Fix two items, say, the
items corresponding to 2 and 1. Find the range maxima between these items, the range
maxima will correspond to 4. Check if there is any item on the right of the item which is
ﬁxed as 1 whose value lies between the values of the items matching with 2 and 4. This
can be tested by rectangular or orthogonal range queries (counting version). If there is
any such item then the permutation is not separable. Else if there is no such item for all
ﬁxed combinations of 2 and 1 then the permutation is separable. The routine to test with
3, 1, 4, 2 is symmetric. Orthogonal range queries take O(log n) time (see e.g. [18, indirect
retrieval] and [11, Cor 2]); note that we are essentially using sequential algorithm (i.e., with
p = (1)). This concludes the description of the algorithm that runs in O(log n) time with
O(n2) processors on the CREW PRAM.
The orthogonal range query is the bottleneck in the procedure. However, in orthogonal
range query, here we have to search over the sufﬁx or the ﬁnal portion (or preﬁx, the initial
portion) of a permutation and for these special orthogonal range queries we can do better.
Assume that in the pattern, number p occurs in the ith place, then make INDEX[p]= i. Thus
the array INDEX will give the location where each number occurs. To answer orthogonal
range queries for sufﬁx (respectively, preﬁx) preprocess the array INDEX for the range
maxima (resp. minima) queries; preprocessing takes O(1) time with O(n log3 n) = O(n2)
processors [4, Lemma 2.4]. If the orthogonal range query is (p, q), then the range maxima
(resp. minima) over (p, q) in the array INDEX will give the location of the last (ﬁrst) item
between p and q. The time for the query is O(1) with a single processor. This concludes the
description of the algorithm that runs in O(1) time with O(n2) processors on the CRCW
PRAM.
Weﬁnally describe a divide and conquer algorithmwith linear processors.Assume thatwe
have divided the array into two parts (not necessarily of same size) and each part is separable.
If the entire array is non-separable then all four items cannot come from the same part or
group. Find the sufﬁxmaxima and the sufﬁxminima for the left group and also ﬁnd the preﬁx
minima and the preﬁx maxima for the right group. In an array A[1 : n], the preﬁx minimas
are B[i] = min{A[j ] : 1j i} and the sufﬁx minima are C[i] = min{A[j ] : ijn}.
Preﬁx (or sufﬁx) minima (or maxima) can be found in O(log n) time on the CREW model
[15] with linear cost. Also assume that we have a sorted list of the items in both groups.
A sorted list of items at each node can be obtained using Cole’s sort [10] in O(log n) time
with n processors on the CREW model.
Case 1: Three items are from the left group. Assume the items corresponding to 2, 4, 1
are in the left group and the item corresponding to 3 is in the right group.
Assume that we have ﬁxed the item corresponding to 2. Use binary search on the sufﬁx
minima array (of the left group) to ﬁnd the last item of the group which is smaller than
the item corresponding to 2. That item will correspond to 1.
Find the range maxima between items corresponding to 1 and 2. It will correspond
to 4.
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Check whether any item is present in the right subgroup between items corresponding
to 2 and 4; this can be done by binary search if the right group is sorted.
Thus for any item ﬁxed as 2 we can check whether the prohibited pattern is present in
O(log n) time with a single processor. We check for all the items in the left subgroup in
parallel.
Case 2: Two items are from the left group.Assume the items corresponding to 2, 4 are in
the left group and the items corresponding to 1, 3 are in the right group.
If the item corresponding to 3 is ﬁxed in the right group the item corresponding to 1
is the smallest item to its left; this can be obtained from the preﬁx minima of the right
group in O(1) time.
Do binary search in the sufﬁx maxima array of the left group to ﬁnd the last item in
the left subgroup larger than the item corresponding to 3; this is item 4.
See if there is any item between items corresponding to 1 and 3 on the left of the item
corresponding to 4 in the left subgroup.
The last step in Case 2 requires an orthogonal range query, but here we have to search
over the preﬁx or the initial portion. For these special orthogonal range queries where we
have to search over the preﬁx or the sufﬁx (the ﬁnal portion), we can do better.While sorting
the right or the left part during the preprocessing stage, we also “remember” the original
index or the position of the items. Next, again in the preprocessing stage, we create an array
of indices. Thus if A is the sorted array, and item A[i] was in jth position (before sorting)
then in INDEX, the array of indices, INDEX[i] = j . To answer orthogonal range queries
for sufﬁx (resp. preﬁx), we preprocess the array INDEX for range maxima (resp. minima)
queries. If the orthogonal query is (p, q), then we ﬁrst locate p and q in A, say the positions
are ip, iq such that A[ip − 1]<pA[ip] and A[iq ]q <A[iq + 1]. Now range maxima
(minima) over (ip, iq) on array INDEX will give the location of the last (ﬁrst) item in the
range (i.e., between p and q). Thus the time for query will be O(1) with a single processor
(after binary search).
Case 3: One item is from the left group.Assume the item corresponding to 2 is in the left
group and items corresponding to 4, 1, 3 are in the right group.
Assume that we have ﬁxed the item corresponding to 3 in the right group. Use binary
search on the preﬁx maxima array of the right group to ﬁnd the ﬁrst item of the group
which is larger than the item corresponding to 3. That item will correspond to 4.
Find the range minima between items corresponding to 4 and 3. It will correspond to 1.
Check whether any item is present in the left subgroup between items corresponding
to 1 and 3 (binary search if the left group is sorted).
Thus with linear number of processors on the CREW model, we can ﬁnd whether the
combination of two separable permutations is separable or not in O(log n) time. The com-
plete algorithm is as follows: divide the given permutation P into two halves, recursively
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(in parallel) check each half for a non-separable permutation. If not found, see if the com-
bination is separable or not. If T (n) is the parallel time with linear number of processors
the recurrence relation is: T (n) = T (n/2) + log n. The solution of which is O(log2 n).
Thus with linear number of processors we can check in O(log2 n) time whether the given
permutation is separable or not.
Lemma 4. Given a permutation, we can test whether it is separable with the following
(time, processor) trade-offs:
(1, n2), (log n, n2), (log2 n, n).
The ﬁrst trade-off is for a CRCW PRAM and last two are for the CREW PRAM.
Actually, we can reduce the time to O(log n) with n log n processors. Basically, we
construct a binary tree over n leaves; at each level we assume that the permutation at leaves
of both children are separable and check whether the combination is separable using the
O(log n) time CREWalgorithm.As at each level there are n items, the number of processors
used is O(n log n). In case the permutation is not separable, we set a local “ﬂag”, and ﬁnally,
take logical OR of these local ﬂags, hence, concurrent writes are not required. Thus we have
the following:
Corollary 1. Given a permutation, we can test whether it is separable in O(log n) with
n log n processors on a CREW PRAM.
We show in Corollary 2 below that after preprocessing, the computation time can be
reduced to O(1) with n processors for each level of the binary tree and n log n processors
in all; we then reduce the number of processors to n by performing the computation for each
level in sequence, which increases the time to O(log n). This algorithm runs in O(log n)
time with n processors on the CREW PRAM.
Corollary 2. Given a permutation, we can test whether it is separable in O(log n) with n
processors on a CREW PRAM.
Proof. We assume, as part of preprocessing, that all sets have been preprocessed for range
maxima and minima queries [5] and preﬁx and sufﬁx maximas and minimas have been
determined [15]; this will take O(log n) time with n processors, or with a processor-time
product of O(n log n).We also assume that we have a sorted list of items for both sets as for
Corollary 1; this takes O(log n) time with n processors on the CREWmodel [10]; this also
results in processor-time product of O(n log n). By merging as part of preprocessing, we
can avoid doing binary search as follows [2, Lemma 2.1, p. 217], if we have to search (ﬁnd
the correct position for) each item of the sorted array A in the sorted array B and we have
the array resulting from merging A and B, then if A[i] is in the kth position in the merged
array, then B[k − i]<A[i]<B[k − i + 1].
As merge of two sorted arrays, each havingm items, can be easily done on CREWmodel
in O(log m) time withm/ log m processors [15], or with a processor-time product of O(m)
results of all merges can be precomputed in O(log n) time, with a processor-time product
356 V. Yugandhar, S. Saxena / Discrete Applied Mathematics 146 (2005) 343–364
of O(n log n) (as there are n items at each level, processor-time product at each level is
O(n)).
Thus, the entire preprocessing takes O(log n) time with a processor-time product of
O(n log n) on the CREWmodel. Using the accounting principle, the time will be O(log n)
with n processors on a CREW PRAM.
Now, let us consider one case (say Case 1) of the algorithm in detail (the other cases are
similar):
Case 1: Three items are from the left group. Let us assume that as part of preprocessing
we have the result of merging the sorted left group and the sufﬁx minima of the left group
[6]. Each item (say x) in turn is ﬁxed as 2, and we are required to locate x in the sufﬁx
minima array; this can be done for each x by a single processor in O(1) time and will give
the item corresponding to 1. Again we know the merge of the left and the right group. As
a result, we can ﬁnd the item in the right group just larger than x; this will correspond to
the item corresponding to 3. By a range maxima query (as before) we can locate the largest
item between items corresponding to 1 and 2 and compare this with the item corresponding
to 3.
Let us ﬁnally look at the “orthogonal range query” of Case 2. Array “INDEX” is created
as before. Now if ip and iq can be determined, then the ﬁnal answer can be obtained by a
range maxima (or range minima) query, as before. But as we know the merge of the left
and right sets, ip and iq will just be the positions of items corresponding to 1 and 3 in the
left group. 
Summarizing results of this section, we have
Theorem 2. Given a permutation, we can test whether it is separable with the following
(time, processor) trade-offs:
(1, n2), (log n, n).
The ﬁrst trade-off is for a CRCW PRAM and the second for the CREW PRAM.
5. Parallel algorithms for pattern matching problems
The input is a text permutation T = (t1, . . . , tn), a separable pattern permutation
P = (p1 . . . , pk) and a separating tree for P. We will give two parallel algorithms to test
whether P matches into T. For the ﬁrst algorithm for every node v of the tree we deﬁne the
values L(v, i, j, x) and H(v, j, k, x) for all 1 ijkn, 1xn, as follows [14].
L(v, i, j, x) = max{{0} ∪ {y | there is a match M of v into (ti , . . . , tj ) such that M’s
smallest element is y and M’s largest element is less than or equal to x.}}.
L(v, i, j, x)> 0 if and only if there is a match of v into (ti , . . . , tj ) such that the match’s
elements are at most x and furthermore, L(v, i, j, x) is the maximin match element over all
such matches [14]. L(v, i, j, x) cannot decrease if we decrease i or increase j or increase x
[14].
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H(v, j, k, x)=min{{n+ 1} ∪ {y | there is a match M of v into (tj , . . . , tk) such that
M’s largest element is y and M’s smallest element is greater than or equal to x.}}.
Thus, H(v, j, k, x) is less than n+ 1 if and only if there is a match of v into (tj , . . . , tk)
such that the match’s elements are at least x, and furthermore,H(v, j, k, x) is the minimax
match element over all such matches [14].H(v, j, k, x) cannot increase if we increase k or
decrease j or decrease x [14].
We now show how to compute a node’s L and H values in parallel in O(log n) time
per node with O(n4) cost. We give pseudo-code for computing the L values only since the
routine for computing the H value will be symmetric. All L values are initialized to 0. For
any leaf leaf and any x, ij , we haveL(leaf , i, j, x)=maxi l j {tl | tlx} [14]; observe
that the value is same for all leaves. Thus we can clearly compute the L values for a leaf in
O(log log log n) time on CRCW model or in O(log n) time on CREW model with O(n4)
cost [4,15]. Alternatively, if we use n processors to ﬁnd each maximum, then we can use
the fact that the numbers are between 0 and n + 1, each maximum can be found in O(1)
time on CRCW PRAM; this involves ﬁnding the position of the “last” one in a binary array
(see Section 3); the array is ﬁrst initialized to zero, and if tlx, then make the tl th entry of
the array as one, and ﬁnd the position of last one.
Let v be a positive node with left child vl and right child vr . Observe that, if there is a
match at node v having left child vl and right child vr , then L(vl, 1, j − 1, x − 1)> 0 and
H(vr, j, n, x)<n + 1 for some j and x [14]. Conversely if  = L(vl, l, j − 1, x − 1)> 0
and  = H(vr, j, r, x)<n + 1 then there is a match for v. Moreover, all text elements
matching with the left child vl (right of l− 1) are between  and x− 1 and all text elements
matching with the right child vr (left of r + 1) are between x and . And all text elements
matching with v (right of l − 1 and left of r + 1) are between  and . Thus,  is a “valid”
value for L(v, l, r,) and  is a “valid” value for H(v, l, r, ). In fact, L(v, l, r,) will be
the largest such . We rewrite that algorithm of Ibarra [14], which essentially computes L
values serially as follows (this is slightly different from that given in [14], but can clearly
be seen to be equivalent):
for j = 2 to n do
for x = 2 to n do
for i = 1 to j − 1 do
for k = j to n do
{
k =H(vr, j, k, x)
if k < n+ 1 then
L(v, i, k,k)=max{L(v, i, k,k), L(vl, i, j − 1, x − 1)}
}
for i = 1 to n do
for k = i to n do
for x = 1 to n do
L(v, i, k, x)=max1yx{L(v, i, k, y)}
The ﬁrst set of for-loops basically compute L(v, i, k,H(vr , j, k, x))=max{L(vl, i, j −
1, x − 1)}. We ﬁrst discuss how we can do this computation in parallel. First recall that
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L(vl, i, j − 1, x − 1) andH(vr, j, k, x) are both non-decreasing, if we increase either x or
j. Thus, to get the largest L(vl, i, j − 1, x − 1), for a given value of j, it is sufﬁcient to look
at that value of j =H(vr, j, k, x) for which x is the largest; in other words if x′<x and if
j =H(vr, j, k, x)=H(vr, j, k, x′), then we know thatL(vl, i, j−1, x−1)L(vl, i, j−
1, x′−1). Thus, ifwe use priority-CRCWmodel (assuming that higher numbered processors
have higher priorities) then we can compute the L-values by a simple concurrent write (with
priority write rule): L(v, i, j,H(vr , k, j, x))= L(vl, i, k − 1, x − 1). We next discuss the
implementation on the CREW model. In order to ﬁnd the maximum value of L(v, i, j,)
without concurrent writes, we use the temporary variable Tmp(v, i, j,, k) to save each
value L(vl, i, k − 1, x − 1) such that  = H(vr, k, j, x). Then we take the maximum of
Tmp over all k and x. The following routine computes the L values for v from the L and H
values for vl and vr .
Initialize Tmp(v, ∗, ∗, ∗, ∗) ←− 0
for i = 1 to n pardo
for j = 1 to n pardo
{
for k = 2 to n pardo
for x = 2 to n pardo
If H(vr, k, j, x + 1)>H(vr , k, j, x) then
{
=H(vr, k, j, x)
if (<n+ 1) then Tmp(v, i, j,, k)= L(vl, i, k − 1, x − 1)
}
for x = 1 to n pardo
L(v, i, j, x)=max{Tmp(v, i, j, x, k) | i + 1kj} ∪ {0}
}
for i = 1 to n pardo
for j = 1 to n pardo
for x = 1 to n pardo
{
L(v, i, j, x)=max1kx{L(v, i, j, k)}
}
Once all L andH values are computed, there is amatch ofP intoT iffL(Root, 1, n, n)> 0
iff H(Root, 1, n, 1)<n+ 1 [14].
There are no concurrent writes because if there exist x′<x such thatL(vl, i, k−1, x′−1)
andL(vl, i, k−1, x−1) are both written into Tmp(v, i, j,, k), then =H(vr, k, j, x′)=
H(vr, k, j, x). But for all x′<x′′<x,H(vr, k, j, x′′)=H(vr, k, j, x), as x′<x′ + 1x,
this contradicts the condition H(vr, k, j, x′ + 1)>H(vr , k, j, x′) tested before the write.
We prove that everyL(v, i, j,) is computed correctly by showing that if the serial algo-
rithm sets the ﬁnal value ofL(v, i, j,) to be p (using theL andH values at vl and vr ), then in
theparallel algorithm, the result of the twomaximumcomputations is againp (using the same
set of values at vl and vr ). If the serial algorithm setsL(v, i, j,)=p, then from the second
maximum computation, there is a y such that p=L(v, i, j, y)=max1x′ L(v, i, j, x′).
As the value L(v, i, j, y) = p is set in the ﬁrst maximum computation, there exists k∗, x∗
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such that y=H(vr, k∗, j, x∗)<n+1 and p=L(vl, i, k∗−1, x∗−1)=maxk,x{L(vl, i, k−
1, x − 1)|H(vr, k, j, x)<n+ 1}. Let us now look at the parallel algorithm.
Case 1: If n + 1H(vr, k∗, j, x∗ + 1)>H(vr , k∗, j, x∗), then the parallel algorithm
sets Tmp(v, i, j, y, k∗)= L(vl, i, k∗ − 1, x∗ − 1)= p.
Case 2: If n+1>H(vr, k∗, j, x∗ +1)=H(vr, k∗, j, x∗), then there is a number l, l1,
such that n+ 1H(vr, k∗, j, x∗ + l+ 1)>H(vr , k∗, j, x∗ + l)= · · · =H(vr, k∗, j, x∗ +
1)=H(vr, k∗, j, x∗)=p, and then the algorithmwill set Tmp(v, i, j, y, k∗)=L(vl, i, k∗−
1, x∗ + l − 1)L(vl, i, k∗ − 1, x∗ − 1)= p.
In either case, the parallel maximum computation will set L(v, i, j, y) = maxi+1k j
T mp(v, i, j, y, k)p. On the other hand if the parallel algorithm sets L(v, i, j, y) =
p′>p, then there is a k′, i + 1k′j such that p′ = Tmp(v, i, j, y, k′). Hence, n +
1H(vr, k′, j, x + 1)> y =H(vr, k′, j, x), contradicting p=maxk,x{L(vl, i, k− 1, x −
1)|H(vr, k, j, x)<n+ 1}. The parallel algorithm also sets L(v, i, j, y)=p. Finally, since
p =max1x′ L(v, i, j, x′), L(v, i, j,) will also get the value p in the parallel case.
Clearly the number of processors required is O(n4) and everything can be done in O(1)
time but for ﬁnding the maximum which can be done in O(log n) time using n/ log n
processors on CREW PRAM or O(log log log n) time with linear cost on CRCW model
[4]; in fact if we use n processors to ﬁnd each maximum, then using the fact the numbers
are between 0 and n+ 1, the maximum can be found in O(1) time on CRCW PRAM (see
discussion for computation of values at leaves). Thus, the cost for computation at each node
is O(n4).
Let k be the size of the pattern P (which is of same order as the number of nodes in
the separating tree) and let d be the depth of the separating tree. As computation at each
node takes O(1) time with O(n4) processors on a CRCW model and O(log n) time with
O(n4/ log n) processors on the CREWmodel, if we use n4/ri (respectively n4/(ri log n))
processors on a CRCW (resp. CREW) model, for all nodes at depth i, the time at that node
will increase to O(ri) (resp. O(ri log n)) for that node, provided ri1. For general values
of ri , the time will be O(max{1, ri}) (resp. O(max{log n, ri log n})). As we go up level by
level, bottom up, the total time by the entire algorithm will be
∑
i O(max{1, ri})
∑
O(1)+∑
O(ri)=O(d+∑ ri) on a CRCWmodel; the timewill be∑i O(max{log n, ri log n})=
O(d log n+ log n∑ ri) on the CREW model.
We will be using the same number of processors at all levels; thus as the tree is processed
level by level, bottom up, the processors of the previous level can be “reused”. If there
are ki nodes at depth i, in the separating tree, then we choose ri = dki/k. Thus the total
number of processors used at level i on a CRCW model (respectively CREW model) is
ki(n
4/ri)= kn4/d (resp. kn4/(d log n)). As∑i ri = (d/k)
∑
i ki = (d/k)O(k)=O(d), if
k is the size of the pattern P and d is the depth of the separating tree of the given pattern P,
then the total time on the CREW model will be O(d log n) and on the CRCW model the
total time will be O(d). In other words, we use O(n4k/d log n) processors on the CREW
model or O(n4k/d) processors on a CRCW model. Hence, we have the theorem.
Theorem 3. If d is the depth of the optimal separating tree of a permutation P of 1, . . . , k,
then we can test whether the permutation P matches into a permutation T of 1, . . . , n in
either O(d) time with O(kn4/d) processors on a CRCW PRAM or in O(d log n) time with
O(kn4/d log n) processors on the CREW PRAM.
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We next describe the other parallel algorithm for the decision version of the pattern
matching problem. Recall that the input is a text permutation T = (t1, . . . , tn), a separable
pattern permutation P = (p1, . . . , pk) and a separating tree for P.
For 1 ijn and 1 min  max n, let i and j be the start and end indices of a
particular match of v in T; let min be the minimum of all elements of the match and max the
maximum of all elements of the match. Then a 4-tuple (i, j,min,max) is associated with
this particular match of node v of T.
In node v, if tuples (i, j,min,max) and (i − , j,min−,max) are both present, then
if there is no match of parent(v) where the match of v uses the ﬁrst tuple, then there is no
match of parent(v) where the match of v uses the second tuple; we say that the ﬁrst tuple
dominates the second tuple and the second tuple can be discarded; note that either  or 
may be 0. Similarly if tuples (i, j,min,max) and (i, j + ,min,max+) are both present
then the tuple (i, j+,min,max+) can be discarded, and we again say that the ﬁrst tuple
dominates the second.
To summarize, if , ′,,′0, then the 4-tuple (i, j,min,max) dominates (i − 
, j + ′,min−,max+′); here any of , ′,,′ can be zero (in fact, all but one can be
zero).
For leaf nodes of the tree the computation of the 4-tuples is straightforward. Let e be
the element in the leaf node. For all 1 in associate 4-tuples (i, i, ti , ti ) if ti is greater
than or equal to e (values for ti < e cannot contribute to a ﬁnal match of P into T). Assume
inductively that 4-tuples have been computed at left child vl and right child vr of an internal
node v, and dominated tuples have been discarded.We then compute 4-tuples at v as follows.
Consider 4-tuple (il, jl,minl ,maxl ) for vl and 4-tuple (ir , jr ,minr ,maxr ) for vr .
Case 1: Assume that v is a positive node. There exists a match of v in T iff both vl and
vr match in T without any conﬂict; i.e., iff (jl < ir and maxl <minr ). For v the resultant
4-tuple is given by (il, jr ,minl ,maxr ). Thus to check whether two tuples at vl and vr can
be combined, for vl only indices (jl,maxl ) are relevant (for ﬁxed il and minl) and for vr
only (ir ,minr ) are relevant (for ﬁxed jr and maxr ). By the criteria used for discarding the
tuples, for any given (il,minl ) pair, if ordered pairs (jl,maxl ) are sorted on jl they will
be reverse sorted on maxl and there can be only O(n) such distinct ordered pairs (for any
ﬁxed pair (il,minl )). Similarly for vr , for any pair (jr ,maxr ), if ordered pairs (ir ,minr ) are
sorted on ir they will be reverse sorted on minr . Again by the criteria used for discarding
there can be only O(n) such distinct ordered pairs (for this particular pair (jr ,maxr )). Now
the conditions jl < ir and maxl <minr are equivalent to saying that the point (ir ,minr ) 2-
dominates (jl,maxl ). Using reporting version of 2-dominating queries (we comment on this
step later) we can get all 4-tuples which are dominated by (ir ,minr ) and compose (il,minl )
of each of them with (jr ,maxr ) in O(1) time to get the 4-tuple (il, jr ,minl ,maxr ).
Case 2: Assume that v is a negative node. There exists a match of v in T iff both vl and vr
match in T without any conﬂict; i.e., iff (jl < ir and maxr <minl ). Now for v the resultant
4-tuple is given by (il, jr ,minr ,maxl ). Thus to check whether we can combine tuples at
vl and vr , for vl only indices (jl,minl ) are relevant (for ﬁxed pair (il,maxl )) and for vr
only (ir ,maxr ) are relevant (for ﬁxed (jr ,minr )). By the criteria used for discarding the
tuples, if ordered pairs (jl,minl ) are sorted on jl they will be reverse sorted on minl and
there can be only O(n) such distinct ordered pairs (for ﬁxed (il,maxl )). Similarly for vr if
(ir ,maxr ) is sorted on ir theywill be reverse sorted onmaxr and again by the criteria used for
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discarding there can be only O(n) such distinct ordered pairs (for any pair (jr ,minr )). Now
the conditions jl < ir and maxr <minl are equivalent to saying that the point (ir ,−maxr )
2-dominates (jl,−minl ). Using reporting version of 2-dominating queries we can get all
4-tuples which are dominated by (ir ,−maxr ) and compose (il,maxl ) of each of them with
(jr ,minr ) in O(1) time to get (il, jr ,minr ,maxl ).
Finallywediscard dominated 4-tuples and as a result onlyO(n3) 4-tupleswill be left.Note
that reporting version of 2-domination problem is being used to only ﬁnd the 4-tuples which
are to be composed. For the reporting version of the 2-domination problem, Tamassia and
Vitter have shown the following theorem (they call it direct retrieval version, which marks
the items to be reported):
Theorem 4 (Tamassia and Vitter [18]). There exists O(n log n) space data structure for
orthogonal range search problem that can be constructed in time O(log n) on an EREW
PRAM with n processors such that cooperative retrieval can be done with the following
time bounds, where k is the number of items reported:
O(log n/ log p + log log n + k/p) for direct retrieval on a CREW PRAM with p pro-
cessors.
Thus, the algorithm of Tamassia and Vitter [18] takes O(log n) preprocessing time with
n processors and O(log n/ log k + log log n) query time with k processors where k is the
output size.
There are O(n3) 4-tuples in vl and as for all (or a constant fraction) of these (say)
(jl,maxl ) may be 2-dominated by a particular (ir ,minr ). Moreover, for a particular 4-
tuple (il, jl,minl ,maxl ), (jl,maxl ) may be 2-dominated by several ordered pairs. Thus,
the output size for each ordered pair may be O(n3).
We can actually do better. Let us assume we have two 4-tuples (i, j,min,max) and
(i′, j,min′,max′). Ifmax and max′ are the same then either i < i′ and min>min′ or i > i′
and min<min′ else one of them will be discarded. Thus for a given (j,max) pair there
can be only O(n) distinct non-dominated 4-tuples. Recall that 4-tuple (i, j,min,max′)
dominates (i − , j + ′,min−,max′ + ′), or for j = j ′ (i′, j,min′,max′) dominates
(i, j,min,max) ≡ (i′ − , j,min′ − ,max′ + ′). Further if max′<max (i.e., ′> 0)
then the ﬁrst tuple will dominate the second unless either  or  is negative, i.e., unless
either i′< i or min′<min otherwise we could have discarded one of them. Observe that if
point (j,max) is 2-dominated, then point (j,max′) will also be 2-dominated. We assume
that all 4-tuples are ﬁrst sorted on j and then on max.
We are interested in tuples which are 2-dominated by (ir ,minr ). For any j < ir , as 4-
tuples are sorted on jl , all 4-tuples with this jl = j are together. As these are then sorted
on max, for a particular max O(n) 4-tuples for the pair (j,max) will be together. If j < ir
and max<minr then these O(n) tuples will be 2-dominated by (ir ,minr ). If max′<max
then O(n) tuples for the pair (j,max′) will also be 2-dominated by (ir ,minr ). Similarly, if
j ′<j then O(n) tuples for the pair (j ′,max) will also be 2-dominated by (ir ,minr ). Thus
O(n) tuples for the pair (j ′,max) and O(n) tuples for the pair (j,max′) are also relevant for
(j,max); however some of these tuples may be dominated by tuples for (j,max). We can
easily identify the tuples which are dominated by merging the corresponding sets of O(n)
tuples; note that while checking for domination the j-values and max-values are not relevant
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and are ignored, only the i-values and min-values are relevant. Clearly if these pairs are
sorted on i-value, they will be reverse sorted on min-value (we are considering only smaller
j and smaller max, i.e., only j ′ and max′ if j ′j and max′ max).
Less informally, we proceed as follows. For each different max-value (say m), inde-
pendently and in parallel, we construct the set of 4-tuples for each j-value. Let us call
the set of tuples for pair (j,m) as T (j,m). We use the preﬁx-sums algorithm to get the
“sums” S(1,m)=T (1,m), S(2,m)=T (1,m)⊕T (2,m), S(3,m)=T (1,m)⊕T (2,m)⊕
T (3,m), . . . , S(n,m) = T (1,m) ⊕ T (2,m) ⊕ · · · T (n,m). Here the “sum” ⊕ is integer
merge followed by removal of dominated tuples. Clearly, the time taken will be O(log n)
times the time for integer merge. All dominated tuples can be easily identiﬁed in O(1)
time, after the merge; we will see later that the dominated tuples need not be actually re-
moved. The number of processors used will be O(n/ log n) times the number of processors
used for the composition ⊕. As there are O(n) items involved in each merge, each merge
can be implemented in either O(1) time with O(n log n) processors [6] or alternatively in
O(log log log n) time with O(n/ log log log n) processors on the CREWmodel [6]. Then
the total time will be either O(log n) with O(n2) processors or O(log n log log log n) with
O(n2/ log n log log log n) processors on the CREW model, for this particular max-value
(m). As there are O(n) possible max values, the total time will be either O(log n) with
O(n3) processors or O(log n log log log n) with O(n3/ log n log log log n) processors
on the CREW model.
If the max values in increasing order are {m1,m2,m3, . . .}, then for each j-value, we
similarly compute the preﬁx-sum R(j,m1)= S(j,m1), R(j,m2)= S(j,m1)⊕ S(j,m2),
R(j,m3)=S(j,m1)⊕S(j,m2)⊕S(j,m3), . . ., R(j, n)=S(j,m1)⊕S(j,m2)⊕· · ·S(j,mn)
in either O(log n) with O(n3) processors or O(log n log log log n) with O(n3/ log n log
log log n) processors on the CREW model. R(j,m) will give the set of all tuples which
will be relevant for any (j,m).
We can reduce the time for each merge to O(1) with n processors, by observing that
non-dominating tuples can have only one min value for any i-value, thus the set of tuples
for any merge will be like {(1,m1), (2,m2), (3,m3), . . . , (n,mn)}; in the case that some
(i,mi) is not present, then we can give some “special” value (like mi = 0) and proceed.
“Merging” two such sets is clearly trivial. Moreover, from this property, it is quite obvious
that mere identiﬁcation of non-dominated tuples is sufﬁcient; dominated tuples need not be
actually removed.
Thus, to summarize, in O(log n) time with O(n3/ log n) processors, we can construct all
sets R(j,m); R(j,m) is the set of non-dominated tuples relevant for any (j,m).
For each 4-tuple (ir , jr ,minr ,maxr ) at vr , we ﬁnd mk , the largest maxl which is less
than (or equal to) minr , by searching for minr in {m1,m2,m3, . . .} (in parallel). Then
compose (jr ,maxr ) with each ordered pair in the set R(ir ,mk) to get the desired 4-tuples.
Composition will again take O(1) time with a single processor. As there are O(n3) 4-tuples
in vr and O(n) in the set R(i,m), all compositions can be done in O(1) time with O(n4)
processors. Dominated 4-tuples at the node v are ﬁnally removed; removal of 4-tuples can
be easily accomplished by parallel preﬁx computation in O(log n) time with O(n4) cost.
This is exactly what is being done in the earlier algorithm (the one leading to The-
orem 3 or [14]) except that we are not copying values (i, j,min,max) into (i − 1, j +
2,min−3,max+4)where i ∈ {0, 1}, if the 4-tuple (i−1, j+2,min−3,max+4)
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does not exist. So in essence we are moving over (skipping) items which are not present. In
the worst case the cost of this algorithmwill remain O(kn4), with running time as O(log n),
but in practice the cost is likely to be lower; here k is the number of nodes in the separating
tree (size of permutation).
We ﬁnally show that the algorithm to count the number of matches of a separable permu-
tation P = (p1, . . . , pk) into a text permutation T = (t1, . . . , tn) can also be parallelized in
obvious manner.We assume we have a separating tree for P. For every node v of the tree we
associate the valuesM(v, i, j, a, b) for all 1 ijn, 1abnwhereM(v, i, j, a, b)
is the number of matches of v into the text (ti , . . . , tj ), using ti and using text values in
the range a, . . . , b including a. We are interested in the number of matchings at the root.
This we can obtain by summingM(Root, i, n, a, n) over all values of i and a. For any v we
can compute the corresponding M(v, i, j, a, b) based on the values of M for the children
of node v. Note that the solutions to the leaf nodes are immediately obtainable. Let vl and
vr be the left and right children of v, respectively. If node v is a positive node in the sense
deﬁned earlier, i.e., the range of values for vl precedes the range of values for vr , then [9]
M(v, i, j, a, b)
=
∑
{M(vl, i, h− 1, a, c − 1) ·M(vr, h, j, c, b) : i < hj, a < cb}.
On the other hand, if v is a negative node then
M(v, i, j, a, b)
=
∑
{M(vl, i, h− 1, c, b) ·M(vr, h, j, a, c − 1) : i < hj, a < cb}.
Since in each summation there are O(n2) elements to be added we can do the summation
in O(n2) cost and O(log n) time on CREW PRAM. Therefore our parallel algorithm will
take O(d log n) time where d is the depth of the optimal separating tree of P. As there
are O(n4) M values for each node and the cost of computing each value is O(n2) the cost
of computing all values at any node is O(n6). Using a method similar to the accounting
principle (see Section 2) as in proof of Theorem 3, the total cost of the algorithm is O(kn6)
and time is O(d log n), where k is the number of nodes in the separating tree.
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