Abstract-Heterogeneous Multi-Processor Systems on a Chip (MPSoCs) are more complex from a thermal perspective compared to the homogeneous MPSoCs because of their inherent imbalance in power density. In this work we develop TempoMP, a new technique for thermal management of heterogeneous MPSoCs which leverages multi-parametric optimization along with our novel thermal predictor, Tempo. TempoMP is able to deliver locally optimal dynamic thermal management decisions to meet thermal constraints while minimizing power and maximizing performance. It leverages our Tempo predictor which, unlike the previous techniques, can estimate the impact of future power state changes at negligible overhead. Our experiments show that compared to the state of the art, Tempo can reduce the maximum prediction error by up to an order of magnitude. Our experiments with heterogeneous MPSoCs also show that TempoMP meets thermal constraints while reducing the average task lateness by 2.5X and energy-lateness product by 5X compared to the state of the art techniques.
I. Introduction
Heterogeneous MPSoCs integrate cores of various performance and power characteristics to provide a better tradeoff with respect to performance, power and temperature by allowing customization of performance and power of the chip to match the requirements of the workload. They are used in a broad range of applications such as cell phones (Qualcomms Snapdragon [27] ) and wireless base stations (Mindspeeds Transcede 4000 [23] ) which experience a wider range of environmental conditions than typically seen in data centers and offices. For example, wireless base stations are deployed outdoors in environmental conditions with ambient temperatures ranging from -20
• C to over 80 • C [31] . For such systems, on-chip dynamic temperature and power management techniques (DTM and DPM) are essential.
Many DTM techniques have been proposed to date, ranging from reactive ( [11] , [13] ) to more recently proposed proactive techniques ( [5] , [9] , [19] ) which use thermal predictors. A proactive thermal management technique proposed in [9] uses ARMA model which has to be updated at run time to avoid inaccuracies due to workload changes, thus leading to overhead. A few techniques have been proposed that do not require online adaptation, such as [19] and [5] , but both assume that previous thermal history is a good estimate of future thermal behavior, and thus neglect the impact of future power state changes on temperature. Proactive thermal management algorithms that leverage these predictors are heuristic in nature.
A number of thermal management techniques have been proposed that leverage control theory and optimization. In [25] , convex optimization is used to control the frequency of the cores on a homogeneous MPSoC to guaranty that thermal constraints are met. In [33] , a linear quadratic regulator is used to solve the frequency assignment problem for thermal balancing. To achieve a smooth control and to minimize performance loss and thermal fluctuations in an MPSoC, [32] proposes a technique based on model predictive control. In [10] , the problem of scheduling a task graph on a homogeneous MPSoC to minimize the hotspots and balance the temperature distribution is formulated as Integer Linear Programming (ILP) and solved offline. A mixed-integer linear programming formulation based on steady-state thermal model is presented in [8] to minimize peak temperature under hard real time constraints and task dependencies. Because this approach is not scalable, a heuristic approach is also proposed which does not use a predictor and works based on the mobility of the tasks. Relatively little work has focused on heterogeneous embedded MPSoCs. A method is proposed in [28] for energy and temperature aware scheduling of embedded workloads on heterogeneous MPSoCs where decisions on either energy savings or thermal management operating mode of the scheduler and the frequency settings of the cores are made based on the performance requirements of the workload which are estimated at runtime.
In this work we propose a temperature predictor Tempo which, in contrast to previous predictors, uses the knowledge of the underlying thermal model of MPSoC, does not need any runtime adaptation and is able to predict potential temperature of any set of future power states without applying them to the system. Being completely linear, Tempo can be easily integrated in either model predictive control based techniques such as in [32] or multiparametric programming framework as we did in this work with no need for non-linear optimization. Our thermal management technique, TempoMP, considers performance, power and temperature characteristics of each core, which makes it applicable to heterogeneous (and homogeneous) MPSoCs. The performance requirements of the embedded workloads are estimated at runtime and used by TempoMP to find the optimal power states of the cores to meet the performance under thermal constraints. The next sections outline the design of our predictor, Tempo, followed by the description of how we use the predictor as a part of thermal management framework, TempoMP. In results section we show that TempoMP can meet the thermal constraints of a heterogeneous MPSoC design while reducing maximum task lateness by 2.5x and improving the energy-lateness product by up to 5x.
II. Temperature Prediction
The objective of our prediction method is to accurately predict future temperature of the cores based on the available temperature and power information. Tempo estimates the temperature of the cores at the end of the next scheduling tick (k + 1) based on the temperature of the cores at the beginning of scheduling ticks k and k + 1, as well as the power states of the cores in these intervals.
Our work is based on compact thermal model of the chip in [17] which leverages the well-known duality of thermal and electrical phenomena. The dynamics of the temperature and the relation between the temperature, power consumption of the cores and thermal characteristics of the system is described as:
where the vectors T and P respectively represent the temperatures and power consumptions at all the nodes of thermal network. G t and C t are thermal conductance and capacitance matrices respectively. Assuming the number of the cores and nodes of the thermal RC network to be n and m respectively, P and T are vectors of length m both and G t and C t are matrices of size m × m both.
Given the temperature at all the nodes of the thermal network, estimating the future temperature based on the power is not difficult. However, usually this is not the case because thermal sensors cannot be placed at internal layers (thermal interface material, heat spreader, etc.) and available temperature information is typically limited to the temperature of the cores within silicon layer. The temperature of the internal nodes could also be obtained by simulating the thermal model at runtime, which is not computationally practical. Moreover, without feedback from the thermal sensors, the results may deviate from the actual values.
To reflect this lack of information about the internal nodes, we break the vector of temperature values (T ) into two subvectors. Sub-vectorT represents the temperatures observable by thermal sensors (core temperatures), whileT represents the internal nodes of the thermal network whose temperatures are unobservable. The size of these vectors are n and m − n respectively. If each core does not have its own sensor, the technique in [29] can be used to estimate the core temperature using the available sensors.
The analytical solution to the non-homogeneous system of differential equations in equation (1) can be discretized for a scheduling tick of length t s :
where
t . The first term in equation (2) is the contribution of initial conditions and the second term is the contribution of power consumption during each scheduling tick. We break the matrices Ψ and Φ into the following sub-matrices:
where sizes of the matrices Ψ oo , Ψ uo , Ψ ou and Ψ uu are n × n, n × m − n, m − n × n and m − n × m − n respectively. Each matrix Ψ xy shows the effect of initial temperature of the set x of nodes on the current temperature of the set y. For example, Ψ uo models the effect of initial temperature of unobservable(u) nodes on the current temperature of observable(o) nodes. Similar notation applies to matrices Φ xy . Since the internal nodes do not consume any power,P[k + 1] = 0. Therefore:
where the first and second terms (F o and F u ) are respectively the contributions of initial temperature of the observable and unobservable nodes on the temperature at the next scheduling tick. The third term (F p ) is the contribution of the power consumption of the cores. At each scheduling tick, the term F o can be calculated based on the current temperature of the cores obtained from thermal sensors. The term F p also can be calculated given the current power consumption of the cores. But due to lack of knowledge of the temperature of unobservable nodes (T [k]), term F u is unknown. Therefore, equation (4) is not enough for calculating the future temperature of the cores. Figure 1 shows an example of breakdown of temperature of a core on an MPSoC into three components of the equation (4) with ambient temperature of 40
shown in part (a) of the figure is the sum of the components in Figure 1 (b). Although the core temperature changes significantly, the term F u changes very slowly. F u is the aggregate contribution of initial temperature of nodes in thermal interface material, heat spreader and heat sink. However, it is mainly dominated by the contribution of heat sink nodes. The reason is that the time constants of the nodes in the thermal interface material and heat spreader layers are much smaller than the scheduling interval, therefore the effect of their initial temperature at the end of the scheduling tick will be insignificant. On the other hand, the time constants of the heat sink nodes is much larger than the length of a scheduling interval, therefore the temperature of heat sink nodes will not change significantly during this time. F u is basically determined by the effect of initial temperature of the heat sink nodes, so it will remain almost constant between consecutive scheduling ticks, so we set
Equation (4) for the scheduling tick k can be written as (4):
where T is the predicted temperature. This equation is used to predict the temperature at the next scheduling tick based on the temperature of the cores and their power settings. We define Tempo's thermal state of a core,T[k + 1], in equation (6) T
The second term of equation (5) reflects the effect of power changes on the temperature of the cores. To account for the leakage power and its dependence on temperature, we use a linear approximation as suggested in [21] with an approximate estimation error of less than 5% [21] . Using this model, the leakage power of a core can be estimated as sum of a constant term and a term linearly dependent on the cores temperature. Therefore, the leakage power of the cores can be estimated as:
where L is a diagonal matrix containing the coefficients for the linear terms and Q is a vector of constant terms for different cores. Adding this power to the dynamic power in equation (2) results in a similar equation with new matrices
TempoMP systematically considers individual performance, power and thermal characteristics of the cores which makes it applicable to heterogeneous MPSoCs as well as homogeneous ones. Moreover, unlike heuristic scheduling techniques, it is able to guaranty that maximum temperature threshold will be met. This is done by evaluating the thermal impacts of alternative scheduling decisions in advance and avoiding scheduling decisions which might result in thermal emergencies. Figure  2 shows online and offline stages of TempoMP.
The scheduling system consists of four major modules. The embedded workloads are characterized in terms of execution time and power. Based on this information, the performance requirement estimation module estimates the execution time of the task at different power states, and for each core type determines at which power states the task will be able to meet the performance requirements. At each scheduling tick this module evaluates the current workload in the system and determines how many cores of each type and at what power states are required to meet the performance requirements of the workload.
At each scheduling tick, the temperature predictor module calculates Tempo's thermal state,T[k+1], as shown in equation (6) . Given the outputs of the temperature prediction and performance requirement estimation modules, power state decision module determines a set of thermally safe power states which are able to provide performance as close as possible to the workload and task requirements. When the power states of the cores are determined, the tasks will be assigned to the appropriate cores to achieve a good match between their individual performance requirements and performance provided by the cores. We next describes details of power state assignment and runtime operation of TempoMP.
A. Power state assignment in TempoMP
Power state decision module determines the best power state for the cores by using the results of offline optimization. As Figure 2(b) shows, the inputs to the offline optimization are power and performance characteristics of the cores and the thermal model of the MPSoC.
The optimization formulation uses Tempo to evaluate thermal safety of the potential power states. The decision variables in this optimization are power states in the next scheduling tick represented as α[k + 1] (in bold in equation (8)
where P k ,v is the average power consumed at power state v at a core of type k. Based on these variables, the optimization problem is formulated as:
where we use ≺ as element-wise less than operator.T[k + 1] is the thermal state defined by Tempo. The objective of this optimization is to minimize the total power (P total ) of the cores under the thermal limits. Leakage power is taken into account in P total using equation (7). The first constraint enforces the predicted temperature at the next scheduling tick to be lower than the maximum threshold, while the second set of constraints require the power states chosen by optimization to provide at least the performance required by the workload. Instead of solving the optimization problem at each scheduling tick, we use an approach based on multi-parametric programming [26] . Optimization parameters σ, α[k] andT[k + 1] partition the parameter space into separate regions called critical regions. Each possible combination of σ, α[k] and T[k + 1] corresponds to one and only one of these critical regions which represents the optimum power states of the cores for that specific combination. The region basically specifies the validity range of that set of power states such that temperatures of all the cores are below the threshold temperature and the total power is minimized. The actual values for the optimization parameters are found at runtime. Then the corresponding region and appropriate set of power states for the cores are found.
Multi-parametric programming allows analyzing the effect of variations and uncertainty in optimization problems where objective function is to be optimized subject to a set of constraints, and a set of parameters which are variable [26] . It As the first set of constraint in equation (8) 
F r (9) At each scheduling tick, component F r is completely known as it depends on the current and previous temperature and power values. The only unknown component is F p . Therefore, at each scheduling tick, F r can be calculated and used as the optimization parameter instead of two sets of parameters α[k] andT[k+1]. This considerably reduces the dimensions and size of the parameter space. Now the set of optimization variables are only σ and F r [k] At each scheduling tick, F r is calculated based on the observable temperatures and current power state of the cores. Then it is given to the power state decision module and is used along with performance requirements to find the corresponding α[k +1] at runtime. If no thermally safe power state can be found which can meet the current workload requirements, the performance requirements given to power state decision module (σ) are reduced until this module finds a set of thermally safe power states.
The multi-parametric programming framework is implemented in YALMIP [4] toolbox in Matlab [22] which relies on Multi-Parametric Toolbox (MPT) [3] in Matlab [22] . Optimization results are saved in the power state decision module to be accessed during the online phase of our algorithm. The memory required for the critical regions of the MPSoC of Figure 3 was less than 500KB.
The last step of TempoMP which is done after choosing the power states is assigning the tasks to the cores. The next subsection discusses how this step works.
B. Runtime task assignment to the cores
At each scheduling tick, at this stage the outputs of performance estimation module and power state decision module are ready. For each task, the performance estimation module can determine the power state at which this task needs to be run to be able to meet its performance requirements (deadline, throughput, etc.). Given this information from the performance estimation module and the output of power state decision module, the task assignment module tries to assign the tasks to the cores such that the tasks with higher performance requirements are assigned to the cores providing higher performance.
Algorithm 1 explains how this is done at each scheduling tick in a deadline based system. At each step of the algorithm, (c) Characteristics of the cores Fig. 3 . Characteristics of the MPSoC the available task with the earliest deadline is picked (line 7) and matched to the available core with the highest processing capability (chosen at line 8). This is repeated until no core or no task is left (checked at line 3). 
IV. Experimental results

A. Methodology
The cores used in our experiments are a low-power inorder architecture similar to the SPARC cores in UltraSPARC T1 [20] and a very low power core designed for embedded systems, similar to Intel's XScale [18] . Characteristics of the cores and the MPSoC are shown in Figure 3 for 65 nm technology. The areas of the cores are derived from published photos of the dies after subtracting the area occupied by I/O pads, interconnection wires, interface units, L2 cache, and control logic and scaled to 65nm. The L2 cache has 1MB size, 2 banks, 64-byte lines, and is 4-way associative. Using CACTI [16] , the area and power consumption of the caches at 65nm are estimated as 14mm 2 and 1.7W, respectively. The cache power consumption value includes leakage. We obtain the performance and power data for all the benchmarks for the different types of cores using the M5 Simulator [6] integrated with Wattch [7] power model updated with model parameters for 65nm. We compute the leakage power of CPU cores based on the areas and temperature of the units. Temperature dependence of leakage is modeled using the model introduced in [15] with the parameters for 65nm. The power traces are then utilized in the thermal simulations which are performed using HotSpot Version 4.2 [2] thermal modeling tool with a sampling interval of 100μs in block mode where each core is represented with one block. In many embedded systems such as cell phones there is no heat sink or spreader. To model [5] this within HotSpot, we keep the spreader very thin (0.1mm). Heat sink is replaced by a package with thermal parameters shown in Figure 3 (b) which are within the ranges suggested by [1] and [24] . Although we use an embedded package for these experiments, we have verified our technique for various configurations of embedded and general purpose packages. The workloads in our experiments consist of integer benchmarks provided in MiBench benchmark suite [14] which include automotive/industrial, network and telecommunications applications. In addition to the datasets provided in MiBench suite, we use datasets provided by [12] . We create workloads consisting of varying number of tasks from MiBench suite. Instances of each task are generated regularly at every arrival period. We set deadline (d) and (τ) of the tasks to twice the execution time of that task at the slowest frequency on the slowest core (XScale). This way the tasks can meet their deadlines irrespective of the core type they are assigned to.
The overhead of switching to a new power state is assumed to be 50μs. We use the power consumption of the higher power state during DVFS transition. The overhead of migration of the tasks between the cores is 10μs [13] .
B. Results
First we compare Tempo with the state of the art (BandLimited Predictor (BLP) proposed in [5] ). The coefficients used in calculations of BLP are also calculated at design time and no training phase is required. We use the same parameters as in [5] , namely α = 0.135, m = 3 and N = 3 which lead to best BLP predictions. Figure 4(a) shows the actual temperature of a SPARC-like core along with the prediction results of Tempo and BLP. Figure 4(b) shows the trace of dynamic power applied to the core. As shown in the figure, as long as the temperature changes are smooth and there are no quick power state changes, both predictors do well. However, BLP fails when the power state of the core changes. For example, in Figure 4 (a), right after the first power state change at around 190ms, BLP underestimates the temperature. This is because BLP relies exclusively on the temperature history and recent trend. Therefore, even if the new power state is known, BLP cannot predict the temperature before the new power state is applied and has impacted the temperature trend. Moreover, as the figure shows, even after the first sample of temperature signal is observed after the change in temperature trend, BLP considerably overestimates the temperature. However, Tempo accurately predicts the future temperature given the future power state of the cores. As Figure 4 shows, maximum • C while it is less than 0.5
• C for Tempo.
The results of TempoMP further prove the efficiency of Tempo. We next compare TempoMP with three other state of the art temperature-aware scheduling techniques. For all of them, maximum safe temperature (T th ) is 90
• C. PASTEMP and Thermal PO [30] are both proactive techniques which use optimization to assign thermally safe power states to the cores based on the performance requirements of the workload and also the thermal state of the system. The optimization in PASTEMP uses a modified dynamic thermal model called instantaneous thermal model [30] , while optimization in Thermal PO is based on a steady state thermal model. The third technique, Thermal DVFS relies on the direct temperature readings from the thermal sensors. It switches the core to a lower power state when the core temperature reaches a critical threshold of T top . When the temperature gets below a lower threshold, T bottom , the power state of the core can be switched to a higher level again. This lower threshold prevents oscillations between power states. We test two variations of Thermal DVFS with different thresholds: Thermal DVFSL with T top =85
• C and T bottom =83
• C and Thermal DVFSH with T top =87
• C and T bottom =85
• C. Thermal DVFS does default load balancing to create a balanced distribution of the workload across the cores.
We run a same mix of MiBench benchmarks for 100 seconds. Before each run, the heat sink is pre-heated to the initial temperature T i ranging from 73
• C to 83 • C. Figure  5 reports the maximum core temperature observed under various conditions. At low T i , all techniques are able to meet the 90
• C temperature threshold. Only Thermal DVFS violates the threshold at high T i s, because in this region the core temperature quickly reaches above the threshold before Thermal DVFS can respond. PASTEMP and Thermal PO have consistently lower maximum temperature, because their thermal models overestimate temperature. As a result of these pessimistic estimates, they tend to make more conservative scheduling decisions and use lower power states. Although this keeps the temperature lower, it results in more performance loss compared to the other techniques as shown next.
To compare how techniques address individual performance requirements of the tasks, we measure lateness of a task which is defined as the time it takes to finish the task after its deadline is missed. Figure 6 shows that as T i increases, so does the average lateness. TempoMP misses deadlines only at the highest T i where turning on the SPARC without violating T th is not possible. In this case, no temperature aware scheduling technique can meet all the deadlines because while the performance of SPARC core is necessary to meet the deadlines, turning this core on will violate T th . At the highest T i , TempoMP and PASTEMP perform similarly because in this case the larger core cannot be turned on and even TempoMP cannot use this core. Therefore its performance is similar to PASTEMP. Due to the pessimistic temperature estimates of steady state thermal model, Thermal PO consistently performs worse than the other techniques in terms of performance.
The average power consumption of MPSoC using DTM techniques is presented in Figure 7 . In some cases TempoMP consumes more power than the other techniques. Due to the accurate estimation of thermal slack, TempoMP is able to turn on the higher power large cores to meet the performance requirements. Other techniques do not use these cores due to their pessimistic temperature estimates and as a result have much lower performance.
In Figure 8 we compare the techniques using a combined measure of energy efficiency and performance, energy-lateness product (ELP). It is similar to energy-delay product (EDP) metric, but applied to the systems with deadlines. In terms of ELP, TempoMP is 5X better compared to the other techniques. Thermal PO is the least energy efficient because while it uses lower power states of the lower power cores, due to longer execution time and leakage power, it is not energy efficient.
V. Conclusion This paper introduces TempoMP, a multi-parametric thermal optimization method for heterogeneous MPSoCs that leverages our new low overhead thermal predictor, Tempo, to obtain locally optimal thermal management decisions for embedded tasks with deadlines while effectively leveraging task migration and DVFS. Compared to the other proactive techniques, TempoMP consistently performs better in terms of performance while always meeting thermal requirements. On average, it reduced the lateness of the tasks by 2.5X and energy-lateness product by 5X. Our temperature predictor, Tempo also shows up to an order of magnitude reduction in the maximum prediction error compared to the previous techniques.
