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Chapter 1
Introduction
There has been great progress over the last several years in remote observation of as-
trophysical environments, both with Earth and spaced based telescopes, as well inter-
planetary satellites and rovers. The data obtained both remotely and in situ from these
sources has allowed for a much greater understanding of our solar system, galaxy, and
the universe beyond. Evolution of compositions and temperatures of the solar system
planets and their moons, detection of large interstellar clouds encompassing enormous
regions of the galaxy, and the detection of over 1000 exoplanets to date are all achieve-
ments which were attained through observation and modeling with accurate knowledge
of fundamental atomic and molecular processes including scattering and interactions
with radiation.
The scattering of atoms, molecules, and radiation are the most fundamental mech-
anisms of energy-momentum transfer in nature. Evolution of astrophysical gases and
plasmas is governed by energy transfer and relaxation processes involving both radia-
tion and particles. In particular, understanding the energy relaxation of fast H and He
atoms, the most abundant gases in the universe [1], is crucial for an accurate description
of the physical environment. Helium is an important component of the interstellar gas
1
2as well as the upper atmospheres of planets and moons [2,3]. The interaction between
neutral gas and space plasmas leads to the formation of energetic atomic particles. As a
rule, nascent fast atoms are described by non-equilibrium energy distribution functions
which differ significantly from the thermal Maxwellian distribution of a local gas [4–6].
Energies of the fast He atoms vary from meV to keV depending on the mechanism of
their formation and parameters of the considered astrophysical object, but the criterion
for the non-equilibrium distribution is very simple: the energy of a hot particle should
be significantly larger than the thermal energies of ambient gas or plasma. This large
energy range was investigated using quantum mechanical methods to develop accurate
scattering parameters, used to model transport, thermalization, and momentum-energy
transfer in several important astrophysical environments including the atmosphere of
Mars and the local interstellar gas.
Scattering, absorption, and emission of photons are essential parts of the global
energy relaxation in the universe. In this thesis, the scattering of X-rays by nanopar-
ticles in different astrophysical environments was also investigated. X-rays may have
extremely large transport lengths as cross sections with average gas and dust are small
enough to consider most the X-rays collisionless in several systems. Nanoparticles, on
the other hand, are efficient scatterers of X-rays as their geometrical size is comparable
to that of the X-ray wavelengths. The interstellar dust, consisting mostly of nanometer
size grains, is a major component of the interstellar medium which interacts with cos-
mic X-ray emission. Simple models were constructed to obtain scattering parameters
for X-rays incident on different types of nanoparticles including carbon, silicon, and
3ice particles. These scattering parameters were utilized in simulations of different as-
trophysical environments including heliospheric dust clouds and cometary atmospheres.
Obtained results were compared to available in situ data.
The layout of this work starts first with the scattering of atoms and molecules
followed by the scattering of X-rays. Conclusions follow.
Chapter 2
Particle Scattering in Astrophysical Environments
Energetic neutral atoms (ENAs), created through charge exchange (CX) collisions be-
tween energetic ions and neutral gases, are a great tool for remote imaging of space
plasmas [7]. In addition to plasma imaging, ENAs are a major source of energy input
into several astrophysical environments [8]. With the utilization of accurate, quantum
mechanical CX cross sections, along with parameters of solar wind (SW) plasma, nascent
ENA production rates have been calculated for the upper atmosphere of Mars, as well as
the local interstellar cloud (LIC). Transport of ENAs in astrophysical environments was
performed using Monte Carlo (MC) methods along with ab initio elastic cross sections
which have been calculated for several atomic collisions up to 10 keV. Additionally, an
empirical scaling procedure was constructed to predict collisional cross sections for very
difficult atom-molecule and molecule-molecule collisions for which quantum, ab initio
methods are not feasible. Properties of energy-momentum transfer were determined
using accurate, anisotropic cross sections and compared to isotropic, hard sphere (HS)
cross sections. Important parameters such as thermalization times, distances, and en-
ergy transferred to thermal gases were obtained for the atmosphere of Mars and the
LIC.
4
52.1 Collisional Cross Sections
Accurate energy-angular dependent cross sections are extremely useful in many branches
of physics as they describe how energy-momentum is transferred from energetic regions
of a system to less energetic regions, leading to an eventual thermalization. For the
astrophysical systems of interest, specifically SW hydrogen and helium ions interact-
ing with planetary and interstellar atmospheres, the energy range for nascent ENAs
extends from hundreds eV/amu to several keV/amu [9]. While data on several theo-
retical and experimental cross sections exist within some intervals of this energy range,
a complete database covering the entire energy range is lacking from the literature.
Utilizing ab initio interaction potentials and quantum mechanical methods, accurate
energy-angular cross sections have been calculated for collisions between atoms of ma-
jor astrophysical gases H+H, He+H, He+He, and He+O from temperatures ∼100 K,
to 10 keV [10]. Additionally, empirical scaling cross sections have been developed for
predictions of complicated atom-molecule and molecule-molecule collisions which are
currently unrealistic for ab initio calculation at such high energies [11].
2.1.1 Partial Wave Scattering
Scattering, absorption, and emission of photons are essential parts of the global energy
relaxation in the universe. In this thesis, collisions involving H+H, He+H, He+He, and
He+O, utilized quantum mechanical partial wave (PW) methods. Quantum scattering
is often visualized for spherically symmetric potentials as an incoming, incident, plane
wave in superposition with an outgoing, scattered, spherical wave. In the asymptotic
6z
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Fig. 2.1: Diagram of quantum mechanical partial wave scattering.
limit (kr  1) solutions to the Schro¨dinger equation take the form
ψ(r, θ) ≈ A
(
eikz + f(θ)
eikr
r
)
= ψin + ψsc (2.1)
where the incident wave ψin is a plane wave in the z direction and the scattered wave
ψsc has a complex scattering amplitude f(θ) in the direction given by the polar angle θ
relative to the incident wave. Fig. 2.1 displays a diagram of the PW scattering process.
The differential cross section is defined as the modulus squared of the complex scattering
amplitude,
dσ
dΩ
= |f(θ)|2, (2.2)
while the total cross section is found by integrating the differential cross section over all
solid angles
σ =
∫
dσ
dΩ
dΩ =
∫
|f(θ)|2 dΩ. (2.3)
7It is then the goal to determine the scattering amplitude f(θ) for a given interaction
potential, the details of which follow.
The binary collision problem is best approached in the center of mass (CM) frame
which allows for the Hamiltonian to be written for a single particle scattering from a
potential field V (r) as
Hˆ = − h¯
2
2µ
∇2 + V (r) (2.4)
where µ is the reduced mass of the system µ = m1m2m1+m2 and the corresponding energy of
the system is found from applying the Hamiltonian to the wave function such that
Hˆψ = Eψ. (2.5)
The wave function, to which the Hamiltonian is applied, may be written as an infinite
series such that
ψ(r, θ, φ) =
∞∑
l=0
l∑
m=−l
ClmRlk(r)Y
m
l (θ, φ) (2.6)
where the constants Clm are to be determined and k =
√
2µE/h¯2 is the wavenumber.
The angular wavefunctions Y ml (θ, φ) are the orthonormal set of spherical harmonics
which form the solution to the spherical Schro¨dinger equation [12]. Defining ulk(r) ≡
rRlk(r) the radial Schro¨dinger equation for the spherically symmetric potential V (r)
becomes
d2
dr2
ulk(r) +
[
k2 − l(l + 1)
r2
− 2µ
h¯2
V (r)
]
ulk(r) = 0 (2.7)
which shows both the interaction potential Uint(r) = V (r) as well as the centrifugal
potential Ucf (r) =
h¯2(l + 1)l
2µr2
.
8The asymptotic solution to Eq. 2.7, when both Uint(r) and Ucf (r) may be ne-
glected, takes the form
d2
dr2
ulk(r) + k
2ulk(r) = 0 (2.8)
and has the solution
ulk(r) = Ake
ikr +Bke
−ikr (2.9)
which is an outgoing spherical wave as required by Eq. 2.1, if Bk = 0.
The radial Schro¨dinger equation may also be analyzed in the intermediate region,
when the interaction potential Uint(r) may be neglected but not the centrifugal potential
Ucf (r) due to the fact that the interaction potential Uint(r) decays faster than r
−2. In
these limits Eq. 2.7 becomes
d2
dr2
ulk(r) + k
2ulk(r)− l(l + 1)
r2
ulk(r) = 0 (2.10)
which has the solutions of linear combinations of spherical Bessel functions jl(x) and
nl(x)
ulk(r) = Alkrjl(kr) +Blkrnl(kr). (2.11)
The first and second kinds of spherical Hankel functions are defined as linear combina-
tions of spherical Bessel functions
h
(1)
l (x) ≡ jl(x) + inl(x)
h
(2)
l (x) ≡ jl(x)− inl(x).
(2.12)
It is informative to look at the asymptotic behaviors of the spherical Hankel functions
to determine which type, first or second, should be used for the intermediate region
9wave function. In the limit that x→∞ the spherical Hankel functions become
lim
x→∞h
(1)
l (x) = (−i)l+1
eix
x
lim
x→∞h
(2)
l (x) = (i)
l+1 e
−ix
x
(2.13)
where the asymptotic limit of h
(1)
l matches the expected asymptotic form of Eq. 2.1 so
that the radial wave function in the intermediate region may be written as
ulk(r) = Alkh
(1)
l (kr). (2.14)
Inserting the radial wave function, Eq. 2.14, into the generalized wave function, Eq. 2.6,
results in the intermediate wave function of the form
ψ(r, θ, φ) = A
eikz +∑
l,m
Clmh
(1)
l (kr)Y
m
l (θ, φ)
 . (2.15)
The cylindrical symmetry of the scattering problem may be used to further simplify Eq.
2.15 since the potential is spherically symmetric and the incident wave is assumed to
be a plane wave moving in the zˆ direction. The incident wave does not contain any net
angular momentum in the problem formulation and thus the scattered wave must also
contain no net angular momentum due to conservation laws. The spherical harmonics
are then reduced to have only m = 0 values so that
Y ml (θ, φ)→ Y 0l (θ, φ) =
√
2l + 1
4pi
Pl(cos θ) (2.16)
where Pl(cos θ) are the set of Legendre polynomials. If the constants Clm are rewritten
as
Cl ≡ il+1k
√
4pi(2l + 1)al (2.17)
10
with al being defined as the l
th partial wave scattering amplitude, the intermediate wave
function takes the form
ψ(r, θ) = A
[
eikz + k
∞∑
l=0
il+1(2l + 1)alh
(1)
l (kr)Pl(cos θ)
]
. (2.18)
Comparing Eq. 2.18 with our original asymptotic wave function Eq. 2.1 and using the
limiting case of the spherical Hankel function Eq. 2.13 it is easy to write the scattering
amplitude f(θ) as a function of partial wave amplitudes al as
f(θ) =
∞∑
l=0
(2l + 1)alPl(cos θ). (2.19)
It is now our goal to determine partial wave amplitudes al for all l partial waves to
obtain the total scattering amplitude.
It is often easier to work with phase shifts δl which are real numbers as opposed
to partial wave amplitudes al which are complex. This may be done by first writing the
incident plane wave as an infinite series of spherical waves using the Rayleigh formula
as
eikz =
∞∑
l=0
il(2l + 1)jl(kr)Pl(cos θ) (2.20)
where as before, jl(kr) and Pl(cos θ) are the spherical Bessel functions of the first kind
and the Legendre polynomials respectively. Inserting Eq. 2.20 into Eq. 2.18 results in
an intermediate region wave function described entirely by an infinite sum as
ψ(r, θ) = A
∞∑
l=0
il(2l + 1)
[
jl(kr) + ikalh
(1)
l (kr)
]
Pl(cos θ). (2.21)
To obtain expressions for scattering phase shifts, it is easiest to work within approximat-
ing limits. Assuming there is no interaction potential at all, V (r) = 0, then all partial
11
wave amplitudes should be zero, al = 0, for all values of l. In this limit of V (r) = 0, the
wave function for the lth partial wave from Eq. 2.21 can be written as
ψ
(l)
V=0 = Ai
l(2l + 1)jl(kr)Pl(cos θ). (2.22)
Defining the spherical Bessel function as a linear combination of spherical Hankel func-
tions, Eq. 2.12, and utilizing the asymptotic limits of the spherical Hankel functions,
Eq. 2.13, gives the asymptotic limit of jl(kr)
jl(kr) =
1
2
[
h
(1)
l (kr) + h
(2)
l (kr)
]
lim
kr→∞
jl(kr) =
1
2kr
[
(−1)l+1eikr + il+1e−ikr
]
.
(2.23)
The asymptotic wave function for no interaction potential can then be written by ap-
plying Eq. 2.23 to Eq. 2.22
ψ
(l)
V=0 = A
2l + 1
2ikr
[
eikr − (−1)le−ikr
]
Pl(cos θ) (2.24)
which is a linear combination of incoming, e−ikr, and outgoing, eikr, spherical waves,
with angular modulation dependent on the Legendre polynomials. Eq. 2.24 is very il-
luminating as it breaks down the scattered wave function in terms of spherical waves
and allows us to directly write the scattered wave function in the presence of an inter-
action potential V (r) 6= 0 by simply adding an accumulated phase, 2δl, to the outgoing
spherical wave
ψ(l) = A
2l + 1
2ikr
[
eikr+2δl − (−1)le−ikr
]
Pl(cos θ). (2.25)
The asymptotic wave function in Eq. 2.25, which is a function of phase shifts δl, can now
be directly compared with the asymptotic wave function in Eq. 2.21, which is a function
12
of complex partial wave amplitudes al, so that a direct relationship can be established
al =
1
2ik
(
e2iδl − 1
)
=
1
k
eiδl sin δl. (2.26)
Using the new relationship in Eq. 2.26 in addition to Eq. 2.19 results in the scattering
amplitude as a function of phase shifts
f(θ) =
1
k
∞∑
l=0
(2l + 1)eiδl sin δlPl(cos θ) (2.27)
which, using Eq. 2.2 leads to the differential cross sections being defined in terms of the
lth partial wave phase shifts as
dσ
dΩ
= |f(θ)|2 = 1
k2
∑
l,l′
(2l + 1)(2l′ + 1)ei(δl−δl′ ) sin δl sin δl′Pl(cos θ)Pl′(cos θ). (2.28)
Integrating the differential cross sections over all solid angle give the total scattering
cross section, Eq. 2.3, which takes the form
σ =
2pi
k2
∑
l,l′
(2l + 1)(2l′ + 1)ei(δl−δl′ ) sin δl sin δl′
pi∫
0
Pl(cos θ)Pl′(cos θ) sin θ dθ. (2.29)
Utilizing the orthogonality condition of the Legendre polynomials
pi∫
0
Pl(cos θ)Pl′(cos θ) sin θ dθ =
2
2l + 1
δl,l′ (2.30)
the only non-zero solution is when l = l′ so the total cross section in Eq. 2.29 becomes
σ =
4pi
k2
∞∑
l=0
(2l + 1) sin2 δl =
4pi
k
Im[f(θ = 0)] (2.31)
which is a famous result referred to as the optical theorem [12].
Collisions involving identical particles require extra treatment using quantum
mechanical methods as the projectile and the target are indistinguishable in the center
13
of mass frame. For identical particle collisions, Eq. 2.1 is re-written as
ψ(r, θ) ≈ eikz ± e−ikz + [f(θ)± f(pi − θ)] e
ikr
r
, (2.32)
which describes two incoming plane waves and scattering amplitudes for scattering at
an angle θ and pi − θ [13]. If the particles have integer spin, bosons, the collision is
symmetric and the (+) term in Eq. 2.32 is used. For half integer spin, fermions, the
antisymmetric (-) term is used in Eq. 2.32. This symmetry leads to a total scattering
amplitude defined as
F±(θ) = f(θ)± f(pi − θ) = 1
k
∑
l
(2l + 1)eiδl sin δlPl(cos θ)
[
1± (−1)l
]
(2.33)
and total cross section
σ =
8pi
k2
∑
l
(2l + 1) sin2 δl
[
1± (−1l)
]
=
8pi
k
Im[F±(θ = 0)] (2.34)
for both symmetric and antisymmetric collisions. The appropriate identical particle
treatments were utilized for collisions in astrophysical environments including H+H,
3He+3He, and 4He+4He.
With the derivation of Eq. 2.28, 2.31, 2.33, and 2.34 it is only a matter of de-
termining the partial wave phase shifts δl for a given interaction potential to obtain
differential and total cross sections. Phase shifts were found numerically using Nu-
merov’s method [14]. Numerov’s method is suited for numerically solving differential
equations of the form (
d2
dx2
+ f(x)
)
y(x) = 0 (2.35)
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which has the exact form as our radial Schro¨dinger equation seen in Eq. 2.7 with
f(x)→
[
k2 − l(l + 1)
r2
− 2µ
h¯2
V (r)
]
,
y(x)→ ulk(r).
(2.36)
Using a discrete, 1D grid with a step size of h, Numerov’s method yields a solution for
the yn+1 grid given knowledge of yn and yn−1 such that
yn+1 =
(
2− C1h2fn
)
yn −
(
1 + C2h
2fn−1
)
yn−1
1 + C2h2fn+1
+O(h6) (2.37)
and where the constants C1 and C2 are
5
6 and
1
12 respectively, and the potential terms
fn are known for the entire grid as they are only a function of energy, k, partial wave
number, l, and interaction potential, V (r). Numerov’s method is a 4th order method so
that the neglected terms are of order h6 [14]. For a given collision energy, E, Eq. 2.37
was solved starting at an interaction distance, r0, which had a potential energy such
that V (r0) E so that the wave function could be assumed to be zero, ψ(r0) ≈ 0. This
allows for the initial wave function propagation conditions y0 = 0 and y1 = 0.01 where
the value of y1 is a small seed value to begin propagation of the wave function. Once
the wave function is propagated to a distance in which kr  1 holds, the derivative
of the wave function is calculated numerically and compared with the derivative of the
asymptotic wave function solution in the case of no interaction potential, Eq. 2.24. This
yields the phase shift for the lth partial wave. The procedure described above is repeated
for increasing partial wave numbers until the phase shifts converge to a value where
|δl| < 10−9 which is the numerically significant limit of phase shifts to the differential
and total cross sections. Fig. 2.2 displays the number of partial waves required for
convergence of the scattering amplitude for the quantum collisions considered, consisting
15
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Fig. 2.2: Number of partial wave required for convergence of the scattering amplitude
as a function of the center of mass collision energy for collisions of H+H,
He+H, He+He, and He+O.
of H+H, He+H, He+He, and He+O as a function of collision energy. The number of
partial waves required for convergence is sensitive to both the reduced mass and the
long range component of the interaction potentials.
Software was constructed to solve for the scattering phase shifts for a given in-
teraction potential, Eq. 2.37, for several different partial waves simultaneously utilizing
the message passing interface (MPI) [15]. Communication between the processors was
minimized to allow for the best possible parallel performance. The parallel speedup
may be objectively analyzed through use of parallel code timers to determine how the
solution time decreases as the number of processors increases. Defining the parallel
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speedup as
Sn =
∆t1
∆tn
(2.38)
where ∆t1 is the time taken to solve the problem with one processor and ∆tn is the
time taken to solve the same problem with n processors. In the theoretical ideal case
the speedup is linear with the number of processors so that Sn = n. The speedup
was measured for the parallel phase shift software using a desktop cluster consisting
of dual hex-core, hyper-threaded Intel Xeon X5650 2.67GHz with a total of 96 GB of
memory (Firsov) at the University of Connecticut as well as with several nodes of the
Cray XT5 supercomputer with dual hex-core AMD Opteron 2435 processors and 16
GB of memory per node (Jaguar) at Oak Ridge National Laboratory. Fig. 2.3 shows
the speedup achieved on each architecture as well as the theoretical ideal case of linear
speedup for collisions of He+O at collision energies ranging from 10−2 eV to 2 keV.
The Firsov architecture maintained near linear speedup for all collision energies up to
12 processors when the speedup slope flattens out drastically as seen in Fig. 2.3. This
change in parallel performance at 12 processors is due to the hyper-threading technology
of the Intel Xeon X5650 which mimics 24 processors with individual address spaces, but
lack of physical cores leads to memory bottlenecks and reduced performance. The
speedup observed on the Jaguar architecture, on the other hand, has near ideal speedup
up to 36 processors for all collision energies of 1 eV or higher. The poor performance of
the smaller collision energies is a result of large communication overhead relative to the
problem difficulty. This makes the use of several processors on a larger cluster much
more efficient for harder collision problems which require several thousand partial waves
17
for convergence, Fig. 2.2.
2.1.2 Interaction Potentials
The accuracy and quality of the calculated cross sections are heavily dependent on the
interaction potential utilized in solving Eq. 2.4. For all partial wave calculations ab
initio H+H, He+H, He+He, and He+O potentials were used to determine collisional
cross sections. The interaction potential for He+He was used for a description of helium
collisions and its isotopes 4He+4He, 3He+3He, and 4He+3He, changing the reduced mass
as needed for different isotopes [16]. Collisions of He+H utilized interaction potentials
constructed using multi-reference configuration interaction [17] and coupled cluster [18]
methods, with the final potential being further extrapolated to the complete basis set
limit [19] using the aug-cc-pv5z basis set [20]. Multi-channel calculations were needed for
H+H and He+O collisions which include singlet, σ, and triplet, pi, interaction potentials.
For these collisions, cross sections were computed for the individual scattering channels
and then combined using statistical branching ratios to determine differential and total
scattering cross sections. The potentials employed in the calculations for He+O were
computed using the same methods as for He+H and with branching ratios of 2/3 and
1/3 for the pi and σ states [21]. Collisions of H+H utilized the interaction potentials
provided by [22] for both pi and σ states with branching ratios of 1/4 and 3/4 respectively
[13]. Fig. 2.4 displays the interaction potentials for all collision species.
For high energy scattering the colliding particles may reach very small interpar-
ticle distances and the interaction potentials described above had to be updated with
core potentials which were used for small interaction distances. This was accomplished
18
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Fig. 2.3: Parallel speedup for solutions to the collision of He+O for several collision
energies on both the Firsov and Jaguar architectures. Ideal speedup is shown
as a black solid line in each figure.
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utilizing a screening core potential [23] of the form
V (r) =
Z1Z2e
2
r
φ
(r
a
)
(2.39)
where Z1 and Z2 are the number of electrons present in the projectile and target and
φ(r/a) is an empirical screening function defined as
φ(x) =
4∑
i=1
αi exp(−βix). (2.40)
The constants αi are 0.1818, 0.5099, 0.2802, and 0.02817 while the constants βi are 3.2,
0.9423, 0.4029, and 0.2016 for i = 1 − 4 respectively [24]. The length factor a in Eq.
2.39 is the screening length and has the form
a =
0.88534a0
Z0.231 + Z
0.23
2
(2.41)
where a0 is the Bohr radius [23]. The potentials in Eq. 2.39 were further modified by
multiplicative and additive constants to make them continuous with ab initio potentials
and continuous in the first and second derivatives. With use of these modified interaction
potentials with the partial wave methods described above, calculation of high energy
scattering cross sections is possible.
2.1.3 Partial Wave Cross Sections
Using the quantum mechanical partial wave methods of Section 2.1.1 in addition to the
interaction potentials of Section 2.1.2 allows for numeric calculation of both differential
and total cross sections. The cross section calculations provide complete coverage over
the energy interval from 10 meV to 10 keV. This range of energies is important for several
astrophysical and atmospheric applications as it also covers the velocity spectrum of
21
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Fig. 2.5: Partial wave differential cross sections for 4He+4He collisions compared to
experimental scattering data, shown as circles, for three different collision
energies. The collision energies, scattering angles, and differential cross sec-
tions are all shown in the laboratory frame.
SW ions, which in turn produce ENAs [10]. Details of the calculated cross sections,
comparisons with laboratory data, and development of analytic fitting formulas follow.
Differential cross sections for 4He+4He were calculated and compared to exper-
imental data [25] for three different mid-to-high range energies at small laboratory
scattering angles, less than 0.5◦, with good agreement as seen in Fig. 2.5. Comparisons
between partial wave He+O differential cross sections and experimental scattering re-
sults are shown in Fig. 2.6 with one set of experimental data shown as plus signs [26] and
the other shown as circles [27]. Fig. 2.6 also displays partial wave differential cross sec-
tions for a low energy, 1 eV collision to compare how drastically different the differential
22
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Fig. 2.6: Partial wave differential cross sections for He+O collisions compared to ex-
perimental scattering data, shown as circles and pluses, for three different
collision energies. Additionally, the partial wave differential cross section for
a low energy, 1 eV, collision is shown for comparison with higher energies.
The collision energies, scattering angles, and differential cross sections are all
shown in the laboratory frame.
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Fig. 2.7: Partial wave differential cross sections for He+H collisions compared to ex-
perimental scattering data, shown as circles and pluses, for three different
collision energies. The collision energies, scattering angles, and differential
cross sections are all shown in the laboratory frame.
cross sections are with different energy scales. In particular, the 1 eV collision differ-
ential cross sections in Fig. 2.6 show how extremely forward peaked the cross sections
become with increasing energy by comparing to the 0.5, 1.5, and 5 keV differential cross
sections. Partial wave differential cross sections for collisions of He+H, and comparisons
to experimental data are shown in Fig. 2.7. Two different sets of experimental data are
shown in Fig. 2.7 with one set shown as plus signs [28] and the other shown as circles
[29]. Expected differences between experimental and theoretical large-angle differential
cross sections were found for He+O and He+H collisions in the partial wave calculations
and were also previously seen in the literature [30]. Large-angle (small impact param-
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Fig. 2.8: Partial wave differential cross sections for H+H collisions. The collision en-
ergies, scattering angles, and differential cross sections are all shown in the
center of mass frame.
eter) scattering of atomic particles at high collision energies requires consideration of
inelastic scattering channels even for cases when the total elastic cross section is signif-
icantly larger than inelastic ones. Experimental differential cross sections for collisions
of H+H are not available in the literature due to the difficulty associated with keeping
individual target hydrogen atoms from binding into H2 dimers. In lieu of experimental
data, comparisons with previous theoretical differential cross sections for collisions of
H+H up to 100 eV [31] have been used to confirm the validity of calculated cross sec-
tions. Fig. 2.8 displays differential cross sections for four energies which have all been
compared with good agreement to previous theoretical calculations [31]. The identical
particle symmetry, Eq. 2.33, can be seen in Fig. 2.8 about the scattering angle of pi/2
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energy total cross sections. The collision energies are all shown in the center
of mass frame.
due to the indistinguishability of the projectile and target atoms. Unfortunately no dif-
ferential cross sections, either theoretical or experimental, are available in the literature
for comparison with our results for energies higher than 100 eV.
In addition to differential cross sections, total cross sections were also obtained
using the optical theorems of Eqs. 2.31 and 2.34. Fig. 2.9 displays the partial wave
total cross sections from 10 meV to 10 keV, effectively covering 6 orders of magnitude
in energy. An analytic database was developed to easily distribute these accurate total
cross sections using simple interpolation formulas. The partial wave cross sections were
fit to the analytic form
σ(E) = σ0
(
E0
E
)α
(2.42)
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where the constants σ0 and α were fit over several different energy intervals and the
constant E0 was equal to 1 keV for all energies [10]. Tables 2.1 to 2.6 give the values
for the fitting parameters σ0 and α over the entire energy interval.
With accurate knowledge of both differential and total cross sections, a normalized
probability density distribution of scattering angles may be defined as
ρ(E, θ) =
2pi sin θ
σ(E)
|f(E, θ)|2. (2.43)
Fig. 2.10 displays 2D heat maps of the probability density distribution of Eq. 2.43 as a
function of both scattering angle θ and collision energy E for all non-identical collision
species. The “hottest” spots in Fig. 2.10 indicate the most probable scattering angles
for a given collision energy, showing how extremely forward peaked the cross sections
are for all energies higher than ∼ 1 eV. Additionally, using the normalization property
of Eq. 2.43 the cumulative probability of scattering angles, which gives a probability of
the value of the scattering angle to be smaller than a given angle θ, is defined as
P (E, θ) =
θ∫
0
ρ(E, θ′) dθ′ (2.44)
where P (E, θ) ∈ [0, 1]. Analysis of Eq. 2.44 gives deep insight into how drastically the
range of contributing scattering angles changes with collision energy in a normalized
fashion. For example, the experimental values for the integrated cross sections of the
He+H collision have been reported with minimal laboratory detection angle θm values of
0.018◦, 0.05◦, and 0.13◦ [29,32,33]. Particles with scattering angles less than θm had not
been detected. Fig. 2.11 shows the partial wave cumulative distributions as a function of
scattering angles for collisions of He+H and for laboratory frame collision energies of 0.5,
27
4He3He
Sc
at
te
rin
g 
An
gl
e 
(de
g)
0 50 100
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
HeH
Collision Energy (eV)
0 50 100
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
HeO
 
 
0 50 100
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
10
20
30
40
50
60
Fig. 2.10: Scattering angle probability densities for collisions of 4He+3He, He+H, and
He+O up to a center of mass energy of 100 eV.
1.5, and 5 keV. For illustration of the experimental limitations in obtaining integrated
total cross sections, the three minimal detection angles reported [29,32,33] are also
shown, demonstrating the vast amount of total cross section probability located within
extremely small scattering angles. In the extreme case of the 5 keV collision detected
with the minimal detection angle of 0.12◦ the integrated total cross section would 25%
of the actual value as 75% of the scattering angle probability occurs at angles smaller
than 0.12◦ [10].
The average scattering angle, θ¯ and θ¯2, may also be found from the scattering
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angle probability density as
θ¯ =
pi∫
0
θ ρ(E, θ) dθ and θ¯2 =
pi∫
0
θ2 ρ(E, θ) dθ. (2.45)
Utilizing the average scattering angle for a given collision, due to the domination of
small angle scattering, the average energy loss per collision may also be found as
δ¯(, θ) = 
2mpmt
(mp +mt)2
θ¯2 (2.46)
where mp and mt are the projectile and target particle masses respectively. Eq. 2.46 is a
very useful metric for determining average energy loss over large ensembles of particles.
Fig. 2.12 displays the average energy loss per collision, Eq. 2.46, for collisions of H+H,
He+H, He+He, and He+O. For all collision species there is a collision energy which is
ideal for the transfer of energy as seen in the peak of Fig. 2.12. Additionally, collisions
with heavier particles, in particular He+He and He+O, have the largest transfer of
energy due to their large masses.
With knowledge of the partial wave cross sections described above, several useful
parameters involving energy-momentum transfer, heating rates, and atmosphere evolu-
tion may be obtained with more accurate results.
2.1.4 Empirical Scaling Cross Sections
In addition to the ab initio partial wave cross sections described in Section 2.1.3, an em-
pirical cross section database has also been developed to estimate differential and total
cross sections for collisions between atoms and molecules which are not described well,
either theoretically or experimentally, in the literature over the entire energy interval
from meV to keV.
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For atomic and molecular scattering theory in energy regimes where it is appro-
priate to utilize classical and semiclassical methods, it is common to display differential
cross section data using reduced coordinates
τ = Eθ and ρ = θ sin θ|f(E, θ)|2, (2.47)
where E, θ, and |f(E, θ)|2 are the center of mass energy, scattering angle and differential
cross section respectively [34]. When a set of differential cross sections, covering a range
of energies and scattering angles, is plotted ρ vs τ for a given collision species the data
tends to clump on a single line. Reduced coordinates provide a unique opportunity to
extrapolate and incorporate missing data inside a given domain of E and θ variables. In
high-energy, forward scattering, the reduced coordinates arise from the leading terms of
the impact parameter expansion and thus give a good approximation for the differential
cross sections in this energy regime [34]. Fig. 2.13a displays differential cross sections,
obtained using partial wave methods, for 4He+3He, He+H, and He+O over several
collision energies and from scattering angles between 0◦ to 10◦ [10]. As we described
earlier, all the theoretical differential cross sections are in excellent agreement with
experimental data. The trends of given collision species to clump together and lie along
the same line is very clearly seen as three distinct lines in Fig. 2.13a. It was theorized
that converting the reduced variables from being energy dependent to being velocity
dependent through the inclusion of the reduced mass of the system, the individual
collision line groupings seen in Fig. 2.13a may come together for all collisions species [10].
Transforming the variable τ from being energy dependent to being velocity dependent,
τ → τµ = Eθµ , and replotting the data from Fig. 2.13a, results in the grouping of the
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Fig. 2.13: Differential cross sections from 0◦ to 10◦ for 100 eV (circles), 500 eV
(squares), 1 keV (diamonds), 1.5 keV (up triangles), and 3 keV (down tri-
angles) center of mass collision energies shown in (a) reduced energy coor-
dinates and (b) reduced velocity coordinates for all non-identical collision
species with a cubic fitting function shown as a red line. All differential
cross sections utilized partial wave methods.
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Fig. 2.14: Scaling differential cross section shown along with quantum mechanical par-
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fit is shown with a solid red line. All data are displayed in reduced velocity
coordinates.
differential cross sections for all three quantum collisions as seen in Fig. 2.13b. A cubic
function was fit to the data from all three quantum collisions in Fig. 2.13b for the
energy-angular interval shown from 400 to 104
eV deg
u .
To further investigate the extent and utility of these scaling differential cross sec-
tions, a basis of experimental atom-molecule differential cross section data was plotted
together with the quantum partial wave differential cross sections to determine if the
scaling procedure could be applied to more complicated atom-molecule collisions. Ex-
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perimental data for the collisions of H+H2, H+N2, He+H2, and He+N2 [35,29] were
plotted in reduced velocity coordinates with the quantum partial wave differential cross
sections and scaled by a uniform factor λ resulting in a grouping of data from both
theoretical atom-atom and experimental atom molecule collisions as seen in Fig. 2.14.
The data in Fig. 2.14 were fit to a simple quadratic for large values of τ , and a linear
function for small values of τ . Both fitting functions are applied to data in log-log scale.
The scaling differential cross section may then be written as
|f(E, θ)|2 = λ
θ sin θ
exp
[
C1
(
log
Eθ
µ
)2
+ C2 log
Eθ
µ
+ C3
]
,
Eθ
µ
≥ τ0, (2.48)
|f(E, θ)|2 = λ
θ sin θ
C4 exp
[
C5 + C6 log
Eθ
µ
]
+ C7,
Eθ
µ
< τ0, (2.49)
where the fitting parameters C1, C2, C3, C4, C5, C6, and C7 were found to be -0.13, 1.00,
2.70, 10.0, 2.04, -0.03, and 32.3 respectively, and the cutoff parameter is τ0=50.12. The
scaling constant is taken as λ=1 from atom-atom collisions and λ=1.4 for atom-molecule
collisions. The units needed for Eqs. 2.48 and 2.49 are E [eV], θ [deg], and µ [amu],
where the energy, scattering angle, and resulting differential cross section, |f(E, θ)|2
[a0], are all in the center of mass frame.
To demonstrate the potential power of the scaling procedure, differential cross
sections for collisions between oxygen atoms and the molecules H2O, CH4, and CO2 have
been calculated using this new scaling method and compared to experimental differential
cross sections for laboratory frame energies of 100 eV, 500 eV, and 1.5 keV respectively
[26]. Predicted and experimental cross sections are in an excellent agreement, taking
into account that O+H2O, O+CH4, and O+CO2 differential cross sections are not
included in the basic set of cross sections used to construct the scaling fit in Fig. 2.14.
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These specific collisions are important for several astrophysical environments as hot
oxygen may be produced through dissociative recombination of O+2 [36] or as a minor
species in the SW [37], through CX collisions with neutral gases. The target species are
all commonly found in different astrophysical environments with CO2 being the major
species in the lower Mars atmosphere [38], H2O making up ∼ 0.25% of the Earth’s
atmosphere [39] as well as being the largest constituent of cometary atmospheres [40],
and CH4 being a major component in the atmosphere of Saturn’s moon Titan [41].
Fig. 2.15 shows the experimental and scaling differential cross sections with excellent
agreement for laboratory frame energies ranging from 100 eV to 1.5 keV and laboratory
frame scattering angles up to 20◦.
It is often the case that atom-molecule collisions may occur through inelastic
channels, stimulating rotational and vibrational excitations in the molecular species and
even their impact dissociation at high collision energies. In this work, inelastic atom-
molecule collisions all utilize the scaling differential cross section, which was constructed
using elastic quantum mechanical cross sections as well as experimental atom-molecule
cross sections, which naturally include both elastic and inelastic channels.
Total cross sections for unknown atom-atom and atom-molecule collisions were
obtained through numeric integration of the scaling differential cross sections given by
Eqs. 2.48 and 2.49. The numerical integration bounds used for all energies were set as
θmin=0.01 deg and θmax=170 deg as both Eqs. 2.48 and 2.49 go to infinity as θ goes
to 0 deg and 180 deg. The choice of integration bounds was validated by comparing
integrated scaling total cross sections with accurate computed quantum cross sections
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for collisions of H+H, He+H, He+He, and He+O. An average error of scaled cross
section predictions is about 23% over the center of mass energies ranging from 1 eV to
10 keV.
With the development of these new collisional cross section databases, accurate
descriptions of energy-angular dependent collisions may be obtained using the quantum
mechanical results for H+H, He+H, He+He, and He+O, while the scaled cross sections
may be utilized for more complicated atom-molecule collisions. In the following sections
these collisional cross section databases are used for accurate simulations in different
astrophysical environments.
2.1.5 Charge Exchange Cross Sections
CX cross sections, in addition to elastic cross sections, are required for transport of
ions and atoms in astrophysical environments. In particular, CX cross sections are
used to determine neutralization properties of SW ions, allowing for accurate nascent
distributions of ENAs. Plasma fusion research over the past several decades has resulted
in vast amounts of data on CX collisions in the literature. The computation of CX
cross sections has been well studied [42] but are out of the scope of this work. The
CX cross sections used in this work were thus accumulated from the literature, utilizing
both theoretical and experimental data to build a database for use in Monte Carlo
simulations.
The main components of the SW are hydrogen ions, ∼ 96–98%, and ions of helium,
∼ 2–4%, with only trace amounts of heavier ions [43,37]. These SW ions are extremely
energetic with an average velocity of 437 km/s [9] giving the ions an energy of ∼ 1
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Fig. 2.16: Charge exchange cross sections for fast protons capturing an electron from
atmospheric gases consisting of both atoms and molecules. A nascent ener-
getic neutral hydrogen atom results from these collisions. The collision of
H++He is shown multiplied by a constant value of 103 to show all data on
a reasonable scale.
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Fig. 2.17: Charge exchange cross sections for fast helium ions, consisting of both He2+
and He+, capturing one and two electrons from collisions with atmospheric
gases consisting of both atoms and molecules. Collisions in which two elec-
trons are transferred to He2+ during the collision are explicitly shown with
the ion-atom system before and after the collision.
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keV/amu. It is then necessary to have knowledge of how these fast SW ions may CX
with neutral gases creating nascent ENAs.
CX collisions between fast protons and neutral gases are extensively studied in the
literature due to the ease of generating fast beams of protons in the lab for experiments
and the vast abundance of ionized hydrogen in several astrophysical environments [44].
The two major astrophysical environments studied in this work include the atmosphere
of Mars, Section 2.3, and the interstellar atmosphere, Section 2.4. The interstellar
atmosphere is the simpler of the two, consisting predominately of neutral and ionized
hydrogen [45,46,3]. In contrast, the atmosphere of Mars contains several neutral atomic
and molecular species which may act as electron sources for neutralization of SW ions.
The Mars atmosphere models utilized for this work consist of H, He, O, Ar, H2, N2,
CO, and CO2 as these are the most prevalent atomic and molecular species [38]. Fig.
2.16 displays CX cross sections for hot protons colliding with neutral H, He, O, Ar, H2,
N2, O2, CO, and CO2 over the energy interval of SW protons [47–49]. The CX cross
section for H++He has been scaled by a factor of 1000 in Fig. 2.16 due to its extremely
small value relative to the other CX cross sections.
Helium ions are also considered in this work and thus require knowledge of CX
cross sections with neutral gases. The situation is slightly more complicated for helium
ions as they may undergo one or two electron CX collisions depending on the target
gases. With an initial beam of fast α particles, the process of neutralization may then
be either a one step process
He2+ +X → He+X2+ (2.50)
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or a two step process
He2+ +X → He+ +X+
He+ +X → He+X+
(2.51)
with X representing neutral atoms or molecules. Fig. 2.17 displays CX cross sections
for hot helium ions colliding with neutral atoms and molecules, common in the astro-
physical atmospheres of interest, for one and two electron transfer processes [48,50]. CX
collisions between helium ions and neutral atoms or molecules not shown in Fig. 2.17
were approximated using similar cross sections in Fig. 2.17 as a complete database for
helium ions does not exist in the literature for all neutral species of interest in this work.
While elastic neutral collisions utilized accurate energy-angular cross sections for
Monte Carlo transport simulations in this work, CX collisions occur much less frequently
and thus are treated in a simplified fashion. When a CX collision occurs the cross
sections are extremely forward peaked [51–53] so that the nascent ENA maintains the
same energy and velocity of its parent ion. The low frequency of CX collisions along with
the extremely forward peaked differential CX cross sections leads to all CX collisions
being treated as occurring with a scattering angle of 0◦ and with no energy loss in this
work. The CX cross sections described above are utilized in the Monte Carlo simulations
described in Sections 2.3 and 2.4.
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Table 2.1: H+H total cross sections analytic parameters
Energy Interval [eV] σ0 [a
2
0] α
0.01–0.07 61.275 0.134
0.07–0.25 85.378 0.102
0.25–5 78.972 0.111
5–10 68.640 0.135
10–50 59.743 0.168
50–300 55.041 0.194
300–420 58.450 0.150
420–870 51.792 0.289
870–1000 50.963 0.407
1000–3000 51.425 0.514
3000–5680 67.559 0.751
5680–10000 65.714 0.732
Table 2.2: 4He+H total cross sections analytic parameters
Energy Interval [eV] σ0 [a
2
0] α
0.01–0.06 61.896 0.087
0.06–0.36 70.309 0.075
0.36–2.5 55.364 0.105
2.5–19 44.212 0.144
19–70 38.394 0.179
70–470 33.228 0.234
470–1000 30.922 0.329
1000–3100 30.978 0.447
3100–8400 34.323 0.539
8400–10000 38.446 0.592
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Table 2.3: 4He+4He total cross sections analytic parameters
Energy Interval [eV] σ0 [a
2
0] α
0.01–0.07 136.095 0.057
0.07–0.50 134.621 0.059
0.50–12 104.992 0.093
12–46 96.367 0.111
46–640 85.722 0.148
640–1000 84.640 0.177
1000–10000 84.170 0.203
Table 2.4: 3He+3He total cross sections analytic parameters
Energy Interval [eV] σ0 [a
2
0] α
0.01–0.07 100.214 0.085
0.07–0.49 134.304 0.056
0.49–12 100.430 0.095
12–64 89.177 0.121
64–640 81.419 0.152
640–820 80.388 0.181
820–10000 79.863 0.210
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Table 2.5: 4He+3He total cross sections analytic parameters
Energy Interval [eV] σ0 [a
2
0] α
0.01–0.06 60.900 0.067
0.06–0.35 67.800 0.056
0.35–2.5 57.971 0.075
2.5–15 49.208 0.103
15–70 45.143 0.123
70–500 41.931 0.150
500–1000 41.178 0.177
1000–10000 41.175 0.210
Table 2.6: 4He+O total cross sections analytic parameters
Energy Interval [eV] σ0 [a
2
0] α
0.01–0.04 7.441 0.325
0.04–0.15 33.009 0.178
0.15–1.5 77.212 0.082
1.5–15 78.369 0.080
15–40 73.408 0.096
40–300 68.502 0.117
300–1050 67.371 0.131
1050–3000 67.588 0.153
3000–10000 70.206 0.188
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2.2 Monte Carlo Transport
With knowledge of accurate collisional cross sections, numerical simulations may be
constructed which calculate several parameters describing how nascent energetic neu-
tral atoms (ENAs) interact with astrophysical atmospheres. The process of energy-
momentum transfer and thermalization is inherently stochastic as a multitude of prob-
abilistic events occur to bring the system from the initial, energetic, state to the final,
thermal, state. To model such systems, Monte Carlo (MC) methods were employed
using the newly calculated cross section databases described in Section 2.1 for atomic
and molecular interactions, to accumulate macro statistics for the particular system of
interest. Large ensembles of test particles are then used in the MC simulations to obtain
probabilities for macro events such as atmospheric heating rates, secondary hot atom
production, and in the case of planetary atmospheres, rates and fluxes of escape.
The general scheme of the MC simulations begins with the initialization of the
test particles with initial energies E0, positions ~x0, and directional cosines ~u0. The entire
ensemble is then propagated a single step in the simulation. During this single simulation
step, each test particle may either collide with an atmospheric particle, transferring
energy to the target particle and changing the directional cosines, or be transported
without a collision. The simulation continues, step-by-step, until every test particle in
the ensemble has either thermalized with the atmospheric gases, or left the system. A
simple flow diagram for the MC transport simulations is shown in Fig. 2.18.
For transport of ENAs in the interstellar medium, Section 2.4, the possibility for
CX collisions to occur instead of elastic collisions is considered. In these simulations
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Fig. 2.18: Flow diagram for the Monte Carlo transport simulations in a planetary
atmosphere. An ensemble of test particles is initiated with probabilistic
initial energies, locations, and velocities. The ensemble is then transported
a single step where each test particle may either collide, transferring some
energy to the target particle during the collision, or not collide and be
transported in a straight line. If a collision occurs during a transport step,
the two exit criteria are checked; Is the test particle still more energetic than
the local thermal energies? Is the test particle above the escape altitude?
Once one of the escape criteria are met, the simulation ends for that test
particle.
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special treatment is given to the transport of ions in the presence of a locally constant
magnetic field.
For several aspects of the MC simulation, random numbers are required for de-
termining stochastic parameters. Such stochastic parameters include random initial
energies, initial positions, collision locations, scattering angles, and target species dur-
ing collisions. A high quality, parallel random number generator was employed to ensure
the random numbers used to determine stochastic events lack any pattern [54]. These
random numbers are most easily used with cumulative probability distributions which
are normalized to exist in the range ∈ [0, 1]. For an arbitrary probability density distri-
bution y(x) where
X∫
0
y(x) dx = 1 (2.52)
with x ∈ [0, X] and y(x) ≥ 0 ∀ x, a cumulative probability is defined as
Y (x) =
x∫
0
y(x′) dx′ (2.53)
where Y (x) is a monotonically increasing function. To obtain a random parameter,
the cumulative probability is numerically inverted so the input of a random number, η,
uniformly distributed from [0,1] results in the associated random parameter x such that
η =
x∫
0
y(x′) dx′ (2.54)
which when solved for x yields x(η). As an example, the cumulative probability for
scattering angles shown in Fig. 2.11 may be used to obtain stochastic scattering angles
for collisions between He+H. Fig. 2.19 displays the probability distributions for random
scattering angles obtained during collisions of He+H at laboratory energies of 500 eV,
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Fig. 2.19: Normalized probability distribution for random scattering angles for col-
lisions of He+H at 0.5, 1.5, and 5 keV laboratory frame energies. The
scattering angles shown are in the center of mass frame.
1.5 keV, and 5 keV, acquired with samples of 10 million random angles per collision.
Scattering angle probability in Fig. 2.19 can be seen moving from higher scattering
angles to lower scattering angles as the collision energy increases. Although it is clear
that small scattering angles dominate for even moderately energetic collisions, the low
probability, high scattering angle tail to the distributions seen in Fig. 2.19 are extremely
important for analysis of the reflected flux of projectile particles when considering 104
to 106 collisions per test particle depending on the astrophysical environment being
studied. Stochastic parameters for other random variables during the simulations were
acquired in a similar manner.
During MC transport simulations, the test particles are allowed to move in three-
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dimensions, resulting in realistic final distributions. After the initial parameters are set
for the ensemble, all test particles are transported through the astrophysical atmosphere
using a step-by-step method. At each simulation step, the total mean free path is
determined for each test particle at its current location. Assuming there are a total of
N atmospheric species with with the test particles can collide, the mean free path can
be written as
λ(~x,E) =
1
N∑
i
ni(~x)σi(E)
(2.55)
where ni(z) is the density of the i
th atmospheric species at position ~x and σi(E) is the
collisional cross section between the ENA test particle and the ith atmospheric species.
The step-size employed at a given position in the atmosphere is determined using this
total mean free path. Following previously used MC methods [36], the step-size, ∆s,
utilized is either 20% of the total mean free path, λ(~x,E) or some set small distance
smin, which ever value is smaller. The value smin depends greatly on the environment
being simulated and the resolution required for the data collected in that environment.
For simulations in the atmosphere of Mars, Section 2.3, smin was set to 1 km as was
previously done [36]. Simulations in the local interstellar medium atmosphere, Section
2.4, required smin be set to 1 AU which was found to be a good parameter to obtain
high resolution results. This methodology ensures that the atmospheric densities, and
thus the total mean free path, is near constant before and after the test particle is
transported in the given environment.
With the total mean free path and step-size determined, the probability for a
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collision to occur within that simulation step, ∆s, may be found as
Pcoll = 1− exp
[ −∆s
λ(~x,E)
]
(2.56)
which is a simplified expression of typical particle transport, determined in utilizing
straight trajectory transport over these small step-sizes. The probability for no collision
to occur, Pnc, can easily be found as
Pnc = 1− Pcoll = exp
[ −∆s
λ(~x,E)
]
. (2.57)
It should be noted that during ion transport, Eq. 2.56 is no longer valid and further
consideration is required as shown in Section 2.2.1. A uniform random number, η, is
used to determine if a collision occurs in the interval ∆s such that
η > Pnc Collision
η < Pnc No Collision.
(2.58)
If a collision does occur the exact location of the collision, ∆l, may be found using Eq.
2.56 with η = Pcoll and solving for ∆s = ∆l, found to be
∆l = −λ(~x,E) log η (2.59)
where it is always the case that the distance to the collision location ∆l is less than the
step-size ∆s. For a given collision, the target species is determined using atmospheric
mixing ratios such that
Γi(z) =
ni(z)σi(E)
N∑
j
nj(z)σj(E)
(2.60)
where
N∑
i
Γi(z) = 1. An array was then formed using the calculated mixing ratios and
a random number was selected to determine the target species. The scattering angle
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for a given collision was determined as discussed previously, with azimuthal scattering
angles being randomly generated between 0 and pi. With scattering angles θ and φ, the
directional cosine for the test particle velocity may be updated such that
u′x =
sin θ
α
[uxuz cosφ− uy sinφ] + ux cos θ,
u′y =
sin θ
α
[uyuz cosφ+ ux sinφ] + uy cos θ,
u′z = −α sin θ cosφ+ uz cos θ,
(2.61)
where α =
√
1− u2z and the normalized vectors ~u and ~u′ are the directional cosines
before and after the collision [55]. In the instance of uz = ±1, Eq. 2.61 reduces to
u′x = sin θ cosφ,
u′y = ± sin θ sinφ,
u′z = ± cos θ,
(2.62)
which is needed for the first collision in simulating planetary atmospheres if the projec-
tiles are directly incident on the planet with a solar zenith angle of 0◦. In the trivial
case of no collision occurring for a given step, ~u′ = ~u.
The updated particle location, ~x′, is found as either the location of the previous
collision, or in the case of no collision in the previous step, a distance ∆s from the
previous step’s position ~x. Using the previous step’s directional cosine, ~u
~x′ = ~x+ ∆~u (2.63)
where ∆ = ∆l if a collision occurs and ∆ = ∆s if no collision occurs. It should be noted
that Eq. 2.63 is only valid for neutral particle transport.
Following a collision, the energy lost by the test particle is calculated
δ(, θ) = 
2mpmt
(mp +mt)2
(1− cos θ) (2.64)
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using the laboratory frame energy of the test particle , the center of mass frame scat-
tering angle θ, and the masses of the projectile and target particles, mp and mt [56].
In this work, the energy of the projectile particles is so much higher than that of the
thermal atmospheric energy that we treat all target particles as being stationary in the
atmosphere. Using the stationary atmosphere approximation along with conservation
of energy, the energy loss determined from Eq. 2.64 is also the energy transferred to
the target particle. If the energy transferred to the target particle is larger than the
thermal energy of the atmosphere, the target species is considered a secondary hot
atom or molecule. MC simulations investigating the interaction of fast particles with
the atmosphere of Mars, Section 2.3, store information of nascent secondary hot atoms
and molecules including their energy, altitude, and directional cosine if a given collision
transferrs enough energy to the atmospheric atom or molecule to consider it hot.
The MC formalism described above is used extensively in this work for inves-
tigations into energy-momentum transfer, reflection, and secondary hot atomic and
molecular fluxes in different astrophysical environments.
2.2.1 Ion Transport
The transport scheme for the astrophysical environments studied in this work follows SW
ions as they become nascent ENAs through CX collisions with neutral gases. The ENAs
are then transported as ballistic particles, undergoing elastic collisions until they either
thermalize or leave the astrophysical environment. During energetic neutral transport
in the interstellar atmosphere, Section 2.4, the thermal ion density is comparable to the
thermal neutral density. These high ion densities result in comparable probabilities for
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Fig. 2.20: Transport diagram for both neutral and ion transport. Energetic neutral
particles may undergo charge exchange collisions with cold ions which re-
sults in helical transport about the local magnetic field B. Hot ions may
again become energetic neutral atoms through undergoing charge exchange
collisions with cold neutral gases.
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CX collisions to occur as compared with elastic collisions. Simulations in these high
ion density environments then require considerations for nascent hot ion transport in
addition to ballistic neutral atom transport.
A general transport diagram for neutral atom and ion transport is shown in Fig.
2.20. Energetic neutral atoms may collide either elastically or through CX collisions
within the system. In the event of CX collisions the nascent ions are transported
along helical trajectories according to the local magnetic field until another CX collision
occurs, again creating a nascent ENA.
Transport of an ion in a constant magnetic field is most easily done by breaking
the ion velocity into components which are parallel and perpendicular to the magnetic
field. For an nascent ion with velocity ~v moving in the presence of a constant magnetic
field ~B, the parallel and perpendicular velocity components are expressed as
~v‖ = ~B
~v · ~B
| ~B|2
~v⊥ = ~v − ~v‖
(2.65)
with ~v‖ and ~v⊥ being the parallel and perpendicular velocity components. The equation
describing the motion of the ion can now be broken up into components which are
parallel and perpendicular to the magnetic field. The parallel component simply moves
in a straight trajectory as the Lorentz force for this component is zero
~r‖(t) = ~v‖t (2.66)
where t is the time spent as an ion. To determine the equations of motion for the
perpendicular component, an orthogonal basis is developed
nˆ1 =
~v⊥ × ~B
|~v⊥ × ~B|
and nˆ2 =
nˆ1 × ~B
|nˆ1 × ~B|
(2.67)
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such that both unit vectors nˆ1 and nˆ2 are themselves perpendicular to the magnetic
field. The gyration radius, R0, and frequency, ω0, are well known and defined as
R0 =
m|~v⊥|
|Zq|| ~B| and ω0 =
Zq| ~B|
m
(2.68)
where m is the ion mass, Z is integer degree of ionization, and q is the charge of an
electron. Utilizing Eqs. 2.72 and 2.68, the perpendicular equation of motion can be
written as
~r⊥(t) = R0 (cos(ω0t)− 1) nˆ1 +R0 sin(ω0t)nˆ2 (2.69)
where the helical center has been shifted so that ~r⊥(t = 0) = 0nˆ1 + 0nˆ2. If the nascent
hot ion was created at ~r0, then the entire equation of motion for the ion transport is
written as
~r(t) = ~r0 + ~r‖(t) + ~r⊥(t). (2.70)
Eq. 2.70 is used for transport of ions in the presence of a static magnetic fields as it
provides a complete, time-dependent description.
Additional treatment for ion transport is required if the local environment is
partially ionized, as is the case in the interstellar gas. In these partially ionized environ-
ments, a drag force is felt by the energetic ion due to the surrounding electron density.
A simple diagram displaying this ion drag force is shown in Fig. 2.21. The ion drag
force due to a hot ion being placed within a plasma was calculated as an exponential
loss of energy with increasing time [57]
E(t) = E0 exp
(−2t
τ0
)
(2.71)
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Fig. 2.21: Diagram illustrating the effective ion drag force felt by a hot ion being
transported through a dilute, partially ionized gas.
where E0 is the initial energy of the hot ion, t is the time spent by the hot ion within
the plasma, and the factor τ0 is defined as
τ0 =
2mimev
3
i
16
√
pik2Z2q4ne log
2
θD
. (2.72)
Included within Eq. 2.72 are the masses of the hot ion and plasma electrons, mi and
me, the ion velocity vi, Coulomb’s constant k =
1
4pi0
, the charge of the hot ion Z,
the electron charge q, the thermal plasma electron density ne, and the Debye length
scattering angle θD [57]. The Debye length scattering angle is defined as
θD =
√
0KbT
neq2
(2.73)
where 0 is the permeability of free space, Kb is the Boltzman constant, and T is the
thermal temperature of the plasma being traversed.
To illustrate the magnitude of the energy loss due to ion drag, energy loss per
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Fig. 2.22: Ion drag energy loss per transport distance for both hydrogen and helium
ions traversing the model local interstellar cloud (LIC) and local bubble
(LB).
transport distance as a function of ion energy is shown in Fig. 2.22 for hydrogen and
singly charged helium ions in both the local interstellar cloud and the local bubble.
Briefly, the local interstellar cloud consists of warm, T = 6000 K, high neutral density,
n(H) = 0.19 cm−3, with partial ionization, n(H+) = 0.018 cm−3. In contrast, the local
bubble contains hot, T = 106 K, completely ionized plasma with density n(H+) = 0.005
cm−3 [45,46,3]. Extensive details of these two astrophysical environments are discussed
in Section 2.4. Fig. 2.22 demonstrates how the energy loss per distance transported
changes drastically for different astrophysical environments with varying plasma densi-
ties.
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When the hot ion is transported step-by-step through an environment with a
static magnetic field and substantial plasma densities, the formalisms for both helical
transport and ion-drag energy loss are combined. For long periods of transport in these
conditions the gyromagnetic radius slowly decreases as the energy decreases due to the
ion drag force. Small step sizes during transport and recalculation of ion transport
properties for hot ions with constantly decreasing energies ensures proper numerical
results during ion transport. These methods are utilized extensively for transport in
the interstellar atmosphere Section 2.4.
2.2.2 Frame Transformations
Elastic collisions, in which energy is conserved between the projectile-target system and
no change to internal energy states occurs, are the dominant collision types within the
energy region of SW ions and the nascent ENAs they create [58]. An accurate treatment
of collisional energy relaxation requires a transformation of the collision parameters from
being in the center of mass frame to the frame related to the thermalized bath gas. The
center of mass frame parameters are stochastic values because of the thermal motion
of the bath gas. The averaging over thermal motion can be done using the Boltzmann
kinetic equation [59,60] or generating random thermal collision parameters in the MC
simulation of the relaxation process [61]. A significant simplification can be applied
to the frame transformation of fast particles when the motion of the bath gas can be
neglected and the bath gas frame is considered as the laboratory frame.
It is common to express a two body system which interacts through a potential
V (~r) in the center of mass frame where the motion of the center of mass ~R of the
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Fig. 2.23: Diagrams displaying the same collision in both the center of mass and lab-
oratory frames.
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system is decoupled from the relative motion of the two bodies with the interparticle
radius-vector ~r. In general, given two particles interacting via a potential V (~r), the
Hamiltonian for the system can be written as
Hˆ =
p21
2m1
+
p22
2m2
+ V (~r) (2.74)
for particles 1 and 2 with momenta p1 and p2 and masses m1 and m2. Eq. 2.74 describes
the system in the inertial laboratory frame where the positions and motions of both
particles are described relative to a stationary origin in the laboratory. The equivalent
Hamiltonian can be written in the center of mass frame which describes the motion of
the center of mass ~R with total mass M = m1 +m2 and the relative motion of the two
particles ~r with reduced mass µ = m1m2m1+m2 as
Hˆ =
P 2
2M
+
p2
2µ
+ V (~r) (2.75)
where ~P = M ~˙R and ~p = µ~˙r. It is convenient to further define an inertial frame where
~˙R = 0 and the resulting Hamiltonian of Eq. 2.75 becomes one dimensional
Hˆ =
p2
2µ
+ V (~r). (2.76)
Conversions between the two reference frames are well known [56] and detailed below.
The total cross section for a given collision is the same in both the laboratory and
center of mass frames since the actual scattering of a particle is not frame dependent.
The differential cross section, on the other hand, differs when moving from the center
of mass to the laboratory frame with a direct relationship between the two found as
dσ(θL)
dΩ Lab
=
dσ(θ)
dΩ CM
(
1 + 2
mp
mt
cos θ +
(
mp
mt
)2)3/2
1 +
mp
mt
cos θ
(2.77)
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where mp and mt are the projectile and target particle masses, θL is the scattering angle
in the laboratory frame and θ is the scattering angle in the center of mass frame [56].
The laboratory frame scattering angles for the projectile, θL1, and the target, θL2, also
have a direct relationship to the center of mass frame scattering angle as
θL1 = tan
−1
(
sin θ
cos θ +
mp
mt
)
and θL2 =
1
2
(pi − θ) . (2.78)
Conservation of energy also gives a relationship between collision energies in the center
of mass and laboratory frames as
ECM = ELab
µ
mp
(2.79)
which results from taking into account the motion of the center of mass in the laboratory
frame. Fig. 2.23 shows a diagrams for the same collision in both the center of mass and
laboratory frames. The scattering angles in Fig. 2.23 were calculated using Eq. 2.78
with a mass ratio of
mp
mt
= 4 and a center of mass scattering angle of θ = 45◦, resulting
in laboratory scattering angles of θL1 = 15
◦ and θL2 = 68◦.
Eqs. 2.77 through 2.79 are all used extensively in this work when simulating
particle transport in different astrophysical environments where all collision processes
occur in the center of mass frame and the resulting parameters are converted to the
laboratory frame of the bath gases, to describe transport of the projectile particle in
this bath gas.
2.3 Precipitation of Energetic Neutral Atoms in the Atmosphere of Mars
The evolution of planetary atmospheres is governed, in the simplest of terms, by energy
input, transfer, and output. In planetary bodies without intrinsic magnetic fields, large
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amounts of energy may be supplied by solar or stellar wind ions into the atmosphere.
Precipitating ions can capture electrons in collisions with atmospheric gases and become
nascent energetic neutral atoms (ENAs) which penetrate deeply into the atmosphere
before transferring their energy to the thermal gases present. It was estimated that
precipitating ENAs deliver 109 ev cm−2 s−1 to the atmosphere of Mars and is comparable
to the energy input from extreme ultraviolet photons at solar minimum conditions
[8]. Loss of neutral planetary atmospheres occur through both thermal (Jeans) escape
and non-thermal energy transfer processes, leading to atomic and molecular escape.
Significant numbers of atmospheric non-thermal processes are induced by precipitating
solar and stellar wind ions. While thermal escape on Mars is efficient only for atomic and
molecular hydrogen, the non-thermal energy transfer and escape may be the dominate
source for evolution of heavier atmospheric constituents [62,5].
The atmosphere of Mars has been the focus of investigations of planetary at-
mospheres for a long time, in particular, analysis of its current and past compositions
helps shed light on the loss of liquid water which is thought to have once existed on the
surface of the planet [38,63–65]. Previously calculated thermal and non-thermal escape
rates of hydrogen, as well as sputtering and ion pickup, have led to estimates of an
entire ocean of water with a global mean depth of 30 m being lost on Mars in the past
3.8 billion years [38]. Kinetics and energy relaxation involved in collisions between fast
and thermal atoms are fundamentally important for the escape process and thus also
atmospheric evolution [66,21,60]. Previous works have investigated the effects of SW
protons precipitating into the atmosphere of Mars using both isotropic HS (HS) and
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angular dependent forward peaked cross sections [67], as well as with accurate quantum
mechanical cross sections [5,66,68,69], but accurate energy-angular dependent cross sec-
tions have never been fully used to study non-thermal, atom-atom and atom-molecule,
energy transfer and induced escape fluxes in a planetary atmosphere. Precipitating
ENAs are created through CX collisions between SW ions and atmospheric gases in
the Martian atmosphere and in this work, we consider these ENAs as a source from
non-thermal atomic and molecular escape and compare the ENA induced escape to
previously reported escape fluxes.
The precipitation of ENAs into planetary atmospheres can be an efficient source
of atmospheric heating as well as a production mechanism for secondary hot atoms and
molecules. Secondary hot atoms and molecules created from ENAs essentially have non-
thermal distributions and also contribute significantly to total planetary escape fluxes.
Nascent ENAs created through CX collisions between SW ions and atmospheric gases
maintain the vast majority of the SW ions velocity and thus have significantly large
energies, ranging from hundreds of eV/amu to several keV/amu [9]. As the nascent
ENAs precipitate through the planetary atmosphere, their energy is transferred, via
elastic and inelastic collisions, to the atmospheric gases with major atomic and molecular
constituents being H, He, O, Ar, H2, N2, CO, and CO2 [38]. Extremely forward peaked
differential cross sections for keV collisions lead to several thousand collisions and deep
penetration into the planetary atmosphere before thermalizing [10]. Modeling of altitude
profiles on energy deposition require realistic descriptions of energy transfer and thus
accurate differential and total cross sections for binary collisions.
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Anisotropic quantum mechanical differential cross sections, unlike isotropic HS
approximations, are extremely forward peaked for center of mass (CM) collision energies
above 1 eV. We have calculated, with high accuracy, a majority of atom-atom collision
cross sections. At the same time, ab initio calculations of atom-molecule cross sections
at keV energies, such as atomic collisions with CO2 molecules, are not realistic and
semi-empirical methods should be applied. Unknown cross sections of atom-molecule
collisions between ENAs and some species of the Mars atmosphere were treated using
the scaling cross sections from Section 2.1.4 to provide reasonable estimations of forward
peaked differential cross sections as well as integrated total cross sections. These scaling
cross sections are very useful in the atmosphere of Mars where CO, CO2, H2, and N2
are large constituents and accurate quantum mechanical, ab initio computations at
keV/amu collision energies look as very formidable problems. All collisions between
ENAs and these atmospheric molecules utilize the scaling cross sections, while all known
atom-atom collisions (H+H, He+H, He+He, He+O) use computed ab initio quantum
mechanical cross sections in this work.
Through use of quantum mechanical and scaling cross sections, accurate time-
dependent calculation of ENA transport, momentum transfer energy loss, secondary hot
atomic and molecular production and escape was carried out using three dimensional
Monte Carlo (MC) simulations, described in detail in Section 2.2, with large ensembles of
test particles. Direct connections between the mechanisms of energy deposition and the
intensities of induced escape fluxes for neutral atoms and molecules has been established
using realistic cross sections, simulating quantum mechanical binary collisions, combined
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with classical MC transport Energy distributions for both thermalizing and escaping
ENAs were found for ensembles of mono-energetic precipitating ENAs as well as realistic
SW ion energy distributions [9]. Energy-deposition and escape flux comparisons between
realistic anisotropic cross sections and isotropic HS models were made to further analyze
differences in thermalization parameters between the two cross section models.
Accurate MC transport simulations depend on realistic neutral atmosphere pro-
files to determine altitude dependent heating rates, secondary hot atomic and molecular
production, and reflection coefficients for ENAs. Three different realistic neutral atmo-
sphere profiles were utilized in the MC transport simulations to observe how sensitive
the resulting ensemble parameters were to neutral atmosphere densities. Atmosphere
profiles, calculated from solving photochemical continuity equations with available in
situ data, for minimum, maximum, and mean solar activity from 80–300 km were used
exclusively in these simulations [38]. The atmosphere profiles were extrapolated up to
an altitude of 800 km using an exponential fitting method which is commonly utilized in
atmospheric modeling [70]. Altitude dependent, neutral atomic and molecular density
profiles for minimum, mean, and maximum solar activity are shown with extrapolated
high altitude fits in Figs. 2.24, 2.25, and 2.26. Drastic differences in the upper at-
mosphere profiles for minimum and maximum solar activity can be seen in Figs. 2.24
and 2.26 due to the complex photochemistry involved in several atomic and molecular
processes and the large change in ionizing photon fluxes between the two solar activ-
ity extremes. The density profiles shown in Figs. 2.24, 2.25, and 2.26 are used and
referenced extensively throughout this section.
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Fig. 2.24: Mars neutral density profiles for major atomic and molecular species at
minimum solar activity.
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Fig. 2.25: Mars neutral density profiles for major atomic and molecular species at
mean solar activity.
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Fig. 2.26: Mars neutral density profiles for major atomic and molecular species at
maximum solar activity.
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While differential cross sections are important for determining probabilistic scat-
tering angles for a given collision, total cross sections are also required to determine if a
collision occurs within a given transport step, Eqs. 2.55 and 2.56. Total cross sections
were calculated using ab initio quantum mechanical methods for collisions of H+H,
He+H, He+He, and He+O [10] while all other collisions utilized numeric integration
of the scaling amplitudes to obtain total cross sections. Fig. 2.27 shows the total cross
sections used for MC simulations in the Martian atmosphere. Despite containing both
quantum mechanical and scaling total cross sections, the curves in Fig. 2.27 are all rela-
tively similar and are the same order of magnitude for all collision species over the energy
interval from 1 eV to 10 keV. Additionally, Fig. 2.28 displays energy dependent average
scattering angles calculated for precipitating hydrogen and helium ENAs colliding with
atmospheric atomic and molecular species. These forward peaked, heavily anisotropic
cross sections result in both deep penetration of ENAs into the planetary atmosphere as
well as several thousand collisions before thermalizing with the atmospheric gases. This
effectively results in the energy deposition process involving significantly more layers of
the atmospheric gas than with isotropic cross sections. The average scattering angles in
Fig. 2.28 further demonstrate the forward peaked nature of these high energy collisions.
Furthermore, the effectiveness of the scaling differential cross sections is also demon-
strated in Fig. 2.28 as collisions which utilized this new method have average scattering
angles which are similar to those obtained using quantum mechanical cross sections.
It should also be noted that although these keV cross sections are extremely forward
peaked, the low probable, large scattering angles are also important for transport and
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Fig. 2.27: Total cross sections obtained from numeric integration of the scaling differ-
ential cross sections as well as quantum mechanical partial wave analysis.
a) displays total cross sections for hydrogen ENAs with the atmospheric
constituents of Mars while b) displays the same data for helium ENAs.
Collision energies are shown in the CM frame.
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thermalization as they are the main mechanism for production of fast secondary hot
atoms and molecules within the atmosphere.
The main mechanism for the production of nascent ENAs in different astrophys-
ical atmospheres is CX collisions between fast ions and thermal gases. The source of
the energetic ions depends on the specific astrophysical environment. For example, SW
ions may be a significant source of energetic ions for many planetary bodies while plan-
ets with intrinsic magnetic fields, such as Jupiter or Earth, also have magnetospheric
ions which contribute significantly to ENA production. For the atmosphere of Mars,
all ENAs are produced from SW ions as they CX with the neutral Mars atmosphere.
Realistic models of the SW velocity distributions are then extremely important for sim-
ulating nascent ENA precipitation in the atmosphere of Mars. A statistical analysis
of SW velocity data taken from 1989 through 2012 shows that the average SW energy
ranges from 0.7 keV/amu to 1.5 keV/amu with the most energetic SW reaching energies
of 4.2 keV/amu [9]. Theoretical mono-energetic ensembles of SW ions as well as the
realistic average energy distributions of ions in the SW plasma were used to analyze
how parameters of energy-deposition and precipitating fluxes change with initial energy
distributions of SW ions and nascent ENAs.
In addition to SW velocity distributions and neutral atmospheric density profiles,
accurate CX cross sections are required for determining altitude dependent production
rates of nascent ENAs. The CX cross sections detailed in Section 2.1.5 were used for SW
ions of hydrogen and helium interacting with the neutral gases of the Mars atmosphere.
Charge exchange collisions occurring at keV energies, such as that of the SW ions,
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Fig. 2.28: Average CM scattering angles as a function of CM collision energy/amu for
a) H ENAs and b) He ENAs with atmospheric constituents of Mars.
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are extremely forward peaked so that nascent ENAs maintain nearly the same velocity
magnitude and direction of it’s parent ion [51–53]. The probability of charge stripping
processes is very low at keV/amu collision energies and nascent ENAs, induced in CX
collisions, propagate through the atmosphere as high speed neutral particles.
Although the SW ions are quickly converted to nascent ENAs, for consistency of
the theoretical description, we also consider the energy loss of precipitating SW ions.
For typical SW ion velocities, the energy losses related to the ionization and excitation
of atmospheric atoms and molecules are very small and major energy losses occur in
elastic collisions of precipitating ions with the ambient gas. The effect of SW ion elastic
collisions was investigated to determine average energy losses prior to creation of ENAs
from CX collisions. Energy-dependent elastic cross sections for H++H were used for all
atmospheric species in this investigation as actual elastic atom-ion cross sections were
not readily available in the literature for all neutral species of interest. Energy loss in
these ion collisions was determined using angular-energy dependent scaling differential
cross sections to determine random scattering angles and thus random energy losses.
It was found that incident SW ions undergo an average of 3 elastic ion-atom collisions
and lose an average of 0.1 eV from their initial energy before becoming nascent ENAs
through CX collisions with atmospheric neutrals. These results were obtained using
100,000 particle ensembles which were initialized at 800 km using the model SW energy
distribution [9] and were directly incident on the planet surface with a solar zenith angle
of 0◦. These energy losses were neglected since the typical energies of the precipitating
SW ions is around a few keV/amu making energy losses of ∼0.1 eV insignificant.
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Nascent energetic neutral production fluxes, f(z), were calculated using a simpli-
fied 1D atmospheric transparency integral
f(z) = NswUsw
R20
R2mars
exp
−∑
i
∞∫
z
σcxi ni(z
′)dz′
∑
i
σcxi ni(z) (2.80)
where z is the altitude above Mars, Nsw is the density of SW ions as observed in situ,
scaled for 1 AU, with an average value of 5 cm−3 [71], Usw is the velocity of the SW ions,
R0 is 1 AU, Rmars is 1.5 AU, σ
cx
i is the CX cross section for the i
th neutral species, and
ni is the neutral density of the i
th neutral species at altitude z. To simplify calculations,
a single, average SW velocity was used to determine ENA production altitudes for
nascent hydrogen and helium. The average SW velocity used was 437 km/s which
corresponds to an energy of 1 keV/amu. Cumulative distribution functions for ENA
production altitudes, for all three atmosphere models, are shown in Fig. 2.29 for nascent
hydrogen and helium ENAs. These cumulative distribution functions give a probabilistic
measure for how deep SW ions penetrate into the atmosphere before becoming nascent
ENAs. Fig. 2.29 shows how very few nascent ENAs are created above 300 km and
below 150 km there are no longer any SW ions present as they have all become nascent
ENAs. The minimum solar activity atmosphere model has the lowest number density
for atmospheric species at a given altitude and thus has ENA production occurring
lower in the atmosphere than the mean or maximum solar activity atmosphere models.
Also, for all three atmosphere models, nascent helium ENA production occurred deeper
in the atmosphere than nascent hydrogen ENA production which may be attributed to
smaller average CX cross sections for helium ions. With altitude dependent production
rates known, simulations of energy transfer in the atmosphere of Mars may be performed
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Fig. 2.29: Altitude dependent cumulative distribution function for nascent ENA pro-
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lines for the three different Mars atmosphere models corresponding to min-
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using MC transport methods described in Section 2.2.
Several key parameters were extracted from the MC simulations to best dis-
play physical details of the thermalization and possible multi-collisions backscattering
of incident ENAs as well as the production of upward and escape fluxes of secondary
hot atoms and molecules in the atmosphere. Results are presented for realistic initial
energy-altitude distributions using the different atmospheric density models fro mini-
mum, mean, and maximum solar activity. In addition, results for mono-energetic en-
sembles of hydrogen atoms with an initial energy of 1 keV, and helium atoms with initial
energy of 4 keV, are also included for comparison. The energies of the mono-energetic
ensembles were chosen as they represent the most common energies associated with the
model SW energy distribution. These mono-energetic ensembles of nascent ENAs were
all initialized at an altitude of 200 km, which is about the average alitutde of nascent
ENA formation, and were transported using the mean solar activity neutral atmosphere
model. Ensembles for hydrogen and helium ENAs whose collisions are described by the
HS cross sections, were also considereed to compare with the anisotropic, quantum me-
chanical cross sections. HS cross sections have been obtained from Van der Waals radii
used for the physical radii of all atoms and molecules [72]. These HS ensembles were
initialized using the realistic energy-altitude ENA distributions and were transported
throught the mean solar activity neutral model atmosphere. All ensembles contained
50,000 test particles which was double the number of test particles required for saturated
statistics of all processes of interest.
Results were obtained from the simulations using discrete, 2D probability den-
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sities f(xi, yj), for two parameters of interest, xi and yj , where each test particle was
placed in the appropriate discrete bin at every transport step. The probability densities
are normalized such that ∑
i,j
f(xi, yj) ∆x∆y = 1, (2.81)
where ∆x and ∆y are the bin sizes for the x and y parameters. Average values for a
given parameter were obtained using a weighted average
< yj >=
∑
i
xif(xi, yj)∑
i
f(xi, yj)
(2.82)
where < yj > is the weighted average value.
During the MC transport simulations, an ENA test particle is classified as being
thermalized if all of the original energy of a few keV/amu is transfered to other atmo-
spheric particles during the simulation, thus making the test particle thermal with its
environment. A formal cutoff energy of 0.1 eV was used to determine if the test parti-
cles had thermalized. This energy was chosen as it is slightly above the mean thermal
energy of hydrogen, 0.02 eV, and helium, 0.08 eV, at a typical temperature of 200 K
found in the atmosphere of Mars [38].
Energy distributions of precipitating ENAs are extremely useful as they pro-
vide insight into the time-dependent thermalization process of the ensembles. Time-
dependent energy distributions of precipitating particles allow the evaluation of rates
involved with ENA energy relaxation and atmospheric heating for different parameters
of precipitating fluxes and upper atmosphere conditions of Mars. Fig. 2.30 displays
energy distributions for the HS, mono-energetic, and realistic SW energy ensembles for
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both hydrogen and helium ENAs, all of which utilize the mean solar activity neutral
atmosphere model. The HS ensembles shown in Fig. 2.30 lose the vast majority of their
energy very quickly yet take more time to completely thermalize than the realistic SW
or mono-energetic ensembles, both of which utilize quantum mechanical cross sections.
The mono-energetic and realistic SW ensembles shown in Fig. 2.30 display how the
helium ENAs lose their energy much slower than the hydrogen ENAs. In both of the
realistic SW energy distributions ensembles, an interesting feature can be seen at times
0.29, 0.37, and 0.52 seconds which resembles the mixing of two fluxes with different
speeds as the lower energetic portion of the ensembles thermalizes first, leading to a
low energy peak in the distributions, followed by a higher energy peak which slowly
merges with the first peak. This feature is not seen in either the HS of mono-energetic
ensembles due to the fact that this is a feature of both small angle, anisotropic quantum
mechanical cross sections used in these ensembles as well as initial energy distributions
with a large spread in energies.
Fig. 2.31 displays the average energy of the test particle ensembles as a function of
altitude in the Mars atmosphere for hydrogen and helium ENAs utilizing Eq. 2.82. An
unexpected feature can be seen in Fig. 2.31 in that there is a steady decrease in average
energy with decreasing altitude starting from 160 km as the ENAs penetrate into the
atmosphere, yet there is an altitude for both hydrogen and helium ENAs at which the
average energy begins to increase. Additional mono-energetic ensembles for hydrogen
ENAs with energies of 0.5 and 2 keV are shown in Fig. 2.31a to better understand the
average energy increases for the realistic SW ensembles. These increases do not exist for
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Fig. 2.30: Energy distributions for precipitating hydrogen ENAs are shown for HS
cross sections a), mono-energetic 1 keV b), and realistic SW energy c) en-
sembles, all utilizing the mean SA model atmosphere. Results are shown
in a similar manner for precipitating helium ENAs in d–f) with the mono-
energetic ensemble having an energy of 4 keV.
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mono-energetic ensembles which decrease monotonically with decreasing altitude and
penetrate deeper into the atmosphere as the initial energy is increased. The altitude,
at which the average energy begins to increase, is located at 100 km and 110 km for
hydrogen and helium respectively and is attributed to the average penetration depths
of the ENAs with realistic SW energies. This increase in average energy, along with
a significant decrease in numbers of precipitating particles, can then be attributed to
the fact that these low altitudes are only accessible to the most energetic portion of the
initial ENA energy distribution and thus the total average energy of the ensemble jumps
from including all particles to including only the most energetic ones. Fig. 2.31 also
displays the differences in average energy due to different atmospheric neutral density
models. These differences are small for altitudes less than 160 km yet begin to play a
larger role for higher altitudes. For example, average energies differ by 50 eV and 200
eV between minimum and maximum solar activity atmosphere models at an altitude
of 200 km for hydrogen and helium ENAs respectively. In comparison to the realistic
quantum mechanical cross sections, ensembles utilizing isotropic HS cross sections have
large energy losses observed at higher altitudes, greater than 200 km, as seen in Fig. 2.31,
resulting in a total penetration depth of 140 km and 130 km for hydrogen and helium
ENAs, both of which are much lower than their quantum mechanical counterparts.
The altitude at which test particles thermalize with the atmosphere was also ob-
tained from the MC simulations for all ensembles. Fig. 2.32 displays probability densities
for the thermaliztion altitude of all ensembles. Very little difference in thermalization
altitude can be seen in comparing the three different atmosphere models with all models
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Fig. 2.31: Average weighted energy for both hydrogen a) and helium b) ENAs as a
function of altitude for all three atmosphere models. Additionally, ensembles
utilizing HS cross sections and mono-energetic ensembles are also shown for
comparison.
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having the highest thermalization probability at 95 km and 98 km for hydrogen and
helium respectively. Drastic differences between the HS ensembles and the quantum
mechanical ensembles can be seen in Fig. 2.32 with the highest thermalization probabil-
ity occurring at 160 km for both hydrogen and helium HS ensembles. The probability
distribution for the helium ensemble using HS cross sections is wider than its hydrogen
counterpart, being due to higher collision rates for the helium ENAs with larger HS
radii [72]. The mono-energetic distributions have slightly deeper thermalization depths
and narrower distributions than the SW energy distribution ensembles, demonstrating
the collective effects of having an initial energy distribution as compared with a single
initial energy.
In addition to thermalization altitudes, thermalization times were also obtained
from the MC simulations for all ensembles. Thermalization time probability densities
for all ensembles are shown in Fig. 2.33. Slightly larger average scattering angles for a
given ENA velocity, shown in Fig. 2.28, leads to faster thermalization of helium ENAs
as compared to hydrogen ENAs, an effect which is clear from Fig. 2.33. The mono-
energetic probability distributions are narrower than both of their respective realistic
SW energy distribution ensembles, yet the tails of all ensemble distributions decay in a
very similar manner starting at 0.5 seconds. The thermalization time probability den-
sity for HS cross sections in Fig. 2.33 is vastly different from the quantum mechanical
ensembles, with average thermalization times an order of magnitude larger than their
quantum mechanical counterparts. These large thermlization times are attributed to
the test particles in the HS ensembles occupying only high altitude layers of the atmo-
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Fig. 2.32: Thermalization altitude probability densities for both hydrogen a) and he-
lium b) ENAs using all three atmosphere models. Additionally, ensembles
utilizing HS cross sections and mono-energetic ensembles are also shown for
comparison.
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sphere, above 150 km, as seen in Figs. 2.31 and 2.32. The high altitude atmosphere
layers have significantly smaller neutral densities as compared with lower atmosphere
layers where the ensembles of test particles utilizing quantum mechanical cross sections
thermalize. For example, the neutral density increases by 3-4 orders of magnitude from
150 km to 100 km [38]. The average mean free path for HS ensembles within the layer
of atmosphere between 150–200 km, where the majority of the ENAs using HS cross
sections thermalize, ranges from several to tens of kms. These large mean free paths
lead to long transport times between collisions, in particular, ENAs with energies less
than 20 eV are transported from 0.1 seconds or more on average. The combination of
these long transport times between collisions and the hundreds of collisions required
before thermalization results in the long thermalization times shown in Fig. 2.33 for
ensembles utilizing HS cross sections.
During the transport and thermalization of the ENA test particles, several thou-
sand collisions occur with the atmospheric gases, the vast majority of which happen
with very small scattering angles, thus transferring to the ambient gas a very small
amount of energy as determined by Eq. 2.64. With so many collisions occurring during
the thermalization process, several low probability, large-angle scattering events tran-
spire during the lifetime of the test particle which provide enough energy to the target
particle for it to be considered hot itself. The energy transfer threshold to be consid-
ered a secondary hot atom/molecule was set to 0.1 eV which is significantly higher than
atmospheric thermal energies.
Production yields of secondary hot atoms and molecules per precipitating particle
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Fig. 2.33: Thermalization time probability densities for both hydrogen a) and helium
b) ENAs using all three atmosphere models as well as ensembles utilizing HS
cross sections and mono-energetic ensembles. Results from ensembles uti-
lizing hard sphere cross sections are shown in the inset plots as the thermal-
ization times for these ensembles were much larger than ensembles utilizing
quantum cross sections.
85
were calculated as a function of altitude as
Q(z) =
NSH(z)
N∆z
(2.83)
where N is the total number of incident ENAs, NSH(z) is the total number of nascent
secondary hot atoms/molecules created in the atmosphere layer at altitude z with layer
thickness ∆z. Fig. 2.34 displays the secondary hot atom/molecule production yields for
the major atmospheric species as a function of altitude. Additionally, to illustrate the
dependence of production yields on solar conditions, Fig. 2.34 shows production yields
induced by both hydrogen and helium ENAs for all three neutral atmosphere models.
For all atmospheric atoms and molecules, the profile shape for nascent secondary hot
atom/molecule production yields look very similar with maximum production occurring
deep int he atmosphere around 80 km. For both hydrogen and helium ENAs incident
on all atmospheric density models, the production yields for nascent secondary hot H,
H2, and He are significantly lower than for other atmospheric species due to their small
relative densities.
In addition to altitude dependent production yields, normalized energy distribu-
tions for nascent secondary hot atoms and molecules were also calculated. The energy
distribution for nascent secondary hot atoms and molecules mostly reflect the energy-
transfer processes of keV collisions. Because of this, the secondary hot energy distribu-
tions were found to be ear identical for the different atmosphere models and altitudes,
and thus are presented in Fig. 2.35 as independent of altitude and for the mean so-
lar activity atmosphere model only. The nascent energy distribution for secondary hot
atoms and molecules induced by helium ENAs is peaked at a slightly higher energy, 0.7
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Fig. 2.34: SH atomic and molecular production rates due to precipitating hydrogen
ENAs using the three atmosphere models for minimum a), mean b), and
maximum SA c). The same data is shown for precipitating helium ENAs in
figures d–f).
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eV, as compared with the hydrogen ENAs, which is peaked at 0.5 eV. These differences
in the energy peaks are due in part by the larger average scattering angles of helium
ENAs, Fig. 2.28, as well as the mass ratio in Eq. 2.64 favoring heavier projectiles for
more energy transferred during a given collision. To determine the fraction of nascent
secondary hot atoms and molecules which have an energy above their respective escape
energy, the distribution in Fig. 2.35 were integrated starting from the escape energy of
the atom or molecule. Table 2.7 shows the escape energies of the secondary hot atoms
and molecules at 700 km as well as the percentage of nascent secondary hot atoms and
molecules, created by incident hydrogen and helium ENAs, which have energies above
their respective escape energy. Secondary hot Ar and CO2 do not have any realistic
probability to escape due to their high masses and thus high escape energies, as shown
in Table 2.7.
Using the nascent secondary hot atomic and molecular production yields along
with the nascent energy distributions, secondary hot atomic and molecular escape fluxes
were estimated. Nascent secondary hot atomic and molecular velocity directions were
observed to be uniform across all simulations, so we assume initial velocity distributions
are isotropic. These nascent isotropic distributions were used along with a simplified
collision transparency formalism to estimate secondary hot atomic and molecular escape
fluxes induced by precipitating hydrogen and helium ENAs using the mean solar activity
atmosphere model. In this simplified formalism, the ratio of escaping secondary hot
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Fig. 2.35: Nascent SH atomic and molecular energy distributions, normalized to unity,
induced by collisions with hydrogen a) and helium b) ENAs using the mean
SA atmosphere model.
89
Table 2.7: Percentage of nascent secondary hot atoms and molecules capable of escap-
ing. Atomic and molecular escape energies Eesc calculated at an altitude
of 700 km.
Eesc (eV) H ENA (%) He ENA (%)
H 0.11 100 100
He 0.44 80.18 93.75
O 1.8 1.94 3.34
Ar 4.4 0 0
H2 0.22 93.55 100
N2 3.0 0.01 0.02
CO 3.0 0.06 0.06
CO2 4.8 0 0
atomic or molecular fluxes, Φesc, to incident ENA fluxes, Φinc, may be written
Φesc
Φinc
=
(1 + α)
2
zmax∫
zmin
dz Q(z)
∞∫
esc
d ρ()
1∫
√
esc

du T (u, z, ) (2.84)
where secondary hot atomic and molecular productions, Q(z), are integrated over the
altitude height, nascent energy distributions, ρ(), are integrated from the respective
escape energy to infinity, and a conical component of the isotropic velocity distribution
is integrated over a newly defined variable u ≡ cos θ, with θ being the standard polar
angle, such that all velocity directions with upward components greater than escape
velocity are considered. The integral over the upward escape velocity cone also includes
a collision transparency factor, T (u, z, ), which gives the escape probability for a particle
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with velocity in the u direction at altitude z with energy  and is defined as
T (u, z, ) = exp
−1
u
zmax∫
z
∑
i
ni(z
′)σDi () dz
′
 (2.85)
where ni(z) is the density of the i
th atmospheric species at altitude z and σDi () is
the momentum-transfer cross sections between the secondary hot atom or molecule and
the ith atmospheric species. The momentum-transfer (diffusion) cross section is defined
using the differential cross section |f(, θ)|2 as
σD() =
∫
(1− cos θ)|f(, θ)|2 dΩ (2.86)
and is commonly used to describe processes involving energy transport [73,74,21]. The
diffusion cross sections were used in Eq. 2.85 instead of total cross sections as they filter
ultra small scattering angles which effectively transfer no energy to the target atoms
[21]. The factor α in Eq. 2.84 describves the fraction of nascent secondary hot particles
which have downward velocities and yet are reflected upward from the more dense gas
layers due to large angle collisions. These upwared reflections may contributed to the
secondary hot atomic and molecular escape fluxes. While these reflected secondary hot
particles may have different energy distributions than those shown in Fig. 2.35, they
are included since large reflection coefficients were observed for the incident keV/amu
ENAs. The reflection coefficients found range from 0.19 to 0.47 depending on the
projectile ENA and the atmopheric condition. For this work, the constant α = 0.2 was
used as it is the lower rnage of the reflection coefficients found and is a conservative
estimate of the actual reflection value.
The MC methods of Section 2.2 were used to determine escape probabilities for
secondary hot helium created from precipitating hydrogen ENAs in the mean solar
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activity model atmosphere as a way to compare with the transparency formalism of
Eq. 2.84. Using 50,000 test particles with MC methods, the escape ratio was found
to be 0.0170% as compared to 0.0102% calculated using Eq. 2.84 with α = 0.2. The
transparency escape ratio differs by a percent error of 40% from the MC result making
the simple transparency formalism described above a viable alternative to the time-
expansive full MC calculation. With the comparison made between MC and collision
transparency methods in good agreement, escape fluxes for all secondary hot atomic
and molecular species are shown with utilization of the collision transparency method.
Realistic secondary hot atomic and molecular escape fluxes were estimated using
an average total incident ENA flux of Φtotinc = 9.41× 107 cm−2 s−1, calculated using an
average SW speed of 437 km/s [9] and an average SW ion density of 5 cm−3 at 1 AU
[71]. An average SW helium component of 2% [43] was used to determine the individual
fluxes of precipitating hydrogen, ΦHinc = 9.22×107 cm−2 s−1, and helium, ΦHeinc = 1.88×
106 cm−2 s−1. Table 2.8 displays the escape probabilities calculated with Eq. 2.84 as
well as estimated escape fluxes using the incident SW ion fluxes above. H non-thermal
escape fluxes are included in Table 2.8, although for the Mars atmosphere escape of
H atoms are governed by the Jeans thermal escape. In comparison, escape fluxes of
neutral helium, due to collisions with hot oxygen created in dissociative recombination
of O+2 , were calculated to be 1.6×106 cm−2 s−1 at minimum solar activity [21]. Oxygen
escape fluxes, again due to dissociative recombination, were calculated to range from
107 to 108 cm−2 s−1 at minimum solar activity using several different collisional models
[36,2]. The escape fluxes estimated from the mechansim of SW ion precipitation are
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Table 2.8: Secondary hot atomic and molecular escape probabilities and escape fluxes.
Secondary hot escape probabilities were calculated using Eq. 2.84 while es-
timated escape fluxes were obtained using incident ENA fluxes of ΦHinc =
9.22 × 107 cm−2 s−1 and ΦHeinc = 1.88 × 106 cm−2 s−1. Total escape prob-
abilities and fluxes are shown in the last row for all secondary hot atomic
and molecular species.
H ENA He ENA
Φesc
Φinc
Φesc
(
1
cm2s
) Φesc
Φinc
Φesc
(
1
cm2s
)
H 4.54e-4 4.18e+4 9.42e-5 1.79e+2
He 1.02e-4 9.43e+3 4.83e-4 9.17e+2
O 5.57e-4 5.12e+4 3.62e-3 6.87e+3
Ar 0 0 0 0
H2 8.13e-4 7.48e+4 1.52e-3 2.89e+3
N2 1.04e-5 9.53e+2 3.62e-5 6.87e+1
CO 7.40e-6 6.81e+2 2.23e-5 4.23e+1
CO2 0 0 0 0
ALL 1.94e-3 1.79e+5 5.77e-3 1.10e+4
roughly three orders of magnitude smaller than the fluxes estimated due to hot oxygen
generated in dissociative recombination of O+2 , yet still may be important in estimating
long term atmospheric mass losses, especially taking into account intensive fluxes of SW
plasma during earlier periods in the Sun’s history.
In addition to thermalizing and inducing secondary hot atomic and molecular
escape fluxes, the ENA test particles may also escape the atmosphere if they reach a
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height of 700 km with an upward velocity and an energy above their respective escape
energy. Although all ensembles studied in this work are initialized directly incident
to the surface of the planet with solar zenith angles equal to 0◦, even for this case a
significant percnetage of all ensembles is reflected back upwards and escapes the planet.
Table 2.9 displays details of initial conditions for the different ensembles of pre-
cipitating particles used in our simulations as well as the reflection probability, average
energy of reflected ENAs and average number of collisions before being reflected for
each ensemble. In addition to Table 2.9, Fig. 2.36 displays the energy distributions
for the reflected ENAs. For easy comparison, the initial incident energy distribution
is shown, normalized to unity, for both hydrogen and helium ENAs in Fig. 2.36 while
the reflected energy distributions for all ensembles are normalized to their respective
reflection probability, PR, in Table 2.9. Fig. 2.36 demonstrates how the reflected energy
distributions are all shifted to lower energies due to the energy loss required from several
large angle collisions to reflect the incident particles upward. The energy distributions
from Fig. 2.36 also show how energetic the back reflected particles are, with the major-
ity of escaping hydrogen having energies of 700 eV and reflected helium having energies
of 2.3 keV. Our results for reflected hydrogen ENAs are similar to those previously re-
ported where it was observed that the reflection probability was 0.58 [67]. Additionally,
the reflected hydrogen ENAs were reported to have an average energy of 470 eV which
is more than half of their average initial energy of 800 eV [67]. This signifies that if
a particle does get reflected, it occurs quickly after becoming an ENA, before it gets
very deep into the atmosphere where the transparency becomes low. This effect an be
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Table 2.9: Energetic neutral atom reflection statistics and ensemble parameters for
collisional cross sections (CS) utilized, either HS (HS) or quantum mechan-
ical (QM), initial energy, E0, initial altitude, z0, and the solar activity (SA)
Mars atmosphere model used during transport. PD is shown for parame-
ters which utilized probability distributions for initial conditions. Ensemble
averages for ENA reflection probability, PR, reflected energy, ER, and num-
ber of collisions before being reflected from the atmosphere, NR, are also
shown.
CS E0 z0 SA PR ER (eV) NR
HS PD PD Mean 0.43 264 53
QM 1 keV 200 km Mean 0.51 773 7549
H QM PD PD Min 0.47 767 10989
QM PD PD Mean 0.41 765 11091
QM PD PD Max 0.23 766 11003
HS PD PD Mean 0.14 245 66
QM 4 keV 200 km Mean 0.23 2323 4757
He QM PD PD Min 0.24 2388 4906
QM PD PD Mean 0.22 2398 4835
QM PD PD Max 0.19 2384 4793
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seen clearly from the mono-energetic ensembles in Fig. 2.36 which show peaks in the
escaping energy probability around their initial energies of 1 and 4 keV. The HS ensem-
bles are also informative as they display reflected energy distributions with significantly
lower energies as compared to their quantum mechanical counterparts. The atmosphere
model used for the different ensembles also displays different escape probabilities, with
the minimum solar activity model having the highest escape probabilities and the max-
imum solar activity models having the lowest. Differences in the energy distributions
of reflected ENAs may be very useful for future missions to Mars as a mechanism for
determining parameters of the upper atmosphere.
Precipitation of ENAs, produced in the interaction between SW ions and atmo-
spheric gas, has been investigated for the Mars atmosphere at different solar conditions.
For an accurate description of the energy relaxation process, the parameters for accu-
rate descriptions of energy-momentum transfer in atomic and molecular collisions have
been developed using both quantum mechanical methods and empirical models. Prop-
erties of ENAs, originating in the interaction between the SW ions and atmospheric
gas, were calculated for the upper atmosphere of Mars using neutral atmosphere mod-
els for minimum, mean, and maximum solar activity. MC simulations were constructed
to transport nascent ENAs through the Martian atmosphere to determine properties
of energy transfer, thermalization, production of secondary hot atoms and molecules,
and reflection characteristics. Time-dependent energy distributions were obtained in
addition to thermalization altitudes and atmospheric heating profiles. Production rates
and energy distributions for secondary hot atoms and molecules were extracted and
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Fig. 2.36: Energy distributions for hydrogen a) and helium b) ENAs reflected by the
atmosphere of Mars. The incident energy distributions are shown, normal-
ized to unity, as well as the reflected energy distribution for all ensembles
studied in this work.
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utilized to determine induced atomic and molecular escape fluxes from Mars. The
information obtained from our MC simulations demonstrates the need for accurate,
energy-angular dependent cross sections in modeling the energy relaxation, sputtering,
and escape processes in planetary atmospheres as results obtained varied significantly
between ensembles utilizing accurate cross sections and those which utilized isotropic,
HS cross sections.
2.4 Transport of Energetic Neutral Atoms in the Local Interstellar
Medium
In October of 2008, the Interstellar Boundary Explorer (IBEX) satellite was launched
with the mission of investigating the interaction between solar wind (SW) ions and
the interstellar medium at the edge of our solar system through imaging of energetic
neutral atoms (ENAs) [75]. Since its launch, IBEX has provided several all-sky maps
of ENA fluxes over the energy interval from 0.2–4.3 keV [76,77]. Fig. 2.37 shows all
sky maps for five high energy ENA energy bands from three complete sky mappings in
the reference frame of IBEX using Mollweide projections [77]. The three mappings in
Fig. 2.37 were collected 6 months apart on the opposite side of the Earth’s orbit around
the Sun. Additionally, Fig. 2.38 shows all sky maps taken from the low energy ENA
instrument on IBEX. Interesting ribbons of intense ENAs can be seen in all mappings
shown in Figs. 2.37 and 2.38. The cause of these intense ribbons is not well known, but
a connection to the local interstellar magnetic field lines is most likely, directing flows
of both solar and extrasolar ions until charge exchange (CX) occurs, producing nascent
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ENAs. Our aim is to investigate the possibility of a diffuse background of ENAs which
originated as extra solar ions.
Investigation into a potential diffuse background of extra solar ENAs requires
detailed knowledge of the local environment surrounding the Sun. The Sun moves
around the center of the galaxy at an average speed of 230 km/s, making a complete
orbit of a galactic year in 225–250 million Earth years [78]. During this galactic year,
the local environment of the Sun may change drastically. Currently, our solar system
lies within a warm cloud which extends several light years (LYs) in all directions and
consists of partially ionized gas called the local interstellar cloud (LIC) [46]. The LIC
has an average temperature of 6,000 K with extremely low neutral and ion densities of
0.2093 cm−3 and 0.0656 cm−3 respectively [45,46,3]. With these low neutral and ion
densities, ENAs, created through CX collisions between stellar wind ions and neutral
gases in the LIC, may be transported extremely far distances, on the order of LYs,
before thermalizing with the LIC. The LIC is embedded in an even larger structure
called the local bubble (LB) which is an extremely hot, 106 K cavity which extends
through the disc of the galaxy [79]. The LB is completely ionized with densities of 0.005
cm−3 and 0.0001 cm−3 for hydrogen and helium ions respectively [45,46,3]. Fig. 2.39
displays a neutral atom density map taken in the galactic plane [79]. Within the scale
of Fig. 2.39 the LIC barely visible, extending a mere 2 parsecs (pcs), 1 pc = 3.26 LYs,
from the origin.
Two different ENA sources are examined in this work as contributing to a local
ENA background. The first of these ENA sources is stellar wind from nearby stars
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Fig. 2.37: IBEX all sky maps taken with the high energy instrument for energetic
neutral atoms with energies of 0.7, 1.1, 1.7, 2.7, and 4.3 keV in the space
craft frame of reference [77]. Three complete all sky maps are shown for
each energy, each taken 6 months apart.
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Fig. 2.38: IBEX all sky maps taken with the low energy instrument for energetic neu-
tral atoms with energies of 0.2, 0.4, 0.9, and 1.8 keV in the space craft frame
of reference [77]. The maps are separated to display the ram directions, di-
rection of the Sun moving through the local interstellar cloud, and ani-ram
directions.
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Fig. 2.39: Neutral atomic density mapping taken in the galactic plane up to 250 parsecs
in all directions [79]. The large, low density region surrounding the origin
is the local bubble.
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which may undergo CX collisions with interstellar neutral gases becoming nascent ENAs
[80,81]. The second source is the LB-LIC interface as the LB contains very energetic, 110
eV/amu, ions which may penetrate into the LIC and undergo CX collisions, producing
ENAs [82]. Utilizing the Monte Carlo (MC) transport, detailed in Sec. 2.2, the two ENA
sources were investigated independently to determine their individual contribution to
the local ENA background. No ions with solar origin are considered in this work as
we are only interested in the effect of extra-solar (cosmic) sources on the local ENA
background.
Determination of the local ENA background requires accurate cross sections for
realistic transport simulations using MC methods. Elastic cross sections and CX cross
sections, described in Sec. 2.1, were used to determine production of ENAs through
CX collisions with neutral gases, ionization of ENAs through CX collisions with locally
thermal ions, and energy-momentum transfer of ENAs through elastic collisions with
locally thermal neutral gases. Figs. 2.40 and 2.41 show the mean free paths, Eq. 2.55,
for hydrogen and helium ENAs in both the LIC and the LB environments. The total
mean free path, combining all collision channels, is also shown in Figs. 2.40 and 2.41
to help demonstrate the contribution from the different collision channels. While being
transported in the LIC, hydrogen ENAs mostly collide elastically with thermal hydrogen
and occasionally undergo CX collisions with thermal H+, becoming hot ions. Helium
ENAs, on the other hand, have very long mean free paths for CX collisions when their
energies are below 6 keV and so have a small probability of ever becoming hot ions
once their initial neutralization has occurred. While the parameter of mean free path
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is important, it does not alone describe energy relaxation and transport of energetic
particles. Complete descriptions of energy relaxation and transport require knowledge
of projectile energy losses for single collisions, utilized with large ensembles of test
particles.
Sec. 2.2.1 details the special treatment that is required for transporting ions
through an environment which contains both ions, and magnetic fields. The ion densities
listed above, [45,46,3], in addition with a global, static interstellar magnetic field with a
magnitude of B0 = 2.7 nT and with a galactic coordinate direction of ~B(l, b) = (38
◦, 23◦)
[83] were utilized for both directional transport and ion drag energy loss.
Transport of hydrogen and helium ENAs produced by a single, Sun like star was
simulated to obtain thermalization parameters as well as to investigate the effect of the
static interstellar magnetic field during ion transport. Fig. 2.42 gives spatial density
and energy probability distributions for hydrogen and helium ENAs as well as proba-
bility distributions for the test particles in energy-time. The ENA density probability
distributions in Fig. 2.42 shows anisotropy for hydrogen ENAs as they will undergo CX
collisions and have to be transported as ions, directed along the magnetic field. This
effect is not seen for helium ENAs as the probability for CX collisions is very low during
transport. The high probability for CX collisions by hydrogen ENAs also drastically
shortens their thermalization length and times. The thermalzation lengths of the helium
ENAs exceed that of the hydrogen ENAs by x100 while the thermalization times were
roughly 10x longer for helium ENAs as compared with hydrogen ENAs. The drastic dif-
ferences in the thermalization and transport properties of hydrogen ENAs as compared
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Fig. 2.40: Mean free path for hydrogen and helium ENAs begin transported through
the LIC. Both elastic, atom-atom, and CX, atom-ion, collisions are shown
utilizing densities of H = 0.194 cm−3, He = 0.015 cm−3, H+ = 0.056 cm−3,
and He+ = 0.0096 cm−3 [45,46,3]. Total cross sections, including all elastic
and CX collisions channels, are shown as red dotted curves.
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Fig. 2.41: Mean free path for hydrogen and helium ENAs begin transported through
the LB. Atom-ion CX collisions are shown utilizing densities of H+ = 0.005
cm−3, and He+ = 0.0001 cm−3 [45,46,3]. Total cross sections, including all
elastic and CX collisions channels, are shown as red dotted curves.
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Fig. 2.42: Transport of hydrogen (left column) and helium (right column) ENAs from a
single, Sun like star. The top figures shows the 2D spatial probability density
for location of the ENAs while the middle figures show the 2D spatial average
energy of the ENAs. The bottom figure gives a 2D probability for ENAs in
energy-time coordinates to give an idea of the thermalization process.
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Fig. 2.43: 3D map of the 60 stars closes to the Sun. The Sun is shown as a red circle at
the origin and projections of the nearest stars onto the X, Y, and Z planes
is shown to help visualize the 3D distribution.
with the helium ENAs led to the conclusion that if an extra-solar background of ENAs
exists within our solar system, helium would be the main constituent. For the remain-
der of this work, helium ENAs are considered exclusively for their long thermalization
lifetimes transport lengths.
Within 17 LYs of our Sun resides 60 stars [84], each of which emit fast winds
of ions [85]. Fig. 2.43 shows a 3D map of the 60 nearest stars with projections onto
the X, Y, and Z planes and the Sun shown as a red circle for reference. To determine
the background helium ENA flux due to the 60 nearest stars within the LIC, all stars
were modeled to have the same stellar wind properties as the Sun. Additionally, the
emission of stellar wind was modeled to be isotropic and stellar magnetic fields were
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neglected. 50,000 test particles were transported, distributed evenly among the 60 stars,
and properties associated with thermalization and transport were recorded as a function
of transport step, identical to the methods utilized for ENA transport in Mars, Sec. 2.3.
Steady state ENA distributions for density and energy were obtained within the
LIC due to the stellar wind of the nearest 60 stars. Steady state distributions were
obtained through recording of 2D slices of the 3D distributions at set intervals of trans-
port steps. Defining the ith transport step 3D density distributions as ρi(x,y,z), the steady
state distribution can be defined as
φj(x,y,z) =
j∑
i=0
ρi(x,y,z) | φj−1(x,y,z) = φj(x,y,z) = φj+1(x,y,z) = φj→∞(x,y,z) (2.87)
where the step j is sufficiently large so that the system comes into a steady state. The
steady state regime requires equilibrium in any part of the system phase space, whether
that be spatial coordinates, momentum, or energy, as long as the flux of particles into a
small component of phase space equals the flux leaving that same piece of phase space.
The number of particles released during each transport step is determined utilizing
average velocities and mean free paths to determine how much time has passed in the
lab frame during the transport step, ∆t. This method is effective in this simulation since
the thermal gas has a uniform density, thus ensuring very uniform mean free paths for
the ensemble. Fig. 2.44 displays steady states fluxes of helium ENAs in the LIC using
2D slices of the 3D distribution at X = 0, Y = 0, and Z = 0 with the Sun at the origin.
The flux was mapped in Fig. 2.44 through knowledge of steady state ENA densities,
n(x, y, z), as well as average energy distributions, E¯(x, y, z), so that the flux can be
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defined as
Γ(x, y, z) = I0 ∆t n(x, y, z) v¯(x, y, z) (2.88)
where the average velocity v¯ is found simply through the average kinetic energy v¯ =√
2E¯/m, and I0 is the ion source intensity in units of [ions/sec]. For nearby stars, the
ion source intensity was set to that of our Sun, I0 = 1.24× 1034 He+/s and multiplied
by 60 to account for all 60 stars.
Fig. 2.44 is displayed in log10 scaling of the flux to display the drastic changes in
hot helium fluxes as a function of position within the LIC. Areas close to nearby stars in
Fig. 2.44 may have fluxes several orders of magnitude higher than regions distant from
any stars, as simple flux conservation dictates that the flux must fall off as r−2 from
point sources. The average flux of the three 2D slices in Fig. 2.44 is 4.8×10−5 cm−2
s−1 and the average energy of the ENAs in this region is 1.5 keV. The detector area of
IBEX for an ENA with an energy of 1.5 keV is 0.12 cm2 [86], resulting in only 7.3×10−7
ENAs/s, or 1 ENA per 2.3 years of observation. Theses extremely small fluxes make
the ENA background due to nearby stars unobservable with the IBEX instrument, but
could be observed with improvement of the neutral particle detectors in future satellite
missions.
ENAs which originated at hot LB ions which penetrated into the LIC were also
investigated in this work. Initial energy distributions of the ENAs were taken from the
Maxwell-Boltzmann energy distributions for a temperature of 106 K and with isotropic
velocity distributions. The ENAs were then transported in an identical manner to those
ENAs originating from nearby stars until they thermalized. Steady state distributions
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Fig. 2.44: Steady state helium ENA fluxes originating from nearby stars. 2D slices of
the 3D distribution are shown for X = 0, Y = 0, and Z = 0 with the Sun
at the origin.
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Fig. 2.45: Steady state helium ENA fluxes originating from the boundary between the
hot LB and the LIC. 2D slices of the 3D distribution are shown for X = 0,
Y = 0, and Z = 0 with the Sun at the origin.
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for ENA density and energy were again obtained and utilized to calculated steady state
flux maps as seen in Fig. 2.45. The fluxes were relatively uniform for Fig. 2.45 and
are shown using linear scaling. Calculation of the total number of ions from the LB
which may penetrate into the LIC was determined using simple estimations. Assuming
isotropic velocity distributions of hot ions in the LB, the flux into the LIC was calculated
to be 730 He+/cm2/s using a He+ density of n(H+) = 0.0001 cm−3, and an average
velocity of v¯ = 7.3 × 106 cm/s. The intensity was found my multiplying the flux
by the surface area of the LIC, which was modeled to be spherical with a radius of
4.5 pc [3,46]. This calculation resulted in a total He ion intensity of 1.8×1042 He/c
which is roughly equivalent to 108 stars. The average flux of the three 2D slices in
Fig. 2.45 is 113 cm−2 s−1 and the average energy of the ENAs in this region is 83 eV.
The detector area of IBEX for an ENA with an energy of 1.5 keV is 0.015 cm2 [86],
resulting in 13.5 ENAs/s observed by IBEX. Comparing this result to the background
seen in Fig. 2.38 results in roughly 10% of the total background ENAs seen by the low
energy IBEX instrument originating from the LB-LIC boundary. While the models for
the LB and LIC utilized may be over simplified, the large fluxes observed in the steady
state ENA distributions appear to be observable by current generation space telescopes,
making them very important for current and future modeling. Certainly, more accurate
calculations of the ENA fluxes produced by the LB-LIC interface could require detailed
information in the morphology of the interface region and its physical characteristics.
Nevertheless, these details should not change dramatically the estimated value of the
ENA background.
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Background helium ENA distributions in our solar system were simulated due
to both the local stellar neighborhood, consisting of 60 stars, as well as the interface
between the LB and the LIC. Results of the simulation predict that the fluxes due to
nearby stars is to low to detect with current generation instruments, but fluxes due to
the LB-LIC boundary may constitute around 10% of the background ENAs seen be the
IBEX low energy instrument.
Chapter 3
X-ray Scattering by Nanoparticles
The observation of radiation from both ground and space based telescopes is the best
way to study astrophysical objects and in the case of distant systems, radiation is the
only method for obtaining information on the system. Emission and absorption spectra,
transition line shifts, polarizations, and intensities are obtained with observational in-
struments and, combined with numerous statistical techniques, provide information on
both the radiation emitters as well as the environments in which the radiation traverses
to reach the detector.
X-ray astronomy is particularly useful for observing distant, hot objects. With low
absorption cross sections, keV X-rays may traverse through columns of gas on galactic
scales, making them useful for observation of distant objects [87]. Traditionally, X-ray
astronomy has focused on compact, high temperature systems such as neutron stars and
black holes as these environments produce large fluxes of X-rays, outshining their visible
spectrum by several orders of magnitude, and are thus easily observed [87]. Current
generation X-ray telescopes have high angular resolution allowing for observation of
both distant, point-like, X-ray emitters, as well as detection of X-rays halos around the
emitters. These X-ray halos are due to scattering of X-rays from nanoparticles consisting
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of both ice and dust, common in astrophysical environments [88–92]. Additionally, X-
rays have been observed from cometary atmospheres due to both highly ionized solar
wind charge exchanging with neutral gases, creating X-rays [93,94], as well as direct
scattering and fluorescence of solar X-rays [95].
Nanoparticles are efficient scatterers of X-rays as their geometrical size is compa-
rable to the wavelength of X-rays. Detailed knowledge of the scattering properties of
X-rays by ice and dust nanoparticles, both being common in different astrophysical envi-
ronments, gives greater insight into observed X-ray spectra from several objects ranging
from planetary and cometary atmospheres to heliospheric dust clouds. In this work,
simplified models have been built to describe the scattering of X-rays from nanoparti-
cles. The calculated scattering parameters were used to model solar X-rays interacting
with both heliospheric dust and cometary atmospheres. Results obtained from these
models were compared to available in situ data.
3.1 Radiation Scattering Cross Sections
Radiation scattering has been studied extensively for centuries, from Newton placing a
prism in the path of a light beam [96] to Feynman describing quantum electrodynam-
ics using probabilistic “Feynman Diagrams” [97]. Several different methods, approx-
imations, and algorithms have been developed over the years to investigate radiation
scattering for different atomic and molecular systems as well as bulk materials. The
radiation-scatterer systems of interest in this work are X-rays incident on nanoparti-
cles consisting of both dust and ice grains, common in many astrophysical environments
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[98–100]. Descriptions of the scattering system, calculation methods, and resulting cross
sections follow.
To date, the majority of astrophysical observations that have been carried out
were for micron-size grains as these are efficient scatterers of infrared and optical radia-
tion which are easily seen by ground-based and satellite observations [88,101]. Nanopar-
ticles are not efficient scatterers of infrared and optical radiation as the wavelength of
these radiation domains is much larger than the geometrical size of the nanoparticles.
However, nanoparticles should be more efficient in scattering X-ray radiation as their
typical size a is comparable with the wavelengths of X-ray photons, a ∼ λ.
To model the scattering of X-rays by nanoparticles, the Mie theory was utilized
exclusively for this work. The Mie theory gives the exact solution for a plane elec-
tromagnetic wave scattering elastically from a homogeneous dielectric sphere [102]. In
reality, nanoparticles may take on much more complicated structures such as aggregate
clusters or inhomogeneous core-mantle particles in which a core acts as a seed to which
a mantle of different material attaches [98]. While more advanced models may be used
to simulate these complicated dust structures, knowledge of scattering parameters for
spherical, homogeneous nanoparticles gives a good approximation for modeling X-ray
scattering from nanoparticles.
Using the Mie formalism [102], the differential cross section for the scattering of
unpolarized radiation can be written as
|f(λ, θ)|2 = λ
2
8pi2
(|S1(θ)|2 + |S2(θ)|2) (3.1)
where λ is the wavelength of the radiation and θ is the scattering angle. The complex
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scattering amplitudes S1(θ) and S2(θ) are defined as
S1(θ) =
∞∑
n=1
2n+ 1
n(n+ 1)
[anpin (cos θ) + bnτn (cos θ)] ,
S2(θ) =
∞∑
n=1
2n+ 1
n(n+ 1)
[bnpin (cos θ) + anτn (cos θ)]
(3.2)
where the angular functions pin(cos θ) and τn(cos θ) are defined as
pin(cos θ) =
1
sin θ
P 1n(cos θ) and τn(cos θ) =
d
dθ
P 1n(cos θ) (3.3)
with Pmn (cos θ) being the associated Legendre polynomials. The amplitude functions an
and bn in Eq. 3.2 are defined using the Riccati-Bessel functions ψn(z) and χn(z) which
are closely related to spherical Bessel functions, jn(z) and nn(z)
ψn(z) = zjn(z),
χn(z) = −znn(z),
ζn(z) = ψn(z) + iχn(z).
(3.4)
Defining the parameters
x = ka =
2pia
λ
and y = mka, (3.5)
with k and m being the wavenumber of the radiation and complex refractive index of
the sphere respectively, in addition to Eqs. 3.3 and 3.4, the amplitude functions an and
bn are defined as
an =
ψ′n(y)ψn(x)−mψn(y)ψ′n(x)
ψ′n(y)ζn(x)−mψn(y)ζ ′n(x)
,
bn =
mψ′n(y)ψn(x)− ψn(y)ψ′n(x)
mψ′n(y)ζn(x)− ψn(y)ζ ′n(x)
.
(3.6)
Primed values in Eq. 3.6 refer to the respective function’s derivatives such that
ψ′n(z) =
d
dz
ψn(z) and ζ
′
n(z) =
d
dz
ζn(z). (3.7)
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Fig. 3.1: Real components of complex indices of refraction
The implementation of the Mie theory was achieved using robust numerical algorithms
[103].
The composition of the nanoparticles considered consists of bulk silicon, carbon,
and H2O, which are common elements found in astrophysical nanoparticles [98]. Accu-
rate, wavelength dependent, complex refractive indices were used in the Mie calculations
for the different sphere compositions [104]. Figs. 3.1 and 3.2 display the real and imag-
inary parts of the indices of refraction for silicon, carbon, and ice nanoparticles as a
function of incident radiation wavelength. Resonances can be seen in Figs. 3.1 and 3.2
for silicon and the oxygen from ice, resulting from the K edge at 1.84 keV and 0.5 keV
respectively [105].
With knowledge of accurate, energy dependent indices of refraction for bulk sil-
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Fig. 3.2: Imaginary components of complex indices of refraction
icon, carbon, and ice particles, differential scattering cross sections can be computed
utilizing Eq. 3.1. These calculated differential cross sections are shown in Figs. 3.3, 3.4,
and 3.5 in 3D plots which shows the energy-angular dependent differential cross sections
for photon energies ranging from 1 to 3 keV. The differential cross sections in Figs. 3.3
through 3.5 all shown similar behaviors with more complex structures and preferential
scattering directions for larger nanoparticle grains. Additionally, the differential cross
sections for silicon and ice grains shown in Figs. 3.4 and 3.5 display smaller differential
cross sections for photons with energies near 1.8 keV and 0.5 keV respectively, where
the K shells result in an absorption peaks, seen in Fig. 3.2. These differential cross
sections are used extensively for heliospheric dust scattering and cometary atmosphere
nanoparticle scattering where the emitter-scatterer-detector system is fixed and thus
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Fig. 3.3: Differential cross sections for X-ray scattering from carbon grains
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Fig. 3.4: Differential cross sections for X-ray scattering from silicon grains
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Fig. 3.5: Differential cross sections for X-ray scattering from ice grains.
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Fig. 3.6: Total cross sections for X-ray scattering from 1 nm grains
only a small range of scattering angle contribute to a particular observation.
Total scattering cross sections may also be calculated through integration of the
differential cross sections, Eq. 3.1, over all scattering angles:
σ(λ) =
∫
|f(λ, θ)|2 dΩ = 2pi
pi∫
0
sin θ |f(λ, θ)|2 dθ. (3.8)
The total scattering cross sections were calculated for X-ray photons with energies
ranging from 1-3 keV for 1, 5, and 10 nm grains consisting of carbon, silicon, and
ice. Figs. 3.6, 3.7, and 3.8 display these total scattering cross sections with each figure
displaying the total cross sections for all three grains types for a given grain size for
comparison. Again, the K shell absorption at 1.8 keV can be seen in the silicon total
cross sections as the value decreases about this photon energy for all three grain sizes.
With knowledge of both the total and differential scattering cross sections for
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Fig. 3.7: Total cross sections for X-ray scattering from 5 nm grains
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Fig. 3.8: Total cross sections for X-ray scattering from 10 nm grains
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nanoparticles consisting of bulk carbon, silicon, and ice, and with grain sizes ranging
from 1 to 10 nm in radius, the scattering of X-rays in different astrophysical environ-
ments by nanoparticles may be investigated accurately. In the following sections these
cross sections are put to use to model solar X-ray scattering by heliospheric dust clouds,
and solar X-ray scattering by nanoparticles in cometary atmospheres.
3.2 Heliosphere Dust Scattering
In the recent years much attention has been paid to nanoparticles within the solar
system [106,99,107]. While the origin and composition of these nanoparticles may differ
drastically, a fundamental similarity in their interaction with radiation is expected based
purely on the geometric size and shape of the nanoparticles. Within the heliospheric
region inside 1 AU, parameters of velocity, charge, and size distributions have been
analyzed and computed for nanoparticles consisting mainly of silicon and carbon dust
[99]. In particular, it is thought that nanoparticles with a radius smaller than 10 nm
are trapped within a region around the sun between 0.1 and 0.2 AU [99]. It is the
goal of this work to investigate the scattering of solar X-ray from these nanoparticle
distributions and to determine if a scattered X-ray halo may be observed surrounding
the sun.
To determine global scattering parameters for the nanoparticles surrounding the
Sun, spatial and size distributions of the nanoparticles must be utilized. A simplified
distribution was used for particles with radii less than 10 nm a distance r from the Sun
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such that
∂n(r, a)
∂a
' 2.5nda
3.5
min
a3.5
(
R0
r
)2
(3.9)
where a is the grain radii, nd = 1.5× 10−10 cm−3, amin = 3 nm, and R0 = 1 AU [108].
The spatial nanoparticle distribution for all grain sizes is obtained from Eq. 3.9 as
n(r) = nd
(
R0
r
)2
. (3.10)
Integrating Eq. 3.10 from rmin = 0.1 AU to rmax = 1 AU gives the total number of
nanoparticles as Ntot = 4.6× 1029 particles.
In addition to the realistic nanoparticle distributions from Eqs. 3.9 and 3.10, a
uniform shell model was also utilized for comparison. The uniform shell distribution
ranged from rmin = 0.08 AU to rmax = 0.1 AU with a constant nanoparticle density
such that the total number of particles was equal to that of the realistic nanoparticle
distribution Ntot = 4.6× 1029 particles [108].
With knowledge of scattering parameters for X-rays incident on nanoparticles
consisting of silicon and carbon, Section 3.1, along with spatial and size distributions of
nanoparticles, Eqs. 3.9 and 3.10, the total scattered X-ray intensity may be computed.
Fig. 3.9 shows a scattering diagram for the Sun-nanoparticle-detector system. In Fig.
3.9, R0 is again the earth-Sun distance of 1 AU, rd is the nanoparticle-detector distance,
rg is the Sun-nanoparticle distance, and θsc is the scattering angle. The ratio of scattered
X-ray intensity, Is(λ), to the emitted solar X-ray intensity at 1 AU, IR0(λ), may then
be found through integration as
Is(λ)
IR0(λ)
=
R0∫
rt
pi∫
0
2pi∫
0
dr sin θ dθ dφ
amax∫
amin
da
∂n(r, a)
∂a
|f(λ, θsc, a)|2
1 +
r2
R20
− 2 r
R0
cos θ
(3.11)
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Fig. 3.9: Sun-nanoparticle-detector scattering diagram
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Fig. 3.10: Ratio of incident to scattered X-ray intensity due to nanoparticles in the
heliosphere. Scattered intensity ratio shown for the realistic nanoparticle
distribution as well as the uniform spherical shell distribution.
where the scattering angle is defined in terms of the polar angle as
θsc = θ + arctan
r sin θ
R0 − r cos θ , (3.12)
the minimum radial integration rt is 0.1 AU, and |f(λ, θsc, a)|2 is the differential scat-
tering cross section [108].
Calculation of Eq. 3.11 was carried out for carbon nanoparticles over the energy
interval from 350 to 850 eV using both the realistic and uniform shell nanoparticle dis-
tributions. The ratio of scattered to incident intensity as a function of photon energy
for both distributions is shown in Fig. 3.10 [108]. It is clear from Fig. 3.10 that the spa-
tial distribution of nanoparticle scatterers plays an important role in overall scattering
intensity as the realistic distribution, with the same number of scatterers as the uniform
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shell distribution, produces fluxes which are larger by a factor of 3 from the uniform
shell distribution. The total intensity of X-ray photons, scattered by nanoparticles, can
be evaluated for the known flux of the solar X-ray photons IR0(λ). For the interval of
photon energies between 290 and 530 eV the photon flux is about 1.6×108 ph/cm2/s and
0.2×108 ph/cm2/s for photons with energies greater than 530 eV at the solar minimum
[100]. During a solar flare, the X-ray flux may increase by 1 to 2 orders of magnitude.
The total line of sight X-ray intensity, integrated over the entire sky, may then be found
over the energy interval from 350 eV to 1 keV, estimated at solar minimum Iminsc and
during a solar flare Ifsc using the results from Fig. 3.10 [108]:
Iminsc ∼ 8
ph
cm2s
and Ifsc ∼ 350
ph
cm2s
. (3.13)
During solar minimum conditions, the intensity of X-rays, scattered by nanoparticles, is
slightly smaller than the diffuse X-ray background, but during strong X-ray flares, the
nanoparticles could be seen indirectly from the scattered X-rays for the short duration of
the flare. Scattered X-ray flares have already been detected from the Jupiter atmosphere
[109], and with these new nanoparticle scattering calculations we predict that they could
also be observed from the inner solar system.
3.3 X-ray Scattering from Cometary Atmospheres
The emission of X-rays from cometary atmospheres was first observed in 1996 using the
Roentgensatellit (ROSAT) observatory to study comet Hyakutake [110]. These obser-
vations were quickly explained through charge exchange (CX) collisions between heavy,
highly ionized solar wind (SW) and neutral gases in the cometary atmosphere [111].
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Fig. 3.11: Comparison of X-ray spectrum from comet Ikey-Zhang [93] and Jupiter
[113], observed during solar X-ray flares. The data sets have been scaled to
overlay together in order to better visualize the strong similarity in spectral
structure between the two astronomical objects at photon energies above 1
keV.
Highly ionized SW is an effective source for CX in cometary atmospheres producing X-
rays with energies below 1 keV, but higher energy photons require very highly ionized
Mg11+ and Si13+ or other exotic heavy ions which have not been observed in the SW
[93,112].
To further investigate the origin of these hard cometary X-rays, the spectrum of
recently observed comet Ikey-Zhang [93] was compared with that of the Jovian atmo-
sphere [113], both observations being conducted during solar flare conditions. Fig. 3.11
displays observational X-ray spectra from comet Ikey-Zhang and the Jupiter disk up to
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Fig. 3.12: Total cross sections for X-ray scattering from cometary gas and dust.
2 keV, showing very similar features in the energy range between 1 and 2 keV with the
smooth spectral maximum in the region of pronounced spectral peak in the cometary
spectra at 1.3 keV. The similarity in the spectra shown in Fig. 3.11 implies that a dif-
ferent mechanism, other than CX, may be responsible for these hard X-rays. Our aim
then was to investigate the scattering and fluorescence of solar X-rays by gas and dust
in the cometary atmosphere as the main mechanism for emission of hard X-rays [95].
In modeling the scattered X-ray spectrum from the cometary atmosphere, scat-
tering cross sections, both total and differential, were required for scattering due to
neutral gases as well as nanoparticles. The calculated Mie cross sections from Section
3.1 were utilized for nanoparticles consisting of silicon, carbon, and ice with grain sizes
from 1 to 10 nm to determine the scattered solar X-ray spectrum from nanoparticles in
the cometary atmosphere. Cross sections of elastic photon scattering and fluorescence
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Fig. 3.13: An average X-ray spectrum emitted from a cometary atmosphere due to
scattering and fluorescence.
for atomic hydrogen, oxygen, nitrogen, and carbon were obtained from reported labo-
ratory experiments [114,115]. Fig. 3.12 displays the total cross sections for scattering of
X-ray from the cometary gases and 1 nm nanoparticles for photon energies ranging from
1 and 3 keV [95]. It is clear from Fig. 3.12 that the nanoparticles contribute to a much
larger extent to X-ray scattering as compared to atomic scattering with the total cross
sections being roughly 4 orders of magnitude larger for nanoparticles than for atomic
species.
To determine the actual cometary X-ray spectrum, a model cometary atmo-
sphere was used which assumed spherical symmetry in the gas and dust distributions
[111,116,40]. The observation of comet Ikeya-Zhang by the Chandra space telescope was
modeled using using the proper spatial properties and solar conditions at the time of
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observation [93,95]. Eq. 3.11 may be simplified for this system as the physical extent of
the cometary atmosphere is several orders of magnitude smaller than the Earth-comet
distance resulting in the scattered intensity ratio
Is(λ)
IR0(λ)
=
R20
r2c |rc −R0|2
∑
j
|fj(λ, θsc)|2Nj (3.14)
with rc being the detector-comet distance, |fj(λ, θsc)|2 being the differential cross sec-
tion for the jth atomic or nanoparticle species, and Nj being the number of j
th scatter-
ers [95]. Using the spherically symmetric gas and dust distributions [111,116,40], the
scattered intensity due to nanoparticle scattering, gas scattering, and fluorescence was
calculated with contributions from each process shown in Fig. 3.13. Utilizing the model
gas and dust distributions, extrapolated from the observations of micron-size grains,
the nanoparticle scattering component is between 2 and 4 orders of magnitude smaller
than the gas scattering in the photon energy range from 1 to 3 keV as seen in Fig. 3.13
despite the fact that the total scattering cross sections are much larger for nanoparticle
scattering in this energy regime, Fig. 3.12. This is due to much lower nanoparticle
densities in the model cometary atmosphere as compared to gas densities, leading to
higher scattering contributions from the neutral gases. Nevertheless, there is no direct
information about the density of ice and dust nanoparticles in the cometary atmosphere
since these particles can not be seen in optical or infrared radiation. Real densities of
ice and dust nanoparticles may be orders of magnitude higher than the extrapolated
values which were extracted from observations of micron-size dust grains.
Direct comparison between observational data from Chandra and calculated re-
sults from Eq. 3.14 are shown in Fig. 3.14. Despite having similar spectra shape features,
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Fig. 3.14: A comparison of total spectral intensity contributions from nano-particle
scattering to observational data of Ikeya-Zhang [93]. The calculated scat-
tered X-ray spectrum is shown using a model dust distribution [116] as
well as with an upper limit model assuming all gas production results in
nanoparticles.
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the calculated X-ray spectrum shown in Fig. 3.14 is several orders of magnitude less
intensive than that observed by Chandra [95]. The results shown in Fig. 3.14 with a
blue dashed curve were calculated using nanoparticle densities which had been extrapo-
lated from micron-size particles down to nano-size particles. It is entirely possible that
nanoparticles, especially small ice particles, are more abundant than predicted by such
a scaling technique. We therefore investigated the upper limit of nanoparticle densities
by setting the density of nanoparticles to that of the neutral gas. This limit is realistic
for dusty comets with the dust to gas production rates larger than 1. For example,
recently observed dust comets with the dust to gas ratio larger than 4 [117] produces
only emission of ice and dust particles with no detection of gas emission. The resulting
scattered X-ray spectrum is shown in Fig. 3.14 with the solid red curve. Despite this up-
per limit on nanoparticle density, the calculated scattered X-ray intensity is still slightly
smaller than was observed by Chandra. There is a bias in the Mie approximation to-
wards smaller scattering angles at higher energies, resulting in the calculated spectrum
decreasing faster than was observed [102,95]. This discrepancy can be attributed to the
over simplification of modeling the nanoparticle grains as being homogeneous and spher-
ical, demonstrating the importance of accurate geometrical and composition modeling
of astrophysical nanoparticles. For example, angular distributions of high energy pho-
tons scattered by ultra small dust and ice particles with irregular shapes have a diffuse
character and should be significantly more isotropic than spherical Mie scattering.
Results of X-ray scattering by a model cometary atmosphere reveal a similar
spectral shape, yet large overall intensity from observational Chandra space telescope
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data [95]. The presence of nanoparticles within the cometary atmosphere may provide a
significant scattering contribution if the production rate of nanoparticles is comparable
to the gas production rate. Details of cometary nanoparticles are difficult to accurately
observe, and analysis of scattering spectra may give deeper insight into the geometrical
shape, composition, and spatial distributions of cometary nanoparticles. The scattering
model utilized may be improved through use of accurate quantum mechanical cross
sections for the nanoparticles instead of approximating all particles with the Mie model.
Conclusions
The scattering of particles and radiation have been investigated in several different
astrophysical environments including the Martian atmosphere, the interstellar gas, the
heliosphere, and the cometary atmosphere.
Scattering parameters of fast atoms colliding with thermal atomic and molecular
gases have been determined using ab initio quantum mechanical methods over a wide
range of astrophysically important energies. Calculated differential cross sections were
compared with experimental data with excellent agreement. In addition to quantum
mechanical scattering parameters, an empirical scattering model has been developed for
complex atom-molecule collisions which produces realistic scattering parameters when
quantum parameters are not available.
The calculated scattering parameters were utilized in 3D, Monte Carlo transport
simulations in the atmosphere of Mars and the interstellar atmosphere. Simulation re-
sults were compared with classical, hard sphere scattering models to illustrate the impor-
tance of accurate scattering parameters during transport and thermalization. Induced
escape fluxes from the Mars atmosphere were calculated and compared to available
theoretical predictions. Escaping atomic and molecular energy spectra were modeled
for future in situ measurements. Additionally, fluxes of hot helium, originating from
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extra-solar sources, were obtained in the local interstellar medium. Steady state fluxes
were compared with available in situ data to determine the significance of extra-solar
hot atoms in our solar system, resulting in roughly 10% of background hot atoms orig-
inating from extra-solar sources. This 10% value may be considered as evidence of the
cosmic background of He ENAs occupying our entire galaxy.
The scattering of X-rays by nanoparticles was also investigated. Scattering cross
sections were calculated utilizing classical Mie models for nanoparticles consisting of
carbon, silicon, and ice. Calculated scattering parameters were used to determine the
scattered X-ray spectrum due to nanoparticles in the heliosphere as well as in a model
cometary atmosphere. The scattered X-ray intensity due to heliospheric nanoparticles is
lower than the X-ray background for normal solar conditions but may be visible during
solar X-ray flares. Scattered X-ray spectra from a model cometary atmosphere was
compared with in situ data resulting in very similar spectral shape for hard X-rays,
between 1–3 keV.
The importance of accurate, energy-angular dependent atomic, molecular, and
optical scattering parameters was demonstrated in several astrophysical environments.
Accurate scattering parameters are necessary for realistic transport, thermalization,
and energy-momentum transfer. New databases of accurate scattering parameters were
developed for use in future modeling and predictions of next generation in situ obser-
vational instruments.
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