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Abstract
We review recent advances in the numerical analysis of the Monge-
Ampe`re equation. Various computational techniques are discussed
including wide-stencil finite difference schemes, two-scaled methods,
finite element methods, and methods based on geometric consider-
ations. Particular focus is the development of appropriate stability
and consistency estimates which lead to rates of convergence of the
discrete approximations. Finally we present numerical experiments
which highlight each method for a variety of test problem with dif-
ferent levels of regularity.
1 Introduction
All exact science is dominated by the idea of
approximation. When a man tells you that he knows
the exact truth about anything, you are safe in
inferring that he is an inexact man.
B. Russell [106]
In this chapter we review recent progress in the numerical treatment of
Monge-Ampe`re type equations. In its simplest form, and assuming Dirichlet
boundary conditions, the problem we consider is to seek a scalar function u
satisfying the partial differential equation (PDE)
detD2u(x) = f(x) x ∈Ω (1.1a)
u(x) = g(x) x ∈∂Ω (1.1b)
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Here, D2u denotes the Hessian matrix of u, f ≥ 0 and g are given functions,
and Ω ⊂ Rd is a bounded, convex domain. Problem (1.1) is a prototypical
second–order, fully nonlinear PDE, and it arises in several broad applications
in differential geometry, meteorology, cosmology, economics, and optimal mass
transportation problems. Some of these applications are briefly described below.
Despite its growing list of applications, and in contrast to its extensive and
mature PDE theory, the construction and analysis of computational methods for
(1.1) is still a relatively new and emerging field in numerical analysis. Numerical
algorithms, based on geometric considerations, for the two–dimensional problem
(d = 2) first appeared in 1988 in [102], and the extension to practical three-
dimensional schemes were not introduced until some 20 years later [52, 45,
53, 23]. Other early attempts that deserve mention are the least squares and
augmented Lagrangian approaches of [35, 36, 37, 38, 39], and we refer the reader
to [42] for more details on these schemes.
The reasons for this delayed development in numerical methods are plentiful.
The most evident obstacle is the full non-linearity of the problem. However,
this is arguably a secondary difficulty, as black-box nonlinear solvers can, at
least heuristically, be applied to algebraic systems resulting from discretizations
of (1.1). A rather fundamental difficulty to construct, and especially to ana-
lyze, computational methods for Monge-Ampe`re type equations is the variety
of solution concepts and, correspondingly, the low regularity solutions generi-
cally possess. As we explain below, weak solutions are not based on variational
principles, but rather on either geometric considerations or by monotonicity
conditions of test functions that touch the graph of the solution from above or
below. These solution concepts are difficult to mimic at the discrete level, and
as a result, the construction of convergent schemes is an arduous task. Finally,
as if these complications were not enough, the Monge-Ampe`re equation (1.1)
is usually supplemented by the constraint that the solution u is convex. This
is not only because of geometric applications, but in many cases a necessary
condition for uniqueness, and for the existence of a well–developed PDE theory.
As convexity is a global constraint, it is very difficult to enforce it in a discrete
setting.
Nonetheless, an explosion of results and new techniques to develop them in
computational methods for (1.1) have occurred during the last 10 years. These
include the construction of monotone, wide-stencil finite difference schemes,
semi-Lagrangian methods, and finite element methods. Within only the past
few years, significant progress has been made in the convergence analysis with
an emphasis on the rates of convergence for various discretization schemes.
The main goal of this chapter is to highlight these recent advances in the
numerical analysis of the Monge-Ampe`re problem (1.1). To this end, we or-
ganize the paper as follows. After stating some geometric applications and a
brief PDE theory of the Monge-Ampe`re problem in this section, we discuss wide
stencil finite difference schemes in Section 2. There we introduce the monotone
finite difference schemes [96, 52, 53] and the corresponding filtered schemes [54],
lattice reduction schemes [16], methods based on power diagrams [79], and the
so-called two scale methods [89, 90, 88]. Of particular focus will be the rates of
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convergence of these schemes if available. Next, in Section 3, we review the orig-
inal method of [102], which in honor of its proponents henceforth we shall call
the Oliker-Prussner scheme. This method is based on geometric interpretations
of the Monge-Ampe`re operator and the notion of Alexandrov solutions. Again,
the emphasis of the discussion is on consistency error and pointwise rates of con-
vergence recently established in [92]. Section 4 discusses finite element methods
for both smooth and singular solutions. Finally in Section 5 we perform some
numerical experiments using some of the methods we discuss in this review for
a variety of test problems with different levels of regularity.
1.1 Geometric applications
To draw connections with the theme of the current volume in the Handbook
of Numerical Analysis, and to further emphasize the prevalence of the Monge-
Ampe`re problem, in this section we briefly summarize some applications with a
geometric flavor where the Monge-Ampe`re problem plays an essential role.
1.1.1 Gauss curvature problem
The classic Gauss curvature problem (cf. [14, 100, 56]) seeks a manifold M ⊂
Rn+1 with prescribed boundary and Gauss curvature K. We recall that Gauss
curvature is the product of the principal curvatures, which themselves are the
eigenvalues of the shape operator (or Weingarten map). One may reduce this
problem to a PDE problem of Monge-Ampe`re type if one assumes that the
manifold is the graph of a function, i.e.,
M = {(x, u(x)) : u : Ω→ R}.
The shape operator is given by s = I−1 II, where I and II denote, respectively,
the first and second fundamental forms. In the case that M is the graph of the
function u, we have I = I +∇u ⊗∇u and II = D2u√
1+|∇u|2 , where I denotes the
d× d identity matrix. Therefore the Gauss curvature is given by
K = det(s) =
det(II)
det(I)
=
detD2u
(1 + |∇u|2)(d+2)/2 .
Thus, the problem is to find a scalar function u : Ω¯→ R satisfying
detD2u(x) = K(x)(1 + |∇u(x)|2)(d+2)/2 in Ω, (1.2a)
u(x) = g(x) on ∂Ω. (1.2b)
In conclusion the Gauss curvature problem, in this setting, seeks solutions of a
Monge-Ampe`re type problem with lower–order terms.
1.1.2 Reflector design problem
The reflector design problem [93, 99, 112, 101] can be posed as follows: Let S2
be the unit sphere in R3 centered at the origin, and let Ω,O be two disjoint
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domains on S2. Let f be a positive function defined on O, and suppose that
rays originate from the origin with density ρ. We then seek a surface, called
Γ, whose radial projection onto S2 equals Ω, such that the directions of the
reflected rays cover O with distributed density equal to f .
To formulate a PDE model for this problem, we set Γ = {xm(x) : x ∈ Ω},
so that if a ray radiates from the origin with direction x, then it is reflected
at the point xm(x). This will create a reflected ray in the direction T (x) ∈ O.
Now if we denote by n the unit normal of Γ at xm(x), then we have T (x)−x =
−2(x · n)n, and calculations show that n = (∇m −mx)/√m2 + |∇m|2. Here,
∇ = eij∂ix∂j , where x is a smooth parametrization of S2, e = eijdtidtj is the
first fundamental form of S2, eij = (eij)
−1, and ∂j = ∂/∂tj. Combining these
two identities we find that the direction T is related to m via
T (x) =
2m∇m+ (|∇m|2 −m2)x
m2 + |∇m|2 . (1.3)
Next, if the directions of the reflected light do not overlap and if no loss of
energy occurs in the reflection, then we have the energy conservation property∫
E
ρ(x)dx =
∫
T (E)
f(y)dy =
∫
E
f(T (x))
|∂1T (x)× ∂2T (x)|
det(eij)
dx
for all Borel sets E ⊂ Ω. Thus we have, at least formally,
|∂1T (x)× ∂2T (x)|
det(eij)
=
ρ(x)
f(T (x))
.
Finally, we set u(x) = 1/m(x), and substitute (1.3) into this last equation to
get the following problem of Monge-Ampe`re type (see [98, 112] for details)
det(D2u+ (u − η)eij)
η2 det(eij)
=
ρ(x)
f(T (x))
x ∈ Ω,
where T is given by (1.3) and η = (|∇u|2 + u2)/(2u).
1.1.3 Affine plateau problem
Following [109, 110, 27], we consider the following problem. Let M0 ⊂ Rd+1 be
a bounded and connected hypersurface with smooth boundary that is locally
uniformly convex We denote by S[M0] the set of locally uniformly convex hy-
persurfaces that can be smoothly deformed fromM0 within the family of locally
uniformly convex hypersurfaces and whose Gauss map images lie in that of M0.
As in Section 1.1.1, for a manifold M we denote by II its second fundamental
form and by K its Gauss curvature. Associated with M is the Berwald–Blaschke
metric
g = K−1/(d+2)II,
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which is an affine invariant Riemmannian metric on the surface. The affine
Plateau problem is then to determine the maximizer of the affine area functional
A(M) =
∫
M
K
1/(d+2)dM.
over S[M0].
Recall that if M = Mu is the graph of a function u : Ω → R, with Ω ⊂ Rn,
then the Gauss curvature is K = det(D2u)/(1 + |∇u|2)(d+2)/2, and so, we have
by a change of variables,
A(Mu) =
∫
Ω
(detD2u(x))1/(d+2)dx.
Thus if M0 is the graph of a locally uniformly convex g, then in the graph
case, S[M0] consists of the graphs of locally uniformly convex functions v ∈
C2(Ω) ∩C0(Ω¯) satisfying v = g on ∂Ω and ∇v(Ω) ⊂ ∇g(Ω). In this setting the
affine Plateau problem seeks u such that
A(Mu) = sup{A(Mv) : Mv ∈ S[M0]}.
Formally taking the Euler–Lagrange equation yields the affine maximal surface
equation
cofD2u : D2w = 0, w =
(
detD2u
)−(d+1)/(d+2)
.
1.1.4 Optimal mass transport problem
This problem appeared as a generalization of an
earlier considered practical problem of assigning
production locations on a railway network to
consumption locations with minimum total
transportation expenses.
L.V. Kantorovich [69]
The optimal mass transport problem was originally proposed by G. Monge
in the 18th century to find the optimal way to move oil to an excavation with
minimal transportation cost. In general, the mass transport problem seeks,
for two given sets and densities, the optimal mass–preserving mapping between
them.
In further detail, given bounded Ω,O ⊂ Rd and measures ρΩ : Ω → R,
ρO : O → R, the optimal transport problem with quadratic cost seeks a map
T : Ω→ O such that T#ρΩ = ρO that minimizes the functional
1
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∫
Ω
|x− T (x)|2dρΩ(x) (1.4)
over all mass preserving maps. Here, we assume that the measures are absolutely
continuous with respect to Lebesgue measure, with dρΩ = fΩdx and dρO =
fOdx, and that the measures satisfy the mass balance condition∫
Ω
fΩ(x)dx =
∫
O
fO(x)dx.
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Above, we denoted by T#ρΩ the pushforward of the measure ρΩ under the
mapping T , i.e., under the given assumptions, we have∫
E
fO(x)dx =
∫
T−1(E)
fΩ(x)dx.
Thus, by a change of variables, we have, at least formally,
det(∇T (x))fO(T (x)) = fΩ(x) x ∈ Ω, (1.5)
with T (Ω) ⊂ O. Thus in summary, we seek a mapping T that minimizes (1.4)
with the constraint (1.5). One of the fundamental results in the theory of
optimal transport [21, 32, 104, 105] is that there exists a unique solution to this
problem and that this optimal mapping is characterized as the gradient of some
convex function u:
T (x) = ∇u(x).
Hence, by substituting this relation into (1.5), we see that the problem reduces
to a Monge-Ampe`re type PDE
fO(∇u(x)) detD2u(x) = fΩ(x) x ∈ Ω. (1.6)
with the constraint ∇u(Ω¯) ⊂ O¯. Thus we find that, with quadratic cost, the
optimal mass transport problem reduces to a Monge-Ampe`re equation with
transport boundary boundary conditions.
1.2 Solution concepts for the Monge-Ampe`re equation
It is impossible to understand an unmotivated
definition [...]
V.I. Arnold [2]
In order to properly analyze the numerical schemes that we present below,
it is important to understand in which sense a function u : Ω¯→ R must satisfy
the equation and boundary conditions in (1.1) to be a solution. It is not our
intention here to give a survey of the PDE theory regarding the Monge-Ampe`re
equation, and we refer the reader to [60, 49, 14] for an in-depth presentation.
1.2.1 Classical solutions
The first definition of a solution to (1.1) is that of a classical solution. Essentially
we require that (1.1) holds at every point of Ω¯.
Definition 1.7 (classical solution). A function u ∈ C2(Ω) ∩ C(Ω¯) is called a
classical solution of (1.1) if these identities hold for every x ∈ Ω¯.
Notice that this necessarily implies that the right hand side f : Ω → R is
continuous. Regarding the existence of classical solutions we have the following
result; see [49, Section 3.1] for a detailed presentation.
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Theorem 1.8 (existence of classical solutions). Let α ∈ (0, 1). Assume that
Ω is a bounded and uniformly convex domain, whose boundary is of class C3,
f ∈ Cα(Ω¯) with f ≥ f0 > 0, and g ∈ C3(∂Ω). Then problem (1.1) has a unique
solution u ∈ C2,α(Ω¯).
It is important to notice that classical solutions may not always exist, see
for instance the counterexample given in [49, Section 3.2]. This motivates us to
introduce weaker notions of solutions.
1.2.2 Viscosity solutions
The Monge-Ampe`re operator w 7→ detD2w is a fully nonlinear second order
operator, that is it depends nonlinearly on the highest (in this case second)
order derivatives that appear in the expression. For this reason, the theory
regarding fully nonlinear operators can guide us to develop a notion of solution
(viscosity solution) that is weaker than classical. We refer the reader to [55,
Chapter 17], [26], [31] and [86, Section 2] for additional details.
We begin with a definition that encodes the type of admissible nonlinearities
that will allow for the development of the theory of viscosity solutions. Here
and in what follows we denote by Sd the collection of symmetric d× d matrices.
The set Sd is endowed with a partial order: if M,N ∈ Sd then we say that
M ≤ N if v ·Mv ≤ v ·Nv for every v ∈ Rd.
Definition 1.9 (elliptic operator). Let F : Ω¯×R× Sd → R be locally bounded.
We say that F is elliptic if it satisfies the following monotonicity condition: For
all x ∈ Ω¯, r, s ∈ R and M,N ∈ Sd with r ≥ s and M ≤ N then
F (x, r,M) ≤ F (x, s,N).
Moreover, we say F is uniformly elliptic if for all r, s ∈ R and M ∈ Sd with
r ≥ s we have
F (x, r,M) ≤ F (x, s,M),
and, in addition, there are constants 0 < λ ≤ Λ such that for all M ∈ Sd we
have
λ‖N‖2 ≤ F (x, r,M +N)− F (x, s,M) ≤ Λ‖N‖2, ∀N ≥ 0.
Letting F : Ω¯ × R × Sd → R be an elliptic operator as defined above, we
consider the fully nonlinear elliptic problem
F (x, u(x), D2u(x)) = 0 in Ω¯. (1.10)
To be able to properly describe the notion of viscosity solutions we need to recall
the following.
Definition 1.11 (upper and lower semicontinuous envelopes). Let w : Ω¯ →
R. By w⋆ ∈ USC(Ω¯) and w⋆ ∈ LSC(Ω¯), we denote the upper and lower
semicontinuous envelopes, respectively, of the function w. In other words
w⋆(x) = lim sup
y→x
w(x), w⋆(x) = lim inf
y→x
w(x).
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Finally, by USC(Ω¯) and LSC(Ω¯) we denote, respectively, the sets of upper and
lower semicontinuous functions.
We are now ready to introduce the notion of viscosity solution.
Definition 1.12 (viscosity solution). Let F be elliptic in the sense of Defini-
tion 1.9. We say that the locally bounded function u : Ω¯→ R is:
1. A viscosity subsolution of (1.10) if whenever x0 ∈ Ω¯, ϕ ∈ C2(Ω¯) and
u⋆ − ϕ has a local maximum at x0 we have that
F⋆(x0, ϕ(x0), D
2ϕ(x0)) ≥ 0.
2. A viscosity supersolution of (1.10) if whenever x0 ∈ Ω¯, ϕ ∈ C2(Ω¯) and
u⋆ − ϕ has a local minimum at x0 we have that
F ⋆(x0, ϕ(x0), D
2ϕ(x0)) ≤ 0.
3. A viscosity solution if it is a sub- and supersolution.
The condition “u⋆−ϕ has a local maximum at x0” is usually phrased as “ϕ
touches the graph of u from above at x0”. The reader is encouraged to draw a
picture to see why these two have the same meaning. Similarly, “u⋆ − ϕ has a
local minimum at x0” is: “ϕ touches the graph of u from below at x0”.
One of the main technical tools in asserting existence and uniqueness of
viscosity solutions is a comparison principle.
Definition 1.13 (comparison principle). We say that problem (1.10) satisfies
a comparison principle if whenever w ∈ USC(Ω¯) and w ∈ LSC(Ω¯) are sub and
supersolutions, respectively, then we must have
w ≤ w.
Notice now that if we define
FMA(x, r,M) =
{
detM − f(x), x ∈ Ω,
g(x)− r, x ∈ ∂Ω, (1.14)
this operator satisfies the monotonicity conditions given in Definition 1.9 only if
we restrict the third argument to the set of positive semidefinite matrices which
we denote by Sd+. Consequently, we need to restrict the class of admissible
functions, that define a viscosity solution to (1.1) to the set of convex functions.
Definition 1.15 (viscosity solution). Let u ∈ C(Ω¯) be a convex function. We
say that u is:
1. A viscosity subsolution of (1.1) on the set of convex functions if u ≤ g on
∂Ω and, whenever x0 ∈ Ω, ϕ ∈ C2(Ω), and u−ϕ has a local maximum at
x0 we have that
detD2ϕ(x0) ≥ f(x0).
8
2. A viscosity supersolution of (1.1) on the set of convex functions if u ≥ g
on ∂Ω and, whenever x0 ∈ Ω, ϕ ∈ C2(Ω) is convex, and u− ϕ has a local
minimum at x0 we have that
detD2ϕ(x0) ≤ f(x0).
3. A viscosity solution if it is a sub- and supersolution on the set of convex
functions.
The reader may wonder why these definitions are asymmetric. The concept
of supersolution requires convexity of the test functions, whereas subsolutions
do not. This is due to the fact that, as noted in [60, Remark 1.3.2], if u is convex
and u− ϕ has a local maximum at x0, then ϕ is (locally) convex.
The existence and uniqueness of viscosity solutions will be a consequence
of Theorems 1.23 and 1.25 below. Here we mention a remarkable property of
viscosity solutions, namely their stability. The following result can be found,
for instance, in [89, Lemma 5.3].
Proposition 1.16 (continuous dependence). Let f1, f2 ∈ C(Ω¯) with f1, f2 ≥ 0
and g1, g2 ∈ C(∂Ω) and denote by u1, u2 ∈ C(Ω¯) the corresponding convex
viscosity solutions to (1.1). Then we have
‖u1 − u2‖L∞(Ω) ≤ C‖f1 − f2‖1/dL∞(Ω) + ‖g1 − g2‖L∞(∂Ω).
In addition, if f1 ≥ f2 ≥ 0 and g1 ≤ g2 we have that u1 ≤ u2.
Finally we comment that viscosity solutions can be approximated by classical
ones over larger, but smooth, domains; see [89, Lemma 5.4].
Proposition 1.17 (smooth approximation). Let Ω be uniformly convex, f, g ∈
C(Ω¯) with f ≥ 0, and u the convex viscosity solution to (1.1). There exists:
1. A decreasing (in the sense of inclusion) sequence of uniformly convex
smooth domains Ωn such that
distH(Ωn,Ω)→ 0, n→∞,
where by distH(A,B) we mean the d–dimensional Hausdorff distance be-
tween the sets A and B.
2. A decreasing sequence of smooth functions fn : Ω¯n → R with fn > 0 such
that
‖fn − f‖L∞(Ω) → 0, n→∞.
3. A sequence of smooth functions gn : Ω¯n → R such that
‖gn − g‖L∞(Ω) → 0, n→∞.
Moreover, if un ∈ C(Ω¯n) denotes the convex viscosity solution to (1.1) over the
domain Ωn and with data fn and gn, then
‖un − u‖L∞(Ω) → 0, n→∞.
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1.2.3 Alexandrov solutions
Besides the concept of solution in the viscosity sense, another type of weak
solution to the Monge-Ampe`re equation is the Alexandrov solution, which is
based on a geometric interpretation. To motivate it, let w ∈ C2(Ω) be convex
so that the gradient map ∇w : Ω → Rd is well defined and monotone. In this
case, an interesting observation is that detD2w is actually the determinant of
the Jacobian of the gradient map. Therefore, for any open (or Borel) subset
E ⊂ Ω, we have ∫
E
detD2w(x)dx =
∫
∇w(E)
dy = |∇w(E)|
where | · | denotes the d-dimensional Lebesgue measure.
What is remarkable about this simple observation is that to make sense of
detD2u, we only require ∇w(E) to be well defined for any Borel set E. This
enables us to make sense of the previous identity even if w /∈ C2(Ω). To define
the weak (Alexandrov) solution, we first introduce the subdifferential of a convex
function.
Definition 1.18 (subdifferential). Let Ω be convex and w : Ω→ R be a convex
function. The subdifferential of w at point x ∈ Ω is the set
∂w(x) := {p ∈ Rd, w(x) + p · (y − x) ≤ w(y) ∀y ∈ Ω}.
For any Borel set E ⊂ Ω, we define
∂w(E) = ∪x∈E∂w(x).
In other words, the subdifferential is the collection of slopes of all affine
functions that touch the graph of w at (x,w(x)) and bound the graph from
below. From this observation, it is easy to see that if w is strictly convex and
smooth, then ∂w(x) = {∇w(x)}. Here we give an example of subdifferential of
a convex (but not strictly convex) function.
Example 1.19 (subdifferential). Let Ω = B1(0) ⊂ R2 and
w(x) = |x|.
Then at the origin x = 0, we note that
w(0) + p · y ≤ w(y) ∀y ∈ Ω
provided that the norm of the vector |p| ≤ 1. Hence, by definition, the subdif-
ferential of w at x = 0 is the closed unit ball centered at 0, i.e.
∂w(0) = B1(0).
At any other point x ∈ Ω, since the function w is differentiable, we note that
the inequality
w(x) + p · (y − x) ≤ w(y) ∀y ∈ Ω
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holds if and only if p = ∇w(x). Hence, for all x ∈ Ω \ {0},
∂w(x) = {∇w(x)}.
With this motivation at hand we can introduce the so–called Monge-Ampe`re
measure, which will be essential in defining Alexandrov solutions.
Definition 1.20 (Monge-Ampe`re measure). Let Ω ⊂ Rd be convex and w :
Ω→ R be a convex function. The Monge-Ampe`re measure associated to w is
µw(E) = |∂w(E)| .
It can be shown, see [49, Theorem 2.3] that this is indeed a locally finite
Borel measure on Ω. With this, we are ready to define Alexandrov solutions.
Definition 1.21 (Alexandrov solution). Let f be a Borel measure defined in Ω.
A convex function u ∈ C(Ω¯) is an Alexandrov solution to the Monge-Ampe`re
equation (1.1) if u = g on ∂Ω and µu = f , that is,
|∂u(E)| = f(E). (1.22)
for all Borel sets E ⊂ Ω.
To illustrate the definition of the Alexandrov solution, we consider Exam-
ple 1.19. Let E ⊂ Ω be Borel, if the set contains the origin, we have the
subdifferential
∂u(E) = ∪x∈E∂u(x) = B1(0),
which yields
|∂u(E)| = |B1(0)| = π if x ∈ E.
On the other hand, if the set does not contain the origin, then the subdifferential
∂u(E) = ∪x∈E{∇u(x)} ⊂ ∂B1(0)
Hence, we get |∂u(E)| = 0 if 0 /∈ E. Finally, we conclude that u is an Alexandrov
solution of Monge-Ampe`re equation
detD2u(x) = πδ{x=0},
where δ{x=0} is the Dirac measure at origin. It is worth mentioning that u is not
a viscosity solution because the right hand side is not a (continuous) function.
Also note that the continuity of the source term f is no longer required for
(1.22) to be well defined.
The existence and uniqueness of Alexandrov solutions is summarized in the
next theorem, see [60, Theorem 1.6.2] and [49, Theorem 2.14].
Theorem 1.23 (existence and uniqueness). Let Ω ⊂ Rd be a strictly convex
domain, let g ∈ C(∂Ω) and f be a nonnegative Borel measure on Ω with f(Ω) <
∞. Then there exists a unique convex function u ∈ C(Ω¯) that is a solution of
(1.1) in the sense of Definition 1.21.
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An important property of Alexandrov solutions is their stability with respect
to weak convergence. We refer the reader to [60, Lemma 1.2.3] for a proof of
the following result.
Lemma 1.24 (weak convergence). Let {wk}∞k=1, w be convex functions on Ω
and assume that, as k → ∞, we have wk → w uniformly over compact subsets
of Ω. Then, the associated Monge-Ampe`re measures µwk tend to µw weakly,
that is, ∫
Ω
φ(x)dµwk(x)→
∫
Ω
φ(x)dµw(x),
for every φ continuous with compact support in Ω.
The relation between viscosity and Alexandrov solutions is given in the fol-
lowing result [60, Propositions 1.3.4 and 1.7.1]. Notice that this result not only
shows, as we have already pointed out, that the notion of Alexandrov solution is
strictly weaker than that of viscosity solutions but, on the basis of Theorem 1.23,
shows existence and uniqueness of viscosity solutions.
Theorem 1.25 (equivalence). Let u ∈ C(Ω¯) be an Alexandrov solution of (1.1).
If f ∈ C(Ω), then u is also a viscosity solution in the sense of Definition 1.15.
Conversely, if u is a viscosity solution of (1.1) and f ∈ C(Ω¯) with f > 0, then
u is an Alexandrov solution.
Since it will be useful in the sequel, we introduce here the convex envelope
of a function, which is the largest convex function that is bounded above by the
given one.
Definition 1.26 (convex envelope). Let Ω ⊂ Rd be convex and w : Ω¯ → R.
The convex envelope of w, denoted by Γw, is the largest convex function whose
graph lies below the graph of w. It can be computed by
Γw(x) = sup
{
L(x) : L affine function and L(y) ≤ w(y) ∀y ∈ Ω¯} .
To conclude our preliminary discussion we recall the Brunn-Minkowski in-
equality, a celebrated result in convex geometry. Given two compact sets A,B
of Rd, we define their Minkowski sum
A+B := {v + w ∈ Rd : v ∈ A and w ∈ B}. (1.27)
The Brunn-Minkowski inequality relates the Lebesgue measures of compact sub-
sets A,B of Euclidean space Rd with that of their Minkowski sum A+B.
Lemma 1.28 (Brunn-Minkowski inequality). Let A and B be two nonempty
compact subsets of Rd for d ≥ 1. Then the following inequality holds:
|A+B|1/d ≥ |A|1/d + |B|1/d.
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2 Wide Stencil Finite Differences
Problems involving the classical linear partial
differential equations of mathematical physics can be
reduced to algebraic ones of a very much simpler
structure by replacing the differentials by difference
quotients on some (say rectilinear) mesh.
R. Courant, K. Friedrichs and H. Lewy [30]
In this section we will study finite difference schemes that aim to approximate
the viscosity solution, in the sense of Definition 1.15, of (1.1).
2.1 A general framework for approximation schemes
Let us describe a general framework under which convergence of approximation
schemes can be shown. Let F : Ω¯ × R × Sd → R be elliptic in the sense of
Definition 1.9 and assume we wish to approximate the viscosity solution to
(1.10). To do so, we introduce a family of approximation schemes, which are
described by the collection of maps {Fε}ε>0, where Fε : Ω¯ × R × B(Ω¯) → R,
and B(Ω¯) denotes the space of bounded functions on Ω¯. The parameter ε can
be understood as a discretization parameter. With this family at hand, we seek
for uε ∈ B(Ω¯) such that
Fε(x, uε(x), uε) = 0, in Ω¯. (2.1)
We assume that the approximation schemes satisfy the following assumptions:
1. Monotonicity: For all ε > 0, x ∈ Ω¯, t ∈ R, and u, v ∈ B(Ω¯) such that
u ≥ v we have that
Fε(x, t, u) ≥ Fε(x, t, v). (2.2)
2. Stability: There is ε0 > 0 such that if ε < ε0, the scheme (2.1) has a
unique solution and there is a constant, independent of ε, such that
‖uε‖L∞(Ω) ≤ C. (2.3)
3. Consistency: For all x0 ∈ Ω¯ and ϕ ∈ C2(Ω¯) we have
lim sup
ε↓0,y→x0,ξ→0
Fε(y, ϕ(y) + ξ, ϕ+ ξ) ≤ F⋆(x0, ϕ(x0), D2ϕ(x0)) (2.4a)
lim inf
ε↓0,y→x0,ξ→0
Fε(y, ϕ(y) + ξ, ϕ+ ξ) ≥ F ⋆(x0, ϕ(x0), D2ϕ(x0)). (2.4b)
The main convergence result in this framework is the following; see [15,
Theorem 2.1].
Theorem 2.5 (Barles–Souganidis). Assume that the family of approximation
schemes (2.1) is monotone, stable and consistent, in the sense of (2.2), (2.3),
and (2.4), respectively. Assume, in addition, that problem (1.10) has a compar-
ison principle in the sense of Definition 1.13. Then, as ε ↓ 0, the functions uε,
solution of (2.1) converge locally uniformly to u, solution of (1.10).
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Proof. Define u, u ∈ B(Ω¯) by
u(x) = lim sup
y→x,ε↓0
uε(y), u(x) = lim inf
y→x,ε↓0
uε(y).
Notice that, by stability, we obtain that these functions are well defined and
bounded. In addition, we have that u, u are upper and lower semicontinuous,
respectively.
The idea now is to show that u is a subsolution and u is a supersolution of
(1.10), for if that is the case we can invoke the comparison principle to see that
u ≤ u, and so that these must coincide with the viscosity solution of (1.10).
This, in turn, implies the local uniform convergence of uε to u.
Let us then show that u is a subsolution. Let ϕ ∈ C2(Ω¯) and assume that
u − ϕ has a local maximum at x0 ∈ Ω¯ with u(x0) = ϕ(x0). It can be shown
then that there are sequences {εn}∞n=1 ⊂ R+ and {yn}∞n=1 ⊂ Ω¯ such that εn ↓ 0,
yn → x0, uεn(yn) → u(x0) and the sequence of functions uεn − ϕ attains its
maximum at yn.
Notice now that, upon denoting ξn = uεn(yn) − ϕ(yn), we get that ξn → 0
and uεn(x)− ϕ(x) ≤ ξn locally. Monotonicity then implies that
0 = Fεn(yn, uεn(yn), uεn) = Fεn(yn, ϕ(yn) + ξn, ϕ+ (uεn − ϕ))
≤ Fεn(yn, ϕ(yn) + ξn, ϕ+ ξn),
which by the consistency condition (2.4a) yields
F⋆(x0, ϕ(x0), D
2ϕ(x0)) ≥ 0,
so that u is a subsolution.
Remark 2.6 (limitations). We must remark that, although Theorem 2.5 seems
sufficiently general:
1. It only provides sufficient conditions for convergence. There is no guide-
line towards the construction of monotone, consistent and stable finite
difference schemes.
2. This result, as is, cannot be applied to approximate viscosity solutions of
the Monge-Ampe`re equation (1.1) directly. This is because, as pointed out
in Section 1.2.2, the Monge-Ampe`re operator is only elliptic over Ω¯×R×
Sd+.
3. The existence of a comparison principle in the sense of Definition 1.13 is
assumed. Notice that, in [67, Proposition 2.1] it is shown that, for a re-
formulation of the Monge-Ampe`re problem as a Hamilton Jacobi Bellman
equation (which will be discussed in Section 2.8.1), if f ≡ 0, there cannot
be a comparison principle for this problem. In other words, this is a highly
nontrivial assumption.
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Although not applicable to the Monge-Ampe`re equation (1.1), one of the
messages of Theorem 2.5 is that monotonicity of a numerical scheme is a highly
desirable property. Thus, it is necessary to explore how to construct monotone
approximation schemes. In the context of finite difference schemes it was realized
as early as in [81] that, even for linear problems, monotonicity of a numerical
scheme requires the use of wide stencils, which is rather problematic at points
near the boundary. We refer the reader to [86, Section 3.2] for more details,
and to [80] for the construction of minimal stencils in two dimensions. For
this reason, in the remaining of this section, we will consider wide stencil finite
difference schemes to approximate the viscosity solution of (1.1).
2.2 A variational characterization of the determinant
Let us provide a variational characterization of the determinant that will mo-
tivate most of the constructions which will come below. This was originally
shown in [52, Lemma 2].
Lemma 2.7 (characterization of the determinant). Let A be a symmetric pos-
itive definite d× d matrix and let
V =
{{wi}di=1 ⊂ Rd : wi ·wj = δi,j} ,
be the set of all orthonormal bases of Rd. Then we have that
detA = min
{wi}di=1∈V
d∏
i=1
wi ·Awi.
Proof. To shorten notation, let M = min{wi}di=1∈V
∏d
i=1wi · Awi. Then let
{vj}dj=1 be an orthonormal set of eigenvectors of A so that
detA =
d∏
i=1
vi ·Avi ≥M.
On the other hand, for {wi}di=1 ∈ V, we can represent them in the basis of
eigenvectors wi =
∑d
k=1(wi · vk)vk. We have
− log
d∏
i=1
wi ·Awi = −
d∑
i=1
log(wi ·Awi)
= −
d∑
i=1
log
(
d∑
m=1
(wi · vm)vm ·
d∑
k=1
(wi · vk)Avk
)
= −
d∑
i=1
log
(
d∑
k=1
λk(wi · vk)2
)
,
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where σ(A) = {λk}dk=1 is the spectrum ofA. Since |wi| = 1 the term
∑d
k=1 λk(wi·
vk)
2 is a convex combination of the elements of σ(A). Owing to the convexity
of t 7→ − log t we can apply Jensen’s inequality to obtain that
− log
d∏
i=1
wi · Awi ≤ −
d∑
k=1
logλk
d∑
i=1
(wi · vk)2 = −
d∑
k=1
log λk = − log
d∏
i=1
λi.
As the function t 7→ − log t is decreasing, we conclude that
detA ≤
d∏
i=1
wi · Awi,
which since {wi}di=1 ∈ V was arbitrary implies detA ≤ M and this concludes
the proof.
The previous result allows us to conclude that, if ϕ ∈ C2(Ω) is convex,
we can express the determinant of its Hessian at a point in terms of second
directional derivatives, that is, if x0 ∈ Ω we have
detD2ϕ(x0) = min
{wi}di=1∈V
d∏
i=1
wi ·D2ϕ(x0)wi = min
{wi}di=1∈V
d∏
i=1
∂2ϕ
∂w2i
(x0).
Recall, in addition, that a solution to (1.1) must be convex. To enforce convexity
we then introduce the following operator
MA[ϕ](x0) = min
{wi}di=1∈V
[
d∏
i=1
(
∂2ϕ
∂w2i
(x0)
)+
−
d∑
i=1
(
∂2ϕ
∂w2i
(x0)
)−]
, (2.8)
where x+ = max{x, 0} and x− = (−x)+ denote the positive and negative parts
of x, respectively. Notice that, if ϕ ∈ C2(Ω¯) is convex, MA[ϕ] = detD2ϕ. The
idea behind (2.8) is that, if D2ϕ(x0) has a negative eigenvalue, then there is
V ∈ V and w ∈ V for which w ·D2ϕ(x0)w < 0. Thus,
MA[ϕ](x0) ≤ 0− (w ·D2ϕ(x0)w)− < 0.
Consequently, ϕ cannot be a solution to (1.1) since, at x0 we have
detD2ϕ(x0) = f(x0) ≥ 0.
These ideas are made rigorous in [89, Lemma 5.6].
Proposition 2.9 (equivalence of operators). Let f ∈ C(Ω) with f ≥ 0. The
function u ∈ C(Ω¯) is a convex viscosity solution of (1.1) in the sense of Defini-
tion 1.15 if and only if it is a viscosity solution, in the sense of Definition 1.12,
of the following problem
FvMA(x, u(x), D
2u(x)) = 0 (2.10)
with
FvMA(x, u(x), D
2u(x)) =
{
MA[u](x)− f(x), x ∈ Ω,
g(x)− u(x), x ∈ ∂Ω.
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One of the advantages of formulation (2.10) is that it has a comparison
principle.
Proposition 2.11 (comparison principle for the FvMA operator). The opera-
tor FvMA, defined in (2.10) has a comparison principle in the sense of Defini-
tion 1.13.
Proof. It follows from the fact that the operator FvMA satisfies the structural
assumptions given, for instance, in [31, Theorem 3.3].
The characterization of the determinant given in Lemma 2.7 will be the basis
of many of the wide stencil schemes we will describe below.
2.3 Wide stencil finite difference schemes
Let us describe the first class of methods that exploit the characterization de-
scribed in Lemma 2.7 via the operator introduced in (2.8) as originally proposed
in [52]. Let h > 0 be a (spatial) discretization parameter and assume that, up
to a linear change of variables, our domain Ω is discretized on a Cartesian grid.
In other words, we let
Ω¯h = Ω¯ ∩ Zdh, Zdh =
{
he : e ∈ Zd} , ∂Ωh = ∂Ω ∩ Zdh, Ωh = Ω¯h \ ∂Ωh.
We set Xh as the space of grid functions, that is the collection of functions
wh : Ω¯h → R.
Given e ∈ Zd we call the point xh ∈ Ωh interior with respect to e if xh±he ∈
Ω¯h. We will also say that a point is interior with respect to a subset of S ⊂ Zd
if it is interior with respect to all elements of S.
Given e ∈ Zd and an interior point xh, we define the second difference in the
direction e to be the operator
∆ewh(xh) =
1
|e|2h2 (wh(xh + he)− 2wh(xh) + wh(xh − he)) . (2.12)
When xh is not interior with respect to e, it essentially means that xh is close
to ∂Ω. Owing to the convexity of Ω, there are unique ρ± ∈ (0, 1] such that
xh ± ρ±he ∈ ∂Ω. Thus, we can use the boundary condition (1.1b) to extend
this definition as
∆ewh(xh) =
2
(ρ+ + ρ−)|e|2h2
(
g˜(xh + ρ+he)− wh(xh)
ρ+
− wh(xh)− g˜(xh + ρ−he)
ρ−
)
,
(2.13)
where g˜ is either the boundary condition, or an interpolant of wh based on
neighboring nodes. With these notions at hand, we would like to define the
discretization of the operator MA[·], introduced in (2.8), as
MAWSh [wh](xh) = min{wi}di=1∈V
d∏
i=1
(∆wiwh(xh))
+ .
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Notice, however, that the given expressions may not be defined for all V, as
the points xh ± hwi may not belong to Ω¯h. Even if they did, it may be very
computationally expensive to compute these directional differences at all the
nodes. For these reasons, we also need to introduce a discretization of V. To
this end we introduce a finite subset Gθ ⊂ (Zd)d such that, if {νi}di=1 ∈ Gθ then
the vectors νi are pairwise orthogonal. We call this the directional discretization
of the Monge-Ampe`re operator and parametrize it by θ > 0. Thus we define
the operator
MAWSh,θ [wh](xh) = min{νi}di=1∈Gθ
d∏
i=1
(∆νiwh(xh))
+
. (2.14)
With this notation at hand, we define the wide stencil finite difference ap-
proximation scheme of (1.1) as: Find uh ∈ Xh such that
MAWSh,θ [uh](xh) = f(xh), ∀xh ∈ Ωh, (2.15a)
uh(xh) = g(xh), ∀xh ∈ ∂Ωh. (2.15b)
Remark 2.16 (variant). We could have also introduced another wide stencil
operator via
MAWSh,θ [wh](xh) = min{νi}di=1∈Gθ
[
d∏
i=1
(∆νiwh(xh))
+ −
d∑
i=1
(∆νiwh(xh))
−
]
,
see (2.8).
Remark 2.17 (a regularized version). Notice that, owing to the presence of the
min and max operator in the definition of (2.14), this operator is not differen-
tiable. This may make it difficult to efficiently solve the ensuing nonlinear sys-
tems, since Newton methods are not directly applicable. One could, instead, use
semismooth Newton methods [63] since these operators are slant differentiable;
see [63, Lemma 3.1]. However, if we insist in dealing with smooth operators,
[52, Section 3.5] introduces a regularized version of MAWSh,θ [·] given by
MAWSh,θ,δ[wh](xh) = min
δ
{νi}di=1∈Gθ
d∏
i=1
(∆νiwh(xh))
+,δ ,
where
maxδ{x, y} = 1
2
(
x+ y +
√
(x − y)2 + δ2
)
,
minδ{x, y} = 1
2
(
x+ y −
√
(x − y)2 + δ2
)
,
minδ{x1, . . . , xn} = minδ{minδ{x1, . . . , xn−1}, xn},
and x+,δ = maxδ{x, 0}. The properties of this operator are similar to those of
MAWSh,θ [·].
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Remark 2.18 (two dimensions). Given A ∈ Sd we have the classical Rayleigh–
Ritz relations
λm(A) = min
w∈Rd
w · Aw
|w|2 = minσ(A), λM (A) = maxw∈Rd
w ·Aw
|w|2 = max σ(A),
so that, if d = 2, we have that
detA = min
w∈R2
w · Aw
|w|2 maxw∈R2
w ·Aw
|w|2 .
This relation was used in [96] to introduce a two dimensional scheme via
MAWS,2dh,θ [wh](xh) = min
νi∈{νj}dj=1∈Gθ
(∆νiwh(xh))
+
max
νi∈{νj}dj=1∈Gθ
(∆νiwh(xh))
+
.
Note that, although similar to (2.15), these operators are different. This was
illustrated in [52, Section 3.4] with the following example: Let
w(x1, x2) = x
2
1 + x
2
2 + x
2
1x
2
2,
which is convex in a neighborhood of the origin, and
Gθ =
{{(
1
0
)
,
(
0
1
)}
,
{(
1
1
)
,
(−1
1
)}}
.
Computing each of the operators over these directions yields
MAWS,2dh,θ [w](0, 0) = 4 + 2h
2, MAWSh,θ [w](0, 0) = 4.
Notice however, that since both operators are consistent with order O(h2) we
have that, for a convex function v,∣∣∣MAWS,2dh,θ [v](xh)−MAWSh,θ [v](xh)∣∣∣ = O(h2), ∀xh.
The analysis of method (2.15) will be a particular case of the methods and
analyses presented in Section 2.7. We just comment that, even for smooth
solutions, wide stencils are required in this scheme to assert consistency. Let
us illustrate this in a simple case where there is no boundary conditions and in
two dimensions (d = 2). In other words, given x0 ∈ Ω we assume that it is an
interior point for any e ∈ Z2. Let now ϕ(x) = 12x ·Mx be a convex quadratic,
so that
∆eϕ(x0) =
1
|e|2 e ·Me,
and therefore
MAWSh,θ [ϕ](x0) = min{ν1,ν2}∈Gθ
1
|ν1|2|ν2|2 (ν1 ·Mν1) (ν1 ·Mν2) ,
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independently of x0 and the mesh size. At this point we need to recall that
there is {w1,w2} ∈ V, namely the normalized eigenvectors of M , for which
detD2ϕ = detM = (w1 ·Mw1) (w2 ·Mw2) .
Notice finally, that once w1 is determined, w2 = w
⊥
1 is obtained by a rotation.
In conclusion, to assert consistency, given a w ∈ R2 in the unit sphere, for every
δ > 0 we must be able to find e ⊂ Z2 such that∣∣∣∣w − 1|e|e
∣∣∣∣ < δ. (2.19)
Indeed, if we denote by e1 the vector that satisfies this property with respect
to w1, then e2 = e
⊥
1 does so for w2. Let now νi =
1
|ei|ei for i = 1, 2. Then we
have that
|detM − (ν1 ·Mν1) (ν2 ·Mν2)| ≤ C(Λ)δ,
where C(Λ) is a constant that depends polynomially on Λ, the maximal eigen-
value of M .
Notice that, since ei ∈ Z2, then νi ∈ Q2, so finding points that satisfy
(2.19) is the problem of rational approximation in the sphere. While how to
actually find such points is beyond our discussion here, what we are interested
in is the size of |e|, which would serve as an estimate of the stencil size that
guarantees convergence. The following result is a specialization of [108, Lemma
2.1] to the two dimensional case; we refer the reader to this reference a proof, its
generalization to d > 2, and to the case of rational approximation orthogonal
matrices which is of interest when finding elements of Gθ.
Proposition 2.20 (rational approximation). Let w ∈ R2 be such that |w| = 1.
Then, for every δ > 0, there exists ν ∈ Q2 such that |ν| = 1 and
|w − ν| < δ.
Moreover, if ν = (p1/q1, p2/q2)
⊺ with p1, p2 ∈ Z and q1, q2 ∈ N then we have
that
0 < qi ≤ 64
δ2
.
Now, for a given w ∈ R2, let ν be as in Proposition 2.20. This means that
e = hcf(q1, q2)ν ∈ Z2 is the smallest vector parallel to ν that satisfies (2.19)
(here, hcf(q1, q2) denotes the highest common factor of q1 and q2). Consequently,
we have that, generically
|e| ≤ C hcf(q1, q2) ≤ Cmax{q1, q2} ≤ C
δ2
.
In conclusion, the size of the stencil must grow unboundedly if we restrict our-
selves to Cartesian meshes.
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2.4 Filtered schemes
The estimates on the stencil size of the previous section are rather pessimistic.
This is because they are not assuming anything but convexity of the solution.
On the other hand, say in the two dimensional case (d = 2), a standard nine
point stencil finite difference approximation can be proposed
MAFDh [wh](xh) = ∆(1,0)wh(xh)∆(0,1)wh(xh)−
(
∆˚(1,1)wh(xh)
)2
, (2.21)
where, if zh = (x1, x2)
⊺, then
∆˚(1,1)wh(zh) =
1
2h
(wh(x1 + h, x2 + h)− wh(x1 − h, x2 + h)
2h
− wh(x1 + h, x2 − h)− wh(x1 − h, x2 − h)
2h
)
.
This formula easily extends to higher dimensions.
It is not difficult to see that MAFDh [·] has second order consistency, even for
nonconvex functions. However, it is not monotone, even if one forgets about
boundary conditions. Thus, it does not perform well when used to discretize
problems that have singular solutions.
Reference [53] takes advantage of the simplicity of (2.21) and the robustness
of a wide stencil scheme by proposing a hybrid scheme. Locally, it is a convex
combination of each one of these schemes, where the weighting is chosen de-
pending on the expected behavior of the solution. At points where the solution
should be smooth the simple scheme (2.21) is used, whereas if the solution is
expected to be singular the robustness of (2.14) is better suited to capture this
behavior. Summing up, the following discretization is used
MAHh [wh](xh) = ω(xh)MA
FD
h [wh](xh)
+ (1− ω(xh))MAWSh,θ [wh](xh).
(2.22)
Here ω ∈ C(Ω¯, [0, 1]) is a weighting function defined a priori from the data as
follows: For ǫ > 0 we let Ωǫ be a neighborhood of the set where the solution u
may be singular, that is,
Ωǫ = {x ∈ Ω : 0 ≤ f(x) < ǫ} ∪
{
x ∈ ∂Ω : g /∈ C2,α(Ux), or Ux ∩ ∂Ω is flat
}
,
where Ux is a neighborhood of the point x. We then set ω ≡ 0 in Ωǫ and one
away from it. This scheme was tested in [53] for a series of cases, ranging from
smooth to singular solutions, and computational experiments suggested that
this method is robust and accurate.
This method, however, has a major drawback. The tunable function ω must
be described by the user, and its values depend on the behavior of the problem
data. For this reason in [54] it was proposed that instead the difference∣∣MAWSh,θ [wh](xh)−MAFDh [wh](xh)∣∣ ,
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tS(t)
Figure 1: The function S defined in (2.24) is a filter.
be used as an a posteriori indicator of accuracy. In regions where this difference
is small, it is expected that the solution is smooth, whereas when this is large
one expects singularities. On the basis of this, we can choose which scheme to
apply. The way to measure this difference is by introducing a filter.
Definition 2.23 (filter). A filter is a function S ∈ C0(R) such that S(t) = t in
a neighborhood of the origin.
For instance, the function
S(t) =


x, |x| ≤ 1
0, |x| ≥ 2,
2− x, 1 < x < 2,
−x− 2, −2 < x < −1
(2.24)
depicted in Figure 1 is a possible filter, see [54, Figure 1.1 and (1.3)]. With this
at hand, a filtered operator can be defined via
MAFh [wh](xh) = MA
WS
h,θ [wh](xh)
+ hαS
(
MAFDh [wh](xh)−MAWSh,θ [wh](xh)
hα
)
,
(2.25)
where α ∈ (0, 2] is to be chosen by the user. A filtered scheme seeks uh ∈ Xh
such that
MAFh [uh](xh) = f(xh), ∀xh ∈ Ωh, (2.26a)
uh(xh) = g(xh), ∀xh ∈ ∂Ωh. (2.26b)
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Remark 2.27 (consistency). Recall that [71, 94] a monotone scheme cannot
be more than second order accurate. Notice, in addition, that by construction
we have ∣∣MAFh [wh](xh)−MAWSh,θ [wh](xh)∣∣ ≤ hα,
so that a filtered scheme is also consistent, up to second order. Moreover, if
the parameter α is chosen smaller than the consistency order of both the wide
stencil, and the finite difference scheme, and the mesh size h is sufficiently small,
it can be shown that
MAFh [ϕ](x) = MA
FD
h [ϕ](x),
whenever ϕ is sufficiently smooth. These two observations serve as a guideline
for the choice of α.
Remark 2.28 (motivation). The construction of a filtered scheme seems to be
motivated by similar constructions for conservation laws and first order Hamil-
ton Jacobi equations. For instance, [78] shows the convergence of filtered finite
difference schemes (constructed in a similar way), for Hamilton Jacobi equa-
tions. In the realm of hyperbolic conservation laws, several types of limiters or
artificial viscosity methods [59, 20, 58, 57] have been derived from these ideas.
As a step towards the analysis of schemes like (2.26), reference [54] intro-
duced a class of schemes called nearly monotone, and showed that the theory of
Section 2.1 also applies to them. To show this, we begin with a definition.
Definition 2.29 (nearly monotone). The family of approximation schemes
{Fε}ε>0 where Fε : Ω¯×R×B(Ω¯) is called nearly monotone, if every Fε can be
written as
Fε = F
M
ε + F
P
ε ,
where FMε is monotone in the sense of (2.2), and the function F
P
ε , called a
perturbation, satisfies
lim
ε↓0
|FPε (x, t, v)| = 0,
uniformly on bounded subsets of Ω¯× R×B(Ω¯).
The convergence of nearly monotone schemes closely follows that of mono-
tone schemes.
Corollary 2.30 (convergence). Let {Fε}ε be a family of approximation schemes,
that is nearly monotone, in the sense of Definition 2.29; consistent, in the sense
of (2.4); and stable in the sense of (2.1). Assume, in addition, that problem
(1.10) has a strong comparison principle. In this setting we have that, as ε ↓ 0,
the functions uε, solutions of Fε(x, uε(x), uε) = 0 converge locally uniformly to
u, solution of (1.10).
Proof. The proof is a small variation on the proof of Theorem 2.5. Indeed, with
the notation of this proof, we have
0 = Fεn(yn, uεn(yn), uεn)
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= FMεn (yn, ϕ(yn) + ξn, ϕ+ (uεn − ϕ)) + FPεn(yn, uεn(yn), uεn)
≤ FMεn (yn, ϕ(yn) + ξn, ϕ+ ξn) + FPεn(yn, uεn(yn), uεn).
The stability of the scheme allows us to invoke the fact that the perturbation
vanishes in the limit. Consequently, we still have that u is a subsolution.
Notice that the same considerations made in Remark 2.6 apply in this set-
ting.
2.5 Lattice basis reduction scheme
Let us now discuss a two dimensional method, which was introduced in [16] and
is termed the lattice basis reduction scheme. The aim of this scheme is, for a
given stencil, to obtain a different way to compute the determinant, so that the
scheme is more accurate. We begin with a definition.
Definition 2.31 (superbasis). We will say that a basis of Z2 is a pair of vectors
(e1, e2) ∈ (Z2)2 that satisfy |det(e1, e2)| = 1. A superbasis of Z2 is a triple
(e0, e1, e2) ∈ (Z2)3 such that (e1, e2) is a basis and e0 + e1 + e2 = 0.
We will call a stencil a finite subset of Z2 \ {0} that is symmetric around the
origin. To a stencil S we associate the set of superbases
Y (S) =
{
(e0, e1, e2) ∈ S3 : |det(e1, e2)| = 1, e0 + e1 + e2 = 0
}
.
With these notations at hand, we define the lattice basis reduction Monge-
Ampe`re operator
MALBRh,S [wh](xh) (2.32)
= min
(e0,e1,e2)∈Y (S)
γ
(
(∆e0wh(xh))
+
, (∆e1wh(xh))
+
, (∆e2wh(xh))
+
)
,
where
γ(δ0, δ1, δ2) =


δi+1δi+2, δi ≥ δi+1 + δi+2,
1
2
(δ0δ1 + δ1δ2 + δ0δ2)− 1
4
(δ20 + δ
2
1 + δ
2
2), otherwise.
This allows us to introduce the following scheme: Find uh ∈ Xh such that
MALBRh,S [uh](xh) = f(xh), ∀xh ∈ Ωh, (2.33a)
uh(xh) = g(xh), ∀xh ∈ ∂Ωh. (2.33b)
The motivation for this, at first glance obscure, definition of the operator
MALBRh,S [·] is given in [16, Remark 1.10]. Let Y = (e0, e1, e2) ∈ Y (S) and notice
that for any point xh that is interior interior with respect to Y , we have that
the convex hull of {xh ± hei}2i=0 is a hexagon. Given a function wh ∈ Xh we
can associate to it its local convex envelope, that is the maximal convex function
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Γxh,Y wh that is bounded from above by wh at the points {xh±hei}2i=0. It is then
possible to show that Γxh,Y wh is a piecewise linear function over a particular
triangulation of the aforementioned hexagon. Then we have that
γ
(
(∆e0wh(xh))
+ , (∆e1wh(xh))
+ , (∆e2wh(xh))
+
)
= |∂Γxh,Y wh(xh)| , (2.34)
which is consistent with the definition of the Monge-Ampe`re operator in the
sense of Alexandrov given in Definition 1.21 and hints at the consistency of this
scheme.
The consistency analysis of the operator (2.32) hinges on the following defi-
nition.
Definition 2.35 (M–obtuseness). Let M ∈ S2+. We say that the superbasis
(e0, e1, e2) of Z
2 is M–obtuse if and only if
ej ·Mei ≤ 0, ∀0 ≤ i < j ≤ 2.
From this definition, a necessary and sufficient condition for consistency
follows [16, Theorem 1.9].
Theorem 2.36 (consistency). Let ϕ = 12x ·Mx be a convex quadratic polyno-
mial. We have that
MALBRh,S [ϕ](x) = detM, ∀x
if and only if Y (S) contains a M–obtuse superbasis.
Proof. We will follow [16, Section 2.1]. To simplify the discussion, we set
D =
{
(a0, a1, a2) ∈ R3 : ai ≤ ai+1 + ai+2, i = 0, 1, 2, mod 3
}
,
γ1(a0, a1, a2) =
1
2
(a0a1 + a1a2 + a0a2)− 1
4
(a20 + a
2
1 + a
2
2).
Notice that γ(a0, a1, a2) = γ1(a0, a1, a2) if and only if (a0, a1, a2) ∈ D, and that
if that is not the case, then γ(a0, a1, a2)− γ1(a0, a1, a2) = 14 (a0− a1− a2)2 > 0.
In conclusion, we have that{
γ(a0, a1, a2) ≥ γ1(a0, a1, a2),
γ(a0, a1, a2) = γ1(a0, a1, a2)⇔ (a0, a1, a2) ∈ D.
(2.37)
Given a superbasis (e0, e1, e2) define δi = ei ·Mei =
(
∆eiϕ(xh)
)+
. For a
permutation (i, j, k) of (0, 1, 2) we have
δi − δj − δk = (ej + ek) ·M(ej + ek)− ej ·Mej − ekMek = 2ej ·Mek.
Consequently, (δ0, δ1, δ2) ∈ D if and only if the superbasis (e0, e1, e2) is M–
obtuse.
Let A be the linear transformation that maps e1 and e2 to f1 = (1, 0)
⊺ and
f2 = (0, 1)
⊺, respectively. Then we must have that f0 = Ae0 = (−1,−1)⊺.
Thus, δi = ei ·Mei = A−1fi ·MA−1fi, and so
γ1(µ0, µ1, µ2) = det(A
−⊺MA−1).
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However, detA = | det(e1, e2)/ det(f1,f2)| = 1. Combining this with (2.37) we
obtain the claim.
Essentially, the previous result shows that the operator MALBRh,S [·] systemat-
ically overestimates the determinant of the Hessian for quadratic functions, and
that we have equality if and only if the stencil S contains a M–obtuse super-
basis. For this reason, it is of interest to obtain conditions on the size of the
stencil that guarantee that such a superbasis can be found. The following result
is a restatement of [16, Proposition 1.12].
Proposition 2.38 (stencil size estimate). The stencil
S =
{
e ∈ Z2 : gcd(e) = 1, |e| ≤ 2κ} ,
contains a M–obtuse superbasis for every matrix M ∈ S2+ that satisfies
‖M‖2‖M−1‖2 ≤ κ2.
Notice that the cardinality of the stencil stated in Proposition 2.38 is quite
large, approximately κ2, and that if the solution degenerates, that is detD2u(x0) =
0 at some point, then the stencil size must again grow unboundedly to maintain
consistency.
2.6 Discretization based on power diagrams
In [79] the following discretization of the Monge-Ampe`re operator is proposed
and analyzed. Let S be a stencil such that spanS = Rd and such that its
elements have co-prime coordinates, that is, if e = (e1, . . . , ed)
⊺ ∈ S, then
gcd(e) = gcd(e1, . . . , ed) = 1. We define
MAPDh,S [wh](xh) =
∣∣{g ∈ Rd : ∀e ∈ S : 2g · e ≤ |e|2∆ewh(xh)}∣∣ . (2.39)
Here, we denote the Lebesgue measure by | · |. With this operator at hand, we
define the problem: find uh ∈ Xh such that
MAPDh,S [uh](xh) = f(xh), ∀xh ∈ Ωh, (2.40a)
uh(xh) = g(xh), ∀xh ∈ ∂Ωh. (2.40b)
Notice that the set entering the definition (2.39) is a polytope. Efficient
ways to compute the volume of a polytope are available. For instance, if the
dimension is not too high (and recall that we are mostly interested in the cases
d = 2 or d = 3), one can first triangulate this polytope to then easily compute
its volume.
Let us study the consistency of this scheme. To do so, we must introduce a
definition.
Definition 2.41 (Voronoi cells and facets). Let M ∈ Sd+. The Voronoi cell and
facet are
Vor(M) =
{
g ∈ Rd : ∀e ∈ Zd, g ·Mg ≤ (g − e) ·M(g − e)} ,
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Vor(M, e) = {g ∈ Vor(M) : g ·Mg = (g − e) ·M(g − e)} .
A M–Voronoi vector is an element e ∈ Zd \ {0} such that Vor(M, e) 6= ∅. It is
a strict M–Voronoi vector if the facet Vor(M, e) is (d− 1)–dimensional.
Now, the consistency of the operator defined in (2.39) is as follows.
Proposition 2.42 (consistency). Let ϕ(x) = 12x ·Mx be a convex quadratic.
Then we have that
MAPDh,S [ϕ](x) = detM, ∀x
if and only if the stencil S contains all the strict M–Voronoi vectors.
Proof. Let κ =
√‖M‖2‖M−1‖2. We divide the proof in several steps.
1. Any point g ∈ Vor(M) must satisfy |g| ≤ 12κ
√
d. Any M–Voronoi vector
e satisfies |e| ≤ κ√d and has co-prime coordinates:
Indeed, if g ∈ Vor(M), then let eg ∈ Zd be obtained by rounding its
coordinates to the nearest integer, so that |g − eg| ≤ 12
√
d. The estimate
1
‖M−1‖2 |g|
2 ≤ g ·Mg ≤ (g− eg) ·M(g− eg) ≤ ‖M‖2|g− eg|2 ≤ d
4
‖M‖2
yields the desired estimate. In addition, if e is a M–Voronoi vector, there
is g ∈ Vor(M) for which |g| = |e− g| so that
|e| ≤ 2|g| ≤ κ
√
d.
Finally, to show that the coordinates must be co-prime consider ke ∈ Zd
with k ≥ 2 and notice that, for every g ∈ Rd we have
(ke−g) ·M(ke−g)+(k−1)g ·Mg = k(e−g) ·M(e−g)+(k2−k)e ·Me.
Consequently,
(e− g) ·M(e− g) < max {(ke− g) ·M(ke− g), g ·Mg} ,
and ke cannot be a M–Voronoi vector.
2. Let E be the set of strict M–Voronoi vectors, then
Vor(M) ⊂ {g ∈ Rd : ∀e ∈ S : 2g ·Me ≤ e ·Me} ,
with equality if and only if E ⊂ S:
Notice that g · Mg ≤ (g − e) · M(g − e) is equivalent to saying that
2g ·Me ≤ e ·Me. This shows that Vor(M) is a convex polytope, defined
by inequalities of this type where e runs over the set of strict M–Voronoi
vectors. The bound established in the previous step shows that there can
only be a finite number of them.
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3. |Vor(M)| = 1:
It follows from the observation that Vor(M) collects all elements g ∈ Rd
that are closer to the origin (in the metric induced by the matrixM) than
to any other point e ∈ Zd \ {0}.
4. Consistency:
Recall that, for any e ∈ S we have that |e|2∆eϕ(x) = e ·Me. Conse-
quently,
MAPDh,S [ϕ](x) =
∣∣{g ∈ Rd : ∀e ∈ S : 2g · e ≤ e ·Me}∣∣
=
∣∣M {g ∈ Rd : ∀e ∈ S : 2g ·Me ≤ e ·Me}∣∣ .
A combination of the second and third steps then yields
MAPDh,S [ϕ](x) ≥ detM |Vor(M)| = detM,
with equality if Vor(M) = {g ∈ Rd : ∀e ∈ S : 2g · e ≤ e ·Me} with
equality if Vor(M) contains all strict M–Voronoi vectors.
This concludes the proof.
Since the consistency of the operator MAPDh,S [·] requires the stencil to contain
all strict Voronoi vectors, it is necessary to provide sufficient conditions for this
to happen.
Corollary 2.43 (stencil size estimate). Let κ > 0 and define
S =
{
e ∈ Zd : |e| ≤
√
dκ, gcd(e) = 1
}
.
Let ϕ(x) = 12x ·M · x, then we have that
MAPDh,S [ϕ](x) = detM, ∀x
provided ‖M‖2‖M−1‖2 ≤ κ2.
Proof. It immediately follows from the norm estimates given in Step 1 in the
proof of Proposition 2.42.
Let us now provide a convergence analysis of scheme (2.40), which will follow
from the framework provided in Section 2.1. To do so, we introduce the operator
Fh,S : Ω¯h × R×Xh → R via
Fh,S(xh, t, w) =
{
MAPDh,S [w](xh)− f(xh), xh ∈ Ωh,
g(xh)− t, xh ∈ ∂Ωh,
(2.44)
and notice that (2.40) can be compactly written as
Fh,S(xh, uh(xh), uh) = 0, ∀xh ∈ Ω¯h.
28
Let us also define the operator FS : Ω¯× R× Sd+ → R
FS(x, t,M) =
{
|K(M)| − f(x), x ∈ Ω,
g(x)− t, x ∈ ∂Ω, (2.45)
where
K(M) = {v ∈ Rd : ∀e ∈ S, 2v · e ≤ e ·Me}.
Notice that, if D2u(x0) exists for all x0 ∈ Ω and its eigenvalues are properly
bounded, see Corollary 2.43, we have that
detD2u(x0)− f(x0) = FS(x0, u(x0), D2u(x0)).
For this reason, we will consider the problem: find u that is a viscosity solution
of
FS(x, u(x), D
2u(x)) = 0, x ∈ Ω¯. (2.46)
Following [79, Section 2.3] we will now show the convergence of scheme (2.40)
via Theorem 2.5. To do so, we must show that scheme (2.40) is monotone,
consistent, and stable in the sense of (2.2), (2.4), and (2.3), respectively. We
have shown consistency in Proposition 2.42. For stability, we refer the reader
to [79, Section 2.2], where stability is shown by proving global convergence of
a damped Newton algorithm. We will focus then on the monotonicity of the
scheme.
Proposition 2.47 (monotonicity). The operator Fh,S, defined in (2.44) is
monotone in the sense of (2.2).
Proof. Notice that, if xh ∈ ∂Ωh, then there is nothing to show. On the other
hand, if xh ∈ Ωh, then MAPDh,S [w](xh) is an increasing function of the second
differences ∆ewh(xh). Indeed, increasing this difference makes the polytope
larger. Notice also that ∆ewh(xh) is a linear combination, with positive coeffi-
cients, of wh(xh + eh) − wh(xh) and wh(xh + eh) − wh(xh), with the obvious
modification for points that are not interior with respect to e. Thus, we can
invoke [86, Lemma 3.11] to conclude the monotonicity.
Next to be able to apply Theorem 2.5 we must make sure that the operator
FS satisfies a comparison principle. To establish this we begin with an auxiliary
result.
Lemma 2.48 (polytope comparison). Let M1,M2 ∈ Sd+ and x ∈ Ω. If M1 ≤
M2 then, for every t ∈ R we have that FS(x, t,M1) ≤ FS(x, t,M2). In addition,
(FS(x, t,M1 +M2) + f(x))
1/d ≥
(FS(x, t,M1) + f(x))
1/d
+ (FS(x, t,M2) + f(x))
1/d
.
Proof. Notice that, since x ∈ Ω we have, independently of t,
F (x, t,M)+f(x) = |K(M)| , K(M) = {v ∈ Rd : ∀e ∈ S, 2v · e ≤ e ·Me} .
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Notice, in addition, that M1 ≤ M2 implies that e ·M1e ≤ e ·M2e for every
e ∈ Rd. Consequently, M1 ≤M2 implies K(M1) ⊂ K(M2) from which the first
statement follows.
Now, since e ·(M1+M2)e = e ·M1e+e ·M2e we have that K(M1+M2) con-
tains K(M1) +K(M2). The Brunn-Minkowski inequality given in Lemma 1.28
allows us to conclude.
Now we can establish a comparison principle for FS .
Proposition 2.49 (comparison). Let u ∈ USC(Ω¯) and u ∈ LSC(Ω¯) be a sub
and supersolution, respectively, of (2.46). Then we have that u ≤ u.
Proof. We begin by noticing that, since FS,⋆(x, t,M) ≤ FS(x, t,M) for all x ∈ Ω¯
we obtain that, if x0 ∈ ∂Ω we must have that
0 ≤ FS,⋆(x0, ϕ(x0), D2ϕ(x0)) ≤ FS(x0, ϕ(x0), D2ϕ(x0)) = g(x0)− ϕ(x0),
for every ϕ sufficiently smooth that satisfies the conditions given in Defini-
tion 1.12. As a consequence, In this case, the condition defining a viscosity
subsolution at boundary points reduces to u ≤ g on ∂Ω. Similarly we can show
that for a supersolution we must have g ≤ u on ∂Ω. In conclusion, at the
boundary ∂Ω we have u ≤ u.
By the semicontinuity assumption we can also define δ = supΩ¯(u − u) ∈ R.
Additionally, since Ω is bounded, there is R > 0 such that Ω ⊂ BR. Assume
now, for the sake of contradiction, that δ > 0.
Let us define, for ε > 0, the operator FS,ε : Ω¯× R× Sd → R by
FS,ε(x, t,M) =
{
FS(x, t,M)− ε(t− u(x)), x ∈ Ω,
g(x)− t, x ∈ ∂Ω,
and notice that this operator satisfies all the conditions of the comparison prin-
ciple given in [31, Theorem 3.3]. Moreover, since for all x ∈ Ω¯ we have that
FS,ε(x, u(x), D
2u(x)) = FS(x, u(x), D
2u(x)) we conclude that u is a supersolu-
tion for the operator FS,ε.
We now construct a subsolution. Define
v(x) =
(εδ)1/d
2
(|x|2 −R2) , uε(x) = u(x) + v(x)
and notice that uε ∈ USC(Ω¯) and, moreover, uε ≤ u ≤ g ≤ u on ∂Ω. In
addition, we have that, for x ∈ Ω
D2v(x) = (εδ)1/dI, FS(x, t,D
2v(x)) + f(x) = εδ,
see the proof of Proposition 2.42. Let now x ∈ Ω and, to shorten notation,
denote
FS [w] = FS(x,w(x), D
2w(x)) + f(x).
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If this is the case we have that, in the viscosity sense
FS,ε(x, uε(x), D
2uε(x)) = FS [u+ v]− f(x) − ε(u(x) − u(x)) − εv(x)
≥
(
FS [u]
1/d + FS [v]
1/d
)d
− f(x)− ε(u(x) − u(x))
≥
(
f(x)1/d + FS [v]
1/d
)d
− f(x)− ε(u(x)− u(x))
≥ FS [v]− ε(u(x)− u(x))
= ε (δ − (u(x) − u(x))) ≥ 0.
where we used Lemma 2.48, the fact that v(x) ≤ 0 for all x ∈ Ω¯, that u is a
subsolution for the operator FS , the elementary identity
(x+ y)
θ ≤ xθ + yθ, ∀x, y ∈ R+, ∀θ ∈ (0, 1],
and the definition of δ. In conclusion, uε is a subsolution for the operator FS,ε.
The comparison principle of [31, Theorem 3.3] then yields that
uε(x) = u(x) + v(x) ≤ u(x), ∀x ∈ Ω¯
or that
u(x) − u(x) ≥ − (εδ)
1/d
2
R2, ∀x ∈ Ω¯.
Letting ε ↓ 0 we obtain u(x) ≤ u(x), contradicting that δ > 0.
As a consequence, we have convergence.
Corollary 2.50 (convergence). Let {uh}h>0 ⊂ Xh be the solutions to (2.40).
Then, as h ↓ 0, we have that uh → u locally uniformly, where u is the (unique)
viscosity solution of (2.46).
Proof. Apply Theorem 2.5. It is only relevant to mention that owing to the
comparison principle showed in Proposition 2.49, u must necessarily be unique.
2.7 Two scale methods
We will now present and analyze the so–called two scale method, which can be
understood as a generalization of the wide stencil schemes presented in Sec-
tion 2.3 to unstructured meshes (see also [51]). Here and in what follows we will
implicitly assume that Ω is uniformly convex. Additional assumptions will be
explicitly stated. Next, for h > 0, we introduce a quasiuniform (in the sense of
[28]) simplicial triangulation Th of our domain Ω. We denote by Ω
i
h and Ω
b
h the
set of interior and boundary nodes, respectively, of Th. We define Xh to be the
set of piecewise linear and continuous functions subject to this triangulation.
The mesh size h will constitute the fine scale of discretization. The large scale,
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denoted by δ, will be the one at which second order differences will be evaluated.
Notice that, since now we are dealing with continuous functions, these can be
evaluated at any point. Indeed, given xh ∈ Ωih and w ∈ Rd with |w| = 1 we
define, for wh ∈ Xh
∇2δwwh(xh) =
wh(xh + ρδw)− 2wh(xh) + wh(xh − ρδw)
ρ2δ2
, (2.51)
where ρ ∈ (0, 1] is the largest number so that xh ± ρδw ∈ Ω¯; compare with
(2.12) and (2.13). As a final discretization ingredient, as in the case of the wide
stencil schemes of Section 2.3, we need a directional discretization. That is if,
as before, V denotes the set of all orthonormal bases of Rd we must construct,
for θ > 0, a set Vθ of collections of d unit vectors such that if {wi}di=1 ∈ V, then
there is {wθi }di=1 ∈ Vθ such that
max
i=1,...,d
|wi −wθi | ≤ θ. (2.52)
It is important to notice that the elements of Vθ are not required to be orthonor-
mal collections of vectors.
Having defined all the discretization ingredients, which are parametrized by
the triple ε = (h, δ, θ), following [89] we introduce the two scale discrete Monge-
Ampe`re operator by defining, for wh ∈ Xh, and xh ∈ Ωih,
MA2Sh,δ,θ[wh](xh) = min{wi}di=1∈Vθ
[
d∏
i=1
(∇2δwiwh(xh))+
−
d∑
i=1
(∇2δwiwh(xh))−
]
,
(2.53)
compare with the scheme discussed in Remark 2.16. With these ingredients at
hand, the two scale method seeks a function uεh ∈ Xh such that
MA2Sh,δ,θ[u
ε
h](xh) = f(xh), ∀xh ∈ Ωih, (2.54a)
uεh(xh) = g(xh), ∀xh ∈ Ωbh. (2.54b)
Remark 2.55 (generalization). Starting from the Cartesian mesh Ωh used to
define the wide stencil schemes (2.15) it is possible to construct a simplicial
triangulation of Ω without introducing new vertices: in two dimensions this is
accomplished by subdividing each square by its diagonal, and a similar construc-
tion is possible in three dimensions. Once this is done, it can be seen that scheme
(2.54) is, after little modifications, a generalization of the wide stencil scheme
(2.15).
Remark 2.56 (domain approximation). Notice that, since the domain Ω is
assumed to be uniformly convex, it is not possible to triangulate it exactly. If we
denote Ω¯Th = ∪T∈Th T¯ , then we have Ω¯Th ( Ω¯. In our discussion we will ignore
this fact. This is because we can either replace Ω by ΩTh in all the statements
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that we shall make, or we can consider all functions in Xh as defined in Ω by
extending them to Ω \ ΩTh by a constant in the normal direction to faces. This
is a standard construction and we shall not delve into it further.
Let us now provide, following [89, 90, 76], an analysis of (2.54). We will first
introduce a discrete notion of convexity, based on the positivity of the second
differences defined in (2.51). The operator (2.53) turns out to have a comparison
principle, and acts in a particular way on discretely convex functions. This
will allow us to establish existence, uniqueness, and stability of solutions to
(2.54). In addition, since the size large scale δ is reduced near the boundary,
the consistency can only hold sufficiently far away from it. For this reason,
appropriate barrier functions need to be constructed. All these ingredients will
allow us to assert convergence of the method. Finally, using the comparison
principle and suitable barriers, we will establish rates of convergence for classical
solutions.
2.7.1 Discrete convexity
The second order differences defined in (2.51) and the set of directions Vθ give
a discrete notion of convexity.
Definition 2.57 (discrete convexity). We say that the function wh ∈ Xh is
discretely convex if
∇2δwjwh(xh) ≥ 0, ∀xh ∈ Ωih, ∀wj ∈ {wi}di=1 ∈ Vθ.
It is well known that if a function is convex, then its second order differences
are nonnegative. On the other hand, discrete convexity does not imply convex-
ity. This is due, for instance, to the fact that convexity and interpolation are
not easily compatible. In other words, if w ∈ C(Ω¯) is convex, then its Lagrange
interpolant Ihw ∈ Xh satisfies Ihw ≥ w so that it is discretely convex, but Ihw
is not necessarily convex.
On the other hand, discrete convexity implies nonnegativity of the two scale
discrete Monge-Ampe`re operator; see [89, Lemma 2.2].
Lemma 2.58 (discrete convexity). A function wh ∈ Xh is discretely convex if
and only if
MA2Sh,δ,θ[wh](xh) ≥ 0, ∀xh ∈ Ωih.
Moreover, for a discretely convex function we have that
MA2Sh,δ,θ[wh](xh) = min{wi}di=1∈Vθ
d∏
i=1
∇2δwiwh(xh).
2.7.2 A comparison principle
Let us now show that the operator defined in (2.53) is monotone and has a
comparison principle. From this we will obtain uniqueness of solutions to (2.54).
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Lemma 2.59 (monotonicity). Let vh, wh ∈ Xh be such that vh−wh attains its
maximum at the interior node xh ∈ Ωih. Then we have
MA2Sh,δ,θ[wh](xh) ≥MA2Sh,δ,θ[vh](xh).
Proof. Since xh is the maximum, for suitable ρ > 0 and any unit vector w we
have
vh(xh)− wh(xh) ≥ vh(xh ± ρδw)− wh(xh ± ρδw),
which implies that
∇2δwvh(xh) ≤ ∇2δwwh(xh).
multiplying this inequality as w runs over all elements of Vθ allows us to con-
clude.
The previous result gives us a comparison principle for the operator (2.53).
Proposition 2.60 (comparison). Let vh, wh ∈ Xh be such that vh ≤ wh on ∂Ω,
and
MA2Sh,δ,θ[vh](xh) ≥ MA2Sh,δ,θ[wh](xh), ∀xh ∈ Ωih,
then we must have that vh ≤ wh in Ω¯.
Proof. We consider two cases for the inequality between the operators:
1. The inequality is strict. Let us assume, for the sake of contradiction,
vh − wh attains a maximum at an interior node. Lemma 2.59 then gives
a contradiction.
2. The inequality is not strict. Since Ω is bounded, there is R > 0 such
that the convex quadratic q(x) = 12 (|x|2 − R) is nonpositive on Ω¯. Let
qh = Ihq ∈ Xh. This function is strictly convex and satisfies
∇2δwqh(xh) ≥ ∇2δwq(xh) =
∂2q(xh)
∂w2
= 1.
We claim now that, for all α > 0 and xh ∈ Ωih, we have that
MA2Sh,δ,θ[vh + αqh](xh) ≥MA2Sh,δ,θ[vh](xh) + min
{
αd
2d
+
α
2
}
. (2.61)
Indeed, fix {wi} ∈ Vθ and assume first that ∇2δwi(vh(xh) + α2 qh(xh)) ≥ 0
for all i. In this case
d∏
i=1
(
∇2δwi(vh(xh)+αqh(xh)
)
≥
d∏
i=1
(
∇2δwi(vh(xh) + α2 qh(xh)) +
α
2
)
≥ min
{wi}∈Vθ
d∏
i=1
(∇2δwi(vh(xh) + α2 qh(xh)))+ αd2d
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≥
(
d∏
i=1
(∇2δwivh(xh))+ −
d∑
i=1
(∇2δwivh(xh))−
)
+
αd
2d
.
On the other hand, if there is i ∈ {1, . . . , d} for which ∇2δwi(vh(xh) +
αqh(xh)) < 0, then this implies that ∇2δwivh(xh) < 0. Thus,
d∏
i=1
(∇2δwivh(xh))+ = 0,
and
−
d∑
i=1
(
∇2δwi(vh(xh)+αqh(xh))
)−
≥ −
d∑
i=1
(∇2δwivh(xh))− + α2
=
(
d∏
i=1
(∇2δwivh(xh))+ −
d∑
i=1
(∇2δwivh(xh))−
)
+
α
2
.
A combination of these two cases, since {wi}di=1 ∈ Vθ was arbitrary, im-
plies (2.61).
Finally, since, vh + αqh ≤ vh ≤ wh on ∂Ω and, on the basis of (2.61), we
have
MA2Sh,δ,θ[vh + αqh](xh) > MA
2S
h,δ,θ[vh](xh) ≥ MA2Sh,δ,θ[wh](xh), ∀xh ∈ Ωih,
the previous step then implies that vh + αqh ≤ wh. Letting α ↓ 0 we can
conclude.
Remark 2.62 (discrete interior barrier). Notice, that, in the course of the
second case of the proof of this result we effectively constructed a discrete interior
barrier. If q(x) = 12 (|x|2 −R) with R > 0 sufficiently large, then we have that
Ihq ≤ 0, on ∂Ω, MA2Sh,δ,θ[Ihqh](xh) ≥ 1, ∀xh ∈ Ωih.
As an immediate consequence, we also have uniqueness of solutions to (2.54).
Corollary 2.63 (uniqueness). Scheme (2.54) cannot have more than one solu-
tion.
As a final application of the comparison principle, let us now show existence
and uniform bounds on the solution to (2.54).
Theorem 2.64 (existence and stability). For all ε = (h, δ, θ) > 0 scheme
(2.54) has a solution uεh ∈ Xh. Moreover, this solution is stable in the sense
that ‖uεh‖L∞(Ω) is bounded independently of ε.
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Proof. The existence proceeds via Perron’s method. For this reason, we will only
indicate how to construct a discrete subsolution, that is a function u0h ∈ Xh such
that u0h = Ihg on ∂Ω and
MA2Sh,δ,θ[u
0
h](xh) ≥ f(xh), ∀xh ∈ Ωih.
To construct this function, we define
s(x) =
∑
xh∈Ωih
sxh(x), sxh(x) =
δρxh
2
f(xh)
1/d|x− xh|,
where ρxh ∈ (0, 1] is the largest number such that, for all w ∈ Rd with |w| = 1
we have xh ± ρxhw ∈ Ω¯. Notice that ∇2δwsxh(yh) ≥ 0 for all yh ∈ Ωih, and that
∇2δwsxh(xh) = f(xh)1/d, ∀w ∈ Rd, |w| = 1.
Consequently, for yh ∈ Ωih
∇2δwIhs(yh) ≥ ∇2δws(yh) ≥ f(yh)1/d ≥ 0,
which, by Lemma 2.58 implies
MA2Sh,δ,θ[Ihs](xh) = min{wi}di=1∈Vθ
d∏
i=1
∇2δwiIhs(xh) ≥ f(xh), ∀xh ∈ Ωih.
Let now w ∈ C(Ω¯) be the convex envelope of (Ih(g − s))|∂Ω, and set wh =
Ihw. By convexity of w we have that
MA2Sh,δ,θ[wh](xh) ≥ 0, ∀xh ∈ Ωih.
Thus, we define
u0h = wh + Ihs.
This function, by construction, is discretely convex and u0h = Ihg on ∂Ω. Since
the second differences of wh are nonnegative, then we have that
MA2Sh,δ,θ[u
0
h](xh) = min{wi}di=1∈Vθ
d∏
i=1
[∇2δwiwh(xh) +∇2δwiIhs(xh)]
≥ min
{wi}di=1∈Vθ
d∏
i=1
∇2δwiIhs(xh) ≥ f(xh),
and so u0h is a discrete subsolution.
It remains to show the uniform boundedness. To achieve this we will show
that every discrete subsolution is uniformly bounded. Let then wh ∈ Xh be a
discrete subsolution and bh = maxx∈∂Ω g(x) ∈ Xh. We have then that
MA2Sh,δ,θ[bh](xh) = 0 ≤ f(xh) ≤ MA2Sh,δ,θ[wh](xh), ∀xh ∈ Ωih.
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Since, in addition, we have that bh ≥ wh on ∂Ω, the comparison principle of
Proposition 2.60 implies that
wh ≤ bh.
This is enough since Perron’s method shows existence of a solution by construct-
ing an increasing sequence of subsolutions. Thus, u0h is a lower bound for the
solution and, evidently, ‖u0h‖L∞(Ω) is independent of ε.
2.7.3 Consistency and discrete barriers
Let us now examine the consistency of the operator (2.53). As we have stated
above, the operator can only be consistent at points sufficiently far away from
the boundary. For this reason, we define the δ-interior and δ-boundary layer of
Ω via
Ωδ =
⋃
T∈Th:dist(T,∂Ω)>δ
T, (∂Ω)δ = Ω¯ \ Ωδ.
For an interior node xh ∈ Ωih its interior patch is
ωxh =
⋃
T∈Th:dist(xh,T )<ρδ
T¯ ,
where, as before, ρ ∈ (0, 1] is the largest number such that, for any w ∈ Rd with
|w| = 1 we have xh ± ρδw ∈ Ω¯.
The following result follows, essentially, by a Taylor expansion argument.
Lemma 2.65 (consistency of second differences). Let xh ∈ Ωih and assume that
ϕ ∈ C1,1(ωxh), then for all w ∈ Rd with |w| = 1 we have
|∇2δwIhϕ(xh)| ≤ C|ϕ|C1,1(ωxh).
If, in addition, we have that xh ∈ Ωδ and ϕ ∈ Ck+2,α(ωxh) for k = 0, 1, and
α ∈ (0, 1] then we also have that∣∣∣∣∇2δwIhϕ(xh)− ∂2ϕ(xh)∂w2
∣∣∣∣ ≤ C
(
|ϕ|Ck+2,α(ωxh)δ
k+α +
h2
δ2
|ϕ|C1,1(ωxh )
)
.
Finally, if ϕ is, in addition, convex then we have
∂2ϕ(xh)
∂w2
−∇2δwIhϕ(xh) ≤ C|ϕ|Ck+2,α(ωxh)δ
k+α.
The previous result can be applied to obtain interior consistency of (2.53).
The following result was first obtained in [89, Lemma 4.2] under the assumption
that Vθ ⊂ V. This assumption was later removed in [76, Lemma 2.4].
Theorem 2.66 (interior consistency). Let xh ∈ Ωih and ϕ ∈ Ck+2,α(ωxh) with
k = 0, 1 and α ∈ (0, 1] be convex. In this setting the following estimates are
valid:
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1. If θ ≤ 14d then, for any {wi}di=1 ∈ Vθ, we have
detD2ϕ(xh) ≤
d∏
i=1
∂2ϕ(xh)
∂w2i
(
1 + 16θ2(d− 1)2) .
2. If {vi}di=1 ∈ V realizes the minimum in the variational characterization
of the determinant given in Lemma 2.7, then for any {vθi }di=1 ∈ Vθ that
satisfies (2.52) we have∣∣∣∣∣∂
2ϕ(xh)
∂v2i
− ∂
2ϕ(xh)
∂vθi
2
∣∣∣∣∣ ≤ C|ϕ|C1,1(ωxh)θ2.
3. Finally, if xh ∈ Ωih ∩ Ωδ, then
∣∣detD2ϕ(xh)−MA2Sh,δ,θ[Ihϕ](xh)∣∣ ≤ C1δk+α + C2
(
h2
δ2
+ θ2
)
,
where the constants C1 and C2 depend only on the smoothness of ϕ, the
domain Ω, and the dimension d.
Proof. We prove each statement separately.
1. Let Wθ = (w1, . . . ,wd). We have
det(W ⊺θ Wθ) detD
2ϕ(xh) = det(W
⊺
θ D
2ϕ(xh)Wθ) ≤
d∏
i=1
∂2ϕ(xh)
∂w2i
,
where, in the last step, we used that W ⊺θ D
2ϕ(xh)Wθ is positive semidefi-
nite and Hadamard’s inequality. We now need to estimate the determinant
of W =W ⊺θ Wθ from below. Write
W =
(
W0 w
w⊺ 1
)
=
(
I 0
w⊺W−10 1
)(
W0 w
0 1−w ·W0w
)
implying that detW = (1−w ·W0w) detW0, which holds if the submatrix
W0 is nonsingular. Notice, however, that Wi,i = 1 and |Wi,j | ≤ 2θ as the
columns of Wθ form an element of Vθ. This implies, for θ ≤ 14d , that
W0 ≥ 12I and |w| ≤ 2θ
√
d− 1. Thus, W−10 ≥ 2I and
|w ·W0w| ≤ 8θ2(d− 1) detW ≥ (1 − 8θ2(d− 1)) detW0,
which by repeating this process yields
detW ≥ (1− 8θ2(d− 1))d−1 ≥ 1− 8θ2(d− 1)2,
and using, again the bound on θ
1
detW
≤ 1 + 16θ2(d− 1)2.
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2. We begin by noticing that, given the minimization assumption, {vi}di=1
must be the normalized eigenvectors of D2ϕ(xh). Set v
θ
i = vi +wi and
write
∂2ϕ(xh)
∂vθi
2 = v
θ
i ·D2ϕ(xh)vθi =
∂2ϕ(xh)
∂v2i
+2wi ·D2ϕ(xh)vi+wi ·D2ϕ(xh)wi.
Since {vi}di=1 are eigenvectors, |wi| ≤ θ, and |vi ·wi| ≤ 12θ2 we then have∣∣∣∣∣∂
2ϕ(xh)
∂vθi
2 −
∂2ϕ(xh)
∂v2i
∣∣∣∣∣ ≤ Cθ2.
3. By Lemma 2.58, since Ihϕ is discretely convex, we have that
MA2Sh,δ,θ[Ihϕ](xh) = min{wi}di=1∈Vθ
d∏
i=1
∇2δwiIhϕ(xh).
Let {wi}di=1 ∈ Vθ be the set that realizes the minimum in this expression.
Using Lemma 2.7 we can write that
detD2ϕ(xh)−MA2Sh,δ,θ[Ihϕ](xh) ≤
d∏
i=1
∂2ϕ(xh)
∂w2i
−
d∏
i=1
∇2δwiIhϕ(xh)
≤ Cδk+α,
where, in the last step, we used repeatedly Lemma 2.65.
Let now {vi}di=1 ∈ V be the normalized eigenpairs of D2ϕ(xh), and
{vθi }di=1 ∈ Vθ the collection that realizes (2.52). Then we have
MA2Sh,δ,θ[Ihϕ](xh)− detD2ϕ(xh)
≤
(
d∏
i=1
∇2δvθi Ihϕ(xh)−
d∏
i=1
∂2ϕ(xh)
∂vθi
2
)
+
(
d∏
i=1
∂2ϕ(xh)
∂vθi
2 −
d∏
i=1
∂2ϕ(xh)
∂vi2
)
.
The first term can be handled by repeatedly applying Lemma 2.65, while
the second by applying the previous step.
All the estimates have been proved and the interior consistency is thus obtained.
As mentioned before, the operator is not consistent near the boundary. For
this reason we will, instead, construct discrete barriers which will allow us to
control the behavior of the solution near the boundary.
Proposition 2.67 (discrete barrier I). Let E > 0 be arbitrary and xh ∈ Ωih be
such that dist(xh, ∂Ω) ≤ δ. Then, there is ph ∈ Xh such that
ph ≤ 0, on ∂Ω, MA2Sh,δ,θ[ph](yh) ≥ E, ∀yh ∈ Ωih, |ph(xh)| ≤ CE1/dδ,
where the constant C depends only on the domain Ω.
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t2δζ(t)
Figure 2: The function ζ used to define the discrete barrier of Proposition 2.68.
Proof. Without loss of generality, we can assume that xh = (0, . . . , 0, z)
⊺ with
z > 0 so that 0 ∈ ∂Ω and z = dist(xh, ∂Ω). The uniform convexity of Ω shows
that there is R > 0 such that, in this system of coordinates,
Ω ⊂
{
x ∈ Rd :
d−1∑
i=1
x2i − (xd −R)2 ≤ R2
}
.
Let
p(x) =
E1/d
2
(
d−1∑
i=1
x2i − (xd −R)2 −R2
)
.
We claim that ph = Ihp is the desired barrier. Indeed, by construction ph ≤ 0
on the boundary ∂Ω and, since z ≤ δ we have that |ph(xh)| ≤ CE1/dδ. Finally,
since ph is discretely convex, for any interior node yh we have
MA2Sh,δ,θ[ph](yh) ≥ MA2Sh,δ,θ[p](yh) =
d∏
i=1
E1/d = E,
as claimed.
To obtain rates of convergence we shall also require another discrete barrier
that was originally introduced in [91, Section 6.2]. We define
ζ : [0,∞)→ (−∞, 0], ζ(t) =
{
(t− 2δ)2 − (2δ)2, t ∈ [0, 2δ],
−(2δ)2, t ∈ (2δ,∞).
The graph of this function is illustrated in Figure 2. With this function at hand,
we define
b(x) = ζ(dist(x, ∂Ω)),
and bh = Ihb. The properties of this barrier are as follows.
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∂Ω P
y
x0
n
x+
x−
v
|v| cos∠(v,n) = v · n
Figure 3: The construction Proposition 2.68 that shows that the function b is
convex. The distance between x+ and the supporting hyperplane P equals the
sum of the distance from x0 to the boundary ∂Ω and the inner product between
n and v.
Proposition 2.68 (discrete barrier II). For θ ≤ 1
2
√
d
the barrier function bh
satisfies:
1. For all xh ∈ Ωih and any w ∈ Rd with |w| = 1,
∇2δwbh(xh) ≥ 0.
2. For all xh ∈ Ωih \ Ωδ and {wθi }di=1 ∈ Vθ,
max
i=1,...,d
∇2δwθi bh(xh) ≥
1
2d
.
3. For all x ∈ Ω¯
−4δ2 ≤ bh(x) ≤ 0.
Proof. We consider each property separately.
1. Let x+, x− ∈ Ω with x+ 6= x−. The convexity of Ω ensures that x0 =
1
2 (x+ + x−) ∈ Ω. Denote by y ∈ ∂Ω the closest point to x0. Since
Ω is convex, there is a supporting hyperplane P at y, whose normal is
n = 1|x0−y|(x0 − y). Let now v = ±(x+− x−), where the sign is chosen so
that n · v ≥ 0. Consequently, see Figure 3,
dist(x±, ∂Ω) ≤ dist(x±, P ) = dist(x0, ∂Ω)± n · v.
With this estimate, and using that ζ is nonincreasing, we can compute
b(x+) + b(x−) ≥ ζ (dist(x0, ∂Ω) + v · n) + ζ (dist(x0, ∂Ω)− v · n)
≥ 2ζ (dist(x0, ∂Ω)) = 2b(x0),
where the second inequality follows directly from the definition of ζ. We
then conclude (cf. [72, Pages 1–2]) that the function b is convex and the
stated property of bh follows.
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2. With the notation of the previous step, if we take a node xh ∈ Ωih \ Ωδ,
and v ∈ Rd with |v| = 1, then dist(xh, ∂Ω)± ρδw · n ∈ [0, 2δ]. Since ζ is
nonincreasing and quadratic on that interval
∇2δvbh(xh) ≥ ∇2δvb(xh) ≥ 2
ρ2δ2|v · n|2
ρ2δ2
= 2|v · n|2.
Now, if we let v run over {wθi }di=1 ∈ Vθ we have obtained that
max
i=1,...,d
∇2δwθi bh(xh) ≥ 2 maxi=1,...,d |w
θ
i · n|2.
Let now {wi}di=1 ∈ V be such that it satisfies (2.52). Since |n| = 1 we
must have that
d∑
i=1
|n ·wi|2 = 1, =⇒ max
i=1,...,d
|n ·wi| ≥ 1√
d
.
Therefore,
|wθi · n| ≥ |wi · n| − |(wi −wθi ) · n| ≥ |wi · n| − θ ≥
1
2
√
d
,
where we used that θ ≤ 1
2
√
d
. This implies the estimate.
3. The last property follows directly from the definition of the function ζ.
2.7.4 Convergence
Let us now show convergence. We will do so by adapting the arguments devel-
oped in Section 2.1 to take into account that test functions must be convex. We
will rely on Proposition 2.9.
Theorem 2.69 (convergence). Let Ω be uniformly convex, f ∈ C(Ω¯) such that
f ≥ 0, and g ∈ C(∂Ω). As ε = (h, δ, θ) → 0 with hδ−1 → 0 we have that
the family {uεh}ε of solutions of (2.54) converges uniformly to u ∈ C(Ω¯), the
solution of (1.1).
Proof. In a similar way to Theorem 2.66 we have that, for all x0 ∈ Ω, xh ∈
Ωih ∩ Ωδ and all ϕ ∈ C2,α(ωxh), it holds that
|MA[ϕ](x0)−MA2Sh,δ,θ[Ihϕ](xh)| ≤ C1(δα + |x0 − xh|α)
+ C2
(
h2
δ2
+ θ2
)
.
(2.70)
Indeed, we only need to use that the operations t 7→ t± are Lipschitz and with
Lipschitz constant equal one.
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We now extend the ideas of Theorem 2.5. As there we define
u(x) = lim sup
ε→0,h
δ
→0,y→x
uεh(y), u(x) = lim inf
ε→0,h
δ
→0,y→x
uεh(y)
and we will show that u is a subsolution. For that we assume that u− ϕ, with
ϕ ∈ C2,α(Ω¯) attains a maximum at x0 ∈ Ω. Let {xh} be the sequence of nodes
such that xh → x0 and uεh−Ihϕ attains a maximum at xh. By the monotonicity
result of Lemma 2.59 we obtain then that
MA2Sh,δ,θ[Ihϕ](xh) ≥MA2Sh,δ,θ[uεh](xh) ≥ f(xh),
the consistency, as expressed in (2.70), implies by passing to the limit that
MA[ϕ](x0) ≥ f(x0).
It remains to understand the boundary behavior of u. We will show that the
boundary condition is attained in a classical sense, that is u = g. Let x ∈ ∂Ω
and pk be the continuous quadratic constructed during the proof of existence
of the boundary barrier function in Proposition 2.67 with constant E = k. As
k can be taken arbitrarily large, the sequence of points where g ± pk attains a
maximum (minimum) over ∂Ω, converges to x.
We now observe that the monotonicity of Lemma 2.59 implies that if vh ∈ Xh
is such that MA2Sh,δ,θ[vh](xh) > 0 for all xh ∈ Ωih, then vh attains its maximum
on ∂Ω. Since
MA2Sh,δ,θ[u
ε
h + Ihpk](xh) > 0, ∀xh ∈ Ωih,
we can apply this observation to uεh + Ihpk to obtain that, for x ∈ ∂Ω,
u(x) ≤ lim sup
ε→0,h
δ
→0,y→x
(uεh(y) + Ihpk(y))− lim inf
ε→0,h
δ
→0,y→x
Ihpk(y)
≤ lim sup
ε→0,h
δ
→0,y→x
max
z∈∂Ω
Ih(g(z) + pk(z))− pk(x) ≤ g(xk) + pk(xk)− pk(x),
where xk is the point where g+pk attains its maximum over ∂Ω. Letting k →∞
we conclude u ≤ g. Similarly u ≥ g.
Finally we invoke the comparison principle of Proposition 2.11 to conclude.
Remark 2.71 (convergence by regularization). It is interesting to note that by
invoking the continuous dependence result given in Proposition 1.16, and the
approximation result of Proposition 1.17, another proof of convergence can be
developed. See [89, Section 5.3] for details.
2.7.5 Rates of convergence
The ingredients used to assert the convergence of the two scale method (2.54)
were employed in [90] to obtain rates of convergence. The techniques used in
this reference were very similar to those that we will describe in Section 3 and
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so, to avoid repetition, we shall not elaborate on them here. This is further
justified by that fact that, although [90] was the first work to provide rates of
convergence for wide stencil–type methods, the rates of convergence obtained
in this work were suboptimal.
Let us here, instead, present the results obtained in [76], where optimal
rates of convergence have been obtained. The main tools in this are the com-
parison principle of Proposition 2.60 and the discrete barriers constructed in
Section 2.7.3.
We begin by noticing that we shall only assume
f ≥ 0,
so that the Monge-Ampe`re equation (1.1) may be degenerate. The main result
about rates of convergence for classical solutions is the following.
Theorem 2.72 (error estimate). Let u ∈ C2,α(Ω¯), with α ∈ (0, 1], solve (1.1)
and uεh ∈ Xh solve (2.54). If θ ≤ 14d then we have
‖u− uεh‖L∞(Ω) ≤ C
[
h2
(
1 + δ−2
) |u|C1,1(Ω¯) + δα|u|C2,α(Ω¯)] ,
where the constant C depends on the domain Ω, the dimension d, and the shape
regularity of the mesh Th, but is independent of h, and the solution u.
Proof. Recall that a standard interpolation estimate yields
‖u− Ihu‖L∞(Ω) ≤ Ch2|u|C1,1(Ω¯),
so that we only need to bound the difference uh−Ihu. To do so, we will construct
a suitable discrete subsolution u−h and supersolution u
+
h and use the comparison
principle of Proposition 2.60.
Let u−h = Ihu +K1qh ∈ Xh, where qh is the interior barrier of Remark 2.62
and K1 > 0 is to be chosen later. Notice that, by construction
u−h ≤ Ihu = Ihg, on ∂Ω.
Thus, to guarantee that this is a subsolution we must show that
MA2Sh,δ,θ[u
−
h ](xh) ≥ f(xh) = detD2u(xh), ∀xh ∈ Ωih.
However, since u−h is discretely convex, showing this inequality reduces to show-
ing that, for all {wi}di=1 ∈ Vθ we have
d∏
i=1
∇2δwiu−h (xh) ≥ detD2u(xh), ∀xh ∈ Ωih,
see Lemma 2.58. Using the convexity of u, we have, according to Lemma 2.65,
that
∇2δwiIhu(xh) ≥
∂2u(xh)
∂w2i
− C|u|C2,α(Ω¯)δα,
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so that, upon choosing
K1 = C
[
δα|u|C2,α(Ω¯) +
(
h2
δ2
+ θ2
)
|u|C1,1(Ω¯)
]
,
where C is sufficiently large, we have
∇2δwiu−h (xh) ≥
∂2u(xh)
∂w2i
− C|u|C2,α(Ω¯)δα +K1 ≥
∂2u(xh)
∂w2i
+ Cθ2|u|C1,1(Ω¯)
≥ (1 + 16θ2(d− 1)2) ∂2u(xh)
∂w2i
≥ (1 + 16θ2(d− 1)2)1/d ∂2u(xh)
∂w2i
.
Finally, since θ ≤ 14d , we multiply this inequality over i = 1, . . . , d and invoke
Theorem 2.66 item 1 to conclude that u−h is a subsolution. The comparison
principle of Proposition 2.60 then yields that
uεh ≥ u−h = Ihu+ C
(
δα|u|C1,1(Ω¯) +
(
h2
δ2
+ θ2
)
|u|C1,1(Ω¯)
)
qh
≥ Ihu− C
(
δα|u|C1,1(Ω¯) + θ2|u|C1,1(Ω¯)
)
.
We now define
u+h = Ihu−K1qh −K2bh,
where qh and K1 are as before, bh is the barrier of Proposition 2.68 and K2 > 0
is to be chosen. We show that u+h is a supersolution. First of all, because of the
choice of signs
u+h ≥ Ihu = Ihg, on ∂Ω.
Now, to show the inequality between operators we must consider in Ωδ and
outside of it separately. Let xh ∈ Ωih ∩ Ωδ and {vi}di=1 ∈ V such that
f(xh) = detD
2u(xh) =
d∏
i=1
∂2u(xh)
∂v2i
.
Let now {vθi }di=1 ∈ Vθ satisfy (2.52). The interior consistency of second differ-
ences of Lemma 2.65, together with the estimate of Theorem 2.66 item 2 gives
us that∣∣∣∣∇2δvθi Ihu(xh)− ∂
2u(xh)
∂v2i
∣∣∣∣ ≤ C
[
δα|u|C1,1(Ω¯) +
(
h2
δ2
+ θ2
)
|u|C1,1(Ω¯)
]
,
which, using that ∇2
δvθi
qh(xh) ≥ 1, ∇2δvθi bh(xh) ≥ 0, and the definition of K1
immediately implies that
∇2δvθi u
+
h (xh) ≤
∂2u(xh)
∂v2i
.
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Notice now that u+h might not be discretely convex, so that ∇2δvθi u
+
h (xh)
might be negative. To deal with this we define the function
G : Rd → R, G(z) =
d∏
i=1
(z · ei)+ −
d∑
i=1
(z · ei)−,
where {ei}di=1 is the canonical basis of Rd. Notice that this function is monotone
in each coordinate of z. Moreover if, for {wi}di=1 ∈ Vθ and wh ∈ Xh, we define
the vectors
χ(wh, {wi}) =
(∇2δw1wh(xh), . . . ,∇2δwdwh(xh))⊺ ,
γ =
(
∂2u(xh)
∂v21
, . . . ,
∂2u(xh)
∂v2d
)⊺
.
Then we have that
MA2Sh,δ,θ[wh](xh) = min{wi}di=1∈Vθ
G(χ(wh, {wi})).
Therefore
MA2Sh,δ,θ[u
+
h ](xh) ≤ G(χ(u+h , {vθi })) ≤ G(γ) =
d∏
i=1
∂2u(xh)
∂v2i
= f(xh).
Consider now a node close to the boundary, that is xh ∈ Ωih \ Ωδ, and let
{wθi }di=1 ∈ Vθ. Using Proposition 2.68 item 2 we have that
max
i=1,...,d
∇2δwθi bh(xh) ≥
1
2d
.
Assume that this maximum is attained for index k. Using Lemma 2.65 we can
conclude that
∇2δwθ
k
u+h (xh) ≤ ∇2δwθ
k
Ihu(xh)−K2∇2δwθ
k
bh(xh)
≤ ∇2δwθ
k
Ihu(xh)− 1
2d
K2 ≤ C|u|C1,1(Ω¯) −
1
2d
K2 ≤ 0,
where the last step holds upon choosing K2 sufficiently large. This shows that
min
i=1,...,d
∇2δwθi u
+
h (xh) = 0 =⇒ MA2Sh,δ,θ[u+h ](xh) = 0 ≤ f(xh).
We have shown that, for all xh ∈ Ωih, we have MA2Sh,δ,θ[u+h ](xh) ≤ f(xh), so
that u+h is a supersolution. The discrete comparison principle of Proposition 2.60
then allows us to conclude that
uh ≤ u+h = Ihu−K1qh −K2bh ≤ Ihu+ C1K1 + C2δ2K2,
where we used the lower bounds on qh and bh. Recalling the choices of K1 and
K2 allows us to conclude.
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Choosing relations between the discretization parameters h, δ and θ we can
obtain explicit rates of convergence.
Corollary 2.73 (rates of convergence). In the setting of Theorem 2.72, if δ =
C1h
2
2+α and θ = C2h
2
2+α , we have
‖u− uεh‖L∞(Ω) ≤ Ch
2α
2+α .
On the other hand, choosing δ = h2/3 and θ = h1/3, then we have
‖u− uεh‖L∞(Ω) ≤ Ch
2α
3 .
In both estimates the hidden constant is independent of h.
Notice that both choices of relations between the coarse parameters and the
mesh size h in Corollary 2.73 have its benefits and drawbacks. While the first
choice yields a faster rate of convergence, it requires knowledge of the regularity
of u. On the other hand, the second choice yields a slower convergence rate, but
does not require a priori knowledge of the smoothness of u.
Remark 2.74 (error estimates under different assumptions). The results of
Theorem 2.72 have been extended in [76] in several directions:
1. Smoother solutions: If u ∈ C3,α(Ω¯) mutatis mutandis the proof of Theo-
rem 2.72 it follows a rate of convergence. The discretization parameters
can be related to each other in such a way that the error is O(h), and
numerical experiments indicate that this is sharp.
2. Estimates for solutions with Sobolev regularity: Assuming that u ∈W s,p(Ω)
with s ≤ 3 and s− d/p > 2, and that D2u(x) ≥ λI, it has been shown [76,
Theorem 5.7] that we have
‖u− uεh‖L∞(Ω) ≤ C
(
h2
δ2
+ θ2 + δ2 +
δs−2
λ
)
,
where the constant depends on the smoothness of u. Once again, the dis-
cretization parameters can be optimized to obtain a rate O(h2−4/s).
2.8 Extensions, generalizations, and applications
We conclude the discussion on finite difference schemes and its variants by briefly
describing some connections, extensions, generalizations, and applications of the
schemes discussed here.
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2.8.1 Hamilton Jacobi Bellman formulation and semi-Lagrangian
schemes
Let
Λ =
{
λ ∈ Rd : λi ≥ 0, i = 1, . . . , d,
d∑
i=1
λi = 1
}
.
Define the function h : Sd × R+ → R by
h(M, t) = sup
{wi}di=1∈V
λ∈Λ

−1
d
d∑
i=1
λiwi ·Mwi + t1/d
(
d∏
i=1
λi
)1/d .
The following result is from [73], see also [86, Proposition 6.13].
Proposition 2.75 (determinant). For M ∈ Sd and δ ∈ R+ we have that
h(M, δ) = 0,
if and only if M ∈ Sd+ and detM = δ.
This motivates to define the function FHJB : Ω¯× R× Sd by
FHJB(x, r,M) =
{
h(M, f(x)), x ∈ Ω,
g(x)− r, x ∈ ∂Ω,
and consider the problem: find u ∈ C(Ω¯) that is a viscosity solution of
FHJB(x, u(x), D
2u(x)) = 0, x ∈ Ω¯. (2.76)
It turns out that this problem has an intimate connection with (1.1), as shown
in [44, Theorems 3.3 and 3.5].
Theorem 2.77 (equivalence). Let f ∈ C(Ω) be nonnegative. The function
u ∈ C(Ω)∩B(Ω¯) is a viscosity solution of (2.76), in the sense of Definition 1.12,
if and only if it is a viscosity solution on the set of convex functions of (1.1),
in the sense of Definition 1.15.
It is remarkable that the convexity assumption on the solution is not enforced
in (2.76), it is rather a consequence of the formulation. This motivated [44] to
use (2.76) for numerical purposes. They proposed a so-called semi-Lagrangian
scheme which we now describe. Over a quasiuniform triangulation Th of size
h > 0 we introduce Xh as the space of piecewise linear and continuous functions.
On the basis of (2.76) we introduce over Xh the operator
MASLh,k[wh](xh) = sup
{wi}di=1∈V
λ∈Λ

−1
d
d∑
i=1
λi∇2kwiwh(xh) + f(xh)1/d
(
d∏
i=1
λi
)1/d ,
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where xh ∈ Ωih and k > 0 is a discretization parameter. The semi-Lagrangian
scheme then seeks for uh ∈ Xh such that
MASLh,k[uh](xh) = 0, ∀xh ∈ Ωih, (2.78a)
uh(xh) = g(xh), ∀xh ∈ Ωbh. (2.78b)
Reference [44] showed existence and uniqueness of solutions to (2.78) as well as,
provided (h, k)→ 0 with hk → 0, convergence to the viscosity solution of (2.76)
and, as a consequence of Theorem 2.77, to the viscosity solution of (1.1) over
the set of convex functions. Rates of convergence, however, were not provided.
Although rates of convergence for general semi-Lagrangian schemes were
given in [40, Corollary 7.3] let us here explore a connection between the solutions
of the scheme (2.78) and the two scale method of Section 2.7 as described in [76,
Section 6]. For that one needs to notice, first, that the scheme given in (2.78) is
not fully practical. This is because in the operator MASLh,k[·] the supremum runs
over all of V. We need to introduce a directional discretization by, as before,
using Vθ whose elements satisfy (2.52). With this we introduce the new operator
MASLh,k,θ[wh](xh) = sup
{wi}di=1∈Vθ
λ∈Λ

−1
d
d∑
i=1
λi∇2kwiwh(xh) + f(xh)1/d
(
d∏
i=1
λi
)1/d ,
and denote by u
(k,θ)
h ∈ Xh the solution to (2.78) but with this new operator.
The following is a rather surprising fact. For a proof see [76, Proposition 6.2].
Proposition 2.79 (equivalence). Let uεh ∈ Xh denote the solution to the two
scale method (2.54) and u
(k,θ)
h ∈ Xh the solution to the modified semi-Lagrangian
scheme with the operator MASLh,k,θ[·]. In this case, we have uεh = u(k,θ)h .
From Proposition 2.79 and the results of Section 2.7.5, rates of convergence
for (2.78) can be deduced.
Remark 2.80 (nonconvex domains). Notice that convexity of the solution is
not a constraint in (2.76) but rather a consequence of it. This has motivated [66]
to explore the possibility of using (2.76) as an extension of the Monge-Ampe`re
equation to nonconvex domains, or cases with nonconvex data.
2.8.2 Filtered two scale schemes
In [88] the ideas of two scale methods of Section 2.7 and those of filtered schemes
of Section 2.4 were extended to construct a filtered two scale scheme. Let T22h be
a quasiuniform triangulation of Ω¯ of size 2h > 0. The superscript in this trian-
gulation indicates that we are doing a quadratic approximation of the boundary.
This can be accomplished, for instance, by the use of isoparametric approxima-
tion of the boundary; see [24, Section 10.4] and [28, Section 4.3]. Over this mesh
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we construct X22h, the space of piecewise quadratic and continuous functions.
For w2h ∈ X22h and x2h ∈ Ωi2h we define
MA2Sq
2h,δ˜,θ˜
[w2h](x2h) = min
{wi}di=1∈Vθ˜
[
d∏
i=1
(
∇˜2
δ˜wi
w2h(x2h)
)+
−
d∑
i=1
(
∇˜2
δ˜wi
w2h(x2h)
)−]
,
(2.81)
where Ωi2h denotes the set of internal degrees of freedom of X
2
2h, which includes
now the vertices and edge midpoints of T22h, and ∇˜2δ˜w is a more accurate, say
using five points, discretization of the second derivative in direction w at scale
δ˜.
Following the ideas presented in Theorem 2.66 we can show that operator
(2.81) is consistent with order O(δ˜k+α+ h
3
δ˜2
+ θ˜2); see [88, Lemma 5.8]. However,
this scheme is not monotone. It will, instead serve as the two scale analogue of
the accurate scheme (2.21).
By refining in a conforming way once T22h we obtain Th, over which we can
apply the two scale scheme of Section 2.7. Notice that there is a bijection
between Ωi2h and Ω
i
h so that the elements of X
2
2h and Xh can be compared
by looking at their nodal values. In light of this observation we alleviate the
notation and carry out the rest of the discussion using the scale h.
We combine (2.81) and (2.53) into a filtered two scale operator: for wh ∈ Xh
and xh ∈ Ωih
MAF
h,δ,θ,δ˜,θ˜
[wh](xh) = MA
2S
h,δ,θ[wh](xh)
+ τS˜

MA2Sq2h,δ˜,θ˜[wh](xh)−MA2Sh,δ,θ[wh](xh)
τ

 ,
where S˜(t) = min{S(t), 0} and the function S is defined in (2.24). As explained
in [88, Section 2] the choice of filter function ensures discrete convexity in the
case that the right hand side degenerates, that is if f(xh) = 0, for some xh ∈ Ωih.
With these ingredients the filtered two scale scheme seeks for uFh ∈ Xh such
that
MAF
h,δ,θ,δ˜,θ˜
[uFh ](xh) = f(xh), ∀xh ∈ Ωih, (2.82a)
uFh (xh) = g(xh), ∀xh ∈ Ωbh. (2.82b)
The theory of almost monotone schemes of Corollary 2.30 was combined with the
convergence results of Section 2.7.4 in [88, Section 6] to assert the convergence
of any solution to (2.82).
2.8.3 Approximation of convex envelopes
Let us describe the results obtained in [77] regarding the approximation of
the convex envelope of a function, which was introduced in Definition 1.26.
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Let f ∈ C(Ω¯). As shown in [97] the convex envelope u = Γf of f can be
characterized as the viscosity solution of the problem
CE[u](x) = 0, x ∈ Ω, (2.83a)
u(x) = f(x),x ∈ ∂Ω, (2.83b)
where the operator CE[·] is given by
CE[w](x) = min
{
f(x)− u(x),min σ (D2w(x))} . (2.84)
The intuition behind (2.83) is clear. First, we have that u(x) ≤ f(x) for
every x ∈ Ω¯. In addition, if we define the contact set
C(f) =
{
x ∈ Ω¯ : u(x) = f(x)} ,
we obtain, upon denoting λ1(w) = min σ
(
D2w(x)
)
, that for x ∈ C(f) we must
have λ1(u) ≥ 0. On the other hand, if x /∈ C(f), then we must have λ1(u) = 0.
In conclusion, u must be convex.
We remark, however, that problem (2.83) is very degenerate. Indeed, it
can be shown, see for instance [77, Lemma 3.1], that if dist(x,C(f)) ≥ dδ and
p ∈ ∂u(x) there is v ∈ Rd with |v| = 1 such that
x± = x± δv, u(x±) = u(x) + δp · v, ∇2δvu(x) = 0, p ∈ ∂u(x±).
In other words, if we are sufficiently far away from the contact set C(f), then
the graph of u is flat in at least one direction. As a consequence, in general,
the convex envelope cannot be arbitrarily smooth, regardless of the smoothness
of the domain Ω and data f . Indeed, [34] shows that if Ω is strictly convex
with ∂Ω ∈ C3,1, and f ∈ C3,1(Ω¯), then u ∈ C1,1(Ω¯), and that this is optimal.
This very low regularity is one of the main obstacles in the analysis of numerical
schemes for (2.83).
Formulation (2.83) was already used for numerical purposes in [95] via wide
stencil schemes like those presented in Section 2.3. Let us present here, instead,
the two scale methods of [77]. We will follow the notation of Section 2.7. In
addition, if S denotes the unit ball in Rd we introduce, in full analogy to (2.52),
a discretization Sθ of S such that, for every w ∈ S there is wθ ∈ Sθ that satisfies
|w −wθ| ≤ θ.
Over the space of piecewise linear functions Xh subordinated to the trian-
gulation Th we define
CEh,δ,θ[wh](xh) = min
{
f(xh)− wh(xh), min
w∈Sθ
∇2δwwh(xh)
}
(2.85)
where wh ∈ Xh and xh ∈ Ωih. With the aid of this operator we define the
discrete convex envelope of a function f as the function uεh ∈ Xh that solves
CEh,δ,θ[u
ε
h](xh) = 0, xh ∈ Ωih, (2.86a)
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uεh(xh) = f(xh), xh ∈ Ωbh. (2.86b)
The analysis of scheme (2.86) to a large extent follows that of two scale
methods presented in Section 2.7. Namely, owing to discrete convexity we can
show that the scheme has a comparison principle, from which uniqueness of
solutions follows. The existence of solutions is obtained via a discrete Perron
method, and the stability by noticing that u−h = Ihu and u
+
h = Ihf are discrete
sub and supersolutions, respectively.
The considerations given above show that scheme (2.86) is monotone and
stable. In addition, assuming smoothness of the arguments, one can show its
consistency with similar arguments to those of Section 2.7.3. Upon realizing that
the operator (2.84) has a comparison principle in the sense of Definition 1.13,
this is enough to appeal to the theory of Section 2.1 and conclude that the
scheme is convergent as ε = (h, δ, θ)→ 0, provided hδ → 0.
The derivation of rates of convergence, however, requires special attention.
This is due to the fact that, as stated above, the best regularity we can expect
is u ∈ C1,1(Ω¯), and this is not enough to exploit the consistency estimates that
were used for convergence (which are applied to smooth test functions). To
overcome this, one must take advantage of the flatness of the solution outside
the contact set. To describe these results we must introduce some notation. Set,
for xh ∈ Ωih,
δxh = min{δ, dist(xh, ∂Ω)}, Bxh =
⋃
T∈Th:dist(xh,T )<δxh
T,
and
Wxh =
{
x ∈ Ω¯ : |x− xh| ≤ dδ
}
.
The following is [77, Proposition 3.3].
Proposition 2.87 (consistency). Let Ω be strictly convex and u, the solution
of (2.83) satisfy u ∈ Ck,α(Ω¯) with k = 0, 1 and α ∈ (0, 1]. For xh ∈ Ωih we
have:
1. If dist(xh,C(f)) ≥ dδ, then
min
w∈Sθ
∇2δwIhu(xh) ≤ C
(
(δθ)k+α + hk+α
δ2
)
|u|Ck,α(Bxh).
2. If dist(xh,C(f)) < dδ but dist(xh, ∂Ω) ≥ dδ, then we have
f(xh)− u(xh) ≤ Ckδk+α,
where Ck depends on |u|C0,α(Wxh )+|f |C0,α(Wxh ) for k = 0 and on |f |C1,α(Wxh )
for k = 1.
3. If 0 < dist(xh, ∂Ω) < dδ, then for all w ∈ S we have
∇2δwIhu(xh) ≤ Cδk+α−2i |u|Ck,α(Bxh ),
and the previous item also holds provided k = 0.
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To take advantage of this result two new discrete barriers were constructed.
One handles the first case, i.e., points sufficiently far away from the contact set.
The other barrier handles points near the boundary, that is the third case in
the previous result. Without going into details, we present here the main error
estimate, and refer the reader to [77, Theorem 3.7].
Theorem 2.88 (convergence rate). Let Ω be strictly convex, u be the viscosity
solution of (2.83), and uεh the solution of (2.86). If u ∈ Ck,α(Ω¯), with k = 0, 1
and α ∈ (0, 1], then
‖u− uεh‖L∞(Ω) = O
(
h
(k+α)2
k+α+2
)
,
provided, δ = O
(
h
k+α
k+α+2
)
and θ = O
(
h
2
k+α+2
)
. In particular, if k = α = 1,
i.e., u ∈ C1,1(Ω¯), we obtain
δ = O(h1/2), θ = O(h1/2) =⇒ ‖u− uεh‖L∞(Ω) = O(h).
Similarly, if k = 0 and α = 1, i.e, u ∈ C0,1(Ω¯), we get
δ = O(h1/3), θ = O(h2/3) =⇒ ‖u− uεh‖L∞(Ω) = O(h1/3).
2.8.4 The Gauss curvature problem
As an application of the wide stencil finite difference schemes that were pre-
sented in Section 2.3 let us here, following [61], describe a discretization of the
prescribed Gaussian curvature problem (1.2). To do so, we must begin by defin-
ing what is a solution of this problem. In a similar manner to the notion of
Alexandrov solutions to Monge-Ampe`re problem, introduced in Definition 1.21,
we have
Definition 2.89 (generalized solution). A convex function u : Ω¯ → R is a
generalized solution to (1.2) if the following two conditions hold:
1. It is a generalized solution of (1.2a). This means that, for all Borel sets
D ⊂ Ω, we have∫
∂u(D)
1
(1 + |p|2)(d+2)/2
dp =
∫
D
K(x)dx.
2. It satisfies
lim sup
y→x
u(y) ≤ g(x), ∀x ∈ ∂Ω
and, if v is any other generalized solution of (1.2a), then v ≤ u in Ω.
Under the assumptions of uniform convexity of Ω; continuity of g; continuity,
boundedness, and nonnegativity of K; and the compatibility condition∫
Rd
1
(1 + |p|2)(d+2)/2
dp >
∫
Ω
K(x)dx;
53
it can be shown that problem (1.2) has a unique generalized solution; see [14].
It is also possible to extend the notion of viscosity solution presented in
Definition 1.12, by allowing the operators in Definition 1.9 to also depend on a
variable p ∈ Rd. In doing that, we note that the operator FGK,c : Ω¯×R×Rd×
Sd → R defined by
FGK,c(x, r,p,M) =
{
detM −K(x) (1 + |p|2)(d+2)/2 , x ∈ Ω,
g(x)− r, x ∈ ∂Ω,
is, as the Monge-Ampe`re operator FMA defined in (1.14), only elliptic when
M ∈ Sd+, which implies that to have a reasonable notion of viscosity solution,
we must require sub and supersolutions to be convex, and restrict the test
functions to be convex, as in Definition 1.15. As we have seen throughout our
discussion, the convexity constraint is rather difficult to impose explicitly during
discretization.
Reference [61] proposed to consider the following formulation of (1.2). If for
M ∈ Sd we set σ(M) = {λ1(M), . . . , λd(M)}, where the eigenvalues are counted
with multiplicity and arranged in nondecreasing order, then the operator
FGK(x, r,p,M) =
{
F inGK(x,p,M), x ∈ Ω,
g(x)− r, x ∈ ∂Ω,
with
F inGK(x,p,M) = min
{
λ1(M),
d∏
i=1
λi(M)
+ −K(x) (1 + |p|2)(d+2)/2
}
is elliptic in the sense of Definition 1.9 and, at least formally, it is clear that if
FGK(x, u(x),∇u(x), D2u(x)) = 0, x ∈ Ω,
then we must have, that either, λ1(D
2u(x)) > 0, so that u is convex, and
detD2u(x) = K(x)
(
1 + |∇u(x)|2)(d+2)/2 ,
or λ1(D
2u(x)) = 0 and, thus
0 = detD2u(x) ≥ K(x) (1 + |∇u(x)|2)(d+2)/2 ≥ 0.
In either case, the convexity of the solution is recovered.
With these constructions we have two options to define viscosity solutions
to (1.2). The first one is, like in Definition 1.15, to require that it is a viscosity
solution, in the set of convex functions, of the problem
FGK,c(x, u(x),∇u(x), D2u(x)) = 0, ∀x ∈ Ω¯. (2.90)
The second, as in Definition 1.12, to require that it is a viscosity solution of
FGK(x, u(x),∇u(x), D2u(x)) = 0, ∀x ∈ Ω¯. (2.91)
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In full analogy to Proposition 2.9 it is shown in [61, Section 3] that viscosity
subsolutions to problem (2.91) are convex and that a function is a viscosity
solution of (2.90) over the set of convex function if and only if it is a viscosity
solution of (2.91). In addition it is shown that, under certain assumptions on
K, this notion of solution, at least in the interior of the domain Ω, coincides
with that of Definition 2.89.
It is important to note that incorporating the boundary conditions into the
definition of the operator is essential in this problem, as they may not be realized
in a classical sense. The following is [61, Example 1].
Example 2.92 (nonclassical boundary conditions). Let d = 1, Ω = (0, 1), and
K ≡ 1. We set the boundary conditions u(0) = −1 and u(1) = 1. Then it is
possible to show that
u(x) = −
√
1− x2
is a viscosity solution of (2.91). It is a classical solution over [0, 1) so it remains
to understand what happens at x = 1.
Note that u′(x) grows unboundedly as x ↑ 1 so that it is not possible to find
a smooth ϕ such that u⋆ − ϕ has a local minimum at x0, in other words, the
graph of u cannot be touched from below at x = 1. This makes u automatically
a supersolution.
To show that u is also a subsolution we note that u(1) = 0 < 1 so that, if ϕ
touches the graph of u from above at x = 1, we must have ϕ(1) = u(1) = 0, and
(FGK)⋆ (1, u(1), ϕ
′(1), ϕ′′(1)) ≥ 1− u(1) = 1 > 0.
The behavior of Example 2.92 was characterized in [61, Corollary 24]. Namely,
if u is a viscosity solution of (2.90) then at every x ∈ ∂Ω we either have that
u⋆(x) = u
⋆(x) = g(x), or u⋆(x) ≤ u⋆(x) ≤ g(x) and ∂u⋆(x) = ∅. The second
option here corresponds to the right endpoint in Example 2.92.
Existence of solutions to (2.91) was shown using a variant of Perron’s method.
The usual argument to show uniqueness is obtained via a comparison principle
of Definition 1.13. This problem, however, does not have a comparison principle,
as [61, Example 3] shows.
Example 2.93 (lack of comparison). In the setting of Example 2.92 we have
that u(x) = −√1− x2 is a viscosity solution, so that necessarily it is a super-
solution. Let
v(x) =
{
u(x), x ∈ [0, 1),
1, x = 1,
we see that v ∈ USC([0, 1]) and, as in Example 2.92, if ϕ touches from above
the graph of u at x = 1, then ϕ(1) = v(1) = 1 and
(FGK)⋆ (1, v(1), ϕ
′(1), ϕ′′(1)) ≥ 1− v(1) = 0,
showing that v is a subsolution. Note, however, that u(1) ≤ v(1) and this
problem does not have a comparison principle.
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The previous result, combined with the behavior of solutions at the boundary
shows that, in fact, a comparison principle takes place, but only in the interior
of the domain; see [61, Theorem 7].
Theorem 2.94 (interior comparison). Let u ∈ USC(Ω¯) be a subsolution of
(2.91) and u ∈ LSC(Ω¯) a supersolution. Then we have u ≤ u in Ω.
This weakened comparison principle is sufficient to guarantee uniqueness.
Having shown the existence and uniqueness of solutions to (2.91), it is pos-
sible now to construct numerical schemes. This is carried using variants of the
wide stencil finite difference schemes of Section 2.3. With the notation intro-
duced there we define, for wh ∈ Xh,
GKh,θ[wh](xh) =min
{
min
{νi}di=1∈Gθ
∆νiwh(xh), MA
WS
h,θ [wh](xh)
− K(xh)
(
1 + |∇hwh(xh)|2
)(d+2)/2}
,
where MAWSh,θ [·] was defined in (2.14) and the vector ∇hwh(xh) is such that
∇hwh(xh) · ei =max
{
wh(xh)− wh(xh − hei)
h
,
wh(xh)− wh(xh + hei)
h
, 0
}
,
(2.95)
and {ei}di=1 is the canonical basis of Rd. With this operator, the finite difference
approximation of (2.91) is to find uh ∈ Xh such that
GKh,θ[uh](xh) = 0, xh ∈ Ωih, (2.96a)
u(xh) = g(xh), xh ∈ Ωbh. (2.96b)
In [61, Section 6] it is shown that scheme (2.96) is monotone, in the sense
of (2.2), stable, in the sense of (2.3), and consistent, in the sense of (2.4).
Notice, however, that as Example 2.93 shows, problem (2.91) does not have a
comparison principle. As a consequence, Theorem 2.5 cannot be applied. For
this reason, the framework of Section 2.1 was extended in [61, Theorem 9] to
cases where problem (1.10) only has an interior comparison principle like that of
Theorem 2.94 and there exist classical sub and supersolutions. The conclusion
is the locally uniform convergence of uh to u.
2.8.5 Transport boundary conditions
Let us conclude the discussion of wide stencil finite difference schemes by de-
scribing how these methods can be used to tackle the optimal transportation
problem. Since this will be one of the main topics of another Chapter in this
volume, we shall be brief.
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We recall that, given Ω,O ⊂ Rd, which we assume bounded, with O convex,
and measures ρΩ : Ω→ R and ρO : O→ R, the optimal transportation problem
(with quadratic cost) seeks for a map T : Ω→ O with T♯ρΩ = ρO that minimizes
1
2
∫
Ω
|x− T (x)|2dρΩ(x).
We recall that T♯µ denotes the pushforward of the measure µ under the map-
ping T . Assuming that the measures are absolutely continuous with respect to
Lebesgue measure, with densities fΩ, fO, this condition can be written as∫
E
fO(x)dx =
∫
T−1(E)
fΩ(x)dx,
and so by a change of variables, det(∇T (x))fO(T (x)) = fΩ(x). Finally, we recall
that since the cost is quadratic, it can be shown that T is given by the gradient
map of a convex potential u : Ω → R. This allows us to, at least at the formal
level, rewrite the optimal transportation problem as a Monge-Ampe`re problem:
find u : Ω¯→ R convex, such that
detD2u(x) = F (x,∇u(x)), x ∈ Ω. (2.97)
where we set F (x,p) = ρΩ(x)/ρO(p). This problem is supplemented by the
so–called transport or second boundary condition
∇u(Ω¯) = O¯.
Notice that this, more than a boundary condition, is a set of constraints. It can
be shown also that this condition can be replaced by
∇u(∂Ω) = ∂O. (2.98)
Thus, we want to construct numerical schemes to approximate the solution of
(2.97)—(2.98).
It is clear that the main issue is the discretization of the boundary condition
(2.98). If the boundary of the domain O is given as the zero level set of some
function Φ : Rd → R, then it is clear that (2.98) can be equivalently written as
Φ(∇u(x)) = 0, ∀x ∈ ∂Ω.
While we would be tempted to discretize this condition directly, the function Φ
can be highly nonlinear and nonsmooth, which will make the design of mono-
tone and consistent numerical schemes a daunting task. However, this can be
achieved very easily if the domains are rectangles, say Ω = (0, 1)2 = O. In this
case, it is shown in [50, Section 3.2] that each side must be mapped to itself. If
we consider the left side of the square, that is,
{(x1, x2) ∈ R2 : x1 = 0, x2 ∈ [0, 1]},
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then the function that describes this is given by Φ(y1, y2) = y1. Thus, on this
side we can write
∂u(0, x2)
∂x1
= 0.
Similarly, in the right, bottom and top sides, respectively, we can write
∂u(1, x2)
∂x1
= 1,
∂u(x1, 0)
∂x2
= 0,
∂u(x1, 1)
∂x2
= 1.
It is remarkable that on all sides the derivative that appears is actually the
normal derivative. This motivated [50] to replace the boundary condition (2.98)
by a Neumann–type boundary condition
∂u(x)
∂n
= φ(x)
for some unknown function φ.
Obviously, the correct choice of function φ is φ(x) = ∇u(x) · n(x), which
motivates the introduction of the following iterative scheme: Given u0, an initial
guess, then
• For k ≥ 0
– Define, for x ∈ ∂Ω,
pk(x) = Proj∂O(∇uk(x)), (2.99)
where by ProjS(w) we denoted a projection of the vector w onto the
set S.
– Find uk+1 : Ω¯→ R convex, and ck+1 ∈ R that satisfy∫
Ω
uk+1(x)dx = 0, (2.100a)
detD2uk+1(x) = ck+1F (x,∇uk+1(x)), x ∈ Ω, (2.100b)
∂uk+1(x)
∂n
= pk(x), x ∈ ∂Ω. (2.100c)
– Set k ← k + 1
• EndFor
Remark 2.101 (iterative scheme). The iterative scheme (2.99)–(2.100) de-
serves several observations.
1. The introduction of the projection pk in step (2.99) is due to the fact that
there is no reason to expect that ∇uk(∂Ω) ⊂ ∂O. Thus, we settle for the
closest point on the target boundary.
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2. Problem (2.100) is a Neumann problem for an elliptic equation so that the
solution, if it exists, is unique only up to a constant. Condition (2.100a)
forces uniqueness, while the introduction of the number ck+1 in (2.100b)
relaxes the equation so that the necessary conditions for existence are ful-
filled.
3. The initialization of this scheme can done by choosing p0 =Mx ·n, where
n is the unit outer normal to ∂Ω and M > 0 is so large that the image of
the mapping Ω¯ ∋ x 7→Mx ∈ Rd contains O¯.
We are then going to discretize (2.99)–(2.100). Notice that now the bound-
ary conditions (2.100c) are rather standard and can be approximated by, for
instance, introducing a layer of ghost nodes near the boundary and computing
centered differences.
It remains to discretize (2.100b). Setting vh = uh,k+1, the first alternative,
proposed in [50], is to use
MAWSh,θ [vh](xh) = F (xh,∇hvh), xh ∈ Ωih, (2.102)
where MAWSh,θ [·](xh) is the operator defined in (2.14) or Remark 2.16, and ∇hvh
is defined as in (2.95). Another option, also from [50], is to take advantage of
the directional difference that are already being computed to approximate the
Monge-Ampe`re operator. Notice that if {νi}di=1 ∈ V, we have that
∇w =
(
∂w
∂x1
, . . . ,
∂w
∂xd
)⊺
=
(
d∑
i=1
∂w
∂νi
νi · e1, . . . ,
d∑
i=1
∂w
∂νi
νi · ed
)⊺
,
where, as usual, {ei}di=1 is the canonical basis of Rd. This allows us to write
that
detD2w(x) − F (x,∇w(x)) = MA[w](x) − F (x,∇w(x))
= min
{wi}di=1∈V
[
d∏
i=1
(
∂2w(x)
∂w2i
)+
−
d∑
i=1
(
∂2w(x)
∂w2i
)−]
= min
{wi}di=1∈V
[
d∏
i=1
(
∂2w(x)
∂w2i
)+
−
d∑
i=1
(
∂2w(x)
∂w2i
)−
− F (x,∇w(x))
]
= min
{wi}di=1∈V
[
d∏
i=1
(
∂2w(x)
∂w2i
)+
−
d∑
i=1
(
∂2w(x)
∂w2i
)−
− F
(
x,
(
d∑
i=1
∂w(x)
∂νi
νi · e1
|νi| , . . . ,
d∑
i=1
∂w(x)
∂νi
νi · ed
|νi|
)⊺)]
= min
{wi}di=1∈V
OT{wi}di=1 [w](x).
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In conclusion, an approximation of (2.100b) is obtained by setting
OTh,θ[vh](xh) = 0, ∀xh ∈ Ωih,
where
OTh,θ[wh](xh) = min
{νi}di=1∈Gθ
OT{νi}di=1 [wh](xh).
Reference [17] considered a different treatment of the boundary condition
(2.98). Since for all x ∈ ∂Ω we must have that ∇u(x) ∈ ∂O, then we must have
H(∇u(x)) = 0, H(y) =
{
dist(y, ∂O), y ∈ O,
−dist(y, ∂O), y /∈ O, (2.103)
where H is nothing but the signed distance function to ∂O. Notice that (2.103)
is a sort of Hamilton Jacobi equation posed on ∂Ω. Exploiting the convexity
of O, the authors of [17] were able to rewrite the function H as the supremum
over linear expressions on y (the supporting hyperplanes of O at y)
H(y) = sup
n∈Rd:|n|=1
{y · n−H⋆(n) : n · nx > 0} ,
where nx is the normal to ∂Ω at x and H
⋆ is the support function of O, that is,
H⋆(n) = sup
z∈∂O
z · n.
This function can be precomputed or evaluated rather cheaply in the discrete
setting. The reformulation of the function H can be approximated by replacing
the supremum by one over a finite set of directions, and, finally, the gradient
appearing in (2.103) can be discretized as in (2.95). This gives a discretization
of (2.98). Finally, the discretization of (2.97) is proposed to be carried similarly
to (2.102).
3 Discretizations based on geometric considera-
tions
In fact, geometrical representations, graphs and
diagrams of all sorts, are used in all sciences, not
only in physics, chemistry, and the natural sciences,
but also in economics, and even in psychology. Using
some suitable geometrical representation, we try to
express everything in the language of figures, to
reduce all sorts of problems to problems of geometry.
G. Po´lya [103]
In this section we will describe the so-called Oliker-Prussner method, which
is a discrete analogue of the notion of solution in the Alexandrov sense. We recall
that Alexandrov solutions to the Monge-Ampe`re equation were introduced in
Definition 1.21. They make a connection between the Monge-Ampe`re equation
and the measure of the subdifferential of its solution. This, very geometric,
notion enables us to define solutions that are not smooth, say not C2(Ω). The
Oliker-Prussner method, in turn, will allow us to approximate these solutions.
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3.1 Description of the scheme
To be able to present the Oliker-Prussner method, we must begin by introducing
some useful notions.
3.1.1 Nodal set and domain partition
To discretize the domain Ω and its boundary ∂Ω, we introduce a translation in-
variant nodal set and an open, disjoint partition of the domain. For a parameter
h > 0, we define the interior nodal set as
Ωh =

xh = h
d∑
j=1
zje˜j : z
j ∈ Z

 ∩ Ω, (3.1)
where {e˜j}dj=1 is a basis of Rd with |ej | ≤ 1 for all 1 ≤ j ≤ d. To discretize
the boundary ∂Ω, we set the boundary nodal set ∂Ωh as a collection of points
on the boundary and require that their spacing is of order h, namely, ∂Ω ⊂
∪xh∈∂ΩhBh/2(xh). We set the nodal set Ω¯h = Ωh∪∂Ωh. We remark that this is
a generalization of the finite difference discretizations introduced in Section 2.3.
Indeed, in that case the vectors {e˜j}dj=1 were the canonical basis of Rd.
We define an open, disjoint partition {ωxh}xh∈Ω¯h of the domain where, for
xh ∈ Ω¯h,
ωxh =

xh +
d∑
j=1
hj e˜j : h
j ∈ R, |hj | ≤ h
2

 ∩ Ω. (3.2)
Note that, by construction, the partition is translation invariant, that is, ωyh =
yh − xh + ωxh for all xh, yh ∈ Ωh with ωyh , ωxh ⊂ Ω.
3.1.2 Nodal functions, their subdifferentials, and convex envelopes
On the nodal set Ωh constructed above, we define a nodal function uh to approx-
imate the solution of the Monge-Ampe`re PDE. First, to mimic the convexity
constraint for the PDE, we require the notion of convexity for nodal functions
(compare to Definition 2.57).
Definition 3.3 (nodal convexity). Let wh be a (nodal) function that maps the
set of nodes Ω¯h to R. We say that wh is convex if, for any node xh ∈ Ω¯h, there
exist an affine function L, that is, L(x) = p · (x− xh) + c for some p ∈ Rd and
c ∈ R, such that
L(yh) ≤ wh(yh) ∀yh ∈ Ω¯h and L(xh) = wh(xh). (3.4)
We define the subdifferential of a convex nodal function wh at a fixed node
xh ∈ Ω¯h as the set
∂wh(xh) := {p ∈ Rd : p · (yh − xh) + wh(xh) ≤ wh(yh) ∀yh ∈ Ω¯h}. (3.5)
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In other words, this is the collection of slopes of affine functions that satisfy
the condition that defines convexity for a nodal function. Note that nodal
functions are only defined on Ω¯h. To extend a nodal functionto the domain Ω,
we introduce its convex envelope.
Definition 3.6 (convex envelope of a nodal function). Let wh be a nodal func-
tion defined on Ω¯h. The convex envelope of wh is the piecewise linear function
Γ(wh)(x) = sup
L
{
L(x) : L affine function and L(xh) ≤ wh(xh) ∀xh ∈ Ω¯h
}
for any x ∈ Ω.
We note that, by definition, Γ(wh)(xh) ≤ wh(xh) for any node xh ∈ Ω¯h, and
equality holds for all interior nodes if wh is convex. Indeed, if wh is convex, by
(3.4), for any node xh ∈ Ω¯h, there exists an affine function L(x) satisfying
L(yh) ≤ wh(yh) ∀yh ∈ Ω¯h and L(xh) = wh(xh).
Since L(x) ≤ Γ(wh)(x) for any x ∈ Ω by Definition 3.6, we deduce that wh(xh) =
L(xh) ≤ Γ(wh)(xh). Combining this inequality with the inequality in the other
direction, we have wh(xh) = Γ(wh)(xh) for all interior nodes. Thus, Γ(wh) is
a natural extension to Ω¯ of the convex nodal function wh. With an abuse of
notation, we still use wh to denote the convex envelope of this nodal function.
The convex envelope of a nodal function wh induces a triangulation of the
domain Ω and a piecewise linear function over this triangulation. However, this
triangulation is not known a priori. Here we give an example to illustrate this
property.
Example 3.7 (convex envelope and triangulation). Define the nodal set Ω¯h =
{z1, . . . , z5} with z1 = (1, 0), z2 = (0, 1), z3 = (−1, 0), z4 = (0,−1), and
z5 = (0, 0). Consider the nodal functions satisfying
w1(z1) = w1(z3) = 1, w2(z2) = w2(z4) = 1,
w3(z1) = w3(z2) = w3(z3) = w3(z4) = 1,
and wj(zi) = 0 otherwise. The convex envelopes are Γ(w1) = |x1|, Γ(w2) = |x2|,
and Γ(w3) = |x1| + |x2|. The convex envelopes are subordinate to the meshes
depicted in Figure 4.
The above example shows that Γ(wh) is a piecewise linear function that
induces a mesh Th that depends on the values of wh. The example depicted in
Figure 5 shows that, if wh is the nodal interpolant of a function w, and if the
Hessian D2w is degenerate (or nearly degenerate), the induced mesh may be
anisotropic.
3.1.3 The Oliker-Prussner method
Now we are ready to introduce the Oliker-Prussner method [102, 92]. We seek
a convex nodal function uh satisfying the boundary condition uh(xh) = g(xh)
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Figure 4: Meshes corresponding to convex envelopes Γ(w1) = |x1| (left),
Γ(w2) = |x2| (middle), and Γ(w3) = |x1|+ |x2| (right).
1
1
1
1
0
0
0
Figure 5: Mesh induced by the nodal interpolant of w(x) = (x · e)2 where
e = (1, 2)⊺. Its convex envelope equals |x · e| in the star of (0, 0).
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for all xh ∈ ∂Ωh and
|∂uh(xh)| =
∫
ωxh
f(x)dx, ∀xh ∈ Ωh, (3.8)
Note that, since the partition {ωxh}xh∈Ωh is non-overlapping, for all Borel sets
D ⊂ Ω, we have
|∂uh(D)| =
∑
xh∈D
fxh , where fxh =
∫
ωxh
f(x)dx.
Thus, the scheme is obtained by replacing f in (1.22) by a family of Dirac mea-
sures supported at the nodes in Ωh, and by replacing g by its nodal interpolant
on the boundary. To implement the method, we need to derive a formula to
compute the subdifferential of a nodal function uh. This is a nontrivial task
because it is non local. In fact, it involves computing the convex envelope of uh.
The following observation is useful in the characterization of the subdifferential.
For a proof, see [91].
Lemma 3.9 (characterization of subdifferential). Let wh be a convex nodal
function and Th be the mesh induced by its convex envelope Γ(wh). Then the
subdifferential of wh at xh ∈ Ωh is the convex hull of the constant gradients
∇Γ(wh)|T for all T ∈ Th which contain xh.
xh
T1
T2
T3
T4
T5 0
∇γh|T1
∇γh|T2
∇γh|T3
∇γh|T4
∇γh|T5
Figure 6: Star centered at node xh corresponding to the mesh Th induced by the
convex envelope γh = Γ(wh) and subdifferential ∂wh(xh) of the convex nodal
function wh at node xh. The latter is the convex hull of the constant element
gradients ∇γh|Tj for 1 ≤ j ≤ 5.
Figure 6 depicts the subdifferential ∂wh(xh) of a convex nodal function wh
at node xh for d = 2.
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3.2 Stability, continuous dependence on data, and discrete
maximum principle
The Alexandrov estimate, which establishes the stability and continuous depen-
dence of the Monge-Ampe`re equation, is a cornerstone in the nonlinear PDE
theory. In this subsection, we introduce a discrete version of the Alexandrov
estimate suitable for nodal functions. We refer the reader to [91] for a complete
proof.
Lemma 3.10 (discrete Alexandrov estimate). Let wh be a nodal function with
wh(xh) ≥ 0 at all xh ∈ ∂Ωh. Then
sup
Ωh
w−h ≤ C

 ∑
xh∈C−h (wh)
|∂wh(xh)|


1/d
, (3.11)
where C = C(d,Ω) is proportional to the diameter of Ω and C−h (wh) is the
(lower) contact set:
C
−
h (wh) := {xh ∈ Ωh, Γ(wh)(xh) = wh(xh)}. (3.12)
The Alexandrov estimate establishes a lower bound for a nodal function in
terms of the measure of the subdifferential at the (lower) contact set. Similarly,
one can obtain an upper bound for a nodal function by the measure of the
superdifferential at the (upper) contact set.
Applying the discrete Alexandrov estimate, we are ready to compare two
arbitrary nodal functions in terms of their subdifferentials. This is instrumental
for the error analysis.
Proposition 3.13 (stability of numerical solution). Let vh and wh be two nodal
functions with vh ≥ wh on ∂Ωh. Then
sup
Ωh
(vh − wh)− ≤ C

 ∑
xh∈C−h (vh−wh)
(
|∂vh(xh)|1/d − |∂wh(xh)|1/d
)d
1/d
,
where C = C(d,Ω) is proportional to the diameter of Ω.
Proof. Let vh, wh be two nodal functions. We introduce the convex envelope
Γ(vh −wh) as in Definition 3.6, and the nodal contact set C−h (vh −wh) defined
in (3.12). The discrete Alexandrov estimate of Lemma 3.10 yields
sup
Ωh
(vh − wh)− ≤ C

 ∑
xh∈C−h (vh−wh)
|∂Γ(vh − wh)(xh)|


1/d
, (3.14)
whence we only need to estimate |∂Γ(vh − wh)(xh)| for all xh ∈ C−h (vh − wh).
For these nodes, we easily see that
∂Γ(vh − wh)(xh) ⊂ ∂(vh − wh)(xh).
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We claim that
∂wh(xh) + ∂Γ(vh − wh)(xh) ⊂ ∂vh(xh) ∀xh ∈ C−h (vh − wh). (3.15)
Fix xh ∈ C−h (vh − wh), and let p ∈ ∂wh(xh) and q ∈ ∂Γ(vh − wh)(xh), respec-
tively, that is, by definition of the subdifferential (3.5),
p · (yh − xh) ≤ wh(yh)− wh(xh)
and
q · (yh − xh) ≤ Γ(vh − wh)(yh)− Γ(vh − wh)(xh)
for all nodes yh ∈ Ωh. Adding both inequalities, we get
(p+ q) · (yh − xh) ≤ wh(yh) + Γ(vh − wh)(yh)−
(
wh(xh) + Γ(vh − wh)(xh)
)
Since xh is in the contact set C
−
h (vh − wh), we have Γ(vh − wh)(xh) = (vh −
wh)(xh). For all other nodes yh ∈ Ωh, we have Γ(vh−wh)(yh) ≤ (vh−wh)(yh).
Hence, we deduce
(p+ q) · (yh − xh) ≤ wh(yh) + (vh − wh)(yh)−
(
wh(xh) + (vh − wh)(xh)
)
= vh(yh)− vh(xh).
This inequality implies (p+ q) ∈ ∂vh(xh) and proves the claim.
The Brunn-Minkowski inequality of Lemma 1.28 applied to (3.15) yields
|∂wh(xh)|1/d + |∂Γ(vh − wh)(xh)|1/d
≤ |∂wh(xh) + ∂Γ(vh − wh)(xh)|1/d ≤ |∂vh(xh)|1/d,
whence
|∂Γ(vh − wh)(xh)| ≤
(
|∂vh(xh)|1/d − |∂wh(xh)|1/d
)d
∀xh ∈ C−h (vh − wh).
This inequality gives us the desired estimate for |∂Γ(vh − wh)(xh)|. In view of
(3.14), adding over all xh ∈ C−h (vh − wh) concludes the proof.
A direct consequence of this stability result is the maximum principle for
nodal functions.
Corollary 3.16 (discrete maximum principle). Let vh and wh be two nodal
functions over the nodal set Ω¯h. If vh(xh) ≥ wh(xh) at all xh ∈ ∂Ωh and
|∂vh(xh)| ≤ |∂wh(xh)| at all xh ∈ Ωh, then
wh(xh) ≤ vh(xh) ∀xh ∈ Ωh.
Proof. Since vh(yh) ≥ wh(yh) for all yh ∈ ∂Ωh, then for any node xh ∈ C−h (vh−
wh), we have
∂wh(xh) ⊂ ∂vh(xh).
66
Combining this with the assumption that |∂vh(xh)| ≤ |∂wh(xh)| for all xh ∈ Ωh,
we deduce |∂vh(xh)| = |∂wh(xh)| for all xh ∈ C−h (vh − wh). Consequently, the
stability of Proposition 3.13 implies
sup
Ωh
(vh − wh)− = 0,
whence vh − wh ≥ 0. This completes the proof.
Proposition 3.13 yields a lower bound on the difference between two nodal
functions in terms of the difference of the measure of their subdifferentials.
Similarly, to derive an upper bound, one may consider the functions −wh and
−vh and derive
sup
Ωh
(wh − vh)− ≤ C

 ∑
xh∈C−h (wh−vh)
(
|∂wh(xh)|1/d − |∂vh(xh)|1/d
)d
1/d
.
Combining both bounds, we can derive a bound on ‖vh − wh‖L∞(Ωh) in terms
of |∂vh(xi)| and |∂wh(xi)|. In particular, the uniqueness of the solution of the
Oliker-Prussner method follows immediately from Proposition 3.13.
Finally, we notice that Proposition 3.13 is instrumental to derive error es-
timates. Define the nodal interpolation of a function w as the nodal function
Nhw such that
Nhw(xh) = w(xh) ∀xh ∈ Ω¯h. (3.17)
Setting wh = uh and vh = Nhu In Proposition 3.13, where uh and u solve
(3.8) and (1.1), respectively, we can derive an estimate for ‖uh −Nhu‖L∞(Ω).
It remains to estimate the discrepancy of the subdifferentials of the two nodal
functions. While |∂uh(xh)| = fxh is known by definition of the scheme (3.8),
the measure of the subdifferential |∂Nhu(xh)| remains unknown. Therefore, the
goal of our next step is to estimate the quantity |∂Nhu(xh)|1/d−f1/dxh which will
then be applied in Proposition 3.13 to derive a pointwise estimate.
3.3 Consistency
In general, this method (3.8) is consistent in the sense that the right hand side of
the (3.8) can be written equivalently as
∑
xh∈Ωh fxhδxh and this converges to f
in measure. However, such a concept of convergence is too weak to derive rates
of convergence. Fortunately, we realize that if internal nodes are translation
invariant, then a reasonable notion of operator consistency holds for any convex
quadratic polynomial; see Lemma 3.21 below. Such property is shown in [16,
79, 92] for Cartesian nodes, see also section 2.5. In contrast, we give here
an alternative proof of consistency based on the geometric interpretation of
subdifferentials of convex quadratic polynomials in the interior of the domain,
extend the results to C2,α functions, and further investigate the consistency
error in the region close to the boundary. To achieve this we, First, we require
a definition.
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Definition 3.18 (adjacent set). Given a convex nodal function wh and a node
xh ∈ Ωh, the adjacent set of xh, denoted by Axh(wh), is the collection of nodes
yh ∈ Ω¯h closest to xh such that there exists a supporting hyperplane L of wh
and L(yh) = wh(yh). Thus, the set Axh(wh) is the collection of nodes in the
star associated with xh in the mesh Th induced by Γ(wh).
Lemma 3.19 (size of adjacent sets). Let the nodal set Ωh be translation invari-
ant, and let p be a C2 convex function defined in Ω¯. If λI ≤ D2p ≤ ΛI in Ω for
some constants λ,Λ > 0 and ph := Nhp is the nodal function associated with p
defined in (3.17), then the adjacent set of nodes Axh(ph) satisfies
Axh(ph) ⊂ BRh(xh)
where R = Λλd, and BRh(xh) is the ball centered at xh with radius Rh.
Proof. Let zh ∈ Axh(ph) be such that
|zh − xh| = max{|yh − xh| : yh ∈ Axh(ph)}.
Without loss of generality, we may assume that p(xh) = 0 and ∇p(xh) = 0. Let
ω be the convex hull of the nodal set {x±j := xh ± he˜j , j = 1, . . . , d} where
{e˜j}dj=1 is the basis defined in (3.1). If zh ∈ ω, then the assertion is trivial
because R ≥ 1.
If zh /∈ ω, then there is a constant R˜ ≥ 1 such that R˜−1zh ∈ ω, which implies
that |zh| ≤ R˜h and |zh| ≥ R˜d−1/2h. Because ω is convex, we may write
R˜−1zh =
d∑
j=1
σ∈{+,−}
ασjxσj , ασj ≥ 0,
d∑
=1
σ∈{+,−}
ασj = 1.
We next note that p(x±j) ≤ 12Λh2 for all j = 1, . . . , d because D2p ≤ ΛI,|x±j − xh| ≤ h, p(xh) = 0 and ∇p(xh) = 0. Since zh ∈ Axh(ph), there exists a
supporting hyperplane L at xh such that
L(zh) = ph(zh), L(x±j) ≤ ph(x±j) ≤ 1
2
Λh2.
Exploiting that L is linear and ph(xh) = 0 yields
ph(zh) = L(zh) = L

R˜
d∑
j=1
σ∈{+,−}
ασjxσj

 = R˜
d∑
j=1
σ∈{+,−}
ασjL(xσj) ≤ 1
2
Λh2R˜.
On the other hand, since D2p ≥ λI and |zh| ≥ R˜hd−1/2, we have
ph(zh) = p(zh) ≥ λ
2
|zh|2 ≥ λ
2
R˜2d−1h2.
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Combining the last two inequalities implies
R˜ ≤ R = Λ
λ
d.
This completes the proof.
The previous result shows that for any node xh with dist(xh, ∂Ω) > Rh,
all nodes in its adjacent set are contained in Ωh. We apply this observation to
establish the following consistency result.
Lemma 3.20 (properties of convex interpolation). Let p be a convex quadratic
polynomial such that λI ≤ D2p ≤ ΛI, and let ph = Nhp be the nodal function
defined by (3.17). Then the following properties hold:
1. For all xh ∈ Ωh we have ∂ph(xh) 6= ∅.
2. If the nodal set Ωh is translation invariant and dist(xh, ∂Ωh) ≥ Rh, with
R = Λλd, under a uniform refinement from Ωh to Ωh/2, we have
|∂ph(xh)| = 2d|∂ph/2(xh)|.
3. If the nodal set Ωh is translation invariant, dist(xh, ∂Ωhh) ≥ Rh, and
dist(yh, ∂Ωh) ≥ Rh, then
|∂ph(xh)| = |∂ph(yh)|.
Proof. To prove the first claim, we only need to note that if ℓ is the tangent
plane of p at xh, then ℓ is a supporting plane of ph at xh. Thus ∇ℓ ∈ ∂ph(xh).
To prove the second claim, we may assume that p(xh) = 0, and ∇p(xh) = 0.
Note that for homogeneous quadratic polynomials, we have
p(x) = 4p
(x
2
)
.
A simple calculation yields
∂ph(xh) = 2∂ph/2(xh)
and therefore |∂ph(xh)| = 2d|∂ph/2(xh)|.
To prove the third claim. We consider the function
pxh(x) = p(x)−∇p(xh) · (x− xh)− p(xh),
obtained by subtracting the tangent plane of p at xh. Since adding an affine
function does not change the measure of the subdifferential, we have |∂ph(xh)| =
|∂pxhh (xh)|. Further note that by subtracting the tangent plane at a node yh,
we obtain the same function up to a parallel translation, that is,
pxh(x − xh) = pyh(x− yh).
Since the mesh is translation invariant, we have that if L is a supporting plane
of pxhh at xh, then by a parallel translation it is also a supporting plane of p
yh
h
at yh. Hence, we have |∂pxhh (xh)| = |∂pyhh (yh)|. Since |∂ph(xh)| = |∂pxhh (xh)|
for all nodes xh, we conclude that |∂ph(xh)| = |∂ph(yh)|.
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Now we are ready to prove the consistency, for a proof see [92, Lemma 5.3].
Lemma 3.21 (consistency I). Let p be a convex quadratic polynomial such that
λI ≤ D2p ≤ ΛI, and let ph := Nhp be the corresponding convex nodal function
defined in (3.17). Let Ωh be translation invariant. Then
|∂ph(xh)| =
∫
ωxh
detD2p(x)dx
for any node xh ∈ Ωh such that dist(xh, ∂Ω) ≥ Rh with R = Λλ d.
Proof. Let φ be any continuous function with compact support in Ω. We con-
sider a sequence of nested refinements Ωhn with hn = 2
−nH , for a fixed H > 0.
By Lemma 1.24 we immediately obtain, as n→∞, that
∑
yhn∈Ωhn
φ(yhn)|∂phn(yhn)| →
∫
Ω
φdetD2p(x)dx = detD2p(x)
∫
Ω
φ(x)dx.
Thus, we only need to prove that as n→∞
∑
yhn∈Ω
φ(yhn)|∂phn(yhn)| →
|∂pH(xH)|
|ωxH |
∫
Ω
φ(x)dx.
In view of second and third result in Lemma 3.20, we have
|∂phn(yhn)| = |∂phn(xH)| = 2−nd|∂pH(xH)|.
The refinement strategy implies that |ωyhn | = 2−nd|ωxH |. Thus, we infer that∑
yhn∈Ωhn
φ(yhn)|∂phn(yhn)| =
|∂pH(xH)|
|ωxH |
∑
yhn∈Ωhn
φ(yhn)|ωyhn |
→ |∂pH(xH)||ωxH |
∫
Ω
φ(x)dx.
This completes the proof.
Moreover, for convex cubic polynomials, we have the following consistency
error estimate. This result, to our knowledge, has not appeared elsewhere.
Lemma 3.22 (consistency II). Let xh ∈ Ωh and q be a convex cubic polynomial
such that λI ≤ D2q ≤ ΛI in the ball BRh := BRh(xh) ⊂ Ω, with R = Λλd. Then∣∣∣∣∣|∂Nhq(xh)| −
∫
ωxh
detD2q(x) dx
∣∣∣∣∣ ≤ Chd+2|q|C3(BRh)..
Proof. Without loss of generality, we may assume that xh = 0 and q(0) = 0 and
∇q(0) = 0. We decompose the cubic polynomial q(x) as
q(x) = p(x) + hr(x),
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where p(x) is a quadratic polynomial such that D2p = D2q(0) and r(x) is a
homogeneous cubic polynomial. Since, by Lemma 3.19, the adjacent set Axh(q)
of the node xh = 0 is contained in a ball of radius Rh we deduce that
|p(zh)| ≤ CqR2h2, |r(zh)| ≤ CrR2h2 ∀zh ∈ Axh(q),
where Cq and Cr depends on D
2p and D3r, respectively. We set
qt(x) = p(x) + tr(x) t ∈ [−h, h],
and note that λI ≤ D2qt(0) ≤ ΛI for all t. Therefore, the adjacent set of qt at
0 remains in the ball BRh.
We set the measure of its subdifferential of qt at xh as a function of t
m(t) = |∂Nhqt(xh)| = |∂Nhqt(0)|,
and note that we aim to show that∣∣∣∣∣m(h)−
∫
ωxh
detD2q(x)dx
∣∣∣∣∣ ≤ Chd+2|q|C3(BRh).
Now we proceed to prove the lemma in the following steps.
1. We aim to show that m(t) is a polynomial of degree d
m(t) =
d∑
k=0
Ckt
k. (3.23)
and the coefficients Ck satisfy |Ck| ≤ Chd where C depends on |D2p|,
|D3r|, and the dimension d. By the characterization of the subdifferential,
given in Lemma 3.9, the subdifferential of Nhqt at 0 is the convex hull
of the piecewise gradient of its convex envelope ∇Γ(Nhqt)|T for all T ∈
Th that have xh as a vertex; see Figure 6. We label these simplices as
T1, · · · , TN and, to simplify notation, we set the piecewise gradient of
Γ(Nhp) and Γ(Nhr) at Ti as
vi = ∇Γ(Nhp)|Ti , wi = ∇Γ(Nhr)|Ti , i = 1, . . . , N.
Hence, we have
ui := ∇Γ(Nhqt)|Ki = vi + twi.
To compute the measure of the convex hull of {ui}, we may divide the
convex hull into a set of disjoint simplices {Si, i = 1, · · · , N} and label
the vertices of Si as {0,ui1 , · · · ,uid}. Thus, we obtain
m(t) =
N∑
i=1
|Si| where |Si| denotes the signed volume of Si.
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and so, by the volume formula of simplices, we get
m(t) =
1
d!
N∑
i=1
det


1 0⊺
1 u⊺i1
...
...
1 u⊺id

 . uij = vij + twij . (3.24)
Now, it is clear that
|Si| =
d∑
k=0
Cikt
k
is a polynomial of t with degree at most d. Thus, m(t) must be a polyno-
mial with degree at most d as well. Furthermore, by the volume formula of
simplices (3.24), the coefficients |Cik| ≤ Chd because both |vij | ≤ Ch and
|wij | ≤ Ch. Finally, the number N of simplices Si is finite and bounded
by the number of vertices in the adjacent set A.
2. We show that m′(0) = 0. To do so, it suffices to show that the function
m is even, that is m(t) = m(−t) for all −h ≤ t ≤ h. Note that if
v ∈ ∂Nh(p+ tr)(0), then −v ∈ ∂Nh(p− tr)(0) for any t ∈ (0, h]. Indeed,
since the subdifferential set is determined by the function values on the
adjacent set which is contained in the ball BRh(0), if v · yh ≤ (p+ tr)(yh)
for all yh ∈ BRh(0), then
v · (−yh) ≤ (p+ tr)(−yh) ∀yh ∈ BRh(0).
Hence, −v ∈ ∂Nh(p − tr)(0) because p(yh) = p(−yh). Thanks to this
symmetry property, we deduce that |∂Nh(p− tr)(0)| = |∂Nh(p + tr)(0)|,
i.e., m(t) = m(−t).
3. We show that
|m(h)−m(0)| ≤ Chd+2.
Combining the previous two steps we get that
m(t) = m(0) + C2t
2 + · · ·+ Cdtd
because C1 = m
′(0) = 0. Since |Cj | ≤ Chd for j = 2, . . . , d, we deduce
that
|m(t)−m(0)| ≤ Chd+2 ∀t ∈ [0, h].
4. It remains to show that∣∣∣∣∣
∫
ωxh
detD2q(x)dx−m(0)
∣∣∣∣∣ ≤ Chd+2.
By the consistency for quadratics given in Lemma 3.21, we have m(0) =∫
ωxh
detD2p(x)dx. Therefore, it is sufficient to show that∣∣∣∣∣
∫
ωxh
(
detD2q(x) − detD2p(x)) dx
∣∣∣∣∣ ≤ Chd+2.
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A Taylor expansion of detD2q = detD2(p+ hr) reveals that∣∣detD2q(x)− detD2p(x)− h cofD2p(x) : D2r(x)∣∣ ≤ Ch2.
where the constant C depends on D2p and D3r. This implies that∣∣∣∣∣
∫
ωxh
(
detD2q(x) − detD2p(x)) dx
∣∣∣∣∣
≤ h
∣∣∣∣∣
∫
ωxh
cofD2p(x) : D2r(x)dx
∣∣∣∣∣ + Ch2|ωxh |.
Noting that cofD2p : D2r is an odd function and ωxh is symmetric respect
to the origin, we obtain∫
ωxh
cofD2p(x) : D2r(x)dx = 0
and ∣∣∣∣∣
∫
ωxh
(
detD2q(x) − detD2p(x)) dx
∣∣∣∣∣ ≤ Chd+2.
This completes the proof.
Now for any function w that can be approximated locally by a quadratic
polynomial such that w(x) = p(x) +O(h2+α) in BRh(xh) or by a cubic polyno-
mial such that w(x) = q(x)+O(h3+α) in BRh(xh), we show that the consistency
error of the Oliker-Prussner method is of order O(hα) and O(h1+α), respectively.
Proposition 3.25 (interior consistency). Let Ωh be a translation invariant set
of nodes, and xh ∈ Ωh be such that dist(xh, ∂Ωh) ≥ Rh with R = Λλd. If
w ∈ C2+k,α(BRh), with k ∈ {0, 1}, and α ∈ (0, 1]) is a convex function with
λI ≤ D2w ≤ ΛI, then we have∣∣∣∣∣|∂Nhw(xh)| −
∫
ωxh
detD2w(x)dx
∣∣∣∣∣ ≤ Chk+α|w|C2+k,α(BRh)|ωxh |,
where C = C(d, λ,Λ).
Proof. We divide the proof into two cases k = 0 and k = 1.
1. Case k = 0: We only need to show the inequality
|∂Nhw(xh)| ≤
∫
ωxh
detD2w(x)dx+ Chα|w|C2,α(BRh)|ωxh |,
because the reverse inequality can be derived similarly. Since w ∈ C2,α(BRh),
we estimate w by a quadratic polynomial p so that
w(x) ≤ p(x) ∀x ∈ BRh(xh),
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where p(xh) = w(xh), ∇p(xh) = ∇w(xh) and
D2p = D2w(xh) + Ch
α|w|C2,α(BRh)I
for a fixed, and sufficiently large, constant C. Let ph = Nhp, and note
that
|∂Nhw(xh)| ≤ |∂ph(xh)|.
It remains to show that
|∂ph(xh)| ≤
∫
ωxh
detD2w(x)dx+ Chα|w|C2,α(BRh)|ωxh |.
Since (λ+ Chα)I ≤ D2p ≤ (Λ + Chα)I and
Λ + Chα
λ+ Chα
≤ Λ
λ
because Λ ≥ λ,
invoking the consistency of Lemma 3.21 we obtain
|∂ph(xh)| =
∫
ωxh
detD2p(x)dx
provided that dist(xh, ∂Ωh) ≥ Rh. Recalling that w ∈ C2,α(BRh), we
can write D2p = D2w(x) + E(x) for all x ∈ BRh, where |E(x)| ≤
Chα|w|C2,α(BRh). A Taylor expansion yields
|∂ph(xh)| ≤
∫
ωxh
detD2w(x)dx+ Chα|w|C2,α(BRh)|ωxh |.
2. Case k = 1: If w ∈ C3,α(BRh), we approximate w by a cubic polynomial
q so that
w(x) ≤ q(x) ∀x ∈ BRh(xh),
where q(xh) = w(xh), ∇q(xh) = ∇w(xh),
D2q(xh) = D
2w(xh) + Ch
1+α|w|C3,α(BRh),
and D3q = D3w(xh) with universal constant C. The rest of the proof is
similar to the previous case.
Combing both cases, we conclude the proof of the estimate.
3.4 Pointwise error estimate
We are now ready to show a pointwise error estimate for the method (3.8) under
suitable regularity assumptions on the solution u. We aim to apply the stability
of the numerical scheme shown in Proposition 3.13 to derive a lower bound of
the difference vh − uh, for a suitable convex piecewise linear function vh.
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Assume that the convex solution u of the Monge-Ampe`re equation (1.1) is
Ck,α near the boundary of the domain Ω where k ∈ {2, 3} and α ∈ (0, 1]. We
first extend the solution to a larger convex domain
Ω4Rh = {x ∈ Rd, dist(x,Ω) ≤ 4Rh}
such that, for sufficiently small h, the extended function, which we still denote
as u, remains Ck,α-continuous in the extended region and satisfies
λ
2
I ≤ D2u(x) ≤ 2ΛI for any x ∈ Ω4Rh. (3.26)
Next, we extend the translation invariant interior nodal set Ωh to the extended
domain Ω4Rh and, by an abuse of notation, we still denote the set as Ωh, that
is,
Ωh =

xh =
d∑
j=1
zje˜j : z
j ∈ Z

 ∩ Ω4Rh.
We construct the piecewise linear function vh = Γ(Nhu) by taking the convex
envelope of the nodal interpolation of the solution u on Ωh in the extended
domain and then restrict the piecewise linear function vh to the domain Ω.
Thus, this procedure yields a piecewise linear function vh defined on the domain
Ω.
We claim that the piecewise linear function vh satisfies the following two
conditions which are useful in the error estimate. First, the adjacent set size
estimate of Lemma 3.19 and the bound of D2u given in (3.26) imply that for any
interior node xh ∈ Ωh∩Ω, its adjacent set Axh(vh) is contained in the extended
domain Ω4Rh. Second, we notice that |vh(x) − u(x)| ≤ Ch2 on the boundary
∂Ω where the constant C depends on ‖u‖C2(Ω). This is simply due to the fact
that the diameter of any patch of a node z ∈ Ωh ∩ Ω is bounded by 4Rh and
interpolation theory of piecewise linear function.
Now we are ready to derive the main error estimate.
Theorem 3.27 (error estimate). Let u be the solution of the Monge-Ampe`re
equation (1.1), 0 ≤ λI ≤ D2u ≤ ΛI and u ∈ C2+k,α(Ω¯) with k ∈ {0, 1} and
α ∈ (0, 1]. Let Ωh be a translation invariant nodal set satisfying (3.1), and
let uh be the solution of discrete Monge-Ampe`re equation (3.8) defined on Ωh.
Then we have
‖u− uh‖L∞(Ω) ≤ Chk+α,
where the constant C depends only on ‖u‖C2+k,α(Ω), λ, Λ, diam(Ω), and space
dimension d.
Proof. Let vh be the interpolation of the extension of the solution u defined
above. Since |vh− uh| ≤ Ch2 on the boundary ∂Ω, we have vh+Ch2 ≥ uh. By
the stability of the numerical solution, Lemma (3.13), we obtain
sup
Ωh
(vh + Ch
2 − uh)− ≤ C

 ∑
xi∈C−h (vh−uh)
(|∂vh(xi)|1/d − |∂uh(xi)|1/d)d


1/d
.
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Invoking the consistency error estimate, Proposition 3.25, we immediately ob-
tain
sup
Ωh
(vh + Ch
2 − uh)− ≤ Chk+α.
By a simple algebraic manipulation, the estimate yields a lower bound for the
error vh − uh ≥ −Ch2 − Chk+α. Similarly, an estimate for the upper bound
follows by considering the function uh + Ch
2 − vh. Combining both estimates,
we get the desired result.
3.5 W 2,p error estimate
The results and arguments of the previous section have recently been extended
to the derivation of W 2,p error estimates of the Oliker-Prussner scheme [87].
Here, the discrete W 2,p norm is taken to be the sum of weighted second-order
differences:
‖v‖W 2,p
f
=
( ∑
xh∈Ωh
fxh |∆ev(xh)|p
)1/p
.
The starting point is a simple observation that the contact set of a nodal
function contains information of its second order difference. In particular, if uh
is the solution to (3.8) and vh is some approximation to u, then we can define
the perturbed error
wǫh = vh − (1− ǫ)uh (3.28)
with parameter ǫ ∈ (0, 1). Now, by using the identity ∆ewǫh(xh) ≥ ∆eΓwǫh(xh) ≥
0 for xh ∈ C−h (wǫh), we have, after some algebraic manipulations,
∆e(uh − vh)(xh) ≤ ǫ
1− ǫ∆evh(xh) ∀xh ∈ C
−
h (w
ǫ
h).
The right-hand side of this expression is uniformly bounded for appropriate vh if
u is sufficiently smooth, and therefore we find that the error ∆e(uh− vh)(xh) is
controlled on the contact set C−h (w
ǫ
h). However, noting that w
ǫ
h is not necessary
convex, we must estimate ∆e(uh − vh)(xh) on the complement set
Eǫ := Ωh\C−h (wǫh). (3.29)
This is done by estimating its cardinality in terms of the consistency of the
method.
Lemma 3.30 (size of complement set). Let uh and vh be convex nodal functions
with uh = vh on ∂Ωh and uh ≤ vh on Ωh. Set
|∂uh(xh)| = fxh and |∂vh(xh)| = gxh xh ∈ Ωh.
Then there exists a constant C > 0 depending only on f such that∑
xh∈Eǫ
fxh ≤ C
(1 − ǫ)
ǫ
‖f1/d − g1/d‖ℓd(C−
h
(wǫ
h
)),
where wǫh and E
ǫ are defined by (3.28) and (3.29), respectively.
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The last ingredient to developW 2,p estimates is a simple result of the discrete
L1 norm of a nodal function in terms of its level sets. Roughly speaking this
result gives a relation between Riemann and Lebesgue sums; see [87, Lemma
5.1]
Lemma 3.31. Let sh be a nodal function with |sh(xh)| ≤ M for some M > 0.
Then, for any σ > 0,
∑
xh∈Ωh
fxh |sh(xh)| ≤ σ
M∑
k=0
∑
xh∈Ak
fxh ,
where
Ak = {xh ∈ Ωh : |sh(xh)| ≥ kσ}.
Theorem 3.32 (W 2,p error estimate). Suppose that the conditions of Theorem
3.32 are satisfied with k + α = 2. Then there holds
‖u− uh‖W 2,p
f
≤
{
Ch1/p p ∈ (d,∞)
C| log h|1/dh1/d p ∈ (1, d].
We now give a sketch of the main ideas to prove Theorem 3.32 and refer
the reader to [87] for details. To communicate the main ideas, we make the
simplifying assumption that the consistency estimate in Proposition 3.25 holds
up to the boundary. We also assume homogeneous boundary conditions, i.e.,
g = 0 in (1.1b). These assumptions, which do not hold in general, allow us to
derive better rates of convergence than those stated in Theorem 3.32.
As a first step we set vh = (1 − Ch2)1/dNhu, where C > 0 is sufficiently
large such that (cf. Proposition 3.25)
gxh = |∂vh(xh)| = (1− Ch2)|∂Nhu(xh)| ≤ fxh .
Therefore by the comparison principle in Corollary 3.16, we have vh ≥ uh on
Ωh. We also have |fxh − gxh | ≤ Ch2+d.
To deduce the estimate, it suffices bound∑
xh∈Ωh
fxh
(
∆e(uh − vh)(xh)
)+
.
Bounding the negative part of the error can be obtained by similar arguments.
For parameter ǫk with ǫk/(1− ǫk) = Ck1/ph2, we define
Ak =
{
xh ∈ Ωh : ∆e(uh − vh)(xh) ≥ ǫk
1− ǫk∆evh(xh)
}
,
and note that Ak ⊂ Eǫk . Let sh(xh) =
∣∣∣(∆e(uh − vh))+∣∣∣p, and note that
|sh(xh)| ≤ Ch−2p because uh and vh are bounded. Applying Lemma 3.31, with
σ = Ch2p, we have
∑
xh∈Ωh
fxh
∣∣∣(∆e(uh − vh)(xh))+∣∣∣p ≤ Ch2p

1 + Ch
−2p∑
k=1
∑
xh∈Ak
fxh

 .
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On the other had, using Lemma 3.30 and the consistency of the scheme yields,
for h sufficiently small,
∑
xh∈Ak
fxh ≤
∑
xh∈Eǫk
fxh ≤ C
1− ǫk
ǫk
‖f1/d − g1/d‖ℓd(C−
h
(w
ǫk
h
))
≤ Ch2 1− ǫk
ǫk
= Ck−1/p.
Thus, we find that
∑
xh∈Ωh
fxh
∣∣∣(∆e(uh − vh)(xh))+∣∣∣p ≤ Ch2p

1 + Ch
−2p∑
k=1
1
k1/p


≤ C
{
h2| log h| if p = 1,
h2 if p > 1.
In certain settings, Theorems 3.27 and 3.32 immediately give us W 1,p error
estimates as well. To make this precise, we assume that the basis {e˜j}dj=1 =
{ej}dj=1 defined in (3.1) is the canonical one. We then define the backward
difference operator
D−e v(xh) =
v(xh)− v(xh − eh)
h
,
and the discrete norms/semi-norms, for p ∈ (1,∞),
‖v‖Lp
h
(Ωh) =
(
hd
∑
xh∈Ωh
|v(xh)|p
)1/p
,
‖v‖W 1,p
h
(Ωh)
=

‖v‖p
Lp
h
(Ωh)
+ hd
d∑
j=1
‖D−ejv‖pLp
h
(Ωh)


1/p
,
‖v‖W 2,p
h
(Ωh)
=

‖v‖pW 1,p
h
(Ωh)
+ hd
d∑
j=1
(‖∆ejv‖pLp
h
(Ωh)
+
d∑
i=1
j 6=i
‖D−eiD−ejv‖pLp
h
(Ωh)
)


1/p
.
We then have [68, Lemmas 2.60–2.61]
‖v‖W 1,p
h
(Ωh)
≤ C‖v‖1/2
Lp
h
(Ωh)
‖v‖1/2
W 2,p
h
(Ωh)
.
Therefore noting that ‖v‖Lp
h
(Ωh) ≤ C‖v‖L∞(Ω), and,
D−eiD
−
ej
v(x) =
1
2
(
∆eiv(x − hei) + ∆ejv(x − hej)−∆e˜i,jv(x − h(ei + ej))
)
with e˜i,j = ei − ej , we have the following, by Theorems 3.27 and 3.32.
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Corollary 3.33. Suppose that the conditions in 3.27 are satisfied with k+α = 2,
and assume that f ≥ f0 > 0 in Ω. Then there holds
‖u− uh‖W 1,p
h
(Ωh)
≤
{
Ch1+
1
2p p ∈ (d,∞),
C| log h| 12dh1+ 12d p ∈ (1, d].
Remark 3.34 (extensions). In this section we showed that the stability estimate
given in Proposition 3.13 provides a powerful tool to develop error estimates
for the Monge-Ampe`re equation, as it allows us to derive L∞ and W 2p error
estimates when the solution enjoys regularity u ∈ C2+k,α(Ω¯). Thanks to this
stability estimate, it also possible to extend these estimates if the solution is
of lower regularity and/or degenerate. The key observation is that the stability
estimate measures the consistency error in the ℓd-norm. If the solution is rough
in a region of small measure and smooth elsewhere, so that the consistency error
is small in ℓd-norm, then by the stability estimate, we may still derive a rate of
convergence for the low regularity case. This is explored in [92, Theorem 6.3]
to prove a rate of convergence for solutions in C1,1(Ω), but not in C2(Ω).
4 Finite Element Methods
It will be found that most classical mathematical
approximation procedures as well as the various
direct approximations used in engineering fall into
this category. It is thus difficult to determine the
origins of the finite element method and the precise
moment of its invention.
O. Zienkewicz [113]
In this section, we summarize recent developments of finite element methods
for the Monge-Ampe`re problem with Dirichlet boundary conditions (1.1). For
simplicity, throughout this section, we assume that boundary conditions in (1.1)
are homogeneous, i.e., g = 0. The extension to non-homogenous boundary
conditions is straightforward.
The main difficulty to construct (and analyze) finite element schemes for
fully nonlinear problems is that the PDEs are non-variational. Recall that a
finite element method is typically derived by
(i) multiplying the PDE by a test function;
(ii) integrating the resulting product over the domain;
(iii) performing integration by parts to arrive at a variational formulation;
(iv) posing the variational formulation on a finite dimensional space, usually
consisting of piecewise polynomials.
Note that the third step usually requires some structure conditions of the PDE,
e.g., that the PDE is in divergence-form, which is not present for fully nonlin-
ear problems. Another obvious difficult to construct convergent finite element
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schemes is that the notion of viscosity solutions, given in Definition 1.12, and
Alexandrov solutions, as in Definition 1.21 for the Monge-Ampe`re equation are
non-variational, and it is unclear how this solution concept can be adopted
within a finite element framework.
We must remark, however, that the Monge-Ampe`re operator (1.1a) does pos-
sess a divergence-form. Using well-known algebraic identities and the divergence-
free property of cofactor matrices, there holds detD2u = 1d∇ ·
(
cofD2u∇u).
Note however that variational formulations based on this identity would still in-
volve second-order derivatives, and therefore, at this time, it is unclear whether
numerical methods based on this approach are advantageous.
Nonetheless, assuming some regularity of the solution, well-defined finite
element methods can be formulated and analyzed for fully nonlinear PDEs. One
approach is to omit the third step of the four–step process described above. For
example, multiplying the Monge-Ampe`re equation (1.1a) by a function v and
integrating over Ω yields the identity∫
Ω
(
f − detD2u)vdx = 0. (4.1)
A simple calculation involving Ho¨lder’s inequality and Sobolev embeddings show
that expression (4.1) is well-defined provided u, v ∈ W 2,d(Ω). Finite element
methods can then be constructed based on the identity (4.1). Namely, an obvi-
ous finite element method based on the identity (4.1) seeks uh ∈ Vh satisfying∫
Ω
(
f − detD2uh
)
vhdx = 0 ∀vh ∈ Xh, (4.2)
where Xh is a finite dimensional space consisting of piecewise polynomials with
respect to a partition of Ω that vanish on the boundary. While this method
may be convergent (cf. [19, 84, 6, 3, 33, 10]), the appearance of global second-
order derivatives in the method necessitates the use of C1 finite element spaces
which can be arduous to implement and are not found in most finite element
software packages. In addition, C1 finite element generally require high-degree
polynomial bases, resulting in a relatively large algebraic system.
Because of the many disadvantages of the finite element method (4.2) sev-
eral finite element methods with simpler spaces have been developed. These
include C0 penalty methods, discontinuous Galerkin (DG) methods, mixed fi-
nite element methods, and methods based on high-order regularizations. We
now discuss these methods in the subsequent sections.
4.1 Continuous finite element methods
Here we summarize finite element methods presented in [22, 23, 82] for the
Monge-Ampe`re equation which employ spaces consisting of continuous, piece-
wise polynomials, i.e., the Lagrange finite element space. These are arguably
the simplest finite element spaces and are available on virtually all finite element
software programs and libraries. In addition, we provide a slightly new and im-
proved convergence analysis based on recent results for finite element methods
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for linear non-divergence form PDEs [43]. To describe these methods and their
accompanying analysis, we require some notation.
As before, we assume that Ω ⊂ Rd (d = 2, 3) is a bounded, convex domain.
Let Th denote a shape-regular and simplicial triangulation of Ω. We denote the
sets of interior and boundary (d − 1)–dimensional faces of Th by FIh and FBh ,
restrictively. The jump of a vector valued function v across an interior face
F = ∂T+ ∩ ∂T− ∈ FIh is given by
[[v]] =
1
2
(
v+ ⊗ n+ + n+ ⊗ v+ + v− ⊗ n− + n− ⊗ v−
)
, (4.3)
where n± is the outward unit normal of ∂T±, and v± = v|T± . We also define
the average of B (a scalar, vector, or matrix-valued function) across F as
{{
B
}}
=
1
2
(
B+ +B−
)
. (4.4)
If F = ∂T+ ∩ ∂Ω ∈ FBh , then we define
[[v]] =
1
2
(
v+ ⊗ n+ + n+ ⊗ v+
)
,
{{
B
}}
= B+. (4.5)
For an integer r ≥ 2, the Lagrange finite element space with homogeneous
boundary conditions is given by
Vh =
{
vh ∈W 1,∞0 (Ω) : vh|T ∈ Pr(T ) ∀T ∈ Th
}
,
where Pr(T ) is the space of polynomials with degree less than or equal to r with
domain T . In addition, for a number p ∈ (1,∞) and integer m, we define
Wm,p(Th) =
∏
T∈Th
Wm,p(T ), Vp =W
1,p
0 (Ω) ∩W 2,p(Th),
and note that Vh ⊂ Vp for all p ∈ (1,∞). We also set Hm(Th) =Wm,2(Th).
Because of the non-inclusion Vh 6⊂ W 2,d(Ω), the finite element formulation
(4.2) is not well-defined if Xh is taken to be the Lagrange finite element space.
A na¨ıve approach to bypass this issue is to redefine this formulation so that
integration is done piecewise over the mesh, i.e., to consider
∑
T∈Th
∫
T
(
f − detD2uh
)
vhdx ∀vh ∈ Vh. (4.6)
While this method is well-defined (i.e., all quantities are defined and bounded),
it is easy to see that the scheme is ill-posed. For example, if wh ∈ Vh is strictly
piecewise linear, then detD2wh = 0 on each T ∈ Th, and consequently, unique-
ness (and stability) is dramatically lost.
The arguments given in [22] offer an alternative explanation on why the
formulation (4.6) leads to an ill-posed problem. Namely, the main point in
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F(u) = 0
discretize−→ Fh(uh) = 0ylinearize ylinearize
L(w) = 0
discretize−→ Lh(wh) = 0
Figure 7: A commuting diagram connecting the nonlinear problems and their
discretizations.
[22] is that the linearization of the discrete problem (4.6) is not consistent with
respect to the linearization of the continuous problem (1.1a). Instead, to ensure
consistency and stability, finite element methods for the Monge-Ampe`re problem
should be designed such that the discrete linearization at the solution u is a
coercive operator over the finite element space. We now explain how to construct
methods with stable linearizations. To do so, we first assume that the exact
solution to the Monge-Ampe`re equation satisfies u ∈ Ck,α(Ω¯) with k + α > 2
and is strictly convex.
Define
F[u] = f − detD2u
to be the Monge-Ampe`re operator, and let L be the linearization of F at the
solution u, i.e.,
Lw = lim
t→0
F[u+ tw]− F[u]
t
= − cofD2u : D2w, (4.7)
where cofD2u denotes the cofactor matrix of D2u, and ‘:’ denotes the Frobenius
inner product. The assumptions on u imply that matrix cofD2u is positive
definite on Ω¯ and uniformly continuous.
A consistent discretization of linear operators in non-divergence form (such
as L) was introduced in [43]. In the case that the linear problem is given by
(4.7), the discretization is given by Lh : Vp → V ′h with
〈
Lhv, wh
〉
= −
∑
T∈Th
∫
T
(
cofD2u : D2v
)
whdx
+
∑
F∈FI
h
∫
F
{{
cofD2u
}}
: [[∇v]]whds,
(4.8)
where
〈·, ·〉 denotes the dual pairing between some Banach space and its dual.
The operator Lh is clearly consistent with L: If v ∈ W 2,p(Ω) ∩W 1,p0 (Ω), then〈
Lhv, wh
〉
=
〈
Lv,wh
〉
for all wh ∈ Vh. In addition, the discrete operator is
stable as the next lemma shows. We refer the reader to [43] for a proof.
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Lemma 4.9 (stability). Define the discrete W 2,p-norm
‖v‖p
W 2,p
h
(Ω)
:= ‖D2hv‖pLp(Ω) +
∑
F∈FI
h
h1−pF
∥∥ [[∇v]] ∥∥p
Lp(F )
1 < p <∞,
‖v‖W 2,∞
h
(Ω) := ‖D2hv‖L∞(Ω) + max
F∈FI
h
h−1F
∥∥ [[∇v]] ‖L∞(F ),
where D2hv is the piecewise Hessian of v. Assume that u ∈ C2(Ω¯) and is strictly
convex over Ω¯. Then there exists h0 > 0 depending on the modulus of continuity
of D2u, such that for h ∈ (0, h0], there holds the following inf-sup condition
(2 ≤ p <∞)
‖wh‖W 2,p
h
(Ω) ≤ C‖Lhwh‖Lph(Ω) := sup
vh∈Vh\{0}
〈
Lhwh, vh
〉
‖vh‖Lp′(Ω)
∀wh ∈ Vh,
where 1/p+ 1/p′ = 1
Based on the definition of Lh and the stability results stated in Lemma 4.9 we
can develop a consistent discretization for the Monge-Ampe`re problem as well as
a convergence theory. Essentially, its construction is based on the observations
that the expressions
∫
T
(
cof D2u : D2v
)
whdx and
∫
F
{{
cofD2u
}}
: [[∇v]]wh ds
are the linearizations of
∫
T
(
f − detD2v)wh and ∫F{{cofD2v}} : [[∇v]]whds,
respectively, about the solution u. With this in mind, we define the discrete
operator Fh : V → V ′h via
〈
Fh[v], w
〉
=
∑
T∈Th
∫
T
(
f − detD2v)whdx+ ∑
F∈FI
h
∫
F
{{
cofD2v
}}
: [[∇v]]whds,
and consider the finite element method: Find uh ∈ Vh such that〈
Fh[uh], vh
〉
= 0 ∀vh ∈ Vh. (4.10)
We immediately see that method (4.10) is consistent: There holds [[∇u] |F = 0
over all interior faces F , and therefore
〈
Fh[u], vh
〉
= 0 for all vh ∈ Vh. Further-
more, the proceeding discussion implies that Lh is the linearization of Fh:
Lhw = lim
t→0
Fh[u+ tw]− Fh[u]
t
in V ′h.
In summary the diagram given in Figure 7 commutes. We now show that this
property (along with the regularity and convexity assumptions of u) implies that
there exists a locally unique solution to (4.10) with optimal rates of convergence.
As a first step, we first point out that Lemma 4.9 implies that Lh
∣∣
Vh
is
bijective. Therefore, the mapping Mh : Vp → Vh given by
Mh =
(
Lh
∣∣
Vh
)−1(
Lh − Fh
)
(4.11)
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is well defined. The existence of a solution to the finite element method (4.10)
is proven by showing thatMh has a fixed point in a ball centered at uc,h, where
uc,h is the elliptic projection of u given by
uc,h :=
(
Lh
∣∣
Vh
)−1
Lhu. (4.12)
The basis of this argument is provided in the next lemma.
Lemma 4.13 (Mh is Lipschitz). Assume that the convex solution of the Monge-
Ampe`re equation satisfies u ∈ Ck,α(Ω¯) with k+α > 2. Then there holds, for all
p ∈ [2,∞) and all v1, v2 ∈ Vp,
‖Mhv1 −Mhv2‖W 2,p
h
(Ω) ≤ C1
∥∥u− 1
2
(v1 + v2)‖W 2,∞
h
(Ω)‖v1 − v2‖W 2,p
h
(Ω),
where C1 > 0 depends on p and u, but is independent of h.
Proof. We give the proof of the two-dimensional case d = 2; the arguments in
three dimensions are similar and can be found in [23].
We first use Taylor’s Theorem and the fact that Fh is quadratic in two
dimensions, to get
Fh[v] = Fh[u] + Lh(v − u) +Rh[v − u] = Lh(v − u) +Rh[v − u],
where Rh : V → V ′h is quadratic in its arguments and independent of u.
Using this expansion into the mapping Mh yields
Mh[v1]−Mh[v2] =
(
Lh
∣∣
Vh
)−1(
Lhv1 − Lhv2 −
(
Fh[v1]− Fh[v2]
)
(4.14)
=
(
Lh
∣∣
Vh
)−1(
Rh[v2 − u]−Rh[v1 − u]
)
.
Since Rh is quadratic there holds
Rh[v2 − u]−Rh[v1 − u] =
∫ 1
0
DRh[t(v2 − u) + (1− t)(v1 − u)](v2 − v1)dt
= DRh(
1
2
(v2 + v1)− u)(v2 − v1),
where byDRh we denoted the derivative ofRh. Therefore, by (4.14) and Lemma
4.9 we have
‖Mhv1 −Mhv2‖W 2,p
h
(Ω) ≤ C
∥∥∥∥DRh
(
1
2
(v2 + v1)− u
)
(v2 − v1)
∥∥∥∥
Lp
h
(Ω)
.
Several applications of Ho¨lder’s inequality yields (cf. [82, Lemma 4.2])
‖DRh(w)(q)‖Lp
h
(Ω) ≤ C‖w‖W 2,∞
h
(Ω)‖q‖W 2,p
h
(Ω),
and therefore
‖Mhv1 −Mhv2‖W 2,p
h
(Ω) ≤ C
∥∥1
2
(v1 + v2)− u‖W 2,∞
h
(Ω)‖v1 − v2‖W 2,p
h
(Ω).
84
Lemma 4.15 (contraction). Assume that the hypotheses of Lemma 4.13 are
satisfied. For fixed ρ > 0 and p ∈ [2,∞), define the closed ball
Bρ,p =
{
vh ∈ Vh : ‖uc,h − vh‖W 2,p
h
(Ω) ≤ ρ
}
,
where uc,h ∈ Vh is defined by (4.12). Then, for all v1, v2 ∈ Bρ,p, there holds
‖Mhv1 −Mhv2‖W 2,p
h
(Ω) ≤ C2h−d/p
(
hℓ+α + ρ
)‖v1 − v2‖W 2,p
h
(Ω),
where ℓ = min{r − 2, k − 2}.
Proof. First, the smoothness assumptions on u allows us to conclude that the
elliptic projection uc,h satisfies [43, Theorem 3.2]
‖u− uc,h‖W 2,p
h
(Ω) ≤ C3hℓ+α p ∈ [2,∞), (4.16)
where C3 > 0 depends on p and ‖u‖Ck,α(Ω¯). Consequently, there holds by an
inverse estimate, for any wh ∈ Vh,
‖u− uc,h‖W 2,∞
h
(Ω) ≤ ‖u− wh‖W 2,∞
h
(Ω) + Ch
−d/p‖uc,h − wh‖W 2,p
h
(Ω)
≤ ‖u− wh‖W 2,∞
h
(Ω) + Ch
−d/p(‖u− uc,h‖W 2,p
h
(Ω) + ‖u− wh‖W 2,p
h
(Ω)
)
.
Taking wh to be the nodal interpolant of u yields
‖u− uc,h‖W 2,∞
h
(Ω) ≤ C4hℓ+α−d/p. (4.17)
Applying this result to Lemma 4.13 and using an inverse estimate, we obtain
‖Mhv1 −Mhv2‖W 2,p
h
(Ω)
≤ C
(
‖u− uc,h‖W 2,∞
h
(Ω) + h
−d/p‖uc,h − 1
2
(v1 + v2)‖W 2,p
h
(Ω)
)
‖v1 − v2‖W 2,p
h
(Ω)
≤ Ch−d/p(hℓ+α + ρ)‖v1 − v2‖W 2,p
h
(Ω)
for all v1, v2 ∈ Bρ,p.
Theorem 4.18 (error estimate). Assume that u ∈ Ck,α(Ω¯) with k+α > 2 and
is strictly convex. Set ℓ = min{r − 2, k − 2}. There exists h1 > 0 such that for
h ≤ h1, there exists a solution to (4.10) satisfying
‖u− uh‖W 2,p
h
(Ω) ≤ Chℓ+α. (4.19)
Moreover, if u˜h is another solution to (4.10) then there holds ‖u− u˜h‖W 2,∞
h
(Ω) ≥
C, with the constant C > 0 independent of h.
Proof. Fix p ∈ [2,∞) such that ℓ+ α− d/p > 0, and let
h1 = min{1/(4C2), 1/(2C1C2C3C4)}1/(α+ℓ−d/p).
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Then, for h ≤ min{h0, h1}, where h0 was defined in Lemma 4.9, set ρ1 =
hℓ+α/(4C2). Lemma 4.15 then shows that, for v1, v2 ∈ Bρ1,p,
‖Mhv1 −Mhv2‖W 2,p
h
(Ω) ≤ C2
(
hℓ+α−d/p + h−d/pρ1
)‖v1 − v2‖W 2,p
h
(Ω)
≤ 2C2hα+ℓ−d/p1 ‖v1 − v2‖W 2,p
h
(Ω) ≤
1
2
‖v1 − v2‖W 2,p
h
(Ω),
and therefore Mh
∣∣
Vh
is a contraction mapping on Bρ1,p. Likewise, we can use
Lemma 4.13 and the fact that uc,h =Mhu to get (cf. (4.16)–(4.17))
‖uc,h −Mhv‖W 2,p
h
(Ω) = ‖Mhu−Mhv‖W 2,p
h
(Ω)
≤ C1
2
‖u− uc,h‖W 2,∞
h
(Ω)‖u− uc,h‖W 2,p
h
(Ω)
≤ C1C3C4h
2α+2ℓ−d/p
2
≤ h
ℓ+α
4C2
= ρ1.
Therefore Mh maps Bρ1,p to itself. By Banach’s fixed point theorem, we con-
clude that Mh has a fixed point in Bρ1,p, and this fixed point is a solution to
(4.10). The error estimate for α − d/p > 0 (4.19) follows from the inclusion
uh ∈ Bρ1,p and the definition of ρ1. The other cases ℓ+α− d/p ≤ 0 then follow
from Ho¨lder’s inequality.
Finally, if u˜h ∈ Vh is another solution to (4.10), then there holdsMhu˜h = u˜h.
Therefore, by Lemma 4.13 we conclude that
‖u˜h − uh‖W 2,p
h
(Ω) = ‖Mhu˜h −Mhuh‖W 2,p
h
(Ω)
≤ C1
2
(‖u− uh‖W 2,∞
h
(Ω) + ‖u− u˜h‖W 2,∞
h
(Ω)
)‖uh − u˜h‖W 2,p
h
(Ω).
Now applying similar arguments as those found in Lemma 4.13, we conclude that
‖u− uh‖W 2,∞
h
(Ω) ≤ Chα−d/p → 0. Therefore, by dividing by ‖uh − u˜h‖W 2,p
h
(Ω),
we get C ≤ ‖u− u˜h‖W 2,∞
h
(Ω) for h sufficiently small.
Remark 4.20 (extensions). The proposed method and the conclusion of Theo-
rem 4.18 deserve the following comments:
• As mentioned earlier, the analysis given here slightly improves the results
given in [22, 82]. Namely, the paper [22] requires d = 2, r ≥ 3, and
u ∈ Hs(Ω) for s > 3 (implying that u ∈ C2,α(Ω¯) by a Sobolev embedding).
The paper [82] requires r ≥ 2 and regularity u ∈ W 3,∞(Ω) to carry out
the analysis.
• Discontinuous Galerkin methods have also been developed under this method-
ology in [82]. The analysis carried out in this section can be applied to
these methods using the recent results for non-divergence PDEs given in
[48].
• A two–grid method to solve the nonlinear method has recently been pro-
posed in [13].
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4.2 Mixed formulations
In this section we describe mixed finite element formulations for the Monge-
Ampe`re equation proposed in [74, 83, 12, 4, 9, 70]. Essentially, the main idea
in these approaches is to introduce the Hessian matrix of u as an additional
auxiliary unknown in the formulation of the Monge-Ampe`re problem, that is,
we write the PDE (1.1a) as
σ = D2u, detσ = f in Ω. (4.21)
As before, assuming regularity u ∈W 2,d(Ω) so that σ ∈ Ld(Ω), we can multiply
the second equation by a smooth test function and integrate over the domain:∫
Ω
(f − detσ)vdx = 0 (4.22)
for all v ∈ L∞(Ω).
The direct analogue of this formulation in the discrete setting requires C1
finite element spaces by the same reasons that the method described in Sec-
tion 4.1 does. In other words, to ensure that the discrete version of (4.22) is
well–defined, we require that the Hessian of the discrete approximation uh has
(global) second-order derivatives in Ld(Ω); if uh is a piecewise polynomial, then
this restriction implies that u ∈ C1(Ω). To relax this restriction on the finite el-
ement spaces, one can instead develop finite element methods that only employ
continuous (or discontinuous) bases based on this formulation by introducing
the notion of a discrete Hessian (also known as a finite element Hessian [74]).
The discrete Hessian is defined globally via an integration by parts procedure
rather than a piecewise fashion. This idea has been carried out for (linear)
Kirchhoff plates in [65], and its formulation is reminiscent of the construction
of local discontinuous Galerkin methods for second order problems [29, 1].
To motivate the definition of the discrete Hessian, we introduce the auxiliary
space
Σh = {τh ∈ L∞(Ω;Rd×d) : τh|T ∈ Pr(T ;Rd×d) ∀T ∈ Th},
and note the following integration by parts identity
∑
T∈Th
∫
T
D2w : τhdx = −
∑
T∈Th
∫
T
(∇ · τh) · ∇wdx
+
∑
T∈Th
∫
∂T
(τhnT ) · ∇wds,
(4.23)
for all w ∈ H2(Ω) and τh ∈ Σh. Here, nT is the outward unit normal of ∂T , and
the divergence acting on a matrix is performed row-wise. We may then write
the integral boundary terms in (4.23) using the jump and average operators. In
addition to (4.3)–(4.5), we define the jump of a matrix-valued function τ across
F = ∂T+ ∩ T− ∈ FIh as
[[τ ]] = τ+n+ + τ−n−,
87
and define [[τ ]] = τ+n+ if F = ∂T+ ∩ ∂Ω ∈ FBh . We then have∑
T∈Th
∫
∂T
(τhnT ) · ∇wds =
∑
F∈FI
h
∫
F
{{
τh
}}
: [[∇w]] ds+
∑
F∈Fh
∫
F
[[τh]] ·
{{∇w}}ds
=
∑
F∈Fh
∫
F
[[τh]] ·
{{∇w}}ds,
where we used that [[∇w]] |F = 0 for all F ∈ FIh due to the regularity w ∈ H2(Ω).
Combining this identity with (4.23), we arrive at
∑
T∈Th
∫
T
D2w : τhdx = −
∑
T∈Th
∫
T
(∇ · τh) · ∇wdx+
∑
F∈Fh
∫
F
[[τh]] ·
{{∇w}}ds.
This identity leads to the following definitions of the discrete Hessian.
Definition 4.24 (discontinuous discrete Hessian). The discontinuous discrete
Hessian is the operator Hh : H
1(Ω) ∩ H2(Th) → Σh uniquely defined by the
conditions∫
Ω
Hh(w) : τhdx = −
∑
T∈Th
∫
T
(∇ · τh) · ∇wdx+
∑
F∈Fh
∫
F
[[τh]] ·
{{∇w}}ds
for all τh ∈ Σh.
Remark 4.25 (characterization through liftings). Define the lifting operator
Θ : L2(FIh;R
d)→ Σh via∫
Ω
Θ(v) : τhdx = −
∑
F∈FI
h
∫
F
{{
τh
}}
: [[v]] ds ∀τh ∈ Σh.
Integrating by parts we obtain∑
T∈Th
∫
T
Hh(w) : τhdx =
∑
T∈Th
∫
T
D2w : τhdx−
∑
F∈FI
h
∫
F
{{
τh
}}
: [[∇w]] ds
=
∑
T∈Th
∫
T
(
D2w +Θ(∇w)) : τhdx.
Recalling that D2hw denotes the piecewise Hessian of w, and that Vh is the
(scalar) Lagrange space of degree r, we then have D2hVh ⊂ Σh, and therefore
Hh(wh) = D
2
hwh +Θ(∇wh) ∀wh ∈ Vh.
The notion of the discrete Hessian and the formal identities (4.21)–(4.22)
lead to the following scheme introduced in [83] : Find uh ∈ Vh such that∫
Ω
(
f − detHh(uh)
)
vhdx ∀vh ∈ Vh. (4.26)
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Remark 4.27 (mixed formulation). While (4.26) is written in primal form, the
problem is in fact a mixed finite element method. Introducing σh = Hh(uh) ∈
Σh, we see from the definition of the discrete Hessian that (4.26) is equivalent
to the system∫
Ω
σh : τhdx+
∫
Ω
(∇ · τh) · uhdx−
∑
F∈Fh
∫
F
[[τh]] ·
{{∇uh}}ds = 0, (4.28a)
∫
Ω
(
f − detσh
)
vhdx = 0, (4.28b)
for all (τh, vh) ∈ Σh × Vh. Note that the matrix representation of the form
(σh, τh) →
∫
Ω σh : τhdx is symmetric positive definite, and more importantly,
block-diagonal because Σh does not have any continuity constraints. As a re-
sult, the Schur complement (i.e., the primal method (4.26)) represents a sparse
algebraic system of equations.
Theorem 4.29 (error estimate). Assume that d = 2, and that (1.1) has a
unique strictly convex solution u ∈ Cr+3,α(Ω) with r ≥ 3 and α > 0. Then for
h sufficiently small, there exists a locally unique solution to the finite element
method (4.26). Moreover, there holds
‖u− uh‖H1(Ω) + h‖σ − σh‖L2(Ω) ≤ Chr. (4.30)
Proof. See [83, Theorem 4.2].
Remark 4.31 (regularity). The regularity assumptions on u in Theorem 4.29
can be relaxed using the stability analysis for linear non-divergence form PDES
found in [85]. There it is shown that, assuming u ∈ C2(Ω¯),
‖wh‖W 2,2
h
(Ω) ≤ C‖Lhwh‖L2h(Ω) ∀wh ∈ Vh,
with 〈
Lhwh, vh
〉
= −
∫
Ω
cofD2u : Hh(wh)vhdx.
By applying the same techniques found in the previous section, it is simple to
show that the solution to (4.26) satisfies ‖u − uh‖W 2,2
h
(Ω) ≤ Chℓ+α with ℓ =
min{r − 2, k − 2} provided that u ∈ Ck,α(Ω¯) with k + α > 3, r ≥ 3, and h is
sufficiently small.
To reduce the number of unknowns in the mixed system (4.28), continuity
constraints can be added in the matrix–valued space Σh. This is the idea of the
method proposed in [75]. There, the auxiliary space is defined as the matrix-
valued Lagrange space, i.e.,
Σch := Σh ∩H1(Ω;Rd×d) = {τh ∈ H1(Ω) : τh ∈ Pr(T ;Rd×d) ∀T ∈ Th}.
Restricting Definition 4.24 to Σch leads to the following notation of the discrete
Hessian.
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Definition 4.32 (continuous discrete Hessian). The continuous discrete Hes-
sian is the operator Hch : H
1(Ω) ∩H2(Th)→ Σch uniquely defined by the condi-
tions ∫
Ω
Hch(w) : τhdx = −
∫
Ω
(∇ · τh) · ∇wdx+
∫
∂Ω
(τhn) · ∇wds
for all τh ∈ Σch.
This definition leads to a finite element method proposed in [75] which similar
to (4.26), but with the continuous version of the discrete Hessian.
∫
Ω
(
f − detHch(uh)
)
vhdx = 0 ∀vh ∈ Vh. (4.33)
As before, we may set σh = H
c
h(uh) as an auxiliary variable, and deduce from
Definition 4.32 that (4.33) is equivalent to the mixed method∫
Ω
σh : τhdx+
∫
Ω
(∇ · τh) · ∇uhdx−
∫
∂Ω
(τhn) · ∇uhds = 0, (4.34a)∫
Ω
(
f − detσh
)
vhdx = 0, (4.34b)
for all (τh, vh) ∈ Σch×Vh Compared with the formulation using the discontinuous
discrete Hessian, the mixed problem (4.34) has significantly less unknowns than
(4.28) due to the continuity restrictions of Σch. On the other hand, the (mass)
matrix associated with the form (σh, τh)→
∫
Ω σh : τh is not block-diagonal, and
therefore the Schur complement of (4.34) (i.e., the algebraic system representing
the primal problem (4.33)) is dense.
Existence, (local) uniqueness, and error estimates for method (4.34) are
similar to the statements given in Theorem 4.29.
Theorem 4.35 (error estimates). Assume that d ∈ {2, 3}, and that (1.1) has a
unique strictly convex solution u ∈ Hr+3(Ω) with r ≥ d. Then for h sufficiently
small, there exists a locally unique solution to the finite element method (4.34).
Moreover, there holds
‖u− uh‖H1(Ω) + h‖σ − σh‖L2(Ω) ≤ Chr. (4.36)
Proof. See [12, Theorem 3.13] and [4, 9, Theorem 1].
Remark 4.37 (extension to optimal transport). The mixed finite element method
(4.34) has recently been extended to the optimal transport problem in [70].
Remark 4.38 (historical remark). Our presentation follows a reverse chrono-
logical order. The first Galerkin-type method based on the concept of discrete
Hessians was that of [75], where they used the continuous Hessian of Defini-
tion 4.32. The DG version was introduced later.
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4.3 Galerkin methods for singular solutions
The analysis of the Galerkin methods discussed thus far require relatively strin-
gent regularity conditions to carry out the analysis (e.g., u ∈ C2,α(Ω)). While
numerical experiments indicate that regularity assumptions can be relaxed some-
what, they also indicate that some regularity of the solution is required for the
methods to converge. For example, the numerical experiments in [22] indicate
that the C0 penalty method (4.10) does not converge if u 6∈ H2(Ω) in two dimen-
sions. In this section, we discuss various ways to modify the Galerkin methods
and the analysis such that the resulting numerical scheme is robust with respect
to the solution’s regularity.
The first approach, introduced in [45], regularizes the problem at the PDE
level by adding a higher-order perturbation, resulting in a fourth-order, quasi-
linear problem. The motivation of this approach is that solutions of the reg-
ularized problem are defined via variational principles, so that weak formula-
tions can be obtained via integration by parts, and therefore the resulting PDE
framework is amenable to Galerkin methods. Applying this methodology to the
Monge-Ampe`re problem results in
−ǫ∆2uǫ + detD2uǫ = f in Ω, (4.39a)
u = 0 on ∂Ω, (4.39b)
where ǫ > 0 and ∆2 = ∆∆ denotes the biharmonic operator. Note that, due to
the higher order of the PDE, the Dirichlet boundary condition is no longer suf-
ficient to close the system. In [45], the following additional boundary conditions
are proposed:
∆uǫ = 0, or
∂∆uǫ
∂n
= 0 on ∂Ω. (4.39c)
These conditions are chosen so that the resulting boundary layer is minimized;
see [45] for details. For the sake of illustration, we take the first boundary
condition in (4.39c) in the discussion below.
Since the problem (4.39) is quasi–linear and in divergence–form, the notion
of weak solutions is easily defined.
Definition 4.40 (weak solution). A function u ∈W 2,d(Ω)∩W 1,d0 (Ω) is a weak
solution to (4.39) provided that
−ǫ
∫
Ω
∆uǫ∆vdx+
∫
Ω
v detD2uǫdx =
∫
Ω
fvdx ∀v ∈W 2,d(Ω) ∩W 1,d0 (Ω).
(4.41)
The function u = limǫ↓0 uǫ, if it exists, is called a weak (resp., strong) moment
solution to the Monge-Ampe`re problem if convergence holds in a W 1,d-weak
(resp., W 2,d-weak) topology.
Remark 4.42 (relation to other solution concepts). Except in very simple set-
tings (e.g., radially symmetric solutions [47]), the existence of moment solutions
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and their relation with viscosity and Alexandrov solutions is an open problem.
Nonetheless, numerical experiments indicate that this methodology leads to ro-
bust numerical methods with respect to regularity of the solution of the Monge-
Ampe`re equation. For example, numerical methods applied to problem (4.39)
are able to capture viscosity/Alexandrov solutions that are merely Lipschitz con-
tinuous.
Constructing methods for the regularized problem (4.41) can be done by
applying any of the above Galerkin methods described above; one only needs to
tack on a consistent and stable discretization of the biharmonic operator to the
discrete formulation. For example, the simplest method, at least in theory, is
to restrict the variational formulation (4.41) onto a finite dimensional subspace
of W 2,d(Ω) ∩W 1,d0 (Ω). This results in the method to find uǫh ∈ Xh satisfying
ǫ
∫
Ω
∆uǫh∆vhdx+
∫
Ω
(
f − detD2uǫh
)
vh dx = 0 ∀vh ∈ Xh, (4.43)
withXh ⊂ C1(Ω)∩W 1,d0 (Ω). A convergence analysis of this discrete problem has
been done in [46]. There it is shown that, if there exists a moment solution with
sufficient regularity, then there exists a locally unique solution to the discrete
problem (4.43).
Analogously, combining the C0 finite element method (4.10) with the sym-
metric C0 interior penalty method for the biharmonic problem introduced in
[41, 25] results in the method: Find uǫh ∈ Vh satisfying
ǫ
∑
T∈Th
∫
T
∆uǫh∆vhdx
− ǫ
∑
F∈FI
h
∫
F
({{
∆uǫh
}}
(I : [[∇vh]]) +
{{
∆vh
}}
(I : [[∇uǫh]])
− σ
hF
[[∇uǫh]] : [[∇vh]]
)
ds+
∑
T∈Th
∫
T
(
f − detD2uǫh)vhdx
+
∑
F∈FI
h
∫
F
{{
cofD2uǫh
}}
: [[∇uǫh]] vhds = 0 (4.44)
for all vh ∈ Vh. Here, σ > 0 is a penalty parameter, and we recall that I denotes
the d× d identity matrix and Vh is the Lagrange finite element space of degree
r ≥ 2 with homogeneous Dirichlet boundary conditions. The method (4.44) can
be written succinctly as
ǫ〈Ahuǫh, vh〉+ 〈Fh[uǫh], vh〉 = 0 ∀vh ∈ Vh,
where the operator Fh is defined by (4.10), and Ah is a consistent discretization
of the biharmonic operator given by
〈
Ahw, vh
〉
=
∑
T∈Th
∫
T
∆w∆vhdx−
∑
F∈FI
h
∫
F
({{
∆w
}}
(Id : [[∇vh]])
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+
{{
∆vh
}}
(Id : [[∇wh]])− σ
hF
[[∇w]] : [[∇vh]]
)
ds.
Arguments given in [41, 25] show that there exists σ0 > 0, independent of h,
such that
〈
Ahvh, vh
〉 ≥ C‖vh‖2W 2,2
h
(Ω)
for all vh ∈ Vh provided that σ ≥ σ0.
Moreover, there holds ǫ
〈
Ahu
ǫ, vh
〉
+
〈
Fh[u
ǫ], vh
〉
= 0 for all vh ∈ Vh provided
that uǫ ∈ Hs(Ω) for some s > 5/2. Thus, the method (4.44) is consistent.
While a convergence analysis of the regularized PDE (4.39) and the dis-
cretization (4.44) is an open problem, we show, via numerical experiments in
the next section, that the method is able to capture non-smooth solutions for
the Monge-Ampe`re problem in a variety of settings. In addition, as shown in
[22], Newton’s method is robust for the regularized solution, which allows a
natural way to construct initial guesses for the (unregularized) problem (4.10).
4.3.1 Convergence of interior discretizations
Recent results given in [10, 11, 5, 8] argue that, in certain settings, standard
discretizations (both finite element and finite difference) for the Monge-Ampe`re
equation converge to the Alexandrov solution as the discretization parameter
tends to zero. Here, in this section, we summarize these results and the tech-
niques to obtain them.
As always, we assume that Ω is convex. More importantly, we assume also
that the Dirichlet boundary conditions can be extended to a function g˜ that is
convex on Ω. Note that the existence of g˜ is guaranteed if the domain is strictly
convex. However, due to our assumption that u|∂Ω = 0, we may simply take
g˜ ≡ 0 in our setting. We further assume that f ∈ C(Ω¯) with f ≥ C > 0 on
Ω. Let {fm}∞m=0 ⊂ C∞(Ω¯) be a sequence of approximations of f with fm → f
uniformly on Ω¯ and fm ≥ C > 0 for all m. We then consider the PDE problem
detD2um = fm in Ω, (4.45a)
um = 0 on ∂Ω. (4.45b)
Even though the source data of this problem is smooth, in general there does
not exist smooth solutions to (4.45) because Ω is not necessarily strictly con-
vex nor smooth, see Theorem 1.8. Nonetheless, there exists a unique (convex)
Alexandrov solution um ∈ C(Ω¯).
Let Ω˜ ⊂ Ω be a strict subdomain of Ω that is polyhedral and convex, and
let T˜h be a simplicial triangulation of Ω˜. Finally, we denote by X˜h a C
1(Ω˜)-
conforming finite element space consisting of piecewise polynomials with respect
to T˜h. We then consider the finite element method: Find u˜h ∈ X˜h satisfying
u˜m,h = um on ∂Ω˜ and∫
Ω˜
(
fm − detD2u˜m,h
)
vhdx = 0 ∀vh ∈ X˜h ∩W 1,d0 (Ω˜). (4.46)
This method is similar to (4.2), the differences being
(i) the problem is posed on Ω˜ instead of Ω;
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(ii) the source function has been regularized;
(iii) the homogeneous Dirichlet boundary conditions have been replaced by
u˜m,h|∂Ω˜ = um|∂Ω˜.
It is clear that method (4.46) is a discretization of the PDE problem
detD2u˜m = fm in Ω˜, (4.47a)
u˜m = um on ∂Ω˜, (4.47b)
which, similar to (4.45), has a unique Alexandrov solution and is generally non-
smooth. In fact, it is simple to see that, due to the inclusion Ω˜ ⊂ Ω and the
uniqueness of Alexandrov solutions, that u˜m = um on Ω˜.
Theorem 4.48 (interior convergence). There exists h0 > 0, which depends on
dist{∂Ω, ∂Ω˜}, such that for h ≤ h0, there exists a locally unique solution to
(4.46). In addition, as h→ 0, u˜m,h converges uniformly to u˜m (the solution to
(4.47)) on compact subsets of Ω˜.
Proof (sketch). The proof relies on a series of smooth approximations to problem
(4.47). Let {Ωs}∞s=0 be a sequence of strictly convex and smooth domains such
that Ωs ⊂ Ωs+1 ⊂ Ω for all s, and Ωs → Ω as s → ∞; see Figure 8. Consider
the problem
detD2ums = fm in Ωs,
ums = 0 on ∂Ωs.
Note that, because the data is regular, and since Ωs is uniformly convex with
smooth boundary, the solution to this problem is smooth. In particular, interior
Schauder estimates [55, Section 6.1] show that, for any D ⊂⊂ Ωs,
‖ums‖Cr+1(D) ≤ Cm,
where Cm > 0 depends on m, fm, D, and dist{D, ∂Ωs} ≤ dist{D, ∂Ω}. More-
over, results in [107] show that ums (up to subsequence) converges uniformly on
compact subsets of Ω as s→∞. Now, because ums is smooth, and because the
derivatives of ums are uniformly bounded on Ω˜ (with respect to s), arguments
similar those given in the previous section (see [19, 7]) show that, for h ≤ h0
with h0 sufficiently small, there exists a locally unique and convex solution to
the following discrete problem: Find u˜ms,h ∈ X˜h satisfying u˜ms,h|∂Ω˜ = ums|∂Ω˜
and ∫
Ω˜
(
fm − detD2u˜ms,h
)
vhdx = 0 ∀vh ∈ X˜h ∩W 1,d0 (Ω˜).
Furthermore, there holds ‖ums − u˜ms,h‖W 2,2(Ω˜) ≤ Chr−1 where C > 0 depends
on ‖ums‖Cr+1(Ω˜) but is independent of s. Because ‖ums‖Cr+1(Ω˜) is uniformly
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Ω˜Ωs
∂Ω
Figure 8: Pictorial description of the proof of Theorem 4.48. Here, Ω˜ ⊂ Ωs ⊂
Ωs+1 ⊂ Ω, where Ω is the physical domain, Ω˜ is the computational domain, and
{Ωs} are smooth and uniformly convex approximations to Ω.
bounded with respect to s, it follows from a Sobolev embedding theorem that
u˜ms,h is uniformly bounded. Thus, since ums,h is convex and uniformly bounded,
the sequence {u˜ms,h}s is locally uniformly equicontinuous, and thus has a point-
wise convergent subsequence. Standard arguments, along with ums → um on
∂Ω˜, then show that this limit is a solution to the discrete problem (4.46).
Remark 4.49 (interior convergence). Regarding Theorem 4.48 note that:
1. The ideas and techniques given in this section has been applied to standard
finite difference discretizations of the Monge-Ampe`re problem in [8].
2. While the results and techniques of Theorem 4.48 are interesting, it is not
immediately clear how to obtain the Dirichlet boundary condition u˜m,h =
um on ∂Ω˜ since um is not given data. One can alternatively use u˜m,h|∂Ω˜ =
0, but this condition is not consistent with problem (4.45). We also point
out that h0 depends on dist{∂Ω˜, ∂Ω}, and therefore Theorem 4.48 suggests
we cannot take Ω˜ to be arbitrarily close to Ω.
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5 Numerical Examples
The high point of this classical algorithmic age was
perhaps reached in the work of Leonhard Euler [...]
Innumerable numerical examples are dispersed in the
(so far) seventy volumes of his collected works,
showing that Euler always kept foremost in his mind
the immediate numerical use of his formulas and
algorithms.
P. Henrici [62]
In this section we perform some simple numerical examples to show the effi-
ciency and accuracy of some of the numerical schemes discussed in the previous
sections. We consider three different test problems, each reflecting different sce-
narios of regularity. These are computed using the wide-stencil finite difference
scheme (2.15), the analogous filtered scheme (2.26), Oliker-Prussner method
(3.8), the C0 finite element method (4.10), and its regularized version using the
vanishing moment methodology (4.44). We emphasize that these tests are not
meant to form comparisons, but rather to highlight their advantages in different
situations.
5.1 Example 1: smooth solution
In the first set of experiments, we take the data such that the Monge-Ampe`re
equation has a C∞(Ω) solution: Ω = (−1, 1)2,
f(x1, x2) = (1 + x
2
1 + x
2
2)e
x21+x
2
2 , u(x1, x2) = e
x21+x
2
2
2 . (5.1)
In this setting, the Galerkin methods discussed in Sections 4.1–4.2 are advanta-
geous due to their relative high order. We implement the the C0 finite element
method (4.10) and the Oliker-Prussner method (3.8) on a sequence of mesh
refinements and report the resulting errors in Figure 9. In agreement with The-
orem 4.19 (with ℓ = r− 2 and α = 1), the plots show optimal order convergence
in W 2,ph -norm with respect to the discretization parameter h for the Galerkin
methods. In terms of the degrees of freedom (DOFs), the errors scale like
‖u− uh‖W 2,p
h
(Ω) = O(DOFs
(1−r)/2).
The errors in L∞ converge with optimal order provided that the polynomial
degree is sufficiently high. Figure 9 shows that
‖u− uh‖L∞(Ω) = O(DOFs(−1−r)/2) r = 3, 4,
‖u− uh‖L∞(Ω) = O(DOFs−1) r = 2.
These rates are proven in [82]. For the Oliker-Prussner method and finite differ-
ence methods defined on translation invariant meshes, we define its W 2,p error
on the nodal set as
‖u− uh‖W 2,p
h
(Ωh)
=

hd ∑
xh∈Ωih,ej∈S
|∆ej (u − uh)(xh)|p


1/p
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where S is the 9-points stencil in two space dimensions and ∆ejv(xh) denotes
the centered second difference, defined in (2.12), of the function v at node xh in
the direction ej . We observe in Figure 9 that, for the Oliker-Prussner method,
‖u− uh‖W 2,p
h
(Ωh)
= O(DOFs−1) and ‖u− uh‖L∞(Ω) = O(DOFs−1)
These results on W 2,p error are consistent with the theorems proven in [87] and
Theorem 3.27.
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Figure 9: Example 1: Errors versus degrees of freedom for the C0 finite element
method (4.10) with polynomial degrees r = 2, 3, 4, and the Oliker-Prussner
method (3.8) applied to the smooth test problem (5.1).
5.2 Example 2: nonclassical solution
In this set of experiments, we again take Ω = (−1, 1)2, but choose the data such
that the resulting solution is not a classical one:
f(x1, x2) =
{
16, |x| ≤ 1/2,
64− 16|x|−1, |x| > 1/2.
u(x1, x2) =
{
2|x|2, |x| ≤ 1/2,
2(|x| − 1/2)2 + 2|x|2, |x| > 1/2.
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One easily finds that u 6∈ C1,1(Ω¯) \C2(Ω). We implement the C0 finite element
method (4.10), the wide-stencil finite difference scheme (2.15) with a stencil
size that consists of 33 grid points, and the Oliker-Prussner method (3.8). We
also compare the results with the filtered scheme (2.26) The errors, depicted in
Figure 10, show that all methods converge with similar rates, although the finite
element scheme and Oliker-Prussner method have smaller errors with similar
DOFs. While the rate of convergence in the L∞ norm is not obvious from the
tests, Figure 10 clearly shows that all three methods converge in theW 2,p-norms
with rates
‖u− uh‖H2
h
(Ω) = O(DOFs
−1/4), ‖u− uh‖W 2,1
h
(Ω) = O(DOFs
−1/2). (5.2)
We note that, for the finite element, these rates seem to be the same rates of
interpolation errors. Indeed, let TΓh denote the set of triangles in Th intersect
the circle |x| = 1/2. Likewise, we let FΓh denote the set of edges in FIh that
intersect Γ. Finally, we denote by Ihu the nodal interpolant of u.
Because u is smooth on both Ω∩ {x ∈ Ω : |x| < 1/2} and Ω∩ {x ∈ Ω : x >
1/2}, we have by standard interpolation estimates,
‖u− Ihu‖pW 2,p
h
(Ω)
≤ Chp(r−1) +
∑
T∈TΓ
h
‖D2(u− Ihu)‖pLp(T )
+
∑
F∈FΓ
h
h1−pF
∥∥ [[∇(u− Ihu)]] ∥∥pLp(F )
≤ C

hp(r−1) + ∑
T∈TΓ
h
(‖D2(u− Ihu)‖pLp(T ) + h−pT ‖∇(u− Ihu)‖pLp(T ))

 ,
where we used a standard trace inequality. Applying interpolation estimates
and Ho¨lder’s inequality, noting that u ∈W 2,∞(Ω), yields
‖u− Ihu‖pW 2,p
h
(Ω)
≤ C
(
hp(r−1) +
∑
T∈TΓ
h
‖D2u‖pLp(T )
)
≤ C
(
hp(r−1) +
∑
T∈TΓ
h
h2T ‖D2u‖pL∞(T )
)
≤ Chp(r−1) + Ch,
where we used that the cardinality of TΓh is O(h
−1). We then take the pth root of
this inequality to deduce that ‖u− Ihuh‖W 2,p
h
(Ω) = O(h
1/p) = O(DOFs−1/(2p)),
which is the same rates as (5.2).
5.3 Example 3: Lipschitz and degenerate solution
In our last set of experiments, we take the domain to be Ω = (−1, 1)2 with data
f(x1, x2) =


36− 9x22x−61 , |x2| ≤ |x1|3,
8
9
− 5
9
x21x
− 23
2 , |x2| > |x1|3,
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Figure 10: Example 2: Errors versus degrees of freedom for the 33-point wide
stencil scheme, 33-point wide stencil filtered scheme, the quadratic C0 finite
element method and Oliker-Prussner method.
u(x1, x2) =


|x1|4 + 3x
2
2
2x21
, |x2| ≤ |x1|3,
1
2
x21x
2
3
2 + 2x
4
3
2 , |x2| > |x1|3.
Similar to the previous example, u is not a classical solution to (1.1) as it only has
regularity u ∈ C0,1(Ω) and u 6∈ W 2,p(Ω) for any p > 2, [111]. Moreover, a simple
calculation shows that |D2u(x)| → ∞ as x → 0. Since the determinant in two
dimensions is the product of two eigenvalues of the Hessian and detD2u(x) =
f(x) is bounded in the domain, the largest eigenvalue blows up while the other
eigenvalue of D2u(x) approaches zero as x → 0. Hence, the Hessian of the
solution degenerates as x→ 0.
While the monotone finite difference schemes presented in Section 2 are ro-
bust for problems with low regularity, Galerkin methods generally fail to capture
solutions whose second derivatives are not square integrable; our numerical tests
show that Newton’s method applied to (4.10) does not converge for this example
even when using very generous initial guesses. In fact, even for the monotone
finite difference schemes and the Oliker-Prussner method, Newton’s method is
very sensitive with respect to the initial guess and the convexity of the iterates
for this problem. In our implementation, we found that at each iteration, we
require the solution to remain convex. As Newton’s method may not give a
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convex solution in general, we applied, if necessary, the algorithm proposed in
[95] to preserve convexity.
In addition to the 33-point finite difference scheme and Oliker-Prussner
method, we implement the fourth-order regularization of the C0 finite element
method (4.10) with parameters σ = 100 and ǫ = 0.1h2. The resulting errors
measured in the L∞ and H1 norms are plotted in Figure 11. Similar to the
previous series of experiments, the plots show that both methods have similar
behavior rates. While the rate in the L∞ is not clear, the second plot in Figure
11 shows that
‖u− uh‖H1(Ω) = O(DOFs−1/2).
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Figure 11: Example 3: Errors versus degrees of freedom for the 33-point wide-
stencil scheme, the 33-point wide stencil filtered scheme, and the quadratic C0
finite element method with regularization and Oliker-Prussner method.
6 Concluding remarks
“And if anyone knows anything about anything” said
Bear to himself, “it’s Owl who knows something
about something,” he said, “or my name is not
Winnie-the-Pooh,” he said. “Which it is,” he added.
“So there you are.”
Winnie-the-Pooh [64]
In this work we have reviewed the progress that has been made concerning
the approximation and numerical analysis of the Monge-Ampe`re problem. In
doing so we highlighted how to develop a convergence analysis of wide stencil
finite difference schemes as well as their generalizations, schemes based on geo-
metric considerations, and finite element methods. A focus that we have taken,
and one of recent development, is the derivation of rates of convergence for these
discretizations.
Despite fundamental advances in only the past decade, there still remain
several open problems in the analysis of computational methods for Monge-
Ampe`re problems. One of these is the derivation of rates of convergence for the
Oliker–Prussner scheme on unstructured grids. Another basic problem is rates
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of convergence of any of the schemes presented in this work assuming that the so-
lution is not a classical one, i.e., without the assumption u ∈ C2,α(Ω¯). In most of
the error analyses we have presented, it is assumed that 0 < λI ≤ D2u(x) ≤ ΛI
for all x ∈ Ω. However, if the function f(x) is discontinuous, the Hessian of the
solution may be degenerate as the third example in the numerics section illus-
trates. The design and analysis of robust and high order numerical schemes to
capture degenerate solutions remains a challenging problem. A posteriori error
estimation, and adaptive methods based on the existing schemes are nonexis-
tent. Finally let us mention that, as far as we are aware, except for the recent
work [18], rates of convergence are restricted to the Dirichlet problem (1.1);
extensions to, e.g., the applications discussed in Section 1.1 is still unchartered
territory.
In conclusion, we know something about the numerical analysis of the Monge-
Ampe`re problem, but there is much more that needs to be developed. It is our
hope that this overview will encourage the numerical analysis community to
work on the interesting, and challenging, problems found in geometry in gen-
eral, and those that the Monge-Ampe`re equation in particular present to us.
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