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Abstract
近年 IoT技術の発展に伴い大量のデータが利用可能となり，逐次的な意思決定を要する計
画問題に対して有用な強化学習においても，市街地における自動運転の制御や効率的な災害
避難経路の獲得などに代表される大規模計画問題への適用が期待されている。画像認識にお
いて人の認識精度を凌駕する深層学習と強化学習を組み合わせた深層強化学習により，ボト
ルネックとなっていた大規模な状態空間に対して，囲碁やアーケードゲームなどの比較的単
純な問題が解けるようになったが，現実の大規模計画問題は状態空間が膨大なだけでなく，
多様な要因が存在する複雑な問題となるため，報酬の設計が非常に困難となる。不適切な報
酬の設計は意図しない方策の獲得や学習時間の増大を招くことから，報酬の設計には多大
な時間が必要となる。そこで，本研究では報酬設計法の一つである逆強化学習を用いた大規
模計画問題の効率的解法を示す。逆強化学習法の適用により，最適な方策の獲得を保証し，
報酬設計時の労力を削減できるが，既存法は，学習に要する時間が考慮されておらず，状態
空間の大規模化に対応できない等，大規模計画問題への適用時には問題が生じる。本研究で
は，大規模計画問題を効率的にのための逆強化学習を提案する。逆強化学習の報酬の評価規
範に対して学習効率の導入を行い，状態空間の大規模化に対応する方法を提案し，計算機実
験から提案法の有用性を示す。
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第1章 序論
1.1 研究の背景
プランニングやスケジューリングに代表されるように，現実の多くの問題は逐次的な意思
決定を要し，これらは計画問題と呼ばれる。計画問題において，従来のハンドコードによる
ルールの作成では，実際に起こりうる膨大なケースに適切に対応することは困難であり，ま
たルールの作成に膨大な人的コストが必要となる。これらの課題を解決するための方法とし
て，強化学習 [54]が注目されている。強化学習は，エージェントが環境との試行錯誤的な相
互作用から得られる報酬を手がかりに，その環境における獲得報酬を最大化する方策を獲得
する枠組みである。一般に，目標状態でエージェントに与える報酬をスカラー量として設定
するだけで，複雑な制御則を自動的に学習可能であり，逐次的な教師信号も不要となり，人
的コストの大幅な削減が期待できる。
近年，IoTに関する技術が発展し，強化学習の分野でも，膨大な環境を対象とした大規模
計画問題に関する研究が進められている [69]。実用上，強化学習を大規模計画問題適用する
際は，マルコフ決定過程の構築と学習効率を考慮する必要がある。マルコフ決定過程の構築
は，行動空間の設計，状態空間の設計，報酬の設計からなる。行動空間の設計は，状態空間
と比較して小規模になるため，問題とならないことが多い。状態空間の設計は，膨大な状態
空間を関数近似によって表現する方法 [70]がよく用いられる。また，膨大な状態空間を直接
扱う方法として深層学習を導入した方法もある。2012年ごろから深層学習による研究が活
発に進められ，強化学習分野でも膨大な状態空間を取り扱うことが可能となった [69, 68]。
一方で報酬の設計は，大規模計画問題が対象とする現実世界の複雑なタスクにおいて，明
確な目標状態の定義が存在しないために困難となるケースが多数存在する。例えば，自動運
転では，法定速度を守ることや障害物に衝突しないことに加えて，搭乗者に乗り心地のよい
運転をすることや歩行者に不安感を与えない等，定性的な目標に対する報酬設計が必要とな
る。現状では多くの場合，熟練者による試行錯誤を通して報酬を設計している。試行錯誤に
よる報酬の設計は，設計者に多大な負担を強いることや，意図した方策が得られないこと，
学習時間が増大するなどの問題が生じる可能性がある。
1.2 研究の目的
本研究では大規模計画問題に対して問題となりうる，報酬の設計と学習時間の改善に取
り組み，アプローチとして報酬設計法の一つである逆強化学習に注目する。逆強化学習は，
エージェントが学習すべき所望の行動系列，あるいは利用可能な環境モデル（状態遷移確
率）を所与として報酬関数を推定する枠組みである。現実世界の大規模・複雑な計画問題に
おいて，目標状態に至る経路，すなわち「所望の行動系列」は所与とされることが多い。例
えば，避難誘導における誘導軌跡，道路走行や駐車時における望ましい軌跡，自動運転にお
ける熟練ドライバーの方策などを獲得させたい機会が増えており，ラジコンのヘリコプター
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の制御 [52]やボートセーリングの制御 [31]や，人の存在する環境での経路計画問題 [14]，タ
クシードライバの行動予測 [15, 12]，ハイブリッド車の燃費向上 [6]等の現実世界の複雑なタ
スクへの応用に向けた多数の取り組みが行われている。
一方で既存の逆強化学習は大規模計画問題に対して最適化されているとは言えない。その
理由として次の二つが考えられる。一つ目は，既存の逆強化学習は報酬関数の評価規範とし
て，逆強化学習時に与えた「所望の行動系列」の再現性だけに着目しているため，試行錯誤
による報酬の設計で問題となる設計者の負担の軽減と意図した方策の獲得は達成できるが，
大規模計画問題では大きな問題となる学習時間が考慮されていない点である。二つ目は，既
存の逆強化学習の多くは大規模な状態空間に対応していない点である。
そこで，本研究では，これらの二つの課題の解決するための逆強化学習の提案を目的と
する。
1.3 論文の構成
本論文の構成を以下に示す。第 1章では，研究の背景と目的について示した。第 2章では，
本論文を読み進めるための基礎知識をまとめる。第 3章では，本研究の対象問題を具体的に
示す。第 4章では，一つ目の課題に対して，学習効率を最適化する逆強化学習を提案する。
逆強化学習の枠組みには，報酬関数の評価規範が明示的に組み込まれているわけではないこ
とから，複数の報酬関数から一つを選択するための規範として学習効率を導入し，これを最
大化する報酬関数を求める問題として逆強化学習を再定式化し，進化計算を用いた解法を示
す。第 5章では，逆強化学習を制約付き線形計画問題として定式化した Ngらの方法 [4]の
制約条件の緩和法を提案する。Ngらの方法では状態数に依存して制約条件数が膨大となる
ため，大規模な問題への適用に向けた拡張を行う。第 6章では，本論文の総括を行う。
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第2章 準備
本章では，本論文を読み進めるうえで必要となる基礎事項について述べる。
2.1 マルコフ決定過程（MDP）
マルコフ決定過程（MDP）は，状態遷移が確率的に生じる環境を表現するためのモデル
である。MDPは不確実性を伴う意思決定のモデリングにおける数学的枠組みとして，強化
学習など動的計画法が適用される幅広い最適化問題の研究に活用されている。MDPはマル
コフ性とエルゴート性を満たす。マルコフ性とは状態 s′への遷移が，そのときの状態 sと行
動 aにのみ依存し，それ以前の状態や行動には関係なことを表す。エルゴート性とは任意の
状態 sからスタートし，無限時間経過した後の状態分布確率は最初の状態とは無関係になる
ことを表す。
本研究が対象とする有限マルコフ決定過程は，要素の組 〈S, A, P ass′ , γ, R〉で表される。S
は有限状態集合，Aは行動集合，P ass′ は状態 s ∈ Sで行動 a ∈ Aととったとき次状態 s’∈ S
に遷移する確率である状態遷移確率，γは割引率，R : S → Rは状態 s ∈ Sに遷移した時に
報酬 rを返す報酬関数を表す。
2.2 強化学習
強化学習 [54]は，状態遷移確率など環境モデルを所与とせずに，最適方策を獲得する枠組
である。最適方策とは，方策 piの下で得られる累積報酬の期待値が最大の方策である。
学習主体であるエージェントには，状態入力に対する正しい出力を明示した教師信号はな
く，報酬と呼ばれるスカラー量によって学習する。一般に，エージェントはこの報酬の期待
総和を最大化する方策を学習する。エージェントは状態 s ∈ S を観測し，自身の方策 piに
基づいて行動 a ∈ Aを選択する。その後，s，aによって確率的に次状態 s′に遷移し，報酬
rを得る。獲得した報酬から価値関数 V (s)または行動価値関数Q(s, a)を生成し，その値を
用いて方策 piの評価と改善を行う。価値関数 V pi(s)，行動価値関数 Qpi(s, a)は方策 piが与
えられたとき，それぞれ式 (2.1)，式 (2.2)をみたす。
V pi(s) = R(s) + γ
∑
s′
Pspi(s)(s
′)V pi(s′) (2.1)
Qpi(s, a) = R(s) + γ
∑
s′
Psa(s
′)V pi(s′) (2.2)
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2.2.1 行動選択
強化学習では，現在の状態と方策に従って行動を選択する必要がある。しかし，未知の環
境を探索するため，現時点における最適な行動を選択すること局所解に陥る場合がある。し
たがって，強化学習における行動選択は，探索 (exploration)と知識利用 (exploitation)のバ
ランスを考慮して行う必要がある。本節では両者を考慮することができる代表的なソフト
maxとよばれる行動選択法を整理する。
ϵ -greedy選択
現在の状態 sにおいて，a = argmaxa∈AQ(s, a)を選択する方法を greedy選択という。ϵ-
greedy選択では，確率 ϵ(0 ≤ ϵ ≤ 1)で greedy選択を行い，確率 1-ϵでランダムに行動選択
を行う。greedy選択では初期の学習によって局所解に陥る可能性があるが，ϵ-greeedy選択
ではランダム性を有しているため十分な学習を行えば局所解から脱出できる。また，学習の
過程で ϵを主に小さく調整することにより，探索する割合を減少させ決定的な方策を獲得す
ることができる。
Boltzmann選択
Boltzmann選択において，状態 sで行動 aを選択する確率 P (a|s)を式 (2.3)に示す。
P (a|s) = exp(Q(s, a)/τ)∑
a′∈A exp(Q(s, a′)/τ)
(2.3)
ここで，温度パラメータ τ は選択のランダム性を表し，τ →∞の場合は行動選択はランダ
ムになり，τ → 0の場合は行動選択は greedy選択に近づく。
2.2.2 学習アルゴリズム
強化学習のアルゴリズムは環境同定型と経験強化型に分類される。どちらも環境の完全な
モデルを必要としないアルゴリズムであり，環境同定型は環境における状態遷移確率を推定
しながら学習するのに対し，後者は状態遷移を考慮せず経験に基づいて学習する点が異な
る。本研究では環境同定型を用いることとし，代表的なアルゴリズムとしてTD学習および
Q学習について説明する。
TD学習 (Temporal Difference Learning)
TD学習は状態価値関数 V (s)の推定を行う。更新式を式 (2.4)に，エージェントのTD学
習アルゴリズムを図 2.1に示す。式 (2.4)において α(0 ≤ α ≤ 1)は学習率である。
V pi(s)→ V pi(s) + α[r + γV pi(s′)− V pi(s)] (2.4)
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 
1. V pi(s)を任意に初期化し，piを評価対象の方策に初期化する
2. 各エピソードに対して以下を繰り返す:
(a) sを初期化
(b) エピソードの各ステップに対して以下を繰り返す:
(i) a→に対して piで与えられる行動
(ii) 行動 aをとり，報酬 rと次状態 s′を観測する
V pi(s)→ V pi(s) + α[r + γV pi(s′)− V pi(s)]
s← s′
(c) sが終端状態であれば繰り返し終了 
図 2.1: Algorithm of TD Learning
 
1. Qpi(s, a)を任意に初期化
2. 各エピソードに対して以下を繰り返す:
(a) sを初期化
(b) エピソードの各ステップに対して以下を繰り返す:
(i) Qから導かれる方策を用いて状態 sでの行動 aを選択する
(ii) 行動 aをとり，報酬 rと次状態 s′を観測する
Qpi(s, a)← Qpi(s, a) + α[r + γmaxa′ Qpi(s′, a′)−Qpi(s, a)]
s← s′
(c) sが終端状態であれば繰り返し終了 
図 2.2: Algorithm of Q Learning
Q学習
Q学習は行動価値関数Qpi(s, a)の推定を行う。更新式を式 (2.5)に，エージェントのQ学
習アルゴリズムを図 2.2に示す。
Q(s, a)pi → Qpi(s, a) + α[r + γmax
a
Qpi(s′, a)−Qpi(s, a)] (2.5)
Q学習は環境がMDPであること，エージェントの観測が完全であること，および学習率 α
が適切に調節されていることを前提に最適方策への収束性が保証されている。
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2.3 逆強化学習
2.3.1 最適方策を導く報酬関数の条件
Ngらは，最適方策を導く報酬関数が式 (2.6)をみたすことを示した [4]。
(Pa1 − Pa)(I − γPa1)−1R ≥ 0, ∀a ∈ A\a1 (2.6)
式 (2.6)は各状態の最適行動 a1から導かれる報酬の期待値（Q値）が，最適行動以外の行動
のQ値より大きくなることを保証する制約条件である。その導出を次に示す。最適行動 a1
は各状態において最大のQ値を獲得することから，式 (2.7)となる。
a1 ≡ pi(s) ∈ arg max
a∈A
(R(s) +
∑
s′
Psa(s
′)V pi(s′)), ∀s ∈ S (2.7)
各状態において，（最適行動 a1のQ値）>（他行動のQ値）であるため，式 (2.2)の比較に
より式 (2.8)が導かれる。∑
s′
Psa1(s
′)V pi(s′) ≥
∑
s′
Psa(s
′)V pi(s′), ∀s ∈ S, a ∈ A (2.8)
状態価値関数ベクトル V pi = {V pi(si)}Mi=0，報酬関数ベクトルR = {R(si)}Mi=0を定義すれ
ば，式 (2.8)，式 (2.1)はそれぞれ式 (2.9)，式 (2.10)と書き直せる。
Pa1V
pi ≥ PaV pi (2.9)
V pi = R+ γPa1V
pi (2.10)
式 (2.10)を V piについて解き，式 (2.9)に代入した後に整理すると，最適方策を導く報酬関
数の条件式 (2.6)が導かれる。
2.3.2 不良設定問題：複数の報酬関数の存在
2.3.1節において，最適方策を導く報酬関数が式 (2.6)をみたす必要があることを示した。
この制約条件をみたす報酬関数が複数存在することを状態数 |S| = 2の問題を例に，直観的
に説明する。この問題の制約条件を図 2.3に示す。横軸が状態 1の報酬値 r1，縦軸が状態 2
の報酬値 r2である。塗りつぶされた実行可能領域に存在する報酬関数はすべて最適方策を
獲得する。すなわち，式 (2.6)を満たす報酬関数は複数存在しうる。
2.3.3 代表的な逆強化学習
多くの逆強化学習法のベースとなっている代表的な方法として，Ng の逆強化学習 [4]，
Abbeelの逆強化学習 [53]，MaxEntIRL[15]の三つを紹介する。
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Feasible region
Constraint condition
r1
r2
図 2.3: Presence of multiple reward functions leading to optimal policy
Ngの逆強化学習
Ngらは，MDPから報酬関数Rを除く 〈S,A, P ass′ , γ〉と各状態 sにおける最適行動 a1を
所与とし，報酬関数 Rを推定する問題を，式 (2.12)に示す線形計画問題として定式化した
[4]。
maximize :目的関数
M∑
i=1
min
a∈a2,...,ak
{(Pa1(i)− Pa(i))(I − γPa1)−1R} − λ||R||1 (2.11)
subject to :制約条件 (Pa1 − Pa)(I − γPa1)−1R ≥ 0, ∀a ∈ A\a1
ここで，状態遷移行列Paは状態遷移確率Pia(j)の (i, j)成分を要素とするM ×M 行列，状
態遷移ベクトルPa(i)はPaの第 i行ベクトルを表す。M は全状態数である。λはペナルティ
係数であり，報酬の総量を調節するパラメータである。
式 (2.12)に示す目的関数の第一項は最適方策と 2番目によい方策から導かれるQ値の差
の最大化を示しており，式 (2.12)と等価である。第二項は総報酬量を最小化し，複雑な報酬
関数より単純な報酬関数のほうが望ましいという考えに基づいている。∑
s
(Qpi(s, a1)− max
a∈A\a1
Qpi(s, a)) (2.12)
Abbeelの逆強化学習
Abbeelらの逆強化学習 [53]は，エキスパートの状態遷移系列から特徴空間中の報酬関数
Rを推定する。状態空間 Sが p個の特徴を要素とした特徴ベクトルφ : S → [0, 1]pを用いて
表現可能であると想定すると，状態 s ∈ S に与えられる報酬関数ベクトルR(s)は式 (2.13)
で表される。
R(s) = θ · φ(s), θ ∈ Rp (2.13)
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 
1: ▷Initialization
2: µ(0) = µ(pi(0))
3: θ(1) ← µE − µ(0)
4: i← 1, R(1) ← (θ(1))Tφ
5: ▷Main Loop
6: while t(i) ≤ ϵ do
7: pi(i) ← RL(R(i))
8: µ(i) ← µ(pi(i))
9: i← i+ 1
10: µ¯(i−1) = µ¯(i−2) + (µ
(i−1)−µ¯(i−2))T (µE−µ¯(i−2))
(µ(i−1)−µ¯(i−2))T (µ(i−1)−µ¯(i−2))(µ
(i−1) − µ¯(i−2))
11: θ(i) ← µE − µ¯(i−1)
12: t(i) ← ||µE − µ¯(i−1)||2
13: end while 
図 2.4: Algorithm of projection method
θは特徴の重みを表し，その定義域は報酬の最大値を 1以下に保つために，||θ||2 ≤ 1とす
る。方策 piのもとで観測される特徴の期待値を特徴期待値µ(pi)と呼び，式 (2.14)で定義さ
れる。
µ(pi) = E[
∞∑
t=0
γtφ(st)|pi] ∈ Rp (2.14)
特に，エキスパートのU 個の状態遷移系列 {su0 , su1 , ...}Uu=1が与えられたとき，エキスパー
トの特徴期待値 µE = µ(piE)は，式 (2.15)によって求められる。
µE =
1
U
U∑
u=1
∞∑
t=0
γtφ(sut ) (2.15)
Abbeelらの方法では Projection Methodと呼ばれる図 2.4の手続きを通して，エキスパー
トの特徴期待値 µE と推定した特徴期待値 µ(pi)の誤差を最小化する特徴ベクトルの重み θ
を繰り返し計算によって推定する。
Maximum Entropy IRL
Ziebartら [15]によるMaximum Entropy IRLでは，逆強化学習に最大エントロピーの原
理を適用し，特徴期待値が等しい方策の中から最も尤もらしい単一の確率的方策を学習する
報酬を，最尤推定を用いて推定する問題として定式化した。
はじめに，所与の軌跡から計算される特徴期待値が一致すること，確率の総和が 1となる
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 
1: ▷Initialization
2: µE = µ(piE)
3: θ(1)← Random(1,−1)
4: i← 1, R(1) ← (θ(1))Tφ
5: ▷Main Loop
6: while 式 (2.19) == 0 do
7: pi(i) ← RL(R(i))
8: i← i+ 1
9: calculate D(s) using pi(i)
10: ∆← 式 (2.19)
11: θ(i)+ = ∆
12: R(i) ← (θ(i))Tφ
13: end while 
図 2.5: Algorithm of MaxEnt method
ことを制約条件，エントロピーの最大化を目的関数とした式 (4.7)の最適化問題を考える。
max
θ
−
∑
ζ∈Z
P (ζ|θ) logP (ζ) (2.16)
s.t.
∑
ζ∈Z
P (ζ)φ(ζ) = EPE(ζ)[φ(ζ)],
∑
ζ∈Z
P (ζ) = 1
式 (4.7)をラグランジュの未定乗数法を用いて解くことにより，報酬の重みが θのもとで得
られる軌跡の確率分布の関係式式 (2.17)が導かれる。
P (ζ|θ) ∝ exp(θTφ(ζ)) (2.17)
次に所与のエキスパートの軌跡に対する報酬の推定には，軌跡を確率分布，報酬の重み
を母数として最尤推定を行う。ここで，尤度関数を式 (4.9)，尤度関数の微分を式 (2.19)に
示す。 ∑
ζ∈D
PE(ζ) ˙logP (ζ|θ) (2.18)
∂L(D|θ)
∂θ
=
∑
s∈S,a∈A
D(s)piθ(a|s)φ(s, a)− Ei[φ(ζˆi)] (2.19)
勾配アルゴリズムを用いた対数尤度の最大化により，報酬の重みを更新する。アルゴリズ
ムを図 2.5に示す。
2.4 進化計算
進化計算は組み合わせ最適化問題を含む人工知能の一分野である。個体群ベースのメタ
ヒューリスティックな最適化アルゴリズムの総称で，そのメカニズムとして生殖，突然変異，
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遺伝子組み換え，自然淘汰，適者生存といった進化の仕組みに着想を得たアルゴリズムを用
いる。最適化問題の解の候補群が生物の個体群の役割を果たし，コスト関数によってどの解
が生き残るかを決定する。それが繰り返された後，個体群の進化が行われる。
2.4.1 GA
遺伝的アルゴリズム（GA）は 1960年代にHolland[37]によって導入された生物の進化過
程を模擬するアルゴリズムである。その特徴としては，複数の解候補を組み合わせて新しい
解候補を生成する交叉と呼ばれる独特の演算子が用いられること，アルゴリズムに柔軟性が
あり，多種多様な問題に適用可能であることなどがあげられる。遺伝的アルゴリズムは，生
物の進化過程において，個体を解候補に，適応度を目的関数に対応させ，選択，交叉，突然
変異に対応した演算子を実行することにより，よい解候補に次々と進化させて最適解を求め
ようとする解法である。
個体表現
遺伝的アルゴリズムの手続きを設計する際に最も重要な部分が個体の表現法であり，最適
化問題の特徴を個体の表現にうまく取り入れる必要がある。個々の記号は生物の用語に習っ
て遺伝子と呼ばれ，一列に並んだ記号列は染色体と呼ばれる。染色体上の遺伝子の位置を遺
伝子座，遺伝子を用いた解候補の表現を遺伝子型，解候補を表現型と呼ぶ。染色体の記号列
は 0と 1のいずれかを一列に並べる場合が一般的で，それ以外の数字や記号を用いる場合も
ある。
適応度の決定
一般に適応度は正の数で，値が大きいほどよいことを示す。目的関数を最大にする最適化
問題では，目的関数値をそのまま適応度とすればよい。
交叉則
交叉則は，二つの染色体を組み替える操作であり，遺伝的アルゴリズム独特の演算子であ
る。交叉則を適用する前の二つの染色体を親個体，適用後の二つの染色体を子個体と呼ぶ。
遺伝子座の間の一点を交叉位置に指定する一点交叉，遺伝子座の間の二点を交叉位置に指定
する二点交叉，遺伝子座ごとにランダムに親個体の遺伝子を子個体に受け継ぐ一様交叉など
がある。
突然変異則
突然変異は，遺伝子を一定の確率で変化させる操作である。一般的に，突然変異は固定さ
れた確率で各遺伝子が変化するように設定する。
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 
1． 初期個体群を生成する。世代を g ← 1とする。
2． 終了条件が満たされるまでループ
2-1 適応度の評価
2-2 選択則，交叉則，突然変異則を現在の個体群に適用し，新しい個体群を生成する。
2-3 g ← g + 1 
図 2.6: Algorithm of GA
選択則
選択則は最適解の発見に有用な個体を選択するための操作である。各個体の適応度に比例
した確率でルーレット選択，個体群中から T 個の個体を取り出して，その中から目的関数
値がよい一個体を選択する操作を個体数分繰り返すトーナメント選択，個体群中で最も適応
度の大きい個体をそのまま次世代に残すエリート保存選択などがある。
アルゴリズム
一般的なGAのアルゴリズムを図 2.6に示す。
2.4.2 多目的GA（NSGA-II）
NSGA-II[45]は制約付き多目的最適化問題を解くためにGAを拡張した手法である。比較
的実装が容易で高性能であることから，EMO（Evolutionary Multiobjective Optimization：
進化型多目的最適化）の分野で最もよく用いられている。NSGA-IIでは，ランキング割り当
て，多様性維持メカニズム，エリート保存戦略，制約条件の取り扱いの 4つの特徴がある。
次にそれぞれについて詳しく説明する。
優越関係に基づくランキング
多くのEMO手法では，個体の評価は優越関係に基づき行われる。しかし，優越関係を用
いて直接的に 2個体の比較を行うと，多くの場合で比較不可能となる。そのため，優越関係
を用いて個々の個体にランクを割り当てるランキングという操作を行う。NSGA-IIのラン
キングでは，はじめに，現在の個体群の中でほかの個体に優越されない非劣個体に対してラ
ンク 1が与えられる。次に，ランク 1が与えられた非劣個体を除いた個体群のなかで，ほか
の個体に優越されない非劣個体に対してランク 2が与えられる。すべての個体に対してラン
クが割り当てられるまで，この操作を繰り返す。
密集する個体の適応度を相対的に下げる多様性維持メカニズム
個体群のなかで同じランクの個体だけを考え，個々の目的関数ごとに，対象とする個体の
左右に位置する 2個体間の距離を計算し，すべての目的関数に関する距離の総和を密集度の
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 
1. P := Initialize(P )
2. while stop criterion not satisfied do
3. P ′:=Genetic Operations(P )
4. P := Replace(P ∪ P ′)
5. end while
6. return(P) 
図 2.7: Algorithm of NSGA-II
測度として個体に割り当てる。もし，対象とする個体が同じランクの個体のなかで少なくと
も一つの目的関数に関して最小値または最大値となる場合は，その個体の密集度の測度を無
限大とする。
非劣個体の集合を保存するエリート保存戦略
親個体群と子個体群をあわせて個体群サイズが 2倍の合併個体群を生成し，合併個体群に
対してランキングと密集度の計算が行われる。ランクの高い順 (ランクの値が小さい順)に
合併個体群から個体を順番に選択することにより次世代の個体群が構成される。
制約条件の取り扱い方法
NSGA-IIでは，ペナルティ係数を使わずによりよい解を探索する。具体的には，以下の
三つのルールを用いる。以下の条件を満たすとき，解 iが解 jよりよい解である
•解 iが実行可能解 (feasible)であり，解 jが実行不可能解 (infeasible)であるとき
•解 i, jがともに実行不可能解であり，解 iが制約条件を破る個数が少ないとき
•解 i, jがともに実行可能解であり，解 iが解 jを優越するとき
このルールを用いることにより，実行可能解はどの実行不可能解よりもよいランクを持つ。
また，制約条件を破る個数が少ない解がよいランクを持つ。
NSGA-IIのアルゴリズム
NSGA-IIのアルゴリズムを図 2.7に示す。なお，P は親個体群 (Population)，P ′は子個
体群を表わす。
NSGA-IIでは，親個体選択においてランキングと多様性維持メカニズムを用い，世代更
新でエリート保存戦略を実現している。
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第3章 対象問題
3.1 大規模計画問題
近年 IoTという言葉が流行し，自動車の位置情報をリアルタイムに集約して渋滞情報を配
信するシステムや，人間の検針員に代わって電力メータが電力会社と通信して電力使用量を
申告するスマートメータ，大型の機械などにセンサと通信機能を内蔵して稼働状況や故障箇
所，交換が必要な部品などを製造元がリアルタイムに把握できるシステムなどが考案されて
いる。人工知能分野でも，これらの BigDataを適切に処理するための研究が盛んにおこな
われている。これまでの強化学習が取り扱ってきた状態空間のスケールを表 3.1に示す。
表 3.1: 強化学習による大規模問題への取り組み
年 タスク 設定 状態空間
2002 TD-Gammon - 1020
2013 TORCS 64 ∗ 64pixel, grayscale 256(64∗64) = 109863
2015 Starcraft 64 ∗ 64pixel, RGBcolor 256(3∗64∗64) = 1029589
2015 Atari 84 ∗ 84pixel, grayscale 256(3∗84∗84) = 1050972
2016 囲碁 - 2 ∗ 10172
特に，2015年には画像認識において人間の精度を上回り [28]，逐次的な意思決定を要す
る計画問題においても，囲碁 [68]，Atari[69]では人間を圧倒する成績を残していることは記
憶に新しい。大規模計画問題に対する強化学習の応用事例としては，ゲームAIだけにとど
まらず，ロボティクス [25]，データ通信 [10, 60]，都市交通制御 [5]，自動運転 [9]，音声対話
システム [50]等の多くの分野で成功を収めているが，現状では課題も多い。
3.2 現状の課題
BigDataに関連する課題として，大規模な状態空間，特徴空間の高次元化や非線形性，学
習効率が考えられる。大規模な状態空間に対しては，表現学習 [71, 26]と呼ばれる主成分
分析などを用いた次元削減や特徴抽出，並列計算や分散処理が可能なアルゴリズムの構築
[20, 32]などが提案されている。特徴空間の高次元化や非線形性に対しては，深層強化学習
[63, 64]や，カーネル学習 [30]などが用いられる。学習効率に対しては，カリキュラム学習
[73, 61]，階層化 [21, 67]，サブゴールの設計 [49, 44, 11]などが提案されている。
これらの課題のうち，本研究の目的である大規模計画問題を効率的に解決する方法とし
て，学習効率の改善に対するサブゴールの設計に注目する。サブゴールは，目標状態以外の
状態に対して，報酬を設計することにより，報酬の遅れを小さくし，学習を効率化する方法
である。膨大な状態空間に対して，どの状態に，どの程度の報酬値を設計するかを決定する
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ことは非常に困難とされており，不適切な報酬の設計は，意図しない方策の獲得や，学習効
率が悪化する原因となる。そのため，人が試行錯誤的にサブゴールを設計することは多大な
コストを必要とする。一方で，既存のサブゴールの設計法として，Mataricら [49]は複数の
誘因が存在し，ノイズの大きい実際のロボットを対象に，タスクに対する人間の知識を所与
とし，複数の誘因の統合と進捗過程を報酬に反映する手法を提案した。Sorgら [44]はオン
ラインのタスクを対象に，環境の情報を所与とし，報酬の変化に対する期待報酬の変化量を
定式化し，gradient methodによる解法を提案した。McGovernら [11]は学習中に遷移した
状態の出現頻度からサブゴールを発見する方法を示した。これらの方法はいずれもサブゴー
ルが持つ性質に対してヒューリスティクスを用いており，設計者の意図した方策を獲得する
保証はない。
本研究では学習効率を改善するサブゴールの設計に対して，報酬設計法の一つである逆強
化学習の適用を考える。
逆強化学習は「望ましい行動系列」を所与として，これを再現する報酬関数を推定する枠
組みであるため，逆強化学習を用いてサブゴールを設計することにより，「望ましい行動系
列」を実現する方策の獲得が保証される。しかし，既存の逆強化学習は「望ましい行動系
列」の再現だけに注目しており，学習効率に対して考慮されていない。また，状態空間の大
規模化に対して考慮されている方法は少ない。本研究では前者を課題 1，後者を課題 2とし
て，次章以降で逆強化学習を大規模計画問題の効率的解法に向けた提案を行う。ここで，サ
ブゴールの設計はオフラインで行うことを想定し，この計算コストに関しては考慮しないと
する。つまり，サブゴールを設計したのちに行う学習効率を最適化する。
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第4章 課題1：報酬関数の最適化
4.1 問題設定
既存の不良設定問題を対象とした逆強化学習は，エキスパートの軌跡の再現を目的とし
て，これを達成するための報酬関数を推定する。本論文の目的である大規模計画問題の効率
的な解決は，エキスパートの軌跡の再現に加えて，学習効率に関して最適化された報酬関数
であることが望ましい。そこで，本論文では，学習効率の評価指標として以下の二つを導入
し，これらを最適化する報酬関数を推定する問題を解決する。
学習効率の評価指標：
最終エピソード終了までの総ステップ数 目標状態に辿り着くまでを 1エピソード，意
思決定を行う最小時間を 1ステップとしたときに，すべてのエピソードに対する
ステップ数の総和式 (4.1)と定義する。
N∑
i=1
Hi(R) (4.1)
ここで，Hi(R)は報酬関数Rを用いて学習を行った際に各エピソード iで要した
ステップ数，N は最終エピソードを表す。
学習に要したステップ数 「学習に要したステップ数」は最適方策が獲得されたエピ
ソードまでのステップ数の総和式 (4.2)と定義する。
NLCE∑
i=1
Hi(R) (4.2)
ここでNLCEは学習完了時のエピソード数 (Learn Completion Episode)を表す。
学習の完了は，各エピソードの終了時点の方策を用いて greedy方策を実行し，最
適方策が獲得されているかで判断する。
4.2 関連研究
最適方策を導く報酬関数が複数存在することから，実際の問題に適用する場合は，報酬関
数を一本化する必要がある。既存の方法では複数の報酬関数の中から，「所与とした最適行
動の再現」という観点から目的関数を定義し，目的関数を最適化するひとつの報酬関数を決
定する。既存の逆強化学習による報酬関数の最適化のための定式化を以下にまとめる。
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Ngら [4]の定式化を式 (4.3)に示す。
maximize :目的関数
M∑
i=1
min
a∈a2,...,ak
{(Pa1(i)− Pa(i))(I − γPa1)−1R} − λ||R||1 (4.3)
subject to :制約条件 (Pa1 − Pa)(I − γPa1)−1R ≥ 0 ∀a ∈ A\a1
式 (4.3)は最適な行動の Q値が他の行動の Q値よりも可能な限り大きくなる報酬関数を推
定する。この目的関数を用いることにより，各状態において最適行動以外の行動は最適行動
に比べ期待報酬が小さくなることから，選ばれにくくなる。
Abbeelら [53]の定式化を式 (4.4)に示す。
min
θ
||µθ − µE || (4.4)
s.t. ||θ||2 ≤ 1
式 (4.4)は推定した報酬関数により学習した特徴期待値 µθとエキスパートの特徴期待値 µE
の差を最小化する。特徴期待値は遷移した状態と時間の要素を含んでおり，特徴期待値が一
致する重みを選択することにより，エキスパートと同等の振る舞いを実現する。
Syedら [66]の定式化を式 (4.5)に示す。
min
θ
θ(µθ − µE) (4.5)
s.t. θ ≥ 0,
∑
θ = 1
式 (4.5)において，重みと特徴期待値の積 θ · µは平均期待報酬値とみなせるため，エキス
パートと同等の平均期待報酬値となるような重みを推定する。特に，特徴期待値のノルムの
差をとるのではなく，平均期待報酬として考えることにより，より正確な推定を行う。
Neuら [31]の定式化を式 (4.6)に示す。
min
θ
∑
s∈S,a∈A
νE(s)(piθ(a|s)− piE(a|s))2 (4.6)
s.t. piθ = G(Q
∗
θ)
ここで νE(s) = 1/n・
∑N
t=1 I(st = s) ∀s ∈ Sは各状態の出現頻度，pi(a|s)は状態 sにおいて
行動 aをとる確率，G(Q∗θ)は重み θで計算される最適Q値のボルツマン分布に従った行動
選択を表す。この目的関数はエキスパートの方策と推定方策の直接的な近似を行う。
Ziebartら [15]，Babesら [48]の目的関数は式 (4.7)となる。
max
θ
∑
ξ∈D
logP (ξ|θ) (4.7)
s.t.
∑
ξ∈D
P (ξ|θ)φ(ξ) = EPE (ξ)[φ(ξ)],
∑
ξ∈D
P (ξ) = 1
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ξ ∈ Dはエキスパートの 1回の行動系列，Dは行動系列の集合を表す。P (ξ|θ) = 1/Z(θ)eθµ
は重み θが与えられたときに行動系列 ξが得られる確率分布を示す。エキスパートの行動系
列の確率分布を PE(ξ)，推定報酬による行動系列の確率分布を P (ξ|θ)とする。エキスパー
トと推定報酬に対する分布のKL情報量は式 (4.8)で表せる。∑
ξ∈D
PE(ξ) logPE(ξ)/P (ξ|θ) (4.8)
この尤度関数は式 (4.9)で表せる。
min
θ
−
∑
ξ∈D
PE(ξ) ˙logP (ξ|θ) (4.9)
データが多数用意できた場合には大数の法則より，式 (4.7)となる。式 (4.7)はエキスパート
の行動系列の確率分布と，推定報酬の行動系列の確率分布の差を最小化している。この方法
では確率分布を比較することにより，エキスパートの行動系列の一部が不正確であっても，
エキスパートの報酬関数を推定できる方法である。
それぞれ目的関数は異なるが，これらの方法はすべて，複数の報酬関数からエキスパート
の軌跡を再現するための目的関数を設定しており，学習効率に関しては考慮されていない。
そこで，本論文では学習効率を改善するための逆強化学習を定式化する。
4.3 提案法
不良設定問題である逆強化学習に対して，学習効率を最適化する報酬関数を推定するため
の逆強化学習を提案する。
本提案では，既存の逆強化学習の中から，逆強化学習を線形計画問題として定式化した
Ngの逆強化学習に注目する。この理由を以下に示す。Ngの逆強化学習の定式化 (式 (4.3))
の目的関数と制約条件の意味は，それぞれ以下の通りである。
1. 目的関数：最適な行動と 2番目に良い行動によって得られる期待報酬の差の最大化
2. 制約条件：最適な行動の期待報酬がその他の行動の期待報酬以上
目的関数は，文献 [4]中でNg自身が述べている通り，不良設定問題を解決するためにヒュー
リスティックに決定されている。制約条件は，報酬関数が最適方策を獲得するための条件を
表している。Ngの逆強化学習において，制約条件は報酬関数の最適化において必須である
が，目的関数は自由に設計できると考えられる。他の方法の定式化では目的関数とアルゴリ
ズムが密接に関連しているため，目的関数を自由に決定可能なNgの逆強化学習に注目した。
本提案では，Ngの逆強化学習の目的関数を，学習効率改善に向けて拡張する方法を提案
する。
4.3.1 学習効率を明示的に最適化：GAIRL
逆強化学習の拡張：学習効率を目的関数に導入
学習効率を明示的に最適化する報酬関数を推定する方法を提案する。はじめにNgらが定
式化した逆強化学習を，学習効率の最大化に向けて再定式化する。次に定式化した問題を効
率的に解くためにGAの導入を考える。
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Ngらの定式化 (式 (4.3))は方策の再現性を高める目的関数と，所与とした方策の獲得を
保証する制約条件からなる。本論文の目的は学習効率の最大化であるため，目的関数に学習
効率を導入する。具体的には，4.1節で定義した学習効率の評価指標の一つである「最終エ
ピソード終了までの総ステップ数」に注目し，特に学習初期のエピソード数Nearlyを最小
化する目的関数を式 (4.10)として導入する。
min
Nearly∑
n=1
Hn(R) (4.10)
s.t. (Pa1 − Pa)(I − γPa1)−1R ≥ 0, ∀a ∈ A\a1
目的関数の計算に学習初期のエピソードだけを用いる理由は，学習初期の不要な探索を抑制
し，エピソード数の増加による学習効率の差の相対的な減少を防止するためである。
GAによる解法
提案した最適化問題では，目的関数に学習効率を用いるため，非線形性に加えて解空間の
詳細な構造は不明であるが多峰性を持つ関数となる。非線形性は加法性を満たさないことか
ら明らかであり，多峰性は同一の学習効率を持つ報酬関数が複数存在するためである。非線
形最適化において，解空間の構造が不明で，多峰性を持つ関数に対して大域的最適解が得ら
れる決定的に優れた解法は存在しないことから，この種の問題に対して準最適解を効率的に
求めることができる方法の中で，代表的な遺伝的アルゴリズム (GA) の適用を考える。
GAはメタヒューリスティクスの一つで評価関数の可微分性や単峰性などの仮定を必要と
せず，そのアルゴリズムの柔軟性から多種多様な問題に適用できることが特徴として挙げ
られる。また，GAを用いることにより目的関数に対して凸性等の仮定が不要となることか
ら，関数として定義できる任意の評価指標を目的関数として設定することが可能となる利点
がある。
提案法のアルゴリズムを図 4.1に示す。k世代目の個体集合 Ik の l番目の個体を indkl ∈
I (l = 0, ..., L)とし，各個体としては ind = {ch, fitness}の二つの要素からなる。ch =
{R(si)}Mi=0は遺伝子ベクトルであり，全状態の報酬値を要素とし，fitness ∈ Rは適応度を
表す。
ここで，GAは制約条件を直接扱えない場合が多いため，制約条件をみたす個体を生成す
るための工夫を以下に示す。各個体は次の 2フェイズを通して進化する。
Phase 1 制約条件をすべてみたす解の探索
Phase 2 学習効率を改善する解の探索
Phase 1に関してはペナルティ法を適用し，制約条件を破った数に比例した罰を与える。
制約条件をすべてみたす個体は，Phase 2に進み，その個体の報酬関数を用いてQ学習に
よる学習効率を計算し，学習効率に比例した評価値を与える。二つのPhaseから構成する利
点として計算時間の短縮を挙げる。すなわち，制約条件を満たさない解は最適行動の獲得が
保証されない報酬関数であるため，Phase 1によって制約条件を満たさない解をPhase 2
の探索空間から除外し，計算時間の短縮を図っている。
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 
1: ▷Initialization
2: k ← 0 ▷ generation
3: for l = 0 to L do
4: for i = 0 to M do
5: indkl .chi ← Random(1,−1)
6: end for
7: indkl .fitness← maxvalue
8: end for
9: ▷Main Loop
10: for k = 1 to K do
11: for l = 1 to L do
12: ▷ Phase 1 : Satisfy constraint
13: if 式 (4.4) < 0 then ▷ Breaking constraint
14: indkl .fitness
15: ← number of breaking constraint × penalty
16: ▷ Phase 2 : Optimize learning efficiency
17: else if 式 (4.4) > 0 then ▷ Satisfying all constraint
18: indkl .fitness← 式 (4.10)
19: end if
20: end for
21: ▷Genetic operation
22: Tournament Selection(Ik)
23: Crossover(Ik)
24: Mutation(Ik)
25: end for 
図 4.1: Algorithm of GAIRL
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4.3.2 状態毎に報酬関数を最適化：NSGAIRL
逆強化学習の拡張：状態毎に目的関数を設計
Ngが提案した目的関数は，各状態の最適行動と，それ以外の行動の期待報酬の差を全状
態に対して算出し，この合計を最大化する。本節では，さらに各状態の最適行動を獲得しや
すい，精度の高い報酬を獲得することによる学習効率の改善を目的とした目的関数を提案す
る。具体的には各状態の期待報酬の差を個別に最適するためにNgの逆強化学習を多目的最
適化問題として再構築する。
はじめに逆強化学習の目的関数の多目的化について説明する。Ngの逆強化学習に対して，
3通りの多目的の目的関数を提案する。
maximize： (Pa1 − Pa2)(I − γPa1)−1R− λ||R||1I (4.11)
maximize： ∑Kj=1{(Pa1 − Paj )(I − γPa1)−1R} − λ||R||1I (4.12)
maximize： (Pa1(i)− Pa2(i))(I − γPa1)−1R− λ||R||1I (4.13)
i = 1, 2, . . . , N
式 (4.11)は，状態ごとに最適行動と 2番目によい行動のQ値の差の最大化を行う。これは，
状態ごとの期待報酬を最大化することにより，Ngの制約条件のすべての状態の期待報酬の
合計を最大化するよりも精度の高い報酬の推定が期待できる。式 (4.12)は，状態ごとに最適
な行動とその他のすべての行動との Q値の差の合計の最大化を行う。これは 2番目によい
行動だけでなく，すべての行動を考慮することにより最適行動を獲得しやすい報酬の推定が
期待できる。式 (4.13)は，状態ごとに最適な行動とその他のすべての行動とのQ値の差の
最大化を行う。これは，式 (4.11)と式 (4.12)の組合せであり，決定変数が行動数だけ増加す
るが，さらに精度の高い報酬の推定が期待できる。
NSGA-IIによる解法
提案した多目的化問題を解くための手法として，メタヒューリスティクスを用いた多目的
最適化手法の一つであるNSGA-II[45]を適用する。以後，式 (4.11)，式 (4.12)，式 (4.13)の
目的関数を用いた解法をそれぞれNSGA-1，NSGA-2，NSGA-3と呼ぶ。目的関数を多目的
化したことにより，最適解は一つではなく，パレート解集合Rparetoが存在する最適化問題
となる。NSGA-IIは複数のパレート解を一度に獲得する方法である。そのため，多目的最
適化問題をNSGA-IIを用いて解く場合，得られたパレート解集合Rparetoの中から適切な一
つの解を選ぶための方法論が必要となる。ここでは，パレート解集合の中から学習効率がよ
い一つの解を選定するために，3通りの方法を提案する。
arg max
R∈Rpareto
∑N
i (Pa1(i)− Pa2(i))(I − γPa1)−1R (4.14)
arg max
R∈Rpareto
∑N
i bi (4.15)
bi =
1 ((Pa1(i)− Pa2(i))(I − γPa1)−1R > 0)0 (otherwise)
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図 4.2: Optimal Policy of 5× 5-GridWorld
arg max
R∈Rpareto
∑N
i
∑K
j cij (4.16)
cij =
1 ((Pa1(i)− Paj (i))(I − γPa1)−1R > 0)0 (otherwise)
式 (4.14)は，Ngの目的関数を踏襲した式であり，最適行動のQ値と 2番目によい行動のQ
値の差の全状態の合計が大きい報酬を選択する。式 (4.15)は，最適行動のQ値と 2番目に
よい行動の Q値に差がある状態の数が多くなる報酬を選択する。これは，多くの状態で最
適行動を獲得しやすい報酬の選択が期待できる。式 (4.16)は，最適行動のQ値とその他の
行動のQ値に差がある状態の数が多くなる報酬を選択する。以後，式 (4.14)，式 (4.15)，式
(4.16)の解の選定法をそれぞれ選定法 1，選定法 2，選定法 3と呼ぶ。
4.4 計算機実験
4.4.1 5× 5-GridWorld
提案手法の性能を検証するための実験を行う。実験環境と最適方策を図 4.2に示す。実験
は，5× 5-GridWorldと呼ばれる環境で行う。これはスタートからゴールまでの最短経路を
求める問題であり，強化学習のベンチマークとしてよく用いられている。図 4.2に示すよう
に，スタートを左上の座標 (0,0)，ゴールを右下の座標 (4,4)に設定し，各状態の最適行動
（図 4.2中の各Gridにおける矢印方向への移動）を所与とする。行動選択手法には ϵ-greedy
選択を用いる。
実験に用いた強化学習の各パラメータは，学習率 α = 0.03，割引率 γ = 0.9，探索率
ϵ = 0.3，最終エピソード数を 2000とし，1900エピソード以降は学習の収束を確認するため
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表 4.1: Parameter of each method of 5× 5-GridWorld
手法 パラメータ
Ng 報酬Rの値域，ペナルティ係数 λ
Abbeel 終了判定 τ
GAIRL 報酬Rの値域，Nearly，世代数，個体数
NSGAIRL 報酬Rの値域，ペナルティ係数 λ，世代数，個体数
に探索率 ϵ = 0として greedy方策を実行する。各アルゴリズムの性能の比較に用いる評価
指標としては，4.1節の定義に従い，「最終エピソード終了までの総ステップ数」と「学習に
要したステップ数」を用いる。
逆強化学習のパラメータの決定
本研究で用いた各手法の主なパラメータを表 4.1にまとめる。Ngの逆強化学習のパラメー
タには，報酬関数Rの値域とペナルティ係数 λがある。Abbeelの逆強化学習には終了判定
を行うパラメータとして τ がある。GAIRLには，報酬関数Rの値域と学習効率の評価をど
のエピソードまでのステップ数で評価するかを決定するNearly，GAのパラメータである世
代数と個体数がある。NSGAIRLには，報酬関数Rの値域とペナルティ係数 λと，GAのパ
ラメータである世代数と個体数がある。これらのパラメータがそれぞれの手法の性能に与え
る影響を調べる。
Ngの逆強化学習のパラメータ
はじめに，報酬関数の値域が 0 ≤ R ≤ 1の場合について述べる。報酬関数 Rの値域を
0 ≤ R ≤ 1に設定し，ペナルティ係数 λを変化させ実験を行う。λを 0から 0.1ずつ増加さ
せると，Ngの逆強化学習では 4通りの報酬関数が得られた。Ngの逆強化学習で得られた報
酬関数に対して 100回学習させた時の，各エピソード毎の平均ステップ数を図 4.3に示す。
図 4.3の縦軸は各エピソードの 100回の学習に対する平均ステップ数，横軸はエピソード数
である。各 λと学習効率の比較を表 4.2に示す。
図 4.3から，各 λに対して学習の収束性は大きく変化しないことがわかる。また，表 4.2
から，λの減少に伴い学習効率が上がることがわかる。
次に報酬関数の値域が −1 ≤ R ≤ 1の場合について述べる。報酬関数 Rの値域を −1 ≤
R ≤ 1に設定し，ペナルティ係数 λを変化させ実験を行う。λを 0から 0.1ずつ増加させる
と，Ngの逆強化学習では 7通りの報酬関数が得られた。Ngの逆強化学習で得られた報酬関
数に対して 100回学習させた時の，各エピソード毎の平均ステップ数を図 4.4に示す。図 4.4
の縦軸は各エピソードの 100回の学習に対する平均ステップ数，横軸はエピソード数であ
る。各 λと学習効率の比較を表 4.3に示す。
図 4.4から，各 λに対して学習の収束性は大きく変化しないことがわかる。
また，表 4.3より，λの減少に伴い学習効率が上がることがわかる。
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図 4.3: Comparison of convergence curves
for λs of 0 ≤ R ≤ 1 (5× 5-GridWorld)
表 4.2: Comparison of required steps by each
λ of 0 ≤ R ≤ 1 (5× 5-GridWorld)
ペナルティ 学習に要した
係数 λ ステップ数
0,0.1 27,689
0.2,0.3 27,776
0.4～0.8 27,832
0.9～ 28,017
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図 4.4: Comparison of convergence curves
for λs of −1 ≤ R ≤ 1 (5× 5-GridWorld)
表 4.3: Comparison of required steps by each
λ of −1 ≤ R ≤ 1 (5× 5-GridWorld)
ペナルティ 学習に要した
係数 λ ステップ数
0～0.6 27,559
0.7 27,559
0.8 27,617
0.9 27,949
1.0 27,949
1.1,1.2 27,971
1.3～ 30,515
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図 4.6: Relationship of iteration and learning efficiency of 5× 5-GridWorld
以上の結果から学習速度に関して最適なパラメータ値は −1 ≤ R ≤ 1の時の λ = 0であ
る。以下に説明するGAIRLとNSGAIRLのパラメータのRの値域，NSGAIRLのRの値
域と λも−1 ≤ R ≤ 1，λ = 0を用いる。
Abbeelの逆強化学習のパラメータ
Abbeelの逆強化学習には，アルゴリズムの終了判定を行うパラメータとして τ がある。τ
はエキスパートの行動軌跡から決定した特徴期待値と，学習エージェントの特徴期待値の差
の許容量を決定する閾値である。τ と学習ステップ数との関係を調査し，適切な τ の値を決
定する。図 4.5にエキスパートの特徴期待値と学習エージェントの特徴期待値の差 tと，繰
り返し回数の関係を示す。図 4.5の縦軸は t，横軸はアルゴリズムの繰り返し回数である。
図 4.6に学習に要したステップ数と繰り返し回数の関係を示す。図 4.6の縦軸は各繰り返し
時に得られた報酬関数で学習した時の，最終エピソードを終了するまでのステップ数，横軸
はアルゴリズムの繰り返し回数である。
図 4.5と図 4.6から繰り返し回数が 30周辺で τ の値と学習が収束していることがわかる。
繰り返し回数が 30の時の tの値は 0.21なので，この値よりも小さい τ を用いればよい。ま
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表 4.4: Relationship of Nearly and learning efficiency (5× 5-GridWorld)
Nearly 最終エピソード終了までの総ステップ数
10 19,088
100 18,274
1000 18,477
た，図 4.6(b)から繰り返し回数が 30以降も学習に 1,000,000ステップ以上要している場合
がある。これは最短経路が獲得できていないことを表し，この報酬関数は適切でないと考え
られる。よって τ < 0.2を満たし，かつ初めに最短経路を学習した報酬関数を Abbeelの逆
強化学習の報酬とする。
GAIRLのパラメータ
GAIRLでは，各個体で得られた報酬関数に対してQ学習を行い，その学習効率を適応度
に設定する。学習効率は，Nearlyエピソードまでの総ステップ数を用いる。ここでは，Nearly
による学習効率への影響と，GAのパラメータである世代数と個体数の適応度に与える影響
を調べる。はじめに個体数を 50，世代数を 1000に固定し，Nearlyを 10，100，1000と変化
させ，それぞれのNearly に対して 10回ずつ実験を行い，10通りの報酬関数を獲得した後，
Q学習を行った際の最終エピソード終了までの学習効率を表 4.4に示す。
表 4.4よりNearly=10が悪く，Nearly=100と1000の間に大きな差はみられない。Nearly=100
とNearly=10に対して t検定を行ったところ有意水準 5%で有意差を確認した。Nearly=100と
Nearly=1000に対して t検定を行ったところ有意水準 5%で有意差を確認できなかった。よっ
てNearly=100以上の値なら性能に差がないと判断できるため，今後の実験ではNearly=100
を用いる。
次にGAのパラメータの影響を調べる。個体数を固定し，世代数を変化させる実験と，世
代数を固定し，個体数を変化させる実験を行った。それぞれの実験でNearly = 100とする。
なお，ここではGAIRLに制約条件の緩和を導入した場合の結果を示す。図 4.7に個体数を
100に固定し，1000世代まで変化させた実験を行った結果を示す。図 4.7の縦軸は各世代の
最大の適応度，横軸は世代数を表す。図 4.8に世代数を 100に固定し，個体数を 10から 100
まで 10個毎に変化させた実験を 100回行った結果を示す。図 4.8の縦軸は 100世代時の最
大の評価値の 100試行の平均値を表し，横軸は個体数を表す。
図 4.7から 100世代付近で評価値が収束していることがわかる。図 4.8から個体数を増や
すほど最大の評価値が減少し，100個体付近で最小の値をとることがわかる。これらの結果
から，以後の実験ではNearly=100，世代数を 100世代，個体数を 100個体で行う。
NSGAIRLのパラメータ
NSGAIRLにおいて，GAのパラメータである世代数と個体数の適応度に与える影響を調
べる。個体数を固定し世代数を変化させる実験と，世代数を固定し個体数を変化させる実
験を行った。図 4.9，図 4.11，図 4.13に個体数を 50に固定し，1000世代まで実験を 100
回行った結果を示す。図 4.9，図 4.11，図 4.13の縦軸は各世代の最大の適応度の 100試行
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図 4.9: Relationship of generation and fitness
of 5×5-GridWorld (NSGA-1)
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図 4.10: Relationship of population and gen-
eration of 5×5-GridWorld (NSGA-1)
の平均値，横軸は世代数を表す。図 4.10，図 4.12，図 4.14に世代数を 100に固定し，個
体数を 10個から 100個まで 10個毎に変化させた実験を 100回行った結果を示す。図 4.10，
図 4.12，図 4.14の縦軸は 100世代後の最大の評価値の 100試行の平均値を表し，横軸は個
体数を表す。
図 4.9，図 4.11，図 4.13から世代数の増加に伴い適応度も増加している。1000世代で
もっともよい適応度を獲得している。また，1000世代以降ではほとんど改善しなかった。個
体数は，図 4.10では適応度が振動しているが，20の時にもっとも適応度が高い。図 4.12，
図 4.14では 100の場合にもっともよい適応度を獲得している。これらの結果から，以後の
実験では，世代数を 1000，個体数をNSGA-1は 20，NSGA-2，NSGA-3は 100に設定する。
次に選定法の評価を行う。NSGA-1，NSGA-2，NSGA-3の三通りの目的関数で獲得した
パレート解にそれぞれの選定法を適用し，選ばれた報酬関数で Q学習を行い，その学習効
率を評価する。それぞれの選定法で選ばれた報酬関数に対して 100回学習させた時の，各エ
ピソード毎のステップ数の平均値を図 4.15～図 4.17に示す。図 4.15～図 4.17の縦軸は各
エピソードの 100回の学習に対する平均ステップ数，横軸はエピソード数である。それぞれ
の選定法による学習効率を表 4.5～表 4.7に示す。
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図 4.13: Relationship of generation and fit-
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図 4.15: Comparison of convergence curves for each selecting method of 5× 5-GridWorld
(NSGA-1)
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表 4.5: Comparison of required steps by each selecting method of 5×5-GridWorld（NSGA-
1）
最短経路獲得までの 最終エピソード終了までの
手法 ステップ数の平均 総ステップ数の平均
（標準偏差） （標準偏差）
選定法 1 2,674(1059) 22,448(65)
選定法 2 3,812(1013) 23,044(67)
選定法 3 2,751(1016) 22,450(59)
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図 4.16: Comparison of convergence curves for each selecting method of 5× 5-GridWorld
(NSGA-2)
表 4.6: Comparison of required steps by each selecting method of 5×5-GridWorld（NSGA-
2）
最短経路獲得までの 最終エピソード終了までの
手法 ステップ数の平均 総ステップ数の平均
（標準偏差） （標準偏差）
選定法 1 3,948(1,518) 25,054(56)
選定法 2 2,875(1,075) 23,049(60)
選定法 3 5,060(1,609) 25,749(53)
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図 4.17: Comparison of convergence curves for each selecting method of 5× 5-GridWorld
(NSGA-3)
表 4.7: Comparison of required steps by each selecting method of 5×5-GridWorld（NSGA-
3）
最短経路獲得までの 最終エピソード終了までの
手法 ステップ数の平均 総ステップ数の平均
（標準偏差） （標準偏差）
選定法 1 7,454(1,341) 27,306(52)
選定法 2 2,158(830) 21,404(62)
選定法 3 7,373(1,503) 27,313(52)
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すべての目的関数に対して選定法 2がもっとも学習効率を改善できる報酬関数を選定し
た。選定法 2は最適行動と 2番目によい行動のQ値に差がある状態の数を最大化する報酬関
数を選択する方法である。このことから多くの状態で最適行動が獲得しやすくなったため，
学習効率を改善できたと考えられる。またNSGA-3はNSGA-1とNSGA-2の組合せであり，
最適行動とその他のすべての行動との Q値の差を最大化する方法である。このためもっと
も精度の高い報酬の獲得ができたと考えられる。もっともよい性能を示した NSGA-3の選
定法 2を逆強化学習の多目的化の代表例として次節の他手法との比較で用いる。次節以降，
NSGA-3と選定法 2用いた手法をNSGAIRLと呼ぶ。
学習効率の比較
既存の逆強化学習と提案手法を比較する実験を行う。学習効率の比較の基準として，ゴー
ルだけに高い報酬を与えたNormalを定義する。前節で示した使用する各手法のパラメータ
値を表 4.8にまとめる。
各手法の性能は，各手法で得られた報酬関数でQ学習を行い，その学習効率で評価する。
各手法の報酬関数に対して 100回学習させた時の，各エピソード毎のステップ数の平均値を
図 4.18に示す。図 4.18の縦軸は各エピソードの 100回の学習に対する平均ステップ数，横
軸はエピソード数である。それぞれの手法による学習効率を表 4.9に示す。
図 4.18から，GAIRL，NSGAIRL，Abbeel，Ng，Normalの順に収束が速いことがわか
る。また表 4.9から，学習効率も収束の速度と同じ順に速いことがわかる。またGAIRLと
その他の手法に対して t検定を行った結果，有意水準 5%で有意差があることを確認した。
表 4.8: Selecting parameter of each method of 5× 5-GridWorld
手法 パラメータ
Ng 報酬Rの値域 −1 ≤ R ≤ 1，ペナルティ係数 λ=0
Abbeel 終了判定 τ=0.2
GAIRL 報酬Rの値域 −1 ≤ R ≤ 1，Nearly=100，世代数 100，個体数 100
NSGAIRL 報酬Rの値域 −1 ≤ R ≤ 1，ペナルティ係数 λ=0
世代数 1000，個体数 100
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図 4.18: Comparison of the convergence curves by introduced learning efficiency to objec-
tive function (5×5-GridWorld)
表 4.9: Comparison of steps by introduced learning efficiency to objective function （5×
5-GridWorld）
最短経路獲得までの 最終エピソード終了までの
手法 ステップ数の平均 総ステップ数の平均
（標準偏差） （標準偏差）
Ng 6,047(821) 24,792(145)
Normal 2,390(1037) 22,748(54)
Abbeel 2,365(1269) 23,497(542)
NSGAIRL 2,158(830) 21,404(62)
GAIRL 969(513) 19,462(67)
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表 4.10: Parameter of each method of TwoRoom
手法 パラメータ
Ng 報酬Rの値域，ペナルティ係数 λ
Abbeel 終了判定 τ
GAIRL 報酬Rの値域，Nearly，世代数，個体数
NSGAIRL 報酬Rの値域，ペナルティ係数 λ，世代数，個体数
4.4.2 TwoRoom
提案手法の性能を検証するための実験を行う。実験は，TwoRoomとと呼ばれる環境で行
う。これはスタートからゴールまでの最短経路を求める問題である。TwoRoomは，スター
トとゴールの間に壁があり，そこで二つの部屋に分かれている。この環境では，ランダムに
行動すると次の部屋にたどり着くことが困難であることから，ゴールだけに報酬を与える
と，報酬の遅れが大きくなり，学習が遅くなる。そのため，有効なサブゴールの設定によっ
て学習の高速化が期待できる問題である。スタートを左下の座標 (1,7)，ゴールを右上の座
標 (17,1)に設定し，各状態の最適行動を所与とする。行動選択手法には ϵ -greedy選択を用
いる。実験環境と最適方策を図 4.19に示す。
実験に用いた強化学習の各パラメータ値は，学習率 α = 0.03，割引率 γ = 0.9，探索率
ϵ = 0.3，最終エピソード数を 5,000とし，4,900エピソード以降は学習の収束を確認するた
めに探索率 ϵ = 0として greedy方策を実行する。各アルゴリズムの性能の比較に用いる評
価指標としては，4.1節の定義に従い，「最終エピソード終了までの総ステップ数」と「学習
に要したステップ数」を用いる。
逆強化学習のパラメータの決定
本研究で用いた各手法の主なパラメータを表 4.10にまとめる。5×5-GridWorldと同様に，
Ngの逆強化学習のパラメータは，報酬関数 Rの値域とペナルティ係数 λがある。Abbeel
の逆強化学習には終了判定を行うパラメータとして τ がある。GAIRLには，報酬関数Rの
値域と学習効率の評価をどのエピソードまでのステップ数で評価するかを決定するNearly，
GAのパラメータである世代数と個体数がある。NSGAIRLには，報酬関数Rの値域とペナ
ルティ係数 λと，GAのパラメータである世代数と個体数がある。これらのパラメータがそ
れぞれの手法の性能に与える影響を調べる。
Goal
Start
図 4.19: Optimal Policy of TwoRoom
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図 4.20: Comparison of convergence curves
for λs of 0 ≤ R ≤ 1 (TwoRoom)
表 4.11: Comparison of required steps by
each λ of 0 ≤ R ≤ 1 (TwoRoom)
ペナルティ 学習に要した
係数 λ ステップ数
0 378,549
1 379,797
2 390,987
3～ 396,713
Ngの逆強化学習のパラメータ
はじめに，報酬関数の値域が 0 ≤ R ≤ 1の場合について述べる。報酬関数 Rの値域を
0 ≤ R ≤ 1に設定し，ペナルティ係数 λを変化させ実験を行う。λを 0から 1ずつ増加させ
ると，Ngの逆強化学習では 4通りの報酬関数が得られた。Ngの逆強化学習で得られた報
酬関数に対して 10回学習させた時の，各エピソードに対する平均ステップ数を図 4.20に示
す。図 4.20の縦軸は各エピソードの 10回の学習に対する平均ステップ数，横軸はエピソー
ド数である。各 λと学習効率の比較を表 4.11に示す。
図 4.20より，各 λに対して学習の収束性は大きく変化しないことがわかる。また，表 4.11
より，λの減少に伴い学習効率が上がることがわかる。
次に，報酬関数の値域が −1 ≤ R ≤ 1 の場合について述べる。報酬関数 R の値域を
−1 ≤ R ≤ 1に設定し，ペナルティ係数 λを変化させ実験を行う。λを 0から 1ずつ増加さ
せると，Ngの逆強化学習では 4通りの報酬関数が得られた。Ngの逆強化学習で得られた
報酬関数に対して 10回学習させた時の，各エピソードの平均ステップ数を図 4.21に示す。
図 4.21の縦軸は各エピソードの 10回の学習に対する平均ステップ数，横軸はエピソード数
である。各 λと学習効率の比較を表 4.12に示す。
図 4.12から，各 λに対して学習の収束性は大きく変化しないことがわかる。また，表 4.12
より，λの減少に伴い学習効率が上がることがわかる。
また，Rの値域が−1 ≤ R ≤ 1で λ=0の時，最も学習が速くなるため，学習速度に関し
て最適なパラメータは−1 ≤ R ≤ 1の時の λ=0である。
Abbeelの逆強化学習のパラメータ
Abbeelの逆強化学習には，アルゴリズムの終了判定を行うパラメータとして τ がある。τ
はエキスパートの行動軌跡から決定した特徴期待値と，学習エージェントの特徴期待値の差
の許容量を決定する閾値である。このパラメータの値はどの程度小さくすべきかについての
具体的な指標は与えられていないため，実験を通して試行錯誤的に決める必要がある。そこ
で τ と学習ステップ数との関係を調査し，適切な τ を決定する。図 4.22にエキスパートの
特徴期待値と学習エージェントの特徴期待値の差 tと，繰り返し回数の関係を示す。図 4.22
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図 4.21: Comparison of convergence curves
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表 4.12: Comparison of required steps by
each λ of −1 ≤ R ≤ 1 (TwoRoom)
ペナルティ 学習に要した
係数 λ ステップ数
0 320,204
1 354,422
2 378,558
3～ 396,720
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図 4.22: Relationship of iteration and t of
TwoRoom
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図 4.23: Relationship of iteration and learn-
ing efficiency of TwoRoom
の縦軸は t，横軸はアルゴリズムでの繰り返し回数である。図 4.23に学習に要したステップ
数と繰り返し回数の関係を示す。図 4.23の縦軸は各繰り返し時に得られた報酬関数で学習
した時の最終エピソードを終了するまでのステップ数，横軸はアルゴリズムの繰り返し回数
である。
図 4.22と図 4.23から繰り返し回数を増やすにつれて tの値と学習が収束することがわか
る。ここでは繰り返し回数が 100の時十分に収束したと判断した。繰り返し回数が 100の
時の tの値は 0.029なので，この値よりも小さい τ を用いればよい。また，図 4.23から繰
り返し回数が 100付近でも学習に要するステップ数が増加している場合がある。これは最
短経路が獲得できていないことを表し，この時の報酬は適切でないと考えらえれる。よって
τ < 0.029を満たし，かつ初めに最短経路を学習した報酬関数を Abbeelの逆強化学習の報
酬とする。
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表 4.13: Relationship of Nearly and learning effieciency of TwoRoom
Nearly 最終エピソード終了までの総ステップ数
10 306,902
100 252,575
1000 252,351
2000 252,560
5000 248,350
GAIRLのパラメータ
GAIRLでは，各個体で得られた報酬関数に対してQ学習を行い，その学習効率を適応度
に設定する。学習効率は，Nearlyエピソードまでの総ステップ数を用いる。ここでは，Nearly
による学習効率への影響と，GAのパラメータである世代数と個体数の適応度に与える影響
を調べる。はじめに個体数を 50，世代数を 1000に固定し，Nearlyを 10，100，1000，2000，
5000と変化させ，それぞれのNearly に対して 10試行行い，10通りの報酬関数を獲得した
後，Q学習を行った際の最終エピソード終了までの総ステップ数の平均値を表 4.13に示す。
表 4.13よりNearly=10以外の値では大きな差はみられない。Nearly=100とNearly=10に対
して t検定を行ったところ有意水準 5%で有意差を確認した。Nearly=100と Nearly=1000，
2000，5000に対して t検定を行ったところ有意水準 5%で有意差を確認できなかった。よっ
てNearly=100以上の値なら性能に差がないと判断できるため，今後の実験ではNearly=100
を用いる。
次にGAのパラメータの影響を調べる。個体数を固定し，世代数を変化させる実験と，世
代数を固定し，個体数を変化させる実験を行った。それぞれの実験でNearly = 100とする。
なお，ここではGAIRLに制約条件の緩和を導入した場合の結果を示した。図 4.24に個体
数を 100に固定し，10000世代まで実験を行った結果を示す。図 4.24の縦軸は各世代の最
大の適応度，横軸は世代数を表す。図 4.25に世代数を 100に固定し，個体数を 10，30，50，
100，500と変化させた実験の結果を示す。図 4.25の縦軸は 100世代後の最大の評価値の 100
試行の平均値を表し，横軸は個体数を表す。
図 4.24から世代数を増加させるほど適応度が小さい値となる。適応度は実装上の都合に
より，最小化を目的とした。図 4.25から個体数を増加させるほど最終的な個体の適応度も
小さい値となる。しかし，世代数の増加と個体数の増加は計算時間が増加させる。そこで世
代数と個体数を最大化と，計算時間のトレードオフを適切に調節する必要がある。図 4.24
から 3000世代目の適応度は 10000世代目の 5%以内に収束しており，図 4.25から 50世代
までの減少率が高いことが見て取れる。これらの結果から，以後の実験ではNearly=100，世
代数を 3000世代，個体数を 50個体で行う。
NSGAIRLのパラメータ
NSGAIRLにおいて，GAのパラメータである世代数と個体数の適応度に与える影響を調
べる。個体数を固定し世代数を変化させる実験と，世代数を固定し個体数を変化させる実
験を行った。図 4.26，図 4.28，図 4.30に個体数を 50に固定し，2000世代まで実験を 10
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図 4.26: Relationship of generation and fit-
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図 4.27: Relationship of population and gen-
eration of TwoRoom (NSGA-1)
回行った結果を示す。図 4.26，図 4.28，図 4.30の縦軸は各世代の最大の適応度の 10試行
の平均値，横軸は世代数を表す。図 4.27，図 4.29，図 4.31に世代数を 1000に固定し，個
体数を 10個から 100個まで 10個毎に変化させた実験を 10回行った結果を示す。図 4.27，
図 4.29，図 4.31の縦軸は 1000世代後の最大の評価値の 10試行の平均値を表し，横軸は個
体数を表す。
図 4.26，図 4.28，図 4.30から 10000世代でもっとも適応度が大きくなっている。また，
図 4.27，図 4.29，図 4.31では個体数の増加に応じて適応度も増加する傾向がみられる。個
体数が 90の場合にもっとも適応度が大きくなっている。これらの結果から，以後の実験で
は，全手法で世代数を 10000世代，90個体で行う。
TwoRoomではNSGAIRLで実行可能解を獲得できなかったため，NSGAIRLの目的関数
の比較と解の選定法の評価を行うことはできなかった。
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図 4.30: Relationship of generation and fit-
ness of TwoRoom (NSGA-3)
 0.14
 0.145
 0.15
 0.155
 0.16
 0.165
 0.17
 0.175
 0.18
 0.185
 0.19
 10  20  30  40  50  60  70  80  90  100
M
ax
im
um
 F
itn
es
s
Number of Population
図 4.31: Relationship of population and gen-
eration of TwoRoom (NSGA-3)
41
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 0  500  1000  1500  2000  2500  3000  3500  4000  4500  5000
N
um
be
r o
f S
te
ps
Number of Episodes
Abbeel
Normal
Ng
(a) Full Scale
 0
 200
 400
 600
 800
 1000
 0  200  400  600  800  1000
N
um
be
r o
f S
te
ps
Number of Episodes
Abbeel
Normal
Ng
(b) Enlarged
図 4.32: Comparison of convergence curves by introduced learning efficiency to objective
function (TwoRoom)
学習効率の比較
既存の逆強化学習と提案手法を比較する実験を行う。学習効率の比較の基準として，ゴー
ルだけに高い報酬を与える方法をNormalとして定義する。前節で示した各手法のパラメー
タ値を表 4.14にまとめる。提案したNSGAIRL，GAIRLでは実行可能解が得られず，最短
経路を獲得できる方策を獲得できなかった。そのため，ここでは既存手法の学習効率の比較
を行う。各手法の性能は，各手法で得られた報酬関数で Q学習を行い，その学習効率で評
価する。各手法の報酬関数に対して 100回学習させた時の，各エピソード毎のステップ数の
平均値を図 4.32に示す。図 4.32の縦軸は各エピソードの 100回の学習に対する平均ステッ
プ数，横軸はエピソード数である。それぞれの手法による学習効率を表 4.15に示す。
図 4.32から，NgとNormalは同程度に早く収束し，Abbeelは最も収束に時間を要する。
また表 4.15から，NgはNormalよりもわずかに効率がよく，Abbeelは最も効率が悪い。
表 4.14: Selecting parameter of each method of 5× 5-GridWorld
手法 パラメータ
Ng 報酬Rの値域 −1 ≤ R ≤ 1，ペナルティ係数 λ=0
Abbeel 終了判定 τ=0.2
GAIRL 報酬Rの値域 −1 ≤ R ≤ 1，Nearly=100，世代数 100，個体数 100
NSGAIRL 報酬Rの値域 −1 ≤ R ≤ 1，ペナルティ係数 λ=1
世代数 1000，個体数 100
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表 4.15: Comparison of steps by introduced learning efficiency to objective function
（TwoRoom)
最短経路獲得までの 最終エピソード終了までの
手法 ステップ数の平均 総ステップ数の平均
（標準偏差） （標準偏差）
Abbeel 1,349,792(1655,525) 1,512,298(1,645,876)
Normal 191,906(18,700) 378,281(430)
Ng 187,811(19,688) 378,278(454)
表 4.16: Parcentage of optimal action of each method (5× 5-GridWorld)
手法 即時報酬が最適行動の 即時報酬の差が小さい 学習効率
割合 [%] 状態の個数 の順位
Ng 33 8 4
Abbeel 58 12 3
NSGAIRL 50 10 2
GAIRL 50 4 1
4.5 考察
計算機実験から，5× 5-Gridworldでは学習効率の点において，提案法である NSGAIRL
と GAIRLが既存の逆強化学習法を上回る性能を示した。一方で TwoRoom環境では，提
案法は最適方策を獲得可能な報酬関数を推定することができなかった。本節では，はじめに
5× 5-Gridworldを対象に学習効率改善の要因を推定された報酬関数を用いて検証する。次
に，学習効率をもっとも改善できたGAIRLに対して，実験的な解析と計算量の算出を行い，
適用限界について考察する。
4.5.1 報酬関数と学習効率の関係
学習効率化の要因を，5× 5-Gridworldの各手法で得られた報酬関数から考察する。各手
法で得られた報酬関数を図 4.33に示す。各状態で 1つ先の状態に遷移するときに得られる
即時報酬を最大化する行動を図 4.34，その行動が最適行動である割合と学習効率の関係を
表 4.16に示す。なお，図 4.34の青い丸が付いた座標は，即時報酬を最大化する行動と 2番
目に大きい報酬を獲得する行動の獲得報酬量の差が小さい状態を表す。ここで差が小さいと
は，各手法で獲得した最大の報酬値の 10分の 1以下とした。図 4.34の矢印は各状態のQ値
が最大となる行動，青枠はスタートの状態，赤枠はゴールの状態を示す。
表 4.16の即時報酬が最適行動の割合から，即時報酬を最大化する行動と最適行動の一致
率が高いほど学習効率も改善できる傾向がみられる。これはゴールにたどり着かなくても，
即時報酬によりゴールに向かう行動が学習可能であるからである。また，表 4.16の即時報
酬の差が小さい状態の個数から，報酬値の大きさも影響していると考えられる。これは，即
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図 4.33: Reward function (5× 5-GridWorld)
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図 4.34: Achived action by immediately reward
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表 4.17: Number of RL in each environment
environment number of RL
5× 5 4.52× 103
6× 6 9.50× 103
7× 7 5.09× 103
8× 8 6.88× 103
時報酬の差が小さい状態では，各行動の Q値が学習途中の探索により入れ替わる可能性が
高くなることが要因である。明確に最適行動の即時報酬が大きければ，Q値の逆転が起こら
ず，学習が効率化されるため，即時報酬の差が小さい状態が少ないほど学習効率が改善され
たと考えられる。以上の理由から，GAIRLを用いて推定した報酬関数がもっとも学習効率
を改善できたと考えられる。
4.5.2 計算量
GAIRLの最悪の計算量を算出する。強化学習の計算量を，状態数を |S|，行動数を |A|とし
たときの価値反復法の計算量O(|S|2× |A|)を用いて議論する。GAの 1世代の計算は，個体
の評価，遺伝的操作，世代更新を通して行われる。遺伝的操作と世代更新にかかる計算量は，
全個体数を |I|とすると，O(|I|)となる。個体の評価は，制約条件を満たすかどうかの判定に
O(|I|)，制約条件を満たす個体については，強化学習による学習効率の評価を行うため，「強
化学習の計算量」×「制約をすべて満たした個体数」となる。制約をすべて満たした個体数を
|Isatisfy|とすると，全計算量はO(|I|)+O(|S|2× |A|)× |Isatisfy|+O(|I|)+O(|I|) = O(|S|2
× |A|) × |Isatisfy|となるため，強化学習の計算回数に依存する。
最悪の計算量は，全世代で，すべての個体が制約条件をすべて満たす場合となるため，全
世代数をK とすると，O(|S|2× |A|) × |I| × K となる。
強化学習の計算量と世代数は一定であるため，全計算量は「制約をすべて満たした個体」
が全世代を通してどの程度出現するかによって変化するが，GAによる探索を行うため，理
論的な計算は困難である。
そこで，GridWorldのGrid数を 5から１ずつ増加し，各GridWorldでGAIRLを適用し
た時の，解の収束に要する強化学習の実行回数を表 4.17に示す。解の収束の判定は，事前
に各Grid数に対して 10000世代，100個体のGAを用いて得られた最適解を計算する。次
に 10000世代，100個体のGAを用いて最適解の 1%以内の学習効率が得られるまでに要し
た強化学習の実行回数を計算する。表 4.17は 10試行の平均値を示す。
表 4.17から，提案法では大量の強化学習の実行が必要となるため，強化学習の計算に多
大な時間を要する複雑な環境への適用が困難となる。一方で，Grid数の増加に対する強化
学習の実行回数の増加は少ないという結果になった。強化学習の計算回数の削減が今後の課
題としてあげられる。
4.5.3 進化計算による解法の限界
GridWorldのGrid数を 5から１ずつ増加し，GAIRLの適用限界を実験的に解析する。各
方法の最終エピソード終了までの総ステップ数を表 4.18に示す。表 4.18の数値は 10試行
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表 4.18: Comparison of the efficiency
Ng Abbeel GAIRL
min 1.73× 105 9.27× 104 9.12× 104
(6.34× 104) (1.25× 102) (1.18× 102)
5× 5 max 1.73× 105 2.82× 105 9.32× 104
(6.34× 104) (2.94× 104) (1.25× 102)
ave. 1.73× 105 1.89× 105 9.20× 104
(0) (1.26× 104) (1.32× 102)
min 1.47× 106 1.15× 105 1.16× 105
(2.36× 104) (4.63× 104) (1.47× 102)
6× 6 max 1.47× 106 4.16× 105 1.23× 105
(2.36× 104) (5.62× 104) (1.60× 102)
ave. 1.47× 106 2.57× 105 1.19× 105
(0) (8.67× 104) (1.73× 102)
min 1.41× 106 1.46× 106 1.49× 105
(9.42× 104) (4.52× 104) (1.75× 102)
7× 7 max 1.41× 106 4.91× 106 1.63× 105
(9.42× 104) (2.83× 105) (1.85× 102)
ave. 1.41× 106 1.89× 106 1.54× 105
(0) (5.81× 105) (1.66× 102)
min 2.95× 105 1.74× 105 1.79× 105
(1.11× 105) (2.94× 102) (1.85× 102)
8× 8 max 2.95× 105 9.96× 106 2.05× 105
(1.11× 105) (1.11× 107) (1.79× 102)
ave. 2.95× 105 3.50× 106 1.95× 105
(0) (2.49× 106) (1.78× 102)
の平均値，括弧内の数値の数値は分散，太字はもっともよい結果を示す。
8× 8GridWorldまでの大きさの環境においては，提案法により学習効率を改善する報酬
関数が推定できていることがわかる。一方で提案法では 8 × 8より大きな GridWorld環境
では式 (4.4)の Ngの制約条件をすべてみたす実行可能解は獲得できなかった。表 4.19に
各GridWorld環境において，GAIRLが最終世代を終えるまでに獲得した実行可能解の数を
示す。
表 4.19より，Grid数が大きくなるにつれて，獲得した実行可能解の個数が減少している
ことがわかる。したがって，状態数の増加に伴う制約条件数の増加により，実行可能領域が
縮小し，実行可能解の探索が困難となることが原因として考えられる。特に GAは一般的
には制約条件を明示的に扱えない方法であるため，GAIRLでは制約条件を破った数に対し
てペナルティを与える形で間接的に反映しているにすぎない。そのため，ペナルティ法を用
いた方法では，実行可能領域が小さいときは局所解への収束を回避できないことが考えら
える。
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表 4.19: Number of feasible solution in each environment
environment number of feasible solution
5× 5 8.96× 105
6× 6 8.93× 105
7× 7 4.99× 105
8× 8 3.38× 105
実行可能領域の縮小は状態数の増加に伴い生じると考えられる。以下にその根拠を示す。
はじめに，状態数と制約条件数の関係を示す。各制約条件は各状態 sにおいて最適行動 a1
とそのほかのすべての行動 a ∈ A\a1の期待報酬値を比較する。従って，制約条件数は状態
空間 |S| × (|A| − 1)個となるため，制約条件数は状態空間の増加に比例して増加する。
状態数に伴い制約条件数が増加するため，実行可能領域が縮小し，GAによる探索では実
行可能領域内の解を獲得することができなくなる。ここで，最適解に無関係な制約条件を削
減することにより，実行可能領域を拡大し，かつ最適解が得られるような制約条件の集合を
再定義することが考えられる。
4.6 今後の展開
実験結果から，強化学習のベンチマーク問題に対して提案法により学習効率を改善可能な
報酬関数の推定を確認した。一方で考察で示した通り，実問題のような大規模な環境への適
用時には，大量の強化学習の実行とGAの制約条件の取り扱い法に課題が残ることが分かっ
た。これらの課題の解決に向けた今後の展開を以下に述べる。
強化学習なしの逆強化学習の利用
逆強化学習は，推定報酬に基づく方策の推定，方策に基づく報酬関数の評価，報酬関数の
更新という処理を繰り返し行うことにより，報酬関数を最適化する。推定報酬に基づく方策
の推定には，多くの場合強化学習を用いるが，この計算量は問題が大規模になるにつれて無
視できなくなり，逆強化学習の実環境適用時のボトルネックとなっている。近年，この問題
の解決策として，逆強化学習アルゴリズムの内部で強化学習を用いない研究がおこなわれ
ている。Relative Entropy IRL[16]は，MaxEntIRLの分配関数の計算過程において必要と
なる方策の推定を，重点サンプリングにより解決する。Deep IRL Logistic Regression[24]
は，通常のマルコフ決定過程に対していくつかの仮定を設けることにより，非線形のハミル
トン・ヤコビ・ベルマン方程式を線形化した線形可解マルコフ決定過程を用いて最適方策を
解析的に導出する逆強化学習を提案した。Cascaded Supervised IRL[47]は教師あり学習を
用いて方策を推定し，その後ベルマン方程式を報酬関数について解いた逆ベルマン方程式を
用いて報酬関数の計算し，その結果を再び教師あり学習を用いて一般化する方法を示した。
Density Matching Reward Learning[55]は得られた軌跡データからカーネル密度推定を用
いて方策の分布を推定し，報酬関数の推定を二次計画問題として定式化した。これらの強化
学習なしの逆強化学習を提案法に導入することにより，大量の強化学習の実行を削減する方
法が，今後の展開として考えられる。
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制約を明示的に扱うGAの適用
通常GAは制約なしの最適化問題に対して用いられる方法であるため，制約条件付き最適
化問題に対して直接適用することはできない。一方で現実の多くの問題は制約付き最適化問
題となるため，制約付き最適化問題を解くためのGAの適用に関する研究も存在する。GA
における制約条件の取り扱い法に関する研究は，文献 [18]にまとめられている。文献 [18]に
よれば，GAの制約条件の取り扱い法は，ペナルティ関数法，遺伝子型や遺伝演算子の改良，
実行可能解への修正，制約条件と目的関数の分離，ハイブリッド法の 5つに大別できる。
ペナルティ関数法は本研究でも用いた方法であり，実装が単純であることから最も多く用
いられる方法である。ペナルティ関数には外点法と内点法の二つが存在するが，内点法は初
期解が実行可能解である必要があり，実行可能解の探索は NP-hardであるため [8]，EAで
は外点法が用いられる。ペナルティ法は，本研究で用いた違反した制約条件の数にしたがっ
てペナルティを与える方法以外にも，制約条件に関する事前知識を用いて各制約条件をラン
ク付けし，ペナルティの重みとする方法 [2]や，世代の経過に応じてペナルティを縮小する
方法 [38, 57]，適応的にペナルティを変更する方法 [41, 7]など様々な方法が提案されている。
外点法のペナルティ関数法の欠点としては，問題依存であるペナルティ係数の決定が難しい
ことや，多くの最適化問題の最適解は実行可能領域の境界に存在するため，ペナルティ係数
に非常にセンシティブになることなどがあげられる。
遺伝子型や遺伝演算子の改良は，解きたい問題に特化した遺伝子型や演算子を用意するこ
とにより，探索空間を単純化し，実行可能領域の保存が容易になるようにする方法である。
ロボットの軌跡の生成のための方法 [72]や，ジョブショップスケジューリングのための方法
[43, 42]，実行可能領域の境界付近を重点的に探索する方法 [27]などが挙げられる。これら
の方法の欠点としては，問題依存の定式化であるため，汎化性能が低いことや，GAの基本
的な操作以外の計算が必要となること，ヒューリスティクスの影響によるパフォーマンスの
低下等があげられる。
実行可能解への修正は，実行不可能解を何かしらの手続きにより実行可能解へ修正する方
法である。個体群を線形制約だけを守る個体と実行可能領域内を探索する個体の二つに分け
て，後者を用いて前者の解を修正する方法 [74]や，問題の事前知識を利用して精密な修正手
続きを用意する方法 [34, 22]がある。この方法では実行可能領域への修正が，単純なルール
として表せる場合など少ないコストで行える時に有効である。
制約条件と目的関数を分離する方法では，制約を満たす解を探索する個体群と最適解を探
索する個体群の二つに個体群を分離し，predator-preyモデルによる選択圧を調整すること
により共進化させる方法 [39]や，実行可能解と実行不可能解で別々の評価関数を用いる方法
[23]，制約条件を目的関数として多目的化する方法 [19]などがある。
ハイブリッド法では，ラグランジュの未定乗数法と組み合わせる方法 [33]，ファジー論理
と組み合わせる方法 [65]，免疫システムと組み合わせる方法 [56]，蟻コロニー最適化と組み
合わせる方法 [1]など様々な方法が提案されている。
提案法に対してこれらの方法を適用すること，また，ペナルティ関数法によるGAの制約
条件の取り扱い法は外点法を用いるが，逆強化学習ではすべての報酬値が 0の時，常に実行
可能解となるという性質を持つため，初期解として実行可能解の獲得が容易であることから
内点法を基にした制約条件の取り扱い法への適用が今後の展開として考えられる。
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第5章 課題2：大規模な状態空間
5.1 問題設定
これまでの章では学習効率を考慮した逆強化学習法により，本論文の大目標である大規模
計画問題を効率的に解決するための報酬関数が推定できることを示した。一方で，状態空間
が増加した実験環境に対して，GAを用いた逆強化学習では解が得られないことを確認し，
状態数の増加に起因する制約条件数の増加により，実行可能領域が縮小することが原因であ
ると考えた。本章では，提案法のベースとしたNgの逆強化学習の制約条件数を緩和する問
題に取り組む。また，大規模な状態空間を対象にした逆強化学習に対して，これまでの章で
提案した学習効率の最適化を導入可能性について，関連研究にまとめる。
これまでの章で示したGAを用いた方法では，状態空間の増加に起因する制約条件数の増
加による実行可能領域の縮小が問題となる。本章では制約条件緩和により実行可能領域を拡
大するために，Ngの制約条件のうちの不要な制約条件を削減する問題に取り組む。
5.2 関連研究：大規模状態空間を対象にした逆強化学習
膨大な状態空間を対象にした逆強化学習を以下の三つに大別し，学習効率の導入可能性に
ついて検討する。
Ngらの無限状態空間に向けた定式化
Ngらは報酬関数の関数近似と制約条件の部分的な比較により，無限次元の状態空間に対
する方法として拡張した [4]。定式化を式 (5.1)に示す。
maximizex
∑
s0∈S
mina∈A\a1 p(Es′∼Psa1 [V
pi(s′)]− Es′∼Psa[V pi(s′)]) (5.1)
p(x) =
x x ≥ 0ηx (otherwise)
s0 ∈ Sはサンプルした状態を示す。η(η ≥ 0, η ∈ R)は条件が満たされない場合のペナルティ
である。
式 (5.1)の定式化では，ある状態の価値関数をサンプルした状態における価値関数の和で
表現している。
Es′∼Psa ≈
∑
s′
Psa(s
′)V pi(s′) (5.2)
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式 (5.2)を用いて PaV pi を再定義する。
Es′∼Ps1a[V pi(s′)]
Es′∼Ps2a[V pi(s′)]
...
 ≡ PaV pi (5.3)
この再定義により元の定式化と同様に以下が成り立つ。
V pi = (I − γPa1)−1R (5.4)
元の定式化ではV piは全状態を行に並べたが，式 (5.1)ではサンプルした状態を並べている。
また，報酬関数Rは，基底関数 φの線形結合で表される。
R =
 φ1(s1) φ2(s1) · · ·φ1(s2) φ2(s2) · · ·
...
...
. . .
 ·
 α1α2
...
 ≡ Φα (5.5)
元の目的関数は次の式となる。
maximizex
∑
i
min
a∈A\a1
p((Pa1(i)− Pa(i))(I − γPa1)−1Φα) (5.6)
subject to :制約条件 |α| ⪯ 1 (5.7)
ここで αは報酬値を無限に大きくすることを防ぐ。この定式化の意味するところは，元の定
式化と同じく，最適な行動と 2番目によい行動の期待獲得報酬の差を最大化している。違い
は報酬関数を基底関数の線形結合を用いて近似するため，制約条件が必ずしも満たされない
ため，条件が満たされない場合のペナルティとして p(x)を導入している。
p(x) =
x x ≥ 0ηx (otherwise) (5.8)
ここで ηの値は元の文献 [4]では結果にあまり影響を与えないと報告されている。以上の定
式化は，もとの制約条件式に対するペナルティを設定することにより制約条件を緩和してお
り，実験においてこの緩和が有用であることを示している。さらに前章までの提案ではNg
らの方法をベースとしており，制約条件はペナルティ法を用いて表現していたため，学習効
率の導入に有用であると考えられる。しかし，この定式化における緩和問題では，行列P が
うまく埋まるようにサンプルするとよいと考えられるが，文献 [4]ではサンプル法について
言及されていないため，サンプル法に関する課題がある。
MaxEntIRLをベースにする方法
MaxEntIRLをベースにする方法では，報酬関数の推定の過程で必要となるある報酬のも
とである軌跡が得られる確率，
P (τ |R) = 1
Z
exp
∞∑
t=0
R(st, at) (5.9)
51
の分配関数 Zを正確に計算しようとしたとき，完全な方策 pi(s, a)が必要となる。報酬を更
新するたびに方策を完全に計算することは状態数が増加した時，多大な時間を要する。そこ
で分配関数 Z の近似に重点サンプリングを導入した RelEntIRL[16]，重点サンプリングと
深層学習を用いた GCL[29]などの方法が提案されている。これらの方法はMaxEntIRLを
ベースにしているため，すでに目的関数として得られた軌跡に対してもっともバイアスのな
い報酬関数の推定が定義されている。最大エントロピーの原理を基にした式展開に新しく目
的関数を導入する場合，式変形が可能な形式である必要がある。しかし，現状では学習効率
は実測値を用いて計算するため，導入が難しいと考えられる。
その他の方法
その他の方法として，階層化の枠組を導入した方法 [40, 17]や，多大な状態空間のすべて
の状態の報酬関数を近似せず，エキスパートの軌跡の周辺の報酬関数だけを推定する方法
[58]が提案されている。これらの方法に対する導入の検討は行えていないため，今後の課題
である。
5.3 提案法
2.3.3節で示した通り，Ngの逆強化学習は以下の線形計画問題として定式化されている。
maximize :目的関数
M∑
i=1
min
a∈a2,...,ak
{(Pa1(i)− Pa(i))(I − γPa1)−1R} − λ||R||1
subject to :制約条件 (Pa1 − Pa)(I − γPa1)−1R ≥ 0 ∀a ∈ A\a1
制約条件式は行列表現を用いて表されるが，説明のために以降は各制約条件を個別に表記す
る。任意の状態 sと行動 aの制約条件式をHsaと表記し，式 (5.10)で定義する。
Hsa ≡ (Pa1(s)− Pa(s))(I − γPa1)−1R− λ||R||1 (5.10)
式 (5.10)の制約条件は，Hsaを元として持つ集合H = {Hsa|∀s ∈ S, ∀a ∈ A\a1}と表せる。
5.3.1 事前知識の利用
Ngの逆強化学習の制約条件は，各状態に一つの最適行動を所与として設定し，それ以外
のすべての行動の期待報酬よりも大きくなることを規定する。そのため制約条件式の総数は
|S||(A− 1)|となる。一方で，前章の実験で用いたGridWorldのように，各状態において複
数の行動が最適行動となりうる環境も存在する。
このような環境では，各状態に対して一つだけの最適行動を設定するのではなく，複数の
最適行動を許容することが考えられる。特に，通常の逆強化学習の設定では，所与とした最
適方策を再現することを目的とするため，ある状態において複数の最適行動を許容すること
は合理的ではないが，本論文では大規模計画問題を解決できればよいため，最適行動である
ならばどの行動を採用してもよいという仮定は妥当であると考えられる。
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問題の特徴に関する事前知識として複数の最適行動の許容を導入するために，Ngの逆強
化学習の制約条件を再構成する。緩和後の制約条件を式 (5.11)に示す。
Hrelax = {Hsa|∀s ∈ S, ∀a ∈ A\aopt} (5.11)
ここで aoptは最適行動の集合を表す。
5.3.2 重要な制約条件の抽出
重要な制約条件の定義
本節で用いる「重要な制約条件」とは，制約緩和前の最適化問題における最適解をR∗と
したとき，最適解R∗が変化しない制約条件式の組み合わせの中で制約条件式の数が最小の
集合と定義し，HImportanceと表記する。
重要な制約条件の抽出法
重要な制約条件の抽出に対して，もっとも単純なアプローチは，制約条件集合の元Hsaの
すべての組合せに対して最適化問題を解き，最適解がもとの最適化問題における最適解R∗
と一致する制約条件の組合せの中から，制約条件式の数が最小のを抽出すればよい。しかし，
Hsaのすべての組合せは状態数の増加に伴い膨大な数となる。そこで，制約条件式のすべて
の組合せを網羅的に探索せずに，少数の組合せだけを用いて重要な制約条件を抽出する方法
を提案する。
提案法では，重要な制約条件による最適化問題では，最適解R∗は変化しないという特性
を持つことに注目する。すべての制約条件の集合Hの中から任意の数の制約条件を除外し
て再構築した最適化問題の最適解がR∗と一致しないならば，除外した制約条件は重要な制
約条件の集合HImportanceに含まれないことが予想される。
提案法のアルゴリズムを 5.1に示す。そこで，はじめにすべての制約条件式の数 nから，
少数のm個を削減して得られる組み合わせ nCmの制約条件式を用いて最適化問題を解き，
報酬Rn,mを推定する。次に，推定報酬Rn,mの中で重複しない報酬を報酬パターンとして，
集合R∫⊔≀∇⌉に蓄積する。最後に重要な制約条件を特定するために，報酬パターンR∫⊔≀∇⌉が
得られる制約条件の出現頻度を関数 Countにより計算し，頻度の高い制約条件を重要な制
約条件として抽出する。
5.4 計算機実験
制約条件緩和法を前章でも用いた実験環境である 5× 5-GridWorldとTwoRoomに適用し
た実験結果を述べる。5× 5-GridWorldはスタートからゴールまでの最短経路を求める問題
であり，強化学習のベンチマークとしてよく用いられている。スタートを左上の座標 (0,0)，
ゴールを右下の座標 (4,4)に設定し，各状態の最適行動を所与とする。TwoRoomはスター
トからゴールまでの最短経路を求める問題であり，スタートとゴールの間に壁のより，二つ
の部屋に分かれている環境である。スタートを左下の座標 (1,7)，ゴールを右上の座標 (17,1)
に設定し，各状態の最適行動（図 5.2の各Gridに示す矢印方向への移動）を所与とする。実
験環境と最適方策を図 5.2に示す。
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 
Require: 制約条件集合H，制約条件の削減数m
Ensure: 各報酬パターン ∀r ∈ RPatternに対する各制約条件 ∀h ∈ Hの出現頻度
1: 推定報酬の集合 Rstoreを初期化
2: for m = 1, 2, · · · ,M do
3: Rn,m ← IRL(Hn,m)
4: ▷ n個の制約条件を削減した制約条件集合Hn,mで報酬Rn,mを推定
5: append Rn,m to Rstore
6: ▷ 推定報酬の蓄積
7: end for
8: RPattern ← Deduplicate(Rstore)
9: ▷ Rstoreから重複値を削除した報酬パターン集合
10: for r ∈ RPattern do
11: Hr ← {h|∀h ∈ Hn,m, r = Rn,m, ∀n,m}
12: ▷ 報酬パターン rと一致する報酬Rm,nの制約条件 h ∈ Hn,mの収集
13: end for
14: RPattern ← Count(Hr)
15: ▷ Hrから各報酬パターンの各制約条件の出現頻度を計算 
図 5.1: Important constraints extraction method
START
GOAL
(a) Optimal Policy of
5× 5-GridWorld
Goal
Start
(b) Optimal Policy of TwoRoom
図 5.2: Experimental environment
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表 5.1: 5× 5-GridWorld
緩和前 事前知識 重要な制約条件
制約条件数 75 58 6
緩和前の報酬関数との一致 - 〇 〇
各環境に対して制約緩和を行った結果をそれぞれ表 5.1，表 5.2に示す。
表 5.1より，事前知識を用いる方法では制約条件数を削減できたが，報酬関数が緩和前と
一致しなかった。重要な制約条件を抽出する方法では制約条件数を大幅に削減し，なおかつ
報酬関数が緩和前の最適解と一致した。
表 5.2: TwoRoom
緩和前 事前知識 重要な制約条件
制約条件数 630 135 -
緩和前の報酬関数との一致 - 〇 -
表 5.2より，事前知識を用いる方法では制約条件数を削減できたが，報酬関数は緩和前と
は一致しなかった。重要な制約条件を抽出する方法によるTwoRoomの結果は，抽出に多大
な時間を要し，結果が得られていないため，今後の課題とする。
5.5 考察
5.5.1 制約緩和による最適解の変化
事前知識を用いる制約緩和法では緩和前の最適化問題の解を獲得できなかった。事前知識
を用いる制約緩和法では，Ngの逆強化学習の所与である最適行動以外の行動を許容する。
そのため，もとの最適化問題の報酬関数とは異なる報酬関数を推定する可能性がある。一方
で，問題の最適行動には一致するため，実験環境に存在する複数の最適方策のうちのどれか
一つには収束することが保証されている。
5.5.2 重要な制約条件の性質
5× 5-GridWorldを対象に重要な制約条件の抽出を行った結果を示す。緩和する制約条件
の数 nを 1から 4まで変化させたときの獲得したパターン数を表 5.3に示す。表 5.3より，
緩和数が増加するごとに得られるパターン数も増加することがわかる。緩和数が 3と 4では
得られるパターン数に違いが生じなかったため，以後，緩和する制約条件の数 n = 3を採用
した結果について述べる。
制約条件を緩和した際の各制約条件の出現頻度をパターンごとに図 5.3に示す。図 5.3か
ら各パターンはいくつかの制約条件の影響によって出現することがわかる。それぞれのパ
ターンの出現頻度の高い制約条件を表 5.4に示す。なお各制約条件は便宜上，最適行動と二
番目に良好な行動との比較を座標 (0,0)，(0,1)，・・・の順に IDを 0,1,・・・としており，二番目
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表 5.3: 制約条件の緩和数による報酬パターンの変化
緩和数 報酬パターン数
1 2
2 5
3 8
4 8
表 5.4: 各報酬パターンに頻出する除外制約条件
報酬パターン 制約条件の ID
0 -
1 7, 8
2 2, 51, 52
3 3, 7
4 3, 8
5 2, 7, 51
6 3, 7, 51
7 3, 8, 51
に良好な行動との比較が終わったのち三番目，四番目の行動の比較という順になっている。
パターン 0については出現した制約条件が多数あったため，表中には示していない。
表 5.4から，重要な制約条件として，制約条件の IDが，2, 3, 7, 8, 51, 52の 6個が抽出
された。これらの制約条件だけを用いて，最適化問題を解いた結果，すべての制約条件があ
る場合と同じ解が得られた。
重要な制約条件として抽出された 2, 3, 7, 8, 51, 52について詳しく見る。一つの制約条
件はある状態において，最適行動とある行動の Q値を比較する制約である。重要であると
して抽出された制約条件がどの状態行動対との比較を表しているかを図 5.4に示す。図 5.4
中の青い矢印は所与の最適行動，赤い矢印は二番目に良好な行動，緑の矢印は三番目に良好
な行動を表し，赤と緑の矢印を表す制約条件の IDはそれぞれ図中に示している。図 5.4か
らスタートから 1ステップ最適行動をとった状態と 2ステップ最適行動をとった状態の制約
条件（2,3,51,52）が重要な制約条件として抽出された。これらの状態の制約条件が抽出され
た理由は，ゴールへ向かう行動系列から推定した報酬はゴールの報酬値が最大となる。ゴー
ルの報酬から割り引かれた期待報酬値であるQ値はスタート付近では相対的に小さくなる。
Ngらの定式化における目的関数は最適行動とそのほかの行動のQ値の差が生じやすい状態
に注目するため，これらの状態の制約条件を遵守する必要性が生じたと考えられる。また，
freff3では最短経路から 1ステップだけ離れた状態の制約条件（7,8）も重要な制約条件とし
て抽出された。これらの状態の制約条件が抽出された理由は，最短経路上の Q値はゴール
からの割引が少ないため大きくなり，最短経路へ向かう行動も同様に大きくなる。制約条件
（7,8）が抽出された状態行動対から遷移する状態の最適行動は最短経路へ向かう行動である
ため，Q値が大きくなる。そのため，制約条件（7,8）が抽出された状態とその遷移先の状
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図 5.3: 各報酬パターンの除外制約条件の出現頻度
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図 5.4: 重要な制約条件と迷路問題の対応
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図 5.5: Effect of learning efficiency by mitigating constraint (5×5-GridWorld)
表 5.5: Comparison of steps by mitigating constraint （5× 5-GridWorld）
最短経路獲得までの 最終エピソード終了までの
手法 ステップ数の平均 総ステップ数の平均
（標準偏差） （標準偏差）
制約緩和なし 969(513) 19462(67)
制約緩和あり 584(718) 18697(586)
態行動対はどちらも Q値が大きくなりやすく，差が生じにくいため，これらの状態の制約
条件を遵守する必要性が生じたと考えられる。
この結果から，重要な制約条件の性質として次の二つが考えられる。
•スタート付近の状態
•最適行動が最短経路へ遷移する状態間の行動
5.5.3 GAIRLへの適用
事前知識を導入した制約緩和を適用し，緩和後の制約条件を用いて，学習効率をもっと
も改善した手法であるGAIRLに対して実験を行った。制約緩和を導入した場合と導入しな
かった場合の報酬関数に対して 100回学習させた時の，各エピソード毎のステップ数の平均
値を図 5.5に示す。図 5.5の縦軸は各エピソードの 100回の学習に対する平均ステップ数，
横軸はエピソード数である。それぞれの手法による学習効率を表 5.5に示す。GAIRLに制
約緩和を用いたものを，GAIRL Mitigating constraintと呼ぶ。
図 5.5から，GAIRLの収束が制約条件の緩和を導入したことにより，学習の収束がさら
に速くなることがわかる。また表 5.5から，学習効率も収束の速度と同じ順によいことがわ
かる。また制約条件の有無に対して t検定を行った結果，有意水準 5%で有意差があること
を確認した。
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図 5.6: Comparison of the convergence curves by mitigating constraint (TwoRoom)
表 5.6: Comparison of steps by mitigating constraint （TwoRoom)
最短経路獲得までの 最終エピソード終了までの
手法 ステップ数の平均 総ステップ数の平均
（標準偏差） （標準偏差）
Abbeel 1349792(1655525) 1512298(1645876)
Normal 191906(18700) 378281(430)
Ng 187811(19688) 378278(454)
GAIRL-Mitigating Constraint 42251(4995) 217245(673)
次にTwoRoomの実験結果を示す。制約条件の緩和を導入しなかった場合，GAIRLでは
実行可能解を獲得できなかった。しかし制約条件を緩和した場合，実行可能解を獲得でき
た。獲得した解と，既存手法との学習効率の比較を行う。実験結果を図 5.6と表 5.6にまと
める。
図 5.6から，提案手法がもっともはやく収束し，NormalとNgが次に早く，Abbeelが最
も遅い。また表 5.6から，学習効率も収束の速度と同じ順によいことがわかる。またGAIRL
とその他の手法に対して t検定を行った結果，有意水準 5%で有意差があることを確認した。
5.6 今後の展開
緩和問題は，制約緩和，連続緩和，線形緩和，ラグランジュ緩和がある。制約緩和は扱い
にくい制約条件を扱いやすい条件に置き換えて最小値を求める方法である。連続緩和は整数
計画問題の整数制約を無視し，実数領域で線形計画法や非線形計画法を適用して最適解を求
める方法である。線形緩和は非線形の目的関数の曲面をその曲面上の点を通る複数の平面で
区分的に近似し，また制約領域を外接する多面体に置き換えて線形計画法を適用する方法で
ある。ラグランジュ緩和は扱いにくい制約条件式とそのラグランジュ乗数の積を目的関数に
加えた新たなラグランジュ関数を定義し，それを目的関数とする制約なしの緩和問題の最小
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値を求める方法である。連続緩和と線形緩和はそれぞれ，整数計画問題と非線形の目的関数
を対象としており，本研究の対象とする逆強化学習は実数値を扱う線形の最適化問題である
ため，これらの方法を適用することはできない。線形緩和とラグランジュ緩和は，実問題に
適用する時のように，各制約条件の特徴が明示的である。したがって，扱いにくい制約条件
がわかっている時の方法であり，逆強化学習が対象とする最適化問題に適用することは困難
であるため，他の方法を模索する必要がある。
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第6章 結論
本論文では，大規模計画問題の効率的な解決を大目標として研究してきた。大規模計画問
題へ強化学習を適用する場合，報酬の設計が非常に困難となる。特に，不適切な報酬は，意
図しない方策の獲得や学習時間の増大を招く要因となることから，報酬設計時に多大な労力
を要する。この問題に対して本研究では，報酬設計法の一つである逆強化学習に注目し，大
規模計画問題を効率的に解決するための逆強化学習の適用法を示した。具体的には二つの提
案を行った。一つ目の提案は，学習効率を最適化する逆強化学習法の提案であり，計算機実
験により，有用性を示した。二つ目の提案は，大規模な状態空間に対して線形計画問題とし
て定式化した逆強化学習を適用する際に，状態数に依存して増加する制約条件数の緩和法を
提案し，計算機実験を通して緩和前の解を維持しながら制約条件を緩和できることを示し，
本論文の大規模な環境として取り上げた TwoRoomと呼ばれる環境に対して学習効率を最
適化する報酬関数が推定可能であることを示した。今後の課題として，さらに大規模な環境
に対する提案法の有用性の検証，提案法の実行に必要な大量の強化学習の計算量の削減，制
約条件を明示的に扱う進化計算の導入などがあげられる。
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