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Abstract
Partition functions of certain classes of “spin glass” models in statistical physics show
strong connections to combinatorial graph invariants. Also known as homomorphism
functions they allow for the representation of many such invariants, for example, the
number of independent sets of a graph or the number nowhere zero k-flows.
Contributing to recent developments on the complexity of partition functions [GGJT09,
CCL09] we study the complexity of partition functions with complex values. These func-
tions are usually determined by a square matrix A and it was shown in [GGJT09] that for
each real-valued symmetric matrix, the corresponding partition function is either polyno-
mial time computable or #P-hard.
Extending this result, we give a complete description of the complexity of partition
functions definable by Hermitian matrices. These can also be classified into polynomial
time computable and #P-hard ones. Although the criterion for polynomial time com-
putability is not describable in a single line, we give a clear account of it in terms of
structures associated with Abelian groups.
∗This work was supported in part by the Deutsche Forschungsgemeinschaft within the research training
group Methods for Discrete Structures (GRK 1408) and by a fellowship within the Postdoc-Programme of the
German Academic Exchange Service (DAAD).
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31 Introduction
We study the complexity of partition functions (or homomorphism functions) on Hermitian1
matrices — a class of partition functions which has been studied recently in [LS08]. Let
A ∈ Cm×m be a Hermitian matrix and D ∈ Rm×m a diagonal matrix with positive diagonal.
Let G = (V,E) be a directed graph with possibly multiple edges. The partition function ZA,D
on G is defined by
ZA,D(G) =
∑
σ:V→[m]
∏
uv∈E
Aσ(u),σ(v)
∏
v∈V
Dσ(v),σ(v). (1)
It is important to note that the product over edges uv ∈ E counts multiplicities as well. If the
matrix A is symmetric, the direction of edges in G does not affect the value of the partition
function. We may then think of G likewise as an undirected graph. In general, however, the
partition function is well-defined only on digraphs. We refer to D also as a diagonal matrix of
vertex weights and usually we omit it from the subscript of ZA,D if it is the identity matrix.
Elements of [m] are called spins and mappings σ : V → [m] which assign a spin to every
vertex of G are configurations. Let CA denote the set of algebraic numbers and let RA be the
algebraic reals.
In this paper we study the complexity of partition functions of the form ZA,D for a
Hermitian matrix A ∈ Cm×mA and a diagonal matrix D ∈ Rm×mA with positive diagonal. Our
main result (cf. Theorem 1.2, below) is a complete complexity classification of these functions.
1.1 Examples.
There are several well-known examples of graph-invariants representable by partition func-
tions. Let G = (V,E) be a digraph. The number of independent sets of G is given by ZS(G)
where S is a 2×2 matrix which satisfies S11 = 0 and it is one in all other positions. If A is the
adjacency matrix of a k-clique without self-loops, then ZA(G) is the number of k-colorings of
G.
It will be convenient now and in the following to consider matrices likewise as weighted
(directed) graphs such that entry Aij is the weight of edge ij and this value being zero denotes
absence of an edge. Viewed this way, ZA(G) is the number of homomorphisms from G to (the
digraph represented by) A.
There is an important connection between partition functions and the Tutte polynomial.
Let G = (V,E) be a graph. For some subset A ⊆ E of edges, let c(A) denote the number
of components of the graph (V,A), then the Tutte polynomial of G, with parameters q, v is
defined by
T (G; q, v) =
∑
A⊆E
qc(A)v|A|.
If the value q is a positive integer then this is also known as the partition function of the
q-state Potts model. By expanding the above sum over components of G, it can also be shown
that, for A = Jq + v · Iq, we have T (G; q, v) = ZA(G). Here, Jq denotes the all-ones q × q
matrix and Iq the q×q identity matrix. In fact this is also an exact correspondence since (see
[FLS07]) q ∈ N is the only way for which T (G; q, v) = ZA(G) for a symmetric real-valued A.
1That is, Aij = Aji for all i, j, where a denotes complex conjugate.
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Flows and Hermitian Matrices. Let us turn to an example motivating partition func-
tions on Hermitian matrices. We start with a simple example (which can be found e.g. in
[dlHJ93]), given by the matrices
U =
(
1 −1
−1 1
)
DU =
(
1/2 0
0 1/2
)
. (2)
It is not hard to see that, for connected G, the value ZU,DU (G) equals the characteristic
function of Eulerian graphs. That is, it is 1 if G is Eulerian and 0 otherwise. We will see a
proof of this in the more general setting of flows which we will introduce now.
Usually the representability of nowhere zero flows by partition functions is derived via
the Tutte polynomial which has strong connections to both. Deviating from this, a direct
derivation of this correspondence has been given in [FLS07].
LetG be a finite Abelian group and S ⊆ G any subset. For some oriented graphG = (V,E)
a mapping φ : E → S and a v ∈ V let
∂φ(v) =
∑
uv∈E
φ(uv)−
∑
vu∈E
φ(vu) (3)
Such an assignment φ is called an S-flow, if ∂φ(v) = 0 holds for every vertex v ∈ V . For some
oriented graph G let fS,G(G) denote the number of S-flows (w.r.t. G) in G. Let G
∗ denote
the character group of G. The functions fS,G relate to partition functions in the following
way. Define two matrices with indices in G∗: a matrix A and a diagonal matrix D given by
Dχχ = |G|−1 and Aχ,χ′ =
∑
g∈S
χ(g) · χ′(g) (4)
It is not too hard to show that (see [FLS07] for details) for every oriented graph G we have
ZA,D(G) = fS,G(G). If we stipulate that S be closed under inversion then A is real-valued
and symmetric. The orientation of G is then inessential. Particularly, if S = G \ {0} then
ZA,D(G) is the number of nowhere-zero G-flows of G. Since this value depends only on the
order k = |G| of G, this counts nowhere-zero k-flows of G.
If S is not closed under inversion, then generally A is not merely a real symmetric matrix:
Let, for example G = Z3 and S = {2}. Define ζ = exp(2pii/3), and consider the character
group G∗ given by χ0 = (1, 1, 1), χ1 = (1, ζ, ζ2) and χ2 = (1, ζ2, ζ). The definition of A is
given by Ai,j = χi(2) · χj(2) which yields
A =
 1 ζ2 ζζ−2 1 ζ−1
ζ−1 ζ 1
 .
1.2 Complexity
A general study of the complexity of partition functions has developed only quite recently,
although some instances of these functions can be found among the first problems studied in
the context of counting complexity. It follows, for example, from a result of Simon [Sim77] that
computing the number of independent sets in a graph is #P-hard. This has also been derived
independently by Provan and Ball [PB83]. The #P-completeness of counting k-colorings for
all k ≥ 3 is shown by Linial in [Lin86].
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More general complexity results which have a connection to partition functions have been
obtained by Jerrum and Sinclair [JS93] who show in particular that the partition function of
the 2-state Potts model is #P-hard to compute. Related to this, Jaeger, Vertigan and Welsh
[JVW90] study the complexity of computing the Tutte polynomial.
Results directly related to our work have strong motivational connections to research
in constraint satisfaction problems (CSP) (see e.g. [FV98, Bul06, BK09]). As a matter of
fact partition functions and related objects are instances of weighted generalizations of the
counting constraint satisfaction problem (#CSP).
Of particular interest are dichotomy results in the spirit of Schaefer’s [Sch78] classical
result on Boolean CSP: Depending on the structure of the constraints allowed in a CSP
instance, each of these problems is either in P or NP-complete. That such results are not
self-evident was shown by Ladner [Lad75]: if NP-hard problems are not polynomial time
computable, then there is an infinite hierarchy of problems of increasing difficulty between
these extremes. The situation is analogous with counting problems and it is assumed, for
example, that counting graph isomorphisms is neither in P not #P-complete (cf. [Mat79]).
Feder and Vardi [FV98] conjectured that such intermediate complexity is not possible for
CSPs. And in fact, the analogous conjecture for the #CSP problem has been shown to be
true very recently by Bulatov [Bul08] (see also the new proof by Dyer and Richerby [DR10]).
Note that the counting analog of Schaefer’s result has been obtained much earlier by Creignou
and Hermann [CH96] and several weighted extensions of this have been studied recently (see
[DGJ09, BDG+08, CLX09, DGJR09]).
The line of dichotomy results for partition functions starts with Dyer and Greenhill [DG00]
who studied partition functions ZA on symmetric {0, 1}-matrices. This is a counting analog
of a result by Hell and Nesˇetrˇil [HN90]. It turns out that these functions are polynomial time
computable only if every component of A is either a complete bipartite graph, or a complete
non-bipartite graph with a loop at every vertex. In all other cases the problem is #P-hard.
Bulatov and Grohe [BG05] extended this to a dichotomy for all non-negative symmetric
matrices. To state this result, we need to introduce the notion of blocks of a matrix A.
Considering A as a graph, blocks arise naturally as follows: each non-bipartite component
corresponds to one block and each bipartite one corresponds to two blocks.
Theorem 1.1 (Bulatov & Grohe [BG05]). Let A ∈ Rm×mA be a non-negative symmetric
matrix. The following holds.
(1) If every block of A has rank at most 1 then ZA is polynomial time computable.
(2) If A contains a block of rank at least 2 then ZA is #P-hard to compute.
The fact that this result essentially identifies rank 1 matrices as the polynomial time cases
renders the result of Bulatov and Grohe widely applicable. Many results on partition functions
rely on this theorem, as is the case of Bulatov’s result [Bul08]. A further example is the work
of Dyer, Goldberg and Jerrum [DGJ08] on hypergraph partition functions. Dyer, Goldberg
and Paterson [DGP07] give a dichotomy for partition functions ZA where A is an unweighted
directed acyclic graph. This has been extended to a dichotomy for all directed A with non-
negative edge-weights by Cai and Chen [CC09].
There are at least two further extensions of the result in [BG05] to be mentioned. Gold-
berg, Grohe, Jerrum and Thurley [GGJT09] gave a dichotomy theorem for partition functions
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ZA on any symmetric real-valued matrix A, that is, particularly negative entries in A are al-
lowed. Furthermore, Cai, Chen and Lu [CCL09] extended this dichotomy yet further to all
symmetric complex valued matrices A.
The main result of this paper. Here we will extend the work of [GGJT09] into another
natural direction by studying partition functions on Hermitian matrices. Our main result is a
dichotomy for these partition functions. As a byproduct, our proof will give a clean account
of the algebraic structure underlying the proof of [GGJT09].
Theorem 1.2. Let A ∈ Cm×mA be a Hermitian matrix and D ∈ Rm×mA a diagonal matrix of
positive vertex weights. Then one of the following is true
(1) The function ZA,D is #P-hard to compute.
(2) The function ZA,D is polynomial time computable.
Furthermore, there is an algorithm which, given (A,D) decides, whether (1) or (2) occurs.
Since this work and [CCL09] are both generalizations of the same result [GGJT09] it turns
out that the proof structure and the polynomial time cases are rather similar from a high-level
point of view. However, the details are quite different in all three proofs.
After some preliminaries presented in the next section, we will give a detailed outline of
the proof of this theorem in Section 3. The details of the proofs will then be given in the rest
of the paper starting in Section 4.
2 Preliminaries
For two counting problems A and B we write A ≤ B if there is a polynomial time reduction
from A to B. If A ≤ B and B ≤ A holds, we write A ≡ B.
Computing with Complex Numbers. Recall that CA denotes the algebraic numbers
and RA = CA ∩ R. For technical reasons, we will always assume that numbers in CA are
given in standard representation in some algebraic extension field Q(θ). That is, we consider
numbers in Q(θ) as vectors in a d-dimensional Q-vectorspace, where d is the degree of Q(θ)
over Q. It is well-known that for any set of numbers from CA we can compute a θ which
constitutes the corresponding extension field (cf. [Coh93] p. 181). For further details see also
the treatment of this issue in [DGJ08, Thu09].
2.1 Basic Notation
For natural numbers a ≤ b we let [a, b] := {a, . . . , b} denote the set of natural numbers from
a to b and we define [b] := [1, b].
Graphs. We will be mainly interested in directed graphs G = (V,E) which may have mul-
tiple edges. We denote edges by uv ∈ E, to explicate that an edge e has multiplicity p we
sometimes write ep. We denote the out-degree (in-degree, resp.) of a vertex v by deg+G(v)
(deg−G(v), resp.). The degree of v is dG(v) = deg
−
G(v) + deg
+
G(v) in contrast to the grade
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∂G(v) = deg
+
G(v) − deg−G(v). A component in a digraph G = (V,E) will be what is usually
known as weakly connected component.
Let G be a digraph and p ∈ N. A graph G′ is obtained by p-thickening, if each edge e ∈ E
is replaced by p many parallel copies of e. Similarly, G′ is obtained from G by p-stretching if
each edge is replaced by a path of length p — that is, a path on p edges.
Matrices and Vectors. For an m× n matrix A whenever convenient we separate indices
by a comma Ai,j to increase readability. Further, Ai,∗ (A∗,j , resp.) denote the ith row (jth
column, resp.) of A. For an m × n matrix A and sets I ⊆ [m], J ⊆ [n] the matrix AIJ is
obtained from A by deleting all rows with indices not occurring in I and all columns not in
J . If I = [m] (J = [n]) we abbreviate this to A∗,J (AI,∗, resp.).
For every p ∈ Q we define the matrix A(p) by
A
(p)
ij =
{
(Aij)
p , if Aij 6= 0
0 , otherwise.
By tr(A) we denote the trace of A and Im is the m × m identity matrix. Let A be an
m×n matrix and A′ an m′×n′ matrix. The tensor product A⊗A′ of A and A′ is the matrix
defined as follows. Let the indices be given as pairs (i, k) ∈ [m]× [m′] for the row indices and
(j, l) ∈ [n]× [n′] for the column indices, then
(A⊗A′)(i,k)(j,l) = Aij ·Akl.
With the bijections pirow : [m] × [m′] → [m ·m′] given by pirow(i, k) := (i − 1) ·m′ + k and
picol : [n]×[n′]→ [n·n′] given by picol(j, l) := (j−1)·n′+l the pairs translate to ordinary indices.
But most often it will be convenient to explicitly refer to the indices as pairs. In this way we
will be able to refer to the tiles of A⊗A′ which are the submatrices (A⊗A′)(i,∗)(j,∗) = Aij ·A′.
The direct sum of A and A′ is the (m+m′)× (n+ n′) matrix A⊕A′ defined by
(A⊕A′)ij =

Aij , if i ∈ [m], j ∈ [n]
A′ij , if i ∈ [m+ 1,m+m′], j ∈ [n+ 1, n+ n′]
0 , otherwise
Let a,b ∈ Cn be vectors. The scalar product of a and b is 〈a,b〉 = a1b1 + . . . + anbn. The
Hadamard product is the vector a ◦b = (a1b1, . . . , anbn). The conjugate Hadamard product is
a • b = a ◦ b.
We denote by U the set of all complex numbers a of absolute value 1. The algebraic
numbers of absolute values 1 are denoted by UA. Similarly, Uω denotes all ω-th roots of
unity. A matrix A ∈ Um×n is called normalized if its first row and column are constantly
1. The expression A denotes the complex conjugate of A. A matrix A ∈ Um×n is called a
complex Hadamard matrix if AA
T
= nIn, that is all of its rows are pairwise orthogonal. Note
that this implies that the columns of A are pairwise orthogonal as well, which follows from
elementary group theory.
Matrices, blocks and their connection to graphs. An m×n matrix A is decomposable,
if there are non-empty index sets I ⊆ [m], J ⊆ [n] with (I, J) 6= [m]× [n] such that Aij = 0
for all (i, j) ∈ I¯×J and all (i, j) ∈ I× J¯ . A matrix is indecomposable if it is not decomposable
and a block of A is a maximal indecomposable submatrix.
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LetA be anm×mmatrix. The graph underlying A is the digraph defined byGA = ([m], E)
with E := {ij | Aij 6= 0}. For Hermitian matrices the digraph GA is symmetric in the sense
that ij ∈ E iff ji ∈ E. For considerations on the connectedness of this graph it is therefore
sufficient to consider it as undirected.
We call a matrix A connected if GA is connected. We call a submatrix AII a component
of A, if GA[I] is a component of GA. If GA[I] is non-bipartite, then AII is a block of A. Note
in particular that a connected non-bipartite matrix is is a block, and it is thus identical with
its underlying block. If otherwise GA[I] is bipartite then AII has an underlying block B such
that
A =
(
0 B
B
T
0
)
.
2.2 Generalized Partition Functions
Let A ∈ Cm×m be a matrix and D ∈ Cm×m a diagonal matrix. Let G = (V,E) be some given
digraph. A pinning of (vertices of) G with respect to A is a mapping φ : W → [m] for some
subset W ⊆ V of vertices of G. For a given graph G = (V,E) and a pinning φ, we define the
partition function
ZA,D(φ,G) =
∑
φ⊆σ:V→[m]
∏
uv∈E
Aσ(u),σ(v)
∏
v∈V \def(φ)
Dσ(v),σ(v).
Note in particular, that the sum is over all configurations σ : V → [m] which extend
the fixed given pinning φ and, for technical reasons, the terms Dσ(v),σ(v) for v ∈ def(φ)
are excluded from the above expression. The weight of the configuration σ is the term∏
uv∈E Aσ(u),σ(v)
∏
v∈V \def(φ)Dσ(v),σ(v). Whenever φ is trivial, that is, def(φ) = ∅ and D is the
identity we omit the terms D (φ, respectively) in the expression. Let EVALpin(A,D) denote
the problem of computing ZA,D(φ,G) on input G,φ. Analogously, EVAL(A,D) denotes the
problem restricted to empty input pinnings.
Congruential Partition Functions. We say that a matrix A ∈ Cm×mA is ω-algebraic, if
for every non-zero entry Aij there is some ω-th root of unity ζ such that Aij = |Aij | · ζ.
Working with partition functions on ω-algebraic matrices, it will be convenient to transition
to a different formulation of such problems.
Let, for a d ∈ Z the expression JdK denote the modulus of d after division by ω. As ω is
defined relative to A, the exact meaning of JdK will always be clear from context. A family
D = (DJcK)c∈Zω of diagonal m × m matrices will be called a family of congruential vertex
weights. The congruential partition function on A, and D = (DJcK)c∈Zω , for a digraph G and
a pinning φ is defined by
ZA,D(φ,G) =
∑
φ⊆σ:V→[m]
∏
uv∈E
Aσ(u),σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)
where V ′ = V \ def(φ). Recall that ∂(v) = deg+(v) − deg−(v) denotes the grade of v in G.
The connection to ordinary partition functions easily follows from the definitions:
9Lemma 2.1. Let A ∈ Cm×mA be a Hermitian ω-algebraic matrix and D ∈ Rm×mA a diagonal
matrix of positive vertex weights. Let D = (DJcK)c∈Zω such that DJcK = D for all c ∈ Zω.
Then
ZA,D(φ,G) = ZA,D(φ,G) for all digraphs G and all pinnings φ.
Correspondingly, EVALpin(A,D) denotes the evaluation problem associated with this parti-
tion function on input (φ,G).
3 The Proof of the Main Theorem — An Itinerary
We will now give a detailed overview of the most important steps in the proof of Theorem 1.2.
Given an arbitrary Hermitian matrix A and diagonal matrix D it is rather routine to transition
to the case of connected A and the more general problems EVALpin(A,D).
Starting from this point, we will filter the abundance of problems EVALpin(A,D) until
we are left with only the polynomial time computable ones. This process of filtering will
be performed by transforming in several steps the problem EVALpin(A,D) into a problem
satisfying certain conditions. In each step more and more such conditions will be accumulated
and if any of these conditions fails for a certain problem it will be shown that this is due to
the problem being #P-hard.
The first step is to gather conditions such that the resulting problem can be transformed
into a problem of the form EVALpin(A′,D) where the block underlying the connected matrix
A′ is a complex Hadamard matrix (cf. Lemma 3.4) — we call such matrices Hadamard
components. Once we have achieved this, we will be able to gather more conditions on these
problems (cf. Theorem 3.5). And eventually, we will have to solve the non-trivial task of
providing a polynomial time algorithm for the remaining problems — Theorem 3.8 yields
this.
Some words are in order for the additional statement of Theorem 1.2: It is claimed that
there is an algorithm deciding whether given matrices A,D give rise to polynomial time
computable partition functions or #P-hard ones. This not very surprising fact will follow
straightforwardly from the proof of Theorem 1.2. We give details on the decision algorithm
only if they do not follow straightforwardly from the details of the proofs given.
3.1 From the General Case to Connected Matrices
We start by transforming the original problem EVAL(A,D) into an equivalent problem
EVALpin(A′,D) with A′ an ω-algebraic matrix. The transition to ω-algebraic matrices is
captured by the following lemma. Its proof can be found in Section 4.3.
Lemma 3.1 (The Arithmetical Structure Lemma). Let A ∈ Cm×mA be a Hermitian
matrix and D ∈ Rm×mA a diagonal matrix of positive vertex weights. There is an ω ∈ N
and an ω-algebraic matrix A′ whose entries satisfy |A′ij | ∈ N and
EVAL(A′, D) ≡ EVAL(A,D).
With the following lemma we then take the step which allows us to pin certain vertices of the
input. The proof will be given in Section 4.4.
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Lemma 3.2 (Pinning Lemma). Let A ∈ Cm×mA be a Hermitian matrix and D ∈ Rm×mA a
diagonal matrix of positive vertex weights. Then
EVALpin(A,D) ≡ EVAL(A,D).
The transition to congruential partition functions is a consequence of Lemma 2.1:
Corollary 3.3. We have EVALpin(A,D) ≡ EVALpin(A,D).
3.2 From Connected Matrices to Hadamard Components
We start under the following preconditions. We are given an ω-algebraic Hermitian matrix
A ∈ Cm×m which satisfies that |Aij | ∈ N for all i, j ∈ [m] however this being in N is not
essential. We say that a matrix H and a family of diagonal matrices D define an (H–STD)
problem, if the following holds
(H–STD) There are n, ω ∈ N and D = (DJcK)c∈Zω is a family of diagonal matrices such
that
• H ∈ Un×nω is a normalized Hermitian Hadamard matrix..
• We have DJ0K = In, DJcK ∈ ({0} ∪ UA)n×n and DJ−cK = DJcK for all c ∈ Zω.
Further, an evaluation problem EVALpin(A,D) is called a (B–H–STD)-problem if it satisfies
the following conditions.
(B–H–STD) There are n, ω ∈ N such that A is a connected Hermitian matrix with under-
lying block H and D = (DJcK)c∈Zω is a family of diagonal matrices. Further,
• H ∈ Un×nω is a normalized complex Hadamard matrix.
• For all c ∈ Zω there are diagonal matrices DJcK,row, DJcK,col ∈ ({0}∪UA)n×n such
that
DJcK = DJcK,row ⊕DJcK,col.
• DJ0K = I2n, and DJ−cK = DJcK for all c ∈ Zω.
The following lemma shows how we can reduce the complexity classification of evaluation
problems on arbitrary connected Hermitian matrices to those on Hadamard components. Its
proof will be given in Section 5.
Lemma 3.4. Let A be a connected ω-algebraic Hermitian matrix and D a diagonal matrix
of positive vertex weights. Then either EVALpin(A,D) is #P-hard or the following holds.
(1) If A is not bipartite then there is an ω-algebraic Hermitian matrix H and a family of
diagonal matrices D = (DJcK)c∈Zω which define an (H–STD) problem such that
EVALpin(A,D) ≡ EVALpin(H,D).
(2) If A is bipartite then there is an ω-algebraic Hermitian matrix A′ and a family of
diagonal matrices D = (DJcK)c∈Zω which define a (B–H–STD) problem such that
EVALpin(A,D) ≡ EVALpin(A′,D).
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3.3 Hadamard Components
After applying Lemma 3.4 we are left with the task of classifying the complexity of (H–STD)
and (B–H–STD) problems. We will now develop further conditions on these problems which
will eventually lead us to polynomial time computable problems. The definition of these
conditions will be given in the following. We start with the statement of the theorem whose
proof can be found in Section 6.
Theorem 3.5. Let A be an ω-algebraic matrix and D a family of diagonal matrices defining
either an (H–STD) problem or a (B–H–STD) problem. Then either EVALpin(A,D) is
#P-hard or the following holds.
(1) If A,D define an (H–STD) problem then they satisfy conditions (GC), (R1) through
(R5) and the Affinity Condition (AF).
(2) If A,D define a (B–H–STD) problem then they satisfy conditions (GC), (B–R1)
through (B–R5) and the Affinity Condition (B–AF).
The first condition (GC) stipulates that the Hadamard matrix H underlying every (H–STD)
and (B–H–STD) problem has a certain group structure.
The Group Structure of H. Let R(H) := {Hi,∗ | i ∈ [n]} denote the set of rows of H.
The Group Condition is defined as follows.
(GC) Hi,∗ ◦Hj,∗ ∈ R(H) and HTi,∗ ◦HTj,∗ ∈ R(HT ) for all i, j ∈ [n].
The name “Group Condition” is justified as it guarantees that R(H) and R(HT ) are Abelian
groups under the Hadamard product ◦. To see this, note that the definition of (GC) is known
as the subgroup criterion for finite groups.
To introduce all further conditions, we will consider the non-bipartite case of (H–STD)
problems and the bipartite (B–H–STD) problems separately. Let us begin with the non-
bipartite case.
A Group Theoretic Account of (H–STD)-problems. When we are working with
Abelian groups G, unless defined otherwise, the group operation will be denoted by + and
the neutral element will be 0. Let an ω-algebraic matrix H and a family D = (DJcK)Zω define
an (H–STD) problem. Further, assume that H satisfies the group condition (GC).
Fix the canonical isomorphism Xω : Zω → Uω where Uω denotes the set of ω-th roots of
unity. That is, we have Xω(a) = exp(
2piia
ω ). By the group condition (GC) the set R(H) of
rows of H is an Abelian group under the Hadamard product. Further by the Fundamental
Theorem of Finitely Generated Abelian Groups R(H) is isomorphic to some Abelian group
G = Zq1 ⊕ · · · ⊕ Zqz with qi some prime powers.
Note first that the order of each element g ∈ G divides ω. To see this, recall that g ∈ G
corresponds to a row Hi,∗ by the above mentioned isomorphism. The order of Hi,∗ is the least
common multiple of the orders of its entries Hij . However, each of these entries is an ω-th
root of unity.
Let f : R(H) → G be an isomorphism. We see particularly that for all i ∈ [n] there is a
unique a ∈ G such that f(Hi,∗) = a and — as H is Hermitian — f(H∗,i) = f(Hi,∗) = −a. We
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may therefore relabel the entries of H by elements of G such that Ha,∗ ◦Hb,∗ = Ha+b,∗ for all
a, b ∈ G. In this way, if for i, j ∈ [n] we let a, b ∈ G be their corresponding group elements,
then we have Hij = Ha,−b. We thus obtain Ha,−b = Hij = Hji = Hb,−a.
We further define an operator 〈∗, ∗〉ω : G×G→ Zω such that
Ha,−b =Xω [〈a, b〉ω] for all a, b ∈ G.
It thus follows directly from our considerations that
Lemma 3.6. The operator 〈∗, ∗〉ω has the following properties.
• For all g ∈ G the mappings 〈g, ∗〉ω and 〈∗, g〉ω are group homomorphisms.
• For all g, h ∈ G we have 〈g, h〉ω = −〈h, g〉ω.
We summarize these properties by saying that the operator 〈∗, ∗〉ω is skew-bilinear. Extending
this description, we would like to describe the non-zero entries of the diagonal matrices DJcK
in a similar way, although our reasoning so far does not allow us to stipulate that D
JcK
a,a 6= 0
implies D
JcK
a,a ∈ Uω.
Therefore we extend Zω to some set Ω and Xω to some mapping X : Ω → U such that
for all c ∈ Zω and all a ∈ G, if DJcKa,a 6= 0 then there is some α ∈ Ω such that X [α] = DJcKa,a.
We may further assume that Ω is itself an Abelian group and X is a homomorphism. (Note
that this is possible if we just define Ω as the real interval [0, ω) and X (a) = exp(2piiω · a)).
Altogether, from conditions (H–STD) and (GC) we have derived the following.
(R1) There is an Abelian group Ω ⊇ Zω and a homomorphismX : Ω→ U such thatX Zω
is the canonical isomorphism between the additive group Zω and the multiplicative
group Uω.
(R2) R(H) is isomorphic to some Abelian group G = Zq1 ⊕ . . . ⊕ Zqz for q1, . . . , qz some
prime powers. There is a skew-bilinear operator 〈∗, ∗〉ω : G×G→ Zω such that
Ha,−b =X [〈a, b〉ω] for all a, b ∈ G.
Furthermore, the order of each g ∈ G divides ω.
We shall define three further conditions. The first of which will be shown to hold in the
following.
(R3) For every c ∈ Zω let Λc = {a ∈ G | DJcKa,a 6= 0} be the support of DJcK. Then there is
some βc ∈ G and a subgroup Gc of G such that
Λc = βc +Gc.
(R4) For every c ∈ Zω with DJcK 6= 0 there is a mapping ρc : Gc → Ω such that
DJcKa,a =X [ρc(a− βc)] for all a ∈ Λc.
(R5) For every c ∈ Zω with DJcK 6= 0 we have ρc(0) = 0.
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Note that, by the above, condition (R4) holds once we made sure that (R3) is satisfied. We
will define a further criterion on the functions ρc describing the non-zero vertex weights. We
call this criterion the Affinity Condition for DJcK:
(AF) For all c ∈ Zω there is a mapping γc : Gc → G such that following is true. We have
ρc(y + x)− ρc(x)− ρc(y) = 〈γc(y), x〉ω for all x, y ∈ Gc. (5)
A Note on Decidability. Apart from the conditions presented in other sections, the
decidability of the conditions given here may, at this point, be a bit obscure to the reader.
We shall give a bit of insight into this, now. Assume, we are given a matrix H and a family
D of diagonal matrices defining an (H–STD) problem and we want to decide whether this
problem is polynomial time computable. By Theorem 3.5 it turns out that EVALpin(H,D)
is #P-hard unless all of the conditions just described are satisfied. To be precise, as we have
not given an algorithm which can compute the representation as given in (R1) to (R5), for
the cases of #P-hardness Theorem 3.5 does only prove the existence of such a reduction.
Eventually however, if the evaluation problem is polynomial time computable, it will turn
out that each of the matrices DJcK satisfies the following2
For all c ∈ Zω all non-zero entries of DJcK are in U2ω. (6)
In a first step we may thus check whether this is the case. If so it follows straightforwardly
that the Abelian group Ω defined in condition (R1) is finite and all of the conditions defined
can be computed straightforwardly.
A Group Theoretic Account of (B–H–STD)-problems. Let A be an ω-algebraic
matrix and D a family of diagonal matrices define a (B–H–STD)-problem. Assume further
that the block H underlying A satisfies the group condition (GC).
Fix the isomorphism Xω : Zω → Uω as before. By the group condition (GC), the set
R(H) of rows of H and the set R(HT ) of its columns are Abelian groups under the Hadamard
product. Hence, by the Fundamental Theorem of Finitely Generated Abelian Groups R(H)
is isomorphic to some Abelian group Grow = Zq1 ⊕ · · · ⊕ Zqz with qi some prime powers.
Further, R(HT ) is isomorphic to some Abelian group Gcol = Zq′1 ⊕ · · · ⊕ Zq′z′ with q
′
i some
prime powers.
Note first that the order of each element g ∈ Grow (g′ ∈ Gcol resp.) divides ω. To see this
recall that g ∈ Grow corresponds to a row Hi,∗ by the above mentioned isomorphism. The
order of Hi,∗ is the least common multiple of the orders of its entries Hij and each of these
entries is a ω-th root of unity.
Let frow : R(H) → Grow and fcol : R(HT ) → Gcol be group isomorphisms. We see
particularly that for all i ∈ [n] there is a unique a ∈ Grow such that frow(Hi,∗) = a and the
analogue of this holds for the columns. We may therefore relabel the entries of H by elements
of Grow and Gcol such that Ha,∗ ◦Hb,∗ = Ha+b,∗ for all a, b ∈ Grow and H∗,c ◦H∗,d = H∗,c+d
for all c, d ∈ Gcol. We further define an operator 〈∗, ∗〉ω : Grow ×Gcol → Zω such that
Ha,b =Xω [〈a, b〉ω] for all a ∈ Grow, b ∈ Gcol.
2The interested reader may find the proof of this in Lemma 7.4.
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Be aware that, although we denote this operator in the same way as the corresponding
one in the non-bipartite case, the two operators are different. However, it will always be
unambiguously clear from the context, which of the two operators we are referring to.
We say that the operator 〈∗, ∗〉ω is bilinear if the following holds: For all g ∈ Grow and
all g′ ∈ Gcol the mappings 〈g, ∗〉ω and 〈∗, g′〉ω are group homomorphisms. It follows directly
from the above considerations that
Lemma 3.7. The operator 〈∗, ∗〉ω is bilinear.
We would like to describe the non-zero entries of the diagonal matrices DJcK in a similar way,
although our reasoning so far does not allow us to stipulate that D
JcK
a,a 6= 0 implies DJcKa,a ∈ Uω.
Therefore we extend Zω to some set Ω and Xω to some mapping X : Ω → U such that for
all c ∈ Zω and all a ∈ [2n], if DJcKa,a 6= 0 then there is some α ∈ Ω such that X [α] = DJcKa,a. We
further assume that Ω is itself an Abelian group and X is a homomorphism.
Altogether, from conditions (B–H–STD) and (GC) we have derived the following.
(B–R1) There is an Abelian group Ω and a homomorphism X : Ω→ U such that X Zω
is the canonical isomorphism between the additive group Zω and the multiplicative
group Uω.
(B–R2) R(H) is isomorphic to some Abelian groupGrow = Zq1⊕. . .⊕Zqz for q1, . . . , qz some
prime powers. R(HT ) is isomorphic to some Abelian group Gcol = Zq′1⊕ . . .⊕Zq′z′ for
q′1, . . . , q′z′ some prime powers. There is a bilinear operator 〈∗, ∗〉ω : Grow×Gcol → Zω
such that
Ha,b =X [〈a, b〉ω] for all a ∈ Grow, b ∈ Gcol.
Furthermore, the order of each g ∈ Grow and each g′ ∈ Gcol divides ω.
We shall define three further conditions. The first of which will be shown to hold in the
following.
(B–R3) For every c ∈ Zω let Λc,row = {a ∈ Grow | DJcK,rowa,a 6= 0} be the support of DJcK,row
and let Λc,col = {a ∈ Gcol | DJcK,cola,a 6= 0} be the support of DJcK,col. There are
βc,row ∈ Grow, βc,col ∈ Gcol and subgroups Gc,row of Grow and Gc,col of Gcol such that
Λc,row = βc,row +Gc,row and Λc,col = βc,col +Gc,col.
(B–R4) For every c ∈ Zω there are mappings ρc,row : Gc,row → Ω and ρc,col : Gc,col → Ω
such that
DJcK,rowa,a =X [ρc,row(a− βc,row)] for all a ∈ Λc,row.
DJcK,cola,a =X [ρc,col(a− βc,col)] for all a ∈ Λc,col.
(B–R5) For every c ∈ Zω the following holds. If DJcK,row 6= 0 then ρc,row(0) = 0 and if
DJcK,col 6= 0 then ρc,col(0) = 0.
Note that, by the above, condition (B–R4) holds once we made sure that (B–R3) is satisfied.
As in the description of the (H–STD) problems we will give a further condition on the
mappings ρc,row, ρc,col describing the non-zero vertex weights. Again, we call this the Affinity
Condition for DJcK, which reads
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(B–AF) For all c ∈ Zω there are mappings γc,row : Gc,row → Gcol and γc,col : Gc,col → Grow
such that the following is true.
ρc,row(y + x)− ρc,row(x)− ρc,row(y) = 〈x, γc,row(y)〉ω for all x, y ∈ Gc,row (7)
ρc,col(y + x)− ρc,col(x)− ρc,col(y) = 〈γc,col(y), x〉ω for all x, y ∈ Gc,col. (8)
Decidability. Note that the question whether a given (B–H–STD) problem is polynomial
time computable or #P-hard can be solved analogously to the non-bipartite case. Recall the
discussion given there.
3.4 The Polynomial Time Case
By now we have arrived at (H–STD) problems and (B–H–STD) problems satisfying all
conditions we have defined so far. It remains to show that this implies polynomial time
computability of the corresponding problems.
Theorem 3.8. Let A be an ω-algebraic matrix and D a family of diagonal matrices. The
problem EVALpin(A,D) is polynomial time computable if the following holds.
(1) If A,D define an (H–STD) problem then they satisfy conditions (GC), (R1) through
(R5) and the Affinity Condition (AF).
(2) If A,D define a (B–H–STD) problem then they satisfy conditions (GC), (B–R1)
through (B–R5) and the Affinity Condition (B–AF).
This theorem will follow by reducing the partition functions satisfying the above conditions
to a problem which has been shown to be polynomial time computable in [CCL09]. The proof
details will be given in Section 7.
3.5 The Proof of Theorem 1.2
With the high-level results we have derived in the previous sections we are now able to prove
the Main Theorem 1.2. In a first step, let us show how we can easily derive the result for
problems EVALpin(A,D) on connected matrices A.
Lemma 3.9. Let A ∈ Cm×mA be a connected ω-algebraic Hermitian matrix and D ∈ Rm×mA
a diagonal matrix of positive vertex weights. Then either EVALpin(A,D) is #P-hard or poly-
nomial time computable.
Proof. Let us consider the case first that A is not bipartite – the bipartite case follows by
analogous reasoning. Assume that EVALpin(A,D) is not #P-hard. Then Lemma 3.4 implies
that there is an ω-algebraic Hermitian matrix H and a family D = (DJcK)c∈Zω of diagonal
matrices which define an (H–STD) problem such that
EVALpin(A,D) ≡ EVALpin(H,D). (9)
Therefore EVALpin(H,D) cannot be #P-hard. By Theorem 3.5 the matrix H and the family
D thus satisfy conditions (GC),(R1) through (R5) and the Affinity Condition (AF). Hence
by Theorem 3.8 the problem EVALpin(H,D) is polynomial time computable. Therefore,
equation (9) implies that EVALpin(A,D) is also polynomial time computable. 
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Proof (of Theorem 1.2). Let A ∈ Cm×mA be a Hermitian matrix and D ∈ Rm×mA a diagonal
matrix of positive vertex weights. Assume first that A is not ω-algebraic for some ω ∈ N, then
the Arithmetical Structure Lemma 3.1 implies that there is some ω ∈ N and an ω-algebraic
matrix A′ such that EVAL(A,D) ≡ EVAL(A′, D). We therefore assume for simplicity that A
is ω-algebraic. We have
EVALpin(A,D) ≡ EVAL(A,D) (10)
by the Pinning Lemma 3.2. Let I be a partition of [m] into subsets I ∈ I such that each AII
is a component of A. The following is true for each I ∈ I.
Claim 1. If EVALpin(AII , DII) is #P-hard then EVAL(A,D) is #P-hard.
To see this, let G,φ be the input to EVALpin(AII , DII) for some I ∈ I. We may assume
that G is connected and def(φ) 6= ∅. Therefore, we have ZAII ,DII (φ,G) = ZA,D(φ,G) and
thus EVALpin(AII , DII) ≤ EVALpin(A,D). By equation (10) this proves Claim 1. We further
have, for all digraphs G,
ZA,D(G) =
∑
I∈I
ZAII ,DII (G).
This proves that EVAL(A,D) is polynomial time computable if for all I ∈ I the problem
EVAL(AII , DII) is. By Lemma 3.9 we see that for each component AII of A either the
preconditions of Claim 1 are given or EVALpin(AII , DII) is polynomial time computable.
This finishes the proof. 
4 Basic Technical Results
In this section we will give proofs of many technical results we will need later on. Most
importantly, we will prove the Arithmetical Structure Lemma 3.1 in Section 4.3 and the
Pinning Lemma 3.2 in Section 4.4. The proofs of these results require a considerable amount
of other tools which we will develop in the following.
4.1 General Principles
Most reductions which we will present here have to deal with arbitrary input digraphs G and
pinnings φ. To avoid tedious reasoning on trivial or vacuous cases we will introduce some
general principles which we will apply whenever necessary.
Lemma 4.1 (Connectedness Principle). Fix one of EVALpin(A,D), EVALpin(A,D) or
EVAL(A,D). If we know how to solve the problem in polynomial time given that the input is
restricted to connected digraphs, then the general problem can be solved in polynomial time.
Proof. We give the proof for EVALpin(A,D), the other cases are analogous. Let G = (V,E)
be a given digraph with components G1, . . . , Gc. Each pinning φ of vertices of G to entries of
A can be partitioned into pinnings (possibly empty) φ1, . . . , φc corresponding to the vertices
of the components of G. Then
ZA,D(φ,G) =
c∏
i=1
ZA,D(φi, Gi).
Since we know how to compute the values ZA,D(φi, Gi) in polynomial time, the value ZA,D(φ,G)
can be computed by the above equation. 
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Lemma 4.2 (The Pinning Principle). Fix one of EVALpin(A,D) or EVALpin(A,D). As-
sume that this problem can be solved in polynomial time if the input allows only non-trivial
pinnings. Then the general problem can be solved in polynomial time.
Proof. We give the proof for EVALpin(A,D), the other cases are analogous. Assume that A
is an m × m matrix and let G, φ be an instance of EVALpin(A,D). If def(φ) = ∅, fix an
arbitrary vertex v ∈ V and let φi for every i ∈ [m] be the mapping defined by v 7→ i. We
have
ZA,D(G) =
m∑
i=1
Dii · ZA,D(φi, G).
Each value ZA,D(φi, G) can be computed in polynomial time. 
For A an m × m matrix and pi : [m] → [m] a permutation, define Apipi by (Apipi)ij =
Api(i)pi(j) for all i, j ∈ [m]. It is straightforward to see that simultaneous permutation of the
rows and columns of A do not alter the partition function:
Lemma 4.3 (Permutability Principle). Let A,D ∈ Cm×mA and pi : [m] → [m] a permu-
tation. Then EVALpin(A,D) ≡ EVALpin(Apipi, Dpipi). This holds analogously for congruential
partition functions.
4.2 Technical Lemmas
Lemma 4.4. Let 0 < x1 < . . . < xn be positive in RA. c1, . . . , cn ∈ CA. There is a p0 ∈ N
such that for all p ≥ p0, the following equation holds if, and only if, all coefficients ci are
zero.
0 =
n∑
i=1
cix
p
i . (11)
Further p0 is computable from input x1, . . . , xn, c1, . . . , cn.
Proof. Note that, if 0 = c1 = . . . = cn, then equation (11) is satisfied for all p ≥ 0. Assume
therefore that there is at least one non-zero ci. We perform induction on the maximum index
m ≤ n such that cm 6= 0. If m = 1 then
∑n
i=1 cix
p
i . = c1x
p
1 and the proof follows for p0 = 0.
For m > 1 note that ∣∣∣∣∣
n∑
i=1
cix
p
i
∣∣∣∣∣ ≥
∣∣∣∣∣|cmxpm| −
∣∣∣∣∣
m−1∑
i=1
cix
p
i
∣∣∣∣∣
∣∣∣∣∣
and the right hand side is larger than zero, if |cm|xpm >
∑m−1
i=1 |ci|xpi . If all c1, . . . , cm−1 are
zero, we are done with p0 = 0 and let x = max{xi | ci 6= 0, i ∈ [m − 1]} otherwise. We see
that equation (11) is not satisfied if
(xm
x
)p
>
m−1∑
i=1
|ci|
|cm| .
As xm > x this inequality is satisfied for large enough p. We define p0 such that this holds.
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4.2.1 Twin Reduction.
Let A ∈ Cm×m be Hermitian. We say that two rows Ai,∗ and Aj,∗ are twins, if Ai,∗ = Aj,∗.
A matrix A is twin-free if it has no twins. Twins induce an equivalence relation on the rows
of A. Let I1, . . . , Ik be the equivalence classes of this relation. Since A is Hermitian these
classes are also the equivalence classes of the twin relation on the columns of A. The twin
resolvent of A is the k × k matrix [A], defined by
[A]i,j = Aµ,ν for some µ ∈ Ii and ν ∈ Ij .
We say that [A] is obtained from A by twin reduction. The twin resolution mapping τ : [m]→
[k] of A is defined such that µ ∈ Iτ(µ) for all µ ∈ [m]. Hence [A]τ(i),τ(j) = Ai,j for all i, j ∈ [m].
To use twin reductions in the context of partition functions, we need to consider their
effect on the diagonal matrices D associated to A. We will see that the following diagonal
k × k matrix D[A] captures this effect
D
[A]
i,i =
∑
ν∈Ii
Dν,ν for all i ∈ [k]. (12)
Analogously, for a family D = (DJcK)c∈Zω of congruential vertex weights, we define a family
D[A] = (D[A],JcK)c∈Zω of diagonal k × k matrices by
D
[A],JcK
i,i =
∑
ν∈Ii
DJcKν,ν for all i ∈ [k] and all c ∈ Zω.
Lemma 4.5 (Twin Reduction Lemma). LetA ∈ Cm×m be Hermitian. Let I1, . . . , Ik be
the equivalence classes of the twin relation on A and τ be the twin resolution mapping of A.
The following is true for all digraphs G and pinnings φ:
(1) Let D = (DJcK)c∈Zω a family of congruential vertex weights, then
ZA,D(φ,G) = Z[A],D[A](τ ◦ φ,G).
(2) Let D be a diagonal m×m matrix of vertex weights. Then
ZA,D(φ,G) = Z[A],D[A](τ ◦ φ,G).
Proof. Let us start by proving (1). For a digraph G = (V,E) and a pinning φ, let V ′ =
V \ def(φ). We have
ZA,D(φ,G) =
∑
φ⊆σ:V→[m]
∏
uv∈E
Aσ(u),σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)
=
∑
φ⊆σ:V→[m]
∏
uv∈E
[A]τ◦σ(u),τ◦σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)
where the second equality follows from the definition of τ . As for all configurations σ : V →
[m] we have τ ◦ σ : V → [k], we can partition the σ into classes according to their images
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under concatenation with τ and obtain:
ZA,D(φ,G) =
∑
σ′:V→[k]
∑
φ⊆σ:V→[m]
τ◦σ=σ′
∏
uv∈E
[A]σ′(u),σ′(v)
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)
=
∑
τ◦φ⊆σ′:V→[k]
∏
uv∈E
[A]σ′(u),σ′(v)
 ∑
φ⊆σ:V→[m]
τ◦σ=σ′
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)

Fix some σ′ : V → [k]. For σ : V → [m] we have τ ◦ σ = σ′ if and only if σ′−1({i}) = σ−1(Ii)
for all i ∈ [k]. Define for all i ∈ [k] the set Vi := σ′−1({i}) and the mapping φi := φ def(φ)∩Vi ,
then ∑
φ⊆σ:V→[m]
τ◦σ=σ′
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v) =
∑
φ⊆σ:V→[m]
∀ i∈[k]: σ(Vi)⊆Ii
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)
=
k∏
i=1
∑
φi⊆σi:Vi→Ii
∏
v∈Vi\def(φi)
D
J∂(v)K
σi(v),σi(v)
=
k∏
i=1
∏
v∈Vi\def(φi)
∑
ν∈Ii
DJ∂(v)Kν,ν
=
∏
v∈V ′
D
[A],J∂(v)K
σ′(v),σ′(v)
Hence
ZA,D(φ,G) =
∑
τ◦φ⊆σ′:V→[k]
∏
uv∈E
[A]σ′(u),σ′(v)
∏
v∈V ′
D
[A],J∂(v)K
σ′(v),σ′(v) = Z[A],D[A](τ ◦ φ,G).
For the proof of (2) notice that DJcK = D implies D[A],JcK = D[A] for every c ∈ Zω. The claim
hence follows by Lemma 2.1. 
Corollary 4.6. We have EVALpin(A,D) ≡ EVALpin([A],D[A]).
4.2.2 Root Of Unity Transfer
Lemma 4.7 explains a way to transfer certain values from the Hermitian matrix A ∈ Cm×m
into the vertex weights of the partition function.
Lemma 4.7 (Root Of Unity Transfer Lemma). Let A ∈ Cm×m be Hermitian and ω-
algebraic. Let D = (DJcK)c∈Zω be a family of congruential vertex weights and let Π be a
diagonal m×m matrix whose diagonal entries are ω-th roots of unity. Define A′ = ΠAΠ and
a family of diagonal matrices D′ = (D′JcK)c∈Zω by (D′)JcK = ΠcDJcK.
There is a polynomial time computable function fΠ such that for every digraph G and
pinning φ we have.
ZA,D(φ,G) = fΠ(φ) · ZA′,D′(φ,G).
Furthermore, fΠ is non-zero for all φ.
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Proof. Let G = (V,E) be a given digraph and φ a pinning. With V ′ = V \ def(φ) we have
ZA,D(φ,G) =
∑
σ:V→[m]
σ⊇φ
∏
uv∈E
Aσ(u)σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v)σ(v)
=
∑
σ:V→[m]
σ⊇φ
∏
uv∈E
Πσ(u)σ(u)A
′
σ(u)σ(v)Πσ(v)σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v)σ(v)
=
 ∏
v∈def(φ)
Π
∂(v)
φ(v)φ(v)
 ∑
σ:V→[m]
σ⊇φ
∏
uv∈E
A′σ(u)σ(v)
∏
v∈V ′
Π
∂(v)
σ(v)σ(v)D
J∂(v)K
σ(v)σ(v)
Now Π∂(v) = ΠJ∂(v)K as all diagonal entries of Π are ω-th roots of unity. Therefore,
ZA,D(φ,G) =
 ∏
v∈def(φ)
Π
∂(v)
φ(v)φ(v)
 ∑
σ:V→[m]
σ⊇φ
∏
uv∈E
A′σ(u)σ(v)
∏
v∈V ′
Π
J∂(v)K
σ(v)σ(v)D
J∂(v)K
σ(v)σ(v)
=
 ∏
v∈def(φ)
Π
∂(v)
φ(v)φ(v)
 ∑
σ:V→[m]
σ⊇φ
∏
uv∈E
A′σ(u)σ(v)
∏
v∈V ′
(D′)J∂(v)Kσ(v)σ(v)
=
 ∏
v∈def(φ)
Π
∂(v)
φ(v)φ(v)
ZA′,D′(φ,G)
Note that the factor
(∏
v∈def(φ) Π
∂(v)
φ(v),φ(v)
)
is nonzero and polynomial time computable. In
particular, this factor equals 1 if def(φ) = ∅. 
The above lemma directly yields,
Corollary 4.8. We have EVALpin(A,D) ≡ EVALpin(A′,D′).
4.3 The Arithmetical Structure Lemma
In this section we will give the proof of Lemma 3.1. We need some preparation.
EVAL(A,D) and COUNT(A,D). Let A ∈ Cm×mA be a matrix and G = (V,E) a digraph.
We define a set of potential weights
WA(G) :=
 ∏
i,j∈[m]
A
mij
ij |
∑
i,j∈[m]
mij = |E|, and mij ≥ 0, for all i, j ∈ [m]
 . (13)
For some w ∈ CA denote the set of configurations with weight w by
CA(G,w) :=
{
σ : V → [m] |w =
∏
uv∈E
Aσ(u)σ(v)
}
.
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Define the value
NA,D(G,w) :=
∑
σ∈CA(G,w)
∏
v∈V
Dσ(v)σ(v)
COUNT(A,D) denotes the problem of computing NA,D(G,w) for some given digraph G =
(V,E) and a weight w ∈ CA. We use an interpolation technique from [DG00]:
Lemma 4.9. Let, for some fixed θ ∈ CA let x1, . . . , xn ∈ Q(θ) be pairwise different and
non-zero. Let b1, . . . , bn ∈ Q(θ) be arbitrary such that
bj =
n∑
i=1
cix
j
i for all j ∈ [n].
Then the coefficients c1, . . . , cn are uniquely determined and can be computed in polynomial
time.
Lemma 4.10. For every matrix A ∈ Cm×mA and D ∈ Cm×mA we have
EVAL(A,D) ≡ COUNT(A,D).
Proof. Let G = (V,E) be a digraph. We have
ZA,D(G) =
∑
w∈WA(G)
w
∑
σ∈CA(G,w)
∏
v∈V
Dσ(v)σ(v) =
∑
w∈WA(G)
w ·NA,D(G,w).
As the cardinality of WA(G) is polynomial in the size of G this proves EVAL(A,D) ≤
COUNT(A,D). For the backward direction let G(t) denote the digraph obtained from G
by replacing each edge with t copies of it. We have
ZA,D(G
(t)) =
∑
σ:V→[m]
( ∏
uv∈E
Aσ(u)σ(v)
)t ∏
v∈V
Dσ(v)σ(v) =
∑
w∈WA(G)
wt ·NA,D(G,w).
Using an EVAL(A,D) oracle, we can evaluate this for t = 1, . . . , |WA(G)|. Therefore the
values NA,D(G,w) can be recovered in polynomial time by Lemma 4.9. 
4.3.1 The Proof of Lemma 3.1
To measure the time needed to perform operations on algebraic numbers, we need to introduce
their description length. For an integer a ∈ Z let its description length be len(a) := dlog2 |ai|e+
2. For a rational number q = ab with a, b ∈ Z we define len(q) := len(a) + len(b). For a vector
a ∈ Qn we define len(a) = len(a1) + . . . + len(an). This defines the description lengths of
algebraic numbers in Q(θ) in standard representation. The description length len(A) of a
matrix A ∈ Qn×n is the sum of the description lengths of it entries.
Let B = {b1, . . . , bn} ⊆ CA be a set of algebraic numbers. By 〈B〉 we denote the multi-
plicative span of B that is 〈B〉 = {ζ ·∏b∈B bλb | λb ∈ Z, for all b ∈ B, ζ is a root of unity}.
The set B is called multiplicatively independent, if for all λ1, . . . , λn ∈ Z the following holds:
if bλ11 · · · bλnn is a root of unity then λ1 = . . . = λn = 0. In all other cases we say that B is
multiplicatively dependent. We say that a set S is effectively representable in terms of B, if for
given x ∈ S we can compute λ1, . . . , λn ∈ Z such that x · bλ11 · · · bλnn is a root of unity. A set
B is an effective representation system for a set S, if S is effectively representable in terms of
B and B is multiplicatively independent. We need a result from [Ric01]:
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Lemma 4.11 (Theorem 2 in [Ric01]). Let a1, . . . , an ∈ Q(θ) given in standard represen-
tation, each of description length at most s. There is a matrix A ∈ Zn×n such that, for vectors
λ ∈ Zn we have
n∏
i=1
aλii is a root of unity, if, and only if, A · λ = 0. (14)
The description length of A is bounded by a computable function in n and s.
This theorem has a straightforward algorithmic consequence.
Corollary 4.12. Let a1, . . . , an ∈ Q(θ) be given in standard representation. There is an
algorithm which decides if there is a non-zero vector λ = (λ1, . . . , λn) ∈ Zn such that
n∏
i=1
aλii is a root of unity. (15)
Furthermore, if it exists, the algorithm computes such a vector λ.
Lemma 4.13. Let B = {b1, . . . , bn} ⊆ CA be a multiplicatively dependent set of algebraic
numbers. Then there is a set B′ such that |B′| < |B| and B is effectively representable by B′.
Proof. Since B is multiplicatively dependent, Corollary 4.12 implies that we can compute a
non-zero vector λ ∈ Zn such that bλ11 · · · bλnn is a root of unity. We can easily make sure that
at least one of the λi is larger than zero. Assume therefore w.l.o.g. that λ1 > 0. Fix a set
B′ = {b′2, . . . , b′n} where each b′i is a λ1-th root of bi, that is (b′i)λ1 = bi. Then
bλ11 ·
(
n∏
i=2
(b′i)
λi
)λ1
is a root of unity and hence bn ·
n−1∏
i=0
(b′i)
λi is a root of unity.
All operations are computable and effective representation of B by B′ follows. 
Lemma 4.14. Let S ⊆ CA be a set of algebraic numbers. There is an effective representation
system B for S which can be computed effectively from S.
Proof. Let B′ = S and apply Lemma 4.13 recursively on B. Since the empty set is multi-
plicatively independent, after at most finitely many steps, we find an effective representation
system B for S. 
Proof (of Lemma 3.1). Let S be the set of non-zero entries of A. By Lemma 4.14 we can
compute an effective representation system B for S. However, with respect to our model of
computation we need to be a bit careful, here: assume that S ⊆ Q(θ) for some primitive
element θ. The application of Lemma 4.14 does not allow us to stipulate that B ⊆ Q(θ).
But in another step of precomputation, we can compute another primitive element θ′ for the
elements of B such that B ⊆ Q(θ′). Then we may consider all computations as taking place
in Q(θ′).
Assume that B = {b1, . . . , bn}, then every non-zero entry of A has a unique computable
representation
Aij = ζij ·
n∏
ν=1
b
λijν
ν for ζij a root of unity.
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Let p1, . . . , pβ be β = |B| distinct prime numbers and define A′ as the matrix obtained from
A by replacing in each non-zero entry Aij the powers of b ∈ B by the corresponding powers
of primes, that is,
A′ij = ζij ·
n∏
ν=1
p
λijν
ν .
Recall the definition of WA(G) in equation (13). For each w ∈ WA(G) we can, in polynomial
time compute a representation w =
∏
i,j A
mij
ij as powers of elements in S. The effective
representation of S in terms of B extends to WA(G) being effectively representable by B.
Moreover, as S depends only on A, the representation of each w ∈ WA(G) is even polynomial
time computable. We have
ZA,D(G) =
∑
w∈WA(G)
w ·NA,D(G,w)
In particular, for each w ∈ WA(G), we can compute unique λw,1, . . . , λw,n ∈ Z such that
w · bλw,11 · · · bλw,nn is a root of unity. Define functions f and g such that for every w ∈ WA(G)
we have
f(w) =
n∏
ν=1
p
λw,ν
ν and g(w) =
n∏
ν=1
b
λw,ν
ν .
Thus we obtain
ZA′,D(G) =
∑
w∈WA(G)
w · f(w)
g(w)
·NA,D(G,w).
This yields a reduction for EVAL(A′, D) ≤ EVAL(A,D). The other direction follows by
ZA,D(G) =
∑
w′∈WA′ (G)
w′ · g(w)
f(w)
·NA′,D(G,w′).

4.4 Pinning Vertices
In this section we will prove the Pinning Lemma 3.2. Before we can do this we need to
establish an important property of partition functions ZA,D: they allow to reconstruct the
pair (A,D), in the sense that the values ZA,D(G) for all digraphs G determine the pair (A,D)
up to isomorphism.
The notion of isomorphism employed here is given by considering A as (the adjacency
matrix of) a weighted graph. Let A,D ∈ Cm×m and A′, D′ ∈ Cm′×m′ be matrices such that
D and D′ are diagonal. Then A and A′ are isomorphic, if m = m′ and they admit a bijection
α : [m]→ [m′] such that for all i, j ∈ [m] we have Aij = A′α(i),α(j). We call α an isomorphism.
If further Dii = D
′
α(i),α(i) for all i ∈ [m] then the pairs (A,D) and (A′, D′) are isomorphic.
4.4.1 The Reconstruction Lemma
It will be convenient in the following to fix pinnings and consider digraphs compatible with
these. To define this, fix φ : [k] → [m] to denote our pinning. A k-labeled digraph G is then
a digraph with k distinct vertices labeled 1, . . . , k, in this way φ is compatible with every
k-labeled digraph. The main technical result of this section, is the following.
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Lemma 4.15 (The Reconstruction Lemma). Let A ∈ Cm×m and A′ ∈ Cm′×m′ be twin-
free, D ∈ Rm×m and D′ ∈ Rm′×m′ diagonal matrices of positive vertex weights and φ : [k]→
[m] and φ′ : [k]→ [m′] pinnings. Assume that
ZA,D(φ,G) = ZA′,D′(φ
′, G) for all k-labeled digraphs G.
Then there is an isomorphism α between (A,D) and (A′, D′) such that φ′ = φ ◦ α.
Similar results been given first by Lova´sz [Lov67] for the case that A is the adjacency matrix
of a graph and in [Lov06] for symmetric real-valued A. Schrijver [Sch09] gave a proof for
symmetric complex-valued matrices.
We will prove Lemma 4.15 by extending the proof in [Lov06]. We will therefore fix m ≥ m′,
twin-free matrices A ∈ Cm×m and A′ ∈ Cm′×m′ and diagonal matrices D ∈ Rm×m and
D′ ∈ Rm′×m′ of positive vertex weights. For convenience we will consider k-tuples x ∈ [m]k as
pinnings x : [k]→ [m] and for any x ∈ [m] the expression xx then denotes a (k+1)-tuple with
last component x. We define an equivalence relation between tuples x ∈ [m]k and y ∈ [m′]k
by
x ∼ y iff ZA,D(x, G) = ZA′,D′(y, G) for all k-labeled digraphs G.
The product G1G2 of two k-labeled digraphs is the digraph obtained from G1 and G2 by taking
their disjoint union and identifying vertices with the same label. For k-labeled digraphs G1
and G2 and every x ∈ [m]k we have
ZA,D(x, G1G2) = ZA,D(x, G1) · ZA,D(x, G2). (16)
Lemma 4.16. Let x ∈ [m]k and y ∈ [m′]k such that x ∼ y. Then for every and x ∈ [m]
there is a y ∈ [m′] such that xx ∼ yy.
Proof. Note first that
ZA,D(x, G) =
m∑
x=1
DxxZA,D(xx,G).
The condition that x ∼ y therefore implies that, for every (k + 1)–labeled digraph G
m∑
x=1
DxxZA,D(xx,G) =
m′∑
y=1
D′yyZA′,D′(yy,G). (17)
Define pairs (X1, Y1), . . . , (Xs, Ys) of sets in the following way. The sets X1, . . . , Xs partition
[m] with possibly some empty parts and Y1, . . . , Ys are partitions of [m
′] with possibly empty
parts, as well. The partitions satisfy, for every i ∈ [s], that x, x′ ∈ Xi if, and only if,
ZA,D(xx,G) = ZA,D(xx
′, G) for all k + 1-labeled graphs G. The analogue holds for the
y, y′ ∈ Yi with ZA′,D′(yy,G) = ZA′,D′(yy′, G) for all k + 1-labeled graphs G. Further for all
i ∈ [s], the set Xi ∪ Yi is non-empty and for all x ∈ Xi and y ∈ Yi we have
ZA,D(xx,G) = ZA′,D′(yy,G) for all k + 1-labeled digraphs G. (18)
Define for all i ∈ [s] a (k + 1)-tuple zi and a function Z(zi, G) such that zi := xx for some
x ∈ Xi and Z(zi, G) := ZA,D(xx,G) if Xi is non-empty and zi := yy for y ∈ Yi with
Z(zi, G) := ZA′,D′(yy,G) otherwise. Let furthermore
ci :=
∑
x∈Xi
Dxx −
∑
y∈Yi
D′yy
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Equation (17) now simplifies to
0 =
s∑
i=1
ciZ(zi, G).
We claim that ci = 0 for all i ∈ [s]. If this holds the proof of the lemma follows as by the
non-negativity of the vertex weights ci = 0 implies Xi 6= ∅ and Yi 6= ∅ which, by equation
(18), provides us with the desired extensions of x and y. We will show, more generally, that
for all sets I ⊆ [s] the equation
0 =
∑
i∈I
ciZ(zi, G) for all digraphs G. (19)
implies that ci = 0 for all i ∈ I. We will prove this by induction on the cardinality of I.
For I = {i} let Ek+1 be the k + 1-labeled digraph on k + 1 vertices which contains no
edges. If zi = xx, we have Z(zi, Ek+1) = ZA,D(zi, Ek+1) = 1 and thus equation (19) implies
ci = 0. An analogous argument proves the case that zi = yy.
Let |I| > 1. By definition, for all i 6= j ∈ I there is a digraph Gij such that Z(zi, Gij) 6=
Z(zj , Gij). Partition I into equivalence classes J0, . . . , Jt such that a, b ∈ Jν iff Z(za, Gij) =
Z(zb, Gij). Define, for each i ∈ [0, t] the tuple z′i such that z′i = za for some a ∈ Ji. Let Hp
denote the k+ 1-labelled graph product of H with itself taken p times, then by equation (16)
and (19) we have
0 =
t∑
ν=0
∑
µ∈Jν
cµ
Z(z′ν , GpijG) = t∑
ν=0
Z(z′ν , Gij)
p
∑
µ∈Jν
cµZ(zµ, G)
 .
By definition, the values Z(z′ν , Gij) are pairwise different. It may be the case that one of
these is zero. Assume w.l.o.g. that 0 = Z(z′0, Gij). For p = 1, . . . , t, this gives rise to a
homogeneous system of linear equations with a Vandermonde determinant:
0 =
t∑
ν=1
Z(z′ν , Gij)
p
∑
µ∈Jν
cµZ(zµ, G)
 .
Solving this system yields 0 =
∑
µ∈Jν cµZ(zµ, G) for all ν ≥ 1. Since |Jν | < n, the induction
hypothesis implies that we have ci = 0 for all i ∈ Jν and every ν ≥ 1. Therefore, by equation
(19), we further obtain
0 =
∑
j∈J0
cjZ(zj , G).
which, again by the induction hypothesis, implies cj = 0 for all j ∈ J0. 
Lemma 4.17. Every map ψ : [m] → [m′] such that Aij = A′ψ(i)ψ(j) for all i, j ∈ [m] is
injective.
Proof. Let J be the image of ψ and define a mapping ψ′ : J → [m] such that for each j ∈ J
we fix an i ∈ [m] with ψ(i) = j and define ψ′(j) = i. Define φ : [m]→ [m] by φ = ψ′ ◦ ψ.
The precondition of the lemma implies that Aij = Aφ(i)φ(j) for all i, j ∈ [m]. We will
show first that φ has a power φs which is idempotent, that is φs = φ2s. To see this, note that
by the finiteness of [m] not all powers of φ can be different. Hence, there are l, k such that
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φl = φl+k = φl+ik for all i ∈ N. Multiplying from the left with φj we have φl+j = φl+j+ik
for all i, j ∈ N. Let i be large enough such that ik − l > 0 then with j = ik − l we have
2(l + j) = l + j + ik. Hence φl+j = φl+j+ik = φ2(l+j).
Now Aij = Aφ(i)φ(j) implies Aij = Aφs(i)φs(j) for all s. Hence for s such that φ
s = φ2s we
have
Aij = Aφs(i)φs(j) = Aφ2s(i)φs(j) = Aφs(i)j for all j ∈ [m].
Recall that A is twin-free. Thus φs is the identity and therefore φ must be bijective. Further
by the definition of φ this implies that ψ is injective. 
Lemma 4.18. Let x ∈ [m]m and y ∈ [m′]m such that x is bijective and x ∼ y. Then there
is an isomorphism α between (A,D) and (A′, D′) such that y = α ◦ x.
Proof. Define Gij as the m-labeled digraph on m vertices with the single edge ij. Assume
w.l.o.g. that xi = i for all i ∈ [m]. By x ∼ y we have
Aij = ZA,D(x, Gij) = ZA′,D′(y, Gij) = A
′
yiyj . (20)
Since A′ is twin-free Lemma 4.17 implies that y is injective and by the condition that m ≥ m′
it is thus bijective and m = m′. This gives rise to an isomorphism α : [m] → [m] between A
and A′ by defining α(xi) = α(i) =: yi for all i ∈ [m].
It remains to show that Dii = D
′
α(i),α(i) holds for all i ∈ [m]. Let Q = {i ∈ [m] | Ai,∗ 6= 0}
and P = {j ∈ [m] | A∗,j 6= 0} be the set of indices corresponding to non-zero rows and
columns of A. If one of these sets is empty, then Q = P = ∅ and A = (0) since A is twin-free
and then the following claim implies D11 = D
′
11.
Claim 1. We have
m∑
j=1
Djj =
m∑
j=1
D′α(j)α(j).
Proof. Let G0 be the m-labeled digraph on vertex set [m]∪˙{v} without edges. By x ∼ y we
have
m∑
j=1
Djj = ZA,D(x, G0) = ZA′,D′(y, G0) =
m∑
j=1
D′α(j)α(j).
a
Assume therefore that Q,P 6= ∅. Let p : Q → N be an mapping, we say that it is non-
vanishing if there is an i ∈ Q such that p(i) > 0. Define G[p] as the m-labeled digraph on
vertex set [m]∪˙{v} with edges E = {(iv)p(i) | i ∈ Q}, that is for each i ∈ Q there is an edge
with multiplicity p(i). Note in particular that the edge iv does not exist if p(i) = 0.
For every non-vanishing p : Q→ N, we have
ZA,D(x, G
[p]) =
∑
j∈P
Djj
∏
i∈Q
(Aij)
pi .
By x ∼ y we have ZA,D(x, G[p]) = ZA′,D′(y, G[p]) and therefore,∑
j∈P
Djj
∏
i∈Q
(Aij)
p(i) =
∑
j∈P
D′α(j)α(j)
∏
i∈Q
(A′α(i)α(j))
p(i)
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Now α is an isomorphism between A and A′, that is Aij = A′α(i)α(j) and thus the above
simplifies to
0 =
∑
j∈P
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i) for all non-vanishing p : Q→ N. (21)
We shall show the following
Claim 2. Let J ⊆ P of cardinality at least 2 and assume that
0 =
∑
j∈J
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i) for all non-vanishing p : Q→ N. (22)
Then for every j ∈ J , there is a set J ′ ⊂ J with j ∈ J ′ such that
0 =
∑
j∈J ′
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i) for all non-vanishing p : Q→ N. (23)
Before we prove this claim, let us see how it finishes the proof of the lemma. Its statement
will be particularly true for J = P and the condition of which is given by equation (21).
Thus, for every j ∈ P iterative application of this claim eventually implies
0 =
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i) for all non-vanishing p : Q→ N.
Since j ∈ P there is an i ∈ Q such that Aij 6= 0. Fix a p : Q→ N which satisfies p(i) = 1 and
p(i′) = 0 for i′ 6= i. Then we have 0 =
(
Djj −D′α(j)α(j)
)
Aij and thus Djj = D
′
α(j)α(j).
Therefore we obtain Djj = D
′
α(j)α(j) for all j ∈ P . If A contains no zero columns, we
are done as then P = [m]. Otherwise, since A is twin-free, there is exactly one k such that
A∗,k = 0 and P ∪ {k} = [m]. Thus Claim 1 further implies Dkk = D′α(k)α(k).
The Proof of Claim 2. As J is of cardinality at least 2, we may fix distinct j, j′ ∈ J . By
A being twin-free we may fix an i∗ ∈ Q such that Ai∗j 6= Ai∗j′ . Let p : Q → N be a non-
vanishing mapping. Define a non-vanishing pq : Q→ N by pq(i∗) = p(i∗) + q and pq(i) = p(i)
for all i 6= i∗. The condition of the claim implies that
0 =
∑
j∈J
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
pq(i)
=
∑
j∈J
(Ai∗j)
q
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i)
Partition J into equivalence classes J0, . . . , Jt such that Ai∗j = Ai∗j′ iff j, j
′ ∈ Jk for some
k ∈ [t]. Define, for all k ∈ [0, t] values ak := Ai∗ν for some ν ∈ Jk. Then
0 =
t∑
k=0
(ak)
q
∑
j∈Jk
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i)

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It may be the case that one of the ak values is zero. Assume w.l.o.g. that a0 = 0. By condition,
the above holds for all q. In particular, for q = 1, . . . , t this gives rise to a homogeneous system
of linear equations
0 =
t∑
k=1
(ak)
q
∑
j∈Jk
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i)
 .
Since all the values a1, . . . , ak are pairwise distinct and non-zero, this system has a Vander-
monde determinant and is thus solvable, which implies, for all k ∈ [t],
0 =
∑
j∈Jk
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i) for all non-vanishing p : Q→ N.
In combination with the condition (22) of the claim we also obtain
0 =
∑
j∈J0
(
Djj −D′α(j)α(j)
)∏
i∈Q
(Aij)
p(i) for all non-vanishing p : Q→ N.
Since the J0, . . . , Jt are a partition of J and each of them has cardinality strictly smaller than
J , the claim follows. 
Now we are able to prove the Reconstruction Lemma.
Proof (of Lemma 4.15). Let A,D be m × m matrices and A′, D′ be m′ × m′ matrices as
given in the lemma and φ, φ′ pinnings. In accordance with the notation of this section we
define x := φ and y := φ′ and we assume w.l.o.g. that m ≥ m′. The precondition that
ZA,D(φ,G) = ZA′,D′(φ
′, G) for all digraphs G is tantamount to x ∼ y.
It will be easier to work with surjective pinnings. Extend x to a surjective x′ := xz ∈ [m]l
with l ≥ m. Lemma 4.16 implies the existence of a z′ such that for y′ = yz′ we have x′ ∼ y′.
Observe that if we find an isomorphism α between (A,D) and (A′, D′) such that y′ = α ◦ x′
then the proof follows as this implies y = α ◦ x.
We shall prove the existence of such an isomorphism. Assume w.l.o.g. that x′i = i for all
i ∈ [m] — we can achieve this by permuting the labels appropriately. Define x′|I = (x′i)i∈I
for a set of indices I ⊆ [l].
Claim 1. If x′′x ∼ y′′y for some x ∈ [m] and y ∈ [m′] then x′′ ∼ y′′.
Proof. To see that this holds, assume the contrary. That is, for some k-labeled digraph G we
have ZA,D(x
′′, G) 6= ZA′,D′(y′′, G). Let G′ be the digraph obtained from G by adding a single
isolated vertex labeled k + 1, then
ZA,D(x
′′x,G′) = ZA,D(x′′, G) 6= ZA′,D′(y′′, G) = ZA′,D′(y′′y,G′)
contradicting the assumption. a
This claim implies that x′|[m] ∼ y′|[m]. Them-tuple x′|[m] is bijective by definition. Lemma 4.18
thus implies y′|[m] = α ◦ x′|[m] for some isomorphism α between (A,D) and (A′, D′).
It remains to show that for all j ∈ [m+ 1, l] we have y′j = α(x′j). The bijectivity of x′|[m]
implies x′j = x
′
r for an appropriate r ∈ [m]. Define I = {1, . . . , r−1, r+1, . . . ,m, j}, then x′|I
is bijective. Therefore, Lemma 4.18 implies the existence of an isomorphism β between (A,D)
and (A′, D′) such that y′|I = β ◦ x′|I , particularly implying bijectivity of y′|I . It follows thus
for our original automorphism α that y′j = y
′
r = α(x
′
r) = α(x
′
j). 
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4.4.2 The Proof of The Pinning Lemma.
Applying the Reconstruction Lemma 4.15, we will now prove the Pinning Lemma.
Lemma 4.19. Let A ∈ Cm×mA be a Hermitian matrix and D ∈ Rm×mA a diagonal matrix of
positive vertex weights. Let [A] be the twin resolvent of A. Then
EVALpin([A], D[A]) ≡ EVALpin(A,D) and EVAL([A], D[A]) ≡ EVAL(A,D).
Proof. Let τ be the twin resolution mapping on A. By the Twin Reduction Lemma 4.5(2)
we have
ZA,D(φ,G) = Z[A],D[A](τ ◦ φ,G), for every digraph G and pinning φ.
This yields EVALpin(A,D) ≤ EVALpin([A], D[A]). On the other hand, for some instance G
and φ′ of EVALpin([A], D[A]) let φ be a pinning on A such that τ ◦φ = φ′, then the above also
yields the backward direction. The result for EVAL(A,D) follows as the above holds likewise
for empty pinnings. 
Lemma 4.20. Let A ∈ Cm×mA be a Hermitian and twin-free matrix and D ∈ Rm×mA a diago-
nal matrix of positive vertex weights. Then
EVALpin(A,D) ≡ EVAL(A,D).
Proof. It suffices to show EVALpin(A,D) ≤ EVAL(A,D) as the other direction holds trivially.
Let G = (V,E) and a pinning φ be an instance of EVALpin(A,D). By appropriate permu-
tation of the rows/columns ofA andD (cf. Lemma 4.3) we may assume that [k] = img φ ⊆ [m]
for some k ≤ m. Let Gˆ = (Vˆ , Eˆ) be the graph obtained from G by collapsing the the sets
φ−1(i) for all i ∈ [k]. Formally, define a map
γ(v) =
{
i , v ∈ φ−1(i) for some i ∈ [k]
v , otherwise
Then Gˆ is a multi-digraph (with possibly some self-loops) defined by
Vˆ = [k] ∪˙ (V \ def(φ))
Eˆ = {γ(u)γ(v) | uv ∈ E}.
Hence ZA,D(φ,G) = ZA,D(id[k], Gˆ) where id[k] denotes the identity map on [k]. Call two
mappings χ, ψ : [k] → [m] equivalent if there is an automorphism α of (A,D) such that
χ = α ◦ ψ. Partition the mappings ψ : [k]→ [m] into equivalence classes I1, . . . , Ic according
to this definition and for all i ∈ [c] fix some ψi ∈ Ii. Assume furthermore, that ψ1 = id[k].
Clearly for any two χ, ψ from the same equivalence class, we have ZA,D(χ, F ) = ZA,D(ψ, F )
for every graph F . Therefore, for every graph G′,
ZA,D(G
′) =
c∑
i=1
ZA,D(ψi, G
′) ·
∑
ψ∈Ii
∏
v∈def(ψ)
Dψ(v)ψ(v)
 (24)
Define, for each i ∈ [c] the value ci =
(∑
ψ∈Ii
∏
v∈def(ψ)Dψ(v)ψ(v)
)
. We claim the following
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Claim 1. Let I ⊆ [c] be a set of cardinality at least 2 such that 1 ∈ I. Assume that we can,
for every k-labeled digraph G′, compute the value∑
i∈I
ci · ZA,D(ψi, G′). (25)
Then there is a proper subset I ′ ⊂ I which contains 1 such that we can compute, for every
k-labeled digraph G′′, the value ∑
i∈I′
ci · ZA,D(ψi, G′′). (26)
This claim will allow us to finish the proof. To see this, note first that by equation (24) we
can compute the value (25) for I = [c] and G′ = Gˆ. Thus after at most c iterations of Claim 1
we arrive at c1 ·ZA,D(ψ1, Gˆ). Further, c1 is effectively computable in time depending only on
D and therefore we can compute ZA,D(id[k], Gˆ) = ZA,D(φ,G). This proves the reducibility
EVALpin(A,D) ≤ EVAL(A,D).
Proof Of Claim 1. Assume that we can compute the value given in (25). Lemma 4.15
implies that for every pair i 6= j ∈ I there is a k-labeled digraph Γ such that
ZA,D(ψi,Γ) 6= ZA,D(ψj ,Γ). (27)
Fix such a pair i 6= j ∈ I and a graph Γ satisfying this equation. Note that this graph can be
computed effectively in time depending only on A,D and ψi, ψj . Let G
s denote the digraph
obtained from G by iterating s times the k-labeled product of G with itself. We can thus
compute ∑
i∈I
ci · ZA,D(ψi, G′Γs) =
c∑
i∈I
ciZA,D(ψi, G
′) · ZA,D(ψi,Γ)s. (28)
Partition I into classes J0, . . . , Jz such that for every ν ∈ [0, z] we have i′, j′ ∈ Jν if, and
only if, ZA,D(ψi′ ,Γ) = ZA,D(ψj′ ,Γ). Since one of these sets Jν contains 1 and all of these are
proper subsets of I, it remains to show that we can compute, for each ν ∈ [0, z], the value∑
i′∈Jν
ciZA,D(ψi′ , G
′).
To prove this, define xν := ZA,D(ψi′ ,Γ) for each ν ∈ [z] and an i′ ∈ Jν . Equation (28) implies
that we can compute
z∑
ν=0
xsν
∑
i′∈Jν
ci′ZA,D(ψi′ , G
′)
 .
One of the values xν might be zero. Assume therefore w.l.o.g. that x0 = 0, then evaluating
the above for s = 1, . . . , z yields a system of linear equations, which by Lemma 4.9 can be
solved in polynomial time such that we can recover the values
∑
i′∈Jν ci′ZA,D(ψi′ , G
′) for each
ν ≥ 1. Using equation (25) we can thus also compute the value(∑
i∈I
ci · ZA,D(ψi, G′)
)
−
z∑
ν=1
∑
i′∈Jν
ci′ZA,D(ψi′ , G
′)
 = ∑
i′∈J0
ci′ZA,D(ψi′ , G
′).

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Proof (of the Pinning Lemma 3.2). Fix the twin resolvent A′ = [A] of A and let D′ = D[A].
By Lemma 4.20 we have EVALpin(A′, D′) ≡ EVAL(A′, D′). Hence together with Lemma 4.19
we obtain the chain of reductions
EVALpin(A,D) ≡ EVALpin(A′, D′) ≡ EVAL(A′, D′) ≡ EVAL(A,D). 
4.5 Basic Complexity Results for Congruential Partition Functions
A Basic Polynomial Time Case. We provide the following basic tractability result which
is a straightforward extension of Theorem 6 in [BG05].
Lemma 4.21. Let A ∈ Cm×m be a Hermitian matrix and D a family of diagonal matrices
of vertex-weights. If A has rank 1 then EVALpin(A,D) is polynomial time computable.
Proof. Let G = (V,E) be a given digraph and φ a pinning. Let V ′ = V \ def(φ) then
ZA,D(φ,G) =
∑
φ⊆σ:V→[m]
∏
uv∈E
Aσ(u),σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)
As rankA = 1, there are vectors a,b ∈ CmA such that A = abT . Then, for every configuration
σ : V → [m], ∏
uv∈E
Aσ(u),σ(v) =
∏
uv∈E
aσ(u)bσ(v) =
∏
v∈V
a
deg+(v)
σ(v) b
deg−(v)
σ(v) .
Therefore,
ZA,D(φ,G) =
∑
φ⊆σ:V→[m]
∏
uv∈E
Aσ(u),σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v)
=
 ∏
v∈def(φ)
a
deg+(v)
φ(v) b
deg−(v)
φ(v)
 ∑
σ:V ′→[m]
∏
v∈V ′
a
deg+(v)
σ(v) b
deg−(v)
σ(v) D
J∂(v)K
σ(v),σ(v)
=
∏
v∈def(φ)
a
deg+(v)
φ(v) b
deg−(v)
φ(v)
∏
v∈V ′
m∑
i=1
a
deg+(v)
i b
deg−(v)
i D
J∂(v)K
i,i
And the term in the last line can be evaluated in polynomial time. 
Basic #P-hardness Results. We need the following extension of the #P-hardness crite-
rion of Theorem 1.1.
Lemma 4.22. Let A ∈ Rm×mA be a non-negative symmetric matrix and D ∈ Rm×mA a diagonal
matrix of positive vertex weights. If A contains a block of rank at least 2 then EVAL(A,D)
is #P-hard.
We will give the proof of this Lemma below. From this result we derive a basic #P-hardness
criterion for congruential partition functions.
Lemma 4.23. Let A be a Hermitian matrix and D = (DJcK)c∈Zω such that DJ0K is a diagonal
matrix of positive vertex weights. If abs (A) contains a block of row rank at least 2 then
EVALpin(A,D) is #P-hard.
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Proof. Note first, that we have EVALpin(abs (A)(2), DJ0K) ≤ EVALpin(A,D). To see this,
let a graph G = (V,E) and a pinning φ be an instance of EVALpin(abs (A), DJ0K). Let
G′ be the graph obtained from G by adding for each existing arc uv an arc vu, we have
Z
abs(A)(2),DJ0K(φ,G) = ZA,D(φ,G′).
As abs (A) contains a block of row rank at least 2 the matrix abs (A)(2) does so as well.
By Lemma 4.22 the problem EVALpin(abs (A)(2), DJ0K) is #P-hard. 
The proof of Lemma 4.22 The proof follows from Theorem 1.1 and the following Lemma
which is a straightforward extension of Theorem 3.2 in [DG00]:
Lemma 4.24. Let A ∈ Rm×mA be a symmetric matrix with non-negative entries such that
every pair of rows in A is linearly independent. Let D ∈ Rm×mA be a diagonal matrix of
positive vertex weights. Then
EVAL(A) ≤ EVAL(A,D).
The proof adapts the one in [DG00]; we present it for completeness. The following lemmas
are restatements of those in [DG00] (see Lemma 3.4, 3.6, 3.7 and Theorem 3.1).
Lemma 4.25. Let A ∈ Rm×mA be symmetric and non-singular, G = (V,E) a graph and
F ⊆ E. If we know the values
fr(G) =
∑
σ:V→[m]
cA(σ)
∏
uv∈F
Arσ(u)σ(v) (29)
for all r ∈ [(|F | + 1)m2 ], where cA is a function depending on A but not on r. Then we can
evaluate ∑
σ:V→[m]
cA(σ)
∏
uv∈F
(Im)σ(u)σ(v) (30)
in polynomial time.
Proof. As A is symmetric and non-singular, there is an orthogonal matrix P such that
P TAP =: D is a diagonal matrix with non-zero diagonal. Every entry of Ar satisfies
Arij = (PD
rP T )ij =
∑m
µ=1 Pσ(u)µPσ(v)µ(Dµµ)
r. By equation (29)
fr(G) =
∑
σ:V→[m]
cA(σ)
∏
uv∈F
m∑
µ=1
Pσ(u)µPσ(v)µ(Dµµ)
r
Define W = {∏mi=1(Dii)αi | 0 ≤ αi for all i ∈ [m], ∑mi=1 αi = |F |} which can be constructed
in polynomial time. We rewrite
fr(G) =
∑
w∈W
cww
r.
for unknown coefficients cw. By interpolation (cf. Lemma 4.9), we can recover these coeffi-
cients in polynomial time and can thus calculate f0(G) =
∑
w∈W cw. We have
f0(G) =
∑
σ:V→[m]
cA(σ)
∏
uv∈F
m∑
µ=1
Pσ(u)µPσ(v)µ(Dµµ)
0
which is equal to (30) by inspection. 
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Lemma 4.26. Let A ∈ Rm×m be a symmetric matrix in which every pair of distinct rows
is linearly independent. Let D ∈ Rm×m be a diagonal matrix of non-negative vertex weights.
Then every pair of rows in ADA is linearly independent. Furthermore there is an 0 <  < 1
such that
|(ADA)ij | ≤ 
√
(ADA)ii(ADA)jj
Proof. Define Q = AD(1/2). We have ADA = AD(1/2)D(1/2)AT = QQT . That is (ADA)ij =
〈Qi,∗, Qj,∗〉 every pair of rows in Q is linearly independent as it is linearly independent in A. By
Cauchy-Schwarz 〈Qi,∗, Qj,∗〉 <
√〈Qi,∗, Qi,∗〉〈Qj,∗, Qj,∗〉, which implies that the corresponding
2 × 2 submatrix of ADA defined by i and j has non-zero determinant. The existence of 
follows. 
Lemma 4.27. Let A ∈ Rm×m be a symmetric non-negative matrix in which every pair of
distinct rows is linearly independent. Let D ∈ Rm×m be a diagonal matrix of positive vertex
weights. Then there is a p ∈ N such that the matrix (ADA)(p) is non-singular.
Proof. Let A′ = ADA and consider the determinant
det(A′) =
∑
pi∈Sm
±
m∏
i=1
A′ipi(i).
Let Sm be the set of permutations pi : [m]→ [m]. For some pi ∈ Sm define t(pi) = |{i | pi(i) 6=
i}|. Let  be as in Lemma 4.26. Then
m∏
i=1
|A′ipi(i)| ≤ t(pi)
m∏
i=1
√
A′ii
m∏
i=1
√
A′pi(i)pi(i) = 
t(pi)
m∏
i=1
A′ii. (31)
Let id denote the trivial permutation. Then
det((A′)(p)) ≥
(
m∏
i=1
A′ii
)p
−
∑
pi∈Sm\{id}
(
m∏
i=1
A′ipi(i)
)p
.
By equation (31), we have
m!p
(
m∏
i=1
A′ii
)p
≥
∑
pi∈Sm\{id}
(
m∏
i=1
A′ipi(i)
)p
and hence, as 0 <  < 1, the matrix (ADA)(p) is non-singular for large enough p. 
Proof (of Lemma 4.24). Fix a a p ∈ N such that (ADA)(p) is non-singular by Lemma 4.27.
Let a graph G = (V,E) be an instance of EVAL(A). Define a graph G′ = (V ′, E′) by
V ′ = {v0, . . . , vd−1 | v ∈ V, d = dG(v)} and E′ = E′′ ∪ E′′′ for sets E′′, E′′′ to be defined
next. Let E′′′ be the set which contains, for each v ∈ V the cycle on {v0, . . . , vdG(v)−1}, i.e.
{v0v1, . . . , vdG(v)−1v0} ⊆ E′′′. Let E′′ be the set of edges, such that each edge from E incident
with v is connected to exactly one of the vi.
We further construct a graph G′p,r from G′ as follows. Let Tp be a graph which consists
p many length 2 paths connecting terminals a and b. Let Tp,r be the series composition of
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r many copies of Tp. G
′
p,r is obtained from G
′ by replacing each edge in E′′′ with a distinct
copy of Tp,r. We call a and b the ”start” and ”end” vertex of Tp and Tp,r has start and end
vertices induced by the start and end vertices of of the series composition of Tp.
For a graph H with designated “start” and “end” vertex let ZA,D(i, j;H) := ZA,D(φ,H)
such that φ pins the start vertex to i and the end vertex to j.
Claim 1. Let C = (ADA)(p), then with X = D(1/2), we have for all i, j ∈ [m] and r ∈ N,
ZA,D(i, j;Tp,r) = (XiiXjj)
−1(XCX)rij . (32)
Proof. Straightforwardly,
ZA,D(i, j;Tp) =
(
m∑
k=1
AikAkjDkk
)p
= (ADA)
(p)
ij = Cij
and therefore
ZA,D(i, j;Tp,r) =
∑
σ:[r+1]→[m]
σ(1)=i, σ(r+1)=j
r∏
k=1
ZA,D(σ(k), σ(k + 1);Tp)
r∏
k=2
Dσ(k),σ(k)
= (XiiXjj)
−1 ∑
σ:[r+1]→[m]
σ(1)=i, σ(r+1)=j
r∏
k=1
Xσ(k),σ(k)Cσ(k),σ(k+1)Xσ(k+1),σ(k+1)
By inspection, the last line equals the right hand side of equation (32) — as claimed. a
For convenience, we count the indices of the vertices v0, . . . , vdG(v)−1 modulo dG(v). Particu-
larly, vdG(v) = v0 and we have, for all r ∈ N,
ZA,D(G
′
p,r) =
∑
σ:V ′→[m]
∏
uv∈E′′
Aσ(u)σ(v)
∏
v∈V ′
Dσ(v),σ(v)
∏
v∈V
dG(v)−1∏
i=0
ZA,D(σ(vi), σ(vi+1);Tp,r).
As the vertices in V ′ are grouped according to the vertices in V we have
∏
v∈V ′
Dσ(v),σ(v) =
∏
v∈V
dG(v)−1∏
i=0
Dσ(vi),σ(vi).
By (32), the expression
∏
v∈V ′ Dσ(v),σ(v)
∏
v∈V
∏dG(v)−1
i=0 ZA,D(σ(vi), σ(vi+1);Tp,r) equals
∏
v∈V
dG(v)−1∏
i=0
Dσ(vi),σ(vi)
(XCX)rσ(vi),σ(vi+1)
Xσ(vi),σ(vi)Xσ(vi+1),σ(vi+1)
=
∏
v∈V
dG(v)−1∏
i=0
(XCX)rσ(vi),σ(vi+1)
Thus
ZA,D(G
′
p,r) =
∑
σ:V ′→[m]
∏
uv∈E′′
Aσ(u)σ(v)
∏
uv∈E′′′
(XCX)rσ(u)σ(v)
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Given the EVAL(A,D) oracle, we can, in polynomial time, evaluate this expression for every
r which is polynomial in the size of G. Lemma 4.25 implies that we can compute the value
Z =
∑
σ:V ′→[m]
∏
uv∈E′′
Aσ(u)σ(v)
∏
uv∈E′′′
Iσ(u)σ(v)
It remains to show that Z = ZA(G). To see this, note that, for every configuration σ : V
′ →
[m] the weight
∏
uv∈E′′ Aσ(u)σ(v)
∏
uv∈E′′′ Iσ(u)σ(v) in the above expression is zero unless the
following holds: For all v ∈ V we have σ(v0) = . . . = σ(vd−1) for d = dG(v). For such a
configuration, define σ′ : V → [m] by σ(v) = σ(v0) for every v ∈ V . Then∏
uv∈E′′
Aσ(u),σ(v) =
∏
uv∈E
Aσ′(u),σ′(v).
Since every configuration σ′ : V → [m] arises this way this finishes the proof. 
5 Connected Hermitian Matrices
In this section we will prove Lemma 3.4. To do this we will split the proof into two parts
— one for the non-bipartite case and one for the bipartite case. The following two lemmas
provide these two parts.
Lemma 5.1 (The Non-Bipartite Case). Let A be a connected non-bipartite ω-algebraic
and Hermitian matrix and D a diagonal matrix of positive vertex weights. Then either the
problem EVALpin(A,D) is #P-hard or the following holds.
There is an ω-algebraic Hermitian matrix H and a family U = (U JcK)c∈Zω of diagonal
matrices which define an (H–STD) problem such that
EVALpin(A,D) ≡ EVALpin(H,U).
Lemma 5.2 (The Bipartite Case). Let A be a connected bipartite ω-algebraic Hermitian
matrix and D a diagonal matrix of positive vertex weights. Then either EVALpin(A,D) is
#P-hard or the following holds.
There is an ω-algebraic Hermitian matrix A′ and a family U = (U JcK)c∈Zω of diagonal
matrices which define a (B–H–STD) problem such that
EVALpin(A,D) ≡ EVALpin(A′,U).
The proof of Lemma 3.4 follows directly from these two lemmas. In the remainder of this
section we will give the proof of the Non-Bipartite Case Lemma 5.1. The proof of the Bipartite
Case Lemma 5.2 is conceptually very similar, therefore we omit it, the full proof can be found
in [Thu09].
The proof of Lemma 5.1. The strategy is to filter the problems EVALpin(A,D) until we
are left with only those for which we can find a polynomial time equivalent (H–STD) problem
EVALpin(H,U). This process of filtering will be performed by transforming in several steps
the problem EVALpin(A,D) into a problem EVALpin(C,D) where the matrix C and the family
D satisfy certain conditions, which will be given below. In each step, if a transformation is
not possible, it will be shown that this implies #P-hardness of the corresponding problem.
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A bit of preparation is necessary. We say that a family D = (DJcK)c∈Zω fits a matrix C if
the dimensions of each DJcK match those of C. The matrix C under consideration will have a
tensor product structure X ⊗H. Recall that we index the entries of such a matrix by pairs
(µ, i), (ν, j) such that C(µ,i),(ν,j) = Xµν · Hi,j . The diagonal matrices (DJcK)c∈Zω fit C and
therefore we index these in the same way. For convenience, we will alter the notation of the
indices of these diagonal matrices a bit and let
D
JcK;κ
k,k := D
JcK
(κ,k),(κ,k) for all c ∈ Zω.
Shape Conditions. Let C be an ω-algebraic Hermitian matrix and D = (DJcK)c∈Zω a
family of diagonal matrices of vertex weights that fits C. We define conditions on the shape
of C and D, two of which determine the shape of C.
(C1) There are r,m ∈ N, ς ∈ {−1, 1}, a non-singular normalized matrix H ∈ Ur×rω and
positive vectors v, w ∈ RmA such that v1 < . . . < vm and w depends linearly on v and
C = ς · vwT ⊗H =
 ς · v1w1H . . . ς · v1wmH... . . . ...
ς · vmw1H . . . ς · vmwmH
 .
The submatrices C(µ,∗)(ν,∗) = ς · vµwνH are the tiles of C.
(C2) The matrix H is a normalized Hermitian complex Hadamard matrix.
Three conditions give structure of the diagonal matrices in D.
(D1) DJ0K has positive diagonal and for all c ∈ Zω we have DJ−cK = DJcK.
(D2) There is an m × m diagonal matrix ∆J0K with positive diagonal such that DJ0K =
∆J0K ⊗ Ir.
(D3) For each c ∈ Zω there is a diagonal matrix U JcK ∈ ({0}∪U)r×r and a diagonal matrix
∆JcK such that DJcK = ∆JcK ⊗ U JcK. Further, if DJcK = 0 then U JcK = 0.
These conditions will play a central role throughout the whole section. Once we make sure
that they are satisfied, the problem EVALpin(C,D) has all properties necessary to find a
polynomial time equivalent (H–STD) problem. Then the following lemma provides us with
the last part of the proof of Lemma 5.1.
Lemma 5.3. Let C,D satisfy conditions (C1),(C2) and (D1)–(D3). Let a matrix H and a
family U = (U JcK)c∈Zω be defined as in conditions (C1),(C2) and (D1)–(D3), respectively.
Then
EVALpin(C,D) ≡ EVALpin(H,U).
Before we give the proof of the Lemma, let us first develop a small technical result which will
play an important role in that proof.
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Lemma 5.4. Let A ∈ Cm×m and A′ ∈ Cm′×m′ be ω-algebraic. Let D = (DJcK)c∈Zω be a family
of m×m diagonal matrices and D′ = (D′JcK)c∈Zω a family of m′×m′ diagonal matrices. Let
A′′ = A⊗A′ and D′′ = (DJcK⊗D′JcK)c∈Zω . There are projections τ and τ ′ such that for every
digraph G and pinning φ we have
ZA′′,D′′(φ,G) = ZA,D(τ ◦ φ,G) · ZA′,D′(τ ′ ◦ φ,G).
Proof. For convenience, we write the indices of A′′ as pairs according to the tensor product
structure. That is
A′′(i,k),(j,l) = Aij ·A′kl for all i, j ∈ [m] and k, l ∈ [m′].
This holds analogously for the elements of D′′. We define τ : [mm′]→ [m] and τ ′ : [mm′]→
[m′] by τ(i, k) = i and τ ′(i, k) = k for all (i, k) ∈ [m]× [m′].
Let G = (V,E) be a digraph and φ a pinning w.r.t. A′′. Define V ′ = V \ def(φ).
ZA′′,D′′(φ,G) =
∑
φ⊆σ:V→[m]×[m′]
∏
uv∈E
A′′σ(u),σ(v)
∏
v∈V ′
(DJ∂(v)K ⊗D′J∂(v)K)σ(v),σ(v)
=
∑
φ⊆σ:V→[m]×[m′]
∏
uv∈E
Aτ◦σ(u),τ◦σ(v)A′τ ′◦σ(u),τ ′◦σ(v)
·
∏
v∈V ′
D
J∂(v)K
τ◦σ(v),τ◦σ(v) ·D
′J∂(v)K
τ ′◦σ(v),τ ′◦σ(v)
For each configuration σ ⊇ φ we can form two independent maps σ∗ and σ′ such that τ ◦φ ⊆
σ∗ = τ ◦ σ and τ ′ ◦ φ ⊆ σ′ = τ ′ ◦ σ. Therefore we obtain
ZA′′,D′′(φ,G) =
 ∑
τ◦φ⊆σ∗:V→[m]
∏
uv∈E
Aσ∗(u),σ∗(v)
∏
v∈V ′
D
J∂(v)K
σ∗(v),σ∗(v)

·
 ∑
τ ′◦φ⊆σ′:V→[m′]
∏
uv∈E
A′σ′(u),σ′(v)
∏
v∈V ′
D
′J∂(v)K
σ′(v),σ′(v)

In other words, ZA′′,D′′(φ,G) = ZA,D(τ ◦ φ,G) · ZA′,D′(τ ′ ◦ φ,G). 
Proof (of Lemma 5.3). Define M = ς · vwT and let ∆ = (∆JcK)c∈Zω be a family of m × m
diagonal matrices defined as in conditions (D2) and (D3). In particular, C = M⊗H and for
each c ∈ Zω we have DJcK = ∆JcK ⊗ U JcK. Then the following claim follows from Lemma 5.4.
Claim 1. There are mappings τ and τ ′ such that for every digraph G = (V,E) and every
pinning φ, we have
ZC,D(φ,G) = ZM,∆(τ ◦ φ,G) · ZH,U(τ ′ ◦ φ,G).
By Lemma 4.21 the function EVALpin(M,∆) is polynomial time computable and therefore
Claim 1 implies the existence of a reduction witnessing EVALpin(C,D) ≤ EVALpin(H,U).
It remains to prove the reducibility EVALpin(H,U) ≤ EVALpin(C,D), the proof of which is
slightly more complicated. The complications arise from the fact that there may be graphs
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G for which ZM,∆(τ ◦ φ,G) = 0 implying ZC,D(φ,G) = 0 although ZH,U(τ ′ ◦ φ,G) might be
non-zero.
We will tackle this problem by (p · ω + 1)-thickening. Let G(pω+1) be the graph obtained
from G by this operation. Note that (p · ω + 1)∂(v) ≡ ∂(v) (mod ω) for all vertices v whence
it thus follows by inspection that
ZH,U(τ
′ ◦ φ,G(pω+1)) = ZH(p·ω+1),U(τ ′ ◦ φ,G).
Since every entry of H is an ω-th root of unity, we have H(p·ω+1) = H. Therefore,
ZC,D(φ,G
(pω+1)) = ZM,∆(τ ◦ φ,G(pω+1)) · ZH,U(τ ′ ◦ φ,G).
We will show the following claim.
Claim 2. There is a computable p ∈ N which depends only on M and ∆ such that ZH,U(τ ′ ◦
φ,G) 6= 0 implies ZM,∆(τ ◦ φ,G(pω+1)) 6= 0.
Before we give the proof let us see how this finishes the proof of the lemma. Given this p
we can compute ZM,∆(τ ◦ φ,G(pω+1)) in polynomial time. If it is zero then we know that
ZH,U(τ
′ ◦ φ,G) is and we are done. Otherwise, we can compute(
ZM,∆(τ ◦ φ,G(pω+1))
)−1 · ZC,D(φ,G(pω+1)) = ZH,U(τ ′ ◦ φ,G).
This yields EVALpin(H,U) ≤ EVALpin(C,D).
Proof of Claim 2. Recall that ZM,∆(τ ◦φ,G) = ς |E| ·ZvwT ,∆(τ ◦φ,G). We will therefore
focus on ZvwT ,∆(τ ◦φ,G). Define V ′ = V \def(τ ◦φ) and recall that by (C1) we have w = λ ·v
for some positive λ. Therefore
ZvwT ,∆(τ ◦ φ,G) =
∑
τ◦φ⊆σ:V→[m]
∏
ab∈E
vσ(a)wσ(b)
∏
a∈V ′
∆
J∂(a)K
σ(a)σ(a)
= λ|E|
∑
τ◦φ⊆σ:V→[m]
∏
a∈def(φ)
v
d(a)
σ(a)
∏
a∈V ′
v
d(a)
σ(a)∆
J∂(a)K
σ(a)σ(a)
= λ|E|
∏
a∈def(φ)
v
d(a)
τ◦φ(a)
∑
σ:V ′→[m]
∏
a∈V ′
v
d(a)
σ(a)∆
J∂(a)K
σ(a)σ(a)
It thus follows that
ZvwT ,∆(τ ◦ φ,G(pω+1)) = λ|E|
∏
a∈def(φ)
v
(pω+1)·dG(a)
τ◦φ(a)
∑
σ:V ′→[m]
∏
a∈V ′
v
(pω+1)·dG(a)
σ(a) ∆
J(pω+1)·∂G(a)K
σ(a)σ(a)
= λ|E|
∏
a∈def(φ)
v
(pω+1)·dG(a)
τ◦φ(a)
∏
a∈V ′
m∑
i=1
v
(pω+1)·dG(a)
i ∆
J∂G(a)K
ii
By this calculation, ZvwT ,∆(τ ◦ φ,G(pω+1)) is non-zero for some p ∈ N, if for each a ∈ V ′,
0 6=
m∑
i=1
v
(pω+1)·dG(a)
i ∆
J∂G(a)K
ii (33)
5.1 Satisfying Shape Conditions (C1) and (D1) 39
To finish the proof it suffices to prove, for each a ∈ V ′, the existence of a pa such that with
p ≥ pa the inequality in (33) is satisfied. If further each pa depends only on M and ∆, then
with p being the maximum of all these pa the proof of the claim follows.
The assumption ZH,U(τ
′ ◦ φ,G) 6= 0 implies that for each a ∈ V ′ the matrix U J∂G(a)K 6= 0
and thus by condition (D3) the matrix DJ∂G(a)K contains a non-zero diagonal entry. By the
General Principles of Section 4.1 we may assume that G is connected. Further the reduction
is trivial if G contains no edge, therefore we may assume further that dG(a) ≥ 1 for all a ∈ V .
Fix an a ∈ V ′ and let ia be the maximum index i ∈ [m] such that ∆J∂G(a)Kii 6= 0. If there
is only one index i ∈ [m] such that ∆J∂G(a)Kii 6= 0, then the inequality in (33) holds for all
p ≥ pa := 0. Otherwise, let z ∈ [m], with z 6= ia be maximal such that ∆J∂G(a)Kzz 6= 0. The
inequality (33) is satisfied if
∣∣∣v(pω+1)·dG(a)ia ∆J∂G(a)Kiaia ∣∣∣ >
∣∣∣∣∣∣
∑
i 6=ia
v
(pω+1)·dG(a)
i ∆
J∂G(a)K
ii
∣∣∣∣∣∣ (34)
By the definition of z this is the case if
(
via
vz
)(pω+1)·dG(a)
>
∣∣∣∣∣∣
∑
i 6=ia
∆
J∂G(a)K
ii
∣∣∣∣∣∣
∣∣∣∆J∂G(a)Kiaia ∣∣∣−1 (35)
As dG(a) ≥ 1, ω ≥ 1 and 0 < vz < via , there is a pa such that for all p ≥ pa the inequality
(35) (and hence (33)) is satisfied. To finish the proof, observe that pa depends only on ∆ and
v1, . . . , vm. 
5.1 Satisfying Shape Conditions (C1) and (D1)
We will now show, in a sequence of several small steps, how to transform the initial problem
EVALpin(A,D) into a problem satisfying the shape conditions. In each step, if transformation
is not possible we will argue that this is due to the problem at hand being #P-hard.
The first step will provide us with the transformation of EVALpin(A,D) into a problem
satisfying (C1) and (D1).
Lemma 5.5. Let A ∈ Cn×nA be a Hermitian ω-algebraic matrix which is connected and
non-bipartite and D ∈ Rn×nA a diagonal matrix of positive vertex weights. Then either
EVALpin(A,D) is #P-hard or the following holds.
There is a matrix C satisfying condition (C1) and a family D of diagonal matrices which
satisfies condition (D1) such that
EVALpin(A,D) ≡ EVALpin(C,D).
Further, there are two technical results following from the proof.
(1) H(DJ0K;µ)HT = tr(DJ0K;µ)Ir for all µ ∈ [m].
(2) There are constants d1, . . . , dm such that D
J0K;µ = dµDJ0K;1 for all µ ∈ [m].
We split the proof into two parts. The first of which is given in the following lemma.
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Lemma 5.6. Let A ∈ Cn×nA be a Hermitian ω-algebraic matrix which is connected and non-
bipartite and D ∈ Rn×nA a diagonal matrix of positive vertex weights. Either EVALpin(A,D)
is #P-hard or the following holds.
There is a Hermitian ω-algebraic and twin-free matrix C and a family D = (DJcK)c∈Zω of
diagonal matrices which satisfies condition (D1) such that
EVALpin(A,D) ≡ EVALpin(C,D).
The matrix C further has the following properties. There is a ς ∈ {−1, 1} and positive vectors
v, w ∈ RmA such that v1 < . . . < vm and w = λv for some positive λ such that
C =
 v1w1P
11 . . . v1wmP
1m
...
. . .
...
vmw1P
m1 . . . vmwmP
mm
 .
For appropriate matrices Pµν of ω-th roots of unity such that Pµ1∗,1 and P
1µ
1,∗ are constantly ς
for all µ ∈ [m].
Proof. For convenience we will assume in the following that
|Aii| ≤ |Ajj | for all i ≤ j ∈ [n]. (36)
This is possible w.l.o.g. by the Permutability Principle 4.3, since every matrix A satisfies this
condition up to symmetric permutations of rows and columns. Let D′ = (D′JcK)c∈Zω with
D′JcK = D for all c ∈ Zω. By Lemma 2.1 we have
ZA,D(φ,G) = ZA,D′(φ,G) for all digraphs G and all pinnings φ (37)
and therefore, EVALpin(A,D) ≡ EVALpin(A,D′). By Lemma 4.23 the problem EVALpin(A,D′)
is #P-hard, if abs (A) has rank at least 2. Assume therefore, that abs (A) has rank 1 that is,
abs (A) = xyT for non-negative real vectors x and y. The vectors x and y are positive. To
see this, note that abs (A) is a block, because A is. On the other hand a value xi = 0 would
contradict this fact, as then abs (A)i,∗ = xiy
T = 0 implying the decomposability of abs (A).
Therefore for appropriate ω-th roots of unity ζij we have
Aij = xiyj · ζij for all i, j ∈ [n]. (38)
By the Hermitianicity of A we have ζ11 ∈ {−1, 1}. Define ς := ζ11 and a diagonal n × n
matrix Π by Πii = ς · ζi1 for all i ∈ [n]. Let A′ = ΠAΠ. The first column of this matrix
satisfies A′i1 = ΠiiAi1Π11 = ςζi1ζi1xiy1ζ11ζ11 = ςxiy1 for all i ∈ [n]. As this follows similarly
for the first row of A′ we have
A′i1 = ς|A′i1| = ς|A′1i| = A′1i for all i ∈ [n]. (39)
With D′′ = (D′′JcK)c∈Zω defined by D′′JcK = ΠcD′JcK the Root Of Unity Transfer Lemma 4.7
yields
ZA,D′(φ,G) = fΠ(φ) · ZA′,D′′(φ,G) for all digraphs G and all pinnings φ. (40)
5.1 Satisfying Shape Conditions (C1) and (D1) 41
The function fΠ is polynomial time computable and non-zero for every φ. By definition, all
diagonal entries of Π are ω-th roots of unity. Hence Πω−c = Πc for all c ∈ Zω, that is, D′′
satisfies condition (D1) .
We will now perform twin reduction. Let I1, . . . , In′ be the equivalence classes of the twin
relation on A′ and let τ be the twin resolution mapping. By Lemma 4.5 we have
ZA′,D′′(φ,G) = Z[A′],D[A′](τ ◦ φ,G) for all digraphs G and all pinnings φ. (41)
Define C = [A′] and D = D[A′] = (D[A′],JcK)c∈Zω . The family D therefore satisfies DJcKii =∑
ν∈Ii D
′′JcK
ν,ν for all i ∈ [n′] and all c ∈ Zω. It follows from the fact that D′′ satisfies condition
(D1) that this is also true for D. Since C is the twin resolvent of A′ we have
Cij = A
′
µν for some µ ∈ Ii, ν ∈ Ij .
We may assume w.l.o.g. that 1 ∈ I1 and that for all i, j ∈ [n] and all µ ∈ Ii, ν ∈ Ij we have
|A′µµ| ≤ |A′νν | iff i ≤ j. This is possible if we assume an appropriate ordering of the I1, . . . , In′ .
We thus obtain, from equation (39),
Ci1 = ς|Ci1| = ς|C1i| = C1i for all i ∈ [n′] (42)
and, as this was true for A and A′,
|Cii| ≤ |Cjj | for all i ≤ j ∈ [n′]. (43)
With rank abs (A) = 1 we have rank abs (C) = 1 and still there are no zero entries in this
matrix. There are thus positive vectors u and z such that abs (C) = uzT . By the symmetry of
abs (C) we have uizj = ujzi for all i, j ∈ [n′] which implies that u and z are linearly dependent
with zi =
z1
u1
· ui. Let λ = z1 · u−11 . This rephrases equation (43) to u2iλ ≤ u2jλ for all i ≤ j ∈
[n′] and therefore the entries of u are ordered increasingly. Let v be the vector of increasingly
ordered distinct entries of u and w the analogon for z. We have w = λv. Let m be the length
of w. The definition of C can thus be rephrased as
C =
 v1w1P
11 . . . v1wmP
1m
...
. . .
...
vmw1P
m1 . . . vmwmP
mm

for appropriate matrices Pµν of ω-th roots of unity. From (42) it follows that Pµ1∗,1 and P
1µ
1,∗
are constant for all µ ∈ [m] — each entry equals ς. Combining equations (37), (40) and (41)
yields,
ZA,D(φ,G) = fΠ(φ) · ZC,D(τ ◦ φ,G) for all digraphs G and all pinnings φ.
This finishes the proof. 
Proof (of Lemma 5.5). Assume that EVALpin(A,D) is not #P-hard. By Lemma 5.6 we have
EVALpin(A,D) ≡ EVALpin(C,D) for a family D of diagonal matrices satisfying (D1) and
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a matrix C which has the following properties. There are vectors v, w ∈ RmA satisfying
0 < v1 < . . . < vm and w = λv for some λ > 0 such that
C =
 v1w1P
11 . . . v1wmP
1m
...
. . .
...
vmw1P
m1 . . . vmwmP
mm

for appropriate matrices Pµν of ω-th roots of unity. By the Hermitianicity of C, there are
numbers m1, . . . ,mm such that P
µν is an mµ ×mν matrix and Pµν = P νµ for all µ, ν ∈ [m].
We index C so as to explicate this structure. That is for µ, ν ∈ [m], i ∈ [mµ] and j ∈ [mν ]
we let C(µ,i)(ν,j) = vµwνP
µν
ij . Index the matrices D
JcK analogously and write, for convenience,
D
JcK;µ
ii := D
JcK
(µ,i)(µ,i) for all i ∈ [mµ].
Claim 1. For all µ, ν, κ ∈ [m] and i ∈ [mµ], j ∈ [mν ] we have
∣∣∣〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉∣∣∣ ≤
tr(DJ0K;κ). Furthermore, equality is assumed only if P νκj,∗ and P νκi,∗ are linearly dependent.
Proof. This is straightforward, we present the calculations for completeness. Application of
the triangle inequality yields
∣∣∣〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉∣∣∣ =
∣∣∣∣∣
mκ∑
k=1
D
J0K;κ
k,k · P
νκ
j,k · Pµκi,k
∣∣∣∣∣ ≤
mκ∑
k=1
∣∣∣DJ0K;κk,k · P νκj,k · Pµκi,k ∣∣∣ = tr(DJ0K;κ).
Here, equality can be assumed only if all of the terms P
νκ
j,k · Pµκi,k are equal. a
Claim 2. EVALpin(C,D) is #P-hard unless the following is true. For all i ∈ [mµ] and all
j ∈ [mν ] we have either
〈DJ0K;κ, P νκj,∗ •Pµκi,∗ 〉 = 0 for all κ ∈ [m] or 〈DJ0K;κ, P νκj,∗ •Pµκi,∗ 〉 = tr(DJ0K;κ) for all κ ∈ [m]. (44)
In particular the latter case occurs only if Pµκi,∗ = P
νκ
j,∗ .
Proof. Define, for every q ∈ N the value p = q ·ω+1 and a matrix C ′ = C ′(p) = C(p)DJ0KC(p).
For a given digraph G = (V,E), let Gp be the result of 2-stretching followed by p-thickening.
Note that p · ∂(v) ≡ ∂(v) (mod ω) for all v ∈ V . Thus we obtain for every pinning φ
ZC′(p),D(φ,G) = ZC,D(φ,Gp). (45)
The matrix C ′ satisfies
C ′(µ,i)(ν,j) =
m∑
κ=1
mκ∑
k=1
C
(p)
(µ,i)(κ,k)C
(p)
(ν,j)(κ,k)D
J0K
(κ,k)(κ,k)
= vpµv
p
ν
m∑
κ=1
mκ∑
k=1
w2pκ (P
µκ
ik P
νκ
jk )
pD
J0K;κ
k,k
= vpµv
p
ν
m∑
κ=1
w2pκ 〈DJ0K;κ, (P νκj,∗ )(p) • (Pµκi,∗ )(p)〉.
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The definition of p further implies (Pµνij )
p = Pµνij for all i, j and all µ, ν. Hence
C ′(µ,i)(ν,j) = (vµvν)
q·ω+1
m∑
κ=1
w2(q·ω+1)κ 〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉 (46)
In particular all diagonal entries of C ′ are positive, as for all µ ∈ [m], i ∈ [mµ] we have
C ′(µ,i)(µ,i) = v
2(q·ω+1)
µ
m∑
κ=1
w2(q·ω+1)κ tr(D
J0K;κ).
If there is a q such that the matrix abs (C ′) contains a block of rank at least 2, then by
Lemma 4.23 the problem EVALpin(C ′,D) is #P-hard. Then further, by equation (45),
EVALpin(C,D) will be #P-hard. Assume therefore that, for all q, all blocks of abs (C ′)
have rank 1. We shall show that under this assumption C satisfies (C1).
Consider some 2× 2 submatrix of abs (C ′) of the form(
|C ′(µ,i)(µ,i)| |C ′(µ,i)(ν,j)|
|C ′(ν,j)(µ,i)| |C ′(ν,j)(ν,j)|
)
By our assumption that for all q this submatrix is not a witness for the existence of a block
of rank at least 2 in abs (C ′) we see that either its determinant is zero or C ′(µ,i)(ν,j) = 0. More
precisely we arrive at the assumption that, for all µ, ν ∈ [m], i ∈ [mµ], j ∈ [mν ] and
For all q ∈ N either C ′(µ,i)(ν,j) = 0 or |C ′(ν,j)(ν,j)||C ′(µ,i)(µ,i)| = |C ′(µ,i)(ν,j)|2. (47)
If C ′(µ,i)(ν,j) = 0 for infinitely many q then by the definition of C
′ in equation (46), we have
0 =
m∑
κ=1
(w2ωκ )
qw2κ〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉 for all q
which by Lemma 4.4 implies 0 = 〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉 for all κ ∈ [m] — as claimed. As-
sume therefore that C ′(µ,i)(ν,j) = 0 holds only for a finite number of q ∈ N. Then clearly,
|C ′(ν,j)(ν,j)||C ′(µ,i)(µ,i)| = |C ′(µ,i)(ν,j)|2 must be true for infinitely many such q. By inspection of
equation (46), this implies∣∣∣∣∣
m∑
κ=1
w2(q·ω+1)κ tr(D
J0K;κ)
∣∣∣∣∣
2
=
∣∣∣∣∣
m∑
κ=1
w2(q·ω+1)κ 〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉
∣∣∣∣∣
2
and thus
m∑
κ=1
w2pκ tr(D
J0K;κ) =
∣∣∣∣∣
m∑
κ=1
w2pκ 〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉
∣∣∣∣∣ (48)
However, application of the triangle inequality yields∣∣∣∣∣
m∑
κ=1
w2pκ 〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉
∣∣∣∣∣ ≤
m∑
κ=1
w2pκ
∣∣∣〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉∣∣∣ ≤ m∑
κ=1
w2pκ tr(D
J0K;κ).
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By Claim 1 we have
∣∣∣〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉∣∣∣ ≤ tr(DJ0K;κ) for each of the κ ∈ [m]. Equation (48)
therefore implies the existence of some α ∈ U such that
0 =
m∑
κ=1
w2pκ
(
tr(DJ0K;κ)− α〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉
)
.
As we may choose p arbitrarily large, depending only on DJ0K and C, Lemma 4.4 implies that
α〈DJ0K;κ, P νκj,∗ • Pµκi,∗ 〉 = tr(DJ0K;κ) for all κ ∈ [m].
That is, P νκj,∗ = αP
µκ
i,∗ for all κ, in particular P
ν1
j,1 = αP
µ1
i,1 which by our condition from
Lemma 5.6 that P ν1j,1 = P
µ1
i,1 implies α = 1. a
As C is twin-free, we see that, for every µ ∈ [m] and all i 6= j ∈ [mµ] there is some κ ∈ [m]
such that Pµκj,∗ • Pµκi,∗ is not constant. Thus, by the above
For all µ ∈ [m] and all i 6= j ∈ [mµ] we have 〈DJ0K;κ, Pµκj,∗ • Pµκi,∗ 〉 = 0 for all κ ∈ [m]. (49)
Fix some κ and define ∆κ := (DJ0K;κ)(1/2). Let Tµκ := Pµκ∆κ, then
0 = 〈DJ0K;κ, Pµκj,∗ • Pµκi,∗ 〉 = 〈Tµκi,∗ , Tµκj,∗ 〉 for all i 6= j ∈ [mµ].
That is, Tµκ has full row rank for all µ, κ ∈ [m] and by the definition of Tµκ it has the same
rank as Pµκ. Thus each Pµκ has full row rank and by Pµκ = P κµ it has full column rank, as
well. Therefore each Pµν is non-singular. Let r = m1 be the rank of P
11 therefore P 1κ being
a non-singular r ×mκ matrix for every κ ∈ [m] we see that m1 = . . . = mm = r. Altogether
For all µ, ν ∈ [m], Pµν is a non-singular r × r matrix. (50)
Claim 3. There are mappings τ1, . . . τm : [r]→ [r] such that for all µ, ν ∈ [m] we have
P 11ij = P
µν
τµ(i),τν(j)
for all i, j ∈ [r].
Proof. Consider the matrix
T ∗1 =
 T
11
...
Tm1
 =
 P
11∆1
...
Pm1∆1
 .
This matrix has rank r and by the above the first r rows of it form a set of independent
vectors. In particular, for each µ ∈ [m] and each j ∈ [r] there is an i ∈ [r] such that
〈T 11i,∗ , Tµ1j,∗ 〉 6= 0.
By 〈T 11i,∗ , Tµ1j,∗ 〉 = 〈DJ0K;1, Pµ1j,∗ •P 11i,∗〉 and Claim 2 we see that Pµ1j,∗ = P 11i,∗ and as C is twin-free we
further see that for each µ ∈ [m] this is unique. Thus define τµ(i) := j and by Hermitianicity
the claim follows. a
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Define a permutation pi : [m]× [r]→ [m]× [r] by pi(µ, i) := (µ, τ−1µ (i)). By the above we have
C(µ,i)(ν,j) = vµwνP
µν
ij = vµwνP
11
τµ(i)τν(j)
. Thus the matrix Cpipi satisfies
(Cpipi)(µ,i),(ν,j) = Cpi(µ,i),pi(ν,j) = Cpi(µ,τ−1µ (i)),pi(ν,τ−1ν (j)) = vµwνP
11
τµ(τ
−1
µ (i))τν(τ
−1
ν (j))
That is
(Cpipi)(µ,i),(ν,j) = vµwνP
11
ij
Define H := ς−1 · P 11. We have Cpipi = ς · vwT ⊗H as desired.
It remains to prove the technical statements (1) and (2). To see (1), note that 〈DJ0K;κ, P νκj,∗ •
Pµκ
i,∗ 〉 translates to 〈DJ0K;κ, Hj,∗•Hi,∗〉 = H(DJ0K;κ)HT . Statement (1) now follows by equation
(49).
We shall show (2), that is, the linear dependence of the DJ0K;µ. Define the (r − 1) × r
matrix H ′ by H ′ij = HijHrj for all j ∈ [r] and i ∈ [r − 1] and let diag(DJ0K;µ) be the vector
of diagonal entries of DJ0K;µ then (1) implies that (HDJ0K;µHT )rj = 0 for all j 6= r and all
µ ∈ [m]. This is equivalent to H ′diag(DJ0K;µ) = 0 for all µ ∈ [m]. As H is non-singular we
have rankH ′ = r− 1 and therefore all solutions to this system of linear equations are linearly
dependent. This proves (2). 
5.2 The Remaining Conditions (C2), (D2) and (D3)
We now turn to the part of the proof devoted to the remaining conditions (C2), (D2) and
(D3).
Lemma 5.7. Let C,D satisfy conditions (C1) and (D1) then either EVALpin(C,D) is #P-
hard or conditions (C2) and (D2) hold.
Lemma 5.8. Let C,D satisfy conditions (C1),(C2) and (D1) and (D2) then either EVALpin(C,D)
is #P-hard or condition (D3) holds.
The proofs of both lemmas are technically similar. Therefore we start by discussing the
technical details they have in common. The most technical part is given by the Pre-Uniform
Diagonal Lemma 5.9 below. Further, as the #P-hardness proofs in both, Lemmas 5.7 and
5.8 are based on the same reduction, we discuss this reduction in Lemma 5.10.
A Technical Tool. We call a diagonal-matrix d ∈ Cm×m pre-uniform if there is a d ∈ C
such that for all i ∈ [m] we have Dii ∈ {0, d}.
Lemma 5.9 (Pre-Uniform Diagonal Lemma). Let H ∈ Ur×rω be a non-singular matrix
and D ∈ Rr×rA a non-negative diagonal matrix. Let K = {k ∈ [r] | Dkk 6= 0} be the set of
non-zero diagonal entries in D then one of the following is true
• There is a computable p0 ∈ N such that for all p ≥ p0 the matrix abs
(
HDpH
T
)
contains
a block of rank at least 2.
• D is pre-uniform and for all I ⊆ [r] the following holds. If HIK is non-singular then it
is a complex Hadamard matrix.
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Proof. The matrix B := HDpH
T
satisfies, for all i, j ∈ [r]:
Bij =
r∑
k=1
HikHjkD
p
kk =
∑
k∈K
HikHjkD
p
kk = (H∗,KD
p
KKH
T
∗,K)ij . (51)
That is, for every I ⊆ [r] we have BII = HIKDpKKH
T
IK . Let κ = |K| and fix a set I ⊆ [r]
such that |I| = κ and HIK has rank κ. Note that every principal 2×2 submatrix of abs (BII)
has non-zero determinant. To see this, fix an arbitrary such submatrix induced by distinct
indices i, j ∈ [r]. Define a matrix X = HIKD(1/2)KK which is non-singular since HIK is. We
have B = XX
T
. The determinant of the submatrix just defined is thus∣∣∣∣ |〈Xi,∗, Xi,∗〉| |〈Xi,∗, Xj,∗〉||〈Xj,∗, Xi,∗〉| |〈Xi,∗, Xj,∗〉|
∣∣∣∣ = |〈Xi,∗, Xi,∗〉||〈Xj,∗, Xj,∗〉| − |〈Xi,∗, Xj,∗〉|2
Using the Cauchy-Schwarz inequality, the non-singularity of X implies that the above deter-
minant is non-zero since
|〈Xi,∗, Xj,∗〉|2 < |〈Xi,∗, Xi,∗〉||〈Xj,∗, Xj,∗〉|.
Therefore, every principal 2 × 2 submatrix of abs (BII) has non-zero determinant. The ex-
istence of a block of rank at least two in abs (BII) is thus guaranteed, if we find a non-zero
off-diagonal entry. Hence, to finish the proof it remains to show the following: If there is no
computable p0 such that for all p ≥ p0 the matrix BII contains a non-zero off-diagonal entry,
then D is pre-uniform and HIK complex Hadamard.
For every pair of values i, j ∈ I define a family Zij of equivalence classes Z ∈ Zij such
that k, k′ ∈ Z if, and only if HikHjk = Hik′Hjk′ . Define for each such Z ∈ Zij the value
ζZ := HikHjk for some k ∈ Z. Furthermore, define a family J of equivalence classes induced
by the equality of diagonal entries of DKK . That is, for each J ∈ J we have j, j′ ∈ J iff
Djj = Dj′j′ and denote by dJ the corresponding diagonal value of D. We obtain, for all
i, j ∈ I
Bij =
∑
k∈K
HikHjkD
p
kk =
∑
J∈J
dpJ
∑
Z∈Zij
ζZ |J ∩ Z|
By Lemma 4.4 there is some p0 such that the following holds. For all p ≥ p0 if Bij is zero
then, for every J ∈ J ,
0 =
∑
Z∈Zij
ζZ |J ∩ Z| =
∑
k∈J
HikHjk
As this is true for all i 6= j ∈ I the matrix HIJ is non-singular and complex Hadamard. This
implies that J = K, that is, D is pre-uniform. 
The #P-hardness construction.
Lemma 5.10. Let C ∈ Cm×mA and D a family of diagonal matrices which satisfy (C1) and
(D1). For all p, q ∈ N, there is a diagonal matrix
Θ = Θ(p, q) =
m∑
µ=1
w2µv
2pq
µ D
J0K;µ ∣∣∣∣∣
m∑
κ=1
vpκD
JpK;κ∣∣∣∣∣
2q
(52)
such that the following is true.
If abs
(
HΘH
T
)
contains a block of rank at least 2 then EVALpin(C,D) is #P-hard.
5.2 The Remaining Conditions (C2), (D2) and (D3) 47
u v
w
Figure 1: The reduction template Tp,q for p = 3, q = 1.
Proof. We define a reduction template Tp,q which will be used in the following reductions.
This template is a digraph Tp,q = (Vp,q, Ep,q) with two terminal vertices u and v which are
connected by a length 2 path with middle vertex w. The most important subgraph of this
template is a graph P (p), which consists of two vertices b and a connected by p many paths
of length 2 directed from b to a. Then, q many disjoint copies of P (p) are attached to w
by identifying their terminal vertex a with w and further q copies of P (p) are attached by
identifying their terminal vertex b with w. Figure 1 illustrates the construction. Its formal
definition is given by
Vp,q = {u, v, w, xi, xij , yij , yi | i ∈ [q], j ∈ [p]}
Ep,q = {uw,wv, xixij , xijw,wyij , yijyi | i ∈ [q], j ∈ [p]}
For a given digraph G, let G′ be the graph obtained from G by replacing every edge uv by a
distinct copy of Tp,q. Let φ be a pinning of G, then
ZC′,D(φ,G) = ZC,D(φ,G
′) (53)
where C ′ is a matrix whose structure we will analyze in the following. We start the analysis
by observing a technical detail. We have, by Lemma 5.5(1),
CDJ0KC = (vvT )⊗ m∑
ν=1
w2νHD
J0K;νHT = (vvT )⊗ m∑
ν=1
w2νtr(D
J0K;ν)Ir
Condition (D1) implies that tr(DJ0K;ν) is positive for all ν and thus there is some positive γ
such that
CDJ0KC = (vvT )⊗ γIr. (54)
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Here Ir denotes the r × r identity matrix. Denote by ZC,D(i, j;Tp,q) the partition function
of Tp,q with vertex u pinned to i and v pinned to j. We have C
′
ij = ZC,D(i, j;Tp,q) for all
i, j. Further the definition of Tp,q directly implies that C
′ = C∆C for some diagonal matrix
∆ = ∆(p, q). In the following we will index ∆ by pairs (µ, i) ∈ [m] × [r] and further define
∆µii = ∆(µ,i)(µ,i). We obtain
∆µi,i = D
J0K;µ
i,i
(
m∑
κ=1
r∑
k=1
D
JpK;κ
k,k
(
CDJ0KC)p
(µ,i),(κ,k)
)q ( m∑
κ=1
r∑
k=1
D
J−pK;κ
k,k
(
CDJ0KC)p
(κ,k),(µ,i)
)q
Applying equation (54) we see that, for all (κ, k), (µ, i) ∈ [m]× [r],(
CDJ0KC)p
(µ,i),(κ,k)
=
(
CDJ0KC)p
(κ,k),(µ,i)
= vpκv
p
µ · γp · (Ir)k,i
which is zero unless k = i. By condition (D1) we have DJ−pK = DJpK and thus we can rewrite
∆µi,i = D
J0K;µ
i,i
(
m∑
κ=1
D
JpK;κ
i,i v
p
κv
p
µ · γp
)q ( m∑
κ=1
D
JpK;κ
i,i v
p
κv
p
µ · γp
)q
= v2pqµ γ
2pqD
J0K;µ
i,i
(
m∑
κ=1
vpκD
JpK;κ
i,i
)q ( m∑
κ=1
vpκD
JpK;κ
i,i
)q
And thus
∆µi,i = v
2pq
µ γ
2pqD
J0K;µ
i,i
∣∣∣∣∣
m∑
κ=1
vpκD
JpK;κ
i,i
∣∣∣∣∣
2q
(55)
A direct computation yields
C∆C = vvT ⊗H
 m∑
µ=1
w2µ∆
µ
HT . (56)
and by equation (55) we obtain
m∑
µ=1
w2µ∆
µ = γ2pq
m∑
µ=1
w2µv
2pq
µ D
J0K;µ ∣∣∣∣∣
m∑
κ=1
vpκD
JpK;κ∣∣∣∣∣
2q
= γ2pq ·Θ
where the last equality follows from the definition of Θ = Θ(p, q) in equation (52). Equation
(56) then rephrases to
C∆C = vvT ⊗H (γ2pqΘ)HT = γ2pq · vvT ⊗HΘHT .
It thus follows that abs (C∆C) has a block of rank at least 2 iff abs
(
HΘH
T
)
does. Assume
that abs
(
HΘH
T
)
contains a block of rank at least 2. Then EVALpin(C ′,D) is #P-hard by
Lemma 4.23. Equation (53) implies that EVALpin(C ′,D) ≤ EVALpin(C,D). This finishes the
proof. 
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The proofs of Lemma 5.7 and 5.8.
Proof (of Lemma 5.7). Assume that EVALpin(C,D) is not #P-hard, we shall show that (C2)
and (D2) are satisfied. Fix a positive p such that JpK = 0. Let Θ = Θ(p, q) the matrix defined
in equation (52). By Lemma 5.10, for all p, q ∈ N the matrix abs
(
HΘH
T
)
contains no blocks
of rank at least 2. Recall the definition of Θ = Θ(p, q) and note that our choice of p yields,
Θ =
m∑
µ=1
w2µv
2pq
µ D
J0K;µ ∣∣∣∣∣
m∑
κ=1
vpκD
JpK;κ∣∣∣∣∣
2q
=
m∑
µ=1
w2µv
2pq
µ D
J0K;µ( m∑
κ=1
vpκD
J0K;κ)2q
The second equality follows by condition (D1) as the absolute values | · | are inessential for
DJ0K. By Lemma 5.5(2), we have
Θ =
m∑
µ=1
w2µv
2pq
µ dµD
J0K;1( m∑
κ=1
vpκdκD
J0K;1)2q .
Define f(p, q) :=
∑m
µ=1w
2
µv
2pq
µ dµ (
∑m
κ=1 v
p
κdκ)
2q
which is positive for all p, q ∈ N. Then
Θ =
m∑
µ=1
w2µv
2pq
µ dµ
(
m∑
κ=1
vpκdκ
)2q
(DJ0K;1)2q+1 = f(p, q)(DJ0K;1)2q+1.
For notational convenience let D := DJ0K;1. Then
HΘHT = H(f(p, q) ·D2q+1)HT = f(p, q)HD2q+1HT
which implies that abs
(
HΘH
T
)
contains a block of rank at least 2 iff abs
(
HD2q+1H
T
)
does.
We therefore arrive at the assumption that for all q ∈ N the matrix abs
(
HD2q+1H
T
)
does not contain a block of row rank at least 2. The Pre-Uniform Diagonal Lemma 5.9 thus
implies that H is complex Hadamard and D = αIr for some α. This proves (C2). Let
∆
J0K
µµ = dµα with the dµ as given by Lemma 5.5(2). Then D
J0K = ∆J0K ⊗ Ir which proves
(D2). 
Proof (of Lemma 5.8). Assume that EVALpin(C,D) is not #P-hard, we shall show that (D3)
is satisfied for DJcK for all c ∈ Zω. Fix an arbitrary c ∈ Zω and let Γc = {p ∈ N | p ≡
c (mod ω)} be the set of natural numbers which are congruent to c modulo ω. That is, we
have JpK = c for all p ∈ Γc. Let Θ = Θ(p, q) be the matrix defined in equation (52). By
Lemma 5.10 we have
For all p, q ∈ N the matrix abs
(
HΘH
T
)
contains no blocks of rank at least 2.
We shall see how this implies condition (D3) for c. Assume from now on that p ∈ Γc. Then
by the definition of Θ = Θ(p, q) in equation (52) we have
Θ =
m∑
µ=1
w2µv
2pq
µ D
J0K;µ ∣∣∣∣∣
m∑
κ=1
vpκD
JpK;κ∣∣∣∣∣
2q
=
m∑
µ=1
w2µv
2pq
µ ∆
J0K
µµ
∣∣∣∣∣
m∑
κ=1
vpκD
JcK;κ∣∣∣∣∣
2q
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where the last equality follows from JpK = c = JcK and our assumption that condition (D2)
is satisfied. Let f(x) :=
(∑m
µ=1w
2
µv
x
µ∆
J0K
µµ
)
and define
∆ =
∣∣∣∣∣
m∑
κ=1
vpκD
JcK;κ∣∣∣∣∣ (57)
Then Θ = f(2pq) ·∆2q and we have HΘHT = H(f(2pq) ·∆2q)HT = f(2pq)H∆2qHT . That
is, the existence of a block of rank 2 in abs
(
HΘH
T
)
is equivalent to the existence of such a
block in abs
(
H∆2qHT
)
and thus it follows from our assumption that
For all p, q ∈ N the matrix abs
(
H∆2qH
T
)
does not contain a block of rank at least 2.
(58)
Claim 1. For all p ∈ Γc the matrix ∆ = ∆(p) is pre-uniform.
Proof. Assume otherwise. That is, fix a p ∈ Γc such that ∆(p) is not pre-uniform. Then the
Pre-Uniform Diagonal Lemma 5.9 implies that there is a q such that abs
(
H∆2qH
T
)
contains
a block of rank at least 2, in contradiction to equation (58). a
In the above claim, we used the parameter q to show that ∆ is pre-uniform irrespective of
our choice of p ∈ Γc. In the following we will show that choosing p large enough we can infer
condition (D3) for c. To achieve this, we will prove the following two statements
Claim 2. There is a p0 such that for all p ∈ Γc with p ≥ p0,
If ∆ii = ∆(p)ii = 0 then for all µ ∈ [m] we have DJcK;µii = 0.
Proof. Fix an i ∈ [r]. By the definition of ∆ in equation (57) we see that ∆ii = 0 if, and only
if,
0 =
m∑
κ=1
vpκD
JcK;κ
ii .
If this equation is satisfied for all p, Lemma 4.4 implies the existence of values pi such that
for all p ∈ Γc with p ≥ pi we have DJcK;µii = 0 for all µ ∈ [m]. We derive such a pi for each
i ∈ [r] and the claim follows for p0 = max{p1, . . . , pr}. a
Claim 3. There is a p= ∈ N such that for all p ∈ Γc with p ≥ p= and all i, j ∈ [r] we have
that
∆ii = ∆jj implies that there is a ζij ∈ U such that DJcK;µii = ζijDJcK;µjj for all µ ∈ [m].
Proof. By the definition of ∆ the assumption ∆ii = ∆jj is equivalent to∣∣∣∣∣
m∑
κ=1
vpκD
JcK;κ
ii
∣∣∣∣∣ =
∣∣∣∣∣
m∑
κ=1
vpκD
JcK;κ
jj
∣∣∣∣∣
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Or likewise, there is a ζij ∈ U such that
0 =
m∑
κ=1
vpκ
(
D
JcK;κ
ii − ζijDJcK;κjj
)
.
By Lemma 4.4 there is a pij such that for all p ≥ pij , the above implies that all coefficients
D
JcK;κ
ii − ζijDJcK;κjj are zero. The claim follows with p= = max{pij | i 6= j ∈ [r]}. a
With these three claims we are now able to finish the proof of the lemma. Let p ∈ Γc such
that p ≥ max{p0, p=} with p0 and p= as in Claims 2 and 3. We will argue by considering the
diagonal entries of ∆ = ∆(p). Define M = {µ ∈ [m] | DJcK;µ 6= 0} and let Λ = {i ∈ [r] | ∆ii 6=
0}.
If Λ = ∅ then Claim 2 implies that DJcK = 0 and the proof follows with ∆JcK = 0 and
U JcK = 0.
Assume therefore that Λ 6= ∅ and fix some a ∈ Λ. As ∆ is pre-uniform by Claim 1 we
have ∆ii = ∆aa for all i ∈ Λ. By Claim 3 this implies that
D
JcK;µ
ii = ζiaD
JcK;µ
aa for all µ ∈M, i ∈ Λ.
Define ∆
JcK
µµ = D
JcK;µ
aa for every µ and note that D
JcK;µ
aa = 0 if, and only if µ /∈ M . Define
U
JcK
ii = ζia for all i ∈ [r]. Then DJcK = ∆JcK ⊗ U JcK. 
5.3 Finishing the Proof of Lemma 5.1
Let A be a connected non-bipartite ω-algebraic Hermitian matrix and D a diagonal matrix
of positive vertex weights. By Lemma 5.5 either EVALpin(A,D) is #P-hard or the following
holds. There is a matrix C satisfying condition (C1) and a family D of diagonal matrices
which satisfies condition (D1) such that,
EVALpin(A,D) ≡ EVALpin(C,D).
Further, by Lemmas 5.7 and 5.8 the problem EVALpin(C,D) either is #P-hard or the matrix
C satisfies conditions (C1)–(C2) and the family D satisfies (D1)–(D3). By Lemma 5.3 we
then have
EVALpin(C,D) ≡ EVALpin(H,U)
where H and U define an (H–STD) problem. This finishes the proof.
6 Hadamard Components
In this section we will prove Theorem 3.5 by proving the following two lemmas.
Lemma 6.1. Let H be an ω-algebraic n × n matrix and D a family of diagonal matrices
defining an (H–STD)-problem. Then either EVALpin(H,D) is #P-hard or H and D satisfy
conditions (GC),(R1) through (R5) and the Affinity Condition (AF).
Lemma 6.2. Let A be ω-algebraic with underlying n×n block H and D a family of diagonal
matrices defining a (B–H–STD)-problem. Then either EVALpin(A,D) is #P-hard or H and
D satisfy conditions (GC),(B–R1) through (B–R5) and the Affinity Condition (B–AF).
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Figure 2: The gadget for q = 1
Proof (of Theorem 3.5). Let A be an ω-algebraic matrix and D a family of diagonal matrices
defining either an (H–STD) problem or a (B–H–STD) problem.
If EVALpin(A,D) is not #P-hard then the following holds. If A and D define an (H–STD)
problem then Lemma 6.1 implies that A and D satisfy conditions (GC), (R1) through (R5)
and the Affinity Condition (AF). If A and D define a (B–H–STD) problem then Lemma 6.2
implies that A and D satisfy conditions (GC), (B–R1) through (B–R5) and the Affinity
Condition (B–AF). This finishes the proof of the Theorem. 
Throughout the section, n and ω will have a fixed meaning. That is H will be an ω-algebraic
n×nmatrix. We will discuss the non-bipartite case in order to prove Lemma 6.1. In a sequence
of several steps the proof will show that the problem EVALpin(H,D) is #P-hard unless the
conditions (GC), (R1) through (R5) and the Affinity Condition (AF) are satisfied. This
will be done in an inductive manner always relying on the conditions for which we have
shown this so far. The proof of Lemma 6.2 follows by similar means, therefore we omit it.
The interested reader may find the proof in [Thu09].
6.1 The Group Condition (GC)
The first step of the proof is to enable a group theoretic description of the matrix H underlying
the (H–STD) problem at hand.
Lemma 6.3. Let H be a matrix and D a family of diagonal matrices defining an (H–STD)-
problem. If H does not satisfy the group condition (GC) then EVALpin(H,D) is #P-hard.
Proof. Let G = (V,E) be a given digraph and φ a pinning. Let Gq = (Vq, Eq) be the digraph
obtained from G by
Vq := V ∪ {ve, v′e, ve,1 . . . , ve,2q | e ∈ E}
Eq := {uve,2i, ve,2i−1u, ve,2iv, vve,2i−1 | i ∈ [q], e = uv ∈ E}
∪ { veve,2i, ve,2i−1ve, ve,2iv′e, v′eve,2i−1 | i ∈ [q], e ∈ E}
We can think of Gq being obtained from G by replacing every edge by a distinct copy of a
graph Γq which, for q = 1 is illustrated in Figure 2. Let i, j, a, b be spins assigned to u, v, ve, v
′
e.
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This witnesses a reduction EVALpin(C [q]) ≤ EVALpin(H,D) with
C
[q]
ij =
n∑
a=1
n∑
b=1
(
n∑
c=1
HicHcjHacHcb
)q ( n∑
c=1
HciHjcHcaHbc
)q
=
n∑
a=1
n∑
b=1
|〈Ha,∗ •Hb,∗, Hj,∗ •Hi,∗〉|2q
By an argument based on C
[q]
ij for i, j ∈ [n] we will see in the following that EVALpin(C [q]) is
#P-hard if H does not satisfy the group condition. We will not give a direct proof, but we
will rather show that,
if there are a′, b′ ∈ [n] such that Ha′,∗ •Hb′,∗ /∈ R(H) then EVALpin(H,D) is #P-hard.
To see that this finishes our proof, we shall prove that
Claim 1. If Hi,∗ •Hj,∗ ∈ R(H) for all i, j ∈ [n] then H satisfies (GC).
Proof. If Hi,∗ • Hj,∗ ∈ R(H) for all i, j,∈ [n], then there is a mapping τ : [n]2 → [n] such
that, for all i, j we have Hi,∗ •Hj,∗ = Hτ(i,j),∗. Fix an arbitrary j ∈ [n] and consider the map
τj := τ(·, j). This map is bijective. To see this, assume that τ(a, j) = τ(c, j), which implies
that Ha,∗ •Hj,∗ = Hc,∗ •Hj,∗ which yields Ha = Hc. Therefore, we see that, for all i, j ∈ [n]
there is a c ∈ [n] such that τ(c, j) = i, that is, Hc,∗•Hj,∗ = Hi,∗ which yields Hi,∗◦Hj,∗ = Hc,∗.
Since H is Hermitian this also proves the second part of the group condition. a
Assume that there are a′, b′ ∈ [n] such that Ha′,∗ •Hb′,∗ /∈ R(H). Fix such a′, b′ and let i = 1
then we have
C
[q]
1j =
n∑
a=1
n∑
b=1
|〈Ha,∗ •Hb,∗, Hj,∗ •H1,∗〉|2q =
n∑
a=1
n∑
b=1
|〈Ha,∗ •Hb,∗, Hj,∗〉|2q
Note that for all a, b we have |〈Ha,∗ •Hb,∗, Hj,∗〉| ≤ n and further
Claim 2. |〈Ha′,∗ •Hb′,∗, Hj,∗〉| < n for all j ∈ [n].
Proof. Assume that |〈Ha′,∗ • Hb′,∗, Hj,∗〉| = n. Then the Cauchy-Schwarz inequality implies
that there is a ζ such that Ha′,∗ • Hb′,∗ = ζHj,∗ but as H is normalized we have Hj1 =
(Ha′,∗ •Hb′,∗)1 = 1 and therefore ζ = 1 which implies Ha′,∗ •Hb′,∗ ∈ R(H) in contradiction to
our assumption. a
Claim 3. There is a j ∈ [n] such that 〈Ha′,∗ •Hb′,∗, Hj,∗〉 6= 0.
Proof. Otherwise, Ha′,∗•Hb′,∗ would be orthogonal to all vectors in R(H) and by Ha′,∗•Hb′,∗ /∈
R(H) this would imply an n+ 1 element basis of an n-dimensional vector space. a
By construction we have abs
(
C [q]
)
= C [q] and C [q] is symmetric for all q. Therefore the proof
follows from Lemma 4.23 if we can show that there is a j ∈ [n] such that the 2× 2 submatrix
of C [q] induced by 1, j is indecomposable and has rank 2. We have C
[q]
ii = n
2q+1 for all i ∈ [n],
as
C
[q]
ii =
n∑
a=1
n∑
b=1
|〈Ha,∗ •Hb,∗, Hi,∗ •Hi,∗〉|2q =
n∑
a=1
n∑
b=1
|〈Ha,∗, Hb,∗〉|2q
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and the term |〈Ha,∗, Hb,∗〉| is non-zero iff a = b. Fix j ∈ [n] as in Claim 3. We see that the
2× 2 submatrix of C [q] induced by 1, j satisfies(
C
[q]
11 C
[q]
1j
C
[q]
j1 C
[q]
jj
)
=
(
n2q+1 C
[q]
1j
C
[q]
j1 n
2q+1
)
.
Claim 3 further implies that it is indecomposable. To show that this submatrix is a witness
of a block of rank at least 2 it remains to show that its determinant n4q+2−(C [q]1j )2 is non-zero
for some q. Define values c0, . . . cn by cν =
∣∣{(a, b) ∈ [n]2 : |〈Ha,∗ •Hb,∗, Hj,∗〉| = ν}∣∣. Then
we can rewrite
C
[q]
1j =
n∑
a=1
n∑
b=1
|〈Ha,∗ •Hb,∗, Hj,∗〉|2q =
n∑
ν=1
cνν
2q
Assume, for contradiction that the above mentioned determinant is zero for all q. This implies
that
C
[q]
1j = n
2q+1 =
n∑
ν=0
c′νν
2q
for c′0, . . . , c′n such that c′0 = c′n−1 = 0 and c′n = n. By Lemma 4.4 we see that for some large
enough computable q this implies that cν = c
′
ν for all ν ∈ [n]. In particular n = c′n = cn
which contradicts the fact that Claim 2 implies cn = 0. 
6.2 The Representation Conditions (R1) through (R5)
Now we shall describe how to satisfy the Representation Conditions (R1)–(R5).
Lemma 6.4. Let EVALpin(H,D) be an (H–STD) problem such that H and D satisfy (R1)–
(R2). Then EVALpin(H,D) is #P-hard unless conditions (R3) and (R4) are satisfied.
Proof. Fix some c ∈ Zω, we may assume that c > 0 as for c = 0 we have β0 = 0 and G0 = G
by the fact that DJ0K = In. Further, for −c > 0 we know that DJcK = DJ−cK by (H–STD)
and thus Λc = Λ−c.
For any c > 0 we will construct a reduction as follows. Let G = (V,E) be a given digraph
and φ a pinning. We construct a digraph Gc from G by replacing each edge e = uv by a
distinct length 2 path and call the middle vertex of this path ve. Then we add another vertex
v′e to the graph and connect ve to v′e (in this direction) by c distinct length 2 paths. Formally,
we have Gc = (V c, Ec) with
V c = V ∪ {ve, v′e, ve,1, . . . , ve,c | e ∈ E}
Ec = {veve,i, ve,iv′e | i ∈ [c], e ∈ E}
We have c = ∂(ve) = −∂(v′e) and therefore the vertex weights of ve and v′e have the same
support Λc. The above construction witnesses a reduction EVAL
pin(C,D) ≤ EVALpin(H,D)
for a matrix C which we will describe now. We label the rows and columns of C symmetrically
by the elements of G. Let a, b, g, h ∈ G denote the spins of u, v, ve and v′e respectively. Then
Ca,b =
∑
g∈G
Ha,−gHg,−bDJcKg,g∑
h∈G
D
J−cK
h,h
∑
µ∈G
Hg,−µHµ,−hDJ0Kµ,µ
c
=
∑
g,h∈Λc
Ha,−gHb,−gDJcKg,gDJcKh,h〈Hg,∗, Hh,∗〉c
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The second equality follows from the fact that DJ0K = In and Hµ,−h = Hh,−µ. We know that
〈Hg,∗, Hh,∗〉 = 0 unless g = h. And if g = h, then 〈Hg,∗, Hh,∗〉 = n. Thus, we have
Ca,b =
∑
g∈Λc
Ha,−gHb,−gDJcKg,gDJcKg,gnc = nc ∑
g∈Λc
Hb,gHa,g.
Note that the right equality uses Ha,−g = Ha,g. We know that Λc ⊆ G but it might be the
case that the neutral element 0 of G is not contained in Λc. Fix some λ ∈ Λc and define
S = {g − λ | g ∈ Λc} which clearly contains 0. We have
Cab = n
c
∑
g∈Λc
Hb−a,g = nc
∑
x∈S
Hb−a,x+λ = ncHb−a,λ ·
∑
x∈S
Hb−a,x (59)
Let χ : G→ {0, 1} denote the characteristic function of S, then row 0 of C satisfies
C0b = n
cHb,λ
∑
x∈G
Hb,xχ(x) = n
cHb,λ〈Hb,∗, χ〉.
Define C0 = {b ∈ G | 〈b, g〉ω = 0 for all g ∈ S} and recall that X [0] = 1. Thus
〈Hb,∗, χ〉 =
∑
g∈S
X [〈b,−g〉ω] =
∑
g∈S
X [−〈b, g〉ω] =
∑
g∈S
X [0] = |S| for all b ∈ C0. (60)
Claim 1. If EVAL(C,D) is not #P-hard then for all b ∈ G \ C0 we have 〈Hb,∗, χ〉 = 0.
Proof. Fix an element b ∈ G \ C0. Equation (59) straightforwardly implies that Caa = nc|S|
for all a ∈ G. Consider a 2× 2 submatrix of abs (C) induced by 0 and b,( |C00| |C0b|
|Cb0| |Cbb|
)
= nc ·
( |S| |〈Hb,∗, χ〉|
|〈Hb,∗, χ〉| |S|
)
.
By Lemma 4.23 the problem EVALpin(C,D) is #P-hard, if abs (C) contains a block of row
rank at least 2. Therefore no such 2 × 2 submatrix can be a witness for the existence of a
block of rank at least 2 in abs (C). This however is possible only if either |〈Hb,∗, χ〉| = 0 or
the determinant of this submatrix is zero. The latter would imply |S| = |〈Hb,∗, χ〉| which
is impossible for the following reasons. First of all, as H is normalized, and 0 ∈ S the
expression 〈Hb,∗, χ〉 =
∑
x∈S Hb,x contains at least one 1 entry. However, as b /∈ C0 we see
that Hb,∗ =X [〈b, ∗〉ω] is not constantly 1 on S which implies |〈Hb,∗, χ〉| < |S| and the claim
follows. a
Define S as the smallest subgroup of G containing S. Recall that by the subgroup criterion
of finite groups, each element of S is of the form
∑
g∈S λgg for appropriate λg ∈ Z. Thus for
every b ∈ C0 and every g′ ∈ S we have 〈b, g′〉ω = 〈b,
(∑
g∈S λgg
)
〉ω =
∑
g∈S λg〈b, g〉ω = 0.
Let χS : G→ {0, 1} be the characteristic function of S. Analogously to the above we see
that for all b ∈ C0,
〈Hb,∗, χS〉 =
∑
g′∈S
X
[−〈b, g′〉ω] = ∑
g′∈S
X
−∑
g∈S
λg〈b, g〉ω
 = ∑
g′∈S
X [0] = |S|. (61)
We will furthermore see that
56 6 HADAMARD COMPONENTS
Claim 2. For all b ∈ G \ C0 we have 〈Hb,∗, χS〉 = 0.
Before we prove this claim we will argue that this finishes the proof of the lemma. Note first
that, the basic properties of Fourier analysis of Abelian groups imply that
χ(x) =
1
|G|
∑
g∈G
〈Hg,∗, χ〉 ·Hg,x.
and
χS(x) =
1
|S|
∑
g∈G
〈Hg,∗, χS〉 ·Hg,x.
Combining Claims 1 and 2 and equations (60) and (61) we see that for all g ∈ G we have
〈Hg,∗, χS〉|S| = 〈Hg,∗, χ〉|S|. Which implies that χ(x)|S| = χS(x)|S| for all x ∈ G, that is
S = S. It follows straightforwardly that Λc = λ + S. That is, it is a coset of S. This
proves condition (R3). Recall then from the discussion of conditions (R1) through (R5) in
Section 3.3 that condition (R4) is satisfied, as well. This finishes the proof.
The Proof of Claim 2. Let b ∈ G \ C0 and define Sbα = {g ∈ S | 〈b, g〉ω = α} for all
α ∈ Zω. As 〈b, ∗〉ω defines a homomorphism, each nonempty set Sbα is just a fiber of this
homomorphism and Sb0 is its kernel. In particular, S
b
0 is a subgroup of S, it is non-empty as
0 ∈ Sc0 and the other non-empty sets Scα are its cosets.
Let A = {α ∈ Zω | Sbα 6= ∅} be the subset of Zω which selects all non-empty Sbα. The set
A is an Abelian group. To see this, recall that 0 ∈ A and further the existence of elements
g ∈ Sbα and h ∈ Sbα′ denotes 〈b, g〉ω = α and 〈b, h〉ω = α′. We have g + h ∈ S and by the
bilinearity of the 〈∗, ∗〉ω operator α + α′ = 〈b, g〉ω + 〈b, h〉ω = 〈b, g + h〉ω. Thus Gbα+α′ is
non-empty and therefore the subgroup criterion implies that A is a group. We have
〈Hb,∗, χS〉 =
∑
g∈S
X [〈b,−g〉ω] =
∑
α∈A
∑
g∈S
〈b,g〉ω=−α
X [α] =
∑
α∈A
X [α] ·
∣∣∣Sb−α∣∣∣
As the Sbα are cosets of S
b
0 they all have the same cardinality and we obtain
〈Hb,∗, χS〉 =
∣∣∣Sb0∣∣∣ ·∑
α∈A
X [α] .
It remains to show that the right hand side sum is zero. By the Fundamental Theorem of
Finitely Generated Abelian Groups, there is a direct sum decomposition A ∼= C1 ⊕ . . . ⊕ Cz
and each of these cyclic groups has all elements of the form λihi for some λi ∈ Zord(hi) and
hi for i ∈ [z]. Therefore,
∑
α∈A
X [α] =
∑
λ1∈Zord(h1)
· · ·
∑
λz∈Zord(hz)
z∏
i=1
X [hi]
λi =
z∏
i=1
∑
λi∈Zord(hi)
X [hi]
λi
(62)
And each of the sums on the right hand side satisfies∑
λi∈Zord(hi)
X [hi]
λi = 0
6.3 The Affinity Condition (AF) 57
provided that hi 6= 0, asX [hi] is some ord(hi)-th root of unity. Further, since b ∈ G\C0 there
is at least one element in A which is not the neutral element. Therefore in the decomposition
of A at least one non-trivial generator hi 6= 0 exists. This proves that the term in equation
(62) is zero and thus finishes the proof of the claim. 
Lemma 6.5. Let EVALpin(H,D) be an (H–STD) problem such that H satisfies (GC).
Assume that H and D have a representation as given in (R1)–(R4). There is an (H–
STD)-problem EVALpin(H,D′) which satisfies conditions (R1)–(R5) such that
EVALpin(H,D) ≡ EVALpin(H,D′).
Proof. Define, for each c ∈ Zω values λc as follows. If DJcK = 0 let λc = 0. Otherwise,
we know by condition (R4) that D
JcK
βc,βc
= X [ρc(0)]. We define λc = X [ρc(0)]−1 and let
D′ = (λc ·DJcK)c∈Zω . Let G = (V,E) be a digraph and φ a pinning. Let, for each c ∈ Zω be
nc the number of vertices v ∈ V \ def(φ) such that J∂(v)K = c. Then
ZH,D(φ,G) =
(
ω−1∏
c=0
λncc
)
ZH,D′(φ,G).
This proves the reducibility in both directions. 
6.3 The Affinity Condition (AF)
In the present situation we are faced with an (H–STD) problem EVALpin(H,D) which
already satisfies the group condition (GC) and the representability conditions (R1)–(R5).
Our aim will be now to provide the last big step necessary for proving Lemma 6.1. This step
is given by the following Lemma.
Lemma 6.6 (The Non-Bipartite Affinity Lemma). Let EVALpin(H,D) be some (H–
STD)-problem such that H satisfies (GC). Assume that H and D have a representation as
given in (R1)–(R5). If (AF) is not satisfied then EVALpin(H,D) is #P-hard.
The proof relies on a construction which we will analyze separately in Lemma 6.7 so as to
make it more digestible. We shall describe the reduction first.
The Nymphaea Reduction. We consider the problem EVALpin(H,D) as above. Let
G = (V,E) be a given digraph and φ a pinning. For parameters p and q, we construct a
digraph G′ = G′(p, q) by replacing each edge in G by a graph Γp,q which has two distinguished
terminals u and v. We refer to this graph as the ”Nymphaea” (see Figure 3). The vertex set
of Γp,q is
{u, v, z, w, ui,j , u¯i,j , ui, u¯i, vi,j , v¯i,j , vi, v¯i, xi, x¯i, yi, y¯i | i ∈ [p], j ∈ [q]} (63)
Its edge set is
{uui,j , yiui,j , ui,jui, ui,jxi | i ∈ [p], j ∈ [q]}∪ {u¯i,ju, u¯i,j y¯i, u¯iu¯i,j , x¯iu¯i,j | i ∈ [p], j ∈ [q]}
∪ {vi,jv, vi,jyi, vivi,j , xivi,j | i ∈ [p], j ∈ [q]}∪ {vv¯i,j , y¯iv¯i,j , v¯i,j v¯i, v¯i,j x¯i | i ∈ [p], j ∈ [q]}
∪ {xiz, wxi, zyi, yiw | i ∈ [p], j ∈ [q]}∪ {zx¯i, x¯iw, y¯iz, wy¯i | i ∈ [p], j ∈ [q]}
(64)
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v¯1,1u¯1,1
vu
v1,1u1,1
x1 y1
u¯1
u1 v1
v¯1
x¯1 y¯1
wz
Figure 3: Nymphaea for p = 1, q = 1
Lemma 6.7. Let EVALpin(H,D) be an (H–STD) problem such that H satisfies (GC).
Assume that H and D have a representation as given in (R1)–(R4).
Then for all p ∈ N and q ∈ Zω the Nymphaea reduction witnesses
EVALpin(C) ≤ EVALpin(H,D)
for a non-negative real valued n× n matrix C = C(p, q) which satisfies the following. For all
u, v ∈ βq +Gq we have
Cu,v =
∑
g∈G
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(v − βq + x)− ρq(u− βq + x) + 〈g, x〉ω]
∣∣∣∣∣∣
2p
Proof. Let G = (V,E) be a digraph and φ a pinning. For parameters p and q let G′ = G′(p, q)
by the digraph of the Nymphaea reduction as described above.
Observe first that there is a certain axis of symmetry in the Nymphaea which has also been
made explicit in Figure 3. The vertices u, v, z, w lie on this axis and all other vertices occur
in two forms, without the bar ( e.g. ui) and with the bar (u¯i). Further, the connections of
the unbared vertices are the same as for the bared ones except for the fact that the directions
are reversed. By H being Hermitian, this amounts to a conjugation of the corresponding
contributions and will become important in the following. First of all, due to this symmetry,
it will suffice to analyze the unbared part of the gadget. The results for the bared part then
follow clearly by conjugation.
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Analyzing the Nymphaea. To simplify the analysis further we will focus on one of its sub-
graphs first. For some i ∈ [p], j ∈ [q] consider the subgraph induced by vertices u, ui,j , ui, xi, yi.
We will fix the spins of u, ui, xi, and yi for the moment and — slightly abusing notation —
denote these by just the vertices they correspond to. We denote the contribution of this sub-
graph excluding the vertex weights of u, ui, xi, yi by Z1(u, ui, xi, yi). The vertex ui,j will not
be fixed and its spin will be denoted by µ. Note that ∂(ui,j) = 0 which implies by (H–STD)
that the vertex weights on ui,j are inessential. Then — recall that H is indexed by elements
of the group G — it follows that
Z1(u, ui, xi, yi) =
∑
µ∈G
Hu,−µHµ,−xiHyi,−µHµ,−ui
=
∑
µ∈G
Hu,−µHxi,−µHyi,−µHui,−µ
=
∑
µ∈G
Hu−xi+yi−ui,−µ
This can be rephrased as Z1(u, ui, xi, yi) = 〈Hu−xi+yi−ui,∗, H0,∗〉 which by the Hadamard
property of H implies that Z1(u, ui, xi, yi) = 0 unless u− xi + yi − ui = 0 and if so, we have
Z1(u, ui, xi, yi) = n.
Analogous reasoning on the subgraph induced by vertices v, vi,j , vi, xi, yi shows that its
contribution is
Z2(v, vi, xi, yi) = 〈Hvi−v+xi−yi,∗, H0,∗〉.
Similarly, this is zero unless vi − v + xi − yi = 0, and if so we have Z2(v, vi, xi, yi) = n.
Let now Zq1(u, ui, xi, yi) denote the contribution of the subgraph defined by u, ui,j , ui, xi, yi
for all j ∈ [q]. Then straightforwardly Zq1(u, ui, xi, yi) = Z1(u, ui, xi, yi)q. Defining Zq2(v, vi, xi, yi)
analogously on v, vi,j , vi, xi, yi for all j ∈ [q] we obtain Zq2(v, vi, xi, yi) = Z2(v, vi, xi, yi)q. Fur-
thermore, for the subgraph on vertices z, w, xi, yi we have a contribution of
Hxi,−zHz,−yiHw,−xiHyi,−w = Hxi,−zHyi,−zHxi,−wHyi,−w =X [〈xi − yi, z − w〉ω]
Let us now turn to the complete gadget. Note that 0 = ∂(z) = ∂(w) = 0 and ∂(xi) = ∂(yi) = 0
for all i ∈ [q]. Therefore the corresponding vertex weights are inessential. The remaining
vertices ui, vi satisfy −∂(ui) = ∂(vi) = q. By condition (H–STD) we know that DJ−qK = DJqK
which particularly implies that the support of these two is the same, namely Λq = Λ−q. Let
µ, ν be the spins of ui and vi respectively. For every fixed i ∈ [p] and every configuration
of u, v, xi, yi the subgraph defined by u, v, xi, yi, ui, vi, ui,j , vi,j for all j ∈ [q] then yields a
contribution
Z(u, v, xi, yi) =
∑
µ,ν∈Λq
D
JqK
µ,µD
JqK
ν,νZ1(u, µ, xi, yi)
qZ2(v, ν, xi, yi)
q
and by the above reasoning on Z1 and Z2 we have
Z(u, v, xi, yi) =
∑
µ,ν∈Λq
D
JqK
µ,µD
JqK
ν,ν〈Hu−xi+yi−µ,∗, H0,∗〉q〈Hν−v+xi−yi,∗, H0,∗〉q (65)
= n2qD
JqK
u−xi+yi,u−xi+yiD
JqK
v−xi+yi,v−xi+yi (66)
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where we now included all vertex weights. By the fact that the bared part of the Nymphaea
has all edges in reverse direction we obtain by the same arguments as above that
Hz,−x¯iHy¯i,−zHx¯i,−wHw,−y¯i =X [〈x¯i − y¯i, z − w〉ω]
Further the the subgraph defined by u, v, x¯i, y¯i, u¯i, v¯i, u¯i,j , v¯i,j for all j ∈ [q] then yields a
contribution
Z¯(u, v, x¯i, y¯i) =
∑
µ,ν∈Λq
DJqKµ,µDJqKν,ν〈Hu−x¯i+y¯i−µ,∗, H0,∗〉q〈Hν−v+x¯i−y¯i,∗, H0,∗〉q
That is
Z¯(u, v, x¯i, y¯i) = Z(u, v, x¯i, y¯i) (67)
Note further, that by construction all original vertices have grade 0. Altogether, the Nymphaea
therefore witnesses a reduction EVALpin(C ′) ≤ EVALpin(H,D) for a symmetric non-negative
matrix C ′ defined by
C ′u,v =
∑
z,w∈G
p∏
i=1
 ∑
xi,yi∈G
Z(u, v, xi, yi)X [〈xi − yi, z − w〉ω]

×
p∏
i=1
 ∑
x¯i,y¯i∈G
Z¯(u, v, x¯i, y¯i)X [〈x¯i − y¯i, z − w〉ω]

Furthermore as the different parts of the p-adic product terms in the definition of C ′ are all
independent, we can replace all xi, x¯i and yi, y¯i by only two variables x, y. By application of
equation (67) we obtain
C ′u,v =
∑
z,w∈G
p∏
i=1
 ∑
x,y∈G
Z(u, v, x, y)X [〈x− y, z − w〉ω]

×
p∏
i=1
 ∑
x,y∈G
Z(u, v, x, y)X [〈x− y, z − w〉ω]

=
∑
z,w∈G
∣∣∣∣∣∣
∑
x,y∈G
Z(u, v, x, y)X [〈x− y, z − w〉ω]
∣∣∣∣∣∣
2p
Note that for all z, g ∈ G the equation z −w = g has a unique solution w ∈ G. Therefore we
can simplify
C ′u,v = n
∑
g∈G
∣∣∣∣∣∣
∑
x,y∈G
Z(u, v, x, y)X [〈x− y, g〉ω]
∣∣∣∣∣∣
2p
And with the definition of Z(u, v, x, y) as given in equation (66) we get
C ′u,v = n
∑
g∈G
∣∣∣∣∣∣
∑
x,y∈G
n2qD
JqK
u−x+y,u−x+yD
JqK
v−x+y,v−x+yX [〈x− y, g〉ω]
∣∣∣∣∣∣
2p
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Now, for all x, a ∈ G there is an unique solution y to the equation x− y = a. Thus
C ′u,v = n
4pq+1
∑
g∈G
∣∣∣∣∣n∑
x∈G
D
JqK
u−x,u−xD
JqK
v−x,v−x ·X [〈x, g〉ω]
∣∣∣∣∣
2p
= n4pq+2p+1
∑
g∈G
∣∣∣∣∣∑
x∈G
D
JqK
u−x,u−xD
JqK
v−x,v−x ·X [〈x, g〉ω]
∣∣∣∣∣
2p
Defining C = n−(4pq+2p+1) · C ′ we have EVALpin(C) ≡ EVALpin(C ′). We will show that C
satisfies the statement of the lemma. By condition (R3) we have Λq = βq + Gq for some
βq ∈ G and Gq a subgroup of G. In the following we will make the additional assumption
that u − βq, v − βq ∈ Gq. Recall that the vertex weights DJqKu−x,u−xDJqKv−x,v−x are non-zero iff
v − x, u− x ∈ Λq. This thus is satisfied iff x ∈ Gq and we may rewrite
Cu,v =
∑
g∈G
∣∣∣∣∣∣
∑
x∈Gq
D
JqK
u−x,u−xD
JqK
v−x,v−x ·X [〈x, g〉ω]
∣∣∣∣∣∣
2p
=
∑
g∈G
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(v − βq − x)− ρq(u− βq − x) + 〈g,−x〉ω]
∣∣∣∣∣∣
2p
=
∑
g∈G
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(v − βq + x)− ρq(u− βq + x) + 〈g, x〉ω]
∣∣∣∣∣∣
2p
where the second equality follows from the group theoretic definition of DJqK as given in (R4)
and from the skew-bilinearity: 〈x, g〉ω = −〈g, x〉ω = 〈g,−x〉ω. The last equality follows from
the fact that we are summing over all x ∈ Gq which renders the inversion −x of x irrelevant.
We are now in a position to prove the Non-Bipartite Affinity Lemma 6.6.
Proof (of Lemma 6.6). Fix some q ∈ Zω such that q ≥ 0. For every p ∈ N Lemma 6.7 just
proved shows that the Nymphaea reduction witnesses
EVALpin(C) ≤ EVALpin(H,D)
for a non-negative real valued n×nmatrix C = C(p, q) which satisfies that for all u, v ∈ βq+Gq
we have
Cu,v =
∑
g∈G
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(v − βq + x)− ρq(u− βq + x) + 〈g, x〉ω]
∣∣∣∣∣∣
2p
We need some small simplification and some further preparation before we can give the proof.
Assume in the following that u, v ∈ βq +Gq. Consider the term 〈g, x〉ω in the above equation,
where g ∈ G and x ∈ Gq. Define a set K = {g ∈ G | 〈g, x〉ω = 0 for all x ∈ Gq} which clearly
is a subgroup of G and let G′ = G/K be the factor group of G modulo K. Let f : G→ G′ be
the canonical homomorphism defined by g 7→ g +K, which thus has kernel ker f = K. Then
the following holds
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Claim 1. For all g′ ∈ G′ and all a, b ∈ f−1(g′) we have
〈a, x〉ω = 〈b, x〉ω for all x ∈ Gq.
And |G′| = |Gq|.
Proof. For the first part, we have a+K = b+K. Thus b = a+k for some k ∈ K which yields
〈b, x〉ω = 〈a, x〉ω + 〈k, x〉ω = 〈a, x〉ω. Let us now show that |G′| = |Gq|. Note first that the
columns H∗,−g = X [〈∗, g〉ω] for all g ∈ Gq form an independent set of columns. Thus there
is a set I ⊆ G such that the submatrix HI,Gq is non-singular. Note that by the first part of
the claim, all distinct a, b ∈ I are contained in distinct fibers of f . That is, there are distinct
g′, g′′ ∈ G′ such that a ∈ f−1(g′) and b ∈ f−1(g′′). This proves |G′| = |I| = |Gq|. a
By this claim, we may, for each g ∈ G′, fix an element gˆ ∈ f−1(g) (which is always possible
as f is surjective) and assume particularly that 0ˆ = 0. We obtain
Cu,v = |K|
∑
g∈G′
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(v − βq + x)− ρq(u− βq + x) + 〈gˆ, x〉ω]
∣∣∣∣∣∣
2p
Define now C ′ = C ′(p, q) = |K|−1 · C. We have EVALpin(C ′) ≡ EVALpin(C) and for u, v ∈
βq +Gq,
C ′uv =
∑
g∈G′
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(v − βq + x)− ρq(u− βq + x) + 〈gˆ, x〉ω]
∣∣∣∣∣∣
2p
(68)
so we may found our further considerations on C ′ which makes our reasoning a bit more
convenient.
Claim 2. For all g ∈ G′ we have the following:
(1) If g = 0 then
∑
x∈Gq
X [〈gˆ, x〉ω] = |Gq|.
(2) If g 6= 0 then
∑
x∈Gq
X [〈gˆ, x〉ω] = 0.
In particular, the mappings {χg : Gq → Uω | χg := X [〈gˆ, ∗〉ω] , g ∈ G′} form a basis of the
|Gq| dimensional vector space L2(Gq) of functions f : Gq → C.
Proof. The statement (1) is clear from the definition of K. For statement (2) recall that Gq
has a decomposition into cyclic groups C1 ⊕ . . . ⊕ Cz and each x ∈ Gq has a representation
x =
∑z
i=1 λihi with each hi being a generator of Ci and each λi ∈ Zord(hi). Thus∑
x∈Gq
X [〈gˆ, x〉ω] =
∑
λ1∈Zord(h1)
· · ·
∑
λz∈Zord(hz)
X
[
〈gˆ,
z∑
i=1
λihi〉ω
]
=
∑
λ1∈Zord(h1)
· · ·
∑
λz∈Zord(hz)
z∏
i=1
X [〈gˆ, hi〉ω]λi
=
z∏
i=1
∑
λi∈Zord(hi)
X [〈gˆ, hi〉ω]λi
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By g 6= 0 we know that there is an x ∈ Gq such that 〈gˆ, x〉ω 6= 0. Hence by x =
∑z
i=1 λihi
there is at least one hi such that 〈gˆ, hi〉ω 6= 0. Let N be a multiple of the order of hi. By the
homomorphism property of the 〈∗, ∗〉ω operator we have
X [〈gˆ, hi〉ω]N =X [N〈gˆ, hi〉ω] =X [〈gˆ, Nhi〉ω] =X [〈gˆ, 0〉ω] = 1
That is X [〈gˆ, hi〉ω] is an ord(hi)-th root of unity an therefore we have∑
λi∈Zord(hi)
X [〈gˆ, hi〉ω]λi = 0.
This finishes the first part of the claim. For the second part note that we have, for g 6= h ∈ G′,
〈χg, χh〉 =
∑
x∈Gq
χg(x) · χh(x) =
∑
x∈Gq
X
[
〈gˆ, x〉ω − 〈hˆ, x〉ω
]
=
∑
x∈Gq
X
[
〈gˆ − hˆ, x〉ω
]
.
By the first part of the claim, this value is zero iff gˆ − hˆ ∈ K which implies g = h by the
definition of the elements gˆ. Therefore all distinct χg, χh are pairwise orthogonal. The fact
that they form a basis of L2(Gq) now follows from |G′| = |Gq| as given by Claim 1. a
Claim 3. If EVALpin(H,D) is not #P-hard then the following is true. For all a ∈ Gq there is
exactly one g ∈ G′ such that
|Gq| =
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(a+ x)− ρq(x) + 〈gˆ, x〉ω]
∣∣∣∣∣∣
and for all other g′ ∈ G′ we have
0 =
∣∣∣∣∣∣
∑
x∈Gq
X
[
ρq(a+ x)− ρq(x) + 〈gˆ′, x〉ω
]∣∣∣∣∣∣
Proof. As EVALpin(H,D) not being #P-hard implies the same for EVALpin(C ′) we can, for
all choices of p ∈ N, derive the following by Lemma 4.23:
For all p ∈ N, the matrix C ′ = C ′(p, q) does not contain a block of rank at least ≥ 2.
This is particularly true for all submatrices of C ′ induced by indices from the coset βq +Gq.
Note that equation (68), Claim 2 and 0ˆ = 0, entail that for all u ∈ βq +Gq
C ′u,u =
∑
g∈G′
∣∣∣∣∣∣
∑
x∈Gq
X [〈gˆ, x〉ω]
∣∣∣∣∣∣
2p
=
∣∣∣∣∣∣
∑
x∈Gq
X
[〈0ˆ, x〉ω]
∣∣∣∣∣∣
2p
= |Gq|2p.
Consider a 2× 2 submatrix of C ′ induced by u = βq + 0 and some v = βq + a ∈ Gq,(
C ′u,u C ′u,v
C ′v,u C ′v,v
)
=
( |Gq|2p C ′u,v
C ′u,v |Gq|2p
)
.
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As this submatrix is either not part of a single block, or it is of rank at most 1 we see that
For all p ∈ N either C ′u,v = 0 or (C ′u,v)2 = |Gq|4p. (69)
By the choice of u, v we have
C ′u,v =
∑
g∈G′
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(a+ x)− ρq(x) + 〈gˆ, x〉ω]
∣∣∣∣∣∣
2p
and note that the inner term
∣∣∣∑x∈GqX [ρq(a+ x)− ρq(x) + 〈gˆ, x〉ω]∣∣∣ is always at most |Gq|.
For all 0 ≤ i ≤ |Gq| define
ca,i =
∣∣∣∣∣∣
g ∈ G′ :
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(a+ x)− ρq(x) + 〈gˆ, x〉ω]
∣∣∣∣∣∣ = i

∣∣∣∣∣∣ .
This enables us to rewrite the expression for C ′u,v by
C ′u,v =
|Gq |∑
ν=0
ca,ν(ν
2)p.
And C ′u,u = C ′v,v = |Gq|2p. Assume first that C ′u,v = 0 holds for infinitely many p. Then
Lemma 4.4 implies that ca,0 = |G′| and ca,1 = . . . = ca,|Gq | = 0. However this would mean
that the mapping f : Gq → U defined by
f(x) :=X [ρq(a+ x)− ρq(x)]
is orthogonal to all χg for g ∈ G′ in contradiction to these being a basis of L2(Gq) — as we
have seen in Claim 2. Therefore, there are infinitely many p such that (C ′u,v)2 = |Gq|4p. That
is, there are infinitely many p such that
|Gq|2p =
|Gq |∑
ν=0
ca,ν(ν
2)p
which by Lemma 4.4 implies that ca,0 = |G′|−1 and ca,1 = . . . = ca,|Gq |−1 = 0 and ca,|Gq | = 1.
This finishes the proof. a
Assume from now on that EVALpin(H,D) is not #P-hard. Then the uniqueness statement
of Claim 3, implies that there is a mapping γq : Gq → G such that for all a ∈ Gq we have
|Gq| =
∣∣∣∣∣∣
∑
x∈Gq
X [ρq(a+ x)− ρq(x)− 〈γq(a), x〉ω]
∣∣∣∣∣∣
Further, by ∣∣∣∣∣∣
∑
x∈Gq
X [ρq(a+ x)− ρq(x)− 〈γq(a), x〉ω]
∣∣∣∣∣∣ ≤∑
x∈Gq
|X [ρq(a+ x)− ρq(x)− 〈γq(a), x〉ω]| = |Gq|
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we see that equality can be achieved only, if there is a constant αa ∈ Ω such that for all
x ∈ Gq we have
ρq(a+ x)− ρq(x)− 〈γq(a), x〉ω = αa.
With x = 0 and ρq(0) = 0 we see that αa = ρc(a). This finishes the proof. 
6.4 The Proof of the Non-Bipartite Case Lemma 6.1
Let H be an ω-algebraic n × n matrix and D a family of diagonal matrices defining an
(H–STD)-problem. Lemma 6.3 implies that EVALpin(H,D) is #P-hard unless the group
condition (GC) is satisfied.
Assume therefore that (GC) is satisfied and recall the definitions of the Representability
Conditions (R1)–(R5) on page 12. We know that H and D satisfy (R1) and (R2). By
Lemma 6.4 the problem EVALpin(H,D) is #P-hard unless the conditions (R3) and (R4) are
satisfied. By Lemma 6.5 we may further assume w.l.o.g. that (R5) is satisfied. Therefore
the proof follows as Lemma 6.6 proves #P-hardness of EVALpin(H,D) unless the Affinity
Condition (AF) holds.
7 Polynomial Time Computable Partition Functions
In this section we will prove Theorem 3.8. The following two lemmas yield the proof.
Lemma 7.1. Let H be an ω-algebraic n×n matrix and D a family of diagonal matrices defin-
ing an (H–STD)-problem which has a representation as given in conditions (R1) through
(R5). Assume further that the Affinity Condition (AF) is satisfied. Then the problem
EVALpin(H,D) is polynomial time computable.
Lemma 7.2. Let A be an ω-algebraic and D a family of diagonal matrices defining a (B–
H–STD)-problem which has a representation as given in conditions (B–R1) through (B–
R5). Assume further that the Affinity Condition (B–AF) is satisfied. Then the problem
EVALpin(A,D) is polynomial time computable.
As in the previous sections, we will give the proof only of Lemma 7.1. The proof of Lemma 7.2
is omitted due to its similarity to the former. For completeness, we refer to [Thu09] for a
proof.
The proof of Lemma 7.1 relies on a reduction of the given partition function to functions
Zq(f) closely related to degree 2 polynomials f over the ring Zq (q being a prime power).
In the first part of this section we will introduce these functions and show how they can be
computed in polynomial time. Afterwards, we will show how to reduce the computational
problems satisfying the preconditions of the Lemma to these problems. This will prove both
results.
7.1 A Polynomial Time Computable Problem
Let q be a prime power and f ∈ Zq[X1, . . . , Xn] a polynomial. Define ζq = exp(2pii · q−1) –
we fix this definition for the rest of this section. Define the function
Zq(f) =
∑
X1,...,Xn∈Zq
ζf(X1,...,Xn)q .
66 7 POLYNOMIAL TIME COMPUTABLE PARTITION FUNCTIONS
We say that f is of degree 2, if there are constants cij , ci ∈ Zq such that
f(X1, . . . , Xn) =
∑
i≤j
cijXiXj +
n∑
i=1
ciXi + c0. (70)
Let EVAL(q) denote the problem of computing Zq(f) given a degree 2 polynomial f ∈
Zq[X1, . . . , Xn]. Since it has been shown in [CCL09] that this problem is polynomial time
computable, it will be central in the proof of polynomial time computability of partition
functions.
Theorem 7.3 (Theorem 12.1 in [CCL09]). Let q be a prime power. The problem EVAL(q)
is polynomial time computable.
7.2 Computing Partition Functions — The Non-Bipartite Case
We will now prove Lemma 7.1. Recall that we are given an ω-algebraic n× n matrix H and
a family D of diagonal matrices defining an (H–STD)-problem which has a representation
as given in conditions (R1) through (R5) and the Affinity Condition (AF) is satisfied. We
shall show that the problem EVALpin(H,D) is polynomial time computable.
The proof relies on the reduction of EVALpin(H,D) to the problems EVAL(q) which we
have introduced in the preceding section. To make our partition functions at hand more
amenable for this reduction, we will first analyze the structure of the vertex weights repre-
sented by the family D a bit more.
7.2.1 The Structure of the Mappings ρc
Recall the mappings ρc as given in condition (R4) and assume further that they satisfy
condition (R5) and (AF). In this section we will derive an important property of these
functions. Before we state it, a word of preparation is in order. Recall that the image of
all mappings ρc lies in the Abelian group Ω defined in condition (R1). We will work with
binomial coefficients which we define by
(
λ
2
)
:= λ(λ−1)2 for all λ ∈ Z. Observe in particular that(
λ
2
)
is defined also for negative values and for each g ∈ Ω the expression (λ2) · g is well-defined.
Lemma 7.4. For every c ∈ Zω the mapping ρc satisfies the following. Let λ1, . . . , λz ∈ Z
and h1, . . . , hz ∈ Gc then
ρc
(
z∑
i=1
λihi
)
=
z∑
i=1
λiρc(hi) +
(
λi
2
)
〈γc(hi), hi〉ω +
∑
j<i
λiλj〈γc(hi), hj〉ω
Furthermore, for all g ∈ Gc the following holds. If ord(g) is odd, then the order of ρc(g)
divides ord(g). If ord(g) is even, then the order of ρc(g) divides 2 · ord(g).
Recall the Affinity Condition (AF): For all c ∈ Zω there is a γc : Gc → G such that
ρc(y + x)− ρc(x)− ρc(y) = 〈γc(y), x〉ω for all x, y ∈ Gc. (71)
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Lemma 7.5. The following holds for all c ∈ Zω and y, y′, x ∈ Gc.
〈γc(y + y′), x〉ω = 〈γc(y), x〉ω + 〈γc(y′), x〉ω and 〈γc(x), y〉ω = 〈γc(y), x〉ω.
Proof. By commutativity of the addition x+ y equation (71) yields
〈γc(y), x〉ω = ρc(y + x)− ρc(x)− ρc(y) = 〈γc(x), y〉ω (72)
By the bilinearity of 〈∗, ∗〉 and equation (72) we have, for all y, y′ ∈ Gc, 〈γc(y + y′), x〉ω =
〈γc(x), y + y′〉ω = 〈γc(x), y〉ω + 〈γc(x), y′〉ω. A second application of (72) on the right hand
side of this yields 〈γc(y + y′), x〉ω = 〈γc(y), x〉ω + 〈γc(y′), x〉ω. 
Proof (of Lemma 7.4). We will first prove that, for all h1, . . . , hz ∈ Gc,
ρc
(
z∑
i=1
hi
)
=
z∑
i=1
ρc(hi) +
∑
j<i
〈γc(hi), hj〉ω. (73)
The proof is a straightforward induction on z. The case z = 1 is trivially true. For z > 1,
recall that by equation (71)
ρc(y + x) = ρc(y) + ρc(x) + 〈γc(x), y〉ω for all x, y ∈ Gc.
This yields
ρc
(
z∑
i=1
hi
)
= ρc
(
z−1∑
i=1
hi
)
+ ρc(hz) + 〈γc(hz),
(
z−1∑
i=1
hi
)
〉ω
=
z−1∑
i=1
ρc(hi) +
∑
j<i
〈γc(hi), hj〉ω +
ρc(hz) + z−1∑
j=1
〈γc(hz), hj〉ω
 .
Here, we used the induction hypothesis for ρc
(∑z−1
i=1 hi
)
to obtains the second equality. This
proves (73). We claim that the following is true.
For all λ ∈ Z and h ∈ Gc, we have ρc(λh) = λρc(h) +
(
λ
2
)
〈γc(h), h〉ω. (74)
Before we prove this, let us see how it helps proving the Lemma. By equation (73) we have
ρc
(
z∑
i=1
λihi
)
=
z∑
i=1
ρc(λihi) +
∑
j<i
λiλj〈γc(hi), hj〉ω.
And substituting ρc(λihi), for all i ∈ [z], with the expression given by equation (74) yields
ρc
(
z∑
i=1
λihi
)
=
z∑
i=1
λiρc(hi) +
(
λi
2
)
〈γc(hi), hi〉ω +
∑
j<i
λiλj〈γc(hi), hj〉ω
just as in the statement of the lemma.
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The proof of equation (74). For λ = 0 this is trivial and for λ > 0 recall equation (73).
We have
ρc (λh) = ρc
(
λ∑
i=1
h
)
=
λ∑
i=1
ρc(h) +
(
λ
2
)
〈γc(h), h〉ω. (75)
This proves equation (74) for λ ≥ 0. It remains to prove the case λ < 0. Before we do this
we need to prove the second statement of the Lemma, namely
Claim 1. Let g ∈ Gc. If ord(g) is odd, then the order of ρc(g) divides the order of g. If ord(g)
is even, then the order of ρc(g) divides 2 · ord(g).
Proof. Let N ≥ 0 be the order of g. That is, N · g = 0 and equation (75) implies
0 = ρc(0) = ρc(N · g) = Nρc(g) +
(
N
2
)
〈γc(g), g〉ω.
IfN is odd then it divides
(
N
2
)
and therefore
(
N
2
)
g = 0. Hence
(
N
2
)〈γc(g), g〉ω = 〈γc(g), (N2 )g〉ω =
〈γc(g), 0〉ω = 0 and the above equation thus implies 0 = Nρc(g). If N is even then the same
argument using 2N yields the proof. a
Let us now prove equation (74) for λ < 0. Define N as the smallest multiple of 2 ·ord(h) such
that N + λ > 0, then λh = (N + λ)h and ρc(λh) = ρc((N + λ)h). We may thus apply the
part of equation (74) which has been proved already and obtain
ρc((N + λ)h) = (N + λ)ρc(h) +
(
N + λ
2
)
〈γc(h), h〉ω
= λρc(h) +
(
λ
2
)
〈γc(h), h〉ω.
The second equality follows from Claim 1. 
From Lemma 7.4 we can derive a rather technical result which will become necessary in the
proof of Lemma 7.1.
Lemma 7.6. Let g ∈ Gc be an element of order q = 2k. The order of the element 2 · ρc(g) +
〈γc(g), g〉ω in Zω is at most q/2.
Proof. By Lemma 7.4 we have
0 = ρc(0) = ρc(q · g) = qρc(g) +
(
q
2
)
〈γc(g), g〉ω. (76)
and the order of ρc(g) divides 2q. Note that the order of 〈γc(g), g〉ω divides q by q〈γc(g), g〉ω =
〈γc(g), q · g〉ω = 〈γc(g), 0〉ω = 0.
Assume first that the order of 〈γc(g), g〉ω equals q. Then the element 2 ·ρc(g) + 〈γc(g), g〉ω
has order at most q/2 only if the order of 2ρc(g) is q, as well. Assume therefore, for contra-
diction, that the order of 2ρc(g) divides q/2. Equation (76) implies
0 =
(
q
2
)
〈γc(g), g〉ω.
As q − 1 is odd, q does not divide (q2) — a contradiction.
Assume now that the order of 〈γc(g), g〉ω is strictly smaller than q, that is q/2·〈γc(g), g〉ω =
0. As q/2 divides
(
q
2
)
equation (76) implies that 0 = qρc(g). This finishes the proof. 
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7.2.2 The Final Reduction
We will now prove Lemma 7.1. We start with some preliminaries. Consider Zq-polynomial f
of degree 2 as in equation (70). With each variable Xi we associate an order ord(Xi) which
divides q. A degree 2 monomial cijXiXj for i 6= j is called consistent if the values cij ·ord(Xi)
and cij · ord(Xj) are divisible by q. Similarly, a monomial ciXi is consistent if q divides
ci · ord(Xi). Finally, a square monomial ciiX2i is consistent if 2 · cii · ord(Xi) is divisible by q.
Lemma 7.7. Let q be a prime power. The following problem can be reduced to EVAL(q)
in polynomial time. The input consists of a degree 2 polynomial f ∈ Zq[X1, . . . , Xn] of the
form given by equation (70). Each variable Xi has an order ord(Xi) which divides q and all
non-constant monomials are consistent. The task is to compute the value∑
X1∈Zord(X1)
· · ·
∑
Xn∈Zord(Xn)
ζf(X1,...,Xn)q .
Proof. To perform the reduction of the problem at hand to EVAL(q) we will need to show
how to “lift” the order of each variable Xi to q. Assume w.l.o.g. that the order xi := ord(Xi)
of each variable is greater than 1. Fix some variable Xν . We will have a look at the situation
after the order of Xν has been lifted. For all i ∈ [n] define qi = q · x−1i . We have∑
∀i 6=ν: Xi∈Zxi
∑
Xν∈Zq
ζf(X1,...,Xν ,...,Xn)q =
∑
∀i 6=ν: Xi∈Zxi
∑
Xν∈Zxν
qν−1∑
j=0
ζf(X1,...,Xν+j·xν ,...,Xn). (77)
Let `(X1, . . . , Xˆν , . . . , Xn) =
∑
i<ν ciνXi +
∑
ν<i cνiXi and fix the degree 2 polynomial h
which captures the part of f not involving Xν . We have
f(X1, . . . , Xn) = cννX
2
ν +Xν · `(X1, . . . , Xˆν , . . . , Xn) + h(X1, . . . , Xˆν , . . . , Xn).
Further
f(X1, . . . , Xν + j · xν , . . . , Xn) = cνν(Xν + j · xν)2 + (Xν + j · xν) · `+ h
= cννX
2
ν + 2cννxν · jXν + cννx2ν · j2 +Xν`+ jxν`+ h
By the consistency of the monomials ciXi and that of cijXiXj for all i 6= j we see that all
coefficients of xν` are divisible by q. This is also true for 2cννxν . To see this for cννx
2
ν note
first that if q is a power of 2 then cννx
2
ν is divisible by 2cννxν as 2 divides xν . Otherwise the
condition that 2cννxν be divisible by q is equivalent to cννxν being divisible by q. Therefore,
for all j ∈ {0, . . . , qν − 1} we have f(X1, . . . , Xν + j ·xν , . . . , Xn) ≡ cννX2ν +Xν`+h (mod q).
Using equation (77), we see that∑
∀i 6=ν: Xi∈Zxi
∑
Xν∈Zq
ζf(X1,...,Xn)q = qν ·
∑
X1∈Zx1
· · ·
∑
Xn∈Zxn
ζf(X1,...,Xn)q .
As this holds independently for all ν ∈ [n], it follows that
Zq(f(X1, . . . , Xn)) =
(
n∏
i=1
qi
) ∑
X1∈Zx1
· · ·
∑
Xn∈Zxn
ζf(X1,...,Xn)q .
This finishes the proof. 
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7.2.3 The proof of Lemma 7.1
Proof (of Lemma 7.1). Let now EVALpin(H,D) be an (H–STD) problem which meets all
conditions (R1)–(R4) and (AF). Let G = (V,E) be a digraph an φ a pinning. With
V ′ = V \ def(φ) we have
ZH,D(φ,G) =
∑
φ⊆σ:V→G
∏
uv∈E
Hσ(u),−σ(v)
∏
v∈V ′
D
J∂(v)K
σ(v),σ(v) (78)
We shall prove that ZH,D(φ,G) can be computed in polynomial time. To do this, we will
present a polynomial time reduction to the problems EVAL(q). Most of this proof will be
devoted to rewriting the expression of this partition function into a form which resembles the
expression Zq(f) used in EVAL(q).
Recall the representation of H and D as given in conditions (R1)–(R5) on page 12. Note
that a configuration σ which maps some vertex v ∈ V ′ to σ(v) /∈ ΛJ∂(v)K does not contribute
to this partition function. Assume therefore that σ(v) ∈ ΛJ∂(v)K is satisfied for all v ∈ V .
Slightly abusing notation we will denote ΛJ∂(v)K by Λv = βv + Gv. We introduce, for each
v ∈ V a variable σv ∈ Gv. For all v ∈ def(φ) we assume that the value of σv is fixed to
σv = φ(v). Application of the representation (R1)–(R5) thus yields
ZH,D(φ,G) =
∑
v∈V ′
∑
σv∈Gv
∏
uv∈E
Hβu+σu,−(βv+σv)
∏
v∈V ′
D
J∂(v)K
βv+σv ,βv+σv
=
∑
v∈V ′
∑
σv∈Gv
X
[∑
uv∈E
〈βu + σu, βv + σv〉ω +
∑
v∈V ′
ρJ∂(v)K(σv)
]
Let us rewrite the expression
∑
uv∈E〈βu + σu, βv + σv〉ω a little bit. Denote by µuv for all
u, v ∈ V the multiplicity of the edge uv in E. Then, using the skew-bilinearity of the 〈∗, ∗〉ω
operator,∑
uv∈E
〈βu + σu, βv + σv〉ω =
∑
u,v∈V
µuv〈βu + σu, βv + σv〉ω
=
∑
u,v∈V
µuv (〈βu, βv〉ω + 〈βu, σv〉ω − 〈βv, σu〉ω + 〈σu, σv〉ω)
For each v ∈ V define the value ηv =
∑
u∈V (µuv − µvu)βu. Then∑
uv∈E
〈βu + σu, βv + σv〉ω =
∑
u,v∈V
µuv〈βu, βv〉ω + µuv〈σu, σv〉ω +
∑
v∈V
〈ηv, σv〉ω
Let ρv denote the mapping ρJ∂(v)K and define a value
c =X
 ∑
u,v∈V
µuv〈βu, βv〉ω +
∑
v∈def(φ)
〈ηv, σv〉ω

The value c is constant for all different values the σv corresponding to v ∈ V ′ may assume.
We have
ZH,D(φ,G) =
∑
v∈V ′
∑
σv∈Gv
X
 ∑
u,v∈V
µuv〈βu, βv〉ω + µuv〈σu, σv〉ω +
∑
v∈V
〈ηv, σv〉ω +
∑
v∈V ′
ρv(σv)

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which, by a straightforward computation yields
ZH,D(φ,G) = c ·
∑
v∈V ′
∑
σv∈Gv
X
 ∑
u,v∈V
µuv〈σu, σv〉ω +
∑
v∈V ′
〈ηv, σv〉ω + ρv(σv)
 (79)
We will proceed by further rewriting the terms of the expression∑
u,v∈V
µuv〈σu, σv〉ω +
∑
v∈V ′
〈ηv, σv〉ω + ρv(σv). (80)
For some technical reason which will become clear later, we now decompose 2ω into prime
powers. Let ω1 · · ·ωt = 2ω be a decomposition of 2ω into powers of pairwise distinct primes.
Denote by pν the prime corresponding to ων and assume w.l.o.g. that ω1 is a power of 2 —
if ω is not divisible by 2 then we let ω1 = 2.
Recall once more the representation given by (R1)–(R5) on page 12. We have G =
Zq1 ⊕ . . .⊕Zqz for some prime powers qi. It will be convenient to write this decomposition of
G in terms of the above prime decomposition of 2ω. Define sets Pν = {i ∈ [z] | pν divides qi}
for each ν ∈ [t]. By condition (R2), the order of each g ∈ G divides ω implying that the
P1, . . . , Pt form a partition (with possibly empty parts) of [z].
Therefore, we rewrite the decomposition of G by G =
⊕t
ν=1
⊕
i∈Pν Zqi . Further, with each
Gc being a subgroup of G we see that they also have decompositions Gc =
⊕t
ν=1
⊕
i∈Pν Zqc,i
such that w.l.o.g. qc,i divides qi for all c ∈ Zω and all i ∈ [z]. Let gc,i be a generator of Zqc,i
for all c ∈ Zω, ν ∈ [t] and i ∈ Pν . For notational convenience, for every v ∈ V we denote by
gv,i the element gJ∂(v)K,i for all i ∈ [z].
Define a vector X = (X(v,i))v∈V,i∈[z]. Every σv ∈ Gv has a representation in terms of a
tuple (X(v,1), . . . , X(v,z)) of variables each satisfying X(v,i) ∈ Zqv,i such that
σv =
z∑
i=1
X(v,i)gv,i. (81)
Define matrices Γ, ∆ and a vector Λ, with indices in V × [z] such that, for all (u, i), (v, j) ∈
V × [z],
∆(u,i)(v,j) =
{ 〈γv(gv,i), gv,j〉ω , if u = v ∈ V ′ and j < i
0 , otherwise.
(82)
Γ(u,i)(v,j) = µuv · 〈gu,i, gv,j〉ω (83)
Λ(v,i) =
{
ρv(gv,i) + 〈ηv, gv,i〉ω , if v ∈ V ′, i ∈ [z]
0 , otherwise.
(84)
Further, define vectors B(X) and Ξ such that for all (v, i) ∈ V × [z],
B(X)(v,i) =
{ (X(v,i)
2
)
, if v ∈ V ′, i ∈ [z]
0 , otherwise.
(85)
Ξ(v,i) =
{ 〈γv(gv,i), gv,i〉ω , if v ∈ V ′, i ∈ [z]
0 , otherwise.
(86)
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We can now rewrite the terms of equation (80). Applying equation (81) and the definition of
Γ in (83), we find that
∑
u,v∈V
µuv〈σu, σv〉ω =
∑
u,v∈V
z∑
i,j=1
X(u,i)X(v,j) · µuv〈gu,i, gv,j〉ω = XΓXT .
Further we have, for each v ∈ V ′
〈ηv, σv〉ω + ρv(σv) =
z∑
i=1
X(v,i)〈ηv, gv,i〉ω + ρv
(
z∑
i=1
X(v,i)gv,i
)
=
z∑
i=1
X(v,i) (ρv(gv,i) + 〈ηv, gv,i〉ω) +
(
X(v,i)
2
)
〈γv(gv,i), gv,i〉ω
+
∑
j<i
X(v,i)X(v,j)〈γv(gv,i), gv,j〉ω.
where the second equality follows from Lemma 7.4. By the definition of ∆,Λ, B(X) and Ξ
this can be rewritten into∑
v∈V ′
〈ηv, σv〉ω + ρv(σv) = X · ΛT + X∆XT + B(X) · ΞT
Define f(X) = XΓXT + X · ΛT + X∆XT + B(X) · ΞT . By equation (79) we therefore have
ZH,D(φ,G) = c ·
∑
X
X [f (X)] (87)
where the sum is over all vectors X = (X(v,i))(v,i)∈V×[z] such that X(v,i) ∈ Zqv,i for all (v, i) ∈
V ′ × [z]. For all (v, i) ∈ def(φ) × [z] the values X(v,i) are fixed so as to satisfy σv = φ(v).
Note that this is always possible by the definition of σv in equation (81). We call any vector
X satisfying these conditions a valid assignment.
We will simplify the description of f further. Define I = {Iν | ν ∈ [t]} with Iν = {(v, i) |
v ∈ V, i ∈ Pν} — That is, the sets Iν form a partition of V × [z]. Recall that XI and ∆IJ
denote subvectors and submatrices of X and ∆ induced by the indices in I and J . Then
f(X) =
∑
I,J∈I
XIΓIJX
T
J + XI∆IJX
T
J +
∑
I∈I
XI · ΛTI + B(X)I · ΞTI
We will claim that the ”cross-terms” in this expression are zero, i.e.
f(X) =
∑
I∈I
XIΓIIX
T
I + XI∆IIX
T
I + XI · ΛTI + B(X)I · ΞTI .
To see this, we shall prove that, for all I, J ∈ I with I 6= J we have ΓIJ = 0 and ∆IJ = 0.
We show this for ∆IJ , the result follows analogously for Γ. By definition (cf. equation (82)),
for v ∈ V , i ∈ I and j ∈ J we have ∆(v,i)(v,j) = 〈γv(gv,i), gv,j〉ω. By the properties of γv (cf.
Lemma 7.5) and the bilinearity of 〈∗, ∗〉ω we have N〈γv(gv,i), gv,j〉ω = 〈γv(Ngv,i), gv,j〉ω =
〈γv(gv,i), Ngv,j〉ω. Therefore the order of ∆(u,i)(v,j) divides both, ordG(gv,i) and ordG(gv,j).
By our choice of I and J these orders are co-prime and the claim follows. Define
fν(XI) = XIΓIIX
T
I + XI∆IIX
T
I + XI · ΛTI + B(X)I · ΞTI for every ν and I = Iν . (88)
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Thus
f(X) =
t∑
ν=1
fν(XIν )
Claim 1. The order of all entries of Γ,∆ and Ξ divides ω and the order of all entries of Λ
divides 2ω.
Proof. For ∆,Γ and Ξ this follows directly from their definitions in equations (82), (83) and
(86). Every non-zero entry of Λ satisfies Λ(v,i) = ρv(gv,i) + 〈ηv, gv,i〉ω and the claim follows
from Lemma 7.4. a
Claim 2. Let ν ∈ [t] and I = Iν , then all non-zero entries of the matrices ΓII , ∆II and the
vectors ΛI and ΞI are divisible by ωµ for all µ 6= ν.
Proof. For (u, i), (v, j) ∈ Iν we have Γ(u,i),(v,j) = µuv · 〈gu,i, gv,j〉ω. The order of this element
(in Z2ω) in is some divisor of ων and therefore the element itself is divisible by 2ω · (ων)−1.
The proofs of the other statements follow analogously. a
Claim 1 implies that f(X) ∈ Z2ω for all valid assignments of X. Define X2ω(x) = exp(2pii·x2ω ).
We see that
ZH,D(φ,G) = c ·
∑
α∈Z2ω
X2ω [α] · |{X : f(X) ≡ α (mod 2ω)}|
By Claim 2 we see further that f(X) ≡ α (mod 2ω) is equivalent to a system of simultaneous
congruences given by fν(XIν ) ≡ α (mod ων) for all ν ∈ [t]. We have
ZH,D(φ,G) = c ·
∑
α∈Z2ω
X2ω [α]
t∏
ν=1
|{XIν : fν(XIν ) ≡ α (mod ων)}|
By the Chinese Remainder Theorem each α can be written uniquely as α =
∑t
ν=1
2ω
ων
·αν for
values αν ∈ [0, ων − 1]. Recall that by ζq we denote the value ζq = exp(2pii · q−1). Then
ZH,D(φ,G) = c ·
∑
α1∈Zω1
· · ·
∑
αt∈Zωt
t∏
ν=1
X2ω
[
2ω
ων
· αν
]
· |{XIν : fν(XIν ) ≡ αν (mod ων)}|
= c ·
t∏
ν=1
∑
αν∈Zων
ζανων · |{XIν : fν(XIν ) ≡ αν (mod ων)}|
The partition function ZH,D(φ,G) thus simplifies to
ZH,D(φ,G) = c ·
t∏
ν=1
∑
XIν
ζ
fν(XIν )
ων
and its computation reduces to the computation of t many independent values of the form∑
XIν
ζ
fν(XIν )
ων . (89)
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We shall show now, that each of these problems satisfies the preconditions of Lemma 7.7.
This then implies that each problem is reducible to EVAL(ων) and therefore polynomial time
computable by Theorem 7.3.
Fix some ν ∈ [t]. To show that the problem (89) satisfies the preconditions of Lemma 7.7,
we have to show that the monomials in fν are consistent. In particular, the square monomials
have to be consistent. Recall that this means that they are of the form b · X2(v,i) such that
2 · b · ord(X(v,i)) = 2 · b · qv,i is divisible by q. By equation (88) and I = Iν , we have
fν(XI) = XIΓIIX
T
I + XI∆IIX
T
I + XI · ΛTI + B(X)I · ΞTI .
Observe that the condition σv = φ(v) for all v ∈ def(φ) turns some variables X(v,i) into
constants. Therefore, some degree 2 monomials turn into linear ones and others of these and
some linear ones turn into constants. Therefore, to show that the consistency preconditions
of Lemma 7.7 are satisfied, it suffices to do this for the original polynomial fν . For the
terms XIΓIIX
T
I + XI∆IIX
T
I the consistency of the corresponding monomial follows from
their definition. It remains to consider the monomials arising from XI · ΛTI + B(X)I · ΞTI .
Recall that
XI · ΛTI + B(X)I · ΞTI =
∑
(v,i)∈I
X(v,i) · (ρv(gv,i) + 〈ηv, gv,i〉ω) +
(
X(v,i)
2
)
〈γv(gv,i), gv,i〉ω (90)
Case A. ν 6= 1. We have ων a prime power of some odd prime pν . Note that 2 has a
multiplicative inverse in Zων and therefore the term(
X(v,i)
2
)
〈γv(gv,i), gv,i〉ω =
X(v,i)
(
X(v,i) − 1
)
2
〈γv(gv,i), gv,i〉ω
in equation (90) produces consistent monomials. Further, the term X(v,i)·(ρv(gv,i)+〈ηv, gv,i〉ω)
is consistent as well. To see this, note that X(v,i) ·〈ηv, gv,i〉ω is consistent by definition of X(v,i)
since ord(X(v,i)) = ord(gv,i). By Lemma 7.4 the term X(v,i) ·ρv(gv,i) is consistent as the order
of gv,i is odd.
Case B. ν = 1. By equation (90) we have
XI · ΛTI + B(X)I · ΞTI =
∑
(v,i)∈I
X(v,i) · (ρv(gv,i) + 〈ηv, gv,i〉ω − 2−1 · 〈γv(gv,i), gv,i〉ω)
+
∑
(v,i)∈I
X2(v,i) · 2−1 · 〈γv(gv,i), gv,i〉ω
Note that the expression 2−1 · 〈γv(gv,i), gv,i〉ω is well-defined, as 〈γv(gv,i), gv,i〉ω has, by defi-
nition of ω1, order at most ω1/2. This proves that for the above square terms we have
2 · ord(X(v,i)) · 2−1 · 〈γv(gv,i), gv,i〉ω = ord(X(v,i)) · 〈γv(gv,i), gv,i〉ω
is divisible by ω1. Further, X(v,i) · 〈ηv, gv,i〉ω is consistent. And it remains to show this for
X(v,i) · (ρv(gv,i)− 2−1 · 〈γv(gv,i), gv,i〉ω) — which follows from Lemma 7.6. 
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