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ABSTRACT 
Microfluidics has received a great deal of attention in the past decade. The ability of 
modular microfluidic chips to miniaturize integrate chemical and biological systems 
(µTAS) can be greatly productive in terms of cost and efficiency. During the design of 
these modular devices, misalignment of materials, geometrical or both is one of the 
most common problems. These misalignments can have adverse effect in both pressure 
driven and electrokinetically driven flows.   
In the present work, Numerical Simulations have been performed to study the effect of 
material and geometrical mismatch on the flow behavior and species progression in 
microfluidic interconnects. In the case of electrokinetic flows, simulations were 
performed for 13%, 50%, 58% and 75% reduction in the available flow area at the 
mismatch plane. Correlations were developed to predict the flow rate reduction due to 
the geometrical mismatch in electrokinetic flows. A 13% flow area reduction was found 
to be insignificant and did not cause an appreciable sample loss. As the amount of 
geometrical mismatch increases (i.e. area reduction is more than 40%), it can have a 
significant effect on the sample resolution and on the flow behavior.  
In the case of pressure driven flows, Numerical Simulations have been performed for 
three types of interconnection methods: End-to-End, Channel Overlap, and Tube-in-
Reservoir interconnection. The effects of geometrical misalignments in these three 
interconnection methods have been investigated and the results were interpreted in 
terms of the pressure drop and equivalent length. The amount of misalignment was 
varied by changing the available flow area ratios. All the configurations were simulated 
xix 
 
for practically relevant Reynolds numbers ranging from 0.075 to 75. Correlations were 
developed to predict the pressure drop for any given misalignment area ratio. It was 
found that for the misalignment area ratio of 2:1 or more, the increase in pressure drop 
can be drastic.  
Numerical simulations of Injection and separation were also performed to study the 
effect of curvatures on the elongation of generated plugs. These end curvatures are 
commonly encountered during high precision micromilling process as a method to 
fabricate polymer microfluidic devices. The effect of pinching and pullback voltages on 
the generation of the sample plugs was investigated and optimum conditions to 
minimize plug dispersion were found. 
 
1 
 
CHAPTER 1. MICROFLUIDICS 
1.1 Introduction 
Microfluidics is the study of fluids in sub-millimeter sized devices. Microfluidics can be broadly 
classified into theoretical and experimental studies. Theoretical microfluidics as defined in [1] 
deals with the theory of fluids and suspensions at sub-millimeter scales influenced by external 
forces (electric, magnetic, acoustic etc.) while the experimental microfluidics focuses on 
applying the theory to realize the device from the concept. Microfluidics can be observed in 
nature exhibiting wide range of phenomena. For example, the water transport from roots of 
the plant to the leaves occurs through fine capillaries of sub-millimeter scales because of the 
chemical potential gradient [2]. In the real world,  the application of microfluidics spans a broad 
range of areas from commercial inkjet printing technology [3], BioMEMS [4-7], digital 
microfluidics [8]  to environmental applications [9]. Over the past decade microfludic systems 
have been used to significantly reduce the cost and time involved in automating and 
miniaturizing chemical and biochemical processes [10-12]. A good review of microfluidics and 
its applications is also discussed elsewhere [13-18]. 
1.2 Fluid Flow at Micro Scale 
Various biological and chemical processes often require moving fluids from one place to other 
on a chip. In order to manipulate flows in these devices, external forces or fields (pressure 
driven, electrokinetic etc.) have to be applied. The type of driving force applied depends on the 
nature of the application. For example, electric field is used in applications like electrophoresis 
where the species being separated are ionic and hence preventing pressure gradient from being 
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used to accomplish the task. In order to have better control to manipulate fluids, it is necessary 
to understand how fluids behave on the microscale [19]. The physics of transport phenomena 
at microscale can be explained by the equations used to describe flows in macroscale, due to 
the validity of the continuum hypothesis at these small scales.  Fluid flow at microscale is 
mostly laminar, owing to the low Reynolds number. The Reynolds number is defined as the 
ratio of inertial forces to the viscous forces and is given by  
Re =
ρ U Dh
η
 
Where ρ, U,  Dh  and η are the density, characteristic velocity, the hydraulic diameter defined as 
4A/P (where “A” is the cross-sectional area and “P” is the wetted perimeter of the channel), 
and the viscosity of the fluid.  Due to the small size of the microchannels and consequently low 
Dh  , the flow in these devices is dominated by the viscous forces and is mostly in laminar 
regime [20]. One consequence of this in microchannels is that the mixing is accomplished 
mostly by diffusion due to absence of turbulence (i.e. negligible inertial forces). The transition 
to turbulence takes place at Reynolds numbers (Re>2000) comparable to macroscale which is  
difficult to achieve at these small scales, thus forcing one to rely on diffusion for mixing 
applications [21]. One of the first devices where  mixing by diffusion has been explored is the T-
sensor [22, 23] which has many applications in immunoassays, protein assays and 
determination of diffusion coefficients [24].  The other difficulty in manipulation of these small 
scales is that the fluidic resistance is extremely high, thus requiring large pressure drops to 
drive the flow [20, 25]. For example, in a rectangular channel of height  h  and width w the 
pressure drop  ∆P ∝
1
h3  w
 , which explains the enormous pressure drops required as one scales 
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down the dimensions. Flows driven by various means (magnetic, thermal, optical, evaporation 
etc.) are explored by other authors [26-32]. Apart from the manipulation of fluid in continuous 
flow systems, fluid can also be manipulated using droplets. This is termed digital microfluidics 
or droplet based microfluidics. Digital microfluidics uses discrete droplets to manipulate fluids 
in microchannels. They offer increased throughput compared to continuous flow systems 
without increasing the device size and complexity [33, 34] and has also been used in clinical 
diagnostics to perform bioassays on human physiological fluids [35]. In this dissertation, only 
flows driven by pressure gradient and electric field will be presented.  
1.3 Motivation 
1.3.1 Lab on a Chip 
The study of microfluidics has been applied to lab on chip technology (LOC) which typically 
integrates the laboratory processes on a single chip. While conventional laboratory analysis is 
time consuming and requires expensive equipment, these LOC devices can greatly reduce the 
cost and increase analysis time. LOC devices can have widespread applications ranging from 
Point of Care (POC) diagnostics which perform fast analysis of blood chemistry in hospitals, to 
life science research targeting genomics or proteomics applications [36]. The realization of LOC 
devices require integration of microfabricated components [10, 37, 38], reaction chambers [39, 
40], microvalves and pumps  [41, 42], and detection methods [43, 44] to name a few. Apart 
from these, microscale separation devices, mixing chambers, heaters etc. also needs to be 
integrated depending on the application. Once integration of the components is achieved, LOC 
devices can be used for wide variety of applications. For example, an integrated microfluidic 
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device was used recently for the identification of influenza virus and other genetic assays [45].  
Hence the motivation for the current research is to address some of the issues in LOC devices, 
and will be discussed in the following sections.  
1.4 Objective 
1.4.1 Macro-to-Micro Interfaces: Interconnects 
As discussed in the previous section, many separate components can be integrated on a single 
chip to decrease cost and increase productivity. However it is often required that two chips 
having different functionality or made of different materials need to be assembled either in 
parallel or vertical. In order to successfully design modular devices, it is important to provide 
interface from one chip to the other using interconnects. Interconnects are also needed to 
provide interface when introducing sample from macro world to the micro world. For example, 
often the samples or reagents are transferred typically in micro liters (µL) whereas the 
microfluidic channels consume nanoliters (nL).  In order to successfully realize modular devices, 
it is important to devise techniques to provide the interface from macro to micro world. Fluid 
interconnections have been established by interlocking finger joints for vertically stacked 
modules [46], or stacking modules by silica capillaries [47], plasma assisted bonding [48] or O-
rings [49]. In order to address the manufacturing and functionality challenges involved in the 
design, it is required to have insights into the possible misalignment effects of interconnected 
channels and chip material transitions. This dissertation focuses on addressing some of these 
misalignment effects on the flow behavior and progression of biological samples through the 
use of numerical simulations in both pressure driven and electrokinetically driven flows.  
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1.4.2 Injection and Separation in Microfluidic Devices 
Sample injection and separation is one of the most important processes in electrokinetically 
driven microfluidic chips.  The size and shape of a sample plug injected into a microchannel is 
an extremely important factor that can affect the separation efficiency [50]. The most common 
modes of plug injection for microchip electrophoresis include: simple floating injection [51], 
floating injection with pullback voltages [52, 53], pinched injection for small plug formation [50, 
54] and gated injection schemes [55]. Often during micromilling as a method for the fabrication 
of mold masters, the corners at the intersection of the channel are not sharp, and have a 
curvature with the radius equal to the radius of the drill bit [56]. These rounded corners at the 
intersecting channels may be troublesome in microfluidic designs, which are dependent on well 
defined volumes at channel intersections. In this thesis, numerical simulations have been 
performed to evaluate the effects of non-sharp intersections of micromilled cross injectors on 
the size and shape of electrokinetically injected sample plugs.  
1.5 Outline 
This dissertation is divided into 7 chapters. Chapter 1 provides introduction to fluid flow at 
microscale and describes the motivation and objective of the current research. Chapter 2 gives 
a background and literature survey of pressure driven flows in microchannels. Chapter 3 deals 
with electrokinetic flows and discusses the relevant equations used to model electrokinetic 
flows. Chapter 4 discusses the numerical simulation of pressure driven flows in microfluidic 
interconnects and addresses some of the misalignment issues. Chapter 5 discusses the 
numerical simulations of electrokinetic flows dealing with the effect of material transition and 
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geometrical misalignments on the sample progression. Chapter 6 discusses the numerical 
simulation results of injection and separation and effect of curvatures on the sample 
progression in bio-chip applications. Chapter 7 is the final chapter with conclusions and 
recommendations for future work. 
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CHAPTER 2.  PRESSURE DRIVEN FLOWS IN MICROCHANNELS 
2.1. Literature Review 
2.1.1 Single Phase Pressure Driven Flows 
Flows driven by pressure gradient are one of the most common ways to manipulate fluids in 
microchannels.  Though many microfluidic applications like electrophoresis utilize electric fields 
to generate fluid motion, other applications prefer pressure driven flows because of ease and 
flexibility of implementation and insensitivity to surface contamination, ionic strength, and pH.  
The flows in these devices can be described by the Navier-Stokes equations since the Knudsen 
numbers are well within the continuum range for liquids and gases [57], and the no-slip 
condition was shown to be valid even at these small scales using molecular dynamic simulations 
[58]. These simulations showed that the conventional stokes and poiseuille flow theories can be 
applied for flows in microchannels.  The channels in these microscaled devices can have a 
variety of cross-sections ranging from circular, rectangular to trapezoidal.  
One of the early experimental studies of liquids in micromachined channels of rectangular 
cross-section was reported by Pfahler et al [59]. They measured the flowrates, pressure drops, 
and laminar friction constant and concluded that there is a deviation from macroscopic theory 
as the depth of the channel decreases. This deviation was also observed by others in their study 
of flow in microtubes [60, 61]. Some authors [62, 63] reported that the deviation of the laminar 
friction constant from the macroscopic theory is very much influenced by the uncertainty in the 
measurement of depth and width of the microchannel. Their experiments confirmed that 
conventional friction factor theory can be applied for Reynolds numbers ranging from 
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0.002<Re<5000 and hydraulic diameter ranging from 8<Dh<990µm.  Flow in circular capillaries 
can be described by poiseuille flow. The flow at the walls obeys no slip boundary condition and 
hence a boundary layer develops. Sufficiently far from the channel entrance, the boundary 
layer reaches the channel centerline, and the flow is said to be in the fully developed flow 
regime.  The length of the channel required before the flow reaches fully developed state is 
called the entrance length.  For laminar flow, the entrance length  is approximately Ld =
0.06 Re D where “D” is the diameter of the circular capillary and “Re” is the Reynolds number 
based on the diameter [64]. The shape of the fully developed velocity profile is parabolic. An 
analytical expression for velocity profile in channels of rectangular cross-section is obtained by 
using separation of variables  with no-slip boundary condition on the walls and a constant 
pressure gradient as the driving force [65]. The entrance length for laminar flow in rectangular 
channels is a function of aspect ratio, Reynolds number and can be approximated by Ld =
(0.06 + 0.07α − 0.04α2) Re Dh  .  Here Dh is the hydraulic diameter and α  is the aspect ratio 
defined as the ratio of width to depth of the microchannel [66, 67].  
2.1.2 Dispersion in Microchannels 
Due to the parabolic velocity profile, where there is a variation in the velocity across a cross-
section, a solute injected into the channel undergoes dispersion because of the velocity 
gradients. This dispersion of a solute is termed as Taylor-Aris dispersion [68, 69] as it was put 
forth by Taylor and Aris independently. They showed that a plug of solute injected into a tube 
or channel of circular cross-section diffuses with an effective diffusivity Deff = D0  1 +
Pe 2
48 D0
  . 
Here D0 is the molecular diffusivity and Pe is the Peclet number defined as Pe =
Ua
D0
 , where U is 
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the average velocity and “a” is the diameter of the tube or capillary. It was shown for a channel 
with rectangular cross-section of width W and depth d, that the steady state dispersion 
coefficient approaches a value of ~8 K0 where K0 is the dispersion coefficient by neglecting the 
side walls [70]. This increase in dispersion coefficient is due to the effect of the side walls in the 
channel. A generalized dispersion coefficient  was proposed by Chatwin and Sullivan [71] to 
account for geometries with varied cross-sections by including a function which depends on the 
exact nature of geometry. Often channels are not strictly rectangular because of manufacturing 
defects leading to additional dispersion. Methods to minimize dispersion [72] in non-
rectangular channels were shown and then extended to dispersion in chromatographic 
separations with different flow situations [73].  
2.1.3 Roughness Effects 
Fabrication of devices during micromachining and etching process can result in rough walls, 
which depend on the wall material and machining process. In most practical situations, the 
channel in consideration is rough. Except in ideal cases, a smooth channel does not occur in 
practice. A channel with rough walls decreases the transitional Reynolds number  and can 
produce periodic variation of vorticity along the flow direction [74]. Investigation of roughness 
effects for flow of a gas [75] and liquid [60] in microtubes shows that there is considerable 
increase in pressure drops and deviation in the laminar velocity profile. A Roughness-Viscosity 
model (RVM) was proposed [76] where the viscosity introduced by the surface roughness had a 
finite value at the wall and is zero at the center of the channel. Surface roughness has also been 
explained by using a porous medium layer [77] which showed the dependence of roughness on 
Darcy number, Reynolds number, and cross-sectional configurations. Apart from the flow in 
10 
 
circular and rectangular cross-sections, flow in trapezoidal sections [76, 78] has also been 
investigated and friction factors for variety of cross-sections are also reported in literature [66]. 
Bharami et al [79] showed that Reynolds number  Re A   based on  A (where A is the cross-
sectional area of the channel in consideration) provides superior results compared to Reynolds 
number ReDh   based on hydraulic diameter Dh . They derived relationships for friction constant  
f Re A    for various cross-sections which agreed well with other researchers [80, 81] and hence 
recommended the use of Reynolds number based on  A instead of  Dh . The pressure drop in 
their model is only a function of geometrical parameters of the cross-section, i.e. , area, 
perimeter and polar moment of inertia [79]. The pressure drop in these devices can also occur 
in other situations, where there are changes in the flow area or due to bends.  The pressure 
drop caused by abrupt flow area expansion and contraction in circular channels is different  for 
single phase gas and liquid flow [82]. Creeping flow approximations for a sudden axisymmetric 
expansion and contraction were provided by Sisavath et al. [84] and the results were extended 
to a thin annular obstacle in a circular pipe. Pressure losses through bends and serpentine 
configurations have also been an area of interest.  The study of flow in the serpentine channels 
show a significant dependence [85] of the Reynolds number on the bend loss coefficient [20, 
64] , which is also influenced by the curvature and the aspect ratio of the channel bend. 
Pressure drops may also occur when providing a macro to micro interface or interconnects to 
introduce sample volume into the channels. Misalignment of these interconnects can cause 
leakages and dead volumes [86] , which result in sample loss and give rise to spurious signals. 
Apart from all the studies mentioned, pressure gradients can also arise in electrokinetic flows 
and will be discussed in the Chapter 3.  
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2.2. Background 
2.2.1 The Equations of Hydrodynamics 
2.2.1.1 The Continuity Equation 
The continuity equation is simply a statement of conservation of mass. In simple terms it can be 
written as   
Rate of mass accumulated = Rate of mass in - Rate of mass out 
 
 
 
 
 
 
 
Imagine a fluid flowing through a control volume shown in Fig 2-1. The rate of mass through the 
face at x is  ρvx |x  ∆y ∆z  , and the rate of mass through the face at x + dx  is ρvx |x+dx  ∆y ∆z . 
Here 𝛒 is the density of the fluid and 𝐯𝐱 is the x-component of the velocity vector. Similarly by 
doing the mass balance on all faces of the control volume, dividing by  ∆x ∆y ∆z  and taking the 
limit as these dimensions of the volume approach zero we get 
                                                     
∂ρ
∂t
= − ∇ ∙  ρ𝐯                                         ( 2.2 − 1)  
Where ρ𝐯 is the mass flux and  ∇ ∙  ρ𝐯  is the divergence of ρ𝐯 .  Here 𝐯 is the velocity vector 
𝐯 = vx  i + vy j + vzk  and i , j , k  are the unit vectors.  
 
Fig 2-1.  Control volume through which fluid is flowing 
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In terms of the material derivative we can write 
                                                     
Dρ
Dt
= −ρ ∇ ∙  𝐯                                         ( 2.2 − 2) 
In which  
D
Dt
=
∂
∂t
+ vx
∂
∂x
+ vy
∂
∂y
+ vz
∂
∂z
    
The equation of continuity in the form of equation (2.2-2) describes the rate of change as seen 
by an observer moving with the fluid. For the special case of an incompressible fluid, equation 
(2.2-2) reduces to  
                                                      ∇ ∙  𝐯  = 0                                               ( 2.2 − 3) 
2.2.1.2 Equations of Motion:  Navier – Stokes Equations 
The equation of motion is nothing but Newton’s second law of motion applied to a fluid 
element. It states that a small volume element of fluid moving with the fluid is accelerated 
because of the forces acting upon it i.e. F = ma .  In other words, a momentum balance on a 
fluid element is equivalent to Newton’s second law of motion. In simple terms this can be 
written as 
 
Fig 2-2.  Control volume showing momentum fluxes on each face 
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Rate of momentum accumulation   = Rate of momentum in  – Rate of momentum out   + Sum 
of forces acting on the system   
The terms τyx  can be interpreted as the flux of x momentum through a face perpendicular to 
the y axis. The flux of momentum is due to convection (bulk velocity) and molecular diffusion 
(owing to velocity gradients). Considering the control volume in Fig 2-2, the rate at which x-
component of momentum enters the face at x by convection is ρvx  vx|x ∆y∆z and the rate at 
which it leaves the face x + ∆x is ρvx  vx |x+∆x ∆y∆z . Proceeding in the same way across all the 
six faces, the net convective x momentum into the volume is  
     ∆y ∆z  ρvx  vx |x − ρvx  vx|x+∆x  + ∆x ∆z  ρvy  vx|y − ρvy  vx|y+∆y  
+  ∆x ∆y  ρvz  vx|z − ρvz  vx |z+∆z                                        (2.2 − 4) 
Similarly the x-momentum flux through molecular transport is given by  
                         ∆y ∆z   τxx |x −  τxx |x+∆x  + ∆x ∆z   τyx |y −  τyx |y+∆y  
+  ∆x ∆y   τzx |z −  τzx |z+∆z                          (2.2 − 5) 
The forces arising from the fluid pressure p and the gravitational force per unit mass g in the x-
direction can be written as  
                        ∆y ∆z  p|x − p|x+∆x  + ρ gx  ∆x ∆y ∆z     (2.2 − 6) 
The rate of accumulation of x-momentum within the volume can be written as  
                                     ∆x ∆y ∆z  
∂ρvx
∂t
                                (2.2 − 7) 
Proceeding in a similar way for y and z momentum flux and substituting equations (2.2-4), (2.2-
5), (2.2-6), (2.2-7) into the statement of Newton’s Second Law for a fluid, the final vector 
equation can be written as  
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∂
∂x
 ρv =  − ∇ ∙  ρvv   − ∇P   −  ∇ ∙  τ  + ρg     (2.2 − 8) 
Where  ∇ ∙  ρv   represents rate of loss of mass per unit volume,  ∇ ∙  ρvv  represents the rate 
of momentum loss per unit volume and  ∇ ∙  τ  represents the rate of momentum loss by 
viscous transfer per unit volume. The terms 𝛕 is the stress which is a tensor having nine 
components  τxx  ,  τxy  ,  τxz  ,  τyx  ,  τyy  ,  τyz  etc. and convective momentum flux  𝛒𝐯𝐯 is a 
tensor having nine components ρvxvx  , ρvxvy  , ρvxvz   etc.  
Equation (2.2-8) can also be written in terms of the material derivative as 
                      ρ 
D
Dt
v =   −∇P   −  ∇ ∙  τ  + ρg            (2.2 − 9) 
For a complete description of the flow, the expression for the stress in terms of velocity 
gradients must be substituted in equation (2.2-9). For a Newtonian fluids the relation between 
stress components and velocity gradients are given by [87] 
                      τxx = −2μ 
∂vx
∂x
+
2
3
μ  ∇ ∙ v                                                     (2.2 − 10) 
                      τyy = −2μ 
∂vy
∂y
+
2
3
μ  ∇ ∙ v                                                    (2.2 − 11) 
                      τyy = −2μ 
∂vy
∂y
+
2
3
μ  ∇ ∙ v                                                      (2.2 − 12) 
                      τxy = τyx = −μ  
∂vx
∂y
+
∂vy
∂x
                                                   (2.2 − 13) 
                      τyz = τzy = −μ  
∂vy
∂z
+
∂vz
∂y
                                                   (2.2 − 14) 
                      τzx = τxz = −μ  
∂vz
∂x
+
∂vx
∂z
                                                   (2.2 − 15) 
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Substituting equations (2.2-10 through 2.2-15) into equation (2.2-9), we obtain after some 
simplification for a constant ρ and μ  
                                     ρ 
D
Dt
v =   −∇P  + μ ∇2v + ρg                                        (2.2 − 16) 
Equation (2.2-16) together with the appropriate boundary conditions provides a complete 
description of the fluid flow.  
2.2.2 Fluid Flow in Rectangular Microchannels 
2.2.2.1 Hydrodynamically Developing Flow: Entrance Length  
Consider a channel shown in the Fig 2-3 [88] . At the entrance of the channel, most of the fluid 
is in inviscid region. As the fluid moves along the channel, the boundary layer grows in thickness 
owing to the friction at the walls of the channel. Because of this, the velocity profile is dissimilar 
till the point where the boundary layer reaches its maximum thickness and no longer changes. 
The length of the pipe from the entrance to this point is termed as the entrance length and the 
flow is termed hydrodynamically developing flow.  
 
 
 
 
 
 
 
 
 
 
Fig 2-3. Entrance Length in a Channel 
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The entry length can be defined as corresponding to a location where the centerline velocity 
reaches 99%. Beyond the entrance length the flow is said to be fully developed and can be 
described by Poiseuille flow.  The figure below shows the developing region and the fully 
developed region. In microchannels, the entrance length is very important as it can extend up 
to several channel diameters and sometimes can be greater than the length of the 
microchannel [89]. For example, a reliable estimate of the size of the heat exchanger depends 
on the accurate knowledge of entry flow characteristics [90]. The entry flow can be modeled by 
assuming a parallel flow with uniform velocity distribution at the channel entrance [91] or a 
uniform velocity with zero vorticity at the inlet [66].   Another approach using Eigen modes was 
followed by Sadri [92] by taking into account the upstream flow development before the 
channel entrance and providing correlations for comparison with values reported in literature. 
Assuming uniform velocity at the channel entrance, the entrance length 𝐋𝐝 is given by 
           Ld =  0.06 + 0.07α − 0.04α
2 Re Dh    0 < 𝑅𝑒 < 100                            (2.2 − 17) 
Where α is the aspect ratio defined as the ratio of width to depth of the channel. 𝐑𝐞 is the 
Reynolds number based on the hydraulic diameter and 𝐃𝐡 is the hydraulic diameter. For higher 
values of 𝐞 , the assumption of uniform velocity at the inlet is not appropriate and hence 𝐋𝐝 is 
estimated by  
 Ld =  −121.61 Re
−1 + 0.613 Re − 0.126 ± 1.3%  Dh 100 < 𝑅𝑒 < 1000 (2.2 − 18) 
2.2.2.2 Friction Factor 
The friction factor  f  has two definitions based on Darcy and Fanning and relates the roughness 
effects to the pressure drop in pipes and ducts.  The Fanning friction factor is defined as the 
ratio of the wall shear stress to the flow kinetic energy per unit volume and is given by  
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                           f =
τw
1
2 ρV
 2
                                                                (2.2 − 19)          
where f is the Fanning friction factor,  τw  is the wall shear stress,  ρ is the fluid density and  V   is 
the average velocity.  The Darcy friction factor is four times the Fanning friction factor and is 
given by 
                   fDarcy = 8
τw
ρV 2
= 4 fFanning                                        (2.2 − 20)          
Often the head loss in a pipe is related to the friction factor by  
                         hf = f 
L
Dh
V 2
2g
                                                             (2.2 − 21)          
where hf  is the head loss,  L is the channel length,  g is the acceleration due to gravity. For a 
rectangular channel of height  h and width w the friction factor can be written in terms of the 
flow rate as  
                           f =
4 ∆P
ρ L Q2
 
h3 w3
h + w
                                                 (2.2 − 22)          
where Q is the volumetric flow rate and ∆P is the pressure drop across the length of the 
channel. For laminar flow in a rectangular channel, a laminar friction constant  C = f Re  can be 
defined, which is a function of aspect ratio α of the channel and is given [62, 63] by 
                                                                                                                                                     
f Re = 96 1 − 3.3553α + 1.9467α2 − 1.7012α3 + 0.9564α4 − 0.2537α5  
                                                                                                                           (2.2 − 23)    
where the f in equation (2.2-23) is based on Darcy friction factor and 0 < 𝛼 < 1. This is also 
sometimes referred as Poiseuille number Po = f Re when it is based on Fanning friction factor 
and is given by 
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Po = 24 1 − 3.3553α + 1.9467α2 − 1.7012α3 + 0.9564α4 − 0.2537α5      (2.2 − 24) 
Friction factor for ducts of various cross-sections have also been investigated. For example 
Poiseuille number for laminar flow in hexagonal ducts was reported by Damean & Regtien [93] 
and friction factors for ducts of various cross-sections are reported by Shah & London [66].  
2.2.2.3 Fully Developed Laminar Flow  
Consider the cross-section of a rectangular channel as shown in Figure 4. Let W and H be the 
width and the depth of the channel with y and z denoting the corresponding coordinate 
directions respectively.  Consider the fully developed laminar flow in a rectangular channel with 
the flow directed along x-direction and u, v, w denoting the components of velocity along the 
coordinate directions. Since the flow is fully developed, the variation of x-component of velocity 
is independent of the flow direction. i.e.  
∂u
∂x
= 0.  Solving the momentum equation (2.2-25) with   
                                           
∂2u
∂y2
+
∂2u
∂z2
= −
1
η
∇P                                                     (2.2 − 25)          
the boundary conditions  u = v = w = 0, the velocity profile is given by [65, 73]  
u z, y =
∆P
2 η L
 
H2
4
− y2 −
4 ∆P H2 
μ L π3
 
1
k3
 sin  
k π
H
 y +
H
2
   
cosh  
k π z
H  
cosh  
k π W
H  
  (2.2 − 26) 
∞
k=1,3..
 
 
 
 
 
 
 
 
Fig 2-4. Cross-sectional View of a Flat Rectangular Channel  
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Integrating equation (2.2-26) along the cross-section of the channel the volumetric flow rate 
through the channel is given by  
 
 
 
 where  𝐐𝐩 is the volumetric flow rate,  𝐀𝐑 =
𝐇
𝐖
   is the aspect ratio of the channel,  𝐟(𝐀𝐑)  is 
the value of infinite series shown in equation (2.2-27) and is a function of aspect ratio 𝐀𝐑 .  
2.2.2.4 Dispersion of a Solute in a Rectangular Channel in Laminar Flow 
The nature of the velocity profile in laminar flows in a rectangular channel is parabolic. The 
velocity varies from zero at the walls to maximum at the center of the channel. A plug of solute 
when introduced into the channel undergoes shear or dispersion because of the variations in 
the velocity along the cross-section.  The understanding of dispersion phenomena is important 
due to its wide range of applications ranging from material pollution, chromatography, and 
chemical reactors to Lab on Chip devices. Consider a solute with molecular diffusivity  𝐃𝟎 and 
initial concentration  𝐂𝟎  injected into the channel. The concentration variation due to diffusion 
and convection is governed by the equation 
                         
∂C(x, y, z, t)
∂t
+ u ∙ ∇C(x, y, z, t) = D0∇
2C(x, y, z, t)             (2.2 − 28)          
The assumption of this equation is that the dimension of the solute molecule is negligible 
compared to the channel dimensions, where  𝐮  is the velocity profile in equation (2.2-26) and 
C(x, y, z) is the concentration at any location in the channel.  Using the no flux boundary 
conditions  D0∇  C ∙ n  |∂S = 0 on the walls of the channel where n    is the vector perpendicular to 
Qp = −
∆P
 L
 
 w4
12 η
AR  1 −  
192
π5AR
 
1
(2 k + 1)5
 Tanh  2 k + 1 
π
2
 AR  
∞
k=0
  
 
𝐟 (𝐀𝐑)                                        (2.2-27)                            
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the channel boundary  ∂S , and the initial concentration  C x, y, z, 0 = C0  the distribution of 
concentration along the channel at any instant can be described.  Apart from the molecular 
diffusion, additional dispersion arises due to the parabolic velocity profile in the channel. This 
can be characterized by an effective diffusivity  Deff   taking into account both the molecular 
diffusion and also due to convection of the fluid. It was shown [69] that the effective 
dispersivity for flow between parallel plates is  
                              Deff = D0  1 +
1
210
Pe2                                               (2.2 − 29)          
where  𝐏𝐞 is the Peclet number defined as the ratio of diffusive time scale to the convective 
time scale. The additional dispersivity arises due to the shear induced because of the presence 
of the plates.  Limiting the value of Deff   is important as it can decrease the resolving power of 
chromatographic separations. In a rectangular channel the effective dispersivity is considerably 
different due to the presence of the side walls. These sidewalls slow down the fluid 
considerably, and thus increase the fluid shear.  For a rectangular channel the effective 
dispersivity is given by [71, 94]  
                        Deff = D0  1 +
7.95
210
Pe2                                                     (2.2 − 30)          
The interesting aspect of equation (2.2-30) is that, as the ratio of  
𝐰
𝐝
≫ 𝟏 the effective 
dispersivity does not approach that of infinite parallel plates but converges to a value of 𝟕.𝟗𝟓 
.As discussed previously, this can be attributed to the presence of side walls inducing 
considerable shear on the fluid close to the walls. Hence the study of dispersion phenomena is 
very important in many applications.  
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CHAPTER 3. ELECTROKINETIC PHENOMENA 
3.1 Literature Review 
3.1.1 Introduction to Electrokinetic Phenomena 
The need to manipulate small amount of fluidic samples in microfluidic devices has led 
researchers to explore various ways. One of the ways to manipulate fluids is based on the 
principle of electroosmosis. Electrokinetic flow was first discovered by Reuss [95] in his 
experiments, where he observed that flow can be induced by the application of an electric field. 
This movement of fluid is due to the formation of an electric double layer (EDL) close to the 
charged surface. Most solid surfaces acquire a charge when in contact with a liquid which 
results in the formation of EDL. The origin of the charge and Electric Double Layer (EDL) will be 
explained in the next section. Helmholtz was the first to conceive the idea of EDL to explain the 
electroosmotic phenomena and was able to analytically relate the electric and flow parameters 
[96]. He postulated that all counter-ions are ordered in a plane located at a certain distance 
from the charged surface, the potential of which depends linearly on the distance between the 
charged planes. One of the first theories of charge distribution and potential at this EDL was 
proposed by Gouy [97]  and then independently by Chapman and Stern [98, 99]. In their work, 
they showed evidence that the potential of the EDL depends exponentially on the distance 
from the charged surface. A detailed discussion of EDL structure shows that the EDL consists of 
two layers:  one layer in which charges are bound to surface, and another diffuse layer where 
the charges are free to move [100]. This diffuse layer is responsible for the observed 
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electrokinetic phenomena. As will be discussed in the next section, there is a potential drop in 
the EDL from the charged surface to the end of diffuse layer.  
3.1.2 Zeta Potential and Its Measurement 
The potential at the shear plane close to the charged surface where the hydrodynamic motion 
is possible is known as zeta (𝛇) potential. In order to accurately predict the 𝛇 - potential, the 
distribution of ions is the double layer should be known. It is usually sufficient to treat the ions 
as following Boltzmann distribution, which combined with the Poisson’s equation for electric 
charge density, can completely describe the distribution of electric potential in the EDL.  The 
limitations of the Poisson-Boltzmann equation is that it fails to accurately describe the ion 
distributions very close to the surface, where the ions can no longer be assumed as point 
charges and size effects become important. The other factors which come into play at these 
short distances are the Ion-correlation effects, solvation forces, and Image forces [101]. The 𝛇 -
potential is very much influenced by the size and valence of the counter-ions, temperature and 
pH. The  logarithmic functional form [102] variation with the counter-ion (𝐜) concentration (  
𝛇~ − 𝐥𝐨𝐠 𝐜  ), works well for wide range of concentrations and is consistent with the observed 
data for polymers [103]. The velocity acquired by a fluid in the presence of electric field is 
governed by 𝛇 -potential and hence an accurate measurement is of utmost importance.  
                     Zeta potential can be measured by the time history of current as a function of time 
when two reservoirs with different buffer concentrations are connected by the capillary [104]. 
The time required to fill the capillary (when one buffer completely displaces the other) is used 
to calculate the velocity. This was also validated by a theoretical model to predict 
electroosmotic when the one solution is displaced by the other [105]. Other methods to 
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measure 𝛇 -potential have also been reported which used imaging of neutral tracers particles in 
their measurement of velocity profiles [106, 107]. Another method by using Laser Doppler 
Velocimetry (LDV) was also proposed as a means for the measurement of zeta potential [108].  
3.1.3 Review of Electric Double Layer (EDL) and Debye Length 
Once the distribution of potential is solved, the complete information about the velocity and 
pressure fields can be known by solving the Navier-Stokes equations. Electroosmosis is 
modeled by adding a body force term to the Navier-Stokes equations. In order to accurately 
solve these equations, the flow inside and outside the double layer is to be resolved. The flow 
inside a double layer is needed if the double layer thickness or Debye length  𝛋−𝟏 is comparable 
to the channel dimensions. The double layer thickness can be estimated from the balance 
between the electrical energy and the thermal energy [109].  When the double layer thickness 
(Debye length) is very small compared to the channel dimensions, we no longer need to solve 
the flow inside the double layer under the assumption that the charge distribution near the wall 
is unaffected by the externally applied electric field. For example, in the case of distilled water 
the Debye length  𝛋−𝟏 ≅ 𝟎. 𝟏µ𝐦 [110], whereas the shortest characteristic channel dimension 
is usually more than 5µm [111-113] . The thin double layer approximation termed as Debye 
Huckel approximation, was proposed as a way to linearize the non-linear Poisson-Boltzmann 
equation for small electrical potentials and established that every ion is surrounded by a  𝛋−𝟏 
wide ionic atmosphere [114]. In addition to double layer on charged surfaces, EDL also forms on 
charged particles or molecules like DNA and cannot always be modeled on the basis of Debye-
Huckel approximation [115]. Nevertheless Debye-Huckel approximation greatly simplifies the 
mathematical treatment of electrokinetic flows and is applicable to most situations in 
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microchannels [116]. The limitations of Debye-Huckel approximation occurs for high cation - 
anion differences or surface potentials [117], at which point the Gouy-Chapman theory should 
be used to  solve for the potential distribution. This can also be stated in other words by the use 
of electrokinetic radius  𝜿𝐚  where 𝛋 is the inverse of Debye length ( 𝛋−𝟏 ). For very large values 
of 𝐚 , the Debye-Huckel approximation can be used to predict the potential distribution with 
reasonable accuracy. For example, in a flow through a slit, it was shown that when 𝜿𝐚 > 5  the 
error in estimating the potential is less than 1% [118]. This was also extended to flow in a 
capillary to show the limitation of applying the Debye-Huckel approximation based on the 
electrokinetic radius [119]. At the condition when 𝜿𝒂 ≪ 𝟏 the double layer overlap occurs 
[100] and the Debye-Huckel approximation may lead to errors in the calculation of velocity 
distribution [120, 121]. The Debye-Huckel approximation is valid at low zeta potentials, which 
was then extended to account for high zeta potentials to predict the electroviscous retardation 
effect with respect to both electrokinetic radius and zeta potential [122]. One way to model the 
flow using Debye-Huckel approximation is by applying a slip velocity boundary condition at the 
walls  with the only requirement being that, the characteristic dimension ( 𝐝 ) must be larger 
than the Debye length i.e.  𝐝 ≫  𝛋−𝟏 [123]. This is equivalent to setting the electrical body force 
equal to zero, thereby eliminating the need to solve the flow inside the double layer [124]. A 
similar slip condition had been used in the study of patterning the surface with different surface 
charge and applying electric field to generate complex flows [125]. Santiago [126] derived a set 
of conditions under which the slip velocity is applicable and the conditions of similitude 
between velocity and the applied electric filed have also been investigated by other researchers 
[127, 128].  
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3.1.4 Electroosmotic Mobility and Surface Heterogeneity:  A Review 
Several theories were put forward relating the surface charge, zeta potential, channel size, and 
the EOF velocity distribution [129, 130]. The slip velocity (  𝐯 = 𝛍𝐞𝐨𝐄  ) is a function of 
electroosmotic mobility ( 𝛍𝐞𝐨 ) and applied electric field 𝐄.  Electroosmotic mobility defined as 
the velocity acquired by a charged particle or an ion per unit field strength is in turn a function 
of zeta potential  𝛇 . Electroosmotic mobility can be measured by using a current monitoring 
method which measures the time history of current generated [104, 131]. It is shown that the 
zeta potential is different for different conditions based on the type of material, buffer 
concentration, pH etc [132]. This variation in 𝛇 -potential can arise unintentionally during 
manufacturing, experimentation (adsorption of species onto wall) etc., or can be altered 
deliberately by chemical modification or radial electric fields [133]. Depending on the 
application, this axial variation can be detrimental or advantageous. For example, it can be 
detrimental in the sense that, analyte adsorption on to the walls of the channel give rise to non-
uniformities in the 𝛇 –potential leading to species dispersion [134] and significantly affecting 
the separation efficiency in capillary electrophoresis [135, 136].  On the other side, this surface 
heterogeneity can be exploited to provide better mixing at the microscale level [124, 137-140]. 
Many researchers have studied the affect of surface heterogeneity in electrokinetically driven 
applications. An analytical solution was proposed for the flow in a cylindrical capillary with 
varying zeta potential along the axis of the channel [141]. The non-plug like behavior of velocity 
profile was attributed to the pressure gradients induced by an axial variation of the zeta 
potential [142, 143]. This non-plug behavior in velocity profiles can also arise due to 
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temperature gradients in the channel and can significantly affect the separation efficiency [144-
146].  
3.1.5 Review of EOF in Non-Circular Channels and Dispersion Phenomena 
Apart from the circular capillaries, flows in rectangular channels have also been a subject of 
interest because of their widespread use in innumerable applications. Electro-osmotic flow in a 
rectangular cross-section was first studied by Burgreen et.al. [118] . An analytical expression for 
velocity profile in rectangular channels with different zeta potentials along the walls was given 
by Andreev et.al [147] and the results were also investigated experimentally [148, 149]. This  
was extended to channels of arbitrary cross-section and zeta potential variation and compared 
with asymptotic theory using lubrication approximation [150, 151].  The characteristics of EOF 
in a rectangular channel were investigated numerically to demonstrate the significance of 
geometrical effects, ionic concentration, zeta potential and field strength on EOF and it was 
shown that these parameters can affect the flow rates significantly because of the impact on 
the formation of the double layer [152]. A novel approach using an averaging technique was 
explored without using the Debye-Huckel approximation for the analysis of electroosmotic 
pumping in rectangular microchannels [153].  As noted before, dispersion phenomena are 
critical to the study of electroosmotic flows. Analytical solutions for Taylor-Aris dispersivity in 
rectangular channels having small zeta potentials were proposed to analyze transport of neutral 
solutes and comparison was made with numerical simulations [154]. These solutions were 
extended  to account for transport in channels with high zeta potentials in approximating the 
dispersion coefficients as a function of Debye length and Peclet number [155, 156]. Dispersion 
has also been studied by video imaging of caged fluorescent dyes [107], nuclear magnetic 
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resonance [157] techniques and it was found that for the same velocity the dispersion is 
considerably high in pressure driven flows.  Dispersion has also been studied experimentally in 
channels of trapezoidal cross-section and compared with numerical simulations to show the 
effect of surface oxidation on the induced EOF [158]. In addition to these studies, various other 
aspects of EOF have also been explored by several researchers. For example: electrokinetic flow 
of non-Newtonian fluids in microchannels [159],  EOF at liquid-air interface [160], EOF at metal-
electrolyte interface [161]  and electroosmosis of polymer solutions [162] are some of the 
interesting areas of research. In this thesis the focus will be on EOF of single phase, Newtonian 
fluids.  
3.2 BACKGROUND 
3.2.1 Origin of Surface Charge 
Electroosmosis is the movement of fluid by the application of electric field. Most solid surfaces 
acquire a surface charge when in contact with an electrolyte. The origin of this surface charge 
may be due to various reasons and some of them are listed below [101, 163, 164].  
1. Ionization of Surface Groups 
The surface becomes negatively charged or positively charged depending on the type of groups 
present on the surface. The dissociation of acidic groups gives rise to a negatively charged 
surface and dissociation of basic groups gives rise to a positive charge. For example the 
charging mechanism of a negatively charged surface is given by the reaction  
  HCOOCOOH  
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The magnitude of this charge depends on the strengths of the surface groups and on the pH of 
the solution. 
2.  Differential Dissolution of Ions from Surfaces of Sparingly Soluble Crystals 
This type of charging mechanism may occur when a silver iodide crystal (AgI) is placed in water 
and the silver ions dissolve preferentially, leaving a negatively charged surface. This charge can 
be further controlled by the addition of Ag+ ions in the form of AgNO3 solution or any other 
solution containing Ag+ ions. For example, further addition of Ag+ ions to the already charged 
surface reduces the charge as it suppresses the preferential solution of silver ions. 
 3. Isomorphic Substitution 
Materials like Clays may exchange an adsorbed intercalated or structural ion with one of lower 
valency, thus producing a negatively charged surface. For example, Al3+ may replace Si4+ in the 
surface of the clay thus producing negatively charged surface. 
 4. Charged Crystal Surfaces 
When a crystal is broken, surfaces with different properties are exposed and these exposed 
edges may take up ions to give charged edges. For example, in some clays when a platelet is 
broken, the exposed edges contain Al(OH)3 groups which take up H
+ ions to give positively 
charged edges. 
5. Specific Ion Adsorption 
Surface charge may also arise when surfactant ions may be specifically adsorbed on surfaces. 
Cationic surfactants can adsorb to negatively charged surfaces to yield net positive charges. 
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3.2.2 The Electric Double Layer (EDL) 
When a surface such as a glass is introduced in an electrolyte solution, the glass acquires a 
surface charge due to any of the reasons explained earlier. The formation of the double layer at 
the interface of the charged surface and the electrolyte can be attributed to the preference of 
one species in the solution to move close to the surface over the other [165]. These charges on 
the surface exert an influence on the surrounding environment by virtue of their electric field.  
The like charges (co-ions) will be repelled while opposite charges (counter-ions) will experience 
an attractive potential. However, the random thermal motion will act against this tendency. 
This combination of electrical potential energy and thermal energy gives rise to two layers 
closed to the charged surface. The inner layer called the Stern layer consists of immobile ions 
whose thermal energy is not sufficient to escape the attractive potential of the ions on the 
charged surface. The outer layer (next to Stern layer) is a Guoy-Chapman layer (diffuse), where 
the ions are free to move and where there are excess counter-ions compared to co-ions. The 
combination of this Stern Layer and the diffuse layer is termed the Electrical Double Layer (EDL) 
and was independently proposed by Gouy,Chapman and Stern [97, 99, 166]. This EDL is 
responsible for the observed electrokinetic phenomena. The electrokinetic effects is 
categorized into the following phenomena [109, 167]. 
Electrophoresis – Electrophoresis is the migration of the charged particles in an electric field. 
Sedimentation Potential – This is the potential developed due to the sedimentation of charged 
particles in an electrolytic medium. 
Electroosmosis – The movement of the fluid due to the application of an electric field 
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Streaming Potential – This is the opposite of electroosmosis, where a potential difference is 
developed due to the flow of the fluid on a charged surface.  
3.2.2.1 Theory of Electric Double Layer (EDL): Guoy- Chapman analysis 
 
Fig 3-1. Ion distribution in an electrical double layer 
The electrical double layer is schematically shown in Figure 1. The figure shows the Stern and 
the diffuse layer.  As discussed previously, there are excess of counter-ions in the diffuse layer 
and hence the electroneutrality condition is not obeyed in the diffuse layer. Nevertheless, the 
bulk of the fluid outside the diffuse layer can assumed neutral and can be approximated by the 
electro neutrality condition which will be discussed in the next section.  These excess ions in the 
diffuse layer cause the potential to drop in a small distance from the charged surface. The 
potential Φ in this layer is related to the charge density ρε  on the surface by the Poisson’s 
equation 
                                                    ∇2Φ = −
ρε
ϵ
                                        (3 − 1)                           
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Where "ϵ”  is the permittivity of the solvent. The charge density is given by ρε =   ziFCii   
where F being the Faradays Constant, zi  and Ci  being the valence and the ionic concentration of 
the species respectively.  Substituting the charged density in equation (3-1) the potential is 
related to the ionic concentration of the species by 
                                                  −ϵ∇2Φ =  ziFCi
i
                               (3 − 2)                           
The ion distribution near a plane wall at  𝑥 = 0  with potential Φ(x) is given by the Boltzmann 
distribution from Statistical Thermodynamics as  
                                     Ci = C0exp  
−FzΦ
RT
                                         (3 − 3)                           
Substituting equation (3-3) in (3-2) and assuming  z+ = −z− = z , the potential distribution for 
a symmetrical electrolyte is given by 
                         ∇2Φ =
2FzC0
ϵ
sinh  
FzΦ
RT
                                (3 − 4)                    
Consider the charged surface with coordinate “x” denoting the direction perpendicular to the 
charged surface, the equation (3-4) in one-dimension can be written as  
                                            
Φ
dx2
=
2FzC0
ϵ
sinh  
FzΦ
RT
                    (3 − 5)                          
The solution to this equation was given by [100] where equation (3-5) was multiplied by 2
dΦ
dx
 to 
give 
                                      2
dΦ
dx
 d2Φ
dx2
=
4FzC0
ϵ
sinh  
FzΦ
RT
  
dΦ
dx
                 (3 − 6)                               
which when integrated on both the sides gives 
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                        tanh  
FzΦ
4RT
 = tanh  
FzΦs
4RT
 exp −κ(x − d)      (3 − 7)                         
Where 𝛋 is the inverse of the debye length which is discussed in the next section and x=d is the 
starting point of the diffuse layer.  
3.2.2.2 Debye Huckel Approximation 
The above nonlinear equation (3-4) can be considerably simplified if the electrical potential 
energy is very small compared to the thermal energy i.e.  FzΦ ≪ RT .    If FzΦ ≪ RT  then  
                                        sinh  
FzΦ
RT
 ≈
FzΦ
RT
                        (3 − 8)                  
This approximation when substituted into equation (3-4) gives a linear differential equation for 
the potential which is  
                                               ∇2Φ =
2F2z2C0
ϵRT
Φ                          (3 − 9)                          
This linearization of the Poisson-Boltzmann equation in the above manner is termed Debye-
Huckel approximation. For a plane charged surface with x denoting the coordinate direction 
perpendicular to the charged surface the potential distribution (3-5) can be written as  
                                                  
 d2Φ
dx2
= κ2Φ                              (3 − 10)                 
Where κ2 =
2F2z2C0
ϵRT
 and κ−1 is called the debye length or the thickness of the diffuse layer is 
given by 
                                           κ−1 =  
ϵRT
2F2z2C0
 
1
2
                           (3 − 11)            
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The solution of equation (3-10) with boundary conditions Φ = Φs  at x = 0 and Φ = 0 as 
x → ∞ is  
                                          Φ = Φsexp −κx                                    (3 − 12)            
This Debye Huckel approximation is applicable in many cases when the channel dimensions or 
the length scale in consideration is very large compared to debye length  κ−1  and considerably 
simplifies analysis.  Figure 2 shows the variation of the potential  Φ with the distance from the 
charge surface. 
3.2.2.3 Factors Affecting the Double Layer Thickness  
It is seen from the equation (3-11) that the double layer thickness depends purely on the 
properties of the electrolyte composition and is independent of the nature of the charged 
surface.  It can be seen that if there is no thermal motion of the ions or perfect shielding (RT=0) 
the double layer reduces to an infinitely thin layer. If the valence of the counter-ions is 
Table 3-1 Variation of Debye Length with Ionic Concentration 
Ionic concentration( M) Debye Length  𝛋−𝟏( nm) 
𝟏𝟎−𝟔 304.0 
𝟏𝟎−𝟒 30.4 
𝟏𝟎−𝟐 3.04 
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increased, the double layer thickness reduces, since less distance is needed to neutralize the 
charged surface.  For example, the double layer thickness variation with the ionic concentration 
is shown in Table 1 [164]. 
3.3 Governing Equations for Electrokinetic Flows 
The electrokinetic flow is modeled by adding a body force term  fe = ρeE  in the Navier-Stokes 
Equation. “E” is the externally applied field and ρe  is the charge density in the diffuse layer. 
Consider an electrolyte with N species of ions having charges  ezk   where “e” being the charge 
of the electron,  zk   being the valence of the ion and  ck   be the ion concentration, then the 
charge density in the diffuse layer is given by  ρe = F  zkk ck  
Each ion species obeys the conservation equation          
          
∂ck
∂t
+  ∇. Jk  = Rk                                                           (3 − 13) 
Where Rk  is the molar rate of production of the species ” k “ per unit volume by a 
homogeneous chemical reaction and  Jk   is the molar flux relative to a fixed coordinate system 
.Since the current in an electrolytic solution is carried by the charged particles ,the current 
density “ i “ at any point in the solution is given  
                                  i = F  zkk Jk                                                                         (3 − 14) 
where F is the Faraday’s constant. In order to solve for equations (3-13) and (3-14), we need to 
know the expression for the molar flux  Jk  .The total molar flux contains the contribution due to 
the diffusive flux, convective flux and the flux due to migration of the charged species and is 
given by the equation  
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  Jk = −Dk∇ck + ckv − Fzkckμk∇Φ                                          3 − 15  
where Dk  is the diffusion coefficient of the species k, μk  is its mobility, Φ  is the electrical 
potential and “v” is the velocity of the solution. The above equation is valid only in the case of 
infinitely dilute solutions [165, 168] and is not applicable to solutions where there are 
concentration variations. The reason being that in infinitely dilute solutions the mass average 
velocity of the species is approximately equal to the bulk solvent velocity, while in the case of 
concentrated solutions there is a deviation of the species velocity from the bulk average 
velocity. Equation (3-15) cannot be used in the case of a concentrated solution since the driving 
force for diffusion should be an activity gradient and activity gradients are identical to 
concentration gradients only in extremely dilute solutions. Also the current density is not 
proportional to electric field if there are concentration gradients. To see this, substituting 
equation (3-15) in equation (3-14) we have the expression 
      
i = F2∇Φ zk
2
k
ckμk  – F  zk
k
Dk∇ck + Fv  zk
k
ck                                    3 − 16  
The last term in the above equation is zero due to the electroneutrality condition [109, 165] 
and hence reduces to 
                                      i = − Γ ∇Φ − F  zk
k
Dk∇ck                                          (3 − 17) 
where   
                                                      Γ = F2   zk
2
k ckμk                                                         (3 − 18) 
is the conductivity of the solution. In the case of no concentration gradients the current density 
reduces to  
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                                     i = − Γ ∇Φ                                                                 (3 − 19) 
Equation (3-19) is an expression of Ohm’s law, valid for electrolytes in the absence of 
concentration gradients. Equation (3-17) shows that even in the absence of current, there may 
be a gradient of potential given by  
                                     ∇Φ = −  
F
Γ
 zk
k
Dk∇ck                                       (3 − 20) 
The continuity and the mass conservation equations are needed to determine the function “ v  
“ in equation (3-15) .The complete Navier-Stokes equations incorporating the electrical body 
force term along with the mass conservation equation are given by  
                                                 
∂ρ
∂t
+ ∇.  ρv = 0                                        (3 − 21)      
    
D ρv 
Dt
= −∇P + η∇2v + ρeE                                             (3 − 22) 
As an example [169] consider the motion of a liquid on an infinite solid surface with no pressure 
gradients and moving due to the applied electric field. The Navier-Stokes equation (3-22) 
reduces to balance between electrical body force and the viscous forces and can be written as  
                               η
∂2u
∂y2
= εEx
∂2Φ
∂y2
                                                                     (3 − 23) 
Integration of the above equation yields 
                                u =
εEx
η
Φ y + Ay + B                                                               (3 − 24) 
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As the distance from the solid wall increases, the velocity” u” must be finite and hence A=0. At 
a certain point near the solid surface, the velocity becomes zero due to the no-slip condition. 
Assume that ΦS  is the potential near the surface where the velocity is zero so that   
                  B = −
εEx
η
ΦS                                                                   (3 − 25) 
 Far from the wall the potential has a constant value Φ0  and the velocity has constant value 
equal to  
                u =
εEx
η
 ΦS − Φ0                                                            (3 − 26) 
The drop in potential  ΦS − Φ0   is termed as  ζ potential and equation (3-26) represents the 
slip velocity acquired by the edge of the diffuse layer when an electric field is applied. Defining 
the mobility μ =  εζ/η  as the average velocity acquired by an ion per unit field strength the slip 
velocity can be written as  
                                                        U = μ Ex                                                              (3 − 27)                                                                             
This is the Smoulchowski slip velocity applicable in the limit of debye-Huckel approximation.  
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CHAPTER 4. NUMERICAL SIMULATION OF PRESSURE DRIVEN FLOWS IN 
MICROFLUIDIC INTERCONNECTS 
 
 4.1 Introduction 
Numerical simulations were performed to see the effect of geometric misalignments in 
pressure driven flows. Geometric misalignments can frequently arise in many instances either 
due to manufacturing inconsistencies or during processes like alignment of chips or when 
bonding chips together. 
 
 
 
 
Fig 4-1 (Top) Possible Case of End to End Interconnection 
Fig 4-2 (Bottom) Possible Case of End to End Interconnection 
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Fig 4-3 Possible case of misalignment in 
Channel overlap 
Fig 4-4 Possible case of misalignment in 
channel overlap with a V-groove and 
hemispherical post 
 
 
Fig 4-5 Case of a perfect alignment between Tubing and Reservoir 
 
                                  
Fig 4-6 Experimental image of an Extreme case showing a  misalignment of 164µm 
between center of reservoir and drilled hole 
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The three main types of misalignment cases occurring in practice are: misalignment in End to 
End Interconnection shown in Figure 4-1 and 4-2 [170], misalignment due to channel overlap 
(Figure 4-3 and 4-4), and misalignment due to Tube in Reservoir (Figure 4-5 and 4-6). For each 
possible misalignment case, the effect on pressure drop and the flow behavior was evaluated. 
The geometrical misalignment causes a reduction in the available flow area at the mismatch 
plane. This sudden reduction of cross sectional flow area can cause an appreciable head loss or 
sudden drop in pressure at the mismatch plane.  In the following sections, each of the possible 
misalignment cases will be discussed and the effect of misalignment will be evaluated in terms 
of pressure drop and equivalent length.  
4.2 End to End Interconnection 
4.2.1 Design of the Channel 
The end to end interconnect design consists of two channels connected in parallel and with a 
 
Fig 4-7 3-D View of  Simulated End-to-End Interconnection Model 
(dimensions in µm)  
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geometrical mismatch introduced at the interconnection location as shown in Figure 4-7. The 
length, width and depth (L, w, H) of the channels in the simulation are 1000µm, 50µm and 
150µm respectively. When a geometrical misalignment is introduced at the interconnection 
location, there is a reduction in the available flow area at the mismatch location. Let the 
original cross-section of the channel be denoted by A1 and the reduced flow area at the 
mismatch location be denoted by A2 as shown in Figure 4-8. In order to evaluate the 
misalignment effects, numerical simulations have been performed by varying the area ratios  
A1
A2
.  The cases simulated are with area ratios of 1.14, 2, 2.4 and 4. The effect of misalignment on 
the flow behavior was investigated for practically relevant Reynolds numbers ranging from 
0.075 to 75.  The fluid was assumed to have the properties of water and was allowed to enter 
through one face of the channel and exit out of the other channel.  
 
 
 
 
 Fig 4-8 Cross-sectional view of the available flow area at the 
mismatch plane 
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4.2.2 Pressure Drop due to Geometrical Misalignment 
Consider a channel as shown in Figure 4-9 with the pressure variation along the channel. The 
locations 1, 2, 3 denote the pressure at the inlet, mismatch plane and the outlet.  The pressure 
drop due to geometrical misalignment can be written analogous to the drop due to sudden 
expansion or contraction as [82] 
                                            ΔPM = P12 − P23                                      (4.2 − 1)                    
Where ΔPM  is the pressure drop at the geometrical misalignment,  P12and P23 are the pressure 
drop in the first and second channels.  The total pressure drop at the mismatch plane is a 
combination of reversible components and irreversible components  ΔPM = ΔPM,R + ΔPM,I  
where ΔPM,R  is the reversible component of the pressure drop and ΔPM,I is the irreversible 
component of the pressure drop at the mismatch location. The irreversible component of the 
 
 
 Fig 4-9 Pressure variation in a channel with a geometrical misalignment 
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pressure drop is due to the conversion of mechanical energy into thermal energy.  This pressure 
drop ΔPM  can quantified in terms of the equivalent length of a straight pipe as 
  
                         hM =
ΔPM
ρ
= f  
Le
Dh
 
1
2
V 2                                  (4.2 − 2) 
where ” hM  “ is the head loss due to the geometrical mismatch and  “  f  “ is the friction factor 
evaluated in the straight part of the channel.  Le  ,  Dh  ,  V   are the equivalent length of a straight 
pipe,  the hydraulic diameter and the average velocity in the channel.   
4.2.3 Simulation Description 
Numerical simulations were performed with CFD software FLUENT.  The model was meshed 
using in built grid generation software GAMBIT. Since the channels in all the cases were of 
rectangular, a hexahedral mesh was used while meshing the geometry. Grid convergence was 
ensured in all the cases such that the flow velocity has less than 1% variation between different 
grid densities. The density of the grid was varied between 0.5 million cells to 1.5 million cells 
depending on the situation. For example, at higher Reynolds numbers (Re=75) a dense grid of 
1.5 million cells was used to calculate the flow field in the extreme case of available area ratio  
A1
A2
= 4.  Figure 4-10a shows a comparison of velocity along a slice for two different mesh 
densities. Another check of convergence was done by comparing the fully developed velocity 
profile in the rectangular channel with the analytical solution. The analytical solution in a 
rectangular channel obtained by separation of variables and reported in literature [73] was 
programmed using MATHEMATICA (See Appendix A).  The fluid was assumed to be 
incompressible and was assumed to have the properties of water. The comparison between  
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Fig 4-10a&b  (Top) Comparison of velocity along a channel for two different grid 
densities (Bottom) Comparison between analytical and numerical velocity profiles 
in a cross-sectional slice 
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analytical and numerical solution is shown in Fig 4-10b. As may be seen, the converged 
numerical solution is in good agreement with the analytical solution i.e. the error between 
them is less than 1%.  During the simulation a no slip boundary condition was used on the walls 
of the channel and a velocity inlet boundary condition was specified at the inlet. An outflow 
boundary condition is specified at the exit where the FLUENT software extrapolates the 
information at the exit from the interior. The outflow boundary condition uses a zero 
diffusional flux for all flow variables and a mass balance correction is applied the exit. A 
segregated solver is used for all the cases with implicit formulation. All the cases are run to 
obtain a steady state solution.  
4.2.4 Results and Discussions 
Numerical simulations of pressure driven flows were performed for the channel shown in 
Figure 4-8. The amount of misalignment was varied by changing the available flow area ratio 
A1
A2
 
in the amounts of 1.14, 2, 2.4 and 4. Each case was simulated for Reynolds numbers of 0.075, 5, 
10, 15, 25, 37.5 and 75. The equivalent length was evaluated for each case for various Reynolds 
numbers and is shown in Figure 4-11. It can be seen that as the available flow are decreases i.e.  
A1
A2
 increases, the equivalent length increases considerably indicating a higher pressure drop. 
The equivalent length is non-dimensionalised by the hydraulic diameter Dh  and the Reynolds 
number is plotted on the semi-log scale. It can be seen from the figure above that the non-
dimensionalised equivalent length can be more than 20 for the extreme case of misalignment 
ratio i.e. 
A1
A2
= 4 . The trend in the equivalent length is not exactly linear as the pressure drop 
due to the geometrical misalignment increases in non-linear fashion as the Reynolds number 
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increases.This is due to the recirculation regions formed which cause an additional pressure 
drop at higher Reynolds numbers due to viscous dissipation (i.e. conversion of mechanical 
energy into thermal energy). Figure 4-12 shows the velocity profile at the mismatch plane at 
various Reynolds numbers for the extreme case of area ratio   
A1
A2
= 4  . It can be seen from Fig 4-12 that an adverse pressure gradient develops at the 
mismatch plane due to the sudden reduction in the cross sectional area. As the fluid 
approaches the misalignment, the velocity of the fluid is increased with a corresponding drop in 
pressure. As it crosses the misalignment plane, to maintain the mass conservation in the 
channel a pressure gradient develops opposite to the flow direction. At higher Reynolds 
 
Fig 4-11.  Semi-log plot showing the non-dimensional equivalent length as a 
function of Reynolds number  in the case of End-to-End Interconnection 
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 Fig 4-12a (Left) & b (Right)    Velocity vectors for Re=5 (left) and Re=10 (right) in the case of area 
ratio 4:1 
 
numbers, this adverse pressure gradient is sufficient to overcome the flow direction causing 
recirculation regions to develop in the flow. These recirculation regions can occupy a length of 
upto 200µm (i.e. one fifth of the channel length) in the extreme case of 
A1
A2
= 4  and Re=75 as 
shown in Fig 4-13. 
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Fig 4-12c (Left) , d (Right) & e (Bottom)   Velocity vectors for Re=25 (left)  Re=37.5 (right) & Re=75 
(Bottom) in the case of area ratio 4:1 
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4.2.5 Design Rules: Correlation to Predict the Pressure Drop 
It was seen from Figure 4-11 that the equivalent length increases drastically with the increase in 
Reynolds number. The equivalent length was plotted for four different cases of misalignment 
area ratio. In order to estimate the pressure drop for any misalignment ratio, the non-
dimensional equivalent length was scaled by    
A1
A2
  
2
− 1  for all the cases and plotted as a 
function of Reynolds number on a semi-log scale. The results are shown in Figure 4-14. It can be 
seen from Figure 4-14 that scaling the equivalent length provides a more convenient way for 
the estimation of the pressure drop.  The scaled equivalent curves for all the three cases are 
 
 
Fig 4-13c (Left) & d (Right)    Streamlines for Re=37.5 (left) and Re=75 (right) in the case of 
area ratio 4:1 showing the recirculation.  The X-axis shows the length in microns 
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very close to each other i.e. the difference in maximum value of equivalent length between 
area ratios of  
A1
A2
= 4 and 
A1
A2
= 2  is about 15% .  One approach to develop a correlation is to 
curve fit the data in Figure 4-13 to obtain a functional form of scaled equivalent length as a 
function of Reynolds number. Once this is known the pressure drop can be estimated for any 
given misalignment area ratio and Reynolds number. The data in Figure 4-14 is curve fitted in 
the least square sense to obtain the correlation  
Le
Dh   
A 1
A 2
 
2
−1 
= 2.62 × 10−5 Re 2 + 0.0102  Re + 0.3572          (4.2 − 3) 
The curve fit parameters for the above equation are given in Appendix B. Equation (4.2-3) 
depicts the scaled equivalent length purely as a function of Reynolds number.  It can be seen 
 
 
Fig 4-14.  Scaled Equivalent Length as a function of Reynolds Number for Various 
Cases of  Area Ratios 
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that equivalent length can be predicted once the misalignment ratio and Reynolds number is 
known. The pressure drop can be estimated by substituting the equivalent length in the 
equation (4.2-2).  It can also be inferred from Fig 4-11 that equivalent length is not very 
significant for misalignment area ratios less 2: 1. Hence in order to maintain optimum pressure 
drop in a modular device, it can be stated as a design rule that the misalignment area ratio less 
than 2:1 would be tolerable.  
4.3 Interconnection through Channel Overlap 
4.3.1 Design of the Channel
This is the second type of interconnection shown in Figure 4-3 and 4-4. These types of 
interconnection can frequently occur when two chips are bonded on top of each other or
aligned through the use of V-grooves and cylindrical post.  Misalignment can occur between the 
top and bottom surfaces either due to translation or due to rotation of one surface relative to
other.  The misalignment in the case of channel overlap can be in the range of 20µm to more 
than 100µm [171]. In the case of V-grooves and cylindrical post, the mean mismatch can be 
between 103 ± 6 µm in the X-axis and 16 ± 4 µm in the Y-axis direction [172]. In order to 
simulate the effect of mismatch in channel overlap, a channel was designed with another 
straight rectangular channel on top of it as shown in Figure 4-15. The case shown in Figure 4-15 
is one of the many different configurations simulated. The effect of misalignment was seen by 
varying the overlap area or the available flow area at the intersection of the channels.  
straight rectangular channel on top of it as shown in Figure 4-15. The case shown in Figure 4-15
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straight rectangular channel on top of it as shown in Figure 4-15. The case shown in Figure 4-15 
is one of the many different configurations simulated. The effect of misalignment was seen by 
varying the overlap area or the available flow area at the intersection of the channels.   
4.3.2 Results and Discussions 
The effect of misalignment was interpreted in terms of the available flow are ratio 
A1
A2
 .  The 
lengths of the channel are 1000µm each which is the same as used in the End-to-End 
interconnection. These lengths are sufficient for the flow to be fully developed. In order to see 
this, the velocity profiles are plotted on cross-sectional slices extracted from the start of the 
channel as shown in Figure 4-16. The flow is said to be fully developed when the velocity profile 
no longer changes along the channel and reaches a fully parabolic profile. It can be seen from 
the figure below that the flow is said to be fully developed when the velocity profile no longer 
changes along the channel and reaches a fully parabolic profile. It can also be seen that the 
 
 Fig 4-15 3-D View of a simulated model for an Interconnection due to 
channel overlap (Dimensions in µm) 
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 channel length can be upto 400µm before the flow reaches a fully developed condition.  The 
various cases simulated are shown in Figure 4-17 and 4-18. As in the case of End-to-End 
interconnection, all the cases are simulated for Reynolds numbers ranging from 0.075 to 75. 
 
Fig 4-16  Velocity profile at various cross-sectional slices  along the channel starting from 
the inlet for Reynolds number Re=75 
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Fig 4-17 Top, Middle, 
Bottom 
Top View of Simulated configurations showing the 
available flow area ratio  
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Fig 4-18 Top, Middle, 
Bottom 
Top View of Simulated configurations showing the 
available flow area ratio 
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The cases are denoted by numbers M1, M2, etc to M7. The channels in each case have a width 
of 50µm, depth of 150µm and are 1000 µm in length. The configuration M4 has the highest 
available flow area i.e. A2: A1 = 1: 1.  The case M1 has an area ratio of  A2: A1 = 3: 1. All other 
configurations have an area ratio of A2: A1 = 4: 1 and are compared with the configuration M1. 
The same strategy in estimating the pressure drop is followed and the results are interpreted in 
terms of the equivalent length.  For example, the pressure variation for the configuration M5 at 
a Reynolds number of 75 is shown in Figure 4-19. It can be seen that there is a drop in pressure 
because of the geometrical mismatch at the mismatch location. The equivalent length was 
evaluated for all the cases and the area ratio A2: A1 = 4: 1 was compared with the case of area 
ratio A2: A1 = 1: 1. The non-dimensionalised equivalent length for all the cases is shown in 
 
 Fig 4-19 Pressure Variation along the length of the channel for M5 and  
Re=75 
  
 
57 
 
Figure 4-20. It can be seen from the figure that the highest effect of pressure drop is for 
configuration M3 while the lowest pressure drop occurs for the configuration M4. This is 
reasonable because M4 has the highest flow area available which explains the low pressure 
drop at the mismatch location. For low Reynolds number the pressure drop at the mismatch 
location is less. But as the Reynolds number increases, the mismatch results in higher losses as 
there are recirculation regions developing because of the adverse pressure gradient. The 
recirculation region for a particular configuration M5 is shown by the as shown in Fig 4-21. 
4.3.3 Correlation to Estimate Pressure Drop 
As seen from Fig 4-20, the equivalent length is the highest for the case of M3. The interesting 
thing to note from the equivalent length data for all the configurations is that it is independent 
 
 
Fig 4-20.   Non-dimensional equivalent length for configurations M1 to M6 as a 
function of Reynolds number plotted on a semi-log scale 
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Fig 4-21 Streamlines showing the effect of misalignment for configuration M5 and 
Re=75 
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of the configuration. In order to see this clearly, the equivalent length is scaled by    
A1
A2
  
2
− 1  
as done for the End-to-End interconnection. The scaled equivalent length is shown in Fig 4-22. It 
can be seen from the figure below that the scaled equivalent length is the same for the 
configurations M2, M3, M5, and M6 and it is higher for configuration M1. The data for these 
configurations can be curve fitted to get a functional form for the equivalent length. The data is 
fitted in the least square sense and the correlation obtained is  
   
Le
Dh   
A 1
A 2
 
2
−1 
= 2.41 × 10−6 Re 3 + 0.00033 Re 2 + 0.014  Re + 0.4626      4.2 − 4    
This equation (4.2-4) which is purely a function of Reynolds number and flow area ratio 
A1
A2
 can 
 
Fig 4-22 Scaled equivalent length as a function of Reynolds number for configurations 
M1,M2,M3,M5,M6 
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be used to estimate the pressure drop in a modular device for a known misalignment ratio and 
Reynolds number.  
4.4 Interconnection through Tube-in-Reservoir 
4.4.1 Design of the Channel 
This type of interconnection is one of the most frequently used method to provide interface 
from macro world to micro world. The tubing is generally bonded to the channel directly or the 
tubing is introduced with the use of ferrules or O-rings [173]. As shown in Figure 4-6, 
misalignment can frequently arise when between the center of the reservoir and drilled hole. It 
can be seen from the experimental images that the offset can be upto 164µm in the extreme 
case. In order to investigate the effects of misalignment between reservoir and tubing, two 
cases were considered as shown in Figure 4-23 and 4-24. The first case is an ideal case having a 
perfect alignment between tubing and reservoir while the second case has an offset of 250µm 
between reservoir and tubing.  The radius of the tubing and reservoir is 85µm and 500µm.  
 
Fig 4-23  3-D view of a simulated model showing perfect alignment 
between  reservoir and tubing (Dimensions in µm) 
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4.4.2 Results and Discussions 
Numerical simulations were performed to see the effect of offset between the center of the 
tubing and the reservoir. The cases simulated are shown in Figure 4-23 and 4-24. Each case was 
simulated for practically relevant Reynolds numbers ranging from 0.075 to 75.  Two cases with 
and without offset were simulated for the flow entering the rectangular channel and exiting the 
tubing. In this case, as the flow enters the reservoir from the channel, due to the sudden 
change in cross-section there is an adverse pressure gradient developed which causes a 
recirculation of the flow. The streamlines for cases with and without offset are plotted in Fig 4-
25 and Fig 4-26. In order to get an estimate of the pressure drop due to the reservoir, the 
results were interpreted in terms of the equivalent length, as done previously for other cases. 
 
Fig 4-24 3-D view of simulated model showing an offset of 250µm between  
reservoir and tubing 
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The equivalent length was calculated by measuring the offset between the pressure variation in 
the straight channel and the pressure variation in the tubing. The offset is the total drop in 
pressure due to the losses. The results were interpreted in terms of the equivalent length as 
shown in Fig 4-26. It can be seen from the figure below that the interconnection through Tube-
in-Reservoir has the least effect when compared to the  
 
Fig 4-25 Streamlines for the case of perfect alignment between tubing and reservoir at 
Re=75 
 
Fig 4-26 Streamlines for the case of  250µm offset between  tubing an d reservoir at Re=75 
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Here the equivalent length was based on the hydraulic diameter of the rectangular channel. 
Equivalent length based on tubing diameter also can be used to analyze the pressure drop. The 
equivalent length based on hydraulic diameter of the rectangular channel for both the cases is 
shown in Fig 4-27. It can be seen that the effect of pressure drop in the Tube-in-Reservoir 
interconnection methods is insignificant when compared to End-to-End interconnection or 
Channel Overlap. For example at a Reynolds number of 75, the maximum value of  
Le
Dh
  for Tube-
 
Fig 4-27  Comparison of Non-dimensional Equivalent Length as a function of Reynolds 
number between the case of No Offset and 250µm Offset 
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in-Reservoir interconnection is 1.69 which is insignificant when compared to any of the cases of 
interconnection methods. The maximum value of  
Le
Dh
 can be upto 21 (Fig 4-11) in End-to-End 
interconnection while it can be upto 35 (Fig 4-20) in the case of 
interconnection through Channel Overlap. Hence we can say that that the interconnection 
through Tube-in-Reservoir has the least effect of all the interconnection methods.  
4.5 Conclusions 
Misalignment effects were investigated for three types of interconnection methods: End-to-
End, Interconnect through channel overlap and interconnect through tube-in-reservoir. Results 
were evaluated for wide range of Reynolds numbers. Simulations at high Reynolds numbers 
showed recirculating regions developing at the mismatch location due to the adverse pressure 
gradient, thus resulting in higher losses. It can be concluded that the highest effect on the 
pressure drop was for the interconnection through Channel Overlap and End-to-End, while the 
effect of Tube-in-Reservoir interconnection on the pressure drop was insignificant.  
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CHAPTER 5. NUMERICAL SIMULATION OF ELECTROKINETIC FLOWS IN 
MICROFLUIDIC INTERCONNECTS 
 5.1 Design of the Channel 
 The simulation domain shown in Fig 5-1A consists of a channel with the first half made of 
PMMA and the second half made of PC (polycarbonate) with two reservoir wells at the ends of 
the channel, which allow fluid to come in and go out and which contain the electrodes. The 
electro-osmotic mobility of PMMA used is  μeo = 1.8 × 10
−4 cm
2
Vs
  and the mobility of PC used is 
μeo = 6.4 × 10
−4 cm
2
Vs
 . These values were obtained from literature [174, 175] .The width and 
depth of the channel is 50m and 150m respectively. A geometrical mismatch ranging from 
5µm to 25µm along the width and from 5µm to 75µm along the depth is introduced at the 
location of the material transition in the channel. The cases investigated are those of 0%, 13%, 
50%, 58% and 75% reduction in the flow area at the mismatch plane as shown in Fig 5-1B. 
 
 
 
 
Fig 5-1 A 3-D View of simulated model 
Fig 5-1 B Shaded area representing the cross section available to the flow at mismatch 
plane 
 
 
 
 
A B 
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5.2 Numerical Simulations 
Numerical simulations were performed by introducing a neutral sample plug having a volume of 
1.125nL and μc 60 101
  mol/L concentration, at a distance of 500m from the reservoir after 
the flow is fully developed. A typically low mass diffusion coefficient of s/m.D 2101021   was 
used for the sample plug. The simulations were performed with a spatial grid appropriately 
refined to render the results grid independent. The fluid in these simulations is assumed to 
have the properties of water. 
5.2.1 Assumptions in the Simulation 
The numerical simulation of electroosmosis is performed by CFD software COVENTORWARE. 
Some of the assumptions made in the simulations are  
a) Dilute solution: The fluid used in the simulation was assumed to have the properties of 
water. The fluid was assumed to be sufficiently dilute so that it does not affect the 
conductivity of the species in consideration.  
b) Debye – Huckel approximation: The zeta potential effects are confined to a thin layer 
near the wall and hence the double layer can be assumed to be thin compared to the 
channel dimensions. This eliminates the need to solve for the flow inside the double 
layer and apply a slip boundary condition on the walls of the channel. This slip velocity is 
dependent on the electroosmotic mobility μeo  of the channel which changes with the 
material of the channel.  
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5.2.2 Governing Equations Solved in the Simulation 
The equations solved during the simulation are the continuity equation and the Navier-Stokes 
equations  
                                                  ∇  . u  eo = 0                                                             (5.2 − 1) 
           
D ρu  eo 
Dt
= −∇P + ∇  . μ∇  u  eo + ρεE                                                            (5.2 − 2) 
Where u  eo  is the induced electroosmotic velocity,   and   are the density and dynamic 
viscosity of the fluid.  Here  ρε   is the charge density and  E  is the electric field intensity. The 
electric field is determined from the solution of the potential equation 
                                                   E = −   ∇  Φ                                                          (5.2 − 3) 
                                                       ∇  2Φ = −
ρε
ε
                                                     (5.2 − 4) 
The electric potential Φ can be further decomposed into  φ  the external applied potential and 
ζ the zeta potential at the walls: 
                                                                    Φ = φ + ζ                                                 (5.2 − 5) 
Under the assumption that the zeta potential effects are confined to a thin region near the wall, 
the charge distribution can be assumed to be governed by zeta potential alone, independent of 
the external field. This allows the decomposition of equation (5.4) into  
                                                                     ∇  2φ = 0                                                      (5.2 − 6) 
                                                                     ∇  2ζ = −
ρε
ε
                                                 (5.2 − 7) 
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Hence the flow field can be solved by solving equation (5.2-6) and applying the slip velocity as a 
boundary condition on the walls of the channel.  
The motion of a charged species can be determined by coupling the above equations with the 
species equation 
                                                       cDc.u
t
c
eff
2

 
                                         (5.2 − 8)                         
where 

)μμ(u epeoeff  is the velocity due to combined electroosmosis and 
electrophoresis, epμ  is the electrophoretic mobility due to the charge on the species plug, 
)z,y,x(c  is the concentration.  
5.2.3 Boundary Conditions  
a) A slip velocity  u = −μeo∇  Φ   on the walls of the channel where μeo  is the electroosmotic 
mobility of channel. 
b)  The electric field vector is set tangent to the walls of the channel i.e. 0φ.n

 
c)  A zero species flux condition 0c.n

 is imposed on the channel walls. 
d) The pressure at the inlet and exits was assumed atmospheric unless otherwise specified.  
5.2.4 Limitation of the Simulation 
All the channels in the simulations have a rectangular cross section. The channels have 
dimensions which are very much greater than the debye length, thus allowing the debye-huckel 
approximation to be assumed. The validity of these simulations can be evaluated in terms of 
the electrokinetic radius (  𝛋𝐰 ) where 𝐰 is the width of the channel and 𝛋−𝟏 is the debye 
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length. In order to see this clearly a comparison between analytical velocity profile in a 
rectangular channel and numerical simulation was made. The analytical velocity profile for EOF 
in a rectangular channel is reported in literature [111, 147] and is given by  
v x, y =
−4b0
2
π
   
sin(pky)
2k + 1
 ζ1  
sinh(pkx)
sinh(pka)
−
sinh(qkx)
sinh(qka)
 
∞
k=0
+ ζ2  
sinh(pk a − x )
sinh(pka)
−
sinh(qk(a − x))
sinh(qka)
   
+   
sin(mkx)
2k + 1
 ζ3  
sinh(mky)
sinh(mkb)
−
sinh(nky)
sinh(nkb)
 
∞
k=0
+ ζ4  
sinh(mk b − y )
sinh(mkb)
−
sinh(nk(b − y))
sinh(nkb)
            (5.2 − 9) 
where ζ1 , ζ2 , ζ3 , ζ4  are the zeta potentials of the channel walls represented in Figure 5-2.  
Here a and b are the width and the depth of the channel. pk  , qk  , mk  and nk  are given by 
pk=
π(2k + 1)
b
 
mk=
π(2k + 1)
a
 
qk= pk 2 + κ2 
qk= mk 2 + κ2 
b0
2 =
ϵζ
η
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Fig 5-2 Cross sectional view of a rectangular channel 
Where  ϵ  is the permittivity of the fluid and η is the dynamic viscosity of the fluid. The 
analytical solution was solved by mathematica (see appendix A) and for comparison, a 
simulation was run with channel made entirely of the same material i.e. ζ1 = ζ2 = ζ3 = ζ4 = ζ . 
The width of the channel is 50µm and depth is 150 µm.  Fig 5-3 shows the comparison of 
numerical simulation velocity profile with analytical profile at two different electrokinetic 
radiuses.  
It can be seen from Fig 5-3 that for the electrokinetic radius  κw > 50 (i.e. increase in the 
double layer thickness), the velocity deviates from the plug profile which is a characteristic of 
EOF. As may be seen from the figure, the slip velocity being applied on channel walls in the 
 
Fig 5-3 Comparison of analytical velocity profile in EOF for 
two electrokinetic radius with the numerical simulation 
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simulation gives a flat profile. Hence the simulation results are limited by the assumption of 
thin double layer (Debye-Huckel approximation) and are in good agreement in the limit of 
electrokinetic radius κw < 5 (i.e. debye length of 10nm). 
5.3 Results and Discussions 
5.3.1 Effect of End Reservoirs on the Flow Profile 
Consider a channel with the width and depth denoted by w and H respectively. Let the first half of the 
channel be denoted by L1 and the other half by L2 as shown in Figure 5-4. Hence the total length L= L1+ 
L2.  The effect of end reservoirs has been investigated by making the whole channel with a single 
material (PMMA). In a channel made completely of a single material the velocity has a plug profile which 
is a characteristic of electroosmotic flow. When electrodes are introduced at the end of the channel 
which is the case in reality, pressure gradients are induced at the inlet and exit where flow contraction 
and expansion occur. These induced pressure gradients due to the reservoirs [176] cause a reduction in 
the flow rate and increase the dispersion. An analytical expression for flow rate reduction due to the 
reservoirs when the debye length is very small compared to the channel dimensions has been given by 
[177]. The expression for volume flow rate reduction given by them was 
 
 
 Fig 5-4 Top view of the Channel with end reservoirs 
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δQ
Q0
=
2
3 Cr
 1 −
2 sinh
K
2
K cosh
K
2
 
                                    (5.3 − 1)             
where  K = κ H , κ−1 is the debye length and H is the depth of the channel.  δQ  is the 
reduction in the flow rates due to the reservoirs and  Q0  is the flow rate without the reservoirs.  
The quantity Cr  in the equation (5.3-1) is given by 
                                                             Cr =
4
π
1
 
L
H 
                                         (5.3 − 2)             
The theoretical flow rate in a channel with  μeo = 1.8 × 10
−4 cm
2
Vs
 , ∆Φ = 220V and L =
3755μm is Q0 = 7.9095 × 10
−12 m
3
s
. The reduced flow rates due to the reservoirs, predicted 
by equation (5.3-2) corresponding to  L H = 25.33  is 7.64 × 10−12
m3
s
. The flow rate from the 
simulation including the reservoirs is 7.66 × 10−12
m3
s
 which is in close agreement to that 
predicted by equation (5.3-2). This shows that end effects cannot always be neglected and 
hence the reservoirs are also modeled as a part of the simulation. The reservoir wells are 
modeled as cylindrical wells along with the electrodes, thus simulating the conditions which 
exist in reality.  
5.3.2 Effect of Geometrical Mismatch Only 
5.3.2.1 Potential Drop Due to Geometrical Mismatch Only 
Consider a channel with both halves made of same material i.e. 2eo1eo  . The potential 
distribution along the channel with and without geometrical mismatch is shown in Figure 5-5.  
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The potential drops are denoted by following 
21   
(5.3-3) 
2M1MM   
(5.3-4) 
1M11   
 (5.3-5) 
2M22   
 (5.3-6) 
where 21M ,,,   are the total potential drop in the channel, total potential drop at 
 
 
Fig 5-5 Comparison of potential distribution with and without geometrical mismatch 
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the geometrical mismatch, total potential drop in the first half of the channel, total potential 
drop in the second half of the channel. In the case of no geometrical mismatch 
02M1MM   (where 1M is the contribution to potential drop at the 
mismatch plane due to the first half of the channel and 2M  is the contribution to potential 
drop at mismatch plane due to second half of the channel) and hence equation (5.3-5) and (5.3-
6) reduce to  
11   
(5.3-7) 
22 
 
(5.3-8) 
The total electric field in the channel can be written as  
21
M21
21
21
LLLLL 






 
(5.3-9) 
Since both halves of the channel have same cross-section or geometry and hence same electric 
field, we can write 
2
2
1
1
LL



 
(5.3-10) 
from which  
   
1
1
2
2
L
L
     (5.3-11) 
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Substituting equation (5.3-11) in equation (5.3-9) and denoting 21 LLL   equation (5.3-9) 
can be written as  
L
L
L
1
L
M
1
2
1 








 
(5.3-12) 
 
LLL
M
1
1 



 
  (5.3-13) 
This is the total potential drop in terms of the drop at the geometrical mismatch and the drop 
due to first half of the channel.  In order to render the equation (5.3-13) nondimensional, the 
variables are normalized as follows 
w
L
L
w
L
L
wE
wE
wE
*1*
1
M
*
M
*
1*
1
*







 
(5.3-14) 
Substituting the terms of equation (5.3-14) in equation (5.3-13), the nondimensional potential 
drop in the first half of the channel can be written as 
                                     
 M**
*
*
1*
1
L
L
                                             (5.3-15) 
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In the case of no geometrical mismatch ΔΦM
∗ = 0 and equation (5.3-15) reduces to equation 
(5.3-10).In order to investigate the effect of pure geometrical mismatch on the potential drop,  
a channel with both halves made of PMMA was considered. A geometrical mismatch 
corresponding to a 75% reduction in the cross section at the mismatch plane i.e. A1: A2 = 4: 1 
was introduced.  Here A1 is the cross-sectional area of the rectangular channel and  A2 is the 
available flow area at the location of geometrical mismatch. Two cases with L2 = L1 and 
L2 = 3.27L1 were investigated by varying the location of the geometrical mismatch along the 
channel as shown in Figure 5-6. A voltage of 220V was applied at the electrode locations to 
maintain an average velocity of 1mm/s and was kept the same in both cases for comparison. 
This potential of 220V was chosen so as to maintain an average velocity of 1mm/s in the 
channel. The simulation was run for a steady state and the non-dimensionalised potential drops 
were evaluated in the straight parts of the channel i.e. between the ends of the reservoir wells. 
The nondimensional potential drops for both the cases from the simulations are shown in Table 
5-1. As may be seen from the table, the total potential drop ΔΦM
∗ = ΔΦM1
∗ + ΔΦM2
∗  is 2.64 and 
is same for both the cases even though the values of ΔΦM1
∗  and ΔΦM2
∗  vary for different 
 
 
Fig 5-6A Geometrical mismatch located such that   L2 = L1 
Fig 5-6B Geometrical mismatch located such that   L2 = 3.27L1 
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location of the geometrical mismatch.  For example in the table 5-1, the values of ΔΦM1
∗ and 
ΔΦM2
∗  are 0.62 and 2.02, but the total drop ΔΦM
∗  is 2.64.  Also the other interesting thing to 
note is that  ΔΦM2
∗ =
L2
L1
ΔΦM1
∗   i.e. the drop in potential due to the second half of the channel 
changes in proportional to the ratio of length of two halves of the channel. Hence it can be 
concluded that the total potential drop ΔΦM
∗  due to the geometrical mismatch is independent 
of the location in the channel and only depends on the available flow area ratio i.e. A1: A2 .  The 
potential drop ΔΦM
∗  at the geometrical mismatch will be used in estimating the reduction in 
flow rates due to the geometrical mismatch.  
5.3.2.2 Pressure Drop Due to Geometrical Mismatch Only 
Consider the same channel with both halves made of same material i.e.  Δμeo 1
∗ = Δμeo 2
∗   . As 
seen before, in a straight rectangular channel the velocity profile is plug like which is a 
characteristic of EOF.  When a geometrical mismatch is introduced in the channel, pressure 
gradients are induced both due to the change in electric field at the mismatch junction and also 
due to the acceleration and deceleration of the fluid because of the reduced flow area at the 
mismatch plane. The induced pressure gradients cause the velocity profile to deviate from the 
         Table 5-1 Total drop in potential for two locations of geometrical mismatch i.e.  
𝐋𝟐 = 𝐋𝟏  and 𝐋𝟐 = 𝟑.𝟐𝟕𝐋𝟏 
 ΔΦM1
∗  ΔΦM2
∗  ΔΦ1
′∗ ΔΦ2
′∗ ΔΦM
∗  
L2 = L1 1.32 1.32 36.35 36.25 2.64 
L2 = 3.27L1 0.62 2.02 16.96 55.64 2.64 
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plug profile. Hence the total flow is a superposition of EOF and pressure driven flow. In order to 
estimate the pressure drop due to the geometrical mismatch, let us denote the pressure drop 
in the first and second half of the channel to be ΔP1 and  ΔP2 . Let  ΔPM   be the pressure drop at 
the geometrical mismatch. During the simulation the pressure is assumed to be atmospheric at 
both inlet and exits.  Hence the total pressure drop in the channel when no external pressure 
gradient is applied can be written as   
                                              ΔP1 + ΔP2 + ΔPM = ΔP = 0                                 (5.3 − 16)   
The combined flow rate  Q  in each section can be written as the sum of flow rate due to EOF 
and pressure driven flow   i.e.   Q = QEOF + Qp   where  QEOF   and Qp  are the flowrates due to 
pure electroosmotic flow and pure pressure driven flow in rectangular channels  
                                         QEOF =  w
2  AR  
μeo
L
 ∆Φ                  (5.3 − 17)                              
Qp = − 
∆P
 L
 
i
 
 w4
12 µ
AR 
 
 
 
 
 
1 −  
192
π5AR
 
1
 2 k + 1 5
 Tanh  2 k + 1 
π
2
 AR  
∞
k=0                               
𝐟 𝐀𝐑  
 
 
 
 
 
                                                                                                               (5.3 − 18) 
Where  f(AR) is the infinite series term shown above, 𝐀𝐑 is the aspect ratio of the channel 
defined as AR =
H
w
  and  
∆P
 L
 
i
 is the pressure gradient in each section. 
From equation (5.3-16)  ΔPM = − ΔP1 + ΔP2    and we know that  
                                              
ΔP1
L1
=  
ΔP2
L2
yields
     ΔP2 =
L2
L1
 ΔP1                              (5.3 − 19)   
Substituting ΔP2 from equation (5.3-17) in equation (5.3-16) we have  
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ΔPM
L
= −  
ΔP1
L1
                                                                (5.3 − 20)   
          
Q
w2AR
=  μeo  
∆Φ1
L1
  +
1
12η
ΔPM
L
w2f(AR)                                             (5.3 − 21)   
Denoting,  
Q
w2AR
= Q′  and substituting equation (5.3-15) in (5.3-21) the expression for 
pressure drop due to geometrical mismatch can be written as  
                               ΔPM =   
Q′ −  μeo  
∆Φ − ∆ΦM
L  
w2
12η f(AR) 
                                        (5.3 − 22)   
It can be seen from equation (5.3-22) that the pressure drop  ΔPM  depends on the potential 
drop ∆ΦM . For the case of a channel with no geometrical mismatch  ΔPM = ΔΦM = 0  and the 
equation reduces to the flowrate in a pure electroosmotic flow i.e. QEOF =  w
2  AR  
μeo
L
 ∆Φ .  
Hence we can conclude that in order to estimate ΔPM  we need ∆ΦM  and vice versa i.e. they are 
dependent on each other.  
5.3.2.3 Comparison with Simulation 
The equation (5.3-22) gives an expression for flow rate in terms of ΔPM  and ∆ΦM  . In order to 
validate equation (5.3-22), a numerical simulation was performed for a channel shown in Fig 5-
4A with the geometrical mismatch located such that L2 = 3.27L1 and A1: A2 = 4 ∶ 1 .  The 
channel (AR=3) was made entirely of PMMA and an electroosmotic mobility of  μeo = 1.8 ×
10−4
cm 2
Vs
 was used. Water was used as a fluid with the viscosity and electrical conductivity of 
water being η = 1.003 × 10−3
Kg
ms
  and  Λ = 100
S
m
 .  A potential of 88V applied to drive the 
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flow. For a flow rate of Q = 7.1 × 10−12
m3
s
 the simulation predicts a pressure drop ΔPM =
0.72Pa . To get the pressure drop from the equation (5.3-22), the values of ∆ΦM  are 
substituted from table 3 into the equation and the predicted pressure drop is about  ∆PM =
0.73Pa which is in excellent agreement with that from the simulation.  Hence it can be 
concluded that equation (5.3-22) can be used to accurately predict the pressure drop from the 
knowledge of Q′   and ∆ΦM  .  
5.3.2.4 Effect of Only Geometrical Mismatch on Species Progression 
The effect of pure geometrical mismatch on the pressure drop and potential drop has been 
discussed. It is also important to see the effect of geometrical mismatch on the progression of a 
species as these pressure gradients can be quite detrimental in electrophoretic separations 
where it is desired to minimize the dispersion. The effect of geometrical mismatch on the 
species progression has been investigated by making a channel with both halves made of PC 
and introducing a geometrical mismatch corresponding to a 75% reduction in the cross section 
at the mismatch plane. A sample  plug of 1.125nL (150 × 50 × 150μm3) was introduced into 
the channel at 500µm from the center of the left reservoir. A sufficiently low diffusion 
coefficient D = 1.2 × 10−10
m2
s
 was used for the sample plug. The effect of on the species plug 
was compared with the same channel but without the geometrical mismatch i.e.  A1: A2 = 1 ∶
1 . Fig 5-7 shows the comparison of a species plug at four different time steps for cases of a 
channel with and without geometrical mismatch. In order to simulate the fluorescence detector 
signal, the concentration of the species was averaged across cross-sectional slices extracted 
along the channel at 5µm spacing assuming the intensity of the signal was proportional to the 
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average concentration. The mass conservation was checked at each time instant by integrating 
the average concentration profiles. For example, the total moles of species at two different 
time instant was 29.98 moles and 29.93 moles which is less than 0.1% error. Hence we can say 
that the species was sufficiently resolved in the simulations. In the presence of geometrical 
mismatch i.e. A1: A2 = 4 ∶ 1, 
the maximum concentration of the plug decreased from 1 µM to 0.8 µM. This can be attributed 
to pressure gradients induced because of the geometrical mismatch. It is also seen that in the 
presence of geometrical mismatch there is a lag between the average concentration profiles 
when compared to the case of no geometrical mismatch in addition to the enhanced 
dispersion. This is due to the reduction in the flow rates because of the geometrical mismatch. 
In order to see this more clearly, Fig 5-8 compares the average concentration profiles of a 
channel made of PC with available flow area ratios of 4:1 and 1:1 at an instant when the plug is 
far away from the mismatch plane. The applied potential difference is same in the cases. 
Comparison  of the peaks in Fig 5-8 show that the maximum concentration Cmax  is less and plug 
length higher for the case of 75% (4:1 area ratio) geometrical mismatch.  The plug lengths at 
10% peak height were: 119m and 275m for 0% and 75% geometrical mismatch respectively. 
The reduction in the flow rates due to the induced pressure gradients is indicated by the slower 
moving peak in Fig 5-8. For example, at the same potential difference of 88V the flow rates 
were: s/Lμ. 31090810   and s/Lμ. 31019610   for 0% and 75% geometrical mismatch 
respectively. This corresponds to a 6.53% decrease in the flow rate for the 75% geometrical 
mismatch. 
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Fig 5-7 (Top) Species progression in a channel made of PC with and without the geometrical 
mismatch 
Fig 5-8 (Bottom) Average concentration profiles in electroosmotic flow at t=2.2s for a 
channel made entirely of PC 
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5.3.2.5 Quantifying the Effect of Only Geometrical Mismatch on Species Progression 
It was seen in the previous section that the effect of geometrical mismatch was to cause a 
reduction in the flow rates and enhance dispersion. In electrophoretic separations, it is always 
desirable to have the transported sample plugs with high concentration and less dispersion.  In 
order to quantify the dispersion of the species plug, 
Cmax
ς
 can be used as one of the metrics. This 
quantity was used as one of the metrics to quantify the dispersion of the plug in their studies of 
electrokinetic injection techniques [50]. In their studies they have found that higher 
Cmax
ς
  
(higher concentration and less dispersion) is a desirable characteristic of a sample plug. The 
Cmax
ς
 values for 0% and 75% geometrical mismatch are 410192   and 410118  respectively. 
The other parameters providing good measure of dispersion are the skewness and kurtosis  
[178], given by  
                               𝑆 =   
1
ς3
  y − μ 3C y dy
∞
−∞
 C y dy
∞
−∞
                                        (5.3 − 23)   
                               K =   
1
ς4
  y − μ 4C y dy
∞
−∞
 C y dy
∞
−∞
                                        (5.3 − 24) 
where y , μ , ς and C y  denote the location, the first moment, standard deviation and the 
concentration profile at a particular time instant. The skewness provides a degree of 
asymmetry of the concentration profile. A positive value of skewness signifies a distribution 
with an asymmetric tail extending towards more positive y while a negative value signifies a 
distribution with an asymmetric tail extending towards more negative y. The kurtosis(K) is also 
a non-dimensional quantity which measures the peakedness or flatness of the concentration 
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profile relative to a normal distribution. A distribution with postive kurtosis is termed 
leptokurtic, while a distribution with negative kurtosis is termed platykurtic. The physical 
meaning of skewness and kurtosis [179] is shown in Figure 5-9. 
 
 
 
 
 
The skewness (S) and kurtosis (K) at various percentages of geometrical mismatch is shown in 
table 5-2. It can be seen from the table that there is no change in skewness(S) and kurtosis(K) 
between 0% and 13% geometrical mismatch . The change in skewness and kurtosis is drastic in 
the case of 75% geometrical mismatch. A negative skewness (S) shows that there is a tailing of 
the peak towards the left of the mean while a higher K implies less flatness of the peak. These 
 
Fig 5-9a Skewness showing the asymmetry factor of a peak 
Fig 5-9b Kurtosis showing the flatness of a peak 
 
 
Table 5-2  Skewness and Kurtosis as a Function of Geometrical 
Mismatch for Channel entirely made of PC 
Geometrical 
Mismatch 
Skewness 
(S) 
Kurtosis (K) 
0% -0.06 5.5 
13% -0.07 5.5 
75% -0.89 2.4 
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results indicate that the geometrical mismatch has a considerable effect on the dispersion of 
the sample plug. 
5.3.3 Effect of Material Mismatch and 0% Geometrical Mismatch 
In the previous sections, the effect of pure geometrical mismatch was seen and the pressure 
gradients were found to be induced causing reduction in the flow rates and enhancing the 
dispersion of species. In this section, the effect of material mismatch on the flow field and the 
species will be presented. Equations will be derived to predict the pressure drop and flow rates 
in a material mismatch.  
5.3.3.1 Description of the Simulation  
The effect of only material mismatch was seen by considering a channel with first half made of 
PMMA and second half made of PC as shown in Fig 5-10. The electroosmotic mobility of PMMA 
used is μPMMA = 1.8 × 10
−4 cm
2
Vs
 and that of PC is μPC = 6.4 × 10
−4 cm
2
Vs
 .  Let the length of first 
half of the channel be denoted by L1 and the second half of the channel by L2. The average 
electroosmotic mobility denoted by μ eo  can be written as  
μ eof =
μPMMA  L1+μPC  L2  
L1 + L2
                            (5.3 − 25) 
The electroosmotic mobility of PC is 3.55 times higher than that of PMMA. The lengths of both 
halves of the channel are 1877.5μm each. Using equation (5.3-25) the average mobility for a 
PMMA-PC material mismatch is μ eof = 4.1 × 10
−4 cm
2
Vs
 . Based on this average mobility, a 
voltage of 88V was applied to maintain an average velocity of 1mm/s in the simulations. The 
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following sections discuss the effect of material transition on the flow field and on the 
progression of a sample plug.  
 
 
 
 
 
 
 
 5.3.3.2 Effect of PMMA-PC Material Mismatch on the Flow Field 
The effect of material mismatch on the velocity field is shown in Fig 5-11. In the case of a 
channel made of a single material, the velocity profile is plug like which is a characteristic of 
EOF. When a material mismatch is introduced, pressure gradients are induced either due to 
gradients in charge density or due to change in the electrical field. In the simulations, it is 
assumed that there is no change in the charge density of the ions close to the double layer 
because of thin double layer approximation. Hence the pressure gradients are the result of the 
change in the electric field. When an electric field is applied with the flow direction being from 
PMMA-PC, the fluid in the PC section pulls the fluid in the PMMA section owing to its higher slip 
velocity ( μPC  > μPMMA ). This gives rise to a favorable pressure gradient in the PC section of the 
channel as shown by the velocity vectors in Fig 5-11. In order to maintain the mass 
conservation, an equal and opposing pressure gradient is developed in the PMMA section. In 
this case, the velocity profile is a superposition of EOF and pressure driven flow profiles. 
 
 
Fig 5-10    3-D View of a simulated model showing a PMMA-
PC material transition 
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5.3.3.2 Effect of PC-PMMA Material Mismatch on the Flow Field 
This simulation consists of channel with the order of the materials reversed, i.e. first half made 
of PC and second half made of PMMA unlike the previous simulation where first half was made 
of PMMA and the second half was made of PC. The same potential of 88V was used to drive the 
flow. Figure 5-12 shows the velocity profile for this case when the order of materials is 
reversed. It is seen that due to high mobility of PC in the first half the induced pressure gradient 
opposes the flow in the PC channel and plays a favorable role in the PMMA channel. The 
induced pressure gradients result in deviation from the usual plug profile of electroosmotic 
flows. 
 
 
 
 
 
 
 
 
5.3.3.3 Estimation of Pressure Gradients Due to Material Mismatch 
In a channel with a material transition along the length of the channel, the flowrate in each 
section is a combination of pressure driven component and an electroosmotic component.  The 
pressure gradients can be estimated by considering the conservation of mass in each section of 
the channel. Since the model simulated has a rectangular channel, consider the cross-section as 
 
Fig 5-11 The velocity profile in both halves of a channel due to the induced 
pressure gradients in a pure material mismatch and 0% geometrical 
mismatch 
88 
 
 
 
 
 
 
 
 
 
 
shown in Fig 5-13 where the direction of the flow is into the plane of the figure. The velocity 
profile in a pure pressure driven flow for a rectangular cross-section is given by [73, 94] 
u z, y =
∆P
2 η L
 
d2
4
− y2 −
4 ∆P d2 
μ L π3
 
1
k3
 sin  
k π
d
 y +
d
2
   
cosh  
k π z
d  
cosh  
k π w
d  
∞
k=1,3..
   (5.3 − 26) 
Integration of equation (5.3-26) over the cross section gives the flow rate and is given by the 
equation (5.3-18)  
 
Fig 5-13 Cross section of a rectangular channel with width w and height H 
 
 
Fig 5-12 Velocity profile in a PC-PMMA transition and 0% geometrical 
mismatch 
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Qp = −
∆P
 L
 
 w4
12 η
 AR  1 −
192
AR π5
 
1
(2 k + 1)5
 Tanh  2 k + 1 
π
2
 AR  
∞
k=0
 
                                 
f(AR )
      
The flow rate in pure EOF is given by equation (5.3-17). Hence the total flow rate in the 
presence of a material mismatch for each section can be written as in equation (5.3-21) as  
                    Qi =  w
2  AR   
μeof     
L
  ∆Φ −  
∆P
 L
 
i
 
 w4
12 η
 AR f AR                    
Where µeof       is the average mobility given by equation (5.13) , ∆Φ is the externally applied 
electric field and ∆P is the induced pressure drop. Using the width "w" and “µeof     ” as the scales 
for characteristic length and electroosmotic mobility, the normalized parameters can be 
defined by 
                                                     L∗ =
L
w
                                                      (5.3 − 27) 
                                                    P∗ =
PLw
η∆Φµeof     
                                        (5.3 − 28) 
                                                       μ∗
eof
 =  
μeof
µeof     
                                         (5.3 − 29) 
                                                      Q∗ =
QL
 w2∆Φµeof     
                                  (5.3 − 30)   
Equating the flow rate in each section the non-dimensionalized  pressure gradient in each 
section is given by 
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∆P
L∗
∗
 
i
=
12
 f AR 
 1 − μ∗
eof
                 (5.3 − 31)   
Equation (5.3-31) can be extended to any number of material transitions and aspect ratio of a 
micro channel.  For a channel with a uniform material  μ∗eof = 1 , hence no pressure gradients 
are induced in the absence of end reservoirs i.e. ( 
∆P
L∗
∗
= 0).  When there is a transition from 
PMMA to PC equation (5.3-31) can be used to estimate the pressure gradient in each section.  
For example, for the PMMA section  μ∗eof = 0.43 ,  AR = 3.  The value of  f AR = 3  is found 
by evaluating the infinite series in equation (5.3-18) using a code and is found to be 0.789 for an 
aspect ratio AR = 3. Using these values the theoretical pressure gradient in the PMMA section 
is found to be  
∆P
L∗
∗
= 8.52  Figure 5-14 shows the variation of pressure due to a material 
transition from PMMA to PC and we can see that the non-dimensionalized pressure gradient 
from the simulation is 
∆P
L∗
∗
= 8.09 which is 5% deviation from the theory is. This deviation may 
be attributed to the end reservoir effect which has been discussed previously.  
 
 
 
 
 
 
 
 
 
Fig 5-14 Variation of pressure along the length of the channel in a 
PMMA-PC material mismatch 
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5.3.3.4 Effect of Material Mismatch on the Species Progression 
The effect of material mismatch on the species plug is evaluated by introducing a sample plug 
into the channel as discussed in the previous sections. The dispersion of the plug is shown in Fig 
5-15 at two time instants along the channel.  It can be seen that as the shape of the plug is 
parabolic, owing to the induced pressure gradients. It is seen that in the PMMA section, the 
pressure gradient is favorable (see Fig 5-14) while in the PC section there is an equal and 
opposing pressure gradient in order to maintain the mass conservation in the channel. This can 
be seen from the shape of the plug in the PC section. In order to clearly see the effect of 
material mismatch on the species plug, the average concentration profiles as a function of time 
are plotted along the channel at various time instants.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig 5-15 (Top) Shape of the plug in PMMA section of the channel (Bottom) Shape 
of the plug in PC section of the channel 
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The interesting feature reflected from the average concentration profiles in Figure 5-16 is that 
there is a re-concentration of the plug as it passes the mismatch plane because of the 
hydrodynamic reduction of velocity in the core after the reduction at the mismatch plane. The 
re-concentration of the plug is seen from the peak at t=1.6s, with t=0 denoting the start of the 
plug at 500µm from the reservoir well. We can also see from the figure that there is a double 
peak (two maxima) starting at t=0.4s. This happens due to the stretching of the plug because of 
the cross flow velocity gradient of the induced hydrodynamic effect and diffusion of the species 
in the span wise direction.  
5.3.4 Combined Material and Geometrical Mismatch 
5.3.4.1 Flow Rate in a Combined Material and Geometrical Mismatch 
It is also important to see the effect of combined material and geometrical mismatch as this 
geometrical mismatch can frequently arise when bonding the interconnect to the chip or when 
two chips are connected in end to end. Consider a channel with both halves of having different 
electroosmotic mobilities i.e. 2eo1eo  and also having a geometrical mismatch at the 
 
Fig 5-16 Average Concentration profiles showing the effect of re-concentration 
in a PMMA-PC material mismatch 
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transition. The nondimensional flow rate in each section can be written by rearranging the 
terms in equation (5.3-22) as  
                    
Q∗
AR
=   1 −  
∆Φ∗M
L∗
 +  
f(AR)
12 
∆P∗M
L∗
                                        (5.3 − 32)   
It should be noted that in order to predict the flowrate in the presence of both a material and 
geometrical mismatch, the values of 






1
2
M
*
A
A
,AR  and 






1
2
M
*
A
A
,ARP are required where  
M
*  and M*P  are functions of aspect ratio AR  and flow area ratio 
1
2
A
A
. These values are 
obtained from numerical simulations.  
5.3.4.2 Pressure and Potential Variation  
The effect of combined material and geometrical mismatch was seen by making the first half of 
the channel with PMMA and the second half with PC and introducing a geometrical mismatch 
at the center of the channel as shown in Fig 5-1A.  The effect of geometrical mismatch was seen 
by varying the available flow area ratio in the amounts of 1.14:1, 2:1, 2.4:1 and 4:1. The four 
cases are depicted in the Fig 5-17 showing the available cross-sectional area. A potential of 88V 
is applied in all the cases to maintain an average velocity of 1mm/s in the channel. The variation 
of pressure and potential are evaluated for each of the cases. The potential variation is 
independent of the material of the channel and is the same even if the channel is made of the 
different materials i.e. for 1i
*   and 1i
*   .  
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This is because the potential distribution is governed by the Laplace equation 02   
independent of the channel material. In addition to this, the sudden change in the flow area at 
the mismatch plane due to the geometrical mismatch gives rise to additional pressure drop. Fig 
5-18 shows the variation potential and pressure drops for various flow area ratios. This pressure 
drop at the mismatch results in reduced flow rates. Data presented in Table 5-3 indicates a 
6.54% decrease in flow rate for the case of 4:1A:A 12   when compared to the case of 
1:1A:A 12   combined material and geometrical mismatch. It can be seen that the drop in 
 
 
Fig 5-17 Simulated cases showing available flow area ratios (All dimensions in µm) 
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potential and pressure drop increases drastically with increasing available flow area.  The values 
of M*  and M
*P  are calculated for various flow area ratios 21 A:A  and are shown in Table 
5-4. It should be noted that in the absence of geometrical  
Table 5-3  Reduction in Flow Rates as a Function of Available Flow Area Ratio 
       𝐀𝟏:𝐀𝟐 Potential applied 
(V)  
   FlowRate 
(nL/s) 
     1 : 1  88  6.98  
1.14 : 1  88  6.96  
     2 : 1  88  6.83  
  2.4 : 1  88  6.76  
     4 : 1  88   6.52  
 
Table 5-4 Nondimensional Potential and Pressure Variation as a function of Available Flow Area 
Ratio 
𝐀𝟏:𝐀𝟐 ∆𝚽∗𝐌 ∆𝐏∗𝐌 
     1 : 1  0 0  
1.14 : 1  0.14 -2.65  
     2 : 1  0.62  -15.8  
  2.4 : 1  0.92  -20.2  
    4 : 1  2.6   -35.45  
 
mismatch i.e. when 1:1A:A 12  , 0P M
*
M
*  . In order to develop a correlation to predict 
the flow rate, the values of M*  and M*P  are curve fitted with area ratio 
1
2
A
A
as the 
independent variable. The equations for M* and M*P  are given by 
25.58
A
A
18.58P
3436.0
1
2
M
* 







 
 
(5.3-33) 
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  1
2
1
2
A
A
794.4
A
A
39.95
10
M
* e778.6e10263.1

  
(5.3-34) 
M
*P  is fit with a power function and M* is fit with an exponential function as shown in Fig 
5-19. The goodness of fit parameters are given in Table 5-5 and 5-6. Substituting equation (5.3-
33) and (5.3-34) in equation (5.3-32) we can predict the flowrate for any given aspect ratio AR
and mismatch ratio 
1
2
A
A
.  To verify the above equations , a prediction of flow rate was made for 
the case of a channel completely made of PMMA with an aspect ratio 1AR  . Numerical 
simulation was performed with an applied potential of 220V and introducing a 75% geometrical 
mismatch i.e.  






 4
A
A
or25.0
A
A
2
1
1
2 . The length of both halves of the channel was maintained 
at the same ratio as in previous simulations i.e. 






 27.3
L
L
1
2 . The values at of M*P  and M*  
from the above equations are -35.42 and 2.59 respectively. Substituting these values, the 
volumetric flow rate predicted by equation (5.3-32) is 
s
m
1046.2Q
3
12 . Comparing this with 
the flowrate from the simulation, which is 
s
m
1052.2Q
3
12 , we can see that predicted 
flowrate differs from the simulation by about 2%.  Hence the equation (5.3-32) can be 
successfully used to predict the flowrate for any available flow area ratio.  
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Fig 5-18 Top) Potential variation in a combined material and geometrical mismatch 
Bottom) Pressure variation in a combined material and geometrical mismatch 
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Table 5-5 Goodness of Fit Parameters for nondimensional potential M
*  
SSE 0.0044 
R-SQUARE 0.99 
Adjusted R2 0.99 
RMSE 0.066 
 
Table 5-6 Goodness of Fit Parameters for nondimensional potential M*P  
SSE 0.009 
R-SQUARE 0.99 
Adjusted R2 0.99 
RMSE 0.05 
 
5.3.4.3 Effect of Material and Geometrical Mismatch on Species Progression  
The effect of combined material and geometrical mismatch is shown in Fig 5-20 and Fig 5-21. It 
can be seen that the disruption of the plug due to the geometrical mismatch is drastic in the 
case of  A1: A2 = 4 ∶ 1 when compared to the case of A1: A2 = 1.14 ∶ 1 . The dispersion of the 
species is greatly enhanced in the case of A1: A2 = 4 ∶ 1 due to the species being exposed to 
more amount of area on the walls when compared to the case of A1: A2 = 1.14 ∶ 1 in addition 
to the convective acceleration and deceleration effects at the mismatch plane.  In order to see 
this more clearly the average concentration profiles were evaluated for all the cases as a 
function of time in Fig 5-22. It can be seen that the effect of A1: A2 = 1.14 ∶ 1 (13% reduction 
in the area) is insignificant when compared to the case of A1: A2 = 1.14 ∶ 1 discussed 
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previously decreases as the available flow area decreases. Also the advantage of re-
concentration is lost as the available flow area ratio (A1: A2) increases. 
 
 
 
 
 
 
 
 
 
 
 
 
This is expected since more of the species is exposed to the walls as the geometric mismatch 
increases. In order to see the effect of re-concentration the maximum concentration ( maxC ) is 
tracked at each instant of time in simultaneously in both halves of the channel before and after 
the mismatch plane as shown in Figure 5-23. It is clear that as the geometrical mismatch 
increases more area of the plug is exposed to walls at the mismatch plane resulting in less  
 
Fig 5-19  Curve Fits of  M*P and M*  as a function of available flow area ratio 
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Fig 5-20 Slice Planes showing the disruption of the plug in a combined material and 
geometrical mismatch for the case of  A1: A2 = 1.14 ∶ 1 
 
 
 
Fig 5-21 Slice Planes showing the disruption of the plug in a combined material and 
geometrical mismatch for the case of  A1: A2 = 4 ∶ 1 
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This results in decreased levels of  maxC  as the flow restriction increases. It can be inferred from 
Figure 5-23 that the effect of combined material and geometrical mismatch on the sample plug 
  
 
 
 
Fig 5-22 Average concentration profiles at various degrees of combined material and 
geometrical mismatch at different time instants 
Top Left  Plug before the mismatch 
Top Right At the mismatch 
Bottom After the mismatch 
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is relatively small for mismatch magnitudes less than 13% but becomes important for mismatch 
magnitudes greater than 13%.  It can be inferred from the previous sections that geometrical 
mismatch can adversely affect the progression of a sample plug in electrokinetic flows. To 
quantify the effect of geometrical mismatch a volumetric region of 3m1505050   located 
5m on both sides of the mismatch is considered.  
The length of this volumetric region is equal to the initial length of the plug (150µm). The 
amount of species in µMoles is calculated as a function of time by integrating the concentration 
profile in these regions. Numerical integration was used in the integration of the concentration 
profiles.  The initial amount of species injected into the channel after the flow was fully 
developed is μ.n 120 101251
 Moles. The volumes “B” and “A” are shown in Figure 5-25, 
where the convention “B” and “A” stand for region before and after the mismatch respectively. 
Two extreme cases of combined material and geometrical mismatch have been considered i.e. 
the case of  pure material mismatch (0% geometrical mismatch) and the extreme case of 75% 
combined material and geometrical mismatch. As can be seen from the Figure 5-24 where the 
  
Fig 5-23 Left Variation of  maxC  to the left of mismatch plane 
                Right Variation of  maxC  to the right of mismatch plane 
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number of moles (n) was normalized by 0n , the peak elution times for 0% and 75% are different 
due to the reduced flowrates. The maximum number of moles in both volumetric regions A and 
B is less for the case of 75% owing to the increased dispersion due to the geometrical 
mismatch. The number of moles increases in the volumetric region A for both cases (0% & 75%) 
due to the re-concentration of the plug as is passes the mismatch plane. 
 
 
 
 
 
 
 
 
 
Fig 5-25 
 
Volumes of investigation where “B” is region before mismatch and “A” 
is region after mismatch 
 
 
 
 
Fig 5-24 Number of µMoles as a function of time with 0% and 75% combined material 
and geometrical mismatch 
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The skewness and kurtosis were calculated for all the cases of combined material and 
geometrical mismatch at a time when the plug is far away from the mismatch. The results are 
summarized in Table 5-7.  
Table 5-7 Skewness and Kurtosis as a function of Available Flow Area Ratio 
𝐀𝟏:𝐀𝟐 Skewness (S) Kurtosis (K) 
           1 : 1 -0.06 5.5 
                       1.14 : 1 -0.07 5.5 
          4 : 1 -0.89 2.4 
 
Data in Table 5-7 indicates that in all the cases of combined material and geometrical mismatch 
the skewness is negative which means there is peak tailing towards the direction of mismatch. 
The values in the above table are evaluated at a time t=2.8s which corresponds to the plug far 
away from the mismatch. Comparison between 0% and 75% shows a very less variation in the 
skewness and kurtosis, which implies that for longer times, when the plug is far away from the 
mismatch ,the effect of geometrical mismatch on the distortion of the plug is negligible when 
compared to the 0% combined material and geometrical mismatch. But for shorter times when 
the plug is close to the mismatch, we have seen that a higher combined material and 
geometrical mismatch tends to reduce the maximum concentration maxC . Hence from these 
simulations it can be said that the effect of combined material and geometrical mismatch is less 
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compared to the material mismatch, but its effect becomes more pronounced as the flow 
restriction increases.  
5.3.5 Comparison with Pressure Driven Flows 
Pressure driven simulations were performed to see the effect of geometrical mismatch on the 
sample plug. The reservoir wells were extended in this case to generate a fully developed 
velocity profile at the inlet of channel as shown in the Fig 5-26.  
 
 
 
 
 
 
 
 
 
 
 
A species plug was attached after the flow was fully developed at the same location as in 
electrokinetic flow. An average velocity of 1mm/s was maintained in the channel for 
comparison with electrokinetic flows. The diffusion coefficient of the species used is 
s/m102.1D 210 . Grid independence was ensured for all the simulations and the time step 
size used was sufficiently small to resolve the species concentration. Fig 5-27 shows the plug in 
 
Fig 5-26 Simulation Domain in a pressure driven flow with 
extended wells 
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a pressure driven flow with 13% geometrical mismatch at a particular time instant t=0.4s. It can 
be seen that due to the parabolic velocity profile the velocity at the center of the channel is 
high compared to the velocity close to the channel walls. This greatly enhances the dispersion 
of the plug as shown in Fig 5-27 with the plug being dispersed to about 50% of its concentration 
in just 0.4 seconds.  
 
 
 
 
 
 
 
 
 
 
 
In order to track the dispersion of the species plug, cross sectional slices were extracted at the 
locations close to the grid points which are ~4µm and the concentration on these slices was 
 
 
Fig 5-27 Dispersion of a Plug in a Pressure driven flow at t=0.4s with 13% Geometrical 
mismatch 
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averaged using the same numerical code which was used to average the concentration in 
electrokinetic flows. The average concentration profiles for the case of 0% geometrical 
mismatch are shown in Figure 5-28.   
 
Fig 5-28 Average concentration profiles in a pressure driven flow with no 
geometrical mismatch. 
 
As seen from Figure 5-28, species dispersion is enhanced due to the parabolic nature of the 
velocity profile and the plug almost disperses completely in about t=1.6s. The effect of 
geometrical mismatch in pressure driven flows was investigated by introducing various degrees 
of geometrical mismatches in the channel at the same location as in electroosmotic flow. Fig 5-
29 shows the average concentration profiles of 0% and 75% geometrical mismatch at a 
particular time instant in a pressure driven flow. We can see from the above figure that there is 
no appreciable difference in the profiles between 0% and 75% cases. The maximum 
concentration as seen from Fig 5-29 is ~0.09µmol/L at t=1.41s which is very low compared to 
the maximum species concentration in electro-osmotic flow at the same time instant. Hence it 
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can be concluded that the effect of geometrical mismatch on species in not significant in 
pressure driven flows. 
 
 
 
 
 
 
 
 
 
 
Fig 5-29 Comparison of cross sectional average 
concentration profiles between 0% and 75% 
geometrical mismatch in a pressure driven flow 
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CHAPTER 6. NUMERICAL SIMULATIONS OF ELECTROKINETIC INJECTION IN 
A CROSS CHANNEL 
6.1 Introduction 
Sample Injection is one of the most important step in electrophoretic separations. 
Sample Injection can be achieved with a variety of configurations like a Cross, Tee, 
Double-T or Multi-T and Pi structures. The cross-injection systems have been used to 
generate sample plugs with fixed volumes [51] while other geometries like double-T or 
Multi-T were used to generate large volumes of sample plugs . The plugs generated with 
these electrokinetic injection systems can be subsequently used for postprocessing 
analysis. Numerical simulations can provide insights into the physics of flow in these 
devices and to design the control parameters that affect the size and shape of the 
sample plug. The size and shape of the generated plug is an extremely important factor 
that can affect the separation efficiency. The generation of the sample plug consists of 
the loading and dispensing steps. In the loading step the sample is moved from the 
sample reservoirs by the electric field in the main channel and the buffer is allowed to 
flow in the side channels to confine the sample at the intersection. In the dispensing 
step the electric field is switched so that the sample flows in the separation channel. In 
some applications like flow cytometry it is also required to spatially confine the sample 
in the loading step to generate small and concentrated plugs which can be done using a 
cross injection channel [53].  In this work we performed numerical simulations in a 
standard cross channel having rounded corners at the intersection. These rounded 
corners are due to the inability of micromilling to produce sharp corners as they always 
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have a curvature with a radius equal to radius of the milling bit [56]. These rounded 
corners of intersecting channels may be troublesome in microfluidic designs, which are 
dependent on well defined volumes at channel intersections.  
6.2 Numerical Modeling of Sample Injection 
Numerical simulations were conducted to examine the detailed characteristics (e.g., 
length, peak concentration, concentration distribution) of a material plug generated 
electro kinetically through a standard cross-channel configuration shown in Fig.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
All the injection crosses have a width w=100m and length L1=1000m while the length 
of the separation channel was L2=3000m. The radius R was varied from 0,25,50 and 
100m to see the effect of curvature on the generated plug. The diffusion coefficient of 
 
   
 
Fig 6-1 2-D View of the Simulated geometry 
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the test species was s/m104.4D 26 , initial concentration of the plug was, 
6
0 101c
 mol/L, and effective mobility of the species was Vs/cm102 24eff
  (
eofepeff  , where 

ep  is the electrophoretic mobility of the species and eof  is the 
electroosmotic mobility). The value of eff  was based on our initial experimental data 
for transport of Alexa Fluor 633 in PMMA devices (

1TBEbuffer, pH 8.2). For simplicity, 
the simulations were two dimensional, i.e., the channel depth was infinite. While this is 
not the case in practice, this assumption is not critical because it does not compromise 
the essential physics of the effective electrokinetic and diffusive transport processes in 
view of the objectives of the present investigations. The same assumption has been 
used in several other computational investigations [50] 
6.3 Governing Equations  
The equations solved during the simulation are the Laplace equation 
                     0
2 

                                     (6.3-1) 
governing the electrical potential distribution, 

(x,y) and the species mass transport 
equation  
          
cDc.u
t
c 2
eff 

 
                             (6.3-2) 
governing the species concentration distribution , 

c(x,y) where Eu effeff

  is the 
effective electrokinetic velocity; D is the mass diffusion coefficient and E

 is the applied 
electric field calculated from the definition 

E . A zero species flux condition 
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0c.n 

 is applied on the walls of the channel for which the electric field vector is set to 
be tangent (i.e. 0.n 

). The simulations were performed with a spatial grid 
appropriately refined to render the results grid independent and a time step of 50ms, 
which is more than two orders of magnitude smaller than the electrophoretic time to 
transport the species from the center of the channel to the exit of the separation 
channel.  
6.4 Simulation of Injection and Separation Without Pullback Voltage 
The simulation consists of two phases, the injection phase and the separation phase. 
Voltages are applied to the faces V1, V2, V3 and V4 as shown in the Fig.2. In the 
injection phase the voltages are applied to the faces V1 and V2 to allow the sample to 
flow across the intersection while keeping the faces V3 and V4 floating (i.e. no voltage is 
applied to faces V3 and V4).  In the separation phase the voltages are applied to the 
faces V3 and V4 while the faces V1 and V2 are kept floating. The sample flows 
continuously from the face V1 during the injection phase. 
 
 
Fig 6-2 Simulation domain showing the species inlet into the channel and 
the faces where the voltage is applied. 
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6.4.1 Results and Discussions  
               The table below summarizes the voltage applied during the injection and the separation 
phases. 
Table 6-1 Voltage applied during Injection and Separation Phases 
 Sample end Waste end Buffer end Separation 
end 
Time 
Injection 
Phase 
0V 35V Float Float 7.5s 
Separation 
Phase 
Float Float 0V 70V 11s 
 
The simulations are performed to investigate the differences between the size and shape of the 
sample plug injected into a microchip electrophoresis device using simple cross injectors with 
different curvature in the corners. The simulated cases correspond to ratio of curvature to 
width (R/W) of 0, 0.25, 0.5 and 1. Fig 6-3a and 3b shows the plug for the case of R/W=0 during 
the injection and separation phase.  
 
 
Fig. 6-3 Left) Plug during the injection phase at t=7.5s for R/W=0 
Right)  Plug during the injection phase at t=9.5s for R/W=0 
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 The numbers in the figure 1,2,3 and 4 correspond to the sample, waste, buffer and 
the separation channels. Fig 6-4 shows the loading and dispensing steps for cross 
injectors with 25,50&100m radii of curvature .It can be seen from the figure that 
 
Fig. 6-4 Plug elongation with pinched fields 

3L= 0.3 & 

4D= 0.3 for R=0 m and 
R=100 m during the injection and separation phase. 
 
 
Plug during injection 
phase 
 
Plug at t=1s after 
injection phase 
 
Plug at t=2s after 
injection phase 
 
115 
 
there is a leakage of the sample into the separation channel during the injection 
phase. This leakage is caused by both diffusion of the sample into the separation 
channel and migration of the sample into the electric field. As expected the sample 
plug injected into the separation channel becomes longer with increasing radii of 
curvature of the corners.  In order to simulate the detector response two detector 
cross sectional slices were placed at two different locations in the separation 
channel as shown in Fig 6-5. 
 
Fig.6-5 Detectors at two locations in the separation channel where DNF is the 
NearField and DFF is the FarField locations of the detectors. 
One detector slice is placed close to the intersection at m300DNF   while the other detector 
slice is placed far away from the intersection at m3000DFF  . The concentration is averaged 
across these detector slices at each time instant after the end of the injection phase to see the 
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effect of the curvature on the plug elongation. Fig 6-6 shows the nearfield and farfield detector 
responses for the cross injectors with different radii of curvature at the corners. 
 
 
Fig. 6-6 Average concentration profiles at two detector locations showing the 
leakage into the separation channel  
The FWHM of the electrophoretic peaks generated by a moving plug ( assuming a linear velocity 
of 0.334m/s) were  lengths measured at 20% peak height were 1.04, 1.12, 1.27 and 1.64 s for 0, 
25, 50, and 100m radii of curvatures respectively. The lengths of the plug measured at 20% 
peak height were: 510, 530, 590 and 750m for 0, 25, 50 and 100m radii of curvature 
respectively.  The plug widths 

tNF  and 

tFF  (in seconds) for different radii of curvature at 20% 
peak height were calculated with nearfield and farfield detector locations and are summarized 
in the graph in Fig 6- 7 
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Fig. 6-7 Effect of Curvature on the relative plug size at 20% 
peak height 
It can be seen from Fig 6-7 that relative plug size decreases with increase in the radius of 
curvature and is significant for R/W> 0.5.  These results indicate that the effect of rounded 
corners on the sample plug size is relatively small (10-20%) for injectors with R/W< 0.5 and 
increases to ~50% for R/W =1.  It can be seen from Fig 6- 6 that peak tailing is observed for all 
geometries investigated. The asymmetry factor B/A [180] measured at 10% peak height was 
2.54, 2.42, 2.40 and 2.40 for 0, 25, 50 and 100m radius of curvature respectively.  Similar 
values of B/A indicate that the magnitude of peak tailing is not dependent on the geometry but 
rather originates from the injection scheme used. Simple injections without pullbacks as used in 
this simulation can lead to sample leakage into the separation channel and produce peak 
tailing. Such leakage is caused both by diffusion and migration of the sample into the electric 
field and can be eliminated by using properly designed pull-back voltages applied to the sample 
and waster reservoirs during the separation step. 
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6.5 Numerical Simulations of Injection with Pull-Back Voltages 
The presence of peak tailing was observed in all of the simulations without pull-back voltage. 
Numerical simulations with pullback voltages were performed to see the possible effects on the 
sample plug size and peak tailing. The voltages applied during the injection and the separation 
phases are summarized in Table 6-2.  
Table 6-2 Voltage applied during Injection and Separation Phases 
 Sample end Waste end Buffer end Separation 
end 
Time 
Injection 
Phase 
0V 35V Float Float 7.5s 
Separation 
Phase 
28V 28V 0V 35V 11s 
Figure 8 shows the results of a numerical simulation of plug injection with pullback voltage 
applied for the sample and waste reservoirs during the separation step for R=0 m and R=100 
m.  The plug appears to move slower as indicated by the longer migration times compared to 
the injections without pullback voltages. This is due to the lower effective electric field imposed 
on the sample (167 V/cm without pullback and ~110 V/cm with pullback). The lengths of the 
plug measured at 20% peak height were 320 m and 460 m for R=0 m and R=100 m 
respectively. It is seen from Fig 6-8 that peak tailing is completely eliminated by pullbacks (B/A= 
0.98 for R= 0m and B/A= 1.12 for R= 100m) indicating that the only effect of curved corners 
is in terms of the length of the sample plug when proper injection schemes are used. Simulation 
results also indicated that using cross injectors with large R/W leads to the injection of longer 
sample plugs. These longer sample plugs compromise the separation efficiency due to 
overloading introducing extra-column effects on the total plate height. 
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Fig. 6-8 Comparison of injection with pullback voltage between R0 and 
R100 where “P” stands for pullback. 
The efficiency in the separation can be expressed in terms of the plate height (H = L/N, where L 
is the length of the column and N is the number of theoretical plates). If the on-column sample 
spreading is dominated by longitudinal diffusion, the contributions to the plate height can be 
determined using: 
u
D2
L12
l
L12
l
HHHH m
sep
det
sep
inj
diffdetinjtot                             (2.4-1) 
where Hdiff, Hinj, and Hdet are the contributions of axial diffusion, injection plug length, and 
detection length, respectively. DM is the diffusion coefficient of the analyte in the buffer, u is 
the linear velocity of the analyte, linj is the injection plug length, ldet is the detector observation 
length, and Lsep is the separation length. The above equation indicates that for higher 
separation speeds where the contribution from sample diffusion decreases, the relative effect 
of longer injection plugs for devices with high R/W injectors will be more pronounced. The 
120 
 
effect of high R/W will also be more pronounced for the separation of species with smaller 
diffusion coefficients. 
6.6 Simulations of Electrokinetic Focusing or Pinched Injections 
In many applications like flow cytometry and high performance separations it is required to 
generate short axial extent sample plugs, which is done by the use of pinching. This method 
uses spatial containment of the sample in the cross intersection by means of electrokinetic 
focusing before dispensing it into the separation channel. During the dispensing step, pullback 
voltages are applied to minimize sample leakage from the sample and waste channels into the 
separation channel. Studies by [50] have shown that increasing the pinching voltage leads to 
shorter sample plugs but also lowers the maximum concentration of the analyte ( maxC ) in the 
plug. In a similar way, increasing the amount of pull-back applied during dispensing leads to 
shorter plugs and lower sample concentrations in the plug. Ermakov et al [50] have used 
/Cmax , where   is the standard deviation of the sample peak, as one of the metrics to 
determine optimal injection conditions. The equations to estimate the standard deviation   are 
                                               






dt)t(c
dt)t(tc
                                                 (2.5-1) 
                                             








dt)t(c
dt)t(c)t( 2
2                                        (2.5-2) 
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where   is the first moment giving the peak elution time and   is the standard deviation from 
the second moment of the temporal signal. The electric field distribution was described by 
using relative electric field strengths in the channels, 
max
i
E
E
 , where iE  is the electric field 
strength in channel 

i  in that portion of the channel that is far from the cross intersection and 
where it is assumed to be uniform and constant and maxE  is the maximum field value.  
6.7 Results and Discussions 
Numerical simulations were performed for different values of L3  and D4  for the geometry 
shown in Fig 6-9. The convention L3  and D4  denotes the non-dimensional field at the ends 3 
and 4 during the loading and dispensing steps. For simplicity all the four arms in Fig 6- 9 are of 
the same length L= 1000 m with width w= 100 m.  Only two cases of rounded corner with R= 
0 m and R= 100 m were investigated to see the effect of pinching on the generated sample 
plug size. The detector slice is placed at 300 m from the intersection to track the average 
concentration of the plug.  
 
Fig. 6-9 Geometry used for the 
Pinched Injection Simulations 
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The conventions used in the pinching simulations are as follows: R0_R and R100_R stands for 
pinched injections with L3 = 0.6 and D4 = 0.3 used by Ermakov et.al, R0_C1 and R100_C1 
stands for conditions with L3 = 0.3 & D4 = 0.6, R0_C2 & R100_C2 are for conditions L3 = 0.3 & 
D4 = 0.3 while L3 = 0.6 & D4 = 0.6 is for R100_C3  The conditions of L3  and D4  during the 
loading and dispensing steps for R=0 m and R=100 m are summarized in Table 6-3. 
Table 6-3 The conditions for L3 and D4 for different cases simulated 
 3L 4D 
R0_R 0.6 0.3 
R100_R 0.6 0.3 
R0_C1 0.3 0.6 
R100_C1 0.3 0.6 
R0_C2 0.3 0.3 
R100_C2 0.3 0.3 
R100_C3 0.6 0.6 
The results of numerical simulations with L3 = 0.3 & D4 = 0.3 for R=0 m and R=100 m are 
shown in Fig 6-10.  
Ermakov et.al found that /Cmax  reaches a maximum at L3 = 0.6 & D4 = 0.3 for both sharp 
corners and rounded corners with R=100 m which can be described as a weak pinch combined 
with a medium sample pull-back (L and D denotes loading and dispensing step, respectively). 
Fig 6-11 presents data of numerical simulations of pinched injections at L3 = 0.6 and D4 = 0.3 
for both a cross injector with sharp corners and rounded corners with R = 100 m. Clearly, 
pinched injection allows for generating much shorter plugs in both geometries as compared to 
floating injection and floating injection with pullbacks. For example, the plug lengths measured 
at 20% peak height were: 165 and 255 m for 0 and 100 m radii of curvature, respectively. 
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Plug during injection phase 
  
Plug at t=1s after injection phase 
 
 
Plug at t=2s after injection phase 
Fig. 6-10 Plug elongation with pinched fields 

3L= 0.3 & 

4D= 0.3 for R=0 m and R=100 m 
during the injection and separation phase. 
 
 
124 
 
 
Fig. 6-11 Numerical Simulations of Pinched Injection with cross injectors with radius of 
curvature R=0 m and R=100 m. Each data point is the average concentration across 
the separation channel obtained 350 m downstream from the center of the injector. 
R0_R &R100_R correspond to L3 = 0.6 and D4 = 0.3 
 
Extended plug lengths were observed using injectors with rounded corners accompanied by 
much higher maxC  as compared to sharp-corner injectors. This indicates that in the case of 
rounded corner injectors, stronger pinching may be used without sacrifice of maxC  significantly. 
Indeed as shown in Fig. 12 the electrical field conditions that allow for stronger pinching L3 = 
0.3 lead to much shorter plugs (200 m) and a maxC  that is roughly the same as optimal 
conditions for sharp-corner injectors. 
Hence it can be concluded that the plug length can be controlled by the use of pinching 
voltages. Use of fields with L3 = 0.6 and D4 = 0.3 lead to higher /Cmax  for both cross 
injectors with radii of curvature 0 and 100 m.  
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Fig. 6-12 Numerical Simulations of Pinched Injection for cross injectors with 
radius of curvature R=0 m and R=100 m. R0_R & R100_R correspond to L3
= 0.6 and D4 = 0.3 for 0 and 100 m radius of curvature. R100_C2 
corresponds to L3 = 0.3 and D4 = 0.3 for 100 m radii of curvature. 
 
Few results on simulations in the aforementioned chapter (Chapter 6) with pullback voltages 
and pinching had been published in Hupert et.al [180].   
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CHAPTER 7. CONCLUSIONS AND RECOMMENDATIONS 
 7.1 Conclusions 
7.1.1 Electrokinetically Driven Flows 
Numerical simulations were performed to see the effect of misalignment in microfluidic 
interconnects.  The effect of these misalignments on the flow behavior and sample progression 
was investigated. In electrokinetically driven flows the effect of material transition and 
geometrical misalignment was investigated separately and compared with the results when 
both material and geometrical mismatch are encountered. The effect of only geometrical 
mismatch was to cause a reduction in the flow rates affecting the retention time of the species. 
There was no appreciable decrease in the maximum concentration of the species and it was 
concluded that only geometrical mismatch has less effect on the progression of a sample plug. 
A method of quantification was provided by calculating the skewness  and kurtosis of the 
average concentration profiles to better understand the dispersion phenomena in 
electrokinetically driven flows.  The effect of material transition was seen to have a drastic 
effect on the progression of the species plug. The mismatch in electroosmotic mobility of the 
materials was seen to induce pressure gradients which severely disrupt the velocity profile. This 
deviation was found to considerably enhance the dispersion of an injected species plug.  One 
interesting phenomena was observed during the progression of species at the material 
transition. Due to the cross-flow velocity gradients and convective effects there was a re-
concentration of plug after it crosses the material transition. This could be used to exploit the 
detection capabilities. Numerical simulations were also performed to see the combined effect 
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of material and geometrical mismatch. The effect of material transition coupled with the 
geometrical mismatch had the most effect on the flow behavior and sample progression. The 
amounts of geometrical mismatch were varied changing the available flow area at the 
mismatch plane and the results were quantified in terms of the available flow area ratios. The 
geometrical mismatch was seen to cause a considerable drop in potential and pressure at the 
mismatch plane. A correlation was developed by considering all the simulated cases to predict 
the potential and pressure drop due to the geometrical mismatch. Using this correlation, the 
reduction in flow rates can be predicted for any combined material and geometrical 
mismatches. The results were interpreted in non-dimensional variables and can be extended to 
account for any aspect ratio or any number of material transitions or any amount of 
geometrical mismatch.  The effect of this combined material and geometrical mismatch was 
also seen to disrupt the injected plug.  It can be concluded that the effect of material mismatch 
has more effect on the flow when compared to geometrical mismatch, but the effect of 
geometrical mismatch becomes significant as the available flow area decreases and hence 
needs to be taken into consideration during the design of interconnects.  
Numerical simulations were performed on cross injectors with radius of curvature at the 
intersection varying from 0 to 100 m. The results of the numerical simulations indicated that 
additional injection volume present in the cross injector due to the curvature of micromilled 
corners led to increased sample plug size. This effect could be minimized for designs with radius 
of curvature to channel width ratios (R/W) of less than 0.5. Sample leakage into the separation 
channel was observed for the entire cross injectors when no pullback voltages are used. 
Simulations have shown that leakage can be almost eliminated by using the pullback voltages. 
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In order to generate short sample plugs pinched injections with strong pinching potentials have 
to be used.   
7.1.2 Pressure Driven Flows 
Numerical simulations were performed to see the effect of geometrical misalignments for 
interconnect applications. Three common types of interconnection methods were discussed: 
End-to-End interconnection, channel overlap, Tube-in-Reservoir and the effects of 
misalignments occurring during these types of interconnections were addressed. Each case was 
separately simulated for practically Reynolds number ranging from 0.075 to 75.  The effect of 
misalignments was seen by varying the available flow area ratios and the results interpreted in 
terms of equivalent length of a straight pipe.  Quantifying the results in terms of the equivalent 
length provides an estimation of the pressure drop occurring due to the geometrical 
misalignment. The simulations revealed that the effect of misalignment in End-to-End 
interconnections was less compared to the interconnection by channel overlap.  In the End-to-
End interconnection the amount of misalignment was studied for flow area reductions of 13%, 
50%, 58% and 75% of the original cross-section. In the interconnection through channel 
overlap, various possible misalignment cases were simulated and a case with configuration M3 
was found to have the most effect on the flow profile.  In the third type of interconnection 
methods the offset between reservoir and tubing was studied simulated for two different 
cases. It was seen that there is a higher drop in pressure in the case of tubing offset from the 
center when compared to the ideal case of perfect alignment between reservoir and tubing.  
The results were interpreted in terms of equivalent length. Hence it was concluded from the 
simulations that End-to-End interconnection provides a better advantage in terms of minimal 
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losses and lower pressure drop when compared to interconnection by channel overlap. The 
advantage also depends on the application. If devices need to stacked the results from the 
channel overlap can provide insights into the losses. It was shown from the simulations that for 
area ratio 3:1 the effect of pressure drop cannot be neglected and must be taken into 
consideration. Therefore during the design of these devices or when providing interconnection 
it should be ensured that the misalignment flow area ratio should be less than 3:1 in order to 
reduce the losses.  
7.2 Recommendations for Future Work 
Numerical simulations helped in addressing some of the common misalignment issues 
occurring in practice.  This work addressed some of the End-to-End interconnection 
misalignments in electrokinetically driven flows.  Future work on simulations of misalignments 
due to channel overlap in electrokinetic flows could provide better insights in the flow behavior 
in the realizations of modular microfluidic devices.  Experimental validations would also provide 
additional insights and would be greatly beneficial.  
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APPENDIX A1 : MATHEMATICA CODE TO CALCULATE VELOCITY PROFILE IN 
RECTANGULAR CHANNELS FOR ELECTROOSMOTIC FLOWS 
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APPENDIX A2 : MATHEMATICA CODE TO CALCULATE VELOCITY PROFILE IN 
RECTANGULAR CHANNELS FOR PRESSURE DRIVEN FLOWS  
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APPENDIX B : CURVE FIT PARAMETERS FOR END-TO-END INTERCONNECTION  
 
 
SSE 0.000883 
R-SQUARE 0.9989 
Adjusted R2 0.9983 
RMSE 0.0148 
 
SSE( Sum of Square Error)- A value closer to zero indicates, the model has small random 
component and the fit will be useful for prediction 
R-SQUARE – This measures how successful the fit is in explaning the variation of data. A value 
closer to 1 indicates the best fit 
Adjusted R2 – Best indicator of fit quality 
RMSE ( Root Mean Square Error)- Estimate of the standard deviation of random component in 
the data. A value closer to zero indicated the fit is good for prediction 
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