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We prove that the Membership Problem is solvable affirmatively for every finitely
generated quadratic module Q of R[X1]. For the case that the associated semialgebraic set
S is bounded we show that a polynomial f is an element of Q if and only if f is nonnegative
on S and fulfills certain order conditions in the boundary points of S. This leads us to the
definition of generalized natural generators of the quadratic module Q .
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1. Introduction
Let Q be a subset of the polynomial ring R[X] = R[X1, . . . , Xn] over a real closed field R. The Membership Problem for Q
asks the following:
Is there an algorithm to decide whether a given polynomial f ∈ R[X] lies in Q?
This means that the Membership Problem is solvable affirmatively for Q if and only if for every polynomial f there is a
computational procedure which on input of the coefficient vector of f stops after finitely many steps with output YES if
f ∈ Q and output NO if f ∉ Q .
A groundbreaking result of Tarski [13] says that the theory of real closed fields in the first order language of ordered
rings Lor = {+,−, ·, 0, 1, <} is decidable. Thus the Membership Problem is solvable affirmatively for Q if the input data
are computable and Q is definable with respect to Lor . Definability for a subset Q ⊆ R[X] is a new notion introduced in my
thesis [1] to express that for any polynomial f (X, Y ) ∈ Z[X, Y ] there is an Lor(R)-formula ϑf (Y ) such that for a coefficient
vector c ∈ RY we have f (X, c) ∈ Q if and only if R |H ϑf (c), i.e. ϑf (c) is true in R. Here Lor(R) denotes the language which is
obtained by adding to Lor a constant symbol to name each element of R and Y is a finite tuple of variables (of variable length).
In the following we concentrate on the case that Q is a quadratic module, i.e. a subset of R[X] containing 1, being closed
under addition and under multiplication with squares of polynomials. If Q is in addition closed under multiplication it is
called a preordering.
The Membership Problem for quadratic modules is in itself an interesting problem from a theoretical viewpoint. Its
solution, however, is also of interest for applied mathematics because the membership in certain quadratic modules is used
to obtain semidefinite programming relaxations for polynomial optimization problems (see [5]).
There are two classes of quadratic modules for which we can easily see that they are definable and therefore the
Membership Problem is solvable affirmatively for them.
The first class consists of the finitely generated saturated preorderings. A preordering P = PO(G) := PO(g1, . . . , gs) :=
{ 
ϵ∈{0,1}s
σϵg
ϵ1
1 · · · gϵss | σϵ ∈

R[X]2 ∀ϵ ∈ {0, 1}s} for some finite set G = {g1, . . . , gs} ⊆ R[X] is saturated if P = P (S) :=
{f ∈ R[X] | f |S ≥ 0} where S = S(G) := S(g1, . . . , gs) := {x ∈ Rn | gi(x) ≥ 0 (1 ≤ i ≤ s)} is the basic closed
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semialgebraic set associated to P . The Lor(R)-formula ϑ satf (Y ) which defines the membership in the saturated preordering
P = PO(G) ⊆ R[X] for some polynomial f (X, Y ) ∈ Z[X, Y ] is given by ϑ satf (Y ) := ∀X

s
i=1
gi(X) ≥ 0→ f (X, Y ) ≥ 0

.
The second class of definable quadratic modules which we want to mention at this point is the class of finitely generated
stable ones. The stability of a finitely generated quadraticmoduleQ = QM(G) := QM(g1, . . . , gs) := {σ0+σ1g1+· · ·+σsgs |
σi ∈ R[X]2 (0 ≤ i ≤ s)} for some G = {g1, . . . , gs} ⊆ R[X]means the following. If f ∈ Q then there are bounds∆(f ) on
the degree of the squares of polynomials and N(f ) on the number of squares of polynomials appearing in a representation
of f as an element of Q , and these bounds just depend on the degree of f . The Lor(R)-formula ϑ stabf (Y ) which defines the
membership in the stable quadratic module Q = QM(G) for some f (X, Y ) ∈ Z[X, Y ] is given as follows. If g0 := 1 then
ϑ stabf (Y ) := ∃W

∀X

f (X, Y ) =
s
i=0

N(f )
j=1
F∆(f )(X,Wij)2

gi(X)

where W = (W11, . . . ,W1N(f ), . . . ,WsN(f )) is a finite
tuple of variables and the polynomial F∆(f )(X,Wij) =
α
Wij,αXα is the general polynomial in Z[X,Wij] of degree∆(f )with
respect to X .
The reason why the finitely generated stable quadratic modules Q are very attractive in view of computational aspects is
that theMembership Problem forQ translates into a semidefinite programming problemwhich can be solved in polynomial
time by using interior point methods (see [7]).
Up to nowwe have seen two classes of finitely generated quadratic modules of R[X] for which the Membership Problem
is solvable affirmatively. Examples of not finitely generated quadratic modules for which there is a positive answer to the
Membership Problem are the orderings of R[X]. This follows from the Marker–Steinhorn theorem ([6] Theorem 2.1) which
says that all orderings of R[X] are definable.
The main result of the present work is that for every finitely generated quadratic module of R[X1] the Membership
Problem is solvable affirmatively (Corollary 3.4). The key step for this result is the explicit description of the membership
in a quadratic module in the case that the associated semialgebraic set is bounded (Theorem 3.2). We obtain this by using
the characterization of the finitely generated quadratic modules in formal power series rings ([2] Theorem 2.3) and then
applying a local-global principle due to Scheiderer ([10] Corollary 3.17).
We want to mention at this point that the solution of the Membership Problem is much harder in the multi-variate case
and it is still an open question whether every finitely generated quaratic module of R[X] is definable if n > 2.
From Theorem 3.2 we furthermore infer that a finitely generated quadratic module QM(G) of R[X1] with nonempty
bounded semialgebraic set S(G) ⊆ R is completely determined by a natural number m ∈ N and two vectors σ⃗ ∈ R2m and
ω⃗ ∈ (N∪ {∞})3m which encode the boundary points of S(G) and order conditions attached to these points. This will lead to
the set of so called generalized natural generators (Definition 4.1).
If the nonempty bounded semialgebraic set S ⊆ R is written as S =
m
i=1
[ai, bi] for some ai, bi ∈ Rwith ai ≤ bi for 1 ≤ i ≤ m
and bi < ai+1 (1 ≤ i ≤ m− 1) then the set of natural generators of P (S) is given as Nat(S) = {(X1 − bi)(X1 − ai+1) | 0 ≤
i ≤ m}where b0 := −∞, am+1 := ∞, X1 − (−∞) := 1 and X1 −∞ := −1.
The notion of natural generators was introduced by Kuhlmann and Marshall in [3] where they showed that the finite set
Nat(S) generates the preorderingP (S) of all nonnegative polynomials on S ([3] Theorem 2.2). Theorem 4.3 generalizes this
by considering preorderingswhosemembers satisfy in addition to the nonnegativity on S order conditions as in Theorem3.2.
For the rest of the article X denotes one indeterminate and L = Lor .
2. Solution for R = R in the monogenic case
Let Q = QM(g) be generated by one single polynomial g ∈ R[X]. We call such a quadratic modulemonogenic. A monogenic
quadratic module is actually a preordering since it is obviously closed under multiplication.
The image of g in the formal power series ring R[[X − a]] for some a ∈ R, which is nothing else than the Taylor series
expansion of g in a, is denoted byga. We can write
ga = ϵa(g)(X − a)orda(g) (ϵa(g)c1)  
>0

1+ c2
c1
(X − a)+ · · ·

  
=:1+q
with some element q ∈ (X − a)R[[X − a]] and some coefficients ci ∈ R. Here ϵa(g) ∈ {±1} denotes the sign of g(orda(g))(a)
and orda(g) := min{k ∈ N0 | g(k)(a) ≠ 0}.
For the quadratic module generated by the images of g1, . . . , gs ∈ R[X] in R[[X − a]] we use the notationQMa(g1, . . . , gs)
orQa if Q = QM(g1, . . . , gs) ⊆ R[X].
If Q = QM(g) then we have Qa = QMa(ϵa(g)(X − a)orda(g)) because elements of the form c(1 + q) with c ∈ R, c > 0
and q ∈ (X − a)R[[X − a]] are invertible and squares in R[[X − a]].
An important step in solving theMembership Problem in the affirmative is to characterize the structure of themonogenic
quadratic modules in formal power series rings. This has been done in [2] Theorem 2.3. With the considerations above this
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theorem translates into conditions which ensure that a polynomial is locally in the quadratic module generated by another
polynomial.
Theorem 2.1. Let f , g ∈ R[X] and a ∈ R. Then the following statements are true.
(1) If orda(g) even and ϵa(g) = 1 thenfa ∈QMa(g)⇔ orda(f ) even and ϵa(f ) = 1.
(2) If orda(g) = 0 and ϵa(g) = −1 thenfa ∈QMa(g)⇔ f ∈ R[X].
(3) If orda(g) > 0 even and ϵa(g) = −1 thenfa ∈QMa(g)⇔ (orda(f ) even and ϵa(f ) = 1) or orda(f ) ≥ orda(g).
(4) If orda(g) odd thenfa ∈QMa(g) ⇔ (orda(f ) even and ϵa(f ) = 1) or
(orda(f ) odd, ϵa(f ) = ϵa(g) and orda(f ) ≥ orda(g)).
The first equivalence in particular means that f is locally a (sum of) square(s) if and only if orda(f ) is even and ϵa(f ) = 1.
The conditions for the order and the sign ϵ given in Theorem 2.1 can be formulated by L-formulas (see Remark 2.4). Thus the
result of this theorem implies the definability of the membership in the monogenic quadratic module in the formal power
series ring in the following uniform way.
Corollary 2.2. Let Y and Z be a finite tuple of variables (of variable length).
If f (X, Y ) ∈ Z[X, Y ] and g(X, Z) ∈ Z[X, Z] then there is an L-formula ϕ(Y , Z) such that for every real closed field R, every a ∈ R
and any c ∈ RY , b ∈ RZfa(X, c) ∈QMa(g(X, b))⇔ R |H ϕ(c, b).
The local conditions from Theorem 2.1 allow us to answer the question when a polynomial f is (globally) in the quadratic
module generated by another polynomial g in the case that the basic closed semialgebraic set S(g) is bounded. In order to
do so we apply a local-global principle due to Scheiderer (Corollary 3.17 from [10]) which essentially uses the archimedean
property of the quadratic module. Thus we get our result for quadratic modules whose associated semialgebraic set is
bounded and R = R.
By Sisol we denote the set of isolated points for some set S.
In the case that S(g) is a not degenerated interval the result of the next theorem can already be found in [8].
Theorem 2.3. Let f , g ∈ R[X] and S = S(g) ⊆ R bounded.
Then f ∈ Q = QM(g) if and only if f |S ≥ 0 and for every
(i) boundary point a of S \ Sisol we have orda(f ) even or orda(f ) ≥ orda(g),
(ii) a ∈ Sisol we have (orda(f ) even and ϵa(f ) = 1) or orda(f ) ≥ orda(g).
Proof.
⇒: Since f ∈ Q we clearly have that f |S ≥ 0 andfa ∈ Qa for every a ∈ R.
If a is a boundary point of S \ Sisol then orda(g) is odd so we get by Theorem 2.1(4) the desired properties of f .
If a ∈ Sisol then orda(g) is even and ϵa(g) = −1. Hence Theorem 2.1(3) gives us what we need.
⇐: Let a be a zero of f in S.
If a lies in the interior of S then orda(f )must be even and ϵa(f ) = 1 because f is nonnegative on S. This implies thatfa is a square.
If a is one of the boundary points of S \ Sisol then orda(g) is odd and we have because of the nonnegativity condition
for f on S that ϵa(f ) = ϵa(g). Thus we get by Theorem 2.1(4) under the additional assumption (i) thatfa ∈ Qa.
For isolated points awe finally have that orda(g) is even and ϵa(g) = −1 so that we have together with assumption
(ii) by Theorem 2.1(3) thatfa ∈ Qa.
Altogether we have shown thatfa ∈ Qa for every zero a of f in S. This gives by the local–global principle of Scheiderer
([10] Corollary 3.17) that f ∈ Q . 
Remark 2.4. The conditions of Theorem 2.3 can be expressed by L-formulas. More precisely for given polynomials f (X, Y ) ∈
Z[X, Y ] and g(X, Z) ∈ Z[X, Z] with finite tuples of variables Y and Z there is an L-formula φ(Y , Z) which has parameters
just from Z such that for c ∈ RY , b ∈ RZ f (X, c) ∈ QM(g(X, b)) if and only if R |H φ(c, b).
We show exemplarily how the condition that a is an isolated point of S(g) can be expressed by an L-formula. For the
expression of the other conditions see [1] Remark 2.12.
Let g = g(X, b) for some polynomial g(X, Z) ∈ Z[X, Z] and coefficients b ∈ RZ . Then
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a is an isolated point of S(g)
can be expressed as
g(a, b) = 0 ∧ ∃δ > 0[∀ϵ ∈]0, δ[ (g(a− ϵ, b) > 0 ∧ g(a+ ϵ, b) > 0)
∨ (g(a− ϵ, b) < 0 ∧ g(a+ ϵ, b) < 0)].
Nowwe are able to prove that theMembership Problem is solvable affirmatively for the special case thatwe are in dimension
one over the reals and the quadratic module is generated by a single polynomial.
Theorem 2.5. For g ∈ R[X] the quadratic module QM(g) is definable.
Proof. We consider the basic closed semialgebraic set S(g).
If S(g) is not bounded we know by the stability theorem of Kuhlmann/Marshall ([3] Theorem 3.5) or Powers/Scheiderer ([9]
Theorem 2.14) that QM(g) is stable and therefore definable as explained in the introduction.
If S(g) is bounded we know by Theorem 2.3 that QM(g) is definable. 
Corollary 2.6. If g(X) ∈ R[X] and the input data are computable then the Membership Problem is solvable affirmatively for
QM(g).
The considerationmade above about the defining formulas shows in particular the following uniform version of the positive
solution of the Membership Problem.
Corollary 2.7. Let Y and Z be a finite tuple of variables (of variable length).
If f (X, Y ) ∈ Z[X, Y ] and g(X, Z) ∈ Z[X, Z] then there is an L-formula ϕ(Y , Z) such that for every real closed subfield R of R and
any c ∈ RY , b ∈ RZ
f (X, c) ∈ QMR[X](g(X, b))⇔ R |H ϕ(c, b)
where QMR[X](g(X, b)) denotes the quadratic module generated by g(X, b) in R[X].
Proof. With θ(Z) := ∃r[∀X(g(X, Z) ≥ 0→ X2 ≤ r)]we define
ϕ(Y , Z) := (θ(Z)→ φ(Y , Z)) ∨ (¬θ(Z)→ ϑ stab(Y , Z))
where φ(Y , Z) is the L-formula from Remark 2.4 and ϑ stab(Y , Z) is the uniform version of the L(R)-formula from the part
about stable quadratic modules in the introduction. Then we have as in the proof of Theorem 2.5 that for c ∈ RY , b ∈ RZ
f (X, c) ∈ QMR[X](g(X, b))⇔ R |H ϕ(c, b).
Let now R be an arbitrary real closed subfield of R and c ∈ RY as well as b ∈ RZ .
If f (X, c) ∈ QMR[X](g(X, b)) then we have by QMR[X](g(X, b)) ⊆ QMR[X](g(X, b)) thatR |H ϕ(c, b). SinceR is an elementary
extension of R and b and c are from R we also have R |H ϕ(c, b). If on the other hand R |H ϕ(c, b) then we know that
R |H ϕ(c, b) and thus f (X, c) ∈ QMR[X](g(X, b)) ∩ R[X] again by the property of being an elementary extension. Hence
there are certain ki, di ∈ N such that
R |H ∃W (∀X(f (X, c) =
k0
j=1
Fd0(X,W )
2 +
k1
j=1
Fd1(X,W )
2g(X, b)))
where Fdi(X,W ) is the general polynomial of degree di with respect to X (i = 0, 1). By the Tarski transfer principle this
formula is also true for Rwhich finally implies that f (X, c) ∈ QMR[X](g(X, c)). 
3. Solution for R = R in the finitely generated case
Now we consider an arbitrary finitely generated quadratic module Q = QM(G) of R[X] for some G = {g1, . . . , gs} ⊆ R[X].
The description ofQa ⊆ R[[X − a]] for some a ∈ Rwill depend on the following values:
ka(G) := min
1≤i≤s{orda(gi) | orda(gi) even, ϵa(gi) = −1}
k+a (G) := min1≤i≤s{orda(gi) | orda(gi) odd, ϵa(gi) = 1}
k−a (G) := min1≤i≤s{orda(gi) | orda(gi) odd, ϵa(gi) = −1}.
In any of the three cases we define ka(G), k+a (G) and k−a (G) to be∞ if the corresponding set is empty.
Remark 3.1. From [2] Theorem 2.3 and the fact that±(X − a)l ∈ Qa for some l ∈ N if and only ifQMa(±(X − a)l) ⊆ Qa one
can derive how Qa looks in dependence on the values ka(G), k+a (G) and k−a (G). We give the description for the case that all
three values ka(G), k+a (G) and k−a (G) are finite and refer to [1] Section 2.1 or [2] Section 3 for the cases where at least one of
the values is infinite.
(1) If ka(G) < k+a (G), k−a (G) thenQa =QMa(−(X − a)ka(G))
(2) If k+a (G) < ka(G) < k−a (G) thenQa =QMa((X − a)k+a (G),−(X − a)ka(G))
(3) If k−a (G) < ka(G) < k+a (G) thenQa =QMa(−(X − a)k−a (G),−(X − a)ka(G))
(4) If ka(G) > k+a (G), k−a (G) thenQa =QMa((X − a)k+a (G),−(X − a)k−a (G)).
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For the formulation of the generalization of Theorem 2.3 for the finitely generated case we distinguish the isolated points
in the following way. On the right hand side we illustrate how polynomials that generate a certain type of an isolated point
typically look in a neighborhood of that point.
Let G = {g1, . . . , gs} ⊆ R[X], S = S(G) and a ∈ Sisol.
We say that a is an isolated point of type
C (for G) if ka(G) < k+a (G) and ka(G) < k−a (G)
q
LR (for G) if ka(G) > k+a (G) and ka(G) > k−a (G)
q 
 ❅
❅
RC (for G) if k+a (G) < ka(G) < k−a (G)
q 
 
LC (for G) if k−a (G) < ka(G) < k+a (G)
q
❅
❅
The letters C, LR, RC and LC refer to the central, left–right, right–central and left–central types of quadraticmodules in formal
power series rings ([2] Definition 3.1 and Corollary 3.6).
Theorem 3.2. Let f ∈ R[X] and G = {g1, . . . , gs} ⊆ R[X] with S = S(G) ⊆ R bounded.
Then f ∈ Q = QM(G) = PO(G) if and only if f |S ≥ 0 and for every
(i) left boundary point a of S \ Sisol we have orda(f ) even or orda(f ) ≥ k+a (G)
(ii) right boundary point a of S \ Sisol we have orda(f ) even or orda(f ) ≥ k−a (G)
(iii) a ∈ Sisol we have (orda(f ) even and ϵa(f ) = 1) or
(1) orda(f ) ≥ ka(G)
if min(ka(G), k+a (G), k−a (G)) = ka(G). (Type C)
(2) (orda(f ) odd, ϵa(f ) = 1 and orda(f ) ≥ k+a (G)) or orda(f ) ≥ min(k−a (G), ka(G))
if min(ka(G), k+a (G), k−a (G)) = k+a (G). (Type LR or RC)
(3) (orda(f ) odd, ϵa(f ) = −1 and orda(f ) ≥ k−a (G)) or orda(f ) ≥ min(k+a (G), ka(G))
if min(ka(G), k+a (G), k−a (G)) = k−a (G). (Type LR or LC)
Proof. This follows with a similar argument as in Theorem 2.3 from the description ofQMa(g1, . . . , gs) (see Remark 3.1)
which is based on [2] Theorem 2.3 by applying the local–global principle of Scheiderer (Corollary 3.17 from [10]) if we
consider the following.
If a is a left boundary point of S \ Sisol then there is some i ∈ {1, . . . , s} such that orda(gi) is odd and ϵa(gi) = 1. For all
other j ≠ iwe must either also have orda(gj) odd and ϵa(gj) = 1 or in the other case orda(gj) even and ϵa(gj) = 1.
Similar considerations can be made for right boundary points of S \ Sisol.
In the case of an isolated point there is either some 1 ≤ i ≤ s such that orda(gi) is even and ϵa(gi) = −1 which means
that ka(G) <∞ or at least two of the values ka(G), k+a (G) and k−a (G) are less than infinity. 
The way of describing membership in a quadratic module as given in Theorem 3.2 illustrates that every finitely generated
quadratic module QM(G) ⊆ R[X] whose associated semialgebraic set S(G) is bounded is in fact a preordering. This has
already been observed by Scheiderer ([11] Corollary 4.4).
We note that the order conditions for the isolated points given in Theorem 3.2 just depend on one or two of the values
ka(G), ka(G)+, ka(G)−. The type of the isolated point decides which of the values are needed.
An immediate consequence of Theorem 3.2 is that every finitely generated quadratic module of R[X] is definable.
Theorem 3.3. For G = {g1, . . . , gs} ⊆ R[X] the quadratic module QM(G) is definable.
Proof. As in the proof of Theorem 2.5 the non bounded case is covered by the stability theorem of Kuhlmann/Marshall or
Powers/Scheiderer and the bounded case by Theorem 3.2. 
Completely similar to the case of one generator we get the following two corollaries.
Corollary 3.4. If G = {g1, . . . , gs} ⊆ R[X] and the input data are computable then the Membership Problem is solvable
affirmatively for QM(G).
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Corollary 3.5. Let Y and Z be a finite tuple of variables (of variable length).
If f (X, Y ) ∈ Z[X, Y ], g1(X, Z), . . . , gs(X, Z) ∈ Z[X, Z] then there is some L-formula ϕ(Y , Z) such that for every real closed
subfield R of R and any c ∈ RY , b ∈ RZ
f (X, c) ∈ QMR[X](g1(X, b), . . . , gs(X, b))⇔ R |H ϕ(c, b).
At the end of this section we deduce two other corollaries from Theorem 3.2.
One corollary characterizes when a finitely generated quadratic module in dimension one with bounded associated
semialgebraic set is saturated, which can be found in [4].
Corollary 3.6 ([4] Theorem 3.2). Let G = {g1, . . . , gs} ⊆ R[X] such that the set S = S(G) ⊆ R is bounded. Then QM(G) is
saturated if and only if for every
(i) boundary point a of a S \ Sisol there is some i ∈ {1, . . . , s} with orda(gi) = 1;
(ii) a ∈ Sisol there are i, j ∈ {1, . . . , s} with orda(gi) = orda(gj) = 1 and ϵa(gi) ≠ ϵa(gj).
Proof. This is clear since in any other case we can by Theorem 3.2 construct a polynomial f which is nonnegative on S but
not in QM(G). 
Another corollary is the famous Theorem of Schmüdgen for the one dimensional case since strictly positive polynomials
trivially satisfy the conditions of Theorem 3.2.
Corollary 3.7 ([12] Corollary 3). Let f ∈ R[X] and G = {g1, . . . , gs} ⊆ R[X] such that S = S(G) is bounded. If f |S > 0 then
f ∈ QM(G) = PO(G).
4. Generalized natural generators
In this final section we generalize the notion of natural generators given by Kuhlmann an Marshall in [3]. In order to do so
we need some definitions.
Definition 4.1.
(1) Form ∈ Nwe define Svec(m) as
{(a1, b1, . . . , am, bm) ∈ R2m | ai ≤ bi (1 ≤ i ≤ m) and bi < ai+1 (1 ≤ i ≤ m− 1)}
such that an element of Svec(m) is nothing else but the vector of endpoints of the intervals of somebounded semialgebraic
subset of Rwritten in increasing order where isolated points are considered as degenerated intervals.
If σ⃗ ∈ Svec(m) then we denote the corresponding semialgebraic subset of R by S(σ⃗ ). The other way round S =
m
i=1
[ai, bi] ⊆ R decomposed in its connected components in increasing order defines σ⃗ (S) := (a1, b1, . . . , am, bm) ∈
Svec(m).
(2) For σ⃗ ∈ Svec(m) a vector
ω⃗ := (ω1, ω+1 , ω−1 , . . . , ωm, ω+m, ω−m) ∈ (N ∪ {∞})3m
lies by definition inΩvec(σ⃗ ) if and only if for every i ∈ {1, . . . ,m} the entryωi is even or∞,ω+i as well asω−i is odd and
in the case that ai < bi we have ωi = ∞,
in the case that ai = bi we have
ω+i = ω−i = ωi + 1 if min(ωi, ω+i , ω−i ) = ωi,
ωi = ω−i + 1 or ω−i = ωi + 1 if min(ωi, ω+i , ω−i ) = ω+i ,
ωi = ω+i + 1 or ω+i = ωi + 1 if min(ωi, ω+i , ω−i ) = ω−i .
A vector ω⃗ ∈ Ωvec(σ⃗ ) represents order conditions attached to the elements of σ⃗ . Therefore we call it a vector of orders.
(3) For (σ⃗ , ω⃗) ∈ Svec(m)×Ωvec(σ⃗ )we define the preordering P (σ⃗ , ω⃗) as follows.
Let f ∈ R[X]. Then f is by definition an element of P (σ⃗ , ω⃗) if and only if f |S(σ⃗ ) ≥ 0 and for every i ∈ {1, ..,m}we have
in the case that ai < bi:
(ordai(f ) even or ordai(f ) ≥ ω+i ) and (ordbi(f ) even or ordbi(f ) ≥ ω−i ),
in the case that ai = bi:
(ordai(f ) even and ϵai(f ) = 1) or
ordai(f ) ≥ ωi
if min(ωi, ω+i , ω
−
i ) = ωi,
(ordai(f ) odd, ϵai(f ) = 1 and ordai(f ) ≥ ω+i ) or ordai(f ) ≥ min(ωi, ω−i )
if min(ωi, ω+i , ω
−
i ) = ω+i ,
(ordai(f ) odd, ϵai(f ) = −1 and ordai(f ) ≥ ω−i ) or ordai(f ) ≥ min(ωi, ω+i )
if min(ωi, ω+i , ω
−
i ) = ω−i .
The order conditions appearing in the above definition reflect the order conditions from Theorem 3.2. Note that for
some isolated point ai of S(σ⃗ ) the entryωi (resp.ω+i , resp.ω
−
i ) is such that for a polynomial f ∈ R[X]with ordai(f ) even
and ϵai(f ) = −1 (resp. ordai(f ) odd and ϵai(f ) = 1, resp. ordai(f ) odd and ϵai(f ) = −1) the order condition for being an
element of P (σ⃗ , ω⃗) is given by ordai(f ) ≥ ωi (resp.≥ ω+i , resp.≥ ω−i ).
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(4) Let (σ⃗ , ω⃗) ∈ Svec(m)×Ωvec(σ ). Then the set of generalized natural generators Nat(σ⃗ , ω⃗) of the preordering P (σ⃗ , ω⃗) is
defined as the union of
{(X − bi)ω−i (X − ai+1)ω+i+1 | 0 ≤ i ≤ m}
and
{(X − bi−1)ω−i−1(X − ai)ωi(X − ai+1)ω+i+1 | 1 ≤ i ≤ m, ai = bi,max(ωi, ω+i , ω−i ) ≠ ωi}
where b0 := −∞, am+1 := ∞, (X − (−∞))ω−0 := 1 and (X −∞)ω+m+1 := −1.
Remark 4.2. If S =
m
i=1
[ai, bi] is equal to S(σ⃗ ) for some σ⃗ ∈ Svec(m) then the preordering of nonnegative polynomials
on S(σ⃗ ), P (S(σ⃗ )), is nothing else than P (σ⃗ , ω⃗) with ω⃗ := (ω1, 1, 1, . . . , ωm, 1, 1) where ωi :=

2 if ai = bi
∞ if ai ≠ bi for
1 ≤ i ≤ m. In this case Nat(σ⃗ , ω⃗) is equal to the set of natural generators Nat(S(σ⃗ )) introduced by Kuhlmann and Marshall
in [3].
Nowwegeneralize the resultP (S) = PO(Nat(S)) fromKuhlmann andMarshall to the result that the set Nat(σ⃗ , ω⃗) generates
the preordering P (σ⃗ , ω⃗).
Theorem 4.3. If (σ⃗ , ω⃗) ∈ Svec(m)×Ωvec(σ⃗ ) for some m ∈ N then
P (σ⃗ , ω⃗) = PO(Nat(σ⃗ , ω⃗)) = QM(Nat(σ⃗ , ω⃗)).
Proof. This follows from Theorem 3.2 by the definition of P (σ⃗ , ω⃗) and Nat(σ⃗ , ω⃗). 
Definition 4.4. Let G = {g1, . . . , gs} ⊆ R[X] such that S(G) ⊆ R is nonempty and bounded. If σ⃗ (S(G)) =
(a1, b1, . . . , am, bm) ∈ Svec(m) for somem ∈ N thenwedefine the vector of orders ω⃗(G) = (ω1, ω+1 , ω−1 , . . . , ωm, ω+m, ω−m) ∈
Ωvec(σ⃗ (S(G))) associated to G as follows.
For boundary points ai < bi of S(G) \ S(G)isol let
ωi := ∞, ω+i := k+ai (G), ω−i := k−bi (G).
For isolated points ai = bi of S(G) let
ωi := ω+i := ω−i :=
kai(G) kai(G)+ 1 kai(G)+ 1 if ai is of type C
max(kai(G)
+, kai(G)
−)+ 1 kai(G)+ kai(G)− if ai is of type LR
kai(G) kai(G)
+ kai(G)+ 1 if ai is of type RC
kai(G) kai(G)+ 1 kai(G)− if ai is of type LC
With this definition we show that all the information needed to describe a finitely generated quadratic module of R[X]
whose associated semialgebraic set is nonempty and bounded is contained in two vectors.
Corollary 4.5. There is a bijection between
{Q ⊆ R[X] | Q = QM(G) for some finite set G and ∅ ≠ S(G) bounded}
and
{(σ⃗ , ω⃗) | (σ⃗ , ω⃗) ∈ Svec(m)×Ωvec(σ⃗ ) for some m ∈ N}.
Proof. If G ⊆ R[X] is finite and Q = QM(G) with ∅ ≠ S(G) bounded then σ⃗ (S(G)) is in Svec(m) for some m ∈ N and by
definition ω⃗(G) ∈ Ωvec(σ⃗ (S(G))).
If (σ⃗ , ω⃗) ∈ Svec(m) × Ωvec(σ⃗ ) for somem ∈ N then S(σ⃗ ) is nonempty and bounded. The associated finitely generated
quadratic module which is in fact a preordering is given by P (σ⃗ , ω⃗) = PO(Nat(σ⃗ , ω⃗)) = QM(Nat(σ⃗ , ω⃗)) (Theorem 4.3).
The fact that these mappings are inverse to each other follows from Theorem 3.2 whose content is exactly that
P (σ⃗ (S(G)), ω⃗(G)) = Q if Q = QM(G) for some finite set G ⊆ R[X] with ∅ ≠ S(G) ⊆ R bounded. Furthermore we
clearly have σ⃗ (S(σ⃗ )) = σ⃗ and ω⃗(Nat(σ⃗ , ω⃗)) = ω⃗ if (σ⃗ , ω⃗) ∈ Svec(m)×Ωvec(σ⃗ ) for somem ∈ N. 
This correspondence implies that for every finitely generated quadratic module QM(G) ofR[X]with nonempty bounded set
S(G) there is a set of generalized natural generators.
Corollary 4.6. Let G be a finite subset of R[X] such that ∅ ≠ S(G) ⊆ R is bounded.
Then the set of generalized natural generators Nat(σ⃗ (S(G)), ω⃗(G)) has the property that
QM(G) = PO(G) = PO(Nat(σ⃗ (S(G)), ω⃗(G))) = QM(Nat(σ⃗ (S(G)), ω⃗(G))).
Proof. This follows with the help of Corollary 4.5 from Theorem 4.3. 
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We include an example to illustrate the concept of generalized natural generators and the way of describing membership
in the quadratic module as in Theorem 3.2.
Example 4.7. Let G := {g1, g2, g3, g4} ⊆ R[X]with
g1 := −7X4 + 21X3, g2 := −2X5 + 18X4 − 64X3 + 112X2 − 96X + 32,
g3 := −12X
7 + 7X6 − 42X5 + 140X4 − 280X3 + 336X2 − 224X + 64,
and
g4 := 3X4 − 15X3 + 27X2 − 21X + 6.
Then S(G) = [0, 1] ∪ {2}, i.e. σ⃗ (S(G)) = (0, 1, 2, 2).
Since k0(G) = ∞, k+0 (G) = 3, k−0 (G) = ∞, k1(G) = ∞, k+1 (G) = ∞, k−1 (G) = 1, k2(G) = 4, k+2 (G) = 1 and k−2 (G) = 7 the
isolated point 2 is of type RC and the vector of orders associated to G is given as ω⃗(G) = (∞, 3, 1, 4, 1, 5).
The set of generalized natural generators Nat(σ⃗ (S(G)), ω⃗(G)) consists of the polynomials
X3, (X − 1)(X − 2), −(X − 2)5, −(X − 1)(X − 2)4.
The results of this paper give us now the following two ways of testing whether a polynomial f is in QM(G).
By Corollary 4.6 f ∈ QM(G) if and only if there are sums of squares of polynomials σi (0 ≤ i ≤ 4) such that
f = σ0 + σ1X3 + σ2(X − 1)(X − 2)− σ3(X − 2)5 − σ4(X − 1)(X − 2)4.
By Theorem 3.2 f ∈ QM(G) if and only if f |[0,1]∪{2} ≥ 0 and
ord0(f ) even or ord0(f ) ≥ 3
as well as
(ord2(f ) even and ϵ2(f ) = 1) or (ord2(f ) odd,ϵ2(f ) = 1 and ord2(f ) ≥ 1) or ord2(f ) ≥ 4.
The order conditions in the point 1 do not appear since they are automatically fulfilled because of the nonnegativity
condition of f .
Finally we use Corollary 4.5 to give a condition that ensures that a quadratic module is finitely generated.
Proposition 4.8. Let Q ⊆ R[X] be a quadratic module.
If S(Q ) := {x ∈ R | g(x) ≥ 0 ∀g ∈ Q } ⊆ is a bounded semialgebraic set and there is a finitely generated quadratic moduleQ ⊆ Q with S(Q ) = S(Q ) then Q is finitely generated.
Proof. Let G ⊆ R[X] be a finite set which generates Q . Similar to the definition of ka(G), k+a (G) and k−a (G) we define for
every boundary point of S := S(Q ) = S(G)
ka(Q ) := min{orda(q) | q ∈ Q , orda(q) even, ϵa(q) = −1},
k+a (Q ) := min{orda(q) | q ∈ Q , orda(q) odd, ϵa(q) = 1}
and
k−a (Q ) := min{orda(q) | q ∈ Q , orda(q) odd, ϵa(q) = −1}.
In any of the three cases we again define ka(Q ), k+a (Q ) and k−a (Q ) to be∞ if the corresponding set is empty.
Because ofQ ⊆ Q we have
ka(Q ) ≤ ka(G), k+a (Q ) ≤ k+a (G) and k−a (Q ) ≤ k−a (G) (∗)
for every boundary point a of S. This implies that for some left (resp. right) boundary point a of S \ Sisol we have k+a (Q ) <∞
(resp. k−a (Q ) <∞) whereas both the other values are∞ because elements of Q are nonnegative on S. For a ∈ Sisol we can
conclude that at least one of the values ka(Q ), k+a (Q ) and k−a (Q ) is less than∞. Now we can in complete analogy to ω⃗(G)
define a vector of orders ω⃗(Q ) corresponding to Q such that we have Q ⊆ P (σ⃗ (S), ω⃗(Q )).
By definition of the values ka(Q ), k+a (Q ) and k−a (Q ) and because of (∗) there is for every boundary point a of S some element
of Q which has the order condition given by the element of ω⃗(Q ). Let {q1, . . . , qr} ⊆ Q be the set of those polynomials.
Then we have by Corollary 4.5 that Q ⊆ P (σ⃗ (S), ω⃗(Q )) = QM(q1, . . . , qr) ⊆ Q , which proves the claim. 
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