Communicating finite-state machines are a fundamental, well-studied model of finite-state processes that communicate via unbounded first-in first-out channels. We show that they are expressively equivalent to existential MSO logic with two first-order variables and the order relation.
Introduction
The study of logic-automata connections has ever played a key role in computer science, relating concepts that are a priori very different. Its motivation is at least twofold. First, automata may serve as a tool to decide logical theories. Beginning with the work of Büchi, Elgot, and Trakhtenbrot, who established expressive equivalence of monadic second-order (MSO) logic and finite automata [8, 9, 22] , the "automata-theoretic" approach to logic has been successfully applied, for example, to MSO logic on trees [19] , temporal logics [23] , and first-order logic with two variables over words with an equivalence relation (aka data words) [4] . Second, automata serve as models of various kind of state-based systems. Against this background, Büchi-like theorems lay the foundation of synthesis, i.e., the process of transforming high-level specifications (represented as logic formulas) into faithful system models. In this paper, we provide a Büchi theorem for communicating finite-state machines, which are a classical model of concurrent message-passing systems.
One of the simplest system models are finite automata. They can be considered as single finite-state processes and, therefore, serve as a model of sequential systems. Their executions are words, which, seen as a logical structure, consist of a set of positions (also referred to as events) that carry letters from a finite alphabet and are linearly ordered by some binary relation ≤. The simple MSO (even first-order) formula ∀x. a(x) =⇒ ∃y.(x ≤ y ∧ b(y)) says that every "request" a is eventually followed by an "acknowledgment" b. In fact, Büchi's theorem allows one to turn any logical MSO specification into a finite automaton. The latter can then be considered correct by construction. Though the situation quickly becomes more intricate when we turn to other automata models, Büchi theorems have been established for expressive generalizations of finite automata that also constitute natural system models. In the following, we will discuss some of them.
Data automata accept (in the context of system models, we may also say generate) words that, in addition to the linear order ≤ and its direct-successor relation, are equipped with an equivalence relation ∼ [4] . Positions (events) that belong to the same equivalence class may be considered as being executed by one and the same process, while ≤ reflects a sort of global control. It is, therefore, convenient to also include a predicate that connects successive events in an equivalence class. Bojańczyk et al. showed that data automata are expressively equivalent to existential MSO logic with two first-order variables [4] . A typical formula is ¬∃x.∃y.(x = y ∧ x ∼ y), which says that every equivalence class is a singleton. It should be noted that data automata scan a word twice and, therefore, can hardly be seen as a system model. However, they are expressively equivalent to class-memory automata, which distinguish between a global control (modeling, e.g., a shared variable) and a local control for every process [3] .
Unlike finite automata and data automata, asynchronous automata are a model of concurrent shared-memory systems, with a finite number of processes. Their executions are Mazurkiewicz traces, where the relation ≤ is no longer a total, but a partial order. Thus, there may be parallel events x and y, for which neither x ≤ y nor y ≤ x holds. A typical logical specification is the mutual exclusion property, which can be expressed in MSO logic as ¬∃x.∃y.(CS(x) ∧ CS(y) ∧ x y) where the parallel operator x y is defined as ¬(x ≤ y) ∧ ¬(y ≤ x). Note that this is even a first-order formula that uses only two first-order variables, x and y. It says that there are no two events x and y that access a critical section simultaneously. Asynchronous automata are closed under complementation [25] so that the inductive approach to translating formulas into automata can be applied to obtain a Büchi theorem [20] . Note that complementability is also the key ingredient for MSO characterizations of nested-word automata [1] and branching automata running over series-parallel posets (aka N-free posets) [2, 17] .
The situation is quite different in the realm of communicating finite-state machines (CFMs), aka communicating automata or message-passing automata, where finitely many processes communicate by exchanging messages through unbounded FIFO channels [7] . A CFM accepts/generates message-sequence charts (MSCs) which are also equipped with a partial order ≤. Additional binary predicates connect (i) the emission of a message with its reception, and (ii) successive events executed by one and the same process. Unfortunately, CFMs are not closed under complementation [6] so that an inductive translation of MSO logic into automata will fail. In fact, they are strictly less expressive than MSO logic. Two approaches have been adopted to overcome these problems. First, when channels are (existentially or universally) bounded, closure under complementation is recovered so that CFMs are expressively equivalent to MSO logic [11, 12, 16, 18] . Note that, however, the corresponding proofs are much more intricate than in the case of finite automata. Second, CFMs with unbounded channels have been shown to be expressively equivalent to existential MSO logic when dropping the order ≤ [6] . The proof relies on Hanf's normal form of first-order formulas on structures of bounded degree (which is why one has to discard ≤) [15] . However, it is clear that many specifications (such as mutual exclusion) are easier to express in terms of ≤. But, to the best of our knowledge, a convenient specification language that is exactly as expressive as CFMs has still been missing.
It is the aim of this paper to close this gap, i.e., to provide a logic that matches exactly the expressive power of unrestricted CFMs (in particular, every specification should be realizable as an automaton), and includes the order ≤ so that one can easily express natural properties like mutual exclusion.
We show that existential MSO logic with two first-order variables is an appropriate logic. To translate a formula into an automaton, we first follow the approach of [4] for data automata and consider its Scott normal form (cf. [13] ). However, while data automata generate total orders, the main difficulty in our proof comes from the fact that ≤ is a partial order. Actually, our main technical contribution is a CFM that, running on an MSC, marks precisely those events that are in parallel to some event of a certain type.
Preliminaries
Let Σ be a finite alphabet. The set of finite words over Σ is denoted by Σ * , which includes the empty word . For w ∈ Σ * , let |w| denote its length. In particular, | | = 0. The inverse of a binary relation R is defined as R −1 = {(f, e) | (e, f ) ∈ R}. We denote the size of a finite set A by |A|.
Communicating Finite-State Machines
Communicating finite-state machines are a natural model of communicating systems where a finite number of processes communicate through a priori unbounded FIFO channels [7] . Every process is represented as a finite transition system (S, ι, ∆) over some finite alphabet Γ, i.e., S is a finite set of states with initial state ι ∈ S, and ∆ ⊆ S × Γ × S is the transition relation. Elements from Γ will describe the action that is performed when taking a transition (e.g., "send a message to some process" or "perform a local computation").
A communicating finite-state machine is a collection of finite transition systems, one for each process. For the rest of this paper, we fix a finite set P = {p, q, r, . . .} of processes and a finite alphabet Σ = {a, b, c, . . .} of labels. We assume that there is a channel between any two distinct processes. Thus, the set of channels is Ch = {(p, q) ∈ P × P | p = q}.
Definition 1. A communicating finite-state machine (CFM) over P and Σ is a tuple
Msg is a finite set of messages,
, and Acc ⊆ p∈P S p is the set of global accepting states. Let t = (s, α, s ) ∈ ∆ p be a transition of process p. We call s the source state of t, denoted by source(t), and s its target state, denoted target(t). Moreover, α is the action executed by t. If α ∈ Σ, then t is said to be internal, and we let label(t) = α. The label from Σ may provide some more information about an event (such as "enter critical section"). When α is of the form (a, ! , m, q), then t is a send transition, which writes message m into the channel (p, q). Accordingly, we let msg(t) = m, receiver(t) = q, and label(t) = a. Finally, performing α = (a, ?, m, q) removes message m from channel (q, p). In that case, we set msg(t) = m, sender(t) = q, and label(t) = a.
If there is only one process, i.e., P is a singleton, then all transitions are internal so that a CFM is simply a finite automaton accepting a regular set of words over the alphabet Σ. In the presence of several processes, a single behavior is a collection of words over Σ, one for every process. However, these words are not completely independent (unless all transitions are internal and there is no communication), since the sending of a message can be linked to its reception. This is naturally reflected by a binary relation that connects word positions on distinct processes. The resulting structure is called a message sequence chart.
Definition 2.
A message sequence chart (MSC) over P and Σ is a tuple M = ((w p ) p∈P , ) where w p ∈ Σ * for every p ∈ P . We require that at least one of these words be non-empty. By E p = {p} × {1, . . . , |w p |}, we denote the set of events that are executed by process p. Accordingly, the (disjoint) union E = p∈P E p is the set of all events. Implicitly, we obtain the process-edge relation executed by one and the same process:
is a set of message edges, satisfying the following: (→ ∪ ) is acyclic (intuitively, messages cannot travel backwards in time), and the associated partial order is denoted ≤ = (→ ∪ ) * with strict part < = (→ ∪ ) + , each event is part of at most one message edge, and for all (p, q) ∈ Ch and (e, f ), (e , f ) ∈ ∩ (E p × E q ), we have e → * e iff f → * f (which guarantees a FIFO behavior).
An event that does not belong to a message edge is called internal. We say that two events e, f ∈ E are parallel, written e f , if neither e ≤ f nor f ≤ e. The set of all MSCs is denoted MSC(P, Σ).
Example 3.
An example MSC over P = {p, q, r} and Σ = {a, b, c} is depicted in Figure 1 . That is, w p = aacaaaaa, w r = aaaaaaaaaa, and w q = abbaacaaa (note that q is the bottom process). Consider the events f = (p, 4), e = (p, 5), and g = (q, 2). We have f → e and g e. Moreover, (p, 3) (q, 6) (i.e., the two c-labeled events are parallel), while (p, 3) ≤ (q, 8).
Remark. An MSC M = ((w p ) p∈P , ) is uniquely determined by E, →, , and the mapping λ : E → (P × Σ) defined by λ((p, i)) = (p, a) where a is the i-th letter of w p . Therefore, we will henceforth refer to M as the tuple M = (E, →, , λ).
Let M = (E, →, , λ) be an MSC over P and Σ. A run of the CFM A on M is given by a mapping ρ that associates with every event e ∈ E p (p ∈ P ) the transition ρ(e) ∈ ∆ p that is executed at e. We require that 1. for every e ∈ E with λ(e) = (p, a), we have label(ρ(e)) = a, 2. for every process p ∈ P such that E p = ∅, we have source(ρ((p, 1))) = ι p , 3. for every process edge (e, f ) ∈ →, we have target(ρ(e)) = source(ρ(f )), 4. for every internal event e ∈ E, ρ(e) is an internal transition, and 5. for every message edge (e, f ) ∈ with e ∈ E p and f ∈ E q , ρ(e) ∈ ∆ p is a send transition and ρ(f ) ∈ ∆ q is a receive transition such that msg(ρ(e)) = msg(ρ(f )), receiver(ρ(e)) = q, and sender(ρ(f )) = p. Note that, when |P | = 1, Condition 5. becomes meaningless and Conditions 1.-4. emulate the behavior of a finite automaton.
It remains to define when ρ is accepting. To this aim, we collect the final states of each process p. If E p = ∅, then let s p be the target state of ρ((p, |w p |)), i.e., of the last transition taken by p. Otherwise, let s p = ι p . Now, we say that ρ is accepting if (s p ) p∈P ∈ Acc.
Finally, the language of A is defined as L(A) = {M ∈ MSC(P, Σ) | there is an accepting run of A on M }.
MSO and Two-Variable Logic
While CFMs serve as an operational model of concurrent systems, MSO logic can be considered as a high-level specification language. It uses first-order variables x, y, . . . to quantify over events, and second-order variables X, Y, . . . to represent sets of events. The logic MSO is defined by the following grammar (recall that we have fixed P and Σ):
where x and y are first-order variables, X is a second-order variable, a ∈ Σ, and p ∈ P . For convenience, we allow usual abbreviations such as conjunction ϕ ∧ ψ, universal quantification ∀x.ϕ, implication ϕ =⇒ ψ, etc. The atomic formulas p(x) and a(x) are interpreted as "x is located on process p" and, respectively, "the label of event x is a". The binary predicates are self-explanatory, and the boolean connectives and quantification are interpreted as usual. The size |ϕ| of a formula ϕ ∈ MSO is the length of ϕ seen as a string.
A variable that occurs free in a formula requires an interpretation in terms of an event/a set of events from the given MSC. We will write, for example, M, x → e, y → f |= ϕ if M satisfies ϕ provided x is interpreted as e and y as f . If ϕ is a sentence (i.e., does not contain any free variable), then we write M |= ϕ to denote that M satisfies ϕ. With a sentence ϕ, we associate the MSC language
The set FO of first-order formulas is the fragment of MSO that does not make use of second-order quantification ∃X. The two-variable fragment of FO, denoted by FO 2 , allows only for two first-order variables, x and y (which, however, can be quantified and reused arbitrarily often). Moreover, formulas from EMSO, the existential fragment of MSO, are of the form ∃X 1 . . . ∃X n .ϕ where ϕ ∈ FO. Accordingly, EMSO 2 is the set of EMSO formulas whose first-order kernel is in FO 2 . The expressive power of all these fragments heavily depends on the set of binary predicates among {→, , ≤} that are actually allowed. For a logic C ∈ {MSO, EMSO, EMSO 2 , FO, FO 2 }, and a set R ⊆ {→, , ≤}, let C[R] be the logic C restricted to the binary predicates from R (however, we always allow for equality, i.e., formulas of the form x = y). Unfortunately, when several processes are involved, MSO is too expressive to be captured by CFMs, unless one restricts the logic:
Theorem 6 ([6]). CFMs and EMSO[→, ] are expressively equivalent.
The logic EMSO[→, ] is not very convenient as a specification language, as it does not allows us to talk, explicitly, about the order of an MSC. It should be noted that CFMs and MSO are expressively equivalent if one restricts to MSCs that are channel-bounded [11, 16, 18] . Our main result allows one to include ≤ in the unbounded case, too, though we have to restrict to two first-order variables: Both directions are effective. Translating a CFM into an EMSO 2 formula is standard: Second-order variables represent an assignment of transitions to events. The first-order kernel then checks whether this guess is consistent with the definition of an accepting run.
From Two-Variable Logic To CFMs
The rest of this paper is devoted to the translation of EMSO 2 [→, , ≤] formulas into CFMs.
The CFM A ϕ is inherently nondeterministic (for the definition of a deterministic CFM, cf. [12] As CFMs are closed under projection, it remains to deal with the first-order part ψ. Note that ψ contains free occurrences of second-order variables X 1 , . . . , X m . To account for an interpretation of these variables, we extend the alphabet Σ towards the alphabet Σ = Σ × {0, 1} m of exponential size. When an event e is labeled with (a, b 1 , . . . , b m ) ∈ Σ , we consider that e ∈ X i iff b i = 1. As CFMs are closed under intersection, too, the proof of Theorem 8 comes down to the translation of the formulas ∀x.∀y.ϕ and ∀x.∃y.ϕ i .
Notice that, given an MSC M and events e and f in M , whether M, x → e, y → f |= ϕ holds or not only depends on the labels of e and f , and their relative position. This is formalized below in terms of types.
Types. Let M = (E, →, , λ) ∈ MSC(P, Σ ) be an MSC. Towards the definition of the type of an event, we define another binary relation = < \ (→ ∪ ). Let Ω be the set of relation symbols {=, →, , ,
When M is clear from the context, we may just write E(e, ). Notice that all these sets form a partition of E, i.e., E = ∈Ω E(e, ) (some sets may be empty, though). The -type and the type of an event e ∈ E are respectively defined by
By T P,Σ = ∈Ω 2 P ×Σ , we denote the (finite) set of possible types. Thus, we deal with functions type M : E → 2 P ×Σ and type M : E → T P,Σ .
Example 11. Consider Figure 1 and the distinguished event e. Suppose a, b, c ∈ Σ . The sets E(e, ), which form a partition of the set of events, are indicated by the colored areas. Note that, since e is a receive event, E(e, ) = ∅. Moreover, type
In fact, it is enough to know the type of every event to (effectively) evaluate ψ. To formalize this, let η ∈ {ϕ, ϕ 1 , . . . , ϕ }. Recall that η has free first-order variables x and y. Assume that we are given M ∈ MSC(P, Σ ) and two events e and f that are labeled with
∈ Ω be the unique relation such that e f . To decide whether M, x → e, y → f |= η, we rewrite η into a propositional formula η (p,σ),(p ,σ ) that can be evaluated to true or false: Replace the formulas p(x), a(x), p (y), a (y), x ∈ X i with b i = 1, and y ∈ X i with b i = 1 by true. All other unary predicates become false (we consider z ∈ X i to be unary). Formulas z ∼ z with z, z ∈ {x, y} and ∼ ∈ {=, →, , ≤} can be evaluated to true or false based on the assumption that x y. By an easy induction, we obtain:
M, x → e |= ∃y.η iff η λ(e),(p ,σ ) is true for some ∈ Ω and (p , σ ) ∈ type M (e).
M, x → e |= ∀y.η iff η λ(e),(p ,σ ) is true for all ∈ Ω and (p , σ ) ∈ type M (e).
Therefore, in order to construct a CFM for ψ, we start by constructing a CFM A types that "labels" each event with its type.
In fact, our translation of a formula into a CFM relies on several intermediate CFMs running on extended MSCs, whose events have additional labels from a finite alphabet Γ. It will be convenient to consider an extended MSC from MSC(P, Σ × Γ), in the obvious way, as a pair (M, γ) where M = (E, →, , λ) ∈ MSC(P, Σ ) and γ : E → Γ.
Theorem 13.
There is a CFM A types over P and Σ × T P,Σ with 2
According to Lemma 12, the CFM for ∀x.∃y.η (respectively, ∀x.∀y.η) is obtained from A types by restricting the transition relation: We keep a transition of process p with label
is true for some (respectively, for all) ∈ Ω and (p , σ ) ∈ τ . Moreover, the new transition label will just be σ (the type is projected away).
We obtain A types as the product of CFMs A over P and Σ × 2 P ×Σ such that L(A ) = {(M, type M ) | M ∈ MSC(P, Σ )}. Thus, it only remains to construct A , for all ∈ Ω. The cases ∈ {=, →, , → −1 , −1 } are straightforward and can be found in Appendix A. Below, we show how to construct A −1 . We then obtain A by symmetry. The case A is more difficult and will be treated in the next section.
Lemma 14. There is a CFM
Proof. We sketch the idea, a detailed exposition can be found in Appendix B. Consider Figure 1 and suppose a, b, c ∈ Σ . At the time of reading event e, the CFM A −1 should deduce type
τ . To do so, it collects all labelings from P × Σ that it has seen in the past (which is τ when reading e). Naively, one would then just remove the labels (p, a) and (q, b) of the predecessors f and g of e. However, this leads to the wrong result, since both (p, a) and (q, b) are contained in type
M (e). In particular, there is another (q, b)-labeled event g ∈ E(e, −1 ). The solution is to count the number of occurrences of each label up to 2. When reading e, the CFM will have seen (p, a) and (q, b) at least twice so that it can safely conclude that both are contained in type
Labels of Parallel Events
In this section, we construct the CFM A such that
This completes the proof of Theorem 13 and, thus, of Theorem 8. We obtain A as the product of several CFMs A p,q,a :
Lemma 15. For all p, q ∈ P with p = q and a ∈ Σ , there is a CFM A p,q,a over P and Σ × {0, 1} with 2
The rest of this section is devoted to the proof of Lemma 15.
Fix p, q ∈ P (p = q) and a ∈ Σ . We construct A p,q,a as the product (intersection) of two CFMs A 0 and A 1 over P and Σ × {0, 1}, recognizing respectively the languages
and
Construction of A 0
We first turn to the easier case of building A 0 . Essentially, A 0 has to guess a path in an MSC that covers all 0-events on p as well as all (q, a)-events on q.
Lemma 16. Let (M, γ) ∈ MSC(P, Σ × {0, 1}) be an MSC with M = (E, →, , λ) ∈
MSC(P, Σ ) and γ : E → {0, 1}. The following are equivalent:
There is a path ν in M (i.e., a path in the directed graph (E, → ∪ )) such that all events e on process p with γ(e) = 0 and all events f such that λ(f ) = (q, a) are on ν.
Proof. We first show 1. =⇒ 2. Let E p = {e ∈ E p | γ(e) = 0} and E q = {f ∈ E q | ¬(∃e ∈ E p : e f )}. By assumption, E q contains all events f such that λ(f ) = (q, a). Let E = E p ∪ E q . For all events e, f ∈ E , either e and f are on the same process, or one is in E p and the other in E q ; in both cases, we have either e ≤ f or f ≤ e. So events in E are totally ordered wrt. ≤ = (→ ∪ ) * . Hence there exists a path in M connecting all events of E . Now assume Condition 2. is satisfied. Let e be some event on process p such that γ(e) = 0. Let f be any event such that λ(f ) = (q, a). By definition, both e and f are on path ν, so either e ≤ f or f ≤ e. Thus, e is not parallel to f . We deduce (q, a) ∈ type M (e) and, therefore, (M, γ) ∈ L 0 .
Lemma 17. There is a CFM A 0 with a constant number of states such that
Proof. The CFM A 0 will try to guess a path ν as in Lemma 16. This path is represented by a token moved along the MSC. Initially, exactly one process has the token. At each event, the automaton may chose to pass along the token to the next event of the current process, or (if the event is a write) to send the token to another process. Formally, (non)-possession of the token is represented by two states, s token and s token , and movements of the token from one process to another by messages. All global states are accepting.
Process p may read an event labeled 0 only if it has the token, and process q may read a's only if it has the token, so that the path along which the token is moved contains all events e on process p such that γ(e) = 0, and all events f such that λ(f ) = (q, a).
Clearly, A 0 has an accepting run on M iff there exists a path in M as described in Lemma 16.
Construction of A 1
Let M = (E, →, , λ) be an MSC. For e ∈ E and F ⊆ E, let Parallel p (e) = {f ∈ E p | f e} and Parallel p (F ) = {e ∈ E p | e f for some f ∈ F }. Moreover, given e ∈ E, define ↓ p (e) = {f ∈ E p | f < e} and ↑ p (e) = {f ∈ E p | e < f }. An interval in M is a (possibly empty) finite set of events {e 1 , . . . , e k } such that e 1 → · · · → e k . For all e, f ∈ E p , we denote by
Remark. For all p ∈ P and e ∈ E, the sets ↓ p (e), Parallel p (e), and ↑ p (e) are intervals (possibly empty) of events on process p, such that
The idea is that A 1 will guess a set of intervals covering all 1-labeled events on process p, and check that, for each interval I, there exists an event f such that λ(f ) = (q, a) and I = Parallel p (f ).
We first show that it will be sufficient for A 1 to guess disjoint intervals (or more precisely, two sequences of disjoint intervals): Lemma 18. Let M = (E, →, , λ) ∈ MSC(P, Σ ) and F = {f ∈ E | λ(f ) = (q, a)}. There exist subsets F 1 , F 2 ⊆ F such that the following hold:
For i ∈ {1, 2}, the intervals in Parallel p (F i ) are pairwise disjoint, and not adjacent:
Proof. We first construct a set F ⊆ F by iteratively removing events from F , until there remains no event f such that Parallel p (f ) ⊆ Parallel p (F \ {f }). This ensures that, for each event f ∈ F , there is at most one event f ∈ F such that f < f and Parallel p (f )∪Parallel p (f ) is an interval. Indeed, consider three events f, f , f ∈ E q such that f < f < f and
and these three events cannot all be in F . Since, for each event f ∈ F , there is at most one event f ∈ F such that f < f and Parallel p (f ) ∪ Parallel p (f ) is an interval, the set F can be divided into two sets F 1 and F 2 satisfying the requirements of the lemma. So, A 1 will proceed as follows. It will guess the sets F 1 , F 2 , Parallel p (F 1 ) and Parallel p (F 2 ), that is, label some events on process q with "F 1 " or "F 2 ", and some events on process p with "F 1 " and/or "F 2 ". This labeling must be such that on process q, only events initially labeled a may be labeled "F 1 " or "F 2 " (the sets guessed for F 1 and F 2 contain only events labeled a), and that on process p, all events initially labeled 1 must be labeled either "F 1 ", "F 2 ", or both (the sets guessed for Parallel p (F 1 ) and Parallel p (F 2 ) cover all events labeled 1 on process p). Then, A 1 will check in parallel that both sets of marked events (that is, either with "F 1 ", or with "F 2 ") satisfy the following property: for every non-empty maximal interval I of marked events on process p, there exists a marked event f on process q such that I = Parallel p (f ).
The MSC language L parallel . The different labelings F 1 and F 2 can be dealt with by two separate CFMs so that we can restrict to a single labeling. More precisely, we will henceforth consider MSCs (M, γ) with γ : E → {0, 1} where the 1-labeled events form a collection of maximal intervals on process p and a set of events on process q. Now, the construction of A 1 boils down to the construction of an automaton A parallel recognizing the language L parallel : Let L parallel be the set of MSCs (M, γ) with γ : E → {0, 1} such that for each non-empty maximal interval I of 1-labeled events on process p, there exists a 1-labeled event f on process q such that Parallel p (f ) = I, and conversely, for all 1-labeled events f on process q, there exists a non-empty maximal interval I of 1-labeled events on process p such that Parallel p (f ) = I. Note that we include the second condition only for technical reasons.
We can decompose this problem one last time. Let Π (respectively, Π p,q ) be the set of process sequences π = p 1 . . . p n (respectively, with p 1 = p and p n = q) such that n ≥ 1 and p i = p j for i = j. For all π = p 1 . . . p n ∈ Π, we write e ≤ π f if there exist events e = e 1 , f 1 , e 2 , f 2 , . . . , e n , f n = f such that, for all i, we have e i , f i ∈ E pi , e i → * f i , and f i e i+1 . For all events e ∈ E such that {f ∈ E | f ≤ π e} (respectively, {f ∈ E | e ≤ π f }) is non-empty, we let
This is well-defined since all events in {f ∈ E | f ≤ π e} (respectively, {f ∈ E | e ≤ π f }) are on the same process, hence are ordered. Note that, if π = p consists of a single process, then, for all e ∈ E p , we have pred π (e) = e = succ π (e). Moreover, notice that ≤ = π∈Π ≤ π .
Let L intervals be the set of MSCs (M, γ) where the mapping γ : E → {0, 1} defines (non-empty maximal) intervals [e 1 , e 1 ], . . . , [e k , e k ] of 1-labeled events on process p and a sequence of 1-labeled events f 1 < · · · < f k on process q, such that, for all 1
. This is illustrated in Figure 2 . Note that L parallel ⊆ L intervals . The converse inclusion does not hold in general, since the intervals in MSCs from L intervals may be too large. However, we obtain L parallel when we restrict L intervals further to the intersection of the following two languages:
L left is the set of all MSCs in L intervals such that, for all 1 A CFM for L parallel . The last piece of the puzzle is a CFM A parallel such that L(A parallel ) = L parallel . It is built as the product (intersection) of CFMs A intervals , A left , and A right .
Lemma 20. There is a CFM A intervals with a constant number of states such that we have
Proof. Again, we implement a sort of token passing, which is illustrated in Figure 2 . The token starts on process p iff the first p-event is labeled 0; otherwise, it must start on q. Similarly, the token ends on process p iff the last p-event is labeled 0; otherwise, it must end on q. Process p reads 0's when it holds the token, and 1's when it does not. Moreover, after sending the token, process p must read some 1-labeled events. When sent by p (respectively q), the token must reach q (respectively p) before returning to p (respectively q). Finally, process q reads only 0-labeled events when it does not hold the token. Moreover, process q checks that, within every maximal interval where it holds the token, there is exactly one 1-labeled event.
It is easy to check that (M, γ) ∈ L intervals iff there exists a path along which the token is passed and satisfying the above conditions. We now show that there exists a CFM A left that accepts an MSC (M, γ) ∈ L intervals iff (M, γ) ∈ L left . The idea is that A left guesses a coloring of the intervals of marked events such that checking pred π (f i ) / ∈ [e i , e i ] can be replaced with checking that pred π (f i ) is not in an interval with the same color as [e i , e i ]. We need to prove that such a coloring exists, and that the colors associated with the pred π (f i ) can be computed by the CFM. 
Proof. We write i j when there exists π ∈ Π p,q such that
So we can define χ by successively choosing colors for 1, . . . , k: For all j, it suffices to choose a color χ(j) ∈ {1, . . . , |Π p,q | + 1} distinct from the at most |Π p,q | colors of indices i < j such that i j.
Lemma 22. Let Θ be a finite set. There exists a (deterministic) CFM with |Θ| O(|P |!)
states recognizing the set of doubly extended MSCs (M, θ, ξ) such that, for all events e, ξ(e) is the partial function from Π to Θ such that ξ(e)(π) = θ(pred π (e)).
Proof. The CFM stores the label ξ(e) of an event e in its state, and includes it in the message if e is a send event. At an event e on process u, the CFM checks that ξ(e)(u) = θ(e). Moreover, the CFM checks that:
If e has no predecessor, then ξ(e)(π) is undefined for all π = u. If e has one →-predecessor f but no -predecessor, then ξ(e)(π) = ξ(f )(π) for π = u. If e has one -predecessor g on process r, but no →-predecessor, then ξ(e)(πru) = ξ(g)(πr), and ξ(e)(π) is undefined if π = u and π does not end with ru.
If e has one →-predecessor f and one -predecessor g on process r, then ξ(e)(πru) = ξ(g)(πr), and ξ(e)(π) = ξ(f )(π) if π = u and π does not end with ru.
Lemma 23.
There is a CFM A left with 2
Proof. Let (M, γ) ∈ L intervals with I 1 , . . . , I k the non-empty maximal intervals of 1-labeled events on process p, and f 1 < · · · < f k the corresponding 1-labeled events on process q. We can slightly modify A intervals so that on input (M, γ), it guesses a coloring χ : {1, . . . , k} → {1, . . . , |Π p,q | + 1}, and labels each event in I i with χ(i). The color of the upcoming interval I i is passed along with the token, so that at each f i , the CFM has access to the color χ(i) (see Figure 2) .
We can then compose that automaton with the CFM from Lemma 22, to compute, at each f i and for all π ∈ Π p,q , the color associated with pred π (f i ). The CFM A left then checks that for all i and π, either pred π (f i ) is undefined, or γ(pred π (f i )) = 0, or the color associated with
Then, by Lemma 21, there exists a run in which the coloring guessed along the token passing is such that A left accepts.
Finally, we obtain A parallel as the product (intersection) of A intervals , A left , and the mirror A right of A left , which recognizes L right . In fact, it is easy to see that CFMs are closed under mirror languages, in which both the process and the edge relations are inverted.
Lemma 24. There is a CFM
A parallel with 2 2 O(|P | log |P |) states such that L(A parallel ) = L parallel .
Conclusion
We showed that every EMSO 2 formula over MSCs can be effectively translated into an equivalent CFM of doubly exponential size, which is optimal. At the heart of our construction is a CFM A types of own interest, which "outputs" the type of each event of an MSC. In particular, A types can be applied to other logics such as propositional dynamic logic (PDL), which combines modal operators and regular expressions [10] . It has been shown in [5] that every PDL formula can be translated into an equivalent CFM. We can extend this result by adding a modality to PDL, which "jumps" to some parallel event. For example, the formula ¬E(CS ∧ CS) says that no two parallel events access a critical section. Note that [5] considers infinite MSCs. However, it is easy to see that all our constructions can be extended to infinite MSCs.
A major open problem is whether every sentence from FO[→, , ≤], with arbitrarily many variables, is equivalent to some CFM. To the best of our knowledge, the question is even open for the logic FO [≤] . Generally, it would be worthwhile to identify large classes of acyclic graphs of bounded degree such that all FO-or FO 2 -definable languages (including the transitive closure of the edge relation) are "recognizable" (e.g., by a graph acceptor [21] ).
A CFMs
Case A = : At every event e, A = will simply "output" the singleton set {λ(e)}. Formally,
, where S p = {s p } (i.e., ι p = s p is also the local initial state of p), Acc = {(s p ) p∈P }, and Msg = {m}. Finally, for all a ∈ Σ and q ∈ P \ {p}, ∆ p contains the following transitions: . It will then output {(p, b)} and go into state b so that, at event f with e → f , it has to read a b. If the guess is that there is no process-successor, the automaton will enter ⊥. For this construction, it is convenient to assume a set of local initial states I p for every process, i.e.,
and Msg = {m}. Finally, for all a, b ∈ Σ and q ∈ P \ {p}, ∆ p contains: Let M = (E, →, , λ) be an MSC. To simplify notation slightly, we let, for an event e ∈ E, ↓e = {f | f < e} and ⇓e = {f | f e} (which equals E(e, −1 )). Moreover, for a set
We aim at a CFM that "labels" each event e of an MSC over P and Σ with λ(⇓e). We first observe that it is easy to construct a CFM "computing" the sets λ(↓e). Suppose an event e on process p with predecessors f → e and g e with g on process q (a situation like in Figure 1 ). Then, we have ↓e = ↓f ∪ ↓g ∪ {f, g}. So, to compute ↓e, process p remembers λ(↓f ) as well as λ(f ). At event g, process q sends the message λ(↓g ∪ {g}). So process p can take the union of the set stored locally and the set sent by process q. The cases where e has only one or no predecessor are similar.
To compute λ(⇓e), it is of course not enough to simply take λ(↓e) and remove the labels of the predecessors of e. This is illustrated in Figure 1 : The label (q, b) of event g is contained in λ(⇓e) = λ(E(e, −1 )) (cf. the blue area). However, we can modify the CFM such that, in addition to remembering λ(↓e), it counts the number of occurrences of each label on each process up to 2. That is, instead of λ(↓e), it will remember a set µ(↓e), where µ(e) = (λ(e), 1) if e is the first occurrence of λ(e), and µ(e) = (λ(e), 2) otherwise. For all predecessors f → e or g e of e, we then have:
Indeed, if λ(f ) ∈ λ(⇓e), then f is the n-th occurrence of λ(f ) for some n ≥ 2, so that (λ(f ), 2) ∈ µ(↓e). Conversely, if (λ(f ), 2) ∈ µ(↓e), then there is some f ∈ ↓e \ {f } such that µ(f ) = (λ(f ), 1). Therefore, λ(f ) ∈ λ(⇓e). If λ(g) ∈ λ(⇓e), then we can find some g ∈ ⇓e such that λ(g ) = λ(g). If g < g, then g is the n-th occurrence of λ(g) for some n ≥ 2. If g < g , then g is the n-th occurrence of λ(g) for some n ≥ 2. In both cases, we deduce (λ(g), 2) ∈ µ(↓e). Conversely, if (λ(g), 2) ∈ µ(↓e), then there is some g ∈ ↓e \ {g} such that λ(g ) = λ(g). Thus, λ(g) ∈ λ(⇓e). Proof. We first define an encoding of subsets of 2 {1,...,n} as binary words. Let Σ = {a 0 , a 1 }. For all I ⊆ {1, . . . , n}, we define words w I = a 1 a 1 a 0 a 1 a 0 x 1 a 0 x 2 . . . a 0 x n and w I = a 1 a 1 a 0 a 0 a 0 x 1 a 0 x 2 . . . a 0 x n , where x i = a 1 if i ∈ I and x i = a 0 otherwise. For all A ⊆ 2 {1,...,n} , we define a word w A = w I1 . . . w I k such that A = {I 1 , . . . , I k }. In addition, we let w A = w I1 . . . w I k .
C
Our sentence ϕ will be such that, for all A, B ⊆ 2 {1,...,n} , w A w B |= ϕ iff A = B. We first define a formula β(x) such that in a word w A or w A , β(x) holds precisely at the initial positions of w I or w I factors:
β(x) = a 1 (x) ∧ ∃y. x → y ∧ a 1 (y) ∧ ∃x. y → x ∧ a 0 (x) .
For all i ∈ {0, . . . , n}, we define an FO[→] formula α i (x) of size O(n) which holds exactly at positions e such that there exists a path e → e → e 0 → e 0 → · · · → e i → e i with λ(e i ) = a 1 : α 0 (x) = ∃y. x → y ∧ ∃x. y → x ∧ ∃y. x → y ∧ a 1 (y) α 1 (x) = ∃y. x → y ∧ ∃x. y → x ∧ ∃y. x → y ∧ ∃x. y → x ∧ ∃y. x → y ∧ a 1 (y) and similarly for all i ∈ {0, . . . , n}.
We then let 
