ABSTRACT Motivation: Remote homology detection is among the most intensively researched problems in bioinformatics. Currently discriminative approaches, especially kernel-based methods, provide the most accurate results. However, kernel methods also show several drawbacks: in many cases prediction of new sequences is computationally expensive, often kernels lack an interpretable model for analysis of characteristic sequence features, and finally most approaches make use of so-called hyperparameters which complicate the application of methods across different datasets. Results: We introduce a feature vector representation for protein sequences based on distances between short oligomers. The corresponding feature space arises from distance histograms for any possible pair of K-mers. Our distance-based approach shows important advantages in terms of computational speed while on common test data the prediction performance is highly competitive with state-of-theart methods for protein remote homology detection. Furthermore the learnt model can easily be analyzed in terms of discriminative features and in contrast to other methods our representation does not require any tuning of kernel hyperparameters. Availability: Normalized kernel matrices for the experimental setup can be downloaded at www.gobics.de/thomas. Matlab code for computing the kernel matrices is available upon request.
INTRODUCTION
Protein homology detection is a central problem in computational biology. The objective is to predict structural or functional properties of proteins by means of homologies, i.e. based on sequence similarity with phylogenetically related proteins, for which these properties are known.
For proteins with high sequence similarity according to >80% identity at the amino acid level, homologies can easily be found by pairwise sequence comparison methods like BLAST (Altschul et al., 1990) or the Smith-Waterman local alignment algorithm (Smith and Waterman, 1981) . However, in many cases these methods fail because more subtle sequence similarities, so-called remote homologies, have to be detected.
Recently, many approaches challenged this problem with increasing success. The corresponding methods are usually based on a suitable representation of protein families and can be divided into two major categories: on one hand protein families can be represented by generative models which provide a probabilistic measure of association between a new sequence and a particular family. In this case, so-called profile hidden markov models (e.g. Krogh et al., 1994 , Park et al., 1998 are usually trained in an unsupervised manner using only known example sequences of the particular family. On the other hand discriminative methods can be used to focus on the differences between protein families. In that case kernel-based support vector machines are usually trained in a supervised manner using example sequences of the particular family as well as counter-examples from other families. Recent studies (Jaakkola et al., 2000 , Liao and Noble, 2002 , Leslie et al., 2004 have shown that an explicit representation of sequence differences between different protein families is important for remote homology detection and that kernel methods can significantly increase the detection performance as compared with generative approaches.
A kernel computes the inner product between two data elements in some abstract feature space, usually without an explicit transformation of the elements into that space. Using learning algorithms which only need to evaluate inner products between feature vectors, the 'kernel trick' makes learning in complex and high-dimensional feature spaces possible. Kernels for remote homology detection provide different ways for evaluation of position information in protein sequences. Many approaches, like spectrum (Leslie et al., 2002) or motif (Ben-Hur and Brutlag, 2003 ) kernels, do not consider position information since feature vectors are merely based on counting occurrences of oligomers or certain motifs in a particular sequence.
Other kernels are based on the concepts of pairwise alignment and therefore they provide a biologically well-motivated way to consider position-dependent similarity between a pair of sequences. In recent studies on benchmark data, position-dependent kernels showed the best results (Saigo et al., 2004) .
Despite their state-of-the-art performance, recent alignmentbased kernels show a significant disadvantage concerning the interpretability of the resulting discriminant model. Unlike spectrum or motif kernels, alignment-based kernels do not provide an intuitive insight into the associated feature space for further analysis of relevant sequence features which have been learnt from the data. Therefore these kernels do not offer additional utility for researchers interested in finding the characteristic features of protein families. Furthermore alignment-based kernels generally require the evaluation of all relevant kernel functions for classification of new sequences. Therefore in case of a large number of relevant kernel functions detection of homologies in large databases is computationally demanding. As another disadvantage of recent alignment-based kernels one may view the incorporation of hyperparameters which by definition cannot be optimized on the training set because they control the generalization performance of the approach. For the realization of the local alignment kernel, (Saigo et al., 2004 ) used a total number of three kernel parameters. While the dependence of the performance on one particular parameter was evaluated on the test data, the remaining two parameters were fixed in an ad hoc manner. Also other approaches, e.g. Dong et al. (2006) and Rangwala and Karypis (2005) comprise several hyperparameters which were optimized using the test data. It is often overlooked that the extensive use of hyperparameters bares the risk of adapting the model to particular test data. This fact complicates a fair comparison of different methods and the application of the method to different data because new data are likely to require readjustment of these parameters.
We here introduce an intuitively interpretable feature space for protein sequences which obviates the tuning of kernel hyperparameters and allows for efficient classification of new sequences. In this feature space sequences are represented by histograms for counting the occurrences of distances between short oligomers. These so-called oligomer distance histograms (ODH) provide the basis of our new representation which will be detailed in the following sections.
METHODS
Proteins are basically amino acid sequences of variable length and different steric constitution. Therefore absolute position information in terms of a direct comparison between residues at the same sequence position cannot be used with unaligned sequences in general. Therefore several methods for remote homology detection do not take into account any position information at all. A well-known example is the spectrum kernel (Leslie et al., 2002) which only counts the occurrences of K-mers in sequences. Obviously, a considerable loss of information may result from this restriction. Recently, several kernels based on the concepts of local alignment have been proposed to overcome the restriction of position-independent kernels. These alignment-based kernels actually consider position information within pairwise sequence comparisons and the results so far indicate that these kernels provide the state-of-the-art within the field of remote homology detection (Saigo et al., 2004) .
In the context of promoter prediction it has been shown that characteristic distances between motifs associated with transcription factor binding sites provide useful information for the recognition of promoters (Ma et al., 2004) . Now, the idea is that this kind of relative position information based on distances between motifs or oligomers may also provide a suitable representation for unaligned protein sequences.
Distance-based feature space
Our feature space for representation of protein sequences is based on histograms for counting distances between oligomers. For each pair of K-mers there exists a specific histogram counting the occurrences of that pair at certain distances. These distance histograms are 'naive' histograms with unit bin width and without any averaging or aggregation of neighboring bins. This implies, that all possible distances have their own bin. Consequently every bin gives rise to one particular feature space dimension. Finally the total feature space arises from the collection of all histograms from any possible pair of K-mers.
More specifically for the alphabet A ¼ fA‚R‚. . . ‚Vg of amino acids we consider all K-mers m i 2 A K with index i ¼ 1, . . . , M according to an alphabetical order. For distinct K-mers m i and m j we distinguish between pairs (m i , m j ) and (m j , m i ) because we want to represent the order of oligomers occurring at a certain distance: for the pair (m i , m j ) we only consider cases where oligomer m i occurs before m j . For a maximum sequence length L max we have to consider a maximum distance D ¼ L max À K between K-mers. Then we can build the M 2 distance histogram vectors of a sequence S according to
where T indicates transposition. In this representation an entry h d ij counts the occurrences of pair (m i , m j ) at distance d. The distance is measured between the starting letters of K-mers. Note that h 0 ij counts the occurrences of pair (m i , m j ) at zero-distance. For i ¼ j this implies that the corresponding histogram vectors also count the number of K-mer occurrences in the sequence. Therefore the feature space associated with the above-mentioned spectrum kernel is completely contained in our representation, i.e. it actually is a subspace of the distance-based feature space. To realize the representational power of the distance-based feature space it is instructive to consider the simplest case of monomer distances: not only the feature space of the spectrum kernel for K ¼ 1 is included in that representation, but also dimer counts (d ¼ 1) and trimer counts (d ¼ 2) according to a central mismatch are contained in the distance-based feature vectors.
The overall feature space transformation F of a sequence S is simply achieved by stacking all histogram vectors:
For the final representation we normalize the feature vectors to have unit Euclidean length, in order to improve comparability between sequences of different length. In general, the resulting feature space dimensionality will be huge: e.g. for dimers with a maximum sequence length of L max ¼ 1000 residues we have 400 2 histograms of length 999 which results in $1.6 · 10 8 dimensions. For trimers the distance-based feature space already comprises $6.4 · 10 10 dimensions. Though the feature space is very high-dimensional, the amount of memory required for the storage of the feature vectors can considerably be decreased if the sparse nature of these vectors is utilized. A sequence
For the maximum distance L À K occurring in that sequence we obtain only one non-zero histogram entry concerning the oligomers s 1 , . . . , s K and
general we obtain at most q + 1 non-zero entries. In total we get at most 1 + 2
This 'sparseness' allows for an explicit representation in terms of sparse vectors: e.g. considering dimer distances, for a sequence of length L ¼ 400 we have to compute at most 79 800 histogram entries. In technical terms, this corresponds to a minimum sparseness of 99.95% and a maximum allocation of 0.05%, respectively. The feature space transformation of a sequence S can efficiently be realized by systematic evaluation of all pairwise K-mer occurrences in S. The following pseudocode shows a simple procedure for computation of a suitably initialized featureVector array and indicates the characteristic O(L 2 ) complexity of the systematic evaluation scheme. The array indList contains the L À K indices of the oligomers-e.g. index 0 for the first dimer m 1 ¼ AA, index 1 for m 2 ¼ AR and so on-occurring at successive sequence positions. The list can be computed beforehand with algorithmic complexity O(L) . M and D correspond to the number of possible K-mers and the maximum distance, respectively.
for firstPos ¼ 1 to length (indList) for secondPos ¼ firstPos to
Oligomer distance histograms
Kernel-based training
While the explicit feature space representation is well-suited for analysis of relevant sequence characteristics (see section 'Results') it is not appropriate for the training of classifiers owing to the huge dimensionality. For that purpose a kernel-based representation of the discriminant function f is more suitable. Using the kernel function k(· , ·) and sequence-specific weights a 1 , . . . , a N the discriminant function (with additive constant omitted) can be expressed by
according to the primal and dual representation of the discriminant (Schölkopf and Smola, 2002) , respectively. In our case we first compute a sparse matrix of all feature vectors:
Then the N · N kernel matrix K with entries k ij ¼ k(S i , S j ) which contains all inner products on the training set can efficiently be computed by the sparse matrix product:
The above-mentioned normalization of feature vectors to unit length can then efficiently be realized by scaling the entries k ij of the kernel matrix:
The normalized kernel matrix in turn can be used for training of kernel-based classifiers, e.g. support vector machines, which require optimization of the weights a i . After training the discriminant weight vector in feature space can be computed by
This weight vector can be used for fast classification of new sequences and for interpretation of the discriminant as we will show in the following section.
EXPERIMENTS AND RESULTS
In order to evaluate the performance of our method, we used a common dataset for protein remote homology detection (Liao and Noble, 2002) . This set has been used in many studies of remote homology detection methods (Liao and Noble, 2002 , Saigo et al., 2004 , Leslie et al., 2004 and therefore it provides good comparability with previous approaches. The evaluation on this dataset requires to solve 54 binary classification problems at the superfamily level of the SCOP-hierarchy [Structural Classification Of Proteins, Murzin et al. (1995) ]. In total, a subset of 4352 SCOP sequences was used to build the dataset. Each superfamily is represented by positive training and test examples which have been drawn from families inside the superfamily and by negative training and test examples which were selected from families in other superfamilies. Thereby the number of negative examples is much larger than that of the positive ones. In particular this situation gives rise to highly 'unbalanced' training sets.
To test the quality of our feature space representation based on distances between K-mers we utilize kernel-based support vector machines (SVM). Kernel methods in general require the evaluation of a kernel matrix including all inner products between training examples. To speed up computation we pre-calculated a complete kernel matrix based on all 4352 sequences for each oligomer length K 2 {1, 2, 3}. Then for every experiment we extracted the required entries according to the setup of Liao and Noble (2002) . In the evaluation we tested our method for monomer, dimer and trimer distances. All kernel matrices used for the evaluation can be downloaded in compressed text format from www.gobics.de/ thomas.
For best comparability with other representations, we used the publicly available Gist SVM package (http://svm.sdsc.edu/) in order to exclude differences owing to particular realizations of the kernel-based learning algorithm. As described in Jaakkola et al. (2000) the Gist package implements a soft margin SVM which can be trained using a custom kernel matrix. Besides an activation of the 'diagonal factor' option in order to cope with the unbalanced training sets, we used the SVM entirely with default parameters.
To measure the detection performance of our method on the test data, we calculated the area under curve with respect to the receiver operating characteristics (ROC) and the ROC50 score, which is the area under curve up to 50 false positives. Besides these ROC scores we also computed the median rate of false positives (mRFP). The mRFP is the fraction of false positive examples, which score equal or higher than the median score of true positives. Consequently, smaller values are better than larger ones.
The results of our performance evaluation in terms of averaged values over 54 experiments are summarized in Table 1 . For comparison with other approaches also the results published in Saigo et al. (2004) are shown in the table. The rates indicate that our method performs well for monomers (K ¼ 1) and dimers (K ¼ 2) with a slight decrease of the ROC scores for dimers. Owing to the extremely sparse feature space, for trimers the detection performance decreases significantly. While the length of the sequences and thus the number of possible oligomer pairs remains constant, the feature space dimensionality grows by orders of magnitude. This implies a nearly diagonal kernel matrix according to vanishing similarity between different protein sequences. Among all compared methods only the local alignment kernel yields a performance which is slightly better than that of the distance-based representations for monomers and dimers. Figure 1 summarizes the relative performance of the compared methods. For each method the associated curve shows the number of superfamilies that exceed a given ROC score threshold ranging from 0 to 1. For oligomer distance histograms we used the T.Lingner and P.Meinicke representation based on monomers, which showed a slightly better ROC performance than the dimer-based representation. While the LA-eig kernel is slightly better for the higher ROC scores >0.85, our representation shows an improved performance for a decreasing score threshold with a higher number of included superfamilies. In particular for ROC scores between 0.7 and 0.85 the distance histograms outperform the compared methods. During kernel-based training for monomer distance histograms on average 749 (26.3%) training examples turned out to be support vectors. In order to compare our results with the best alignmentbased kernel, we also measured the support vector ratio of the local alignment kernel using the publicly available kernel matrices and the SVM parameters of (Saigo et al., 2004) . The results revealed a significantly higher average number of support vectors ( N N SV ¼ 1330/47:1%). Note that for kernel-based classification all sequences which correspond to support vectors have to be evaluated in terms of kernel functions with regard to the new candidate sequence [see Equation (3)]. However, according to Section 2 this is not necessary for our approach since the discriminant can be calculated in feature space so that the calculation of the classification score reduces to a feature space transformation of the new sequence and the calculation of one sparse dot product with algorithmic complexity O(L 2 ). Therefore the speed-up which can be achieved with our method in comparison with the local alignment kernel classifier (Oð N N SV * L 2 Þ) is more than a factor 1000.
For kernel-based learning also the cost for computation of the kernel matrix has to be considered. For the worst case in terms of the most dense feature space, namely monomer distance histograms, this (largely sparse) procedure required 341 s (71 s for sequence transformation plus 270 s for the matrix product according to Section 2) on a standard PC. This is $20 times faster than the method presented in Saigo et al. (2004) : running the authorprovided program on the same machine we measured a CPU time of 6794 s (1 h 53 min) to calculate the pairwise similarity matrix which still requires some additional processing to obtain the final kernel matrix.
Discriminant visualization and interpretation
One of the main advantages of our representation is the possibility to compute (sparse) feature vectors of the sequences in order to visualize the resulting discriminant after kernel-based training.
According to the above results, already for monomers (K ¼ 1) oligomer distance histograms yield a good performance and a rich representation with high discriminative power of the included features. The discriminative power of an oligomer pair (m j , m k ) can be measured by the L 2 -norm of the discriminant subvector associated with histogram vector h jk . As an example, for experiment 51 [corresponding to the superfamily of proteins containing an EF-hand motif (Yap et al., 1999) Figure 3 shows the discriminant weights of the four most discriminative monomer pairs for experiment 51 after kernelbased training as described above. As one might expect, long distances are less important for discrimination, indicated by the decay of the absolute value of the discriminant weights for increasing distances. Only the weights of the first 101 distances (L max ¼ 994) are shown in Figure 3 in order to improve visibility of the more important weights.
Oligomer distances with large positive discriminant weights can be interpreted as characteristic features occurring in sequences from the corresponding family. The upper left picture shows the discriminant subvector of pair (D, D) where the peak at zero-distance shows the importance of aspartic acid frequency for discrimination. The picture also shows a comb-shaped structure of discriminant values for short distances. This structure indicates that even distances (d ¼ 2, 4, 6, . . .) at that range more frequently occur in positive training sequences than in counter-examples from the negative training set. On the other hand negative weights indicate that odd distances, e.g. for dimer DD frequencies, seem to occur more often in counter-examples. This characteristic distance distribution of aspartic acid can be clearly identified in the multiple alignment of sequences containing the above-mentioned EF-hand calcium-binding domain and the corresponding PROSITE pattern. The discriminant subvector of pair (D, G) shows a similar structure for small distances, but with even distances providing negative evidence. Note that discriminant values for pairs of differing monomers always have zero-weight at zero-distance because all histogram vectors contain zero counts at the associated positions. The other two bar plots in Figure 3 also show noticeable peaks for certain distances: e.g. with respect to pair (D, E), a high positive value for distance 11 and a high negative value for distance 15, or with respect to (F, D), high positive values for distances 1 and 4, respectively. In contrast, small values for pair (F, D) for distances 2 and 3 indicate that the corresponding occurrences are not discriminative. The increased density of high values at distances in the range 40-70 residues for pair (F, D) suggests relevance of longer distances for discrimination.
For an exemplary analysis of the discriminative features, Figure 4 shows the occurrences of selected features in sequences which correspond to the positive support vectors of the model. A sequence is symbolized by a rectangle whose width corresponds to the sequence length. Each feature occurrence is visualized by an arrow line whose horizontal position corresponds to the position of occurrence in the sequence, while the length of the line segment indicates the distance between the associated monomers. We selected two exemplary features suggested by analysis of the discriminant: in Figure 3 the discriminant subvector of pair (D, E) shows a large positive weight for distance 11. In Figure 4 the occurrence of the corresponding feature is depicted by the longer arrow lines between pair-specific residues. Another significant discriminant T.Lingner and P.Meinicke peak can be observed for pair (F, D) at distance 4, which corresponds to the shorter lines in Figure 4 . These two features can be interpreted on the basis of biological knowledge: the EF-hand calcium-binding domain [PROSITE pattern PS00018 (Hulo et al., 2006) ] shows a strong conservation of aspartic acid (D) and glutamic acid (E) at a distance of 11 residues where both amino acids are part of a loop between two alpha helices in the protein. In EFhand-like proteins the leading alpha helix often contains a phenylalanin (F) at distance 4 ahead of the loop start which arises from the typical helical hydrogen bond structure. In Figure 4 this property can be matched with the feature occurrences. Many of the sequences-mostly from the family of Calmodulin-like proteins (ID 1.41.1.5, sequences 7-31)-show the above-mentioned characteristic amino acid distribution between sequence position 0 and 40. Others sequences show this feature combination at later sequence positions and often only the helical or the loop structure alone can be identified.
DISCUSSION AND CONCLUSION
We introduced a novel approach to remote homology detection based on oligomer distance histograms (ODH) for feature space representation of protein sequences. Although the ODH feature space provides a position independent representation of sequences, in comparison with other position independent approaches, like spectrum or mismatch kernels, additional information is extracted from the data by means of the distance histograms. The results show that this additional information is relevant for discrimination. Although the feature space of the ODH and other counting kernels like spectrum or mismatch kernels can formally be viewed as a special case of a general motif kernel, as for instance proposed in Ben-Hur and Brutlag (2003) , it is obvious that restriction of the 'motif space' is necessary in order to make learning possible. Otherwise whole sequences could be used as motifs and the resulting representation would be too flexible to provide generalization. Therefore prior knowledge about relevant protein motifs in terms of conserved segments in multiple sequence alignments has been used in Ben-Hur and Brutlag (2003) to restrict the set of possible motifs. In contrast our approach as well as the spectrum or mismatch kernel do not require any domain knowledge in order to realize learnability. In Dong et al. (2006) the authors showed that on the above benchmark dataset the knowledge-based motif kernel of Ben-Hur and Brutlag (2003) is clearly outperformed by the local alignment kernel with a detection performance similar to the SVM pairwise method which is included in our performance comparison in Section 3. Because the distance-specific representation of all pairwise K-mer occurrences gives rise to rather high-dimensional feature vectors, the sparseness of these vectors has to be utilized in order to keep the approach feasible. Then sparse matrix algebra can be used for efficient computation of the kernel matrix which in turn can be used for kernel-based training of classifiers. Although the theoretical algorithmic worst-case complexity of our approach for computation of the kernel value for two sequences S 1 and S 2 equals that of the local alignment kernel (O (L   2   ) for L 1 % L 2 ), we showed that our method is significantly faster.
Using standard SVMs, we showed that the prediction performance of our distance-based approach is highly competitive with state-of-the-art methods within the field of remote homology detection. Although the local alignment kernel of Saigo et al. (2004) yields slightly better results, it should be noted that its performance depends on a continuous kernel parameter (b). Because the performance can significantly decrease for non-optimal values of that hyperparameter (Saigo et al., 2004) , in practice a timeconsuming model selection process would be necessary with that method to achieve optimal results. Furthermore the local alignment kernel involves two additional parameters which, however, have not been evaluated for their influence on the performance (Saigo et al., 2004) . In contrast, the homogeneity of ROC values for monomer and dimer distances underlines the good generalization performance of our representation which obviates the tuning of any hyperparameters.
Another advantage of our approach arises from the explicit feature space representation: the possibility to calculate the discriminant weight vector in feature space allows for fast classification of new data. In contrast kernel-based methods without an explicit feature space need to evaluate kernel functions of all relevant training sequences with regard to the new candidate sequence. This is in general time-consuming for problems with a large number of support vectors. We showed that in the remote homology detection setup an explicit discriminant weight vector can result in a speed-up of more than factor 1000. The explicit representation also automatically implies positive semidefinite kernel matrices which are required for kernel-based training. In contrast, the local alignment kernel arises from a similarity matrix which has to be transformed in order to be positive semidefinite. In Saigo et al. (2004) two transformation methods have been proposed which were evaluated in terms of the resulting test set performance. However, it remains unclear how these methods apply to classification of new sequences in practice.
With respect to other position independent approaches, like spectrum or mismatch kernels, ODHs considerably improve the detection performance while preserving the favorable interpretability of the former approaches in terms of an explicit feature space representation. The advantage of interpretable features has also been realized by other researchers: in Kuang et al. (2005) profilebased string kernels were used to extract 'discriminative sequence motifs' which can be interpreted as structural features of protein sequences. On a similar dataset the method also provides state-ofthe-art performance. However, the performance of the approach depends on two kernel parameters, an additional smoothing parameter and the number of PSI-BLAST iterations for profile extraction.
As we showed, also ODHs allow the user to analyze the learnt model for identification of the most discriminative features. These features, which correspond to pairs of oligomers occurring at characteristic distances, may in turn reveal biologically relevant properties of the underlying protein families. In contrast, the best position-dependent approaches, like local alignment kernels, do not provide an intuitive insight into the learnt model. Without an explicit transformation into some meaningful feature space these approaches lack an interpretability of the discriminant in terms of discriminative sequence features. Furthermore, local alignment kernels involve several hyperparameters which complicate the evaluation and application of the proposed method. Besides the oligomer length K, ODHs do not require the specification of any kernel parameters and therefore our approach obviates a timeconsuming optimization which moreover could increase the risk of fitting the data to the test set. In our experimental evaluation ODHs based on monomers and dimers both showed a good generalization behavior. We found the trimer-based representation to break down, because obviously the corresponding feature vectors become too sparse. A similar behavior can be observed for the K-mer counting spectrum kernel if K becomes too large. On the widely used SCOP dataset considered here, the spectrum kernel breaks down for K ¼ 4 (Leslie et al., 2004) . The authors in Leslie et al. (2004) therefore proposed to allow mismatches in order to increase the number of non-zero counts. The best resulting mismatch-kernel (K ¼ 5, one mismatch) significantly improves the performance of the spectrum kernel. Therefore also the ODH performance may be increased by the incorporation of mismatches. Many other strategies for further improvement of the performance are conceivable: e.g. the set of oligomers may be restricted in a suitable way, as well as the range of possible distances. In Meinicke et al. (2004) position-dependent oligo kernels for sequence analysis were introduced where a smoothing parameter is used to represent positional variability. In a similar way, distance variability could be realized with oligomer distance histograms by means of histogram smoothing techniques. Although these extensions may considerably improve the detection performance, we are aware of several hyperparameters which would have to be included into the representation. We think it is an important advantage of our method that it does not require any parameter tuning in order to achieve state-of-the-art performance.
