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Abstract. A real-time large scale part-to-part video matching algo-
rithm, based on the cross correlation of the intensity of motion curves, is
proposed with a view to originality recognition, video database cleansing,
copyright enforcement, video tagging or video result re-ranking. More-
over, it is suggested how the most representative hashes and distance
functions - strada, discrete cosine transformation, Marr-Hildreth and ra-
dial - should be integrated in order for the matching algorithm to be
invariant against blur, compression and rotation distortions: (R, σ) ∈
[1, 20]× [1, 8], from 512× 512 to 32× 32pixels2 and from 10 to 180◦. The
DCT hash is invariant against blur and compression up to 64x64 pixels2.
Nevertheless, although its performance against rotation is the best, with
a success up to 70%, it should be combined with the Marr-Hildreth dis-
tance function. With the latter, the image selected by the DCT hash
should be at a distance lower than 1.15 times the Marr-Hildreth mini-
mum distance.
Keywords: video retrieval, pattern recognition, motion, distortion, hash-
ing, data mining.
1 Introduction
Knowing whether a video or a part of it is already contained on a database is very
important for applications such as originality recognition, video database cleans-
ing, copyright enforcement, video tagging, video result re-ranking and cross-
modal divergence detection. For instance, the motivation of our research project
is preventing sexual exploitation of children by detecting whether the person
under arrest is the author or a consumer of the pederastic videos. Much research
effort have been made to near duplicate video retrieval [13–15,21,24]; neverthe-
less, as the video editing software evolves and becomes accessible to the general
public, the number of videos created by concatenation of video fragments is
increasing and part-to-part video matching has not been well addressed yet.
Videos are composed of images, usually taken at a rate of 24 frames per sec-
ond. Since motion in the shot is usually minuscule, videos can be strongly com-
pressed temporally by retaining only distinct visual appearances [15]. The simi-
larity between video clips is typically calculated by comparing their keyframes.
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Distortion Parameters Values
blur R [-] 1, 5, 10, 15, 20
σ [-] 1, 2, 3, 4, 5, 6, 7, 8
resize Square image size [pixels] 32, 64, 128, 256, 512
rotate Rotation [degrees] 10◦ to 180◦, each 10◦
Table 1. Distortion parameter values applied.
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Fig. 1. Notation.
The most popular algorithms for keyframe selection are based on shot boundary
detection [18] or time sampling, that can be uniform or based on the extrema of
the intensity of motion [14, 15]. Once the keyframes have been extracted, they
are represented by their visual features, such as local points and color histogram.
Finally, these features are indexed with methods such as dimensionality reduc-
tion [23], tree-structure [3] or hashing [7]. The latter is the most accurate to
represent video content [21] and, in particular, perceptual hashing is in addition
robust in the sense that little perturbations in the original features slightly affect
the result [27]. Although many perceptual hashing methods have been proposed
in the literature [5,7,25–27], there is not still a comparison that allows to predict
the optimum range of application and how they could be combined to achieve a
part-to-part video matching algorithm invariant against distortions such as blur,
compression and rotation.
In this research work, we propose a real-time large scale part-to-part video
matching algorithm based on the cross correlation of the intensity of motion
curves. In addition, it is suggested how the most representative hashes - partic-
ularly, strada (str), discrete cosine transformation (dct), Marr-Hildreth wavelets
(mw) and radial (rad) image hashes - should be combined in order for the match-
ing algorithm to be invariant against blur, compression and rotation distortions.
2 Methodology
2.1 Intensity of motion
The part-to-part video matching algorithm proposed is based on the cross cor-
relation of the intensity of motion curves. Intensity of motion is defined as the
mean of consecutive frame differences [15]:
m(t) =
1
A
∑
x
|L(x, t+ 1)− L(x, t)| (1)
where A is the area of the video and L(x, t) denotes the luminance value of
pixel x of a frame at time t. The motion curves are extracted by outputting
intermediate results from the shot detecting tool [1].
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Fig. 2. Intensity of motion part-to-part matching. The motion of the original video
is plotted in dotted thin line; while the fragment, situated in the predicted optimum
position, in solid thick line.
2.2 Part-to-part video matching
The state of the art algorithms for 2D part-to-part curve matching are gener-
ally O(N4). For instance, hash-based methods [9, 11, 19] can do the comparison
in O(N), but they require pre-processing steps that are of O(N4) asymptotic
complexity. Nevertheless, the algorithm proposed by Cui [6], where the input
curves can differ by a similarity transform, performs the part-to-part matching
in O(N3). Hence, the latter is utilized for the intensity of motion matching.
First, the absolute curvature |κ(t)| of the intensity of motion s(t) is calculated
by using second order central differences for discretizing the second derivative.
|κ(t)| = ‖s¨(t)‖ (2)
Second, the integral of the absolute curvature from an arbitrary start point t1
on the curve with respect to another fixed point t2, K(t1 : t2), which is invariant
under similarity transform [6], is defined as follows:
K(t1 : t2) =
∫ t2
t1
|κ(t)|dt (3)
and discretized in this case by utilizing trapezoidal integration. The curve t−K
is sampled at equal intervals along the integral of the absolute curvature K, so
as for the interpolation point density to be higher where the absolute curvature
gradient magnitude is larger. The mean t is selected when the correspondent t
is not unique and linear interpolation is recommended to avoid spurious oscil-
lations. Afterwards, a second interpolation is carried out to obtain the signed
curvature values that correspond to the previously interpolated points in t [6].
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Fig. 3. Effect of the hash type on the matching success (%) after applying the blur
distortion with characteristic parameters R and σ to the ant (above) and ceiling fan
(below) families of the set Caltech-101 [8].
Finally, the curve that should be matched is the signed curvature, κ, param-
etrized by the integral of curvature integral, K, since is invariant under similarity
transform. In order for the matching not to be influenced by the scale, the
normalized cross correlation [17,28] is adopted:
ν(u) =
∑
i∈Ω [r(i)− r¯w]
[
f(i− u)− f¯]√∑
i∈Ω [r(i)− r¯w]2
∑
i∈Ω
[
f(i− u)− f¯]2 (4)
where u is the offset of one curve to the other, f is the first curve working as a
template window sliding along the second curve r, f¯ is the mean value over the
whole template and r¯w is the mean value of the sliding window in the second
curve. Nevertheless, in part-to-part matching an infinitesimally small part of
one curve will match many parts of another curve, as noted by Cui [6]. To favor
longer matches, the following strategies are used:
1. Thresholding on the length of the matching.
2. The score is given by the cross correlation ν, which lies in [0, 1], multiplied
by the length of the match L.
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Fig. 4. Effect of the hash type on the matching success (%) after compressing the
images of several families of the set Caltech-101 [8].
After the start points and end points on both curves have been determined, the
similarity transform between them can be estimated using the method proposed
by Horn [12].
2.3 Similarity between videos
After determining the common intensity of motion curve segments, the hashes of
the pairs of frames embed into them are calculated. In the end, comparison be-
tween sets of images is performed by using different hashes, allowing to combine
several distance functions in an integrated way. The similarity between videos is
defined as follows:
Similarity(%) =
Pairs of keyframes whose d < dthreshold
Pairs of keyframes
· 100 (5)
where d is the distance between images and dthreshold the threshold distance.
3 Problem Setup
As a matter of example illustrating the part-to-part video matching, several frag-
ments of the synthetic movie [2] are matched with the original video. A hundred
interpolation points are used in the fragment, utilizing the same interpolation
point distance in K in the other curve. Moreover, the length of the matching
contains at least fifty interpolation points.
In order to determine the optimum combination of distance functions, the ant
and ceiling fan families of the Caltech-101 benchmark [8] are distorted utilizing
ImageMagick mogrify with the parameter value ranges indicated in Table 1. The
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(a) Ant (b) Ceiling fan
Fig. 5. Effect of the hash type on the matching success (%) after rotating the images
of several families of the set Caltech-101 [8].
library pHash [26] is utilized for the dct, mw and rad hashes. The study of the
radial hash [26] is restricted to image whose aspect ratio is below a critical value
in (1.8987, 1.9868] and a threehold of 0.9 is utilized. Using the notation described
in Figure 1, an image is considered to be correctly matched if
dii′ ≤ dij , ∀j = 1, . . . , n, j 6= i (6)
where dab denotes the distance between images a and b. Based on the previous
convention, the success of a hashing distance is defined as follows:
Success (%) =
Images correctly matched
Images of the set
· 100% (7)
Closeness to success (%) =
〈
Minimum distance
Distance to the distorted image
〉
images
· 100%
(8)
where 〈〉 denotes average on the images of the family set. In addition, if the dis-
tance to the distorted image is 0, the closeness to success is 100% by convention.
4 Results and discussion
Figure 2 illustrates the successful results of part-to-part matching algorithm of
the original video with the latter, in the cases with a intensity of motion range
two order of magnitude smaller and of the order of that of the original video.
In particular, note that the former is correctly captured due to the usage of the
mean value of the sliding window in the second curve.
In Figure 3, the effect of the hash distance on the matching success after
applying the blur distortion are presented. As the distortion parameter values
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(a) Ant (b) Ceiling fan
Fig. 6. Effect of the hash type on the closeness to matching success (%) after rotating
the images of several families of the set Caltech-101 [8].
are increased, the success decreases. The only hash that is invariant against blur
distortion in the range analyzed is the dct. Like any Fourier-related transform,
dct expresses a function or signal in terms of a sum of cosine functions with
different frequencies and amplitudes [26]. Low-frequency dct coefficients of an
image are mostly stable under image manipulations [10], since most of the signal
information tends to be concentrated in a few low-frequency components of the
dct. This property is also utilized by the JPEG image compression standard [4].
The mw hash uses edge detectors for feature extraction. Since the derivative
operator acts as a highpass filter, edge detectors based on it are sensitive to noise
[4]. While for the ceiling fan family the algorithm is invariant to noise in the whole
range under study, for the ant family the complete success is only guaranteed
for σ ≤ 7 and R ≤ 15. The radial (rad) perceptual image hash function, based
on the Radon transform [20], was proposed by Lefe`bvre and Macq [16]. A few
years later, both authors outlined [22] that their previously proposed algorithm
is invariant against distortion, which explains the null performance of this hash
in the range analyzed. Ultimately, the performance of the hash strada (std)
distance function strongly depends on the shape of the object. As this hash
compares the luminosity of each pair of pixels, the strada hash is sensible to the
thin details, such as the blades of the ceiling fan, which are highly affected by
the blur. As a consequence, while it is invariant against blur distortion with the
ant family, a 100% success is only guaranteed when for σ ≤ 2 and R ≤ 5 with
the ceiling fan family.
Figure 4 shows the effect of the hash distance on the matching success after
applying the compression distortion. First, when compressing the image the
percentage of success remains constant until a critical value is reached and after-
wards it decreases monotonously. Thus, the hash functions are invariant against
blur until reaching a compression of 64x64 and 256x256 pixels2 for the ant and
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ceiling fan families respectively. The best overall performance is achieved with
the strada distance function, being invariant against compression distortion for
the ant family and with a percentage of success over 80% for the ceiling fan
family. In contrast, the dct distance function range of invariance against com-
pression expands until 64x64 pixels2 for both families, being independent of the
image itself.
In Figure 5, the effect of the hash distance on the matching success after
applying the rotation distortion are presented. First, the success significantly
decreases in the present of rotation, with a success lower than 70% in all the
cases. The dct distance is clearly recommendable since the percentage of success
achieved is in (20, 70) %, while for the other distances the success is under 20%.
Figure 6 shows the effect of the hash type on the closeness to matching
success. The closeness to success of the dct distance function is around 70%.
Regarding the strada hash, the best results are obtained around 0◦, 90◦ and 180◦,
with closeness to success near 90%. However, as the rotation angles move away
from these values, the closeness to success decreases up to a 60%. Fortunately,
for the Marr-Hildreth hash is around 90%, independently of the rotation angle.
5 Conclusions
The real-time large scale part-to-part video matching algorithm proposed, based
on the normalized cross correlation of the intensity of motion curves, is successful
even with a intensity of motion range two orders of magnitude smaller than that
of the original video.
In addition, it is suggested how the most representative hashes and distance
functions should be integrated in order for the matching algorithm to be invariant
against blur, compression and rotation distortions. In the range under study, the
DCT hash is invariant against blur since the signal information is concentrated in
a few low-frequency components of the discrete cosine transformation which are
most stable against this distortion. Furthermore, its range of invariance against
compression expands until 64x64 pixels2, independently of the image itself, which
would allow to predict robustly the performance with general images. Moreover,
the performance of the DCT hash distance is also the best, with a success up to
70%. Nevertheless, it is highly recommendable to complement this information
with the mw distance function, with which the image selected by the DCT hash
should be at a distance lower than 1.15 times the mw minimum distance.
Even though rotation is expected to be the most influential distortion, the
analysis of the response of the hash distances against combined distortions will
further contribute towards an integrated multiple hashing integration for large
scale part-to-part video matching.
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