Multivariate decoding analyses are widely applied to functional magnetic resonance imaging (fMRI) data, but there is controversy over their interpretation. Orientation decoding in primary visual cortex (V1) reflects coarse-scale biases, including an over-representation of radial orientations. But fMRI responses to clockwise and counter-clockwise spirals can also be decoded. Because these stimuli are matched for radial orientation, while differing in local orientation, it has been argued that fine-scale columnar selectivity for orientation contributes to orientation decoding. We measured fMRI responses in human V1 to both oriented gratings and spirals. Responses to oriented gratings exhibited a complex topography, including a radial bias that was most pronounced in the peripheral representation, and a near-vertical bias that was most pronounced near the foveal representation. Responses to clockwise and counter-clockwise spirals also exhibited coarse-scale organization, at the scale of entire visual quadrants. The preference of each voxel for clockwise or counterclockwise spirals was predicted from the preferences of that voxel for orientation and spatial position (i.e., within the retinotopic map). Our results demonstrate a bias for local stimulus orientation that has a coarse spatial scale, is robust across stimulus classes (spirals and gratings), and suffices to explain decoding from fMRI responses in V1.
Introduction
Functional magnetic resonance imaging (fMRI) measurements at relatively coarse resolutions (e.g., 2 ϫ 2 ϫ 2 mm) reveal orientation-selective responses in primary visual cortex (V1). These preferences are small, but they vary across voxels and are sufficiently reliable to decode stimulus orientation, when combined across many voxels (Boynton, 2005; Haynes and Rees, 2005; Kamitani and Tong, 2005; Tong and Pratte, 2012) .
The interpretation of fMRI-based orientation decoding is controversial (Gardner, 2010; Kamitani and Sawahata, 2010; Kriegeskorte et al., 2010; Op de Beeck, 2010a; Shmuel et al., 2010; Swisher et al., 2010; Freeman et al., 2011; Alink et al., 2013) . The prevailing interpretation of these orientation decoding results is that they reflect the underlying columnar organization in visual cortex. There is a fine-scale organization of orientation preferences in which the preferred orientation varies systematically over Ͻ1 mm (Hubel and Wiesel, 1959; Ohki et al., 2006; Adams et al., 2007) . Random irregularities in this organization for orientation may yield small but reliable biases in voxel responses (Boynton, 2005; Kamitani and Tong, 2005 ). An alternative interpretation is that orientation decoding exploits a coarse-scale organization, including biases for radial and cardinal orientations (Furmanski and Engel, 2000; Sasaki et al., 2006; Mannion et al., 2010a; Freeman et al., 2011) .
Indirect evidence for the fine-scale interpretation comes from spatial smoothing analyses. Specifically, orientation decoding degrades progressively with more smoothing (Op de Beeck, 2010b; Swisher et al., 2010) . However, smoothing does not necessarily distinguish fine-scale columnar architecture from coarse-scale topography. For example, retinotopic maps are broad band, containing both low and high spatial frequencies. Smoothing attenuates the fine scales but leaves the coarse scales intact, resulting in a gradual degradation in retinotopic position decoding with progressively more smoothing (Freeman et al., 2011) . This gradual degradation in retinotopic position decoding is similar to what was predicted based on the fine-scale interpretation of orientation decoding, demonstrating that smoothing cannot logically distinguish between fine-scale (e.g., columnar) and broad-band (e.g., topographic) representations (Freeman et al., 2011) . Indeed, we previously reported that the effect of smoothing is similar for decoding both orientation and retinotopic positions (Freeman et al., 2011) .
Evidence for the coarse-scale interpretation comes from measurements of responses to peripheral, oriented gratings (Freeman et al., 2011) . We showed that a coarse-scale radial bias is sufficient to decode orientation in the peripheral representation of V1 (Freeman et al., 2011) . We also demonstrated that decoding was abolished by removing the response component predicted by the coarse-scale radial bias, which suggested that the coarse-scale orientation map was necessary for decoding.
The coarse-scale interpretation has been challenged, however, on the basis of fMRI responses to spiral stimuli Alink et al., 2013) . Clockwise (CW) and counter-clockwise (CCW) spirals are matched for radial ori-entation at all locations (Fig. 1A) . But spirals can be reliably decoded. This has been taken as a demonstration that radial orientation preferences-and coarse-scale maps in general-are not necessary for decoding Alink et al., 2013) . The controversy, therefore, remains.
We characterized the spatial pattern of V1 activity to oriented gratings and spirals. We found that responses to both stimuli exhibited coarse-scale organization. Preferences for spiral sense (clockwise vs counter-clockwise) could be predicted by preferences for orientation and spatial position, and the coarse-scale pattern of spiral responses was sufficient for spiral decoding. As a stronger test of the columnar hypothesis, we measured the decoding of both orientation and spiral sense across columnar-scale offsets in voxel positioning. Decoding of both was reliable across offsets, providing independent evidence ruling out the columnar interpretation. Together, our results demonstrate a bias for local stimulus orientation, which has a coarse spatial scale, is robust across stimulus classes (spirals and gratings), and suffices to explain decoding from fMRI responses in V1. The decoding of neither gratings nor spirals provides evidence of a columnar-scale contribution to fMRI measurements at conventional resolution.
Materials and Methods
Subjects. Data were acquired from three healthy subjects with normal or corrected-to-normal vision (three males; age range, 26 -37 years). One subject (S1) was an author. Experiments were conducted with the written consent of each subject and in accordance with the safety guidelines for fMRI research, as approved by the University Committee on Activities Involving Human Subjects at New York University. Each subject participated in at least four scanning sessions, as follows: one to obtain highresolution anatomical volumes; one for retinotopic mapping; one for measuring responses to oriented gratings; and one for measuring responses to spirals. Two of the three subjects also participated in the z-offset experiment, which involved an additional two scanning sessions (one for oriented gratings, and another for spirals).
Stimuli. Stimuli were presented using Matlab (MathWorks) and MGL (available at http://justingardner.net/mgl) on an Apple Macintosh computer. Stimuli were displayed via an LCD projector onto a backprojection screen in the bore of the magnet. Subjects lay in the supine position and viewed the stimuli through an angled mirror.
Spiral gratings. A single logarithmic spiral line is defined in polar coordinates by the relationship between its radius and angle, as follows: r ϭ exp͑b͒, or in cartesian coordinates as follows:
The parameter b controls how tightly the spiral is "wound"; limiting cases are 0 (where the spiral line approaches a circle) and infinity (where the spiral line approaches a straight line). We used a value of 0.7. The parameter is a phase shift that rotates the spiral. The parameter I is either 1 or Ϫ1, and it controls the "sense" of the spiral (whether it is clockwise or counter-clockwise).
Logarithmic spirals have two key properties. First, at any point along a spiral, the angle between the tangent line at that point and a radial line drawn from that point to the origin is constant. Second, the tangent lines of two spirals with different sense are equally far from radial. Thus, at all locations, two spirals with different sense are balanced with respect to their radial component.
We generated spiral gratings (Fig. 1A ) by combining sets of spiral lines. Each spiral grating consisted of 1000 spiral lines for 1000 values of uniformly spaced between 0 and 2. The luminance ( L) of the lines was modulated sinusoidally according to the following:
The plotted set of spiral lines was rasterized to generate stimuli. The frequency of luminance modulation f determined the spatial frequency of the spiral, which was constant for a fixed radius but decreased with eccentricity. The spatial frequency of the spiral stimulus was 1 cycle/°at 5°eccentricity, approximately matched to the spatial frequency of the oriented grating stimulus (see below). The spiral stimulus was windowed by an annulus (inner radius, 1°; outer radius, 9°). Regions outside the annulus were a uniform gray, equal to the mean luminance (526 cd/m 2 ) of the spiral gratings. The spiral grating image was presented as a set of random rotations, changed every 250 ms from a predefined set of 16 uniformly distributed between 0 and 2. The sense of the spiral alternated (9 s clockwise, 9 s counterclockwise). In each run, there were 14 cycles of alternations. Subjects completed 14 -18 runs in each scanning session.
Orientated gratings. Oriented gratings were windowed by an annulus (inner radius, 1°; outer radius, 9°). Both the inner and outer edges of the annulus were blurred with a 1°raised cosine transition (centered on the inner and outer edges) from 100 to 0% contrast. Regions outside the stimulus annulus were a uniform gray, equal to the mean luminance (526 cd/m 2 ) of the gratings. The spatial frequency (1 cycle/°) matched the spatial frequency of the spiral gratings at 5°eccentricity. The spatial phase was randomized every 250 ms from among 16 phases uniformly distributed between 0 and 2.
The orientation of the grating cycled through 16 evenly spaced angles from 0°and 180°(1.5 s per orientation). In each run, the stimulus completed 10.5 cycles, each 24 s long. Subjects completed 14 -18 runs in each scanning session. The stimuli cycled clockwise in half of the runs, and counter-clockwise in the other half.
Retinotopic mapping. Retinotopy was measured with black-and-white, high-contrast checkerboard patterns that were vignetted by (1) wedges that periodically rotated either CW or CCW, (2) rings that periodically expanded or contracted, and (3) bars that slowly traversed the visual field. For the rings and wedges, the checkerboard stimuli were radial. For the bars, the checkerboard was rectilinear and oriented along the axis of the traversal of the bar. The details of the periodic wedges and rings have been described previously (Larsson and Heeger, 2006) . Bars were 3°wide and traversed the field of view in sweeps lasting 24 s. Four bar orientations and two different traversal directions were used, giving a total of eight different bar configurations, which were presented in randomly shuffled order, within each run. The time series from all three stimulus sets (rings, wedges, bars) were analyzed together to infer the population receptive field (pRF) of each voxel (Dumoulin and Wandell, 2008) . The pRF of each voxel was estimated using standard fitting procedures (Dumoulin and Wandell, 2008) , implemented in Matlab using mrTools (http://www.cns.nyu.edu/heegerlab/?pageϭsoftware). The polar angle component of the resulting retinotopic maps was used to used to identify meridian representations corresponding to the borders between retinotopically organized visual areas V1 and V2, as described in detail previously (Engel et al., 1997; Larsson and Heeger, 2006; Wandell et al., 2007; Dumoulin and Wandell, 2008; Gardner et al., 2008) .
Task. Observers performed a demanding two-back detection task continuously throughout each run to maintain a consistent behavioral state, encourage fixation, and divert attention from the stimuli. Without attentional control, we have reported large and variable attentional signals in visual cortex (Ress et al., 2000) . A sequence of digits (0 to 9) was displayed at fixation, changing every 400 ms. The observer's task was to indicate with a button press whether the current digit matched the digit from two previous steps.
MRI acquisition. Anatomical and functional MRI data were acquired on a Siemens 3 T Allegra head-only scanner using a head coil (NM-011, Nova Medical) for transmit, and an eight-channel phased array surface coil (NMSC-071, Nova Medical) for receive. Functional scans were acquired with gradient recalled echoplanar imaging to measure blood oxygenation level-dependent (BOLD) changes in image intensity (Ogawa et al., 1990) . Functional imaging was conducted with 24 slices oriented perpendicular to the calcarine sulcus and positioned with the most posterior slice at the occipital pole (1500 ms repetition time; 30 ms echo time; 72°flip angle; 2 ϫ 2 ϫ 2 mm voxel size; 104 ϫ 80 voxel grid). A T1-weighted magnetization-prepared rapid acquisition gradient echo (MPRAGE) anatomical volume was acquired in each scanning session with the same slice prescriptions as the functional images (1530 ms repetition time; 3.8 ms echo time; 8°flip angle; 1 ϫ 1 ϫ 2.5 mm voxel size; 256 ϫ 160 voxel grid). A high-resolution anatomical volume, acquired in a separate session, was the average of three MPRAGE scans that were aligned and averaged (2500 ms repetition time; 3.93 ms echo time; 8°flip angle; 1 ϫ 1 ϫ 1 mm voxel size; 256 ϫ 256 voxel grid). This highresolution anatomical scan was used both for registration across scanning sessions, and for gray matter segmentation and cortical flattening.
Preprocessing. The anatomical volume acquired in each scanning session was aligned to the high-resolution anatomical volume of the same subject's brain, using a robust image registration algorithm (Nestares and Heeger, 2000) . The same image registration algorithm was used to compensate for head movements within and across runs, and to measure slice position in the z-offset experiment (Nestares and Heeger, 2000) . There was no between-run motion compensation for the z-offset experiment, but the results were virtually identical and supported the same conclusions when it was included. Data from the first half-cycle (orientated gratings, eight frames) or first full cycle (spiral gratings, 12 frames) of each functional run were discarded to minimize the effect of transient magnetic saturation and to allow the hemodynamic response to reach steady state. The time series from each voxel was linearly detrended and high-pass filtered (cutoff, 0.01 Hz) to remove low-frequency noise and drift (Smith et al., 1999) .
Orientation and spiral sense preferences. The fMRI response time series from each voxel were averaged across runs and fit with a sinusoid with period matched to the period of stimulus rotations or alternations (24 s for orientated gratings, 18 s for spiral gratings). For oriented gratings, the . fMRI responses to spiral gratings and oriented gratings for an example subject (S1, same subject as shown in Fig. 3) . A, Spirals alternated every 9 s between clockwise and counterclockwise (inset). B, Oriented gratings cycled through 16 orientation steps ranging from 0°to 180°every 24 s. Responses from both experiments are shown on flattened representations (flat maps) of the occipital lobe. Dark gray, sulci. Light gray, gyri. Colors, Phase of best-fitting sinusoid (see color bars). For oriented gratings, the phase of the best-fitting sinusoid indicated the orientation preference of the voxel. For spiral gratings, the match of the phase to 0°or 180°r eflected its spiral sense preference. White lines, V1/V2 boundaries as determined from an independent retinotopic mapping experiment.
phase of the best-fitting sinusoid indicated the orientation preference of the voxel. For spiral gratings, the match of the phase to 0 or 180 reflected its spiral sense preference. We visualized these preferences on a flattened representation (flat map) of each subject's occipital cortex. The signal-to-noise ratio of the responses was quantified as the coherence between the time series and the best-fitting sinusoid, separately for each voxel (Engel et al., 1997) . The resulting flat maps of orientation and spiral preferences were thresholded by displaying only voxels exceeding a coherence of 0.3 (Fig. 2) .
Predicting spiral sense preference from orientation preference. Spiral sense preference was predicted by combining responses to oriented gratings with retinotopic maps (Fig. 1B) , individually for each subject. First, responses to oriented gratings were used to measure an orientation tuning function for each voxel. Specifically, we averaged the fMRI response time series from each voxel across runs and across cycles within each run. This yielded response amplitudes for each of the 16 orientations (i.e., a voxel-based orientation tuning function; Serences et al., 2009). The tuning functions captured both the degree to which the preferred orientation of each voxel deviated from radial in its orientation tuning function. Second, we used pRF mapping to measure the location in the visual field that evoked the largest response in each voxel (i.e., the center of the population receptive field of the voxel). We computed analytically the local orientation of both clockwise and counterclockwise spirals at that location. For a given location, the local orientation of a spiral is given as follows:
where is the polar angle in the visual field, and the parameter b (defined above) controls how tightly the spiral is "wound." The orientation does not depend on eccentricity, only polar angle. This analytic expression for local spiral orientation depends on the geometry of the spiral, and ignores interactions between the spiral image and neuronal preferences for spatial frequency and phase. Ignoring phase was justified because we randomized phase during stimulus presentation. Although we measured pRF sizes for each voxel, we did not assess spatial frequency preferences, so there was no way to incorporate spatial frequency in predicting spiral sense preference. We linearly interpolated the orientation tuning functions (with circular boundary handling), separately for each voxel, to predict responses to the local orientations of the clockwise and counterclockwise spirals. Finally, we computed the difference between the predicted responses to counter-clockwise spirals minus the predicted responses to clockwise spirals.
To compare these predictions to measurements of spiral sense preference, we computed a signed measure of response amplitude from the spiral experiment. The fMRI time series from each voxel was projected onto a unit-norm sinusoid having period matched to the stimulus alternation and temporal phase of /2 (4.5 s); this phase offset yielded a sinusoid approximately matched to the typical peak response to counter-clockwise spirals, accounting for hemodynamic delay. The amplitude of the projection provided a signed value isolating the component of the time series reflecting responses to counter-clockwise (positive) or clockwise spirals (negative). This analysis procedure took full advantage of a priori knowledge of the periodic experimental design (Heeger et al., 1999) , and provided unbiased estimates of the amplitudes of response to the two kinds of spirals.
Accuracy of the spiral sense prediction was assessed as the correlation coefficient between the measured and predicted response amplitudes, separately for each voxel. Statistical significance of the predictions was assessed with a nonparametric randomization test. Specifically, we constructed a distribution of correlation coefficients expected under the null hypothesis that there was no relationship between the orientation preference of each voxel and the local spiral orientation. To generate this distribution, we randomly circularly shifted the orientation tuning function of each voxel before predicting its response to the spirals, and computed the correlation coefficient for this set of "randomly tuned" voxels. Repeating this procedure 1000 times yielded a distribution of correlations expected under the null hypothesis. The measured correlation coefficient (without randomization) was then compared with the null distribution; the proportion of the null distribution greater in magnitude than the measured value was designated as the (two-tailed) p value.
The correlation between measured and predicted spiral amplitude depends on (1) the reliability of the spiral responses, (2) the reliability of the prediction (which depends on the reliability of both pRF and orientation responses), (3) the accuracy of cross-registration across sessions, and (4) the accuracy of the model itself. Mathematically, the measured correlation is as follows:
where r s is the reliability of the spiral measurements, r p is the reliability of the prediction, r sp is the estimated correlation, and r t is the true correlation, equal to 1 if cross-session registration and the model itself are perfect. By setting r t ϭ 1, we can obtain an upper bound on r sp by estimating r s and r p . To estimate r s , we analyzed the spiral response amplitudes from the data collected in the first and second halves of each session. To estimate r p , we generated predictions of spiral response amplitude based on pRF and orientation data collected in the first and second halves of each session. Their geometric product provided an upper bound on r sp .
Decoding spiral sense. Spiral sense was decoded from the responses to spiral gratings. Each run of the experiment consisted of 14 cycles of alternations between clockwise and counter-clockwise spirals. For each run, we averaged across cycles to yield a "cycle-averaged" response time series. We measured the response amplitudes for clockwise spirals as the average of frames 2-5 (3-7.5 s), and likewise frames 8 -11 (12-16.5 s) for counter-clockwise spirals. This yielded two response amplitudes for each Measured and predicted spiral sense preferences for an example subject (S1, same subject shown in Fig. 2) . A, Measured spiral sense preference. B, Predicted spiral sense preference, computed from measurements of orientation preference and population receptive field location (see also Fig. 1B ). Each point corresponds to a single voxel, plotted in the visual field based on its estimated population receptive field location. Color (red or blue) indicates the preferred spiral sense (clockwise or counterclockwise). Symbol size and saturation indicates the difference in response amplitudes (either measured or predicted) to the two spirals. Although the experimental stimulus subtended 18°(9°radius), the plot has been cropped slightly to emphasize the region of the visual field where spiral responses were strongest.
voxel in each run. Data from all runs were combined into an m ϫ n matrix, with m being the number of voxels in V1, and n being the number of repeated measurements in the session (between 20 and 28: 2 response amplitudes for the 2 spiral senses ϫ between 10 and 14 runs per session). Decoding was performed with a maximum likelihood classifier, using the Matlab function "classify" with the option "diagLinear," as described in detail previously (Brouwer and Heeger, 2009; Freeman et al., 2011) . Accuracy was computed using split-halves cross-validation. The m ϫ n data matrix was randomly partitioned along the n dimension (repeated measurements) into training and testing sets, with each containing an equal number of runs. Data in the training and testing sets were drawn from different runs in the same session and were thus statistically independent. The training set was used to estimate the parameters (multivariate means and variances) of the maximum-likelihood classifier. The testing set was then used for decoding. Decoding accuracy was determined as the proportion of the test examples that the classifier was able to assign to the correct spiral sense. We computed the median decoding accuracy across 1000 different partitions into training and testing.
A nonparametric randomization test was used to determine the statistical significance of decoding accuracy. Specifically, we constructed a distribution of accuracies expected under the null hypothesis that there was no relationship between the sense of the spiral stimulus and the corresponding responses. To generate this null distribution, we randomly permuted the spiral sense labels (i.e., clockwise and counterclockwise) across runs in each scanning session, but using the same relabeling for all voxels in each run, and then recalculated the decoding accuracies. Repeating this randomization 10,000 times yielded a distribution of decoding accuracies expected under the null hypothesis. Statistical significance was assessed as the proportion of this distribution exceeding the accuracy computed with the correct labels (one tailed).
Spiral preference-based averaging. This analysis determined whether the prediction of spiral sense preference was sufficient for spiral sense decoding. Statistically independent spiral sense predictions, generated from independent orientation and pRF estimates, were used to assign each voxel to one of two groups, corresponding to voxels predicted to prefer CW or CCW spirals. These two groups were further subdivided based on the amplitude of the predicted spiral preference, with 10 evenly spaced bins on a log scale ranging from 0.1 to 2.0% change in image intensity. We averaged the time series from the spiral experiment of all voxels within each bin, yielding "supervoxels," which were then used for spiral decoding. The decoding achieved by each pair of supervoxels was compared against decoding using a "random" pair of supervoxels containing the same number of individual voxels, but chosen at random (with multiple draws of random voxels).
Z-offset experiment. An additional experiment measured the impact of directly manipulating the spatial relationship between the fMRI voxel grid and the underlying columnar organization for orientation. In this experiment, we shifted the fMRI slices by half a voxel (1 mm), orthogonal to the x-y plane of the image acquisition, for the even-numbered runs in each scanning session (i.e., so that each slice from the even-numbered runs was centered between slices from the odd-numbered runs). We trained a classifier (as above) with data from either the odd-or evennumbered runs, and tested the classifier with data from either the odd-or even-numbered runs (i.e., corresponding to the same or different slice positions). Specifically, we trained the classifier on data from run 1 (unshifted slices) and separately tested the classifier on run 2 (shifted slices) and run 3 (unshifted slices). We repeated this for each set of three consecutive runs (e.g., training on run 2, testing on runs 3 and 4, and so on). This procedure yielded a set of decoding accuracies for training/testing with the same slice position versus training/testing with different slice positions. We ran this experiment with the same stimuli (spiral gratings and oriented gratings) and task as in the main experiment.
Eyetracking. Eye position was monitored at 1000 Hz during fMRI scanning with a high-resolution eyetracker (MR-compatible EyeLink 1000). Eye position traces were analyzed off-line to ensure that subjects were fixating the intended location. Large saccades away from the fixation cross were rare, typically occurring not more than once per run, if at all. Subjects made microsaccades (i.e., involuntary saccades Ͻ1°), but neither microsaccade rate nor microsaccade direction varied systemically with spiral sense (data not shown).
Results

Coarse-scale responses to spirals in human visual cortex
A coarse-scale pattern of differential responses to spirals was observed in V1 (and to some extent V2) in multiple subjects (example shown in Fig. 2A, subject S1 ). These spiral sense preferences exhibited a quadrant-like organization. In the ventral portion of the right hemisphere (corresponding retinotopically to the top left visual field quadrant), there was a preference for clockwise spirals. In the dorsal portion of the right hemisphere, there was a preference for counter-clockwise spirals. The pattern was reversed in the left hemisphere: clockwise spirals were preferred in dorsal V1 (bottom right visual field) and counter-clockwise in ventral V1 (top right visual field). Not all subjects showed this exact pattern, but each showed reliable coarse-scale spiral preferences that depended on left versus right and/or upper versus lower visual field.
Given these coarse-scale spiral sense preferences, we were able to decode spiral sense using the multivariate pattern of voxel responses in V1, replicating previous findings for glass-pattern . Measured and predicted responses to spirals, for all three subjects (including subject S1, also shown in Figs. 1, 2) . Ordinate, fMRI response amplitudes measured in the spiral experiment, during which stimuli alternated between clockwise and counter-clockwise; abscissa, predicted response amplitudes derived jointly from orientation preferences and population receptive fields. Each point corresponds to a voxel. Symbol size indicates the measured spiral sense preference (difference in response amplitudes to the two spirals).
spirals . Decoding accuracy was high in each of six hemispheres from three subjects (mean Ϯ SE across hemispheres, 96 Ϯ 0.26%; p Ͻ 0.05, randomization test computed separately for each hemisphere). We averaged the responses across voxels within each retinotopically defined visual quadrant and repeated the classification analysis; accuracy was still well above chance in five of six hemispheres (81 Ϯ 5.6%; p Ͻ 0.05, randomization test). However, when we averaged responses randomly, without regard to the retinotopic selectivity of each voxel, decoding accuracy was not significantly above chance in five of six hemispheres (61 Ϯ 4.7%, randomization test). This implies that the coarse-scale spiral sense preferences (at the scale of entire visual quadrants) were sufficient for accurate decoding.
Relating orientation and spiral preferences
If orientation biases in V1 are primarily radial, why are there robust differential responses to clockwise and counter-clockwise spirals? Coarse-scale biases for radial orientations have been well documented in human V1 (Sasaki et al., 2006; Freeman et al., 2011) , but radial biases have been most robustly documented in the periphery. Orientation preferences near the fovea may be closer to vertical or near-vertical (Freeman et al., 2011) . If, at any location within V1, a voxel has an orientation bias that is not precisely radial, it will prefer one spiral more than the other, and the spiral sense preference will depend on the orientation bias (Fig. 1A) . Furthermore, if the nonradial bias has a coarse spatial scale (e.g., a consistent preference for near-vertical orientations near the fovea, as previously documented), it could yield coarsescale preferences for spiral sense. To investigate whether a nonradial orientation bias might predict responses to spirals, we compared responses to orientated gratings and spirals in the same subjects (Figs. 3, 4 ; see Materials and Methods). As described previously (Freeman et al., 2011) , orientation preferences exhibited coarse-scale organization (Fig.  2B) . Orientation preferences and population receptive fields together were used to predict spiral sense preferences for each voxel (see Materials and Methods; Fig. 1B) . Measured spiral sense preferences were qualitatively similar to the predicted spiral sense preferences (Fig. 3) . Correlations between predicted and measured spiral sense preferences were statistically significant in all three individual subjects ( Fig. 4 ; S1, r ϭ 0.38; S2, r ϭ 0.46; S3, r ϭ 0.39; all p Ͻ 0.0001, randomization test). These correlations were lower than a theoretical upper bound (r ϭ 0.65 Ϯ 0.15, mean Ϯ SD; n ϭ 3 subjects), derived from the reliability of the measured fMRI responses (see Materials and Methods). However, the upper bound assumed that cross-session registration was perfect, and that the predictions were limited only by within-session measurement noise.
The spiral sense preferences were driven primarily by nonradial orientation preferences near the fovea (Fig. 5) . We compared the polar angle of the population receptive field of each voxel to its orientation preference and its spiral sense preference. At larger eccentricities (Ͼ5°), most voxels exhibited a radial bias (Fig. 5B , data points near diagonal), and most did not exhibit strong spiral sense preferences (Fig. 5B, light red and light blue) . At smaller eccentricities (Ͻ5°), most voxels exhibited near-vertical (i.e., nonradial) orientation preferences (Fig. 5A , data points near 0°a nd 180°on the y-axis), and most had strong spiral sense preferences (Fig. 5A , dark red and dark blue). A small subset of voxels near the vertical meridian preferred vertical (i.e., radial) orientation, but still showed strong spiral sense preferences (Fig. 5A , dark red and dark blue data points near the diagonal). We speculate that this might be an artifact due to the difficulty of measuring population receptive fields at the vertical meridian (Binda et al., 2013) .
Coarse-scale bias is sufficient for decoding both orientation and spiral sense
The relationship between orientation preferences and spiral sense preferences was further quantified, following our previous . Orientation and retinotopic preferences were sufficient for spiral decoding. Black symbols, Decoding accuracy for pairs of supervoxels, created by averaging the time series from voxels that were selected based on the spiral sense prediction. Voxels sorted into two groups based on their predicted spiral sense preference for CCW or CW. Each of the two groups was subdivided into 10 bins based on the degree of predicted selectivity for CCW and CW spirals, and then averaged. Gray symbols, Voxels were assigned to bins randomly, not based on the spiral sense prediction. Error bars indicate SEM across three subjects (n ϭ 3).
work (Freeman et al., 2011) , by determining whether orientation and retinotopic preferences were sufficient for spiral decoding (Fig. 6 ). We measured the decoding accuracy for pairs of supervoxels, created by averaging the time series from voxels that were selected based on the spiral sense prediction. Voxels were sorted into two groups based on their predicted spiral sense preference for CCW or CW. Each of the two groups was subdivided into 10 bins based on the degree of predicted selectivity for CCW and CW spirals, and then averaged. For pairs of supervoxels (one for each spiral sense) in which the predicted selectivity was low, spiral sense decoding was at chance (relative to a null distribution computed by randomly sorting voxels into two groups). For supervoxels in which the predicted spiral sense selectivity was high, decoding was near perfect, well above the accuracy obtained by creating supervoxels from randomly selected voxels. An independent experiment confirmed that coarse-scale bias was sufficient for both orientation and spiral sense decoding (Fig.  7) . We repeated the experiments with spiral gratings and oriented gratings, but shifted the slices by half a voxel (1 mm) on alternate runs (Fig. 6 ). Subjects were scanned in 12-14 runs per session. We trained and tested a classifier on runs in which the slices were either in the same spatial position (Fig. 7A, green) or in different positions (Fig. 7A, blue) . Shifting the slices changed the relationship between the underlying columnar architecture and the region of cortex sampled by each fMRI voxel. Hypercolumns in human visual cortex are ϳ2 mm (Adams et al., 2007) , and the slices were oriented approximately perpendicular to the calcarine sulcus, so the 1 mm offset shifted gray matter voxels by about half a hypercolumn. Decoding accuracy would have been reduced if fine-scale cortical information had a considerable impact on the fMRI responses. But, we found no difference in decoding accuracy between shifted slices and unshifted slices (Fig. 7B) . Decoding accuracy was nearly perfect for spiral sense decoding, raising concern that we might not be sensitive to any possible decrements in decoding accuracy with shifted slices. This concern was ruled out by the orientation-decoding results, for which decoding accuracy was well below ceiling.
Discussion
We used fMRI to show that both oriented gratings and logarithmic spirals evoked coarse-scale patterns of activity in human V1. Orientation preferences were radial in the V1 representation of the periphery and near-vertical closer to the fovea. Spiral sense preferences varied systematically across V1 representations of the visual field quadrants. Orientation preferences predicted responses to spiral stimuli across independent experiments, suggesting that a robust orientation bias underlies responses to both oriented gratings and spirals. The coarse-scale bias for orientation was sufficient for decoding both orientation and spiral sense.
We have used the terms "coarse-scale" to indicate a topography in stimulus preference that bears a systematic relationship to the retinotopic organization (ϳ1 cm), and "fine-scale" to indicate a variation in stimulus preference that bears a systematic relationship to the columnar architecture (ϳ1 mm). These operational definitions are suitable in visual cortex, where retinotopic-scale and columnar-scale organizations are well established. But a more fundamental notion of the scale of cortical topography would be useful in other domains. The fine-scale representation of orientation in V1 has been studied extensively (Hubel and Wiesel, 1959) , but the neurophysiological basis of coarse-scale biases for orientations and spirals remain unknown. Both radial and nonradial biases in V1 could be entirely inherited from earlier stages of visual processing. The retina and LGN both exhibit radial biases in receptive field shape (Levick and Thibos, 1980, 1982; Rodieck et al., 1985; Schall et al., 1986; Shou et al., 1986; Smith et al., 1990) . The biases in the retina might be related to axon trajectories (Airaksinen et al., 2008) instead of, or in addition to, retinotopic location per se, and thus only radial in some regions of the visual field (E. J. Chichilnisky, personal communication). Models of orientation selectivity based on retinal anatomy and feedforward connectivity (Ringach, 2007) predict a correspondence between biases in receptive field shape in the retina and LGN, and biases for orientation preference in V1. But orientation biases in V1 might also reflect processing within V1. Multielectrode recordings in V1 have revealed a signal in the gamma band of the local field potential (LFP) that is orientation tuned, consistent across millimeters of cortex, and dissociated from local spiking activity (Jia et al., 2011) . But it is not yet known whether this LFP signal exhibits the same coarse-scale topography that we have measured with fMRI.
Some theories of visual processing posit that orientation preferences in V1 might depend on, or vary with, the global properties of the stimulus (e.g., whether it is a grating or a spiral). Such variation in sensory encoding could arise, for example, due to feedback from downstream areas selective for global shape (Pasupathy and Connor, 2002; Ostwald et al., 2008; Williams et al., 2008; Mannion et al., 2010b; Mannion and Clifford, 2011) or from differences in attention to the different kinds of stimuli (Wannig et al., 2011 ). However, we were able to predict responses to one type of large pattern (spirals) by measuring responses to another type of large pattern (grating), implying that the orientation preference of a voxel generalizes between stimuli and is robust to differences in global context.
The ability to decode spiral sense replicates and extends previous studies ), but we reached a different conclusion. Previous studies assumed only a coarse-scale radial bias, so the ability to decode radially matched spirals was interpreted as implying a fine-scale, columnar contribution to selectivity for orientation. However, this logic only applies if the coarse-scale orientation bias is precisely radial across the entire visual field. Our results demonstrate a bias for local stimulus orientation, which has a coarse spatial scale; is robust across stim- Coarse-scale bias is sufficient for decoding both orientation and spiral sense. Slices were shifted by half a voxel (1 mm) on even-numbered runs. A, Measured slice position for each temporal frame of each scan, from one example scanning session. Slice position was measured using a robust image registration algorithm (Nestares and Heeger, 2000) . B, Decoding accuracies when the classifier was trained and tested with data from either the same (green) or different (blue) slice positions (mean of two subjects).
ulus classes (spirals and gratings); and suffices to explain decoding from fMRI responses in V1. Still open is the question of whether fMRI can reflect signals originating from sampling random irregularities in the fine-scale columnar architecture. There is a columnar architecture in human visual cortex (Adams et al., 2007) , so BOLD fMRI measurements at conventional resolution (Ն2 ϫ 2 ϫ 2 mm) might reflect a combination of fine-scale and coarse-scale contributions. Our finding that the decoding of both orientation and spiral sense were unaffected by shifting slices between collecting data for training and testing the classifier, together with our demonstrations of coarse-scale biases for orientation and spiral sense, provide evidence that the overwhelming majority of the signal is coarse scale. Many other efforts have taken as a starting point that fine-scale signals underlie the ability to decode orientation. This conjecture would be more forceful if there was more positive evidence in its favor. For example, it is possible to measure orientation columns with high-resolution, high-field strength BOLD fMRI (Zhao et al., 2005; Ugurbil, 2012) . Particularly convincing would be a comparison between decoding accuracies after downsampling these high-resolution measurements to conventional scanning resolutions, with and without first removing the columnar-scale signals completely via regression (Freeman et al., 2011) .
Topographic organization is evident throughout the sensory nervous system at multiple spatial scales, including maps of visual location (Wandell et al., 2007) , orientation (Ohki et al., 2006; Sasaki et al., 2006; Freeman et al., 2011 ), speed (Nishimoto et al., 2011 , motion direction (Beckett et al., 2012) , object preference (Huth et al., 2012; Konkle and Oliva, 2012; Issa et al., 2013) , and place (Moser et al., 2008) . However, the behavioral importance of topographic organization is not well understood. The coarsescale biases we observed for both orientation and spirals might reflect the morphology or development of the visual system. They might instead, or in addition, arise from the statistics of orientation in natural images (Girshick et al., 2011) , which are known to vary across the visual field (Rothkopf and Ballard, 2009 ).
