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RESUMEN
Se presenta una metodolog´ıa para la identificacio´n de sistemas dina´micos lineales y no-lineales
por espacio de estados para sistemas multivariables. Los modelos matema´ticos obtenidos se
desarrollan u´nicamente aplicando te´cnicas de a´lgebra lineal a los datos de entrada y salida
del sistema a identificar. La metodolog´ıa aplicada a los datos, permite obtener un modelo en
espacio de estados en tiempo discreto para los sistemas lineales. Asi mismo, su extensio´n en
forma conjunta con kernels permite identificar sistemas no lineales, partiendo de la utilizacio´n
de una funcio´n no lineal a la entrada y a la salida del modelo lineal, generando e´ste la dina´mica
del sistema.
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ABSTRACT
A methodology for the identification of linear dynamical systems and non-linear state space
for multivariable systems. Mathematical models are developed only obtained using linear
algebra techniques to input and output data to identify system is presented. The methodology
applied to the data, allow to obtain a state space model to the discrete-time linear and
extending jointly with kernels, to identify non-linear systems, based on the use of a non-linear
function to the input and output of the linear model generating the system dynamics.
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INTRODUCCIO´N
Numerosos documentos se han escrito sobre identificacio´n de sistemas en los u´ltimos
an˜os, aunque acontecimientos sustanciales en la teor´ıa de procesos estoca´sticos y me´todos
multivariables estad´ısticos ocurrieron durante los an˜os de 1960, donde se publicaron dos
art´ıculos importantes: uno escrito por Astro¨m y Bohlin [1] donde trataron el tema de
probabilidad ma´xima (ML) el cual fue extendido en series de tiempo correlacionadas para
estimar modelos ARMAX, y el otro escrito por Ho y Kalman [2], en el cual el problema de
realizacio´n determinista por espacio de estados fue solucionada por primera vez usando la
matriz de Hankel formada en te´rminos de respuesta al impulso. Estos dos documentos han
sido el pilar para futuros desarrollos en te´cnicas de identificacio´n.
El alcance del me´todo de identificacio´n ML de Astro¨m y Bohlin disen˜ado para sistemas
SISO (single-input, single-output) [3]se encarga de observar la secuencia de datos de entrada
y salida del sistema. Teniendo en cuenta este aspecto se desarrollaron muchas te´cnicas de
identificacio´n, las cuales hoy en d´ıa son conocidas bajo la etiqueta de me´todos de error de
prediccio´n (PEM) o me´todos de variables instrumentales (IV). En este momento se puede
concluir que la teor´ıa para sistemas SISO esta´ establecida y probada.
Asimismo la identificacio´n de sistemas MIMO (multiple-input, multiple-output) es un
problema importante, debido que e´ste no se soluciona satisfactoriamente usando me´todos
PEM, ya que este me´todo se basa en minimizar el error de prediccio´n (Mı´nimos Cuadrados)
y tiende a ser resuelto por algoritmos de descenso reiterativos pudiendo caer en mı´nimos
locales lejos de la verdadera solucio´n. Por otra parte las teor´ıas de soluciones estoca´sticas
iniciadas por Faurre y Akaine, han mostrado una filosof´ıa diferente en la construccio´n de
modelos, los cuales no se basan en te´cnicas de optimizacio´n si no en la aplicacio´n de soluciones
determin´ısticas o estoca´sticas a matrices de Hankel, empleando ana´lisis correlacio´n cano´nico
o CCA a los datos futuros y pasados observados en el proceso o aplicando herramientas de
a´lgebra lineal como descomposicio´n de valores singulares (SVD).
18 Introduccio´n
OBJETIVOS
Objetivo general
Desarrollar una metodolog´ıa de identificacio´n de sistemas lineales y no lineales por medio de
espacio de estados, basado en los modelos de Hammerstein-Wiener y usando los algoritmos
de ana´lisis de correlacio´n cano´nica (KCCA) y Mı´nimos cuadrados con ma´quinas de soporte
vectorial (LS-SVM).
Objetivos espec´ıficos
– Desarrollar una metodolog´ıa de identificacio´n de sistemas lineales usando ana´lisis de
correlacio´n cano´nica o CCA.
– Desarrollar una metodolog´ıa de identificacio´n de sistemas no-lineales usando el kernel
de ana´lisis de correlacio´n cano´nica para sistemas no lineales y la aplicacio´n de regresio´n
con mı´nimos cuadrados con ma´quinas de soporte vectorial (LS-SVM).
– Validacio´n de los algoritmos en sistemas multivariables aleatorios y uno f´ısico para el
modelo no lineal.
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1. IDENTIFICACIO´N LINEAL DETERMINISTA
1.1. Descripcio´n
El algoritmo de identificacio´n determinista por subespacios, es aquel en el que siempre se
tiene el mismo resultado bajo las mismas condiciones iniciales sin tener en cuenta el ruido
en el proceso. El algoritmo tiene por objetivo calcular el espacio de estados del sistema con
los datos de entrada y salida.
Se describe a continuacio´n la idea ba´sica de identificacio´n de sistemas discretos linealmente
independientes, basado en la descomposicio´n de valores singulares, donde se define la matriz
de datos como las observaciones de entrada y salida del sistema. Se describe tambie´n co´mo
el algoritmo calcula el espacio de estados del sistema. El modelo de espacio de estado se
representa por las siguientes ecuaciones discretas:
xd(k+1) = Ax
d
(k) +Bu(k). (1.1)
y(k) = Cx
d
(k) +Du(k). (1.2)
Siendo la entrada del sistema el vector uk ∈ Rm, el vector de salida del sistema yk ∈ Rp el cual
es generado por un sistema desconocido de orden n, con las matrices A ∈ Rn×n, B ∈ Rp×m,
C ∈ Rp×n, D ∈ Rp×m1, x ∈ Rn es el vector de estados . El sistema de orden n determin´ıstico
es representado por el diagrama de bloque representado en la figura 1.1.
B ∆ C
A
D
u(k) X(k+1) X(K) y(k)+ +
Figura 1.1: Diagrama de bloques sistema de espacio de estados
1La matriz A se conoce como la matriz del sistema, la matriz de entradaB, la matriz de salida C y la matriz
de alimentacio´n directa D; Los superindice m y p indican el numero de entradas y salidas respectivamente
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1.2. Matrices de Datos
Considere un sistema lineal, discreto, invariante con el tiempo y en reposo para t < 0. Donde
las entradas y salidas de datos son de la siguiente forma u = (u(0), u(1), ...u(N − 1)) y
y = (y(0), y(1), ...y(N − 1)) siendo N el numero total de datos suficientemente grande. Para
k > 0, obtenemos la siguiente expresio´n.
[y(0)y(1) . . . y(N − 1)]=[gk−1 . . . g0]

0 . . . 0 u(0) . . . u(N − k)
...
. . .
. . . u(1) . . . u(N − k + 1)
0
. . .
. . .
... . . .
...
u(0) u(1) . . . u(k − 1) . . . u(N − 1)

Suponiendo que la matriz del lado derecho de la ecuacio´n, formada por las entradas del
sistema es de rango completo. Entonces, la respuesta al impulso (gk−1 . . . g0) puede obtenerse
resolviendo la anterior expresio´n por el me´todo de mı´nimos cuadrados [3]. Esto indica que
para ciertos supuestos, se puede calcular una realizacio´n mı´nima para un sistema, lineal e
invariante con el tiempo. Mediante el conjunto de datos de entrada y salida, sin necesidad de
utilizar la respuesta al impulso. Con los datos de entradas y salidas del sistema, se pueden
organizar a modo de obtener lo que se conoce como matrices o bloques de Hankel.
1.3. Matriz de Hankel, Matriz de observabilidad extendida, Matriz
de controlabilidad extendida y Matrix de Toeplitz
Matrices de Hankel
Considerando que los datos de entrada-salida, se encuentran organizados de la siguiente forma[
u(0) u(1) . . . u(k +N − 2)]
[
y(0) y(1) . . . y(k +N − 2)]
Donde k es ma´s grade que el orden del sistema, se puede construir matrices de Hankel 2
las cuales juegan un papel importante en los algoritmos de identificacio´n por subespacios.
Estas matrices pueden construirse fa´cilmente con los datos de entrada y salida, donde los
sub-indices indican los argumentos del primer y ultimo elemento de la primer columna, y el
numero total de columnas esta determinado porla cantidad total de datos N . La matriz de
Hankel para la entrada y la salida se define como:
2Una matriz de Hankel, es una matriz cuadrada con todas sus diagonales de derecha a izquierda paralelas
nume´ricamente en te´rminos matema´ticos ∀ai,j ∈ U → ai,j = ai−1,j+1
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U0|k−1=

u(0) u(1) . . . u(N − 1)
u(1) u(2) . . . u(N)
...
... . . .
...
u(k − 1) u(k) . . . u(k +N − 2)
Rkm×N
Uk|2k−1=

u(k) u(k + 1) . . . u(k +N − 1)
u(k + 1) u(k + 2) . . . u(k +N)
...
... . . .
...
u(2k − 1) u(2k) . . . u(2k +N − 2)
Rkm×N
Y0|k−1=

y(0) y(1) . . . y(N − 1)
y(1) y(2) . . . y(N)
...
... . . .
...
y(k − 1) y(k) . . . y(k +N − 2)
Rkp×N
Yk|2k−1=

y(k) y(k + 1) . . . y(k +N − 1)
y(k + 1) y(k + 2) . . . y(k +N)
...
... . . .
...
y(2k − 1) y(2k) . . . y(2k +N − 2)
Rkp×N
El indice k determina el nu´mero de filas de la matriz de Hankel, el nu´mero de columnas
usualmente corresponde a la totalidad de los datos N , los cuales son suficientemente grandes.
Por definicio´n [4] 3:
U0|k−1=Up (1.3)
Uk|2k−1=Uf (1.4)
Y0|k−1=Yp (1.5)
Yk|2k−1=Yf (1.6)
3Los sub´ındices p y f en las variables denotan respectivamente el pasado o el futuro, de las salidas o
entradas del sistema
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El Algoritmo 1, calcula el bloque de Hankel de un vector de datos. Para su inicializacio´n
requiere un conjunto de datos los cuales pueden ser expresados como un vector fila o
columna, el numero de filas que posee el bloque el cual se expresa con k y el numero de
datos que se toman para la construccio´n del bloque el cual se determina con n. Como salida
el algoritmo, devuelve un bloque de Hankel de los datos pasados y otro bloque con los datos
futuros.
Algorithm 1 Bloque de Hankel Pasado y Futuro
%bloque de Hankel Pasado/Futuro
function [Yp Yf] = Hankel(y,k,n)
% y = datos
% k = # Filas del Bloque
% n = # Columnas Bloque o´ # de datos
% que se toman para el bloque
% Yp = Bloque de Hankel salidas pasadas
% Yf = bloque de Hankel salidas futuras
[l,N] = size(y); % N:# total de datos
if N < l
y = y’;
[l,N] = size(y);
end
% Errores
if k < 0,error(’Hankel: k debe ser positivo’),end
if n < 0,error(’Hankel: n debe ser positivo’),end
if n > N-2*k+1
error(’Hankel: n demasiado grande para la cantidad de datos que se tiene’)
end
Yp=zeros(l*k,n);
for i=1:k % 0 hasta k-1
Yp((i-1)*l+1:i*l,:)=y(:,i:i+n-1);
end
Yf=zeros(l*k,n);
ii=1;
i=0;
for i=k+1:2*k % k hasta 2k-1
Yf((ii-1)*l+1:ii*l,:)=y(:,i:i+n-1);
ii=ii+1;
end
1.4 Desarrollo ecuacio´n de estados 5
Matriz de Observabilidad Extendida y Controlabilidad Extendida
Un sistema es completamente observable si el estado x(k) se determina a partir de la
observacio´n de y(k) durante un intervalo de tiempo finito. El concepto de observabilidad es
u´til al resolver el problema de reconstruir variables de estado no medibles a partir de variables
que si lo son [5]. Los algoritmos de identificacio´n por subespacios hacen un uso amplio de
las matrices de observabilidad y controlabilidad y de su estructura usan ampliamente una
extensio´n al uso de las matrices, la matriz de observabilidad Oi se define como:
Oi
def
=

C
CA
CA2
...
CAi−1
 ∈ Rli×n (1.7)
Donde se asume que el par de matrices A,C son observables, esto implica que el rango de Oi
es igual a n. Igualmente la matriz de controlabilidad extendida Ci es definida como:
Ci
def
=
[
Ai−1B Ai−2B ... AB B
] ∈ Rn×mi (1.8)
Matrix de Toeplitz Una matriz de Toeplitz es una matriz cuadrada con todas sus diagonales
de izquierda a derecha paralelas, en te´rminos matema´ticos ∀ai,j ∈ U → ai,j = ai+1,j+1.
Ψk
def
=

D 0 0 ... 0
CB D 0 ... 0
CAB CB D ... 0
...
...
...
. . .
...
CAk−2B CAk−3B CAk−4B ... D
 ∈ Rlk×mk (1.9)
1.4. Desarrollo ecuacio´n de estados
Remplazando la ecuacio´n de la salida por k → k + 1 del sistema(1.2) reiterativamente y
remplazando la ecuacio´n de estados (1.1), obtenemos la ecuacio´n de entrada-salida, la cual
desempen˜a un papel importante en la identificacio´n por subespacios 4.
y(k) = Cx(k) +Du(k)
4Este tipo de ecuaciones se han empleado en los problemas de identificacio´n de estado de espacio en
documentos anteriores [6, 7]
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y(k+1) = CAx(k) + CBu(k) +Du(k+1)
y(k+2) = CA
2x(k) + CABu(k) + CBu(k+1) +Du(k+2)
y(k+3) = CA
3x(k) + CA
2Bu(k) + CABu(k+1) + CBu(K+2) +Du(k+3)
y(k+p) = CA
px(k) +
p∑
r=1
CAp−rBu(k+r−1) +Du(k+p)
Organizando en forma matricial, se obtiene la siguiente expresio´n:
y(k)
y(k + 1)
...
y(k + j − 1)
=

C
CA
...
CAk−1
 x(t) +

D
CB D
...
. . .
. . .
CAk−2B . . . CB D


u(t)
u(t+ 1)
...
u(t+ k − 1)

Por simplicidad, se define el sistema de matrices de la siguiente manera, donde la matriz Ψk
es del tipo Toeplitz y la matriz Ok representa la matriz de observabilidad extendida:
yk(t)=

y(t)
y(t+ 1)
...
y(t+ k − 1)
 ∈ Rkp, uk(t)=

u(t)
u(t+ 1)
...
u(t+ k − 1)
 ∈ Rkm
Ok=

C
CA
...
CAk−1
 ∈ Rkp, Ψk =

D
CB D
...
. . .
. . .
CAk−2B . . . CB D
 ∈ Rkp×km
Remplazando, se obtiene la matriz de entrada-salida [4].
yk(t) = Okx(t) + Ψkuk(t), t = 0, 1, . . . (1.10)
Expresando la ecuacio´n(1.10) en te´rminos de las matrices de Hankel (1.3), (1.4), (1.5), (1.6).
Y0|k−1 = OkX0 +ΨkU0|k−1 → Yp = OkXp +ΨkUp. (1.11)
Yk|2k−1 = OkXk +ΨkUk|2k−1 → Yf = OkXf +ΨkUf . (1.12)
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Donde X0 = Xp corresponde a una matriz de estados iniciales X0 = [x0 x1 . . . xN−1] y
Xk = Xf corresponde a los estados futuros Xk = [xk xk+1 . . . xk+N−1].
Desarrollando ahora la ecuacio´n de estados (1.1) y remplazando reiterativamente k → k + 1
y remplazando con el estado anterior, obtenemos la ecuacio´n de estados,
x(k+1) = Ax(k) +Bu(k)
x(k+2) = A
2x(k) + ABu(k) +Bu(k+1)
x(k+3) = A
3x(k) + A
2Bu(k) + ABu(k+1) +Bu(k+2)
x(k+4) = A
4x(k) + A
3Bu(k) + A
2Bu(k+1) + ABu(K+2) +Bu(k+3)
x(k+p) = A
px(k) +
p∑
r=1
Ap−rBu(k+r−1)
Organizando en forma matricial tenemos:

x(k)
x(k+1)
...
x(k+N−2)
x(k+N−1)

T
=Ak

x(0)
x(1)
...
x(N−2)
x(N−1)

T
+

Ak−1B
Ak−2B
...
AB
B

T 
u(0) u(1) · · · u(N−1)
u(2) u(3) · · · u(N+1)
...
...
. . .
...
u(k−2) u(k−1) · · · u(k+N−3)
u(k−1) u(k) · · · u(k+N−2)

Por simplicidad se define el sistema de matrices de la siguiente manera teniendo en cuenta
los bloques de Hankel (1.3) y la matriz de controlabilidad extendida Ck (1.8)
xk(t) = A
kX0 + Ckuk(t) (1.13)
Xf = A
kXp + CkUp (1.14)
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Resumen: Las ecuaciones de salida y los estados de un sistema determin´ıstico esta´n
descritos en las ecuaciones (1.11), (1.12) y (1.14).
Yp = OkXp +ΨkUp
Yf = OkXf +ΨkUf
Xf = A
kXp + CkUp
1.5. Descomposicio´n LQ
Considerando las matrices de datos como un arreglo de columnas rectangulares, se puede
aplicar la descomposicio´n de matrices rectangulares LQ, para obtener una matriz inferior
triangular de datos y una matriz triangular superior de ceros.
[
U0|k−1
Y0|k−1
]
=
[
L11 0
L21 L22
] [
Qt1
Qt2
]
(1.15)
Donde L11 ∈ Rkm×km, L21 ∈ Rkp×km, L22 ∈ Rkp×kp. Donde L11, L22 son matrices triangulares
inferiores. Q1 ∈ RN×km, Q2 ∈ RN×kp son matrices ortogonales. Para el ca´lculo real de la
descomposicio´n LQ se realiza mediante la traspuesta de la descomposicio´n QR 5, cuyo
programa se describe en el Algoritmo 2 [?].
Algorithm 2 Descomposicio´n LQ
%Programa
%Descomposicio´n
function [L11,L21,L22] = lq(U,Y)
km = size(U,1);
kp = size(Y,1);
[Q,L] = qr([U;Y]’,0);
Q = Q’;
L = L’;
L11 = L(1:km,1:km);
L21 = L(km+1:km+kp,1:km);
L22 = L(km+1:km+kp,km+1:km+kp);
5En a´lgebra lineal, la descomposicio´n o factorizacio´n QR de una matriz, es una descomposicio´n de la
misma como producto de una matriz ortogonal por una triangular superior. La descomposicio´n QR es la base
del algoritmo LQ utilizado para el ca´lculo de los vectores y valores propios de una matriz.
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A continuacio´n se describe co´mo se obtienen las matrices A y B utilizando el proceso de la
descomposicio´n LQ y con ayuda de las matrices L22 y la matriz de observabilidad extendida
(1.7). Y por otro lado, se describe co´mo se obtienen las matrices C y D utilizando las
matrices L11 y L21 y las ecuaciones de salidas pasadas (1.11) y salidas futuras (1.12).
1.6. Me´todo 1: MOESP-(Multivariable Output Error State Space)
Partiendo de la ecuacio´n (1.15) y asumiendo que la matriz L11 no es singular se puede suponer
que QT1 = L
−1
11 U0|k−1, remplazando en la ecuacio´n de salida Y0|k−1 de la misma ecuacio´n (1.15)
se obtiene la siguiente expresio´n:
Y0|k−1 = L21L
−1
11 U0|k−1 + L22Q
T
2 (1.16)
Teniendo en cuenta que las matricesQ1 yQ2 son ortogonales as´ı como se asumio´ en la ecuacio´n
anterior (1.15), el primer te´rmino del lado derecho de la ecuacio´n anterior es generado por
los vectores fila en U0|k−1 y el segundo te´rmino es ortogonal al primer te´rmino. Por lo tanto,
la proyeccio´n ortogonal6 del espacio de vectores fila de Y0|k−1 en el espacio de vectores fila
esta´ dado por:
Eˆ
{
Y0|k−1|U0|k−1
}
= L21Q
T
1 = L21L
−1
11 U0|k−1 (1.17)
Complementariamente, la proyeccio´n Y0|k−1 sobre el complemento de U
⊥
0|k−1 esta´ determinado
por:
Eˆ
{
Y0|k−1|U⊥0|k−1
}
= L22Q
T
2 (1.18)
En resumen la ecuacio´n de salida Y0|k−1 de 1.15 es la descomposicio´n, de una suma ortogonal
de la matriz Y0|k−1 en el espacio de la matriz de entrada U0|k−1 y su complemento U
⊥
0|k−1.
Igualando las ecuaciones (1.11) con la ecuacio´n de salida de la descomposicio´n LQ (1.15) y
remplazando el termino de U0|k−1 = L11Q
T
1
OkXp +ΨkL11Q
T
1 = L21Q
T
1 + L22Q
T
2 (1.19)
Donde se puede observar que el lado derecho es una suma ortogonal, y el lado izquierdo es
la suma de dos cantidades que no son necesariamente ortogonales, lo que implica que los
sumandos de cada lado de la ecuacio´n no son iguales. Posmultiplicando ambos lados de la
6La proyeccio´n ortogonal del espacio Y0|k−1 sobre el espacio U0|k−1 se denota como Eˆ
{
Y0|k−1|U0|k−1
}
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ecuacio´n (1.19) por Q2 y teniendo en cuenta el producto de vectores ortogonales esta dado
por QT1Q2 = 0 y Q
T
2Q2 = I, se tiene la siguiente expresio´n:
OkXpQ2 = L22 (1.20)
Como se puede observar la matriz L22, contiene la informacio´n de la matriz de observabilidad,
los estados pasados y un elemento ortogonal inherente a la descomposicio´n LQ. Para obtener
una imagen de la matriz de observabilidad Ok se descompone la matriz L22 en sus valores
singulares.
L22 =
[
U1 U2
] [Σ1 0
0 0
] [
V1
V2
]
= U1Σ1V
T
1 (1.21)
Donde U y V son matrices ortogonales y Σ1 contiene los valores singulares. Remplazando el
resultado obtenido en la ecuacio´n (1.21) en la ecuacio´n (1.20) se tiene que:
OkXpQ2 = U1Σ1V
T
1 (1.22)
Debido a que el resultado del rango rango(XpQ2) tiene como resultado n y el rango (Ok) = n,
se puede reescribir la ecuacio´n (1.22) de la siguiente forma:
Ok = U1Σ
1/2
1 (1.23)
Para la obtencio´n de la matriz C se parte del echo que la dimensio´n de la matriz C ∈ Rp×n,
donde p indica el numero de salidas del sistema ym el numero de entradas. Igualando la matriz
de observabilidad extendida (1.20) con el resultado obtenido en la ecuacio´n (1.23) se pude
observar que la matriz C se encuentra desarrollada en los primeros elementos comprendidos
entre las p salidas por las m entradas del sistema, como muestra la ecuacio´n (1.24):
C = Ok (1 : p, 1 : n) (1.24)
La matriz A se obtiene resolviendo la ecuacio´n (1.25).
A = Ok (p+ 1 : kp, 1 : n)O
−†
k (1 : p (k − 1) , 1 : n) (1.25)
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Para la estimacio´n de las matrices B y D se parte de la ecuacio´n (1.19) y se considera que
UT2 L22 = 0 y U
T
2 Ok = 0, por consiguiente pre-multiplicando la ecuacio´n (1.19) por U
T
2 .
UT2 OkXp + U
T
2 ΨkL11Q
T
1 = U
T
2 L21Q
T
1 + U
T
2 L22Q
T
2
UT2 ΨkL11Q
T
1 = U
T
2 L21Q
T
1
Post-multiplicando ambos lados de la anterior ecuacio´n por Q1 y teniendo en cuenta que
QT1Q1 = I
UT2 ΨkL11 = U
T
2 L21
Remplazando la matriz de Toeplitz Ψk (1.9) por su representacio´n matricial, se tiene una
ecuacio´n lineal con respecto a B y D, la cual puede ser resuelta usando mı´nimos cuadrados.
UT2

D 0 0 ... 0
CB D 0 ... 0
CAB CB D ... 0
...
...
...
. . .
...
CAk−2B CAk−3B CAk−4B ... D
 = UT2 L21L−111 (1.26)
Definiendo las siguientes matrices UT2 =
[L1 L2 ... Lk] y UT2 L21L−111 =[M1 M2 ... Mk]. Donde Li ∈ R(kp−n)×p yMi ∈ R(kp−n)×m con i = 1, ..., k. Remplazando
en la ecuacio´n 1.26
[L1 L2 L3 ... Lk]

D 0 0 ... 0
CB D 0 ... 0
CAB CB D ... 0
... ... ... ... ...
CAk−2B CAk−3B CAk−4B ... D
 = [M1 M2 M3 ... Mk]
L1D + L2CB + L3CAB + ... + LkCAk−2B =M1
L2D + L3CB + ...+ LkCAk−3B =M2
L3D + ... + LkCAk−4B =M3
LkD =Mk
Reescribiendo las ecuaciones anteriores en forma matricial y dejando como inco´gnitas las
variables B y D, se tiene la siguiente expresio´n:
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
L1 L2C + L3CA+ ... + LkCAk−2
L2 L3C + ...+ LkCAk−3
L3 LkCAk−4
...
...
Lk 0

[
D
B
]
=

M1
M2
M3
...
Mk

Reescribiendo los te´rminos algebraicos dentro de la matriz, en notacio´n matricial:
L2C + L3CA + ...+ LkCAk−2 =
[L2 L3 ... Lk]

C
CA
...
CAk−2

Definiendo L′i =
[Li ... Lk] ∈ R(kp−n)×(k+1−i)p, con i = 2, ..., k, se puede describir la
ecuacio´n anterior de la siguiente forma:

L1 L′2Ok−1
L2 L′3Ok−2
L3 L′kOk−3
...
...
Lk 0

[
D
B
]
=

M1
M2
M3
...
Mk
 (1.27)
Resumen: Para determinar las matrices A, B, C y D de un sistema determin´ıstico,
empleando el algoritmo MOESP se deben realizar los siguientes pasos:
Paso 1: Se debe calcular la descomposicio´n LQ (1.15)
Paso 2: Calcular los valores singulares de la matriz L22
Paso 3: Obtener las matrices C y A, de las ecuaciones (1.24) y (1.25)
Paso 4: Resolver la ecuacio´n (1.27) para estimar las matrices B y D
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Algorithm 3 Algoritmo MOESP
% Function moeps.m
% u: datos de entrada
% y: datos de salida
% n: Dimension del sistema
% k: # filas bloque da Hankel
function [A,B,C,D] = moesp(u,y,n,k)
% Error
if n > k,error(’Moesp: "k" debe ser mayor a "n" ’),end
u = u(:,2); % Datos tomados de un Array en simulink
y = y(:,2); % Datos tomados de un Array en simulink
U = Hankel(u,k,5*k); % Matriz de Hankel datos entrada pasados
Y = Hankel(y,k,5*k); % Matriz de Hankel datos salida pasados
m = size(u,2);% # de entradas
p = size(y,2);% # de salidas
km = size(U,1);
kp = size(Y,1);
L = triu(qr([U;Y]’))’; % LQ decomposition
L11 = L(1:km,1:km);
L21 = L(km+1:km+kp,1:km);
L22 = L(km+1:km+kp,km+1:km+kp);
[UU,SS,VV] = svd(L22);
U1 = UU(:,1:n);
Ok = U1*sqrtm(SS(1:n,1:n));
% Matrices A y C
C = Ok(1:p,1:n);
A = pinv(Ok(1:p*(k-1),1:n))*Ok(p+1:p*k,1:n);
% Matrices B y D
U2 = UU(:,n+1:size(UU’,1));
Z = (U2’*L21)/L11;
XX = []; RR = [];
for j = 1:k
XX = [XX; Z(:,m*(j-1)+1:m*j)];
Okj = Ok(1:p*(k-j),:);
Rj = [zeros(p*(j-1),p) zeros(p*(j-1),n);
eye(p) zeros(p,n); zeros(p*(k-j),p) Okj];
RR = [RR; U2’*Rj];
end
DB = pinv(RR)*XX;
D = DB(1:p,:);
B = DB(p+1:size(DB,1),:);
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1.7. Me´todo 2: N4SID-(Numerical Algorithms for Subspaces State
Space System Identification)
Partiendo de las ecuaciones (1.11),(1.12) y (1.14) y definiendo las matricesWp yWf las cuales
pertenecen a ∈ Rk(m+p)×N .
Y0|k−1 = OkX0 +ΨkU0|k−1 → Yp = OkXp +ΨkUp
Yk|2k−1 = OkXk +ΨkUk|2k−1 → Yf = OkXf +ΨkUf
Xf = A
kXp + CkUp
Wp =
[
Up
Yp
]
=
[
U0|k−1
Y0|k−1
]
(1.28)
Wf =
[
Uf
Yf
]
=
[
Uk|2k−1
Yk|2k−1
]
(1.29)
Asumiendo que el rango(Ok) = rango(Ck) = n con k > n, y la interseccio´n de los espacios
Wp y Wf es iguales al espacio Xf (espacio(Xf ) = espacio(Wp) ∩ espacio(Wf )). Despejando
de las ecuaciones (1.11) y (1.12) los estados pasados y futuros quedan definidos como:
Xp = O
−†
k Yp −O−†k ΨkUp ∈ espacio(Wp) (1.30)
Xf = O
−†
k Yf −O−†k ΨkUf ∈ espacio(Wf) (1.31)
Donde O−†k es la pseudo
7 inversa de Ok. De la ecuacio´n (1.14) el rango del sumando
rango(CkUp) = n y la interseccio´n de los espacios Xp y Up es igual a espacio(Xp) ∩
espacio(Up) = {0}8. De las ecuaciones (1.14) y (1.30), se puede observar que el espacio
espacio(Xf) es un subespacio de Wp espacio(Xf ) ⊂ espacio(Wp), por consiguiente de (1.31)
tenemos que:
espacio(Xf ) ⊂ espacio(Wp) ∩ espacio(Wf ) (1.32)
De la ecuacio´n anterior (1.32) observamos que la dimensio´n del espacio del lado derecho
de la relacio´n es igual n, y la dimensio´n de Wp es igual a la dimensio´n de Wp donde la
dimensio´n determina el numero de filas de cada matriz del espacio.
7La pseudo inversa de una matriz A de rango n ×m o inversa generalizada de Moore-Penrose se define
como A−† = (ATA)−1AT
8Si la interseccio´n de dos conjuntos es igual a cero se conoce como Conjuntos Disjuntos SiA∩B = {} = 0
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Desde que Wp y Wf correspondan a las matrices de datos pasados y futuros entonces el
vector de estado Xf es una base de la interseccio´n de los subespacios pasados y futuros. Por
lo tanto este vector juega un papel importante actuando como memoria para el intercambio
de informacio´n entre el pasado y el futuro, donde el vector de estado Xf se puede calcular
a partir de la descomposicio´n de valores singulares (SVD) de la matriz Wp y Wf , en esta
matriz tambie´n se puede considerar la descomposicio´n LQ como se mostro´ en (1.15)
[
Wp
Wf
]
=

Uf
Up
Yp
Yf
 =

L11 0 0 0
L21 L22 0 0
L31 L32 L33 0
L41 L42 L43 L44


QT1
QT2
QT3
QT4
 (1.33)
Donde L11, L22 ∈ Rkm×km, L33, L44 ∈ Rkp×kp son matrices triangulares inferiores y Q1,
Q2 ∈ RN×km, Q3 y Q4 ∈ RN×kp son ortogonales. El rango(L42) = n, el rango(L43) = n, el
rango
[
L33
L43
]
= n y el rango
[
L42 L43
]
= n,sin embargo si L44 = 0 entonces el rango(L33) =
n.
Figura 1.2: Proyeccio´n Oblicua
La proyeccio´n oblicua de Yf sobre Wp a lo largo de Uf esta´ definida por:
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ξ = EˆUf {Yf |Wp} (1.34)
Ver figura 1.2. Realizando la descomposicio´n en valores singulares ξ la cual esta´ dada por:
ξ =
[
U1 U2
] [Σ1 0
0 0
] [
V T1
V T2
]
= U1Σ1V
T
1 (1.35)
Los resultados obtenidos son:
n = dim(Σ1) (1.36)
ξ = OkXf ∈ Rkp×N (1.37)
Ok = U1Σ
1/2
1 T ∈ Rkp×N , |T | 6= 0 (1.38)
Xf = T
−1Σ
1/2
1 V
T
1 ∈ Rn×N (1.39)
Si L44 = 0, las salidas futuras Yf son completamente determinadas por la matriz Wp y las
entradas futuras Uf . Donde Yf = Yˆf , ver figura 1.2. Por conveniencia se reescribe la ecuacio´n
(1.33) de la siguiente forma:
UfWp
Yf
 =
R11 0 0R21 R22 0
R31 R32 0
QT1QT2
QT3
 (1.40)
De la matriz (1.40) se tiene que:
Wp = R21Q
T
1 +R22Q
T
2
Despejando el te´rmino R22Q
T
2 :
R22Q
T
2 =Wp− R21QT1
Para despejar el te´rmino de QT2 en funcio´n de los dema´s te´rminos debe existir una funcio´n
Ξ ∈ Rk(p+m)×N de modo que:
QT2 = R
−†
22
(
Wp − R21QT1
)
+
[
Ik(p+m) − R−†22R22
]
Ξ (1.41)
Donde R−†22 es la pseudo inversa de R22. De la matriz (1.40):
Yf = R31Q
T
1 +R32Q
T
2
Remplazando el valor obtenido en (1.41) y teniendo el cuenta que QT1 = R
−1
11 Uf .
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Yf = R31R
−1
11 Uf +R32(R
−†
22 (Wp − R21R−111 Uf ) +R32
[
Ik(p+m) − R−†22R22
]
Ξ (1.42)
= R31R
−1
11 Uf +R32R
−†
22Wp −R32R−†22R21R−111 Uf +R32
[
Ik(p+m) − R−†22R22
]
Ξ(1.43)
= (R31 − R32R−†22R21)R−111 Uf +R32R−†22Wp +R32
[
Ik(p+m) −R−†22R22
]
Ξ (1.44)
Pero la ecuacio´n (1.42) puede reducirse si el te´rmino, R32
[
Ik(p+m) − R−†22R22
]
= 0, siempre y
cuando Π = Ik(p+m) −R−†22R22 sea la proyeccio´n ortogonal sobre el espacio de R22, quedando
la ecuacio´n (1.42) as´ı:
Yf = (R31 − R32R−†22R21)R−111 Uf +R32R−†22Wp (1.45)
Donde se puede observar de (1.45) que el lado derecho de la ecuacio´n es la suma directa de la
proyeccio´n oblicua de Yf sobre el espacio(Uf ) a lo largo de Wp y las salidas futuras Yf sobre
el espacio Wp a lo largo del espacio(Uf ). El otro lado de la ecuacio´n es igual a la ecuacio´n
(1.12), representa la interseccio´n de los espacios Uf y Xf la cual es igual a {0} y representa
la proyeccio´n oblicua de Yf sobre el espacio de Uf a lo largo de espacio de Xf . Comparando
las ecuaciones (1.45) y (1.12) obtenemos el resultado deseado as´ı:
ξ = Eˆ||Uf {Yf |Wp} = R32R−†22Wp = OkXf (1.46)
Las matrices A y C se obtienen de la matriz de observabilidad extendida ecuacio´n (1.38) y
el te´rmino del bloque de Toepliz ψk se obtiene de la igualacio´n de te´rminos de las ecuaciones
(1.45) y (1.12)
Ψk = (R31 −R32R−†22R21)R−111 (1.47)
Por definicio´n de Ψk tenemos:

D 0 . . . 0
CB D . . . 0
...
...
. . .
...
CAk−2B CAk−3 . . . D
 = (R31 − R32R−†22R21)R−111 (1.48)
Xk =
[
x(k) x(k+1) . . . x(k+N−2) x(k+N−1)
]
(1.49)
A partir de las ecuaciones anteriores se definen las siguientes matrices con N − 1 columnas.
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Xk+1 =
[
x(k+1) . . . x(k+N−1)
]
(1.50)
Xk =
[
x(k) . . . x(k+N−2)
]
(1.51)
Uk|k =
[
u(k) . . . u(k+N−2)
]
(1.52)
Y k|k =
[
y(k) . . . y(k+N−2)
]
(1.53)
Y se reescribe la matriz de estados de la siguiente forma:
[
Xk+1
Y k|k
]
=
[
A B
C D
] [
Xk
Uk|k
]
(1.54)
Este es un sistema lineal de ecuaciones el cual puede ser estimado usando mı´nimos cuadrados:
[
Â B̂
Ĉ D̂
]
=
([
Xk+1
Y k|k
] [
Xk
Uk|k
]T)([
Xk
Uk|k
] [
Xk
Uk|k
]T)−1
(1.55)
Resumen: Para determinar las matrices A, B, C y D de un sistema determin´ıstico,
empleando el algoritmo N4SID se debe realizar los siguientes pasos:
Paso 1: Calcular ξ usando la ecuacio´n (1.46)
Paso 2: Realizar la descomposicio´n LQ de (1.40)
Paso 3: Calcular el vector de estados Xk usando la ecuacio´n (1.39)
Paso 4: Definir las matrices Xk+1, Xk, Y k|k y Uk|k usando las ecuaciones (1.50), (1.51),
(1.52) y (1.53)
Paso 5: Calcular las matrices A, B, C y D usando la ecuacio´n (1.54) por medio de
mı´nimos cuadrados
Para los algoritmos deterministas descritos a continuacio´n, se modificaron los algoritmos
realizados por Peter Van Overschede [4]
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Algorithm 4 Algoritmo N4SID Y MOESP
% Algoritmo de identificacion lineal deterministico MOESP y N4SID
%
% [A,B,C,D] = Determinista(y,u,i,n,W);
% y: datos de salida
% u: datos de entrada
% i: numero de filas bloque Hankel i = 2*(max order)/(#outputs)
% n: orden del sistema
% W: ’MOESP’ o ’N4SID’
function [A,B,C,D] = Determinista(y,u,i,n,W)
% Errores
if (nargin < 4);
error(’Se requieren las 4 primeras entradas’);
end
if (nargin < 5);
W = [];
end
if (isempty(W));
W = ’N4SID’;
end
% Comprobacio`n datos de entrada
[l,ny] = size(y);
if (ny < l)
y = y’;
[l,ny] = size(y);
end
[m,nu] = size(u);
if (nu < m)
u = u’;
[m,nu] = size(u);
end
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Algorithm 5 Algoritmo N4SID Y MOESP-Continuacio´n
Wn = 0;
if (length(W) == 5)
if (W == ’n4sid’);
Wn = 1;
end
if (W == ’moesp’);
Wn = 2;
end
end
if (Wn == 0);
error(’W debe ser N4SID, MOESP’);
end
W = Wn;
j = nu-2*i+1; % Numero de columnas bloque Hankel
U = blkhank(u/sqrt(j),2*i,j); % Bloque de Hankel datos entrada
Y = blkhank(y/sqrt(j),2*i,j); % Bloque de Hankel datos entrada
R = triu(qr([U;Y]’))’; % Descomposicion QR
R = R(1:2*i*(m+l),1:2*i*(m+l)); % Truncamiento
clear U Y
% **************************************
% Paso 1
% **************************************
mi2 = 2*m*i; % #Entradas*#filas bloque*2
Rf = R((2*m+l)*i+1:2*(m+l)*i,:); % Salidas Futuras
Rp = [R(1:m*i,:);R(2*m*i+1:(2*m+l)*i,:)]; % Entradas y Salidas Pasadas
Ru = R(m*i+1:2*m*i,1:mi2); % Entradas Futuras
% Proyeccion Perpendicular salidas Futuras
Rfp = [Rf(:,1:mi2) - (Rf(:,1:mi2)/Ru)*Ru,Rf(:,mi2+1:2*(m+l)*i)];
% Proyecion perpendicuar pasado
Rpp = [Rp(:,1:mi2) - (Rp(:,1:mi2)/Ru)*Ru,Rp(:,mi2+1:2*(m+l)*i)];
% Proyeccion Oblicua
if (norm(Rpp(:,(2*m+l)*i-2*l:(2*m+l)*i),’fro’)) < 1e-10 %Norma de Frobenius
Ob = (Rfp*pinv(Rpp’)’)*Rp;
else
Ob = (Rfp/Rpp)*Rp;
end
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Algorithm 6 Algoritmo N4SID Y MOESP-Continuacio´n
% **************************************
% Paso 2
% **************************************
% Calculo de valores singulares SVD
% W = 1 (N4SID), W = 2 (MOESP)
if (W == 1)
WOW = Ob;
else
% Moesp Requieren un aproyeccion extra
% projection perpendicular de Ob sobre Uf
WOW = [Ob(:,1:mi2) - (Ob(:,1:mi2)/Ru)*Ru,Ob(:,mi2+1:2*(m+l)*i)];
end
[U,S,V] = svd(WOW); % Valores singulares
ss = diag(S);
clear V S WOW
% **************************************
% Paso 3
% **************************************
U1 = U(:,1:n); % Matriz U1
% **************************************
% Paso 4
% **************************************
% Calculo de las matrices aux gam y gamm
gam = U1*diag(sqrt(ss(1:n)));
gamm = gam(1:l*(i-1),:);
gam_inv = pinv(gam); % Pseudo inversa
gamm_inv = pinv(gamm); % Pseudo inversa
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Algorithm 7 Algoritmo N4SID Y MOESP-Continuacio´n
% **************************************
% Paso 5
% **************************************
% Calculo de las matrices A y C
Rhs = [ [gam_inv*R((2*m+l)*i+1:2*(m+l)*i,1:(2*m+l)*i),zeros(n,l)] ; ...
R(m*i+1:2*m*i,1:(2*m+l)*i+l)];
Lhs = [ gamm_inv*R((2*m+l)*i+l+1:2*(m+l)*i,1:(2*m+l)*i+l) ; ...
R((2*m+l)*i+1:(2*m+l)*i+l,1:(2*m+l)*i+l)];
% Solucion por minimos cuadrados
sol = Lhs/Rhs;
% Matriz A y C
A = sol(1:n,1:n);
C = sol(n+1:n+l,1:n);
% **************************************
% paso 6
% **************************************
% Calculo de las matrices D y B
L1 = A * gam_inv;
L2 = C * gam_inv;
M = [zeros(n,l),gamm_inv];
X = [eye(l),zeros(l,n);zeros(l*(i-1),l),gamm];
kap1=[];
kap2=[];
for k=1:i
N1((k-1)*n+1:k*n,:)=...
[M(:,(k-1)*l+1:l*i)-L1(:,(k-1)*l+1:l*i),zeros(n,(k-1)*l)];
N2((k-1)*l+1:k*l,:)=...
[-L2(:,(k-1)*l+1:l*i),zeros(l,(k-1)*l)];
if k == 1;N2(1:l,1:l) = eye(l) + N2(1:l,1:l);end
% kap1 y kap2
kap1=[kap1; sol(1:n,n+(k-1)*m+1:n+k*m)];
kap2=[kap2; sol(n+1:n+l,n+(k-1)*m+1:n+k*m)];
end
% Solucion por minimos cuadrados
sol_bd = ([N1;N2]*X)\[kap1;kap2];
% Matrices D y B
D = sol_bd(1:l,:);
B = sol_bd(l+1:l+n,:);
2. IDENTIFICACIO´N LINEAL ESTOCA´STICA - ANA´LISIS DE
CORRELACIO´N CANO´NICA CCA
2.1. Descripcio´n
Una vez obtenidas las ecuaciones de salida y de estado de un sistema determin´ısticoo se
presenta a continuacio´n una metodolog´ıa de realizacio´n estoca´stica, la cual fue desarrollada
por Akaike y se conoce como Ana´lisis de Correlacio´n Cano´nica o´ sus siglas en ingles CCA.
La metodolog´ıa define espacios presentes y futuros de un proceso estoca´stico estacionario 1 e
introduce un espacio de prediccio´n en te´rminos de la proyeccio´n ortogonal del espacio futuro
y pasado.
2.2. Ana´lisis de Correlacio´n Cano´nico
El algoritmo de identificacio´n estoca´stico por sub-espacios, calcula el espacio de estados a
partir de los datos de salida del sistema y consiste en encontrar un modelo de Markov2 con
las caracter´ısticas presentadas en las ecuaciones (2.1) y (2.2).
xt+1 = Axt + wt, (2.1)
yt = Cxt + vt, (2.2)
Donde yt ∈ Rp, es generada por un sistema estoca´stico desconocido de orden n representado
por la figura 2.1, x ∈ Rn es el vector de estados, wt ∈ Rn y vt ∈ Rp es ruido blanco con media
cero, la matriz de covarianza del ruido esta´ definido por:
Λ(l) = E
{
y(t+l)y
T
(t)
}
= E
([
w(t)
v(t)
] [
wT(s) v
T
(s)
])
=
[
Q S
ST R
]
δts (2.3)
La matriz de covarianza de y esta´ definida como:
Λ(l) = E
{
y(t+l)y
T
(t)
}
, l = 0,±1, . . . (2.4)
1Un proceso estoca´stico estacionario es aquel que sus propiedades estad´ısticas no cambian con el tiempo,
Lo cual seria equivalente a decir que estadisticamente el pasado es igual al futuro
2El sistema representado por estas ecuaciones tambie´n es conocido como modelo de Markov para el proceso
de y
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A
Δ C+ x(k+1) x(k) +
v(k)
y(k)
w(k)
Figura 2.1: Diagrama de bloques sistema de espacio de estados estoca´stico
Suponiendo que la matriz de covarianza satisface la condicio´n de suma
∑∞
l=−∞
∥∥Λ(l)∥∥ < ∞,
entonces la matriz de densidad espectral se define como:
φ(z) =
∞∑
l=−∞
Λ(l)z
−l (2.5)
A partir de una sucesio´n infinita de datos, con los cuales se calculan las matrices de covarianza
con t representando el tiempo presente, se definen los vectores futuros y pasados de la siguiente
forma:
f(t) =
 y(t)y(t+1)
...
 , p(t) =
y(t−1)y(t−2)
...

Entonces la matriz de covarianza entre los datos futuros y pasados esta definida por
H = Ef(t)p
T
(t) =

Λ(1) Λ(2) Λ(3) . . .
Λ(2) Λ(3) Λ(4) . . .
Λ(3) Λ(4) Λ(5) . . .
...
...
...
. . .
 (2.6)
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Respectivamente la matriz de covarianza futura y pasada esta definida por:
T+ = Ef(t)f
T
(t) =

Λ(0) Λ
T
(1) Λ
T
(2) . . .
Λ(1) Λ(0) Λ
T
(1) . . .
Λ(2) Λ(1) Λ(0) . . .
...
...
...
. . .
 (2.7)
T− = Ep(t)p
T
(t) =

Λ(0) Λ(1) Λ(2) . . .
ΛT(1) Λ(0) Λ(1) . . .
ΛT(2) Λ
T
(1) Λ(0) . . .
...
...
...
. . .
 (2.8)
Si Y = espacio
{
y(t)|t = 0,±1, . . .
}
es un espacio de Hilbert3 generado por todas las funciones
lineales de segundo orden del proceso estoca´stico y, entonces Y+(t) y Y
−
(t) respectivamente son
espacios lineales generados por el futuro f(t) y el pasado p(t).
Y+(t) = espacio
{
y(t), y(t+1), . . .
}
, Y−(t) = espacio
{
y(t−1), y(t−2), . . .
}
2.3. Espacio Predictor
Una condicio´n necesaria y suficiente para que y tenga una realizacio´n finita estoca´stica es
la dimensio´n de la matriz de Hankel (2.6) tiene un rango finito, es decir rango(H) < ∞.
Para demostrar dicha condicio´n se realizara´ la te´cnica CCA comenzando con la definicio´n
de espacios de prediccio´n hacia adelante y hacia atra´s.
Si la proyeccio´n ortogonal del futuro Y+(t) sobre el pasado Y
−
(t) esta definido por:
X(t) = E
{
Y+(t)|Y−(t)
}
= espacio
{
E
{
y(t+h)|Y−(t)
}
|h = 0, 1, . . .
}
= espacio
{
y(t+h|t−)|h=0,1,...
}
Y, la proyeccio´n ortogonal del pasado Y−(t) sobre el futuro Y
+
(t) esta´ definido por:
Xˇ(t) = E
{
Y−(t)|Y+(t)
}
= espacio
{
E
{
y(t−l)|Y+(t)
}
|l = 1, 2, . . .
}
= espacio
{
y(t−l|t+)|l=1,2,...
}
3En matema´ticas, el concepto de espacio de Hilbert es una generalizacio´n del concepto de espacio eucl´ıdeo.
Esta generalizacio´n permite que nociones y te´cnicas algebra´icas y geome´tricas aplicables a espacios de
dimensio´n dos y tres se extiendan a espacios de dimensio´n arbitraria, incluyendo a espacios de dimensio´n
infinita. Ejemplos de tales nociones y te´cnicas son la de a´ngulo entre vectores, ortogonalidad de vectores,
el teorema de Pita´goras, proyeccio´n ortogonal, distancia entre vectores y convergencia de una sucesio´n. El
nombre dado a estos espacios es en honor al matema´tico David Hilbert quien los utilizo´ en su estudio de las
ecuaciones integrales.
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Donde los espacios X(t) y Xˇ(t) son llamados espacios predictores ”forward ” y ” backward ”
respectivamente.
Teniendo en cuenta que los espacios predictores X(t) =
{
Y+(t)|Y−(t)
}
y Xˇ(t) =
{
Y−(t)|Y+(t)
}
son
de dimensio´n finita, ademas el pasado es generado por el espacio predictor ”forward” el cual
puede ser reescrito como yˆ(t + h|t−) = Eˆ
{
y(t+ h)|Y−(t)
}
, h = 0, 1, . . . , r − 1 y el futuro
es generado por el espacio predictor ”backward” el cual se puede reescribir como yˇ(t −
l|t+) = Eˆ
{
y(t− l)|Y+(t)
}
, l = 1, 2, . . . , r. Los cuales se pueden desarrollar y organizar en
forma vectorial como se muestra a continuacio´n:
φ =

yˆ(t|t−)
yˆ(t+1|t−)
...
yˆ(t+r−1|t−)
 , φˇ =

yˇ(t−1|t+)
yˇ(t−2|t+)
...
yˇ(t−r|t+)

Aplicando ana´lisis de CCA a los dos vectores anteriormente descritos, se obtienen los vectores
de base ortonormales x(t) y x˘(t) para los espacios predictores X(t) y Xˇ(t) respectivamente. Al
ser ortonormales, se tiene que la covarianza
{
x(t)
}
= In = covarianza
{
xˇ(t)
}
. Cabe resaltar
que debido que y(t), es un proceso estacionario y x(t) y xˇ(t) son bases ortonormales se puede
asumir que todos los vectores generados, tambie´n son un proceso estacionario.
Para la transicio´n del tiempo t a t + 1, el espacio 4 predictor evoluciona de X(t) a X(t+1) =
E
{
Y+(t+1)|Y−(t+1)
}
. Desde que Y−(t+1) = Y
−
(t) ∨ espacio
{
y(t)
}
,5 donde el espacio Y−(t+1) contiene
la descomposicio´n ortogonal.
Y−(t+1) = Y
−
(t) ⊕ espacio
{
y(t)
}
(2.9)
Donde yˇ(t) = y(t) − y(t|t−) es la innovacio´n ”forward” para y(t). Por lo tanto se deduce que:
X(t+1) = E
{
Y+(t+1)|Y−(t+1)
}
= E
{
Y+(t+1)|Y−(t) ⊕ espacio
{
y(t)
}}
= E
{
Y+(t+1)|Y−(t)
}
+ E
{
Y+(t+1)|espacio
{
y(t)
}}
Si Y+(t+1) ⊂ Y+(t), se puede observar que E
{
Y+(t+1)|Y−(t)
}
⊂ X(t). Por lo tanto, el primer te´rmino
en el lado derecho de la ecuacio´n anterior se hace ma´s pequen˜o que X(t).
4Suma de subespacios: S ∨W.
5Suma directa de subespacios: S⊕W, Si la interseccio´n entre S y W es un espacio nulo, lo que quiere decir
que todo vector se escribe de manera u´nica como la suma de S y otro de W.
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2.4. Correlacio´n Cano´nica entre el pasado y el futuro
Considerando la relacio´n cano´nica que existe entre el pasado y el futuro del proceso estoca´stico
de y representado por las ecuaciones (2.1) y (2.2). Para esta consideracio´n se tendra en cuenta
el filtro Kalman.
Σ = AΣAT + (C¯T −AΣCT )(Λ(0) − CΣCT )−1(C¯ − CΣAT ) (2.10)
Σ¯ = AT Σ¯A + (CT −AT Σ¯C¯T )(Λ(0) − C¯Σ¯C¯T )−1(C − C¯Σ¯A) (2.11)
Las correlaciones cano´nicas del futuro y el pasado del proceso estacionario y esta´n dados por
las ra´ıces de los valores propios del producto ΣΣ¯. Si el rango(H) = n, entonces la relacio´n
cano´nica entre el futuro y el pasado esta´n dados por (σ1, . . . , σn, 0, . . . , 0). Definiendo los
vectores finitos del pasado y el futuro por:
fk(t) =

y(t)
y(t+1)
...
y(t+k−1)
 , pk(t) =

y(t−1)
y(t−2)
...
y(t−k)

Adema´s, definiendo las proyecciones
Hk,k = E
{
fk(t)p
T
k (t)
}
, l´ım
k→∞
Hk,k = H
T+(k) = E
{
fk(t)f
T
k (t)
}
, l´ım
k→∞
T+(k) = T+
T−(k) = E
{
pk(t)p
T
k (t)
}
, l´ım
k→∞
T−(k) = T−
Solucionando la ecuacio´n discreta de Ricatti tenemos que:
Σ¯ = (Π∗)−1 = Ω¯∞ = l´ım
k→∞
Ω¯k = l´ım
k→∞
OTk T
−1
+ (k)Ok
Σ = Π∗ = Ω∞ = l´ım
k→∞
Ωk = l´ım
k→∞
CkT
−1
− (k)C
T
k
Aplicando factorizacion Cholesky6 a las matrices T+(k) = LkL
T
k y T−(k) = MkM
T
k se tiene
la siguiente expresio´n:
6En matema´ticas, la factorizacio´n o descomposicio´n de Cholesky toma su nombre del matema´tico
Andre´-Louis Cholesky, quien encontro´ que una matriz sime´trica definida positiva puede ser descompuesta
como el producto de una matriz triangular inferior y la traspuesta de la matriz triangular inferior. La matriz
triangular inferior es el tria´ngulo de Cholesky de la matriz original positiva definida. El resultado de Cholesky
ha sido extendido a matrices con entradas complejas. Es una manera de resolver sistemas de ecuaciones
matriciales y se deriva de la factorizacio´n LU con una pequen˜a variacio´n.
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λ(ΩkΩ¯k) = λ
(
CkT
−1
− (k)C
T
k O
T
k T
−1
+ (k)Ok
)
= λ
(
(MkM
T
k )
−1HTk,k(LkL
T
k )
−1Hk,k
)
= λ
(
(L−1k Hk,kM
−T
k )
T (L−1k Hk,kM
−T
k )
)
= σ2(L−1k Hk,kM
−T
k )
Donde Hk,k = OkCk y los valores propios usados corresponden λ(AB) = λ(BA) a excepcio´n
de los autovalores iguales a cero. Los valores singulares de L−1k Hk,kM
−T
k son la correlacio´n
cano´nica entre fk(t) y pk(t). De forma que tomando el limite se obtiene la expresio´n:
λ(ΣΣ¯) = l´ım
k→∞
λ(ΩkΩ¯k) = l´ım
k→∞
σ2(L−1k Hk,kM
−T
k ) = σ
2(L−1HM−T )
Donde L y M son respectivamente la factorizacion Cholesky de las matrices T+ y T−. As´ı se
puede observar que la ra´ız i-esima de los valores propios de ΣΣ¯ es igual a la i-esima correlacio´n
cano´nica entre el futuro f(t) y el pasado p(t).
2.5. Realizacio´n Estoca´stica Balanceada
Asumiendo que el rango(H) = n y que Σ = diag(σ1, . . . , σn) y partiendo que la factorizacio´n
de Cholesky para la matriz T+ y T−. Entonces se define la correlacio´n cano´nica entre el pasado
y el futuro como la descomposicio´n de valores singulares de H normalizado.
L−1HM−T = UΣV T
Despejando H :
H = LUΣV TMT (2.12)
Si la correlacio´n cano´nica entre el pasado f(t) y el futuro p(t) esta´ definida por (σ1, . . . , σn), se
puede deducir que la proyeccio´n ortogonal entre el futuro f(t) sobre el pasado Y
−
(t) esta´ definido
por:
E
{
f(t)|Y−(t)
}
= E
{
f(t)p
T
(t)
}
(E
{
p(t)p
T
(t)
}
)−1p(t) = HT
−1
− p(t)
= LUΣV TMT (MMT )−1p(t) = LUΣα(t) (2.13)
Por lo tanto el vector cano´nico α(t) es una base ortonormal del espacio predictor forward
X(t) = E
{
Y+(t)|Y−(t)
}
. Similarmente, la proyeccio´n ortogonal del pasado p(t) sobre el espacio
futuro Y+(t) esta´ dada por
E
{
p(t)|Y+
(t)
}
= HTT−1+ f(t) =MV Σβ(t) (2.14)
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Esto implica que el vector cano´nico β(t) es una base ortonormal del espacio predictor backward
X(t) = E
{
Y−(t)|Y+(t)
}
, si la matriz de observabilidad y controlabilidad extendida esta´ definida
O = LUΣ1/2 y C = Σ1/2V TMT , de la ecuacio´n (2.12) se puede descomponer los te´rminos H
en funcio´n de O y C de tal forma que:
H = (LUΣ1/2)(Σ1/2V TMT ) = OC (2.15)
donde el rango(O) = rango(C) = n, Respectivamente los vectores de estados x(t) y xb(t−1)
esta´n dados por
x(t) = Σ
1/2α(t) = CT
−1
− p(t) (2.16)
xb(t−1) = Σ
1/2β(t) = OT
−1
+ f(t) (2.17)
Donde (2.16) se conoce como vector de estados forward y (2.17) se conoce como vector de
estados backward. Por definicio´n:
E
{
x(t)x
T
(t)
}
= Σ = E
{
xb(t−1)x
T
b(t−1)
}
(2.18)
Con las anteriores definiciones se puede reescribir la proyeccio´n (2.13) de la siguiente forma:
E
{
ft|Y−(t)
}
= Ox(t) (2.19)
Esto implica que los datos pasados necesarios para predecir el futuro f(t) se encuentran
comprimidos en el vector de estados forward x(t). Similarmente, se reescribe la ecuacio´n
(2.14) teniendo en cuenta la definicio´n de controlabilidad extendida C = Σ1/2V TMT y la
ecuacio´n de estados backward (2.17).
E
{
pt|Y+(t)
}
= CTxb(t−1) (2.20)
De modo que xb(t−1) es el vector de estados backward, necesarios para predecir el pasado p(t)
por medio de los datos futuros.
2.6. Modelo de Innovacio´n con Ganancia Kalman
En te´rminos del vector de estados definido en (2.16), un modelo de innovacio´n para y esta´ dado
por el siguiente sistema de ecuaciones.
x(t+1) = Ax(t) +Ke(t) (2.21)
y(t) = Cx(t) + e(t) (2.22)
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Donde e es un ruido blanco con media cero y esta´ definido por:
e(t) = y(t) −E
{
y(t)|Y−(t)
}
(2.23)
A
Δ C
K
+ x(k+1) x(k)
Ke(k)
+
e(k)
y(k)
Figura 2.2: Diagrama de bloques del sistema de espacio de estados estoca´stico con innovacio´n
El modelo se representa por la figura 2.2. Las matrices A,C, C¯T , K,R esta´n definidas por
A = C←C−† = O−†O↑ = Σ−1/2UTL−1H←M−TV Σ−1/2 ∈ Rn×n (2.24)
C = O(1 : p, 1 : n) ∈ Rp×n (2.25)
C¯T = C(1 : n, 1 : p) ∈ Rn×p (2.26)
R = Λ(0) − CΣC¯T ∈ Rp×p (2.27)
K = (C¯T − AΣCT )R−1 ∈ Rn×p (2.28)
Donde (x)−† es la pseudoinversa de la matriz x, (x)← y (x)↑ consiste en el proceso de remover
la primera fila de la matriz o la primera columna de la matriz x respectivamente. Ademas Σ
es una solucio´n estable de la ecuacio´n de Riccati.
Σ = AΣAT + (C¯T −AΣCT )(Λ(0) − CΣCT )−1(C¯T − AΣCT )T (2.29)
2.7. Algoritmos de Realizacio´n Estoca´stica
Tomando un conjunto de datos finito definido por {yt, t = 0, 1, . . . , N + 2k − 2}, donde k > 0
y N es suficientemente grande, ademas se asume que los datos es una muestra de un proceso
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estacionario. Para este proceso se definen las matrices de Toeplitz y de Hankel para los datos
de entrada la siguiente forma:
ΨY0|k−1=

y(k − 1) y(k) . . . y(N + k − 2)
y(k − 2) y(k − 1) . . . y(N + k − 3)
...
... . . .
...
y(0) y(1) . . . y(N − 1)
 ∈ Rkp×N
Yk|2k−1=

y(k) y(k + 1) . . . y(k +N − 1)
y(k + 1) y(k + 2) . . . y(k +N)
...
... . . .
...
y(2k − 1) y(2k) . . . y(2k +N − 2)
 ∈ Rkp×N
Donde k > n, y el nu´mero de columnas de las matrices es N. Reescribiendo las anteriores
matrices Yp = Ψ
Y
0|k−1 y Yf = Yk|2k−1. Las matriz de covarianza de las muestras esta´n dadas
por:
1
N
[
Yp
Yf
] [
Y Tp Y
T
f
]
=
[
Σpp Σpf
Σfp Σff
]
Considerando la descomposicio´n LQ de la siguiente forma:
1√
N
[
Yp
Yf
]
=
[
L11 0
L21 L22
] [
QT1
QT2
]
(2.30)
Donde:
Σfp = L21L
T
11, Σff = L21L
T
21 + L22L
T
22, Σpp = L11L
T
11
2.7.1. Algoritmo 1: Realizacio´n Estoca´stica Balanceada - Algoritmo A
Se calcula la ra´ız de las matrices L y M y las matrices de covarianza Σff y Σpp de forma que
Σff = LL
T , Σpp =MM
T (2.31)
Se calcula la descomposicio´n de valores singulares 7 de la matriz de covarianza normalizada
Σfp de forma que
7 Se toma la aproximacio´n de los valores singulares partiendo de la ecuacio´n (1.21)
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L−1ΣfpM
−T = UΣV T ∼= Uˆ ΣˆVˆ T (2.32)
Donde Σˆ esta dada por los valores singulares demasiado pequen˜os de la matriz Σ y con la
dimensio´n del vector de estados igual a n de forma que n = dimension(Σ). Con la definicio´n
de matriz de observabilidad y controlabilidad extendida.
Ok = LUˆ Σˆ
1/2 (2.33)
Ck = Σˆ
1/2Vˆ TMˆT (2.34)
A partir de la matriz de observabilidad y controlabilidad se estiman las matrices A, C y C¯T .
A = O−†k O¯k (2.35)
C = Ok(1 : p, :) (2.36)
C¯T = Ck(:, 1 : p) (2.37)
Donde Ok = Ok(1 : (k − 1)p, :) y O¯k = Ok(p + 1 : kp, :). A partir de la matriz covarianza
Λ(0) = Σff (1 : p, 1 : p), se obtiene la ganancia de Kalman la cual esta dada por:
K = (C¯T −AΣˆCT )(Λ(0) − CΣˆCT )−1 (2.38)
A partir de las ecuaciones descritas (2.21) y (2.22) en el modelo de innovacio´n con ganancia
Kalman se tiene la siguiente expresio´n:
x(t+1) = Ax(t) +Ke(t)
y(t) = Cx(t) + e(t)
El algoritmo presentado a continuacio´n fue tomado del libro de Katayama [3] y se realizaron
las modificaciones correspondientes para que funcionara correctamente en MatLab y con los
datos arrojados por el Simulink.
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Algorithm 8 Realizacio´n Estoca´stica Balanceada - Algoritmo A
% Function stocha bal.m
% Algorithm A in Section 8.7
% y = [y(1),y(2),...,y(Ndat)]; p .. Ndat matrix
% n = dim(x); k = number of block rows
function [A,C,Cb,K,R] = stocha bal (y,n,k)
[p,Ndat] = size(y); N = Ndat-2*k;
ii = 0;
for i = 1:p:2*k*p-p+1
ii = ii+1; Y(i:i+p-1,:) = y(:,ii:ii+N-1);
end
Yp = Y(1:k*p,:); Yf = Y(k*p+1:2*k*p,:);
% LQ decomposition
H = [Yp; Yf]; [Q,L] = qr(H’,0); L = L’/sqrt(N);
L11 = L(1:k*p,1:k*p); L21 = L(k*p+1:2*k*p,1:k*p);
L22 = L(k*p+1:2*k*p,k*p+1:2*k*p);
% Covariance matrices
Rff = (L21*L21’+L22*L22’);
Rfp = L21*L11’; Rpp = L11*L11’;
% Square roots & inverses
[Uf,Sf,Vf] = svd(Rff); [Up,Sp,Vp] = svd(Rpp);
Sf = sqrtm(Sf); Sp = sqrtm(Sp);
L = Uf*Sf*Vf’; M = Up*Sp*Vp’;
Sfi = inv(Sf); Spi = inv(Sp);
Linv = Vf*Sfi*Uf’; Minv = Vp*Spi*Up’;
OC = Linv*Rfp*Minv’;
[UU,SS,VV] = svd(OC);
Lambda = Rpp(1:p,1:p);
S = SS(1:n,1:n);
Ok = L*UU(:,1:n)*sqrtm(S);
Ck = sqrtm(S)*VV(:,1:n)’*M’;
A = Ok(1:k*p-p,:)..Ok(p+1:k*p,:);
C = Ok(1:p,:); Cb = Ck(:,(k-1)*p+1:k*p)’;
R = Lambda-C*S*C’; K = (Cb’-A*S*C’)/R;
34 Identificacio´n Lineal Estoca´stica - Ana´lisis de Correlacio´n Cano´nica CCA
2.7.2. Algoritmo 2: Realizacio´n Estoca´stica Balanceada - Algoritmo B
Este algoritmo se basa en el ca´lculo del vector de estados para obtener las matrices A, B,
C, y D, pero es similar al algoritmo A hasta el ca´lculo de los valores singulares de la matriz
de covarianza normalizada.
Se calcula el vector de estados a partir de:
X¯k = Σˆ
1/2Vˆ TM−1Y0|k−1 ∈ Rn×N
Xˆk+1 = X¯k(:, 2 : N), Xˆk = X¯k(:, 1 : N − 1), Yˆk|k = Yk|k(:, 1 : N − 1)
Se calcula las matrices A y C aplicando mı´nimos cuadrados a:
[
Xˆk+1
Yˆk|k
]
=
[
A
C
]
Xˆk +
[
ρw
ρv
]
Se calculan las matrices de covarianza
[
Qˆ Sˆ
SˆT Rˆ
]
=
1
N − 1
[
ρwρ
T
w ρwρ
T
v
ρvρ
T
w ρvρ
T
v
]
Solucionando la ecuacio´n de Riccati asociada con el filtro de Kalman
P = APAT − (APCT + Sˆ)(CPCT + Rˆ)−1(APCT + Sˆ) + Qˆ
Para obtener una solucio´n estable P ≥ 0, as´ı la ganancia Kalman esta dada por
K = (APCT + Sˆ)(CPCT + Rˆ)−1
Donde el modelo de innovacio´n esta´ dado por las ecuaciones (2.21) y (2.22). Con la varianza
del error var
{
e(t)
}
= CPCT + Rˆ
x(t+1) = Ax(t) +Ke(t)
y(t) = Cx(t) + e(t)
El algoritmo presentado a continuacio´n fue tomado del libro de Katayama [3] y se realizaron
las modificaciones correspondientes para que funcionara correctamente en Matlab y con los
datos arrojados por el Simulink.
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Algorithm 9 Realizacio´n Estoca´stica Balanceada - Algoritmo B
% Function stocha bal.m
% Algorithm A in Section 8.7
% y = [y(1),y(2),...,y(Ndat)]; p .. Ndat matrix
% n = dim(x); k = number of block rows
function [A,C,Cb,K,R] = stocha bal (y,n,k)
[p,Ndat] = size(y); N = Ndat-2*k;
ii = 0;
for i = 1:p:2*k*p-p+1
ii = ii+1; Y(i:i+p-1,:) = y(:,ii:ii+N-1);
end
Yp = Y(1:k*p,:); Yf = Y(k*p+1:2*k*p,:);
% LQ decomposition
H = [Yp; Yf]; [Q,L] = qr(H’,0); L = L’/sqrt(N);
L11 = L(1:k*p,1:k*p); L21 = L(k*p+1:2*k*p,1:k*p);
L22 = L(k*p+1:2*k*p,k*p+1:2*k*p);
% Covariance matrices
Rff = (L21*L21’+L22*L22’);
Rfp = L21*L11’; Rpp = L11*L11’;
% Square roots & inverses
[Uf,Sf,Vf] = svd(Rff); [Up,Sp,Vp] = svd(Rpp);
Sf = sqrtm(Sf); Sp = sqrtm(Sp);
L = Uf*Sf*Vf’; M = Up*Sp*Vp’;
Sfi = inv(Sf); Spi = inv(Sp);
Linv = Vf*Sfi*Uf’; Minv = Vp*Spi*Up’;
OC = Linv*Rfp*Minv’;
[UU,SS,VV] = svd(OC);
Lambda = Rpp(1:p,1:p);
S = SS(1:n,1:n);
Ok = L*UU(:,1:n)*sqrtm(S);
Ck = sqrtm(S)*VV(:,1:n)’*M’;
A = Ok(1:k*p-p,:)..Ok(p+1:k*p,:);
C = Ok(1:p,:); Cb = Ck(:,(k-1)*p+1:k*p)’;
R = Lambda-C*S*C’; K = (Cb’-A*S*C’)/R;
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3. CASO GENERAL DETERMINISTA - ESTOCA´STICO
USANDO ANA´LISIS CCA
3.1. Realizacio´n estoca´stica con entradas exo´genas
Considerando el caso estoca´stico visto anteriormente, pero con la presencia de entradas
exo´genas, para tal caso se debe ampliar el concepto de ana´lisis de correlacio´n cano´nico, a
partir del modelo estoca´stico representado en la figura 3.1, donde las entradas exo´genas son
u(t) ∈ Rm, el vector de salida y(t) ∈ Rp y las perturbaciones se encuentran representadas por
ξ.
S
u
ξ
y
Figura 3.1: Sistema Estoca´stico con Entradas Exo´genas
El sistema de ecuaciones que representa un modelo estoca´stico con entradas exo´genas se
representa por (3.1) y (3.2) y por el modelo mostrado en la gra´fica (3.2).
x(t+1) = Ax(t) +Bu(t) +Ke(t) (3.1)
y(t) = Cx(t) +Du(t) + e(t) (3.2)
Definiendo los vectores para las salidas y entradas y(t) y u(t), los cuales representan el futuro
y el pasado respectivamente:
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A
Δ C+ x(k+1) x(k) + y(k)B
D
u(k)
KKe(k)
e(k)
Figura 3.2: Diagrama de bloques sistema de espacio de estados caso general
f(t) =

y(t)
y(t+1)
...
y(t+k−1)
 , u+(t) =

u(t)
u(t+1)
...
u(t+k−1)

y−(t) =
y(t−1)y(t−2)
...
 , u(t) =
u(t−1)u(t−2)
...

Adema´s definiendo los siguiente vectores:
p(t) =
w(t−1)w(t−2)
...
 , w(t) = [ y(t)u(t+1)
]
Donde w ∈ Rd y representa el proceso de entrada-salida, los vectores futuros f(t) ∈ Rkp y
u+(t) ∈ Rkm tienen dimensio´n finita en cambio el vector de entrada-salidas pasadas p(t) tiene
dimensio´n infinita. Los espacios lineales pasados generados por w y y y los espacios futuros
generados por u se denotan respectivamente por.
P−t = espacio
{
w(τ)|τ < t
}
Y−t = espacio
{
y(τ)|τ < t
}
U+t = espacio
{
u(τ)|τ ≥ t
}
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De modo que P−t , Y
−
t y U
+
t , son considerados como sub-espacios del espacio de Hibert H =
U ∨ Y que incluye todas las funciones lineales del proceso entrada-salida (u, y). Si B es un
sub-espacio de Hilbert H, la proyeccio´n ortogonal del vector a que pertenece al espacio H
sobre el subespacio B se denota como Eˆ {a|B}. Si B es generado por un vector b, entonces
la proyeccio´n ortogonal es expresada como:
Eˆ {a|B} = E {abT}E {bbT}−† b
= ΣabΣ
−†
bb b = Eˆ(a|b)
Donde Σab = E
{
abT
}
es la matriz de covarianza de los vectores a y b, y (x)−† es la pseudo
inversa. Si B⊥ es el complemento ortogonal de B ⊂ H entonces la proyeccio´n ortogonal de a
sobre B⊥ esta dada por:
Eˆ
{
a|B⊥} = a−E {a|B}
3.2. Predictor O´ptimo
Esta seccio´n considera el ca´lculo de las salidas futuras f(t) a partir de las entradas-salidas
pasadas p(t) y las futuras entradas u+(t), para lograr esto se debe partir de dos supuestos. 1.
Que no existe retroalimentacio´n de la salida y a la entrada u. 2. Por cada t, del espacio de
entrada U tiene la descomposicio´n de suma directa
U = U−t + U
+
t (U
−
t ∩ U+t = {0})
Esto equivale a que la densidad espectral de la entrada u es definida positiva dentro del
c´ırculo unitario.
La prediccio´n o´ptima del futuro f(t) basada en el pasado p(t) y el futuro u+(t) esta dado por:
fˆ(t|t) = Eˆ
{
f(t)|P−t ∨ U−t
}
= Πp(t) +Ψu+(t) (3.3)
Donde Πp(t) describe la proyeccio´n oblicua de f(t) sobre P
−
t a lo largo de U
+
t y Ψu+(t) es la
proyeccio´n oblicua de f(t) sobre U
+
t a lo largo P
−
t , como se muestra en la figura 3.3, ademas
Π y Ψ satisfacen la ecuacio´n discreta de
ΠΣpp|u = Σfp|u (3.4)
ΨΣpp|u = Σfp|u (3.5)
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Figura 3.3: Proyeccio´n Oblicua
3.3. Algoritmo CCA
Asumiendo una serie de datos finitos de entrada-salida u(t), y(t) para t = 0, 1, . . . , N +2k−2,
con N suficientemente grande y k positivo. Donde se asume que la serie de tiempo
{
u(t), y(t)
}
son muestras de un proceso estacionario (u, y). Renombrando d = p +m, la dimensio´n del
proceso (u, y), definiendo la matriz de Toeplitz kd×N con N columnas como:
Wˇ0|k−1 =

w(k−1) w(k) . . . w(k+N−2)
w(k−2) w(k−1) . . . w(k+N−3)
...
...
. . .
...
w(0) W(1) . . . w(N−1)
 ∈ Rkd×N
Donde Wˇ0|k−1 indica las datos pasados de entrada-salida, adema´s desarrollando las matrices
de Hankel de entrada y salida
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Uk|2k−1 =

u(k) u(k+1) . . . u(k+N−1)
u(k+1) u(k+2) . . . u(k+N)
...
...
. . .
...
u(2k−1) u(2k) . . . u(N+2k−2)
 ∈ Rkm×N
Yk|2k−1 =

y(k) y(k+1) . . . y(k+N−1)
y(k+1) y(k+2) . . . y(k+N)
...
...
. . .
...
y(2k−1) y(2k) . . . y(N+2k−2)
 ∈ Rkp×N
Donde Uk|2k−1 y Yk|2k−1 indica las entradas y salidas futuras respectivamente, donde k se
escoge de forma que sea mucho mayor a n y que la entrada es persistente 1 de orden 2k.
Considerando la descomposicion LQ de la siguiente forma:
1√
N
Uk|2k−1Wˇ0|k−1
Yk|2k−1
 =
R11 0 0R21 R22 0
R31 R32 R33
QT1QT2
QT3
 = RQT (3.6)
Donde R11 ∈ Rkm×km, R22 ∈ Rkd×kd, R33 ∈ Rkp×kp son matrices triangulares inferiores. y las
matrices Qi son ortogonales entre si. Usando la ecuacio´n (3.6) tiene que:
Σuu Σup ΣufΣpu Σpp Σpf
Σfu Σfp Σff
 = 1
N
Uk|2k−1Wˇ0|k−1
Yk|2k−1
Uk|2k−1Wˇ0|k−1
Yk|2k−1
T = RRT
De las anteriores ecuaciones se puede definir que las varianzas son iguales a:
Σuu = R21R
T
21, Σpu = R21R
T
11, Σfu = R31R
T
11
Σpp = R21R
T
21 +R22R
T
22, Σfp = R31R
T
21 +R32R
T
22
Σff = R31R
T
31 +R32R
T
32 +R33R
T
33
1La seleccio´n de las sen˜ales de entrada tiene efectos importantes sobre los resultados de identificacio´n,
por consiguiente se deben usar sen˜ales que sean ricas en frecuencias. Para este trabajo se uso ruido blanco
o sonido blanco que es una sen˜al aleatoria (proceso estoca´stico) que se caracteriza por el hecho de que sus
valores de sen˜al en dos tiempos diferentes no guardan correlacio´n estad´ıstica. Como consecuencia de ello, su
densidad espectral de potencia (PSD, siglas en ingle´s de power spectral density) es una constante, es decir,
su gra´fica es plana. Esto significa que la sen˜al contiene todas las frecuencias y todas ellas muestran la misma
potencia. Igual feno´meno ocurre con la luz blanca, de all´ı la denominacio´n.
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Lema 1. Sean tres vectores aleatorios y, a, b ∈ H, donde se define la condicional de matriz
de covarianza.
Σya|b = E
{
Eˆ(y|b⊥)Eˆ(y|b⊥)T
}
(3.7)
Entonces se deduce que
Σya|b = Σya − Σyb(Σbb)−1Σba (3.8)
Donde Σbb se asume no singular
Por definicio´n
Eˆy|b⊥ = y − Σyb(Σbb)−1b
Eˆa|b⊥ = a− Σab(Σbb)−1b
Remplazando la anterior relacio´n en (3.7)
Σya|b = E
{
[y − Σyb(Σbb)( − 1)b][a− Σab(Σbb)( − 1)b]T
}
Del lema descrito anteriormente de esperanza condicional se obtienen las siguientes
ecuaciones:
Σff |u = Σff − ΣfuΣ−1uuΣuf = R32RT32 +R33RT33 (3.9)
Σpp|u = Σpp − ΣpuΣ−1uuΣup = R22RT22 (3.10)
Σfp|u = Σfp − ΣfuΣ−1uuΣup = R32RT22 (3.11)
Σfu|p = Σfu − ΣfpΣ−1pp Σpu = R31RT11 − (R31RT21 +R32RT22)Σ−1pp R21RT11 (3.12)
Σuu|p = Σuu − ΣupΣ−1pp Σpu = R11RT11 − R11RT21Σ−1pp R21RT11 (3.13)
Remplazando las ecuaciones (3.5) Πk y (3.5) Ψk en te´rminos de Rij
Πk = Σfp|u(Σpp|u)
−1 = R32R
−1
22 (3.14)
Ψk = Σfu|p(Σuu|p)
−1 = (R31 − R32R−122 R21)R−111 (3.15)
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Resumen: Para determinar las matrices A, B, C, D de un sistema estoca´stico con entradas
exo´genas, empleando ana´lisis CCA se debe realizar los siguientes pasos. :
Paso 1: Calcular las ra´ıces cuadradas de matrices de covarianza condicional Σff |u = LL
T
y Σpp|u =MM
T
Paso 2: Calcular los valores singulares normalizados L−1Σfp|uM
−T = USV T ∼= Uˆ SˆVˆ T .
Donde Σfp|u ∼= LUˆSˆVˆ TMT . Donde Sˆ se obtiene de los valores singulares ma´s pequen˜os.
Paso 3: Se definen las matrices de observabilidad y controlabilidad extendidas Ok =
LUˆSˆ1/2, Ck = Sˆ
1/2Vˆ TMT
Paso 4: Se calculan las matrices A y C
A = Ok(p+ 1 : kp, 1 : n)
−†Ok(1 : (k − 1)p, 1 : n)
C = Ok(1 : p, 1 : n)
Paso 5: Las matrices B y D se calculan usando mı´nimos cuadrados
Ip 0p×n
0 Ok−1
Ip 0p×n
0 Ok−2
...
...
Ip 0p×n

[
D
B
]
=

Ψk(1 : kp, 1 : m)
Ψk(p+ 1 : kp,m+ 1 : 2m)
...
Ψk((k − 1)p+ 1 : kp, (k − 1)m+ 1 : km)

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Algorithm 10 Algoritmo CCA
% Function cca.m
% y = [y(1),y(2),...,y(Ndat)]; Datos de salida
% u = [u(1),u(2),...,u(Ndat)]; Datos de entrada
% n = dim(x); Dimension del sistema
% k = Numero de filas del Bloque Hankel
function [A,B,C,D,K] = cca(y,u,n,k)
[p,Ndat] = size(y);
if (Ndat < p)
y = y’;
[p,Ndat] = size(y);
end
[m,Ndat] = size(u);
if (Ndat < m)
u = u’;
[m,Ndat] = size(u);
end
N = Ndat-2*k;
ii = 0;
for i = 1:m:2*k*m-m+1
ii = ii+1;
U(i:i+m-1,:) = u(:,ii:ii+N-1);
end
ii = 0;
for i = 1:p:2*k*p-p+1
ii = ii+1;
Y(i:i+p-1,:) = y(:,ii:ii+N-1);
end
Up = U((1:k*m),:);
Uf = U(((k*m+1):(2*k*m)),:);
Yp = Y((1:k*p),:);
Yf = Y(((k*p+1):(2*k*p)),:);
Wp = [Up; Yp];
H = [Uf; Up; Yp; Yf];
[Q,L] = qr(H’,0);
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Algorithm 11 Algoritmo CCA Continuacio´n
L = L’;
R11 = L(1:k*m,1:k*m);
R21 = L(k*m+1:k*(2*m+p),1:k*m);
R31 = L(k*(2*m+p)+1:2*k*(m+p),1:k*m);
R22 = L(k*m+1:k*(2*m+p),k*m+1:k*(2*m+p));
R32 = L(k*(2*m+p)+1:2*k*(m+p),k*m+1:k*(2*m+p));
R33 = L(k*(2*m+p)+1:2*k*(m+p),k*(2*m+p)+1:2*k*(m+p));
Rff = R31*R31’+R32*R32’+R33*R33’;
Rpp = R21*R21’+R22*R22’;
Rfp = R31*R21’+R32*R22’;
[Uf3,Sf,Vf] = svd(Rff);
[Up3,Sp,Vp] = svd(Rpp);
Sf = sqrtm(Sf);
Sfi = inv(Sf);
Sp = sqrtm(Sp);
Spi = inv(Sp);
Lfi = Vf*Sfi*Uf3’;
Lpi = Vp*Spi*Up3’;
OC = Lfi*Rfp*Lpi’;
[UU,SS,VV] = svd(OC);
S1 = SS(1:n,1:n);
U1 = UU(:,1:n);
V1 = VV(:,1:n);
X = sqrtm(S1)*V1’*Lpi*Wp;
XX = X(:,2:N);
X = X(:,1:N-1);
U = Uf(1:m,1:N-1);
Y = Yf(1:p,1:N-1);
ABCD = [XX;Y]/[X;U];
A = ABCD(1:n,1:n);
B = ABCD(1:n,n+1:n+m);
C = ABCD(n+1:n+p,1:n);
D = ABCD(n+1:n+p,n+1:n+m);
W = XX-A*X-B*U;
E = Y-C*X-D*U;
SigWE = [W;E]*[W;E]’/(N-1);
QQ = SigWE(1:n,1:n);
RR = SigWE(n+1:n+p,n+1:n+p);
SS = SigWE(1:n,n+1:n+p);
[P,L,G,Rept] = dare(A’,C’,QQ,RR,SS);
K = G’;
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4. IDENTIFICACIO´N NO-LINEAL POR SUBESPACIOS
HAMMERSTEIN-WIENER
4.1. Introduccio´n
Como se mostro´ en los cap´ıtulos anteriores, se puede observar que existe varias metodolog´ıas
para la identificacio´n de sistemas lineales basado en las entradas y salidas del sistema, los
modelos obtenidos poseen una gran confiabilidad debido que se obtienen mediante el uso de
matrices, proyecciones y descomposicio´n en valores singulares con los datos de entrada y
salida.
Aunque los algoritmos de identificacio´n de subespacios son ra´pidos y robustos, un gran
inconveniente es que su uso se restringe sobre todo a la clase de sistemas lineales. Algunos
intentos de extender el uso de algoritmos de identificacio´n por subespacios para sistemas no
lineales se han hecho y entre ellos aparecen los modelos mediante la conexio´n de bloques de
funciones [8] lineales y no lineales, donde los modelos ma´s simples son el de Hammerstein 4.1
y el de Wiener 4.2 y un modelo ma´s estructurado es el modelo Hammerstein-Wiener [9], que
corresponde a la unio´n de los dos anteriores modelos con un bloque no lineal a la entrada y
a la salida 4.3 y un bloque central lineal.
N L
u(t) y(t)
Figura 4.1: Modelo Hammerstein
L N
u(t) y(t)
Figura 4.2: Modelo Wiener
L N
u(t) y(t)
L
Figura 4.3: Modelo Hammerstein-Wiener
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Para este trabajo se considera este u´ltimo modelo 4.3 donde el bloque lineal se
realizara´ usando el algoritmo de ana´lisis de correlacio´n cano´nica descrito en el cap´ıtulo 3,
y los bloques no lineales son correlaciones esta´ticas no lineales.
4.2. Identificacio´n no lineal modelo Hammerstein-Wiener
4.2.1. Introduccio´n a las no-linealidades esta´ticas
Las ecuaciones (1.1) y (1.2) se pueden trasformar a un sistema Hammerstein-Wiener, con la
introduccio´n de dos no-linealidades esta´ticas f : Rm → Rm y g : Rl → Rl. Con la definicio´n
de estas no-linealidades y asumiendo que la funcio´n g es invertible y existe para todas las
posibles salidas del sistema, las ecuaciones pueden ser reescritas de la siguiente forma:
x(t+1) = Ax(t) +Bf(u(t)), (4.1)
g−1(y(t)) = Cx(t) +Du(t), (4.2)
Donde ut ∈ Rm y yt ∈ Rl son la entrada y la salida en un tiempo t y xt ∈ Rn denota el
estado. f : Rm → Rm y g : Rl → Rl son correlaciones esta´ticas no lineales.
De la relacio´n de espacios definida en (1.32) y aplicando la transformacio´n a la entrada f(u(t))
y a la salida g−1(y(t)), la matriz de datos Wp y Wf definidas en (1.28) y (1.29) se convierten
en la siguiente matriz para Wp pero se realiza de manera similar para Wf .
F(Wp) =

f(u0) f(u1) . . . f(uN−1)
...
...
. . .
...
f(uk−1) f(ui) . . . f(uk+N−2)
g−1(y0) g
−1(y1) . . . g
−1(yN−1)
...
...
. . .
...
g−1(yk−1) g
−1(yi) . . . g
−1(yk+N−2)

(4.3)
Una vez conocidos los estados, los cuales se determinan ma´s adelante se pueden obtener las
funciones no lineales f(u) y g−1(y) usando te´cnicas de regresio´n con ma´quinas de soporte
vectorial LS-SVM.
4.2.2. Introduccio´n al Kernel
Para extraer los estados de un sistema dina´mico no lineal empleando ana´lisis de kernel CCA
o KCCA, se emplea el kernel conocido como ANOVA el cual mapea los datos disponibles a
un espacio dimensional de orden superior de dimensio´n nH . En este nuevo espacio de orden
superior se puede aplicar el me´todo descrito en el cap´ıtulo anterior. Las caracter´ısticas del
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nuevo sistema de orden superior ϕu : Rm → RnH y ϕy : Rl → RnH . Mapeando la matriz de
datos Wp con el kernel, se tiene la estructura mostrada a continuacio´n:
φp = φ(Wp) =

ϕu(u0) ϕ
u(u1) . . . ϕ
u(uN−1)
...
...
. . .
...
ϕu(uk−1) ϕ
u(ui) . . . ϕ
u(uk+N−2)
ϕy(y0) ϕ
y(y1) . . . ϕ
y(yN−1)
...
...
. . .
...
ϕy−1(yk−1) ϕy(yi) . . . ϕy(yk+N−2)

(4.4)
una definicio´n similar se aplica para la matriz de datos futuros φf = φ(Wf)
4.2.3. Estimacio´n de los estados KCCA
Partiendo del algoritmo descrito en el cap´ıtulo 3 donde el vector de estados se obtiene de la
siguiente ecuacio´n para el caso lineal
X¯k = CkΣ
−1
pp|uW0|k−1 = S
1/2V TM−1W0|k−1 (4.5)
Xˆk+1 = X¯k(:, 2 : N) (4.6)
Xˆk = X¯k(:, 1 : N − 1) (4.7)
Una vez se mapean los elementos de las matrices de datos Wp y Wf pasados y futuros, la
nueva ecuacio´n para los estados queda determinada as´ı:
Xˆf = Vˆp(1 : n, :)TKcp (4.8)
Xˆk+1 = Xˆf(:, 2 : N) (4.9)
Xˆk = Xˆf(:, 1 : N − 1) (4.10)
V = φpCkΣ−1pp|u (4.11)
Kcp = (φp − 1TN ⊗ (1/N)
j∑
s=1
φp(:, s))
T (φp − 1TN ⊗ (1/N)
j∑
s=1
φp(:, s)) (4.12)
4.2.4. Estimacio´n de la matrices A y B y la funcio´n no-lineal f
Una vez los estados son obtenidos, se estiman las matrices A y B y la funcio´n no lineal f las
cuales pueden ser estimadas como se muestra a continuacio´n.
(Aˆ, Bˆ, fˆ) =
ARGMIN
A,B, f
∥∥∥∥Xˆk+1 − [A B] [XˆkUf
]∥∥∥∥2
F
(4.13)
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Donde Uf =
[
f(uk) f(uk+1) . . . f(uk+N−2)
]
. Para resolver el anterior problema utilizando
regresio´n con ma´quinas de soporte vectorial (LS-SVM) el primer paso es reemplazar la
siguiente ecuacio´n en (4.13).
Bf =

wTf,1
wTf,2
...
wTf,n
ϕu (4.14)
Siendo ϕu el mapeo de los datos de entrada Uϕ =
[
ϕu(uk uk+1) . . . uk+N−2
]
(Aˆ, Bˆ, fˆ) =
ARGMIN
A,B, f
∥∥∥∥∥∥∥∥∥Xˆk+1 − AXˆk −

wTf,1
wTf,2
...
wTf,n
Uϕ
∥∥∥∥∥∥∥∥∥
2
F
(4.15)
El resultado obtenido al aplicar LS-SVM es el siguiente:
minw,E,AJ (w,E) = 1
2
n∑
s=1
wTf,swf,s +
γu
2
n∑
s=1
N−1∑
t=1
E(s, t)2 (4.16)
Condicion Xˆk+1(s, t) = AXˆk(:, t) + w
T
f Uϕ(:, t) + E(s, t) (4.17)
∀s = 1, ..., n. (4.18)
t = 1, ..., N − 1. (4.19)
A partir de la ecuacio´n (4.13) y con la condicio´n estimada en (4.16), se aplica mı´nimos
cuadrados con ma´quinas de soporte vectorial para estimar B y las entradas trasformadas
Uf se obtienen de la aproximacio´n ATKu. A y A son obtenidas con la solucio´n del siguiente
sistema de ecuaciones lineales:
[
0 Xˆi
XˆTi Ku + γ−1u IN−1
] [
0 Xˆi
XˆTi Ku + γ−1u IN−1
] [
AT
A
]
=
[
0
XˆTk+1
]
(4.20)
Con:
A =

α1,1 α2,1 . . . αn,1
α1,2 α2,2 . . . αn,2
...
...
. . .
...
α1,N−1 α2,N−1 . . . αn,N−1

wf,s =
N−1∑
t=1
αs,tϕ
u(uk+t−1), s = 1, . . . , n.
Ku(p, q) = Ku(uk+p1, uk+q−1), p, q = 1, . . . , N − 1.
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Este sigue directamente la funcio´n de Lagrange:
L(w,A,E;α) = J (w,E)−
n∑
s=1
N−1∑
t=1
αs,t
(
Xˆk+1(s, t)− AXˆk(:, t)− wTf,sUϕ(:, t)− E(s, t)
)
Con las condiciones de optimizacio´n: ∂L
∂wf,s
= 0, ∂L
∂A
= 0, ∂L
∂E(s,t)
= 0, ∂L
∂αs,t
= 0, teniendo en
cuenta que:
BUf =

wTf,1
wTf,2
...
wTf,n
Uϕ = ATKu. (4.21)
4.2.5. Estimacio´n de la matrices C y D y la funcio´n no-lineal g
Una vez se ha obtenido una estimacio´n Uˆf , las matrices C y D y la no linealidad g se obtiene
de la solucio´n por mı´nimos cuadrados de:
(Cˆ, Dˆ, gˆ) =
ARGMIN
C,D, g−1
∥∥∥∥Yg − [C D] [XˆkUˆf
]∥∥∥∥2
F
(4.22)
Donde Yg =
[
g−1(yk) g
−1(yk+1) . . . g
−1(yk+N−2)
]
. Aplicando LS-SVM a (4.22) se tiene la
siguiente expresion:
minw,E,C,DJ (w,E) = 1
2
l∑
s=1
wTg,swg,s +
γy
2
n∑
s=1
N−1∑
t=1
E(s, t)2 (4.23)
Condicion Xˆk(1, t) = w
T
g,sYϕ(:, t)− C(s, 2 : n)Xˆk(2 : n, t)−D(s, :)Uf(:, t)− E(s, t)(4.24)
∀s = 1, ..., l. (4.25)
t = 1, ..., N − 1. (4.26)
Con Yϕ =
[
ϕy(yk) ϕ
y(yk+1) . . . ϕ
y(yk+N−2)
]
.
A partir (4.22) y con la condicio´n estimada en (4.23), se aplican mı´nimos cuadrados con
ma´quinas de soporte vectorial para estimar las salidas transformadas Yg. Donde se obtienen
de la aproximacio´n ATKy. Las matrices A , C y D son obtenidas con la solucio´n de la
siguiente sistema de ecuaciones lineales:
 0 0 X¯k(2 : n, :)0 0 Uˆf
Xk(2 : n, :)
T UˆTf Ky + γ−1y IN−1
−C(:, 2 : n)T−DT
A
 =
 00
1Tl ⊗Xk(1, :)T
 (4.27)
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A =

α1,1 α2,1 . . . αn,1
α1,2 α2,2 . . . αn,2
...
...
. . .
...
α1,N−1 α2,N−1 . . . αn,N−1

wg,s =
N−1∑
t=1
αs,tϕ
y(yk+t−1), s = 1, . . . , l.
Ky(p, q) = Ky(yk+p−1, yk+q−1), p, q = 1, . . . , N − 1.
Este sigue directamente la funcio´n de Lagrage:
L(w,E,C,D;α) = J (w,E)−
l∑
s=1
N−1∑
t=1
αs,t
(
wTg,sYϕ(:, t)−Xk(1, t)− C(s, 2 : n)Xi(2 : n, t)−D(s, :)Uf(:, t)− E(s, t)
)
Con las condiciones de optimizacio´n: ∂L
∂wg,s
= 0, ∂L
∂C
= 0, ∂L
∂D
= 0, ∂L
∂E(s,t)
= 0, ∂L
∂αs,t
= 0, teniendo
en cuenta que:
Yg =

wTg,1
wTg,2
...
wTg,n
Yϕ = ATKy. (4.28)
Resumen: Para estimar un modelo no- lineal usando modelo Hammertein-Wiener se
realizan los siguientes pasos .
1. Se estiman los estados Xˆk y Xˆk+1
2. Se obtienen las matrices A, B y la funcio´n f
3. Se obtienen las matrices C, D y la funcio´n g
5. VALIDACIO´N DE LOS ALGORITMOS
5.1. Descripcio´n
En este cap´ıtulo se desarrollara´n los algoritmos presentados en los cap´ıtulos anteriores. Para
el caso determinista y estoca´stico se utilizara´n modelos aleatorios generados por la funcio´n
drss(n, p,m) de Matlab donde n representa el orden del sistema, p representa el numero de
salidas del sistema y m el numero de entradas del sistema. Para la validacio´n del modelo
no lineal se trabajara´ sobre el modelo de un generador eo´lico desarrollado por el grupo de
investigacio´n y publicado bajo el titulo de ”Optimal PI control of a wind energy conversion
system using Particles Swarm”, la funcio´n usada en Matlab para la identificacio´n usando
modelos Hammerstein-Wiener fue nlhw(data, LinModel), donde la matriz data contiene los
datos de entrada y salida del modelo a estimar, y la matriz LinModel contiene el modelo
inicial lineal estimado, usando el algoritmo N4SID. El porcentaje de ajuste de un modelo
con otro se realizo´ usando la funcio´n compare(D,S) la cual compara los datos de estimacio´n
D, con el modelo de estimacio´n S, esta funcio´n entrega como salida el porcentaje de ajuste
Fit entre los datos y el modelo. Para obtener el porcentaje de ajuste Fit se calcula con la
ecuacio´n (5.1).
Fit = 100(1− ‖y − yˆ‖∥∥y − ˆ¯y∥∥), (5.1)
5.2. Validacio´n Modelos Lineales - Determinista MOESP
5.2.1. Caso 1:Modelo de orden 2, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se representa en la figura
5.1.
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Modelo Origuinal
y(n)=Cx(n)+Du(n)
x(n+1)=Ax(n)+Bu(n)
Modelo Estimado
y(n)=Cx(n)+Du(n)
x(n+1)=Ax(n)+Bu(n)
Figura 5.1: Modelo de Simulacio´n
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 2; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS
Modelo generado
A =
[−0.5869 −0.0675
−0.0675 −0.5058
]
.
B =
[−1.0206
−3.0730
]
.
C =
[
0.6263 0
]
.
D =
[
0
]
.
Polos = [−0.6251− 0.4676].
Modelo Estimado
Ae =
[−0.7163 0.1477
−0.1535 −0.3764
]
.
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Be =
[
0.8779
−0.1550
]
.
Ce =
[−0.7562 −0.1593].
De =
[−2.5292× 10−16].
Polos [-0.6251 -0.4676]
Fit 99.999999999999744
Error min −6.2172x10−15
Error max −6.2172x10−15
Tabla 5.1: Resultados Caso 1
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.2 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que
los dos salidas no coinciden y que su error de estimacio´n es muy alto. En la figura 5.3
se observa que existe una coincidencia de los dos salidas con un porcentaje de ajuste
Fit = 99.999999999999744. La figura 5.4 muestra el error de estimacio´n el cual posee un
mı´nimo min(err1) = −6.2172x10−15 y un ma´ximo max(err1) = 6.2172x10−15, adema´s
se mostro´ anteriormente que los polos del sistema generado aleatoriamente y del modelo
estimado son iguales.
0 2 4 6 8 10
−3
−2
−1
0
1
2
3
Inicial
Tiempo
M
ag
ni
tu
d
 
 
Y1
Yest1
Err1
Figura 5.2: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.3: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.4: Error de estimacio´n
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5.2.2. Caso 2:Modelo de orden 3, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.1.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS
Modelo generado
A =
−0.6373 0.0249 −0.00650.0067 −0.6383 −0.246
0.0248 0.0057 −0.6276
.
B =
−0.62490
0.3926
.
C =
[
1.3018 −0.5936 0.4364].
D =
[−0.5044].
Polos =
 −0.6591−0.6221 + 0.0236i
−0.6221− 0.0236i

Modelo Estimado
Ae =
−0.6389 0.0314 −0.00100.0317 −0.6402 −0.0371
0.0011 0.0315 −0.6242
.
Be =
0.85550.0215
0.0013
.
Ce =
[−0.7500 −0.0252 0.0009].
De =
[−0.5044].
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.5 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que
los dos modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.6
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Polos [-0.6591 -0.6221+0.0236i -0.6221-0.0236i]
Fit 99.999999999999943
Error min −1.3323x10−15
Error max 1.7763x10−15
Tabla 5.2: Resultados Caso 2
se observa que existe una coincidencia de los dos modelos con un porcentaje de ajuste
Fit = 99.999999999999943, la figura 5.7 muestra el error de estimacio´n el cual posee un
mı´nimo min(err1) = −1.3323x10−15 y un ma´ximo max(err1) = 1.7763x10−15, adema´s
se mostro´ anteriormente que los polos del sistema generado aleatoriamente y del modelo
estimado son iguales.
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Figura 5.5: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.6: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.7: Error de estimacio´n
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5.2.3. Caso 3:Modelo de orden 4, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.1.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 4; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS Modelo generado
A =

−0.1869 0.0972 −0.5126 0.2249
0.0972 0.3096 0.1230 −0.0158
−0.5126 0.1230 −0.0932 0.3371
0.2249 −0.0158 0.3371 0.1708
.
B =

−0.1818
−0.9395
−0.0375
−1.8963
.
C =
[−2.1280 −1.1769 −0.9905 −1.1730].
D =
[−1.7254].
Polos =

−0.8330
0.4595
0.2519
0.3219

Modelo Estimado
Ae =

0.3925 0.2479 0.0728 −0.0016
−0.2543 −0.8887 0.0551 −0.0013
0.0740 −0.0572 0.3845 0.0488
−0.0017 0.0011 0.0494 0.3120
.
Be =

−2.1556
−0.6229
0.0011
−0.0029
.
Ce =
[−1.8794 −0.4766 −0.0509 −0.0010].
De =
[−1.7254].
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Polos [-0.8330 0.4595 0.2519 0.3219]
Fit 99.999999999999829
Error min −1.8651x10−14
Error max 1.6875x10−14
Tabla 5.3: Resultados Caso 3
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.8 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que
los dos modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.9
se observa que existe una coincidencia de los dos modelos con un porcentaje de ajuste
Fit = 99.999999999999829, la figura 5.10 muestra el error de estimacio´n el cual posee un
mı´nimo min(err1) = −1.8651x10−14 y un ma´ximo max(err1) = 1.6875x10−14, adema´s
se mostro´ anteriormente que los polos del sistema generado aleatoriamente y del modelo
estimado son iguales.
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Figura 5.8: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.9: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.10: Error de estimacio´n
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5.2.4. Caso 4:Modelo de orden 3, con 2 entradas y 2 salidas
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.11.
y est
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err
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White Noise
Modelo Origuinal
y(n)=Cx(n)+Du(n)
x(n+1)=Ax(n)+Bu(n)
Modelo Estimado
y(n)=Cx(n)+Du(n)
x(n+1)=Ax(n)+Bu(n)
Figura 5.11: Modelo de Simulacio´n 2
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 2; % Salidas del modelo
m = 2; % Entradas del modelo
Modelo generado
A =
−0.2994 −0.1015 −0.4564−0.1015 −0.0404 0.2337
−0.4564 0.2337 −0.2714
.
B =
 0.5220 −0.23150.3970 0.6134
−0.4828 1.6829
.
C =
[
0 0.4331 −0.2441
−1.2060 0 −0.2192
]
.
D =
[−0.8798 −0.7844
−0.3208 −0.3650
]
.
Polos =
−0.75440.3286
−0.1854

Modelo Estimado
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Ae =
−0.7793 −0.2081 0.08020.2763 0.3761 −0.0250
0.0725 −0.4544 −0.2079
.
Be =
−0.0005 0.9920−0.0392 0.5775
0.0688 −0.0482
.
Ce =
[−0.0376 0.3286 0.2506
−0.8244 0.3847 −0.1514
]
.
De =
[−0.0434 −1.6208
−0.1352 −0.5506
]
.
Polos [-0.7544 0.3286 -0.1854]
Fit 1 99.999999999999957
Error min −0.1776x10−14
Error max 0.1776x10−14
Fit 2 99.999999999999943
Error min −0.1776x10−14
Error max 0.1776x10−14
Tabla 5.4: Resultados Caso 4
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.12 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los dos
modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.13 se observa
que existe una coincidencia de los dos modelos con un porcentaje de ajuste de la primera
salida de Fit = 99.999999999999957 y de la segunda salida de Fit = 99.999999999999943,
la figura 5.14 muestra el error de estimacio´n el cual posee un mı´nimo para la primera salida
y segunda salida de min(err1) = −0.1776x10−14 y un ma´ximo para cada una de las salidas
de max(err1) = 0.1776x10−14, adema´s se mostro´ anteriormente que los polos del sistema
generado aleatoriamente y del modelo estimado son iguales.
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Figura 5.12: Resultados obtenidos sin la aplicacio´n del algoritmo
0 2 4 6 8 10
−4
−3
−2
−1
0
1
2
3
4
5
Aplicando software de identificaciòn
Tiempo
M
ag
ni
tu
d
 
 
Y1
Y2
Yest1
Yest2
Err1
Err2
Figura 5.13: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.14: Error de estimacio´n
5.2.5. Caso 5:Modelo de orden 3, con 2 entradas y 3 salidas
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.11.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 3; % Salidas del modelo
m = 2; % Entradas del modelo
Modelo generado
A =
 0.0592 0.0900 −0.12990.0900 −0.0243 −0.0714
−0.1299 −0.0714 −0.1545
.
B =
 0 0.0669−0.7939 −1.6394
0.8598 −2.4247
.
C =
 0 0.0543 1.42541.1458 0.6878 −0.8939
0.1812 0 0
.
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D =
 0 00.1496 0
0 0
.
Polos =
 0.1818−0.0812
−0.2201

Modelo Estimado
Ae =
−0.2342 −0.0295 −0.00850.3291 0.2072 0.0033
−0.0122 0.1570 −0.0926
.
Be =
 0.1005 1.5148−0.1353 0.2966
0.0212 −0.0098
.
Ce =
−1.4675 0.0481 0.0029−0.0725 −0.5014 0.0013
0.0078 0.0022 −0.0793
.
De =
0.6299 −0.62990.0160 0.1336
0.0064 −0.0064
.
Polos 0.1818 -0.0812 -0.2201]
Fit 1 99.999999999999972
Error min −0.0888x10−14
Error max 0.1332x10−14
Fit 2 99.999999999999773
Error min −0.2053x10−14
Error max 0.1665x10−14
Fit 3 99.999999999997968
Error min −0.0585x10−14
Error max 0.0733x10−14
Tabla 5.5: Resultados Caso 4
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.15 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los dos
modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.16 se observa
que existe una coincidencia de los dos modelos con un porcentaje de ajuste de la primera
salida de Fit = 99.999999999999957 y de la segunda salida de Fit = 99.999999999999943,
la figura 5.17 muestra el error de estimacio´n el cual posee un mı´nimo para la primera salida
y segunda salida de min(err1) = −0.1776x10−14 y un ma´ximo para cada una de las salidas
de max(err1) = 0.1776x10−14, adema´s se mostro´ anteriormente que los polos del sistema
generado aleatoriamente y del modelo estimado son iguales.
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Figura 5.15: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.16: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.17: Error de estimacio´n
5.3. Validacio´n Modelos Lineales - Determinista N4SID
5.3.1. Caso 1:Modelo de orden 2, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.18.
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Figura 5.18: Modelo de Simulacio´n
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 2; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS
Modelo generado
A =
[−0.0681 −0.2463
−0.2463 −0.2811
]
.
B =
[
0.7254
−0.0631
]
.
C =
[
0 −0.2050].
D =
[−0.1241].
Polos = [0.0938− 0.4430].
Modelo Estimado
Ae =
[−0.4464 0.0020
−0.9019 0.0971
]
.
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Be =
[−0.1779
0.0848
]
.
Ce =
[
0.0168 0.1876
]
.
De =
[−0.1241].
Polos [-0.4430 0.0938]
Fit 99.999999999999972
Error min −8.3266x10−17
Error max 5.5511x10−17
Tabla 5.6: Resultados Caso 1
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.19 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que
los dos salidas no coinciden y que su error de estimacio´n es muy alto. En la figura 5.20
se observa que existe una coincidencia de los dos salidas con un porcentaje de ajuste
Fit = 99.999999999999972. La figura 5.21 muestra el error de estimacio´n el cual posee un
mı´nimo min(err1) = −8.3266x10−17 y un ma´ximo max(err1) = 5.5511x10−17, adema´s se
mostro´ anteriormente los polos del sistema generado aleatoriamente y del modelo estimado
son iguales.
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Figura 5.19: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.20: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.21: Error de estimacio´n
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5.3.2. Caso 2:Modelo de orden 3, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.18.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS
Modelo generado
A =
−0.4171 0.1321 0.56210.1321 0.2975 0.6064
0.5621 0.6064 −0.2726
.
B =
 0.61250
−1.1187
.
C =
[
0 0.2495 −0.9930].
D =
[
0.9750
]
.
Polos =
 0.8320−0.2265
−0.9977

Modelo Estimado
Ae =
−0.9972 0.0383 −0.00130.0225 0.8316 0.0091
0.0006 −0.0086 −0.2265
.
Be =
−0.9767−0.4574
−0.0070
.
Ce =
[−0.9755 −0.3459 0.0074].
De =
[
0.9750
]
.
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.22 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los
dos modelos no coinciden y que su error de estimacio´n es muy alto. En la figuraa 5.23
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Polos [-0.9977 0.8320 -0.2265]
Fit 99.999999999999815
Error min −1.9984x10−14
Error max 1.9095x10−14
Tabla 5.7: Resultados Caso 2
se observa que existe una coincidencia de los dos modelos con un porcentaje de ajuste
Fit = 99.999999999999815, la figura 5.24 muestra el error de estimacio´n el cual posee un
mı´nimo min(err1) = −1.9984x10−14 y un ma´ximo max(err1) = 1.9095x10−14, ademas
se mostro´ anteriormente que los polos del sistema generado aleatoriamente y del modelo
estimado son iguales.
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Figura 5.22: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.23: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.24: Error de estimacio´n
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5.3.3. Caso 3:Modelo de orden 4, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.18.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 4; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS Modelo generado
A =

−0.2594 −0.0689 −0.2498 0.4095
−0.0689 −0.2265 −0.1079 −0.2491
−0.2498 −0.1079 −0.6899 −0.1420
0.4095 −0.2491 −0.1420 0.2641
.
B =

−0.2857
−0.8314
0
−1.1564
.
C =
[−0.5336 0 0.9642 0.5201].
D =
[−0.0200].
Polos =

0.6001
−0.8311
−0.4803
−0.2004

Modelo Estimado
Ae =

−0.7446 0.1543 0.0403 −0.0213
−0.1555 −0.0421 −0.5056 −0.2700
0.0536 0.3423 −0.8527 0.2095
−0.0179 0.3095 0.1551 0.7277
.
Be =

0.7218
−0.1541
0.0390
−0.0419
.
Ce =
[−0.6543 −0.1666 −0.0327 0.0264].
De =
[−0.0200].
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Polos [-0.8311 -0.4802 -0.2004 0.6001]
Fit 99.999999999999673
Error min −4.5519x10−15
Error max 5.1070x10−15
Tabla 5.8: Resultados Caso 3
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.25 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que
los dos modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.26
se observa que existe una coincidencia de los dos modelos con un porcentaje de ajuste
Fit = 99.999999999999673, la figura 5.27 muestra el error de estimacio´n el cual posee un
mı´nimo min(err1) = −4.5519x10−15 y un ma´ximo max(err1) = 5.1070x10−15, adema´s
se mostro´ anteriormente que los polos del sistema generado aleatoriamente y del modelo
estimado son iguales.
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Figura 5.25: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.26: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.27: Error de estimacio´n
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5.3.4. Caso 4:Modelo de orden 3, con 2 entradas y 2 salidas
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.28.
y est
y
u
err
White Noise1
White Noise
Modelo Origuinal
y(n)=Cx(n)+Du(n)
x(n+1)=Ax(n)+Bu(n)
Modelo Estimado
y(n)=Cx(n)+Du(n)
x(n+1)=Ax(n)+Bu(n)
Figura 5.28: Modelo de Simulacio´n 2
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 2; % Salidas del modelo
m = 2; % Entradas del modelo
Modelo generado
A =
−0.2314 0.0854 −0.0480−0.0148 −0.2845 −0.0851
−0.0969 0.0128 −0.2279
.
B =
0.4434 −0.94800.3919 −0.7411
0 −0.5078
.
C =
[−0.3206 −3.0292 1.2424
0.0125 −0.4570 0
]
.
D =
[
0.9337 0
0 0
]
.
Polos =
 −0.1396−0.3021 + 0.0742i
−0.3021− 0.0742i

Modelo Estimado
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Ae =
−0.4637 −0.1455 0.00050.1630 −0.2439 −0.1299
0.0053 0.1438 −0.0363
.
Be =
−0.8951 0.0961−0.7894 0.7231
−0.2639 0.2594
.
Ce =
[−0.7431 0.0771 −0.0037
−0.1885 −0.0409 0.0110
]
.
De =
[
0.7164 0.2173
0.1062 −0.1062
]
.
Polos [-0.1396 -0.3021+0.0742i -0.3021-0.0742i ]
Fit 1 99.999999999999773
Error min −0.4773x10−14
Error max 0.6106x10−14
Fit 2 99.999999999998209
Error min −0.6612x10−14
Error max 0.7389x10−14
Tabla 5.9: Resultados Caso 4
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.29 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los dos
modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.30 se observa
que existe una coincidencia de los dos modelos con un porcentaje de ajuste de la primera
salida de Fit1 = 99.999999999999773 y de la segunda salida de Fit2 = 99.999999999998209,
la figura 5.31 muestra el error de estimacio´n el cual posee un mı´nimo para la primera
salida min(err1) = −0.4773x10−14 y segunda salida de min(err2) = −0.6612x10−14 y un
ma´ximo para la primera salidas de max(err1) = 0.6106x10−14 y para la segunda salida
max(err2) = 0.7389x10−14, adema´s se mostro´ anteriormente que los polos del sistema
generado aleatoriamente y del modelo estimado son iguales.
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Figura 5.29: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.30: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.31: Error de estimacio´n
5.3.5. Caso 5:Modelo de orden 3, con 2 entradas y 3 salidas
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.28.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 3; % Salidas del modelo
m = 2; % Entradas del modelo
Modelo generado
A =
0.5097 0.3143 0.34100.0844 0.6466 −0.3651
0.4560 −0.2040 0.2201
.
B =
−1.2038 −0.0209−0.2539 −0.5607
0 2.1778
.
C =
 0 −1.3981 0.7477−2.4969 −0.2551 0
0.4413 0 1.5763
.
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D =
−0.4809 0.08520.3275 0.8810
0.6647 0
.
Polos =
 −0.20150.7889 + 0.1517i
0.7889− 0.1517i

Modelo Estimado
Ae =
 0.7133 0.1074 −0.22600.3698 0.5352 0.1982
−0.2092 0.6401 0.1278
.
Be =
−0.6614 −1.6721−0.2559 1.1043
0.2134 −0.7804
.
Ce =
−1.2235 0.1544 0.3858−1.1667 −0.0663 −1.0572
−0.7220 1.1766 −0.3690
.
De =
1.1367 −1.53240.7183 0.4901
0.5334 0.1314
.
Polos [-0.2015 0.7889+0.1517i 0.7889-0.1517i]
Fit 1 99.999999999999858
Error min −0.1598x10−13
Error max 0.8881x10−14
Fit 2 99.999999999999829
Error min −0.1776x10−13
Error max 0.8881x10−14
Fit 3 99.999999999999929
Error min −0.0444x10−13
Error max 0.5329x10−14
Tabla 5.10: Resultados Caso 5
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.32 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los dos
modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.33 se observa
que existe una coincidencia de los dos modelos con un porcentaje de ajuste de la primera
salida de Fit = 99.999999999999957 y de la segunda salida de Fit = 99.999999999999943,
la figura 5.34 muestra el error de estimacio´n el cual posee un mı´nimo para la primera salida
y segunda salida de min(err1) = −0.1776x10−14 y un ma´ximo para cada una de las salidas
de max(err1) = 0.1776x10−14, adema´s se mostro´ anteriormente que los polos del sistema
generado aleatoriamente y del modelo estimado son iguales.
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Figura 5.32: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.33: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.34: Error de estimacio´n
5.4. Validacio´n Modelos Lineales - Modelo General Usando CCA
5.4.1. Caso 1:Modelo de orden 2, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.35.
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Figura 5.35: Modelo de Simulacio´n CCA
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 2; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS
Modelo generado
A =
[
0.3195 0.4762
0.4762 0.6515
]
.
B =
[−1.5083
0
]
.
C =
[
0 0.5281
]
.
D =
[
0
]
.
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K =
[
0.3394x10−5 0.2727x10−5
]
.
Polos = [−0.01880.9898].
Modelo Estimado
Ae =
[
0.0392 0.1607
0.3435 0.9317
]
.
Be =
[−0.1203
0.0050
]
.
Ce =
[
0.4274 10.2992
]
.
De =
[−2.0460x10−9].
Polos [-0.0188 0.9898]
Fit 99.999996306919471
Error min −5.2117x10−8
Error max 1.3703x10−8
Tabla 5.11: Resultados Caso 1
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.36 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que
los dos salidas no coinciden y que su error de estimacio´n es muy alto. En la figura 5.37
se observa que existe una coincidencia de los dos salidas con un porcentaje de ajuste
Fit = 99.999996306919471. La figura 5.38 muestra el error de estimacio´n el cual posee
un mı´nimo min(err1) = −5.2117x10−8 y un ma´ximo max(err1) = 1.3703x10−8, adema´s
se mostro´ anteriormente que los polos del sistema generado aleatoriamente y del modelo
estimado son iguales.
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Figura 5.36: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.37: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.38: Error de estimacio´n
5.4.2. Caso 2:Modelo de orden 3, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.35.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS
Modelo generado
A =
 0.2991 −0.2791 −0.2408−0.2791 −0.0544 −0.0077
−0.2408 −0.0077 0.2223
.
B =
 0−0.5940
0
.
C =
[
0.3563 0 0.3657
]
.
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D =
[
0
]
.
K =
0.5702x10−50.3465x10−5
0.5575x10−5
.
Polos =
 0.5797−0.2452
0.1325

Modelo Estimado
Ae =
 0.3913 0.0773 0.0276−0.8314 −0.3996 0.0113
0.1532 −0.3619 0.2185
.
Be =
−0.1120−0.0457
−0.0017
.
Ce =
[−0.1884 0.4620 0.0000].
De =
[
2.1437x10−12
]
.
Ke =
−0.49880.3867
−1.6944
.
Polos [0.5702 -0.2452 0.1325]
Fit 98.104409281901297
Error min −0.0022
Error max 0.0027
Tabla 5.12: Resultados Caso 2
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.39 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los
dos modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.40 se
observa que existe una coincidencia de los dos modelos con un porcentaje de ajuste Fit =
98.104409281901297, la figura 5.41 muestra el error de estimacio´n el cual posee un mı´nimo
min(err1) = −0.0022 y un ma´ximo max(err1) = 0.0027, ademas se mostro´ anteriormente
que los polos del sistema generado aleatoriamente y del modelo estimado son iguales.
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Figura 5.39: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.40: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.41: Error de estimacio´n
5.4.3. Caso 3:Modelo de orden 4, con 1 entrada y 1 salida
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.35.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 4; % Orden del sistema
p = 1; % Salidas del modelo
m = 1; % Entradas del modelo
RESULTADOS Modelo generado
A =

−0.3338 −0.2244 0.2934 0.1759
−0.3813 −0.3266 0.1445 0.0068
0.1482 0.3072 −0.1724 −0.0515
0.0052 −0.1471 0.1094 −0.7754
.
B =

0.9117
2.3062
0
0.6427
.
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C =
[
0.0047 0.1298 0.5814 0
]
.
D =
[
0
]
.
K =

0.7179x10−5
0.5590x10−5
0.5334x10−5
0.8757x10−5
.
Polos =

−0.0105 + 0.1342i
−0.0105− 0.1342i
−0.7936 + 0.1404i
−0.7936− 0.1404i

Modelo Estimado
Ae =

−0.0457 0.7764 −0.0563 −0.0049
−0.0032 −0.6177 −0.0820 −0.0079
−0.2248 −0.0069 −0.9016 −0.1819
−0.4411 −0.0303 0.0731 0.7032
.
Be =

−0.0677
−0.0197
0.0197
0.0242
.
Ce =
[−4.4715 0.0001 0.0000 0.0000].
De =
[
2.8215x10−10
]
.
Be =

0.0867
−0.1166
−0.3539
0.1390
.
Polos [0.6933 0.0015 -0.7783+0.0286i -0.7783-0.0286i]
Fit 96.451927734745396
Error min −0.0491
Error max 0.0445
Tabla 5.13: Resultados Caso 3
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.42 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los
dos modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.43 se
observa que existe una coincidencia de los dos modelos con un porcentaje de ajuste Fit =
96.451927734745396, la figura 5.44 muestra el error de estimacio´n el cual posee un mı´nimo
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min(err1) = −0.0491 y un ma´ximo max(err1) = 0.0445.
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Figura 5.42: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.43: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.44: Error de estimacio´n
5.4.4. Caso 4:Modelo de orden 3, con 2 entradas y 2 salidas
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.45.
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Figura 5.45: Modelo de Simulacio´n 2
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 2; % Salidas del modelo
m = 2; % Entradas del modelo
Modelo generado
A =
−0.2269 −0.5350 0.0866−0.5350 0.1984 0.2431
0.0866 0.2431 −0.6886
.
B =
−0.1860 0.9143−0.4209 −0.4297
0 −1.3464
.
C =
[−0.9136 −1.0926 −0.1224
0.3333 −0.3870 0
]
.
D =
[
0 0
−0.2263 0
]
.
K =
0.2185 0.83670.8710 0.8593
0.2118 0.5234
.
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Polos =
 0.5803−0.4341
−0.8634

Modelo Estimado
Ae =
−0.7607 0.0394 −0.12200.2830 −0.5496 0.6195
−0.6026 −0.1028 0.5918
.
Be =
 0.0809 00.0467 0
−0.0750 0
.
Ce =
[−4.5593 4.9829 −7.5004
1.9871 0.3344 −5.2924
]
.
De =
[
0.0001 0
−0.2264 0
]
.
Ke =
 0.3168 0.1915−0.0694 −0.0943
0.0476 −0.2036
.
Polos [0.5829 -0.8585 -0.4428]
Fit 1 98.819976915048116
Error min −0.0367
Error max 0.0394
Fit 2 99.739943140680168
Error min −0.0054
Error max 0.0037
Tabla 5.14: Resultados Caso 4
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.46 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los dos
modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.47 se observa
que existe una coincidencia de los dos modelos con un porcentaje de ajuste de la primera
salida de Fit1 = 98.819976915048116 y de la segunda salida de Fit2 = 99.739943140680168,
la figura 5.48 muestra el error de estimacio´n el cual posee un mı´nimo para la primera salida
min(err1) = −0.0367 y segunda salida demin(err2) = −0.0394 y un ma´ximo para la primera
salidas de max(err1) = 0.0394 y para la segunda salida max(err2) = 0.0037.
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Figura 5.46: Resultados obtenidos sin la aplicacio´n del algoritmo
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Figura 5.47: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.48: Error de estimacio´n
5.4.5. Caso 5:Modelo de orden 3, con 2 entradas y 3 salidas
Para la simulacio´n del modelo se utiliza Simulink de Matlab, el cual se encuentra representado
en la figura 5.45.
Inicializacio´n del modelo
i = 8; % Filas del bloque
n = 3; % Orden del sistema
p = 3; % Salidas del modelo
m = 2; % Entradas del modelo
Modelo generado
A =
 0.2758 −0.3079 −0.0409−0.2326 −0.1245 −0.2864
−0.2059 −0.2033 0.3001
.
B =
 0 0−1.5130 0
0 0
.
C =
 0.3258 0.3476 0−1.4419 −0.1031 −0.9194
−0.9601 0.6606 −0.9705
.
100 Validacio´n de los algoritmos
D =
 0 00 −0.9486
0.0129 0.4468
.
K =
0.6224 0.5716 0.36550.6880 0.3162 0.6988
0.2968 0.8095 0.6334
.
Polos =
 −0.37240.4119 + 0.0998i
0.4119− 0.0998i

Modelo Estimado
Ae =
−0.3688 0.1359 −0.8036−0.8623 0.2949 0.2818
−0.1355 −0.0423 0.5251
.
Be =
−0.0260 00.0144 0
−0.0571 0
.
Ce =
 6.7509 −1.1175 5.8579−14.9375 −1.6604 3.6576
−1.8836 −4.2897 17.2973
.
De =
 0.0000 0−0.9487 0
0.4597 0
.
Ke =
 17.4066 8.8554 −7.7957−22.9450 −11.6023 10.3067
18.3557 9.3239 −8.2028
.
Polos [-0.3720 0.4116+0.0978i 0.4116-0.0978i]
Fit 1 99.982444043490688
Error min −0.0003
Error max 0.0003
Fit 2 99.973405722942303
Error min −0.0010
Error max 0.0010
Fit 3 99.961734852840507
Error min −0.0014
Error max 0.0012
Tabla 5.15: Resultados Caso 5
Los resultados obtenidos pueden observarse en las siguientes gra´ficas, la figura 5.49 representa
el modelo antes de la aplicacio´n del algoritmo de identificacio´n y se puede verificar que los dos
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modelos no coinciden y que su error de estimacio´n es muy alto. En la figura 5.50 se observa
que existe una coincidencia de los dos modelos con un porcentaje de ajuste de la primera
salida de Fit = 99.999999999999957 y de la segunda salida de Fit = 99.999999999999943,
la figura 5.51 muestra el error de estimacio´n el cual posee un mı´nimo para la primera salida
y segunda salida de min(err1) = −0.1776x10−14 y un ma´ximo para cada una de las salidas
de max(err1) = 0.1776x10−14, ademas se muestro anteriormente que los polos del sistema
generado aleatoriamente y del modelo estimado son iguales.
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Figura 5.49: Resultados obtenidos sin la aplicacio´n del algoritmo
102 Validacio´n de los algoritmos
0 5 10 15 20 25
−4
−3
−2
−1
0
1
2
3
4
Aplicando software de identificaciòn
Tiempo
M
ag
ni
tu
d
 
 
Y1
Y2
Y3
Yest1
Yest2
Yest3
Err1
Err2
Err3
Figura 5.50: Resultados obtenidos aplicando el algoritmo de identificacio´n
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Figura 5.51: Error de estimacio´n
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5.5. Validacio´n Modelos No-Lineales - Hammerstein-Wiener
5.5.1. Generador Eo´lico
Para la simulacio´n del generador eo´lico se partio´ de las ecuaciones de estado [10], donde L es
la inductancia de la carga , Rl es la resistencia de la carga , JH es el coeficiente de inercia del
generador. El vector de estados representado por x = [x1, x2, x3] = [id, iq, w] y las entradas
del sistema u = [u1, u2] = [Rl, v] y la salida se encuentra representada por la velocidad del
rotor w.
El modelo del aerogenerador se desarrollo´ usando el Simulink de Matlab y se describe en la
figura 5.52. La etapa de identificacio´n se realizo´ mediante el modelo 5.53. Para determinar
el error de estimacio´n se utilizo´ el error medio cuadra´tico o MSE y el ajuste porcentaje de
ajuste FIT .
dx1
dt
=
1
L+ Ls
(−Rx1 + np(L+ Ls)x2x3 − x1u1) (5.2)
dx2
dt
=
1
L+ Ls
(−Rx1 + np(L+ Ls)x1x3 + npϕmx3 − x2u1) (5.3)
dx3
dt
=
1
JH
(
η
(
d1
G
u21 +
d2
G2
u2x3 +
d3
G3
x23
)
− npϕmx2
)
(5.4)
y =
[
0 0 1
]
x3 (5.5)
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Figura 5.52: Modelo No Lineal Aerogenerador
5.5 Validacio´n Modelos No-Lineales - Hammerstein-Wiener 105
y
u
err
YestL1
YestL
White Noise2
White Noise1
Modelo Lineal Estimado
y(n)=Cx(n)+Du(n)
x(n+1)=Ax(n)+Bu(n)
Math
Function
u2
Interpreted MATLAB
Function
Interpreted
MATLAB Fcn
Aero Generador
In1
In2
Out1
Figura 5.53: Modelo de identificacio´n
Para excitar el modelo y obtener todo el espectro de informacio´n, se uso´ como entrada del
modelo un ruido blanco 1 gaussiano cuyas propiedades es tener media=0 y Varianza=1,
la sen˜al aplicada al modelo puede observarse en la gra´fica 5.54 donde entran dos sen˜ales
independientes u1 y u2.
1El ruido blanco o sonido blanco es una sen˜al aleatoria (proceso estoca´stico) que se caracteriza por el hecho
de que sus valores de sen˜al en dos tiempos diferentes no guardan correlacio´n estad´ıstica. Como consecuencia
de ello, su densidad espectral de potencia (PSD, siglas en ingle´s de power spectral density) es una constante,
es decir, su gra´fica es plana. Esto significa que la sen˜al contiene todas las frecuencias y todas ellas muestran
la misma potencia. Igual feno´meno ocurre con la luz blanca, de all´ı la denominacio´n.
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Figura 5.54: Sen˜al de entrada
La sen˜al de salida obtenida del modelo no lineal puede observarse en la figura 5.55
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Figura 5.55: Sen˜al de salida aerogenerador
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Una vez aplicado el primer algoritmo N4SID de modo que este sea el modelo lineal inicial
para la aplicacio´n del la funcio´n de Matlab NLHW se obtiene el siguiente resultado donde se
muestran la salida del aerogenerador la salida del modelo lineal estimado y el error cuadra´tico
de estimacio´n, este resultado puede observarse en la figura 5.56. De esta gra´fica se puede
observar que la salida del modelo lineal inicial estimado no sigue exactamente a la salida
original, pero tiene un comportamiento similar.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
Aplicando software de identificaciòn Lineal
Tiempo
M
ag
ni
tu
d
 
 
Y
Yest
Err
Figura 5.56: Sen˜al de salida areogenerador y sen˜al estimada
Una vez aplicada la funcio´n de Matlab NLHW e inicializada con el modelo lineal obtenido
por el me´todo N4SID y utilizando para las funciones no lineales de la entrada y la salida
una funcio´n lineal a trozos o pwlinear, se obtienen los resultados descritos en la tabla 5.16 y
en la figura 5.57, donde se puede observar que la sen˜al estimada ya sigue a la salida real de
una forma mucha ma´s adecuada con un porcentaje de ajuste FIT = 89.955842748232939 y
un error medio cuadra´tico MSE = 0.00124972721326
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Polos 0
Fit 1 0
Error min 0
Error max 0
Fit 2 0
Error min 0
Error max 0
Fit 3 99.961734852840507
Error min −0.0014
Error max 0.0012
Tabla 5.16: Resultados Caso 6
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Figura 5.57: Sen˜al de salida areogenerador y sen˜al estimada aplicando H-W
Las funciones no-lineales de las entradas se puede observar en la gra´fica 5.58, las cuales se
determinaron con la funcio´n pwlinear con treinta puntos de inflexio´n.
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Figura 5.58: Sen˜ales no lineales de las entradas
El modelo lineal estimado se puede observar en la gra´fica 5.59, donde se puede ver el
comportamiento que presenta la salida con la aplicacio´n de un escalo´n unitario.
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Figura 5.59: Sen˜al de salida del modelo lineal aplicando escalo´n unitario
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La funcio´n no lineal de salida pude observarse en la grafica 5.60
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Figura 5.60: Sen˜al no lineal de la salida
CONCLUSIONES
1. Como se puede observar los algoritmos de identificacio´n para sistemas lineales son muy
robustos y ofrecen muy buenos resultados en la estimacio´n de modelos por espacio de estados
so´lo conociendo su orden o con una aproximacio´n de este y con un nu´mero pequen˜o de
muestras. Donde los porcentajes de ajuste del modelo obtenido con respecto al real, estuvo
siempre en el orden del FIT = 99.99.
2. Una vez obtenido el modelo de espacio de estados en forma lineal, a este se le pueden
aplicar algoritmos de control cla´sico o te´cnicas de control cuadra´tico.
3. Como se observo´ la extensio´n a sistemas MIMO, MISO, SIMO fue sencilla debido a que
las entradas y salidas del modelo a estimar solamente ampl´ıan la dimensio´n de las matrices
pero su implementacio´n es la misma a diferencia de otras te´cnicas.
4. Para el caso de modelos no lineales se pudo observar que los modelos de Hammerstein y
de Wiener realizan un aporte significativo, incluyendo las no linealidades a un modelo lineal
de forma que este se comporte en su conjunto como un sistema no lineal.
5. Aunque los resultados obtenidos para el caso no lineal no fueron los mismos que para el
caso lineal, se encontro´ un porcentaje de ajuste de FIT = 89.95, lo cual es una muy buena
aproximacio´n del modelo no lineal.
6. Finalmente los algoritmos descritos no dependen de la aplicacio´n, siempre y cuando los
sistemas sean dina´micos y se les puede aplicar las te´cnicas anteriormente descritas para
encontrar en modelo matema´tico.
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