Abstract-A method of speech enhancement using microphonearray signal processing based on the subspace method is proposed and evaluated in this paper. The method consists of the following two stages corresponding to the different types of noise. In the first stage, less-directional ambient noise is reduced by eliminating the noise-dominant subspace. It is realized by weighting the eigenvalues of the spatial correlation matrix. This is based on the fact that the energy of less-directional noise spreads over all eigenvalues while that of directional components is concentrated on a few dominant eigenvalues. In the second stage, the spectrum of the target source is extracted from the mixture of spectra of the multiple directional components remaining in the modified spatial correlation matrix by using a minimum variance beamformer. Finally, the proposed method is evaluated in both a simulated model environment and a real environment.
I. INTRODUCTION
W HEN applying automatic speech recognition (ASR) to a real environment, it is indispensable to reduce environmental noise to improve the rate of recognition. Various kinds of speech enhancement/noise reduction techniques have been studied for improving the signal-to-noise ratio (S/N) at the input of ASR. However, since the types of noise varies greatly according to the environment, no one speech enhancement technique is able to cover the whole range of noise. Fig. 1 shows a rough classification of noise and the corresponding suitable speech enhancement methods. Speech enhancement techniques can be roughly divided into the multi-microphone approach and the single-microphone approach. The multi-microphone approach can further be divided into the spatial inverse type and the acoustic focus type. Fig. 2 shows a typical directivity pattern of these two types.
As depicted in Fig. 2 , the spatial inverse approach forms a valley of sensitivity in a certain direction by means of adaptation/learning, and is thus suitable for directional interference. A conventional approach of this type is adaptive beamforming [1] . Currently, blind source separation is being intensively studied [2] . The performance of the reduction of directional interference is considered to be higher than in the other methods, regardless of source characteristics, as long as adaptation/learning is successful and the arrival directions of the interferences are different from that of the target signal.
On the other hand, the acoustic focus method steers a spatial acoustic focus to the target source while reducing the gain in the other directions as depicted in Fig. 2 . Since this method has low gain in a wide range of directions, it is suitable for omni-directional or less-directional ambient noise. Delay-and-sum (DS) beamforming is the most widely used conventional method of this type. As compared with the adaptive beamformer, the (deterministically-designed) acoustic focus method usually shows better performance, mainly due to the difficulty in adaptation for the ambient noise in a real environment [3] .
For omni-(or less-) directional ambient noise, a single-microphone speech enhancement technique can also be used. As compared with the DS beamformer with a relatively small-sized array (e.g., 50 cm in the largest dimension with 8 microphones as used in the experiment in this paper), conventional single-microphone methods such as the Wiener filter and spectral subtraction show comparable performance as long as the noise is stationary. In the single-microphone method, significant improvement has been made for nonstationary noise [4] (denoted as an advanced single-microphone method in Fig. 1 ). However, it is still difficult to cover all kinds of nonstationary noise. This is due to the fact that the single-microphone methods utilize a priori knowledge of the noise. The acoustic-focus-type method utilizes only the difference of the spatial characteristics of the signal and noise, and is effective for both stationary and nonstationary ambient noise. In this sense, the acoustic-focus-type method has an advantage over the single-microphone method. However, this advantage for the acoustic focus is limited to the higher frequency range (e.g., over around 1 kHz in the case of the above-mentioned array), due to the phase difference of the input signal being small in the lower frequencies. In the lower frequencies, even if multiple microphones are used, the system is essentially a single-microphone one.
The next step toward covering a wider range of noise types is possibly a combination of the different types of speech enhancement methods. The first attempt of such a combined approach in the field of array processing is a generalized sidelobe canceler (GSC), in which a DS beamformer and an adaptive spatial inverse filter are combined [5] .
In this paper, an alternative approach of combining the spatial inverse and the acoustic focus method is proposed. To enhance the performance for omni-directional ambient noise, noise-dominant subspace reduction (NSR) proposed by the authors [6] is employed. In NSR, ambient noise is reduced by weighting eigenvalues of the spatial correlation matrix so that the noise-dominant subspace is reduced. This NSR is then combined with a minimum variance (MV) beamformer, which works as a spatial inverse filter and can extract an arbitrary directional component from the mixed signal. The MV beamformer is modified so that it works with NSR. The proposed method is based on the subspace method, which has been developed in the field of multi-sensor applications such as radar or sonar as a high resolution DOA (direction of arrival) estimator (e.g., [1] ). A similar approach based on the subspace method has also been proposed for single-microphone speech enhancement by Ephraim et al. [7] . The proposed multi-microphone subspace method and the single-microphone subspace method utilize the same principle of the subspace method, but work in a different domain. In the multi-microphone method, a subspace corresponds to a certain physical space (spatial frequency region), while a subspace corresponds to a certain frequency region in the single-microphone method.
II. MODEL OF SIGNAL/NOISE
Let us consider the acoustic environment as depicted in Fig. 3 where directional signal/noise and omni-directional (or lessdirectional) ambient noise coexist. This sound field is observed by a microphone array with microphones. The direct path from the th sound source to the th microphone has a transfer function with the following simple form: (1) where denotes the gain. In an ideal case, in the far-field condition while for the near-field condition where is the distance between the th sound source and the th microphone. The symbol is the propagation time of sound from the th sound source to the th microphone. The symbol denotes the discrete frequency index. By using the transfer function of the direct path, the input spectrum (Fourier transform of the input signal) observed at the th microphone, , is then expressed as a sum of the directional components plus ambient noise as (2) The symbol denotes the spectrum of the th source. The ambient noise term, , represents the sum of all the spectra except those of the direct sounds from the point-sources. For example, reflection/reverberation of rooms and noise from sources that cannot be represented by the point source such as structural vibration are included in . For this kind of noise, the coherence of the input between the microphones is small. Therefore, these noises must be treated in a different way from that of the direct sound in the array processing.
By using the vector notation, (2) can be written as (3) where is termed the input vector. The symbol denotes the transpose. The directional vector is defined as . The noise vector is defined as . By using the notations, and , (3) is further simplifed as (4) III. SUBSPACE METHOD AND BEAMFORMER In this section, signal processing tools used in this paper are briefly reviewed to facilitate understanding the following sections.
A. Subspace Method
Using the input vector , the spatial correlation matrix is defined as (5) The symbol denotes the Hermitian transpose. Assuming that the directional components and the ambient noise are uncorrelated, can be written using (4) as (6) Here, is the cross-spectrum matrix for the directional sources defined as . The matrix is the spatial correlation matrix of the ambient noise defined as . Next, the generalized eigenvalue decomposition (GEVD, e.g., [8] ) is applied to as
Here, the eigenvector matrix consists of eigenvectors as . The eigenvalue matrix has eigenvalues on the diagonal elements as . Assuming that the power ratio of the directional components to the ambient noise (denoted as direct-ambient ratio) is high, the eigenvalues and eigenvectors have the following properties.
Property 1:
The energy of the directional components is concentrated on the largest eigenvalues.
Property 2:
The energy of the ambient noise equally spreads over all eigenvalues.
Property 3:
The eigenvectors corresponding to the largest eigenvalues become the orthonormal basis of , where denotes the column space of .
Property 4:
The remaining eigenvectors become the basis of , where denotes the orthogonal complement of . The subspaces and are termed signal subspace and noise subspace, respectively. The reason for using GEVD instead of the standard eigenvalue decomposition is that GEVD diagonalizes and flattens its eigenvalues (noise whitening) [9] . Therefore, GEVD guarantees Property 2.
B. Coherent Subspace Method
Usually, the spatial correlation matrix is estimated from the microphone array input by replacing the expectation operator of (5) with time averaging as (8) where and denotes the input vector of the th time frame. The symbols, , denote the range of time averaging and . However, in frame-byframe processing in ASR, sufficient data for estimating the statistically stable spatial correlation matrix are not available in each frame. Since the estimation of the stable spatial correlation matrix is a key factor in the eigenvalue decomposition in the following sections, the coherent subspace method (CSS) [10] is introduced.
In CSS, time-domain averaging is substituted for by frequency-domain averaging as (9) Here, the symbols, , denote the range of frequency averaging and . The symbol denotes the center frequency. For the sake of simplicity, the index for the time frame is omitted hereafter. The matrix is termed "focusing matrix," which executes the following rotation: (10) The function of this rotation can be explained as follows: The directional vectors for the th source at the different frequencies, and , have different directions. The focussing matrix rotates so that and have the same direction for all . By using this rotation and (6), (9) becomes (11) where (12) (13) It can be seen from (11) that the same subspace structure as that in (6) is preserved after frequency averaging. Therefore, Properties 1-4 described in the previous section also hold for . To obtain the focusing matrix , a least square approximation of (10), termed RSS focussing matrix [11] , is employed in this paper.
C. Beamformer
The beamformer that extracts the power spectrum of the th directional component, , from the spatial correlation matrix has the form of (14) The symbol is the coefficient vector. The most widely used beamformer of the acoustic-focus-type is the delay-and-sum (DS) beamformer. The coefficient vector of the DS beamformer which steers the acoustic focus to the th directional component is given by (15) On the other hand, the minimum variance (MV) beamformer, which is an adaptive beamformer, is also widely used. The MV beamformer is derived as a result of constrained optimization, in which the all-pass characteristics in the direction of the target signal are the constraint. Under this constraint, the output power (variance) is minimized, resulting in noise reduction. When there are only directional components in the environment, the MV beamformer yields the spatial inverse as depicted in Fig. 2(b) . When there is ambient noise together with the directional components, the MV beamformer yields the directivity of a mixture of acoustic focus and the spatial inverse. The coefficients of the MV beamformer are given by
The derivation of these beamformers in detail can be found in textbooks such as [1] .
IV. SPEECH ENHANCEMENT METHOD

A. Reduction of the Noise-Dominant Subspace (NSR)
In this section, a method of reducing ambient noise by manipulating the eigenvalues of the spatial correlation matrix is described. Let us denote the eigenvalue matrix and the eigenvector matrix of as and , respectively. These are derived from GEVD of as . Reduction of the energy of the ambient noise in is realized by weighting the eigenvalues so that the noise-dominant eigenvalues are reduced as (17) where is the weights. Using and , the spatial correlation matrix is then reconstructed as (18) Next, how to determine the weights, , is described. When the direct-ambient ratio is high, the energy of the directional components is concentrated on the largest eigenvalues while the rest of the eigenvalues contain the energy of the ambient noise only as described in Properties 1 and 2. In this case, the energy of the ambient noise in the noise subspace can be reduced by simply discarding the -smallest eigenvalues. This is realized by the following weights - (19) assuming that the eigenvalues are sorted in descending order.
However, Properties 1 and 2 hold only when the direct-ambient ratio is high, i.e., over 0 dB. When the direct-ambient ratio is low, it is no longer guaranteed that the energy of the directional components is concentrated on the largest eigenvalues, and the energy of the directional components might leak to the other eigenvalues. In this case, "noise-dominant" subspace is identified by using the following projection. The projection of the th directional vector onto each eigenvector is
Here, the coefficient is the contribution of to the th subspace. Let us define the normalized contribution,
, where gives the maximum element. If
, not much of the energy of the th directional component is contained in the th subspace. In this case, this th subspace is expected to be ambient-noise-dominant. Based on this, the weight vector is determined as when (21) for all and with the initialization of . The symbol is an arbitrary threshold. By using this manipulation, the subspaces where the normalized contribution is smaller than the threshold is discarded. The number of the finally-adopted subspaces, i.e., the number of "1" in , is denoted as . How to determine the threshold is discussed in a later section based on the simulation.
B. Estimation of the Source Power Spectrum
In this section, an arbitrary directional component is extracted from the ambient-noise-reduced correlation matrix, , by the beamformer. In the same manner as (14) , the band-averaged power spectrum of the th directional component is estimated from by
When there is single directional component, i.e., , DS beamformer can be used as . When there are multiple directional components, the th directional component (target) can be extracted by using the MV beamformer. In the conventional MV beamformer (16), the spatial correlation matrix is used to derive the coefficient vector . However, in this paper, the spatial correlation matrix was modified by CSS and NSR in the previous sections, and, therefore, cannot be used for the proposed method. The next option for the spatial correlation matrix in the MV beamformer is , which was processed with CSS and NSR. However, the problem of using is that the number of averaging is insufficient (see Appendix B for details.) In this paper, therefore, the following virtual correlation matrix , which consists of the estimated directional vector , is used. Assuming that NSR is successful, only directional components remain (or are dominant) in . The spatial correlation matrix of the directional components can be written using the directional vector as (23) where is the virtual cross-spectrum matrix of the directional sources. For the purpose of deriving the MV beamformer that extracts a certain directional component, this virtual cross-spectrum matrix does not have to reflect the real cross-spectrum matrix, , which is unknown and is to be estimated. Instead, can be arbitrarily chosen according to the desired directivity pattern. A practical choice of is where is an identity matrix. By using this virtual correlation matrix, the coefficient vector becomes (24) Equation (24) yields the spatial inverse filter which passes the th directional component while reducing the other directional components. This results in directivity similar to that in Fig. 2(b) , in which all-pass characteristics are set in the direction of the th source while nulls are placed in the directions of the other sources. However, the directivity in the directions other than these sources is indefinite. As long as NSR is successful, this indefinite directivity makes no difference in the output. However, when NSR is imperfect, the residual of the ambient noise remains in and might be amplified by the MV beamformer if the directivity except the directions is indefinite. This can be prevented by adding an omni-directional noise term to the virtual correlation matrix as (25) where is the correlation matrix of the virtual omni-directional noise. The parameter is the power of the virtual noise and is arbitrarily chosen according to the desired directivity. The value of is discussed in the following experiments. Using , the final modified MV beamformer coefficient vector is (26) Fig. 4 shows a block diagram of the proposed system. In 4(a), the band-averaged spatial correlation matrix, , is estimated using CSS. In 4(b), is decomposed into subspaces using the generalized eigenvalue decomposition. In 4(c), the directional vectors and the number of directional sources are estimated using a subspace method such as MUSIC [12] and rank analysis [13] . In the later modules, 4(d) and (e), these estimates, and , are used instead of the unknown true and . In 4(d), the energy of the ambient noise is reduced by NSR. Finally, in 4(e), the band-averaged power spectrum of each directional component is estimated by the MV (or DS) beamformer. The estimated band-averaged power spectrum is then transformed to the mel-frequency cepstrum coefficients (MFCC, e.g., [14] ) and is used as a feature vector of ASR.
C. Entire System
V. EXPERIMENT I: MODEL ENVIRONMENT
In this section, the basic characteristics of the proposed method are investigated using a simulated model environment.
A. Conditions
The simulated microphone array was linearly configured with . The interval of the microphones was 6 cm. In the model environment, the directional sources A, B1/B2 and the ambient noise sources C exist as depicted in Fig. 5 . As the ambient noise C, a mixture of independent noise coming from 90 to 90 at every 5 was employed to simulate omni-directional noise. As a sound field, far-field condition with no reflection was assumed. The broad-side of the array corresponds to the front (0 ). From source A, a speech signal (Japanese words, 1-2 s in duration) was emitted. From source B1/B2, either noise or speech was emitted. As noise, white noise or pink noise (low-frequency dominant, spectral gradient of 6 dB/Oct.) was employed. As a speech signal, the same words as source A but in a different order and by a different speaker were employed. The following two cases were investigated: 1) [directional speech A ambient noise C]; 2) [directional speech A directional noise (or speech) B1/B2 ambient noise C].
The parameters of NSR are summarized in Table I . Since MFCC is employed as a feature vector in ASR, the parameters in CSS, , , and are determined so that the bandwidth of the subbands of CSS is equal in the mel-frequencies. Thus, the number of averages, , increases with increasing frequency from 10 at the lowest to 50 at the highest . As the ambient noise correlation matrix, is employed since ambient noise C is almost omni-directional and the correlation of the inputs between the microphones is small. In the MV beamformer, , where denotes the 2-norm of the matrix. The parameters of ASR are summarized in Table II .
B. Results 1: Single Directional Speech Ambient Noise
First of all, case 1) [A C] was investigated. The number of the directional sources was . Fig. 6 shows the recognition rate when the number of the adopted subspaces was varied. This was a preliminary experiment for determining the value of the threshold . The weight was set to for the largest normalized contribution . S/N (the power ratio of the target A to the ambient noise C) 0 dB. S/N was calculated as the ratio of the vowel portion of the speech and the noise. The average power ratio of whole words to noise is roughly 10 dB lower than this S/N. The noise source was white noise. As the spectrum estimator, DS was employed. The combination of DS and NSR is referred to as DS-NSR hereafter. When , NSR is not conducted. In this case, DS and DS-NSR are equivalent. From this figure, it can be seen that the recognition rate was improved as decreased. Especially, when , the recognition rate was improved by 47.5%. Based on this result, only the subspace corresponding to the largest contribution was adopted in the succeeding experiments. This is realized by the threshold, . Fig. 8 shows the recognition rate as a function of S/N. For the sake of comparison, the results for DS and the single-microphone are also shown. From Fig. 8(a) , which shows the results for white noise, improvement at S/N 0 dB is the most significant. Fig. 7 shows the estimation error of the band power spectrum defined as where and are respectively the estimated and the true band power spectrum at the th frame. The estimation error corresponding to the case of S/N 0 dB is depicted. From this figure, the estimation error was reduced for DS-NSR by around 5 dB relative to DS.
In the case of the pink noise shown in the Fig. 8(b) , the recognition rate for both DS-NSR and DS decreased. This is due to the physical limitation of the acoustic-focus-type method described in the introduction. Comparison of DS-NSR and DS shows an improvement by DS-NSR. However, the rate of the improvement is smaller than that for the white noise.
C. Results 2: Single Directional Speech Single Directional Noise Ambient Noise
Next, case 2) [A B1/B2 C] was investigated. As a spectrum estimator, both DS and MV were tested. The noise source was white noise for both B1/B2 and C. The power of B1/B2 and C relative to A is 0 dB and 10 dB, respectively. Fig. 9 shows the recognition rate. For the sake of comparison, a single-microphone Wiener filter was also applied (denoted as in Fig. 9 ). In the Wiener filter, the spectrum of speech was recovered by using the input of one of the microphones as where is the mixed spectrum of B1/B2 and C at the microphone #1. Since the noise B1/B2 and C is stationary, was calculated in advance.
When employing either B1 and B2, MV-NSR showed the best scores. Thus, the MV-NSR approach is suitable for a mixed environment of directional components and ambient noise. In detail, DS-NSR and MV-NSR show similar scores for B2 ( 40 ), while MV-NSR is superior to DS-NSR for B1( 20 ). The reason for MV-NSR showing better scores for B1 is that the location of the target source A and that of the directional noise source B1 are close, and a part of the energy of the directional noise is within the mainlobe of the DS beamformer, while a spatial null is placed in the direction of B1 for MV. Therefore, MV-NSR is especially useful when the directional noise source is located close to the target source.
D. Results 3: Two Directional Speech Signals Ambient Noise
In this section, the ability of signal separation using the MV beamformer was tested. The experimental setup was [A B1 C]. Different from the previous section, two independent speech signals were emitted from sources A and B1. The two speech signals had equal power. The ambient noise level was 5 dB and 10 dB relative to speech. Two sets of MV beamformer coefficient vectors and were used to extract the spectra of the two speech signals. Table III shows the recognition rate of each speech signal. From this, it can be seen that the two speech signals were well separated in terms of the ASR rate by the proposed MV-NSR method.
VI. EXPERIMENT II: REAL ENVIRONMENT
In this section, the proposed method is applied to a real environment where diffused noise (room reverberation) exists as ambient noise.
A. Conditions
The room used in the experiment is a meeting room, the size of which is 8.3 m 7.2 m 3.2 m. The reverberation time was 0.42 s. Target source A, directional noise source B1/B2, and ambient noise source C were located as depicted in Fig. 10 . To simulate ambient noise, source C was placed facing a corner of the room. Then, the impulse responses from these sources to the microphones were measured. The microphone input was generated by convolving these impulse responses with the source signals. In the impulse responses from the ambient noise source C, direct sound was eliminated to generate diffused noise. The noise sources used were white noise and the noise of an elevator (low-frequency dominant). The spectrum of the elevator noise is shown in Fig. 11 . The parameters of NSR and ASR are the same as those of the previous section. The following two cases were investigated: 1) [directional speech A ambient noise C]; 2) [directional speech A directional noise B1].
As the ambient noise correlation matrix in the GEVD block, was employed in the same manner as in the model environment. In real ambient noise, coherence between the microphone inputs exists to some extent, resulting in . However, as for the band-averaged correlation matrix estimated by CSS, the inter-microphone coherence is reduced by the focussing matrix as long as the arrival direction of the ambient noise is different from the focussing angle, resulting in .
B. Results 1: Single Directional Speech Ambient Noise
First, case 1) [A C] was tested. Fig. 12(a) shows the results for the white-noise as an ambient noise source. S/N w/o corresponds to the case when ambient noise C does not exist. Even in this case, the recognition rate was around 70% for both DS-NSR and DS. This is due to the reverberation of the directional speech. The reason for there being no improvement for DS-NSR as compared with DS is that the ratio of the direct sound to the reverberation is high (over 0 dB) in this case. The reverberation for the directional speech is included in ambient noise that arrives from many directions. Therefore, the eigenvalues for the reverberation have a relatively flat distribution. However, as described in Appendix A, when the direct-ambient ratio is high, the noise subspace reduction is implicitly included in the DS process. Therefore, in this case, DS-NSR and DS are equivalent. As S/N decreased, the recognition rate was improved for DS-NSR. Here, S/N is defined as the ratio of the power of the direct sound of the speech to that of ambient noise C.
In the case where elevator noise was employed as the ambient noise source, the recognition rate was much reduced compared with the case in which white noise was used. This is due to the fact that a large portion of noise energy was concentrated in the low frequencies as shown in Fig. 11 . Therefore, in this case, a Wiener filter was further applied to the low frequency range of the output of the array processing to reduce the low frequency component of the noise. The setup of the Wiener filter was the same as that of Section V-C. The range for application of the Wiener filter was the lower 10 mel-frequency bands with a center frequency of 0 to 1388 Hz. This range was determined so that the recognition score was the highest. Fig. 12(b) shows the results for the array signal processing the Wiener filter. As shown by this figure, an improvement was found for DS-NSR as compared with DS.
C. Results 2: Single Directional Speech Single Directional Noise
Next, case 2) [A B1] was investigated. Though ambient noise source C was not employed, the reverberation for A and B1 existed as natural ambient noise. Therefore, this is a case where directional noise and real ambient noise coexist. Fig. 13 shows the directivity pattern of the MV beamformer. Fig. 13(a) is the case when while Fig. 13(b) is the case when . In 13(a), a deep valley appeared in the direction of B1 while an increase in the gain was found in the lower frequencies in directions other than A and B1. On the other hand, in 13(b), the valley in the direction of B1 is shallower while the increase in the gain in the low frequency is relatively small. Fig. 14 shows the recognition rate. In this figure, MV1 and MV2 correspond to the case Fig.13(a) and 13(b) , respectively. As can be seen from this figure, MV2-NSR achieves the best score. The tendency for MV-NSR to be the best among DS, DS-NSR, MV and MV-NSR is the same as that of the simulation since noise source B1 is close to target source A. As compared with MV1-NSR, MV2-NSR shows a better score. This result shows that, in the case tested in this paper, the directivity with the undesired increase in gain being small is better even when the valley in the directional noise source is shallower.
VII. CONCLUSION
A method of speech enhancement with noise-dominant subspace reduction and the MV beamformer was proposed and evaluated in this paper. In this method, less-directional ambient noise is eliminated in the subspace domain by reducing the noise-dominant eigenvalues. Then the remaining mixture of the multiple directional components is decomposed into single component corresponding to each sound source by the modified MV beamformer.
From the results of the evaluation experiment with a model environment, it can be seen that the recognition rate was significantly improved by NSR for omni-directional ambient noise. For a mixture of ambient noise and directional interference, the combination of NSR and the MV beamformer (MV-NSR) was effective, especially when the directional interference was located close to the target source. MV-NSR was also able to separate the mixture of multiple speech signals in the presence of ambient noise.
In the experiment in a real environment, an improvement similar to that of the model environment was found. However, the highest performance achieved was around 20% lower than that in the model environment. This is mainly due to the presence of room reverberation. Room reverberation is modeled as in NSR with the assumption that the ambient noise is independent of the directional components and is stationary. However, the reverberation in the real environment has coherence with the directional components to some extent and dynamically changes its characteristics. This is a problem which should be solved in future work.
As for the frequency range, NSR was found to be effective for the higher frequency range. This is a physical limitation due to the array configuration used in this paper. For low-frequency-dominant noise, a single-microphone Wiener filter was experimentally employed in the lower frequency region together with the proposed method and was found to be effective. As described in the introduction, each speech enhancement method has its own "territory," and to cover the wide variety of noise, the integration of these methods might be effective. However, the exchange of information between the different speech enhancement modules may pose a problem. For example, to combine array processing with the single-microphone method, the information of the residual noise after the array processing must be sent to the single-microphone method. In the particular case reported in this paper, information exchange was not necessary since the territory of NSR and the Wiener filter (limited to the low frequency region) did not overlap. However, information exchange will be necessary, especially for the advanced single-microphone method for nonstationary noise, and is considered to be another challenging issue in the field of speech enhancement.
APPENDIX A RELATION OF NSR AND DS
Let us consider the case of for the sake of simplicity. When the direct-ambient ratio is high, from Property 4 (27)
Using the eigenvalues and eigenvectors of and assuming that , can be written as
Using (28) and (15), the estimated spectrum (14) can be written as
From the orthogonality (27) for
This means that the energy in is reduced and, thus, is equivalent to NSR with . Therefore, when the direct-ambient ratio is high, the reduction of noise subspace is implicitly included in the DS beamformer. On the other hand, when the direct-ambient ratio is low and (27) does not hold, the "noise-dominant" subspaces are not perfectly eliminated. In NSR, these noise-dominant subspaces are forcibly eliminated. Since the noise-dominant subspace might include a portion of the target energy, NSR may cause distortion in the estimated target spectrum . Therefore, there is a trade-off between high noise reduction rate and small distortion in estimating . This trade-off should be taken into account depending on the application.
APPENDIX B USE OF IN (26)
The correlation matrix processed with CSS and NSR, , is estimated in every time frame. The number of averaging is in this paper as indicated in Section V-A. However, for the purpose of deriving the MV beamformer coefficients, much greater averaging is required, especially when the target signal coexists with the other directional interferences. This is mainly due to the cross terms of the target and the other directional components such as not being zero in [15] . These cross terms are theoretically zero if the target and the other directional components are mutually independent. Fig. 15 shows the response of the MV beamformer in the direction of the directional interference derived using under the existence of the target (curve A). In comparison with the response using without the target (curve B), the reduction in gain of curve A is much smaller. Curve C shows the response with the virtual correlation matrix , which exhibits higher performance.
