We show that non-orthogonal wavelets can characterize the fractional Brownian motion (fBm) that is in white noise. We demonstrate the point that discriminating the parameter of a fBm from that of noise is equivalent to discriminating the composite singularity formed by superimposing a peak singularity upon a Dirac singularity. We characterize the composite singularity by formalizing this problem as a nonlinear optimization problem. This yields our parameter estimation algorithm. For fractal signal estimation, Wiener ltering is explicitly formulated as a function of the signal and noise parameters and the wavelets. We show that the estimated signal is an 1 f process. Comparative studies of our methods with those of Wornell and Oppenheim are shown in numerical simulations.
where is a positive constant and 0 < < 1. The realizations of a fBm are singular almost everywhere and are statistically self-similar. In computer vision and computer graphics, it has been used to describe natural scenes, and to generate textures 29] 24] 30] 20]. It is also well known that the scaling exponent, , of a fBm process provides the appearance of coarseness of a surface texture 29] . Recent work in communication had argued convincingly that LAN tra c is more suitably to be modeled as a self-similar process than as a conventional Poisson process 1] 28]. It is therefore important to recover this parameter robustly within a noisy environment. We shall suppose that the fBm is contaminated by an additive Gaussian white noise. We thus have a superposition of two processes that we must discriminate. Fractional Brownian motion and white noise are statistically self-similar processes. Both of them can be completely characterized by a small number of parameters. These parameters can be measured from the low frequency decay of the Fourier transform of the autocorrelation of the increment of fBm that is in white noise. However, to obtain a good frequency spectrum from this measurement requires a long sequence of data because the autocorrelation of the increment of a fBm is a polynomial function. The orthogonal wavelet transform of a fBm has been shown to have exponential autocorrelation progression at each scale 12] 33]. Thus, the role of the orthogonal wavelet transform as a whitening lter for a fBm has been widely exploited in developing parameter estimation algorithms 36] 19] 8] 9]. The signal estimation problem is equally important. A nice algorithm which obtains \nearly 1 f " processes from the uncorrelated wavelet coe cients using orthogonal wavelets was given in 36]. The performance of these methods in fBm estimation would have been severely degraded if non-orthogonal wavelets had been used.
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In this paper, we present a new parameter estimation algorithm and a new signal estimation algorithm for a fBm embedded in white noise. Neither algorithms demand exclusive use of orthogonal wavelets. This provides a petentially e ective wavelet representation for application where fractal estimation and transient detection need to be processed simultaneously. An example in physiological heartbeat signal is given in 35]. In image processing, the use of non-orthogonal wavelets in fractal estimations has gained in importance since many signi cant picture features, such as edges or frequency variations, are often extracted through non-orthogonal wavelet transform 22] 23] 13] 16] 7] 3]. The proposed parameter estimation algorithm, di erent from statistical estimators, estimates parameters using theorems that relate the behavior of wavelet coe cients along scales to the processing of singularities 14] 17] 22]. We shall see that estimation of the scaling parameters of a fBm in white noise is fundamentally equivalent to characterization of a composite singularity at 0 of the autocorrelation function. Or, more precisely, to estimate the scaling parameter of a fBm embedded in white noise is to discriminate the Lipschitz exponent of the composite singularity, formed by superimposing one isolated singularity upon another isolated singularity. As to the proposed signal estimation algorithm, a Wiener lter is constructed at each scale from the signal and noise parameters and the processing wavelets. By means of Wiener ltering, we obtain an 1 f process. We will describe the properties of the autocorrelation of the wavelet transform of a fBm in white noise in the next section. The parameter estimation method will be developed in the following section. Section 3 will then discuss the signal estimation problem. Simulation results will be given in the last section.
Parameter Estimation via Autocorrelation of Wavelet Transform
The properties of the autocorrelation function of the wavelet transform of a fBm have been thoroughly studied in 12] 33]. We assume that x(t) = f (t) + n(t)
is the process for fBm f (t) with scaling exponent in white noise n(t 
Note that the autocorrelation of the wavelet transform of x(t) with the wavelet (t) is equal to the wavelet transform of the signal ? n (t) has a composite singularity at 0, which is the superimposition of a peak and a Dirac on each other. Fig. 1(a) shows a sample of a fBm with = 0:2. The fBm has a variance 2 = 1:0. Fig. 1(b) is a sample of white noise with variance 2 n = 0:5. In Fig. 1(c) , the fBm in (a) is added to the noise in (b). A signal with composite singularity at t = 0 created by superimposing a peak ?0:5jtj 0:4 and a Dirac 0:5 (t) is shown in Fig. 1(d) . According to the Equation (1), the autocorrelation of the wavelet transform of the signal in Fig. 1(c) with the wavelet (t) is equivalent to the wavelet transform of the signal in Fig. 1(d 
Once we obtain the parameters , 2 and 2 n , R Wsx ( ) is known completely. It has been shown that if (t) is an orthogonal wavelet, R Wsx ( ) decays hyperbolically fast, and the rate of decay is primarily determined by the number of vanishing moments of the orthogonal wavelet 33]. The orthogonal wavelet coe cients are thus assumed to be i.i.d. random variables and statistical parameter estimators are then developed. In the usual setting of the orthogonal wavelet transform, the scale s equals 2 m , and equals n2 m , where m; n 2 Z.
In the following, we will present a new parameter estimation algorithm. We shall analyze the decay of R Wsx ( ) at = 0 when s decreases, and separate the component due to the fBm and the component of the white noise to determine parameters , . The parameters K p ; K n ; and , can be estimated from the following constrained non-linear equations:
for 0 < < 1 and K n ; K p 0. Only the value at = 0 of the autocorrelation at each scale is evaluated. Also, the above equation does not depend on the choice of wavelets having more vanishing moments. The behavior of the wavelet transform across scales at t = 0 for the composite singularity ? 2 jtj 2 + 2 n (t) is unrelated to wavelets with more vanishing moments. Hence, the parameter estimation performance is unrelated to the vanishing moments of a wavelet. Contrary to methods which exploit the role of the orthogonal wavelet as a whitening lter for a fBm, the orthogonal wavelet with more vanishing moments often performs better in estimating the parameters 19] .
In practice, it is su cient to estimate the parameters K p ; K n and from the dyadic scales. K p ; K n ; in the Equation (3) can be obtained from any three dyadic scales (see Appendix A). However, to have a robust numerical result, we shall estimate these parameters from as many di erent scales as possible. Let n be the number of dyadic scales; we nd the parameters K n ; K p ; and that are the solution of the following constrained nonlinear minimization problem: Computational methods for solving the constrained nonlinear minimization problem can be found in 2]. Here, we use an internal penalty method to solve this constrained nonlinear minimization problem since it is widely accepted in practice.
Internal Penalty Method
The internal penalty method transforms a constrained minimization problem into a sequence of unconstrained minimization problems so that the constrained min-imum can be obtained by solving the sequence of unconstrained minimization problems 10] 32] 2]. This method removes constraints by transforming them into positive functions of parameters. These functions are designed to have high values in the neighborhood of the constraints boundaries. Then, a penalty function, r , is constructed by adding these positive functions to the objective function f(x) and removing all the constraints. If we start an initial set of parameters inside a feasible region de ned by the constraints, then the subsequent parameters that minimize a sequence of penalty functions will thus stay within the feasible region.
Let f(x) be an objective function; the constraints are g i (x) 0 for 1 i m.
The constraint boundaries are S m i=1 fxjg i (x) = 0g. Let r be the penalty parameter r > 0; the penalty function can be de ned as 10]
r (x) is positive and is always greater than f(x) except in the limit where lim r!0 r (x) = f(x): r (x) tends to in nity when x approaches the constraint boundaries for any r > 0.
Following is the main theorem for the internal penalty function method, proved in 10] 32] 2]. Theorem 2.1:
be the penalty function of f(x), and r i be a decreasing sequence with limit to 0. Let x i be a global minimum for the unconstrained penalty function r i with parameter r i ; then the sequence of x i converges to the global minimum of the constrained objective function f(x).
The theorem is only e cient when the objective f(x) is a convex function, where the local minimum is equal to the global minimum. For most objective functions f(x), it is impractical and time-consuming to nd the global minimum of r i (x) for each r i . In most cases, by starting from a good estimation of the 6 initial x, we can only nd a local minimum for each r i (x) and obtain a local minimum of f(x) that is close to the global minimum of f(x). This is the strategy that we will use to estimate the parameters of a fBm in white noise, because we can compute good estimations of K p ; K n , and from any three distinct scales.
The following lemma provides a su cient condition for a sequence of local minima of r i (x) to converge to a local minima of f(x). g i (x r 1 ) : Let x r 2 be the global minimum of r 2 (x). Since r 2 (x) is continuous, there exists x r 2 which is a local minima of r 2 (x) and r 2 (x r 2 ) r 2 (x r 2 ) r 2 (x r 1 ) < r 1 (x r 1 ):
Since (x) is bounded from below and the sequence lim xr!x 0 r (x r ) is decreasing, the sequence monotonically converges. Together with Lemma 2:2, where the condition for nding a local minima of f(x) from a converging sequence of the local minima of r i (x) is given, we can design an algorithm to nd the best local solution for equation (4).
Parameter Estimation using Penalty Method
We will rst formulate Equation (4) as a penalty function r (K p ; K n ; ). Then, we will discuss implementation issues regarding the parameter estimation using the penalty function.
Let
where f(K p ; K n ; ) = P n j=1 (K p j + K n 2 ?j ? R W 2 j x (0)) 2 is the objective function and the term after r is transformed from the constraints of the Equation (4). In general, many computations are required to nd the global minimum of f(K p ; K n ; ). Thus, we nd a local minimum of r (K p ; K n ; ) at each r instead. The conditions for a sequence of local minimum of r (K p ; K n ; ) to converge on a local minimum of f(x) were given in the previous section.
Our estimation algorithm proceeds as follows:
1. Find an initial X = (K n ; K p ; ) from three consecutive dyadic scales inside the feasible region, and an initial r > 0 from the ratio of the objective function f(x) and the penalty terms evaluated at the initial X.
2. Start at X and r. Use the conjugate gradient method 31] to nd a local minimum of r (K p ; K n ; ). Assume that the local minimum occurs at X = (K p ; K n ; ).
3. Test the stopping condition. Stop or execute the next step.
4. Let r = cr and X = X , where 0 < c < 1. Go to 2.
The r (x) is smoother when r is large. It is numerically easier to nd a minimum when r (x) is smoother. However, the local minimum of r (x) may be very di erent from that of f(x). A small decrease in r gives a relatively small transition from a local minimum of r (x) to the other local minimum. In the simulation, we chose the initial r: r = f(K p ; K n ; ) ( 
and we set c = 0:5.
Signal Estimation
In this section, we will present a signal estimation algorithm. Although several algorithms have been proposed for estimating the parameters of a noisy fBm, not much work has been done on the signal estimation problem. In 36], a signal estimation method was proposed. While use of Wiener ltering was not explicitly derived in that paper, the role of the orthogonal wavelet transform was fully exploited as a whitening lter for a fBm. We will review the algorithm by addressing it explicitly in terms of Wiener ltering in the wavelet domain : Let x(t) = f (t)+n(t) be the process of adding the fBm f (t) to the white noise n(t). 
f e w (t) is obtained in the same way as it is in the method proposed by Wornell and Oppenheim. Since the uncorrelation in the wavelet domain increases as the number of vanishing moments of an orthogonal wavelet increases, it is clear that the estimated signal according to the above method would be more accurate if an orthogonal wavelet with a larger vanishing moment were used.
In the following, we will present a new signal estimation method. Similarly, we will apply a smoothing lter at each scale. However, we will discard the assumption that the wavelet transform coe cients are i.i.d. random variables. This yields more sophisticate smoothing lters compared to those described in Equation (7) . In section 2, we mentioned that the wavelet transform of x(t) at scale s, Wx(s; t), is a stationary process with an autocorrelation function (sw):
By adopting a method similar to that used to construct a Wiener lter, we take the ratio of the above two transforms :
G(w) = S f (s; w) S x (s; w) = 
Note that G(w) is scale-invariant. Let g(t) be the time response of G(w). In our signal estimation algorithm, we rst apply g(t) to the wavelet coe cients of the noisy data x(t) at scale s, and signal f e (t) is then restored using the wavelet reconstruction algorithm :
where (t) is the reconstruction lter, and s (t) = 1 s ( t s ). We will now show that the reconstructed signal f e (t) is a 1 f process with averaged power spectrum 2 jwj 2 +1 .
Without loss of generality, we use the dyadic wavelet transform in signal estimation. Since the reconstructed signal f e (t) is the output of a linear system, the averaged power spectrum S f e (w) of f e (t) is expressed as 
where G(w) is the frequency response derived in Equation (10), and S x (w) is the averaged power spectrum of x(t), which is 
Using Equation (14), the lower side is 
The upper side can be obtained from Equations (13), (15), (16) 
The Construction of Wiener Filters
We have presented a smoothing algorithm in the signal estimation. Usually, a Wiener lter can not be estimated accurately by directly computing the power spectrum from the correlation of a signal. In the method of Wornell and Oppenheim, the power spectrum of the wavelet domain is at at each scale. Hence, their Wiener lter is a Dirac function with magnitude that is a function of the parameters and the scale. Similar to their approach, we avoid directly computing the power spectrum from wavelet coe cients. Since we do not assume that the wavelet transform coe cients are i.i.d. random variables, our Wiener lter has a more sophisticated structure than does a Dirac function. We use the notation H(s; w) to denote the the frequency response of the Wiener lter h(s; t) at scale s. From simple observation of Equation (12) 
Then, Equation (12) is written as S f e(w) = S x (w) X j2Z H(2 j ; w):
According to the above equation, the \denoised" signal is obtained by smoothing the noisy data x(t) with a lter, with frequency response P j2Z H(2 j ; w), which is a linear combination of the Wiener lters at dyadic scale 2 j . Note that the Wiener lter h w (s; t) given in Equation (7) uses only the averaged energies of the signal and the noise at each scale. The averaged energies are scale dependent and are given explicitly as functions of the signal and the noise parameters. The proposed Wiener lter h(s; t), with frequence response given in Equation (19) , is developed from the parameters of the signal and noise as well as the knowledge of the wavelets. As a consequence, more information is utilized in the signal estimation.
Simulation Results
In the simulation process, the discrete version of the fBm is given (20) where f i g is the set of Gaussian random variables with unit variance and zero mean, M is set to 7, and n to 800: In the following simulations, the results of our parameter estimation and our signal estimation are obtained with the wavelet (x) shown in Fig. 2(a) , which is the derivative of the smoothing function (x) shown in Fig. 2(b For our simulations, 64 realizations of a fBm of various lengths where = 0:2, 0:5, and 0:8 were created using Equation (20) . White noise was added to the fBm data so that the SNR was 20dB, 10dB, and 5dB, respectively. Wornell and Oppenheim's (WO) algorithm and our algorithm were compared using the simulated noisy fBm data. To implement their algorithm, the Haar and the 6-tap Daubechies wavelet bases 6] were used. We also discarded any wavelet coe cients that could not be computed accurately. for long signals. It appears that, in clean signals, the WO algorithm tended to underestimate while our algorithm, on the contrary, tended to overestimate . The performance of parameter estimations was not really sensitive to the choice of WO estimator or our estimator for long signals, say, with length larger than 1000 in all environments. The averaged RMS error was approximately below 10 ?1 . For shorter signals, the performance of Dau6 was obviously worse than that of the other two. This is because most of the wavelet coe cients were discarded for Dau6. Therefore, an insu cient number of wavelet coe cients was available to reliably estimate the fractal parameter. Meanwhile, the performance of our method was close to that of the WO estimator with Haar basis for short signals. The solution also depends on where the estimation algorithm is started. In our simulation, we started both estimation algorithms from the initial values computed from the middle three dyadic scales.
With the second set of simulations, we will demonstrate the performance of the signal estimation. In order to distinguish the signal estimation error from the parameter estimation error, we assume that all the parameters are given a prior though in practice they should be obtained from some parameter estimation algorithm. We estimate the \true" signal parameters, 2 and , using our parameter estimation algorithm on clean signals with length 4096. The reader is reminded that our signal estimation reconstructs a signal after applying the lter g(t) (see Equation 11 ) to each scale of wavelet coe cients. The top of Figure 7 shows g(t) with di erent as ). In Figure 8 , we plot the SNR gains of our signal estimation as well as those obtained by the WO algorithm as a function of the SNR with length xed to 1024 and 2048, respectively. In both cases, for our signal estimation, we appy g(t) to wavelet coe cients from scale 2 1 to scale 2 6 . The shown signal gains are the results of the averaged gain of 64 realizations of noisy data, with varying , SNR, and length. As indicated in the gure, our method has slightly better SNR gain in a low SNR environment. The gure also shows that the WO algorithm is indeed a simple and good method for fractal signal estimation, if using orthogonal wavelets is convenient for the given application.
Finally, we will show the smoothing signal results by giving examples of signal estimation using our method and the WO algorithm. The top of Figure 9 shows a 2048-sample fBm with = 0:2 and 0:5 respectively embedded in white noise such that SNR is ?5dB. The left side of the gure corresponds to = 0:2, and the right to = 0:5. In the third and last rows in the gure, we plot the estimated signals using our method with the wavelet shown in Fig.2(a) and using the WO algorithm with wavelet Dau6, respectively. In both cases, the signals estimated by the two methods preserve the coarse detail of the original signal. It seems that our method recovers more ne details of the original signal. However, the ne detail of the original signal is not recovered precisely by either methods.
Conclusion
Although many algorithms have been proposed for solving the problem of a fBm embedded in white noise, there is is still much merit in investigating the problem from a di erent point of view by which a good solution may be found. We have presented two new algorithms for characterizing a fBm that is in white noise using non-orthogonal wavelets. We have pointed out that discriminating the parameter a fBm from that of white noise through the autocorrelation of the wavelet transform is fundamentally equivalent to nding the \best" Lipschitz exponents that separate a composite singularity. Complete estimation of the autocorrelation of the wavelet transform is not needed in the proposed parameter estimation algorithm -only for the values = 0 along scales are evaluated. Also, the method is independent of the vanishing moment of wavelets. 
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Appendix A
In the appendix, we will calculate the fBm and white noise parameters from three consecutive dyadic scales 2 i ; 2 i+1 ; and 2 i+2 where i 1:
Assume that A i (0)2 ?1 ? A i+1 (0) 6 = 0. Multiplying equation (21) by and subtracting from equation (22), we obtain
Multiplying equation (22) by and subtracting from equation (23), we obtain
From (24) and (25) Summing over equations (21); (22) and (23) 
