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SPECTRAL GAP FOR RANDOM-TO-RANDOM
SHUFFLING ON LINEAR EXTENSIONS
ARVIND AYYER, ANNE SCHILLING, AND NICOLAS M. THIE´RY
Abstract. In this paper, we propose a new Markov chain which
generalizes random-to-random shuffling on permutations to random-
to-random shuffling on linear extensions of a finite poset of size n.
We conjecture that the second largest eigenvalue of the transition
matrix is bounded above by (1 + 1/n)(1−2/n) with equality when
the poset is disconnected. This Markov chain provides a way to
sample the linear extensions of the poset with a relaxation time
bounded above by n2/(n + 2) and a mixing time of O(n2 log n).
We conjecture that the mixing time is in fact O(n log n) as for the
usual random-to-random shuffling.
1. Introduction
The random-to-random shuffle removes a card at a uniformly random
position from a deck of n distinct cards and replaces it in the deck at
another uniformly random position. This gives rise to a random walk
on the permutations of the symmetric group Sn which has recently
attracted a lot of attention. Random-to-random shuffling was originally
described in [DSC95, Section 8.2] and its mixing time is proved to be
O(n log n) (see Section 2). In his PhD thesis, Uyemura-Reyes [Rey02]
refined this result by providing an upper bound of the order of 4n log n
and a lower bound of the order of 1
2
n log n. Uyemura-Reyes also gave
some partial results and many conjectures about the eigenvalues of the
transition matrix. Since then, the constants have been further improved
in [SCZ08, Sub13, MQ14]. One of the main motivations in the study
of random-to-random shuffles is a conjecture of Diaconis [Dia03] on the
existence of a cutoff at 3
4
n log n. See [LPW09] for details about the
mixing time and the cutoff phenomenon.
In this paper we propose a generalization of the random-to-random
shuffling Markov chain by extending it to linear extensions of a finite
poset P of size n. Denote the order of P by  and assume that the
vertices of P are labeled by the integers in [n] := {1, 2, . . . , n}. A linear
extension of P is a permutation pi in the symmetric group Sn such that
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pii ≺ pij in P implies i < j as integers. We denote by L(P ) the set of
all linear extensions of P .
Following [Sta09] we can now define analogues τi acting on L(P ) of
the simple transpositions si = (i, i+ 1) acting on the right on Sn (that
is, on positions). Namely, for pi ∈ L(P ) and i ∈ {1, . . . , n − 1}, set
pi · τi := pisi if pii and pii+1 are incomparable in P , and pi · τi := pi
otherwise. That is, we interchange the two vertices at positions i and
i + 1 if pisi is still a linear extension of P (see Figure 1 for examples).
Note that, when P is the antichain (i.e. there are no relations between
any elements of P ), L(P ) = Sn and τi = si.
A natural analogue of picking a card at position i and inserting it at
position j is then given by the operator Ti,j defined as
Ti,j :=
{
τiτi+1 · · · τj−1 if i ≤ j,
τi−1τi−2 · · · τj if i > j,
(see Figure 1 for examples). We define the P -random-to-random shuffle
of pi ∈ L(P ) by picking two positions i, j ∈ [n] uniformly at random
and applying Ti,j. The transition matrix M = MP of the P -random-
to-random shuffle Markov chain is then given by
(1.1) M(pi, pi′) =
1
n2
∣∣{(i, j) ∈ [n]× [n] | pi′ = pi · Ti,j}∣∣ .
Again, if P is the antichain, this reduces to the usual random-to-
random transition matrix (see for example [Rey02, Section 5]), in which
case the entries are 1/n on the diagonal, 2/n2 if pi and pi′ differ by a
simple transposition, 1/n2 if they differ by any other transposition, and
zero otherwise.
Note that the usual random-to-random transition matrix is M =
N tN , where N is the transition matrix for the random-to-top shuffle.
Similarly for a general poset P , the above transition matrix MP =
N tPNP where NP is the transition matrix of the promotion Markov
chain [AKS14].
Our main conjecture is about the second-largest eigenvalue of the
P -random-to-random shuffling transition matrix. A poset P is called
disconnected if its Hasse diagram is a disconnected graph, that is, there
exist two elements x, y ∈ P such that there is no string of elements
x = x0, x1, x2, . . . , xk = y such that xi and xi+1 are comparable in P
for all 0 ≤ i < k. We call P trivial if it is the chain, since the chain
has only one linear extension and there is no second-largest eigenvalue.
For all other posets, we have the following conjecture.
Conjecture 1.1. Let P be a finite nontrivial poset of size n and MP
be the transition matrix (1.1) of the P -random-to-random shuffling.
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Figure 1. Graph of the action of the operators τi (on
the left) and of the operators Ti,j for i < j (on the right)
on the linear extensions of the poset depicted in the mid-
dle. All loops are omitted (in particular, the operators
Ti,i do not appear). Using the fact that Ti,j = T
−1
j,i , the
action of the operators Ti,j for i > j can be read off by
reversing edges; for example, 3412 · T4,1 = 1342. The
operators Ti,i+1 = τi are highlighted the same way as in
the left picture. The graph on the right illustrates the
P -random-to-random shuffle Markov chain.
Then, the second-largest eigenvalue λ2(P ) of MP is bounded above by
(1.2) λ2(P ) ≤
(
1 +
1
n
)(
1− 2
n
)
with equality if and only if the poset P is disconnected. Furthermore,
all eigenvalues are non-negative.
This statement includes the usual random-to-random Markov chain,
when P is an antichain. For this special case, Uyemura-Reyes [Rey02]
proved that (1+1/n)(1−2/n) appears as an eigenvalue of the irreducible
representation of Sn indexed by the partition (n − 1, 1) and therefore
of M itself. A complete proof of all eigenvalues of the random-to-
random Markov chain (which includes a proof that (1 + 1/n)(1− 2/n)
is indeed the second largest eigenvalue) was recently given by Dieker
and Saliola [DS15].
Usually precise formulas for the eigenvalues – or even just the sec-
ond largest eigenvalue – of the transition matrix are hard to obtain.
Since the largest eigenvalue of MP is one, the second largest eigenvalue
determines the spectral gap and the relaxation time. The mixing time
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can be bounded in terms of the relaxation time and we show in Sec-
tion 2 that the mixing time of the P -random-to-random Markov chain
is O(n2 log n). This gives a faster sampling of the linear extensions
of finite posets than for the Markov chain of Bubley and Dyer [BD99]
(though, as discussed in Section 2, the computational complexity is the
same).
This paper is organized as follows. In Section 2 we explain the im-
plications of Conjecture 1.1 to the relaxation and mixing time. In
Section 3 we provide computational evidence for the conjecture and
prove it in special cases.
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2. Mixing time
In this section we explain the implications of Conjecture 1.1 for the
mixing time of the P -random-to-random shuffling for a finite poset P .
2.1. Spectral gap to mixing time. We begin by stating the main
result of this section.
Theorem 2.1 (Bound on the mixing time). Let P be a finite nontrivial
poset of size n. Assuming Conjecture 1.1, the mixing time of the P -
random-to-random Markov chain is O(n2 log n).
Recall that the total variation distance between two distributions σ
and τ on a set S is given by
‖σ − τ‖ = max
A⊂S
|σ(A)− τ(A)| .
Let M be the transition matrix of an irreducible and aperiodic dis-
crete Markov chain on a set S (in particular M is a row stochastic
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matrix). For x, y ∈ S, the entry Mk(x, y) denotes the probability of
going from x to y in k steps of the Markov chain. The convergence of
the Markov chain to its stationary distribution pi is measured by
d(k) = max
x∈S
||Mk(x, ·)− pi(·)|| .
By the Perron–Frobenius theorem, the convergence is exponential, that
is, d(k) ≈ cλk for some constants c and 0 ≤ λ < 1.
The mixing time of a Markov chain is defined by choosing some
ε > 0, and setting tmix(ε) := inf{t ≥ 0 | d(t) ≤ ε}.
Assume now that M is further reversible. Write λ2 = λ2(M) for the
second largest eigenvalue of M , and let γ := 1− λ2 be the spectral gap
of M . Finally, let trel :=
1
γ
be the relaxation time. Then, by [LPW09,
Theorem 12.4 and 12.3]
(2.1) (trel − 1) log
(
1
2ε
)
≤ tmix(ε) ≤ log
(
1
εpimin
)
trel ,
where pimin is the minimal value of the stationary distribution.
Proof of Theorem 2.1. By Conjecture 1.1 we have that γ ≥ 1
n
+ 2
n2
(with
equality for disconnected posets). This implies that trel ≤ n2n+2 ∼ n. In
addition, pimin =
1
|L(P )| ≥ 1n! ∼ ( en)n. Using these in (2.1) we obtain
log
(
1
pimin
)
= O(n log n)
which implies tmix(ε) = O(n
2 log n) as desired. 
For the random-to-random Markov chain (i.e. when P is the an-
tichain) Diaconis and Saloff-Coste [DSC95] showed that the mixing
time is O(n log n) as compared to O(n2 log n) of Theorem 2.1. The
proof connects the mixing time of the random-to-random shuffle to a
transposition Markov chain, which was analyzed using the powerful
machinery of Sn-representation theory, since the transposition ti,j in
Sn can be written as a product of simple transpositions as
(2.2) ti,j =
{
sisi+1 · · · sj−2sj−1sj−2 · · · si if i ≤ j,
si−1si−2 · · · sj+1sjsj+1 · · · si−1 otherwise.
In our setting of a general poset P , we can replace each si by τi in (2.2).
This yields an analogue of the transposition Markov chain for general P .
However, the operators τi do not satisfy the braid relations (sisi+1)
3 =
1, which are replaced by the relation (τiτi+1)
6 = 1 [Sta09]. Therefore,
the representation theory of Sn is no longer at our disposal. Instead,
we would need to study finite-dimensional representations of quotients
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of the infinite Coxeter group defined by the above relations (which to
our knowledge have not yet been studied in detail).
2.2. Application to sampling of linear extensions. Sampling the
set of linear extensions of a poset is a fundamental problem in the theory
of ordered sets and has important implications in computer science
by virtue of its connections with sorting. Bubley and Dyer [BD99]
define a Markov chain on the set of linear extensions which exhibits
a mixing time of O(n3 log n), which they prove using the method of
path coupling. The mixing time of our chain of Theorem 2.1 is at
most O(n2 log n), which we believe can be even further improved to
O(n log n) in analogy with the random-to-random chain as explained
in the previous subsection.
Conjecture 2.2. Let P be a finite nontrivial poset of size n. The
mixing time of the P -random-to-random Markov chain is O(n log n).
We have verified this conjecture on posets of small sizes by the follow-
ing procedure. We fixed ε = 0.1. For sizes n = 5, . . . , 9, we constructed
100 random posets in each case by adding order relations between pairs
of elements with probability 1/n subject to consistency. Note that we
need the probability to be small to avoid getting trivial posets. For
each poset, we started with the identity element in the set of linear ex-
tensions, and calculated the mixing time. We averaged over the mixing
time over 100 posets for each n, plotted this average as a function of n,
and noted that the trend is consistent with n log n. Further evidence
is given in Section 3.6.
For a fair comparison, we now also compare the algorithmic complex-
ity of the chain by Bubley and Dyer and our chain. With our notation,
and acting on the right rather than on the left, each step of the Markov
chain of Bubley and Dyer can equivalently be defined as follows: choose
c ∈ {0, 1} uniformly at random and an index i ∈ {1, 2, . . . , n − 1} ac-
cording to some specified probability distribution; if c = 1, apply τi on
the current state pi and otherwise leave pi unchanged. The role of c is
to make the chain aperiodic, but it does not much influence the order
of magnitude of the mixing time or the algorithmic complexity.
Given that the operators Ti,j in our P -random-to-random Markov
chain are products of O(n) of the operators τk, we see that the cost of
each step of our chain is O(n) times that of Bubley and Dyer’s chain.
Hence a mixing time of O(n2 log n) would not be an improvement in
terms of algorithmic complexity, but O(n log n) as stated in Conjec-
ture 2.2 definitely would be.
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It can further be noted that the probability of applying τk at some
intermediate step of the uniform P -random-to-random chain matches
with the probability distribution specified by Bubley and Dyer. Hence
the two chains are very similar except that, in the P -random-to-random
chain, the τk’s are forced to be grouped in certain sequences.
3. Evidence
In this section, we provide various kinds of evidence for the valid-
ity of Conjecture 1.1. We report on systematic numerical checks in
Section 3.1. We then prove the conjecture for two special families of
posets in Sections 3.2 and 3.3. Our main result about the existence of
the second-largest eigenvalue for disconnected posets is given in Sec-
tion 3.4. We discuss further properties in Section 3.5 and conclude in
Section 3.6 by showing that the diameter of the P -random-to-random
Markov chain is small, and thus not an obstruction to Conjecture 2.2.
3.1. Computational evidence. Conjecture 1.1 has been checked nu-
merically (with double precision) for all 2451 posets of size n ≤ 7, and
many posets of size 8 using Sage [S+13, SCc08]. The second largest
eigenvalue for all posets of size n ≤ 5 is available in Figure 2.
3.2. Proof for direct sums of chains. In this section, we prove the
conjecture for direct sums of chains, as a straightforward consequence
of [Rey02] and [DS15] for the antichain. In particular, we use, as proven
in [DS15], that for any n the random-to-random shuffling transition
matrix on n vertices has second largest eigenvalue (1 + 1/n)(1 − 2/n)
and all eigenvalues are non-negative.
Proposition 3.1. Conjecture 1.1 holds for any direct sum of chains.
Proof. Let P be a finite poset with |P | = n. The operators τi satisfy
the same relations as the elementary transpositions si except that, in
general, the braid relation (sisi+1)
3 = 1 is replaced by (τiτi+1)
6 =
1 [Sta09]. The usual braid relations hold if and only if the poset is a
direct sum of chains [AKS14, Proposition 2.2]. Hence, in this case we
can still use the representation theory of the symmetric group to study
the Markov chain.
Let P be a direct sum of chains C1 ⊕ · · · ⊕ C`. The representation
of Sn given by the action of τi on L(P ) is easily identified. Namely,
not swapping two vertices that are in the same chain is equivalent to
considering these two vertices as equivalent. In other words, we are con-
sidering a deck of n cards with repetitions, each chain Ci contributing
|Ci| identical cards.
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Without loss of generality, we may assume that µ = (|C1|, . . . , |C`|)
is weakly decreasing, and thus a partition of n, and that the vertices
of the chains are numbered consecutively starting by labeling C1 with
the numbers {1, . . . , |C1|}, labeling C2 with {|C1|+ 1, . . . , |C1|+ |C2|}
etc.. With this notation, L(P ) can be identified with the right quotient
Sn/Sµ of the symmetric group by the parabolic subgroup Sµ, whose
linear span is the induced representation Vµ := Ind
Sn
Sµ
1. The usual
random-to-random Markov chain (when P is the antichain) corresponds
to the regular representation V(1,...,1) = QSn.
If P is made of a single chain, we are done. Otherwise, basic repre-
sentation theory states (see for example [Sag01, Chapter 2]) that the
simple module indexed by the partition (n−1, 1) appears in Vµ. There-
fore, by [Rey02, DS15], (1 + 1/n)(1 − 2/n) is an eigenvalue of M on
Vµ.
To conclude that (1 + 1/n)(1 − 2/n) is indeed the second largest
eigenvalue λ2(P ) and that all eigenvalues are non-negative, we use that
Vµ is a submodule of the regular representation QSn together with the
assumption that the same statement holds there. 
Problem 1. As discussed in Section 2.1, the P -random-to-random
Markov chain always comes from a finite-dimensional representation
V of a (finite quotient) of an infinite Coxeter group. Could this be used
to describe the simple modules Sµ appearing in V and the eigenvalues
of M on Vµ for general P?
3.3. Proof of Conjecture 1.1 for N-shaped posets. We now prove
the bound on the second largest eigenvalue for an infinite family of
posets. Let P be a poset made of two chains, where the first chain is
labeled 1, 2, . . . , k from bottom to top and the second chain is labeled
k + 1, k + 2, . . . , n from bottom to top. Build P1 from P by adding an
edge from the bottom k+ 1 of the second chain to the top k of the first
chain. Similarly, let P2 be obtained from P by adding an edge from the
top k of the first chain to the bottom k + 1 of the second chain. Note
that P2 is in fact a single chain labeled 1, 2, . . . , n from bottom to top,
whereas P1 is an N -shape.
Note that the linear extensions of P are a disjoint union of those of
P1 and of P2, namely L(P ) = L(P1) unionsq L(P2). Let MP be the tran-
sition matrix for P , and build a block diagonal matrix MP1∪P2 from
the transition matrices MP1 and MP2 (a trivial block) in such a way
that the rows and columns of MP and MP1∪P2 are labeled in the same
order (with the identity linear extension of P2 labeling the last row and
column).
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Example 3.2. Let n = 4 and k = 2. Then
P =
4
3
2
1
, P1 =
4
3
2
1
, P2 =
4
3
2
1
.
The linear extensions of P split into those of P1 and of P2 respectively:
L(P1) = {3412, 3142, 3124, 1342, 1324} and L(P2) = {1234}. With this
labeling
MP =
1
16

8 4 2 2 0 0
4 4 3 3 2 0
2 3 6 0 3 2
2 3 0 6 3 2
0 2 3 3 4 4
0 0 2 2 4 8
 , MP1∪P2 = 116

8 4 2 2 0 0
4 4 3 3 2 0
2 3 6 1 4 0
2 3 1 6 4 0
0 2 4 4 6 0
0 0 0 0 0 16
 .
Theorem 3.3. Let P1 be the N-shape poset as above. Then
λ2(P1) ≤
(
1 +
1
n
)(
1− 2
n
)
.
Note that the eigenvalues ofMP1∪P2 are the same as the eigenvalues of
MP1 with an additional one. Our strategy for the proof of Theorem 3.3
is to relate the eigenvalues of MP1∪P2 to those of MP using Wilkinson’s
theorem. Denote the eigenvalues of a symmetric matrix M ∈ Rn×n by
λ1(M) ≥ λ2(M) ≥ · · · ≥ λn(M) .
Theorem 3.4 (Wilkinson [Wil65, DD87]). Suppose B = A + τccT ,
where A ∈ Rn×n is symmetric, c ∈ Rn×1 has unit norm, and τ ∈ R. If
τ ≥ 0, then
λi(B) ∈ [λi(A), λi−1(A)] (2 ≤ i ≤ n) ,
whereas if τ ≤ 0
λi(B) ∈ [λi+1(A), λi(A)] (1 ≤ i ≤ n− 1) .
Proof of Theorem 3.3. Let NP and NP1∪P2 be the random-to-top tran-
sition matrices for the posets P and P1 ∪ P2, respectively. They only
differ in the way linear extensions of the form
pi(1,i) = 1, 2, . . . , i− 1, k + 1, i, . . . , k, k + 2, . . . , n (for 1 ≤ i ≤ k)
together with the identity transition to either
pi(0) = 1, . . . , k − 1, k + 1, . . . , n, k
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or the identity. More concretely, the matrix E = NP1∪P2 − NP has
entries 1/n in row pi(0) and columns pi(1,i), entries −1/n in the identity
(last) row and columns pi(1,i), entry −k/n in row pi(0) and the identity
(last) column, and entry k/n in the identity row and column.
Now consider
MP1∪P2 = N
t
P1∪P2NP1∪P2 = (NP + E)
t(NP + E)
= MP + E
tNP +N
t
PE + E
tE .
Since E and NP are known explicitly, it is straightforward to compute
EtNP +N
t
PE + E
tE. Namely, define the linear extensions
pi(2,i) = 1, . . . , k− 1, k+ 1, . . . , i, k, i+ 1, . . . , n, (for k + 1 ≤ i ≤ n).
Then EtNP + N
t
PE + E
tE contains entries 1/n2 (resp. −(n − k)/n2)
in rows pi(1,i) and columns pi(2,j) (resp. identity), entries 1/n2 (resp.
−k/n2) in rows pi(2,i) and columns pi(1,j) (resp. identity), and entries
−(n − k)/n2 (resp. −k/n2 or 2k(n − k)/n2) in the identity row and
columns pi(1,i) (resp. pi(2,i) or identity). When pi(1,i) and pi(2,j) are equal
(namely for i = k and j = k + 1), the just stated entries are added
together.
The matrix EtNP + N
t
PE + E
tE can further be written as the sum
of two rank one matrices. Namely
MP1∪P2 = MP + τcc
t − τddt ,
where τ = 1/2k(n − k)n2, c ∈ Rn×1 has entry n − k (resp. k or
−2k(n − k)) in rows pi(1,i) (resp. pi(2,j) or identity), and d ∈ Rn×1 has
entry n − k (resp. −k) in rows pi(1,i) (resp. pi(2,j)). Again, entries are
added when pi(1,i) and pi(2,j) are equal.
We are now going to apply Wilkinson’s Theorem 3.4 twice with A =
MP , B1 = MP − τddt, and B2 = MP1∪P2 = B1 + τcct. Since τ > 0, we
obtain
λi(B1) ∈ [λi+1(A), λi(A)] ,
λi(B2) ∈ [λi(B1), λi−1(B1)] ,
so that in particular λ3(B2) ≤ λ2(B1) ≤ λ2(A). Recall that by Proposi-
tion 3.1, λ2(A) = λ2(P ) ≤ (1+1/n)(1−2/n). The matrix B2 = MP1∪P2
is block diagonal; the block corresponding to P2 consists of a 1 and
contributes an eigenvalue 1. This implies that λ2(P1) = λ3(P1 ∪ P2) =
λ3(B2). Combining these inequalities yields λ2(P1) ≤ (1+1/n)(1−2/n)
as desired. 
In principle a similar approach can be applied for other posets besides
the N -shape posets, by removing one cover relation a ≺ b from a
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poset P1 to obtain poset P and by defining P2 by adding the relation
b ≺ a instead. The linear extensions of P are again a disjoint union
of the linear extensions of P1 and P2, so that one can compare the
block diagonal matrix for P1 and P2 with the matrix for P . Computer
experimentation indicates that the two matrices still differ by sums of
rank 1 matrices. However, the number thereof increases and, in general,
it is harder to control bounds for λ2 by repeated use of Wilkinson’s
theorem.
Problem 2. Can one generalize the idea of the proof for N-shaped
posets, possibly using Wilkinson’s theorem, to prove Conjecture 1.1?
3.4. Existence of (1 + 1/n)(1− 2/n) as eigenvalue. Next we show
that Proposition 3.1 implies that (1 + 1/n)(1 − 2/n) is an eigenvalue
for any disconnected poset. To this end, let P be a finite poset and
Q a direct sum of chains obtained by linearly ordering each connected
component of P (this is not unique, but we just pick one such linear
ordering). Define the map
sort : L(P )→ L(Q)
which takes a linear extension pi ∈ L(P ) and returns the linear ex-
tension of Q obtained by sorting the elements within each connected
component according to the corresponding chain.
We will now show that the sort map is a contraction or lumping
[LPW09] from the Markov chain on L(P ) to the Markov chain on
L(Q). In our context, this means the following. Suppose Π,Σ ∈ L(Q).
For every σ, σ′ ∈ L(P ) such that sort(σ) = sort(σ′) = Σ, there exist
pi, pi′ ∈ L(P ) (possibly equal) such that sort(pi) = sort(pi′) = Π and
M(σ, pi) = M(σ′, pi′). We then define the lumped Markov chain on
L(Q) by setting M(Σ,Π) = M(σ, pi). Equivalently, the “sort” action
always commutes with the “Markov chain” action.
Proposition 3.5. The map sort commutes with the operators τi, that
is, sort ◦ τi = τi ◦ sort. This implies that MQ is a lumping (quotient)
of MP . In particular, any eigenvalue for MQ lifts to an eigenvalue of
MP .
Proof. For pi ∈ L(P ), consider pi · τi. If pii and pii+1 belong to the same
connected component of P , then τi acts trivially on sort(pi). But in
this case sort(pi · τi) = sort(pi), so that indeed sort(pi · τi) = sort(pi) · τi.
Otherwise pii and pii+1 belong to different connected components and τi
exchanges pii and pii+1. Linearly ordering the vertices of P commutes
with interchanging the labels of two nodes in different components.
This proves the claim. 
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Corollary 3.6. Let P be a disconnected poset with |P | = n. Then
(1 + 1/n)(1− 2/n) is an eigenvalue of MP .
Proof. It is well-known that the set of eigenvalues of the contracted
or lumped Markov chain is contained in the set of eigenvalues of the
original chain. See, for example, [CLR10, Section 1.1]. The claim then
follows by Proposition 3.1. 
3.5. Further properties. We now discuss properties that are sug-
gested by the data in Figure 2. Recall that the dual P of a poset P
is defined as the poset on the same elements such that x  y in P
if and only if y  x in P . One first observes that the second largest
eigenvalue for a poset and its dual coincide. In fact, the Markov chains
are isomorphic.
Proposition 3.7. Let P be a poset and P its dual. Then reversing
linear extensions yields an isomorphism between the P - and P -random-
to-random shuffle Markov chain.
Proof. Remark first that reversal of linear extensions conjugates τi on
L(P ) to τn−i on L(P ): for pi a linear extension of P and pi the linear
extension of P obtained by reversing pi, one has pi · τi = pi · τn−i; indeed
τi swaps the values a and b at positions i and i+ 1 in pi if and only if a
and b are incomparable in P if and only if a and b are incomparable in
P if and only if τn−i swaps the values a and b at positions n− i+ 1 and
n− i in pi. Therefore, by composition, the reversal of linear extensions
conjugates the transition matrixMi,j on L(P ) toMn−i+1,n−j+1 on L(P ).
The statement follows. 
The data in Figure 2 also suggests that the second largest eigenvalue
decreases when adding comparability edges. Namely, in Figure 2 the
posets are partially ordered with respect to inclusion of comparisons:
P ⊆ Q if for some labelling of the vertices of P and Q, a ≺ b in P
implies a ≺ b in Q for all a, b. Almost everywhere λ2 is order-reversing:
P ⊆ Q implies that λ2(P ) ≥ λ2(Q). The smallest counterexample
occurs for n = 5 and is unique up to duality. Namely take P the
second leftmost poset in the fourth row, and Q the leftmost poset in
the third row.
Problem 3. Although the order-reversal property does not hold in gen-
eral, one could hope that it holds under certain additional conditions.
Could one use this refined property, together with the fact that discon-
nected posets are at the bottom of the inclusion poset, to prove Conjec-
ture 1.1? For N-shaped posets, this is exactly the approach we took in
the proof of Theorem 3.3.
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(a) n = 1, 2, 3
1, None 2, 0.0
1, None
1, None
6, 0.444444444444
3, 0.444444444444
2, 0.111111111111 2, 0.111111111111
Figure 2. The second largest eigenvalue for all posets of
size 1 ≤ n ≤ 5, preceded each time by the number of lin-
ear extensions. For each n, the posets are ordered by in-
clusion of comparison relations. For comparison, for n =
2, 3, 4, 5, the conjectured bound (1+ 1
n
)(1− 2
n
) on the sec-
ond largest eigenvalue is given by 0.0, 0.444, 0.625, 0.72,
respectively.
3.6. On the diameter of the Markov chain. A necessary condition
for a small mixing time is that the states of the system are not too far
away from each other; namely tmix(ε) ≥ L/2, where L is the diameter
of the graph of the Markov chain, that is the largest graph distance be-
tween any two states (see e.g. [LPW09], Equation (7.3)). We now show
that the diameter of the P -random-to-random Markov chain is small
enough, despite its size, to not be an obstruction to Conjecture 2.2.
Proposition 3.8. Let P be a poset of size n. Then the diameter of
the P -random-to-random shuffle Markov chain is bounded above by n.
Proof. Take two linear extensions pi and pi′. Without loss of generality,
we may assume that P is labeled by 1, . . . , n according to the second
linear extension pi′. Let us try to sort pi to pi′ using the operators Ti,j.
Assume that the first i−1 positions are sorted, that is, pi starts with
1, 2, . . . , i − 1. We want to move i, which is at some position j ≥ i in
pi to the i-th position. Given that pi′ is a linear extension and starts
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(b) n = 4
5, 0.5
6, 0.625
3, 0.466506350946
2, 0.25
4, 0.25
6, 0.466506350946
4, 0.625
2, 0.0
12, 0.625
8, 0.625
6, 0.466506350946
8, 0.625
1, None
24, 0.625
3, 0.466506350946
2, 0.25
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(c) n = 5
2, 0.042, 0.36
20, 0.72
12, 0.531660104885
16, 0.656374626966
3, 0.531660104885
4, 0.629838667697
14, 0.603568545225
8, 0.629838667697
11, 0.640377060413
15, 0.72
10, 0.72
8, 0.629838667697
10, 0.72
24, 0.629838667697
20, 0.72
18, 0.657627841627
15, 0.72
30, 0.72
18, 0.657627841627
20, 0.72
12, 0.629838667697
3, 0.36
10, 0.72
4, 0.629838667697
6, 0.629838667697
3, 0.531660104885
9, 0.657627841627
5, 0.52
5, 0.72
4, 0.36
8, 0.544222051019
20, 0.72
2, 0.36
6, 0.531660104885
4, 0.36
2, 0.04
14, 0.603568545225
4, 0.36
120, 0.72
1, None
6, 0.531660104885
12, 0.531660104885
60, 0.72
40, 0.72
30, 0.72
5, 0.52
30, 0.72
25, 0.72
40, 0.72
24, 0.62983866769716, 0.656374626966
6, 0.531660104885
9, 0.657627841627
6, 0.531660104885
8, 0.629838667697
6, 0.36
8, 0.629838667697
12, 0.629838667697
6, 0.629838667697 7, 0.603568545225 7, 0.603568545225
10, 0.72
with 1, . . . , i, the values at positions i, . . . , j − 1 are incomparable to i.
Therefore applying the operator Tj,i moves i at position j to position
i, as desired.
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Applying induction on i shows that pi′ is reachable from pi by the
application of at most n operators. 
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