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Resume { Nous adoptons les methodes des sous-espaces pour l'estimation et la poursuite des directions d'arrivee (DDA) de
signaux incidents sur une antenne passive. Dans le reseau radio-mobile, la propagation se fait en multitrajets qui peuvent e^tre
correles. Ceci necessite l'incorporation de techniques de decorrelation. Nous proposons une methode de D

EComposition PArallele
PADEC qui fait usage de signaux de reference pour restituer le sous-espace genere par les vecteurs source de chaque utilisateur.
Le traitement separe des sources garantit l'association des DDA aux utilisateurs et permet d'utiliser de plus petites antennes.
Abstract { Subspace-based methods are here considered for the estimation and tracking of the directions of arrival (DOAs)
of signals impinging on a passive antenna. In the radio network, transmitted rays propagate through multipath which results in
highly correlated signals. Thus, decorrelation procedures should be added. We propose a PArallel DEComposition approach that
makes use of reference signals to recover the subspace spanned by each user source vectors. The induced parallelism guarantees
the DOAs/users pairing, it also allows the use of smaller antennas.
1 Introduction
La localisation des utilisateurs du reseau radio-mobile
est un moyen d'augmenter sa capacite [1]. Ceci correspond
a la technique emergente d'acces multiple par diversite
spatiale ou la me^me ressource (frequence, code..) peut e^tre
partagee par plusieurs utilisateurs spatialement separables
de la me^me cellule. La connaissance des positions des uti-
lisateurs d'un me^me canal permet aussi de reduire les in-
terferences en adoptant des emissions et receptions direc-
tionnelles de la station de base. Dans cette communica-
tion, les DDA des dierents trajets sur l'antenne sont es-
timees. L'algorithme PADEC (PArallel DEComposition)
[3] est presente, ses proprietes statistiques sont analysees.
Il est fonde sur une approche des sous-espaces et cor-
respond a un traitement spatial separe et parallele des
utilisateurs.

A cause des multitrajets, un signal emis est
recu par l'antenne sous la forme de plusieurs trajets ayant
dierentes DDA et vehiculant des signaux correles. Dans
le cas de signaux correles, les methodes des sous-espaces
necessitent l'incorporation de techniques de decorrelation
dans le but de restituer le rang de la covariance des obser-
vations an de recuperer le sous-espace source en entier
[4]-[7]. Dans PADEC, une sequence reference de chaque
signal emis est supposee e^tre connue par le recepteur sur la
periode de traitement. Elle correspond a la sequence d'ap-
prentissage utilisee dans les trames de communications
pour l'egalisation ou la synchronisation. L'algorithme pres-
ente s'articule en deux etapes : d'abord les interferences
non correlees et le bruit sont annules pour selectionner les
trajets d'un me^me utilisateur, ceci est realise au moyen
d'un ltrage adapte des observations des sous-antennes
par la sequence reference. Ensuite, le sous-espace source
genere par les vecteurs source de l'utilisateur considere est
recupere par concatenation des vecteurs d'intercorrelation
estimes. L'obtension des DDA des multitrajets de l'uti-
lisateur considere est alors possible par l'optimisation du
pseudospectre obtenu. La methode proposee est comparee
a la methode MUSIC [2] sans signaux de reference as-
sociee a l'une des techniques de decorrelation suivantes :
le Lissage Spatial (LS) [4] ou la D

Ecomposition de l'Es-
pace Source Estime (DEESE) [5]-[7].
Notation : le transpose est note par (:)
T
, le conjugue par (:)

,
le transpose conjugue par (:)
H
et le pseudoinverse par (:)
y
. I
p
est la matrice identite de dimension p  p. Re(:) est la partie
reelle. 
 indique le produit de Kronecker.
2 Modele des donnees
Une antenne lineaire et uniforme (ALU) de M cap-
teurs avec espacement d recoit les signaux bande-etroite
s
k
(t) provenant de K sources eloignees auxquels s'ajoute
un bruit additif aleatoire, Gaussien n(t), temporellement
blanc. On suppose que les signaux et le bruit sont decorreles.
Les signaux transmis par les utilisateurs sont supposes
independants et connus sur la periode du traitement :
sequences d'apprentissage sur n trames consecutives sur
lesquelles les DDA et les attenuations sont supposees sta-
tionnaires. On considere des canaux multitrajets a evanoui-
ssement plat ou l'etalement temporel est negligeable. Le
signal s
k
(t) est alors recu par l'antenne sous la forme de
L
k
trajets. Chacun est caracterise par une DDA 
kl
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une attenuation complexe 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ant j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j 2]0; 1]. En
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entre les trajets de
chaque utilisateur, l'observation de l'antenne s'ecrit
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3 La methode proposee : PADEC
La methode PADEC repose d'abord sur la decomposition
de l'antenne en r sous-antennes adjacentes, de dimension
m =M   r+1 chacune, ensuite sur la correlation des ob-
servations des sous-antennes i, (i = 1 : : : r) notees x
i
par
le signal reference s
k
de l'emetteur k. La sortie du ltre
adapte est r
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et la non nullite des
attenuations permettent de montrer que rang(W
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) = L
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[3]. Ainsi W
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DDA peuvent alors e^tre determinees comme les argu-
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est le projecteur orthogonal sur le sous-
espace source de l'emetteur k. Le projecteur orthogonal
1
la notation (1 : r; :) indique les r premieres lignes
sur l'espace complementaire peut egalement e^tre considere
et les DDA sont les minima du pseudospectre. On choisit
d'optimiser le pseudospectre par l'algorithme de Newton
moyennant une simplication. Notons que L
k
, le nombre
de trajets de l'utilisateur k peut e^tre estime par rang(W
k
)
si l'antenne est partitionnee en r
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Pour les echantillons relatifs au paquet p de trames suc-
cessives, l'algorithme se resume comme suit
pour k = 1 : K (en parallele)
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N est le nombre total d'echantillons des periodes d'apprentissage des
trames considerees. J
m
k
est la matrice nulle a deuxieme diagonale uni-
taire et d
1
designe la premiere derivee de a
1
par rapport a 
4 Performances asymptotiques
L'estimation de r
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par moyennage empirique sur les N
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Dans le cas ou les signaux emis sont generes par des sequences
Gaussiennes complexes, circulaires et si le bruit additif est
blanc de variance 
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Le premier terme est du^ aux interferences inter utilisa-
teurs, alors que le second est du^ au bruit.
5 Simulations
On considere 5 utilisateurs dont les emissions resultent
en la propagation de 12 trajets a DDA temporellement
variables. Les DDA sont estimees sur des paquets de N =
200 echantillons (sequences d'apprentissage sur environs
8 trames GSM). Les signaux initialement emis ont un
RSB = 2dB, le nombre de trajets de chaque utilisateur
L
k
ainsi que les amplitudes des attenuations j
k
j sont
species dans le Tableau 1. Les phases des attenuations
sont generees de facon aleatoire dans [0; 2[. Les signaux
s
k
(t) sont generes par des sequences independantes Gaus-
siennes. Le bruit additif n(t) est genere par des sequences
Gaussiennes centrees, spatialement et temporellement
blanches.
Tab. 1 { Repartition des trajets et attenuations
k 1 2 3 4 5
L
k
2 2 2 3 3
b
k
T
[1 ;0.8] [1 ;1] [0.7 ;1] [1 ;1 ;0.9] [0.9 ;1 ;1]
Les resultats de chaque simulation sont moyennes sur
100 realisations independantes et s'expriment en termes
de taux de poursuite (pourcentage de realisations ou les
ecarts des vraies trajectoires sont inferieurs a 10 degres
pendant la duree de la poursuite). Le Tableau 2 montre
les resultats de PADEC pour M = 10, le Tableau 3 in-
dique les taux de poursuite de MUSIC dans les cas ou
on lui associe LS+Kalman et DEESE +Kalman pour
M = 20. On constate que le taux de poursuite est meilleur
pour PADEC qui a une complexite moindre et qui, en
plus, necessite une antenne plus petite. La Figure 1 montre
la bonne poursuite et association par PADEC me^me en
presence de croisements [3], [8].
Tab. 2 { Taux de poursuite de PADEC avec M = 10
k 1 2 3 4 5
L
k
2 2 2 3 3
m
k
9 9 9 8 7
r
k
2 2 2 3 4
% 100 100 100 100 100
Tab. 3 { Taux de poursuite de MUSIC avec M = 20
m 16 17 18 19 20
r 5 4 3 2 1
SS +Kalman 76 85 88 85 0
DEESE +Kalman 95 98 99 100 0
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Fig. 1 { Poursuite et Association par PADEC, M = 10
En second lieu, nous comparons les performances asymp-
totiques de PADEC et MUSIC dans les cas de deux
sources monotrajets independantes et d'une sources a deux
trajets coherents [9]-[12]. Les deux trajets ont pour DDA

1
= 10deg et 
2
= 30deg et ont un me^me RSB. Dans le
premier scenario, on fait varier le RSB, les resultats obte-
nus sur la Figure 2 montrent qu'a faible RSB, PADEC a
de plus faibles variances. Quand il s'agit de trajets coherents,
nous comparons les performances de PADEC a celles de
MUSIC avecLS et pour un nombre variable d'echantillons.
la Figure 3 montre que PADEC a de plus faibles variances
surtout pour un nombre reduit d'echantillons.
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Fig. 2 { Variance moyenne pour deux sources monotrajets
(pour N = 200 et M = 10)
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Fig. 3 { Variance moyenne pour deux trajets coherents
(pour RSB = 2dB, M = 10 et m = 2)
6 Conclusion
L'algorithme propose a des avantages de complexite voire
de performances ameliorees par rapport aux methodes de
decorrelation sans signaux reference. Par ailleurs, il ga-
rantit l'association des parametres estimes aux emetteurs
correspondants et reduit la contrainte sur la taille de l'an-
tenne. Le cas de croisements entre trajets est intrinsequement
resolu. Notons qu'on montre que PADEC realise de maniere
moins complexe une methode de LS puis blanchiement
puis MUSIC.
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