The Cell Method (CM) is a computational tool that maintains critical multi-dimensional attributes of physical phenomena in analysis. This information is neglected in the differential formulations of the classical approaches of finite element, boundary element, finite volume, and finite difference analysis, often leading to numerical instabilities and spurious results. This paper highlights the central theoretical concepts of the CM that preserve a more accurate and precise representation of the geometric and topological features of variables for practical problem solving. Important applications occur in fields such as electromagnetics, electrodynamics, solid mechanics and fluids. CM addresses non-locality in continuum mechanics, an especially important circumstance in modelling heterogeneous materials.
Introduction
The Cell Method (CM) is the computational method based on the direct algebraic formulation developed by Enzo Tonti [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] . Tonti's first paper on the direct algebraic formulation dates back to 1974 [45] . The main motivation of this early work is that physical integral variables are naturally associated with geometrical elements in space (points, lines, surfaces, and volumes) and time elements (time instants and time intervals), an observation that also allows us to answer the question on why analogies exist between different physical theories [58] [59] [60] :
"Since in every physical theory there are integral variables associated with space and time elements it follows that there is a correspondence between the quantities and the equations of two physical theories in which the homologous quantities are those associated with the same space-time elements."
The CM was implemented starting from the late '90s [9, [35] [36] [37] . The first theory described by means of the direct algebraic formulation was electromagnetism in 1995, followed by solid mechanics and fluids.
The strength of the CM is that of associating any physical variable with the geometrical and topological features (Section 2), usually neglected by the differential formulation. This goal is achieved by abandoning the habit to discretise the differential equations. The governing equations are derived in algebraic manner directly, by means of the global variables, leading to a numerical method that is not simply a new numerical method among many others. The CM offers an interdisciplinary approach, which can be applied to the various branches of classical and relativistic physics. Moreover, giving an algebraic system of physical laws is not only a mathematical expedient, needed in computational physics because computers can only use a finite number of algebraic operators. The truly algebraic formulation also provides us with a numerical analysis that is more adherent to the physical nature of the phenomenon under consideration. Finally, differently from their variations, the global variables are always continuous through the interface of two different media and in presence of discontinuities of the domain or the sources of the problem. Therefore, the CM can be usefully employed in problems with domains made of several materials [27] , geometrical discontinuities (corners and cracks [9] ), and concentrated sources [11] . It also allows an easy computation in contact problems [12, 14, 19] , by overcoming most of the numerical difficulties of the finite element method [61] [62] [63] [64] [65] [66] .
Even if having shown the existence of a common mathematical structure underlying the various branches of physics is one of the most relevant key-points of the direct algebraic formulation, the purpose of this paper is not that of explaining the origin of this common structure, as already extensively done by Tonti, in his publications. Our focus will be above all on giving the mathematical foundations of the CM and highlighting some theoretical features of the CM. To this aim, the basics of the CM will be exposed in this paper only to the extent necessary to the understanding of the reader.
The CM can be viewed as the numerical algebraic version of those numerical methods that incorporate some length scales in their formulations. This incorporation is usually done, explicitly or implicitly, in order to avoid numerical instabilities [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] [81] [82] [83] [84] . Since the CM does not need to recover the length scales, because the metric notions are preserved at each level of the direct algebraic formulation, the CM is a powerful numerical instrument that can be used to avoid some typical spurious solutions of the differential formulation. The problem of the numerical instabilities is treated in Section 4, with special reference to electromagnetics [85] , electrodynamics [86] [87] [88] , and continuum mechanics [89] [90] [91] . Particular emphasis is devoted to the associated topic of non-locality in continuum mechanics, where the classical local continuum concept is not adequate for modelling heterogeneous materials in the context of the classical differential formulation, causing the ill-posedness of boundary value problems with strain-softening constitutive models [92] [93] [94] [95] [96] [97] [98] . Further possible uses of the CM for the numerical stability in other physical theories are under study, at the moment.
Classification of the Physical
Variables in Algebraic and Differential Formulations
Configuration, Source, and Energetic Variables
The physical variables can be classified as field and global variables. A further criterion for classifying the physical variables is based on the role they play in a theory. According to this second criterion, all physical variables belong to one of the following three classes:
-Configuration variables, describing the field configuration (displacements for solid mechanics, spatial velocity for fluidodynamics, electric potential for electrostatics, temperature for thermal conduction [99] , and so forth). All variables linked to configuration variables by operations of sum, difference, division by a length, division by an area, division by a volume, division by an interval, limit process, time and space derivatives, line integrals, surface integrals, volume integrals, and time integrals are configuration variables if and only if the operations do not contain physical variables. -Source variables, describing the field sources (forces for solid mechanics and fluidodynamics, masses for geodesy, electric charges for electrostatics, electric currents for magnetostatics, heat sources for thermal conduction, and so forth). All variables linked to source variables by operations of sum, difference, division by a length, division by an area, division by a volume, division by an interval, limit process, time and space derivatives, line integrals, surface integrals, volume integrals, and time integrals are source variables if and only if the operations do not contain physical variables. -Energetic variables, resulting from the multiplication of a configuration variable by a source variable (elastic energy density for solid mechanics, kinetic energy for dynamics, electrostatic energy for electrostatics, magnetostatic energy for magnetostatics, heat for thermal conduction, and so forth). All variables linked to energetic variables by operations of sum, difference, division by a length, division by an area, division by a volume, division by an interval, time and space derivatives, line integrals, surface integrals, volume integrals, and time integrals are energetic variables.
The terms "configuration variables" and "source variables" were introduced by Tonti in 1972 [44] . They correspond to the "geometric variables" and "force variables", respectively, used by Penfield and Haus (since 1967, [88] ). The equations used to relate the configuration variables of the same physical theory to each other and the source variables of the same physical theory to each other are known as topological equations. They can also be defined as those equations that express a relationship between a variable associated with a space element and a variable associated with the boundary of the same space element. Let M be a space element and let ∂M be its boundary, broadly speaking a topological equation:
is therefore expressed by one of the two following maps:
In the algebraic formulation, topological equations share some common features:
-They are valid for whatever shape and extent of the space elements involved. This is the reason why they can be called topological equations. -They are valid both in large scale and in small scale, that is, they are global equations. -They do not contain material or system parameters; hence they are valid even across material discontinuities. This is the reason why they are used to find the jump conditions in the interfaces between two media.
The equations that relate configuration to source variables, of the same physical theory, are known as constitutive equations, or material equations. They are phenomenological equations and specify the behaviour of a material, a substance, or a media. Their main properties are -they are local; -they contain physical parameters and material constants, with vacuum being considered as a particular medium; -they contain metric notions.
The constitutive relations can be reversible or irreversible.
The equations providing the configuration of a system, once the sources are assigned, are called the fundamental equations, and the related problem is called the fundamental problem. The set of fundamental equations defines the fundamental system of equations.
The topological equations of a fundamental problem are always maps of the type t 1 in 2. They can therefore be described in algebraic topology by using discrete p-forms and the coboundary operators. Analogously, in the differential formulation the topological equations can be described by scalar or vector valued exterior differential forms and by the exterior differential.
When the constitutive relations are reversible, it is also possible to find the sources once the configuration of the system is assigned. In this last case, the solving system is called the system of the dual fundamental problem, or dual fundamental system, and its equations are called the dual fundamental equations.
The topological equations of a dual fundamental problem are still maps of the type t 1 . Therefore, even the topological equations of the dual fundamental problem can be described in algebraic topology by using discrete p-forms and coboundary operators. Consequently, the coboundary process plays a key role in both the fundamental problems in physics.
In the algebraic setting, the global physical variables have a natural association with one of the four space elements, P, L, S, and V, and one of the two time elements, I and T. Moreover, the space and time elements are provided with two kinds of orientations, inner and outer, in relation of duality between them. Thus, global physical variables are associated with oriented space and time elements.
A more accurate analysis of this association shows that some global variables are associated with space or time elements provided with inner orientations, while some other global variables are associated with space or time elements provided with outer orientations.
The main criterion for discriminating whether a physical variable is associated with a space element endowed with inner or outer orientation is given by the Oddness principle, which is based on an experimental evidence for many global variables:
A global physical variable associated with an oriented space or time element changes in sign when the orientation of the element is inverted.
In particular, if the sign of a space variable, Q, changes when we reverse the inner orientation of the related space element, then the variable Q is associated with an element endowed with inner orientation. Conversely, if the sign does not change, then the space variable Q is associated with an element endowed with outer orientation.
Analogously, if the sign of a time variable, Q, changes when we perform a reversal of the motion, then the variable Q is associated or with time intervals endowed with inner orientation, hence Q
[︀T]︀ , or with time instants endowed with outer orientation, hence Q [︁̃︀ I ]︁ , depending on which time element it is associated with. In contrast, if the sign does not change, then the variable Q is associated with time instants endowed with inner orientation, hence Q
[︀Ī]︀ , or with time intervals endowed with outer orientation, hence Q [︁̃︀ T ]︁ , depending on which time element it is associated with.
If we consider all the combinations between oriented space and oriented time elements related to physical variables, we see that there are 32 possible couples of space/time elements in physics. These 32 couples can, in turn, be divided into two groups ( Fig. 1) , each consisting of 16 elements. In the first group, there are the couples of time and space elements that are endowed with the same kind of orientation, either inner or outer, while, in the second group, there are the couples of time and space elements that are endowed with opposite kinds of orientation, one inner and the other outer. The physical variables of the first group are those of the mechanical theories, while the physical variables of the second group are those of the field theories.
As far as the field theories are concerned, it was found that the configuration variables of the fundamental problem of any field theory are associated with space elements endowed with an inner orientation,P,L,S, andV, while the source variables are associated with space elements endowed with an outer orientation,̃︀ P,̃︀ L,̃︀ S, and̃︀ V.
This becomes a key point in computational physics, when we relate it with the discussion on the inner and outer orientations of a vector space and its dual vector space. In fact, by providing the elements of a vector space with an inner orientation, the elements of the dual vector space turn out to be automatically provided with an outer orientation, as a consequence of the Riesz representation theorem. Now, due to the geometrical interpretation of the elements of the vector spaces, given by the geometric algebra [100] , we can associate the elements of the two vector spaces with the geometrical elements of two cell complexes, where the elements of the second cell complex are the orthogonal complements of the corresponding elements in the first cell complex. Due to this association, by providing the elements of the first cell complex with an inner (or an outer) orientation, we induce an outer (or an inner) orientation on the second cell complex. This suggests us two considerations: -Due to the inner rather than outer orientations of the configuration and source variables, the space of the configuration variables may be viewed as a real (or complex) inner product Hilbert space, H, and the space of the source variables may be viewed as its dual space, consisting of all continuous linear functionals [101] from H into the field R (or the field C). For example, a force (which is a source variable) is a covector on the space of the configuration variables because the force acts on the displacement vector (which is a configuration variable) by originating the real scalar that represents the work of the force. -Since the source variables requires an outer orientation, a proper description of a given physical phenomenon requires to use two cell complexes in relation of duality, not just one, as usually was done in computational physics before the introduction of the CM. In fact, it is true that the inner orientation of the elements of a vector space also induces an outer orientation on the elements of the same vector space and this may allow us to think that a single cell complex would be sufficient. Nevertheless, remember that the association between the two orientations of the same cell complex is not automatic. There are always two possible criteria for establishing the correspondence between the two orientations, which depend on the orientation of the embedding space. Conversely, the relationship between inner (or outer) orientation of a cell complex and outer (or inner) orientation of its dual cell complex is derived from the Riesz representation theorem and does not depend on the orientation of the embedding space. Therefore, choosing to use two cell complexes, the one the dual of the other, instead of one single cell complex, is motivated by the need to provide a description of vector spaces that is independent of the orientation of the embedding space.
The association of physical variables to elements of a cell complex and its dual was introduced by Okada and Onodera [102] and Branin [103] . In particular, Branin had the idea of extending the duality that exists in graph theory, between a graph and its dual, to the cell complexes, and used a cell complex in space and its dual for describing an electromagnetic field. We will call the first complexes in space and time the primal cell complexes, or primal complexes, and the second complexes in space and time the dual cell complexes, or dual complexes.
Since the cell complexes are generalisations of the oriented graphs, all the properties of the dual graphs naturally extend to the dual cell complexes. In particular, the dual graphs depend on a particular embedding. Since even the orthogonal complements (that is, the isomorphic dual vectors) and the outer orientation depend on the embedding, we will associate the outer orientation with the dual cell complex and will retain the inner orientation for the primal cell complex (Fig. 2) . This is why we will not take into consideration the possibility of providing the primal cell complex with an outer orientation and the dual cell complex with an inner orientation.
In doing so, the elements of the first cell complex in space and first cell complex in time can be associated with those variables that require an inner orientation of the cell complex, while the elements of the second cell complex in space and second cell complex in time can be associated with those variables that require an outer orientation of the cell complex.
From the relationship between global variables and orientations, it follows that source variables are always associated with the elements of the dual complex only, and configuration variables are always associated with the elements of the primal complex only (some examples for different physical theories are collected in Fig. 3) .
The most natural way for building the two cell complexes is starting from a primal cell complex made of sim- plices and providing this first cell complex with an arbitrary inner orientation. The set of the dual elements can then be chosen as any arbitrary set of staggered elements whose outer orientations provide the (known) inner orientations of the primal p-cells. In this sense, we can say that the outer orientations of the dual p-cells are induced by the inner orientations of the primal p-cells (Fig. 2) .
We have spoken of "any" arbitrary set of staggered elements because, since the dual elements are equipped with the strong topology, there is not a unique way for defining the dual elements. In particular, they may also overlap. When they do not overlap, each p-space element of the dual cell complex can be put in dual correspondence with one (n − p) -space element of the primal cell complex, staggered with respect to the former one, where n is the dimension of the space. In particular, in three-dimensional space -each node of the dual complex is contained in one volume of the primal complex, -each edge of the dual complex intersects a face of the primal complex, -each face of the dual complex is intersected by one edge of the primal complex, -each volume of the dual complex contains one node of the primal complex.
By associating the configuration variables with the primal p-cells, the set of topological equations between global configuration variables defines a geometric algebra on the space of global configuration variables, provided with a geometric product. The operators of these topological equations are generated by the outer product of the geometric algebra, which is equal to the exterior product of the enclosed exterior algebra. The dual algebra of the enclosed exterior algebra is the space of global source variables, associated with the dual p-cells, and is provided with a dual product that is compatible with the exterior product of the exterior algebra. The topological equations between global source variables arise from the adjoint operators of the primal operators.
Finally, the pairing between the exterior algebra and its dual gives rise to the energetic variables, by the interior product. Since the reversible constitutive relations may be written in terms of energetic variables, because energy is the potential of the reversible constitutive relations, the reversible constitutive relations realise the pairing between the exterior algebra and its dual.
In algebraic topology, the topological equations on the primal cell complex are coboundary processes on even exterior discrete p-forms, while the topological equations on the dual cell complex are coboundary processes on odd exterior discrete p-forms.
When we deduce the field variables from the corresponding global variables, the exterior discrete forms become exterior differential forms. In particular, while the configuration variables can be described by exterior differential forms of even kind, the source variables can be described by differential forms of odd kind (that is, twisted differential forms). Moreover, the elements of the group G are vectors instead of scalars, and the corresponding differential form is a vector valued differential form.
The association between the physical variables, with their topological equations, and two vector spaces, which are a bialgebra and its dual algebra, suggests us to store the global variables in a classification diagram made of two columns, that is, the column of the primal vector space, composed of the configuration variables with their topological equations, and the column of the dual vector space, composed of the source variables with their topological equations (Fig. 4) .
The classification diagram of physical quantities and equations is known in the literature as Tonti diagram, named after Enzo Tonti (born October 30, 1935) . In their original formulation, the two columns of the Tonti diagram are composed by the configuration variables, the one, and the source variables, the other. They are not put in relationship with the primal vector space and the dual vector space, as was done in this paper.
The idea of associating the physical variables with algebraic tools originally dates back to Gabriel Kron (1901 Kron ( -1968 , a Hungarian American electrical engineer of General Electric who promoted the use of methods of linear al- gebra, multilinear algebra, and differential geometry [104] in the field. Though he published widely, his methods were slow to be assimilated. The topic was later developed by Paul Roth, a mathematician who realized the role of algebraic topology in network analysis. In 1955, Roth introduced a diagram made of chains and cochains for studying electrical circuits. He considered only static and stationary fields. Therefore, Roth's diagrams do not include time. In 1966, Branin completed the diagrams of Roth by adding the time derivatives [103] , thus coupling the diagram of electrostatics with the one of magnetostatics. Moreover, since Branin also introduced in electromagnetism the use of two cell complexes, the one the dual of the other, he abandoned the chain and cochain sequences of Roth in favour of two cochain sequences. In 1981, Deschamps published a paper dealing with exterior differential forms in electromagnetism, organized in sequences of cochains.
In the classification diagram, the configuration variables are arranged from top to bottom in their column, in order of increasing multiplicity of the associated space element, thus realizing a downward cochain. Conversely, the source variables are arranged from bottom to top in their column, in order of increasing multiplicity of the associated space element, thus realizing an upward cochain. With this choice, each primal p-cell is at the same level of its dual (n − p) -cell.
The solid lines indicate the constitutive relations between (primal) configuration variables and (dual) source variables. They also represent the pairing between configuration and source variables.
Note that the structure of the classification diagram is the same both for the global and the field variables of every physical theory of the macrocosm. The importance of this diagram stands just in its ability of providing a concise description of physical variables, without distinguishing between the physical theories.
As observed in [55] , even the variables and the equations of relativistic quantum mechanics for particles with integer spins [105] can be arranged in a diagram, which is formally similar to the classification diagram. This leads us to assume that even the operators used in quantum mechanics for describing the microcosm can be associated with space and time elements. As a proof of how this is actually possible, Tonti remarks that both Bohm [106] and Schönberg [107, 108] used algebraic topology for treating quantum mechanics. Viewing the algebraic formulation of the CM as a geometric algebra [20, 21, 24] allows us, now, to provide an explanation of why the tables for quantum mechanics, shown in [55] , are formally similar to the classification diagrams provided by Tonti for the macrocosm. In fact, being a geometric algebra and, as such, a quantisation of the exterior algebra, the algebraic formulation of the CM, as the geometric algebra, can be successfully employed for providing compact and intuitive descriptions even in quantum mechanics.
The strict relationship between geometric algebras, on one hand, and quantum physics and quantum field theory [109] , on the other hand, was highlighted by Schön-berg himself, in a series of publications of 1957/1958. Schönberg pointed out that those algebras can be described in terms of extensions of the commutative and the anti-commutative Grassmann algebras, which have the same structure as the boson algebra and the fermion algebra of creation and annihilation operators. These algebras, in turn, are related to the symplectic algebra [110] and Clifford algebra [111] , respectively. Also Hiley [106, [112] [113] [114] [115] worked on the algebraic descriptions of quantum physics in terms of underlying symplectic and orthogonal Clifford algebras.
When the physical phenomenon evolves in time, we have so many classification diagrams of the type shown in Fig. 4 as the time instants are. Since it is not possible to draw a classification diagram for each time instant, we simply double the diagram in Fig. 4 and shift it to the rear (Fig. 5) .
The choice of two mutually dual cell complexes also allows us to improve the description of global variables in computational physics. In fact, in the spirit of geometric algebra, where the oriented space elements are p-vectors generated by the exterior product, the attitude vectors [116, 117] of the p-cells are given by the inner orien-tation of their dual elements, the (n − p) -cells. This means that two mutually dual cell complexes allows us to describe all the attributes of the p-vectors, that is, attitude vector, orientation, and magnitude. Conversely, by using just one cell complex, we cannot describe the attitude vector, but only the (unoriented) attitude. In conclusion, by associating the global variables with the elements of two mutually dual cell complexes, the consequence is twofold: -The set of the configuration variables, together with their topological equations, is a particular case of bialgebra. This leads us to enforce compatibility and equilibrium at the same time, with compatibility enforced on the primal cell complex and equilibrium enforced on the dual cell complex. -The description of both the configuration and the source variables is improved, by allowing us to automatically take into account the attitude vectors of the p-vectors, which is impossible when the outer orientation of cell complexes is ignored.
By overturning the point of view, that is, by assuming these two conclusions as our starting point, and not as the consequence, we can find in these properties, in particular the first one, the reason why the configuration variables are associated with space elements endowed with a kind of orientation and the source variables are associated with space elements endowed with the other kind of orientation. In effect, the fact that the equilibrium operators in the fundamental problem of a given physical theory are adjoint operators of the compatibility operators does not depend on the used computational tool. It does not even depend on computation. It is a general property of the fundamental problem and, consequently, we can take it as our starting point. In particular, by assuming for the orientation of volumes their positive orientation, the inward orientation, the relationships between equilibrium operators on source variables, grad * , div * , and curl * , and compatibility operators on configuration variables, grad, div, and curl, are
while by assuming for the orientation of volumes their negative orientation, the outward orientation (as usual), 4 is changed in div * = −grad T . Due to the relationship between a basis of a given vector space and its dual basis, the adjoints in 4 -6 indicate that it is always possible to choose the orientation of volumes in the way that the set of configuration variables, with their topological equations, is a bialgebra. Being elements of a space vector, the configuration variables are provided with inner orientations and their covectorswhich, in this case, are the source variables-are provided with outer orientations.
Finally, the possibility of formulating a dual fundamental problem when the constitutive laws are reversible suggests us that, in this second case, the role of bialgebra is played by the source variables, together with the dual exterior product (leading to the topological equations between source variables). Thus, the source variables are now provided with inner orientations, while the configuration variables of the dual exterior algebra are provided with outer orientations. In this second case, we will denote the source variables as the dual configuration variables and the configuration variables as the dual source variables. The classification diagram for the dual fundamental problem is shown in Fig. 6 .
Consequently, for the computational solution of the dual fundamental problems, we have to associate the source variables (dual configuration variables) with the elements of the primal cell complex and the configuration variables (dual source variables) with the elements of the dual cell complex. This is always possible as, in a relation of mutual duality, defining which one of the two vector spaces is the exterior algebra and which one is the dual exterior algebra is just a convention.
The Classification Diagram and its Mathematical Structure
Each rounded box of the classification diagram contains a finite-dimensional vector sub-space, and each rectangular box contains an algebraic operator. Being elements of an exterior algebra and a dual exterior algebra, all the properties of dual spaces naturally extend to the vector spaces of the two columns of the classification diagram and their operators. In particular, two vector spaces of the same level are isomorphic, that is, it is possible to establish a one-to-one map between the elements of the two vector spaces, which preserves the composition laws of the two spaces.
Two elementsã (source variables) andb (configuration variables) of the two columns are put in duality by a bilinear form between the two spaces, ⟨ã ,b ⟩ , and the pairing between the exterior algebra and its dual is given by the scalar product,ã·b, between the elements of the two vector spaces. In particular, ifb is a configuration variable associated with the zero-dimensional primal space elements, the primal points, the bilinear form ⟨ã ,b ⟩ has the geometric interpretation shown in Fig. 7 , where the planes represent the equipotential surfaces of the source variables and the vector u represents the configuration variables of the same level. The bilinear form also represents the pairing of a functional in the dual space (column of the source variables) and an element of the primal space (column of the configuration variables).
Given a basis B = {e 1 , . . . , en} in the primal space, B and its dual basis, B * = {︀ e 1 , . . . , e n }︀ , form a biorthogonal system.
An elementã, of the dual complex, and an elementb, of the primal complex, for which:
are called orthogonal elements. Only the null vector of one space is orthogonal to all vectors of the other space. All the bilinear forms between primal and dual complexes in space have the dimension of an energy, while those dealing with space-time, that is, with relativity [118] , have the dimension of an action (energy × time), or a power (work/time).
The configuration and source variables of the fundamental problem are expressed in covariant and contravariant bases, respectively. Let:
be a source variable in contravariant basis, and
a configuration variable in covariant basis, withã k at the same level ofb k in the classification diagram of the physical variables; then the scalar product between the two variables is an invariant:
In effect, being the product between two conjugate variables, a configuration variable and a source variable, the product ⟨ã k ,b k ⟩ is an energetic variable and, as such, cannot depend on the coordinate system. The consequence is that the global variables that belong to the same level, k, of the classification diagram have the same tensorial nature, besides the opposed tensorial variance. This is true also for those global variables whose product is an action or a power, since even action and power are invariant for a change of basis.
The constitutive equations, when they are linear, are formed by symmetric operators.
Moreover, in the special case of a bilinear form that gives a work, from the generalised form of Stokes' theorem:
follows the algebraic form of one of the most important identities of physics, which we will call the generalised form of the virtual work theorem. In order to prove this identity, let us evaluate the boundary of the discrete (p + 3) -form on the scalar product between the p + 2 dual collectionc 
⟩⟩ .
Since a and b are not related by material parameters, the discrete (p + 2) -form, ∂c p+3 , and the discrete (p + 3) -form, 
which has been derived in the assumption that the positive orientation of volumes is the inward orientation.
In continuum mechanics, a slightly different form of this theorem is known as the virtual work theorem, or fundamental identity of solid mechanics:
External virtual work is equal to internal virtual work when equilibrated forces and stresses undergo unrelated but consistent displacements and strains.
In symbols, the theorem of virtual work states that:
where as usual in continuum mechanics, the volumes are outward oriented and -the system of the external surface forces, T, the external body forces, f, and the internal stresses of the stress tensor σ, is a system in equilibrium; -the system of the continuous displacements,û, and the strains of the strain tensorε is a consistent system; -the symbol "^" emphasises that the two systems are unrelated.
The left-hand side of 15 is the total external virtual work, which is done by T and f. It is therefore called the external virtual work, while the right-hand side is called the internal virtual work. The theorem of virtual work includes the theorem of virtual work for rigid bodies as a special case where the internal virtual work is zero.
If we adopt the positive outer orientation, that is, the inward orientation, as the outer orientation of volumes, the second term on the left-hand side becomes negative. Consequently, after rearrangement of the terms, we can re-write the virtual work theorem in terms of equivalence between the work that is done on the volume and the work that is done through the surface, as follows directly from 14:
The two operators-one in the left and the other in the right column-that lie on the same level of the classification diagram are one the adjoint of the other. More precisely, the two operators are expressed by matrices that are one the transpose of the other, with the same or the opposite sign depending on whether the outer orientation of the dual cells of the upper level is or is not the outer orientation induced by the inner orientation of the primal cells of the upper level.
It is worth noting that the operator "curl" and its adjoint operator lie on the same level of the classification diagram. As a consequence, in differential formulation, which uses one single function space, rather than two separate function spaces for the configuration and the source variables, the operator "curl" is adjoint of itself, that is, is a self-adjoint operator. In algebraic formulation, on the contrary, the algebraic version of the operator "curl" operates in one function space while its adjoint operator operates in the dual function space. Therefore, there cannot exist self-adjoint operators in algebraic formulation, and the algebraic operators and their adjoint operators can never coincide.
The source variable of the higher level is the source of the fundamental problem, while the configuration variable of the higher level represents the potential of the fundamental problem.
In the neighbourhood of a point, each regular potential can always be represented by an affine field. In particular, in a three-dimensional Cartesian coordinate system an affine scalar field, assumed continuous and with continuous derivatives, has the scalar affine equation:
where
In the algebraic formulation, the derivatives are substituted by the divided differences. This means that the affine scalar field retains the form in 17, where the coefficients hx, hy, and hz are now provided by the increments ∆x, ∆y, and ∆z, along the directions x, y, and z, respectively,
Equation 17 has a linear behaviour. From the geometrical viewpoint, it represent the tangent plane to the hypersurface of the function ϕ (x, y, z), for x = y = z = 0.
The vector form of 17 is
An affine vector field in a three-dimensional Cartesian coordinate system has the scalar form: 
where H is called the gradient of the vector v. From the geometrical viewpoint, even the three scalar equations 26 are planes. The equipotential surfaces, that is, the surfaces along which the scalar field or the components of the vector field have a constant value, are parallel planes.
Building the Incidence Matrices of the two Cell Complexes in Space Domain
In the three-dimensional space the dual correspondence is established between primal (dual) cells of dimension p and dual (primal) cells of dimension 3 − p.
After having labelled the primal p-cells, it is thus natural to assign to each (3 − p)-cell of the dual cell complex the same label of the corresponding primal p-cell. Using this criterion, when the outer orientation of the dual complex is induced by the inner orientation of the primal one, the incidence number between a p-cell and a (p − 1) -cell of the primal cell complex is equal to the incidence number between the corresponding dual cells.
The criterion of dual labelling is shown in Fig. 9 for a two-dimensional space, where the dual cell complex is built on the primal cell complex of Fig. 8 . Since the outer orientation of the dual cells in Fig. 9 is equal to the inner orientation of the corresponding primal element, each dual cell is inward oriented (because the primal nodes are sinks) and each dual side is crossed in the sense indicated by its primal side. Finally, the dual nodes in Fig. 9 are sources.
In the most general case of a three-dimensional space: On the other hand:̃︀
where, since, for historical reasons, the volumes have a negative outer orientation (outward orientation), the outer orientation of a volume is the opposite of the orientation that would be induced by the primal point inside it: and, consequently:̃︀
Analogously, we find
and, consequently,̃︀
For consistency between the two-dimensional and three-dimensional cases, we can think both the primal and the dual plane domains as provided with a unit thickness. Consequently:
-The primal and dual cell complexes will result staggered in thickness (along the direction of the observer).
-The oriented 0-cells become oriented 1-cells. In particular, the primal points become edges that enter in the plane, while the dual nodes become edges that come out from the plane. -The oriented 1-cells become oriented 2-cells. -The oriented 2-cells become oriented 3-cells.
-The matricesC andḠ remain unaltered, provided that we do not account for the new 2-cells and 1-cells. -The matrix̃︀ C in Fig. 9 becomes the matrix of the incidence numbers between dual 3-cells and dual 2-cells (provided that we do not account for the new 3-cells and 2-cells). If, in accordance with the threedimensional case, we change the outer orientation of the 3-cells from inward to outward, we obtain a matrix̃︀ D that satisfy the relatioñ︀ D = −Ḡ T (Fig. 10 ).
-The matrix̃︀ G in Fig. 9 becomes the matrix̃︀ C of the incidence numbers between dual 2-cells and dual 1-cells ( Fig. 10) , and satisfies the relatioñ︀ C =C T .
-The matricesD and̃︀ G remain undetermined, but they are not needed in two-dimensional computation.
Building Primal and Dual Cell Complexes in Space/Time Domain and Their Incidence Matrices
When we add a time axis to a three-dimensional primal cell complex in space, we obtain a primal fourdimensional cell complex. In particular, if the 3-cell of the primal space cell complex is a cube, the 4-cell of the primal space/time cell complex is a tesseract. According to the convention of considering the time instant as sinks and the time intervals as oriented from the preceding to the following time instant, the theory of oriented graphs applied to the time axis allows us to describe the relationship between primal time instant and primal time intervals in terms of incidence numbers and incidence matrices. For the three time intervals and four time instants of the one-dimensional example in Fig. 11 (obtained by projection from the four-dimensional space to the one-dimensional space of the time axis), we find an incidence matrix of the same shape as the incidence matrix G in Fig. 8 (Table 1) . which suggests a similarity between the time incidence matrix and the matrix G =Ḡ.
The velocity is one example of variable associated with the primal time intervals, rather than with the primal space points. The velocity is computed as the increment of the radius vector in the unit time, where the radius vector is associated with primal time instants and primal space Table 1 1-cells 0-cells1234 points. Therefore, in the special case of unit time intervals and with reference to the velocity along the x axis, we can find the three velocitiesv x1 ,v x2 , andv x3 , associated with the three primal time intervals,T 1 ,T 2 , andT 3 , by 1. spreading the scalar variables of the 0-form Φ 0 = [x1,x2,x3,x4] on the primal time intervals, T 1 ,T 2 , andT 3 , according to the mutual incidence numbers; 2. adding the variables that have been spread on the same primal time interval.
Spreading the scalar variables according to the mutual incidence numbers is equivalent to performing the matrix product between the incidence matrix in 1 and the vector of the scalar variables,
In the more general case where the time intervals are not unit time intervals but still have the same duration, the incidence matrix must be left-multiplied by the inverse of the time interval. Let ∆t be the time interval, we find:
. (40) Consequently, the average velocities along the x axis for the three primal time intervals,T 1 ,T 2 , andT 3 , arē
Analogous formulas follow for the velocities along the y and z axes. This process generates a 1-form,Γ 1 = [vx1,vx2,vx3], which is a 1-form on the primal cell complex because the velocities change sign under reversal of motion (see the criterion adopted for distinguishing between variables of the primal and dual cell complexes (Section 2.1), based on the oddness principle). Due to the duality between primal time intervals and dual time instants, that is, the pairing between primal a and dual basis in time, the process also generates a 0-form on the dual time instants:
For building the dual cell complex in space/time, let us observe that the increment in time of a configuration variable generates a configuration variable, as in the former case, where the increment of the radius vector has generated the velocity vector. Analogously, the increment in time of a source variable generates a source variable. This means that primal and dual cell complexes in time are reciprocally translated along the time axis. This also means that the same cell complex in space/time has two dual cell complexes, one evaluated in space and one valuated in time (Fig. 12 ). We will call these two dual cell complexes the space-dual cell complex and the time-dual cell complex.
By defining the dual time instants as the central points of the primal time intervals (assumed of the same duration), the time-dual cell complex of the primal cell complex in space/time is obtained by shifting the primal cell complex in space along the time axis, for half the duration of the time intervals (Fig. 12 ). In fact, primal and dual time axes are superposed.
Analogously, the time-dual cell complex of the spacedual cell complex in space/time is obtained by shifting the space-dual cell complex along the time axis, for half the duration of the time intervals. We will call this cell complex the space/time-dual cell complex.
The dual time intervals connect the dual time instants. They have the same duration of the primal time intervals.
If we choose to provide the dual time elements with the outer orientation that would be induced on them by the inner orientation of the primal time elements, the positive inner orientation of the primal time instants,Ī, would induce the positive outer orientation on the dual time intervals,̃︀ T, that is, the inward orientation. Moreover, the positive inner orientation of the primal time intervals,T, would induce the positive outer orientation on the dual time instants,̃︀ I, that is, the same orientation of the time axis. Nev- ertheless, this would contradict the fact that the positive increments of the dual time variables must be taken in the same direction as the positive increments of the primal time variables, since primal and dual axes have the same orientation. Consequently, we must change the outer orientation or of the dual time instants, or of the dual time intervals. From this moment forth, the positive outer orientation of the dual time instants will be taken equal to the orientation of the time axis and the dual time intervals will be taken outward directed. As we can verify for the onedimensional example in Fig. 13 , this choice of outer orientation for the dual elements generates, for the dual time elements,̃︀ I and̃︀ T, the same incidence matrix that puts in relationship the primal time elements,Ī andT (Table 2) . Table 2 1-cells
Note that, as in the four-dimensional Minkowski continuum [119, 120] , in the algebraic formulation the time dimension is treated differently from the three spatial dimensions for two reasons:
-we have oriented the tesseract differently from the related 4-vector; -we have taken, not the outer orientation induced by the primal time instants, but its opposite as the positive outer orientation for the dual time intervals. The acceleration is one example of variable associated with the dual time intervals, rather than with the primal space points. The acceleration is computed as the increment of the velocity vector in the unit time, where the velocity is associated with the dual time instants and the primal space points. In the special case of unit time intervals and with reference to the acceleration along the x axis, we can find the three accelerationsã x1 ,ã x2 , andã x3 , associated with the three dual time intervals,̃︀ Spreading the scalar variables according to the mutual incidence numbers is equivalent to performing the matrix product between the incidence matrix in 2 and the vector of the scalar variables,
In the more general case, where the time intervals are not unit time intervals but still have the same duration, ∆t, the incidence matrix must be left-multiplied by 1/∆t:
. (45) The average accelerations on the three dual time intervals,︀
Due to the duality between dual time intervals and primal time instants, this process generates both a 1-form for the dual time intervals and a second 0-form for the primal time instants. In particular, the 1-form̃︀ Γ 1 = [ãx1,ãx2,ãx3] is a 1-form on the dual cell complex because the accelerations do not change sign under reversal of motion. The reason for this is that the acceleration is symmetric with respect to the radius vector:
The belonging of the acceleration to the dual complex in time allows us to establish a relationship between the space-dual and the time-dual cell complexes. In fact, since Newton's second law
relates an element of the time-dual cell complex, the acceleration, to an element of the space-dual cell complex, the force (source), we can say that the two dual cell complexes in space and time are related by Newton's second law (Fig. 14) . The time-dual and space-dual cell complexes are also related by some dissipative laws. In order to distinguish between the impressed sources (assigned by the problem and living in the space-dual cell complex) and the sources that are induced by the configuration variables, due to Newton's second law or dissipative laws, these latter sources will be denoted as the induced sources.
In conclusion, velocity and acceleration are space/time variables associated with the points and the edges of the space/time tesseract. The possible space/time combinations between the four space elements, P, L, S, and V, and the two time elements, I and T, living in this projection are in number of 8. Considering that both the space and the time elements can be of primal or dual kind, we find a) 8 couples of space/time primal elements, b) 8 couples of space/time dual elements, c) 8+8 couples of space/time primal and dual elements.
These are exactly the same 32 combination of Fig. 1 , with the couples of kind (a) and (b) that define the first group of variables in Fig. 1 and the couples of kind (c) that define the second group.
Features of the Governing Equations in the Cell Method

The Role Played by the Coboundary Process in the Algebraic Formulation
In a differential formulation, the topological equations of the fundamental problem (Section 2.1) are expressed by the first order differential operators such as the divergence, the curl, and the gradient.
As we have discussed in Section 2.1, the coboundary process is analogous, in an algebraic setting, to the exterior differentiation on exterior differential forms, which is used for deriving the topological equations of any physical theory. In particular, balance, circuital equations, and equations forming differences can be expressed by the coboundary process performed on discrete p-forms of degree 2, 1, and 0, respectively.
In fact, let A d [V] be a physical variable associated with a volume, which can be endowed with inner or outer orientation, and let B d [∂V] be a physical variable associated with the boundary of the same volume. Since then the balance equation:
is expressed by a map from the boundary of a space element to the space element itself (as the map t 1 shown in 2):
where δ is the coboundary operator of the (p + 1) -cell e p+1 , giving the coboundary δ p of e p+1 δ p :
then the balance equation 51 is a topological equation defined on discrete p-forms of degree 2.
For the same reason, also the circuital equations:
where Ac [S] is a physical variable associated with a surface, which can be endowed with inner or outer orientation, and Bc [∂S] is a physical variable associated with its boundary, and space differences:
where 
Once all the p-cells have been opportunely labelled, the three operators δ D , δ C , and δ G specialise in three matrices that can be obtained from the three incidence matrices, D, C, and G, respectively.
In conclusion, δ D , δ C , and δ G are the discrete versions of the differential operators "div", "curl", and "grad", respectively [121] . This justifies the choice of the bold capital letters "D", "C", and "G" for denoting the discrete operators and the corresponding incidence matrices. It is worth noting that, while δ D , δ C , and δ G are algebraic tensors, thus independent of the labelling, the incidence numbers-which are the entries of the three matrices D, C, and G-depend on the particular choice of labelling. This corresponds to the condition for which the operators "div", "curl", and "grad" are expressed by tensors, which do not depend on the coordinate basis, while the matrices that represent them in a coordinate system depend on the basis vectors. This further proves how the labelling of cells is the algebraic equivalent of mapping the points in R 3 by means of the coordinate systems of the differential setting. 
By way of example, let us consider the primal and dual cell complexes of the plane domain in Fig. 16 , where the primal nodes, sides, and areas have been labelled according to an arbitrary criterion. The labelling of the dual cell complex is induced by the labelling of the primal cell complex, by providing each dual element with the same label of the corresponding element in the primal cell complex. For the sake of simplicity, let us assume that each primal side has unit length:
Let Φ be a scalar variable defined on the nine primal nodes. This assignment generates a discrete 0-form on the nine primal nodes. The process of spreading the values [φ1, φ 2 , . . . , φ 9] of the discrete 0-form Φ 0 ,
from the nine primal nodes to the 12 primal sides, accord- ing to the mutual incidence numbers, is shown in Fig. 17 . By denoting U the global variable that defines the discrete 1-form on the primal sides, the 12 values [u1, u 2 , . . . , u 12] of the 1-form U 1 : (62) are obtained by adding the scalar variables that are spread on the sides by the end nodes, together with the mutual incidence numbers. Note that, since each primal side has unit length, we do not need to normalise the elements of the 0-form by the lengths of the primal sides, and the coboundary process,
is described by the matrix productḠΦ 0 , betweenḠ, the matrix of the incidence numbers between primal 1-cells and primal 0-cells, and the vector Φ 0 of the 0-form Φ 0 :
In order to show the relationship between primal and dual coboundary processes in two-dimensional spaces, let us consider now a 1-form V 1 , defined on the 12 dual sides of Fig. 16 :
By the coboundary process on the 1-form V 1 , the 12 ele- 12] , are spread on the nine dual areas, as shown in Fig. 18 . This generates a 2-form, P 2 , on the dual areas:
where δ denotes the coboundary operator. As discussed in Section 2.3, for consistency between the two-dimensional and three-dimensional problems, one should consider that plane domains are provided with unit thickness. Consequently, V 1 and P 2 are, more properly, a 2-form and a 3-form, respectively. Moreover, δ can be expressed by the incidence matrix̃︀ D, the matrix of the incidence numbers between dual 3-cells and dual 2-cells.
In the following, we will continue to call V 1 a 1-form and P 2 a 2-form, but, in order to preserve the relationship between tensor and their adjoints, we will express the dual coboundary process by means of the incidence matrix̃︀ D.
Denoted by P 2 the vector of the 2-form P 2 , we can therefore
where, since the dual areas have an outward outer orientation (Fig. 18) while the primal nodes are sinks:︀
As a final remark, note that, in space/time cell complexes, the time instants are the faces of the time intervals, both in primal and in dual cell complexes. Therefore, the time instants define the boundary on the time intervals, both in primal and in dual space/time cell complexes. Consequently, even the processes for the formation of the mean velocities and mean accelerations, described in Section 2.4, are coboundary processes. 
Performing the Coboundary Process on Discrete 0-forms in Space Domain: Analogies Between Algebraic and Differential Operators
When performed for space elements of R 3 or R 2 , the coboundary process on a discrete 0-form is the algebraic counterpart of finding the gradient of a scalar field. In fact, both the gradient and the discrete 1-form generated by the coboundary process on a discrete 0-form comes from scalar quantities associated with points. More precisely, the gradient at the point P of a scalar valued function ϕ (P) is the vector valued function u (P) generated by the following five-step process:
1. Evaluating the increments of ϕ (P) along various oriented directions outgoing from the point P, by forming the differences ϕ (Q) − ϕ (P), where Q is a point in the neighbourhood of P. 2. Evaluating the ratios of these increments to the distances between Q and P. 3. Evaluating the limit for these ratios when the distances go to zero. 4. Finding the direction for which this limit is a maximum and considering this as the privileged direction. 5. Introducing a vector with origin at the point P, with modulus equal to the maximum ratio found, arranged along the privileged direction. Such a vector valued function, u (P), is defined as the gradient of the scalar valued function ϕ at the point P:
u (P) = grad ϕ (P) = ∇ϕ (P) ; (71) or, in Cartesian coordinates:
The algebraic counterpart of this five-step process is evaluating the normalised increments of the discrete 0-form
, defined for the n 0 vertices of the cell complex, along the edges connected with the point P.
Since evaluating the normalised increments of Φ 0 (P) involves taking into account the incidence numbers between P and its cofaces, we can operatively divide this unique step into the two steps, spreading and collecting, shown in Fig. 19: 1. Spreading the value ϕ i of the i-th 0-cell, P i , to all the cofaces, L j , of the 0-cell, each multiplied by the mutual incidence number between P i and L j and divided by L j , the length of L j . 2. Adding the two values that have been spread on the same 1-cell, L j .
The discrete 1-form
, generated on the n 1 1-cells of the space cell complex by the coboundary process on the discrete 0-form, is the coboundary of the discrete 0-form:
In the general case, where the 1-cells are not of unit length, j , the j-th element of the discrete 1-form Γ 1 , is given by the summation on the two 0-cells connected to the j-th 1-cell:
where g ji is the element in row j and column i of the incidence matrix G, and l j is the length of the j-th 1-cell, L j , on which we are spreading the value ϕ i of the i-th 0-cell, P i . The elements of the matrix T G , which represents the coboundary operator for the given labelling of the cell complex, have the form:
T G may be obtained as the sum of expanded local matrices. More precisely, let n be the number of 1-cells and let m be the number of 0-cells, then each local matrix is the expansion to the n × m dimensions of the 1 × 1 matrix t G j (a scalar), whose unique element is 1/l j :
The number of local matrices equals the number of 1-cells of the cell complex, that is, the number of times we must perform the second step of the coboundary process. The assembling procedure for building T G generalises the assembling procedure used for the stiffness matrix to the case of non-symmetric matrices. The generalisation is achieved by defining two collocation vectors, l j (where "l" stands for left) and r j (where "r" stands for right), according to the following twofold criterion:
-l j is an n × 1 Boolean vector, whose unique nonzero value is the j-th element:
where δ jh is the Kronecker delta symbol.
-r is the m × 1 vector such that r T is the j-th row of the incidence matrix G:
In these assumptions, the expansion of the j-th local matrix, t G j , is given by the matrix product l j t G j r T j , and T G is provided by the sum:
The 1-form Γ 1 can then be obtained as the product:
By way of example, if the primal 1-cells in Fig. 16 were not of unit length, the 5-th local matrix of the primal cell complex would bet
and its expansion to the 12 × 9 dimensions of the problem would be provided by 
After sum over the index j, the primal matrixT G would bē 
and the coboundary process on the 0-form Φ 0 in 63 would be expressed as
Note that the matrixT G becomes equal to the incidence matrix G when all the lengths are equal to 1. Note also that the matrixT G does not contain any material parameter, but only metric notions, such as must be for a topological operator.
Finally, in order to derive a geometrical representation of the coboundary process on the discrete 0-forms, we can recall that, for the properties of a Banach space, there exists an isomorphism between the orthogonal space and the dual space. This allows us to extend the geometric interpretation of the linear functional to the coboundary process performed on the discrete 0-forms. In general, we can view the action of the coboundary operators on the discrete p-forms in terms of hyperplanes, as shown in Fig. 7 .
On the other hand, we have also seen that, when the scalar valued potential function ϕ (P) in the neighbourhood of the point P is approximated with an affine scalar field, ϕ, the equipotential surfaces are parallel planes (Section 2.2, Fig. 20) . In this case, let Q and R be two points of the neighbourhood of P, arbitrarily chosen on two equipotential planes, then the ratio:
here we used the notation of Grassmann for denoting vectors, provides the same value for any couple of intersection points between the equipotential planes and a straight line parallel to t, which is the line that passes through Q and R (Fig. 20) . Therefore, the ratio in 85 depends on the direction of t, while does not depend on the point in which it is evaluated.
In differential formulation, the ratio in 85 is called the gradient in the direction t and is denoted by G t . The maximum value of G t is attained when the distance between two successive intersection points is minimal, that is, when R is placed on the perpendicular to the equipotential plane passing through Q (the straight line t is perpendicular to the equipotential planes, as the line t ⊥ in Fig. 20 .
Since it does not depend on the evaluation point, the maximum value of G t can be represented by a free vector, which is denoted by G and called the gradient of the scalar valued affine function, ϕ. The sense of G is the one along which the potential increases and the modulus of G is equal to the maximum value of G t .
According to the Riesz representation theorem in Euclidean n-space, G is the unique vector that represent the linear form "grad":
Therefore, the same term, "gradient", applies both to the linear form (which is a covector) and to the vector that represents it. Analogously, the coboundary process on Φ 0 (P), the affine scalar field ϕ that approximates the potential in the neighbourhood of the point P, produces the normalised increments of Φ 0 (P) along the directions of the edges connected with P. These normalised increments depend on the edge direction, while they do not vary if P is substituted with another point of the neighbourhood in which the affine scalar field has been evaluated.
We will denote by δ G t the algebraic equivalent of G t and by δ G the algebraic equivalent of G, where δ G is a uniform vector field in the neighbourhood of the point P. As shown in Fig. 21 , δ G is orthogonal to the equipotential parallel planes of Φ 0 (P):
Performing the Coboundary Process on Discrete 0-forms in Time Domain: Analogies Between Algebraic and Differential Operators
When our goal is that of studying how a given phenomenon evolves in time, we must add a time axis to the three-dimensional and two-dimensional space cell complexes of R 3 and R 2 , thus originating four-dimensional and three-dimensional space/time cell complexes, respectively.
Since the elements of a space/time cell complex are of different nature, some p-cells are associated with a variation of the space variables, some other p-cells are associated with a variation of the time variables, and some other p-cells are associated with a variation of both the space and time variables. Now, since a discrete 0-form is defined on each zerodimensional element of a cell complex, the coboundary process on the discrete 0-form naturally extends to all the zero-dimensional elements of the space/time cell complex, that is, both to the 0-cells associated with a given time instant and to the 0-cells associated with adjacent time instants. Thus, if we start from space cell complexes in dimension 3, adding the time axis will cause the discrete 0-form to be defined on all the 0-cells of a tesseract (Fig. 22) .
Moreover, the coboundary process on the discrete 0-form generates discrete 1-forms on all the one-dimensional elements of the tesseract, that is, on both the onedimensional elements of the kind "space" (the edges of the space elements) and the one-dimensional elements of the kind "time" (the time intervals). This results in two different kinds of discrete 1-forms, generated by the same discrete 0-form (Fig. 22): -Discrete 1-forms of the kind "space": the discrete 1-forms generated on the 1-cells of the kind "space". -Discrete 1-forms of the kind "time": the discrete 1-forms generated on the 1-cells of the kind "time".
The process for the generation of the 1-forms of the kind "space" is, even in this second case, the algebraic counterpart of finding the gradient of a scalar valued func- tion of the point, while the process for the generation of the 1-forms of the kind "time" has a different nature. This second process is the algebraic version of finding the derivative of a function of one variable.
For the sake of completeness, let us recall that the derivative of a function is a process which can be divided into three steps:
-Forming the increment in time of the function of one variable. -Forming the ratio of this increment for the time interval. -Forming the limit process for the time interval going to zero.
Therefore, the same coboundary process performed on a discrete 0-form in space/time gives rise to two operators at the same time, the algebraic version of the gradient and the algebraic version of the derivative of a function of one variable. This allows us to say that finding the increments in space and finding the increments in time are two sides of the same coin, that is, the coboundary process on discrete 0-forms. By extending these results to the differential formulation, the gradient and the derivative of a function of one variable can now be seen as two sides of the same coin, that is, the exterior differentiation on exterior differential forms. In effect, this conclusion is implicit in the possibility of decomposing the differential in the product of the derivative times the differential of the independent variable.
The coboundary process on a discrete 0-form in space/time can also be seen as the algebraic counterpart of the spacetime gradient in spacetime algebra [122] [123] [124] , which is built up from combinations of one time-like basis vector, 0 , and three orthogonal space-like vectors, { 1 , 2 , 3 }. Associated with the orthogonal basis, { µ }, is the reciprocal basis:
for all µ = 0, . . . , 3, satisfying the relation:
where δ ν µ is the Kronecker delta symbol. The spacetime gradient, like the gradient in a Euclidean space, is defined such that the directional derivative relationship is satisfied:
This requires the definition of the gradient to be
Written out explicitly with
these partials are
Performing the Coboundary Process on Discrete 1-forms in Space/Time Domain: Analogies Between Algebraic and Differential Operators
When performed for space elements of R 3 or R 2 , the coboundary process on a discrete 1-form is the algebraic counterpart of finding the curl of a vector field. Both the curl and the discrete 2-form generated by the coboundary process on a discrete 1-form come from vector quantities associated with lines. More precisely, the curl at the point P of a vector valued function u (P) is the vector valued function v (P) generated by the following five-step process:
1. Evaluating the line integral of the vector u (P) along the boundary of a small plane surface centred at the point P. 2. Evaluating the ratios between such circulation and the area of the surface. 3. Performing the limit of this ratio when the surface shrinks to the point P.
4. Looking for the attitude of the plane surface on which this limit is maximum and considering this as the privileged attitude. 5. Introducing a vector with origin at the point P, with modulus equal to the maximum ratio found, disposed normal to the privileged attitude and oriented in such a way that the orientation of the closed line (the one used to evaluate the circulation) and the vector form a clockwise screw. This vector, v (P), is defined as the curl of the vector field u at the point P:
or, in Cartesian coordinates:
Let
] be the discrete 1-form of the line integrals along the n 1 edges, L i , of the space cell complex; then the algebraic counterpart of the five-step process for finding the curl at the point P is the coboundary process on Γ 1 , which can be described by the following two-step process ( Fig. 23 ):
1. Spreading the value i of the i-th 1-cell, L i , to all the cofaces, S j , of the 1-cell, each multiplied by the mutual incidence number between L i and S j and divided by S j , the area of S j . 2. Adding all the values that have been spread on the same 2-cell, S j .
The discrete 2-form Ψ 2 = [ψ1, ψ 2 , . . . , ψn 2 ], generated on the n 2 2-cells of the space cell complex by the coboundary process on the discrete 1-form, is the coboundary of the discrete 1-form:
The j-th element of the discrete 2-form Ψ 2 is given by the summation on the 1-cells connected to the j-th 2-cell:
where c ji is the element in row j and column i of the incidence matrix C, and S j is the area of the j-th 2-cell, S j , on which we are spreading the value i of the i-th 1-cell, L i . As for the coboundary process on 0-forms, even in this case we can obtain the matrix T C , which expresses the coboundary operator for the given labelling of the cell complex, as a sum of expanded local matrices. The elements of T C have the form
Let n be the number of 2-cells and let m be the number of 1-cells; then each local matrix is the expansion to the n × m dimensions of the 1 × 1 matrix t C j (a scalar), whose unique element is 1/S j :
The number of local matrices equals the number of 2-cells of the cell complex, that is, the number of times we must perform the second step of the coboundary process. The two collocation vectors, l j and r j , are defined according to the following twofold criterion: -l j is an n × 1 Boolean vector, whose unique nonzero value is the j-th element:
-r is the m × 1 vector such that r T is the j-th row of the incidence matrix C:
The expansion of the j-th local matrix, t C j , is given by the matrix product l j t C j r T j , and T C is provided by the sum:
The 2-form Ψ 2 can then be obtained as the product:
In the case where the primal 1-cells in Fig. 16 are not of unit length, the discrete 2-form defined on the dual 1-cells gives rise to local matrices for the dual cell complex. By way of example, the 5-th local matrix of the dual cell complex is
and the expanded form of the 5-th local matrix is provided by the collocation dual vectorsl 5 andr: 
The matrixT C then follows from the assembling proce- 
As discussed in Section 2.3, if we provide a plane domain with a unit thickness, the incidence matrix̃︀ C plays the role of the incidence matrix̃︀ D of the equivalent threedimensional problem. In this case,T C is equal to the matrixT D of the equivalent three-dimensional problem, and we can write
whereT D becomes the incidence matrix̃︀ D in the special case where all the primal 1-cells have unit lengths. When we add a time axis to the three-dimensional and two-dimensional space cell complexes of R 3 and R 2 , we obtain space/time cell complexes with p-cells of different kinds ("space", "time", and "space/time"). Since the discrete p-forms are defined on each p-dimensional element of the space/time cell complex, the coboundary process on the discrete 1-form naturally extends both to the 1-cells associated with a given time instant and to the 1-cells associated with adjacent time instants. Starting from space cell complexes in dimension 3, this implies that the discrete 1-form in space/time is defined on all the 1-cells of a tesseract (Fig. 24 ).
Figure 24:
The coboundary process on a discrete 1-form defined for one edge t = t 1 of a tesseract.
Consequently, the coboundary process on the discrete 1-form generates discrete 2-forms for all the twodimensional elements of the tesseract, that is, both for the two-dimensional elements of the kind "space" and for the two-dimensional elements of the kind "time". This results in two different kinds of discrete 2-forms, generated by the same discrete 1-form (Fig. 24): -Discrete 2-forms of the kind "space": the discrete 2-forms generated on the 2-cells of the kind "space". -Discrete 2-forms of the kind "space/time": the discrete 2-forms generated on the 2-cells of the kind "space/time".
The process for the generation of the 2-forms of the kind "space" is the algebraic counterpart of finding the curl of a vector valued function of the point, while the process for the generation of the 2-forms of the kind "space/time" is the algebraic version of finding the derivative of a function of two variables.
In conclusion, the coboundary process performed on a discrete 1-form in space/time gives rise to two operators at the same time, the algebraic version of the curl and the algebraic version of the derivative of a function of two variables. This unify the two related processes as two sides of the same coin.
Performing the Coboundary Process on Discrete 2-forms in Space/Time Domain: Analogies Between Algebraic and Differential Operators
When performed for space elements of R 3 or R 2 , the coboundary process on a discrete 2-form is the algebraic counterpart of finding the divergence of a vector field. Both the divergence and the discrete 3-form generated by the coboundary process on a discrete 2-form come from vector quantities associated with surfaces. More precisely, the divergence at the point P of a vector valued function v (P) is the scalar valued function ψ (P) generated by the following three-step process:
1. Evaluating the flux of the vector v (P) across the boundary of a small space region centred at the point P. 2. Evaluating the ratio between such flux and the volume of the small region. 3. Performing the limit of this ratio when the region contracts to the point P. This scalar valued function, ψ (P), is called the divergence of the vector valued function v at the point P:
Let Ψ 2 = [ψ1, ψ 2 , . . . , ψn 2 ] be the discrete 2-form of the fluxes through the n 2 2-cells, S i , of the space cell complex; then the algebraic counterpart of the three-step process for finding the divergence at the point P is the coboundary process on Ψ 2 , which can be described by the following two-step process ( Fig. 25 ):
1. Spreading the value ψ i of the i-th 2-cell, S i , to all the cofaces, V j , of the 2-cell, each multiplied by the The coboundary process on a discrete 2-form defined on the surfaces of a space cell complex.
mutual incidence number between S i and V j and divided by V j , the area of V j . 2. Adding all the values that have been spread on the same 3-cell, V j .
The discrete 3-form W 3 = [w1, w 2 , . . . , wn 3 ], generated on the n 3 3-cells of the space cell complex by the coboundary process on the discrete 2-form, is the coboundary of the discrete 2-form:
The j-th element of the discrete 3-form W 3 is given by the summation on the 2-cells connected to the j-th 3-cell:
where d ji is the element in row j and column i of the incidence matrix D, and V j is the volume of the j-th 3-cell, V j , on which we are spreading the value ψ i of the i-th 2-cell,
We can obtain the matrix T D , which expresses the coboundary operator for the given labelling of the cell complex, as a sum of expanded local matrices. The elements of T D have the form:
Let n be the number of 3-cells and let m be the number of 2-cells; then each local matrix is the expansion to the n × m dimensions of the 1 × 1 matrix t D j (a scalar), whose unique element is 1/V j :
The number of local matrices equals the number of 3-cells of the cell complex, that is, the number of times we must perform the second step of the coboundary process. The two collocation vectors, l j and r j are defined according to the following twofold criterion: -l j is an n × 1 Boolean vector, whose unique nonzero value is the j-th element:
-r is the m × 1 vector such that r T is the j-th row of the incidence matrix D:
The expansion of the j-th local matrix, t D j , is given by the matrix product l j t D j r T j , and T D is provided by the sum:
The 3-form W 3 can then be obtained as the product:
Even this latter time, when we add a time axis to the threedimensional and two-dimensional space cell complexes of R 3 and R 2 , we obtain space/time cell complexes with p-cells of different kinds. The coboundary process on the discrete 2-form naturally extends both to the 2-cells associated with a given time instant and to the 2-cells associated with adjacent time instants. Starting from space cell complexes in dimension 3, this implies that the discrete 2-form in space/time is defined on all the 2-cells of a tesseract (Fig. 26 ). The coboundary process on a discrete 2-form defined for one face t = t 1 of a tesseract.
The coboundary process on the discrete 2-form generates discrete 3-forms for all the three-dimensional elements of the tesseract, that is, both for the threedimensional elements of the kind "space" and for the three-dimensional elements of the kind "time". This results in two different kinds of discrete 3-forms, generated by the same discrete 2-form ( Fig. 26): -Discrete 3-forms of the kind "space": the discrete 3-forms generated on the 3-cells of the kind "space". -Discrete 3-forms of the kind "space/time": the discrete 3-forms generated on the 3-cells of the kind "space/time".
The process for the generation of the 3-forms of the kind "space" is the algebraic counterpart of finding the divergence of a vector valued function of the point, while the process for the generation of the 3-forms of the kind "space/time" is the algebraic version of finding the derivative of a function of three variables.
In conclusion, the coboundary process performed on a discrete 2-form in space/time gives rise to two operators at the same time, the algebraic version of the divergence and the algebraic version of the derivative of a function of three variables. This unifies the two related processes as two sides of the same coin.
Building the Fundamental Equation on the Classification Diagram
The fundamental equation describes mathematically the fundamental problem of the theory (Section 2.1), that is, the problem of finding the configuration of a system, once the sources are assigned. As far as the sources are concerned, we have seen in Section 2.4 that there are two kinds of sources, impressed and induced sources, which are assigned by the problem and induced by the second Newton's law or dissipative laws on the configuration variables, respectively. Consequently, we have two ways for relating source and configuration variables. The first way is that of following the topological equations reversely, from the sources of the problem to the main configuration variables, by using the constitutive equations for passing from the column of the source variables to the column of the configuration variables (Fig. 27) .
Following this path, we insert the variables of the path in the main topological equations of the path (those contained in the first square box of the path, starting from the main sources), by successive substitutions.
The second way is that of expressing the sources of the main topological equations in terms of configuration variables by using the second Newton's law and the dissipative laws.
In doing so, we obtain one or more topological equations of the column of the source variables (balance equations, circuital equations, or space differences) written in terms of the configuration variables, which are the unknowns of the fundamental problem.
Analogies in Physical Sciences
When a relation or a statement is invariant in different physical theories under the exchanges of the elements involved in them, the corresponding variables of two different theories are called homologous and the relationship established between the theories by the homologous variables is called an analogy [58] [59] [60] . In particular, the existence of analogies is made manifest by the recurrent presence in the fundamental equations of the field theories of the same operators, "grad", "curl" and "div", and the same equations between variables, as the equations of Laplace [125] , Poisson, and d'Alembert.
Analogies are well known in physics and played an essential role in the development of new disciplines. They allow us, in fact, to explore new fields by using the established knowledge of other fields, through the intermediation of the homologous elements. This has ever been a common practice in physics, despite it was never provided a compelling reason for the existence of analogies between different disciplines. Over the centuries, the consolidated custom of using analogies systematically led to the construction of many mathematical formalisms, such as -the formalism of dynamical systems, -the formalism of generalised network theory, -the formalism of irreversible thermodynamics, -the formalism of mathematical field theory, -the formalism of variational principles, -the formalism of the first quantisation, -the formalism of the second quantisation.
The classification diagrams of the global variables, together with the orientations and the relations of the global variables, allow us, now, to provide an explanation to the existence of homologous variables in physical theories. In fact, the classification diagrams highlight a general structure, which is common to all field physical theories of the macrocosm. This general structure characterises both the algebraic and the differential formulation due to the inherited association, that is, the fact that densities and rates (which are field variables) inherit an association with the space and time element to which the related global variable corresponds. As a consequence, we can indicate the associated space and time element next to the variables in Figs. 28 -30, despite they are the point-wise variables of the differential formulation.
In particular, Fig. 28 shows the classification diagram for elastostatics of deformable bodies, where the strains ε i are related to the displacements along the directions of the x, y, z axes, u, v, w, respectively, in the assumption of linear relationships between the components of strain and the displacement derivatives of the first order (theory of the first order for small strains).
The equations of the primal and dual cycles of elastostatics are shown in Fig. 29 for the special case of plane elasticity. By way of example of the common structure exhibited by different physical theories, these latter equations can be compared to the equations of plane motion of a perfect, incompressible fluid, shown in Fig. 30 . Many further examples of common structure can be found in the papers and books by Tonti.
The existence of an underlying structure, common to different physical theories, is precisely the main responsible for the structural similarities, present in physical theories, commonly called analogies. Moreover, the classification diagrams also allow us to explain the analogies in the light of the association between the global variables and the four space elements, since the homologous global variables of two physical theories are those associated with the same space and time element. In other words, the analogies between physical theories arise from the geometrical structure of the global variables and not from the similarity of the equations that relate variables to each other in different physical theories.
As quoted even in [55] , some early ideas on the relationship between the physical variables, the space, and the extent of space elements can be found in the works by Feynman and Maxwell. 
Physical Theories with Reversible Constitutive Laws
A constitutive relation is reversible when it connects a variable associated with a time element to another associated with its dual time element:
orT ↔Ĩ.
In the classification diagram, the reversible constitutive relations are represented by links between left and right column in the front or in the rear. As a consequence, the reversible relations connect two variables whose product is an energy or an energy density. Conversely, a constitutive relation is irreversible when it connects a variable associated with a time interval to an- other associated with its dual time element:
In this case, the constitutive relation is a link that connects the left column in the front with the right column in the rear (and there are not other existing connections). Therefore, the irreversible relations connect two variables whose product is a power.
The reversible constitutive equations of physical theories share the common properties of being usually linear and having symmetric operators, often represented by matrixes. In the rare cases in which the operators are nonlinear, the derivatives of the operators are symmetric. This implies some interesting mathematical properties:
-The constitutive equations can be derived from the condition of stationarity of a function, usually the potential energy but in some case the kinetic energy. Thus, the potential and kinetic energies play the role of potentials of the constitutive equations. In general, the stationary value is a minimum. -The stationary property, combined with the property of adjointness of the operators, gives rise to a reciprocity principle and to a variational principle for the fundamental equation.
How to Choose Primal and Dual Cell Complexes in Computation
The cell complexes usually employed in numerical modelling are simplicial complexes (triangles in twodimensional spaces and tetrahedra in three-dimensional spaces). Even the cell method uses simplexes for defining the primal mesh. The reason for this choice is that, as discussed in Section 2.2, each scalar or vector field in the neighbourhood of every point, in a region of regularity, can be approximated by an affine field. Now, simplexes are compatible with the affine description of the field (Fig. 31) , while cells of arbitrary number of sides are not compatible. In fact, in a three-dimensional Cartesian coordinate system, the 12 components of the four vectors at the four vertices of the tetrahedron are in number strictly necessary for evaluating the 12 unknowns of the affine vector field described by 26. Moreover, since the unknowns of the affine vector field reduce to six in a two-dimensional space, ax, ay, hxx, hxy, hyx, and hyy, in this second case the triangle is the compatible cell, because the components of the three vectors at its vertices are six, that is, in number strictly necessary for evaluating the six unknown of the affine vector field. From the point of view of algebraic topology, the reason why a vector field in the neighbourhood of a point in the three-dimensional space is compatible with tetrahedra, and not with 3-cells with a greater number of sides, can be found in the fact that the tetrahedron forms the con- vex hull of the tesseract's vertex-centred central projection to three dimensions (Fig. 32) . In fact, the central projection from a vertex gives a three-dimensional shadow, with a tetrahedral convex hull.
By recalling that the tesseract is the suitable 4-cell for analysis in space/time, the vertex-centred central projection can be seen as the projection of a given physical phenomenon from the four-dimensional space to the three-dimensional space of the three spatial dimensions. In other words, performing a vertex-centred central projection is equivalent to fixing a time instant and analyzing the given physical phenomenon in that instant. In this sense, the global physical variables of a physical problem of statics can be associated with the space elements of a tetrahedron.
For the same reason, the suitable 2-cell for static analysis in a two-dimensional space is the triangle, since it is the two-dimensional shadow of the tetrahedron.
As we have discussed in Section 2.1, there are many ways for building a dual cell complex, once a primal cell complex has been provided. The two easier constructions of the dual cell complex are represented by -The barycentric dual cell complex. In twodimensional domains (Fig. 33a) , the dual polygons are obtained by connecting the barycenter of every triangle with the mid-points of the edges of the triangle. In doing so, the dual of each primal 1-cell (a primal side) is not a straight line. Analogously, in three-dimensional domains (Fig. 34a) , the dual of a primal 1-cell (a primal edge) is composed of many flat faces. -The Voronoi dual cell complex. In twodimensional domains (Fig. 33b) , the mesh is formed by the polygons whose vertexes are at the circumcenters of the primal mesh. The sides of the dual polygons are the axes of the edges of the primal complex. The Voronoi diagram has the property that for each side every point in the region around that side is closer to that side than to any of the other sides. In three-dimensional domains (Fig. 34b) , the dual node is the spherocenter, that is, the centre of the sphere whose surface passes through the four vertices of a tetrahedron.
Of these two possible dual meshes, the one usually employed in numerical analyses is the Voronoi mesh, because, in simplicial complexes, the line connecting the circumcenters of two adjacent cells is orthogonal to their common face and the surface connecting the spherocenters of four adjacent tetrahedra is orthogonal to their common edge. This condition of orthogonality is very useful in numerical analysis, but the Voronoi mesh also has a disadvantage. In fact, while the barycentric dual mesh does not involve any restriction on the primal mesh, the dual mesh of Voronoi requires an appropriate choice of the primal mesh, in order to avoid that some simplex has a circumcenter, or a spherocenter, that lie outside the simplex itself. In a two-dimensional domain, this happens whenever there are triangles with an angle greater than π/2.
Avoiding that some circumcenters lie outside the corresponding triangles is essential for the accurateness of the numerical result, since these circumcenters generate numerical errors. This is the reason why, in plane domains, the dual mesh of Voronoi is used together with a primal mesh of Delaunay [126] , which is a triangulation such that 
Avoiding the Problem of the Spurious Solutions in Computational Physics
Stability and Instability of the Numerical Solution
In differential formulation, the fundamental equations of any physical problem are expressed by partial differential equations (PDEs, [127] [128] [129] [130] [131] [132] [133] ) of second order. Depending on the physical theory involved, the particular path followed for putting in relationship the configuration with the source variables may result in either elliptic [134] ( Fig. 35 ), or parabolic (Fig. 36) , and hyperbolic equations (Fig. 37) . The reason for the terms "elliptic", "parabolic", and "hyperbolic" is the general form assumed by the second order PDE in two independent variables.
If there are n independent variables x 1 , x 2 , . . . , xn, a general linear partial differential equation of second order has the form: In several real-world problems, it is not possible to derive closed form solutions of the fundamental equations, for the multitude of irregular geometries, various constitutive relations of media, and boundary conditions. Computational numerical techniques can overcome this inability, providing us with important tools for design and modelling. To achieve this, time and space are divided into a discrete grid and the continuous differential equations are discretised. In general, the simulated system behaves differently than the intended physical system. The amount and character of the difference depends on the system being simulated and the type of discretisation that is used. Choosing the right numerical technique for solving a problem is important, as choosing the wrong one can either result in incorrect results, or results which take excessively long time to compute. In particular, the equation which approximates the equation to be studied is probable to become unstable, meaning that errors in the input data and intermediate calculations can be magnified in the limit, instead of damped, causing the error to grow exponentially.
Form the numerical point of view, an unstable solution occurs in differential formulation whenever the algebraic system of discretised equations derived from an elliptic equation ceases to be elliptic. The same occurs when the algebraic systems of a parabolic or hyperbolic equation are not parabolic or hyperbolic, respectively. The causes for this are several. In some cases, they consist in the integration method adopted. In particular, it is important to use a stable method whenever we want to solve a stiff equation, that is, a differential equation for which certain numerical methods for solving the equation are numerically unstable, unless the step size is taken to be extremely small. A problem is stiff when the step size is forced down to an unacceptably small level in a region where the solution curve is very smooth, while one would expect the requisite step size to be relatively small in a region where the solution curve displays much variation and to be relatively large where the solution curve straightens out to approach a line with slope nearly zero. A method that is stable on stiff problems is called an A-stable method [135] .
A method is A-stable if the region of absolute stability contains the set: {z ∈ C : Re (z) < 0} ; (124) that is, the left half complex plane. By way of example, the Euler method with step size h is numerically unstable for the linear stiff equation y ′ = ky whenever the product hk is outside the (linear) stability region, which, in the complex plane, is given by the disk with radius one centred at (−1, 0) ( Fig. 38 ): {z ∈ C : |z + 1| ≤ 1} .
Therefore, the Euler method is not A-stable. A simple modification of the Euler method that eliminates the stability problems is the backward Euler method [136] , which differs from the (standard, or forward) Euler method in that the function f is evaluated at the end point of the step, instead of the starting point:
The region of absolute stability for the backward Euler method is the complement, in the complex plane, of the disk with radius one centred at (+1, 0) (Fig. 39 ). This includes the whole left half of the complex plane, so the backward Euler method is A-stable, making it suitable for the solution of stiff equations. Since the formula for the backward Euler method has y n+1 on both sides, the backward Euler method is an implicit method. This makes the implementation more costly.
Both the forward and the backward Euler methods are first-order methods, which means that the local error (error per step) is proportional to the square of the step size, and the global error (error at a given time) is proportional to the step size. Using the big O notation, this means that the local truncation error (the error made in one step) is O (︀ h 2 )︀ , and the error at a specific time t is O (h). More complicated methods can achieve a higher order (and more accuracy). One possibility is to use more function evaluations, leading to the family of Runge-Kutta methods. This is illustrated by the midpoint method:
where the error is roughly proportional to the square of the step size. For this reason, the midpoint method is said to be a second-order method. Leapfrog integration is another second-order method, which is used for numerically integrating differential equations of the form:
where V is the potential energy of the system, particularly in the case of a dynamical system of classical mechanics. Leapfrog integration is equivalent to updating positions x (t) and velocities v (t) =ẋ (t) at interleaved time points, staggered in such a way that they "leapfrog" over each other. For example, the position is updated at integer time steps and the velocity is updated at integer-plusa-half time steps. Unlike Euler integration,it is stable for oscillatory motion, as long as the time-step ∆t is constant, and ∆t ≤ 2 ω ,
where ω is the angular frequency (measured in radians per second) [137] . In leapfrog integration, the equations for updating position and velocity are
where x i is the position at step i, v i+ 1 2 is the velocity, or first derivative of x, at step i + 1 2 , a i = F (xi) is the acceleration, or second derivative of x, at step i, and ∆t is the size of each time step.
By comparison between 130 and 41, which can be put in the form:x 2 =x 1 +v x1 ∆t =x 1 +ṽ x1 ∆t,
wherex 1 is the position associated with the first primal time instantĪ 1 (first primal step),v x1 is the velocity associated with the first primal time intervalT 1 ,ṽ x1 is the velocity associated with the first dual time instant̃︀ I 1 (first dual step), and primal and dual time instants (or time steps) are staggered for a-half time step, as shown in Fig. 13 , we can observe that the leapfrog integration uses the same explicit time-marching scheme of the CM. We may come to the same conclusion by comparing 132 with 46, which can be put in the form:
whereṽ x1 is the velocity associated with the first dual time instant̃︀ I 1 (first dual step),ã x1 is the acceleration associated with the first dual time interval̃︀ T 1 ,ā x2 is the acceleration associated with the second primal time instantĪ 2 (second primal step), and primal and dual time instants are interleaved as shown in Fig. 13 . Consequently, the timemarching scheme of the CM can be viewed as the algebraic version of the leapfrog integration in the differential formulation. This allows us to state that the leapfrog integration is equivalent to a coboundary process performed for the scalar variables of the 0-formΦ 0 1 = [xi] on the primal time instants, which generates the 0-form̃︀ Φ 0 = [ṽxi] on the dual time instants and a second 0-form,Φ 0 2 =
[︀ā
]︀ , on the primal time instants (Section 2.4).
The most important consequence of the similarity between the leapfrog integration and the time-marching scheme of the CM is that also the CM is stable for oscillatory motion. The similarity then extends to the convergence order, since even the CM, in its original formulation with barycentric or circumcentric dual polygons in space (Section 3.5), is a second-order method, both in space and in time. Nevertheless, by modifying the shape of the dual polygons in space, it is possible to achieve higher convergence orders for the CM. In particular, we attain a fourthorder convergence in space by choosing Gauss points, besides the primal barycenters and the midpoints of the dual sides, for building the dual polygons around the primal nodes (Figs. 40, 41) .
Attaining a fourth-order convergence with the CM is all the more relevant as it was not possible to attain convergence greater than second-order for any of the methods which are similar to the CM, such as the direct or physical approach of the FEM [138] [139] [140] , the vertex-based scheme of the FVM [141, 142] , and the FDM [143] .
In order for the leapfrog integration used to solve the partial differential equations does not become unstable, space and time steps must satisfy the CourantFriedrichs-Lewy condition (CFL condition), which is a necessary condition for the convergence of explicit timemarching schemes while solving certain partial differential equations (usually hyperbolic PDEs) numerically by the method of finite differences. According to the CFL condition, the time step must be less than a certain time in many explicit time-marching computer simulations; otherwise the simulation will produce incorrect results. In essence, the CFL condition states that the numerical domain of dependence of any point in space and time (which data values in the initial conditions affect the numerical computed value at that point) must include the analytical domain of dependence (where in the initial conditions has an effect on the exact value of the solution at that point) in order to assure that the scheme can access the information required to form the solution. For example, if a wave is moving across a discrete spatial grid and we want to compute its amplitude at discrete time steps of equal length, then this length must be less than the time for the wave to travel to adjacent grid points.
The CFL condition can be a very limiting constraint on the time step ∆t. For example, in the finite-difference approximation of certain fourth-order nonlinear partial differential equations, it can have the following form:
meaning that a decrease in the length interval ∆x requires a fourth order decrease in the time step ∆t for the condition to be fulfilled. Moreover, since the CFL condition is a necessary condition, but may not be sufficient for the convergence of the finite-difference approximation of a given numerical problem, in order to establish the convergence of the finite-difference approximation, it is necessary to use other methods, which, in turn, could imply further limitations on the length of the time step and/or the lengths of the spatial intervals. Therefore, when solving particularly stiff problems, efforts are often made to avoid the CFL condition, for example by using implicit methods. Leapfrog integration is used in the Finite-difference time-domain method (FDTD), which is a numerical analysis technique for modelling computational electromag-netics (CEM). CEM typically solves the problem of computing the E (electric), and H (magnetic) fields across the problem domain. It typically involves using computationally efficient approximations to Maxwell's equations [144] , which can be formulated as a hyperbolic system of partial differential equations.
The FDTD method belongs in the general class of grid-based differential time-domain numerical modelling methods (finite difference methods). Since it is a timedomain method, FDTD solutions can cover a wide frequency range with a single simulation run and treat nonlinear material properties in a natural way. The timedependent Maxwell's equations (in partial differential form) are discretised using central-difference approximations to the space and time partial derivatives.
The equations are solved in a cyclic manner: the electric field vector components in a volume of space are solved at a given instant in time, then the magnetic field vector components in the same spatial volume are solved at the next instant in time, and the process is repeated over and over again until the desired transient or steady-state electromagnetic field behaviour is fully evolved. Since the change in the E-field in time (the time derivative) is dependent on the change in the H-field across space (the curl), at any point in space, the updated value of the E-field in time is dependent on the stored value of the E-field and the numerical curl of the local distribution of the H-field in space. Analogously, at any point in space, the updated value of the H-field in time is dependent on the stored value of the H-field and the numerical curl of the local distribution of the E-field in space. Iterating the E-field and H-field updates the results in a marching-in-time process wherein sampled-data analogs of the continuous electromagnetic waves under consideration propagate in a numerical grid stored in the computer memory.
This description holds true for 1-D, 2-D, and 3-D FDTD techniques. When multiple dimensions are considered, calculating the numerical curl can become complicated. Kane Yee's seminal paper [145] proposed spatially staggering the vector components of the E-field and H-field about rectangular unit cells of a Cartesian computational grid so that each E-field vector component is located midway between a pair of H-field vector components, and conversely. This scheme, now known as a Yee lattice, has proven to be very robust and remains at the core of many current FDTD software constructs. Furthermore, Yee proposed a leapfrog scheme for marching in time wherein the E-field and H-field updates are staggered so that E-field updates are conducted midway during each time-step between successive H-field updates, and conversely. On the plus side, this explicit time-stepping scheme [146] avoids the need to solve simultaneous equations and furthermore yields dissipation-free numerical wave propagation. On the minus side, this scheme mandates an upper bound on the time-step to ensure numerical stability. This allows us to avoid spurious solutions, that is, to avoid a numerical drawback.
If visualised as a cubic voxel, the electric field components form the edges of the cube, and the staggered magnetic field components form the normals to the faces of the cube (Fig. 42) . A three-dimensional space lattice consists of a multiplicity of such Yee cells, leading to a scheme analogous to the CM scheme with primal and dual cells (Fig. 3) . Therefore, the Yee lattice can be considered the particularisation of the primal and dual cell complexes of the CM, when a differential formulation is derived from the algebraic formulation. Moreover, we may generalise the notion of inherited association (Section 3.3) to the stability of the numerical solution, by assuming that the numerical stability is inherited by the Yee lattice from the CM cell complexes, when the field variables are derived from the global variables. 
The Need for Non-Local Models in Quantum Physics
Non-locality is one of the remarkable features of the microscopic world prescribed by quantum theory [147, 148] . In simple terms, non-locality is the idea that objects can instantaneously know about each other's state, even when separated by large distances. Non-locality occurs due to the phenomenon of entanglement [149, 150] , whereby particles that have been interacted with each other become permanently correlated, to the extent that they effectively lose their individuality and in many ways behave as a single entity. The idea of instantaneous action at a distance [151] or transfer of information, as if the universe were able to anticipate future events, contradicts the relativistic upper limit on speed of propagation of information in special relativity, which states that information can never be transmitted faster than the speed of light without violating causality. It is generally believed that any theory which violates causality would also be internally inconsistent, and thus useless. Non-locality also violates the "principle of local action" of Einstein [152, 153] , that is, the relative independence of objects far apart in space. For these reasons, in 1935 Albert Einstein and his colleagues Boris Podolsky and Nathan Rosen (known collectively as EPR) heavily criticised non-locality and quantum theory in their paper [154] , known as EPR paper. The authors claim that, given a specific experiment [155] , in which the outcome of a measurement is known before the measurement takes place, there must exist something in the real world, an "element of reality", that determines the measurement outcome. They postulate that these elements of reality are local, in the sense that each belongs to a certain point in spacetime. Each element may only be influenced by events which are located in the backward light cone of its point in spacetime (that is, the past). These claims are founded on assumptions about nature that constitute what is now known as local realism [156] . Using the principle of locality, Einstein, Podolsky, and Rosen designed a thought experiment, sometimes referred to as the EPR paradox, intended to reveal what they believed to be inadequacies of quantum mechanics. The original EPR paradox challenges the prediction of quantum mechanics that it is impossible to know both the position and the momentum of a quantum particle. This challenge can be extended to other pairs of physical properties. The EPR paradox showed that quantum mechanics predicts non-locality unless position and momentum were simultaneous "real" properties of a particle. According to EPR, there were two possible explanations to the EPR paradox. Either there was some interaction between the particles, even though they were separated, or the information about the outcome of all possible measurements was already present in both particles. Since the first explanation, that an effect propagated instantly, across a distance, is in conflict with the theory of relativity, the EPR authors preferred the second explanation, according to which that information was encoded in some "hidden parameters" [157] . The conclusion the EPR drew was that quantum mechanics is physically incomplete and logically unsatisfactory since, in its formalism, there was no space for such hidden parameters. In particular, Einstein never accepted the idea of non-locality, which he derided and called "spooky actions at a distance", sometimes also referred as "ghostly action at a distance". Despite EPR's misgivings about entanglement and non-locality, Bell's theorem, published by John Bell in 1964, effectively showed that the results predicted by quantum mechanics could not be explained by any theory which preserved locality. The subsequent practical experiments by John Clauser and Stuart Freedman in 1972 seem (despite Clauser's initial espousal of Einstein's position) to definitively show that the effects of non-locality are real, and that "spooky actions at a distance" are indeed possible. In effect, non-locality and the related phenomenon of entanglement have been repeatedly demonstrated in laboratory experiments. In 1981, Alain Aspect and Paul Kwiat have performed experiments that have found violations of Bell's inequality up to 242 standard deviations (excellent scientific certainty). This rules out local hidden variable theories, but does not rule out non-local ones.
It is worth noting that entanglement of a two-party state is necessary but not sufficient for that state to be non-local. It is important to recognise that entanglement is more commonly viewed as an algebraic concept, noted for being a precedent to non-locality as well as to quantum teleportation and to superdense coding, whereas nonlocality is defined according to experimental statistics and is much more involved with the foundations and interpretations of quantum mechanics.
Non-Local Computational Models in Differential Formulation
Non-local approaches were employed in various branches of physical sciences, for example, in optimisation of slider bearings, or in modelling of liquid crystals, radiative transfer, electric wave phenomena in the cortex, and continuum mechanics. As far as the last branch is concerned, continuum mechanics, there exist two kinds of problem motivated by the need to improve the classical (local) continuum description in order to achieve non-locality: those with strain-softening and those with no strain-softening at all. They all share the common need of modelling the size-effect, which is impossible in the context of the classical plasticity. Only discrete numerical simulations, such as the random particle [158, 159] and lattice models, have succeeded in bringing to light the existence of a non-statistical size-effect. Earlier studies on non-local elasticity were addressed to problems in which the size-effect is not caused by mate-rial softening. For the most part, these studies were motivated by homogenisation of the atomic theory of Bravais. They aimed at a better description of phenomena taking place in crystals, on a scale comparable to the range of interatomic forces. These studies showed that non-local continuum models approximately reproduce the dispersion of short elastic waves and improve the description of interactions between crystal defects such as vacancies, interstitial atoms, and dislocations.
The term "non-local" has in the past been used with two meanings, one narrow and one broad [160] . In the narrow sense, it refers strictly to the models with an averaging integral. In the broad sense, it refers to all the constitutive models that involve a characteristic length (material length), which also include the gradient models.
Generally speaking, integral-type non-local models replace one or more state variables by their non-local counterparts, obtained by weighted averaging over a spatial neighbourhood of each point under consideration. This leads to an abandonment of the principle of local action.
In gradient-type non-local models, the principle of local action is preserved and the field in the immediate vicinity of the point is taken into account by enriching the local constitutive relations with the first or higher gradients of some state variables or thermodynamic forces.
An internal length scale is incorporated into the material description of both the integral-and gradient-type non-local models.
Continuum Mechanics
The classical continuum mechanics were developed together with local material laws, where the stress at a given point uniquely depends on the current values, and also the previous history, of deformation [161] at that point only.
The classical local continuum concept, leading to constitutive models falling within the category of simple non-polar materials [162] , does not seem to be adequate for modelling heterogeneous materials in the context of the classical differential formulation [92-98, 160, 163-178, 178-186, 188-210] . The reason for this was found to lie just in the local nature of the constitutive relations between stress and strain tensors. It was argued that the local constitutive relations are not adequate for describing the mechanical behaviour of solids since no material is an ideal continuum, decomposable into a set of infinitesimal material volumes, each of which can be described independently. In effect, all materials, natural and man-made, are characterised by microstructural details whose size ranges over many orders of magnitude. In constructing a material model, one must select a certain resolution level below which the microstructural details are not explicitly visible. Instead of refining the explicit resolution level, it is often more effective to use various forms of generalised continuum formulation, dealing with material that are nonsimple or polar, or both.
Some preliminary ideas on non-local elasticity can be traced back to the late 19 th century. Beginning with Krumhansl [211] , Rogula [212] , Eringen [213] , Kunin [214] , and Kröner [215] , the idea was promulgated that heterogeneous materials should properly be modelled by some type of non-local continuum. Non-local continua are continua in which the stress at a certain point is not a function of the strain at the same point, but a function of the strain distribution over a certain representative volume of the material centred at that point. Therefore, non-locality is tantamount to an abandonment of the principle of the local action of classical continuum mechanics.
In computational continuum mechanics, non-local models are differential numerical models that take into account possible interactions between the given point and other material points. Theoretically, the stress at a point can depend on the strain history in the entire body, but the long range interactions certainly diminish with increasing distance, and can be neglected when the distance exceeds a certain limit called the interaction radius R. The interval, circle or sphere, of radius R is called the domain of influence.
Physical justifications of the non-locality wellposedness may be summarised as follows:
1. Homogenisation of the heterogeneous microstructure on a scale sufficiently small for it to be impossible to consider the smoothed strain field as uniform. 2. Homogenisation of regular or statistically regular lattices or frames. 3. Need to capture the size-effects observed in experiments and in discrete simulations. 4. Impossibility to simulate numerically the observed distributed cracking with local continuum models. 5. Dependence of the microcrack growth on the average deformation of a finite volume surrounding the whole microcrack, and not on the local stress or strain tensor at the point corresponding to the microcrack centre. 6. Microcrack interaction, leading to either amplification of the stress intensity factor or crack shielding depending on the orientations of the microcracks, the orientation of the vectors joining the centres, and the size of the microcracks.
7. Density of geometrically necessary dislocations in metals, whose effect, after continuum smoothing, naturally leads to a first-gradient model (metal plasticity). 8. Paradoxical situations or incorrect predictions arising from a Wiebull-type weakest link theory of quasi-brittle structural failure on the assumption that the failure probability at a point of a material depends on the continuum stress at the point, rather than on the average strain from a finite neighbourhood of that point.
Some studies have also been made to justify the characteristic length in the non-local approach by microstructure. The enrichment of the classical continuum by incorporating non-local effects into the constitutive equations has the great advantage to avoid the ill-posedness of boundary value problems with strain-softening constitutive models. Strain-softening is one of the most remarkable causes of spurious solutions in modelling heterogeneous materials, since, when the material tangent stiffness matrix ceases to be positive definite, the governing differential equations may lose ellipticity (Fig. 35 , Section 4.1). Finite element solutions of such problems exhibit a pathological sensitivity to the element size and do not converge to physically meaningful solutions as the mesh is refined. In fact, the boundary value problem does not have a unique solution with continuous dependence on the given data.
From experimental tests on heterogeneous brittle materials with traditional identification process, it appears that the strain-softening zone is of finite size and dissipates a finite amount of energy. However, when strainsoftening is applied in conjunction with the classical local continuum concept and the differential formulation, the strain-softening zone is found to localise, in those simple cases for which exact solutions have been found, into a zone of zero thickness. Thus, the numerical solution by finite element converges with mesh refinement to a strainsoftening zone of zero thickness and to zero energy dissipated by failure. Strain localises into a narrow band whose width depends on the element size and tends to zero as the mesh is refined. This is not a realistic result. The corresponding load-displacement diagram always exhibits snapback for a sufficiently fine mesh, independent of the size of the structure and of the ductility of the material. To remedy the loss of ellipticity, a length scale is often incorporated, implicitly, or explicitly, into the material description or the formulation of the boundary value problem.
Incorporating a length scale remedies the loss of ellipticity because the actual width of the zone of localised plastic strain is related to the heterogeneous material microstructure and can be correctly predicted only by models having a parameter with the dimension of length. A properly formulated enhancement has a regularizing effect in differential formulations, since it acts as a localisation limiter restoring the well-posedness of the boundary value problem. As far as the reasons for the absence of a length scale from standard theories of elasticity or plasticity are concerned, they follow directly from performing the limit process. Thus, the lack of a length scale is directly bonded to the use of the differential formulation, not to the physical problem in itself.
Early extensions of the non-local concept to strainsoftening material are due to [93] . Bažant applied the idea of using the staggered elements, originally introduced by Yee for avoiding spurious solutions (Section 4.1), in the regularisation of material instability problems of strainsoftening materials, leading to the so-called imbricate continuum. Imbricate elements overlap like tiles on a roof (Fig. 43 ). In the FEM, imbrication and, more generally, meshfree and meshless methods [216] [217] [218] [219] [220] are valid expedients to provide the continuum with non-locality properties. Imbricate elements were later improved by the non-local damage theory and adapted for concrete, whose cracking mechanism is not completely explained [221, 222] , at present.
Non-local formulations were elaborated for a wide spectrum of models, including softening plasticity, hardening crystal plasticity, progressively cavitating porous plastic solids, smeared crack models, and microplane models. Form the purely phenomenological point of view, the choice of the variable to be averaged remains to some extent arbitrary. This leads to a great number of possible non-local formulations. Nevertheless, one must be careful when selecting a certain formulation from the literature, because almost all of them capture the onset of localisa-tion properly, but some fail to give physically reasonable results at later stages of the localisation process. Moreover, the basic model with damage evolution driven by the damage energy release rate is not suitable for quasi-brittle materials, since it gives the same response in tension and in compression. A number of non-local damage formulations of the simple isotropic damage model with one scalar damage variable appeared during the last decades, aimed at emphasizing the effect of tension on the propagation of cracks. Nevertheless, a unified non-local formulation applicable to any inelastic constitutive model with strainsoftening as a reliable localisation limiter is not available, at present.
Most non-local damage formulations lead to a progressive shrinking of the zone in which local strains increase. This is not realistic, since the thickness of the zone of increasing damage can never be smaller than the support diameter of the non-local weight function. Numerical problems thus occur, when the residual stiffness of the material inside this zone becomes too small. These numerical problems are all the more severe if body forces are present, leading to divergence of the equilibrium iteration process. Transition from highly localised strains to displacement discontinuities embedded in the interior of finite elements (Fig. 44) can be used to remedy the loss of convergence when body forces are present.
Finally, in [92] and [95] , it was shown that numerical instabilities do not occur only if softening laws taking into account both the local and non-local effects are used. This means that the principle of the local action of the classical continuum mechanics must somehow be taken into account even in a non-local approach. 
Algebraic non-Locality of the CM
Avoiding the limit process and using global variables instead of field variables, the CM preserves the association between physical variables and geometrical objects provided with an extent. In the light of the former discussion on the opportunity of enriching the constitutive relations with internal length parameters (Section 4.3), we can now add that the CM does not need to incorporate any length scale into the constitutive relations, or somewhere else, precisely for the initial choice of avoiding the limit process, a choice that leads to a preservation of the length scales associated with the physical variables. In other words, by simply taking account of the association between global variables and extended space elements, the CM gives a direct non-local description of the continuum, without requiring any sort of enrichment of the constitutive laws with length scales, as is usually the case for non-local differential approaches in solid mechanics. As a consequence, in the CM non-locality attains to the physical phenomenon in its complex, and not necessarily to some type of material model.
Although it is not enriched with length scales, the material description of the CM is non-local in any case. This is due to the association of the configuration variables with the geometrical elements of one cell complex and the association of the source variables with the geometrical elements of a second cell complex, which is the dual of the first cell complex and is staggered in the space. In particular, in order to preserve the geometrical content of cells, the primal mesh is provided with a thickness also in twodimensional domains, which is a unit thickness (Fig. 45 , Section 2.3). Moreover, since each dual volume must contain one node of the primal complex, in two-dimensional domains primal and dual cell complexes turn out to be shifted along the body thickness (Fig. 45) , resembling the use of imbricate elements in FEM analysis (Section 4.3.1).
In Section 4.3.1, we have already pointed out that staggering is a computational technique used for achieving non-locality and avoiding spurious solutions in differential formulation. In the special case of the CM, staggering also takes on an energetic meaning, which allows us to provide an explanation of why it regularises material instabilities. In fact, by recalling that the product between a configuration and a source variable is an energetic variable (Section 2.1), it follows immediately that having two staggered cell complexes, where the configuration variables are associated with the primal cell complex and the source variables are associated with the dual cell complex, implies that primal and dual elements always define a volume (in three-dimensional cell-complexes) or a surface (in two-dimensional cell-complexes), which has the meaning of an energy. Since these volumes and surfaces never degenerate until primal and dual elements are staggered, we can never incur in problems of localisation with zero dissipated energy, as is instead the case of the differential formulation. Staggering and the use of global variables are not the only reasons for the non-local nature of the CM computation. In fact, also the two-step coboundary process that characterises any topological equation of the algebraic formulation plays a decisive role in this respect. In order to clarify this latter statement, let us consider, for example, the algebraic formulation of continuum mechanics (Fig. 46) . The primal topological equations of the fundamental problem are kinematic equations, while the dual topological equations are equilibrium equations. In particular, the equilibrium is a coboundary processes on a discrete p-form of degree two, the flux, which can be described as follows: -First step (on each 2-cell): spreading the normalised fluxes associated with all 2-cells to their cofaces, each multiplied by the relative incidence number. -Second step (on each 3-cell): performing the algebraic sum of the normalised fluxes coming from the first step.
As a consequence, when we enforce balance in the CM, the global source variables involved in the balance of one 3-cell are also involved in the balance of all the surrounding 3-cells. This happens since each 3-cell is common to more than one 2-cell. Therefore, the balance at a given 3-cell does not depend on the current values, or previous history, of the global source variables at that 3-cell only, but on the current values, and previous history, taken by the global source variables in all the surrounding 3-cells. This establishes a sort of chain of interactions between nodes (Fig. 47) , with the strain at each node influencing the stress at the given node by an amount which is proportional to its position into the chain, and interactions between nodes diminish with increasing distance. The existence of a chain of interactions gives non-local properties to the balance equations of the algebraic formulation, while the balance equations of the differential formulation are local. Finally, the use of the CM together with a meshless technique [223] enhances the degree of interaction between nodes, but, differently from what happens in FEM, is not the main cause of non-locality.
Achieving non-locality in the CM balance equations is very important, as it enriches the description of physics given by the CM, compared to the descriptions given by any other numerical method, even those known as discrete methods. This enrichment follows on from the structure of the coboundary process given to the balance equations and from more than one 2-cell sharing the same 3-cell. That is, it is a consequence of the coboundary process, and there is no need to modify the balance equations in any way to provide them with non-local properties.
Being coboundary processes, even the kinematic equations are provided with non-local properties in the CM, while the kinematic equations of the differential formulation are local. We can therefore conclude that not only the global variables, but even all the governing equations of the algebraic formulation are non-local, since the CM enriches all the governing equations involved in a physical theory. In particular:
-The staggering between the elements of the primal cell complex, on which we compute the configuration variables, and the dual cell complex, on which we compute the source variables, provides non-locality to the algebraic relationships between configuration and source variables. -The coboundary process provides non-locality to the algebraic balance and kinematic equations.
In conclusion, the CM enriches the computational description of all the physical theories of the macrocosm by using notions of algebraic topology, as well as of mathematics, with the exception of the reversible thermodynamics, because it is the science of energy. The consequence is that, by using the CM, there is no need to recover non-locality a-posteriori, as for differential formulation. Non-locality is-we could say-intrinsic to algebraic formulation and is the result of using global instead of field variables, something that distinguishes the CM from any other numerical method, at present. The new non-local formulation is desirable from a numerical point of view, since the numerical solution is reached sooner using discrete operators than with differential operators. Moreover, while a non-local differential formulation applicable to any inelastic constitutive model with strain-softening is not available, at present, and the non-local parameters need to be calibrated on the single physical phenomenon, the CM gives a unified formulation and does not need any parameter for providing a non-local description of physics. This achievement is of extreme importance just in the special case where the material under consideration is strain-softening. In fact, the intrinsic non-locality of the CM allows us to employ any local law for describing the material behaviour. In doing so, we can take into account both the local and the non-local effects and, according to what found by [92] and [95] , this is sufficient for avoiding numerical instabilities in strainsoftening modelling (Section 4.3.1). Therefore, the CM is a numerical method that provides a non-local description of physics without abandoning the principle of the local action altogether.
See [224] [225] [226] [227] [228] [229] [230] for a list of papers where a new local monotone non-decreasing material law, the effective law, has been successfully employed for modelling the size-effect in so-called strain-softening materials. The effective law is confirmed by experimental and analytical considerations. Its main contribution to the understanding of the failure mechanics [231] of quasi-brittle materials, in general, and concrete, in particular, is having reopened the question of strain-softening, whose existence and mathematical well-posedness seemed to be no longer under discussion after the outcomes of the displacement controlled compression tests [232] and the numerical successes of non-local differential approaches. The effective law is based on the idea that strain-softening is not a real material property, such as argued in several theoretical papers of last century, particularly of the 1980s [233] [234] [235] [236] [237] [238] [239] . The identification procedure of the effective law does not consist of a mere scale factor: the material is separated from the structure scale and the constitutive behaviour is no more the mirror image of a structural problem at a lower scale. This results in a size-effect insensitive effective law between effective strain and effective stress, which is also able to give new insights into dilatancy [229, 240] and Poisson ratio [226] .
It is worth noting that, in the first differential theories of non-local elasticity, developed by Eringen and Edelen, non-locality was a property of the elastic problem in its complex, and not solely of its constitutive relations. In these non-locality theories, there was already the idea that non-locality is a property of the physical variables. In particular, the theories of non-local elasticity advanced by Eringen and Edelen in the early 1970s attributed a nonlocal character to body forces, mass, entropy, and internal energy. These are all global variables whose geometrical referent is a volume. It is thus clear that they, like all variables whose geometrical referent is more than zerodimensional, cannot be properly described in a context, the differential formulation, in which all variables are related to points.
The idea of the non-local nature of the physical variables was not developed further, since the theories of non-local elasticity were too complicated to be calibrated and verified experimentally, let alone to be applied to any real problems. Treating only the stress-strain relationships as non-local, while the equilibrium and kinematic equations and their corresponding boundary conditions retain their standard form, was something needed later, to provide a practical formulation of these early theories. Consequently, incorporating the length scale into the constitutive relations only is the practical simplification of a more general theory and has no evident justification from a physical point of view. In this sense, we can state that the CM provides a physically more appealing non-local formulation, if compared to non-local differential approaches.
As far as electrodynamics is concerned, the close relationship between the CM space/time tesseract and the Minkowski space, with space and time that are intermingled in a four-dimensional space-time in both cases, allows us to use the space/time coboundary processes of the CM (Sections 3.1.1-3.1.4) for providing an algebraic description of electrodynamics that, just like the treatment of Minkowski, is based on a geometrical view of space/time. Therefore, this algebraic description can be framed in the set of the direct interaction theories and, as a consequence, it is able to explain apparent action at a distance (quantum non-locality) by appealing exclusively to geometry, in contrast with Maxwell's field theory.
It is also worth noting that, in his lecture series on "The Meaning of Relativity", Einstein hopes in a purely algebraic unifying gravitational theory [241] . He wrote:
"One can give good reasons why reality cannot at all be represented by a continuous field. From the quantum phenomena it appears to follow with certainty that a finite system of finite energy can be completely described by a finite set of numbers (quantum numbers). This does not seem to be in accordance with a continuum theory and must lead to an attempt to find a purely algebraic theory for the representation of reality. But nobody knows how to find the basis for such a theory."
Well, if time, space, and energy are secondary features derived from a substrate below the Planck scale, then Einstein's hypothetical algebraic system might resolve the EPR paradox (Section 4.2), although Bell's theorem would still be valid.
In conclusion, the classification diagram of the CM algebraic formulation puts into evidence the common mathematical structure that underlies classical and relativistic physical theories of the macrocosm and leads to a formulation that is non-local in itself. The classification has made it possible since the combinations between space and time elements are in finite number for the physical variables of the macrocosm (Fig. 1) , exactly as the set of numbers that completely describes a finite system of finite energy is a finite set, in the words of Einstein. In the spirit of Einstein's hope in a purely algebraic description of reality, we can expect that the algebraic formulation of the CM can be extended to the microcosm, but this matter, although it sheds light on the potentialities of the CM, is outside the scope of this paper.
Conclusions
In Section 2.1, global variables are classified according to the role they play in a theory. This type of classification distinguishes between configuration, source, and energetic variables. It is discussed how the configuration and the source variables have two different orientations, inner rather than outer orientation. This, together with the need to provide a description of vector spaces that is independent of the orientation of the embedding space, require to use two different cell complexes, whose geometrical elements stand by each other in relation of duality. The two cell complexes are called the primal and the dual cell complex. The elements of the first cell complex in space and first cell complex in time are associated with the variables endowed with an inner orientation, while the elements of the second cell complex in space and second cell complex in time are associated with the variables endowed with an outer orientation. As a consequence, the source variables are associated with the elements of the dual complex, and the configuration variables are associated with the elements of the primal complex. The configuration variables with their topological equations, on the one hand, and the source variables with their topological equations, on the other hand, define two vector spaces that are a bialgebra and its dual algebra. The operators of these topological equations are generated by the outer product of the geometric algebra, for the primal vector space, and by the dual product of the dual algebra, for the dual vector space. The topological equations in the primal cell complex are coboundary processes on even exterior discrete p-forms, while the topological equations in the dual cell complex are coboundary processes on odd exterior discrete p-forms. Being expressed by coboundary processes in two different vector spaces, compatibility and equilibrium can be enforced at the same time, with compatibility enforced on the primal cell complex and equilibrium enforced on the dual cell complex. The variables and the equations of the two vector spaces are stored in a classification diagram, made of two columns, one for each vector space. This diagram has the great merit of providing a unifying classification of the physical theories, both in algebraic and differential formulations. The equations and the operators of the classification diagram are analyzed in detail.
The classification diagram is also used, together with the properties of the boundary and coboundary operators, for finding the algebraic form of the virtual work theorem (Section 2.2).
Moreover, the incidence matrices are derived for both the primal and dual cell complexes in space and space/time domains, and compared to each other (Sections 2.3 and 2.4).
In Section 3.1, we discuss the role played by the coboundary process performed on discrete p-forms of degree 2, 1, and 0, both in space and space/time domains. The three coboundary operators, δ D , δ C , and δ G , respectively, are the discrete versions of the differential operators "div", "curl", and "grad". We show how to obtain the matrix form of the three coboundary operators as the sum of expanded local matrices, by using an assembling procedure that is derived from the assembling procedure of the stiffness matrix. In space/time-domain, the coboundary process extends to all the geometrical elements of the CM tesseract. As a consequence, a given coboundary process on the discrete p-form generates discrete (p + 1) -forms on all the (p + 1)-dimensional elements of the tesseract, that is, on both the (p + 1)-dimensional elements of the kind "space" and the (p + 1)-dimensional elements of the kind "time". The process for the generation of the (p + 1) -forms of the kind "space" is the algebraic counterpart of finding the divergence, the curl, or the gradient, while the process for the generation of the (p + 1) -forms of the kind "time" is the algebraic version of finding the time derivative of a function. Therefore, the same coboundary process performed on a discrete p-form in space/time gives rise to two operators at the same time, one in space and one in time. In the special case of a discrete 0-form in space/time, the coboundary process is the algebraic counterpart of the spacetime gradient in spacetime algebra (Section 3.1.2). In Section 3.2, the topological equations are combined with the constitutive equation, in order to derive the general form of the fundamental problem.
The similarities between the classification diagrams and the fundamental equations of different physical theories are discussed in Section 3.3. They are the main reason for the analogies between physical theories, explaining why a relation or a statement is invariant in different physical theories under the exchanges of the elements involved in them.
In Section 3.4, we clarify when a physical theory has a reversible constitutive relation, making it possible to formulate a dual fundamental equation. Section 3.5 deals with some considerations on how to choose primal and dual cell complexes for the numerical modelling with the CM.
In Section 4.1, we analyze the mathematical structure of the fundamental equations, which can be classified as elliptic, parabolic, and hyperbolic fundamental equations. The solution of the fundamental equation is then discussed with regard to the exact closed form and the numerical solutions. A brief discussion on the stability of some numerical methods of the first-and the secondorders is also presented, in order to compare the CM with the most commonly used numerical techniques. In particular, the coboundary process in time-domain, used by the CM, is found to be very similar to the algebraic version of the leapfrog integration, which is a second-order method for solving dynamical systems of classical mechanics. The similarity between the time-marching schemes of the CM and leapfrog integration establishes a strict relationship between the CM and the Finite-difference timedomain method (FDTD), a differential time-domain numerical modelling method that uses the leapfrog integration, together with grid staggering (Yee lattice), for applications in computational electromagnetics. Therefore, the CM can be considered a generalization of the FDTD to space/time-domain numerical modelling, which also allows us to achieve a fourth-order convergence in spacedomain.
In Sections 4.2, 4.3, and 4.4, we introduce a discussion on non-local models, which are needed both in the microcosm (quantum non-locality) and the macrocosm. Non-locality is also discussed with reference to the numerical modelling. In particular, the motivation for using nonlocality in modelling the physical theories of the macrocosm lies in the regularization effect of the non-local numerical methods, which restore the well-posedness of the boundary value problem in differential formulation. In differential formulation, non-locality is usually achieved by enriching the material description with an internal length scale. The CM does not need this enrichment in order to provide a non-local description of physics. In fact, the CM born as a non-local method, due to three reasons: -It replaces the field variables of the differential formulation with the global variables, which are associated with geometrical objects provided with an extent (we could say, with internal length scales in dimension 1, 2, and 3). -It uses two staggered meshes, both in space and in time. Since the configuration variables are associated with the space elements of the primal mesh and the source variables are associated with the space elements of the dual (staggered) mesh, the algebraic constitutive relations are not established in the point, but within a volume surrounding the point. The non-degenerate dimension of this volume is also the reason why the CM does not present problems of localization with zero dissipated energy.
-It obtains the algebraic topological equations (that is, both balance and kinematic equations) by means of coboundary processes. The typical two-step procedure of any coboundary process establishes a relationship between the p-cells and their cofaces, which also takes into account the extent of the p-cells. Therefore, the equations are not established in a point but within a volume, once again.
This three-fold motivation provides a non-local nature both to the algebraic variables and the governing equations of the CM.
In the final part of Section 4.4, the CM geometrical approach for treating space and time global variables is compared to the Minkowski spacetime, which, just as the CM, is based on a geometrical view of space-time. Since Minkowski spacetime is the mathematical space setting in which Einstein's theory of special relativity is most conveniently formulated, we can reasonably view the CM as a possible contribution for finding the basis of the purely algebraic theory, theorized by Einstein during the last decades of his life, for the representation of reality through a purely algebraic unifying gravitational theory.
