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Abstract 
A feedforward neural network for invariant image preprocessing is proposed that represents 
the position 1 orientation and size of an image figure (where it is) in a multiplexed spatial map. 
This map is used to generate an invariant representation of the figure that is insensitive to 
position 1 orientation, and size for purposes of pattern recognition (what it is). A multiscaJe 
array of oriented ftlters 1 followed by competition between orientations and scales is used to 
define the Where filter. 
1 Invariant Filtering in Pattern Recognition 
Image preprocessing that is invariant under translation, scaling, and rotation of target images is 
often used in pattern recognition systems. A standard approach is to achieve invariance through 
preprocessing via a Fourier transform to provide shift in variance and log polar transform to provide 
rotation and scale invariance (Cavanagh, 1984; Casasent and Psaltis, 1976). The final represen-
tation is then not in Cartesian space, and some non-invariant infonnation is lost since pha..sc 
information is discarded. This article introduces a filter-based invariant transform system which 
yJclds an invariant irnagc in Cartesian space. The original position, orientation, and size of the 
target image are also stored in a spatial ntap. 
2 A What-and-Where Filter Approach to Invariant Recognition 
'I'ho strategy leading to this system is suggested by the brain's use of parallel cortical streams to 
compute Where an object is, and What the object is. The What processing strea.m for vision 
includes such brain regions as latera.! geniculate nucleus, visual cortex, and inferotemporal cortex. 
The \11/here processing stream includes superior colliculus, parietal cortex, and frontal cortex. Ma.ny 
advantages follow from using combinations of What and Where information in various ways. 
In the present applied context, the input to the filter is the output of a preprocessor network that 
separates an image target from its cluttered background and suppresses image noise (Carpenter, 
Grossberg, and Meha.nia.n, 1989; Grossberg and Wyse, 1991). The invariant output from the filter 
is suitable for being chssified into recognition categories by ART or ARTMAP systems (Carpenter, 
Grossberg, Markuzon, Reynolds, and Rosen, 1992). The preprocessed input to the system is either 
a filled-in (solid) target image (Fig. la) or a boundary target image. The outpnt is the target image 
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Figure 1: Filter-based invariant system for preprocessing of a filled-in image. Pre-processing of a 
boundary ima.ge is similar, with input boundary information provided to the top level of the Wha.t 
channel 
(filled-in or boundary) translated, scaled, a.nd rotated into genera.! position (Fig. lh), that is, an 
ima.ge which has been transformed such that it rests in a specific location a.t a. specific orientation 
with a specific scale. 
The system consists of a Where channel and a. What channel. The Where channel computes 
the position, orientation, and size of the target image. The What channel encodes the transformed 
ima.ge based upon information provided by the Where channel. Image recognition is based upon 
the output from the What channel. 
3 The Oriented Filter 
An oriented ftlter centered a.t position (0,0) with orientation¢, scale sizes, and degree of elongation 
a is defined by the kernel 
(I) 
x' = x cos ¢ + y sin ¢ y' = y cos¢- x sin¢ (2) 
Equations (1) and (2) were discussed in collaboration with Com·osh Mehanian. Figure 2 depicts 
four filters, where white signifies large positive values and black signifies large negative values. Each 
filter includes a positively weighted oblong center area. bordered by a sharp drop-off to a negatively 
weighted surround section which in turn is bordered by a region of slight positive weighting. The 
greatest response (to a simple connected image) results from an ellipse oriented and scaled such 
Figure 2: Oriented filters at different scales (s=16 and s=8) and orientations (¢> = 120° and 
</' = 30°). Elongation a = 2. 
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Figure 3: Scale activations indicating peaks at perpendicular orientations 
that it fits perfectly within the central region of the filter. A sizeable response will be observed 
in reaction to any image oriented and scaled such that it stays within the central region. Due to 
the highly negatively weighted surround region, the response of the filter starts to drop off sharply 
when parts of an image fall outside of the central region. The activity of a neuron centered at (x,y) 
whose oriented receptive field has orientation ¢> and scale s is 
A(x,y,¢>,s) = "£K(x- p,y- q,¢>,s)I(p,q) 
in response to an input pattern I(p,q). 
4 Selecting the Optimal Filter Size and Orientation 
T'o see how a filter size and orientation that best fit an image figure are determined, consider a 
srnaJl ellipse oriented at 120 degrees that fits snugly within the central region of a filter of scale 8 
as in Figme 2. The corresponding neuron will react very strongly to this input. However, a non· 
optimally sized neuron of scale 16 will also respond strongly since the ellipse lies entirely within 
its central region as well. A single mechanism can be used to determine the optimal size and 
orientation; namely, competition among orientations at each scale (Grossberg and Mingolla, 1985). 
Thus, while the ellipse above elicits a similar response to different scales at ¢> = 120°, this will not 
be the case at other orientations. At scale 8, the activations vary widely with orientation as parts 
of the ellipse are plunged into the strongly inhibitory surround regions of the filters. At scale 16, 
less of the ellipse enters these regions as the filter orientation changes. Thus as the scaJe increases 
from the optimal scale one observes less of a disparity between maximal and minimal activation 
across orientations. A contrast enhancing feedback competition between orientations at the same 
scale can be used to emphasize these differences (Grossberg, 1982). Activities fiat across different 
orientations (as in large scales) will be quenched while the variations in activity (as in better-fitting 
sm<tll scales) will be emphasized and total activity normalized. The maxima.! activation at each 
scale represents the optimal orientation and direct comparisons of activity across scales are valid. 
Figure 3 depicts the value of the maximal activation across orientation at each scale when the 
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Figure 4: Derivation of the double peak 
filter bank is presented with a horizontally aligned image. Note that above scale 14 the maximal 
activation occurs at the correct orientation, while below this scale it occurs at the perpendicular 
orientation. This double peak effect is due to the fact that the inhibitory region of the filter has an 
elliptical shape. Figure 4 shows how a filter much smaller than the test image may result in such 
a 90 degree offset in preference. The upper peak of the activity plot is always the correct one so 
the double peak does not pose a serious problem. 
5 Dissociation of Filtering Stages 
To generate an invariant representation, estirnates of figural orientation and scale must be accurate. 
A direct approach is to finely space filters across both orientation and scale. By this approach, 
orientation determina,tion to within one degree would require 85 different filter orientations. Pro-
viding scale information to within five percent across scales from 2 to 32 would require 31 different 
scales. Thus 2635 = 31 X 85 different filters would be required for complete orientation and se<lle 
determination, with each of these filters having to be convolved with the target image. Wherea.s 
this number of filters may not be unmanageable in a brain network, it may prove cumbersome in 
technological applications. The number of filters can, however, be reduced by an order of magni-
tude by using appropriate sampling techniques, with computation time being reduced by seven1l 
orders of magnitude. 
The first step is to compute translation separately from orientation and scale. Rather than 
use the oriented ftltm·s for this computation, a simple center of mass (COM) method may be 
used. This is justifiable since the figures being processed have already been separated from noise 
and background clutter, say by a CORT-X ftlter or FBF network (Carpenter, Grossberg, and 
Mehanian, 1989; Grossberg and Wyse, 1991). The diffusion-enhancement bilayer (DEB) of Seibert 
and Waxman (1989) may also be used for the COM computation. After the COM is computed, 
the target is shifted to its neutral position (Fig. 1c). 
The next step in complexity reduction is to first find the optimal orientation (Fig. 1d), reorient 
Figure 5: Neutral test images 
the target into general position (Fig. 1e) and then find the optimal scale (Fig. lf). To find the 
optima.! scale after the image has been reoriented reqnires only two orientations per scale, one 
parallel to the reoriented image and one perpendicular, to drive the competition described above. 
Due to the double peak effect (Figure 3), a range of scales must be examined to compute the correct 
orientation. In practice, six scales have been adequate for precise orientation determination. This 
technique reduces the total number of filters from 2635 to 572 ( = 85 X 6 + 31 X 2). 
Orientation resolution of one degree can be achieved by sampling orientations a.t a spacing often 
degrees. Using only 17 filters per scale reduces the total number of filters to 164 ( = 17 x 6 + 31 x 2). 
The increased resolution is provided using neural interpolation. Each filter inputs to orienta.tiona.Uy 
tuned target neurons via. a. Gaussian kernel. The target neurons are closely spaced with respect to 
their preferred orientations. The Gaussian interpolation across orientation selects a neuron whose 
orientation provides a. better match to that of the figure than can the coarsely distributed filter 
cells. 
6 Simulations 
The final network was tested extensively on the four vehicle images shown in genera.! position in 
Figure 5. While the long thin vehicles appear horizontal in their neutral state, the chunkier vehicles 
ap]war slightly tilted due to their more marked asymmetry about both the horizontal and vertiotl 
axes. The images used 128 x 128 pixels, with the vehicles ranging from 80 to 100 pixels in length 
and 30 to 60 pixels in height. The images were rotated in the range (0,180) and scaled in the 
range (0.2, 1.2) in increments of five degrees of orientation and 0.1 units of scale. All test images 
( 4 templates x 11 scales X 36 orientations = 1584 images) were simulated. System performance 
was judged by accuracy in determination of scale and orientation. 
In all cases the network recovered orientation to within one degree and scale to within a ma.g-
niftcation of seven percent. The mean absolute orientation error was 0.63 degrees and the mean 
absolute magnification error was 2.2 percent. The sub-sampling distortion caused by reduction 
of scale was the limiting factor on accuracy. Below 0.2 magnification, accuracy in scale and ori-
entation determination starts to drop off rapidly, although accuracy stays within 10 percent and 
10 degrees down to a magnification of approximately 0.1. Computer simulations are illustrated in 
Figure 6. The left column shows the target image (Fig. la). The next columns show the neutrally 
oriented output of the orientation determination stage (Fig. 1e), the correctly scaled image (Fig. 
lg) and the correctly scaled and oriented image (Fig. lh). The last column, the result of an XOR 
between the invariant image and the neutral template image, indicates the location of errors. 
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Figure 6: Network simulations 
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