The Fog Computing paradigm is an emerging architecture and focuses on optimizing resources for the Internet of Things environment, bringing to the Edge, Cloud's characteristics. The demand generated by the number of possible devices in this network attracts problems related to quality of service, security, among others, attracting researchers from the most diverse areas. In our work, in addition to performing a study on selected works in a mapping process, detecting trends in the use of Fog architectures. The main contribution is presented by a security-based Fog Computing architecture using QoS for scalable environments with Docker containers for orchestration and deployment of security with SDN.
I. INTRODUCTION
T HE TECHNOLOGICAL evolution of embedded equipment has enabled virtual communication with certain objects so that we can manage and operate them at a distance through the Internet. With a finality of increase the interactional capacity in systems, a new paradigm called generically Internet of Things (IoT) has been emerging [1] .
Through the integration of the most varied technologies, it aims to enable network communication between people, objects and things with different levels of autonomy, extracting and / or providing services and information among themselves or to other devices through the Internet. The IoT architecture can be treated as a physical, virtual or hybrid system, being able to make use of technologies such as Cloud Computing [2] , able to overcome the limitations of computing and storage in intelligent devices, besides providing elastic resources to them [3] . According [3] , [4] and [5] , due to the need to support mobility, geographical distribution, location recognition and low latency demand for some applications, the Cloud meet with some difficulties.
To overcome these difficulties, Cloud features were brought to the edge of the network [6] , [7] and [8] , thus forming Fog Computing, or simply Fog, which, as a link between IoT and Cloud, induces the extra functionalities required for specific processing of applications, such as filtering and aggregation, before transferring the data to the Cloud [9] .
Taking advantage of IoT's capabilities, a wide range of intelligent solutions and applications for the most diverse This study was financed in part by the Coordenacao de Aperfeicoamento de Pessoal de Nivel Superior -Brasil (CAPES) -Finance Code 001. areas, such as Smart City and Smart Home, have been proposed and increasingly demanded of it, with forecast growth in equipment usage to 50 billion units by 2022, including sensors and actuators [10] . However, this generation advance has been presented in a highly complex way, which has been demanding and moving researchers from the most varied areas of knowledge, besides the need to create environments for the performance analysis of these studies. Some challenges of Fog are listed by [5] and [11] , which consider the importance of identifying appropriate techniques and metrics for efficient resource provisioning and management.
In [12] , they states that a large number of links and different interactions between edge nodes in IoT makes it a complex and scalable system; therefore, it is difficult to achieve the dynamic requirements of Quality of Service (QoS). How described in [13] and [11] argue that the absence of Service Level Agreement (SLA) management, as well as sustainable metrics, make it difficult to maintain a QoS acceptable in highly dynamic environments. This increase in the number of devices on the network also creates security-related issues, making these endpoints an easy target for malicious people to compromise these devices for use in large-scale attacks.
Thus, our paper aims to present a Fog Computing architecture to provide QoS and security through an orchestrated and virtualized environment, including characteristics such as interoperability and scalability.
The remainder of this paper is structured as follows: Section 2 describes the Fog Computing architeture applied in this study. Next, section 3 presents the implementation issues, followed by related works in the section 4. Section 5 presents a Conclusion.
II. FOG COMPUTING ARCHITECTURE
According to the paper presented by [14] , six criteria considered important for the Fog Computing architecture are: Heterogeneity, QoS Management, Scalability, Mobility, Federation and Interoperability. The architecture we propose next, not only to meet some of these criteria, as well as aspects related to security, providing a consistent, manageable, and secure environment with characteristics that may facilitate the commercialization of services implemented. These approaches, when contemplated by other articles, are solved individually or in smaller numbers, as we can observe in topic IV (related works). In addition, we are not aware of the use of the K-means algorithm in a Fog Computing.
The proposal of our paper is based on the use of a threelayer architecture similar to that proposed by [4] , concomitantly contemplating the six functional blocks of IoT presented by [2] (devices, comunication, services, management, security and application).
As we can see from the Fig. 1 , the architecture presents the layers in a well-defined way, where we have the tradicional Cloud at one end, the Fog at the interim layer (composed by Fog nodes) and the edge with the IoT devices. The IoT devices are one of the aforementioned functional blocks, being sensors, actuators, smartphones, among others capable of generating and consuming Fog data. Interoperability between layers and devices is achieved through the functional block of communication, by means of the data links and their virtualized infrastructure, since much of it is based on Docker containers. Although there are other solutions that promote the use of containers, the Docker offers fault tolerance, service management and deployment capabilities that facilitate the solution delivery process.
Virtualization is a strong trend in the implementation of Fog Computing architectures as we will see in the related works of this paper, making it possible to meet the federation criterion if it becomes a standard used by other service providers, in addition, it makes the architecture scalable through use of a swarm structure, allowing to act in order to deliver the solution continuously orchestrated, attending to the service block.
The last three functional blocks (management, security, and application) are served by another strong feature of this architecture, which is being presented at a time when the threat detection models begin to act directly in Fog layer, allowing the time to decision making is reduced as internal and external threats are identified, thus improving QoS.
This structure will rely on the use of an unsupervised artificial intelligence algorithm capable of learning about anomalies and behavior (DDoS) in a distributed way, which is one of the ten major security flaws in a Fog architecture, according to [15] .
As can be seen in the work of [16] and [17] , the use of the K-means algorithm presented a very high hit rate compared to other techniques. This algorithm will run in the Cloud (Fig.  2) for training and validation of the samples. Will learn by behavior patterns from open source datasets and then send information to the orchestrator at Fog Computing who will be responsible for generating metrics about the environment as well as resource provisioning computational linked to the models learned in the Cloud.
The orchestrator registers the status of all fog nodes, including the activation and disconnection of nodes, the type of nodes and the IP address of each of them, and is responsible for managing the resources of those nodes that will communicate with the endpoints.
The resources management, among its characteristics, will enable the architecture to simultaneously meet the demands of applications that have or do not have restrictions in real time, prioritizing the guarantee of resources for the most needed or that there is an SLA contract with the client.
The model is combined with the use of SDN (Software Defined Networking) devices since it will be responsible for performing the traffic routing to the endpoints, as well as assisting in the detection, since these data are processed by the Fog node and the cluster, thus providing a better distribution of responsibilities and lower latency among taxpayers. The gateway aims to effect separation and translation between the external and internal networks.
III. IMPLEMENTATION ISSUES
In order for the environment to achieve the objectives proposed by our architecture, we have a hardware and software structure that will be described as follows:
For anomaly processing solution will be used an Amazon Web Services (AWS) as Cloud Computing Services to find patterns of DDoS attacks. The displayed gateway will be set by a raspberry pi 3 device running the Raspbian Stretch Lite operating system. In order to be orchestrated, 2 physical machines configured with 3.2 Ghz i5 processors and 8 GB ram DDR3 memory will be used, running the linux operating system in the debian 9.9 distribution, as well as the Docker Community edition in version 17.12.1-ce where the portainer management configured, with the portainer/portainer image being available in the Docker hub, chosen for this experiment.
This tool contributes the orchestration of the services in a facilitated way through the use of the webhooks, increasing the practicality in the process of automation of deploy of the final application in the containers that will be destined to solution of SDN.
The area marked in blue in Fig. 2 is responsible for manipulating Fog traffic with IoT devices, applying the rules learned through the cloud and identifying it as malicious or not according to its characteristics. Considering that the entire decision-making process should be automated, this environment is supported by SDN, responsible for providing the necessary intelligence and automation, creating intelligent routes according to the context. 
IV. RELATED WORK
In this session, we discussed the studies considered relevant to our work and commented on the tools, devices, and algorithms most used by them, aiming at a better view of trends and how research in the field of Fog Computing has been developing.
Most of the papers were identified through the systematic mapping process proposed by [18] , where we considered the Fog Computing architectures approach that involved both quality of service issues including performance analysis for intelligent environments, as well as questions of security.
In this way, we analyze these issues separately in order to facilitate understanding.
A. Related works to architecture in QoS context:
In [19] , is present a layered architecture called Fog-to-Cloud (F2C) and compare with an optimized F2C (OF2C) and the traditional Cloud, presenting through simulation and use case in health care the benefits of running services in the different F2C layers. As a result, using the Tareador and Paraver tools, the authors demonstrate an improvement in the task execution speed of 32,05% of the OF2C architecture in relation to the traditional Cloud and poses as a challenge the creation of resource management strategies in different layers of F2C to provide QoS.
A implement through simulation with a framework called Stack4Things, structure based on OpenStack that includes IaaS (Infrastructure as a Service) and PaaS (Platform as a Service) is presented by [20] . They also present a case study of environmental data collection through #SmartME (project to stimulate the creation of a new virtual ecosystem of smart city for the Messina's city). This work indicates anothers types of services that will be provided by Fog, reinforcing the suggestion made by [11] that adapting the Cloud SLA to Fog Computing may be a possible solution for the implementation of this agreement and also as an aid to QoS.
The efficient sharing of client network resources covered by [21] , creates network layers configured using SDN and VNF deployed on low-cost common network devices (EX: Raspberry) to approximate wireless and custom services of mobile devices and sensors . As a result, the average cloud delay was approximately 133 ms, versus 12 and 5.3 ms for single board and PC computers, respectively. The environment configured in this work is approximated with the outline of our proposal.
An anomaly detection solution for the smart city application based on Fog, connected to LPWAN and evaluated through algorithms in the testbed of the city of Antwerp is proposed by [22] . The results show that both the Birch cluster and the RC anomaly detection mechanisms can be executed by Fog features. The LPWAN technologies evaluated and validated for the application of air quality were: IEEE 802.11ah, DASH7 and LTE-M.
In [23] study the issue of resource continuity and coordinated Fog and Cloud management and propose the fundamental blocks for system architecture. They demonstrate the benefits of a layer management approach by considering the size and time to search for smart city databases. The authors observed that the smaller the city area the smaller the database size, the lookup time, the lower the number of services to be executed, and thus the lower the interest in these services by the users.
The use of the SDN architecture in a Fog Computing architecture is proposed by [24] , focusing on real-time vehicle traffic management, seeking performance enhancement and improved traffic management and QoS in real-time data distribution. In this work, an architecture similar to the one proposed in this paper is used, but its objective is to use it in a vehicular environment.
B. Works related to security issues:
Presented by [25] on his work about Deep Learning on despite the success of traditional Internet cryptographic solutions, factors such as system development flaws, increased attack surfaces, and hacking skills have proven the inevitability of detection mechanisms. Traditional approaches to machinebased attack detection have been successful in the last few decades, but it has already been proven that they have low accuracy and less scalability for detecting cyber attacks on massively distributed nodes such as IoT. The proliferation of deep learning and technological advancement of hardware can pave the way for the detection of the current level of sophistication of cyber attacks in high-end networks. The application of deep networks has already been successful in large areas of data, and this indicates that end-to-end computing may be the ultimate beneficiary of the attack detection approach because a large amount of data produced by IoT devices that deep models learn better than surface algorithms and showed that Deep Learning (DL) models perform well when using unsupervised learning in Zero Day applications, improving model accuracy in invisible and mutant attacks.
In [26] According to the work of [27] as proposed for IoT applications in which it uses Fog Computing to implement an intrusion detection based on the distributed model. The proposed system consists of two modules: Detection of Fog node attacks and summarization on a Cloud server. In this work the Extreme Learning Machine (ELM) algorithm was used and from it a variant called Online Sequential ELM (OS-ELM) was created to identify the attacks in the inbound traffic of IoT virtual clusters.
In [28] proposed to use the deep learning approach to understand that for the treatment of a large data demand, this algorithm is resilient against metamorphosis attacks with high detection accuracy. In this work it is proposed the use of an LSTM network for detecting distributed cyber attacks in Fog communication for things. The experiments conducted demonstrate the effectiveness and efficiency of deeper models compared to traditional models of machine learning.
As shown in the article of [16] , it was proposed a DDoS detection model with K-Means algorithm customization that compared to other works provided a higher rate of detection of anomalies, taking into account factors such as True Positive Rate, False Positive Rate and Recall Rate. In addition, is used the main Open Source Dataset (DARPA, CAIDA, CICIDS), as well as the real-world dataset to proposed benchmark. It forms very high hit rates compared to related jobs.
V. CONCLUSION
The systematic mapping process used in this paper was extremely important for the direction in the search for the state of the art, resulting in the theoretical basis and the identification of the current conjuncture of Fog computing as a whole reported in this paper through the introduction and related works. This corroborated for a better view of the architectural tendencies, devices and tools used in a Fog environment, such as we also indicate in our work. The virtualization and testbeds, for example, are quite common in the environment in question.
In this paper, we present a Fog Computing architecture capable of providing a consistent, manageable, secure environment with specific characteristics relevant to a Fog and to IoT, such as interoperability, scalability, management, among others. This is due to the fact that we have used a virtualized, orchestrated and intelligent environment, a structure that can facilitate the service delivery process between the existing layers in a secure way. The ability to replicate internal security in an agile way is another important aspect to note.
As future work, this architecture model can be validated through simulations, emulations or even applied in production environments, since in the presented model the SDN was used in the application mode through the software Open vSwitch, however, it is interesting to substitute this model by a professional SDN switch. Taking into consideration that the object of study of our work is Fog and its operation, it was not taken into account the fact of security problems in Cloud Computing, and this issue should be treated in another paper with this focus.
The QoS covered in our work makes it possible the service guarantee, contributing to the business aspect of Fog Computing, which is usually the service level agreement (SLA), negotiated between the service provider and the client, but the commercialization of services involving the Fog still need to be researched.
