Inferences about fixed effects in mixed linear models are important in a variety of animal science studies. The statistical theory for making such inferences is well known, and if the variance components are known up to a proportionality constant, then optimal exact tests can be performed. Computing the test statistics, however, can still be problematic when the random effects have many levels. In practice, approximate tests that are easily computed but less efficient are usually employed. This article describes reduction in error sum of squares procedures for performing the exact test and for computing associated confidence intervals. By taking advantage of iterative algorithms for solving Henderson's mixed-model equations, the tests can be performed without inverting the covariance matrix or computing a generalized inverse of the mixed-model coefficient matrix. The procedures are illustrated on an animal model that has three random effects, two with 1,372 levels and one with 450 levels.
Introduction
There are several situations in the field of animal science for which estimates and(or) tests concerning fixed effects are desired while simultaneously considering a large class of random effects. For example, Winder and Beck (1990) modeled 205-d weight of calves in terms of fured (sex of the calf, year of birth, and grazing system) and random (direct and maternal breeding values) effects. They were primarily interested in the grazing system fixed effects but included random effects in the model to examine potential bias due t o divergence over time of average breeding values among the grazing systems. Tess and Robison ( 1 99 0 ) modeled various performance traits (e.g., birth weight, weaning weight) of beef cattle in terms of fixed (sex of calf, year, age of dam, and cytoplasmic line) and random (permanent environmental effects, direct and maternal breeding values) effects. They were primarily interested in cytoplasmic line but included random effects to estimate the fixed effects more reliably. In general, fixed breed-effects estimators can be made more efficient by including J. Anim. Sci. 1993. 71:51-56 random effects in the model whenever the data are from a pedigreed population in which the animals are related.
This paper considers hypotheses about the fixed effects in mixed linear models for which the variance components are known up to a proportionality constant. Although the statistical theory is well known, performing the tests can be problematic because of high computational demands. The usual expressions for the test statistics involve either the inverse of the matrix of variances and covariances among the responses or a generalized inverse associated with Henderson's mixed-model equations. For some models, the resources required to compute and store these inverses can be reduced by employing sparse-matrix algorithms (Fellner, 1987) . Nevertheless, the inverse or generalized inverse can still be laborious to compute when certain submatrices have large dimensions and(or) many non-zero entries.
Various indirect procedures are available for solving linear equations without computing (generalized) inverses. Jacobi and Gauss-Seidel iteration (Thisted, 1988) are well-known procedures that solve linear systems of equations by iterating on equations. Sparse-matrix algorithms for Jacobi and Gauss-Seidel iteration (Schendel, 1989) can be employed to reduce the computational burden further. Conjugate gradient algorithms (McIntosh, 1982) are less well known but are particularly useful for solving large systems of equations. Schaeffer and Kennedy (1986) and Schaeffer and Wilton ( 198 7 1 described an alternative class of algorithms that iterate on animals rather than on equations. Their procedures avoid explicit construction of the mixed-model matrix and can substantially decrease computational effort if the number of random effects in the model greatly exceeds the number of animals. All these indirect procedures yield best linear unbiased predictors (BLUP). Their shared disadvantage is that they do not give the estimated variances and covariances of the fured-effects estimators. Accordingly, tests and confidence intervals for fxed effects cannot be directly computed.
This paper summarizes computational procedures that take advantage of iterative algorithms for solving the mixed-model equations. The computational procedures can be employed whenever the variance components are known up to a proportionality constant. Specifically, this paper describes how to compute likelihood ratio ( LR) F-tests for hypotheses about the fixed effects without explicitly computing the generalized inverse of the mixed-model matrix. Computation of corresponding confidence intervals is also described. The LR test was selected because it is the uniformly most powerful invariant test (Lehmann, 1986) . In particular, the LR test is more powerful than tests based on treating the random effects as fured, tests based on a Satterthwaite-type approximation, and other tests that ignore relationships among the animals or do not use known proportionality constants among the variance components.
The procedures are based on well-known linear algebra results, so it is likely that some animal scientists are already familiar with them. Nevertheless, the procedures do not seem t o be well known among animal scientists in general. Two sections of the Journal of Animal Science (Applied Animal Science and Breeding and Genetics) were examined for a 1-yr period (July 1991 to June 1992 . Nineteen articles were identified in which hypotheses concerning fixed breed or breed-group effects were tested in models that contained random sire effects. In other articles, random genetic effects and relationships among animals were ignored. In each of the 19 articles that included sire in the model, relationships among sires were ignored and sire within breed was used as the denominator of the test statistic. The resulting test is optimal when the data are balanced, animals are not related, and there is no prior information concerning the variance component ratios. 'When animals are related, however, the test is not optimal regardless of balance or prior information status. For some of the traits studied in these articles (e.g., weight), estimates of the proportionality constants among the variance components can be obtained from prior research. For the analysis of these traits, the following procedures can be used t o compute the LR Ftest, whic:, explicitly incorporates relationships among the mimals.
Consider the

Y
Model Description
following general linear mixed model:
where X is a known n x p design matrix for the fixed effects; rank ( X) = r; B is an unknown p-vector of fixed effects, Zi is a known n x qi design matrix for the ith set of random effects; ui is an unobservable random qivector; and e is an unobservable n-vector of random errors. where X and B are conformably partitioned as X = ( X1 X2) and /3 = ( B2) ' , and where XI is n x p1, X2 is n x p2, p1 + p2 = p, and rank (XI) = rl. Alternatively, the hypotheses of interest can be written as follows:
where C is p x s with rank(C) = u. For Ho2 to be testable, C'S must be estimable and C'B = 6 must be consistent.
In general, exact tests of the hypotheses in 121 or [31 do not exist unless the scaled variance components, Vy for i j = 1, . . . , m, are known or the data are balanced.
For exceptions see Gallo and Khuri (1990) or Seely and Rady (1988) . The computational procedures described in this paper assume that the scaled variance components are known or that prior research has provided reliable and valid estimates. If estimates are employed, they will be treated as the true variance components and denoted, accordingly, by Vg, for i, j = 1, . . . , m. Henderson (1963) showed that the solution for u in [9] is the BLUP of u and can be written as u = DZ'V-l( Y -a*) ; that is, where P is given in [51. Let G be any generalized inverse of the mixedmodel coefficient matrix in [9] and partition G as follows:
where G11 is p x p. If C'P is estimable, then it can be shown that
Henderson (1975) where $* is any solution to the normal or mixed model equations and u is the solution to [91. The equality of SSE in [51 and [141 is well known (e.g., Henderson and Henderson, 1979) and is readily established using [81 and 1101.
Procedures Only Requiring a Solution to the Mixed-Model Equations
Computing F2 by U21 and [141 is typically less costly than using [61 because G11 is easier to compute than V-l. Nevertheless, there are cases in which even G11 is not practical to compute. In this section, we describe procedures requiring only that the mixedmodel equations be solved. Neither G11 nor V-l needs be computed. [I51 It follows from Henderson et al. (1959) and Henderson (1963) for SSE in [14] . The equality of SS2 in [61 and [20] generalizes Theorem 4.6 in Seber (1977) and can be verified using properties of projection operators. The mixed-model equations in [191 can be obtained by absorbing 70 from the mixed-model equations in Henderson (1984, eq. 4.5) . The equations in [191 are readily solved by algorithms that iterate on animals (e.g., Schaeffer and Kennedy, 1986; Schaeffer and Wilton, 1987) or on equations (e.g., Jacobi iteration, Gauss-Seidel iteration). Equation 4.5 in Henderson (1984) can be solved by iterating on equations, but not on animals. 
Hypothesis Sum of Squares for
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Implications
Testing fured effects in mixed linear models can be computationally prohibitive, especially if computations are performed on a microcomputer. This article gives reduction in error sum of squares expressions that yield optimal exact tests of fixed effects if the variance components are known up to a proportionality constant. The expressions incorporate relationships among animals and only require solutions to Henderson's mixed-model equations; the usual inverses and(or) generalized inverses need not be computed.
