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Kurzfassung
Die Bedeutung und Verbreitung von Software wächst im betrieblichen und privaten
Umfeld stetig. Das primäre Ziel bei der Verwendung von Software ist die Optimierung
manueller oder bereits (teil-) automatisierter Problem- bzw. Aufgabenstellungen. Der
zentrale Bezugspunkt bei der Entwicklung der Software ist die Softwarespezifikation.
Diese beinhaltet im Idealfall alle für die Softwarelösung relevanten Anforderungen.
Ein an Bedeutung gewinnender Bestandteil der Spezifikation sind Geschäftsprozess-
modelle. Diese beschreiben dabei die Abläufe der zu entwickelnden Softwarelösung in
Form von grafischen Prozessdarstellungen. Aufgrund der zunehmenden Anreicherung
der Prozessmodelle mit Anforderungen und Informationen wie beispielsweise gesetzlichen
Bestimmungen oder Details für die modellgetriebene Softwareentwicklung erwachsen aus
einfachen Ablaufdarstellungen komplexe und umfangreiche Geschäftsprozessmodelle.
Unabhängig davon, ob Geschäftsprozessmodelle zur reinen Spezifikation bzw. Doku-
mentation dienen oder für die modellgetriebene Softwareentwicklung eingesetzt werden,
ist ein zentrales Ziel die Sicherstellung der inhaltlichen Korrektheit der Geschäftspro-
zessmodelle und damit der darin modellierten Anforderungen. In aktuellen Softwareent-
wicklungsprozessen werden dazu häufig manuelle Prüfverfahren eingesetzt, welche jedoch
häufig sowohl zeit- als auch kostenintensiv und zudem fehleranfällig sind. Automatisier-
bare Verfahren benötigen allerdings formale Spezifikationssprachen. Diese werden aber
aufgrund ihrer mathematisch anmutenden textuellen Darstellung im Umfeld der Ge-
schäftsprozessmodellierung meist abgelehnt. Im Gegensatz zu textuellen Darstellungen
sind grafische Repräsentationen häufig leichter verständlich und werden vor allem im
Bereich der Geschäftsprozessmodellierung eher akzeptiert.
Im Rahmen der Arbeit wird daher ein auf formalen grafischen Validierungsregeln ba-
sierendes Konzept zur Überprüfung der inhaltlichen Korrektheit von Geschäftsprozess-
modellen vorgestellt. Das Konzept ist dabei unabhängig von der Modellierungssprache
der Geschäftsprozessmodelle sowie von der Spezifikationssprache der Validierungsregeln.
Zur Verbesserung der Beherrschbarkeit der zunehmend komplexen und umfangreichen
Geschäftsprozessmodelle wird zudem ein als MultiView bezeichnetes Sichtenkonzept vor-
gestellt. Dies dient zur Reduzierung der grafischen Komplexität und zur Zuordnung von
Aufgaben- und Verantwortungsbereichen (beispielsweise Datenschutz- und Sicherheits-
modellierung) bei der Geschäftsprozessmodellierung.
Das Gesamtkonzept wurde prototypisch in der Software ARIS Business Architect und
als Plug-in für die Entwicklungsumgebung Eclipse realisiert. Eine Evaluation erfolgt
zum einen an dem Eclipse Plug-in anhand eines Requirements Engineering Tool Evalua-
tion Framework und zum anderen anhand von Anwendungsfällen aus dem Bereich der




During the last decades, the use of software has increased in the business sector as well
as in the consumer sector. The primary goal of the use of software is the optimization
of manual or already (partly) automated tasks. The center of the software development
process (SDP) is the software specification, which ideally includes all relevant require-
ments and information concerning the software solution to be developed. Therefore, the
creation of the software specification–called Requirements Engineering–is the first phase
of the SDP.
An increasingly important part of software specifications are business process mo-
dels. These are used to describe the processes which are realized by to be developed
software solution as graphical diagrams. Due to the rising focus on business process
models more and more requirements and information like legal requirements or details
for a model-driven software development (MDSD) are added to process models. Hence,
simple process models grow to complex and extensive business process models.
Despite the actual use of business process models (for MDSD of just for specificati-
on purposes) a high quality concerning the modeled requirements–the correctness with
regards to the contents–is a major goal. Actual SDPs often use manual techniques to en-
sure the high quality of the process models. However, these manual techniques are very
cost intensive and error-prone. Unfortunately, formal specification languages as needed
for automatable techniques are often not accepted in the business process modeling
discipline. This is mainly due to their textual and mathematical appearance. In con-
trast, graphical representations are often more comprehensible and are widely accepted
especially by the business process modeling community.
Therefore, this thesis presents a concept of formal, graphical validation rules. General-
ly, the concept allows the specification of formal, graphical validation rules in a desired
specification language for a desired (business) process modeling language. In order to
handle the growing complexity of business process models, this thesis presents next to
the validation mechanism a view concept–called MultiView. Mainly, a MultiView provi-
des capabilities to define stakeholder and responsibility specific views e. g. a data privacy
MultiView or a security modeling MultiView. For that purpose, a MultiView defines the
graphical representation, visibility and accessibility of the model content.
The validation and MultiView concepts are realized prototypically for the business
process modeling tool ARIS Business Architect as well as a modeling and validation
plug-in for the IDE Eclipse. The latter is used to evaluate the developed concepts.
This is done with a requirements tools evaluation framework. Finally, the possible use
of the developed concepts is demonstrated with use cases from the field of business
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Der Einsatz von Software zur Unterstützung bzw. Automatisierung betrieblicher Pro-
zesse sowie Abläufe der öffentlichen Verwaltung nimmt seit langem stetig zu [FS06].
Dieser Trend umfasst sowohl den Einsatz von Softwareanwendungen für mobile Geräte
als auch Softwaresysteme für besonders kritische Bereiche wie das Bankenwesen und die
Verwaltung von personenbezogenen Daten im E-Government.
Die Entwicklung einer Software wird meist durch das Ziel der Optimierung einer ma-
nuellen oder bereits (teil-) automatisierten Aufgabenstellung initiiert. Die aus der Pro-
blemstellung sowie den Optimierungszielen resultierenden Anforderungen an die Softwa-
relösung stellen daher den zentralen Bezugspunkt bei der Realisierung der Software im
Rahmen des Softwareentwicklungsprozesses (kurz SEP, siehe Abschnitt 2.3.1) dar. Mit
der Erhebung, Spezifikation, Validierung sowie dem Management von Anforderungen
beschäftigt sich die Disziplin des Requirements Engineering (kurz RE). Das RE stellt
den Ausgangspunkt eines SEPs dar. Das Ergebnis des RE ist die Softwarespezifikation.
Diese beinhaltet (im Idealfall) alle für die Entwicklung der Software notwendigen In-
formationen wie die Anforderungen und Rahmenbedingungen für den Einsatz der Soft-
ware. Eine Spezifikation besteht dabei aus verschiedenen Arten von Dokumenten wie
natürlichsprachlichen Dokumente, Modellen bzw. Diagrammen und Tabellen. Die unter-
schiedlichen Arten der Dokumente werden aufgrund der unterschiedlichen Eignung für
die zu spezifizierende Information verwendet. So lassen sich Anforderungen häufig ohne
Vorkenntnisse in natürlicher Sprache aufnehmen. Um hingegen die von der Software zu
erledigenden Abläufe darzustellen, sind Modelle bzw. Prozessdarstellungen gegenüber
der natürlichen Sprache häufig geeigneter.
Die Nutzung von Modellen zur Beschreibung von Abläufen sowie der damit in Ver-
bindung stehenden Informationen wird unter dem Begriff der Geschäftsprozessmodellie-
rung (engl. Business Process Management, kurz BPM) zusammengefasst. Ursprünglich
wurden Geschäftsprozessmodelle (kurz GPM) als veranschaulichende Darstellung von
Abläufen eingesetzt. In letzter Zeit ist allerdings der Trend zu erkennen, dass GPMs
neben der reinen Ablaufdarstellung mit fachlichen Informationen angereichert werden,
die für das detaillierte Verständnis der Prozesse erforderlich sind. Zudem werden GPMs
immer häufiger auch um Details zur Realisierung als Softwarelösung erweitert. Dieses
Vorgehen, bei dem eine schrittweise Detaillierung der Prozesse erfolgt, wird als modellge-
triebene Softwareentwicklung (engl. Model Driven Software Development, kurz MDSD)
[SVEH07] bezeichnet. Anwendung findet die MDSD von Softwaresystemen basierend auf
GPMs häufig im Bereich von Service-orientierten Architekturen (kurz SOA) [MLM+06],
wie [HWSD07] und [DH08] zeigen. Ein Grund dafür ist, dass Services in einer SOA kei-
ne reinen IT-Funktionen darstellen, sondern Geschäftsfunktionen (z. B. Bestellannahme,
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Produktionsplanung oder Mahnwesen) mit den entsprechenden zugehörigen inhaltlichen
Informationen realisieren [TS07]. Die Hinterlegung der für die Durchführung bzw. Reali-
sierung der Geschäftsfunktion relevanten Informationen in GPMs ist daher naheliegend.
Erfolgt dann basierend auf dem GPM die technische Realisierung des Geschäftsprozes-
ses, können alle spezifizierten Anforderungen und Informationen von allen Beteiligten in
jeder Phase des Softwareentwicklungsprojektes berücksichtigt werden.
Die zunehmende Informationsanreicherung der GPMs birgt neben den Vorteilen aber
auch Risiken, denn damit steigt auch die Komplexität der Prozessmodelle. Das Problem
der Komplexität ist aber nicht erst durch das BPM entstanden, sondern gilt grund-
sätzlich für die Softwareentwicklung. Denn bereits Ende der 60er Jahre trat das Kom-
plexitätsproblem im Bereich der Softwareentwicklung auf. Daher wurde mit dem Ziel
der ingenieursmäßigen Entwicklung von Software die Disziplin des Software Engineering
(kurz SE) [NR69, BR70] erstmals benannt. Das zentrale Anliegen ist dabei die Entwick-
lung qualitativ hochwertiger und damit vertrauenswürdigerer Software. Im Rahmen des
Software Engineering wurden vor allem Vorgehensmodelle und Methoden entwickelt, die
zur Entwicklung von qualitativ hochwertiger Software führen sollten. Aber auch derarti-
ge Vorgehensmodelle können die Erstellung von fehlerfreier Software nicht garantieren,
es ist vielmehr die Integration von Verfahren zu Qualitätssicherung notwendig, um ein
gewisses Maß an Qualität sicherstellen zu können [Lig09].
Verfahren zur Qualitätssicherung müssen grundsätzlich in jeder Phase des SEPs ein-
gesetzt werden. Dies gilt daher ebenso für die Phase des Requirements Engineering.
Dabei können für bestimmte Arten von Dokumenten allerdings nur bestimmte Quali-
tätssicherungsverfahren genutzt werden. So müssen diese Verfahren für GPMs vor allem
deren inhaltliche Korrektheit sicherstellen, also dass die erhobenen Anforderungen kor-
rekt in den Prozessmodellen erfasst worden sind. In aktuellen Vorgehen erfolgt dies häufig
durch manuelle Prüfungen durch Fachexperten [Leh07]. Obwohl manuelle Inspektions-
und Review-Techniken teilweise bewusst ohne Werkzeuge durchgeführt werden [Lig09],
ist diese manuelle Überprüfung der GPMs sehr zeitintensiv, fehleranfällig und häufig
wirtschaftlich nicht sinnvoll anwendbar [WHJW00].
1.1 Problemstellung
Die Qualitätssicherung im Rahmen des BPM kann, ähnlich wie durch die Vorgehensmo-
delle des SE gefordert, durch bessere Modellierungsprozesse bzw. -strategien optimiert
bzw. erleichtert werden [HPv05]. Aus dieser Forderung ergeben sich für das BPM zwei
zentrale Problembereiche, die vor allem durch die zunehmende Komplexität der GPMs
entstehen.
Der erste Problembereich resultiert primär aus der grafischen Komplexität der GPMs.
Werden sämtliche in den Prozessen vorhandenen Informationen in einer Darstellung an-
gezeigt, kann ein GPM durch die Vielzahl der sich möglicherweise auch überlagernden
Informationen sehr schnell unübersichtlich werden. Dadurch kann die eigentliche Intenti-
on, das Verständnis der zugrundeliegenden fachlichen Abläufe zu verbessern, stark beein-
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trächtigt werden. Dieser Problembereich richtet sich besonders an die Ausdrucksmöglich-
keiten der eingesetzten Modellierungssprache sowie an die Fähigkeiten der Geschäftspro-
zessmodellierungswerkzeuge (engl. Business Process Modeling Tool, kurz BPMT), die
Vielzahl an Informationen zu verwalten.
Der zweite Problembereich entsteht durch die grundsätzliche Komplexität der GPMs,
welche durch die Vielzahl der in den umfangreichen Prozessmodellen beinhalteten In-
formationen hervorgerufen wird. Die manuelle Überprüfung der inhaltlichen Korrektheit
stößt daher schnell an die Grenzen des wirtschaftlich sinnvoll Machbaren. Der Einsatz
von automatisierbaren Validierungs- und Verifikationsverfahren setzt aber die Existenz
einer maschinenlesbaren Repräsentation der zu überprüfenden Informationen voraus.
Die im Rahmen des RE häufig eingesetzten natürlichsprachlichen Anforderungen sind
dahingehend nicht geeignet. Automatisierbare Verfahren benötigen vielmehr formale Be-
schreibungen der betreffenden Informationen. Der Einsatz von formalen Spezifikations-
sprachen bringt allerdings das Problem mit sich, dass deren formale mathematische Dar-
stellung eine einschüchternde und beängstigende Wirkung besitzt [Jac06]. Laut [O’R06]
führen diese sogar zu einem kulturellen Schock. Daher werden formale Spezifikationen
(im Gegensatz zur natürlichsprachlichen Spezifikation) von den meisten Personengrup-
pen abgelehnt, die am SEP beteiligt sind [Lig09, SBS09].
Damit ist auf der einen Seite „also die Präzision der Mathematik, auf der anderen
Seite die Verständlichkeit der Umgangssprache“ bei der Anforderungsspezifikation wün-
schenswert [Hen81]. Ein hoher Formalisierungsgrad wird allerdings schon seit Beginn
der automatisierten Datenverarbeitung angestrebt, hat sich aber (bis auf wenige Aus-
nahmen) nie richtig durchgesetzt [Lam00, SBS09]. Dies liegt vor allem daran, dass die
Anforderungsspezifikation von jeder am Entwicklungsprozess beteiligten Personengrup-
pe gelesen und verstanden werden soll. Formale Beschreibungen werden häufig jedoch
aus Prinzip abgelehnt. Ein Hauptgrund dafür ist laut [Jac06], dass sich selbst Software-
entwickler trotz ihrer mathematiknahen Ausbildung von der mathematischen Syntax der
formalen Notationen einschüchtern lassen, obwohl diese oft leichter verständlich sind als
viele Programmiersprachen. [O’R06] erklärt dieses Verhalten durch eine Aussage von
David L. Parnas, der der Meinung ist, dass die heutigen Softwareingenieure zu wenig
mathematische Grundkenntnisse vermittelt bekommen. Zudem werden laut Parnas zwar
aktuelle Technologien gelehrt, aber durch die limitierten Kenntnisse der Grundlagen ent-
stehen dennoch (Software-) Produkte geringerer Qualität.
Das Fehlen der formalen Grundlage für den Einsatz der automatisierbaren Verfahren
ist nur einer der Gründe, weshalb die Annahme, dass im 21. Jahrhundert formale Metho-
den bestimmend in der Softwareentwicklung sein werden, nicht zutreffend ist [Som10].
Daneben sieht [Lig09] vor allem das Fehlen von geeigneten Werkzeugen als Grund für
die geringe Nutzung der Verfahren in der Praxis. Doch gerade im Bereich des BPM ist
dieses als eine zentrale Anforderung zu betrachten, da die Modellierung der grafischen
GPMs in BPMTs erfolgt und daher der Einsatz von losgelösten, textuellen Prüfverfahren




Entsprechend der zwei in der Problemstellung skizzierten Problembereiche ergibt sich als
zentrale Zielstellung dieser Arbeit die Verbesserung bzw. Unterstützung bei der Erstel-
lung, Verarbeitung und Überprüfung von komplexen Prozessmodellen im Allgemeinen
sowie Geschäftsprozessmodellen im Speziellen. Die Entwicklung geeigneter Konzepte er-
folgt basierend auf den Grundlagen aus den Bereichen Anforderungen, Modellierungs-




















































Abbildung 1.1: Zielstellung der Arbeit.
Die in dieser Arbeit entwickelten Konzepte (Abbildung 1.1: TLVF undMultiView) bil-
den basierend auf den Grundlagen (Abbildung 1.1: Anforderungen, Modellierungsspra-
chen und Validierung & Verifikation) das ganzheitliche Gesamtkonzept der Validierung
MultiView-basierter Prozessmodelle.
Dabei richtet sich das Konzept des Temporal Logics Visualization Framework (kurz
TLVF) an den Problembereich der grundsätzlichen Komplexität der GPMs. Das Ziel des
TLVF ist die Bereitstellung eines generischen Verfahrens zur Spezifikation von formalen,
grafischen Anforderungen, die zur Überprüfung der GPMs auf inhaltliche Korrektheit im
Rahmen von BPMT geeignet sind. Dabei soll das Verfahren grundsätzlich unabhängig
sein von der eingesetzten Modellierungssprache des GPMs sowie der Spezifikationsspra-
che, in der die Anforderungen formuliert sind.
Dem Modellierer sollen dadurch neben manuellen Verfahren zur Überprüfung der in-
haltlichen Korrektheit der GPMs auch präzise, ausdrucksstarke und formale Methoden
verfügbar gemacht werden, wie dies beispielsweise auch von [Jac06] gefordert bzw. ange-
strebt wird. Dazu soll ein Validierungs- bzw. Verifikationsverfahren oder gegebenenfalls
eine Kombination aus verschiedenen Verfahren ermittelt werden, welches für den Einsatz
im Rahmen der Geschäftsprozessmodellierung bzw. in einem BPMT geeignet ist. Um die
Vorteile der Verfahren für das RE bzw. das BPM zu erhalten bzw. etwaige Nachteile zu
verringern [Par98], soll die vollständige Integration der Verfahren in das BPM gewähr-
leistet werden. Werden formale grafische Anforderungen als zusätzliche Repräsentation
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für natürlichsprachlich Anforderungen eingesetzt, ist der zusätzliche Spezifikationsauf-
wand als nachteilig zu bewerten. Zur Reduzierung dieses Aufwandes werden die formalen
grafischen Anforderungen auf Wiederverwendungspotentiale untersucht.
Das Konzept derMultiViews befasst sich mit dem Problembereich der grafischen Kom-
plexität. Das Ziel der MultiViews ist die Bereitstellung von fachspezifischen Sichten auf
ein GPM, welche zur Darstellungsanpassung (z. B. Verändern oder Ausblenden) sowie
zur Einschränkung der Bearbeitbarkeit der Modellinhalte genutzt werden können. Da-
mit kann eine MultiView als konfigurierbare Darstellung des GPMs für bestimmte Ein-
satzzwecke betrachtet werden, die durch die Reduktion der grafischen Komplexität des
GPMs zum verbesserten Verständnis beiträgt und unter Umständen bestimmten Pro-
jektbeteiligten bestimmte Aufgaben- bzw. Verantwortungsbereiche zuordnet.
Das Gesamtkonzept der Validierung MultiView-basierter Prozessmodelle stellt eine
integrierte Lösung der Teilkonzepte dar, welche über die aus den einzelnen Konzep-
ten resultierenden Vorteile hinaus weitergehende Verbesserungen für die Nutzung von
GPMs (wie Wiederverwendungspotentiale oder Unterstützung bei der Auflösung von
Validierungsfehlern) liefern sollte. Das Gesamtkonzept wird zudem als Proof of Con-
cept prototypisch sowohl in einem existierenden als auch in einem neu zu entwickelnden
BPMT implementiert.
1.3 Einleitendes Beispiel
Zur Konkretisierung der vorangegangenen Problem- und Zielstellung dient ein Beispiel-
prozess (Abbildung 1.2) aus der Domäne des E-Commerce. Der Geschäftsprozess be-
schreibt einen Teil der Bestellung in einem Webshop.
Der Ausschnitt des Beispielprozesses beginnt mit Ereignis Kunde ist auf Bezahlen-
Startseite und dem aktuellen Warenkorb des Kunden, der die zum Kauf ausgewähl-
ten Artikeln enthält. Die vorherige Produktauswahl wird über die Prozessschnittstel-
le Produktauswahl des Kunden angedeutet. Im weiteren Verlauf muss der Kunde zu-
nächst den Kundentyp auswählen, wobei im Beispielprozess nur der Kundentyp Ein-
malbesteller näher betrachtet wird. Da Kunden vom Typ Einmalbesteller den Bestel-
lungvorgang ohne Nutzung eines Kundenkontos wünschen, müssen diese zunächst ihre
Daten (wie Name, Lieferadresse, usw.) eingeben. Danach kann der Kunde die Zahlungs-
art auswählen. Entsprechend der Zahlungsart wird eine Buchung im Webshop-System
vorgenommen. Ist die Zahlung erfolgreich verbucht, wird die Rechnung erstellt und der
Versand durchgeführt. Damit ist die eigentliche Bestellung abgeschlossen. Da dem Kun-
den aber die Möglichkeit der Rücksendung gewährt wird, wird zunächst abgewartet, ob
eine Rücksendung eintrifft. Nach Ablauf der Frist für Rücksendungen oder dem Erhalt
und der entsprechenden Rückabwicklung des Kaufes werden die vom Kunden zu Beginn
der Bestellung angegebenen Kundendaten gelöscht.
Bei der Modellierung des Prozesses wurden eine Vielzahl von Anforderungen berück-
sichtigt. Primär entspringen die Anforderungen aus der eigentlichen Problemstellung




































































































Abbildung 1.2: Gesamtmodell des zur Demonstration verwendeten Beispielprozesses.
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Umfeld des Geschäftsfeldes wie gesetzliche Anforderungen beachtet werden. Wie bereits
aufgezeigt, entstehen aufgrund der Vielzahl von Anforderungen, die in den Geschäftspro-
zessen zu berücksichtigen sind, umfangreiche und komplexe Prozessabläufe. Dies soll
anhand des Beispielprozesses mit drei Anforderungen aus unterschiedlichen Bereichen
demonstriert werden.
Ein Beispiel für eine Anforderung aus der Problemstellung bzw. dem Anwendungs-
fall ist die Festlegung der zur Verfügung stehenden Zahlungsarten für den jeweiligen
Kundentyp. Für Einmalbesteller soll die Möglichkeit der Kreditkartenzahlung sowie
die Zahlung per Nachnahme existieren. Im Beispielprozess ist aber auch die Zahlung
auf Rechnung zu sehen (Abbildung 1.2 rechts). Der Geschäftsprozess ist an dieser Stelle
offensichtlich falsch modelliert. Obwohl dieser Fehler möglicherweise in kleinen Prozess-
modellen manuell schnell gefunden werden kann, ist das Auffinden derartiger Fehler
in umfangreichen und komplexen Geschäftsprozessmodellen mit vielen Hinterlegungen
sehr aufwendig. Die Ursache für die fehlerhafte Modellierung kann dabei sehr vielfältig
sein. Zum Beispiel könnten nachträglich geänderte Anforderungen nicht vollständig in
die Prozesse integriert worden sein. Aber auch die Hinterlegungen eines falschen Prozes-
ses an einer Funktion oder „Copy and Paste“-Fehler können zu fehlerhaften Modellen
führen.
Die zweite exemplarische Anforderung resultiert aus der gesetzlich geforderten Be-
rücksichtigung des Datenschutzes. Für den Beispielprozess heißt dies konkret, dass z. B.
die aufgenommenen Kundendaten für den Kundentyp „Einmalkunde“ am Ende des Ge-
schäftsvorganges gelöscht werden müssen. Dies ist im abgebildeten Prozessmodell be-
rücksichtigt worden, da die Funktion Löschen der Kundendaten die Löschung vollzieht.
Allerdings ist die Einhaltung des Datenschutzes nur oberflächlich vermutbar, da keine
genaueren Informationen zum Datenschutz im Prozessmodell integriert sind. Um die
Einhaltung des Datenschutzes in allen Geschäftsprozessmodellen überprüfen zu können,
ist die Annotation der Modelle mit (teils) maschinenlesbaren Datenschutzinformationen
vorteilhaft, da eine manuelle Prüfung ohne besondere Kennzeichnungen im Prozessmo-
dell sehr aufwendig ist.
Die dritte Anforderung richtet sich an die Sicherheit der Daten, die im Prozessverlauf
verwendet werden. Es erscheint selbstverständlich, dass die bei der Kreditkartenzahlung
verwendeten Daten gesichert verarbeitet werden müssen. Über das intuitive Verständnis
hinaus wird der Umgang mit jeglichen, im Zusammenhang mit einer Kreditkartenzah-
lung stehenden, Daten durch den Payment Card Industry Data Security Standard (PCI
DSS)[PCI10] festgelegt. Im PCI DSS wird die gesicherte Übertragung der Daten wäh-
rend einer Kreditkartentransaktion als eine Anforderung zur Einhaltung des Standards
aufgeführt. Diese lässt sich aber nicht im Modell ablesen.
Angelehnt an die drei beispielhaften aufgezeigten Anforderungen bzw. Fragestellun-
gen wird im Verlauf der Arbeit sowohl ein Konzept zur Überprüfung der inhaltlichen
Korrektheit von GPMs als auch ein Konzept zur Integration und Verbesserung der Hand-
habbarkeit weiterer Informationen in GPMs vorgestellt. Dabei wird die Überprüfung der
korrekten Umsetzung der Anforderungen durch das in Kapitel 5 vorgestellte Verfahren
ermöglicht. Die Integration weiterer Informationen in GPMs wird in Abschnitt 6 de-
monstriert.
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1.4 Gliederung der Arbeit
Diese Arbeit ist wie schematisch in Abbildung 1.3 dargestellt in die drei Teilbereiche




























































































Abbildung 1.3: Aufbau der Arbeit.
In Kapitel 2 wird zunächst der Begriff der Anforderung sowie weitere Begriffe aus
dem Umfeld der Anforderung beleuchtet. Anschließend wird eine grobe Klassifikation
von Anforderungen vorgenommen. Definition und Klassifikation von Anforderungen ist
der Phase der Anforderungserhebung des RE-Prozesses zuzuordnen. Die in Abschnitt 2.2
betrachtete Spezifikation von Anforderungen sowie der Aufbau von Spezifikationsdoku-
menten ist hingegen der Phase der Anforderungsspezifikation des RE-Prozesses zuzuord-
nen (siehe Abbildung 1.3). Abschließend wird die Nutzung der Anforderung im Rahmen
des SE- und RE-Prozesses als auch die Werkzeugunterstützung bei der Spezifikation und
Verwaltung von Anforderungen betrachtet.
Das Kapitel 3 legt die begriﬄichen Grundlagen der Modellierung bzw. der Model-
lierungssprachen fest und führt in die Geschäftsprozessmodellierung ein. Dies beinhaltet
die Vorstellung von Diagrammarten im Allgemeinen und auch die Vorstellung konkreter
Modellierungssprachen. Abschnitt 3.4 erläutert existierende Verfahren und Möglichkei-
ten zur Beherrschung der grafischen Komplexität.
Kapitel 4 liefert einen Überblick über Begriffsdefinitionen im Bereich von Validie-
rungs- und Verifikationsverfahren. Daran schließt sich die Klassifikation von Validie-
rungs- und Verifikationsverfahren sowie die Erläuterung von Einsatzmöglichkeiten der




In Kapitel 5 werden zunächst zentrale Begriffe der Arbeit wie grafische Anforde-
rung und grafisch Validierungsregel definiert. Danach wird in Abschnitt 5.4 basierend
auf den Grundlagenkapiteln das Konzept des Temporal Logics Visualization Framework
eingeführt. Im Anschluss werden in Abschnitt 5.5 das TLVF bzw. die grafischen Validie-
rungsregeln auf Wiederverwendungspotential untersucht und ein entsprechendes Kon-
zept vorgestellt.
Kapitel 6 befasst sich aufbauend auf Abschnitt 3.4 allgemein mit der Entwicklung
des MultiView-Konzeptes. Die Abschnitte 6.3 und 6.4 stellen die Entwicklung von zwei
spezifischen MultiViews für die Modellierung von Sicherheits- sowie Datenschutzanfor-
derungen vor. Dabei erläutern sie deren Einsatz sowie den Einsatz des TLVF anhand
des in Abschnitt 1.3 vorgestellten Beispielprozesses.
Das Kapitel 7 behandelt das Gesamtkonzept der Validierung MultiView-basierter
Prozessmodelle. Dazu werden zunächst die aus den entwickelten Konzepten resultieren-
den Einsatzmöglichkeiten zusammengetragen sowie Einflussfaktoren auf die Ausdrucks-
stärke der grafischen Validierungsregeln betrachtet. Abschnitt 7.2 entwickelt ein Vorge-
hensmodell für den Einsatz des Gesamtkonzeptes und stellt dessen Integration in den
SEP vor. Abschließend werden in Abschnitt 7.3 sowohl das Gesamtkonzept als auch das
TLVF und das MultiView-Konzept mit verwandten Arbeiten in Beziehung gesetzt.
Kapitel 8 präsentiert die prototypischen Realisierungen der in dieser Arbeit entwi-
ckelten Konzepte. Dazu wird zum einen in Abschnitt 8.1 die Integration der Konzepte
in den ARIS Business Architect demonstriert und zum anderen die Entwicklung des
Business Application Modeler als Plug-in für die IDE Eclipse beschrieben.
In Kapitel 9 wird der Einsatz des Gesamtkonzeptes der Validierung MultiView-
basierter Prozessmodelle anhand von drei Anwendungsfällen aus dem Bereich der öf-
fentlichen Verwaltung, der ELSTER-Steuererklärung und SAP-Referenzprozessen bei-
spielhaft demonstriert.
Abschließend wird in Kapitel 10 eine Zusammenfassung der Konzepte und Entwick-
lungen im Rahmen der Arbeit geliefert. Außerdem findet darauf aufbauend die Ausrich-






2 Anforderung – Definition,
Spezifikation und Einordnung
Der Begriff der Anforderung stellt sowohl im Rahmen dieses Kapitels als auch dieser
Arbeit einen zentralen Bezugspunkt dar. Die Festlegung einer eindeutigen Definition
des Begriffes ist allerdings schwierig. Einer der Hauptgründe dafür ist, dass der Begriff
stark kontextbehaftet ist und unter einer Anforderung damit je nach Betrachtungsweise
und fachlichen Hintergrund des Betrachters unterschiedliche Dinge verstanden werden
[CP09].
Neben dem Begriffsverständnis sind die Qualitätskriterien, der Formalisierungsgrad
und die Darstellungsform der Anforderungen von zentraler Bedeutung. Der Formalisie-
rungsgrad von Anforderungen reicht dabei von informal zu formal. Die Bandbreite der
Darstellungsformen von Anforderungen beinhaltet textuelle und grafische Darstellungen
als auch Mischformen.
Im Folgenden wird daher zunächst der Anforderungsbegriff in den Abschnitten 2.1.1
bis 2.1.3 im Kontext der Softwareentwicklung näher beleuchtet. Dazu werden Definitio-
nen verschiedener Autoren herangezogen, auf deren Basis der Anforderungsbegriff für
diese Arbeit festgelegt wird. Nach der Begriffsdefinition folgt in Abschnitt 2.1.5 die Be-
trachtung der Qualitätskriterien sowie Aufgaben und Typen von Anforderungen. Denn
neben der reinen Definition des Anforderungsbegriffes sind konzeptionelle Grundsätze
beim Umgang mit Anforderungen zu beachten. Danach werden in Abschnitt 2.2 Spezifi-
kationstechniken und -sprachen sowie Strukturierungsvorgaben für Spezifikationsdoku-
mente vorgestellt. Abschließend wird in Abschnitt 2.3 eine Einordnung der Anforderun-
gen in den Softwareentwicklungsprozess bzw. die Anforderungsanalyse gegeben.
2.1 Begriffe
2.1.1 Anforderungsbegriff
Wie einleitend erwähnt, wird unter einer Anforderung je nach Kontext, Betrachtungs-
weise und fachlichem Hintergrund des Betrachters etwas anderes verstanden. Für eine
eindeutige Definition des Begriffes, wie er in dieser Arbeit verwendet wird, sollen daher
zunächst einige existierende Definitionen vorgestellt werden. Die Definitionen stammen
dabei aus zwei Bereichen. Zum einen handelt es sich um Definitionen, wie sie in Standards
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definiert sind und zum anderen um Definitionen von verschiedenen Autoren. Definition
2.1.1 zeigt die Definition des Begriffes Anforderung aus dem IEEE Standard 610.12-1990
[IEE90].
Definition 2.1.1 ([IEE90]) Requirement
(1) A condition or capability needed by a user to solve a problem or achieve an objective.
(2) A condition or capability that must be met or possessed by a system or system compo-
nent to satisfy a contract, standard, specification, or other formally imposed documents.
(3) A documented representation of a condition or capability as in (1) or (2).
Eine Anforderung ist demnach eine Bedingung oder Fähigkeit, die zur Lösung eines
Problems benötigt wird bzw. von einem System oder einer Komponente des Systems zur
Erfüllung von beispielsweise Verträgen gegeben sein muss. Entscheidend ist dabei, dass
die Bedingung bzw. Fähigkeit in einer dokumentierten Repräsentation vorliegen soll.
Die Definition 2.1.1 des Anforderungsbegriffes ist allerdings sehr unscharf formuliert.
Es lassen sich daraus keine Aussagen über Qualitätskriterien, Formalisierungsgrad oder
Darstellungsform von Anforderungen ableiten. Auch die Definition 2.1.2 aus Rupp et al.
[RD09] liefert nur eine allgemeine Definition der Anforderung.
Definition 2.1.2 ([RD09]) Anforderung
Eine Anforderung ist eine Aussage über eine Eigenschaft oder Leistung eines Produktes,
eines Prozesses oder der am Prozess beteiligten Personen.
Die Autoren betrachten die Kürze der Definition allerdings als „gut verständlich, um-
fassend und ausreichend konkret“, um ein Grundverständnis der Anforderung im Rah-
men der Softwareentwicklung zu ermöglichen. Es wird in dieser allgemeinen Definition
oft aber nur auf die tatsächlich zu erfüllende Leistung des Systems fokussiert [RD09].
In der ebenfalls einfach gehaltenen Definition 2.1.3 des Anforderungsbegriffes wird über
die Leistung hinaus ein weiterer Bestandteil der Anforderung benannt.
Definition 2.1.3 ([RR06]) Requirement
A requirement is something the product must do or a quality it must have.
Nach Definition 2.1.3 wird damit zusätzlich zur Leistung, dass ein (Software-) Produkt
etwas können soll, auch die Forderung nach einer bestimmten Qualität des Produkts
formuliert.
Dieser qualitative Aspekt der Anforderung wird in den Definitionen 2.1.1 und 2.1.2
nicht direkt benannt, die Begriffe Bedingung und Eigenschaft in den Definitionen lassen
aber zumindest eine Anspielung auf qualitative Eigenschaften vermuten. Damit lassen
sich aus den vorgestellten Definitionen des Anforderungsbegriffes zwei Ausprägungen von
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Anforderungen ableiten. Dies sind funktionale sowie qualitative Anforderungen, wobei
letztere in [RR06] als nicht-funktionale Anforderungen bezeichnet werden.
Der Anforderungsbegriff in dieser Arbeit entspricht der Definition 2.1.3. Darauf auf-
bauend wird im Folgenden die konkretere Unterteilung in funktionale und nicht-funktio-
nale Anforderungen sowie deren Charakterisierung vorgenommen. Eine über die Charak-
terisierung hinaus weitere Unterteilung der funktionalen und nicht-funktionalen Anfor-
derungen, wie dies für das jeweilige Softwareentwicklungsprojekt nötig wäre, ist jedoch
im Rahmen dieser Arbeit nicht erforderlich. Es ist allerdings anzumerken, dass nach
[Poh10] erst mit einer weiteren Verfeinerung der Anforderungsausprägungen eine pra-
xisrelevante Unterteilung von Anforderungen für bestimmte Anwendungsfelder, Firmen
oder Projekte geschaffen werden kann.
2.1.2 Funktionale Anforderungen
Der Begriff der funktionalen Anforderung (kurz FA) wird in der Literatur von den meis-
ten Autoren anerkannt, wie beispielsweise [Gli07] und [CP09] darlegen. [RR06] definiert
funktionale Anforderungen entsprechend Definition 2.1.4.
Definition 2.1.4 ([RR06]) Functional Requirement
A functional requirement is an action that the product must take if it is to be useful to
its users.
Eine weitere Differenzierung in verschiedene Ausprägungen wird in Definitionen der
funktionalen Anforderungen im Gegensatz zu den nicht-funktionalen Anforderungen (sie-
he Abschnitt 2.1.3) nur selten vorgenommen. Dies liegt daran, dass die FA vollständig
vom konkreten Anwendungsfall abhängig sind. Daher ist es nötig, anwendungsspezifische
Strukturierungen zu erstellen. Als Orientierung können aber vorgegebene Strukturen von
Anforderungsdokumenten (siehe Abschnitt 2.2.3) dienen.
Um dennoch einen Anhaltspunkt für die weitere Differenzierung bzw. Klassifikati-
on von FAs bereit zu stellen, nutzen verschiedene Autoren die Art der Spezifikation
als Grundlage. [Oes06] unterscheidet bezüglich der FA die Arten Anwendungsfälle, Ge-
schäftsregeln und Schnittstellenspezifikationen. Ein Anwendungsfall beschreibt danach
„anhand eines zusammenhängenden Arbeitsablaufes die Interaktionen mit einem (ge-
schäftlichen oder technischen) System“. Obwohl Anwendungsfälle auch nicht-funktionale
Anforderung (kurz NFA) enthalten können (siehe Abschnitt 2.1.3), werden sie in [Oes06]
primär den FAs zugeordnet. Schnittstellenspezifikationen beschreiben entweder Abläufe
und Aussehen von Dialogschnittstellen oder legen die Funktionen von Systemschnitt-
stellen fest. Im geschäftlichen Umfeld bzw. der Geschäftsprozessmodellierung (siehe Ab-
schnitt 3.1.2) werden aber besonders FAs der Klasse Geschäftsregel häufig eingesetzt.
Geschäftsregeln können dabei entsprechend der Definition 2.1.5 festgelegt werden.
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Definition 2.1.5 ([HH00]) Business Rule
A business rule is a statement that defines or constrains some aspect of the business.
Jedoch wird daraus keine Beziehung zu den Klassen von Anforderungen hergestellt,
wie sie im Vorangegangenen bzw. im Folgenden dieser Arbeit definiert wurden bzw.
werden. Auch hier gehen die Meinungen der Autoren teils stark auseinander. Nur der
Begriff Business lässt möglicherweise den Schluss zu, dass es sich dabei um eine funk-
tionale Anforderung handeln könnte. Diese Ansicht wird beispielsweise unterstützt von
[SBS09] und [Oes06]. Letzterer betrachtet die Geschäftsregel als Spezialisierung einer
funktionalen Anforderung. Darüber hinaus findet sich in [End04] eine Auflistung exis-
tierender Klassifikationen für Geschäftsregeln.
2.1.3 Nicht-funktionale Anforderungen
Die zweite Kategorie der Anforderungen wird in der Literatur deutlich kontroverser
behandelt als FAs. Eine bekannte und zum Begriff der funktionalen Anforderung analoge
Bezeichnung ist die NFA.
Damit beschreiben Anforderungen dieser Kategorie, entsprechend dem Begriff nicht-
funktional, keine Funktionalitäten einer Software. Es wird daraus aber nicht direkt er-
sichtlich, was unter einer NFA zu verstehen ist. Die ersten Definitionsversuche der NFA
entstanden bereits Mitte der 70er Jahre (siehe dazu [Boe76]). Allerdings haben einige
Autoren in der Vergangenheit deren Existenz neben den funktionalen Anforderungen so-
gar bezweifelt [Hoc97]. Es kommt aber auch heute immer wieder zu Problemen bei der
Festlegung, welche Ausprägungen von Anforderungen den NFA zuzuordnen sind. Dies
wird vor allem durch die unterschiedlichen Definitionen und Sichtweisen der Autoren
deutlich. Die Unterschiede liegen dabei sowohl in der unterschiedlichen Reichweite der
Begriffe selbst, als auch in der unterschiedlichen Einteilung der zu berücksichtigenden
Ausprägungen von Anforderungen.
So wird beispielsweise im IEEE Standard Glossary of Software Engineering Termino-
logy [IEE90] neben funktionalen Anforderungen (engl. functional requirements) zwischen
design requirements, implementation requirements, interface requirements, performance
requirements und physical requirements unterschieden. Der Begriff NFA wird in dem
Standard nicht verwendet. In [RR06] werden NFAs entsprechend Definition 2.1.6 defi-
niert.
Definition 2.1.6 ([RR06]) Nonfunctional Requirement
A property, or quality, that the product must have, such as an appearance, or a speed or
accuracy property.
In Bezugnahme auf Definition 2.1.3 der Anforderung wird in Definition 2.1.6 zur NFA
wieder der Begriff Qualität mit einer kurzen Umschreibung verwendet. In Ergänzung
zum Begriff Qualität (engl. quality) wird in [CP09] festgestellt, das viele Bezeichnungen
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die NFA betreffend mit den (englischen) Endungen „ilities“ oder „ities“ enden. Allerdings
lassen sich die NFAs nicht nur auf die betreffenden Wörter eingrenzen. Eine abermals
einfach gehaltene Definition liefert [RD09] zur NFA mit der in Definition 2.1.7 darge-
stellten Formulierung.
Definition 2.1.7 ([RD09]) Nicht-funktionale Anforderung
Alle Anforderungen, die nicht funktional sind, sind nicht-funktionale Anforderungen.
Definition 2.1.7 teilt Anforderungen damit in zwei disjunkte Mengen auf. Anhand des
Beispielprozesses aus Abbildung 1.2 kann beispielsweise die Forderung nach der gesicher-
ten Datenübertragung während einer Kreditkartentransaktion als NFA charakterisiert
werden, während die Forderung nach der Zahlungsmöglichkeit per Kreditkarte den FA
zuzuordnen ist.
Im Rahmen dieser Arbeit werden Anforderungen entsprechend der Definitionen 2.1.4
der FA bzw. Definition 2.1.7 der NFA unterteilt. Anmerkend sei aber erwähnt, dass man-
che Autoren wie [Poh10] von der Verwendung des Begriffes NFA abraten. Die Ursache
liegt nach [Poh10] in der Tatsache begründet, dass NFAs prinzipiell aus den Bestand-
teilen Underspecified functional requirements und Quality requirements bestehen. Dies
unterstreicht zum einen zwar den qualitativen Charakter von NFAs, unterstellt zum
anderen aber, dass bestimmte NFAs unterspezifiziert aufgenommen werden. Dies steht
aber nicht im Widerspruch zu den Definitionen 2.1.4 (FA) und 2.1.7 (NFA), da damit
bestimmte NFAs (die unterspezifizierten Anforderungen) nur weiter konkretisiert wer-
den müssen und in FA überführt werden können. Ein Überblick zu weiteren Definitionen
und Unterteilungen von NFAs findet sich in [Gli07] oder [CP09].
Die aufgeführten Begriffsdefinitionen beschreiben allerdings nur die grundsätzliche
Einteilung der Anforderungen. Um aber konkrete NFA (wie auch FA) an ein Software-
produkt spezifizieren und vor allem verwalten zu können, bedarf es der weiteren Ausge-
staltung bzw. Unterteilung der Anforderungen. Entsprechend der unterschiedlichen Defi-
nitionen von NFAs existieren auch unterschiedliche Unterteilungen. Beispielhaft werden
dazu in Tabelle 2.1 die Unterteilungen aus [Oes06], [RD09] und [RR06] vorgestellt.
Bei genauer Betrachtung der hier dargestellten Unterteilung von NFAs wird deut-
lich, dass keine grundsätzlichen Unterschiede existieren. Es handelt sich vielmehr um
unterschiedliche Formulierungen bzw. Bezeichnungen. Die Unterschiede resultieren aus
dem unterschiedlichen Fokus der einzelnen Autoren. [Oes06] nimmt die Einteilung be-
sonders unter technischen Gesichtspunkten vor, während [RD09] und [RR06] eher aus
projekt-spezifischer Sicht untergliedern.
2.1.4 Weitere Begriffe
Zur Umschreibung, Aggregation oder Verfeinerung der Anforderung werden je nach Um-
feld weitere Begriffe verwendet. Bei diesen Begriffen fehlt es aber ebenfalls an einer ein-
deutigen Definition, was die einheitliche Verwendung erschwert. In [Oes06] wird dazu der
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Tabelle 2.1: Unterteilung von NFA nach [Oes06], [RD09] und [RR06].
bzw. Einsatzzwecke konkretisiert. Er umfasst danach die Bezeichnungen Feature, Pro-
blem, Ziel, Fachkonzept, Testanforderung und Abnahmeanforderung. Während die Test-
sowie die Abnahmeanforderung spezielle Ausprägungen für einen bestimmten Einsatz-
zweck sind, sind die vier anderen Begriffe abstraktere Bezeichnungen für Anforderungen.
Diese abstrakteren Bezeichnungen dienen häufig dazu, undetaillierte Anforderungen ver-
einfacht bzw. aggregiert aufzunehmen. Ein Feature ist zum Beispiel als „eine Sammlung
von (häufig noch zu konkretisierenden) Anforderungen“ anzusehen. Ähnliches gilt für den
Begriff Fachkonzept, unter dem allgemeine und übergreifende Anforderungen bezogen
auf ein Thema zusammengefasst werden. Die Begriffe Problem und Ziel sind gegenüber
Feature und Fachkonzept noch etwas abstrakter gefasst. [Poh10] definiert ein Ziel (engl.
goal) wie in Definition 2.1.8 dargestellt.
Definition 2.1.8 ([Poh10]) Goal
A Goal is an intention with regard to the objectives, properties, or use of the system.
Ziele können auf verschiedenen Abstraktionsebenen definiert werden, gehen dabei aber
wenig detailliert auf die konkrete Lösung der Anforderungen bzw. Probleme ein.
2.1.5 Eigenschaften und Verwendung von Anforderungen
Um aber qualitativ hochwertige Anforderungen zu erheben, die im Rahmen des gesam-
ten Softwareentwicklungsprozesses als Entwicklungsgrundlage verbindlich genutzt wer-
den sollen, bedarf es der konsequenten Verfolgung von Qualitätszielen in Bezug auf die
18
2 Anforderung – Definition, Spezifikation und Einordnung
Anforderungsanalyse bzw. -spezifikation. Daher sollen zunächst grundsätzliche Quali-
tätskriterien und Typen von Anforderungen sowie deren prinzipielle Aufgaben im Soft-
wareentwicklungsprozess betrachtet werden.
Laut [Boe81] sind Anforderungen die Basis zur Erstellung bzw. Implementierung der
gewünschten Softwarelösung. Vor der eigentlichen Implementierung der Software werden
im Allgemeinen aber erst einmal Kostenschätzungen erarbeitet, die als Grundlage für
die Angebotserstellung genutzt werden. Dies setzt jedoch einen gewissen Grad an Ge-
nauigkeit der Anforderungsspezifikation voraus, soweit wie dieser in der Anbahnungs-
phase einer Softwareentwicklung möglich ist. [Boe81] zieht zur Bewertung des Grades
der Genauigkeit die Testbarkeit der spezifizierten Anforderungen heran. Dabei ist eine
Anforderung testbar, wenn sie zu einem bestimmten Maß als eindeutig erfüllt bzw. nicht
erfüllt getestet werden kann. Dazu sollen die Anforderungen so spezifisch, eindeutig und
quantitativ wie möglich sein. Dem dadurch entstehenden Mehraufwand für die (eventu-
ell) zahlenmäßig umfangreicheren, aber auch qualitativ hochwertigeren Anforderungen,
stellt [Boe81] drei Gründe gegenüber. Primär lassen sich durch die frühzeitigen Anstren-
gungen für Anforderungsspezifikationen die Gefahr von hohen Kosten, Kontroversen und
„Verbitterung“ in späteren Phasen reduzieren. Darüber hinaus werden Kostenschätzung
mit akkurateren Spezifikationen erleichtert bzw. verbessert. Als dritter Grund wird der
Umstand genannt, dass im Falle der tatsächlichen Entwicklung der Software akkurate
Anforderungen unter Umständen für die Testphase sowieso hätten erarbeitet werden
müssen.
2.1.5.1 Qualitätskriterien von Anforderungen
Um der Forderung nach Genauigkeit bei der Erhebung von Anforderungen nachkommen
zu können, bedarf es der Festlegung, welche Eigenschaften bzw. Qualitätskriterien eine
genaue Anforderung besitzen muss. In der Literatur findet sich dazu bei verschiedenen
Autoren eine mehr oder weniger umfassende Liste an Qualitätskriterien. Eine umfang-
reiche Liste bietet beispielsweise [RD09]. Weitere Qualitätskriterien und Merkmale von
Anforderung finden sich in [Par98] und [Hof08]. Eine zusammenfassende Übersicht von
Qualitätskriterien einer Anforderung liefert Tabelle 2.2.
Vollständigkeit korrekt abgestimmt klassifizierbar konsistent
prüfbar Eindeutigkeit verständlich gültig und aktuell realisierbar
notwendig verfolgbar bewertet
Tabelle 2.2: Qualitätskriterien einer Anforderung nach [RD09].
In engem Zusammenhang mit den Qualitätskriterien steht der Begriff Qualität. Er ist
in der DIN EN ISO 9000 entsprechend Definition 2.1.9 festgelegt.
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Definition 2.1.9 ([DIN05]) Qualität
Qualität ist der Grad, in dem ein Satz inhärenter Merkmale Anforderungen erfüllt.
Für die Erhebung von Anforderungen gibt die Qualität also an, in welchem Maß die
objektiv messbaren Qualitätskriterien erfüllt sind [RD09]. Die Auswahl einer geeigneten
Spezifikationstechnik ist bei der Erhebung qualitativ hochwertiger Anforderungen von
besonderer Bedeutung, da dadurch der Rahmen für die Einhaltbarkeit der Qualitätskri-
terien vorgegeben wird (siehe Abschnitt 2.2).
2.1.5.2 Aufgaben der Anforderungen
Die funktionalen und nicht-funktionalen Anforderungen dienen prinzipiell zur Erhe-
bung und Spezifikation der funktionalen und nicht-funktionalen Erfordernisse an eine
Softwarelösung. Anforderungen haben aber noch weitere Aufgaben im Rahmen des Soft-
wareentwicklungsprozesses zu erfüllen. Eine primäre Aufgabe nach [Rup01] ist die Nut-
zung als Kommunikationsgrundlage aller am Entwicklungsprozess beteiligten Personen-
gruppen (engl. stakeholder). [Par98] nennt dazu beispielhaft verschiedene Zielgruppen
an die die Anforderungen bzw. Anforderungsdokumente gerichtet sein können:
• Kunden und Benutzer wollen Funktion und Leistung
• Management will Quantifizierung und Überwachung der Randbedinungen
• Systemanalytiker möchte ein leicht prüf- und änderbares Dokument
• Entwerfer und Systementwickler erwarten präzise Vorgaben
• Systemtester benötigt Unterstützung für den späteren Nachweis der Funktionali-
täten
Die Einbeziehung der unterschiedlichen Stakeholder schränkt zum einen den akzep-
tierten Formalisierungsgrad von Anforderungen (siehe Abschnitt 2.2.1.1) und zum an-
deren die einsetzbaren Darstellungsformen der Anforderungen (siehe Abschnitt 2.2.1.2)
ein. Denn entsprechend den unterschiedlichen Sichtweisen und Wissensständen werden
beispielsweise bestimmte Techniken zur Spezifikation akzeptiert und es fehlen oder exis-
tieren Expertenkenntnisse zum betreffenden Fachkonzept.
2.1.5.3 Typen von Anforderungen
Die Qualitätskriterien an Anforderungen dienen der Sicherstellung von qualitativ hoch-
wertigen Anforderungen während der Erhebung, Spezifikation und Nutzung im Soft-
wareentwicklungsprozess. Bei der Erhebung von Anforderungen, die den ersten Schritt
im Lebenszyklus einer Anforderung darstellt, ist besonders die vollständige Erhebung
aller relevanten Anforderungen ein anzustrebendes Ziel. Dabei sind vier grundsätzliche
Typen von Anforderungen (gezielt) zu berücksichtigen. [Kor08] nennt die vier Typen
20
2 Anforderung – Definition, Spezifikation und Einordnung
selbstverständliche, implizite, explizite und unbewusste Anforderungen. Explizite Anfor-
derungen sind dabei der eindeutigste Typ und sind daher jeder beteiligten Personen-
gruppe „völlig bewusst und klar“ [Kor08]. Problematischer sind hingegen die anderen
drei Typen. Denn diese werden häufig aufgrund ihrer Selbstverständlichkeit oder der
Vermutung, sie bereits implizit erfasst zu haben, nicht in einer expliziten Form erhoben
und spezifiziert. Dies kann aber dazu führen, dass entscheidende Anforderungen zu spät
berücksichtigt oder ganz vergessen werden [Kor08].
2.2 Spezifikation und Verwaltung von Anforderungen
Der Nutzen der Anforderungsspezifikation ist intuitiv betrachtet das Niederschreiben der
Anforderungen an eine zu entwickelnde Softwarelösung. Dabei weichen die Darstellungs-
form, die Unterteilung der Anforderungen und die Struktur der Anforderungsdokumente
je nach Entwicklungsprojekt bzw. -firma von einander ab. Bevor allerdings die Auswahl
einer geeigneten Spezifikationstechnik bzw. -sprache für die Anforderungen getroffen
werden kann, ist die Kenntnis der verschieden Möglichkeiten nötig. Spezifikationstech-
niken lassen sich prinzipiell nach verschiedenen Gesichtspunkten untergliedern. [Par98]
nennt die Möglichkeiten der Unterteilung nach dem Grad der Präzision, der Handhab-
barkeit eines Formalismus oder den verschiedenen Einsatzbereichen. Die Präzision und
die Handhabbarkeit des Formalismus sind „mehr oder weniger direkt gekoppelte Aspek-
te“ [Par98], da die Handhabbarkeit stark vom Formalisierungsgrad abhängig ist und
dementsprechend die Lesbarkeit, Verständlichkeit, Lernaufwand, Ausdrucksmächtigkeit
und Flexibilität beeinflusst. Obwohl die Einteilung von Spezifikationsformen anhand des
Einsatzgebietes laut [Par98] „relativ objektiv“ und trennscharf ist, soll in dieser Arbeit
die verwendete Sprache (natürlich oder künstlich) als Strukturierungsmittel dienen. Da
das Einsatzgebiet der Geschäftsprozessmodellierung im Rahmen dieser Arbeit im Vor-
dergrund steht, ist das Strukturierungmittel der verwendeten Sprache als geeigneter zu
betrachten.
Im folgenden Abschnitt werden zunächst die Arten der Spezifikation eingeführt. An-
schließend werden in Abschnitt 2.2.2 ausgewählte Spezifikationstechniken bzw. -sprachen
unterteilt nach der Art der verwendeten Sprache (natürlich und künstlich) vorgestellt.
In Abschnitt 2.2.3 wird danach kurz auf Strukturierungsmöglichkeiten von Spezifikati-
onsdokumenten eingegangen.
2.2.1 Arten der Spezifikation
Einleitend soll zunächst eine kurze Gegenüberstellung des Begriffes Dokumentation er-
folgen, der zum Begriff Spezifikation häufig synonym verwendet wird. In [Poh10] wird
dazu zwischen dokumentierter Information, dokumentierten Anforderungen und spezi-
fizierten Anforderungen unterschieden. Unter dokumentierter Information ist jegliche
Form von Anforderungen zu verstehen, die in unstrukturierter Weise beispielsweise als
Mitschrift aufgenommen wurde. Dokumentierte Anforderungen hingegen müssen anhand
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vorgegebenen Richtlinien aufgenommen und strukturiert werden. Das umfasst z. B. das
Format (wie textuell oder grafisch) oder den Abstraktionslevel. Spezifizierte Anforderun-
gen werden gegenüber den dokumentierten Anforderungen durch weiter konkretisierte
und damit stärker einschränkende Richtlinien bestimmt. Dazu kommt, dass sie speziel-
len qualitativen Anforderungen (siehe Abschnitt 2.1.5.1) genügen müssen. Im Folgenden
wird stets von spezifizierten Anforderungen gesprochen.
2.2.1.1 Formalisierungsgrad der Spezifikation
Der in [Par98] als Grad der Präzision bezeichnete Formalisierungsgrad hat die Reich-
weite von informal über halbformal bzw. semiformal bis hin zu formal. Nach [Ebe05]
gibt es die vier Formalisierungsgrade formal, semiformal, strukturiert und informal zur
Spezifikation von Systemanforderungen.
Die Bezeichnung informell wird häufig als Synonym für informal gebraucht. Formell
bzw. informell ist nach [Bru05] aber eher als „Gradmesser für die Verbindlichkeit einer
Darstellung“ zu betrachten. Im Folgenden werden daher die Bezeichnungen von [Ebe05]
für den Formalisierungsgrad verwendet, wobei der Formalisierungsgrad strukturiert ver-
nachlässigt werden soll.
Die formale Spezifikation von Anforderungen basiert auf einer künstlichen Sprache,
die beispielsweise algorithmische oder mengenorientierte Aussagen ermöglicht [SBS09].
Formalisierte Anforderungen sind in ihrer Aussage eindeutig formulierbar und erreichen
damit einen hohen qualitativen Level bezüglich der Qualitätskriterien an Anforderungen
(siehe Abschnitt 2.1.5.1). Allerdings werden durch die formale Formulierung von Anfor-
derungen nicht alle Qualitätskriterien positiv beeinflusst, wie sich an dem Qualitätskri-
terium verständlich zeigt. Denn formale Spezifikation sind nicht ohne Vorkenntnisse les-
bzw. erstellbar. Aufgrund der formalen Beschreibung können diese Anforderungen aber
automatisiert verarbeitet bzw. genutzt werden [Lam00].
Die semiformale Spezifikation von Anforderungen bedient sich der Kombination
aus formalen und informalen Bestandteilen, die im Folgenden noch näher beschriebe-
nen werden. Für die semiformale Spezifikation wird daher die natürliche Sprache im
Zusammenhang mit genormten Tabellen und Diagrammen verwendet.
Die informale Spezifikation von Anforderungen verwendet eine natürliche Sprache
(wie Deutsch, Englisch oder Französisch) und wird gegebenenfalls durch freiformatierte
Tabellen und Diagramme ergänzt [SBS09]. Dabei entstehen häufig sehr umfangreiche
Dokumente, die in Prosa beschriebene Anforderungen enthalten [RD09]. Daraus resul-
tiert eine Vielzahl an Problemen, die die Anforderungsqualität maßgeblich beeinflusst.
Zu nennen sind beispielsweise unklar formulierte Anforderungen, die nur schwierig unter-
teilt werden können und daher häufig miteinander verschmelzen [Som06]. Anforderungen
in Prosa können darüber hinaus nur manuell gelesen, verstanden und geprüft werden und
sind somit technisch gesehen nicht automatisiert verarbeitbar.
[Hof08] nennt zu den bisher genannten Formalisierungsgraden noch die Form der Re-
ferenzimplementierung. Diese wird zwischen semiformaler und formaler Spezifikation
eingeordnet, wie Abbildung 2.1 zeigt. Das Prinzip der Referenzimplementierung ist es,
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Abbildung 2.1: Einordnung der Arten von Spezifikationen nach [Hof08].
die Spezifikation durch ein zweites (als korrekt angenommenes) Programm zu erset-
zen. Damit erfüllt die Implementierung die Spezifikation, wenn die Ausgaben denen der
Referenzimplementierung entsprechen. Ein typisches Anwendungsbeispiel wäre ein Op-
timierungsprozess einer vorhandenen Implementierung. Dabei werden die Ausgaben der
alten (als korrekt angenommenen) Implementierung mit der optimierten Implementie-
rung überprüft.
Abbildung 2.1 stellt über die Formalisierungsgrade hinaus auch die Abhängigkeit von
Verständlichkeit und Eindeutigkeit dar. Die erkennbare negative Korrelation bringt zum
Ausdruck, dass die Wahl der Spezifikationstechnik unter Berücksichtigung der vielen
unterschiedlichen am Entwicklungsprozess beteiligten Personengruppen erfolgen muss.
Die Anforderungsklassifikation von [Som06] ist aufgrund dieser Problematik stark durch
die beteiligten Personengruppen getrieben. Die Klassifikation von Anforderungen kann
daher auch als Anhaltspunkt für die Auswahl des Formalisierungsgrades und der im fol-
genden Abschnitt erläuterten Darstellungsform von Anforderungen genutzt werden. In
[Som06] werden Anforderungen dazu in Benutzeranforderungen und Systemanforderun-
gen unterteilt, wobei Benutzeranforderungen als abstrakte „high-level“ Beschreibungen
zu verstehen sind. Systemanforderungen liefern hingegen detaillierte Beschreibungen der
Leistungen, die ein System erbringen soll. Benutzeranforderungen sind an Personengrup-
pen wie Endbenutzer gerichtet und sollten daher nach [Som06] als informale, natürlich-
sprachliche Anforderungen gegebenenfalls mit einfachen Tabellen und Diagrammen auf-
genommen werden. Systemanforderungen hingegen können auch semiformal und formal
aufgenommen werden.
2.2.1.2 Darstellungsform der Spezifikation
Die Darstellungsform im Allgemeinen und hier im Speziellen von spezifizierten Anforde-
rungen kann prinzipiell von textuell bis grafisch variieren. Eine Zusammenstellung der
möglichen Klassen von Darstellungsformen findet sich in [GMM08] und sieht wie folgt
aus:
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Primary Modeling System (PMS) ist die verwendete natürliche Sprache, wobei es sich
dabei nicht zwingend um eine natürliche Sprache (wie Deutsch oder Englisch)
handeln muss. Eine natürliche Sprache kann beispielsweise die von allen Beteiligten
zur Spezifikation von Anforderungen verwendete Spezifikationssprache sein.
Secondary Modeling System (SMS) basiert auf der natürlichen Sprache (dem PMS)
und wird durch diese strukturiert. Das PMS dient dabei als Meta-Modell für das
SMS.
Tertiary Modeling System (TMS) entspricht einem SMS, stellt die Sachverhalte aber
grafisch dar.
In einem PMS wird die natürliche Sprache zur Beschreibung eingesetzt. Wie aber
bereits angemerkt, muss es sich dabei nicht zwingend um eine natürlich Sprache (wie
Deutsch oder Englisch) handeln, sondern kann je nach verwendetem Vorgehensmodell
der Softwareentwicklung variieren. In der agilen Softwareentwicklung [BBB+01] ist die
verwendete Programmiersprache als PMS anzusehen, da diese als zentrale Beschrei-
bungssprache genutzt wird. In der modellgetriebenen Softwareentwicklung (siehe Ab-
schnitt 3.2.3) können hingegen Modelle bzw. die Modellierungssprache als PMS angese-
hen werden. Werden Prosatexte in natürlicher Sprache als PMS verwendet, bringt dies
die bereits aufgeführten Vorteile und Probleme mit sich. In einem SMS werden Pro-
satexte anhand ihrer inhaltlichen Gesichtspunkte strukturiert. Nach [GMM08, Mai98]
sind Anwendungsfall- oder Szenariobeschreibungen gute Beispielklassen für SMS. Im
Gegensatz dazu sind UML-Anwendungsfalldiagramme dem TMS zuzuordnen.
PMS und SMS im Sinne einer natürlichen Sprache wurden im vorangegangenen Teil
der Arbeit bereits mehrfach erwähnt und werden in Abschnitt 2.2.2 ausführlicher be-
trachtet. Bisher vernachlässigt wurden grafische Darstellungen, wie sie in der Klasse
der TMS zusammengefasst werden. Daher soll an dieser Stelle eine kurze Einführung in
das Thema Informationsvisualisierung (engl. Information Visualization) im Allgemeinen
sowie im Bereich der Softwareentwicklung (engl. Software Engineering) und des Requi-
rements Engineering im Speziellen gegeben werden. Nach [GMM08] hat Informationsvi-
sualisierung das Ziel, versteckte Strukturen wie physikalische Phänomene kenntlich und
verständlich zu machen. Die Visualisierung ist in diesem Sinne als Aktivität zu verstehen.
Im Bereich der Softwareentwicklung hingegen ist die Visualisierung auf die Erstellung
visueller Artefakte ausgerichtet. Die visuellen Artefakte sind dabei eine grafische Darstel-
lung bestimmter Informationen in einer grafischen Notation. Trotz der unterschiedlichen
Ausgangssituation von Informationsvisualisierung und der Visualisierung im Software
Engineering ergeben sich die in Abbildung 2.2 dargestellten Schnittmengen.
Demnach bedient sich die Software Visualisierung der Aktivität der Informations-
visualisierung zur Erkennung von Strukturen in komplexen Daten wie Quellcode oder
Diagrammen. Visuelle Notationen sind eher auf das Erkennen von Zusammenhängen in
bereits strukturierten Daten ausgerichtet. Die Visualisierung in der Anforderungsanalyse
hat unstrukturierte Daten (z. B. unstrukturierte FA und NFA) zur Grundlage, weshalb
versucht wird, durch die Aktivität der Informationsvisualisierung Zusammenhänge und
Strukturen (z. B. Anforderungsklassifikationen) zu erkennen. Diese können dann für die
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Abbildung 2.2: Überschneidung der Visualisierung von Informationen im Allgemeinen,
im Bereich des Software Engineering und Requirements Engineering nach
[GMM08].
Erstellung von visuellen Artefakten im Rahmen der Software Visualisierung oder visu-
ellen Notationen genutzt werden.
Von den drei Bereichen ist aber laut [GMM08] die Anforderungsanalyse der Bereich,
in dem am wenigsten kreativ nach Möglichkeiten der Visualisierung gesucht wird, wes-
halb textuelle Darstellungen auch heute noch vorherrschend sind. Dabei besteht gerade
aufgrund des Überlappungsbereiches von Informationsvisualisierung und Visualisierung
im Rahmen des Softwareentwicklungsprozesses großes Potential für die Visualisierung
im Bereich der Anforderungsanalyse [GMM08].
2.2.2 Spezifikationstechniken und -sprachen
Im Folgenden werden ausgewählte natürlichsprachliche und künstliche Spezifikationss-
prachen vorgestellt. Der Fokus liegt dabei auf Spezifikationssprachen mit textueller Dar-
stellungsform. Spezifikationstechniken bzw. -sprachen mit grafischer Darstellungsform
werden in Kapitel 3 näher betrachtet.
2.2.2.1 Natürlichsprachliche Spezifikation
Neben dem Vorteil der grundsätzlichen Verständlichkeit der natürlichen Sprache ist die
Unschärfe deren größter Nachteil. Diese Unschärfe wird von [Poh10] in verschiedene
Kategorien (lexikalische, syntaktisch, semantische und referenzielle) unterteilt. Um der
Unschärfe entgegen zu wirken, sind verschiedene Techniken entwickelt worden. [Poh10]
unterteilt diese Techniken in die Klassen Glossar, syntaktische Anforderungsmuster und
kontrollierte Sprachen. Die Techniken werden entsprechend der Definitionen 2.2.1, 2.2.2
und 2.2.3 definiert.
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Definition 2.2.1 ([Poh10]) Glossary
A glossary is a collection of technical terms that are part of a language (terminology). A
glossary defines the specific meaning of each of these terms. A glossary can additionally
contain references to related terms as well as examples that explain the terms.
Definition 2.2.2 ([Poh10]) Syntactic Requirements Patterns
A syntactic requirements pattern defines a syntactic structure for documenting require-
ments in natural language and defines the meaning of each part of the syntactic pattern.
Definition 2.2.3 ([Poh10]) Controlled Languages
A controlled language defines, for a specific domain, a restricted natural language gram-
mar (syntax) and a set of terms (including the semantics of the terms) to be used within
the restricted grammar to document statements about a domain.
Eine Glossar ist somit als „Liste“ mit Begriffsdefinitionen zu verstehen, um Uneindeu-
tigkeiten bei der Verwendung von Begriffen zu verringern. Das Glossar kann damit als
Unterstützung für die Anforderungsspezifikation mit anderen Techniken eingesetzt wer-
den wie der natürlichen Sprache oder den syntaktischen Anforderungsmustern wie z. B.
der Schablonen-basierte Ansatz in [RD09]. Syntaktische Anforderungsmuster schränken
eine Spezifikationssprache syntaktisch ein, indem sie beispielsweise die Satzstruktur vor-
geben. Daher können diese als semiformale auf einer natürlichen Sprache basierende
Spezifikationstechnik betrachtet werden. Kontrollierte Sprachen schränken darüber hin-
aus auch das zu verwendende Vokabular ein. Sie können auf einer natürlichen Sprache
basieren, die Formulierungen sind aber in so hohem Maße eingeschränkt, dass sie den for-
malen Spezifikationssprachen zuzuordnen sind. Beispiele für kontrollierte Sprachen sind
Common Logic Controlled English [Sow04] oder Attempto Controlled English [FS96].
Eine umfangreiche Liste an kontrollierten Sprachen liefert beispielsweise [Poo06].
2.2.2.2 Künstliche Spezifikationssprachen
Nachdem kontrollierte Sprachen als formale auf natürlichen Sprachen basierende Spe-
zifikationssprachen bereits vorgestellt wurden, werden in diesem Abschnitt besonders
künstliche Sprachen wie logische Formalismen bzw. Logiken betrachtet. Logische For-
malismen erlauben „präzise (wohldefinierte) Aussagen“ [Par98]. Es lassen sich damit
Aussagen darüber machen, unter welcher Bedingung die Gültigkeit einer Aussage durch
die Gültigkeit einer anderen Aussage beeinflusst wird. Das Ergebnis dieser Prüfung ist
ein Wahrheitswert (wahr bzw. falsch). Beispiele für logische Formalismen bzw. Logiken
sind Aussagenlogiken (engl. propositional logic) und Prädikatenlogiken (engl. predicate
logic). Mit Aussagenlogiken können komplexe Aussagen durch das Zusammensetzen von
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elementaren (atomaren) Aussagen und Aussageverknüpfungen (Konjunktion ∧, Disjunk-
tion ∨, Negation ¬, Implikation → und Äquivalenz ↔), die jeweils über Wahrheitswer-
tetabellen definiert sind, erstellt werden. In der Prädikatenlogik werden darüber hin-
aus Konstanten, Variablen, Verknüpfungen, Funktionssymbole, Prädikatssymbole und
Quantoren verwendet.
Eine Erweiterung der Prädikatenlogik sind modale Logiken. Sie ermöglichen zusätz-
lich Aussagen unter Einbeziehung von modalen Operatoren (z. B. immer, möglich oder
notwendig) [Par98]. Eine Aussprägung der modalen Logik sind temporale Logiken. Es
existiert „ein ganzer Zoo“ von temporalen Logiken für verschiedene Dinge [HR08]. Eine
prinzipielle Unterscheidung erlaubt die unterschiedliche Betrachtung der Zeit. Zum einen
existiert die lineare Zeit. Dabei wird davon ausgegangen, dass jeder Moment in der Zeit
(Zustand) eine eindeutige Zukunft besitzt [Var01]. In einem linearen Zeitmodell existiert
daher eine Menge von sequenziellen Abläufen – die Pfade, wobei die Auswertung über
alle Pfade stattfindet. Eine bekannter Vertreter des linearen Zeitmodells ist die Linear
Time Logic (kurz LTL) [Pnu77].
Temporale Logiken erweitern die Boolesche Algebra um weitere Operatoren zur Be-
schreibung von Bedingungen mit zeitlichem Bezug. Die Linear Time Logic ermöglicht
dabei speziell Aussagen für lineare zeitliche Verläufe (einen Pfad ohne Verzweigung). Da-
zu stellt die LTL die temporalen Operatoren X (next time, ◦), F (eventually or future,
♦) und G (globally, ) bereit, um auszudrücken, dass eine Eigenschaft im nächsten/in
einigen/in jedem Zustand gültig ist. Außerdem lassen sich mit dem binären Operator U
(until) Aussagen formulieren, die die Gültigkeit einer Eigenschaft ab einem Zeitpunkt
fordern bis schließlich eine andere Eigenschaft eintritt. Neben diesen in die Zukunft ge-
richteten Operatoren sind beispielsweise in [KM08] die in die Vergangenheit gerichteten
Operatoren weak previous (	) und has-always-been () entwickelt worden.
Neben den temporale Logiken, die Aussagen über lineare zeitliche Verläufe erlauben,
existieren zum anderen temporale Logiken, die sich verzweigende Pfade betrachten (engl.
branching time). Bildlich gesehen handelt es sich dabei um einen Baum, der sich mit
fortlaufender Zeit ständig weiter verzweigt. Daraus ist auch der Name eines bekannten
Vertreters entstanden – die Computation Tree Logic (kurz CTL) [CE82]. Im Unterschied
zur LTL, welche Aussagen mit einem Zeitmodell dessen Zustände genau einen Nachfolger
besitzen ermöglicht, erlaubt die CTL Aussagen in einem verzweigten Zeitmodell mit
einer nicht deterministischen Zukunft. Das heißt, dass jeder Zustand mehrere Nachfolger
besitzen kann. Dazu benötigt CTL in Kombination mit den temporalen Operatoren die
Pfadquantoren A (für alle Pfade) und E (für einen oder mehrere Pfade). CTL basiert
wie auch LTL auf der Booleschen Logik. Zusätzlich gibt es wie bei der LTL temporale
Operatoren, die mit den Pfadquantoren paarweise frei zu Operatoren-Paaren kombiniert
werden können. Die Backus-Naur Form [Knu64] dazu sieht wie folgt aus [HR08]:
Φ ::= ⊥ | > | p | (¬Φ) | (Φ ∧ Φ) | (Φ ∨ Φ) | (Φ→ Φ) | AXΦ | EXΦ |
AFΦ | EFΦ | AGΦ | EGΦ | A [Φ U Φ] | E [Φ U Φ]
Ein Vergleich von LTL und CTL wird z. B. in [EH86], [Var01] oder [CD89] geführt.
Neben LTL und CTL gibt es weitere temporale Logiken, die in anderen Anwendungsge-
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bieten zum Einsatz kommen. Als Beispiel ist die Timed CTL (kurz TCTL) [ACD93] zu
nennen, bei der es sich um eine Erweiterung der CTL für Echtzeitsysteme handelt.
2.2.3 Spezifikationsdokument
Nachdem in den vorangegangenen Abschnitten Qualitätskriterien, Formalisierungsgrade,
Darstellungsformen und Spezifikationstechniken von einzelnen Anforderungen eingeführt
wurden, soll in diesem Abschnitt kurz deren Verwaltung in Spezifikationsdokumenten
betrachtet werden. In einem Spezifikationsdokument werden sämtliche Anforderungen
und Informationen zu der zu entwickelnden Softwarelösung aufgenommen. Dies umfasst
neben den Anforderungen auch wichtige Informationen aus dem Kontext des Entwick-
lungsumfeldes [Poh10].
Zur Gliederung des Dokumentes können firmeneigene Strukturen definiert oder es
kann auf nationale/internationale Normen bzw. Richtlinien zurückgegriffen werden. Zu
nennen sind im deutschsprachigen Bereich das Lasten- sowie Pflichtenheft, welche vom
VDI/VDE im Standard 3694 [Ver91] festgelegt wurden. Im englischen Sprachraum wird
häufig der IEEE Standard 830-1998 [IEE98] eingesetzt. Eine an den IEEE Standard
angelehnte Strukturdarstellung eines Spezifikationsdokumentes zeigt Abbildung 2.3.
Anforderungs-
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Abbildung 2.3: Eine an den IEEE Standard 830-1998 [IEE98] angelehnte Strukturdar-
stellung eines Spezifikationsdokumentes nach [SBS09].
Die Entscheidung, eine eigene Struktur oder eine Norm für das Spezifikationsdokument
zu verwenden, hängt häufig vom Entwicklungsumfeld und den daraus resultierenden
Vorgaben ab. In jedem Fall bietet die Verwendung einer vorgegebenen Referenzstruktur
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nach [Poh10] den Vorteil einer bewährten Struktur, der Fokussierung auf die inhaltliche
Ausgestaltung und die verbesserte Werkzeugunterstützung (siehe dazu Abschnitt 2.3.2.2).
Bei der Erstellung und Gliederung eines Spezifikationsdokumentes sind, wie auch bei
den Anforderungen selbst, bestimmte Qualitätskriterien zu berücksichtigen. Eine gegen-
über dem IEEE Standard 830-1998 [IEE98] erweiterte Übersicht an Kriterien liefert die
folgende aus [RD09] entnommene Liste:





• Eindeutig und konsistent
• Verfolgbar
• Modifizierbar und erweiterbar
• Gemeinsam zugreifbar
• Optimiert bezüglich des Vorgehens
2.3 Einordnung der Anforderungen in den
Softwareentwicklungsprozess
Anforderungen und Spezifikationsdokumente, wie sie im Vorangegangenen erläutert wur-
den, sind prinzipiell die Grundlage für die Erstellung einer Software zur Lösung einer
durch die Anforderungen beschriebenen Problemstellung gedacht. Zur Entwicklung ei-
ner Softwarelösung müssen allerdings eine Vielzahl von Aktivitäten durchgeführt wer-
den. Da es sich dabei um eine sehr komplexe Aufgabe handelt, wurden verschiedene
Vorgehensmodelle zur Koordination der Aktivitäten entwickelt. Grundsätzlich werden
unabhängig von einem konkreten Vorgehensmodell, welches als Beschreibung eines sys-
tematischen Vorgehensweise zu verstehen ist [BK08], nach [Som06] die vier Aktivitäten
Softwarespezifikation (engl. software specification), Software Design und Implementie-
rung (engl. software design and implementation), Validierung (engl. validation) sowie
Weiterentwicklung (engl. evolution) unterschieden. Abbildung 2.4 zeigt den Ablauf in
einer vereinfachten Darstellung. Die Vereinfachung wirkt sich in zwei Punkten aus. Zum
einen werden spezifischere Aktivitäten vernachlässigt, wie sie in speziellen Vorgehens-
modellen vorgesehen sind, und zum anderen wird vom iterativen Verhalten abstrahiert,









Abbildung 2.4: Vereinfachter Softwareentwicklungsprozess.
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Im folgenden Abschnitt soll zunächst ein grober Überblick zu Vorgehensmodellen der
Softwareentwicklung gegeben werden. Dabei geht es primär um eine anforderungs- bzw.
spezifikationsspezifische Sichtweise. Im Anschluss wird, entsprechend der Thematik die-
ses Abschnittes, die Phase der Software Spezifikation – das Requirements Engineering
(kurz RE) – genauer vorgestellt. Außerdem wird die Unterstützung des RE durch Werk-
zeuge näher betrachtet.
2.3.1 Vorgehensmodelle des Software Engineering
[Som06] definiert Software Engineering (kurz SE) wie folgt:
Definition 2.3.1 ([Som06]) Software Engineering
is an engineering discipline which is concerned with all aspect of software production.
Der englische Begriff Software Engineering wird häufig auch im deutschen Sprach-
raum verwendet, weil der deutsche Begriff (Softwaretechnik) den Inhalt „längst nicht
so umfassend und treffend wiedergibt wie das angelsächsische Wort“ [Par98]. Für die
Durchführung des SE existieren viele verschiedene Vorgehensmodelle zur Erstellung ei-
ner Software. Die Unterschiede resultieren dabei hauptsächlich aus der spezifischen Cha-
rakteristik des zu entwickelnden Softwaresystems [Som06]. Aufgrund der hohen Anzahl
von Einflussfaktoren konnte sich trotz teilweise enormer Anstrengungen „kein allgemein
gültiges Vorgehensmodell“ etablieren [BK08]. Nach [BK08] haben sich aber verschie-
dene Vorgehensmodell-Familien bzw. Lebenszyklusmodelle herausgebildet, von denen
die heute existierenden Vorgehensmodelle entsprechend der spezifischen Charakteristika
abgeleitet sind. Die wichtigsten Familien sind sequentielle (z. B. das Wasserfallmodell
[Roy87] oder das V-Modell [IAB]), wiederholende, prototypische (beispielsweise das Spi-
ralmodell [Boe88]) und wiederverwendungs-orientierte Vorgehensmodelle. Die Einteilung
ist jedoch nicht absolut trennscharf.
Je nach Vorgehensmodell müssen sowohl unterschiedliche Dokumente zur Dokumen-
tation des gesammelten Wissens zum Softwareprodukt, als auch zum Vorgehen im Ent-
wicklungsprojekt erstellt werden. Die Auswirkungen auf die entstehenden Dokumente
zur Software bzw. dem Entwicklungsprojekt sind dabei stark von der Vorgehensmodell-
Familie abhängig. Denn während bei den sequentiellen Modellen Rückschritte zwischen
den Phasen nur bedingt vorgesehen sind, sind diese bei den wiederholenden Vorgehens-
modellen grundsätzlich vorgesehen. D. h. im zweiten Fall muss dies bei der Erstellung
und Verwaltung der Anforderungen bzw. Spezifikationsdokumente berücksichtigt wer-
den.
Bei der Dokumentation des Wissens zum Softwareprodukt wird in [Hru91] grundsätz-
lich zwischen der Ansammlung von Wissen und der Modellbildung unterschieden. Die
Modellbildung zielt darauf ab, „eine Abbildung der realen Welt in ein geeignetes Modell
zu finden“ [Par98]. Dieses Vorgehen wird in Kapitel 3.2.3 näher betrachtet. Unter der
dazu komplementären Ansammlung von Wissen ist die Sammlung und Analysemöglich-
keit von Informationen anhand von verschiedenen Gesichtspunkten zu verstehen [Par98].
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Aufgrund der dabei entstehenden großen Datenmenge erfolgt dies meist unter Verwen-
dung eines Werkzeuges bzw. Datenbanksystems.
Im Folgenden werden verschiedene Vorgehensmodelle für die Sammlung von Wissen
über das Softwareprodukt bzw. -projekt im Rahmen des Requirements Engineering vor-
gestellt sowie anschließend ein Überblick über den Werkzeugeinsatz gegeben.
2.3.2 Requirements Engineering
Allgemein betrachtet ist das Requirements Engineering eine Disziplin, „in der es um
Anforderungen geht“ [RD09]. Die Definition 2.3.2 gibt eine konkretere Beschreibung des
RE und dessen Ziele an.
Definition 2.3.2 ([PR09]) Requirements Engineering
ist ein kooperativer, iterativer, inkrementeller Prozess, dessen Ziel es ist zu gewährleis-
ten, dass
• alle relevanten Anforderungen bekannt und in dem erforderlichen Detaillierungs-
grad verstanden sind,
• die involvierten Stakeholder eine ausreichende Übereinstimmung über die bekann-
ten Anforderungen erzielen,
• alle Anforderungen konform zu den Dokumentationsvorschriften spezifiziert sind.
Alle relevanten Anforderungen müssen dementsprechend in geeigneter Form in bei-
spielsweise Spezifikationsdokumenten aufgenommen werden. Dies gilt für FA, als auch
NFA. Es ist anzumerken, dass die frühen Vorgehensmodelle bzw. Methoden des Requi-
rements Engineering die Kategorie der NFA nicht im Speziellen berücksichtigt haben
[Par98].
Ein vereinfachter RE-Prozess und dessen Einordnung in den vereinfachten SE-Prozess
ist in Abbildung 2.5 dargestellt. Er besteht aus den Phasen Anforderungserhebung, An-
forderungsspezifikation und Anforderungsvalidierung. Die Vereinfachung ist ebenfalls auf
die Abstraktion von spezifischen Aktivitäten und iterativen Verhalten bezogen. Außer-
dem verdeutlicht die Abbildung die möglichen Einflüsse der einzelnen Phasen des SE-
bzw. RE-Prozesses auf die Spezifikationsdokumente. Die Intensität des Einflusses hängt
dabei maßgeblich von dem gewählten Vorgehensmodell ab.
2.3.2.1 Vorgehensmodelle des Requirements Engineering
Ein frühes Verfahren zur Definition von Anforderungen, welches auch die Basis für vie-
le Weiterentwicklungen darstellte, ist die Structured Analysis (kurz SA) [Dem79]. Das
Vorgehen beinhaltet dabei die Analyse bzw. Festellung des aktuellen Zustandes und
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Abbildung 2.5: Einordnung des Requirements-Engineering-Prozesses in den Software-
entwicklungsprozess.
daraus die Ermittlung der notwendigen Änderungen für einen gewünschten zukünftigen
Zustand. Danach entwickelten sich phasenorientierte Verfahren wie das Wasserfallmodell
oder V-Modell. Jedoch sind die SA (sowie deren Nachfolger) und die phasenorientierten
RE-Verfahren darauf spezialisiert, bereits bekannte Problemstellungen umzusetzen, die
dementsprechend schon analysiert sind und nur angepasst werden müssen. In heutige
Entwicklungen fließen aber völlig neue Technologien und viel schnellere Änderungen mit
ein. Dies muss dementsprechend auch im RE-Prozess (wie natürlich auch im SE-Prozess)
unterstützt werden [Poh10].
Es gibt eine Vielzahl an RE-Vorgehensmodellen, die sich in ihrem Umfang oder in der
entstammenden Domäne unterscheiden. Auch die Art der im Rahmen der Vorgehens-
modelle zu erstellenden Dokumente bzw. Dokumentarten ist unterschiedlich. In [RR06]
wird zur Spezifikation von Anforderungen der Volere Requirements Process vorgestellt.
Die Anforderungen werden dabei mit Hilfe des Volere Requirements Specification Tem-
plate aufgenommen, welches als Rahmen für das Spezifikationsdokument gedacht ist.
Im Requirements Abstraction Model (kurz RAM) [GW06] ist eine Klassifizierung von
Anforderungen in vier Abstraktionslevel vorgesehen, es ist nicht direkt auf den Einsatz
von Modellen im RE-Prozess ausgerichtet [PSP09]. Dies wird vom Requirements Refe-
rence Model [PSP09] grundsätzlich vorgesehen und es werden darüber hinaus geeignete
Modellierungssprachen angegeben, wie sie in Abschnitt 3 vorgestellt werden.
Aufgrund der Ausrichtung aktueller Vorgehensmodelle auf die schnelle Einbeziehung
von sich ändernden Technologien oder Anforderungen werden dementsprechend auch
häufiger Änderungen an den Spezifikationsdokumenten vorgenommen. Die eingesetzten
Werkzeuge zur Unterstützung des Prozessablaufes, der Anforderungsverwaltung und -
validierung sollten daher Mechanismen bereitstellen, die mit häufigen Änderungen am
Bestand der Anforderungen umgehen können.
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2.3.2.2 Werkzeugunterstützung im Requirements Engineering
Die Aufgabe eines Requirements Engineering Werkzeuges (engl. Requirements Enginee-
ring Tool, kurz RET) besteht vor allem in der Unterstützung bzw. Automatisierung
der strukturierten Durchführung der Aktivitäten des RE-Prozessmodells. Damit ermög-
lichen RETs eine qualitative Verbesserung der im Prozess durchgeführten Aktivitäten
respektive der Ergebnisse des Prozesses. Allerdings ist eine Grundvoraussetzung des er-
folgreichen Einsatzes eines RETs ein geeigneter bzw. reifer RE-Prozess. Andernfalls sind
die Automatisierungsvorteile durch ein RET möglicherweise überhaupt nicht realisierbar
[MS05].
Das Requirements Engineering basiert in vielen Unternehmen zumeist auf typischer
Bürosoftware [MS05], die möglicherweise durch einfache Modellierungswerkzeuge ergänzt
werden. Es existiert aber auch eine Vielzahl an dedizierten RETs wie z. B. [Ale11] oder
[Atl11] zeigen. Zu unterscheiden sind nach [Par98] syntaxgesteuerte Texteditoren/Zei-
chenhilfen, Dokumentationswerkzeuge, einfache/mächtigere Analysewerkzeuge, Simula-
tionswerkzeuge und Codeerzeuger. Die Funktionalität der Werkzeuge nimmt dabei ent-
sprechend der Reihenfolge zu, wobei Simulationswerkzeuge und Codeerzeuger spezielle
Aufgaben realisieren. Die anderen Werkzeuge unterstützen beginnend bei der Aufnahme
und Verwaltung von Anforderungen bis hin zur inhaltlichen Auswertung bzw. Validie-
rung (wie z. B. Konsistenz oder Vollständigkeit) und Überwachung/Nachvollziehbarkeit
(engl. Traceability) von Anforderungen.
Die Entscheidung, welches Werkzeug das richtige für ein bestimmtes Projekt oder ein
bestimmtes Unternehmen ist, lässt sich meist nur schwer fällen. Daher existiert in Unter-
nehmen häufig ein „Flickenteppich“ von Werkzeugen, der nach der Formel „Für wo am
nötigsten“ [Kor08] zusammengestellt wird. Eine „one-fits-all“ Lösung existiert aufgrund
der sehr unterschiedlichen Anforderungen nicht [HRBE06]. Anhaltspunkte für die Aus-
wahl finden sich in wissenschaftlichen Veröffentlichungen. Grundsätzlich finden sich in
der Literatur zwei Typen von Veröffentlichungen. Zum einen handelt es sich um Evalua-
tions Frameworks wie z. B. [Mat05c, MS03] bzw. Entscheidungshilfen für die Auswahl
eines RETs (in [HRBE06] anhand Kosten-Nutzen basierter Gesichtspunkte) und zum
anderen Veröffentlichungen, die sich mit den grundsätzlichen Anforderungen an RETs
befassen wie z. B. [HRBE06] oder [HKWB04]. Eine genauere Betrachtung der angege-
benen Literatur bezüglich RETs wird im Rahmen des Abschnittes 8.2.5 stattfinden, der
die Ergebnisse einer Evaluation des entwickelten prototypischen Werkzeug vorstellt.
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3 Modellierungssprachen – Definition,
Arten und Einordnung
Models are one of the critical instruments of modern science. We
know that models function in a variety of different ways within the
sciences to help us learn not only about theories but also about the
world.
(Morgan und Morrison [MM99])
Margaret Morrison und Mary S. Morgan schreiben im Dictum dieses Kapitels dem
zentralen Konstrukt dieser Arbeit – dem Modell – eine tragende Rolle in der modernen
Wissenschaft zu. Sie betonen dessen Unterstützung zum Verständnis von wissenschaft-
lichen Theorien und besonders auch zum Verständnis der Realität. Die Übertragung
dieser Aussage auf diese Arbeit führt zu den zwei Kernthemen Modellierung und Vali-
dierung. Bei der Modellierung geht es neben der theoretischen Fundierung in Form von
Modellierungssprachen mit definierter Syntax und Semantik auch um den tatsächlichen
Einsatz der Modellierung zur Veranschaulichung und Aufdeckung von verstecken Fakten
oder Zusammenhängen des modellierten Sachverhalts. Die Validierung unterstützt die
Erstellung von korrekten Modellen durch theoretische Grundlagen. Aber auch die Vali-
dierung kann eine Unterstützung durch die Modellierung erhalten. Denn besonders im
Einsatzgebiet der Geschäftsprozessmodellierung werden Validierungsansätze mit textu-
eller Darstellung als abschreckend empfunden [Jac06] (siehe Kapitel 4 bzw. 5).
Im folgenden Abschnitt 3.1 werden zunächst begriﬄiche Grundlagen der Modellie-
rung bzw. der Geschäftsprozessmodellierung sowie deren Ziele bzw. Einsatzzwecke vor-
gestellt. Darauf aufbauend werden in Abschnitt 3.2 grundsätzliche Diagrammarten und
die Grundsätze betrachtet, die bei der Modellierung zu berücksichtigen sind. Zudem
findet eine Einordnung der Modellierung in den Softwareentwicklungsprozess statt. Ab-
schnitt 3.3 stellt ausgewählte (Geschäftsprozess-) Modellierungssprachen vor. Anschlies-
send werden in Abschnitt 3.4 grundlegende Modellierungsmethoden und Sichtenkonzepte
erläutert.
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3.1 Begriffe und Ziele der Modellierung
Der Wortstamm des Begriffes Modellierung ist das Modell. Der Begriff Modell stammt
aus dem Italienischen (ital. modello) und bedeutet so viel wie Muster oder Entwurf
[Leh07]. Allerdings wird der Begriff Modell in vielen verschiedenen Bereichen verwendet.
Die Sichtweise auf den Begriff ist daher sehr stark kontextabhängig [Kor08, Tab06]. Auf
die unterschiedlichen Betrachtungsweisen des Begriffes Modell wird in [KK05] näher ein-
gegangen. Dabei wird eine Bandbreite der Definitionen von der Bildhauerei bis hin zum
wissenschaftlichen Gebrauch geliefert. Demnach kann ein Modell ein Abbild eines Origi-
nals oder ein Vorbild zur Erstellung eines Originals sein. Im Rahmen dieser Arbeit geht
es um den wissenschaftlichen Gebrauch von Modellen zur Abbildung von betrieblichen
Abläufen oder zur Abbildung der Struktur oder des Verhaltens eines Softwaresystems.
Eine Definition des Begriffes Modell liefert [Poh10] mit folgender Formulierung:
Definition 3.1.1 ([Poh10]) Model
A model is an abstract representation of the universe of discourse created for a specific
purpose (use).
Unter dem „universe of discourse“, welches in [MBB01] als „Diskurswelt und Umge-
bung“ bezeichnet wird, werden alle Teile bzw. Aspekte des Betrachtungsgegenstandes
zusammengefasst. Kurz gesagt, wird der Betrachtungsgegenstand mit Hilfe von wissen-
schaftlichen Methoden handhabbar abgebildet. Die eingesetzten Methoden variieren je
nach Betrachtungsgegenstand und dem Ziel der Veranschaulichung.
Der zu Beginn des Abschnittes aufgeworfene Begriff Modellierung (oder auch Modell-
bildung) befasst sich dementsprechend allgemein mit der Formung [BK96] bzw. Erstel-
lung [MBB01] eines Modells. Die Grundlage der Modellierung ist eine Modellierungs-
sprache. Sie kann beispielsweise entsprechend der Definition 3.1.2 beschrieben werden.
Definition 3.1.2 ([Eng10]) Modellierungssprachen
sind künstlich definierte Sprachen, die dazu dienen, Modelle, d.h. abstrahierende Be-
schreibungen, zu erstellen.
Dabei ist die Sprache nach [Spe80] „ein System von Zeichen, die der Vermittlung
von Information dienen.“ Es gibt viele verschiedene Arten von Zeichen, wobei in Bezug
auf Modelle besonders grafische Symbole oder textuelle Elemente von Bedeutung sind.
Modelle können auf Basis textueller, grafischer oder einer Mischung aus textuellen und
grafischen Zeichen erstellt werden. Die daraus entstehenden Zeichensysteme bzw. die
zugrundeliegende Lehre von Zeichen wird im Rahmen der wissenschaftlichen Disziplin
Semiotik betrachtet. Die Semiotik wird in die drei aufeinander aufbauenden Dimensio-
nen Syntax, Semantik und Pragmatik unterteilt [Leh07]. Obwohl prinzipiell Begriffsde-
finitionen für jede Dimension existieren, herrscht dennoch häufig ein unterschiedliches
Verständnis den jeweiligen Begriffen betreffend vor. Im Rahmen dieser Arbeit soll der
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Fokus auf den Begriffen Syntax und Semantik liegen. Diese werden daher näher im
folgenden Abschnitt 3.1.1 betrachtet. Das grundsätzliche Verständnis, dass unter dem
Begriff der Pragmatik Betrachtungen zur Nutzung von Zeichen [Leh07] bzw. „Beziehun-
gen zwischen Zeichen und ihren Benutzern“ [Gab11] zu verstehen ist, soll an dieser Stelle
genügen.
3.1.1 Syntax und Semantik
Bei den Begriffen Syntax und Semantik handelt es sich, wie bereits angesprochen, aber-
mals um kontextabhängige Begriffe. Grundsätzliche Definitionen werden entsprechend
dem Kontext unterschiedlich weit definiert.
Dies soll zunächst anhand der Kontextbeispiele Programmiersprache und Program-
mierkonvention dargelegt werden. Die Syntax einer Programmiersprache beschreibt laut
[Hof08] den textuellen Aufbau der Quelltexte, die Semantik hingegen beschäftigt sich mit
der Bedeutung der einzelnen Konstrukte und dementsprechend mit der Interpretation
der Sprachbausteine durch den Compiler. In Programmierkonventionen beschreibt die
Syntax die Form der Konvention und lässt sich automatisiert durch Werkzeugunterstüt-
zung prüfen, während semantische Programmierkonventionen den Inhalt betreffen und
diese „die Überprüfung durch den Menschen“ benötigen [Lig09]. Diese beiden Defini-
tionen zeigen bereits einen eklatanten Unterschied, denn während [Hof08] dem Compi-
ler die Interpretation zuordnet, ist für [Lig09] diese nur durch den Menschen möglich.
Dementsprechend handelt es sich um zwei unterschiedliche Sichtweisen zum Begriff der
Semantik.
Diese unterschiedlichen Sichtweisen sind häufig anzutreffen. [Hof08] folgt damit der
Sichtweise auf die Syntax und Semantik von Programmiersprachen, wie sie auch im
IEEE Standard Glossary of Software Engineering Terminology [IEE90] (Definitionen
3.1.3 und 3.1.4) verwendet wird.
Definition 3.1.3 ([IEE90]) Syntax
The structural or grammatical rules that define how the symbols in a language are to be
combined to form words, phrases, expressions, and other allowable constructs.
Definition 3.1.4 ([IEE90]) Semantics
The relationships of symbols or groups of symbols to their meanings in a given language.
Angewandt auf die (Prozess-) Modellierung definiert die Syntax demnach die Regeln
zur Verknüpfung der Zeichen bzw. Symbole des Modells und die Semantik die Bedeutung
der entstehenden Konstrukte.
Neben der eben beschriebenen Semantik, hat ein (Geschäftsprozess-) Modell aber
auch einen inhaltlichen Charakter, nämlich die eigentliche Intention bzw. der fachliche
Hintergrund. Dieser wird in [Lig09] als Inhalt bezeichnet. Auch laut [Bru05] beschreibt
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die Semantik den Inhalt und verkörpert damit „den Mitteilungsgehalt bzw. Aussagege-
halt der Darstellung“. Entsprechend dieser Beschreibung befasst sich die Semantik mit
inhaltlichen Aspekten [Leh07]. Diese umfassen laut [Bru05] bzw. [Leh07]:
Inhaltliche Korrektheit ist die Überprüfung auf Fehler in der Abbildung des betrach-
teten Systems im Rahmen des Modells. Sie wird von Experten überprüft, die mit
dem modellierten System vertraut sind.
Inhaltliche Vollständigkeit zielt auf die Überprüfung des Detailierungsgrades des Mo-
dells ab.
Verständlichkeit überprüft ein Modell daraufhin, ob es für den Leser verständlich ist.
Konsistenz bezieht sich zum einen auf die konsistente, inhaltliche Modellierung in einem
Modell und zum anderen auf die inhaltlich, konsistente Modellierung zwischen
mehreren (sich möglicherweise ergänzenden) Modellen.
Prägnanz bzw. Relevanz für den Leser ist beispielsweise die Verwendung von prägnan-
ten Bezeichnungen und Vermeidung von Redundanzen bei der Wahl von Bezeich-
nungen.
Damit kommen bei der Betrachtung der Semantik zwei Teilaspekte zum Tragen. Näm-
lich die Bedeutung der Konstrukte und der eigentliche Inhalt bzw. Mitteilungsgehalt. Am
Beispiel der Programmiersprache bezieht sich die Semantik allerdings nur auf die Bedeu-
tung der Konstrukte und lässt den Inhalt weitestgehend außen vor (vgl. dazu Definition
3.1.4 zum Begriff Semantik). Die dieser Arbeit zugrundeliegenden Definitionen von Syn-
tax und Semantik sind daher im Kontext der Modellierung bzw. Modellierungssprache
entsprechend wie folgt definiert:
Definition 3.1.5 ([Bru05]) Syntax
ist definiert als die Grammatik bzw. das Regelwerk zur Formulierung der Form einer
Darstellung und verkörpert deren Aufbau bzw. deren Struktur.
Definition 3.1.6 ([Bru05]) Semantik
ist definiert als die Bedeutung der Konstrukte einer Darstellung, bezieht sich auf deren
Inhalt und verkörpert deren Mitteilungsgehalt bzw. Aussagegehalt.
Neben dem Bereich der (Geschäftsprozess-)Modellierung, welche im folgenden Ab-
schnitt 3.1.2 konkret vorgestellt wird, treten die Begriffe Syntax und Semantik in dieser
Arbeit aber auch im Bereich der Validierungs- und Verifikationsverfahren auf. Dort wird
häufig eher das Verständnis der Begriffe im Sinne der Programmiersprache verwendet.
Darauf wird aber an entsprechender Stelle explizit hingewiesen.
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3.1.2 Geschäftsprozessmodellierung (GPM)
Als Konkretisierung des Begriffes Modellierung ist der zentrale Betrachtungsgegenstand
bei der Geschäftsprozessmodellierung (kurz GPM) der Geschäftsprozess. Dieser ist all-
gemein entsprechend Definition 3.1.7 definiert.
Definition 3.1.7 ([Bru05]) Geschäftsprozess
Ein Geschäftsprozess umfasst eine bestimmte Menge von Tätigkeiten, die zur Erfüllung
einer betrieblichen Aufgabe notwendig und in einer vorgegebenen Ablauffolge zu erledigen
sind.
Die Definition 3.1.7 ist allerdings nicht die einzige Definition zum Begriff Geschäftspro-
zess, wie dies bei vielen Begriffen im Bereich der Beschreibung von Abläufen der Fall
ist [Mer06]. Dennoch gibt sie eine allgemeingültige Sichtweise wieder. Ein Liste weiterer
Definitionen findet sich in [Leh07].
Analog zur Definition des Geschäftsprozesses kann der Begriff des Geschäftsprozess-
modells festgelegt werden. Einen Modellbegriff für die GPM findet sich in [Leh07]. Dort
wird die Betrachtungsweise der „wirtschaftswissenschaftlichen Interpretation“ zugeord-
net und ein Modell bzw. Prozessmodell wird definiert als „ein konstruiertes, vereinfachtes
Abbild tatsächlicher Wirtschaftsabläufe“. In Ergänzung zur Begriffsdefinition werden die
zentralen Eigenschaften eines Modells wie folgt bestimmt:
• Repräsentation eines Realitätsausschnittes
(i. V.m. Abstraktion [Leh07])
• festgelegte Detaillierungstiefe
• Abbildung einer bestimmten Perspektive
• Momentaufnahme
• Zweckorientierung
Nicht zuletzt wird versucht, mit Modellen im Allgemeinen „Nicht-Sichtbares, z. B.
wirtschaftliche Vorgänge oder Lagerströme, Verknüpfungen von Daten oder Elektronen-
flüsse sichtbar darzustellen, und zwar zum Verständnis der Sache“ [Mue08]. Dies gilt
ebenfalls für den Anwendungsbereich der Geschäftsprozessmodellierung, die durch die
Vergegenständlichung des betrachteten Sachverhalts oft überhaupt erst ein Verständnis
für das dargestellte Problem ermöglicht.
3.1.3 Ziele bzw. Einsatzzweck der (Geschäftsprozess-)Modellierung
Im vorangegangenen Abschnitt wurde bereits die unterstützende Wirkung von Modellen
für das Verständnis des Betrachtungsgegenstandes angesprochen. Weil Modelle aber „ein
Paradebeispiel für Multifunktionalität“ sind [Bru05], bringt deren Einsatz stets auch
über den ursprünglichen Entscheidungsgrund hinaus weitere Vorteile mit sich.
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In [Bru05] wird die grafische Darstellung der Modelle (auch grafische Notation) unter
dem Begriff Darstellungstechnik zusammengefasst. Diese unterteilt sich in die Bereiche
der Visualisierung (analytische Visualisierung) und Kommunikation (visuelle Kommuni-
kation). Die analytische Visualisierung liefert dabei eine ganzheitliche Betrachtung des
jeweiligen Betrachtungsgegenstandes. Der dadurch erreichte Überblick fördert zudem die
Beherrschbarkeit der Komplexität. Modelle bzw. Darstellungstechniken fördern über die
visuelle Kommunikation vor allem die Kommunikation zwischen den beteiligten Perso-
nengruppen. Erreicht wird dies durch Bereitstellung der Modellierungssprache, die laut
[Bru05] als gemeinsame Sprachebene dient. Dabei charakterisiert [Bru05] die Model-
lierungssprache als fokussierte, ballastfreie Repräsentation, die den Realitätsausschnitt
übersichtlich und transparent visualisiert. Über diese Vorteile hinaus finden sich weitere
zahlreiche Vorteile für die Verwendung einer Darstellungstechnik bei anderen Autoren.
Damit gibt es prinzipiell einige gute Gründe Modelle zu verwenden. Es soll an dieser
Stelle aber nicht vernachlässigt werden, dass die Verwendung von Modellen gegebenen-
falls auch Nachteile mit sich bringt. Gegenüber der Verwendung von natürlichen Spra-
chen zur Beschreibung von Szenarien entsteht beim Einsatz einer Modellierungssprache
der Lernaufwand der Sprache selbst und der Bedienung des Werkzeuges. Der erhöhte
Lernaufwand könnte sich bei häufiger Benutzung rentieren. Ein eventuell schwerwie-
genderer Nachteil kann die begrenzte Ausdrucksmöglichkeit einer Modellierungssprache
gegenüber der natürlichen Sprache sein. Eine Vermeidung dieses Nachteils wäre das
Ausweichen auf eine andere Modellierungssprache, wobei allerdings wieder deren Lern-
aufwand entstehen würde. Es ist also stets auch das Umfeld des geplanten Einsatzes (wie
vorliegende Kenntnisse in Modellierungssprachen und -werkzeugen) zu berücksichtigen.
Mit dem Fokus auf die Geschäftsprozessmodellierung wird in [Leh07] eine Gegen-
überstellung von Vor- und Nachteilen aufgelistet, die in Tabelle 3.1 dargestellt ist. Die
Tabelle erhebt dabei nicht den Anspruch auf Vollständigkeit, da entsprechend dem Ein-
satzzweck weitere Vor- bzw. Nachteile zusammengetragen werden könnten. Sie soll viel-
mehr Anhaltspunkte für eine möglicherweise notwendige Entscheidung für oder gegen
die Verwendung einer grafischen Notation liefern.
Neben den Vor- und Nachteilen des Einsatzes von Geschäftsprozessmodellen wird an
dieser Stelle ein kurzer Überblick über deren Einsatzzwecke gegeben. Tabelle 3.2 zeigt
einige Ziele der Modellierung von (Geschäfts-) Prozessmodellen, die nach [Leh07] in die
Gruppen Organisationsgestaltung und Anwendungssystemgestaltung unterteilt werden.
Ziele der Organisationsgestaltung sind die Abbildung der Unternehmensprozesse sowie
deren Nutzung zur Erreichung von Unternehmenszielen (z. B. Optimierung oder Reor-
ganisation). Die Grundlage ist dabei die initiale Dokumentation der Prozesse, die eine
übersichtliche, verständliche und möglichst vollständige Abbildung der Unternehmen-
sprozesse und Anwendungssysteme liefern soll. Die Einsatzmöglichkeiten derartig doku-
mentierter Prozesse sind sehr vielfältig. Besonders hervorgehoben werden häufig die Mög-
lichkeiten zur prozessorientierten Reorganisation der Unternehmensprozesse, da anhand
der dokumentierten Prozesse ineffiziente oder unnötige Prozessgestaltungen leichter auf-
gedeckt werden können. Darüber hinaus können die Prozessmodelle aber beispielsweise
auch zur Verbesserung bzw. Vereinfachung des Wissensmanagements und Zertifizierun-
gen genutzt werden.
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• Förderung gleichartiger Darstel-
lungen durch unterschiedliche
Modellierer (Autoren)
• Gute Eignung als Diskussionsgrund-
lage
• Förderung eines einheitlichen Ver-
ständnisses des Realilätsausschnittes
• Strukturierungsmöglichkeiten: hori-
zontale und vertikale Zerlegungs-
möglichkeiten
• Attributierung eines Objektes mög-
lich, z.B. Kosten, Durchlaufzeit,
Ersteller, Status
• Werkzeuge mit Zusatzfunktionen
verfügbar (Simulation, Auswertung,
...)
• Lernaufwand bezüglich der Notation
(Modellierungssprache)
• Lernaufwand bezüglich des einge-
setzten Werkzeuges
• Evtl. höherer Modellierungsaufwand
• Akzeptanzprobleme wegen kompli-
ziert wirkender Notation
• Notwendigkeit der Einigung auf
Modellierungskonventionen, da sonst
weiterhin Interpretationsspielräume
bestehen bleiben (siehe dazu
Abschnitt 3.2.2)
• Gefahr eines sprachlichen Grabens
zwischen Sprachkundigen und
Sprachunkundigen bezogen auf die
eingesetzte Notation
• Begrenzte Ausdrucksmöglichkeiten
im Vergleich zur natürlichen Sprache
Tabelle 3.1: Vor- und Nachteile grafischer Notationen zur Prozessmodellierung [Leh07].
Organisationsgestaltung Anwendungssystemgestaltung













Tabelle 3.2: Ziele der Prozessmodellierung nach [Leh07].
Ziele der Anwendungssystemgestaltung sind eher auf Entwicklung, Einführung und
Konfiguration der die Geschäftsprozesse unterstützenden Anwendungssysteme ausge-
richtet. Ein in neuerer Zeit zunehmender Aspekt ist die Nutzung von Modellen zur
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Softwareentwicklung von Anwendungssystemen. Während ursprünglich die Aufnahme
von Anforderungen im Rahmen des Requirements Engineering in Form von Modellen
die Hauptaufgabe war, wird zunehmend versucht, aus den Modellen direkt Software ge-
nerieren zu lassen (siehe dazu Abschnitt 3.2.3). Häufiger ist aber noch die Auswahl der
ERP-Standardsoftware anhand der Geschäftsprozesse oder das modellbasierte Customi-
zing bei der Einführung einer Standardsoftware.
3.2 Diagrammarten, Grundsätze der Modellierung und
Einordnung
Nach Vorstellung der grundsätzlichen Ziele der (Geschäftsprozess-) Modellierung stehen
in diesem Abschnitt die entsprechend der verfolgten Ziele einsetzbaren Modelle im Mit-
telpunkt. Dabei werden auch Grundsätze betrachtet, die z. B. dem besseren Verständnis
der Modelle dienen. Darüber hinaus findet eine Einordnung der vorgestellten Modelle in
den allgemeinen sowie den modellgetriebenen Softwareentwicklungsprozess statt.
3.2.1 Diagrammarten
In Ergänzung zum Begriff Modell wird in [Bru05] die Bezeichnung Diagramm eingeführt.
Dabei besteht ein Modell aus einem oder mehreren Diagrammen, die jeweils um textuelle
Beschreibungen ergänzt sein können. Diagramme können entsprechend Abbildung 3.1 in







Abbildung 3.1: Diagrammarten nach [Bru05].
Diese Systematik kann aber aufgrund der großen Variantenvielfalt nicht allumfassend
sein, weshalb die Diagrammart Sonderform an dieser Stelle nicht näher untergliedert
werden soll. Auch die Diagrammart Matrix, bei der Beziehungen der Strukturierungsin-
halte des Betrachtungsgegenstandes als Raster mit Zeilen und Spalten (tabellenförmig)
dargestellt sind, soll nur erwähnt werden. Der Fokus liegt auf der Diagrammart Graph,
der im betriebswirtschaftlichen bzw. informationstechnologischen Umfeld häufig einge-
setzt wird. Ein Graph besteht meist aus rechteckigen oder runden Symbolen, die mit-
einander durch Linien verbunden sind. Die Symbole werden dabei als Knoten die Linien
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als Kanten bezeichnet. Allgemein stellt ein Graph damit „eine Menge von Knoten, die
durch eine Menge von Kanten einander zugeordnet sind“ [Bru05] dar. Besitzen die Kan-
ten einen Richtungssinn, der durch eine Pfeilspitze dargestellt wird, handelt es sich um
einen gerichteten Graphen; andernfalls um einen ungerichteten Graphen. Zur weiteren
inhaltlichen bzw. semantischen Anreicherung werden Knoten und Kanten mit Symbolen
oder Texten versehen. Dieses Vorgehen wird allgemein als Annotation bezeichnet.
Über die grafischen Unterschiede der Darstellungstechniken hinaus, können Darstel-
lungstechniken nach weiteren Gesichtspunkten differenziert werden. Die weitere Differen-
zierung ist dabei vor allem für die Zuordnung zum angedachten Einsatzzweck hilfreich.
Wie bereits in Kapitel 2 erwähnt, können Modelle bzw. Graphen allgemein den Spe-
zifikationstechniken zugeordnet werden. Daher gilt ein Großteil der Ausführungen des
Abschnittes 2.2 auch für Modelle. [Bru05] führt u. a. die folgenden Unterscheidungsmerk-
male an:
Verwendungszweck – fachlich oder nicht-fachlich
Fachliche Darstellungstechniken werden zur Veranschaulichung des fachlichen Pro-
blems wie z. B. zur Modellierung betrieblicher Abläufen eingesetzt. Nicht-fachliche
Diagramme dienen meist der Unterstützung der fachlichen Diagramme, indem bei-
spielsweise die in den fachlichen Diagrammen verwendeten Daten in Datenmo-
dellen zusammengefasst werden können. [Bru05] nennt als Beispiele die Daten-,
Funktions- und Prozessmodellierung. Eine etwas andere Unterteilung nach dem
Verwendungszweck wird in [Gad05] vorgenommen. Danach werden Diagrammspra-
chen in datenflussorientiert, kontrollflussorientiert und objektorientiert unterteilt.
Abstraktions- bzw. Konkretisierungsgrad – abstrakt oder konkret
Abstrakte Diagramme beschreiben den Betrachtungsgegenstand wenig detailliert
und bieten daher eine konzeptionelle Perspektive. Konkrete Diagramme besitzen
dagegen eine hohe Detaillierung bezüglich des Betrachtungsgegenstandes. In Bezug
auf eine Softwarelösung wäre ein abstraktes Diagramm eine textuelle oder grafi-
sche Problembeschreibung, während ein konkretes Diagramm Technologie- oder
Implementierungsdetails enthält. Eine ähnliche Einteilung ist die Unterscheidung
zwischen konzeptionellen und operationellen Modellen nach [Yeh82].
Formalisierungsgrad – informal, semiformal oder formal
Die entsprechenden Erläuterungen des Abschnittes 2.2 gelten auch für den Forma-
lisierungsgrad von Modellen. Dementsprechend sind informale Modelle wie die na-
türliche Sprache uneingeschränkt in ihrer Art und Weise formulierbar. Semiformal
Modelle besitzen hingegen eine vorgegebene Syntax und Semantik, können aber
bei Bedarf um informale Aspekte (z. B. Beschreibungen) erweitert werden. Formale
Darstellungen sind dagegen eindeutig formulierbar, was eine formale Überprüfung
ermöglicht.
Betrachtungsaspekt – statisch, dynamisch oder hybrid
Darstellungen werden zur Betrachtung bestimmter Aspekte konzipiert. Zu unter-
scheiden sind vor allem Strukturmodelle (statische Diagramme) und Verhaltens-
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modelle (dynamische Diagramme). Während Strukturmodelle die Teile bzw. Kom-
ponenten des Betrachtungsgegenstandes sowie deren Beziehungen bzw. Abhän-
gigkeiten abbilden, werden in Verhaltensmodellen zeitliche Aspekte und Abläufe
dargestellt.
Sichtenintegrationsfähigkeit – eindimensional oder mehrdimensional
Diagramme, die auf einen Betrachtungsaspekt fokussieren (beispielsweise den Kon-
trollfluss), werden eindimensional genannt. Werden mehrere Sichten in einem Dia-
gramm bzw. Modell aggregiert (beispielsweise Kontrollfluss ergänzt um Datenob-
jekte), wird dieses als mehrdimensional bezeichnet. Der Aspekt der Sichteninte-
grationsfähigkeit wird in Abschnitt 3.4 noch einmal ausführlicher betrachtet.
Anhand der aufgeführten Unterscheidungsmerkmale lässt sich entsprechend der Ziele,
dem Einsatzgebiet, den beteiligten Personengruppen oder der Projektphase die Eignung
einer Modellierungssprache bestimmen (siehe dazu Abschnitt 3.2.3). Allerdings gibt es
häufig nicht die beste, sondern allenfalls eine geeignete Sprache. Die Wahl einer geeigne-
ten Sprache ist dabei für den Erfolg des entsprechenden Einsatzziels ausschlaggebend.
[All05] beschreibt dies durch folgende Aussage: „Gelegentlich wird der Versuch gemacht,
Modellierungsnotationen, die auf einen bestimmten Einsatzzweck ausgerichtet sind, auch
für andere Zwecke einzusetzen.“
3.2.2 Grundsätze, Konventionen und Richtlinien bei der
Modellierung
Im Prinzip unabhängig von der gewählten Modellierungssprache sind die im Folgenden
vorgestellten Grundsätze, Konventionen und Richtlinien (zusammengefasst im Begriff
Vorgaben) bei der Modellierung. Die in [BRS95] bzw. [BRU00] vorgestellten Grundsätze
ordnungsgemäßer Modellierung (kurz GoM) „zielen auf die Sicherstellung der Qualität
von Informationsmodellen, die über die reine syntaktische Korrektheit hinausgehen“. Die
GoM stellen dazu die in Tabelle 3.3 aufgeführten Grundsätze auf, die bei der Modellie-
rung zu berücksichtigen sind.
Grundsatz der Richtigkeit Grundsatz der Relevanz
Grundsatz der Wirtschaftlichkeit Grundsatz der Klarheit
Grundsatz der Vergleichbarkeit Grundsatz des systematischen Aufbaues
Tabelle 3.3: Grundsätze ordnungsgemäßer Modellierung nach [BRS95].
Die GoM können prinzipiell als intuitiv verständlich bzw. nachvollziehbar angesehen
werden. Dennoch führt erst diese Vergegenwärtigung der einzelnen Teilaspekte zu einer
grundsätzlichen Berücksichtigung bei der tatsächlichen Modellierung. Ein im Rahmen
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dieser Arbeit besonders hervorzuhebender Aspekt ist der Grundsatz der Richtigkeit. Er
bezieht sich auf die semantische Richtigkeit eines Modells und wird wie folgt umschrie-
ben:
Grundsatz der Richtigkeit „Voraussetzung für ein qualitativ hochwertiges Modell ist,
dass es den zu repräsentierenden Sachverhalt korrekt wiedergibt. Dieser Aspekt
kennzeichnet die semantische Richtigkeit. Hierbei ist die Richtigkeit von Modellen
grundsätzlich nicht beweisbar, sondern ergibt sich aus dem Konsens der Fach- und
Methodenexperten, die ein Modell als zutreffend erachten. Von der semantischen
Richtigkeit ist die syntaktische Richtigkeit abzugrenzen, welche die Einhaltung der
gegebenenfalls individuell definierten Notationsregeln beschreibt.“ [BRS95]
Die GoM sind aber nur als grundsätzliche Vorgehensweisen zu betrachten, für die
praktische Anwendung sind sie zu abstrakt [MRA10]. Konkretere Handlungs- bzw. Mo-
dellierungsanweisungen liefern hingegen die 7 Process Modeling Guidelines (kurz 7PMG)
[MRA10]. Die 7PMG basieren auf empirischen Analysen, die auf den Faktoren Ver-
ständnis der Modellierungssprache, Fehlerwahrscheinlichkeit bei der Modellierung und
Mehrdeutigkeit der Aktivitätsbezeichnung basieren. Aus den Analysen sind die sieben, in
Tabelle 3.4 dargestellten, Richtlinien hervorgegangen.
G1 Use as few elements in the model as
possible
G5 Avoid OR routing elements
G2 Minimize the routing paths per
element
G6 Use verb-object activity labels
G3 Use one start and one end event G7 Decompose a model with more than
50 elements
G4 Model as structured as possible
Tabelle 3.4: 7 Process Modeling Guidelines nach [MRA10].
Die Richtlinien beziehen sich dabei konkret auf die verwendeten Modellelemente. Sie
sind aber nicht auf eine konkrete Modellierungssprache festgelegt, sondern gelten allge-
mein für Modellierungssprachen, die auf Funktionen bzw. Aktivitäten, Ereignissen und
Konnektoren basieren.
Über die GoM und 7PMG hinaus gibt es auch im Rahmen konkreter Modellierungs-
sprachenModellierungskonventionen bzw.Modellierungsrichtlinien. Die Art der Konven-
tionen ist dabei sehr vielfältig wie [Dav03], [RSD05] oder [Leh07] zeigen. Zur Konkretisie-
rung soll beispielhaft die folgende, in [Leh07] aufgeführte und auf die ereignisgesteuerte
Prozesskette bzw. ARIS (siehe Abschnitt 3.3.1) bezogene, Liste dienen: „Konventionen
zur Verwendung von Modelltypen, modelltypspezifische Konventionen, objekttypspezifi-
sche Konventionen, darstellungsbezogene Konventionen, Namenskonventionen, Konven-
tionen zur Organisation der Zusammenarbeit in der Modellierung sowie Übereinkünfte
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bezüglich des tolerierten Weglassens von Elementen“. Als Beispiel für Namenskonven-
tionen wird in [Leh07] folgende Regel benannt: „Als Namenskonvention für Funktionen
hat sich das Schema Substantiv (im Singular) + Verb (im Infinitiv) bewährt, wobei
das Substantiv das Bearbeitungsobjekt und das Verb die auszuführende Verrichtung
beschreiben, Beispiel: Zimmeranfrage beantworten.“ Die angestrebten Ziele der Vorga-
ben sind dementsprechend vielfältig. Nach [SS03] haben Modellierungskonventionen den
folgenden Nutzen:
• Vereinheitlichung von Modellen
• Konsistenz der Modelle
• Erhöhung der Verständlichkeit und der Akzeptanz der Modelle
• Vermeidung von Redundanzen und Widersprüchlichkeit der Modelle
• Reduktion der Komplexität (Vielfalt, Unterschiedlichkeit)
• Grundlage für Analysen und Vergleiche von Prozessen
• Wiederverwendbarkeit für verschiedene Zwecke
• Vergleichbarkeit von Modellen (z. B. Soll/Ist)
• Vereinfachung und Steigerung der Effizienz der Modellierung
3.2.3 Einordnung in den Softwareentwicklungsprozess
In Anlehnung an die Einordnung von Anforderungen in den Softwareentwicklungsprozess
bzw. das Requirements Engineering (siehe Abschnitt 2.3) soll eine Zuordnung der vor-
gestellten Diagrammarten zu den Entwicklungsphasen vorgenommen werden. Denn ent-
sprechend ihrer Differenzierungsmerkmale ist eine Diagrammart für bestimmte Phasen
geeigneter bzw. ungeeigneter.
Der Software Engineering bzw. Requirements Engineering Prozess soll dazu grob in
frühe – mittlere – späte Projektphasen unterteilt werden, in Anlehnung an [Bru05] und
wie in Abbildung 3.2 dargestellt.
Anhand der Differenzierungsmerkmale der Diagrammarten bzw. Modelle lässt sich
eine Zuordnung zu den Projektphasen durchführen. So sind fachliche, abstrakte und
informale Modelle eher frühen und nicht-fachliche, konkrete und formale Modelle eher
späten Projektphasen zuzuordnen. Dabei nimmt besonders der Detaillierungsgrad mit
dem Verlauf des Projektes zu. Dies muss dementsprechend durch die Diagrammarten un-
terstützt werden. Die Diagrammarten liefern daher eine betriebswirtschaftliche bis hin
zu implementierungsnahe Sicht. Modelle der frühen Phasen beschreiben damit lösungs-
neutral, was umgesetzt werden soll, während Modelle der mittleren und späten Phasen
eher systemnah bzw. implementierungsnah festlegen wie, etwas umgesetzt werden soll.
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frühe Projektphasen späte Projektphasenmittlere Projektphasen
Abbildung 3.2: Einordnung des Requirements Engineering Prozesses in den Software-
entwicklungsprozess.
In frühen bis mittleren Phasen werden daher Diagrammarten eingesetzt, die mög-
lichst von allen beteiligten Personengruppen verstanden werden können. Beispiele da-
für sind u. a. UML-Anwendungsfalldiagramme, UML-Aktivität (siehe Abschnitt 3.3.3),
Funktionshierarchien, Diagramme der Business Modeling and Notation (kurz BPMN)
(siehe Abschnitt 3.3.2), die ereignisgesteuerte Prozesskette (kurz EPK) (siehe Abschnitt
3.3.1) oder Wertschöpfungskettendiagramme. Dabei werden zum Teil einfache Varianten
der genannten Diagrammarten in frühen Phasen und umfangreichere, detailliertere in
mittleren Phasen eingesetzt. In späten Phasen kommen ergänzende bzw. erweiterte Dia-
grammarten zum Einsatz, auf die an dieser Stelle aber nicht näher eingegangen werden
soll.
Im Rahmen dieser Arbeit steht besonders der Zusammenhang zwischen den Anforde-
rungen (FA und NFA) und den eingesetzten Diagrammarten bzw. Modellen im Fokus.
Denn im Grunde dienen Diagramme, wie auch die in Abschnitt 2.2.2 betrachteten Spe-
zifikationstechniken bzw. -sprachen, der Formulierung von Anforderungen jeglicher Art.
Anforderungen können somit direkt als Modell formuliert werden. Laut [Poh07] gilt
dies prinzipiell für jede Anforderung. Wie bereits erwähnt, werden Anforderungen aber
häufig zuerst als „Prosa-Texte“ aufgenommen und erst anschließend mit Diagrammen
modelliert. Dabei tritt das Problem auf, dass besonders bei sich häufig ändernden An-
forderungen eine Verbindung bzw. Nachverfolgung von Anforderungen in Prosa und in
Diagrammen herstellbar sein muss [Kor08]. Dies sollte vor allem durch die in Abschnitt
2.3.2.2 kurz vorgestellten RETs unterstützt werden.
Ein speziell zu berücksichtigendes Problem bei der Modellierung von Anforderungen
tritt in Bezug auf die verschiedenen Typen der Anforderungen (siehe Abschnitt 2.1.5.3)
auf. Denn Diagramme beschreiben Anforderungen sowohl explizit als auch implizit. Da-
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bei können vor allem FAs explizit modelliert werden, wie [End04] am Beispiel der Ge-
schäftsregel (siehe Definition 2.1.5) zeigt. [End04] schlägt die direkte Entwicklung von
Geschäftsprozessmodellen aus Geschäftsregeln vor. Ein entscheidender Vorteil dabei ist,
das Vorliegen sowohl der explizit formulierten Geschäftsregel als auch des Geschäftspro-
zesses. Denn nach [Ger04] wird erst durch die getrennte Verwaltung von (Geschäfts-)
Regeln und Geschäftsprozessen die flexible Wiederverwendbarkeit von Geschäftsregeln
ermöglicht. Allerdings sind über die Geschäftsregeln hinaus implizit modellierte (sowie
gegebenenfalls selbstverständliche und unbewusste) Anforderungen dabei als ebenso pro-
blematisch wie auch bei anderen Spezifikationstechniken bzw. -sprachen zu betrachten.
Neben der erschwerten Wiederverwendbarkeit ist auch die Überprüfung der korrekten
Umsetzung in den (Geschäfts-) Prozessmodellen schwierig. Daher ist die explizite For-
mulierung auch im Rahmen von (Geschäfts-) Prozessmodellen anzustreben.
3.2.3.1 Modellgetriebene Softwareentwicklung
Im Rahmen der modellgetriebenen Softwareentwicklung (engl. Model Driven Software
Development, kurz MDSD) [VS06] lassen sich abstrakte Modelle wie Geschäftsprozess-
modelle schrittweise bis hin zu implementierungsnahen Modellen verfeinern. [VS06] de-
finierte sie entsprechend Definition 3.2.1.
Definition 3.2.1 ([VS06]) Modellgetriebene Softwareentwicklung
ist ein Oberbegriff für Techniken, die automatisiert, aus formalen Modellen lauffähige
Software erzeugen.
Im Rahmen der MDSD werden Modelle wie die genannten Diagrammarten der ein-
zelnen Projektphasen schrittweise entsprechend des Projektverlaufes weiter mit Details
angereichert. Der Übergang kann dabei sowohl über die Steigerung des Detaillierungs-
grades (siehe Abschnitt 3.3.2) oder über Transformationsschritte erreicht werden. Als
Grundlage können dazu Modellierungssprachen wie BPMN-Diagramme, EPK (siehe
[LLSG08, SKD+08]) oder UML-Aktivitäten verwendet werden [KTS05]. Als Grundvor-
aussetzung ist es dazu notwendig, eine hohe Qualität der Modelle zu gewährleisten. Um
die Qualität der Modelle zu erhöhen besteht beispielsweise die Möglichkeit bestimmte
Eigenschaften eines Modells zu überprüfen. Dies kann über Validierungs- und Verifika-
tionsverfahren erreicht werden, wie sie in Kapitel 4 beschrieben werden.
3.2.3.2 Modellgetriebene Softwareentwicklung: SOA und Web Services
Das Paradigma der Service-orientierten Architekturen (engl. Service-oriented Architec-
ture, kurz SOA) ist ein sehr weit verbreitetes Architekturmuster, für das die MDSD
eingesetzt wird [BBF+05, Mel08]. Dieses Architekturmuster verzeichnet besonders in
den vergangenen Jahren „ein deutlich gestiegenes Interesse“ sowohl in der Wirtschaft,
als auch im öffentlichen Sektor [SRS+07].
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Service-orientierte Architekturen bedienen sich dabei häufig der Technologie der Web
Services [WCL+05], welche Dienste (in Anlehnung an webbasierte Dienste) bereitstel-
len, die durch die maschinenlesbare Web Service Description Language (kurz WSDL)
[CCMW01] beschriebenen werden. Dabei können einzelne Web Services zu ausführbaren
Prozessen hintereinander geschaltet werden, um komplexe Dienste anbieten zu können.
Dies wird dadurch realisiert, dass ein derartiger Prozess ebenfalls als Web Service an-
geboten werden kann. Die Implementierung dieser automatisiert ausführbaren Prozesse
erfolgt dabei entsprechend der WS-BPEL Spezifikation [JEA+07], einer standardisier-
ten XML-basierten Sprache zur Beschreibung der Ausführungssequenz des Prozesses.
Die Ausführung der WS-BPEL-konformen Prozesse (kurz BPEL-Prozesse) kann dann
über eine entsprechende BPEL-fähige Engine erfolgen.
Die Entwicklung eines BPEL-Prozesses lässt sich neben den herkömmlichen Software-
entwicklungsmethoden auch über die MDSD durchführen. Dabei können BPEL-Prozesse
z. B. aus fachlichen Prozessmodellen wie der EPK hergeleitet (z. B. [LLSG08, SKD+08,
Man05]). In verschiedenen Forschungsprojekten wie dem OrViA-Projekt wurden komple-
xe Workflow-Systeme betrachtet, welche basierend auf der Web-Service-Technologie (d.h.
unter Verwendung von WS-BPEL [JEA+07], WSDL [CCMW01] und SOAP [GHM+07])
aus fachlichen Prozessmodellen in der Notation der EPK entwickelt wurden.
Die Vorteile der MDSD liegen neben den kürzeren Entwicklungszeiten vor allem in
der schnellen Anpassbarkeit der entwickelten bzw. generierten Software an geänderte
Umgebungsbedingungen. Dabei gewinnen laut [LLSG08] besonders kleine und mittlere
Unternehmen (kurz KMU) durch die MDSD der SOA bzw. BPEL-Prozesse, da diese
kostengünstig Software entwickeln und anpassen können. KMUs gewinnen dadurch ein
hohes Maß an Flexibilität. Dies resultiert vor allem darin, dass mittlerweile entsprechen-
de kommerzielle, als auch Open Source Werkzeuge existieren, in die Mechanismen zur
Umsetzung der MDSD (und im Speziellen der SOA) integriert sind.
3.3 Vorstellung ausgewählter Modellierungssprachen
bzw. Modelltypen
Der Fokus dieser Arbeit liegt auf dynamischen Diagrammarten, die für Geschäftsprozess-
modellierung eingesetzt werden. Daher sollen in diesem Abschnitt ausgewählte dynami-
sche Diagrammarten (auch als Modelltypen bezeichnet) vorgestellt werden. Anmerkend
sei erwähnt, dass dynamische Diagrammarten häufig eine bestimmte Art von Petrinet-
zen [Pet62, Rei10] darstellen wie anhand der Beipiele BPMN, EPK (siehe [Leh07]) und
der UML-Aktivität (siehe [Stö05]) erkennbar ist.
Die im Folgenden ausgewählten Diagrammarten sind jeweils einer der im vorange-
gangen Abschnitt vorgestellten Projektphasen (früh – mittel – spät) zuzuordnen. Die
in Abschnitt 3.3.1 vorgestellte ereignisgesteuerte Prozesskette ist eher frühen Projekt-
phasen zuzuordnen, die Business Process Model and Notation (kurz BPMN) (siehe Ab-
schnitt 3.3.2) ist frühen bis mittleren Projektphasen zuzuorden und die in Abschnitt
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3.3.3 vorgestellte UML-Aktivität wird häufig als implementierungsnah betrachtet und
dementsprechend späten Projektphasen zugeordnet. Es ist aber anzumerken, dass diese
Einteilung keine grundsätzliche Einteilung darstellt und je nach Anwendungsfall bzw.
Einsatzumgebung (wie beteiligten Personengruppen) variiert.
3.3.1 Ereignisgesteuerte Prozesskette
Die ereignisgesteuerte Prozesskette wurde 1992 am Institut für Wirtschaftsinformatik der
Universität des Saarlandes in enger Kooperation mit der SAP AG entwickelt [KNS92].
Diese semiformale Modellierungssprache wurde mit dem Ziel der Erhöhung der Transpa-
renz „durch Konzentration auf die untersuchungsrelevanten Komponenten“ und Bezie-
hungen der Informationssysteme eines Unternehmens entwickelt. Dies entspricht einer
systemtheoretischen Sichtweise. Wobei die Systemtheorie Unternehmen „als ein komple-
xes, offenes, dynamisches, sozio-technisches System aus Elementen [betrachtet], die in
komplexen Wirkungsbeziehungen zueinander stehen“ [KT09].
In der ersten Version der EPK wurden die Konstrukte Informationsobjekt, Funktion
und Ereignis definiert. Ein Informationsobjekt wird dabei als aktive Komponente zur
Repräsentation eines durch den betreffenden Aktionsträger semantisch beschriebenen
und identifizierbaren Sachverhalt verstanden. Auch die Funktion ist eine aktive Kom-
ponente, welche aber einen konkreten betrieblichen Vorgang auf der Fachkonzeptebene
beschreibt. Im Gegensatz dazu steht die passive Komponente Ereignis. Dieses dient zur
Darstellung von Systemzuständen bzw. betriebswirtschaftlichen Bedingungen und damit
zur Determinierung der Abläufe im Informationssystem.
Zur Erweiterung der möglichen Sprachaussagen wurden in Forschung und Praxis ver-
schiedene Annotationen für die Grundform der EPK entwickelt [ST05]. Diese Erwei-
terungen werden häufig unter dem Namen erweiterte ereignisgesteuerte Prozesskette
(kurz eEPK) zusammengefasst. In [ST05] wird allerdings von dieser verallgemeinerten
Bezeichnung abgeraten, „da keine einheitliche Meinung darüber existiert, welche Sprach-
konstrukte zu einer Grundform und welche zu einer erweiterten Form der EPK gehören.“











Abbildung 3.3: Einige Elemente der erweiterten EPK [And10].
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Die Modellierung der EPK basiert grundsätzlich auf der alternierenden Abfolge von
Ereignissen und Funktionen. Ereignisse sind dabei sowohl Start- als auch Endpunkt eines
Prozesses, können aber auch Entscheidungsergebnisse darstellen. Entscheidungen wer-
den durch die aktive Komponente Funktion getroffen und werden über (Verknüpfungs-)
Operatoren bzw. Konnektoren mit den entsprechenden nachfolgenden Ereignissen mo-
delliert. In Abbildung 3.3 ist ein Entweder-Oder-Operator (kurz XOR) (der Funktion
folgend) dargestellt. Neben dem XOR existieren noch der Oder-Operator (kurz OR)
sowie der Und-Operator (kurz AND). Wie angedeutet, existiert eine Vielzahl an Erwei-
terungen (wie annotierte Elemente) für die EPK. Einen Überblick liefert unter anderem
[Leh07].
3.3.2 Business Process Model and Notation
Eine gegenüber der EPK deutlich stärker formalisierte Geschäftsprozessmodellierungs-
sprache ist die Business Process Model and Notation (kurz BPMN). Sie wurde von Ste-
phen A. White im Rahmen seiner Tätigkeit bei IBM entwickelt und 2004 veröffentlicht
[All09a]. Im Gegensatz zur EPK, die keinem Standard unterliegt, wird die BPMN von
dem Standardisierungsgremium Object Management Group (kurz OMG) unter einem
Standard spezifiziert. Die aktuelle Version der BPMN ist 2.0 [Obj11a].
Bereits in der Version 1.0 der BPMN, wie sie in [Whi04] beschrieben wird, ist das
zentrale Prozessmodell das Kollaborationsdiagramm (kurz KD). Abbildung 3.4 zeigt ein
beispielhaftes Kollaborationsdiagramm.
Das KD in Abbildung 3.4 zeigt einen aufgeklappten sowie zugeklappten Pool. Ein Pool
entspricht der grafischen Repräsentation eines Beteiligten bzw. einer Gruppe von Betei-
ligten oder gegebenenfalls eines Systems. Der aufgeklappte Pool beinhaltet zudem zwei
Swimlanes, die eine weitere Untergliederung von Gruppen von Beteiligten ermöglichen.
In jeder Swimlane ist ein Prozess enthalten, der den modellierten Ablauf unter Ver-
wendung von, ähnlich der EPK, Aktivitäten, Ereignissen, Gateways, Daten und den zur
Verbindung notwendigen verbindenden Objekten (Kanten) darstellt. Die BPMN ordnet
der Aktivität, den Ereignissen und den Gateway die grafischen Repräsentationsformen
„abgerundetes Rechteck“, „Kreis“ und „Rhombus“ zu [Sch07].
In der Version 2.0 sind neben den beiden Diagrammtypen Choreographie-Diagramm
und Konversationsdiagramm auch eine Vielzahl an neuen Typen von Aktivitäten, Gate-
ways oder Ereignissen hinzugekommen (siehe dazu [Obj11a] oder [BPM10]). Dies soll das
Ziel der BPMN unterstreichen, sowohl für die frühe Definition von Geschäftsprozessen
auf fachlicher Ebene als auch für implementierungsnahe Prozessmodelle geeignet zu sein.
3.3.3 UML-Aktivität
Das Diagramm Aktivität gehört seit den Anfängen der Unified Modeling Language (kurz
UML) [Obj11c] zum Sprachumfang. Die UML wird ebenfalls wie die BPMN von der
OMG standardisiert. Allerdings wurde die Bezeichnung Aktivität erst mit der Versi-































































































Abbildung 3.4: Kollaborationsdiagramm der BPMN 2.0 nach [BPM10].
die auch heute noch häufig verwendet wird, im Standard enthalten gewesen. Wie auch
EPK und BPMN ist die Aktivität für die Beschreibung von Geschäftsprozessen geeig-
net, wobei dies vor allem mit Einführung der UML 2.0 ermöglicht wurde [Stö06]. Trotz
der prinzipiellen Eignung ordnen Autoren wie [All05], [Stö06] oder [Leh07] die Aktivität
eher Personengruppen wie Softwareentwicklern zu und damit gleichzeitig auch eher den
späten bzw. implementierungsnahen Phasen des Entwicklungsprozesses.
Ähnlich der EPK bzw. BPMN basiert auch die Aktivität auf Knoten zur Beschrei-
bung von Aktionen (in UML 1.x noch Aktivitäten) sowie verschiedenen Objekt- und
Kontrollknoten. Eine Beispiel für eine Aktivität ist in Abbildung 3.3.3 dargestellt.
3.4 Sichten
Der Ausgangspunkt der Prozessmodellierung bzw. des Softwareentwicklungsprozesses ist
häufig durch „Komplexität, Intransparenz, Vernetztheit, Dynamik und Unvollständigkeit
der Kenntnisse über das jeweilige System und seine Umweltbeziehungen“ [Bru05] gekenn-
zeichnet. Wie bereits erläutert, dienen Geschäftsprozessmodelle dazu, diesem Umstand
entgegen zu wirken, indem sie die Problemstellung und dessen Umfeld in eine „sinnvolle
und schlüssige Struktur“ [Bru05] überführen. „Zur Reduktion der Komplexität und zur
Verbesserung der Verständlichkeit und Transparenz der Modelle“ empfiehlt es sich al-
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Aktivitätsname Aktivität (auch Aktivitätsdiagramm genannt)
Aktion (Aktionsknoten, umgangssprachlich











Abbildung 3.5: Beispiel einer UML-Aktivität in UML 2.3 [Oes09].
lerdings, nicht „alle modellierungsrelevanten Sachverhalte in einer einzigen Darstellung
abzubilden“ [Gad09]. Daher wurden für die verschiedenen Anforderungsarten an die Soft-
warelösung verschiedene Diagrammarten (siehe Abschnitt 3.2.1) entwickelt. Jede Dia-
grammart stellt somit eine spezielle Sicht auf die Problemstellung bzw. Softwarelösung
dar.
Die Vorteile durch die verschiedenen Sichten führen gleichzeitig aber auch zu neuen
Problemen. Ein Hauptproblem ist die Verknüpfung der teils heterogenen Sichten unter-
einander [NKF94]. Dieses Problem äußerst sich dabei nach [NKF94] vor allem in den
folgenden drei Teilproblemen:
1. the integration of the methods used to specify system requirements,
2. the integration of the tools that support these methods, and
3. the integration of the multiple specification fragments produced by applying these
methods and tools
Es ist demnach nötig, die verschiedenen Methoden bzw. Diagrammarten und die dazu
notwendigen Werkzeuge miteinander zu verknüpfen. In den folgenden Abschnitten sollen
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daher Konzepte zur Integration von verschiedenen Diagrammarten vorgestellt werden.
Dazu werden zunächst in Abschnitt 3.4.1 grundlegende Begriﬄichkeiten eingeführt. In
den Abschnitten 3.4.2 und 3.4.3 folgen Erläuterungen zu möglichen Umsetzungen von
Sichtenkonzepten sowie Beispielen der jeweiligen Kategorie. Der Aspekt der Werkzeugin-
tegration wird im Folgenden vernachlässigt, da die Integration von Softwareprodukten
wie der Modellierungswerkzeuge zwar ein wichtiger Faktor für die Nutzung von verschie-
denen Modellierungsnotationen sein kann, dennoch aber zumeist für die betrachteten
Werkzeuge ein speziell zu lösendes Integrationsproblem darstellt.
3.4.1 Begriffe
Der Sicht wurde im vorangegangenen Abschnitt eine mögliche Betrachtungsweise unter-
stellt und zwar die Darstellung von bestimmten Betrachtungsaspekten (siehe Abschnitt
3.2.1) in einer bestimmten Diagrammart. Der Begriff Sicht wird allerdings sehr vielfäl-
tig verwendet. Eine eindeutige Definition existiert daher nicht. In der Literatur finden
sich Begriffe wie view, viewpoint oder perspective [NKF94], die teilweise synonym ver-
wendet werden. Eine individuelle Abgrenzung der Begriffe findet häufig nur im Rahmen
der eigenen Arbeiten statt. In [NKF94] wird unter einem ViewPoint die Sicht (engl.
view) oder Perspektive (engl. perspective) eines Beteiligten, einer Wissensquelle oder
einer Rolle verstanden. Es findet somit die Fokussierung auf die entscheidenden fach-
spezifischen Informationen bzw. Sachverhalte für einen bestimmten Beteiligten statt und
stellt somit eine Möglichkeit zum Seperation of Concerns [Dij82] in Prozessmodellen zur
Verfügung. Wobei fachspezifische Informationen im Rahmen dieser Arbeit als bestimmte
Kategorie von FA (z. B. Business Rules) oder NFA (z. B. Datenschutzanforderungen) zu
verstehen ist. Im Rahmen der Sicht kann zudem gleichzeitig auch die Zuordnung von
Verantwortlichkeiten für diese fachspezifischen Sachverhalte erfolgen. Außerdem können
damit auch bestimmte Diagrammarten für bestimmte Entwicklungsschritte des Soft-
waresystems (z. B. implementierungsnahe Diagrammarten für Softwareentwickler) ver-
wendet werden [WH90]. Eine Sicht, wie sie auch in dieser Arbeit verwendet wird, ist also
durch die Fokussierung auf bestimmte fachspezifische Informationen bzw. Sachverhalte
und ihre entsprechenden Stakeholder gekennzeichnet. Die fachspezifischen Sachverhalte
können dabei durch Diagrammarten mit den unterschiedlichen Betrachtungsaspekten
repräsentiert werden.
Die einzelnen Sichten bieten aber nur eine Teilsicht auf die Problemstellung bzw.
Softwarelösung. Erst die Zusammenführung und konsistente Verwaltung der Sichten er-
möglicht die Beherrschung der Gesamtsicht [Jac90]. Die dazu vorgestellten Konzepte
werden häufig mit den Begriffen Methode oder Architektur benannt. Eine Methode im
Rahmen der Modellierung umfasst laut [Ort05] sowohl eine Sprache (siehe Definition
3.1.2, Modellierungssprache) als auch eine Vorgehensweise. Wobei eine Vorgehensweise
einer zielgerichteten „Schritt-für-Schritt“ Beschreibung zur Erreichung eines bestimmten
Zieles entspricht [Sch07]. Eine Architektur im Rahmen der Systemtheorie lässt sich als
Struktur(-vorgabe) eines Systems definieren und „beschreibt abstrakt die „Bauelemente“
eines Systems“ [Sch07]. Im Zusammenhang mit Sichten geben sowohl die Methode als
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auch die Architektur damit den Rahmen für die Verwaltung von verschiedenen Sichten
wie Diagrammarten vor.
Es wurden eine Vielzahl von Methoden und Architekturen mit dem Ziel der Lösung
der Sichtenintegration (siehe Sichtenintegrationsfähigkeit in Abschnitt 3.2.1) entwickelt.
Diesen liegen unterschiedliche Herangehensweisen zu Grunde. Sichtenkonzepte können
auf eindimensionalen oder mehrdimensionalen Diagrammarten bzw. Modellen basieren.
Eindimensionale Diagramme liefern eine bestimmt Sicht auf das System und werden
stets durch weitere Sichten bzw. Diagramme ergänzt. Mehrdimensionale Diagramme
stellen mehrere (möglicherweise alle) Sichten auf den Prozess bzw. das System in einem
Diagramm dar. Ein mehrdimensionales Diagramm ist dabei als Aggregation von ein-
dimensionalen Diagrammen zu verstehen. Abbildung 3.6 stellt diesen Zusammenhang
dar.






















A1 A2 A3 A(n-2) A(n-1) An
Sicht 3 Sicht n-2
Abbildung 3.6: Arten der Sichtenumsetzung.
Dementsprechend können durch Aggregation von 1 bis n (eindimensionalen) Sichten
mehrdimensionale Modellsichten also mehrdimensionale Diagramme erstellt werden.
Die Sichtenintegration wird dabei über spezielle mehrdimensionale Diagrammarten der
Modellierungsmethode bzw. Architektur gelöst, die somit eine aggregierte Sicht zur Ver-
fügung stellen [Bru05]. Es besteht andererseits auch die Möglichkeit, verschiedene ein-
dimensionale Diagramme bzw. Sichten über Transformationen in eine aggregierte Sicht
zu überführen. Beispiele dafür sind das Viewpoint-oriented Systems Engineering (kurz
VOSE) [FKN+92] oder das Domain-Specific Multimodeling [Hes09].
Trotz der teilweise zahlreich existierenden Diagrammarten zur Darstellung von ver-
schiedenen (Modell-) Sichten reichen die Ausdrucksmöglichkeiten oft nicht für die ver-
schiedenen FA und vor allem NFA aus. Eine Möglichkeit zur Integration weiterer fachli-
cher Sachverhalte, beispielsweise als Modellsicht auf eine Sicht, ist die Erweiterung der
Ausdrucksmöglichkeiten einer ein- oder mehrdimensionalen Diagrammart. Dies kann als
Spracherweiterung charakterisiert werden. Spracherweiterungen basieren auf der verwen-
deten Modellierungssprache, die im Allgemeinen eine General-Purpose Modeling Lan-
guage (kurz GPML oder GPL) [Coo04] ist. Eine GPL ist eine allgemeine und dadurch
meist sehr umfangreich Sprache zur Beschreibung von vielen Problemstellungen (z. B.
UML). GPLs stellen teilweise, wie in den folgenden Abschnitten beschrieben, bestimm-
te Konstrukte zur Erweiterung des Sprachumfangs zur Verfügung oder legen zumindest
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definierte Einschränkungen für die Erweiterung fest. Stehen keine Konstrukte zur Er-
weiterung zur Verfügung, werden proprietäre Spracherweiterungen bzw. -anpassungen
unter Verwendung von Annotationen (siehe Abschnitt 3.2.1) vorgenommen.
Neben der Verwendung einer GPL besteht aber auch die Möglichkeit der Entwicklung
einer neuen Modellierungssprache, die sich für einen bestimmten Anwendungsbereich
(auch Domäne) besonders eignet. Eine derartige Sprache wird als Domain Specific Mo-
deling Language (kurz DSML oder DSL) [Coo06] bezeichnet (siehe Definition 3.4.1).
Definition 3.4.1 ([Coo06]) Domain-specific languages
(DSLs) are special-purpose languages designed to solve a particular range of problems.
Die Verwendung einer GPL bzw. DSL bringt dabei sowohl Vor- als auch Nachteile mit
sich. [FH10] führt dazu den Vorteil der GPL UML an, dass es sich um eine seit mehr
als einer Dekade standardisierte Sprache handelt und dementsprechend weit verbreitet
ist. Allerdings werden die Langzeitkosten bei der Nutzung als höher eingeschätzt, weil
Erweiterungen nur im engen Rahmen des Standards durchgeführt werden können. Auch
ist es erforderlich, jeden Domänenexperten in UML zu schulen, während DSLs häufig
sofort von Domänenexperten verstanden werden.
3.4.2 Sichtenkonzepte in Modellierungsmethoden
Im Bereich der Geschäftsprozessmodellierung wurde eine Vielzahl von Sichtenkonzepten
entwickelt. Eine Auswahl davon wird in [Gad09] vorgestellt. Die Sichtenkonzepte werden
in prozessural und objektorientiert unterteilt. Prozessurale Sichtenkonzepte, wie es das
im folgenden Abschnitt 3.4.2.1 vorgestellte ARIS verwendet, stellen den Prozess (oder
die Funktion) in den Mittelpunkt der Modellierung und betrachten damit die Transferie-
rung von Daten durch Organisationseinheiten. Bei objektorientierten Sichtenkonzepten
steht der „Prozess als Ganzes“ [Gad09] im Mittelpunkt. Für Daten und Organisations-
einheiten werden keine speziellen Sichten zur Verfügung gestellt. Ein Beispiel für ein
objektorientiertes Sichtenkonzept findet sich in [FS90] bzw. [FS10].
Die Sichtenkonzepte sind in ihrer Struktur prinzipiell unabhängig von einer Model-
lierungssprache. Allerdings werden die Konzepte meist im Rahmen einer bestimmten
Notation vorgestellt. Ein Grund dafür ist, dass entsprechend der definierten Sichten die
entsprechenden Diagrammarten erforderlich sind.
3.4.2.1 Architektur integrierter Informationssysteme – ARIS
Entsprechend dem Namen ist ARIS als eine Architektur zu verstehen, welche gemäß
[Sch02] als allgemeiner Bezugsrahmen für die Geschäftsprozessmodellierung gedacht ist.
Dabei gibt ARIS „in deskriptiver Hinsicht vor, wie ein Unternehmen strukturiert zu
betrachten ist“ [Sch07]. Die Abbildung 3.7 zeigt das aus der ARIS-Architektur her-
vorgegangene „ARIS-Haus“, wie es in dem Methodenhandbuch der ARIS Platform 7.1
enthalten ist [IDS10a].
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Abbildung 3.7: Das ARIS-Haus in Anlehnung an [IDS10a].
Das ARIS-Haus (auch ARIS-Methode genannt) basiert auf „ebenen- und sichtenspezfi-
schen Modellierungs- und Implementierungsmethoden“ [Leh07]. Die Beschreibungssich-
ten werden entsprechend dem Sichtengedanken zur Reduzierung der Komplexität des
einzelnen Modells eingesetzt. Dies wird durch Modellsichten ermöglicht, die weitgehend
orthogonal unabhängig sind [Leh07]. In Anlehnung an den Softwareentwicklungsprozess
werden diese Sichten noch einmal unterteilt [All05]. Diese Unterteilung wird in die drei
Schichten Fachkonzept, DV-Konzept und Implementierung vorgenommen, welche der
Einteilung von [Bru05] in frühe, mittlere und späte Projektphasen ähnelt.
Die zentrale Sicht von ARIS ist die Prozesssicht (auch Steuerungssicht genannt), die
die Modelltypen der Daten-, Funktions-, Leistungs- und Organisationssicht miteinander
in Beziehung setzt. Die EPK, welche in Abschnitt 3.3.1 vorgestellt wurde, ist dabei der
zentrale Modelltyp der Prozesssicht.
Wie bereits in Abschnitt 3.3.1 angedeutet, sind die Erweiterungsmöglichkeiten der
EPK wie auch anderer Modelltypen aus dem ARIS-Haus sehr vielfältig. Dies rührt vor
allem daher, dass die Modelltypen keinem Standard unterliegen. Die Erweiterungsmög-
lichkeiten umfassen daher sowohl die Einführung von neuen Modelltypen, Modellele-
menten und sonstigen Annotationen (wie Symbole oder Textergänzungen) als auch die
Veränderung der grafischen Darstellung der Elemente. Es ist jedoch anzumerken, dass die
Erweiterungen immer einer Modellierungskonvention (siehe Abschnitt 3.2.2) unterliegen
sollten. Andernfalls ist die eindeutige Modellierung bzw. Interpretation der Modellierung
nicht mehr gewährleistet.
Die Erweiterungsmöglichkeiten können auch dazu genutzt werden, NFA in die Pro-
zessmodelle aufzunehmen. Da es keinen Standard im Bereich von ARIS gibt, handelt es
sich dabei stets um proprietäre Erweiterungen, die ebenfalls im Rahmen von Modellie-




Während ARIS als Architektur oder auch als Methode bezeichnet wird, gibt es für die
BPMN keine derartig eindeutige Bezeichnung. Denn BPMN gibt weder eine Architektur
vor, noch gibt es eine „Schritt-für-Schritt-Vorgehensweise“ für die Modellierung. Aller-
dings lässt sich laut [Sch07] der Methodenbegriff für BPMN verwenden, wenn die Metho-
de als „das zielgerichtete Vorgehen auf die regelbasierte Anordnung der Sprachzeichen“
betrachtet wird.
Ein konkretes Sichten- oder Schichtenkonzept liegt der BPMN nicht zu Grunde. Aller-
dings können die verschiedenen Darstellungsformen von beispielsweise Pools (auf- und
zugeklappt) durchaus als unterschiedliche Sichten für unterschiedliche Stakeholder be-
trachtet werden. Auch die zwei mit der Version 2.0 neu eingeführten Diagrammtypen
bieten weitere Sichten zum Kollaborationsdiagramm an.
Eine weiteres Konzept, welches abermals den verschiedenen Projektphasen aus [Bru05]
ähnelt, wird in [Sil09] vorgeschlagen. Darin werden die drei folgenden Modellierungsebe-
nen für BPMN Prozessmodelle vorgeschlagen [All09b]:
Deskriptives BPMN Hier wird ein Basis-Set von Modellierungselementen verwendet,
um den grundlegenden Prozessablauf zu beschreiben. Teilweise werden hier einige
BPMN-Regeln gelockert.
Analytisches BPMN Auf dieser Ebene wird die komplette Palette der BPMN ange-
wandt. Es werden detaillierte fachliche Modelle erstellt, wobei Ereignisse, Ausnah-
mebehandlungen, Eskalationen, etc. präzise abgebildet werden.
Ausführbares BPMN Die Modelle werden mit allen erforderlichen Details versehen, um
von einer Process Engine ausgeführt werden zu können.
Dabei handelt es sich allerdings nur um eine mögliche Sichteneinteilung, die nicht vom
Standard vorgegeben wird. Es bleibt daher abzuwarten, welches Sichtenkonzept sich im
Rahmen der BPMN etablieren wird.
Im Gegensatz zum Sichtenkonzept wird im Standard der BPMN recht klar definiert,
welche Erweiterungsmöglichkeiten in welcher Form erfolgen dürfen. Beispielhaft soll dazu
der folgende Auszug aus dem BPMN 2.0 Standard [Obj11a] dienen:
• New markers or indicators MAY be added to the specified graphical elements.
These markers or indicators could be used to highlight a specific attribute of a
BPMN element or to represent a new subtype of the corresponding concept.
Damit wären Prozessmodelle, die beispielsweise Symbole für bestimmte Attributwer-
te an einem der vordefinierten Modellelemente einführen bzw. verwenden, konform zum
Standard der BPMN 2.0. Das angeführte Beispiel für Erweiterungs- bzw. Veränderungs-
möglichkeiten der BPMN steht dabei stellvertretend für die vier weiteren im BPMN 2.0
Standard enthaltenen Beschreibungen.
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Bezüglich der Modellierung bzw. Formulierung von NFA im Rahmen der BPMN exis-
tiert die allgemein anerkannte Ansicht, dass der Standard der BPMN NFAs nicht unter-
stützt [GRM06]. Obwohl sich diese Aussagen noch auf BPMN Versionen 1.x beziehen,
hat sich dies aber auch mit der Version 2.0 nicht geändert. Damit stehen, wie auch bei
der EPK, bei der BPMN für die Modellierung bzw. Formulierung nur die im Standard
definierten „grafischen“ Erweiterungen zur Verfügung. Diese können daher aber nur pro-
prietär sein und bedürfen ebenfalls der Festlegung in einer Modellierungskonvention.
3.4.2.3 UML
Wie bereits in Abschnitt 3.3.3 angemerkt, wird die UML vorwiegend in späten und
damit implementierungsnahen Phasen der Softwareentwicklung eingesetzt. Daher orien-
tieren sich die Sichten der UML auch an der Softwarearchitektur. Entsprechend [Bru05]
werden Sichten für die Anwendungsfälle, den Entwurf, die Implementierung, den Pro-
zess und den Einsatz unterschieden. Wie auch im ARIS können den jeweiligen Sichten
bestimmte Diagrammarten zugeordnet werden. Eine ähnliche Einteilung der UML-2.3-
Diagramme wird in [Oes09] vorgenommen. Die in Abbildung 3.8 dargestellten Sichten
sind Strukturdiagramme (entspricht Designsicht), Architekturdiagramme (entspricht Im-
plementierungssicht), Verhaltensdiagramme (entspricht Prozesssicht) und Interaktions-


































































Abbildung 3.8: UML-2.3-Diagrammarten und Klassifizierung nach [Oes09].
Das Anwendungsfalldiagramm ist in der UML 2.1 den Verhaltensdiagrammen zuge-
ordnet, was allerdings laut [Oes06] nicht ganz korrekt ist. In [Bru05] wird dem Anwen-
dungsfalldiagramm sogar eine eigene Sicht zugeordnet.
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Die Erweiterungsmöglichkeiten der UML sind, wie auch schon bei der BPMN und
EPK, nicht direkt vorgegeben und können daher im Wesentlichen nur informal mit
strukturiertem Text bzw. informalen Annotationen und Kommentaren erfasst werden
[Stö05]. Häufig werden außerdem Mittel wie Eigenschaftswerte (engl. tagged values),
Stereotypen und Profile zur Erweiterung der UML-Diagramme eingesetzt.
Die UML bietet mit ihren Diagrammtypen die Möglichkeit, funktionale Anforderungen
zu modellieren. NFA sind mit den Mitteln des Standards allerdings nicht zu modellieren
[Kor08]. Anwendungsfalldiagramme beschreiben vorwiegend funktionale Anforderungen,
können aber auch NFA beinhalten [Oes06]. Zur Formulierung von NFA können die bereits
genannten Erweiterungsmöglichkeiten genutzt werden.
3.4.3 Spracherweiterungen bzw. DSL als Sicht
Die vorgestellten GPLs, ob unter einem Standard definiert oder nicht, bieten grund-
sätzlich diverse Erweiterungsmöglichkeiten zur Formulierung von bestimmten nicht im
Sprachumfang enthaltenen Anforderungen (im Speziellen NFA). Dabei reicht die Band-
breite von proprietären bis hin zu standardisierten Erweiterungen bzw. Anpassungen.
Eine standardisierte Erweiterung der UML ist beispielsweise die Systems Modeling Lan-
guage (kurz SysML) [Obj08]. Die SysML stellt „spezifische Systemsichten“ als Erwei-
terung der UML für das Systems Engineering zur Verfügung [Kor08]. Bemerkenswert
bei der Anpassung der UML im Rahmen der SysML ist, dass es sich hier zwar um eine
Erweiterung von bestimmten Modelltypen handelt, aber sowohl neue Modelltypen hin-
zukommen als auch vorhandene UML Modelltypen entfernt worden sind [Kor08]. Die
Liste proprietärer Erweiterungen ist dabei wohl nahezu unbegrenzt. Wobei viele davon
für bestimmte Anwendungsfälle im Unternehmensumfeld entwickelt werden und nicht
für die Öffentlichkeit in Erscheinung treten.
Neben der Erweiterung einer GPL besteht die Möglichkeit, wie in Abschnitt 3.4.1 an-
gemerkt, eine DSL für die speziellen Bedürfnisse einer bestimmten Problemstellung zu
entwickeln. [FH10] führt für die Entscheidung, eine GPL (in diesem Fall UML) oder eine
DSL zu verwenden, eine Gegenüberstellung der Alternativen durch. Das Ergebnis lautet,
dass es nicht die beste Lösung gibt und entsprechend des Anwendungsfalles entschieden
werden sollte. Es soll daher nicht in die Diskussion GPL oder DSL eingestiegen werden,
sondern auf Spracherweiterungen von GPLs fokussiert werden. Es ist jedoch anzumer-
ken, dass eine DSL im weiteren Sinne eine „grafische Spezialisierung“ für bestimmte
Problemstellungen ist. Dies lässt sich auch auf Spracherweiterungen ausweiten, die auf
einer GPL basieren.
Es gibt für die in Kapitel 2 vorgestellten Anforderungsarten sowohl standardisierte
als auch proprietäre Spracherweiterungen. Im Rahmen dieser Arbeit erfolgt allerdings
eine inhaltliche Fokussierung auf Sicherheits- und Datenschutzanforderungen sowie tech-
nologisch auf Service-orientierte Architekturen (i. V.m. MDSD). Beispiele für Spracher-
weiterungen zur Modellierung bzw. Formulierung von Sicherheits- und (Datenschutz-)
rechtlichen Anforderungen werden in den Abschnitten 3.4.3.1 und 3.4.3.2 vorgestellt. Zu-
dem werden in Abschnitt 3.4.3.3 kurz einige weitere Spracherweiterungen beschrieben.
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3.4.3.1 Sicherheitsanforderungen
Obwohl Sicherheitsanforderungen gerade in letzter Zeit eine große Aufmerksamkeit er-
halten haben, werden sie im Rahmen von Modellierungssprachen und deren Standards
kaum bis überhaupt nicht berücksichtigt. Sicherheitsanforderungen können so nur schwer
von Anfang an in den Softwareentwicklungsprozess integriert werden. Stattdessen wer-
den sie häufig manuell nachträglich in die Implementierung „eingebaut“, was besonders
im Zusammenhang mit der modellgetriebenen Softwareentwicklung keine zufriedenstel-
lende Lösung darstellen kann. Daraus resultiert, dass die meisten Sicherheitsprobleme
erst während des Einsatzes eines Softwareproduktes nach dem Prinzip „Penetrate and
Patch“ gefunden und gelöst werden können, wobei dieses Prinzip auf der Aufdeckung
des Problems und der anschließenden Problemlösung beruht [Mcg98].
Da bisher keine standardisierten Erweiterungen für GPLs existieren, wurden von
Forschungseinrichtungen weltweit verschiedene Erweiterungen für Modellierungsspra-
chen vorgeschlagen. Dabei wurden die Erweiterungen vor allem für die UML entwi-
ckelt. Es existieren aber auch Beispiele für die BPMN oder EPK. Beispielhaft sei-
en UMLsec [Jür05], Secureuml [BDL03, LBD02], Security Requirements extension for
BPMN [RFMP07] oder MDS4WS [ABB04, BHWN05] als Sicherheitsmodellierungen
für die UML bzw. BPMN genannt. Die Formulierungsmöglichkeiten und gegebenenfalls
Validierungs- oder Verifikationsmechanismen der einzelnen Modellierungsansätze werden
in Abschnitt 7.3.3 im Rahmen der verwandten Arbeiten genauer betrachtet.
3.4.3.2 Modellierung (Datenschutz-)rechtlicher Anforderungen
Die Erweiterungen von Modellierungssprachen für rechtliche bzw. datenschutzrechtli-
che Anforderungen reicht von Strukturierungsmöglichkeiten der Prozessmodelle bis hin
zur Entwicklung von Prozessmodellen aus formalisierten Gesetzestexten. Die Strukturie-
rungsmöglichkeiten dienen dabei der Zuordnung von bestimmten Aufgaben- bzw. Ver-
antwortungsbereichen. Dies wird in [BAN03] für eGorvernment Prozesse in der (e)EPK
vorgestellt. Derartige Erweiterungen berücksichtigen allerdings nur implizit die in Geset-
zen vorgeschriebenen Abläufe. Eine explizite Modellierung von rechtlichen Bestimmun-
gen erfolgt nicht. In [KBK06] wird diesbezüglich angemerkt, dass dazu „methodische
Defizite bei der Berücksichtigung juristischer Anforderungen in der fachkonzeptionellen
Modellierung“ vorliegen. Obwohl der Fokus von [KBK06] auf Web-Anwendungen liegt,
lässt sich diese Aussage in gewissem Maße verallgemeinern. Zur Überwindung der me-
thodischen Defizite liefert [KBK06] „Erweiterungsvorschläge für eine etablierte Model-
lierungsmethode“. Für Prozessmodelle werden in [AO05] spezielle Modellelemente zur
Modellierung von rechtlichen Bestimmungen unterschiedlicher Kategorien eingeführt.
Im Fokus steht dabei die Unterstützung der Umstellung von manuellen auf elektroni-
sche Dienste sowie die Unterstützung des Reengineering der Prozesse. Außerdem können
damit die Auswirkungen der Änderungen in Bezug auf die rechtlichen Bestimmungen
direkt in den Prozessen aufgezeigt werden. In [OS08] wird darüber hinaus nicht nur die
Berücksichtigung von rechtlichen Bestimmungen, sondern die Entwicklung von Prozess-
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modellen aus Paragraphen des Gesetzes heraus angestrebt. Wobei die Paragraphen in
der Semantic Process Language (kurz SPL) durch Fachexperten beschrieben werden.
Neben den genannten Ansätzen werden besonders Datenschutzanforderungen auch im
Rahmen von Methoden zur Modellierung von Sicherheit im Allgemeinen betrachtet bzw.
berücksichtigt. Zu den im letzten Abschnitt aufgezählten Sicherheitsmodellierungsansät-
zen, die auf Modellierungssprachen wie der BPMN, EPK oder UML basieren, nutzen
eine Vielzahl von Ansätzen Ziele zur Modellierung von Sicherheits- und Datenschutzan-
forderungen. [VKTL10] lieferte einen Überblick über existierende Verfahren, von denen
beispielhaft das NFR-Framework [Chu93], i* [Yu93], Tropos [MGM03b], SecureTropos
[MGM03a], KAOS [LL02] und PriS [KKG08] als bekannte Vertreter genannt werden sol-
len. Eine ausführlichere Betrachtung einiger der genannten Ansätze erfolgt im Rahmen
der verwandten Arbeiten in Abschnitt 7.3.4.
3.4.3.3 Weitere Modellierungsmethodenerweiterungen
Ergänzend zu den Spracherweiterungen mit Bezug auf Sicherheits- und (Datenschutz-)
rechtliche Anforderungen werden im Folgenden kurz weitere Beispiele bzw. Einsatzge-
biete für Spracherweiterungen genannt. Der Fokus ist dabei auf das Aufzeigen der viel-
fältigen Einsatzsatzbereiche von Methodenerweiterungen gerichtet.
Das Spektrum der Methodenerweiterungen umfasst zahlreiche für die Prozessmodel-
lierung bzw. Softwareentwicklung relevanten Aspekte. Dies reicht von Erweiterungen zur
Berücksichtigung von Echtzeitanforderungen wie die UML-RT [Sel98] bis hin zu Metho-
denerweiterungen für die modellgetriebene Softwareentwicklung von BPEL-Prozessen
wie die ARIS Method extension for Business-Driven SOA [SLI08]. Dabei werden Er-
weiterung sowohl für FA als auch NFA entwickelt. So wird in [WSO06] die Modellie-
rung von nicht-funktionalen Aspekten bzw. NFA für Service-orientierte Architekturen
in Form eines UML-Profils vorgestellt. Auf weitere Methodenerweiterungen für zusätzli-
che Einsatzgebiete soll an dieser Stelle verzichtet werden, da diese im Folgenden aufgrund
der Fokussierung auf Sicherheits- und Datenschutzanforderungen nicht weiter betrachtet
werden.
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There is no silver bullet to garantee software correctness and,
consequently, all available techniques for fault detection and
correction should be used.
(Lasik und Stanley [LS09])
In den Kapiteln 2 und 3 wurden die Arten der Anforderungen an eine Software sowie
deren sowohl informale als auch (semi-) formale Spezifikation in Form von Spezifika-
tionsdokumenten und grafischen Modellen vorgestellt. Die Erhebung und Spezifikation
der Anforderungen dient nach [Par98] „der Präzisierung der Aufgabenstellung“. Ent-
scheidend ist bei der Präzisierung sowohl die Erhebung bzw. Spezifikation der richtigen
Anforderungen als auch deren korrekte Realisierung.
Dabei steht die korrekte Realisierung im Bereich der Validierungs- und Verifikations-
verfahren im Vordergrund. Das grundsätzliche Ziel dieser Verfahren ist dabei bei allen
gleich. Es wird versucht, die Qualität der spezifizierten Anforderungen zu erhöhen bzw.
deren korrekte Umsetzung in GPMs sicherzustellen. [Lig09] fordert dazu eine integrier-
te Qualitätssicherung, die ständig die Konsistenz und damit die Korrektheit der Soft-
warelösung gegenüber der Spezifikation überprüfen soll. Zur Qualitätssicherung werden
verschiedene Verfahren eingesetzt, die für sich gesehen bestimmte Eigenschaften bzw.
Anforderungen der Softwarelösung überprüfen können.
Der nächste Abschnitt führt zunächst zentrale Begriffe aus dem Bereich Validierung
und Verifikation (kurz V&V) ein. Abschnitt 4.2 stellt eine grundsätzliche Klassifikation
von Validierungs- und Verifikationsverfahren vor und liefert einen Überblick zu Ver-
fahren zur Qualitätssicherung einer Softwarelösung bzw. im Speziellen von (Geschäfts-)
Prozessmodellen. Abschließend werden in Abschnitt 4.3 ausgewählte Validierungs- und
Verifikationsverfahren vorgestellt.
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4.1 Definitionen und Überblick zu Validierung und
Verifikation
Der Einsatz von V&V im Bereich der Hardwareentwicklung steht der Softwareentwick-
lung prinzipiell in nichts nach, sondern hat dort die tieferen Wurzeln. Allerdings lassen
sich die Validierungs- und Verifikationsmechanismen für Hardware nicht direkt auf Soft-
ware zu übertragen [CK96]. Die Ursache dafür ist, dass Spezifikationsdokumente häufig
nur in informaler Form vorliegen, während bei Hardwaredesigns die primäre Spezifika-
tion formal ist. Aber auch in der Sofwareentwicklung werden, wie in Kapitel 3 bereits
dargelegt, zunehmend (semi-) formale Spezifikationen eingesetzt. Einige Beispiel dafür
finden sich in [Lam00]. Durch diese besseren Modellierungsprozesse und -strategien wird
die Validierung bzw. Verifikation von semiformalen als auch formalen Modellen sowohl
verbessert [HPv05] als auch teilweise überhaupt erst ermöglicht.
Dem Verständnis der Validierungs- und Verifikationsmechanismen zur Sicherung der
Qualität der erhobenen Anforderungen geht die Kenntnis der zugrundeliegenden Be-
griﬄichkeiten voraus. Im Rahmen der Validierungs- und Verifikationsverfahren stehen
dabei besonders die Begriffe Fehler, Validierung und Verifikation im Vordergrund. Die
Begriffe Syntax und Semantik wurden bereits in Abschnitt 3.1.1 definiert, haben aber
auch in diesem Kapitel Gültigkeit. Der Begriff des Fehlers ist darüber hinaus speziell im
Rahmen von Validierungs- und Verifikationsverfahren entscheidend und wird daher im
Folgenden genauer betrachtet.
4.1.1 Fehler, Fehlverhalten, Defekt und Irrtum
Die Definitionen von Syntax und Semantik (siehe Abschnitt 3.1.1) legen fest, welche
Formanforderungen z. B. von einem Prozessmodell erfüllt werden müssen. Bricht ein
Prozessmodell eine dieser Formanforderungen, liegt ein Fehler vor. Aus den unterschied-
lichen Definitionen der Begriffe Syntax und Semantik resultieren entsprechend unter-
schiedliche Sichtweisen zum Begriff Fehler.
Nach [Lig09] ist ein Fehler oder Defekt, „die statisch im Programmcode vorhandene
Ursache eines Fehlverhaltens oder Ausfalls“. Hingegen wird ein Fehler (engl. error) in
[Men09] als ein strukturelles Muster definiert, welches in einem Deadlock oder einem
Synchronisationsproblem resultiert. [IEE90] definiert einen Fehler allgemein wie folgt:
Definition 4.1.1 ([IEE90]) Error
The difference between a computed, observed, or measured value or condition and the
true, specified, or theoretically correct value or condition. For example, a difference of
30 meters between a computed result and the correct result.
Zur weiteren Vertiefung des Begriffes Fehler unterteilt der Standard 610.12-1990 des
Institute of Electrical and Electronics Engineers (kurz IEEE) (Definition 4.1.1) den Feh-
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ler in die Kategorien dynamic, fatal, indigenous, semantic, syntactic, static und transient.
Entsprechend Abschnitt 3.1.1 sind die Definitionen zum syntaktischen und semantischen
Fehler besonders relevant.
Definition 4.1.2 ([IEE90]) Syntax Error
A violation of the structural or grammatical rules defined for a language; for example,
using the statement B + C = A in Fortran, rather than the correct A = B + C.
Als Beispiel für einen syntaktischen Fehler im Rahmen der EPK wären zwei eingehende
Kanten (ohne einem Operator) an einem Modellelement wie einem Ereignis oder einer
Funktion zu nennen.
Definition 4.1.3 ([IEE90]) Semantic Error
An error resulting from a misunderstanding of the relationship of symbols or groups of
symbols to their meanings in a given language.
Ein semantisch fehlerhaftes EPK wäre danach z. B. eine Verknüpfung von einem Er-
eignis zu einem XOR-Konnektor, falls der XOR-Konnektor eine Entscheidung darstellt
und nicht nur der Zusammenführung dient.
Allerdings gehen die Definitionen 4.1.3 und 3.1.4 des Begriffes Semantik nicht auf die
inhaltlichen – intentionierten – Aspekte ein. Im Rahmen dieser Arbeit wird zur besseren
Unterscheidung der Fehlerarten die in Tabelle 4.1 abgebildete und an [Bru05] angelehnte
Unterteilung vorgenommen.
Fehlerart Bedeutung Beispiel
syntaktischer Fehler Fehler im Aufbau des
Modells
mehr als EINE ein- oder
ausgehende Kante
semantischer Fehler falsche Nutzung von Mo-
dellelementen innerhalb
von Konstrukten














Tabelle 4.1: Fehlerarten in Prozessmodellen.
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4.1.2 Validierung versus Verifikation
Es gibt, wie bei allen bisher betrachteten Begriffen, auch für V&V mehrere und teils
unterschiedliche Definitionen. Auch diese sind vom entsprechenden Kontext abhängig.
[LS09] beschreibt das Ziel der Verifikation als Sicherstellung der Korrektheit des Pro-
gramms. Es soll also zum einen geprüft werden, dass ein Programm mit validen Eingabe-
werten terminiert und zum anderen mit validen Eingabewerten auch valide Ausgabewerte
erzeugt. Im Gegensatz zur Verifikation wird mit der Validierung laut [LS09] normalerwei-
se die tatsächliche Umsetzung der Nutzeranforderungen überprüft. In [Ehr02] wird die
Software-Verifikation mit den Begriffen Beweis, Verifikation und Validation eingeführt.
Dabei fällt die „Rigorosität des Nachweises“ von Beweis zur Validation hin ab. Bewei-
sen wird dabei als „eine logische Aussage anstreben“ definiert. Das Verifizieren hingegen
liefert nur Aussagen mit einer gewissen Übereinstimmung und mit dem Validieren kann
nach [Ehr02] nur noch ein „warmes Gefühl über die Richtigkeit“ bzw. Korrektheit der
Software vermittelt werden.
Die Sichtweisen dieser Autoren dienen beispielhaft dazu, die Unterschiede aufzuzeigen.
Es gibt zu den Begriffen aber auch Definitionen in diversen Standards wie in der ISO
9000:2005. Dort werden die Begriffe Validierung und Verifikation wie folgt definiert:
Definition 4.1.4 ([DIN05]) Validierung
Bestätigung durch Untersuchung und Bereitstellung eines Nachweises, dass die besonde-
ren Anforderungen für einen speziellen beabsichtigten Gebrauch erfüllt worden sind.
Definition 4.1.5 ([DIN05]) Verifizierung
Bestätigung durch Bereitstellung eines objektiven Nachweises, dass festgelegte Anforde-
rungen erfüllt worden sind.
Der Unterschied zwischen Validierung und Verifikation liegt demnach zum einen in
der Art des Nachweises. Denn im Gegensatz zur Validierung wird im Rahmen der Ve-
rifikation ein objektiver Nachweis gefordert. Zum anderen werden bei der Validierung
die besonderen Anforderungen für einen speziellen beabsichtigten Gebrauch herangezo-
gen, während die Anforderungen bei der Verifikation unabhängig vom Gebrauch zur
Erreichung des objektiven Nachweises festgelegt werden. In den Begriffsdefinitionen des
Standards IEEE610.12-990 (Definition 4.1.6 und 4.1.7) wird zudem eine zeitliche Ein-
ordnung von Validierung und Verifikation in den Entwicklungsprozess vorgenommen.
Definition 4.1.6 ([IEE90]) Validation
The process of evaluating a system or component during or at the end of the development
process to determine whether it satisfies specified requirements.
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Definition 4.1.7 ([IEE90]) Verification
(1) The process of evaluating a system or component to determine whether the products
of a given development phase satisfy the conditions imposed at the start of that phase.
(2) Formal proof of program correctness.
Nach Definition 4.1.6 wird die Validierung während oder am Ende eines Entwicklungs-
prozesses auf ein (Software-) System oder eine Komponente angewendet. Die Verifikation
(Definition 4.1.7) wird hingegen am Ende der Phase des Entwicklungsprozesses bezogen
auf die Ergebnisse der Phase durchgeführt. Zur weiteren Verdeutlichung der Reichweite










Abbildung 4.1: Die unterschiedlichen Ebenen von Validierung und Verifikation.
Die Validation bzw. Validierung ist entsprechend Abbildung 4.1 als Nachweis für die
Erfüllung von Anforderungen aus der Problemanalyse in einer (formalen) Spezifikation
zu verstehen. Ein objektiver Nachweis, dass alle in der (formalen) Spezifikation festge-
legten Anforderungen im Rahmen der Implementation erfüllt werden, ist Aufgabe der
Verifikation. Die Validierung wird somit auf der Ebene der Spezifikation bzw. der Spezi-
fikationsdokumente in Verbindung mit den Anforderungen aus der Problemanalyse ein-
gesetzt. Es wäre dementsprechend von Vorteil, wenn die eingesetzten Verfahren auch für
die Stakeholder auf Seite der Kunden verständlich und einsetzbar sind. Diese Anforde-
rung ist für die Verfahren der Verifikation nicht unbedingt nötig, da die Anwendergruppe
aus dem Umfeld der Softwareentwickler zu erwarten ist.
Da es aber notwendig ist, wie Eingangs dieses Kapitels erwähnt, möglichst viele sinn-
voll nebeneinander einsetzbare Verfahren zur Qualitätssicherung der Software zu nutzen,
bedarf es deren Integration in den gesamten Softwareentwicklungsprozess. In der Lite-
ratur werden diese Verfahren häufig unter dem Begriff von Validierung & Verifikation
zusammengefasst. In einigen Definitionen zu V&V ist auch deren Integration in den Soft-
wareentwicklungsprozess konkret eingeflossen. Definition 4.1.8 liefert eine nach [Fis07]
allgemein genutzte Definition von V&V.
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Definition 4.1.8 ([Fis07]) Validation and Verification (V&V)
is a systems engineering practise that employs methods such as reviews, static and dy-
namic analysis, testing and formal methods to provide assurance that software artifacts
within a certain phase of their life-cycle conform to their requirements and expected
operational behavior.
Danach kann V&V als Methodensammlung zur Sicherung der Konformität von Soft-
wareartefakten gegenüber deren Anforderungen und Erwartungen gesehen werden. Dies
erfolgt laut der Definition für einen bestimmten Zeitpunkt im Lebenszyklus der Soft-
ware bzw. -entwicklung. Allerdings erweitert [Fis07] diese Definition selbst, indem er
die Nutzung der Ergebnisse des V&V nicht auf bestimmte Phasen einschränkt, sondern
die fortlaufende Nutzung der V&V-Ergebnisse in allen Phasen der Softwareentwicklung
fordert. V&V unterliegt demnach wie auch die Softwareentwicklung selbst einem Prozess-
vorgehen und hat damit seinen eigenen Lebenszyklus, der an den Entwicklungsprozess
angelehnt bzw. integriert ist. Diese Sichtweise findet sich ebenfalls in der Definition 4.1.9.
Definition 4.1.9 ([IEE90]) Validation and Verification (V&V)
The process of determining whether the requirements for a system or component are
complete and correct, the products of each development phase fulfill the requirements or
conditions imposed by the previous phase, and the final system or component complies
with specified requirements.
V&V wird nach Definition 4.1.9 direkt als ein Prozess zur Prüfung der Anforderungen
in Bezug auf ein System, zwischen Entwicklungsphasen und dem Endsystem gegenüber
der Spezifikation verstanden.
Im Rahmen dieser Arbeit werden die Begriffe Validierung und Verifikation entspre-
chend der Definitionen 4.1.4 und 4.1.5 verwendet. Die grundsätzliche zeitliche Einord-
nung der Begriffe findet entsprechend Abbildung 4.1 statt, wonach die Validierung zum
Nachweis der Erfüllung von Anforderungen (aus der Problemanalyse) in der (formalen)
Spezifikation dient.
4.2 Validierungs- und Verifikationsverfahren
Entsprechend des Dictums von [LS09] bedarf es prinzipiell der Nutzung aller existie-
renden Validierungs- und Verifikationsverfahren zur Sicherstellung der Korrektheit einer
Software. Der Kern der Aussage kann aber darauf beschränkt werden, existierende und
möglichst sich ergänzende Methoden und Techniken zur Sicherung der Korrektheit der
Software in einem sinnvollen und entsprechend wirtschaftlich vertretbaren Rahmen ein-
zusetzen. Zur genauen Bestimmung der einzusetzenden Verfahren und damit der Klä-
rung, welche Verfahren sinnvoll und wirtschaftlich sind, sind entsprechende Kenntnisse
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über diese notwendig. Dieser Überblick in Form einer Klassifikation ermöglicht es zum
einen, die Verfahren bezüglich ihres Einsatzzweckes zu bewerten, und zum anderen den
Vergleich der Verfahren untereinander.
Im folgenden Abschnitt wird daher stellvertretend eine Klassifikation von V&V-Ver-
fahren vorgestellt. Daran schließt sich die Erläuterung einiger ausgewählter Verfahren
an. Der Vergleich bzw. die Bewertung einzelner Verfahren ist Bestandteil des sich an-
schließenden Kapitels 5.
4.2.1 Klassifikation von Validierungs- und Verifikationsverfahren
In der Literatur existieren verschiedene Klassifikationen der Validierungs- und Verifi-
kationsverfahren und auch deren Bezeichnung ist nicht allgemeingültig. Es existieren
beispielsweise die Begriffe Nachweisverfahren, Prüftechniken oder konstruktive Quali-
tätssicherung ([Ehr02], [Lig09], bzw. [Hof08]). Allerdings sind die Begriffe, abgesehen
von gewissen Abweichungen aufgrund des jeweiligen Kontextes, gleichbedeutend zu ver-
stehen. Die Unterschiede reduzieren sich daher meist auf die Einteilung der Klassifikation
und die vorgestellten Verfahren. Daher wird im Folgenden primär die Klassifikation nach
[Lig09] vorgestellt.
Die Verfahren zur Validierung und Verifikation zielen darauf ab, die Qualität der
entwickelten Software sicherzustellen bzw. zu verbessern. Die Prüftechniken müssen da-
her auf Artefakten aus den verschiedenen Phasen des Software-Entwicklungsprozesses
arbeiten. Beispielhaft seien hier folgende Artefakte erwähnt: Spezifikationsdokumente,
Modelle und Quellcode. Jedes Artefakt wird auf unterschiedliche Weise und in unter-
schiedlicher Form erstellt. Entsprechend der Unterschiede können nur bestimmte Techni-
ken zur Qualitätssicherung angewendet werden. Aufgrund des Schwerpunktes der Arbeit
auf der Spezifikation von (Geschäfts-) Prozessmodellen soll auch die Klassifikation der
V&V-Verfahren dahingehend fokussiert werden.
[Lig09] unterteilt Prüftechniken in die zwei Kategorien statisch und dynamisch. Die
Verwendung dieser beiden Begriffe weicht allerdings gegenüber der Verwendung in Bezug
auf Diagrammarten (siehe Abschnitt 3.2.1) dahingehend ab, dass die Ausführbarkeit
der Software als Grundlage der Unterteilung dient. Dynamische Prüftechniken basieren
auf konkreten Eingabewerten an die „übersetzte, ausführbare Software“. Diese können
daher im Rahmen der Betrachtung vernachlässigt werden. Für statische Prüftechniken
ist hingegen keine ausführbare Software erforderlich. Sie werden in analysierend und
verifizierend unterteilt, wie Abbildung 4.2 zeigt. Dabei sind verifizierende Verfahren
entsprechend ihrem Namen grundsätzlich der Verifikation zuzuordnen und analysierende
Verfahren eher der Validierung.
Analysierende Techniken lassen sich in manuelle Inspektions- und Reviewtechniken
(kurz IRT) sowie die automatisierte (werkzeuggestützte) Codeanalyse (Abbildung 4.2
rechts) unterteilen. Die IRT können prinzipiell auf sämtliche im Rahmen der Software-
entwicklung entstehende Artefakte angewendet werden, sind aber besonders für Artefak-
te der frühen Phasen der Softwareentwicklung geeignet. Die Codeanalyse wird primär
zur Überprüfung bestimmter Richtlinien im Quellcode eingesetzt und wird daher nicht
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Abbildung 4.2: Klassifiktation von statischen Validierungs- und Verifikationsverfahren
nach [Lig09] bzw. [Ehr02].
näher betrachtet. Das Resultat der analysierenden Techniken sind bestimmte Aussagen
über die betrachteten Artefakte und vermitteln somit nur ein (zumeist subjektives) Ge-
fühl über die Korrektheit der Software. Korrektheitsaussagen sind mit analysierenden
Techniken nicht möglich.
Verifizierende Techniken hingegen können einen Korrektheitsbeweis der Realisierung
gegenüber der Spezifikation liefern. Symbolische Techniken basieren auf der Ausführung
des Quellcodes mit symbolischen Eingabewerten durch einen Interpreter und können
so für bestimmte Anwendungsfälle Korrektheitsaussagen machen. Die formalen Zusiche-
rungsverfahren, wie das Floyd’sche Verifikationsverfahren [Flo67], liefern einen partiellen
Korrektheitsbeweis, indem Eingangs- und Ausgangszusicherungen (die Spezifikation) mit
dem Quellcode (die Realisierung) „verglichen“ werden [Lig09]. Mit den ebenfalls formalen
algebraischen und automatenbasierten Techniken können hingegen prinzipiell vollstän-
dige Aussagen über die Korrektheit durch ein formales Beweisverfahren erzeugt werden.
Algebraische Techniken basieren dabei, entsprechend ihres Namens, auf einer algebrai-
schen Spezifikation. Automatenbasierte Techniken verwenden Zustandsautomaten und
logische Aussagen (wie temporale Logiken) für das Beweisverfahren.
Ein grundsätzlicher Unterschied der Prüftechniken lässt sich am Formalisierungsgrad
der Verfahren bzw. Artefakte erkennen. Es gibt informale bzw. formale Verfahren für
informale bzw. formale Artefakte. Wie Abbildung 4.2 zeigt, sind informelle Verfahren
im Klassifikationsschema von [Ehr02] einer eigenen Klasse zugeordnet. [Lig09] ordnet sie
den statischen Verfahren zu und bezeichnet sie als „manuelle Prüfungen von Dokumenten
und Code“, da die enthaltene Semantik nicht maschinenlesbar bzw. maschineninterpre-
tierbar ist. Informelle Verfahren arbeiten demnach auf informalen bzw. möglicherweise
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semiformalen Artefakten. Als Beispiele für informelle Verfahren sind Inspektions- und
Reviewtechniken wie Software Inspection [Fag76, GG94] oder Structured Walkthrough
[You89] zu nennen. Formale Verfahren sind im Gegensatz zu informalen aufgrund der
ihnen zugrundeliegenden formalen Artefakte häufig automatisierbar. Eine Einteilung for-
maler Verfahren findet sich in [Vaa06]. Danach werden formale Methoden in unsichtbare
formale Methoden, Model Checking, automatische Abstrahierung und Theorem Beweisen
unterteilt. Unsichtbare Methoden sind entsprechend ihres Namens für den Benutzer un-
sichtbare, im Hintergrund arbeitende Algorithmen, die Aussagen über eine bestimmte
(wenn auch nicht vollständige) funktionale Korrektheit liefern. Model Checking bedarf
im Gegensatz dazu die Erstellung eines spezifischen Modells und die Formulierung der
Eigenschaften in einer Spezifikationssprache. Auf dieser Grundlage kann automatisch
eine vollständige Aussage über die spezifizierten Eigenschaften bezüglich des Modells
geliefert werden. Um die Größe des Modells für das Model Checking weiter zu reduzie-
ren, können bzw. müssen Techniken zur automatischen Abstraktion eingesetzt werden.
Das Ziel ist dabei, das Modell auf die notwendigen Aussagen zur Prüfung der gestell-
ten Eigenschaften zu reduzieren. Theorem Beweiser (engl. theorem prover) benötigen
als Basis das System und die Spezifikation als mathematische Beschreibung, um damit
einen mathematischen Beweis führen zu können. Der Beweis kann gegebenenfalls durch
ein Software Werkzeug übernommen werden.
4.2.2 Einsatz von Validierungs- und Verifikationsverfahren im
Softwareentwicklungsprozess
Neben der Kenntnis, welche Verfahren zur Validierung und Verifikation der verschie-
denen Artefakte der Softwareentwicklung überhaupt existieren, ist deren Einsatz im
Rahmen der einzelnen Prozessphasen von entscheidender Bedeutung. Obwohl [Ehr02]
und [Lig09] dies in ihren Ausführungen zwar erwähnen, wird dennoch kein konkretes
Vorgehensmodell geliefert, in welches die verschiedenen Verfahren eingeordnet werden.
Abbildung 4.3 zeigt das in [Fis07] vorgestellte Vorgehensmodell zur Einbindung von
Validierung und Verifikation in den Lebenszyklus des Softwareentwicklungsprozesses.
Der Lebenszyklus der Validierung und Verifikation ist an den „traditionellen Software-
Engineering-Lebenszyklus“ angelehnt. Dabei fokussiert die Abbildung laut [Fis07] auf
die wesentlichen Phasen sowohl des SE- als auch den V&V-Lebenszyklus. Prinzipiell
werden die notwendigen Aufgaben einer Phase des V&V-Lebenszyklus definiert. Diese
umfassen in jeder Phase die Traceability sowie Schnittstellenanalyse. Außerdem kommt
pro Phase ein spezieller Aufgabentyp hinzu, der mit der aktuellen Phase (siehe Anhang
A) korrespondiert. So wird beispielsweise in der Entwurfsphase von [Fis07] die Ent-
wurfsanalyse gefordert. Im Folgenden werden kurz die zentralen Aufgaben der einzelnen
Phasen aufgezeigt.
Traceability-Analyse umfasst die Aufnahme bzw. Prüfung der Zusammenhänge der ur-
sprünglichen Anforderungen und den im System umgesetzten Features in der je-
weiligen Phase.
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Software-Engineering-Lebenszyklus 
Validierungs- und Verikations-Lebenszyklus
Anforderungsanalyse Entwurfsphase Implementierung Test
Anforderungsanalyse Entwurfsphase Implementierung Test
Traceability-Analyse
Schnittstellen-Analyse
Anforderungsanalyse Entwurfsanalyse Codeanalyse Testanalyse
Abbildung 4.3: Validierungs- und Verifikations-Lebenszyklus nach [Fis07].
Schnittstellenanalyse (engl. interface analysis) hat zur Aufgabe die korrekte, vollstän-
dige und konsistente Definition bzw. Nutzung der Schnittstellenelemente (Da-
ten bzw. Informationen) zwischen verschiedenen Einheiten (Modul, Komponenten
usw.) in der Software in der jeweiligen Phase.
Anforderungsanalyse (engl. requirements analysis) ist die Prüfung der Anforderungen
auf deren Vollständigkeit, Konsistenz, Korrektheit und Nutzbarkeit für die Über-
prüfung.
Entwurfsanalyse (engl. design analysis) wird zur Prüfung der korrekten, vollständigen
und konsistenten Umsetzung der Anforderungen im Entwurf eingesetzt.
Codeanalyse prüft, ob die im Entwurf festgelegten Anforderungen und Entscheidun-
gen umgesetzt wurden und muss beispielsweise auch den korrekten Einsatz von
Programmierrichtlinien bzw. deren Überprüfbarkeit sicherstellen.
Testanalyse dient der Sicherstellung des adäquaten Einsatzes von Testtechniken für die
entsprechenden Bereiche des Systems.
Anhand der Aufgabenbeschreibung der Phasen lassen sich einzelne Validierungs- und
Verifikationsverfahren der in Abschnitt 4.2.1 vorgestellten Klassifikation zuordnen. An
dieser Stelle stehen aber primär Validierungs- und Verifikationsverfahren der Anforde-
rungsanalyse und der Entwurfsanalyse im Mittelpunkt.
Grundsätzlich werden in den jeweiligen Phasen Validierungs- und Verifikationsverfah-
ren benötigt, die die Artefakte der entsprechenden Phase überprüfen bzw. deren Qualität
sicherstellen können. Die manuellen IRT sind dabei für alle Artefakte der Anforderungs-
analyse und Entwurfsanalyse einsetzbar. Im Rahmen derAnforderungsanalyse können
sie beispielsweise zur Prüfung der Einhaltung von Qualitätskriterien der Anforderun-
gen (siehe Abschnitt 2.1.5.1) eingesetzt werden. In der Entwurfsanalyse können sie zur
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Überprüfung der korrekten Umsetzung von Anforderungen in Geschäftsprozessmodel-
len genutzt werden. Verifizierende Techniken können hingegen nur auf semiformale bzw.
formale Artefakte angewandt werden. In Bezug auf (Geschäfts-) Prozessmodelle ist die
Unterscheidung zwischen statischen und dynamischen Modellen bei der Auswahl des
Verfahrens zu berücksichtigen. Anforderungen für statische Diagrammarten bzw. Mo-
delle (z. B. UML-Klassendiagramme oder Organigramme im Rahmen von ARIS) sind
meist statische Abhängigkeiten zwischen den Modellelementen. Zum Beispiel erfordert
die Korrektheit einer Komponente bzw. eines Subsystems s die Funktionen f1 und f2,
während eine andere Funktion f3 ausgeschlossen wird. Diese Anforderung bzw. die Spe-
zifikation kann in Boolescher Logik ausgedrückt werden:
s = f1 ∧ f2 ∧ ¬f3
Für das Lösen solcher Booleschen Ausdrücke existieren viele Ansätze. Ein Beispiel
ist [SP01]. In diesem Konzept repräsentieren Versionen verschiedene Hierarchiestufen
einer Funktion. Wobei eine Version einer Funktion aus weiteren hierarchisch darunter
liegenden Funktionen besteht. In der resultierenden Baumstruktur der Versionen lassen
sich automatisiert statische Abhängigkeiten der aufgezeigten Form überprüfen.
Das Lösen von Gleichungen in Boolescher Logik ist allerdings nicht ausreichend, um
zeitliche Abläufe in dynamischen Diagrammarten (bzw. Modellen) wie z. B. Zustandsdia-
grammen, Sequenzdiagrammen, UML-Aktivität oder ereignisgesteuerten Prozessketten
spezifizieren und überprüfen zu können. Es ist aber festzustellen, dass es in jeder Ka-
tegorie der statisch, verifizierenden Prüftechniken Verfahren für die Überprüfung von
sowohl statischen als auch dynamischen Diagrammarten gibt.
4.3 Ausgewählte Validierungs- und
Verifikationsverfahren
In diesem Abschnitt werden die Techniken Model Checking, Sofware Inspection, Theorem
Beweisen und Walkthrough näher vorgestellt. Die Auswahl erfolgt aufgrund der in dieser
Arbeit behandelten Thematik und aufgrund der Einordnung der Techniken in charak-
teristische Klassen aus Abschnitt 4.2.1. Daher werden formale, verifizierende Techniken
vorgestellt, zu denen das Model Checking und das Theorem Beweisen gehören. Zudem
werden formale Interview und Review Techniken (kurz IRT) wie die Software Inspecti-
on und auch informale IRT wie das Walkthrough beschrieben. Tabelle 4.2 liefert einen
Überblick über den Formalisierungsgrad und die Automatisierbarkeit der ausgewählten
Techniken.
4.3.1 Model Checking
Model Checking ist nach [Lig09] den als statisch, verifizierend und formal charakte-
risierten automatenbasierten Techniken zugeordnet. Wie in Abschnitt 4.2.1 erwähnt,
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Formalisierungsgrad automatisierbar
Model Checking informal semiformal formal nein teilweise ja
Software Inspection informal semiformal formal nein teilweise ja
Theorem Beweisen informal semiformal formal nein teilweise ja
Walkthrough informal semiformal formal nein teilweise ja
Tabelle 4.2: Eigenschaften der ausgewählten Techniken.
erlaubt Model Checking die automatisierte Validierung bzw. Verifikation von formalen
Artefakten. Model Checking basiert dabei auf einem formalen Modell – dem Zustands-
automaten – des zu überprüfenden Sachverhalts. Die Anforderungen an den Zustands-
automaten können beispielsweise mit den in Abschnitt 2.2.2.2 vorgestellten temporalen
Logiken (CTL oder LTL) spezifiziert werden. Dieser Zustandsautomat wird als Kripke-
Struktur bezeichnet [CGP01]. Darin werden die Eigenschaften des betrachteten Systems
in Zustände überführt. An diesem Modell können anschließend automatisch die ausge-
wählten temporalen Anforderungen, formuliert als temporale Formeln, überprüft wer-
den. Basierend auf Graph-Algorithmen wie den Erreichbarkeitsalgorithmen ermittelt der
Model-Checking-Algorithmus, ob eine gegebene temporale Anforderung von einem Sys-
tem erfüllt wird. Wird ein Fehler entdeckt, liefert der Model Checker ein Gegenbeispiel.
Dieses stellt ein Szenario dar, in welchem sich das Modell auf unerwünschte Art verhält.
Abbildung 4.4 veranschaulicht das Grundprinzip des Model Checking.
Abbildung 4.4: Grundprinzip des Model Checking.
Sobald das formale Modell und die temporalen Anforderungen erstellt wurden, läuft
das Model Checking vollständig automatisch. Das im Fehlerfall gelieferte Gegenbeispiel
kann für die Überarbeitung des Modells genutzt werden. Damit kann die Anwendung
dieser Technik ab diesem Punkt als „recht einfach“ betrachtet werden [Vaa06]. Dennoch
werden die Einsatzmöglichkeiten des Model Checkings in anderer Hinsicht auch einge-
schränkt. So führt beispielsweise das Model Checking von Modellen, die als Basis für
die Quellcode-Erzeugung dienen, zum Zustandsexplosionsproblem [BCM+92]. Die Ex-
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plosion der Zustände entsteht, weil sämtliche auftretende Zustände der Software in die
Überprüfung einbezogen werden müssen. Zur Reduktion von Zuständen wurden Ver-
fahren wie Compositional Reasoning, Abstraction, Symmetry Reduction oder Inducti-
on and Parameterized Verification entwickelt. Einen Überblick zu den Verfahren geben
[BG00, CGP01, CCO+04, Cla08]. Aber auch die Model Checking Algorithmen wur-
den weiterentwickelt. Aufbauend auf dem Model Checking wurde das Symbolic Model
Checking entwickelt. Dieses basiert auf Ordered Binary Decision Diagrams (kurz OBDD)
[BCM+92, McM93] zur symbolischen Repräsentation der Zustandsübergangsgraphen,
welche eine Zustandsreduktion durch Erkennung von bestimmten Regelmäßigkeiten er-
laubt [Cla08]. Eine Umsetzung des Symbolic Model Checking ist der Symbolic Model
Verifier (kurz SMV) [McM93].
4.3.2 Software Inspection
Die Software Inspection (auch Fagan Inspection) [Fag76, GG94] ist nach [Lig09] eine sta-
tische, analysierende und formale Sitzungstechnik. Inspektionen können für die manuelle
Überprüfung (gegebenenfalls mit Werkzeugunterstützung) von Spezifikationsdokumen-
ten, Entwürfen, Quelltexten und Testfällen eingesetzt werden. Das Ziel dabei ist zum
einen die Qualtitätssteigerung bei der Erstellung und Überprüfung der Artefakte, zum
anderen aber auch Verbesserungen bei der Umsetzung der Inspektion selbst. Dies findet
sich auch in Definition 4.3.1 wieder.
Definition 4.3.1 ([GG94]) Inspection
A quality improvment process for written material. It consists of two dominant com-
ponents; product (document itself) improvment and process improvment (of both docu-
ment production and inspection).
Der formale Charakter der Software Inspection wird durch die Definition von formalen
Kriterien erreicht. Dies sind genau definierte Phasen, „mit definierten Eingangs- und
Ausgangskriterien, Soll-Vorgaben für die Geschwindigkeiten und zu erreichende Ziele“
[Lig09]. Zudem sind Inspektionen durch eine klare Rollenverteilung gekennzeichnet.
Die Vorteile der Software Inspection beruhen auf dem formal definierten Ablauf, der
eine detaillierte und koordinierte Überprüfung durch mehrere Personen ermöglicht. Die
Überprüfung ist dabei unabhängig vom Formalisierungsgrad der Artefakte. Nachteil der
Software Inspection hingegen ist der nach [Lig09] mittlere bis hohe Aufwand. Es ist daher
entscheidend, die Inspektion sowohl zeitlich als auch personell (z. B. größere Anzahl an
geschulte Inspektoren) entsprechend im Projektverlauf einzuplanen.
4.3.3 Theorem Beweisen
In der Klassifikation von [Lig09] wird das Theorem Beweisen nicht aufgeführt. Es kann
aber den statischen, verifizierenden und formalen Prüftechniken zugeordnet werden.
75
4.3 Ausgewählte Validierungs- und Verifikationsverfahren
Theorem Beweiser versuchen einen Beweis für die Gültigkeit einer Eigenschaft bzw.
Zusicherung (engl. assertion) zu konstruieren [Jac06]. Der Beweis basiert auf einem in
einer Logik beschriebenen System bzw. Modell sowie den ebenfalls in einer Logik be-
schriebenen Eigenschaften. Im Erfolgsfall liefert der Theorem Beweiser einen Beweis,
andernfalls muss der Benutzer den Beweisvorgang interaktiv beeinflussen. Ein Fehler
kann allerdings auch in einer ungültigen Eigenschaft bzw. Zusicherung liegen, wobei es
aber schwierig ist, dies nachzuweisen. Gründe dafür sind Einschränkungen der Möglich-
keiten des Theorem Beweisers sowie dessen mangelnde Unterstützungsleistungen für den
Benutzer [Jac06].
Es handelt sich beim Theorem Beweisen um ein sehr mächtiges aber auch aufwen-
diges Verfahren, bei dem im Prinzip das Beweisen von hunderten von Lemmas nötig
sein kann [Jac06]. Gegenüber dem Model Checking, welches auf temporalen Logiken ba-
siert, können beim Theorem Beweisen grundsätzlich alle Logiken eingesetzt werden, was
wiederum die Mächtigkeit des Verfahrens bekräftigt.
4.3.4 Walkthrough
Walkthrough (auch Structured Walkthrough oder konventionelles Review in Sitzungs-
technik) [You89] wird nach [Lig09] den statischen, analysierenden und informalen Sit-
zungstechniken zugeordnet. Im Gegensatz zur Software Inspection existiert kein formal
definierter Prozess und damit keine formalen Kriterien oder Rollenverteilungen. Kon-
ventionelle Reviews (wie das Walkthrough) sind aber nicht nur auf das Auffinden von
Fehlern ausgerichtet, sondern werden „auch als Mittel für Entscheidungsfindungen, für
das Auflösen von Konflikten, für den Austausch von Informationen oder für das Brain-
storming in Zusammenhang mit der Lösung von Problemen“ [Lig09] eingesetzt.
Es handelt sich bei einem Walkthrough eher weniger um die detaillierte Überprü-
fung aller Artefakte, sondern um eine (meist oberflächliche) Prüfung eines bestimmten,
durch den Autor selbst gewählten, Artefakts. Gegenüber der formalen Software Inspec-
tion ist der Aufwand für ein Walkthrough deutlich geringer. Aufgrund des fehlenden
systematischen Vorgehens ist aber beispielsweise das Finden von Fehlern deutlich un-
wahrscheinlicher. Ein Walkthrough ist daher besonders für (informale) Artefakte der
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In den Kapiteln 2, 3 und 4 wurden die Grundlagen für die Entwicklung eines Lösungsan-
satzes für die in Abschnitt 1.1 aufgeworfene Problemstellung eingeführt. Eine Hauptfor-
derung ist danach die Sicherstellung der inhaltlichen Korrektheit (siehe Abschnitt 3.1.1)
von Prozessmodellen im Allgemeinen bzw. von Geschäftsprozessmodellen im Speziellen.
Dabei müssen die Anforderungen aus dem Umfeld bzw. dem Kontext der (Geschäfts-)
Prozessmodellierung berücksichtigt werden. Es bedarf daher der Auswahl bzw. Entwick-
lung eines geeigneten Validierungs- bzw. Verifikationsverfahrens und einer entsprechen-
den Spezifikationssprache, die den Anforderungen der (Geschäfts-) Prozessmodellierung
genügt (siehe Kapitel 3) bzw. von den beteiligten Personengruppen akzeptiert wird (siehe
Abschnitt 2.1.5.2).
Die in Abschnitt 4.3 vorgestellten Validierungs- und Verifikationsverfahren sind prin-
zipiell geeignet, um (Geschäfts-) Prozessmodelle auf deren inhaltliche Korrektheit zu
überprüfen. Aussagen über die Korrektheit der Prozessmodelle (bzw. Software) sind da-
bei grundsätzlich relativ, da sie immer in Bezug auf die Spezifikation erfolgen [LS09]. Die
Prüfung der inhaltlichen Korrektheit der Prozessmodelle muss demnach anhand der im
Rahmen des Softwareentwicklungsprozesses erhobenen und spezifizierten Anforderungen
erfolgen. Nach [RR06] besteht darüber hinaus aber die Möglichkeit, bereits spezifizierte
Anforderungen wiederzuverwenden. Dies führt zu einem breiten Spektrum von Anforde-
rungen beispielsweise domänenspezifischer Natur, die zur Überprüfung der inhaltlichen
Korrektheit der Prozessmodelle herangezogen werden können.
Die Wahl der zur Überprüfung eingesetzten Validierungs- bzw. Verifikationsverfahren
wird in gewissem Maße durch die Wahl der Spezifikationstechnik bzw. -sprache der An-
forderungen eingeschränkt. So lassen sich natürlichsprachliche Anforderungen, wie sie
häufig in aktuellen Softwareentwicklungsprozessen eingesetzt werden (siehe dazu [RD09]
oder [Poh10]), nicht ohne weitere Transformationsschritte für formale Validierungs- und
Verifikationsverfahren nutzen. Aber besonders die Automatisierbarkeit von formalen Va-
lidierungs- und Verifikationsverfahren bietet große Potentiale zur Steigerung von Wirt-
schaftlichkeit und Effizienz der Qualitätssicherungsmechanismen. Denn das manuelle
Prüfen bzw. Beweisen der Korrektheit von Geschäftsprozessen ist sehr „zeitintensiv,
fehleranfällig und häufig wirtschaftlich nicht sinnvoll anwendbar“ [WHJW00]. Dies ist
vor allem in der hohen Komplexität der Geschäftsprozessmodelle begründet, sowohl in
Bezug auf die modellierten Inhalte, als auch in Bezug auf den Umfang bzw. Größe. Zur
Qualitätssteigerung von beispielsweise Geschäftsprozessen ist demnach der Einsatz von
automatisierbaren Verfahren von besonderer Bedeutung.
Der Einsatz von automatisierbaren und damit den formalen Validierungs- und Veri-
fikationsverfahren im Rahmen der Geschäftsprozessmodellierung ist allerdings zumeist
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nicht ohne Weiteres möglich. Als ein Hauptgrund dafür wird in [O’R06] der „kulturelle
Schock“ beim Einsatz von mathematisch anmutenden Techniken genannt. Dieser betrifft
laut [O’R06] grundsätzlich einen Großteil der beteiligten Personengruppen. Neben dieser
„Ablehnungshaltung“ spielt auch die textuelle Repräsentation von formalen Spezifika-
tionssprachen eine entscheidende Rolle. Werden beispielsweise grafische Prozessmodelle
eingesetzt, entsteht ein Methodenbruch zwischen der grafischen Modellierungsmethode
der Prozessmodelle und den formal, textuell formulierten Anforderungen. Konkret äußert
sich der Methodenbruch damit in der Verwendung unterschiedlicher Repräsentationen
(grafisch und textuell) der Anforderungen. Um diesen Methodenbruch zu vermeiden, soll
die Spezifikationstechnik bzw. -sprache eine grafische Formulierung bzw. Modellierung
ermöglichen.
Entsprechend diesen Forderungen wird im Folgenden ein Konzept zur Überprüfung
der inhaltlichen Korrektheit von (Geschäfts-) Prozessmodellen entwickelt, dass:
• auf grafischen, formalen Anforderungen basiert und
• zudem automatisierbar ist.
Im folgenden Abschnitt 5.1 werden zunächst die begriﬄichen Grundlagen zur Visua-
lisierung von Anforderungen festgelegt. Darauf aufbauend findet in Abschnitt 5.2 die
Auswahl einer geeigneten formalen Prüftechnik statt. Im anschließenden Abschnitt 5.3
werden die bei der Anwendung der gewählten formalen Prüftechniken für Prozessmodel-
le zu berücksichtigende Faktoren erarbeitet. Daraus resultierend wird in Abschnitt 5.4
das Temporal Logics Visualization Framework (kurz TLVF) vorgestellt. Abschließend
wird in Abschnitt 5.5 eine auf Wiederverwendbarkeit ausgerichtete Verallgemeinerung
der Formulierung von grafischen Anforderungen präsentiert.
5.1 Grafische Anforderungen: Definition
Im Rahmen der Softwareentwicklung ist eine der wichtigsten Qualitätsanforderungen
bzw. -ziele die Sicherstellung der Korrektheit jeglicher Artefakte. Dies gilt entsprechend
für Prozessmodelle in Bezug auf deren korrekte Syntax und Semantik (siehe Abschnitt
3.1.1) sowie bezüglich deren inhaltlichen Richtigkeit (gemäß der GoM) bzw. der Auf-
deckung von inhaltlichen Fehlern (siehe Tabelle 4.1). Dabei wird versucht, entstandene
Fehler möglichst in frühen Entwicklungsphasen zu entdecken und zu beheben, da z. B.
die Behebung eines Spezifikationsfehlers nach der Installation (Roll-out) 20mal mehr
Aufwand erfordert, als dessen Behebung während der Spezifikationsphase [MH03].
Natürlichsprachlich spezifizierte Anforderungen können, wie anhand des Beispieles der
semantischen Programmierkonventionen in Abschnitt 3.1.1 aufgezeigt, nur durch einen
Menschen geprüft werden [Lig09]. Semiformal oder formal spezifizierte Anforderungen
sind im Gegensatz dazu automatisiert verarbeitbar (siehe dazu [OR98]). Dabei ist anzu-
merken, dass die „Formalisierung nicht Folge, sondern Voraussetzung der Automatisie-
rung ist“ [Eis03]. Formale Anforderungen liefern über die automatisierbare Überprüfung
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der Prozessmodelle hinaus auch einen entscheidenden inhaltlichen Vorteil. Da Anfor-
derungen in Prozessmodellen wie Geschäftsprozessmodellen implizit modelliert werden
[End04], kann durch eine explizite, formale Repräsentation eine sichtbare Formulierung
von Anforderungen im Sinne der Typen von Anforderungen (siehe Abschnitt 2.1.5.3)
erreicht werden.
Zusätzlich zur Forderung nach der formalen Spezifikation von Anforderungen soll die
grafische Modellierung ermöglicht werden. Dies hat im Zusammenhang mit der Ge-
schäftsprozessmodellierung vor allem den Vorteil, dass gleiche Konstrukte – nämlich
Modellelemente – sowohl bei der Spezifikation der Prozessmodelle als auch der An-
forderungen verwendet werden können. Zudem erlaubt dies die Nutzung des gleichen
Modellierungswerkzeuges zur Spezifikation. Zunächst unabhängig vom Formalisierungs-
grad wird eine grafische Anforderung im Rahmen dieser Arbeit entsprechend Definition
5.1.1 festgelegt.
Definition 5.1.1 Grafische Anforderung
Eine grafische Anforderung stellt die grafische Repräsentation (im Sinne eines Tertiary
Modeling System) einer funktionalen oder nicht-funktionalen Anforderung dar.
Die Vorteile von grafischen Darstellungen wurden prinzipiell bereits in Abschnitt 3.1.3
aufgezeigt und gelten entsprechend auch für grafische Anforderungen. In Erweiterung zur
grafischen Anforderung wird der Begriff der grafischen Validierungsregel eingeführt, wie
in Definition 5.1.2 gezeigt.
Definition 5.1.2 Grafische Validierungsregel
Eine grafische Validierungsregel ist eine grafische Repräsentation einer formal spezifi-
zierten Anforderung (z. B. von einer temporalen Formel). Eine Validierungsregel bzw.
eine Menge von Validierungsregeln spezifizieren eine funktionale oder nicht-funktionale
Anforderung.
Bei grafischen Validierungsregeln handelt es sich nach Definition 5.1.2 prinzipiell um
grafische Anforderungen. Allerdings basieren grafische Vailidierungsregeln auf formal
spezifizierten Anforderungen. Der Begriff Validierung wird entsprechend der Definition
4.1.4 verwendet. Somit beinhaltet eine grafische Validierungsregel eine Aussage bzw. An-
forderung, die einen Nachweis der Eignung des betrachteten Produktes für einen speziell
beabsichtigten Gebrauch ermöglicht. Angewendet auf die Geschäftsprozessmodellierung
bedeutet dies, dass mit einer grafischen Validierungsregel bestimmte Eigenschaften bzw.
Anforderungen in (Geschäfts-) Prozessmodellen durch einen Nachweis überprüft werden
können. Im Ergebnis ist ein Prozessmodell dann in Bezug auf die aufgestellten An-
forderungen zur Wiedergabe des realen Sachverhalts geeignet oder nicht geeignet. Im
Unterschied zur Verifikation werden durch die Validierung nur die tatsächlich aufstell-
ten besonderen Aussagen bzw. Anforderungen überprüft, aber kein vollständiger Beweis
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über die Korrektheit des Geschäftsprozessmodells geliefert. Eine Validierung von Ge-
schäftsprozessmodellen entspricht zudem eher dem in den GoM beinhalteten Grundsatz
der Richtigkeit (siehe Abschnitt 3.2.2), der einen Richtigkeitsbeweis als nicht möglich
betrachtet. Hierbei ist aber anzumerken, dass zur Validierung auch verifizierende Ver-
fahren (z. B. Theorem Beweisen oder Model Checking) eingesetzt werden können. Damit
lassen in gewissem Rahmen (beispielsweise beim Vorliegen einer formalen Spezifikation)
zumindest die aufgestellten besonderen Anforderungen objektiv nachweisen bzw. bewei-
sen.
Die grafische Repräsentation der Validierungsregel liefert über die generellen Vorteile
von grafischen Darstellungen hinaus einen Beitrag zur Überwindung der Problematik des
kulturellen Schocks von textuellen und mathematisch anmutenden formalen Sprachen
bzw. Techniken. Denn die einschüchternde bzw. beängstigende Wirkung einer textuellen
Darstellung (beispielsweise einer mathematischen Notation) [Jac06] kann durch eine
grafische Darstellung häufig reduziert werden.
Sowohl die Definition der grafischen Anforderung (Definition 5.1.1) als auch die De-
finition der grafischen Validierungsregel (Definition 5.1.2) sind grundsätzlich allgemein
formuliert. Das heißt, die Definitionen nehmen keinen Bezug zu möglicherweise einge-
setzten Spezifikationstechniken oder Validierungs- und Verifikationsverfahren. Die einge-
setzte Spezifikationssprache ist daher entsprechend der speziellen Rahmenbedingungen
eines Entwicklungsprojektes frei wählbar.
5.2 Formale Prüftechniken
Die formale Spezifikation von grafischen Validierungsregeln stellt eine Grundlage für
den Einsatz von formalen Prüftechniken dar. Während aber mit formalen Verfahren wie
der Software Inspection (siehe Abschnitt 4.2 bzw. 4.3) sowohl formale als auch infor-
male Artefakte überprüft werden können, gilt dies nicht für automatisierbare formale
Prüftechniken wie dem Theorem Beweisen. Entsprechend der Forderung nach einer au-
tomatisierbaren Prüftechnik wird das Spektrum der möglichen Verfahren eingeschränkt.
Neben der zentralen Forderung nach einem automatisierbaren Verfahren steht die Art
der durch eine Prüftechnik prüfbaren Eigenschaften im Fokus. Dieser liegt entsprechend
der Erläuterungen des Abschnittes 3.2.2 auf der Prüfung der inhaltlichen Korrektheit von
(Geschäfts-) Prozessmodellen, wobei im Besonderen die Erkennung von inhaltlichen Feh-
lern in dynamischen Diagrammarten (wie der EPK oder der UML-Aktivität) ermöglicht
werden soll.
Die in Abschnitt 4.2 in Abbildung 4.2 benannten Verfahren sind dabei teilweise nur zur
Überprüfung der inhaltlichen Korrektheit von bestimmten Arten von Artefakten geeig-
net. Während mit informalen sowie manuellen formalen Verfahren prinzipiell alle Arten
von Artefakten überprüft werden können, sind formale Verfahren an die Ausdrucksmög-
lichkeiten der zugrundeliegenden Modelle bzw. Spezifikationssprachen gebunden. Der
Formalisierungsgrad schränkt die einsetzbaren Prüftechniken somit direkt ein. So ist ei-
ne Voraussetzung für den Einsatz von verifizierenden Verfahren das Vorliegen formaler
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oder zumindest semiformaler Artefakte. Mit analysierenden Verfahren wie Reviewtech-
niken können hingegen auch informale Artefakte geprüft werden. Abbildung 5.1 stellt















































Abbildung 5.1: Formalisierungsgrad der Artefakte von Qualitätssicherungsverfahren.
In Bezug auf Prozessmodelle bedeutet dies, dass sowohl eine formale Repräsentation
des Modells als auch der Anforderungen erforderlich ist. Während dies für grafische Vali-
dierungsregeln aufgrund der Definition grundsätzlich gegeben ist, liegen Prozessmodelle
häufig in semiformaler Form vor und müssen dementsprechend in eine geeignete formale
Form überführt werden.
Neben dem Formalisierungsgrad ist bei der Wahl des automatisierbaren formalen Ver-
fahren auch der Betrachtungsaspekt der Diagrammart (siehe Abschnitt 3.2.1 bzw. 4.2.2)
zu berücksichtigen, da manche Verfahren nur Aussagen über statische bzw. dynamische
Diagrammarten zulassen. Diese ist aber von den zugrundeliegenden Ausdrucksmöglich-
keiten der Modelle bzw. Spezifikationssprachen der Verfahren abhängig.
5.2.1 Vor- und Nachteile formaler Prüftechniken
Grafische Validierungsregeln können aufgrund ihrer formalen Grundlage im Rahmen von
formalen Prüftechniken eingesetzt werden. Damit bringen grafische Validierungsregeln
die Vor- und auch Nachteile formaler Prüftechniken mit sich. Es gibt in der Litera-
tur eine Vielzahl an Gegenüberstellungen von Vor- und Nachteilen formaler Methoden
bzw. Techniken (siehe [PH97], [Lam00], [MH03] oder [O’R06]). Die folgende Liste führt
beispielhaft einige Vorteile auf:
• korrekte und eindeutige Spezifikationen erstellen
• Test der Softwarelösung, ob sie der Spezifikation entspricht
• teils vollautomatische Verfahren
• teils Aufzeigen des Fehlers in der Spezifikation bzw. im Modell
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Der erste Punkt wird im Umkehrschluss auch als Nachteil betrachtet, da eine korrek-
te und eindeutig Spezifikation nur durch formale Spezifikationstechniken erreicht bzw.
geprüft werden kann. Denn wie bereits eingangs erwähnt, führt gerade der Einsatz von
formalen mathematischen Techniken bzw. Spezifikationen zu einem „kulturellen Schock“
[O’R06]. Ausgelöst wird dieser häufig durch die Angst, mathematische Techniken nicht
zu verstehen. Dabei sind grundlegende Konzepte zu Logiken und Mengenlehre, welche
von „High-School“-Schülern verstanden werden, ausreichend als „Arbeitswissen“ für for-
male Techniken [MH03, Vaa06]. Damit ist der Einsatz von formalen Techniken also
prinzipiell denkbar, es müssen allerdings bestimmte Rahmenbedingungen für deren Ak-
zeptanz geschaffen werden. Die geringe Akzeptanz in der Praxis resultiert laut [Lig09]
in vielen Fällen aus der unzureichenden Anwendbarkeit auf reale Software, mangelhaften
Rahmenbedingungen wie die Nichtverfügbarkeit einer formalen Spezifikation oder das
Fehlen eines geeigneten Werkzeuges. Nach [Ehr02] werden formale Verfahren überhaupt
erst eingesetzt, sobald eine Werkzeugunterstützung geliefert wird. Nicht zuletzt müs-
sen die besonderen Anforderungen der verschiedenen Personengruppen berücksichtigt
werden, die an der Geschäftsprozessmodellierung beteiligt sind.
Allerdings handelt es sich bei den formalen Prüftechniken (formale Verifikation) nicht
um „Allheilmittel“ [WHJW00]. Beispielhaft werden dazu in [WHJW00] folgende Pro-
blemfälle genannt:
• hohe Komplexität der Geschäftsprozesse/Software
• Erstellung eines formalen Modells vom Geschäftsprozess/der Software
• eingeschränkte Ausdrucksmöglichkeiten der formalen Sprache
• Komplexität und Kosten der aktuellen Verfahren
So stoßen formale Prüftechniken mit steigender Komplexität der Geschäftsprozess-
modelle teils sehr schnell an die Grenze ihrer sinnvollen Einsetzbarkeit. Auch besteht
die Gefahr, dass bei der Überführung eines Geschäftsprozesses in ein formales Modell
keine vollständige semantische Überführung möglich ist. Die häufig hohe Komplexität
der formalen Techniken und der damit verbundene hohe Aufwand beim Einsatz dieser
Verfahren wird zudem häufig als Unwirtschaftlichkeitsfaktor gesehen.
5.2.2 Automatisierbarkeit
Die Automatisierbarkeit wird von Autoren wie [Lig09] und [Ehr02] als Grundlage der
Entscheidung über deren wirtschaftliche Einsetzbarkeit genannt. Manuelle Verfahren
führen demnach meist zu erhöhtem Aufwand, sind aber bei bestimmten Überprüfun-
gen unumgänglich (z. B. die Prüfung von Qualitätsmerkmalen wie Verständlichkeit oder
Aussagefähigkeit von Bezeichnern) [Lig09]. Daher ist bei der Auswahl der Validierungs-
und Verifikationsverfahren zu beachten, dass die Prüftechniken unterschiedliche Leis-
tungsfähigkeiten besitzen und unterschiedliche Aufwände erzeugen [Lig09]. Für kritische
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Aufgaben muss dementsprechend ein bezüglich der Fehleraufdeckung leistungsfähigeres
Verfahren eingesetzt werden und der entsprechend höhere Aufwand in Kauf genommen
werden. Es existiert daher keine allgemeingültige Aussage, wie die Mischung der einge-
setzten Validierungs- und Verifikationsverfahren aussehen muss, sie hängt vielmehr von
den besonderen Anforderungen des jeweiligen Entwicklungsprojektes ab. Dennoch kann
festgestellt werden, dass der Einsatz von automatisierbaren Prüftechniken grundsätzlich
den Gesamtaufwand reduziert, für die Erreichung bestimmter Qualitätsanforderungen
aber durch manuelle Verfahren ergänzt werden muss.
5.2.3 Vollständigkeit der Aussagen
Validierungs- und Verifikationsverfahren unterscheiden sich auch in Bezug auf die Aus-
sagekraft der gelieferten Aussagen. Validierungsverfahren liefern dabei entsprechend den
Definitionen des Abschnittes 4.1 im Allgemeinen nur Ergebnisse zu vorher spezifizierten
Aussagen. Formale Verifikationsverfahren erlauben hingegen (teilweise) einen vollstän-
digen Beweis für den betrachteten Sachverhalt. Dennoch sollte berücksichtigt werden,
dass dieser gerade bei komplexen Anwendungsfällen nicht zu erwarten ist. [Boe81] weist
in diesem Zusammenhang darauf hin, dass „automatic bug detection“ den besseren Aus-
druck für „formal verification“ darstellt.
Für die in Abschnitt 4.2.1 vorgestellte Klassifikation von Validierungs- und Verifi-
kationsverfahren von [Vaa06] lässt sich die Abhängigkeit zwischen der Gewissheit des











Abbildung 5.2: Abhängigkeit von Aussagekraft und Aufwand formaler Methoden nach
[Vaa06].
Entsprechend Abbildung 5.2 wird ab einem gewissen Aufwand (monetär sowie zeitlich)
auch mit stark steigendem Aufwand nur noch ein geringer Zuwachs an Zusicherung der
Aussagekraft geliefert.
5.2.4 Zusammenfassung und Auswahl
Eine allgemeingültige Aussage für die Auswahl von Validierungs- und Verifikationsver-
fahren prinzipiell kann nicht gegeben werden. An dieser Stelle wird daher ein geeignetes
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Verfahren ausgewählt, das den eingangs aufgestellten Anforderungen entspricht. Es sei
jedoch erwähnt, dass sich die im Folgenden vorgestellten Konzepte auch auf andere for-
male Prüftechniken (gegebenenfalls mit Einschränkungen) übertragen lassen. Andere
Prüftechniken bzw. deren zugrundeliegenden Spezifikationssprachen bieten möglicher-
weise andere Modellierungs- bzw. Ausdrucksmöglichkeiten, allerdings sind viele davon
ebenfalls textuell und daher nicht direkt auf der Geschäftsprozess-Ebene mit grafischer
Darstellung einsetzbar (z. B. Alloy [Jac00, JSS01] für die Validierung von Geschäftspro-
zessen [Wal03]).
Von den in Abschnitt 4.3 vorgestellten Validierungs- und Verifikationsverfahren han-
delt es sich nur beim Theorem Beweisen und Model Checking um formale Prüftech-
niken, die für die Überprüfung von dynamischen Diagrammarten geeignet sind. Dabei
ist entsprechend Tabelle 4.2 aber nur Model Checking vollständig automatisierbar. Im
Zusammenhang mit der Automatisierbarkeit steht auch die Art der Rückmeldung im
Falle eines Fehlers. Theorem Beweiser liefern wenig Hilfe bei der Lokalisierung des Feh-
lers [WHJW00]. Sie benötigen daher für das tatsächliche Auffinden von Fehlern einen
nicht unerheblichen Aufwand und bedürfen häufig auch viel Erfahrung bzw. Gespür des
Benutzers [WHJW00]. Model Checker hingegen liefern ein Gegenbeispiel („It is impossi-
ble to overestimate the importance of the counterexample feature.“ [Cla08]) und können
auch zur Generierung von Testfällen eingesetzt werden ([WKL94] oder [BPG07]). Das
Ergebnis des Model Checking wird als textuelle Darstellung unter Bezugnahme auf den
Zustandsautomat (inklusive der entsprechend verwendeten Bezeichner) geliefert. Sowohl
das Theorem Beweisen als auch das Model Checking basiert auf textuellen Spezifikati-
onssprachen und werden der Anforderung der grafisch formulierbaren Spezifikation somit
nicht gerecht.
Zusammenfassend ist aber Model Checking als das geeignetste Verfahren zu betrach-
ten. Dies resultiert vor allem aus der vollständigen Automatisierbarkeit und der um-
fangreichen Unterstützung beim Auffinden von Fehlern gegenüber dem Theorem Be-
weisen. Informale und manuelle formale Verfahren werden mit Blick auf deren Nicht-
Automatisierbarkeit und den daraus resultierenden wirtschaftlichen Konsequenzen an
dieser Stelle vernachlässigt. Im Folgenden wird daher die Prüftechnik Model Checking
verwendet. Dazu wird im folgenden Abschnitt zunächst der Einsatz von Model Checking
im Bereich der (Geschäfts-) Prozessmodellierung genauer betrachtet und darauf aufbau-
end in Abschnitt 5.4 ein konzeptionelles Framework vorgestellt.
5.3 Model Checking für Prozessmodelle
Der Einsatz von Model Checking für (Geschäfts-) Prozessmodelle vor allem in Verbin-
dung mit der modellgetriebenen Softwareentwicklung ist nicht ohne Anpassung bzw.
Erweiterungen des prinzipiellen Vorgehens der Prüftechnik möglich. Es ergeben sie da-
bei hauptsächlich die drei Probleme, die in der folgenden Liste aufgeführt sind:
1. Model Checking ist nicht für die Validierung von allen Arten von Prozess- und
Softwaremodellen geeignet. Besonders im Bereich quellcodenaher Softwaremodelle
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läuft die Modellbildung, welche die Software in einem Zustandsübergangssystems
beschreibt, in das Zustandsexplosionsproblem [BG00]. Aufgrund dieses Problems
können häufig nur spezifische Validierungsaufgaben wie beispielsweise die Über-
prüfung von Prozessmodellen aus der Entwurfsphase gelöst werden [PRS04].
2. Zur Nutzung des Model Checking muss das zu validierende Prozessmodell in ein
formales Modell überführt werden. Dieses Modellkonstruktionsproblem ist im Be-
reich der Softwareentwicklung aber komplexer als für Hardwaresysteme [CDH+00].
3. Model Checking ist im Bereich der Geschäftsprozessmodellierung erst möglich,
wenn die logischen Aussagen für den Modellierer von Geschäftsprozessen sinnvoll
forumulier- und anwendbar sind. Momentan müssen diese Aussagen textuell auf
der Ebene des vom Model Checker benötigten formalen Modells spezifiziert werden
(Regelspezifikationsproblem).
Die Lösung des Zustandsexplosionsproblems (siehe Abschnitt 4.3.1) ist dabei das
am vielfältigsten betrachtete Forschungsgebiet. Beim Einsatz der genannten Techniken
in Bezug Geschäftsprozessmodelle lassen sich ähnliche Ergebnisse wie in anderen Anwen-
dungsfeldern erreichen. Wobei anzumerken ist, dass Geschäftsprozessmodelle der frühen
Projektphasen aufgrund der geringeren Komplexität gegenüber Modellen der späten Pro-
jektphasen weniger anfällig für das Zustandsexplosionsproblem sind.
Das Modellkonstruktionsproblem, dessen Ziel eine möglichst korrekte und voll-
ständige Abbildung des (Geschäfts-) Prozessmodells in ein formales für den Model Che-
cker lesbares Modell ist, steht unter Umständen im Zusammenhang mit dem Zustands-
explosionsproblem. Denn mit steigender Komplexität der Semantik des ursprünglichen
Modells steigt meist auch die Komplexität des formalen Modells an. Dies wiederum
führt gegebenenfalls zu einer weiteren Steigerung der Anzahl der Zustände und damit
dem Zustandsexplosionsproblem. Es wurden daher zur Lösung des Modellkonstrukti-
onsproblems verschiedene Verfahren entwickelt, die unterschiedliche Annahmen bei der
Überführung zugrunde legen. Dabei liefern [vDK02], [Kin06] und [Men08] eine Semantik
für die Transformation von EPKs in Petri Netze und [CH00] eine Transformation von
Statecharts in eine vom Model Checker SMV lesbare Repräsentation.
Das zentrale Thema dieser Arbeit ist aber das Regelspezifikationsproblem, wel-
ches bereits im Abschnitt 5.1 betrachtet wurde. Die Art der Regelspezifikation kann als
Darstellungsform von Anforderungen entsprechend den Erläuterungen des Abschnittes
2.2.1.2 betrachtet werden. Das Ziel ist die Abbildung in einem Tertiary Modeling Sys-
tem. Der Einsatz eines reinen Primary Modeling System, wie die in [LK10] vorgestellte
grafische Oberfläche zur direkten Benutzung von textuellen Logiken, oder einem Secon-
dary Modeling System wäre im Bereich der Softwareentwicklung durch möglicherweise
mit Logiken vertrauten Personal denk- und machbar. Aber besonders im Bereich des
Requirements Engineering, an dem auch die Kunden beteiligt sind, ist der Einsatz von
textuellen Logiken als Spezifikationssprache nur in Ausnahmefällen vorstellbar. Um also
der Angst vorzubeugen, den Kunden durch den Einsatz von textuellen Logiken außen
vor zu lassen [Par98] bzw. der Gefahr, dass der Kunde der Spezifikation zustimmt ohne
diese verstanden zu haben [RD09], bedarf es der Visualisierung der textuellen Aussagen
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und damit der Nutzung der dadurch entstehenden Vorteile grafischer Darstellungen bzw.
Modelle (siehe Abschnitt 2.2.1.2 und 3.1.3).
Sollen grafische Validierungsregeln im Rahmen des Model Checking von Geschäftspro-
zessmodellen eingesetzt werden, müssen grafische Validierungsregeln die drei folgenden
Schlüsselkriterien erfüllen:
• Die temporalen Regeln müssen grafisch auf der Abstraktionsebene des Geschäfts-
prozessmodells spezifizierbar sein.
• Die Elemente der verschiedenen Geschäftsprozessnotationen müssen mit den Ele-
menten der grafischen Validierungsregeln logisch verkettbar sein.
• Sowohl das Prozessmodell als auch die grafischen Validierungsregeln müssen in
das vom Model Checker benötigte Eingabeformat transformiert werden können.
Die Rücktransformation des Ergebnisses ist zwar optional, sollte dennoch aber
berücksichtigt werden.
Entsprechend diesen Forderungen wird aufbauend auf dem in Abbildung 4.4 darge-
stellten Grundprinzip des Model Checking die Abstraktionsebene der grafischen Pro-
zessmodelle und Validierungsregeln eingeführt. Dies kann im Grundprinzip des Model
Checking als Einführung einer weiteren Schicht – dem Prozessmodell und den grafischen
Validierungsregeln – betrachtet werden. Wie Abbildung 5.3 veranschaulicht, ordnet diese
Schicht dem (Model Checker) Model das Prozessmodell, sowie den temporalen Anforde-
rungen (bzw. temporalen Aussagen) die grafischen Validierungsregeln zu. Dabei ist diese







Abbildung 5.3: Erweiterung des Model Checking.
Ein besonders hervorzuhebender Aspekt ist die Verschiebung der Kante zwischen Mo-
dell und temporaler Anforderung (siehe Abbildung 4.4) zu Prozessmodell und grafischen
Validierungsregeln. So wie sich die Bezeichner der temporalen Anforderungen auf das
(Model Checker) Modell beziehen, muss diese Beziehung auch auf der neu eingeführten
Schicht gelten. Die detaillierte Ausgestaltung der in Abbildung 5.3 vorgestellten Erwei-
terung des Grundprinzips des Model Checking wird im folgenden Abschnitt erläutert.
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Wie bereits im Rahmen der Grundlagen dieser Arbeit (Kapitel 2, 3 und 4) aufge-
zeigt, ist die vollständige Integration der eingesetzten Entwicklungsmethoden (wie Pro-
zessmodelle, formale Prüftechniken usw.) entscheidend für die Realisierung der Vorteile
der entsprechenden Methode. Gleiches gilt dementsprechend für die Prüftechnik Mo-
del Checking. Laut [WHJW00] wird dadurch sogar das Aufdecken und Korrigieren von
subtilen oder möglicherweise kritischen Fehler ermöglicht.
5.4 Temporal Logics Visualization Framework – TLVF
Das Temporal Logics Visualization Framework (kurz TLVF), bereits veröffentlicht in
[FF08], gibt den konzeptionellen Rahmen (beispielsweise zur Werkzeugentwicklung) für
die Modellierung und Anwendung von grafischen Validierungsregeln zur Überprüfung
der inhaltlichen Korrektheit von Geschäftsprozessmodellen vor. Die Überprüfung wird
dabei unter Einsatz von formalen Prüftechniken ausgeführt. Wie bereits im Namen des
TLVF ersichtlich, werden als Spezifikationssprache temporale Logiken verwendet. Diese
sind prinzipiell für verschiedene formale Prüftechniken nutzbar, werden im Rahmen der
Arbeit aber exemplarisch in Verbindung mit der Prüftechnik Model Checking genutzt.
Zudem wird im Folgenden beispielhaft die temporale Logik CTL sowie als Geschäftspro-
zessmodellierungssprache die EPK verwendet.
5.4.1 TLVF – Aufbau
Das TLVF besteht grundsätzlich aus drei Schichten, wie Abbildung 5.4 darstellt. Die
Basisschicht des TLVF – der Temporal Logics Layer– ist als Sammlung von existierenden,
und damit den im Rahmen des Framework einsetzbaren, temporalen Logiken (wie CTL


















































Abbildung 5.4: Das Temporal Logics Visualization Framework (kurz TLVF).
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Ein auf Basis des TLVF entwickeltes Werkzeug bietet somit die Modellierung von
grafischen Validierungsregeln auf Basis der im Temporal Logics Layer beinhalteten tem-
poralen Logiken. Die Art der Visualisierung der temporalen Logiken bzw. deren Operato-
ren wird in dem hierarchisch darüber liegenden Operator Symbols Layer festgelegt. Die
Zusammenführung einer Modellierungsnotation und den grafischen Validierungsregeln
sowie die notwendigen Transformationsaufgaben wird in der obersten Schicht des TLVF
– dem Integrated Process Model Layer – vorgenommen. Sowohl der Operator Symbols
Layer als auch der Integrated Process Model Layer werden in den Abschnitten 5.4.2 bzw.
5.4.3 noch einmal detaillierter betrachtet.
Die drei Schichten des TLVF unterstützen somit prinzipiell die beliebige Kombinati-
on von temporaler Logik bzw. Prüfwerkzeug (wie dem Model Checker SMV) und einer
Modellierungsnotation. Eine derartige Kombination wird als konkrete Untermenge von
Elementen aus dem Integrated Process Model Layer definiert. Der Name einer dieser Un-
termengen resultiert daher aus den kombinierten Namensbestandteilen. Wird eine EPK
mit Grafischen Validierungsregeln in CTL überprüft, lautet der Name der grafischen
Notation der Validierungsregeln EPK-G-CTL.
5.4.2 Operator Symbols Layer
Die Hauptaufgabe dieser Schicht ist die grafische Darstellung der Operatoren einer tem-
poralen Logik. Entsprechend muss für jeden temporalen Operator eine grafische Darstel-
lung oder durch die weitere Abstrahierung der Operatoren eine Visualisierung entwickelt
werden. Dies hat zur Folge, dass möglicherweise eine Vielzahl an neu zu erlernenden
Symbolen bzw. Visualisierungen entsteht. Falls entsprechend den Anforderungen des
Entwicklungsprojektes die Ausdrucksmächtigkeit einer temporalen Logik ausreichend
ist, bleibt die Anzahl neuer Symbole meist überschaubar. Werden aber mehrere Logi-
ken benötigt, kann bzw. sollte zur Verringerung der Symbolanzahl eine Aggregierung
der Symbole der temporalen Logiken erfolgen. Grundlage dieser Aggregation sind die
existierenden Beziehungen der Logiken untereinander. Diese Beziehungen sind auf der
gemeinsamen Nutzung von temporalen Operatoren begründet. Als Beispiel ist die Be-
ziehung der Operatoren von CTL und LTL zu nennen. Denn die Operatoren von LTL
werden durch Ergänzung eines Pfadquantors zu CTL Operatoren. Eine temporale Logik
lässt sich damit als Teilmenge der existierenden temporalen Operatoren bzw. Pfadquan-
toren definieren. Aber auch die Kombination aus verschiedenen Teilen (wie Pfadquantor
und temporalem Operator) lässt bestimmte Vereinfachungen der Operator-Symbole zu.
5.4.2.1 Grafische Validierungsregeln des TLVF (*-G-*)
Die Operator-Symbole allein wären allerdings nicht für die Formulierung von Aussagen
ausreichend. Es fehlt noch die Möglichkeit, eine atomare Aussage damit in Verbindung zu
setzen. Operator-Symbole bestehen daher aus zwei Teilen. Der erste Teil ist das Symbol
des Operators, der zweite Teil ist ein Platzhalter. Dieser Platzhalter kann mit einer oder
mehreren atomaren Aussagen belegt werden.
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Neben der Definition der Symbole müssen auch die möglichen Verbindungen zwischen
ihnen festgelegt werden. Dies ist in dieser Schicht sinnvoll, da die Verbindungen unab-
hängig vom Prozessmodell und daher von den grafischen Validierungsregeln der nächsten
Schicht sind. Tatsächlich brechen die grafischen Regeln oft die Syntaxregeln eines Pro-
zessmodells. Der Grund dafür ist der unterschiedliche Modellierungshintergrund.
Die Verbindungen sind prinzipiell auch unabhängig von einer konkreten Logik, da die
Definition allgemein in Bezug auf Operator-Symbole (inklusive dem Platzhalter) und
andere Operatoren (wie boolesche Operatoren) erfolgen kann. In Abbildung 5.5 wird
daher von dem Operator-Symbol soweit abstrahiert, dass nur der Platzhalter mit der













Abbildung 5.5: Kanten in grafischen Validierungsregeln.
Wie hier dargestellt, lassen sich Platzhalter (und dementsprechend Operator-Symbole)
mit logischen Operatoren wie den booleschen Operatoren verknüpfen, um entsprechend
der möglichen Aussagekraft der gewählten Logik Aussagen formulieren zu können. Für
die korrekte Lesbarkeit (sowohl manuell als auch technisch) der so formulierbaren gra-
fischen Regeln müssen die modellierbaren Kantenrichtungen festgelegt werden. Dies ist
bspw. für die Verbindungen von und zu einem Implikations-Operator sehr wichtig.
Für den Implikations-Operator ist definiert, dass vom Vordersatz (Antezedenz) ausge-
hend eine gerichtete Kante in Richtung des Implikations-Operators führt. Zudem ist
eine vom Implikations-Operator ausgehende gerichtete Kante zum Nachsatz (Konse-
quenz) erforderlich. Derartige Definitionen haben zwei Gründe. Zum Einen lässt sich
nur mit der genauen Spezifikation der Verbindungen eine syntaktisch korrekte grafische
Validierungsregel erstellen und zum Anderen können nur korrekte Regeln auch eindeutig
in die textuelle Repräsentation für das Prüfwerkzeug (beispielsweise den Model Checker)
übersetzt werden.
Es gibt prinzipiell verschiedene Möglichkeiten für die Kantendefinition von grafischen
Validierungsregeln. Allgemein handelt es sich bei allen Operatoren um n-äre Operato-
ren, deren besondere Anforderungen (Anzahl der Verbindungspunkte oder Kantenrich-
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tung) berücksichtigt werden müssen. Entscheidend für die Realisierung bzw. Implemen-
tierung im Rahmen eines Werkzeuges ist die eindeutige Modellierbarkeit der grafischen
Regeln. Dazu müssen je nach verwendeter Logik unterschiedliche Operatorbeziehun-
gen berücksichtigt werden. In Abbildung 5.5 ist ein Problemfall im Zusammenhang mit
dem Implikations-Operator (links, rote Kante) dargestellt. Wie bereits erläutert, ist ei-
ne Kante zum Implikations-Operator hin und eine Kante vom Implikations-Operator
weg gerichtet. Die rote Kante in Abbildung 5.5 ist aber eine weitere vom Implikations-
Operator weg gerichtete Kante. Während das „manuelle Lesen“ meist problemlos möglich
ist, birgt das „technische Lesen“ an dieser Stelle Probleme. Das TLVF als Rahmenwerk
gibt keine konkreten Lösungsansätze vor, die Entscheidung wird vielmehr der entspre-
chenden Implementierung überlassen. Beispielhaft sind aber zwei Lösungsmöglichkeiten
in Abbildung 5.5 dargestellt. Möglichkeit 1 schlägt die Verwendung von unterschiedlichen
Kantentypen und Möglichkeit 2 das Setzen eines Begrenzungsrahmen vor.
5.4.2.2 Grafische Validierungsregeln des TLVF am Beispiel CTL (*-G-CTL)
In diesem Abschnitt wird eine konkrete Untermenge des Operator Symbols Layer des
TLVF vorgestellt. Es wird dabei die temporale Logik CTL verwendet. Obwohl die fol-
genden Erläuterungen CTL-spezifisch sind, können sie auf ähnliche Weise auf andere
temporale Logiken angewendet werden. Der Name von grafischen Validierungsregeln
setzt sich aus einem G(raphical) und dem Namen der Logik zusammen. Für die Logik
CTL ergibt sich daraus der Name *-G-CTL. Der „*“ im Namen der grafischen Va-
lidierungsregel bringt die vorerst von einer Prozessmodellierungsnotation unabhängige
Definition der Regel-Notation zum Ausdruck. Die Operator-Symbole für *-G-CTL sind
in Abbildung 5.6 dargestellt.
Exists Always Boolean Operators
Abbildung 5.6: *-G-CTL Symbole.
Die grafischen Symbole der Operatoren sind an die Darstellung in [Pnu77] angelehnt.
Die dort noch nicht vorhandenen Symbole werden in Anlehnung des Stils ergänzt, der
für die textuell spezifizierten temporalen Anforderungen verwendet wird. Anmerkend sei
erwähnt, dass sich die Operator-Symbole für die temporale Logik LTL aus den E (exists)
Operatoren von *-G-CTL ableiten lassen. Die Operator-Symbole haben dann anstatt
der doppelten nur eine einzelne Außenlinie.
92
5 Visualisierung von Anforderungen
5.4.3 Integrated Process Model Layer
Die oberste Schicht des Frameworks – der Integrated Process Model Layer – besteht aus
drei Komponenten. Die erste Komponente – die Process Model Component – stellt die
Spezifikationen der Prozessmodelle (z. B. als Meta-Modelle) sowie die Modellierungsum-
gebung zur Verfügung. Für das TLVF von Bedeutung sind dabei die grafischen Elemente
der Notationen, da diese den Platzhalter der Symbole aus dem Operator Symbols Layer
befüllen. Damit wird es nun möglich, temporale Aussagen bezüglich der Elemente von
Prozessmodellen zu spezifizieren. Die Modellierung der grafischen Validierungsregeln er-
folgt unter Berücksichtigung der grundsätzlichen Kantenverbindungen von grafischen
Validierungsregeln (siehe Abschnitt 5.4.2.1), sowie den syntaktischen und semantischen
Regeln der temporalen Logik. Die Definition der Kantenverbindungen und Regeln wird
in Verbindung mit dem Prozessmodell in der zweiten Komponente – der Graphical Va-
lidation Rules Component – festgelegt. Die dritte Komponente – die Transformation
Component – ist für die Durchführung der notwendigen Transformationsaufgaben zu-
ständig. Dabei handelt es sich zum einen um die Transformation des Prozessmodells
in das notwendige Modell für das Prüfwerkzeug wie dem Model Checker. Zum ande-
ren führt die Komponente die Transformation der grafischen Validierungsregeln in die
textuellen temporalen Regeln durch.
5.4.3.1 Process Model Component
Im Grunde stellt diese Komponente die Modellierungsumgebung für das bzw. die ge-
wählten Prozessmodelle zur Verfügung und kann damit als Modellierungswerkzeug ver-
standen werden. Im Prinzip besteht die Möglichkeit, ein existierendes Modellierungs-
werkzeug als Process Model Component anzusehen, welches bestimmte Modellierungs-
sprachen bzw. -fähigkeiten mitbringt. Eine entscheidende Eigenschaft des Werkzeuges
im Sinne des TLVF ist allerdings die notwendige Beziehung zwischen dem Prozessmo-
dell und den grafischen Validierungsregeln. Diese Beziehung ist bereits am erweiterten
Grundprinzip des Model Checking (siehe Abbildung 5.3) zu erkennen und beruht auf
der Notwendigkeit, atomare Aussagen aus dem Prozessmodell in den grafischen Regeln
verwenden zu können. Es muss dementsprechend eine Art Referenzierungsmechanismus
zwischen den verwendeten atomaren Aussagen der Regeln – den Modellelementen – und
den im Prozessmodell verwendeten Modellelementen vorgesehen werden.
5.4.3.2 Graphical Validation Rule Component
Da grafische Validierungsregeln prinzipiell wie Prozessmodelle als Modell bzw. Dia-
grammart zu betrachten sind, stellt die Graphical Validation Rule Component ähn-
lich der Process Model Component eine Modellierungsumgebung zur Verfügung, wobei
sowohl die von der Process Model Component getrennte als auch die integrierte Reali-
sierung möglich ist.
Die Komponente stellt damit die Möglichkeit zur Spezifikation von grafischen Vali-
dierungsregeln zur Verfügung, wie sie durch das Regelspezifikationsproblem (siehe Ab-
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schnitt 5.3) gefordert wurde. Aber auch bei dieser Komponente ist der in Abschnitt
5.4.3.1 angesprochene Referenzierungsmechanismus zu berücksichtigen. Basierend auf
einer grafischen Logik wie *-G-CTL können nun grafische Validierungsregeln im Zu-
sammenhang mit den Modellelementen eines konkreten Prozessmodells erstellt werden.
Im folgenden Beispiel wird eine grafische Validierungsregel in Verbindung mit dem Ge-
schäftsprozessmodel EPK illustriert. Das Beispiel in Abbildung 5.7 ist dementsprechend
in der EPK-G-CTL-Notation dargestellt.
Funktion
Ereignis
Abbildung 5.7: Beispiel einer grafischen Validierungsregel in EPK-G-CTL-Notation.
Das Beispiel zeigt eine Implikation in Verbindung mit den EPK-Elementen Ereignis
und Funktion. Wie bereits in Abschnitt 5.4.2.1 angemerkt, ist die korrekte Modellierung
der Verbindung zwischen den Symbolen entscheidend. Im Fall der Implikation hat die
Verbindung die Semantik einer Wenn-Dann-Beziehung. Die Verbindung wird ausgehend
vom Wenn-Element zum Implikations-Operator gezogen (der Pfeil endet an der Impli-
kation). Von der Implikation muss dann die Verbindung zum Dann-Element gezogen
werden. Weiterhin ist der Wirkungsbereich der vor den Elementen der grafischen Vali-
dierungsregel befindlichen temporalen Operatoren entscheidend. Für den AG-Operator
vor der Implikation (Abbildung 5.7) bedeutet dies, dass er für die gesamte Validierungs-
regel gilt. In der textuellen Repräsentation dieser temporalen Anforderung wird dieser
Wirkungsbereich als Klammerung repräsentiert. Das Beispiel in Abbildung 5.7 würde
dementsprechend wie folgt aussehen:
AG(EX Ereignis -> AF Funktion).
Eine semantische Interpretation des Beispieles ist hier nicht sinnvoll, da der Kontext
eines konkreten Geschäftsprozessmodells fehlt.
5.4.3.3 Transformation Component
Die von der Tranformation Component zur Verfügung zu stellenden Transformationen
betreffen sowohl die Überführung der Prozessmodelle als auch die Überführung der grafi-
schen Validierungsregeln in eine für das Prüfwerkzeug lesbare Repräsentation (formales
Modell bzw. textuelle logische Aussage). Damit ist diese Komponente hauptsächlich
dem Modellkonstruktionsproblem zuzuordnen. Indirekt wirken sich die Transformatio-
nen aber auch auf das Zustandsexplosionsproblem (siehe Abschnitt 5.3) sowie partiell
auf das Regelspezifikationsproblem aus.
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Die Transformation des Prozessmodells stellt dabei wie im Zusammenhang mit dem
Modellkonstruktionsproblem erläutert eine in der Literatur unterschiedlich betrachtete
Problemstellung dar. Die Unterschiede liegen zum einen in den verwendeten verschie-
denen Prozessmodellierungsnotationen und zum anderen in unterschiedlichen Annah-
men bei der Überführung der Semantik der Prozessmodelle in das formale Modell. Die
unterschiedlichen Annahmen zu den Semantiken entstehen, weil beispielsweise semifor-
male Notationen keine (vollständig) festgelegt Semantik besitzen. Daher werden für be-
stimmte semantische Problemfälle wie die Nicht-Lokalität des OR-Operators verschiede-
ne Lösungen entwickelt. [vDK02] liefert neben der Problembeschreibung auch eine Liste
mit Lösungen in existierenden Softwareprodukten. Insgesamt stellt [LVD09] anhand der
Transformation der Modellierungssprachen BPEL, BPMN und EPK in Petri-Netze fest,
dass es häufig problematisch ist, die informalen und komplexen Modellierungssprachen
in deren formale Beschreibung zu überführen.
Eine Transformation ist in gewissem Umfang abhängig von der verwendeten Pro-
zessmodellierungssprache und der zugrunde gelegten Semantik. Im Folgenden wird eine
Transformation der Prozessmodellierungsnotation EPK in das vom Model Checker Ca-
dence SMV (kurz CSMV) [McM01] lesbare Model vorgestellt. CSMV ist eine abwärts-
kompatible Weiterentwicklung des in [McM93] vorgestellten Model Checker SMV. Dabei
sind die zugrundeliegenden semantischen Prämissen:
• Modellelemente bzw. Zustände besitzen keine Dauer
• Zyklen sind nicht erlaubt
• auf einen Split eines bestimmten Typs folgt ein Join desselben Typs
• der Prozess wird in einem globalen Takt durchlaufen
Die ersten drei semantischen Prämissen legen die bei der Überführung des Prozess-
modells anzuwendende Semantik als auch Modellierungskonventionen fest. Die vierte
Prämisse gibt die Art der Verarbeitung der einzelnen Prozessschritte im Rahmen des
Model Checkers vor. Die Prozessschritte werden in einem globalen Takt abgearbeitet.
Dies hat im Speziellen Auswirkungen auf die Verarbeitung von parallelen Pfaden und
wird daher im Absatz Parallele Pfade dieses Abschnittes näher betrachtet.
Die Überführung des Prozessmodells beginnt mit der Definition der Variablen im Mo-
dell für den CSMV. Jedes Ereignis sowie Funktion wird auf eine boolesche Variable
im CSMV-Modell – die Kripke-Struktur – abgebildet. Die Benennung der Variable
ergibt sich aus der Verknüpfung eines Bezeichners für den Elementtyp (z. B. „E_“ für
ein Ereignis) und dem Namen des Elements (z. B. Bedarfsanforderung_eingegangen).
Dabei müssen einige Anpassungen an den Namen wie das Enfernen von Leerzeichen vor-
genommen werden. Der Durchlauf des CSMV-Modells wird vom Model Checker CSMV
durch schrittweises schalten der booleschen Variablen auf true und false simuliert, wo-
bei das Startereignis mit einem true und alle anderen Modellelemente mit einem false
initialisiert wird.
95
5.4 Temporal Logics Visualization Framework – TLVF
Nach den Modellelementen müssen die Konnektoren der ereignisgesteuerten Pro-
zesskette überführt werden. Im Rahmen der EPK sind dies AND, OR und XOR. Bei diesen
Konnektoren ist zum einen das Verzweigen des Prozesspfades (Split) sowie das Zusam-
menführen (Join) in einen Prozesspfad entscheidend. Zum anderen muss die Konkaten-
ation bzw. Kombination mehrerer Konnektoren berücksichtigt werden. Darüber hinaus
gibt es weitere Besonderheiten in der CSMV-Syntax bei der Verzweigung und Zusam-
menführung von parallelen Pfaden mit unterschiedlicher Länge (siehe Absatz Parallele
Pfade).
Vor den Erläuterungen zur Transformation der Konnektoren folgt zunächst eine kur-
ze Einführung zu den im Folgenden relevanten syntaktischen Konstrukten des CSMV-
Modells – dem next und dem case. Listing 5.1 stellt die im Rahmen der Transformation
primär verwendete Kombination von next und case dar.
1 next(<var1>) := case {
2 <cond1> : <stmt1>
3 <cond2> : <stmt2>
4 . . .
5 <condn> : <stmtn>
6 [ d e f au l t : <df l t s tmt >]}
Listing 5.1: Syntax der Ausdrücke NEXT und CASE im CSMV-Modell.
Der Ausdruck next ermöglicht nach [McM99b] die Beschreibung von sequentiellen Ab-
läufen, indem der nächste Zustand von z. B. einer Variablen festgelegt werden kann. In
Listing 5.1 wird dementsprechend der nächste Zustand der Variablen <var1> festgelegt.
Die Belegung von <var1> wird durch den case-Ausdruck bestimmt. Dabei wird die Va-
riable <var1> mit dem Wert <stmt1> belegt, wenn die Bedingung <cond1> gültig ist. Ist
keine der Bedingungen <cond1> bis <condn> gültig kann optional der Wert <dfltstmt>
gesetzt werden.
Die in Listing 5.1 vorgestellte Syntax kommt bei der Transformation der Konnektoren
zum Einsatz. Die konkreten Erläuterungen zu den einzelnen Splits und Joins erfolgen
anhand des in Abbildung 5.8 dargestellten Schemas. Dazu werden zunächst Prozess-
ausschnitte mit den jeweiligen Konnektoren in eine grafische Darstellung der Kripke-
Struktur überführt. Daraus wird die resultierende textuelle Darstellung des CSMV-
Modells entwickelt.
Der in Abbildung 5.8 oben links dargestellte AND-Split erzeugt im Geschäftsprozess
zwei (Teil-) Pfade, die parallel abgearbeitet werden sollen. In der Kripke-Struktur kann
dies durch einen Zustand mit zwei aktiven Variablen abgebildet werden. Für das CSMV-
Model bedeutet dies, dass die Variablen E_E1 und E_E2 im nächsten Zustand mit dem
Wert 1 belegt werden müssen. Im konkreten Beispiel werden die Variablen unter der
Bedingung F_F1 = 1 mit dem Wert 1 belegt (jeweils Zeile zwei des next-Ausdruckes)
und unter der Bedingung E_E1 = 1 bzw. E_E2 = 1 mit dem Wert 0 belegt (jeweils Zeile
drei des next-Ausdruckes).
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E1,E2 next(F_F1) := case {









E1,E2 next(F_F1) := case{































E1 E2 next(F_F1) := case {




































































Abbildung 5.8: Die Überführung der EPK-Konnektoren in die Kripke-Struktur sowie in
das CSMV-Eingabeformat.
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Der OR-SPlit (siehe Abbildung 5.8) lässt sich als Kombination aus einem AND- und
XOR-Split modellieren. Somit können entsprechend der logischen Bedeutung des OR die
(Teil-) Pfade entweder einzeln oder zusammen erreicht werden.
Das XOR-Split (siehe Abbildung 5.8) erzeugt in einem Geschäftsprozess zwei sich aus-
schließende Pfade. Dies lässt sich in dieser Form auch auf die Kripke-Struktur übertragen
und es entstehen zwei Folgezustände.
Der Join dient der Zusammenführung von zwei oder mehr Prozesspfaden, die vor-
her durch einen Split aufgetrennt wurden oder aus unterschiedlichen Startereignissen
resultieren. Der Join besitzt ein deutlich höheres Problempotential als Splits. Dies lässt
sich beispielsweise anhand des bereits erwähnten Problems der Nicht-Lokalität des OR-
Konnektors erkennen. Zudem existieren unterschiedliche Prämissen bezüglich der Mo-
dellierung von Joins. So wird in einigen Modellierungskonventionen (wie auch hier) ge-
fordert, dass auf ein Split eines bestimmten Typs ein Join des selben Typs folgen muss.
Sollte diese Forderung nicht gegeben sein, muss dies in der Transformation bzw. der
Semantik besonders berücksichtigt werden.
Beim AND-Join handelt es sich genau genommen nicht um die Zusammenführung von
zwei oder mehr Prozesspfaden. Da parallele Pfade in einen Zustand abgebildet werden,
resultiert die Zusammenführung vielmehr in der Weiterführung eines Pfades mit einem
Folgezustand (siehe Abbildung 5.8).
Der OR-Join führt zwei exklusiv oder parallel ausgeführte Pfade zusammen. Diese
Zusammenführung kann aus drei Möglichkeiten zustande kommen. Nämlich das einer
der zwei Pfade durchlaufen wurden und das beide Prozesspfade gleichzeitig aktiv sind.
Dies entspricht dem logischen Operator OR, welcher auch in der CSMV-Syntax umgesetzt
werden kann. Wie auch beim Split ist der OR-Join eine Kombination aus dem AND- und
XOR-Join. Daher muss beim Zusammenführen der (Teil-) Pfade genau berücksichtigt
werden, welcher Fall konkret eintritt, um ein korrektes Schaltverhalten zu realisieren. Das
heißt, es müssen neben der einzelnen aktiven Pfadvariablen auch alle Pfadvariablen auf
den zum OR-Join führenden Pfaden im Schaltverhalten berücksichtigt werden. In nicht
zyklischen Prozessmodellen entspricht dies der Berücksichtigung der Nicht-Lokalität des
OR-Konnektors. Ein Beispiel eines OR-Join wird im Rahmen des Beispielprozesses in
Abbildung 5.10 gegeben.
Die Zusammenführung von zwei durch ein XOR-Split getrennte Pfade mit einem
XOR-Join führt im Geschäftsprozess prinzipiell zu einem Folgeelement. Wobei grund-
sätzlich über eine Kette von Konnektoren auch mehrere Funktionen oder Ereignisse
folgen können. Entscheidend ist aber primär die Zusammenführung der (Teil-) Pfade,
die durch den XOR-Split getrennt wurden. Für zwei zusammengeführte Ereignisse könn-
te dies, wie in Abbildung 5.8 zu sehen, das Folgeelement Funktion sein. In der Kripke-
Struktur wird dies ebenfalls durch einen Folgezustand dargestellt. In CSMV-Syntax muss
entweder das Ereignis E_E1 oder das Ereignis E_E2 aktiv sein, damit im Folgezustand
die Funktion F_F1 aktiviert wird. Zur Sicherung des korrekten Schaltverhaltens müs-
sen aber wie bereits beim OR-Join sämtliche zum XOR-Join führenden Pfadvariablen
aufgenommen werden. Dementsprechend müssen neben der aktiven Pfadvariable auch
alle zum XOR-Join führenden Variablen negiert in einer AND-Verknüpfung berücksich-
tigt werden. Würde hingegen nur die aktive Pfadvariable aufgeführt, würden auch Pfade
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berücksichtigt, auf denen zwei oder mehr Pfade des XOR-Splits aktiv sind. Es ist aller-
dings anzumerken, dass dieser Fehler nur durch den Bruch der Prämisse auftreten kann,
dass ein Split eines bestimmten Typs von einem Join desselben Typs gefolgt wird. Dies
tritt z. B. auf, wenn durch ein OR-SPlit aufgetrennte Pfade mit einem XOR-Join zusam-
mengeführt werden. Dieses Vorgehen entspricht prinzipiell dem Ansatz aus [CK04]. Der
XOR-Join wird nach [CK04] entsprechend Definition 5.4.1 festgelegt.
Definition 5.4.1 (XOR-Join) ((i1 ∧ ¬EFi2) ∨ (¬EFi1 ∧ i2)) ∧ ¬o ∧ (¬i′1 ∧ ¬i′2 ∧ o′)
In der Definition 5.4.1 repräsentieren die Variablen i1 und i2 die eingehenden Kanten
und die Variable o die ausgehende Kante des XOR-Join. EF entspricht dem temporalen
Operator Exist Future. Der erste Teil der AND-Verknüpfung fordert, dass im aktuellen
Zustand nur eine der eingehenden Kanten aktiv sein darf und die andere eingehende Kan-
te im weiteren Verlauf (EF ) nicht aktiviert wird. Der mittlere Teil der AND-Verknüpfung
fordert, dass im aktuellen Zustand die ausgehende Kante nicht aktiviert ist. Der letzte
Teil der AND-Verknüpfung in Definition 5.4.1 betrachtet den Folgezustand, angezeigt
durch das Apostroph (′), in welchem nur die ausgehende Kante aktiv sein darf.
Konnektorkombination sind grundsätzlich mit den bisherigen Definitionen zu
Splits und Joins abbildbar. Durch die Kombination erhöht sich aber die Anzahl der
möglichen Folgezustände und damit die Komplexität der Kripke-Struktur bzw. des
CSMV-Modells. Beispielhaft soll dies an dem in Abbildung 5.9 dargestellten Prozess-
ausschnitt demonstriert werden.
Der Prozesspfad wird zuerst durch ein OR, dann durch ein XOR sowie ein AND
aufgeteilt. Zum Schluss wird der AND-Pfad durch ein OR und ein XOR aufgetrennt.
Im Endzustand können daher verschiedene Konstellationen der Ereignisse B bis G aktiv
sein. Abbildung 5.9 rechts zeigt die möglichen Konstellationen in der Kripke-Struktur.
Parallele Pfade sind grundsätzlich mit den bisherigen Erläuterungen zu Splits und
Joins abbildbar. Allerdings müssen parallele Pfade mit unterschiedlicher Länge besonders
betrachtet werden, da die Variable des kürzeren Pfades nicht direkt nach der Aktivierung
wieder deaktiviert werden darf, sondern noch bis zum Ende des parallelen Pfades aktiv
gehalten werden muss. Dies ist sowohl beim Split als auch beim Join zu beachten.
Als Beispiel für parallele Pfade soll die in Abbildung 5.10 gezeigte EPK dienen. Der
Beispielprozess ist eine fiktiv erstellte EPK ohne semantischen Hintergrund. Die Abbil-
dung zeigt neben der EPK auch die Überführung in die Kripke-Struktur, welche prinzi-
piell anhand der vorgestellten Grundprinzipien durchgeführt wurde.
Das Problem der parallelen Pfade lässt sich anhand der in Abbildung 5.10 links ge-
zeigten EPK erkennen. In der EPK wird nach der Funktion F1 der Hauptpfad durch
einen OR-Konnektor in zwei parallele Pfade aufgetrennt. Entsprechend der Semantik
des OR-Konnektors kann der Fall auftreten, dass beide Teilpfade (E2 und E3) durch-
laufen werden. Damit aber das Taktverhalten, welches beim Durchlaufen des Prozesses
angewendet wird, auch bei parallelen (Teil-) Pfaden eingehalten wird, muss der linke
kürzere Pfad länger aktiv gehalten werden. Bei der Überführung in die Kripke-Struktur
kann diese Parallelität, wie auf der rechten Seite der Abbildung 5.10 zu sehen, durch die
dauerhafte Aktivierung der Funktion F2 erreicht werden. Im CSMV-Modell ist dies im
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Abbildung 5.9: Ein Beispielprozess mit Konnektorkombinationen.
Deaktivierungsfall der Variable F_F2 zu berücksichtigen. Andernfalls wäre die betreffen-
de Variable in nur einem Zustand aktiv und das Taktverhalten verletzt.
Bei der Überführung der EPK in das CSMV-Modell darf dementsprechend bei der
parallelen Ausführung von zwei Pfaden der linke kürzere Pfad nicht vor dem rechten
längeren Pfad beendet werden. Beim Split von parallelen Pfaden weicht der kürzere Pfad
daher von den bisherigen Erläuterungen leicht ab. Dies ist in Listing 5.2 dargestellt.
1 next (F_F2) := case {
2 E_E2 : 1 ;
3 F_F2 & ( (F_F4 & !F_F5) | ( !F_F4 & F_F5) ) : 0 ;
4 F_F2 & !E_E3 & !F_F3 & !E_E4 & !E_E5 & !F_F4 & !F_F5 : 0 ;
5 1 : F_F2 ; } ;
Listing 5.2: Aktivierung und Deaktivierung des kürzeren parallelen Pfades.
Dort wird der nächste Zustand der Funktion F2 ermittelt. Besonders zu beachten sind
dabei die Zeilen drei und vier, da dort die Deaktivierung der Variablen bzw. der Funktion
F2 festgelegt wird. Zeile drei betrachtet die Fälle, in denen die Funktion F2 aktiviert ist
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Abbildung 5.10: Die Überführung einer EPK mit parallelen Pfaden in die Kripke-Struk-
tur.
und dazu entweder die Funktion F4 und nicht F5 oder F5 und nicht F4. In Zeile vier
handelt es sich genau genommen nicht um einen parallelen Pfad, da nur der linke Pfad
aktiv ist. Würde aber an dieser Stelle nur die Funktion F2 aufgeführt, dann würde diese
Variable auch dann deaktiviert, wenn dies semantisch inkorrekt wäre. Die Deaktivierung
ist semantisch aber nur in einem Zustand korrekt, nämlich wenn nur der linke Pfad des
Prozesses durchlaufen wird. Daher sind neben der Variablen F_F2 auch die Variablen
des rechten Teilpfades aufgeführt.
Anhand des Beispielprozesses in Abbildung 5.10 soll neben der Problematik paralleler
Pfade auch beispielhaft der OR-Split und OR-Join vorgestellt werden. Dazu zeigen die
Listings 5.3 und 5.4 die entsprechenden Teile aus dem CSMV-Modell.
1 next (E_E2) := case {
2 F_F1 : {0 ,1} ;
3 E_E2 : 0 ;
4 1 : E_E2 ;
5 } ;
Listing 5.3: Split in parallele OR-Pfade (Teil 1).
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1 next (E_E3) := case {
2 F_F1 : { ! next (E_E2) ,1} ;
3 E_E3 : 0 ;
4 1 : E_E3 ;
5 } ;
Listing 5.4: Split in parallele OR-Pfade (Teil 2).
Der hier vorgestellte OR-Split entspricht grundsätzlich den bisherigen Erläuterungen
zum OR-Split. Die Variablen E_E2 und E_E3 können, obwohl es sich um parallele Pfade
handelt, direkt nach der Aktivierung wieder deaktiviert werden, da die Parallelität über
die Funktion F2 abgebildet wird.
Beim OR-Join (in Richtung des Ereignisses E6) sind die parallelen Pfade allerdings
wieder genau zu betrachten, da andernfalls semantisch unerwünschte Resultate bei der
Transformation erzielt würden. Prinzipiell müssen zu den Möglichkeiten der Deaktivie-
rung des kürzeren Pfades (siehe Listing 5.2, Zeile drei bzw. vier) noch die Möglichkeiten
aus der alleinigen Aktivierung der beiden rechten Pfade betrachtet werden. Listing 5.5
stellt das Überführungsergebnis des OR-Join dar.
1 next (E_E6) := case {
2 F_F2 & !E_E3 & !F_F3 & !E_E4 & !E_E5 & !F_F4 & !F_F5 : 1 ;
3 F_F2 & ( (F_F4 & !F_F5) | ( !F_F4 & F_F5) ) : 1 ;
4 !F_F2 & ( (F_F4 & !F_F5) | ( !F_F4 & F_F5) ) : 1 ;
5 E_E6 : 0 ;
6 1 : E_E6 ;
7 } ;
Listing 5.5: Join von parallelen OR-Pfaden.
In Zeile zwei und drei des Listing wird der Fall betrachtet, dass der linke kürzere
Pfad aktiv ist und semantisch korrekt deaktiviert wird (entspricht Listing 5.2, Zeile
drei und vier). Darüber hinaus berücksichtigt Zeile vier des Listings, dass ausschließlich
die rechten (Teil-) Pfade deaktiviert werden müssen, während der linke Pfad (F_F2)
nicht aktiv ist bzw. war. Dabei sei erwähnt, dass eine Vereinigung der beiden logischen
Ausdrücke in Zeile drei und vier nicht möglich ist, da diese zur verfrühten Aktivierung
des Ereignisses E6 führen würde. Denn auch an dieser Stelle darf die Funktion F2 direkt
nach der Aktivierung nur in einem Zustand wieder deaktiviert werden und zwar wenn
nur der linke Pfad des Prozesses durchlaufen wird (siehe Listing 5.5, Zeile zwei).
Das vollständige Transformationsergbnis des Beispielprozesses in Abbildung 5.10 fin-
det sich in Anhang B.1 Listing B.1.
Die Komplexität der Transformation der grafischen Validierungsregel hängt von der
Art der Visualisierung ab. Da die EPK-G-CTL die direkte Verwendung von EPK-
Modellelementen und temporalen Operatoren von CTL bzw. deren grafischen Reprä-
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sentationen vorsieht, werden die EPK-Modellelemente entsprechend der Benennungs-
konvention aus der Prozessmodelltransformation abgebildet. Da eine grafische Validie-
rungsregel einen azyklischer Graph – eine Baumstruktur – darstellt, wird das oberste
Element des Baumes dadurch definiert, dass es keine Verbindung von einem anderen
Element besitzt. Dieses Wurzelelement ist ebenfalls das Äußerste der textuellen Dar-
stellung (häufig der AG-Operator). Ein Algorithmus durchläuft den Baum rekursiv und
führt die Abbildung in die textuelle Darstellung als temporale Formel durch. Wie be-
reits in Abschnitt 5.4.2.1 erwähnt, ist für die eindeutige Transformation der grafischen
Regel in die textuelle Darstellung die eindeutige Definition der grafischen Darstellung
erforderlich.
5.4.4 Beispiel: EPK-G-CTL
Die Nutzung des TLVF zur Überprüfung von Prozessmodellen auf inhaltliche Fehler
– deren Validierung – soll anhand einer beispielhaften EPK und einer grafischen Vali-
dierungsregel in EPK-G-CTL veranschaulicht werden. Dabei wird auf jede Schicht des
TLVF Bezug genommen.
Der Beispielprozess selbst ist der Process Model Component des Integrated Process
Model Layer zuzuordnen. Die grafischen Validierungsregeln basieren auf den Erläute-
rungen des *-G-CTL (Operators Symbols Layer) sowie den Erläuterungen zur Notati-
on EPK-G-CTL (Graphical Validation Rules Component des Integrated Process Model
Layer) aus den Abschnitten 5.4.2.2 und 5.4.3.2. Die Transformationsergebnisse (EPK zu
CSMV bzw. EPK-G-CTL zu CTL), welche unter Verwendung des in Abschnitt 5.4.3.3
beschriebenen Vorgehens erstellt wurden, finden sich in Anhang B.1, Listing B.2.
Der Beispielprozess ist Teil eines e-Procurement Prozesses. Der Gesamtprozess bein-
haltet alle notwendigen Geschäftsfunktionen zur Verarbeitung einer Bedarfsanforderung.
Dies umfasst beispielsweise die Erstellung und Genehmigung der Bedarfsanforderung, die
Bestellung der angeforderten Waren bis hin zur Verwaltung des Wareneingangs und der
Bezahlung der Waren.
Abbildung 5.11 zeigt den zur Demonstration ausgewählten Teil des Bedarfsanforde-
rungsverfahrens. Der Prozess startet mit dem Ereignis Bedarfsanforderung eingegan-
gen. Die folgende Funktion Bedarfsanforderung auswerten ermittelt den Typ und
das daraus resultierende Genehmigungsverfahren der Bedarfsanforderung. Die Ereig-
nisse Keine Genehmigung benötigt, Genehmigung benötigt, erweitertes Genehmi-
gungsverfahren und Abteilungsspezifisches Genehmigungsverfahren repräsentie-
ren die verschiedenen Genehmigungsverfahren. Für jedes Verfahren, mit Ausnahme der
Bedarfsanforderungen ohne Genehmigungsbedarf, folgt ein entsprechender Geschäftspro-
zess zur Überprüfung der Anforderung. Zur Vereinfachung sind diese Prozesse nur durch
ein Hinterlegungssymbol an der jeweiligen Funktion gekennzeichnet. Die Entscheidung
der Genehmigungsverfahren resultiert dann in den Ereignissen Bedarfsanforderung
genehmigt und Bedarfsanforderung abgelehnt.
Die Formulierung einer grafischen Validierungsregel soll anhand der Anforderung, dass
jede eingegangene Bedarfsanforderung bearbeitet werden muss, demonstriert werden.
Das Ergebnis dieser Bearbeitung kann dabei eine Genehmigung oder eine Ablehnung
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Abbildung 5.11: Ausschnitt eines EPK-Geschäftsprozessmodells eines Bedarfsanforde-
rungsverfahrens.
sein. Aber auch Bedarfsanforderungen, die keine Genehmigung benötigen, müssen im
Prozess berücksichtigt werden. In der temporalen Logik CTL würde dies wie folgt aus-
gedrückt werden:
1 AG( E_Bedarfsanforderung_eingegangen −>
2 AF(EF( E_Keine_Genehmigung_benoetigt )
3 ^ EF( E_Bedarfsanforderung_genehmigt )
4 ^ EF( E_Bedarfsanforderung_abgelehnt ) ) )
Listing 5.6: Beispielhafte grafische Validierungsregel (mit XOR).
Die in Listing 5.6 formulierte CTL-Regel wird von dem Operator AG umschlossen, um
sicher zu stellen, dass die Regel in jedem Zustand angewendet bzw. überprüft wird. Die
Kombination aus den AF- und EF-Operatoren stellt sicher, dass auf allen Pfaden eines der
drei angegebenen Ereignisse erreicht wird. Der XOR-Operator wird in der Regel durch
das Zeichen Dach (ˆ) repräsentiert. Abbildung 5.12 zeigt dieselbe Regel in der grafischen
Notation EPK-G-CTL.
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Abbildung 5.12: Eine beispielhafte grafische Validierungsregel für den in Abbildung 5.11
dargestellten e-Procurement Geschäftsprozess.
Das Ergebnis der Validierung für diese Beispielregel liefert true. Damit erfüllt das Ge-
schäftsprozessmodell diese Anforderung. Die manuelle Überprüfung erscheint im ersten
Moment einfach. Der Grund dafür ist zum einen das kleine und übersichtliche Pro-
zessmodell und zum anderen die alleinige und einfache Regel. Wenn aber realistische
und damit deutlich komplexere Prozessmodelle mit vielen Unterprozessen zu überprü-
fen sind, gestaltet sich eine manuelle Überprüfung langwierig und schwierig. Sind im
Gegensatz dazu grafische Validierungsregeln aufgestellt, können diese zur Überprüfung
der Prozessmodelle auf inhaltliche Fehler genutzt werden. Dies gilt im Besonderen auch
für geänderte Prozessmodelle.
5.5 Grafische Anforderungen: Verallgemeinerung
Das im letzten Abschnitt vorgestellte TLVF ist eine Umsetzung des allgemeinen Prinzips
von grafischen Anforderungen bzw. Validierungsregeln. Das TLVF ermöglicht die Formu-
lierung sowie die automatisierte Überprüfung (komplexer) Bedingungen für (Geschäfts-)
Prozessmodelle. Um diese Vorteile nutzen zu können, bedarf es aber der Formulierung
der grafischen Validierungsregeln. Dies kann im Rahmen der RE-Prozesse im Zusam-
menhang mit den natürlichsprachlich erhobenen Anforderungen erfolgen. Der durch die
Formulierung der grafischen Validierungsregeln entstehende Modellierungsaufwand kann
dabei direkt dem verringerten Aufwand der manuellen Prüfung der inhaltlichen Korrekt-
heit gegenüber gestellt werden. Unberücksichtigt von weiteren Vorteilen durch die ex-
plizite Modellierung der Anforderungen bzw. Validierungsregeln, ist aber der Aufwand
der manuellen Prüfung der Prozessmodelle je nach Anwendungsfall unter Umständen
deutlich höher einzuschätzen, als der Modellierungsaufwand der Validierungsregeln.
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Um jedoch eine weitere Aufwandreduzierung beim Einsatz grafischer Validierungsre-
geln zu ermöglichen, ist eine allgemeinere Formulierung der Regeln anzustreben. Denn
die im letzten Abschnitt vorgestellten grafischen Validierungsregeln sind aufgrund der
konkreten Bezeichner (der Name des Modellelements) grundsätzlich nur auf den kon-
kret betrachteten Anwendungsfall bzw. das Szenario anwendbar. Da Benennungen von
Modellelementen durch den Modellierer oft frei vergeben werden, sind einer Wieder-
verwendung solcher Regeln in anderen Szenarien enge Grenzen gesetzt. Daher werden
diese Regeln im Folgenden als szenariospezifisch bezeichnet. Die szenarioübergreifende
Nutzung der Validierungsregeln geht auf die prinzipielle Wiederverwendbarkeit von An-
forderungen nach [RR06] zurück. Danach können Spezifikationen von bereits erfolgreich
entwickelten (Software-) Produkten als Quelle für Anforderungen für ein neu zu entwi-
ckelndes (Software-) Produkt dienen. Da es sich nach Definition 5.1.2 bei grafischen Vali-
dierungsregeln um eine formale Repräsentation von einer oder mehreren Anforderungen
(FA bzw. NFA) handelt, ist das Vorgehen der Wiederverwendung ebenfalls anwendbar.
5.5.1 Grafische Validierungsregeln: Wiederverwendung
Die Wiederverwendung von szenariospezifischen Validierungsregeln, wie in [DF09] veröf-
fentlicht, ist in Anlehnung an die Wiederverwendung von Anforderungen per se möglich.
Um jedoch eine szenariounabhängige Spezifikation bzw. die „Aufweichung“ der direkten
Bindung durch die Bezeichner zu ermöglichen, ist eine Erweiterung der Formulierungs-
möglichkeiten der Regeln nötig.
Das Grundprinzip der Erweiterung basiert auf dem Einsatz von sogenannten Mustern
(engl. pattern), anstatt der bisher verwendeten atomaren Aussagen (in Abbildung 5.5 mit
a1...9 bezeichnet) sowie auf der Abstraktion vom konkreten Modellelementnamen durch















Abbildung 5.13: Verallgemeinerung der grafischen Validierungsregel unter Einsatz von
Mustern.
Eine atomare Aussage kann nun als Muster mit erweiterten Ausdrucksmöglichkeiten
betrachtet werden. Damit können neben Elementen wie Funktionen oder Ereignissen
auch direkt verbundene Modellelemente zur Regelformulierung verwendet werden. Ein
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Beispiel dafür liefert das Muster m1 in Abbildung 5.13. In diesem Muster wird ein
Ereignis mit dem Namen Ereignis mit einem verbundenen Datencluster mit dem Na-
men Datencluster zusammengefasst. Darüber hinaus können weitere Eigenschaften der
Modellelemente spezifiziert werden, wie das Attribut Attributname und dessen Wert
Attributwert.
Das Muster m1 in Abbildung 5.13 abstrahiert im Gegensatz zum Muster m4 nicht
vom konkreten Bezeichner. Damit würde eine Regel, die das Muster m1 im Vorder-
satz einer Implikation verwendet, grundsätzlich auf alle Vorkommnisse des Ereignisses
Ereignismit dem Attribut Attributname und dessen Wert sowie dem verbundenen Ele-
ment Datencluster angewendet werden. Musterm4 wird noch allgemeiner auf sämtliche
Vorkommnisse eines Modellelements vom Typ Funktion mit dem verbundenen Model-
lelement Rolle mit dem Namen Rolle angewendet werden. Im Muster m4 wird zudem
ein weiteres Ausdrucksmittel allgemeiner Validierungsregeln verwendet. Dabei handelt
es sich um die Identität eines Modellelements, die durch die links neben dem Modell-
element Rolle befindliche 1 repräsentiert wird. Die Identität an einem Modellelement
in einem Muster schafft einen direkten Bezugspunkt zu dem identifizierten Modellele-
ment. Damit kann das identifizierte Modellelement im Rahmen der Validierungsregeln
erneut verwendet werden, um bestimmte Bedingungen darüber zu formulieren. Mehre-
re Identitäten in einer Validierungsregel werden durch eine fortlaufende Nummerierung
gekennzeichnet.
Für die Validierung bzw. den Validierungsmechanismus bedeuten die neuen Aus-
drucksmöglichkeiten durch Muster, dass alle Vorkommnisse der Muster im Prozessmo-
dell betrachtet werden müssen. Konkret muss der Validierungsmechanismus nun Validie-
rungsregeln entsprechend des Auftretens der Muster automatisch erstellen. Im Rahmen
des TLVF ist die Transformation Component des Integrated Process Model Layer dafür
zuständig. Bei der Erstellung der Validierungsregeln muss zudem festgelegt werden, ob
ein Muster als eine minimale Forderung, wobei noch weitere Attribute oder Modellele-
mente in dem Muster vorhanden sein dürfen, oder als exakte Forderung interpretiert
werden soll.
Die wiederverwendbaren, grafischen Validierungsregeln bieten damit aus Sicht des
Modellierungsexperten den Vorteil, dass die in den Regeln verwendeten Modellelemente
nicht bei der Modellierung eines einzelnen Prozesses erstellt werden müssen, sondern pro-
zessunabhängig beispielsweise in speziellen Repositories zur Verfügung gestellt werden
können. Dadurch entsteht für den Modellierungsexperten weder für die Formulierung
der (bereits vorhandenen) Regeln, noch für die Erfassung möglicher Attribute, hier als
Validierungsattribute bezeichnet, ein Zusatzaufwand. Neben der reinen Wiederverwen-
dung von Anforderungen können dadurch auch bestimmte RE-Prozesse, bei denen es sich
beim Requirements Engineer und dem Modellierungsexperten nicht um dieselbe Person
handelt, besser unterstützt werden, weil der Requirements Engineer zum einen die Be-
zeichner in der Regelformulierung von Anfang an vornehmen kann und zum anderen
Regeln unabhängig vom Bezeichner angewendet bzw. geprüft werden können.
Weitere Beispiele für grafische wiederverwendbare Validierungsregeln finden sich im
Rahmen der Sichtenkonzepte in den Abschnitten 6.3 und 6.4 sowie im Bereich der An-
wendungsfälle in Kapitel 9.
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5.5.2 Grafische Validierungsregeln: Abstraktionsgrade
Grafische Validierungsregeln unter Verwendung von Mustern erlauben somit auch Aussa-
gen über Eigenschaften und verbundene Elemente. Damit ermöglichen wiederverwendba-
re Regeln Aussagen über Eigenschaften von Modellelementen, die szenarioübergreifend
von Bedeutung sind. Neben szenariospezifischen Validierungsregeln existieren daher wei-
tere Typen von Validierungsregeln. Eine mögliche Einteilung, wie sie in [DF09] veröffent-
licht wurde, ist die Unterscheidung von szenariospezifischen, domänenspezifischen und
allgemeingültigen Regeln, wobei der Abstraktionsgrad, der Umfang der Geltungsdomäne
und der Wiederverwendungsgrad der Regeln entsprechend der Reihenfolge steigend ist.
Neue Validierungsregeln, die bei der Modellierung eines Szenarios erstellt werden,
sind somit zunächst szenariospezifisch. Wenn sich die Wiederverwendbarkeit einer sol-
chen Regel in weiteren Szenarien abzeichnet, ist zu untersuchen, ob die Regel in verall-
gemeinerter Form abgebildet werden kann, die dann entweder für alle Szenarien einer
Anwendungsdomäne oder für alle zu betrachtenden Szenarien gültig ist.
Eine Herausforderung bei der Erstellung der Validierungsregeln besteht darin, dass die
beiden Zielstellungen der leichten Erstellbarkeit bzw. Verständlichkeit der Regeln und
ihre möglichst große Wiederverwendbarkeit nicht immer miteinander vereinbar sind. So
sind szenariospezifische Regeln oft leicht verständlich und einfach zu erstellen, aber nur
in geringem Maße wiederverwendbar. Sehr weit abstrahierte, allgemeingültige Regeln
sind prinzipiell gut wiederverwendbar, aber oft schwierig zu verstehen. In solchen Fällen
ist das Ergebnis der Validierung mit der Aussage, dass ein Prozess einer bestimmten
Regel nicht entspricht, für den Modellierer möglicherweise schwierig zu interpretieren.
Deshalb ist es nicht trivial, den „richtigen“ Abtstraktionsgrad einer Validierungsregel
und damit auch den Regeltyp zu bestimmen. Allgemeingültige oder domänenspezifische
Regeln müssen dabei nicht in jedem Szenario von Bedeutung sein. Neben dem richtigen
Abstraktionsgrad ist aber auch die Regelgröße entscheidend für deren Verständlichkeit
(gemessen beispielsweise durch die Anzahl der verwendeten Modellelemente und Ope-
ratoren). Dabei sollte der folgende Grundsatz, der nach [Cla08] für formale textuelle
Spezifikationen gilt, auch für grafische Validierungsregeln angewendet werden:
„A good rule of thumb is to keep the specifications as short as possible“ [Cla08].
Ein weiterer bei der Anwendung von verallgemeinerten Validierungsregeln zu berück-
sichtigender Aspekt, der aber auch für szenariospezifische Regeln gilt, ist die tatsächliche
Anwendung innerhalb eines Prozessmodells. Bei der Validierung können neben Validie-
rungsinformationen zu den tatsächlich angewendeten Regeln, auch Informationen über
nicht angewendete bzw. nicht anwendbare Regeln Aufschluss über die inhaltliche Kor-
rektheit des (Geschäfts-) Prozessmodells geben. Ist beispielsweise eine allgemeingültige
Regel nicht anwendbar, ist dies normalerweise nicht als Problemfall zu betrachten, da
nicht jede allgemeingültige Validierungsregel in jedem Szenario anwendbar sein muss.
Bei der Verwendung von domänen- oder szenariospezifischen Regeln gilt dies im Allge-
meinen nicht, denn die Nichtanwendbarkeit von Regeln dieses Abstraktionsgrades lässt
möglicherweise auf eine fehlerhafte Modellierung bzw. Anforderungserhebung schließen.
Daher sollte neben dem Prüfergebnis vom Prüfwerkzeug (z. B. dem Model Checker) auch
eine Meldung über nicht anwendbare Validierungsregeln geliefert werden.
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Im Rahmen der (Geschäfts-) Prozessmodellierung müssen eine Vielzahl an fachspezifi-
schen Informationen bzw. Sachverhalten in Prozessmodellen aufgenommen werden. Die-
se Vielzahl resultiert vor allem aus der großen Anzahl der für die Modellierung des
Sachverhalts relevanten Informationen. Darüber hinaus entsteht aufgrund der fach- und
methodenspezifischen Erhebung bzw. Spezifikation der am Projekt beteiligten Personen(-
gruppen) eine teils redundante Informationssammlung, die die Anzahl der zu verwalten-
den und zu berücksichtigenden Information weiter erhöht.
Relevante Informationen sind in diesem Zusammenhang die bereits erwähnten fach-
spezifischen Informationen, die bestimmte Kategorien von funktionalen und nicht-
funktionalen Anforderungen (kurz FA bzw. NFA) abdecken (siehe Abschnitt 3.4.1). Die
Berücksichtigung von FA gilt im Rahmen der Prozessmodellierung als selbstverständ-
lich, da diese den Hauptinhalt der Modellierung darstellen. Diese Selbstverständlichkeit
gilt allerdings nicht gleichermaßen für NFAs. Da Prozessmodelle aber laut [Kor08] als
Informationsspeicher für alle Projektbeteiligten anzusehen sind, sollten auch NFAs dort
modelliert werden können. Die Modellierung der NFAs ist beispielsweise über die in Ab-
schnitt 3.4.2 bzw. 3.4.3 vorgestellten proprietären oder standardisierten Erweiterungen
denkbar.
Die Modellierung zahlreicher fachspezifischer Informationen in Prozessmodellen, hier
als Anreicherung bezeichnet, führt aber auch zu einer steigenden Komplexität der Mo-
delle. Die Komplexität entsteht durch die überlagerte Darstellung einer Vielzahl von
teils sehr fachspezifischen Informationen wie spezielle Domänen-, Sicherheits- oder Da-
tenschutzanforderungen in einem Prozessmodell. Dies führt möglicherweise zu unüber-
sichtlichen und überladenen Prozessmodellen. Zudem sind z. B. die speziellen Domä-
nenanforderungen auch nicht gleichermaßen für alle Projektbeteiligten bzw. Modellierer
relevant. Um die derartig angereicherten Modelle handhabbar zu machen, bedarf es da-
her entsprechender Mechanismen.
Für die Abbildung der Informationen können verschiedene Sichten auf ein mehrdi-
mensionales Prozessmodell oder Sichten durch mehrere eindimensionale Prozessmodel-
le erzeugt werden (siehe Abschnitt 3.4). Verschiedene Sichten auf ein Prozessmodell
ermöglichen dem einzelnen Projektbeteiligten seine fachspezifische Sichtweise auf den
Prozess zu modellieren und gleichzeitig von weniger relevanten Informationen zu ab-
strahieren. Dadurch wird eine Reduktion der Komplexität des Prozessmodells erreicht
und die Verständlichkeit verbessert. Dies ist als fachspezifische Sicht auf ein Prozessmo-
dell zu verstehen. Werden die Informationen auf mehrere Prozessmodelle verteilt, können
zur fachspezifischen Sichtweise auch unterschiedliche Methoden zur Prozessmodellierung
(wie andere Diagrammarten, DSLs, usw.) genutzt werden, was als methodenspezifische
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Sicht bezeichnet werden kann. Dazu muss allerdings die Möglichkeit zur Erstellung eines
aggregierten Gesamtüberblicks bereitgestellt werden [NKF94].
Im folgenden Abschnitt werden zunächst die grundsätzlichen Ziele des im Rahmen
dieser Arbeit entwickelten Sichtenkonzeptes vorgestellt. Darauf aufbauend wird in Ab-
schnitt 6.2 die allgemeine Definition des Sichtenkonzeptes entwickelt und anhand von
konzeptionellen Beispielen vorgestellt. Die konzeptionellen Beispiele werden in den Ab-
schnitten 6.3 (Sicherheitsmodellierung für Web Services) und 6.4 (Integrierte Daten-
schutzmodellierung) konkretisiert.
6.1 (Modell-)Sichten
Das Prinzip bzw. die Notwendigkeit der Sichtenbildung ist grundsätzlich seit längerem
bekannt. Daher wurden Anforderungen an Ansätze, die mehrere Sichten bereitstellen,
bereits in den Neunziger Jahren entwickelt. Als Beispiel ist [Ver94] zu nennen. Darin
werden die drei Schritte Modeling, Integration und Use zur Durchführung der Prozess-
modellierung festgelegt. Wobei im Schritt Modeling verschiedene Sichten für die Pro-
jektbeteiligten zur Verfügung gestellt werden bzw. von diesen genutzt werden können.
Diese Sichten sollen im Schritt Integration in ein Gesamtmodell zusammengeführt wer-
den. Der Schritt Use soll die Nutzung des Gesamtmodells auf die Sicht des einzelnen
Projektbeteiligten einschränken, indem nicht relevante Informationen ausgeblendet wer-
den. Den Schritten werden zudem spezielle Anforderungen an Sichtenkonzpte (in [Ver94]
als Multi-View-Ansätze bezeichnet) zugeordnet. In Tabelle 6.1 sind die Schritte sowie
die zugehörigen Anforderungen dargestellt. Die vollständige Beschreibung der einzelnen
Schritte und Anforderungen findet sich in Anhang A.2.
Modeling Integration Use
R1. Different perspectives
on the same process ele-
ment must be offered.
R5. Detecting similarities
between views.










Tabelle 6.1: Anforderungen an Multi-View-Ansätze nach [Ver94].
Die Schritte bzw. Anforderungen an Multi-View Ansätze der Tabelle 6.1 sind auf fach-
und methodenspezifische Sichten gerichtet. Es wird somit zum einen die Sicht auf ein
Prozessmodell und zum anderen die Sicht auf verschiedene Prozessmodelle berücksich-
tigt. Im Rahmen dieser Arbeit soll der Fokus allerdings auf die Sichtenbildung gelegt
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werden, die auf einem mehrdimensionalen Prozessmodell basiert. Dabei können auch
Kombinationen aus ein- und mehrdimensionalen Prozessmodellen innerhalb einer Me-
thode genutzt werden.
Zur Umsetzung des grundsätzlichen Sichtenkonzeptes müssen allerdings auch die not-
wendigen Ausdrucksmöglichkeiten bzw. die entsprechenden Diagrammarten seitens der
Modellierungsnotation zur Verfügung stehen. Dabei ist allerdings problematisch, dass
die teils sehr speziellen Aspekte häufig nur schwer und unter Umständen überhaupt
nicht mit den nativen Ausdrucksmöglichkeiten der Modellierungssprache formuliert wer-
den können (siehe Abschnitt 3.4). Um diesem Mangel Rechnung zu tragen, bestehen
grundsätzlich zwei Möglichkeiten.
Zum einen kann durch die Neuentwicklung einer Modellierungssprache die benötigte
Ausdrucksstärke geschaffen werden. Neben dem Entwicklungsaufwand der Sprache selbst
hat dies aber den Nachteil eine nicht standardisierte Sprache zu verwenden [FH10]. Auf-
grund der angesprochenen Vorteile einer DSL kann dies aber eine lohnende Vorgehens-
weise sein. Zum anderen kann auf eine Modellierungssprache (GPL oder DSL) aufgesetzt
und diese um die notwendigen Ausdrucksmöglichkeiten erweitert werden (beispielsweise
durch Annotationen oder neue Modellelemente). Besonders für mehrdimensionale Mo-
delle hat dieses aber die erwähnte Komplexitätssteigerung zur Folge.
Der Komplexitätssteigerung kann allerdings mit Sichtenkonzepten entgegen gewirkt
werden, da diese fokussierte Sichten für bestimmte fachspezifische Sachverhalte bereit
stellen können. In Bezug auf die in Tabelle 6.1 genannten Anforderungen an Sichtenkon-
zepte und den Fokus auf mehrdimensionale Prozessmodelle werden bei der Entwicklung
des Sichtenkonzeptes im Rahmen dieser Arbeit folgende Ziele berücksichtigt:
R1 Ein- bzw. Ausblenden von Modellelementen oder Attributen ermöglichen
R2 Sichten müssen entsprechend der Domäne des Modellierers angepasst werden können
R3 Zugehörigkeit bzw. Gruppierung von Modellelementen zu einer Sicht
R4 Modellierung der einzelnen Sicht unabhängig von weiteren Sichten
R5 Übereinstimmungen der Sichten untereinander automatisiert erkennen
R6 Inkonsistenzen der Sichten untereinander automatisiert erkennen
R7 Sichten müssen angepasst bzw. geändert werden können
R8 Sichten sollen im Projektverlauf nebeneinander genutzt werden können
Im Rahmen des im folgenden Abschnitt vorgestellten MultiView-Konzeptes werden die
aufgeführten Ziele mit Ausnahme der Anforderungen bzw. Ziele R5 und R6 umgesetzt.
Die Prüfung von Übereinstimmungen und Inkonsistenzen verschiedener MultiViews wird
zunächst vernachlässigt, da diese bestimmte Arten von Modellvergleichen erfordern und
diese für das zentrale Thema dieser Arbeit – das Validierungskonzept – nicht zwingend
erforderlich ist. Die Anforderungen R5 und R6 sind also vielmehr als Erweiterung zum
vorgestellten MultiView-Konzept zu betrachten. Die Umsetzung der Anforderung R5




Das in diesem Abschnitt vorgestellte Sichtenkonzept wird als MultiView bezeichnet. Der
Name setzt sich aus den Teilen multiple und view zusammen. Das MultiView-Konzept
kann dabei sowohl für GPLs als auch für DSLs eingesetzt werden. Wobei eine Multi-
View auf die Modellelemente der eingesetzten Modellierungssprache aufsetzen oder auch
notwendige Erweiterungen definieren kann. Die Definition 6.2.1 legt eine MultiView in-
haltlich fest.
Definition 6.2.1 MultiView
Eine MultiView (Abkürzung für: Multiple View) definiert die Form der grafischen Dar-
stellung (einschließlich der Sichtbarkeit) und Bearbeitbarkeit der Modellelemente bzw.
-attribute (Modellinhalte) eines Prozessmodells in Bezug auf deren Zugehörigkeit zu ei-
ner bestimmten Domäne bzw. einem bestimmten Stakeholder.
MultiViews sind demnach als flexible, frei konfigurierbare Filter für Prozessmodelle
und deren Inhalte zu betrachten, die festlegen, ob und wie bestimmte Modellelemente
bzw. -attribute für eine bestimmte Domäne oder einen bestimmten Stakeholder darge-
stellt werden. Die Festlegung der Filter bezieht sich dabei auf den Typ (im EPK z.B.
eine Funktion) und die Eigenschaften (z. B. relevant für Datenschutzmodellierung) der
Modellelemente bzw. -attribute. In der MultiView-Definition wird über die Ziele des
vorangegangen Abschnittes (R1-R4, R7 und R8) hinaus das Ziel definiert, die Bearbeit-
barkeit der Modellelemente bzw. -attribute in Bezug auf eine MultiView einschränken
zu können. Der Zusammenhang von ein- und mehrdimensionalen (Modell-) Sichten und
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Sicht 3 Sicht n-2
Abbildung 6.1: MultiViews.
Wie in Abschnitt 6.2.2 anhand von konzeptionellen Beispielen demonstriert wird, kann
eine MultiView damit die visuelle Komplexität reduzieren. Die Festlegung der Bearbeit-
barkeit der Modellinhalte dient der weiteren Fokussierung auf die Aufgaben im Zusam-
menhang mit der entsprechenden MultiView bzw. Domäne und kann auch als Zuordnung
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von Verantwortlichkeiten verstanden werden. Die Bearbeitbarkeit kann zudem mit der
grafischen Repräsentation kombiniert werden, indem nicht bearbeitbare Modellinhalte
grafisch in den Hintergrund gesetzt werden (z. B. durch Ausgrauen).
6.2.1 Mittel im Rahmen von MultiViews
Grundsätzlich wird eine MultiView durch die eingesetzten Mittel zur grafischen Re-
präsentation sowie die Festlegung der bearbeitbaren Prozessmodellteile bzw. -elemente
definiert. Die Mittel beziehen sich dabei auf bestimmte Modellinhalte wie einen bestimm-
ten Modellelementtyp oder bestimmte Eigenschaften eines Modellelements. Die in einer
MultiView einsetzbaren Mittel werden im Folgenden beschrieben.
Ausblenden Dieses Mittel ermöglicht das Verbergen bestimmter Modellinhalte im Rah-
men einer MultiView. Dies kann auf den Kontrollfluss bezogen sein oder aber auch
auf Modellinhalte, die durch das Mittel Hinzufügen einer bestimmten MultiView
hinzugefügt wurden.
Hinzufügen Durch das Mittel Hinzufügen können zum einen Modellinhalte, die zum
Sprachumfang einer Modellierungssprache gehören, in einer MultiView modelliert
werden. Zum anderen fallen aber auch proprietäre Erweiterungen des Sprachum-
fangs wie domänenspezifische Modellinhalte darunter.
Verändern Das Mittel erlaubt die Definition von speziellen grafischen Repräsentationen
(beispielsweise Transparenz, Skalierung oder Ausgrauen) und der Anordnung von
Modellinhalten im Rahmen der MultiView.
Zugriff einschränken Durch das Mittel Zugriff einschränken wird die Bearbeitung be-
stimmter Modellinhalte im Rahmen der MultiView unterbunden.
6.2.2 Konzeptionelle Beispiele für MultiViews
Die folgenden konzeptionellen Beispiele dienen der Erläuterung des Grundprinzips für
den Einsatz der Mittel in Bezug auf Modellinhalte. Das erste Beispiel (Abbildung 6.2
links) zeigt die MultiView Integrierte Datenschutzmodellierung (kurz IDM), die darüber
hinaus genauer in Abschnitt 6.4 betrachtet wird.
Die MultiView-IDM fokussiert auf die in den Funktionen verwendeten Daten (Daten-
cluster) und stellt relevante Informationen zu den Daten bereit. Da für das Verständnis
des Kontextes auch der Kontrollfluss entscheidend ist, wird dieser zwar dargestellt, aber
dessen Bearbeitung ist jedoch nicht möglich (Mittel: Zugriff einschränken). Zudem wer-
den Zwischenereignisse (im Gegensatz zu Entscheidungsereignissen) nicht dargestellt,
die für das Verständnis des Kontextes nicht notwendig sind (Mittel: Ausblenden). Das
Vorhandensein der Zwischenereignisse wird in der MultiView-IDM durch zwei aufein-
ander folgende Kontrollflusskanten aber noch angedeutet (siehe Abbildung 6.2 links).
Außerdem können in der MultiView-IDM für den Datenschutz relevante Informationen
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Abbildung 6.2: Konzeptionelles Beispiel für MultiViews in der EPK-Notation des pro-
totypisch entwickelten Werkzeuges (siehe Abschnitt 8.2).
an den Datenclustern angebracht werden (Mittel: Hinzufügen). Dabei handelt es sich
z. B. um die Zulässigkeit der Datenverarbeitung (gelbe Kästen in Abbildung 6.2 links)
oder ein Attribut zur Kennzeichnung der Existenz von personenbezogene Daten (pd unter
Datenclustern in Abbildung 6.2 links).
Auf der rechten Seite der Abbildung 6.2 ist als weiteres konzeptionelles Beispiel die
MultiView Sicherheitsmodellierung für Web Services (kurz SWS) dargestellt. Die Multi-
View SWS fokussiert auf Prozessteile, die durch Web Services im Rahmen eines BPEL-
Prozesses umgesetzt werden sollen. Die nicht relevanten Prozessteile werden ausgregraut
(Mittel: Verändern) und sind außerdem nicht bearbeitbar (Mittel: Zugriff einschränken).
Zudem können gegebenenfalls Ereignisse vernachlässigt werden, die nicht für den BPEL-
Prozess relevant sind (Mittel: Ausblenden). Die im Rahmen der MultiView-SWS verwen-
deten Anwendungssysteme sind per se Web Services, die verwendeten Datencluster sind
entweder Web-Service-Anfragen oder -Antworten (Mittel: Hinzufügen).
Zum Vergleich der einzelnen MultiViews gegenüber einer aggregierten Darstellung
aller Modellinhalte der MultiView-IDM und der MultiView-SWS wird in Abbildung 6.3
eine entsprechend aggregierte MultiView dargestellt.
Eine Zusammenfassung der im Rahmen der konzeptionellen Beispiele eingesetzten
Mittel liefert Tabelle 6.2. Dabei wird auch die grundsätzliche Ausrichtung des weiteren
Einsatzes der Mittel in Bezug auf die entsprechende MultiView geliefert.
Technisch gesehen müssen die jeweiligen Mittel der Modellinhalte einer MultiView
zugeordnet werden. Die technische Umsetzung dieser Zuordnung ist aber unabhängig
von der reinen Definition des MultiView-Konzeptes. Beispielhaft wurde dies in den in
Abschnitt 8.1 bzw. 8.2 vorgestellten Prototypen umgesetzt. Die Grundlage ist die Zu-
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Abbildung 6.3: Aggregation der konzeptionellen Beispiel-MultiViews.
6.3 MultiView: Sicherheitsmodellierung für Web
Services (SWS)
Die MultiView-SWS fokussiert auf automatisierbare Prozessteile, die in Form eines
BPEL-Prozesses umgesetzt werden sollen. Die Umsetzung erfolgt dabei durch die modell-
getriebene Softwareentwicklung, wie in [SLI08] demonstriert. Der Anspruch der Multi-
View-SWS ist darüber hinaus die Integration der Modellierung von Sicherheitseigen-
schaften in die Prozessmodellierung, wie in [JF09] veröffentlicht. Dazu bedarf es adäqua-
ter Modellierungsmöglichkeiten zur Formulierung von Sicherheitseigenschaften im Rah-
men der Prozessmodelle. In Erweiterung zur Modellierung der Sicherheitseigenschaften
kann die MultiView-SWS aber auch dazu verwendet werden, die technische Realisierung
der Sicherheitseigenschaften als entsprechende Sicherheitsmechanismen zu erstellen.
Als besonders vielversprechendes Verfahrensmodell ist dabei die modellgetriebene
Softwareentwicklung (siehe Abschnitt 3.2.3.1 bzw. 3.2.3.2) zu sehen. Die modellgetrie-
benen Softwareentwicklung ermöglicht neben der Generierung der technischen Reali-
sierung des fachlichen (Geschäfts-) Prozessmodells auch die Generierung der techni-
schen Realisierung der Sicherheitseigenschaften. Allerdings gibt es in den existierenden
MDSD-Entwicklungslösungen einen entscheidenden Mangel. Sie berücksichtigen nur den
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Tabelle 6.2: Eingesetzte Mittel der MultiViews in Abbildung 6.2.
fachlichen also funktionalen Geschäftsprozess ohne Einbeziehung von nicht-funktionalen
Anforderungen wie Sicherheit. Die Ursache dieses Umstandes ist aber nicht das Feh-
len technischer Sicherheitsmechanismen, sondern die Vernachlässigung der Entwicklung
und Integration von geeigneten Verfahren zur Formulierung von Sicherheitsmerkmalen
auf Basis der Modelle. Damit einher geht die fehlende automatisierte Erzeugung der ma-
schinenlesbaren Sicherheitsbeschreibungen (engl. Policies). Die Einbeziehung von Sicher-
heitseigenschaften kann daher nur „nachträglich“ erfolgen. Problematisch ist dabei zum
einen der durch den Ebenenwechsel hervorgerufene Verlust von Wissen der (Geschäfts-)
Prozessebene und zum anderen die (teilweise) manuelle Erstellung der Sicherheitsbe-
schreibungen sowie deren Integration in die generierte Software. Die manuelle Erstellung
der Sicherheitsbeschreibungen ist aufgrund der Vielzahl der existierenden Spezifikatio-
nen und zu berücksichtigen Faktoren eine sehr komplexe Aufgabe und dementsprechend
fehleranfällig. Ein weiteres Problem ist die Fokussierung der existierenden Ansätze auf
eine bestimmte (Geschäfts-) Prozessmodellierungssprache (siehe Abschnitt 3.4.3.1). Die
aus den aufgezeigten Problemen resultierenden Ziele der MultiView-SWS sind daher:
• generisches, prozessmodellunabhängiges Sicherheitsmodell zur Formulierung von
Sicherheitseigenschaften
• automatische Transformation des Sicherheitsmodells in die technische Realisierung
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Im folgenden Abschnitt werden zunächst begriﬄiche Grundlagen gelegt, um das Kon-
zept der MultiView-SWS einzuordnen. Abschnitt 6.3.2 stellt das Gesamtkonzept der
Sicherheitsmodellierung von Web Services vor. Daran anschließend werden in Abschnitt
6.3.3 die eingesetzten Mittel der MultiView vorgestellt sowie in Abschnitt 6.3.4 das
Vorgehen der Sicherheitsmodellierung anhand eines Beispielprozesses demonstriert. Die
Validierung der MultiView-SWS wird in Abschnitt 6.3.5 anhand beispielhafter EPK-G-
CTL-Regeln erläutert. Zuletzt wird in Abschnitt 6.3.6 ein kurzer Überblick zur Gene-
rierung der technischen Realisierung der modellierten Sicherheitseigenschaften geliefert.
6.3.1 Begriﬄiche Grundlagen für die Sicherheitsmodellierung
Die Abschnitte 3.2.3.1 bzw. 3.2.3.2 haben die Grundlagen der modellgetriebenen Soft-
wareentwicklung im Allgemeinen bzw. in Bezug auf Web Services gelegt. Dies umfasst
das grundsätzliche Vorgehen der modellgetriebenen Softwareentwicklung sowie die ein-
gesetzten Standards zur Nutzung von Web Services in BPEL-Prozessen. Neben dieser
funktionalen Umsetzung von Geschäftsprozessen tritt im Rahmen der MultiView-SWS
aber der Betrachtungsaspekt der Sicherheit in den Vordergrund.
Der Begriff Sicherheit ist allerdings sehr facettenreich und soll daher im Abschnitt
6.3.1.1 genauer betrachtet werden. Zudem werden mögliche Technologien bzw. Stan-
dards zur Umsetzung von Sicherheitsanforderungen beim Einsatz von Web Services bzw.
BPEL-Prozessen in Abschnitt 6.3.1.2 kurz vorgestellt.
6.3.1.1 Sicherheitsbegriff im Allgemeinen
Unter der Sicherheit eines Systems wird eine Vielzahl von Aspekten zusammengefasst.
Das grundsätzliche Ziel dieser Aspekte ist es, dass sich das System stets auf die gewünsch-
te Art und Weise verhält und somit die an das System gerichteten Anforderungen erfüllt.
Allerdings ist der im Deutschen verwendete Begriff Sicherheit im Gegensatz zu den im
Englischen verwendeten Begriffen etwas unscharf. Im Englischen wird Sicherheit in die
zwei Teilbereiche Safety und Security unterteilt.
[Lig09] beschreibt Safety als „Fähigkeit einer Betrachtungseinheit, nur hinreichend
kleine Gefährdungen zu verursachen“. Safety bezieht sich auf die Korrektheit des Ab-
laufes der von der Software bzw. dem System zu erledigenden Aufgaben. Während des
Ablaufes darf zudem nur ein „annehmbares Restrisiko“ für Menschen, Sachen oder die
Umwelt bestehen. Die zu erledigenden Aufgaben der Betrachtungseinheit bzw. der Soft-
ware werden in Form von FAs beschrieben. Die Einhaltung der FAs (zur Durchsetzung
der Safety) kann durch den Abgleich der durch die FAs repräsentierten Regeln mit der
Spezifikation des Systems bzw. der Software überprüft werden. Dieses Vorgehen ent-
spricht dem in Kapitel 5 vorgestellten Validierungsverfahren. Die Regeln entsprechen
dabei den grafischen Validierungsregeln.
Im Gegensatz zu Safety bezieht sich Security auf die Robustheit gegenüber externen
Angriffen (beispielsweise durch Hacker) während der Ausführung des Systems. [Lig09]
setzt Security mit dem deutschen Begriff Datensicherheit gleich, welche darauf abzielt,
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Informationsverluste und unbefugte Datenzugriffe in dem betrachteten System zu ver-
hindern. Datensicherheit umfasst dabei (nach [BSI06]) die drei Aspekte Verfügbarkeit,
Vertraulichkeit und Integrität von Daten. Die Aspekte werden nach [RP09] auch als
Schutzziele bezeichnet und sind wie folgt definiert:
Verfügbarkeit „Gesicherter Zugriff auf Informationen innerhalb einer festgelegten Zeit.“
Vertraulichkeit „Gesicherter Nichtzugriff auf Information (gegebenenfalls beschränkt
auf eine festgelegte Zeit).“
Integrität „Information ist (gegebenenfalls beschränkt auf eine festgelegte Zeit) gesi-
chert echt.“
Der Fokus der Security liegt somit der Betrachtung möglicher Angriffspunkte und
nicht auf der fehlerhaften Ausführung der Software bzw. des Systems. Es ist jedoch
anzumerken, dass Ablauffehler im Sinne der Safety zu Problemen in Form von externen
Angriffen führen können.
Für die MultiView-SWS bedeutet dies, dass sowohl die Safety- als auch die Security-
Eigenschaften der Modellinhalte überprüft werden können. Wobei die Safety im Rah-
men des funktionalen Prozessmodells (beispielsweise in der MultiView funktionaler Ge-
schäftsprozess) geprüft wird und die Security im Rahmen der MultiView-SWS.
Zur Durchsetzung der aufgeführten Sicherheitsaspekte bzw. Schutzziele dienen kryp-
tographische Algorithmen. Diese erlauben die Verschlüsselung von bestimmten Daten
bzw. Informationen bezüglich der Daten in der Form, dass das entsprechende Schutzziel
verfolgt werden kann. Die Vertraulichkeit wird mit einem Verschlüsselungsalgorithmus
realisiert, der die betreffenden Daten unter Verwendung einer bestimmten Zeichenfolge
(dem Schlüssel) chiffriert. Die Entschlüsselung der Daten kann dann nur mit dem dafür
vorgesehenen Schlüssel erfolgen. Die Integrität von Daten kann durch eine digitale Si-
gnatur überprüft werden. Diese Signatur wird dabei durch eine bestimmte Zeichenfolge
in Verbindung mit kryptographischen Algorithmen erzeugt und wird vom Empfänger
der Daten zur Überprüfung der Integrität der Daten eingesetzt. Die digitale Signatur
kann darüber hinaus auch zur Identifizierung oder Autorisierung genutzt werden.
6.3.1.2 Sicherheit im Rahmen von Web Services
Die allgemein vorgestellten Sicherheitsmechanismen zur Umsetzung von Safety- und
Security-Anforderungen basieren auf den bereits erwähnten kryptographischen Algorith-
men. Für die Schutzziele Vertraulichkeit und Integrität werden besonders die asymme-
trischen Verschlüsselungsverfahren wie das RSA-Verfahren (siehe [BSW06]) eingesetzt.
Um derartige Verfahren auch für Web Services und BPEL-Prozesse einsetzen zu kön-
nen, wurden verschiedene Spezifikationen geschaffen, die im Folgenden kurz vorgestellt
werden.
Die zu verschlüsselnden Daten in Bezug auf Web Services liegen in Form von XML-
Dokumenten (beispielsweise gemäß der SOAP-Spezifikation) vor. Allgemein betrach-
tet können daher generelle Spezifikationen für XML-Dokumente wie XML Encryption
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[IDS+10b], XML Digital Signature [BBF+08]) angewendet werden. Im Speziellen wur-
den für Web-Service-Nachrichten die Spezifikationen WS-Security [NKMHB06], WS-
SecurityPolicy [DLGHB+05]) definiert.
Die WS-Security nutzt dabei die Spezifikationen der XML Encryption und XML Di-
gital Signature. Mit der WS-Security lassen sich bestimmte Teile der SOAP-Nachrichten
verschlüsseln bzw. signieren. Zudem werden die für den Empfänger notwendigen Infor-
mationen zur Entschlüsselung bzw. zur Überprüfung der Signatur der Nachricht hinzu-
gefügt. WS-SecurityPolicy hingegen stellt Möglichkeiten zur Festlegung der von einem
Web Service geforderten Sicherheitsmechanismen zur Verfügung. Dies umfasst z. B. die
erwartete Verschlüsselung von eingehenden Nachrichten bzw. ausgehenden Nachrichten
(siehe [GLH06, GJD07]). Im Gegensatz zur WS-Security, die auf SOAP-Nachrichten
ausgerichtet ist, ist die WS-SecurityPolicy an die Beschreibung des Web Service (dem
WSDL-Dokument) gerichtet.
Über die genannten Spezifikationen hinaus wurden weitere Möglichkeiten geschaffen,
um eine im Sinne von Security gesicherte Kommunikation vonWeb Services besonders im
Rahmen von BPEL-Prozessen bereitzustellen. Zu nennen sind WS-Trust [NGG+07] und
WS-Federation [LAB06] (Schlüsselaustauschprotokolle) sowie die Spezifikation WS-Se-
cureConversation [And05], welche auf die Erreichung performanter verschlüsselter Kom-
munikation abzielt.
6.3.2 MultiView-SWS: Konzept
Im engeren Sinne ist die MultiView-SWS eine MultiView im Sinne des MultiView-
Konzeptes. Die Aufgaben, die von einer MultiView erfüllbar sind, können allerdings
über die reine Prozessmodellierung hinaus gehen. So können Prozessmodelle bzw. spezi-
elle MultiViews im Rahmen der modellgetriebenen Softwareentwicklung zur Generierung
ausführbarer BPEL-Prozesse genutzt werden. Die MultiView-SWS kann daher ergän-
zend zu den BPEL-Prozessen zur Generierung von Sicherheitsmechanismen eingesetzt
werden. Das grundsätzliche Vorgehen ist in Abbildung 6.4 dargestellt.
Die linke Seite der Abbildung 6.4 zeigt das Vorgehen der modellgetriebenen Entwick-
lung von ausführbaren Prozessen (wie einem BPEL-Prozess). Die Grundlage der Pro-
zessmodelle sind dabei vor allem funktionale Anforderungen. Die Validierung bzw. Veri-
fikation der Prozessmodelle gegenüber den fachlichen Anforderungen kann beispielsweise
über das in Kapitel 5 vorgestellte Verfahren erfolgen. Nach der erfolgreichen Validierung
bzw. Verifikation können die Prozessmodelle dann, wie am Beispiel der EPK in [SKD+08]
demonstriert, automatisiert in einen ausführbaren BPEL-Prozess transformiert werden.
Konzeptionell ist das Vorgehen unabhängig von der gewählten Modellierungssprache.
Die konkrete Umsetzung beispielsweise der Transformationsaufgaben erfolgt bisher al-
lerdings speziell für die jeweilige Modellierungssprache und Ausführungsumgebung.
Die rechte Seite der Abbildung 6.4 ergänzt die modellgetriebene Entwicklung des aus-
führbaren Prozesses um die Integration von Sicherheitsanforderungen bzw. -mechanis-
men. Die Grundlage der Integration ist die Bereitstellung der MultiView-SWS (in Abbil-
dung 6.4 als Sicherheitsmodell bezeichnet) für Personengruppen wie z. B. Sicherheitsar-
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Abbildung 6.4: Gesamtübersicht über den verfolgten Ansatz nach [JF09].
chitekten. Unabhängig von der Modellierungssprache stellt das Sicherheitsmodell dazu
Modellierungsmöglichkeiten für Sicherheitseigenschaften als Ausprägung der Sicherheits-
anforderungen bzw. Schutzziele zur Verfügung. Diese Modellierungsmöglichkeiten kön-
nen über Adaptoren an die konkrete MultiView-SWS für die jeweilige Modellierungsspra-
che angepasst werden. Die modellierten Sicherheitseigenschaften der MultiView-SWS
können dann automatisiert entsprechend der Web-Service-Security-Spezifikationen in
maschinenlesbare Policies transformiert werden. Für Web Services bzw. BPEL-Prozesse
bedeutet dies, dass die entsprechenden WS-SecurityPolicies generiert und mit der Be-
schreibung des ausführbaren (BPEL-) Prozesses verknüpft werden.
Ein in Abbildung 6.4 vernachlässigter Faktor beim Einsatz von kryptographischen Al-
gorithmen ist die Bereitstellung der Schlüssel. Häufig wird diese durch eine Public Key
Infrastructure (kurz PKI) umgesetzt. Dabei existiert sowohl ein öffentlicher als auch ein
privater Schlüssel, der zur Verschlüsselung bzw. Entschlüsselung genutzt wird. Für die
Nutzung der modellierten Sicherheitseigenschaften müssen diese Schlüssel an die ent-
sprechenden Kommunikationspartner verteilt sein. Im Rahmen der modellgetriebenen
Softwareentwicklung kann dies bei der Generierung des Gesamtprozesses (inklusive al-
ler Web Services) erfolgen. Werden existierende Web Services in einen BPEL-Prozess
eingebunden, müssen Mechanismen zur Schlüsselverteilung integriert werden.
6.3.3 MultiView-SWS: Modellierungselemente
Die Modellierungsmöglichkeiten des Sicherheitsmodells (Abbildung 6.4) sind prinzipiell
unabhängig von der Modellierungssprache. Allgemein müssen die Modellierungsmöglich-
keiten dazu an die speziellen Eigenschaften der jeweiligen Modellierungssprache adap-
tiert werden. Die Adaption umfasst vor allem die Festlegung, welche Repräsentation








Abbildung 6.5: Modellelemente des Sicherheitsmodells.
le wie spezielle Modellierungselemente für Sicherheitseigenschaften können hingegen für
jegliche Modellierungssprachen verwendet werden. Im Folgenden wird zur Demonstra-
tion exemplarisch die EPK verwendet. Zunächst werden aber die dem Sicherheitsmo-
dell hinzugefügten Modellelemente zur Modellierung bestimmter Sicherheitseigenschaf-
ten vorgestellt. Konkret handelt es sich dabei um Vertraulichkeit, Integrität und Zu-
gangskontrolle. Das Schutzziel der Verfügbarkeit kann nicht direkt mit den vorgestellten
Sicherheitsmechanismen erreicht werden und soll daher vernachlässigt werden. Die Zu-
gangskontrolle kann den Schutzzielen Vertraulichkeit und Integrität zugeordnet werden,
wird aber durch gesonderte Sicherheitsmechanismen realisiert, die die Identifizierung
bzw. Authentifizierung und Autorisierung umfassen.
Eine ausführlichere Betrachtung der Schutzziele und der zugeordneten Sicherheitsei-
genschaften bzw. -mechanismen findet sich in [Ric10]. Die Modellelemente zur Model-
lierung der Schutzziele Vertraulichkeit, Integrität und Zugangskontrolle im Rahmen des
Sicherheitsmodells bzw. der MultiView-SWS sind in Abbildung 6.5 dargestellt.
Vertraulichkeit wird im Sicherheitsmodell für die Modellelemente Verschlüsselung auf
Nachrichtenebene und Ende-zu-Ende-Verschlüsselung dargestellt. Die Verschlüsselung
auf Nachrichtenebenen ist dabei die standardmäßig anwendbare Verschlüsslungstechnik
beim Einsatz von Web Services, bei der der Nachrichtenaustausch zwischen zwei Web
Services gesichert wird. Die Ende-zu-Ende-Verschlüsselung ist eine erweiterte in [JG09]
bzw. [Maj09] im Detail vorgestellte Verschlüsselungstechnik, die den Nachrichtenaus-
tausch zwischen dem Nachrichtensender und dem finalen Nachrichtenempfänger sichert
(also über Intermediäre hinweg). Das Modellelement Signatur ermöglicht die Model-
lierung von Sicherheitseigenschaften des Schutzziels Integrität. Das Modellelement Zu-
gangskontrolle umfasst grundsätzlich die oben beschriebene Zugangskontrolle. In der
aktuellen Version der MultiView-SWS wird aber vor allem der Aspekt Authentifizierung
berücksichtigt. Die Abbildung aller Aspekte der Zugangskontrolle wird vernachlässigt,
da bereits verschiedene Ansätze der Modellierung bzw. Integration der Zugangskontrolle
existieren und entsprechend den Anforderungen bzw. Gegebenheiten deren Integration
durchgeführt werden muss. An den genannten Modellelementen können bzw. müssen
zudem weitere Informationen hinterlegt werden. Dies umfasst bei der Verschlüsselung
den zu verwendenden Verschlüsselungsalgorithmus sowie die zu verschlüsselnden Daten
(-teile) oder beim Modellelement Zugangskontrolle die jeweils zugelassenen Benutzer.
Die Modellierungselemente der Abbildung 6.5 sind unabhängig von der Modellierungs-
sprache zu betrachten. Auf welche Modellelemente der Modellierungssprache sie ange-
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wendet werden können, obliegt aber der entsprechenden Adaption. Für die EPK bedeu-
tet dies, dass dem Modellelement Funktion die Ausführung einer bestimmten Funktion
(Operation) eines Web Services zugeordnet wird. Das Modellelement Anwendungssys-
tem repräsentiert einen Web Service, während Datencluster Web-Service-Nachrichten
darstellen. Zudem ist die WSDL-Datei des Web Service mit dem Modellelement verbun-
den, um das Datenmodell der Web Service Anfrage bzw. Antwort auslesen zu können.
Das so entstehende Datenmodell wird wiederum den eingehenden (Anfrage) bzw. aus-
gehenden (Antwort) Datencluster hinterlegt.
Diese Festlegungen müssen in Abhängigkeit zur modellgetriebenen Entwicklung des
ausführbaren Prozesses selbst (siehe [SLI08]) getroffen werden. Mit dieser Festlegung
können die erlaubten bzw. notwendigen Verbindungen der Modellemente des Sicher-
heitsmodells mit den Prozessmodellelementen bestimmt werden. Eine ausführliche Be-
schreibung der möglichen Verbindungen findet sich in [Ric10]. An dieser Stelle soll auf
die Ausgestaltung der MultiView-SWS fokussiert werden. Die Tabelle 6.3 liefert einen
Überblick über die in der MultiView eingesetzten Mittel.
Ausblenden • konzeptionelle Datencluster ausblenden
• alle nicht relevanten Modellinhalte ausblenden
Hinzufügen • Datencluster der Web-Service-Nachrichten
• Web Services (Modellelement: Anwendungssystem)
• Modellelemente des Sicherheitsmodells
• spezielle Kantentypen für die Modellierung der Sicher-
heitseigenschaften
Verändern • Ausgrauen der nicht für den BPEL-Prozess relevanten
Modellinhalte
• Hintergrundfarbe ändern




• Bearbeitung des Kontrollflusses bzw. der ausgegrauten
Prozessteile verbieten
Tabelle 6.3: Eingesetzte Mittel der MultiView-SWS.
6.3.4 MultiView-SWS: Vorgehen
Zur Demonstration der Vorgehensweise bei der Modellierung von Sicherheitseigenschaf-
ten in der MultiView-SWS dient der in Abbildung 6.6 beispielhaft dargestellte Teil eines
Geschäftsprozesses eines E-Commerce-Shops. Der ausgewählte Teil des Geschäftsprozes-
ses umfasst das Anlegen einer Bestellung (beispielsweise eine Liste von Büchern) bis
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hin zur Bezahlung der Bestellung per Kreditkarte. Im E-Commerce-System wird jede
eingegangene Bestellung zunächst auf Validität geprüft und für gültige Bestellungen die
Rechnung erstellt. Prinzipiell wird danach die Bezahlungsmethode ausgelesen, der Ein-
fachheit halber wird von einer Bezahlung per Kreditkarte ausgegangen. Ist die Bezahlung
erfolgreich schließt, sich der Versandprozess an (dargestellt durch eine Prozessschnitt-
stelle).
Der Beispielprozess wird technisch gesehen in Form eines BPEL-Prozesses und
dementsprechend unter Verwendung von Web Services realisiert. Jede Bestellung in-
stanziert somit einen BPEL-Prozess. Sicherheitsanforderungen können (technisch be-
trachtet) durch die entsprechenden Sicherheitsmechanismen der in Abschnitt 6.3.1.2
aufgeführten Spezifikationen umgesetzt werden.
Bei Betrachtung des Beispielprozesses (Abbildung 6.6) in Bezug auf Sicherheitsan-
forderungen fallen beispielsweise die Kreditkartendaten auf. Dabei handelt es sich um
sensitive Daten, die vor dem Zugriff durch Dritte geschützt werden müssen. Dies ent-
spricht dem Schutzziel Vertraulichkeit. Zur Durchsetzung dieser Vertraulichkeitsanforde-
rung kann die Sicherheitseigenschaft Ende-zu-Ende-Verschlüsselung verwendet werden.
Für die Modellierung der Sicherheitseigenschaft ist die in Abschnitt 6.3.3 beschriebene
Festlegung bezüglich der Funktion und Datencluster der EPK entscheidend. So wird
für die beispielhafte Vertraulichkeitsanforderung für die Kreditkartendaten eine Verbin-
dung vom eingehenden Datencluster (Web Service Anfrage) der Funktion Bestellung
absenden über das Modellelement Ende-zu-Ende-Verschlüsselung zum eingehenden Da-
tencluster (Web-Service-Anfrage) der Funktion Kreditkartenzahlung durchführen
gezogen. Damit erwarten die beiden jeweils durch die EPK-Funktion repräsentierten
Web Services verschlüsselte Daten zur Ausführung. Die Auswahl der zu verschlüsselnden
Daten (hier der Kreditkartendaten) sowie weiterer Einstellungen der Verschlüsselung
kann über ein Dialogfenster nach dem Erstellen der Verbindung erfolgen. Dabei ist es
entscheidend, dass diese Einstellungen erst nach dem Erstellen der Verbindung erfolgt,
da erst zu diesem Zeitpunkt die auswählbaren Daten aus den jeweiligen Datenmodellen
der Web-Service-Nachrichten ausgelesen werden können.
Analog erfolgt die Modellierung der Sicherheitseigenschaften Veschlüsselung auf Nach-
richtenebene und Signatur. Wobei bei der letzteren anstatt der zu verschlüsselnden Daten
die zu signierenden Daten angegeben werden und am Modellelement Signatur die ent-
sprechend notwendigen Daten hinterlegt werden können. Ein etwas anderes Verhalten
hat hingegen das Modellelement Zugangskontrolle, welches mit der Web Service Opera-
tion (der EPK-Funktion) verbunden wird. Es wird damit die Zulässigkeit des Aufrufes
der Web-Service-Operation gesteuert. Im Rahmen der EPK kann dies beispielsweise
unter Verwendung eines Organigramms erfolgen, welches die erlaubten Benutzer und
gegebenenfalls die konkreten Rechte beinhaltet.
Sind alle Sicherheitseigenschaften modelliert, kann das Sicherheitsmodell bzw. die
MultiView-SWS in die resultierenden WS-SecurityPolicies transformiert werden. Aber
obwohl durch die grafische Modellierung der Sicherheitseigenschaften der Einsatz von Si-
cherheitsmechanismen erleichtert wird, besteht gerade bei einem derart sensiblen Thema
wie Sicherheit der Bedarf nach der Überprüfung der modellierten Sicherheitseigenschaf-
ten.
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Die Validierung der MultiView-SWS kann durch die in Kapitel 5 vorgestellten grafischen
Validierungsregeln erfolgen. Dabei kann die Validierung sowohl auf allgemeingültigen,
vordefinierten sowie auf neu definierten Regeln basieren. Die vordefinierten Regeln sind
als allgemein akzeptierte Anforderungen an Sicherheitseigenschaften zu betrachten. Zwei
Beispielregeln werden in den Abschnitten 6.3.5.1 und 6.3.5.2 erläutert. Neu definierte
Regeln sind hingegen häufig spezielle Regeln, die beispielsweise innerhalb eines Unter-
nehmens zur Anwendung kommen. Dabei können globale Regeln z. B. die Forderung
nach der Signierung aller verwendeten Daten beinhalteten, während spezifische Regeln
möglicherweise auf Eigenschaften eines ganz bestimmten (benannten) Web Service ab-
zielen. Die folgenden Regeln sind an den Beispielprozess aus Abbildung 6.6 bzw. an die
Ausführungen des Kapitels 5 angelehnt und verwenden daher die EPK-G-CTL-Notation.
6.3.5.1 Ende-zu-Ende-Verschlüsselung
Die Intention der Ende-zu-Ende-Verschlüsselung ist die vertrauliche Behandlung be-
stimmter Daten entlang des Prozessverlaufes. Dabei darf zwischen Sender und Empfän-
ger der Daten kein Zugriff auf die Daten bzw. keine Entschlüsselung der Daten möglich
sein. Wird zwischen dem Sender und Empfänger ein lesender bzw. entschlüsselnder Zu-
griff modelliert, ist dies als Fehler zu betrachten, da die Daten vom betreffenden Web
Service nicht entschlüsselt werden können bzw. dürfen. Abbildung 6.7 zeigt eine diesem
Fehlerfall entsprechende grafische Validierungsregel.
Diese Regel, von einem AG-Operator umschlossen, beginnt mit einem Muster aus ei-
nem Web Service mit eingehendem Datencluster und einem ausgehenden Ende-zu-Ende-
Verschlüsselungselement (grau gestrichelter Kasten in Abbildung 6.7, links oben), wobei
die Modell- bzw. Regelelemente durch eine Identität gekennzeichnet sind. Dieses Muster
ist zugleich der Vordersatz der Implikation. Der Nachsatz der Implikation beinhaltet
eine AU-Bedingung, die das Lesen bzw. Schreiben auf den, im Vordersatz der Implika-
tion identifizierten, Datencluster so lange verbietet, bis dieser von einem Web Service
bzw. einer EPK-Funktion in Verbindung mit dem, ebenfalls im Vordersatz der Impli-
kation identifizierten, Ende-zu-Ende Verschlüsselungselement gelesen wird. Das erneute
Auftreten des Musters aus dem Vordersatz der Implikation im Nachsatz der Implikation
wird durch die Semantik des AU -Operators erforderlich. Da der AU -Operator sowohl
im aktuellen als auch den folgenden Zuständen auf Existenz des vorderen Teils des Un-
tils prüft, würde die Regel durch das Weglassen des Vordersatzes der Implikation nicht
gültig werden können.
6.3.5.2 Signatur
Mit einer digitalen Signatur kann die Integrität von Daten wie beispielsweise Web Service
Nachrichten oder Teilen der Nachrichten überprüfen werden. Die Modellierung erfolgt
analog zu den Sicherheitseigenschaften Verschlüsselung. Bei der Validierung ergeben
sich jedoch andere Anforderungen, die überprüft werden müssen. So ist es im Rahmen
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Abbildung 6.7: Grafische Validierungsregel für die Sicherheitseigenschaft Ende-zu-Ende-
Verschlüsselung.
der Ende-zu-Ende-Verschlüsselung nicht sinnvoll, auf nicht entschlüsselbare Daten zu-
zugreifen und soll dementsprechend unterbunden werden. Die Daten werden in diesem
Fall aber nicht geändert und der Web Service würde eine Fehlermeldung zurückgeben.
Werden allerdings signierte Daten neu beschrieben, wird die ursprünglich erstellte Si-
gnatur ungültig. Die Regel fordert, dass jede signierte Nachricht nicht mehr geändert
bzw. beschrieben werden darf. Im Sinne der EPK bedeutet dies, dass der betreffende
Datencluster nicht an einer ausgehenden Kante einer Funktion (als Output) verwendet
werden darf. Eine Regel, die dies überprüfen kann, ist in Abbildung 6.8 zu sehen.
Die Regel, ebenfalls von einem AG-Operator umschlossen, beginnt im Vordersatz der
Implikation mit einem Muster aus dem Modellelement EPK-Funktion bzw. Web Service
mit einem ausgehenden Datencluster und einem Signatursymbol, wobei alle Elemente
durch eine Identität gekennzeichnet sind. Der Vordersatz der Implikation führt zum
mit AG-Operator umschlossenen Nachsatz, der das Schreiben auf den, im Vordersatz der
Implikation identifizierten, Datencluster verbietet. Die Wiederholung des Musters aus
dem Vordersatz ist analog zu den Ausführungen des Abschnittes 6.3.5.1 zu begründen,
wobei die Semantik des AG-Operators in diesem Punkt der des AU-Operators ähnelt.
6.3.5.3 Verschlüsselung auf Nachrichtenebene und Zugangskontrolle
Bei der Verschlüsselung wird jede eingehende Web-Service-Nachricht inklusive der ent-
haltenen Daten entschlüsselt und beim Versenden wieder neu verschlüsselt. Damit wird






















Abbildung 6.8: Grafische Validierungsregel für die Sicherheitseigenschaft Signatur.
zessebene und damit den (intermediären) Web Service hat dies keine Auswirkungen auf
die Lesbarkeit der Daten. Das Ziel der Vertraulichkeit kann somit nur für den Daten-
kanal, nicht aber auf Prozessebene gewährleistet werden. Dies ist besonders nachteilig
für Aspekte des Datenschutzes [Mel10], wie in Abschnitt 6.4 betrachtet. Für den Fall,
eine Verschlüsselung auf Nachrichtenebene zu verwenden, sind grundsätzliche Validie-
rungsregeln wenig hilfreich, da die Daten prinzipiell für jeden Web Service lesbar sind.
Allerdings können Warnungen beim Einsatz dieser Form der Verschlüsselung gegeben
werden.
Die aktuelle Version der Sicherheitseigenschaft Zugangskontrolle beinhaltet nur den
Aspekt Authentifizierung. Daher wird am Modellelement nur der erlaubte Benutzer bzw.
die erlaubte Benutzergruppe und das Authentifizierungsverfahren zugeordnet. Da sich
die auswählbaren Benutzer bzw. Benutzergruppen z. B. aus einem Organigramm erge-
ben, können keine fehlerhaften Benutzer angegeben werden. Daher bleibt bei der Vali-
dierung nur die Überprüfung, ob ein Web Service eine Authentifizierung fordert und die
dafür notwendigen Daten dem Modellelement Zugangskontrolle hinterlegt wurden.
6.3.6 MultiView-SWS: Transformation
An dieser Stelle soll die Transformation der EPK in den BPEL-Prozess vernachlässigt
und auf mögliche Umsetzungen ([SI07] bzw. [SKD+08]) verwiesen werden. Anmerkend
sei jedoch erwähnt, das neben der allgemeinen Transformation auch spezielle Faktoren
der BPEL-Ausführungsumgebung (z. B. Oracle BPEL Process Manager [Ora11] oder
IBM WebSphere [FY04]) berücksichtigt werden müssen.
Das grundsätzliche Vorgehen bei der Transformation der MultiView-SWS in die ent-
sprechenden WS-SecurityPolicies besteht im iterativen Abarbeiten der modellierten Si-
cherheitseigenschaften. Dabei werden die Sicherheitseigenschaften durch entsprechende
Sicherheitsmechanismen bzw. deren XML-Repräsentationen in der WS-SecurityPolicy
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ersetzt. Da für jeden im BPEL-Prozess eingebundenen Web Service eine Policy benö-
tigt wird, muss jedem von Sicherheitseigenschaften betroffenen Web Service bzw. dessen
WS-SecurityPolicy der jeweilige Sicherheitsmechanismus hinzugefügt werden.
Für die im Beispielprozess in Abbildung 6.6 modellierte Ende-zu-Ende-Verschlüsselung
müssen daher dem Sender bzw. Empfänger die Informationen zur Verschlüsselung als
auch die entsprechenden Schlüssel zur Verfügung stehen. Darüber hinaus muss in den
WS-SecurityPolicies der intermediären Web Services die Information über die Ende-
zu-Ende-Verschlüsselung integriert werden. Wie bereits erwähnt, handelt es sich bei
der Ende-zu-Ende-Verschlüsselung um eine Erweiterung gegenüber den WS-Security-
Spezifikationen. Diese lässt sich aber mit den Mitteln der XML Encryption ([IDS+10b]
bzw. [BBF+08]) in die WS-SecurityPolicies integrieren. Beispielhaft ist in Listing 6.1 ein
Teil des Transformationsergebnisses für das Beispiel aus Abbildung 6.6 dargestellt.
1 <p : Pol icy>
2 <sp : SymmetricBinding>
3 <p : Pol icy>
4 <sp : ProtectionToken>
5 [ . . . ]
6 </sp : ProtectionToken>
7 <sp : AlgorithmSuite>
8 <p : Pol icy>
9 <sp : TripleDesRsa15/>
10 </p : Pol icy>
11 </sp : AlgorithmSuite>
12 </p : Pol icy>
13 </sp : SymmetricBinding>
14 <sp : EncryptedElements>
15 <sp :XPath Rec ip i ent="http : // cred i tCard
16 I n s t i t u t e . com/ t r an s a c t i o nS e r v i c e ">
17 /Envelope/Body/ order /CreditCardData
18 </sp :XPath>
19 </sp : EncryptedElements>
20 </p : Pol icy>
Listing 6.1: WS-SecurityPolicy als Ergebnis der Transformation aus der MultiView-
SWS.
Die WS-SecurityPolicy ist im Prinzip entsprechend der Spezifikationen erstellt worden.
Für die Ende-zu-Ende-Verschlüsselung wurde allerdings in den Zeilen 15 und 16 des Lis-
tings 6.1 der finale Empfänger als XML-Attribut Recipient (prinzipiell auch als XML-
Element möglich) hinzugefügt. Der Wert des Attributs entspricht der WS-Addressing-
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Endpunkt-Referenz [GHR06] des finalen Empfängers von dem Datum CreditCardDate
(Listing 6.1, Zeile 17). Weitere Details zur Realisierung der Ende-zu-Ende-Verschlüsse-
lung finden sich in [JG09] bzw. [Maj09]. Die übrigen Sicherheitseigenschaften werden in
ähnlicher Weise in entsprechende Sicherheitsmechanismen in Form von XML-Ausdrücken
in die WS-SecurityPolicies integriert.
Prinzipiell beziehen sich die generierten WS-SecurityPolicies auf den konkreten BPEL-
Prozess und müssen daher auch die im BPEL-Prozess verwendeten Bezeichnungen be-
nutzen. Da die Modellierung des BPEL-Prozesses und der Sicherheitseigenschaften im
Rahmen der gleichen EPK erfolgen, basieren auch die Transformationen auf derselben
Basis. Dies ermöglicht die direkte Verknüpfung der WS-SecurityPolicies mit dem BPEL-
Prozess, wie sie durch die Web-Services- bzw. BPEL-Spezifikationen vorgesehen ist. Der
durch die WS-SecurityPolicies gesicherter BPEL-Prozess kann anschließend der Ausfüh-
rungsumgebung übergeben werden.
6.4 MultiView: Integrierte Datenschutzmodellierung
Ein eng mit dem Thema der Sicherheitsmodellierung (für Web Service) verwandtes The-
mengebiet ist der Datenschutz. Die Verwandtschaft beruht auf dem komplementären
Ziel der Durchsetzung bestimmter Sicherheitsaspekte bzw. Schutzziele (siehe Abschnitt
6.3.1). Im Unterschied zur Sicherheitsmodellierung werden im Datenschutz aber noch
weitergehende Anforderungen beim Umgang mit besonderen Daten – den personenbe-
zogenen Daten – aufgestellt. Im Prinzip können die modellierten Sicherheitseigenschaf-
ten bzw. die daraus resultierenden Sicherheitsmechanismen zur Umsetzung von Daten-
schutzanforderungen genutzt werden. Um allerdings bestimmte Datenschutzanforderun-
gen (z. B. Vertraulichkeit) sicherstellen zu können, ist eine Verschlüsselung auf Nach-
richtenebene nicht geeignet, da in diesem Fall sämtliche Daten und daher insbesondere
personenbezogene Daten für jeden Intermediär (beispielsweise Web Service) lesbar sind.
Um die speziellen Anforderungen beim Umgang mit personenbezogenen Daten und
damit die Ziele des Datenschutzes nachvollziehen zu können, wird zunächst ein kurzer
Überblick zum Stand des Datenschutzes in Organisationen (beispielsweise Unternehmen
oder öffentliche Einrichtungen) gegeben. Grundsätzlich sollte der Datenschutz von jeder
mit dem Umgang von personenbezogenen Daten betrauten Person bzw. Organisation
berücksichtigt werden. Die Erfahrungen des Unabhängigen Landeszentrums für Daten-
schutz Schleswig-Holstein (kurz ULD) haben aber gezeigt, dass die Einbeziehung des
Datenschutzes in die Datenverarbeitung häufig jedoch hinter den Erwartungen zurück
bleibt. Laut ULD liegt dies vor allem an der Sichtweise, dass die Umsetzung von Daten-
schutz hinderlich und aufwändig ist und besonders die Integration in bestehende Struk-
turen mit hohem Aufwand verbunden sei [FWB+10]. Aber im Interesse der Betroffenen,
deren Daten verarbeitet werden, muss sowohl die Einführung von Datenschutzmaßnah-
men in neue Abläufe als auch die Integration in bestehende Strukturen erfolgen. Neben
dem Nachteil des dadurch entstehenden Aufwands bietet ein funktionierendes Daten-
schutzmanagement beispielsweise die Möglichkeit der Zertifizierung bzw. Auditierung
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durch Einrichtungen wie das ULD. Damit kann die Transparenz der Abläufe und somit
die Vertrauensbasis für Geschäftsbeziehungen erhöht bzw. gestärkt werden. Betriebs-
wirtschaftlich betrachtet kann dies wiederum zu Wettbewerbsvorteilen gegenüber nicht
zertifizierten bzw. auditierten Unternehmen führen.
Ein funktionierendes Datenschutzmanagement erfordert nach [Biz06] „definierte und
abgesicherte Prozesse, die innerhalb der Organisation präventiv zur Feststellung und
Minimierung von Risiken beitragen“. Damit kann eine Steigerung der Transparenz und
Beherrschbarkeit der organisationsinternen und möglicherweise organisationsübergrei-
fenden Abläufe erreicht werden. Die Prozesse müssen dazu in geeigneter Form aufgenom-
men (also definiert) werden. Die häufigste Form ist die Textdokumentation (informale
Spezifikation, siehe Abschnitt 2.2.1.1), wobei die Abläufe unter Verwendung von Text-
und Tabellendokumenten beschrieben werden. Eine zunehmend genutzte Form sind aber
auch Geschäftsprozessmodelle, wie sie in Kapitel 3 vorgestellt wurden. Obwohl Daten-
schutzaspekte sowohl in die Textdokumentation als auch in Geschäftsprozessmodelle in-
tegrierbar sind, bieten Geschäftsprozesse durch ihre semiformale bis formale Syntax und
Semantik gegenüber Textdokumenten über den reinen Dokumentationscharakter hinaus
weiterführende Nutzungsmöglichkeiten. Zum einen ermöglichen (Geschäfts-) Prozessmo-
delle die Nutzung von Validierungsverfahren, wie sie in dieser Arbeit vorgestellt bzw.
entwickelt werden. Zum anderen wird durch die Berücksichtigung des Datenschutzes im
Rahmen von Prozessmodellen, die zur modellgetriebenen Entwicklung von Software ge-
nutzt werden, eine Bewertung der generierten Software bezüglich datenschutzrechtlicher
Aspekte ermöglicht. Neben der generierten Softwarelösung können die modellierten Da-
tenschutzaspekte zur Generierung von beispielsweise Richtlinien zur Beschreibung von
Zugriffsrechten für bestimmte personenbezogene Daten eingesetzt werden.
Über diese eher technischen Aspekte hinaus sind aber auch organisatorische Aspekte
bei der Integration des Datenschutzes in die Prozessmodellierungsabläufe zu berück-
sichtigen. Die Erfahrungen des ULD haben diesbezüglich die Notwendigkeit aufgezeigt,
dass methodische Erweiterungen nicht losgelöst von den „normalen“ Modellierungsab-
läufen der Organisation erfolgen darf. Aus diesen organisatorischen und zuvor genannten
technischen Anforderungen resultieren daher die folgenden Ziele:
1. Alle notwendigen Aufgaben sollen auf der Prozessmodellebene realisierbar bzw.
integrierbar sein.
2. Neben der Modellierung sollen Prüftechniken die Erfüllung der gestellten Anfor-
derungen sicher stellen.
Im folgenden Abschnitt wird der rechtliche Hintergrund des Datenschutzes kurz um-
rissen sowie die gegenüber der MultiView-SWS hinzukommenden Schutzziele vorgestellt.
Abschnitt 6.4.2 stellt das Gesamtkonzept der MultiView Integrierte Datenschutzmodel-
lierung (kurz IDM) vor und Abschnitt 6.4.3 führt die Modellierungselemente bzw. Erwei-
terungen und das Datenmodell der personenbezogenen Daten der MultiView-IDM ein.
Daraufhin wird das mit der MultiView-IDM verbundene Vorgehensmodell betrachtet.




6.4.1 Begriﬄichkeiten im Rahmen des Datenschutzes
6.4.1.1 Rechtlicher Hintergrund
Die Erhebung, Verarbeitung und Nutzung personenbezogener Daten wird über die in
§4 des Bundesdatenschutzgesetzes (kurz BDSG) definierte Zulässigkeit bestimmt. Die
Zulässigkeit der Erhebung, Verarbeitung bzw. Nutzung ist gegeben, wenn sie im BDSG
oder einer anderen Rechtsvorschrift definiert ist oder aber der Betroffene die Einwilli-
gung zur Verarbeitung seiner Daten erteilt hat. Ist die Zulässigkeit der Verarbeitung
der personenbezogenen Daten gegeben, muss nach §14 Abs. 1 BDSG die Zweckbindung
der Verarbeitung geprüft werden. Dabei dürfen personenbezogene Daten nur dann ge-
speichert, verändert oder genutzt werden, wenn der bei der Datenerhebung angegebene
Zweck verfolgt wird. Liegt der Zweck nicht mehr vor, ist die Verarbeitung der perso-
nenbezogenen Daten nicht Rechtens. Dann hat die sofortige Löschung der Daten zu
erfolgen.
Die Zulässigkeit der Verarbeitung personenbezogener Daten stellt aber nicht die allei-
nige Grundlage des Datenschutzes dar. So werden den Betroffenen sowohl durch bundes-
wie auch landesgesetzliche Regelungen (wie das LDSG Schleswig-Holstein) eine Vielzahl
an Rechten zuteil, die beispielsweise die Wahrung der Rechte auf Berichtigung, Löschung,
Sperrung und Widerspruch fordern (geregelt in den §§19, 20, 34 und 35 BDSG).
6.4.1.2 Datenschutz-Schutzziele
Die direkte Anwendung der genannten gesetzlichen Bestimmungen im Rahmen der Mo-
dellierung erscheint allerdings schwierig. Dies ist zum einen im stetigen Wandel der
Gesetze und der damit verbundenen Notwendigkeit der Anpassung des Modellierungs-
konzeptes bzw. der (Geschäfts-) Prozessmodelle begründet. Zum anderen könnten die
unterschiedlichen Gesetzgebungen auf Bundes- oder Landesebene zu unterschiedlichen
Modellierungskonzepten führen. Im Gegensatz zum Gesetzestext sind Schutzziele, wie
sie in [RP09] (siehe auch Abschnitt 6.3.1) vorgestellt werden, abstrakter formuliert.
(Datenschutz-) Schutzziele legen bestimmte Eigenschaften für Systeme fest. Werden
diese Eigenschaften von einem System erfüllt, lässt sich im Prinzip auf eine daten-
schutzkonforme Arbeitsweise schließen. Die gesetzlichen Bestimmungen sollten damit
grundsätzlich erfüllt und teilweise übererfüllt sein. Daher ist die Ausrichtung eines
Datenschutz-Modellierungskonzeptes an Schutzzielen, besonders aus Aufwandsbetrach-
tungen heraus, als geeigneter zu betrachten. Völlig losgelöst vom Gesetzestext kann ein
mögliches Datenschutz-Modellierungskonzept allerdings nicht entwickelt bzw. verwen-
det werden, da beispielsweise Zulässigkeiten oder Rechte der Betroffenen konkret im
jeweiligen Gesetz festgelegt sind und daher nicht von den Schutzzielen erfasst werden.
In Erweiterung zu den in Abschnitt 6.3.1 eingeführten Sicherheitsaspekten bzw.
Schutzzielen zur Datensicherheit (Verfügbarkeit, Vertraulichkeit und Integrität) werden
in [RP09] die folgenden (Datenschutz-) Schutzziele vorgestellt:
Kontingenz „Information ist (gegebenenfalls beschränkt auf eine festgelegte Zeit) gesi-
chert nicht gesichert echt“ (Dual zum Datensicherheits-Schutzziel Integrität).
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Transparenz „Transparenz eines Systemteils S bezeichnet seine Durchsichtigkeit für En-
tität E im Sinne einer Blickdurchlässigkeit für E mit dem Zweck, S für E beob-
achtbar beziehungsweise erkennbar zu machen“.
(Un-) Verkettbarkeit (von Daten und Entitäten) „Die Unmöglichkeit der Verket-
tung von Daten und Entitäten untereinander und miteinander“ (vgl. [Han07],
erweitert um Entitäten).
Neben den Schutzzielen weitere wichtige Grundsätze sind Datensparsamkeit und Da-
tentrennung, die in Bezug auf den Datenschutz beachtet werden sollten.
6.4.2 MultiView-IDM: Konzept
Die MultiView Integrierte Datenschutzmodellierung, wie sie in [FWB+10] veröffentlicht
wurde, ermöglicht die Einbeziehung von Datenschutzaspekten in (Geschäfts-) Prozess-
modelle basierend auf existierenden Prozessmodellierungsmethoden.
Im Gegensatz zu informalen Spezifikationen, in welche Datenschutzaspekte leicht bei-
spielsweise als Prosatext hinzugefügt werden können, erfordert die Erweiterung von Pro-
zessmodellen eine syntaktische und semantische Festlegungen bezüglich der Erweiterun-
gen, um den semiformalen bzw. formalen Charakter der Prozessmodelle zu bewahren.
Das in diesem Kapitel vorgestellte MultiView-Konzept erlaubt die entsprechend notwen-
digen Erweiterungen der zugrundeliegenden Modellierungssprache. Damit erfolgt die Be-
rücksichtigung des Datenschutzes durch dessen Integration in die „normalen“ Modellie-
rungsabläufe einer Organisation. Dadurch kann der durch den Datenschutz entstehende
Zusatzaufwand sowohl in existierenden als auch neuen Prozessmodellen reduziert wer-
den. Die direkte Integration verringert zudem Aufwände, die im Fall von sich ändernden
(Geschäfts-) Prozessmodellen aufgrund des notwendigen Abgleichs der Prozessmodelle
mit den zugehörigen Datenschutzanforderungen entstehen.
Darüber hinaus ermöglicht die MultiView-IDM die Fokussierung der Prozessmodelle
auf Datenschutzaspekte, welche auf den Fähigkeiten des MultiView-Konzeptes basiert.
Die konkrete Ausgestaltung der Erweiterung der Modellierungssprache wird in Abschnitt
6.4.3 betrachtet. Dabei wird im Unterschied zur MultiView-SWS neben dem Prozessmo-
dell auch ein Datenmodell erweitert, da die im Rahmen der Prozesse verwendeten Daten
für den Datenschutz von der zentralen Bedeutung sind. Dieses entsprechend annotier-
te Datenmodell bietet einen Überblick über die Art der in den Prozessen verwendeten
Daten und ermöglicht gleichermaßen deren organisationsweite Wiederverwendung.
Die MultiView-IDM erlaubt darüber hinaus die Validierung des Prozessmodells bzw.
der MultiView auf Basis grafischer Validierungsregeln. Dies entspricht der Forderung des
Zieles 1 aus der Einleitung. Für die Validierung können zudem bestimmte domänenspe-
zifische und allgemeingültige Regeln vordefiniert werden, was wiederum den Wiederver-
wendungscharakter der MultiView-IDM unterstreicht.
In Erweiterung zu den vorgestellten Fähigkeiten kann die MultiView-IDM auch zur
Erzeugung von Richtlinien für Zugriffsrechte für die personenbezogenen Daten genutzt
werden. Dieses Vorgehen wurde beispielsweise in [LPC07] für das Privacy Inspection
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and Monitoring Framework entwickelt. Der Ansatz aus [LPC07] verwendet neben einem
Privacy Data Model, welches dem in der MultiView-IDM verwendeten Datenmodell ent-
spricht, Privacy Policies (Datenschutz-Richtlinien) zur Beschreibung der Rechte und
Pflichten bezüglich der personenbezogenen Daten. Dieses Vorgehen kann ebenfalls auf
die MultiView-IDM angewendet werden, was die Generierung maschinenlesbarer Richt-
linien aus dem grafischen Modell ermöglicht. Die Richtlinien können beispielsweise in
der Enterprise Privacy Authorization Language (kurz EPAL) erstellt werden. Allerdings
wird der Sprachumfang derartiger Policy-Beschreibungssprachen häufig als zu umfang-
reich empfunden, weshalb es neben den standardisierten auch proprietäre Sprachen (wie
in [NZJK06]) entwickelt wurden.
6.4.3 MultiView-IDM: Modellierungselemente
6.4.3.1 Datenmodell personenbezogener Daten
Die Datenbank (oder das Datenmodell) der personenbezogenen Daten (kurz DBpD) dient
zur Zusammenfassung bzw. Erfassung aller in den Prozessmodellen verwendeten per-
sonenbezogenen Daten. Damit wird sowohl ein Überblick über alle verwendeten Da-
ten geliefert, aus auch deren Strukturierung ermöglicht. Darüber hinaus ermöglicht das
Datenmodell auch die organisationsweite Wiederverwendung. Diese Wiederverwendbar-
keit kann, wie bei grafischen Validierungsregeln, auf vordefinierten Datenmodellen oder
auf organisationsspezifisch definierten und organisationsweit eingesetzten Datenmodel-
len basieren. Wobei vordefinierte Datenmodelle, die einen allgemeinen Datenbestand
wie typische personenbezogene Daten wie Name, Vorname und Geburtsdatum oder Da-
ten der Kategorie „Persönlichkeitsdaten“ wie Hobbies oder Angaben zum Sexualleben
enthalten, meist organisationsspezifisch zu erweitern sind. Die Wiederverwendung der
Datenelemente eines Datenmodells hat zudem den pragmatischen Nutzen, dass die Ele-
mente einfach per Drag and Drop wiederverwendet werden können. Daraus resultiert
zugleich der Nutzen, dass dem Anwender die Entscheidung abgenommen werden kann,
ob das konkrete wiederverwendbares Datum personenbezogen ist. Einen Ausschnitt eines
vordefinierten Datenmodells zeigt Abbildung 6.9.
Dieses ist aus Erfahrungswerten des ULD entstanden. Abbildung 6.9 zeigt das Daten-
modell in einer Notation der Modellierungsmethode ARIS (siehe Abschnitt 3.4.2.1). Das
Datenmodell ist aber grundsätzlich unabhängig von einer Modellierungsmethode und
lässt sich somit in eine gewählte Modellierungsmethode bzw. ein Modellierungswerkzeug
integrieren. Dabei ist das Datenmodell bereits um das spezielle Attribut personenbezo-
gene Daten (kurz pD) erweitert, welches im folgenden Abschnitt genauer erläutert wird.
6.4.3.2 Annotation des Geschäftsprozessmodells
Entsprechend der Fähigkeiten einer MultiView wird ein Prozessmodell (fachlicher Pro-
zess) um Datenschutzaspekte erweitert bzw. angepasst. In der MultiView-IDM umfasst
dies das Hinzufügen des Attributs pD und des Modellelements Vorbedingung (Mittel:
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Abbildung 6.9: Ausschnitt des Datenmodells der personenbezogenen Daten.
jeweils Hinzufügen). Das Attribut pD wird allen in einer Modellierungsmethode ver-
wendeten Datenelementen hinzugefügt, und kann die Werte wahr, falsch und nicht
gepflegt annehmen. Die Attributwerte können dabei durch Symbole visualisiert werden,
die an das Datenelement im Prozessmodell angeheftet werden (wie im Beispielprozess
in Abbildung 6.11 zu sehen). Durch diese Symbole wird direkt ersichtlich angezeigt,
dass entweder personenbezogene Daten vorliegen, diese nicht vorliegen oder das bis-
her keine Festlegung stattgefunden hat. Die Vorbedingung hingegen entspricht der in
Abschnitt 6.4.1.1 eingeführten Zulässigkeit der Verarbeitung personenbezogener Daten.
Für die Umsetzung der Rechte der Betroffenen ist kein spezielles Modellelement nötig,
da diese beispielsweise in der Modellierungsmethode ARIS durch Funktionen mit den
entsprechenden Aufgaben (z. B. Löschfunktion) modelliert werden können. Funktionen
müssen aber um ein Attribut erweitert werden, das die Art der ausgeführten Aktivität
spezifiziert. Damit werden zum einen datenschutzrechtliche Aktivitäten hervorgehoben,
zum anderen kann darauf basierend auch die automatische Validierung erfolgen.
In der MultiView-IDM wird zur stärkeren Fokussierung auf die entsprechende Auf-
gabenstellung von Zwischenereignissen abstrahiert (Mittel: Ausblenden), nicht mit Da-
tenelementen verbundene Modellelemente ausgegraut (Mittel: Verändern) und die Bear-
beitbarkeit des Kontrollflusses unterbunden (Mittel: Zugriff einschränken). Zusammen-
fassend stellt Tabelle 6.4 die genutzten Mittel der MultiView-IDM dar.
6.4.4 MultiView-IDM: Vorgehen
Für die Nutzung der MultiView-IDM muss sowohl der Einsatz der Modellierungsele-
mente (Abschnitt 6.4.3) als auch das geplante Einsatzgebiet (neue bzw. existierende
(Geschäfts-) Prozessmodelle) berücksichtigt werden. Das daraus resultierende Vorgehen
ist in Abbildung 6.10 dargestellt.
Werden die Abläufe einer Organisation neu erhoben, kann die Modellierung der Daten-
elemente auf einer vordefinierten DBpd basieren. Dadurch wird auch die direkte Validie-
rung durch vordefinierte grafische Validierungsregeln – den Datenschutzregeln – ermög-
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6 MultiView
Ausblenden • Zwischenereignisse ausblenden
• alle nicht relevanten Modellinhalte ausblenden
Hinzufügen • Attribut pD allen Datenelementen hinzufügen
• Modellelement Vorbedingung zur Modellierung der Zulässig-
keit hinzufügen
• Attribut zur Festlegung der Art einer Aktivität
Verändern • Ausgrauen aller nicht mit Datenelementen verbundener Mo-
dellelemente




• Berarbeitung des Kontrollflusses bzw. ausgegrauter Modellin-
halte verbieten
Tabelle 6.4: Eingesetzte Mittel der MultiView-IDM.
licht. Soll die MultiView-IDM hingegen auf bereits existierende (Geschäfts-) Prozessmo-
delle angewendet werden, muss zur Nutzung der vordefinierten Validierungsregeln für
die automatisierte Prüfung eine Verbindung zwischen den in den Prozessmodellen ver-
wendeten Datenelementen und in der DBpd hergestellt werden. Dies kann entsprechend
Abbildung 6.9 durch Annotationen an den Prozesselementen der existierenden Prozess-
modelle erfolgen. Die Annotationen beinhalten sowohl die Art der Aktivität (beispiels-
weise an Funktionen in einer EPK) als auch die Zuordnung der Datenelemente zu den in
der DBpd vordefinierten Datenelementen. Andernfalls kann aber auch eine eigene DBpd
mit organisationsspezfischen Bezeichnungen erstellt werden. Die vordefinierten Validie-
rungsregeln müssen dann allerdings entsprechend der verwendeten Bezeichnungen der
Datenmodelle angepasst werden.
Der im Folgenden zur Demonstration verwendete Beispielprozess ist basierend auf
der in Abschnitt 6.4.3.1 vorgestellten DBpd modelliert worden. Allerdings musste das
Datenmodell auch für diesen Beispielprozess erweitert werden, weil beispielsweise die
in einem Warkenkorb aufgenommenen Daten nicht in der DBpd vorhanden wurden. In
diesem Fall handelt es sich um domänenspezifische Daten, die möglicherweise als domä-
nenspezifisches Datenmodell zur Verfügung gestellt werden können. Die Notwendigkeit
einer organisationsspezifischen Erweiterung kann damit aber weiterhin bestehen.
Der in Abbildung 6.11 dargestellte Beispielprozess ist der Domäne des E-Commerce
zuzuordnen. Konkret wird darin der Bezahlvorgang eines Kunden in einem Onlineshop
abgebildet. Dem Kunden steht zur Durchführung der Bestellung (sowie der während-
dessen stattfindenden Bezahlung) die Wahl zwischen einer Einmalbestellung oder der
Bestandskundenbestellung. Zur Vereinfachung soll nur die Einmalbestellung genauer
betrachtet werden. Aus datenschutzrechtlicher Sicht ist dabei entscheidend, dass die
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Abbildung 6.10: Integrierte Datenschutzmodellierung.
Kundendaten nach Vollendung des Geschäftsvorganges nur dann gespeichert werden
dürfen, wenn der Kunde die Speicherung nicht verbietet. Das bedeutet konkret, dass der
Kunden die Speicherung nach dem Opt-out-Prinzip, welches die direkte Abwahl einer
Option durch den Kunden erfordert, explizit verweigern muss. Die Auswahl des Kunden
wird wiederum aus Platzgründen im Prozess nicht aufgeführt. Es wird aber von der Ab-
lehnung der Datenspeicherung (in der Funktion Kunde gibt Daten ein) durch Kunden
ausgegangen. Damit kann der Onlineshop die Kundendaten zwar unter Berufung auf die
Gewährleistungsfrist (Zulässigkeit der Datenverarbeitung) noch für eine bestimmte Zeit
speichern, der Bestellvorgang und damit das Prozessmodell muss aber die Löschung der
Kundendaten vorsehen.
Durch Anwendung der in Abschnitt 6.4.3.2 vorgestellten Mittel wird aus der fach-
lichen Sichtweise auf den Beispielprozess (Abbildung 6.11 links) die MultiView-IDM
(Abbildung 6.11 rechts). Eine detailliertere Betrachtung des Beispielprozesses erfolgt im
Rahmen der in Abschnitt 6.4.5 erläuterten Validierung der MultiView-IDM.
Neben dem prinzipiellen Vorgehen zur Anwendung der MultiView-IDM ist auch das
organisatorische Verfahren für die Erstellung der Dokumentation entscheidend für eine
funktionierende Integration bzw. Einführung des Datenschutzes. Dabei ist es egal, ob
die Dokumentation in Form von Textdokumenten oder Prozessmodellen erfolgt. Ein be-
kannter Vertreter ist das Plan-Do-Check-Act-Verfahren (kurz PDCA) [Dem86]. In der
einleitenden Plan-Phase des PDCA-Verfahrens findet zunächst die Analyse und Planung
der angestrebten Prozessverbesserungen statt. Die Planungen werden in der sich an-
schließenden Do-Phase umgesetzt und in der Check-Phase durch einen Soll-Ist-Abgleich
überprüft. Ein PDCA-Zyklus wird durch die Act-Phase abgeschlossen, in der basierend
auf den Ergebnissen der Check-Phase gegebenenfalls notwendige Korrekturen zur Errei-
chung der in der Plan-Phase festgelegten Ziele vorgenommen werden. Zur schrittweisen
Verbesserung der Prozesse kann bzw. sollte der PDCA-Kreislauf iterativ wiederholt wer-
den.
Die MultiView-IDM findet im Rahmen des PDCA-Verfahrens besonders in der Plan-
Phase Anwendung, da in dieser Phase fehlende oder unvollständige Prozesse vervoll-










































































































































Abbildung 6.11: Der fachliche Prozess und die MultiView-IDM anhand des
Beispielprozesses.
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6.4.5 MultiView-IDM: Validierung
Das grundsätzliche Ziel der Validierung der MultiView-IDM ist die Überprüfung auf
Einhaltung der (Datenschutz-) Schutzziele durch die (Geschäfts-) Prozessmodelle. Die
Basis der Validierung können vordefinierte Regeln, die die Einhaltung der Schutzziele
prüfen, sowie aus Gesetzen oder speziellen Anforderungen resultierende selbst definierte
Regeln sein. Zur Überprüfung eines Schutzziels werden im Normalfall mehrere Regeln
benötigt.
Grundsätzliche Datenschutzanforderungen, die durch Regeln ausgedrückt werden, sind
beispielsweise die Prüfung auf Vorhandensein einer Vorbedingung an einem personen-
bezogenen Daten beinhaltenden Datenelement oder die Prüfung auf Existenz und ge-
gebenenfalls Erreichbarkeit von Aktivitätsarten, die die Umsetzung der speziellen Be-
troffenenrechte (wie das Löschen) ermöglichen. Das erste Beispiel ist dabei statisch, also
unabhängig vom Prozessverlauf, durch z. B. boolesche Logik prüfbar. Das zweite Bei-
spiel ist hingegen eine dynamisch zu prüfende Eigenschaft, ist aber mit dem in Kapitel
5 vorgestellten Validierungsverfahren überprüfbar. In den Abbildungen 6.12(a), 6.12(b)
und 6.12(c) sind drei beispielhafte Regeln für den Beispielprozess in Abbildung 6.11 in
der EPK-G-CTL-Notation dargestellt.
Dabei ist in Abbildung 6.12(a) eine szenariospezifische Regel (siehe Abschnitt 5.5.2)
zu sehen, die die Forderung nach dem Löschen der personenbezogenen Daten stellt.
Konkret wird die Regel bei jedem Auftreten (AG bzw. ) des Musters aus der Funk-
tion Kunde gibt Daten ein und einem als personenbezogenen gekennzeichneten aus-
gehenden Datencluster Kundendaten angewendet. Für jedes Auftreten wird geprüft, ob
die Funktion Löschen der Kundendaten existiert, die die erzeugten personenbezogenen
Daten (gekennzeichnet durch die Identität) im Datencluster Kundendaten wieder löscht.
Das Löschen der Daten muss in jedem Verlauf des Prozesses (AF bzw. ) erreicht wer-
den. Inhaltlich betrachtet entspricht dies der Einmalbestellung bzw. dem vom Kunden
erteilten Verbot der Datenspeicherung.
Unter Verwendung der verallgemeinerten grafischen Validierungsregeln lassen sich vor-
definierte Regeln erstellen. Zum Beispiel für die in Abbildung 6.12(a) dargestellte szena-
riospezifische Löschregel. Als Beispiel für eine vordefinierbare Regel dient die in Abbil-
dung 6.12(b) dargestellte, allgemeingültige Regel die die Existenz einer Löschfunktion für
personenbezogene Daten fordert. Die Regel wird bei jedem Auftreten (AG bzw. ) eines
Musters, das aus einer Funktion sowie einem ausgehenden Datencluster besteht, der per-
sonenbezogene Daten erzeugt. Tritt das Muster auf, muss im Prozessverlauf mindestens
eine Funktion (EF bzw. ) existieren, die als Löschfunktion gekennzeichnet ist und einen
eingehenden Datencluster mit den zuvor erzeugten personenbezogenen Daten (gekenn-
zeichnet durch die Identität) besitzt. Inhaltlich gesehen entspricht dies der Anforderung
bzw. dem Recht des Betroffenen, dass personenbezogene Daten auf Verlangen löschbar
sein müssen. Im Gegensatz zur szenariospezifischen Regel in Abbildung 6.12(a) wird da-
mit die Löschung personenbezogener Daten nach Beendigung eines Geschäftsvorganges
nicht zwangsläufig gefordert, es soll vielmehr die grundsätzlich Möglichkeit (Erreich-
barkeit und Existenz) dazu bestehen. Im Sinne des Beispielprozesses (Abbildung 6.11)




































Abbildung 6.12: Beispiele für EPK-G-CTL-Regeln.
Bestandskunden der Benutzeraccount inklusive aller personenbezogenen Daten gelöscht
werden müssen. Dabei ist festzustellen, das die szenariospezifische und die allgemeingül-
tige Validierungsregel nicht imWiderspruch zueinander stehen, da die szenariospezifische
Regel prinzipiell die stärkere Forderung in Bezug auf die Löschfunktion stellt.
Ein weiteres Beispiel einer grafischen Validierungsregel ist in Abbildung 6.12(c) for-
muliert. Dabei handelt es sich um eine domänenspezifische Regel, die beispielsweise in
der medizinischen Forschung Anwendung findet. Konkret wird die Regel beim Auftreten
eines Musters angewendet, das aus einer als Anonymisierungsfunktion gekennzeich-
neten Funktion, einem ausgehenden Datencluster mit personenbezogenen Daten sowie
einer (Mitarbeiter-) Stelle besteht. Nach dem Auftreten des Musters wird geprüft, ob
die zuvor erzeugten personenbezogenen Daten (gekennzeichnet durch die Identität) an
einer Funktion verwendet werden, die durch die an der Anonymisierungsfunktion betei-
ligte Stelle (gekennzeichnet durch die Identität) ausgeführt wird. Falls dies in keinem
Prozessverlauf auftritt (NOT EF bzw. ), ist der geprüfte Prozess gültig.
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Inhaltlich betrachtet, fordert die domänenspezifische Anonymisierungsregel (Abbil-
dung 6.12(c)), dass kein mit der Anonymisierung von bzw. medizinischen Patienten-
daten beauftragter Mitarbeiter zu einem späteren Zeitpunkt mit den vorher anonymi-
sierten Daten arbeitet. Damit soll sichergestellt werden, dass es keine Möglichkeit gibt,
die ursprünglichen personenbezogenen Daten wieder rekonstruieren und auf diese Wei-
se eventuell Forschungsergebnisse einzelnen Personen zuordnen zu können. Damit die
Möglichkeit der Rekonstruktion der personenbezogenen Daten auch im Prozessmodell
erkennbar bleibt, werden diese obwohl anonymisierten Daten im Prozessverlauf weiterhin
als personenbezogen gekennzeichnet. Diese spezielle Behandlung der Daten wird neben
der domänenspezifischen Anforderung aus der medizinischen Forschung auch durch das
Schutzziel der Unverkettbarkeit gefordert.
Zusammenfassend wird sowohl die Regel in Abbildung 6.12(a) als auch in Abbildung
6.12(b) durch den Beispielprozess erfüllt. Die Regel in Abbildung 6.12(c) findet in diesem




Nachdem die Validierung von Prozessmodellen durch grafische Anforderungen bzw. Va-
lidierungsregeln sowie die MultiView-basierte Prozessmodellierung in Kapitel 5 bzw. 6
vorgestellt wurde, folgt in diesem Kapitel die Betrachtung der resultierenden Einsatz-
möglichkeiten. Die folgende Liste führt grundlegende Ergebnisse der in dieser Arbeit
entwickelten Validierung MultiView-basierter Prozessmodelle auf:
• Handhabbarkeit komplexer, vielschichtiger (Geschäfts-) Prozessmodelle wird ver-
bessert
• Integration der Anforderungs- bzw. Regelformulierung in die Modellierungsumge-
bung bzw. das Modellierungswerkzeug durch die Nutzung von Modellelementen in
grafischen Validierungsregeln
• eine Technologie, die den permanenten Abgleich von erhobenen Anforderungen mit
neu erstellten sowie geänderten Prozessmodellen auf Knopfdruck ermöglicht
Dazu werden im folgenden Abschnitt zunächst die Einsatzmöglichkeiten der einzelnen
Konzepte sowie des Gesamtkonzeptes erfasst. Darauf basierend erfolgt in Abschnitt 7.1
die Entwicklung eines grundsätzlichen Vorgehensmodells zum Einsatz der Validierung
von MultiView-basierten Prozessmodellen (Abschnitt 7.2.1) sowie die Einordnung des
Gesamtkonzeptes in den Softwareentwicklungs- bzw. Requirements-Engineering-Prozess
(Abschnitt 7.2.2). Abschließend werden in Abschnitt 7.3 verwandte Arbeiten des Va-
lidierungsmechanismus (Abschnitt 7.3.1), des MultiView-Konzeptes (Abschnitt 7.3.2)
sowie der MultiView-SWS (Abschnitt 7.3.3) und der MultiView-IDM (Abschnitt 7.3.4)
betrachtet.
7.1 Grafische Anforderungen, MultiViews und
Validierung
Vor der Entwicklung eines Vorgehensmodells für die Validierung von MultiView-
basierten Prozessmodellen soll in diesem Abschnitt zunächst eine Zusammenfassung
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über die in dieser Arbeit entwickelten Konzepte gegeben werden. Dazu werden die Auf-
gabenbereiche der Prozessmodellierung, Validierungsregelmodellierung und Validierung
betrachtet. Diesen Aufgabenbereichen werden die zugrundeliegenden Basiskonzepte
zugeordnet. Dazu dient im jeweiligen Unterabschnitt eine Abbildung, in der die entwi-
ckelten Basiskonzepte orange hinterlegt, während existierende Konzepte weiß hinterlegt
sind.
7.1.1 MultiView-basierte Prozessmodellierung
Die Modellierung von MultiView-basierten Prozessmodellen kann grundsätzlich als nor-
male Modellierungsaufgabe mit den entsprechenden Ausdrucksmöglichkeiten der verwen-
deten Modellierungsnotation betrachtet werden. Das bedeutet, dass existierende Pro-
zessmodelle sowie Referenzprozessmodelle auch im Rahmen der MultiView-basierten
Prozessmodellierung verwendet werden können. Abbildung 7.1 fasst die verwendbaren










Abbildung 7.1: Aufgabenbereich Prozessmodellierung.
Die orange Hinterlegung des Kastens MultiView Prozessmodelle hebt dabei den Mehr-
wert für die Prozessmodellierung im Rahmen dieser Arbeit hervor. Die weiß hinterlegten
Kästen sind hingegen als Basis für MultiView-basierte Prozessmodelle zu betrachten.
Dies verdeutlicht, dass das MultiView-Konzept unabhängig von der verwendeten Pro-
zessmodellierungssprache sowie vorhandenen Referenzprozessmodellen eingesetzt werden
kann.
Das MultiView-Konzept dient vielmehr dazu, Prozessmodelle auf spezielle Modellie-
rungsaufgaben bzw. Sichtweisen sowohl fach- als auch methodenspezifisch abzustimmen.
Ein existierendes möglicherweise sehr detailliertes Prozessmodell lässt sich auf die Mo-
dellierungsaufgabe bzw. Sichtweise eines Datenschutzbeauftragtens anpassen, indem ei-
ne Fokussierung auf bestimmte Datenelemente, Datenmodelle, Zugriffsrechte und die
rechtliche Zulässigkeit der Datenverarbeitung vorgenommen werden kann. Eine Multi-
View erlaubt damit die Zuordnung entsprechender Verantwortlichkeiten zu bestimmten
Aufgabenbereichen. Neben der visuellen Zuordnung der Verantwortlichkeit wird aber
auch die Bearbeitbarkeit in einer MultiView den entsprechenden Aufgaben angepasst.
Zudem können bestimmte Attribute, die nur für den Datenschutz und zugehörige Vali-
dierungsaufgaben notwendig sind, hinzugefügt bzw. bei existierenden Prozessmodellen
der entsprechenden MultiView zugeordnet werden.
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7.1.2 Grafische Validierungsregeln
Grafische Validierungsregeln sind Kernbestandteil des in dieser Arbeit entwickelten Ge-
samtkonzeptes der Validierung MultiView-basierter Prozessmodelle. Sie sind dem in Ab-










Abbildung 7.2: Aufgabenbereich Validierungsregelmodellierung.
Grafische Validierungsregeln (Abbildung 7.2, oranger Kasten links) basieren grund-
sätzlich auf den Ausdrucksmöglichkeiten einer frei wählbaren Spezifikationssprache (Ab-
bildung 7.2, weißer Kasten mittig) sowie einer frei wählbaren Prozessmodellierungsspra-
che (siehe Abschnitt 7.1.1). Die allgemeine Definition grafischer Validierungsregeln ist
somit vollständig unabhängig von der Spezifikations- und Prozessmodellierungssprache.
Beide Sprachen können daher entsprechend den Anforderungen des spezifischen Projek-
tes gewählt werden. Wobei grundsätzlich auch mehrere Spezifikations- und Prozessmo-
dellierungssprachen innerhalb eines Projektes eingesetzt werden können.
Das Hauptziel der grafischen Validierungsregeln ist die Möglichkeit der Formulierung
von formalen und damit maschinenlesbaren Regeln für die Validierung von (MultiView-
basierten) Prozessmodellen. Die Aussage einer grafischen Validierungsregel wird durch
die Verwendung von konkreten Modellelementen des Prozessmodells formuliert (atoma-
re Aussagen mit konkreten Bezeichnern), die durch die Operatoren oder anderen Aus-
drucksmitteln einer Spezifikationssprache verknüpft werden. Dieses Vorgehen erlaubt
zum einen die grafische Formulierung der Validierungsregeln und vermindert damit den
„kulturellen Schock“, der durch textuelle, formale Formeln entsteht [O’R06]. Zum ande-
ren wird durch die Validierungsregeln eine explizite, maschinenlesbare Spezifikation von
Anforderungen mit direktem Bezug auf Prozessmodelle ermöglicht. Eine grafische Vali-
dierungsregel kann somit über die Validierung hinaus auch zur expliziten Formulierung
von möglicherweise bisher nur implizit in den Prozessmodellen inbegriffenen Anforde-
rungen bzw. Regeln genutzt werden.
Als dritter Bestandteil der Validierungsregelmodellierung umfasst der Datenbestand
Validierungsregeln (Abbildung 7.2, oranger Kasten rechts) die verallgemeinerte und da-
mit wiederverwendbare Formulierungsmöglichkeit der grafischen Validierungsregeln. Die
Basis der verallgemeinerten Validierungsregeln ist die Formulierung von Mustern anstatt
konkreter atomarer Aussagen. Die Muster beziehen sich auf bestimmte Konstellatio-
nen in Prozessmodellen und können beispielsweise im Vordersatz einer Implikation als
Auslöser für die Anwendung einer Regel genutzt werden. Diese verallgemeinerten Vali-
dierungsregeln sind somit nicht mehr an spezielle Bezeichner gebunden, sondern können
in speziellen Anwendungsfeldern beispielsweise domänenspezifisch wiederverwendet wer-
den. Zur Unterstützung der Wiederverwendungsmöglichkeiten wurden in Abschnitt 5.5.2
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grafische Validierungsregeln entsprechend ihres Abstraktionsgrades unterteilt. Die gra-
fischen Regeln können so entsprechend der Verwaltung von textuellen Anforderungen
in Spezifikationsdokumenten geordnet, kategorisiert und verwendet werden. Zudem ist
die Zuordnung von grafischen Validierungsregeln zu Anforderungen möglich, die in einer
anderen Repräsentation erhoben wurden. Damit wird die Nachverfolgbarkeit von der
Anforderungserhebung bis zur Anforderungsvalidierung und der gegebenenfalls notwen-
digen Anpassung von Anforderungen bzw. Validierungsregeln unterstützt. Die Zuord-
nung der grafischen Validierungsregeln kann darüber hinaus auch zu Referenzprozessen
erfolgen, was wiederum die Wiederverwendbarkeit unterstreicht, aber auch der Nutzung
von Referenzprozessmodellen einen größeren Nutzen verleiht.
Allerdings ist die Korrektheit der grafischen Validierungsregeln selbst Voraussetzung
zur Erzielung von sinnvollen Validierungsergebnissen. Je nach verwendeter Spezifikati-
onssprache bedeutet dies aber einen erheblichen Aufwand. So stellt beispielsweise die
Prüfung der Konsistenz von auf der CTL basierenden Validierungsregeln untereinander
ein komplexes mathematisches Problem dar, dass mit dem Zustandsexplosionsproblem
vergleichbar ist. Im Gegensatz zur natürlichsprachlichen Spezifikation von Anforderun-
gen besteht aber grundsätzlich die Möglichkeit zur vollständigen Konsistenzprüfung.
7.1.3 Validierung MultiView-basierter Prozessmodelle durch
grafische Validierungsregeln
In diesem Abschnitt wird der Nutzen bzw. die Auswirkung der Teilkonzepte im Rahmen
des Gesamtkonzeptes der Validierung von MultiView-basierten Prozessmodellen betrach-
tet. Dazu werden zum einen dem Aufgabenbereich der Validierung die Teilaspekte der
Visualisierung von Fehlern im Prozessmodell und die automatisierte, integrierte Benut-
zung zugeordnet und erläutert (Abbildung 7.3), zum anderen werden in Abschnitt 7.1.4









Abbildung 7.3: Aufgabenbereich Validierung.
Wie auch schon in den Aufgabenbereichen der Prozess- und Validierungsregelmodellie-
rung ist auch die Validierung grundsätzlich unabhängig von dem verwendeten Prüfwerk-
zeug (Abbildung 7.3, weißer Kasten mittig). In dieser Arbeit wird das Gesamtkonzept
im Rahmen des TLVF anhand auf temporaler Logik basierender Spezifikationssprachen
und dem Prüfwerkzeug Symbolic Model Verifier (kurz SMV) bzw. Cadence SMV Model
Checker (kurz CSMV) [McM01] vorgestellt.
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Ein Hauptziel der grafischen Validierungsregeln bzw. des TLVF ist die Integration
der zuvor genannten Aufgabenbereiche in eine Modellierungsmethode bzw. ein Model-
lierungswerkzeug und damit Prozessmodelle wie auch Validierungsregeln auf der gleichen
Abstraktionsebene – der Ebene der Prozessmodelle – formulieren zu können. Denn durch
Erfüllung dieser Grundvoraussetzung sind Validierungs- und Verifikationsverfahren auch
für Prozessmodelle einsetzbar.
Der primäre Nutzen des TLVF besteht in der Überprüfung der inhaltlichen Korrektheit
der modellierten Prozesse (siehe Abschnitt 4.1). Diese Prüfung umfasst sowohl funktio-
nale als auch nicht-funktionale Anforderungen (wie Datenschutzanforderungen). Dabei
können durch die temporalen Logiken dynamische Sachverhalten spezifiziert und im
Rahmen der Validierung überprüft werden. Für die Validierung bzw. Verifikation von
weiteren Sachverhalten wie statischen Anforderungen an das Prozessmodell sollten da-
her komplementär andere Validierungs- und Verifikationsverfahren eingesetzt werden.
Beispiele für derartige Verfahren finden sich u. a. in Abschnitt 4.2 bzw. 4.3. Anmer-
kend sei erwähnt, dass sich für diese Verfahren gegebenenfalls auch grafisch formulierte
Anforderungen einsetzen lassen.
Aus dem Hauptziel und dem primären Nutzen der Validierung MultiView-basierter
Prozessmodelle resultiert der Aufgabenbereich der automatisierten, integrierten Benut-
zung. Diese umfasst die Benutzung aller notwendigen Aufgaben zur Durchführung der
Validierung im Rahmen der Modellierungsumgebung als auch die Integration von weite-
ren Entwicklungswerkzeugen der Softwareentwicklung (z. B. Requirements Engineering
Tools, kurz RET). In der Modellierungsumgebung kann der Benutzer damit unbeein-
flusst von durchzuführenden Transformationen, der Prüfwerkzeugausführung und der
Zurücklieferung des Ergebnisses die Validierung durchführen.
Als Beispiel für die Fehlervisualisierung dient der in Abbildung 7.4(b) dargestellte
Teilprozess aus dem in Abschnitt 1.3, Abbildung 1.2 vorgestellten Beispielprozess. In
diesem Teilprozess ist bereits der Fehlerpfad visualisiert, der bei der Validierung mit der
in Abbildung 7.4(a) gezeigten EPK-G-CTL-Regel erzeugt wird. Die Regel fordert, dass
bei jedem Auftreten (AG bzw. ) des Ereignisses Kunde ist Einmalbesteller auf kei-
nem Prozessverlauf (NOT EF bzw. NOT ) das Ereignis Bezahlung auf Rechnung auftritt.
Inhaltlich betrachtet fordert die Regel, dass bei Einmalbestellern die Bezahlung niemals
auf Rechnung erfolgen darf. Diese Regel wird von diesem Teilprozess aber verletzt. Daher
werden die zu dem Fehler führenden Modellelemente – der Fehlerpfad – rot umrandet.
Die in Abbildung 7.4(b) dargestellte Visualisierung des Fehlerpfades im Prozessmodell
ist aus dem vom Model Checker gelieferten Gegenbeispiel abgeleitet. Das Gegenbeispiel
wird in Form einer textuellen Liste geliefert, die alle zum Fehler führenden Zustände
umfasst. Zur Veranschaulichung des Prinzips der Fehlervisualisierung dient Tabelle 7.1.
In der ersten Spalte sind die Modellelemente des betrachteten Teilprozesses aufgelis-
tet. Die mit 1 bis 8 nummerierten Spalten zeigen die Aktivierung (1) bzw. Deaktivierung
(0) der Modellelemente in den Zuständen des Gegenbeispieles. Die Transformation des
Gegenbeispieles beruht im Prinzip auf der Umkehrung der Transformation des Pro-
zessmodells in das Modell für den Model Checker. Dabei müssen die im Gegenbeispiel
verwendeten Bezeichner den jeweiligen Modellelementen zugeordnet werden. Der durch-
laufene Pfad ist anhand der durch 1 gekennzeichneten Zustände auslesbar.
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(a) Verbot der Bezahlung auf Rechnung
























(b) Fehlervisualisierung im Prozessmodell.
Abbildung 7.4: Beispiele einer Fehlervisualisierung in einer EPK.
7.1.4 Einflussfaktoren auf die Ausdrucksstärke der grafischen
Validierungsregeln
Die Aussagekraft der Validierung von MultiView-basierten Prozessmodellen wird grund-
sätzlich durch die eingesetzte Modellierungssprache und der den grafischen Validierungs-
regeln zugrundeliegenden Spezifikationssprache beeinflusst.
Da die Modellierungssprache bzw. das konkrete Prozessmodell für die Überprüfung
zunächst in das Eingabeformat transformiert werden muss, wird die Prüfung anhand des
Transformationsergebnisses durchgeführt. Entsprechend der der Transformation zugrun-
deliegenden Semantik können gegebenenfalls bestimmte syntaktische, semantische oder
inhaltliche Aspekte des ursprünglichen Prozessmodells verloren gehen. Damit sind nur
Aussagen im Rahmen der Möglichkeiten der noch enthaltenen Informationen möglich.
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state number: 1 2 3 4 5 6 7
Kunde gibt Daten
ein 0 0 0 1 0 0 0
Kunde wählt
Zahlungsmethode 0 0 0 0 0 1 0
Kunde wählt
Kundentyp aus 0 1 0 0 0 0 0
Bezahlung
auf Rechnung 0 0 0 0 0 0 1
Kunde ist
Einmalbesteller 0 0 1 0 0 0 0
Kundendaten
eingegeben 0 0 0 0 1 0 0
Kunde ist




1 0 0 0 0 0 0
Kreditkarten-
zahlung 0 0 0 0 0 0 0
Bezahlung per
Nachnahme 0 0 0 0 0 0 0
Tabelle 7.1: Der Fehlerpfad eines vom Model Checker zurückgegebenen Gegenbeispieles.
Im Rahmen dieser Arbeit bzw. der prototypischen Entwicklungen sind zwei verschie-
dene Semantiken entwickelt worden. Die in Abschnitt 5.4.3.3 vorgestellte Transforma-
tion basiert auf einer einfachen aber performanten Semantik, die keine zeitliche Dauer
von Prozesselementen bzw. Zuständen sowie eine Synchronisierung von parallelen Pfa-
den vornimmt. Der im Rahmen der prototypischen Entwicklung auf Basis von Eclipse
(Abschnitt 8.2) eingesetzten Transformation der EPK liegt hingegen die komplexere Se-
mantik von [Wit11] zugrunde, die eine Dauer von Prozesselementen bzw. Zuständen
berücksichtigt und kein synchronisiertes Verhalten von parallelen Pfaden unterstellt,
sondern deren Nebenläufigkeit mit einbezieht.
Desweiteren ist die Aussagekraft der Validierung maßgeblich von der eingesetzten
Spezifikationssprache abhängig. Dies kann beispielsweise in der unterschiedlichen Sicht-
weise zwischen Prozessmodellierungs- und Spezifikationssprache begründet sein, hängt
aber auch eng mit der bei der Transformation des Prozessmodells eingesetzten Semantik
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zusammen. Eine allgemeingültige Aussage ist daher diesbezüglich nicht möglich. Am Bei-
spiel der in Abschnitt 5.4.4 vorgestellten Spezifikationssprache EPK-G-CTL werden im
Folgenden daher einige beispielhafte Betrachtungen bezüglich der Ausdrucksstärke bzw.
-möglichkeiten einer Spezifikationssprache im Rahmen der Prozessmodellierung geliefert.


































Abbildung 7.5: Auswirkung von Unterprozessen und Zyklen auf die Validierung.
Die Funktionen F1 und F2 des Hauptprozesses in Abbildung 7.5 besitzen jeweils einen
hinterlegten Unterprozess (gekennzeichnet durch das Hinterlegungssymbol). Die Unter-
prozesse sind in der Abbildung 7.5 rechts neben dem Hauptprozess dargestellt. Im Rah-
men der Validierung besteht nun prinzipiell die Möglichkeit, jeden Prozess für sich selbst
zu überprüfen oder aber die Überprüfung für das aggregierte Gesamtmodell durchzufüh-
ren. Die Existenz der beiden unterschiedlichen Herangehensweisen hat allerdings einen
direkten Einfluss auf die Formulierung der Validierungsregeln. Wird z. B. eine Aussa-
ge zur Funktion F1 in Bezug auf das Gesamtmodell formuliert, würde die Funktion F1
nicht existieren und das Ergebnis der Validierung dadurch verfälscht werden. Daher muss
dies während der Transformation des Prozessmodells und gegebenenfalls der grafischen
Validierungsregeln in das Eingabeformat für das Prüfwerkzeug mit einbezogen werden.
Am Beispiel der EPK-G-CTL lässt sich an einigen Punkten aber auch die unterschied-
liche Sichtweise von Prozessmodell und Spezifikationssprache erkennen. Dies zeigt sich
unter anderem am AX-Operator. Soll zum Beispiel für den Unterprozess F1 die Anforde-
rung formuliert werden, dass auf allen dem Ereignis E5 folgenden Pfaden die Funktion
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rungsregel in Bezug auf
zyklische Prozessmodelle.
Abbildung 7.6: Beispielhafte grafische Validierungsregeln.
Obwohl die Regel in Abbildung 7.6(a) im Unterprozess F1 offensichtlich verletzt ist,
wird diese im Rahmen der Validierung aber als gültig geprüft. Dieses Verhalten wird
häufig als false negative bezeichnet, da ein vorhandener Fehler nicht gefunden wird. Das
Gegenteil wäre ein false positive bei dem ein Fehler gemeldet wird, der in dem Modell
nicht existiert. Die Ursache des betrachteten false negative ist die abweichende Sichtweise
des formalen Modells gegenüber der des Prozessmodells. Im formalen Modell folgt nach
dem Ereignis E5 nämlich ein einziger Zustand, der sowohl die Funktion F1.2 als auch
die Funktion F1.3 enthält. Damit wird in dem einzigen und damit jedem Folgezustand
nach E5 auch die Funktion F1.2 durchlaufen.
Die Auswirkungen können sich unter Umständen noch stärker zeigen, wenn die Vali-
dierung auf dem Gesamtmodell erfolgt. Im konkreten Prozessbeispiel (Abbildung 7.6(b))
wirkt sich die EPK-G-CTL-Regel in Abbildung 7.6(a) dann neben dem Unterprozess F1
auch auf die Unterprozesse F2 bzw. F1.1 aus. In diesem Beispiel tritt die Problematik des
AX-Operators aber nicht auf. An dieser Stelle muss vielmehr die bereits angesprochene
Problematik des Gesamtmodells berücksichtigt werden.
Um derartige unerwartete Validierungssergebnisse (false positive oder false negati-
ve) zu vermeiden, kann beispielsweise eine Einschränkung der zur Verfügung stehenden
Operatoren vorgenommen werden oder gegebenenfalls weitere Operatoren für gewünsch-
te Ausdrucksmöglichkeiten hinzugefügt werden. Letzteres sollte besonders dann in Er-
wägung gezogen werden, wenn die tatsächlich intentionierte Aussage mit vorhandenen
Operatoren zu einer deutlichen Komplexitätssteigerung der grafischen Validierungsregel
führt. Ein Beispiel dafür ist die Einführung von Spezialisierern (engl. specializer) wie dies
in [Pul09] bzw. [PFS10] vorgestellt wurde. Dabei ermöglichen Spezialisierer spezifischere
Betrachtungen zum Typ des Modellelements (wie Ereignissen oder Funktionen).
Neben der Spezifikationssprache haben aber beispielsweise auch Modellierungskon-
ventionen Einfluss auf die Ausdrucksstärke bzw. -möglichkeiten im Rahmen der Validie-
rung. Ein konkretes Beispiel ist der Einsatz von Zyklen (auch als Schleifen bezeichnet).
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Werden Zyklen eingesetzt, können bisher als gültig ausgewertete Validierungsregeln un-
gültig werden. Am Beispiel des Hauptprozesses in Abbildung 7.5 würde eine Regel, die
das Erreichen des Ereignisses E3 nach dem Erreichen des Ereignisses E4 verbietet (sie-
he Abbildung 7.6(b)), ohne die optionale Kante als gültig geprüft werden. Durch das
Einfügen eines Zyklus (durch die optionale Kante) wird die Regel hingegen verletzt.
Das Beispiel der Modellierungskonvention bezüglich Zyklen steht allerdings nur ex-
emplarisch dafür, dass bei der Formulierung der grafischen Validierungsregeln gegebe-
nenfalls auch die Rahmenbedingung der Modellierung wie Modellierungskonventionen
zu berücksichtigen sind.
7.2 Vorgehen und Einordnung
Das in diesem Abschnitt vorgestellte Vorgehensmodell für die Validierung MultiView-
basierter Prozessmodelle setzt die im letzten Abschnitt erläuterten Konzepte in einem
Vorgehensmodell miteinander in Beziehung. Dabei werden prinzipiell zwei mögliche Aus-
gangspunkte berücksichtigt. Zum einen werden existierende Referenzprozesse für die
entsprechende Modellierungsaufgabe angepasst und zum anderen werden die Prozess-
modelle von Grund auf neu erstellt. Bei der Neuerstellung der Prozessmodelle können
anstatt der Referenzprozesse auch andere Formen der Modellbildung bzw. Wiederver-
wendung eingesetzt werden. Als ein Beispiel sei die in [End04] präsentierte Nutzung von
Geschäftsregeln als Ausgangspunkt für die Modellierung genannt. Damit wären folglich
auch grafische Validierungsregeln als Ausgangspunkt der Modellierung geeignet.
Im Abschnitt 7.2.2 wird die Validierung MultiView-basierter Prozessmodelle in den
Softwareentwicklungs- und Requirements-Engineering-Prozess (siehe Abschnitt 2.3 bzw.
3.2.3) eingeordnet.
7.2.1 Vorgehensmodell der Validierung MultiView-basierter
(Geschäfts-) Prozessmodelle
Das Vorgehensmodell der Validierung MultiView-basierter Prozessmodellierung zeigt
zum einen die notwendigen Komponenten in einem Modellierungswerkzeug und zum
anderen den Ablauf und die Benutzung dieser Komponenten während der Modellierung
und Validierung auf. Die Komponenten sind zudem farblich gekennzeichnet, um anzuzei-
gen, ob es sich um existierende, erweiterte oder im Rahmen dieser Arbeit neu entwickelte
Funktionalität handelt.
Wie eingangs erwähnt und in Abbildung 7.7 dargestellt, kann die Modellierung mit der
Erstellung von neuen Prozessmodellen (Nummer 1, oben) oder basierend auf Referenz-
prozessmodellen (Nummer 1, unten) des Datenbestandes Referenzprozessmodelle
beginnen. Falls geeignete Referenzprozessmodelle existieren, können auch zugeordnete
Validierungsregeln aus dem Datenbestand Validierungsregeln wiederverwendet wer-
den. Die Zuordnung von Validierungregeln zu Referenzprozessen kann dabei entspre-
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Abbildung 7.7: Vorgehensmodell der Modellierung und Validierung von MultiView-
basierten Prozessmodellen.
chend der unterschiedlichen Abstraktionsgrade der Validierungsregeln auf unterschied-
liche Weise erfolgen. In dem Ablaufmodell sind besonders domänenspezifische Validie-
rungsregeln zu beachten, da diese über die entsprechende Domäne des Prozessmodells
zugeordnet werden (Abbildung 7.7, Nummer 1.1).
In dem Vorgehensmodell in Abbildung 7.7 wird der Fall vernachlässigt, dass die Model-
lierung mit der Erstellung von grafischen Validierungsregeln begonnen wird. Dennoch
können neue Validierungsregeln wie auch Validierungsregeln aus dem Datenbestand
Validierungsregeln als Ausgangspunkt der Modellierung genutzt werden. Dies ent-
spricht dem in [End04] präsentierten Vorgehen.
An der Modellierung der Prozessmodelle ist entsprechend Abbildung 7.7 sowohl die
Komponente MultiView-basierte Prozessmodellierung als auch die Komponente
Datenbestand Validierungsregeln beteiligt. Dies entspricht der notwendigen Verbin-
dung (entsprechend Abbildung 5.3) zwischen den Modellelementen der Prozessmodelle
und den Validierungsregeln.
Die Modellierung von Validierungsregeln ist mit Nummer 2 gekennzeichnet. Dabei
muss diese strikte Abfolge im Modellierungsverlauf nicht zwingend eingehalten werden.
Die Erstellung von grafischen Validierungsregeln erfolgt im Rahmen der Komponen-
te Validierungsregelmodellierung, die auf einer der Prozessmodellierung ähnlichen
Modellierungsumgebung basiert und daher eine teilweise neue Funktionalität ist.
Um die inhaltliche Korrektheit der Prozessmodelle gegenüber den Validierungsregeln
zu überprüfen, wird der Komponente Validierung das zu prüfende Modell übergeben
(Abbildung 7.7, Nummer 3). Die gegenüber dem existierenden Model Checker neu hin-
151
7.2 Vorgehen und Einordnung
zugefügte Funktionalität umfasst die Transformation des Prozessmodells und der Vali-
dierungsregeln sowie gegebenenfalls die Rücktransformation des Validierungsergebnisses
und dessen Visualisierung im Prozessmodell.
7.2.2 Einordnung in den Softwareentwicklungs- und
Requirements-Engineering-Prozess
Während das in Abbildung 7.7 dargestellte Vorgehensmodell der Modellierung und Va-
lidierung von MultiView-basierten Prozessmodellen den prinzipiellen Ablauf beschreibt,
werden in Abbildung 7.8 die Wiederverwendungspotentiale der Datenbestände der Re-





























Abbildung 7.8: Wiederverwendungspotentiale im Rahmen der Modellierung und Vali-
dierung von MultiView-basierten Prozessmodellen.
Die Datenbestände zur Wiederverwendung können dabei aus unterschiedlichen Quel-
len resultieren. In Abbildung 7.8 ist der Fall der Extraktion von (Referenz-) Prozessmo-
dellen aus Spezifikationsdokumenten von laufenden bzw. abgeschlossenen Projekten dar-
gestellt. Die Prozessmodelle können zudem zum Aufbau einer Domänenstruktur genutzt
werden, die zur grundsätzlichen Untergliederung der Datenbestände verwendet werden
kann. Neben den Prozessmodellen können auch Anforderungen bzw. grafische Validie-
rungsregeln wiederverwendet werden, wobei letztere entsprechend ihres Abstraktions-
grades direkt den Prozessmodellen zugeordnet bzw. eigenständig aufgenommen werden
können.
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Die Datenbestände Referenzprozessmodelle und Validierungregeln können grundsätz-
lich in allen Phasen des RE-Prozesses und damit in der Phase Software-Spezifikation des
Softwareentwicklungsprozesses eingesetzt werden. Es wäre prinzipiell ebenfalls möglich
in der Phase Software-Design und Implementierung des SEP die Datenbestände wie-
derzuverwenden, dies ist aber eng damit verbunden, inwieweit spezifische Modelle zur
Wiederverwendung geeignet sind.
Die bereits angesprochene Zuordnung der Validierungsregeln zu Prozessmodellen un-
terstützt dabei zum einen die Überprüfung der Korrektheit von angepassten Referenz-
prozessmodellen und zum anderen bei der Erhebung von Anforderungen. Die Zuordnung
des Prüfens von Modellen zu den Phasen des SE- bzw. RE-Prozesses kann entsprechend





















Abbildung 7.9: Einsatz der Validierung von Prozessmodellen im SE- bzw. RE-Prozess.
Unabhängig von der Wiederverwendung ist der Einsatz der Validierung der Model-
le in allen Phasen des SE- bzw. RE-Prozesses möglich. Umso stärker der Einsatz von
Modellen im SEP ist, umso größer ist die Vereinfachung und Aufwandsreduzierung der
Überprüfung der inhaltlichen Korrektheit der Modelle.
Nach Eingliederung der MultiView-basierten Prozessmodellierung und Validierung in
den allgemeinen SE- bzw. RE-Prozess soll die Einsetzbarkeit im Requirements Enginee-
ring in speziellen Einsatzgebieten kurz anhand von zwei Beispielen aufgezeigt werden.
Zum einen handelt es sich dabei um das Einsatzgebiet des Baugewerbes (engl. con-
struction industry). Beispielhaft dient dazu ein Requirements Engineering Framework
for Construction Industries [AAA06], welches die Entwicklung von Softwaresystemen
für kollaboratives Arbeiten im Baugewerbe verbessern soll. In dem zehnstufigen Ablauf-
plan sollen mit Ausnahme einer Phase jeweils überarbeitete Versionen der Spezifikation
erstellt werden, die unter anderem Prozessmodelle und Use Cases enthalten. Der hohe
Aufwand durch die sich stetig wiederholende manuelle Überprüfung der Spezifikation
kann durch den Einsatz des vorgestellten Validierungsverfahren erheblich reduziert wer-
den. Der Einsatz des MultiView-Konzeptes ist besonders in diesem durch heterogene
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Projektbeteiligte geprägten Umfeld als Ergänzung zur Prozessmodellierung als nützlich
zu betrachten, da somit spezielle Darstellungsformen wie spezielle Diagrammtypen für
verschiedene Gruppen von Projektgruppen bereitgestellt werden können.
Zum anderen soll die Integration der MultiView-basierten Prozessmodellierung und
Validierung in ein Requirements Engineering Framework betrachtet werden, das speziell
auf mittlere und kleinere Unternehmen (kurz KMU) ausgerichtet ist. Der RE-Prozess von
KMUs ist laut [KHS98] gegenüber großen Unternehmen häufig weniger formal und die
beteiligten Personengruppen sind weniger spezialisiert. Zudem sind benötigen KMUs
„kompakte“, direkt einsetzbare RE-Prozesse, da sie meist nicht die Möglichkeit und
Mittel haben, verschiedene Verfahren zu probieren [ODKE05]. Das entsprechend der
speziellen Anforderungen der KMUs konzipierte Requirements Engineering Framework
[ODKE05] basiert auf einem allgemeinen RE-Prozess, der zusätzlich zu dem in Abschnitt
2.3.2 vorgestellten RE-Prozess die Phasen Requirements Analysis und Requirements Ma-
nagement beinhaltet. Die aktuelle Form des Requirements Engineering Framework trägt
den Namen ReqMan-Rahmenwerk [DKOA06]. Grundlage des Rahmenwerks sind Prak-
tiken, die als abstrakte Aktivitäten den Phasen des RE-Prozesses zugeordnet werden.
Konkrete Aktivitäten einer Praktik werden als Technik bezeichnet. Praktiken werden
nach ihrer Wichtigkeit in Basis-Praktiken, Aufbau-Praktiken, Optimierungs-Praktiken
und Kontext-Praktiken unterteilt. Dabei sind die drei zuerst genannten Praktiken unab-
hängig vom Kontext einsetzbar. Aufbau-Praktiken und Optimierungs-Praktiken können
aufbauend bzw. zusätzlich zu den Basis-Praktiken eingesetzt werden. Die Einordnung
der MultiView-basierten Prozessmodellierung kann entsprechend Abbildung 7.9 und 7.8
erfolgen, ist aber aufgrund der konkreten Praktiken deutlich spezifischer. So ist der Ein-
satz der MultiView-basierten Prozessmodellierung sowie die Modellierung von grafischen
Validierungsregeln der Aufbau-Praktik Domänenmodell erstellen, der Kontext-Praktik
Formale Modellierung und der Optimierungs-Praktik Sichtenbasierte Dokumentation
zuzuordnen. Während die Wiederverwendung von (Domänen-) Modellen im ReqMan-
Rahmenwerk nur implizit erfolgt, wird die Wiederverwendung von Anforderungen als
Kontext-Praktik Anforderungen wiederverwenden explizit genannt. Die Validierung der
Prozessmodelle ist primär der Kontext-Praktik Anforderungen formal überprüfen zuzu-
ordnen. Zusammenfassend lässt sich feststellen, dass die in dieser Arbeit vorgestellten
Konzepte zur Modellierung und Validierung konkret in ein auf KMUs ausgerichtetes
Requirements Engineering Framework einordnen lassen.
7.3 Zuordnung der Konzepte zu verwandten Arbeiten
Die zum vorgestellten Konzept der Validierung von MultiView-basierten Prozessmodellen
verwandten Arbeiten lassen sich zwei unterschiedlichen Bereichen zuordnen. Zum einen
handelt es sich um Ansätze und gegebenenfalls Werkzeuge, die sich mit dem Einsatz von
Validierungs- und Verifikationsverfahren für (Geschäfts-) Prozessmodelle im Rahmen
der Softwareentwicklung bzw. dem Requirements Engineering beschäftigen (Abschnitt
7.3.1). Zum anderen sind Ansätze und gegebenenfalls Werkzeuge relevant, die Lösungen
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für den Einsatz bzw. die Entwicklung von verschiedenen Sichten im Rahmen der Model-
lierung liefern (Abschnitt 7.3.2). Darüber hinaus sind im Besonderen verwandte Arbeiten
zu den zwei vorgestellten MultiViews SWS und IDM von Bedeutung und werden daher
in den Abschnitten 7.3.3 bzw. 7.3.4 betrachtet.
7.3.1 Validierungs- und Verifikationsverfahren für
(Geschäfts-) Prozessmodelle
Der Einsatz von automatisierten Validierungs- und Verifikationsverfahren erfordert ma-
schinenlesbare Repräsentationen sowohl von den (Geschäfts-) Prozessmodellen als auch
der Spezifikation. Wobei letztere den an die (Geschäfts-) Prozessmodelle gestellten An-
forderungen entsprechen. Obwohl auch die Transformation der (Geschäfts-) Prozessmo-
delle keine trivial zu lösende Aufgabe ist, lässt sich bei Vorhandensein einer definierten
Semantik eine maschinenlesbare, formale Beschreibung der (Geschäfts-) Prozessmodelle
erstellen [SZS10]. Eine Semantik sollte dabei entsprechend der konkreten Erfordernisse
des Aufgabenumfeldes entsprechen. Dies wurde im Abschnitt 5.3 unter dem Begriff des
Modellkonstruktionsproblems betrachtet. Konkret wurde diese Transformation beispiels-
weise für UML-Diagramme in [LP99], [EW01], [SKM01] und [SZS10] sowie für EPKs
in [Den06], [Men07] und [FF08] (siehe Abschnitt 5.4.3.3) vorgestellt. Im Rahmen der
prototypischen Entwicklungen wurden die beiden zuletzt genannten Ansätze zur Trans-
formation von EPKs genutzt.
Für die Erstellung bzw. Herleitung einer formalen und damit maschinenlesbaren Spezi-
fikation wurden verschiedene Verfahren entwickelt. Die Erstellung bzw. Herleitung wird
teilweise automatisch, soweit dies für bestimmte Eigenschaften möglich ist, meist aber
manuell in textueller, gelegentlich in grafischer Form vorgenommen.
Die automatische Erzeugung von Eigenschaften erfolgt entweder anhand des Modells
selbst oder aber ist nur pseudo-automatisch, da statisch vorgegebene Eigenschaften ge-
nutzt werden. In [JS04] wird beispielsweise die Verifikation von UMLsec (siehe Abschnitt
3.4.3.1 bzw. 7.3.3) Modellen vorgestellt. Dazu werden statische sowie dynamische Ana-
lysen (durch einen Model Checker bzw. in der späteren Version [JS07] durch einen
Theorem-Beweiser) durchgeführt. Die Grundlage für die Analysen sind aus den Mo-
dellen automatisch ableitbare sowie statisch vordefinierte Aussagen. Die Einbeziehung
von selbst spezifizierten Eigenschaften, wie die in dieser Arbeit entwickelten grafischen
Validierungsregeln, ist nicht vorgesehen.
Wie auch in [JS04] angemerkt wird, existieren weitere Ansätze wie [LP99, CBC+99,
SKM01, EW02], die sich mit der Verifikation von UML-Diagrammen befassen, teils
begrenzt auf bestimmte Eigenschaften (z. B. Sicherheitseigenschaften). Jedoch sind die-
se im Unterschied zum allgemeinen Ansatz der grafischen Validierungsregeln und dem
MultiView-Konzept auf eine Modellierungssprache eingeschränkt und basieren außer-
dem auf einer textuellen Spezifikationssprache. Außerdem sind die genannten Verfahren
nicht ohne weiteres über die in den Verfahren speziell betrachteten Eigenschaften hin-
aus erweiterbar [JS04]. Das in [SZS10] vorgestellte Verfahren wird als komplementär zu
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Ansätzen wie [JS04] oder [BDL03] bezeichnet, weil es die Möglichkeit der manuellen
Spezifikation von Eigenschaften bietet. Die Eigenschaften müssen allerdings in der tex-
tuellen auf LTL basierenden USVF Property Specification Language formuliert werden.
Die USVF-Spezifikationssprache ist im Vergleich zur Spezifikationssprache des Ansatzes
in [GM04] zwar ausdrucksstärker [SZS10], die im Rahmen dieser Arbeit entwickelten
grafischen Validierungsregeln sind aber grundsätzlich auf den Austausch der Spezifikati-
onssprache ausgerichtet, um die Mächtigkeit entsprechend den Anforderungen anpassen
zu können. Darüber hinaus ermöglichen die grafischen Validierungsregeln durch deren
verallgemeinerte bzw. abstrakte Formulierung (siehe Abschnitt 5.5) auch die Wiederver-
wendung unabhängig von konkreten Prozessmodellen bzw. Bezeichnern.
Zudem existieren Verfahren, die die Erstellung von formalen, textuellen bzw. gra-
fischen Regeln unterstützen bzw. vereinfachen. Dazu wird in [LK10] der Ansatz ver-
folgt, die Erstellung von formalen, textuellen Aussagen durch die Unterstützung einer
„benutzerfreundlichen“, grafischen Oberfläche zu erleichtern, indem Bibliotheksfunktio-
nen für die Formulierung für unterschiedlichen Spezifikationssprachen geliefert werden.
Das textuelle Ergebnis der Verifikation wird in der grafischen Oberfläche durch Text-
hervorhebungen visualisiert. Dieses Vorgehen entspricht im Grunde der in Abschnitt
7.1.3 vorgestellten Fehlervisualisierung, ist aber auf die textuelle Darstellungsebene der
Spezifikations- als auch Modellierungssprache begrenzt.
Sowohl die Fehlervisualisierung als auch die Spezifikation der Regeln ist bis auf wenige
Ausnahmen auf die textuelle Darstellung begrenzt (siehe dazu [Awa10]). Ein Beispiel für
grafische Regeln ist die in [XLW08] vorgestellte auf CTL und LTL basierende Business
Property Specification (kurz BPSL). Das grundsätzliche Ziel der BPSL ist die automa-
tisierte Erzeugung von logischen Aussagen aus Geschäftsanforderungen (wie FA). BPSL
ist prinzipiell unabhängig von der Modellierungssprache und daher mit *-G-CTL ver-
gleichbar, wobei die Spezifikationssprache allerdings nicht auswechselbar ist. Für die An-
wendung auf ein bestimmtes Prozessmodell bzw. eine bestimmte Modellierungssprache
muss aber der direkte Bezug der Bezeichner der Modellelemente sichergestellt werden.
Ein weiteres Beispiel für grafische Regeln ist das in [Awa10] vorgestellte Konzept, das
eine enge Verwandtschaft mit den in dieser Arbeit entwickelten grafischen Validierungs-
regeln bzw. dem TLVF aufweist. Denn es liefert mit der Business Process Model and
Notaion Query Language (kurz BPMN-Q) die Möglichkeit, bestimmte Abfragen in ei-
ner grafischen Notation bezüglich BPMN-Prozessen zu formulieren. BPMN-Q entspricht
bezogen auf das TLVF einer konkreten grafischen Regelnotation wie EPK-G-CTL. Wie
auch die EPK-G-CTL auf der konzeptionellen grafischen Notation *-G-CTL basiert,
fußt die BPMN-Q auf der konzeptionellen Regelnotation BPM-Q und ist damit auf an-
dere Prozessmodellierungssprachen erweiterbar. Im Unterschied zum TLVF, welches die
Austauschbarkeit der Spezifikationssprache ermöglicht, handelt es sich bei der Business
Process Model Query (kurz BPM-Q) [Awa10] allerdings um eine konkrete Regel- bzw.
Query-Sprache. Eine verallgemeinerte bzw. wiederverwendbare Formulierung von Re-
geln ist sowohl mit BPM-Q als auch mit den in dieser Arbeit vorgestellten grafischen
Validierungsregeln möglich. Bei einer Überprüfung von Prozessmodellen mit BPMN-Q
werden etwaige Modellierungsfehler im BPMN-Modell visualisiert und in einigen Fällen
auch Lösungsvorschläge geliefert. Die Fehlervisualisierung beruht nicht auf dem Gegen-
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beispiel, sondern auf einer Ermittlung der konkret betroffenen Prozessteile und ist daher
eher mit dem Ansatz aus [FSP09] vergleichbar.
Andere Ansätze verfolgen die Überführung von natürlichsprachlichen oder zumindest
strukturierten Anforderungen in eine formale, textuelle Respräsentation. Ein Beispiel
ist das in [KGLC06] bzw. [Kon06] vorgestellte Requirements Visualization of UML (kurz
REVU). Dieses auf funktionale Anforderungen ausgerichtete Vorgehen zur Formulierung
und Visualisierung von Anforderungen in einem UML-Modell basiert auf den Kompo-
nenten SPIDER [KC05], Hydra [MC01] und Theseus [GCKK06]. Wobei SPIDER die
Formulierung von natürlichsprachlichen, strukturierten und dadurch formalisierten Ei-
genschaften ermöglicht. Das Verifikationsergebnis kann als Szenario im UML-Diagramm
dargestellt werden. Die Erstellung der formalen Eigenschaften erfolgt zwar natürlich-
sprachlich, aber auf textueller Ebene. Zudem ist das Verfahren auf UML-Diagramme
und funktionale Anforderungen beschränkt. Dies kann im Bereich der Geschäftspro-
zessmodellierung problematisch sein, da UML beispielsweise von Modellierern aus dem
Geschäftsumfeld häufig nicht akzeptiert wird [Stö06]. Ein Beispiel für grafische Va-
lidierungsregeln findet sich in [BDSV05]. Darin wird die Generierung von grafischen
LTL-Regeln in einer auf Basis der BPMN definierten grafischen Notation aus einem
BPMN-Diagramm vorgestellt. Das Ziel der Überprüfung ist ein gegenüber der WebML
angepasstes Modell, wobei die Regeldefinition auf BPMN beschränkt ist.
7.3.2 Sichtenkonzepte für (Geschäfts-) Prozessmodelle
Die Basis MultiView-basierter Prozessmodelle ist grundsätzlich die jeweilige Modellie-
rungssprache und deren Ausdrucksmöglichkeiten. Über diese hinaus werden für bestimm-
te Eigenschaften oder Aussagen auch Anpassungen an den Ausdrucksmöglichkeiten der
Modellierungssprache vorgenommen. Dazu können standardisierte Erweiterungen wie die
SysML (siehe Abschnitt 3.4.3) oder proprietäre Erweiterungen zur Modellierung speziel-
ler Aspekte wie Sicherheitseigenschaften (z. B. [Jür05, BDL03, RFMP07]) genutzt wer-
den. Die Vielzahl der existierenden Erweiterungen bringt zum Ausdruck, dass eine An-
passung von Modellierungssprachen an (besonders) domänenspezifische Anforderungen
weit verbreitet ist. Obwohl die Gründe für die Erweiterung der Ausdrucksmöglichkeiten
sehr verschiedenen sind, ist nach [Sch01] einer der Hauptgründe dafür, dass derartig
erweiterte Prozessmodelle zum besseren Verständnis der jeweiligen Domäne beitragen
können.
Ein häufig eingesetztes Mittel zur Erweiterung sind die in Abschnitt 5.5 vorgestellten
Annotationen. Allerdings steigt die Komplexität der entsprechend annotierten Modelle
merklich an. Das MultiView-Konzept liefert in diesem Zusammenhang die Möglichkeit,
Modellelemente und deren Eigenschaften über die Verwaltung von verschiedenen Sichten
auf der Modellebene handhabbar zu machen. Dies zielt vor allem auf die mit der steigen-
den Anzahl an Modellelementen und Modellelementeigenschaften zunehmende grafische
Komplexität der Prozessmodelle sowie die Zuordnung von Modellierungsaufgaben bzw.
Verantwortlichkeiten zu bestimmten Personengruppen ab. Die Verwendung von Sichten
ist dabei ein seit langem bekannter Ansatz, wie u. a. [NKF94, Poh94, Ver94] zeigen. Die
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existierenden Sichtenkonzepte basieren entsprechend der Erläuterungen des Abschnittes
3.4 auf der Erweiterung einer Prozessmodellierungssprache oder der Überführung bzw.
Aggregation verschiedener Prozessmodelle.
Die einfachste Form bei der Verwendung eines zentralen, mehrdimensionalen Prozess-
modells ist die Nutzung von Vorlagen (z. B. ARIS Platform [Sof11b]). Diese ändern im
einfachsten Fall lediglich die grafische Darstellung und gegebenenfalls die Anordnung
von Modellelementen und deren Eigenschaften. Das entspricht prinzipiell dem Mittel
Verändern der MultiView. In gewissem Umfang können aber auch die Mittel Ausblenden
und Hinzufügen durch eine Vorlage unterstützt werden, wobei die tatsächlichen Mög-
lichkeiten einer Vorlage vom entsprechenden Modellierungswerkzeug abhängig sind. Die
Veränderung der Anordnung sowie eine grafische Darstellungsanpassung für die EPK
wird beispielsweise in [BAN03] vorgestellt. Dabei werden die Modelle in verschiedene
Bereiche aufgeteilt, um so spezielle Perspektiven wie Kunden- und Verwaltungssicht be-
reit zu stellen. Den Modellbereichen werden für bestimmte Personengruppen relevante
Modellelemente zugeordnet. Eine MultiView kann als Vorlage zur Darstellungsänderung
bzw. -anpassung im beschriebenen Sinne genutzt werden.
Die Möglichkeiten einer Vorlage sind allerdings nicht ausreichend, um beispielswei-
se den Anforderungen für die modellgetriebene Softwareentwicklung gerecht zu werden.
Dafür sind Konzepte nötig, die das Ausblenden, Hinzufügen oder Verändern von Mo-
dellelementen ermöglichen. Dabei ist der Einsatz der Mittel im Unterschied zur Vorlage
nicht nur auf die grafische Darstellung begrenzt, sondern kann sich semantisch bzw.
inhaltlich auf die Modellinhalte auswirken. Denn wie bereits in Abschnitt 3.2.3.1 bzw.
3.2.3.2 beschrieben, erfordert die modellgetriebene Softwareentwicklung eine schrittwei-
se Anreicherung der Modelle mit den entsprechend notwendigen Informationen. Es gibt
aber auch andere Anwendungsfälle für das Ausblenden, Hinzufügen oder Verändern von
Modellelementen. So werden in [BDFK03] anhand des Automatisierungsgrades der in
der EPK verwendeten Funktionen verschiedene Perspektiven für manuelle bzw. auto-
matisierte Arbeitsschritte bereitgestellt. Eine Anpassung von EPKs an die Perspektive
von Organisationseinheiten findet sich in [GRv05]. Diese Arten der Sichtenbildung wer-
den von MultiViews ebenfalls unterstützt. Allerdings bieten MultiViews in Erweiterung
zum Ausblenden, Hinzufügen und Verändern von Modellelementen die Möglichkeit, die
Bearbeitung von bestimmten Modellelementen bzw. Prozessteilen zu verbieten. Diese
Möglichkeit zielt auf die Unterstützung verschiedener Verantwortlichkeiten ab. Für die
in Abschnitt 6.4 vorgestellte integrierte Datenschutzmodellierung bedeutet dies, dass
der mit der Überprüfung bzw. Umsetzung des Datenschutzes beauftragte Modellierer
nur bestimmte Modellelemente bearbeiten bzw. erstellen kann (z. B. Datencluster und
Zulässigkeiten), aber Modellelemente des Kontrollflusses nur angezeigt bekommt und
damit zumindest der Kontext des Prozessmodells erfasst werden kann.
Für die Überführung bzw. Aggregation von verschiedenen Prozessmodellen müssen ne-
ben der Anpassung der grafischen Darstellung auch Transformationen zwischen verschie-
denen Diagrammtypen bereitgestellt werden. Zudem müssen Konsistenzprüfungen der
Transformationsergebnisse durchgeführt werden, die sicherstellen, dass die Aggregation
mehrerer Sichten bzw. die Transformationen korrekt durchgeführt wurden. Beispielhaft
sei an dieser Stelle das Multi-View Model Evolution Framework [Sto10] genannt, mit wel-
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chem Transformationen vom Geschäftsprozessmodell bis hin zur Quellcodegenerierung
unterstützt werden. Weitere Beispiele, die verschiedene Diagrammarten für die Sichten-
bildung verwenden, finden sich in [FKN+92, MV02, EG08]. Darüber hinaus existieren
Ansätze wie in [RF94, FGH+94, NJJ+96, Hes09], die bestimmte Bereiche der Sichtenbil-
dung wie die Konsistenzprüfung bzw. Konfliktlösung betrachten. Diese Art von Trans-
formationen sind in der Grundidee der MultiView nicht integriert, da diese auf einem
Prozessmodell basiert. Es existieren daher auch keine Konsistenzprüfungen. Dennoch
ist eine Erweiterung des MultiView-Konzeptes auf die Überführung bzw. Aggregation
unterschiedlicher Diagrammarten realisier- bzw. integrierbar.
7.3.3 Sicherheitsmodellierung und deren Validierung
Während die im vorangegangenen Abschnitt betrachteten Sichtenkonzepte eine ganzheit-
liche Unterteilung der Modellinhalte in verschiedene Sichten anstreben, kann der Bereich
der Sicherheitsmodellierung als eine spezielle Sicht bzw. entsprechend dem MultiView-
Konzept als MultiView betrachtet werden. Im Prinzip aber unabhängig von konkreten
Sichtengedanken wurden verschiedene Erweiterungen für Modellierungssprachen entwi-
ckelt, die die Integration von Sicherheitsaspekten wie Integrität und Vertraulichkeit (sie-
he Abschnitt 6.3.1.1) vorsehen. Einige bekannte Vertreter wurden bereits in Abschnitt
3.4.3.1 genannt. In diesem Abschnitt erfolgt eine konkrete Betrachtung ausgewählter An-
sätze bezüglich der Modellierungs-, Generierungs- und Validierungsmöglichkeiten. Ein
Überblick zu Security-Engineering-Ansätzen liefert beispielsweise [MBSFM10].
Die Integration von Sicherheitsaspekten in (Prozess-) Modelle hat nach [BJN07]
grundsätzlich das Ziel, Sicherheitsanalysen bzw. -mechanismen während des System-
Designs anwend- bzw. spezifizierbar zu machen. Das in [BJN07] beschriebene Model-
based Security Engineering basiert auf der UMLSec [Jür05] und liefert daher die durch
UMLSec gelieferten Modellierungsmöglichkeiten für Sicherheitsaspekte. UMLSec bietet
ein UML-Profil zur Erweiterung der Diagrammarten der Notation UML um Sicherheits-
aspekte. Die Erweiterungen werden dabei als formale Annotationen konzipiert, um die
Maschinenlesbarkeit zu gewährleisten. Neben UMLsec stellt auch Secureuml [BDL03]
eine Erweiterung der UML um annotierbare Sicherheitsaspekte bereit. Allerdings be-
schränken sich die Erweiterungen auf rollenbasierte Zugriffskontrolle (engl. access con-
trol) sowie Autorisierungsbedingungen und sind zudem nur auf die statischen Dia-
grammarten anwendbar. [RFMTP11] stellt im Speziellen den Ansatz Business Process
Security (kurz BPSec) zur Modellierung von Sicherheitsaspekten für UML-Aktivitäten
vor, der als kompatibel zu UMLsec bezeichnet wird, da BPSec auf Geschäftsprozesse
fokussiert und UMLsec eher über implementierungsnahe Modellierungsmöglichkeiten
verfügt. Die Modellierung von Sicherheitsaspekten wird neben der UML aber auch für
andere Modellierungssprachen entwickelt. Beispielhaft sei das BPMN Security Modeling
[RFMP07] genannt, welches entsprechend dem Namen auf die Notation der BPMN
ausgerichtet ist. Die in Abschnitt 6.3 vorgestellte MultiView-SWS liefert grundsätzlich
ähnliche Modellierungsmöglichkeiten für Sicherheitsaspekte, wobei aktuell Zugriffskon-
trolle nur oberflächlich integriert ist. Im Unterschied zu den genannten Ansätzen ist
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das der MultiView-SWS zugrundeliegende Sicherheitsmodell aber unabhängig von ei-
ner konkreten Modellierungssprache und bietet daher eine generische Definition der
Modellierungsmöglichkeiten für die betrachteten Sicherheitsaspekte. Dies ermöglicht
beispielsweise auch die Nutzung für die Notation der EPK.
Neben Ansätzen zur Modellierung von allgemeinen Sicherheitsaspekten stehen aber
besonders die Ansätze zur Modellierung von Web-Service-Sicherheitseigenschaften im
Vordergrund. Während UMLsec, Secureuml oder BPSec keine spezielle Ausrichtung da-
hingehend besitzen, befassen sich Ansätze wie MDS4WS [ABB04] oder die Model-driven
Business Process Security [WMS+09] sowohl konkret mit der Modellierung als auch teil-
weise mit der Generierung von maschinenlesbaren WS-SecurityPolicies. Erste Ansätze
zur Generierung von WS-SecurityPolicies finden sich beispielsweise in [NTIO05] oder
[TIN04], welche aber auf spezielle Ausführungsumgebungen und auf UML-Modelle fo-
kussieren. Konkrete Generierungsverfahren im MDS4WS für die Extended Access Control
Markup Language (kurz XACML) [OAS05] wurden allerdings erst durch das Rahmen-
werk SECTET [Ala06] eingeführt. Zudem wurde mit der Reference Architecture Securi-
ty as a Service (kurz SeAAS) [HMB09] der Fokus auf die Überführung von abstrakten
(Geschäfts-) Prozessen in eine realisierungsunabhängige Modellebene gelegt. Die Trans-
formation von dieser Zwischenebene der Abstraktionshierarchie zur konkreten Reali-
sierung wird allerdings nicht betrachtet und ist als manueller Prozess vorgesehen. Die
Model-driven Business Process Security stellt hingegen die vollständig automatisierte
Generierung von Web Service SecurityPolicies zur Verfügung, wobei die Transforma-
tion bzw. das Transformationsergebnis des Prozessmodells durch Model Checking auf
Korrektheit gegenüber dem annotierten (Geschäfts-) Prozessmodell überprüft wird. Der
Ansatz der Model-driven Business Process Security ist wie auch die MultiView-SWS
unabhängig von der Modellierungssprache. Erreicht wird dies durch die modellierungs-
sprachenunabhängige Definition der Security Policy und des Policy Constraint Model.
Die grafische Repräsentation der Sicherheitseigenschaften für eine konkrete Modellie-
rungssprache kann dann basierend auf diesen definiert werden.
Dieses Vorgehen ist grundsätzlich mit dem der MultiView-SWS vergleichbar, allerdings
werden im Rahmen der MultiView-SWS die grafischen Repräsentationen modellierungs-
sprachenübergreifend verwendet. Im Unterschied zum BPMN Security Modeling und
zur Model-driven Business Process Security werden in der aktuellen Version der in der
MultiView-SWS inbegriffenen Transformationen keine Verifikationsverfahren eingesetzt.
Während die Modellierungs- und Generierungsmöglichkeiten der betrachteten Sicher-
heitsmodellierungsansätze einen teils unterschiedlichen Umfang aufweisen, wird die Va-
lidierung bzw. Verifikation nur von wenigen Ansätzen unterstützt. So werden von den
Ansätzen der Model-driven Business Process Security, Secureuml und MDS4WS keine
Möglichkeiten zur Überprüfung der inhaltlichen Korrektheit der modellierten Sicher-
heitsaspekte bzw. -eigenschaften geliefert. Als einziges der genannten Verfahren bietet
UMLsec Validierungs- bzw. Verifikationsverfahren zur Überprüfung der Sicherheitsmo-
dellierung von sowohl dynamischen als auch statischen Diagrammarten. In [JS04] wird
die Überprüfung noch durch einen Model Checker durchgeführt und später wie in [JS07]
vorgestellt durch einen Theorem Beweiser ersetzt. Die Grundlage der Überprüfung sind
auf den formal spezifizierten Sicherheitsannotationen basierende statisch vordefinierte
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sowie dynamisch aus den Modellen abgeleitete Eigenschaften. Im Unterschied dazu kön-
nen mit dem Validierungsverfahren der MultiView-SWS neben den vordefinierten bzw.
abgeleiteten Eigenschaften auch speziell für das konkrete Szenario erstellte Eigenschaften
bzw. Regeln in die Überprüfung einbezogen werden.
7.3.4 Modellierung und Validierung (datenschutz-) rechtlicher
Aspekte in (Geschäfts-) Prozessmodellen
Das grundsätzliche Ziel der Modellierung von datenschutzrechtlichen Aspekten in Pro-
zessmodellen ist deren Berücksichtigung von Beginn des Entwicklungsprozesses eines
(Software-) Systems. Das in der Praxis häufig anzutreffende Vorgehen, Datenschutz- und
Datensicherheitsanforderungen erst während der Implementierung mit ad hoc gewählten
technischen Lösungen zu berücksichtigen, verwehrt demgegenüber die an den Systemge-
samtkontext angepasste Auswahl von Technologien, die den festgelegten Datenschutz-
und Datensicherheitsanforderungen entspricht [VKTL10, MM03]. Zudem werden Daten-
schutzanforderungen von den meisten Entwicklungsmethoden für (Informations-) Sys-
teme als NFA betrachtet, weshalb spezifische Ansätze zur Berücksichtigung sowohl auf
der Modell- als auch der Realisierungsebene fehlen [VKTL10].
Mittlerweile hat sich wie im Abschnitt 7.3.3 aufgezeigt der Bereich des Security En-
gineering entwickelt. Da Datenschutzanforderungen häufig implizit durch Sicherheitsan-
forderungen umgesetzt werden, ist die Realisierung des Datenschutzes häufig inbegriffen.
Die Datenschutzanforderungen müssen aber zudem auch explizit auf der Prozessmodell-
ebene spezifizierbar sein und der Realisierung zugeordnet werden können.
Ansätze, die die Integration bzw. explizite Formulierung von Datenschutzanforderun-
gen auf Modellebene ermöglichen, können eine Erweiterung der eingesetzten Model-
lierungssprachen darstellen oder stellen eine neu entwickelte Modellierungssprache zur
Verfügung. Ersteres wird in [AO05] für EPKs durchgeführt. Dabei werden EPKs um die
drei Modellelemente General laws, Specific laws und Decrees and regulations erweitert,
welche die „Schwergewichtigkeit“ des jeweiligen Gesetztes angeben, um den rechtlichen
Rahmen in den Modellen zu verankern bzw. zu annotieren. Bei den in [KBK06] vorge-
stellten Erweiterungen der eW3DT [Sch00] handelt es sich um spezielle Sprachkonzepte
zur Darstellung und damit Hinterlegung rechtlicher Anforderungen in den entsprechen-
den Modellen. Während die Erweiterungen der eW3DT grundsätzlich mit denen der
MultiView-IDM vergleichbar sind, ermöglicht das MultiView-Konzept darüber hinaus
die Erstellungen einer fokussierten und damit leichter erschließbaren Darstellung der
Prozessmodelle. Die Prüfung der Korrektheit der rechtlichen als auch inhaltlichen Mo-
dellierungen in [KBK06] ist als manuelle Aufgabe vorgesehen. Im Unterschied dazu bietet
die MultiView-IDM das in dieser Arbeit entwickelte Validierungskonzept der grafischen
Validierungsregeln inklusive wiederverwendbarer Regelmodelle.
Eine spezielle formale Prozessmodellierungssprache zur Modellierung von rechtlichen
Bedingungen wird in [SO05] vorgestellt. Bei den formalen Geschäftsprozessen handelt
es sich um eine spezielle Form von Petri Netzen, welche allerdings für juristische Fach-
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experten im Rahmen des e-Government nicht geeignet sind [TSS+04]. [Lig09] nennt dabei
speziell den Datenschutzbeauftragten, der beispielsweise an formalen Inspektionstechni-
ken beteiligt ist und daher die eingesetzten Prozessmodelle verstehen können muss. Das
MultiView-Konzept erlaubt in diesem Zusammenhang die Erweiterung von beliebigen
Prozessmodellierungssprachen und stellt gleichzeitig die durch die formale Formulierung
ermöglichte Validierungs- und Verifikationsmöglichkeit bereit.
Weiterhin besteht zusätzlich zur Erweiterung der Modellierungssprache und der Ent-
wicklung spezieller Notationen den Datenschutz betreffend die Möglichkeit, Musterpro-
zesse (auch als Referenzprozesse bezeichnet) zur Verfügung zu stellen, die die Berück-
sichtigung von Datenschutzanforderungen in Prozessen erleichtert. Dieser Ansatz wurde
beispielsweise von [KKG07] und [Mei07] verfolgt, wobei letzterer dies anhand des Bei-
spieles der IT Infrastructure Library (kurz ITIL) [Off11] demonstriert. Die Integration
der Prozessmuster in bereits existierende Prozessmodelle erfolgt in [Mei07] durch das
Vorgehen PDCA (siehe Abschnitt 6.4.4), ähnlich wie dies auch in der MultiView-IDM
vorgesehen ist. Die MultiView-IDM ist momentan auf die Bereitstellung von annotierten
Datenmodellen beschränkt.
Die bisher genannten Datenschutzmodellierungen sind mit Ausnahme des in [SO05]
entwickelten Verfahrens eher qualitativer Natur, was nach [KKG09] repräsentativ für
Datenschutzmodellierungen im Allgemeinen ist. Daher ist deren Überprüfung und Be-
wertung zumeist auf manuelle Verfahren beschränkt.
Das Verifikationsverfahren in [SO05] basiert auf einem Modellvergleich von einem im
Rahmen des Anwendungsfalles modellierten Prozess mit einem Prozessmodell, das den
Ablauf der zu berücksichtigenden rechtlichen Bedingung abbildet. Ein ähnliches Verfah-
ren wird in [OS08] vorgestellt, wobei die Modellierung der (datenschutz-) rechtlichen
Anforderungen in der Semantic Process Language (kurz SPL) als Aufgabe der Fachex-
perten betrachtet wird. Das Validierungsverfahren im Rahmen dieser Arbeit und damit
auch im Rahmen des MultiView-Konzeptes basiert auf der Modellierung von einzelnen
(datenschutz-) rechtlichen Anforderungen, die im Ganzen betrachtet ebenfalls ein Pro-
zessmodell abbilden. Im Unterschied zur impliziten Modellierung der rechtlichen Anfor-
derungen als Prozessmodelle können Anforderungen bzw. Regeln im MultiView-Konzept
explizit und damit direkter ersichtlich modelliert werden. Ein dem Validierungsverfah-
ren dieser Arbeit ähnliches Verfahren findet sich in [HL08]. Dabei wird ein auf Alloy
[Jac00, JSS01] sowie (Gesetztes-) Ontologien [Val95] und Prädikatenlogik (siehe Ab-
schnitt 2.2.2.2) basierendes Verifikationsverfahren zum Abgleich von rechtlichen mit den
Anforderungen aus dem Geschäftsumfeld vorgestellt. Die Ontologien dienen dabei zur
Abbildung von nicht im Gesetz befindlichen Abhängigkeiten (beispielsweise familiäre
Zusammenhänge in Bezug auf Familien-Gesetze). Die Prüfung wird durch den Kodkod
SAT Solver [TCJ08] durchgeführt. Das Ergebnis der Überprüfung wird im zugrundelie-
genden Modell dargestellt, indem das Objekt bzw. Modellelement und seine Verbindun-
gen hervorgehoben werden. Im Unterschied zum Validierungsverfahren des MultiView-
Konzeptes erfolgt die Formulierung der logischen Regeln in textueller Form. Außerdem
werden keine Erweiterungen für spezielle Prozessmodelle bereitgestellt.
Nach Bereitstellung von Modellierungsmöglichkeiten für (datenschutz-) rechtliche An-
forderungen muss deren Integration in die spätere Realisierung berücksichtigt werden.
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Eine ganzheitliche Betrachtung von der Modellierung bis hin zu Realisierung wird aber
erst von neueren Verfahren unterstützt.
So wird in [LZHX11] das als Privacy-Interface-Automat (kurz PIA) bezeichnete Ver-
fahren zur plattformspezifischen Modellierung von Datenschutzanforderungen für Web
Services vorgestellt, welches neben der Modellierung die algorithmische Berechnung des
minimalen „privacy authorization“ Bedarfes ermöglicht. Das in [SS07] entwickelte Ver-
fahren erlaubt die spezielle Betrachtung von relationalen Datenbanken in Bezug auf
Datenschutzanforderungen. Die Modellierung im Rahmen der MultiView-IDM ist im Un-
terschied zu den beiden zuletzt genannten Verfahren grundsätzlich plattform- bzw. tech-
nologieunabhängig, kann aber über Transformationsschritte im Sinne der modellgetrie-
benen Softwareentwicklung in eine plattformspezifische Realisierung überführt werden.
Dies kann speziell für die Plattform der Web Services unter Verwendung der MultiView-
SWS erfolgen.
Die vollständige Berücksichtigung des Datenschutzes von der Modellierung bis hin
zur Realisierung wird aber nur von umfangreichen Vorgehensmodellen unterstützt, die
teilweise eigene Modellierungssprachen sowie Generierungsansätze für die Realisierung
bereitstellen. Es ist allerdings anzumerken, dass trotz der zahlreich entwickelten Ansätze
bzw. Verfahren von all den in [KKG09] genannten (u. a. KAOS [LL02], M-N-Framework
[MN03], STRAP [JTPM05] und PriS [KKLG06]) die Validierung der Datenschutzan-
forderungen nur von NFR [Chu93], i* [Yu93], Tropos [MGM03b] bzw. SecureTropos
[MGM03a], GBRAM [AE00] und RBAC [HA03] unterstützt wird. Wobei bei GBRAM
keine formale Notation existiert und RBAC keine grafische Darstellung einsetzt. Das
NFR Framework ist dabei keine Erweiterung einer Modellierungssprache, sondern ba-
siert auf der Modellierung von Zielen (engl. goal). Die Überprüfung findet dann anhand
eines Zielgraphen statt. Dieser kann z. B. auf Zielerfüllung oder Zielkonflikte überprüft
werden. Die zu überprüfenden Regeln sind als textuelle Regeln zu spezifizieren. Die Mo-
dellierungssprache i* basiert ebenfalls auf der Modellierung von Zielen. Die Überprüfung
der modellierten Ziele erfolgt abermals mit textuell zu spezifizierenden Regeln, die über
das NFR Framework hinaus komplexe Bedingungen und Abhängigkeiten zwischen den
einzelnen Zielen überprüfbar machen. In Anlehung an i* wurde Tropos entwickelt. Tro-
pos bietet daher ähnliche auf textuellen Regeln basierende Überprüfungsmöglichkeiten
der Ziele. Darüber hinaus liefert Tropos aber ein Vorgehensmodell zur Integration der
Datenschutz- und Sicherheitsanforderungen in den SEP. Das MultiView-Konzept lie-
fert grundsätzlich eine ebenso umfassende Sicht auf die Integration von Datenschutz-
als auch Sicherheitsanforderungen wie die genannten umfassenden Ansätze, stellt jedoch
kein Vorgehensmodell zur Verfügung. Die zur Validierung genutzten Anforderungen kön-
nen im Rahmen des MultiView-Konzeptes aber in grafischer Notation erstellt werden.







8 Prototypische Realisierung der
Konzepte
Das Konzept der MultiView-basierten Prozessmodellierung legt die theoretischen Grund-
lagen für den Einsatz von Sichten für (Geschäfts-) Prozessmodelle und deren Überprü-
fung auf inhaltliche Korrektheit. Die Umsetzung der theoretischen Grundlagen muss
aber im praktischen Einsatz erfolgen. Dies setzt zum einen die Integration der Multi-
Views und der Validierung in die organisatorischen Prozesse, wie dies in Abschnitt 7.2
aufgezeigt wurde und zum anderen die Bereitstellung der entsprechenden Werkzeuge
wie z. B. Modellierungswerkzeuge oder RETs (siehe Abschnitt 2.3.2.2) voraus. Daher
werden im Folgenden die prototypische Integration bzw. Implementierung des Multi-
View-Konzeptes und des Validierungsmechanismus vorgestellt. Während die Integration
eine mögliche Umsetzung der entwickelten Konzepte in einem bestehenden Werkzeug de-
monstriert, werden mit der eigenständigen Implementierung eines Forschungsprototypen
die Konzepte unabhängig von einem kommerziellen Werkzeug umgesetzt.
Die Integration in ein bestehendes Werkzeug wird anhand des zur ARIS Platform
[Sof11b] gehörenden Business Architect bzw. SOA Architect in Abschnitt 8.1 erläutert.
Im Abschnitt 8.2 wird der speziell auf die im Rahmen dieser Arbeit entwickelten Konzep-
te ausgerichtete bzw. entwickelte Business Application Modeler (kurz BAM) vorgestellt.
Zudem werden die Funktionalitäten des BAM in Abschnitt 8.2.4 in den allgemeinen
RE-Prozess eingeordnet. Darauf aufbauend wird in Abschnitt 8.2.5 die Evaluation von
BAM unter Verwendung eines Requirements Engineering Tool Evaluation Framework
(kurz RET Evaluation Framework) durchgeführt.
8.1 Prototypische Realisierung: Auf Basis des ARIS
Business Architect
Die Integrationsaufgabe besteht aus zwei Teilen. Zum einen muss die Modellierungsum-
gebung des ARIS Business Architect [Sof11a] um das Konzept der MultiViews erweitert
bzw. angepasst werden. Zum anderen muss für den Einsatz des Validierungsmechani-
mus die Modellierung der grafischen Validierungsregeln ermöglicht werden sowie die
Ausführung des Prüfwerkzeuges CSMV und die Darstellung des Validierungsergebnisses
erfolgen.
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Bevor in Abschnitt 8.1.1 die Beschreibung der Realisierung des MultiView-Konzeptes
bzw. in Abschnitt 8.1.2 die Erläuterungen zur Umsetzung der grafischen Validierungsre-
geln und des Validierungsmechanismus im ARIS Business Architect folgen, soll zunächst
ein kurzer Überblick zum Business Architect, der der Design Platform (einem Teil der
ARIS Platform) angehört, geliefert werden. In Abbildung 8.1 ist dazu die Modellierungs-
umgebung (im ARIS Business Architect Designer genannt) sowohl für Prozessmodelle
(Abbildung 8.1(a)) als auch für grafische Validierungsregeln (Abbildung 8.1(b)) darge-
stellt.
(a) Prozessmodell in ARIS. (b) EPK-G-CTL Regeln in ARIS.
Abbildung 8.1: ARIS Business Architect 7.1 Oberfläche.
Zum Leistungsumfang des ARIS Business Architect gehören neben dem Designer
noch zahlreiche weitere Features. Der Business Architect lässt sich damit am bes-
ten den zwei in Abschnitt 2.3.2.2 im Rahmen des RE benannten Werkzeugkategorien
Dokumentations- und mächtiges Analysewerkzeug zuordnen. Die gesamte ARIS Plat-
form bietet allerdings zu sämtlichen in Abschnitt 2.3.2.2 genannten Werkzeugkategorien
Softwareprodukte an. An dieser Stelle steht allerdings ausschließlich die Modellierungs-
umgebung bzw. der Designer des Business Architect im Vordergrund.
Die Modellierungsumgebung erlaubt die Modellierung der Modelle der ARIS Methode
(siehe Abschnitt 3.4.2.1), zu der auch die EPK (siehe Abschnitt 3.3.1) gehört. Zudem
wird in bestimmten Varianten des Business Architect auch die Modellierung von BPMN-
und UML-Modellen unterstützt. Dazu sind spezielle Varianten des Business Architect
nötig, die beispielsweise der Implementation Platform (ebenfalls Teil der ARIS Platform)
angehören. Als Beispiel ist der SOA Architect [Sof11c] zu nennen, der die modellgetrie-
bene Entwicklung von BPEL-Prozessen aus EPKs unterstützt (siehe Abschnitt 3.2.3.2)
und dazu auch die Modellierung von UML-Modellen erlaubt.
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8.1.1 ARIS Business Architect: MultiView-basierte
Prozessmodellierung
Die Definition der Modellierungsmöglichkeiten erfolgt im Rahmen des Business Archi-
tect auf Basis vonMethodenfiltern (in Anlehnung an die Modellierungsmethode), die eine
Festlegung der zur Verfügung stehenden Modelltypen sowie der Modellierungsmöglich-
keiten im Rahmen der Modelltypen darstellt. Der Methodenfilter kann dabei in gewissem
Umfang auch zur Festlegung der Modellierungskonventionen genutzt werden. Die Mo-
dellierungsmöglichkeiten werden zuvor in der Methodendefinition erstellt und beinhalten
z. B. die zur Verfügung stehenden Modellelemente und Verknüpfungen sowie Attribute
für Modelltypen und -elemente.
Neben der Methodendefinition existieren zur Festlegung der grafischen Darstellung
der Modellinhalte Vorlagen (siehe Abschnitt 7.3.2). Vorlagen können als Grundlage für
die Umsetzung der MultiView-basierten Prozessmodellierung genutzt werden. Dies um-
fasst vollständig die grafische Darstellung der Modellinhalte, was dem Mittel Verändern
der MultiView entspricht. Die Mittel Ausblenden, Hinzufügen und Zugriff einschränken
lassen sich über Vorlagen nur begrenzt umsetzen. Das führt beispielsweise dazu, dass
Modellelemente bei weißem Hintergrund weiß darstellt werden und somit das Ausblen-
den erreicht wird. Der Zugriff bzw. das versehentliche Bearbeiten der Modellelemente
wird damit aber nicht verhindert. Auch über den Methodenfilter lassen sich die fehlen-
den Mittel nur begrenzt umsetzen. Besonders den Zugriff auf bestimmte Modellelemente
einzuschränken ist nur bedingt möglich. Die genannten Einschränkungen sind aber nicht
als grundsätzliche Hinderungsgründe bei der Umsetzung der entwickelten Konzepte zu
betrachteten, sondern stellen vielmehr Einschränkungen aufgrund der Nutzung einer
kommerziellen, nicht quelloffenen Software dar.
Trotz der Einschränkungen lassen sich benutzerseitig einige Einstellungen bzw. Erwei-
terungen im Business Architect vornehmen, die die Umsetzung der MultiViews zu großen
Teilen ermöglicht. So sind beispielsweise der Beispielprozess zur MultiView-SWS in Ab-
bildung 6.6 und der Beispielprozess zur IDM in Abbildung 6.11 unter Verwendung von
Vorlagen im Business Architect modelliert worden. Einzig das Skalieren, Ausblenden und
grafische Verändern einzelner Modellelemente sowie die Steuerung der Zugriffsrechte für
einzelne Modellelemente ließ sich nicht ohne Weiteres im Business Architect umsetzen.
Die MultiView-SWS wurde neben den reinen Modellierungmöglichkeiten auch pro-
totypisch um die Spezifikation der entsprechenden Sicherheitseinstellungen für die mo-
dellierten Sicherheitseigenschaften erweitert. Dies umfasst beispielsweise die Definition
der Sicherheitseigenschaften einer Ende-zu-Ende-Beziehung. Dazu werden, wie bereits in
[JF09] bzw. Abschnitt 6.3 beschrieben, die notwendigen Informationen wie z. B. Daten-
elemente der Web-Service-Nachrichten automatisiert aus der WSDL bzw. den Modellen
ausgelesen. Die spezifizierten Sicherheitseigenschaften werden dann in die entsprechen-
den WS-Security Policies transformiert. Ausgelöst wird die Spezifikation bzw. Transfor-
mation über die in Abbildung 8.1(a) grau hinterlegten Menüeinträge über dem Eintrag
Validierung einer EPK, die allerdings in der Abbildung aufgrund des falschen Kon-
textes (keine MultiView-SWS) aktuell nicht ausgewählt werden können.
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8.1.2 ARIS Business Architect: Validierung-MultiView-basierter
Prozessmodelle
Der Business Architect liefert die Möglichkeit, EPKs zu modellieren. Dies erfolgt im
Rahmen eines Methodenfilters, der den Modelltyp EPK beinhaltet. Zur Modellierung
von grafischen Validierungsregeln muss zunächst der neue Modelltyp EPK Validierungs-
regeln erstellt werden und dem Methodenfilter hinzugefügt werden. Auf die detaillierte
Erläuterungen der Erweiterung soll an dieser Stelle verzichtet werden, da es sich dabei
um eine Applikationsspezifische Aufgabe handelt.
Im Ergebnis ermöglicht der neue Modelltyp EPK Validierungsregeln die Modellierung
der EPK-G-CTL-Operatoren in Verbindung mit EPK-Elementen. Wie in Abbildung
8.1(b) zu sehen, ist die Regelnotation gegenüber der in Abschnitt 5.4 erfolgten Fest-
legung etwas verändert. Beispielsweise ließen sich die umschließenden Kästen um die
EPK-Elemente nicht einfügen. Die Regelaussage wird dadurch allerdings nicht verän-
dert, auch wenn dadurch die Lesbarkeit bei größeren Regeln erschwert wird. Bei der
Umsetzung der im Rahmen dieser Arbeit entwickelten Konzepte sind, wie bereits in Ab-
schnitt 5.4 bzw. Kapitel 6 angemerkt, bestimmte Designentscheidungen bezüglich der
konkreten Umsetzung zu treffen. Dies gilt sowohl für das MultiView-Konzept als auch für
die grafischen Validierungsregeln. Ein Beispiel, die grafischen Validierungsregeln betref-
fend, ist die konkrete Umsetzung der, in Abbildung 5.5 betrachteten, Kantendefinition.
Für die Modellierung einer Implikation wurde im Business Architect die Möglichkeit
1 genutzt, nämlich spezielle Kantentypen zu verwenden, da sich dies sehr gut in die
Modellierungsabläufe bzw. -hilfen des Business Architect integriert.
Zur Umsetzung der Validierung ist neben der Modellierung der Validierungsregeln die
Integration des Modellprüfers CSMV notwendig. Dies beschränkt sich im Prinzip aber
auf den Aufruf aus dem Business Architect heraus sowie dem Auslesen des Validierungs-
ergebnisses, wobei dieses in der aktuellen prototypischen Umsetzung nicht im Rahmen
des Prozessmodells visualisiert wird.
Die für die Validierung notwendige globale Definition der Modellelemente wird im
Business Architect nativ unterstützt, da eine übergreifende Definition der Modellele-
mente in der Datenbank des Business Architect erfolgt. Dies wird über eine globale
Definition eines Modellelements erreicht. Dadurch handelt es sich bei einem Modellele-
ment in einem Prozessmodell oder in einer grafischen Validierungsregel stets um eine
Ausprägung der globalen Modellelementdefinition.
Die Zuordnung der Validierungsregeln zu EPKs erfolgt auf zwei Arten. Szenariospezi-
fische Regeln können direkt dem entsprechenden Modell zugeordnet werden. Dies kann
wie in Abbildung 8.1(a) dargestellt über eine Hinterlegung an einer einzeln stehenden
Funktion mit dem Namen EPK-G-CTL-Regeln erfolgen oder über das Setzen von be-
stimmten Modelleigenschaften, die als Verlinkung zu den zugehörigen Regeldiagrammen
dient. Domänenspezifische oder allgemeingültige Regeln werden grundsätzlich über die
Modelleigenschaften verlinkt. So besitzt ein Modell beispielsweise die Eigenschaft (oder
das Attribut) Domäne, welches die Domäne anzeigt, zur der ein bestimmtes Modell ge-
hört.
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Die Ausführung der automatischen Validierung einer EPK wird über ein ARIS Makro
gestartet. Dies wird über den in Abbildung 8.1(b) gezeigten Menüeintrag Validierung
einer EPK ausgelöst. Dabei wird zunächst der Export der EPK und der zugehörigen
EPK-G-CTL-Regeln in dem ARIS-spezifischen Format der ARIS Markup Lanugage
(AML) durchgeführt. Im Anschluss wird über ein Batch-Skript sowohl die Transfor-
mation der EPKs und der Regeln (entsprechend Abschnitt 5.4.3.3 und unter Verwen-
dung der Operator-Hierarchie [FP07]) als auch die Ausführung des CSMV ausgelöst.
Nach Abschluss des Validierungsvorganges wird das Validierungsergebnis in Form einer
Text-Datei geöffnet. Wobei anzumerken ist, dass in einer weiteren Entwicklung auch die
Darstellung des Fehlerpfades wie in Abbildung 7.4(a) gezeigt denk- und machbar ist.
8.2 Prototypische Realisierung: Auf Basis von Eclipse -
Business Application Modeler
Der Business Application Modeler (kurz BAM) wurde, wie bereits zu Beginn des Kapitels
angesprochen, als Forschungsprototyp zur Umsetzung der in dieser Arbeit entwickelten
Konzepte entworfen und implementiert. Damit liefert der BAM zum einen neben der
prototypischen Integration in den ARIS Business Architect eine Realisierung zum Nach-
weis des Konzeptes (engl. Proof of Concept) und ermöglicht zum anderen die weiteren
Forschungsarbeiten im Bereich der Validierung und Verifikation von Prozesmodellen im
Allgemeinen. Um diesem Ziel gerecht zu werden, sind bei der Implementierung vom
BAM die folgenden zentralen Anforderungen zu berücksichtigen:
• Modellierung von auf Knoten und Kanten basierenden Modellierungssprachen
• Austauschbare Spezifikationssprachen sowie Prüfwerkzeuge
Durch die Flexibilität des BAM bezüglich der auswählbaren Modellierungssprache las-
sen sich die bisher ausschließlich an der EPK demonstrierten Konzepte auch für andere
Sprachen einsetzen bzw. deren Einsatz für andere Sprachen überprüfen. Neben der frei-
en Wahl der Modellierungssprache ist aber auch die flexible Anpassung der Notation
möglich, wie sie gegebenenfalls im Rahmen einer MultiView notwendig ist. Die Aus-
tauschbarkeit der Spezifikationssprache resultiert aus den Strukturvorgaben des TLVF,
welches im BAM umgesetzt wird. Somit können im BAM beliebige Spezifikationsspra-
chen in Verbindung mit beliebigen Modellierungssprachen genutzt werden.
Neben der Flexibilität bezüglich der Modellierungs- und Spezifikationssprache wird
das MultiView-Konzept umgesetzt. Im BAM wird die Verwaltung der unterschiedlichen
Abstraktionsgrade der grafischen Validierungsregeln unterstützt. Die Validierung erfolgt
inklusive der Visualisierung des Fehlerpfades, wie dies in Abbildung 7.4(a) gezeigt wurde.
Anhand der beschriebenen Funktionalitäten lässt sich der BAM, ähnlich wie auch
der ARIS Business Architect, den Werkzeugkategorien Dokumentations- und mächtiges
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Analysewerkzeug (siehe Abschnitt 2.3.2.2) zuordnen. Ebenfalls ähnlich dem ARIS Busi-
ness Architect ist BAM als Teil einer übergreifenden Plattform entwickelt worden – der
Eclipse-Plattform [The11a]. Daher lassen sich neben den BAM-spezifischen Funktiona-
litäten weitere Projekte bzw. Plug-ins integrieren und somit beispielsweise Simulationen
oder Code-Erzeugung erreichen.
Technisch gesehen ist der Business Application Modeler als Plug-in der IDE Eclip-
se entwickelt worden. Dabei wurde vor allem das Graphical Editing Framework (kurz
GEF) [Hun08, The11b] verwendet, welches die Erstellung von grafischen Editoren auf
der Basis von Eclipse unterstützt. Die Entscheidung zur Nutzung des GEF gegenüber
dem Graphical Modeling Project (kurz GMP) [The11c], welches über das GEF hinaus
zahlreiche Generierungsschritte zur Erstellung der grafischen Editoren liefert, resultiert
vor allem aus der Notwendigkeit, eine möglichst große Flexibilität bei der Entwicklung
vom BAM zu bewahren [And10].
Im Folgenden wird zunächst die grundsätzliche Architektur des Business Application
Modeler erläutert. Eine ausführliche und detaillierte Beschreibung der Grundlagen, Ar-
chitektur und Implementierung vom BAM findet sich in [And10]. Nach der Beschreibung
der Architektur findet eine Evaluation des BAM anhand eines Requirements Engineering
Evaluation Framework statt. Darauf aufbauend werden die vom Business Application
Modeler bereitgestellten Funktionalitäten in den Requirements-Engineering-Prozess ein-
geordnet.
Als Einstieg in die Erläuterungen zur Architektur vom BAM dient die Abbildung 8.2,






















Abbildung 8.2: Vereinfachte Architektur des Business Application Modeler [And10].
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8.2.1 BAM: Core
Der Kern (engl. core) vom BAM stellt die grundlegenden Komponenten zur Erstellung
und Verwaltung von Modellierungsprojekten zur Verfügung. Dazu gehören die Editoren
für die Prozess- und Regelmodellierung sowie die Mechanismen zur Projekterstellung.
8.2.1.1 Projekterstellung
Ein Modellierungsprojekt im BAM entspricht prinzipiell einem generellen Eclipse Pro-
jekt, dass um spezielle Eigenschaften erweitert wurde. Die für ein BAM-Projekt not-
wendigen Informationen werden mithilfe eines Wizards während der Projekterstellung
abgefragt. Primär handelt es sich bei der Information um die Angabe, welche Modellie-
rungssprache(n) verwendet werden soll(en). Die wählbaren Modellierungssprachen ste-
hen als Meta Model zur Verfügung. Ein Meta Model entspricht (beispielsweise im Sinn
der Meta Object Facility (kurz MOF) [Obj11d]) der Definition der zur Verfügung stehen-
den Modellinhalte wie Modellelemente oder Kantentypen. Das Meta Model ist damit die
Basis der in diesem Projekt erstellbaren Prozessmodelle. Die Basis des Meta Model ist
das Meta Meta Modell, welches wiederum die Modellinhalte des Meta Models definiert.
Entsprechend der eingangs festgelegten Forderung, dass die Modellierung von auf Knoten
und Kanten basierenden Modellierungssprachen durch den BAM bereit gestellt werden
soll, liefert das Meta Meta Model die beiden Modellierungskonstrukte Knoten und Kan-
ten. Anmerkend sei erwähnt, das die MOF als fundamentale Komponente der Model
Driven Architecture (kurz MDA) [Obj11b] als Art der MDSD fungiert. Entsprechend
dem Prinzip der MDSD sind die Editoren im BAM zu Teilen modellgetrieben entwi-
ckelt bzw. generiert. Technisch betrachtet handelt es sich beim Meta Meta Model und
Meta Model um XML-Dokumente, wobei das Meta Meta Model gleichzeitig das XML-
Schema des Meta Models darstellt. Aktuell definiert das Meta Model die zur Verfügung
stehenden Modellinhalte und deren Eigenschaften wie die eindeutige Typbezeichnung,
die Form (z. B. Rechteck) und die grafische Darstellung.
Im BAM wird eine Menge vordefinierter Meta-Modelle mitgeliefert, die aktuell pri-
mär Modelltypen der ARIS-Methode umfasst. Die mitgelieferten Modelltypen können
im Rahmen der Möglichkeiten des (Meta) Meta Model angepasst werden. Zudem können
aufbauend auf dem (Meta) Meta Model neue Modelltypen erstellt werden. Beim Erstellen
des BAM-Projektes wird das gewählte Meta Model im Projektverzeichnis abgelegt. Zu-
dem können weitere projektspezifische Informationen wie MultiView-Definitionen oder
Attributbezeichnungen aufgenommen werden.
8.2.1.2 Modellierung der Prozesse
Nach der Erzeugung des Projektes kann die Erstellung von Prozess- und Regel-Modellen
(siehe Abschnitt 8.2.1.3) erfolgen oder die Modellierung basierend auf importierten
Referenzprozessen- und Validierungsregelmodellen begonnen werden.
Die Modellierung der Prozesse erfolgt im Model Editor (siehe Abbildung 8.2). Eine
Kernfunktionalität vom BAM, die in ähnlicher Form auch im ARIS Business Architect
existiert, ist die Verwaltung der Global Objects. Während im ARIS Business Architect die
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globale Datenbank primär auf die konsistente Verwaltung der Modellinhalte abzielt, ist
das primäre Ziel im BAM die in Abbildung 5.3 veranschaulichte logische Verkettbarkeit
der Modellelemente in Prozessen und Validierungsregeln. Bei einem globalen Objekt
handelt es sich um eigenständige Modellelemente wie Ereignisse oder Funktionen in
einer EPK. In der globalen Definition des Modellelements werden alle Eigenschaften
wie Name oder Attribute hinterlegt. Auf diese Art wird die Wiederverwendung von
Modellinhalten ermöglicht. Änderungen an einer Ausprägung eines globalen Objekts
wirken sich zunächst auf die globale Objektdefinition aus und werden von dieser an alle
Ausprägungen weitergereicht.
Zusätzlich zu den Modellierungsmöglichkeiten realisiert BAM das MultiView-Konzept.
Somit stehen im Rahmen der Prozessmodellierung die in Abschnitt 6.2 aufgezeigten Mit-
tel der MultiView zur Verfügung. Die Definition der im Rahmen einer MultiView ein-
gesetzten Mittel erfolgt aktuell projektübergreifend über Einstellungsdialoge in Eclipse.
Technisch wird die Zuordnung der Modellelemente und deren grafische Darstellung über
Stereotypen umgesetzt. Eine MultiView besitzt somit neben dem Namen auch eine be-
stimmte Menge an Stereotypen. Die Zuordnung der Stereotypen zu MultiView bzw. den
Modellelementen erfolgt entsprechend einer vordefinierten Festlegung, lässt sich aber
während der Modellierung anpassen.
8.2.1.3 Modellierung und Verwaltung der Validierungsregeln
Die Modellierung von grafischen Validierungsregeln erfolgt im Rule Editor (siehe Ab-
bildung 8.2). In einem Regelmodell kann eine beliebige Anzahl an grafischen Validie-
rungsregeln aufgenommen werden. Auf diese Weise kann eine inhaltliche Gruppierung
beispielsweise in szenariospezifische, domänenspezifische und allgemeingültige Regeln
erfolgen. Zudem erlaubt dies die einfach Wiederverwendung von inhaltlich zusammen-
gehörenden Regeln in anderen Projekten.
Zur Modellierung einer grafischen Validierungsregel wird zunächst ein Regel-Container
in das Regelmodell gesetzt. Der Regel Container dient als Rahmen für die Regelspezi-
fikation und besitzt verschiedene Eigenschaften wie einen Namen und weiterführende
Fähigkeiten, die der konkreten Regel zugeordnet werden können. Als Beispiel ist die
Verlinkung der betreffenden Regel zu anderen Ressourcen wie die natürlichsprachliche
Repräsentation in einem Requirements-Engineering-Werkzeug. Auf diese Weise kann der
Forderung aus [Kor08] nachgekommen werden, dass eine Verlinkung zwischen Inhalten
in Spezifikationsdokumenten und (Regel-) Modellen erforderlich ist.
Die Modellierung der aus Operatoren einer Spezifikationssprache und Modellelemen-
ten bestehenden grafischen Validierungsregeln erfolgt prinzipiell entsprechend dem Tem-
poral Logics Visualization Framework. Wie aber bereits in Abschnitt 5.4 angemerkt, sind
bestimmte Designentscheidungen im Rahmen der Umsetzung der entwickelten Konzep-
te zu treffen. Auf die ausführliche Erläuterung wird an dieser Stelle verzichtet und auf
[And10] verwiesen. Da aber auch schon im Rahmen der Erläuterungen zum ARIS Busi-
ness Architect das Beispiel der Kantendefinition aufgezeigt wurde, ist anzumerken, dass
Kanten in grafischen Validierungsregeln im Rule Editor bzw. BAM entsprechend der
Möglichkeit 2 in Abbildung 5.5 (Abschnitt 5.4.2.1) realisiert wurden.
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8.2.2 BAM: Tool
Technisch gesehen ist das BAM Tool ein um verschiedene Plug-ins erweitertes Eclipse.
Das eigentliche Plug-in beinhaltet die beiden Editoren (Model Editor und Rule Edi-
tor) sowie den Extension Point Transform. Der Extension Point erlaubt die Integrati-
on weiterer Plug-ins wie Transformations- oder Valdidierungs- und Verifikationskompo-
nenten. Dadurch wird das einfache Austauschen des Prüfwerkzeuges und der zugehöri-
gen Transformationen ermöglicht. Komplettiert wird das BAM Tool durch die Projekt-
Repositories, die für die jeweiligen Projekte die notwendigen Informationen beinhalten.
Die Validierungs- bzw. Verifikationskomponente realisiert die Durchführung der Mo-
dellprüfung. Dazu können verschiedene Prüfwerkzeuge inklusive der notwendigen Trans-
formationen am Extension Point Transform integriert werden.
Ein entsprechendes Plug-in muss daher neben dem ausführbaren Prüfwerkzeug zum
einen die Transformation des (Prozess-) Modells und zum anderen die Transformation
der grafischen Validierungsregeln respektive der Spezifikationssprache in das Eingabe-
format des Prüfwerkzeuges zur Verfügung stellen. Soll zudem die Visualisierung des
Ergebnisses eines Prüfvorganges im Rahmen des (Prozess-) Modells erfolgen, muss auch
dessen Transformation in das vom Extension Point Transform bzw. BAM erwartete
Eingabeformat bereitgestellt werden. Der Fehlerpfad kann dann für die jeweils verletz-
ten Validierungsregeln im (Prozess-) Modell dargestellt werden, wie in Abbildung 7.4(b)
bzw. 8.3 gezeigt. In der aktuellen Version vom BAM wird die Transformation von EPKs
und EPK-G-CTL-Regeln in das Eingabeformat des Model Checker CSMV sowie die
Rücktransformation des Prüfergebnisses des CSMV mitgeliefert. Die in der aktuellen
Version vom BAM eingesetzte Semantik [Wit11] zur Transformation der EPKs in das
CSMV-Modell ist gegenüber der in Abschnitt 5.4.3.3 eingeführten Semantik erweitert
und an [Men08] angelehnt.
8.2.3 BAM: Benutzeroberfläche
Vor den Erläuterungen zum Ablauf der Validierung MultiView-basierter Prozessmodel-
le mit dem BAM wird zunächst ein grober Überblick zur Benutzeroberfläche gegeben.
Dazu dient Abbildung 8.3, die die zentralen Bereiche der Benutzeroberfläche zeigt bzw.
nummeriert. Die Funktionsweise der meisten Bereiche der Benutzeroberfläche vom BAM
wurde bereits in den letzten Abschnitten erläutert. Bei den durchnummerierten Berei-
chen in Abbildung 8.3 handelt es sich um:
1. Projekt Explorer
2. Modell Editor
3. Eigenschaften (Property View)
4. Regel Editor
5. Werkzeugpalette
6. Globale Objekte (Global Objects)
ImModel Editor der Abbildung 8.3 ist der Teilprozess Zahlungsart wählen und Zahlung
durchführen des Beispielprozesses aus Abbildung 1.2 zu sehen. Der Prozess ist in der
Repräsentation der MultiView-IDM (wählbar über Drop-Down Feld, aktuell ist Privacy
angewählt) dargestellt.
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Abbildung 8.3: Benutzeroberfläche des Business Application Modeler.
Der Rule Editor (Nummer 4 in Abbildung 8.3) zeigt Teile von zwei exemplarischen
Validierungsregeln. Die untere Regel entspricht der bereits in Abschnitt 7.1.3 erläuter-
ten Anforderung, dass für Einmalbesteller keine Zahlung auf Rechnung erlaubt ist.
Die obere (unvollständige) Regel führt im Gegensatz dazu die erlaubten Zahlungsarten
(Kreditkartenzahlung und Zahlung per Nachnahme) auf und prüft deren Erreichbar-
keit für den Prozessverlauf der Einmalbesteller. In Abbildung 8.3 ist zudem der Feh-
lerpfad dargestellt, der aus der Validierung des Beispielprozesses mit der unteren Va-
lidierungsregel resultiert. Dieser ist durch die Validierung des Hauptprozesses entstan-
den. Das heißt, bei der Anzeige des Fehlerpfades wird der Hinterlegung der Funktion
Zahlungsart wählen und Zahlung durchführen des Hauptprozesses gefolgt und der
Fehlerpfad auch in hierarchisch tiefer liegenden Prozessen visualisiert.
Um ein Prozessmodell zu validieren, wird dieses zunächst ausgewählt. Dann kann die
Validierung durch Klicken auf den Validierungsbutton (schwarzer Kasten in Abbildung
8.3) gestartet werden. Dazu werden zunächst die zu überprüfenden Validierungsregeln
(auf Basis einzelner Regeln oder ganzer Regelmodelle) und im Anschluss das gewünsch-
te Prüfwerkzeug ausgewählt. Je nach Größe des Prozessmodells wird nach gewisser Zeit
das Validierungsergebnis angezeigt. Dies ist im günstigsten Fall die Bestätigung der
Konformität von Prozessmodell zu Validierungsregeln oder die Angabe, welche Validie-
rungsregeln verletzt wurden, verbunden mit der Möglichkeit, den jeweiligen Fehlerpfad
für die verletzte Regel im Modell anzuzeigen.
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8.2.4 BAM: Einordnung in den Requirements-Engineering-Prozess
Nach Vorstellung der Grundkomponenten des Business Application Modeler sowie des-
sen prinzipieller Funktionalitäten kann an dieser Stelle die Zuordnung der Funktionali-
täten in den allgemeinen RE-Prozess (siehe Abschnitt 2.3.2) erfolgen. Die Zuordnung ist












































































Abbildung 8.4: Zuordnung der Funktionalitäten des Business Application Modeler zum
Requirements-Engineering-Prozess.
Auf der linken Seite der Abbildung 8.4 ist der allgemeine RE-Prozess dargestellt,
dem die auf der rechten Seite der Abbildung dargestellten Funktionalitäten vom BAM
zugeordnet werden. Der dargestellte RE-Prozess ist gegenüber den Erläuterungen des
Abschnittes 2.3.2 um zwei Feedback-Kanten von der Anforderungsspezifikation zur An-
forderungserhebung sowie von der Anforderungsvalidierung zur Anforderungsspezifika-
tion erweitert, um das üblicherweise iterative Vorgehen im RE-Prozess darzustellen und
damit den Nutzen vom BAM in dem iterativen Prozess hervorzuheben.
Die BAM-Grundkomponenten auf der rechten Seite der Abbildung 8.4 entsprechen
den drei zentralen Aufgabenbereichen vom BAM Wiederverwendung, Modellierungsum-
gebung und Validierung & Verifikation. Die hervorgehobenen Bereiche der Grundkom-
ponenten sind dabei spezielle durch BAM bereitgestellte Funktionalitäten, während die
nicht hervorgehobenen Bereiche existierende Funktionalitäten wie existierende Prüftech-
niken bzw. -werkzeuge oder integriert externe Werkzeuge oder Repositories darstellen.
Der BAM-Grundkomponente Wiederverwendung ist primär der Phase Anforderungs-
erhebung des Requirements-Engineering-Prozesses zuzuordnen, da durch vorhandene
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(Referenz-) Prozessmodelle, Spezifikationsdokumente, Anforderungen und die speziell
durch BAM zur Verfügung gestellten grafischen Validierungsregeln eine Unterstützung
bei der Erhebung von Anforderungen geleistet wird. Die Grundkomponente ist damit
als Archiv für die genannten Artefakte zu verstehen, wobei die Artefakte sowohl aus
Archiven des BAM als auch über externe Werkzeuge bzw. Repositories herangezogen
werden können.
Der Kern des RE-Prozesses, die Phase der Anforderungsspezifikation, nutzt zur Spe-
zifikation der erhobenen Anforderungen die BAM-Grundkomponente Modellierungsum-
gebung. Dabei stehen multiple Meta-Modelle für verschiedene Modellierungsnotationen
zur Verfügung bzw. können entsprechend den Anforderungen angepasst wie auch erstellt
werden. Die Prozessmodellierung kann dann unter Verwendung von MultiViews für die
unterschiedlichen Projektbeteiligten erfolgen. Wie in Abschnitt 7.2.1 erläutert, kann die
Modellierung der Validierungsregeln basierend auf oder zunächst unabhängig von den
Prozessmodellen durchgeführt werden. Neben der Zuordnung der Regeln zu Modellen
können diese durch den in Abbildung 8.4 angedeuteten Mechanismus der Verlinkung
bzw. Integration auch anderen Repräsentationen (z. B. natürlichsprachliche Repräsenta-
tionen) oder sonstigen Artefakten zugeordnet bzw. mit diesen verbunden werden. Da-
mit wird die Grundform der Nachverfolgbarkeit von Anforderungen über verschiedene
Artefakte des SE- bzw. RE-Prozesses erreicht. Einmal erstellte Prozessmodelle bzw. Va-
lidierungsregeln können zur Wiederverwendung in die dafür vorgesehenen Archive unter
Verwendung einen Domänenstruktur eingeordnet werden.
Die BAM-Grundkomponente Validierung & Verifikation ermöglicht die (teilweise) Au-
tomatisierung der Prüfung der spezifizierten Prozessmodelle mit Hilfe der grafischen Va-
lidierungsregeln. Dabei können die Validierungs- bzw. Verifikationsergebnisse der Prüf-
werkzeuge zur Visualisierung etwaiger Fehler in Prozessmodellen genutzt werden und so-
mit die Korrektur von fehlerhaften Prozessmodellen unterstützt werden. Dies entspricht
der Feedback-Kante von der Phase Anforderungsvalidierung zur Phase Anforderungsspe-
zifikation des RE-Prozesses.
Die genannten Funktionalitäten basieren primär auf speziell durch BAM implemen-
tierten Komponenten bzw. Plug-ins. Daneben werden im BAM aber auch die durch die
IDE Eclipse und das Versionsverwaltungssystem SVN bereitgestellten Funktionalitäten
genutzt. Letzteres wurde auch in [UNI11] zur Versionierung eingesetzt. Im BAM wird
SVN zum einen für die Versionierung und zum anderen entsprechend der Möglichkeiten
von SVN zur kollaborativen Nutzung von Modellen wie den Prozess- und Regelmodellen
genutzt.
8.2.5 BAM: Evaluierung durch RET Evaluation Framework
Die vorangegangen Abschnitte zum Business Application Modeler haben die grundsätz-
lichen Funktionalitäten, die technische Realisierung sowie die Einordnung der Funktio-
nalitäten in den RE-Prozess beleuchtet. Um allerdings die Einsetzbarkeit eines Werk-
zeugs für die Prozessmodellierung oder die Anforderungsverwaltung für Benutzer bzw.
bestimmte Projekte bewerten zu können, ist die Auflistung der unterstützten Funktiona-
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litäten zumeist nicht ausreichend. Denn um den Nutzen von Requirements Engineering
Tools (kurz RETs, siehe Abschnitt 2.3.2.2) für ein bestimmtes Unternehmen (und deren
existierenden RE-Prozess) oder bestimmtes Projekt ermitteln zu können, sind kosten-
günstige und leicht anwendbare Vorgehensmodelle inklusive Bewertungskriterien nötig
[Sch08]. Die Vorgehensmodelle können neben der Bewertungsfunktion gegebenenfalls
noch weiteren Nutzen erbringen. Sie können beispielsweise dem schwachen Bewusstseins
über die Existenz bzw. den Nutzen von RETs entgegenwirken und somit nachhaltig
Verbesserungen des RE-Prozesses fördern [Mat09].
BAM kann prinzipiell auch als Geschäftsprozessmodellierungswerkzeug angesehen
werden und könnte daher anstatt mit einem RET Evaluation Framework auch mit
einem Framework zur Evaluation von Geschäftsprozessmodellierungswerkzeugen be-
wertet werden (siehe dazu [Sch08]). Da BAM über die Modellierung von (Prozess-)
Modellen hinaus aber auch die Modellierung und Verwaltung von grafischen Validie-
rungsregeln und damit Anforderungen bietet, soll an dieser Stelle der Anwendung eines
RET Evaluation Framework der Vorzug gegeben werden.
Das ausgewählte Evaluations-Framework ist [MS03] bzw. [Mat05a] entnommen und
basiert in der vorliegenden Version auf 14 Bewertungskriterien (siehe Tabelle 8.1, FEF1.1
bis FEF3.3), die als funktionale Anforderungen an RETs charakterisiert werden. Die-
se werden in Anlehnung an [Poh93] in die drei Kategorien Representation Dimension,
Agreement Dimension und Specification Dimension unterteilt. Die Representation Di-
mension betrifft dabei den Grad der Formalisierung (siehe Abschnitt 2.2.1.1) der spezi-
fizierten Artefakte wie Anforderungen oder Modelle, die Agreement Dimension befasst
sich mit der Übereinstimmung bzw. Einigkeit der Projektbeteiligten bezüglich der Arte-
fakte und die Specification Dimension betrachtet die Verständlichkeit der spezifizierten
Artefakte zu einem bestimmten Zeitpunkt im Projektverlauf. Die Evaluation der RETs
erfolgt anhand der Kriterien FEF1.1 bis FEF3.3, indem diese mit den Werten 3 (sehr
gut), 2 (durchschnittlich) und 1 (schwach) belegt werden. Das Ergebnis der Evaluation
der in [MS03] vorgestellten Stichprobe sowie vom BAM ist in Tabelle 8.1 abgebildet.
Die Berechnung der Gesamtpunktzahl erfolgt anhand der genannten Bewertung der
einzelnen Features und der in der Spalte Importance aufgeführten Gewichtung. Die Ge-
wichtung wurde wie in [Mat05a] beschrieben durch eine Umfrage mit 13 Wissenschaft-
lern ermittelt. In Fällen, in denen die Einschätzung der Wichtigkeit der an der Umfrage
Beteiligten zu stark voneinander abwich (Spalte Agreement > 5 ), wurde das entspre-
chende Feature (in diesem Fall FEF1.3) aus der Gesamtwertung genommen. Anmerkend
sei erwähnt, dass die Features FEF1.6 und FEF1.7 erst später in den Evaluationsprozess
aufgenommen wurden. Der hohe Wert in der Spalte Importance für die beiden Features
wurde festgelegt, weil die Features explizit durch die befragten Wissenschaftler gefordert
wurden und daher eine dementsprechend hohe Priorität besitzen.
Die Features der Representation Dimension gehören grundsätzlich zu den Stärken des
BAM, da neben semiformalen vor allem formale Repräsentationen von Artefakten un-
terstützt werden. Im Besonderen wird das speziell geforderte Feature FEF1.7 durch die
wiederverwendbaren Validierungsregeln sehr gut unterstützt. Auch die Verlinkung von
Artefakten untereinander wie auch die Verbindung vom BAM mit anderen Werkzeugen
(aufgrund der genutzten IDE Eclipse) wird durchschnittlich bis sehr gut unterstützt.
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Einzig die Verwaltung von informalen Anforderungen wird nicht besonders berücksich-
tigt, ist aber möglich.
Im Rahmen der Agreement Dimension geforderten Features werden vom BAM eher
durchschnittlich bis schwach unterstützt, da keine RE-Prozessverwaltung integriert ist.
Primär wird hierbei auf Funktionalitäten von SVN zurückgegriffen, welches kollabora-
tive Arbeiten nur in Grenzen ermöglicht. Einzig die benutzerdefinierbare Struktur für
Anforderungen wird sehr gut unterstützt.
Die Features der Specification Dimension werden ebenfalls wie die Features der Agree-
ment Dimension nur durchschnittlich bis schwach vom BAM unterstützt. Die Ursache
ist die Fokussierung des BAM auf Modelle, weshalb natürlichsprachliche Spezifikations-
dokumente nur begrenzt unterstützt werden. Dieser Umstand wurde in der aktuellen
Entwicklung durch die Integration von externen Tools (z. B. QPack [Orc11]) zur Verwal-
tung der natürlichsprachlichen Anforderungen gelöst. In zukünftigen Versionen ist aber
die direkte Integration im BAM denkbar.
Trotz der häufig nur durchschnittlichen bis schwachen Wertung in Agreement Di-
mension und Specification Dimension liegt BAM nach Bewertung aller Features und
Berechnung der Gesamtpunktzahl knapp vor den in der Stichprobe in [Mat05a] verwen-
deten RETS. Die resultiert vor allem aus der starken Unterstützung der (semi-) formalen
Artefakte in der Representation Dimension. Die resultierende Gesamtaussage bezüglich
BAM lautet jedoch nicht, dass BAM damit das „beste“ RET der Stichprobe ist. Bei
kritischer Betrachtung des Gesamtergebnisses ergeben sich im Speziellen zwei Problem-
bereiche. Zunächst ist die Stichprobe teils mit Test-Versionen der RETs durchgeführt
worden und zudem dürften die damals verwendeten Werkzeug mittlerweile durch neue
Versionen ersetzt worden sein. Zu diesen liegen allerdings keine Bewertungen vor. Neben
der Aktualität ist auch der spezielle Fokus von einzelnen Softwareprodukten problema-
tisch. BAM beispielsweise liefert speziell die Modellierung von Modellen (Prozesse und
Anforderungen) und bietet in der aktuellen Version keine Mittel zur Generierung von
Textdokumenten, wie sie in aktuellen RE-Prozessen üblicherweise verwendet werden.
Die Auswirkung in der Bewertung ist aber aufgrund der 1 als niedrigster Wert nicht
derartig negativ, wie er an dieser Stelle zu erwarten wäre.
Zusammenfassend lässt sich also feststellen, dass durch die berechneten Gesamtpunkt-
zahlen keine eindeutige Entscheidung über die Eignung bzw. den erwartbaren Nutzen
getroffen werden kann. Es ist vielmehr nötig wie auch in [Sch08] für Geschäftsprozessmo-
dellierungswerkzeuge gefordert die „Kriterienkataloge“ entsprechend der tatsächlichen
Anforderungen eines Unternehmens oder Projektes anzupassen. Damit der Evaluations-
prozess aber in einem zeitlich sowie finanziell vertretbaren Rahmen ablaufen kann, sind
existierende Evaluations-Frameworks gut als Ausgangsbasis für die Anpassung an die
spezifischen Anforderungen geeignet.
Es sei angemerkt, dass neben den funktionalen Anforderungen an RETs in [Mat05a]
auch nicht-funktionale Anforderungen an RETs definiert werden. Diese unterliegen ent-
sprechend der Natur von nicht-funktionalen Anforderungen aber keinem Berechnungs-
verfahren und werden daher in Rahmen der Arbeit nicht näher betrachtet. Letzteres gilt
ebenso für der in [Mat05a] ermittelten und in Tabelle 8.2 dargestellten Liste an fehlenden
Features von RETs.
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RE-tool limitations Maintaining Requirements Specifications




• Lack of defined
responsibilities
• Lack of requirements
management
• . . .
• Need for requirements grouping
• Need to specify using different representation
techniques, including informal, semiformal,
formal specifications
• Lack of support for multiple, distributed
users
• Need for maintaining traceability relationship
among different requirement elements
• Repository needs for storing data about
requirements specification
• Support for flexible requirements
management
• . . .
Tabelle 8.2: In [MS03, Mat05b] ermittelte fehlende Funktionalitäten von RETs (Aus-
wahl).
Allerdings können diese auch als Anhaltspunkte für die Auswahl eines RETs auf der
einen Seite und auf der anderen Seite auch für die (Weiter-) Entwicklung von RETs
genutzt werden. Obwohl die Entwicklung der Konzepte dieser Arbeit bzw. die Entwick-
lung des BAM nicht ursprünglich durch das vorgestellte RET Evaluation Framework
motiviert wurde, ist beispielsweise der zweite Punkt der rechten Spalte in Tabelle 8.2
eines der Hauptziele, die mit den Konzepten und somit BAM verfolgt werden.
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Die in den folgenden Abschnitten vorgestellten Anwendungsfälle stellen beispielhaft die
Abläufe der Validierung MultiView-basierter Prozessmodelle vor. Die Anwendungsfälle
fokussieren dabei auf die Abläufe der Validierung sowohl von bestehenden als auch neu
modellierten Prozessmodellen. Zudem wird in jeweils einem Anwendungsfall die Model-
lierung der MultiView-IDM und -SWS demonstriert.
Im folgenden Abschnitt 9.1 wird ein Szenario aus dem Bereich des E-Government vor-
gestellt. Die dargestellten Prozesse sind allerdings gegenüber dem realen Szenario aus
Geheimhaltungsgründen verändert, indem sowohl die Bezeichner als auch der Prozess-
verlauf leicht geändert wurde. Der Fokus liegt aber wie auch im ursprünglichen Szenario
auf der Modellierung der Prozesse sowie der Integration von gegebenenfalls notwendigen
Datenschutzanforderungen (MultiView-IDM). In Abschnitt 9.2 wird die Modellierung
und Validierung des fachlichen Prozessmodells der Elektronischen Steuererklärung prä-
sentiert. Da es sich dabei um einen technisch ausführbaren Prozess handelt, bietet sich die
Demonstration des Einsatzes der MultiView-SWS an. Abschließend werden in Abschnitt
9.3 ausgewählte Teile aus Referenzprozessen der SAP-Referenzprozesse (aus einer ARIS
Datenbank) vorgestellt. Dabei wird allgemein der Einsatz des MultiView-Konzeptes so-
wie der grafischen Validierungsregeln betrachtet.
9.1 Anwendungsfall: E-Government
Das im Folgenden präsentierte Szenario beschreibt die Verwaltung von Mitgliederda-
ten eines Vereins. Es handelt sich bei den präsentierten Prozessen nicht um die realen
Prozesse des ursprünglichen Anwendungsfalles bzw. Szenarios. Die vorgestellten Pro-
zesse sind aber an das reale Szenario angelehnt und können daher die Ergebnisse des
ursprünglichen Anwendungsfalles wiedergeben.
Die vorgestellten Prozesse reichen dabei von der ersten Kontaktaufnahme eines am
Vereinsbeitritt Interessierten über die Aufnahme der Daten des neuen Mitglieds bis hin
zur Verwaltung der Beitragszahlungen, Kurs- und Wettkampfteilnahmen der Mitglieder.
Abbildung 9.1 zeigt den Hauptprozess der Mitgliederverwaltung.
Die Startereignisse des Hauptprozesses sind Interessent nimmt Kontakt auf und
Mitgliederdatenbestandsverwaltung notwendig. Die drei Funktionen des Hauptpro-
zesses besitzen jeweils weitere hinterlegte Prozesse, die die genauen Abläufe der Mitglie-
derverwaltung spezifizieren. Da die Präsentation aller Unterprozesse den Rahmen dieser

































Abbildung 9.1: Hauptprozess der Mitgliederverwaltung.
ständnis notwendigen Teile der Prozesse vorgestellt. Einen Eindruck über die Größe des
im Rahmen dieser Arbeit betrachteten Teil des Gesamtszenarios liefert Abbildung 9.2.
Die weiteren Unterprozesse finden sich in Anhang C.1. Die Anzahl der Modellelemente
im betrachteten Gesamtprozess beträgt 71. Zudem befinden sich 19 Konnektoren in dem
Prozess. Dabei werden in der Zählung nur kontrollflussrelevante Modellelemente (im Fall
der EPK-Ereignisse und -Funktionen) berücksichtigt, da sich nur diese auf die Größe des
Zustandsraumes auswirken.
Im Rahmen des realen Szenarios ist das Ziel verfolgt worden, die Prozesse der be-
treffenden Einrichtung zu dokumentieren bzw. zu modellieren und diese speziell auf
Datenschutzanforderungen zu überprüfen und gegebenenfalls um fehlende Datenschutz-
anforderungen zu ergänzen. Entsprechend des in Abschnitt 7.2.1 bzw. Abbildung 7.7
festgelegten Vorgehensmodell fand zunächst eine Überprüfung statt, ob ein geeignetes
Referenzprozessmodell existiert. Da dies nicht der Fall war, wurde mit der Modellierung
von Grund auf begonnen. Die Prozessmodelle wurden der Domäne E-Government zuge-















































































































































































































































































































Abbildung 9.2: Betrachteter Gesamtprozess der Mitgliederverwaltung.
9.1.1 MultiView-basierte Prozessmodellierung der Prozesse der
Mitgliederverwaltung
Der Haupt- und Gesamtprozess (Abbildung 9.1 bzw. 9.2) sind als fachlicher Prozess
dargestellt. In den Prozessen werden daher zunächst keine für den Datenschutz ent-
scheidenden Modellelemente wie Datencluster dargestellt. Beim Einsatz der MultiView
basierten Prozessmodellierung erfolgt dies erst in der MultiView-IDM (siehe Abschnitt
6.4). Aufgrund der Gesamtgröße des Prozesses wird der Einsatz der MultiView-IDM
beispielhaft an den zwei in Abbildung 9.3(a) und 9.3(b) dargestellten Unterprozessen
demonstriert.
Fachlich betrachtet, beinhaltet der Unterprozess in Abbildung 9.3(a) die Kontaktauf-
nahme eines Interessenten und die Entscheidung gegen oder für einen Vereinsbeitritt.
Aus Datenschutzsicht sind dabei besonders die entstehenden Daten Einwilligung zur
Datenverarbeitung und Beitrittserklärung zu beachten. Erstere Daten sind dabei
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(b) „Aufnahme der Daten des neuen Mitglieds“
Abbildung 9.3: Zwei Unterprozesse der Mitgliederverwaltung in der MultiView-IDM.
klärung, da es sich dabei um die Einwilligung zur Datenverarbeitung handelt. In der
MultiView-IDM werden diese Informationen durch die entsprechenden Vorbedingun-
gen an den jeweiligen Datenclustern angezeigt, die durch entsprechende Symbole als
personenbezogen gekennzeichnet sind. In Abbildung 9.3(b) erfolgt dies analog. Wobei
die Aufnahme bzw. zweckgebundene Verarbeitung der Daten des Mitglieds aufgrund
der zuvor unterzeichneten Einwilligung zur Datenverarbeitung datenschutzrecht-
lich zulässig ist. Die Kennzeichnung des Datenclusters Daten des Mitglieds als per-
sonenbezogen erfolgt automatisch, aufgrund wiederverwendeter Datenelemente wie das
Datenelement Name, Vorname, Anschrift und Geburtsdatum aus dem Bereich Identi-
tätsdaten (siehe Abbildung 6.9).
9.1.2 Validierungsregeln der Prozesse der Mitgliederverwaltung
Das reale Szenario des Anwendungsfalles wurde der Domäne E-Goverment zugeordnet.
Allerdings existiert bisher kein Regelbestand, der wiederverwendet werden kann. Daher
sind die Validierungsregeln vor allem szenariospezifischer und allgemeingültiger Natur.
Die hier vorgestellte Mitgliederverwaltung konnte keiner existierenden Domäne zuge-
ordnet werden. Eine möglicherweise neue Domäne könnte die Benutzerdatenverwaltung
sein. Im Folgenden werden aber zunächst szenariospezifische Regeln betrachtet, die bei
der Modellierung bzw. Überprüfung der korrekten Modellen unterstützen. Zudem wird
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aber auch der Einsatz der wiederverwendbaren allgemeingültigen Datenschutzregeln er-
läutert, die bereits in Abschnitt 6.4.5 bzw. Abbildung 6.12 vorgestellt wurden.
Die szenariospezifischen Validierungsregeln entsprechen im Prinzip den FA und NFA
des vorliegenden Anwendungsfalles. Abbildung 9.4(a) stellt beispielhaft die grafische Va-
lidierungsregel der FA dar, dass die Bearbeitung von Mitgliedsdaten direkt nach dem
auftretenden Geschäftsvorfall (z. B. Mitglied wünscht Berichtigung der Daten) erfolgen
soll. Dabei wird entsprechend der Erläuterungen des Abschnittes 7.1.4 durch den tem-
poralen Operator AX gefordert, dass in jedem Zustand nach Auftreten des jeweiligen
Ereignisses das Bearbeiten von Daten des Mitglieds folgen soll. Das Hinterlegungs-
symbol an der Funktion bzw. der hinterlegte Prozess muss dabei nicht von Anfang an
existieren, sondern kann auch erst im Verlauf der Modellierung hinzugefügt. Durch die
globale Verwaltung der Modellelemente wird aber stets auf die aktuelle Version des
entsprechenden Elements referenziert. Bei der Transformation muss dies berücksichtigt




















Abbildung 9.4: Modellierungsfehler und entsprechende grafische Validierungsregeln der
Mitgliederverwaltung.
Abbildung 9.4(b) modelliert die Anforderung, dass das Löschen der Mitgliedsdaten
auf Wunsch des Mitglieds zu erfolgen hat. Die Erläuterungen gelten analog zu den zu
Abbildung 9.4(a). Ein Beispiel für einen als typisch zu bewertenden Modellierungsfehler,
der mit der Validierungsregel in Abbildung 9.4(b) bzw. 9.4(a) gefunden werden kann,
ist in Abbildung 9.5 zu sehen.
Der Modellierungsfehler kann leicht beim Auslagern von bestimmten Prozessverläufen
in Unterprozesse entstehen, da in dem Unterprozess alle Start- und Endereignisse auf-
geführt werden müssen. Dies ist aber recht fehleranfällig, da häufig nur bei einer kleinen
Anzahl von Prozessen die genaue Übersicht über existierende Start- und Endereignis-
se besteht. Ergänzend sei erwähnt, dass die Verwendung des AX-Operators im Rahmen

















Abbildung 9.5: Typischer Modellierungsfehler.
aufgezeigte Problem beeinflusst wird, da durch die ausschließliche Verwendung des XOR-
Operators das Verhalten des Prozessmodells dem des formalen Modells entspricht.
Neben der Prüfung dieser eher formalen Korrektheit (syntaktische und semantische
Korrektheit) des Prozesses, die gegebenenfalls auch mit anderen Verfahren überprüft
werden kann, dienen szenariospezifische Regeln aber hauptsächlich zur Sicherstellung
der inhaltlichen Korrektheit wie dem Vorhandensein bestimmter Funktionen oder Be-
dingungen bzw. deren korrekten zeitlichen Abfolge.
Allgemeingültige Regeln spezifizieren ebenfalls Validierungsregeln sowohl zur forma-
len als auch inhaltlichen Korrektheit der Prozessmodelle. Die Wiederverwendung der im
Rahmen dieses Anwendungsfalles angewendeten Datenschutzregeln wird, entsprechend
dem Vorgehensmodell der MultiView-IDM in Abbildung 6.10, zum einen durch die Ver-
wendung von Datenclustern bzw. -elementen aus dem Datenmodell personenbezogene
Daten (Abbildung 6.9) und zum anderen durch das Setzen der entsprechenden Daten-
schutzattribute an neuen Datenclustern- bzw. -elementen sowie Funktionen ermöglicht.
Abbildung 9.6(a) zeigt eine szenariospezifische Löschregel. Diese Regel soll sicherstel-
len, das nach der Aufnahme von neuen Mitgliedsdaten bzw. bei der Verwaltung des
Mitgliedsdatenbestandes das Löschen der Daten des Mitglieds mindestens einmal (EF)
erreichbar ist. Die verallgemeinerte Form dieser Löschregel ist in Abbildung 9.6(b) dar-
gestellt. Diese Regel, die bereits in Abschnitt 6.4.5 vorgestellt wurde, findet neben dem
Beispielprozess (Abbildung 1.2 bzw. 6.11) auch Anwendung im Rahmen des Anwen-
dungsfalles der Mitgliederverwaltung. Dabei wird durch die Regel gefordert, dass einmal
erhobene personenbezogene Daten (gekennzeichnet durch das Symbol pD und die Iden-
tität) auch gelöscht werden können.
Entsprechend der Muster der allgemeingültigen Löschregel werden für die drei in den
Abbildung 9.3(a) bzw. 9.3(b) erhobenen Daten(-clustern) drei konkrete Validierungsre-
geln erstellt. Diese automatisch erzeugten Regeln werden von den Prozessen der Mitglie-
derverwaltung erfüllt, da die drei personenbezogenen Daten im Unterprozess Löschen
der Daten des Mitglieds (siehe Anhang C.5) gelöscht werden können.
Würde in dieser allgemeinen Löschregel (Abbildung 9.6(b)) anstatt des Operators
EF der Operator AF verwendet, erfolgt eine deutliche stärkere Forderung an das Pro-
zessmodell. Diese Forderung macht es erforderlich, dass in jedem Prozessverlauf die
Löschfunktion für erhobene personenbezogene Daten erreicht wird. Die Prozesse der
Mitgliederverwaltung erfüllen diese Forderung nicht. Erreicht werden könnte dies bei-
spielsweise durch die Verwendung von Zyklen, wie bereits in Abschnitt 7.1.4 erläutert.
























(b) Allgemeingültige Löschregel (entspricht
Abbildung 6.12(b)).
Abbildung 9.6: Beispielhafte grafische Validierungsregeln der Mitgliederverwaltung.
des Prozessmodells auf das Löschen der Daten. Ein Beispiel dafür findet sich in dem in
dieser Arbeit zur Demonstration verwendeten Beispielprozess (Abbildung 1.2 bzw. 6.11),
da dort das Löschen der Kundendaten von Einmalbestellern auf allen Prozessverläufen
erreicht wird.
9.2 Anwendungsfall: „Elektronische Steuererklärung“
Der der Domäne Steuerverwaltung entstammende Anwendungsfall Elektronische Steuer-
erklärung betrifft die exemplarische Umsetzung der Vorhaben ELSTER und EloSt (elek-
tronische Steuererklärung). Dabei ist das Ziel „die durchgängige, medienbruchfreie elek-
tronische Verarbeitung von Einkommenssteuer-Erklärungen beginnend beim Bürger“
[DF09]. Die Herausforderungen der Realisierung dieses Projektes liegen „in organisatori-
schen Unterschieden, heterogenen IT-Strukturen, unterschiedlich guter IT-Ausstattung
der verschiedenen Finanzverwaltungen und Finanzämter und der Berücksichtigung län-
derspezifischen Besonderheiten“ [DF09].
Der betrachtete Prozess beginnt mit dem Startereignis Nachricht eingetroffen,
welches durch den Eingang einer ELSTER-Nachricht ausgelöst wird. Direkt nach dem
Eingang muss die ELSTER-Nachricht archiviert werden. Danach wird eine Rückmeldung
über den Eingang an den Absender gesendet und die ELSTER Nachricht für die manuelle
oder automatische Bearbeitung in einer Datenbank abgelegt. Das fachliche Prozessmo-
dell ist in Abbildung 9.7 dargestellt. Eine ausführlich Erläuterung des Anwendungsfalles
und der entsprechenden Rahmenbedingungen ist in [PD08] zu finden.
Der Fokus im Rahmen dieser Arbeit liegt wie auch bereits in der Veröffentlichung
[DF09] auf den Modellierungsaufgaben sowie dem Einsatz des entwickelten Validierungs-
verfahrens. Die Realisierung des Anwendungsfalles erfolgte unter Verwendung verschie-
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Abbildung 9.7: Fachliche EPK des ELSTER-Prozesses.
dener Methoden und Werkzeuge. Der im Folgenden vorgestellte Prozess der Elektroni-
schen Steuererklärung wurde mit dem ARIS SOA Architect (siehe Abschnitt 8.1) er-
stellt und in einen ausführbaren BPEL-Prozess transformiert. Es ist anzumerken, dass
aufgrund der fehlenden vollständigen Transformation der modellierten Sicherheitseigen-
schaften keine Sicherheitsmechanismen in den exemplarisch realisierten Prozessen in-
tegriert wurden. Die Ausführung des BPEL-Prozesses erfolgte mit dem Oracle-BPEL-
Process-Manager.
9.2.1 MultiView-basierte Prozessmodellierung des Prozesses der
„Elektronischen Steuererklärung“
Nach der Modellierung des fachlichen Prozessmodells (inklusive der konzeptionellen Da-
tencluster) erfolgt die Modellierung der für die Transformation der EPK in einen BPEL-
Prozess notwendigen Informationen in einer Web Service MultiView. Dies umfasst die
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Zuordnung der die Funktionen ausführenden Web Services sowie der entsprechenden
Web Service Anfragen und Antworten. Der Gesamtprozess des Anwendungsfalles ist in
Anhang C.2, Abbildung C.6 dargestellt.
Aufbauend auf der Web Service MultiView wurden dem Prozessmodell Sicherheitsei-
genschaften hinzugefügt. Da es sich um einen realen Prozess handelt, sind verfügbare
Sicherheitsmechanismen wie die Verschlüsselung auf Nachrichtenebene (im Gegensatz
zur Ende-zu-Ende-Verschlüsselung) ausgewählt worden. Konkret soll der Kommunikati-
onskanal bzw. die eingehende ELSTER-Nachricht beim Archivieren, bei der Erzeugung
der Rückmeldung und bei der Ablage in der Datenbank für die weitere Verarbeitung SSL






































Abbildung 9.8: Ausschnitt des ELSTER-Prozesses in MultiView-SWS.
9.2.2 Validierungsregeln der Prozesse der „Elektronischen
Steuererklärung“
Der in dieser Arbeit entwickelte Validierungsmechanismus erreicht besonders bei größe-
ren Prozessmodellen seinen vollen Nutzen. Aber auch in kleinen Prozessmodellen können
sich leicht Fehler einschleichen, die durch zuvor formulierte oder wiederverwendbare Vali-
dierungsregeln aufgedeckt werden können. Außerdem können von Prozessmodellen jeder
Größe domänenspezifische und allgemeingültige Validierungsregeln abgeleitet werden.
So wies eine frühe Version des Prozessmodells anstatt des ELSTER Archiv Service
nur einen Weiterleitungsdienst auf. Dies steht aber im Widerspruch zu der Forderung,
dass jede ELSTER Nachricht nach dem Eintreffen sofort zu archivieren ist. Diese Anfor-
derung wird als Eingangsstempel bezeichnet und ist in der grafischen Validierungsregel
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in Abbildung 9.9(a) dargestellt. Konkret besagt die Regel, dass jedes Startereignis (Sym-
bol am Ereignis) mit einer ELSTER-Nachricht direkt im Anschluss (EX) ein Web Service
ebendiese Nachricht persistent abzulegen hat (Attribut Persistenz erfüllt: True).
Bei dieser Regel wird zwar bereits vom konkreten Bezeichner des Startereignisses und
der Funktion abstrahiert, allerdings ist der Geltungsbereich der Regel eher auf Szenario-
ebene als auf Domänenebene zu sehen. Der Grund dafür liegt darin, dass jeder mit der
ELSTER-Nachricht beginnende Prozess zuerst die Archivierung der Nachricht vorneh-
men müsste. Dies kann aber nicht domänenspezifisch oder allgemein gefordert werden.
Diese somit szenariospezifische Regel kann aber in eine als Persistenz von Datenobjek-
ten bezeichnete allgemeine Regel überführt werden. Die allgemeine Forderung verlangt
für jede an einem Startereignis befindliche Nachricht mit der Forderung nach Persistenz
(Persistenz gefordert: True) direkt im Anschluss (EX) den Aufruf eines Web Service,
der die Eigenschaft Persistenz erfüllt: True besitzt. Diese Regel ist auch auf den
Prozess der Elektronischen Steuerklärung anwendbar, wenn die ELSTER-Nachricht mit




















(b) Persistenz von Datenobjekten
Abbildung 9.9: Beispielregeln für Regeltypen.
Die Regeln Eingangsstempel und Persistenz von Datenobjekten finden besonders im
Rahmen der MultiView-SWS Anwendung, da sie sich direkt auf Web Services bezie-
hen. Eine auf den fachlichen Prozess anwendbare Regel ist in Abbildung 9.10 zu sehen.
Die Validierungsregel verbietet allen Prozessen (AF) mit einer ELSTER-Nachricht am
Startereignis das Beschreiben bzw. Schreiben einer ELSTER-Nachricht. Fachlich gese-
hen wird damit sicher gestellt, dass eine eingegangene ELSTER-Nachricht in keinem
Prozessverlauf verändert oder gar neu geschrieben wird. Da diese Regel für sämtliche
Prozesse der Domäne „Elektronische Steuererklärung“ gilt, ist die Regel als domänen-
spezifisch zu charakterisieren.
Im Rahmen des Anwendungsfalles wurden überwiegend Validierungsregeln für die








Abbildung 9.10: Grafische Validierungsregel Unveränderlichkeit.
modellierten Sicherheitseigenschaften, da sich die eingesetzte Verschlüsselung, wie in Ab-
schnitt 6.3.5.3 erwähnt, nur auf der Kommunikations- bzw. Nachrichtenebene auswirkt.
9.3 SAP-Referenzprozesse
Die SAP-Referenzprozessmodelle wurden von der SAP AG in Zusammenarbeit mit der
damaligen IDS Scheer AG (heute Teil der Software AG [Sof11d]) aufgenommen. In-
haltlich umfassen die Prozessmodelle weitgehend alle durch das ERP-System der SAP
AG abgedeckten Unternehmensbereiche vom Anlagen- und Beschaffungsmanagement
über den Kundenservice bis hin zur Personalverwaltung und dem Vergütungsmanage-
ment. Entsprechend der vielgestaltigen Ziele der Prozessmodellierung (siehe Tabelle 3.2)
können auch die SAP-Referenzprozesse für unterschiedliche Zwecke wie eine prozess-
orientierte Reorganisation oder das modellbasierte Customizing von Standardsoftware
verwendet werden. Für den Einsatz, das Customizing und die Umsetzung der SAP-
Referenzprozessmodelle wurden u. a. vollständige Vorgehensmodelle entwickelt. Ein Bei-
spiel dafür ist das ARIS Value Enineering for SAP (kurz AVE for SAP) [BE07], welches
„ein ganzheitlicher, modellbasierter Ansatz [ist], der alle wichtigen Aspekte einer [SAP-]
Implementierung betrachtet (Prozesse, Systeme, Daten, Organisation)“. Ein allgemei-
neres Vorgehensmodell zur Einführung von ERP-Systemen findet sich beispielsweise
in [Krc05], wobei aber ebenfalls wie beim AVE for SAP Referenzprozessmodelle den
Mittelpunkt der Implementierung bzw. Einführung des jeweiligen ERP-Systems bilden.
Grundsätzlich findet dabei zunächst die Auswahl der für die konkrete Implementierung
relevanten Referenzprozessmodelle statt, die dann entsprechend der Vorgehensmodelle
zunächst angepasst und schlussendlich realisiert werden. Das AVE for SAP sieht dabei
die Entwicklung von BPEL-Prozessen als Realisierung vor.
Die im Folgenden beispielhaft vorgestellten Prozessausschnitte und die entwickelten
Aussagen in Bezug auf das SAP-ERP-System besitzen aufgrund der Ähnlichkeit des
prinzipiellen Vorgehens auch für andere ERP-Systeme und unter Umständen auch all-
gemein für Informationssysteme Gültigkeit. Aufgrund des großen Umfangs der SAP-Re-
ferenzprozesse, die vorliegende Version der SAP Referenzprozessmodelle umfasst 9845
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Modelle, wovon es sich bei 4466 Modellen um EPKs handelt, können nur einzelne spezifi-
sche Aussagen zu den Prozessen vorgestellt werden. Die Analyse beschränkt sich konkret
auf jeweils zwei Prozessmodelle aus den Bereichen Beschaffung und Kundenservice. An-
merkend sei erwähnt, dass an einigen Stellen aus Urheberrechtsgründen Bezeichner von
Modellelementen in den abgebildeten Referenzprozessen unkenntlich gemacht worden.
Abbildung 9.11 zeigt drei EPKs aus dem Bereich Beschaffung, wovon allerdings nur
die mittlere und rechte EPK ein vollständiges Prozessmodell darstellen. Diese Struk-
tur ist typisch für die SAP-Referenzprozessmodelle. Auf der obersten Ebene werden
zunächst die Aufgabenbereiche zusammengefasst, repräsentiert durch EPK-Funktionen
mit Hinterlegungen, und erst auf tieferen Ebenen sind ausspezifizierte Prozessmodelle
vorhanden. Auf der tiefsten Ebene der Referenzprozessmodelle sind ebenfalls wie auf
den oberen Ebenen wieder EPKs mit Sammlungen von möglichen Funktionen zu finden.
Neben den EPKs sind noch Funktionszuordnungsdiagramme (kurz FZD) [IDS10a] und
Role-Allocation-Diagrams (kurz RAD) [IDS10a] vorhanden. Während FZDs im Rahmen
der SAP-Referenzprozesse zur Zuordnung von Prozessen bzw. EPKs zu Transaktionen
des SAP-ERP-Systems dienen, werden in RADs den Transaktionen zusätzlich konkrete
Rollen zugeordnet.
Inhaltlich befasst sich die EPK Interne Beschaffung (Abbildung 9.11, Mitte) mit dem
Ablauf des internen Beschaffungswesens vom Auftreten eines internen Beschaffungsbe-
darfes bis hin zur Lagerung und Rechnungsprüfung der beschafften Waren. Die hin-
terlegte EPK der Funktion Bestellanforderung (kurz BANF) ist in Abbildung 9.11
rechts dargestellt. Diese befasst sich mit der prinzipiellen Verarbeitung von Bestellanfor-
derungen. Auf der nächst tieferen Ebene finden sich dann die angesprochenen FZDs und
RADs, aber auch EPKs, die abermals keinen konkreten Kontrollfluss besitzen, sondern
nur einzelne Funktionen beinhalten.
Die Struktur über die vier Hierarchiestufen des Bereiches Beschaffung ist so auch im
Bereich Kundenservice (Abbildung 9.12) vorhanden. Die EPK Langfristige Serviceleis-
tungen (Abbildung 9.12, links) beschreibt die Anbahnung und Abwicklung von Service-
verträgen, wobei die EPK Presales-Aktivitäten (Abbildung 9.12, rechts) konkret den
Ablauf der Anbahnung veranschaulicht.
9.3.1 MultiView-basierte Prozessmodellierung im Rahmen der
SAP-Referenzprozesse
Der Einsatz von MultiViews im Rahmen der SAP-Referenzprozesse erfolgt analog zur
üblichen Geschäftsprozessmodellierung. Der Referenzcharakter der Prozessmodelle kann
aber in gewisser Hinsicht auch auf die MultiViews übertragen werden, indem verschie-
dene MultiViews mit ihren entsprechenden Darstellungen der Modellinhalte vordefiniert
werden. Über die Darstellung hinaus können auch bestimmte Attribute für Modellele-
mente definiert werden. Das sind beispielsweise spezielle Funktionsbeschreibungen wie
Löschfunktion oder Annotationen an Datenelementen, die die betreffenden Daten cha-

































































































































































































Abbildung 9.12: SAP-Referenzprozesse des Kundenservice.
Bereitstellung von Datenmodellen (wie dies für die MultiView-IDM erfolgte) möglich.
Neben neu zu definierenden Attributen können auch vorhandene Attribute für Mul-
tiViews genutzt werden. Dabei handelt es sich beispielsweise um die Attribute SAP-
Funktionstyp sowie Klassifikation an EPK-Funktionen oder das Attribut Condition an
EPK-Ereignissen.
Über die Nutzung von Attributen hinaus wird mit dem MultiView-Konzept auch die
Realisierung von speziellen auf den Einsatz von Referenzprozessmodellen ausgerichte-
te Funktionalitäten ermöglicht. So lässt sich darüber ein Mechanismus realisieren, der
anzeigt, welche der SAP-Referenzprozesse bisher nur übernommen wurden und welche
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bereits angepasst wurden. Auch die Bereitstellung von speziellen MultiViews, die insbe-
sondere für den Einsatz bei Gesprächen mit den jeweiligen Fachbereichen geeignet sind
(im Sinne einer DSL), sind denkbar.
9.3.2 Validierungsregeln im Rahmen der SAP-Referenzprozesse
Grafische Validierungsregeln sind in zweierlei Hinsicht als Ergänzung für die SAP-Refe-
renzprozesse zu betrachten. Zum einen werden dadurch die in den Prozessen beinhalteten
Anforderungen bzw. Regeln explizit formuliert. Dies wäre in ähnlicher Form aber auch
mit natürlichsprachlichen Formulierungen möglich. Zum anderen kann die explizite For-
mulierung aber im Unterschied zu natürlichsprachlichen Anforderungen gleichzeitig auch
zur Validierung genutzt werden.
Aufgrund der bereits vorhanden Prozessmodelle können vor allem szenariospezifische
Regeln erstellt werden. Drei szenariospezifische Beispielregeln für die EPKs der Abbil-




























(c) Forderung nach einer Menge von
Teilschritten
Abbildung 9.13: Beispielregeln unterschiedlicher Granularitätsstufen für SAP-Referenz-
prozesse.
Grundsätzlich fokussieren die dargestellten Regeln auf die Überprüfung von Teilschrit-
ten in Prozessen. Konkret wird in Abbildung 9.13(a) die Existenz der drei abgebilde-
ten Teilschritte gefordert. Über die statische Prüfung hinaus wird aber durch den EF-
Operator gleichzeitig die Erreichbarkeit im Prozessverlauf geprüft. Die Regeln in Ab-
bildung 9.13(b) und 9.13(c) stellen weitere Granularitätsstufen für Regeln mit Bezug
zu Teilschritten dar. Auf diese Weise lassen sich entsprechende Aussagen, die in den
Prozessmodellen angedacht wurden, explizit formulieren und nach der Anpassung der
Referenzprozesse auch weiterhin überprüfen.
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Da bei der Anpassung der SAP-Referenzprozesse nicht alle Prozesse verwendet werden
müssen, muss dies auch bei der Auswahl der Validierungsregeln berücksichtigt werden.
Die Auswahl kann dabei über die Zugehörigkeit zu einzelnen Prozessmodellen bis hin
zu einzelnen Prozessmodellelementen gesteuert werden. Die Auswahl ist darüber hin-
aus auch für die in Abschnitt 7.1.4 angesprochene Problematik der Teilprozess- und
Gesamtprozessbetrachtung relevant.
Die Anwendung von allgemeingültigen Validierungsregeln hat in den vorliegenden
SAP-Referenzprozessen keinen besonders hohen Stellenwert. Dies liegt in der Tatsa-
che begründet, dass für allgemeingültige Regeln speziell die Eigenschaften der Model-
lelemente betrachtet werden. In den SAP-Referenzprozessen sind aber bis auf wenige
Ausnahmen kaum Attributierungen vorhanden. Mögliche allgemeingültige Validierungs-
regeln beschränken sich daher meist auf eher statische Aussagen. Abbildung 9.14(a) zeigt



















Abbildung 9.14: Szenariospezifische und allgemeingültige Beispielregeln für SAP-Refe-
renzprozesse.
Die Regel fordert, dass nach dem Auftreten einer Funktion des SAP-Funktionstyps
Prozess niemals eine Funktion mit dem SAP-Funktionstyp Funktion auftritt. Da der
SAP-Funktionstyp für alle Funktionen eine Hierarchieebene der SAP-Referenzprozesse
verwendet wird, muss diese Regel grundsätzlich auf der Ebene eines Teilprozesses über-
prüft werden. Dies ermöglicht aber wiederum eine statische Prüfung. Ebenfalls auf der
Teilprozessebene können Prüfungen zu Start- und Endereignissen wie diese in Abbildung
9.14(b) durchgeführt werden. Obwohl diese abermals auch statisch überprüft werden
können, kann mit der grafischen Validierungregel bzw. durch das Model Checking auch
die tatsächliche Erreichbarkeit der jeweiligen Modellelemente sichergestellt werden.
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Geschäftsprozessmodelle (kurz GPM) sind weit verbreiteter Bestandteil der Software-
spezifikation im Rahmen der Entwicklung von (kommerziellen) Software (-systemen) ge-
worden. GPMs dienen dabei der Veranschaulichung der durch die Software umgesetzten
Abläufe. Dazu werden die erhobenen Anforderungen in eine grafische Ablaufdarstellung
überführt. Für eine Software entstehen dabei umfangreiche und hierarchisch miteinander
vernetzte Landschaften von Prozessmodellen, die eine dementsprechend hohe Komple-
xität aufweisen. Außerdem hat der zunehmende Fokus auf GPMs dazu geführt, dass
Prozessmodellen eine Vielzahl an Informationen hinzugefügt werden und sich damit ne-
ben der grundsätzlichen durch die Größe der GPMs hervorgerufenen Komplexität auch
die grafische Komplexität erhöht.
Entscheidend für den Einsatz bzw. die Nutzung von GPMs bleibt aber, dass sie in-
haltlich den zugrundeliegenden Anforderungen entsprechen. Die steigende Komplexität
der GPMs macht manuelle Verfahren, wie sie häufig zur Sicherstellung der inhaltlichen
Korrektheit der GPMs eingesetzt werden, zunehmend unwirtschaftlicher und fehleranfäl-
liger. Alternativ zu manuellen Verfahren existieren Verfahren zur (teil-) automatisierten
Überprüfung der GPMs. Allerdings erfordern diese eine formale Repräsentation sowohl
von den Prozessmodellen als auch von den Anforderungen. Formale zumeist textuelle
Repräsentationen werden im Umfeld der Geschäftsprozessmodellierung nur in Ausnah-
mefällen akzeptiert.
Die zentralen Ziele dieser Arbeit sind dementsprechend die Unterstützung bei der
Überprüfung der inhaltlichen Korrektheit mit Hilfe von formalen automatisierbaren
Verfahren und die Verbesserung der Beherrschbarkeit von grafisch komplexen GPMs.
Besonders mit dem Hintergrund des in [Lig09] angemerkten Mangels von fehlenden
Werkzeugen für den praktischen Einsatz automatisierbarer Verfahren werden die ent-
wickelten Konzepte als Nachweis der Realisierbarkeit (engl. Proof-of-Concept) auf Basis
eines bereits existierenden als auch neu entwickelten Werkzeuges prototypisch realisiert.
10.1 Ergebnisse
Das im Rahmen dieser Arbeit entwickelte Temporal Logics Visualization Framework
(kurz TLVF) ermöglicht die Formulierung von grafischen formalen Validierungsregeln,
die die erhobenen Anforderungen an die Software repräsentieren. Das Konzept des TLFV
ist auf die grundsätzliche Komplexität der GPMs ausgerichtet und ermöglicht die auto-
matisierte Überprüfung von GPMs auf deren inhaltliche Korrektheit. Die Erstellung der
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Validierungsregeln in Anlehnung an das Prozessmodell sowie deren grafische Repräsen-
tation können zur Verbesserung der Akzeptanz von formalen Spezifikationen im Bereich
der Geschäftsprozessmodellierung beitragen.
Die grafische Repräsentation der Validierungsregeln basiert zum einen auf den Aus-
drucksmöglichkeiten einer entsprechend der Eignung für das jeweilige Softwareentwick-
lungsprojekt wählbaren Spezifikationssprache und zum anderen auf den Modellelemen-
ten der Modellierungssprache der eingesetzten GPMs. Die Modellierungssprache ist da-
bei ebenfalls entsprechend der Eignung wählbar. Neben der projekt- bzw. szenariospezi-
fischen Formulierung von Validierungsregeln mit konkreten Bezeichnern können verallge-
meinerte Validierungsregeln mit Bezug auf die Eigenschaften der Modellelemente erstellt
werden. Verallgemeinerte Validierungsregeln können daher auch in bestimmten Domä-
nen oder noch allgemeingültiger in frei strukturierbaren Regelmodellen (Sammlungen
von grafischen Validierungsregeln) verwaltet und wiederverwendet werden.
Die Validierungsregeln können dann im Rahmen von automatisierten Verfahren zur
Überprüfung der korrekten Umsetzung der Anforderungen in den GPMs und damit zur
Überprüfung der inhaltlichen Korrektheit der GPMs genutzt werden, wobei die Prüfver-
fahren abermals entsprechend ihrer Eignung ausgewählt werden können.
Das TLVF beschreibt dahingehend den konzeptionellen Rahmen inklusive der not-
wendigen Komponenten eines entsprechenden Modellierungs- und Prüfwerkzeuges. Der
Aufwand zur Überprüfung der inhaltlichen Korrektheit von GPMs kann durch den Ein-
satz von automatisierbaren Verfahren gegenüber bisher üblichen manuellen Verfahren
sowie der Möglichkeit der Wiederverwendung von Validierungsregeln reduziert werden.
Zudem wird durch die Darstellung des Fehlerpfades im GPM die Korrektur gegebenen-
falls gefundener Fehler unterstützt bzw. vereinfacht.
Zusätzlich zum TLVF wurde im Rahmen dieser Arbeit das Konzept der MultiViews
zur Verbesserung der Beherrschbarkeit der grafischen Komplexität von GPMs entwickelt.
Dazu stehen in einer MultiView, die eine spezielle an die Bedürfnisse einer bestimmten
Personengruppen angepasste Sicht darstellt, die Mittel Hinzufügen, Ausblenden, Verän-
dern und Zugriff einschränken zur Anpassung der grafischen Darstellung der Modellin-
halte zur Verfügung. Das Mittel Zugriff einschränken ermöglicht über die Darstellungs-
anpassung hinaus auch die Einschränkung der Bearbeitbarkeit bestimmter Modellinhalte
und erlaubt damit die Zuordnung bestimmter Aufgaben- und Verantwortungsbereiche
zu Personengruppen.
Als konkrete Ausprägungen des MultiView-Konzeptes werden die MultiView Sicher-
heitsmodellierung für Web Service (kurz SWS) und die MultiView Integrierte Daten-
schutzmodellierung (kurz IDM) vorgestellt. Die MultiView-SWS ermöglicht dabei ent-
sprechend dem Namen die Modellierung von Sicherheitseigenschaften in GPMs. Die mo-
dellierten Sicherheitseigenschaften werden zunächst durch grafische Validierungsregeln
auf Korrektheit überprüft und können anschließend mit Hilfe eines prototypisch imple-
mentierten Verfahrens automatisiert in die konkrete Realisierung der WS-SecurityPo-
licies überführt werden. Die MultiView-IDM stellt eine spezielle auf den Datenschutz
ausgerichtete Sicht für den Aufgaben- bzw. Verantwortungsbereich eines Datenschutz-
beauftragten oder eines Datenschutzauditors bereit. Dazu wird neben der Darstellungs-
anpassung (beispielsweise spezielle grafische Attribute für Datenelemente) die Bearbeit-
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barkeit auf die notwendigen Modellinhalte eingeschränkt und zudem ein Datenmodell
zur Unterstützung bei der eigentlichen Modellierung von GPMs zur Verfügung gestellt.
Das TLVF und das MultiView-Konzept wurden als Proof-of-Concept in dem existie-
renden Geschäftsprozessmodellierungswerkzeug ARIS SOA Architect als auch dem für
die IDE Eclipse entwickelten Plug-in Business Application Modeler (kurz BAM) proto-
typisch realisiert. Für den Business Application Modeler wurde zudem ein Verlinkungs-
mechanismus zur Verknüpfung der grafischen Validierungsregeln mit anderen Reprä-
sentationen der Regeln in externen Werkzeugen zur Anforderungsverwaltung integriert.
Darüber hinaus wurde der mögliche Nutzen von BAM im Rahmen des Requirements
Engineering mit Hilfe eines Requirements Tool Evaluation Framework bewertet, wobei
sich als Wertung eine gute Eignung herausstellte.
Die Ergebnisse wurden im Rahmen der Arbeit und den Implementierungen primär
an der Modellierungssprache EPK und der Spezifikationssprache CTL demonstriert.
Die generische Definition des TLVF erlaubt aber darüber hinaus den Einsatz anderer
Modellierungs- und Spezifikationssprachen. Für die Überprüfung der (Geschäfts-) Pro-
zessmodelle auf inhaltliche Korrektheit wurde das Validierungs- bzw. Verifikationsver-
fahren Model Checking bzw. konkret der Model-Checker Cadence SMV ausgewählt und
eingesetzt.
10.2 Ausblick
Aufbauend auf den im vergangenen Abschnitt aufgezeigten Ergebnissen dieser Arbeit
ergeben sich verschiedene weiterführende Fragestellungen bzw. Forschungsrichtungen.
Dabei entstehen aus dem Konzept des TLVF vor allem Fragestellungen bezüglich der
Ausdrucksmöglichkeiten der den grafischen Validierungsregeln zugrundeliegenden Spezi-
fikationssprache. Dazu muss zunächst ein umfangreicheres Repository an Spezifikations-
sprachen erstellt werden und im Anschluss die grafische Repräsentation der Operatoren
der einzelnen Sprachen entwickelt werden. Eng im Zusammenhang mit den Ausdrucks-
möglichkeiten einer Spezifikationssprache stehen Betrachtungen bezüglich der im Rah-
men der Geschäftsprozessmodellierung benötigten Ausdrucksmöglichkeiten (z. B. Anzahl
des Auftretens bestimmter Modellelemente oder Aussagen mit Vergangenheitsbezug).
Dazu sind zunächst weitere Analysen anhand weiterer Anwendungsfälle erforderlich.
Neben den dabei ermittelten notwendigen Ausdrucksmöglichkeiten ergeben sich daraus
gegebenenfalls auch neue Anforderungen an die bei der Transformation der GPMs in
die formale Repräsentation eingesetzte Semantik. Dabei müssen stets Betrachtungen
zur Skalierbarkeit in Bezug auf das Zustandsexplosionsproblem erfolgen. Dies kann un-
ter Umständen auch die Anpassung oder Entwicklung von Prüfwerkzeugen erforderlich
machen.
In Bezug auf Validierungsregeln ist neben den Ausdrucksmöglichkeiten eine weitere
zukünftige Forschungsrichtung die Erleichterung der Handhabung der Validierungsre-
geln selbst. Das betrifft zum einen die Möglichkeit, Erleichterungen bei der Erstellung
von Regeln beispielsweise durch die Bereitstellung von Mustern, Wizards oder Transfor-
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mationen aus anderen Repräsentationen wie natürlichsprachlichen Anforderungen. Zum
anderen kann durch den Einsatz von Verfahren zur Überprüfung der formulierten Regeln
selbst (z. B. auf Inkonsistenzen oder deren syntaktische Korrektheit) zur Steigerung der
Qualität der Anforderungen bzw. der grafischen Validierungsregeln beigetragen werden.
Anhand der Validierungsregeln ist zudem zu ergründen, welche weiterführenden Mög-
lichkeiten für Unterstützungen bei der Fehlerauflösung sich aus bestimmten Aussagen
der Validierungsregeln ergeben.
Bezüglich der MultiViews steht zum einen die grundsätzliche Erweiterung des Multi-
View-Konzeptes um weitere MultiViews z. B. zur Nutzung im Rahmen der modellgetrie-
benen Softwareentwicklung oder der Transformationen zwischen verschiedenen Multi-
Views im Mittelpunkt. Zum anderen ist der Ausbau der MultiViews-SWS und -IDM ein
zukünftiges Vorhaben. Für die MultiView-SWS bedeutet dies zunächst die vollständige
Umsetzung der Spezifikation der WS-SecurityPolicy sowie der notwendigen Transforma-
tionsaufgaben. Daneben ist die Vervollständigung des für die Validierung der Sicherheits-
modellierung eingesetzten Regelwerks geplant. Wobei die zukünftige Forschung vor allem
auch auf die Beweisbarkeit der korrekten Umsetzung der modellierten Sicherheitseigen-
schaften im Rahmen der Implementierung ausgerichtet ist. Die weiteren Forschungen
zur MultiView-IDM erfordern zunächst die Vervollständigung um Berechtigungs- und
Rollenkonzepte im Rahmen der Modelle. Darauf aufbauend sind Analysen bezüglich
zusätzlich benötigter Modellierungsmöglichkeiten sowie der Aufbau von Regelwerken
den Datenschutz betreffend geplant. Dabei soll die Modellierung und Validierung der
MultiView-SWS als auch der MultiView-IDM auf die Nutzung im Rahmen von Zertifi-
zierungen oder Audits hin untersucht werden.
Die Weiterentwicklungen der Konzepte TLVF und MultiView sind primär in dem ent-
wickelten Modellierungs- und Validierungswerkzeug BAM geplant. Im Zusammenhang
mit dem Werkzeug ergeben sich zudem weitere Fragestellungen bezüglich der weiteren
Integration bzw. dem weiteren Austausch mit anderen Requirements-Engineering- als
auch Geschäftsprozessmodellierungswerkzeugen. Dies umfasst auch Betrachtungen zur
Traceability zwischen Anforderungen und Beziehungen zwischen verschiedenen Anfor-




A.1 Aktivitäten in Validierungs- und
Verifikationslebenszyklus
Traceability analysis requirements for the Requirements Phase
Requirement No. V&V Requirement
3.1.1.R V&V shall assure all the appropriate system requirements and
software requirements are in a relationship.
3.1.2.R V&V shall assure that the system requirements are related to
the right software requirements.
3.1.3.R V&V shall assure that relationships are consistent in their
level of detail.
Traceability analysis requirements for the Design Phase V&V Requirement
Requirement No. V&V Requirement
3.1.1.D V&V shall assure all the appropriate software requirements
and design elements are in a relationship.
3.1.2.D V&V shall assure that the software requirements are related
to the right design elements.
3.1.3.D V&V shall assure that relationships are consistent in their
level of detail.
Traceability analysis requirements for the Implementation Phase
Requirement No. V&V Requirement
3.1.1.I V&V shall assure all the appropriate design elements and code
elements are in a relationship.
3.1.2.I V&V shall assure that the design elements are related to the
right code elements.
3.1.3.I V&V shall assure that relationships are consistent in their
level of detail.
Traceability analysis requirements for the Test Phase
Requirement No. V&V Requirement
3.1.1.T V&V shall assure all the appropriate code elements and com-
ponent tests are in a relationship.
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3.1.2.T V&V shall assure all the appropriate software requirements
and integration tests are in a relationship.
3.1.3.T V&V shall assure all the appropriate system requirements and
system tests arc in a relationship.
3.1.4.T V&V shall assure all the appropriate concept requirements
and acceptance tests are in a relationship.
3.1.5.T V&V slmll assure that the code elements arc related to the
right component tests.
3.1.6.T V&V shall assure that the software requirements are related
to the right integration tests.
3.1.7.T V&V shall assure thm the system requirements arc related to
the right system tests.
3.1.8.T V&V shall assure that the concept requirements are related
to the right acceptance tests.
3.1.9.T V&V shall assure that relationships are consistent in their
level of detail.
Tabelle A.1: Aktivitäten in den Phasen des Validierungs- und Verifikationslebenszyklus
nach [Fis07].
A.2 Anforderungen an Multi-View-Ansätze nach Verlage
Die folgenden Anforderungen sind [Ver94] entnommen:
Step 1: Modeling Every participating role develops its own view. This results in a
role-specific description which is more likley to prepresent the real world than a
description made by other people.
Step 2: Integration The seperately developed views have to be integrated into a com-
prehensive software process model. Because all roles have described the same pro-
ject, there has to be a match. If views cannot be connected, the project itself is
misunderstood; cooperative work is based on no common basis.
Step 3: Use Every role uses its own view during project guidance. The comprehensive
software process model is not presented as a whole, and unnecessary information
is filtered. The process is presented using the role’s own terms defined in the
corresponding view.
R1 Different perspectives on the same process element must be offered. Dif-
ferent roles need different information about a product, process or resource.
R2 Tailorable (user-defined) perspectives. We can not assume a static set of pre-




R3 Structuring views. Process elements should be explicitly grouped to form a view.
R4 Independent modeling of views. The description of views may not be influenced
by other views. Correspondence between views should be established after their
description.
R5 Detecting similarities between views. Seperatly defined views may describe the
same process elements. Similarities have to be detected to connect views.
R6 Detecting inconsistencies between views. Views developed independently may
contain inconsistent information. Semantic information about software processes
has to be provided in order to detect such situations.
R7 Dynamic change of perspectives. Not all roles participate during the whole
project. Actors are assigned and released asynchonously; even the same process
element may be viewed differently by the same role in different situations. Mecha-
nisms are needed to support a change of perspectives.
R8 Concurrent Views. Many people are involved in a project. Different views should




B.1 SMV bzw. CTL
B.1.1 SMV-Quelltext der Beispiel-EPK in Abbildung 5.10
1 MODULE main ( ) {
2
3 −− proce s s : epk
4 −− c r e a t o r : Sven Feja
5
6 −− de c l a r a t i on s e c t i o n
7 E_E1 : boolean ;
8 E_E2 : boolean ;
9 E_E3 : boolean ;
10 E_E4 : boolean ;
11 E_E5 : boolean ;
12 E_E6 : boolean ;
13 F_F1 : boolean ;
14 F_F2 : boolean ;
15 F_F3 : boolean ;
16 F_F4 : boolean ;
17 F_F5 : boolean ;
18
19 −− i n i t i a t i o n s e c t i o n
20 in i t (E_E1) := 1 ;
21 in i t (E_E2) := 0 ;
22 in i t (E_E3) := 0 ;
23 in i t (E_E4) := 0 ;
24 in i t (E_E5) := 0 ;
25 in i t (E_E6) := 0 ;
26 in i t (F_F1) := 0 ;
27 in i t (F_F2) := 0 ;
28 in i t (F_F3) := 0 ;
29 in i t (F_F4) := 0 ;
30 in i t (F_F5) := 0 ;
31
32 −− proce s s s e c t i o n
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33 next (E_E1) := case {
34 E_E1 : 0 ;
35 1 : E_E1 ;
36 } ;
37
38 next (F_F1) := case {
39 E_E1 : 1 ;
40 F_F1 : 0 ;
41 1 : F_F1 ;
42 } ;
43
44 next (E_E2) := case {
45 F_F1 : {0 ,1} ;
46 E_E2 : 0 ;
47 1 : E_E2 ;
48 } ;
49
50 next (E_E3) := case {
51 F_F1 : { ! next (E_E2) ,1} ;
52 E_E3 : 0 ;
53 1 : E_E3 ;
54 } ;
55
56 next (F_F2) := case {
57 E_E2 : 1 ;
58 F_F2 & (F_F4 | F_F5) : 0 ;
59 F_F2 & !E_E3 & !F_F3 & !E_E4 & !E_E5 & !F_F4 & !F_F5 : 0 ;
60 1 : F_F2 ;
61 } ;
62
63 next (F_F3) := case {
64 E_E3 : 1 ;
65 F_F3 : 0 ;
66 1 : F_F3 ;
67 } ;
68
69 next (E_E4) := case {
70 F_F3 : {0 ,1} ;
71 E_E4 : 0 ;
72 1 : E_E4 ;
73 } ;
74
75 next (E_E5) := case {
76 F_F3 : ! next (E_E4) ;
77 E_E5 : 0 ;





81 next (F_F4) := case {
82 E_E4 : 1 ;
83 F_F4 : 0 ;
84 1 : F_F4 ;
85 } ;
86
87 next (F_F5) := case {
88 E_E5 : 1 ;
89 F_F5 : 0 ;
90 1 : F_F5 ;
91 } ;
92
93 next (E_E6) := case {
94 F_F2 & !E_E3 & !F_F3 & !E_E4 & !E_E5 & !F_F4 & !F_F5 : 1 ;
95 F_F2 & ( (F_F4 & !F_F5) | ( !F_F4 & F_F5) ) : 1 ;
96 !F_F2 & ( (F_F4 & !F_F5) | ( !F_F4 & F_F5) ) : 1 ;
97 E_E6 : 0 ;
98 1 : E_E6 ;
99 } ;
100 }
Listing B.1: SMV Quelltext der Beispiel-EPK in Abbildung 5.10.
B.1.2 SMV-Quelltext des E-Procurement Beispielprozesses in
Abbildung 5.11
1 MODULE main ( ) {
2
3 −− proce s s : e−procurement
4 −− c r e a t o r : Sven Feja
5
6 −− de c l a r a t i on s e c t i o n
7 E_Bedarfsanforderung_eingegangen : {0 ,1} ;
8 E_Keine_Genehmigung_benoetigt : {0 ,1} ;
9 E_Genehmigung_benoetigt : {0 ,1} ;
10 E_erweitertes_Genehmigungsverfahren : {0 ,1} ;
11 E_Abtei lungsspez i f i sches_Genehmigungsver fahren : {0 ,1} ;
12 E_Bedarfsanforderung_genehmigt : {0 ,1} ;
13 E_Bedarfsanforderung_abgelehnt : {0 ,1} ;
14 F_Bedarfsanforderung_auswerten : {0 ,1} ;
15 F_Bedarfsanforderung_ueberpruefen : {0 ,1} ;
16 F_Erweitertes_Genehmigungsverfahren_durchfuehren : {0 ,1} ;
17 F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren : {0 ,1} ;
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18
19 −− i n i t i a t i o n s e c t i o n
20 in i t ( E_Bedarfsanforderung_eingegangen ) := 1 ;
21 in i t ( E_Keine_Genehmigung_benoetigt ) := 0 ;
22 in i t ( E_Genehmigung_benoetigt ) := 0 ;
23 in i t ( E_erweitertes_Genehmigungsverfahren ) := 0 ;
24 in i t ( E_Abtei lungsspez i f i sches_Genehmigungsver fahren ) := 0 ;
25 in i t ( E_Bedarfsanforderung_genehmigt ) := 0 ;
26 in i t ( E_Bedarfsanforderung_abgelehnt ) := 0 ;
27 in i t ( F_Bedarfsanforderung_auswerten ) := 0 ;
28 in i t ( F_Bedarfsanforderung_ueberpruefen ) := 0 ;
29 in i t ( F_Erweitertes_Genehmigungsverfahren_durchfuehren ) := 0 ;
30 in i t ( F_Abtei lungsspezi f i sches_Genehmigungsverfahren_durchfuehren ) :=
0 ;
31
32 −− proce s s s e c t i o n
33 next ( E_Bedarfsanforderung_eingegangen ) := case{
34 E_Bedarfsanforderung_eingegangen : 0 ;
35 1 : E_Bedarfsanforderung_eingegangen ;
36 } ;
37
38 next ( F_Bedarfsanforderung_auswerten ) := case{
39 E_Bedarfsanforderung_eingegangen : 1 ;
40 F_Bedarfsanforderung_auswerten : 0 ;
41 1 : F_Bedarfsanforderung_auswerten ;
42 } ;
43
44 next ( E_Keine_Genehmigung_benoetigt ) := case{
45 F_Bedarfsanforderung_auswerten : {0 ,1} ;
46 E_Keine_Genehmigung_benoetigt : 0 ;
47 1 : E_Keine_Genehmigung_benoetigt ;
48 } ;
49
50 next ( E_Genehmigung_benoetigt ) := case{
51 F_Bedarfsanforderung_auswerten : ! next ( E_Keine_Genehmigung_benoetigt
) ;
52 E_Genehmigung_benoetigt : 0 ;
53 1 : E_Genehmigung_benoetigt ;
54 } ;
55
56 next ( E_erweitertes_Genehmigungsverfahren ) := case{
57 F_Bedarfsanforderung_auswerten : ( ! next (
E_Keine_Genehmigung_benoetigt ) & !next ( E_Genehmigung_benoetigt ) )
;
58 E_erweitertes_Genehmigungsverfahren : 0 ;





62 next ( E_Abtei lungsspez i f i sches_Genehmigungsver fahren ) := case{
63 F_Bedarfsanforderung_auswerten : ( ! next (
E_Keine_Genehmigung_benoetigt ) & !next ( E_Genehmigung_benoetigt )
& !next ( E_erweitertes_Genehmigungsverfahren ) ) ;
64 E_Abtei lungsspez i f i sches_Genehmigungsver fahren : 0 ;
65 1 : E_Abtei lungsspez i f i sches_Genehmigungsver fahren ;
66 } ;
67
68 next ( F_Bedarfsanforderung_ueberpruefen ) := case{
69 E_Genehmigung_benoetigt : 1 ;
70 F_Bedarfsanforderung_ueberpruefen : 0 ;
71 1 : F_Bedarfsanforderung_ueberpruefen ;
72 } ;
73
74 next ( F_Erweitertes_Genehmigungsverfahren_durchfuehren ) := case{
75 E_erweitertes_Genehmigungsverfahren : 1 ;
76 F_Erweitertes_Genehmigungsverfahren_durchfuehren : 0 ;
77 1 : F_Erweitertes_Genehmigungsverfahren_durchfuehren ;
78 } ;
79
80 next ( F_Abtei lungsspezi f i sches_Genehmigungsverfahren_durchfuehren ) :=
case{
81 E_Abtei lungsspez i f i sches_Genehmigungsver fahren : 1 ;
82 F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren : 0 ;
83 1 : F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren ;
84 } ;
85
86 next ( E_Bedarfsanforderung_genehmigt ) := case{
87 ( F_Bedarfsanforderung_ueberpruefen & !
F_Erweitertes_Genehmigungsverfahren_durchfuehren & !
F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren ) :
{0 ,1} ; ( ! F_Bedarfsanforderung_ueberpruefen &
F_Erweitertes_Genehmigungsverfahren_durchfuehren & !
F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren ) :
{0 ,1} ; ( ! F_Bedarfsanforderung_ueberpruefen & !
F_Erweitertes_Genehmigungsverfahren_durchfuehren &
F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren ) :
{0 ,1} ;
88 E_Bedarfsanforderung_genehmigt : 0 ;
89 1 : E_Bedarfsanforderung_genehmigt ;
90 } ;
91
92 next ( E_Bedarfsanforderung_abgelehnt ) := case{
93 ( F_Bedarfsanforderung_ueberpruefen & !
F_Erweitertes_Genehmigungsverfahren_durchfuehren & !
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F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren ) : !
next ( E_Bedarfsanforderung_genehmigt ) ;
94 ( ! F_Bedarfsanforderung_ueberpruefen &
F_Erweitertes_Genehmigungsverfahren_durchfuehren & !
F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren ) : !
next ( E_Bedarfsanforderung_genehmigt ) ;
95 ( ! F_Bedarfsanforderung_ueberpruefen & !
F_Erweitertes_Genehmigungsverfahren_durchfuehren &
F_Abtei lungsspez i f i sches_Genehmigungsverfahren_durchfuehren ) : !
next ( E_Bedarfsanforderung_genehmigt ) ;
96 E_Bedarfsanforderung_abgelehnt : 0 ;
97 1 : E_Bedarfsanforderung_abgelehnt ;
98 } ;
99
100 SPEC AG( ( E_Bedarfsanforderung_eingegangen ) −> AF(EF(
E_Keine_Genehmigung_benoetigt & ! E_Bedarfsanforderung_genehmigt
& ! E_Bedarfsanforderung_abgelehnt ) | EF(
E_Keine_Genehmigung_benoetigt & ! E_Bedarfsanforderung_genehmigt
& ! E_Bedarfsanforderung_abgelehnt ) | EF(
E_Keine_Genehmigung_benoetigt & ! E_Bedarfsanforderung_genehmigt
& ! E_Bedarfsanforderung_abgelehnt ) ) ) ;
101 }
Listing B.2: SMV Quelltext des E-Procurement Beispielprozesses in Abbildung 5.11.
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Abbildung C.1: EPKs der Prozesse der Mitgliederverwaltung.
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Abbildung C.4: EPKs der Prozesse der Mitgliederverwaltung.
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C.1 Prozessmodelle des Anwendungsfalles „E-Government“ bzw.
„Mitgliederverwaltung“













































Abbildung C.5: EPKs der Prozesse der Mitgliederverwaltung.
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