Using C. Fefferman's embedding of a charge space in a measure space allows us to apply standard interpolation theorems to prove norm inequalities for Besicovitch almost periodic functions. This yields an analogue of Paley's Inequality for the Fourier coefficients of periodic functions.
Introduction
The Fourier coefficients of a 2π-periodic function f ∈ L 1 (−π, π) aref (n) := 
R. A. E. C. Paley [7] extended the Hausdorff-Young inequality to
where {f * n } n∈N is the decreasing rearrangement of the sequence |f (n)| n∈N .
In [1] A. Avantaggiati, G. Bruno and R. Iannacci proved a Hausdorff-Young inequality for almost periodic trigonometric polynomials, i.e., trigonometric polynomials of the form:
a(η k ; P )e iη k x , η k ∈ R, a(η k ; P ) ∈ C
and for functions that are in the completion of these polynomials -the space of Besicovitch almost periodic functions, B 
Since e iη j x , e iη k x = lim τ →∞ 1 2τ
the functions {e iη k x } k∈N form an orthonormal system in B 
If f is a periodic function and η ∈ Z then a(η; f ) =f (η).
In [1] the authors prove the following extension of the Hausdorff -Young inequality: 
We shall prove a Paley-type theorem for B suggests that one could look at the set function γ on Lebesgue measurable subsets of R for which the following limit
exists. Using Banach limits one extends γ to a finitely additive set function on all sets of L(R). Clearly γ is a finitely additive set function, but since n∈Z γ([n, n + 1)) = 0 < 1 = γ n∈Z [n, n + 1)
γ is not σ-additive. To handle the lack of σ-additivity we use C. Fefferman's [4] construction of a measure space (R ′ , L ′ (R ′ ), γ ′ ) with respect to which the
. This enables us to use standard interpolation theorems to prove the following theorem. Theorem 1.2. Let 1 q 2 and let f ∈ B q ap . If {a(η n ; f )} n∈N is a sequence of Fourier coefficients of f then
where {a * (η n ; f )} n∈N is the decreasing rearrangement of the sequence {|a(η n ; f )|} n∈N .
Since the left hand side of (10) is the l q ′ ,q -norm of the sequence {a(η n ; f )} n∈N and for 1 < q < 2 the space l q ′ ,q is a subspace of l q ′ , except for C(q), inequality (10) is stronger than (7) . Also, we shall extend (10) to the case l q,r with 0 < r < ∞ and 1 < q < 2.
The paper is organized as follows. Section 2 contains a brief theory of finitely additive measures, "charges". From this, some facts on integration and new results on the well-definedness of L p,q for charge spaces, using Cauchy sequences, are presented. In Section 3, we prove that the C. Fefferman construction of a measure space that contains an isometric isomorphic image of a given charge space also preserves L p,q norms. The set function, γ, in (8) is extended to a charge in Section 4 using Banach Limits. Section 5 combines the results of the previous sections to prove a Paley-type theorem for Besicovitch almost periodic functions.
Just Enough Theory of Charges
We present a short outline of part of the theory of charges that is used in the notes and refer the reader to K. Rao and M. Rao [8] for an excellent exposition of the subject. Some proofs of known theorems are not included here, but may be found in [2] .
Charges, simple functions, and spaces of measurable functions
Let Ω be a set and let F be a collection of subsets of Ω. F is said to be a field on Ω if Ω ∈ F and F is closed under finite unions and set differences. A map µ : F → [0, ∞] is said to be a charge on F if µ(∅) = 0 and µ is finitely additive. A probability charge is a charge for which µ(Ω) = 1. The triple (Ω, F , µ) is called a charge space.
For a charge space, (Ω, F , µ), define the outer charge of E ⊆ Ω by µ
From the finite additivity of µ, µ * is finitely, not necessarily σ, sub-additive and so the Carathéodory charge induced by µ * is finitely additive [9] .
Definition 2.1. Let (Ω, F , µ) be a charge space. A sequence {f n } of real valued functions on Ω is said to be Cauchy in µ
{f n } is said to converge in µ * to f : Ω → R and write f n
In other words, f n converge to f in outer charge 1 .
Definition 2.2. Let (Ω, F , µ) be a charge space. We say that an extended real valued function f on Ω is a µ-null function, or just null function, if for every ε > 0
We denote the set of null functions on (Ω, F , µ) by N (Ω, F, µ). We say that two real valued functions f and g on Ω are equal µ-almost everywhere and write f = g µ-a.e. (or just f = g a.e. ) if f − g is a µ-null function. We say that f g µ-a.e. if there exists a null function, h, s.t. f g + h.
Remark 2.3. f, g ∈ N (Ω, F , µ) implies that f + g ∈ N (Ω, F , µ) and the relation f = g µ-a.e. is an equivalence relation.
Definition 2.4. Let (Ω, F , µ) be a charge space and let f be a real valued function on Ω. Define
Note that · F (Ω) is a semi-metric, that is to say there are non-zero functions, f , such that f F (Ω) = 0. However, the quotient space of functions modulo the equivalence
is a metric space. It is easy to show that convergence in · F (Ω) is convergence in outer charge. Similarly {f n } is Cauchy in · F (Ω) if and only if it is Cauchy in outer charge. Thus we consider the following:
Definition 2.5. We denote the set of equivalence classes of functions on Ω modulo N (Ω, F , µ) by F (Ω, F, µ, R) or just by F (Ω). We denote the equivalence class of f by [f ].
Note that (F (Ω), · F (Ω) ) is a metric space, with
We will not distinguish between sequences of functions which belong to the same equivalence class. We will also not distinguish between equivalence classes and their representatives. Definition 2.6. Let (Ω, F , µ) be a charge space. We say that f is a simple function if for some n ∈ N, disjoint E j ∈ F and some β j ∈ R, f = n j=1 β j I E j . Since F is closed under finite unions one may assume that β j are distinct and write f in the canonical form
Applying the standard completion of a metric space to the space of simple functions on a charge space (Ω, F , µ) we obtain a complete metric spaceṪ M(Ω), see [4] . Definition 2.7. We define an equivalence relation on sequences of simple functions that are Cauchy in µ * , and say that {f n } and {g n } belong to the same equivalence class if
We denote the space of all equivalence classes of sequences of simple functions that are Cauchy in µ * byṪ M (Ω, F, µ).
We denote the null element ofṪ M(Ω, F , µ) by {0}.
Definition 2.9. Let {f n }, {g n } ∈Ṫ M(Ω, F , µ). We say that {f n } {0} if {f
we say that {f n } {g n }. Definition 2.10. We denote the closure of simple functions in the metric space (
Note that T M(Ω, F , µ) is isometrically isomorphic to the subspace ofṪ M(Ω, F , µ) of those sequences, {f n }, for which there exists a function,
Remark 2.11. Let (Ω, F , µ) be a charge space and {f n }, {g n } ∈Ṫ M(Ω)
The following example shows that T M(Ω) may fail to be a complete space, and since T M(Ω) is a closed subspace of F (Ω), the space F (Ω) may fail to be complete as well.
Example 2.12. Let F be the field of finite and co-finite subsets of N. Let µ({n}) = 2 −n and
2 Rao and Rao [8] refer to these functions as T1-measurable
Integration on T M(Ω) and on its completion
Definition 2.13. Let (Ω, F , µ) be a charge space. We say that a simple function,
(20)
The theory of integration in [8] has been developed for T M(Ω). For our purposes, it is more useful to considerṪ M(Ω). The fundamental facts of integration remain valid forṪ M(Ω) and proofs of the following properties for Cauchy sequences, rather than convergent ones, can be modified from the existing proofs or can easily be supplied. In particular, linear combinations of simple integrable functions are integrable, and Chebyshev's inequality for simple functions also holds in charge spaces. 
then f is said to be integrable and
is called the integral of f . The sequence {f n } is called a determining sequence for f . If {f n } ∈Ṫ M(Ω), each f n is integrable and (21) holds, then we say that {f n } is integrable and define
Rao and Rao ([8] , Proposition 4.4.10) prove that the integral of a T M-measurable function is independent of the determining sequence. That the integral of {f n } ∈Ṫ M(Ω) is independent of the representative from its equivalence class can be proved similarly, or see [2] for an alternative proof. Definition 2.15. Let (Ω, F , µ) be a charge space and {f n } ∈Ṫ M(Ω). We say that {f n } is integrable on a set E ∈ F if {f n I E } is integrable and define
Similar to Remark 2.11 forṪ M(Ω), the integral onṪ M(Ω) is linear. Also, if {f n } and {g n } are integrable inṪ M(Ω), then so are {f n ∨ g n } and {f n ∧ g n }.
). Let (Ω, F , µ) be a charge space and {f n } ∈Ṫ M(Ω). For 0 < p < ∞, we say that {f n } ∈L p (Ω, F, µ) if each f n is integrable and
Since
Definition 2.18. Let (Ω, F , µ) be a charge space and {f n } ∈Ṫ M(Ω). We say that {f n } ∈L
We define L ∞ (Ω, F, µ) to be the space of T M-measurable functions that differ from a bounded function by a null function and define the L ∞ norm of a T M-measurable function, f , by
Note that for
Definition 2.20. Let (Ω, F , µ) be a charge space and f : Ω → R. For t > 0 let
The function µ f : R + → R + is called the distribution of f on (Ω, F , µ).
Theorem 2.21. Let f and g be simple integrable functions on a charge space (Ω, F , µ). Then:
1. The distribution µ f is a decreasing integrable function and
3.
Proof.
and so, applying summation by parts,
2. It is enough to consider the case f, g 0. Observe that for any w ∈ Ω, f (w) ∧ g(w) is one of f (w) and g(w), and f (w) ∨ g(w) is the other. Since f, g 0, by Part 1,
3. Since |f | ∧ |g| |f |, |g| |f | ∨ |g|, it follows that µ |f |∧|g| µ |f | , µ |g| µ |f |∨|g| and so by part 2,
(39) Corollary 2.22. Let f and g be simple integrable functions on a charge space (Ω, F , µ). Then for any δ 0,
We will work with the L p,q space over a charge space. Let us first review this concept on a measure space.
Definition 2.23. Let (Ω, Σ, µ) be a measure space and let f : Ω → R be a measurable function. The decreasing rearrangement of f , is defined:
The space of all measurable functions, f , such that f L p,q (Ω) < ∞ is denoted by L p,q (Ω, Σ, µ).
One can also define f L p,q (Ω) in terms of µ f rather than f * . This definition is convenient for functions on charge spaces. 
and
Motivated by Theorem 2.25 we make the following definitions for functions on charge spaces.
Definition 2.26. Let f be a simple integrable function on a charge space (Ω, F , µ).
For 0 < p < ∞,
Since for q < ∞,
it follows that for any
and so one may define f L p,q (Ω) in terms of µ |f | q instead of µ f .
Theorem 2.27. Let (Ω, F , µ) be a charge space and 0 < p, q < ∞. Let f, g be simple integrable functions. Then
Proof. There exist 0 = a 1 < a 2 < · · · < a n−1 < a n = ∞ so that on each interval (a j , a j+1 ) the function µ
Lemma 2.28. Let (Ω, F , µ) be a charge space. Let {f n }, {g n } ∈Ṫ M(Ω) be such that ∀ε > 0,
If there exist δ 0 and C δ , M > 0, such that ∀n ∈ N,
then for any 0 < r < ∞,
Proof. By (54), 
For any ε > 0 there exists 0 < α < ε so that |x − y| α implies |x r − y r | < ε. If t ∈ A ε n then |µ if (65) fails, then there exist ε > 0 and subsequences {f n k } and {g n k } that satisfy (53), so that for all k ∈ N,
To simplify the notation, we will use {f n } and {g n } instead of {f n k } and {g n k }. By (64), there exists
Since f N 1 and g N 1 are simple integrable functions, M, S < ∞ and for all t > M, µ f N 1 (t) = µ g N 1 (t) = 0. By (68), for all n > N 1 ,
(69) (70)
and therefore
Let us see that
Since µ r fn (t) and µ r gn (t) are decreasing functions, by Chebyshev's inequality and (71), (72), ∀n > N 1 ,
and so for C δ = ε 6δ
Letf
Observe that for all n ∈ N and all δ t < M, µ fn (t) = µf n (t) and µ gn (t) = µg n (t).
Since both |f n | M, |g n | M, and by (76) µf n (δ) C δ , µg n (δ) C δ and the conditions (53) hold for {f n } and {g n }. By Lemma 2.28 and (78),
and so there exists N > N 1 such that for all n, m N,
and so (80), (73) and (69) contradict (67).
Definition 2.30. Let (Ω, F , µ) be a charge space and 0 < p, q < ∞. We say that {f n } ∈L p,q (Ω, F , µ) if {f n } ∈Ṫ M(Ω) is a sequence of simple integrable functions such that
We define
From Theorems 2.27 and 2.29, it follows that if {f n } and {g n } are equivalent inṪ M(Ω) and each is inL p,q , then {f n } Lp,q (Ω) = {g n } Lp,q (Ω) .
Remark 2.31. Equivalence of representatives inṪ M(Ω) does not necessarily imply equivalence iṅ
Theorem 2.32. Let (Ω, F , µ) be a charge space and 0 < p < ∞. Let {f n }, {g n } ∈Ṫ M(Ω) be sequences of simple integrable functions such that ∀ε > 0,
Proof. Let ε > 0. Taking subsequences, we may assume
By (84), there exists N 1 ∈ N so that ∀n ≥ N 1 ,
There also exists t N 1 > 0 so that
For any n ≥ N 1 ,
which implies µ fn (t
, and
Similarly, there exists N 2 ∈ N and t N 2 > 0 so that ∀n ≥ N 2 ,
Set A = max(ε/t 
Since 
Since ∩ is a composition of the complementations and unions which are uniformly continuous functions, it is also uniformly continuous.
We will now define a charge on B. If {I En } and {I Fn } are Cauchy in charge and
it follows that lim
which justifies:
Lemma 3.7.
3 (B, ∩, ∪, ∼) is a Boolean algebra and µ 1 is positive and finitely additive on B. If F ∈ B and µ 1 (F ) = 0, then F is the null element of the Boolean algebra.
By the Stone Representation Theorem ( [3] ), there is a compact extremally disconnected space, Ω ′ , and a field F ′ of subsets of Ω ′ so that F ′ is isomorphic as a Boolean algebra with B. The set of subsets which are both closed and open is closed under finite unions intersections and complements and therefore forms a field. Let φ 1 : B → F ′ denote the isomorphism. Then φ 1 induces a positive, finitely additive set function µ ′ 1 on F ′ defined in the obvious way using φ 1 and µ 1 . The isomorphism proves that the conclusion of Lemma 3.7 holds on (Ω ′ , F ′ , µ ′ 1 ). The field F ′ need not be a sigma-field, however,
is an open cover of A, and it follows that only finitely many of the A i = ∅, proving that µ ′ 1 is (trivially) countably additive on F ′ .
it follows that λ-ess. inf
which is a contradiction to (111)
This follows from property 4.
Let E be a Lebesgue measurable subset of R and
where T is a Banach limit defined above.
To prove the additivity of γ let E, F ∈ L(R) and E ∩ F = ∅. Then
Since T is linear
By Property 6 of T , when the following limit exists, we have 
(R, L(R), γ) is a probability charge space.
Definition 4.1. We say that E ⊆ R is a q-periodic set if I E is a q-periodic function, that is, periodic with period q. 
proving the claim for non-negative functions. More generally, if f is any q-periodic integrable function, we apply (122) to f + and to f − .
Theorem 4.5. Any almost periodic trigonometric polynomial P n (x) is integrable over (R, L(R), γ) with
Proof. Apply Theorem 4.4 to each of the terms, e iη k x .
Applying (122) to (5), Theorem 4.6. {e iη k x } with η k ∈ R, k ∈ N is an orthonormal system in L 2 (R, L(R), γ). We also have the following result.
