We present a new technique for computing permutation polynomials based on equivalence relations. The equivalence relations are defined by expanded normalization operations and new functions that map permutation polynomials (PPs) to other PPs. Our expanded normalization applies to almost all PPs, including when the characteristic of the finite field divides the degree of the polynomial. The equivalence relations make it possible to reduce the size of the space when doing an exhaustive search. As a result, we have been able to compute almost all permutation polynomials of degree d at most 10 over GF (q), where q is at most 97. We have also been able to compute nPPs of degrees 11 and 12 in a few cases. The techniques apply to arbitrary q and d. In addition, the equivalence relations allow the set all PPs for a given degree and a given field GF (q) to be succinctly described by their representative nPPs. We give several tables at the end of the paper listing the representative nPPs (i.e., the equivalence classes) for several values of q and d. We also give several new lower bounds for M (n, D), the maximum number of permutations on n symbols with pairwise Hamming distance D, mostly derived from our results on PPs.
Introduction
Let GF (q) denote the finite field over q = p m elements, where p is prime and m ≥ 1. The prime p is called the characteristic of the field. A polynomial P (x) over GF (q) is a permutation polynomial (P P ) if it permutes the elements of GF (q). Let N d (q) be the number of PPs of degree d over GF (q). Lidl and Mullen [17, 18] [9] characterized all PPs of degree up to 6. Chu, Colbourn, and Dukes [7] , using a table of all PPs of degree at most five given by Lidl and Mullen [17] , counted the number of different PPs of degree at most 5. Shallue and Wanless [22] described those of degree 6. Li, Chandler, and Xiang [16] described PPs of degree 6 and 7 over a field of characteristic 2.
• M (q, q − d) ≥ d k=1 N k (q).
• If q = 2 k ≡ 1 (mod 3), then M (q, q − 3) ≥ (q + 2)q(q − 1) and M (q, q − 4) ≥ 1 3 q(q − 1)(q 2 + 3q + 8).
Normalized permutation polynomials and equivalence relations
As described in the introduction, a c-normalized nPP is a PP where a d = 1, a d−1 = 0, and a 0 = 0. This form of normalization can be achieved when p ∤ d. We introduce two new definitions for normalization for the case p | d, which we call m-normalization and b-normalization. Table 1 summarizes the three types of normalization. Here are some examples of normalized PPs:
• The degree-9 PP x 9 + 2x 7 + 3x 5 over GF (5 2 ) is c-normalized, as a 9 = 1, a 8 = 0 and a 0 = 0.
• The degree-6 PP is x 6 + x 5 + x 3 + 5x 2 + 5x over GF (3 2 ) is m-normalized, as a 6 = 1, a 4 = 0 and a 0 = 0.
• The degree-10 PP x 10 + x 9 + x 7 + 26x 5 + 30x 4 + 21x 2 + 31x over GF (2 5 ) is b-normalized, as a 10 = 1, a 6 = 0 and a 0 = 0 (with i = 3 and r = 2 i − 1 = 7).
The normalization definitions of nPPs allow nearly all PPs of degree d to be converted to nPPs of degree d by applying certain algebraic operations, called normalization operations, in some order. The normalization operations [17, 22] on a PP P (x) are
• multiplication by a constant, i.e., aP (x), for some nonzero constant a in GF (q),
• addition to the variable, i.e., P (x + b), for some constant b in GF (q).
• addition of a constant, i.e., P (x) + c, for some constant c in GF (q), and
We include an extended normalization operation, namely
• multiplication of the variable, i.e., P (sx), for some nonzero constant s.
Extended normalization will come into play in Section 4. It is customary in the literature to refer to the normalization operations applied to a PP P (x) by aP (x + b) + c, where a, b, and c are elements of the finite field, with a being nonzero. References to extended normalization applied to a PP P (x), denoted by aP (sx + b) + c, where a, b, c, and s are elements of the finite field, with both a and s are nonzero, appear, for example, in [10, 11, 12] and have been called linear transformations.
Notice that each operation has an inverse. That is, if e is the multiplicative inverse of a in GF (q), then e(a(P (x)) = P (x). If h is the additive inverse of b in GF (q), then P ((x + b) + h) = P (x), etc. Let aP (x + b) + c denote the result of performing normalization operations in any order. Note that the second operation, addition of a constant b to the variable x, when P (x) is a PP, has the effect of permuting the order of its values. Note also that, if one adds c and then multiplies by a, the result is aP (x) + ac. Whereas, if we multiply by a and then add c, the result is aP (x) + c. Since we consider adding all such constants, and a times c is a constant in GF (q), the set of such PPs is the same regardless of the order of operations.
We define two equivalence relations, R and R E , on PPs of degree d, for some d > 1, as follows.
Definition 1. Let P (x) and Q(x) be PPs of degree d, for some d. If P (x) can be converted into Q(x) by some sequence of normalization operations, then P (x) and Q(x) are related by R. If P (x) can be converted into Q(x) by some sequence of normalization operations including the extended normalization operation, then P (x) into Q(x) are related by R E .
It is easy to see that R and R E are equivalence relations. Observe that any PP P (x) can be transformed to itself by the empty sequence of normalization operations. If P (x) can be transformed into Q(x) by some sequence, then Q(x) can be transformed into P (x) by the inverse of each step in the reversed sequence. Finally, if P (x) can be transformed into Q(x), and Q(x) can be transformed into T (x), then P (x) can be transformed into T (x) by the composition of the two sequences.
An nPP is a representative of an equivalence class defined by R. We can make a more efficient search algorithm by searching for nPPs and the equivalence class they represent, rather than searching directly for PPs. In order to use equivalence classes to count PPs, we need to explore specific properties of normalization.
m-normalization
If the degree d of a PP P (x) is a multiple of the field characteristic p, then there is no constant b which when added to the variable x will make the coefficient a d−1 of P (x + b) equal to 0. This is due to the fact that in this case, the expansion of (x + b) d , does not have a nonzero term involving x d−1 . So, when p | d, we cannot necessarily achieve c-normalization. However, if a d−1 = 0, then there is a constant b such that P (x + b) has a d−2 = 0. That is, we can achieve m-normalization. Recall from Table 1 that m-normalization applies when p = 2 and d is a multiple of p. In this section, we show that m-normalization can be achieved for any PP satisfying these conditions.
As stated in Section 2, P (x) is m-normalized when a d = 1, a 0 = 0, and either a d−1 = 0 or a d−2 = 0. We present a useful lemma about arithmetic in GF (q), followed by Theorem 3 which shows that any PP of degree d over GF (p m ) where p | d and p = 2 can be m-normalized.
Lemma 2. Let q = p m be a prime power, and let d be multiple of p. Then
Proof. The first claim follows from k + k + . . . k 
, where the arithmetic is in GF (p).
Theorem 3. Any PP P(x) where the degree d is a multiple of the field characteristic p, can be transformed to an m-normalized PP Q(x) by the normalization operations.
, and for some a, b, c ∈ GF (q) with a = 0, let 
If we choose c to be the additive inverse of the constant term of aP (x + b), then the constant term becomes zero. So, we achieve m-normalization.
b-normalization
In Section 2.1, we considered PPs whose degree d is a multiple of the field characteristic p and p > 2. We showed that under those conditions, m-normalization can be achieved. In this section, we consider the remaining case, namely, p | d and p = 2, and show that, b-normalization can be achieved except when d = 2 i − 2, for some i ≥ 2.
We say that the integer interval [r, s] has a [t, u] gap, if for all d ∈ [r, s], the expansion of (x + b) d , does not include any nonzero x e monomials, where e ∈ [t, u]. For example, the integer interval [8, 13] has a [6, 7] gap as seen by:
. That is, in each of the exhibited expansions there are no x 6 or x 7 terms.
We use this observation in the proofs below regarding b-normalization. In Lemma 4, we show that in the expansion of (x + b) d when d ∈ [2 i , 2 i+1 − 3], the coefficients of the terms x 2 i −2 and x 2 i −1 term are always zero. That is, the interval [2 i , 2 i+1 − 3] has a [x 2 i −2 , x 2 i −1 ] gap. We use this fact in Lemma 5 to show that any PP P (x) of characteristic 2 such that d is a multiple of 2, has a related PP P (x + b) for which certain terms in its expansion always have a coefficient equal to zero.
Proof. Observe that the statement is true for i = 2. That is, when i = 2, [ We show that Lemma 4 is true for all i > 2 by induction on i. Specifically, we assume that
That is, assume that the expansion of (x + b) d , for all d ∈ [2 i , 2 i+1 − 3] has neither a nonzero x 2 i −2 term nor a nonzero x 2 i −1 term.
Observe that if e is a positive integer, then for each even integer 2e, (x + b) 2e = ((x + b) e ) 2 and, due to characteristic 2, the expansion of the square of (x + b) e , is obtained by multiplying the exponent of each term in the expansion of (x + b) e by 2. In particular, the terms in the expansion of (x + b) 2e have even exponents only.
Observe also that for each odd integer 2e
. Multiplying by (x + b) affects the monomials in the expansion by adding 1 to each exponent in each term of the form x k to get x k+1 and also multiplying each term x k by b to get again an x k term.
So for our inductive step, we let d ∈ [2 i+1 , 2 i+2 − 3]. We consider two cases: (1) d is even, and (2) d is odd.
By the induction hypothesis, the expansion of (x + b) e has neither (i ) a nonzero x 2 i −2 term, nor (ii ) a nonzero x 2 i −1 term. Therefore, multiplying the exponent in (ii ) by 2, it follows that the expansion of (x + b) 2e has no x 2 i+1 −2 term. Moreover, the expansion clearly has no x 2 i+1 −1 term, since no term in the expansion can have an odd exponent because 2e is even.
Observe that e is even, so the expansion of (x + b) e , where e = 2 i+1 − 2 has no x 2 i −1 term, as there are only even exponent terms when e is even. So, (x + b) 2e has no x 2 i+1 −2 term. Moreover, the expansion clearly does not have a x 2 i+1 −1 term, since no term in the expansion can have an odd exponent because d = 2e is even.
By the induction hypothesis, the expansion of (x + b) e has neither a nonzero x 2 i −2 term, nor a nonzero x 2 i −1 term. So (x + b) 2e has no x 2 i+1 −4 term, and no x 2 i+1 −2 term. It also has no x 2 i+1 −1 term nor x 2 i+1 −3 , as all terms have even exponents. As mentioned above above, the expansion of (
term, which could only have been generated by either x(x 2 i+1 −3 ) or b(x 2 i+1 −2 ). Nor does it have a nonzero x 2 i+1 −1 term, which could only have been generated by either x(
Since e is even, there are no odd degree terms in the expansion of (x + b) e . So (x + b) e has no x 2 i −1 term, and (x + b) 2e has no x 2 i+1 −2 term. Also, as 2e is even (x + b) 2e has no x 2 i+1 −1 term and no x 2 i+1 −3 term. So again, the expansion of (x + b) d = (x + b) 2e+1 , obtained by multiplying (x + b) 2e by (x + b), has no x 2 i+1 −2 term, which could only have been generated by either x(x 2 i+1 −3 ) or b(x 2 i+1 −2 ). Nor does it have a nonzero x 2 i+1 −1 term, which could only have been generated by either x(x 2 i+1 −2 ) or b(x 2 i+1 −1 ).
It follows then that for all i > 1, the expansion of (
there is a constant b in GF (2 m ) such that in the PP P (x + b), either the x 2 i −1 term or the x 2 i −2 term is zero.
Proof. By Lemma 4, the interval
is even. Adding b to the argument gives:
If a 2 i −1 is zero there is nothing to prove, so suppose
. This means that a 2 i −1 (x + b) 2 i −1 and a 2 i −2 (x + b) 2 i −2 are the only possible terms whose expansion has a nonzero x 2 i −2 term. By the binomial theorem, a 2 i −1 (x + b) 2 i −1 = a 2 i −1 x 2 i −1 + a 2 i −1 bx 2 i −2 + . . . , and a 2 i −2 (x + b) 2 i −2 = a 2 i −2 x 2 i −2 . . . , where low order terms are not shown. Summing these two expansions and isolating the x 2 i −2 term, we solve for the value of b such that a 2 i −1 bx 2 i −2 + a 2 i −2 x 2 i −2 = 0. We see that when b = −a 2 i −1 /a 2 i −2 , the coefficient of the
For example, let d = 2 3 , and let P (x) = a 8 x 8 + a 7 x 7 + a 6 x 6 + · · · + a 1 x + a 0 . Adding b to the argument gives:
We want to solve for the value of b that makes the coefficient of the x 6 term of P (x + b) zero. So a 7 bx 6 + a 6 x 6 = 0 is satisfied by b = −a 7 /a 6 .
Theorem 6. Any PP P(x) over GF (2 m ) for some m > 2, and 2 | d can be transformed to an b-normalized PP Q(x) by the normalization operations, except when d = 2 i − 2, for some i ≥ 2.
, and for some a, b, c ∈ GF (q) with a = 0, let
Observe that the degree d term of Q(x) has the coefficient b d = aa d . If we choose a to be the multiplicative inverse of a d , then the degree d coefficient of Q(x) will be 1. If we choose c to be the additive inverse of the constant term of aa 0 , then the constant term of Q(x) will be b 0 = aa 0 +c = 0. By Lemma 5, there is a b such that in Q(x), the coefficient of either the degree 2 i − 1 term or degree 2 i − 2 term equal to 0, except when d = 2 i − 2, for some i ≥ 2. Hence Q(x) is b-normalized.
Counting PPs using equivalence classes based on normalization
When the degree d of a PP is not a multiple of the field characteristic p, the PP can be c-normalized. As shown below, for any such PP P (x), the there is a unique triple (a, b, c) such that aP (x+b)+c is c-normalized. Moreover, each equivalence class contains exactly one nPP, and each PP belongs to exactly one equivalence class. These properties allow us to count, for a given q and d, the number of PPs in each equivalence class.
. Finally, since the constant term of Q(x), namely Q(0), is 0, c is uniquely determined by the constant term of aP (x + b).
Let Q(x) be an nPP of degree d. The equivalence class under the relation R containing Q(x), denoted by [Q] , is the set
. Let e be the lowest degree term of aQ(x + b). Then the lowest degree terms of P (x) and P ′ (x) are e + c and e + c ′ , respectively. Thus, c = c ′ and the claim follows.
Note that Lemma 8 implies that each equivalence class of R contains one and only one nPP. Thus when d is not a multiple of p, each equivalence class contains exactly q 2 (q − 1) members (including the representative nPP). Note that the equivalence classes by definition are disjoint. If the number of nPPs is k, there are kq 2 (q − 1) PPs.
Mapping nPPs to nPPs
We now describe the F -map and the G-map, two new functions that map nPPs to nPPs. We will use these functions in Section 4 to define new equivalence relations on nPPs whose equivalence classes are unions of equivalence classes of R.
The F -map
The F -map is the function that multiplies the degree (d − k) term of P (x) by t k , for all k. The F -map allows one additional coefficient to be fixed, resulting in an order of magnitude speedup in the search for PPs.
Definition 9. Define the F -map by
First, we show that the set of PPs is closed under the F -map.
Proof. We show that F (P (x)) is one-to-one. Observe that, for any nonzero t i ,
. So, P (t i−1 ) = P (t j−1 ) and, since P (x) is a PP, t i−1 = t j−1 . Therefore t i = t j . It follows that F (P (x)) is one-to-one. Hence, F (P (x)) is a permutation polynomial.
Lemma 10 provides an alternative formulation for the F -map, namely,
) denote the composition of the F -map with itself i times, for some i. Then
We will use this formulation in later proofs in this paper. By definition, the F -map multiplies the coefficient a d by t 0 = 1, so when P (x) is an nPP, F (P (x)) is also an nPP. This is formalized in Corollary 11 below.
Proof. By Lemma 10, we only need to show that F (P (x)) is normalized when P (x) is normalized. Note that the coefficient a d is the same for both P (x) and F (P (x)). Also, if the coefficient a 0 of P (x) is zero, then the coefficient t d a 0 of F (P (x)) is also 0. For c-normalization, if a d−1 of P (x) is zero, then the coefficient t 1 a d−1 is also 0. For m-normalization, if the coefficient a d−2 is zero, then the coefficient t 2 a d−2 is also 0. For b-normalization, if a d−j , for some specified j, is zero, then the corresponding coefficient t j a d−j is also 0.
Observe that the q − 1 non-zero elements of GF (q) form a cyclic group, G q−1 , under multiplication [19] . Moreover, for each k, there exists an r, (0 < r ≤ q − 1), such that the iterates, t k , t 2k , . . . , (t rk mod (q−1) = 1), form a cyclic subgroup, H t k , of G q−1 . By Lagrange's theorem, the number of elements in H t k , i.e., ord(H t k ), is a divisor of q − 1.
Consider iterations of the F -map, namely, the sequence
where
term, iterative use of the F -map yields the sequence of coefficients
where the terms are simply the elements of H t k multiplied by the common factor a d−k . This forms a cycle of length r ≤ q − 1 where r is smallest integer such that t rk mod (q−1)
The F k function gives us a third way to look at the F -map, namely, for each k, the F -map computes
. Note that iterations of the F k -map on the element 1 yields the cyclic subgroup H t k . We call this sequence of iterations the F k -cycle. Define the length of the F k -cycle to be ord(H t k ). In this paper, we are interested in those values of k for which
Observe that for any PP P (x), there is an integer s ≥ 1, such that the sequence shown in Equation (2) forms a cycle.
Definition 13. The sequence of iterates of the F -map on the PP P (x), namely
is called the F -cycle on P (x).
Consider the values of k for which the coefficient
, and let j = min k {g k }. The length of the F -cycle on P (x) is s = (q − 1)/j. That is, the length of the F -cycle on P (x) is the least common multiple of the orders of the subgroups
For example, consider GF (5 2 ). The cyclic subgroups of where mod 24 arithmetic is used in the exponents.
To illustrate the computation of F -cycles, consider the nPP P (x) = x 9 + 2x 7 + 12x 5 + 4x 3 + 17x over GF (25) . For all k, (1 ≤ k ≤ d), the non-zero coefficients are a 7 , a 5 , a 3 and a 1 , which correspond to k = 2, 4, 6, and 8 and g k = gcd(k, 24) = 2, 4, 6, and 8, respectively. We next compute j = min k {g k } = min{2, 4, 6, 8} = 2. So, the length of the F -cycle on P (x) is (q − 1)/j = 24/2 = 12.
That F 12 (P (x)) = P (x) is easily verified. Note also that the length of each respective F k -cycle is the order of the subgroup H t k , which, referring to the list above, is ord(H t 2 ) = 12, ord(H t 4 ) = 6, ord(H t 6 ) = 4, and ord(H t 8 ) = 3, and their least common multiple is 12, which is the length of the F -cycle on P (x).
In general, for larger degree nPPs over GF (q), there is a k such that gcd(k, q − 1) = 1, so the length of the F -cycle is q − 1. This means that if there is a nPP 
The G-map
The G-map is the function that raises each coefficient in P (x) to the power p. That is, Definition 14. Define the G-map by
We also consider the function G as a function on the elements of GF (q), which follows from the case the polynomial is of degree 0. We show that the set of PPs is closed under the G-map.
This is the so-called "Freshman Dream" idea, which follows from the binomial theorem and the fact that p i ≡ 0 (mod p) when p is prime [19] . So,
By assumption, P (x) is a PP, so θ = (P (0), P (1), . . . , P (q − 1)) is a permutation. It follows that π = (P (0) p , P (1) p , . . . , P (q − 1) p ) is also a permutation. Since π is the permutation generated by the polynomial (P (x)) p , it follows that (P (x)) p is a PP. Hence, G(P (x p )) is a PP, since, as shown above, (P (x)) p = G(P (x p )). This means the permutation generated by
Note also that σ = (0 p , 1 p , . . . , (q − 1) p ) is a permutation. Applying P (x) to σ yields the permutation ρ = (P (0 p ), P (1 p ), . . . , P ((q − 1) p )). Since ρ is a permutation, it is simply a reordering of the permutation θ = (P (0), P (1), . . . , P (q − 1)). Hence the sequence τ = (G(P (0)), G(P (1)), . . . , G(P (q − 1))) is simply a reordering of the permutation π = (G(P (0 p )), G(P (1 p )) , . . . , G(P ((q − 1) p ))). That is, τ is a permutation. Finally, observe that τ is the permutation generated by applying the G-map to the PP P (x). So it follows that G(
We now show that the set of nPPs is closed under the G-map.
Proof. By Lemma 15, we only need to show that G(P (x)) is normalized when P (x) is normalized. Note that the coefficient of
Hence, by definition of the G-map, the coefficient of By definition, the G-map raises each coefficient in the PP P (x) to the power p. Consider iterations of the G-map, namely, the sequence
. This forms a cycle of length m. Let
Define the length of the G-cycle on the coefficient a d−k to be this integer r k .
Observe that for any PP P (x), there is an integer r ≥ 1, such that the sequence of iterates of the G-map shown in (3) forms a cycle.
Definition 17. The sequence of iterates of the G-map on the PP P (x), namely
is called the G-cycle on P (x).
It should be noted that, for any element a in GF (q), the length of the G-cycle containing a is a divisor of m. The length of the G-cycle on P (x) is simply the least common multiple of the lengths of the G-cycles on all non-zero coefficients of P (x).
To illustrate G-cycles on coefficients, consider GF (2 4 ). The elements of GF (2 4 ) are partitioned into 6 disjoint equivalence classes (i.e., G-cycles on coefficients) by the G-map, namely the equivalence classes [0], [1] , [2], [4] , [6] , and [8] . To see this, observe that To illustrate the computation of the G-cycle on P (x), consider the degree 7 nPP P (x) =
Note that the lengths of G-cycles on each of the nonzero coefficients a d − k, (1 ≤ k ≤ 7) are 1, 4, 2 and 4, respectively, and their least common multiple, namely 4, is the length of the G-cycle on P (x).
Iterating the F -map and the G-map
We have introduced two functions, the F -map and G-map, that transform PPs into other PPs and nPPs into other nPPs. These functions can be applied sequentially. For example, we can represent the application of the F and G maps alternately two times on the PP P (x) by the sequence
, meaning one first applies the F -map, then the G-map, the F -map, and finally the G-map again. The F -map and the G-map are used together to create larger equivalence classes, allowing for a faster search for PPs.
It is interesting to note that two different sequences of compositions can represent the same transformation. In the following we show that we can replace any sequence of compositions by an equivalent sequence in which all of the G-maps are applied first, followed by some number of F -maps. The number of F -maps is related to the field characteristic p. Our result is illustrated by the following diagram, which indicates that (G • F )(P (x)) is the same as (F p • G)(P (x)), for all PPs P (x).
In Lemma 18, we show that any sequence of F -maps and G-maps is equivalent to a sequence
, and (F p • G)(P (x)), respectively, are:
Hence, the coefficients of
) and (F p • G)(P (x)) are equal and the lemma follows.
For example, let P (x) be an nPP over GF (2 5 ).
Then by an iterative use of Lemma 18, we get (
Equivalence classes based on the F -map and the G-map
The equivalence relations R and R E which we described in Section 2 allow a more efficient search for PPs by limiting the search to nPPs. More inclusive equivalence relations would optimize the search even further, by allowing the search to be restricted to representatives of equivalence classes. In this section, we introduce new equivalence relations, based on the F -map and the G-map and iterations of the maps, that merge equivalence classes, therby compressing the search space considerably. We begin with an equivalence relation induced by the F -map. Definition 19. Let P (x) and Q(x) be PPs . If P (x) can be converted into Q(x) by some sequence consisting of normalization operations and F -map operations, then P (x) and Q(x) are related by R F .
We have seen that the iterates of the F -map form a cycle. Moreover, if P (x) is an nPP, then the F -cycle on P (x) is a cycle of nPPs. We will show shortly that R F is an equivalence relation that is identical to the R E relation defined on nPPs (or PPs). We can choose any nPP in an R F equivalence class to be the representative for the class, but for convenience we usually designate the nPP with the smallest coefficient of a specific degree to be the representative. To illustrate, let P (x) be an nPP in some equivalence class, let the specific degree be d−k for some k, and consider the the coefficient of x d−k , namely a d−k . Let the multiplicative inverse of a d−k be t ik for some i. Suppose the length of the F -cycle on a d−k is q −1. Then, sequence a d−k , t k a d−k , t 2k a d−k , . . . , t rk mod (q−1) a d−k includes every nonzero element in GF (q). Specifically, one element in the F -cycle is a d−k t ik = 1. In other words, in the nPP F i (P (x)), the coefficient of x d−k takes the value 1. So, in this case we choose F i (P (x)) to be the representative of the equivalence class, making the search for nPPs more efficient since the coefficient of x d−k can be fixed to 1. That is, if there is a nPP whose (d − k) th coefficient is nonzero, there is also one whose (d − k) th coefficient is equal to 1. Notice that if the length of the F -cycle on P (x) is less than q − 1, then there may be a nPP with a nonzero (d − k) th coefficient, but not one with the (d − k) th coefficient equal to 1. In that case, if the cycle length is (q − 1)/j, for some j > 1, then one needs to search for nPPs with a (d − k) th coefficient equal to each of the values 1, 2, 3, . . . , j − 1. Note that if there is an nPP whose (d − k) th coefficient is zero, it would be chosen as the representative for the equivalence class.
So again, in our search for all permutation polynomials over GF (q) for a given q, we can reduce the search to the space of normalized PPs which are representatives of an F -map equivalence class. In other words, when the degree of the polynomial is not a multiple of the field characteristic, we restrict the search to polynomials a d Proof. Suppose that P (x) and Q(x) are R E -related. That is, suppose that Q(x) = aP (sx+b)+c for a, b, c, s ∈ GF (q) such that a = 0 and s = 0. We show that P (x) and Q(x) are R F -related. Since s = 0, we have s = t i , for some i (0 ≤ i ≤ q − 2). Consider P ′ (x) = F q−i−1 (x) = t d(q−i−1) P (x/t q−i−1 ), the last equality due to Equation (1). Then P ′ (x) = t d(q−i−1) P (sx) since t i is the inverse of t q−i−1 . Take a ′ = at di and b ′ = b/s. Note that a ′ = 0. Clearly, P ′ and P ′′ (x) = a ′ P ′ (x + b ′ ) + c are R F -related. Then
Therefore P (x) and Q(x) are R F -related.
Suppose that P (x) and Q(x) are R F -related. We show that P (x) and Q(x) are R E -related. Let P 1 (x) = P (x), P 2 (x), . . . , P k (x) = Q(x) be a sequence of permutation polynomials such that, for any i, P i (x) and P i+1 (x) are R F -related. Suppose P i+1 (x) = F j (P i (x)), for some j (0 ≤ j ≤ q − 2). Then, by Equation (1) in Section 3.1, P i+1 (x) = t dj P i (x/t j ) = aP i (sx + b) + c for a = t dj = 0, s = t −j = t q−j−1 = 0, and b = c = 0. That is, P i (x) and P i+1 (x) are R E -related.
Recall that one of our goals is to make the search for nPPs more efficient. Lemmas 21 and 22 below, show how iterations of the F -map can be used to restrict the value of one additional coefficient and hence decrease the size of the search space.
Lemma 21 shows that under certain conditions, a fourth coefficient can be restricted to the values 0 and 1. On the other hand, suppose that a d−k = t i , i ∈ {1, 2, . . . , q − 2}. Since k is relatively prime to q − 1, there is a positive integer j such that i + jk = 0 (mod q − 1). Let Q be the polynomial obtained by applying the F map j times to P . That is, let Hence Q(x) is an nPP with the desired coefficients.
If Lemma 21 does not apply, then the F -cycle is not of length q − 1. Since the length of the F -cycle must divide q − 1, it follows from Lemma 22 that, when the coefficient a d−2 is not zero, the F -cycle is of length (q − 1)/2. That is, as the coefficient a d−2 is multiplied by t 2 with each iteration of the F -map, to return in the cycle to the same coefficient a d−2 , the length of the cycle must be r, where r is the smallest integer such that (t 2 ) r = 1. It follows that r = (q − 1)/2, as this is the smallest r such that 2r = 0 mod (q − 1).
By Lemmas 21 and 22 we have shown that every equivalence class of R F contains an nPP in which four of its coefficients are either fixed or are limited to at most three choices. We have implemented this in our search algorithm, iBlast (described in Section 5.1). iBlast searches for equivalence class representatives in O(dq d−2 ) time rather than O(dq d−1 ) time, as was previously described in Section 1.
In Section 3.3 we discussed iterations of the F -map and the G-map. We now introduce a new equivalence relation, R F,G , based on such iterations. Definition 23. Let P(x) and Q(x) be nPPs of degree d, for some d. If P(x) can be converted into Q(x) by some sequence consisting of F -map and G-map operations, then P(x) and Q(x) are related by R F,G .
We present a theorem that characterizes the nPPs in the equivalence classes of R F,G , and gives the number of nPPs in each equivalence class.
Theorem 24. Let P (x) be a nPP. Then the equivalence class of R F,G containing P (x) is
where r and s are the lengths of the F -and G-cycles, respectively, and the number of nPPs in [P (x)] is rs.
Proof. This follows from Lemma 18. Clearly, [P (x)] is a subset of the equivalence class of R F,G containing P (x). Let Q(x) be a polynomial of [P (
. As the iterates of the F -map and the G-map form cycles of lengths r and s, respectively, the size of the exponents of F and G are computed by arithmetic (mod r) and (mod s), respectively. Applying Lemma 18 i times, we have
By algebra, the number of nPPs in [P (x)] is rs. The theorem follows.
For example, consider the nPP P (x) = x 8 + 4x 4 + 16x 2 + 3x for GF (2 5 ), with the primitive polynomial x 5 + x 3 + x 2 + x + 1. As there are 31 non-zero elements in GF (31), and 31 is prime, the length of the F -cycle on P (x) is 31. The iterates of G-map on the coefficient 16 give the G-cycle {16, 31, 30, 27, 24}, which has length 5. So, [P (x)] denotes an equivalence class with 31 * 5 = 155 nPPs.
Theorem 24 shows that combined iterations of the F -map and the G-map on an nPP P (x) can condense smaller equivalence classes induced by the individual maps into fewer (and larger) equivalence classes. So although the G-map by itself (unlike the F -map) does not allow an additional coefficient to be fixed, when used with the F -map, it does allow the search to include fewer equivalence classes. This increases the efficiency of the search for PPs, although not by an order of magnitude.
Algorithms for computing equivalence classes of nPPs

Algorithm iBlast
We have implemented an algorithm called iBlast (whose name is derived from our permuted first name initials) that uses Lemmas 21 and 22, and Theorem 24 to make the enumeration of nPPs more efficient. As previously remarked, iBlast searches for equivalence class representatives in O(dq d−2 ) time rather than O(dq d−1 ) time (the latter being the time bound of previous algorithms), so we are able to compute new results for various q and d. We exhibit many of these in Table 3 and give specific details in Tables 5 through 28. iBlast computes the set S of all nPPs in GF (q) of degree d. Define a mask as an array with values in {0, 1} associated with a polynomial's coefficients. 0 designates that the corresponding coefficient should be fixed at a particular value, and 1 designates the coefficient is both unfixed and nonzero. The purpose of using masks is to maximize our usage of the F -map and G-map functions. Since both the F -map and G-map take the symbol 0 to itself, masks allow us to consider only nonzero elements when selecting an additional coefficient to fix.
For example, consider the search for nPPs of degree 5 over GF (25) . Since p | d and p > 2, the masks must correspond to m-normalization, that is, to PPs in the form a 5 x 5 + a 4 x 4 + a 3 x 3 + a 2 x 2 + a 1 x + a 0 where a 5 = 1, a 0 = 0, and either a 4 = 0 or a 3 = 0. Since a 5 is always fixed at 1, Use the F -map and G-map functions to select the optimal coefficient in m to additionally fix 7 currentP olynomial = its default value where each fixed coefficient is assigned its designated value, and each unfixed coefficient is assigned 1
if currentP olynomial is a PP and currentP olynomial / ∈ S then 10 T = the set of all PPs that are R F,G -related to currentP olynomial
foreach PP P ∈ T and b ∈ GF (q) do . iBlast then iterates through the masks to search for nPPs. Each mask has at least 3 coefficients fixed due to normalization, and Lemmas 21 and 22 fix an additional coefficient, giving a total of 4 fixed coefficients.
For example, consider the G-cycles and F -cycles for the mask [0, 1, 0, 1, 0, 0] in Table 2 . Observe that for the F -cycles of a 2 we can use the G-map to map every element in the F -cycle that contains 2 (i.e., the F -cycle {2, 5, 8, 11, 14, 17, 20, 23}) to some element in the F -cycle that contains 6 (i.e., the F -cycle {3, 6, 9, 12, 15, 18, 21, 24}). If we were to therefore consider fixing the coefficient a 2 , we would only need to check polynomials where a 2 had a value of 1 or 3. However, a 4 is the better choice as it can be fixed to the single value 1 because for a 4 , the F -cycle that contains 1 also contains all non-zero elements of GF (25) .
iBlast then begins the search by creating a polynomial variable, currentP olynomial, and setting its coefficients to their assigned value if they are fixed, or 1 if they are unfixed. For our example mask [0, 1, 0, 1, 0, 0], this would correspond to the polynomial increments the polynomial as a d + 1-tuple and adds 1 to the lowest degree, unfixed coefficient. If a coefficient exceeds its maximum value, iBlast resets it to 1, since unfixed coefficients are nonzero, and the next highest unfixed coefficient is incremented. Note that if the coefficient fixed by the F -map and G-map does not reduce to a single value, we can include it in our increment function, but it only increments through the minimum necessary values as determined by the F -cycles and G-cycles.
Each time currentP olynomial is incremented, it is checked to determine if it is a PP. If currentP olynomial is a new PP, i.e., it is not already in the set S, iBlast uses the F -map and G-map functions to create the set T of all PPs that are R F,G -related to currentP olynomial.
If p | d and p > 2, m-normalization applies. In this case, for each PP in T , iBlast computes P (x + b), for all b in GF (q), and puts the resulting PPs in the set T . Note that this must be done for any search where p | d since both m-normalization and b-normalization make use of this normalization operation. Finally iBlast adds all of the newly generated PPs to S by setting S = S ∪ T and then continues to increment currentP olynomial until it reaches its maximum configuration.
Reaching the maximum configuration signifies that the process can be repeated for the next mask. iBlast terminates when all of the masks have been considered. At this point, the set S contains all nPPs in GF (q) of degree d.
Algorithm 2
Given the set S of all nPPs in GF (q), the following algorithm will create a set of equivalence class representatives.
While S is not empty, select an arbitrary P (x) in S. Compute the set T of all nPPs that are R F,G -related to P (x). If p | d, additionally compute all possible combinations of P (x + b) for each nPP in T , adding each result to T . Designate P (x) as an equivalence class representative, and S = S − T .
Results
As stated in Section 1, a brute force search for degree d permutation polynomials over GF (q) would require O(dq d+2 ) time. Normalization operations defined in [17] , for PPs in which p ∤ d, fixes three of the coefficients and therefore requires O(dq d−1 ) time. We refer to this type of normalization as c-normalization. In this paper, we have succeeded in improving the time bound by an order of magnitude, that is, lowering it to O(dq d−2 ), by fixing an additional coefficient. This improvement applies to a larger class of PPs, namely all c-normalized PPs, all PPs for which p ∤ d and p > 2 (i.e., , m-normalized PPs), and all PPs for which p ∤ d and p > 2, except when d = 2 i − 2 for some i ≥ 2 (i.e., , b-normalized PPs). We have done this by expanding the definition of normalization to include m-normalization and b-normalization, and by introducing four new equivalence relations on PPs and nPPs, namely, R E , R F , R G , and R F,G . We have been able to reduce the search space for PPs by limiting the search to equivalence class representatives. In addition, equivalence classes allow a more succinct categorization of PPs, since the equivalence classes can include quite a number of PPs. Furthermore, our new techniques apply to arbitrary q and d.
We implemented our search for equivalence classes in the algorithm iBlast and computed many new results which are shown in Table 5 . For almost all q ≤ 100 and d ≤ 10, iBlast found all nPPs and all equivalence classes. Table 5 lists the number of nPPs, the number of equivalence classes, and total number of PPs for q ≤ 97 and degree d, where 6 ≤ d ≤ 10. Note that Table 5 has columns for d ∈ {6, 7, 8, 9, 10}. For degrees d ≤ 5, all PPs have been described, for example in [7] . More recent work [10, 11, 12, 16, 22] gives all PPs of degree d ≤ 8; however, we list our results in Table 5 for completeness. Table 5 does not have columns for d ≥ 11, because the computations become too time consuming (at least for large q). However, we have been able to compute all degree 11 PPs over GF (q), for powers of primes q (16 ≤ q ≤ 32). The results are listed in Table  3 . The sum of N d (q), for 1 ≤ d ≤ 11, for prime powers q, also gives improved lower bounds for M (q, q − 11) shown in Table 6 . For example, we show that M(16,5) ≥ 5, 112, 053, 760, which improves on the lower bound given in [25] . We also computed N 12 (17) Table 3 : Number of PPs and nPPs for degree 11 polynomials over GF (q).
We also provide a website that explicitly lists NPPs and PPs of degree 1 ≤ d ≤ 10 and the values of n ≤ 100 at https://personal.utdallas.edu/ ∼ bdm170430/npps/. The nPPs are computed using normalizations from Table 1 . The equivalence classes are defined using the relations R, R F , and R F,G . The number of equivalence classes is given in parentheses. The total number of PPs is computed from the number of nPPs. In looking at Tables 5, and Tables 7 through 28 , one should keep in mind that the specific nPPs listed in the tables are for the stated primitive polynomial and for our naming convention for elements of GF (q). Our results for degrees 7 and 8 agree with those listed in [11] , [12] , and [10] , except for differences caused by naming conventions.
In some cases, there is a small number of equivalence classes representing a large number of PPs. For example, N 8 (27) = 6, 899, 256, and there are 364 nPPs, but only 6 equivalence classes as shown in Table 12 . Compare our list of classes of degree 8 PPs over GF(27) with the list given in [12] , which has 26 nPPs. The difference is that we often combined three of his nPPs into one class by the use of our R F,G relation. This gives a method to make rather concise representations of large sets of PPs. Again, for example, N 9 (32) = 9, 872, 384, and there are 311 nPPs, but only 7 equivalence classes as shown in Table 15 . Observe that, for the second through sixth nPPs in Table  15 , there is a term, either x 3 , x 6 , or x 7 , with coefficient 1. Since the number of non-zero elements is 31, which is prime, the length of the F -map has length 31. Since G(1) = 1, the G-map produces no other nPPs in the equivalence classes. So, each equivalence class has 31 elements, as defined by the F -map alone. For the last PP in Table 15 , again the length of the F -cycle on that PP is 31, but now the length of the G-cycle is applied, for example, to the coefficient 16, has length 5, namely (16, 31, 30, 27, 24) . Thus, the equivalence class of nPPs produced by the F -map and G-map combined is 31 times 5 or 155.
We note that it was stated in [24] that 32 hours were required to compute the RS code for q = 32 and d = 5; for q = 32 and d = 7, the authors were able to compute only the size of the set of PPs, not the set itself. Our algorithm iBlast allows for the computation of all nPPs, for q = 32 and d = 7, in a few seconds and, for q = 32 and d = 8, in about 10 minutes.
It should be noted that in many of our tables (Tables 7 through 28) we use variables to further reduce the table's size. For example, for q = 25 and d = 9 (see Table 10 ) there are 38 equivalence classes, which is rather large. Instead, in Table 10 , we use a variable a, with specified values, which allows the table to have 21 classes rather than 38. For example, the first class shown is x 9 + ax, where a ∈ {1, 7}. This is the union of two equivalence classes, namely those with the representatives x 9 + x and x 9 + 7x. The variable a is also used in other tables. In Table 11 , α(x) represents three sets of values for low order coefficients in the polynomial shown in the first column.
Our results on the number of PPs also give several new lower bounds for M (n, D). These are given in Table 6 . Several additional improved lower bounds can be obtained from those shown in Table 6 using the well known inequality M (n, D − 1) ≥ M (n, D)/n [7] or the operation of contraction [1] .
Lidl and Mullen [17, 18] give a list of several interesting open questions about PPs. For example, they ask about complete PPs, where a PP P (x) is called complete if P (x) + x is also a PP. There are several complete PPs in our tables. For example, x 9 and x 9 + x are both PPs for q = 3 4 .
For the reader's convenience, we provide a master list of tables in Table 4 . Table 3 Number of PPs and nPPs for degree 11 polynomials over GF (q) Table 5 Number of nPPs, Equivalence Classes, and Total number of PPs for q ≤ 97 and degree d, where 6 ≤ d ≤ 10 Table 6 New lower bounds for M (n, D) Table 7 nPP Equivalence Classes for q = 11, degree 7, and primitive polynomial x + 4 Table 8 nPP Equivalence Classes for q = 23, degree 7, and primitive polynomial x + 12 Table 9 nPP Equivalence Classes for q = 25, degree 7, and primitive polynomial x 2 + 3x + 3 Table 10 nPP Equivalence Classes for q = 25, degree 9, and primitive polynomial x 2 + 3x + 3 Table 11 nPP Equivalence Classes for q = 25, degree 10, and primitive polynomial x 2 + 3x + 3 Table 12 nPP Equivalence Classes for q = 27, degree 8, and primitive polynomial x 3 + 2x + 1 Table 13 nPP Equivalence Classes for q = 27, degree 9, and primitive polynomial x 3 + 2x + 1 Table 14 nPP Equivalence Classes for q = 32, degree 8, and primitive polynomial x 5 + x 3 + x 2 + x + 1 Table 15 nPP Equivalence Classes for q = 32, degree 9, and primitive polynomial x 5 + x 3 + x 2 + x + 1 Table 16 nPP Equivalence Classes for q = 37, degree 7, and primitive polynomial x + 13 Table 17 nPP Equivalence Classes for q = 41, degree 9, and primitive polynomial x + 17 Table 18 nPP Equivalence Classes for q = 43, degree 9, and primitive polynomial x + 13 Table 19 nPP Equivalence Classes for q = 43, degree 10, and primitive polynomial x + 13 Table 20 nPP Equivalence Classes for q = 47, degree 9, and primitive polynomial x + 12 Table 21 nPP Equivalence Classes for q = 49, degree 9, and primitive polynomial x 2 + 6x + 3 Table 22 nPP Equivalence Classes for q = 49, degree 10, and primitive polynomial x 2 + 6x + 3 Table 23 nPP Equivalence Classes for q = 71, degree 9, and primitive polynomial x + 38 Table 24 nPP Equivalence Classes for q = 73, degree 7, and primitive polynomial x + 20 Table 25 nPP Equivalence Classes for q = 79, degree 7, and primitive polynomial x + 25 Table 26 nPP Equivalence Classes for q = 81, degree 9, and primitive polynomial x 4 + 2x 3 + 2 Table 27 nPP Equivalence Classes for q = 89, degree 7, and primitive polynomial x + 76 Table 28 Number of nPPs in Equivalence Classes for prime powers q and degree d, for given primitive polynomial Table 6 : New lower bounds for M (n, D). Note: * denotes values that were obtained by coset search [5] , not by permutation polynomials. We include these for the sake of completeness.
class a number of nPPs x 7 -1 x 7 + ax 2 {3,5} 4 x 7 + x 4 + 7x -10 x 7 + x 4 + ax 2 + 3x {9,10} 20 x 7 + x 5 + 3x 3 + ax {2,4,9} 15 x 7 + x 5 + 3x 3 + 5x 2 + 8x -10 x 7 + x 5 + 2ax 4 + 3x 3 + 4a −3 x 2 + 3x {1,2} 20 x 7 + x 5 + 2ax 4 + 3x 3 + 5x 2 {1,4} 20 x 7 + x 5 + 4x 4 + 3x 3 + 9x 2 + 10x -10 x 7 + 2x 5 + 5x 3 + ax {2,3,4} 15 x 7 + 2x 5 + 5x 3 + 2x 2 + x -10 x 7 + 2x 5 + ax 4 + 5x 3 + 8a −6 x 2 + 4x {1,2} 20 x 7 + 2x 5 + 2x 4 + 5x 3 + 3x 2 + 8x -10 x 7 + 2x 5 + 2ax 4 + 5x 3 + 10a −7 x 2 + 5a 4 x {1,2} 20 x 7 + 2x 5 + 4ax 4 + 5x 3 + 5a −2 x 2 + 9a −1 x {1,2} 20 x 7 + 2x 5 + 5x 4 + 5x 3 + 8a 2 x 2 + 5a 4 x {1,2} 20 TOTAL 225 Table 7 : nPP Equivalence Classes for q = 11, degree 7, and primitive polynomial x + 4.
class number of nPPs x 7 1 x 7 + x 5 + 4x 3 + 9x 11 x 7 + x 5 + x 4 + 21x 2 + 7x 22 x 7 + x 5 + 6x 4 + 2x 3 + 6x 2 + 7x 22 x 7 + x 5 + 11x 4 + 3x 3 + 10x 2 + 22x 22 x 7 + 2x 5 + 6x 3 + 12x 11 TOTAL 89 Table 8 : nPP Equivalence Classes for q = 23, degree 7, and primitive polynomial x + 12.
class α(x) number of nPPs x 10 + 2x 8 + α(x) {3x 6 + 4x 5 + 4x 4 + x 3 + 22x 2 + 21x, 3600 10x 6 + 4x 5 + 20x 4 + 6x 2 + 23x, 12x 6 + 10x 5 + 24x 4 + 6x 3 + 7x 2 + 16x} TOTAL 3600 Table 11 : nPP Equivalence Classes for q = 25, degree 10, and primitive polynomial x 2 + 3x + 3.
class number of nPPs x 8 + x 6 + 14x 4 + x 3 + 14x 2 26 x 8 + x 6 + x 5 + 14x 4 + x 3 + 14x 2 26 x 8 + x 6 + 2x 5 + 4x 4 + 15x 3 + 14x 2 + 7x 78 x 8 + x 6 + 2x 5 + 24x 4 ax + 9x 3 + 14x 2 + 11x 78 x 8 + x 6 + 8x 5 + 11x 4 + 16x 3 + 14x 2 + 6x 78 x 8 + 2x 6 + 6x 5 + 26x 4 + 6x 3 + 17x 2 + 2x 78 TOTAL 364 class number of nPPs x 9 1 x 9 + x 3 + x 31 x 9 + x 6 + x 2 31 x 9 + x 6 + x 3 31 x 9 + x 7 + x 31 x 9 + x 7 + x 6 + x 4 + x 3 31 x 9 + x 7 + 16x 6 + 22x 5 + 16x 4 + 30x 3 + 17x 2 + 5x 155 TOTAL 311 Table 15 : nPP Equivalence Classes for q = 32, degree 9, and primitive polynomial x 5 +x 3 +x 2 +x+1.
class number of nPPs x 7 1 x 7 + x 5 + 26x 3 + 5x 18 x 7 + 2x 5 + 28x 3 + 8x 18 TOTAL 37 Table 16 : nPP Equivalence Classes for q = 37, degree 7, and primitive polynomial x + 13.
class a number of nPPs x 9 -1 x 9 + 2ax 5 + 3a 2 x {1,2,3} 30 x 9 + x 6 + 6x 3 -40 x 9 + x 7 + 4a 9 x 5 + 36a 19 x 3 + 33a −1 x {1,2} 40 x 9 + x 7 + 14a 25 x 5 + 28a −2 x 3 + 5a 4 x {1,2} 40 x 9 + ax 7 + 19a −8 x 6 + 5a 11 x 5 + 3a −7 x 4 + +16a 14 x 3 + 15a 7 x 2 + 39a −10 x {1,2} 80 x 9 + 2x 7 + 15a 16 x 5 + 2a −3 x 3 + 31a 22 x {1,2} 40 x 9 + 2x 7 + 33ax 5 + 18a 22 x 1 5 + 15a 22 x {1,2} 40 x 9 + 2x 7 + 39x 5 + 25x 3 + 35x -20 TOTAL 331 Table 17 : nPP Equivalence Classes for q = 41, degree 9, and primitive polynomial x + 17.
class number of nPPs x 9 + 2x 7 + 28x 5 + 25x 3 + 2x 21 x 9 + 2x 7 + 39x 5 + 33x 3 + 30x 21 TOTAL 42 Table 18 : nPP Equivalence Classes for q = 43, degree 9, and primitive polynomial x + 13.
class number of nPPs x 10 + x 7 + 28x 4 + 42x 14 x 10 + x 8 + 19x 7 + x 6 + 33x 5 + 29x 4 + 13x 3 + x 2 + 27x 42 x 10 + 2x 8 + 12x 7 + 32x 6 + 32x 5 + 10x 4 + 39x 3 + 15x 2 + 10x 42 TOTAL 98 Table 19 : nPP Equivalence Classes for q = 43, degree 10, and primitive polynomial x + 13.
class number of nPPs x 9 1 x 9 + x 6 + 45x 3 46 x 9 + x 6 + 13x 5 + 46x 4 + 44x 3 + 39x 2 + 19x 46 x 9 + 2x 7 + 13x 5 + 32x 3 + 22x 23 TOTAL 116 Table 20 : nPP Equivalence Classes for q = 47, degree 9, and primitive polynomial x + 12.
class number of nPPs x 9 + 3x 5 + 10x 24 x 9 + 2x 7 + 3x 5 + 4x 3 24 x 9 + 2x 7 + 21x 5 + 26x 3 + 36x 48 TOTAL 96 Table 21 : nPP Equivalence Classes for q = 49, degree 9, and primitive polynomial x 2 + 6x + 3.
class number of nPPs x 10 + x 7 + 9x 16 TOTAL 16 Table 22 : nPP Equivalence Classes for q = 49, degree 10, and primitive polynomial x 2 + 6x + 3.
class number of nPPs x 9 1 x 9 + x 6 + 3x 3 70 TOTAL 71 Table 23 : nPP Equivalence Classes for q = 71, degree 9, and primitive polynomial x + 38.
class number of nPPs x 7 1 x 7 + x 5 + 44x 3 + 31x 36 x 7 + 2x 5 + 46x 3 + 34x 36 TOTAL 73 Table 24 : nPP Equivalence Classes for q = 73, degree 7, and primitive polynomial x + 20.
class number of nPPs x 7 1 x 7 + x 5 + 72x 3 + 75x 39 x 7 + 2x 5 + 74x 3 + 78x 39 TOTAL 79 Table 25 : nPP Equivalence Classes for q = 79, degree 7, and primitive polynomial x + 25.
