In this paper, the results for the optimal conceptual design of a reentry vehicle's shape and trajectory are presented. The general problem is decomposed into disciplinary subsystems that perform separated analyses for aerodynamics, weight estimation, and flight dynamics. A novel surface grid generation program that minimizes the number of panels required to calculate the aerodynamic coefficients by the Newtonian theory is used to largely reduce the computing time required by the aerodynamic analysis. The exchange of information between the analysis subsystems required by the interdisciplinary couplings is coordinated by a multidisciplinary design optimization technique. The shape considered for the vehicle is a spherically blunted biconic. The objectives of the optimization are the cross-range and the total heat load, subject to constraints on heating rate peak, vehicle weight, and longitudinal stability.
Introduction
The conceptual design of complex engineering systems such as a space transportation system (STS) is a difficult task because it requires determining the relations between design variables that refer to different disciplines and their effects on various performance objectives. When these relations are understood, a given system can be modified to improve the criteria. The possible approaches to conceptual design are parametric analysis and optimization. Whereas the former is the prevailing method in the industry, the latter traditionally finds its niche in the academia. The advantages offered by optimization become evident as the complexity of the problem and the number of design variables increase. In parametric analysis, the design variables must be modified by the engineer on the basis of an understanding of the problems. However, the engineer can modify only few variables simultaneously. On the other hand, optimization is an automatic procedure that can handle the simultaneous variation of thousands of design variables. Furthermore, it promises to obtain optimal solutions.
The drawback of optimization is that it often requires dealing with large, highly nonlinear problems. This results in large computing times per iteration and several iterations to reach convergence. Moreover, incorporating the analysis software into the optimizer is costly. If the design problem is at the conceptual stage, the use of simplified models can lessen the time cost of the analysis. Even in this situation, the computing load and time may be large, and it is necessary to decompose the general problem into subspace analyses and coordinate them efficiently. Among problem decomposition methods, Multidisciplinary Design Optimizac 2002 The Japan Society for Aeronautical and Space Sciences tion (MDO) techniques offer the advantage that the decomposition is made with regard to disciplinary considerations (e.g., aerodynamics, weight analysis, and flight dynamics). In this way, each subspace analysis can be solved by using a dedicated software tool, usually available off-the-shelf, before integration with the optimizer.
Because of the couplings among disciplines, some variables affect more than one subsystem and are named multidisciplinary variables. Since the subspace analyses are solved separately, a necessary condition for the solution is that the final value of the multidisciplinary variables be the same in all subsystems. The MDO methods differ in the way this condition is formulated. In the most common technique, namely the Multidisciplinary Feasible (MDF) 1) method, the subsytem analyses are recursively solved until the multidisciplinary variables converge to some values. This procedure must be conducted anytime the value of one multidisciplinary variable is changed during the optimization process. Other MDO formulations such as the Individual Disciplinary Feasible (IDF) 1) method solve the multidisciplinary analysis only once per optimization iteration, thus allowing the multidisciplinary variables to take on different values in each subspace. However, a convergence of the multidisciplinary variables is realized at the system level by adjoining compatibility constraints to the optimal problem. With respect to this approach, MDF is computationally more expensive because it requires full solution of the multidisciplinary analysis at each optimization iteration.
Among all the mission phases of a reusable STS, the hypersonic entry has the strongest interrelationships between trajectory choice and vehicle requirements. The advantages of simultaneously designing and optimizing the vehicle configuration and its mission have been proved by several publications. Wurster and Eldred have integrated TPS struc-ture and trajectory design to reduce vehicle weight through a parametric study.
2) The same problem has been addressed by using an optimization method in Refs. 3, 4, and 5. In these studies, however, the vehicle shape and aerodynamic characteristics are given and are not modified by the design process. One interesting example of a vehicle's shape and trajectory integrated optimization for hypersonic entry missions is offered in Ref. 6 , but it refers to an aerocapture at Mars, and the vehicle configuration is a blunt aeroshell. More studies on a vehicle's shape and trajectory optimization can be found for the design of launching systems and their ascent trajectories, 7) possibly because the ascent phase is characterized by a wider interdisciplinary coupling than the entry phase, because of the integration of the propulsion system. The aerodynamic characteristics of the vehicle, however, are defined by the reentry phase.
The motivation for the present study was to apply a MDO technique to the integrated optimization of the shape and trajectory of a reentry vehicle. The technique used for this study is the MDF method. As mentioned, the computational work required by the MDF method is greater than that required by other methods. However, the MDF method is the most common, and has appeared to be the most robust method. 8) Moreover, because low-detail models were adopted, the computational burden of the MDF method was acceptable. Figure 1 offers an overview of the MDF architecture used. The system consists of two blocks: the multidisciplinary analysis (MDA) and the optimizer. The first is divided into geometry, aerodynamics, weight, and flight dynamics subsystem analyses. The solution of the problem is reached by iterating the following two-step procedure until an optimal solution is found.
Methodology

Problem architecture
Step 1: The current solution (or the initial solution for the first iteration) is introduced into the MDA. The solution consists of the state vector x, the controls u, and the design variables d. The state vector contains information regarding vehicle position (latitude, longitude, and altitude) and velocity (flight path angle, heading angle, and velocity magnitude) at each node of the time discretization. Similarly, the control vector contains the bank angle and angle of attack values at each node. Finally, the design variable vector describes the geometry of the vehicle. Once the solution is introduced into the MDA, the nonlinear equations in each subsytem are solved with respect to disciplinary and multidisciplinary variables. This procedure is iterated until the multidisciplinary variables converge. Then the objective function F, the constraints c, and their respective gradients are passed to the optimizer.
Step 2: The optimizer updates the values of x, u, and d to minimize the objective function subject to the constraints. It then passes the new set of variables to the MDA block and starts Step 1 for the next optimization iteration.
Couplings between disciplines can be seen in the figure. In particular, the flight dynamics analysis uses the total vehicle weight W to solve the equations of motion and to provide the peak heating rate q p . On the other hand, q p is input into the weight analysis block to size the thermal protection system and to calculate W . For the solution of the integrated analysis, a fixed-point iteration algorithm has been used.
9)
Optimization method
The optimization has been conducted by using a direct collocation method 10) and a sequential quadratic programming algorithm, 11) as integrated in program BDH. 12) Direct collocation is a common procedure used to transform a given optimal control problem into a nonlinear programming problem (NLP) by discretizing the time domain into a number N of intervals. The values of n states and m controls take on at each node are adopted as the optimization parameters. Since the states must satisfy the equations of motion, continuity constraints between successive nodes are considered. In particular, residuals are defined as functions of the states, the states derivatives, and the controls. The forms of the residuals depend on the numerical integration scheme used. The NLP problem consists in finding the state and control vectors that reduce the residuals to zero and satisfy the continuity constraints while minimizing the optimization objective. The ordinary differential equations describing the dynamics of the system can be expressed by this vectorial notation:
where the state vector x contains the n states x j with j = 1, . . . , n. The adoption, for example, of a linear integration scheme, as in the present study, yields the following set of Trans. Japan Soc. Aero. Space Sci.
continuity constraints:
In the previous equation, the superscripts refer to the node at which the variables are evaluated. For example, x (i ) is the state vector at node i corresponding to time t (i ) . To improve the numerical conditioning of the problem, the constraints are rescaled as follows:
wherex j is a reference value for the j-th state variable.
Whereas the continuity constraints are a necessary condition internal to the problem, other constraints such as path constraints on controls and other functions reflect the desire of the design engineer. If any of these constraints are not satisfied, the solution can still be regarded as feasible, although it may not be suitable to the design requirements.
As convergence criterion for the optimization, the continuity constraints of Eq. (3) together with the optimality conditions had to be satisfied within a fixed tolerance (tol 1 = 10 −4 ). The conditions on path constraints were defined in a similar fashion, but the tolerance was set at a larger value (tol 2 = 10 −3 ). No stopping criterion such as the maximum number of iterations was used to end the optimization prematurely. This sometimes required the process to go through many iterations (up to 3,000), but the results were homogeneous for the sake of comparison.
Models
A description of the models used for each discipline is given below.
Aerodynamics-For the hypersonic part of the entry (M ≥ 5), the Newtonian theory was used. According to this theory, the pressure coefficient C p is a function of the angle between the velocity vector and the inward normal to the body
where p s is the pressure in the region in contact with the body, and p ∞ , ρ ∞ , and V ∞ are pressure, air density, and velocity of the asymptotic flow, respectively. The normal coefficient C N and the axial coefficient C A can be calculated by integrating the pressure force over the portion of body surface that is impacted by the flow. Since Eq. (4) does not consider viscous effects, which are large for slender bodies at low angle of attack, the skin friction coefficient c f is evaluated as a function of the Reynolds number by using the classical theory. 13) Lift and drag coefficients are calculated by
where α is the angle of attack. The requirement for longitudinal stability is that the derivative of the pitching moment with respect to the angle of attack must be negative:
which is met if the aerodynamic center lies behind the center of gravity. In this situation, any increase to the angle of attack resulting from a disturbance produces a larger normal force and a nose-down (negative) pitching moment that restores the original position. Geometry-The vehicle's shape was defined by using the surface grid generation code OSGRINS. 14) Indicating with x, y, and z the body's roll, pitch, and yaw axes, respectively, the user must submit a continuous analytical function y = f (x) that defines the longitudinal profile of the figure. The solid of revolution resulting from rotating the curve f around the x-axis is then approximated with a number of rectangular panels. Whereas the maximum number of panels is fixed by the user, the program may relocate the panel nodes to refine the discretization step where the surface curvature increases. Furthermore, the program eliminates redundant panels, considering that to evaluate the pressure coefficient of a plane surface by the Newtonian theory requires one single panel. Noncircular solids of rotation can be defined by providing the trace of the body surface on the plane normal to the x-axis at a given x location. In Fig. 2 , some examples of solids created with OSGRINS are displayed. The left-hand figures resulted from a fixed-step discretization; the right-hand figures are the outcome of the automatic suppression of the redundant panels.
Weight Analysis-Program WAATS 15) has been used as reference for the preliminary sizing of the vehicle's total weight W . When an unpowered vehicle is considered, the relation for W has the following form, where k 1 to k 4 and a 1 to a 4 are coefficients obtained by extrapolation from databases of historical vehicles:
The total weight in Eq. (7) is given as the sum of a constant weight W 0 plus factors depending on the vehicle volume ν, the total surface S, the wet surface S wet , and the fineness ratio L/R b . The center of gravity position can be determined by calculating the centers of gravity of three ideal shapes corresponding to the first three terms in Eq. (7). These shapes are a filled solid, an external frame covering the entire vehicle surface, and an external frame limited to the wet surface area. When uniform density distributions are supposed, the volumetric density for the filled solid and the superficial densities for the two external frames are
Given the simple vehicle geometry adopted, analytical expressions for the centers of gravity of the three shapes can be easily obtained as functions of the geometry parameters and the densities in Eq. (8) . The center of gravity of the vehicle can then be calculated by linear superposition. To analyze the influence that critical center of gravity positions have on longitudinal stability, the procedure described above was sometimes overpassed by forcing the center of gravity to one particular position.
Flight Dynamics-The vehicle's trajectory is calculated by using the three-dimensional, point-mass model for an unpowered flight over a nonrotating spherical Earth. The state vector contains, respectively, relative velocity V , heading angle Ψ , flight path angle γ , latitude φ, longitude θ , and distance from Earth's center r for the following system of equations:
where g = 9.8(r/R T ) is the acceleration of gravity and R T the Earth radius. All the variables are intended in metric units. The control is performed by modulation of the angle of attack α and the bank angle σ . Drag and lift acceleration D and L are defined by
For density ρ, the 1976 U.S. Standard Atmosphere was ap-proximated by an exponential curve:
where h = R T − r is the altitude. The convective heating rate at the stagnation point is calculated by using the classical Chapman equation, 17) where a multiplicative constant has been introduced to meet Shuttle Orbiter's experimental data in the proximity of the stagnation point:
The maximum value of q during the reentry is named peak heating rate, q p . The total heat load Q is the integral of the heating between the initial and final entry times:
Results
Three problems have been considered. In problem 1 the cross-range was maximized subject to constraints on vehicle weight and maximum heating rate. In problem 2 crossrange was maximized subject to constraints on longitudinal stability and on the peak heating rate (g p = 725 kW/m 2 ). In problem 3, minimum heat load trajectories were calculated subject to the same constraints of problem 1 and to a final condition on the cross-range (λ f = 8
• ). The initial solution was obtained by an integration of Eq. (9), using the Shuttle Orbiter's nominal α-profile 19) and a constant bank angle σ = 45
• . The Shuttle's reference also served to set the initial and final conditions on velocity and altitude:
V e,i = 7,400 ms −1 , h i = 110,000 m (14a)
The shape considered is the spherically blunted biconic depicted in Fig. 3 , which is defined by five parameters: the nose radius R N , the base radius R B , the fore cone angle θ 1 , the aft cone angle θ 2 , and the ratio between the fore cone 
Optimal trajectories
In Fig. 4 , optimal trajectories for the three problems considered are depicted with the initial solution. Compared with this reference, in the two maximum cross-range problems the cross-range was doubled. Furthermore, the peak heating rate was reduced by approximately 30%. The key to the increase of the cross-range is the maximization of the time flown at maximum aerodynamic efficiency (L/D) max . This can be seen in Fig. 4c , which displays the optimal angle of attack profiles vs. time. In the first phase of the entry, the heating rate constraint is more severe, and large α are required to maximize both lift and drag and to perform deceleration at high altitudes. In the next phase, however, the value of α can be maintained around that corresponding to (L/D) max . Note that (L/D) peaks at 14
• for the maximum cross-range configuration without stability constraints and at 11
• for the stability-constrained problem. The stability constraint affected the optimal angle of attack, but not the bank angle (Fig. 4d) , showing that longitudinal stability is uncoupled from banking control.
Whereas flying at (L/D) max results in a gliding trajectory characterized by extended reentry time and range, a highdrag maneuver with a short reentry time is required to minimize heat load. Figures 4e and 4f show the trade-off between peak heating rate and heat load for the two classes of trajectory. In Fig. 4e , the two maximum cross-range solutions are shown to perform the flight on the constant heating rate boundary q p = 725 kW/m 2 . On the other hand, the minimum heat load solution is a fast entry with distinct heating peaks. This diversity is mainly a consequence of the different optimal shapes for the two problems. In fact, the angle of attack history is similar. It will be discussed in the next section that the minimum heat load problem requires a blunt configuration with limited (L/D).
High-drag reentries can reduce the heat load, but at the expense of high local peaks in heating rate and dynamic loads. Thus the reduction of peak heating rate and heat load is a trade-off problem. Here the peak heating rate was constrained, and the minimum heat load solution ended with the same cross-range and heat load levels of the reference trajectory, but with a lower peak heating rate. When no constraint on heating rate was assumed, the heat load could be reduced by up to 20% of the reference trajectory value.
Optimal shapes
In Fig. 5 , optimal shapes for the three problems considered and different vehicle weight values are depicted along with the baseline for comparison. The peak heating rate for all the cases is q p = 725 kW/m 2 . At a glance, the shape of the two families of maximum cross-range vehicles (Fig. 5a and Fig. 5b ) appears to be slenderer than that of the minimum heat load vehicles (Fig. 5c) . In Fig. 5b , the effect of the longitudinal stability constraint is evident from the large difference between fore and aft cone angles. A detailed analysis of these results is given below. Maximum Cross-range-The general result for this class of problems indicated that the optimizer first selects the geometry that maximizes (L/D), and then modulates the flight controls to shape the trajectory consistently with the constraints. In fact, by increasing the (L/D), the optimizer improves the controllability of the trajectory problem. Should the inviscid Newtonian theory of Eq. (4) be adopted, the (L/D) would be maximized by slender shapes. Because of this, the optimizer would select slender shapes. However, the applicability of the Newtonian model is limited to blunted shapes with large impact angles between flow and body. For this reason, it was necessary to consider the effect of the skin friction in the calculation of C A , as described above. In Fig. 6 , the results of the maximum cross-range problem are shown for some design parameters with respect to the peak heating rate, q p . Each curve refers to a different vehicle weight from W = 20 to 70 tons. The main effect of the heating rate constraint is on the nose radius, which increases when a low q p is demanded, as expected from Eq. (12) . The variation of R N with the weight constraint is more difficult to analyze. Decreasing the weight favors deceleration at high altitudes. According to Eq. (12), such a deceleration permits to reduce the peak heating rate. Alternatively, if the peak heating rate is to be maintained constant, a decrease of V in Eq. (12) allows a reduction of the nose radius R N . This explains the reduction of R N when the vehicle weight is decreased from W = 60 tons to W = 30 tons in Fig. 6 . However, when the weight constraint is reduced from W = 30 tons to W = 20 tons, the nose radius increases. This can be explained as follows. When tight constraints on W are considered, such as W = 20 tons, the design becomes restricted to shapes with low (L/D). This results in an attenuation of the altitude skips typical of lifting body descent. In conclusion, the favorable effect that the deceleration at high altitudes has on the heating rate reduction is obliterated by the fact that the vehicle penetrates the atmosphere more deeply. For this reason, the nose radius must be increased when the vehicle weight is reduced to W = 20 tons. It is useful to normalize the nose radius to the base radius: The sensitivity of R N /R B to the weight appears more uniform than that of R N .
The coupling between vehicle and trajectory design in the heating-constrained problem can also be observed in the figures depicting the base radius and the average cone angle. For strong heating rate constraints, both these parameters contribute to give slender shapes with large (L/D). This allows a gliding entry on the heating rate boundary.
An interesting result is that the fineness ratio L/R B is nearly constant for all the weight levels considered. Thus its optimal value depends only on the heating requirement. This is a general trend of the results: The weight constraint mainly affects the indicators of the vehicle's size (L and R B ). On the other hand, the heating rate constraint influences the nondimensional parameters that describe the vehicle's shape (R N /R B , L/R B , and θ ).
Other characteristic parameters not shown in the figures are k L , which varied between 0.45 and 0.65, meaning that fore and aft cone lengths are comparable, and the ratio θ 1 /θ 2 , which ranged from 0.8 to 1.3.
Stability-Constrained Maximum Cross-range ProblemThe same problem has been solved by adding the consideration of longitudinal stability. Since the requirement is that the aerodynamic center be behind the center of gravity or that the static margin (x CP -x CG )/L be positive, x CG has been progressively shifted toward the vehicle's aft (y CG = 0 was assumed).
In Fig. 7 , some geometry parameters are depicted vs. x CG for different vehicle weight levels. Most comments made in reference to the previous problem also hold in this case. The main effect of the stability constraint is that the fore part of the vehicle is designed to be much slenderer than the aft part to move the aerodynamic center backward, and to compensate the shift of x CG in the same direction. This can be seen, for example, from θ 1 /θ 2 reaching the value of 0.3 in the most constrained problem.
Minimum Heat Load and Heating Rate-In this final problem, the total heat load has been minimized subject to constraints on heating rate and to the final condition on latitude λ f = 8
• . The results are shown in Fig. 8 . Compared with the maximum cross-range results, in this case the optimal shape requires both a blunter nose and a larger cone angle (nearly constant around θ = 11
• ). The fineness ratio is about half that of the maximum cross-range solution, at L/R B ∼ = 4. The ratio R N /R B , which has already been recognized as a useful indicator of heating performance, is larger in most situations, and nearly constant around R N /R B = 0.25. Not shown in the figure, the parameter k L remained at the bound limit k L = 0.1, yielding a simple conic shape.
An important outcome is that the geometry parameters vary only slightly with respect to the heating rate constraint. In particular, all the nondimensional parameters (R N /R B , L/R B , θ , and k L ), which are indicators of vehicle shape, appear to be nearly independent not only of the weight constraints (as observed in the previous sections), but also of the heating rate constraints. The reason for this is that the trade-Trans. Japan Soc. Aero. Space Sci. off between heat load and heating rate is intrinsically associated with trajectory design. Thus the results suggest that the optimal shapes for heat load and peak heating rate performance are similar. Once the shape is selected, the weight constraint determines the size of the vehicle, while the tradeoff between heat load and peak heating rate is mainly conducted by modulation of the flight controls and the kind of entry trajectory.
Conclusions
In this study a multidisciplinary design optimization (MDO) technique was applied to the optimal conceptual design of a reentry vehicle. As a method for investigating the sensitivities of coupled subsystems such as flight trajectory and vehicle shape, MDO provided many interesting insights. It helped to identify and correct some deficiencies of the original aerodynamic model. For the quantitative aspect of the design problem, the baseline vehicle and trajectory were largely improved, often with respect to conflicting performance criteria such as cross-range, heating rate, and heat load.
With respect to trajectory design, the key factor in maximizing range was to perform the flight at the maximum (L/D). The trade-off between total heat load and local peak heating rate could be controlled by selecting the trajectory shape between fast and gliding entries, respectively. With regard to the vehicle's shape, the constraint on maximum weight mostly affected the indicators of the vehicle's size (L and R B ), but it did not influence their ratio (the fineness ratio L/R B and the ratio R N /R B ), which depended on the heating rate requirement. Slender cones were generated by the maximum cross-range problem, whereas the minimization of the aerothermal loads required blunted geometries. In the last situation, the trade-off between heating rate and heat load produced no evident changes on the optimal shape, but could be achieved by modulation of the trajectory controls. Adding the longitudinal stability constraint to the maximum cross-range problem modified the optimal shape from a simple conic to biconics with a much slenderer fore part than aft part.
In the next studies, the difference of performance between the present and other MDO formulations will be investigated. The models used for this study will be refined, and additional problems such as the ascent or orbiting phase could be considered to provide the complete preliminary design of a space transportation system.
