Abstract. We study the asymptotic of the Bergman kernel of the spin c Dirac operator on high tensor powers of a line bundle.
Introduction
The Bergman kernel in the context of several complex variables (i.e. for pseudoconvex domains) has long been an important subject (cf, for example, [2] ). Its analogue for complex projective manifolds is studied in [28] , [26] , [30] , [14] , [23] , establishing the asymptotic expansion for high powers of an ample line bundle. Moreover, the coefficients in the asymptotic expansion encode geometric information of the underlying complex projective manifolds. This asymptotic expansion plays a crucial role in the recent work of [19] where the existence of Kähler metrics with constant scalar curvature is shown to be closely related to Chow-Mumford stability.
In this paper, we study the asymptotic expansion of Bergman kernel for high powers of an ample line bundle in the more general context of symplectic manifolds and orbifolds. One of our motivations is to extend Donaldson's work [19] We also study the asymptotic expansion of the corresponding heat kernel and relates it to that of the Bergman kernel. Let exp(− In fact, this gives us a way to compute the coefficient b r (x), as it is relatively easy to compute b r,u (x) (cf. (3.107), (3.124)). As an example, we compute b 1 which plays an important role in Donaldson's recent work [19] . Note if (X, ω) is Kähler and J = J, then B p (x) ∈ C ∞ (X, End(E)) for p big enough, thus b r (x) ∈ End(E) x . , and {e i } is an orthonormal basis of (X, g
T X
). Theorem 1.3 was essentially obtained in [23] , [29] by applying the peak section trick, and in [14] , [30] and [15] by applying the Boutet de Monvel-Sjöstrand parametrix for the Szegö kernel [11] . We refer the reader to [19] , [29] for its interesting applications. Our proof of Theorems 1.1, 1.2 is inspired from the local Index Theory, especially from [7, §11] , and we derive Theorem 1.1 from Theorem 1.2. The method can be easily generalized to the orbifold situation. 
) and their derivatives with order ≤ 2r − 1 (resp. 2r) and J
.
Moreover if the orbifold (X, ω) is Kähler, J = J and the proper orbifold vector bundles
, R E and their derivatives with order ≤ 2r − 1 at x. This paper is organized as follows. In Section 2, we recall a result on the spectral gap of the spin
be the Levi-Civita connection of the metric g X) (cf. also [25, §2] 
, the space of smooth sections of E p , is given by
We denote the corresponding norm with · L 2 . Let {e i } i be an orthonormal basis of T X. 
. Set
is the scalar curvature of (T X, g T X ), and
Then the Lichnerowicz formula [3, Theorem 3.52] (cf. [25 
If A is any operator, we denote by Spec(A) the spectrum of A. 
Moreover SpecD
Bergman kernel
In this Section, we will study the uniform estimate with its derivatives on t = 
Then F (a) lies in Schwartz space S(R) and F (0) = 1.
Let P p be the orthogonal projection from Ω
be the smooth kernel of P p , F (D p ) with respect to the volume form dv X (x ). Then by (1.2)
Then by Theorem 2.2,
As X is compact, there exist Denote by ∇ U the ordinary differentiation operator on
Let {ϕ i } be a partition of unity subordinate to {U i }. We define a Sobolev norm on the l-th Sobolev space H
Let Q be a differential operator of order m ∈ N with scalar principal symbol and with compact support in U i , then
which are differential operators of order m − 1, m respectively. By (3.10), (3.11) ,
From (3.12), for m ∈ N, there exists C m > 0 such that for p ≥ 1. 
We deduce from (3.14) and (3.15) that if P, Q are differential operators of order m, m with compact support in U i , U j respectively, then for any l > 0, there exists C l > 0 such that for p ≥ 1,
On U i × U j , by using Sobolev inequality and (3.6), we get our Proposition 3.1.
By the finite propagation speed [13] , [16] , [12, §7.8] , [27, §4.4 
To compare the coefficients of the expansion of P p (x, x ) with the heat kernel expansion of exp(− u p D 2 p ) in Theorem 1.2, we will use again the finite propagation speed to localize the problem.
The functions G u (a), H u (a) are even holomorphic functions. The restrictions of G u , H u to R lie in the Schwartz space S(R). Clearly,
be the smooth kernels associated to
Proof. By (3.17), for any m ∈ N there exists C m > 0 (which depends on ε) such that
As (3.16), we deduce from (3.14) and (3.20) that if P, Q are differential operators of order m, m with compact support in U i , U j respectively, then there exists
On U i × U j , by using Sobolev inequality, we get our Proposition 3.3.
Using (3.17) and finite propagation speed [12, §7.8] , [27, §4.4] , it is clear that for
Rescaling and a Taylor expansion of the operator
(uZ). Let {e i } i be an oriented orthonormal basis of T x 0 X. We also denote by {e i } i the dual basis of {e i }. Let e i (Z) be the parallel transport of e i with respect to ∇ T X along the above curve. Now, for ε > 0 small enough, we will extend the geometric objects on B 
First of all, we denote
ε J be the metric and complex structure on X 0 . Let
Then we calculate easily that its curvature
Thus R L 0 is positive in the sense of (2.1) for ε small enough, and the corresponding constant µ 0 for R L 0 is bigger than 
. We also trivialize Λ(T * (0,1)
Using S L and the above discussion, we get an isometry Λ(T * (0,1)
p be the Dirac operator on X 0 associated to the above data by the construction in Section 2. By the argument in [25, p. 656-657], we know that Theorem 2.2 still holds for
p , and let P 0 p (x, x ) be the smooth kernel of P 0 p with respect to the volume form dv X 0 (x ).
Proof. Using (3.2) and (3.25), we know that
, thus we get (3.26).
To be complete, we prove the following result in [3, Proposition 1.28]. 
with respect to the frame { e i } of T X. Let ∂ i = ∇ e i be the partial derivatives along e i . By the definition of our fixed frame, we
i,j=1 be the 2n × 2n-matrix such that 
By (3.29), (3.36), we get (3.27).
Denote by ∇ U the ordinary differentiation operator on
) and their derivatives at x 0 to order r − 1 (resp. r − 2, resp. r − 1, r − 2) such that if we denote by We identify (det(T
and ∇ L with respect to any fixed frames for E, det(T 
respectively, by the definition of our fixed frame, we have as in (3.28)
Expanding the Taylor's series of both sides of (3.44) at Z = 0, we obtain
By equating coefficients of Z α on both sides, we see from this formula
Especially, 
By Lemma 3.5, (3.45) and (3.48), we get our Theorem.
3.3. Uniform estimate on the heat kernel and the Bergman kernel. Recall that the operators L t 2 , ∇ t were defined in (3.37). We also denote by , 0 and 0 the scalar product and the
). Let κ(Z) be the smooth positive function defined by the equation 
Proof. Now from (2.5),
Thus from (3.50), (3.52),
From (3.53), we get (3.51).
Let δ be the circle in C of center 0 and radius µ 0 /4, and let ∆ be the oriented path in C which goes parallel to the real axis from +∞ + i to 
Proof. The first inequality of (3.55) is from (3.54). Now, by (3.51), for
exists, and we have
Now we change the last two factors in (3.56), and apply (3.57), we get
The proof of our Theorem is complete. . There exists 
as a linear combination of operators of the type
By Proposition 3.9, the norm 1,−1 t of the operators R j ∈ R t is uniformly bound by C. By Theorem 3.8, we find that there exist C > 0, N ∈ N such that the norm 
Proof. By (3.54), for any k ∈ N * , e −uL t 
Next we study L t * 2 , the formal adjoint of L t t * 2 has the same structure (3.62) as the operator L t 2 , especially,
After taken the adjoint of (3.70), we get
From (3.68), (3.69) and (3.71), we get if
and the volume form dv T X (Z) as in (3.50). Observe that by (3.48), (3.50), there exists 
Thus by (3.48), (3.74), we derive (3.67) for the case when r = m = 0 and C = 0.
To obtain (3.67) in general, we proceed as in the proof of [6, Theorem 11.14] . Note that the function f is defined in (3.1). For h > 1, put
Then there exist C , C 1 > 0 such that for any c > 0, m, m ∈ N, there is C > 0 such that
For any c > 0, let V c be the images of {λ ∈ C, |Imλ| ≤ c} by the map λ → λ 
Using finite propagation speed and (3.75), we find that there exist a fixed constant (which depends on ε) c > 0 such that
By (3.77), we see that given k ∈ N, there is a unique holomorphic function K u,h,k (λ) defined on a neighborhood of V c such that it verifies the same estimates as K u,h in (3.77) and K u,h,k (λ) → 0 as λ → +∞; moreover
Thus as in (3.68),
By (3.69), (3.71) and by proceeding as in (3.72)-(3.74), we find that for
By (3.67) for r = m = C = 0, (3.82), we get (3.67) for r = m = 0.
To get (3.67) for r ≥ 1, note that from (3.68), for k ≥ 1
We have the similar equation for
We claim that A k r (λ, t) is well defined and for any m ∈ N, there exist
In fact, by (3.60), 
Now, by using the similar formula (3.85) for ∇
is a differential operator on T x 0 X with the same structure as L t 2 . Then by the above argument, we get (3.67) for m ≥ 1.
Let P 0,t be the orthogonal projection from C 
Proof. Note that
By (3.67), (3.89), (3.91), we get (3.90).
Remark 3.13. Under the condition of Lindholm [22] , the metric on the trivial holomorphic line bundle on C For k big enough, set
Certainly, as t → 0, the limit of t,m exists, and we denote it by 0,m .
Theorem 3.14. For any r, k > 0, there exists
Proof. Note that by (3.48), (3.50), for t ∈ [0, 1],
An application of Taylor expansion for (3.60) leads to the following equation, if s, s has compact support,
Thus we get the first inequality of (3.93). Note that
Now from (3.95) and (3.96),
Now from the first inequality of (3.93) for r = 0, (3.85) and (3.97), we get (3.93). 
On the other hand, by (3.99), (3.101)
, we get (3.98). In the same way, we get (3.98) for J r,u,t .
Proof. By (3.92), (3.98),
Now by Theorem 3.11 and (3.92), J r,u , F r,u have the same estimates as in (3.67), (3.90). Again from (3.92), (3.98) , and the Taylor expansion, we get (3.102).
3.4. Evaluation of J r,u . For u > 0, we will write u∆ j for the rescaled simplex {(u 1 
X) is positive, and the J action on T X is skew-symmetric. We denote by det C for the determinant function on the complex bundle 
Theorem 3.17. For r ≥ 0, we have
where the product in the integrand is the convolution product. Moreover, there exist Proof. We introduce an even extra-variable σ such that σ
(Z, Z ). We prove (3.108) by iteration. By (3.106), (3.107) and Theorem 3.6, we immediately derive (3.108). By the iteration, (3.106) and Theorem 3.6, the polynomial of Z, Z has the same parity with r. 
does not depend on u > 0 by (3.110), as P 0,t does not depend on u. Moreover, by taken the limit of (3.90) as t → 0,
We denote by
, and by
Let P (Z, Z ) be the Bergman kernel of L 0 2,C , i.e. the smooth kernel of the orthogonal projection from C
). From (3.106), (3.107), we get as u → ∞,
uniformly on any compact set of T x 0 X × T x 0 X. From (3.108), (3.113), (3.115),we know that as u → ∞,
). (3.116) and by (3.113), (3.115) and (3.116),
We note in passing that, as a consequence of (3.26), (3.110) and (3.118), we obtain the following estimate. 
From Theorem 3.17, we know that J r,u (0, 0) = 0 for r odd. Thus from (3.113), P (r) (0, 0) = 0 for r odd. Thus from (3.119), for Z = Z = 0, m = 0, we get
Moreover, from Theorems 3.6, 3.17, (3.104), we get the property on b r in Theorem 1.1. To get the last part of Theorem 1.1, we notice that the constants in Theorems 3.11 and 3.15 will be uniform bounded under our condition, thus we can take C k, l in (1.6) independent of ω. Thus we have proven Theorem 1.1.
From Proposition 3.3, Theorem 3.17, we know that for any u > 0 fixed, there exists
Thus from (3.102), (3.118), (3.122), we get (x, x) . As an example, we will calculate b 1 in the next section.
In practice, we choose
an orthonormal basis of T (1, 0) x 0 X, such that 
Applications
This section is organized as follows. In Section 4.1, we calculate the coefficient b 1 in Theorem 1.1 when the manifold is Kähler. In Section 4.2, we extend Theorem 1.1 to the orbifold case. Again the finite propagation speed allows us to localize the problem which was also used in [24] . 4.1. Kähler case. In this Section, we assume that (X, ω) is Kähler and J = J, and the vector bundles E, L are holomorphic on X. Then a j (x) = 2π for j ∈ {1, · · · , n} in (3.125). Note that for {w j } (resp. {e j }) an orthonormal basis of T (1, 0) X (resp T X), the scalar curvature r X of (X, g T X ) is given by X, and ∇
is the holomorphic Hermitian connection on T (1, 0) X. In this situation, the Clifford connection ∇
, the natural connection induced by ∇ 
By a direct calculation (3.60) or by Lichnerowicz formula in [4, Proposition 1.2], we know
Thus from (4.3), (3.38), (4.7), (4.8),
From (4.5), (4.9) and the fact that R T X is a (1,1)-form, we derive (4.4).
Proof of Theorem 1.3. From (3.106), (4.4), (4.10)
By (3.107), (4.4), (4.10), J 1,u (Z, Z ) = 0, and
. Then from (4.11)-(4.13), we get
Thus by (1.5), (3.124), , and
runs over the conjugacy classes in G x }. Then ΣX has a natural orbifold structure defined by (cf. [20] ) 
, and E, F are proper orbifold vector bundles, then the operator Q has a C k -kernel. In fact, Q Ux lifts to a pseudo-differential operator Q Ux on U x and for
, we have (cf. also [24, (2. 2)])
is the kernel of the operator
Proof. of Theorem 1.4. At first, we have the analogue of Propositions 3.1,
To prove (4.19), we work on U x i , and the Sobolev norm in (3.9) is summed on U x i .
Note that on orbifold, the property of the finite propagation speed of hyperbolic equation still holds if we check the proof therein [12, §7.8] , [27, §4.4] as pointed out in [24] . Thus for x, x ∈ X, if d(x, x ) ≥ ε, then F (D p )(x, x ) = 0, and given x ∈ X, F (D p )(x, ·) only depends on the restriction of D p to B X (x, ε). Thus the problem to compute the asymptotic expansion of B p (x) is local. Now, we replace X by R
2n
/G x 0 , and let L, E be the G x 0 -equivariant vector bundles on U x 0 corresponding to L, E on U x 0 /G x 0 . In particular, G x 0 acts linearly and effectively on R
. We will add a superscript to indicate the corresponding objects on R We will denote P (r) in (3.108) by P Here X j runs over all the connected component of X ∪ ΣX and g acts on L| X j as multiplication by e iθ j , and m j is the multiplicity of X j defined in [20] (cf. also [24] ).
Especially, if ΣX = {y j } is finite points, then m j = |G y j | and g| Λ(T * (0,1) X)⊗E • I C⊗E = g| E • I C⊗E . Moreover, as g commutes with J x 0 , from (3.114), for Z = z + z, 
