Abstract. These are the lecture notes to the author's course "A relative version of Geometric Invariant Theory" taught during the mini-school "Moduli spaces" at the Banach Center in Warsaw which took place in April 2005.
Introduction
Suppose that X is a complex projective manifold, that G is a reductive linear algebraic group, and that ρ : G −→ GL(V ) is a representation of G. Using ρ, we may associate to any principal G-bundle P on X a vector bundle P ρ with fiber V . We would like to study ρ-pairs, i.e., triples (P, L , ϕ) which are composed of a principal G-bundle on X, a line bundle L on X, and a non-trivial homomorphism ϕ : P ρ −→ L . There is a natural equivalence relation on the set of all ρ-pairs. The topological background data of a ρ-pair are the element τ ∈ π 1 (G) that classifies the topological principal G-bundle underlying P and the degree d of the line bundle L . The precise program that we would like to carry out is the following:
• Define a (parameter dependent) notion of (semi)stability for ρ-pairs.
• Show that, for τ ∈ π 1 (G) and d ∈ Z, the equivalence classes of stable ρ-pairs (P, L , ϕ), such that P has the topological type τ and the degree of L is d, are parameterized by a quasi-projective moduli scheme M .
• Show that M may be compactified by a scheme M whose points parameterize the semistable ρ-pairs with the given topological background data with respect to some coarser equivalence relation, usually called S-equivalence. The above problem has a considerable history in the mathematical literature (which we are not going to trace back). The motivation to study it ranges from such different fields as:
• Classification of complex algebraic varieties.
• Investigation of the (real analytic) spaces of representations of the fundamental group of X in a real form of G.
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Lecture I: Algebraic groups and their representations
As explained in the introduction, Geometric Invariant Theory deals with the actions of certain algebraic groups on algebraic varieties and the possibility of forming appropriate quotients. Thus, in a first step, we will have to introduce the necessary notions from the theory of (linear) algebraic groups. This will be done in the first section of this chapter. The most important class of actions one has to understand for studying Geometric Invariant Theory are linear actions of affine algebraic groups on vector spaces. These actions are representations of the corresponding algebraic groups and are presented in the second section. In the final section, we begin the investigation of the problem of forming quotients of vector spaces by linear actions of an algebraic group.
Basic definitions
The theory of algebraic groups is an important field of Algebraic Geometry in its own right. Standard references which include proofs of all the claims made below are the books [6] , [19] , and [45] . The more courageous reader may directly refer to SGA 3. Definition 1.1.1. i) A linear or affine algebraic group is a tuple (G, e, µ, inv) with
• G an affine algebraic variety, • e ∈ G, the neutral element, • µ : G × G −→ G a regular map, the multiplication, and • inv : G −→ G a regular map, the inversion, such that the axioms of a group are satisfied, i.e., the following diagrams are commutative: 
In these diagrams, e G : G −→ G stands for the morphism g −→ e, g ∈ G.
ii) Let G and H be linear algebraic groups. A homomorphism from G to H is a regular map h : G −→ H which is at the same time a group homomorphism, i.e., the following diagram is commutative:
iii) A (closed) subgroup H of an algebraic group G is a closed subvariety of G which is also a subgroup. Remark 1.1.2. A linear algebraic group G is non-singular as an algebraic variety. Example 1.1.3. i) One checks that the kernel of a homomorphism h : G −→ H between linear algebraic groups is an example for a subgroup of G.
ii) The general linear group GL n (C) is a linear algebraic group: • GL n (C) is the open subvariety { det = 0 } ⊂ M n (C). We have the morphism
) .
This yields the description
so that we have realized GL n (C) as a closed subvariety of the affine variety M n (C)× A 1 C ; • the neutral element is the identity matrix;
• multiplication is matrix multiplication, which is obviously regular;
• and the inversion is the formation of the inverse matrix. The regularity of that operation results from Cramer's rule. The group C = GL 1 (C) is just the multiplicative group of the field C, viewed as an algebraic group.
The special linear group SL n (C) is a closed subgroup of GL n (C). It is described by the polynomial equation det = 1; SL n (C) is the kernel of the homomorphism det : GL n (C) −→ C between linear algebraic groups.
ii) A homomorphism χ : G −→ C is called a character of G. The characters of G form an abelian group which is denoted by X(G).
For G = GL n (C) and any r ∈ Z, the map g −→ det(g) r is a character of G. Conversely, one shows that any character of GL n (C) is of that shape. This may be deduced from the fact that the coordinate algebra of GL n (C) is isomorphic to the ring C[x i j , i, j = 1, ..., n; det −1 ]. iii) A linear algebraic group T which is isomorphic to (C ) ×n is called a(n) (algebraic) torus. For its character group, we find X(T ) ∼ = X((C ) ×n ) ∼ = Z n . In the latter identification, a vector α = (α 1 , ..., α n ) ∈ Z n yields the character (z 1 , ..., z n ) −→ z
iv) A one parameter subgroup of G is a homomorphism λ : C −→ G. The one parameter subgroups of a torus T also form a free abelian group X (T ) of finite rank.
Given a character χ and a one parameter subgroup λ of T , the composition χ • λ : C −→ C is given as z −→ z γ for a uniquely determined integer γ. We set λ , χ := γ. In this way, we obtain the perfect pairing ., . : X (T )×X(T ) −→ Z, i.e., the induced homomorphism X (T ) −→ X(T ) ∨ is an isomorphism.
v) It can be shown that any linear algebraic group is isomorphic to a closed subgroup of a general linear group.
Representations
The fundamental example of forming the quotient of a vector space by the linear action of a reductive affine algebraic group forms the technical heart of Geometric Invariant Theory. These linear actions are so-called representations of the affine algebraic group. Thus, we discuss this notion in the following paragraphs. The reductivity of an affine algebraic group can be characterized in terms of its representation theory. This motivates the notion of a linearly reductive affine algebraic group which will also be highlighted in this section.
A good introduction to the representation theory of general linear groups in characteristic zero are the lecture notes [23] . In positive characteristic, the representation theory of general linear groups becomes more involved [13] . More advanced topics in the representation theory of linear algebraic groups are contained in [21] . Definition 1.2.1. i) Suppose V is a finite dimensional complex vector space and G is a linear algebraic group. We consider V as an affine algebraic variety. A (left) action of G on V is a regular map σ : G ×V −→ V, satisfying the axioms:
Giving the action σ is the same as giving the homomorphism
In this correspondence, one associates to a homomorphism ρ the action
In the above situation, V is also said to be a (left) G-module and the homomorphism ρ to be a (rational) representation.
ii) Let V and W be two G-modules. 
.., n, of representations, we may associate new representations, using constructions from Linear Algebra, e.g.,
Further representations are direct sums ρ 1 ⊕ · · · ⊕ ρ n , symmetric powers Sym r (ρ), or exterior powers r ρ.
If we use this basis to identify GL(V ) with GL n (C), then the image of ρ lies in the group of diagonal matrices. Thus, we say that the representation is diagonalizable.
iii) Let T = (C ) ×n be a torus and ρ : T −→ GL(V ) a representation of T on the vector space V . Then, ρ is diagonalizable. More precisely, the T -module V is isomorphic to χ∈X(T ) V χ with
iv) In any course on Linear Algebra, one considers the following actions of linear algebraic groups on vector spaces: 
ii) The representation of GL n (C) on M n (C) is not irreducible. The vector space M 0 n (C) of matrices with trace zero is a submodule, and we may write
iii) As we have seen before, a torus T is linearly reductive. The irreducible modules are those of dimension zero and one.
iv) Every finite group is a reductive linear algebraic group (known as THEOREM OF MASCHKE). To see this, let V be a G-module, W a G-invariant subspace, and U a vector space complement to W . Let π : V −→ W be the projection (which is not necessarily G-equivariant). Define
This is G-equivariant and surjective. Indeed, π(w) = #G · w for w ∈ W . Now, U := ker(π) is the G-invariant complement we have been looking for.
v) Special and general linear groups are linearly reductive. The product of linearly reductive groups is linearly reductive, so that GL m (C)×GL n (C) is also linearly reductive.
vi) In positive characteristic, the only linearly reductive algebraic groups are finite groups whose order is coprime to the characteristic and tori, or products of such groups. There is a notion of reductivity which is defined intrinsically (see [6] , [19] , and [45] ). In characteristic zero, this notion is equivalent to "linear reductivity" (see [19] , [22] ). In positive characteristic, it is equivalent to "geometric reductivity" (see [42] ) which is weaker than "linear reductivity", but suffices to develop Geometric Invariant Theory. In that weaker sense, special and general linear groups are reductive.
vii) The additive group G a (C) of C is not linearly reductive. We have
viii) For non-negative integers a and c, define the GL(V )-module ix) If the reductive group G is embedded into a general linear group GL(V ), then the following result tells us that any representation of G may be extended to a representation of GL(V ).
Proposition. Let ι : G ⊆ GL(V ) be a closed subgroup and ρ : G −→ GL(U) a representation of G. Then, there exists a representation ρ : GL(V ) −→ GL(W ), such that ρ is a direct summand of the representation ρ • ι.
x) We introduce an important class of particular representations which are building blocks for all representations.
ii) For non-negative integers a, b, and c, set
As an exercise, the reader may check-without using linear reductivity-that a representation may always be decomposed into a direct sum of homogeneous representations. This result, thus, holds in any characteristic. Proof. We find non-negative integers a i , and
is a direct summand of
Proofs for the assertions in viii)-x) are contained in [23] . In positive characteristic, the latter result fails in general. It remains, however, true for homogeneous polynomial representations, provided the degree α is smaller than the characteristic of the base field. The reader will check that the proof of Proposition 5.3 in [23] works in that setting.
The problem of taking quotients
Let G be a linear algebraic group, ρ : G −→ GL(V ) a representation, and σ : G ×V −→ V the resulting action of G on V . We have the equivalence relation
Denote by V / ρ G the set of equivalence classes. The fundamental question we would like to consider is:
Problem. Does V / ρ G carry (in a natural way) the structure of an algebraic variety?
In particular, we expect a regular map
This map would be continuous. For v ∈ V , the fiber π −1 (π(v)) therefore would be a G-invariant closed subset which contains the orbit G · v. This implies that π would be constant not only on orbits but also on their closures. In other words, the answer to the above problem is "no", if there are non-closed orbits. But non-closed orbits easily do occur:
which is associated to the representation ρ :
The orbits are {0} and lines through the origin with the origin removed. Thus, {0} is the only closed orbit, and 0 is contained in the closure of every orbit.
The notion of a quotient has, therefore, to be modified. The appropriate notion is introduced in the following definition. 
The next task is to characterize V // ρ G through its functions. We have
and the action
and the restriction of ρ to Sym
This ring is the potential coordinate algebra of the categorical quotient. In the next lecture, we shall investigate under which circumstances this construction really does work.
Lecture II: The basic results of Geometric Invariant Theory and examples
This section introduces the core results of Geometric Invariant Theory, namely the fundamental existence results on quotients and the Hilbert-Mumford criterion. The standard reference is, of course, Mumford's book [27] . Other, more user friendly treatises are the books [9] , [22] , and [29] .
2.1. Finite generation of the ring of invariants: The theorem of Hilbert and Nagata Let G be a linear algebraic group, ρ : G −→ GL(V ) a representation, and σ : G ×V −→ V the action of G on V . In this set-up, we have defined the ring of invariants
This is exactly the ring of regular functions on V which are constant on all G-orbits.
Theorem 2.1.1 (Hilbert/Nagata). Suppose that, in the above setting, G is reductive. Then, the ring C[V ] G is a finitely generated C-algebra.
The theorem implies that C[V ] G is the coordinate algebra of an affine algebraic variety, i.e., we may define
Note that the inclusion
From now on, we will assume that G is reductive. Recall that the quotient morphism V −→ V // ρ G will, in general, not separate the G-orbits in V . The above theorem is therefore of great help in determining the fibers of the quotient map. We put the result into the following more transparent form. ii) The map π : V −→ V // ρ G induces a bijection between the set of closed orbits in V and the points of V // ρ G.
In view of the provisos that we had formulated before, this is the best result we could have hoped for. Example 2.1.4. For the action
we clearly have
Remark 2.1.5. If G is not reductive, then C[V ] G need not be finitely generated. The first counterexample was discovered by Nagata [28] . Nevertheless, C[V ] G is the algebra of regular functions of a quasi-affine variety Y , but there is only a G-invariant rational map π : V Y , so that Y need not be the categorical quotient (Winkelmann [49] ).
Closed subvarieties
Here, we will demonstrate that forming the quotient commutes with closed embeddings. This property really requires linear reductivity, so that it is rarely available in positive characteristic.
We obtain the action
and the surjection
Note that ρ and ρ are actions of G on infinite dimensional C-vector spaces. However, they are locally finite, i.e., every element of, say, C[Y ] is contained in a finite dimensional G-invariant subspace W . Therefore, C[Y ] may be decomposed into a direct sum of irreducible representations. In particular,
G which is called the Reynolds operator. Altogether, we find the commutative diagram 
the stabilizer of v is finite).
Remark 2.3.2. i) The quotient V / / ρ G parameterizes the orbits of 0 (= {0}) and of polystable points.
ii) By the separation properties of the functions in
In particular, the set V 
is the categorical quotient for V s ρ with respect to the induced Gaction and an orbit space, i.e., the points in V s ρ /G are in one to one correspondence to the G-orbits in V s ρ . Therefore, we have discovered the open subset V s ρ of stable points (which might be empty) for which we have the optimal results: In this case, the categorical quotient V s ρ /G of V s ρ exists and its set of closed points does equal the set of G-orbits in V s ρ .
Quotients of projective varieties
Let G be a linear algebraic group and ρ : G −→ GL(V ) a representation. Define P(V ) := (V ∨ \ {0}/C ) (this is Grothendieck's convention for projectivization) and write [l] ∈ P(V ) for the class of the element l ∈ V ∨ \ {0}. We get the action
As an algebraic variety,
G is a projective variety and the inclusion Sym
is the homogeneous coordinate algebra of Z. We set
G and obtain the commutative diagram
to be the set of semistable, polystable, and stable points in Z, respectively.
The central result on quotients of projective varieties is the following.
Proposition 2.4.2. i) The sets Z ss and Z s are G-invariant open subsets of Z.
ii) The map π Z is defined in Z ss , and (Z//G, π Z ) is the categorical quotient for Z ss with respect to the induced G-action.
iii The results of the last two sections, in particular the above proposition, motivate the following question.
Problem. How to find the semistable and stable points?
The answer will be discussed in the next section.
The Hilbert-Mumford criterion
The idea to find points in the closure of the orbit of, say, v ∈ V is to find them via one parameter subgroups. Recall that a one parameter subgroup is a homomorphism
Together with the representation ρ, we find the one parameter subgroup
Since this representation of C is diagonalizable, we find integers γ 1 < · · · < γ t and a decomposition of V into non-trivial eigenspaces
We note the following evident property.
(Note that this limit equals v i , if "= 0" holds, and 0 otherwise.
We infer the following consequence of (semi)stability.
Proof. i) is clear. For ii), we look at a one parameter subgroup λ with µ(
Since the orbit of v is closed, there exists an element g ∈ G with v = g · v, so that v is also stable. Now, the image of λ lies in the G-stabilizer G v of v . Since G v is finite, λ must be the trivial one parameter subgroup.
Hilbert discovered (in a specific setting) that any degeneration among orbits can be detected by one parameter subgroups. Mumford extended Hilbert's result to the general setting in which we are working. Their theorem is the converse to Corollary 2.5.3:
holds for every non-trivial one parameter subgroup λ of G.
Richardson's idea of proof [5] . If G = T is a torus, one may believe this (and it can be, in fact, proved by methods of Linear Algebra). For an arbitrary reductive group, one uses: 
Roughly speaking, the compact group H does not contribute anything to orbit degenerations, because the orbits of a compact group action are always closed. Therefore, the maximal tori are responsible for the orbit degenerations and they do contain all the one parameter subgroups of G, so that the result for tori may be applied.
Remark 2.5.6. i) The formalism we have discussed so far goes back to Hilbert (in the case of the SL n (C)-action on algebraic forms) and Mumford [27] . It is the rough version of Geometric Invariant Theory (GIT).
ii) The Hilbert-Mumford criterion is crucial for applications. iii) There are other theories and results which grant the existence of (Rosenlicht [33] ) or define (Białynicki-Birula [3] , Hausen [17] , ...) G-invariant open subsets in V or P(V ) or, more generally, in any quasi-projective G-variety, such that the categorical quotients of these open subsets do exist. However, there does not seem to be a numerical criterion such as the Hilbert-Mumford criterion.
Hypersurfaces in projective space (classical invariant theory)
We now come to one of the classical topics of invariant theory which is also the most basic example for the application of GIT to the classification of algebraic varieties.
Remark 2.6.2. i) An algebraic form of degree d is the same as a linear map
The algebraic forms of degree d on C n are the elements of the vector space Sym
ii) Denote by (e 1 , ..., e n ) the standard basis of C n and by (x 1 , ..., x n ) the dual basis of C n∨ . This yields the GL n (C)-module isomorphism
We view Sym d (C n∨ ) as the vector space of homogeneous polynomials of degree d in the variables
be the vector space of homogeneous polynomials of degree d. For an algebraic form ϕ of degree d on C n , its corresponding polynomial f , and α := (α 1 , ..., α n ) t ∈ C n , we find:
We would like to study the action
In the notation of Lecture I, Example 1.
being the inclusion and . −1 t : SL n (C) −→ SL n (C) being the automorphism that sends a matrix to the transpose of its inverse. This is the topic of classical invariant theory. Famous representatives of that branch were Gordan and later Hilbert. See [9] and [46] for historical comments, including the symbolic method, and Hilbert's lecture notes [18] for an authentic reference. Here is a list of tasks related to the above group action.
Problems.
1. Describe the set
e., find a "nice" representative in each orbit, a so-called normal form.
. E.g., find generators and relations for the ring of invariants. 3. Find the (semi)stable forms and the nullforms.
Remark 2.6.3. The above problems concern the classification of certain algebraic varieties: Let H ⊂ P n−1 be a hypersurface of degree d. We may find a polynomial f ∈
is the set of projective equivalence classes of hypersurfaces of degree d.
Projectively equivalent hypersurfaces are certainly isomorphic. On the other hand, two isomorphic smooth hypersurfaces of dimension at least three are projectively equivalent. In P 3 , the same holds for hypersurfaces of degree d = 4 (see [14] , p. 178 (The condition d = n + 1 in the first assertion can be removed for n ≥ 4.)). Finally, the case of degree four surfaces in P 3 belongs to the realm of K3-surfaces. Here, the notions of "isomorphy" and "projective equivalence" are still equivalent on the complement of countably many Zariski closed subsets [26] .
One can show that non-singular hypersurfaces are stable ( [27] , Chapter 4, Proposition 4.2). Thus, the moduli space of smooth hypersurfaces exists as a quasi-projective variety and comes with a natural compactification via semistable hypersurfaces. Detailed examples for specific dimensions and degrees may be found below and in [22] , [27] , and [34] .
Examples
We now present several mostly classical examples which illustrate the abstract formalism that we have introduced up to now. Quadratic forms. To a homogeneous polynomial q of degree 2 corresponds the symmetric (n × n)-matrix S q with
One checks
Recall that, for a symmetric matrix S ∈ M n (C), there is a matrix m ∈ GL n (C), such that gSg t is a diagonal matrix with ones and zeroes on the diagonal. In other words, we have the following classification. 
The corollary enables us to compute the ring of invariant functions and the categorical quotient.
, and I is a polynomial in the κ i j . Define I ∆ ∈ C[∆], by replacing κ 11 with ∆, κ ii , i = 2, ..., n, with 1 and the remaining variables by 0. The polynomial
Binary forms. We look at forms of degree ≥ 3. Write a binary form f of degree d as
Then, under the action of SL 2 (C), it may be brought into one of the following shapes:
Let us determine the stable and semistable points and the nullforms. The property of being stable or semistable is invariant under the action of SL 2 (C), and, by Lecture I, Example 1.2.2, ii), a one parameter subgroup may be diagonalized. By the HilbertMumford criterion, we have to determine the forms f = a 0 x d 1 + · · · for which
exists or equals zero. We find out the following.
Lemma 2.7.5. i) The limit exists, if and only if a
ii
) The limit is zero, if and only if a
This leads to the following intrinsic characterization of stable and semistable forms. Note that the last property is quite interesting, because in that case we have categorical quotients which are both projective and orbit spaces.
The invariant theory of matrices. We finally discuss some basic results related to the action of GL n (C) on tuples of (n × n)-matrices by simultaneous conjugation. We first interpret the results on the Jordan normal form in terms of Geometric Invariant Theory.
Under this action, any matrix may be transformed into a matrix
The invariants of an (n × n)-matrix m with eigenvalues λ 1 ,...,λ n are
Instead of the elementary symmetric functions σ 1 , ..., σ n , one may also work with the symmetric Newton functions
.., n. As do the elementary symmetric functions, the Newton functions serve the purpose of generating the ring of symmetric functions:
Proof. [46] , Proposition 1.1.2, p. 4.
In terms of matrices, this result reads as follows. 
Next, we consider the action of GL n (C) on M n (C) ⊕s which is given as
Theorem 2.7.9 (Gurevich, Procesi, and Sibirskiȋ). Let x i jk , i = 1, ..., s, j, k = 1, ..., n, be the coordinate functions on M n (C) ⊕s , and set
is generated by the invariants
It suffices to take the invariants with l ≤ n 2 + 1.
Proof. See [16] , [31] , and [43] .
Example 2.7.10. i) For n = s = 2, one finds
Here, we use the following (algebraically independent) invariants:
and
ii) In general, one uses the Hilbert-Mumford criterion to prove that (m 1 , ..., m s ) ∈ M n (C) ⊕s is a nullform, if and only if m 1 , . .., m s may be simultaneously brought into upper triangular form, such that the diagonal entries are zero.
Lecture III: Some advanced results of Geometric Invariant Theory
We now take a more general viewpoint: We look at an action of a reductive linear algebraic group on a projective algebraic variety. By means of linearizations, we can use our former results to find open subsets of the projective variety of which we may take the quotients as projective varieties. The concept of a linearization was introduced by Mumford in [27] . The choice of a linearization is a parameter in the theory, and its significance has been investigated only recently by Dolgachev/Hu [10] , Ressayre [32] , and Thaddeus [48] . We will present these new findings in a quite elementary fashion.
Linearizations
In many applications to moduli problems (see Lecture IV), one faces the problem of taking the quotient of a projective variety by the action of a reductive linear algebraic group. The concept of a linearization reduces this problem to the results of Lecture II.
Definition 3.1.1. Let X be a projective variety and G a linear algebraic group.
i) An action of G on X is a regular map
is a regular map; α e = id X ; 2. For g 1 and
ii) A linearization of the action α is a pair l = (ρ, ι) which consists of a representation ρ : G −→ GL(V ) and a G-equivariant closed embedding ι : X → P(V ). ii) In the above situation, we may associate to a linearization l = (ρ, ι) its k-th symmetric power l k := Sym
iii) Let l = (ρ, ι) be a linearization of the G-action α, and χ : G −→ C a character of G. Then, l χ := (ρ ⊗ χ, ι) is another linearization of the G-action α. Finally, we let l (1)). For any other set of generators and any other common multiple m of the degrees of these generators, one verifies
Thus, we obtain the polarized quotient (X// l G, [L l ]) 1 . We see that, in ii), l and l k supply the "same" polarized quotient.
Let G and H be two reductive linear algebraic groups. Suppose we are given an action α : (G × H) × X −→ X and a linearization l = (ρ, ι) of this action. Let m := (ρ |G×{e} , ι) be the induced linearization of the G-action. For any k > 0, we get an induced representation
an induced action α on X// l G, and ι(l, k) is an equivariant embedding. We view n k := (ρ k , ι(l, k)) as a linearization of α. 
Proof. This is fairly easy to verify. The reader may consult [30] , Proposition 1.3.1.
Remark 3.1.4. It is a good trick to use this procedure also the "other way round", i.e., first take the H-quotient and then the G-quotient.
Apparently, we have, in general, infinitely many possibilities of linearizing a given action on a projective variety. Thus, we formulate the following question.
Problem. Do there exist infinitely many different GIT quotients?
In the rest of this lecture, we will demonstrate that the answer to this question is "no" and analyze the relationships between different quotients.
Polarized C -quotients
This is the easiest framework in which one may study the above problem. Yet, it is also of importance for the general case as we shall see. We first note the following result. 
Now, we may investigate the case of an action λ : C × P(V ) −→ P(V ) more closely. Suppose λ comes from an action λ : C ×V ∨ −→ V ∨ , and let l be the canonical linearization as above. Using the above proposition, we will determine all GIT quotients of P(V ) by the C -action λ .
Recall from Lecture I, Example 1.
2.2, ii), that V ∨ decomposes as
Here, V ∨ i denotes the non-trivial eigenspace of the character With these quantities, we may characterize the semistable and polystable points as follows:
Proposition 3.2.2. i) The point x ∈ P(V ) is l-semistable, if and only if
ii) The point x ∈ P(V ) is l-polystable, if and only if
Proof. Suppose l has the coordinates (l 1 , ..., l n ) with respect to a basis of eigenvectors for V ∨ , such that the corresponding weights are non-decreasing. For z ∈ C , we find
This formula clearly implies our claim. 
Note that for any x ∈ P(V ), there are d ∈ Z and k ∈ Z >0 , such that x is l d k -polystable. To an integer i with 1 ≤ i ≤ 2m, we assign the following subset of Q:
is even. These subsets parameterize the different notions of semistability:
if and only if there is an index i ∈ { 1, ..., 2m }, such that I i contains both d/k and d /k . ii) For i even, d, k with d/k ∈ I i and d
There are, thus, 2m notions of semistability for the given action λ . (Note that, for the notion corresponding to I 2m , there a no semistable points at all, whereas the other notions do yield semistable points.) These yield the unpolarized quotients, and, by the second statement in the corollary, there is the "flip" diagram
ii) Let i ∈ { 3, ..., 2m − 3 } be an odd index, and set Q 
Observe that P iii) One may give an intrinsic description of the sets of semistable points in terms of the fixed point locus of the C -action (Białynicki-Birula/Sommese [4] , Gross [15] ): The connected components of the fixed point locus are
and, for i < j,
.., m, and i
Example 3.2.6 (Induced polarizations). Let V be a finite dimensional C-vector space, and let λ be an action of C on V ∨ , such that
, and the projection map
is the obvious one.
Claim. The induced polarization
[L k d ] on P(V 1 ) × P(V 2 ) is given as L k d = O P(V 1 )×P(V 2 ) (kd 2 − d, −kd 1 + d) .
For given positive integers m, n, there are integers d ∈ Z and k
This is an eigenspace to the character χ −(md 1 +nd 2 )+((m+n)/k)d . This character must be trivial, so that −(md 1 
For the second assertion, we have to find positive integers k and r and an integer d with
but this is easy.
There are only finitely many GIT quotients
Let X be a projective algebraic variety and α : G × X −→ X an action of the reductive group G on X. We may now answer the question raised in Section 3.1 in general: [2] in a setting which is far more general than the GIT which we are considering here and, independently and in the same framework as ours, by Dolgachev and Hu. The proof of the latter authors also builds on techniques developed by Białynicki-Birula but is quite involved. Adapting the strategy in [2] to GIT yields the following elementary proof.
Step 1. For G = C , we know the result: Let F 1 ,...,F m be the connected components of the fixed point locus of the C -action. Then, any set of semistable points may be described in terms of a decomposition
(Indeed, we have just seen this for X = P n and, by Definition 2.4.1, it is also clear in general.) Since there are only finitely many possibilities for such a decomposition, we are done.
Step 2. For a torus T ∼ = C ×n , the assertion follows by induction: Write T = C × T and use the fact that the quotient may be taken in two steps (Proposition 3.1.3).
Step 3. Fix a maximal torus T ⊂ G, and let l T be the induced linearization of the resulting T -action. By the Hilbert-Mumford criterion, x ∈ X is l-semistable, if, for any one parameter subgroup λ : C −→ G, one finds µ(λ , x) ≥ 0. The image of λ lies in a maximal torus T of G. From the theory of algebraic groups, one knows that there is a g ∈ G, such that g · T · g −1 = T , i.e., g · λ · g −1 is a one parameter subgroup of T . We see
One easily checks µ(
i.e., X
Since there are only finitely many options for X ss l T , by
Step 2, we are done.
The master space construction
Here, we will discuss how GIT quotients to different linearizations are related. These results have not been included into text books, so far. Let ρ 1 : G −→ GL(V 1 ) and ρ 2 : G −→ GL(V 2 ) be two representations of the reductive group G, providing an action of G on P(V 1 ) × P(V 2 ). For every pair (m, n) of positive integers, we find the linearization l m,n = (ρ m,n , ι m,n ) of this action. Here, ρ m,n := Sym m (ρ 1 ) ⊗ Sym n (ρ 2 ), and ι m,n :
) is the product of the m-th Veronese emdedding of P(V 1 ) with the n-th Veronese embedding of P(V 2 ) followed by the Segre embedding.
On the other hand, we may form the representation τ :
. This representation gives an action τ of G on P(V 1 ⊕V 2 ) and a linearization l τ of this action.
Furthermore, we introduce the "auxiliary" representation λ :
This representation yields a C -action λ on P(V 1 ⊕V 2 ) which commutes with τ, so that we find the action
.
. By Example 3.2.6 and Proposition 3.1.3,
with m = k − d and n = k + d. Another application of Proposition 3.1.3 (see Remark 3.1.4) shows that all the quotients P( 
More generally, let σ : G × X −→ X be an action of G on the projective variety X, and suppose we are given two linearizations l i = (ρ i , ι i ), i = 1, 2, of σ with the representations ρ 1 : G −→ GL(V 1 ) and ρ 2 : G −→ GL(V 2 ) and the equivariant embeddings ι 1 : X → P(V 1 ) and ι 2 : (1)), i = 1, 2. Finally, we obtain the equivariant embedding ι : 
ii) For i = 0, ..., m and η ∈ (η i , η i+1 ):
The moduli problem of decorated principal bundles
In this section, we introduce the objects that we wish to classify. The resulting classification problem formally takes the place of the problem of forming the quotient of a variety by a group action in GIT.
Let P be a principal G-bundle 2 over X. Then, we may trivialize P in both the strong and theétale topology (the former may be more appealing to the intuition). Let F be an algebraic variety together with a G-action α : G × F −→ F. Then, we find the G-action
from the right, and the quotient
exists and is a fiber bundle over X with fiber F which is locally trivial in the strong and theétale topology. The objects we would like to consider are pairs (P, σ ) which consist of a principal G-bundle P and a section σ : X −→ P(F). Two such pairs (P 1 , σ 1 ) and (P 2 , σ 2 ) are said to be equivalent, if there is an isomorphism ψ : P 1 −→ P 2 with
In this and the next lecture, we will start with a representation ρ : G −→ GL(V ) and look at the induced action α :
Remark 4.1.1. A pair (P, σ : X −→ P(P ρ )) is a relative version of a point x in the G-variety P(V ): Note that G acts on itself by conjugation, and G := P(G) −→ X is a group scheme over X (indeed, it can easily be seen to be the bundle of local G-bundle automorphisms of P). The projective bundle P(P ρ ) comes with the action
The section σ : X −→ P(P ρ ) is then a family of points in the G |{x} -varieties P(P ρ|{x} ), x ∈ X. More generally, we could allow any projective algebraic manifold X to be the base variety. The case X = {pt} corresponds to GIT on a projective space which we have outlined in Lecture II.
Note that, in the above definition, we cannot replace a principal G-bundle over X by a group scheme G −→ X with fiber G: G is an Aut(G)-bundle, and G −→ Aut(G) is, in general, neither injective nor surjective.
To give a section σ : X −→ P P(V ) = P P ρ , one has to give a line bundle L on X and a surjection
and two pairs (L , ϕ) and (L , ϕ ) give the same section, if and only if there is an iso-
Surjectivity is an open condition on parameter spaces. Hence, in order to find compact (projective) moduli spaces, we introduce more general objects: triple (P, L , ϕ) , consisting of a principal G-bundle P, a line bundle L , and a non-zero homomorphism ϕ : P ρ −→ L .
ii) The type of the ρ-pair (P, L , ϕ) is the pair (τ, deg(L )), where τ ∈ π 1 (G) classifies P as a topological G-bundle.
iii) Two ρ-pairs (P 1 , L 1 , ϕ 1 ) and (P 2 , L 2 , ϕ 2 ) are said to be equivalent, if there are isomorphisms ψ :
ρ , ψ ρ : P 1,ρ −→ P 2,ρ being the induced isomorphism.
The Classification Problem. Fix the type (τ, d), τ ∈ π 1 (G), d ∈ Z, and classify ρ-pairs of type (τ, d) up to equivalence.
The basic difficulty in attacking this problem is that, even if we fix the type of the ρ-pairs under consideration, they cannot be parameterized in a reasonable way by an algebraic variety (see Section 4.3). Thus, we will have to define a priori a concept of semistability which meets the following requirements:
• There exist a projective variety P and an open subset U ⊆ P which (over-)parameterizes the semistable ρ-pairs of given type.
• There are a vector space Y and a GL(Y )-action on P which leaves U invariant, such that two points p 1 , p 2 ∈ U lie in the same orbit, if and only if they correspond to equivalent ρ-pairs.
• There is a linearization l of the GL(Y )-action on P, such that the set of l-semistable points is U.
If we can achieve this, the projective variety
will be the moduli space for semistable ρ-pairs of type (τ, d).
Examples
The following two examples of specific groups and specific representations illustrate how the above abstract classification problem plays a role in the classification of certain projective algebraic varieties. Families of hypersurfaces. We take G = GL n (C) and
Here, we will work with vector bundles of rank n rather than with principal G-bundles.
Let (E , L , ϕ) be a ρ-pair. This defines a geometric object: For this, let
be the projectivization of E ∨ in Grothendieck's sense. Let D ⊆ P(E ) be an effective divisor. Its associated line bundle is of the form
for a unique positive integer d and a unique line bundle L on X. Thus, D is the zero divisor of a section
We project this homomorphism to X in order to obtain
Now, as representations,
Thus, s corresponds to a non-trivial homomorphism
We also have a map π D : D −→ X, and its fibers are
Hence, a ρ-pair (E , L , ϕ) basically describes a family of hypersurfaces of degree d (inside P(E )), and equivalence is a relative version of projective equivalence. Figure 1 is an illustration of the real part of the affine part of a surface which is fibered over P 1 in plane cubic curves. It was generated with Polyray 3 . Dimensional reduction. Here, we choose G = GL n 1 (C) × GL n 2 (C) as the group and ρ : G −→ GL(Hom(C n 2 , C n 1 )) as the representation.
Let E and F be two vector bundles on X of rank n 1 and n 2 , respectively. Suppose that, on X × P 1 , we are given an extension
Thus, a ρ-pair ((E , F ), O X , ϕ) describes extensions and vector bundles on the smooth projective surface X × P 1 . Since the ρ-pair lives in one dimension lower, namely on the curve X, one speaks of dimensional reduction. The corresponding projective algebraic manifolds are the projective bundles P(A ) over X × P 1 .
Bounded families of vector bundles
The main difficulty in parameterizing decorated vector bundles with certain properties consists in parameterizing the occurring vector bundles themselves. In this section, we will work out the corresponding conditions which permit to do so. Definition 4.3.1. Fix integers r > 0 and d (the topological invariants). Let S be a set of isomorphism classes of vector bundles E on X of rank r and degree d. We say that S is bounded, if there exist an algebraic variety S and a vector bundle E S on S × X, such that for every class [E ] ∈ S, there is a point s ∈ S with
The (relative) Serre vanishing theorem and the base change theorem for cohomology imply:
there is a natural number n 0 , such that, for every vector bundle E with [E ] ∈ S and for every n ≥ n 0 :
Remark 4.3.3. For r ≥ 2, the set of isomorphy classes of vector bundles of rank r and degree d is not(!) bounded. Indeed, in the set of vector bundles
the bundle E n+1 (n) is not globally generated, n ≥ 0.
By the Riemann-Roch theorem,
Fix n ≥ n 0 and a complex vector space Y of dimension rn + d + r(1 − g). Our observations yield the following necessary condition for boundedness:
The following theorem introduces the most fundamental of all parameter spaces for vector bundles. 
such that for every sheaf F of rank r and degree d and every quotient
there is a point t ∈ Q with 4 q ∼ q Q|{t}×X .
In particular, the condition obtained in Proposition 4.3.2 is equivalent to the boundedness of S. After these preparations, we may formulate the necessary and sufficient criterion for boundedness which we are going to use in our applications: 
Proof. We start with the direction "=⇒". Fix an n 0 , such that h 1 (E (n 0 )) = 0 for every E with [E ] ∈ S. If there were no bound on µ max (E ), then we would find an extension 
Next, we have the action
Clearly, U ss and U s are GL(Y )-invariant. One easily checks the following: 
Thus, we may define 
The associated graded object
is-up to isomorphy-independent of the filtration.
This result motivates the next definition.
Definition 4.4.7. Two semistable vector bundles E 1 and E 2 are said to be S-equivalent, if
So, as in the abstract GIT setting, we have the class of stable vector bundles whose set of isomorphism classes can be parameterized nicely by an algebraic variety, the moduli space. But, in general (precisely when r and d are not coprime), it is only quasi-projective. We compactify it with semistable vector bundles. In order to do so, we have to alter the equivalence relation on semistable but not stable bundles. The resulting relation of Sequivalence reflects the possible degenerations among the SL(Y )-orbits in U ss . Illustration. In order to illustrate the relationship between the notion of a semistable vector bundle and the Hilbert-Mumford criterion, we give a sample computation, using an older approach by Gieseker.
To simplify matters even further, we choose a line bundle N on X and look at vector bundles E with det(E ) ∼ = N . There is a closed subscheme U ss N ⊂ U ss which parameterizes those semistable vector bundles with determinant N . To a point
The assignment q → [ f ] induces an injective and SL(Y )-equivariant morphism
On the right hand space, we have a natural notion of semistability which we might test with the Hilbert-Mumford criterion.
One parameter subgroups of a special linear group. Before we can seriously evaluate the Hilbert-Mumford criterion, we have to pause a moment in order to discuss the structure of one parameter subgroups of SL(Y ). 
Conversely, the datum of a basis y for Y and of a weight vector as above determine a one parameter subgroup λ (y, γ) of SL(Y ).
Finally, we define the basic weight vectors 
Back to our problem. Let λ = λ (y, γ) be a one parameter subgroup of SL(Y ). Set
Then, the elements y i = y i 1 ∧ · · · ∧ y i r , i ∈ I, form a basis for r Y which consists of eigenvectors for the one parameter subgroup
A closer inspection of this formula gives the following result. 
As a consequence of this lemma, we have to work only with the basic weight vectors.
Since i ≤ h 0 (F i ), we see:
A difficult argument shows that one may restrict to subbundles with h 1 (F (n)) = 0. Then, the condition from the proposition becomes 
Lecture V: Semistable decorated principal bundles
In this lecture, we will first introduce the concept of semistability for ρ-pairs with the structure group GL r (C) and then discuss elements of the construction of their moduli spaces from our paper [36] (which also contains additional information on the subject).
At the end of the lecture, we define the notion of semistability for ρ-pairs with semisimple structure group.
Decorated vector bundles
Before we come to the definition of semistability for decorated vector bundles, we will rewrite the Hilbert-Mumford criterion for SL r (C).
We fix a representation ρ : GL r (C) −→ GL(V ) which we assume to be homogeneous, i.e., we assume that there is an integer α, such that
A one parameter subgroup λ : C −→ SL r (C) leads to a decomposition
where W γ i is the eigenspace to the character z −→ z γ i , i = 1, ..., s + 1, and
Furthermore, we set
and α(λ ) := (α 1 , ..., α s ). 
The concept of a weighted flag may be easily generalized to the setting of vector bundles:
Definition 5.1.3. i) Let E be a vector bundle on X. Then, a weighted filtration of E is a pair (E • , α) which consists of a filtration
The weighted filtrations of vector bundles will be the test objects for the semistability concept for decorated vector bundles. Next, we will define the quantity µ(E • , α; ϕ). We proceed as follows: Choose a basis w = (w 1 , ..., w r ) for W := C r , define W i := w 1 , ..., w rk(E i ) , i = 1, ..., s, and choose an open subset ∅ U ⊂ X, such that
Then, we get the morphism
Finally, define
One verifies: 
(Note that we recover
For ι = (ι 1 , ..., ι a ) ∈ { 1, ..., s + 1 } ×a , we may also write
This semistability concept is so to speak the Hilbert-Mumford criterion for decorated vector bundles. It mixes the semistability concept for vector bundles with GIT along the fibers of P(E ρ ) −→ X. This result should be viewed as the analog of the GIT theorem that the set of semistable points in a projective space admits a projective categorical quotient and that the set of stable points a (quasi-projective) categorical quotient which is also an orbit space. It is a general existence theorem and the beginning of investigations in concrete examples.
Examples
There are several devices to simplify the concept of δ -semistability in terms of the representation ρ (see Section 3.1 of [36] ). Here, we give two examples of semistability concepts for decorated vector bundles in the simplified form. Bradlow pairs. Set ρ = id GL r (C) . Thus, a ρ-pair is a triple (E , L , ϕ) where E is a vector bundle of rank r, L is a line bundle, and ϕ : E −→ L is a non-trivial homomorphism.
The simplified semistability concept takes the following form:
This stability concept was formulated by Bradlow [7] . It is the first example of a notion of semistability which depends on a parameter. Conic bundles. This time, we work with ρ : GL 3 (C) −→ GL(Sym 2 (C 3 )), i.e., a ρ-pair consists of a vector bundle E of rank 3, a line bundle L , and a non-zero homomorphism ϕ : S ym 2 (E ) −→ L . If ϕ is everywhere surjective, then such a ρ-pair describes a conic bundle π : C −→ X, i.e., a surface which is fibered over X in plane conics (see also Example 2.7).
In order to explain semistability for a ρ-pair (E , L , ϕ : S ym 2 (E ) −→ L ), we need the following:
Proof. This result was first published in [38] . Later, the author learned a much easier argument from Adrian Langer. It is given in [11] .
The parameter space
To simplify matters, we fix a line bundle L 0 on X and look only at ρ-pairs of the form (E , L 0 , ϕ) .
By Proposition 5.3.1, the occurring vector bundles can be parameterized by some quot scheme Q. Recall that we have the universal quotient
For m 0,
will be a vector bundle on Q, and so will be
We form the projective bundle
On P × X, we have the universal quotient
and the tautological homomorphism
There is a closed subscheme T ⊆ P where f P factorizes over
Thus, on T × X, we have the universal quotient
and the universal homomorphism
There is an open subset U ⊂ T consisting of those points
such that E is a vector bundle and H 0 (q(n)) is an isomorphism. There is also a natural GL(Y )-action on T which leaves U invariant and induces equivalence of ρ-pairs on U. Moreover, C · id Y acts trivially, so that we have to investigate the SL(Y )-action.
To further simplify matters, we fix a line bundle N on X and look only at those ρ-pairs (E , L 0 , ϕ) with det(E ) ∼ = N . Again, the ρ-pairs with this condition on the determinant belong to a closed subscheme U N ⊂ U. We set
This time, we obtain a Gieseker morphism 
We choose the linearization parameters m and n in such a way that
Below, we will illustrate the relationship between the notion of δ -semistability of a ρ-pair and the Hilbert-Mumford criterion for the linearization l m,n .
Evaluation of the Hilbert-Mumford criterion
The linearization of the group action determines a notion of (semi)stability which we test with the Hilbert-Mumford criterion. In this section, we want to discuss some elements of the proof that this notion of semistability on the Gieseker space equals the notion of δ -(semi)stability for decorated vector bundles. More precisely, we want to illustrate the implication:
stable. We will check the condition of δ -(semi)stability for a weighted filtration (E • , α), such that E j (n) is globally generated and H 1 (E j (n)) = {0}, j = 1, ..., s. As in the case of vector bundles without extra structure, one may show that this suffices to establish δ -(semi)stability of (E , L 0 , ϕ).
First, we have to cook up the correct one parameter subgroup to put into the HilbertMumford criterion. To this end, let y = (y 1 , ..., y p ) be a basis of Y , such that there are
We also set = ε µ λ (y, γ), F 1 (t) + µ λ (y, γ),
We multiply this inequality by rδ /p and find
Since h 1 (E j (n)) = 0, j = α j (ν j (ι 0 )r − ai j ).
Hence, we finally see
To complete the GIT construction, one also has to prove that a δ -(semi)stable decorated vector bundle gives rise to a (semi)stable Gieseker point and that the Gieseker map between the corresponding semistable loci in U and P(H) × P(K) is proper. The arguments ascertaining these facts are similar in nature but technically slightly more involved (see [36] ). 
Remark 5.6.2. This "chain of flips" has first figured in the setting of Bradlow pairs (see Example 4.2) of the kind (E , O X , ϕ) with rk(E ) = 2 and det(E ) a fixed line bundle N of odd degree in the work of Thaddeus [47] . In that important application of decorated vector bundles, the moduli space M ∞ is empty, and M m is a projective space. The moduli space M 1 is a projective bundle over the moduli space M (2, N ) of stable vector bundles of rank 2 with determinant N (note that "stable" = "semistable", because rk(E ) = 2 and deg(E ) is odd). Furthermore, it is possible to explicitly analyze all the maps in the above flip diagram. This enables Thaddeus to transfer the simple information on a projective space to important information on the moduli space of stable vector bundles. For example, one easily concludes that the Picard group of M (2, N ) is isomorphic to the group of integers.
Decorated principal bundles
In this final section, we begin the discussion of decorated principal G-bundles. We assume that the structure group G is a semisimple linear algebraic group, i.e., a connected reductive linear algebraic group with finite center (such as SL n (C), SO n (C), or Sp 2n (C)).
To begin with, we sketch how principal G-bundles may be treated as decorated vector bundles.
To do so, we fix a faithful representation ι : G → GL(V ). By means of the representation ι, any principal G-bundle P on X gives rise to a principal GL(V )-bundle which we denote by ι (P). To a principal G-bundle P on X, we now associate:
• the vector bundle E := P(V ) with fiber V (compare with the introduction). Then, we may view ι (P) as the frame bundle of E , i.e., ι ( If we take the G-quotient on both sides in the top line, we find σ .
Conversely, to a pair (E , σ ) as above, we associate the fiber product of E of the same type as V • (λ ), i.e., the bundle whose sections over a subset Y V correspond to filtrations E • : {0} E 1 · · · E s E |Y where rk(E i ) = dim(V i ), i = 1, ..., s. This explains that β gives a filtration E • β . The tuple α β is simply α(λ ).
We haven't written down the existence of moduli spaces for δ -(semi)stable decorated principal G-bundles as a theorem, because the complete proofs haven't been finished up to now. The author intends to supply them and extensions of the theory in [40] . The idea is, of course, to use our description of decorated principal G-bundles as decorated vector bundles in order to reduce everything to the theory of decorated vector bundles which we have already developed.
