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Abstract
Let BY denote the unit ball of a normed linear space Y . A symmetric, bounded, closed, convex set A in a
finite-dimensional normed linear space X is called a sufficient enlargement for X if, for an arbitrary isomet-
ric embedding of X into a Banach space Y , there exists a linear projection P :Y → X such that P(BY ) ⊂ A.
The main results of the paper: (1) Each minimal-volume sufficient enlargement is linearly equivalent to a
zonotope spanned by multiples of columns of a totally unimodular matrix. (2) If a finite-dimensional normed
linear space has a minimal-volume sufficient enlargement which is not a parallelepiped, then it contains a
two-dimensional subspace whose unit ball is linearly equivalent to a regular hexagon.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is devoted to a generalization of the main results of [22], where similar results
were proved in the dimension two. We refer to [22,23] for more background and motivation.
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All linear spaces considered in this paper will be over the reals. By a space we mean a normed
linear space, unless it is explicitly mentioned otherwise. We denote by BX (SX) the unit ball
(sphere) of a space X. We say that subsets A and B of finite-dimensional linear spaces X and Y ,
respectively, are linearly equivalent if there exists a linear isomorphism T between the subspace
spanned by A in X and the subspace spanned by B in Y such that T (A) = B . By a symmetric set
K in a linear space we mean a set such that x ∈ K implies −x ∈ K .
Our terminology and notation of Banach space theory follows [12]. By Bnp , 1  p  ∞,
n ∈ N, we denote the closed unit ball of np . Our terminology and notation of convex geometry
follows [27].
We use the term ball for a symmetric, bounded, closed, convex set with interior points in a
finite-dimensional linear space.
Definition 1. (See [18].) A ball A in a finite-dimensional normed space X is called a sufficient
enlargement (SE) for X (or of BX) if, for an arbitrary isometric embedding of X into a Banach
space Y , there exists a projection P : Y → X such that P(BY ) ⊂ A. A sufficient enlargement A
for X is called a minimal-volume sufficient enlargement (MVSE) if volA volD for each SE D
for X.
It can be proved, using a standard compactness argument and Lemma 3 below, that minimal-
volume sufficient enlargements exist for every finite-dimensional space.
Recall that a real matrix A with entries −1, 0, and 1 is called totally unimodular if all minors
(that is, determinants of square submatrices) of A are equal to −1,0, or 1. See [25] and [29,
Chapters 19–21] for a survey of results on totally unimodular matrices and their applications.
A Minkowski sum of finitely many line segments in a linear space is called a zonotope (see [3,
13,14,27,28] for basic facts on zonotopes). We consider zonotopes that are sums of line segments
of the form I (x) = {λx: −1 λ 1}. For a d × m totally unimodular matrix with columns τi
(i = 1, . . . ,m) and real numbers ai we consider the zonotope Z in Rd given by
Z =
m∑
i=1
I (aiτi).
The set of all zonotopes that are linearly equivalent to zonotopes obtained in this way over all
possible choices of m, of a rank d totally unimodular d × m matrix, and of positive numbers
ai (i = 1, . . . ,m) will be denoted by T d . Observe that each element of Td is d-dimensional in the
sense that it spans a d-dimensional subspace. It is easy to describe all 2 ×m totally unimodular
matrices and to show that T2 is the union of the set of all symmetric hexagons and the set of all
symmetric parallelograms.
The class Td of zonotopes has been characterized in several different ways, see [5,6,10,15,
21,31]. We shall use a characterization of Td in terms of lattice tiles. Recall that a compact set
K ⊂ Rd is called a lattice tile if there exists a basis {xi}di=1 in Rd such that
R
d =
⋃ (( d∑
mixi
)
+K
)
,m1,...,md∈Z i=1
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∑d
i=1 mixi)+K are disjoint. The set
Λ =
{
d∑
i=1
mixi : m1, . . . ,md ∈ Z
}
is called a lattice. The absolute value of the determinant of the matrix whose columns are the
coordinates of {xi}di=1 is called the determinant of Λ and is denoted d(Λ), see [7, §3].
Theorem 1. (See [6,15].) A d-dimensional zonotope is a lattice tile if and only if it is in Td .
It is worth mentioning that lattice tiles in Rd do not have to be zonotopes, see [16,17,32], and
[33, Chapter 3].
1.2. Statements of the main results
The main result of [21] can be restated in the following way. (A finite-dimensional normed
space is called polyhedral if its unit ball is a polytope.)
Theorem 2. A ball Z is linearly equivalent to an MVSE for some d-dimensional polyhedral space
X if and only if Z ∈ Td .
In [22] it was shown that for d = 2 the statement of Theorem 2 is valid without the restriction
of polyhedrality of X. The main purpose of the present paper is to prove the same for each d ∈ N.
It is clear that it is enough to prove
Theorem 3. Each MVSE for a d-dimensional space is in Td .
Using Theorem 3 we show that spaces having non-parallelepipedal MVSE cannot be strictly
convex or smooth. More precisely, we prove
Theorem 4. Let X be a finite-dimensional normed linear space having an MVSE that is not a
parallelepiped. Then X contains a two-dimensional subspace whose unit ball is linearly equiva-
lent to the regular hexagon.
Remarks. 1. Theorem 4 is a simultaneous generalization of [22, Theorem 4] (which is a special
case of Theorem 4 corresponding to the case dimX = 2) and of [19, Theorem 7] (which states
that each MVSE for n2 is a cube circumscribed about B
n
2 ).
2. The fact that X contains a two-dimensional subspace whose unit ball is linearly equivalent
to a regular hexagon does not imply that X has an MVSE that is not a parallelepiped. A simplest
example supporting this statement is 3∞.
2. Proof of Theorem 3
First we show that it is enough to prove the following lemmas. It is worth mentioning that
our proof of Theorem 3 goes along the same lines as the proof of its two-dimensional version
in [22]. The most difficult part of the proof is a d-dimensional version of the approximation
592 M.I. Ostrovskii / Journal of Functional Analysis 255 (2008) 589–619lemma [22, Lemma 2, p. 380], it is the contents of Lemma 2 of the present paper. Also, a two-
dimensional analogue of Lemma 1 is completely trivial.
Lemma 1. Let Tn ⊂ Rd, n ∈ N, be such that Tn ∈ Td , and {Tn}∞n=1 converges with respect to the
Hausdorff metric to a d-dimensional set T . Then T ∈ Td .
Remark. If a sequence {Tn}∞n=1 ⊂ Td converges to a lower-dimensional set T , the set T does not
have to be in TdimT . In fact, as it was already mentioned, T2 is the set of all symmetric hexagons
and parallelograms. On the other hand, it is easy to find a Hausdorff convergent sequence of
elements of T3 whose limit is an octagon.
Lemma 2 (Main lemma). For each d ∈ N there exist ψd > 0 and a function td : (0,ψd) → (1,∞)
satisfying the conditions:
(1) limε↓0 td(ε) = 1;
(2) If Y is a d-dimensional polyhedral space, B is an MVSE for Y , and A is an SE for Y
satisfying
volA (1 + ε)d volB (1)
for some 0 < ε <ψd , then A contains a ball A˜ satisfying the conditions:
(a) d(A˜, T ) td(ε) for some T ∈ Td , where by d(A˜, T ) we denote the Banach–Mazur dis-
tance;
(b) A˜ is an SE for Y .
Lemma 3. (See [22, Lemma 3].) The set of all sufficient enlargements for a finite-dimensional
normed space X is closed with respect to the Hausdorff metric.
Proof of Theorem 3. (We assume that Lemmas 1 and 2 have been proved.) Let X be a d-
dimensional space and let A be an MVSE for X. Let {εn}∞n=1 be a sequence satisfying ψd >
εn > 0 and εn ↓ 0. Let {Yn}∞n=1 be a sequence of polyhedral spaces satisfying
1
1 + εn BX ⊂ BYn ⊂ BX. (2)
Then A is an SE for Yn. Let Bn be an MVSE for Yn. Then (1 + εn)Bn is an SE for X. Since A is
a minimal-volume SE for X, we have
volA vol
(
(1 + εn)Bn
)= (1 + εn)d volBn.
By Lemma 2 for every n ∈ N there exists an SE A˜n for Yn satisfying
A˜n ⊂ A
and
d(A˜n, Tn) td(εn) (3)
for some Tn ∈ Td .
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The sequence {(1 + εn)A˜n}∞n=1 is bounded (all of its terms are contained in (1 + ε1)A). By
the Blaschke selection theorem [27, p. 50] the sequence {(1+ εn)A˜n}∞n=1 contains a subsequence
convergent with respect to the Hausdorff metric. We denote its limit by D, and assume that the
sequence {(1 + εn)A˜n}∞n=1 itself converges to D.
Observe that each A˜n contains (1/(1 + ε1))BX and is contained in A. By (3) we may assume
without loss of generality that Tn are balls in X satisfying
1
1 + ε1 BX ⊂ A˜n ⊂ Tn ⊂ td(εn)A˜n ⊂ td(εn)A. (4)
It is clear that D is the Hausdorff limit of {A˜n}∞n=1. From (4) we get that D is the Hausdorff
limit of {Tn}∞n=1. By Lemma 1 we get D ∈ Td .
By Lemma 3 the set D is an SE for X. Since (1 + εn)A˜n ⊂ (1 + εn)A, and (1 + εn)A is
Hausdorff convergent to A, we have D ⊂ A. On the other hand, A is an MVSE for X, hence
D = A and A ∈ Td . 
Proof of Lemma 1. By Theorem 1 the sets Tn are lattice tiles. Let {Λn}∞n=1 be lattices corre-
sponding to these lattice tiles. Since volume is continuous with respect to the Hausdorff metric
(see [27, p. 55]), the supremum supn vol(Tn) is finite. Since Tn is a lattice tile with respect to Λn,
the determinant of Λn satisfies d(Λn) = vol(Tn). (Although I have not found this result in the
stated form, it is well known. It can be proved, for example, using the argument from [7, Proof of
Theorem 2, pp. 42–43].) Hence supn d(Λn) < ∞. Since T is d-dimensional, there exists r > 0
such that rBd2 ⊂ T . Choosing a smaller r > 0, if necessary, we may assume that rBd2 ⊂ Tn for
each n. Therefore the lattices {Λn}∞n=1 satisfy the conditions of the selection theorem of Mahler
(see, for example, [7, §17], where the reader can also find the standard definition of convergence
for lattices). Hence the sequence {Λn}∞n=1 contains a subsequence which converges to some lat-
tice Λ. It is easy to verify that T tiles Rd with respect to Λ.
On the other hand, the number of possible distinct columns of a totally unimodular matrix with
columns from Rd is bounded from above by 3d , because each entry is 0, 1, or −1. (Actually a
much better exact bound is known, see [29, p. 299].) Using this we can show that T is a zonotope
by a straightforward argument. Also we can use the argument from [27, Theorem 3.5.2] and the
observation that a convergent sequence of measures on the sphere of d2 , each of whom has a
finite support of cardinality  3d , converges to a measure supported on  3d points.
Thus, T is a zonotope and a lattice tile. Applying Theorem 1 again, we get T ∈ Td . 
3. Proof of the main lemma
3.1. Coordinatization
Proof of Lemma 2. In our argument the dimension d is fixed. Many of the parameters consid-
ered below depend on d , although we do not reflect this dependence in our notation.
Since Y is polyhedral, we can consider Y as a subspace of m∞. Let P :m∞ → Y be a linear
projection satisfying P(Bm∞) ⊂ A (such a projection exists because A is an SE). Let A˜ = P(Bm∞).
It is easy to see that A˜ is an SE for Y . It remains to show that A˜ is close to some T ∈ Td with
respect to the Banach–Mazur distance.
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with respect to this inner product.)
Let {q1, . . . , qm−d} be an orthonormal basis in kerP . Let {y1, . . . , yd} be an orthonormal basis
in Y . Let q˜1, . . . , q˜d be such that {q˜1, . . . , q˜d , q1, . . . , qm−d} is an orthonormal basis in m∞.
Lemma 4 (Image shape lemma). Let P and q˜1, . . . , q˜d be as above. Denote by Q˜ = [q˜1, . . . , q˜d ]
the matrix whose columns are q˜1, . . . , q˜d . Let z1, . . . , zm be the columns of the transpose ma-
trix Q˜T . Then P(Bm∞) is linearly equivalent to the zonotope
∑m
i=1 I (zi) ⊂ Rd .
Proof. It is enough to observe that:
(i) Images of Bm∞ under two linear projections with the same kernel are linearly equivalent.
Hence, P(Bm∞) is linearly equivalent to the image of the orthogonal projection with the
kernel kerP .
(ii) The matrix Q˜Q˜T is the matrix of the orthogonal projection with the kernel kerP . 
By Lemma 4 we may replace A˜ by
Z =
m∑
i=1
I (zi) (5)
in the estimate (a) of Lemma 2.
Let M = (m
d
)
. We denote by ui (i = 1, . . . ,M) the d × d minors of [y1, . . . , yd ] (ordered in
some way). We denote by wi (i = 1, . . . ,M) the d×d minors of [q˜1, . . . , q˜d ] ordered in the same
way as the ui . We denote by vi (i = 1, . . . ,
(
m
m−d
)= M) their complementary (m− d)× (m− d)
minors of [q1, . . . , qm−d ]. Using the word complementary we mean that all minors are considered
as minors of the matrix [q˜1, . . . , q˜d , q1, . . . , qm−d ], see [1, p. 76].
By the Laplacian expansion (see [1, p. 78])
det[y1, . . . , yd, q1, . . . , qm−d ] =
M∑
i=1
θiuivi
and
det[q˜1, . . . , q˜d , q1, . . . , qm−d ] =
M∑
i=1
θiwivi (6)
for proper signs θi .
Since the matrix [q˜1, . . . , q˜d , q1, . . . , qm−d ] is orthogonal, we have
det[q˜1, . . . , q˜d , q1, . . . , qm−d ] = ±1. (7)
We need the following result on compound matrices. (We refer to [1, Chapter V] for necessary
definitions and background.)
A compound matrix of an orthogonal matrix is orthogonal (see [1, Example 4, p. 94]).
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in RM are equal to 1.
From (6) and (7) we get that either
(a) wi = θivi for every i, or
(b) wi = −θivi for every i.
Without loss of generality, we assume that wi = θivi for all i (we replace q1 by −q1 if it is
not the case).
We compute the volume of A˜ and B with the normalization that comes from the Euclidean
structure introduced above. It is well known (see [20, p. 318]) and is easy to verify that with this
normalization
vol A˜ = 2
d
|∑Mi=1 θiuivi |
M∑
i=1
|vi |
and
volB = 2
d
maxi |ui |
for each MVSE B for Y .
Remark. After the publication of [20] I learned that the formula for the volume of a zonotope
used in [20] can be found in [2, Appendix, Section VI].
Since vol A˜ volA, the inequality (1) implies that
max
i
|ui |
M∑
i=1
|vi | (1 + ε)d
∣∣∣∣∣
M∑
i=1
θiuivi
∣∣∣∣∣. (8)
By (a) the inequality (8) can be rewritten as
max
i
|ui |
M∑
i=1
|wi | (1 + ε)d
∣∣∣∣∣
M∑
i=1
uiwi
∣∣∣∣∣. (9)
We need the following two observations:
(i) 2d∑Mi=1 |wi | is the volume of Z in Rd .
(ii) The vector {ui}Mi=1 is what is called the Grassmann coordinates, or the Plücker coordinates
of the subspace Y ⊂ Rm, see [9, Chapter VII] and [30, p. 42]. Recall that Y is spanned by
the columns of the matrix [y1, . . . , yd ]. It is easy to see that if we choose another basis in Y ,
the Grassmann (Plücker) coordinates will be multiplied by a constant.
We denote by Zε (ε > 0) the set of all d-dimensional zonotopes in Rd satisfying the con-
dition (9) with an equality. More precisely, we define Zε as the set of those d-dimensional
zonotopes Z in Rd for which
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zi ∈ Rd , i = 1, . . . ,m, are rows of Q˜.
(2) There exists a rank d matrix Y of size m× d such that, if we denote the d × d minors of Q˜
by {wi}∞i=1, where M =
(
m
d
)
, and the d × d minors of Y , ordered in the same way as the wi ,
by {ui}∞i=1, then
max
i
|ui |
M∑
i=1
|wi | = (1 + ε)d
∣∣∣∣∣
M∑
i=1
uiwi
∣∣∣∣∣, (10)
and there is no Y for which
max
i
|ui |
M∑
i=1
|wi | < (1 + ε)d
∣∣∣∣∣
M∑
i=1
uiwi
∣∣∣∣∣.
Remarks. 1. It is clear that the zonotope property of being in Zε is invariant under changes of
the system of coordinates.
2. We do not consider the class Z0 because, as it was shown in [21], this class is contained
in Td .
Many objects introduced below depend on Z and ε, although sometimes we do not reflect this
dependence in our notation.
Let Z ∈Zε . We shall change the system of coordinates in Rd twice. First we introduce in Rd
a new system of coordinates such that the unit (Euclidean) ball Bd2 of Rd is the maximal volume
ellipsoid in Z. From now on we consider the vectors zi introduced in Lemma 4 as vectors in Rd
and not as d-tuples of real numbers.
It is easy to see that the support function of Z is given by
hZ(x) =
m∑
i=1
∣∣〈x, zi〉∣∣.
It is more convenient for us to write this formula in a different way. We consider the set{
z1
‖z1‖ , . . . ,
zm
‖zm‖ ,−
z1
‖z1‖ , . . . ,−
zm
‖zm‖
}
. (11)
If the vectors in (11) are pairwise distinct, we let μ to be the atomic measure on the unit (Eu-
clidean) sphere S whose atoms are given by μ(zi/‖zi‖) = μ(−zi/‖zi‖) = ‖zi‖/2. It is easy to
see that
hZ(x) =
∫
S
∣∣〈x, z〉∣∣dμ(z). (12)
The defining formula for μ should be adjusted in the natural way if some of the vectors in (11)
are equal.
Conversely, if μ is a nonnegative measure on S supported on a finite set, then (12) is a support
function of some zonotope (see [27, Section 3.5] for more information on this matter).
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The set Δ(x0, r) := {x ∈ S: ‖x − x0‖ < r or ‖x + x0‖ < r}, where ‖ · ‖ is the 2-norm, is called
a cap. If 0 < r <
√
2, then Δ(x0, r) consists of two connected components. In such a case both
x0 and −x0 will be considered as centers of Δ(x0, r).
We are going to show that if ε > 0 is small, then the inequality (9) implies that all but a very
small part of the measure μ is supported on a union of small caps centered at a set of vectors
which are multiples of a set of vectors satisfying the condition: if we write their coordinates with
respect to a suitably chosen basis, we get a totally unimodular matrix. Having such a set, it is easy
to find T ∈ Td which is close to Z with respect to the Banach–Mazur distance, see Lemma 15.
For any two numbers ω, δ > 0 we introduce the set
Ω(ω, δ) := {x ∈ S: μ(Δ(x,ω)) δ}
(recall that by S we denote the unit sphere of d2 ). In what follows c1(d), c2(d), . . . ,C1(d),
C2(d), . . . denote quantities depending on the dimension d only. Since d is fixed throughout our
argument, we regard them as constants.
First we find conditions on ω and δ under which the set Ω(ω, δ) contains a normalized basis
{ei}di=1 whose distance to an orthonormal basis can be estimated in terms of d only.
Lemma 5. There exist 0 < c1(d),C1(d),C2(d) < ∞, such that for ω  16d and δ  c1(d)ωd−1
there is a normalized basis {ei}di=1 in the space Rd satisfying the conditions:
(a) μ(Δ(ei,ω)) δ.
(b) If {oi}di=1 is an orthonormal basis in Rd , then the operator N :Rd → Rd given by Noi = ei
satisfies ‖N‖  C1(d) and ‖N−1‖  C2(d), where the norms are the operator norms of
N,N−1 considered as operators from d2 into d2 .
Proof. We need an estimate for μ(S). Observe that if K1 and K2 are two symmetric zonotopes
and K1 ⊂ K2, then μ1(S) μ2(S) for the corresponding measures μ1 and μ2 (defined as even
measures satisfying (12) with Z = K1 and Z = K2, respectively). To prove this statement we
integrate the equality (12) with respect to x over the Haar measure on S.
Now we use the assumption that Bd2 is the maximal volume ellipsoid in Z. Let
∑n
i=1 γixi ⊗xi
be the F. John representation of the identity operator corresponding to Z (see [12, p. 46]). Then
Z ⊂ {x: ∣∣〈x, xi〉∣∣ 1 ∀i ∈ {1, . . . , n}}.
Since x = ∑ni=1〈x, xi〉γixi for each x ∈ Rd , we have Z ⊂ ∑ni=1[−γixi, γixi]. Since∑n
i=1 γi = d , this implies μ(S) d .
Using the well-known computation, which goes back to B. Grünbaum ([8, (5.2), p. 462], see,
also, [11, pp. 94–95]) one can find estimates for μ(S) from below, which imply μ(S)√d . For
our purposes the trivial estimate μ(S) 1 is sufficient (this estimate follows immediately from
Z ⊃ Bd2 , because this inclusion implies hZ(x) ‖x‖).
We denote the normalized Haar measure on S by η. It is well known that there exists c2(d) > 0
such that
η
(
Δ(x, r)
)
 c2(d)rd−1 ∀r ∈ (0,1) ∀x ∈ S. (13)
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μ
(
Δ(e1,ω)
)
 c2(d)ωd−1.
Consider the closed ( 13d + ω)-neighborhood (in the d2 metric) of the line L1 spanned by e1.
Let Δ1 be the intersection of this neighborhood with S. Our purpose is to estimate μ(S \ Δ1)
from below. Let x ∈ S be orthogonal to e1. Then
1 hZ(x) 1 ·μ(S \Δ1)+
(
1
3d
+ω
)
· d,
where the left-hand side inequality follows from the fact that Z contains Bd2 . Therefore
μ(S \Δ1) 1 − ( 13d +ω)d .
We erase all measure μ contained in Δ1, use a standard averaging argument again, and find a
vector e2 such that
μ
(
Δ(e2,ω) \Δ1
)
 c2(d)ωd−1
(
1 −
(
1
3d
+ω
)
d
)
.
Since μ(Δ(e2,ω) \Δ1) > 0, the vector e2 is not in the 13d -neighborhood of L1.
Let Δ2 be the intersection of S with the closed ( 13d + ω)-neighborhood of L2 = lin{e1, e2}(that is, L2 is the linear span of {e1, e2}). Let x ∈ S be orthogonal to L2. Then
1 hZ(x) 1 ·μ(S \Δ2)+
(
1
3d
+ω
)
· d,
where the left-hand side inequality follows from the fact that Z contains Bd2 . Therefore
μ(S \Δ2) 1 − ( 13d +ω)d .
Using the standard averaging argument in the same way as in the previous step we find a
vector e3 such that
μ
(
Δ(e3,ω) \Δ2
)
 c2(d)ωd−1
(
1 −
(
1
3d
+ω
)
d
)
.
Since μ(Δ(e3,ω) \Δ2) > 0, the vector e3 is not in the 13d -neighborhood of L2.
We continue in an obvious way. As a result we construct a normalized basis {e1, . . . , ed}
satisfying the conditions:
(i) μ(Δ(ei,ω)) c2(d)ωd−1(1 − ( 13d +ω)d).
(ii) dist(ei, lin{ej }i−1j=1) 13d , i = 2, . . . , d , where dist(·,·) denotes the distance from a vector to
a subspace.
If ω < 16d , the inequality (i) implies
μ
(
Δ(ei,ω)
)
 1
2
c2(d)ω
d−1,
and we get the estimate (a) of Lemma 5 with c1(d) = c2(d)/2.
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Schmidt orthonormalization process. Let N :Rd → Rd be defined by Noi = ei . The estimate
‖N‖  C1(d) with C1(d) =
√
d follows because the vectors {ei}di=1 are normalized and the
vectors {oi}di=1 form an orthonormal set.
To estimate ‖N−1‖ we observe that the matrix of N with respect to the basis {oi} is of the
form
N =
⎛⎜⎜⎝
N11 N12 . . . N1d
0 N22 . . . N2d
...
...
. . .
...
0 0 . . . Ndd
⎞⎟⎟⎠ ,
and that the inequality (ii) implies Nii  13d . We have
T =
⎛⎜⎜⎝
N11 0 . . . 0
0 N22 . . . 0
...
...
. . .
...
0 0 . . . Ndd
⎞⎟⎟⎠ ·
⎛⎜⎜⎜⎜⎝
1 N12
N11
. . .
N1d
N11
0 1 . . . N2d
N22
...
...
. . .
...
0 0 . . . 1
⎞⎟⎟⎟⎟⎠= D(I +U),
where I is the identity matrix,
D =
⎛⎜⎜⎝
N11 0 . . . 0
0 N22 . . . 0
...
...
. . .
...
0 0 . . . Ndd
⎞⎟⎟⎠ , and U =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 N12
N11
. . .
N1,d−1
N11
N1d
N11
0 0 . . . N2,d−1
N22
N2d
N22
...
...
. . .
...
...
0 0 . . . 0 Nd−1,d
Nd−1,d−1
0 0 . . . 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Therefore
N−1 = (I +U)−1D−1 = (I −U +U2 − · · · + (−1)d−1Ud−1)D−1, (14)
the identity (I +U)−1 = (I −U +U2 −· · ·+ (−1)d−1Ud−1) follows from the obvious equality
Ud = 0. The definition of U and Nii  13d imply that columns of U are vectors with Euclidean
norm at most 3d , hence ‖U‖ 3d 32 . Therefore the identity (14) implies the following estimate
for ‖N−1‖:
∥∥N−1∥∥ ‖U‖d − 1‖U‖ − 1 · ∥∥D−1∥∥ 3dd
3d
2 − 1
3d
3
2 − 1
· 3d.
Denoting the right-hand side of this inequality by C2(d) we get the desired estimate. 
Remark. We do not need sharp estimates for c1(d),C1(d), and C2(d) because d is fixed in our
argument, and the dependence on d of the parameters involved in our estimates is not essential
for our proofs.
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{x ∈ S: inf{‖x − y‖: y ∈ Γ } r} by Γr .
Lemma 6. Let c2(d) be the constant from (13), then μ(S \ ((Ω(ω, δ))ω)) δc2(d)ωd−1 .
Proof. Assume the contrary, that is, μ(S \ ((Ω(ω, δ))ω)) > δc2(d)ωd−1 . Then, using a standard
averaging argument as in Lemma 5, we find a point x such that
μ
(
Δ(x,ω) \ ((Ω(ω, δ))
ω
))
 c2(d)ωd−1 · δ
c2(d)ωd−1
= δ.
By the definition of Ω(ω, δ) this implies x ∈ Ω(ω, δ). On the other hand, since the set Δ(x,ω) \
((Ω(ω, δ))ω) is non-empty, it follows that x /∈ Ω(ω, δ). We get a contradiction. 
3.2. Notation and definitions used in the rest of the proof
For each Z ∈ Zε we apply Lemma 5 with ω = ω(ε) = ε4k and δ = δ(ε) = ε4dk , where 0 <
k < 1 is a number satisfying the conditions
k <
1
6 + 4d2 and k <
1
2d + 4d2 , (15)
we choose and fix such number k for the rest of the proof. It is clear that there is Ξ0 =
Ξ0(d, k) > 0 such that the conditions ω(ε)  16d and δ(ε)  c1(d)(ω(ε))d−1 are satisfied for
all ε ∈ (0,Ξ0), where c1(d) is the constant from Lemma 5. In the rest of the argument we con-
sider ε ∈ (0,Ξ0) only. Let {ei}di=1 be one of the bases satisfying the conditions of Lemma 5 with
the described choice of ω and δ. Now we change the system of coordinates in Rd ⊃ Z the second
time. The new system of coordinates is such that {ei}di=1 is its unit vector basis. We shall modify
the objects introduced so far (Ω,μ, etc.) and denote their versions corresponding to the new
system of coordinates by Ωˇ, μˇ, etc. All these objects depend on Z, ε, and the choice of {ei}di=1.
We denote by Sˇ the Euclidean unit sphere in the new system of coordinates. We denote by
N :S → Sˇ the natural normalization mapping, that is, N(z) = z/‖z‖, where ‖z‖ is the Euclidean
norm of z with respect to the new system of coordinates. The estimates for ‖N‖ and ‖N−1‖ from
Lemma 5 imply that the Lipschitz constants of the mapping N and its inverse N−1 : Sˇ → S can
be estimated in terms of d only.
We introduce a measure μˇ on Sˇ as an atomic measure supported on a finite set and such that
μˇ(N(z)) = μ(z)‖z‖ for each z ∈ S, where ‖z‖ is the norm of z in the new system of coordinates.
Using the definition of the zonotope Z it is easy to check that the function
hˇZ(x) =
∫
Sˇ
∣∣〈x, zˇ〉∣∣dμˇ(zˇ),
where 〈·,·〉 is the inner product in the new coordinate system, is the support function of Z in the
new system of coordinates.
We define Ωˇ = Ωˇ(ω, δ) as N(Ω(ω, δ)). It is clear that ei ∈ Ωˇ . Everywhere below we mean
coordinates in the new system of coordinates (when we refer to ‖ · ‖, Δ, etc.).
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d only, implies the following statements:
• There exist C3(d),C4(d) < ∞ such that
μˇ
(
Sˇ \ ((Ωˇ(ω, δ))
C3(d)ω(ε)
))
 C4(d)
δ
ωd−1
(16)
(we use Lemma 6).
• There exist c3(d) > 0 and C5(d) < ∞ such that
μˇ
(
Δ
(
x,C5(d)ω
))
 c3(d)δ ∀x ∈ Ωˇ(ω, δ) (17)
(we use the definitions of Ω(ω, δ) and Ωˇ(ω, δ)).
• There exists a constant C6(d) depending on d only, such that
vol(Z) C6(d). (18)
Let Qˇ be the transpose of the matrix whose columns are the coordinates of zi in the new
system of coordinates. We denote by wˇi (i = 1, . . . ,M) the d × d minors of Qˇ ordered in the
same way as the wi . The vector {wˇi}Mi=1 is a scalar multiple of {wi}Mi=1. Therefore (10) implies
max
i
|ui |
M∑
i=1
|wˇi | = (1 + ε)d
∣∣∣∣∣
M∑
i=1
uiwˇi
∣∣∣∣∣. (19)
The volume of Z in the new system of coordinates is 2d
∑M
i=1 |wˇi |.
3.3. Lemma on six large minors
To show that if ε > 0 is small, then the inequality (19) implies that all but a very small part
of the measure μˇ is supported “around” multiples of vectors represented by a totally unimodular
matrix in some basis, we need the following lemma. It shows that the inequality (19) implies that
the measure μˇ cannot have non-trivial “masses” near (d + 2)-tuples of vectors satisfying certain
condition.
Lemma 7. Let χ(ε), σ(ε), and π(ε) be functions satisfying the following conditions:
(1) limε↓0 χ(ε) = limε↓0 σ(ε) = limε↓0 π(ε) = 0;
(2) ε = o((χ(ε))2(σ (ε))d) as ε ↓ 0;
(3) π(ε) = o(χ(ε)) as ε ↓ 0;
(4) There is a subset Φ0 ⊂ (0,Ξ0) such that the closure of Φ0 contains 0, and for each ε ∈ Φ0
there exist Z ∈Zε and points x1, . . . , xd−2,p1,p2,p3,p4 in the corresponding Sˇ, such that
μˇ
(
Δ
(
z,π(ε)
))
 σ(ε) ∀z ∈ {x1, . . . , xd−2,p1,p2,p3,p4}. (20)
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Φ1 ⊂ Φ0 be the set of those ε ∈ Φ0 for which there exists (ε,Z) ∈ U0 such that the corresponding
points x1, . . . , xd−2,p1,p2,p3,p4 satisfy the condition∣∣det(Hα,β)∣∣ χ(ε) (21)
for all matrices Hα,β whose columns are the coordinates of {x1, . . . , xd−2,pα,pβ}, α,β ∈
{1,2,3,4}, α = β , with respect to an orthonormal basis {ei}di=1 in Rd . Then there exists Ξ1 > 0
such that Φ1 ∩ (0,Ξ1) = ∅.
Proof. We assume the contrary, that is, we assume that 0 belongs to the closure of Φ1. For each
ε ∈ Φ1 we choose Z ∈Zε such that (ε,Z) ∈ U0 and the condition (20) is satisfied. We show that
for sufficiently small ε > 0 this leads to a contradiction.
We consider the following perturbation of the matrix Hα,β : each column vector z in it is
replaced by a vector from Δ(z,π(ε)). We denote the obtained perturbation of the matrix Hα,β
by Hpα,β . We claim that ∣∣det(Hpα,β)∣∣ χ(ε)− d · π(ε). (22)
To prove this claim we need the following lemma, which we state in a bit more general form
than is needed now, because we shall need it later.
Lemma 8. Let x1, . . . , xd, z ∈ d2 be such that max2id ‖xi‖m and ‖z− x1‖ l. Then∣∣det[z, x2, . . . , xd ] − det[x1, x2, . . . , xd ]∣∣ l · md−1.
This lemma follows immediately from the volumetric interpretation of determinants.
To get the inequality (22) we apply Lemma 8 d times with m = 1 and l = π(ε).
Since Z ∈Zε , it can be represented in the form Z =∑i I (zi). First we complete our proof in
a special case when the following condition is satisfied:
(∗) All vectors zi whose normalizations zi/‖zi‖ belong to the sets Δ(z,π(ε)), z ∈ {x1, . . . ,
xd−2,p1,p2,p3,p4}, have the same norm τ and there are equal amounts of such vectors in
each of the sets Δ(z,π(ε)), z ∈ {x1, . . . , xd−2,p1,p2,p3,p4}, we denote the common value
of the amounts by F .
The inequality (20) implies
F · τ  σ(ε).
We denote by Λ the set of all numbers i ∈ {1, . . . ,M} satisfying the condition: the normaliza-
tions of columns of the minor wˇi form a matrix of the form Hpα,β , for some α,β ∈ {1,2,3,4}.
We need an estimate for
∑
i∈Λ |wˇi |. The inequality (22) implies |wˇi | τd(χ(ε) − d · π(ε))
for each i ∈ Λ.
On the other hand, the cardinality |Λ| of Λ is 6Fd . In fact, there are Fd−2 ways to choose
zi/‖zi‖ in the sets Δ(xj ,π(ε)), j = 1, . . . , d − 2. There are
(4)= 6 ways to choose two of the2
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them. Therefore |Λ| = 6Fd and∑
i∈Λ
|wˇi | 6Fdτd
(
χ(ε)− d · π(ε)) 6(σ(ε))d(χ(ε)− d · π(ε)). (23)
We assume for simplicity that maxi |ui | = 1 (if it is not the case, some of the sums below
should be multiplied by maxi |ui |). The ui are defined above the equality (10). Then the condi-
tion (19) can be rewritten as
(1 + ε)d
∣∣∣∣∣
M∑
i=1
uiwˇi
∣∣∣∣∣∑
i∈Λ
|wˇi | +
∑
i /∈Λ
|wˇi |. (24)
On the other hand,
(1 + ε)d
∣∣∣∣∣
M∑
i=1
uiwˇi
∣∣∣∣∣ (1 + ε)d
∣∣∣∣∑
i∈Λ
uiwˇi
∣∣∣∣+ (1 + ε)d∑
i /∈Λ
|wˇi |. (25)
From (24) and (25) we get
(1 + ε)d
∣∣∣∣∑
i∈Λ
uiwˇi
∣∣∣∣∑
i∈Λ
|wˇi | −
(
(1 + ε)d − 1)∑
i /∈Λ
|wˇi |. (26)
As is well known, 2d
∑M
i=1 |wˇi | is the volume of Z, hence
∑M
i=1 |wˇi | 2−dC6(d). Using this
observation and the inequalities (23) and (26) we get∣∣∣∣∑
i∈Λ
uiwˇi
∣∣∣∣ ( 1(1 + ε)d − ((1 + ε)d − 1)C6(d)2−d6(σ (ε))d(χ(ε)− d · π(ε))
)∑
i∈Λ
|wˇi |.
(We use the fact that χ(ε) − d · π(ε) > 0 if ε > 0 is small enough.) The conditions (2) and (3)
imply that there exists ψ > 0 such that(
1
(1 + ε)d −
((1 + ε)d − 1)C6(d)2−d
6(σ (ε))d(χ(ε)− d · π(ε))
)
>
(
1 − 0.04(χ(ε)− d · π(ε))) (27)
is satisfied if ε ∈ (0,ψ). The right-hand side is chosen in the form needed below.
Let ψ > 0 be such that the statement above is true. Then for ε ∈ (0,ψ) we have∣∣∣∣∑
i∈Λ
uiwˇi
∣∣∣∣ (1 − 0.04(χ(ε)− d · π(ε)))∑
i∈Λ
|wˇi |. (28)
Recall that ui are d × d minors of some matrix [y1, . . . , yd ]. We need the Plücker relations,
see [9, p. 312] or [30, p. 42]. The result that we need can be stated in the following way: if
γ1, . . . , γd−2, κ1, κ2, κ3, κ4 are indices of d + 2 rows of [y1, . . . , yd ], then
t1,2t3,4 − t1,4t3,2 + t2,4t3,1 = 0, (29)
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indices γ1, . . . , γd−2, κα , and κβ . Note that (29) can be verified by a straightforward computation
(which is very simple if we make a suitable change of coordinates before the computation).
Now we show that (28) cannot be satisfied. Let Ψ be a set consisting of d + 2 vectors
zκ1 , zκ2 , zκ3 , zκ4 , zγ1 , . . . , zγd−2 , formed in the following way. We choose vectors (zκi /‖zκi‖) ∈
Δ(pi,π(ε)), i = 1,2,3,4, and choose vectors (zγi /‖zγi‖) ∈ Δ(xi,π(ε)), i = 1, . . . , d − 2. To
each such selection there corresponds a set of 6 minors wˇi of the form τd det(Hpα,β), we denote
this set of six minors by {wˇi}i∈M(Ψ ).
One of the immediate consequences of the Plücker relation (29) is that for any such (d + 2)-
tuple Ψ
|ui | 1√
2
for some i ∈ M(Ψ ). (30)
(Here we use the assumption that maxi |ui | = 1.)
For each Ψ we choose one such i ∈ M(Ψ ) and denote it by s(Ψ ). The estimate (22) and the
condition (∗) imply that
τd  |wˇi | τd
(
χ(ε)− d · π(ε)) (31)
for every i ∈ Λ.
Hence for every (d + 2)-tuple Ψ of the described type we have
∣∣∣∣ ∑
i∈M(Ψ )
uiwˇi
∣∣∣∣ ∑
i∈M(Ψ )\{s(Ψ )}
|wˇi | + 1√
2
|wˇs(Ψ )|
∑
i∈M(Ψ )
|wˇi | −
√
2 − 1√
2
|wˇs(Ψ )|
=
∑
i∈M(Ψ )
|wˇi |
(
1 − (
√
2 − 1)|wˇs(Ψ )|√
2
∑
i∈M(Ψ ) |wˇi |
)

∑
i∈M(Ψ )
|wˇi |
(
1 − (
√
2 − 1)τ d(χ(ε)− d · π(ε))√
2 · 6τd
)
<
∑
i∈M(Ψ )
|wˇi |
(
1 − 0.04(χ(ε)− d · π(ε))).
Thus ∣∣∣∣ ∑
i∈M(Ψ )
uiwˇi
∣∣∣∣< ∑
i∈M(Ψ )
|wˇi |
(
1 − 0.04(χ(ε)− d · π(ε))). (32)
Recall that F is the number of vectors zi corresponding to each of the sets Δ(z,π(ε)), z ∈
{x1, . . . , xd−2,p1,p2,p3,p4}. Simple counting shows that for an arbitrary collection {Υi}i∈Λ of
numbers we have ∑ ∑
Υi = F 2
∑
Υi.Ψ i∈M(Ψ ) i∈Λ
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F 2
∣∣∣∣∑
i∈Λ
uiwˇi
∣∣∣∣= ∣∣∣∣∑
Ψ
∑
i∈M(Ψ )
uiwˇi
∣∣∣∣∑
Ψ
∣∣∣∣ ∑
i∈M(Ψ )
uiwˇi
∣∣∣∣
<
∑
Ψ
∑
i∈M(Ψ )
|wˇi |
(
1 − 0.04(χ(ε)− d · π(ε)))
= F 2
∑
i∈Λ
|wˇi |
(
1 − 0.04(χ(ε)− d · π(ε))).
If ε ∈ (0,ψ), we get a contradiction with (28).
To see that the general case can be reduced to the case (∗) we need the following observation:
Let τ1, τ2 > 0 be such that τ1 + τ2 = 1. We replace the row with the coordinates of zj in Qˇ by
two rows, one of them is the row of coordinates of τ1zj and the other is the row of coordinates
of τ2zj . The zonotope generated by the rows of the obtained matrix coincides with Z. In the
matrix [y1, . . . , yd ] we replace the j th row by two copies of it. It is easy to see that if we replace
the sequences {ui}Mi=1 and {wˇi}Mi=1 by sequences of d × d minors of these new matrices, the
condition (19) is still satisfied.
We can repeat this ‘cutting’ of vectors zj into ‘pieces’ with (19) still being valid.
Therefore, we may assume the following: among zj corresponding to each of the sets
Δ(z,π(ε)), z ∈ {x1, . . . , xd−2,p1,p2,p3,p4} there exists a subset Φ(z,π(ε)) consisting of vec-
tors having the same length τ , and such that the sum of norms of vectors from Φ(z,π(ε)) is
 σ(ε)2 , moreover, we may assume that the numbers of such vectors in the subsets Φ(z,π(ε)) are
the same for all z ∈ {x1, . . . , xd−2,p1,p2,p3,p4}.
Lemma 7 in this case can be proved using the same argument as before, but with Λ being
the set of those minors wˇi for which rows are from Φ(z,π(ε)). Everything starting with the
inequality (23) can be shown in the same way as before; only some constants will be changed
(because we need to replace σ(ε) by σ(ε)2 ). 
3.4. Searching for a totally unimodular matrix
Let ρ(ε) = εk , ν(ε) = ε3k . For a vector s we denote its coordinates with respect to {ei}di=1 by
{si}di=1. (Here k and {ei}di=1 are the same as in Section 3.2.)
Lemma 9. If
k <
1
6 + 4d2 , (33)
then there exists Ξ2 > 0 such that for ε ∈ (0,Ξ2), s, t ∈ Ωˇ(ω(ε), δ(ε)), and α,β ∈ {1, . . . , d},
the inequality
min
{|sα|, |sβ |, |tα|, |tβ |} ρ(ε), (34)
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)∣∣∣∣< ν(ε). (35)
Proof. Assume the contrary, that is, there exists a subset Φ2 ⊂ (0,1), having 0 in its closure
and such that for each ε ∈ Φ2 there exist Z ∈ Zε , s, t ∈ Ωˇ(ω(ε), δ(ε)) and α,β satisfying the
condition (34), and such that ∣∣∣∣det( sα tαsβ tβ
)∣∣∣∣ ν(ε).
We apply Lemma 7 with {x1, . . . , xd−2} = {ei}i =α,β , {p1,p2,p3,p4} = {eα, eβ, s, t}. Using a
straightforward determinant computation we see that the condition (21) is satisfied with χ(ε) =
min{1, ρ(ε), ν(ε)} = ε3k (we consider ε < 1).
The inequality (17) implies that the condition (4) of Lemma 7 is satisfied with π(ε) =
C5(d)ω(ε) = C5(d)ε4k and σ(ε) = c3(d)δ(ε) = c3(d)ε4dk . It is clear that the conditions (2)
and (3) of Lemma 7 are satisfied. To get (2) we use the condition (33). Applying Lemma 7, we
get the existence of the desired Ξ2. 
For each vector from Ωˇ(ω(ε), δ(ε)) we define its top set as the set of indices of coordinates
whose absolute values  ρ(ε).
The collection of all possible top sets is a subset of the set of all subsets of {1, . . . , d}, hence its
cardinality is at most 2d . We create a collection Θ(ω(ε), δ(ε)) ⊂ Ωˇ(ω(ε), δ(ε)) in the following
way: for each subset of {1, . . . , d} which is a top set for at least one vector from Ωˇ(ω(ε), δ(ε)),
we choose one of such vectors; the set Θ(ω(ε), δ(ε)) is the set of all vectors selected in this way.
In our next lemma we show that each vector from Ωˇ(ω(ε), δ(ε)) can be reasonably well ap-
proximated by a vector from Θ(ω(ε), δ(ε)). Therefore (as we shall see later), to prove Lemma 2
it is sufficient to find a “totally unimodular” set approximating Θ(ω(ε), δ(ε)).
Lemma 10. Let ρ(ε) and ν(ε) be as above and let k and Ξ2 be numbers satisfying the conditions
of Lemma 9. Let ε ∈ (0,Ξ2), Z ∈ Zε , and let s, t ∈ Ωˇ(ω(ε), δ(ε)) be two vectors with the same
top set Σ . Then
min
{‖t + s‖, ‖t − s‖}√2 ν(ε)
(ρ(ε))2
+ 4dρ(ε)2. (36)
Proof. Observe that if ρ(ε) = εk > 1√
d
, the statement of the lemma is trivial. Therefore we may
assume that ρ(ε) 1√
d
. In such a case Σ contains at least one element.
First we show that the signs of different components of s and t “agree” on Σ in the sense that
either they are the same everywhere on Σ , or they are the opposite everywhere on Σ . In fact,
assume the contrary, and let α,β ∈ Σ be indices for which the signs “disagree.” Then, as it is
easy to check, ∣∣∣∣det( sα tαs t
)∣∣∣∣= |sα||tβ | + |sβ ||tα| 2(ρ(ε))2 > ν(ε),
β β
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each α ∈ Σ , the other case can be treated similarly (we can just consider −s instead of s).
We may assume without loss of generality that |tα| |sα| for some α ∈ Σ . We show that in
this case
|tβ |
(
1 − ν(ε)
(ρ(ε))2
)
|sβ |
for all β ∈ Σ . In fact, if |tβ | < (1 − ν(ε)(ρ(ε))2 )|sβ | for some β ∈ Σ , then
ν(ε) >
∣∣∣∣det( sα tαsβ tβ
)∣∣∣∣ |tα||sβ | − |sα||tβ | |sα||sβ | ν(ε)(ρ(ε))2  ν(ε),
a contradiction.
We have
‖t − s‖2 = ‖t‖2 + ‖s‖2 − 2〈t, s〉 2 − 2
∑
α∈Σ
(1 − ν(ε)
(ρ(ε))2
)s2α + 2
∑
α/∈Σ
ρ(ε)2
 2 ν(ε)
(ρ(ε))2
+ 4
∑
α/∈Σ
ρ(ε)2  2 ν(ε)
(ρ(ε))2
+ 4dρ(ε)2. 
Let Θ(ω(ε), δ(ε)) = {bj }Jj=1, where J  2d . We may and shall assume that {ei(ε)}di=1 ⊂
Θ(ω(ε), δ(ε)) (see Lemma 5 and Section 3.2). We denote d ·2d by n and introduce d ·n functions:
ϕ1(ε), . . . , ϕd·n(ε), such that
ϕ1(ε) · · · ϕd·n(ε) = ρ(ε) = εk, (37)
ϕα(ε) =
(
ϕα+1(ε)
) 1
d+1 . (38)
We consider the matrix X whose columns are {bj }Jj=1. We order the absolute values of entries
of this matrix in non-increasing order and denote them by a1  a2  · · ·  ad·J . Let j0 be the
least index for which
ϕd·j0(ε) > aj0 . (39)
The existence of j0 follows from {ei(ε)}di=1 ⊂ Θ(ω(ε), δ(ε)). The definition of j0 implies that
aj  ϕd·j (ε) for j < j0, hence aj  ϕd·(j0−1)(ε) for j  j0 − 1.
We replace all entries of the matrix X except a1, . . . ,aj0−1 by zeros and denote the obtained
matrix by G = (Gij ), i = 1, . . . , d , j = 1, . . . , J , and its columns by {gj }Jj=1. It is clear that
‖gj − bj‖ d · ϕdj0(ε). (40)
We form a bipartite graph G on the vertex set {1¯, . . . , d¯} ∪ {1, . . . , J }, where we use bars in
1¯, . . . , d¯ because these vertices are considered as different from the vertices 1, . . . , d , which are
in the set {1, . . . , J }. The edges of G are defined in the following way: the vertices i¯ and j are
adjacent if and only if Gij = 0. So there is a one-to-one correspondence between edges of G
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terminology, see, e.g. [29, p. 11].)
For each non-zero entry of G we define its level in the following way:
• The level of entries corresponding to edges of F is 1.
• For a non-zero entry of G which does not correspond to an edge in F we consider the cycle
in G formed by the corresponding edge and edges of F . We define the level of the entry as
the half of the length of the cycle (recall that the graph G is bipartite, hence all cycles are
even).
Observation. One of the classes of the bipartition has d vertices. Hence no cycle can have more
than 2d edges, and the level of each vertex is at most d .
To each entry Gij of level f we assign a square submatrix G(ij) of G all other entries in
which are of levels at most f − 1. We do this in the following way. To entries corresponding to
edges of F we assign the 1×1 matrices containing these entries. For an entry Gij which does not
correspond to an edge in F we consider the corresponding edge e in G and the cycle C formed by
e and edges of F . Then we consider the entries in G corresponding to edges of C and the minimal
submatrix in G containing all of these entries. Now we consider all edges in G corresponding
to non-zero entries of this submatrix. We choose and fix in this set of edges a minimum-length
cycle M containing e. We define G(ij) as the minimal submatrix of G containing all entries
corresponding to edges of M. It is easy to verify that:
• G(ij) is a square submatrix of G.
• Non-zero entries of G(ij) are in one-to-one correspondence with entries of M.
• The expansion of the determinant of G(ij) according to the definition contains exactly two
non-zero terms.
• All non-zero entries of G(ij) except Gij have level  f − 1.
Lemma 11. Let k < 1/(2d + 4d2). If ε > 0 is small enough, then there exists a d × J matrix G˜
such that:
(1) If some entry of G is zero, the corresponding entry of G˜ is also zero.
(2) The entries of level 1 of G˜ are the same as for G.
(3) All other non-zero entries of G˜ are perturbations of entries of G satisfying the following
conditions:
(a) If Gij is of level f , then |Gij − G˜ij | < ϕd·j0−f+1(ε).
(b) For each non-zero entry Gij of level  2 of G the determinant of the submatrix G˜(ij) of
G˜ corresponding to G(ij) is zero.
Proof. Let Gij be an entry of level f . Since, as it was observed above, all entries of G(ij) have
level  f − 1, we can prove the lemma by induction as follows.
(1) We let G˜ij = Gij for all Gij of level one.
(2) Let f  2.
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(Gij ) f − 1 we have found perturbations G˜ij satisfying
|Gij − G˜ij | ϕd·j0−(Gij )+1(ε),
such that det(G˜(ij)) = 0. (Note that this assumption is vacuous if f = 2.)
Inductive step. Let Gij be an entry of level f . If ε > 0 is small enough we can find a number
G˜ij such that |G˜ij − Gij |  ϕd·j0−f+1(ε) and det(G˜(ij)) = 0. Observe that by the induction
hypothesis and the observation that all other entries of G(ij) have levels  f − 1, all other
entries of G˜(ij) have already been defined.
So let Gij be an entry of level f , and G(ij) be the corresponding square submatrix. Renum-
bering rows and columns of the matrix G we may assume that the matrix G(ij) looks like the
one sketched below for some h f .
G(ij) =
⎛⎜⎜⎜⎜⎝
a1 0 . . . 0 Gij
b1 a2 . . . 0 0
...
...
. . .
...
...
0 0 . . . ah−1 0
0 0 . . . bh−1 ah
⎞⎟⎟⎟⎟⎠ .
Therefore the matrix G (possibly, after renumbering of columns and rows) has the form⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 0 . . . 0 Gij 0 0 . . . 0 0 1 0 . . .
b1 a2 . . . 0 0 0 0 . . . 0 0 0 1 . . .
...
...
. . .
...
...
...
...
. . .
...
...
...
...
. . .
0 0 . . . ah−1 0 0 0 . . . 0 0 0 0 . . .
0 0 . . . bh−1 ah 0 0 . . . 0 0 0 0 . . .
∗ ∗ . . . ∗ ∗ 1 0 . . . 0 0 0 0 . . .
∗ ∗ . . . ∗ ∗ 0 1 . . . 0 0 0 0 . . .
...
...
. . .
...
...
...
...
. . .
...
...
...
...
. . .
∗ ∗ . . . ∗ ∗ 0 0 . . . 1 0 0 0 . . .
∗ ∗ . . . ∗ ∗ 0 0 . . . 0 1 0 0 . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (41)
We have assumed that we have already found entries {a˜n}hn=1 and {b˜n}h−1n=1 of G˜ which are
perturbations of {an}hn=1 and {bn}h−1n=1. The entries 1 shown (41) are the only non-zero entries
in their columns, therefore the corresponding edges of G should be in F . Let us denote the
perturbation of Gij we are looking for by G˜ij . The condition (b) of Lemma 11 can be written as
h∏
n=1
a˜n + (−1)h−1
h−1∏
n=1
b˜n · G˜ij = 0. (42)
So it suffices to show that the number G˜ij , found as a solution of (42) satisfies |G˜ij −Gij | <
ϕd·j −f+1(ε). To show this we assume the contrary. Since there are finitely many possibilities0
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Φ3 ⊂ (0,1), whose closure contains 0, satisfying the condition:
For each ε ∈ Φ3 there is Z ∈ Zε such that after proceeding with all steps of the construction
we get: all the conditions above are satisfied, but∣∣∣∣∣
h∏
n=1
a˜n + (−1)h−1
h−1∏
n=1
b˜n ·Gij
∣∣∣∣∣> ϕd·j0−f+1(ε)
h−1∏
n=1
|b˜n|. (43)
We need to get from here an estimate for |det(G(ij))| from below. To get it we observe that
the inequality (43) is an estimate from below of the determinant of the matrix
G′(ij) =
⎛⎜⎜⎜⎜⎝
a˜1 0 . . . 0 Gij
b˜1 a˜2 . . . 0 0
...
...
. . .
...
...
0 0 . . . a˜h−1 0
0 0 . . . b˜h−1 a˜h
⎞⎟⎟⎟⎟⎠ .
To get from here an estimate for det(G(ij)) from below we observe the following: the 2-norm
of each column of Gij is  1, the 2-distance between a column of Gij and the corresponding
column of G′(ij) is at most 2ϕdj0−f+2(ε). Hence the 2-norm of each column of G′(ij) is
 1 + 2ϕdj0−f+2(ε). Applying Lemma 8 h times we get∣∣det(G(ij))∣∣ ∣∣det(G′(ij))∣∣− h · 2ϕdj0−f+2(ε)(1 + 2ϕdj0−f+2(ε))h−1.
The induction hypothesis implies
|b˜i | ϕd(j0−1)(ε)− ϕdj0−f+2(ε),
we get
∣∣det(G(ij))∣∣ ϕdj0−f+1(ε) · (ϕd(j0−1)(ε)− ϕdj0−f+2(ε))h−1
− h · 2ϕdj0−f+2(ε)
(
1 + 2ϕdj0−f+2(ε)
)h−1
. (44)
Let us keep the notation {gj }Jj=1 for columns of the matrix (41). We consider the fol-
lowing six d × d minors of this matrix: the corresponding submatrices contain the columns
{g2, . . . , gh−1, gh+1, . . . , gd}, and two out of the four columns {g1, gh, gd+1, gd+2}. Observe that
gh+1 = eh+1, . . . , gd = ed, gd+1 = e1, gd+2 = e2.
The absolute values of the minors are equal to
∣∣detG(ij)∣∣, ∣∣∣∣∣
h∏
n=2
an
∣∣∣∣∣,
∣∣∣∣∣
h−1∏
n=1
bn
∣∣∣∣∣, |a1| ·
∣∣∣∣∣
h−1∏
n=2
bn
∣∣∣∣∣,
∣∣∣∣∣
h∏
n=2
bn
∣∣∣∣∣,
∣∣∣∣∣
h−1∏
n=2
bn
∣∣∣∣∣. (45)
The first number in (45) was estimated in (44). All other numbers are at least (ϕd(j0−1)(ε))h−1,
it is clear that this number exceeds the number from (44).
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N(gd)} and {p1,p2,p3,p4} = {N(g1),N(gh),N(gd+1),N(gd+2)}. (Recall that N(z) = z/‖z‖.)
Our definitions imply that ‖bj‖ = 1 and ‖gj‖  1, because gj is obtained from bj by replac-
ing some of the coordinates by zeros. Hence the inequality (44) and the remark above on the
numbers (45) imply that the condition (21) is satisfied with
χ(ε) = ϕdj0−f+1(ε) ·
(
ϕd(j0−1)(ε)− ϕdj0−f+2(ε)
)h−1
− h · 2ϕdj0−f+2(ε)
(
1 + 2ϕdj0−f+2(ε)
)h−1
. (46)
The inequality (40), the inclusion bj ∈ Ωˇ(ω(ε), δ(ε)) and (17) imply that the condition (20)
is satisfied with π(ε) = 2d · ϕdj0(ε) + C5(d)ω(ε) and σ(ε) = c3(d)δ(ε). So it remains to show
that the condition (38) implies that the conditions (2) and (3) of Lemma 7 are satisfied.
By (38), (46), the inequality 2  h  f  d , and the trivial observation that all functions
ϕα(ε) do not exceed 1 for 0 ε  1, we have(
ϕdj0−f+1(ε)
)d = O(χ(ε)). (47)
Now we verify the condition (3) of Lemma 7. The part (b) can be verified as follows. The
conditions (37) and (38), together with f  2 and ω(ε) = ε4k , imply that π(ε) = O(ϕdj0(ε)) =
o((ϕdj0−f+1(ε))d) = o(χ(ε)).
To verify the condition (2) of Lemma 7 it suffices to observe that (47) and (37) imply
(ρ(ε))d = O(χ(ε)). Hence (2) is satisfied if 2dk + 4d2k < 1. This inequality is among the con-
ditions of Lemma 11. Hence we can apply Lemma 7 and get the conclusion of Lemma 11. 
Now let G˜ be an approximation of G by a matrix satisfying the conditions of Lemma 11. We
use the same maximal forest F in G as above. It is easy to show (and the corresponding result
is well known in the theory of matroids, see, for example, [24, Theorem 6.4.7]) that multiplying
columns and rows of G˜ by positive numbers we can make entries corresponding to edges of F
to be equal to ±1. Denote the obtained matrix by Ĝ.
Lemma 12. If G˜ satisfies the conditions of Lemma 11, then Ĝ is a matrix with entries −1,0,
and 1.
Proof. Assume the contrary, that is, there are entries Ĝij which are not in the set {−1,0,1}.
Let Ĝij be one of such entries satisfying the additional condition: the level (Gij ) is the minimal
possible among all entries Ĝij which are not in {−1,0,1}. Denote by Ĝ(ij) the submatrix of Ĝ
which corresponds to G(ij).
Then, by observations preceding Lemma 11, the expansion of det Ĝ(ij) contains two non-
zero terms: one of them is 1 or −1, the other is Ĝij or −Ĝij . Our assumptions imply that
det Ĝ(ij) = 0. This contradicts det G˜(ij) = 0, because Ĝ is obtained from G˜ using multipli-
cations of columns and rows by numbers. 
In Lemma 13 we show that for functions ϕα(ε) chosen as above, the matrix Ĝ should be totally
unimodular for sufficiently small ε. In Lemma 15 we show how to estimate the Banach–Mazur
distance between Z and Td in the case when Ĝ is totally unimodular.
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Proof. The conclusion of Lemma 11 implies that each entry of G˜ is a ϕd(j0−1)+1(ε)-ap-
proximation of an entry from G. Therefore for small ε the absolute value of each non-zero entry
of G˜ is at least ϕd(j0−1)(ε)/2. This implies the following observation.
Observation. Each d×d minor of G˜ is a product of the corresponding minor of Ĝ and a number
ζ satisfying (ϕd(j0−1)(ε)/2)d  ζ  1.
Proof. Consider a square submatrix S˜ in G˜ and the corresponding submatrix Ŝ in Ĝ. If the
corresponding minor is zero, there is nothing to prove. If it is non-zero, we reorder columns
and rows of S˜ in such a way that all entries on the diagonal become non-zero, and do the same
reordering with Ŝ . Let ri , cj > 0 be such that after multiplying rows of Ŝ by ri and columns of
the resulting matrix by cj we get S˜ . Then
det(S˜) = det(Ŝ)
∏
i
ri
∏
j
cj .
On the other hand, rici  ϕd(j0−1)(ε)/2, because the diagonal entry of Ŝ is ±1, and the absolute
value of the diagonal entry of S˜ is  ϕd(j0−1)(ε)/2. The conclusion follows. 
Lemma 14. Let D be a d×J matrix with entries −1,0, and 1, containing a d×d identity subma-
trix. If D is not totally unimodular, then it contains d + 2 columns {̂x1, . . . , x̂d−2, p̂1, p̂2, p̂3, p̂4}
such that for all six choices of two vectors from the set {p̂1, p̂2, p̂3, p̂4} minors obtained by
joining them to {̂x1, . . . , x̂d−2} are non-zero.
Proof. Our argument follows [4, pp. 1068–1069] (see, also, [29, pp. 269–271]), where a similar
statement is attributed to R. Gomory.
Suppose that D is not totally unimodular, then it has a square submatrix S with |det(S)| 2.
Let S be of size h × h. Reordering columns and rows of D (if necessary), we may assume that
D is of the form:
D =
(S 0 Ih ∗
∗ Id−h 0 ∗
)
,
where Ih and Id−h are identity matrices of sizes h × h and (d − h) × (d − h), respectively,
0 denote matrices with zero entries of the corresponding dimensions, and ∗ denote matrices of
the corresponding dimensions with unspecified entries.
We consider all matrices which can be obtained from D by a sequence of the following oper-
ations:
• Addition or subtraction a row to or from another row.
• Multiplication of a column by −1,
provided that after each such operation we get a matrix with entries −1,0, and 1.
Among all matrices obtained from D in such a way we select a matrix D̂ which satisfies the
following conditions:
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(2) Has the maximal possible number ξ of unit vectors among the first d columns.
Observe that ξ < d because the operations listed above preserve the absolute value of the
determinant and at the beginning the absolute value of the determinant formed by the first d
columns was  2. Let dr be one of the first d columns of D̂ which is not a unit vector. Let
{i1, . . . , it } be indices of its non-zero coordinates. Then at least one of the unit vectors ei1, . . . , eit
is not among the first d columns of D̂ (the first d columns of D̂ are linearly independent). Assume
that ei1 is not among the first d columns of D̂. We can try to transform D̂ adding/subtracting the
row number i1 to/from rows number i2, . . . , it (and multiplying the column number r by (−1),
if necessary) into a new matrix D˜ which satisfies the following conditions:
• Has among the first d columns all the unit vectors it had before;
• Has ei1 as its column number r ;
• Has all the unit vectors among its columns.
It is not difficult to verify that the only possible obstacle is that there exists another column dt
in D̂, such that for some s ∈ {2, . . . , t}
∣∣∣∣det(Di1r Di1tDisr Dis t
)∣∣∣∣= 2, (48)
where by Dij we denote entries of D̂. By the maximality assumption, a submatrix satisfying (48)
exists.
It is easy to see that letting
{
p̂1, p̂2, p̂3, p̂4
}= {dr, ds, ei1, eis }, and {̂x1, . . . , x̂d−2} = {e1, . . . , ed} \ {ei1, eis },
we get a set of columns of D̂ satisfying the required condition.
Since the operations listed above preserve the absolute values of d × d minors, the corre-
sponding columns of D form the desired set. 
Remark. Lemma 14 can also be obtained by combining known characterizations of regular and
binary matroids, see [24] (we mean, first of all, Theorems 9.1.5, 6.6.3, Corollary 10.1.4, and
Proposition 3.2.6).
We continue our proof of Lemma 13. Assume the contrary. Since there are finitely many
possible values of j0, there is j0 and a subset Φ4 ⊂ (0,1), whose closure contains 0, satisfying
the condition:
For each ε ∈ Φ4 there is Z ∈ Zε such that following the construction, we get the preselected
value of j0, and the obtained matrix Ĝ is not totally unimodular.
Since the entries of Ĝ are integers, the absolute values of the minors are at least one. We
are going to show that the corresponding minors of G are also ‘sufficiently large,’ and get a
contradiction using Lemma 7.
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Euclidean norm of a column in G˜ is at most 1 + dϕd(j0−1)+1(ε). Applying Lemma 8 d times we
get that the corresponding minor of G is at least(
ϕd(j0−1)(ε)/2
)d − d2ϕd(j0−1)+1(ε) · (1 + dϕd(j0−1)+1(ε))d−1.
We are going to use Lemma 7 for x1, . . . , xd−2,p1,p2,p3,p4 defined in the following
way. Let xˇ1, . . . , xˇd−2, pˇ1, pˇ2, pˇ3, pˇ4 be the columns of G corresponding to the columns
x̂1, . . . , x̂d−2, p̂1, p̂2, p̂3, p̂4 of Ĝ, and x1, . . . , xd−2,p1,p2,p3,p4 be their normalizations (that
is, x1 = xˇ1/‖xˇ1‖, etc.). Since norms of columns of G are  1, the condition (21) of Lemma 7 is
satisfied with
χ(ε) = (ϕd(j0−1)(ε)/2)d − d2ϕd(j0−1)+1(ε) · (1 + dϕd(j0−1)+1(ε))d−1.
Now we recall that columns {gj } of G satisfy (40) for some vectors bj ∈ Ωˇ(ω(ε), δ(ε)).
Hence the distance from x1, . . . , xd−2,p1,p2,p3,p4 to the corresponding vectors bj is
 2dϕdj0(ε). By (17) the condition (20) is satisfied with
π(ε) = 2dϕdj0(ε)+C5(d)ω(ε)
and
σ(ε) = c3(d)δ(ε).
The fact that the conditions (2) and (3) of Lemma 7 are satisfied is verified in the same way as
at the end of Lemma 11, the only difference is that instead of (47) we have (ϕd(j0−1)(ε))d =
O(χ(ε)). This does not affect the rest of the argument. Therefore, under the same condition on k
as in Lemma 11 we get, by Lemma 7, that Ĝ should be totally unimodular if ε > 0 is small
enough.
Lemma 15. If Ĝ is totally unimodular, then there exists a zonotope T ∈ Td such that
d(Z,T ) td(ε),
where td(ε) is a function satisfying limε↓0 td(ε) = 1.
Proof. Observe that the matrix G˜ can be obtained from Ĝ using multiplications of rows and
columns by positive numbers. Hence, re-scaling the basis {ei}, if necessary, we get: columns
of G˜ with respect to the re-scaled basis are of the form aiτi , where τi are columns of a totally
unimodular matrix (see the definition of Td in the introduction).
We are going to approximate the measure μˇ by a measure μ̂ supported on vectors which are
normalized columns of G˜. Recall that μˇ is supported on a finite subset of Sˇ.
The approximation is constructed in the following way. We erase the measure μˇ supported
outside (Ωˇ(ω(ε), δ(ε)))C3(d)ω(ε). The total mass of the measure erased in this way is small
by (16). As for the measure supported on B := (Ωˇ(ω(ε), δ(ε)))C3(d)ω(ε), we approximate each
atom of it by the atom of the same mass supported on the nearest normalized column of G˜.
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columns, we choose one of them.
Now we estimate the distance from a point of (Ωˇ(ω(ε), δ(ε)))C3(d)ω(ε) to the nearest nor-
malized column of G˜. The distance from this point to Ωˇ(ω(ε), δ(ε)) is C3(d)ω(ε), the distance
from a point from Ωˇ(ω(ε), δ(ε)) to the point from Θ(ω(ε), δ(ε)) with the same top set (or its op-
posite), by Lemma 10, can be estimated from above by
√
2 ν(ε)
(ρ(ε))2
+ 4dρ(ε)2. The distance from
a point in Θ(ω(ε), δ(ε)) to the corresponding column of G is estimated in (40), it is d ·ϕdj0(ε),
so it is  d · ϕ1(ε), and the distance from a column of G to the corresponding column of G˜ is
 d · ϕd(j0−1)+1(ε) d · ϕ1(ε). Since we have to normalize this vector, the total distance from a
point of (Ωˇ(ω(ε), δ(ε)))C3(d)ω(ε) to the nearest normalized column of G˜ can be estimated from
above by
C3(d)ω(ε)+
√
2
ν(ε)
(ρ(ε))2
+ 4dρ(ε)2 + 4d · ϕ1(ε).
It is clear that this function, let us denote it by ζ(ε), tends to 0 as ε ↓ 0, recall that ρ(ε) = ek ,
ν(ε) = ε3k , ω(ε) = ε4k , ϕ1(ε) = ε( 1d+1 )dn−1 . The obtained measure corresponds to a zonotope
from Td . Let us denote this zonotope by T .
Since the dual norms to the gauge functions of Z and T are their support functions, we get
the estimate
d(T ,Z) sup
u∈Sˇ
hˇZ(u)
hˇT (u)
· sup
u∈Sˇ
hˇT (u)
hˇZ(u)
.
So it is enough to show that
C1(d, ε)
hˇT (u)
hˇZ(u)
 C2(d, ε), (49)
where limε↓0 C1(d, ε) = limε↓0 C2(d, ε) = 1.
Observe that Lemma 5 implies that there exists a constant 0 <C7(d) < ∞ such that
C7(d) hˇZ(u), ∀u ∈ Sˇ. (50)
We have
hˇZ(u) =
∫
Sˇ
∣∣〈u, z〉∣∣dμˇ(z)

∫
Sˇ\B
∣∣〈u, z〉∣∣dμˇ(z)+ ∫
Sˇ
∣∣〈u, z〉∣∣dμ̂(z)+ ∑
z∈supp μˇ∩B
(∣∣〈u, z〉 − 〈u,A(z)〉∣∣)μˇ(z)
 C4(d)
δ(ε)
ωd−1(ε)
+ hˇT (u)+ ζ(ε)μˇ(Sˇ), ∀u ∈ Sˇ.
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hˇT (u) =
∫
Sˇ
∣∣〈u, z〉∣∣dμ̂(z) ∫
B
∣∣〈u, z〉∣∣dμˇ(z)+ ∑
z∈supp μˇ∩B
(∣∣〈u, z〉 − 〈u,A(z)〉∣∣)μˇ(z)
 hˇZ(u)+ ζ(ε)μˇ(Sˇ), ∀u ∈ S.
Using (50) we get
1 −
C4(d)
δ(ε)
ωd−1(ε)
C7(d)
− ζ(ε)μˇ(Sˇ)
C7(d)
 hˇT (u)
hˇZ(u)
 1 + ζ(ε)μˇ(Sˇ)
C7(d)
.
It is an estimate of the form (49). 
It is clear that Lemma 15 completes our proof of Lemma 2. 
4. Proof of Theorem 4
Proof. We start by proving Theorem 4 for polyhedral X. In this case we can consider X as a
subspace of m∞ for some m ∈ N. Since X has an MVSE which is not a parallelepiped, there
exists a linear projection P :m∞ → X such that P(Bm∞) has the minimal possible volume, but
P(Bm∞) is not a parallelepiped. Let d = dimX, let {q1, . . . , qm−d} be an orthonormal basis in
kerP and let {q˜1, . . . , q˜d} be an orthonormal basis in the orthogonal complement of kerP . As
it was shown in Lemma 4, P(Bm∞) is linearly equivalent to the zonotope spanned by rows of
Q˜ = [q˜1, . . . , q˜d ]. By the assumption this zonotope is not a parallelepiped. It is easy to see that
this assumption is equivalent to: there exists a minimal linearly dependent collection of rows of
Q˜ containing  3 rows. This condition implies that we can reorder the coordinates in m∞ and
multiply the matrix Q˜ from the right by an invertible d × d matrix C1 in such a way that Q˜C1
has a submatrix of the form ⎛⎜⎜⎜⎜⎝
1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
a1 a2 . . . ad
⎞⎟⎟⎟⎟⎠ ,
where a1 = 0 and a2 = 0. Let X be a matrix whose columns form a basis of X. The argument of
[21] (see the conditions (1)–(3) on p. 96) implies that X can be multiplied from the right by an
invertible d × d matrix C2 in such a way that XC2 is of the form⎛⎜⎜⎜⎜⎜⎜⎜⎝
1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1
signa1 signa2 . . . ∗
.. .. . . ..
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,. . . .
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values  1.
Changing signs of the first two columns, if necessary, we get that the subspace X ⊂ m∞ is
spanned by columns of the matrix⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
±1 0 0 . . . 0
0 ±1 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
1 1 ∗ . . . ∗
b1 c1 ∗ . . . ∗
b2 c2 ∗ . . . ∗
...
...
...
. . .
...
bm−l−1 cm−l−1 ∗ . . . ∗
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (51)
The condition on the minors implies that |bi | 1, |ci | 1, and |bi −ci | 1 for each i. Therefore
the subspace, spanned in m∞ by the first two columns of the matrix (51) is isometric to R2 with
the norm ∥∥(α,β)∥∥= max(|α|, |β|, |α + β|).
It is easy to see that the unit ball of this space is linearly equivalent to a regular hexagon. Thus,
Theorem 4 is proved in the case when X is polyhedral.
Proving the result for general, not necessarily polyhedral, space, we shall denote the space
by Y . We use Theorem 3. Actually we need only the following corollary of it:
Each MVSE is a polyhedron.
Therefore we can apply the following result to each MVSE.
Lemma 16. (See [22, Lemma 1].) Let Y be a finite-dimensional space and let A be a polyhedral
MVSE for Y . Then there exists another norm on Y such that the obtained normed space X
satisfies the conditions:
(1) X is polyhedral;
(2) BX ⊃ BY ;
(3) A is an MVSE for X.
So we consider the space Y as being embedded into a polyhedral space X with the embedding
satisfying the conditions of Lemma 16. By the first part of the proof the space X satisfies the
conditions of Theorem 4 and we may assume that X is a subspace m∞ in the way described in
the first part of the proof. So X is spanned by columns—let us denote them by e1, . . . , ed—of the
matrix (51) in m∞. It is easy to see that to finish the proof it is enough to show that the vectors
e1, e2, e1 − e2 are in BY .
It turns out each of these points is the center of a facet of a minimum-volume parallelepiped
containing BX . In fact, let {fi}m be the unit vector basis of m . Let P1 and P2 be the projectionsi=1 ∞
618 M.I. Ostrovskii / Journal of Functional Analysis 255 (2008) 589–619onto Y with the kernels lin{fd+1, . . . , fm} and lin{f1, fd+2, . . . , fm}, respectively (recall that Y ,
as a linear space, coincides with X). The analysis from [20, pp. 318–319] shows that P1(Bm∞)
and P2(Bm∞) have the minimal possible volume among all linear projections of Bm∞ into X. It is
easy to see that P1(Bm∞) and P2(Bm∞) are parallelepipeds.
We show that e1, e2 are centers of facets of P1(Bm∞), and that e1 − e2 is the center of a
facet of P2(Bm∞). In fact, the centers of facets of P1(Bm∞) coincide with P1(f1), . . . ,P1(fd),
and it is easy to check that P1(fi) = ei for i = 1, . . . , d . As for P2, we observe that e1 − e2 ∈
lin{f1, f2, fd+2, . . . , fm}, and the coefficient near f2 in the expansion of e1 −e2 is ±1. Therefore
P2(f2) = ±(e1 − e2).
Since the projections P1 and P2 satisfy the minimality condition from [21, Lemma 1] (see,
also [20, pp. 318–319]), the parallelepipeds P1(Bm∞) and P2(Bm∞) are MVSE for X. Hence, by
the conditions of Lemma 16, they are MVSE for Y also. Hence, they are minimum-volume
parallelepipeds containing BY . On the other hand, it is known, see [26, Lemma 3.1], that cen-
ters of facets of minimal-volume parallelepipeds containing BY should belong to BY , we get
e1, e2, e1 − e2 ∈ BY . The theorem follows. 
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