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Abstract
Recent work has shown how chemical reaction network theory may be used to design dynamical systems that can be
implemented biologically in nucleic acid-based chemistry. While this has allowed the construction of advanced open-loop
circuitry based on cascaded DNA strand displacement (DSD) reactions, little progress has so far been made in developing
the requisite theoretical machinery to inform the systematic design of feedback controllers in this context. Here, we develop a
number of foundational theoretical results on the equilibria, stability, and dynamics of nucleic acid controllers. In particular,
we show that the implementation of feedback controllers using DSD reactions introduces additional nonlinear dynamics, even
in the case of purely linear designs, e.g. PI controllers. By decomposing the effects of these non-observable nonlinear dynamics,
we show that, in general, the stability of the linear system design does not necessarily imply the stability of the underlying
chemical network, which can be lost under experimental variability when feedback interconnections are introduced. We provide
an in-depth theoretical analysis of an example illustrating this phenomenon, whereby the linear design does not capture the
instability of the full nonlinear system implemented as a DSD reaction network, and we further confirm these results using
VisualDSD, a bespoke software tool for simulating nucleic acid-based circuits. Our analysis highlight the many interesting and
unique characteristics of this important new class of feedback control systems.
Key words: Synthetic biology, Chemical reaction networks, Nucleic acids, Strand Displacement Circuits, Feedback control,
Nonlinear systems
1 Introduction
Recent advances in synthetic biology have seen the in-
corporation of many control engineering design princi-
ples into the construction of biomolecular circuits [1–4].
One of the current urgent needs of this aspect of syn-
thetic biology is the development of bespoke feedback
control theory that can be used to systematically de-
sign synthetic controllers for biomolecular processes. A
promising direction for this work is to exploit chemical
reaction network (CRN) theory, since CRN’s act as a
“bridge” between mathematical designs based on ordi-
nary differential equations (ODEs) and biological imple-
mentations in nucleic acid-based chemistry using DNA
strand displacement (DSD) reactions [5,6]. The capabil-
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ity of such circuits to operate in vivo and interface with
endogenous cellular machinery has been demonstrated
in mammalian cells, with some notable examples includ-
ing engineered oligonucleotide AND gates responding to
microRNA inputs [7], multi-input logic based on DNA
circuitry interacting with native mRNA [8], and reliable
strand displacement probes triggered by mRNA being
transcribed into cells [9]. This makes circuits based on
nucleic acids strong potential candidates for implement-
ing many computing and control applications in syn-
thetic biology.
The CRN to DNA design framework [5] assigns a for-
mal species in the CRN to sets of DNA species, al-
lowing the construction of circuits supported by a high
level of automation using available syntax and software
tools [10–12]. In the context of feedback control, how-
ever, a key challenge with employing CRNs is their in-
ability to directly represent negative signals (since con-
centrations of chemical species are always positive). For
example, CRNs generally can only compute a positive
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difference between two positive inputs, i.e. “one-sided”
subtraction [13]. The use of the so-called dual-rail repre-
sentation with nucleic-acids [14] circumvents this prob-
lem by representing each signal as the difference of con-
centrations of two different species. Although it doubles
the number of required reactions, the dual rail represen-
tation enables the computation of rational linear func-
tions as the steady state of a CRN [15], including two-
sided subtraction. It provides an Internally Positive Rep-
resentation (IPR), where a positive state-space system,
together with input, state and output transformations,
can realize arbitrary input/output dynamics [16]. Uni-
molecular reactions of catalysis and degradation, and
bimolecular reactions of annihilation, can then be used
to construct CRNs to approximately represent transfer
functions [17], linear feedback systems [12, 18, 19], and
nonlinear controllers [20].
In all these systems, annihilation reactions operating
with very fast timescales are essential, in order to ensure
that species concentrations remain within the bounds
of experimental feasibility. However, these reactions re-
sult in a nonlinear IPR. As noted in [21], these annihi-
lation reactions introduce additional internal nonlinear
dynamics that are not observable in the represented in-
put/output linear dynamics, but become important in
the presence of inevitable experimental variability in the
biomolecular implementations. Here, we formally char-
acterise the effects of the nonlinear dynamics introduced
through these annihilation reactions on the equilibria
and stability of closed-loop nucleic acid systems. These
results provide many useful insights that can guide the
design and construction of these circuits in vitro and in
vivo, and also highlight some of the associated technical
challenges and limitations.
1.1 Notation and Preliminaries
We represent the elements of vectors and matrices
x = Mv with xj = [Mv]j =
∑
imjivi. 1 is a vector with
elements 1, and I is the identity matrix. The element-
wise product is represented with x = v◦u⇒ xj = vjuj .
For a vector v ≥ 0, ‖v‖1 = 1Tv and ‖v‖22 = 1T (v ◦ v).
In the system dynamics, for brevity, time dependency is
implicit, i.e. xj ≡ xj(t), x∗j ≡ xj(∞) represents steady
state conditions, and Xj(s) is the Laplace transform of
xj . ρ {M} denotes the set of the eigenvalues λi of ma-
trix M. We represent the set of Hurwitz matrices with
H. Given the spectral abscissa α {M} = maxi<{λi},
if M ∈ H, then α {M} < 0. Given the set of lower
triangular matrices L, then for M ∈ L we have that
mji = 0, i > j, and λi {M} = mii. Given the set I of
irreducible matrices [22], if M ∈ I, then there is no
permutation such that M ∈ L. Also, if M ∈ L, then
M /∈ I.
R+0 is the positive orthant, where all the coordinates of
a vector vj ≥ 0. M ≥ 0 means all elements mji ≥ 0,
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Fig. 1. Linear negative feedback interconnection, where each
signal pj results from representing a linear operator with
chemical reactions.
and M ∈ R+0 . The operator D {v} is defined as a square
matrix where djj = vj and dji = 0, j 6= i. If m is the
diagonal of M, the matrix of off-diagonal elements M
is defined as M = M − D {m}. Defining M as the
group of Metzler matrices, if M ∈M, then M ≥ 0 and
if M ∈M,H then m < 0.
A CRN is composed of a set of reactions between chem-
ical species Xj , at a rate γ. The dynamics of a chemical
reaction can be approximated by ODEs using mass ac-
tion kinetics [23], i.e.,
a1X1 + a2X2
γ−→ bX3 ⇒ x˙3 = bγxa11 xa22 (1)
The stoichiometric coefficients a1, a2 and b indicate, re-
spectively, the relative number of molecules consumed
and produced during the reaction. Note that express-
ing the dynamics of (1) in their natural coordinates,
the concentrations, results in a non-negative state vector
x ∈ R+0 . The use of chemical concentrations as state vari-
ables is therefore not suitable for circuits involving neg-
ative signals, such as feedback control loops. To circum-
vent the above problem, it is now standard practice to
represent both positive and negative signals with a dual-
rail representation, where each signal is the difference
between two positive quantities. Consider, for example,
the linear feedback control system depicted in Fig. 1. In
the dual-rail representation, all signals in this system are
split into contributions from two molecular concentra-
tions pj = x
+
j − x−j , where x+j ≥ 0, x−j ≥ 0, and pj ∈ R.
Linear mathematical operators and transfer functions
can be represented with elementary CRNs [17,18] using
unimolecular reactions of catalysis and degradation, and
bimolecular reactions of annihilation, which are respec-
tively given by
Xi
γ−→ Xi +Xj , Xj γ−→ ∅, Xi +Xj η−→ ∅ (2)
Employing the dual rail representation entails duplicat-
ing all the catalysis and degradation reactions. In the
following we compact the notation so that X± repre-
sents simultaneously both species X+ and X−, and x±
their respective two concentrations x+ and x−. Y ±
γ±−−→
Y ± + X∓ is an abbreviation for the two parallel reac-
tions Y +
γ+−−→ Y + +X− and Y − γ
−
−−→ Y − +X+.
2
2 Representation of linear feedback control sys-
tems with chemical reaction networks
Each reaction in (2) has equivalent representation with
DSD reactions, and the sets of these reactions can be sys-
tematically converted to implementable reactions based
on nucleic acids (for example with [5]). Since the dual
representation admits infinite combinations of x+j and
x−j for the same difference pj = x
+
j − x−j , in practice,
the annihilation reaction in (2) is used to ensure one of
the concentrations is kept close to zero, and pj ≈ x+j or
pj ≈ −x−j . A rate η for the annihilation reactions that
is on a much faster timescale than the dynamics of the
system is used to keep the concentrations of all molecu-
lar species low (i.e. experimentally feasible) even in the
presence of transients.
Assumption 1 The nominal parameterisation and
nominal implementation assume perfectly designed re-
action rates in the absence of variability, and a symmet-
rical parametrisation where the reaction rates are the
same in each dual reaction with γ+j = γ
−
j = γj.
Definition 1 The Input-Output (I/O) dynamics are the
response Y (s) = G(s)R(s) from r = (r+ − r−) to y =
(y+ − y−), with r, y ∈ R and r±, y± ∈ R+0 .
For example, in Fig. 1 we represent the plant with the
following set of chemical reactions
X±4
k±1−−→ X±4 +X±5 , X±5
k±2−−→ ∅, X+5 +X−5
η−→ ∅ (3)
Computing the I/O dynamics from Definition 1 under
Assumption 1 (k+i = k
−
i = ki), the nonlinear terms
cancel out and the I/O dynamics of (3) represent a first-
order linear system Y (s) = k1 (s+ k2)
−1
U(s), with y =
x+5 − x−5 and u = x+4 − x−4 . The use of bimolecular
reactions results in an IPR of a linear system based on
nonlinear internal positive dynamics, in contrast to IPRs
based on linear positive dynamics [16].
The linear feedback system in Fig. 1 is represented by
combining (3) with the CRNs of the linear operations of
integration p˙3 = k0p1, gain p2 = kP p1, and summation
p4 = p2+p3. Despite the positivity of the concentrations,
the dual rail representation allows us to represent the
error p1 = r − p5 with a CRN (see e.g. [12, 18,19]).
Example 1 The mass action kinetics of the linear feed-
back structure in Fig 1 results in the following dynamics
x˙±1 =−γ±3 x±1 + γ∓2 x∓5 + γ±1 r± − ηx+1 x−1 (4a)
x˙±2 = γ
±
4 x
±
1 − γ±5 x±2 − ηx+2 x−2 (4b)
x˙±3 = k
±
0 x
±
1 − ηx+3 x−3 (4c)
x˙±4 = γ
±
6 x
±
2 + γ
±
7 x
±
3 − γ±8 x±4 − ηx+4 x−4 (4d)
x˙±5 = k
±
1 x
±
4 − k±2 x±5 − ηx+5 x−5 (4e)
Under Assumption 1, the ODEs for p˙j = x˙
+
j − x˙−j and
r = r+ − r− result in the I/O system
p˙ = App + Bpr, y = p5 (5)
Ap =

−γ3 0 0 0 −γ2
γ4 −γ5 0 0 0
k0 0 0 0 0
0 γ6 γ7 −γ8 0
0 0 0 k1 −k2

, Bp =

γ1
0
0
0
0

(6)
Remark 1 The I/O dynamics are an approximation to
the original linear system in Fig. 1, since the represen-
tations of subtraction, gain, and sum are exact only at
steady state. The impact of the respective transient dy-
namics (4a), (4b), and (4d) can be mitigated by increas-
ing γj.
3 Dynamics of the chemical reaction network
We now define the class of systems analysed in this work,
where we retain the natural non-negative coordinates, so
that the states are the species concentrations x±j , and the
input vector contains both positive and negative com-
ponents for the reference r = [r+, r−]T , r± ∈ R+0 .
Assumption 2 Assume the dynamics we wish to repre-
sent result in stable I/O dynamics, and therefore Ap ∈ H
and A−1p exists.
3.1 The dynamics in the natural coordinates are posi-
tive and nonlinear
Definition 2 Defining the state x ∈ R+0 as the vector
of species concentrations, the mass action kinetics of the
constructed CRN result in
x˙ =
(
A −D {|a|})x + Br− η (Px) ◦ x (7)
where A = A −D {|a|} and
x =
[
(x+)
T
(x−)T
]T
=
[
x+1 . . . x
+
N x
−
1 . . . x
−
N
]T
(8)
P =
[
0 I
I 0
]
⇒ (Px) ◦ x =
[
x+ ◦ x−
x+ ◦ x−
]
(9)
Compared to (5), the model in (7) includes the compo-
nents from the bimolecular reactions −ηx+ ◦ x−. The
unimolecular reactions depend linearly on the state with
Ax, where by construction the catalysis rates end up on
the off-diagonal elements A ≥ 0 and the degradation
rates result in non-positive elements in the diagonal of
3
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q
Fig. 2. Interconnection between the I/O dynamics and the
underlying positive dynamics in the rotated coordinates. The
dashed connection is absent with the nominal symmetric
parameterisation from Definition 4.
D {a} (a ≤ 0). A is Metzler, and we can decompose the
dynamics into non-negative and non-positive contribu-
tions where D {a}−η (Px)◦x ≤ 0, and Ax+Br ≥ 0.
With B ≥ 0, r ≥ 0, and g {x} = −η (Px), the follow-
ing Lemma 1 shows that the nonlinear dynamics in their
natural coordinates in (7) are non-negative.
Lemma 1 For a vector function g {x}, if M ∈M, v ≥
0, and x (0) > 0, the dynamics x˙ = Mx + x ◦ g {x}+ v
are non-negative.
PROOF. For each component x˙j = [Mx]j+xj [g {x}]j+
vj . If xj = 0 and ∃i6=j : xi > 0, then x˙j = [Mx]j +v ≥ 0
and the trajectory remains in R+0 . 2
Rewriting (7) according to the partition in (8) so that
x˙+ = A+1 x
+ + A−2 x
− + B+1 r
+ − ηx+ ◦ x−
x˙− = A+2 x
+ + A−1 x
− + B−1 r
− − ηx+ ◦ x−
(10)
we have matrices A and B structured into
A =
[
A+1 A
−
2
A+2 A
−
1
]
, B =
[
B+1 0
0 B−1
]
(11a)
A±1 =
(
A±1
)
+ D
{
a±1
}
, a±1 ≤ 0, A±2 =
(
A±2
)
(11b)
A±j ∈ M, and from Definition 2 the degradation rates
are in the diagonal of A±1 , while A
±
2 contain only the
catalysis reactions used to represent subtraction. Be-
cause the catalysis and degradation reactions are dupli-
cated, both matrices A±i retain the same structure, but
not necessarily the same parameterisation (similarly for
the pair B±1 ). Matrices A
+
i and B
+
1 are populated with
the reaction rates γ+j , and their counterparts A
−
i and
B−1 with γ
−
i .
3.2 The positive nonlinear dynamics are unobservable
in the I/O dynamics of the linear representation
Definition 3 The rotated coordinates pj = x
+
j − x−j ∈
R and qj = x+j + x
−
j ∈ R+0 result from the similarity
transformation W, where[
p
q
]
=
 I −I
I I
x =
Wp
Wq
x = Wx (12)
We then have that W−1 = 12W
T , Wp ((Px) ◦ x) = 0
and Wq ((Px) ◦ x) = 2η (x+ ◦ x−). We can use W to
split the dynamics into the I/O dynamics p˙ from Sec-
tion 2 and the remaining nonlinear positive dynamics q˙,
and infer their interconnections. The rotated dynamics
are then given by[
p˙
q˙
]
=
[
R11 R12
R21 R22
][
p
q
]
+
[
Wp
Wq
]
Br
− η
2
[
0
q ◦ q− p ◦ p
] (13)
Remark 2 From the structures in Definition 2 and (11)
(recall that a±1 ≤ 0), we have that
R22 =
(
A+1 + A
−
1 + A
+
2 + A
−
2
)
2
− D
{∣∣a+1 ∣∣+ ∣∣a−1 ∣∣}
2
R11 =
(
A+1 + A
−
1 −A+2 −A−2
)
2
− D
{∣∣a+1 ∣∣+ ∣∣a−1 ∣∣}
2
R12 =
(
A+1 −A−1 −A+2 + A−2
)
2
− D
{∣∣a+1 ∣∣− ∣∣a−1 ∣∣}
2
R21 =
(
A+1 −A−1 + A+2 −A−2
)
2
− D
{∣∣a+1 ∣∣− ∣∣a−1 ∣∣}
2
The diagonal of R22 is nonpositive, given by the average
of the diagonals of A±1 . Also A
±
j ∈M⇒ R22 ∈M.
Definition 4 Considering the condition of perfectly
identical reaction rates from Assumption 1, we define
the nominal matrices (represented with an upper bar),
where we have that A±1 = A¯1, A
±
2 = A¯2, B
±
1 = B¯1.
Proposition 1 For the nominal symmetrical parame-
terisation in Definition 4, the nonlinear dynamics are
unobservable in the I/O system, due to the serial struc-
ture of the nominal rotated dynamics given by
p˙ = R¯11p + WpB¯r (14a)
q˙ = R¯22p + WqB¯r +
η
2
p ◦ p− η
2
q ◦ q (14b)
PROOF. Applying Definition 4 to the matrices in Re-
mark 2, it follows immediately that R¯12 = R¯21 = 0,
R¯11 = A¯1 − A¯2, R¯22 = A¯1 + A¯2, and thus the serial
4
structure of (14a-14b) (illustrated in Fig. 2) means that
p evolves independently of q, making q unobservable in
any output of the I/O dynamics. 2
4 Equilibria of the chemical reaction network
We now compare the equilibria of the CRN with and
without feedback, to analyse how feedback changes the
fundamental properties of the system.
Definition 5 We define a cascaded system as a set of
DSD reactions without feedback, where the catalysis reac-
tions do not depend directly or indirectly on the chemical
species downstream.
Cascaded strand displacement reactions are well suited
to systematically build large computational and logic
gate circuitry [24]. The cascaded structure of the repre-
sented linear system results in a state matrix which can
be permuted so that R¯11 = Ap ∈ L. Under Assump-
tions 1 and 2, and from Remark 2, we have R¯11 ∈ L ⇒
A¯1, A¯2 ∈ L, and R¯11 ∈ L,H ⇒ R¯22 ∈ L,H.
For example, representing the open loop of Fig. 1 with-
out the reactionsX±5
γ2−→ X±5 +X∓1 results in the cascade
of serial and parallel reactions in Fig. 3a. In this partic-
ular case it also results in A¯2 = 0, but in general, we can
have A¯2 ≥ 0 if there are subtractions in the cascaded
I/O dynamics. Including feedback in the I/O dynamics
leads to feedback within the network, and the cascaded
structure is lost. The reactions X±5
γ2−→ X±5 + X∓1 con-
nect the output to the input of the open loop cascade of
reactions, and mass is transferred back into the input of
the CRN.
Due to the triangular structure, the equilibrium of the
unforced dynamics can be easily computed sequentially
for each coordinate to show that there is a unique equi-
librium at q = 0 (Lemma 5 in Appendix). In the
presence of feedback this is no longer possible since the
states will depend on the output, and it follows that
∃i>j :
[
A±2
]
ji
> 0, and A¯2 /∈ L. Consequently, the states
involved in the closed loop become interdependent, and
R¯11 = A¯1 − A¯2 cannot be a lower triangular matrix.
Remark 3 The interdependent evolution of all the
states is reflected in the irreducibility [22] of the state
matrix R¯22. If R¯22 ∈ I,M, for each coordinate j,
∃i :
[
R¯22
]
ji
> 0. Therefore the trajectory of qj will
always depend on another coordinate qi, making the
network irreducible.
Proposition 2 Consider M ∈ I,M such that M =
M + D {m}, m ≤ 0, and the dynamics q˙ = Mq −
kq ◦ q with equilibrium q∗. Then we have the following:
i) ∃jq∗j = 0 ⇒ q∗i 6=j = 0; ii) the unforced dynamics may
+
+
A2
−
A2
+
x+
x−
𝑟+
𝑟−
sI − A1
+ −1
sI − A1
− −1
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+
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+
𝑥4
+
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+
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−
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−
𝑥3
−
𝑥4
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−
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∅
𝑟+
𝑟−
a) b)
Fig. 3. a) Network of catalysis (full line) and degradation
(dashed) reactions for Example 1. Without the negative feed-
back the system is a cascade of reactions (black arrows) from
inputs r± to the outputs x±5 and A
±
2 = 0. b) Introducing
the negative feedback from A±2 ≥ 0 (red arrows), introduces
positive feedback between positive systems.
admit a second positive equilibrium q∗ > 0, proportional
to k−1.
PROOF. From the equilibrium condition for each co-
ordinate j we take the non-negative roots
kq2j + |mjj |qj −
∑
i6=j
mjiqi = 0 (15)
⇒ qj = 1
2k
−|mjj |+√m2jj + 4k∑
i 6=j
mjiqi
 ≥ 0(16)
i) If
∑
i6=jmjiqi = 0, then qj = 0, and we disregard the
negative solution qj = −|mjj |/k. Since M ∈ I, for every
coordinate j, ∃l 6=j : mjl > 0, and qj = 0 ⇔ ql = 0. We
also have that for any i 6= j : mij > 0, qi = 0⇔ qj = 0.
Hence, if qj = 0⇒ ∀i 6=j , qi = 0, and we cannot have an
equilibrium where only some of the states are at zero.
ii) If ∃i6=j : mji > 0 and the coordinate i is at a positive
equilibrium q∗i 6=j > 0, then
∑
i 6=jmjiq
∗
i > 0. The non-
negative roots for each coordinate j result from solving
the system (16). Note that even if mjj = 0, then q
∗
j > 0.
Combining i) and ii), if M ∈ I, the system may have a
positive equilibrium q∗ > 0, which can be scaled down
with k, since limk→∞ q∗j = 0. 2
Example 2 Consider the CRN representation of a lin-
ear system with a single input u, which has negative feed-
5
back between its states x and y (c2 > 0), resulting in
x˙ = −d1x− c2y + u, y˙ = −d2y + c1x (17)
⇒

U± 1−→ U± +X±, X± d1−→ ∅, X+ +X− k−→ ∅
X± c1−→ X± + Y ±, Y ± d2−→ ∅, Y + + Y − k−→ ∅
Y ± c2−→ Y ± +X∓, U+ + U− k−→ ∅
(18)
⇒ R¯11 =
[
−d1 −c2
c1 −d2
]
, R¯22 =
[
−d1 c2
c1 −d2
]
(19)
Without feedback, so that c2 = 0, the system simplifies
to a reducible serial cascade where R¯11 = R¯22 = A¯1 ∈
L, and the unforced dynamics q˙ = R¯22q − kq ◦ q have
a single non-negative equilibrium at q = 0.
With feedback, so that c2 > 0, we can replace q2 =
c−12 (kq1 + d1) q1 in the equilibrium conditions for q1 and
obtain the polynomial
k3q41 + 2k
2d1q
3
1 +
(
d21 + c2d2
)
kq21
+ c2 (d2d1 − c2c1) q1 = 0
(20)
Using Descartes’ rule of signs, if c2 > d2d1c
−1
1 , we have
one positive root and the equilibrium q∗1 > 0 exists.
Remark 4 Note that the use of A¯2 to represent negative
feedback in the I/O dynamics (5) with Ap = R¯11 =
A¯1 − A¯2, results in positive feedback in the nonlinear
dynamics in (14b) with R¯22 = A¯1 + A¯2
In (19), c2 impacts the spectral radius of R¯11 and R¯22
differently. From their characteristic polynomials, we
have stable I/O dynamics (R¯11 ∈ H) for any c2 > 0,
but for a sufficiently high gain c2 > d2d1c
−1
1 , we get
R¯22 /∈ H. Not coincidentally, it is the same domain for
which q∗ > 0 exists. Further details in the Appendix.
Remark 5 The existence of positive equilibrium condi-
tions for linear feedback systems has direct consequences
for the experimental construction of these circuits. Oper-
ating at an equilibrium corresponding to high concentra-
tions aggravates leaky reactions, where undesired trigger-
ing of strand displacement leads to unwanted outputs in
the absence of inputs. Furthermore, if q∗ ≥ 0 with input
r = 0, then the reactions persist even if the I/O dynam-
ics are at rest p = 0, leading to unnecessary, irreversible,
and costly consumption of fuel species. This is in direct
contrast to cascaded DSD reactions, where without input
to the I/O dynamics, the CRN is at equilibrium at x = 0,
and no reactions occur.
5 Stability
We begin by proving the following lemma which is ap-
plicable to the unforced dynamics of (7) and (14b).
Lemma 2 If M ∈M,H, and g {x} < 0 for x > 0, then
the system x˙ = Mx+x◦g {x} is globally asymptotically
stable (GAS) at x = 0.
PROOF. From the stability of Metzler matrices [22],
M ∈ M,H ⇒ ∃d>0 : MTD{d} + D{d}M = −I. We
take the Lyapunov function Vd {x} = xTD {d}x > 0,
and since D{d} (x ◦ g {x}) = d ◦ x ◦ g {x} < 0, ∀x>0,
we have that V˙d (x) = −I + 2g {x}T (d ◦ x ◦ x) < 0 2
With g {x} = −Px, Lemma 2 ensures that if the net-
work of catalysis and degradation reactions is stable,
A ∈ H, the bimolecular reactions cannot destabilise (7).
A stable CRN with A ∈ H can occur if the degradation
of each species is faster than their overall production,
and A has a dominant diagonal. However, this is not the
general case. The dynamics without the bimolecular re-
actions result in the positive feedback loop between two
positive systems of Fig. 3b. Since we cannot stabilise
non-negative systems with positive gains A±2 ≥ 0 [25],
it is sufficient to have A±1 /∈ H to give A /∈ H. Even for
the nominal symmetrical parameterisation, the repre-
sentation has modes that are not present in the original
linear system ρ
{
R¯
}
= ρ
{
R¯11
} ∪ ρ{R¯22}. While this
is a problem for IPR with linear positive systems [16],
the presence of the bimolecular reactions are sometimes
sufficient for stabilisation, even if R¯22 /∈ H.
5.1 The I/O dynamics determine the stability for the
nominal symmetrical case
While at first glance it seems precarious to have unob-
servable nonlinear dynamics, for the nominal symmetri-
cal case in Definition 4, it is possible to provide guaran-
tees for stability and boundedness.
Proposition 3 The cascaded systems from Definition 5
representing stable I/O dynamics, have GAS unforced
nonlinear dynamics, for x > 0.
PROOF. From Remark 2, in cascaded systems
R¯11, R¯22 ∈ L, and ρ
{
R¯11
}
= ρ
{
R¯22
}
. If the I/O
system is stable, then α
{
R¯11
}
= α
{
R¯22
}
< 0 and
Lemma 2 ensures q˙ = R¯22q− η2q◦q is GAS at q = 0. 2
Remark 6 We can apply Proposition 3 to the repre-
sentation of individual linear operations, which by them-
selves are cascaded reactions. It results directly that the
CRNs for summation, gain, and subtraction by them-
selves, have GAS unforced dynamics, and are bounded for
bounded inputs. More importantly, applying it to CRNs
assembled from those linear operations in a cascade fash-
ion, results in a single stable equilibrium for the complete
circuit.
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Recalling that with the introduction of feedback, we lose
the cascaded structure and create an irreducible system,
even for the representation of stable I/O linear dynamics
(R¯11 ∈ H), if feedback leads to R¯22 /∈ H, then the fol-
lowing Lemma states that unforced trajectories diverge
away from the origin due to a diverging mode of R¯22.
Lemma 3 For the dynamics q˙ = Mq − kq ◦ q with
M ∈ M, I but M /∈ H, the equilibrium at the origin
q = 0 is unstable.
PROOF. From applying the Frobenius-Perron theo-
rem to Metzler matrices [22, 26], M ∈ M, I ⇒ ∃wF>0 :
wTFM = λFw
T
F and λF = α {M}. Defining the Lya-
punov function VF (q) = w
T
Fq, we have that q > 0 ⇒
VF (q) > 0 and V˙F (q) = w
T
F q˙ = w
T
F (q ◦ (λF1− kq)).
Since M /∈ H ⇒ λF > 0, hence ∀j , qj < λFk gives that
V˙F {q} > 0, and the system is divergent close to the ori-
gin. 2
The IPR of a stable system using only linear positive
systems is therefore not guaranteed to be stable [16].
However, for the nonlinear positive dynamics (14), we
can still ensure boundedness with the following result.
Lemma 4 For M ∈M , q (0) > 0, and a bounded input
v ≥ 0, if g {q} ≤ −kq then the non-negative trajectories
of q˙ = Mq + q ◦ g {q} + v are bounded by ‖q‖2 <
k−1
(√
N‖M‖2 + ‖v‖1‖q‖−12
)
PROOF. Lemma 1 guarantees that the trajectories
are nonnegative for q (0) > 0. If M ∈ H is Hurwitz,
Lemma 2 guarantees that the system is asymptotically
stable in R+0 with equilibrium at q = 0. If M /∈ H is
not Hurwitz, we can still show boundedness, using the
linear Lyapunov function V1 {q} = ‖q‖1 =
∑
j qj > 0,
in the domain q > 0. We then have
V˙1 {q}= 1TMq + 1Tv + 1TD {q}g {q}
= 1TMq + ‖v‖1 + qTg {q}
≤ ‖Mq‖1 + ‖v‖1 − kqTq
≤
√
N‖M‖2‖q‖2 + ‖v‖1 − k‖q‖22
We can always find large enough values of q such that
‖q‖2 >
√
N
k ‖M‖2+ 1k ‖v‖1‖q‖2 where we have V˙1 {q} < 0. 2
Applying Lemma 4 with g {q} = −η2q to the unforced
dynamics in (14b) we have ‖q‖2 < η−12
√
N‖R¯22‖2
(see illustration in Fig. C.1 in Appendix). In general,
Lemma 4 is not applicable to the nonlinear dynamics
(7), due to the matrix P. Moreover, it relies on the as-
sumption of a stable R¯11.
Proposition 4 Consider the nominal dynamics in (14a-
14b), with the symmetrical parameterisation from As-
sumption 1. Under Assumption 2, the I/O dynam-
ics (14a) are stable, and the concentrations in the com-
plete CRN are bounded and can be scaled down with a
faster annihilation reaction rate η.
PROOF. Assumption 2 ensures the trajectories of p
are bounded. We can treat p as an additional input to
the system (14b) and apply Lemma 4 with v = WqB¯r+
η
2p ◦p. The unobserved dynamics are then bounded for
bounded inputs r,p > 0, and are scaled down by in-
creasing η. 2
The same feedback responsible for a stable I/O linear
dynamics can result in R¯22 /∈ H (see Remark 4). Design-
ing feedback to ensure that R¯11, R¯22 ∈ H is impracti-
cal since it would put constraints on which I/O systems
could be represented. It is one of the challenges of repre-
senting stable linear systems relying only on linear pos-
itive systems [16], where we would need A¯ ∈ H for the
IPR to be stable. Lemma 4 lifts this constraint, albeit
at the cost of a positive equilibrium.
Remark 7 With the introduction of feedback, the con-
centrations involved in the irreducible parts of the CRN
will have positive equilibria, and ∃j qj(t) > 0 even if
r = 0 and the I/O dynamics are stable α
{
R¯11
}
< 0.
This result also explains why in experimental practice the
annihilation rate η is set as high as possible, to minimise
the concentrations in the circuit during operation or at
equilibrium.
Remark 8 In the presence of integrators a¯1 ≤ 0, it is
not possible to use positive feedback A¯2 such that A¯1+A¯2
becomes Hurwitz [25,27]. Starting from a marginally sta-
ble state matrix α
{
A¯1
}
= 0, the introduction of feedback
leads to α
{
R¯22
} ≥ 0.This raises an interesting tradeoff,
when controllers that introduce integrators in the loop
transfer function (for example in PI control) lead to a
positive equilibrium, which is inconvenient for implemen-
tation.
5.2 Local stability with asymmetrical parameterisation
from experimental variability
The construction of the I/O dynamics in (5) assumes
the symmetrical parameterisation in Definition 4. For a
parametric analysis of the I/O system p˙ = App + Bpr
Assumption 1 still holds. Hence, as long as the I/O linear
dynamics are stable, Proposition 4 guarantees that the
nonlinear dynamics are bounded.
Once we (realistically) allow that all the parameters in
Example 1 can vary independently, we get an asymmet-
ric parameterisation that deviates from Assumption 1.
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The dynamics for the I/O signals pj are still linear
(Wp (Px ◦ x) = 0), however, they depend on the non-
linear dynamics through the term R12q (absent in (5)
and (14a))
p˙ = R11p + WpBr + R12q (21)
Remark 9 With experimental variability, we lose the
serial structure from (14b), and the I/O linear system and
the underlying positive dynamics become interconnected
(dashed connection in Fig. 2). A stable I/O dynamics
R11 ∈ H no longer provides guarantees of boundedness,
since it ignores the feedback between the I/O linear dy-
namics and the underlying nonlinear dynamics. There-
fore, we need to analyse the stability of the complete non-
linear dynamics of (7).
We investigate the stability of the nonlinear system using
Lyapunov’s indirect method, and the eigenvalues of the
linearisation at the equilibrium of the system. For an
equilibrium x = x∗, r = 0, and J {x∗} = −D {Px∗} −
D {x∗}P, the linearisation of (7) results in the following
s˙ = (A + ηJ {x∗}) s + Bre = Ass + Bre (22)
If α {As} < 0 then the system is locally exponentially
stable around the equilibrium [28]. The equilibrium x∗ =
0 is stable if and only if A ∈ H, in agreement with
Lemma 2. With the participation of J {x∗}, even if A is
not Hurwitz, the linearisation can still be stable around
the equilibrium x∗ > 0, showing the stabilising role
of the bimolecular reactions. It is also noteworthy that
WpJ {x∗} = 0, hence Ap and the stability of the linear
I/O dynamics does not depend on the equilibrium.
For the particular case of cascaded systems, as long as
all species degrade with some non-zero rate, we show in
Appendix that the CRN is stable.
6 Analysis of an example nucleic acid feedback
control system
To illustrate the application of the above results, we now
analyse the feedback system given in Example 1. We
first consider the nominal parameterisation in Table 1,
and analyse the dynamics in the natural coordinates x±j
in (7) and the I/O linear dynamics from (5). For simu-
lation we assume that the reference signal is a sequence
of steps, where only one of the concentrations r+ > 0 or
r− > 0 at any given time. The response with the nom-
inal parameterisation is shown in Fig. 4 where p and q
are recovered with (12). The output y = p5 tracks suc-
cessfully the reference r, while q ≥ 0 reveals the under-
lying dynamics. Since R¯22 /∈ H the origin is unstable
(Lemma 3), and for t > 7 × 104 s, when the reference
Table 1
Nominal parameters for the example, and an asymmetrical
parameterisation case which results in unstable dynamics.
Parameter Nominal Asymmetrical case
k±1 0.001/s 0.00132/s
k±2 0.001/s k
+
2 = 0.001320/s,
k−2 = 0.000680/s
γ±i ,
i = 1, 2, 3
0.004/s γ±1 = γ
±
2 = 0.00528/s,
γ±3 = 0.00272/s
γ±i ,
i = 6, 7, 8
0.008/s γ±6 = γ
+
7 = 0.01056/s,
γ−7 = γ
±
8 = 0.00544/s
γ±i ,
i = 4, 5
4× 10−6/s γ+4 = 2.72× 10−6/s,
γ−4 = γ
±
5 = 5.28×10−6/s
k±P = γ
±
4 /γ
±
5 1 k
+
P = 0.5152, k
−
P = 1
k±0 0.00045/s 0.000594/s
η 5× 105/M/s 5× 105/M/s
Table 2
Poles with maximum real part, for the I/O and linearised dy-
namics, for the nominal and asymmetrical parametrisations.
Matrix M Poles corresponding to α {M} Stability
R¯11 −3.96× 10−6 R¯11 ∈ H
A¯s −3.96× 10−6 A¯s ∈ H
R11 −5.23× 10−6 R11 ∈ H
As +3.16× 10−5±i1.26× 10−3 As /∈ H
returns to r± = 0, the state converges to a positive equi-
librium x¯+∗ = x¯−∗ > 0.
Table 2 shows that the nominal R¯11 and the linearisa-
tion around the nominal equilibrium A¯s are Hurwitz.
However, in reality, experimental variability in the re-
action rates leads to asymmetric parameterisations, and
the stability of I/O dynamics does not guarantee sta-
bility of the CRN. To account for realistic levels of ex-
perimental variability, we introduced an uncertainty of
±33% in the reaction rates, which includes the asym-
metrical parameterisation shown in Table 1. Perturbing
the unforced nonlinear dynamics for this case around its
equilibrium (r = 0), results in the unstable response of
Fig. 5. The poles in Table 2 show that the linearisation
with the asymmetrical parameterisation As captures the
instability in a pair of conjugated poles on the right-
hand plane, despite the stability of the I/O linear system
R11 ∈ H. Indeed, integrating the rotated dynamics with
a decoupled matrix R where we force R21 = R12 = 0,
we obtain the response of Fig. 6, where both p and q
have bounded trajectories. This shows that the source of
the instability of the complete nonlinear system is nei-
ther p˙ nor q˙ individually, and stability must be analysed
for the complete interconnected dynamics.
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Fig. 4. Response of the CRN for the nominal parameterisa-
tion (x±j (0) > 0) to a sequence of reference steps r.
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Fig. 5. Trajectories in natural coordinates x±i when param-
eterised with the asymmetrical rates from Table 1 (r = 0 ).
Fig. 6. Simulation of the rotated dynamics of p˙ and q˙ with
decoupled matrix R where R21 = R12 = 0.
7 Stability of the controller implementation
with DSD reactions
It remains to verify whether the stability properties of
Example 1 predicted from analysing the system CRNs
are observed when the closed-loop system is imple-
mented with nucleic acids. In a DSD reaction, a strand
of DNA displaces another strand from its binding to
a complementary strand, in a random thermodynamic
process, which decreases the Gibbs free energy. The
single-stranded overhangs, or toeholds, provide initial
binding sites for incoming strands to initiate a toehold-
0 2 4 6 8 10
104
0.5
1
1.5
2
0 2 4 6 8 10
104
-2
0
2
Fig. 7. Simulation of the DSD reactions in VisualDSD for
the symmetrical nominal system, with x (0) = 0 nM and a
sequence of steps on r.
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Fig. 8. Time history of concentrations of auxiliary species
involved in the annihilation reactions.
0 2 4 6 8 10
104
2
4
6
8
Fig. 9. Simulation in VisualDSD, for the asymmetrical desta-
bilising parameterisation, with r = 0.
mediated branch migration process that can result in
strand displacement [10, 29]. Tuning the affinities of
the toeholds, based on the base-pair affinities and the
nucleotides sequences [29], allows the mapping of the
desired reaction rates for the CRN into the DSD imple-
mentation.
Following [5], the chemical reactions result in bimolecu-
lar DSD reactions, which produce waste in the form of
inactivated double strands of DNA which cannot par-
ticipate in any reaction. Auxiliary fuel species are con-
sumed irreversibly as fuel, and the reactions stop if these
are not replenished (details in [5]). The fuel species are
initialised at a high concentration Cmax = 10
4 nM, to
prevent their consumption from impacting the dynam-
ics significantly.
The DNA strand displacement reactions are simulated
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using VisualDSD, a rapid-prototyping tool that allows
precise analysis of computational devices implemented
using DNA strand displacement reactions [11]. The
translation of the CRN system follows the construc-
tion proposed in [5], with a two-domain programmming
structure [30]. The model was parameterised with the
unstable parameterisation of Table 1, applying the cor-
respondence between the reaction rates in the CRN and
the DSD implementation: qmax = 2η, q
±
ki = 2k
±
i /Cmax,
i ∈ {0, 1, 2}, and q±i = 2γ±i /Cmax, i ∈ {1, . . . , 8}.
The behaviour of the nominal symmetrical parameteri-
sation is first verified in Fig. 7, where p5 tracks the step
inputs of r. After 6× 106 s, the system converges to the
positive equilibrium, and Fig. 8 shows the concentrations
of the auxiliary species involved in the annihilation re-
actions remain around Cmax but are still depleted when
r± = pj = 0. Fig. 9 shows that the parameterisation
which destabilises the CRN also destabilises the DSD
implementation, emphasising the practical relevance of
the stability results.
8 Conclusions
Several recent works have applied the dual-rail represen-
tation of CRN’s to obtain linear I/O models of synthetic
feedback control systems, but have not explicitly con-
sidered the potential impact of the underlying nonlinear
annihilation reactions in their analysis. This new class
of IPR derived from CRNs relies on internally nonlinear
positive dynamics. We decomposed the dynamics of the
CRN’s involved in a typical linear controller design, and
highlighted the effects of the non-observable and nonlin-
ear dynamics - in particular, we showed that the stabil-
ity of these I/O models does not imply the stability of
the underlying chemical network. Under inevitable ex-
perimental variability, stability can be affected by the
looped interconnection between the nonlinear dynamics
arising from biochemical implementation and the linear
I/O dynamics resulting from the controller designs. We
presented an example of this phenomenon, where the
I/O linear system does not capture the instability of the
full nonlinear system, and verified this result via simu-
lation of the DSD network that would be implemented
experimentally. Our results confirm that the stability of
nucleic acid-based controllers must be analysed using
the linearisation of the complete nonlinear system, and
provide a rigorous theoretical approach for conducting
such an analysis.
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ሶ𝑉
𝐹
{q } > 0
𝜆𝐹
𝑘
1
𝑞1
𝑞2
q(0)
q 2 =
2
𝑘
M 2
ሶ𝑉1{q } < 0
q∗
Fig. C.1. Illustration of the exclusion area from Lemma 3
(gray), and the upper bound from Lemma 4 (green), for
the trajectories of the nominal nonlinear dynamics of a 2
dimensional system. Considering M ∈ I,M and M /∈ H,
the trajectories close to the origin will diverge. The dashed
curve is an illustration of convergence to the equilibrium q∗.
A The representation of cascaded dynamics has
a single equilibrium
For cascaded systems R¯22 ∈ L, and we can apply
Lemma 5 to conclude that the unforced equilibrium of
the cascaded dynamics q˙ = R¯22q− η2q ◦ q is unique at
q = 0.
Lemma 5 If M ∈ H is also a lower triangular matrix
M ∈ L, then q˙ = Mq− kq ◦ q has a single equilibrium
q = 0.
PROOF. Given M ∈ L, the solution for qj depends
only on qi, i ≤ j, with
q2j −mjjqj −
j−1∑
i=1
mjiqi = 0 (A.1)
For j = 1, the solutions are q1 ∈ {0,m11}.M∈ H,L ⇒
m11 ≤ 0 and the only non-negative solution is q1 =
0. Solving sequentially for the remaining coordinates
j = 2, 3, . . . , N , knowing that qi<j = 0, we have that∑j−1
i=1 mjiqi = 0 ⇒ qj ∈ {0,mjj}. Since mjj ≤ 0, the
non-negative solution is always qj = 0. 2
B Stability analysis and positive equilibrium
conditions for Example 2
Following on from Remark 4, we see how c2 impacts dif-
ferently the spectral radius of R¯11 and R¯22. The char-
acteristic polynomial for the I/O dynamics
λ {R11} : λ2 + λ (d1 + d2) + d1d2 + c1c2 = 0 (B.1)
⇒ λ = − (d1 + d2)
2
± 1
2
√
(d1 + d2)
2 − 4d1d2 − 4c1c2
shows that the I/O system is stable for any c2 > 0. On
the other hand
λ
{
R¯22
}
: λ2 + λ (d1 + d2) + d1d2 − c1c2 = 0⇒ (B.2)
λ = − (d1 + d2)
2
± 1
2
√
(d1 + d2)
2
+ 4 (d1d2 − c1c2)
and a gain c2 > d2d1c
−1
1 which stabilises the linear I/O
dynamics leads to R¯22 /∈ H. Furthermore, the domain
for which R¯22 /∈ H and q∗ > 0 exists is the same: c2 >
d2d1c
−1
1 .
C Representation of the stability bounds
Fig. C.1 illustrates the stability results from Lemmas 3
and 4.
D Stability of the CRN representation for a cas-
caded system, under parameter variability
We can easily state a stability condition for the represen-
tation of a cascaded system, even if experimental vari-
ability results in an asymmetrical parameterisation.
Proposition 5 Take the representation of a stable cas-
caded system p˙ = R¯11p, R¯11 ∈ L,H. For an asymmetri-
cal parameterisation (without Assumption 1), if a±1 < 0,
the unforced dynamics x˙ = Ax− ηx ◦ (Px) are GAS for
x = 0.
PROOF. Given a cascaded I/O dynamics, then we can
permutate the state p so that R¯11 ∈ L, resulting also
A¯1, A¯2 ∈ L. In the presence of variability, A±1 have the
same structure as A¯1 but with different parameterisa-
tions, resulting A±1 ∈ L. In the same way, A±2 ∈ L. Now
take the permutation matrix Q
Q =

1 0 . . . 0 0 0 . . . 0
0 0 . . . 0 1 0 . . . 0
0 1 . . . 0 0 0 . . . 0
0 0 . . . 0 0 1 . . . 0
...
...
. . .
...
...
...
. . .
...
0 0 . . . 1 0 0 . . . 0
0 0 . . . 0 0 0 . . . 1

(D.1)
such that
z = Qx =
[
x+1 x
−
1 x
+
2 x
−
2 . . . x
+
N x
−
N
]T
(D.2)
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Parameters Cascaded With feedback
Nominal
R¯11 ∈ H
x∗ = 0
Unforced dynam-
ics are GAS
Possible x∗ > 0
Unforced dynam-
ics are bounded
Asymmetrical
R11 ∈ H
x∗ = 0
Unforced dynam-
ics are GAS if ad-
ditionally a±1 < 0
Possible x∗ > 0
CRN may be un-
stable
Table D.1
Assuming the I/O system is stable, we can state properties
about CRN stability and the unforced equilibria x∗.
The dynamics of the permuted state result
z˙ = Lz− ηz ◦ g {z} (D.3)
where z > 0⇒ g {z} < 0 and
L =
[
L11 0
L21 L22
]
(D.4)
The structures of Ljj are determined by the structure
of A±1 , and L21 ≥ 0 contains the cross terms which
result in subtractions in the I/O dynamics (elements in
A±2 ). Since A
±
1 ,A
±
2 ∈ L, L results triangular, Moreover,
L = L + D {l} where l = Q [ a+T1 a−T1 ].
It results directly that ρ {A} = ρ {L} = ρ{A+1 } ∪
ρ
{
A−1
}
, and a±1 < 0 ⇔ L ∈ H ⇔ A ∈ H. If the rep-
resented cascaded linear I/O dynamics are stable, then
A ∈ H. Moreover, even with uncertainty, as long as the
degradation rates remain positive A ∈ H. Since A ∈ H,
we can invoke Lemma 2 to establish x˙ = Ax−η (Px)◦x
is GAS around x = 0. 2
In the presence of variability we can have mismatching
rates, but as long as all species degrade with some non-
zero rate, the unforced dynamics of the cascaded system
will have a single stable nonnegative equilibrium. With-
out input, the CRNs will converge to rest at x = 0. Ta-
ble D summarises the derived properties, depending on
the structure of the DSD network (cascaded versus with
feedback).
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