Abstract-The main purpose of this paper is to present the various mechanisms whereby FRIEND -which is a CyberPhysical System for traffic Flow Related Information aggrEgatioN and Dissemination, that was introduced in previous work -makes decisions about the state of the traffic and also about the possible occurrence of traffic-related incidents.
I. INTRODUCTION
Most of the current VANET-based (Vehicular Ad-hoc NETworks) systems, individual vehicles are responsible for inferring the presence of an incident on the basis of reports received from other vehicles. This invites a host of serious and well-documented security attacks intended to cause vehicles to make incorrect inferences, possibly resulting in increased traffic congestion and a higher chance of severe accidents. On the other hand, it is very hard for most of the existing purely Intelligent Transportation Systems-based Automated Incident Detection (ITS-AID) techniques to detect incidents in relatively sparse traffic, especially those incidents that do not block/occlude all lanes. The past few years have witnessed a rapid converge of ITS and VANET leading to the emergence of Intelligent Vehicular Networks (InVeNet) with the expectation to revolutionize the way we drive by creating a safe, secure, and robust ubiquitous computing environment that will eventually pervade our highways and city streets. As part of the InVeNet partnership, vehicular networks are expected to be instrumental in helping the existing ITS infrastructure with the following tasks:
• informing the driving public and other interested parties about the current status of local traffic;
• AID, especially with those tasks that are either not feasible or, indeed, impossible under current ITS technology;
• traffic-related information dissemination to the driving public and other interested parties.
One of the important contributions of FRIEND is to provide support for detecting traffic incidents and for disseminating traffic-related information to the drivers both in the form of a color-coded instantaneous traffic status report and in the form of more specific incident-related information. The intention is for the color-coded instantaneous traffic status report to be available, as a community service, to all the cars in the traffic, regardless of whether or not they have contributed their underlying Event Data Recorder (EDR) data. The colorcoded information can be displayed in a suitable form to give the driver an "at-a-glance" synopsis of the state of the traffic up to ten miles ahead. Most of the incident detection techniques use pattern recognition algorithms. The DT algorithms, or so-called California algorithms, are the most widely known comparative algorithms. This type of algorithm is based on the principle that an incident is likely to cause a significant increase in upstream occupancy while simultaneously reducing occupancy downstream [1] . Subramaniam et al [2] , classified incident detection algorithms into 5 categories: pattern recognition, statistical processing, catastrophe theory, neural networks and video image processing [1] .
The detection rate of the Bayesian, ARIMA and McMaster algorithms is the highest, as shown in Figure 1 . FRIEND runs a Bayesian algorithm which increases the detection rate. Moreover, the false alarm rate of Bayesian algorithms is almost 0%. We note that Figure 1 was created using data from [1] and [2] . However, it is the case that the Bayesian algorithms take more time on the average to detect an incident.
The rest of the paper is organized as follows. A brief review of FRIEND is given in Section II. Then, how to make decisions in FRIEND is discussed in Section III with an explanation for our modified color-coded system. In Section IV, we discuss Incident Detection in FRIEND and how information dissimulation occurs is explained in Section V. Finally, Section VII is our conclusion and future work.
II. FRIEND
FRIEND can be used to provide accurate information about Traffic flow and can be used to propagate this information. The workhorses of FRIEND are the ubiquitous lane delimiters (a.k.a. cat-eyes) on our roadways that, at the moment, are used simply as dumb reflectors. Our main vision is that by endowing cateyes with a modest power source, detection and communication capabilities they will play an important role in collecting, aggregating and disseminating traffic flow conditions to the driving public.
A. FRIEND: In brief
We envision the cat-eye system to be supplemented by road-side units (RSU) deployed at regular intervals (e.g. every kilometer or so). The RSUs placed on opposite sides of the roadway constitute a logical unit and are connected. Unlike inductive loop detectors, adjacent RSUs along the roadway are not connected with each other, thus avoiding the huge cost of optical fiber. Each RSU contains a GPS device (for time synchronization), an active Radio device for communication with passing cars, a radio transceiver for RSU to RSU communication and a laptop-class computing device. The physical components of FRIEND collect traffic flowrelated data from passing vehicles. The collected data is used by an inference engine in the RSUs cyber component to build beliefs about the state of the traffic, to detect traffic trends, and to disseminate relevant traffic flow-related information along the roadway.
B. FRIEND: Proposed System
FRIEND is the infrastructure used to implement of incident detection technique, information propagation and build various types of applications. The strongest point of FRIEND is the idea of re-using an already installed infrastructures and just replace the existing nodes with smart nodes. The cat's eyes which are already placed along the road on both sides of a highway. The sensors will be places inside a group of these cat's eyes. These sensors will form a network to disseminate the information about each vehicle to the other nodes of the network. The information about a vehicle (occurrence and location at a particular time) will be forwarded to the other nodes on the road. Road Side Units (RSUs) already exit on some highways in USA every regular intervals [3] .
III. MAKING DECISIONS IN FRIEND
The concept of Level of Service (LoS) is a measure used in ITS by traffic engineers to assess the effectiveness of various elements of transportation infrastructure. LoS is most commonly used to analyze highways, but the concept has also been applied to intersections, transit, and water supply. LoS classifies the state of the traffic, heuristically, into six categories, from A to F as follows [4] .
• A = Free flow;
• B = Reasonably free flow;
• C = Stable flow;
• D = Approaching unstable flow;
• E = Unstable flow;
• F = Forced or breakdown flow.
In order to use the LoS concept, FRIEND maps the various LoS categories into headway distance values. We now describe the detailed mapping between the LoS categories for traffic on highway and a proposed set of colors on the driver monitor. One of the services offered by FRIEND to the traveling public is to monitor the traffic flow on the highways and to provide a colored map system in front of the driver screen. In order to explain the data collection, data processing and information update we take an example of an application from the highest level application which is "Real-time Traffic Monitoring". Input: Data collected from highway infrastructure and vehicles passing RSUs. Output: A user friendly touch screen that allows two levels of traffic view. The first level is giving the overall status of the road segment between two adjacent RSUs along the highway. Upon demand, FRIEND can present a more detailed view of a given road segment to a finer granularity.
The mapping from the LoS letters to the states of the Markov chain is described next.
• Green: an initial state that describes a flow that allows the driver to reach maximum speed on the highway in conjunction with low density. A highway with a green state means that a driver can change lanes easily and can reach maximum speed if such a speed is desired. The green state represents the A and B states in LoS;
• Yellow: a state that describes a flow where traffic is stable but the density is high. A highway with a yellow state means that it is hard to change lanes and speed can be below maximum speed for some periods. The yellow state represents the C state in LoS;
• Orange: a state that describes a speed less than the maximum speed with high density. A highway with orange state means it is approaching an unstable flow and might turn to an unstable flow. The orange state represents the D and E states in LoS;
• Red: a state that describes a breakdown flow where speed is less than 25 miles/hr and density is almost jammed. A driver seeing a highway with a red state might take an alternate route if possible. The red state represents the F state in LoS.
In order to avoid spurious transitions between colors, FRIEND has a built-in "laziness" that records traffic flow trends without necessarily taking immediate action, i.e. without triggering a state change. FRIEND implements this idea by mapping the high-level four-state Markov chain discussed above to another, internal Markov chain that keeps more detailed information about the trends in traffic flow. In the internal Markov chain, each state of the high-level Markov chain (i.e. each of the four colors disseminated to the public) is mapped to a set of states of the internal Markov chain as we are about to describe. Illustrating the internal 10-state Markov chain defining color transitions.
Referring to Figure 2 , FRIEND maintains an internal 10-state Markov chain with two states for green and red and three states for each of yellow and orange. However, the status report disseminated to the public is just the color without any mention to the specific "shade" of color that the internal Markov chain is in. For example, the reported status is yellow if the internal Markov chain is in any of the three yellow states in Figure 2 . The exact decisions that trigger the actual transitions between states in the internal 10-state Markov chain is shown.
A. Transitions in the internal Markov chain
The main goal is to give the details of the algorithm that induces transitions in the internal Markov chain. The key decision elements that FRIEND employs to effect state transitions in the internal Markov chain are the Average Headway Distance (AHD) and speed (V) aggregated from the most recent EDR data collected from passing cars, along with historical data collected over a longer time span involving months (or even years) of monitoring data at the same locale.
We begin by presenting the mapping algorithm that converts the AHD and speed to colors in Figure 3 . Speed is the average speed of vehicles, and MaxSpeed is the highest speed observed from the historical data for the particular time of day and day of week. The safe distance can vary depending on number of lanes, historical data, and maximum speed allowed on the highway. In Figure 4 , the transitions in the internal Markov Chain is shown. return (state) 6. end
IV. INCIDENT DETECTION IN FRIEND

A. Incident Classification
In this section, we present the classification of incidents used in FRIEND. An incident is defined as any non-recurring event that causes a reduction of highway capacity or an abnormal increase in demand. Such events include traffic crashes, disabled vehicles, spilled cargo, highway maintenance and reconstruction projects, and special non-emergency events (e.g., ball games, concerts, or any other event that significantly affects roadway operations) [5] . In addition weather conditions are often considered incidents that reduce the flow on highways. 
FRIEND classifies incidents into three categories:
• First, a blocking incident is an incident that blocks a lane or multiple lanes on highways. As such, an incident blocking one lane of a three-lane freeway reduces capacity by almost 50 percent, although only a third of the lanes are blocked [5] ;
• Second, a non-blocking incident is an incident that some vehicles can pass over and other will switch lanes if possible. Examples of this kind of incidents include dead animals on the roadway, potholes, lost cargo, and some weather-induced occlusions (such as icy road conditions or accumulated water after a heavy rain or flood). The major difference between a blocking incident and a non-blocking one is that the former renders the lane/road impassable, while the latter does not. In fact, some drivers do not mind driving through a pothole or even standing water;
• Third, a moving incident is a slow-moving vehicle or a convoy of trucks (e.g., military units) traveling together as a group, usually at low speed. This type of incident can affect the flow on the highway and, depending on traffic density, not all drivers will be able to change lanes to pass the convoy.
B. Incident Detection:
The workhorses of incident detection are the RSUs and the SCEs (Smart Cat Eyes) working together. We defined the term RSU-RSU[i,j] and Segment in previous work [6] , [3] . Recall that the RSUs receive (from most cars) EDR data reporting, among others, any lane change that occurred in the current road segment. One of the key ideas of incident detection in FRIEND is that, in case of an incident, there will be numerous correlated lane changes. These transactions will be correlated both in time and space. In this regard, FRIEND builds on the work of Abuelela [7] who has studied how far ahead of an incident drivers will change lanes. Finally, the hardest to detect are moving incidents, which require an intelligent tracking of the offset change of lanes.
Here are, in outline, the tasks performed by the incident detection and information dissemination algorithm for detecting various incidents: 1) Task 0: RSU initialization: Initially, we assume that RSU i has just started to collect data. FRIEND assumes that the RSU initialization involves obtaining the historical data of the highway flow, speed, density and headway distance expected at a specific time or date. Each RSU keeps track of the average speed v avg , headway, and density of vehicles k avg in the previous RSU − RSU [i, i − 1]; 2) Task 1: Incident detection: RSU i is notified of an incident or RSU i notices a change of speed or density in RSU-RSU[i,j]. A notification of lane changing in the same location in the previous RSU-RSU[i-1,j] area in a short time, identifies the possibility of an incident. Threshold, which we will call it T hi , can be determined from historical data, the higher the threshold, the more time needed to detect an incident and the less chance to generate alarms; 3) Task 
V. INCIDENT INFORMATION DISSEMINATION
One of the important issues in vehicular networks is the dissemination of information captured from an event or incident to the drivers potentially affected by the incident. In this section, we introduce an information propagation technique that notifies drivers about an incident that has happened along the road. After detecting an incident, it is very important to inform vehicles of what a driver should expect to see in the coming miles. Different types of events or incidents require different levels of propagation depending on how critical the incident and how long it stays. Drivers would like to receive information that affects their decision rather than just notification about incidents that will be solved by the time they reach this point on the highway. Currently GPS with life traffic information can give warning messages about incidents that are far away from other vehicles. Moreover, it depends more on the traffic flow than the event itself. Also, Virginia 511 offered by Virginia Department of Transportation (VDOT) is a similar example of a service that disseminates information on a website or mobile application. Interested drivers can check Virginia 511 for incidents and current highway conditions.
In FRIEND, the longer the incident stays, the farther the information will be propagated. FRIEND compares different densities with the level or distance of propagation bearing in mind the principle of locality, where drivers very close to an incident can see the incident and close nodes can sense the slowing of the flow on the highway.
In this section, we assume that an incident has just started at time t 0 , and it is detected using the technique explained above. We have two aims for information propagation. First, we aim to prevent secondary accidents [8] , [9] . A secondary accident is an accident that occurs after another accident. Second, we notify drivers far away from the accident of an expected delay by updating their coloring system. FRIEND gives the drivers the option to continue or exit before reaching the location of the incident. RSUs can disseminate the information backwards to the other nodes on the roadway. Most current research focuses on one of the two aims mentioned above. Wisitpongphan et al. [10] depend on vehicles to forward the messages, which can suffer from disconnection problems with sparse (few number of vehicles) traffic. Moreover, they cannot solve the problem of blocking incidents, for example a vehicle that blocks the road completely.
A. The proposed technique
Our idea of information propagation depends on two main factors: density of the traffic and time necessary to clear the accident. The longer the incident stays, the farther the information needs to be propagated. Furthermore, the higher the density on the highway, the faster a backup will build. In high density highways, an incident may form a backup of vehicles faster than on low density highways. In order to satisfy this point, we need to propagate information as a function of density and time.
In FRIEND the dissemination is handled in two stages:
• Stage I: Focus on the first goal, which is notifying vehicles close to an accident;
• Stage II: A new mechanism to track the source of the incident, while notifying drivers away from the accident, as shown in Figure 6 . In Stage I, the RSU is responsible for informing the previous RSU immediately of the incident to the vehicles passing beside it of the incident. The longer the incident takes to be cleared, the more frequently the previous RSU will be informed of the incident. Figure 7 shows how Stage I works in case of an incident. As shown in Figure 7 , RSU x is notified every 2 x time units, where x is the RSU number and the value depends on the density of the highway. Stage I in FRIEND protects the highway from flooding of messages [11] . On the other hand, we inform RSU(s) (which notify vehicles) with the incident.
In Stage II, we obey two rules. The first rule is to track the source of the incident to be able to track the movement of vehicles after the event is cleared. The second rule is to send a long time to live message every T seconds, this message targets far away vehicles in order to help drivers to make the decision of keep going or taking an exit. The decision of switching between Stages I and II depends on the average headway distance (AHD), speed of vehicles, and historical data, and time and day of the incident.
B. The expected number of vehicles that pass before turning to power save mode at night
To save power, we switch all RSU nodes to power save mode at night. Now, let us assume that vehicles pass a certain RSU location according to a Poisson process with parameter λ. Before allowing the whole cluster to sleep, we wait until no vehicles will come by the next T time units. Then, the expected time RSU will wait before going to power saving mode (sleep) is given by: Let X 1 , X 2 , · · · , X n , · · · be the car inter-arrival times, assumed to be independent identically distributed. Let further, W be the random variable that counts the cars that will pass before the cluster can go to power save mode:
Thus, the expected number of vehicles that pass before turning to power save mode:
VI. SIMULATION AND EVALUATION
In the simulation, we compare two scenarios to evaluate the optimal value for the number of Cat's eyes needed. First scenario, in a high density highway; sensors are always in the awake mode, we assume that if two vehicles exist at the same area of the same node that will conclude a collision in sensing; and both messages are dropped. The second scenario, we try our model in the sleeping mode( where nodes go to sleep every couple of mins). In both scenarios, we don't allow vehicle-tovehicle communication and we try to calculate the optimal value for the cluster size. Then, we have two cases,case I:No sleeping mode is implemented (sensors are always awake) and case II:Sleeping mode is implemented.
A. Simulation Settings
We evaluate our frame work using ONE simulator [12] , which is the Opportunistic Network Environment simulator that used to generate node movement using different movement models, route messages between nodes with various routing algorithms and sender and receiver types. It allows to visualize both mobility and message passing in real time in its graphical user interface. In the simulation, our model uses a two lane highway of size 11 miles which describes a part of the Highway US-13 that goes beside the East coast from Virginia to New York. We generate vehicles randomly from the start points. The model assume a fixed stations between the two lanes which represents our nodes (Cat eye's) along the highway, we call it (Group I fixed nodes). These stations are 24.384 meters (80 feet) apart from each other. Each vehicle -we call it (Group II moving nodes) broadcast a packet every 2 seconds in the range of a circle with radius 12.192 meters (40 feet). Our model compares the ratio of messages dropped over all messages.
B. Evaluation
In evaluation, simulation data is analyzed to get the optimal value of cluster size. our first scenario, we calculate the cluster size (number of nodes required) in order to detect all vehicles . We expect that the larger the size of the cluster, the more able to detect the vehicles on the Highway. At the same time , we cannot increase the cluster size more than 4 nodes as it will disconnect clusters and prevent cluster communication.
1) Scenario A: No Sleeping Mode: As shown in figure 8 , in each four nodes of Cat's eyes, at least two should be smart nodes.
2) Scenario B: With Sleeping Mode: In the second scenario, we assume that the traffic is low density traffic which presents the night mode highway traffic or constructions on the highway. Our nodes will sleep for 10 mins and wake up for 10 mins. As shown in figure 9 , no vehicles are detected the first 10 mins, then the percentage starts to raise up , it reaches about 50 % at the end of the 20 mins then starts to decay at the end. It is also clear that the difference between cluster sizes are small, this is because that fact that low density road will not allow any collision when sensing the vehicles but high speed vehicles still may not be sensed. In summary, our results show that four nodes cluster is sufficient to detect vehicles over the highway and calculate there average speed. Also, our system will be working in case of dead nodes, in case of one or two nodes is dead, cluster can still calculate speed and forward information to other clusters. In case of three nodes died, cluster will not be able to calculate speed or information but still can forward information. In case of all four nodes are dead, cluster to cluster communication is still valid as the last node in the pervious cluster can communicate with the first node in the next cluster (in communication range). Finally, the case where two consecutive clusters are dead , this will result in a gap in our system which is expected not to happen unless on purpose maintenance.
VII. CONCLUSION
We explained how making traffic-related decision is done in FRIEND. We started with a definition our color states and its mapping from the concept of Level of Service. A Markov chain definition and transitions are described after. Incident classification is explained in detail. Then, our incident detection algorithm is described. Moreover, we explained the information dissemination mechanism in FRIEND. The proposed technique is divided into two stages. Stage I aims to prevent secondary accidents. Stage II is to track the Head and Tail of an incident. Finally, we calculated the expected number of vehicles to pass before switching to power save mode at night. Our future work is to discuss the decision making in FRIEND and to update our simulator presented in [6] .
