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SHARP LARGE DEVIATIONS FOR THE DRIFT PARAMETER OF THE
EXPLOSIVE COX-INGERSOLL-ROSS PROCESS
MARIE DU ROY DE CHAUMARAY
Abstract. We consider a non-stationary Cox-Ingersoll-Ross process. We establish a sharp
large deviation principle for the maximum likelihood estimator of its drift parameter.
1. Introduction
The Cox-Ingersoll-Ross (CIR) process is the strong solution of the following stochastic
differential equation
(1.1) dXt = (δ + bXt) dt + 2
√
Xt dBt
where δ is a positive constant, (Bt)t is a standard brownian motion, b is an unknown param-
eter to be estimated and the starting point X0 = 0. The behavior of the process strongly
depends on the values of parameter δ and b. In this paper, we focus our attention on the
supercritical case where b > 0 and the CIR process explodes exponentially fast with rate b
as T goes to infinity.
We suppose that we observe a single trajectory of the process over the time-interval [0, T ].
In the explosive case, theorem 2(iv) of [9] shows that there exists no consitent estimator for
the dimensional parameter δ. For this reason, we consider δ to be fixed and known and we
only estimate the drift parameter b. In order to do this, we consider the maximum likelihood
estimator (MLE) given by
(1.2) b̂δT =
XT − δT∫ T
0
Xt dt
.
The asymptotic behavior of MLE for the parameter of a CIR process has been studied by
Overbeck [9] and more recently by Ben Alaya and Kebaier [1], [2]. This estimator is strongly
consistent: for T large enough,
b̂δT → b p.s.
The aim of this paper is to further investigate the asymptotic behavior of this estimator with
large deviation results. Let us first recall some basic definitions of large deviation theory.
We refer to the book of Dembo and Zeitouni [6] for further details. A sequence (ZT )T of
real random variables is said to satisfy a large deviation principle (LDP) with speed T and
rate function I : R 7→ [0,+∞] if I is lower semi-continuous and such that (ZT )T satisfies the
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following upper and lower bounds: for any closed set F of R
lim sup
T→+∞
T−1 logP (ZT ∈ F ) ≤ − inf
z∈F
I (z)
and for any open set G of R
lim inf
T→+∞
T−1 log P (ZT ∈ G) ≥ − inf
z∈G
I (z).
If furthermore the level sets of I are compact, I is called a good rate function. Heuristically, if
I has a unique minimum reached at point m, the function I gives the exponential rate in the
asymptotic behavior of P (ZT ≥ c) for any c > m (resp. P (ZT ≤ c) for c < m). Additionnaly,
we say that the sequence (ZT )T satisfies a sharp large deviation principle (SLDP) if, for any
real c, we are able to compute the asymptotic expansions in powers of T−1 of eTI(c)P (ZT ≥ c)
or eTI(c)P (ZT ≤ c).
In the sub-critical and critical cases where b < 0 and b = 0 respectively, sharp large devia-
tions for b̂δT are obtained by Zani in [10]. In the more general case were both parameters are
estimated simultaneously, an LDP for the MLE of the couple (δ, b) was previously obtained
in [7]. The results of Zani [10] rely on the sharp large deviation principle (SLDP) derived
by Bercu and Rouault [5] for the drift parameter of the Ornstein-Uhlenbeck (OU) process.
Indeed, if we consider the OU process (Yt)t satisfying:
dYt =
b
2
Yt dt+ dBt
with Y0 = 0. In the particular case where δ = 1, (Xt)t has the same law than (Y
2
t )t.
Additionally, the MLE b˜T of b based on the observation of (Yt)t≤T is given by
b˜T =
Y 2T − T∫ T
0
Y 2t dt
.
By making use of this relation together with a well-known semi-group property, Zani extends
to the CIR process the SLDP proven for the OU process.
Our purpose is to extend the results of Zani to the explosive case where b > 0 using the
SLDP for the non-stable OU process established by Bercu, Coutin and Savy [3]. We notice
here that this work follows a suggestion made at the end of the introduction of [3]. For more
details on the large deviation theory, we refer to the book of Dembo and Zeitouni [6].
The paper is organised as follows, Section 2 displays our main results and Section 3 is
devoted to their proofs while technical parts are given in Section 4.
2. Main results
We consider the CIR process given in Equation 1.1 where the drift parameter b is supposed
to be strictly positive. The MLE of b given by Equation 1.2 satisfies the following large
deviation results.
Theorem 2.1. For b > 0, the MLE (̂bδT ) satisfies an LDP with speed T and good rate
function Iδb given for any d ∈ R by
Iδb (d) = δI
1
b (d) = δI(d/2)
2
where I is the good rate function obtained in Lemma 3.1 of [3] with their parameter θ being
equal to b/2. Though, for any d ∈ R and any δ > 0,
(2.1) Iδb (d) =

−δ(d − b)
2
8d
if d ≤ −b,
δb/2 if |d| < b,
0 if d = b,
δ(2d− b)/2 if d > b.
Remark 2.1. We wish to mention here that Theorem 2.1 could also be directly obtained
using the new method introduced by Bercu and Richou [4]. By shrewd combinations of the
Ga¨rtner-Ellis theorem and the contraction principle, they derive the LDP for the MLE of the
drift parameter of a non-stable OU process without many of the tedious calculations of [3].
Theorem 2.2. If the drift parameter b > 0, we have the following SLDP:
(i) For any d < −b, there exists a sequence (cd,k) such that, for any p > 0 and T large
enough
P
(
b̂δT ≤ d
)
= −exp (−δTI
1
b (d) + δH(ad))
adσd
√
2πT
[
1 +
p∑
k=1
cd,k
T k
+O
(
1
T p+1
)]
,
where
ad =
d2 − b2
4d
, σ2d = −
1
d
and H(ad) = −1
2
log
(
(d+ b)(3d− b)
4d2
)
.
(ii) For any d > b, there exists a sequence (ed,k) such that, for any p > 0 and T large
enough
P
(
b̂δT ≥ d
)
=
(
δT
2
) δ
2
−1
exp (−δTI1b (d) + δK1(d))
K2(d)Γ(δ/2)
[
1 +
p∑
k=1
ed,k
T k
+O
(
1
T p+1
)]
,
where
K1(d) = −1
2
log
(
d− b
(2d− b)(3d− b)
)
and K2(d) =
(3d− b)(d− b)
2d− b .
(iii) For any |d| < b, 6= 0, there exists a sequence (fd,k) such that, for any p > 0 and T
large enough
P
(
b̂δT ≤ d
)
=
(
δT
2
) δ
2
−1
exp (−δTI1b (d) + δJ(d))
Γ(δ/2)
[
1 +
p∑
k=1
fd,k
T k
+O
(
1
T p+1
)]
,
where
J(d) = −1
2
log
(
2(b− d)
b(d + b)
)
.
(iv) For d = −b, there exists a sequence (gk) such that, for any p > 0 and T large enough
P
(
b̂δT ≤ −b
)
= (δT )
δ
4
− 1
2
(
b
2
) δ
4 exp (−δTI1b (−b))
Γ((δ + 2)/4)
[
1 +
2p∑
k=1
gk
(
√
T )k
+O
(
1
T p
√
T
)]
.
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(v) For d = 0, for any p > 0 and T large enough,
P
(
b̂δT ≤ 0
)
=
(
δbT
2
) δ
2 exp (−δTI1b (0))√
δ/2Γ(δ/2)
[
1 +
p∑
k=1
hk
(
Te−bT
)k
+O ((Te−bT )p+1)] ,
where for any k ∈ {1, . . . p},
hk =
(−1)kδ
(2k + δ)k!
(
δb
2
)k
.
3. Proof of the main result
The sketch of the proof will be very similar to the one of Bercu et al. [3], which is
strongly related to the case δ = 1. We will emphasize the role played here by the additionnal
parameter δ. For the sake of simplicity, we will try to use the same notations.
3.1. Normalized cumulant generating function. For any d ∈ R and any T > 0, we will
use that P(̂bδT ≥ d) = P(ST (d) ≥ 0), where
ST (d) = XT − δT − d
∫ T
0
Xt dt.
For the following proofs, we will need to compute the normalized cumulant generating func-
tion LT of ST (d). We denote by ∆d the following domain of R
(3.1) ∆d =
{
λ ∈ R
∣∣∣ b2 + 8dλ > 0, 4λ+ b < √b2 + 8dλ} .
For any real λ ∈ ∆d,
(3.2)
LT (λ) = 1
T
logEδ,b [exp (λST (d))]
=
1
T
logEδ,b
[
exp
(
λXT − λδT − λd
∫ T
0
Xt dt
)]
= −δ
(
λ+
b− β
4
)
+
1
T
logEδ,β
[
exp
(
(λ+
b− β
4
)XT
)]
,
where we changed parameter b to a new parameter β = −√b2 + 8dλ, using the following
change of probability measure
(3.3)
dPδ,b
dPδ,β
= exp
[
b− β
4
(XT − δT )− 1
8
(
b2 − δ2) ∫ T
0
Xt dt
]
.
As the CIR process satisfies the following semi-group property
Eδ,β
[
exp
(
(λ+
b− β
4
)XT
)]
=
(
E1,β
[
exp
(
(λ+
b− β
4
)XT
)])δ
,
(3.2) leads to
(3.4) LT (λ) = −δ
(
λ+
b− β
4
)
+
δ
T
logE1,β
[
exp
(
(λ+
b− β
4
)XT
)]
.
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Let (Yt)t be the OU process solution of (1) and denote by Eb/2 the expectation associated
with its law. Using the fact that for δ = 1, (Xt)t has the same law than (Y
2
t )t and replacing
it into (3.4), we obtain that
(3.5) LT (λ) = −δ
(
λ+
b− β
4
)
+
δ
T
logEβ/2
[
exp
(
(λ+
b− β
4
)Y 2T
)]
.
We are now able to apply the results of Appendix A in [3]. Using the same notations, we
obtain that,
LT (λ) = δL(2λ) + δ
T
H(2λ) + δ
T
RT (2λ),
where the functions L, H and RT are respectively given by Equations (2.2), (2.3) and (2.4)
of [3], taking θ = b/2, a = 2λ and ϕ(a) = β/2. This leads to the following Lemma.
Lemma 3.1. Let ∆d be the effective domain of the pointwise limit of LT given by (3.1) and
set β = −√b2 + 8λd and h(2λ) = (4λ+ b)/β. For any λ ∈ ∆d,
(3.6) LT (λ) = δL(2λ) + δ
T
H(2λ) + δ
T
RT (2λ),
where
L(2λ) = −1
2
(
2λ+
b− β
2
)
, H(2λ) = −1
2
log
(
1
2
(1 + h(2λ))
)
,
and RT (2λ) = −1
2
log
(
1 +
1− h(2λ)
1 + h(2λ)
exp(βT )
)
.
Remark 3.1. The remainder RT (2λ) goes exponentially fast to zero as
RT (2λ) = O (exp(βT )) .
The general idea that we will use in the remaining of the paper is the following. Let ad be
the point at which the function L reaches its minimum. For some choosen sequence λT which
belongs to the interior of ∆d and converges to ad/2 for T going to infinity, we denote by ET
the expectation associated with the new probability dPT obtained via the usual change
dPT
dP
= exp (λTST (d)− TLT (λT )) .
We have
P
(
b̂δT ≤ d
)
= E
[
1lST (d)≤0
]
= ET
[
exp (−λTST (d) + TLT (λT )) 1lST (d)≤0
]
= exp (TLT (λT ))ET
[
exp (−λTST (d)) 1lST (d)≤0
]
= ATBT .
where AT and BT are respectively given by
(3.7) AT = exp (TLT (λT )) and BT = ET
[
exp (−λTST (d)) 1lST (d)≤0
]
.
Then the proofs will be divided into two parts, establishing the asymptotic expansion of AT
and BT respectively.
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3.2. Proof of Theorem 2.2(i). We start the proof of the SLDP with the easiest case
where d < −b. In this case, the effective domain becomes ∆d = ]−∞, 0[ and L reaches its
minimum at point ad = (d
2 − b2)/4. Thus, we take λd = ad/2 which belongs to the interior
of ∆d and we use the following change of probability
dPT
dP
= exp (λdST (d)− TLT (λd)) .
We obtain that P
(
b̂δT ≤ d
)
= ATBT , where AT and BT are respectively given by
AT = exp (TLT (λd)) and BT = ET
[
exp (−λdST (d)) 1lST (d)≤0
]
.
Using (3.6) together with Remark 3.1, we easily obtain that
(3.8)
AT = exp (TδL(2λd) + δH(2λd) + δRT (2λd))
= exp (−TδI1b (d) + δH(2λd))
(
1 +O (edT ))
where
I1b (d) = −L(2λd) = −L
(
d2 − b2
4
)
= −(d− b)
2
8d
.
Before being able to conclude, we need to investigate the expansion for BT . It takes the
exact same form than Lemma 4.3 of [3].
Lemma 3.2. For any d < −b, there exists a sequence (cd,k)k such that, for p > 0 and T
large enough,
(3.9) BT =
cd,0√
T
[
1 +
p∑
k=1
cd,k
T k
+O
(
1
T p+1
)]
,
where the sequence (cd,k) only depends on the derivatives of L and H evaluated at point ad.
For instance, we have
cd,0 = −
√
d
ad
√
2π
.
Proof. See Section 4. 
Equation (3.8) together with Lemma 3.2 immediately leads to the announced result
3.3. Proof of Theorem 2.2(ii). We now consider the case where d > b. The effective
domain becomes ∆d = ]0, (d− b)/2[. This case is more complicated to handle because the
infimum of the function L is reached at the boundary point ad = d− b. Bercu et al. [3] show
that there exists a unique sequence (aT ) such that aT/2 belongs to the interior of ∆d and
which converges to ad and is solution of the implicit equation
L′(a) + 1
T
H′(a) = 0.
Consequently, this time, we need to investigate the expansion for T going to infinity of both
AT and BT given by
AT = exp (TLT (λT )) and BT = ET
[
exp (−λTST (d)) 1lST (d)≥0
]
.
Using the very definition of LT , we can rewrite AT as follows
AT = exp (δTL(aT )) exp (δH(aT )) exp (δRT (aT )) .
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Thus, we have to derive the asymptotic expansion of each term involved in AT . As our
sequence (aT ) is the same than the one of [3], we can use the asymptotic expansion they
obtain for aT and for ϕ(aT ) = −12
√
b2 + 4aTd, replacing θ by b/2 and c by d/2. Thus, one
can find two sequences (ak) and (ϕk) such that, for p > 0 and T large enough,
aT =
p∑
k=0
ak
T k
+O
(
1
T p+1
)
and ϕ(aT ) =
p∑
k=0
ϕk
T k
+O
(
1
T p+1
)
where the first terms for k = 0, 1, 2 are explicitely calculated in Appendix B.1 of [3].
Lemma 3.3. For any d > b, there exists a sequence (γ˜k) such that, for any p > 0 and T
large enough,
AT = exp
(−δTIδb (d) + δP (d)) (eT )δ/2
[
1 +
p∑
k=1
γ˜k
T k
+O
(
1
T p+1
)]
,
where
P (d) = −1
2
log
(
d− b
(2d− b)(3d− b)
)
.
Remark 3.2. The sequence (γ˜k) can be explicitly computed using the values of (ak) together
with the derivatives of L and H at point ad. In particular,
γ˜1 = −δ d(d
2 − 3bd+ b2)
(d− b)(2d− b)(3d− b)2 .
Proof. We first consider exp (δTL(aT )). Formula (B.7) of Bercu et al. [3] gives the Taylor
expansion of L around point ad. Multiplicating it by δ and taking the exponential, we obtain
that
(3.10) exp (δTL(aT )) = exp
(
−δTI1b (d) +
1
2
)[
1 +
p∑
k=1
α˜k
T k
+O
(
1
T p+1
)]
where the second factor in the right-hand term comes from the expansion of the exponential
at the neighbourhood of zero. Thus, the sequence α˜k only depends on the derivatives of L
at point ad and the values of the sequence (ak). And, for example, we easily have
α˜1 = δ
d(d2 − 3bd+ b2)
(d− b)(2d− b)(3d− b)2 .
We now focus our attention on the term exp (δH(aT )), which rewrites as
exp (δH(aT )) =
(
4ϕ(aT )T
T (2ϕ(aT ) + 2aT + b)
)δ/2
=
(
2ϕ0
a1 + ϕ1
)δ/2 [
1 +
(
ϕ1
ϕ0
− a2 + ϕ2
a1 + ϕ1
)
1
T
+
p∑
k=2
hk
T k
+O
(
1
T p+1
)]δ/2
Using the expansion formula of the power δ/2, we obtain that there exists a sequence (β˜k)
such that
(3.11) exp (δH(aT )) =
(
2ϕ0
a1 + ϕ1
)δ/2 [
1 +
p∑
k=1
β˜k
T k
+O
(
1
T p+1
)]
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where
2ϕ0
a1 + ϕ1
=
(2d− b)(3d− b)
d− b
and the β˜k can be explicitely computed using the sequence (ak) and the derivatives of H, in
particular
β˜1 =
δ
2
(
ϕ1
ϕ0
− a2 + ϕ2
a1 + ϕ1
)
= −2δ d(d
2 − 3bd+ b2)
(d− b)(2d− b)(3d− b)2 .
The factor exp (δRT (aT )) is negligeable in comparison with T−(p+1) as RT (aT ) goes expo-
nentially fast to zero, which is proven by equation (B.9) of [3]. Thus, combining (3.10) and
(3.11), we obtain the announced expansion for AT . In addition, we have γ˜1 = α˜1 + β˜1. 
We also need the expansion of BT .
Lemma 3.4. For any d > b, there exists a sequence (ck), such that, for any p > 0 and T
large enough,
BT =
p∑
k=1
ck
T k
+O
(
1
T p+1
)
,
where the sequence (ck) only depends on the derivatives of L and H at point ad together with
the values of the sequence (ak).
Proof. The proof is given in Section 4. 
Combining Lemma 3.3 and Lemma 3.4, we obtain the results announced by the part (ii)
of Theorem 2.2.
3.4. Proof of Theorem 2.2(iii). The case where |d| < b with d 6= 0 can be treated in the
exact same way that the previous case (ii). The effective domain ∆d depends on the value
of d as follows:
(3.12) ∆d =

]−∞, 0[ if − b < d < 0,]
− b2
8d
, 0
[
if 0 < d ≤ b
2]
d−b
2
, 0
[
if b
2
≤ d < b
This time, the function L reaches its minimum at point ad = 0. The announced result follows
by the combination of the two next lemmas, which give the expansions of AT and BT defined
by (3.7).
Lemma 3.5. For any |d| < b, d 6= 0, there exists a sequence (γ˜k) such that, for any p > 0
and T large enough,
AT = exp
(−δTIδb (d) + δP (d)) (eT )δ/2
[
1 +
p∑
k=1
γ˜k
T k
+O
(
1
T p+1
)]
,
where
P (d) = −1
2
log
(
b− d
(d+ b)b
)
.
Proof. The proof follows the same lines than the one of Lemma 3.3. The only difference is
in the values of the sequences (ak) and (ϕk), which are computed in Appendix B.2 of [3]. In
particular, 2ϕ0/(ϕ1 + a1) = −b(d + b)/(d− b), which gives the value of P (d). 
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Remark 3.3. The sequence (γ˜k) can be explicitely computed from the values ak and the
derivatives of L and H at point zero. In particular, we have
γ˜1 = −δ d(d
2 + bd − b2)
b(d − b)(d+ b)2 .
Lemma 3.6. For any |d| < b, d 6= 0, there exists a sequence (ck), such that, for any p > 0
and T large enough,
BT =
p∑
k=1
ck
T k
+O
(
1
T p+1
)
,
where the sequence (ck) only depends on the derivatives of L and H at point zero together
with the values of the sequence (ak).
Proof. See Section 4. 
3.5. Proof of Theorem 2.2(iv). We consider the case where d = −b. This time, the
effective domain is ∆d = ]−∞, 0[ and the function L reaches its infimum at the border point
ad = 0. This case differs from the previous ones in the way that we have a new regime in
all the asymptotic expansions. Namely, the first Step of the Appendix B.3 in [3] proves the
existence of two sequences (ak) and (ϕk) such that, for any p > 0 and T large enough
aT =
2p∑
k=0
ak
(
√
T )k
+O
(
1
T p
√
T
)
and ϕT =
2p∑
k=0
ϕk
(
√
T )k
+O
(
1
T p
√
T
)
.
Consequently, the Taylor expansion of L at point aT given by (B.14) of [3] is also written as
a sum of powers of T−1/2. This combined with the expansion of the exponential fonction at
the neighbourhood of zero implies that there exists a sequence (α˜k) such that for any p > 0
and T large enough,
(3.13) exp (δTL(aT )) = exp
(
−δTI1b (−b) +
δ
4
)[
1 +
2p∑
k=1
α˜k
(
√
T )k
+O
(
1
T p
√
T
)]
.
The sequence (α˜k) can be computed with the help of (ak) together with the derivatives of L
at the origin. For instance, we have α˜1 = −3δ/(4
√
b).
Besides, we have
exp (δH(aT )) =
(
2ϕ(aT )
√
T√
T (ϕ(aT ) + aT + b/2)
)δ/2
.
By making use the asymptotic expansion of the power δ/2, we show that
(3.14) exp (δTH(aT )) = (bT/2)δ/4
[
1 +
2p∑
k=1
β˜k
(
√
T )k
+O
(
1
T p
√
T
)]
.
Thus, using the fact that AT = exp (δTL(aT )) exp (δH(aT )) exp (δRT (aT )) , we obtain a
new asymptotic regime for AT given by the following Lemma.
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Lemma 3.7. There exists a sequence (γ˜k) such that for any p > 0 and T large enough,
AT = exp
(−δTI1b (−b)) (ebT/2)δ/4
[
1 +
2p∑
k=1
γ˜k
(
√
T )k
+O
(
1
T p
√
T
)]
.
Remark 3.4. The sequence (γ˜k) can be explicitely computed using the sequence (ak) and the
derivatives of L and H at the origin. For example, γ˜1 = 3δ/(2
√
b).
Proof. Equation (B.16) of [3] shows that the remainder RT (aT ) goes exponentially fast to
zero. Thus, the result follows by the combination of (3.13) and (3.14). Besides, we easily
deduce that γ˜1 = α˜1 + β˜1 = 3δ/(2
√
b). 
Lemma 3.8. There exists a sequence (ck) such that for any p > 0 and T large enough,
BT =
2p∑
k=1
ck
(
√
T )k
+O
(
1
T p
√
T
)
,
and which only depends on (ak) together with the derivatives of L and H at the origin. We
have, for example,
c1 = − e
−δ/4δ(δ−2)/4
2δ/2Γ((δ + 2)/4)
.
Proof. The proof is given in Section 4. 
Combining Lemma 3.7 and Lemma 3.8, we obtain the part (iv) of Theorem 2.2.
3.6. Proof of Theorem 2.2(v). Finally, we take d = 0. As, for any T > 0, XT ≥ 0, we
easily have that
(3.15) P
(
b̂δT ≤ 0
)
= P (XT ≤ δT ) .
This last proof does not follow the same lines than the other ones. The idea is to use the
law of XT to compute straightforwardly the expansion for T large enough. Let ZT be the
random variable given by
ZT =
XT
LT
, where LT =
1
b
(
ebT − 1) .
We know, see for example [8], that ZT has a Gamma distribution Γ (δ/2, 1/2). Denote by
FZT the cumulative distribution function of ZT . FZT is given over R
+ by
(3.16) FZT (u) =
γ(δ/2, u)
Γ(δ/2)
,
where γ is the lower incomplete gamma function defined for any u ∈ R+ as
(3.17) γ(δ/2, u) =
∫ u
0
tδ/2−1e−t dt = uδ/2
+∞∑
k=0
(−u)k
k!(k + δ/2)
.
We rewrite (3.15) as follows
(3.18) P (XT ≤ δT ) = P (Zt ≤ dT ) = FZT (dT )
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where dT = δT/LT and FZT is given by (3.16). For u at the neighbourhood of zero, we derive
from (3.17) the following expansion
(3.19) γ(δ/2, u) =
uδ/2
δ/2
(
1 +
p∑
k=0
δ(−1)kuk
2(k + δ/2)k!
+O(up+1)
)
.
For T large enough, dT rewrites as dT = δbTe
−bT
(
1 +O(e−bT )), which, combined with
(3.16), (3.18) and (3.19) leads to the announced result.
4. Proof of technical Lemmas
This section is devoted to the proofs of the asymptotic expansion of BT , which are more
technical than the remaining of the paper. The case where δ = 1 is covered by Appendixes
C and D of Bercu et al. [3]. Our proofs will strongly rely on those results and we will
emphasize the role played by a more general δ.
The general idea is to rewrite BT as an integral involving the characteristic function of
some right chosen variable. We then split the integral into two parts to integrate over large
and small values respectively. The first one will turn out to be negligeable in such a way
that the asymptotic expansion of the second one will give us the expansion for BT .
We take the unified notation of Appendix C.1 in [3]. We denote
αT =
{
ad if d < −b,
aT otherwise
and βT =

√
T/(−d) if d < −b,√
T if d = −b,
T if |d| < b,
−T if d > b.
In each case, BT rewrites as
(4.1) BT = ET [exp (−αTβTVT ) 1lVT≤0] where VT =
ST (d)
2βT
.
Let ΦδT be the characteristic function of VT under PT . We easily obtain that for any u ∈ R
(4.2) ΦδT (u) = exp
(
TLT
(
αT
2
+
iu
2βT
)
− TLT (αT/2)
)
=
(
Φ1T (u)
)δ
.
Using the decomposition (3.6) of LT together with the results of Appendix D in [3], we
obtain that for T large enough, ΦδT ∈ L2(R) and, more precisely,
|exp (TLT ((a+ iu)/2)− TLT (a/2))|2 ≤ (4ℓ(a, d, b)ψd(a, u))δ exp
(
δT
d2u2
8ϕ3(a)
(ψd(a, u))
−3
)
where ψd(a, u) = (1 + d
2u2/ϕ4(a))
1/4
and ℓ(a, d, b) is given by formula (D.2) in [3]. Thus,
applying Parseval formula, we obtain that
BT = − 1
2παTβT
∫
R
(
1 +
iu
αTβT
)−1 (
Φ1T (u)
)δ
du.
In each remaining proof, we will choose some positive value sT and split BT as follows,
BT = CT +DT with
(4.3) CT = − 1
2παTβT
∫
|u|≤sT
(
1 +
iu
αTβT
)−1 (
Φ1T (u)
)δ
du
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and
(4.4) DT = − 1
2παTβT
∫
|u|>sT
(
1 +
iu
αTβT
)−1 (
Φ1T (u)
)δ
du.
Lemma 4.1. If one can find two positive constants C and ν < 1 such that
min
(
Ts2T
βT
,
T
√
sT√|βT |
)
≥ CT ν
then DT , given by (4.4), goes exponentially fast to zero: there exists two positive constants
d and D such that
|DT | ≤ dT (δ+1)/2 exp (−DT ν) .
Proof. This proof follows the steps of the proof of Lemma C.1 in [3]. We will take similar
notation as well. By Cauchy-Schwarz inequality and the majoration (C.8) in [3], we have
that
(4.5) |DT |2 ≤ 1
4π|αTβT |
∫
|u|>sT
∣∣ΦδT (u)∣∣2 du.
As there exists a positive constant Kℓ such that, for T large enough (ℓ(αT , d, b))
δ ≤ KℓT δ,
integrating the above majoration of
∣∣ΦδT (u)∣∣2 leads to∫
|u|>sT
∣∣ΦδT (u)∣∣2 du ≤ 22δ+1KℓT δγT
∫ +∞
δT
(
1 + v2
)δ/4
exp
(
TϕT δ
8
v2(1 + v2)−3/4
)
dv
where γT = |d||βT |−1ϕ−2T and δT = γT sT . We easily deduce that
(4.6)
∫
|u|>sT
∣∣ΦδT (u)∣∣2 du ≤ 22δ+1KℓT δγT exp
(
δTϕT
16
g(δT )
)
∫ +∞
δT
2δ/4 max
(
1, vδ/2
)
exp
(
δTϕT
16
√
vh(δT )
)
dv
where g and h are two functions introduced in [3] which are respectively given on R+ by
g(v) =
v2
(1 + v2)3/4
and h(v) =
v3/2
(1 + v2)3/4
.
Bercu et al. [3] show that, under the assumption of this lemma,
(4.7)
TϕT
8
g(δT ) ≤ −µCT ν .
To conclude, we need to show that the right-hand side integral in (4.6) is as small as one
wishes. Let eT = TϕTh(δT )/16. We easily have that eT goes to −∞ as T tends to infinity,
which implies that for T large enough, eT − 1 < 0. Thus, for T large enough,
(4.8)
∫ +∞
δT
max
(
1, vδ/2
)
exp
(
eT
√
v
)
dv ≤
∫ +∞
δT
exp
(
(eT − 1)
√
v
)
dv
≤ 2
(1− eT )2 Γ(1)
which tends to zero. Combining the majorations (4.5), (4.6), (4.7) and (4.8), we obtain the
announced exponential convergence for DT .
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4.1. Proof of Lemma 3.2. We are in the case where d < −b. By a straightforward
application of Lemma C.2 of [3], we obtain that, for any p > 0, there exist integers q(p) and
r(p) and a sequence (ϕ˜k,l) independent of p, such that for T large enough
ΦδT (u) =
(
Φ1T (u)
)δ
= Φδ(u)
1 + 1√
T
2p∑
k=0
q(p)∑
l=k+1
ϕ˜k,lu
l
(
√
T )k
+O
(
max(1, |u|r(p))
T p+1
)
where Φδ(u) = (Φ1(u))
δ
= exp (−δu2/2). We conclude by Lemma 4.1 and straightforward
calculations on the normal distribution.
4.2. Proof of Lemma 3.4. We focus our attention to the case where d > b. We still have
the equality ΦδT (u) = (Φ
1
T (u))
δ
, where Φ1T (u) is given as a function of L, H and R in formula
(C.16) of [3], so that the asymptotic expansion can be easily deduced from formula (C.17)
and (C.18). We notice that, for the first one, each term in the exponential just has to be
multiplied by a factor δ, while the second one rewrites at power δ. This leads to the following
pointwise convergence:
lim
T→+∞
ΦδT (u) =
(
Φ1(u)
)δ
=
exp(−iδγu)
(1− 2iγu)δ/2 ,
where γ = (3d− b)/(2b−4d). And, using the Taylor expansion of the exponential and of the
power δ/2, we obtain that, for any p > 0, there exist integers q(p), r(p), s(p) and a sequence
(ϕ˜k,l,m) independent of p, such that for T large enough
ΦδT (u) =
(
Φ1(u)
)δ
exp
(
−δσ
2
du
2
2T
)1 + 2p∑
k=0
q(p)∑
l=k+1
s(p)∑
m=0
ϕ˜k,l,mu
l
T k(1− 2iγu)m +O
(
max(1, |u|r(p))
T p+1
)
where σ2d = d
2/(2d−b)3. To conclude the same way than in Section 7.3 of Bercu and Rouault
[5], we need to compute integrals of the form
Iα,β :=
∫
R
exp
(
−iδγu − δσ
2
du
2
2T
)
uβ
(1− 2iγu)α du.
We denote by fα the density of the gamma distribution with parameters α and 1/2, which
is equal to zero over R− and given for any x > 0 by
fα(x) = exp (−x/2) x
α−1
2αΓ(α)
.
Its characteristic function is f̂α(u) = (1− 2iu)−α. We change the variable u to v = γu in the
integral Iα,β. We obtain that
Iα,β = − 1
γβ+1
∫
R
exp
(
−iδv − δσ
2
d
2Tγ2
v2
)
vβ f̂α(v) dv.
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By inverse Fourier transform and formulas (7.31) and (7.32) of [5], we deduce that for any
p > 0, for T large enough
(4.9) Iα,β = −2πi
β
γβ+1
p∑
k=0
δkσ2kd
2kk!γ2kT k
f (2k+β)α (δ) +O
(
1
T p+1
)
This gives us the expansion for each term involved in 2πTaTCT , which leads us to the
announced result and in particular
c1 = − 1
adγ
fδ/2(δ) = −exp(−δ/2)δ
(δ−2)/2
adγ2δ/2Γ(δ/2)
.
4.3. Proof of Lemma 3.6. We consider the case where |d| < b with d 6= 0. The proof is
very similar to the previous one. Likewise, we have the following pointwise convergence:
lim
T→+∞
ΦδT (u) =
(
Φ1(u)
)δ
=
exp(−iδγu)
(1− 2iγu)δ/2 ,
where γ = (b + d)/(2b) this time. We deduce that, for any p > 0, there exist integers q(p),
r(p), s(p) and a sequence (ϕ˜k,l,m) independent of p, such that for T large enough
ΦδT (u) =
(
Φ1(u)
)δ
exp
(
−δσ
2
du
2
2T
)1 + 2p∑
k=0
q(p)∑
l=k+1
s(p)∑
m=0
ϕ˜k,l,mu
l
T k(1− 2iγu)m +O
(
max(1, |u|r(p))
T p+1
)
where σ2d = d
2/b3. The asymptotic expansion of 2πTaTCT follows immediately and leads us
to the annouced result with, in particular,
c1 = − 1
adγ
fδ/2(δ) = −exp(−δ/2)δ
(δ−2)/2
adγ2δ/2Γ(δ/2)
=
exp(−δ/2)δ(δ−2)/2
2δ/2Γ(δ/2)
.
4.4. Proof of Lemma 3.8. In the particular case where d = −b, the change in the asymp-
totic regime implies a different pointwise limit
lim
T→+∞
ΦδT (u) =
(
Φ1(u)
)δ
=
exp(−iδγu)
(1− 2iγu)δ/2 exp
(
−δu
2
2b
)
,
where γ = (2b)−1/2. In addition, we have the following expansion: for any p > 0, there
exist integers q(p), r(p), s(p) and a sequence (ϕ˜k,l,m) independent of p, such that for T large
enough
ΦδT (u) =
(
Φ1(u)
)δ 1 + 1√
T
2p∑
k=0
q(p)∑
l=k+1
s(p)∑
m=0
ϕ˜k,l,mu
l
(
√
T )k(1− 2iγu)m +O
(
max(1, |u|r(p))
T p+1
) .
Switching the order of the integral and the sums, we obtain the announced result and, in
particular, we are able to compute the first term c1, as follows.
(4.10)
c1 = − 1
2πa1
∫
R
(
Φ1(u)
)δ
du
= − 1
2πa1γ
∫
R
1
(1− 2iv)δ/2 exp
(−iδv − δv2) dv
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where a1 = −
√
b/2, γ = (2b)−1/2 and we change variable u to v = γu. We now use that for
any real α > 0 and any complex z such that Re(z) > 0,
z−α =
1
Γ(α)
∫ +∞
0
e−θzxα−1 dx.
We apply this formula with z = 1− 2iv and α = δ/2, and we plugg it in the right-hand side
integral of Equation (4.10). By making use of Fubini’s theorem, (4.10) rewrites as
(4.11)
c1 =
1
πΓ(δ/2)
∫ +∞
0
x(δ−2)/2e−x
∫
R
e−i(δ−2xv)−δv
2
dv dx
=
1
πΓ(δ/2)
∫ +∞
0
x(δ−2)/2e−x
[
exp
(
−(δ − 2x)
2
4δ
)√
π
δ
]
dx
=
δ
2
√
πΓ(δ/2)
e−δ/4
∫ +∞
0
(δt)(δ−4)/4e−t dt
=
δ(δ−2)/4
2
√
πΓ(δ/2)
e−δ/4Γ(δ/4)
where we change variable x to a new variable t = x2/δ in the penultimate equality. Legendre
duplicating formula gives us a link betwenn Γ(δ/4) and Γ(δ/2) = Γ(2 × δ/4). Namely, we
have
(4.12) Γ(δ/2) =
2(δ−2)/2√
π
Γ(δ/4)Γ((δ + 2)/4)
Combining (4.11) and (4.12), we conclude that
c1 =
e−δ/4δ(δ−2)/4
2δ/2Γ((δ + 2)/4)
.
References
[1] Ben Alaya, M., and Kebaier, A. Parameter estimation for the square-root diffusions: ergodic and
nonergodic cases. Stoch. Models 28, 4 (2012), 609–634.
[2] Ben Alaya, M., and Kebaier, A. Asymptotic Behavior of The Maximum Likelihood Estimator For
Ergodic and Nonergodic Square-Root Diffusions. Stochastic Analysis and Applications (2013).
[3] Bercu, B., Coutin, L., and Savy, N. Sharp large deviations for the non-stationary Ornstein-
Uhlenbeck process. Stochastic Process. Appl. 122, 10 (2012), 3393–3424.
[4] Bercu, B., and Richou, A. Large deviations for the Ornstein-Uhlenbeck process without tears.
Statistics and Probability Letters 123 (2017), 45–55.
[5] Bercu, B., and Rouault, A. Sharp large deviations for the Ornstein-Uhlenbeck process. Teor. Veroy-
atnost. i Primenen. 46, 1 (2001), 74–93.
[6] Dembo, A., and Zeitouni, O. Large deviations techniques and applications, second ed., vol. 38 of
Applications of Mathematics (New York). Springer-Verlag, New York, 1998.
[7] du Roy de Chaumaray, M. Large deviations for the squared radial Ornstein-Uhlenbeck process. Teor.
Veroyatnost. i Primenen 61 (2016), 509–546.
[8] Lamberton, D., and Lapeyre, B. Introduction au calcul stochastique applique´ a` la finance, second ed.
Ellipses E´dition Marketing, Paris, 1997.
[9] Overbeck, L. Estimation for continuous branching processes. Scandinavian Journal of Statistics. The-
ory and Applications 25 (1998).
[10] Zani, M. Large deviations for squared radial OrnsteinUhlenbeck processes. Stochastic Processes and
their Applications 102, 1 (2002), 25 – 42.
15
E-mail address : marie.du-roy-de-chaumaray@ensai.fr
CREST ENSAI, campus de Ker Lann, rue Blaise Pascal, BP 37203, 35172 BRUZ cedex,
France
16
