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Resumo
Com o aumento das necessidades de segurança e número de câmaras, surgiu também a necessi-
dade de criar algoritmos capazes de lidar com o respectivo aumento do volume de informação.
Num cenário de segurança, esta informação pode ser usada para detetar acessos a zonas restritas
ou seguir os movimentos de uma pessoa numa área. Para tal, é necessário primeiro extrair infor-
mação relevante, que inclui determinar a localização das pessoas; de seguida, é necessário seguir
a posição da pessoa enquanto esta se movimenta na cena; por último, quando ocorrem ocultações
e movimentos entre câmaras, re-identificar as pessoas de forma a manter a sua identificação. Este
processo é particularmente importante num cenário onde se pretende seguir uma pessoa numa
cena, pois falhar a etapa de re-identificação significaria que o sistema de segurança deixaria de
funcionar conforme previsto.
Esta dissertação tem como principal objetivo a criação de um algoritmo de re-identificação de
pessoas que seja capaz de extrair informação relevante de forma a criar um modelo para a pessoa.
A extração das caraterísticas mais importantes não é uma tarefa trivial, pois surgem mudanças
drásticas na forma como a pessoa é visualizada quando ocorrem ocultações ou na sua transição
entre câmaras. A transição entre câmaras é particularmente desafiante pois nesses casos o al-
goritmo de seguimento não pode ser usado em auxílio da re-identificação, as pessoas aparecem
muitas vezes em poses diferentes das anteriores e as câmaras podem estar sujeitas a condições de
iluminação diferentes.
O modelo proposto combina a melhor seleção das características testadas e cria um modelo 3D
da pessoa de forma a conseguir lidar com variações na sua pose. Um aspeto importante no modelo
criado é que não é necessário aprender todas as poses possíveis, conseguindo criar algumas das
partes desconhecidas do modelo. É ainda capaz de ter comportamentos distintos de acordo com a
resolução das regiões de interesse onde se encontram as pessoas. O resultado é um algoritmo com




With the increasing demand for security and the number of cameras, there is also the need of creat-
ing algorithms that can handle the volume of information. In a security scenario, this information
can be used to detect unwanted access to a certain area or track the movements of an individual
in a certain area. In order to do this, several different steps are needed: (1) extract the relevant
information, such as finding the location of the persons; (2) follow the movement of a previously
detected person as he/she moves around the scene; (3) re-identify the persons to maintain their
identity even when dealing with situations of occlusions and multiple cameras. This is especially
important in a scenario where the objective is to follow a certain person through the scene. Failing
the re-identification stage means that a person that was being followed is lost and the security
system stops working as it’s supposed to.
This thesis focuses on the objective of creating a reliable way of extracting the persons’ char-
acteristics and building a model for them. Extracting the most relevant characteristics is not always
easy as the information in an image can change drastically when the person changes its’ angle to-
wards the camera, is partially occluded or moves to another camera. The transition from one cam-
era to another is particularly troublesome, as it often means that the tracking algorithm loses track
of the person and is incapable of providing any aid to the appearance model in re-identification.
Also, persons may often appear in different poses when entering other cameras and the cameras
themselves may have illumination changes.
The proposed appearance model combines the best selection of the tested features and creates
a 3D model of the person so that it can deal with pose changes. One important aspect of the
model is that it’s not necessary to learn the person in every pose as it is capable of creating some
of the missing parts of the model. It also makes use of the different resolutions of the persons to
handle the situation more effectively. The result is an algorithm that outperforms state of the art
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The demand for security has never been bigger. In the UK, according to a study from 2011, there
is one CCTV camera for every 32 people [1] and in the US, in 2008, over 30 million cameras had
been installed and used for surveillance purposes [2]. With thousands of cameras to monitor, it
becomes impossible to have humans monitoring every individual. Even when a manual operator
is following a single individual over a series of cameras without any prior knowledge of their
disposition it’s easy to lose the person. Since these sensors now capture a wide field of view
with good resolution [3], there is an increasing demand for faster algorithms that can process the
captured information. Currently most of this information is either discarded or manually treated
instead of being automated because of the insufficient performance of current algorithms. Smart
automatic video surveillance systems would detect important events and skip trivial ones. Offline
visualization of content is also a laborious task that is very time consuming and could be done
much more efficiently with the aid of machines. An effort has been made in trying to automatically
extract important information from video content, with an increasing number of algorithms being
created each year. With the technological advances, more processing power is available and more
complex algorithms can be used.
Even in a single camera environment, the entire process of detecting persons, following them
through a video sequence and characterizing the persons is a challenge on its own. In a multi-
camera tracking system, the challenge increases since a multitude of events can change the way
the system interprets the information. In fact, our perception of the world is influenced by our
expectations and by all the experiences learned in a lifetime. Even though advancements have been
made regarding machine-learning [4], it is still impossible to endow machines with the ability of
perceiving reality the same way a human would. Several problems are added to the problems that
already existed in a single camera system: the person can appear in a different pose; changes in
the illumination due to the camera position affect the way image is extracted; and cameras extract
information differently.
With the ability to track people in multi-camera environments, determining the route of a
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criminal would be easier, control of access to unwanted spaces would be automated and suspi-
cious behavior could be automatically detected. However, currently installed systems are still very
ineffective in part because of the inability to correctly identify a particular individual in a set of
cameras. For a multi-camera tracking system, a proper “object-handover” process is required, in
which the identity of a tracked object is maintained when it’s detected in a new camera. This means
that when an object is detected in two cameras at the same time or transitions from one camera to
another (either immediately or after a period of time), the system attributes the same identity to
both objects. In order to do this, the system must extract a set of distinguishable characteristics
that uniquely identify each person.
One of the greatest current challenges is to define a set of features (or characteristics) that can
be used to properly identify a specific person, which should work even in multi-camera systems,
where calibration, synchronization, differences in resolution and color occur.
1.2 Objectives
A multi-camera tracking system is typically composed of several modules, such as foreground seg-
mentation, people detection, people tracking and people correspondence, each with their unique
challenges.
The main focus on this thesis is on people correspondence, which includes both appearance
models and re-identification solutions. With that in mind, the following objectives for the thesis
are defined: (1) study state of the art algorithms that can be used for extracting characteristics and
matching models; (2) analyze state of the art features and techniques to evaluate their individual
performance; (3) analyze the possibility of combining the best selection of features to create a
more complex model; (4) expand the created model with additional features.
1.3 Contributions
Two main contributions come from this thesis: (1) the use of a multi-resolution model, which han-
dles the problem of model creation and re-identifications depending on the available resolutions;
(2) the use of a 3D model for the person capable of interpolating the missing poses.
1.4 Document Outline
This document consists of five additional chapters: Chapter 2 overviews existing solutions on the
problem and important algorithms that have already been developed; Chapter 3 presents some
available datasets and metrics; Chapter 4 presents and analyzes relevant features that can be used
to model the person appearance when applied to a re-identification challenge; Chapter 5 details
the proposed solution, which includes how these features work together to achieve better overall
results and several improvements to the model; Chapter 6 presents a final discussion and future
work.
Chapter 2
State of the Art
This chapter provides an overview of research in both People Appearance Models and People
Tracking in Multi-Camera Environments. Subchapter 2.1 starts by introducing some concepts
and provides a block-based algorithm for multi-camera people tracking. Subchapter 2.2 presents
some classification methods used in several algorithms. Subchapter 2.3 includes state of the art
methods for people appearance models. Subchapter 2.4 includes methods for people tracking in
multi-camera environments, which start by identifying algorithms for foreground segmentation,
then uses people detection algorithms to find the regions of interest and then uses single camera
tracking to follow them in the scene.
2.1 Concepts and System View
When introduced, CCTV cameras were connected to display monitors and would provide a live
feed to human operators. In some cases, they would also record the footage. With advances in
technology, it was possible to introduce some video processing, which greatly improved the effec-
tiveness and productivity of those human operators. This processing would include techniques to
detect people, vehicles, dangerous objects, etc., and track them through the video. The ultimate
goal is to be able to have an autonomous system that will process the video in real-time and detect
and track objects of interest.
The process of tracking an object corresponds to the ability of following the same object
through the system, determining its trajectory. In order to do this, the object needs to have an
identity that is maintained over the whole sequence, which means that it must be represented by
a set of features (or characteristics), grouped inside what’s called an appearance model. When an
object is detected, this detection is compared to the known persons in the scene to determine if it’s
a new person or a re-identification, which can happen within the same scene or from one camera
to the other.
When speaking of multi-camera tracking systems, there are two focal aspects: (1) for each of
the cameras in the system, the system needs to identify and track the object; (2) the system needs
to recognize it in different cameras.
3
4 State of the Art
The process of tracking people over multiple cameras starts with each camera being able to
recognize the objects of interest in the scene and including them in the foreground. Then, each
person should be associated with an appearance model. After the initial detection is made, object
tracking algorithms can be used to follow the object in the scene. A single camera block diagram
can be seen at Figure 2.1, which starts with foreground segmentation (which may not be used in
some algorithms), blob generation and the tracking block.
Figure 2.1: Single Camera Tracking System (adapted from [5])
The multi-camera section starts when all the detections from multiple cameras are analyzed
to deal with object-handover, checking for repeated persons and labeling them accordingly. One
approach to re-identify an object is to share the appearance model in between cameras. The
corresponding block-diagram can be seen at Figure 2.2, which starts with an individual content
analysis (each of the camera’s single tracking systems) and uses data fusion to generate the final
output.
Figure 2.2: Multiple Camera Tracking System (adapted from [5])
Choosing the right algorithms for each of the blocks will directly affect the overall perfor-
mance of the system, as failing in the initial steps will introduce errors in the system. However,




Several algorithms for people detection and re-identification make use of classifiers. A classifier is,
generically, a function that takes an input and generates an output. Using good extracted features,
a classifier can determine if a person is present in a region [6], if a detection corresponds to a
previously detected person [7] or even the person’s pose [8]. Classifiers are powerful tools that
when correctly applied lead to very interesting results.
The K-Nearest Neighbors (KNN) algorithm [9] uses a distance function to determine the clos-
est matches. In the training stages, each N-dimensional input is placed in the hyper-space, tagged
with the expected output value. When a new point is introduced, the distance function is applied
to determine the distance between the training points and the testing point. The output of each
of the K lowest distances is extracted and a voting system is used to find the best match. This is
a very simple method for classification, but suffers from dimensionality problems: since all data
must be kept in memory for comparison and the number of comparisons increases exponentially
with the amount of data to compare, when more features are added, the computation cost will
greatly increase. Improvements on the KNN algorithm have been proposed over the years, such
as FLANN (Fast Library of Approximate Nearest Neighbor) [10], which chooses the most ade-
quate search algorithm considering the available data and the wanted precision. This choice of
algorithms reduces the impact of the dimensionality problem and feature size.
Support Vector Machines (SVM) [11] linearly separate two classes using training data. The
input in placed in the N dimensional hyper-plane (along with the expected output, or class) and
the training process will find the optimal hyperplane that will split the two classes. When a new
feature vector is used for classification, the classification function will use the defined boundary to
determine which class it belongs to. A two dimensional example can seen at Figure 2.3, in which
two classes (circles and crosses) are placed in a two dimensional plane and the optimal boundary,
which maximizes the margin between the boundary and each of the closest training samples, is
shown.
Figure 2.3: Support Vector Machines example for a two dimensional space (extracted from [11])
The way it was initially defined, Support Vector Machines would only allow separation be-
tween two classes. In some cases, this limitation is not important, but systems often include more
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classes and because of that, multi-class SVM methods were introduced [12]. In this case, a one-vs-
all approach is used, which transforms what would be a multiple dimension optimization problem
to a single dimension optimization problem. Another more computationally heavy approach is the
use of several one-vs-one Support Vector Machines, which according to a comparison presented
in [13] shows better results, but with higher computational cost.
Boosting algorithms iteratively add new weak classifiers to make a strong classifier. A weak
classifier separates two classes at least as well as a random classifier (i.e. with at least 50% suc-
cess). According to their performance, they are weighted to construct the strong classifier. One
of the most commonly used boosting algorithms is AdaBoost [14], which is simple to implement
and is very good at selecting the most representative features. To add support for multiple classes,
some extensions have been proposed, which include the Adaboost.MH and Adaboost.MR [15] that
extend Adaboost to a multi-class, multi-label decision. More recently, another proposed extension
to the Adaboost algorithm introduces a decision tree [16], which greatly improves the processing
time without a significant loss of performance.
Recently, fuzzy classifiers have gained a lot of focus in investigation. They are classifiers that
use fuzzy sets or fuzzy logic [17], which introduce uncertainty in the model. This means that while
data can be trained from a set, the algorithm is capable of self learning the additional, untrained
cases.
While the application to the K-Nearest Neighbors algorithm [18] or Support Vector Machines
[19] aren’t particularly recent, their use as detection or recognition algorithms has recently in-
creased thanks to the advancements in shape extraction methods, such as [20]. While interesting,
further analysis of these classifiers falls outside the scope of this thesis.
2.3 Appearance Models 7
2.3 Appearance Models
One of the ways of establishing object correspondences between cameras is by using the object’s
appearance. The objective is to choose a feature or a set of features that provide a discriminative
visual signature, fully representing the object. Several approaches can be made to these appearance
models depending on the situation: a greater array of features can be used to improve detection but
will also increase computation and memory costs that may make it unsuitable for a real-time sys-
tem. Another important part of the structure of the appearance model is way the system determines
how close an input is to a model, in order to establish a match.
2.3.1 Types of Features
2.3.1.1 Color Features
Some approaches use color information, such as in [21], which uses the object’s color histograms
to model the appearance. It’s considered that the color information is affected by Gaussian noise
to compensate some of the changes that occur due to noise and small illumination changes. In
a multi-camera network, there is also the need to consider that cameras may be different and
may be using different sensors which will capture the images differently. To use this type of
information to make the correspondence, a process of color calibration can be made (also called
“Colorimetric Calibratiom"). When the cameras have a similar field of view, this can be done
with the “Brightness Transfer Function", introduced in [22], which uses both a distance metric and
known matches between the cameras (such as recognizable objects), analyses the color differences
and builds a model that represents the transformation, with the result seen in Figure 2.4. An
extension of the algorithm is proposed at [21, 23], which learns the Brightness Transfer Function
for each pair of images in which an object is detected, and determines a final function using
Principal Component Analysis (PCA) [24] on all the available functions. The limitation of these
algorithms is that they require the same objects to be matched in a similar point of view (POV),
limiting the scene structure. In [25], the algorithm starts by accumulating images of the same
tracked object in each camera before applying the Brightness Transfer Function, creating a better
probability of finding matches.
Also using color information, the Visual Search Engine (ViSE) [26] segments the person in
three parts: head, torso and legs, maintaining a spacial correlation between them (the head should
be above the others, connected to the torso below, connected to the legs further below). The
algorithm ignores the head portion for making correspondences as the authors consider that it’s
hard to make a reliable match with it, focusing on the torso and legs and describing them in an
HSV color histogram. The histogram uses 10 bins, which the authors considered to represent the
most distinctive colors detected by the human visual system. Correspondences are made with the
torso and legs, verifying that their most common value is the same as the one in the appearance
model.
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Figure 2.4: Example of Application of the Brightness Transfer Function (extracted from [22]). (a)
Reference; (b) Over-exposed Image c) Image after applying the Brightness Transfer Function
The use of different body parts can be taken advantage of as in [27], where the person is
divided into 6 parts: chest, head, thighs and legs, modeled individually using an HSV histogram.
The features are then concatenated into a single feature vector and information on the black color
is added to deal with the problems of low saturation and brightness. The algorithm is then extended
to a multi-shot model which uses multiple images to add robustness to the model.
The authors of [28] extract model information from the HSV and YUV color spaces and create
a feature vector with 11253 dimensions. It then has it’s dimensionality reduced using the unsu-
pervised PCA, followed by the Local Fisher Discriminant Analysis (LFDA) [29] to optimize the
distance function for comparison.
In [30], the person image is split into 25 overlapping rectangular segments. For each, three
RGB histograms are built, one for each channel, with 4 bins each. Images are compared using
the Hellinger distance metric, in which 0 represents complete similarity. The chosen structure is
the hierarchical feature-distribution scheme that allows finding the best match in a faster, more
efficient way. The authors also apply rules for forgetting older models to avoid an uncontrolled
increase in the number of comparisons and persons who have long left the scene and are unlikely
to return.
2.3.1.2 Local Features
Local features extract information from a series of keypoints in the region of interest. One method,
[31], uses an accumulation of Speeded-Up Robust Features (SURF) [32], which are extracted
over multiple detections of the same person. The points are stored in a KD-tree model for speed
purposes and when a person needs identification, the features are extracted and a voting system
will find the best match with similarity being evaluated by the Sum of Absolute Differences.
A comprehensive test using local features was presented in [33], which combined a wide
variety of different feature detectors with feature extractors. They then create a bag of features
to establish the structure of the model and normalize the distance for comparison purposes. A
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combination of Gradient Location and Orientation Histogram (GLOH), from [34], and Scale-
Invariant Feature Transform (SIFT), from [35], have shown the best results.
2.3.1.3 Mixed Features
In [36], Support Vector Machines (SVMs) [11] are used to classify color-based and shape-based
features. The extracted color features are normalized color histograms, while the extracted shape
features include a shape histogram of 3 by 3 matrices similar to edge detection, as seen in Figure
2.5. The authors come to the conclusion that using two dimensional normalized color histograms
has better results.
Figure 2.5: Extracted Shape Patterns (from [36])
Another approach takes advantage of the use of templates [37] by modeling humans as a pup-
pet of rectangles, as seen in Figure 2.6, and uses those different rectangles as individual templates.
The authors compare a bottom-up approach (which looks for candidate body parts in the frame)
with a top-down approach (which looks for the entire person in the frame). The method they
present first detects candidate parts with an edge detector, cluster the patches to identify body
parts and prune clusters that move too fast to filter out the unwanted patches.
Figure 2.6: Puppet-like Representation of the Person (extracted from [37])
In [38], the Canny Edge Detector [39] is used to detect edges, and along those edges several
patches are extracted with position (distance and angle from the patch to the head) and color.
Since the distance function could prove to be ineffective when the person came closer or further
away from the camera, this information is normalized to the person’s height. When a new person
is identified, an algorithm will extract the patches and use a distance function to compare to all
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stored models. If the result is above a threshold, it’s a new person, otherwise it re-identifies as the
result with the lowest result.
In [40], the authors start by dividing the image window in overlapping blocks. Texture in-
formation is extracted using co-occurrence matrices, which represent second order texture infor-
mation [41]; edge information is extracted using the Histogram of Oriented Gradients method;
color information is extracted through normalized color histograms. The feature vectors then have
their dimensionality reduced using the Partial Least Squares method, which is done by projecting
the feature vector in the desired dimensional space. Using an all-vs-one approach, the Eucledian
distance is used to compare new feature vectors to those of previously detected persons.
The Symmetry-Driven Accumulation of Local Features method [42] starts by finding the axes
of asymmetry and symmetry for the pedestrian, assuming that only the foreground is present;
then, using the symmetry information, the algorithm extracts weighted color HSV histograms,
the Maximally Stable Color Regions (MSCR) [43] and texture information using Recurrent High-
Structured Patches (RHSP) [42]; finally, re-identification is done using a matching distance, which
gives different weights to these components to optimize the results.
Some authors used learning models, such as in [44], which calculates an optimal distance
function from the extracted color and texture features. Each person was represented by a feature
vector of 2784 dimensions, with a distance function being defined by using a testing set and
maximizing the re-identification rate.
The approach in [45] uses both global and local features to extract the relevant information
from the person. The algorithm starts by separating the foreground and the background to remove
unwanted noise. Then, an asymmetry segmentation is done to extract what the authors consider to
be the most relevant parts of the pedestrian from which features are extracted. This segmentation
will divide the detected person horizontally to obtain the head, torso and legs. Then, an HSV
histogram is used as the global feature. When multiple input models are available, this histogram
represents the average of the individual histograms to add robustness to changes in illumination
and pose. The authors also create a collapsed mode made from overlapped patches to obtain an
even model.
In [46], both color and texture information are stored to try to overcome the changes in the
point of view a person can appear. First, the algorithm divides the detected person in overlapping
patches. In each of the patches, the mean values per color channel are calculated and discretized,
using the HSV and Lab color space models. As for texture information, it is extracted using Local
Binary Patterns [47]. Color and texture information are stored in a feature vector. All feature
vectors are concatenated to have a representation of the whole image and PCA is used to reduce
the vector dimension. The result is then used in a classification algorithm which, in this case, is the
Large Margin Nearest Neighbor [48] classifier. This machine learning approach is usually done
offline and requires a set of positive and negative matches to train properly.
Another solution that combines color and texture is proposed in [49], which extracts color
histograms in 3 color spaces (RGB, HSV and YCrCb) as well as Local Binary Patterns to create
the feature vector. Taking pairs of matches, their algorithm learns the optimal distance function to
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use in future comparisons. The main advantage of the Pairwise Constrained Component Analysis
(PCCA) is the ability to handle high dimensional data.
Random-Projection-Based Random Forest are used in [50] to extract the relevant features from
the 2592 dimension feature vector from color and texture features. The classifier is trained with a
subset of the testing dataset. The main advantage of the method is that when compared to other
learning models, their solution is faster and with better re-identification rates.
2.3.2 Model Approaches
Appearance models can be defined as single-shot models or multiple-shot models, depending on
how many instances of the person are stored. Single-shot models are usually faster since there’s
only a single model for the person to compare to, like [26] or [38]. Other approaches store multi-
ple versions of the model, such as in [31]. While multi-shot models usually perform better, some
systems may have time or memory constraints that forbid this approach. An extension of the
multiple-shot approach is the use of a 3D Model. In [51], the authors use information from differ-
ent frames, in which the person is captured in different perspectives, to create a 3D body model.
The orientation of the person is estimated based on [52]. The plane image is then projected to
the 3D model according to that orientation and the features are extracted according to a series of
predefined vertexes. The model is updated as more information is retrieved. A distance function
evaluates if a detected person can be matched to an existing 3D model. The main advantage of
this type of approach is that it allows to do re-identification even if the person is captured from a
different angle.
Another difference in the approach is the use of learning models. Some algorithms choose to
use learning models to determine the best distance function, such as in [44, 46, 49]. However, this
approach can often lead to over-fitting, which means that the algorithm would need to be trained
for specific datasets and scenarios instead of being a more generic solution.
2.3.3 Object Correspondence
When trying to track objects, it’s important to correctly re-identify objects on consecutive frames.
The process of object correspondence is to find a match for the same object, which is also com-
monly referred to as object re-identification. Going from a single camera to a multiple camera
network, challenges such as differences in angles, distances to camera or illumination add com-
plexity to the problem. Transition correspondence is based on finding relationships between ob-
jects exiting and entering the cameras’ field of view, linking entrance and exiting zones and finding
relations in between: if an object disappears from a certain camera it’s likely it’ll reappear on an-
other area/camera [53].
Statistical models have been used to determine the probability of matching an object that
disappears from one camera to a specific part of another camera [53]. This is done by calculating
the mutual information, entropy and posterior expectation and use that information to create a
probabilistic model.
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Gaussian Models have been used to represent entry and exit zones, which give spacial and
probabilistic information [54]. Since people usually follow common paths, there are specific points
where the object detection will end. Clustering these points with K-Means or Maximum Expecta-
tion algorithm detects the points where entries and exits more often occur. Using the information
in [54], the addition of temporal correlations between the entry and exiting of objects improves
the estimation as it predicts when the object is expected to appear [55]. A probabilistic approach,
when compared to a deterministic approach, can work with non-linear inter-connection paths and
will cope better with multiple hypothesis without using computationally expensive methods such
as particle filters. Some examples of results using Gaussian Models are shown in Figure 2.7.
Figure 2.7: Example of the use of Gaussian Models to find and Match Entry and Exit Points from
the scene (extracted from [55])
A complete model, from building a complex network of cameras, matching the appearance
and modeling the information in a statistical model as well as validating the topology by using the
mutual information model is proposed in [56]. It uses a graph model of the cameras in the scene to
establish common camera transitions. This way, on a complex system, the probability of objects
transitioning from one camera to another can be defined and used when searching.
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2.4 People Tracking in Multi-Camera Environments
The process of tracking people in Multi-Camera Environments is usually divided into different
stages: pre-processing, where the noise is removed, which can be done using foreground seg-
mentation techniques; detection, where the scene is analyzed and objects of interest are detected;
object tracking, where a previously detected object is followed.
2.4.1 Foreground Segmentation
This section will focus on techniques that allow separating the background from the foreground
on a video sequence. The foreground can be defined as the objects of interest in the scene. If the
background is known a priori, simply verifying the differences to the model would be enough.
However, some challenges, such as illumination changes, irrelevant motion (for example, wind
blowing the leaves of a plant when trying to track people) and occlusions can wrongfully classify a
portion of the scene. A bad foreground detection can lead to poor results since it’s commonly used
as the first step in the processing pipeline. The foreground segmentation models follow a generic
structure seen in Figure 2.8, which starts by initializing the background, using the information on
new frames to improve the background model and using this model to detect the foreground mask.
Figure 2.8: Background Subtraction Process with N frames for background initialization and B
and I being the background and frame images (extracted from [57])
Frame differencing [58] introduced the possibility of using foreground segmentation algo-
rithms in real time systems. In this method, objects of interest are considered to be the difference
between two frames, on a pixel by pixel basis. If the difference between a pixel in a frame and
the same pixel in the previous frame is greater than a threshold, then that pixel is considered to
be part of the foreground. This method provided a computationally inexpensive method of getting
the foreground information. However, it’s very dependent on a good threshold value and will be
unable to deal with compression artifacts and changes in the scene illumination. Since it is a very
fast method, some additional processing can be done to the images to eliminate some disturbances,
such as using more complex thresholding operations or morphological operators [59, 60]. An ex-
ample of the use of frame differencing can be seen in Figure 2.9, in which the reference frame is
placed 3 frames before the current one. When subtracting the current frame with that reference,
the result is seen in (c), and is then thresholded so that only the relevant differences are considered
(d). Additional processing can be done, such as using morphological operators like erosion to
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remove unwanted areas (e). Finally, the center of gravity of the target region is used as the output
(f).
Figure 2.9: Application of the Frame Differencing method (extracted from [60])
Background Subtraction is an evolution of the frame differencing method, using a more com-
plex Background Model instead of a previous frame. In the Mixture of Gaussians (MOG) method,
each pixel is modeled by several Gaussian Curves. When a new frame is introduced, each Gaussian
from each pixel is updated with the new information [61]. This method, while computationally
more expensive, proved to be very robust, even in outdoor scenes (provided that the illumination
changes weren’t too significant) and is widely used for foreground segmentation. To deal with
illumination changes, some modifications were proposed, such as in [62], that combines intensity
based representations with color based representations, determining that the changes that only oc-
cur in the intensity model but not on the color model are probably illumination changes and don’t
represent foreground objects. Several other methods have been proposed with variations on the
Mixture of Gaussians method [63], including the ability to handle noisy images, camera jitter and
changes to the background itself.
Shadows have been a problem in the detection of the foreground as they are not part of the
background model but it’s not desirable that they are detected as objects of interest. A proposed
generic solution used a pixel-based deterministic model based on the HSV (Hue, Saturation, Value)
color space [64]. It classifies pixels as shadows when: (1) Hue and Saturation are sufficiently
close to the background model’s values; (2) the ratio between the Value and background value
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falls between a pre-defined range. Since all parameters can be changed, they can be tuned for
the type of scene under analysis. Another method uses the RGB (Red, Green, Blue) color space
[65], in which the authors consider shadows to be offsets from the background model, applied
to each of the channels. They use different thresholds to determine if the change is due to a
shadow, noise or a different object. In [66], Bayesian Probabilities are used to model both the
background and the shadow, determining the probabilities of certain values in the YUV color
space being shadow, background or foreground. Comparing the pixel value with the background
model’s value, a probability for the pixel being a shadow is found. The authors also use a similar
method, but applied to finding foreground pixels, to improve the model and segmentation results.
A comprehensive survey on shadow detection methods has been published in [67], which includes
methods that use color information, geometric information or texture information.
In [68, 69], ViBe, a universal background subtraction algorithm is proposed which aims to
build a dynamic background model. Each pixel in the background model is represented by twenty
samples. On a new frame, N random samples are extracted to update the model. When a back-
ground value is selected, the neighbor pixels are also used, adding a spacial component to the
algorithm. A pixel is said to belong to the background if the Euclidean distance to at least two
samples for the pixel is below a threshold. Old and new samples have the same weight in the
system and can remain in the system an indefinite amount of time. An example of application
of the ViBe can be seen in Figure 2.10. The algorithm has shown very good results and several
changes have been proposed to further improve it. One important change to the ViBe technique
is the addition of a shadow removal algorithm [70], based on the ideas presented by [64], which
assumes that a shadow corresponds to a less bright background area and evaluates the changes in
Hue, Saturation and Value when comparing the frame with the background model. Also based
on the ViBe algorithms, other changes were proposed [71], most notably: not allowing the use
of detected foreground pixels to be part of the background samples; removing small blobs on the
segmentation mask; filling holes in small areas of the update mask; limiting the propagation when
the gradient value is high; changing the distance metric from Euclidean distance to a color distor-
tion metric based on the work presented in [72]; adding an heuristic to detect pixels that change
between background and foreground (called blinking pixel). These changes have shown several
improvements in the testing scenarios.
Figure 2.10: Example of a result from the ViBe Method (extracted from [69])
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2.4.2 People Detection
After removing the unwanted background information, methods for people detection can be used.
Using certain identifiable characteristics, such as body shape or texture, it is possible to detect a
person in the scene.
One of the first approaches for people detection used Haar Wavelets [73]. These functions
result in the multiplication of neighboring pixels with a series of weights. The choice of these
weights can maximize specific shapes in the scene, including humans. Haar-like features are still
commonly used for face detection [74].
Initially used for face detection, Edge Orientation Histograms (EOH) [75] store histograms
of the orientation of edges and use that histogram information as features for a classifier. While
it was not initially applied to people detection, they were then combined with Haar-like features
and used in [76] to achieve similar results when compared to the Histogram of Oriented Gradients
(HOG) descriptor. The authors use the Adaboost [14] classifier to achieve fast results even when
using two sets of features.
The Histogram of Oriented Gradients is a feature descriptor used for object detection, com-
monly applied to people detection [77]. It describes the appearance of an object using the gradi-
ents in different directions. A picture is divided in cells and the algorithm calculates the gradients’
directions for the pixels. It then stores the information in an histogram, which is used as a de-
scriptor. The decision is then made using a Support Vector Machine (SVM) [11] classifier. The
method shows great results when detecting humans and has been used for that purpose regularly.
A variation of the HOG algorithm [78] uses a cascade of stage classifiers and takes advantage of
Adaboost to build a fast method for people detection. Cascade classifiers reduce the processing
time since negative samples are detected in early stages. The authors show that they are able to
achieve fast processing times and very high success rates with the method.
Local Binary Patterns (LBP) are based on the Texture Spectrum model [47], which has been
widely used for people detection, particularly for face recognition [79]. The creation of an LBP
feature vector starts by splitting the frame into cells. For each of the pixels in the frame, the closest
neighbors are analyzed along a circle. If the pixel value is above the center pixel, then a "0" is
written, otherwise, a "1" is introduced. This means that an 8 bit word is formed, as seen in Figure
2.11. Then, an histogram of occurrences in the cell is created and normalized. All histograms are
concatenated to create the feature vector used in the classifier.
Figure 2.11: Example of Application of the LBP Method on a Patch (extracted from [79])
In order to take advantage of both methods at once, a HOG-LBP solution has been employed
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in [80]. Two steps occur simultaneously: (1) the LBP is computed at each pixel; (2) a gradient is
computed at each pixel, then it’s convoluted with a trilinear interpolation. The vectors are merged
and used as feature vectors for classification with an SVM being used as the classifier. Using both
algorithms together, a better result is achieved when compared to using them separately.
Other algorithms use different combinations of features and classifiers for human detection.
One example is the algorithm proposed in [81], which chooses a very specific set of Haar Wavelets
for pedestrian detection to extract features and uses an Adaboost Tree Classifier [16] to optimize
the speed of the algorithm. Their Haar Wavelets are applied with different sizes to successfully
detect over multiple scales.
A common issue when detecting people is occlusions. When people are partially occluded,
some detections will fail as they rely on a full body representation. The HOG-LBP method [80]
was already able to handle with some partial occlusions, but more recent methods have improved
upon it. In [82], partial detections are made as the algorithm not only detects parts of the human
body (instead of trying to find the full body), but uses a probabilistic approach to estimate the
likelihood of a body part being visible. The general framework is presented in Figure 2.12, which
starts with partial detections, which are ranked in fidelity, and uses that information to obtain the
visibility probability. If a match is good enough and is likely visible, it is placed in the frame.
Figure 2.12: People Detection Framework with Visibility Probabilities (extracted from [82])
Other people detection methods can use 3D models. In [83], a three-stage process is proposed
to determine the 3D pose of a person using a 2D frame. The first step estimates the 2D articulation
and directionality of the person from a single frame. The data is then associated between frames
to accumulate the 2D data from several detections to have a more robust estimation of the 2D limb
positions. Finally, the 3D pose is then estimated using a Maximum-a-posteriori Estimation.
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2.4.3 Object Tracking
Object tracking corresponds to the process of following a moving object over time. It’s possible to
use the information from previous frames to improve the effectiveness of searching for a particular
object as a temporal correlation is maintained in a video sequence.
The Mean Shift algorithm is an iterative object search algorithm, first proposed by Fukunaga
and Hostetler [84] that started being used after the publication of [85], which generalized the
method to non-flat Kernels. Initially, the information of the object is extracted and the window size
and position are chosen. In the next frame, a center of mass of the wanted features is calculated.
This center of mass locates the position, in the window, where the wanted characteristics are
centered. The window is then moved to the center of mass location (the “mean” location) and
these steps are repeated until convergence or when the location movement is less than a threshold.
It’s a fast tracking algorithm that can be used in real-time applications for non-rigid objects that are
well defined by color and/or texture. We can also use an updatable back projection of the object
to compensate for small changes and improve the tracking results [86].
The CAMShift algorithm uses the Mean Shift algorithm to find the window center and makes
size and rotation adjustments to find the best match [87]. The algorithm starts by having the initial
window location chosen. Then, the Mean Shift algorithm is applied and the zeroth moment (which
can either be area or size) is stored. The window is adjusted according to the zeroth moment for
the next video frame with the scale and rotation of the window being updated. This allows the
algorithm to adapt itself to the structure of the data, hence the name Continuously Adapted Mean
Shift.
The Kalman Filter, proposed in [88], is a widely used mathematical method with many appli-
cations, including object tracking. It’s a two step method: (1) prediction stage, which uses a priori
knowledge to estimate the new object position; (2) update stage, in which the information of the
new observation is used to update the model. When applied to object tracking, an assumption is
usually made when modeling the objects: constant velocity. This means that the object’s velocity
is calculated and updated, and new estimations are made assuming that the object keeps a linear
trajectory, which is one of the main limitations of the Kalman filter. To overcome this, an extended
Kalman filter has been proposed [89], using the Unscented Transform to apply non-linear transfor-
mations, which allow different types of non-linear movements. One setback of the Kalman filter
is that it is a single hypothesis filter and because of that, recovering from incorrect readings may
prove troublesome.
Particle Filters, also known as Monte Carlo methods [90], approximate a probability distri-
bution using particles. Unlike Kalman filters, multiple hypothesis are held which add flexibility
but also another layer of difficulty in determining parameters such as intended density or number
of particles. These particles start by representing points in the initial model, which are chosen
randomly. Then, for each of the points, non-linear equations are applied to estimate the next state
and the observation will adjust the results. One advantage of the method is that the estimation
error will converge to 0 as the number of particles increases. However, using a large number of
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particles will also increase computation cost. Some extensions have also been proposed to Particle
Filters, such as adding Adaboost [91] or a method such as mixture tracking [92] which allows the
algorithm to deal with multiple targets.
In [93], a 3D People Tracking method has been proposed, which builds a probabilistic tracking
model of the person. When the person is visible, the model is updated with the new information,
but the tracker is still able to predict human motion even when the person is occluded. The model
is built so that it stores the walking cycles of the several persons, and models them in a probabilistic
distribution to predict the movement.
Some modifications to tracking algorithms are made to support the notion of 3D environments,
such as in [94], which uses a geometric consistency analysis. The initial tracking is made on
the head of the person and the final position is detected from it. The algorithm receives the 2D
tracking information from each of the cameras and computes the Error Measurement by using
the number of cameras as a parameter, the Euclidean distance from the head to the camera plane
and the projection of the 3D position to the camera plane. This method requires previous camera
calibration, but provides good results in cases of occlusion.
The Real Time Adaptive Pedestrian Tracking (AdaPT) [95] uses a combination of both de-
terministic and probabilistic trackers. A confidence value associated to each of the trackers to
choose the most adequate one for the frame. A motion model is also built for each of the pedes-
trians which will estimate the velocity of each subject in the scene. That way, confidence value
uses both low level data (such as each tracker’s information) as well as high level data (using the
generated model). The general framework model can be seen at Figure 2.13, where the frame in-
formation is used as input on multiple trackers. Then, a “tracker confidence” metric is calculated
and the best tracker is chosen according to the confidence value. The output should represent the
most accurate tracker result.
Figure 2.13: AdaPT General Framework (extracted from [95])
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Another tracking system [96] focuses on finding stable bounding-boxes. It uses the head
location as a starting point to estimate the bounding box. It uses the data over a sliding window of
frames to minimize the errors. The algorithm is capable of handling missing observations. Since
estimating the head after determining a centroid position produces more variations than starting
with a head detection, this leads to a more stable bounding box over the frames.
Other proposed tracking algorithms are based on machine learning, such as [97], which uses
Haar-Like features to represent the images and an appearance model based on Multiple Instance
Learning (MIL) [98]. Using the probabilistic results from the appearance model, the tracker esti-
mates the most likely position for the person. The main difference compared to the use of a regular
classifier is that instead of matching feature vectors to binary data, they match a bag of features to a
bag of labels, which is called Multiple Instance Learning. The authors present a boosting classifier
named Online-MILBoost, which solves the MIL problem with a real time boosting algorithm.
Chapter 3
Datasets and Assessment
To properly evaluate the results, two things are needed: a metric, which quantitatively evaluates
the results; and a dataset, which includes relevant video or images that are being processed, with
relevancy being using content that could represent their use in a real life scenario. Failing to choose
appropriate metrics leads to a poor evaluation of the results, which is often used to decide the next
approaches. On the other hand, if the dataset is not adequate and representative of the situation
where the system will work, the metric is evaluating unrealistic situations.
Metrics are chosen according to their objective: classic metrics, like precision and accuracy
are used together with re-identification metrics to test the proposed model.
As for the datasets, they are chosen according to the availability, type of sequences to test and
challenge. In this case, the objective is choosing a dataset that allows testing the re-identification
rate.
3.1 Tracking Datasets
The CAVIAR Dataset [99] provides a set of videos captured from two points of view in a shop-
ping center. It contains 26 different scenarios that allow testing the algorithms in very different
situations. One big advantage of using this dataset is the availability of ground truth data, with
information on identification and position of the objects. In Figure 3.1, an example of an annotated
frame is shown, which includes individual information and group information as well as ground-
truth data for multiple body parts. In Figure 3.2, an example of the two perspectives from the
CAVIAR dataset is shown, with visible changes in color, scale and perspective. These challenges
and the fact that it was extracted from a real life scenario is why it’s one of the most commonly
used datasets in literature.
The I-LIDS Multiple-Camera Tracking Scenario (MCTS) [100] includes sequences captured
in an airport, captured from different cameras that cause severe illumination changes. While pop-
ular, this dataset is no longer accessible for free download.
While original used as a way of testing human detectors, the ETHZ [101] has gained popularity
as a tracking dataset. It is composed of four sequences captured by moving cameras, which forces
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big variations in the person appearance, creating an additional challenge for both tracking and
testing appearance models.
Figure 3.1: Annotated frame example from the CAVIAR dataset (extracted from [99])
Figure 3.2: Frame example over two cameras from the CAVIAR dataset (extracted from [99])
The PETS 2001 Dataset [102] includes annotated multi-view sequences that include occlu-
sions and changes in lighting. This dataset also provides ground-truth annotations to test the
performance. In Figure 3.3 the camera perspectives available with this dataset are seen. Several
camera angles are available which introduce different challenges for the algorithms.
3.2 Re-Identification Datasets
The I-LIDS Video re-IDentification (I-LIDS-VID) Dataset [103] is extracted from the I-LIDS
Multiple-Camera Tracking Scenario and uses 600 images sequences from 300 individuals: two
sequences, one from each camera, for each person. The sequences last from 23 to 192 frames,
with an average of 73. The challenge of these sequences comes from not only the pose and
illumination changes but also from the clothing similarities, background noise and occlusions. As
it was the case with the I-LIDS MCTS, this dataset is no longer available for free.
Another test to the performance of the re-identification algorithm is with the VIPeR Dataset
(Viewpoint Invariant Pedestrian Recognition Dataset) [104]. The objective of this dataset is to
3.2 Re-Identification Datasets 23
Figure 3.3: Examples from the PETS 2001 dataset (extracted from [102])
test how viewpoint invariant the appearance models are. For this, there are 632 pedestrian pairs,
with each pair consisting of the same individual in different poses, classified in 45◦ angles and in
varying illumination conditions. Images from this dataset have been scaled to 128x48 pixels. An
example of a pair of pedestrians is shown in Figure 3.4.
Figure 3.4: Example from the VIPeR Dataset
The VISOR dataset [105] is created for multiple-shot models as it includes 200 snapshots from
50 persons (four different views for each) to use for creating the models and short clips for testing
the re-identification.
To test the performance of the people feature extraction and re-identification, the CAVIAR4REID
dataset [27], extracted from the CAVIAR dataset [99], provides 10 to 20 images from 72 indi-
viduals, observed in both cameras. The dataset includes variations of the individuals: pose and
resolution. In Figure 3.5, a set of example images from the CAVIAR4REID is shown. In these,
only the region of interest (with background) is present.
The CAVIAR4REID Dataset will be the main dataset chosen for testing re-identifications. It
includes a wide variety of images extracted from a real-life scenario, the CAVIAR sequences,
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Figure 3.5: Examples from the CAVIAR4REID dataset (extracted from [27])
with different people, poses and resolutions. The CAVIAR sequences are also one of the most
commonly used datasets for People Tracking algorithms. The VIPeR dataset will also be used
since it’s a common dataset for re-identification solutions.
3.3 Metrics
For the initial stages of creating and testing the appearance model, evaluation is made using the
Normalized Area Under Curve (nAUC) metric [106], which provides a scalar measure to the
re-identification performance. This metric represents the area of the Cumulative Matching Char-
acteristic (CMC) Curve, which in turn is the expectation of finding the correct match in the top n
matches. However, since the first rank is the most important factor (as it represents the probability
of re-identification in a single best match), the 1st rank of the CMC will be directly used to eval-
uate the results. The curve is cumulative in the sense that, for example, the third rank represents
the probability of having the right re-identification in any of the three best matches. On an ideal
system, it would successfully re-identify at the first match (first rank). From a set of M images
to re-identify and P possibilities, from p1 to pP, considering the correct option to be C, the CMC
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value can be determined according to Equation 3.1. This means that the CMC is given by the










1 pi =C0 pi 6=C (3.1)
In other situations, classic metrics such as precision and recall [107] can be used to evaluate
the results. The definition of a true positive is made according to the test setting. The precision
metric is defined in Equation 3.2 and can be interpreted as how well the algorithm works when it
makes a positive detection. A perfect value of 1 means that all the positives given by the algorithm
are true positives. The recall metric is defined in Equation 3.3 and is used to determine if the











Features are an important part of the appearance model. They are the elements that represent
the image (or portion of the image) and are often called the signature of the image [108]. They
include elements such as color, texture, both of which can be extracted on a global level or local
level [109]. Additionally, features can be combined for better results.
Global features are extracted from the entire image (or region of interest) and include, for ex-
ample, an histogram of a channel of the image. Local features are extracted from the neighboring
area of relevant points, which adds the extra step of locating these points.
Since there are a multitude of features that could be used, the first part of the dissertation
consists in finding the ones that would produce the best results. The testing procedures are done
in two stages: initially, an optimization of each of the elements is made and, depending on the
results, additional experiments are conducted.
The chosen features include Grayscale values and histograms, RGB histograms, Hue values,
HSV histograms, CENTRIST histograms, Haar Wavelets histograms, Edge Energy value, Lapla-




Color Information is commonly used to identify objects or people [110, 111, 45]. Two types of
experiments are made: (1) the amount of information extracted, which goes from a single mean
value to storing a complete histogram with a varying number of bins; (2) different color spaces.
4.1.1.2 Grayscale
The grayscale color space represents the luminance, which corresponds to a representation of
how our visual system perceives illumination. This means that the grayscale color space isn’t the
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average of the RGB channels, but a weighted average. It is defined in Equation 4.1.
L = 0.299×R+0.587×G+0.114×B (4.1)
Different types of information can be extracted from the grayscale colorspace, including the
mean value and histograms. For the mean value, two cases are tested: (1) the mean value of the
entire region-of-interest; (2) the mean value of each of the three body parts proposed at [112], in
which the person is divided into three sections: head, torso and legs. The height of each is in





Similarly, one (for the full body) and three histograms (one for each body part) are tested under
similar conditions.
Figure 4.1: Example of the 3 Body Part Division, from the CAVIAR4REID Dataset
4.1.1.3 RGB
The RGB (Red, Green, Blue) color space represents the image using three channels, one for each
of the colors directly perceived by the human eye. This model is also a close representation of the
way information is captured.
These features are tested using a total of nine histograms, three for each channel and one for
each body part in each channel. The division in body parts is again from [112].
4.1.1.4 HSV
The HSV (Hue, Saturation, Value) represents the color, saturation and brightness of the image in
three separate channels. It is defined in Equations 4.3, 4.4 and 4.5.
V = max(R,G,B) (4.3)
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S =
0 if V = 0(V −min(R,G,B))/V otherwise (4.4)
H =

60× (G−B)/(V −min(R,G,B)) if V = R
120+60× (B−R)/(V −min(R,G,B)) if V = G
240+60× (R−G)/(V −min(R,G,B)) if V = B
(4.5)
The clothing color can be a very distinguishable feature to identify a person. Having the color
information in a separate channel (as is the case with the Hue Channel) makes it easier to extract
the features and compare them. These features are tested in two ways: (1) the mean value of the
Hue channel, both applied to the whole region of interest or to each of the 3 body parts; (2) a 9
histogram model, one for each channel and body part.
4.1.1.5 Texture Information
Texture information analyses the local differences in neighboring pixels and aggregates the changes
in a measurable data model. Texture information can be complementary to color: an horizontal
stripe pattern and a vertical stripe pattern with the same color are similar in color but very different
in texture.
Texture has been used in appearance models along with color features in several algorithms,
such as [40, 46].
4.1.1.6 CENTRIST
CENsus TRansform hISTogram (CENTRIST) is a visual descriptor that has been proposed for
scene categorization [113]. The Census Transform (CT) is a local transform that was initially
used to match image patches [114]. The Census Transform takes 3 by 3 patches and compares the
intensities of the borders with the center, placing a bit 1 when the center pixel has a higher intensity
when compared to the center or a 0 otherwise. Then, an 8 bit binary word is formed by grouping
the 8 bits in a pre-determined sequence. An example is shown in Figure 4.2. The resulting values
are then stored in a normalized histogram. Two tests are made: (1) a single histogram is used to
model the whole region of interest; (2) the three body part model is tested.
Figure 4.2: Example of Application of CENTRIST to a 3x3 Window, extracted from [113]
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4.1.1.7 Haar Wavelets
Haar Wavelets were originally used for people detection [115] but have recently been applied to
people re-identification [116, 117] as texture descriptors. To apply the Haar Wavelets, the region
of interest is transformed into four segments, which correspond to applying the different proposed
Wavelets.
The resulting transformation is stored in a normalized histogram. Two tests are made: (1) a
single histogram for the entire region of interest; (2) one histogram for each of the three body
parts.
4.1.1.8 Edge Energy Descriptor
The Edge Energy Descriptor is presented in [118] and uses simple edge detectors based on Wavelets
to find edges at 45◦ angles. The Edge Detectors are shown in Figure 4.3. For each of the pixels in
the region of interest, the energy value is obtained by applying the block to the pixel and imme-
diate neighbors. Each of the wavelets represents a different direction: vertical, horizontal and the
two diagonals. The value of the pixels depends on how strong these edges are.
Figure 4.3: Edge Detectors for Edge Detection on 90o, 0o, 135o and 45o, extracted from [118]
To determine the energy value for the angle, the expression in Equation 4.6 is used. In the
equation, θ represents the angle to test, M and N represent the dimensions of the region of interest











With this, a total of four values are obtained for each image: E0, E45, E90 and E135. To compare
these values, the first step is to find the maximum energy value. The angle difference between the
maximum energy values is used to define the values to compare: if on the first image the maximum
is at the 45o angle and on the second image the maximum is at a 90o angle, then the 45o from the
first image is compared to the 90o of the second; the 90o of the first is compared to the 135o of
the second and so on. This step tries to ensure that the descriptor becomes rotation invariant. The
distance result is the squared distance between the corresponding matches. A single test is made
using the Edge Energy when applied to the entire region of interest. In this case, no 3 body part
model is used because preliminary tests have shown no significant difference in the results.
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4.1.1.9 Laplacian Operator
The Laplacian Operator has been widely used in the literature [119]. Equation 4.7 represents
the operation made to each pixel in the image: to create the Laplacian frame, the second order
derivative is used in each dimension.







Modifications on the Laplacian Operator have been proposed, including pyramid schemes
[120]. These create multiple resolution versions of the image and apply the Laplacian Operator to
each. In this case, however, since most regions of interest may have varying resolutions, the use
of these pyramid models would be unreliable.
In practice, to apply the Laplacian Operator, the used formulation is the one from Equation 4.8:
The center, top, bottom, left and right pixels are used to determine the new value. This operator is
applied to each pixel region of interest. 0 1 01 −4 1
0 1 0
 (4.8)
After applying the Laplacian Operator, the information is stored in a histogram. Two tests are
made: (1) single histogram; (2) three histograms, using the three body part model.
4.1.2 Local Features
Local Features, unlike the other methods presented, try to extract features from a limited set of
regions. They are usually divided into two steps: detection and extraction. In the detection stage,
relevant image keypoints are detected and on the extraction stage, the relevant features are ex-
tracted. These features can then be matched with points from other images and a comparison
measure can be defined.
4.1.2.1 SIFT - Scale-Invariant Feature Transform
In the Scale-Invariant Feature Transform (SIFT) [35], extracted features are created as invariant
to translation, scaling and rotation as well as partially invariant to any changes in illumination or
geometric distortion.
Six different keypoints detectors are used: the SIFT detector, the FAST detector [121], a
1% grid, a 1% grid reduced to 70%, a 5% grid and a 5% grid reduced to 70% [122]. The test
of several detectors tries to evaluate their use for people re-identification: the SIFT detector is
computationally expensive; the FAST detector is faster, but may not extract enough points; the
grid forces a series of points to be extracted, but they may not be relevant enough.
To compare the features, the distance function from [122] is used, which is presented as Equa-
tion 4.9. In it, di represents the distance between two points which are considered a match (found
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by applying the Fast Approximate Nearest Neighbor Search [10]) and Pmax is a constant that is
higher than any of the individual distances. This constant is used to penalize unmatched points
to avoid that completely different persons with a single perfect pair of points to be considered the
same. N1 and N2 represent the number of extracted points from the two regions of interest. Finally,
K represents the number of matches. This means that for each unmatched point a penalization of






4.1.2.2 SURF - Speeded-Up Robust Features
Speeded-Up Robust Features [32], or SURF, is a feature detector and feature extractor which
aimed at providing a faster method when compared to other local features, hence the name Speeded-
Up, while still being able to aggregate Robust information. The Distance function is again ex-
tracted from [122] and detailed in Subsection 4.1.2.1.
With SURF, 6 point detection methods are considered: the SURF detector, the FAST detector
[121], a 1% grid, a 1% grid reduced to 70%, a 5% grid and a 5% grid reduced to 70% [122].
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4.2 Testing Overview
The first tests were conducted with the objective of maximizing the 1st rank according to the
Cumulative Matching Characteristic (CMC) [106] and on the CAVIAR4REID Dataset [27].
The CAVIAR4REID Dataset includes 10 to 20 images from each of the 72 persons included.
The testing procedure for each of the features starts by selecting a random image for each person
to create the model; Then, the remaining images are compared against all 72 created models. The
re-identification algorithm then chooses the 10 closest models. If the best match is the right option,
the 1st rank increases. If the second best match is the right option, the 2nd rank increases and so
on. A simplified example with 3 persons is shown in Figure 4.4.
(a) Example of the 3 Images Used to Model the 3 Persons, 1 to 3
(b) Input Image Example 1 (c) Input Image Example 2
Figure 4.4: Re-Identification Example: Input images are compared to the available models in 4.4a
and the best matches are ordered. For 4.4b, a possible vector could be [1 3 2], which means that
the best match is Model 1, followed by 3 and 2; Since the image is from model 1, the 1st rank
increases. For 4.4c, a possible vector could be [2 3 1]; Since the image is from model 3, the 2nd
rank increases. The result would be a 1st rank of 50%, a 2nd rank of 50% and a 3rd rank of 0%.
The CMC curve would have values 50%, 100% and 100%
To reduce noise from the background, the region of interest is limited by the interior ellipse of
the region of interest, as shown in Figure 4.5.
The objective of this experiment is to identify which features show more promising results for
further testing. A random decision would lead to a 1st rank of 1.39%. Each test was repeated 100
times to distribute the choice of the random models and average the comparison results. For each
feature, the CMC curve for the first 10 ranks is presented.
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Figure 4.5: Example Grayscale Images Using Ellipse Region of Interest
4.2.1 Global Information
4.2.1.1 Grayscale
The use of a mean intensity value resulted in a a 1st rank of 1.7%, which is close to what a random
decision would be. However, instead of using a single value, the 3 body part model can be used.
Instead of using a distance between two values it uses all three values, as detailed in Equation
4.10.
Distance = w1×Distancehead +w2×Distancetorso+w3×Distancelegs (4.10)
With this, parameters w1, w2 and w3 need to be determined to maximize the results. This was
done by varying each of the parameters from 0 to 1 in 0.01 increments, while keeping the sum at
one (to maintain normalization). This test allows discarding one of the body parts (if they prove
not to be relevant) and obtain the maximum value. The best combination of values is found in
Equation 4.11, which achieves a 1st rank of 3.0% showing that the use of the 3 body part model
has improved the re-identification rate. However, the low re-identification rate means that this







Instead of extracting just the mean value, an alternative is extracting an histogram. Histograms
may have a varying number of bins which group the information differently. To compare the
histogram from an extracted model to the one from the input region of interest, the Chi-Square
distance [123] is used. To find the optimal number of bins for the histogram, tests were made from
2 to 255 bins. The maximizing number of bins is 23, with a 1st rank result of 11.6%.
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The results for a single histograms are already considerably higher than with the use of mean
values (with an improvement of over 380%). Seeing the improvement of the use of the 3 part
model, a similar test was conducted to determine the optimal weights, which can be seen in Equa-
tion 4.12. This results in a 1st rank of 15.5%. Surprisingly, the weight given to the head is
considerably high since it’s often considered to be the least identifiable body part [26] and in some





The CMC Curve of these features up until the 10th rank is presented in Figure 4.6. The dif-
ference between the best result and the worst is over 10%, and over 15% of matches are made
correctly on the first attempt. Also, within the first 10 ranks, over 40% of matches are correctly
done using the best feature. It’s also noticeable in the curvature on the first results for the his-
tograms that it approximates the curve to an logarithmic curve, which means that it aggregates
most results in the first matches.
Figure 4.6: CMC Curve for Grayscale Features: The horizontal axis includes the different ranks;
the vertical axis represents the probability of that particular rank. This representation will be
maintained in future graphics
36 Individual Features
4.2.1.2 RGB
When using the RGB color space, 9 histograms are used. The number of bins is maintained at
23, which was determined in the grayscale case as the two colorspaces are similar. The distance
function is presented at Equation 4.13. The different parameters were tested to determine the
best combination of the parameters which resulted in the set of w1, w2 and w3 seen in Equation
4.14. In this case, the head gets a very reduced weight, which is the normal consideration in
literature. However, since the memory and computation cost is negligible in these operations, it
is maintained. As for the channels, their weight distribution is shown in Equation 4.15. The red
channel includes the largest weight, which means it can extract the more reliable features.

Distance = c1×DistanceRed + c2×DistanceBlue+ c3×DistanceGreen
DistanceRed = w1×DistanceRed,Head +w2×DistanceRed,Torso+w3×DistanceRed,Legs
DistanceBlue = w1×DistanceBlue,Head +w2×DistanceBlue,Torso+w3×DistanceBlue,Legs












With this combination of values, the 1st rank is 20.6%. This means that a fifth of the results
are correctly determined on the best match, an improvement on the grayscale features. The CMC
curve for the RGB features is presented in Figure 4.7. It’s also interesting to note that almost 50%
of correct matches are made within the first 10 best attempts.
4.2.1.3 HSV
With the HSV colorspace, the Hue channel is of particular interest, as it is a representation of the
color. Since color is what’s being extracted, the mean hue value becomes a good candidate. When
using a single hue value, a 1st rank re-identification rate of 2.8% is obtained. As it was the case
with the grayscale value, the use of the 3 body part with the weights in Equation 4.16 has shown
an improvement, with a 1st rank of 4.8%. As expected, since most relevant color information is in
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Figure 4.7: CMC Curve for 9 RGB Histograms






Similarly with what was done in the RGB colorspace, a 9 HSV histogram test is made where
the distance is defined as in Equation 4.17, with weights w1, w2 and w3 previously defined in
Equation 4.16 and the channel weights being defined in Equation 4.18. The number of bins is
again 23. Interestingly, the Hue Channel has a low value (less than a quarter), with the Value
Channel, similar to what is found in the Grayscale colorspace, weighing over half.

Distance = c1×DistanceHue+ c2×DistanceSaturation+ c3×DistanceValue
DistanceHue = w1×DistanceHue,Head +w2×DistanceHue,Torso+w3×DistanceHue,Legs
DistanceSaturation = w1×DistanceSaturation,Head +w2×DistanceSaturation,Torso+w3×DistanceSaturation,Legs








The 1st rank for the 9 HSV Histogram is 21.8%, which is very similar to the RGB result.
The CMC curves for the HSV colorspace features is presented in Figure 4.8. With the 9 HSV
histograms, over a fifth of matches are made correctly made on the first attempt.
Figure 4.8: CMC Curve for HSV Features
4.2.1.4 CENTRIST
The first test using CENTRIST features was the optimization of the number of bins for the CEN-
TRIST histogram. For this test, using a single histogram for each image, a varying number of
bins was tested to maximize the 1st rank result. The optimal number of bins is 49, which provided
a 1st rank result of 5.8%. While this result is lower than what’s achieved with color histograms,
it’s not expected that texture features achieve better results but complement the color information.
The 3 body part histogram follows the same structure of the color histograms and can be seen in
Equation 4.10. The optimal weights for the body parts is seen in Equation 4.19, which achieves
a 1st rank of 8.9%. The CMC curve for both CENTRIST tests is presented in Figure 4.9. There’s
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Figure 4.9: CMC Curve for CENTRIST Features
4.2.1.5 Wavelets
With the Wavelets, the maximizing number of bins was lower, at just 7, which means that this
feature will take significantly less memory (which is not a relevant factor for these appearance
models as histograms use a very small memory space). With a single histogram, the 1st rank result
is 3.7%. When extending this model to the 3 body part using the weights in Equation 4.20. This
shows a very even distribution of all weights, especially when compared to the CENTRIST, where
the head would only amount to 7% of the decision. This leads to a 1st rank of 5.1%, almost half






4.2.1.6 Edge Energy Descriptor
The Edge Energy Descriptor is different from the other texture features as the information is not
stored as a histogram, but as four values representing the edge intensity on four angles, with a more
complex measure function. This configuration results in a 1st rank of 4.0%. With this feature, due
to a 3 body part not being easily defined, no further testing is done. However, considering that
the results are on par with the Wavelets, it would not be expected for the results to suffer a big
improvement. The CMC Curve is presented in Figure 4.11, which even on the 10th rank it’s still
barely over a fifth of correct chances.
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Figure 4.10: CMC Curve for Wavelet Features
Figure 4.11: CMC Curve for Edge Energy Feature
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4.2.1.7 Laplacian Operator
For the use of the Laplacian Operator, the histogram representation is again used. First, the optimal
number of bins was determined to be 24, which resulted in a 1st rank of 5.4%, which is close to the
use of the single CENTRIST histogram. A similar extension of the 3 body model was made, with
the weights from Equation 4.21. Interestingly, the weight distribution is similar with CENTRIST,
which likely means that most texture information is in the torso and almost no texture information
is in the head. This extension lead to a 1st rank of 6.7%. Comparing to the improvement in the
CENTRIST, which reached 8.9%, the result is lower but still the second best texture 1st rank. The
CMC curve for Laplacian features is presented in Figure 4.12. The improvement of using the
3 body part model is more noticeable on higher ranks, which means that this model is better at









For SIFT (and later SURF) features, instead of representing the results on a CMC graphic, a
table representation is used because there are several close results which would make a graphical
representation hard to read. Table 4.1 represents the rank results for the tested detectors, where
(R) represents the result for a reduced grid. The FAST detector results are the best in all ranks,
with a tenth of the matches being correctly made on the first try, which is better than any of the
tested texture features but smaller than the best results for each of the color features.
Rank SIFT Detector FAST Detector 1% Grid 1% Grid (R) 5% Grid 5% Grid (R)
1 6.6% 10.5% 1.8% 2.3% 1.9% 2.2%
2 8.8% 12.6% 3.5% 4.5% 3.6% 4.0%
3 10.6% 14.2% 5.5% 6.8% 5.2% 6.0%
4 12.4% 15.8% 7.8% 8.6% 7.0% 7.8%
5 14.0% 17.2% 9.6% 10.6% 8.6% 9.5%
6 15.5% 18.5% 10.9% 12.1% 10.2% 11.2%
7 16.8% 19.9% 12.3% 13.6% 11.1% 12.5%
8 18.3% 21.4% 14.2% 15.6% 12.7% 14.3%
9 19.8% 22.7% 15.8% 17.8% 14.4% 15.8%
10 21.4% 23.9% 17.6% 19.2% 15.8% 17.2%
Table 4.1: Rank Values for SIFT Features
4.2.2.2 SURF
The rank results for SURF extracted features are much closer with each other than with SIFT, with
one detector (SURF) being the best for 1st rank at 5.1% but the 2nd and 3rd ranks being higher
on the 1% Grid and the remaining ranks on the reduced 5% Grid. The full results are presented
in Table 4.2. Once again (R) represents the use of a reduced grid of points. The results with the
SURF extractor are about half of what SIFT features reach.
Rank SURF Detector FAST Detector 1% Grid 1% Grid (R) 5% Grid 5% Grid (R)
1 5.1% 4.5% 4.9% 4.7% 4.2% 4.5%
2 7.5% 7.4% 8.2% 7.6% 7.0% 7.7%
3 9.6% 9.9% 10.5% 10.0% 9.4% 10.2%
4 11.4% 12.2% 12.5% 12.3% 11.6% 12.8%
5 13.0% 14.5% 15.0% 14.1% 13.6% 15.5%
6 14.8% 16.7% 17.1% 15.9% 15.6% 17.7%
7 16.4% 18.6% 18.9% 18.0% 17.4% 19.8%
8 18.0% 20.4% 20.6% 19.6% 19.2% 21.7%
9 19.6% 22.3% 22.2% 21.4% 20.9% 23.4%
10 21.2% 24.0% 23.8% 23.2% 22.2% 25.2%
Table 4.2: Rank Values for SURF Features
4.2 Testing Overview 43
4.2.3 Result Overview
Up until this point, 27 different tests were made, with 8 for color features, 7 for texture features
and 12 for local features. Tables 4.3, 4.4 and 4.5 represent the 1st rank for each of the features.
Color Features First Rank (%)
Mean Grayscale Intensity Value 1.7%
3 Mean Grayscale Intensity Values 3.0%
Grayscale Histogram 11.6%
3 Grayscale Histograms 15.5%
9 RGB Histograms 20.6%
Mean Hue Value 2.8%
3 Mean Hue Values 4.8%
9 HSV Histograms 21.8%
Table 4.3: 1st Rank Results for Tested Color Features
Texture Features First Rank (%)
1 CENTRIST Histogram 5.8%
3 CENTRIST Histograms 8.9%
1 Wavelets Histogram 3.7%
3 Wavelets Histograms 5.1%
4 Edge Energy Values 4.0%
1 Laplacian Histogram 5.3%
3 Laplacian Histograms 6.7%
Table 4.4: 1st Rank Results for Tested Texture Features
Color features represent the best overall results, with 3 features surpassing the 15% mark.
While the 9 HSV Histograms and the 3 Grayscale Histograms share some redundant information,
they are both analyzed to verify if they work well for different types of persons to re-identify.
The results on texture features aren’t as high as the results in color features. This is expected:
not all images have enough texture to be easily recognizable, and the presence of noise or low
resolutions reduce the amount of texture information that can be extracted. Two of the highest
ranking features are selected for analysis: 3 CENTRIST histograms and 3 Laplacian Histograms.
This corresponds to choosing the two best texture features found.
Because of the low results of the SURF features, with no result being over 5%, only the best
SIFT feature is analyzed. Even though there’s another SIFT extracted feature that’s similar with
the 3 Laplacian Histograms, having two SIFT features would be redundant, since it would extract
the same type of information.
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Local Features First Rank (%)
SURF with SURF Detector 5.1%
SURF with FAST Detector 4.5%
SURF with 1% Grid 4.9%
SURF with 1% Grid on 70% Reduced Image 4.7%
SURF with 5% Grid 4.2%
SURF with 5% Grid on 70% Reduced Image 4.5%
SIFT with SIFT Detector 6.6%
SIFT with FAST Detector 10.5%
SIFT with 1% Grid 1.8%
SIFT with 1% Grid on 70% Reduced Image 2.3%
SIFT with 5% Grid 1.9%
SIFT with 5% Grid on 70% Reduced Image 2.2%
Table 4.5: 1st Rank Results for Tested Local Features
A total of 6 features are analyzed: 3 color features, 2 texture features and 1 local feature, which
have the 1st rank seen in Table 4.6.
Feature First Rank (%)
3 Grayscale Histograms 15.5%
9 RGB Histograms 20.6%
9 HSV Histograms 21.8%
3 CENTRIST Histograms 8.9%
3 Laplacian Histograms 6.7%
SIFT with FAST Detector 10.5%
Table 4.6: 1st Rank Results for Analyzed Features
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4.3 Detailed Analysis
The main objective of this section is to analyze how the selected features work for each of the
72 individuals in the dataset and to filter out features that only work on a very small subset of
individuals. It’s also important to verify the person distribution: if all features have a uniform
distribution of results, combining them wouldn’t improve the results (or would have a very reduced
effect). If, on the other hand, this distribution isn’t uniform and the distributions don’t match their
maximum values, features can work together on the re-identification.
For this section, two graphics are presented for each feature: the first one indicates the 1st
rank result for that feature for each person. It’ll help determine the distribution of probabilities
and if some methods only work on persons with a very specific set of characteristics. The second
graphic is a confusion matrix and it gives the probability of the person X (line) to be identified
as the person Y (column). Ideally, only the diagonal of the matrix is seen. The analysis of this
graphic can be used to find persons who are often confused with others. To make it easier to read,
no probability values are shown, but instead a color scheme were white represents 0% and black




The 1st rank result for each of the persons is presented in Figure 4.14, which shows that there are
very few persons where the probability is under 10% (4 persons), which is a good indicator of
the reliability of the feature as no person is expected to be re-identified less than 10% of times.
It also shows some cases where the re-identification rate is over 50% (4 persons). There are still
some persons with a relatively low re-identification rate (7.3%). The confusion matrix is shown
in Figure 4.13, in which the diagonal is very clear but also includes several other dark spots. One
noticeable thing is that when a the diagonal has a low probability, the column usually doesn’t have
any high value. This means that while the person is not being correctly identified, it’s not being
confused with any other person in particular.
Figure 4.13: Visual Confusion Matrix Representation for Grayscale Features. Lighter colors rep-
resent low probabilities; Darker colors represent high probabilities
Three examples of the person with the best re-identification are shown in Figure 4.15. This
example shows the type of individuals that gets good results: a clear grayscale color and little vari-
ation. It’s also likely that the occlusion in some of the available images for this person decreases
the results. Three examples of the person with the worst re-identification are shown in Figure











































4.16. In this case, since the perspectives are quite different, the corresponding model would be
very different. Additionally, there are several other persons with a similar grayscale configuration.
Figure 4.15: Best Person for Grayscale Re-Identification
Figure 4.16: Worst Person for Grayscale Re-Identification
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4.3.1.2 RGB
For the 3 body part RGB histogram, the 1st rank result for each of the persons is presented in
Figure 4.18. Comparing to the results in the grayscale case, there are more people which have a
re-identification rate of under 10% (9 persons) but also more people who are correctly re-identified
in over 40% of occasions (10 persons). This shows that the RGB features aren’t as consistent
and reliable as grayscale features. The visual confusion matrix is presented in Figure 4.17. In
this case, the diagonal is more varied, with very light and very dark colors, which again shows
the inconsistency of the feature. As it was the case with grayscale features, no single person is
particularly confused with another, with an even distribution of errors.
Figure 4.17: Visual Confusion Matrix Representation for RGB Features. Lighter colors represent
low probabilities; Darker colors represent high probabilities
Three examples of the person with the best re-identification rate are shown in Figure 4.19. This
person is always presented in a similar pose and with a very clear color structure, which explains
the 91.8% re-identification rate. On the other hand, three examples of the person with the worst
re-identification rate are shown in Figure 4.20. The changes in resolution, pose and the dark color
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Figure 4.19: Best Person for RGB Re-Identification
Figure 4.20: Worst Person for RGB Re-Identification
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4.3.1.3 HSV
For the 3 body part HSV histogram, the 1st rank result for each of the persons is presented in
Figure 4.23. When compared to the RGB histograms, this is a more even distribution in the sense
that there are less low results (only 5 persons under the 10% re-identification mark) even though
it has several peaks (11 persons over 40%). This means that the HSV histogram can deal with
a wider range of different persons. The visual confusion matrix is presented in Figure 4.21 and
shows a very clear diagonal. Persons 8 and 15 are often re-identified as person 43. This case, seen
in Figure 4.22, the persons all have a red colored torso and dark legs, with an overall similar color
feature.
Figure 4.21: Visual Confusion Matrix Representation for HSV Features. Lighter colors represent
low probabilities; Darker colors represent high probabilities
The highest result is high (90.2%) but there are very low results (4.7%). The person with the
highest and lowest probabilities are the same as in RGB histograms, which is expected since they
are both color features.
4.3 Detailed Analysis 53
Figure 4.22: Example of persons confused with HSV features
4.3.1.4 Color Analysis Overview
After analyzing the different color features, grayscale and HSV are the most reliable of the two.
HSV especially proves to get very good results since it has very few persons with a re-identification
rate under 10%. One thing of interest is that even though some of the best and worst matches are
the similar on several of these color features, there are a few differences which means that using
them together may get better results than using them individually.
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4.3.1.5 CENTRIST
For the 3 body part CENTRIST histogram, the 1st rank result for each of the persons is presented in
Figure 4.25. When comparing to any of the color features, the results are lower (which is expected,
since the average is also lower), but the distribution shows that it’s very uniform. However, in most
persons, the re-identification rate is under 5% and the persons with higher re-identification often
match the higher re-identifications of color features. The visual confusion matrix is presented
in Figure 4.24, which shows a lighter diagonal line but also some vertical lines, which indicate
several cases where some persons are often poorly re-identified.
Figure 4.24: Visual Confusion Matrix Representation for CENTRIST Features. Lighter colors
represent low probabilities; Darker colors represent high probabilities
The 1st rank result of the best person is 35.0% and the lowest is 1.2%. Three examples of
the person with the best re-identification rate are shown in Figure 4.26. Even though there are
significant changes in pose, the CENTRIST histograms prove to be quite pose invariant. Three
examples of the worse cases are shown in Figure 4.27. for this person, only low resolution images
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Figure 4.26: Best Person for CENTRIST Re-Identification
Figure 4.27: Worst Persons for CENTRIST Re-Identification
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4.3.1.6 Laplacian
For the 3 body part Laplacian histogram, the 1st rank result for each of the persons is presented
in Figure 4.29. In this case again most results are under 5% but compared to the CENTRIST his-
togram, these are some cases where the CENTRIST did worse that the Laplacian Histograms gets
a better result, such as person 72. It is expected that using them together will improve the results
when compared to using a single feature. Figure 4.28 shows that there are very low, distributed
values, with the diagonal not being very visible.
Figure 4.28: Visual Confusion Matrix Representation for Laplcian Features. Lighter colors repre-
sent low probabilities; Darker colors represent high probabilities
As it was the case with CENTRIST, some persons have a good re-identification rate while
others have an extremely low 1st rank. The best result, of 46.9%, is achieved in the same person as
the CENTRIST, for similar reasons. Three examples of the worst case are shown in Figure 4.30.
The low resolution of most images of the person leads to the poor result of 1.2%.
4.3.1.7 Texture Analysis Discussion
From the deeper analysis on the texture, it’s worth noting that the persons in which one texture
descriptors works best and worst aren’t the same. This means that using both together can be used










































Figure 4.30: Worst Person for Laplacian Re-Identification
to improve the overall results. Still, the texture results are overall worse than the color features.
This was expected mainly for two reasons: (1) the low resolution of the images means that there
is not enough room for details, which are important to extract texture features; (2) the noise from
the pictures also reduced the amount of texture information that can be extracted.
Still, both CENTRIST and Laplacian features will be part of the test on the appearance model.
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4.3.2 Local Information
4.3.2.1 SIFT
For SIFT Features with the FAST Detector, the 1st rank result for each of the persons is presented
in Figure 4.32. These features show high re-identification rates on the same persons as the previous
global methods. While the overall results aren’t worst than the texture features, they may not add
any relevant information. The main issue is seen in the confusion matrix of Figure 4.31, which
shows that most persons are being re-identified as person 1 or 2.
Figure 4.31: Visual Confusion Matrix Representation for SIFT Features. Lighter colors represent
low probabilities; Darker colors represent high probabilities
4.3.2.2 Local Features Analysis Overview
The combination of SIFT features with the FAST Detector has shown good overall results similar
to those found in the texture features. The main problem with it is that it seems to add too much
noise in the models, with the incorrect re-identifications of most persons as persons 1 and 2.























Placing the different tested methods side by side for each of the persons, in Figures 4.33 and 4.34,
it’s clear that the results of each method are different for each person. Additionally, there’s a
tendency of similar methods (Grayscale/RGB/HSV or CENTRIST/Laplacian) to have more sim-
ilar results. Seeing the methods side by side, if the system could correctly choose which type of
feature to use, the results could be greatly improved (case where the feature with the highest re-
identification result is chosen for each person). Comparing the results, there is no single method
better than all the other, and a combination of methods is the best course of action. There are
cases, such as person 37, that none of the tested features reach 10%, in which re-identification is
not expected to significantly increase. In general, color features work better than texture features

















































The structure of a generic appearance model starts by selecting the most appropriate features to
extract from the person and defining how to measure the similarity between input persons and the
available models, which is followed in this proposal. It is then expanded into a resolution driven
model, which uses the image resolution to select the appropriate action and then turned into a 3D
Model which is used to improve re-identifications even when the pose isn’t directly available.
5.1 Initial Model Overview
An overview of the initial proposed model is presented in Figure 5.1, which includes three color
features: grayscale histograms, RGB histograms and HSV histograms as well as two texture
features: CENTRIST histograms and Laplacian Histograms. Since comparisons are made with
histograms with different bin numbers, an additional normalization step is required. For the his-
tograms, since the previously used Chi-Square distance is not normalized, the comparison metric
will be the state of the art Bhattacharyya Distance, which provides normalized values from 0
(equality) and 1 (completely different) [124].
The result on the appearance model then relies on simple sums and multiplications of the
results of histogram comparison with weights w1 to w7 which will be experimentally determined
in the next section. The tree structure will allow optimizing the results within the type of feature
before the weights given to the type of feature.
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Figure 5.1: Overview of the Appearance Model. Values w1−7 represent the weights of the subparts
of the model. Each feature / level must be normalized.
5.2 Best Weight Combination
The first step in optimizing the proposed model is to determine the weights w1−7 from Figure 5.1.
These weights are determined experimentally from the top-down.
Starting with color features, a test to determine the values of w3, w4 and w5 was conducted.
Theses values give the maximizing results for Global Color Features and were obtained by testing
values from 0 to 1 in 0.01 increments for each weight. The maximizing weights are found in
Equation 5.1. While w3 is low, the grayscale histograms are maintained because they do provide
an increase in the 1st rank and their memory occupation and processing time is negligible. The
reason behind this may be because of the redundancy between these features and the use of the
value channel of the HSV histogram. The CMC curves with the comparisons of the final color
formulation and the individual color features is presented in Figure 5.2, which shows a 1st rank
of 21.9%, just a decimal point above the use of the HSV histograms. However, even though their






To determine the values of w6 and w7, a test was conducted: A random image from each
person was chosen as the model and the remainder were used as input for the appearance model.
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Figure 5.2: CMC Curve for Color Features
This procedure was repeated 100 times for each w6 and w7 pair to minimize the random choice
of the model. The value of w6 is tested from 0 to 1 in 0.01 increments while w7 = (1−w6). This
will give a probability distribution for the Global Texture Features. The maximizing weights are
presented in Equation 5.2, which shows that the texture features effectively work together as the
best value doesn’t occur when one of the features has a weight of 0.w6 = 56%w7 = 44% (5.2)
For this weight combination, the CMC curve of the texture features as well as the previously
presented CENTRIST Histograms and Laplacian Histograms curves are shown in Figure 5.3, with
a 1st rank result of 10.5%. This is an improvement on using the CENTRIST or the Laplacian
individually, which confirms that they extract different information that can be used together to
improve the results.
Finally, using the previously determined weights for w3−7 from Equations 5.2 and 5.1, the
weights of w1 and w2 were determined. The maximizing weights are found in Equation 5.3, which
shows that the best result is achieved when texture and color are given just about the same weight
and reinforces the use of both types of features. In Figure 5.4, a CMC Curve of both features
together and color and texture features is presented. The mixed model’s curve is higher than the
color features, with a 1st rank of 22.5%. w1 = 44%w2 = 56% (5.3)
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Figure 5.3: CMC Curve for Texture Features
Figure 5.4: CMC Curve for Texture Features, Color Features and Mixed Model. The Mixed Model
and Color Features almost overlay
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5.3 Local Features
The addition of local features is dependent on the balance between performance and results. The
extraction and comparison procedure of local features is more time consuming when compared
to extracting and comparing color and texture histograms and as such, using local features in a
real-time system is often not possible. However, and since the FAST detection brought the best
results in previous tests, an extension of the model is proposed in Figure 5.5. In this case, a new
weight is added at w8, which causes the need to redetermine w1 and w2. The best set of weights is
presented in Equation 5.4, which gives minimal weight on the local features.
Figure 5.5: Overview of the Appearance Model. Values w1−8 represent the weights of the subparts






The 1st rank result isn’t an improvement over using just color and texture features, as the re-
identification rate is 22.1%, and it adds processing time due to the detection and extraction of
features. Since there was no improvement in performance, local features won’t be part of the
model. The CMC curve can be seen in Figure 5.6.
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Figure 5.6: CMC Curve For Texture, Color and Local Features
5.4 Resolution Driven Appearance Model
While in an ideal situation only high resolution images are used, in a real scenario this is often not
the case. When extracting information from low resolution images, this information is different;
for example, low resolution images will have less texture information, as texture information is
usually in the image details. A lower resolution also means that the images are more sensitive to
noise. Extracting local features on these images would also prove to be inefficient as very little
keypoints can be extracted. As such, the appearance model should make use of this information to
be improved and therefore a change in it’s structure is proposed.
5.4.1 Model Structure
The difference in the Resolution Driven Appearance Model is that instead of having a single
model for each person, two models can be created: one for low resolution models and one for high
resolution models. It was considered that when the person’s region of interest was bigger than [35
x 70], the model has high resolution. The appearance model can be seen in Figure 5.7 and shows
the appearance model structure. The values for the Color Feature Distance and Texture Feature
Distance still follow the weights and structure from Figure 5.1.
Depending on the image that is used to create the model, two situations can occur: when the
image is of high resolution, the high resolution model is extracted and the image is resized and
the low resolution model is created. Resizing the image removes the detail information from the
high resolution model, which is useful when comparing to other low resolution images; when the
image is of low resolution, only the low resolution model is created. A schematic of the procedure
is shown in Figure 5.8. This means that depending on the input image, one or two parts of the
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Figure 5.7: Appearance Model Extension, with High and Low Resolution
model are created. The steps of "Low Resolution Model" and "High Resolution Model" represent
the creation of the models based on the Color and Texture features.
Figure 5.8: Model Creation Process
5.4.2 Model Comparison
Unlike texture information, resolution doesn’t affect the extraction of color information to the
same degree as it’s usually something that’s spread over the image and not in the details. When
extracting texture information from a low resolution image, very little texture information is cap-
tured, but it can be used with other low resolution images. The process of comparing images to
the model is shown in Figure 5.9. While this seems to add complexity, it’s a simple decision tree
with additional weights. The best selection of weights is found in Equation 5.5, which means that
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in the lower resolution model, most of the weight is given to color while when the high-resolution






Figure 5.9: Resolution Driven Comparison Weights
5.4.3 Results
To test this change, one random image from each person is used as a model. If the resolution is
below [35 x 70], the model or image is categorized as low resolution. A random image from each
person is chosen as the model and the remaining images are used as comparison, with the weights
reflecting their resolutions.
These values result in a 1st rank of 23.2%, 0.7% higher than the initial model, but this change
comes at a negligible processing and memory cost, and will be kept. The CMC curve for this
variation can be seen in Figure 5.10.
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Figure 5.10: CMC Curve For Texture and Color Features with Resolution Driven Comparison
Weights
5.5 Multi-Dimension Model
When a person appears on camera, it can show a wide variety of different poses with completely
different appearances. In Figure 5.11, an example of a person from the CAVIAR4REID dataset is
shown with different viewing angles. In this case, the person can be seen facing the camera, with
his back turned to the camera and moving sideways. These views show several differences: the
front/back views are widely different in the head area and the side-views differ from the front/back
because of the addition of a big portion of background.
Figure 5.11: Different Poses for a Single Person in the CAVIAR4REID Dataset
With this in mind, the idea is that instead of having a single model for the person, a three body
part model is created: a front view, a back view and a side view, which balances the number of
poses (which shouldn’t be too high because of memory cost and processing time on comparisons)
with the different ways the person can appear.
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5.5.1 Pose Identification
To manage three poses of the model, the person’s pose must be correctly classified as otherwise
too much noise would be added to the model. This information may be given by the tracking
algorithm or though a pose detection algorithm, which evaluates the movement of the person. The
tracking algorithm is capable of storing a trajectory of the person by using the consecutive points
in which a person is found. This information can be used to estimate the direction that the person
is taking: if the bounding box is moving up, the person is moving away from the camera (back
view); if the bounding box is moving down, the person is moving towards the camera (front view);
if the bounding box is moving sideways, the person is moving sideways (side view).
This requires that a delay is added before the tracking algorithm requests a re-identification.
The pose is estimated over a bi-directional window with the initial point, Pi being defined as in
Equation 5.6 and the final point, Pf being defined in Equation 5.7. Here, Min represents the oldest
available point from Pf rame−window to Pf rame and Max represents the most recent available point
from Pf rame and Pf rame+window. Equation 5.8 defines how to determine the angle. The proposed
window size is the frame equivalent to half a second.
Pi = Min(Pf rame−window to Pf rame) (5.6)
Pf = Max(Pf rame to Pf rame+window) (5.7)
Angle = atan2(
Pf ,y−Pi,y
Pf ,x−Pi,x ) (5.8)
It should be noted, however, that this formulation is valid considering the camera configuration
present in the CAVIAR dataset. Adaptations to other cases would be needed.
5.5.2 Results
To test the results, ground-truth data for the pose will be used. Each of the images in the dataset
has been annotated according to the direction: facing camera, back turned to camera and sideways.
The first test will select a random image for each of the 72 persons to be used as a reference
model for that pose. The remaining images will, when they have a model with that perspective in
the system, be used for testing. This allows testing if re-identifying images when the pose is well
known and a model with that pose is present improves the re-identification. A 1st rank result of
40.5% is achieved, which almost doubles the previous result of 23.2%. The CMC curve can be
seen in Figure 5.12. It does, however, include a reduced number of comparisons.
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Figure 5.12: CMC Curve with Pose Ground-Truth and Available Learned Pose (Single Pose)
Instead of comparing to every model, the next test compares to all models, which results in a
1st rank result of 45.3%, with the CMC curve of Figure 5.13. In this case, again, the pose must be
available as part of a model in the system for the image to be tested.
Figure 5.13: CMC Curve with Pose Ground-Truth, Available Learned Pose and Comparisons to
Same Pose Only
When a model is built for each person and all images are used for comparison, but comparisons
are made with models with the same pose only, the resulting 1st rank is 21.7% with the CMC curve
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of Figure 5.14. These results, very similar to those not using any pose verifications, suggest that
most of the previously correct matches were being made on the same pose results. In fact, 93.5%
of correct results come from re-identifications made to the same pose.
Figure 5.14: CMC Curve with Pose Ground-Truth and Comparisons to Same Pose Only
To determine whether having more than one model per person improves the re-identification
results, one model is built for each available pair of pose and person, with comparisons made with
models with the same pose only. This results in a 1st rank of 38.0% and the CMC curve of Figure
5.15. This shows the improvement that multi-shot models can have, in particular when they take
advantage of the pose information.
Figure 5.15: CMC curve with Pose Ground-Truth, All Pose Models and Comparisons to Same
Pose Only
5.6 3D Model Extension 79
5.6 3D Model Extension
A natural extension to the multi-dimensional model is the 3D Model. A person’s pose isn’t always
facing camera, sideways or with back turned to the camera, but a multitude of other possible
angles. As seen in the previous section, most correct matches come from having the same pose of
the model in the system. The idea behind this extension is to use the information from available
poses (front, back or side) and infer other poses. The objective is to approximate the person’s
appearance model to the one in Figure 5.16 with a generic angle. Only front, side and back poses
are determined based on real images of the person and the remaining poses are interpolated.
Figure 5.16: Generic 3D Appearance Model: Instead of using 3 views, the model can adapt to a
generic n views
5.6.1 Interpolation Algorithm
Without information of the model from all the angles, a good interpolation algorithm needs to
be used. Considering the spacing, in degrees, between the poses as angle and with n models to
interpolate, the pseudo-code is presented in Algorithm 1. The idea is that since the features are
stored in histograms, an interpolation of the desired extra positions is made by using a weighted
average. The normalization step afterwards ensures that the histograms remain normalized for
comparison.
5.6.2 Angle Variations
Previous tests with a multi-pose model have shown re-identification rates of 38.0% even before
interpolation. To properly test the results of the 3D model, the tests detailed in Table 5.1 will
change how differences in the angle and interpolation affects the re-identification. In all tests, all
available poses are built as part of the model and comparisons are only made when the testing pose
is available.
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Algorithm 1: Interpolation Algorithm for Creation of Models
Data: Histograms for Poses at angle1 and angle2, with angle←− angle2 - angle1
Result: n Histograms, spaced anglen




while iteration < n do
newHistogram←− iterationn × originalHistogram + n−iterationn × f inalHistogram;
newHistogram←− normalize(newHistogram);
Histograms[angle1 + iteration × angle]←− newHistogram;
Angle Comparison Pre-Requisites Test Objective 1st Rank Figure
45◦
Comparison is only made
with matched pose




Comparison is made with
matched pose and 1 adjacent




Comparison is made with
all models
Verify if extra poses introduce noise 38.8% 5.19
30◦
Comparison is made with
matched pose and 1 adjacent
Verify if a smaller angle is better 39.0% 5.20
30◦
Comparison is made with
matched pose and 2 adjacents
Verify if a wider comparison is better 41.5% 5.21
22.5◦
Comparison is made with
matched pose and 3 adjacents
Verify if a smaller angle is better 41.9% 5.22
18◦
Comparison in made with
matched pose and 4 adjacents
Verify if a smaller angle is better 41.9% 5.23
15◦
Comparison in made with
matched pose and 5 adjacents
Verify if a smaller angle is better 41.4% 5.24
Table 5.1: Testing Overview for the 3D Model
In the first test, the image is only compared when there is a match in the pose and that pose is
available. This leads to a 1st rank result of 36.7%. The respective CMC curve is Figure 5.17. It
shows that even when only using the interpolated model the results are close when compared to
the pose model but with all images being compared.
When the comparison is extended to comparisons on not only the matching pose but also
adjacent poses, the re-identification rate increases to 39.9% with the CMC curve of 5.18. This
result is already superior when compared to the pose model but all images are now being used for
comparison.
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Figure 5.17: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Pose and When Pose is Available
Figure 5.18: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Pose and When Pose or Adjacent Pose is Available
To test if the increasing number of models reduced the re-identification rate when comparisons
are made to all poses, a test under these conditions was made, which resulted in a 1st rank result of
38.8%. This means that the addition of poses won’t produce significant noise even when the pose
isn’t verified. The respective CMC curve is Figure 5.19.
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Figure 5.19: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
All Poses
Until this point, only tests under an angle of 45◦ were made. The algorithm is flexible when
dealing with different angles. The first tested alternative angle is 30◦. Comparisons are made with
the ground-truth pose and adjacent poses, which brought the best results in the previous scenario.
The 1st rank result of 39.0% is achieved. The CMC curve is seen in Figure 5.20.
Figure 5.20: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Same Pose and Adjacents
To decrease the uncertainty from the small variations of angle, images are now compared to
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the same pose as well as the two adjacent poses. This leads to a 1st rank result of 41.5%, which is
an improvement over the previous case. The CMC curve is seen in Figure 5.21.
Figure 5.21: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Same Pose and 2 Adjacents
The next angle variation used 22.5◦. With it, comparisons with ground-truth pose and 3 adja-
cent poses are made which maximized the 1st rank result to 41.9% and the CMC curve of Figure
5.22.
Figure 5.22: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Same Pose and 3 Adjacents
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When testing angles of 18◦ and 15◦, the best result was 41.9% with the CMC of Figure 5.23
and 41.4% with CMC of Figure 5.24, respectively. This shows that an increase in the number of
models will result in a lower re-identification rate.
Figure 5.23: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Same Pose and 4 Adjacents
Figure 5.24: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Same Pose and 5 Adjacents
These tests show that the use of the 3D Model can improve the re-identification results. On
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a single-shot model, the re-identification rate was 23.2% but with the 3D Model, it increases to
41.9%. Even comparing to an ideal case in the previous multi-resolution model, where a model is
created for each pose only (without any interpolation of the remaining poses) the result of the 3D
model is better (as the multi-resolution algorithm only reaches 38.0%).
5.7 Low Resolution Problems
The problem with the use of the CAVIAR4REID Dataset is that there are many very low resolution
images, with some examples shown in Figure 5.25. The problem with these images is that they
often have very little detail and are subject to noise, which creates challenges in model creation
and re-identification, with some of them being hard for a human to manually identify. To verify
how much of an improvement the system would get if only high resolution images were used,
a comparison will be made with the best 3D Model from before, which had a 1st rank result of
41.9%.
Figure 5.25: Example of Low Resolution Images used for Re-Identification or Appearance Model
A "high-resolution" image is considered to be when it is over 85 pixels tall. An example of
an image that’s 86 pixels tall is shown in Figure 5.26. While it’s not clear of noise, its dimensions
allow for enough detail for the person to be identified by a human with relative ease.
Figure 5.26: Example of a High Resolution Image
In this test, since most images are below those dimensions, only about 270 re-identifications
attempts are made (on a dataset with 1220 images), even though all the models are created. This
is because of the large amount of low resolution images in the dataset. This experiment has lead
to a 1st rank result of 72.5% and the CMC curve of Figure 5.27. Within the first 5 attempts, 90%
of matches are made.
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Figure 5.27: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Same Pose and 3 Adjacents with High-Resolution Images Only
To test whether having high resolution models is enough to improve the performance, these
models are created for the available poses and all other images are used as input for re-identification.
This resulted in a 1st rank result of 53.3% and the CMC curve of Figure 5.28.
Figure 5.28: CMC Curve with Pose Ground-Truth, Interpolated Missing Poses, Comparisons to
Same Pose and 3 Adjacents with High-Resolution Models Only
As seen in the testing results, the fact that the regions of interest in the dataset often have low
resolution causes a big decrease in the re-identification results. In fact, when only high resolution
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regions of interest are used, almost three quarters of matches are made on the first attempt, while
just the use of high resolution models only already represents an improvement of over 10%.
5.8 Learning Model
Up until this point, the testing considered that the person would already have a model built in
the system and that the only process that could occur is re-identification. However, on a real
system, this is often not the case and the system will have to identify new persons in the scene as
well as update their models according to how different they are with the stored models (a person,
either physically or through changes in illumination / camera perspective, changes its appearance
through time).
Since all histograms comparisons are normalized, a value from 0 to 1 is the natural output
of a comparison between a model and the image of the person, with 0 being the closest and 1 the
farthest. This means that a series of decisions can define the different system behavior possibilities.
5.8.1 Decision Tree
When a new person is requested for re-identification, it enters the appearance model module and a
series of decisions will lead to the expected behavior. The proposed decision tree is seen in Figure
5.29, which can end with the creation of a model, re-identifying a person, updating the model and
re-identifying or refuse to ID (when the certainty level is low).
To determine the threshold values, certain objectives are proposed. These are not the only
possibility but can be used as a starting point in a real scenario.
• T hreholdNewModel - For this threshold, the objective is that most new models are identified
but the system shouldn’t create unnecessary additional models. This can be measured with
state of the art metrics precision, accuracy and recall.
• T hresholdHighCon f idence - For this threshold, the objective is that when a match is made, it is
correctly identified in over 90% of the cases. This corresponds to a 1st rank result of at least
90%.
• T hresholdU pdateModel - For this threshold, the objective is that when a match is made, it is
correctly identified in over 75% of the cases. This corresponds to a 1st rank result of at least
75%.
5.8.2 T hresholdNewModel
To determine this threshold, all the images were tested: if they are below the threshold when
compared to all available moments at that point, it is considered to be a model already in the
system; otherwise a new model is created. For the precision, accuracy and recall metrics, there is
a need to define a True Positive, False Positive and False Negative: a true positive occurs when the
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Figure 5.29: Appearance Model Decision Tree
system determines that it’s a new model and no model with that ID is yet available in the system; a
false positive occurs when the system determines that it’s a new model but in fact it is not; a false
negative occurs when the system determines that it is not a new model but in reality it is.
For each tested threshold value, 100 attempts are made, to minimize the random factor, and the
precision, accuracy and recall were determined. The results are seen Figure 5.30. The threshold
that’s been chosen is 0.28, which has a precision of 91%. Even though the recall is just 29%, if
the remaining thresholds are correctly chosen, those cases will be discarded with no ID and the
tracking algorithm will request a re-identification in another frame.
5.8.3 T hresholdHighCon f idence
To determine this threshold, the models were build beforehand and the matching is made with the
remaining images, with the pose or adjacents. A re-identification is only given if the dissimilarity
is low enough, which means that the models are very close in appearance. The objective is to max-
imize the number of matches while still getting a 90% re-identification. This means determining
the highest threshold value with 90% re-identification.
The threshold is placed at 0.145, as it’s close to the 90% mark. The first rank probability varies
according to Figure 5.31.
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Figure 5.30: Precision, Accuracy and Recall for Threshold Values
Figure 5.31: First Rank Probability of Re-Identification Ignoring Matches Above Threshold
5.8.4 T hresholdU pdateModel
Similarly, this threshold is placed at a first rank limit, in this case of 75%. This is to ensure that
enough models are being updated, but that not too much noise is added. The idea behind updating
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the model is that it adapts to gradual changes in the scene. However, there’s no complete certainty
that when a request is made to update the model that it’s because the identified person has changed
their appearance, which is why replacing the model isn’t a viable option.
To balance both the need to update the model and not letting the model completely deviate
from the person, updating the model will consist of averaging the model histogram with the new
histogram.
The chosen threshold value is 0.18, which is close to crossing the 75% mark, as seen in Figure
5.31.
5.9 Appearance Model Results
To test the results of the appearance model, a comparison with other state of the art algorithms is
needed. Since implementing these algorithms would be impossible in the available time frame,
testing scenario of the 3D model is adapted to state of the art testing conditions.
In [42], a random subset of N images is selected for each person to build the gallery, with
another N images being used for testing, with this procedure being repeated 20 times. While the
original authors don’t use the CAVIAR4REID Dataset, in the survey in [108], some CMC results
are shown. A similar case is in [27], where single and multi-shot versions of the algorithm are
compared. In [45], results for several values of N are presented. The results using a single model
are compiled in Table 5.2.
Algorithm 1st Rank
Multiple-shot Person Re-identification by Chromatic
and Epitomic Analyses
[45] 8%
Person re-identification by symmetry-driven
accumulation of local features
[42] 9%
Custom Pictorial Structures for
Re-identification
[27] 9%
Proposed Appearance Model 23.2%
Table 5.2: Result Comparison with Single-Shot State of the Art Algorithms on the CAVIAR4REID
Dataset
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Algorithm 1st Rank
Person re-identification by symmetry-driven
accumulation of local features (N = 5)
[42] 17%
Custom Pictorial Structures for Re-identification (N=5) [27] 17%
Person re-identification by probabilistic
relative distance comparison (N = 5)
[44] 46%
Multiple-shot Person Re-identification by Chromatic
and Epitomic Analyses (N=5)
[45] 10%
PCCA: A new approach for distance learning
from sparse pairwise constraints (N = 5)
[49] 39%
Local fisher discriminant analysis
for pedestrian re-identification (N = 5)
[28] 37%
Multi-Shot Re-Identification with
Random-Projection-Based Random Forests (N = 5)
[50] 69%
Proposed Appearance Model (N = 5) 46%
Table 5.3: Result Comparison with Multiple-Shot State of the Art Algorithms on the
CAVIAR4REID Dataset
When using multiple-shots of the person, some of these algorithms significantly improve their
results. In Table 5.3, multi-shot algorithms are compared for the CAVIAR4REID dataset. The
proposed appearance model outranks most state-of-the-art algorithms, only tying with [44] and
under-performing against [50]. However, these are learning models, which have to be trained with
a subset from the testing dataset and often suffer from over-fitting problems. Since there is no
information on which persons were used to model, there is no way of fairly comparing the models
as they may be chosen according to their performance. When comparing to non-learning models,
the proposed model outranks the compared state-of-the-art algorithms. The rank values are either
extracted from their original articles or from the overview from [50].
Another popular dataset for Re-Identification algorithms is the VIPeR Dataset. This dataset
consists of 632 pairs of people captured from two angles. While this dataset is popular for single-
shot algorithms, it disables the use of the pose and 3D Model Interpolation, which leads to sig-
nificantly lower results. In this case, the behavior of a random algorithm would lead to results of
0.16%. The proposed algorithms reaches results of 4.0%, significantly lower than State-of-the-Art
Algorithms [42] (20%), [125] (16%) or [44] (15%). However, since the focus of the work was
building a multi-shot appearance model, this dataset is not appropriate for testing.




While extremely important for the performance of security algorithms, the re-identification prob-
lem is complex because of occlusions, changes in illumination and errors in the detection and
tracking algorithms. The appearance model and the tracking algorithm should work together to
ensure a maximization of the results: the appearance model gives the tracking algorithm the results
of re-identification and the tracking algorithm may choose the best moments (where occlusion is
minimal) to request re-identification or let the appearance model know that some persons cannot
be matched as the tracking algorithm knows already where they are.
The structure of an appearance model can be divided into choosing the right characteristics
to extract the model and compare a new entry with the available models. With that in mind, the
dissertation can be split into four big sections: (1) test of the individual features to verify their
individual results in a realistic re-identification scenario; (2) analyze how the most promising
features work for each of the persons in the dataset; (3) combine the features into an appearance
model; (4) extend the appearance model to improve the results.
The individual tested features used a selection of state of the art features such as color, texture
and local features, to model and re-identify the persons. These features have shown different
degrees of success, with color features reaching re-identification rates of 21.8%, while texture and
local features have just reached rates of 8.9% and 10.5% respectively.
A deeper analysis of the most promising features has shown that their performance was de-
pendent on the persons and several situations would cause confusion, for example, when several
persons wore a similar color shirt and trousers. It has also shown that the different features had
some cases where all features got poor results but on others, some of the features work better than
others.
The proposed appearance model was tested first with just color and texture features and re-
identification rates of 22.5%, an improvement over just using a single feature (HSV Histograms).
Color features amounted to 21.9% and texture features 10.5%. Later, local features were added,
but the results were lower, at 22.1%.
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Regarding the proposed extensions, the resolution driven appearance model allows dealing
with two appearance models depending on the resolution of the images used for comparison and
for the model, which resulted in a 1st rank of 23.2%. Then, a three pose model has been added,
in which the person is represented not only by a single model but a model for the front, one
for the back and one for a side view, which resulted in a re-identification rate of 37.0%. This
model was later extended to a 3D model, which interpolated the missing poses to predict how
the person would be viewed in angles which were not directly available, which resulted in a re-
identification rate of 41.9%. When comparing to other state-of-the-art solutions this appearance
model outperformed or matched all non-trained models.
6.2 Future Work
While the objectives were fulfilled, during development of the dissertation, several ideas were not
fully developed and would be part of future additions for the thesis.
One of the most important parts would be to test the appearance model in a real tracking
scenario. This includes the integration of the appearance model working with a state-of-the-art
tracking algorithm. This would result in a series of false positives and poor regions of interest
for the re-identification algorithm to handle as current tracking algorithms still introduce errors.
It would also include the definition of a proper protocol to ensure that the tracking algorithm and
the appearance model work together to achieve the best results. Also related to the integration in
a real system, several methods of background subtraction could be tested, which could reduce the
noise in the scene. In a real tracking situation, additions such as the time to delete a model that
hasn’t appeared in the scene would have to be taken into account to avoid growing the number of
models in memory and increasing the processing time from comparisons.
In the scenario of multi-camera, the implementation of transition correspondence models that
learn the camera configuration and predict the person pose when they enter the scene in another
addition to the system that would help the re-identification algorithm.
In some cases, none of the tested features achieved good re-identification results. While there
the effort was made to test as many features as possible, there are other interesting methods that
could be tested such as the use of covariance matrices and different ways to store data as further
dividing the region of interest in additional patches.
When dealing with multiple cameras, illumination changes are common. The Brightness
Transfer Function has shown promising results in several reviewed algorithms and their addition
could improve the re-identification results.
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