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We establish sharp bounds for Re{ p(z) 1, I p’(z) I, Re{ zp’(z)/p(z)} over the class 
P(a, b) = {p(z) = I+ p,z + p2z2 + “‘; Re{p(z)}>O, p(a)=b, O<a<l, b> I. 
1 zI < 1). The results will then be used to study certain distortion properties 
and coefficients bounds for the classes S*(a, b) = {,f(z) = z + azz2 + ajz3 + ; 
zf’(z)/f(z)~f’(a, b), lzl <I}, F(a, b)= {f(z)=z+a2z2+a3z3+ ‘.‘;f’(z)~P(a, b), 
IzI < 1). By means of the distortion theorem for S*(a, b), we derive the distortion 
theorem for meromorphic convex functions in the unit disc with a simple pole at 
z=a, O<a< I. ” 1987 Academic Press. Inc 
1. INTRODUCTION 
Let C be the class of meromorphic univalent functions f(z) in the unit 
disc A = {z; 1 z 1 < 1 }. The univalence off(z) implies that f(z) has at most a 
simple pole in A. We denote by C, the subclass of ,Z consisting of functions 
f(z) having a Laurent expansion f(z) = z ’ + b, + b, z + . . . and by C, the 
subclass of Z consisting of functions which have a pole at z = a, 0 <a < 1 
and are normalised by f(0) = 0, f’(0) = 1. The family of all functions in Z, 
which map A onto the exterior of a convex domain is denoted by C;. The 
class C: was introduced by Pfaltzgraff and Pinchuk [3]. A subclass of .Z; 
was earlier investigated by Royster [4]. 
As shown by Pfaltzgraff and Pinchuk [3], a necessary and sufficient con- 
dition for a univalent function f’(z) = z + a2z2 + . . . with a pole at z = a to 
belong to C: is 
1 + zf”(Z) + z + a 1 + az ---= 
f’(z) z-u l-az -p(z)9 
ZEA, (1.1) 
for some p(z)=1+p,z+p,z2+ ... with Re(p(z)}>O in A and p(a)= 
(1 +a2)/(1 -a2). 
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The class Z: may also be characterised by the class L’d[a] of 
meromorphic starlike functions g(z) with a simple pole at the origin and 
satisfying ug’(a)/g(a) = - (1 + a’)/( 1 -a*), 0 < a < 1. In fact, let f(z) E Cf, 
and define 
g(z) = (u’z)-‘(z - u)2( 1 - uz)2 f’(z). (1.2) 
Then 
&&+- --- zf”(Z) + z + a 1 +uz 
f’(z) z-u l-fzz’ 
ZE A. 
Hence, in view of (1.1) g(z)EZ$[u]. Conversely, given g(z)EE$[u], a 
function f(z) defined by (1.2) belongs to L’;. 
We further remark that a function g(z) belongs to C,*[u] if and only if 
the function h(z) = l/g(z) is regular univalent starlike in A and satisfies 
Thus extremal problems over Cz may be related to corresponding extremal 
problems for the class of regular univalent starlike functions in A which 
satisfy (1.3). 
This motivates the investigation of the following class of starlike 
functions 
s*(u,b)= {f(z)=z+u2z*+u3z3+ “‘; 
~f’(zYf(z) E P(a, b), z E A}, 
where 
P(u,b)={p(z)=1+plz+p2z2+ . . ..Re{p(z)}>O. 
The lower bound for Re{p(z)}, p(z) E P(u, (1 + a’)/( 1 -a*)), was found by 
Pfaltzgraff and Pinchuk [3]. Making use of this result, these authors 
derived the upper bound for 1 f’(z) 1 over C:. The problem of determining 
the sharp upper bound for Re{ p(z)} over P(a, b), and hence the sharp 
lower bound for ) f’(z) 1 over C;, is left open in [3]. 
In this paper we obtain the sharp upper bound for Re(p(z) > when b Q 
(1 + a’)/( 1 - a’), and also best possible bounds for 1 p’(z) 1, Re{zp’(z)/p(z)} 
over P(u, 6). These results will then be used to study certain distortion 
properties and coefficient bounds for the classes S*(u, b) and F(u, b) = 
{f(z) = z + u2z2 + u3z3 + . . . ;f’(z) E P(a, b), z E A}. In particular, the lower 
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bound for 1 f’(z) 1 and the regions of variation for the coefticients u2, a3 of 
f(z)=z+a2z2+a,z3+ ... in Cg are derived. 
2. REPRESENTATION FORMULA AND SOME 
DISTORTION INEQUALITIES FOR P(a, h) 
Let p(z)~P(a, b); then it is well known that 
l-a l+a 
- G I /J(Z) I d jy 
l+a 
for ) z 1 < a < 1. Consequently, from the condition p(a) = 6, b satisfies the 
inequalities 
l-a 
<b< I+’ 
ISa’ ‘yy”’ (2.1) 
Denote by E the set of functions e(z) regular in A and such that 
($(z)l < 1 there. Define T(z) = (a-z)/(l -az) and put A = 
(b-l)[a(l +b)]-‘. Then it follows from (2.1) that O<A<l. For 
p(z) E P(a, b), we define 
(2.2) 
then el(z) E E and $,(a) = A. The function 
(2.3) 
is therefore in E and ~,+~(a) = 0. Hence the function 
belongs to E. From (2.2), (2.3) (2.4), it follows that a function 
p(z) E P(a, b) can be represented in the form 
1 + w(z) 
P(Z) = -> 
1 -w(z) 
zeA, 
where 
(2.5) 
w(z) = z A + T(z) +(z) 
1 + AT(z) cl/(z)’ 
(2.6) 
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From the definition of T(z), we have ( T(z) 1 < (a + r)/( 1 + ar) on ) z 1 = r. 
Thus ( T(z) ti(z)] < (a+ r)/(l + ar) on IzI = r. This yields, for w(z) as 
defined by (2.6), that 1 w(z) 1 < Br on 1 z 1 = r, where 
B= 
a+A+(l +uA)r 
1 +aA+(a+A)r’ (2.7) 
An application of the subordination principle then implies that the trans- 
formation (2.5) maps I z 1 6 r into the disc 
1 + B2r2 
P(Z) - ~ 
2Br 
1 - B2r2 
6- 
1 - B2r2’ 
from which we obtain immediately that 
1 + Br e d Re{p(z)} 6 -. 
1 - Br 
The lower bound is sharp, with equality attained for the function 
PO(Z) = 
1 +AT(z)+z(A+ T(z)) 
1 + A T(z) - z(A + T(z)) 
(2.8) 
(2.9) 
at z= -r. However, the upper bound is not sharp. For the best possible 
upper bound of Re{p(z)}, we require the following deeper result due to 
Pfaltzgraff and Pinchuk [3, Theorem 7.51. 
The functional Re{p(z)} attains its maximum over the class P(u, 6) only 
for functions of the form 
(2.10) 
where 
B, 30, B2 20, B, +82 = 1, (2.11) 
(2.12) 
Write M = (a + A)/( 1 + aA). We shall derive the sharp upper bound for 
Re(p(z)} under the condition that 
(2.13) 
[Note the range of variation of b as given by (2.1)]. 
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We further remark that for the class L’; of meromorphic convex 
functions with a simple pole at z = a investigated by Royster [4] and 
Pfaltzgraff and Pinchuk [S], the corresponding P(a, 6) required for the 
analysis is P(a, (1 + a*)/(1 - a2)), that is, h = (1 + a*)/( 1 - u2). Hence the 
results for L; derived in the following Section 3 are complete. 
2.1. THEOREM. Forp(z)~P(a,b), b<(l+a*)/(l-a2), Izl=r<l, 
1 -r2 
1 S2Mr+r 2 GRe{p(z)} d 1 -~~~2+r2. 
The results are sharp. 
Proof Since b is real, the constraint (2.12) is equivalent to 
Bl 
1 -u* 1 -u2 
-+p*.- 
No, 1 No,) 
=b 
and 
sin 0, 
PI .- 
sin 8, 
R(d,) 
+P*.----- 
R(O2) 
= 0, 
where R(B) = 1 - 2u cos 8 + u2. These two equations yield the result that 
PI = 
b sin (I2 R(l3,) 
(1 - u2)(sin f!12 -sin 0,)’ 
-b sin 8, R(O,) 
‘* = (1 - u*)(sin 8, -sin 0,)’ 
(2.14) 
(2.15) 
The condition fil + b2 = 1 implies that 
(2.16) 
Write z = re”; then the functions defined by (2.10) can be written as 
P(Z) = B, 
from which we derive that 
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where R(8,0i)= l-2rcos(8,-8)+r2, i= 1,2. It is seen that F=Re{p(z)} 
can be considered as a function of 8,0, and 8,, that is, F= F(/?l(e,, O,), tl), 
where /I1 is related to O,, 19, via either (2.14) or (2.15). Thus, the necessary 
conditions for an optimum of Re{ p(z)} are 
24, sin(b - 0) - 
--- R*(e, e,) 
1 a& =. 
w, 0,) w 1 ’ (2.17) 
ah 
Xas,- 
W-i4bin(e2-4 =o 
R2(R 02) 1 
5 
$(l -r2)[ 
2$, sin(8, - 6) 
Rvt el) 
+ 241 -PlbW2 4 =o 
R*ut 0,) 1 . 
(2.17) is equivalent to 
1 1 
> 
ah 2$, sin(8, -e) --- -= 
R(e, 6,) w, 0,) 80, R2(R 0,) ’ 
while (2.18) is equivalent to 
( ~-- 1 1 1 - ah 
w, 0,) wt 0,) 80, 
2r( 1 -pi) sin(6, - e) 
R2te, e,t . 
In view of (2.19), these two equations yield that 
Under the condition that 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
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Eq. (2.20) implies that R(B, 19,) = R(B, f?,), that is, cos(0, - 0) = cos(0, - 0). 
Since 13, # 8,, this equation has the solutions 
e1 -e= = -(e, -e)+2kn, k=O +1 > - ,..., (2.22) 
or equivalently, 
e=‘l+‘2 kn 
~- 2 
2 
k = 0, + l,.... 
Equation (2.19) in conjunction with (2.22) yields immediately that 
/?r = 1 ---PI as 8, - 8#0, rc; that is, /I1 =&. We next want to verify that 
condition (2.13) implies condition (2.21). In fact, from (2.14) and (2.15) we 
have 
VI h sin 8, 
ae,=2 l-a (sin82-sin0,)2 
x[2usine,(sine,-sine,)+R(e,)cOse,], 
v, h sin 8, 
s=2 1 --a (sin 8, -sin e,)2 
x [2~ sin B,(sin 8, -sin e,) - R(B,) cos e,]. 
(2.23) 
(2.24) 
Thus, 
w, v, h H 
ae+ae=’ 
I 2 1 --a (sine, -sin8,)2’ 
where 
H = 4a sin 8, sin B,(sin 8, -sin 0,) 
+ (1 + u2)(sin 8, cos 8, - sin 8, cos e,) 
-24~0s~ 8, sin 8, -COST e2 sin e,) 
=4asin0, sinB,(sin0,-sin0,)+(1+a2)sin(8,-8,) 
-2u(sin e2 -sin e,)( 1 + sin 8, sin e,) 
=(l +a2)sin(8, -e,)-2u(sine, -sine,)(l-sine, sine,). 
It is seen that H #O if and only if 
1+a2 sin(e2-b) 
2u sin e2 -sin 8, 
Z1-sine sine, 
1 2 
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Since /I1 20, f12 30, d2 # 8i and or, e2 #O, 71, the constraints (2.14) and 
(2.15) imply that sin &/sin e1 < 0. Thus, 1 -sin 19~ sin O2 > 1. In view of 
(2.16) we have 
1 + a2 sin(0, - 0,) l+azM =- 
2a sine,-sine, 2a 
and this quantity is less than or equal to 1 if and only if b 6 
(1 + a’)/( 1 -a*) from the definition of M and A. This restriction then 
implies that H#O. Thus, assuming b 6 (1 + a”)/( 1 -a*), the system 
(2.17t(2.19) has two solutions 
(Pl = 4, 0 = (01 + ~2)/2) and (/?I = ;, 8 = (e, + 8,)/2 - 7c). 
This is still not sufficient to determine the critical points of F explicitly. For 
this purpose, we consider F as a function of /?i and 8; that is, F= F(f9,(/?,), 
0,(/I,), 0) where 8,, e2 are related to j3i again via (2.14) and (2.15). At the 
two critical points of F as determined above, we must have 
aF 
ap,=O 
aF 
and -=O. 
a0 
Now, the condition aF/a8 = 0 is given by (2.19) while 
~=(1-i)[~-2~~~~~(~~e).~-~ 
1 3 1 2 1 9 2 
2r( 1 - j3,) sin(8, - 0) ae, - 
R2(Q, Q,) 'ap, . 1 
At the critical points of F as determined by (2.22) and /I, = f, and in view 
of (2.19) we have aF/ab, = 0 if and only if 
ae, ae, -=- 
ah apI’ 
Using (2.23) and (2.24) this condition holds if and only if 
R(f3,) sin 8, cos 8, = -R(O,) sin 8, cos 8,. 
For 8, = p2 = t, Eq. (2.14) and (2.15) imply that 
sin 13, R(0,) = - sin 8i R(8,). 
Thus, at /I1 =t, condition (2.25) is equivalent to 
cos 8, = cos e2. 
(2.25) 
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As 0, # t12, this equation yields that 8, = -H2. With this desirable result, 
the two critical points of Re{ p(z)) are now seen to be (j?r = f, H = 0) and 
(/I, = $, O= -rr). Also, with 8, = -02, Eq. (2.16) yields that cos 8, = M. 
The lower and upper bounds of Re{p(z)} can now be derived as stated in 
the theorem. These bounds are sharp for the function 
P*(Z) = 
1 -z2 
1 -2Mz+zZ’ 
(2.26) 
Remark. This extremal function is in fact the same as the function p,,(z) 
given by (2.9). Also, the lower bound of Re{p(z) j given in the theorem is 
the same as that of (2.8). Thus, this bound is best possible for the entire 
class P(a, b) without the restriction (2.13). For results regarding the class 
L’;, condition (2.13) is automatically satisfied. 
2.2. THEOREM. up(z) E P(a, b), then on /z 1 = r < 1, 
2 B+r 
Ip’(z)l6Re{p(z)).----i-- l-r- l+Br’ 
where B is given by (2.7). The result is sharp. 
Proof: Write p(z) = [ 1 + z&z)]/[ 1 -z&z)], where 
A + T(z) ti(z) 
‘(‘)= 1 + AT(z) $(z)’ 
T(z), $(z) being as defined previously. Then /d(z) 1 <B and 
4’(z) + d(z) 
P’(Z) = 2 (1 _ z4(z))2 . 
Thus, 
Ip,(--)l~21z~‘~~~+~~~~/ l-lz9(z)l’ 
1 -[z&2)1* . / 1 -z&z)1 
= 
2 b@(z) +&)I . Re(p(z)) 
1- Izd(z)\’ 
I ‘-f(z) I + I d(z) I 
<~WP(Z)). 1-lz4(z)12 
<2Re(p(z)), IZI (I- 14(~)12YU - lz12)+ l4b)l 
l- M412 
(2.27) 
2 Re{p(z)} . l&)1 + Izl 
= l-lz(2 1 + I z I I d(z) I. 
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The second last inequality follows from Caratheodory’s inequality (see 
Caratheodory [ 1, p. 181). The function (l&)1 + lzl)/(l + IzI I b(z)/) is 
monotonically increasing with respect to I@(z) 1 and 14(z) I <B; hence on 
Izl =r, 
To see that the result is sharp, we consider the function &,(z) = 
[A + T(z)]/[ 1 + AT(z)]. Then 
($b(z) = (1 - A)* T(z) 1--a* 
[l +AT(z)]*’ 
T(z)= - (1 -az)*’ 
At z= -r, 
Iz&,(z)+q$,(z)I = r(l -A2)(1 -‘*I +B, 
a+r 
(1 +AC)*(l +ar)* 
C=- 
1 +ur 
,zl~-I~~~~~12+I~~~z~I~~~~--A2~C~-~2~-~~l+B 
l-lzJ2 (1 -r*)(l +AC)* 
r(1 -A’)(1 -a’) 
=(l+AC)2(l+ur)2+B 
as 1 - T*(z) = (1 - a’)( 1 - z’)/( 1 - uz)‘. Consequently, 
Iz&(z)+4&)I = Izl l ;‘my’ + lGMz)l 
at z = -r. Also, the bound I d(z) I d B is attained for &,(z) at z = -r. Hence 
the sharpness of the theorem follows. 
As a simple consequence of (2.27) we have 
2.3. COROLLARY. ZfP(z) E P(u, b), then 
IP’(O)I a55 
Equality occurs for the function 
(2.28) 
PO(Z) = 
1 -z* 
=1+2 
u+A 
1 -2z(u+A)/(l +uA)+z2 
-z+ ,.. 
1 +uA 
409:126,‘1-17 
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For the next result we make use of 
2.4. DIEUDONN~S LEMMA. Let w(z) be regular in A and such that 
w(0) =0 1 w(z)\ < 1 in A. Then,for ZEA, 
Iz12- Iw(z)l’ 
Izw’(z)-w(z)I d 1 -lzl2 . (2.29) 
Proof Write w(z) =zI,!I(z), where t,+(z) is regular and satisfying 
1 tJ(z) 1 < 1 in A. Then the assertion follows from Caratheodory’s inequality 
that 
1 - I 4+) I * lV(z)lG 1-lz12 3 ZE A. 
2.5. THEOREM. Zfp(z)~ P(a, b), then on IzI = r < 1, 
Re ZP’(Z) 
i I 
2r B+r 
P(Z) 
a--.- 
1-r’ l+Br 
(2.30) 
B being as given by (2.7). The result is sharp. 
Proof: Write p(z) = [ 1 + w(z)]/[ 1 - w(z)], w(z) being as given by (2.5). 
Then 
_ r* I P(Z) + 1 I2 - I P(Z) - 1 I* 
(1 -r*) IP( 1 ’ (2.31) 
We have seen previously that the image of ) z / < r under p(z) is contained 
in the disc 1 p(z) - ~1 dd, where 
1 + B*r* 
cc=-- d=&. 
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Now, put p(z) = a + u + iv, 1 p(z) I= R; then (2.31) becomes 
+ 
(1 -cr)(l -a-2u)-r2(1+l%)(l fcr+2u) 
(1-r2)R I. 
Denote the right-hand side by S(u, u), then we have 
dS 
- u T(u, u), 
% - 2R4 
where 
T(u, u) = 2(a + u) + 2R3 - (u’ + v2)R 
+&[r”(l+a)(l+cc+2u)-(1-a)(l-a-2u)].(2.32) 
Now, 
2 2B2r2 2r2 
1+a=- - 
1 - B2r2’ 
l--a= jyjq-- 
1 - B2r2 
asB<l. 
Hence 
2ur2(1+cc)+2u(l-a)3224 
2r2 2r2 
--- 
1 - B2r2 
= 0, 
and so, 
r2(1 +cc)(l +cx+224)-(1 -cr)(l -a-214) 
1 -r2 
,r2(I+cc)2-(l-a)2 
/ 
1 -r2 
1 4r2 4B4r4 
= 1 (1 - B2r2)2 - (1 - B2r2)2 1 
(2.33) 
In view of (2.32) and (2.33) we get 
T(u, u) 2 2(cl+ u) + 2R3 + (d’ - u2 - v2)R > 0. 
262 V. V. ANH 
Hence the minimum of S(u, U) on the disc 1 p(z) - c( 1 6 d is attained when 
u = 0 and u E [ -d, d]. Setting v = 0 we obtain 
1 +r2 
S(u,O)=a+u-~. 
Since dS(u, O)/du > 0, the minimum of S(u, 0) is attained at the endpoint 
a-d, the value of which is 
2r B-f-r 
S(a-d,O)= --.- 
1-r’ l+Br 
Equality in (2.30) occurs for the function pO(z) which is extremal for 
Theorem 2.1. 
2.6. Remark. We note that the lower bounds for Re{p(z)} and 
Re{zp’(z)/p(z)}, p(z) E P(a, 6), are attained for the same function p,,(z) at 
z = -r over the whole range 0 < r < 1. Hence the lower bound for 
Re a>O,/I30, IzJ =r-c 1, 
over P(a, b) may be obtained directly from (2.6) and (2.14) and is sharp for 
~~(2) at z = -r. 
3. STARLIKE FUNCTIONS WITH A CONSTRAINT 
In this section we obtain the distortion theorem, the covering theorem, 
the radius of convexity and some coefficient bounds for S*(a, b). By means 
of the distortion theorem for S*(a, b), we establish corresponding distor- 
tion bounds for C,* [a] and 2;. Some coefficient inequalities for Z:,*[u] and 
C: are also derived. 
3.1. THEOREM. Let f(z) E S*(u, b), b d (1 + a’)/( 1 -a*); then on 
Iz( =r< 1, 
I r 
1+2Mr+r* d If( 6 1-2Mr+r*’ 
1 -r* 1 -r2 
(l+2Mr+r2)* “‘(‘)” (l-2Mr+r2)*’ 
(3.1) 
A4 being us given in Theorem 2.1. The results are sharp. 
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Proof For f(z) E S*(a, 6), we have 
log*+ = IO 5 zP(t)- 1 dl ) P(Z) E P(4 b). 
Hence taking the real part of both sides and substituting 5 = zt in the 
integral we get 
Theorem 2.1 now yields, on 1 zt 1 = rt, 
Re{P(ztj-l}> - 2r(a+A)/(l +aA)+2r*t 
1+2rt(a+A)/(l +aA)+r*t*’ (3.4) 
Hence, from (3.3) and (3.4) 
1 
If(z)l>rexp 
i[ 
2r(u + A)/( 1 + uA) + 2r2t dt 
0 -1+2rt(u+A)/(l +uA)+r*t* 1 
r 
= 1+2r(a+A)/(l +uA)+r*’ 
The second inequality of (3.1) may be similarly derived using Theorem 2.1. 
To prove (3.2) we write 
lf'M=~f+~ I P(Z)l, P(Z) E P(a, b) 
and apply the above results and Theorem 2.1. 
All the bounds are sharp for the function 
f(z) = 
Z 
1-2z(u+A)/(1+&4)+2*’ 
(3.5) 
Let r -+ 1 in the lower bound for 1 f(z) I in (3.1) we obtain the covering 
theorem for S*(u, 6): 
3.2. COROLLARY. The image of the unit disc under etjery function 
contains the 
;‘t +uzly;$?+u)(l +A),-‘. 
disc of centre 0 and radius 
From the observation that g(z) EE$[u] if and only if l/g(z) E S*(u, b) 
with b = (1 + a’)/( 1 - a*), the following results are obtained immediately 
from (3.1). 
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3.3. COROLLARY. Let g(z) E Z,*[u]; then on /Z 1 = r < 1, 
[l -4ar/(l +a2)+r2]/r< I g(z)1 6 [l +4ar/(l +a’)+r’],‘r. (3.6) 
The inequalities are sharp for the function 
g(z)=;-4u/(l+u2)+z. 
In view of (3.6) and the relationship (1.2) we get 
3.4. COROLLARY. Let f(z) E 2~; then on 1 z 1 = r < 1, 
a2( 1 - 4ur/( 1 + a’) + r2) 
~z-u~2~l-uz~2 ~lf’(z)l~ 
u2(1 +4ur/(l +u’)+r’) 
lz-u12 I1 -uzl’ 
The bounds are attained for the function 
f(z)= - 
uz(l-2uz/(l +a*)) 
(Z-a)(1 -uz) 
Taking into account Remark 2.6, we prove 
(3.8) 
3.5. THEOREM. The radius of convexity of S*(u, h) is given by the only 
root in (0, 1) of the equation 
1 +uA-2(u+A)r-6(1 +uA)r2-2(a+A)r3+(1 +uA)r4=0. 
Proof. For f(z) E S*(u, b), we deduce that 
Re{l+$$$}=Re{P(z)+z}, (3.9) 
p(z) E P(u, b). Applying Theorems 2.1 and 2.5 to the terms of the right- 
hand side of (3.9) yields on I z I = r, 
Re{l+G} 
2 
1 +uA-2(u+A)r-6(1 +uA)r2-2(u+A)r3+(1 +uA)r4 
(l-r’)(l+Br)(l+uA+(u+A)r) 
It is clear that the numerator has only one zero in (0, 1). The extremal 
function f(z) given by (3.5) shows that the result is sharp. 
We next consider the coefficient problem for S*(u, b), Z,*[u], and C:. 
We require first the following coefficient inequality over P(u, b). 
EXTREMALPROBLEMS 
3.6. LEMMA. Let p(z) = 1 + p, z + p2z2 + . . . E P(a, b); then 
IP2-~P:l~2-~lPJ2. 
The result is sharp. 
Proof. From the representation formula (2.5) we may write 
P(Z) = 
1 + z&z) 
1 -z&z)’ 
where d(z) = [A + T(z) $(z)]/[ 1 + AT(z) 11/(z)] = 6, + b,z + . 
Caratheodory’s inequality we have 
lb, l<l-Ib,12. 
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(3.10) 
(3.11) 
From 
(3.12) 
. . 
Substituting the series expansion for p(z) and b(z) in (3.11) and equating 
the coefficients, we get 
hzl = P1/2, b, = VP2 - P3/4. (3.13) 
Inequality (3.10) now follows from (3.12) and (3.13). We have seen in the 
proof of Theorem 2.2 that the equality in (3.12) occurs for the function 
&,(z)= [A + T(z)]/[l +AT(z)]. Hence (3.10) is sharp for the function 
PC@) = El + 4(z)l/C1 - 4dZ)l~ 
3.7. THEOREM. Let f(z) = 
I a2 
I a3 
+ a2z2 + u3z3 + . . . E S*(a, 6); then 
a+A 
62p 
1 +aA’ 
Proof Equating coefficients in the expression zf’(z)/f(z) = p(z), p(z) = 
1 +plz+p,z2+ ... E P(a, b), we obtain a2 = pI, 2~2, = pf + p2. The bound 
for la, I is therefore given by (2.28). For la, I we have 
2~~,~=IP,-~P:+~P:~ 
62-blP1 12+51P112 from (3.10) 
=2+lp, I2 
from (2.28). 
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Hence 1 a3 1 < 1 + 2[(a + A)/( 1 + aA)12. The bound for 1 a, / is attained 
for the function f(z) given by (3.5). 
3.8. THEOREM. Letg(z)=z-‘+b,,+b,z+ ... ~C$[al; then 
lbOl~&, lb, 1~1 
The results are sharp. 
Proof For g(z) E L’,*[a], we have 
zg’(z) 
- = -p(z) 
k?(Z) 
for some p(z) = 1 + p1 z + p2z2 + . . . E P(a, (1 + a”)/( 1 - a”)). Hence, after 
equating coeffkients, we get b, = - p, , 2b, = pf - p2. The bound for I b, 1 
is given by (2.28). For I b, I we have 
2lb, IWp:-p21+$lp1 l2 
<2-ilP, 12++lp, I2 from (3.10) 
= 2. 
Both inequalities are sharp for the function g(z) given by (3.7). 
3.9. COROLLARY. Let f(z) = z + a2z2 + a3z3 + . E E;,; then 
~a2-+$3> 
3a, _ 4( 1 + a*) a 
2 
+ 1 + 4a2 + a4 
a* 
< 1. 
a 
Proof For f(z)~L’;, there exists g(.z)=z-‘+b,+b,z+ *.. EC$[U] 
which is related to j(z) by (1.2). Hence equating coefficients in the 
expression ( 1.2) we get 
2(a, - (1 + a2)/a) = b,, 3a,-4a2(l+a2)/a+(1+4a2+a4)/a2=b,, 
from which the results follow and are sharp for the function f(z) given by 
(3.8). 
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4. NOSHIR~WARSCHAWSKI FUNCTIONS WITH A CONSTRAINT 
In PI, MacGregor studied the class of functions f(z) = 
z + u*z* + u3z3 + . . . for which Re{f’(z)} >O in A. It follows from 
Noshiro-Warschawski’s theorem that these functions are univalent in A. In 
this section we consider the class F(a, 6) of Noshiro-Warschawski 
functions which are subject to the constraint 
f’(u) = b, O<u<l,b>l. 
4.1. THEOREM. Forf(z)EF(u, b), b<(l +a’)/(1 -a*), IzI =r< 1, 
1 -r* 
l+2Mr+r 
2 d Wf’(z)) 6 , -iir2+ y2’ 
s 
r (l-t*)& 
0 1+2Mt+t 
The results are sharp. 
ProoJ Since f’(z) E P(a, b), the bounds for Re{f’(z)} follow 
immediately from Theorem 2.1. The bounds for 1 f(z) 1 are derived from the 
fact that 
f(z) = 1: f ‘(0 d< = 1: f ‘(te”)e” dt. 
The results are sharp for the function 
(4.1) 
4.2. THEOREM. The radius of convexity of F(u, b) is given by the only 
root in (0, 1) of the equation 
1 -4r*-4r3(a+A)/(1 +uA)-r4=0. 
Prooj For f(z) E F(u, b), we may write 
1 + zf”(z) -= 
f’(z) 
1 + ZP’(Z) 
PO’ 
ZEA, 
for some p(z) E P(u, 6). An application of Theorem 2.5 yields, on 
Izl=r<l, 
Re{l+$$}> 
l-4r*-4r3(u+A)/(1 +uA)-r4 
(1-r*)(l +Br)(l+r(u+A)/(l +uA))’ 
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The numerator has only one root in (0, 1). Hence the assertion follows. The 
functionf(z) given by (4.1) shows that the radius is best possible. 
4.3. THEOREM. Zff(z) = z + a2z2 + . . E F(a, b), then 
Proof: Write f’(z)=p(z) for p(z)=l+p,z+ ... EP(a,b); then 
2a, = p,. The bound now is given by (2.28) and is sharp for the function 
f(z) in (4.1). 
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