The concept of quasi-continuity and the new concept of almost compactness for a function are the basis for the extension of the contraction principle in large devi ations presented here. Important equivalences for quasi-continuity are proved in the case of metric spaces. The relation between the exponential tightness of a sequence of stochastic processes and the exponential tightness of its transform (via an almost compact function) is studied here in metric spaces. Counterexamples are given to the non-metric case. Relations between almost compactness of a function and the goodness of a rate function are studied. Applications of the main theorem are given, including to an approximation of the stochastic integral.
Introduction
The contraction principle (see for example [2 In Sections 3 and 4, we develop the concepts of "quasi-continuity" and "almost compact ness", and we give the extension of the contraction principle, with the main result being the following.
Xn G Theorem 1.1 Assume � −↑ X −↑ Y, X , Y are metric spaces, and {X n } satisfies the large deviation principle with good rate function I α . Define G x = {y ≥ Y| (�x n ↑ x) G(x n ) ↑ y}.
If for every x with I α (x) < ≤, G satisfies
• Every sequence converging to x has a subsequence along which the function G converges.
• For every y ≥ G x there is a sequence {x n } converging to x such that G(x n ) ↑ y, G is continuous at x n and I α (x n ) I α (x). ↑ Then {(X n , G(X n ))} satisfies the large deviation principle with good rate function I 0 defined by:
(1.1) ≤ : otherwise In particular, {G(X n )} satisfies the large deviation principle with rate function I given by:
We have some applications of the main results from Sections 3 and 4 Corollary 1.2 Assume {X n } ≥ R satisfies the large deviation principle with good rate func tion I α and G is a cadlag (caglad) function on the real line. If I α is continuous at every x where G is discontinuous and I α (x) < ≤, then {(X n , G(X n ))} satisfies the large deviation principle with rate function I 0 defined by 1.1. In particular, {G(X n )} satisfies the large deviation principle with rate function I defined by 1.2.
Corollary 1.3
If {X n } ≥ R satisfies the large deviation principle upper bound and G is a cadlag (caglad) function on the real line, then {(X n , G(X n ))} satisfies the large deviation principle upper bound with a rate function defined by 1.1.
Let A ≥ and A denote the interior and the closure of a set A respectively. Corollary 1.4 Let f i : E −↑ F be continuous functions between metric spaces and let {A i } be a measurable partition of E such that for all i, A ≥ = A i . If X n ≥ E satisfies the large i deviation principle with good rate function I α continuous on {x|I α (x) < ≤, (�i) x ≥ γA i } and f = f i on A i , then {(X n , f (X n ))} satisfies the large deviation principle with good rate function I 0 defined by 1.1. In particular, {f (X n )} satisfies the large deviation principle with a rate function defined by 1.2.
In Section 3, we are primarily interested in functions that are not continuous. That is why the definitions of quasi-continuity and almost compactness play an important role in the desired extension. These concepts are important by themselves as can be appreciated in metric spaces under the equivalence presented in the first theorems of Sections 3 and 4. Cadlag and caglad functions are quasi-continuous and almost compact for example. In Section 4, before the above theorem is studied, we present two theorems as extensions of the contraction principle upper bound and lower bound respectively. The main theorem follows immediately from these results. In this same section we develop the concept of almost compactness to achieve a large deviation principle upper bound.
Section 5 briefly discusses the relation between the functions G, I α and I 0 as defined in the previous section, but here no large deviation principle is assumed. Here we also study the relation between the "almost compactness" of the function G and the goodness of the rate function I α . We find interesting equivalences among them, which allow us to say that the almost compact functions are the "right functions" to look at for purposes of an extension of the contraction principle. It is interesting to say that the extension presented here, is mainly a topological extension, not a "probabilistic extension" because the hypotheses have to do merely with the topological structure of the space; the basic assumption is that the function G and the rate function I α are "topologically related". This extension, in this sense, is different from many others.
Section 6 focuses on the relation between exponential tightness of a sequence of stochastic processes and the "almost compactness" of a function G. Statements of almost compactness in locally compact and metric spaces are studied, a diagram is provided to illustrate how almost compactness may be checked in different cases. This section includes two counterex amples to the following assertions that hold in metric spaces but not on general topological spaces
• K compact and G almost compact implies that the closure of G(K) is compact
• a sequence {X n } of random variables being exponentially tight plus G almost compact implies that G(X n ) is exponentially tight.
Finally Section 7 discusses an application of the main theorem to ∂− approximations to the stochastic integral.
Observations On Other Extensions
Precisely, the contraction principle is as follows:
Theorem 2.1 Contraction Principle Let X , Y be Hausdorff topological spaces and f :
X −↑ Y a continuous function. If a sequence of random variables X n satisfies the large deviation principle with good rate function I on X and if we define then their theorem implies that f (X n ) satisfies the large deviation principle with some rate function, provided that X n does. The claim is, indeed, true. However these conditions on f and I imply that f is continuous at each x satisfying I(x) < ≤, and the conclusion follows by Puhalskii [9, Theorem 2.2].
Remark 2.3
If for every τ > 0, f restricted to the level set {x : I(x) ⊇ τ} is continuous and the rate function I satisfies Condition 2.1, then f is continuous at each x satisfying I(x) < ≤.
Proof: Let x satisfy I(x) ⊇ τ < ≤. Then it can not happen that there is a sequence {x n }
converging to x such that I(x n ) converges to infinity. (Otherwise, for all m, x would be in {z : I(z) > m} and then for all m
which is impossible.)
Therefore if I(x) ⊇ τ < ≤ and x n converges to x, then lim I(x n ) < ≤, and there exists n M such that all the values x n , n ∧ M are inside of a level set. But restricted to this level set, f is continuous. Hence f (x n ) converges to f (x • For any τ > 0, h restricted to {x : I(x) ⊇ τ} is continuous
• For all x with I(x) < ≤ and for all
then {h n (X n )} satisfies the large deviation principle with rate function given by
In this theorem, the second hypothesis implies the first one, but before proving this fact, consider the following extension due to Arcones [1, Theorem 2.1].
Theorem 2.5 If X n satisfies the large deviation principle with good rate function I and f is a measurable function between two metric spaces and {f n } is a sequence of measurable functions such that for all x with I(x) < ≤ and for all x n −↑ x, we have
then a large deviation principle holds for f n (X n ), and if it happens that for each x with I(x) < ≤, f is continuous at x, then the rate function for the sequence {f n (X n )} is good.
The result of Arcones looks more general than the previous one from Puhalskii, but in fact, it is not.
Remark 2.6
If for all x with I(x) < ≤ and for every sequence {x n } converging to x we have f n (x n ) −↑ f (x), then for all τ > 0, f restricted to {x : I(x) ⊇ τ} is continuous.
Then f restricted to {x : I(x) ⊇ τ}, is continuous � 
for all � > 0, then {f (X γ )} satisfies the large deviation principle in Y with the good rate function I. such that for every ∂ > 0, P [X γ ≥ F → ] = 1 and such that for every L ∧ 0,
restricted to F → , satisfies the large deviation principle, with the good rate function I ∞ given
Variation 2.8 can be obtained quickly by noticing that the set where the rate function I is finite, is a subset of F → , therefore using Lemma 4.1.5 (b) in [2] we obtain that {X γ } satisfies the large deviation principle on F → with rate function Î such that Î = I on F → and Î = ≤ on the complement of F → . If we consider f L a continuous extension to F → of the restriction of f to F L , we can now apply Theorem 2.7 on the set F → .
Variation 2.9 Let {f γ : ∂ ∧ 0} be family of continuous maps from X into Y. If
for all � > 0, then {f γ (X γ )} γ>0 satisfies the large deviation principle, with the good rate The extension presented here is different from the previous ones. Here we conclude a large deviation principle for f (X n ) for a discontinuous function f.
The examples described in Section 7 and Corollaries 1. 
Quasi-Continuity
Let X , Y be topological spaces and let G be a function from X to Y. We will denote a net in X by {x � } and a sequence by {x n }. Define
every pair (U, W) of neighborhoods of x and y respectively, there is a non-empty open subset
We say that the function G is quasi-continuous if it is quasi-continuous at every point of its domain.
Quasi-continuity is an old concept. In 1899, Baire stated that first Volterra observed the fact that every separately continuous function f : R × R −↑ R is quasi-continuous. It was Kempisty [7, pp.185 ] who called this property of separately continuous functions quasicontinuity. This concept has been studied by Gangster [4] . In particular he relates different notions of continuity. This concept is also known as semicontinuity.
Note that any continuous function is quasi-continuous. We give useful ways of checking that a function is quasi-continuous.
We will use the notation V open to denote that the set V is open.
Theorem 3.2
The following are equivalent.
If the spaces are metric and complete, then the previous two conditions are equivalent to the following three:
3. For each x ≥ X , there is a sequence {x n } such that x n ↑ x, G(x n ) ↑ G(x) and such that for all n, G is continuous at x n 4. For each x ≥ X , there is a sequence {x n } such that x n ↑ x, G(x n ) ↑ G(x) and such that for all n, G is quasi-continuous at x n 5. For each x ≥ X , y ≥ G x there is a sequence {x n } such that x n ↑ x, G(x n ) ↑ y and such that for all n, G is continuous at x n Proof:
[2 ∞ 3] (In the case of a metric space). Let U 0 be any non-empty open subset of X , r 1 ≥ U 0 and W 0 any open set containing G(r 1 ). Take n 1 a positive integer such that
Applying the hypothesis to r 1 , B 1/2n 1 (r 1 ), B 1/2n 1 (G(r 1 )) we have that there is an open non-
Applying the hypothesis to r 2 , B 1/2n 2 (r 2 ), B 1/2n 2 (G(r 2 )), we have that there is an open non-
If we continue in this way, we can find sequences: {r k }, {n k }, such that:
Therefore we obtain that:
Claim G is continuous at r.
We just proved that for any triple (r 1 ,
If x ≥ X , there is a sequence {x n } such that for each n
Therefore there is a sequence {x n } such that x n ↑ x, G(x n ) ↑ G(x) and for all n, G is continuous at x n .
Since G is quasi-continuous at x N , there is an open non-empty subset U 0 of U such that G(U 0 ) → W, and 2 follows.
[3 ∞ 5] Note that if X and Y are metric, we can replace "nets" by "sequences" in the
By hypothesis, there is a sequence {z n k } k with z n k ↑ z n , {G(z n k )} ↑ G(z n ) as k ↑ ≤ and for all k, G is continuous at z n k . For each n there is k n such that z n kn B 1/n (z n ) and ≥ G(z n kn ) ≥ B 1/n (G(z n )). If we let x n = z n kn we have that:
Here we just apply the hypothesis to the point y = G(x) ≥ G x and the conclusion is exactly what we want to prove. � Observation The following conditions imply that G is quasi-continuous:
The proof is the same as the one: 4∞2
Some examples of quasi-continuous functions on R are all the cadlag and caglad functions, α (x) + n , and
Lower Bound
For a function I taking non-negative values, and a subset A of its domain, we denote by I(A) the infimum of the values of I on the subset A.
The following lemma will be helpful: Lemma 4.2 I 0 is lower semicontinuous.
then there are open sets U, W containing x and y respectively
there is a net converging to x � whose image under G converges to y � . Therefore, U G −1 (W ) would not be empty. Hence y � ≥ / G x� , which implies that ⇒
Then a large deviation principle lower bound holds for {(X n , G(X n ))} with rate function I 0 .
Proof: By the previous lemma, it is enough to prove the large deviation principle lower
Applying our hypothesis we obtain:
To finish, it would be enough to prove that
we would like to prove that:
It is enough to prove (4.2) for y ≥ G x . If I α (x) = ≤, then I 0 (x, y) = ≤ so (4.2) holds. Then we can assume that I α (x) < ≤ and that y ≥ G x .
Take η ≥ B y with B δ y → O 2 and take n any natural number. Since x ≥ O 1 and, by
and there is a non-empty open set U n containing δ n
Taking n ↑ ≤, we obtain (4.2). �
In the following theorem, given a function f and a rate function I, C f represents the set of points where f is continuous, Q f represents the set of points where f is quasi-continuous, and F I represents the set of points where I is finite. 
and such that for all n, G is continuous at
and such that for all τ, G is continuous at x � .
Proof: Let x, y with I α (x) < ≤ and y ≥ G x [2 ∞ (4.1)] Since G is continuous and I α (x) < ≤ we really have: y = G(x). Of course, if
Using the quasi-continuity of G we can find a net {x � } → O and a collection of open sets {U � } such that:
Using the continuity of I α we can find τ 0 with
Any sequence is a net, so the result follows from: 5 ∞ (4.1)
O ∩ x and η ≥ B y . We need to find a point x such that : Proof: This proof follows from 2 ∞ (4.1) and 3 ∞ (4.1) in the previous theorem. �
Upper Bound
Now we give an extension of the contraction principle upper bound:
Definition 4.6 We say that G is an almost compact function at x if for every net {x � } converging to x, there is a subnet along which G converges to a point y ≥ Y. We say that G is almost compact if it is almost compact at every x ≥ X . Define K G to be the set of points where G is almost compact.
Theorem 4.7 Let G be a measurable function with respect to the Borel sigma-algebra in X .
Any of the following conditions implies that a large deviation principle upper bound holds for the couple {(X n , G(X n ))} with rate function I 0 .
1. For every x ≥ F I � and every net {x � } converging to x either there is a subnet {x � } along which G converges to some point y ≥ Y or there is a subnet {x � } along which
(If the space X is metric) For every x ≥ F I � and every sequence {x n } converging to x either there is a subsequence {x n k } along which G converges to some point y ≥ Y or there is a subsequence {x n k } along which I α (x) = lim k I α (x n k ).
� � �
Proof: Let F be a closed set in the product space, and define H F = {x ≥ X : (x, G(x)) ≥ F }.
To finish the proof of this theorem it would be enough to prove that each of the two conditions in the theorem implies I 0 (F ) ⊇ I α H F , or, equivalently, that for every
, hence, we can assume that H F = ∪ ⇔.) Let then
x be in H F and {x � } → H F with x = lim x � . We can assume that I α (x) is finite (otherwise (4.3) would be trivial).
[1 ∞ (4.
3)] Consider the net x � that converges to x. Assume first that there is a subnet
Finally assume that there is a subnet x � along which
[2 ∞ (4.
3)] Here the proof is as before because in metric spaces we can find a sequence
satisfies the large deviation principle upper bound with rate function I 0 .
� � � �
Proof: It is enough to prove that F I � K G C I � implies the hypothesis of Theorem 4.7. → Let x ≥ F I � and let x � be a net converging to x. If x ≥ K G , then there is a subnet x � along which G converges to some point y ≥ Y. If x ≥ C I � , then the same net x � satisfies
The hypothesis of Corollary 4.5 implies that F I � K G C I � , hence, the hy → pothesis of Corollary 4.5 implies not only a large deviation principle lower bound but also a large deviation principle for {(X n , G(X n ))} .
Finally we have a theorem combining the upper and lower bound:
Theorem 4.10 Suppose that for each x ≥ F I � , and y ≥ G x , G is almost compact at x and there is a sequence {x n } such that x n x, G(x n ) y, I α (x n ) I α (x) and for all ↑ ↑ ↑ n, G is continuous at x n . Then a large deviation principle holds for {(X n , G(X n ))} with rate function I 0 .
In particular, {G(X n )} satisfies the large deviation principle with rate function I given by:
While in Theorem 1.1 the rate function is good, in Theorem 4.10 we do not know if this is the case. The results from the next section will allow us to conclude the goodness of the rate function. • If x ≥ A ≥ i , then f is continuous at x.
• If x ≥ / A i ≥ , then x ≥ A i − A ≥ → γA i , and I α is continuous at x. We will prove that f i is quasi-continuous at x. Let n > 0. Since
therefore f is quasi-continuous at x. 
Almost Compactness and Goodness
In this section we will not assume anything about large deviation principles. We work here with a general non-negative lower semicontinuous function I α , G any function from X to Y, and I 0 as defined in the beginning of the previous section. We study the relationship between almost compactness and the goodness of the rate function.
We remark that if X and Y are metric, we can replace "nets" by "sequences" in the definition of G Proof: Let {(x n , y n )} be a sequence in I 0
Since I 0 (x n , y n ) = I α (x n ) ⊇ M and I α is good, there is a subsequence {x n k } of {x n } that converges to some x. Note that
and I α (x) < ≤ Using the almost compactness of G, we have that there is a subsequence:
.. of the previous one such that G(x n k 1 ), G(x n k 2 ), ... converges to some y. We note that y ≥ G x and hence I 0 (x, y) = I α (x).
We note that
We say that a R-valued function f is locally bounded if for each x in its domain, there is M and a neighborhood U of x such that sup u≤U f (u) ⊇ M.
Theorem 5.3
If I 0 is good and I α is locally bounded, then G is almost compact at each x in F I � .
Proof: Let x ≥ F I � and x � with x � x. Since I α is locally bounded, we can find a subnet ↑
Proof: We know that {(x, y) : I(x, y) ⊇ M } is compact on the product space. Projecting on the first coordinate is a continuous function and continuous maps take compact sets into compact sets. Therefore this implies the compactness of the level set {x :
From the above theorems we know that if I α is good, and locally bounded on F I � , then :
G is almost compact ⊆ I 0 is good. Or if you prefer: If I α is locally bounded on F I � , then I 0 is good ⊆ I α is good and G is almost compact.
Remark 5.5 Assume {X n } satisfies the large deviation principle with a rate function I α locally bounded on F I � . Define
If {X n , G(X n )} satisfies the large deviation principle upper bound with good rate func tion I 0 , then G is almost compact at each x ≥ F I � and I α is good 2. Conversely, if G is an almost compact function at each x ≥ F I � and I α is good, then {X n , G(X n )} satisfies the large deviation principle upper bound with good rate function
Another observation is that quasi-continuity does not imply almost compactness; take the indicator (−≤, 0] plus the product of 1/x with the indicator of (0, ≤)
Almost compact does not imply quasi-continuous. Simply take the function that is zero at zero and sign(x) everywhere else.
It is false that if a function is almost compact, then it is measurable. Take the indicator of a non-measurable set.
Finally we have the following observation:
Proposition 5.6 If G is almost compact and I 0 is locally bounded on F I 0 , then I α is locally bounded on F I � .
Proof: Let x satisfy I α (x) < ≤, and let {x � } be a net converging to x. Then there is a subnet {x δ } of {x � } with G(x δ ) y for some y and y ≥ G x . Then I 0 (x, y) = I α (x) < ≤. ↑ Since (x δ , G(x δ )) converges to (x, y) and I 0 is locally bounded on F I 0 , there is a subnet
we have a subnet {x � } of {x � } with lim � I α (x � ) < ≤, and hence I α is locally bounded on F I � . �
Almost Compactness and Exponential Tightness
Xn G
We assume in all this section the following situation: � We study here
equivalences of almost compactness and some relations between exponential tightness and almost compactness.
Lemma 6.1 Consider the following statements:
3. For any x ≥ X and any sequence converging to x there is a subsequence along which Proof.
[2 ∞ 3] Given a sequence {x n } converging to x, the set K = {x n : n ∧ 1} ∅ {x} is compact, by hypothesis, J = G(K) is compact, J contains the net G(x n ), then it has a converging subnet, again, by the same argument as before, we can find a subsequence of {x n } along which G converges. 
We will prove that J is compact. Let {z n } be a sequence in J. Then there are sequences
Since {x n } → K and K is compact, there is a subsequence {x n � } of {x n } such that x n � ↑ x. Since G is almost compact, there is a subsequence {x n �� } of {x n � } such that G(x n �� ) converges to some y. But {y n �� = G(x n �� )} ↑ y and d(z n �� , y n �� ) ↑ 0, hence z n �� ↑ y. Since {z n �� } is a subsequence of {z n } and J is closed, y ≥ J. This shows that J is compact.
[3 ∞ 1] (If X and Y are metric) First we note that G x is compact: Let {y n } be a sequence in G x , then for each n there is sequence {x k n } k converging to x as k ↑ ≤ such that
By hypothesis, the sequence {x kn } has a subsequence {x k n � } along which G converges n n � to some y ≥ Y. Hence the corresponding subsequence {y k � } of {y n } converges to y, as n n ↑ ≤, therefore y ≥ G x , and then G x is compact and closed.
Let {x � } �≤A −↑ x. For each n, there is τ n such that if τ > τ n , then G(x � ) ≥ B n ∈ {y : d(y, G x ) < 1/n} (otherwise we can find a sequence {x n } converging to x along
pact, the net {y � } has a subnet {y δ } converging to some y ≥ Y. If η > τ n , then
Hence {G(x δ )} converges to y.
[2 ∞ 1] (If X is locally compact) Take x � −↑ x, U a compact neighborhood of x, then there is τ 0 such that if τ ∧ τ 0 , then x � ≥ U, therefore the compact set G(U ) contains the net {x � } ��� 0 , therefore it has a converging subnet, which is a subnet of the original. because Y is compact, but it is not almost compact by sequences because the sequence x n converges to x but the sequence {G(x n )} has no converging subsequence. A basic is a ball inside of R × (0, ≤) or a basic is C x : the upper bound of a ball with center γ on the x axis minus its diameter plus its center, i.e. Proof. Let τ > 0. Then there is a compact set J such that:
� where the first inequality follows from
is exponentially tight. � Remark 6.4 If {µ n } is exponentially tight and G is almost compact, {µ n ≡ G −1 } is not necessarily exponentially tight.
Proof:
Take X and Y as in the previous remark provided with those topologies. Define G by:
Then G is an almost compact function that is not continuous. Consider: . . .
Let m n be supported on A n , and let µ n (B) = m n {x : (x, 0) ≥ B}.
Claim {µ n ≡ G −1 } is not exponentially tight.
Proof:(claim) Assume the opposite. Then there is a compact set K such that
K has a finite number of points on the x−axis. Let x 0 be the smallest positive number such that (x 0 , 0) ≥ K. If K does not have a point on the x−axis, take x 0 = 2. Take n with
for m big enough. Therefore n 1 ×(0, m(m
There is some k such that
which is impossible. �
The following theorem says that, under certain assumptions, it is enough to check the upper bound just on "closed boxes" instead of all closed sets.
Theorem 6.5 If {(X n , G(X n ))} satisfies the large deviation principle upper bound on "closed boxes" with rate function I 0 defined by 1.1 on a metric space, then {(X n , G(X n ))} satisfies the large deviation principle upper bound and I 0 is good.
Proof: From Lemma 6.3, {G(X n )} is exponentially tight, hence {(X n , G(X n ))} is exponen tially tight. Therefore it is enough to prove the upper bound for K compact.
Theorem 5.1 assures that I 0 is good and any good function satisfies:
Then the large deviation principle upper bound holds. � Finally if we combine the upper and lower bound in the previous, theorem we obtain Theorem 1.1. L(x, y, x, ˙ẏ) = ||ẋ (t)|| 2 +||ẏ(t)|| . In this case the rate function I α is the rate function for � ∂W , where W is the Brownian motion. We will prove that for a sequence of processes (X n , Y n )
satisfying a large deviation principle with this rate function, a large deviation principle can be obtained for G γ (X n , Y n ) where G γ is an ∂-approximation of the stochastic integral that will be defined next.
Let {(X n , Y n )} be a sequence of random functions on C 0 ([0, ≤), The goal is to prove a large deviation principle for (X n , Y n , G γ (X n , Y n )). In a paper soon to appear ([5, Theorem 2.1]) , we prove that G γ is an almost compact function.
We introduce and prove the following lemmas that will be useful. Proof: It is clear that if F is continuous F x = {F (x)}. Conversely, assume that F x = {F (x)}. Let {x n } be a sequence converging to x. Using the almost compactness of F , we can find a subsequence {x n � } converging to x along which F converges to some y. Then y ≥ 
Proof: Since z ≥ G γ (x,y) . Then there is a sequence {(x n , y n )} converging to (x, y) such that G γ (x n , y n ) converges to z uniformly on bounded time intervals.
Let k ∧ 1 be fixed. Since
Using a diagonal argument, we can select {x n k � } n � a subsequence of {x x n � (� k γ (x n � )), y n � (� k γ (x n � )) x k (r m ), y k (r m ) . 
