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INTERTWININGS, SECOND-ORDER BRASCAMP-LIEB
INEQUALITIES AND SPECTRAL ESTIMATES
MICHEL BONNEFONT AND ALDE´RIC JOULIN
Abstract. We explore the consequences of the so-called intertwinings between
gradients andMarkov diffusion operators onRd in terms of second-order Brascamp-
Lieb inequalities for log-concave distributions and beyond, extending our in-
equalities established in a previous paper. As a result, we derive some conve-
nient lower bounds on the (d+1)th positive eigenvalue depending on the spectral
gap of the dual Markov diffusion operator given by the intertwining. To see the
relevance of our approach, we apply our spectral results in the case of perturbed
product measures, freeing us from Helffer’s classical method based on uniform
spectral estimates for the one-dimensional conditional distributions.
1. Introduction
Following our previous study [1], the purpose of these notes is to further explore
the consequences in terms of spectral-type functional inequalities of the so-called
intertwinings between gradients and Markov diffusion operators of the form
Lf = ∆f − (∇V )T ∇f.
Here V is some nice potential on Rd such that the measure µ with Lebesgue
density proportional to e−V is the unique invariant probability measure. Actually,
the intertwining approach revealed to be a powerful tool to establish Poincare´
and Brascamp-Lieb type inequalities for these operators, giving some important
informations on its spectrum and more precisely on its spectral gap λ1. Recall
that the principle of the intertwining is to write the gradient of a given diffusion
operator as a matrix operator of Schro¨dinger type acting on the gradient, and
then to exploit the specific properties of this alternative operator. In [1] our idea
was to consider in the intertwining a weighted gradient instead of the classical
Euclidean gradient, the weight being given by the multiplication by an invertible
square matrix A depending on the space variable. As a result, the presence of this
weight enabled us to address Brascamp-Lieb type inequalities for many different
Markovian dynamics including the log-concave case, i.e. V is convex, and beyond,
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each situation of interest corresponding more or less to a convenient choice of
weight A.
In the recent years, there have been various extensions of the Brascamp-Lieb
inequality taking different forms, which can be established by several methods
in connection with optimal transport and celebrated conjectures such as the (B)
and KLS conjectures. See for instance the following non-exhaustive list of articles
[18, 14, 17, 6, 23, 8, 28, 24, 7] and mainly the recent paper of Cordero-Erausquin
[13] in which, using mass transportation techniques, he established among other
things the following improved Brascamp-Lieb inequality: if the Hessian matrix
∇2V is positive-definite, then for every µ-centered smooth function f orthogonal
to the coordinate functions in L2(µ), then
Varµ(f) ≤
∫
Rd
(∇f)T
(
∇2V + λ1 I
)−1
∇f dµ,
where Varµ(f) denotes the variance of f with respect to µ and I is the identity
matrix. Applied to the uniform log-concave case, i.e. V is uniformly convex,
the quantity ρ(∇2V ) denoting the smallest eigenvalue of ∇2V , such an inequality
entails immediately the following lower bound on the (d+1)th positive eigenvalue,
λd+1 ≥ λ1 + inf ρ(∇
2V ),
a relevant estimate since the multiplicity of the spectral gap λ1 is at most the
dimension d, as noticed by Barthe and Cordero-Erausquin in [3], following an
argument of Klartag [23]. We use the terminology “second-order Brascamp-Lieb
inequality” to qualify Cordero-Erausquin’s inequality since it is related to a higher
order eigenvalue than the spectral gap λ1. Although optimal in the standard
Gaussian case, there is still room for extension of these results, in particular in
view to relax the uniform convexity assumption on the potential V .
Actually, Cordero-Erausquin’s paper, which is reminiscent of a previous work
with Barthe [3], is the starting point of the present paper. Indeed, we intend to
make a further step in this direction by addressing these issues in more general
situations and to investigate the consequences of these inequalities for higher or-
der eigenvalues. Our approach, different from Cordero-Erausquin’s one but more
comparable to that used in [3], is based on the L2 method of Ho¨rmander [20] and
combined with the intertwining technique, yields a family - parametrized by the
matrix A - of new second-order Brascamp-Lieb inequalities. As a result, we get
some lower bounds on λd+1 for more general functions V . Certainly, estimating
higher order eigenvalues for these operators or more generally for weighted Lapla-
cians on Riemannian manifolds has a long story and can be treated classically by
heat kernel upper bounds [26] and more recently by the so-called super Poincare´
inequalities [30] or by comparison techniques between model spaces [27]. However
our estimates on λd+1 are not really comparable to these ones since our objectives
are somewhat different: instead of studying the potential optimality of the esti-
mates with respect to the parameters of interest of the problem, we rather want
INTERTWININGS, BRASCAMP-LIEB INEQUALITIES AND SPECTRAL ESTIMATES 3
to obtain some simple criteria on the potential V , allowing us to consider some
interesting situations which do not enter into the previous framework, ensuring
such convenient lower bounds to hold.
Let us briefly describe the content of the paper. In Section 2, we recall some
basic material on Markov diffusion operators together with the underlying spectral
quantities of interest. In the spirit of our previous work [1], we introduce the so-
called intertwinings between gradients and Markov diffusion operators. Section 3
is then devoted to Brascamp-Lieb type inequalities of the first and second orders,
with a special emphasis on the consequences in terms of spectral quantities, cor-
responding to our main results: we obtain some new lower bounds on the higher
order eigenvalue λd+1 which depend on the spectral gap of the dual Markov diffu-
sion operator given by the intertwining. Finally, we apply in Section 4 our spectral
results in the case of perturbed product measures. In particular our approach re-
veals to be an alternative to Helffer’s classical method based on uniform spectral
estimates for the one-dimensional conditional distributions.
2. Preliminaires
2.1. Basic material. Let C∞(Rd,R) be the space of infinitely differentiable real-
valued functions on the Euclidean space (Rd, | · |), d ≥ 2, and let C∞0 (R
d,R) be
the subspace of C∞(Rd,R) of compactly supported functions. Denote ‖ · ‖∞ the
essential supremum norm with respect to the Lebesgue measure. We consider the
Markov diffusion operator defined on C∞(Rd,R) by
Lf := ∆f − (∇V )T ∇f,
where V is a smooth potential on Rd whose Hessian matrix ∇2V is, with respect
to the space variable, uniformly bounded from below (in the sense of symmetric
matrices). Above ∆ and ∇ stand respectively for the Euclidean Laplacian and
gradient and the symbol T means the transpose of a column vector (or a matrix).
Let Γ be the carre´ du champ operator which is the bilinear symmetric form defined
on C∞(Rd,R)× C∞(Rd,R) by
Γ(f, g) :=
1
2
(L(fg)− f Lg − g Lf) = (∇f)T ∇g.
If e−V is Lebesgue integrable on Rd, a condition which will be assumed throughout
the whole paper, then we denote µ the probability measure with Lebesgue density
proportional to e−V on Rd. The operator L, which is symmetric with respect to
µ, that is, for every f, g ∈ C∞0 (R
d,R),
Eµ(f, g) :=
∫
Rd
Γ(f, g) dµ = −
∫
Rd
f Lg dµ = −
∫
Rd
Lf g dµ =
∫
Rd
(∇f)T ∇g dµ,
is non-positive on C∞0 (R
d,R). By completeness, the operator is essentially self-
adjoint, i.e. it admits a unique self-adjoint extension (still denoted L) with domain
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D(L) ⊂ L2(µ) in which the space C∞0 (R
d,R) is dense for the norm induced by L,
‖f‖D (L) :=
√
‖f‖2L2(µ) + ‖Lf‖
2
L2(µ).
The closure (Eµ,D(Eµ)) of the bilinear form (Eµ, C
∞
0 (R
d,R)) is a Dirichlet form on
L2(µ) and by the spectral theorem we have the dense inclusion D(L) ⊂ D(Eµ) for
the norm induced by Eµ,
‖f‖D (E µ) :=
√
‖f‖2L2(µ) + ‖|∇f |‖
2
L2(µ).
In particular the form domain D(Eµ) coincides with the Sobolev space H
1(µ).
In terms of the spectrum σ(−L) of the operator −L, recall that it is divided
into two parts: the essential spectrum, that is, the set of limit points in σ(−L)
and eigenvalues with infinite multiplicity, and the discrete spectrum, i.e., the com-
plement of the essential spectrum consisting of isolated eigenvalues with finite
multiplicity. All the elements of the spectrum, called in the sequel eigenvalues by
abuse of language, are counted with their multiplicity. Then the Courant-Fischer
min-max theorem [29] gives us the variational formulae for the eigenvalues of the
operator −L. More precisely, the first eigenvalue is λ0 = 0, possibly embedded in
the essential spectrum, the constants being the associated eigenfunctions. Denot-
ing ⊥ the scalar product in L2(µ), if we set for every n ∈ N∗,
λn = sup
g0,g1,...,gn−1∈L2(µ)
inf
f∈D (L)
f⊥gi, i=0,...,n−1
−
∫
Rd f Lf dµ∫
Rd f
2 dµ
, (2.1)
then either λn is located below the bottom of the essential spectrum and thus it
is actually the nth positive eigenvalue of the discrete spectrum or it is itself the
bottom of the essential spectrum, all the λm coinciding with λn when m ≥ n,
and there are at most n − 1 positive eigenvalues in the discrete spectrum below.
The supremum is realized when the gi are the associated eigenfunctions and this
is the case at least if the spectrum is discrete, for instance when the potential V is
uniformly convex. Note moreover that as usual the infimum above might be taken
over C∞0 (R
d,R) instead of D(L) since C∞0 (R
d,R) is dense in D(L) for the norm
induced by L and thus for that induced by Eµ.
The variational formula (2.1) leads to the following observation: if the following
Poincare´-type inequality with constant λ > 0 holds,
λ
∫
Rd
f 2 dµ ≤ −
∫
Rd
f Lf dµ, (2.2)
for every function f ∈ C∞0 (R
d,R) such that f ⊥ gi for some functions gi in L
2(µ),
i = 1, . . . , n− 1, g0 being constant, then we have the lower estimate
λn ≥ λ.
As usual, the case n = 1 corresponds to the classical Poincare´ inequality and
involves λ1 (= λ1 − λ0), the so-called spectral gap of the operator −L, governing
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the exponential speed of convergence in L2(µ) of the semigroup (etL)t≥0: for every
function f ∈ C∞0 (R
d,R) centered, i.e. such that µ(f) :=
∫
Rd f dµ = 0 (in other
words, f ⊥ 1),
‖etLf‖L2(µ) ≤ e
−λ1t ‖f‖L2(µ). (2.3)
For instance there exists a spectral gap as soon as the potential V is convex, cf
[22, 5]. This is also the case when V is not convex but only convex at infinity,
at the price of a perturbation argument, cf. [25]. In particular the spectral gap
is related to the regularity of the solution to the Poisson equation as follows: for
every f ∈ C∞0 (R
d) centered, the Poisson equation
Lg = f, (2.4)
admits a unique smooth centered solution g = −(−L)−1f ∈ D(L). Here, the
operator (−L)−1 or more generally (−L)−α for α > 0 is well-defined as a Riesz-
type potential:
(−L)−α :=
1
Γ(α)
∫ +∞
0
tα−1 etL dt, (2.5)
where Γ is the famous Gamma function Γ(α) :=
∫ +∞
0 t
α−1e−t dt, cf. e.g. [2], and
the inequality (2.3) leads to the boundedness in L2(µ) of the operator (−L)−α,
α > 0. This argument will be at the heart of the forthcoming analysis with the L2
approach of Ho¨rmander [20].
2.2. Intertwinings. Now let us turn our attention to the notion of intertwining
studied in the recent paper [1]. Denote L the diagonal matrix operator
L =

L
. . .
L
 ,
which acts naturally on the space C∞(Rd,Rd) of smooth vector fields F : Rd → Rd.
Letting A : Rd →Md×d(R) be a smooth invertible matrix, we denote the matrix
MA := A∇
2V A−1 −ALA−1.
We assume furthermore that the following equivalent assertions are satisfied: if we
denote the positive-definite S = (AAT )−1, then
the matrix (A−1)T ∇A−1 is symmetric;
the matrix (A−1)T LA−1 is symmetric;
the matrix SMA is symmetric;
the matrix A−1 MAA is symmetric.
Then if L2(S, µ) denotes the space consisting of vector fields F such that
‖F‖L2(S,µ) :=
√∫
Rd
F T S F dµ <∞,
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then the operator LA defined as
LAF = LF + 2A∇A
−1∇F,
is symmetric and non-positive on C∞0 (R
d,Rd) ⊂ L2(S, µ), the subspace of C∞(Rd,Rd)
of compactly supported vector fields: for every F,G ∈ C∞0 (R
d,Rd),∫
Rd
(LAF )
T S Gdµ =
∫
Rd
F T S LAGdµ = −
∫
Rd
(∇F )T S∇Gdµ.
Above, the gradients act by contraction as follows: if A−1 = (ai,j)i,j=1,...,d then
∇A−1∇F is a vector field defined by(
∇A−1∇F
)
i
:=
d∑
j,k=1
∂ka
i,j ∂kFj , i ∈ {1, . . . , d},
and moreover,
(∇F )T S∇G :=
d∑
i,j,k=1
∂kFi Si,j ∂kFj.
Then the operator LA is essentially self-adjoint on C
∞
0 (R
d,Rd) and admits a unique
extension (still denoted LA) with domain D(LA) ⊂ L
2(S, µ). Such a property also
holds for the Schro¨dinger-type operator LMAA := LA −MA, under the additional
assumption that the matrix
A−1 MAA = ∇
2V − LA−1 A,
is uniformly bounded from below. We still denote LMAA its extension with domain
D(LMAA ) ⊂ L
2(S, µ).
Once the various protagonists of interest have been introduced, we recall the
intertwining relation emphasized in [1]: for every f ∈ C∞(Rd,R),
A∇Lf = LMAA (A∇f). (2.6)
If we define the subspace ∇A = {A∇f : f ∈ C
∞
0 (R
d)} ⊂ C∞0 (R
d,Rd) of weighted
gradients, then the previous analysis can be carried on for the restrictions of the
operators LA and L
MA
A to ∇A, the corresponding self-adjoint extensions being
denoted LA|∇A and L
MA
A |∇A and having respective domains
D(LA|∇A) = D(LA) ∩ {A∇f : f ∈ D(L)},
and
D(LMAA |∇A) = D(L
MA
A ) ∩ {A∇f : f ∈ D(L)}.
Note however that the restricted operator LMAA |∇A is symmetric and non-positive
even if the four equivalent assertions above are not assumed, a property directly
inherited from that of the operator L, according to the intertwining (2.6).
Before turning the Brascamp-Lieb inequalities, we mention that a convenient
choice of matrix A, which will be used in the sequel, is given by
(AT )−1 = JH ,
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whereH ∈ C∞(Rd,Rd) is a diffeomorphism and JH denotes the associated Jacobian
matrix. Indeed we have in this case
A−1 MAA = ∇
2V − LJTH (J
T
H)
−1,
and some computations allows us to rewrites it as the matrix
−JTLH (J
T
H)
−1,
which is the multi-dimensional version of the practical criterion emphasized in
the one-dimensional case by the authors in [8, 10]. Such an identity will be used
many times in the sequel. Note however that this matrix has no reason a priori
to be symmetric and therefore one has to choose carefully the diffeomorphism H
to ensure this property.
3. Brascamp-Lieb inequalities and spectral estimates
As observed in [1], the intertwining approach has many interesting consequences
in terms of functional inequalities and among them Brascamp-Lieb type inequali-
ties of first and second orders, to which this section is devoted to.
3.1. First-order Brascamp-Lieb inequalities. Recall first that the classical
Brascamp-Lieb inequality [11] stands as follows: if the matrix ∇2V is positive-
definite, then for every sufficiently smooth function f , we have
Varµ(f) ≤
∫
Rd
(∇f)T (∇2V )−1∇f dµ, (3.1)
where Varµ(f) denotes the variance of f under µ, i.e.
Varµ(f) := µ(f
2)− µ(f)2.
In contrast to the classical Poincare´ inequality, such an inequality always admits
extremal functions given by f = cT ∇V + m with c ∈ Rd and m ∈ R some
constants.
Before stating the main results of the present paper, let us first introduce a key
lemma. The idea is to write conveniently the variance by using the intertwining
(2.6), in the spirit of the L2 method of Ho¨rmander [20]. Since the assumptions
in force below do not ensure automatically a spectral gap, we have to assume the
existence of a solution to the Poisson equation (2.4).
Lemma 3.1. Assume that the matrix ∇2V −LA−1 A is symmetric and uniformly
bounded from below. Assume moreover that for every centered f ∈ C∞0 (R
d), there
exists a unique smooth centered solution g ∈ D(L) to the Poisson equation f = Lg.
Then we have the identity:
Varµ(f) = −2
∫
Rd
(A∇f)T S A∇g dµ+
∫
Rd
(A∇g)T S LMAA (A∇g) dµ.
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Proof. We have
Varµ(f) = 2Varµ(f)− Varµ(f)
= 2
∫
Rd
f Lg dµ−
∫
Rd
(Lg)2 dµ
= −2
∫
Rd
(∇f)T ∇g dµ+
∫
Rd
(∇g)T ∇Lg dµ
= −2
∫
Rd
(A∇f)T S A∇g dµ+
∫
Rd
(A∇g)T S A∇Lg dµ
= −2
∫
Rd
(A∇f)T S A∇g dµ+
∫
Rd
(A∇g)T S LMAA (A∇g) dµ,
where in the last line we used the intertwining (2.6). 
Actually, this key lemma enables to recover briefly the Brascamp-Lieb type
inequality obtained in [1], which can be seen as an extension of the classical
Brascamp-Lieb inequality (3.1) corresponding to the choice below of the matrix
A = I. Beyond its simplicity, let us give a short proof of this inequality to see
how the use of Lemma 3.1 brings a new point of view. We assume that the matrix
∇2V − LA−1 A is symmetric and positive-definite. At the price of an approxima-
tion procedure somewhat similar to that emphasized in [1], we might assume the
existence of a spectral gap for the operator −L so that letting f ∈ C∞0 (R
d,R), we
can use the following identity provided by the intertwining (2.6) and involving the
solution g to the Poisson equation (2.4):
A∇f +MAA∇g = LA(A∇g).
Using then Lemma 3.1 and noticing that
AT SM−1A A =
(
∇2V − LA−1 A
)−1
,
we have
Varµ(f) = −2
∫
Rd
(A∇f)T S A∇g dµ+
∫
Rd
(A∇g)T S LMAA (A∇g) dµ
=
∫
Rd
(A∇g)T S LA(A∇g) dµ+
∫
Rd
(A∇f)T SM−1A A∇f dµ
−
∫
Rd
(A∇f +MAA∇g)
T SM−1A (A∇f +MAA∇g) dµ
=
∫
Rd
(A∇g)T S LA(A∇g) dµ+
∫
Rd
(∇f)T
(
∇2V − LA−1 A
)−1
∇f dµ
−
∫
Rd
(
A−1 LA(A∇g)
)T (
∇2V −LA−1 A
)−1
A−1 LA(A∇g) dµ.
Finally, since the matrix (∇2V − LA−1 A)
−1
is positive definite and the operator
LA is non-positive on L
2(S, µ), the first and third terms are non-positive and we
INTERTWININGS, BRASCAMP-LIEB INEQUALITIES AND SPECTRAL ESTIMATES 9
then obtain the following Brascamp-Lieb type inequality: for every f ∈ C∞0 (R
d,R),
Varµ(f) ≤
∫
Rd
(∇f)T
(
∇2V − LA−1 A
)−1
∇f dµ, (3.2)
which is the inequality derived in [1]. In particular if the smallest eigenvalue of
this matrix is uniformly bounded from below by some positive constant, then we
obtain the following estimate on the spectral gap:
λ1 ≥ inf ρ
(
∇2V −LA−1 A
)
. (3.3)
Above, for a given symmetric positive-definite matrix M , the quantity ρ(M) de-
notes its smallest eigenvalue.
Coming back to our initial remark, we observe that the non-positive remainder
terms which were ignored to get the Brascamp-Lieb type inequality (3.2) enables
us to identify more carefully the potential extremal functions, an issue left open
in [1]. Indeed the equality in (3.2) holds if and only if the vector field A∇g is an
eigenfunction associated to the eigenvalue 0 for the operator −LA, meaning that
A∇g is a constant vector, say c ∈ Rd, and thus it yields by the intertwining (2.6),
∇f = A−1 LMAA (A∇g) = −
(
∇2V −LA−1 A
)
∇g,
which has no reason a priori to be a gradient. Hence it may happen that there
is no extremal function f saturating (3.2) without assuming any other additional
condition on the matrix A. As mentioned at the end of Section 2, a convenient
choice to go one step beyond is to set A = (JTH)
−1 where H ∈ C∞(Rd,Rd) is some
diffeomorphism such that the matrix
∇2V − LJTH (J
T
H)
−1 = −JTLH (J
T
H)
−1,
is symmetric and positive-definite. Then we obtain
g = cT H −
∫
Rd
cT H dµ and thus f = cT LH + µ(f).
In other words, under some technical conditions on the diffeomorphism H , the
extremal functions of the Brascamp-Lieb type inequality (3.2) are of the type
cT LH +m with c ∈ Rd and m ∈ R, the choice H(x) = x recovering the classical
Brascamp-Lieb inequality (3.1).
3.2. Second-order Brascamp-Lieb inequalities and spectral estimates. As
mentioned in the Introduction, there have been many extensions of the Brascamp-
Lieb inequality (3.1) in the recent years, which can take different forms and can
be established by various methods, our previous inequality (3.2) being an example
of such inequalities. Among all the interesting references on the topic, the recent
article of Cordero-Erausquin [13] exhibits an improvement of the Brascamp-Lieb
inequality (3.1) under an additional orthogonality assumption. More precisely, if
the matrix ∇2V is positive-definite, then for every f ∈ C∞0 (R
d,R) such that
Covµ(f, id) = 0,
10 MICHEL BONNEFONT AND ALDE´RIC JOULIN
where id is the identity vector field id(x) = x on Rd and Covµ(f, id) is the vec-
tor of Rd whose coordinates are the covariances between the function f and the
coordinates xi, then we have the second-order Brascamp-Lieb inequality
Varµ(f) ≤
∫
Rd
(∇f)T
(
∇2V + λ1 I
)−1
∇f dµ. (3.4)
As a direct consequence, the Courant-Fisher theorem entails the following spectral
estimate
λd+1 ≥ λ1 + inf ρ(∇
2V ), (3.5)
permitting when V is uniformly convex (recall that the spectrum is discrete in
this case) a control from below of a higher order eigenvalue, namely the (d+ 1)th
positive eigenvalue λd+1. In particular, the fact that we obtain an estimate beyond
the spectral gap, corresponding to a first order, justifies the terminology “second-
order” to qualify this Brascamp-Lieb type inequality. The eigenvalue estimate (3.5)
is optimal for the standard Gaussian distribution, i.e. for the potential V = | · |2/2,
since λ1 = 1 is of multiplicity d and λd+1 = 2. The presence of the eigenvalue λd+1
is relevant since in this convex setting it is different from λ1, the multiplicity of the
latter being at most the dimension d, as noticed by Barthe and Cordero-Erausquin
in [3], following an argument of Klartag [23]. Note however that the multiplicity
of λ1 has no reason to be systematically equal to d, as it might be observed for a
centered Gaussian distribution with independent coordinates of different variances.
We mention that we will come back to this problem of maximal multiplicity in a
moment.
In the sequel, we generalize via the intertwining approach Cordero-Erausquin’s
inequality (3.4) by obtaining more general second-order Brascamp-Lieb inequali-
ties, together with a lower bound on λd+1 allowing us to consider examples beyond
the case of a uniformly convex potential V (in particular the essential spectrum
might not be empty). It corresponds to the two main contributions of the present
paper.
Actually, the proof of the inequality (3.2) leads us to consider more carefully
the non-positive term ∫
Rd
(A∇g)T S LA(A∇g) dµ.
Hence the Brascamp-Lieb type inequality (3.2) will be improved as soon as we are
able to bound from above this term by some non-positive quantity, and this is the
matter of the forthcoming analysis. The price to pay for such an improvement is
to assume the existence of a spectral gap for the operator −LA, or more precisely
for its restriction −LA|∇A to the subspace of weighted gradients to which we turn
now.
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First let us consider the notion of mean in the space L2(S, µ). We assume in
the sequel that the matrix
∫
Rd S dµ defined by(∫
Rd
S dµ
)
i,j
=
∫
Rd
Si,j dµ, 1 ≤ i, j ≤ d,
is well-defined and invertible. Now, for every F ∈ L2(S, µ), the mean mS(F ) of
the vector field F is defined as
mS(F ) =
(∫
Rd
S dµ
)−1 ∫
Rd
S F dµ,
and is the unique constant vector of Rd satisfying
mS(F ) = argmin
c∈Rd
∫
Rd
(F − c)T S (F − c) dµ.
In particular, every constant vector c ∈ Rd belongs to L2(S, µ) and we have
mS(c) = c. Moreover, for every F,G ∈ L
2(S, µ),∫
Rd
(F−mS(F ))
T S (G−mS(G)) dµ =
∫
Rd
F T S Gdµ−mS(F )
T
(∫
Rd
S dµ
)
mS(G).
In the sequel, for a given vector field F ∈ L2(S, µ), we set
F˜ = F −mS(F ),
which is thus centered in L2(S, µ), i.e. for every c ∈ Rd,∫
Rd
cT S F˜ dµ =
∫
Rd
F˜ T S c dµ = 0.
We are now in position to define the spectral gap in L2(S, µ) of the operator −LA
by the variational formula
λA1 = inf
{
−
∫
Rd F˜
T S LAF˜ dµ∫
Rd F˜
T S F˜ dµ
: F ∈ D(LA)
}
= inf
{
−
∫
Rd F
T S LAF dµ∫
Rd F
T S F dµ
: F ∈ D(LA),
∫
Rd
S F dµ = 0
}
.
Actually, except for practical issues as we will see next, the quantity of interest
to consider is not the spectral gap of −LA but the spectral gap of its restriction
−LA|∇A acting on the space of weighted gradients, i.e.
λA1 |∇A := inf
{
−
∫
Rd F˜
T S LAF˜ dµ∫
Rd F˜
T S F˜ dµ
: F ∈ D(LA|∇A)
}
= inf
{
−
∫
Rd F
T S LAF dµ∫
Rd F
T S F dµ
: F ∈ D(LA|∇A),
∫
Rd
S F dµ = 0
}
.
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In particular, we obtain a lower bound on λA1 |∇A, say λ > 0, as soon as the following
Poincare´ inequality holds: for every f ∈ C∞0 (R
d,R),
λ
∫
Rd
A˜∇f
T
S A˜∇f dµ ≤ −
∫
Rd
A˜∇f
T
S LA(A˜∇f) dµ. (3.6)
Note that the two spectral gaps λA1 and λ
A
1 |∇A have no reason to coincide, λ
A
1 |∇A
being only larger than λA1 by its very definition.
We are now able to state the first main result of the paper, corresponding to
a second-order Brascamp-Lieb inequality. Once again, since the matrix ∇2V −
LA−1 A is only assumed below to be symmetric and positive-definite, the spectral
gap λ1 might be zero and thus we have to assume a priori the existence of a solution
to the Poisson equation (2.4).
Theorem 3.2. Assume that the matrix ∇2V −LA−1 A is symmetric and positive-
definite. Moreover we assume that λA1 |∇A > 0. Let f ∈ C
∞
0 (R
d) be centered and
assume that there exists a unique smooth centered solution g ∈ D(L) to the Poisson
equation f = Lg. Then the following second-order Brascamp-Lieb inequality holds:
Varµ(f) ≤
∫
Rd
(∇f)T
(
λA1 |∇A I +∇
2V − LA−1 A
)−1
∇f dµ
+
∫
Rd
mS(A∇g)
T SMAmS(A∇g) dµ.
Proof. By Lemma 3.1 and the Poincare´ inequality (3.6), we have
Varµ(f) = −2
∫
Rd
(A∇f)T S A˜∇g dµ+
∫
Rd
(A∇g)T S LMAA (A∇g) dµ
−2
∫
Rd
(A∇f)T S mS(A∇g) dµ
≤ −2
∫
Rd
(A∇f)T S A˜∇g dµ−
∫
Rd
A˜∇g
T
S
(
λA1 |∇A I +MA
)
A˜∇g dµ
−
∫
Rd
mS(A∇g)
TSMAmS(A∇g) dµ− 2
∫
Rd
mS(A∇g)
TSMA A˜∇g dµ
−2
∫
Rd
(A∇f)T S mS(A∇g) dµ
=
∫
Rd
(A∇f)T S
(
λA1 |∇A I +MA
)−1
(A∇f) dµ
−
∫
Rd
ΘT S
(
λA1 |∇A I +MA
)−1
Θ dµ−
∫
Rd
mS(A∇g)
TSMAmS(A∇g) dµ
−2
∫
Rd
mS(A∇g)
TSMA A˜∇g dµ− 2
∫
Rd
(A∇f)T S mS(A∇g) dµ,
where Θ is defined by the quantity
Θ := A∇f + (λA1 |∇A I +MA) A˜∇g
= (LA + λ
A
1 |∇A I) (A˜∇g)−MAmS(A∇g),
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according to the intertwining (2.6). Now, we have
AT S
(
λA1 |∇A I +MA
)−1
A =
(
λA1 |∇A I +∇
2V − LA−1 A
)−1
,
and thus∫
Rd
ΘT S
(
λA1 |∇A I +MA
)−1
Θ dµ =
∫
Rd
(A−1 Θ)T
(
λA1 |∇A I +∇
2V
−LA−1 A
)−1
A−1 Θ dµ
≥ 0.
Finally, we note that using once again the intertwining (2.6),∫
Rd
(A∇f)T S mS(A∇g) dµ =
∫
Rd
mS(A∇g)
T S A∇f dµ
=
∫
Rd
mS(A∇g)
T S LMAA (A∇g) dµ
= −
∫
Rd
mS(A∇g)
T SMA A˜∇g dµ
−
∫
Rd
mS(A∇g)
T SMAmS(A∇g) dµ,
which achieves the proof. 
In the classical case A = I or, in other words, H = id, Theorem 3.2 and its
proof yield the following inequality: for every f ∈ C∞0 (R
d,R),
Varµ(f) ≤
∫
Rd
(∇f)T
(
∇2V + λ1I
)−1
∇f dµ+
∫
Rd
cT ∇2V c dµ
−
∫
Rd
ΘT
(
∇2V + λ1I
)−1
Θ dµ, (3.7)
where we recall that Θ is defined by
Θ := (L+ λ1 I) (∇g − c)−∇
2V c, with c :=
∫
Rd
∇g dµ.
Since the constant c can be rewritten in terms of the function f as c = −Covµ(f, id),
we recover and slightly improve with a remainder term Cordero-Erausquin’s in-
equality (3.4) in the case of the centering c = 0. Actually, it seems difficult to
remove the centering in his inequality (the reason is that the induced scalar prod-
uct (∇2V + λ1 I)
−1 in the right-hand-side of (3.4) depends on the space variable)
whereas our inequality (3.7) does not require any centering. Note that in the
uniformly convex case, the different centering∫
Rd
∇f dµ = 0, (3.8)
appeared in a first paper of Cordero-Erausquin and his coauthors [14] and then
in Harge´’s work [17], both to establish some second-order Poincare´ inequalities.
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Actually, the gradients ∇f and ∇g have no reason a priori to be centered simul-
taneously, except in the standard Gaussian case since we always have∫
Rd
∇f dµ = −
∫
Rd
∇2V ∇g dµ.
Moreover, it is also the case when the measure µ is unconditional (i.e. its Lebesgue
density is symmetric with respect to any coordinate hyperplane) as well as the
function f , as noticed by Barthe and Cordero-Erausquin in [3].
In the standard Gaussian case, the inequality (3.7) rewrites as
Varµ(f) ≤
1
2
∫
Rd
|∇f |2 dµ+ |c|2 −
1
2
∫
Rd
|(L+ I) (∇g − c)− c|2 dµ,
and after expanding the square in the last integral, we get the inequality
Varµ(f) ≤
1
2
∫
Rd
|∇f |2 dµ+
1
2
∣∣∣∣∫
Rd
∇f dµ
∣∣∣∣2 − 12
∫
Rd
|(L+ I) (∇g − c)|2 dµ, (3.9)
which slightly improves the inequality of Goldstein-Nourdin-Peccati [16] obtained
directly by a simple spectral decomposition using Hermite polynomials. Note
that the inequality (3.9) might also be obtained by spectral decomposition, with
equality if and only if f is a Hermite polynomial of degree one, two or three. In
particular, it would be interesting to compare (3.9) with the dimensional dependent
inequalities appearing in the literature, namely with the two following inequalities
obtained through the Borrell-Brascamp-Lieb approach:
◦ Bobkov-Ledoux’s inequality [6] :
Varµ(f) ≤ 6
∫
Rd
|∇f |2 dµ− 6
∫
Rd
|(∇f)T x|2
d+ |x|2
dµ,
◦ Bolley-Gentil-Guillin’s inequality [7] :
Varµ(f) ≤
∫
Rd
|∇f |2 dµ−
∫
Rd
|f − (∇f)T x|2
d+ |x|2
dµ,
◦ and also to an inequality we established recently in [9] by exploiting the spher-
ical invariance of the standard Gaussian distribution,
Varµ(f) ≤
d(d+ 3)
d− 1
∫
Rd
|∇f |2
1 + |x|2
dµ.
Coming back to the general situation of Theorem 3.2, we have under the cen-
tering condition mS(A∇g) = 0 the tight inequality
Varµ(f) ≤
∫
Rd
(∇f)T
(
λA1 |∇A I +∇
2V −LA−1 A
)−1
∇f dµ.
As we may observe from the proof, the optimality in Theorem 3.2 is obtained if
and only if the Poincare´ inequality (3.6) is saturated and if Θ = 0. The equality
in (3.6) holds when A˜∇g is an eigenfunction associated to the eigenvalue λA1 |∇A
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for the restricted operator −LA|∇A. However, if it exists, we ignore its potential
expression even for the choice A = (JTH)
−1 for some convenient diffeomorphism
H ∈ C∞(Rd,Rd), which revealed to be relevant for the first-order Brascamp-Lieb
inequality (3.2) as we have seen previously.
Note that the centering condition mS(A∇g) = 0 essentially focuses on the func-
tion g, so that we cannot obtain directly an estimate on λd+1 since the orthogo-
nality conditions should be required only on the function f . However once again
the choice of the matrix A = (JTH)
−1, where H ∈ C∞(Rd,Rd) is a diffeomorphism,
allows us to solve this problem (we sometimes keep the notation A below in order
to avoid a heavy notation). We are now in position to state the second main result
of the present paper. Recall that in this case we have
∇2V − LA−1 A = −JTLH (J
T
H)
−1.
Theorem 3.3. Let H ∈ C∞(Rd,Rd) be a diffeomorphism. Set A = (JTH)
−1 and
assume that the matrix −JTLH (J
T
H)
−1 is symmetric and uniformly bounded from
below by some positive constant. Moreover, assume that we have λA1 |∇A > 0. Then
we get the following spectral estimate:
λd+1 ≥ λ
A
1 |∇A + inf ρ(−J
T
LH (J
T
H)
−1). (3.10)
Proof. The proof is straightforward: with this choice of matrix A, the centering
condition mS(A∇g) = 0 derived from Theorem 3.2 can be rewritten as follows:
0 =
∫
Rd
(AT )−1∇g dµ =
∫
Rd
JH ∇g dµ = −
∫
Rd
H Lg dµ = −
∫
Rd
H f dµ,
and using Theorem 3.2, the Courant-Fisher theorem entails the conclusion. 
Let us comment the potential optimality in the spectral estimate of Theorem
3.3. To do so, let us consider first the case of a general invertible matrix A such
that the matrix ∇2V − LA−1 A is symmetric and uniformly bounded from below
by some positive constant. By construction, the two operators of Schro¨dinger-
type L∇
2V and LMAA are unitary equivalent, the multiplication by the matrix A
−1
being an unitary transformation from L2(S, µ) to L2(I, µ), and therefore their
spectra coincide. The same argument applies for the restricted operators L∇
2V |∇I
and LMAA |∇A. Such a property has already been noticed in the papers [8, 1],
dealing with the bottom of the spectra. From the probabilistic point of view, this
transformation might be interpreted as a Doob’s transformation: “we multiply A−1
inside the operator and by A outside”. However the relation between the operators
L and L∇
2V is more subtle. Indeed they are not directly unitary equivalent but if
we restrict the first to the space orthogonal to constant functions, i.e. to const⊥ :=
D(L) ∩ {f ∈ L2(µ) : f ⊥ 1} and we consider the restricted operator L∇
2V |∇I ,
then there exists a unitary transformation between them, a property enlighten by
Johnsen in [21]. More precisely, if U stands for the operator U := ∇(−L)−1/2
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acting on const⊥, with values in D(L∇
2V |∇I ) and which is well-defined as a Riesz-
type potential (2.5), then U is a unitary mapping and we have the identity
L∇
2V = U LU−1.
Note that U might also be written as
(
−L∇
2V
)−1/2
∇. As a result, their spectra
coincide. Summarizing our situation, we have
σ (−L|const⊥) = σ
(
−L∇
2V |∇I
)
= σ
(
−LMAA |∇A
)
. (3.11)
Now, under the notation and assumptions of Theorem 3.3, we wonder if the equal-
ity can hold in (3.10). Assume that the measure µ is strictly log-concave, i.e. the
potential V is strictly convex. If the spectral gap λ1 is an eigenvalue of (maximal)
multiplicity d and the corresponding d eigenfunctions define some diffeomorphism
H ∈ C∞(Rd,Rd), then we have
−JTLH (J
T
H)
−1 = JTH λ1 I (J
T
H)
−1 = λ1 I,
or, in other words, MA = λ1 I so that from (3.11) we obtain in terms of spectra,
σ(−L)\{0} = {λ+ λ1 : λ ∈ σ (−LA|∇A)} ,
and since λ1 has multiplicity d, we get the formula,
λd+1 = λ
A
1 |∇A + λ1,
which is nothing but the equality in (3.10). Hence we observe that such an equality
might hold, at the price of some strong assumptions on the various quantities
of interest. Note however that with this choice of matrix A, the spectral gap
λA1 |∇A seems difficult to estimate since it depends on the vector field H whose
coordinates are the eigenfunctions associated to λ1, which are unknown in general,
except in some very particular cases. To conclude this section, we mention that
F. Barthe informed us recently [4] that the structure of the eigenspace associated
to the spectral gap in the strictly log-concave case might be understood in some
particular but non-trivial situations. Indeed, in a joint work in progress with B.
Klartag, they established the following nice result: if we know that the spectral gap
is attained, then its multiplicity is maximal at least when the potential V shares
the symmetries of the hypercube, that is, it is unconditional and also invariant
with respect to the coordinates permutations. Hence such an observation might
be useful for future investigation in this direction.
4. Examples
In this part, we concentrate on some situations where we can apply the spectral
estimate of Theorem 3.3.
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4.1. The general strategy. Recall first that we need some invertible matrix of
the type A = (JTH)
−1, where H ∈ C∞(Rd,Rd) is some diffeomorphism such that on
the one hand the matrix
∇2V − LA−1 A = −JTLH (J
T
H)
−1,
is symmetric and uniformly bounded from below by some positive constant and on
the other hand that there exists a spectral gap for the restricted operator −LA|∇A.
As we have seen previously, we have trivially λA1 |∇A ≥ λ
A
1 , a quantity which might
be easier to estimate, and thus from now on we focus our attention on the latter
spectral gap λA1 .
Actually, let us assume in the sequel that S is a diagonal matrix, since λA1 seems
to be inaccessible otherwise. We know then that λA1 is the optimal constant λ > 0
in the devoted Poincare´ inequality: for every vector field F ∈ C∞0 (R
d,Rd),
λ
d∑
i=1
∫
Rd
F˜ 2i Si,i dµ ≤
d∑
i=1
∫
Rd
|∇F˜i|
2 Si,i dµ,
with
F˜i = Fi −mS(F )i = Fi −
(∫
Rd
Si,i dµ
)−1 ∫
Rd
Fi Si,i dµ, i = 1, . . . , d.
Hence we deduce the equality:
λA1 = min
i=1,...,d
λi1, (4.1)
where λi1 is the spectral gap associated to the probability measure µ
i
A on R
d with
Lebesgue density proportional to Si,i e
−V . Indeed, applying the Poincare´ inequality
for each measure µiA directly gives the inequality ≥ in (4.1). The reverse inequality
is obtained by considering vector fields F with all coordinates vanishing except one.
In the sequel, we denote V iA the potential associated to the measure µ
i
A, that is,
V iA := V − log Si,i,
and LiA the corresponding operator given for every f ∈ C
∞(Rd,R) by
LiAf = ∆f − (∇V
i
A)
T ∇f = Lf + (∇ logSi,i)
T ∇f.
In terms of the diffeomorphism H , the matrix S rewrites as
S = JH J
T
H = (∇Hi∇Hj)i,j=1,...,d,
and requiring that S is a diagonal matrix means that the vector fields (∇Hi)i=1,...,d
form an orthogonal basis of Rd at each point x ∈ Rd. When the jacobian matrix
itself is diagonal, the diffeomorphism H has its coordinates depending only on the
ith coordinate xi: Hi(x) = hi(xi). The matrix A is thus diagonal and is given by
A(x) = diag 1/h′i(xi), x ∈ R
d, where for a given vector c ∈ Rd we denote diag ci
the diagonal matrix with ci on the i
th line. As we will see below, this choice has
the advantage to involve then some practical computations since on the one hand
the matrix −JTLH (J
T
H)
−1 is automatically symmetric and on the other hand the
18 MICHEL BONNEFONT AND ALDE´RIC JOULIN
operator LA is now a diagonal operator with the operator L
i
A on the i
th line: for
every F ∈ C∞(Rd,Rd),
(LAF )i(x) = L
i
AFi(x)
= LFi(x) +∇ log(a
−2
i,i )
T ∇Fi(x)
= LFi(x) + 2 ai,i(x) (∇a
−1
i,i )
T (x)∇Fi(x)
= LFi(x) + 2
h′′i (xi)
h′i(xi)
∂iFi(x).
In particular, we have
−JTLH(x) (J
T
H)
−1(x) =
(
−
∂iLhj(x)
h′j(xj)
)
i,j=1,...,d
= ∇˜2V (x)− diag
∂iLhi(x)
h′i(xi)
.
The presence above of the null diagonal matrix ∇˜2V := ∇2V − diag ∂2i,iV suggests
that we should not be far from Helffer’s approach [18] for estimating the spectral
gap in some models arising in statistical mechanics, which focuses mainly on a
uniform spectral gap assumption of the one-dimensional conditional distributions.
See also the works of [25, 15, 12] and more recently [3] in which the principle of the
method is nicely and shortly summarized. However it reveals that our intertwining
method is different from that emphasized by Helffer since ours is more global in
space and avoids the use of these one-dimensional conditional distributions.
4.2. The case of perturbed product measures. In order to have a better
comprehension of how our criteria involved in Theorem 3.3 could be applied, let
us consider the case of a perturbed product measure, namely the potential V is
given by
V (x) =
d∑
i=1
Ui(xi) + ϕ(x), x ∈ R
d,
and is assumed to be sufficiently smooth on Rd and such that the associated
measure µ is a probability measure. If the potentials Ui can be written at least
as the sum of uniformly convex and bounded potentials on R, and the function ϕ
is convex on Rd (the latter assumption might be weakened to a sufficiently small
non-positive lower bound on its Hessian matrix), then the whole potential V itself
can be decomposed as the sum of uniformly convex and bounded potentials on Rd
so that the perturbation principle of Holley and Stroock applies, cf. [19], the lower
bound obtained on the spectral gap depending poorly on the dimension. We will
see below that the intertwining approach leads us to a different set of assumptions,
allowing us to consider some interesting cases which do not enter into the previous
framework.
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Although the forthcoming analysis might be adapted to the non-convex case,
let us assume for the sake of simplicity that the Ui are convex. Since we have
∇˜2V = ∇˜2ϕ, some computations give us
−JTLH(x) (J
T
H)
−1(x) = ∇˜2V (x)− diag
∂iLhi(x)
h′i(xi)
= ∇˜2ϕ(x) + diag
(−Lihi)
′(xi)
h′i(xi)
+ diag ∂2i,iϕ(x)
+
∂iϕ(x) h
′′
i (xi)
h′i(xi)
,
where Li denotes the one-dimensional dynamics defined as
Lih(y) = h
′′(y)− U ′i(y) h
′(y), y ∈ R,
having an invariant measure whose Lebesgue density on R is proportional to
e−Ui . Choosing then the one-dimensional functions h′i = e
εiUi with the parameters
εi ∈ (0, 1/2) (so that h
′
i ∈ L
2(µ)) to be determined according to a case-by-case
examination, we obtain
−JTLH(x) (J
T
H)
−1(x) = ∇2ϕ(x)+diag
(
(1− εi)
(
U ′′i (xi) + εiU
′
i(xi)
2
)
+ εi∂iϕ(x)U
′
i(xi)
)
.
To ensure that the above matrix is uniformly bounded from below by some
positive constant, the trivial inequality ab ≥ −a2/2 − b2/2, a, b ∈ R, applied to
a = ∂iϕ(x) and b = εi U
′
i(xi) leads us to the following assumption: for every
i ∈ {1, . . . , d} there exists αi > 0 such that for every x ∈ R
d,
ρ(∇2ϕ)(x)−
∂iϕ(x)
2
2
+ (1− εi)U
′′
i (xi) + εi(1− 3εi/2)U
′
i(xi)
2 ≥ αi. (4.2)
Therefore Theorem 3.3 applies once we estimate from below the spectral gap λA1 ,
which reduces by (4.1) to estimate the spectral gap λi1 with a lower bound uniform
in i ∈ {1, . . . , d}. In the present context we have for every i ∈ {1, . . . , d},
e−V
i
A
(x) = Si,i(x) e
−V (x) = h′i(xi)
2 exp
− d∑
j=1
Uj(xj)− ϕ(x)
 ,
so that the potential V iA rewrites as
V iA(x) =
∑
j 6=i
Uj(xj) + (1− 2εi)Ui(xi) + ϕ(x), x ∈ R
d.
Therefore the spectral gap λi1 might be estimated from below by adapting imme-
diately the inequality (3.3). More precisely, we have to find some invertible matrix
B such that the matrix
∇2V iA − L
i
AB
−1 B,
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is symmetric and uniformly bounded from below by some positive constant, and
in this case we would obtain the estimate
λi1 ≥ inf ρ
(
∇2V iA − L
i
AB
−1 B
)
.
Above the matrix operator LiA is given by
LiA =

LiA
. . .
LiA
 .
Since the measures µ and µiA are somewhat similar, the one-dimensional potential
Ui being replaced by (1−2εi)Ui, a convenient choice of matrix B is to take a small
variation of A, i.e. diagonal with one-dimensional functions of the form e−εjUj for
j 6= i, and e−εi(1−2εi)Ui on the ith line. In other words, the two matrices A and B
coincide except on the ith line. Hence, we assume that there exists βi > 0 such
that for every x ∈ Rd,
ρ(∇2ϕ)(x)−
∂iϕ(x)
2
2
+(1−εi)(1−2εi)U
′′
i (xi)+εi(1−3εi/2)(1−2εi)
2U ′i(xi)
2 ≥ βi.
Note that since Ui is convex and εi ∈ (0, 1/2), we expect in practice βi ≤ αi.
Finally, we obtain the lower estimate
λi1 ≥ min{min
j 6=i
αj, βi},
and by the spectral estimate of Theorem 3.3, we get
λd+1 ≥ min
i=1,...,d
αi + min
i=1,...,d
min{min
j 6=i
αj , βi}.
Let us summarize our result, including a slight modification of the assumptions
above, to allow an easier use for applications.
Proposition 4.1. With the above notation, assume that the one-dimensional po-
tentials Ui are convex and that there exist constants c1 ∈ R, c2 > 0 and γ > 0 such
that:
• inf ρ(∇2ϕ) ≥ c1 and max
i=1,...,d
‖∂iϕ‖∞ ≤ c2,
• for every i ∈ {1, . . . , d} there exists εi ∈ (0, 1/2) such that:
(1− 3εi/2) (1− 2εi)
2
(
U ′′i (xi) + εi U
′
i(xi)
2
)
≥ γ.
Then, we obtain the following eigenvalue lower bounds:
λ1 ≥ γ + c1 −
c22
2
and λd+1 ≥ 2γ + c1 −
c22
2
.
Certainly our estimates above, which are meaningful only if the lower bounds are
positive, have no reason to be sharp, meaning that there is still room for improve-
ment in the choice of the (possibly non-diagonal) matrix A. However they offer a
robust and rather easy way to derive lower estimates on these spectral quantities
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of interest which are not necessarily true eigenvalues (they might correspond to
the bottom of the essential spectrum).
To see the relevance of our approach, let us consider the one-dimensional po-
tentials Ui(xi) = |xi|
a/a with a ∈ (1, 2), and a potential of interaction of the
type
ϕ(x) = c
d∑
i=1
|xi+1 − xi|, x ∈ R
d,
with the convention xd+1 := x1 and where c > 0 is a sufficiently small con-
stant. Note first that there are two main difficulties when trying to use Helf-
fer’s classical approach for this example: on the one hand dealing with the one-
dimensional potential Ui, it does not satisfy the uniform spectral gap assumption
required by the method, as noticed in [15] (the reason is that the infimum of
U ′′i is 0 and is attained at infinity) and on the other hand the strong condition
maxi∈{1,...,d} supx∈Rd ∂
2
i,iϕ(x) < ∞ required in [25] on the potential of interaction
is not satisfied. More precisely its regularized version
ϕτ (x) = c
d∑
i=1
√
τ 2 + (xi+1 − xi)2, with xd+1 := x1,
does not satisfy this assumption as τ → 0. However we are able to apply Proposi-
tion 4.1 as follows. After some computations on the regularized version and taking
the limit τ → 0, we obtain c1 = 0 and c2 = 2c. To compute the parameter γ, we
have first
inf
xi∈R
U ′′i (xi) + εi U
′
i(xi)
2 = (a− 1)
(
2− a
2εi
)1−2/a
+ εi
(
2− a
2εi
)2−2/a
.
Choosing then all the εi := 1 − a/2 ∈ (0, 1/2) leads us to the constant γ =
(3a− 2)(a− 1)2a/8, so that we obtain finally the estimates:
λ1 ≥
(3a− 2) (a− 1)2 a
8
− 2c2 and λd+1 ≥
(3a− 2) (a− 1)2 a
4
− 2c2.
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