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1. Introduction 
The main goal of this paper, and others like it, is to understand which factors influence 
the growth of an economy. They wish to answer the titular question of Aschauer (1989): is 
public expenditure productive? Many study the effect on productivity of spending on 
infrastructure because it is generally viewed as an attempt by government to increase 
productivity. If one finds that government expenditure has little to no effect, then it in fact 
becomes hurtful as the taxes used to fund it might have been productive if used by their original 
owner. Thus it is prudent to study how the efforts of government to increase productivity affect 
their economies. 
The specific question this paper attempts to answer is: how does the stock of 
infrastructure affect GDP growth in Europe in the post Soviet World? This paper differs from 
others in that it is targeted at a medium sized area. Studies of a similar nature look at either a 
worldwide sample or only a specific country. We break from this pattern by only looking at 
countries from continental Europe. Furthermore these studies focus either on just one indicator of 
infrastructure or on public expenditure in general. We again take the middle ground and look at 
multiple infrastructure indicators, rather than just one. 
For this study telecommunications, roads, and power generation act as the components of 
infrastructure in a per worker setting. Fixed effect and dynamic panel analysis create estimates 
for the effect of infrastructure accumulation based on a dataset covering 23 mainland European 
countries over the years 1996­2010. A set of standard growth determinants as well as lags of 
production serve as controls.  
 
2 
 
 
 
2. Literature Review 
Public expenditure, in particular spending on infrastructure, is commonly considered an 
effective way to increase productivity and economic development. Aschauer (1989) finds that a 
decrease in public expenditure can be linked to a decrease in productivity. Aschauer (1989) 
supports the idea that an increase in the stock of nonmilitary structures ­ roads, highways, and 
water systems ­ should receive considerable weight when assessing the impact of government 
spending on productivity. Aschauer (1990) uses local government debt loads and federal grants 
as a proxy for infrastructure, and similarly finds that investment in core infrastructure (roads and 
sanitation services) has a strong positive relationship with per capita output, while other types of 
government spending have a near zero effect. 
That infrastructure has a positive effect on growth is not a unanimously held opinion. 
Yeoh and Stansel (2012) apply the production function on the United States from 1880 to 1920, 
but are unable to find a positive relationship between public investment and productivity growth. 
Once other factors are controlled for, higher levels of spending have no significant effect on 
manufacturing labor productivity. A low tax burden, rather than increased spending, is suggested 
as a better way to improve production. 
Using a production function approach, Sugolov, Dodonov, and von Hirschhausen (2003) 
find that total capital, proxied by electricity consumption, has a positive relationship with 
growth. Interestingly, the stock of telephones is found to have little effect, but this can potentially 
be explained by lack of correction for the correlation between the two variables. Canning (1998) 
compares how infrastructure stocks grow relative to each other. Telecommunications is found to 
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positively affect growth; road and rail length, quality, and various other measures have little 
effect, but a high covariance. A minimum level of infrastructure investment is found to be 
necessary for a noticeable effect. Rolling and Waverman (1996) find that once simultaneity and 
country fixed effects are controlled for, that there is little effect on output due to increases in 
telecommunications infrastructure. Creel and Poilon (2006) look at a survey of panel studies that 
show the output elasticity of public capital is between insignificance and around .15. It also finds 
a positive effect on output with regards to public capital. Creel and Poilon (2006) also advocate 
that a “golden rule” of public finance should be adopted.  
The inspiration for the model and methodology of this paper comes from Calderon and 
Servén (2004), and Calderon (2009). The former study the effect of per­capita infrastructure 
stocks on per­capita GDP throughout the late 20th century in Latin America. The latter performs 
a similar study on Africa. Both papers give evidence for the positive effects of increases in the 
stock of roads, telecommunications, and power infrastructure. Though both papers use 
worldwide samples, they focus on the two previously mentioned regions, and leave a large part 
of the world needing analysis. Both of these studies, as well as this paper, use the dynamic 
GMM­IV regression popularized by Arellano and Bond (1991) to construct estimates for the 
effects of infrastructure. There is more regarding that paper in section ​3​.  
3. Methodology 
Calderon (2009) serves as the inspiration for the methodology of this paper, with some 
notable differences. Though that paper uses a PCA use a PCA to construct its measures of 
infrastructure, we do not because the measures in our sample did not have a high correlation. We 
also use a more focused sample, as well as slightly different standard growth determinants.  
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The regression is done in two parts and based off of the equation: 
α X C T Z β yyit =     + β
 
0  it  + β1 i + β2 t + β3 it +  4 it−1 + εit        ​(1) 
And its first difference: 
(X ) (Z )  yit − yit−1 = β
 
0 it − Xit−1 + β1 it − Zit−1 + β (y ) ε )2 it−1 − yit−2 + ( it − εit−1         (2) 
Where ​y​it​ ​ is the production per worker in country ​i ​at time ​t. ​X​it​  is a vector of logs of 
infrastructure indicators, in particular: the stock of roads (for notes on construction see 
Appendix I.a​) per square kilometer, electricity generated per worker, and the sum of telephone 
lines and cellular subscriptions per worker. ​C​i​ and ​T​t​ are country and time fixed effects 
specifically. ​Z​it​ consists of standard growth determinants in logs, namely: average years of 
schooling for individuals over the age of 25, inflation, private investment as a percent of GDP, 
political stability(see ​Appendix​ I.b)​, government consumption as % of GDP, and Trade Volume 
as % of GDP.  
The first regression is a fixed effect regression on ​(1)​. This regression covers 25 countries 
in the period 1996­2010. The data set is unbalanced, there is a minimum of 7 data points per 
country and a maximum of 15. The parameter of interest is ​β​0​ in equation ​(1)​.  
The second regression is the Arrelano­Bond (AB) estimation ​(2)​. Our parameter of 
interest is again​ β​0​. The Arrelano­Bond estimator is an attempt to correct for the endogeneity 
commonly associated with this line of study. The fixed effects model, through the subtraction of 
means from their variables, creates correlation with the error and bias on values of the lagged 
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dependant variable (Nickell 1981). Arrelano and Bond (1991) popularized the dynamic panel 
data approach, which is designed to correct for the correlation with the error.  
There are some general rules for the use of Arellano­Bond estimators: 
1.  ​Small T, Large N panels; a short timespan with many units 
2.  ​A linear functional relationship 
3.  ​A dynamic (dependant on its past values) left hand variable 
4.  ​Regressors which are not strictly exogenous 
5.  ​Fixed individual effects 
6.  ​Heteroskedasticity and autocorrelation within units but not across them 
Our initial dataset does not satisfy rule ​1 ​from above, so for the purpose of the 
Arrelano­Bond estimator we have constructed the set of averages for non­overlapping three year 
periods covering the period 1996­2010. This transformation leaves us with 21 countries with 5 
observations, and 2 countries with 4 observations. Two tests are required to validate the 
consistency of AB estimators: the Sargan test of overidentifying restrictions and the serial 
correlation test of the error term. The first tests the overall validity of instruments used, the 
second tests whether or not higher level lags should be used. In both cases failure to reject the 
null supports the use of the model. More detail is provided in ​Appendix II​. 
4. Results 
The fixed effects model finds that there is a positive and significant effect on per­capita 
production for the per­capita stock of phones, but not for per­capita electricity production nor the 
stock of roads. A 1% increase in the per capita stock of telephones increases the expected per 
capita production by 2.4 basis points. The Arellano­Bond estimator shows similar results, with 
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roads and electricity having little effect, but that of telephones being significant. Telephones 
have a larger effect than in the previous regression, a 1% increase in the growth of the per­capita 
stock of telephones increase growth of per­capita production by 4 basis points. The Sargan test 
fails to reject at the .01% level, and the second order autocorrelation test has a p­value of .467, 
thus also failing to reject; based off these two tests our regression is not invalid. Of the controls, 
only CPI and the log of trade volume were found to be significant. 
These results are in line with much of the prevailing literature. It is well within the range 
found in Creel and Poilon (2006). Some papers have found differently, but the stock of 
telephones is generally viewed as a component of growth. The one result that is odd about this 
paper is the lack of correlation between the stocks of infrastructure. Infrastructure stocks are 
expected to grow with each other, that this does not happen in our sample is troubling. But it is 
not inexplicable, it is possible that, similarly to Canning (1998)’s minimum level of 
infrastructure, there is a critical point where increases in infrastructure per capita no longer has 
much of an effect on per capita productivity.  
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Appendix I. Data 
a. Stock of Roads 
The International Transportation Forum provides data on road investment from the years 
1992­2010. Originally in current local prices in Euros, it has been adjusted to 2011 dollars using 
the following formula: 
Rit = Iit * E
t
€,$ * D
t
2011    
Where ​Iit ​ is the investment in country ​i at time ​t ​in current Euros, ​E​t​€,$​ is the exchange 
rate from Euros to Dollars at time ​t, and ​D​t​2011​ is the GDP deflator at time ​t divided by the GDP 
deflator of 2011. GDP deflator data comes from the World Bank. Exchange rates come from 
FxTop.com. ​R​it​ ​ is the real investment for country ​i at time ​t ​in 2011 Dollars, and constructs the 
stock of infrastructure ​X​it ​in the following way: 
1 )X  Xit = ( − δ it−1 + Rit
The depreciation rate, δ, is either 5% or 10%. For both of the regressions reported, the 
10% rate is used. ​X​i1995​ or whichever year is the year prior to the first available datapoint for ​Iit​, is 
set to 1. In the fixed effect model, the belief is that the country fixed effect will account for 
differences across countries in the initial stock. In regards to the AB regression, the differencing 
would have corrected for differences in initial stock. This construction is certainly not foolproof 
as it assumes that road investment leads to completion within the same time period. 
b. Political Risk 
Political risk is derived from the International Political Risk Group’s ​International 
Country Risk Guide​.The data available was split up into the basic 6 components for each year 
(Voice & Accountability, Political Stability & Absence of Violence, Government Effectiveness, 
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Regulatory Quality, Rule of Law, and Control of Corruption) which were then weighted in the 
following way: 
P​it​=(.12*​VA​it​+.42*​PS​it​+.04*​GE​it​+.12*​RQ​it​+.06*​RL​it​+.06*​CC​it​)/.82 
The total weights add to less than 1 in the numerator due to missing variables in the 
dataset.  Data was unavailable for odd years between 2002 and 1996, and the intervening years 
were constructed using a simple average of their two bordering years: 
P​it​=​.5​(P​it­1​+P​it+1​)  t =1997, 1999, 2001 
c. Other Data Sources 
The following variables are taken from the World Bank database: GDP(at Purchasing 
Power Parity), Total Labor Force, Labor Force Participation, Barro­Lee Education Dataset, 
Gross Capital Formation, Electricity Production and Loss, Phone Subscriptions, Urbanization, 
Terms of Trade, Trade Volume, Unemployment and Land Area. Public, private, and 
public­private investment data is the IMF’s Investment and Capital Stock Dataset. Roadway 
length is provided by CIA World Factbook. The Barro­Lee dataset provides mean years of 
schooling for every fifth year, so for the purposes of this paper, a linear transformation is used to 
approximate the intermediate values: 
B​i(t­j)​=B​i(t­5)​+(B​it​­B​i(t­5)​)*(​5­j)/5 t ϵ{1995, 2000, 2005, 2010} j ϵ{1,2,3,4} 
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Appendix II. Dynamic Panel Methodology 
The proposed regressions creates a couple of challenges in estimation. One problem is the 
potential for endogeneity or reverse causality between economic growth and the regressors. 
Another is the presence of country and time specific effects, which are tougher to control for 
given the dynamic nature of the regression. Holtz­Eakin, Newey, and Rosen (1988) initially 
introduced the generalized method of moments (GMM) that we use to account for those two 
issues. Arellano and Bond (1991) and Arellano and Bover (1995) would later expand on these 
methods. What follows borrows heavily from Calderon (2004) and is an overview of the 
methodology used to construct these estimates.  
We begin with the following equation: 
X C T Z β yyit = β
 
0  it  + β1 i + β2 t + β3 it +  4 it−1 + εit  
To construct GMM estimates, we must first take differences of the equation to control for 
unobserved effects (Note: for simplicity the vectors ​X​it​, Z​it​, ​and ​y​it­1​ have been combined into one 
vector ​K​it​) :  
(K ) ε )  yit − yit−1 = β
 
0 it − Kit−1 + ( it − εit−1
The new error term,   ​is likely correlated with the lagged dependant variable,εit − εit−1  
term, ,​ (which is included in ​K​it​­K​it­​1​). This creates a large possibility of yit−1 − yit−2  
endogeneity, which can be controlled for with proper instrumentation. Using past values as 
instruments allows only current and future values of explanatory variables to be affected by the 
error term. In this way, relaxing the assumption of strict exogeneity, we do not allow our 
explanatory variables to be fully endogenous.  
11 
 
 
Assuming lack of serial correlation in the error, ​ε​it​, ​and weak exogeneity in the regressors 
K​it​, ​the GMM difference estimators use the following moment condition: 
E[​K​it­s​*​(ε​it​­ε​it­1​)]=0 s​>​2; t=3,...,T 
This estimator does come with certain statistical shortcomings, Alonso­Borrego and 
Arellano (1999) and Blundell and Bover (1997) show lagged levels of the explanatory variables 
become weak instruments for the regression in equations when the explanatory variables are 
persistent over time. To reduce this bias, a system is created that combines the regression in 
levels with the one in differences. Instruments for the regression in differences are the same as 
above, while for the regression in levels they are lagged differences of the corresponding 
variables. These instruments are valid under the following assumption: 
E[​K​it+p​*​C​i​]=E[​K​it+q​*C​i​] ​for all p, q 
This stationarity condition states that while the lagged variables can be correlated with 
the country specific effect, their differences are not. Moment conditions for the regression in 
levels are: 
E[(​K​it­1​­K​it­2​)(​C​i​+ε​it​)] 
From these conditions, we can use a GMM procedure to construct estimates of the 
parameters of interest: 
ᵺ� =  (​K​T​W​Ω​­1​W​T​K​)­1​K​T​W​Ω​­1​W​T​y 
Where ​ᵺ� ​is the vector of parameters of interest, ​W​ is the matrix of instruments, ​K ​is the 
vector of explanatory variables (including lags of the dependant variable) stacked first in 
differences then in levels, ​y​ is the vector of dependant variables stacked similarly, and ​Ω​ is a 
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consistent estimate of the variance­covariance matrix.  
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Table 1. Summary Statistics: Fixed Effects 
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Table 2. Fixed Effect Country List 
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Table 3. Fixed Effect Regression 
 
 
 
   
16 
 
 
Table 4. Summary Statistics: 3 Year Averages 
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Table 5. Arellano­Bond Country List 
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Table 6. Arellano­Bond Estimator Results 
 
 
19 
 
 
 
 
Table 8. Correlation Coefficient Matrices 
 
 
