Abstract People understand the world by constructing explanations for what they observe. It is thus important to identify the cognitive processes underlying these judgments. According to a recent proposal, everyday explanations are often constructed heuristically: Because people need to generate explanations on a moment-by-moment basis, they cannot perform an exhaustive search through the space of possible reasons, but may instead use the information that is most easily accessible in memory (Cimpian & Salomon 2014a, b). In the present research, we tested two key claims of this proposal that have so far not been investigated. First, we tested whether-as previously hypothesized-the information about an entity that is most accessible in memory tends to consist of inherent or intrinsic facts about that entity, rather than extrinsic (contextual, historical, etc.) facts about it (Studies 1 and 2 ). Second, we tested the implications of this difference in the memory accessibility of inherent versus extrinsic facts for the process of generating explanations: Does the fact that inherent facts are more accessible than relevant extrinsic facts give rise to an inherence bias in the content of the explanations generated (Studies 3 and 4)? The findings supported the proposal that everyday explanations are generated in part via a heuristic process that relies on easily accessible-and often inherent-information from memory.
The ability to generate explanations allows people to abstract meaning from everyday experiences. From a young age, we make sense of the world by seeking to explain what we observe and what we hear from others (e.g., Carey, 1985; Gelman, 2003; Gopnik, 1998; Keil, 2006; Lombrozo, 2012; Wellman, 2011) . What underlies the ability to explain? The literature on this topic has provided many insights into the workings of everyday explanations, including their typical structure (i.e., the Bingredients^that go into a satisfying explanation; e.g., Lombrozo, 2007; Lombrozo & Carey, 2006; Sloman, 2005) and their influence on learning (e.g., Chi, Bassok, Lewis, Reimann, & Glaser, 1989; Lombrozo & Gwynne, 2014; Murphy & Allopenna, 1994) .
Comparatively speaking, however, research on the processes by which people generate explanations is relatively scarce (but see the literature on the related problem of generating causal hypotheses; e.g., Ahn, Kalish, Medin, & Gelman, 1995; Johnson & Keil, 2014; Lagnado & Sloman, 2006) . Perhaps one of the most significant omissions in the recent work on explanation has concerned the ways in which the dynamics of memory retrieval shape the search for explanations. Even though making sense of most observations requires that reasoners access the knowledge stored in longterm memory (e.g., Lombrozo, 2006 Lombrozo, , 2012 , the research on explanations has seldom explored systematically the influence of retrieval processes on these judgments. Motivated in part by this gap, a recent proposal has highlighted one crucial aspect of the link between memory and explanation by positing that explanations are often generated by relying primarily on the information that is easily accessible in memory-the hallmark of a heuristic process (Cimpian, 2015; Cimpian & Salomon, 2014a, b ; see also Evans, 2006; Kahneman, 2011) . Importantly, this easily accessible information is further hypothesized to be biased toward inherent or intrinsic facts about the entities in the observation being explained, which in turn biases the content of the explanations generated toward such inherent facts.
A few predictions of this inherence heuristic proposal have already found support. For example, as with many heuristic processes, reliance on this explanatory shortcut is stronger in participants with lower cognitive resources or lower motivation for effortful thought (e.g., Hussak & Cimpian, 2015; Salomon & Cimpian, 2014; Sutherland & Cimpian, 2015) . However, the research to date has provided no direct test of the key claims that (1) inherent information is highly accessible in memory and (2) due to this accessibility advantage, inherent information is overused when constructing explanations. The present studies tested these claims. Before detailing these studies, we briefly review the inherence heuristic proposal, which we then situate in the context of relevant prior research.
The inherence heuristic
What are heuristics? Heuristic reasoning is characterized by a reliance on information that comes to mind readily, even on occasions when this information is not appropriate-or at least not sufficient-for generating a correct judgment (e.g., Evans, 2006 Evans, , 2008 Evans & Stanovich, 2013; Kahneman, 2011; Kahneman & Frederick, 2002; Shah & Oppenheimer, 2008; Stanovich & West, 2000) . People tend to use such heuristic reasoning as a means of generating quick, approximate solutions to a wide range of complex problems that arise in daily life (for reviews, see Gilovich, Griffin, & Kahneman, 2002; Kahneman, 2011; Stanovich & West, 2000) .
To be more precise, the distinguishing feature of heuristic reasoning is its reliance on effort-reducing steps such as substituting a simpler, easier-to-access attribute (e.g., present mood) for a more complex one (e.g., general life satisfaction) or considering only the subset of attributes that immediately come to mind to form a judgment that would otherwise require integrating more information (e.g., Kahneman & Frederick, 2002; Schwarz & Clore, 1983; Shah & Oppenheimer, 2008) . Most of the Bclassic^heuristics described in the judgment and decision making literature, such as availability (A. , 1974 , representativeness A. Tversky & Kahneman, 1974) , and anchoring and adjustment (A. Tversky & Kahneman, 1974) , are nowadays understood as particular instantiations of such effort-reducing processes (Kahneman, 2011) . For example, when people erroneously judge the probability that Linda is a feminist bank teller to be higher than the probability she is a bank teller (the representativeness heuristic; Tversky & Kahneman, 1983) , they are-without realizing it-substituting a simple judgment (Linda's similarity to the stereotypical feminist) for a more complicated one concerning probabilities. This spontaneous tendency to fall back on simple, easy-toaccess information is a basic feature of human reasoning.
Explanation as a heuristic process Here, we propose that heuristic effort-reduction processes also underlie how many everyday explanations are generated (Cimpian, 2015; Cimpian & Salomon, 2014a, b) . Questions about why things around us are a certain way (e.g., why have more men than women been recognized as geniuses?) are complex. Complete answers to many such questions are difficult, if not impossible, to construct on the spot. It is likely, then, that explanations generated in everyday life often rely on some effort-reducing shortcuts. In particular, people may use only a small subset of the information that is in principle relevant to an explanation-that is, they might use only whatever information happens to be easily accessible in memory when a Bwhy?^ques-tion is being considered (e.g., geniuses have exceptional intellectual abilities-perhaps there are gender differences in these abilities). Even though heuristic explanations of this sort frequently fail to take into account relevant but harder-to-access information (e.g., historical constraints on women's ability to cultivate and express their intellects, or societal stereotypes against women's intellectual abilities; e.g., Bian, Leslie, & Cimpian, 2017) , they nevertheless tend to be perceived as satisfactory, because evaluation of the outputs of heuristic (or Type 1) processes by higher-level, analytic processes is often perfunctory (e.g., Evans, 2006; Evans & Stanovich, 2013; Kahneman, 2011 ; see also Rozenblit & Keil, 2002) . 1 Building on this dual-process (heuristic vs. analytic) framework, the inherence heuristic account (Cimpian & Salomon, 2014a, b) makes a further claim about the constraints imposed by memory retrieval on the process of generating explanations. The claim is that the most accessible facts-those that are likely to be called up from memory most often and most quickly when constructing explanations-are inherent or intrinsic facts about the entities in the explanandum (e.g., men's and women's presumed cognitive abilities).
Defining inherence Simply put, inherent or intrinsic facts about a thing are facts that a reasoner represents as being Bentirely about that thing,^whereas extrinsic facts involve other entities in some way (e.g., Lewis, 1983, p. 197 ; see also Barr & Caplan, 1987; Caplan & Barr, 1991; Weatherson & Marshall, 2014) . For example, the claim that women generally lack 1 To be clear, we do not claim that all explanations involve effort-saving shortcuts. The answers to some Bwhy?^questions will undoubtedly be generated via other processes. For example, there are entire classes of explananda (e.g., the interactions of physical objects) about which we reason via skeletal causal-explanatory frameworks that are conserved across ontogeny or even phylogeny (Spelke & Kinzler, 2007) . Heuristic explanations are more likely in circumstances in which previous knowledge doesn't supply preformulated answers, and thus reasoners would have to engage in effortful processing to construct an answer. genius-level intelligence posits an inherent fact about them. In contrast, the claim that they are subject to societal stereotypes posits an extrinsic fact about them-a fact that involves entities other than women themselves.
A simple rule of thumb might help readers distinguish between inherent and extrinsic information: Inherent facts are those that, if changed, would lead to a change in the entity itself (Weatherson & Marshall, 2014) . Changing a person's cognitive abilities would induce an actual change in the person him-or herself, but changing cultural stereotypes about the person's group would not. Of course, reasoners need not know this rule of thumb, nor do they need to distinguish between inherent and extrinsic facts while generating explanations. The inherence heuristic claim is not that people purposely select for their explanations inherent facts about the entities in the explanandum. Rather, these facts are unwittingly used to construct heuristic explanations because, we propose, they are so readily retrieved.
We clarify several aspects of the notion of inherence. First, in this work inherence is a psychological, not a metaphysical, construct. Whether or not inherent features truly exist in the world, which is a matter of some debate among philosophers (e.g., Weatherson & Marshall, 2014) , laypeople seem to intuitively conceive of some features as being inherent in the entities that display them. Second, we note that whether a fact is represented as inherent is orthogonal to whether this fact is represented as having inherent or extrinsic origins. For instance, the claim that women are unlikely to possess geniuslevel intelligence says something inherent about women even if this presumed trait was thought to have extrinsic origins (e.g., evolutionary processes). Finally, we note that the inherent/ extrinsic distinction is related-but not reducible-to the common distinction between features and relations (e.g., Gentner & Kurtz, 2005; Wu & Barsalou, 2009) . Although many inherent facts appeal to features and many extrinsic facts are relational, these two dimensions are dissociable: For instance, inherent claims can involve relations as well (e.g., women are more nurturing than brilliant).
Inherence and accessibility Why might inherent features of the entities in the explanandum be particularly accessible in memory? To begin with, these entities are in the focus of attention when the search for an explanation is triggered, so they are likely to serve as the first, and perhaps only, retrieval cues (e.g., Legrenzi, Girotto, & Johnson-Laird, 1993; Spiller, 2011; Weber et al., 2007) . This attentional spotlight on the entities in the explanandum (e.g., women) may prevent other relevant entities (e.g., the historical and societal context) from coming to mind and may thereby lower the probability of retrieving extrinsic facts that relate the explanandum to phenomena beyond it.
Extrinsic facts may also be slower to come to mind because they tend to be less prominent in our interactions with the relevant entities. For instance, the influence that stereotypes or other societal constraints exert on women's behavior is seldom apparent to a naive observer, resulting in a weaker associative link between such extrinsic factors and the concept woman in semantic memory. Even when they are noticed, extrinsic forces may be more cumbersome to describe in language, whereas inherent ones can often be expressed in a few words (e.g., via generic statements about what the relevant entities are or have, as in BWomen aren't brilliant^; e.g., Cimpian, Brandone, & Gelman, 2010 ). Any such difference in how complex it is to talk about inherent and extrinsic facts-and thus in how often they are actually talked about-could contribute to an accessibility difference between them.
It is also possible that extrinsic information is less accessible because it tends to involve relations. Information that is more relationally complex is also more difficult to process (e.g., Halford, Wilson, & Phillips, 1998; Hummel & Holyoak, 1997) and may therefore be less readily retrieved and incorporated into an explanation.
2 The tendency to gravitate toward simplicity is, of course, not unique to explanation but rather cuts across many areas of higher-level cognition (e.g., Feldman, 2003; Kahneman, 2011; Pothos & Chater, 2002) .
This accessibility bias favoring the retrieval of inherent information about the entities in the explanandum is in turn hypothesized to constrain the content of the explanations generated. The facts retrieved from memory serve as building blocks for an explanation. Thus, if inherent facts are overrepresented among these building blocks (relative to extrinsic facts that would otherwise be as relevant), it is likely that they will also be overused in the explanations ultimately generated.
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To clarify, inherence is distally, rather than proximally, related to accessibility. Inherent facts are accessible because of the specific ways in which they are represented in semantic memory, such as their greater associative relatedness with a target concept, their lower relational complexity, and so on (see foregoing discussion). When these mediating variables are taken into account, inherence may not, in and of itself, explain any unique variance in accessibility. Note, however, that identifying the specific variables that mediate the relationship between inherence and accessibility is beyond the scope of the present work. Our aim here is more modest: to test whether facts that are easily retrieved also tend to be inherent rather than extrinsic, and whether this accessibility difference in turn biases the content of heuristic explanations.
Before describing the four studies we conducted to test these claims, we briefly review some of the prior evidence on the links between memory and explanation.
Prior evidence on the links between memory and explanation Memory processes have largely been overlooked in the recent literature on explanation. 4 The most direct insights into the role of memory processes have come not from the literature on explanation per se, but from the neighboring literature on hypothesis generation. In particular, Thomas, Dougherty, and their colleagues recently proposed a comprehensive model of hypothesis generation (termed HyGene) that covers the various stages of this process, including the retrieval of plausible hypotheses from long-term memory and the evaluation of these hypotheses in working memory (e.g., Thomas, Dougherty, & Buttaccio, 2014; Thomas, Dougherty, Sprenger, & Harbison, 2008 ; see also Mehlhorn, Taatgen, Lebiere, & Krems, 2011) . This elegant framework is compatible in many ways with our proposal of an inherence heuristic in explanation. For instance, the evidence reviewed by colleagues (2014, 2008) suggests that people do not perform an exhaustive memory search, but rather retrieve only a small set of hypotheses. In addition, this subset of retrieved hypotheses are those that have been most frequently associated with the explanandum in past experience and are thus most easily activated from long-term memory (e.g., a sore right abdomen was often found to be caused by appendicitis). In other words, HyGene posits that people tend to retrieve those hypotheses that are most accessible.
Although HyGene and the inherence heuristic framework share these basic mechanistic assumptions (i.e., that reasoners rely on a small set of easily retrieved explanatory facts), they also differ in a number of crucial respects. Most importantly, unlike HyGene, the inherence heuristic model makes a claim about the content of the information that is most accessible in memory, proposing that this information often consists of inherent facts about the entities in the explanandum. Moreover, the inherence heuristic model does not assume that reasoners retrieve fully formed hypotheses or explanations from longterm memory. Although this is a reasonable simplification that works well when modeling diagnostic reasoning in certain contexts (e.g., medical diagnosis), many of the observations that people seek to explain in everyday life are ones for which they do not have ready-made explanations stored in memory (e.g., why more men than women have been recognized as geniuses). As a consequence, people are often forced to retrieve various facts that may be relevant to an explanation but may not initially constitute an explanation in and of themselves.
In summary, although the HyGene model and the inherence heuristic model share several foundational assumptions about the ways in which memory constrains explanation, they also diverge in a number of equally foundational respects.
The present studies
The proposal that inherent information is highly accessible in memory, and therefore likely to dominate the content of spontaneous explanations, licensed two specific predictions:
Prediction 1: The facts that come to mind most frequently (Study 1) and most quickly (Study 2) when thinking about an entity are likely to be inherent. Prediction 2: The facts that are most accessible when constructing an explanation are likely to be inherent facts about the entities in the explanandum (Studies 3 and 4). This will be the case especially when individuals' cognitive resources are taxed (as during much of everyday life), making participants susceptible to heuristic shortcuts (Study 4).
To provide a comprehensive test of these predictions, the stimuli for the present studies were selected from a range of domains (social conventions [Studies 3a and 4] 
Study 1
In Study 1, we investigated the prediction that inherent facts would be frequently called to mind when considering a given entity (Prediction 1). Preliminary evidence for the accessibility of inherent facts can be found in work on concepts and semantic memory-particularly in studies using featurelisting and -verification paradigms. Although none of these prior studies coded features for their inherence (as defined here), a close examination of their materials and results suggests that inherent features tend to be (1) listed often and quickly when people are prompted with a concept (e.g., Ashcraft, 1978; Hampton, 1979 Hampton, , 1981 McRae, Cree, Seidenberg, & McNorgan, 2005; Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976; B. Tversky & Hemenway, 1984; Vinson & Vigliocco, 2008; Wu & Barsalou, 2009 ) and (2) verified quickly as being true of that concept (e.g., Collins & Quillian, 1969; Jorgensen & Kintsch, 1973) . However, because these studies did not actually classify features on the basis of whether they were inherent, the support they provide for our prediction is necessarily tentative.
To provide a direct test of the accessibility of inherent information, we used an existing feature-generation dataset (McRae et al., 2005) and tested for a positive relationship between the frequency with which a feature occurred in this dataset and its likelihood of being inherent.
Method

Participants
The participants in this and all subsequent studies were recruited online via Amazon's Mechanical Turk platform. Study 1 involved two independent samples of participants: one consisting of 85 participants (41 male, 44 female), and another consisting of 91 participants (37 male, 54 female). The procedures were identical across these two samples; only the items differed (see below).
The data totaled 24,880 ratings, which exceeds the typical power recommendations for multilevel models (e.g., Snijders, 2005; West, Ryu, Kwok, & Cham, 2011) . Power simulations for all models were conducted using the SIMR package in R (Green & MacLeod, 2016) , and each model was determined to have at least 80% power to detect the predicted effect.
Materials
To examine whether a fact's accessibility is related to its inherence, we presented our participants with facts from an existing dataset (McRae et al., 2005) and asked them to code these facts as either inherent or noninherent. Importantly, McRae et al. also recorded the frequency of each fact in their dataset (e.g., how often Bhas keys^was generated for the item accordion), enabling us to examine quantitatively the relationship between accessibility (operationalized as frequency of mentions) and inherence.
McRae et al. 's (2005) dataset This dataset lists the facts that were generated about 514 items, along with the frequency of each fact. Each item was presented to exactly 30 participants, so the maximum frequency was 30. A fact had to have been produced by at least five participants in order to be included in the dataset, so the minimum frequency was 5. The elicitation instructions were worded as follows: BOn the following pages, there are words that each denote a concept, with each being followed by 14 blank lines. Please fill in as many of these lines as you can with properties of the concept to which the word refers^(p. 556). The participants were then given a few examples of properties they might generate, which included both inherent (e.g., Bphysical properties^) and extrinsic (e.g., Bthings that the concept is related to,^Bwhere it comes from^) examples. McRae et al.'s instructions were thus neutral with respect to the inherent-versus-extrinsic dimension.
We randomly sampled two nonoverlapping sets of 100 items (and the facts that accompanied them) from the 514 items in McRae et al.'s dataset and administered them to our two samples of participants. The participants in Samples 1 and 2 rated 1,414 and 1,404 facts, respectively (see the Appendix Table 13 for a list of the items).
Procedure
The study was administered using the Qualtrics survey platform (Qualtrics, Provo, UT). The procedure consisted of two phases: a training phase and a coding phase.
Training phase Participants first read a definition of inherence (Ban inherent feature of an object is one that refers to the object itself, without making reference to external objects or forces, or historical events^) and saw several examples of inherent and noninherent facts. Participants were then given four practice trials that required them to decide whether or not a fact was inherent. A Bnot sure^option was also available, both here and in the coding phase (see below). Two of the practice facts were inherent, and two were noninherent. After each practice trial, participants saw the correct answer as well as the rationale for it. Participants who did not code the last two practice facts correctly (Bused in Nike campaigns [ noninherent] and Bis round^[inherent] about a soccer ball) were omitted from further analyses. Fourteen participants (beyond those reported above) were excluded on the basis of this criterion in Sample 1, and ten in Sample 2.
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Coding phase After training, each participant was presented with ten items randomly selected from the set of 100 we had pulled from McRae et al.'s (2005) dataset. Participants coded all facts that accompanied those ten items as inherent or noninherent, without receiving any feedback. The order of the features was randomized. To ease the memory load, we reiterated on each trial what is meant by an inherent feature. Each item's facts were coded by 6-11 participants (medians = 8 in Sample 1 and 9 in Sample 2).
Analytic strategy
In all studies, the data were analyzed with mixed-effects models using the lme4 package in R (Bates, 2007) . Unless otherwise noted, these mixed-effects models included random intercepts and slopes for both items and subjects. Also, because no analytical (i.e., precise) methods exist for calculating degrees of freedom-and thus p values-for mixed-effects models (Bates, Mächler, Bolker, & Walker, 2014) , we bootstrapped 95% confidence intervals (CIs) for all our coefficients and used whether these CIs crossed 0 to determine significance.
Open data and analytic syntax
The raw data and analytic syntax for this and all subsequent studies are available on the Open Science Framework (https:// o s f . i o / p j u 7 r / ? v i e w _ o n l y = ad8f1a0e51524ffaa5cf0553093c977f).
Results and discussion
Sample 1
Participants judged 59.5% of the facts to be inherent and 36.1% to be noninherent. The predominance of inherent facts is broadly consistent with our claim that such facts are easily accessible. Also of interest, participants were seldom unsure of how to code a fact (4.4% of cases). Agreement among participants was high: On average, 80.5% of participants agreed about whether or not a fact was inherent, despite the minimal instructions.
To test our first prediction-that frequently generated facts are likely to be inherent-we modeled whether a fact was judged as inherent on the basis of the frequency with which it occurred in McRae et al.'s (2005) dataset (range = 5 to 30; median = 9). As predicted, facts that occurred more often in McRae et al.'s dataset were also significantly more likely to be judged as inherent by the participants in our study, b = 0.03, SE = 0.01, bootstrapped 95% CI: [0.01, 0.05] (see Table 1 for the full model). Concretely, this result indicated that, with each additional mention by McRae et al.'s participants, a fact's odds of being judged as inherent (vs. noninherent) increased by 3.0%. Alternatively, a 1 SD increase in frequency was accompanied by a 16.7% increase in the odds of being judged as inherent.
Sample 2
Participants judged 56.8% of the facts in the second set of 100 items to be inherent and 39.6% to be noninherent, choosing Bnot sure^in only 3.6% of cases. Agreement across participants was also high: On average, 80.4% of participants agreed on whether a fact was inherent or not.
Importantly, as in the first sample, facts that had been generated more frequently in McRae et al.'s (2005) dataset were significantly more likely to be coded as inherent by our participants, b = 0.05, SE = 0.01, bootstrapped 95% CI: [0.03, 0.07] (see Table 2 for the full model). With each additional mention, a fact's odds of being coded as inherent (vs. noninherent) increased by 5.4%. Or, to use a different metric, a 1 SD increase in the frequency of mentions was accompanied by a 30.9% increase in a fact's odds of being coded as inherent.
In summary, the results of Study 1 provide support for our first prediction-that when thinking about an entity, the facts that come to mind most frequently are likely to be inherent.
Study 2
In Study 2, we tested whether the features that are retrieved earliest when thinking about an entity-a different operationalization of accessibility-are likely to be inherent (Prediction 1). That is, do people typically retrieve inherent facts before noninherent facts?
A second goal of this study was to expand the range of items beyond the concrete physical objects that made up McRae et al.'s (2005) dataset. This greater diversity of items (e.g., wedding, breakfast; see the Appendix Table 13 ) allowed us to provide a more general test of the claim that inherent information is easily accessible in memory: Are inherent facts accessible only for concrete items like those in Study 1, or does the relationship between inherence and accessibility hold regardless of the concreteness of the entities participants are reasoning about?
Method
Participants The participants were 111 Mechanical Turk workers (60 female, 48 male, and three who did not indicate a gender). Two additional participants were tested but excluded for failing to complete the task (see below).
Materials and procedure McRae et al.'s (2005) dataset does
not include information about the order in which facts were retrieved. Because we could not rely on this dataset to test the present prediction, we collected our own retrieval data. Participants were presented with 15 items (randomly ordered; see the Appendix Table 13 for a list) and were asked to write Ball of the facts that first come to mind^about each. The instructions were purposely neutral and unconstrained, to avoid biasing participants' productions. Participants typed their responses on 20 blank lines, one fact per line. The key measure in this study was the ordinal position of each fact in this list, which we used as a predictor of the fact's inherence rating: Facts closer to the top of the list (i.e., those generated quickly) should be more inherent than facts generated later. To ensure that a fact's position on the list mapped straightforwardly onto its ease of retrieval, we sought to prevent participants from reordering their responses after generating them. Such reordering was minimized by (1) giving participants a limited amount of time to make their responses and (2) introducing some unpredictability in the duration of each trial. Specifically, we randomly varied whether participants could spend 20, 25, or 30 s on each item. Participants who skipped more than one-third of the items were excluded (n = 2).
Coding The coding scheme was similar to that provided to the participants in Study 1. However, we asked trained researchers to code the 8,444 facts generated in the present study rather than relying on Mechanical Turk workers. The production data in Study 2 were completely unfiltered and unprocessed-and thus much less tidy than McRae et al.'s (2005) dataset. The facts generated by McRae et al.'s participants underwent considerable cleaning and processing before inclusion in their dataset, which made it feasible to ask our naive participants in Study 1 to code them. This was not a viable option here. For the same reason, we also used trained coders in Study 4.
All facts were coded for inherence by the first author (without knowledge of the order in which the facts had been generated), and a subset (25%) were also coded by a research assistant blind to both fact order and the hypothesis. The intercoder agreement was 81.2%.
Although we used researchers' codes as the dependent variable in our analyses, we also wanted to explore whether untrained Mechanical Turk workers' ratings of these unfiltered production data would nevertheless converge with the researchers' ratings. To do so, we recruited an additional sample of 27 Mechanical Turk workers and asked them to code a random subset of the 8,444 facts generated in this study; this subset consisted of 509 facts, which all 27 participants rated. To assess agreement with the researchers, we conducted a mixed-effects logistic regression predicting the researchers' rating of a fact (as inherent vs. not inherent) on the basis of whether the 27 Mechanical Turk workers coded it as inherent. This analysis revealed a significant and strong positive relationship, b = 1.62, SE = 0.23, bootstrapped 95% CI: [1.18, 2.08]. More concretely, if a Mechanical Turk participant rated a fact as inherent, that increased its odds of being rated as inherent by the researchers by 406%. This result suggests, again, substantial convergence among the raters-trained and untrained-in their codings of inherence.
Concreteness ratings To test whether the relationship between inherence and memory accessibility differed as a function of the concreteness of the items, we asked a separate group of Mechanical Turk participants (n = 25) to rate the concreteness of the 15 items used in this study on a 7-point scale (from 1 = least concrete to 7 = most concrete). Participants were instructed to rate an item as concrete to the extent that it could be Bseen, heard, felt, smelled, or tasted( adapted from Paivio, Yuille, & Madigan, 1968; Spreen & Schulz, 1966) . The average rating for each item (range = 2.24 to 6.68) was included as a predictor in our main analysis.
Results and discussion
Participants generated a total of 8,444 facts. The percentage of inherent facts, computed over the entire dataset, was 47.1%. Although this number is lower than in Study 1, it is worth noting that participants' production was completely unconstrained in this study-they were asked to report Ball of the facts that first come to mind.^These instructions resulted in a fair number of responses that were simply idiosyncratic associations with the target concept (e.g., B33 Cheshire^for the concept house; BI hate end pieces^for the concept bread).
(Because McRae et al. 's, 2005 , dataset included only features generated by at least five individuals, it automatically excluded idiosyncratic responses.) When we coded these responses and removed them from the present data, leaving 6,710 facts, the percentage of inherent facts resembled that in Study 1: 59.3%. Our main prediction in this study was that the facts that come to mind first are likely to be inherent. To test this prediction, we conducted a mixed-effects logistic regression in which we modeled whether a fact is inherent on the basis of the ordinal position at which it was produced. We expected that facts closer to the top of the list (and thus generated earlier) would be more likely to be inherent than facts at the bottom. This model included two additional predictors: each item's concreteness rating, and the interaction between this concreteness rating and the ordinal position of the facts generated about each item. The interaction term allowed us to test whether the hypothesized relationship between the ordinal position (i.e., the accessibility) of a fact and its inherence was moderated by the concreteness of the entity serving as a memory prompt. Both the intercept and the slope of the relation between ordinal position and inherence were allowed to vary randomly across items and across subjects. All predictors were mean-centered to facilitate interpretation of their coefficients. This model included all 8,444 facts (without excluding idiosyncratic responses).
As predicted, we found a significant relationship between ordinal position and inherence, such that earlier-generated facts were more likely to be inherent than later-generated ones, b = −.09, SE = .04, bootstrapped 95% CI: [−.15, −.003] (see Table 3 for the full model). In concrete terms, a one-place shift toward an earlier position (e.g., from being the third fact generated to being the second) corresponded to an 8.2% increase in the odds that a fact was inherent. The relationship between ordinal position and inherence was not significantly moderated by the concreteness of the items being considered, b = .05, SE = .03, bootstrapped 95% CI: [−.01, .09 ]. This nonsignificant interaction suggests that inherent features are among the first to come to mind, whether one is reasoning about concrete items such as a lion or relatively abstract items such as a language. However, this study included a relatively small number of items (15); future work with a broader range of concrete and abstract items would bolster confidence in this conclusion.
Taken together, the results from Studies 1 and 2 provide evidence that inherent facts and features are generated (a) more frequently and (b) earlier than noninherent facts when thinking about an entity.
Study 3a
The results so far lend support to the claim that inherent information is highly accessible in memory. In Study 3 we investigated the accessibility of inherent information during explanation (Prediction 2). That is, we asked whether the inherent information that comes to mind quickly when people consider various entities is also likely to be used in their explanations for phenomena involving these entities. The participants in Study 3a were asked several Bwhy?^questions (e.g., BWhy is white the most popular color of new cars?^) and were allowed to think about each for a few seconds; the brevity of the delay was intended to mimic the conditions under which most everyday explanations would be generated. After each question, participants rated a series of inherent and noninherent facts for their similarity to the facts that had come to mind when considering the Bwhy?^question (which is how accessibility was operationalized in this study). We predicted that a fact's inherence would be positively related to its accessibility during explanation, even when adjusting for the fact's plausibility as an explanation. That is, inherent facts should be rated as more similar to the content retrieved from memory relative to extrinsic facts of equal plausibility as explanations.
Method
Participants, materials, and procedure The participants (N = 100; 52 male, 48 female) in Study 3 were asked to consider six Bwhy?^questions (e.g., BWhy is white the most popular color of new cars?^). In this study, all questions concerned familiar societal patterns (see Table 4 ). We asked about patterns for which most participants would have to construct an explanation on the spot rather than simply being able to retrieve previously learned explanations. (Heuristic processing is only invoked when the reasoner is confronted with difficult questions-not with questions that have rehearsed, familiar answers.) Each question was displayed for 10 s, during which participants were instructed to Bconsider the following question and what sorts of information might be relevant to answering it.^After 10 s, participants were presented with six facts (e.g., BWhite is neutral^) and were asked to indicate how similar each fact was to the information that had come to mind when they considered the Bwhy?^question on their own. Table 4 contains a full list of the questions and the explanatory facts used in this study.
Inherence ratings A separate group of participants (n = 47) were asked to rate the facts in the main task (6 questions × 6 facts = 36 facts total) on whether they described inherent features of the entities in the relevant Bwhy?^questions (7-point scale, with 1 = not inherent and 7 = inherent). The facts were rated as spanning the range from clearly noninherent to clearly inherent (range = 1.47 to 6.62; see Table 4 ).
Plausibility ratings Another set of ratings was collected to ensure that any relationship we might find between inherence and accessibility was not driven simply by differences in the plausibility of the inherent and extrinsic facts as potential explanations (i.e., that the inherent facts we happened to choose don't provide more plausible or satisfying explanations than extrinsic facts). A separate group of participants (n = 50) were asked to rate the plausibility of each fact as a potential explanation for the associated Bwhy?^question. Plausibility ratings were recorded on 7-point scales (with 1 = extremely implausible and 7 = extremely plausible) and were included as a control variable in our main analyses (see Table 4 for the plausibility ratings of all 36 facts). Adjusting for this variable allowed us to test whether the inherence of a fact makes a unique contribution to its accessibility when generating explanations, above and beyond the fact's plausibility as an explanation.
Results and discussion
To investigate the relation between a fact's inherence and its accessibility in memory during explanation, we conducted a linear mixed-effects regression using the lmer command in R (Bates, 2007) . Specifically, we modeled each fact's accessibility (i.e., its similarity to what came to participants' minds) as a function of (1) its inherence (a continuous variable), which was our main independent variable, and (2) its plausibility (also continuous), which served as a control variable. Intercept and slope random effects were allowed for the inherence variable across items and subjects.
As predicted, we found a significant positive relationship between the inherence of the presented facts and their accessibility during explanation, even when controlling for their explanatory plausibility, b = 0.16, SE = 0.04, bootstrapped 95% CI: [0.07, 0.24] (see Table 5 ).
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Building on the results of Studies 1 and 2, these findings suggest that inherent information is readily accessed when generating in-the-moment explanations, which in turn skews the content of the explanations generated. When participants considered Bwhy?^questions about various commonplace facts, inherent information about the entities in the explanandum was more likely to come to mind than was equally plausible extrinsic information.
Study 3b
To test the generality of the bias toward inherence in retrieval during explaining, we expanded the range of explananda to include historical events (Study 3b) and scientific phenomena (Study 3c).
Method
Participants and materials As in Study 3a, the participants here (N = 100; 40 male, 60 female) were asked to think about six Bwhy?^questions, except this time the questions 6 Inherence was also positively related to accessibility in a model that did not adjust for plausibility, b = 0.26, SE = 0.05, bootstrapped 95% CI: [0.15, 0.35]. Table 3 Mixed-effects logistic regression predicting the likelihood that a fact is inherent, based on its ordinal position in participants' production, the concreteness of the entity the fact is about, and the interaction of these two variables (Study 2) Table 6 for a full list of the items). As in Study 3a, we asked about events for which participants would not already have an explanation and for which they would thus have to construct one in the moment. Note that asking participants to explain historical events provided a conservative test of our hypothesis, since such events are often explained (e.g., in textbooks or documentaries) by pointing to some set of precipitating circumstances (i.e., extrinsic factors). Procedure The procedure was identical to that of Study 3a, with two exceptions. Participants were given 20 s to think about each question (rather than 10 s, as in Study 3a). We allowed the extra time because the explananda used in this study were somewhat more complex than those in Study 3a. Second, we elicited inherence and plausibility ratings from the same participants that had completed the main task (rather than from separate groups of participants, as in Study 3a). The inherence and plausibility rating tasks were presented after the main task, in random order.
Results and discussion
A linear mixed-effects regression analogous to that in Study 3a replicated the main result of that study: The inherence of a fact positively predicted its accessibility in the service of explanation, above and beyond its plausibility, b = 0.06, SE = 0.03, bootstrapped 95% CI: [0.003, 0.11] (see Table 7 for the full results). 7 Thus, inherent information comes to mind more easily than equally relevant extrinsic information even when people have to generate explanations about historical events, which are arguably a very different type of explanandum than the everyday facts used in Study 3a (e.g., that white is the most popular color of cars).
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Study 3c
In Study 3c, we further broadened the scope of our test of the inherence heuristic by exploring whether inherent information is also accessible when participants are explaining unfamiliar scientific phenomena.
Method
Participants, materials, and procedure The 101 participants (34 male, 67 female) were asked to think about six Bwhy?q uestions about phenomena from chemistry, physics, and biology (e.g., BWhy did a piece of manganese [a mineral element] weigh more when exposed to heat?^; see Table 8 for the full list of items). As before, these explananda were chosen so that participants had to construct an explanation for them rather than simply retrieve a previously formed one. Aside from the explananda used, the study was identical to Study 3b.
Results and discussion
As in Studies 3a and 3b, we conducted a linear mixedeffects regression predicting a fact's accessibility for explanation (i.e., its similarity to what came to mind while considering the relevant Bwhy?^question), on the basis of its inherence and its plausibility as an explanation. The results revealed-for a third time-that inherence was a significant predictor of accessibility for explanation above and beyond plausibility, b = 0.10, SE = 0.03, bootstrapped 95% CI: [0.03, 0.15] (see Table 9 for the full results). Together, the results from Studies 3a-3c suggest that, across a wide range of explananda, inherent information is more accessible when people construct explanations than is extrinsic information of equal relevance to the explanation. However, this evidence is somewhat indirect, in that we did not actually elicit and code the explanations that participants generated in response to our Bwhy?^ques-tions. Rating the similarity of self-and experimenter-7 Inherence was also positively related to accessibility in a model that did not adjust for plausibility, b = 0.11, SE = 0.04, bootstrapped 95% CI: [0.03, 0.20] . 8 The magnitude of the relationship between inherence and accessibility was attenuated in this study relative to Study 3a. One possible reason for the weaker relationship is our use of historical events as explananda. However, it is important to also keep in mind that participants were given twice as long as in Study 3a to think about each question (20 vs. 10 s). The more time people spend retrieving information from memory, the more likely they may be to retrieve less-accessible extrinsic information (see Study 4 for empirical evidence on this point), which might also explain why inherent information was not as dominant in participants' retrieval in this study. 9 Inherence was also positively related to accessibility in a model that did not adjust for plausibility, b = 0.20, SE = 0.03, bootstrapped 95% CI: [0.14, 0.26]. Observations: 3,600; Subjects: 100; Items: 6 generated explanations is one step removed from the processes involved in generating explanations. In addition, one may argue that the extrinsic facts relevant to the Bwhy?^questions asked in Study 3 were more numerous and more diverse than the relevant inherent facts. If the space of possible extrinsic explanations was indeed larger, this might explain in part why the experimenter-generated extrinsic facts were dissimilar to what came to participants' minds. These limitations are addressed in Study 4.
Study 4
In the final study, we tested our claim concerning the accessibility of inherent information during explanation (Prediction 2) by examining the content of participants' actual explanations. The logic of this test was as follows: If inherent information comes to mind most readily, as we propose, then the retrieval advantage for inherent (over noninherent) information should be most pronounced when participants have limited time and cognitive resources to generate an explanation. Arguably, these are the circumstances under which explanations are typically generated in everyday life-at a quick pace, without the luxury of putting ongoing activity on hold to carefully consider an answer. If ample time is made available, however, the heuristic processing that is otherwise typical might give way to more analytic, Type 2 processes (see, e.g., Evans & Stanovich, 2013) . Under these circumstances, extrinsic information might actually be retrieved and integrated into participants' explanations, lessening the inherence bias in the content of these judgments. Thus, in Study 4 we asked participants to generate explanations either under a time limit (speeded condition) or under no such limit (nonspeeded condition). We predicted that the explanations generated under time pressure would rely on inherent information, which is easily accessible, more heavily than would the explanations generated with no time constraints, which we predicted would show less of an imbalance between inherent and extrinsic information.
Method
Participants, materials, and procedure All participants (N = 202; 87 male, 115 female) were asked to generate ten explanations for familiar societal patterns similar to those in Study 3a (e.g., BWhy are wallets generally made of leather instead of other materials (e.g., rubber or canvas)?^; for a full list of the explanation prompts, see Table 10 ). However, the circumstances under which they generated the explanations differed depending on the condition to which they had been randomly assigned. To capture the constraints under which explanations are often generated outside the lab, the participants in the speeded condition (n = 99) were asked to Banswer as quickly as possible,^and the survey software advanced automatically to the next trial after 15 s. In contrast, the participants in the nonspeeded condition (n = 103) were told that they would have Bas much time as [they] need to answer each questionâ nd that they should Banswer as carefully as possible.^The slower time course was hypothesized to afford analytic, reflective processes-which are themselves slower and more resource-intensive-more of an opportunity than they would ordinarily have to influence the content of the explanations generated.
In both conditions, we also recorded the number of seconds that participants spent coming up with their explanations. These data were used to test two further predictions concerning the relationship between memory accessibility and explanation content: If extrinsic information is relatively harder to access in memory, then the probability that an explanation contained such information should increase with the latency of the explanation. In contrast, if inherent information is highly accessible, it should be present in participants' explanations regardless of the latency with which these explanations were generated.
Coding Depending on the information they referenced, explanations were coded into three categories, which were not mutually exclusive: Binherent,^Bextrinsic,^and Bother^(which included Bdon't know^responses, nonsensical explanations, etc.). If an explanation contained inherent facts about the entities in the explanandum (e.g., Bleather is durable and can withstand the regular bending^), it received a 1 for the BinherentT information (e.g., Btradition; cow hide was plentiful and easy to process^), it received a 1 for the Bextrinsic^category and a 0 otherwise. Explanations that contained both inherent and extrinsic information received a 1 for both the Binherent^and Bextrinsic^categories. The explanations were coded by the first author, who was blind to the condition they came from, as well as by a research assistant who was blind to both condition and the hypothesis under investigation. The intercoder agreement was 83.7%. Disagreements were resolved via discussion.
As in Study 2, we also wanted to explore whether untrained Mechanical Turk workers' ratings of these explanations would converge with the researchers' ratings. Thus, we recruited an additional sample of 20 Mechanical Turk workers and asked them to code a random subset of 100 explanations generated by the participants in the main study (ten explanations for each of the ten items). These coders were given minimal instruction similar to that provided to the participants in Study 1, except that the instructions focused on determining whether an explanation, as opposed to a feature, is inherent versus extrinsic. To assess agreement with the researchers, we conducted a mixed-effects logistic regression predicting how researchers coded an explanation on the basis of how the Mechanical Turk workers coded it.
This analysis revealed a strong positive relationship between the two sets of codes, b = 1.20, SE = 0.24, bootstrapped 95% CI: [0.68, 1.70] . To illustrate the magnitude of this relationship, if the Mechanical Turk workers assigned a certain code to an explanation (e.g., Binherent^), that increased its odds of being coded the same way by the researchers by over 230%. This result suggests substantial convergence among the raters, even ones with minimal training on the distinction between inherent and extrinsic explanations.
Results and discussion
As a manipulation check, we computed each participant's median response time across the ten trials and then compared these medians across conditions. Consistent with the design of the study, the participants in the nonspeeded condition spent more time generating their explanations than did the participants in the speeded condition (average median response times = 38.1 and 13.7 s, respectively; SDs = 2.47 and 0.20), t(200) = 9.67, p < .001.
Effects of time pressure manipulation Our main prediction was that the explanations in the speeded condition, which mimicked the conditions under which many everyday explanations are generated, would show a stronger skew toward easily retrievable inherent information than would the explanations in the nonspeeded condition. With additional time, participants in the nonspeeded condition might retrieve and use less-accessible extrinsic facts as well, which should reduce the inherence bias in their explanations. In other words, we predicted a significant interaction between condition (speeded vs. nonspeeded) and explanation content (inherent vs. extrinsic), with the explanations in the speeded condition showing a greater imbalance between inherent and extrinsic content than those in the nonspeeded condition. To test this prediction, we conducted a mixed-effects logistic regression with the following dichotomous predictors: condition (speeded = 0 vs. nonspeeded = 1), explanation content (extrinsic = 0 vs. inherent = 1), and their interaction. The predictors were mean-centered in order to facilitate interpretation of the coefficients. The model included random intercepts for both participants and items, and a random slope for condition over items only (since condition did not vary within subjects). Models with additional random slopes failed to converge.
The results revealed the predicted interaction, b = −0.69, SE = 0.13, bootstrapped 95% CI: [−0.94, −0.47] (see Fig. 1 and Table 11 for the full model results). In the speeded condition, participants' explanations appealed to inherent facts significantly more often than to extrinsic facts (Ms = 56.9% and 40.9% of trials, respectively; SDs = 18.0 and 14. To clarify, the fact that participants in the nonspeeded condition relied on inherent and extrinsic information equally often doesn't necessarily mean that they overcame the inherence bias in explanation. The term Bbias^signifies a departure from the normatively correct response. While we cannot be certain of the correct answers to the ten Bwhy?^questions in this study, chances are that virtually all of them involve an extrinsic element; after all, these questions concern social conventions, such as that engagement rings have diamonds or that women wear long hair, that have likely been shaped by countless historical and cultural forces. Thus, we suspect that participants' explanations in the nonspeeded condition (even though balanced between inherent and extrinsic information) were still systematically biased relative to the correct explanations, in that they probably underused extrinsic information and overused inherent information.
Relationship with response latencies Our hypothesis concerning the differential accessibility of inherent and extrinsic information during the process of explaining makes an additional pair of predictions: First, the longer that participants take to think about their response, the more likely they might be to retrieve relevant but less-accessible extrinsic information, and thus the more likely they might be to generate an explanation containing such information. Second, deliberation time should not be related to the likelihood of relying on inherent information; this information comes to mind quickly (see Studies 1 and 2) and should thus be available to the explainer throughout the deliberation period.
We explored these predictions with the data from the nonspeeded condition only, largely because the variability in response times in the speeded condition (in which everyone was cut off after 15 s) was minimal. Specifically, we conducted two mixed-effects logistic regressions that modeled the probability that an explanation would contain inherent and, separately, extrinsic information as a function of the number of seconds participants took to generate that explanation.
10 Both the intercept and the slope of this relationship were allowed to vary randomly across subjects and across items. As predicted, the longer that participants spent thinking about their response on a certain trial, the more likely they were to generate an explanation that invoked extrinsic information, b = 0.018, SE = 0.004, bootstrapped 95% CI: [0.010, 0.026] (see Table 12 for the full results). More concretely, each additional 10 s spent thinking about an explanation was associated with a 17.8% rise in the odds that the explanation would contain extrinsic information. In contrast, latencies were not related to the likelihood of generating an explanation containing inherent information, b = −0.002, SE = 0.005, bootstrapped 95% CI: [−0.011, 0.008]. Because inherent facts are easily accessible, they are equally likely to be included in explanations with short and long latencies.
The findings from Study 4 provide evidence for an inherence heuristic in explanation. Explanations containing inherent information about the entities in the explanandum were more prevalent when participants generated answers quickly, which suggests that inherent information is easily retrieved and used to construct off-the-cuff explanatory intuitions. In contrast, when participants were allowed (and took) ample time to come up with an explanation, extrinsic information was retrieved as well and was incorporated into their explanatory judgments. Thus, when reasoners are motivated to arrive at an accurate explanation-and also have the cognitive resources to dedicate to this task-they can partly overcome the strong inherence bias that characterizes quicker explanations.
General discussion
To make sense of everyday life, people must retrieve relevant information from memory to construct explanations. Although the role of memory in the process of generating explanations is widely acknowledged, little research has actually investigated how the dynamics of memory retrieval shape the explanations that people come up with (e.g., Thomas et al., 2008) . The inherence heuristic account (Cimpian & Salomon, 2014a, b) elucidates one potential constraint that memory processes impose on explanation. Specifically, this account proposes that everyday explanations tend to be constructed on the basis of information that is most easily retrieved from memory, which often concerns the inherent, constitutive features of the entities involved. Although previous research on the inherence heuristic has already provided support for several predictions of this account (e.g., Cimpian & Steinberg, 2014; Hussak & Cimpian, 2015; Salomon & Cimpian, 2014) , two key claims have (until now) remained untested: namely, that (1) inherent facts are generally more accessible than noninherent ones, and (2) this accessibility differential gives rise to an inherence bias in the content of spontaneous explanations. The present research has provided evidence for these two claims across four studies that employed diverse methodologies: Not only did inherent facts come to mind often (Study 1) and quickly (Study 2) for a wide range of entities, but these facts were also readily retrieved in the service of explanation across a wide range of explananda (Studies 3 and 4). Together, these results support the proposal that the explanations generated during ordinary cognitive activity overuse inherent facts about the entities in the explanandum because these facts are more easily accessible in memory than equally relevant extrinsic facts.
Consequences of relying on an inherence heuristic
Given that explanations form the basis for how people understand much of the world, a bias in the process by which these judgments are generated is likely to have far-reaching consequences. To illustrate, this inherence bias in explanation has been shown to shape sociopolitical reasoning-people's understanding of, and attitudes toward, the workings of their society (Hussak & Cimpian, 2015) . Consider, for instance, a pervasive feature of human societies: status hierarchies between groups (e.g., that Group A is richer than Group B). When reasoning about such hierarchies, relying on accessible inherent information about the groups involved often results in their disparities appearing natural and legitimate (e.g., Group A is richer because they are inherently smarter, so they deserve their higher status). As a result, people tend to accept the status quo more readily than they might otherwise. Because of the immediate accessibility of inherent information, people likewise overestimate the stability and immutability of current societal structures (Cimpian & Steinberg, 2014) . If Group A is understood to have high status because of their smarts, it may also appear to a reasoner that this group has always been, and will always be, at the top of the socioeconomic ladder-and perhaps even that they ought to be there (Tworek & Cimpian, 2016) . These considerations illustrate the profound impact that the inherence bias in explanation is likely to have on how individuals understand and interact with the world.
Directions for future work
The present findings raise several interesting questions and potential directions for future work. In particular, it would be worthwhile to investigate what moderates the inherence bias in explanation. We consider two possible moderators here. First, a potential moderator is the scope of the explanandum (narrow vs. broad). Information about circumstances, external constraints, and so forth, may be more easily called to mind when explaining a particular event (e.g., why Sally got a bad grade on her math test) than when explaining a broad pattern (e.g., why women tend to underperform in math; Cimpian & Markman, 2009 . If extrinsic information is indeed more accessible when people are explaining specific events, the inherence bias may be somewhat attenuated for these explananda (Cimpian & Salomon, 2014b) . However, as has been suggested by the literature on the correspondence bias (the tendency to overattribute others' behaviors to dispositional factors; e.g., Gilbert & Malone, 1995) and by the results of Studies 3b and 3c (in which many of the stimuli concerned specific events), inherent information often remains highly accessible even when explaining individual cases/events, and as a result, this information is still overrepresented in the explanations generated. Consistent with this possibility, ongoing work in our lab suggests that the correspondence bias relies on the same cognitive mechanisms as the inherence heuristic investigated here, and thus may be a particular instantiation of this phenomenon (Storage & Cimpian, 2015) . Second, cultural factors might also moderate the memory accessibility of inherent facts, and thus their likelihood of being used in explanations. For instance, research on the correspondence bias has found that in East Asian cultures situational attributions (i.e., extrinsic explanations) are more common than dispositional attributions (i.e., inherent explanations) when interpreting behavior (e.g., Choi, Nisbett, & Norenzayan, 1999; Morris & Peng, 1994) . This phenomenon suggests that culturespecific factors might influence how likely one is to retrieve and rely on inherent information when constructing an explanation. To speculate, it seems unlikely to us that such cultural influences would completely undo the accessibility advantage for inherent facts, which is more or less a function of how our cognitive systems are set up; rather, culture may simply attenuate this basic advantage for inherent information. At this point, however, this is an open empirical question.
Conclusion
Explanation is a vital cognitive tool by which we abstract meaning from our experiences. The present research contributes to theories of explanation by investigating the role of memory retrieval in the process of constructing explanations. Consistent with key (but previously untested) assumptions of the inherence heuristic account (Cimpian & Salomon, 2014a, b) , the four studies reported here suggest that inherent facts are more easily accessible in memory than noninherent facts, and that this accessibility difference in turn biases the content of everyday explanations toward inherence. This bias has deep, pervasive consequences for how people understand the world. 
