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Spectral Sections
MarinaProkhorova
Abstract
The paper is devoted to the notion of a spectral section introduced by Melrose
and Piazza. In the first part of the paper we generalize results of Melrose and
Piazza to arbitrary base spaces, not necessarily compact. The second part contains
a number of applications, including cobordism theorems for families of Dirac
type operators parametrized by a non-compact base space. In the third part of
the paper we investigate whether Riesz continuity is necessary for existence of a
spectral section or a generalized spectral section. In particular, we show that if a
graph continuous family of regular self-adjoint operators with compact resolvents
has a spectral section, then the family is Riesz continuous.
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1
1 Introduction
In this paper we deal with families of regular (that is, closed and densely defined) lin-
ear operators with compact resolvents acting between Hilbert spaces and parametri-
zed by points of an arbitrary topological space X.
Throughout the paper, “Hilbert space” always means a separable complex Hilbert
space of infinite dimension; “projection” always means an orthogonal projection, that
is, a self-adjoint idempotent; B(H,H ′) denotes the space of bounded linear operators
from H to H ′ with the norm topology, K(H,H ′) denotes the subspace of B(H,H ′)
consisting of compact operators, and P(H) denotes the subspace of B(H) = B(H,H)
consisting of projections.
Spectral sections. The notion of a spectral section was introduced by Melrose and
Piazza in [MP1], in order to give a family version of a global boundary condition
of Atiyah-Patody-Singer type. It is convenient to split [MP1, Definition 1] into two
parts, as we do below.
Let A be a regular self-adjoint operator with compact resolvents. A projection P is
called an r-spectral section for A if
(1.1) Au = λu =⇒
{
Pu = u if λ > r
Pu = 0 if λ 6 −r
In other words,
(1.2) 1[r,+∞)(A) 6 P 6 1(−r,+∞)(A).
Here 1S denotes the characteristic function of the subset S ⊂ R, and we use the
natural partial order on the set of projections. We also say that P is a spectral section
for A with a cut-off parameter r.
Let now A = (Ax)x∈X be a family of regular self-adjoint operators with compact
resolvents and r : X → R+ be a continuous function. A norm continuous family
P = (Px)x∈X of projections is called an r-spectral section for A if, for every x ∈ X, the
projection Px is an rx-spectral section for the operator Ax. We also say that P is a
spectral section for A with a cut-off function r.
Point out that the requirement for the family (Px) of projections and for the cut-off
function r to be continuous is an essential part of the definition of a spectral section.
In (1.1) we replaced strict inequalities used by Melrose and Piazza with non-strict
ones, since it simplifies statements of our results. It influences only the cut-off func-
tion and does not change the notion of a spectral section.
Generalized spectral sections. The notion of a generalized spectral section was in-
troduced by Dai and Zhang in [DZ] in order to cover both usual spectral sections and
the Calderóne projection. A projection P is called a generalized spectral section for
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a self-adjoint operator A if P − 1[0,+∞)(A) is a compact operator. A norm continuous
family P = (Px)x∈X of projections is called a generalized spectral section for a family
A = (Ax) of self-adjoint operators if Px is a generalized spectral section for Ax for
every x ∈ X.
Note that we omit a requirement from [DZ, Definition 2.1] for projections Px to be
pseudodifferential, since we work in the general functional-analytic framework in the
most part of the paper.
Compact base spaces. Let A be a family of first-order elliptic self-adjoint differential
operators over a closed manifold parametrized by points of a compact space X. As
was shown by Melrose and Piazza in [MP1, Proposition 1], for such a family A the
existence of a spectral section is equivalent to the vanishing of the index of A in K1(X).
Recall that the Riesz topology on the set R(H,H ′) of regular operators from H to H ′ is
induced by the bounded transform map
f : R(H,H ′)→ B(H,H ′), f(A) = A(1 +A∗A)−1/2,
from the norm topology on B(H,H ′). If a family of elliptic differential operators over
a closed manifold has continuously changing coefficients, then the corresponding
family of regular operators acting between the Hilbert spaces of square-integrable
sections of corresponding vector bundles is Riesz continuous.
The proof of Melrose and Piazza does not use the specifics of differential operators,
so [MP1, Proposition 1] can be stated in a more general form:
1.1 Proposition. Let A be a Riesz continuous family of self-adjoint regular operators with
compact resolvents parametrized by points of a compact space X. Then the following conditions
are equivalent:
1. A has a spectral section.
2. ind(A) = 0 ∈ K1(X).
Melrose and Piazza also proved a Z2-graded analog of this result in [MP2, Proposi-
tion 2]. The proofs of these results in [MP1, MP2] depend crucially on the base space
being compact.
Arbitrary base spaces. The aim of the first part of this paper is to generalize afore-
mentioned results of Melrose and Piazza to arbitrary base spaces, not necessarily
compact. In particular, we prove the following generalization of Proposition 1.1.
Theorem 7.1. Let A = (Ax)x∈X be a Riesz continuous family of regular self-adjoint opera-
tors with compact resolvents acting on fibers of a numerable Hilbert bundle over a topological
space X. Then the following conditions are equivalent:
1. A has a spectral section.
2. A has a generalized spectral section.
3. A is homotopic to a family of invertible operators.
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If P is a generalized spectral section for A, then for every ε > 0 a spectral sectionQ for A can
be chosen so that ‖Q− P‖∞ < ε and Q is homotopic to P as a generalized spectral section.
We also prove a Z2-graded version of this result, see Theorems 6.6 and 7.2. It deals
with Cl(1) spectral sections for odd self-adjoint operators and generalizes [MP2, Pro-
position 2] in the same manner as Theorem 7.1 generalizes [MP1, Proposition 1].
Correcting operators of finite rank. Melrose and Piazza showed in [MP1, Lemma
8] that if a self-adjoint family A over a compact base space has a spectral section P,
then there is a correcting family C of self-adjoint finite rank operators such that the
corrected family A ′ = A+ C consists of invertible operators and P is the family of
positive spectral projections for A ′. They also proved a Z2-graded analog in [MP2,
Lemma 1]. We generalize both these results to arbitrary base spaces in Section 5.
Applications. In Part II we present a variety of applications illustrating how the
results of Part I can be used. In particular, in Section 10 we generalize the famous
Cobordism Theorem for Dirac operators to arbitrary, not necessarily compact, base
spaces. We show in Theorem 10.6 that for an arbitrary family of Dirac type operators
on a compact manifold with boundary, the family of symmetrized boundary opera-
tors has a spectral section. Theorem 10.5 generalizes this result to a wider class of
operators.
In Section 11 we generalize our cobordism theorem to the case when not only op-
erators but also the boundary is varying. We consider the family of symmetrized
tangential operators of a varying first order elliptic operator along a varying hyper-
surface and show that such a family parametrized by pairs (operator, hypersurface)
has a spectral section.
Graph continuous families. The Riesz topology on the set of regular operators is
well suited for the theory of differential operators on closed manifolds. However, it
is not quite adequate for differential operators on manifolds with boundary: it is un-
known, except for several special cases, whether families of regular operators defined
by boundary value problems are Riesz continuous. In the context of boundary value
problems, the better suited topology is the graph topology.
The graph topology on R(H,H ′) is induced by the inclusion of R(H,H ′) to P(H⊕
H ′) ⊂ B(H ⊕ H ′) taking a regular operator onto the orthogonal projection on its
graph. A family of elliptic differential operators and boundary conditions with con-
tinuously varying coefficients leads to a graph continuous family of regular operators
[Pr, Appendix A.5].
As we saw above, a spectral section of a Riesz continuous family always exists locally.
There is a topological obstruction for existence of a global spectral section, which in
the case of a compact base space takes value in the K1-group of the base. A graph
continuous family, however, may admit no spectral section even locally. In fact, Riesz
continuity is necessary for a local existence of a spectral section, as the following
result shows.
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Theorem 13.1. Let X be an arbitrary topological space and A : X → RsaK (H) be a graph
continuous map admitting a spectral section. Then A is Riesz continuous.
The situation with generalized spectral sections for graph continuous families is more
complicated, as we show in Section 14. On the one hand, a generalized spectral
section does not necessarily exist even when a base space is an interval and/or a
family consists of invertible operators. On the other hand, existence of a generalized
spectral section does not imply Riesz continuity.
2 Preliminaries
In this section we recall some basic facts about regular operators (for more detailed
exposition see, for example, [Le, BLP, Ka]) and introduce some designations that are
used in the rest of the paper.
Regular operators. An unbounded operator A from H to H ′ is a linear operator
defined on a subspace D of H and taking values in H ′; the subspace D is called the
domain of A and is denoted by dom(A). An unbounded operator A is called closed
if its graph is closed in H⊕H ′ and densely defined if its domain is dense in H. It
is called regular if it is closed and densely defined. Let R(H,H ′) denote the set of all
regular operators from H to H ′, and let R(H) = R(H,H).
The adjoint operator of an operator A ∈ R(H,H ′) is an unbounded operator A∗ from
H ′ to H with the domain
dom(A∗) =
{
u ∈ H ′ | there exists v ∈ H such that 〈Aw,u〉 = 〈w, v〉 for all w ∈ H} .
For u ∈ dom(A∗) such an element v is unique and A∗u = v by definition. The adjoint
of a regular operator is itself a regular operator.
An operator A ∈ R(H) is called self-adjoint if A∗ = A (in particular, dom(A∗) =
dom(A)). Let Rsa(H) ⊂ R(H) be the subset of self-adjoint regular operators.
Operators with compact resolvents. For a regular operator A ∈ R(H,H ′), the oper-
ator 1 +A∗A is regular, self-adjoint, and has dense range. Its densely defined inverse
(1 +A∗A)−1 is bounded and hence can be extended to a bounded operator defined
on the whole H. A regular operator A ∈ R(H,H ′) is said to have compact resolvents if
(1 +A∗A)−1 ∈ K(H) and (1 +AA∗)−1 ∈ K(H ′). We denote by RK(H) the subset of
R(H) consisting of regular operators with compact resolvents.
Let RsaK (H) = R
sa(H)∩RK(H) be the subset of R(H) consisting of self-adjoint operators
with compact resolvents. Equivalently, a self-adjoint regular operator A is an operator
with compact resolvents if (A+ i)−1 is a compact operator. Such an operator has a
discrete real spectrum.
Bounded transform. The bounded transform (or the Riesz map) A 7→ f(A) = A(1 +
A∗A)−1/2 defines the inclusion of the set R(H,H ′) of regular operators to the unit ball
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in the space B(H,H ′) of bounded operators, with the image
f(R(H,H ′)) =
{
a ∈ B(H,H ′) | ‖a‖ 6 1 and 1 − a∗a is injective} .
The inverse map is given by the formula f−1(a) = a(1− a∗a)−1/2.
If A is self-adjoint, then so is f(A). If A has compact resolvents, then a = f(A) is
essentially unitary (that is, both 1 − a∗a and 1 − aa∗ are compact operators).
Essentially unitary operators. Let Beu(H,H
′) be the subspace of B(H,H ′) consisting
of essentially unitary operators. The bounded transform takes RK(H,H
′) to
f
(
RK(H,H
′)
)
=
{
a ∈ Beu(H,H ′) | ‖a‖ 6 1 and 1 − a∗a is injective
}
.
Let Bsaeu(H) be the the subspace of B(H,H
′) consisting of self-adjoint essentially uni-
tary operators.
In Section 3 and the first part of Section 6 we prove our results simultaneously both
for regular operators with compact resolvents and for essentially unitary operators.
The notion of a generalized spectral section given in the Introduction works as well
for self-adjoint essentially unitary operators. Equivalently, a projection P is a gener-
alized spectral section for a ∈ Bsaeu(H) if (2P − 1) − a ∈ K(H) (since 1[0,+∞)(a) is a
compact deformation of (a+ 1)/2 for a ∈ Bsaeu(H)).
We call a projection P an r-spectral section for a ∈ Bsaeu(H) and r ∈ (0, 1) if 1[r,+∞)(a) 6
P 6 1(−r,+∞)(a). Let r : X→ (0, 1) be a continuous function; we call a norm continuous
family of projections P = (Px)x∈X an r-spectral section (or simply a spectral section)
for a family a = (ax) of self-adjoint essentially unitary operators if Px is an rx-spectral
section for ax for every x ∈ X.
A family P = (Px) of projections is a generalized spectral section, resp. r-spectral
section for a familyA = (Ax) of self-adjoint regular operators with compact resolvents
if and only if P is a generalized spectral section, resp. (f ◦ r)-spectral section for the
family f ◦A of self-adjoint essentially unitary operators.
Two topologies on R(H,H ′). There are several natural topologies on the set of
regular operators. The two most useful of them are the Riesz topology and the
graph topology. They are induced by the inclusions of R(H,H ′) to B(H,H ′) and
to P(H⊕H ′), respectively; see Introduction for details.
We will always specify what topology (Riesz or graph) on R(H,H ′) we consider.
We will write rR(H,H ′) or gR(H,H ′) for the space of regular operators with Riesz
or graph topology, respectively. Alternatively, we will write “Riesz continuous” or
“graph continuous” for maps from or to R(H,H ′) and for families of regular opera-
tors.
On the subset B(H,H ′) ⊂ R(H,H ′) both Riesz and graph topology coincide with the
usual norm topology. Therefore, we always consider B(H,H ′) as equipped with the
norm topology.
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Spectral projections. The spectrum of an operator A ∈ RsaK (H) is discrete and real.
For real numbers a < b, the spectral projection 1[a,b](A) is defined as 1[f(a), f(b)](f(A));
its range is the subspace of H spanned by eigenvectors of A with eigenvalues in
the interval [a,b]. Similarly, 1[a,+∞)(A) is defined as 1[f(a),1](f(A)) and 1(−∞,a](A) is
defined as 1[−1,f(a)](f(A)). The spectral projections for semi-open and open intervals
are defined in the same manner.
Let Res(A) denote the resolvent set of A. For a compact subspace K ⊂ R, the subset
VK = {A ∈ RsaK (H) |K ⊂ Res(A)}
is open in both Riesz and graph topology on RsaK (H).
The map V{a,b} → P(H) taking A to 1[a,b](A) is both Riesz-to-norm and graph-to-
norm continuous. However, the spectral projection maps Va → P(H) corresponding
to unbounded intervals, A 7→ 1(−∞,a](A) and A 7→ 1[a,+∞)(A), are only Riesz-to-norm
continuous, but not graph-to-norm continuous. This is the major difference between
the two topologies in our context.
Part I
Riesz continuous families
Throughout this part, all families of regular operators are supposed to be Riesz con-
tinuous.
3 Generalized spectral sections
Homotopy Lifting Property. Recall that a continuous map G → Z is said to have
the Homotopy Lifting Property for a space X if for every homotopy h : X× [0, 1]→ Z,
every lifting h˜0 : X× {0}→ G of h0 can be continued to a lifting h˜ : X× [0, 1]→ G of h.
In this section the base space Z is either rRsaK (H) or B
sa
eu(H). For the most part of the
section, our reasoning works for both these cases simultaneously.
Let Z be one of these two spaces. Let I denote the range of cut-off parameters for Z,
that is, I = R+ if Z = R
sa
K (H) and I = (0, 1) if Z = B
sa
eu(H).
Let G denote the subspace of Z × P(H) consisting of pairs (A,P) such that P is a
generalized spectral section for A. We consider G as the total space of a fiber bundle
over Z, with the projection piG : G→ Z taking (A,P) to A.
3.1 Theorem. The fiber bundle piG : G → Z is locally trivial and has the Homotopy Lifting
Property for all spaces.
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Proof. The family (Zr)r∈I, Zr = {A ∈ Z | r ∈ Res(A)}, is an open covering of Z. For
every r ∈ I, the map S+r : Zr → P(H) defined by the formula S+r (A) = 1[r,+∞)(A) is
continuous. The restriction of G to Zr is
(3.1) G|Zr =
{
(A,P) |A ∈ Zr and P − S+r (A) ∈ K(H)
}
.
Our next goal is to trivialize S+r locally. To this end, take an open covering (VQ)Q∈P(H)
of P(H), where VQ = {P ∈ P(H) | ‖P−Q‖ < 1}. By [WO, Proposition 5.2.6] for every
Q ∈ P(H) there is a continuous map gQ : VQ → U(H) such that
(3.2) P = gQ(P)Q (gQ(P))
∗ for every P ∈ VQ.
The inverse images Zr,Q = (S
+
r )
−1(VQ) ⊂ Zr, with r running I and Q running P(H),
form an open covering (Zr,Q) of Z. We claim that the restriction Gr,Q of G to Zr,Q is a
trivial bundle with the fiber
FQ = {P ∈ P(H) |P−Q ∈ K(H)} .
Indeed, fix an arbitrary pair (r,Q) and consider the map g = gQ ◦ S+r : Zr,Q → U(H).
It follows from (3.2) that (g(A))∗ S+r (A) g(A) = Q does not depend on A ∈ Zr,Q.
Together with (3.1) this implies that the map
Φ : Gr,Q → Zr,Q × FQ, Φ(A,P) = (A, g(A)∗ P g(A))
is a trivializing bundle isomorphism, which proves the claim.
For both Z = rRsaK (H) and Z = B
sa
eu(H) the topology of Z is induced by the embedding
of Z to B(H), so Z is a metric space. This implies paracompactness of Z [St, Corollary
1]. Thus piG is a locally trivial fiber bundle with a paracompact base space. By [Hu,
Uniformization Theorem], piG has the Homotopy Lifting Property for all spaces. This
completes the proof of the Proposition. 
Generalized spectral sections. Using Theorem 3.1, we now can prove the following
result.
3.2 Theorem. Let X be an arbitrary topological space and Z be either rRsaK (H) or B
sa
eu(H).
Let A : X→ Z be a continuous map. Then the following conditions are equivalent:
1. A has a generalized spectral section.
2. A is homotopic (as a map from X to Z) to a family of invertible operators.
Proof. (2 ⇒ 1) Let h : X× [0, 1]→ Z be a homotopy between A = h1 and an invertible
family h0. Since h0 is invertible, it has a spectral section P0(x) = 1[0,+∞)(h0(x)). Then
the map h˜0 : X→ G given by the formula h˜0(x) = (h0(x),P0(x)) covers h0. By Theorem
3.1, h˜0 can be continued to a map h˜ : X× [0, 1] → G covering h. Restriction of h˜ to
X× {1} gives the map h˜1 : X→ G covering A. The composition of h˜1 with the natural
projection G→ P(H) is a generalized spectral section for A.
(1 ⇒ 2) Let P : X → P(H) be a generalized spectral section for A : X → Z. Then
T : X → B(H), T(x) = 2P(x) − 1, is a continuous family of symmetries (that is, self-
adjoint unitaries).
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1. Consider first the case Z = Bsaeu(H). Then A(x) − T(x) ∈ K(H) for every x ∈ X.
Therefore,
h : X× [0, 1]→ Bsaeu(H), ht(x) = (1 − t)A(x) + tT(x)
is a homotopy from h0 = A to h1 = T , with T(x) invertible for every x ∈ X.
2. Let now Z = rRsaK (H). The composition a = f ◦ A : X → Bsaeu(H) is continuous
and a(x) − T(x) ∈ K(H) for every x ∈ X. One is tempted to apply f−1 to the linear
homotopy between a and T , as above. But the image of f,
(3.3) f (RsaK (H)) = {b ∈ Bsaeu(H) | ‖b‖ 6 1 and 1 − b2 is injective } ,
does not contain T(x), so this naive idea does not work. To fix it, we replace T by
its compact deformation T ′ lying in the image of f. Let us fix a strictly positive
compact operator K ∈ K(H) of norm less than 1. For example, one can identify
H with l2(N) and take the diagonal operator K = diag(1
2
, 1
3
, 1
4
, . . .). Then T ′(x) =
(1−K)T(x)(1−K) is self-adjoint and invertible, ‖T ′(x)‖ 6 1, and T ′(x) − T(x) ∈ K(H).
Let at(x) = (1 − t)a(x) + tT
′(x) be the linear homotopy between a0 = a and a1 = T ′.
By definition, a0(x) = f(A(x)) lies in the image of f. For every t ∈ (0, 1], x ∈ X,
and ξ ∈ H \ {0} we get ‖at(x)ξ‖ < ‖ξ‖, so 1 − at(x)2 is injective and thus at(x) lies
in the image of f. Applying f−1 to at(x), we obtain a homotopy h : X × [0, 1] →
RsaK (H), ht(x) = f
−1(at(x)), connecting h0 = A with an invertible family f
−1(T ′). This
completes the proof of the theorem. 
4 Spectral sections
Fiber homotopy equivalence. Let Z be the space RsaK (H) equipped with the Riesz
topology, and let S be the subspace of Z× P(H)×R+ consisting of triples (A,P, r)
such that P is an r-spectral section for A. We consider S as the total space of a fiber
bundle over Z, with the projection piS : S→ Z taking (A,P, r) to A.
4.1 Theorem. The bundle map ι : S → G taking (A,P, r) to (A,P) is a fiber homotopy
equivalence. Moreover, for every ε > 0, a fiber-homotopy inverse bundle map ϕ = ϕε : G→ S
can be chosen so that ‖Q− P‖ < ε for every (A,P) ∈ G, (A,Q) = ι ◦ϕ(A,P).
As an immediate corollary of this theorem we get the following result.
4.2 Corollary. The fiber bundle piS : S → Z has the Weak Homotopy Lifting Property for all
spaces (that is, for any homotopy h : X× [0, 1] → Z and for any lifting h˜0 : X× {0} → S of
h0, there is a lifting X× [0, 1]→ S of h whose restriction to X× {0} is vertically homotopic to
h˜0).
Proof of Theorem 4.1. Let us fix δ ∈ (0, 12) such that δ 6 ε/2.
Let (A,P) be an arbitrary element of G. For r > 0, define the spectral projections
(4.1) S−r (A) = 1(−∞,r](A), S◦r(A) = 1(−r, r)(A), and S+r (A) = 1[r,+∞)(A).
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We approximate P by bounded self-adjoint operators
(4.2) Tr(A,P) = S
+
r (A) + S
◦
r(A) P S
◦
r(A).
Thus defined map Tr is continuous on the open set {(A,P) ∈ G | ± r ∈ Res(A)}. Equal-
ity (4.2) can be written equivalently as
(4.3) Tr(A,P) = S
+
0 (A) + S
◦
r(A)
(
P− S+0 (A)
)
S◦r(A).
Consider the family
(4.4) U = (Ur)r>0, Ur = {(A,P) ∈ G | ± r ∈ Res(A) and ‖Tr(A,P) − P‖ < δ}
of open subsets of G. We claim that U is an open covering of G. Indeed, let (A,P) be
an arbitrary point of G. Since P is a generalized spectral section for A, the difference
P− S+0 (A) is a compact operator. The net {S
◦
r(A)}r>0 is an approximate unit for K(H).
Therefore, the second summand in the right hand side of (4.3) has a limit P− S+0 (A),
and Tr(A,P) − P → 0 as r → +∞. It follows that (A,P) lies in Ur for r large enough,
and thus U covers G.
The topology of Z×P(H) is induced by its embedding to B(H)×B(H), so Z×P(H),
as well as its subspace G, is a metric space. It follows from [St, Corollary 1] that
G is paracompact. Hence there is a partition of unity (ui) subordinated to U, with
supp(ui) ⊂ Uri . (By a partition of unity we always mean locally finite partition.) For
every (A,P) ∈ G we define a bounded self-adjoint operator T(A,P) by the formula
(4.5) T(A,P) =
∑
ui(A,P) · Tri(A,P).
The restriction of Tr to Ur is continuous, so all the summands in (4.5) are continuous,
and thus T itself is continuous as a map from G to B(H).
If ui(A,P) 6= 0, then (A,P) ∈ Uri and ‖Tri(A,P) − P‖ < δ. Therefore,
(4.6) ‖T(A,P) − P‖ < δ for every (A,P) ∈ G.
The spectrum of P is {0, 1}, so the last inequality implies that the spectrum of T(A,P)
lies in Λ = [−δ, δ] ∪ [1 − δ, 1 + δ]. Since δ < 12 , these two intervals are disjoint. The
function 1[ 12 ,+∞) is continuous (and even smooth) on Λ, so the projection
(4.7) Q(A,P) = 1[ 12 ,+∞)(T(A,P))
continuously depends on (A,P). Moreover, ‖Q(A,P) − T(A,P)‖ 6 δ, which together
with (4.6) provides an estimate ‖Q(A,P) − P‖ < ε for every (A,P) ∈ G.
Let (A,P) ∈ G and r = max {ri |ui(A,P) 6= 0}. Then T(A,P) = 0⊕ T◦(A,P)⊕ 1 and
thus Q(A,P) = 0⊕Q◦(A,P)⊕ 1 with respect to the orthogonal decomposition
(4.8) H = H− ⊕H◦ ⊕H+, where Hα = Im(Sαr (A)) for α ∈ {+,−, ◦} .
In other words, Q(A,P) is an r-spectral section for A.
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For every point (A,P) ∈ G choose its neighbourhood VA,P ⊂ G intersecting only a
finite number of inverse images u−1i (0, 1]. Let (vj) be a partition of unity subordinated
to the covering V = (VA,P) of G. Let
Rj = max
{
ri |u
−1
i (0, 1]∩ v−1j (0, 1] 6= ∅
}
.
We define a continuous map R : G→ R+ by the formula
(4.9) R(A,P) =
∑
vj(A,P) · Rj.
Then R(A,P) > max {ri |ui(A,P) 6= 0} for every (A,P) ∈ G, so Q(A,P) is an R(A,P)-
spectral section for A.
Finally, we define the map ϕ : G→ S by the formula ϕ(A,P) = (A,Q(A,P),R(A,P)).
It remains to show that ϕ is homotopy inverse to ι as a bundle map. To this end,
consider the map h : G× [0, 1]→ P(H) given by the formula
(4.10) ht(A,P) = 1[ 12 ,+∞) (tP+ (1 − t)T(A,P)) .
Since ‖(tP+ (1 − t)T(A,P)) − P‖ 6 ‖T(A,P) − P‖ < δ < 1/2, the same argument as
in the proof of continuity of (4.7) shows that h is continuous. Obviously, h0(A,P) =
Q(A,P) and h1(A,P) = P. Thus the formula (A,P) 7→ (A,ht(A,P)) defines a bundle
homotopy between ι ◦ϕ and IdG.
To construct a homotopy between ϕ ◦ ι and IdS, we use three auxiliary homotopies.
We will write Q and R instead of Q(A,P) and R(A,P) for brevity. The first homotopy
h ′t(A,P, r) = (A,Q,R+ tr) connects ϕ ◦ ι(A,P, r) = (A,Q,R) with (A,Q,R+ r). The
second one h ′′t (A,P, r) = (A,ht(A,P),R+ r) connects (A,Q,R+ r) with (A,P,R+ r).
The third one h ′′′t (A,P, r) = (A,P, (1 − t)R+ r) connects (A,P,R+ r) with (A,P, r).
The concatenation of h ′, h ′′, and h ′′′ is a desired bundle homotopy between ϕ ◦ ι and
IdS. This completes the proof of the theorem. 
Spectral sections. Using Theorem 4.1, we immediately obtain the following result.
4.3 Theorem. Let X be an arbitrary topological space and A : X → RsaK (H) be a Riesz con-
tinuous map. Then the following conditions are equivalent:
1. A has a spectral section.
2. A has a generalized spectral section.
3. A is homotopic, via a Riesz continuous homotopy X× [0, 1] → RsaK (H), to a family of
invertible operators.
If P is a generalized spectral section for A and ε > 0, then a spectral section Q for A can be
chosen so that ‖Q− P‖∞ < ε and Q is homotopic to P as a generalized spectral section.
Proof. (1 ⇒ 2) is trivial.
(2 ⇔ 3) follows from Theorem 3.2.
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(2 ⇒ 1) and the last part of the theorem follow from Theorem 4.1. Indeed, if ε > 0 and
P is a generalized spectral section for A, then the map x 7→ ϕε(Ax,Px) =: (Ax,Qx, rx)
defines an r-spectral section Q for A. Moreover, ‖Qx − Px‖ < ε for every x ∈ X.
Since ι ◦ϕε and IdG are vertically homotopic, Q and P are homotopic as generalized
spectral sections. This completes the proof of the theorem. 
4.4 Remark. For a self-adjoint familyAx parametrized by points of a compact space X,
Melrose and Piazza showed in [MP1, Proposition 2] that if the set of spectral sections
for A is non-empty, then it contains “arbitrary small” and “arbitrary large” spectral
sections, in the following sense: for every given s ∈ R, there are spectral sections P
and Q such that Px 6 Sx 6 Qx for every x ∈ X, where Sx = 1[s,+∞)(Ax). This property
is no longer true in the general case of a non-compact base space, as the following
simple example shows.
4.5 Example. Fix A ∈ RsaK (H) and consider the family Ax = A+ x parametrized by
real numbers x ∈ X = R. The family A admits a spectral section. Indeed, the constant
map taking every x ∈ X to 1[0,+∞)(A) is an r-spectral section for A, where r : X→ R+
is an arbitrary function satisfying condition r(x) > |x|.
Suppose now that A is unbounded from above. Then, for any given s ∈ R, A has
no spectral section P dominated by the family S = (Sx) as above. Indeed, suppose
that P : X→ P(H) is such a spectral section. Then Px 6 1[s,+∞)(A+ x) = 1[s−x,+∞)(A).
For x 6 s, let P ′x be the restriction of Px to the range H ′ of 1[0,+∞)(A). Then (P ′x) is a
continuous one-parameter family of projections in H ′ parametrized by points of the
ray (−∞, s]. The kernels of P ′x are finite-dimensional; by continuity, their dimensions
should be independent of x. On the other hand, the dimension of Ker(P ′x) is bounded
from below by the rank of 1[0, s−x)(A), which goes to infinity as x → −∞. This
contradiction shows that such a spectral section P does not exist.
Similar argument shows that if A is unbounded from below, then A has no spectral
section dominating the family S.
5 Correcting operators
Melrose and Piazza showed in [MP1, Lemma 8] that if a self-adjoint family A over a
compact base space admits a spectral section P, then A admits a finite rank correction
to an invertible family A ′ such that P is the family of positive spectral projections
for A ′. They also proved a Z2-graded analog of this result in [MP2, Lemma 1].
Their proofs are based on the existence of “arbitrarily small” and “arbitrarily large”
spectral sections in the sense of Remark 4.4. However, for a non-compact base space
there may be no such spectral sections, as Example 4.5 shows. In this section we
generalize [MP1, Lemma 8] and [MP2, Lemma 1] to arbitrary base spaces using a
different method.
Correcting operators. It is convenient to have a special term for operators consid-
ered by Melrose and Piazza. Let A be a self-adjoint regular operator with compact
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resolvents. We say that a self-adjoint bounded operator C is an r-correcting operator
(or simply a correcting operator) for A if the sum A+C is invertible and the range of
C lies in the range of 1(−r, r)(A). We also say that C is r-correcting the operator A.
Obviously, if C is an r-correcting operator for A, then
(5.1) P = 1[0,+∞)(A+C)
is an r-spectral section for A. We say that a correcting operator C agreeswith a spectral
section P if (5.1) holds.
These notions are generalized to the family case in a natural way. We say that a norm
continuous family C : X → Bsa(H) is correcting a family A : X → RsaK (H), or that C is
a correcting family for A, if there is a continuous function r : X → R+ such that Cx
is rx-correcting the operator Ax for every x ∈ X. We also call such a family C an r-
correcting family for A. We say that a correcting family C agrees with a spectral section
P if Px = 1[0,+∞)(Ax + Cx) for every x ∈ X.
Correcting operators and spectral sections. Let D be the subspace of rRsaK (H) ×
Bsa(H)×R+ consisting of triples (A,C, r) such that C is an r-correcting operator for
A.
Recall that S denotes the subspace of rRsaK (H) × P(H) × R+ consisting of triples
(A,P, r) such that P is an r-spectral section for A. There is a natural map
(5.2) pi : D→ S, pi(A,C, r) = (A,P, r), where P = 1[0,+∞)(A+C).
The fibers of pi considered as subsets of Bsa(H) are convex.
5.1 Proposition. The map pi : D→ S is continuous.
Proof. The map S : D → P(H) taking (A,C, r) to 1(−r, r)(A) is continuous on Dr =
{(A,C, r) ∈ D | ± r ∈ Res(A)}. The projection P = 1[0,+∞)(A + C) can be written as
an orthogonal sum 1[0,+∞)(SAS+C) + 1[r,+∞)(A). The operator SAS+C is bounded
and continuously depends on (A,C, r) ∈ Dr. Therefore, P depends continuously on
(A,C, r) ∈ Dr. Since the open sets Dr cover D, (5.2) is continuous. 
5.2 Theorem. The map pi : D→ S has a section. Such a section (A,P, r) 7→ (A,γ(A,P, r), r)
can be chosen so that ‖γ(A,P, r)‖ < 2r for every (A,P, r) ∈ S.
Proof. Let us fix a continuous function ψ : R → [0, 1] which is equal to 1 on (−∞, 0]
and to 0 on [1,+∞). Our construction of the map γ : S → Bsa(H) depends on the
choice of such a function ψ.
Let (A,P, r) ∈ S. We take Q = 1 − P, A+ = PAP, and A− = QAQ. The operators
r+A+ and r−A− are positive and invertible, and the sum A+ +A− is orthogonal.
The difference
(5.3) C ′ = (A+ +A−) −A = −PAQ−QAP
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is a self-adjoint operator of norm less than r with the range of C ′ lying in the range
H◦ of 1(−r, r)(A). Let
(5.4) C+ = Pψ
(
r−1A+
)
P, C− = −Qψ
(
−r−1A−
)
Q, and C ′′ = r
(
C+ +C−
)
.
The range of C ′′ lies in H◦ and ‖C ′′‖ 6 r, so the range of C = C ′ +C ′′ lies in H◦ and
‖C‖ < 2r.
We define γ by the formula γ(A,P, r) = C = C ′ +C ′′, where C ′ and C ′′ are defined
by formulas 5.3 and 5.4.
The function Ψ(t) = t+ψ(t) is strictly positive on (−1,+∞). The sum A+C can be
written as
A+C = (A+ +A−) + r
(
C+ +C−
)
= r P Ψ(r−1A+)P− rQΨ(−r−1A−)Q,
so it is invertible and 1[0,+∞)(A+C) = P.
It remains to show that γ is continuous. For λ > 0, let
Sλ = {(A,P, r) ∈ S | ± λ ∈ Res(A) and r < λ} .
The projection S = 1(−λ, λ)(A) and the cut-off operator B = SAS = f
−1 (Sf(A)S) ∈
Bsa(H) continuously depend on (A,P, r) ∈ Sλ. The projections S and P commute,
so C ′ = SC ′S = PBQ+QBP, and thus the restriction of C ′ to Sλ is continuous. The
restriction of C ′′ to Sλ can be written in a similar manner:
C ′′ = r S
[
Pψ(r−1PBP)P −Qψ(−r−1QBQ)Q
]
S,
which provides continuity of C ′′ on Sλ. Open sets Sλ cover S when λ runs R+, so both
C ′ and C ′′ are continuous on the whole S. Therefore, the sum γ = C ′ + C ′′ is also
continuous. This completes the proof of the first two statements of the theorem. 
5.3 Theorem. Let X be an arbitrary topological space and A : X → RsaK (H) be a Riesz con-
tinuous map. Suppose that A admits an r-spectral section P. Then A admits an r-correcting
family C : X→ Bsa(H) that agrees with P and satisfies ‖Cx‖ < 2rx.
Proof. Let γ : S → Bsa(H) be a map satisfying conditions of Theorem 5.2. Then
the formula Cx = γ(Ax,Px, rx) determines an r-correcting family for A satisfying
conditions of the theorem. 
5.4 Theorem. Let P be a spectral section for a Riesz continuous map A : X→ RsaK (H). Then
the space of all correcting families for A that agree with P is convex and therefore contractible.
Proof. Let Ci be an ri-correcting family for A, i = 1, 2. Then both C1 and C2 are
r-correcting families for A, where r = max(r1, r2). Let C = tC1 + (1 − t)C2, t ∈ [0, 1].
Then the range of C(x) lies in the range of 1(−rx,rx)(A(x)). The sum A+ C = t(A+
C1)+ (1− t)(A+C2) commutes with P since both A+C1 and A+C2 commute with P.
The operator A(x) + C(x) is strictly positive on the range of P(x) and strictly negative
on the kernel of P(x). Therefore, C is an r-correcting family for A. This completes the
proof of the proposition. 
14
6 Z2-graded case
Throughout this section H = H0 ⊕H1 will be a Z2-graded Hilbert space. Let σ =
( 1 00 −1 ) ∈ B(H) be the symmetry defining the grading. We denote by R1K(H) the
subset of RsaK (H) consisting of odd operators, that is, operators anticommuting with
σ. Similarly, we denote by B1(H) the subspace of Bsa(H) consisting of odd operators.
Spectral sections for odd operators. The natural inclusion R1K(H) →֒ RsaK (H) admits
a spectral section P : R1K(H) → P(H). Indeed, fix a continuous even function ψ : R →
R supported on [−r, r] which does not vanish at zero. For every A ∈ R1K(H), the
self-adjoint finite rank operator CA = σψ(A) is r-correcting the operator A, since
(A+CA)
2 = A2 +ψ(A)2 is invertible. Therefore, PA = 1[0,+∞)(A+CA) is an r-spectral
section for A. Moreover, the maps A 7→ CA and A 7→ PA are continuous on R1K(H)
and thus determine an r-correcting family and an r-spectral section for the inclusion
R1K(H) →֒ RsaK (H).
It follows that, by a trivial reason, every family of odd self-adjoint operators with
compact resolvents has a spectral section. Hence the notion of a spectral section is
not very relevant for such operators. Instead, one should consider spectral sections
behaving well with respect to the grading. Such a notion of a Cl(1) spectral section
was introduced by Melrose and Piazza in [MP2].
Cl(1) spectral sections. A norm continuous family of projections P : X → P(H) is
called a Cl(1) spectral section for a family A : X→ R1K(H) if P is a spectral section for
A and satisfies additionally the anticommutation property
(6.1) σPσ−1 = 1 − P.
Let P1(H) denote the subspace of P(H) consisting of projections P satisfying (6.1).
Equivalently, a projection P lies in P1(H) if the symmetry 2P − 1 anticommutes with
σ.
P1(H) is naturally homeomorphic to the space of unitary operators U(H0,H1); the
corresponding homeomorphism
(6.2) ν : P1(H)→ U(H0,H1)
takes P ∈ P1(H) to v ∈ U(H0,H1) such that 2P− 1 =
(
0 v∗
v 0
)
.
Generalized Cl(1) spectral sections. Again, we consider two cases in parallel:
1. Z = rRsaK (H), Z
′ = rRK(H0,H1), and I = R+;
2. Z = Bsaeu(H), Z
′ = Beu(H0,H1), and I = (0, 1).
Let Z1 denote the subspace of Z consisting of odd operators. The formula
(6.3) A 7→ Aˆ =
(
0 A∗
A 0
)
15
defines a natural homeomorphism Z ′ → Z1.
Both Z ′ and Z1 are empty if one of Hi is finite-dimensional (recall that H itself is
infinite-dimensional). So we will always suppose that both H0 and H1 are infinite-
dimensional.
We define a generalized Cl(1) spectral section for Aˆ : X → Z1 as a generalized spectral
section P for Aˆ satisfying (6.1). Equivalently, a norm continuous map P : X → P1(H)
is a generalized Cl(1) spectral section for Aˆ if ax is a compact deformation of the
unitary ν(Px) for every x ∈ X, where ax = Ax for Z = Bsaeu(H) and ax = f(Ax) for
Z = RsaK (H).
An element a ∈ Beu(H0,H1) is a compact deformation of a unitary if and only if the
index of a vanishes. For A ∈ RK(H0,H1) the indices ofA and f(A) coincide. Therefore,
the index of A ∈ Z ′ vanishes if and only if the operator Aˆ given by formula (6.3) has
a generalized Cl(1) spectral section. We denote by Z¯ ′ the subspace of Z ′ consisting of
operators with vanishing index and by Z¯1 the subspace of Z1 consisting of operators
admitting a generalized Cl(1) spectral section.
Since the index is locally constant on Beu(H
0,H1) and thus also on rRK(H
0,H1), Z¯ ′ is
an open and closed subspace of Z ′ (in fact, it is a connected component of Z ′, but we
do not use its connectedness). Homeomorphism (6.3) takes Z¯ ′ to Z¯1, so Z¯1 is an open
and closed subspace of Z1.
6.1 Proposition. For every A ∈ Z ′, the following conditions are equivalent:
1. The index of A vanishes.
2. The signature of the restriction of σ to the kernel of Aˆ vanishes.
3. Aˆ has a Cl(1) spectral section.
4. Aˆ has a generalized Cl(1) spectral section.
Proof. (3 ⇒ 4) is trivial.
(1 ⇔ 4) is explained above.
(1 ⇔ 2) follows from the equality
sign
(
σ|Ker Aˆ
)
= dim
(
H0 ∩Ker Aˆ)− dim (H1 ∩Ker Aˆ)
= dim(KerA) − dim(KerA∗) = ind(A).
(1 ⇒ 3) If dimKerA = dimKerA∗, then there is a unitary v ∈ U(KerA, KerA∗).
Let S ∈ P(H) be the orthogonal projection onto the kernel of Aˆ and P0 =
(
0 v∗
v 0
) ∈
P(Ker Aˆ). Then P = P0S+ 1(0,+∞)(Aˆ) is a Cl(1) spectral section for Aˆ. 
6.2 Proposition. For every A ∈ Z1 and r ∈ I, the signatures of the restrictions of σ to
Ker(A) and to the range of 1(−r, r)(A) coincide.
Proof. The range V of 1(−r, r)(A) can be decomposed into the orthogonal sum
V = V− ⊕Ker(A)⊕ V+ corresponding to the decomposition of the interval (−r, r) =
16
(−r, 0) ∪ {0} ∪ (0, r). Since σ anticommutes with A, σ takes V− to V+ and vice versa.
Therefore, the signature of the restriction of σ to V− ⊕V+ vanishes, and so the signa-
tures of σ|V and σ|Ker(A) coincide. 
Homotopy Lifting Property. Let G1 denote the subspace of Z1 ×P1(H) consisting of
pairs (A,P) such that P is a generalized spectral section for A. Let
UK(H
0) = {u ∈ U(H0) |u− 1 ∈ K(H0)}
be the group of unitaries which are compact deformation of the identity.
6.3 Theorem. The natural projection G1 → Z¯1 is a locally trivial principal UK(H0)-bundle.
Both G1 → Z¯1 and G1 → Z1 have the Homotopy Lifting Property for all spaces.
Proof. 1. We define the action µ of UK(H
0) on the product Z¯1 ×P1(H) by the formula
µu(A,P) =
(
A, ν−1(ν(P)u)
)
, u ∈ UK(H0),
where ν : P1(H) → U(H0,H1) is homeomorphism (6.2). For every P,P ′ ∈ P1(H) we
have the following sequence of equivalences:
P− P ′ ∈ K(H) ⇐⇒ ν(P) − ν(P ′) ∈ K(H0,H1) ⇐⇒ ν(P ′)−1ν(P) − 1 ∈ K(H0).
Therefore, G1 is fixed by the action of µ, and µ acts transitively on the fibers of
G1 → Z¯1. Obviously, this action is free. It follows that G1 → Z¯1 is a principal UK(H0)-
bundle.
2. The next step of the proof is local triviality of G1 → Z¯1. Since this bundle is prin-
cipal, it is sufficient to show that it allows a local section over a neighbourhood of an
arbitrary point A0 ∈ Z¯1. Fix r > 0 such that ±r ∈ Res(A0). Let S◦r(A) and S+r (A) be
the projections defined by formulae (4.1). They are continuous on the neighbourhood
Vr =
{
A ∈ Z¯1 | ± r ∈ Res(A)} of A0. The projections 1±σ2 S◦r(A) are also continuous
on Vr, so their ranges are locally trivial vector bundles over Vr. Let V ⊂ Vr be a
neighbourhood of A0 over which these two vector bundles are trivial; denote their
restrictions to V by E+ and E−. The ranks of E+ and E− are equal to the dimen-
sions of their fibers over A0; since A0 ∈ Z¯1, these ranks coincide. Choose a unitary
bundle isomorphism v : E+ → E−. Let T = ( 0 v∗v 0 ) be the corresponding odd sym-
metry and P = (T + 1)/2 ∈ P(E+ ⊕ E−) the bundle projection. Then the formula
A 7→ (A, P(A)S◦r(A) + S+r (A)) defines a section of G1 over V . This completes the proof
of the second step.
3. The same reasoning as in the end of the proof of Theorem 3.1 shows that a locally
trivial bundle G1 → Z¯1 has the Homotopy Lifting Property for all spaces. Since Z¯1 is
closed and open in Z1, the same is true for G1 → Z1. This completes the proof of the
theorem. 
6.4 Theorem. Let X be an arbitrary topological space and Z be either rRsaK (H) or B
sa
eu(H).
Let A : X→ Z1 be a continuous map. Then the following conditions are equivalent:
1. A has a generalized Cl(1) spectral section.
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2. A is homotopic, as a map from X to Z1, to a family of invertible operators.
Proof. The proof reproduces completely the proof of Theorem 3.2, with (generalized)
spectral sections replaced by (generalized) Cl(1) spectral sections and Theorem 6.3
used instead of Theorem 3.1. The only additional care is needed for the choice of a
compact operator K: it should commute with σ. Then T ′(x) is odd and the homotopy
h consists of odd operators. 
Fiber homotopy equivalence. From now on till the end of the section Z denotes the
space R1K(H) equipped with the Riesz topology.
6.5 Theorem. The bundle map ι : S1 → G1 taking (A,P, r) to (A,P) is a fiber homotopy
equivalence. Moreover, for every ε > 0, a fiber-homotopy inverse bundle map ϕ = ϕε : G
1 →
S1 can be chosen so that ‖Q− P‖ < ε for every (A,P) ∈ G1 and (A,Q) = ι ◦ϕ(A,P).
Proof. We will show that the bundle map ϕ from the proof of Theorem 4.1 maps
the subspace G1 of G to the subspace S1 of S, and that the restriction of ϕ to G1 is
homotopy inverse, as a bundle map, to the restriction of ι to S1.
We use the designations from the proof of Theorem 4.1. It will be convenient to
use the following convention: if B is a self-adjoint operator, then we write B˜ as an
abbreviation for 2B− 1. We will also use the “sign function”
ρ : R \ {0}→ {−1, 1} , ρ = 1(0,+∞)− 1(−∞,0) .
Let (A,P) be an arbitrary element of G1. Equality (4.2) can be written equivalently as
T˜r(A,P) = (S
+
r (A) − S
−
r (A)) + S
◦
r(A) P˜ S
◦
r(A).
Since A and P˜ are odd, T˜r(A,P) is also odd. It follows that T˜ (A,P) and Q˜(A,P) =
ρ
(
T˜(A,P)
)
are odd. Therefore, ϕ takes G1 to S1.
Equality (4.10) can be written equivalently as h˜t(A,P) = ρ
(
tP˜+ (1 − t)T˜(A,P)
)
. If P˜
and T˜ are odd, then h˜t(A,P) is also odd. It follows that h maps G
1 × [0, 1] to P1(H).
The reasoning in the rest of the proof of Theorem 4.1 shows that the restriction of ϕ to
G1 is homotopy inverse, as a bundle map, to the restriction of ι to S1. This completes
the proof of the theorem. 
6.6 Theorem. Let X be an arbitrary topological space and A : X→ R1K(H) be a Riesz contin-
uous map. Then the following conditions are equivalent:
1. A has a Cl(1) spectral section.
2. A has a generalized Cl(1) spectral section.
3. A is homotopic, via a Riesz continuous homotopy X× [0, 1] → R1K(H), to a family of
invertible operators.
If P is a generalized Cl(1) spectral section for A and ε > 0, then a Cl(1) spectral section Q
for A can be chosen so that ‖Q− P‖∞ < ε and Q is homotopic to P as a generalized Cl(1)
spectral section.
Proof. (1 ⇒ 2) is trivial.
(2 ⇔ 3) follows from Theorem 6.4.
(2 ⇒ 1) and the last part of the theorem follow from Theorem 6.5, in the same manner
as in the proof of Theorem 4.3. 
Correcting operators. Recall that in the previous section we denoted by D the
subspace of rRsaK (H) × Bsa(H)× R+ consisting of triples (A,C, r) such that C is an
r-correcting operator for A. Let D1 be the subspace of D consisting of triples
(A,C, r) with A and C odd operators. In other words, D1 is the subspace of
rR1K(H) × B1(H) × R+ consisting of triples (A,C, r) such that C is an r-correcting
operator for A.
If (A,C, r) ∈ D1, then P = 1[0,+∞)(A+C) is a Cl(1) spectral section for A. Therefore,
the restriction of pi : D→ S to D1 defines a natural projection pi1 : D1 → S1.
6.7 Theorem. The map pi1 : D1 → S1 has a section (A,P, r) 7→ (A,γ(A,P, r), r). It can be
chosen so that ‖γ(A,P, r)‖ < 2r for every (A,P, r) ∈ S.
Proof. Let γ : S → Bsa(H) be the map constructed in the proof of Theorem 5.2. Then
γ takes S1 to P1(H) and thus defines a section satisfying conditions of the theorem.
Indeed, if A is odd and P is a Cl(1) spectral section for A, then the conjugation by
σ takes A+ to −A− and vice versa. Therefore, both C ′ and C ′′ are odd, and thus
C = C ′ +C ′′ is also odd for every (A,P, r) ∈ S1. 
6.8 Theorem. Let X be an arbitrary topological space and A : X → R1K(H) be a Riesz con-
tinuous map. Suppose that A admits a Cl(1) spectral section P with a cut-off function r.
Then A admits an odd r-correcting family C : X → B1(H) that agrees with P and satisfies
‖Cx‖ < 2rx.
Proof. Let γ : S → Bsa(H) be a map satisfying conditions of Theorem 6.7. Then the
formula Cx = γ(Ax,Px, rx) determines an odd r-correcting family for A satisfying
conditions of the theorem. 
6.9 Theorem. Let P be a Cl(1) spectral section for a Riesz continuous map A : X→ R1K(H).
Then the space of all odd correcting families for A that agree with P is convex and therefore
contractible.
Proof. This space is the intersection, inside the vector space C(X,Bsa(H)), of the
vector subspace C(X,B1(H)) with the subset of all correcting families for A. The last
subset is convex by Theorem 5.4, so their intersection is also convex. 
7 Hilbert bundles
Let H → X be a Hilbert bundle over X (that is, a locally trivial fiber bundle over X
with the fiber a separable Hilbert space H and the structure group U(H)).
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If a base space X is paracompact, then H is trivial. More generally, every numerable
Hilbert bundle is trivial. (Recall that a fiber bundle is called numerable if it admits
a local trivialization over a numerable open cover of the base space, that is, an open
cover admitting a subordinate partition of unity.) Indeed, for every contractible group
G, a principal G-bundle over a point is a universal G-bundle [Do, Theorem 7.5]. In
particular, every numerable principal G-bundle E is trivial, and so every fiber bundle
associated with E is trivial. By the Kuiper theorem [Ku], the unitary group U(H) is
contractible. Therefore, every numerable Hilbert bundle is trivial.
This allows to reformulate results of the previous sections in terms of families of
operators acting between fibers of Hilbert bundles.
A map A : X → RsaK (H) is now replaced by a family A = (Ax)x∈X such that Ax ∈
RsaK (Hx). A (generalized) spectral section for such a family A is a norm continuous
family P = (Px)x∈X of projections Px ∈ P(Hx) such that Px is a (generalized) spectral
section for Ax for every x ∈ X. All the other notions are carried over to the Hilbert
bundle case in a similar manner.
7.1 Theorem. LetA = (Ax)x∈X be a Riesz continuous family of regular self-adjoint operators
with compact resolvents acting on fibers of a numerable Hilbert bundle H over a topological
space X. Then the following conditions are equivalent:
1. A has a spectral section.
2. A has a generalized spectral section.
3. A is homotopic to a family of invertible operators.
If P is a generalized spectral section for A and ε > 0, then a spectral section Q for A can be
chosen so that ‖Q− P‖∞ < ε and Q is homotopic to P as a generalized spectral section.
Proof. This follows immediately from Theorem 4.3 and triviality of H. 
A Z2-graded Hilbert bundle H = H
0 ⊕H1 is a locally trivial fiber bundle with the
fiber a Z2-graded Hilbert space H = H0 ⊕H1 and the structure group U(H0)⊕U(H1).
Cl(1) spectral sections and generalized Cl(1) spectral sections for families of odd
self-adjoint operators acting on sections of H are defined as in Section 6.
7.2 Theorem. Let A = (Ax)x∈X be a Riesz continuous family of regular self-adjoint odd
operators with compact resolvents acting on fibers of a Z2-graded numerable Hilbert bundle
H over a topological space X. Then the following conditions are equivalent:
1. A has a Cl(1) spectral section.
2. A has a generalized Cl(1) spectral section.
3. A is homotopic to a family of invertible operators.
If P is a generalized Cl(1) spectral section for A and ε > 0, then a Cl(1) spectral section Q
for A can be chosen so that ‖Q− P‖∞ < ε and Q is homotopic to P as a generalized Cl(1)
spectral section.
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Proof. As before, we can suppose that both H0 and H1 have infinite rank. Then they
both are trivial, and the statement of the theorem follows from Theorem 6.6. 
Correcting operators. Theorems 5.3 and 6.8 can be formulated in terms of Hilbert
bundles as follows.
7.3 Theorem. LetA = (Ax)x∈X be a Riesz continuous family of regular self-adjoint operators
with compact resolvents acting on fibers of a numerable Hilbert bundle H over a topological
space X. Suppose that A admits an r-spectral section P. Then A admits an r-correcting family
C = (Cx) that agrees with P and satisfies ‖Cx‖ < 2rx.
7.4 Theorem. Let A = (Ax)x∈X be a Riesz continuous family of regular self-adjoint odd
operators with compact resolvents acting on fibers of a Z2-graded numerable Hilbert bundle
H over a topological space X. Suppose that A admits a Cl(1) spectral section P with a cut-
off function r. Then A admits an odd r-correcting family C = (Cx) that agrees with P and
satisfies ‖Cx‖ < 2rx.
Non-self-adjoint operators. Passing from odd self-adjoint operators to their chiral
components, we obtain the following result.
7.5 Theorem. Let H0 and H1 be numerable Hilbert bundles over a topological space X, and
let A = (Ax)x∈X be a Riesz continuous family of regular operators with compact resolvents
acting from fibers of H0 to fibers of H1. Then the following conditions are equivalent:
1. The bounded transform f ◦A is a compact deformation of a norm continuous family of
unitaries.
2. A is Riesz homotopic to a family of invertible operators.
If this is the case, then there is a norm continuous family C = (Cx) of finite rank operators
acting from fibers of H0 to fibers of H1 such that Ax + Cx is invertible for every x ∈ X,
the range of Cx lies in the range of 1[0, rx)(AxA
∗
x), and the kernel of Cx contains the range of
1[rx,+∞)(A∗xAx) for some continuous function r : X→ R+ .
Proof. The equivalence of conditions (1) and (2) follows from the part (2 ⇔ 3) of
Theorem 7.2 applied to the family Aˆ =
(
0 A∗
A 0
)
of regular odd self-adjoint operators
with compact resolvents acting on fibers of the Z2-graded Hilbert bundle H = H
0 ⊕
H1.
Suppose now that A is Riesz homotopic to a family of invertible operators. Then, by
Theorem 7.2, Aˆ has a Cl(1) spectral section; let R : X → R+ be its cut-off function.
Applying Theorem 6.8 to Aˆ, we get a norm continuous family Cˆ =
(
0 C∗
C 0
)
of odd
self-adjoint operators such that Aˆ+ Cˆ is invertible and the range of Cˆ lies in the range
of 1(−R,R)(Aˆ) (we omit the subscript x for brevity). Since
1(−R,R)(Aˆ) = 1[0,R2)(Aˆ
2) = 1[0,R2) (A
∗A⊕AA∗) ,
the family C and the function r =
√
R satisfy conditions of the theorem. 
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Part II
Applications
In this part we present a number of applications illustrating how the results of the
previous sections can be used.
8 Relatively compact deformations
Let H and H ′ be Hilbert spaces.
Deformations of a single operator. We give here only two of possible examples.
Clearly, one can write a Z2-analog of Theorem 8.2, using Theorems 6.6 and 6.8 instead
of Theorems 4.3 and 5.3; we omit it since it is quite straightforward.
8.1 Theorem. For a regular operator B : H→ H ′ with compact resolvents, let
ZB =
{
A ∈ RK(H,H ′) | f(A) − f(B) ∈ K(H,H ′)
}
.
Then there are Riesz-to-norm continuous maps α : ZB → B(H,H ′) and r : ZB → R+ such
that A+α(A) is invertible, the range of α(A) lies in the range of 1[0, rx)(AA
∗), and the kernel
of α(A) contains the range of 1[rx,+∞)(A∗A) for every A ∈ ZB.
Proof. The bounded transform f(B) is a compact deformation of some unitary u ∈
U(H,H ′). Therefore, the composition of the bounded transform with the inclusion
ZB →֒ RK(H,H ′) is a compact deformation of a norm continuous (even constant!)
family of unitaries ZB ∋ A 7→ u. It remains to apply Theorem 7.5. 
8.2 Theorem. For a regular self-adjoint operator B ∈ RsaK (H) with compact resolvents, let
(8.1) ZsaB = ZB ∩RsaK (H) = {A ∈ RsaK (H) | f(A) − f(B) ∈ K(H)} ⊂ RsaK (H)
be the subspace of RsaK (H) equipped with the Riesz topology. Let P = 1[0,+∞)(B) be the positive
spectral projection of B. Then inclusion (8.1) admits both a spectral section and a correcting
family. Moreover, for every ε > 0 a spectral section Q can be chosen so that ‖Q(A) − P‖ < ε
for every A ∈ ZsaB .
Proof. The constant map A 7→ P is a generalized spectral section for inclusion (8.1).
It remains to apply Theorems 4.3 and 5.3. 
Essentially self-adjoint operators. Recall that a bounded operator a is called essen-
tially self-adjoint if a− a∗ is a compact operator.
8.3 Theorem. Let X be the subspace of RK(H) consisting of operators A whose bounded
transform is an essentially self-adjoint operator. Then there are Riesz-to-norm continuous
maps α : X→ B(H) and r : X→ R+ such that A+α(A) is invertible, the range of α(A) lies
in the range of 1[0, rx)(AA
∗), and the kernel of α(A) contains the range of 1[rx,+∞)(A∗A) for
every A ∈ X.
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Proof. Let A ∈ X and a = f(A). Then b = (a + a∗)/2 is a self-adjoint operator
of norm 6 1 and u = uA = b + i
√
1 − b2 is a unitary. Moreover, both b and u
are compact deformations of a. The map X → U(H) taking A to uA is Riesz-to-
norm continuous. Therefore, the composition of the bounded transform with the
embedding X →֒ RK(H) is a compact deformation of a norm continuous family of
unitaries. It remains to apply Theorem 7.5. 
Essentially odd operators. Let H be a Z2-graded Hilbert space, with the grading
given by the symmetry σ. A bounded operator a ∈ B(H) is called essentially odd if
σa+ aσ is a compact operator.
8.4 Theorem. Let X be the subspace of RsaK (H) consisting of operators A whose bounded
transform is an essentially odd operator. Then the natural embedding X →֒ RsaK (H) admits
both a spectral section X→ P(H) and a correcting family X→ Bsa(H).
Proof. Let A ∈ X and a = f(A). Then b = (a− σaσ)/2 is an odd self-adjoint operator
of norm 6 1, u = b+σ
√
1 − b2 is a symmetry, and P = PA = (u+ 1)/2 is a projection.
Moreover, both b and u are compact deformations of a. The map X → P(H) taking
A to PA is Riesz-to-norm continuous. Therefore, this map is a generalized spectral
section for the embedding X →֒ RsaK (H). It remains to apply Theorems 4.3 and 5.3. 
9 Pseudodifferential operators
We show here several examples of applications of our results to pseudodifferential
operators over closed manifolds. For simplicity, we restrict ourselves by operators
acting on sections of a fixed vector bundle over a fixed manifold. Again, we omit the
Z2-graded case here.
Let M be a closed smooth manifold equipped with a smooth positive measure, and
let E, E ′ be smooth Hermitian bundles over M. Let Ψd(E,E ′) denote the space of
pseudodifferential operators of order d > 0 acting from sections of E to sections of
E ′. We equip it with the topology induced by the inclusion
Ψd(E,E
′) →֒ B(Hd(E), L2(E ′))×B(Hd(E ′), L2(E))
taking a pseudodifferential operator A to the pair (A,At), where At is the operator
formally adjoint to A. By [Le, Proposition 2.2], the natural inclusion of the subspace
Ψelld (E,E
′) ⊂ Ψd(E,E ′) of elliptic operators to R(L2(E), L2(E ′)) is Riesz continuous.
9.1 Theorem. Let X be a topological space and A : X → Ψelld (E,E ′) be a continuous family
of elliptic operators of order d > 1. Suppose that A is homotopic to a family of invertible
operators. Then there is a norm continuous family α = (αx,B) of smoothing finite rank
operators parametrized by pairs (x,B) ∈ X×Ψd−1(E,E ′) such thatAx+B+αx,B is invertible
for every x ∈ X and every B ∈ Ψd−1(E,E ′).
9.2 Remark. In this theorem, A is homotopic to a family of invertible operators, in
particular, in each of the following cases:
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1. X is contractible.
2. X is compact and ind(A) = 0 ∈ K0(X).
3. The kernel and cokernel of Ax have locally constant ranks, and the correspond-
ing vector bundles Ker(A) and Coker(A) over X are isomorphic.
Proof. Let Y = X×Ψd−1(E,E ′), H=L2(E), and H ′ = L2(E ′). The map A˜ : Y → Ψelld (E,E ′)
taking (x,B) to Ax + B is continuous. Therefore, the composed map
A˜ : Y → Ψelld (E,E ′) →֒ RK(H,H ′)
is Riesz continuous. It is Riesz homotopic to the map Y → RK(H,H ′) taking (x,B)
to Ax via the homotopy (x,B, t) 7→ Ax + tB. Since A is homotopic to a family of
invertible operators, the same is true for A˜.
By Theorem 7.5, there is a continuous map α : Y → B(H,H ′) such that A˜+ α is an
invertible family, the range of αx,B lies in the range V of 1[0, r)(A˜x,BA˜
∗
x,B), and the
orthogonal complement of the kernel of αx,B lies in the range V
′ of 1[0, r)(A˜∗x,BA˜x,B)
for some r = r(x,B). Since A˜x,B is an elliptic operator of positive order, both V and
V ′ are spanned by a finite number of C∞-sections. Therefore, αx,B is a smoothing
operator of finite rank. This completes the proof of the theorem. 
Self-adjoint case. For M and E as above, let Ψsad (E) denote the subspace of Ψd(E)
consisting of symmetric operators, and let Ψell,sad (E) = Ψ
ell
d (E)∩Ψsad (E).
9.3 Theorem. Let X be a topological space and A : X→ Ψell,sad (E,E ′) be a continuous family
of symmetric elliptic operators of order d > 1. Suppose that A is homotopic to a family of
invertible operators. Then the map
A˜ : Y = X×Ψsad−1(E)→ Ψell,sad (E), (x,B) 7→ Ax + B
admits both a spectral section P : Y → Ψsa0 (E) and a correcting family with smoothing cor-
recting operators.
Proof. The proof is completely similar to the proof of Theorem 9.1; one only needs to
use Theorems 4.3 and 5.3 instead of Theorem 7.5. 
9.4 Remark. In this theorem, A is homotopic to a family of invertible operators, in
particular, in each of the following cases:
1. X is contractible.
2. X is compact and ind(A) = 0 ∈ K1(X).
3. The kernel of Ax has locally constant rank.
10 Cobordism theorems
Calderóne projection. LetM be a smooth compact Riemannian manifold with non-
empty boundary ∂M and E, E ′ be smooth Hermitian vector bundles overM. Denote
by E∂ and E
′
∂ the restrictions of E and E
′ to ∂M.
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Let A be a first order elliptic differential operator over M acting from sections of E
to sections of E ′. The space of Cauchy data of A is the closure in H = L2(∂M;E∂) of
the subspace consisting of restrictions to ∂M of all smooth solutions of the equation
Au = 0. The orthogonal projection Q = Q(A) ∈ P(H) onto the Cauchy data space is
called the (orthogonal) Calderóne projection of A; it is a pseudodifferential operator of
zeroth order.
At the points of the boundary the operator A can be written as
(10.1) A = J(∂z + B),
where z is the normal coordinate, J ∈ Iso(E∂,E ′∂) is a bundle isomorphism, and B
is a first order elliptic differential operator over ∂M acting on sections of E∂. Such
an operator B is called the tangential operator of A along the boundary, or simply the
boundary operator of A.
Suppose that the principal symbol of B is self-adjoint, that is B−Bt is a bundle homo-
morphism (here Bt denotes the operator formally adjoint to B). Then the Calderóne
projection Q(A) has the same principal symbol as the positive spectral projection
1[0,+∞)(B+ Bt). In other words, Q(A) is a generalized spectral section for the “sym-
metrized” tangential operator B˜ = (B+ Bt)/2.
General cobordism theorem. Let M → X be a locally trivial fiber bundle over a
paracompact Hausdorff space X, with the typical fiber a compact connected manifold
M with non-empty boundary. Let E and E ′ be complex vector bundles over M. We
suppose that every fiber Mx is equipped with the structure of a smooth Riemannian
manifold and that Ex and E
′
x are equipped with the structures of smooth Hermitian
vector bundles over Mx for every x ∈ X. We also suppose that these structures
continuously depend on x ∈ X and that the gluing functions of M, E, and E ′ are
smooth with respect to the “vertical” coordinates (that is, coordinates in the direction
of the fiber Mx). We consider E and E
′ as two families (Ex), (E ′x) of vector bundles
over a family (Mx) of manifolds parametrized by points x ∈ X.
10.1 Theorem. Let A = (Ax)x∈X be a family of first order elliptic differential operators
parametrized by points of a paracompact Hausdorff space X, with Ax acting from sections of
Ex to sections of E
′
x. Suppose that the principal symbols bx of the boundary operators Bx are
self-adjoint, as above. Suppose, moreover, that both bx and the Calderóne projection Q(Ax)
continuously depend on x. Let B˜ = (B˜x) be a continuous family of first order symmetric
operators over ∂Mx having bx as their principal symbols. Then B˜ admits both a spectral
section and a correcting family, with smoothing correcting operators.
Proof. The operators B˜x act on the fibers Hx = L
2(∂Mx;Ex) of the Hilbert bundle
H over X. The family B˜ is Riesz continuous. The Calderóne projection Qx = Q(Ax)
is a generalized spectral section for B˜x. Since the map x 7→ Qx is continuous, the
family (Qx) of projections is a generalized spectral section for B˜. It remains to apply
Theorems 7.1 and 7.3. Since the range of every correcting operator lies in the span of
a finite number of C∞-sections (namely, eigenvectors of B˜x), all correcting operators
are smoothing. 
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Unique Continuation Properties. There are different criteria for continuity of the
family of Calderóne projections for different classes of operators. One of such criteria
convenient for our purposes is [BLZ, Corollary 7.4] of Booss-Bavnbek, Lesch, and
Zhu. It concerns families A = (Ax) of first order elliptic operators satisfying, together
with their formally adjoints, the Weak inner Unique Continuation Property (weak
inner UCP). Recall that a first order operator A is said to have weak inner UCP if the
only solution of the equation Au = 0 vanishing on the boundary is the trivial solution
u = 0.
Another useful property is the Weak Unique Continuation Property (weak UCP). An
operator A over a connected manifoldM is said to have weak UCP if any solution of
the equation Au = 0 which vanishes on an open subset of M vanishes on the whole
M.
Let M be a smooth connected Riemannian manifold, not necessarily compact, and
E, E ′ be smooth Hermitian vector bundles over M. Denote by W(E,E ′) the set of
first order elliptic differential operators A : C∞(M;E) → C∞(M;E ′) whose principal
symbol a satisfies the following condition:
The fiber endomorphism ia(ξ)−1a(η) ∈ End(Ex) is self-adjoint
for every pair of orthogonal cotangent vectors ξ, η ∈ T∗xM, x ∈M.
(10.2)
10.2 Proposition. Every operator A ∈ W(E,E ′) has the Weak Unique Continuation Prop-
erty.
Proof. We can suppose without loss of generality thatM has no boundary (otherwise
replaceM byM \ ∂M). Suppose that a nontrivial solution u of Au = 0 vanishes on a
non-empty open subset of M. Let V be the union of all open subsets of M where u
vanishes, and letM ′ be the complement of V inM,M ′ 6= ∅.
1. We claim that there is a point p ∈ V such that the injectivity radius of p is greater
than the distance from p toM ′, inj(p) > dist(p,M ′). To show this, choose x ∈M ′ ∩V ,
and let r = inj(x). Since the injectivity radius function is lower-semicontinuous, there
is a δ ∈ (0, r/4) such that the injectivity radius is greater than r/2 for all points of
the open ball Bδ(x) = {y ∈M | dist(x,y) < δ}. Since x lies in the boundary of V ,
the intersection V ∩ Bδ(x) is non-empty; let p be a point in this intersection. Then
dist(p,M ′) 6 dist(p, x) < r/4 and inj(p) > r/2.
2. Let p ∈ V be such a point that r = inj(p) > dist(p,M ′) = d. The open ball Bd(p) is
contained in V . By [BB, Lemmata 5 and 6], there is a number R such that d < R < r
and the restriction of u to BR(p) vanishes, that is BR(p) ⊂ V . On the other hand,
the radius of BR(p) is greater than the distance from p toM
′, so BR(p) intersectsM ′.
This contradiction shows that A satisfies weak UCP, which completes the proof of the
proposition. 
10.3 Remark. The proof of [BB, Theorem 4] has two gaps that we cover in our proof
above. First, for a given point x0 ∈ supp(u) ∩ V there may be no point p ∈ V such
that the ball around p with the radius dist(x0,p) is contained in V . Second, the use
of the spherical coordinates in the proof is justified only if the injectivity radius of p
is greater than the distance from p to x0.
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10.4 Proposition. LetM be a smooth connected Riemannian manifold with boundary. Let E
and E ′ be smooth Hermitian vector bundles overM. Suppose that an operator A ∈W(E,E ′)
admits an “extension across the boundary”, in the sense that A is the restriction to M of
some operator A˜ ∈ W(E˜, E˜ ′) over M˜, where M˜ is a smooth Riemannian manifold without
boundary containingM as a smooth submanifold of codimension zero. Then A has the Weak
inner Unique Continuation Property.
Proof. Let u ∈ L2(M;E,E ′) be in the kernel of A and let u˜ ∈ L2(M˜; E˜, E˜ ′) be the
extension of u to M˜ \M by zero. Suppose that u vanishes on the boundary ∂M.
Then the Green formula for A implies that u˜ is a weak solution of A˜. Since A˜ is
elliptic, u˜ is smooth. By Proposition 10.2, the operator A˜ has weak UCP. Since A˜u˜ = 0
and u˜ vanishes on the open subset M˜ \M, we get u˜ ≡ 0 and thus u = u˜|M ≡ 0.
Therefore, A has weak inner UCP. 
Cobordism theorem. Let W˜(E,E ′) be the subset of W(E,E ′) consisting of operators
that admit an extension across the boundary, as in Proposition 10.4. (The author does
not know if W˜(E,E ′) coincides with W(E,E ′).)
Note that the principal symbol of the boundary operator of A ∈ W(E,E ′) is always
self-adjoint.
10.5 Theorem. Let X be a paracompact Hausdorff space and M, E, E ′ be as in Theorem
10.1. Let A = (Ax)x∈X be a family of first order operators with Ax ∈ W˜(Ex,E ′x) and Atx ∈
W˜(E ′x,Ex) such that, in every local chart, all the coefficients of the operator Ax, together with
their first derivatives in the Mx-direction, continuously depend on x ∈ X. Then the family
B˜ = (B˜x) of symmetrized boundary operators admits both a spectral section and a correcting
family, with smoothing correcting operators.
Proof. By Proposition 10.4, both Ax and A
t
x have weak inner UCP. The family (Ax, Jx)
is continuous by x ∈ X with respect to the strong metric of [BLZ, Definition 7.1]. By
[BLZ, Corollary 7.4], the Calderóne projections Q(Ax) continuously depend on x. It
remains to apply Theorem 10.1. 
Dirac type operators. Recall that a first order operator Awith the principal symbol a
is called a Dirac type operator if a(ξ)∗a(ξ) = ‖ξ‖2 · Id = a(ξ)a(ξ)∗ for every ξ ∈ T∗M.
The formal conjugate of a Dirac type operator is again a Dirac type operator. Every
Dirac type operator A acting from sections of E to sections of E ′ is an element of
W(E,E ′). Moreover, A is an element of W˜(E,E ′). Indeed, the symbol a of A deter-
mines the structure of a Clifford module over TM on E⊕ E ′. Such a structure can be
smoothly extended across the boundary ofM, to an external collar neighbourhood of
∂M equipped with a metric in a compatible way. The free term of A can be smoothly
extended to the same neighbourhood.
Applying Theorem 10.5 to Dirac type operators, we immediately obtain the following
generalization of [MP1, Section 2, Corollary].
10.6 Theorem. Let X be a paracompact Hausdorff space and M, E, E ′ be as in Theorem
10.1. Let A = (Ax)x∈X be a family of Dirac type operators such that, in every local chart,
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all the coefficients of the operator Ax, together with their first derivatives in the Mx-direction,
continuously depend on x ∈ X. Then the family B˜ = (B˜x) of symmetrized boundary operators
admits both a spectral section and a correcting family, with smoothing correcting operators.
Dirac type operators: Z2-graded case. Let A be a symmetric Dirac type operator
acting between sections of a Hermitian vector bundle E over M. Suppose that the
boundary operator B is also symmetric and that the metric onM has a product form
near the boundary. Then B is odd with respect to the grading on L2(∂M;E∂) given
by the conormal symbol σ(n) of A, where n is the conormal to the boundary ∂M.
Applying our results to this situation, we obtain the following generalization of [MP2,
Corollary 1].
10.7 Theorem. Let X, M, E = E ′, and A be as in Theorem 10.6. Suppose that all the
operators Ax and the boundary operators Bx are symmetric and that the metric on every Mx
has a product form near the boundary. Then the family B = (Bx) admits both a Cl(1) spectral
section and a correcting family with odd smoothing correcting operators, where the grading
on Hx = L
2(∂Mx;Ex) is given by the conormal symbol of Ax.
Proof. The same reasoning as in the proof of Theorem 10.5 shows that the Calderóne
projections Qx = Q(Ax) continuously depend on x. By [BLZ, Theorem 6.1(I)], the
space Λx of Cauchy data of Ax is a Lagrangian subspace of the symplectic Hilbert
space (Hx, iσx), where σx is the conormal symbol of Ax. Since Qx is the orthogonal
projection onto Λx, it satisfies the anticommutation property (6.1): σxQxσ
−1
x = 1−Qx.
It remains to apply Theorems 7.2 and 7.4. The same reasoning as above shows that
all correcting operators are smoothing. 
11 Tangential operators on a moving hypersurface
LetM be a smooth connected Riemannian manifold without boundary, not necessar-
ily compact. Let E and E ′ be smooth Hermitian vector bundles overM.
Tangential operators. Let Σ be a smooth cooriented hypersurface in M and EΣ be
the restriction of E to Σ. Every first order elliptic differential operator A : C∞(M;E)→
C∞(M;E ′) determines the tangential operator B = BA,Σ of A along Σ acting on sec-
tions of EΣ. It is defined in exactly the same manner as the tangential operator of A
along the boundary, see formula (10.1).
Recall that in the previous section we introduced the class W(E,E ′) of first order
elliptic differential operators A : C∞(M;E) → C∞(M;E ′) whose principal symbol a
satisfies condition (10.2). This class contains, in particular, all Dirac type operators.
If A ∈ W(E,E ′), then the principal symbol of BA,Σ is self-adjoint for every hypersur-
face Σ. Let B˜A,Σ = (BA,Σ + B
t
A,Σ)/2 be the symmetrized tangential operator. Then
(B˜A,Σ) is a family of first order symmetric elliptic operators parametrized by pairs
(A,Σ), A ∈W(E,E ′).
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The space of parameters. With the cobordism theorem in mind, we choose a differ-
ent parametrization of the appropriate part of the family (B˜A,Σ). Let S(M) be the set
of all smooth compact submanifolds of M of zero codimension, excluding M itself.
For every N ∈ S(M) its boundary ∂N is a smooth cooriented hypersurface in M, so
the tangential operator B˜A,∂N is well defined.
Let S∗M be the cosphere bundle ofM, that is the subbundle of T∗M consisting of unit
vectors. A smooth cooriented submanifold L ⊂ M of codimension one is naturally
lifted to S∗M; the corresponding embedding j1 : L →֒ S∗M takes x ∈ L to (x,nx) ∈
S∗M, where nx is the conormal to L at x. Let d0 be the Hausdorff distance between
closed subsets ofM and d1 be the Hausdorff distance between closed subsets of S
∗M.
We equip S(M) with the topology induced by the metric
d(N,N ′) = d0(N,N ′) + d1(j1(∂N), j1(∂N ′)).
Note that this topology does not depend on the Riemannian metric on M, since all
N ∈ S(M) are compact.
Equip W(E,E ′) with the topology induced by the family of C1-metrics on coefficients
of operators restricted to small (that is, lying in local charts) compact subsets K ⊂M.
Let W∗(E,E ′) be the subspace of W(E,E ′) consisting of operators A such that the
formally adjoint At is also an element of W(E ′,E).
11.1 Theorem. The family B˜ = (B˜A,∂N) of symmetrized tangential operators parametrized
by the product W∗(E,E ′) × S(M) admits a spectral section and a correcting family, with
smoothing correcting operators.
Proof. We have a continuous family (∂N) of closed manifolds parametrized by
N ∈ S(M) and a continuous family (B˜A,∂N) of symmetric elliptic operators over ∂N
parametrized by (A,N) ∈W∗(E,E ′)× S(M).
By Proposition 10.4, the restriction of A to N has weak inner UCP. By [BLZ, Corollary
7.4], the Calderóne projection Q(A|N) continuously depends on (A,N), so the family
(Q(A|N)) is a generalized spectral section for the family (B˜A,∂N).
The operator B˜A,∂N considered as an unbounded operator acts on the Hilbert space
HN = L
2(∂N;E). The corresponding Hilbert bundle over the base space X =
W∗(E,E ′)× S(M) is the lifting to X of the Hilbert bundle H over S(M), where the
fiber of H over N ∈ S(M) is HN. The base S(M) of H is a metric space and thus
paracompact. Therefore, H is a numerable Hilbert bundle. Its lifting to X is also a
numerable Hilbert bundle.
By Theorems 7.1 and 7.3, the family B˜ admits a spectral section and a correcting
family. Since the range of every correcting operator lies in the span of a finite number
of C∞-sections, all correcting operators are smoothing. This completes the proof of
the theorem. 
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Part III
Graph continuous families
Throughout this part, all families of regular operators are supposed to be graph
continuous.
Recall that the Cayley transform of a regular self-adjoint operator A is the unitary
operator defined by the formula κ(A) = (A − i)(A + i)−1. The Cayley transform
κ : Rsa(H)→ U(H) is a homeomorphism on the image [BLP, Theorem 1.1]. Therefore,
the graph topology on the subspace Rsa(H) of R(H) can be equivalently described as
the topology induced by the inclusion κ : Rsa(H) →֒ U(H). We will use this fact below.
12 Semibounded operators
Positive operators. Let R+(H) denote the subspace of Rsa(H) consisting of positive
operators.
12.1 Proposition. The restrictions of the graph topology and the Riesz topology to R+(H)
coincide.
Proof. For a = f(A) the identity (1 +A2)−1 = 1 − a2 implies
κ(A) =
A− i
A+ i
=
a− i
√
1 − a2
a+ i
√
1 − a2
=
(
a− i
√
1 − a2
)2
= κ˜(a),
where κ˜ : [−1, 1] → U(C) = {z ∈ C | |z| = 1} is a continuous function given by the
formula κ˜(a) =
(
a− i
√
1 − a2
)2
. Thus the Cayley transform factors through the
bounded transform: κ = κ˜ ◦ f. The function κ˜ is not invertible. However, its re-
striction to the interval [0, 1] is invertible: it is a homeomorphism from [0, 1] to the
bottom half of the unite circle Γ =
{
eit | t ∈ [−pi, 0]}. The inverse homeomorphism
ϕ : Γ → [0, 1] is given by the formula ϕ(eit) = cos(t/2). Hence the restriction of the
bounded transform f to R+(H) coincides with the composition ϕ ◦ κ and thus is con-
tinuous. It follows that the restriction of the graph topology to R+(H) coincides with
the Riesz topology. 
Semibounded operators. By [CL, Addendum, Theorem 1], the restriction of the
graph topology to the subspace of bounded operators coincides with the usual norm
topology, and thus with the Riesz topology. The following result generalizes this
property to semibounded operators. It is given here for the sake of completeness; we
do not use it in the rest of the paper.
Let Rsb(H) denote the subspace of Rsa(H) consisting of semibounded operators, that
is, operators bounded from below or above (bounded operators included).
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12.2 Theorem. The restrictions of the graph topology and the Riesz topology to Rsb(H)
coincide.
Proof. For c running R, the subsets
Vc = {A ∈ Rsa(H) | Res(A) ⊃ (−∞, c]} and V ′c = {A ∈ Rsa(H) | Res(A) ⊃ [c,+∞)}
form an open covering of Rsb(H) in both graph and Riesz topologies. It is sufficient
to show that the restriction of the graph topology to each of these subsets coincides
with the Riesz topology. Let us prove this for Vc; the proof for V
′
c is quite similar.
We work as in the proof of Proposition 12.1, with the same designations. The function
κ˜ defines a homeomorphism from the interval [f(c), 1] to the arc Γc =
{
eit | t ∈ [tc, 0]
}
,
where tc ∈ (−2pi, 0), eitc = κ(c). The inverse homeomorphism ϕ : Γc → [f(c), 1]
is given by the same formula as before, ϕ(eit) = cos(t/2). The restriction of the
bounded transform f to Vc coincides with the composition ϕ ◦ κ and thus is contin-
uous. It follows that the restriction of the graph topology to Vc coincides with the
Riesz topology. This completes the proof of the theorem. 
13 Spectral sections
Arbitrary base spaces. It follows from Theorem 4.3 that a Riesz continuous family
always has local spectral sections locally, and the only obstruction for existence of a
global spectral section is a topological one. In contrast with this, a graph continuous
family may have no spectral section even locally. In fact, Riesz continuity is necessary
for a local existence of a spectral section, as the following result shows.
13.1 Theorem. Let X be an arbitrary topological space and A : X → RsaK (H) be a graph
continuous map having a spectral section. Then A is Riesz continuous.
Proof. Let P be a spectral section for A and r : X → R+ be the corresponding cut-off
function. Let x0 ∈ X. Choose a positive constant r0 and a neighborhood V of x0 such
that ±r0 ∈ Res(Ax) and r0 > r(x) for all x ∈ V .
The finite rank projection Sx = 1(−r0,r0)(Ax) continuously depends on x ∈ V and
commutes with Px. Hence
(13.1) Sx, S
+
x = (1 − Sx)Px, and S
−
x = (1 − Sx)(1− Px)
are mutually orthogonal projections continuously depending on x ∈ V . Decreasing V
if necessary, one can find a continuous map g : V → U(H) such that the conjugation
by g takes these three projection-valued maps to constant projections S0, S
+
0 , and S
−
0 .
Indeed, one can first find a neighborhood V1 ⊂ V of x0 and a map g1 : V1 → U(H) such
that g1(x)Sxg1(x)
∗ ≡ S0 [WO, Proposition 5.2.6]. Next, one can find a neighbourhood
V2 ⊂ V1 of x0 and a map g2 : V2 → U(H) such that g2(x) is equal to the identity on the
range of S0 and the conjugation by g2(x) takes g1(x)S
+
x g1(x)
∗ to S+0 . Then g = g2g1 is
a desired trivialization of projections (13.1) over V2.
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Let H◦, H+, and H− be the ranges of projections S0, S+0 , and S−0 . Then
(13.2) gxAx g
∗
x = A
−
x ⊕A◦x ⊕A+x
with respect to the orthogonal decomposition H = H− ⊕ H◦ ⊕ H+. The map
gAg∗ : V → RsaK (H) is graph continuous, so its components A−, A◦, A+ are also graph
continuous. Since A◦ acts on the finite-dimensional space H◦, it is norm continuous.
Both A+ and −A− are bounded from below by a positive constant r0, so by Propo-
sition 12.1 they are Riesz continuous. Substituting this to (13.2), we see that gAg∗ is
Riesz continuous, and thus the restriction of A to V is also Riesz continuous. Since
x0 ∈ X was chosen arbitrarily, A is Riesz continuous on the whole X. This completes
the proof of the theorem. 
Compact base spaces. Taking together Theorem 13.1 and Proposition 1.1, we imme-
diately obtain the following result.
13.2 Theorem. Let A = (Ax)x∈X be a graph continuous family of regular self-adjoint opera-
tors with compact resolvents acting on fibers of a Hilbert bundle H over a compact space X.
Then the following conditions are equivalent:
1. A has a spectral section.
2. A is Riesz continuous and ind(A) = 0 ∈ K1(X).
13.3 Remark. Theorems 13.1 and 13.2 show that the straightforward transfer of [MP1,
Proposition 1] and [MP2, Proposition 2] to elliptic operators on manifolds with
boundary does not work; one needs to be very careful using spectral sections in
this framework. For example, Yu applies [MP1, Proposition 1] to families of Dirac
operators with local boundary conditions in [Yu] . However, one needs to ensure first
that the corresponding families of unbounded operators are Riesz continuous.
14 Generalized spectral sections
In the previous section we showed that a graph continuous family admitting a spec-
tral section has to be Riesz continuous. Situation with generalized spectral sections,
however, is more ambiguous. We give here several illustrating examples.
Graph continuous but Riesz discontinuous family with generalized spectral sec-
tion. The following example shows that existence of a generalized spectral section
does not imply Riesz continuity.
14.1 Example. Let X = N ∪ {∞} be the one-point compactification of N. Let (en)n∈N
be an orthonormal basis of H. Consider a family A : X → RsaK (H) of diagonal (in the
chosen basis) operators given by the formulae
Ax(en) =
{
n, n 6= x
−n, n = x
for x ∈ N; A∞(en) = n.
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Since ‖κ(A∞) − κ(Ax)‖ = ‖κ(x) − κ(−x)‖ → 0 as x → ∞, the family A is graph
continuous. On the other side, ‖f(A∞) − f(Ax)‖ = 2f(x) → 2 as x→∞, so A is Riesz
discontinuous at∞.
The constant function P : X→ P(H) taking every x ∈ X to the identity is a generalized
spectral section for A. Moreover, Px is even an rx-spectral section for Ax, where
r : X→ R+ is an arbitrary function such that rn > n for n ∈ N. However, every such
function r is discontinuous at ∞, so A has no global spectral section. (Otherwise, of
course, we would have a contradiction with Theorem 13.1.)
Graph continuous family without generalized spectral sections. A generalized
spectral section does not necessarily exist even for a contractible base space (see Ex-
ample 14.2 below) or for a family of invertible operators (see Example 14.3 below).
Note that, in contrast with Example 14.1, we cannot construct such graph continuous
families from semibounded operators, in view of Theorem 12.2.
14.2 Example. The space RsaK (H) equipped with the graph topology is path connected
[Jo]. Let A : [0, 1]→ RsaK (H) be a graph continuous path connecting a negative opera-
tor A0 with a positive operator A1. (Such a path A can even be chosen consisting of
invertible operators, but we do not explore it here for simplicity.) Then A has no gen-
eralized spectral section. Indeed, a generalized spectral section P0 for A0 should be
compact, while a generalized spectral section P1 for A1 should have compact comple-
ment 1 − P1. Any two such projections P0 and P1 lie in the different connected com-
ponents of the space P(H), so they cannot be connected by a path P : [0, 1]→ P(H).
14.3 Example. Let X = N ∪ {∞} be the one-point compactification of N and (en)n∈N
be an orthonormal basis of H, as in example 14.1. Consider a family A : X → RsaK (H)
of invertible operators given by the formulae
Ax(en) =
{
−n, n < x
n, n > x
for x ∈ N; A∞(en) = −n.
The same reasoning as in example 14.1 shows that A is graph continuous. Similar to
example 14.2, A has no generalized spectral section. Indeed, a generalized spectral
section P∞ for A∞ should be compact, while a generalized spectral section Px for Ax,
x ∈ N, should have compact complement 1 − Px. Since P∞ cannot be a limit point of
Px, such a map P cannot be norm continuous.
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