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Exploiting symmetry for discrete-time
reachability computations
John Maidens and Murat Arcak
Abstract—We present a method of computing backward
reachable sets for nonlinear discrete-time control systems
possessing continuous symmetries. The starting point is a
dynamic game formulation of reachability analysis where
control inputs aim to maintain the state variables within
a target tube despite disturbances. Our method exploits
symmetry to compute the reachable sets in a lower-
dimensional space, enabling a significant computational
speedup. To achieve this, we present a general method for
symmetry reduction based on the Cartan frame, which
simplifies the dynamic programming iteration without
algebraic manipulation of the state update equations. We
illustrate the results by computing a backward reachable
set for a six-dimensional reach-avoid game of two Dubins
vehicles.
Index Terms—Game theory; Computational methods;
Algebraic/geometric methods
I. INTRODUCTION
THE computation of reachable sets has long playedan important role in control theory [1], [2], [3].
Reachable sets appear in model-based safety verification
of dynamic systems [4], [5] where reachability analysis
proceeds by either demonstrating that any trajectory of
a system model remains within a set of states labeled
safe, or providing an example of a state trajectory that
leaves the set of safe states. In particular, the computation
of backward reachable sets is used to determine the set
of states that can be restricted to the safe region via
an appropriate control input [6]. The computation of
reachable sets is also important for computing finite-state
abstractions of continuous-state systems, which allow
techniques from formal methods and model checking
to be applied for automated verification and control
synthesis [7].
One of the major challenges of reachability analysis
is the computational cost of solving a dynamic pro-
gramming recursion on a state space grid. Since the
number of grid points increases exponentially with the
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state dimension, it becomes intractable to compute reach-
able sets for high-dimensional systems. A number of
methods have been developed to address this challenge
including projection-based methods [8], convex relax-
ations based on occupation measures [9], [10], methods
exploiting monotone systems properties [11], simulation-
based methods [12], [13], [14], [15] and methods based
on support functions [16], [17].
The paper [18] is similar in spirit to the present paper
in that it attempts to address the curse of dimensionality
by describing reachable sets of high dimensional systems
in terms of the reachable sets of lower dimensional sys-
tems. However it differs from the present work because
it focuses on decoupled systems rather than symmetric
systems and it is formulated for continuous-time systems
which are not considered in this paper.
Systems that possess symmetries are amenable to
model order reduction techniques that simplify their
analysis. Such techniques have been successfully applied
in many aspects of control engineering including control-
lability for multi-agent systems [19], stability analysis
of networked systems [20], and control of mechanical
systems [21], [22].
In this paper, we demonstrate that symmetries of a
control system can be exploited to reduce the dimension
of the state space for backward reachability computa-
tions. We build on results presented in [23], [24] where
we have shown how optimal control policies can be
efficiently computed via symmetry reduction. We will
show that by exploiting symmetry to reduce the state
space, we can speed up backward reachability computa-
tions by several orders of magnitude. The main results
are the proof of two propositions that 1) establish that
symmetries of the system dynamics and target tube imply
symmetries of the corresponding effective target sets,
and 2) provide a dynamic programming algorithm for
computing the backward reachable sets over a reduced
state space.
Related results have appeared previously in other con-
texts including symmetry reduction for optimal control
of nonlinear systems [25], [26] and Markov decision
processes [27], [28]. Dimensionality reduction using
symmetry has also been applied in [29] to compute
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a lower-dimensional model for a two aircraft collision
avoidance problem similar to the problem we present in
Section III. In contrast with previous work in reacha-
bility, here we present a general method for computing
such symmetry reductions based on Cartan’s method
of moving frames, which allows us to compute a set
of invariants of the dynamics using only information
about the symmetries they possess. Thus, our method
does not require the explicit algebraic computation of a
lower-dimensional system model, which could facilitate
its application in circumstances where this is difficult.
Our method only requires the ability to evaluate the
state update equations and to verify that they satisfy the
symmetry properties given in Definition 2 but requires
no explicit reduced model. This increases the ease with
which the method can be applied to new systems and
introduces the possibility of developing software pack-
ages generally applicable to computing reachable sets for
systems with symmetries.
We begin by presenting the main results on symmetry
reduction for backward reachable set computation in
Section II. We then apply these results to a dynamic
pursuit-evasion game of two Dubins vehicles in Section
III. Conclusions and future directions for research are
presented in Section IV. Software to reproduce the
computational results presented in this paper is available
at https://github.com/maidens/2017-LCSS.
II. SYMMETRY REDUCTION FOR DISCRETE-TIME
BACKWARD REACHABILITY
We begin by formulating a discrete-time backward
reachability problem following the notation described in
[30]. We consider the system
xk+1 = f(xk, uk, wk)
where xk ∈ X denotes the system’s state at time step
k, uk represents a control input to the system and wk
represents a disturbance. We assume the control input uk
is allowed to take values in a set U and the disturbance
takes values in a set W . The state transition map f :
X × U ×W → X defines the system’s dynamics.
We wish to choose a control policy pi =
{µ0, . . . , µn−1} with µk : X → U such that for each
k the state xk remains in a given set Xk, called the
target set at time k, for any admissible sequence of
disturbances wk. Together the sets {Xk : k = 0, . . . , N}
form a target tube. The goal is to compute a sequence of
effective target sets X¯k such that for any state xk ∈ X¯k
there is a control policy pi such that xt ∈ Xt for all
t = k, . . . , N . Note that if Xk = X for all k 6= N ,
this is equivalent to finding a backward reachable set
[6] from the terminal set XN . If Xk = XN for all k,
this is equivalent to finding the viability kernel (in the
case with no disturbance) [31] or discriminating kernel
[32] of XN . In the case where there is no control input,
this is equivalent to finding the states for which there is
no disturbance in WN that can lead the state out of the
target tube.
By introducing stage costs
gk(xk) =
{
0 if xk ∈ Xk
1 if xk 6∈ Xk
we rewrite the problem of keeping the state within the
target tube as a minimax optimal control problem
minimize
pi
max
w∈WN
J(pi,w, x0)
subject to J(pi,w, x0) =
N∑
k=0
gk(xk)
xk+1 = f(xk, µk(xk), wk)
where the minimization occurs over all admissible poli-
cies pi. For a particular value of x0, if the optimal value
of the problem is 0 then x0 ∈ X¯0 and if the optimal
value is 1 then x0 6∈ X¯0. A solution to this problem
can then be found by computing a sequence of value
functions Jk : X → R via the dynamic programming
recursion
JN (xN ) = gN (xN )
Jk(xk) = min
uk∈U
max
wk∈W
[gk(xk) + Jk+1(f(xk, uk, wk))]
The effective target sets can then be described according
to X¯k = {xk : Jk(xk) = 0}.
A. Reachable sets in symmetric systems
We now formalize what it means for a backward
reachability problem to be symmetric via a transfor-
mation group acting on the system’s states, inputs and
disturbances.
Definition 1. A transformation group on X × U × W
is a set of tuples hα = (φα, χα, ψα) parametrized by
elements of a group G, such that φα : X → X , χα :
U → U and, ψα :W →W are all bijections satisfying
• φe(x) = x, χe(u) = u, ψe(w) = w when e is the
identity of the group G and
• φa∗b(x) = φa ◦ φb(x), χa∗b(u) = χa ◦ χb(u),
ψa∗b(x) = ψa ◦ ψb(x) for all a, b ∈ G where ∗
denotes the group operation and ◦ denotes function
composition.
Definition 2. We say that the backward reachability
problem defined by (f,X), where X = (X0, . . . , XN ),
is invariant under the transformation group h if for all
α ∈ G
• φα(xk) ∈ Xk for all xk ∈ Xk, k = 0, . . . , N and
• φ−1α ◦ fk(φα(xk), χα(uk), ψα(wk))
= fk(xk, uk, wk), k = 0, . . . , N − 1.
For reachability problems possessing symmetries, the
symmetry extends to the effective target sets in a natural
manner, as demonstrated by the following result.
Proposition 1. Let the reachability problem defined by
(f,X) be invariant under h. If xk ∈ X¯k then for all
α ∈ G, we have φα(xk) ∈ X¯k. That is, the reachable
set is symmetric.
Proof. We prove this claim by induction on k. Note that
the claim holds for k = N by assumption since X¯N =
XN . Now, suppose that it holds for k+ 1. Thus for any
α ∈ G we have Jk+1 ◦ φα = Jk+1. Let α ∈ G and
xk ∈ X¯k. We have
Jk(xk) = min
uk∈U
max
wk∈W
[gk(xk) + Jk+1(f(xk, uk, wk))]
= min
uk∈U
max
wk∈W
[gk(φα(xk))
+ Jk+1 ◦ φ−1α (f(φα(xk), χα(uk), ψα(wk)))]
= min
u˜k∈U
max
w˜k∈W
[gk(φα(xk))
+ Jk+1 ◦ φα−1(f(φα(xk), u˜k, w˜k))]
= min
u˜k∈U
max
w˜k∈W
[gk(φα(xk))
+ Jk+1(f(φα(xk), u˜k, w˜k))]
= Jk(φα(xk)).
Thus φα(xk) ∈ X¯k.
B. Cartan’s moving frame method
The symmetry property of reachable sets derived in
Proposition 1 can be exploited to improve the efficiency
of backward reachable set algorithms. To do so for
continuous transformation groups (i.e. when G is a Lie
group), we rely on a formalism based on the moving
frame method of Cartan [33], which we briefly introduce
in this section following the notation of [34].
We assume that G is an r-dimensional Lie group (with
r ≤ n) acting on X via the diffeomorphisms (φα)α∈G .
We then split φα as (φaα, φ
b
α) with r and n − r com-
ponents respectively so that φaα is invertible. For some
c in the range of φa, we can then define a coordinate
cross section to the orbits C = {x : φae(x) = c} where e
is the group identity. This cross section is an n − r-
dimensional submanifold of X . Assume that for any
point x ∈ X , there is a unique group element α ∈ G such
that φα(x) ∈ C. If we denote α as γ(x), then the map
γ : X → G is called a moving frame for the symmetric
system.
The moving frame can be found by solving the
normalization equations:
φaγ(x)(x) = c.
We then define a map ρ : X → Rn−r as
ρ(x) = φbγ(x)(x).
Note that, for all α ∈ G we have ρ(φα(x)) = ρ(x)
(see Section II.C.1 of [34] for a proof). Thus, ρ is
invariant to the action of G on the state space. Further,
the restriction ρ¯ of ρ to C is injective, and thus has a
well-defined inverse on its range. Thus we can use ρ to
define invariant coordinates on X .
In general, the theory of moving frames only guaran-
tees that these invariants exist locally. However, for many
problems of practical interest, including the example we
will present in Section II-C, the local invariants can
be extended globally. Thus we will present our results
assuming a global set of invariants ρ to simplify the
notation.
C. Illustrative example: Moving frame for a two-vehicle
control problem
Consider a six-dimensional state space describing a
two vehicle system illustrated in Figure 1, with states
modelled by the variables
xk =
[
zk yk θk z˜k y˜k θ˜k
]T
.
Define the rotation matrix
Rϕ =

cosϕ − sinϕ 0 0 0 0
sinϕ cosϕ 0 0 0 0
0 0 1 0 0 0
0 0 0 cosϕ − sinϕ 0
0 0 0 sinϕ cosϕ 0
0 0 0 0 0 1
 .
If we define coordinates on the symmetry group G =
SE(2) in terms of a rotation angle θ′ and a translation by
(z′, y′) then this system’s dynamics are invariant under
the transformation group hα = (φα, χα, ψα) where
φ(z′,y′,θ′)(x) = Rθ′x+
[
z′, y′, θ′, z′, y′, θ′
]T
χ(z′,y′,θ′)(u) = u
ψ(z′,y′,θ′)(w) = w.
For this system, the moving frame γ can be computed
by solving the normalization equations
0 = φaγ(x) =
cos γ3 − sin γ3 0sin γ3 cos γ3 0
0 0 1
x1x2
x3
+
γ1γ2
γ3

which give
γ(x) = −
cos(−x3) − sin(−x3) 0sin(−x3) cos(−x3) 0
0 0 1
x1x2
x3

=
−x1 cosx3 − x2 sinx3x1 sinx3 − x2 cosx3
−x3
 .
Three invariants can then be computed as
ρ(x) = φbγ(x)(x)
=
cos(γ3(x)) − sin(γ3(x)) 0sin(γ3(x)) cos(γ3(x)) 0
0 0 1
x4x5
x6
+
γ1(x)γ2(x)
γ3(x)

=
 (x4 − x1) cosx3 + (x5 − x2) sinx3−(x4 − x1) sinx3 + (x5 − x2) cosx3
x6 − x3
 .
Restricted to the cross-section
{x : 0 = φae(x) =
[
x1 x2 x3
]T }, ρ is injective, with
inverse given by
ρ¯−1(x¯) =
[
0, 0, 0, x¯1, x¯2, x¯3
]T
.
The reduced state space for this two vehicle system
can be interpreted as describing the relative orientation
of the two vehicles, by introducing a moving coordinate
system that fixes one vehicle at the origin. Note that the
reduction functions ρ and ρ¯−1 are computed based only
on the symmetries of the system, and do not depend
on the system dynamics. This is in contrast with more
ad hoc approaches where the dynamics on a lower
dimensional space are computed algebraically.
D. An efficient algorithm for backward reachable set
computation in symmetric systems
The invariance properties of reachable sets established
in Proposition 1 suggest that this property might be
exploited to reduce the dimension of the space in which
dynamic programming is performed to compute back-
ward reachable sets. This can be done by defining a
reduced value function J¯k(x¯k) = Jk(ρ¯−1(x¯k)) taking
values on a space of dimension n − r. The following
result establishes that J¯k can be computed via a dynamic
programming iteration based on the invariants ρ of the
Cartan frame introduced in the previous section.
Proposition 2. The reachable set can be computed via a
dynamic programming iteration in reduced coordinates:
J¯N (x¯N ) = gN (ρ¯
−1(x¯N ))
J¯k(x¯k) = min
uk∈U
max
wk∈W
gk(ρ¯
−1(x¯k))
+ J¯k+1(ρ(f(ρ¯
−1(x¯k), uk, wk))).
Proof. Note that from the invariance property of Jk+1
we have that for any k and any x ∈ X ,
Jk+1(x) = Jk+1(φγ(x)(x)) = Jk+1(ρ¯
−1 ◦ ρ¯ ◦ φγ(x)(x))
= Jk+1(ρ¯
−1 ◦ ρ(x)) = J¯k+1(ρ(x)).
Thus we have
J¯k(x¯k) = Jk(ρ¯
−1(x¯k))
= min
uk∈U
max
wk∈W
[gk(ρ¯
−1(x¯k)) + Jk+1(f(ρ¯−1(x¯k), uk, wk))]
= min
uk∈U
max
wk∈W
[gk(ρ¯
−1(x¯k)) + J¯k+1(ρ(f(ρ¯−1(x¯k), uk, wk)))].
Note that in this recursion x¯k parametrizes a space
of lower dimension than X . Thus the dynamic program-
ming iteration can be performed much more efficiently.
Further, the dynamic programming iteration can be per-
formed for general state update maps f without any
knowledge of f beyond being able to evaluate it and
verify its symmetries.
Once the reduced costs J¯k are computed, effective
target sets for the original system are defined implicitly
via
X¯k = {x ∈ X : J¯k(ρ(x)) = Jk(x) = 0}
and a safely-preserving control policy on the original
state space is defined via
µk = µ¯k ◦ ρ
where µ¯k is the policy computed via the reduced dy-
namic programming iteration.
III. APPLICATION: REACHABILITY PROBLEM WITH
TWO DUBINS VEHICLES
In this section, we demonstrate how these results can
be applied to a reach-avoid game of two identical Dubins
vehicles, as depicted in Figure 1. Vehicle 1 wishes to
reach a configuration in which it can view vehicle 2 using
a forward-facing camera mounted on its hood, whereas
vehicle 2 wishes to avoid reaching such a configuration
where it has been detected. Thus, vehicle 2 wishes to
remain outside the shaded region in Figure 1 at all times.
The state of vehicle 1 is modelled by variables (z, y, θ)
representing a two-dimensional position (z, y) ∈ R2
along with a heading θ ∈ [0, 2pi) while the state
of vehicle 2 is modelled by variables with the same
interpretation denoted (z˜, y˜, θ˜). The dynamics of each
vehicle are governed by the equations
zk+1 = zk + vk cos(θk)
yk+1 = yk + vk sin(θk)
θk+1 = θk +
1
L
vk sin sk
where vk describes a velocity input, sk describes a
steering angle input and L is a parameter that determines
the vehicle’s turning radius.
This problem exhibits symmetries corresponding to
the rigid motions in two-dimensional Euclidean space,
that is, the symmetry group is the three-dimensional
group G = SE(2). Let us denote the full state, input,
and disturbance vectors of the system as
xk =
[
zk yk θk z˜k y˜k θ˜k
]T
, uk =
[
v˜k
s˜k
]
wk =
[
vk
sk
]
.
Using these coordinates, the objectives of the two vehi-
cles can be formulated via the cost function
gk(x, y, θ, x˜, y˜, θ˜) =

1 if
(z˜ − z)2 + (y˜ − y)2 ≤ r2
and
(z˜−z) cos θ+(y˜−y) sin θ√
(z˜−z)2+(y˜−y)2 ≥ cos 
0 otherwise.
Vehicle 1
Vehicle 2
Fig. 1: Illustration of the two vehicle reachability prob-
lem
Using the theory developed in this paper, we demon-
strate how the reachable set for a six-dimensional model
of this system can be computed by gridding a reduced
state space of dimension three.
A. Simulations
Using ρ and ρ¯−1 computed in Section II-C, we are
now able to compute the backward reachable sets via
the recursion given in Proposition 2. Inputs are assumed
to be constrained to the sets vk ∈ {0, Vmax} and sk ∈
{−Smax, 0, Smax}. We compute the backward reachable
set for this system with parameter values L = 1, Vmax =
0.05, Smax = 1,  = 15◦ and r = 0.5 over a horizon
N = 10. The resulting reachable set, computed on a
51×51×51 grid is shown in Figure 2. Python software
to reproduce these plots is available online at
https://github.com/maidens/2017-LCSS.
The effective target set in the reduced space defined
by ρ can be interpreted in terms of a moving coordinate
(a) View from above in
(x¯1, x¯2) plane.
(b) Three-dimensional view
of (x¯1, x¯2, x¯3).
Fig. 2: Two views of the reachable set computed for the
Dubins vehicle problem. The complement of the target
set Xk is shown in solid blue. The complement of the
effective target set X¯0 is shown in transparent red.
system where vehicle 1 is frozen at the origin. Thus
this general method is able to automatically reproduce
intuitive results similar to those resulting from a model
derived by hand in [29]. Vehicle 2 has a winning strategy
for avoiding the blue detection region whenever it begins
outside the transparent region plotted in red. But if
vehicle 2 begins inside the red region, vehicle 1 has a
strategy that can force vehicle 2 into the blue region.
B. Timing experiments
To illustrate the computational savings that this tech-
nique provides, we compare the symmetry reduction
approach with a baseline approach that does not exploit
symmetry for computing the reachable sets using a
varying number of grid points in each state dimension.
The dynamic programming recursion is implemented in
non-optimized python code run via the standard CPython
interpreter on a laptop computer with 2.3 GHz Intel Core
i7 processor and 8 GB memory. Wall time to compute the
reachable set over a horizon of N = 1 is shown in Table
I. The results demonstrate that symmetry reduction can
accelerate reachability computations by several orders of
magnitude, as the exact reachability method used here
scales exponentially with the state dimension. In future
work we will investigate exploiting symmetry for ap-
proximate reachability methods that scale polynomially.
IV. CONCLUSIONS
We have presented a general method for reducing the
complexity of backward reachable set computations for
discrete-time systems with symmetries. This method can
be used to substantially accelerate backward reachable
set computations, and can be performed without any
Number of grid points in each dimension 5 11 51
Wall time for reduced model (seconds) 0.866 10.2 953
Wall time for baseline model (seconds) 176 * *
TABLE I: Comparison of running time for symmetry-
reduced reachable set computation compared against a
non-reduced baseline across for various grid densities.
The character ∗ denotes that the computation timed out
after 7200 seconds.
knowledge of the state update map beyond being able
to evaluate it and verify its symmetries.
Interesting future research directions include extend-
ing these results to the continuous-time setting through
the study of viscosity solutions of Hamilton-Jacobi-
Isaacs partial differential equations, combining this tech-
nique with approximate reachability approaches to in-
crease its scalability to high-dimensional systems, and
developing numerical methods for automatically comput-
ing solutions to the normalization equation which would
enable ρ and ρ¯−1 to be computed automatically.
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