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Abstract— Patient skeletal age estimation using a skeletal 
bone age assessment method is a time consuming and very boring 
process. Today, in order to overcome these deficiencies, 
computerized techniques are used to replace hand-held 
techniques in the medical industry, to the extent that this results 
in better evaluation. The purpose of this research is to minimize 
the problems of the division of existing systems with deep 
learning algorithms and the high accuracy of diagnosis. The 
evaluation of skeletal bone age is the most clinical application for 
the study of endocrinology, genetic disorders and growth in 
young people. This assessment is usually performed using the 
radiologic analysis of the left wrist using the GP(Greulich-Pyle) 
technique or the TW(Tanner-Whitehouse) technique. Both 
techniques have many disadvantages, including a lack of human 
deductions from observations as well as being time-consuming. 
Keywords—Diagnostic radiography, Medical imaging, Bone 
age assessment, Deep learning 
I.  INTRODUCTION 
It is essential to use appropriate methods for age 
determination for medical, legal and sport's needs. Skeletal Age 
Scale (SAA) and Growth Surveys have a key role in the daily 
work of pediatric specialists and endocrine specialists. 
It is worth noting that the child's growth status can be 
checked through a variety of methods such as height and 
weight check, calendar age (CA), gender characteristics as well 
as dental age assessment, but SAA as the most reliable and the 
most reliable method is used [1-3]. The skeletal bone maturity 
is determined by examining two factors: 1. Growth level in the 
covered areas. 2. Calcium accumulation in these areas. 
From childhood to adulthood, these two attributes follow a 
specific structure and a specific table [1-3]. What determines 
the natural pattern of puberty is not precisely determined, but 
many factors such as genetic factors and hormones such as 
thyroxin, growth hormone, and sex steroids, and some other 
factors, play an important role in this regard. The use of this 
assessment can be useful in identifying children with endocrine 
disruptions and growth disorders since the age of the bone 
(BA) and the actual age of the child. these differences can be 
indicative of skeletal growth abnormalities. 
Ultrasound imaging has limitations such as dependency on 
the operator, the reliability of the internal evaluation, the 
evaluation of viewers, and the problems with document 
standardization and image transfer. Magnetic Resonance 
Imaging (MRI) is a non-invasive modality for the SA 
evaluation of in children. However, there are few studies on 
this issue at present, and this issue is required to evaluate MRI 
reliability and credibility (BAAs). 
As a result, radiographic procedures for the evaluation of 
the remaining BA remain at present as a valuable standard. 
Therefore, any method that is approved is necessary to address 
the inadequate causes of X-ray quality. Additionally, it is 
necessary to assume that the correct position is correct since an 
inappropriate position can change the appearance of some 
bones. Also, there may be differences in maturity among 
different populations that might be considered. 
Deep Learning Algorithms [4] are a subset of machine 
learning algorithms whose purpose is to discover multiple 
levels of displays distributed from input data. In a machine 
learning routine for data analysis, extracting meaningful 
attributes or displaying the key to the success of a job. 
Traditionally, related attributes are often made by prominent 
individuals based on their knowledge of the field of 
knowledge, which is a challenge for unscrupulous people to 
use machine learning techniques in their research. However, 
the deep learning of these barriers by deleting the engineering 
features of features only reduces the learning process. In fact, 
deep learning requires only a dataset and, if necessary, requires 
little preprocessing and then finds information in an intuitive 
way; thus, allowing non-expert individuals to effectively use 
their in-depth learning in their research, especially in analyzing 
medical images. 
II. RELATED WORKS 
The most common clinical methods for measuring SA are: 
1- Greulich and Pyle (GP) 
2- Tanner Whitehouse (TW) 
Both of which rely on human observation, making them 
mental and variable. Using the GP method, used by 76% of 
pediatricians, a physician compares a hand-held radiograph 
with a series of hand-held radiographs to determine the closest 
form or mode. Patterns consist of 31 sonography images of 
son's son from 0 to 19 years old and 27 radiographic images of 
children from 0 to 18 years old children.  A well-trained 
radiologist can use this method at an average of 1.4 minutes, 
which makes it relatively quick and easy to perform; however, 
this method is less reliable than the TW method [8]. 
The radiologist measures the size of the radiographic image 
by calculating the radius, ulna bones, short bones, and carpal 
bone through precise structural analysis. For this purpose, 
separate measurement instruments are used for boys and girls 
[8]. 
BoneXpert is a fully automated SA evaluation tool used by 
children's clinics that was introduced in 2008 [9]. Its precision 
is 0.71 to 0.72 years. These results use it as the best SA 
evaluation tool in practice [10]. However, the software does not 
evaluate Carpal's bone to extract its results, limited to SA for 
men between 2.5 and 17.0 years, and women from 2.0 to 15.0 
years, and limits its use [8]. 
For regression purposes, bone age is measured in the range 
[-1, 1]. The network is taught by minimizing the absolute error 
of MAE. The classification model is like the regression model 
except for the two final layers. The max-pooling layer and the 
RELU layer are used as part of the optimization. In the testing 
phase, the performance of the model is evaluated. Fig. 1 shows 
the output that results in the input of an x-ray image of an 
eight-year-old child. The result is related to the age, sex, and 
gender of the patient. This study examines the use of deep 
learning for medical imagery, especially for the evaluation of 
auto bone age using X-ray images. 
 
 
Fig. 1. Final shape in BAA 
In these convolutional networks, about 1,400 X-test images 
have been used and the evaluation of this study suggests that 
deep learning algorithms, especially in well-trained images, 
provide the ability to evaluate with a high percentage of 
accuracy. Also, a number of convolutional structure layers 
have been used to provide the highest performance and most 
appropriate solution for evaluating bone age with respect to 
gender and age characteristics in different races. 
Somkantha et al. [12] selected the wrist region by 
separating the boundaries of the bones on both the vertical and 
horizontal axis, and then they extracted five morphological 
features from the femur and used them for regression with a 
supportive vector (SVM). 
This method is like that of Zhang et al. [5], in which hand-
designed features of the wrist bones were extracted, and 
features were used as inputs for a fuzzy logic classification. 
Used procedure is not applicable to children aged 5-7 years, 
because the wrists usually grow older as they age, and no 
longer allow for a greater difference [10]. To convert the image 
elements and the SVD uniformity parser to create vectors of 
fixed-size features, SIFT (), they are fully connected 
convolutional neural network. Since they used only a few of 
the images, their model did not look completely different from 
their internal data set. They also did not provide measurable 
performance metrics.  The most successful attempt at 
BoneXpert's history [7] is a medical software device for use in 
Europe alone and the first automated BAA commercialization. 
BoneXpert uses a productive model, the Active AAM 
appearance model, to automatically divide 15 bones in the 
hands and wrists, and then determine the bone age of GP or 
TW2 based on the shape, severity and properties of the tissue. 
Although BoneXpert reports a remarkable accuracy for 
automated BAAs, it has limitations. BoneXpert does not 
directly detect bone age, since prediction depends on the 
relationship between age and bone loss [6]. 
This system is poor and rejects radiography when there is a 
lot of noise. Previous studies show that BoneXpert rejected 
about 235 individual bones from 5161 (4.5%). [11] Finally, 
BoneXpert has bones the wrist does not use, although its 
diagnostic features are in children. 
Hyunkwang et al. [12] proposed an automated and deep 
learning-based structure for the performance of Bone Age 
Assessment from Radiographs by the region of interest 
seperation and preprocess from radiograph images. These 
models were trained from a CNN convolutional neural 
network, a precision tuned for using CNN convolutional neural 
networks () to achieve accuracy of 57.32 and 61.40%. 
Women's radiography was performed at 90.39% in one year 
and 98.11% in the BAA for 2 years. The radiograph of men's 
test was 94.18% in one year and this experiment had 99.00% 
for 2 years.  
III. PROPOSED METHOD 
Our dataset involves 12611 images from RSNA 
competition. 
CNN layer has been trained from the beginning in a 
scanned X-ray data set. Network optimization allows the 
network to learn specific filters for black and white images as 
well as reduce the number of layers rather than adopting more 
general features. 
In this research, as a convolutional network, the following 
modules are used respectively: a previously traced Convolution 
layer is considered as a black and white version. Also, CNNs 
are mostly used in classifying work; Bone Age Evaluation is a 
regression study. In this study, both the performance and the 
regression and classification method were evaluated to evaluate 
the best method. Both models have similar structure and 
protocols, and they differ only in the last two layers. This 
model contains a convolutional network with regression output.  
The size of the network input varies depending on the area. 
It is generally better to apply the layers of the output before the 
fully connected layers. 
The main steps of the proposed method have been shown in 
Fig 2. 
 
Fig. 2. Proposed method 
 
In the first step, namely data generation, loading the entire 
dataset in a single python variable isn’t an option, and so we 
need a generator function. Thus, using the advantage of 
generator, we can iterate over each (or batches of) image(s) in 
the large dataset and train our neural net quite easily. 
Our dataset is involving the train and test folders. The 
training dataset contains specific outputs and learns that the 
model designed by this data will be extended to other data in 
the future. At the same time, there is a test data set to be used to 
predict the designed model. 
In our model, the activation function which used in this 
simulation is sigmoid. This function is defined as: 
 
sigmoid (x) = 1 / (1 + exp(x))                     (1) 
 
 
Fig. 3. Sigmoid Function 
 
The sigmoid function produces more smooth values in the 
range between zero and one. Of course, it may be necessary to 
compensate for changes in output with small changes in input 
values. This requires having a curve that provides a sigmoid 
function and therefore works better than bridging functions. 
Optimizer algorithm: An optimization algorithm based on 
the loss function and the data specifies the direction in which 
network weights should be updated in order to optimize the 
network. In this research, we use the ADAM optimization 
algorithm (Random Descending Gradient). 
A reinforced image generator can be easily created using 
the Keras Generator Image Data API. Image generator 
information generates a series of image data by increasing the 
real-time data. 
The function, as well as the script used for training and the 
generators of the images are as follows with augmented images 
are as follows: 
datagen = Image Data Generator () 
datagen.fit(train) 
X_batch, y_batch = datagen.flow(X_train, y_train, 
batch_size=batch_size) 
model.fit_generator(datagen), 
samples_per_epoch=len(train), epochs=epochs) 
Artificial image enhancement training images through 
different processing methods or a combination of multiple 
processes, such as random rotation, tilt, crop, and flip, etc. are 
created. 
IV. EXPERIMENTAL RESULTS 
To evaluate the proposed method, RSNA dataset [17] was 
selected.in this challenge, 12611 images for training and 200 
test images with gender information. The label is recorded in 
months. Dataset was collected from multiple centers and 
labeled by radiologists and each pixel is labeled as a ground 
truth image.  
Images with size of 229*229 and then they are considered 
as the input images for the system. Accuracy of the proposed 
method is about 68.95%. 
 
 
Fig. 4. Accuracy of Sigmoid Function 
V. CONCLUSION 
In our research, we considered Adam as our optimization 
algorithm. The embedded features were better structured when 
triple CNN was used with 100 epochs for training. This 
research was a step forward in demonstrating the potential of 
the proposed method, which could be further investigated and 
improved further in the future. In this way, the increase in the 
education data, which is the image of the X-ray image, will 
improve the accuracy of the result, and also by combining the 
evaluation of the combination of several methods and models, 
the combination of the vector-specific vector clearly indicated 
for each class for this purpose, the vectorization of the favorite 
areas will be used.  
We think our research, can be massively improved with 
1. High-resolution images 
2. Better data sampling 
3. Pre-trained models 
4. Attention/related techniques to focus on areas 
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