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Avtomatizirano planiranje z induciranimi kvalitativnimi modeli v dinamičnih robotskih domenah
Kvalitativno modeliranje omogoča avtonomnim agentom hitro učenje posplošenih
modelov iz majhnih naborov numeričnih podatkov. V primerjavi s klasičnimi nume­
ričnimi modeli, kvalitativni modeli nudijo bolj jasen vpogled v principe upravljanja
robotskega sistema, in sicer tako, da abstrahirajo določene numerične informacije. To
je posebej zanimivo na področjih, kjer ugotovitve umetne inteligence lahko pripomo­
rejo k razumevanju nekega probleme oz. kjer je potrebno preveriti skladnost odločitev
umetne inteligence s praktičnim razumevanjem problema.
Planiranje z uporabo kvalitativih modelov predstavlja poseben izziv, saj ti modeli
vsebujejo malo ali nič numeričnih informacij. Z uporabo kvalitativne simulacije lahko
izpeljemo posplošene plane ali strategije vodenja, ki omogočajo nadaljnje vpoglede v
možna obnašanje sistema. Vendar pa ni znane metode, ki bi takšne plane lahko izvedla
brez dodatnega numeričnega učenja s poskušanjem.
V tej disertaciji predlagamo splošnonamenski sklop metod kvalitativnega planiranja
ter izvajanja kvalitativnih planov v robotskih domenah, ki za izvajanje ne zahteva doda­
tnega učenja. Izvajanje se prilagodi na specifične numerične lastnosti sistema v realnem
času in je običajno uspešno že prvič, ob ponovitvi pa se rezultat bistveno izboljša. Na ta
način lahko hitro pridemo do delujoče, čeprav neoptimalne, rešitve. Predlagane meto­
de demonstriramo na problemskih domenah, ki še niso bile obravnavane kvalitativno,
ali pa v bolj omejenem obsegu.
Ključne besede učenje kvalitativnih modelov, kvalitativno sklepanje, kvalitativna si­
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Automated planning with induced qualitative models in dynamic robotic domains
Qualitative modeling enables autonomous learning agents to quickly learn generalized
models from small samples of numerical data. By abstracting away certain numerical
information, qualitative models provide better insights into the operating principles
of a robotic system in comparison to traditional numerical models. This is of special
interest to the areas of AI where experts can benefit from insights discovered by AI, or
need to check whether AI’s decisions comply with human common sense.
Planning with qualitative models is challenging in the sense that little or no numeri­
cal information is given with the model. Generalized plans or control strategies can be
devised through the means of qualitative simulation. While these can provide further
insights into the possible system’s behaviors, no known method is able to execute such
plans without some additional trial­and­error type of numerical training.
This dissertation proposes a general­purpose framework for qualitative planning in
robotics domains, with a novel method to execute qualitative plans without the need
for additional training. The execution adapts to the specific numerical properties of
the system in real­time, and is usually successful on the first run, while its performance
significantly improves on the second run. This way a working, although typically a sub­
optimal, solution can quickly be provided. The proposed methods are demonstrated
on problem domains that have previously not been attempted qualitatively, or to a
more limited extent.
Keywords learning qualitative models, qualitative reasoning, qualitative simulation,
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1.1 Motivation
Qualitative modeling enables autonomous learning agents to quickly learn generalized
models from small samples of numerical data. The learned qualitative models abstract
away most if not all numerical data and can serve as a generalized insight into the
learned theory. On the other hand, the absence of numerical information makes their
use in autonomous planning very challenging. Traditionally, planning is primarily
focused on performance, where quantitative models have a clear advantage. But when
a quantitative model is not available, qualitative modeling may in certain cases be a
viable choice. We identify at least the following advantages of qualitative learning and
planning over traditional numerical machine learning methods:
Sample efficiency of learning. A qualitative model can be learned with small sets
of training data. The learning process converges quickly towards a final model.
Numerical methods typically demand large amounts of training data to learn a
useful model.
Intuitive domain description. Constraints used to define a planning domain are
qualitative, which makes it easy to describe a planning task through intuitive
understanding of the problem. Even qualitative models, if not learned, can
sometimes be designed by intuition. There is, however, no guarantee that such
manually constructed models are correct.
Generalized solutions. A qualitative plan represents a general idea of how a task
could be solved. It is not restricted to a specific model of the robot, but rather
to any robot that employs qualitatively the same principles of operation. This
makes qualitative solutions transferable to robots with different numerical prop­
erties, at least to some extent.
The proposition of this dissertation is that planning with learned qualitative models
can provide a quick working solution to a robotics problem, without the need to collect
a lot of numerical information. The resulting solutions are expected to be suboptimal,
but they can provide clear constraints for additional numerical optimizations, if so
needed.
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1.2 Planning in artificial intelligence
The ability to plan is one of the basic expressions of intelligence. In our daily activities,
we resort to planning whenever we encounter a new situation or face limitations in our
regular routines. We may intuitively define planning as a deliberate process of choosing
and organizing actions that lead to an anticipated outcome. Artificial intelligence
is concerned with planning as automated generation of behaviors and strategies that
achieve certain goals. In this regard it is commonly referred to as automated planning
[1]; a term most often associated with domain­independent planning methods. These
methods can be described asmodel­based approaches to action selection [2], since domain
knowledge is encoded as a model and input to a general purpose planner together
with specification of the problem. This contrasts with domain­dependent planning,
such as path planning and motion planning, which is more frequently used in robotics
and control theory to construct highly optimized trajectories and kinematic behaviors
[3, 4].
The idea of domain independent planning can be traced back to the early days of
AI, when in 1959, Newell et al. [5] created a computer program called the General
Problem Solver (GPS), which was the first to separate the knowledge from the strategy
of solving the problem. GPS was, in principle, able to solve any problem that can
be expressed as a set of abstract objects and operators on those objects. Through the
method of means­ends analysis, goals are recursively reduced to sets of subgoals, to
move closer and closer to the final goal. While GPS was able to solve simple logic
problems, exponential combinatorial complexity made it impractical for many real­
world problems.
One of the most notable landmarks in the history of automated planning was Shakey
the robot project, the first general­purpose robot that perceived and reasoned about its
surroundings. Shakey was developed at the Stanford Research Institute (SRI) between
1966 and 1972; the progress of the project can be tracked in over thirty publications
from that era. The well known search algorithm A* [6] was created for Shakey to
plan paths and avoid obstacles. Automated planner developed for Shakey was called
STRIPS (Stanford Research Institute Problem Solver) [7]. The domain modeling lan­
guage used by this planner has been much more influential than the algorithm, there­
fore today, name STRIPS is more commonly used to refer to the language. In 1998,
PDDL (Planning Domain Definition Language) [8] was defined as a standardized
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planning language, extending STRIPS and including it as a special case.
Languages such as STRIPS and PDDL presume fully observable world, complete
knowledge about the initial state, instantaneous deterministic actions, and sequential
plans. Planning is performed off­line, which means that the planner doesn’t know the
execution status. Such planning methods fall into the category of classical planning.
In the mid 1990s, planning algorithms appeared that followed the classical planning
model, but could scale to large problems significantly more efficiently than state­of­
the­art planners of that time. These planning approaches are commonly classified
as Neo­classical planning, with best known representatives being GraphPlan [9] and
SATPlan [10].
In many real­world domains, planning methods are needed that extend beyond the
classical planning model. Temporal planning treats time as resource and models dura­
tion of actions, delays of effects, or temporal constraints on reaching goals [11]. Prob­
abilistic planning deals with domains where outcomes of actions are not deterministic.
Such planning problems are typically formulated as a Markov Decision Process (MDP);
a technique that generalizes deterministic state transitions of classical planning model
to transition probabilities [12]. In highly dynamic or uncertain environments, plan­
ning is sometimes combined with sensing. This planning approach is commonly re­
ferred to as contingent planning. The actual state of the environment is unknown to the
agent, yet it can partially be assumed from its sensors. The planner may solve the prob­
lem offline and produce a policy tree, whose nodes represent actions and edges possible
observations [13]. The size of such policy increases exponentially with the number of
steps the agent must take to reach a goal state, therefore online approaches are often
more practical. The action to do next is selected by solving the problem via a classical
planning method. The plan is then executed as long as its assumptions concur with
sensing information, otherwise a new plan is constructed [14]. A special case of this
technique is selecting only one action ahead, which is often called reactive planning. It
poses a somewhat different perspective on planning — “Planning is the goal­directed
selection of reactions to possible situations.” [15].
Automated planning, as a synonym for model­based approach to action selection, im­
plies the existence of domain theory, formulated in some modeling language. While
a complete domain model may easily be conceivable for simple domains, many real­
world planning problems exceed human oversight. It is therefore a common practice
to combine planning with machine learning (ML), and thus endow an agent with
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greater autonomy and flexibility [16]. A typical use of such an ML assisted planner is
to learn and refine domain theory and hence improve its performance on a certain task.
Recent advances in ML show that machine can match and even outperform humans
in many areas [17–19]. However, performance is not necessarily the sole purpose of
autonomous agent learning and planning. As already suggested by Donald Michie in
1988 [20], a comprehensible hypothesis satisfies a stronger criterion for machine learn­
ing than non­comprehensible hypothesis of equal predictive performance. In the past,
little attention has been given to this issue. Only in recent years, Explainable Artificial
Intelligence (XAI) has become an area of interest within the AI community [21–23],
especially in the areas where it is beneficial to augment human expertise with artificial
intelligence, rather than excluding it.
An important project done in the area of robots learning comprehensible models was
the European project called XPERO (2006–2009) [24]. Its scientific goals differed
from a typical robot project, where the goal is usually to improve the robot’s perfor­
mance, in that XPERO sought to develop methods for improving the robot’s “un­
derstanding” about the world. During this project, various machine learning methods
were assessed regarding their applicability to different robot discovery tasks [25]. Their
findings suggest that for many types of robotic learning and discovery, learning qual­
itative models [26, 27] allows formulation of more comprehensible hypothesis than
traditional numerical modeling techniques.
1.3 Planning with qualitative models
Humans tend to reason and plan their actions qualitatively. Instead of thinking in
terms of exact distances, speeds, weights, forces, etc., we operate with abstract quanti­
ties such as near, slow, heavy, strong, etc. Such quantities also constitute our language
when we try to transfer our know­how to other people. This human type of cognition
inspired the research area of Qualitative Reasoning (QR), which dates back to the early
1980s as a simplified approach to solving problems in physics and mechanics [28, 29].
The central tool for modeling dynamic systems qualitatively is the qualitative differ­
ential equation (QDE), which is a simplification of the ordinary differential equation.
Continuous variables are abstracted to qualitative spaces, where quantities are deter­
mined by landmarks. We could, for instance, abstract temperature T to a qualitative
space by defining: T = freezing, when the temperature is below 0 ∘C; T = cold, when
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between 0 and 15 ∘C; T = warm, when between 15 and 25 ∘C; etc. Time deriva­
tives are generalized to their monotonic behaviors. A qualitative variable is said to be
increasing, decreasing, or steady at some time 𝑡, if the sign of its time derivative at 𝑡 is
respectively positive, negative, or zero, disregarding its magnitude. This is very similar
to the way a person would describe some observation, e.g. “It is cold, but warming up”.
Obviously, any such qualitative abstraction is incomplete and a coarse approximation
of reality.
Soon after this theoretical framework for qualitative physics was established, Kuipers
introduced QSIM — an algorithm for qualitative simulation of qualitatively modeled
dynamic systems [30]. Qualitative simulation is essentially a constraint satisfaction prob­
lem, which is constrained by the given set of qualitative constraints in the form of a
qualitative model. Unlike a typical physics simulator, which simulates the numerical
behavior of the given system continuously through time, a qualitative simulator cap­
tures sequences of possible transitions between qualitative states. Because qualitative
models are numerically incomplete, transitions are often non­deterministic. This re­
sults in a tree of possible behaviors, of which some may be spurious; i.e. not possible
in any actual mechanism that satisfies the given qualitative constraints.
Only in recent years have serious attempts been made to use qualitative models for
planning in robotic domains. With some interesting results from the XPERO project,
qualitative modeling showed potential in the field of cognitive robotics. Troha et al.
[31] conducted an interesting experiment, where a wheeled robot learned a qualitative
model of pushing an object by a robot. In order to test the learned hypotheses, he
considered possible ways to plan with his models, and developed a domain specific
controller that successfully executed the task of pushing an object. Wiley et al. [32, 33]
combined qualitative modeling with reinforcement learning to train a double­tracked
vehicle to climb over obstacles. They used an adaptation of QSIM to reduce the search
space for trial­and­error learning, and thus shorten the time to learn an optimized
control policy. Their method was not tested on other robotics problems.
1.4 Scientific Contributions
This dissertation presents the following contributions to science:
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General­purpose qualitative planning. Previous approaches to qualitative plan­
ning in robotics have been based on specific robotics domains. We present
a general­purpose framework for qualitative planning in robotics with a strict
separation of the method from the model. We introduce the following improve­
ments to the existing methods of qualitative planning: more topological options
by adding the possibility of cyclic spaces, implementation of multivariate mono­
tonic qualitative constraints for planning, using numerical constraints to model
obstacles, proposing a planning heuristic that is based on minimal branching.
Execution of qualitative plans. We show that qualitative plans can be executed
even though they do not contain numerical details of execution. We propose
a reactive method that starts the execution with certain numerical assumptions
and numerically adapts to the system during the execution. The adaptation
converges within the first few runs, but typically also succeeds in the first run.
New demonstrations of qualitative planning. We demonstrate qualitative meth­
ods in robotics domains that have either not yet been approached qualitatively,
or to a more limited extent than considered here. We therefore provide novel re­
sults for existing domains, the latter being diverse enough to support the propo­
sition of general­purpose qualitative planning.
1.5 Thesis overview
The next chapter overviews the related work. Chapter 3 summarizes the theoretical
background on qualitative modeling and simulation. No contributions are made here,
but the presented concepts are essential to the work done in this dissertation. Chap­
ter 4 discusses the use of qualitative models and simulation for planning. The proposed
planning method is contrasted with the existing qualitative methods that we adapt and
extend. In Chapter 5 we introduce and evaluate a novel method to execute qualita­
tive plans. Results of experimentations in various robotics domains are presented in
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The review of related work is organized into three sections. First, we address the motiva­
tion for using qualitative modeling in cognitive robotics and review relevant attempts
in this direction. We continue with the evolution of techniques for learning qualita­
tive models and point out reasons for or against their use in robot learning. Finally,
we review the existing work in qualitative planning and compare their approaches to
ours.
2.1 Qualitative modeling in robotics
Key motivations behind using qualitative representations of the continuous world are
thoroughly discussed in the Forbus’ latest book [34]. He argues that qualitative rep­
resentations hold the key to answering one of the fundamental questions of cognitive
science — how humans reason about the everyday world. He further argues that in
robotics, qualitative spatial reasoning can help to bridge the gap between perception
and reasoning. A qualitative representation in the mind of a robot seems to be similar
to that in the mind of a human.
Bratko [35] suggested learning qualitative models as a means for a robot to discover
abstract concepts about the physical world. These learned concepts can then be used
to extend the robot’s hypothesis language, enabling a more compact representation
of the robot’s current knowledge. Leban et al. [36] used such an approach with a
robot that learned the concept of movability and a notion of obstacle by experimen­
tally interacting with objects. They used Prolog as the hypothesis language and an
inductive logic programming (ILP) system called HYPER (Hypothesis Refiner) [37] as
a tool to invent new Prolog predicates that concurred with the observed facts. These
invented predicates represented the learned concepts. Palma et al. [38] reproduced
this experiment with a lower learning complexity, which they achieved by optimizing
the selection of features observed by the robot. Košmerlj et al. [39] proposed a new
method of ILP called STRUDEL (Structural Derivative Learning), which clusters the
observed data into classes with similar qualitative properties. This way, the induction
of the action model is broken down into several learning tasks, which significantly
reduces the computational complexity of predicate invention.
While these methods are concerned with learning concise, generalized and inter­
pretable models, they are designed to be used with high­level descriptions of the world.
A robot would typically already know how to move or manipulate an object, and
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state the observed facts as Prolog predicates. We focus on learning with as little prior
knowledge as possible, which implies manipulating low level signals in continuous
domains to learn the most basic actuation. Such approach was proposed by Mugan
and Kuipers [40], who developed an unsupervised learning algorithm called QLAP
(Qualitative Learner of Action and Perception). A robot learns action policies through
autonomous exploration by motor babbling or by explicit coaching. QLAP uses quali­
tative representations as a way to discretize the input data, while the learned models are
represented as Dynamic Bayesian Networks (DBNs). This is different than learning
qualitative models from numerical traces, which is the direction taken in this disserta­
tion.
Šuc and Bratko [41] proposed learning qualitative trees from numerical traces and
implemented their method in a program called QUIN (QUalitative INduction). The
learned models are similar to classical decision trees, where numerical samples are clas­
sified into classes of monotonically increasing and decreasing functions. This way they
induced comprehensible qualitative strategies for controlling a crane and riding a bike.
Troha and Bratko [31] later used QUIN with an autonomous robot that learned the
qualitative physics of pushing a box. We reproduce this experiment with a wider set
of objects and with more complex planning tasks.
The restriction of QUIN to decision trees was addressed by Žabkar et al. [27, 42],
who introduced Padé, which augments the input numerical data with qualitative infor­
mation, and leaves the building of the end model to the machine learning algorithm
of our choice. Combining Padé with a decision tree learner, qualitative trees can be
learned. A simple demonstration showed that learning regions is a crucial learning fea­
ture in autonomous robotic learning through exploration [43]. Comparison of QUIN
and Padé with traditional machine learning techniques is given in [25].
Both, QUIN and Padé, turned out to be the best known choice for the purpose of
this dissertation. They both learn directly from numerical data, the learned models
are qualitative abstractions of continuous functions, which we show to be appropriate
presentations for motion planning, and they are also capable of learning the boundaries
between different operating regions, which is an important concept of our planning
method. They are, however, not without limitations. The set of constraints that we
use for planning is larger than what QUIN and Padé can learn. They also cannot learn
incrementally. However, if improvements are introduced in the future, they should be
compatible with our planning method.
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There are also some older methods of learning qualitative models which should be
mentioned here, but they either learn qualitative models only from qualitative data, or
they do not learn transitions between operating regions. A detailed survey can be found
in [44]. Coiera [45, 46] introduced the first known QML system called GENMODEL.
The proposed algorithm constructs a set of QSIM constraints that comply with the
input set of qualitative behaviors by an exhaustive search within the QDE space. It
requires a complete input set of behaviors (i.e. all the behaviors generated by qualitative
simulation). It is a complete algorithm in the sense that it guarantees to find the target
model if one exists. It can, however, generate overconstrained models, i.e. models
that contain more constraints than needed. Kraan et al. [47, 48] proposed MISQ, a
QML system, which works in the same way as GENMODEL. An extended version of
MISQ called MISQ­RT [49] also learns transitions between regions. Ramachandran
et al. [49] argued that MISQ tends to generate models that are more general than the
target models, meaning that they may output more behaviors than expected. They
proposed a QML system called QSI, which executes additional steps to find more
specialized models. GOLEM [50] is a general purpose ILP program that learns infers
logic program from the given positive and negative examples. Bratko et al. [51] showed
that GOLEM can also be used to learn qualitative models from qualitative behaviors.
Džeroski and Todorovski [52] introduced QMN (Qualitative Models from Numer­
ical traces), a QML similar to GENMODEL that learns QSIM­type models directly
from numerical traces. Like GENMODEL, it is also prone to generate overconstrained
models. Another limitation of QMN is that it needs high­resolution quantitative data,
which restricts its usefulness when only sparse data is available. LYQUID [53] is an­
other QML system that learns QSIM­type models from numerical traces. It uses poly­
nomial approximation, which allows it to work with incomplete and noisy data. Its
main limitation is that it requires many parameters to be properly specified. It is also
prone to generating overconstrained models. Neither QML nor LYQUID can learn
transitions between regions.
Žabkar et al. [54, 55] proposed learning qualitative models from numerical data us­
ing the Discrete Morse Theory [56]. Their method, called QING, constructs Delaunay
triangulations over the training data to obtain a discrete representation of the learning
domain. The learned qualitative model is a multidimensional structure, which is not
compatible with the existing methods of qualitative simulation, and can therefore not
be used directly with our planner.
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2.2 Planning with qualitative models
In robotics, qualitative modeling has primarily been used to learn concise and com­
prehensible theories. Much less attention has been given to using qualitative models
for planning. In the domain of qualitative physics, Hogge [57] considered extending
Forbus’ Qualitative Process Theory (QPT) [28] with actions. The presented algorithm
successfully devised a plan to fill a sink with water to a certain level by opening and clos­
ing a valve. Forbus [58] addressed certain limitation of Hogge’s planning method and
formalized the notion of action in the context of qualitative simulation. His formula­
tion complies with the paradigm of classical planning. Actions are instantaneous with
deterministic preconditions and effects. When an action is triggered, QDE constraints
are added to or removed from the model, which changes the qualitative behavior of the
system. An action model can be specified in a STRIPS­like manner. Sammut and Yik
[59] used a STRIPS­like notation to describe actions of a bipedal robot. Actions were
parametrized so that the values of parameters were not yet needed for planning. A clas­
sical planner then found a plan for bipedal walking, which was qualitative in the sense
that it contained no numerical information. The plan was finalized by learning these
parameters through trial and error. In this dissertation we conduct a similar walking
experiment, but with a learned qualitative model and through a reactive execution of
the plan.
The most recent and probably the most complete approach to qualitative planning
was proposed by Wiley et al., who based their planner on the principles of the QSIM
type of qualitative simulation. Their goal was to train a tracked robot for urban search
and rescue how to climb over obstacles. They initially used the Prolog implementation
of QSIM [60], which they extended with the concept of control variables and goal
states. They later implemented their planner using answer set programming (ASP) [61],
which performed much faster. They defined a qualitative action as executing one or
more iterations of QSIM to produce a sequence of states in which all control variables
are fixed to some qualitative magnitudes. A qualitative plan is therefore a more abstract
version of a qualitative behavior. They also proposed the QMD heuristic function to
speed up the search­based planning. The found qualitative plan was used to narrow
down the parameter space for trial­and­error learning. To produce correct plans, the
planner required task specific knowledge, e.g. certain approach to climbing a step
can only be used if the step is small. They address this problem in a later paper [62],
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where they propose the use of quantitative constraints. Variables can optionally be
constrained to intervals, so the planner can eliminate qualitative solutions that do not
comply to numerical constraints, without the need to integrate such restrictions into
the planner. Still, the qualitative model of the robot was hand­crafted by an expert.
They later used Padé to learn a qualitative model from numerical traces, captured while
the robot was being operated on flat terrain [32, 63]. Only single variable dependencies
were used, and the learnedQ­type constraints were reinterpreted as univariateM­type
constraints. We base our planner on similar principles, but propose a strict separation
of the model from the method, and also introduce additional modeling elements to
cover larger area of problems. We avoid execution of qualitative plans through trial­
and­error learning by proposing a novel method of reactive execution.
Certain similarities can be found between our reactive executor and the CHURPs
(Compressed Heuristic Universal Reaction Planners) system introduced by Stirling
[64]. Actuation is modeled as a regulatory feedback control between a control input
and an assigned goal and the system can quickly adapt to dynamic changes in the
environment. Control inputs are related to goal outputs by a simple numerical model
called influence matrix. Our executor uses qualitative model to determine the effects of
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This chapter summarizes the existing theory and techniques on qualitative modeling
and simulation, on which our qualitative planning method is based. Its purpose is to
provide the key background knowledge in qualitative physics and offers no scientific
contributions.
The key concept behind the framework of qualitative physics is the concept ofQual­
itative Differential Equation (QDE) — a qualitative analogy of Ordinary Differential
Equations (ODE) as used in dynamical systems theory. Although numerically incom­
plete, QDEs are still expressive enough to allow insights into dynamics of a system and
enable simulation of its behaviors. Such qualitative simulations are obviously numer­
ically less definite than traditional physical simulations that use complete numerical
models, but they are capable of predicting a series of crucial moments in the behavior
of the system.
3.1 Qualitative differential equations
Differential equations play an important role in modeling physical processes. They
relate real­valued functions with their derivatives, which are the rates of change, and
can thus be used to model the dynamics of a system. De Kleer and Brown [29] ar­
gued that such descriptions, though complete, fail to provide much insight into the
functioning of the system. They introduced qualitative differential equations, which
they also called confluences, as a means of formalizing the commonsense knowledge
about the physical world. For example, the equation ∂P + ∂A − ∂Q = 0 describes
the qualitative dynamics of a valve, where P is the pressure across the valve,A the area
for the flow, and Q the flow through the valve. Symbol ∂ represents the change in
quantity. Obviously, there is no requirement to keep units consistent.
The above QDE complies with an intuitive interpretation of the valve’s dynamics: if
pressure P or area A increases / decreases, flow Q also increases / decreases. However,
if pressure increases and area decreases, or the other way around, there is no certain
conclusion about the change in flow without specific numerical information. Such un­
certainty results from the fact that qualitative models are generalizations of numerical
models, and therefore cover a wider set of possible numerical configurations. In other
words, QDEs may be viewed as constraints to a system’s behavior. Every possible real­
world behavior of any possible numerical instance of such a system should be found
within the bounds set by these qualitative constraints. On the other hand, not every
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qualitative behavior permitted by these constraints is necessary physically possible.
This dissertation adopts the theoretical framework that was introduced by Kuipers
[30, 65]. His definition of a QDE is as follows.
Definition 3.1: A qualitative differential equation is a tuple ⟨V,Q,C, T⟩, where:
V is a set of qualitative variables,
Q is a set of quantity spaces, one for each variable in V,
C is a set of qualitative constraints applying to variables in V, and
T is a set of transitions between operating regions.
The rest of this section elaborates on the above four entities.
3.1.1 Qualitative variables and quantity spaces
A physical system is characterized by a set of real­valued variables that vary over time
𝑡 ∈ (𝑎, 𝑏), during which the dynamics of the system are observed. We define a variable
𝑥 ∈ V as a real­valued function of time 𝑥(𝑡) ∈ ℝ with the following properties:
1. 𝑥(𝑡) is continuous on (𝑎, 𝑏),
2. 𝑥(𝑡) is continuously differentiable on (𝑎, 𝑏),
3. there is a finite number of critical points ?̇?(𝑡) = 0, 𝑡 ∈ (𝑎, 𝑏),
4. lim𝑡→𝑎 ?̇?(𝑡) and lim𝑡→𝑏 ?̇?(𝑡) exist in ℝ.
The third property excludes functions whose qualitative behavior changes infinite num­
ber of times on some finite interval, such as e.g. 𝑓(𝑡) = sin−1(𝑡) on interval 𝑡 ∈ (0, 1).
The fourth property ensures that the system behaves reasonably near endpoints 𝑎 and
𝑏, e.g. it begins and ends with a finite speed.
The quantity space of variable 𝑥 is a finite and totally ordered set of landmarks
[𝑙1, … , 𝑙𝑛] that discretize the variable’s domain. Landmarks may be numeric or sym­
bolic. A symbolic landmark is used when its value is not determined. The quan­
tity space must include the landmark zero, which corresponds to numerical value
0, and landmarks that correspond to minimum and maximum numerical values, i.e.
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min{𝑥(𝑡)} and max{𝑥(𝑡)}. Alternatively, the quantity space may include one or both
special symbolic landmarks minf and inf, which respectively correspond to −∞ and
∞, instead of or in addition to the min and max landmarks.
The qualitative magnitude of variable 𝑥, denoted mag(𝑥), is either a single landmark
mag(𝑥) = 𝑙𝑖, or the open interval between two adjacent landmarks mag(𝑥) = 𝑙𝑖..𝑙𝑖+1. A
variable cannot assume a qualitative magnitude minf or inf, but can assume an interval
minf..𝑙𝑖 or 𝑙𝑖..inf. Numerical value of 𝑥 at some time 𝑡 is abstracted to a qualitative




𝑙𝑖 if 𝑥(𝑡) = 𝑙𝑖,
𝑙𝑖..𝑙𝑖+1 if 𝑙𝑖 < 𝑥(𝑡) < 𝑙𝑖+1.
(3.1)
The qualitative sign is the qualitative analogy of the numerical sign, and is usually
denoted as [+], [−], or [0]. It indicates the position of magnitude within its quan­
tity space, according to the zero or some other given landmark. Let 𝑙𝑖 and 𝑗𝑖..𝑙𝑗+1 be
arbitrary qualitative magnitudes in some quantity space L, and 𝑙𝑟 ∈ L an arbitrary




[+] if 𝑙𝑖 > 𝑙𝑟,
[0] if 𝑙𝑖 = 𝑙𝑟,




[+] if 𝑙𝑗 ≥ 𝑙𝑟,
[−] if 𝑙𝑗+1 ≤ 𝑙𝑟.
(3.2)
When the reference landmark is omitted, zero landmark is assumed to be the reference,
i.e. [mag(𝑥)] = [mag(𝑥)]zero.
The qualitative direction of variable 𝑥, denoted dir(𝑥), is a qualitative abstraction of




inc if ?̇?(𝑡) > 0,
std if ?̇?(𝑡) = 0,
dec if ?̇?(𝑡) < 0.
(3.3)
The qualitative value of variable 𝑥 is a pair 􏾉mag(𝑥), dir(𝑥)􏽼 of qualitative magnitude
and qualitative direction of 𝑥 at some time 𝑡. We will use notation mag(𝑥)/dir(𝑥), e.g.
zero/std, zero..inf/std, etc.
3.1.2 Qualitative constraints
While qualitative variables identify quantities of a mechanical system, qualitative con­
straints define their relationships and therefore the internal structure of the system.
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There is a close correspondence between Qualitative Differential Equations (QDE)
and Qualitative Constraints (QC). In a QDE, each operator of an ordinary differen­
tial equation is made explicit, while precise numerical relations between variables are
abstracted away. QCs express the structure of a QDE in predicate or functional form
by specifying constraints over variables or tuples of variables.
Consider again the QDE of a valve: ∂P + ∂A − ∂Q = 0. Variables P, A, and
Q are treated as real­valued functions of time, with ∂P = 𝑑P𝑑𝑡 , ∂A =
𝑑A
𝑑𝑡 , ∂Q =
𝑑Q
𝑑𝑡
being their time derivatives. QC deriv is used to establish correspondence between a
variable and its time derivative, e.g. deriv(x, Dx) forD𝑥 = 𝑑𝑥𝑑𝑡 . QC add(x, y, z) would
furthermore constrain variables 𝑥, 𝑦, and 𝑧 to values, for which 𝑥 + 𝑦 = 𝑧 holds true.
Using QCs, the above QDE of a valve can be formulated as:
add(DP,DA,DQ), deriv(Q,DQ), deriv(P,DP), deriv(A,DA).
In some cases, the numerical correspondence between a tuple of variables may not
be known, except for a finite number of points. Suppose all the numerical informa­
tion on variable dependency 𝑦 = log2(𝑥) is abstracted away, except for the fact that
function log2 is monotonically increasing, and 𝑥 = 1 ⇔ 𝑦 = 0. Monotonic Qualita­
tive Constraint (MQC) M+(𝑦, 𝑥), extended with information on corresponding values
(𝑥 = 1, 𝑦 = 0), determines these properties. Functional notation 𝑦 = M+(𝑥) is also a
common one.
The original implementation of QSIM as well as a more recent implementation in
Prolog [60] define the derivative constraint, three arithmetic constraints — addition,
additive inverse, multiplication, monotonic qualitative constraints M+ and M−, and
the constant. In our planning method, we adopt these basic modeling constructs, but
extend MQCs with Wellman’s multivariate MQCs [66], of which univariate M+ and
M− are special cases. Instead of a single + or − sign next to the M symbol, a vector of
signs Δ = {+/−,…} is used to identify the monotonicity of each variable 𝑥𝑖 separately,
e.g. 𝑦 = M+,−,+(𝑥1, 𝑥2, 𝑥3) to declare that 𝑦 increases with increasing 𝑥1 and 𝑥3, while
it decreases with increasing 𝑥2.
The complete list of qualitative constraints supported by our methods, together with
their definitions, is given in Table 3.1. We continue with the definition of criteria
imposed by each constraint on qualitative variables. This information is crucial for
the implementation of the qualitative algebra used by QSIM, on which our planning
methods are based.
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Table 3.1
Qualitative constraints used by our implementation of QSIM.
Constraint Definition
add(𝑥, 𝑦, 𝑧) 𝑧(𝑡) = 𝑥(𝑡) + 𝑦(𝑡)
minus(𝑥, 𝑦) 𝑦(𝑡) = −𝑥(𝑡)
mult(𝑥, 𝑦, 𝑧) 𝑧(𝑡) = 𝑥(𝑡) ⋅ 𝑦(𝑡)
deriv(𝑥, 𝑦) 𝑦(𝑡) = ?̇?(𝑡)
const(𝑥) ?̇?(𝑡) = 0
M+(𝑦, 𝑥) 𝑦(𝑡) = 𝑓 (𝑥(𝑡)) is monotonically increasing.
M−(𝑦, 𝑥) 𝑦(𝑡) = 𝑓 (𝑥(𝑡)) is monotonically decreasing.
𝑦 = MΔ(𝑥1, … , 𝑥𝑛) 𝑦(𝑡) = 𝑓 (𝑥1(𝑡), … , 𝑥𝑛(𝑡)) is monotonically increasing or
decreasing with respect to each 𝑥𝑖.
Qualitative addition
Constraint add(𝑥, 𝑦, 𝑧), with a set of corresponding values
􏿺(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) | 𝑖 ∈ {0, … , 𝑘}􏿽 ,
is a qualitative abstraction of the algebraic equation 𝑥 + 𝑦 = 𝑧. Constraints imposed
on the values of variables 𝑥, 𝑦, and 𝑧 are straightforward, derived directly from the
algebraic rules of addition. Qualitative magnitudes mag(𝑥), mag(𝑦), and mag(𝑧)must
comply with every tuple of corresponding values (𝑥𝑖, 𝑦𝑖, 𝑧𝑖). According to (3.2), the
relative qualitative magnitude of 𝑧 with respect to 𝑧𝑖, is determined by:
[mag(𝑧)]𝑧𝑖 = 􏿮sgn 􏿴(𝑥 − 𝑥𝑖) + (𝑦 − 𝑦𝑖)􏿷􏿱 ,
where [sgn (𝑥 − 𝑥𝑖)] = [mag(𝑥)]𝑥𝑖 and [sgn (𝑦 − 𝑦𝑖)] = [mag(𝑦)]𝑦𝑖 . Obviously, mag­
nitudes [mag(𝑥)]𝑥𝑖 = [mag(𝑦)]𝑦𝑖 = [+] imply [mag(𝑧)]𝑧𝑖 = [+]. On the other hand,
[mag(𝑧)]𝑧𝑖 is not determined when [mag(𝑥)]𝑥𝑖 = [+] and [mag(𝑦)]𝑦𝑖 = [−], therefore,
any relative qualitative magnitude of 𝑧 should be allowed by the addition constraint.
The qualitative direction of variable 𝑧, as defined by (3.3), is determined by deriva­
tive:
?̇?(𝑡) = 􏿮𝑥(𝑡) + 𝑦(𝑡)􏿱
′
= ?̇?(𝑡) + ?̇?(𝑡).
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As with the magnitudes, this value is qualitatively determined when the sign of both
summands is either the same or at least one is zero.
The constraints of qualitative addition are therefore the following:
1. Qualitative magnitudes mag(𝑥), mag(𝑦), mag(𝑧) of each tuple of corresponding
values (𝑥𝑖, 𝑦𝑖, 𝑧𝑖) must satisfy the equality
[mag(𝑥)]𝑥𝑖 + [mag(𝑦)]𝑦𝑖 = [mag(𝑧)]𝑧𝑖 ,
where operator + is defined on relative qualitative magnitudes as:
+ [+] [0] [−]
[+] [+] [+] [+]/[0]/[−]
[0] [+] [0] [−]
[−] [+]/[0]/[−] [−] [−]
(3.4)
The notation [+]/[0]/[−] represents arbitrary qualitative magnitude. The con­
straint add(𝑥, 𝑦, 𝑧) asserts corresponding values (zero, zero, zero).
2. Qualitative directions dir(𝑥), dir(𝑦), and dir(𝑧) must satisfy equality
dir(𝑥) + dir(𝑦) = dir(𝑧),
where operator + is defined on qualitative directions as:
+ inc std dec
inc inc inc inc/std/dec
std inc std dec
dec inc/std/dec dec dec
(3.5)
The notation inc/std/dec represents arbitrary qualitative direction.
The possibility of arbitrary direction or magnitude of variable 𝑧 reflects an interesting
property of qualitative constraints called qualitative ambiguity. With constraint add
this means that given the values of 𝑥 and 𝑦, the value of 𝑧 is not always uniquely
predicted.
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Qualitative negation (additive inverse)
The constraint minus(𝑥, 𝑦), with a set of corresponding values
􏿺(𝑥𝑖, 𝑦𝑖) | 𝑖 ∈ {0, … , 𝑘}􏿽 ,
qualitatively abstracts algebraic equation 𝑦 = −𝑥, hence for every pair of corresponding
values (𝑥𝑖, 𝑦𝑖) also holds 𝑦𝑖 = −𝑥0, and relative qualitative magnitude of 𝑦 is
[mag(𝑦)]𝑦𝑖 = 􏿮sgn 􏿴𝑦 − 𝑦𝑖􏿷􏿱 = 􏿮sgn ((−𝑥) − (−𝑥𝑖))􏿱 = 􏿮− sgn (𝑥 − 𝑥𝑖)􏿱 .
The qualitative direction of 𝑧 is determined by the derivative
?̇?(𝑡) = [−𝑥(𝑡)]′ = −?̇?(𝑡).
The constraints of qualitative negation are therefore:
1. Qualitative magnitudes mag(𝑥) and mag(𝑦) of each pair of corresponding values
(𝑥𝑖, 𝑦𝑖) must satisfy the equality
[mag(𝑦)]𝑦𝑖 = −[mag(𝑥)]𝑥𝑖 ,





Constraint minus(𝑥, 𝑦) asserts corresponding values (zero, zero), (minf, inf), and
(inf,minf).
2. Qualitative directions dir(𝑥) and dir(𝑦) must satisfy equality
dir(𝑦) = −dir(𝑥), (3.7)
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We define the qualitative unary operator + in a similar way:
+[+] = [+], +[0] = [0], +[−] = [−], (3.9)
+inc = inc, +std = std, +dec = dec. (3.10)
Qualitative multiplication
The constraint mult(𝑥, 𝑦, 𝑧), with a set of corresponding values
􏿺(𝑥𝑖, 𝑦𝑖, 𝑧𝑖) | 𝑖 ∈ {0, … , 𝑘}􏿽 ,
qualitatively abstracts algebraic equation 𝑥 ⋅ 𝑦 = 𝑧. Constraints imposed on variables
𝑥, 𝑦, and 𝑧 are deduced in a similar way as constraints of qualitative addition. The
criterion for qualitative directions turns out to be somewhat more complex due to
the product rule formula (𝑓 ⋅ 𝑔)′ = 𝑓′ ⋅ 𝑔 + 𝑓 ⋅ 𝑔′. The constraints of qualitative
multiplication are as follows:
1. Qualitative magnitudes mag(𝑥), mag(𝑦), mag(𝑧) of each tuple of corresponding
values (𝑥𝑖, 𝑦𝑖, 𝑧𝑖) must satisfy the equality
[mag(𝑥)]𝑥𝑖 ∘ [mag(𝑦)]𝑦𝑖 = [mag(𝑧)]𝑧𝑖 ,
where the operator ∘ is defined on relative qualitative magnitudes as:
∘ [+] [0] [−]
[+] [+] [0] [−]
[0] [0] [0] [0]
[−] [−] [0] [+]
(3.11)
2. The qualitative directions dir(𝑥), dir(𝑦), dir(𝑧), and magnitudes mag(𝑥), mag(𝑦),
must satisfy equality
[mag(𝑥)] ∘ dir(𝑦) + [mag(𝑦)] ∘ dir(𝑥) = dir(𝑧),
where the binary operator ∘ ∶ (mag, dir) → dir is defined as:
∘ inc std dec
[+] inc std dec
[0] std std std
[−] dec std inc
(3.12)
and the operator + on qualitative directions as (3.5).
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Qualitative derivation
The constraint deriv(𝑥, 𝑦) represents the differential equation 𝑦 = 𝑑𝑥𝑑𝑡 . This is not
a functional relationship, therefore the constraint deriv can have no corresponding
values. Qualitative values of 𝑥 and 𝑦 must comply with the following rule:
mag(𝑦) = [+] ⇔ dir(𝑥) = inc
mag(𝑦) = [0] ⇔ dir(𝑥) = std
mag(𝑦) = [−] ⇔ dir(𝑥) = dec
(3.13)
Qualitative constant
The qualitative constraint const(𝑥), with optionally set landmark 𝑥 = 𝑥0, asserts that
the value of 𝑥 is constant at all times. This implies the condition:
dir(𝑥) = std.
If landmark 𝑥0 is defined, it must additionally hold:
[mag(𝑥)]𝑥0 = [0].
Monotonic qualitative constraints
Monotonicity is a commonly used property when describing qualitative relationships
between variables, in particular when one needs to state that one variable is a function
of another. A function 𝑓 that is strictly monotonic on some domain [𝑎, 𝑏], is quali­
tatively abstracted to the class of monotonically increasing functions, denoted by M+
and specified as valid within domain [𝑎, 𝑏]. Similarly, if 𝑓 is monotonically decreasing,
it is abstracted to the class of monotonically decreasing functions M−.
Kuipers defined monotonic qualitative constraints as follows [30]:
Definition 3.2: M+(𝑦, 𝑥) is true iff 𝑦(𝑡) = 𝑓(𝑥(𝑡)) for all 𝑡 ∈ [𝑎, 𝑏], where 𝑓
is a function with domain 𝑥([𝑎, 𝑏]) and range 𝑦([𝑎, 𝑏]), differentiable and with
𝑓′(𝑥(𝑡)) > 0 for all 𝑡 ∈ (𝑎, 𝑏). M− is defined similarly, except that 𝑓′(𝑥(𝑡)) < 0.
According to this definition, critical points where 𝑓′(𝑥(𝑡)) = 0 are allowed, but
only at the end­points of domain [𝑎, 𝑏]. This makes it possible to abstract functions,
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such as sin(𝑥), by partitioning them into regions of monotonic increase and decrease.
Boundaries of such regions match perfectly with the function’s critical points.
It should be noted that 𝑥(𝑡) and 𝑦(𝑡) are not necessarily monotonically increasing /
decreasing functions within 𝑡 ∈ (𝑎, 𝑏). Suppose 𝑥(𝑡) = 𝑡2 and 𝑦(𝑡) = 2𝑡2. Obviously
𝑦(𝑡) = 𝑓(𝑥(𝑡)), where 𝑓(𝑥) = 2𝑥 and 𝑓′(𝑥) > 0, therefore M+(𝑦, 𝑥) at all times 𝑡.
However, 𝑥 and 𝑦 are decreasing for 𝑡 < 0 and increasing for 𝑡 > 0.
Proposition 1: Monotonic increase / decrease is a commutative relation, that is:
M+(𝑦, 𝑥) ⇔ M+(𝑥, 𝑦),
M−(𝑦, 𝑥) ⇔ M−(𝑥, 𝑦).
(3.14)
Proof. Let M+(𝑦, 𝑥) for all 𝑡 ∈ (𝑎, 𝑏). Then for all 𝑡 ∈ (𝑎, 𝑏) a differentiable function
𝑓 exists, such that 𝑦 = 𝑓(𝑥) and 𝑓′(𝑥) > 0. With such properties of 𝑓, the well­
known inverse function theorem guarantees the existence of function 𝑓−1, such that for




From 𝑓′(𝑥) > 0 it follows [𝑓−1]′(𝑦) > 0, hence M+(𝑥, 𝑦) for all 𝑡 ∈ (𝑎, 𝑏). A similar
deduction with 𝑓′(𝑥) < 0 proves commutativity of M−. □
Proposition 2: Let M+(𝑦, 𝑥) and M−(𝑣, 𝑢) for all 𝑡 ∈ (𝑎, 𝑏). Then for all 𝑡 ∈ (𝑎, 𝑏):
𝑥′(𝑡) > 0 ⇔ 𝑦′(𝑡) > 0,
𝑥′(𝑡) = 0 ⇔ 𝑦′(𝑡) = 0,
𝑥′(𝑡) < 0 ⇔ 𝑦′(𝑡) < 0,
𝑢′(𝑡) > 0 ⇔ 𝑣′(𝑡) < 0,
𝑢′(𝑡) = 0 ⇔ 𝑣′(𝑡) = 0,
𝑢′(𝑡) < 0 ⇔ 𝑣′(𝑡) > 0.
(3.15)
Proof. By Definition 3.2, there exist functions 𝑓 and 𝑔, such that 𝑦(𝑡) = 𝑓(𝑥(𝑡)),
𝑣(𝑡) = 𝑔(𝑢(𝑡)), and 𝑓′(𝑥(𝑡)) > 0, 𝑔′(𝑢(𝑡)) < 0. From (3.14) and
𝑦′(𝑡) = 𝑓′(𝑥(𝑡)) ⋅ 𝑥′(𝑡),
𝑣′(𝑡) = 𝑔′(𝑢(𝑡)) ⋅ 𝑢′(𝑡),
equivalences (3.15) follow immediately. □
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Proposition 3: Let M+(𝑦, 𝑥) and M−(𝑣, 𝑢) for all 𝑡 ∈ (𝑎, 𝑏), and let 𝑡0 ≤ 𝑡1 ∈ (𝑎, 𝑏) be
arbitrary times. Then:
𝑥(𝑡1) > 𝑥(𝑡0) ⇔ 𝑦(𝑡1) > 𝑦(𝑡0),
𝑥(𝑡1) = 𝑥(𝑡0) ⇔ 𝑦(𝑡1) = 𝑦(𝑡0),
𝑥(𝑡1) < 𝑥(𝑡0) ⇔ 𝑦(𝑡1) < 𝑦(𝑡0),
𝑢(𝑡1) > 𝑢(𝑡0) ⇔ 𝑣(𝑡1) < 𝑣(𝑡0),
𝑢(𝑡1) = 𝑢(𝑡0) ⇔ 𝑣(𝑡1) = 𝑣(𝑡0),
𝑢(𝑡1) < 𝑢(𝑡0) ⇔ 𝑣(𝑡1) > 𝑣(𝑡0).
(3.17)
Proof. Values of 𝑥 and 𝑦 at time 𝑡1 can be expressed as:
𝑥(𝑡1) = 𝑥(𝑡0) +􏾙
𝑡1
𝑡0




From (3.15) it follows sgn(?̇?(𝑡)) = sgn(?̇?(𝑡)) for all 𝑡 ∈ (𝑎, 𝑏), hence
sgn (𝑥(𝑡1) − 𝑥(𝑡0)) = sgn 􏿴𝑦(𝑡1) − 𝑦(𝑡0)􏿷 ,
for all 𝑡 ∈ (𝑎, 𝑏). Similarly, for sgn(?̇?(𝑡)) = − sgn(?̇?(𝑡)) we get
sgn (𝑢(𝑡1) − 𝑢(𝑡0)) = − sgn (𝑣(𝑡1) − 𝑣(𝑡0)) .
Equivalences (3.17) follow immediately. □
Corollary 2: Let M+(𝑦, 𝑥)with some corresponding values (𝑥0, 𝑦0), and M−(𝑣, 𝑢)with
some corresponding values (𝑢0, 𝑣0). Then:
[mag(𝑥)]𝑥0 = [mag(𝑦)]𝑦0 ,
[mag(𝑢)]𝑢0 = −[mag(𝑣)]𝑣0 .
(3.18)
Corollaries 1 and 2 determine the conditions that qualitative constraints M+(𝑦, 𝑥)
and M−(𝑦, 𝑥), with a set of corresponding values
􏿺(𝑥𝑖, 𝑦𝑖) | 𝑖 ∈ {0, … , 𝑘}􏿽 ,
impose on variables 𝑥 and 𝑦:
1. Qualitative magnitudes mag(𝑥), mag(𝑦) of each pair of corresponding values
(𝑥𝑖, 𝑦𝑖) must satisfy the equality:
(a) [mag(𝑥)]𝑥𝑖 = [mag(𝑦)]𝑦𝑖 , if M
+(𝑦, 𝑥);
(b) [mag(𝑥)]𝑥𝑖 = −[mag(𝑦)]𝑦𝑖 , if M
−(𝑦, 𝑥);
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where operator − performs negation of a qualitative magnitude (3.6).
2. Directions must satisfy:
(a) dir(𝑥) = dir(𝑦), if M+(𝑦, 𝑥);
(b) dir(𝑥) = −dir(𝑦), if M−(𝑦, 𝑥);
where operator − performs negation of a qualitative direction (3.8).
When some monotonic relation M+(𝑦, 𝑥) or M−(𝑦, 𝑥) assumes corresponding values
(𝑦 = 0 ⇔ 𝑥 = 0), it is a custom to write M+0 (𝑦, 𝑥) or M−0 (𝑦, 𝑥) respectively. Thus
eliminating the need to list these corresponding values explicitly.
Multivariate monotonic qualitative constraints
Kuipers’ QSIM, as well as the latest known implementation of QSIM in Prolog by
Bratko [60], support only univariate monotonicity constraints discussed above. With
the obvious motivation to expand the scope of Kuipers’ framework, Wellman [66]
suggested a generalization of univariate MQCs with the following definition of multi­
variate monotonic qualitative constraints:
Definition 3.3: Let Δ = [δ1, … , δ𝑛] be a vector of qualitative signs δ𝑖 ∈ {+, −}.
The constraint 𝑦 = MΔ(𝑥1, … , 𝑥𝑛] holds iff there exists a continuous and differ­
entiable function 𝑓, such that for all 𝑡 ∶ 𝑦(𝑡) = 𝑓(𝑥1(𝑡), … , 𝑥𝑛(𝑡)), and for all





> 0 if δ𝑖 = +,
< 0 if δ𝑖 = −,
(3.19)
at all points in the domain of 𝑓.
This definition is influenced by Forbus’ partial monotonicity, which is a key notion
in his Qualitative Process Theory [28, 67]. Frequently denoted as 𝑦 = Q(+𝑥) or 𝑦 =
Q(−𝑥), as opposed to 𝑦 = M+(𝑥) and 𝑦 = M−(𝑥), partial monotonicity states that
∂𝑦
∂𝑥 > 0 when given 𝑦 = Q(+𝑥),
∂𝑦
∂𝑥 < 0 when given 𝑦 = Q(−𝑥).
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With the Q­type monotonicity, no information on functional dependencies is given.
Given 𝑦 = Q(+𝑥), one may assume that 𝑦 will increase / decrease with increasing
/ decreasing 𝑥 only when everything else stays the same. On the other hand, with
𝑦 = M+(𝑥) we know that 𝑦 depends only on 𝑥, and will therefore increase /decrease
with increasing / decreasing 𝑥 regardless of the behavior of other variables in the system.
With multivariate monotonic constraints, some measure of uncertainty is never­
theless introduced. When deriving a qualitative behavior of a differentiable function










More precisely, we must examine the relation between the sign of each variable 𝑥𝑖 and
the sign of variable 𝑦. Obviously, when sgn(𝑥𝑖) = − sgn(𝑥𝑗) for some 1 ≤ 𝑖 < 𝑗 ≤
𝑛, the sign of 𝑦 cannot be determined without the complete numerical information.
On the other hand, if such a pair (𝑖, 𝑗) does not exist, the sign of 𝑦 is determinable.
Recall the notation δ𝑖 = sgn(∂𝑦/∂𝑥𝑖) from Definition 3.3. The following intuition on
qualitative behavior of 𝑦 applies:
If 𝑥𝑖 are all steady, then 𝑦 is also steady. If not all 𝑥𝑖 are steady, but direc­
tions of all non­steady 𝑥𝑖 comply with (oppose) their respective sign δ𝑖,
then 𝑦 is increasing (decreasing). In all other cases, qualitative direction
of 𝑦 cannot be determined.
Let us now consider qualitative magnitudes of variables 𝑦 and 𝑥𝑖. If there are no known
corresponding values of these variables, arbitrary qualitative magnitudes are possible
and therefore valid. For a tuple of corresponding valuesC = 􏿴𝑦0, 𝑥01, … , 𝑥0𝑛􏿷, observed
at time 𝑡0, numerical values of variables 𝑥𝑖 at some time 𝑡1 > 𝑡0 can be computed as




and the value of 𝑦 is
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The qualitatively abstracted value 𝑦(𝑡1), expressed as relative qualitative magnitude
















































































By qualitative abstraction, numerical information ∂𝑦/∂𝑥𝑖 and (𝑥𝑖(𝑡1) − 𝑥𝑖(𝑡0)) is re­








where δ𝑖 ∈ {+, −} is the qualitative unary operator (3.6, 3.9), and summation is quali­
tative (3.4). An intuitive interpretation of (3.21) is the following:
If magnitudes of 𝑥𝑖 assume a known point in the domain (a known tuple
of corresponding values), the magnitude of 𝑦 also complies with that same
point. If that is not the case, and all non­zero offsets from a known point,
in each direction 𝑖, comply with (oppose) their respective sign δ𝑖, the
offset of 𝑦 from that same point is positive (negative). In all other cases,
the qualitative magnitude of 𝑦 cannot be determined.
Multivariate monotonic qualitative constraints are obviously very permissive. A con­
straint of the form 𝑦 = MΔ(𝑥1, … , 𝑥𝑛) can determine the value of 𝑦 in only three cases:
when all 𝑥𝑖 are steady / zero, or when all 𝑥𝑖 either comply with or oppose their respec­
tive sign δ𝑖. In all other cases, such constraint will allow any value of 𝑦. This is a clear
case of qualitative ambiguity, similar to the one discussed with the add constraint. An
algorithmically efficient criterion would therefore be based on testing the conditions
for ambiguous value of 𝑦. The one that follows was proposed by Kuipers [65].
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Let the multivariate monotonic qualitative constraint 𝑦 = M[δ1 ,…,δ𝑛](𝑥1, … , 𝑥𝑛),
where δ𝑖 ∈ {+, −}, have zero or more tuples of corresponding values:
􏿺(𝑦𝑗, 𝑥𝑗,1, … , 𝑥𝑗,𝑛) | 𝑗 ∈ {0, … ,𝑚}􏿽 .
Define 𝑥0 = 𝑦, 𝑥𝑖,0 = 𝑦𝑖, and δ0 = −. Constraints imposed on variables 𝑥𝑖 and 𝑦 are
the following¹:
1. For qualitative magnitudes mag(𝑥𝑖), 𝑖 ∈ {0, … , 𝑛}, and each tuple of correspond­
ing values (𝑥𝑗,0, … , 𝑥𝑗,𝑛), one of the following conditions holds:
(a) [mag(𝑥𝑖)] = 0, for all 𝑖;
(b) A pair 𝑘, 𝑙 ∈ {0, … 𝑛} exists, such that
δ𝑘[mag(𝑥𝑘)]𝑥𝑗,𝑘 = [+] and δ𝑙[mag(𝑥𝑙)]𝑥𝑗,𝑙 = [−],
where δ𝑘 and δ𝑗 are qualitative unary operators as defined by (3.6, 3.9).
2. For qualitative directions dir(𝑥𝑖), 𝑖 ∈ {0, … , 𝑛} one of the following conditions
holds:
(a) dir(𝑥𝑖) = std for all 𝑖;
(b) A pair 𝑘, 𝑙 ∈ {0, … 𝑛} exists, such that
δ𝑘dir(𝑥𝑘) = inc and δ𝑙dir(𝑥𝑙) = dec,
where δ𝑘 and δ𝑗 are qualitative unary operators as defined by (3.8, 3.10).
When a multivariate monotonic relation 𝑦 = MΔ(𝑥1, … , 𝑥𝑛) assumes corresponding
values (𝑦 = 0 ⇔ 𝑥1 = 0 ∧⋯∧ 𝑥𝑛 = 0), notation 𝑦 = MΔ0 (𝑥1, … , 𝑥𝑛) can be used.
Possible ways to incorporate multivariate monotonic qualitative constraints into
QSIM have already been discussed [65, 66]. However, we are not aware of a publicly
accessible QSIM implementation that supports these type of constraints.
¹Kuipers also considers cases where values [mag(𝑥𝑖)] or dir(𝑥𝑖) are ambiguous, i.e. [mag(𝑥𝑖)] = [+]/[0]/[−]
or dir(𝑥𝑖) = inc/std/dec. Here we assume that these values are unambiguous.
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3.1.3 Operating regions
A given set of qualitative constraints may only be valid under certain conditions, while
under different conditions another set of constraints may apply. These conditions are
determined by ranges of values that some variables may take on. This way the attribute
space is partitioned into operating regions that determine the boundaries within which
a certain set of constraints is valid. Boundaries are typically associated with transitions
between operating regions, i.e. when within operating region R1 and a point 𝑝 is
reached that lies on the boundary between operating regions R1 and R2, transition
R1 → R2 is triggered.
This dissertation adopts the following assumptions regarding operating regions:
1. Operating regions are pairwise disjunct.
2. The set of all operating regions is a cover² of the attribute space.
3. An interval that contains no landmarks is entirely contained in one operating
region.
The first assumption asserts that a point within the attribute space cannot belong to
more than one operating region. With the second assumption, this means that each
point belongs to exactly one operating region. Moreover, the boundaries of operating
regions may extend beyond the attribute space. Suppose the quantity space of variable
𝑥 is (min, zero,max), where landmarks min and max are qualitative abstractions of
some real values. An operating region can be defined as 𝑥 > zero, regardless of the fact
that such definition also covers values greater than max. The third assumption restricts
the boundaries between operating regions to landmarks. With the above quantity
space of variable 𝑥, it is not valid to define an operating region as 𝑥 > 1 or 𝑥 > max2 ,
unless such a landmark is inserted into the quantity space of 𝑥.
There is a clear motivation to represent operating regions in this way. Qualitative
models learned by or with the help of programs such as QUIN or Padé, identify critical
points that correspond to the boundaries of operating regions.³ Their formulation is
consistent with the above assumptions. An illustrative example is given in the following
section.
²In topology, a cover of space X is a collection of sets whose union contains X.
³Padé by itself does not identify critical points, but when combined with a decision tree classifier, the learned
models identify boundaries of operating regions in a similar way than those learned with QUIN.
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3.2 Learning qualitative models from numerical data
For simple mechanical systems it may not be too difficult to abstract a set of QDEs
from the known ODEs, or formulate a QDE model directly from an intuitive un­
derstanding of the system’s dynamics. But with many real­world problems, such an
approach can prove too difficult or practically impossible. In these cases, qualitative
models can be learned. We may divide the methods of learning qualitative models into
two groups: those that learn from qualitative behaviors (behaviors such as the ones out­
put by qualitative simulation) and those that learn from numerical traces. The focus in
this dissertation is on the later, as they are more relevant for learning in robot environ­
ments, where the world is perceived and learned about from sensory data. Two such
learning methods in particular — namely QUIN and Padé — were found especially
successful with autonomously learning agents during the XPERO project.
3.2.1 QUIN
QUIN (QUalitative INduction) [68] is a program by Dorian Šuc that implements
a method for learning qualitative constraint trees. The learned models are similar to
the usual classification trees, but instead of class labels, the leaves contain qualitative
constraints. In the case of QUIN, the learned constraints are multivariate monotonic
qualitative constraints.
The general idea behind the induction of qualitative constraints from a set of nu­
merical data is the following. Let there be N learning examples, described by 𝑛 + 1
continuous variables 𝑥1, … , 𝑥𝑛+1, with values 𝑥𝑖,1, … , 𝑥𝑖,𝑛+1, 𝑖 ∈ 1, … ,N. Variable
𝑥𝑛+1 is called the class and the other variables attributes. The qualitative change vector
(QCV) over a pair of learning examples (𝑒𝑖, 𝑒𝑗) is defined as





inc if 𝑥 > 0,
std if 𝑥 = 0,
dec if 𝑥 < 0.
A QCV 𝑞 may or may not be consistent with some qualitative constraint 𝑐, i.e. ei­
ther (a) class qualitative change 𝑞𝑛+1 is zero, (b) all attribute’s 𝑞𝑖 𝑐­predictions P(𝑠𝑖, 𝑞𝑖)
are zero, or (c) there exists an attribute whose 𝑐­prediction P(𝑠𝑖, 𝑞𝑖) is equal to the
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class’s qualitative change 𝑞𝑛+1. The 𝑐­prediction P(𝑠𝑖, 𝑞𝑖) for monotonic qualitative




pos if (𝑠𝑖 = + ∨ 𝑞𝑖 = pos) ∧ (𝑠𝑖 = − ∨ 𝑞𝑖 = neg),
neg if (𝑠𝑖 = + ∨ 𝑞𝑖 = neg) ∧ (𝑠𝑖 = − ∨ 𝑞𝑖 = pos),
zero otherwise.
If 𝑞 is consistent with 𝑐, we say that 𝑐 accepts 𝑞, otherwise it rejects it. A QCV may
be accepted due to qualitative ambiguity, as discussed with qualitative constraints add
and MΔ. We therefore distinguish three cases: 𝑐 accepts 𝑞 deterministically, 𝑐 accepts
𝑞 non­deterministically (due to qualitative ambiguity), and 𝑐 rejects 𝑞. Respectively
denote Naccept, Namb, and Nreject the number of outcomes for a given constraint C
over a given set of QCVs. An error­cost E(𝑐) of constraint 𝑐 that constrains𝑚 variables
of all 𝑛 variables, is then defined. One of the simpler error­cost definitions is:
log2 𝑛 + 𝑚(log2 𝑛 + 1)
+ log2Naccept +Nreject(log2Naccept)
+ log2Namb +Namb
Given a set S of learning examples, setA of attributes, the class variable, and a collec­
tion C of qualitative constraints, the algorithm for choosing the qualitative constraint
that is most consistent with learning examples S can be outlined as follows:
1. For each pair (𝑒𝑖, 𝑒𝑗 ≠ 𝑒𝑗) of learning examples from S
2. form a QCV 𝑞(𝑒𝑖, 𝑒𝑗).
3. Remove QCVs with zero class change (qchg of class variable is std).
4. For all possible qualitative constraints 𝑐𝑘 ∈ C over attributes A
5. choose 𝑐best = 𝑐𝑘 with the minimum error­cost E(𝑐𝑘).
6. Return 𝑐best.
To minimize the overall error­cost, QUIN tries to partition the training set into
subsets, assigning a constraint to each subset independently. This is done in a top­
down greedy approach, which results in learning a qualitative tree, as follows:
1. Create a root node and compute 𝑐best from all learning examples S.
2. Ebest ← E(𝑐best).
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3. For each 𝑎 from attributes A, and
4. for each sample value 𝑣 of 𝑎,
5. split learning examples S into Sleft and Sright according to test 𝑎 ≤ 𝑣;
6. compute 𝑐best,left from Sleft, and 𝑐best,right from Sright;
7. Eleft ← E(𝑐best,left); Eright ← E(𝑐best,right);
8. Etree ← Eleft + Eleft + split_cost;
9. if Etree < Ebest:
10. Ebest ← Etree; 𝑎best ← 𝑎; 𝑣best ← 𝑣.
11. If Ebest < E(𝑐best):
12. put test 𝑎best ≤ 𝑣best into root node;
13. split learning examples S into Sleft and Sright according to test 𝑎best ≤ 𝑣best;
14. put subtrees obtained recursively from Sleft and Sright below the root node;
15. else:
16. root node is a leaf with constraint 𝑐best.
17. Return the root node.
This is, however, only a brief description of how QUIN induces qualitative con­
straint trees. More details and variations of QUIN can be found in [41].
3.2.2 Padé
Padé⁴ was introduced a few years after QUIN, offering a different paradigm for learn­
ing qualitative models from sampled data, and a somewhat faster computational perfor­
mance [42]. The most notable differences between QUIN and Padé are the following:
QUIN is a self­contained computer program, dedicated to learning qualitative
constraint trees. Padé is a method of preprocessing numerical data, which aug­
ments the class attribute with qualitative information. The added qualitative
data can be used by traditional machine learning techniques to learn a qualita­
tive model of choice.
QUIN learns MΔ­type qualitative constraints by considering changes at every
point in all directions. Padé learnsQ­type constraints (which were discussed ear­
lier in this chapter) by considering changes at every point, but only in directions
of independent variables.
⁴an acronym for ‘partial derivative’ and the name of famous French mathematician Henri Padé
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QUIN learns qualitative constraints by minimizing the number of learning ex­
amples that a constraint rejects. Padé learns qualitative constraints by approxi­
mating partial derivatives through linear regression.
There are several flavors of Padé regarding the shape of the neighborhood used to
determine a partial derivative at a point. The so called first triangle and star regression
Padé methods triangulate the attribute space by using the standard Delaunay trian­
gulation. The local neighborhood used to estimate a partial derivative at 𝑥0 is then
a single triangle with the former method, and a star of simplices around 𝑥0 with the
later. A method called tube regression avoids computing a triangulation altogether, but
instead considers the examples near the axis, along which the derivative is being com­
puted. Experiments in [27] show that tube regression method performs best with a
larger number of attributes (e.g. 5 or more), and dense samples. The tube regression
variation of Padé is also used in this dissertation.
Consider again a set S of N learning examples as already discussed with QUIN’s
algorithms. Recall that variables 𝑥1, … , 𝑥𝑛 are called attributes, and 𝑦 = 𝑥𝑛+1 is called
class. An outline of how Padé estimates the partial derivative ∂𝑦/∂𝑥1 at a sample point
𝑒0 = 𝑥0,1, … , 𝑥0,𝑛+1 can be given as follows:
1. Select a neighborhood N(𝑒0) ⊆ N ⧵ {𝑒0} of 𝑒0, such that for all 𝑒𝑖 ∈ N(𝑒0), dis­
tance ‖𝑥𝑖,𝑘 − 𝑥0,𝑘‖ for all 𝑘 > 1 is significantly smaller than distance ‖𝑥𝑖,1 − 𝑥0,1‖.
This extracts a hyper­tube like neighborhood of examples around 𝑒0.




where σ is set so that the farthest example has the weight 0.001.









where ∑ stands for ∑𝑥𝑖∈N(𝑒0).
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Q() if ∂𝑦∂𝑥1 (𝑒0) = 0.
The notation for qualitative dependencies of more than one attribute is usually abbre­
viated, e.g. 𝑦 = Q(+𝑥1), 𝑦 = Q(−𝑥1) is abbreviated to 𝑦 = Q(+𝑥1, −𝑥2). Details can
be found in [27].
3.2.3 Example: qualitative model of a multivariate function
With the following example we demonstrate the process of qualitatively abstracting a
mathematical function. After obtaining a qualitative model analytically, we use QUIN
and Padé on the same set of sampled function points and compare the three resulting
models.
Consider the function
𝑧 = 𝑓(𝑥, 𝑦) = 𝑓(𝑟, φ) = 𝑟 cos(4φ),
where
𝑟 = √𝑥
2 + 𝑦2, φ = atan2(𝑦, 𝑥),
and 𝑓 is restricted to domain 𝑥, 𝑦 ≥ 0, i.e. φ ∈ [0∘, 90∘]. Within this domain,




arctan 􏿴 𝑦𝑥 􏿷 if 𝑥 > 0,π
2 if 𝑥 = 0 and 𝑦 > 0,
undefined if 𝑥 = 0 and 𝑦 = 0.
Note that 𝑓 is undefined in 𝑥 = 𝑦 = 0, because at this point, φ is not defined. A plot
of 𝑓 is shown in Figure 3.1.
Abstracting a qualitative model manually
To determine regions of monotonic increase and decrease of function 𝑓, we must con­




∂φ = −4𝑟 ⋅ sin(4φ).
















A plot of function
𝑓(𝑟, φ) = 𝑟 ⋅ cos(4 ⋅ φ),
where 𝑟 = √𝑥2 + 𝑦2 and
φ = atan2(𝑦, 𝑥).
Table 3.2
Regions of monotonic increase and decrease of function 𝑓(𝑟, φ) = 𝑟 ⋅ cos(4 ⋅ φ).
φ 0∘ 0∘ .. 22.5∘ 22.5∘ 22.5∘ .. 45∘ 45∘ 45∘ .. 67.5∘ 67.5∘ 67.5∘ .. 90∘ 90∘
∂𝑓/∂𝑟 [+] [+] [0] [−] [−] [−] [0] [+] [+]
∂𝑓/∂φ [0] [−] [−] [−] [0] [+] [+] [+] [0]
Since 𝑟 is always positive, the signs of ∂𝑓/∂𝑟 and ∂𝑓/∂φ depend only onφ. Critical val­
ues ofφ, where these signs change, can be determined by solving differential equations
∂𝑓/∂𝑟 = 0 and ∂𝑓/∂φ = 0, which yields critical points
φ𝑖 ∈ {0∘, 22.5∘, 45∘, 67.5∘, 90∘}
within the domain φ ∈ [0∘, 90∘], to which function 𝑓 is restricted. These are the
points at which the qualitative sign of either ∂𝑓/∂𝑟 or ∂𝑓/∂φ is [0]. It is now trivial to
determine the qualitative sign between two such critical points. The results are given
in Table 3.2.
Critical points φ𝑖 identify boundaries of the four operating regions:
0∘ .. 22.5∘, 22.5∘ .. 45∘, 45∘ .. 67.5∘, 67.5∘ .. 90∘.
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Q(+𝑟),Q(−φ) if mag(φ) = 0∘ .. 22.5∘,
Q(−𝑟),Q(−φ) if mag(φ) = 22.5∘ .. 45∘,
Q(−𝑟),Q(+φ) if mag(φ) = 45∘ .. 67.5∘,
Q(+𝑟),Q(+φ) if mag(φ) = 67.5∘ .. 90∘.
Qualitative behavior of 𝑧 at the boundaries of operating regions is determined implic­
itly, e.g. only 𝑧 = Q(−φ) applies for mag(φ) = 22.5∘, while 𝑧 is independent of 𝑟
within that operating region. Knowing functional dependency 𝑧 = 𝑓(𝑟, φ), accord­
ing to Definition 3.3, the above qualitative model can be reformulated with M­type
monotonicity constraints:
𝑧 = M+,−(𝑟, φ) if mag(φ) = 0∘ .. 22.5∘,
𝑧 = M−,−(𝑟, φ) if mag(φ) = 22.5∘ .. 45∘,
𝑧 = M−,+(𝑟, φ) if mag(φ) = 45∘ .. 67.5∘,
𝑧 = M+,+(𝑟, φ) if mag(φ) = 67.5∘ .. 90∘.
Learning a qualitative model
To learn the qualitative model of function 𝑓, we sampled the function as follows:
1. For each 𝑥 ∈ (0, 1] at step 0.05, and
2. for each 𝑦 ∈ (0, 1] at step 0.05:
3. 𝑟 ← √𝑥2 + 𝑦2, φ ← atan2(𝑦, 𝑥), 𝑧 ← 𝑟 ⋅ cos(4φ).
This way, a set of 400 samples was obtained, which we input separately to QUIN and
Padé. In both cases, variables 𝑟 andφwere marked as attributes and 𝑧 as class. No other
attributes were used. QUIN immediately induced the model shown in Figure 3.2.
Padé added to the input data additional attribute labeled ‘Q’, classifying each sample
into one of the four classes Q(±𝑟, ±φ). Substituting class 𝑧 with Q, a decision tree
learning algorithm learned the model shown in Figure 3.3. We used the classification
tree learner implemented in the Orange data mining library [69].
Both learned models correctly identify the four operating regions with some ex­
pected numerical error. Each operating region corresponds to a leaf and therefore to a
branch in the tree. Conditions that define boundaries between the regions are logical
conjunctions of inequalities within non­leaf nodes, i.e. conjunctions of inequalities
on the path from a leaf to the root.

















function 𝑓(𝑟, φ) =


















function 𝑓(𝑟, φ) =
𝑟 ⋅ cos(4 ⋅ φ) learned by
Padé.
With the robotics experiments done in this dissertation, QUIN and Padé provided
similar outputs and could mostly be used interchangeably. The key difference is in the
type of output constraints, which need to be appropriately interpreted to get compara­
ble information from both learners. Since our planner uses M­type constraints, output
from QUIN is immediately ready to be used with the planner. With Padé, functional
dependencies must be considered separately.
3.3 Qualitative simulation
Qualitative simulation was introduced by Kuipers [70], who defined it as a constraint
satisfaction problem, and implemented it as the QSIM algorithm [30]. A more recent
implementation of QSIM in Prolog by Bratko can be found in [60]. The main dif­
ference between a conventional physics simulator and QSIM is that a conventional
simulator performs numerical computations in discrete time, whereas QSIM operates
with symbolic quantities in symbolic time. Qualitative simulation therefore does not
answer the question of precise numerical values at specific times, but provides insights
into possible system behaviors by exposing critical state transitions over time.
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Consider a sinusoidal oscillation 𝑦 = A⋅ sin(𝑡 ⋅ 2π/P) in time 𝑡, of amplitudeA and
period P. To perform a numerical simulation, particular values of variables A and P
are needed. On the other hand, qualitative simulation can explain a generalized behav­
ior of such oscillators by computing the following sequence of qualitatively important
changes within the system:
𝑦 ∶ 0/std → 0..max/inc → max/std → 0..max/dec →
→ 0/dec → min..0/dec → min/std → min..0/inc → 0/inc →⋯
(3.22)
Landmarks ‘min’ and ‘max’ symbolize the minimum and the maximum value of vari­
able 𝑦. A qualitative state is described by a qualitative magnitude and a direction of
change; e.g. 0/std states that the variable is steady at value 0, while 0..max/inc states
that the variable is increasing somewhere within the open interval (0,max). A possible
interpretation of the above sequence of qualitative values is the following:
The oscillator initially rests at position 𝑦 = 0 as it starts to move in di­
rection towards the maximum positive offset. When it reaches the maxi­
mum value, it stops as it begins to move back towards the initial position
0. When the initial position is reached, motion continues in the nega­
tive direction towards the maximum negative offset. At the minimum
value, motion stops and reverses its direction towards the initial position
0. When value 0 is reached, motion continues in positive direction, …
3.3.1 Qualitative states
The qualitative state of a physical system is a qualitative abstraction of its numerical
state. The numerical state is typically determined by a set of real­valued parameters
𝑝1, … , 𝑝𝑛, whose values are in a typical robotic system obtained from sensory input.
Even if some inputs are considered discrete, e.g. a binary switch, a fast continuous
transition of the corresponding parameter from 0 to 1 or 1 to 0 may be presumed
when the switch is being triggered.
Definition 3.4: The qualitative state of a physical system, modeled by continuous
real­valued parameters 𝑝1, … , 𝑝𝑛, is a vector of qualitative values:
S(T) = 􏿮mag(𝑥1)/dir(𝑥1), … ,mag(𝑥𝑛)/dir(𝑥𝑛)􏿱 ,
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where value of every variable 𝑥𝑘 is a qualitative abstraction of real value 𝑝𝑘 and its
rate of change ?̇?𝑘, and T is either a time point 𝑡𝑖 or time interval (𝑡𝑖, 𝑡𝑖+1).
A qualitative abstraction of a real value depends on the quantity space into which the
value is being abstracted. Recall that the quantity space of a variable is determined by
a finite set of totally ordered landmarks within its domain. Some of these landmarks
can be numerical (e.g. 0, 1, −7.5), other symbolic (e.g. min, overflow, inf ). In the
later case, a mapping function from real values to symbolic quantities must exist for
qualitative abstraction to be possible.
Consider an object with velocity 𝑣 = 10 m/s and acceleration 𝑎 = 0.2 m/s2.
Suppose that the quantity space of 𝑣 is [min, zero,max], and that the quantity space of
𝑎 is [minf, zero, inf]. Although all these landmarks are symbolic, qualitative abstraction
of values 𝑣 and 𝑎 is possible. Obviously, the magnitude of 𝑎 abstracts to zero..inf. The
rate of change of 𝑎 is undefined and may be set to any direction that complies with
given constraints. In our case, a valid (but not the only possible) qualitative abstraction
is 𝑎 ∶ zero..inf/dec. Velocity 𝑣 is also positive, but cannot be a maximum velocity, since
it is still increasing. Therefore 𝑣 ∶ zero..max/inc.
A qualitative state may be observed over a longer period od time, say between sym­
bolic time landmarks 𝑡0 and 𝑡1. During that time, numerical values may change
continuously, e.g. velocity changes from 𝑣 = 10 m/s to 𝑣 = 20 m/s, but nu­
merical states within this time interval are abstracted to the same qualitative state
S(𝑡0, 𝑡1) = [𝑣 ∶ zero..max/inc, 𝑎 ∶ zero..inf/dec]. On the other hand, certain qual­
itative states may happen in an instant, signifying a critical point in time when a
qualitative change occurred, e.g. the moment at 𝑡1, when a maximum velocity is
reached and the object starts to decelerate. The qualitative state then changes to
S(𝑡1) = [𝑣 ∶ max/std, 𝑎 ∶ zero/dec]. This state cannot last, since at the very next
moment, deceleration takes place.
3.3.2 State transitions and qualitative behaviors
Besides being abstracted from a numerical state, a qualitative state can also be deduced
from a known predecessor qualitative state, considering the constraints that govern
state transitions. By convention, time intervals in QSIM are open, and since time is
continuous, there are only two types of possible state transitions:
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P­transitions. Transitions from a point time state to an interval time state:
S(𝑡𝑖) → S(𝑡𝑖, 𝑡𝑖+1).
I­transitions. Transitions from interval time state to point time state:
S(𝑡𝑖, 𝑡𝑖+1) → S(𝑡𝑖+1).
In QSIM, transitions must satisfy two types of constraints:
Assumption of smoothness. Each variable 𝑥 is a smooth function of time, which
means that it has derivatives of all orders at any point in its domain. This as­
sumption disallows transitions in time that exhibit discontinuity of magnitudes,
e.g. min..0/inc → 0..max/inc (here, intermediate value zero/inc is missing), or
discontinuity of directions, e.g. 0..max/inc → 0..max/dec, where time deriva­
tive ?̇? exhibits discontinuity of magnitudes.
The given qualitative model.
The smoothness assumption implies all possible state transitions in QSIM, which are
then filtered further by the QDE model. Denote by 𝑙1, 𝑙2, … the collection of land­
marks that comprise the quantity space of some qualitative variable 𝑥. All possible
transitions of values of 𝑥 are listed in Table 3.3. Note that a qualitative variable cannot
assume magnitude mag(𝑥) = 𝑙𝑘, when 𝑙𝑘 = minf or 𝑙𝑘 = inf. Formal proofs for all
listed transitions can be found in [30, 65].
QDE based filtering is not based on transitions per se, but on the validity of the
target state — validity according to the QDE model. State transition
[𝑥 ∶ 0/std, 𝑦 ∶ 0/std] → [𝑥 ∶ 0..max/inc, 𝑦 ∶ min..0/dec]
is a legal transition under the assumption of smoothness. However, if we apply con­
straint M+(𝑦, 𝑥), this transition is illegal due to the criterion (3.16), which states that
with this particular constraint, it must hold dir(𝑥) = dir(𝑦). This rule is violated by
the target state, hence the transition is filtered out.
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Table 3.3
Valid transitions between qualitative values in QSIM.
P­TRANSITIONS I­TRANSITIONS
𝑡𝑖 (𝑡𝑖, 𝑡𝑘+1) (𝑡𝑖, 𝑡𝑖+1) 𝑡𝑖+1
𝑙𝑘/std 𝑙𝑘/std 𝑙𝑘/std 𝑙𝑘/std
𝑙𝑘/std 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘..𝑙𝑘+1/std 𝑙𝑘..𝑙𝑘+1/std
𝑙𝑘/std 𝑙𝑘−1..𝑙𝑘/dec 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘..𝑙𝑘+1/std
𝑙𝑘/inc 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘..𝑙𝑘+1/inc
𝑙𝑘/dec 𝑙𝑘−1..𝑙𝑘/dec 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘+1/std
𝑙𝑘..𝑙𝑘+1/std 𝑙𝑘..𝑙𝑘+1/std 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘+1/inc
𝑙𝑘..𝑙𝑘+1/std 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘..𝑙𝑘+1/dec 𝑙𝑘..𝑙𝑘+1/std
𝑙𝑘..𝑙𝑘+1/std 𝑙𝑘..𝑙𝑘+1/dec 𝑙𝑘..𝑙𝑘+1/dec 𝑙𝑘..𝑙𝑘+1/dec
𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘..𝑙𝑘+1/inc 𝑙𝑘..𝑙𝑘+1/dec 𝑙𝑘/std
𝑙𝑘..𝑙𝑘+1/dec 𝑙𝑘..𝑙𝑘+1/dec 𝑙𝑘..𝑙𝑘+1/dec 𝑙𝑘/dec
Definition 3.5: Given an initial qualitative state S(𝑡0) and a qualitative model𝕄,
a sequence of qualitative states:
S(𝑡0) → S(𝑡0, 𝑡1) → S(𝑡1) → S(𝑡1, 𝑡2) → ⋯ ,
where all state transitions comply with the assumption of smoothness of qualitative
simulation and with constraints imposed by𝕄, is called a qualitative behavior of
a system.
We have already discussed qualitative ambiguity with certain qualitative constraints,
in particular qualitative addition and multivariate monotonicity constraints, which
means that a qualitative constraint may not uniquely predict qualitative values. This
means that a qualitative model will, in general, recognize more than one valid im­
mediate successors of a given qualitative state, resulting in a non­deterministic state
transitions. The output of QSIM is therefore a set of possible qualitative behaviors,
or more precisely, a behavior tree with the initial state as root node, and branching at
each non­deterministic state transition.
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3.3.3 QSIM algorithm
QSIM is basically a depth­first problem solver that links each state with its possible
successors, filtering out states that do not comply with the given QDE model. With
certain models (e.g. such that model oscillations, rotations, etc.) it may run indefi­
nitely, producing behaviors of infinite length, unless additional filters are used, such
as cycle detection, dormancy detection, or depth limit. In its basic form, the QSIM
algorithm is as follows:
INpuT: initial qualitative state S(𝑡0), qualitative model 𝕄.
OuTpuT: a set of possible qualitative behaviors starting from S(𝑡0).
1. Initialize an empty queue and push S(𝑡0) into it.
2. If the queue is empty, stop simulation. Otherwise pop state S0.
3. Use Table 3.3 to determine all possible successors {S1, … , S𝑛} of state S0, such
that S𝑖 ≠ S0 for all 𝑖.
4. Invalidate all successor states S𝑖 that do not comply with model 𝕄.
5. If there are no valid successor states to S0, output the behavior that traces back
from S0 to the initial state, and continue from step 2.
6. Assert the predecessor → successor relation S0 → S𝑖 to all valid successor states
S𝑖.
7. Push all the valid successor states S𝑖 into the queue.
8. Continue from step 2.
Any additional filters that may be used, are applied at step 4. Cycle detection should
match two qualitative states only if all magnitudes match in landmarks (as oppose to
intervals), and all directions match. Dormancy detection (or quiescent state detection)
prevents states with all directions being steady, to have successor states. Filters that
impose stronger requirements on variables than continuous differentiability have also
been proposed [65], but are not used in this dissertation.
Detection of transitions between operating regions was originally implemented as a
separate step of the QSIM algorithm. We implement boundaries of operating regions
as if­then statements that guard qualitative constraints given with the QDE model (see
Section 3.1.3 for a definition and Section 3.2.3 for example). Operating regions are
therefore resolved implicitly at step 4.
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The computational complexity of QSIM is known to be exponential in the worst
case. Let 𝑝 be the number of variables, 𝑐 the number of constraints, and 𝑙 the length
of the generated behavior in terms of the number of transitions between states. Each
variable can have at most 4 transitions, which gives us 4𝑝 possible state transitions.
Each successor state is checked for validity against the given set of constraints, which
can be done in linear time. This gives usO(𝑐⋅4𝑝⋅𝑙)worst­case running time complexity.
An important property of QSIM is generation of spurious behaviors. Suppose a
qualitative model 𝕄 is abstracted from a numerical model model ℕ, and the initial
qualitative state S0 is abstracted from numerical state N0. Qualitative behavior B
derived by QSIM from input (S0,𝕄) is called spurious, if no numerical solution exists
for (N0,ℕ) that qualitatively abstracts to B. The most common reason for generation
of spurious behaviors with typical mechanical systems is the lack of information on
conservation and dissipation of energy [71]. QSIM may therefore predict a behavior,
which is not possible with the initial amount of energy within the system. This problem
can to some extent be tackled by hybrid qualitative/quantitative simulation [72, 73],
where partial numerical information is made available. However, spurious behaviors
cannot be avoided completely as long as some qualitative aspect of simulation is present
[74].
3.3.4 Example: qualitative behavior of a simple pendulum
To demonstrate the QSIM algorithm and generation of spurious behaviors, let us con­
sider a simple pendulum without damping, modeled with the well­known differential
equation:
θ̈ + 𝑔𝑙 ⋅ sin(θ) = 0, (3.23)
where θ is restricted to interval [−π/2, π/2]. The qualitative abstraction of (3.23) is
straightforward and intuitive. Denoting 𝑓(𝑥) = 𝑔𝑙 ⋅ sin(𝑥), we get
θ̈ = −𝑓(θ).
Within the interval θ ∈ [−π/2, π/2], qualitative relation 𝑓 = M+0 (θ) is obvious,
hence θ̈ = M−0 (θ), which we write in predicate form as M−0 (θ̈, θ). The qualitative
differential equation of the pendulum is then as follows:
M−0 (θ̈, θ), deriv(θ, θ̇), deriv(θ̇, θ̈). (3.24)
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Table 3.4
Qualitative behaviors of a simple pendulum, simulated to the length of 8 qualitative steps.
Step Time θ θ̇ θ̈ Step Time θ θ̇ θ̈
0 𝑡0 θ0/std zero/inc zero..inf/std 5 (𝑡2 , 𝑡3) zero..
π
2 /dec minf..zero/dec minf..zero/inc
1 (𝑡0 , 𝑡1) θ0 ..zero/inc zero..inf/inc zero..inf/dec 6 𝑡3 zero/dec minf..zero/std zero/inc
2 𝑡1 zero/inc zero..inf/std zero/dec 7 (𝑡3 , 𝑡4) θ0 ..zero/dec minf..zero/inc zero..inf/inc
3 (𝑡1 , 𝑡2) zero..
π
2 /inc zero..inf/dec minf..zero/dec 8a 𝑡4 θ0 ..zero/std zero/inc zero..inf/std
4a 𝑡2 zero..
π
2 /std zero/dec minf..zero/std 8b 𝑡4 θ0/std zero/inc zero..inf/std
4b 𝑡2
π



























Let quantity space of θ be defined by landmarks [−π/2, θ0, zero, π/2], where θ0 rep­
resents the initial value of θ. Quantity spaces of θ̇ and θ̈ are defined by landmarks
[minf, zero, inf]. The initial state is
S(𝑡0) = 􏿮θ ∶ θ0/std, θ̇ ∶ zero/inc, θ̈ ∶ zero.. inf /std􏿱 ,
which corresponds to an offset of pendulum in the negative direction.
Qualitative simulation with QSIM, restricted to search depth of 8 qualitative state
transitions, outputs 6 qualitative behaviors as given in Table 3.4. A visual interpreta­
tion of these behaviors is depicted in Figure 3.4. The first 3 transitions are the same
for all behaviors. From the initial position (0), the pendulum accelerates towards the
equilibrium position (1), where acceleration ceases (2). Motion continues beyond the
equilibrium point with decelerating speed (3). Two possible transitions are predicted
at this point. The pendulum will either stop somewhere between the equilibrium
point and the vertical offset (4a), or it will reach the vertical offset (4b). According to
the model, motion beyond this point is impossible by design. Transition (3 → 4a) in­
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cludes numerical solution θ = −θ0, therefore it is by definition not spurious, although
qualitative state (4a) also allows certain numerical states, which are not solutions of nu­
merical model (3.22) with initial conditions (θ = θ0, θ̇ = 0), e.g. θ ∈ (−θ0, π/2).
On the other hand, transition (3 → 4b) is spurious, since numerical state θ = π2 is
not possible under such initial conditions.
The following 3 transitions are again common to all 6 qualitative behaviors. The pen­
dulum accelerates in the negative direction towards the equilibrium point (5), where
the negative acceleration ceases (6). Motion continues in the negative direction (7),
where three possible behaviors are predicted:
The pendulum stops before reaching the initial offset (8a). This behavior is
not spurious with a damped pendulum, but without damping it is not possible.
Behaviors containing this qualitative state are therefore spurious in our case.
The pendulum stops at the initial offset θ = θ0. The qualitative behavior now
comes to a loop.
The pendulum reaches the initial offset θ = θ0 with a non­zero speed (negative
velocity) (8c). Such behavior is clearly spurious.
Qualitative simulation found a qualitative abstraction
0 → 1 → 2 → 3 → 4a → 5 → 6 → 7 → 8𝑏
of the numerical behavior of undamped simple pendulum. It also predicted 5 qualita­
tive behaviors, which are not possible. Among those is also the behavior of a damped
pendulum:
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Soon after qualitative physics and qualitative simulation were introduced, planning
was discussed as a possible application of qualitative reasoning to real­world problems
[57, 58, 75, 76]. An important proposition asserted by Forbus [58] is that planning,
as a form of reasoning about what manipulations will achieve the desired effects in the
physical world, can rely on predictive faculties of qualitative simulation to devise a plan.
To make a clear distinction between qualitative simulation and qualitative planning as
used in this dissertation, we define qualitative planning as follows:
Given are:
1. A qualitative model of QSIM type.
2. An initial state and a goal condition; these may contain numerical values of
variables which are treated by qualitative simulation as symbolic landmarks, so
that in qualitative planning precise numerical information is discarded except
for the ordering of values (less­than relation between landmarks, as in the QSIM
simulation algorithm).
3. Optional user defined constraints in addition to the qualitative model. These
constraints are typically numerical constraints on the allowed values of the sys­
tem’s variables. In a similar manner as numerical start and goal values, in qual­
itative planning these numerical constraints are treated as relations to symbolic
landmark values.
Find: A qualitative plan that brings the system from the given initial state to a state
that satisfies the given goal.
This formulation of qualitative planning is similar to the one proposed by Wiley
et al. [32, 62, 63]. There are, however, differences in certain details, e.g. they way
we define qualitative actions, interpret qualitative plans, and extend the definition of
a legal QSIM state transition. The distinction between the goal conditions and the
optional user defined constraints is similar to the distinction between better goals and
holding goals in the AL3 system [77], where the better goals must be reached eventually,
while the holding goals must be satisfied at all times.
This chapter elaborates on:
the definition of qualitative plan as used in this dissertation;
Planning with qualitative models 51
qualitative planning as a heuristic search in QSIM generated state space;
adaptations of QSIM for robot planning;
preparing qualitative plans for execution.
4.1 Qualitative plan
Recall that a QSIM type qualitative behavior is defined as a sequence of alternating P
and I qualitative states, a P­state representing qualitatively the state of the system at
some point in time, and an I­state at some time interval. We propose the following
definition of a qualitative plan:
Definition 4.1: A qualitative plan is an interpretation of a qualitative behavior,
where P­states represent the critical states of the system, and I­states correspond
to actions of symbolic duration.
This way actions can be modeled as a part of a qualitative behavior without violating
the assumption of smoothness of qualitative behaviors. The critical¹ states are states,
which are considered important from the standpoint of qualitative changes within the
system. According to the above definition, those are the states between two consecutive
qualitative actions.
Consider the problem of accelerated motion as presented in Figure 4.1. The quali­
tative behavior describes qualitative changes in position 𝑥 and velocity 𝑣 as the agent
moves from initial position 𝑥0 to goal position 𝑥1. From the initial resting state at
position 𝑥0, the agent accelerates towards 𝑥1 for some time (𝑡0, 𝑡1). At some symbolic
time 𝑡1, terminal velocity is reached, while position 𝑥 is still between 𝑥0 and 𝑥1. From
that point on, the agent decelerates for some time (𝑡1, 𝑡2) and comes to a stop precisely
at the final position 𝑥1, at some symbolic time 𝑡2.
To reinterpret this behavior as a qualitative plan, we first have to identify intention
in the form of goal conditions, and the set of actions that the agent can execute. The
goal in this case can be to reach position 𝑥1 at arbitrary velocity (𝑥 = 𝑥1), or stricter,
to reach position 𝑥1 and stop there (𝑥 = 𝑥1, 𝑣 = zero), which is equivalent to
¹In Chapter 5 we will discuss the ability of the executor to identify such critical states, which we will call
critical points when referring to the value of a single variable.
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(𝑥 = 𝑥1/std). To manipulate its position, the agent can alter its speed. We say that
in this case, 𝑣 is a control variable. Continuity is preserved at all times, therefore the
agent can freely manipulate the rate of change of 𝑣, which is qualitatively abstracted
to dir(𝑣) ∈ {inc, std, dec}.
Actions
We make the following assumptions regarding actions:
1. The behavior of the system is manipulated through real­valued attributes called
control variables. All control variables are qualitatively abstractable and visible
to the planner.
2. Actions are durative (as opposed to instantaneous), i.e. each action is executed
over some time interval (𝑡𝑖, 𝑡𝑖+1).
3. Control variables are manipulated continuously and simultaneously by setting
any rate of change individually².
Definition 4.2: Let variables {𝑐1, … , 𝑐𝑚} ⊆ {𝑥1, … , 𝑥𝑛} be control variables. A
qualitative action
A = [𝑐1 ∶ dir(𝑐1), … , 𝑐𝑚 ∶ dir(𝑐𝑚)]
of duration (𝑡𝑖, 𝑡𝑖+1) is a mapping that assigns qualitative direction dir(𝑐𝑘) ∈
{inc, std, dec} to every control variable 𝑐𝑘 over time interval (𝑡𝑖, 𝑡𝑖+1).
A qualitative action captures only directions of change of control variables, therefore
a single qualitative action may correspond to multiple consecutive manipulations of
²During plan execution, time is discretized. A high rate of change may practically result in a bang­bang
control. This is the case with our pole­cart experiment discussed in a later chapter.
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real­valued control attributes, i.e. numerical actions. Suppose that the agent from
Figure 4.1 accelerates at 1 m/s2 during (𝑡0, 𝑡0.5], and at 0.5 m/s2 during (𝑡0.5, 𝑡1),
where 𝑡0.5 = (𝑡0 + 𝑡1)/2. Those are clearly two distinct consecutive numerical actions
that both abstract to the same qualitative action. Such numerical behavior is therefore
consistent with qualitative behavior from Figure 4.1, where a single qualitative action
[𝑣 ∶ inc] is identified with time interval (𝑡0, 𝑡1).
Our definition of a qualitative action differs significantly from the definition used
by Forbus. He used STRIPS­like notation to define instantaneous actions. When an
action is executed, it inserts or removes qualitative constraints (originally called influ­
ences), which in turn influence the behavior of the system. An action of turning on the
stove initiates a flow of heat from the stove to the pot, presuming that a precondition
of pot being aligned with the heat source is satisfied. An action of turning off the stove
breaks that connection. This approach to planning demands a thoughtful design of
the action model, with considerable amount of background domain knowledge being
manually encoded as pre­conditions and post­conditions.
Our low­level notation of qualitative action through a set of control variables is sim­
ilar to the one proposed by Wiley et al. [78]. Their definition, however, also includes
qualitative magnitudes of control variables, making the actions more informative, i.e.
A = 􏿮𝑐1 ∶ mag(𝑐1)/dir(𝑐1), … , 𝑐𝑚 ∶ mag(𝑐𝑚)/dir(𝑐𝑚)􏿱 .
This definition allows discontinuity of control variables between consecutive actions.
In fact, the example qualitative plan that they provide for a multi­tracked robot, ex­
hibits such a discontinuity in control variable 𝑣 for speed, where 𝑣 = 0/std at 𝑡0, and
𝑣 = 𝑣max/std between 𝑡0 and 𝑡1. Our approach of executing qualitative plans by a
reactive method allows us to omit qualitative magnitudes from actions, thus reducing
the size of action space and ensuring continuity of control variables.
Goals
Qualitative simulation has no goal and may be executed to any length of qualitative
behaviors. A qualitative plan, on the other hand, terminates with a goal state. The
existence of a reachable goal state therefore conditions the existence of a qualitative
plan. Multiple goal states may be defined in the state space, and any QSIM­valid
qualitative behavior that leads from the initial to any of the goal states, qualifies as
qualitative plan.
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Goal states are qualitative states that comply with the given goal condition. A goal
condition is a conjunction of equations of the form 𝑥𝑖 = mag(𝑥𝑖)/dir(𝑥𝑖), where
mag(𝑥𝑖) or dir(𝑥𝑖) may be omitted to specify an arbitrary quantity, e.g. (𝑥1 = full)
is equivalent to (𝑥1 = full/inc ∨ 𝑥1 = full/std ∨ 𝑥1 = full/dec). A goal
condition formulated as 𝑥𝑖 > 𝑙 for some landmark 𝑙, implies the disjunction of condi­
tions 𝑥𝑖 = mag(𝑥𝑖), where mag(𝑥𝑖) > 𝑙. The same goes for inequalities ≥, <, and ≤.
Variables that determine goal conditions are called goal variables.
4.2 Heuristics
As already proposed by Wiley et al., a qualitative plan is found by searching through
qualitative state space, which is defined as follows:
1. States are possible qualitative states according to a qualitative model.
2. S𝑖+1 is a successor state of a state S𝑖, if S𝑖+1 can be reached from S𝑖 in one step
in the QSIM simulation algorithm.
The number of successor states S𝑖+1 is worst­case exponential with the number of
variables. As seen from Table 3.3, a qualitative value may allow up to 4 transitions.
With 𝑛 qualitative variables, there are up to 4𝑛 state transitions S𝑖 → S𝑖+1 at every step
of the QSIM simulation. Typically, many of these transitions would be illegal accord­
ing to a given qualitative model and would be discarded. With simple problems and
a cleverly defined qualitative model, qualitative planning based on exhaustive search
can find a qualitative plan in a reasonable amount of time. In most cases, however,
brute­forcing turns out to be highly inefficient, especially when using qualitative con­
straints with a high level of qualitative ambiguity, such as qualitative addition, and
especially the multivariate monotonic constraints (MΔ), which have not been used
before with this sort of qualitative planning, yet they are the key representations used
by QUIN and Padé. These constraints are more permissive and therefore increase the
search branching factor considerably.
In the search for a shortest plan, our planner performs A* search using the heuristic
calledQualitativeMagnitude Distance (QMD), introduced by Wiley et al. [78]. QMD
is the number of distinct qualitative magnitudes a variable needs to pass through to
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reach its goal magnitude. It is defined as:
QMD(𝑙𝑖, 𝑙𝑗) = 2 + 2 ⋅ (# of landmarks between 𝑙𝑖 and 𝑙𝑗)
QMD(𝑙𝑖..𝑙𝑖+1, 𝑙𝑗) = 1 + 2 ⋅ (# of landmarks between 𝑙𝑖 and 𝑙𝑗)
QMD(𝑙𝑖, 𝑙𝑗..𝑙𝑗+1) = 1 + 2 ⋅ (# of landmarks between 𝑙𝑖 and 𝑙𝑗)
QMD(𝑙𝑖..𝑙𝑖+1, 𝑙𝑗..𝑙𝑗+1) = 2 ⋅ (# of landmarks between 𝑙𝑖 and 𝑙𝑗)
(4.1)




QMD 􏿴mag(𝑥) in S𝑖,mag(𝑥) in Sgoal􏿷 , (4.2)
MaxQMD = max
𝑥∈S𝑖
􏿺QMD 􏿴mag(𝑥) in S𝑖,mag(𝑥) in Sgoal􏿷􏿽 . (4.3)
Experiments [62, 78] showed that TotalQMD performs better when more (prefer­
ably all) variables have a goal value specified, while MaxQMD performs better with
fewer goal variables. Goal variables may simultaneously transition the required quali­
tative distance, therefore TotalQMD tends to overestimate the length of the resulting
trajectories and is thus inadmissible. MaxQMD focuses on the farthest goal variable, so
the distance to goal is never overestimated, providing an admissible heuristic. A more
detailed analysis is given in [78]. MaxQMD was used with experiments presented in
this dissertation, as it generally performed slightly faster. No other significant differ­
ences were noticed if TotalQMD was used instead.
With the introduction of multivariate monotonic constraints to planning, non­
determinism arises to the level where even QMD heuristic may take a long time to
find a plan. To mitigate this problem, we extend the heuristics with the following
principles:
1. Favor solutions with deterministic actions. Actions with a lower branching fac­
tor are explored first.
2. Among non­deterministic actions, favor solutions with effective actions. States,
where actions influence the qualitative behavior, are explored first.
3. Favor short qualitative plans.
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To better understand the first two criteria, let us consider a qualitative functional de­
pendency of the form 𝑦 = M+,−(𝑐, 𝑥), and suppose that variable 𝑐 is a control variable.
Let us assume dir(𝑥) = dec and consider actions A 1 = [𝑐 ∶ inc] and A 2 = [𝑐 ∶ dec].
The dynamics of these two actions are propagated through the above monotonicity
constraint as follows:
A 1 → 𝑐 ∶ inc → 𝑦 ∶ inc
A 2 → 𝑐 ∶ dec → 𝑦 ∶ inc/std/dec
The search algorithm must now consider four classes of qualitative states:
𝕊1(𝑥 ∶ dec, 𝑐 ∶ inc, 𝑦 ∶ inc),
𝕊2(𝑥 ∶ dec, 𝑐 ∶ dec, 𝑦 ∶ inc),
𝕊3(𝑥 ∶ dec, 𝑐 ∶ dec, 𝑦 ∶ std),
𝕊4(𝑥 ∶ dec, 𝑐 ∶ dec, 𝑦 ∶ dec).
Action A 1 corresponds to unambiguous assignment of qualitative directions to all
qualitative variables and is therefore deterministic. States that belong to class 𝕊𝟙 are
explored first. With the dynamics of action A 2, the planner must choose among dif­
ferent types of qualitative behaviors, for which no information on their certainty is
known. An arbitrary choice among classes 𝕊𝟚, 𝕊𝟛 and 𝕊𝟜 represents a lucky guess on
the likelihood of the existence of a numerical solution. It should, however, be noted
that deterministic actions in a qualitative plan don’t guarantee the existence of nu­
merical solution, because of the inherent characteristic of QSIM to produce spurious
behaviors.
If no solution is found under deterministic actions, or there are no deterministic
actions in some state according to the given qualitative model, the planner must pri­
oritize among uncertain predictions. Consider again the qualitative constraint 𝑦 =
M+,−(𝑐, 𝑥), disregarding the possibility of executing action A 1. Action A 2, which
corresponds to decreasing the value of control variable 𝑐, has a decreasing effect on
variable 𝑦. This effect is counteracted by quantity 𝑥. States 𝕊2 predict that action A 2
is not ‘strong’ enough to outweigh the effect of 𝑥 on quantity 𝑦. From the standpoint
of qualitative behavior, action A 2 is therefore not effective. As this may be the actual
case, it is reasonable to assume that the system is designed for actions to be effective,
and therefore prioritize the search in this direction.
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The third heuristic is our search strategy of finding a shortest plan. It is the weakest
among the three, and steers the search within the subspace restricted by the first two
criteria. When several qualitative plans are possible, we prefer the shortest plan, i.e.
the plan with the smallest number of state transitions. There is no guarantee that a
shorter qualitative plan leads to quantitatively shorter solution, but shorter plans offer
simpler explanations of the solution and, hopefully, take less time to find.
4.3 Adaptations of QSIM for robot planning
The inclusion of QSIM in qualitative planning is limited to the generation of successor
qualitative states, while concepts of actions, goals, and search heuristics fall outside the
QSIM domain. We may say that QSIM is only one component, although the central
one, of a QSIM­based qualitative planner. For robot planning, we find it necessary to
introduce at least two adaptations to the core QSIM algorithm. One is the notion of
cyclic quantity spaces, which adds additional rules for transitioning between qualitative
values. The other is the inclusion of optional numerical constraints. Although the
use of quantitative constraints with QSIM has been discussed and employed in the
past, we take a somewhat different approach, especially in the way in which numerical
constraints can be used on the level of planning or plan execution interchangeably.
4.3.1 Cyclic quantity spaces
In QSIM, the quantity space of a qualitative variable is defined as a totally ordered set
of landmarks. We find this definition somewhat limited for the purpose of planning in
robotics domains. In many cases, we may encounter rotations, be it as rotating joints,
orientations of objects, or the orientation of the agent itself. Suppose that solving some
robot problem includes rotating a joint from 350∘ to 0∘. With a linearly ordered set
of landmarks over the domain [0, 360), a solution found by a qualitative planner will
predict decreasing the value from the initial 350∘ landmark to the zero landmark. But
when a rotation is possible and of equal cost in both directions, increasing the value to
360∘ is numerically a better solution in general. For the planner to be able to find such
a solution, we extend the definition of quantity spaces to also allow a cyclic topology,
if so determined with the given list of landmarks.
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Table 4.1
Valid qualitative transitions in cyclic quantity spaces, additional to the QSIM transitions in linear quantity spaces (Table 3.3).
P­TRANSITIONS I­TRANSITIONS
𝑡𝑖 (𝑡𝑖, 𝑡𝑘+1) (𝑡𝑖, 𝑡𝑖+1) 𝑡𝑖+1
𝑙𝑛−1/std 𝑙𝑛−1..𝑙1/inc 𝑙𝑛−1..𝑙1/std 𝑙𝑛−1..𝑙1/std
𝑙𝑛−1/inc 𝑙𝑛−1..𝑙1/inc 𝑙𝑛−1..𝑙1/inc 𝑙𝑛−1..𝑙1/std
𝑙1/std 𝑙𝑛−1..𝑙1/dec 𝑙𝑛−1..𝑙1/inc 𝑙𝑛−1..𝑙1/inc
𝑙1/dec 𝑙𝑛−1..𝑙1/dec 𝑙𝑛−1..𝑙1/inc 𝑙1/std
𝑙𝑛−1..𝑙1/std 𝑙𝑛−1..𝑙1/std 𝑙𝑛−1..𝑙1/inc 𝑙1/inc
𝑙𝑛−1..𝑙1/std 𝑙𝑛−1..𝑙1/inc 𝑙𝑛−1..𝑙1/dec 𝑙𝑛−1..𝑙1/std
𝑙𝑛−1..𝑙1/std 𝑙𝑛−1..𝑙1/dec 𝑙𝑛−1..𝑙1/dec 𝑙𝑛−1..𝑙1/dec
𝑙𝑛−1..𝑙1/dec 𝑙𝑛−1/std
𝑙𝑛−1..𝑙1/dec 𝑙𝑛−1/dec
Definition 4.3: A cyclic quantity space of a qualitative variable is a quantity space
[𝑙1, … , 𝑙𝑛], where 𝑛 ≥ 3 and 𝑙1 ≅ 𝑙𝑛. If 𝑙1, 𝑙𝑛 ∈ ℝ, then 𝑙𝑘 = (𝑙1 + 𝑙𝑛)/2 for some
𝑘 ∈ {2, … , 𝑛 − 1}.
A cyclic quantity space must therefore include at least three landmarks, of which
the first and the last are equivalent and can be used interchangeably. A totally ordered
set of 𝑛 landmarks now becomes a cyclic ordered set with 𝑛 − 1 landmarks, allowing
2 ⋅ (𝑛−1) distinct qualitative magnitudes. We will stick to a convention that landmark
𝑙𝑛 is omitted from the list of landmarks and 𝑙1 is always used instead of 𝑙𝑛. A cyclic
quantity space [𝑙1, 𝑙2] therefore defines the following 4 qualitative magnitudes:
𝑙1, 𝑙1..𝑙2, 𝑙2, 𝑙2..𝑙1.
The existence of a qualitative magnitude 𝑙𝑛−1..𝑙1 expands the list of valid transitions
between qualitative values (see Table 3.3). Transitions which are valid in a cyclic quan­
tity space, additional to those of the original QSIM algorithm, are listed in Table 4.1.
The reasons for requiring a third landmark in a cyclic quantity space are twofold.
Firstly, having only one distinct landmark yields a qualitative magnitude of type 𝑙𝑖..𝑙𝑖.
The notion of such a magnitude is discussable, but it at least makes the transition table
unnecessarily more complex. Secondly, with only two qualitative magnitudes, namely
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𝑙𝑖 and 𝑙𝑖..𝑙𝑖, qualitative magnitude distance in any direction is always 1, making the
choice of direction irrelevant to the planner. Consider again the problem of rotating
a joint from 350∘ to 0∘. Because the lowest and the highest landmarks 0∘ and 360∘
are numerical, landmark 180∘ is also included in the quantity space by definition. It is
thus much more likely that the planner will increase the value towards the 0∘ landmark,
instead of decreasing it.
Cyclic quantity spaces impose an additional implicit constraint on qualitative sim­
ulation. If the quantity space of a qualitative variable 𝑥 is cyclic, no value of 𝑥 must
comply with a qualitative constraint of the form deriv(_, 𝑥). The intuition behind this
rule is simple. With ?̇? = 𝑥, the qualitative direction dir(𝑦) depends on the sign of
𝑥. Even if the zero landmark is present in the quantity space of 𝑥, the offset from
zero is ambiguous, since it can be made in any direction. Hence dir(𝑦) is always non­
deterministic, and either inc/dec or inc/std/dec. This leads to unreasonable deductions
in qualitative physics, e.g. speed can be decreased by a positive acceleration. We there­
fore disallow modeling time derivatives as cyclic.
4.3.2 Numerical constraints
Enriching qualitative simulation with quantitative information has been discussed ever
since QSIM was first introduced. The output provided by qualitative simulation may
for some purposes be too ambiguous. If certain numerical characteristics of a system
are known, one may want to narrow down the list of output qualitative behaviors, ob­
taining a more specific insight into the workings of the system. The qualitative model is
augmented with quantitative data, which narrows it down towards a more specific class
of numerical systems. A typical approach is to manually assert numerical information
in the form of ranges about landmark values [72, 79], i.e. the numerical value of some
landmark 𝑙𝑖 is known to lie within some interval [𝑎, 𝑏] ⊂ ℝ. When such numerical in­
formation is available, it can be propagated through qualitative constraints by the rules
of interval arithmetic [80], e.g. a constraint add(𝑥, 𝑦, 𝑧) with 𝑥 ∈ [1, 2], 𝑦 ∈ [−1, 0],
restricts 𝑧 to [0, 2] ∩D𝑧, whereD𝑧 is domain of variable 𝑧. When the precise value of
a landmark is known, these intervals become points.
The main motivation to include numerical constraints in our planning method is
not to manually modify the learned qualitative model towards a more specific robotic
system after the qualitative model has been learned, but to allow for a more powerful
description of the robot’s tasks and restrictions. A description of goal conditions alone
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cannot capture the manner in which a goal should be reached, positions or configu­
rations to be avoided. In this regard, we define numerical constraint as used in this
dissertation in the following way.
Definition 4.4: Let the symbol ∼ represent any one of the four relations: <, ≤, >,
≥. A numerical constraint is an inequality 𝑥𝑖 ∼ 𝑟𝑖, where 𝑥𝑖 is a qualitative variable




of two or more of such inequalities.
Let us consider how a qualitative state S is evaluated against a numerical constraint.
Recall the definition of relative qualitative magnitude (3.2) and treat value 𝑟𝑖 as a land­
mark in the quantity space of 𝑥𝑖. A qualitative state S is a valid state according to the
considered numerical constraint, if at least one value 𝑥𝑖 satisfies the condition:
􏿮mag(𝑥𝑖)􏿱𝑟𝑖
= [−] if 𝑥𝑖 < 𝑟𝑖,
􏿮mag(𝑥𝑖)􏿱𝑟𝑖
= [0]/[−] if 𝑥𝑖 ≤ 𝑟𝑖,
􏿮mag(𝑥𝑖)􏿱𝑟𝑖
= [+] if 𝑥𝑖 > 𝑟𝑖,
􏿮mag(𝑥𝑖)􏿱𝑟𝑖
= [0]/[+] if 𝑥𝑖 ≥ 𝑟𝑖.
(4.4)
More than one numerical constraint may be specified. A valid qualitative state Smust
satisfy all of them, i.e. it must satisfy the conjunction of all given numerical constraints.
We may therefore express multiple numerical constraints in a conjunctive form and
simplify the expression. For example, numerical constraints
𝑥 ≥ 1 or 𝑦 > 0,
𝑥 < 2 or 𝑦 > 0
may be expressed as
(𝑥 ≥ 1 and 𝑥 < 2) or 𝑦 > 0,
and simplified as
1 ≤ 𝑥 < 2 or 𝑦 > 0.
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A typical use of numerical constraints in robotics domains presented in this disser­
tation is collision avoidance. The constraints may be applied during planning with
static obstacles (path­finding), or during plan execution to avoid collisions dynami­
cally. The above numerical constraints are an example of specifying a T­shaped planar
domain within which the robot may move. Given to the planner additionally with
the qualitative model and specification of the goal, the planner will avoid construct­
ing trajectories outside this permitted area. When given to the executor, additionally
with a plan to be executed, the executor will try to satisfy these constraints within the
boundaries permitted by the plan. This way, moving objects can reactively be avoided
or pursued, or a balancing behavior inferred, e.g. keeping a joint or a contact point
within certain angles. All these approaches are demonstrated with various robotics
experiments in Section 6.
4.4 Preparing qualitative plans for execution
The output of qualitative simulation is complete in the sense that it contains all possible
behaviors from the real world, together with some spurious behaviors, which are not
possible in the physical world. The planner aims to find a shortest one of these in the
least amount of time as it can, using the proposed heuristics. The completeness of
qualitative simulation is therefore traded for a specific plan, which typically tends to
be overspecified.
As a simple example consider the problem of parking a car. Suppose that among
all the parameters, there is also the level of fuel, which is in a negative monotonic
relation with the revolutions of the car’s engine. While parking a car, the fuel level
continuously decreases, leading to three possible outcomes: (i) when the car is parked,
the fuel level is above zero; (ii) the level of fuel reaches exactly zero when parking is
finished; (iii) the car runs out of fuel while parking and is therefore unable to reach
its goal. Scenario (iii) is predictable by qualitative simulation, but never suggested by
the planner, since it does not reach the goal. On the other hand, it is possible for
the planner to suggest solution (ii), although it is highly unlikely in the real world. A
faithful execution of such a plan may try to exhaust all the fuel before finishing, or
declare the plan numerically infeasible.
We approach this problem by generalizing those parts of the plan, which are not of
vital importance for reaching the goal. This way, the executor is given more freedom
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and can decide on feasible values of some variables during the execution. In the above
scenario of parking a car, fuel level could be labeled as an ‘inessential’ variable and
the executor given the freedom to finish with any non­negative value of the fuel level.
Other variables, such as the car’s position, are essential to the plan’s execution and their
values must follow the sequence determined by the plan. We will call such variables
target variables to indicate the fact that their values are ‘targeted’ by the executor, while
non­target variables may assume arbitrary values. A variable may be targeted through­
out the whole plan, or only in some part of the plan. We identify target variables using
the following criteria:
1. Goal variables are considered target variables throughout the whole plan. Goal
variables are variables that specify goal conditions.
2. Numerically constrained variables are considered target variables from the begin­
ning of the plan up to the state where the constraint ceases. E.g., with the nu­
merical constraint (𝑥 > 0 or 𝑦 > 0) and a plan where 𝑥 continuously increases
from a negative to a positive value, variable 𝑦 is numerically constrained to pos­
itive values only while 𝑥 is negative. After that, its constraint ceases and may
assume any value. If the constraint is (𝑥 < 0 or 𝑦 > 0), variable 𝑦 is constrained
only after 𝑥 reaches the zero landmark, but is, nonetheless, still considered a tar­
get variable beforehand. This is necessary to ensure that the conditions are met
upon entering the constraining state. Otherwise, the value of 𝑦 might be set
to a large negative value an instant before the critical point 𝑥 = 0 is reached,
making it impossible to avoid violation of constraint.
3. Variables that identify operating regions are considered target variables throughout
the whole plan. If, during plan execution, the robot should stray from the
planned operating region, conditions of execution may no longer be favorable
for it to complete the task. The executor should therefore always stay within the
planned operating region.
4. Variables on which actions have no effect should be excluded from the set of
target variables.
It remains an open question whether the above criteria suffices for all robotics problems
that can be approached with QSIM type of planning. These criteria were sufficient
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with all experiments presented in this dissertation. Identification of target variables
can be automated if given the qualitative model, numerical constraints, and goal speci­
fications. When target variables are identified in every qualitative state of a qualitative
plan P, the plan may be abstracted to a class P̂ of qualitative plans. The abstracted plan
now represents a more permissive way of achieving the same goal.
Definition 4.5: Let P ∶ S(𝑡0) → S(𝑡0, 𝑡1) → S(𝑡1) → ⋯ → S(𝑡𝑛) be a qualitative
plan. The abstracted qualitative plan P̂ is the sequence of qualitative states
Ŝ(𝑡0) → Ŝ(𝑡1) → ⋯ → Ŝ(𝑡𝑛),
where for all 𝑖 ∈ {0, … , 𝑛}, Ŝ(𝑡𝑖) ⊆ S(𝑡𝑖) is restricted to target variables in S(𝑡𝑖).
We will call states Ŝ target states. Having a reduced set of qualitative variables in
every Ŝ(𝑡𝑖), it often happens that Ŝ(𝑡𝑖) = Ŝ(𝑡𝑖+1) for some 𝑖. In this case, state S(𝑡𝑖)
may be omitted from sequence P̂. Omitted are also all I­states, which correspond
to actions. It becomes obvious upon a quick inspection of transition tables 3.3 and
4.1, that qualitative magnitudes in any I­state S(𝑡𝑖, 𝑡𝑖+1) can be reconstructed from
landmarks in the adjacent P­states S(𝑡𝑖) and S(𝑡𝑖+1), and are therefore redundant. In
many cases, these landmarks also imply qualitative directions, e.g. from [𝑡𝑖 ∶ 𝑙𝑘/std]
and [𝑡𝑖+1 ∶ 𝑙𝑘..𝑙𝑘+1/std] it follows [(𝑡𝑖, 𝑡𝑖+1) ∶ 𝑙𝑘..𝑙𝑘+1/inc]. In other cases, qualitative
directions are ambiguous, e.g. from [𝑡𝑖 ∶ 𝑙𝑘..𝑙𝑘+1/std] and [𝑡𝑖+1 ∶ 𝑙𝑘..𝑙𝑘+1/std] any
[(𝑡𝑖, 𝑡𝑖+1) ∶ 𝑙𝑘..𝑙𝑘+1/{inc, std, dec}]may imply. By omitting the I­states from abstracted
plans, the executor is free to apply actions of its own choice, as long as it can reach the
targeted P­state. In the following chapter we will show that the central functionality
of our executor is the choice of feasible actions towards the target state.
The algorithm for abstracting a qualitative plan P̂ from the given QSIM type plan
P can be summarized as follows:
INpuT: qualitative plan P, set of target variables T.
OuTpuT: abstracted qualitative plan P̂.
1. P̂ ← []
2. For each P­state S𝑖 in P do
3. Ŝ𝑖 ← S𝑖 ∩ T.
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4. If Ŝ𝑖 ≠ Ŝ𝑖−1
5. add Ŝ𝑖 to the end of P̂.
In the next chapter we develop a method for execution of abstracted qualitative
plans that does not require additional planning information (i.e. values of numerical
parameters). There is no guarantee of attaining the goal, even if the given plan is not
spurious. In practice, however, the proposed execution works well in experimental
domains presented in this dissertation.
We assert that abstracted qualitative plans are executable under the following as­
sumptions:
1. The executor receives the abstracted qualitative plan, the same qualitative model
that was used for planning, and optional numerical constraints that need to be
satisfied dynamically.
2. The execution is reactive with a real­time feedback on numerical sensory input.
3. The executor asserts its own actions, which are deduced from the given qualita­
tive model and the numerical sensory input.
We defend this claim in the following chapter.
4.5 Example: car with gears
This simple example demonstrates qualitative planning across operating regions. Con­
sider a car with automatic transmission that can drive forward when the gear stick is in
the ‘drive’ mode (gear = D). By pressing the ‘gas’ pedal it accelerates, and by pressing
the ‘brake’ pedal it decelerates. Let us assume that the pedals are never used simul­
taneously, therefore we can model it as a single variable pedals, with quantity space
[brake, zero, gas]. The zero value means that no pedal is pressed. The force applied on
the gas pedal is associated with a positive magnitude (pedals > zero), and the force
applied on the brake pedal with a negative magnitude (pedals < zero). Landmarks gas
and brake denote maximum possible strains on the pedals. Therefore when in ‘drive’
mode, acceleration 𝑎 is in a positive monotonic relation with the pedals variable. This
relation is broken when the gear stick is in ‘neutral’ mode (gear = N) and the motor
runs idle. For the sake of simplicity let us assume that no external forces work on the
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car (e.g. terrain is even) and that pedals have no effect on acceleration in the ‘neutral’
mode. Therefore in this mode, the velocity 𝑣 is practically steady. Having no reverse
gear, velocity can never be negative. We may therefore restrict the quantity space of
𝑣 to {zero, inf} to model this fact explicitly, although it does not affect the end result.
The gear stick is shifted continuously between landmarks N and D, where N < D.
The task is to drive forward from the starting position (𝑥 = start) to the goal position
(𝑥 = goal). We want to start and finish in ‘neutral’ gear a stopped car.
The qualitative model of this car can be defined as:
M+0 (𝑎, pedals) if gear = D,
const(𝑣) if gear < D,
deriv(x, v), deriv(v, a).
(4.5)
Actions are determined by control variables gear and pedal. The initial state is:
􏿴gear = N/std, pedals = zero/std, 𝑎 = zero/std, 𝑣 = zero/std, 𝑥 = start/std􏿷 .
The goal conditions are:
𝑥 = goal/std and gear = N/std.
A qualitative plan found by heuristic search through the QSIM generated space is
shown in Table 4.2. This plan determines specific qualitative states for the car to pass
through, together with the qualitative actions that must be taken to do so. The inter­
pretation of the actions is depicted in Figure 4.2. Between times 𝑡0 and 𝑡1, the gear
stick is shifted from N to D. The car then accelerates between 𝑡1 and 𝑡3 by pressing
the gas paddle, with the assumption that the pedal is pressed all the way. At an un­
determined time 𝑡3 the critical point is reached where the car must start to decelerate
to be able to stop at the goal position. Deceleration takes place between 𝑡3 and 𝑡5 by
pressing the brake pedal, also all the way. At time 𝑡5 the car is at its goal position,
where the gear stick is shifted back from D to N between times 𝑡5 and 𝑡6.
This plan offers a clear explanation of how this task can be done, but it may be too
specific for immediate execution without additional experimentation on the duration
of individual actions and the rate of change that they apply on certain variables. More­
over, certain aspects of the plan may not be feasible, e.g. using the maximum brake
pedal action as suggested at time 𝑡4, which would most probably stop the car before
the goal position.
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Table 4.2
Qualitative plan to drive the car with gear from the start to the goal position. The plan was found by heuristic search through
QSIM generated state space, using qualitative model (4.5).
Step Time gear pedals 𝑎 𝑣 𝑥
0 𝑡0 N/std zero/std zero/std zero/std start/std
1 (𝑡0, 𝑡1) N..D/inc zero/std zero/std zero/std start/std
2 𝑡1 D/std zero/std zero/std zero/std start/std
3 (𝑡1, 𝑡2) D/std zero..gas/inc zero..inf/inc zero..inf/inc start..goal/inc
4 𝑡2 D/std gas/std zero..inf/std zero..inf/inc start..goal/inc
5 (𝑡2, 𝑡3) D/std zero..gas/dec zero..inf/dec zero..inf/inc start..goal/inc
6 𝑡3 D/std zero/dec zero/dec zero..inf/std start..goal/inc
7 (𝑡3, 𝑡4) D/std brake..zero/dec minf..zero/dec zero..inf/dec start..goal/inc
8 𝑡4 D/std brake/std minf..zero/std zero..inf/dec start..goal/inc
9 (𝑡4, 𝑡5) D/std brake..zero/inc minf..zero/inc zero..inf/dec start..goal/inc
10 𝑡5 D/std zero/std zero/std zero/std goal/std
11 (𝑡5, 𝑡6) N..D/dec zero/std zero/std zero/std goal/std
12 𝑡6 N/std zero/std zero/std zero/std goal/std
The abstracted plan, shown in Figure 4.2, offers a wider spectrum of possible nu­
merical implementations by focusing only on the most crucial aspects of the plan, the
necessary transitions between operating regions and the sequence of targets within
each. Variables 𝑥, 𝑣, and gear are determined as target variables. Variables 𝑥 and 𝑣 are
goal variables, while gear defines boundaries between operating regions. No variable
is constrained numerically. If we omit variable 𝑎 from the plan in Table 4.2, as well as
all the I­states, we are left with the 5­step plan that contains only steps 0, 2, 4, 10, and
12. Target states at steps 4, 6, and 8 are equivalent and therefore merged with the state
at step 4. This a plan offers a more general explanation of the solution, describing only
what needs to be done and in what order, without specifying how. In this case, the
gear stick is first shifted to ‘drive’ mode while the car stays at the start position. The
position of the car is then increased towards the goal and the car stopped there. At
the goal position, the gear stick is shifted back to ‘neutral’ while the car is at stop. The
decision of what actions to use at what times is left to the executor, which may decide
the extent of pedal use on­line, when observation of numerical parameters is possible.
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abstracted target states.
4.6 Example: path finding
This example demonstrates qualitative planning with numerical constraints, employed
in a path­finding problem. A U­shaped obstacle is modeled using numerical con­
straints, whose compact notation is shown in Figure 4.3 below. The obstacle is de­
picted on the same figure with three thick black line segments. Unfortunately it is
not so straightforward to model obstacles of irregular shapes. Certain simplification
or approximation of the shape would in such case be necessary.
An agent is positioned at location (2, 2), while its goal location is set at (4, 2). The
agent must reach the goal position without colliding with the obstacle. Suppose the
agent can control its motion in 𝑥 and 𝑦 directions by directly and independently ma­
nipulating velocities 𝑣𝑥 = ?̇? and 𝑣𝑦 = ?̇?. Variables 𝑣𝑥 and 𝑣𝑦 are therefore considered
control variables with quantity space [minf, zero, inf]. Spatial variables 𝑥 and 𝑦 adopt
the quantity space asserted by numerical landmarks, i.e. [minf, 0, 1, 2, 3, 4, inf] in
both cases. We could also omit the infinity landmarks if we presumed the domain
to be bounded and motion not possible beyond landmarks 0 and 4. The model that
specifies this problem is the following:
deriv(𝑥, 𝑣𝑥)
deriv(𝑦, 𝑣𝑦)
(𝑥 < 1) or (𝑥 > 3) or (𝑦 < 1) or (𝑦 > 3) or (𝑥 < 3 and 1 < 𝑦 < 3)
(4.6)
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Figure 4.3
A qualitative trajectory
to avoid an U­shaped
obstacle. The obstacle is
modeled by the below
numerical constraint and
depicted by thick black
line segments. The ab­
stracted qualitative plan
is indicated by red mark­
ings (line segments and
circles). Green arrows de­


















(𝑥 < 1) or (𝑥 > 3) or (𝑦 < 1) or (𝑦 > 3) or (𝑥 < 3 and 1 < 𝑦 < 3)
The initial state is
􏿴𝑥 = 2/std, 𝑦 = 2/std, 𝑣𝑥 = zero/std, 𝑣𝑦 = zero/std􏿷 ,
and the goal condition is
𝑥 = 4/std 𝑦 = 2/std.
The qualitative plan found by heuristic search through the QSIM generated space is
shown in Table 4.3. Transition through the obstacle is not possible, because any such
state violates numerical constraint given with the qualitative model. An abstraction
of such a plan may be considered a qualitative trajectory, depicted with red markings
(line segments and circles) in Figure 4.3. A possible numerical implementation of
this qualitative trajectory is depicted with green arrows in the same figure, although a
smooth curve may in some cases be more realistic. Note that indices of target states Ŝ𝑖
in Figure 4.3 correspond with step numbers in Table 4.3. Those are exactly all P­states
in the plan. The target variables throughout whole of the plan are variables 𝑥 and 𝑦,
because they are goal variables. They are also numerically constrained in some parts of
the plan.
Suppose that the goal condition is now somewhat loosened, say 𝑥 = 4/std. With this
condition, we only care that the agent makes a certain distance past the right border of
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Table 4.3
A qualitative plan to avoid the U­shaped obstacle. This plan was found by heuristic search through a QSIM generated state
space using model (4.6).
Step Time 𝑥 𝑦 𝑣𝑥 𝑣𝑦
0 𝑡0 2/std 2/std zero/std zero/std
1 (𝑡0, 𝑡1) 1..2/dec 1..2/dec minf..zero/dec minf..zero/dec
2 𝑡1 1/dec 1..2/dec minf..zero/std minf..zero/std
3 (𝑡1, 𝑡2) 0..1/dec 1..2/dec minf..zero/inc minf..zero/inc
4 𝑡2 0..1/std 1/dec zero/inc minf..zero/inc
5 (𝑡2, 𝑡3) 0..1/inc 0..1/dec zero..inf/inc minf..zero/inc
6 𝑡3 1/inc 0/std zero..inf/inc zero/inc
7 (𝑡3, 𝑡4) 1..2/inc 0..1/inc zero..inf/inc zero..inf/inc
8 𝑡4 2/inc 0..1/inc zero..inf/std zero..inf/std
9 (𝑡4, 𝑡5) 2..3/inc 0..1/inc zero..inf/dec zero..inf/dec
10 𝑡5 3/inc 0..1/inc zero..inf/std zero..inf/std
11 (𝑡5, 𝑡6) 3..4/inc 0..1/inc zero..inf/inc zero..inf/dec
12 𝑡6 3..4/inc 1/inc zero..inf/std zero..inf/std
13 (𝑡6, 𝑡7) 3..4/inc 1..2/inc zero..inf/dec zero..inf/dec
14 𝑡7 4/std 2/std zero/std zero/std
the obstacle, having no constraint on the final 𝑦­position or velocity in any direction.
The planner will nevertheless find a solution with a specific end­value for 𝑦, the above
qualitative plan being among possible valid solutions. However, the abstracted plan is
now somewhat different. Variable 𝑥 now being the sole goal variable, is the only target
variable throughout the whole plan. Variable 𝑦, on the other hand, is a target variable
from the beginning of the plan until its numerical constraint ceases.
Consider again the numerical constraints in model (4.6). When 𝑥 < 1 or 𝑥 > 3,
variable 𝑦may assume any value. According to the plan shown in Table 4.3, this is the
case during (𝑡1, 𝑡3), and again after 𝑡5 onwards. Therefore, 𝑦 is a target variable until
𝑡5, which corresponds to state Ŝ10. The abstracted plan for goal condition 𝑥 = 4/std
is shown in Figure 4.4. With this plan, the executor is free to finish with any value of
𝑦.
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Figure 4.4
The abstracted qualitative













𝑦 = 0..1/inc𝑥 = 3..4/inc𝑥 = 4/std
It is interesting to consider the case when goal conditions may be specified by qual­
itative directions alone. Suppose, in this example, we specify the goal condition as
𝑥 = 4/std ∧ 𝑦 = _/std. We don’t care about the end­magnitude of 𝑦, but the agent
must finally come to a full stop. Since numerical constraints apply only to magnitudes
of variables, this additional requirement does not change the status of target variables
anywhere within the plan. However, the final state of the plan must contain the goal
condition entirely, i.e. 𝑥 = 4/std, 𝑦 = _/std, instead of just 𝑥 = 4/std.
5
Execution of qualitative plans
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5.1 Method overview
Execution of robot plans usually includes much more than simply triggering the ac­
tions determined by the plan. Even the earliest execution systems, such as Planex
[81, 82] that was used in the famous Shakey robot, included fault detection and re­
planning. In the field of autonomous robots, the term deliberation is often used to
describe acting soundly in accordance to some objective [83]. Most of the functions
attributed to deliberate acting fall under the process of plan execution. These func­
tions are commonly identified as learning, planning, acting, goal reasoning, observing,
and monitoring [84]. The first two functions have already been covered extensively in
the preceding chapters. The other four are discussed in this chapter, in relation to the
execution of qualitative plans.
A general outline of how these functions are integrated with our executor is pre­
sented in Figure 5.1. When a plan is conceived and abstracted by the qualitative
planner, it is handed to the goal reasoning function of the executor. This function
has a directing role, deciding what needs to be done and when it is considered done.
More specifically, it keeps track of the progress of plan execution, sets the target state
that currently must to be reached, and decides if some part of the plan needs to be
re­executed, or if replanning is needed. Plans received by the planner may be stored
by the executor and later reused if necessary.
When a target is selected, it is passed to the acting function, whose role is to deter­
mine how the target should be reached. It first determines what actions are available in
the current state. This is done by inspecting the part of the model that specifies control
variables. The effect of each action is determined by resolving qualitative constraints
given with the model. The effect is then quantified using the observed numerical data.
The process of quantifying action effects ranks all actions according to their estimated
contribution towards reaching the target within the bounds of numerical constraints,
if any are given. The action considered the most beneficial is then selected for execu­
tion. If no action is found suitable for the task, the message “fail” is returned to the
goal reasoning function, which then decides what to do in the situation at hand. The
usual resolution is to invoke replanning from the current state.
As with a typical feedback control loop, the frequency of executing an action is
synchronized with the observation frequency. For some robotic tasks, 4–5 actions
per second may suffice, while other tasks may require 20 or more actions per second
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to achieve a reliable performance. The numerical state is determined by the observing
function, which receives raw sensory data from the robot. In addition to translating the
raw input values into an appropriate system state presentation, the observing function
also keeps track of the elapsed time, and so measures and stores the rates of change
of the first and second order for each variable. This means that a record of speed and
acceleration for each variable is maintained, which is used by the acting function to
quantify actions.
Execution monitoring is recognized as a separate research field within the robotics
and the autonomous systems community, which is mainly concerned with fault detec­
tion and isolation. It can be defined as a real­time task of determining the conditions
of the physical system by recording information, recognizing and indicating anomalies
in the behavior [85, 86]. In our case, the main role of the monitoring function is to
determine whether some model­specified numerical constraint is being violated. If so,
the usual behavior is to stop execution and engage some sort of fail­safe procedure to
prevent possible damage, e.g. activate a hardware stabilizer to prevent a quadcopter
from crashing to the ground. In domains where violation of numerical constraints is
more of an annoyance than a real danger, e.g. a foul contact between the robot and
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some object, replanning may suffice. There may also be set certain time constraints, e.g.
if the goal is not reached within a certain time­frame, or a certain progress observed
from numerical observations, the task may be considered a failure.
5.2 Transitioning between qualitative states
The central question with the execution of qualitative plans is how to numerically
implement qualitative transitions of the form
Ŝ𝑖 → Ŝ𝑖+1,
without violating numerical constraints specified by the model. It is basically a reverse
process to qualitative abstraction, which is executed on­line and in real time, possibly in
a dynamic environment, where conditions may change from moment to moment. If a
solution exists, every target variable 𝑥𝑘 ∈ Ŝ𝑖 follows a continuous real­valued function
𝑥𝑘(𝑡)within time interval [𝑡𝑖, 𝑡𝑖+1], so that values 𝑥𝑘(𝑡𝑖) and 𝑥𝑘(𝑡𝑖+1) respectively match
with qualitative magnitudes of 𝑥𝑘 in states S𝑖 and S𝑖+1. The executor attempts to
construct a hyper­trajectory (𝑥1(𝑡), … , 𝑥𝑛(𝑡)) between Ŝ𝑖 and Ŝ𝑖+1 in discretized time,
by increasing or decreasing values 𝑥𝑘 at each reactive cycle. Given that the time step is
small enough, the rate of change may be arbitrary.
We make the following assumptions about the system that executes a qualitative
plan:
1. Values of control variables {𝑐1, … , 𝑐𝑚} ⊆ {𝑥1, … , 𝑥𝑛} can be changed by and
only by the executor at any time during execution.
2. Values of control variables are determined after each reactive time step Δ𝑡 by
determining numerical changes Δ𝑐1, … , Δ𝑐𝑚.
3. The feedback loop is reasonably fast (i.e. Δ𝑡 is reasonably small) that a successful
performance is possible when given a feasible plan.
The velocity ?̇?𝑘 of a target variable 𝑥𝑘 must be controllable through manipulation of
control variables 𝑐1, … , 𝑐𝑚. Numerical transition of the target variable 𝑥𝑘 between the
initial value 𝑥𝑘(𝑡𝑖) and the target value 𝑥𝑘(𝑡𝑖+1) is then constructed in the following
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way:




?̇?𝑘(𝑡) ⋅ Δ𝑡. (5.1)
The executor controls the numerical value of ?̇?𝑘 by individually increasing or decreasing
the values of 𝑐1, … , 𝑐𝑚 by some fixed numerical steps ±δ(𝑐1), … , ±δ(𝑐𝑚). The key
decision to be made at every Δ𝑡 for each individual control variable 𝑐 is whether the
change should be in the positive (𝑐 ← 𝑐+δ(𝑐)) or the negative (𝑐 ← 𝑐−δ(𝑐)) direction.
Recall that our definition of a qualitative action is just that — a vector of directions
in which the values of control variables should change. With an arbitrary choice of
values δ(𝑐1), … , δ(𝑐𝑚), the executor can approximate any ?̇?𝑘 when Δ𝑡 is small. This
was confirmed numerous times during our experimentation, where the performance
of execution could significantly be improved by decreasing Δ𝑡, while fine­tuning the
δ(𝑐1), … , δ(𝑐𝑚) had little impact on the performance. In many cases, even a bang­bang
type of control works well.
When contemplating possible algorithms for choosing qualitative actions, we need
to keep in mind two important facts. (i) The executor usually cannot influence target
variables directly and also not individually. It can directly influence only the control
variables, while at some moment 𝑡, there may be no action that would affect all target
variables in the desired direction. (ii) The desired direction is not necessarily always the
direction towards the target value. A feasible solution may require some target variable
𝑥𝑘 to temporarily move away from its target value 𝑥𝑘(𝑡𝑖+1).
These two characteristics of execution are central factors in the design of the executor
algorithm. The executor must be able to resolve quickly the qualitative effects of actions
on non­control variables through the given system of qualitative constraints. It is
theoretically possible to qualitatively simulate each action to a certain depth, until the
behavior of variables of interest become apparent. Unfortunately, run time complexity
of qualitative simulation is not suitable for real­time systems, where behaviors should
be determined in a matter of milliseconds. In this chapter, we propose a method of
approximating these effects in real­time, which, under certain realistic assumptions,
gives feasible results.
The second characteristic of execution is associated with the quantification of qual­
itative effects of actions. Suppose two target variables should both increase towards
their target value, but there is no action to cause such an effect. One variable must,
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for the time, be kept steady or even temporarily decreased. To choose between the
two, the effects should be quantified and prioritized accordingly. The method that
we propose here is similar to the well­known gradient descent optimization method.
Qualitative effects of actions are represented as vectors in a continuous state space.
The current state is mapped to a positive absolute value in this space, while the target
state is mapped to the zero point. Numerical constraints that the executor should ac­
tively satisfy may bend the space to a degree. Qualitative effects are then scaled using
the observed numerical data (see the observing function in Figure 5.1). The action
that allows the steepest descent is finally chosen for execution. This can be done in
real­time as evaluated later in this chapter.
A transition between qualitative states Ŝ𝑖 → Ŝ𝑖+1 is initiated when the observed nu­
merical state corresponds to the qualitative state Ŝ𝑖, and terminates successfully when
it corresponds to Ŝ𝑖+1. The algorithm that executes this transition can be summarized
as follows:
1. While target Ŝ𝑖+1 not reached:
2. Observe the current numerical state.
3. For each available qualitative action A:
4. Resolve the qualitative effect of A on every variable 𝑥1, … , 𝑥𝑛.
5. Quantify the effect of A.
6. If no action has a favorable quantitative effect, fail.
7. Execute the action with the most favorable quantitative effect.
Execution may fail if a local minimum is reached instead of the target state. How
often this happens depends of the characteristics of the problem domain. In some
domains we never encountered the problem of reaching a local minimum (e.g. flying
the quadcopter), while in other domains global minimums were part of the problem
definition. A good example of the latter is the box pushing domain, where local mini­
mums were associated with the need to reposition the robot to some other side of the
box, and were therefore not considered as a failed execution.
Execution may also be terminated by the monitoring function, if some numerical
constraint is violated, or some other domain specific dangers are detected. However,
those are considered to be exceptional cases, and not an integral part of the state tran­
sitioning algorithm. The goal reasoning function determines when the target has been
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reached, which involves establishing a numerical tolerance. This tolerance may be pre­
defined for a specific domain, or determined dynamically. A possible strategy is to
tolerate a numerical offset, predicted to be made during Δ𝑡 at the currently observed
speed.
5.3 Resolving qualitative effects of actions
A qualitative action, as defined in this dissertation, is an assignment of qualitative
directions to control variables. How some action will affect non­control variables can
only be deduced from the given qualitative model. The effects of qualitative actions on
the system as a whole, can in principle, be simulated with QSIM. A possible approach
is the following. We take the current state as the initial state, and restrict the directions
of control variables to those assigned by the simulated action. We then run QSIM to
generate a tree of possible behaviors. The general idea is that if for some variable 𝑥, all
generated behaviors converge towards the same qualitative direction, the qualitative
effect of the simulated action on 𝑥 is deterministic, and determined by the generated
behaviors. If two behaviors disagree about the convergence of dir(𝑥), the effect on 𝑥
cannot be determined. In such cases, any simulated effect is possible. This fact is also
considered when quantifying the effects, as discussed later in this chapter.
Since simulation of qualitative effects is computationally not feasible for real­time
execution, this dissertation proposes a new method of assessing the qualitative effects
of actions, which can be executed in real­time. This is achieved by simplifying the
multiple consecutive steps needed by qualitative simulation to a single computational
step. We assess the performance of this method at the end of this chapter.
5.3.1 Relative qualitative effect
The qualitative effect determined by qualitative simulation is, in a sense, absolute,
meaning that when the direction of 𝑥 under action A is inc or dec, the magnitude
of 𝑥 is increasing or decreasing relative to the zero landmark. Instead, the proposed
method determines a relative qualitative effect, which means that when the direction of
𝑥 under action A is inc or dec, the magnitude of 𝑥 is increasing or decreasing relative
to the qualitative effect of the trivial qualitative action.
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Definition 5.1: A trivial qualitative action is a qualitative action that assigns quali­
tative direction std to all control variables.
This means that a trivial action holds all control variables steady at their current mag­
nitude for the time of its duration.
Definition 5.2: Let qualitative actionA and trivial qualitative actionT be executed
independently on identical systems and in identical states in the time interval
(𝑡0, 𝑡1). For some variable 𝑥, respectively denote by 𝑥A(𝑡) and 𝑥T(𝑡) the value of 𝑥
at time 𝑡 under independently executed actions A and T. The relative qualitative




inc if 𝑥A(𝑡1) − 𝑥T(𝑡1) > 0,
std if 𝑥A(𝑡1) − 𝑥T(𝑡1) = 0,
dec if 𝑥A(𝑡1) − 𝑥T(𝑡1) < 0.
(5.2)
We will denote by −A(𝑥) the additive inverse of qualitative effect, which is consis­
tent with the negation of qualitative directions (3.8). Time landmarks 𝑡0 and 𝑡1 are
symbolic, while the interval [𝑡0, 𝑡1] is, in practice, typically the duration of one reactive
cycle. If sgn(𝑥A(𝑡1)−𝑥T(𝑡1)) cannot unambiguously be determined by the given quali­
tative model,A(𝑥) remains undetermined, meaning that any effectA(𝑥) = inc/std/dec
is considered possible.
A relative qualitative effect inc or dec on variable 𝑥 does not guarantee that the
magnitude of 𝑥 will increase or decrease in the absolute sense. Consider again the car
with gears example depicted in Figure 4.2. Recall that the quantity space of velocity
𝑣 is restricted to {zero, inf} with model (4.5), to signify the fact that the car cannot
move backwards. Suppose that the executer is given the task of making a transition
from (𝑥 = goal/std) to (𝑥 = start/std) in the (gear = D) mode. If the qualitative
effects of actions were simulated, no generated behavior would anticipate a decreasing
position 𝑥, hence the executor would correctly conclude the problem unsolvable. On
the other hand, 𝑥 may decrease relative to the effect of the trivial action [pedals ∶
std] when pedals > brake. In the absolute sense this means that by executing action
[pedals ∶ dec], the final magnitude of 𝑥 will be lower than by executing the trivial
action [pedals ∶ std]. There is no guarantee that ‘lower’ also implies ‘negative’ in
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relation to the current position. The executor may therefore keep pressing the brake
pedal in anticipation that the car will eventually start moving backwards. The task
is concluded to be unsolvable only after the brake is being fully pressed and action
[pedals ∶ dec] is no longer possible.
This apparent shortcoming of using relative qualitative effects to guide execution
is not of a big concern in practice. First of all, we may reasonably assume that the
given task is in concordance with the design and capabilities of the system. If that is
not the case, it is the role of the qualitative planner to determine the nonexistence of
a solution. The planner has already simulated the qualitative transition Ŝ𝑖 → Ŝ𝑖+1,
which makes redundant any additional qualitative simulation at the level of execution.
With the above car­with­gears example this means that a plan, which includes driving
in reverse, would never be found by the planner, and would thus never be considered
for execution. We may conclude that even if relative qualitative effects alone cannot
guarantee absolute qualitative effects, the latter are guaranteed by the plan.
5.3.2 Computing relative qualitative effects
The qualitative effect of a qualitative action is determined by resolving the qualita­
tive constraints, as specified by the given model. First, the action assigns qualitative
directions to the control variables. The effect then propagates through qualitative de­
pendencies defined by the model. Each qualitative constraint infers the effect on some
variable, according to already determined effect on others. If some constraints do not
agree on the effect on some variable, e.g. one constraint determinesA(𝑥) = inc and an­
otherA(𝑥) = dec, we have a contradiction in the model and execution may terminate
with an error. An effect may remain undetermined, meaning that any direction is con­
sidered possible. This is denoted by A(𝑥) = inc/std/dec or simply A(𝑥) = . If one
constraint deduces A(𝑥) = , and another A(𝑥) = inc, the consensus is A(𝑥) = inc.
This section provides rules to infer the relative qualitative effect on qualitative vari­
ables through all qualitative constraints listed in Table 3.1. The rules are given as
propositions, each one followed by a mathematical proof. We begin by showing that
the direct assignment of qualitative directions to control variables also yields relative
qualitative effect on those variables.
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Qualitative action
Proposition 4: Let action A = [… , 𝑥 ∶ dir(𝑥), …] be executed in time interval (𝑡0, 𝑡1).
Then A(𝑥) = dir(𝑥).
Proof. Compute the value of 𝑥 under action A at time 𝑡1 in the following way:




Trivial action T assigns ?̇?(𝑡) = 0 for every 𝑡 ∈ (𝑡0, 𝑡1], therefore:
𝑥T(𝑡1) = 𝑥(𝑡0) +􏾙
𝑡1
𝑡0
?̇?T(𝑡) 𝑑𝑡 = 𝑥(𝑡0).
By Definition 5.2, A(𝑥) is determined by the sign of expression:
𝑥A(𝑡1) − 𝑥T(𝑡1) = 􏿶𝑥(𝑡0) +􏾙
𝑡1
𝑡0





Action A assigns a consistent dir(𝑥) within (𝑡0, 𝑡1), which by the definition of quali­
tative direction (3.3) means a consistent sgn(?̇?A(𝑡)). Integration of a strictly positive,
strictly negative, or zero real function respectively yields a positive, a negative, or zero
value. Therefore
sgn (𝑥A(𝑡1) − 𝑥T(𝑡1)) = sgn (?̇?A(𝑡)) ,
and hence A(𝑥) = dir(𝑥). □
After the effect of action A on the control variables is determined, the effect is further
propagated through qualitative dependencies.
Qualitative addition
Proposition 5: Let qualitative action A be executed in time interval (𝑡0, 𝑡1), and let
relative qualitative effects A(𝑥) and A(𝑦) be determined. The effect A(𝑧) through
qualitative constraint add(𝑥, 𝑦, 𝑧) is given in the tabulation below.
+ inc std dec
inc inc inc inc/std/dec
std inc std dec
dec inc/std/dec dec dec
(5.3)
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Here we provide a proof for rules (i) add(inc, inc, inc) and (ii) add(inc, dec, ). The
other rules can be verified in a similar manner.
Proof. Define X(𝑡) = 𝑥A(𝑡) − 𝑥T(𝑡) and Y(𝑡) = 𝑦A(𝑡) − 𝑦T(𝑡).
(i) Given A(𝑥) = inc and A(𝑦) = inc, inequalities X(𝑡1) > 0 and Y(𝑡1) > 0
follow immediately from (5.2). Relative qualitative effect A(𝑧) is determined
by the sign of 𝑧A(𝑡1) − 𝑧T(𝑡1), while qualitative constraint add(𝑥, 𝑦, 𝑧) asserts
𝑧(𝑡) = 𝑥(𝑡) + 𝑦(𝑡) for all 𝑡. We may then deduce:
𝑧A(𝑡1) − 𝑧T(𝑡1) = (𝑥A(𝑡1) + 𝑦A(𝑡1)) − (𝑥T(𝑡1) + 𝑦T(𝑡1))
= (𝑥A(𝑡1) − 𝑥T(𝑡1)) + (𝑦A(𝑡1) − 𝑦T(𝑡1))
= X(𝑡1) + Y(𝑡1).
Obviously, X(𝑡1) + Y(𝑡1) > 0, and hence 𝑧A(𝑡1) − 𝑧T(𝑡1) > 0. From (5.2) it
immediately follows A(𝑧) = inc.
(ii) From A(𝑥) = inc and A(𝑦) = dec it follows X(𝑡1) > 0 and Y(𝑡1) < 0. As in
case (i), we deduce: 𝑧A(𝑡1) − 𝑧T(𝑡1) = X(𝑡1) + Y(𝑡1). Since X(𝑡1) is positive,
Y(𝑡1) negative, and their numerical magnitudes unknown, 𝑧A(𝑡1) − 𝑧T(𝑡1) can
be either positive, negative, or zero, hence A(𝑧) = .
□
Qualitative negation
Proposition 6: Let qualitative actionA be executed in time interval (𝑡0, 𝑡1). Qualitative
constraint minus(𝑥, 𝑦) implies A(𝑦) = −A(𝑥) and A(𝑥) = −A(𝑦), where negation of
direction is consistent with (3.8).
Proof. The qualitative constraint minus(𝑥, 𝑦) asserts 𝑦(𝑡) = −𝑥(𝑡) for all 𝑡. Therefore:
𝑦A(𝑡1) − 𝑦T(𝑡1) = (−𝑥A(𝑡1)) − (−𝑥T(𝑡1))
= − (𝑥A(𝑡1) − 𝑥T(𝑡1)) ,
and equivalently:
𝑥A(𝑡1) − 𝑥T(𝑡1) = − 􏿴𝑦A(𝑡1) − 𝑦T(𝑡1)􏿷 .
Since, by Definition 5.2, A(𝑥) is determined by sgn(𝑥A(𝑡1) − 𝑥T(𝑡1)), and A(𝑦) by
sgn(𝑦A(𝑡1) − 𝑦T(𝑡1)), it immediately follows A(𝑦) = −A(𝑥) and A(𝑥) = −A(𝑦). □
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Qualitative multiplication
Proposition 7: Let the qualitative actionA be executed in time interval (𝑡0, 𝑡1), and let
A(𝑥) and A(𝑦) be determined. The qualitative constraint mult(𝑥, 𝑦, 𝑧) implies:
A(𝑧) = [𝑦(𝑡0)] ∘ A(𝑥) + [𝑥(𝑡0)] ∘ A(𝑦), (5.4)
where operation ∘ is the multiplication of the relative qualitative magnitude with qual­
itative direction (3.12), and the operation + is the addition of qualitative directions
(3.5).
Proof. The relative qualitative effect A(𝑧) is determined by the sign of 𝑧A(𝑡1) − 𝑧T(𝑡1),
while qualitative constraint mult(𝑥, 𝑦, 𝑧) asserts 𝑧(𝑡) = 𝑥(𝑡) ⋅ 𝑦(𝑡) for all 𝑡. We may
then deduce:





























= 𝑦(𝑡0) ⋅ ((𝑥A(𝑡1) − 𝑥(𝑡0)) − (𝑥T(𝑡1) − 𝑥(𝑡0)))
+ 𝑥(𝑡0) ⋅ ((𝑦A(𝑡1) − 𝑦(𝑡0)) − (𝑦T(𝑡1) − 𝑦(𝑡0)))
= 𝑦(𝑡0) ⋅ (𝑥A(𝑡1) − 𝑥T(𝑡1)) + 𝑥(𝑡0) ⋅ 􏿴𝑦A(𝑡1) − 𝑦T(𝑡1)􏿷 .
(5.5)
We now have to show that the qualitative direction of (5.4):
A(𝑧) = [𝑦(𝑡0)] ∘ A(𝑥) + [𝑥(𝑡0)] ∘ A(𝑦),
agrees with the sign of (5.5):
𝑦(𝑡0) ⋅ (𝑥A(𝑡1) − 𝑥T(𝑡1)) + 𝑥(𝑡0) ⋅ (𝑦A(𝑡1) − 𝑦T(𝑡1)).
By Definition 5.2,
A(𝑥) complies with sgn (𝑥A(𝑡1) − 𝑥T(𝑡1)) , and
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A(𝑦) complies with sgn 􏿴𝑦A(𝑡1) − 𝑦T(𝑡1)􏿷 .
From (3.2) it can be seen that the relative qualitative magnitudes [𝑦(𝑡0)] and [𝑥(𝑡0)] re­
spectively comply with sgn(𝑦(𝑡0)) and sgn(𝑥(𝑡0)). Finally, consider the multiplication
and addition of the signs in ℝ, summarized by tabulations:
⋅ + 0 −
+ + 0 −
0 0 0 0
− − 0 +
+ + 0 −
+ + + +/0/−
0 + 0 −
− +/0/− − −
and notice that they respectively comply with the qualitative multiplication of the
magnitude and direction (3.12), and the addition of qualitative directions (3.5). □
Qualitative derivation
Proposition 8: Let actionA be executed in time interval (𝑡0, 𝑡1), and letA(𝑦) be deter­
mined. The qualitative constraint deriv(𝑥, 𝑦) implies A(𝑥) = A(𝑦).
Proof. The qualitative constraint deriv(𝑥, 𝑦) asserts ?̇?(𝑡) = 𝑦(𝑡) for all 𝑡. Therefore:
𝑥A(𝑡1) − 𝑥T(𝑡1) = 􏿶𝑥(𝑡0) +􏾙
𝑡1
𝑡0


















𝑦A(𝑡) − 𝑦T(𝑡) 𝑑𝑡 .
Since the relative qualitative effect A(𝑦) is determined, the sign of 𝑦A(𝑡1) − 𝑦T(𝑡1) is
determined. But since 𝑡1 > 𝑡0 is an arbitrary time landmark, it must hold:
sgn(𝑦A(𝑡) − 𝑦T(𝑡)) = sgn(𝑦A(𝑡1) − 𝑦T(𝑡1)),
for all 𝑡 ∈ (𝑡0, 𝑡1). The integration of a strictly positive, strictly negative, or zero real
function respectively yields a positive, a negative, or zero value. Therefore:
sgn(𝑥A(𝑡1) − 𝑥T(𝑡1)) = sgn(𝑦A(𝑡1) − 𝑦T(𝑡1)).
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From (5.2) it follows A(𝑥) = A(𝑦). □
Note that the qualitative derivation does not represent a symmetric relation. The con­
straint deriv(𝑥, 𝑦) yields implication (A(𝑦) = σ) ⇒ (A 𝑟(𝑥) = σ). If only A(𝑥) is
determined, nothing can be said about A(𝑦).
Qualitative constant
Proposition 9: Let action A be executed within time interval (𝑡0, 𝑡1). Qualitative con­
straint const(𝑥) implies A(𝑥) = std.
Proof. The qualitative constraint const(𝑥) asserts ?̇?(𝑡) = 0 for all 𝑡. Therefore, for both
actions A and T, if holds ?̇?A(𝑡) = 0 and ?̇?T(𝑡) = 0. It follows:
𝑥A(𝑡1) − 𝑥T(𝑡1) = 􏿶𝑥(𝑡0) +􏾙
𝑡1
𝑡0




= (𝑥(𝑡0) + 0) − (𝑥(𝑡0) + 0)
= 𝑥(𝑡0) − 𝑥(𝑡0)
= 0.
From (5.2) immediately follows A(𝑥) = std. □
Monotonic qualitative constraints
Proposition 10: Let action A be executed in time interval (𝑡0, 𝑡1), and let A(𝑥) be de­
termined. The monotonic qualitative constraints M+(𝑦, 𝑥) and M−(𝑦, 𝑥) respectively
imply A(𝑦) = A(𝑥) and A(𝑦) = −A(𝑥), where negation of qualitative direction com­
plies with (3.8).
Proof. By Definition 3.2, which is adopted from Kuipers, there exists a differentiable
function 𝑓, such that 𝑦(𝑡) = 𝑓(𝑥(𝑡)) for every 𝑡, and
𝑓′ > 0 if M+(𝑦, 𝑥),
𝑓′ < 0 if M−(𝑦, 𝑥).
(i) Let M+(𝑦, 𝑥). From 𝑓′ > 0 it follows:
𝑥1 > 𝑥2 ⇒ 𝑓(𝑥1) > 𝑓(𝑥2),
𝑥1 < 𝑥2 ⇒ 𝑓(𝑥1) < 𝑓(𝑥2),
𝑥1 = 𝑥2 ⇒ 𝑓(𝑥1) = 𝑓(𝑥2).
(5.6)
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Consider the differences:
Δ𝑥 = 𝑥A(𝑡1) − 𝑥T(𝑡1),
Δ𝑦 = 𝑦A(𝑡1) − 𝑦T(𝑡1) = 𝑓(𝑥A(𝑡1)) − 𝑓(𝑥T(𝑡1)).
(5.7)
From (5.6) and (5.7) we get:
Δ𝑥 > 0 ⇒ Δ𝑦 > 0,
Δ𝑥 < 0 ⇒ Δ𝑦 < 0,
Δ𝑥 = 0 ⇒ Δ𝑦 = 0,
and hence sgn(Δ𝑦) = sgn(Δ𝑥). From (5.2) it immediately follows A(𝑦) =
A(𝑥).
(ii) Let M−(𝑦, 𝑥). From 𝑓′ < 0 it follows:
𝑥1 > 𝑥2 ⇒ 𝑓(𝑥1) < 𝑓(𝑥2),
𝑥1 < 𝑥2 ⇒ 𝑓(𝑥1) > 𝑓(𝑥2),
𝑥1 = 𝑥2 ⇒ 𝑓(𝑥1) = 𝑓(𝑥2).
(5.8)
From (5.7) and (5.8) we now get:
Δ𝑥 > 0 ⇒ Δ𝑦 < 0,
Δ𝑥 < 0 ⇒ Δ𝑦 > 0,
Δ𝑥 = 0 ⇒ Δ𝑦 = 0,
and hence sgn(Δ𝑦) = − sgn(Δ𝑥). From (5.2) now follows A(𝑦) = −A(𝑥).
□
Multivariate monotonic qualitative constraints
Proposition 11: Let actionA be executed during time interval [𝑡0, 𝑡1], and letA(𝑥𝑖) be
determined for all 𝑖 ∈ {1, … , 𝑛}. The monotonic qualitative constraint
𝑥0 = M𝑠1 ,…,𝑠𝑛 (𝑥1, … , 𝑥𝑛),
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[𝑠𝑖] ∘ A(𝑥𝑖), (5.9)
where [𝑠𝑖] ∈ {[+], [0], [−]} denotes the qualitative magnitude relative to zero, the
operation ∘ is the multiplication of the relative qualitative magnitude with qualitative
direction (3.12), and the summation is the addition of qualitative directions (3.5).
Proof. The qualitative constraintM 𝑠1 ,…,𝑠𝑛 represents a totally differentiable real­valued




+ if ∂𝑓∂𝑥𝑖 > 0,
− if ∂𝑓∂𝑥𝑖 < 0.
(5.10)
Consider the following differences for every 𝑖 > 0:
Δ𝑥𝑖 = 𝑥𝑖A(𝑡1) − 𝑥𝑖T(𝑡1),








It is not difficult to verify that the qualitative direction of (5.9) complies with the sign
of (5.11).
1. The sign of Δ𝑥𝑖 complies with the qualitative direction of A(𝑥𝑖) by Defini­
tion 5.2.
2. The signs of partial derivatives ∂𝑓∂𝑥𝑖
comply with qualitative magnitudes [𝑠𝑖] by
definition (5.10).
3. The multiplication of sgn 􏿵 ∂𝑓∂𝑥𝑖 􏿸 with sgn(Δ𝑥𝑖) complies with the multiplication
of relative qualitative magnitude [𝑠𝑖] with qualitative direction A(𝑥𝑖), as seen
from (3.12).
4. Finally, summation (5.11) complies with addition of qualitative directions (3.5).
□
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5.3.3 Propagation of relative qualitative effects
Propositions 4 through 11 determine how relative qualitative effects are propagated
through qualitative constraints from actions to qualitative variables. In this process,
qualitative constraints behave as functions. If the effect on all independent variables
is determined, the effect on the dependent variable may or may not be determinable.
Exceptions are constraint const, which assigns the effect to the sole variable immediately,
and constraint M+(𝑦, 𝑥), where the roles of variables 𝑥 and 𝑦 are interchangeable. If the
effect on all variables is determined, including the dependent variable, the constraint
then behaves as a constraint and verifies the validity of values. Contradictions should
not occur with a sound qualitative model.
A peculiar case is the multiplication constraint, which relies on the qualitative mag­
nitudes of independent variables 𝑥 and 𝑦 to determine A(𝑧), as seen from (5.4). For
this reason, the qualitative state S(𝑡0) is needed by the algorithm. Moreover, con­
straints may belong to different operating regions, therefore S(𝑡0) is also used to verify
the validity of each constraint, i.e. whether a constraint is applicable in S(𝑡0).
The algorithm for propagating relative qualitative effects through the system of qual­
itative constraints is summarized below. Without loss of generality, let 𝑥1, … , 𝑥𝑘 rep­
resent control variables, and 𝑥𝑘+1, … , 𝑥𝑛 non­control variables.
INpuT:
vector of qualitative variables [𝑥1, … , 𝑥𝑛],
action A = [𝑥1 ∶ dir1, … , 𝑥𝑘 ∶ dir𝑘] , 𝑘 ≤ 𝑛,
a list of qualitative constraints Q = [C1, … , C𝑚],
current qualitative state S(𝑡0).
OuTpuT:
vector of relative qualitative effects [A(𝑥1), … ,A(𝑥𝑛)].
1. For each control variable 𝑥𝑖 ∈ [𝑥1, … , 𝑥𝑘],
2. let A(𝑥𝑖) ← dir𝑖, in accordance to Proposition 4.
3. Pop a constraint C𝑖 from Q.
4. Depending on the type of constraint C𝑖 and state S(𝑡0), use propositions 5
through 11 to determine A(𝑥) on some variable 𝑥 ∈ [𝑥1, … , 𝑥𝑛], if possible.
5. If A(𝑥) had previously already been determined, and the value inferred by C1
contradicts the previously determined value, terminate with error.
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6. Push C𝑖 to the end of Q.
7. If, after the last iteration from step 3, the effect has been determined for at least
one variable, continue at step 3.
8. Return [A(𝑥1), … ,A(𝑥𝑛)].
The performance of the above algorithm depends on the given sequenceC1, … , C𝑚
of qualitative constraints. For the fastest computation, the sequence should follow
functional dependencies. Constraints that consider control variables should be pro­
cessed among the first, while constraints that consider target variables could be pro­
cessed among the last. Reordering can be done off­line, before execution starts. In
practice, however, differences in the actual computation time with respect to the or­
dering of constraints turns out to be negligible.
5.4 Quantifying qualitative effects through gradient descent
The relative qualitative effect of an action may be computed for all qualitative vari­
ables, but the executor is actually interested only in the effects on (i) target variables
as specified by the plan, and (ii) numerical constraints, if given. Recall from Defini­
tion 4.4 that a numerical constraint is an inequality of the form 𝑥 < 𝑥max, 𝑥 > 𝑥min,
𝑥min < 𝑥 < 𝑥max, or a logical disjunction of those. Multiple numerical constraints are
conjoined. The executor is therefore interested in the effect of actions on all numeri­
cally constrained variables.
So let 𝑥1, … , 𝑥𝑛 be the qualitative variables of interest to the executor, of which
𝑥1, … , 𝑥𝑘 are target variables, and 𝑥𝑘+1, … , 𝑥𝑛 are numerically constrained. Denote by
Ā(𝑥) ∈ {1, 0, −1} the numerical counterpart of qualitative effectA(𝑥) ∈ {inc, std, dec},
so that inc ↦ 1, std ↦ 0, and dec ↦ −1. Vector
A⃗ = [Ā(𝑥1), … , Ā(𝑥𝑘), Ā(𝑥𝑘+1), … , Ā(𝑥𝑛)] ∈ ℝ𝑛 (5.12)
is a vector in a continuous space of action effects. As such, it encodes no informa­
tion about the direction or distance of the target, nor the contingency of numerical
constraints. This space of action effects is embedded into a space 𝔼 ⊆ ℝ𝑛, which
we will call the executor space, in such a way, that the current numerical state corre­
sponds to some point (𝑒1, … , 𝑒𝑛) ∈ 𝔼, while the target corresponds to the subspace
(𝑒1 = 0,… , 𝑒𝑘 = 0). Values 𝑒1, … , 𝑒𝑘 represent normalized estimations of signed
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distances from the target along each attribute 𝑥1, … , 𝑥𝑘. Values 𝑒𝑘+1, … , 𝑒𝑛 represent
estimations of contingency for each numerically constrained variable 𝑥𝑘+1, … , 𝑥𝑛. The
execution heuristic is encoded in the embedding of 𝔼 into 𝔼 × ℝ via a continuous
function F ∶ 𝔼 → ℝ, which curves the space𝔼 in a slope­like shape, leading downhill
towards the target. The way in which we construct function F is motivated by the
following principles of the executor:
1. Prioritize actions in favor of those variables, which are farther away from their
target values. Steepness of the slope should therefore increase with the distance
from the target.
2. Variable 𝑥𝑖, constrained numerically to an interval 𝑥𝑖 ∈ (𝑎𝑖,∞) or 𝑥𝑖 ∈ (−∞, 𝑏𝑖),
should move away from its respective critical point 𝑎𝑖 or 𝑏𝑖. The steepness of the
slope should increase with proximity to the critical point.
3. The slope of variable 𝑥𝑖 that is numerically constrained to an interval 𝑥𝑖 ∈ (𝑎𝑖, 𝑏𝑖),
can be shaped so that 𝑥𝑖 gravitates towards the midpoint 𝑝 =
𝑎𝑖+𝑏𝑖
2 , which may
be considered the safest. The steepness of the slope should increase with the
distance from the midpoint.
Let numerically constrained variables 𝑥𝑖 for 𝑖 > 𝑘 be ordered so that 𝑥𝑖 for 𝑖 ≤ 𝑙
are constrained to (𝑎𝑖,∞) or (−∞, 𝑏𝑖), and 𝑥𝑖 for 𝑖 > 𝑙 are constrained to (𝑎𝑖, 𝑏𝑖). A
function F, complying to the above three principles of execution, is the following:
















−1 ⋅ (1 − 𝑒𝑖)
−1 − 1􏿷 . (5.13)
We will discuss mappings 𝑥𝑖 ↦ 𝑒𝑖 later in this section. Note that 𝑒𝑖 ∈ (−1, 1) for
𝑖 > 𝑙. An illustration of such an F function is shown in Figure 5.2, where 𝑥1 is a target
variable and 𝑥2 is numerically constrained. With the left plot, 𝑥2 is constrained to
some (𝑎2,∞), while with the right plot it is constrained to some (𝑎2, 𝑏2)with midpoint
𝑝 = 𝑎2+𝑏22 . With target variables, F increases quadratically with the distance from the
target, so that 𝑒𝑖 is actually the rate of change. With numerically constrained variables,
F approaches infinity as the variable approaches its endpoint.
Gradient of F at a point 𝑝 is a vector, pointing in direction of the steepest slope at
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Figure 5.2
A plot of function F,
where 𝑥1 is a target vari­
able and (left) 𝑥2 is nu­
merically constrained to
some (𝑎2 ,∞); (right) 𝑥2
is numerically constrained











𝑥2 ∈ (𝑎2, 𝑏2)




, … , ∂F∂𝑒𝑛
􏿹 . (5.14)
The negative gradient −∇F therefore points in the direction of the steepest descent at
point 𝑝. The dot product of the gradient with a vector 𝑣 ∈ 𝔼 determines the differential
ΔF(𝑣). The descent made by a qualitative actionA is therefore determined via the dot
product:






The value Q(A) ∈ ℝ is an estimation of how useful an action A is in the current
state. A higher value represents a more useful action. The available actions may not
necessarily actuate precisely in the direction of the negative gradient. By choosing
actions with the highest Q(A), the steepest descent is typically approximated in a zig­
zag manner.
5.4.1 Constructing the executor space
Having clarified the role and usage of function F to quantify qualitative actions, we
now continue the discussion on how to construct the executor space𝔼 from numerical
observations. Different target variables may represent different quantities (e.g. meters,
degrees, speed, etc.), so the observed numerical data are generally not directly com­
parable between attributes. Even with the same units, a certain distance may have
different significance when attributes can change at a different rate or under a differ­
ent acceleration. A possible measure of ‘distance’ that accounts for these differences is
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an estimation of the time in which a target value can be reached, considering the cur­
rent offset, velocity, probable terminal velocity, and acceleration. These estimations
are optimistic, treating every variable as independent under optimal conditions. Re­
gardless of typically being overestimated, their role is not to determine the duration of
execution, but to normalize a numerical state across different measures.
Time estimates are computed differently for spatial variables (non­time derivatives)
and velocity variables (time derivatives of the first order). The estimates of spatial vari­
ables take into the account velocities and accelerations, while estimates of velocity
variables take into the account only accelerations (their first order derivatives). Time
estimates are not computed for accelerations or time derivatives of even higher orders.
For these, an instantaneous change to any value is assumed.
Spatial variables
Let the execution of transition Ŝ𝑖 → Ŝ𝑖+1 take place in time interval [𝑡0, 𝑡1], and let
𝑡 ∈ [𝑡0, 𝑡1] denote the current time. Target state Ŝ𝑖+1 is expected to be reached at a
symbolic time 𝑡1. Consider the values 𝑒𝑖 at time 𝑡. With spatial variables 𝑒𝑖≤𝑘, these
represent normalized optimistic estimations of 𝑡1−𝑡 for each separate variable, i.e. each
variable optimistically determines its best timing. In the following computations of 𝑒𝑖
we assume 𝑥𝑖(𝑡) ≤ 𝑥𝑖(𝑡1) without loss of generality. With cyclic variables we similarly
assume that the direction of the smallest distance is positive, e.g. θ(𝑡) = 350∘ and
θ(𝑡1) = 10∘ implies θ(𝑡1) − θ(𝑡) ≅ 20∘. If that is not the case, the roles of positive
and negative direction may be reversed, while computations stay the same.
The quantities observed during execution for each spatial variable 𝑥𝑖 are the following:
the current velocity 𝑣(𝑥𝑖) = ?̇?𝑖(𝑡);
maximum velocity (denoted 𝑣+(𝑥𝑖) or 𝑣−(𝑥𝑖)) from the beginning of the first
execution up to the present moment. Separate observations are made in the
positive 𝑣+(𝑥𝑖) > 0 and the negative 𝑣−(𝑥𝑖) < 0 direction;
maximum acceleration (denoted 𝑎+(𝑥𝑖) or 𝑎−(𝑥𝑖)) from the beginning of the
first execution up to the present moment, separately in positive the 𝑎+(𝑥𝑖) > 0
and the negative 𝑎−(𝑥𝑖) < 0 direction.
If the values 𝑣±(𝑥𝑖) or 𝑎±(𝑥𝑖) have not yet been observed, the default values 𝑣±(𝑥𝑖) =
±1 or 𝑎±(𝑥𝑖) = ±1 are assumed. This typically happens during the first two reactive
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cycles, before velocity and acceleration can be computed from the observed differen­
tials.
The timeE𝑖 ≥ 0 for variable 𝑥𝑖 to reach its target value is estimated using the classical
kinematic equations for accelerated motion in the following way:
1. If the current velocity 𝑣(𝑥𝑖) is non­negative, i.e. stopped or moving towards the
target value, two scenarios are possible:
(a) Maximum velocity 𝑣+(𝑥𝑖) is high enough for the motion to be accelerated
at all times. This is the case when 𝑣+(𝑥𝑖) ≥ 𝑣1(𝑥𝑖), where
𝑣1(𝑥𝑖) = √𝑣(𝑥𝑖)2 + 2 ⋅ 𝑎+(𝑥𝑖) ⋅ (𝑥𝑖(𝑡1) − 𝑥𝑖(𝑡)).





(b) Maximum velocity 𝑣+(𝑥𝑖) is reached sooner that the target value, after
which motion continues at a constant velocity 𝑣+(𝑥𝑖). Estimate E𝑖 is then










is the distance made before 𝑣+(𝑥𝑖) is reached.
2. If the current velocity 𝑣(𝑥𝑖) is negative, i.e. moving away from the target value,
motion must first be brought to a stop. The distanceD > 0made in the negative





When a stopping state is reached (for variable 𝑥𝑖), two further scenarios are again
possible:
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(a) Maximum velocity 𝑣+(𝑥𝑖) is never reached, which is true if 𝑣+(𝑥𝑖) ≥
𝑣1(𝑥𝑖), where
𝑣1(𝑥𝑖) = √2 ⋅ 𝑎+(𝑥𝑖) ⋅ (𝑥𝑖(𝑡1) − 𝑥𝑖(𝑡) + D).





(b) Motion is first accelerated and after reaching the maximum velocity 𝑣+(𝑥𝑖),










is the distance made before 𝑣+(𝑥𝑖) is reached.
Velocity variables
Computation of estimates E𝑖 is somewhat simplified when 𝑥𝑖 is a velocity variable. The
observed maximum velocity 𝑣+(𝑥𝑖) of 𝑥𝑖 is actually the acceleration 𝑎+(𝑥𝑗) of some
spatial variable 𝑥𝑗, related to 𝑥𝑖 by constraint deriv(𝑥𝑗, 𝑥𝑖). We may therefore regard






𝑣(𝑥𝑖) = 𝑣+(𝑥𝑖) if 𝑥𝑖(𝑡1) ≥ 𝑥𝑖(𝑡),
𝑣(𝑥𝑖) = 𝑣−(𝑥𝑖) if 𝑥𝑖(𝑡1) < 𝑥𝑖(𝑡).
Normalization of estimates
The estimate E𝑖 represents an optimistic estimate under the current observations, for
𝑥𝑖 to reach its target value 𝑥𝑖(𝑡1). Obviously, target state [𝑥1(𝑡1), … , 𝑥𝑘(𝑡1)] cannot be
reached sooner than the slowest target variable can reach its target value. The estimated
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The estimates E𝑖 are then signed and normalized as:
𝑒𝑖 =
sgn (𝑥𝑖(𝑡) − 𝑥𝑖(𝑡1)) ⋅ E𝑖
E , (5.22)
which makes 𝑒𝑖 ∈ [−1, 1] for all target variables, with 𝑒𝑖 = ±1 for the farthest variable,
and 𝑒𝑖 = 0 for all variables that are at their target value. The sign encodes the direction
of the target value. This normalization is necessary to make values 𝑒𝑖 comparable to
those computed by numerical constraints.
Contingency of numerical constraints
Numerical constraints fall into two categories: half­bounded 𝑥𝑖 ∈ (𝑎𝑖,∞) or 𝑥𝑖 ∈
(−∞, 𝑏𝑖), and (fully) bounded 𝑥𝑖 ∈ (𝑎𝑖, 𝑏𝑖). Half­bounded constraints estimate the
shortest time E𝑖 for 𝑥𝑖 to reach the critical point 𝑐, which is either 𝑎𝑖 or 𝑏𝑖. This
is done through equations (5.16,5.17) and (5.18,5.19) by substituting 𝑥𝑖(𝑡1) with 𝑐.
Note that with 𝑐 = 𝑎𝑖, the roles of positive and negative direction must be reversed for
these equations to give correct results. The estimate E𝑖 is then signed and normalized
as:
𝑒𝑖 =
sgn (𝑥𝑖(𝑡) − 𝑐) ⋅ E𝑖
E . (5.23)
If the numerical constraint is not violated, 𝑒𝑖 is a non­zero real number, while its sign
encodes the type of constraint, i.e. (𝑎𝑖,∞) or (−∞, 𝑏𝑖). The distance to target E serves
as a representation of contingency. When (obstacle) 𝑐 is closer than the target, more
emphasis is placed on avoidance. When the target is closer, more emphasis is placed
on approaching.
With fully bounded constraints 𝑥𝑖 ∈ (𝑎𝑖, 𝑏𝑖), the length of interval L = 𝑏1−𝑎𝑖 serves
as a representation of distance. Value 𝑥𝑖(𝑡) is normalized by L instead of E. Recall from
(5.13) that for fully bounded constraints, 𝑒𝑖 ∈ (−1, 1) signifies that the constraint is




2 ⋅ 𝑥𝑖(𝑡) − 𝑎𝑖 − 𝑏𝑖
𝑏𝑖 − 𝑎𝑖
, (5.24)
where 𝑝 = 𝑎𝑖+𝑏𝑖2 is the midpoint.
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5.5 Determining and filtering qualitative actions
Up to this point we have assumed that a set of qualitative actions, which can be exe­
cuted in some state, is given. What is actually given by the model is a set of control
variables 𝑐1, … , 𝑐𝑚, from which the set of actions can be derived. The set of all potential
actions is obtained by cartesian product
𝑐1 ∶ {inc, std, dec} × 𝑐2 ∶ {inc, std, dec} × ⋯ × 𝑐𝑚 ∶ {inc, std, dec},
resulting in 3𝑚 different qualitative actions. Some of these actions may be dismissed be­
fore or after evaluation of qualitative effects, and some after they have been quantified
(5.15). The reasons to dismiss an action before quantification can be the following:
A trivial qualitative action. From Definition 5.1 it is apparent that the relative
qualitative effect of a trivial action is std for all variables. This means no informa­
tion can be deduced about the effect of this action, which is therefore excluded
from execution.
Crossing domain boundaries. Consider the quantity space of some variable 𝑥
which is closed or half­closed, i.e. there is a maximum or minimum landmark.
Suppose the current value of 𝑥 equals the maximum landmark. Every action
that increases 𝑥 is meaningless. Therefore all such actions may be dismissed be­
fore quantification. However, with relative qualitative effects, absolute effects of
actions can be guaranteed only for control variables. Actions that cross bound­
aries of control variables can be dismissed even before evaluating their effects.
Choosing more dynamic actions. Suppose two actions have exactly the same qual­
itative effect, which obviously results in equivalent quantification. This means
that any existing difference in their actual numerical effect cannot be foreseen
by the executor, making the choice between the two actions arbitrary. In such
cases, the executor prefers an action with a lower count of std instructions (the
more dynamic one), and filters out the less dynamic alternatives before quan­
tification. In our experiments, more dynamic actions typically extorted higher
forces on the system and thus faster executions. In other domains, however, this
feature could be considered optional or altered according to some other criteria.
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The reason to dismiss an action after quantification can be that the dismissed action
actuates some part of the system which plays no role in reaching the current target.
For example, an airplane, once off the ground, cannot affect its speed by applying a
brake on its landing gear. We may say that the control variable that is associated with
braking is ineffective in the given state (off the ground) and for the given target speed.
Effectiveness of actions can be determined with the quantification of their effects.
Definition 5.3: Let the system be in some state S, and let 𝑐1, … , 𝑐𝑚 be control
variables. If in state S there exists a pair of qualitative actions A 1 and A 2, such
that
A 1 ∶ dir(𝑐𝑖) = A 2 ∶ dir(𝑐𝑖), ∀𝑖 ≠ 𝑘;
A 1 ∶ dir(𝑐𝑘) ≠ A 2 ∶ dir(𝑐𝑘),
(5.25)
for some 𝑘 ∈ {1, … ,𝑚}, and Q(A 1) ≠ Q(A 2), we say that control variable 𝑐𝑘 is
effective in state S. If a control variable is not effective in state S, it is ineffective in
S.
In other words, if we can change the rate of descent of function F in state S by
altering only one control variable, then that variable is effective. It is typically more
economical to keep ineffective parts of the system steady. We may therefore dismiss
actions with non­steady instructions to ineffective control variables. The algorithm
to identify such actions can be implemented in O(𝑛 log 𝑛) in the number of actions.
First, actions are sorted by the value of Q(A 𝑖). Adjacent actions with equal Q(A 𝑖)
values are then verified against criterion (5.25).
Even after applying all the above action filters, some actions may still evaluate to
the same Q(A 𝑖). If that is the case with the maximum value Q(A 𝑖), the action to be
executed is chosen arbitrarily among those.
5.6 Performance assessment
In this section we systematically assess the performance of the proposed executor. In
particular, we address the following questions:
Computational feasibility and scalability. Can the executor run in real­time? How
Execution of qualitative plans 97
fast can an action be decided and how does the performance scale with domain
complexity?
Capability to control accelerated motion. Do we have any guarantees that the
executor will not lose control over the system’s velocity? How does this ability
improve with time?
Susceptibility to noise. How does the executor perform under noisy actions and
sensors?
5.6.1 Computational feasibility and scalability
The feedback control loop can only be as fast as the speed of the executor to decide on
the next qualitative action to execute. The effect of each action is evaluated through
the given qualitative model, i.e. against each qualitative constraint. So the overall com­
putation time depends on the number of possible qualitative actions and the number
of qualitative constraints.
To assess the computation speed of our C++ implementation of the executor, we
measured how many reactive cycles per second it can achieve on a Raspberry Pi 4
computer system, using 60 models of various sizes. The models were ranging from 3
to 729 qualitative actions, and from 5 to 50 qualitative constraints. The size of the
action space is exponential (3𝑛) in the number of control variables (𝑛), since each con­
trol variable introduces three possible qualitative directions (inc, std, dec). In practice,
however, the action space may be limited to a subset of all possible variations. For
example, in our quadcopter domain we limit the size of the action space to 9 deter­
ministic qualitative actions shown in Table 6.7, whereas the 4 control variables span
81 qualitative actions in total.
The models used with this assessment do not describe any particular system. They
are generated by the following pattern. Let 𝑛 denote the number of control variables
and 𝑚 the number of constraints. Denote control variables by 𝑥0, … , 𝑥𝑛 and goal
variables by 𝑦0, … , 𝑦𝑚. The qualitative model for some 𝑛 and 𝑚 is then composed of
𝑚 monotonic qualitative constraints:
M±(𝑦𝑖, 𝑥𝑖 mod 𝑛), (5.26)
where 𝑖 ∈ {0, … ,𝑚 − 1} and constraint M+ or M− is chosen arbitrarily.
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Table 5.1
Reactive speeds of the executor on the Raspberry Pi 4 computer system expressed as an average number of reactive cycles per
second. The size of the used qualitative model depends on the size of the action space and the number of qualitative constraints.
Size of the action space (number of actions)
3 9 27 81 243 729











10 1524.4 1472.8 624.2 236.4 58.9 20.4
15 1455.6 960.6 417.2 160.5 53.4 13.9
20 1000.2 678.4 297.8 111.5 33.6 9.7
25 625.8 502.0 237.9 88.2 29.1 7.0
30 541.7 425.5 191.6 70.8 21.2 5.7
35 493.8 355.0 157.2 59.2 19.3 4.7
40 488.5 311.0 135.5 49.9 14.9 3.9
45 424.4 260.6 117.1 43.9 13.6 3.5
50 323.5 223.8 102.3 38.4 11.2 3.0
> 50 Hz 5 – 50 Hz < 5 Hz
Each model was executed 10 times and the average time of execution measured. One
such execution represents one reactive cycle. We then compute how many cycles can
be executed in one second, which gives us an average reactive frequency for the given
model. The results are shown in Table 5.1. The highest reactive frequency we used
in our robotics domain was 50 Hz, therefore we consider the cases with higher values
feasible for run­time execution. We were able to execute some robotics tasks at about 5
actions per second, so we consider the cases between 5 – 50Hz to be borderline cases.
It turns out that all our experimental domains are significantly above the borderline
values.
5.6.2 Capability to control accelerated motion
The proposed method of deciding the next qualitative action by following the steepest
descent through the space 𝔼 of target distance estimates is based on the intuition
of spatial distances. However, a target does typically not specify only a position in
Euclidean space, but also qualitative velocities (directions of change) at that point (inc,
std, dec). Hence the question how this method performs in domains where besides
positions, velocities must also be controlled. It is reasonable to presume possible cases
where the executor would build up the momentum of the robot to such a level, that
it would later not be able to stop it at the target position. Here, a mathematical proof
Execution of qualitative plans 99
is given that the proposed method of execution does not allow velocities beyond the
system’s deceleration capabilities, given that the executor is numerically adapted¹. (i.e.
has the correct information about terminal velocities, accelerations, and decelerations
of the system).
Let us consider the accelerated linear motion from an initial position (𝑥 = start/std)
to a target position (𝑥 = goal/std), which takes place in symbolic time interval [𝑡0, 𝑡1].
Without loss of generality we may assume start > goal, i.e. motion takes place in
the positive 𝑥 direction. For an easier illustration we may consider the Car with gears
example from Section 4.5, and the plan presented in Figure 4.2. After transitioning
to the drive mode, the car accelerates towards the goal until a critical point is reached,
after which it starts to decelerate to stop precisely at the goal position. If the critical
point is identified too late, the car is not able to stop at the goal. It may, however, be
identified earlier than optimal. The executor may then dynamically regulate the rate
of deceleration, resulting in a successful execution in suboptimal time.
The question is, at which point during the execution will deceleration begin, i.e.
what critical point 𝑡𝑐 does the executor find? Let us first consider an optimal critical
point 𝑡opt. Recall that 𝑎+(𝑥) > 0 is the observed acceleration rate, and 𝑎−(𝑥) < 0
the observed deceleration rate. For an optimal performance we assume no limits in
velocity. Optimally, the critical point is the point of the maximum velocity, so that the
momentum gained during [𝑡0, 𝑡opt):
?̇?(𝑡opt) = √2 ⋅ 𝑎
+(𝑥) ⋅ 𝑥(𝑡opt), (5.27)
is equal to the momentum lost during (𝑡opt, 𝑡1]:
?̇?(𝑡opt) = √2 ⋅ −𝑎
−(𝑥) ⋅ 􏿴𝑥(𝑡1) − 𝑥(𝑡opt)􏿷. (5.28)
Thus, the following applies:
√2 ⋅ 𝑎
+(𝑥) ⋅ 𝑥(𝑡opt) = √2 ⋅ −𝑎
−(𝑥) ⋅ 􏿴𝑥(𝑡1) − 𝑥(𝑡opt)􏿷






¹Before the executor numerically adapts it may exhibit some troubles controlling the velocities.
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𝑥(𝑡opt) = Ropt ⋅ 𝑥(𝑡1), (5.29)
where Ropt signifies the optimal ratio between the accelerated and decelerated part of
the trajectory. In the case where 𝑎+(𝑥) = −𝑎−(𝑥) = 10m/s2, this ratio is Ropt = 0.5,
so the optimal critical point is exactly the trajectory midpoint.
Let us now consider the critical point found by the executor. Suppose the executor
is numerically adapted, which means it has the correct numerical information about
𝑎+(𝑥), −𝑎−(𝑥), 𝑣+(𝑥), and −𝑣−(𝑥). The executor estimates E𝑥 and E?̇? to determine
whether to give priority to the target value 𝑥 = 𝑥1 (acceleration) or to the target value
?̇? = 0 (deceleration). Depending on the maximum possible velocity 𝑣+(𝑥), E𝑥 is
found somewhere between the two extremes, denoted by E (1)𝑥 and E (2)𝑥 . These are the
outcomes of two special case scenarios:
1. Velocity is not limited. Motion will be accelerated until the target value is
reached in E (1)𝑥 seconds.
2. Currently observed velocity is also the terminal velocity, 𝑣(𝑥) = 𝑣+(𝑥). Motion
continues at the constant velocity 𝑣+(𝑥) and the target value is reached in E (2)𝑥
seconds.
Estimates E (1)𝑥 and E (2)𝑥 are determined by (5.16) and (5.17) as follows:
E (1)𝑥 (𝑡) =
𝑣+(𝑥) − 𝑣(𝑥)
𝑎+(𝑥) , (5.30)
E (2)𝑥 (𝑡) =
𝑥(𝑡1) − 𝑥(𝑡)
𝑣(𝑥) . (5.31)






where the target value ?̇?(𝑡1) = 0.
After E𝑥 and E?̇? are computed, the effects of acceleration A = [?̇? ∶ inc] and de­
celeration D = [?̇? ∶ dec] are quantified. According to Proposition 8, qualitative
constraint deriv(𝑥, ?̇?) yields relative qualitative effects A(𝑥) = inc and D(𝑥) = dec,
hence A⃗ = [1, 1] and D⃗ = [−1, −1] as per (5.12). From (5.15) and (5.22) we get:
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At time 𝑡0, we have E𝑥(𝑡0) > 0 and E?̇?(𝑡0) = 0, which implies Q(A) > Q(D), and
hence execution starts by acceleration. As the execution proceeds,Q(A) decreases and
Q(D) increases, until equalityQ(A) = Q(D) is reached at a critical distance 𝑥𝑐 = 𝑥(𝑡𝑐),
which lies between the extremes 𝑥(1)𝑐 = 𝑥 􏿴𝑡(1)𝑐 􏿷 and 𝑥(2)𝑐 = 𝑥 􏿴𝑡(2)𝑐 􏿷, corresponding to









E𝑥(𝑡𝑐) − E?̇?(𝑡𝑐) = E?̇?(𝑡𝑐) − E𝑥(𝑡𝑐)
E𝑥(𝑡𝑐) = E?̇?(𝑡𝑐)
(5.33)
We then continue for 𝑥𝑐 = 𝑥
(1)
𝑐 :










−𝑎−(𝑥) + 1􏿹 ⋅ 𝑣(𝑥𝑐)
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And for 𝑥𝑐 = 𝑥
(2)
𝑐 :




𝑥(𝑡1) − 𝑥𝑐 = −
𝑣(𝑥𝑐)2
𝑎−(𝑥)
𝑥(𝑡1) − 𝑥𝑐 = −
2 ⋅ 𝑎+(𝑥) ⋅ 𝑥𝑐
−𝑎−(𝑥)
𝑥(𝑡1) = 2 ⋅
𝑎+(𝑥)
𝑎−(𝑥) ⋅ 𝑥𝑐 + 𝑥𝑐
𝑥(𝑡1) = 􏿶2 ⋅
𝑎+(𝑥)
𝑎−(𝑥) + 1􏿹 ⋅ 𝑥𝑐





So we have determined the bounds 𝑥(1)𝑐 and 𝑥(2)𝑐 of the interval, within which the ex­
ecutor determines a critical point when numerically adapted. We will call this interval
the critical interval. Note that the ratio 𝑎
+(𝑥)
−𝑎−(𝑥) between acceleration and deceleration
is always positive, hence it is not difficult to see that
𝑥(1)𝑐 < 𝑥(2)𝑐 < 𝑥(𝑡opt).
This proves that a numerically adapted executor is guaranteed to start decelerating
sooner than necessary to stop at the target position.
We confirm this by a simulation. The agent with a mass of 1 kg is placed 10m from
the target. It can move by applying a force F ∈ [−10N, 10N]. The simulation runs
at 100Hz. The translation from a qualitative to a numerical action is made using a
constant rate of change of 100N/s. This means that at each Δ𝑡 = 0.01 s a qualitative
action is executed in the following way: F ∶ inc → F ← F+ 1, F ∶ dec → F ← F− 1,
and F ∶ std → F ← F. The critical interval of this system is between 2.5m and 3.3m.
The performance of 10 consecutive executions is shown Table 5.2. The first exe­
cution, whose plots are shown in Figure 5.3, was started numerically unadapted and
achieved by far the worst result. The critical point was determined significantly before
the critical interval of an adapted system, hence the average speed of the agent was
relatively low. Significant improvement was made during the second execution, but
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Table 5.2
Timings of 10 consecutive executions of a simulated accelerated motion. The first execution is not numerically adapted. The
executor adapts incrementally with every further execution. The behavior converges after 5 executions.
Execution 1 2 3 4 5 6 7 8 9 10
Critical point 𝑥𝑐 0.42m 2.05m 2.52m 2.59m 2.67m 2.67m 2.67m 2.67m 2.67m 2.67m
Critical point 𝑡𝑐 0.33 s 0.68 s 0.75 s 0.76 s 0.77 s 0.77 s 0.77 s 0.77 s 0.77 s 0.77 s




































Performance of the first
execution of the simulated
accelerated motion. The
system is not numerically
adapted. The critical
point is identified by the
first decelerating action
at 0.33 s, which is way
before the critical interval.
the critical interval was reached with the third execution. After that, improvements in
performance were minimal and the behavior converged after five executions. Plots of
the last execution are shown in Figure 5.4.
The demonstrated behavior of accelerated motion scales to multiple spatial dimen­
sions, given that the system can independently control the actuation along each dimen­
sion. Figure 5.5 shows a trajectory made by a simulated execution of an accelerated
planar motion. All the properties are kept the same is in the previous simulation, ex­
cept that a shorter distance of 5m has to be traveled along the 𝑦 direction. The figure
shows a trajectory made after the executor has been fully numerically adapted. Critical
points are determined separately along each direction, and both within their respective
critical intervals.
5.6.3 Susceptibility to noise
To assess the susceptibility of the executor to noise, we introduce some level of additive
white gaussian noise (AWGN) to our simulated linear accelerated motion. We do this
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Figure 5.4
Performance of a com­
pletely adapted execution
of the simulated acceler­
ated motion. The critical
point is determined at





































Simulation of an acceler­
ated planar motion. The




direction, and both within
their respective critical
intervals.















Critical interval along 𝑥
Critical interval along 𝑦
separately for input and output signals. To simulate noisy output signals, we add to the
applied force F a random value with normal distribution with some standard deviation
σ. With a chosen σ we executed 1000 consecutive simulations, which means that the
results are virtually the results of a numerically adapted executor.
Table 5.3 shows the results of executions under the noisy actions with the noise levels
between ±0.1N to ±2.0N. It turns out that up to some level, noise has negligible
effect on the performance of the system, in this case up to about ±1.0N. Higher
levels of noise still allowed the typical system’s behavior — the critical point was still
determined within the critical interval, but the system had problems fine­tunning at
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Table 5.3
Effect of the output noise on the simulated linear accelerated motion. White Gaussian noise is used with standard deviations
listed in the header. Values in each column are expressed as mean values with standard deviation of results obtained from 1000
simulations.
Output noise ± 0.1N ± 0.5N ± 1.0N ± 1.5N ± 2.0N
Critical point 𝑥𝑐 2.67 m ± 0.02 m 2.69 m ± 0.02 m 2.71 m ± 0.04 m 2.78 m ± 0.08 m 2.90 m ± 0.17 m
Critical point 𝑡𝑐 0.77 s ± 0.00 s 0.77 s ± 0.01 s 0.78 s ± 0.02 s 0.81 s ± 0.04 s 0.86 s ± 0.08 s
Goal reached in 3.06 s ± 0.01 s 3.06 s ± 0.03 s 3.06 s ± 0.15 s 3.28 s ± 0.48 s 3.79 s ± 1.01 s
Table 5.4
Effect of the input noise on the simulated linear accelerated motion. Values in each column are expressed as mean values with
standard deviation of results obtained from 1000 simulations.
Input noise (RMS) 1% 5% 10% 20%
Position 𝑥 reached in 2.66 s ± 0.06 s 2.47 s ± 0.07 s 2.30 s ± 0.10 s 1.81 s ± 0.18 s
Target velocity error 0.48 m/s ± 0.18 m/s 0.56 m/s ± 0.26 m/s 0.71 m/s ± 0.41 m/s 3.47 m/s ± 1.71 m/s
the target position. We can see that this should be an expected outcome if we examine
the plots of a noiseless execution shown in Figures 5.3 and 5.4. When close to a target,
the applied forces are closest to 0, in this case within the range±1.0N, since that value
is the used as the step of the output signal. With the level of noise higher than that,
many of decelerating actions become accelerating actions and vice­versa. We may say
that in this case there is more noise than signal.
The effect of sensoric noise has a somewhat more complex effect on the performance
of the executor. The mere process of choosing a qualitative action is highly resilient
to noise before reaching the critical point. Even with a high input noise, no mistake
is made that for the initial part of the trajectory, motion must be accelerated. After
the critical point is reached, the choice between acceleration and deceleration becomes
more sensitive. The executor aims to maintain the balance between acceleration and
deceleration, so that larger deviations from the intended behavior increase the certainty
in the choice of the correct action to compensate for the made mistake.
On the other hand, sensoric noise has a significant impact on the numerical adapta­
tion to the system. Without some noise filtering capabilities, the executor eventually
observes higher accelerations than actually possible, and believes that the system can
act and therefore stop quicker than in reality. The executor then allows higher speeds
throughout all the execution and fails to stop when the target 𝑥 position is reached.
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Table 5.4 shows the results of 4000 simulations with noisy sensors with 4 different
levels of noise. For each level of noise, 1000 consecutive simulations were executed,
each adapting incrementally from the previous. Similar to the noiseless simulation,
numerical convergence is typically observed within the first few executions, so the
shown results are virtually those of the numerically adapted system. Noise is modeled
as the root mean square (RMS) error, expressed relatively to the actual input value.
The same noise level was used with determining position, velocity, and acceleration.
With a higher level of noise, the time to reach the target position 𝑥 decreases, while
the target velocity error increases.
5.6.4 Discussion
We showed that the proposed executor can be used in real­time applications on a mod­
ern single board computer (SBC), suitable for robotics projects. With the current state
of SBC performances, qualitative models of up to 40 constraints and up to about 80
qualitatively distinct actions can be executed at 50 or more reactions per second. With
a lower action count, this speed increases significantly.
Mathematical deductions (5.30) and (5.31) show that the key parameters shaping
the performance of the executor are the observed accelerations and decelerations of
the system. If these are correct, the system can successfully control accelerated motion,
without the need to fine­tune the chosen function that translates qualitative actions
to numerical outputs. Consequently, performance is not susceptible to the output
noise, as long as the noisy action is qualitatively equivalent to the computed action.
On the other hand, the mentioned dependence on the observed accelerations makes
the performance notably susceptible to the input noise, which makes the executor
overestimate the reactive capabilities of the system and allows higher speeds than it
can actually handle. Apart from using input noise filters, another possible approach to
mitigate this problem could be to account for some level of noise in the computations
of estimates E𝑖, so the system would a priori be considered somewhat less responsible
than some observations would suggest.
6
Experiments
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The experiments presented in this chapter demonstrate the use of the proposed qualita­
tive planner and executor in various robotics domains. Each domain with its specific
characteristics poses different challenges and emphasizes different aspects of qualita­
tive planning. Also, the motivation behind each experiment is slightly different; be it
to find and execute an explainable control strategy, discover a concept, or assess the
execution of different robotics tasks.
With demonstrations in various robotics domains we aim to justify QSIM­based
qualitative planning as a general­purpose robot planning method. To further support
this claim we introduce a new description language called Qualitative Domain Descrip­
tion Language (QDDL) in which we state the definitions of all our domains. These
QDDL descriptions were used with our planner and executor as presented. The struc­
ture of the language and its use are described in Appendix A.
The experimental domains and their emphases are listed below. All experiments
were conducted in real­time simulation. As a proof of concept, some experiments were
partially reproduced on a real robot, but all the presented timings and trajectories are
from simulated experiments.
Navigating a two­wheeled vehicle. The problem demonstrates responsiveness of
the executor to dynamic changes. The location of the goal is only symbolic to
the planner, while its actual position changes during execution. But before the
goal can be pursued, the vehicle must learn how to use its two wheels.
Pushing objects. The same two­wheeled vehicle learns by experimentation how
to push objects. Qualitative plans to push objects to designated positions and
orientations are usually simple, but because of complex numerical dependen­
cies between attributes, execution is difficult. This experiment demonstrates
the ability of the executor to implement complex numerical solutions whose
qualitative plans are simple.
Flying a quadcopter. Numerical observations play an important role during ex­
ecution to correctly handle accelerations. This way speed can successfully be
regulated and collisions avoided. Quadcopter must learn how to use its four
rotors to navigate in space. The learned model offers a clear explanation of
quadcopter control.
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Controlling the cart­pole system. A qualitative plan can provide an insight into a
control strategy. A qualitative control model of a cart­pole system can be learned
in a few seconds. The qualitative planner devises possible qualitative strategies to
move the cart while balancing the pole. The executor tests and discards spurious
strategies. This experiment shows that qualitative planning is closely related to
Explainable AI (XAI).
Bipedal walking. Finding a feasible qualitative strategy may require several in­
teractions between the planner and the executor. The planner optimistically
proposes short plans, while additional steps may actually be needed to complete
the task. The plan is incrementally expanded by replanning, and may form into
a strategy, which is recognized as a familiar concept. In this case, a humanoid
robot discovers a qualitative concept of bipedal walking.
All experiments follow the paradigm presented in Figure 6.1. The robot starts with no
knowledge of the effects of its actions. E.g., it knows that it can propel its wheels in
either direction, but has no predetermined knowledge of how this affects its body or
objects in its proximity. The first phase of each experiment is therefore learning the
model by experimentation. Actions are, in principle, executed randomly (a method
known as motor babbling), while their numerical effects are observed and recorded. In
some cases, experimentation needs to be more organized, so that the action space is
covered uniformly. Such a case is learning to push objects, where pushing must be
experienced at different points of contact between the robot and the object, and under
different angles. Leaving it to pure chance for the robot to experience all these possible
conditions is not feasible and demands a more organized approach to experimentation.
In other cases, experimentation may be based on some already achieved skill. After the
quadcopter learns how to manuever in space and pursue a target, it flies to random
positions around a pole to learn how to avoid an obstacle.
After the experimentation phase is finished, the recorded numerical observations
are used in a batch to induce a qualitative model. Here, QUIN and Padé can mostly
be used interchangeably. QUIN learns multivariate qualitative monotonic constraints,
which are immediately ready to be used with the planner, while Padé outputs Q­type
constraints, whose functional dependencies need to be considered separately. On the
other hand, Padé is considerably faster, and can also learn constants. This feature is
crucial for learning bipedal walking, where Padé is able to learn that the robot cannot


























move forward (position is constant) when both feet are on the ground.
After a qualitative model has been learned, a task is specified by defining the goal
and optional numerical constraints under which the task should be accomplished. The
qualitative planner devises a plan, which may or may not be numerically feasible. If the
execution fails, replanning is initiated. Depending on the definition of the problem,
execution may in such a case be restarted or continued. Restarting is typically associ­
ated with irreversible states, e.g. the pendulum of the cart­pole system falls down, or
the quadcopter rolls over. In these cases, some numerical constraints are violated. Oth­
erwise, execution under a new plan may be continued from the current state. This is
most obvious with the task of pushing objects, where a local minimum is often reached,
after which pushing is continued from another side. Some tasks never require replan­
ning. Navigation of a two­wheeler is not disrupted when the target moves, since the
executor can dynamically adapt to the new conditions.
Most experiments were conducted in the CoppeliaSim (formerly V­REP) robot sim­
ulator [87]. Experiments in 2D space were conducted in custom written simulators,
which were built around the Box2D physics engine¹, which is used in many computer
games.
¹The Box2D physics engine was retrieved from www.box2d.org.
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6.1 Two­wheeled autonomous vehicle
Autonomous ground vehicles used in this dissertation consist of a single jointless chas­
sis with a left and a right wheel. Besides the two wheels, there is a third contact point
with the ground, which is passive and positioned at the front of the vehicle. This ve­
hicle can move on a flat surface by rotating its left and right wheels independently in
either direction at arbitrary speeds. This type of motion is known as differential drive.
6.1.1 Domain definition
An egocentric coordinate system is used, which means that all coordinates are rela­
tive to the robot’s position and orientation, as shown in Figure 6.2 (left). Attributes
measured are forward velocity 𝑣, rotational velocity ω, relative position of the target
(𝑥1, 𝑦1), and displacement of the robot (𝑑𝑥, 𝑑𝑦), made from the previous measurement.









Left: The physical model
of the two­wheeled robot.
Right: Trajectory made by
targeting a moving target.
Actions are possible through control variables L, R ∈ [−1, 1], which correspond to
the speed of rotation of the left (L) and the right (R) wheel. Value L/R = 1 denotes
maximum forward speed, L/R = −1 maximum backward speeds, and L/R = 0 zero
speed. E.g., L = 0.5, R = 1 makes the robot move forward in a CCW circle, while
L = −1, R = 1 makes it rotate left at the spot.
Once a model is learned and a task is being executed, the executor estimates the
velocity of each input variable through value differential and the measured time step,
e.g. ?̇? = 𝑑𝑥/𝑑𝑡. The model will consider only velocity of the robot (?̇?, ?̇?). Table 6.1
summarizes all the attributes.
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Table 6.1
Attributes used with the two­wheeled autonomous vehicle domain.
Attribute Domain Description
L [−1, 1] Control variable. Output to the left wheel.
R [−1, 1] Control variable. Output to the right wheel.
𝑣 ℝ Forward speed of the robot.
ω ℝ Rotational speed of the robot.
(𝑑𝑥, 𝑑𝑦) ℝ × ℝ Displacement made by the robot between two actions.
(?̇?, ?̇?) ℝ × ℝ Velocity of the robot.
(𝑥1, 𝑦1) ℝ × ℝ Relative position of the target.
𝑑𝑡 ℝ+ Time elapsed between two actions.
6.1.2 Learning to navigate
Learning is done in two stages. First, the robot must learn how to use the two wheels
to affect its forward 𝑣 and rotational ω speed. When it knows how to achieve any
desired 𝑣 and ω, it must learn how to change its position, i.e. how to affect (𝑑𝑥, 𝑑𝑦).
Both models are learned by motor babbling. The first experimentation is conducted
as follows:
1. For each numerical sample:
2. apply random values L, R ∈ [−1, 1] to the left and right wheel;
3. wait for some fixed time step, e.g. 𝑑𝑡 = 0.5 seconds;
4. observe forward speed 𝑣 and rotational speed ω;
5. record values L, R, 𝑣, ω.
About 20 to 30 samples suffice for QUIN or Padé to learn a correct model. The roles
of variables have to be labelled manually, e.g. L and R are labeled as free variables and
𝑣 or ω as target attributes. The data are processed twice. Once to learn how L and
R affect 𝑣, and once to learn how they affect ω. The model learned by QUIN is the
following:
M+,+(L, R)𝑣 = M−,+(L, R)ω = (6.1)
In both cases, the output is a single node tree, i.e. only root without branching. The
interpretation is straightforward.
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Forward speed 𝑣 is increased (decreased) by increasing (decreasing) L and
R, or one of them, if the other is kept steady. Rotational speed ω is in­
creased (decreased) by decreasing (increasing) L and increasing (decreas­
ing) R, or one of them, if the other is kept steady.
The same model is learned by a combination of Padé and a decision tree learner, which
we did in Orange [69]. The leaf constraints are expressed with Q­type constraints
instead of MQC, e.g. ω = Q(−L, +R), as an abbreviation of ω = Q(−L), ω = (+R).
The next model to learn is a model that relates 𝑣 and ω to position differentials
(𝑑𝑥, 𝑑𝑦). Experimentation is conducted as follows:
1. For each numerical sample:
2. define the coordinate system by the current robot’s position;
3. apply random values L, R ∈ [−1, 1] to the left and right wheel;
4. wait for some fixed time step, e.g. 𝑑𝑡 = 0.5 seconds;
5. observe 𝑣, ω, and displacement (𝑑𝑥, 𝑑𝑦) made by the robot;
6. record (𝑣, ω, 𝑑𝑥) and (𝑣, ω, 𝑑𝑦).
The collected data are again processed twice, once to learn how 𝑣 and ω affect 𝑑𝑥,
and once to learn how they affect 𝑑𝑦. With uniform distribution of random values L







𝑑𝑥 = M+(𝑣)𝑑𝑦 =
(6.2)
Branching is actually done with some numerical error, e.g. 𝑣 ≤ 0.001609. By in­
creasing the number of samples, this error will decrease on average, because of a higher
probability to execute experiments with smaller speeds. Functional dependencies are
restricted by QUIN from (𝑣, ω) → 𝑑𝑥 and (𝑣, ω) → 𝑑𝑦 to ω → 𝑑𝑥 and 𝑣 → 𝑑𝑦.
With Padé, functional dependencies are not learned automatically. Padé tags each
numerical sample with one of the four tags of the form Q(±𝑣, ±ω). Decision tree
learner then induces a model based on the augmented Q­tag. It may, for instance,
induce the constraint 𝑑𝑦 = Q(+𝑣, −ω), but with a high level of entropy, e.g. 55 % of
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samples belong to 𝑑𝑦 = Q(+𝑣, −ω) and 45 % of samples belong to 𝑑𝑦 = Q(+𝑣, +ω).
Hence the more accurate model is 𝑑𝑦 = Q(+𝑣).
Having learned the qualitative constraints on differentials 𝑑𝑥 and 𝑑𝑦, we must now
model a meaningful qualitative representation of 𝑑𝑥 and 𝑑𝑦 through differentiation.
Let us consider 𝑑𝑥 in the context of a constant time step 𝑑𝑡 > 0. The average velocity
?̇? needed for 𝑥 to make a displacement 𝑑𝑥 in time 𝑑𝑡 is ?̇? = 𝑑𝑥/𝑑𝑡, which translates to
?̇? = 𝑑𝑥 ⋅ 𝑑𝑡. This can be modeled qualitatively as:
mult(?̇?, 𝑑𝑡, 𝑑𝑥), const(𝑑𝑡), 𝑑𝑡 > 0. (6.3)
The same goes for 𝑑𝑦. Note that (6.3) can also be translated to M+0 (𝑑𝑥, ?̇?).
Finally, we may state in QDDL the complete qualitative definition of pursuing² a
target by a differential drive. Note that we substitute certain mathematical symbols





















The above code rounds out the learned numerical error for boundary 𝑣 = 0. There
is no significant change in task execution performance if we decide to keep the exact
learned value.
6.1.3 Planning a pursuit
The target is placed front left of the robot. When the pursuit starts, the target starts
to move horizontally, as shown in Figure 6.2, with roughly the same speed as the
²Here, the pursuit is not predictive and the robot can catch the target only because it is faster.
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Table 6.2
A qualitative plan to pursue a target by two­wheeled vehicle. Target is placed one meter to the left and one meter in front of the
vehicle. Keywords pos and neg respectively stand for qualitative magnitudes zero..inf and minf..zero.
Step Time L R 𝑣 ω 𝑑𝑥 𝑑𝑦 ?̇? ?̇? 𝑥 𝑦
0 𝑡0 zero/std zero/std zero/std zero/std zero/std zero/std zero/std zero/std 0/std 0/std
1 (𝑡0, 𝑡1) zero/std pos/inc pos/inc pos/inc neg/dec pos/inc neg/dec pos/inc 𝑥1..0/dec 0..𝑦1/inc
2 𝑡1 zero/std pos/std pos/std pos/std neg/std pos/std neg/std pos/std 𝑥1/dec 𝑦1/inc
robot. Before the pursuit starts, a qualitative plan is devised by the planner. The initial
position of the target is observed at (𝑥1, 𝑦1) = (−1, 1) [meters] from the robot. The
goal predicate inserts landmarks 𝑥1 and 𝑦1 into quantity spaces of 𝑥 and 𝑦 accordingly.
The generated qualitative is shown in Table 6.2.
Recall that the planning heuristic prefers unambiguous qualitative behaviors, which
is the reason that one wheel is kept steady in the plan. With both wheels being non­
steady, one of qualitative constraints (6.1) allows ambiguous values. For example, with
both wheels moving forward, the robot may be turning left or right. The plan produces
a left turn by propelling the right wheel forward while keeping the left wheel at halt.
The planner does not account for the numerical distance between the robot and the
target, and such a solution is feasible only if the target is placed at the steering radius of
the robot. Moreover, the plan does not account for the fact that the target is movable,
neither is this information present in the definition of the task. However, the plan does
abstract to an executable solution, which is successfully carried out by the executor.
According to Definition 4.5, the abstracted qualitative plan is
[𝑥 ∶ 0/std, 𝑦 ∶ 0/std] → [𝑥 ∶ 𝑥1/ , 𝑦 ∶ 𝑦1/ ].
Note that qualitative directions are omitted from the goal state, since they are not
specified in the goal condition (𝑥 = 𝑥1, 𝑦 = 𝑦1). Although there is practically no
information on the modus operandi in such a trivial plan, it represents the following
message from the planner:
It is not possible to disprove the existence of a solution to the given task.
Therefore it is reasonable to try to carry it out reactively. A direct numer­
ical transition from the initial to the goal state could exist.
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6.1.4 Executing a task
Recall that the executor issues qualitative actions, which in this case are of the form
[L ∶ {inc, std, dec}, R ∶ {inc, std, dec}].
To execute such an action, a translation to numerical outputs [L ∈ ℝ,R ∈ ℝ] must
to be defined. It suffices to determine a rate of change 𝑘 for L and R. The simplest
approach is to set 𝑘 = 2, which gives us the following straightforward mapping:
L/R ∶ inc ↦ L/R = 1,
L/R ∶ dec ↦ L/R = −1,
L/R ∶ std ↦ no change in L/R.
(6.4)
This is also known as bang­bang control, where control signals are switched abruptly
between the lower and the upper bound. This control mechanism turns out to be the
most efficient for this domain. Switching from −1 to 1 or 1 to −1 is done instantly in
software, but it takes some time in hardware, and is done at its speed limits. Smaller
𝑘 results in a somewhat smoother performance, but also longer reaction times. While
𝑘 = 2 does not theoretically allow the robot to stop, the robot can in practice maintain
a position by alternating between −1 and 1 on both wheels.
The trajectory followed by the robot is shown in Figure 6.2 (right). The position
of the target (𝑥1, 𝑦1) is updated dynamically as observed during execution. The robot
initially turns left until it is aligned with the target. This behavior corresponds to
the qualitative plan in Table 6.2. The target is still too far away, but the executor
can deduce further actions to move closer, so there is no need for replanning. The
robot keeps reorienting its front towards the target as it approaches it. Eventually, the
robot aligns horizontally behind the target and continues the pursuit in a straight line.
Execution finishes if the robot is able to catch it.
If the target is placed behind the robot, or such a situation arises dynamically during
an ongoing pursuit, the robot starts to move backwards, while exhibiting the same type
of behavior, i.e. continuously reorienting its back towards the target. This actually is
a quicker solution than turning a half circle and face forward the target.
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6.2 Pushing objects by a robot
Robots often have to interact with their environment and manipulate objects. Ad­
vanced robots may move objects by grasping. Simpler robots may resort to pushing,
especially when objects are too heavy or bulky to lift. The problem of pushing ob­
jects by a robot is a well studied one. Lynch and Mason [88] studied the dynamics
of pushing with line or point contact, and presented an analytical model of pushing
with a robotic manipulator. A more detailed analysis by single point contact pushing
was done by Behrens et al. [89]. Building a model analytically is not a straightfor­
ward task. Lau et al. [90] proposed a learning based approach for pushing objects
to user­specified goal locations. Hundreds of samples are first collected by random
pushes. A kernel regression technique over the collected data is then used to compute
the direction while pushing the object to the goal location. A similar approach was
used by Kopicki et al. [91], who used a robot arm to push objects. Kopicki et al.
later showed [92] that the learned models are transferrable to objects of novel shape.
Krivic and Piater [93, 94] used an on­line, goal­driven learning technique to make a
wheeled robot push an object along a collision free path. To complete a task, the robot
combined movements of pushing and relocating. Troha and Bratko [31] showed that
an explainable model of pushing can be learned by qualitative induction. The learned
model was specific to a rectangular shape. The pushing experiment presented here is
similar to the latter one, but generalized to objects of different shapes. The model is
learned by experimentally pushing a rectangular shaped object, and then used to push
objects of various shapes.
Our two­wheeled robot is able to push objects by a single point contact, using a
pointy bumper mounted at the front, as shown in Figure 6.3. This way, it can push
light objects over a smooth surface. This involves two key challenges. (i) The robot
should maintain a point contact with the object. Increasing the angle of contact by
too much, results in a side contact, which allows less control over pushing. (ii) The
robot should be able to steer and rotate the object while pushing it. This makes the
ability to push objects usable, since objects can be pushed to a desired location and
orientation.
This composition of a robot and an object that is being pushed behaves similar to
the model of a car known as Dubin’s car [95]. Dubin’s car is a simplified model of a
car that moves on a plane with a constant speed. The car cannot move sideways, but it
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can steer with its front wheels and thus move in a straight or curved line. Its maximum
steering angle defines the minimum turning radius. Optimal (shortest) trajectories for
Dubin’s car can be constructed computationally [96].
When pushing, our robot can steer by maintaining an angle of contact with the
object. Following a Dubin’s path, the robot could theoretically push an object to
any location without losing contact. This would, however, require a problem­specific
numerical planning algorithm. This experiment shows that pushing can be approached
qualitatively, if the robot is allowed to break the contact and relocate itself to some other
side of the object, if needed. Pushing is done entirely qualitatively, whereas relocating
is executed by following a numerically computed trajectory.
6.2.1 Domain definition
The pushing domain is similar to the two­wheeled vehicle domain, but expanded by
some additional attributes, as shown in Figure 6.3. Position (𝑥, 𝑦) and orientation
β of the pushed object are given relative to the robot (egocentric coordinate system).
Objects are restricted to convex polygonal shapes, so the edge of contact is always a
segment. The point of contact is expressed as τ ∈ [−1, 1], where τ = 0 is the central
point of the edge, and τ = ±1 are the endpoints. When the robot is not in contact
with an object, τ is undefined. The angle of pushing φ is the angular offset from the
robot’s forward direction. The goal position (𝑥1, 𝑦1) and orientation β1 are recognized
from a visual designation on the floor and expressed relative to the robot. The absolute
orientation of the robot θmay also be considered, although the robot later learns that
it has no meaningful effect on the act of pushing.
Figure 6.3
The attributes used in
the pushing domain.

















Besides the above­mentioned spatial attributes, we are also interested in some of
their time derivatives. The approach with the previous experiment was to measure a
differential, e.g. 𝑑𝑥, and then qualitatively model time integration through multipli­
cation ?̇? = 𝑑𝑥 ⋅ 𝑑𝑡, to obtain the velocity of 𝑥. Here we demonstrate a simplified
approach, where we estimate ?̇? directly, and thus simplify the qualitative model. Re­
sults are the same, but planning is faster because of a simpler model. All the attributes
used in the pushing domain are listed in the Table 6.3.
Table 6.3
Attributes used in the pushing domain.
Attribute Domain Description
L [−1, 1] Control variable. Output to the left wheel.
R [−1, 1] Control variable. Output to the right wheel.
𝑣 ℝ Forward speed of the robot.
ω ℝ Rotational speed of the robot.
θ [−180∘, 180∘) Absolute orientation of the robot.
θ̇ ℝ The rate of change in the robot’s orientation.
(𝑥, 𝑦) ℝ × ℝ Position of the object.
(?̇?, ?̇?) ℝ × ℝ Velocity of the object.
β [−180∘, 180∘) Orientation of the object.
β̇ ℝ Rotational velocity of the object.
τ [−1, 1] Point of contact.
τ̇ ℝ Rate of change in the point of contact.
φ [−180∘, 180∘) Angle of pushing.
φ̇ ℝ Rate of change in the angle of pushing.
(𝑥1, 𝑦1) ℝ × ℝ Object’s goal position.
β1 [−180∘, 180∘) Object’s goal orientation.
6.2.2 Learning a model of pushing with QUIN
A model of pushing is learned by experimenting with short pushing actions and ob­
serving the changes made on the pushed object. A single pushing action is defined by
four parameters: the initial contact point τ, the initial angle of pushing ω, the average
speed 𝑣 and the average rotational speed ω while pushing. The chosen duration of
pushing is constant, e.g. 0.5 seconds. When finished, changes in the following at­
tributes are observed: object’s location (𝑥, 𝑦), orientation β, point of contact τ, angle
of pushing φ, and the robot’s orientation θ.
Let us now consider the absolutely smallest set of training samples to induce a qual­
120 D. Šoberl Automated planning with induced qualitative models in dynamic robotic domains
Figure 6.4
The qualitative classifi­
cation trees induced by
QUIN for variable β̇ (rota­
tional speed of the object).
The condition in the root
node refers to the object’s
center of mass.
τ ≤ −0.058
M−,−,+,−(𝑣, ω, τ, φ)
yes





M−,−,+,−(𝑣, ω, τ, φ)
yes




itative model. Suppose the experimentation is done on an object with a geometrically
central point of mass, so that a critical point in object’s rotation while pushing un­
der different points τ is projected onto τ = 0. The robot must therefore experience
pushing at least at a three distinct points of contact, e.g. τ ∈ {−0.5, 0, 0.5}. The
angle of pushing should be experienced at a positive, a negative, and zero value, e.g.
φ ∈ {−20∘, 0∘, −20∘}. The same goes for rotational speed, e.g. ω ∈ {−60, 0, 60} °/s.
Pulling an object is obviously not possible, therefore we may restrict 𝑣 to a slow and
a fast speed of pushing³, e.g. 𝑣 ∈ {5, 10} cm/s. This gives us in total 54 training
samples. This, however, incorporates more background knowledge into the experi­
mentation process than is necessary. It is also not trivial to achieve constant speeds 𝑣
and ω at different pushing parameters τ and φ. We may therefore randomly choose
the initial τ and φ, while also randomizing the choice of 𝑣 and ω by randomly setting
the values of control variables L, R ∈ [0, 1]. To ensure that the attribute space gets
covered sufficiently, we increase the number of pushing samples to several hundred.
Experimentation is then conducted as follows:
1. For each numerical sample:
2. make a contact with the object at randomly chosen point τ and angle φ;
3. set the coordinate system according to the robot’s current position;
4. apply random values L, R ∈ [0, 1] to the left and right wheel;
5. wait for some fixed time step, e.g. 𝑑𝑡 = 0.5 seconds;
6. observe 𝑣, ω, and displacements Δ𝑥,Δ𝑦, Δβ, Δτ, Δφ,Δθ;
7. using 𝑑𝑡 compute average speeds ?̇?, ?̇?, β̇, τ̇, φ̇, θ̇;
8. record values 𝑣, ω, ?̇?, ?̇?, β̇, τ̇, φ̇, θ̇.
The collected numerical data are processed with QUIN six times to induce a separate
qualitative rule for each observed displacement. It turns out that five of these rules are
³The maximum speed of Thymio II robot is about 14 cm/s.
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independent of the object’s shape, while one is shape­specific — the one concerning
the point of contact τ. Figure 6.4 shows two different qualitative trees induced by
QUIN, the left one being induced by pushing a rectangular object, and the right one
by pushing an object in the shape of a parallelogram. These two cases differ in where
on the edge of pushing the center of mass is projected. For a rectangle, this point is
exactly at the middle of the edge. Pushing left from the middle, the object will tend to
rotate right, while pushing right from the middle, the object will tend to rotate left. For
a parallelogram, this point is shifted. Note that these critical points were discovered
by QUIN with some numerical error, the exact values being τ = 0 for rectangle and
τ = −0.5 for parallelogram. Moreover, the induced rule is somewhat more complex,
also involving the angle of pushing φ and rotational speed ω, as seen in the leaves of







The above qualitative model, including a tree from Figure 6.4, can be used to push
objects of a specific shape. However, the learned model can analytically be generalized
to all convex polygonal shapes.
6.2.3 Generalizing the model of pushing
To generalize the learned model of pushing, shape­specific branching on τ needs to
be eliminated. This is only possible if certain conditions of execution are assumed.
Consider again the trees in Figure 6.4. The only difference between the left and the
right branch is in a monotonic correlation between β̇ and 𝑣. The left branch specifies
a negative correlation, while the right branch specifies a positive correlation. If the
forward speed 𝑣 of the robot is constant, i.e. [𝑣 ∶ std] at all times, then
β̇(ω, τ, φ) = M−,+,−(ω, τ, φ)
for all τ. The specification of 𝑣 can be even less restrictive for the above constraint to
apply. It suffices to ensure that at all times the change in speed 𝑣 is insignificant in
comparison to changes in ω, τ, and φ. We ensure these conditions by
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1. a specific translation of qualitative actions [L ∶ {inc, std, dec}, R ∶ {inc, std, dec}]
to numerical actions [L ∈ ℝ,R ∈ ℝ], which implies a near constant speed 𝑣,
and
2. numerical constraint 𝑣 ≥ 0, which restricts the robot to forward (pushing)
motion.
The numerical constraint 𝑣 > 0 favors increasing actions on L and R to decreasing
ones. If, for instance, rotational speed ω should at some point be increased, action
[L ∶ std, R ∶ inc] would be chosen over action [L ∶ dec, R ∶ std], although they
both achieve [ω ∶ inc]. We may therefore consider only actions [L ∶ inc, R ∶ std],
[L ∶ std, R ∶ inc], and [L ∶ inc, R ∶ inc], which should all translate into numerical
actions of roughly the same speed 𝑣. Note that action [L ∶ inc, R ∶ inc] has an
ambiguous qualitative effect on ω, which is obvious by examining model (6.1) for
controlling the two­wheeler. It is chosen only when the robot, the object, and the goal
are perfectly aligned, which is extremely rare in practice. The mapping of qualitative
actions to numerical actions is as follows:
[L ∶ inc, R ∶ std] ↦ [L = 1, R = 0],
[L ∶ std, R ∶ inc] ↦ [L = 0, R = 1],
[L ∶ inc, R ∶ inc] ↦ [L = 1, R = 1].
(6.6)
6.2.4 Learning a model of pushing with Padé
Learning the model with QUIN has the advantage of learning multivariate mono­
tonic qualitative constraints, which are directly related to QSIM­based planning. The
learned functional dependencies are not directly obvious, and should demand careful
consideration if Padé is used instead of QUIN. On the other hand, Padé has a differ­
ent advantage over QUIN, which proves helpful in this domain — it is able to learn
constants. This means that if the change in 𝑦 is negligible regardless of the change in
other variables, Padé will find 𝑦 = Q().
Using Padé, the experimental phase can be extended to negative speeds 𝑣, i.e. exe­
cuting actions L, R ∈ [−1, 1] instead of L, R ∈ [0, 1]. Whenever 𝑣 ≤ 0, the position
of the object stays intact, and the robot is able to learn that the object cannot be pulled.
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which in turn is translated into the conditional statement:





This has the same effect as constraining 𝑣 ≥ 0 globally. Since the planner and the
executor cannot reach the goal with goal variables being constants, they always tend
to choose actions that ensure 𝑣 ≥ 0.
6.2.5 Planning and execution of pushing
A definition of the pushing domain in QDDL is given below. Some mathematical
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Table 6.4
A qualitative plan to push an object to a position one meter ahead and one meter to the left, while rotating it by 180∘ . Key­
words pos and neg respectively stand for qualitative magnitudes zero..inf and minf..zero.
Step Time L R 𝑣 ω θ τ φ 𝑥 𝑦 β
0 𝑡0 zero/std zero/std zero/std zero/std 0/std 0/std 0/std 0/std 0/std 0/std
1 (𝑡0 , 𝑡1) pos/inc zero/std pos/inc neg/dec −180..0/dec 0..1/inc −30..0/dec −1..0/dec 0..1/inc 0..180/inc
2 𝑡1 pos/inc zero/std pos/inc neg/dec −180..0/dec 0..1/inc −30..0/dec −1/𝑑𝑒𝑐 1/inc 180/inc
The task is defined by specifying control variables L, R, goal variables 𝑥, 𝑦, β, whose
goal values are obtained from sensors and updated dynamically, a numerical constraint
on the angle of pushing φ, and a restriction on speed 𝑣 as discussed earlier. The model
of navigation for the two­wheeled robot is taken from the previous experiment and
included in the above domain definition.
Similar to the previous experiment of navigating a two­wheeled robot, pushing ob­
jects also turns out to be a simple task from the standpoint of qualitative planning, but
rather complex to execute. Suppose an object must be pushed to a position one meter
ahead and one meter to the left while being rotated 180∘. A qualitative plan for this
task is shown in Table 6.4. By pushing with a clockwise rotation (negativeω), the con­
tact point slides to the right (τ > 0), which makes the object rotate counter­clockwise
(increasing β), as well as making the object slide forward and to the left.
In reality, this behavior can only be maintained for a short while, and the robot will,
sooner or later, have to start balancing the object, so that the contact is not broken.
Balancing is not foreseen in the plan. However, the executor is able to devise it from
the above QDDL code. The key constraint here is (−30 < φ < 30) — or some other
interval appropriate to the design of the frontal bumper. If this constraint is violated,
the point contact is lost and an edge contact established, to which the learned model
does not apply.
While successfully balancing the contact point, the robot is able to push the object
closer and closer to the goal position. However, pushing without losing the contact
with the object, demands a specific planning of trajectories, optimally the Dubin’s
paths as already discussed in the introductory part of this section. Our executor, on
the other hand, follows the path of steepest descent, which frequently ends up in a local
minimum instead of the goal state, meaning that every available action leads to a less
desirable state. In principle, replanning should be initiated in such situations. In this
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domain, however, the problem can be solved without replanning. While pushing an
object against one of its chosen edges, we consider only actions regarding this particular
edge. When a local minimum is reached, these actions may also be considered in
the context of different states, i.e. the effect an action has if the robot is in contact
with some other edge. This represents a discontinuity in the gradient space, so that
execution is continued from a point, at which further descent is possible. Execution
of the pushing task is paused until the robot relocates to the chosen position, and then
continued.






The goal is placed 1 m
by 1 m from the start
and rotated 180∘ . The
approach is similar in
both cases, while the
shape of the object
Two trajectories of this approach to pushing are shown in Figure 6.5. Consider the
left trajectory, made by pushing a square object. The object should be pushed one
meter ahead and one meter to the left. At the goal location it should also be rotated
by 180° in comparison to its initial orientation. The robot pushes the object along
an arc in the counter­clockwise direction. But the arc is too small and the object
is eventually being pushed in the wrong direction. Reaching a local minimum, the
robot reconsiders its actions from the remaining three sides of the square. It finds that
the steepest descent can be made if in contact with the upper edge. Execution then
continues when the robot switches to that side.
6.2.6 Pushing objects of various shapes
We conducted 1200 simulated pushing experiments using objects of 4 different shapes
and 3 different initial setups, which is 12 different scenarios of 100 experiments each.
All objects had the same surface size, weight, and their mass was uniformly distributed.
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Table 6.5
Results of 12 different simulated pushing scenarios with objects of four different shapes. For each scenario, the average with the
standard deviation of 100 executions is given. The distance to goal is given as offsets along 𝑥 and 𝑦 directions, and the object’s
orientation. Lengths of Dubin’s paths are given for comparison. The level of action noise is 10% RMS of the maximum output
signal. Input errors are 0.01m RMS for distances and 0.5° RMS for rotations.
Object shape Distance to goal Trajectory length Relocations Dubin’s path
square 1 m, 1 m, 0° 2.02 ± 0.04 m 1.7 ± 0.5 1.47 m
square 1 m, 1 m, 180° 2.12 ± 0.05 m 3.0 ± 0.4 1.94 m
square 0 m, 0 m, 180° 0.24 ± 0.02 m 15.8 ± 2.5 1.68 m
deltoid 1 m, 1 m, 0° 2.52 ± 0.04 m 3.9 ± 0.4 1.44 m
deltoid 1 m, 1 m, 180° 2.27 ± 0.07 m 4.8 ± 0.6 1.67 m
deltoid 0 m, 0 m, 180° 0.27 ± 0.02 m 16.5 ± 2.9 0.86 m
Equilateral triangle 1 m, 1 m, 0° 2.91 ± 0.08 m 5.4 ± 0.7 1.45 m
Equilateral triangle 1 m, 1 m, 180° 2.62 ± 0.13 m 6.9 ± 0.8 1.81 m
Equilateral triangle 0 m, 0 m, 180° 0.36 ± 0.05 m 12.9 ± 1.8 1.31 m
Right triangle 1 m, 1 m, 0° 2.34 ± 0.13 m 3.4 ± 1.1 1.44 m
Right triangle 1 m, 1 m, 180° 2.58 ± 0.13 m 5.6 ± 0.9 1.62 m
Right triangle 0 m, 0 m, 180° 0.38 ± 0.09 m 9.0 ± 2.8 0.71 m
In the first initial setup, the object is placed 1 m by 1 m from the goal location and
oriented the same as the goal. The same distance is used with the second setup, but the
object is rotated 180 ° opposite to the goal orientation. For the third setup, the object
is placed on the goal location, but rotated 180 °. The level of action noise is 10%
RMS of the maximum output signal, which means L, R = +1.0 ± 0.1 for forward,
and L, R = −1.0 ± 0.1 for backward wheel rotation. Input errors are made absolute
at ±0.01m RMS for all distances and ±0.5° RMS for all rotations.
Results of all 1200 simulations are shown in Table 6.5. Average lengths of trajecto­
ries and average number of the robot’s relocations are given with the standard deviation.
Dubin’s paths are given for comparison. Note that relocations are not needed when
pushing along a Dubin’s path. In general, trajectories are slightly longer than the Du­
bin’s paths. Exceptions are those initial setups, where the object should be rotated but
not moved. In those cases, the robot will make many relocations and tend to keep
the object near the goal location, while a Dubin’s path typically leads away from the
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Figure 6.6
Several frames of a video,
showing the Thymio II
robot (yellow) pushing a
randomly positioned box
(blue) to the designated
position (red).
Some pushing experiments were reproduced on a real robot, using the Thymio II
model and an overhead camera to capture the input data. Figure 6.6 shows several key
frames of a video recording of such an experiment. The robot is enclosed in a colored
case of a specific shape, so it is easily recognized through the overhead camera. The
robot first choses the most prominent side for pushing and relocates there. With each
relocation, the robot chooses the side opposite the goal location. However, since the
act of rotating the box results in an arc­like trajectory that leads away from the goal,
the robot relocates as soon as the distance from the goal starts to increase. Finally, the
box is oriented correctly and the robot makes the final linear push while maintaining
a straight trajectory and balance at the contact point.
6.3 Flying a quadcopter
In recent years, the quadcopter (also called quadrotor) has become one of the most
popular type of Unmanned Aerial Vehicle (UAV). The rise in popularity can largely be
attributed to the drop in cost of small­scale embedded computing systems, onboard
sensors, and actuators. Autonomous navigation of UAVs is a challenging problem and
an active area of research in robotics and AI. Research in learning quadcopter flight
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control can be divided into two groups: (i) learning attitude and position control,
which typically means learning stabilization, and (ii) learning to avoid obstacles.
Waslander et al. [97] were the first to introduce reinforcement learning for atti­
tude control. The controller was trained by rewarding accurate tracking and damping,
where accuracy was determined by the difference between the actual and the desired
state for the system. Their design showed significant improvements over linear con­
trollers that failed to stabilize the system adequately. Dierks and Jagannathan [98]
proposed a nonlinear controller for quadcopter using neural networks. Their method
allows the quadcopter to dynamically adapt to external disturbances, and is shown to
outperform conventional PID controllers. Hwangbo et al. [99] presented a highly effi­
cient method to train a quadcopter using reinforcement learning. The learned control
policy was able to stabilize the quadcopter under very harsh conditions, e.g. a hand
throw. They also achieved a significantly shorter training time than existing algorithms;
the desired performance was reached in about 25 minutes. Koch et al. [100] recently
developed a platform for training attitude controllers with reinforcement learning.
Research in quadcopter training to avoid obstacles is mainly concerned with esti­
mating distances and predicting collisions by processing images from the on­board
camera [101–103]. This is often seen as a more practical and cheaper solution for
publicly available drones in contrast to the traditional use of range sensors. The main
problem in learning how to avoid obstacles is the fact that during the process, the
quadcopter will inevitably have to crash in order to collect negative samples [104].
The experiment presented in this section relates to both trends of quadcopter con­
trol research, although it promotes a somewhat different approach and motivation.
The existing methods of learning quadcopter control aim to optimize performance on
specific hardware with large sample complexity. This means that training takes a long
time, while the learned models are hardware­specific and typically not comprehensible
to humans (i.e. they offer no clear explanation of how things work). The motivation
behind the qualitative approach to learning quadcopter control is to obtain a compre­
hensible explanation of how quadcopter control works. This experiment shows that
a comprehensible model can be learned after only about a minute of experimenta­
tion. The learned model is applicable to quadcopter spatial navigation through our
qualitative planning framework. A single flight around a reference object suffices to
















𝑚1 and 𝑚3 rotate CCW,
motors 𝑚2 and 𝑚4 rotate
CW. Angles 𝑒 and 𝑓 are
respective inclinations of
axes 𝑚1–𝑚3 and 𝑚2–𝑚4 .
Right: Side view. Speed of
angle 𝑒 increases with the
speed of motor 𝑚1 , and
decreases with the speed
of motor 𝑚3 .
6.3.1 Domain definition
The quadcopter is known to be a highly non­linear and underactuated system. The
latter term means that there are more degrees of freedom than actuators. A quadcopter
has six degrees of freedom (translational along three axis and rotational along all three
axis), and only four rotors. A commonly used rotor configuration [105, 106] is de­
picted in Figure 6.7. Each pair of opposite rotors rotate in the same direction, while a
pair of adjacent rotors rotate in opposite directions. When all four rotate at the same
speed, the torque effect of each rotor is canceled out, and the quadcopter can hover
over some location. Horizontal movement is achieved by increasing or decreasing the
speed of one or more rotors, forcing the body to tilt. Rotation is achieved by simul­
taneously increasing or decreasing the speed of opposite rotors. Applying too much
power on either rotor may increase the inclination of the body to the point of rolling
the quadcopter over its axes and crashing it. We therefore restrict our experiments to
𝑒, 𝑓 ∈ [−30∘, 30∘].
The experiments were conducted in the CoppeliaSim simulator, using the quad­
copter model from its mobile robots file. This model has a built­in stabilizing control
system to hover over a designated location. We adapted this controller so that it can
add optional offsets to the four rotors. This way, our qualitative controller controls
navigation, while the default controller handles stabilization. Possibilities for imple­
menting such a control system on a real quadcopter is a subject that we intend to
address in the future.
Numerical actions are defined as
[𝑚1 ∈ ℝ,𝑚2 ∈ ℝ,𝑚3 ∈ ℝ,𝑚4 ∈ ℝ],
so that action [0, 0, 0, 0] stabilizes the quadcopter over its current position as well as
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its orientation. The action [0,𝑚2, 𝑚3, 0], for some offset 𝑚2 = 𝑚3 > 0, would make
the quadcopter move along the increasing 𝑥­direction, action [𝑚1, 0, 𝑚3, 0], for some
𝑚1 > 0, 𝑘3 < 0, would tilt the quadcopter along diagonal 𝑒 as shown in Figure 6.7
(right), etc. Offsets𝑚1, … ,𝑚4 are restricted to an interval [min,max]. The qualitative
actions [𝑚1 ∶ {inc, std, dec}, … ,𝑚4 ∶ {inc, std, dec}] are translated to numerical actions
[𝑚1 ∈ ℝ,… ,𝑚4 ∈ ℝ] as follows:
𝑚𝑖 ∶ inc →
⎧⎪⎨
⎪⎩
𝑚𝑖 + 𝑘 if (𝑚𝑖 + 𝑘) < max,
max otherwise;
(6.7)
𝑚𝑖 ∶ dec →
⎧⎪⎨
⎪⎩
𝑚𝑖 − 𝑘 if (𝑚𝑖 − 𝑘) > min,
min otherwise;
(6.8)
𝑚𝑖 ∶ std → 𝑚𝑖. (6.9)
With a higher value of parameter 𝑘 > 0, the quadcopter accelerates faster, while pa­
rameters min and max determine its terminal velocity. After a certain critical value,
low min or high max may result in quadcopter rolling over and crashing.
All three parameters should be set within reasonable ranges according to the speed
of the feedback loop (i.e. action frequency). By setting those values too high with
a slow feedback loop, quadcopter tends to be less precise and may run into trouble
pinpointing the given goal position. However, when set to some reasonable values,
fine­tunning of these parameters is not necessary. With a fast feedback loop, they
should have no effect on the shape of quadcopter’s trajectory, only the speed of its
execution.
Because of slow inter­process communication with the simulator, we were able to
achieve a frequency of execution at about 4.5 to 5.5 actions per second. We set the
speed limit to about 1.5 metres per second, so that at terminal speed, the quadcopter
executed 1 action for roughly each 0.3 meters of motion. Near the target position,
the executor slowed down enough for the quadcopter to hit the target within several
centimeters.
The second part of the experiment introduces a pole­shaped obstacle, as shown in
Figures 6.10 and 6.11. A disk­type proximity sensor is used to detect the distance
D of quadcopter from the obstacle, as well as its angular position φ, relative to the
quadcopter’s orientation 𝑎. All attributes are summarized in Table 6.6.
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Table 6.6
Attributes used in quadcopter domain.
Attribute Domain Description
𝑚1, … ,𝑚4 ℝ Control variables. Outputs to the motors.
(𝑥, 𝑦, 𝑧) ℝ3 Quadcopter’s position in space.
(?̇?, ?̇?, ?̇?) ℝ3 Quadcopter’s velocity
𝑎 [0∘, 360∘) Quadcopter’s orientation.
?̇? ℝ Quadcopter’s rotational speed.
𝑒, 𝑓 ℝ Inclination along diagonals 𝑒 and 𝑓.
?̇?, ̇𝑓 ℝ Inclination velocity along diagonals 𝑒 and 𝑓.
φ [0∘, 360∘) Angular position of obstacle.
D ℝ Distance from obstacle.
6.3.2 Learning to fly
The model of flying is learned by applying random outputs to the four motors, i.e.
the four control variables 𝑚1, … ,𝑚4, and observing the effects along the six degrees
of freedom: 𝑥, 𝑦, 𝑧, 𝑎, 𝑒, 𝑓. Actual quantities are irrelevant when learning a qualitative
model, and qualitative induction works equally well with large or very small changes,
as long as they are over the threshold of noise. So to avoid accidentally crashing the
quadcopter during experimentation, small output values may be used, making the
effects on the quadcopter barely seen with a naked eye. Experimentation is conducted
as follows:
1. For each numerical sample:
2. observe the current quadcopter’s position;
3. apply random outputs 𝑚1, … ,𝑚4 to the four motors;
4. wait for some fixed time step, e.g. 𝑑𝑡 = 0.5 seconds;
5. observe differentials 𝑑𝑥, 𝑑𝑦, 𝑑𝑧, 𝑑𝑎, 𝑑𝑒, 𝑑𝑓;
6. make the quadcopter stabilize by applying 𝑚1 = 𝑚2 = 𝑚3 = 𝑚4 = 0;
7. wait for about 1 second for the quadcopter to stabilize;
8. using 𝑑𝑡 compute average speeds ?̇?, ?̇?, ?̇?, ?̇?, ?̇?, ̇𝑓;
9. record values 𝑚1, 𝑚2, 𝑚3, 𝑚4, ?̇?, ?̇?, ?̇?, ?̇?, ?̇?, ̇𝑓.
With the collected numerical data, QUIN and Padé (combined with a tree learner)
learn equivalent qualitative models, only expressed in M or Q formulation respec­
tively. As little as 40 samples suffice for a reliable output — not fitted to noise in the
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data. The data are processed six times, once for each degree of freedom. The complete
experimental process takes about 60 seconds, with additional 1–2 seconds to learn the
following six qualitative constraints:
M−,+,+,−(𝑚1, 𝑚2, 𝑚3, 𝑚4)?̇? =
M−,−,+,+(𝑚1, 𝑚2, 𝑚3, 𝑚4)?̇? =
M+,+,+,+(𝑚1, 𝑚2, 𝑚3, 𝑚4)?̇? =
M−,+,−,+(𝑚1, 𝑚2, 𝑚3, 𝑚4)?̇? =
M+,−(𝑚1, 𝑚3)?̇? =
M+,−(𝑚2, 𝑚4)̇𝑓 = (6.10)
The interpretation of the above model complies with the common intuition about
flying a quadcopter. Let us consider the learned monotonic qualitative constraint ?̇? =
M−,+,+,−(𝑚1, 𝑚2, 𝑚3, 𝑚4), and the model of quadcopter in Figure 6.7. The speed
in the 𝑥­direction can be increased by either increasing any or both outputs 𝑚2 and
𝑚3, and/or decreasing 𝑚1 and 𝑚4. If 𝑚1 and 𝑚2 are both being increased, nothing
can be said about the change of speed in the 𝑥­direction, since the effect depends on
the numerical values of the applied outputs. The remaining five rules allow similar
interpretations. Note the functional dependencies of ?̇? and ̇𝑓, which indicate that
inclinations along 𝑒 and 𝑓 can only be controlled by two motors.
6.3.3 Point­to­point flying
With the learned model of flying (6.10), the quadcopter is able to execute point­to­
point flying, i.e. flying from point A to point B without any obstructions. Let us
assume that the quadcopter must stop at the goal location B. In QDDL, such a task




# Constraints on inclination
30 < e < 30
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# The learned model of flying
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M++++(z’, [m1, m2, m3, m4])















Having no other constraints, qualitative plans for such tasks are trivial in the sense
that when abstracted, they only describe a single transition from the initial to the goal
state. This was also the case in the domain of driving a two­wheeled robot and in the
pushing domain. So let us here consider only the execution of such a plan, and assume
that the executor is given a task to fly a stabilized quadcopter from an initial location
(0, 0, 1) to a target location (𝑥1, 𝑦1, 𝑧1), where it should stop.
As it turns out, a critical part of navigating a quadcopter qualitatively is the change
in altitude. To clarify this phenomenon, let us consider the results of executing two
similar tasks of point­to­point flying:
1. a small change in altitude with target location at (6, 4, 1.1);
2. a slightly bigger change in altitude with target location at (6, 4, 1.2).
Results of both tasks are shown in Figure 6.8. The plots show the distances along 𝑥, 𝑦,
and 𝑧 axes from the target position. The top plots show the execution with the small
change in altitude, i.e. target position is at (6, 4, 1.1). Top left plot shows a numerically
unadapted execution and the right plot an adapted one. The latter execution is faster,
while both bring all three variables to their target values simultaneously.
The bottom left plots shows a numerically adapted execution with the target position
at (6, 4, 1.2). The difference in target altitude is now big enough to show that lifting is
significantly limited in speed. The quadcopter arrives at the target location faster than
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the controller.









































𝑥 (m) 𝑦 (m) 𝑧 (dm) D (m)
at the target altitude and therefore lingers there until the target attribute is reached.
The reason for the slow lift lies in the nature of qualitative reasoning. According to
the qualitative model (6.10), the velocity ?̇? can be increased by increasing the torque
on all four motors or a subset of motors if the torque on the remaining ones is kept
steady. The speed of lifting is obviously higher if all four motors are employed, but this
is a numerical information that is not captured by the qualitative model. Qualitatively,
the effect of using all four motors or only one to lift up, is the same. The altitude will
increase. The executor therefore tends to utilize fewer motors for lifting, so it is able to
simultaneously utilize other motors for horizontal targets. Even near the goal location,
there is always a need for small horizontal adjustments, hence the slow lift up.
The bottom right plots show three different executions under the same initial con­
ditions. This way we demonstrate the level of noise present due to delays in the inter­
process communication between the simulator and our qualitative flight controller.
These delays make each action having a slightly different duration, hence the small
variations between executions. We experiment with higher levels of noise in the quad­
copter domain in this next section.
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6.3.4 Navigating through a maze
With additional numerical constraints, the learned model can be used to attempt more
complex tasks. With no additional learning, a qualitative path to avoid an obstacle can
be devised by the planner, as already discussed in Section 4.6. The U­shaped obstacle
shown in Figure 6.9 is defined in QDDL by numerical constraint
x < 1 or x > 3 or y < 1 or y > 3 or (x < 3 and 1 < y < 3)
and added to the existing QDDL definition of the quadcopter domain. We add the
additional numerical constraint
0.9 < z < 1.1
to keep the altitude at about 1 meter. The qualitative plan already discussed in Sec­
tion 4.6 can then be executed to carry out this quadcopter task. However, the action
model here is more complex. Introducing the four control variables𝑚1, … ,𝑚4, we po­
tentially have 34 = 81 qualitative actions. To speed up the performance of planning
and execution, this action space can be reduced to the 9 qualitative actions shown
in Table 6.7. These 9 actions are the only deterministic actions out of the possible
81, and are easily determined through the qualitative model. For example, action
[𝑚1 ∶ std, 𝑚2 ∶ inc, 𝑚3 ∶ dec, 𝑚4 ∶ std] has a non­deterministic qualitative effect
on variable ?̇? according to the qualitative constraint ?̇? = M−,+,+,−(𝑚1, 𝑚2, 𝑚3, 𝑚4).
With this reduced set of actions, planning time can be kept within seconds⁴, more so if
steady behavior of non­goal variables is favored over dynamic behavior, e.g. variables
𝑎, 𝑒 and 𝑓 are kept at their initial values during search.
Executions of the maze­navigating task under different conditions are shown in Fig­
ures 6.9 (a)–(d). Figure (a) shows trajectories of 5 numerically unadapted executions.
The trajectories are all correct according to the qualitative plan, but (b) shorter and
more precise trajectories are implemented after the executor numerically adapts. Be­
cause a trajectory is long and composed of multiple waypoints, adaptation converges
within one full run. Executions shown in Figures (a) and (b) are done without noise,
except the inherent simulation noise from the inter­process communication delays.
To the executions shown in Figure (c), 50% RMS noise is added to the output
signals. Due to the relatively slow action frequency (4.5–5.5 actions per second in
⁴Our C++ implementation of the planner found the solution in 1.01 seconds.
136 D. Šoberl Automated planning with induced qualitative models in dynamic robotic domains
Table 6.7
Quadcopter actions with deterministic qualitative effect map one­to­one with velocity variables ?̇?, ?̇?, ?̇?.
𝑚1 𝑚2 𝑚3 𝑚4 ↔ ?̇? ?̇? ?̇?
std std std std std std std
std std std inc dec inc inc
std std std dec inc dec dec
std std inc std inc inc inc
std std dec std dec dec dec
std inc std std inc dec inc
std dec std std dec inc dec
inc std std std dec dec inc
dec std std std inc inc dec
this simulation), a small deviation in the durations of actions results in a visibly dif­
ferent shape of trajectory. Nevertheless, all trajectories are correct according to the
qualitative plan. Executions in Figure (d) are ran with ±0.1m error on the measured
position⁵. Velocities and accelerations were not measured by our qualitative controller,
but computed by the executor from the input positions and timings. The qualitative
controller is used only for navigation, while stabilization is handled by the built­in
stabilizer, therefore the output noise does not effect the quadcopter’s stability. We
may, however, observe some variations in the resulting trajectories and a tendency to
overshoot the goal.
6.3.5 Avoiding a pole obstacle
Simple obstacles (i.e. point­obstacles) can be avoided reactively, without the need
to incorporate them into the planning process. This makes collision avoidance dy­
namically adaptable to obstacle’s position during execution. Both types of obstacle
modelling can be combined, for instance, an agent can move through a maze where it
avoids colliding with another agent.
Learning to dynamically avoid an obstacle is possible only when the quadcopter has
already learned to fly. Experimentation involves executing consecutive point­to­point
flights around an obstacle. We formulate this experiment as a planar problem and thus
model the obstacle as a pole. Learning to avoid a point­obstacle would demand the
⁵A single gray square on the picture is 0.5m wide.
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(a) Numerically adapting. (b) Numerically adapted.
(c) Additional noise on actions. (d) Additional noise on sensors.
Figure 6.9
The qualitative plan




repeated 5 times (the
resulting trajectories
are shown in different
colors). Executions (a)






Some noise is present
due to non­steady action
frequency. Executions
(c) add ±50% RMS
noise to the output
signals. Executions (d)
add ±0.1m RMS error to
the measured quadcopter
position.
use of a spherical coordinate system⁶, but the idea and the principle are the same. It
would, however, take significantly longer due to the fact that our qualitative control
of altitude is very slow.
A vertical pole is placed at the center of a polygon. The distanceD ∈ ℝ+ and angle
φ ∈ [0∘, 360∘)] to the pole are measured by onboard proximity sensor. A random path
is constructed as a sequence of waypoints around the pole as shown in Figure 6.10. The
quadcopter traverses this path and records its observations of the change in distance
to the pole. The orientation of the quadcopter throughout the flight should ideally
be fixed, or at least vary as little as possible. Alternatively, the experiment may be
conducted in such a way that the orientation instead of position of the quadcopter
systematically changes. The idea in both approaches is to uniformly cover the domain
⁶Relative location of a point­obstacle is expressed as (D, φ, θ), while (D, φ) suffices for a pole­obstacle.
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Figure 6.10
The quadcopter learns
how to avoid collision
with the pole by traversing
a trajectory around it.
Already visited waypoints
are colored green. By
acquiring a sufficient
number of training in­
stances, the four operating
regions (denoted by











of φ. Experimentation may be conducted as follows:
1. Traverse a set of randomly chosen waypoints at some height around the pole.
When moving from a point (𝑥𝑖, 𝑦𝑖) to a point (𝑥𝑖+1, 𝑦𝑖+1), acquire a training
instance in the following way:
2. observe the initial location (𝑥𝑖, 𝑦𝑖), distance D𝑖 and angle φ;
3. move to the next waypoint;
4. observe the new location (𝑥𝑖, 𝑦𝑖) and distance D𝑖;
5. Record φ and differentials ΔD, Δ𝑥, Δ𝑦.
The question we seek to answer here is how to control the distance from the pole
D by means of changing the position (𝑥, 𝑦), and does it depend on the direction φ of
the pole. About 60 points suffice to learn a qualitative model through QUIN or Padé.
However, by increasing the number of samples, boundaries between the operating
regions are learned more precisely. A denser set of waypoints does not significantly
prolong the experimental phase, as the samples are collected more quickly, while the
length of the trajectory is approximately the same. Using several hundred samples,
our quadcopter learned the below qualitative model. The four operating regions were
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The variable φ identifies four operating regions, whose theoretical boundary values
are 0, 90, 180, and 270, as depicted in Figure 6.10 (left). Translated to QDDL, the
problem of avoidance can be defined as follows:
# Model of relative distance
if phi < 88.8 then
M--(dD, [dx, dy])
end
if 88.8 <= phi < 183.0 then
M+-(dD, [dx, dy])
end
if 183.8 <= phi < 274.4 then
M++(dD, [dx, dy])
end
if phi >= 274.4 then
M-+(dD, [dx, dy])
end











Here we use the same approach of modeling differentials through time derivatives
(6.3) as we did with the control model of the two­wheeled robot. The above QDDL
code for obstacle avoidance is an addition to the QDDL code for flying point­to­point,
derived earlier in this section.
The key part is the numerical constraint D > 0, which influences the choice of
actions during execution in such a way that the quadcopter stays away from the pole,
while at the same time it gravitates towards the target location. It has, on the other
hand, no effect on the results of planning. Having no geometric knowledge and in­
formation to work with, the planner simply assumes D to be positive throughout the
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Figure 6.11
Quadcopter trajecto­
ries when avoiding an
obstacle. (i) The first
execution starts numeri­
cally unadapted. (ii) The
second execution uses
observations from the
first execution, and third
execution uses observa­
tions from both preceding
executions. Second and
third trajectories overlap.







(ii) second and thi
rd execution
(12.7 seconds)
whole plan, whileφ stays at its initial magnitude. This is a possible numerical scenario,
obviously in cases when the quadcopter is initially placed somewhere on the segment
between the pole and the target.
Figure 6.11 shows the results of executing the following task. The quadcopter and
a target point are placed 7meters apart. The pole is placed exactly at the midpoint be­
tween the quadcopter and the target. The quadcopter must fly to the target point and
stop there without colliding with the pole. Execution is repeated three times. Recall
that the executor observes speeds and accelerations of all variables, and so adapts the
choice of actions. At the start of the first execution, no such observations have yet been
made. The ‘threat’ of collision seems to be slightly overestimated and avoidance com­
menced immediately after the start. The speed therefore builds up somewhat slower
than necessary, with the end result of 13.2 seconds needed to hit the target. Observa­
tions from all preceding executions are kept when execution is repeated. So with the
second execution, estimation of the distance from the pole is somewhat better. The
quadcopter initially takes a more direct angle towards the target, builds up on speed,
and starts to avoid the pole a bit later. The target is now reached in 12.7 seconds. The
third execution and all further ones result in a very similar behavior and timing as the
second execution. This shows that the executor adapted completely during the first
execution.
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6.4 Controlling the cart­pole system
The experiments presented so far were largely focused on reactive execution, its per­
formance and capabilities, while the planner mostly had the role of verifying the fea­
sibility of execution. We now move to experiments where qualitative planning has a
more central role, and the executor has a verifying role. These types of experiments
are closely related to explainability in AI and discovery of concepts. We have already
slightly touched on this subject with the pusher robot, where a learned qualitative tree
explains how the orientation of the pushed object can be balanced. A qualitative tree
can provide an insight into attribute dependencies, but it is not a sufficiently expressive
model to provide insights into strategies. Qualitative plans, on the other hand, can
provide precisely that. The problem of balancing an inverted pendulum is significantly
more complex then balancing pushed objects, mainly because gravity plays a crucial
role, which means that not all dynamics are dependent on the agent’s actions alone.
Planning is necessary to predict the qualitative effects of actions a few steps ahead. A
solution may be spurious and must therefore be verified and confirmed through exe­
cution before being declared a feasible control strategy.
The problem of balancing an inverted pendulum is a clear example of a nonlin­
ear system that has become a popular benchmark problem for many control learning
methods. The most common implementation of the inverted pendulum is the cart­
pole composition, where the pendulum is controlled indirectly by applying forces to
the cart. Michie and Chambers [107] were among the first ones to study adaptive
control on the pole­balancing problem. They implemented a reinforcement learning
algorithm called BOXES, which discretized the continuous domain into ‘boxes’ and
kept a record on how actions performed in each ‘box’. Later experiments involved
various types of neural networks [108–110], policy gradient learning [111], and Q­
learning [110, 112, 113]. Ramamoorthy and Kuipers [114] used qualitative modeling
to design a controller for the cart­pole system. Their control policy, which was derived
manually, was robust enough to accommodate a large amount of abuse from the user.
In the experiment presented here, a qualitative model is learned through experimenta­
tion, and a control policy is derived automatically from the learned model.
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Figure 6.12
Forces working on the
cart­pole composition
while pushing (pulling)







F — control force
M — mass of the cart
𝑚 — mass of the pole
𝑙 — pole length
θ — pole angle
𝑥 — position of the cart
6.4.1 Domain definition
A common implementation of the inverted pendulum is the cart­pole system shown
in Figure 6.12. A pole is freely hinged on top of a wheeled cart that moves along a
one­dimensional track. The pole can move vertically in the same direction as the cart.
It is assumed that there is no friction between the cart and the track or the pole and the
cart. The controller can apply force F of a fixed magnitude at discrete time intervals
in either direction, which complies to the bang­bang type of control. Mapping from
qualitative action F ∶ {inc, std, dec} to numerical action F ∈ ℝ is done as follows:
F ∶ inc ↦ F = Fmax
F ∶ dec ↦ F = −Fmax
F ∶ std ↦ no change in F.
(6.12)
The experiment presented here was done in simulation, using the following param­
eters: cart mass M = 1 kg, pole mass 𝑚 = 0.1 kg, pole length 𝑙 = 1 m, gravitational
acceleration 𝑔 = 9.81 m/s2, control force F = ±10 N. Center of mass 𝑚 is assumed
at the center of the pole. The dynamics of the system are modeled by the following
differential equations [109]:
θ̈ =
𝑔 sinθ (M + 𝑚) − 􏿴F + 𝑚𝑙θ̇2 sinθ􏿷 cosθ
4




F − 𝑚𝑙 􏿴θ̈ cosθ + θ̇2 sinθ􏿷
M + 𝑚 . (6.14)
The simulation time step as well as the rate at which the external force is applied is
0.02 seconds. This is also a commonly used action rate with the cart­pole domain. The
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motion of the cart is restricted to |𝑥| ≤ 3m and −12∘ ≤ θ ≤ 12∘. Outside these values
the failure signal is raised and the system reset to its initial state. The planner and the
executor are aware only of a subset of the attributes used by the physics simulator, i.e.
the ones that represent control outputs and sensory data. Those are listed in Table 6.8.
Table 6.8
Attributes used in the cart­pole domain.
Attribute Domain Description
F ℝ Control variable. Force applied to the cart.
𝑥, ?̇?, ?̈? ℝ Position, velocity and acceleration of the cart.
θ [−90∘, 90∘] Position of the pole.
θ̇, θ̈ ℝ Velocity and acceleration of the pole.
The initial placement of the cart is at an arbitrary position 𝑥 = 𝑥0 with the pole
being vertically aligned, i.e. θ = 0. Let the goal position 𝑥1 be chosen so that 𝑥0 < 𝑥1.
Both, the cart and the pole, are initially in a resting state: ?̇? = 0, θ̇ = 0, and no force
is being applied to either: ?̈? = 0, θ̈ = 0. The problem is defined as follows:
1. Move the cart from the initial position 𝑥0 to the goal position 𝑥1 and stop there.
2. Keep the pole near a steady vertical position θ = 0 at all times.
6.4.2 Learning a control model
A qualitative control model of the inverted pendulum can be learned very quickly.
Only a few seconds of experimentation suffice to collect enough numerical data for a
qualitative induction. A random action F ∈ {−10N, 0N, 10N} is applied every 0.02 s
while the numerical effects on the movement of the cart and the rotation of the pole are
observed. When the pole drops below the horizontal line θ = ±90∘, experimentation
is paused and the pole is reset to the initial vertical position θ = 0. The pole typically
drops after a second or two of experimentation. The complete process can be described
as follows:
1. For several seconds do:
2. apply random force F ∈ {−10 N, 0 N, 10 N} to the cart;
3. wait for 𝑑𝑡 = 0.02 seconds;
4. observe numerical values 𝑥, ?̇?, ?̈?, θ, θ̇, θ̈;
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5. Record the applied force F and the observed numerical values;
6. if θ ≤ −90∘ or θ ≥ 90∘, restart experimentation with θ = 0.
We collected 150 samples by running the experimentation for 3 seconds. We are
now interested how the choice of F effects the cart position 𝑥, pole position θ, and
all their times derivatives. To induce a qualitative model we prefer QUIN in this case,
for its ability to automatically identify functional dependencies. QUIN learned the
following two qualitative constraints which involve F as an independent variable:
M+(F)?̈? = M−,+(F, θ)θ̈ = (6.15)
Note that the above constraints are qualitative approximations of differential equations
(6.13, 6.14). The model is approximate not only in terms of quantities, but also func­
tional dependencies. The entropy provided by some attributes is high enough to be
treated as noise in the sampled data. We should therefore interpret the induced con­
straints in terms of confidence. For example, it is very likely that acceleration ?̈? will
increase with force F, while the effect of θ on ?̈? is either non­existent or uncertain. By
examining equation (6.14), we can see that the true relation between θ and ?̈? is a com­
plex one, involving magnitudes of F, θ̇, and θ̈. On the other hand, with significant
gravitational and small centrifugal force being observed during experimentation, it is
very likely that angular acceleration θ̈ will increase with θ.
QUIN also learned some other monotonic qualitative constraints, an interesting
one beingM+(θ, θ̇). This one encodes the following observation made during exper­
imentation: the lower the pole the higher its speed, and vice­versa. But since neither
θ nor θ̇ are found to be functionally dependent on F, either directly or indirectly, we
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6.4.3 Finding control strategies
The learned model alone does not suffice for successful control of the cart and pole.
Suppose the cart and the pole are steady and the pole in its vertical position θ = 0,
while the task is to move the cart right without dropping the pole. According to the
learned model (6.15), an action to take to increase 𝑥 is to increase F. Let this be
called a pushing action. With increasing F, the pole will start to accelerate in the
negative direction, i.e. to the left. To stabilize the pole, the cart must now be pulled
back. But because of gravity now working on the pole, the pull must now be stronger
than the initial push to bring the pole back to its vertical position. This results in the
cart moving away from the goal position instead towards it, as shown by the plot in
Figure 6.15. This behavior can be predicted by the qualitative planner and ruled out
as a possible method of reaching the goal. It does, however, find a different plan to
solve the task. According to the role of the qualitative planner in this domain, we will
call abstractions of qualitative plans control strategies.
Suppose the cart’s goal position 𝑥1 is on the right, i.e. 𝑥1 > 𝑥0. Before planning
starts, a numerical value is assigned to landmark 𝑥1, so the planner sorts the landmarks
in the quantity space of 𝑥 accordingly. The shortest plans found by the planner are 10
steps long, and of two possible types. A plan that turns out to be executable is shown
in Table 6.9. Its abstraction is depicted in Figure 6.13 as a successful control strategy.
Note that a strategy can be declared successful or unsuccessful only after its execution
has been attempted. The interpretation of this control strategy is as follows: (a) start
by applying the negative force F, until (b) negative velocity of the cart and positive
velocity of the pole is observed. Then apply positive F to eventually bring (c) the cart
and the pole to a stop. By continuing with the positive F, (d) the cart will gain positive
velocity, while the pole will start to lift, until (e) the goal state is reached.
A spurious plan of the same length may also be found, which abstracts to an unsuc­
cessful control strategy, depicted in Figure 6.13 as strategy 2. Its interpretation is as
follows: (a) in the initial state apply a positive force F until (b) a positive velocity of the
cart and a negative velocity of the pole is observed. Then apply negative force F to (c)
stop the motion of the pole while the cart continues moving forward. (d) Eventually,
the pole will gain upward momentum, at which point apply negative force F, to bring
(e) the cart and the pole to a full stop exactly at the goal point.
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Table 6.9
The qualitative behavior of an executable strategy for the cart­pole to increase position 𝑥.
Step Time F 𝑥 ?̇? ?̈? θ θ̇ θ̈
0 𝑡0 zero/std zero/std zero/std zero/std zero/std zero/std zero/std
1 (𝑡0, 𝑡1) neg/dec neg/dec neg/dec neg/dec pos/inc pos/inc pos/inc
2 𝑡1 neg/std neg/dec neg/dec neg/std pos/inc pos/inc pos/std
3 (𝑡1, 𝑡2) neg/inc neg/dec neg/dec neg/inc pos/inc pos/inc pos/dec
4 𝑡2 zero/inc neg/dec neg/std zero/inc pos/inc pos/std zero/std
5 (𝑡2, 𝑡3) pos/inc neg/dec neg/inc pos/inc pos/inc pos/dec neg/dec
6 𝑡3 pos/std neg/std zero/inc pos/std pos/std zero/dec neg/std
7 (𝑡3, 𝑡4) pos/dec neg/inc pos/inc pos/dec pos/dec neg/dec neg/inc
8 𝑡4 pos/dec zero/inc pos/std zero/dec pos/dec neg/std zero/inc
9 (𝑡4, 𝑡5) pos/dec zero..𝑥1/inc pos/dec neg/dec pos/dec neg/inc pos/inc
10 𝑡5 neg/std 𝑥1/std zero/dec neg/std zero/std zero/inc pos/std
6.4.4 Execution
A control strategy is executed as any other qualitative plan, by implementing transitions
between qualitative states. When transitions from state (a) to state (b) is complete,
execution continues with transition to state (c), and so on, until the goal state (e) is
reached. That is the ideal scenario. In reality, the targeted state is often not reached.
With Strategy 1 in Figure 6.13, transition from (d) to (e) does often not happen. In
state (e), the pole should be stabilized in its vertical position, and the cart at its goal
position 𝑥1. Instead, the cart is still found at some distance from its goal position, and
therefore the plan must to be repeated. This results in a swaying forward motion until
the goal position is reached. Even then, the goal can be overshot and the cart finds
itself on the right side of the goal position. The inverted version of the same strategy
is found by replanning, and execution can continue in either direction. The result of
such execution is shown in Figure 6.14. The strategy is repeated several times before the
cart reaches its goal position. Balancing continues at the goal position by alternating
between the original and the inverted control strategy. Note that the goal condition
θ̇ = 0, specified as the steady direction for θ, is crucial for successful execution. When
transitioning from state (d) to state (e), the executor will take control over the velocity
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Figure 6.14
Execution of a successful
cart­pole control strategy.
The task is to move
from the initial position
𝑥0 = −1 m to goal
position 𝑥1 = 0 m, while
balancing the pole. The
plot shows the first 10
seconds of execution.
of the pole with the intent to stop it in the vertical position. A faster transition would
otherwise be attempted by maximizing the speed of the pole, which quickly throws
the system out of balance.
Let us now consider the execution of Strategy 2 from Figure 6.13. The transition
from state (a) to state (b) is almost immediate. The transition to state (c) demands that
the pole is brought to a stop in a backwards leaning position, while the cart should be
moving forward. Those conditions are in obvious opposition, and the executor is torn
between pushing and pulling. Very quickly, the gravitational force accelerates the pole
beyond the point of control and the pole falls. The execution fails in about a second.
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Figure 6.15
Execution of a cart­pole
task without a proper
control strategy. Instead
of moving towards the
goal position, the cart
is forced to move away
while trying to stabilize
the pole.
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6.5 Discovering bipedal walking
Sometimes, a qualitative plan may coincide with a known concept, an idea or practice
recognized from daily human life. In such cases, we may regard qualitative plans as
abstract concepts. These are never explicitly observed in the robot’s measured data,
but are made up through qualitative reasoning [35]. We demonstrate this principle
with the problem of bipedal walking, where a humanoid robot never actually observes
the act of walking, but discovers it through qualitative planning. The initial plan may
not be complete; a working solution can be made­up incrementally through execution
and replanning. This experiment is similar to the one conducted by Sammut and
Yik [59], who devised a similar plan for bipedal walking using a specialized search
algorithm. The action models were specified manually, while the planner searched for
a loop that enabled the robot to move forward. In contrast, our robot learns about
actions through experimentation, while the planner is given no information that a loop
needs to be found in implement walking. The need for a looping plan is discovered
through execution.
The problem of bipedal walking is considered one of the most challenging problems
in robotics, with extensive research on numerical models and controllers for bipedal
locomotion [115, 116] and various machine learning methods to learn optimal con­
trol [117]. These numerical methods offer robust performance, but lack a cognitive
aspect, i.e. reasoning about walking at an abstract level. The concept of walking would
typically already be present, with the aim to fine­tune the parameters of the control
system. We take the opposite approach. By constraining action parameters to safe
intervals, we let the robot experiment freely and then reason at an abstract / qualita­
tive level about possible maneuvering concepts. We aim to discover comprehensible
explanations which can be recognized by a human as a known concept.
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To ensure a safe parameter space for random experimentation, we choose a hu­
manoid model with limited Degrees Of Freedom (DOF). One of the simplest known
biped designs implements 3 DOF per leg [118]. The robot is fully actuated, which
means that all its limbs follow a path that is known to maintain the robot’s stability at
all times [119]. This is ensured by keeping the Zero Moment Point [120] within the
convex hull of the robot’s feet. We adapted the robot known as Asti from the V­REP
simulator repository to these restrictions. The robot can therefore safely, without loos­
ing its stability, transfer its weight between left and right foot by swaying, and move
each leg forward or backward in any swaying position.
6.5.1 Domain definition
The state of the robot is controlled by control variables L, R, and S. Variables L and
R respectively control the stretch of the robot’s left and right leg. Value 1 denotes
the maximum forward stretch and −1 maximum backward stretch. Value 0 indicates
that the leg is vertically aligned with the torso. Variable S controls the side sway, with
which the robot can redistribute its weight between the left and the right foot, as
shown in Figure 6.16. With S ≤ −0.75, all the weight is on the left foot, so that there
is no friction between the right foot and the floor. With S > 0.75, all the weight
is on the right foot and no friction is between the left foot and the floor. The robot
is stable in any configuration L, R, S ∈ [−1, 1]. To ensure stability when changing
configurations, the controller applies the desired sway value first, and then the stretch
on the left and the right foot, which is done simultaneously. There is some instability
risk when changing all three control values simultaneously and a sudden change in
friction occurs as a foot touches the ground,
The terrain is flat. Position (𝑥, 𝑦) of the robot is defined as the middle point between
its feet, i.e. the midpoint of the segment between the centers of the feet. The orien­
tation 𝑎 ∈ [−180, 180) is 0 when the robot is facing the 𝑦­direction, and increases
counter­clockwise. Table 6.10 summarizes the roles of the attributes.
6.5.2 Learning to move the body
The robot must now learn how the available controls affect its body. There is yet
no notion of walking, nor any specific goal regarding motion. In principle, random
control values are applied and the change in attributes observed. To avoid returning the
robot to its original position after every such action, we use an egocentric coordinate
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Figure 6.16
Asti robot can sway left
(S < 0) or right (S > 0).
For S ≥ 0.75, all the
weight is on the right foot,
and for sway ≤ −0.75 all
the weight is on the left
foot. The robot is stable
for any S ∈ [−1, 1].
Table 6.10
Attributes used with the humanoid robot.
Attribute Domain Description
L [−1, 1] Control variable. Left leg stretch.
R [−1, 1] Control variable. Right leg stretch.
S [−1, 1] Control variable. Weight transfer by swaying.
(𝑥, 𝑦) ℝ × ℝ Robot’s position.
𝑎 [−180∘, 180∘) Robot’s orientation.
system. However the robot moves, the coordinate system is set to its new position and
orientation, so the next experiment can be executed from this point on. The algorithm
is as follows:
1. For each numerical sample:
2. Set the initial posture L = R = S = 0;
3. set the coordinate system to the current position and orientation;
4. apply random values L, R, S ∈ [−1, 1];
5. observe the new position (𝑥, 𝑦) and orientation 𝑎;
6. record values (L, R, S, 𝑥, 𝑦, 𝑎).
With a random choice of control values, several hundred samples at least are needed
to sufficiently cover the attribute space. We may reduce this amount by a more sys­
tematic sampling. For both feet, discretization L, R ∈ {−1, 0, 1} suffices. Swaying
demands a denser sampling, at least S ∈ {0.25 ⋅ 𝑘 | 𝑘 = {−4,… , 4}}. This gives as
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81 samples. Experimentation time can further be reduced by not completely resetting
the posture at the beginning of each experiment, but only the legs, i.e. L = R = 0.
However, these optimizations already reflect certain domain knowledge. Even with­
out these optimizations, experimentation can be finished in a matter of minutes. Very
slight motions are actually needed, so that the robot may barely be seen moving. A
single experiment can therefore be executed in a short amount of time.
In this domain, QUIN is not able to produce useful results. An attempt to learn a
model results in the following output:





𝑦 = M+,−(L, R)𝑎 =
(6.16)
The most obvious problem arises when learning a qualitative tree for attribute 𝑥. Dur­
ing experimentation, the robot is not able to change its 𝑥 position. Some noise does
occur, to which QUIN arbitrarily overfits. If the noise is filtered out (i.e. 𝑥 = 0 in
all instances), QUIN explicitly refuses to induce a model. Qualitative trees for 𝑦 and
𝑎 are oversimplified. There is a range within the swaying domain where 𝑦 is constant,
and ranges where 𝑎 is constant. Since QUIN is not able to learn constants, it gener­
alizes the learned monotonic constraints over those intervals. Unfortunately, such a
simplified model does not enable the robot to reason about walking.
On the other hand, Padé, combined with a tree learner, learns the following useful
qualitative model:




















Constants have correctly been learned and denoted by Q(). The swaying domain has
152 D. Šoberl Automated planning with induced qualitative models in dynamic robotic domains
been partitioned into three intervals (operating regions):
S ∈ [−1, −0.75] ∪ (−0.75, 0.75] ∪ (0.75, 1]).
In the left operating region (S ∈ [−1, −0.75], weight on the left foot), the robot moves
forward by stretching the left leg back and the right leg forward. To move back, the
opposite applies. The dynamics in the right operating region (S ∈ (0.75, 1]), weight
on the right foot) are reversed. In the middle operating region (S ∈ (−0.75, 0.75]),
weight on both feet, the robot cannot move forward or backward, but can rotate on
the spot. The latter was not intended by design, but obviously found consistent with
the collected data.
Interestingly, Padé also learned that within each operating region, there is no mono­
tonic relation between S and any other attribute. Wherever the learned constraint is
not a constant, it is of the form Q(±L),Q(±R). This, however, does not imply multi­
variate monotonicity MΔ(L, R), but, by definition, only the signs of partial derivatives
with respect to variables L and R. This can mean either MΔ(L, R) or M±(L), M±(R).
However, according to the model (6.16), QUIN learned the former functional depen­
dency in all cases.
Considering the outputs we get from QUIN and Padé, we may now describe our
humanoid robot domain in QDDL. We set a simple task for the robot: change your
absolute 𝑦­position to a given value 𝑦1. We may also take an additional step in the qual­
itative abstraction of the learned model by substituting the learned numerical thresh­
olds −0.75 and 0.75 for sway, respectively with symbolic landmarks L and R. The
numerical values for those landmarks are set before a task is planned and executed.
The description of the domain is then as follows:
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Table 6.11
A qualitative behavior for a single step. Variables 𝑥 and 𝑎 are kept steady at all times. Interpretations of lines are added for
clarity. Square brackets denote interpretations of actions. Non­bracket interpretations relate to states.
Step Time sway left right y Interpretation
0 𝑡0 0/std 0/std 0/std 𝑦0/std weight even
1 (𝑡0, 𝑡1) L..0/dec 0/std 0/std 𝑦0/std [sway right]
2 𝑡1 L/dec 0/std 0/std 𝑦0/std left foot free
3 (𝑡1, 𝑡2) −1..L/dec −1..0/dec 0..1/inc 𝑦0..𝑦1/inc [move forward]
4 𝑡2 −1..L/dec −1..0/dec 0..1/inc 𝑦1/inc goal
# Learned model of body movement
if (sway < L) then
M-+(y, [left, right])
const(a)









domain(left, [-1, 0, 1])
domain(right, [-1, 0, 1])





6.5.3 Inventing walking through replanning
Suppose the initial position of the robot is (𝑥, 𝑦) and we set the goal value 𝑦1 to some
positive number, i.e. 𝑦1 > 𝑦. The first qualitative plan found by the planner is shown
in Table 6.11. The robot starts with both feet firmly on the ground (0). In this state,
forward motion is impossible. But the robot is able to transfer its weight to one or the
other foot. In the case shown, a left sway is chosen (1), which eventually transfers all
the weight to the left foot. As the right foot becomes free from friction (2), the robot
is able to move forward by stretching its left foot backward and its right foot forward
(3). The robot is able to reach the goal (4) this way, if the goal is within the length of
a single step. We have placed the goal farther away than that.
Let us now consider an abstraction of the above qualitative plan. There are two target
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variables: 𝑦, because it is the goal variable, and sway, because it identifies operating
regions and actions have an effect on it. Between times 𝑡1 and 𝑡2, the executor will try
to implement transition
(sway = L, 𝑦 = 𝑦0) → (sway = −1..L, 𝑦 = 𝑦1).
The target value for sway is reached immediately. To reach 𝑦 = 𝑦1, the executor devises
the same qualitative action as the planner, stretch the left foot backward and the right
foot forward. This action is executed until the maximum stretch (left = −1, right =
1) is reached. Beyond these landmarks, decreasing direction for left and increasing
direction for right are no longer valid. No immediate action is now available to bring
the robot closer to its goal, so replanning is needed.
Table 6.12
Plans found with the first replanning (4 – 12) and second replanning (12 – 20). These respectively concur with left and right
walking steps, and conclude a walking loop, which is repeated until the goal is reached.
Step Time sway left right y Interpretation
4 𝑡2 −1..L/std −1/std 1/std 𝑦0..𝑦1/std weight left
5 (𝑡2, 𝑡3) −1..L/inc −1/std 1/std 𝑦0..𝑦1/std [sway right]
6 𝑡3 L/inc −1/std 1/std 𝑦0..𝑦1/std right foot touch
7 (𝑡3, 𝑡4) L..0/inc −1/std 1/std 𝑦0..𝑦1/std [sway right]
8 𝑡4 0/inc −1/std 1/std 𝑦0..𝑦1/std weight even
9 (𝑡4, 𝑡5) 0..R/inc −1/std 1/std 𝑦0..𝑦1/std [sway right]
10 𝑡5 R/inc −1/std 1/std 𝑦0..𝑦1/std left foot free
11 (𝑡5, 𝑡6) R..1/inc −1..0/inc 0..1/dec 𝑦0..𝑦1/inc [move forward]
12 𝑡6 R..1/inc −1..0/inc 0..1/dec 𝑦1/inc goal
12 𝑡6 R..1/std 1/std −1/std 𝑦0..𝑦1/std weight right
13 (𝑡6, 𝑡7) R..1/dec 1/std −1/std 𝑦0..𝑦1/std [sway left]
14 𝑡7 R/dec 1/std −1/std 𝑦0..𝑦1/std left foot touch
15 (𝑡7, 𝑡8) 0..R/dec 1/std −1/std 𝑦0..𝑦1/std [sway left]
16 𝑡8 0/dec 1/std −1/std 𝑦0..𝑦1/std weight even
17 (𝑡8, 𝑡9) L..0/dec 1/std −1/std 𝑦0..𝑦1/std [sway left]
18 𝑡9 L/dec 1/std −1/std 𝑦0..𝑦1/std right foot free
19 (𝑡9, 𝑡10) −1..L/dec 0..1/dec −1..0/inc 𝑦0..𝑦1/inc [move forward]








































plan for bipedal walking.
Each node represents a
P­state of the qualitative
behavior. Arrows repre­
sent reactive executions
towards the next state.
The second plan is shown in Table 6.12 (4 – 12). At time 𝑡2, the robot finds itself in
state (4), instead in a goal state. A right sway is now taken and the weight transferred to
the right leg. Again, execution fails to reach a goal state, so replanning is repeated for
the second time, producing the third plan, shown in Table 6.12 (12 – 20). Even now,
a goal state may not be reached. However, when the third execution is unsuccessful
in reaching the goal, the robot finds itself again in state (4) from the replan. This
alternation continues until, eventually, the goal is reached. The complete abstracted
qualitative plan is depicted in Figure 6.17. Execution of this walking plan on the Asti
robot in V­REP simulator is shown in Figure 6.18.
Executing a looped plan turns out successful in this domain. In general, however,
this may not be a successful approach. If executing a qualitative loop results in looping
in the numerical state space as well, the robot may never be able to reach its goal. Such
behavior is not difficult to detect. It should generally suffice to track the numerical
values of target variables.
6.6 Discussion
The presented experiments demonstrate various ways in which qualitative planning can
be employed in robotics domains. With some motion planning problems, qualitative
planner may act as a path­finding component, while the executor handles the path­
pursuing role, with the capacity to adapt to certain dynamic environmental factors,
e.g. a change in the target position or avoiding a collision with another agent. In
some other domains, the planner may be employed to devise a control strategy, and
the executor responsible for testing out the proposed solutions. In these particular
domains we focused on learning the most basic actuation using motor babbling. In
two cases, however, we also outlined the possibility of learning higher level actions.
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Figure 6.18
A recording of a hu­
manoid robot executing
the qualitative plan for
bipedal walking in simu­
lation. The eight frames
show one walking cycle.
A short description of the
captured state is given
below each frame.
initial position sway left right step forward both feet down
sway right left step forward both feet down sway left
Our two­wheeler first learned how to use the left and the right wheel to control its
speed and rotation. Using the learned model it then performed additional experiments
with higher level actions to learn navigation. Similar approach was also used in the
quadcopter domain. There is of course no obvious reason to stop at the second level
of such hierarchical learning.
A clear advantage of using qualitative approaches is sample efficiency with learning
qualitative models. This means that in a relatively short amount of time, enough sam­
ples can be collected to induce a useful model. No additional training is needed to
execute a successful, although a suboptimal solution. The latter can determine very
specific boundaries within which additional training could be performed in pursuit of
an optimal solution. This way qualitative and numerical method can nicely comple­
ment each other. On the other hand, the qualitative plan alone is useful either as a
generalized explanation of how to approach the problem, or as a transferrable knowl­
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edge between different agents that can operate under the same qualitative principles.
The explanatory power of qualitative plans is nevertheless limited to the descriptive
power of QSIM type behaviors.
The main reason why the proposed qualitative approach can faster produce a work­
ing solution than traditional numerical methods (e.g. reinforcement learning), is
twofold:
1. Learning qualitative models does not require fine­tuning of numerical param­
eters. It can therefore learn with small sets of training data, while being very
robust to noise.
2. Qualitative planning and execution of qualitative plans are done with a rich
background knowledge in physics. The planner itself encodes the principles of
qualitative physics, and is able to forsee future behaviors to an arbitrary depth.
The executor further complements this qualitative physics with the ability to
compute speeds and accelerations. Reinforcement learning would typically have
to reinvent most of that knowledge.
There are also many limitations to the proposed qualitative method. Neither the
planner nor the executor are able to produce complex and precise geometric solutions.
The modeling of obstacles using numerical constraints is very crude and allows defin­
ing only regular shapes. The executor works well in convex state spaces, otherwise a
high probability exists of getting stuck in a local minimum. These local minimums
can sometimes be resolved with qualitative replanning (as is the case with bipedal walk­
ing), while at other times a qualitative solution might not exist or is very difficult to
implement. We encountered such problem in the box pushing domain, where reposi­
tioning had to be done with a numerical method that can solve this specific geometric
task. There might be other robotic problems where these methods cannot be applied,
such as manipulation of unknown objects or in­hand manipulation tasks.

7Conclusions
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This dissertation is along the lines and in some aspects a continuation of the work
done by Wiley et al., who proposed and demonstrated QSIM based qualitative plan­
ning with a multi­tracked robot vehicle. They couple the learned qualitative plans with
more traditional numerical methods of learning by trial and error to complete a task.
We claim that QSIM based planning can be used with many different robotics prob­
lems in continuous domains, and introduce additional extensions to the traditional
QSIM algorithm to further generalize this planning method. We also claim that such
qualitative plans can be executed without additional numerical training, and introduce
an execution algorithm based on the method of gradient descent. We demonstrate our
methods in five different robotic domains.
The most important extension to QSIM type planning proposed in this dissertation
is the ability to use multivariate monotonic qualitative constraints, which makes the
planner suitable for use with qualitative learning algorithms such as QUIN or Padé.
With only the original univariate monotonicity constraints, qualitative induction can
be used with QSIM only to a limited extent, disallowing the use of more than one
control variable. However, the addition of multivariate monotonicity to QSIM signif­
icantly worsens its non­deterministic reasoning, resulting in an explosion of spurious
qualitative plans. To mitigate this problem we propose a planning heuristic that ex­
plores deterministic state transitions first.
Our main contribution is the method of execution of qualitative plans with on­line
adaptation to a domain’s numerical properties. A qualitative plan in the form of a
QSIM behavior is often overspecified, i.e. the plan sets a landmark value at a specific
point in time to an non­essential quantity. Such plans also determine actions in the
form of qualitative values that control variables should assume at a certain point within
the plan. These values are symbolic and typically correspond to numerical intervals. To
execute such an action, precise numerical parameters must somehow be determined,
presumably through some additional numerical training. We avoid this problem by
proposing a method of abstracting qualitative plans to a class of plans, where actions
are omitted and the plan is simplified to a sequence of target states. This abstraction
corresponds to multiple qualitative plans, so the executor is free to numerically im­
plement an arbitrary one. Abstracted qualitative plans are simpler, more general, and
therefore more comprehensible. Execution is then defined as a numerical implemen­
tation of qualitative transitions between target states, where actions are decided in the
process. The executor alone is sophisticated enough to be able to execute some robotic
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tasks even without planning.
The two biggest drawbacks of QSIM based qualitative planning are computational
complexity and the production of spurious plans. The size of the qualitative state
space is exponential in the number of variables, which poses a serious limitation. This
problem is especially apparent in the quadcopter domain, where we reach the lim­
its in domain complexity. The proposed search strategy of prioritizing deterministic
qualitative behaviors enables the planner to find a solution within seconds. Adding
some more variables to the qualitative model increases the planning time to minutes
or even hours. We are able to avoid this problem at execution time, where the same
qualitative model is used to determine effects of actions. Instead of simulating actions
qualitatively, we propose a new type of qualitative algebra to approximate action ef­
fects, which under some realistic assumptions gives appropriate results and can be done
in real­time. Actions chosen by the executor are still qualitative and must be quanti­
fied before they can be executed, i.e. the rate of change in control variables must be
determined. However, with a fast reactive loop, this quantification may be arbitrary
within reasonable numerical bounds. Hence there is no need to learn or fine­tune
these numerical parameters.
The existence of spurious plans makes it impossible for the planner to guarantee
the existence of a solution. However, it is guaranteed that there is no solution to the
problem if no plan is found. A qualitative plan can only be verified through execution.
If it does not produce the desired results, another solution is considered through re­
planning. There are, however, different possible approaches to replanning, depending
on the particular robotics task that we attempt. In the cart­pole domain, the exper­
iment was reset upon a failure and a different strategy attempted. With the walking
humanoid robot, a plan was built incrementally by replanning and expanding the ex­
isting plan with newly found solutions. The box pushing robot was relocated to a
different position: the one that permitted the most prominent action to be executed
next. We therefore leave open the question of how replanning should be incorporated
with our planning scheme.
Learning qualitative models from numerical traces plays a notable part in this dis­
sertation, although only a partial demonstration of its applicability in new robotics
domains is made in this regard. We argue the use of QUIN and Padé over other ex­
isting methods for the following reasons: (i) they both learn directly from numerical
traces, which in robotics domains means directly from sensory data; (ii) they learn
162 D. Šoberl Automated planning with induced qualitative models in dynamic robotic domains
models that can directly be formulated as QSIM type constraints; (iii) they are capa­
ble of learning operating regions. However, they still exhibit some limitations. QUIN
is able to learn functional dependencies and therefore the multivariate MΔ­constraints
directly, while Padé learns more basicQ­constraints, which need careful consideration
when reformulated to the multivariate MΔ form used by the planner. On the other
hand, Padé is able to learn constant functions, which QUIN cannot. This made QUIN
inappropriate for learning the concept of bipedal walking, a limitation that could also
appear in some other domains. Unfortunately, neither of the two algorithms learns
derivatives, which we modeled manually in all cases. Wellman [66] already discussed
that MΔ­constraints, together with the notion of operating regions, provides the same
expressive power as QSIM constraints add, minus, mult, and univariate M±. There­
fore a learner that can learn MΔ, const, and deriv constraints, together with operating
regions, should be applicable in all domains that are within the expressive power of
QSIM.
The experiments presented in this dissertation indicate a strong interconnectedness
between learning and planning in the field of autonomously exploring agents. A robot
must sometimes learn a more basic control model to execute rather complex experi­
ments and obtain higher­order domain knowledge. We demonstrated up to two it­
erations of such a learning­planning loop, but it is not difficult to imagine further
iterations. Unfortunately, by concatenating the learned models as we did, the number
of variables would eventually reach a limit of computational feasibility. This indicates
possible directions for future work. Trying to reduce computational complexity of
QSIM is only one of the options. Models learned in each iteration could be kept sepa­
rate. This way, separate planners would handle only small subsets of variables, so that
an action of a higher­level planner would represent a task to a lower­level planner. By
limiting each iteration of learning to a small set of variables, the problem of planning
time complexity might be avoided altogether.
A clear advantage of using the qualitative approach is fast learning, and as shown
in this dissertation, the possibility to quickly obtain a working, although a suboptimal
execution. The latter, however, could determine very specific boundaries for further
optimizations, while the qualitative plan can be regarded as a generalized transferrable
knowledge with certain explanatory potential. The proposed qualitative framework
encodes a rich background knowledge in qualitative physics and accelerated motion, as
well as the ability to predict future qualitative behaviors to an arbitrary extent. On the
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other hand, it is incapable of successfully solving problems that involve very specific
and precise geometric tasks. Such problems can be approached by combinations of




Qualitative Domain Definition Language
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In the field of AI planning, PDDL (Planning Domain Definition Language) has be­
come an established formalism for describing planning problems. The standard PDDL
assumes a finite and fully¹ observable world, complete knowledge about the initial
state, instantaneous deterministic actions, and sequential plans. Planning models that
meet these requirements are known as classical planning. The qualitative planning
method proposed in this dissertation is based on qualitative simulation (QSIM), whose
outputs are non­deterministic. Models encode incomplete knowledge, and actions are
defined as durative (as opposed to instantaneous), whose effects are not certain un­
til executed. Clearly, this planning model does not fall into the category of classical
planning, hence a different type of definition language has to be used to describe a
qualitative planning domain.
Very little research has yet been done in the field of qualitative planning for robotics
domains. The existing research focuses on solving a specific problem (see e.g. [31,
33, 59]), hence no explicit need ever emerged for a strict separation of problem for­
mulations from the methods of planning. It is true that Kuipers’ QSIM uses its own
modeling language, which he uses extensively in his book on qualitative simulation
[65]. But with numerous changes and extensions introduced in this dissertation to
adapt qualitative simulation for robotic planning, a somewhat different language is
needed with our planning framework. We propose a new modeling language called
the Qualitative Domain Definition Language, abbreviated to QDDL, which we use
with all robotic experiments in Chapter 6.
The rest of this chapter describes properties and structure of the language, definition
of the attribute space, specification of actions and goals, formulations of qualitative and
numerical constraints, and the use of operating regions. Finally, we discuss how the
language should be interpreted.
PROpERTIES AND gENERAL STRucTuRE
QDDL has the following properties:
It is a description language for describing the properties and constraints of a
robotics domain.
¹There are variants of PDDL that allow partial observability, e.g. RDDL (Relational Dynamic influence
Diagram Language).
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It is a text­based language (as opposed to visual­based) and limited to the ASCII
character set.
The order of statements is irrelevant.
It is interpreted.
The description of a qualitative domain in QDDL is composed of a set of statements,
which are separated by whitespace, i.e. one or more invisible ASCII characters, such as
space, tabular, newline, etc. There are no punctuation marks used between statements
or at the end of a statement. For better readability we choose to write each statement
on its own line, although this is not necessary. Empty lines are ignored. Comments
begin with character #. This means that any sequence of characters beginning with #
to the end of the current line is ignored.
All statements, except numerical constraints and conditional statements, are written
in a predicate form. This makes the syntax in some parts similar to the one used
by Bratko’s implementation of QSIM in Prolog [60]. There, qualitative models are
formulated in Prolog, which makes the model and the QSIM algorithm a part of the
same program. Besides using predicates to state certain types of constraints, QDDL
has nothing in common with Prolog.
VARIABLES AND LANDMARkS
Variables are typically associated with sensory input or constants, which are determined
for a specific task, e.g. goal position or task­specific constraints. Values are assigned
to variables before planning starts, and for execution at the start of each reactive cycle.
In QDDL, variables are not declared explicitly. The name of a variable can be any
sequence of alphanumeric characters that does not start with a digit. It may end with an
apostrophe symbol (’) or a sequence of those. This way we may write time derivatives
in an intuitive manner, e.g. x’, x”. All variables are of the real data type. A real value
may or may not be assigned to a variable. If not, it is considered symbolic.
There is no explicit distinction between variables and landmarks. A landmark may
be given as a real value (e.g. −1, 0, 12.73), a predefined symbol (minf, zero, inf),
or a variable. The symbol ‘zero’ corresponds to numerical value 0 and their use is
interchangeable. Whenever a landmark is given as a variable, its value is determined
when the value of the variable is determined. It may also remain a pure symbolic
landmark if a numerical value is not given. Planning with symbolic landmarks is
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possible if their positions within their quantity spaces are unambiguous. E.g., within
the quantity space [−1, 0,max], landmark max may remain symbolic.
If not specified otherwise, quantity space of a variable is [minf, zero, inf] by default.
Additional landmarks are added when recognized from constraints, e.g. numerical
constraint −1 < 𝑥 < pos adds landmarks −1 and pos to the quantity space of 𝑥. This
implicit discretization of variable’s domain can be prevented by explicit domain decla­
ration using the domain predicate in the following way:
domain(variable, [landmark1, landmark2, ...])
For example:
domain(x, [-1, 12.5])
domain(y, [min, zero, max])
domain(z, [minf, 0, 1, inf])
On the other hand, landmarks can be inserted explicitly using the landmarks predi­
cate, which takes the same parameters as predicate domain. For instance, to explicitly
insert landmarks 0 and max to the quantity space of 𝑥, we would write:
landmarks(x, [0, max])
A cyclic quantity space is specified by the predicate cycle, e.g.:
cycle(variable, [landmark1, landmark2))
Landmark landmark2 is now considered to be equivalent to landmark1, and land­
marks defined outside this interval are excluded from the quantity space. A typical use
of the cyclic predicate would be:
cycle(a, [0, 360))
which makes a ∈ [0, 360). Assigning 𝑥 = 360 would result in 𝑥 = 0, and 𝑥 = −10
would result in 𝑥 = 350.
Predicates domain and landmarks may contradict each other when used for the
same variable. Explicitly adding landmarks to an explicitly defined domain may be
considered an error, or at least an ineffective and therefore a redundant statement.
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QuALITATIvE cONSTRAINTS
We have defined eight type of qualitative constraints, which we listed in Table 3.1.
Their formulation in QDDL is straightforward. These are valid examples:
add(x, y, z) const(x)
minus(x, y) M+(x, y)
mult(x, y, z) M-(x, y)
deriv(x, y) M+-(z, [x, y])
Note that multivariate monotonic qualitative constraints are written in a predicate
form. The number of pluses and minuses after the M symbol must match the number
of variables within the square brackets.
We may want to explicitly model tuples of corresponding values², e.g. in addition
to M+(x, y) we may want to assert that 𝑥 = 0 should always imply 𝑦 = 0, and vice
versa. Corresponding values are specified using the correspond predicate, which is
of the form:
correspond(variable1:value1, variable2:value2, ...)





Recall from Definition 4.4 that a numerical constraint is an inequality 𝑥𝑖 < 𝑟𝑖, 𝑥𝑖 ≤ 𝑟𝑖,
𝑥𝑖 > 𝑟𝑖, 𝑥𝑖 ≥ 𝑟𝑖, or a disjunction of such inequalities. Multiple numerical constraints
may be written in a conjunctive form and simplified. In QDDL, the basic form of a
numerical constraint is either a half­bounded constraint, e.g.:
²There was no need to explicitly model corresponding values in the experiments presented in this disser­
tation. However, this concept is a part of the QSIM simulator and could be useful in some other robotic
domains.





or a (fully) bounded constraint, e.g.:
-1 < x < 1
0.5 <= x < 1.5
1/4 < x <= b
a <= x <= b
With the former, the constrained variable is always on the left­hand side, and with
the latter it is in the middle. Other values / symbols are considered landmarks in the
quantity space of the constrained variable. These basic formulations are used by both,
the planner and the executor, to validate a system state. The executor will also actively
avoid violation of all such constraints, as discussed in Chapter 5.
Compound numerical constraints can be written using keywords and, or for logical
conjunction and disjunction, and optional parentheses. These are valid examples:
x >= 1 or y > a
(x >= a or (y > b))
(y >= -1.5 and -1/4 < x < 3/4) or y < 0
The distinction between the constrained variables and their landmarks is the same as
with the basic form. Compound numerical constraints are used by the planner and
the executor to validate a system state, but the executor will not actively avoid their
violation. Having a logical disjunction of two or more such inequalities (e.g. x > 0
or y > 0), it is not a straightforward problem which one to satisfy during execution.
It is possible that to reach a target, one or the other inequality must be violated.
AcTIONS AND gOALS
We have defined qualitative actions as mappings of control variables to qualitative
directions. A valid qualitative action is specified in QDDL by stating such a mapping
using the action predicate:
action(variable1:direction1, variable2:direction2, ...)
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For instance, actions of a simple planar motion could be specified as:
action(x:std, y:inc) # forward
action(x:std, y:dec) # backward
action(x:inc, y:std) # right
action(x:dec, y:std) # left
If the control variables can be used independently, specification of actions can be sim­
plified by omitting qualitative directions, e.g:
action(x, y)
This would imply all 9 possible qualitative actions over control variables 𝑥 and 𝑦.
Goal conditions are specified as:
goal(condition1, condition2, ...)
A goal is reached when all its conditions are met. Each goal condition is written as an
equality, where the left­hand side contains a single variable, and the right­hand side
either a number, a variable, an expression, or an interval defined by these. These are
valid examples:
goal(x = 0, y = y1, z = a + b)
goal(x = zero, y = 2 * (z - 1))
goal(x = 0..1, y = -inf..zero, z = (a + 1)..top)
Optionally, qualitative directions may also be specified. Specification
goal(x = 0/std, y = y1/inc)
is equivalent to
goal(x = 0, x’ = 0, y = y1, y’ = 0..inf)
where deriv(x, x’) and deriv(y, y’).
Goals specified in QDDL are goals that are pursuit by the planner. During execu­
tion, goals are superseded by targets, as defined by the given qualitative plan. However,
if no plan and therefore no targets are given, the executor may pursue any goal specified
by the goal predicate.
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OpERATINg REgIONS
An operating region is a subspace of the attribute space, in which a distinct set of con­
straints applies. Models learned by QUIN determine operating regions by branching
at specific numerical values of attributes. The same goes for Padé, if combined with
a decision tree learner. In QDDL, operating regions are determined by if­then­else
clauses, in a similar way as they are used in imperative programming languages. A
simple example is:




In the above case, constraint M+(𝑦, 𝑥) applies if 𝑥 ≥ 0. For 𝑥 < 0, variables 𝑥 and 𝑦
are not constrained. On the other hand, variable x’ is a time derivative of variable x
in all operating regions, since the deriv(x, x’) constraint is not conditioned.
Using multiple if­then statements, it is possible to make operating regions overlap
and form subregions that assert contradictions. It is therefore a better practice to use
else statements wherever possible. The below left and right formulations are equivalent:
if x >= 0 then
M+(y, x)
end
if x < 0 then
M-(y, x)
end





Conditions used with if­then statements are formulated in the same way as numerical
constraints, i.e. conjunctions and disjunctions of inequalities with optional parenthe­
sis to determine priorities. The following example identifies four operating regions by
nesting of else blocks:
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if x >= 0 and y >= 0 then
M++(z, [x, y])
else if x >= 0 then
M+-(z, [x, y])





Qualitative learners learn only qualitative constraints. Nevertheless, QDDL also al­
lows modeling numerical constraints. We may, for instance, want to constrain the
minimum speed of an aircraft at an altitude above some threshold:
if altitude > t then
v > min
end
In this case, the executor will actively work towards increasing the speed v at altitudes
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Uvod
Sposobnost planiranja je eden izmed temeljnih odrazov inteligence. Umetna inteli­
genca pod planiranje uvršča različne metode avtomatiziranega generiranja obnašanj in
strategij, ki pripeljejo do določenega cilja. Te metode imenujemo tudi avtomatizirano
planiranje (angl. automated planning) [1]. Ljudje običajno sklepamo in planiramo
kvalitativno. Pri tem količine abstrahiramo, tako da namesto natančnih številčnih mer
raje uporabljamo kvalitative opise, kot npr. blizu, počasi, težko, močno, itd. Takšen
način razmišljanja je navdihnil raziskovalno področje kvalitativnega sklepanja (angl.
Qualitative Reasoning), ki se je začelo razvijati v začetku 80. let prejšnjega stoletja z
namenom ponuditi poenostavljene in intuitivne pristope k reševanju fizikalnih prob­
lemov [28, 29].
Kmalu po vzpostavitvi teoretičih temeljev kvalitativne fizike, je Benjamin Kuipers
predstavil QSIM, algoritem za kvalitativno simulacijo fizikalnih procesov [30]. Hitro
so sledile razprave o tem, kako v takšno kvalitativno simulacijo vključiti koncept akcije
[28, 57], kar so bili prvi koraki k principom kvalitativnega planiranja. Predlagani
algoritem je generiral plan za napolnjenje korita z vodo, pri čemer se pretok vode
uravnava z odpiranjem in zapiranjem ventila.
Resni poskusi kvalitativnega planiranja v robotiki so se pojavili šele približno dve
desetletji kasneje. Pri tem je pomembno vlogo odigral projekt XPERO ­ Learning by
Experimentation (2006 ­ 2009), ki je demonstriral potencial učenja kvalitativnih mod­
elov v kognitivni robotiki. Naučeni modeli so nudili preprosto in človeku intuitivno
razlago znanja, ki ga je robot pridobil z eksperimentiranjem v svoji domeni. Pri tem
sta se posebno dobro obnesli dve metodi učenja kvalitativnih modelov iz numeričnih
podatkov, in sicer učenje kvalitativnih dreves (QUIN) [41] ter učenje kvalitativnih par­
cialnih odvodov (Padé) [27, 42]. Ti dve metodi smo zato uporabili tudi v eksperimentih,
ki jih predstavimo v tej doktorski disertaciji.
XPERO se je sicer primarno ukvarjal z učenjem kvalitativnih modelov, odprl pa je
zanimivo raziskovalno vprašanje, kako takšne naučene kvalitativne modele uporabiti
pri robotskem planiranju. Pomembni poskusi v tej smeri so bili planiranje dvonožne
hoje [59], potiskanje škatle [31] ter vzpenjanje vozila po stopnicah z uporabo dvojnih
gosenic [32, 63]. Vsi ti poskusi so bili izvedeni z uporabo različnih pristopov učenja in
planiranja, ki pa niso bili demonstrirani kot splošnonamenski oz. domensko neodvisni.
Poleg tega robot kvalitativnih planov tipično ni mogel izvajati neposredno, ampak jih
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je uporabljal kot usmeritev pri nadaljnjem numeričnem učenju za izvajanje zadanih
nalog.
Namen te disertacije je poenotiti pristop k kvalitativnem planiranju v robotiki ter
predstaviti in demonstrirati domensko neodvisno metodo kvalitativnega planiranja in
izvajanja kvalitativnih planov. Za namen poenotenega kvalitativnega opisa robotskih
domen definiramo nov jezik, ki ga imenujemo QDDL (Qualitative Domain Descrip­
tion Language) in ga uporabimo za definicijo vseh v disertaciji predstavljenih robotskih
problemov. Teoretično in eksperimentalno utemeljimo možnost neposrednega izva­
janja kvalitativnih planov s prilagajanjem numeričnim parametrom v realnem času,
med samim izvajanjem plana. Z uporabo naše metode reproduciramo ter nekoliko
razširimo nekatere obstoječe eksperimente v kvalitativnem planiranju, predstavimo pa
tudi kvalitativne pristope k aktualnim robotskim problemom, ki še niso bili obravna­
vani kvalitativno.
Kvalitativno modeliranje in simulacija
Fizikalne procese tradicionalno modeliramo s pomočjo običajnih diferencialnih enačb,
ki determinirajo numerično obnašanje nekega sistema skozi čas. V kvalitativni fiziki
uporabljamo kvalitativne differencialni enačbe (angl. Qualitative Differential Equation
(QDE)), ki so kvalitativna analogija običajnih diferencialnih enačb. Takšno kvalita­
tivno modeliranje ohranja algebraično strukturo enačb, odpravi pa numerične informa­
cije. Tako bi dinamiko ventila, ki uravnava pritisk, kvalitativno lahko opisali z enačbo
∂P + ∂A − ∂Q = 0, pri čemer je P pritisk, A prerez pretoka in Q pretok skozi ventil.
Takšna formulacija omogoča nedeterminizem, saj ne moremo z gotovostjo napovedati,
kako se bo spremenil pretok Q, če se pritisk P poveča, prerez pretoka A pa zmanjša.
Možen je torej nabor različnih obnašanj, zato QDE običajno obravnavamo kot ome­
jitve pri obnašanju sistema.
V tej disertaciji prevzemamo formulacijo QDE po Benjaminu Kuipersu [30, 65], ki
QDE definira kot četverico ⟨V,Q,C, T⟩, kjer je Vmnožica kvalitativnih spremenljivk,
Q spremenljivkam pripadajoči kvantitetni prostori (nabor kvalitativnih vrednosti, ki
jih posamezna spremenljivka lahko zavzame), C množica kvalitativnih omejitev in T
množica prehodov med operativnimi območji. Kvalitativne spremenljivke V obravna­
vamo kot zvezne in po času odvedljive funkcije.
Kvantitetni prostor spremenljivke 𝑥 je končen in popolnoma urejen nabor mejnikov
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(angl. landmarks), ki diskretizirajo domeno spremenljivke 𝑥. Ti mejniki so lahko
numerični ali simbolni. Kvantitetni prostor vedno vsebuje mejnik zero oz. 0, ki je
analogija numerične ničle, vsebuje pa lahko tudi enega ali oba od simbolnih mejnikov
za neskončnost (−∞,∞), običajno poimenovana minf in inf. Kvalitativna vrednost
spremenljivke 𝑥 je sestavljena iz kvalitativne velikosti (3.1), npr. zero, 𝑙1, zero..𝑙1, itd.,
ter kvalitativne smeri (3.3), ki je lahko naraščajoča (inc), padajoča (dec) ali konstantna
(std). Tako kvalitativna vrednost spremenljivke 𝑥 = zero..𝑙1/dec določa, da je numer­
ična vrednost 𝑥 trenutno pozitivna, in sicer med numerično vrednostjo 0 in simbolnim
mejnikom 𝑙1, ter da njena vrednost pada oz. je njen odvod po času negativen.
Kvalitativne omejitve določajo funkcionalne odvisnosti med spremenljivkami in s
tem notranjo strukturo sistema. Uporabljamo osem tipov kvalitativnih omejitev, ki
so prikazane v tabeli 3.1. Omejitve add, minus in mult so kvalitativne analogije op­
eracij seštevanja, inverza za seštevanje in množenja, omejitev deriv predstavlja odvod
po času, const definira dano spremenljivko kot konstanto, z omejitvama M+ in M− pa
definiramo razrede monotono naraščajočih in padajočih funkcij. Posplošitev slednjih
je omejitev MΔ, ki kvalitativno abstrahira funkcije več spremenljivk, pri čemer vsak
njen parcialni odvod neodvisno monotono narašča ali pada.
Pogosto nek nabor kvalitativnih omejitev velja samo pod določenimi pogoji oz. v
določenih stanjih. V takšnih primerih govorimo o operativnih območjih, na katera je
razdeljena (robotska) domena. Ta so paroma disjunktna in pokrivajo celotno domeno.
Vsakemu operativnemu območju pripišemo lasten nabor kvalitativnih omejitev, pre­
hode med njimi pa določajo dani pogoji. Algoritmi za učenje kvalitativnih dreves
(QUIN oz. Padé v kombinaciji z učenjem odločitvenih dreves) se teh pogojev lahko
naučijo iz dane numerične učne množice. Primer takšnega učenja je prikazan na slikah
3.2 in 3.3.
Kvalitativno stanje sistema je podano kot vektor kvalitativnih vrednosti za vsako
spremenljivko. V sistemu, kjer 𝑥 označuje položaj objekta, 𝑣 pa njegovo hitrost, je eno
izmed možnih kvalitativnih stanj S(𝑡) = [𝑥 ∶ 0..1/inc, 𝑣 ∶ 𝑣1/std], kar bi pomenilo, da
se v času 𝑡 objekt nahaja med točkama 0 in 1 ter se giblje s konstantno hitrostjo 𝑣1.
Takšno kvalitativno stanje, ki velja zgolj v času 𝑡, imenujemo P­stanje. Kvalitativno
stanje, ki velja v časovnem intervalu, npr. S(𝑡0, 𝑡1), imenujem I­stanje. Obnašanje sis­
tema kvalitativno opišemo kot alternirajoče zaporedje P­stanj in I­stanj. Dejanski časi
prehodov med stanji pri tem niso znani, izraženi so s simbolnimi časovnimi mejniki
𝑡0, 𝑡1, 𝑡2, …
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Kvalitativna simulacija simulira vsa možna kvalitativna obnašanja sistema na pod­
lagi podanega kvalitativnega modela. Kuipersov algoritem QSIM simulira kvalitativna
obnašanja tako, da iz trenutnega stanja generira vsa možna naslednja stanja, ki zado­
voljujejo predpostavko zveznosti. Nabor vseh legalnih QSIM prehodov med kvalita­
tivnimi stanji je podan v tabeli 3.3. QSIM nadalje izloči vsa tista naslednja stanja, ki
kršijo dani kvalitativni model oz. njegove omejitve. Rezultat takšne simulacije je drevo
kvalitativnih obnašanj, kjer koren predstavlja začetno stanje sistema, vsaka vejitev pa
nedeterminističen prehod med dvema zaporednima stanjema. Simulacijo izvajamo do
poljubne globine.
Planiranje s kvalitativnimi modeli
Kvalitativno planiranje v tej disertaciji definiramo na sledeči način.
Vhod:
kvalitativni model tipa QSIM,
začetno stanje in ciljni pogoji,
morebitne dodatne numerične omejitve.
Izhod: kvalitativni plan, ki vodi od začetnega stanja do stanja, ki zadostuje danim
ciljnim pogojem.
Kvalitativni plan je dejansko kvalitativno obnašanje, ki ga dovoljuje dani kvalitativni
model in pripelje od začetnega do ciljnega stanja. Za razliko od kvalitativne simulacije
pa kvalitativno planiranje v proces vpeljuje koncept akcije in preiskovalne hevristike
ter razrešuje problem nedeterminizma kvalitativnih obnašanj. V tej disertaciji prevze­
mamo nekatere pristope, ki jih je predlagal Timothy Wiley s sodelavci [32, 62, 63, 78],
uvajamo pa tudi nekatere svoje.
Podobno kot Wiley, predpostavljamo, da podmnožica spremenljivk zavzema vlogo
kontrolnih spremenljivk, kar pomeni, da preko njih krmilimo sistem. Planer preiskuje
prostor stanj kot ga generira QSIM z danimi omejitvami, pri tem pa uporablja hevris­
tiko QMD (Qualitative Magnitude Distance), ki skuša zmanjšati kvalitativno razdaljo
med stanji. Wiley akcije definira tako, da te lahko trajajo preko več zaporednih kval­
itativnih stanj. Mi akcije obravnavamo na bistveno nižjem nivoju, zgolj kot smeri
spremembe vrednosti kontrolnih spremenljivk. Takšna definicija akcije je v skladu z
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našim principom izvajanja planov, na nivoju planiranja pa je takšna akcija asociirana
z I­stanji.
V kvalitativno planiranje uvajamo tudi monotone kvalitativne omejitve z več spre­
menljivkami, ki jih označujemo s simbolom MΔ. Te omejtve bistveno prispevajo
k stopnji nedeterminizma kvalitativnih obnašanj, ki ga blažimo tako, da hevristsiko
QMD dopolnjujemo z naslednjimi kriteriji:
Prednost dajemo rešitvam z determinističnimi efekti akcij.
Predpostavimo, da so akcije efektivne. Npr.: v nekem primeru ne vemo, če je
motor dovolj močan, da bo premagal silo teže, zato se na kvalitativnem nivoju
pojavi nedeterminizem. Mi predpostavimo, da je bil sistem zasnovan s sposob­
nostjo doseganja cilja v vseh pogojih, zato najprej preiščemo vejo, kjer akcija
pripelje do cilja. Med izvajanjem plana se izkaže, če to dejansko velja, v primeru
negativnega rezultata pa izvedemo ponovno planiranje.
Prednost dajemo krajšim planom. Kvalitativno krajši plan ni nujno krajši tudi
numerično, vendar kratke kvalitativne rešitve potrebujejo manj računskega časa.
Če je kratek kvalitativni plan neuspešen, s ponovnim planiranjem lahko proizve­
demo daljše plane.
Uvajamo še dve prilagoditvi, ki sta koristni za planiranje v robotiki. Prva je možnost
cikličnih kvantitetnih prostorov, s katerimi rešujemo problem vrtenja. QSIM tako
dopolnjujemo z možnostjo dodatnih prehodov med stanji, ki so navedeni v tabeli 4.1.
Druga prilagoditev je možnost uporabe numeričnih omejitev za specificiranje robotove
naloge. Uporaba numeričnih omejitev v QSIM je sicer že bila predlagana [72, 79],
vendar z namenom omejevanja vrednosti mejnikov. V našem primeru omejujemo
vrednosti spremenljivk, kar nam omogoča definiranje fizičnih ovir ali drugih neželenih
numeričnih stanj robota.
Znano je, da kvalitativna simulacija ter posledično kvalitativno planiranje lahko
proizvede nepravilna (angl. spurious) obnašanja oz. plane. Gre za plane, ki v dejanskem
sistemu niso izvedljivi, čeprav ne kršijo kvalitativnih omejitev. Takšen nepravilen plan
lahko prepoznamo šele med izvajanjem, zato v primeru neuspešne izvedbe plana s
ponovnim planiranjem poiščemo drugačno rešitev.
Plan, ki ga najde kvalitativni planer, je v nekaterih točkah lahko preveč sprecifičen.
Kvalitativni plan za parkiranje avtomobila lahko določa, da se gorivo v celoti porabi,
ravno ko avto doseže ciljni položaj. To je v praksi nerealno in tudi nepotrebno. Sicer
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v mejah možnih kvalitativnih obnašanj obstaja tudi kvalitivni plan, kjer je količina
goriva na koncu pozitivna, vendar planer lahko najde eno ali drugo možnost. Če pa
iz plana izločimo spremenljivko, ki določa količino goriva, dobimo posplošen plan, ki
glede količine goriva dovoljuje poljubno numeričo izvedbo. V disertaciji predlagamo
kriterije za identificiranje t. i. tarčnih spremenljivk, katerih vrednosti morajo biti med
izvajanjem skladne s planom. Te so očitno vse ciljne spremenljivke, poleg teh pa še
numerično omejene spremenljivke ter spremenljivke, ki definirajo operativna območja
in na katere lahko neposredno vplivamo z akcijami. Rezultat je posplošen plan, ki je
pripravljen za neposredno izvedbo.
Izvajanje kvalitativnih planov
Eden izmed ključnih prispevkov te disertacije je možnost neposrednega izvajanja kval­
itativnih planov, kar je možno vsaj v predstavljenih robotskih domenah. To dosežemo
z reaktivnim izvajanjem, kar pomeni, da izvajalec v zaprti zanki, večkrat na sekundo,
na podlagi trenutnih senzoričnih vrednosti izbere in izvede eno akcijo. Ker se mora
izbira akcije izvajati v realnem času, izvajalec predvidi le eno akcijo vnaprej.
Naloga izvajalca je, da implementira numeričen prehod med dvema P­stanjema
S(𝑡0) → S(𝑡1), kar je v kvalitativnem planu predstavljeno kot I­stanje S(𝑡0, 𝑡1) oz. ena
kvalitativna akcija neznanega trajanja. Glede na obstoječe pristope k kvalitativnem
planiranju bi bilo potrebno takšni akciji določiti ustrezne numerične parametre (vred­
nosti izhodnih signalov), ki bi po nekem času pripeljali v stanje S(𝑡1). To bi tipično
izvedli s spodbujevanim učenjem. Naš izvajalec ta problem rešuje tako, da prehod
med P­stanjema implementira z zaporedjem kratkotrajnih akcij, kjer posamezna akcija
določa zvišanje ali znižanje vsake izmed kontrolnih spremenljivk za nek prednastavljen
parameter. Ob predpostavki, da je frekvenca akcij dovolj visoka, se vrednosti kontrol­
nih spremenljivk sčasoma ustrezno prilagodijo glede na oddaljenost posameznih spre­
menljivk od njihovih ciljnih vrednosti ter njihovih opazovanih hitrosti in pospeškov.
Takšen pristop omogoča tudi visoko stopnjo dinamičnosti, saj se sistem lahko hitro
prilagodi na spremembe v okolici.
Izbira akcije poteka na sledeči način. Eksekutor najprej pridobi numerične sen­
zorične podatke iz katerih razbere trenutno numerično stanje sistema ter oceni trenutno
hitrost ter pospešek vsake spremenljivke. Nato za vsako tarčno spremenljivko 𝑥𝑖 opti­
mistično oceni najkrajši čas 𝑒𝑖 za dosego njene ciljne vrednosti, tj. vrednosti, ki naj bi
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jo dosegla v stanju S(𝑡1). Pri tem so izjema numerično omejene spremenljivke, katerih
tendenca je, da ne kršijo danih numeričnih omejitev, zato se pri njih oceni najkrajši
čas do kršenja omejitve — npr. za numerično omejitev 𝑎 < 𝑥𝑖 < 𝑏 bi ocenili, kako
hitro lahko doseže bodisi vrednost 𝑎 ali 𝑏.
Vrednosti 𝑒1, … , 𝑒𝑛 predstavljajo točko v prostoru 𝔼 ⊆ ℝ𝑛, kjer velja 𝑒𝑖 ≥ 0 za
vsak 𝑖. Definiramo funkcijo F ∶ 𝔼 → ℝ (5.13), ki prostor 𝔼 “ukrivi”, tako da za
ciljne spremenljivke spust pomeni približevanje stanju S(𝑡1), za numerično omejene
spremenljivke pa izogibanje mejnim vrednostim. Enostaven zgled takšnega prostora
lahko vidimo na sliki 5.2.
Vsaka akcija predstavlja enotski vektor v prostoru 𝔼. Če kvalitativna akcija A
povzroči povečanje vrednosti tarčne spremenljivke 𝑥1 ter zmanjšanje vrednosti tarčne
spremenljivke 𝑥2, je v dvodimenzionalnem prostoru𝔼 akcijaA asociirana z vektorjem
[1, −1]. Izvajalec vse razpoložljive akcije uteži s pomočjo gradienta funkcije F (5.15),
tako da utež z višjo vrednostjo pomeni koristnejšo akcijo. Dejansko gre pri tem za
metodo gradientnega spusta, kjer je izbrana tista akcija, ki omogoča najbolj strm spust
po funkciji F.
Velik delež določanja koristnosti akcije predstavlja izračun njenega kvalitativnega
efekta. Akcija zgolj določa, v kateri smeri naj se spremenijo vrednosti kontrolnih
spremenljivk. Kako takšna sprememba vpliva na ostale spremenljivke ter posledično
na tarčne spremenljivke, pa opisuje kvalitativni model. Da bi torej določili kvalita­
tivni efekt neke akcije, moramo izračunati kvalitativno obnašanje sistema pod to ak­
cijo. Načeloma bi takšno obnašanje lahko simulirali s programom QSIM, vendar pa
takšna simulacija ni dovolj hitra, da bi jo v tipični robotski domeni lahko izvajali
v realnem času. V tej disertaciji namesto dejanskih kvalitativnih efektov akcij uva­
jamo računanje t. i. relativnih kvalitativnih efektov akcij, kjer efekt naraščanja (inc)
oz. padanja (dec) definiramo relativno glede na efekt stabilne akcije (std). Pri tem
so privzete določene predpostavke, zato je takšen pristop bolj permisiven in lahko
predvidi možnost doseganja tarčnih vrednosti tam, kjer jih QSIM sicer ne bi. Ven­
dar pa se tu zanašamo na kvalitativni plan, kjer so dane tarčne vrednosti že določene
skladno s QSIM planiranjem in jih izvajalcu ni potrebno ponovno preverjati s sim­
ulacijo. Doseganje tarčnih vrednosti pa kljub temu ni zajamčeno, saj, kot smo že
omenili, kvalitativno planiranje lahko proizvede nepravilne plane, ki so sicer skladni z
omejitvami kvalitativnega modela, niso pa izvršljivi v realnem okolju. Slednje je znana
lastnost QSIM­a. V takšnem primeru izvajanje spodleti in potrebno je ponovno plani­
Razširjeni povzetek 189
ranje.
Jezik za opis kvalitativnih domen
Splošnonamenski planer zahteva strogo ločitev formulacije problema od metode plani­
ranja. Obstoječi pristopi k kvalitativnem planiranju se fokusirajo na neko specifično
robotsko domeno, zato se do sedaj še ni pojavila potreba po uvedbi formalnega jezika
za opis vseh aspektov kvalitativne domene — tipično se je uporabljala QSIM notacija
za opis kvalitativnih omjitev ter STRIPS notacija za opis akcij. V tej disertaciji defini­
ramo jezik QDDL (Qualitative Domain Description Language), ki omogoča:
opis kvalitativnega modela v obliki QSIM kvaltativnih omejitev,
definicijo kvalitativnih akcij,
definicijo ciljnih pogojev,
numerične omejitve in omejitve kvantitativnih prostorov spremenljivk,
definicijo operativnih območij.
Gre za opisni jezik, kjer zaporedje stavkov ni pomembno. Za definicijo kvalita­
tivnih omejitev, akcij, ciljnih pogojev in kvantitativnih prostorov QDDL uporablja
predikatno notacijo. Numerične omejitve so izražene v obliki neenačb. Operativna
območja so definirana s pomočjo if­then oz. if­then­else stavkov.
Opis robotske domene v jeziku QDDL uporabljamo tako na nivoju planiranja kot
na nivoju izvajanja plana. Planer opis uporabi za preverjanje legalnosti kvalitativnih
stanj in definicijo ciljnih pogojev. Eksekutor preko kvalitativnih omejitev računa efekte
akcij, ocenjuje oddaljenost od cilja ter se izogiba kršenju numeričnih omejitev.
Eksperimenti
Opisano metodo kvalitativnega planiranja demonstriramo in ovrednotimo na petih
različnih robotskih domenah. Vsaka izmed njih predstavlja nek specifičen izziv ter
izpostavi nekoliko drugačne aspekte kvalitativnega planiranja. Vsi eksperimenti so
organizirani na sledeči način, ki je ilustriran na sliki 6.1:
1. Eksperimentiranje. Izvedemo ga s proženjem naključnih akcij na motorjih (angl.
motor babbling) ter opazovanjem numeričnih sprememb pri robotu. Ko je takšen
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osnovni princip vodenja usvojen, lahko ponovimo postopek učenja na višjem
nivoju, kjer robot več ne eksperimentira neposredno z izhodnimi signali, ampak
s stanji, ki jih na ta način lahko doseže (npr. s spreminjanem svojega položaja,
namesto s spreminjanjem hitrosti motorja).
2. Učenje kvalitativnegamodela. Iz numeričnih podatkov, ki jih dobimo med ekspe­
rimentiranjem, z uporabo algoritmov QUIN ali Padé induciramo kvalitativni
model.
3. Planiranje. Pred planiranjem specificiramo akcije, cilje ter morebitne dodatne
numerične omejitve. Planer zgradi kvalitativni plan in identificira tarčne spre­
menljivke. Takšen plan je pripravljen za izvedbo.
4. Izvedba. Eksekutor izvede prehod med vsakim parom zaporednih P­stanj v
planu. Ko doseže zadnje (ciljo) P­stanje, se izvajanje zaključi. Če naslednjega
P­stanja v planu ne more doseči, sklepa, da gre za nepravilen kvalitativni plan
in sproži ponovi planiranje.
V disertaciji predstavimo rezultate sledečih eksperimentov:
Navigacija dvokolesnega vozila. Eksperiment je zasnovan inkrementalno v dveh
delih. V prvem delu se avtonomno dvokolesno vozilo uči uporabljati svoje
levo in desno kolo, tako da v eksperimentalni fazi na obeh motorjih generira
naključne akcije. Naučeni kvalitativni model jasno prikazuje, kako je potrebno
kolesi uporabljati, da se vozilo premika naprej in nazaj ter obrača levo in desno.
To znanje uporabimo v drugi eksperimentalni fazi, kjer robot naključno spremi­
nja svoj položaj in orientacijo, ter se s tem uči uravnavati svojo oddaljenosti
od nekega objekta. Naučeni kvalitativni model vozilu omogoča zasledovanje
animiranega objekta.
Potiskanje predmetov. Dvokolesniku iz prvega eksperimenta dodamo prednji
odbijač trikotne oblike, tako da lahko z enotočkovnim dotikom po ravnini po­
tiska predmete. Robot nato eksperimentira z naključnimi potiski nekega pred­
meta ter se tako nauči kvalitativnega modela potiskanja. Naučeni model robotu
omogoča, da potisne dani predmet na dano ciljno mesto pod ciljno orientacijo.
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Podoben eksperiment sta izvedla Troha in Bratko [31], ki pa sta potiskane pred­
mete omejila na pravokotne oblike. Tu smo eksperiment posplošili na poljubne
poligonalne konveksne oblike.
Navigacija kvadkopterja. Eksperiment s kvadkopterjem je, podobno kot eksper­
iment z dvokolesnikom, zasnovan inkrementalno, v dveh delih. V prvem delu
se kvadkopter uči uporabljati svoje štiri motorje, tako da proži naključne akcije
na vseh štirih motorjih hkrati. Naučeni model jasno opisuje kako uporabljati
motorje za spremembo smeri letenja oz. rotacije telesa. Z uporabo numeričnih
omejitev modeliramo oviro v obliki črke U, v katero je kvadkoper na začetku
vklenjen. Kvadkopter nato s pomočjo kvalitativnega planiranja izoblikuje in
izvede trajektorijo, ki ga popelje iz objema ovire. V drugem delu eksperimenta
kvadkopter opravi naključno pot okoli točkovne ovire in se tako nauči uravna­
vati svojo oddaljenost od nje. To mu kasneje omogoča, da se dinamično izogne
trčenju z oviro, čeprav položaj te ovire med planiranjem ni znan.
Vodenje kompozicije voziček­palica. Glavni namen tega eksperimenta je izposta­
viti možnost uporabe kvalitativnega učenja in planiranja za generiranje razložlji­
vih modelov in strategij vodenja. Poleg tega ta eksperiment demonstrira učinko­
vitost kvalitativnega učenja, saj se robot modela za uravnotežanje palice nauči v
le nekaj sekundah. Problem vodenja sistema voiček­palica je dobro znan. Cilj
je pripeljati voziček na dani položaj, pri čemer mora palica, ki je pritrjena na
vrhu vozička, ves čas ostati v pokončni legi. Naš planer kot rešitev ponudi dva
plana enake dolžine, pri čemer je eden nepravilen (slika 6.13). V primeru, da
izberemo nepravilnega, prvi poskus spodleti, drugi plan pa nato uspešno privede
kompozicijo do cilja.
Učenje dvonožne hoje. Eksperiment je izveden na humanoidnem robotu, ki s
pomočjo kvalitativnega planiranja odkrije koncept dvonožne hoje. Poskus se
začne z naključnim premikanjem obeh nog ter opazovanjem položaja stopal in
rotacije trupa. Naučeni kvalitativni model prikazuje možnost premikanja rob­
ota naprej, vendar ne predvidi omejitve posameznega koraka. Ko mora robot
prehoditi en meter razdalje, prvotni kvalitativni plan za ta namen predvidi en
sam korak, zaradi česar izvedba plana spodleti. Z nekajkratnim ponovnim plani­
ranjem robot odkrije koncept hoje in prehodi pot do cilja. Podoben eksperiment
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sta izvedla Sammut in Yik [59] z uporabo ročno definiranega modela akcij. Mi
smo eksperimentu dodali učenje kvalitativnega modela z eksperimentiranjem.
Vsi eksperimenti so bili izvedeni v simulaciji, eksperimenti z avtonomnim dvokolesnim
vozilom (navigacija in potiskanje predmetov) pa tudi na dejanskem robotu.
Zaključek
Prednosti kvalitativnega pristopa k reševanju robotskih problemov so možnost učenja
modelov iz majhnega nabora numeričnih podatkov, možnost enostavnega in intu­
itivnega opisa domene kadar učenje numeričnega modela ni mogoče ter prednosti,
ki izhajajo iz kvalitativne posplošitve naučenih modelov. Slednje so predvsem boljše
izhodišče za prenos modelov na druge robote ter človeku lažja interpretacija naučene
teorije. Kvalitativno planiranje omogoča, da s kvalitativnim pristopom hitro pridemo
do delujoče, čeprav suboptimalne rešitve. Slednjo pa lahko po potrebi nadalje opti­
miziramo s kvantitativnimi metodami.
Osnovni razlog zakaj predlagana metoda kvalitativnega planiranja in izvajanja kvali­
tativnih planov lahko hitreje pripelje do delujoče rešitve kot npr. spodbujevano učenje
je v tem, da naš kvalitativni planer vsebuje bogato predznanje iz kvalitativne fizike, izva­
jalec pa zna predvidevati obnašanje sistema med pospešenim gibanjem. Spodbujevano
učenje bi večino tega znanja moralo iznajti s poskušanjem.
Kvalitativno planiranje pa ima tudi mnoge pomanjkljivosti. Poleg tega, da lahko
proizvede nepravilne plane, ki jih izvajalec ne more izvesti, s kvalitativnim planiranjem
ne moremo izvajati nalog, ki zahtevajo natančne geometrijske rešitve. Na takšno težavo
smo naleteli v domeni potiskanja predmetov, kjer smo planiranje natančnega začetnega
stika robota s predmetom reševali z numeričnimi metodami. Podobne težave lahko
pričakujemo tudi v nekaterih drugih domenah, kot je npr. manipulacija neznanih
objektov v roki.
Disertacija gradi na nekaterih obstoječih idejah kvalitativnega planiranja, predvsem
planiranje z uporabo algoritma QSIM, preiskovalne hevristike znotraj prostora kvalita­
tivnih stanj ter učenje kvalitativnih modelov preko indukcije kvalitativnih dreves. Te
obstoječe metode pa dopolnjuje ter predlaga način izvajanja kvalitativnih planov, ki
ne zahteva dodatnega numeričnega učenja. Znanstveni doprinosi so sledeči:
Splošnonamensko kvalitativno planiranje ter razširitve, ki so uporabne v ra­
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zličnih robotskih domenah.
Neposredno izvajanje kvalitativnih planov s sprotnim prilagajanjem numeri­
čnim parametrom.
Demonstracija kvalitativnega planiranja in izvajanja kvalitativnih planov v robot­
skih domenah, ki še niso bile obravnavane kvalitativno oz. v omejenem obsegu.
