A spectral scheme is proposed for the vorticity equation defined on the spherical surface. Generalized stability and convergence are proved. The approximation results in this paper are also useful for other nonlinear problems.
Introduction
Since the spectral method has convergence rate of "infinite" order, it has become one of the most powerful tools for the numerical solution of nonlinear partial differential equations arising in fluid dynamics, e.g., see [2, 4, 5, 7, 8, 12, 13, 16, 17] . Many authors provide various spectral schemes and analyze the errors. Usually, only nonlinear problems in Descartes coordinates are considered. But in meteorological science and some other fields (see [9] [10] [11] 19] ) one also has to deal with problems defined on the spherical surface. As pointed out in [2] , so far, no rigorous approximation theory is available for spectral methods in spherical polar coordinates. Thus, it is desirable to develop the spectral method for spherical surfaces theoretically. In this paper, we take the vorticity equation as an example to show how to deal with such problems. In §2, we construct the scheme by using spherical harmonic functions. In §3, we list a series of lemmas which play a fundamental role in the theoretical analysis. Finally, we prove generalized stability and convergence of the scheme.
The spectral scheme
Let S be the unit spherical surface, S = {(A, 0): 0 < X < 2n, -| < 0 < |} , where X and 6 are the longitude and latitude. Let <*(A, 6, t), y/(X, 6, t) and v > 0 be the vorticity, the stream function and the kinetic viscosity coefficient, respectively. The gradient, the Jacobi operator and the Laplace operator are as where fx, f2 and Co are given functions. It is natural to assume that all functions have period 2n for the variable X, and are regular at 0 = ±f . For fixing ip, we require in addition that (2.2) P(¥(t)) = II ip(X, e, t) dS = 0.
We shall consider the weak representation of (2.1). Let D(S) be the set of all infinitely differentiable functions which are regular at Ö = ± | and have the period 271 in the variable X. The duality of D(S) is denoted by D'(S). We define generalized functions u € D'(S) and their derivatives in the usual way as in [15] . Furthermore, we can define the generalized gradient, the generalized Jacobi operator and the generalized Laplace operator. For instance, if II uAv dS = II vüdS, Vv e D(S), then the mapping A such that u = Au is called the generalized Laplace operator. For simplicity, we denote A by A, etc. Now, let L2(S) = {ueD'(S): \\u\\ <oc} with the inner product and the norm being as follows:
(u,v) = jjuvdS, For positive integer r, we can define the space Hr{S) with the norm similarly. In particular, the norm of H2(S) is equivalent to (see [15] Thus, the weak version of (2.1) is to find (£, y/) £ HX(S) x HX(S) such that for all veHx(S),
The existence and uniqueness of the solution of (2.3) was discussed in [19] . Indeed, we can follow a technique similar to the proof of Theorem 6.10 in [ 14] to show that if fx e L°°(0, T; L°°(S)),f2 e L2(0, T; L2(S)) and {" € L°°(S), then (2.3) possesses a unique solution ¿; e L2(0, T; HX(S)) with d£/dt e L2(0, T;H-X(S)),H~X(S) being the duality of HX(S).
We now turn to constructing the spectral scheme for (2. Furthermore, the spherical harmonic Ymt"(X, 0) is Ym,"(X, 0) = -±=eimkLm,n(sine), n > \m\.
V2n
It can be verified that (see [3] ) (2.4) -AYm,n(X, 0) = n(n + l)Ym,n(X, 0) and r2n f*/2 " " "x". ,, ", " , X Let (n, <p) £ VM x VM be the approximation to (<*, y/) and b and a parameters with 0 < b, o < 1 . The spectral scheme for (2.3) is as follows:
is an explicit scheme. If b = 0 and a / 0, we still can obtain the value of n(t) explicitly by the orthogonality of spherical harmonic functions. Indeed, this is one of the advantages of spectral methods. Otherwise, the scheme is implicit, and so an iteration is needed for evaluating n(t) at each t £ Rz. We now consider the existence and uniqueness of the solution of (2.5) with b 7= 0. We have
where
Clearly, this is a linear algebraic system for the unknown coefficients of the spherical harmonic expansion of n(t). Thus, we only have to show that the equation (Z,v) + bx(J(Z,<p),v)-uox(AZ ,v) = 0 has only the trivial solution. By taking v = z, we obtain from Lemma 6 (see §3 of this paper) that \\Z\\2 + UCTX[Z}2 = (J and thus Z = 0. Therefore, n(t) is determined uniquely at each time t £ RT.
Some lemmas
For analyzing the errors, we need some basic estimates. In this section, we prove several lemmas. Throughout this paper, we denote by c a positive constant independent of M, x and any function, which may be different in different occurrences. The notation " ç " means the embedding of spaces. Lemma 1. We have HB(S) Q Hr(S) for 0 < r < ß and HX+^(S) c C(S) for ß>0.
Proof. The first assertion follows directly from the definition. We now prove the second one. Let B be the unit ball in the three-dimensional Euclidean space, and w a function defined on B . We denote by y(w) the restriction of w on S. We can take HX+P(S) to be the We know from the regularity of w that w approaches the limits independently of A, as 0 -> ±7r/2 (see p. 314 of [3] ). This means that dw/dX = 0 at 0 = ±7i/2, and so the conclusion follows. G License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Lemma 7 (see [6] ). For any u£C(0,T; L2(S)) 2(ôru(t), u(t)) = ST\\u(t)\\2 -T||áTM(í)||2.
Lemma 8 (see [6] ). Assume that (i) E(t) is a nonnegative function defined on RT, (ii) p ,bx,b2,dx and d2 are nonnegative constants,
(iv) E(0) < p and pe^+d^ < A/-*1'*2.
Then for all t £ RT and t < tx E(t) < pe(dx+dl)t.
If in addition d2 = 0, then for all p and t < T E(t) < ped'1.
Generalized stability of the scheme
As is known, nonlinear schemes are usually not stable in the sense of Lax, but might be so in the sense of generalized stability [6, 18] . We now analyze the generalized stability of scheme (2.5). Suppose that n(0), fx and f2 have errors fjo, f\ and f2, respectively. They induce errors of n and <p, denoted by f¡ and <j>. 
Furthermore, we put v -<p in the second formula of (4.1) and obtain l#(í)IÍ<¿ll#(0l|2 + C(||9(/)||2 + ||/2(/)||2).
Thus, Lemma 2 leads to (4.5) l#(í)IÍ<c(IW(0ll2 + ll/2(í)ll2).
Moreover, by Lemma 2 and (4.5),
\\m\W < c(\W(t)\\2 + \\A<p(t)\\2) < c(Wt)\\2 + Wf2(t)\\2).
We now estimate the \Fj(t)\. Let e > 0 and |||w|||r= max ||«(0llr, IIMIkoo = max ||«(0||r,oo, etc.
0<(<r o</<r
By Lemma 1, Lemma 6 and (4.5), we know that for any ß > 0, \Fx(t)\ = \2(J(rj(t),ñt)),r,(t) + bxozri(t))\ <*HW)l? + ¿lll»;lllLl#(OI?
Similarly, <ev\m\2+^\\\m2+ßm(t)\\2+\\f2(t)\\2). cd2 F2(t)\ < ^t2|M(0I2 + -Ill'/lll.^flWOII2 + ll/2(0ll2). By summing up (4.6) for t £ Rx,v/e obtain (4.8) E(t) < p(t) + xY(AxE(z) + A2(z)E2(z)). (iii) 11/2(011 < bx and p(t) < b2 for t < tx, where tx < T, bx and b2 are suitably small constants depending only on \i+ß > \Wf2\W and v . Then for all t < tx (4.9) E(t) < p(t)eb>'.
We now consider a special case, i.e., ' 2b>dx for o > \ , (4.10) I 2b>d2 forcr = i, . 2b > di for a <\.
Then we can take d = 2b and so A2 = -v. Thus, the following conclusion follows.
Theorem 2. Let o > \ or xM2 < (1'_2, . If in addition (4.10) is fulfilled, then (4.9) holds for all f2(t), p(t) and t <T.
Convergence
In this section, we deal with convergence. By (2.4),
-PMAu(X,e)= Y E n(n+l)ûm,HY"iH(k,d) \m\<M n>\m\ = -E E Ûm,nAYm,n(X,e) = -APMu(X,e). Therefore, p(t) = 0(t2 + M~2r), and so we obtain the following results. 
