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Abstract
The famous Cantor-Bernstein-Schro¨der theorem (CBS-theorem for short)
of set theory was generalized by Sikorski and Tarski to σ-complete Boolean
algebras. After this, numerous generalizations of the CBS-theorem, ex-
tending the Sikorski-Tarski version to different classes of algebras, have
been established. Among these classes there are lattice ordered groups, or-
thomodular lattices, MV-algebras, residuated lattices, etc. This suggests
to consider a common algebraic framework in which various versions of
the CBS-theorem can be formulated. In this work we provide this alge-
braic framework establishing necessary and sufficient conditions for the
validity of the theorem. We also show how this abstract framework in-
cludes the versions of the CBS-theorem already present in the literature
as well as new versions of the theorem extended to other classes such as
groups, modules, semigroups, rings, ∗-rings etc.
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Introduction
The famous Cantor-Bernstein-Schro¨der theorem of the set theory states that,
“if a set X can be embedded into a set Y and vice versa, then there is a
one-to-one function of X onto Y ”.
The history of this theorem is rather curious. The earliest record of the theorem
might be a letter to Dedekind dated 5 november 1882 where Cantor conjectured
the theorem. Dedekind proved it in 1887 but did not publish it. His proof was
printed only in his collected works in 1932. Schro¨der proved the theorem in 1894
but he published it in 1898 [35, 36]. However Schro¨der’s proof was defective.
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Korselt wrote to Schro¨der about the error in 1902 and few weeks later he sent
a proof of the theorem to the Mathematische Annalen. Korselt paper appeared
in 1911 [28]. Bernstein, a 19 years old Cantor student, proved the theorem.
His proof find its way to the public through Borel because Cantor showed the
proof to Borel in the 1897 during the International Congress of Mathematicians
in Zu¨rich. The Bernstein proof was published in 1898 in the appendix of a
Borel book [6] and in 1901 Bernstein’s thesis appeared with his proof. Several
years later, at the end of the forties, Sikorski [34] and independently Tarski
[40], showed that the CBS-theorem is a particular case of a statement on σ-
complete Boolean algebras. Following this idea, several authors have extended
the Sikorski-Tarski version to classes of algebras more general than Boolean al-
gebras. Among these classes there are lattice ordered groups [23], MV -algebras
[10, 21], orthomodular lattices [11], effect algebras [24], pseudo effect algebras
[13], pseudo MV -algebras [22], pseudo BCK-algebras [30] and in general, alge-
bras with an underlying lattice structure such that the central elements of this
lattice determine a direct decomposition of the algebra [15]. It suggests that the
CBS-theorem can be formulated in a common algebraic framework from which
all the versions of the theorem mentioned above stem. Moreover, this frame-
work also yields new versions of the CBS-theorem, applied to other algebraic
structures.
In this work we provide a such common algebraic framework. It consists of
a category A of algebras of the same type and a presheaf, called congruences
presheaf, acting on the congruence lattice of each algebra of A. In this way,
necessary and sufficient conditions for the validity of the CBS-theorem are given
in terms of properties that certain algebras in A should satisfy with respect to
the congruence presheaf.
The paper is structured as follows. Section 1 contains generalities on lattice
theory, universal algebra and some technical results that are used in subsequent
sections. In Section 2 the crucial notion of congruences presheaf is introduced
and the abstract framework for the CBS-theorem is provided. A necessary and
sufficient condition for the validity of the CBS-theorem is given. Quasi-cyclic
groups are studied as an example of algebras satisfying the CBS-theorem. In
Section 3 a congruences presheaf related to factor congruences is introduced
and a CBS-theorem respect to this special presheaf is established. Injective
modules and divisible groups are studied as examples of algebras satisfying
the CBS-theorem. A useful necessary and sufficient condition for the validity
of the CBS-theorem, restricted to this particular congruences presheaf, is also
provided. In Section 4 our abstract version of the CBS-theorem is studied in
categories of algebras having Boolean factor congruences (BFC). This particular
framework allow us to consider versions of the theorem extended to algebras
with an underlying lattice structure as lattice ordered groups, orthomodular
lattices, residuated lattices,  Lukasiewicz and Post algebras; semigroups with
0, 1, bounded semilattices, commutative pseudo BCK-algebras, rings with unity,
∗-rings etc. Finally, we extend our abstract framework to two categories of
algebras defined by partial operations.
2
1 Basic Notions
We recall from [4, 7, 31] some notions basic about lattice theory and universal
algebra that will play an important role in what follows. Let 〈L,≤〉 be an
ordered set. An interval [a,b] of L is defined as the set { x ∈ A : a ≤ x ≤ b}. L
is called bounded provided it has a smallest element 0 and a greatest element 1.
Let L be a bounded ordered set. A subset X of L is orthogonal (dual orthogonal)
iff x ∧ y = 0 (x ∨ y = 1) whenever x, y are distinct elements of X .
Let 〈L,∨,∧〉 be a lattice. Given a, b, c in L, we write: (a, b, c)D iff (a∨b)∧c =
(a ∧ c) ∨ (b ∧ c); (a, b, c)D∗ iff (a ∧ b) ∨ c = (a ∨ c) ∧ (b ∨ c) and, (a, b, c)T iff
(a, b, c)D, (a,b,c)D∗ hold for all permutations of a, b, c. An element z of a lattice
L is called a neutral element iff for all elements a, b ∈ L we have (a, b, z)T . The
lattice L is σ-complete iff L admits denumerable supremum and denumerable
infimum. In particular, L is said to be orthogonally σ-complete (dual orthogonal
σ-complete) iff every denumerable orthogonal (dual orthogonal) subset of L has
supremum (infimum) in L.
Let 〈L,∨,∧, 0, 1〉 be a bounded lattice. A complement of an element a ∈ L
is an element ¬a ∈ L such that a ∨ ¬a = 1 and a ∧ ¬a = 0. L is called
complemented when every element of L has a complement. L is a Boolean
algebra iff it is a complemented distributive lattice. If L is a Boolean algebra
then the complement of an element a is unique. An element z ∈ L is called a
central element iff z is a neutral element having a complement. The set of all
central elements of L is called the center of L and it is denoted by Z(L). The
center Z(L) is a Boolean sublattice of L [31, Theorem 4.15].
Proposition 1.1 [15, Proposition 3.1] Let L be a bounded lattice and z ∈ Z(L).
Then,
1. Z(L) ∩ [z, 1] = Z([z, 1]),
2. [z, 1]L = 〈[z, 1],∨,∧,¬z , z, 1〉 where ¬zx = z ∨ ¬x, is a Boolean algebra.

Let τ be a type of algebras and X be a denumerable set of variables such
that τ ∩X = ∅. We denote by Termτ (X) the set of terms built from the set of
variables X . Each element t ∈ Termτ (X) is referred as a τ-term. For a τ -term
t we often write t(x1, x2 . . . xn) to indicate that the variables occurring in t are
among x1, x2 . . . xn. If t ∈ Termτ (X) and A is an algebra of type τ then we
denote by tA the interpretation of t in the algebra A. A τ-homomorphism is
a function between algebras of type τ preserving the τ -operations. We write
A ∼=τ B to indicate that there exists a τ -isomorphism between the algebras A
and B of type τ . An equation of type τ is an expression of the form s = t
such that s, t ∈ Termτ (X) and the symbol = is interpreted as the identity.
A quasi equation is an expression of the form (&ni=1si = ti) =⇒ s = t where
ti, si, s, t ∈ Termτ (X) and &ni=1 denotes a logical n-conjunction.
Let A be a class of algebras of type τ . The language of A is the first order
language with identity built from the set Termτ (X). If Φ is a sentence in the
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language of A and A ∈ A then, A |= Φ means that Φ holds in the algebra
A. The sentence Φ holds in the class A, abbreviated as A |= Φ, iff for each
A ∈ A, A |= Φ. If Σ is a set of sentences in the language of A then, A |= Σ
means that A |= Φ for each Φ ∈ Σ. The class A is a variety (quasivariety) iff
there exists a set Σ of equations (quasi equations) in the language of A such
that A = {A : A |= Σ}. Equivalently, A is a variety iff it is closed under
homomorphic images -i.e. quotient algebras-, subalgebras and direct products.
While A is a quasivariety iff it is closed by subalgebras, direct products but not
necessarily under homomorphic images.
Let A be an algebra of type τ . We denote by Con(A) the congruence lat-
tice of A. The largest congruence on A, given by A2, is denoted by ∇A and
the smallest, given by the diagonal {(a, a) : a ∈ A}, is denoted by ∆A. For
a ∈ A and θ ∈ Con(A), aθ denotes the congruence class of a modulo θ. Let
θ1, θ2 ∈ Con(A). Then we say that θ1, θ2 are permutable iff θ1 ◦ θ2 = θ2 ◦ θ1
where ◦ is the relational product defined as θ1 ◦ θ2 = {(x, y) ∈ A2 : ∃w ∈
A,with (x,w) ∈ θ1 and (w, y) ∈ θ2}. In [7, Theorem 5.9] it is proved that θ1, θ2
are permutable iff θ ∨ σ = θ ◦ σ. Let σ ∈ Con(A). If θ ∈ [σ,∇A] then,
θ/σ = {(xσ, yσ) ∈ (A/σ)
2 : (x, y) ∈ θ} (1)
is a congruence on A/σ. The following results will be quite important in the
next sections:
Theorem 1.2 Let A be an algebra of type τ and σ ∈ Con(A). Then:
1. If σ ⊆ θ then, f : (A/σ)/(θ/σ) → (A/θ) such that f(aσ(θ/σ)) = aθ is a
τ-isomorphism.
2. uσ : [σ,∇A]→ Con(A/σ) such that uσ(θ) = θ/σ is a lattice isomorphism.
3. If σ ⊆ θ1 and σ ⊆ θ2 then, (a, b) ∈ θ1 ◦ θ2 iff (aσ, bσ) ∈ θ1/σ ◦ θ2/σ.
Proof: 1) See [7, Theorem 6.15]. 2) See [7, Theorem 6.20]. 3) (a, b) ∈ θ1 ◦ θ2
iff there exists c ∈ A such that (a, c) ∈ θ1 and (c, b) ∈ θ2 iff (aσ, cσ) ∈ θ1/σ and
(cσ, bσ) ∈ θ2/σ iff (aσ, bσ) ∈ θ1/σ ◦ θ2/σ.

A congruence θ on A is a factor congruence iff there exists ¬θ ∈ Con(A),
referred to as a a factor complement of θ, such that θ ∩ ¬θ = ∆A, θ ∨¬θ = ∇A
and θ permutes with ¬θ (or equivalently, by [7, Theorem 5.9], θ∩¬θ = ∆A and
θ ◦ ¬θ = ∇A). In this case A is τ -isomorphic to A/θ × A/¬θ. The pair (θ,¬θ)
is called a pair of factor congruences. We denote by FC(A) the set of factor
congruences on A.
Proposition 1.3 Let A be an algebra of type τ , σ ∈ FC(A) and θ ∈ [σ,∇A]
such that θ/σ ∈ FC(A/σ). Then θ ∈ FC(A).
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Proof: Let us suppose that (σ,¬σ) is a pair of factor congruences in FC(A)
and (θ/σ,¬(θ/σ)) is a pair of factor congruences in FC(A/σ). Then, by Theo-
rem 1.2-1, we have that
A ∼=τ A/σ ×A/¬σ ∼=τ ((A/σ)/(θ/σ) × (A/σ)/¬(θ/σ)) ×A/¬σ
∼=τ A/θ ×B
where B = (A/σ)/¬(θ/σ) × A/¬σ. Consider the diagram A
f
→ A/θ × B
piB→ B
where f is a τ -isomorphism. Then, (θ,Ker(piBf)) is a pair of factor congruences
on A proving that θ ∈ FC(A).

Proposition 1.4 Let A be an algebra of type τ and let us consider the denu-
merable direct product B =
∏
N
A. Then there exists σ ∈ FC(B) such that
B ∼=τ B/σ.
Proof: If we consider B = A×
∏
i∈N−{1}A then, f : B →
∏
i∈N−{1}A defined
by B ∋ (bi)i∈N 7→ f((bi)i∈N) = (ai)i≥2 where a2 = b1, a3 = b2, . . . an+1 = bn, . . .
is a τ -isomorphism. Then, by defining σ = Ker(pi∏
i∈N−{1} A
), we have that
σ ∈ FC(B) and B ∼=τ B/σ.

Definition 1.5 A category of algebras is a category A whose objects are al-
gebras of type τ and whose morphisms are all of the τ -homomorphisms (also
called A-homomorphisms) f : A→ B such that A,B are objects of A.
Let A be a category of algebras. We denote by Ob(A) the class of objects
of A and by HomA the set of all A-homomorphisms. For the sake of simplicity
if A is an object of A then we write A ∈ A when there is no confusion. If two
objects A,B ∈ A are τ -isomorphics then we denote it by A ∼=A B. Note that
if A a class of algebras of type τ then we can identify A with a category of
algebras by considering all of the τ -homomorphisms between algebras of A as
arrows of A. In this sense varieties and quasivarieties can be seen as categories
of algebras. A presheaf on a category C is a functor F : Cop → Set where Cop is
the dual category of C and Set is the category of all sets.
2 Presheaf approach to the CBS-theorem
In this section we provide a general framework for the CBS-theorem that cap-
ture the Sikorski-Tarski version in purely algebraic terms. Taking into account
Proposition 1.1-2, the Sikorski-Tarski version of the CBS-theorem reads as fol-
lows:
Theorem 2.1 For any two σ-complete Boolean algebras A, B and for any ele-
ment a ∈ A, and b ∈ B, if A is Boolean-isomorphic to [b, 1]B and B is Boolean-
isomorphic to [a, 1]A, then A is Boolean-isomorphic to B. 
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Clearly, to obtain the classical CBS-theorem it suffices to assume that A
and B are the power sets of two sets endowed with the natural set-theoretic
Boolean operations. In this algebraic version of the CBS-theorem, we first note
that [a, 1]A and [b, 1]B are Boolean-isomorphics to the quotients algebras A/θa
and B/θb respectively where, θa = {(x, y) ∈ A
2 : x ∨ a = y ∨ a} ∈ FC(A) and
θb = {(x, y) ∈ B2 : x ∨ b = y ∨ b} ∈ FC(B). We also note that the hypothesis
of σ-completeness in A and B can be equivalent expressed as a condition of
σ-completeness in FC(A) and FC(B). These facts suggest that, the Sikorski-
Tarski version of the CBS-theorem depends on order-theoretic properties about
the set of factor congruences of Boolean algebras. This framework can become
even more general by taking into account the following:
A category of algebras A where for each A ∈ A a subset K(A) ⊆ Con(A) is
considered. Order-theoretic properties imposed on the set K(A), will allow us
to establish conditions for the validity of the CBS-theorem formulated in this
abstract framework. In order to do it, we need some preliminary results.
Let A,B two algebras of type τ and f : A→ B be a τ -homomorphism. Then
we define the following sets:
f∗(θ) = {(a, b) ∈ A2 : (f(a), f(b)) ∈ θ} for each θ ∈ Con(B). (2)
f∗(θ) = {(f(a), f(b)) ∈ B
2 : (a, b) ∈ θ} for each θ ∈ Con(A). (3)
Proposition 2.2 Let A,B be two algebras of type τ and f : A → B be a
τ-homomorphism. Then we have:
1. The assignment Con(B) ∋ θ 7→ f∗(θ) defines an order homomorphism
f∗ : Con(B)→ Con(A).
2. (gf)∗ = f∗g∗ whenever the composition of τ-homomorphism gf is defined.
3. 1∗A = 1Con(A).
4. If f is a τ-isomorphism then, the assignment Con(A) ∋ θ 7→ f∗(θ) defines
an order isomorphism f∗ : Con(A)→ Con(B) and f∗ = (f∗)−1 = (f−1)∗.
Moreover f ′ : A/θ → B/f∗(θ) such that f ′(xθ) = f(x)f∗(θ) is a τ-
isomorphism.
5. If f is a τ-isomorphism and θ1, θ2 ∈ Con(A) are permutable then f∗(θ1),
f∗(θ2) are permutable in Con(B)
Proof: 1) Straightforward calculation.
2) Let A
f
→ B
g
→ C be a composition of τ -homomorphisms. Consider
the diagram Con(A)
f∗
← Con(B)
g∗
← Con(C). If θ ∈ Con(C) then, f∗g∗(θ) =
{(x, y) ∈ A2 : (f(a), f(b)) ∈ g∗(θ)} = {(x, y) ∈ A2 : (gf(a), gf(b)) ∈ θ} =
(gf)∗(θ). Hence (gf)∗ = f∗g∗.
3) Immediate
4) Let us assume that f is a τ -isomorphism. Then f∗ defines a bijective
function f∗ : Con(A) → Con(B). We first prove that f∗f∗ = 1Con(A). Let
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θ ∈ Con(A). Then (x, y) ∈ f∗f∗(θ) iff (f(x), f(y)) ∈ f∗(θ) iff (x, y) ∈ θ.
Therefore f∗f∗ = 1Con(A). Now we prove that f∗f
∗ = 1Con(B). Let θ ∈ Con(B).
Then (x, y) ∈ f∗f∗(θ) iff there exists (x0, y0) ∈ f∗(θ) such that f(x0) = x and
f(y0) = y. Since (x0, y0) ∈ f∗(θ) iff (x, y) = (f(x0), f(y0)) ∈ θ, then we have
that f∗f
∗ = 1Con(B). Thus f∗ = (f
∗)−1.
Let f−1 be the inverse of f and θ ∈ Con(A). Then (x, y) ∈ (f−1)∗(θ) ⊆ B2
iff (f−1(x), f−1(y)) ∈ θ iff (ff−1(x), ff−1(y)) ∈ f∗(θ) iff (x, y) ∈ f∗(θ). It
proves that f∗ = (f
∗)−1 = (f−1)∗.
Now we prove that f∗ is an order preserving function. Suppose that θ1 ⊆ θ2
in Con(A). Let (c, d) ∈ f∗(θ1). Then (f−1(c), f−1(d)) ∈ θ1 ⊆ θ2 and (c, d) ∈
f∗(θ2). Hence f∗(θ1) ⊆ f∗(θ2) and f∗ is an order isomorphism from Con(A)
onto Con(B).
We first prove that f ′ is well defined. If xθ = yθ then, (x, y) ∈ θ, (f(x), f(y)) ∈
f∗(θ) and f
′(xθ) = f(x)f∗(θ) = f(y)/f∗(θ) = f
′(yθ). Thus f
′ is well de-
fined. If f ′(xθ) = f
′(yθ) then, (f(x), f(y)) ∈ f∗(θ) and (x, y) ∈ θ. Thus,
xθ = yθ and f
′ is injective. We shall now proceed to prove that f ′ is surjec-
tive. Let yf∗(θ) ∈ B/f∗(θ). Since f is surjective, there exists x ∈ A such that
f(x) = y. Thus yf∗(θ) = f(x)f∗(θ) = f
′(xθ). Therefore f
′ is surjective. Let
t(x1 . . . xn) ∈ Termτ(X). Then for a1 . . . an ∈ A we have that:
f ′(tA/θ(a1θ, . . . , anθ)) = f
′(tA(a1, . . . , an)θ) = f(t
A(a1, . . . , an))f∗(θ)
= tB(f(a1), . . . , f(an))f∗(θ)
= tB/f∗(θ)(f(a1)f∗(θ), . . . , f(an)f∗(θ))
= tB/f∗(θ)(f ′(a1θ), . . . , f
′(anθ)).
It proves that f ′ preserve τ -operations. Hence, f ′ is a τ -isomorphism.
5) Let us assume that θ1, θ2 ∈ Con(A) are permutable. Since f is a τ -
isomorphism each pair in f∗(θ1)◦f∗(θ2) has the form (f(x), f(y)) where x, y ∈ A.
Suppose that (f(x), f(y)) ∈ f∗(θ1) ◦ f∗(θ2). Then, by definition of relational
product, there exists w ∈ A such that (f(x), f(w)) ∈ f(θ1) and (f(w), f(y)) ∈
f(θ2). Thus (x,w) ∈ θ1, (w, y) ∈ θ2 and (x, y) ∈ θ1 ◦ θ2 = θ2 ◦ θ1. It implies
that there exists v ∈ A such that (x, v) ∈ θ2 and (v, x) ∈ θ1 and consequently
(f(x), f(v)) ∈ f∗(θ2) and (f(v), f(x)) ∈ f∗(θ1). Therefore (f(x), f(y)) ∈ f∗(θ2)◦
f∗(θ1)proving that f∗(θ1), f∗(θ2) are permutable.

Proposition 2.3 Let A be an algebra, σ ∈ Con(A) and the order isomorphism
uσ : [σ,∇A] → Con(A/σ) given by u(θ) = θ/σ. If p : A → A/σ is the natural
homomorphism then p∗ = u−1σ .
Proof: Let θ ∈ [σ,∇]. Then, by Eq.(1), we have that
p∗(θ/σ) = {(x, y) ∈ A2 : (p(x), p(y)) ∈ θ/σ} = {(x, y) ∈ A2 : (xσ, yσ) ∈ θ/σ}
= {(x, y) ∈ A2 : (x, y) ∈ θ} = θ = u−1(θ/σ).
Hence our claim.

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Definition 2.4 Let A be a category of algebras. A congruences operator over
A is a class operator of the form A ∋ A 7→ K(A) ⊆ Con(A) such that,
1. ∆A ∈ K(A).
2. For each σ ∈ K(A), A/σ ∈ A.
3. If f : A→ B is a A-isomorphism then f∗ ↾K(B): K(B)→ K(A) is an order
isomorphism.
Proposition 2.5 Let A be a category of algebras and K be a congruences op-
erator over A. Let us define the class
HomAK = {A
f
→ B ∈ HomA : ∃σ ∈ K(A) s.t. B ∼=A A/σ}. (4)
Then the following assertions are equivalent:
1. The pair AK = 〈Ob(A), HomAK 〉 is a category and, by defining K(f) =
f∗ ↾K(B) for each A
f
→ B ∈ HomAK , K : AK → Set is a presheaf.
2. For each A ∈ A and σ ∈ K(A), if p : A → A/σ is the natural A-
homomorphism then the restriction p∗ ↾K(A/σ) is an order isomorphism
from K(A/σ) onto K(A) ∩ [σ,∇A].
3. θ ∈ K(A) ∩ [σ,∇A] iff θ/σ ∈ K(A/σ), for all A ∈ A and σ ∈ K(A).
Proof: 1 =⇒ 2) Let us suppose that AK is a category and K : AK → Set
is a presheaf. Let A ∈ A, σ ∈ Con(A) and p : A → A/σ be the natural A-
homomorphism. Note that, Imag(p∗ ↾K(A/σ)) = Imag(K(p)) ⊆ K(A) because
K is a presheaf. Then, by Proposition 2.3, p∗ ↾K(A/σ) is an injective order
homomorphism of the form p∗ ↾K(A/σ): K(A/σ) → K(A) ∩ [σ,∇A]. We want
to prove that p∗ ↾K(A/σ) is a surjective map. For this we need to show that if
θ ∈ K(A) ∩ [σ,∇A] then θ/σ ∈ K(A/σ). Indeed: By Theorem 1.2-1, A/θ ∼=A
(A/σ)/(θ/σ) and therefore, the natural A-homomorphism A/σ → (A/σ)/(θ/σ)
can be identify to the AK-homomorphism g : A/σ → A/θ such that g(xσ) = xθ.
By hypothesis we have that K(g) = g∗ ↾K(A/θ): K(A/θ)→ K(A/σ) and ∆A/θ ∈
K(A/θ). Then
K(A/σ) ∋ g∗(∆A/θ) = g
∗(θ/θ) = {(xσ, yσ) ∈ (A/σ)
2 : (g(xσ), g(yσ)) ∈ θ/θ}
= {(xσ, yσ) ∈ (A/σ)
2 : (xθ, yθ) ∈ θ/θ}
= {(xσ, yσ) ∈ (A/σ)
2 : (x, y) ∈ θ}
= θ/σ
proving that θ/σ ∈ K(A/σ). Thus, by Proposition 2.3, if θ ∈ K(A) ∩ [σ,∇A]
then, θ/σ ∈ K(A/θ) and [K(p)](θ/σ) = p∗(θ/σ) = θ proving that p∗ ↾K(A/σ) is
surjective. Hence our claim.
2 =⇒ 3) Immediate form Proposition 2.3.
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3 =⇒ 1) We first note that for each A ∈ A, 1A ∈ HomAK because ∆A ∈
K(A). Now we prove that the class HomAK is closed by compositions. Let
A ∈ K, σ ∈ K(A), θ/σ ∈ K(A/σ) and let us consider the following diagram
A
p1
→ A/σ
p2
→ (A/σ)/(θ/σ) in HomAK where p1 and p2 are two natural A-
homomorphisms. By Theorem 1.2-1, (A/σ)/(θ/σ) ∼=A A/θ and, by hypothesis,
θ ∈ K(A). Then the composition p2p1 ∈ HomAK proving that HomAK is closed
by compositions. Hence AK is a category. Now we prove that K : AK → Set is
a presheaf. Let f : A→ B ∈ HomAK . We first show that K(f) = f
∗ ↾K(B) is a
function of the form K(f) = K(B) → K(A). Note that f admits the following
factorization in A
✲
❄  
 ✒≡
A B
A/σ
f
p
g
where σ ∈ K(A), p is the natural A-homomorphism and g is an A-isomorphism.
By hypothesis and Theorem 1.2, p∗ : K(A/σ) → K(A) ∩ [σ,∇A] is an order
isomorphism and g∗ ↾K(B): K(B)→ K(A/σ) is an order isomorphism because g
is a A-isomorphism. Thus, by Proposition 2.2-2, f∗ = (pg)∗ = p∗g∗ and then,
f∗ ↾K(B) is an order homomorphism from K(B) onto K(A). By Proposition 2.2-
(2 and 3) we also note thatK(−) is a contravariant functor. Hence K : AK → Set
is a presheaf.

Definition 2.6 LetA be a category of algebras. A congruences operatorK over
A satisfying the equivalent conditions of Proposition 2.5 is called a congruences
presheaf.
Example 2.7 [Presheaf Con] Let A be a category of algebras closed under
homomorphic images. Let us define the class operator A ∋ A 7→ Con(A). It is
not difficult to show that Con(−) is a congruences operator and that HomACon
is the class of surjective A-homomorphisms. Thus ACon is a category. If we
define Con(f) = f∗ then, by Proposition 2.2, Con is a congruences presheaf. In
particular Con(−) is a congruences presheaf over varieties of algebras.
Example 2.8 Let A be a quasivariety. For each A ∈ A, let us consider the set
of relative congruences of A, Rel(A) = {θ ∈ Con(A) : A/θ ∈ A}. Let us define
the class operator A ∋ A 7→ Rel(A). It is not difficult to prove that Rel(−)
is a congruences operator and that ARel = 〈Ob(A), HomARel〉 is a category.
We shall prove that if f : A → B ∈ HomARel then, Imag(f
∗) ⊆ Rel(A) or
equivalently, for each θ ∈ Rel(B), A/f∗(θ) ∈ A. Indeed: Let us consider a quasi
equation (&ni=1ri(x) = si(x)) =⇒ r(x) = s(x) holding in A where x is a vector
of k variables. Let af∗(θ) be a vector of k elements of the algebra A/f
∗(θ) such
that A/f∗(θ) |= &ni=1ri(af∗(θ)) = si(af∗(θ)). Thus, by definition of f
∗ in Eq.(2),
we have that (f(si(a), f(ri(a)) = (si(f(a)), ri(f(a)) ∈ θ for 1 ≤ i ≤ n and then,
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B/θ |= &ni=1ri(f(a))θ = si(f(a))θ . Since B/θ ∈ A and the quasi equation holds
in A, B/θ |= s(f(a))θ = r(f(a))θ. It implies that (f(s(a)), f(r(a))) ∈ θ and
then (s(a), r(a)) ∈ f∗(θ). Hence A/f∗(θ) |= r(af∗(θ)) = s(af∗(θ)). It proves
that A/f∗(θ) ∈ A and, by Proposition 2.2, Rel(−) is a congruences presheaf.
Proposition 2.9 Let A be a category of algebras, K be a congruences presheaf
and A ∈ A. If σ ∈ K(A), θ ∈ K(A) ∩ [σ,∇A] and A ∼=A A/θ then there exists
θ′ ∈ K(A/σ) such that A ∼= (A/σ)/θ′.
Proof: Since θ ∈ K(A) ∩ [σ,∇A], by Proposition 2.5-3, θ′ = θ/σ ∈ K(A/σ).
Then, by Theorem 1.2-1, (A/σ)/θ′ = (A/σ)/(θ/σ) ∼=A A/θ ∼= A.

Definition 2.10 Let A be a category of algebras and K be a congruences
presheaf. An algebra A ∈ A has the Cantor-Bernstein-Schro¨der property with
respect to K (CBSK-property for short) iff the following holds: Given B ∈ A
and θB ∈ K(B) such that there is θA ∈ K(A) with A ∼=A B/θB and B ∼=A A/θA
it follows that A ∼=A B.
Theorem 2.11 Let A be a category of algebras and K be a congruences presheaf.
Then, the following conditions are equivalent for each A ∈ A:
1. A has the CBSK-property.
2. If θ ∈ K(A) and A ∼=A A/θ then, for all σ ∈ K(A) such that σ ⊆ θ we
have that A ∼=A A/σ.
Proof: 1 =⇒ 2) Let σ, θ ∈ K(A) such that σ ⊆ θ and A ∼=A A/θ. Let
B = A/σ. Note that θ ∈ K(A) ∩ [σ,∇A] then, by Proposition 2.9, there exists
θB ∈ K(A/σ) = K(B) such that A ∼=A B/θB. Since A has the CBSK-property
we have that A ∼=A B = A/σ.
2 =⇒ 1) Let B in A, σA ∈ K(A), σB ∈ K(B). Suppose that there exists two
A-isomorphisms f : A→ B/σB and g : B → A/σA.
By Proposition 2.2-4, g∗(σB) ∈ K(A/σA) and there exists a A-isomorphism
g′ : B/σB → (A/σA)/g∗(σB). Let us consider the following composition of
A-isomorphisms:
A
f
→ B/σB
g′
→ (A/σA)/g∗(σB). (5)
Note that g∗(σB) = θ/σA for some θ ∈ Con(A) and, by Proposition 2.5-3,
θ ∈ K(A) ∩ [σA,∇A]. Thus, by Theorem 1.2-1, we have that (A/σA)/g∗(σB) =
(A/σA)/(θ/σA) ∼=A A/θ and the diagram of A-isomorphisms given in Eq.(5)
can be seen as
A
f
→ B/σB
g′
→ A/θ. (6)
Therefore A ∼=A A/θ where θ ∈ K(A) ∩ [σA,∇A]. Since σA ⊆ θ, by hypothesis,
A ∼=A A/σA ∼=A B. Hence A has the CBSK-property.

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Remark 2.12 Let us notice that, by the condition 2 of the Theorem 2.11, if
there would be no θ ∈ K(A) such that A ∼=A A/θ then the algebra A trivially
has the CBSK-property. Then we say that A satisfies the CBSK-property in a
non trivial way whenever this property is satisfied and there exists θ ∈ K(A)
such that A ∼=A A/θ.
We conclude this section with an example illustrating our abstract framework
for the CBS-theorem.
Example 2.13 [Pseudo-simple algebras] An algebra A is called pseudo-simple
[33] iff Card(A) > 1 and for every σ ∈ Con(A) − {∇A}, A/σ ∼= A. Let A
be category of algebras closed under homomorphic images and let us consider
the congruences presheaf Con(−) (see Example 2.7). Then, by Theorem 2.11,
pseudo-simple algebras of A satisfy the CBSCon-property.
Concrete examples of these algebras, can be found in the variety Grp of
groups. Indeed, a quasi-cyclic group is an Abelian group which is isomorphic to
Z(p∞) for some prime number p. They are pseudo-simple algebras in Grp. In
this way quasi-cyclic groups have the CBSCon-property.
3 Factor congruences presheaves
In this section we introduce and study a special case of congruences presheaf
related to factor congruences. In this framework necessary and sufficient condi-
tions for the validity of CBS-Theorem are established.
Definition 3.1 Let A be a category of algebras. A factor congruences presheaf
is a congruences presheaf K such that for each A ∈ A,
1. K(A) ⊆ FC(A).
2. For each θ ∈ K(A) there exists ¬θ ∈ K(A), such that (θ,¬θ) is a pair of
factor congruences on A.
3. If σ ∈ K(A), θ ∈ K(A)∩ [σ,∇A ] and (θ,¬θ) is a pair of factor congruences
in K(A) then (θ/σ, (¬θ ∨ σ)/σ) is a pair of factor congruences in K(A/σ).
By item 2 in the above definition, ∇A ∈ K(A) because ∆A ∈ K(A) and, by
Proposition 2.5, the following result is immediate.
Proposition 3.2 Let A be a category of algebras and K be a factor congruences
presheaf. Let A ∈ A, σ ∈ K(A), θ ∈ K(A) ∩ [σ,∇A] and (θ,¬θ) be a pair of
factor congruences in K(A). Then ¬θ ∨ σ ∈ K(A) ∩ [σ,∇A].

Let A be a category of algebras such that for each A ∈ A and σ ∈ FC(A),
A/σ ∈ A. The, by Proposition 2.2-5, it is immediate that the class operator
A ∋ A 7→ FC(A) (7)
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is a congruence operator. The following proposition provides a sufficient condi-
tion for FC(−) to be a congruences presheaf.
Proposition 3.3 Let A be a category of algebras such that for each A ∈ A and
σ ∈ FC(A), A/σ ∈ A. If A is congruence modular or congruence permutable
then FC(−) is a congruences presheaf.
Proof: Let us assume that A is congruence modular. Let A ∈ A, σ ∈ FC(A),
θ ∈ FC(A) ∩ [σ,∇A] and (θ,¬θ) be a pair of factor congruences in FC(A).
We first prove that (θ/σ,¬θ∨σ/σ) is a pair of factor congruences in FC(A/σ).
By the modularity θ ∩ (σ ∨ ¬θ) = σ ∨ (θ ∩ ¬θ) = σ ∨∆A = σ because σ ⊆ θ.
Then, by Theorem 1.2-2, θ/σ ∩ (¬θ ∨ σ)/σ = ∆A/σ. We also note that ∇A =
θ ◦¬θ ⊆ θ ◦ (¬θ∨σ). Then, by Theorem 1.2-3, θ/σ ◦ (¬θ∨σ)/σ = ∇A/σ. Thus,
(θ/σ, (¬θ ∨ σ)/σ) is a pair of factor congruences on A/σ and θ/σ ∈ FC(A/σ).
Now if we suppose that θ/σ ∈ FC(A/σ) then, by Proposition 1.3, θ ∈ FC(A).
Hence, by Proposition 2.5, FC(−) is a factor congruences presheaf. Let us
notice that if A is a category of congruence permutable algebras then, by the
Birkhoff theorem (see [7, Proposition 5.10]), A is congruence modular. Hence
or claim.

Example 3.4 [CBSFC -property: injective modules and divisible groups] Let
ModR be the variety of modules over the ring R and Ab be the variety of
Abelian groups. Let us notice that divisible groups are the injective objects in
Ab. We will indistinctly denote the varieties ModR and Ab with A. In the
variety A, the notion of finite direct sum and finite direct product coincides.
Thus, for each A ∈ A, 〈FC(A),⊆〉 is order reverse isomorphic to the set of
direct factor sub algebras of A denoted by 〈DF (A),⊆〉. It is well known that
A is a congruence permutable variable and then, by Proposition 3.3, FC(−) is
a congruences presheaf.
Let A be an injective object in A. We shall prove that A has the CBSFC -
property. In order to do this, by Theorem 2.11, we have to show that: for
I,K ∈ DF (A) such that I is a sub algebra of K, if A ∼=A I then A ∼=A K.
Indeed: Let f : I → A be a A-isomorphism. Since A is injective, there exists
A-homomoprhism g : K → A such that the following diagram commute
✲
❄  
 ✒≡
I A
K
f
1I
g
Let us notice that g1I is an injective A-homomoprhism. Thus, if we consider
the following composition K
f−1↾K
֌ I
g1I
֌ A, by the commutativity of the above
diagram, we have that A ⊇ K ∋ x = f(f−1(x)) = g1I(f−1(x)) proving that
the diagram K
f−1↾K
֌ I
g1I
֌ K is the identity 1K . It implies that g1I is also
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a surjective A-homomoprhism and I ∼=A K. Hence A ∼=A K and A has the
CBSFC -property. Since A is an injective object then the denumerable direct
product B =
∏
N
A is injective in A. Thus, by Proposition 1.4, there exists
σ ∈ FC(B) such that B ∼=A B/σ. In this way B satisfies the CBSFC -property
in a non trivial way.
Now we study a necessary a sufficient condition for the validity of the CBS-
property respect to a factor congruences presheaf.
Let A be a category of algebras and K be a factor congruences presheaf.
Let A ∈ A, θ ∈ K(A) and let us suppose that there exists an A-isomorphism
f : A → A/θ. By Theorem 1.2-2 and Proposition 2.2-4 let us consider the
〈∇,∆,⊆〉-isomorphism fˆ = u−1θ f∗ i.e.,
fˆ : K(A)
f∗
→ K(A/θ)
u−1
θ→ K(A) ∩ [θ,∇A]. (8)
If σ ∈ K(A) such that σ ⊆ θ then we define the following set:
〈σ〉θ = {ζ ∈ [∆A, θ] ∩ K(A) : A/σ ∼=A A/ζ}. (9)
If ζ ∈ 〈σ〉θ then we recursively define the following sequences of congruences:
σ0 = ∆A ,
σ1 = ζ , θ1 = f∗(σ0) = θ/θ ,
σ2 = u
−1
θ (θ1) = θ , θ2 = f∗(σ1) ,
σ3 = u
−1
θ (θ2) , θ3 = f∗(σ2) ,
...
...
σn+1 = u
−1
θ (θn) , θn+1 = f∗(σn) . (10)
By Eq.(8), (σn)n∈N is a sequence in K(A).
Proposition 3.5 Let A be a category of algebras, K be a factor congruences
presheaf, A ∈ A and θ ∈ K(A) such that there exists an A-isomorphism f : A→
A/θ. Let us consider the sequence (σn)n∈N in K(A) given in Eq.(10). Then:
1. fˆ(σn) = σn+2,
2. (σn)n∈N is an increasing sequence in K(A). In particular, if ∆A < ζ then
(σn)n∈N is strictly increasing.
Proof: 1) If k ≥ 2 then σk = u
−1
θ (θk−1) = u
−1
θ f∗(σk−2) = fˆ(σk−2). Thus if
k = n+ 2 we have that fˆ(σn) = σn+2.
2) Suppose that σ0 = ∆A = ζ = σ1. Then it is not very hard to see that
σn = θ for n ≥ 2. Thus (σn)n∈N is an increasing sequence in K(A). Let us
assume that σ0 = ∆A < ζ = σ1. By induction, let us assume that σi < σj
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whenever 1 < i < j < n. Since fˆ is an order isomorphism and n ≥ 2, by item
1, we have that σn = fˆ(σn−2) < fˆ(σn−1) = σn+1. Hence (σn)n∈N is strictly
increasing.

Definition 3.6 Let A be a category of algebras, K be a factor congruences,
A ∈ A and θ ∈ K(A) such that there exists an A-isomorphism f : A → A/θ.
Let us consider the sequence (σn)n∈N in K(A) given in Eq.(10). Then a CBS-
sequence is a sequence of the form (σ2n ∨ ¬σ2n+1)n≥0 such that
1. ¬σ1 = ¬ζ = fˆ−1(¬fˆ(ζ)) where (fˆ(ζ),¬fˆ (ζ)) is a pair of factor congruences
in K(A).
2. ¬σ2n+3 = fˆ(¬σ2n+1) for n ≥ 1.
Let us note that (ζ,¬ζ) is a pair of factor congruences because fˆ preserves
order and permutability in view of Proposition 2.2-5.
Proposition 3.7 Let A be a category of algebras, K be a factor congruences
presheaf, A ∈ A and θ ∈ K(A) such that there exists an A-isomorphism f :
A→ A/θ. Let us consider the sequence (σn)n∈N in K(A) given in Eq.(10) and
a CBS-sequence (σ2n ∨ ¬σ2n+1)n≥0. Then:
1. σ2n+1 ∨ ¬σ2n+1 = ∇A.
2. (σ2n ∨ ¬σ2n+1)n≥0 is a dual orthogonal sequence in K(A).
3. fˆ(σ2n ∨ ¬σ2n+1) = σ2n+2 ∨ ¬σ2n+3 for n ≥ 0.
Proof: 1) By definition of CBS-sequence, (σ1,¬σ1) is a pair of factor congru-
ences in K(A) and then σ1 ∨ ¬σ1 = ∇A. Since fˆ is an order isomorphism, if
n > 0 and σ2(n−1)+1∨¬σ2(n−1)+1 = ∇A then∇A = fˆ(σ2(n−1)+1∨¬σ2(n−1)+1) =
fˆ(σ2(n−1)+1) ∨ fˆ(¬σ2(n−1)+1) = σ2(n−1)+3 ∨ ¬σ2(n−1)+3 = σ2n+1 ∨ ¬σ2n+1.
2) By Proposition 3.5-2, for each natural number n we have that σ2n ≤ σ2n+1
and then, σ2n+1 ∈ K(A) ∩ [σ2n,∇A]. Thus, by Definition 3.1-3 and Proposition
3.2, σ2n ∨ ¬σ2n+1 ∈ K(A). In this way, (σ0 ∨ ¬σ1, σ2 ∨ ¬σ3, . . .) = (σ2n ∨
¬σ2n+1)n≥0 is a sequence in K(A). Suppose that m < n. Since (σn)n∈N is an
increasing sequence σ2n ≥ σ2m+1 then, by item 1, we have that,
(σ2m ∨ ¬σ2m+1) ∨ (σ2n ∨ ¬σ2n+1) ≥ σ2m ∨ (¬σ2m+1 ∨ σ2m+1) ∨ ¬σ2n+1
= σ2m ∨∇A ∨ ¬σ2n+1 = ∇A.
Hence (σ2n ∨ ¬σ2n+1)n≥0 is a dual orthogonal sequence in K(A).
4) Since fˆ is a an order isomorphism, by Proposition 3.5-1, fˆ(σ2n∨¬σ2n+1) =
fˆ(σ2n) ∨ fˆ(¬σ2n+1) = σ2n+2 ∨ ¬σ2n+3.

In what follows, the infimum in K(A) of a family (σi)i∈I of K(A), if it
exists, will be denoted by
dK(A)
i∈I σi, to distinguish it from the infimum
⋂
i∈I σi
in Con(A), which need not belong to K(A).
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Definition 3.8 Let A be a category of algebras and K be a factor congruences
presheaf. An algebra A ∈ A is called CBSK-complete iff for all A-isomorphism
f : A → A/θ, where θ ∈ K(A), and for all σ ∈ K(A) such that σ ⊆ θ there
exists ζ ∈ 〈σ〉θ and a CBS-sequence (σ2n ∨ ¬σ2n+1)n≥0 satisfying,
1. σζ =
dK(A)
n≥1 (σ2n ∨ ¬σ2n+1) exists.
2. There exists ¬σζ ∈ K(A) such that (σζ ,¬σζ) and (¬ζ ∩ σζ , ζ ∨ ¬σζ) are
two pairs of factor congruences in K(A).
Theorem 3.9 Let A be a category of algebras, K be a factor congruences
presheaf and A ∈ A. Then the following conditions are equivalent:
1. A is CBSK-complete.
2. A has the CBSK-property.
Proof: 1 =⇒ 2) Let us assume that A is CBSK-complete. Let σ, θ ∈ K(A)
such that σ ⊆ θ and f : A → A/θ be a A-isomorphism. By Theorem 2.11
we shall prove that A ∼=A A/σ. Let us suppose that (σ2n ∨ ¬σ2n+1)n≥0 is a
CBS-sequence satisfying the condition of Definition 3.8.
By hypothesis σζ =
dK(A)
n≥1 (σ2n ∨ ¬σ2n+1) ∈ K(A) ∩ [ζ,∇A] and there exists
¬σζ ∈ K(A) such that (σζ ,¬σζ) and (¬ζ ∩ σζ , ζ ∨ ¬σζ) are two pairs of factor
congruences in K(A). If we define χ = ¬ζ ∩ σζ and ¬χ = ¬σζ ∨ ζ then
A ∼= A/¬χ×A/χ. (11)
Since σζ ∈ K(A) ∩ [ζ,∇A], by Proposition 3.2 and by hypothesis, we have that
A/ζ ∼=A A/(¬σζ ∨ ζ)×A/σζ
= A/¬χ×A/σζ . (12)
Since f∗(χ) ∈ K(A/θ), by Theorem 2.5-3 there exists ρ ∈ K(A) ∩ [θ,∇A] such
that f∗(χ) = ρ/θ. Therefore fˆ(χ) = u
−1
θ f∗(χ) = u
−1
θ (ρ/θ) = ρ and, by Propo-
sition 2.2-4, we have that
A/χ ∼=A (A/θ)/f∗(χ) = (A/θ)/(ρ/θ) ∼=A A/ρ = A/fˆ(χ). (13)
Since fˆ : K(A) → K(A) ∩ [θ,∇A] is a 〈∇,∆,⊆〉-isomorphism, by Definition
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3.6, we have that
fˆ(χ) = fˆ(σζ ∩ ¬ζ)
= fˆ(
dK(A)
n≥1 (σ2n ∨ ¬σ2n+1)) ∩ fˆ(¬ζ)
= fˆ(
dK(A)
n≥1 (σ2n ∨ ¬σ2n+1)) ∩ fˆ(fˆ
−1(¬fˆ(ζ))
= fˆ(
dK(A)
n≥1 (σ2n ∨ ¬σ2n+1)) ∩ fˆ(∆A ∨ fˆ
−1(¬fˆ(ζ))
= fˆ(
dK(A)
n≥1 (σ2n ∨ ¬σ2n+1)) ∩ (fˆ(∆A) ∨ fˆ(fˆ
−1(¬fˆ(ζ)))
=
dK(A)
n≥1 (σ2n+2 ∨ ¬σ2n+3) ∩ (θ ∨ ¬fˆ(ζ))
=
dK(A)
n≥1 (σ2n+2 ∨ ¬σ2n+3) ∩ (σ2 ∨ ¬σ3)
=
dK(A)
n≥1 (σ2n ∨ σ2n+1)
= σζ (14)
From Eq.(13) and Eq.(14), A/χ ∼=A A/σζ . Then, by Eq.(12), A/ζ ∼=A
A/¬χ × A/χ and, by equation Eq.(11), A ∼=A A/ζ ∼=A A/σ since ζ ∈ 〈σ〉θ .
Hence A has the CBSK-property.
2 =⇒ 1) Let us assume that A has CBSK-property. Let f : A→ A/θ be an
A-isomorphism, where θ ∈ K(A), and σ ∈ [∆A, θ]∩K(A). Then, by hypothesis,
A/∆A ∼=A A ∼=A A/σ and ∆A ∈ 〈σ〉θ (see Eq.(9)). Thus, we consider the
sequence (σn)n∈N given by
σ0 = ∆A ,
σ1 = ∆A , θ1 = f∗(σ0) = θ/θ ,
σ2 = u
−1
θ (θ1) = θ , θ2 = f∗(σ1) = f∗(∆A) = θ/θ ,
σ3 = u
−1
θ (θ2) = θ , θ3 = f∗(σ2) ,
...
...
σn+1 = u
−1
θ (θn) , θn+1 = f∗(σn) .
By induction, we show that σ2n = σ2n+1 for all n ≥ 1. Indeed σ2 = σ3 = θ/θ.
Let us suppose that σ2k = σ2k+1. Then,
σ2(k+1) = u
−1
θ (θ2k+1) = u
−1
θ f∗(σ2k)
= u−1θ f∗(σ2k+1) = u
−1
θ (θ2(k+1))
= σ2(k+1)+1.
In this way, (σ2n ∨ ¬σ2n+1)n≥1 = (∇A,∇A,∇A, . . .) implying that σ∆A =dK(A)
n≥1 (σ2n ∨ ¬σ2n+1) = ∇A. Hence A is CBSK-complete.

In rest of the section we study an special framework for the CBS-theorem
based on congruences presheaves defined by sets of factor congruences with a
Boolean structure. For this we first introduce the following definition.
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Definition 3.10 LetA be a category of algebras. A Boolean factor congruences
presheaf is a congruences presheaf K such that, for each A ∈ A,
1. K(A) ⊆ FC(A).
2. 〈K(A),∩,∨,¬,∆A ,∇A〉 is a Boolean sublattice of Con(A) where ¬ is the
factor complement.
By Proposition 1.1-2 and Definition 3.1-3 we can see that for each σ ∈ K(A),
the Boolean structure of K(A/σ) is given by
〈K(A/σ),∨,∩,¬,∆A/σ ,∇A/σ〉 where ¬(θ/σ) = (¬σθ)/σ (15)
The following proposition allows us to provide examples of Boolean factor
congruences presheaf from the center of congruence lattices of the algebras of a
category of algebras.
Proposition 3.11 Let A be a category of algebras such that for each A ∈ A
and σ ∈ Z(Con(A)), A/σ ∈ A. Then, the class operator A ∋ A 7→ Z(Con(A))
is a congruences operator over A and the following assertions are equivalent:
1. Z(Con(−)) is a Boolean factor congruences presheaf.
2. For each A ∈ A, and θ ∈ Z(Con(A)), θ◦¬θ = ∇A where ¬θ is the Boolean
complement of θ in Z(Con(A)).
Proof: By Proposition 2.2 it is immediate that Z(Con(−)) is a congruences
operator over A.
1 =⇒ 2) Let us assume that Z(Con(−)) is a Boolean factor congruences
presheaf. Then, for each A ∈ A, Z(Con(A)) ⊆ FC(A). Since Z(Con(A))
is a Boolean algebra, the complement of an element in Z(Con(A)) is unique.
Consequently, by condition 2 in Definition 3.1, for each θ ∈ Z(Con(A)) we have
that θ ◦ ¬θ = ∇A.
2 =⇒ 1) Let us assume that for each θ ∈ Z(Con(A)), θ ◦ ¬θ = ∇A. Then
Z(Con(A)) ⊆ FC(A) for each A ∈ A. Let σ ∈ Z(Con(A)). By Proposition 1.1
and Proposition 1.2-2 we have that θ ∈ [σ,∇A]∩Z(Con(A)) iff θ ∈ Z[σ,∇A] iff
θ/σ in Z(Con(A/σ)). Thus, by Proposition 2.5-3, Z(Con(−)) is a congruences
presheaf over A. Hence our claim.

Example 3.12 Let A be a congruence permutable variety. Let us notice that
for each A ∈ A and θ ∈ Z(Con(A)), θ ∩ ¬θ = ∆A and θ ◦ ¬θ = θ ∨ ¬θ = ∇A
because the permutability of θ. Then Z(Con(A)) ⊆ FC(A) and, by Proposition
3.11, Z(Con(−)) is a Boolean factor congruences presheaf.
Example 3.13 Let A be an arithmetical variety i.e., A is a congruence dis-
tributive and congruence permutable variety. By Example 3.12, for each A ∈ A,
Z(Con(A)) ⊆ FC(A) and Z(Con(−)) is Boolean factor congruences presheaf.
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Since A congruence distributive, FC(A) is a Boolean sublattice of Con(A)
and then, FC(A) ⊆ Z(Con(A)). Thus Z(Con(A)) = FC(A). In this way
FC(−) = Z(Con(−)) is Boolean factor congruences presheaf. Another inter-
esting categories of algebras in which FC(−) = Z(Con(−)) is a Boolean factor
congruences presheaf are discriminator varieties since they are arithmetical va-
rieties.
Theorem 3.14 Let A be a category of algebras and K be a Boolean factor
congruences presheaf. Then the following conditions are equivalent:
1. A has the CBSK-property.
2. For each A-isomorphism f : A→ A/θ, where θ ∈ K(A), and for each σ ∈
[∆A, θ]∩K(A) there exists ζ ∈ 〈σ〉θ and a CBS-sequence (σ2n∨¬σ2n+1)n≥0
(see Definition 3.6) such that σζ =
dK(A)
n≥1 (σ2n ∨ ¬σ2n+1) exists.
Proof: Since for each A ∈ A, K(A) is a Boolean sublattice of Con(A), for all
ζ, σ ∈ K(A) we have that (¬ζ ∩ σ,¬(¬ζ ∩ σ)) = (¬ζ ∩ σ, ζ ∨ ¬σ) is a pair of
factor congruences in K(A). Hence, by Theorem 3.9, our claim.

By Theorem 3.14 and Proposition 3.7-2 the next result is immediate.
Proposition 3.15 Let A be a category of algebras, K be a Boolean factor con-
gruences presheaf and A ∈ A such that K(A) is dual orthogonal σ-complete.
Then A has the CBSK-property. 
4 BFC and the CBS-property
Categories of algebras having BFC are examples of categories in which the class
operator FC(−) defines a Boolean factor congruences presheaf. Thus, BFC
allows us to establish an interesting framework for several versions of the CBS-
Theorem. Indeed, most of the versions present in literature can be formulated
in terms of the FC(−) presheaf. In this section we deal with this argument and
we establish new examples of algebras having the CBSFC -property.
Definition 4.1 An algebra A has Boolean factor congruences (BFC for short)
iff FC(A) forms a Boolean sublattice of Con(A). We say that a category of
algebras has BFC iff each algebra of the category has BFC.
Proposition 4.2 Let A be a category of algebras having BFC such that for each
A ∈ A and σ ∈ FC(A), A/σ ∈ A. Then FC(−) is a Boolean factor congruences
presheaf.
Proof: Let A ∈ A and σ ∈ FC(A). Let us suppose that θ ∈ FC(A)∩ [σ,∇A ].
We want to prove that θ/σ ∈ FC(A/σ). We first note that θ/σ ∩ (¬θ ∨ σ)/σ =
∆A/σ. Moreover, ∇A = θ ◦ ¬θ ⊆ θ ◦ (¬θ ∨ σ) and, by Theorem 1.2-3, θ/σ ◦
(¬θ ∨ σ)/σ = ∇A/σ. Thus, (θ/σ, (¬θ ∨ σ)/σ) is a pair of factor congruences of
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A/σ and θ/σ ∈ FC(A/σ). Now if we suppose that θ/σ ∈ FC(A/σ) then, by
Proposition 1.3, θ ∈ FC(A). Hence, by Proposition 2.5, FC(−) is a Boolean
factor congruences presheaf.

The next proposition provides a general method to obtain algebras satisfying
the CBSFC -property in categories of algebras having BFC.
Proposition 4.3 A be a category of algebras closed by direct products having
BFC and (Ai)i∈I be a family of directly indecomposable algebras in A then:
B =
∏
i∈I
Ai satisfies the CBSFC-property.
In particular if I = N and Ai = A for each i ∈ N then B satisfies the CBSFC-
property in a non trivial way (see Remark 2.12).
Proof: Note that for each i ∈ I, FC(A) = {∆Ai ,∇Ai}. Then, by [20,
Theorem 2 and Theorem 11], we can see that FC(B) is lattice isomorphic to∏
i∈I FC(Ai) = 2
I where 2 is the Boolean algebra of two elements. Since 2I is a
complete Boolean algebra, by Proposition 3.15, B satisfies the CBSFC -property.
The second part follows by Proposition 1.4.

The rest of the section is devoted to reformulate, in terms of the CBSFC -
property, several versions of the CBS-theorem already present in the literature
as well as new version of the theorem in categories of algebras having BFC.
Example 4.4 [Lattice ordered groups] A lattice ordered group (l-group for short)
is an algebra 〈A,+,∨,∧,−, 0〉 of type 〈2, 2, 2, 1, 0〉 such that
1. 〈A,+,−, 0〉 is a group, 3. x+ (s ∧ t) + y = (x+ s+ y) ∧ (x+ t+ y),
2. 〈A,∨,∧〉 is a lattice, 4. x+ (s ∨ t) + y = (x+ s+ y) ∨ (x+ t+ y).
Thus, l-groups define a variety of algebras denoted by LG. Let A ∈ LG.
If x ∈ A then we define |x| = x ∨ −x. The positive cone of A is given by
A+ = {x ∈ A : x ≥ 0}. A set G ⊆ A is said to be orthogonal iff G ⊆ A+
and x ∧ y = 0 for any pair of distinct elements x, y ∈ G. The l-group A is
said to be orthogonally σ-complete iff each denumerable orthogonal subset of
A has supremum in A. It is well known that Con(A) is lattice isomorphic
to the lattice Il(A) of all convex normal subgroups (also called l-ideals) of A.
Moreover FC(A) is a Boolean sublattice of Con(A) (see [4, §XIII-9]) identified
to a Boolean sublattice of Il(A), denoted by FCIl(A), whose elements are called
direct factors of A. Thus, LG have BFC and, by Proposition 4.2, FC(−) is a
Boolean factor congruences presheaf. If I ∈ FCIl(A) then the set ¬I defined as
¬I = {a ∈ A : |a| ∧ |x| = 0 for each x ∈ I} is the complement of I in FCIl(A)
(see [23, Eq.(1.3)]). In order to establish a CBS-theorem for l-groups we need
to prove the following result:
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Let A be an orthogonal σ-complete l-group and (In)n∈N be a dual orthog-
onal sequence in the Boolean lattice FCIl(A). Then
⋂
n∈N In ∈ FCIl(A).
Indeed, if (In)n∈N is a dual orthogonal sequence in FCIl(A) then (¬In)n∈N is
an orthogonal sequence in FCIl(A) because FCIl(A) is a Boolean algebra. By
[23, Lemma 1.5] ¬
⋃
n∈N ¬In ∈ FCIl(A) and in [37, Theorem 2.2.5] it is proved
that ¬
⋃
n∈N ¬In =
⋂
n∈N ¬¬In =
⋂
n∈N In. Hence our claim.
Thus, if A is an orthogonal σ-complete l-group then, by Proposition 3.15,
A has the CBSFC -property. In this example we have reformulated, in terms
Boolean factor congruences presheaves, the version of CBS-theorem for l-groups
given in [23].
Example 4.5 [L-varieties] L-varieties where introduced in [15] as a general
lattice ordered structure in which several versions of CBS-theorem can be for-
mulated. A variety A of algebras is a L-variety iff
(1) there are terms of the language of A defining on each A ∈ A operations
∨, ∧, 0,1 such that L(A) = 〈A,∨,∧, 0, 1〉 is a bounded lattice;
(2) for all A ∈ A and for all z ∈ Z(L(A)), the binary relation Θz on A defined
by aΘzb iff a∧z = b∧z is a congruence on A, such that A ∼= A/Θz×A/Θ¬z.
Example of L-varieties are the following (see [15, §2])
• The variety L01 of bounded lattices and its subvarieties. In particular,
distributive lattices and modular lattices.
• The variety LI01 of bounded lattices with involution “∼” [26] satisfying
the Kleene equation x ∧ ∼x = (x ∧ ∼x) ∧ (y ∨ ∼y). Subvarieties of LI01
are the variety OL of ortholattices [4, 31], characterized by the equation
x∧∼x = 0, and the variety K of Kleene algebras [1], characterized by the
distributive law. The intersection OL∩K is the variety B of Boolean alge-
bras. An important subvariety of OL is the variety OML of orthomodular
lattices [4, 31].
• The variety Bω of pseudocomplemented distributive lattices [1] and the
subvariety of Stone algebras ST defined as ST = Bω+{(x∧y)∗ = x∗∨y∗}
where ∗ is the pseudocomplement (see [1, §VIII]).
• The variety RL of residuated lattices [25] also called commutative integral
residuated 0, 1-lattices [29] defined by algebras 〈A,∨,∧,⊙,→, 0, 1〉 of type
〈2, 2, 2, 2, 0, 0〉 satisfying the following:
1. 〈A,⊙, 1〉 is an abelian monoid,
2. L(A) = 〈A,∨,∧, 0, 1〉 is a bounded lattice,
3. (x⊙ y)→ z = x→ (y → z),
4. ((x→ y)⊙ x) ∧ y = (x→ y)⊙ x,
5. (x ∧ y)→ y = 1.
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Very important subvarieties of RL are: the variety of Heyting algebras
[1] given by H = RL + {x ⊙ y = x ∧ y} and the variety of BL-algebras,
characterized by BL = RL+{x∧y = x⊙(x→ y), (x→ y)∨(y → x) = 1}.
BL-algebras are the algebraic counterpart of the fuzzy logic related to
continuous t-norm [18]. Important subvarieties of BL are: the variety of
MV-algebras, representing the algebraic counterpart of the infinite-valued
 Lukasiewicz logic [9, 18], given by MV = BL + {¬¬x = x}, the variety
of linear Heyting algebras, also known as Go¨del algebras, given by HL =
H+{(x→ y)∨(y → x) = 1} and the variety of Product logic algebras, given
by PL = BL+ {¬¬z⊙ ((x⊙ z)→ (y⊙ z)))→ (x→ y) = 1, x∧¬x = 0}.
• The varieties of  Lukasiewicz and of Post algebras of order n ≥ 2 [1], as well
as the various types of  Lukasiewicz - Moisil algebras which are considered
in [5].
• PMV, the variety of pseudo MV-algebras [12, 17].
Let A be a L-variety. In [15, Proposition 1.4] it is proved that A has BFC
where for each A ∈ A, FC(A) is Boolean isomorphic to Z(L(A)). Then, by
Proposition 4.2, FC(−) is a Boolean factor congruences presheaf. Thus, if
L(A) is an orthogonally σ-complete lattice then, by Proposition 3.15, A has
the CBSFC -property. Let us notice that the σ-completeness (orthogonally σ-
completeness) of an algebra A ∈ A does not imply the σ-completeness (or-
thogonally σ-completeness) of Z(L(A)) (see [15, Example 4.1]). However, there
are L-varieties where the σ-completeness (orthogonally σ-completeness) con-
dition on the algebras guarantee the corresponding σ-completeness (orthogo-
nally σ-completeness) of their centers and then, the CBSFC -property. Exam-
ples of these particular L-varieties are: Boolean algebras (where the CBSFC -
property was obtained by Sikorski and Tarski), Orthomodular lattices (where
the CBSFC -property was obtained in [11]), MV-algebras (where the CBSFC -
property was obtained in [10]), Pseudo MV-algebra (where the CBSFC -property
was obtained in [22]), Stone algebras [15, Proposition 4.3], BL-algebras [15,
Corollary 4.8],  Lukasiewicz and Post algebras of order n [8, Lemma 3.1].
Example 4.6 [Semigroups with 0, 1 and bounded semilattices] A semigroup
with 0, 1 is an algebra 〈A, ·, 0, 1〉 of type 〈2, 0, 0〉 such that the operation · is
associative, 0 · x = x · 0 = 0 and 1 · x = x · 1 = x. Thus, semigroups with
0, 1 define a variety denoted by SG0,1. An important subvariety of SG0,1 is the
variety of bounded semilattices defined as SL0,1 = SG0,1+{x
2 = x, x·y = y ·x}.
Let A be a subvariety of SG0,1 and A ∈ A. An element z ∈ A is called central
iff there exist A1, A2 ∈ A and a SG0,1-isomorphism f : A → A1 × A2 such
that f(z) = (1, 0). The set of all central elements of A is denoted by Z(A). In
[38, 39] it is proved that Z(A) is a Boolean algebra in which the meet operation
is the semigroup operation. Furthermore, it has been proved that Z(A) is
Boolean isomorphic to FC(A). Thus, by Proposition 4.2, FC(−) is a Boolean
factor congruences presheaf. Hence, if A ∈ A is an algebra such that Z(A) is
orthogonally σ-complete then, by Proposition 3.15, A has the CBSFC -property.
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Example 4.7 [Commutative pseudo BCK-algebras] A commutative pseudo
BCK-algebras (cpBCK-algebra for short) [17] is an algebra 〈A,→, , 1〉 of type
〈2, 2, 0〉 satisfying the following equations:
1. x→ (y  z) = y → (x z), 4. (x→ y) y = (y → x) x,
2. x→ x = x x = 1, 5. (x y)→ y = (y  x)→ x.
3. 1→ x = 1 x = x,
Thus cpBCK-algebras define a variety denoted by cpBCK. Let A be a
cpBCK-algebra. The relation x ≤ y iff x → y = 1 iff x  y = 1 defines a
join semi-lattice order where x ∨ y = (x → y)  y = (x  y) → y. Let us no-
tice that in [30] a dually equivalent definition for cpBCK-algebras, based on the
reverse order, is introduced. In [14, Corollary 4.4] it is proved that cpBCK is a
congruence distributive variety. Then, for each A ∈cp BCK, FC(A) is a Boolean
sub lattice of Con(A). Thus cpBCK has BFC and, by Proposition 4.2, FC(−)
is a Boolean factor congruences presheaf. By [30, Lemma 4.1] we can dually
prove that if A is a dual orthogonal σ-complete cpBCK-algebra then, each dual
orthogonal sequences (θn)n∈N in FC(A) admits infimum
⋂
n∈N θn ∈ FC(A).
Hence, if A is a dual orthogonal σ-complete cpBCK-algebra then, by Proposi-
tion 3.15, A has the CBSFC -property. In this example we have reformulated,
in terms Boolean factor congruences presheaves, the version of CBS-theorem for
cpBCK-algebras given in [30].
Example 4.8 [Church algebras] An algebra A is called Church algebra [32] if
there are two constants 0, 1 ∈ A and a ternary term t(z, x, y) called if-then-else
term in the language of A such that t(1, x, y) = x and t(0, x, y) = y. A variety
of algebras A is a called a Church variety iff every algebra in A is a Church
algebra with respect to the same term t(z, x, y) and constants 0, 1. Let A be a
Church variety and A ∈ A. An element e ∈ A is called central iff the generated
congruences θ(1, e) and θ(e, 0) defines a pair of factor congruences of A. We
denote by Z(A) the set of al central elements of A. It is proved that central
elements are equationally characterized in the following way: e ∈ A is a central
element iff whenever a, b ∈ A, ϕ is an operation symbol of arity n in the language
of A and a, b ∈ An, the following equation are satisfied
t(e, x, x) = x , t(e, t(e, x, y), z) = t(e, x, z) = t(e, x, t(e, y, z)) ,
t(e, 1, 0) = e , t(e, ϕA(a), ϕA(b)) = ϕA(t(e, a1, b1) . . . t(e, an, bn)).
Moreover 〈Z(A),∨,∧,¬, 0, 1〉 where x ∨ y = t(x, 1, y), x ∧ y = t(x, y, 0) and
¬x = t(x, 0, 1) is a Boolean algebra isomorphic to FC(A). Thus, A has BFC
and, by Proposition 4.2, FC(−) is a Boolean factor congruences presheaf. In
what follows we shall study concrete examples of Church algebras satisfying the
CBSFC -property.
• Rings with identity define a Church variety denoted by R1 where the if-
then-else term is given by t(z, x, y) = (y + z − zy) · (1 − z + zx). If
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A ∈ R1 then Z(A) is the set of central idempotent elements of A. Two
interesting examples of rings with identity whose its central idempotent
elements define a complete Boolean algebra are
- Division rings because they are simple algebras. Then, by Propo-
sition 4.3, denumerable direct products of division rings satisfy the
CBSFC -property in a non trivial way.
- Baer rings i.e., a ring with identity A such that for every subset
S ⊆ A the right annihilator Annr(S) = {r ∈ A : ∀s ∈ S, r · s = 0}
is the principal right ideal generated by an idempotent. In [2, §3,
3.3 ] it is proved that Z(A) is a complete Boolean algebra. Then, by
Proposition 3.15, Baer rings have the CBSFC -property.
• ∗-Rings. They are rings with identity having an involution operation x 7→
x∗ such that x∗∗ = x, (x + y∗) = x∗ + y∗ and (x · y)∗ = y∗ · x∗. By
the underling ring with unity structure, ∗-rings define a Church variety
denoted by R∗1. Examples of ∗-rings having the CBSFC -property are
the Baer ∗-rings. Indeed: A Baer ∗-ring is a ∗-rings A such that for
every subset S ⊆ A, the right annihilator Annr(S) = eA where e is a
projection (i.e. e2 = e∗ = e). By [3, P18, 4A] we can see that Z(A)
is determined by the central projections. Moreover in a Baer ∗-rings its
central projections form a complete Boolean algebra [27, p.30, Corollary
]. Thus, by Proposition 3.14, Baer ∗-rings have the CBSFC -property.
Example 4.9 [Effect and Pseudo-effect algebras] Although there are versions
of the CBS-theorem related to these structures [24, 13], from a strictly formal
point of view, these versions can not be framed in our formalism because these
algebras are defined by a binary partial operation. However, we can easily
extend the notion of Boolean factor congruences presheaf and the CBS-property
to these particular algebraic structures. A pseudo-effect algebra is a partial
algebra 〈E,+, 0, 1〉 of type 〈2, 0, 0〉 such that
1. a + b and (a + b) + c exist iff b + c and a + (b + c) exist and in this case
(a+ b) + c = a+ (b + c),
2. for each a ∈ E there is exactly one a− ∈ E and exactly one a∼ ∈ E such
that a− + a = a+ a∼ = 1,
3. if a+ b exists, there are elements d, e ∈ E such that a+ b = d+ a = b+ e,
4. if 1 + a or a+ 1 exists then a = 0.
We denote by PE the category whose objects are pseudo-effect algebras and
whose arrows, called PE-homomorphisms, are functions f : E → F between
pseudo-effect algebras such that f(0) = 0, f(1) = 1 and f(a+ b) = f(a) + f(b)
whenever a+ b exists in E. If + is commutative then E is said to be an effect
algebra and we denote by E the sub category of effect algebras. Let E ∈ PE .
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If we define a ≤ b iff there exists x ∈ E such that a + x = b then 〈E,≤〉
is a partial order such that 0 ≤ a ≤ 1 for any a ∈ E. For a given e ∈ E
the interval [0, e] endowed with + restricted to [0, e]2 is a pseudo effect algebra
[0, e] = 〈[0, e],+, 0, e〉. An element e ∈ E is said to be central iff there exists
a PE-isomorphism fe : E → [0, e] × [0, e
∼] such that fe(e) = (e, 0) and, if
fe(x) = (x1, x2) then x = x1 + x2 = x1 ∨ x2. We denote by Z(E) the set of all
central elements of E. In [13, Proposition 2.2] it is proved that, for any x ∈ E
and e ∈ Z(E), x∧ e ∈ E, x∧ e∼ ∈ E, fe(x) = (x∧ e, x∧ e∼) and pie : E → [0, e]
such that pie(x) = x∧ e is a surjective PE-homomorphism. Furthermore, in [13,
Theorem 2.3], it is proved that 〈Z(E),∧,∼ , 0, 1〉 is a Boolean algebra. Let us
notice that for each e ∈ Z(E), θe = {(x, y) ∈ E2 : x ∧ e = y ∧ e} defines a
congruence on E such that E/θe ∼=PE [0, e]. Let us consider the set FC(E) =
{θe : e ∈ Z(E)}. It is not very hard to see that for each e1, e2 ∈ Z(E),
θe1 ∩ θe2 = θe1∨e2 . Moreover the ordered set 〈FC(E),⊆〉 defines a Boolean
algebra 〈FC(E),∩,∨,¬,∆E∇E〉 where, θe1 ∨ θe2 = θe1∧e2 , ¬θe = θe∼ and the
function e 7→ θe is an order reverse isomorphism from Z(E) to FC(E). We also
note that the class operator E 7→ FC(E) defines a congruence operator over
PE in the sense of Definition 2.4 and the class HomPEFC (see Eq.(4)) can be
described in the following way:
HomPEFC =
⋃
E∈PE
{E
fe
→ [0, e] : fe(x) = x ∧ e and e ∈ Z(E)}. (16)
In [13, Proposition 2.8] it is proved that:
for each e ∈ Z(E) and x ≤ e, x ∈ Z([0, e]) iff x ∈ Z(E). (17)
From Eq.(17), it immediately follows that HomPEFC is closed by composition of
PE-homomorphisms and then PEFC = 〈Ob(PE), HomPEFC 〉 defines a category.
Let us notice that Eq.(17) also implies that if E
fe
→ [0, e] ∈ HomPEFC and θa ∈
FC([0, e]) then [FC(fe)](θa) = f
∗
e (θa) = {(x, y) ∈ E
2 : x∧a = y∧a} ∈ FC(E).
Consequently, it is not very hard to see that FC : PEFC → Set is a presheaf.
Thus, following Definition 3.10, we can refer to FC(−) as a Boolean factor
congruences presheaf. Taking into account the CBS type theorems for pseudo-
effect algebras and effect algebras (see [13, Theorem 6.3] and [24, Theorem
1.6] respectively) and the order reverse identification Z(E) ∼= FC(E) for each
E ∈ PE , the CBSFC -property for these partial structures reads:
A pseudo-effect algebra E has the CBSFC -property iff the following holds:
Given a pseudo-effect algebra F , and θf ∈ FC(F ) such that there is
θe ∈ FC(E) with E ∼=PE F/θf and F
∼=PE E/θe it follows that E
∼=PE F .
In [13, Proposition 6.2] it is proved that if E,F ∈ PE and h : E → [0, f ] is a
PE-isomorphism where f ∈ Z(F ) then, for each e ∈ Z(E), h(e) ∈ Z(F ). This
result and the order reverse identification Z(E) ∼= FC(E) allows us to establish
the useful equivalence of the CBSFC -property given in Theorem 2.11. Finally,
in [24, Theorem 1.6] and [13, Theorem 6.3], σ-completeness type conditions
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imposed on the center of an effect algebra or a pseudo-effect algebra imply
CBSFC -property in E and PE respectively. In this way, we have extended our
abstract framework for the CBS-theorem to two partial algebraic structures.
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