SUMMARY: Functional data arise frequently in biomedical studies, where it is often of interest to investigate the association between functional predictors and a scalar response variable. While functional linear models (FLM) are widely used to address these questions, hypothesis testing for the functional association in the FLM framework remains challenging. A popular approach to testing the functional effects is through dimension reduction by functional principal component (PC) analysis. However, its power performance depends on the choice of the number of PCs, and is not systematically studied. In this paper, we first investigate the power performance of the Wald-type test with varying thresholds in selecting the number of PCs for the functional covariates, and show that the power is sensitive to the choice of thresholds. To circumvent the issue, we propose a new method of ordering and selecting principal components to construct test statistics. The proposed method takes into account both the association with the response and the variation along each eigenfunction. We establish its theoretical properties and assess the finite sample properties through simulations. Our simulation results show that the proposed test is more robust against the choice of threshold while being as powerful as, and often more powerful than, the existing method. We then apply the proposed method to the cerebral white matter tracts data obtained from a diffusion tensor imaging tractography study.
Introduction
With functional data arising increasingly common in many scientific studies, functional data analysis (FDA; Ramsay and Silverman, 2005) has been an important area of research. In these studies, a common question is to quantify the relationship between functional/longitudinal covariates and scalar responses. Functional linear models (FLM; Ramsay and Dalzell, 1991) have been widely used to address such questions, as it allows for a dynamic association between the response and the functional covariate at different points on the support in consideration.
Testing the association of functional covariates with response is of great interest as it provides an overall assessment of the association; however, it remains challenging due to infinite dimensionality of functional covariates. To overcome this issue, a natural strategy is to reduce the dimension.
For FLM it is popular to represent functional covariates and the coefficient function by linear combinations of a set of basis functions, such as a pre-specified basis system like B-splines, Fourier or wavelet bases (James, 2002; Goldsmith et al., 2011 Goldsmith et al., , 2013 , or data-adaptive basis functions from functional principal component analysis (FPCA; Cardot et al., 1999; Yao et al., 2005b; Goldsmith et al., 2011 Goldsmith et al., , 2013 . Under such representations, the testing problem in FLM reduces to hypothesis testing under a classical linear model or linear mixed effects model. We focus on testing procedures based on FPCA, since it provides parsimonious representation of functional data and is widely used. Several approaches have been proposed to test the leading principal components in FPCA for the associations using the covariance-based test (Cardot et al., 2003; Horváth and Kokoszka, 2012) , or classical tests such as Wald, score or likelihood ratio Swihart et al., 2014) . All of these works require pre-specifying a threshold to choose the leading principal components (PCs) for inclusion in the test, where PCs are ranked based on eigenvalues, or equivalently the percentage of variance explained (PVE) for the functional studies and results are presented in Section 4, followed by a data example of diffusion tensor imaging study in Section 5. Conclusions and future directions are discussed in Section 6.
Classical testing procedures and power considerations

Notation, models and classical testing procedures
We consider the setting with a scalar response Y and a functional covariate X(t) ∈ L 2 (T ) defined on a compact support T ⊆ R. Assuming that the observed sample consists of n independent subjects. Denote {Y i , X i (·)}, i = 1, . . . , n, the i.i.d. realizations of {Y, X(·)}. We consider the case that X i (·) is measured on a set of dense and regular grid points over { t j ∈ T : j = 1, . . . , J }.
The scenario for X i (·) measured intermittently with error will be discussed in Section 3.
The scalar-on-function FLM model being considered has the following form,
where β(t) ∈ L 2 (T ) is a smooth square integrable coefficient function, α 0 ∈ R is the intercept and is an error term with mean 0 and variance σ 2 . We further assume that is independent of X(·). Under model (1), β(·) describes the effect of the functional covariate X(·) on Y along t in the support T . The statistical problem of interest in this paper focuses on hypothesis testing for H 0 : β(t) = 0, for all t ∈ T vs. H a : β(t) = 0 for t in some open subset in T .
This corresponds to test the global null effect of the coefficient function β(·).
To model the coefficient function β(·) nonparametrically, a popular approach is to employ FPCAbased expansions. Specifically, the covariance matrix of the random function X(·) has a spectral decomposition, G(s, t) = cov[X(s), X(t)] = ∞ k=1 λ k φ k (s)φ k (t), where λ k 's are non-negative eigenvalues ranked in nonincreasing order with ∞ k=1 λ k < ∞, and φ k (·)'s are the corresponding orthonormal eigenfunctions. Using the Karhunen-Loève expansion, the random function X(t) can be expressed as X(t) = µ(t) + ∞ k=1 ξ k φ k (t), where µ(·) denotes the mean function of X(·), ξ k 's are principal component scores with E(ξ k ) = 0, var(ξ k ) = λ k , and E(ξ k ξ k ) = 0, for k = k .
The scores can be calculated by T { X(t) − µ(t) }φ k (t) dt. Since the eigenfunctions provide a set of basis functions for the functional space, the coefficient function can be represented by
, where β k = T β(t)φ k (t)dt. Applying these expansions to both X i (·) and β(·), the FLM (1) can be re-written as
where α 0 = α 0 + T µ(t)β(t)dt. In practice, a few leading principal components (PC) often suffice to approximate the process X(·) well. Thus, a truncated FLM model using the first K PCs is
where ζ = ∞ k=K+1 β k ξ k + . Under this model, the null hypothesis becomes β 1 = · · · = β K = 0.
The error term ζ has mean 0 and a larger variance σ
to determine the number of PCs, K, is based on the PVE that directly depends on eigenvalues.
For example, given threshold γ (e.g., 95%), K is defined as the smallest integer that satisfies K k=1 λ i / ∞ k=1 λ k γ, and is finite due to the fact that
Classical testing procedures based on truncated model (3) are widely used in the literature, with asymptotic properties formally studied by . It has been shown that eigenvalues, eigenfunctions, and PC scores can be consistently estimated via FPCA from the observed data (Hall and Hosseini-Nasab, 2006; Zhu et al., 2014) . The least square estimateβ k obtained from fitting model (3) with ξ k substituted byξ k is expressed asβ k = (ξ , andβ k 's are asymptotically independent with each other.
The Wald-type test statistic is thus defined as
where K n is the number of selected PCs based on estimated eigenvalues, andσ 2 ζ is the estimated error variance. As shown in , the null distribution of T c and a χ 2 -distribution with K n degrees of freedom are asymptotically equivalent under some regularity conditions.
Power considerations
The truncated model (3) effectively reduces dimensionality and allows for statistical inference using a classical linear model framework. However, the impact of tuning parameter selection (the number of PCs, or equivalently the PVE threshold) on hypothesis testing, especially statistical power, is not well understood. For example, commonly used thresholds to determine the truncated model by the PVE are 80%, 90%, 95%, and 99%. The leading PCs are selected corresponding to directions that explain the largest variation. From an estimation perspective, a higher PVE threshold generally results in a better approximation of X(t) and β(t). However, as will be demonstrated, a higher PVE threshold does not necessarily lead to a higher power in hypothesis testing.
We now study how the power of classical tests depends on the choice of the PVE threshold or the number of PCs selected. Consider a specific alternative hypothesis H a :
where β a (t) = 0 for t in some open subset in T . It can be shown that the distribution of T c and a
Kn (η), are asymptotically equivalent (Müller and Stadtmüller, 2005, Theorem 4 .1), where
The formula above clearly demonstrates that the power contribution from the k th component involves both the eigenvalue λ k as well as the magnitude of association β k . Among all PCs, the one that contributes the most power is not the first PC with the largest λ k , but rather the component with the largest λ k β 2 k value. Similarly, to maximize power among all truncated models with K components (i.e., fixing the degree of freedom to be K), the optimal procedure chooses those with the largest values of λ k β 2 k . In contrast, classical procedures choose the first K components with the largest eigenvalues (λ k ), and thus might not perform well in terms of power, especially when PCs with small variation are strongly associated with the response or when leading PCs are not associated with the outcome. The potential issue of using the leading PCs for functional regression was also briefly mentioned by Zhu et al. (2014) , but they focused on estimation instead of hypothesis testing.
[ Figure 1 about here.]
To illustrate this phenomenon, we show a numerical example below. The eigenfunctions are 6
Fourier basis functions φ k (t), while corresponding eigenvalues are 1, 0.2, 0.15, 0.1, 0.075, and 0.06, respectively. The true coefficient function is β(t) = 0.03φ 1 (t) + 0.03φ 2 (t) + 0.06φ 3 (t) + 0.24φ 4 (t) + 0.03φ 5 (t) + 0.03φ 6 (t). Figure (1a ) visualizes λ k , β k , and λ k β 2 k along each PC. In this example, the fourth PC is most strongly associated with the response. To explore how the PVE threshold affects the power performance, we considered a set of thresholds 50%, 70%, 80%, 90%, 95%, and 99%, corresponding to 1 to 6 selected PCs by truncated models, respectively.
Figure (1b) shows the PVE and power as functions of the number of included PCs. For the first three thresholds, the corresponding power are 0.167, 0.162, and 0.186, respectively. The power increases substantially to 0.609 when the threshold increases to 90%, under which the fourth PC is additionally selected in the model. If the threshold further increases to 95% and 99%, however, the power decreases to 0.582 and 0.540, respectively. This demonstrates that the choice of the PVE threshold is critical in power performance and that a higher PVE threshold does not imply a higher power. On the other hand, it is possible that an alternative procedure achieves higher power than any of the six truncated model under consideration by the classical procedure. In fact, if one includes only the the first and the fourth ones, the corresponding power is 0.666, superior to the highest power 0.609 attained under any PVE thresholds. This example shows that eigenvalues alone do not provide the optimal criterion to rank and select the PCs for the testing purpose.
A new selection criterion and testing procedure
The proposed procedure
To incorporate the association between the covariate and the response into the selection criterion, we hereby propose an association-variation index (AVI)
for each principal component. The AVI is motivated by the noncentral parameter shown in (5) and is closely related to the coefficient of determination in the linear model. First, the power of the classical method demonstrated in the previous section depends on the noncentrality parameter η.
Since λ k and β k affect the value of η only through λ k β 2 k , it is natural to consider the AVI defined above. Second, it can be shown that the AVI
, the proportion of the variation of Y explained by ξ k . By taking the association β k into account in the selection criterion, the AVI captures the most important directions for hypothesis testing in FLM, yet keeps the amount of information along each direction in consideration.
However, unlike the selection criterion based on the variation λ k that can be estimated based on the covariate process X(·) only, V k involves unknown parameter β k that also depends on the outcome. To obtainβ k , we propose to pre-fit the truncated model (3) with a very high threshold of PVE, say, 99%. This step is used to control the total number of PCs to be considered. The PVE threshold for the pre-fit model might affect the detection power. Based on our numerical experiences (Web Figure W3) , a high threshold of PVE is recommended as it provides more comprehensive information for the selection procedure later on. The AVIs can be estimated bŷ
Suppose that there are C n principal components obtained from the pre-fitted truncated model.
We propose a Wald-type test statistic similar to (4), but construct it based on the (nonincreasing)
Before presenting the test statistic, we introduce a new measure, the percentage of association-variation explained (PAVE), to describe how well the truncated model approximates the FLM. The idea of PAVE is comparable to PVE except that it depends on the AVIs rather than λ k only. For a given positive integer K C n , the corresponding PAVE is expressed as
This measure determines how many eigenfunctions should be included. Given a threshold of PAVE, say γ, the test statistic based on the estimated AVI is defined as
T is proportional to the sum of the K n largest values among the C n estimated AVIs. Intuitively, the proposed testing procedure orders the principal components by the AVI and utilizes information along the directions associated with large AVI.
Asymptotic distributions under the null and alternatives
The randomness ofβ k involved in the proposed selection criterion induces complications in deriving the null distribution of T . As a result, the classical χ 2 distribution does not hold. We investigate the asymptotic null distribution of T herein. Required regularity conditions are listed in Assumptions C1-C5 in Web Appendix A. There are two approaches to determining the number of eigenfunctions K n in the testing procedure. One is to pre-specify a positive integer ( C n ), and the other is to set a tuning parameter for the PAVE as shown in (6). We present the asymptotic null distributions corresponding to both approaches.
THEOREM 1: Denote C n the number of selected PCs from a pre-fitted model, and
as order statistics (in a decreasing order) of C n i.i.d. χ (1) Given K n = K, the distributions of T and
(2) Let γ ∈ (0, 1) be a pre-specified value of the PAVE. The distribution of T and that of
are asymptotically equivalent, where K * , a random quantity, satisfies To comprehensively understand the performance of the proposed method, we also study the asymptotic distribution under an alternative hypothesis, and investigate the power of the testing procedure. For a given threshold γ ∈ (0, 1) of the PAVE, we denote by K 0 n a positive integer which
Below we consider an alternative hypothesis H a : β(·) = 0, for a certain known
The asymptotic distribution of T under the alternative hypothesis, as n → ∞, is presented in the following theorem and a sketch of the proof is provided in Web Appendix C.
THEOREM 2: Assume that regularity conditions C1-C5 hold. Denote {V (k) } the ordered statis-
. Under H a , the proposed test statistic T follows the following asymptotic distribution.
Theorem 2 can be used for calculating sample size when a desired level of power p * is specified.
For a given sample size n, significance level α, threshold of PVE for the pre-fit model, and specified alternative β(·) with associated V k , the power can be approximated by 1 − Φ
, where q (α,Kn,Cn) is the 100(1 − α)-percent quantile of the null distributions shown in Theorem 1. By integrating estimation of the covariance matrix from some pilot study and solving 1 −
p * , researchers can decide an appropriate sample for a desired level of power p * .
Other extensions
In practice, the functional covariate observed from the ith subject is often recorded intermittently at grid points t i = (t i1 , . . . , t in i ), and may also be subject to measurement error. Specifically, the observed functional covariate
where e ij ∼ (0, σ 2 e ) is an error term. The measurement error introduces additional variation in the observations and hence results in a covariance matrix cov( W i ) with the (j 1 , j 2 )-element If one uses standard approach to estimate the PC scores, { X(t) − µ(t) }φ k (t) dt, the estimates will be contaminated by noise and thus measurement error correction is needed in the FLM regression. Regression calibration is a popular and effective approach for measurement error models (Carroll et al., 2006) , which provides consistent estimators for regression coefficients in linear models. It requires substituting ξ k by its conditional expectationξ ik =Ê(ξ ik | W i ), which is exactly the PACE estimator for the PC scores. Thus, plugging inξ k to the regression model is in essence equivalent to implementing a regression calibration correction and thus yields consistent estimators for β k . Thus, the proposed testing procedure is still valid in the presence of measurement error, as the PACE estimator for PC scores are used.
Another extension is to accommodate cases with additional baseline covariates. In the presence of d-dimensional baseline covariates Z, model (1) can be extended to
where α ∈ R d are the regression coefficients for baseline covariates, and the error term is independent of Z and X(·). A truncated version analogous to (3) is
The proposed testing procedure can be extended to this setting in a straightforward way.
Simulation studies
In this section, we study the finite sample performance of both the classical and proposed testing procedures under the FLM. The cases without and with measurement errors are investigated in the following two sections, respectively.
Functional covariates without measurement errors
For simplicity of presentation, we first consider a scenario where functional covariate X i (·), i = 1, . . . , n, generated by 3 Fourier basis as
where ξ ik
∼ N (0, λ k ) with λ 1 = 1, λ 2 = 0.5, and λ 3 = 0.25. The three orthonormal Fourier basis functions are, φ 1 (t) = sin(2πt)/ √ 0.5, φ 2 (t) = cos(4πt)/ √ 0.5, and φ 3 (t) = sin(4πt)/ √ 0.5.
Besides X i (t), a binary baseline covariate Z i ∼ B(1, 0.05) was included in the model as a potential confounder. The outcome Y i was generated based on a model
with i ∼ N (0, 1). The association function β(·) is formed by the three same Fourier basis
, where a = 0, 0.04, 0.08, and 0.12 controls the magnitude of β(·) across the support. To explore the performance of the testing methods under different scenarios, we consider the true association parameters (β 1 , β 2 , β 3 ) to be (1, 1, 1), (1, √ 2, 0), (1, 2, 0), (0.5, 1, 1) and (0, 1, 2), for settings 1-5, respectively. Setting 1 corresponds to the scenario that the functional effect is the same across 3 directions, while settings 2 and 3 represent the cases that the direction with the smallest variation has null association. Settings 4 and 5 consider the situations that the directions with smaller variation are strongly associated with the response.
These five settings cover a wide spectrum of combinations of variation and association, so that we can compare the performance of both the classical and proposed approaches comprehensively. In addition, we consider an extreme Setting 6 with eigenvalues (λ 1 , λ 2 , λ 3 ) = (1, 0.5, 0.01), where the third PC explains less than 1% of variation and is the only direction associated with the response.
The magnitudes of association along the three directions were set to be (β 1 , β 2 , β 3 ) = (0, 0, 5).
A total of 2000 datasets each with n = 1000 were generated under each setting. We study the power performance under various choices of the number of PCs (NPCs) and the threshold γ of PVE or PAVE. We consider NPCs = 1, 2, and 3 for fixed NPCs, and set γ to range from 0.5 to 0.99 with an increment 0.05 for fixed threshold levels. To our knowledge, the performance of the classical method has not been studied with a wide range of threshold of PVE in the literature. Our simulation provides not only a comparison between the classical and the proposed approaches, but also a thorough investigation on the power of the classical method against the choice of the threshold.
The simulation results are shown in Table 1 for fixed NPCs and Table 2 for fixed threshold levels of PVE/PAVE. For concise presentation, we choose to show results corresponding to four selected threshold levels (0.5, 0.7, 0.85, and 0.99) in Table 2 , while power curves on the refined grid points of threshold levels are shown in Web Figure W1 .
[ Table 1 about here.]
[ Table 2 about here.]
The type I error under all settings are close to the nominal significance level 0.05. The power performance of the classical method highly depends on the NPCs and the choice of γ. For example, the power of the classical method under Setting 2 with a = 0.08 increases from 0.734 to 0.914, then drops to 0.876 with increasing γ. A higher threshold of PVE does not guarantee a better power. This is a result from a trade-off between the information included in the selected PCs and the degrees of freedom. In contrast, the power of the proposed method is more stable with respect to the NPCs and the threshold choice across different scenarios, compared to the classical method. In addition, we make the following observations: 1) The proposed method has comparable power to the classical method when the PCs with large variation have stronger association although somewhat power loss is observed in some cases. For example when two PCs are specified to be selected under Setting 2 or 3, the power of the proposed method is slightly lower than the traditional one (say 0.311 versus 0.370, and 0.464 versus 0.522). This phenomenon is not surprising since these situations favor the traditional method as the first two PCs are the optimal PCs to be included in the testing procedure, and the power loss of the proposed one is caused by accounting for the extra randomness in the selecting procedure; 2) When the PCs with smaller variation dominate the association function, such as Setting 5 and 6, the proposed method demonstrates substantial power advantage, as it reaches a high power even with a low NPC or a low threshold of PAVE (0.7), while the classical method has much lower power with similar threshold values, even at a threshold value as high as 0.85. In an extreme setting like Setting 6, the classical method cannot detect the association effectively even with a PVE threshold of 0.99, while the proposed method performs well in terms of power.
We also conducted simulation studies under more complex scenarios, where there are more PCs and the shape of β(t) is more complex. As they demonstrate similar patterns to those discussed above, we reported those results in Web Tables W1 and W2 in the supplementary materials.
Functional covariates with measurement error
The observed functional covariate from the ith subject at time t ij was generated by
where e ij ∼ N (0, σ 2 e ), with σ 2 e = 0.1 and 1, corresponding to low and high noise levels. Here a dense grid of 100 equally spaced points between [0, 1] is considered. The response was generated by (8). The simulation results are presented in Table 3 for two measurement error settings, σ 2 e = 0.1 and σ 2 e = 1, respectively. The thresholds of PVE for the pre-fitted model of the proposed approach are chosen to be 99%.
[ Table 3 about here.]
The type I error rates of both methods are controlled under 0.05. The choice of threshold of PVE has a large impact on the power performance of the classical method especially under Setting 3 and 5. In contrast, the proposed method is relatively robust against choice of threshold values and tend to include less PCs to achieve comparable power than the classical method (average number of PC included are shown in Table W2 ). Under these scenarios, all threshold values above 0.7 perform well in terms of statistical power. This is appealing in practice in two ways. First, it reduces the dimension of predictors because a lower threshold is sufficient to achieve good power. Second, the choice of the threshold does not affect the analysis result greatly, whereas using different thresholds of PVE for the classical method could lead to different conclusions.
Data example: a diffusion tensor imaging study
We consider a diffusion tensor imaging (DTI) study conducted on 100 multiple sclerosis ( To explore the relationship between FA profiles and PASAT scores, we group the MS patients into 4 groups according to their PASAT scores separated by the 3 quartiles (25%, 50%, and 75%).
The estimated mean FA profiles in the 4 groups along the two white matter tracts are presented in Figure (2a) and Figure (2b) . Figure (2a) shows that the mean FA profile along CC in the group with PASAT scores below 25%-quartile is lower than the mean FA profiles from the other three groups in general, while the other three mean curves tangle with each other except at the right tail.
On the other hand, the four mean FA profiles along RCST in the 4 groups stick together except at the peaks and the valleys. It is difficult to determine whether the FA profiles has a significant impact on the PASAT scores visually; hence a functional linear regression model is employed with PASAT score as a scalar response and FA profiles as functional covariates.
[ Table 4 about here.]
We applied both the classical and the proposed testing method, and the results are shown in Table   4 . We considered three thresholds of PVE/PAVE: 70%, 85%, and 99%. The PVE threshold for the pre-fitted model in the proposed method is set as 95%. From the results of the classical method, we see that there are inconsistent conclusions with different choices of threshold of PVE. If we use alpha=0.05 as the significance level, we would conclude that there is a significant association between the FA profiles along CC and the PASAT score if the threshold is 70% or 85%, but the association is not significant if the threshold is 99%. Similarly for the FA profiles along RCST, there is no significant association if the threshold is 70% or 85%, but there is a significant association if the threshold is 99%. For both associations, different thresholds can lead to opposite conclusions.
The proposed method overcomes this issue. For the CC area, the p-values with 70%, 85%, and 99% are all smaller than 0.05, which give a consistent conclusion that the FA profile along CC is significantly associated with the PASAT score. Similarly, in the analysis with RSCT, the p-values are all under 0.05 with different choices of the threshold. This suggests a significant impact of the FA profile along RSCT on the PASAT score.
To better explain the inconsistency of results fom the PVE based tests, we conduct a simulation study mimicking the DTI data. Specifically, we first estimated eigenvalues and eigenfunctions of the functional covariates as well as the functional regression along both CC and RCST. We then conducted a simulation study, setting the true parameters to be those estimated from the DTI application. The estimated power curves corresponding to a wide range of threshold levels are shown in Figure 2e and 2f, respectively. For the CC, the power of the classical method decrease with the PVE threshold especially in the range from 0.7 to 0.99. The loss of power corresponding to increasing γ explains why the p-value changes from 0.028 (γ = 0.85) to 0.131 (γ = 0.99). On the other hand, the power of the proposed method is relatively stable, which explains the consistency in p-values across different threshold choices. For the RCST, the power of the classical method increases substantially with increasing threshold levels, which is why statistical significance is achieved only for γ = 0.99. Again, the power of the proposed method is relatively robust against the threshold values, leading to the same conclusion in terms of statistical significance across different threshold choices.
Conclusions
FLM has been a popular tool to describe the dynamic impact of a functional covariate on a scalar response. In the presence of infinite dimensional covariates and regression parameters, applying FPCA can reduce the dimensionality and facilitate statistical inferences. In this work, we investigate the performance of a classical Wald-type test based on the PCs chosen by eigenvalues, and propose a novel association-variance-based selection procedure.The number of PCs can be either pre-specified or determined by the proposed PAVE threshold. We establish the null distributions of both selection criteria and study their asymptotic power. Our numerical studies show that the power performance of the classical approach is sensitive to choice of the number of PCs and including more does not guarantee a higher power. This is unappealing in practice due to lack of guidance on choosing the threshold and inconsistency of conclusions based on analysis with different threshold levels. On the other hand, the proposed PC selection procedure is robust against threshold choices.
Moreover, it is more powerful than the classical method when the leading PCs are weakly or not associated with the response.
Practitioners might be interested in how to choose an optimal threshold for the proposed PAVE approach. As we illustrated, the choice of threshold is less crucial for our method, due to the robustness of its power across a wide rangeof threshold levels. This is demonstrated by simulation studies across a wide range of scenarios, including the simple settings in Section 4.1, more complex settings in Web Appendix E, and settings that mimic the DTI data application (power curves in Figure 2e and 2f). In these scenarios, generally the choice of threshold does not lead to substantial differences in statistical power and changes of conclusions, which makes our method more desirable than the classical approach. Nevertheless, it is always desirable to provide some guidance for practitioners. Based on our empirical experiences, we recommend a threshold level of around 0.8-0.9, which works well across the scenarios that we explored. In particular, simulations mimicking the DTI data suggest that our proposed PAVE-based test with a threshold level of 0.8-0.9 achieves great power (Figure 2e and 2f) with parsimonious fitting. In case that practitioners really want to identify the optimal threshold for highest power, we suggest conducting a small simulation study mimicking their data structure, especially if they have prior knowledge of plausible shapes of the association function β(t).
There are several directions for future research. First, we consider functional linear models for continuous outcomes in this paper, and it will be of interest to extend the method to generalized functional linear models for non-Gaussian outcomes. Second, extensions to multilevel functional data will also be useful. Many studies, including the DTI application here, recorded functional data at multiple visits for the same subject, resulting in multilevel functional data. Di et al. (2009) and Crainiceanu et al. (2009) proposed multilevel functional principal component analysis to extract modes of variations at both between and within subject levels for such data. Third, the proposed methods can also be generalized for time-to-event outcomes, or more general nonlinear functional regression models. Finally, even though we briefly discussed extending our method to functional linear regression with sparse longitudinal data, the asymptotic theory remains challenging, especially how the smoothing parameter in the FPCA step will affect inference. This will be investigated in a separate paper in the future. Table 2 : Empirical Type I error and power of the classical (T c ) and proposed (T ) methods, based on 2000 Monte Carlo simulations. The number of PCs were selected based on various threshold choices, γ, for PVE in the former and PAVE in the latter. The rows with a = 0 correspond to Type I error rates, while those with a > 0 correspond to power under alternative hypotheses. C2. There exists a constant c > 0, such that the stochastic process X(·) and the error term
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where X (l) (·) stands for the l-th derivative of X(·). This condition is satisfied under the Gaussian assumption on X(·) and .
C3. Define X c (·) as the centralized X(·). For any given t 1 , t 2 , t 3 and
C4. The number of FPCs in a truncated model K n (or C n in Section 3) and the rate of λ k approaching 0 satisfy the following restriction. λ
Assumption C1 states that the measurements per curve are observed densely, and the gap between two adjacent measurements is relatively uniform. Assumption C2 is a regularization condition that restricts the fluctuation of the underlying functional covariate and the variation of the error term. The existence of the 4th moment of the functional covariate is guaranteed by Assumption C3. These assumptions C1-C3 are commonly assumed in literature (Li et al., 2010; Zhu et al., 2014) . Assumption C4 allows the number of selected PCs to diverge, but the divergent rate is controlled by the rate of the eigenvalues approaching 0. Assumption C5 is a technical assumption stating that the association-variation indexes along different directions are distinguishable.
Web Appendix B. Proof of Theorem 1
Note that C n is determined only by the estimated eigenvalues which are obtained from the functional covariates, thus we may first consider the conditional distribution of the test statistics given C n = c, for any possible value c. Under Assumptions C1-C4, and the consistency of the estimated eigenvalues and scores, we have
under the null hypothesis given C n = c. This implies that {T (1) , . . . , T (c) } correspondingly. It can be seen that the conditional joint distribution function of the order statistics is
where (k 1 , . . . , k c ) stands for any possible permutation on {1, . . . , c}, and F X stands for CDF of any random variable or vector X. Each term inside the summation above converges to
Thus the limit of (1) as n goes to ∞ is equal to c!F χ 2 1 (t 1 ) . . . F χ 2 1 (t c ) which is the conditional joint distribution function of {Z (1) , . . . , Z (c) } given C n = c.
For any specified K n = K, the above weak convergence of {T (1) , . . . , T (c) } to {Z (1) , . . . , Z (c) } along with the continuous mapping theorem implies the weak convergence of T to
For the testing procedure with specified value of PAVE, we further consider a decomposition
Again the weak convergence of the order statistics {T (1) , . . . , T (c) } to {Z (1) , . . . , Z (c) } and the continuous mapping theorem lead to the weak convergence of
for any K = 1, . . . , c. Since K n and K * are determined by
respectively under the given γ value, it can be shown that P r(K n = K * ) converges to 1; hence both the second and the third terms in (2) converge to 0. Moreover, the first term in (2) converges to P r(
. This completes the proof on the weak convergence of T to
conditional on C n = c. Furthermore, since the above weak convergence holds for any given c, Theorem 1 follows.
Web Appendix C. Proof of Theorem 2
Under the alternative hypothesis, it can be shown that
independently. According to Muirhead (2005, p. 20-22) , a simple calculation yields the asymptotic distribution of the corresponding estimated AVI as
By the pre-fitted model, there are C n candidate principal components for the selection procedure.
We firstly illustrate the case under which K n = K a pre-specified positive integer. Intuitively, the idea is to demonstrate that the random orders in the selection procedureV (1) , . . . ,V (Cn) and the fixed orders V (1) , . . . , V (Cn) are asymptotically equivalent in probability. Consequently the intractable distribution of T is getting closer, as n → ∞, to the manipulable distribution of an analogous test statistic with a deterministic selection procedure. Denote the decreasing orders of V 1 , . . . , V Cn by 
, the equation above can be further written as
Accordingly, the tail probability of T at an arbitrary t under the alternative is expressed as
The second term on the left-hand side in (5) is negligible when n goes to infinity. To see this, we start with the convergence of the orders (k 1 , . . . , k Cn ) to (k * 1 , . . . , k * Cn ) in probability. Consider the probability that the estimated AVI and the true AVI have the same orders
where δ Cn is described as in Assumption C5. The consistency ofλ k , the asymptotic distribution shown in (3), and Chebyshev's inequality lead to the following inequality.
where the latter convergence holds under Assumption C5. Equivalently, the probability that the order of the estimated AVI is different from the true order converges to 0. This concludes that the second tail probability on the right-hand side in (5) is negligible as n becomes large enough. The dominant part on the left-hand side in (5) is then the tail probability ofT , wherẽ
The asymptotic distribution shown in (4) and the independence betweenV k 's imply that
Alone with the convergence in probability of the indicator random variable in (6) to 1, Slutsky's theorem completes the proof.
For the case of given PAVE threshold γ, a further discussion on the convergence in probability of (K n − K 0 n ) to 0 as n goes to infinity is essential for the proof. The consistency ofβ k andλ k to β k and λ k along with Assumption C4 imply that
Similarly, for any given set of principal components k 1 , . . . , k c , c a positive integer,
For some small δ
Cn > 0 and δ
Cn > 0, consider the probability
Cn ,
where
and R is the remaining term. When n is large enough, R is negligible based on (8), (9), and the demonstration shown in the previous paragraph. Since K 0 n satisfies
the last probability term in (10) is 0 when δ
Cn and δ
Cn are small enough. Thus P r(
Following an analogous argument to that for the case of fixed K n , the proof is complete.
Web Appendix D. Additional Results from Simulation Studies
We present in this section the power curves of both the classical and the proposed methods on more refined grid points ranging from 0.5 to 0.99 with increments 0.05 under the six simulation settings considered in Section 4.1. Figure W1 shows the power curves under Setting 1 to 6. Under each setting, the upper left graph presents the type I error rates, and the other three graphs show the while the dash lines show that of the classical method.
[ Figure 1 about here.] Table W2 shows the average number of selected PCs by the classical (T c ) and proposed (T ) methods corresponding to Simulation settings described in Section 4.1.
Web Appendix E. Additional simulation studies
In this section, we considered additional simulation settings, with more complex coefficient function β(t) and explored the impact of the PVE/PAVE thresholds on the performance of both the classical and the proposed methods. The functional covariate was generated by the 3 Fourier basis function as described in Section 4.1. The sample size was 1000, and the results were based on 2000
Monte Carlo samples.
In the first scenario, the association function is generated by 6 Fourier basis functions. The first three basis functions are φ 1 (t), . . . , φ 3 (t) in Section 4.1. Three additional Fourier basis are shown below:
The association function has the functional form,
where a =0.04, 0.08, and 0.12. We considered 3 settings on the coefficients β k , k = 1, . . . , 6, Setting A1: (β 1 , β 2 , β 3 , β 4 , β 5 , β 6 ) = (1, 1, 1, 1, 1, 1), Setting A2: (β 1 , β 2 , β 3 , β 4 , β 5 , β 6 ) = (1, 2, 0, 1, 1, 1), Setting A3: (β 1 , β 2 , β 3 , β 4 , β 5 , β 6 ) = (0, 1, 2, 1, 1, 1),
The additional Fourier basis functions φ 4 , . . . , φ 6 add local fluctuation on the association function, and allow the functional coefficient and functional covariates generated with different basis system.
The response Y is generated by equation (19) with β(t) as described herein. The first half part of Table W1 shows the results of both the classical and the proposed methods under the three settings with P(A)VE threshold γ set to be 0.3, 0.5, 0.7, 0.85, and 0.99. The type I error rates of both methods are close to 0.05. Similar to the results shown in Section 4, the power performance of the classical method highly depends on the threshold, especially when the leading PCs are weakly associated to the response (for example Setting A3). In contrast, the proposed method provides a robust power performance against the threshold of PAVE. Even with a low threshold of PAVE, for example 0.3 or 0.5, the proposed method achieves high power to detect deviations from the null.
In the second scenario, we consider an association function as a linear combination of a linear function t, a quadratic function t 2 , and the Fourier function φ 3 (t). To be specific, the association function is expressed as
where a is 0, 0.04, 0.08, and 0.12, representing the null and three alternative hypotheses. We denote this Setting A4. Under this setting, the results shown in the second half part of Table W1 indicate that the power of the classical method is affected by the choice of PVE threshold. Furthermore, the power loss when increasing the threshold of the PVE from 0.5 to 0.7 elaborates that cautions much less sensitive to the threshold choice and performs well in terms of power.
Supplemental Table of Simulations with Measurement Errors
We present the average number of selected PCs by the classical and the proposed methods when the functional covariate is recorded with small and moderate measurement error. This is the supplementary information of Table 3 in the main text. We observed from Table W2 that in most of the cases the proposed method tends to choose less PCs than the classical method.
Web Appendix F. Additional Results from the DTI data application Table W3 presents the estimates of regression coefficients along PCs, estimated eigenvalues, and the estimates of AVI. Figure W2 shows smoothed functional processes along with their first two order derivatives, fitted by penalized splines with smoothing parameter chosen by cross validation.
[ Table 3 
