The explosive growth of demands on big data processing imposes a heavy burden on computation, storage, and communication in data centers, which hence incurs considerable operational expenditure to data center providers. Therefore, cost minimization has become an emergent issue for the upcoming big data era. Different from conventional cloud services, one of the main features of big data services is the tight coupling between data and computation as computation tasks can be conducted only when the corresponding data are available. As a result, three factors, i.e., task assignment, data placement, and data movement, deeply influence the operational expenditure of data centers. In this paper, we are motivated to study the cost minimization problem via a joint optimization of these three factors for big data services in geo-distributed data centers. To describe the task completion time with the consideration of both data transmission and computation, we propose a 2-D Markov chain and derive the average task completion time in closed-form. Furthermore, we model the problem as a mixed-integer nonlinear programming and propose an efficient solution to linearize it. The high efficiency of our proposal is validated by extensive simulationbased studies.
I. INTRODUCTION
Data explosion in recent years leads to a rising demand for big data processing in modern data centers that are usually distributed at different geographic regions, e.g., Google's 13 data centers over 8 countries in 4 continents [1] . Big data analysis has shown its great potential in unearthing valuable insights of data to improve decision-making, minimize risk and develop new products and services. On the other hand, big data has already translated into big price due to its high demand on computation and communication resources [2] . Gartner predicts that by 2015, 71% of worldwide data center hardware spending will come from the big data processing, which will surpass $126.2 billion. Therefore, it is imperative to study the cost minimization problem for big data processing in geo-distributed data centers.
Many efforts have been made to lower the computation or communication cost of data centers. Data center resizing (DCR) has been proposed to reduce the computation cost by adjusting the number of activated servers via task placement [3] . Based on DCR, some studies have explored the geographical distribution nature of data centers and electricity price heterogeneity to lower the electricity cost [4] - [6] . Big data service frameworks, e.g., [7] , comprise a distributed file system underneath, which distributes data chunks and their replicas across the data centers for fine-grained loadbalancing and high parallel data access performance. To reduce the communication cost, a few recent studies make efforts to improve data locality by placing jobs on the servers where the input data reside to avoid remote data loading [7] , [8] .
Although the above solutions have obtained some positive results, they are far from achieving the cost-efficient big data processing because of the following weaknesses. First, data locality may result in a waste of resources. For example, most computation resource of a server with less popular data may stay idle. The low resource utility further causes more servers to be activated and hence higher operating cost.
Second, the links in networks vary on the transmission rates and costs according to their unique features [9] , e.g., the distances and physical optical fiber facilities between data centers. However, the existing routing strategy among data centers fails to exploit the link diversity of data center networks. Due to the storage and computation capacity constraints, not all tasks can be placed onto the same server, on which their corresponding data reside. It is unavoidable that certain data must be downloaded from a remote server. In this case, routing strategy matters on the transmission cost. As indicated by Jin et al. [10] , the transmission cost, e.g., energy, nearly proportional to the number of network link used. The more link used, the higher cost will be incurred. Therefore, it is essential to lower the number of links used while satisfying all the transmission requirements.
Third, the Quality-of-Service (QoS) of big data tasks has not been considered in existing work. Similar to conventional cloud services, big data applications also exhibit ServiceLevel-Agreement (SLA) between a service provider and the requesters. To observe SLA, a certain level of QoS, usually in terms of task completion time, shall be guaranteed. The QoS of any cloud computing tasks is first determined by where they are placed and how many computation resources are allocated. Besides, the transmission rate is another influential factor since big data tasks are data-centric and the computation task cannot proceed until the corresponding data are available. Existing studies, e.g., [3] , on general cloud computing tasks mainly focus on the computation capacity constraints, while ignoring the constraints of transmission rate.
To conquer above weaknesses, we study the cost minimization problem for big data processing via joint optimization of task assignment, data placement, and routing in geo-distributed data centers. Specifically, we consider the following issues in our joint optimization. Servers are equipped with limited storage and computation resources. Each data chunk has a storage requirement and will be required by big data tasks. The data placement and task assignment are transparent to the data users with guaranteed QoS. Our objective is to optimize the big data placement, task assignment, routing and DCR such that the overall computation and communication cost is minimized. Our main contributions are summarized as follows:
• To our best knowledge, we are the first to consider the cost minimization problem of big data processing with joint consideration of data placement, task assignment and data routing. To describe the rate-constrained computation and transmission in big data processing process, we propose a two-dimensional Markov chain and derive the expected task completion time in closed form.
• Based on the closed-form expression, we formulate the cost minimization problem in a form of mixed-integer nonlinear programming (MINLP) to answer the following questions: 1) how to place these data chunks in the servers, 2) how to distribute tasks onto servers without violating the resource constraints, and 3) how to resize data centers to achieve the operation cost minimization goal.
• To deal with the high computational complexity of solving MINLP, we linearize it as a mixed-integer linear programming (MILP) problem, which can be solved using commercial solver. Through extensive numerical studies, we show the high efficiency of our proposed joint-optimization based algorithm.
The rest of the paper is organized as follows. Section II summaries the related work. Section III introduces our system model. The cost optimization is formulated as an MINLP problem in Section IV and then it is linearized in Section V. The theoretical findings are verified by experiments in Section VI. Finally, Section VII concludes our work.
II. RELATED WORK

A. SERVER COST MINIMIZATION
Large-scale data centers have been deployed all over the world providing services to hundreds of thousands of users. According to [11] , a data center may consist of large numbers of servers and consume megawatts of power. Millions of dollars on electricity cost have posed a heavy burden on the operating cost to data center providers. Therefore, reducing the electricity cost has received significant attention from both academia and industry [5] , [11] - [13] . Among the mechanisms that have been proposed so far for data center energy management, the techniques that attract lots of attention are task placement and DCR.
DCR and task placement are usually jointly considered to match the computing requirement. Liu et al. [4] re-examine the same problem by taking network delay into consideration. Fan et al. [12] study power provisioning strategies on how much computing equipment can be safely and efficiently hosted within a given power budget. Rao et al. [3] investigate how to reduce electricity cost by routing user requests to geo-distributed data centers with accordingly updated sizes that match the requests. Recently, Gao et al. [14] propose the optimal workload control and balancing by taking account of latency, energy consumption and electricity prices. Liu et al. [15] reduce electricity cost and environmental impact using a holistic approach of workload balancing that integrates renewable supply, dynamic pricing, and cooling supply.
B. BIG DATA MANAGEMENT
To tackle the challenges of effectively managing big data, many proposals have been proposed to improve the storage and computation process.
The key issue in big data management is reliable and effective data placement. To achieve this goal, Sathiamoorthy et al. [16] present a novel family of erasure codes that are efficiently repairable and offer higher reliability compared to ReedSolomon codes. They also analytically show that their codes are optimal on an identified tradeoff between locality and minimum distance. Yazd et al. [8] make use of flexibility in VOLUME 2, NO. 3, SEPTEMBER 2014 the data block placement policy to increase energy efficiency in data centers and propose a scheduling algorithm, which takes into account energy efficiency in addition to fairness and data locality properties. Hu et al. [17] propose a mechanism allowing linked open data to take advantage of existing largescale data stores to meet the requirements on distributed and parallel data processing.
Moreover, how to allocate the computation resources to tasks has also drawn much attention. Cohen et al. [18] present new design philosophy, techniques and experience providing a new magnetic, agile and deep data analytics for one of the world's largest advertising networks at Fox Audience Network, using the Greenplum parallel database system. Kaushik et. al [19] propose a novel, data-centric algorithm to reduce energy costs and with the guarantee of thermalreliability of the servers. Chen et al. [20] consider the problem of jointly scheduling all three phases, i.e., map, shuffle and reduce, of the MapReduce process and propose a practical heuristic to combat the high scheduling complexity.
C. DATA PLACEMENT
Shachnai et al. [21] investigate how to determine a placement of Video-on-Demand (VoD) file copies on the servers and the amount of load capacity assigned to each file copy so as to minimize the communication cost while ensuring the user experience. Agarwal et al. [22] propose an automated data placement mechanism Volley for geo-distributed cloud services with the consideration of WAN bandwidth cost, data center capacity limits, data inter-dependencies, etc. Cloud services make use of Volley by submitting logs of datacenter requests. Volley analyzes the logs using an iterative optimization algorithm based on data access patterns and client locations, and outputs migration recommendations back to the cloud service. Cidon et al. [23] invent MinCopysets, a data replication placement scheme that decouples data distribution and replication to improve the data durability properties in distributed data centers. Recently, Jin et al. [10] propose a joint optimization scheme that simultaneously optimizes virtual machine (VM) placement and network flow routing to maximize energy savings.
Existing work on data center cost optimization, big data management or data placement mainly focuses on one or two factors. To deal with big data processing in geo-distributed data centers, we argue that it is essential to jointly consider data placement, task assignment and data flow routing in a systematical way.
III. SYSTEM MODEL
In this section, we introduce the system model. For the convenience of the readers, the major notations used in this paper are listed in Table 1 .
A. NETWORK MODEL
We consider a geo-distributed data center topology as shown in Fig. 1 , in which all servers of the same data center (DC) are connected to their local switch, while data centers are connected through switches. There are a set I of data centers, and each data center i ∈ I consists of a set J i of servers that are connected to a switch m i ∈ M with a local transmission cost of C L . In general, the transmission cost C R for interdata center traffic is greater than C L , i.e., C R > C L . Without loss of generality, all servers in the network have the same computation resource and storage capacity, both of which are normalized to one unit. We use J to denote the set of all severs, i.e.,
The whole system can be modeled as a directed graph G = (N , E). The vertex set N = M J includes the set M of all switches and the set J of all servers, and E is the directional edge set. All servers are connected to, and only to, their local switch via intra-data center links while the switches are connected via inter-data center links determined by their physical connection. The weight of each link w (u,v) , representing the corresponding communication cost, can be
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otherwise.
(1)
B. TASK MODEL
We consider big data tasks targeting on data stored in a distributed file system that is built on geo-distributed data centers. The data are divided into a set K of chunks. Each chunk k ∈ K has the size of φ k (φ k ≤ 1), which is normalized to the server storage capacity. P-way replica [19] is used in our model. That is, for each chunk, there are exactly P copies stored in the distributed file system for resiliency and fault-tolerance. It has been widely agreed that the tasks arrival at data centers during a time period can be viewed as a Poisson process [9] , [24] . In particular, let λ k be the average task arrival rate requesting chunk k. Since these tasks will be distributed to servers with a fixed probability, the task arrival in each server can be also regarded as a Poisson process. We denote the average arrival rate of task for chunk k on server j as λ jk (λ jk ≤ 1). When a task is distributed to a server where its requested data chunk does not reside, it needs to wait for the data chunk to be transferred. Each task should be responded in time D.
Moreover, in practical data center management, many task predication mechanisms based on the historical statistics have been developed and applied to the decision making in data centers [19] . To keep the data center settings up-to-date, data center operators may make adjustment according to the task predication period by period [3] , [14] , [15] . This approach is also adopted in this paper.
IV. PROBLEM FORMULATION
In this section, we first present the constraints of data and task placement, remote data loading, and QoS. Then, we give the complete formulation of the cost minimization problem in a mixed-integer nonlinear programming form.
A. CONSTRAINTS OF DATA AND TASK PLACEMENT
We define a binary variable y jk to denote whether chunk k is placed on server j as follows,
In the distributed file system, we maintain P copies for each chunk k ∈ K , which leads to the following constraint:
Furthermore, the data stored in each server j ∈ J cannot exceed its storage capacity, i.e.,
As for task distribution, the sum rates of task assigned to each server should be equal to the overall rate,
Finally, we define a binary variable x j to denote whether server j is activated, i.e., x j = 1, if this server is activated, 0, otherwise.
A server shall be activated if there are data chunks placed onto it or tasks assigned to it. Therefore, we have
where A is an arbitrarily large number.
B. CONSTRAINTS OF DATA LOADING
Note that when a data chunk k is required by a server j, it may cause internal and external data transmissions. This routing procedure can be formulated by a flow model. All the nodes N in graph G, including the servers and switches, can be divided into three categories:
• Source nodes u(u ∈ J ). They are the servers with chunk k stored in it. In this case, the total outlet flows to destination server j for chunk k from all source nodes shall meet the total chunk requirement per time unit as λ jk · φ k .
• Relay nodes m i (m i ∈ M ). They receive data flows from source nodes and forward them according to the routing strategy.
• Destination node j(j ∈ J ). When the required chunk is not stored in the destination node, i.e., y jk = 0, it must receive the data flows of chunk k at a rate λ jk · φ k .
Let f (u,v) jk denote the flow over the link (u, v) ∈ E carrying data of chunk k ∈ K and destined to server j ∈ J . Then, the constraints on the above three categories of nodes can be expressed as follows respectively.
Note that a non-zero flow f
emitting from server u only if it keeps a copy of chunk k, i.e., y uk = 1, as characterized in (8) . The flow conservation is maintained on each switch as shown in (9) . Finally, the destination receives all data λ k · φ k from others only when it does not hold a copy of chunk k, i.e., y ik = 0. This is guaranteed by (10). 
C. CONSTRAINTS OF QoS SATISFACTION
Let µ jk and γ jk be the processing rate and loading rate for data chunk k on server j, respectively. The processing procedure then can be described by a two-dimensional Markov chain as Fig. 2 , where each state (p, q) represents p pending tasks and q available data chunks.
We let θ jk denote the amount of computation resource (e.g., CPU) that chunk k occupies. The processing rate of tasks is proportional to its computation resource usage, i.e.,
where α j is a constant relying on the speed of server j. Furthermore, the total computation resource allocated to all chunks on each server j shall not exceed its total computation resource, i.e.,
The loading rate of γ jk is constrained by the rate on any link (u, v) denoted as γ (u,v) , if a non-zero flow f (u,v) jk goes through it. This condition can be described by a binary variable z
Finally, the constraints on γ jk is given as
Note that we consider sufficient bandwidth on each link such that γ (u,v) can be handled as a constant number, which is mainly determined by I/O and switch latency [25] .
By denoting π jk (p, q) as the steady state probability that the Markov chain stays at (p, q), we can describe the transition process by a group of ODEs as follows. According to the transition characteristics, the whole figure can be divided into three regions.
Region-I: all states in the first line. In Region-I, except state (0, 0), state (p, 0)(p > 1) transits to two neighboring states (p + 1, 0) and (p, 1). These can be described as:
Region II: all states in the diagonal line except (0, 0). In this region, all the pending tasks have already obtained their needed data chunk to proceed. Therefore, each state (p, q) in Region-II will transit to (p−1, q−1) after processing one data chunk. Then, we have:
Region-III: all remaining states in the central region. Each state (p, q) in Region-III relies on its three neighboring states and also will transit to the other three neighboring states. As shown in Fig. 2 , the transition relationship can be written as:
By solving the above ODEs, we can derive the state probability π jk (p, q) as:
where B is the task buffer size on each server. When B goes to infinity, the mean number of tasks for chunk k on server j T jk is
By applying the multivariate l'Hospital's rule, (20) can be simplified to
According to the Little's law, the expected delay d jk of user requests for chunk k on server j is
According to the QoS requirement, i.e., d jk ≤ D, we have
where
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The binary variable of u jk can be described by constraints:
where A is an arbitrary large number, because of 0 < λ jk < 1 and u jk ∈ {0, 1}.
D. AN MINLP FORMULATION
The total energy cost then can be calculated by summing up the cost on each server across all the geo-distributed data centers and the communication cost, i.e.,
where P j is the cost of each activated server j. Our goal is to minimize the total cost by choosing the best settings of x j , y jk , z (u,v) jk , θ jk , λ jk and f
. By summarizing all constraints discussed above, we can formulate this cost minimization as a mixed-integer nonlinear programming (MINLP) problem as:
min : (26), s.t. : (3) − (5), (7) − (14), (23), (25),
Note that the above formulation is based on the setting that the number of replicas for each data chunk is a predetermined constant. If it is a part of the optimization, denoted by an integer variable p, the total cost can be further minimized by the formulation below.
MINLP − 2 :
min : (26),
, (5), (7) − (14), (23), (25),
V. LINEARIZATION
We observe that the constraints (8) and (10) are nonlinear due to the products of two variables. To linearize these constraints, we define a new variable δ jk as follows:
which can be equivalently replaced by the following linear constraints:
The constraints (8) and (10) can be written in a linear form as:
We then consider the remaining nonlinear constraints (14) and (23) that can be equivalently written as:
In a similar way, we define a new variable jk as:
such that constraint (32) can be written as:
The constraint (33) can be linearized by:
Now, we can linearize the MINLP problem into a mixedinteger linear programming (MILP) as
MILP :
min : (26), s.t. : (3) − (5), (7), (9), (11) − (13), (25), (28) − (31), (34) − (36),
VI. PERFORMANCE EVALUATION
In this section, we present the performance results of our joint-optimization algorithm (''Joint'') using the MILP formulation. We also compare it against a separate optimization scheme algorithm (''Non-joint''), which first finds a minimum number of servers to be activated and the traffic routing scheme using the network flow model as described in Section IV-B.
In our experiments, we consider |J | = 3 data centers, each of which is with the same number of servers. The intra-and inter-data center link communication cost are set as C L = 1 and C R = 4, respectively. The cost P j on each activated server j is set to 1. The data size, storage requirement, and task arrival rate are all randomly generated. To solve the MILP problem, commercial solver Gurobi [26] is used.
The default settings in our experiments are as follows: each data center with a size 20, the number of data chunks |K | = 10, the task arrival rates λ k ∈ [0.01, 5], ∀k ∈ K , the number of replicas P = 3, the data chunk size φ k ∈ [0.01, 1], ∀k ∈ K , and D = 100. We investigate how various parameters affect the overall computation, communication and overall cost by varying one parameter in each experiment group. Fig. 3 shows the server cost, communication cost and overall cost under different total server numbers varying from 36 to 60. As shown in Fig. 3(a) , we can see that the server cost always keep constant on any data center size. As observed from Fig. 3(b) , when the total number of servers increases from 36 to 48, the communication costs of both algorithms decrease significantly. This is because more tasks and data chunks can be placed in the same data center when more servers are provided in each data center. Hence, the communication cost is greatly reduced. However, after the number of server reaching 48, the communication costs of both algorithms converge. The reason is that most tasks and their corresponding data chunks can be placed in the same data center, or even in the same server. Further increasing the number of servers will not affect the distributions of tasks or data chunks any more. Similar results are observed in Fig. 3(c) .
Then, we investigate how the task arrival rate affects the cost via varying its value from 29.2 to 43.8. The evaluation results are shown in Fig. 4 . We first notice that the total cost shows as an increasing function of the task arrival rates in both algorithms. This is because, to process more requests with the guaranteed QoS, more computation resources are needed. This leads to an increasing number of activated servers and hence higher server cost, as shown in Fig. 4(a) . An interesting fact noticed from Fig. 4(a) is that ''Joint'' algorithm requires sometimes higher server cost than ''Non-joint''. This is because the first phase of the ''Non-joint'' algorithm greedily tries to lower the server cost. However, ''Joint'' algorithm balances the tradeoff between server cost and communication cost such that it incurs much lower communication cost and thus better results on the overall cost, compared to the ''Nonjoint'' algorithm, as shown in Fig. 4(b) and (c), respectively. Larger chunk size leads to activating more servers with increased server cost as shown in Fig.  5(a) . At the same time, more resulting traffic over the links creates higher communication cost as shown in Fig. 5(b) . Finally, Fig. 5(c) illustrates the overall cost as an increasing function of the total data size and shows that our proposal outperforms ''Non-joint'' under all settings.
Next we show in Fig. 6 the results when the expected maximum response time D increases from 20 to 100. From Fig. 6(a) , we can see that the server cost is a non-increasing function of D. The reason is that when the delay requirement is very small, more servers will be activated to guarantee the QoS. Therefore, the server costs of both algorithms decrease as the delay constraint increases. A looser QoS requirement also helps find cost-efficient routing strategies as illustrated in Fig. 6(b) . Moreover, the advantage of our ''Joint'' over ''Nonjoint'' can be always observed in Fig. 6(c) .
Finally, Fig. 7 investigates the effect of the number of replicas for each data chunk, which is set from 1 to 6. An interesting observation from Fig. 7(c) is that the total cost first decreases and then increases with the increasing number of replicas. Initially, when the replica number increases from 1 to 4, a limited number of activated servers are always enough for task processing, as shown in Fig. 7(a) . Meanwhile, it improves the possibility that task and its required data chunk are placed on the same server. This will reduce the communication cost, as shown in Fig. 7(b) . When the replica number becomes large, no further benefits to communication cost will be obtained while more servers must be activated only for the purpose of providing enough storage resources. In this case, the server and hence the overall costs shall be increased, as shown in Fig. 7(a) and (c), respectively.
Our discovery that the optimal number of chunk replicas is equal to 4 under the network setting above is verified one more time by solving the formulation given in Section 4.4 that is to minimize the number of replicas with the minimum total cost. Additional results are given under different settings via varying the task arrival rate and chunk size in the ranges , respectively, where a number of combinations of (λ U , φ L ) are shown in Fig. 8 . We observe that the optimal number of replica a non-decreasing function of the task arrival rate under the same chunk size while a nonincreasing function of the data chunk size under the same task arrival rate.
VII. CONCLUSION
In this paper, we jointly study the data placement, task assignment, data center resizing and routing to minimize the overall operational cost in large-scale geo-distributed data centers for big data applications. We first characterize the data processing process using a two-dimensional Markov chain and derive the expected completion time in closed-form, based on which the joint optimization is formulated as an MINLP problem. To tackle the high computational complexity of solving our MINLP, we linearize it into an MILP problem. Through extensive experiments, we show that our joint-optimization solution has substantial advantage over the approach by twostep separate optimization. Several interesting phenomena are also observed from the experimental results. 
