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Emotions are thought to be canonical responses to situations ancestrally linked to survival (Tooby and 18 Cosmides) or the well-being of an organism (Lazarus 1968) . Sensory processing plays a prominent role in nearly 19 every theoretical explanation of emotion (e.g., Scherer 1984 , Ekman 1992 , Russell 2003 , Niedenthal 2007 , Barrett 20 2017 ), yet neuroscientific views have historically suggested that emotion is driven by specialized brain regions, 21 e.g., in the limbic system (MacLean 1952) and related subcortical circuits (Panksepp 1998) , or in some theories in 22 neural circuits specialized for emotion categories such as fear (Adolphs 2013 ) and sadness (Mayberg, Liotti et al. 23 1999) . According to these longstanding views, activity in sensory cortex (e.g., visual areas V1-V4) is thought to 24 be antecedent to emotion, but not central to emotional appraisals, feelings, or responses. However, recent 25 theoretical developments (Pessoa 2008 Second, representations in such models should map onto distinct patterns of brain activity in sensory (i.e., visual) 68 cortices. Third, sensory areas, and particularly visual cortex, should be sufficient to decode multiple emotion 69 categories. Here, we test each of these hypotheses. 70
To test Predictions 1 and 2, we developed a convolutional neural network (CNN) whose output is a 71 probabilistic representation of the emotion category of a picture or video, and used it to classify images into 20 72 different emotion categories using a large stimulus set of 2,232 emotional video clips (Cowen and Keltner 2017) . 73 We validated this model, called EmoNet, in three different contexts, by predicting: (i) normative emotion 74 categories of video clips not used for training; (ii) normative emotional intensity ratings for International 75
Affective Picture System (IAPS), an established set of emotional images ; and (iii) the 76 genre of cinematic movie trailers, which are designed to manipulate emotion by presenting different visual cues 77 (Rasheed and Shah 2002) . To test whether EmoNet can uniquely identify multiple emotion categories, we 78 developed and applied a statistical framework for estimating the number of discriminable emotion categories. To 79 test Prediction 2, we used machine learning approaches to find patterns of brain activity in the occipital lobe 80 (measured via fMRI, N = 18) linked to emotion category-related output from EmoNet. To test Prediction 3, in a 81 separate fMRI study (N = 32), we verified that patterns of occipital lobe activity can decode the category of in 20-way classification) for 62.6% of images (chance = 27.95%; P < .0001, permutation test); the top-1 accuracy 96 in a 20-way classification was 23.09% (chance = 5.00%; P < .0001, permutation test); the average area under the 97 receiver operating characteristic curve across the 20 categories was .745 (Cohen's d = 0.945), indicating that 98 emotions could be discriminated from one another with large effect sizes. Figure S1 ). Thus, visual information is sufficient for predicting some emotion schemas, particularly 132 those that have a strong relationship with certain high-level visual categories, such as 'craving' or 'sexual desire', 133 whereas other sources of information are necessary to discriminate emotions that are conceptually abstract or 134 depend on temporal dynamics (e.g., 'confusion' or 'surprise'). 135
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To further assess the number of distinct emotion categories represented by EmoNet, we developed two 136 additional tests of (1) dimensionality and (2) emotion category discriminability. First, we tested the possibility 137 that EmoNet is tracking a lower-dimensional space, such as one organized by valence and arousal (Russell 1980) , 138 rather than a rich category-specific representation. Principal components analysis (PCA) on model predictions in 139 the hold-out dataset indicated that many components were required to explain model predictions; 17 components 140 were required to explain 95% of the model variance, with most components being mapped to only a single 141 emotion (i.e., exhibiting simple structure (Carroll 1953 ), see Figure S1 ). To test category discriminability, wedeveloped a test of how many emotion categories were uniquely discriminable from each other category in 143
EmoNet's output ( Figure 1E Keltner 2017). These features allowed us to assess whether EmoNet predicts normative human ratings of valence 158 and arousal across the full IAPS dataset, and whether EmotNet organizes emotions in a low-dimensional or 159 circumplex structure similar to human ratings.
We constructed predictive models using partial least squares (PLS) regression of human valence and 161 arousal on features from the last fully connected layer of EmoNet, which has 20 units, one for each emotion 162 category. We analyzed the accuracy in predicting valence and arousal ratings of out-of-sample test images using 163 10-fold cross-validation (Kohavi 1995) , stratifying folds based on normative ratings. We also analyzed the model 164 weights ( ) mapping emotion categories to arousal and valence, to construct a valence and arousal space from 165 the activity of emotion category units in EmoNet. The models strongly predicted valence and arousal ratings for 166 new (out-of-sample) images. The model predicted valence ratings with r = .88 (P < .0001, permutation test, 167 RMSE = 0.9849), and arousal ratings with r = .85 (P < .0001, RMSE = 0.5843). A follow-up generalization test 168 using these models to predict normative ratings on a second, independent image database (Kurdi, Lozano et al. Figure 3c ). Classification errors were made predominantly between action and horror movies 204 (26.32%), whereas romantic comedies were not misclassified, indicating that they had the most distinct features. 
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details). Treating EmoNet as a model of the brain (Yamins and 234
DiCarlo 2016), we used PLS to regress patterns in EmoNet's emotion category layer onto patterns of fMRI 235 responses to the same images (e.g., see (Yamins, Hong et al. 2014 ) for an application of this approach to object 236 recognition). We investigated the predictive performance, discriminability, and spatial localization of these 237 mappings to shed light on how and where emotion-related visual scenes are encoded in the brain.
Because EmoNet was trained on visual images, we first explored how emotion schemas might emerge 239 from activity in the human visual system, within a mask comprising the entire occipital lobe (7,214 voxels 240 ). Patterns of occipital activity predicted variation in EmoNet's emotion category 241 units across images, with different fMRI patterns associated with different emotion categories (Figure 4a, for  242 individual maps, see Figure S2 ). Multiple correlations between brain-based predictions and activation in EmoNet 243 emotion category units were tested in out-of-sample individuals using leave-one-subject-out (Esterman, Tamber To provide additional evidence that visual cortical representations are emotion category-specific, we 312 tested whether visual cortical activity was sufficient to decode the category of emotional videos in an independent 313 dataset (N = 32; see ref. Kragel and LaBar 2015) . In this dataset, human subjects viewed cinematic film clips that 314 elicited contentment, sadness, amusement, surprise, fear, and anger. Videos were selected that elicited responses 315 in one emotion category above all others for each video, complementing the previous study, whose stimuli 316 elicited more blended emotional responses. We tested predictive accuracy in seven-way classification of emotioncategory based on subject-average patterns of occipital lobe activity for each condition, with eight-fold cross-318 validation across participants to test prediction performance in out-of-sample individuals. We then performed 319 discriminable cluster identification (Figures 1 and 4 unlikely that a complete account of emotion will be devoid of sensory qualities that are naturally associated with 366 emotional outcomes, or those that are reliably learned through experience and influenced by culture. 367
We found that human ratings of pleasantness and excitement evoked by images can be accurately 368 modeled as a combination of emotion-specific features (e.g., a mixture of features related to 'disgust,' 'horror,' 369 'sadness,' and 'fear' are highly predictive of unpleasant arousing experiences). Individuals may draw from this In addition to our observation that emotion-specific visual features can predict normative ratings of 378 valence and arousal, we found that they were effective at classifying the genre of cinematic movie trailers. 379
Moreover, the emotions that informed prediction were generally consistent with those typically associated with 380 each genre (e.g., romantic comedies were predicted by activation of 'romance' and 'amusement'). This validation 381 differed from our other two image-based assessments of EmoNet (i.e., testing on hold-out videos from the 382 database used for training, and testing on IAPS images) because it examined stimuli that are not conventionally 383 used in the laboratory, yet are robust elicitors of emotional experience in daily life. Beyond hinting at real-world 384 applications of our model, integrating results across these three validation tests serves to triangulate our findings 385 
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For the hold-out dataset, we computed standard signal detection metrics (i.e., AUC, sensitivity, 659 and specificity) and evaluated overall model performance and that for each category. We performed 660 inference on model performance by generating null distributions through random permutation of test-set
