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a b s t r a c t
An explicit optimized Runge–Kutta–Nyström method with four stages and fifth algebraic
order is developed. The produced method has variable coefficients with zero phase-lag,
zero amplification factor and zero first derivative of the amplification factor. We provide
an analysis of the local truncation error of the newmethod.We alsomeasure the efficiency
of the new method in comparison to other numerical methods through the integration of
the two-body problem with various eccentricities and three other periodical/oscillatory
initial value problems.
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1. Introduction
We approach the solution of the second order differential equation of the form
y′′(x) = f (x, y), (1)
while the following initial conditions hold
y(x0) = y0
y′(x0) = y′0
where f is independent of y′(x).
Such problems often arise in different fields of applied sciences such as astronomy, astrophysics, quantum mechanics,
quantum chemistry, celestial mechanics, electronics, physical chemistry and chemical physics (see [1–21]).
In this paper, we construct an explicit Runge–Kutta–Nyström method with four stages and fifth algebraic order. This
method has variable coefficients with zero phase-lag, zero amplification factor and zero first derivative of the amplification
factor. We provide an analysis of the local truncation error of the method. We also compare the new method to some
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constructed optimized methods from the literature. We measure the efficiency of the methods and conclude that the new
method is the most efficient among all the compared methods and for all the problems solved.
This paper is in the following form. In Section 2, the basic theory of explicit Runge–Kutta–Nyströmmethods, the algebraic
conditions that the method must satisfy, the phase-lag and amplification factor analysis of the Runge–Kutta–Nyström
methods are presented. In Section 3, we describe the construction of the new method and we compute its local truncation
error. In Section 4, we present the four initial value problems (IVPs) that are used for integration. We also present the
methods being compared and finally in Section 5 we note some interesting conclusions.
2. Basic theory
2.1. Explicit Runge–Kutta–Nyström methods
In this subsection we present the general form of an explicit Runge–Kutta–Nyström method. The computation of the
approximate value of yn+1(x) in problem (1), when yn(x) is known, is given by the following procedure
yn+1 = yn + h y′n + h2
s−
i=1
bi ki
y′n+1 = y′n + h
s−
i=1
bˆi ki
ki = f

xn + ci h, yn + h ci y′n + h2
i−1
j=1
aij kj

, i = 1, . . . , s. (2)
An explicit Runge–Kutta–Nyström method can also be presented using the Butcher table below
0
c2 a21
c3 a31 a32
...
...
...
cs as1 as2 . . . as,s−1
b1 b2 . . . bs−1 bs
bˆ1 bˆ2 . . . bˆs−1 bˆs
(3)
Definition 1 ([12]). It is said that a Runge–Kutta–Nyström method has algebraic order p if:
y(x0 + h)− yn+1 = O (hp+1) and
y′ (x0 + h)− y′n+1 = O (hp+1), n = 1, 2, . . . , p. (4)
A number of equations must hold for a Runge–Kutta–Nyström method, in order to have a certain algebraic order. These
equations are shown in the following section.
2.2. Algebraic conditions
20 equations must be satisfied so that the method’s algebraic order is five. Here, we use some simplifying assumptions
(5) and (6) and the equations become 13 in total. The simplifying assumptions are given below [13]:
bi = bˆi (1− ci) (5)
s−
j=1
aij = 12 c
2
i . (6)
The fifth order algebraic equations follow:
1st Algebraic Order (1 equation)
s−
i=1
bˆi = 1. (7)
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2nd Algebraic Order (3 equations in total)
s−
i=1
bˆici = 12 (8)
s−
i=1
bi = 12 . (9)
3rd Algebraic Order (5 equations in total)
s−
i=1
bˆic2i =
1
3
(10)
s−
i=1
bici = 16 . (11)
4th Algebraic Order (8 equations in total)
s−
i=1
bˆic3i =
1
4
(12)
s−
i,j=1
bˆiaijcj = 124 (13)
s−
i=1
bic2i =
1
12
. (14)
5th Algebraic Order (13 equations in total)
s−
i=1
bˆic4i =
1
5
(15)
s−
i,j=1
bˆiciaijcj = 130 (16)
s−
i=1
bˆiaijc2j =
1
60
(17)
s−
i=1
bic3i =
1
20
(18)
s−
i,j=1
biaijcj = 1120 . (19)
2.3. Phase-lag and amplification factor analysis of the Runge–Kutta–Nyström methods
In this subsection we give the definitions of the phase-lag and the amplification factor of the Runge–Kutta–Nyström
methods. The phase-lag analysis of these methods is based on the next test equation
y′′ = −w2 y, w real. (20)
After the application of this method to the scalar test equation (20), one produces the numerical solution[
yn
h yˆn
]
= Dn
[
y0
h yˆ0
]
, D =
[
A(v2) B(v2)
A′(v2) B′(v2)
]
, v = w h, (21)
where A, B, A′, B′ are polynomials in v2, completely defined by Runge–Kutta–Nyström parameters aij, bi and ci, i = 1, . . . , s,
j = 1, . . . , i− 1. yn+1 denotes the approximation to y(xn+1), where xn+1 = xn + h, n = 0, 1, . . ..
The exact solution of (20) is given by the formula
y(xn) = σ1| exp(i v)|n + σ2| exp(−i v)|n, (22)
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where
σ1,2 = 12
[
y0 ± i yˆ0
w
]
or σ1,2 = |σ | exp(±iχ).
Substituting in (22), we have
y(xn) = 2|σ | cos (χ + n v). (23)
Also we assume that the eigenvalues of D are ρ1, ρ2 and the consequent eigenvectors are [1, y1]T , [1, y2]T , where yi =
A′/(ρi − B′), i = 1, 2. The numerical solution of (20) is
yn = c1ρn1 + c2ρn2 , (24)
where
c1 = −y2 y0 − h yˆ0y1 − y2 , c2 = −
y1 y0 − h yˆ0
y1 − y2 .
If ρ1, ρ2 are complex conjugate, then c1,2 = |c| exp(±iw) and ρ1,2 = |ρ| exp(±i p). By substituting in (24), we have
yn = 2|c||ρ|n cos (w + n p). (25)
From Eqs. (23) and (25) we take the following definition.
Definition 2 ([14]). In the explicit s-stage Runge–Kutta–Nyström method, presented in (3), the quantity
Φ(v) = v − p,
is called the phase-lag. IfΦ(v) = O(vq+1), then the method is said to be of phase-lag order q.
We have the following theorem:
Theorem 1 ([14]). For the Runge–Kutta–Nyström method given by (3) and Eq. (20)we have the following formula for the direct
calculation of the phase-lag order q and the phase-lag constant c:
Φ(v) = v − arccos

R(v2)
2

Q (v2)

, (26)
where
R(v2) = tr(D) = A(v2)+ B′(v2) (27)
Q (v2) = det(D) = A(v2) B′(v2)− A′(v2) B(v2).
Definition 3 ([14]). In the explicit s-stage Runge–Kutta–Nyström method, presented in (3), the quantity
a(v) = 1− |ρ|, where |ρ| =

Q (v2)
is called the amplification factor or the dissipative error. If a(v) = O(vr+1) then the method is said to be of amplification
factor order r .
3. Construction of the new Runge–Kutta–Nyströmmethod
We will consider, during the optimization of the method, the computation of the phase-lag and the amplification factor
in respect to v. We consider a 4-Stage 5th algebraic order explicit Runge–Kutta–Nyström method shown below
0
1
4
1
32
7
10
−7
1000
63
250
1 27 0
3
14
1
14
8
27
25
189 0
1
14
32
81
250
567
5
54
(28)
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3.1. Producing the new method with variable coefficients, zero phase-lag, zero amplification factor and zero first derivative of the
amplification factor
In order to construct the New RKN5 PL-AF-DAF we set free b1, b2 and b3 while keeping the rest of the coefficients. Then
we compute the phase-lag, the amplification factor and the first derivative of the amplification factor of this method, which
depend on v, b1, b2 and b3 as given by the following relations
Phase− Lag = cos (z)− 600√
P

2− 63
8000
b3v6 + 49200 b3v
4 + 1
32
v4b2 − v2b1 − b3v2
− v2b2 − 1800 v
6 + 1
24
v4 − 1
2
v2

, (29)
Amplif .− Factor = 1− 1
1200
√
P, (30)
Der.Amplif .− Factor = − 1
2400
(65880 b3v5 − 2880000 vb1 − 2880000 vb2 − 720000 v3
+ 1440000 v + 5400 v7b2 − 135000 v5b2 − 10800 b3v7 − 2880000 b3v
− 1800 v7 + 61200 v5 + 1620000 v3b2 + 259200 b3v3 + 14400 v7b1
+ 2880000 v3b1 − 360000 v5b1), (31)
where
P = 1440000+ 10980 b3v6 − 1440000 v2b1 − 1440000 v2b2 − 180000 v4 + 720000 v2 + 675 v8b2
− 22500 v6b2 − 1350 b3v8 − 1440000 b3v2 − 225 v8 + 10200 v6 + 405000 v4b2 + 64800 b3v4
+ 1800 v8b1 + 720000 v4b1 − 60000 v6b1. (32)
By solving the system of (29)–(31) we get
b1 = 18400D (26972160000 v
2 − 6349440000 v4 + 1701 v14 + 38707200000 cos (v)− 89692800 v8
+ 1814400 v8 cos (v)− 93312000 v6 cos (v)+ 1157760000 v4 cos (v)− 7618560000 v2 cos (v)
− 146610 v12 + 934592000 v6 + 4989600 v10 − 38707200000) (33)
b2 = − 11350D (729 v
14 − 57240 v12 + 1897200 v10 − 34123200 v8 + 777600 v8 cos (v)
− 27648000 v6 cos (v)+ 353408000 v6 + 322560000 v4 cos (v)− 2273280000 v4
− 2595840000 v2 cos (v)+ 8586240000 v2 − 11980800000+ 11980800000 cos (v)) (34)
b3 = − 251289D (−1764 v
10 − 23808000 v2 + 5721600 v4 + 27 v12 − 32256000 cos (v)+ 49080 v8
+ 7680000 v2 cos (v)+ 32256000+ 34560 v6 cos (v)− 921600 v4 cos (v)− 720640 v6) (35)
where
D = v4 −121600 v2 + 12800 v4 + 9 v8 − 540 v6 + 384000
and their corresponding Taylor expansions are
b1 = 114 −
1
90
v2 − 7
48000
v4 − 31961
423360000
v6 − 28843723
3353011200000
v8 − 535117211
435891456000000
v10 + O v12 (36)
b2 = 827 +
7
405
v2 − 151
756000
v4 + 17257
204120000
v6 + 1047223
134719200000
v8
57311663
50295168000000
v10 + O v12 (37)
b3 = 25189 −
1
162
v2 − 17
120960
v4 − 23189
457228800
v6 − 2201921
301771008000
v8 − 111038867
104613949440000
v10 + O v12 . (38)
3.2. Error analysis
In order to verify the order of the new constructed method we study its local truncation error. The differences
LTE := yn+1(x0 + h)− y(x0 + h)
and
dLTE := y′n+1(x0 + h)− y′(x0 + h)
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give the local truncation error. We compute the Taylor expansions of the exact solution y(x0 + h) and of its first derivative
y′ (x0 + h) as well as the Taylor expansions of the corresponding numerical solution yn+1 and of its first derivative y′n+1. So
the new method’s local truncation error forms are
LTE =

− 7
14400
y′′(x) w4 − 7
7200
w2 y(4)(x)− 1
2880
y(6)(x)

h6 + O (h7) (39)
dLTE = − 1
7200
y(7)(x) h6 + O (h7). (40)
The forms (39) and (40) show that the method’s order is 5, because all the coefficients up to the power of h5 vanish.
4. Numerical results
4.1. The problems
Here, we present the four initial value problems that we apply the new constructed method along with several other
methods to.
4.1.1. Two-body problem
y′′ = − y
r3
, z ′′ = − z
r3
with
y(0) = 1− e, y′(0) = 0
z(0) = 0, z ′(0) =

1+ e
1− e , t ∈ [0, 1000]
where r = y2 + z2 and e is the eccentricity.
Theoretical solution: y(t) = cos (u) − e and z(t) = √1− e2 sin(u), where u can be found by solving the equation
u− e sin(u)− t = 0. The estimated frequency isw = r− 32 .
4.1.2. Inhomogeneous problem
y′′ = −100 y+ 99 sin(y)
with y(0) = 1, y′(0) = 11, t ∈ [0, 1000].
Theoretical solution: y(t) = sin (t)+ sin (10 t)+ cos (10 t).
4.1.3. Duffing problem
y′′ = −y− y3 + 0.002 cos (1.01 t)
with y(0) = 0.200426728067, y′(0) = 0, t ∈ [0, 1000π ].
Theoretical solution: y(t) = 0.200179477536 cos(1.01 t)+2.46946143 ·10−4 cos(3.03 t)+3.04014 ·10−7 cos(5.05 t)+
3.74 · 10−10 cos(7.07 t)+ · · ·.
4.1.4. Nonlinear problem
y′′ = −100y+ sin(y)
with
y(0) = 0
y′(0) = 1, t ∈ [0, 20π ]. (41)
The theoretical solution is not known, but we use y(20π) = 3.92823991 · 10−4 (see [15]).
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Fig. 1. Efficiency for the two-body problem with eccentricity e = 0.
Fig. 2. Efficiency for the two-body problem with eccentricity e = 0.1.
4.2. The methods
We use four methods for the integration of the four previous IVPs, in order to compare the efficiency of the method
constructed in this paper to three already known methods. The four methods that are compared are given below:
1. • New RKN5 PL-AF-DAF : The new explicit Runge–Kutta–Nyströmmethod with 4 stages, 5th algebraic order, zero phase-
lag, zero amplification factor and zero first derivative of the amplification factor, constructed in this paper.
• Corresponding Classical RKN5: The corresponding classical Runge–Kutta–Nyström method with 4 stages and 5th
algebraic order, that generates from the new method shown above for frequencyw = 0.
• RKN4: An explicit Runge–Kutta–Nyström with 4 stages 4th algebraic order constructed by Dormand, El-Mikkawy and
Prince [16].
• PAFRKN4: An explicit phase-fitted Runge–Kutta–Nyströmwith 4 stages, 4th algebraic order constructed by Papadopou-
los et al. [17].
4.3. The results
We are presenting the efficiency of the tested methods expressed by the accuracy versus the log10 (Function Evaluations).
In Figs. 1–6we can see the efficiency of themethods for the two-body problem for eccentricities e = 0(0.1)0.5.We conclude
that themethodNewRKN5 PL-AF-DAF ismore efficient than the Corresponding Classical RKN5 about 4 decimal digits accuracy
and about 5 decimal digits accuracy than the rest methods, when eccentricity is zero. An interesting remark is that as the
value of the eccentricity increases, the accuracy of all the methods decreases and so the difference in accuracy between all
methods becomes smaller. Nevertheless, the newmethod New RKN5 PL-AF-DAF is the most efficient among all methods for
any value of eccentricity. In descending order of efficiency the methods are: New RKN5 PL-AF-DAF, Corresponding Classical
RKN5, RKN4, PAFRKN4.
Among all the methods used and especially compared to the PAFRKN4, the New RKN5 PL-AF-DAF, in Fig. 7 is the most
efficient. We observe that New RKN5 PL-AF-DAF is more efficient than PAFRKN4 up to two decimal digits, followed by the
Corresponding Classical RKN5, and RKN4.
In Fig. 8we can see the efficiency of themethods for the Duffing problem.We can observe that themethods in descending
order of efficiency are: New RKN5 PL-AF-DAF, PAFRKN4, Corresponding Classical RKN5 and RKN4.
Finally in Fig. 9 we can see the efficiency of all the methods compared, during the integration of the Nonlinear problem.
We observe that the new method New RKN5 PL-AF-DAF is again the most efficient among all methods. It is more efficient
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Fig. 3. Efficiency for the two-body problem with eccentricity e = 0.2.
Fig. 4. Efficiency for the two-body problem with eccentricity e = 0.3.
Fig. 5. Efficiency for the two-body problem with eccentricity e = 0.4.
Fig. 6. Efficiency for the two-body problem with eccentricity e = 0.5.
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Fig. 7. Efficiency for the inhomogeneous problem.
Fig. 8. Efficiency for the duffing problem.
Fig. 9. Efficiency for the nonlinear problem.
than PAFRKN4 for solutions with more than six decimal digits accurate, followed in terms of efficiency by Corresponding
Classical RKN5 and RKN4.
5. Conclusions
A new explicit Runge–Kutta–Nyström method of fifth algebraic order is constructed in this paper. The new method has
zero phase-lag, zero amplification factor and zero first derivative of the amplification factor with three coefficients b1, b2,
b3 depending on v = w h, where w is the dominant frequency of the problem and h is the step-length of integration. We
presented the analysis of the local truncation error, in order to show the preservation of the algebraic order of the method,
after the optimization.We compared the efficiency of the newmethods to other numericalmethods, through the integration
of the two-body problem with various eccentricities and three other initial value problems. The results show the efficiency
of the new constructed method, while it is compared to other methods from the literature. It is remarkable that the new
method is the most efficient among all methods in all problems tested.
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