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INTRODUCTION
THIS PAPER DERIVES the asymptotic distribution of a vector of sample autocorrelations of regression residuals from a quite general linear regression model. The model is allowed to have a regression error that is a moving average of order q > 0 with possibly conditionally heteroscedastic innovations; to have strictly exogenous, predetermined, and/or endogenous regressors; and to be estimated by a variety of Generalized Method of Moments estimators, such as ordinary least squares, two-stage least squares, or two-step two-stage least squares.2
One important use of the distribution derived here is to form the basis for a simple test of the null hypothesis that the regression error is a moving average of known order q > 0 against the general alternative that autocorrelations of the regression error are nonzero at lags greater than q. The test-denoted the 1 test-is thus general enough to test the null hypothesis that the regression erior has no serial correlation (q = 0) or the null hypothesis that serial correlation in the regression error exists, but dies out at a known finite lag (q > 0).
The l test is especially attractive because it can be used in at least three frequentlyencountered situations where such popular tests as the Box-Pierce (1970) test, Durbin's (1970) h test, and the Lagrange multiplier test described by Godfrey (1978b) either are not applicable or are costly to compute.
The first situation is when the regression contains endogenous variables. The three popular tests listed above are not valid when the regression has been estimated by instrumental variables, and the Box-Pierce test is further restricted to having only lagged dependent variables.3 In contrast, the 1 test can be used not only with ordinary least squares but also with a wide class of instrumental variables estimators.
A second situation, q > 0, arises in studies of asset returns over holding periods which differ from the observation interval and in studies where time aggregated data are used.4 In this situation, existing tests that investigate the serial correlation of the regression error require estimating the parameters of the moving average error process, and 1 We would like to thank seminar participants at the University of Chicago and Lars Hansen, in particular, as well as two anonymous referees for helpful comments. 4See, for example, work on returns in the foreign exchange market by Hansen and Hodrick (1980) , the study of real interest rates by Huizinga and Mishkin (1984) , the investigation of stock returns by Fama and French (1988) , and work on the term structure of interest rates by Mishkin (1990) . Hall (1988) , Hansen and Singleton (1990) , and Christiano, Eichenbaum, and Marshall (1991) address the issue of time aggregated data. 185 therefore necessitate nonlinear estimation.5 In contrast, the 1 test described in this paper avoids the use of nonlinear-estimation because it is based solely on the sample autocorrelations of regression residuals and a consistent measure of their asymptotic covariance matrix. The 1 test thus reflects a desire for simplicity, and for ensuring that regression diagnostics do not become more costly or more difficult to compute than the original regression.
The third situation is conditional heteroscedasticity of the error term, a situation that is frequently detected in empirical studies.6 As discussed below, the presence of conditional heteroscedasticity can seriously undermine tests for serial correlation of regression errors that ignore its presence. The 1 test can be used with either conditionally heteroscedastic or homoscedastic errors.
The outline of the paper is as follows. In Section 2, we derive the asymptotic distribution of the sample autocorrelations at lags q + 1 to q + s of regression residuals from a model where the regression errors are a qth order moving average with possibly conditionally heteroscedastic innovations. The regression is assumed to be estimated by instrumental variables, with instruments that are predetermined, but not necessarily strictly exogenous. We note how the distribution simplifies when the regression errors are conditionally homoscedastic and when all regressors are predetermined or strictly exogenous variables so that ordinary least squares is appropriate. Based on this asymptotic distribution of the sample autocorrelations of regression residuals, a test of the hypothesis that the true regression errors are a qth order moving average process is presented in Section 3. Section 4 contains summary remarks.
DISTRIBUTION OF SAMPLE AUTOCORRELATIONS -OF REGRESSION RESIDUALS
The regression equation to be considered in this paper is The regression errors Et are assumed to have mean zero and satisfy two other conditions. First, though they are allowed to be conditionally heteroscedastic, they are assumed to be unconditionally homoscedastic. Second, for a known q > 0, their autocorrelations at all lags greater than q are required to be zero.
It is also assumed that there exists a 1 x h vector of instrumental variables Zt, comprised of h > k scalar random variables Z1, t, Z2, t I.. . Zh, t, each of which is uncorrelated with Et. Zt is required to be predetermined, but not necessarily strictly exogenous, 5This is true of the Box-Pierce test, the likelihood ratio test, and, as discussed in Godfrey (1978c) We show in the Appendix that B = plim dr/la and thus that BVdB' is the asymptotic covariance matrix of ar/d8(d -8). In most models, the implication of equation (4) ... ) = 0 will be sufficient to ensure Xi, t-q-i is predetermined with respect to Et and thus that the second term of the sum in equation (12) 
TESTING RESIDUAL AUTOCORRELATIONS EQUAL TO ZERO
The results presented in Section 2 can be used to develop a Wald test of the null hypothesis that the regression error in equation (1) (4). In such cases it may be preferable to think of the null hypothesis being tested as a joint hypothesis concerning the serial correlation of the residuals and the validity of the instruments. Viewed in this way, the test described in this paper becomes an alternative to the J statistic proposed in Hansen (1982) . 12 Godfrey (1978b) considers a model with lagged endogenous and strictly exogenous regressors, conditionally homoscedastic errors, and q = 0. He shows that using r to test p = 0 is equivalent to the Lagrange multiplier test of the null hypothesis that the error term is serially uncorrelated against the alternatives that the error is MA(s) or AR(s) for s > 0. Hence, in some models, the test described in Proposition 2 is asymptotically equivalent to a likelihood ratio test. However, Godfrey (1978c) shows that in the same model but with q > 0, computation of the Lagrange multiplier test of the null hypothesis that the error term is MA(q) against the alternatives that the error is MA(q + s) or AR(q + s) requires that the moving average parameters be estimated. In this model the test described in Proposition 2 may not possess all the desirable properties of a Lagrange multiplier or likelihood ratio test, but will be less computationally burdensome than those tests. A procedure that would not require full maximum likelihood estimation of the moving average parameters is to implement a C(a) test. Such a test would be asymptotically equivalent to the likelihood ratio and Lagrange multiplier tests and would only require that the derivatives of the likelihood function be evaluated at initial consistent estimates. See Godfrey (1989, pp. 27-28 ).
Consistently estimating P is straightforward. Let U be the T x s matrix, converges in probability to a s x s matrix F. As a result, b converges in distribution to a normal random variable with mean zero and covariance matrix Vb = FVjF' when the null hypothesis is true, and the standard Wald statistic for testing b = 0 will be numerically identical to the 1 statistic described in Proposition 2.14 In the special case of q = 0, F is an identity matrix so that even though b will not equal r in finite samples, one can replace r with b in Proposition 2 and obtain a valid test.
CONCLUDING REMARKS
The distribution of the 1 test described in this paper is based on asymptotic distribution theory and thus leaves open the issue of how well the test will work in finite samples. In Cumby and Huizinga (1990) we report the results of a series of Monte Carlo experiments that investigate the performance of the 1 test in a number of models. In each model, the performance of the 1 test is evaluated both in sample sizes of 50 and 100 observations, both with errors that are conditionally homoscedastic and errors that are conditionally heteroscedastic, and both with q = 0 and q = 2.
Several conclusions emerge from these Monte Carlo experiments. First, the small sample distribution of the 1 statistic is close to the asymptotic distribution in the tails, so that the test is reliable in terms of its size. Second, performance of the 1 test in the case of q = 2 is sensitive to how the matrix 'I in equation (18) Define E(E?2) = o,2, E(Ett-,,)/Io,2 = p,n, rn to be the sample autocorrelation of Et at lag n, the s x 1 vector r=(rq+l,rq+2,..,rq+)', the kx 1 vector d =(X'ZA-IZ'X) -X'ZA-1Z'y, r^n to be the sample autocorrelation of E' =y, -Xtd at lag n, and the s x 1 vector r^= (Qq+i' r^q+2 ..., q+s). We also define C to be the s x h matrix that has cJ-2 times the sum from n equals -q to q of E(f t wj,t -n) as its ijth element, Vr to be the s x s matrix that has a -times the sum from n equals -q to q of E(fj t j,t-n) as its iyth element, U to be the TX s matrix that has q +j zeros followed by ?t, t = 1, . . ., T -q -j as its jth column, and B to be the s x k matrix that has -[ E(Et -q-iX; t) + E(Xj t-qj-j?t)]/o.2 as its ijth element. In the text, we discuss how the asymptotic distribution of Vr^ is affected when the assumption that Et is conditionally homoscedastic, 
