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Abstract : The aim of the present paper is to extend the large deviation with discontinuous
statistics studied in [5] to the diffusion dxε = −{A⊤(Axε − y) + µsgn(xε)}dt + εdw. The
discontinuity of the drift of the diffusion discussed in [5] is equal to the hyperplane {x ∈ Rd :
x1 = 0}, however, in our case the discontinuity is more complex and is equal to the set {x ∈
R
d :
∏d
i=1 xi = 0}.
1 Introduction
Let y ∈ Rn be a given vector, A be a known matrix which maps the domain Rd into the
domain Rn and µ > 0 is a given positive real number. The sign of the real number u equals
sgn(u) = 1 if u > 0, sgn(u) = −1 if u < 0 and sgn(0) is any element of [−1, 1]. The column
vector sgn(x) := (sgn(x1), . . . , sgn(xp))
⊤. The following diffusion
dxε = −{A⊤(Axε − y) + µsgn(xε)}dt+ εdw, xε(0) = x(0) is given (1)
has a discontinuous drift. Using the fact that A⊤(Ax − y) + µsgn(x) is the subdifferential of
the convex map
‖Ax− y‖2
2
+ µ‖x‖1
we can show that the latter stochastic differential equation (sde) has a unique strong solution
for any ε > 0. See ([15, 7, 8, 17]). Here ‖ · ‖, ‖ · ‖1 denote respectively the l2 and l1 norms.
The asymptotic property as t→ +∞ is also possible. The probability density function
1
Z
exp{−
2
ε
(
‖Ax− y‖2
2
+ µ‖x‖1)} := p
ε(dx)
1
is the unique invariant probability measure of (
x
ε
t
ε
), see e.g. [1]. The mode of pε was introduced
in linear regression by [18] and is called lasso. Lasso is the compact and convex set solution of
the system
A⊤i (Ax− y) + µsgn(xi) = 0, i = 1, . . . , d. (2)
Here A⊤i denotes the i-th row of the matrix A
⊤. A large number of theoretical results has been
provided for lasso see e.g. [10, 12, 18, 19, 16] and the references herein.
If (P εt ) is the semi-groupe defined by (1) then we have the following exponential convergence
Epε [|P
ε
t f − Epε(f)|
2] ≤ exp(−t/C)varpε(f), (3)
where
C = 4Epε [‖x − Epε(x)‖
2].
The proof is a consequence of Poincare´ inequality ([14, 3]) :
varpε(f) ≤ 4Epε [‖x− Epε(x)‖
2]Epε(‖∇ f‖
2)
valid for all lipschitz map f , because pε is log-concave, and the fact that Poincare´ inequality
is equivalent to the exponential convergence (3). As a consequence we can suppose that a.s.
supt≥0 ‖x
ε(t)‖ < +∞.
2 Limit as ε→ 0
Let U : Rd → R be a convex map such that
|∇U(x)| ≤ L(1 + |x|), ∀x,
where L is a positive constant and ∇U denotes the sub-differential of U .
It’s known (see e.g. [15, 7]) that the sde
dxε(t) ∈ −∇U(xε(t))dt+ εdwt, t ∈ [0, T ]
with fixed initial value x(0), has a unique strong solution. More precisely there exists a unique
solution
xε(t) = x(0) −
∫ t
0
vε(s)ds+ εwt, ∀t ∈ [0, T ]
where the measurable map vε is such that
vε(t) ∈ ∇U(xεt) dt a.e.
2
From the linear growth of ∇U we have
‖xε(t)‖ ≤ K + L
∫ t
0
|xε(s)|ds,
where
K = ‖x(0)‖ + LT + ε sup
t∈[0,T ]
‖wt‖.
Gronwall’s lemma tells us that
‖xε(t)‖ ≤ K exp(LT ), ∀ t ∈ [0, T ].
Using Ascoli theorem, we can extract a subsequence such that xε → x uniformely in [0, T ]. Now
using the inequality
‖vε(t)‖ ≤ L(1 + ‖xε(t)‖) ≤ C, ∀ t,
we derive that the sequence (vε) is weakly precompact in Lp([0, T ]) for all 1 < p < +∞. Using
Mazur’s lemma we can construct a measurable map v and a subsequence such that vε(t)→ v(t),
dt a.e.
From the condition vε(t) ∈ ∂ U(xε(t)), the convergence (xε(t),vε(t))→ (x(t),v(t)) and the
fact that ∂U is monotone maximal we have v(t) ∈ ∂ U(x(t)) dt a.e.. Finally the limit x is the
unique solution of the differential inclusion
dxt ∈ −∂ U(xt)dt.
See also [6].
As an application the solution xε of (1) converges as ε→ 0 to the inclusion equation
dx0(t) ∈ −{A⊤(Ax0(t)− y) + µsgn(x0)}dt, x0(0) = x(0). (4)
The solution x0(t) converges to lasso as t→ +∞ i.e. x0(t) converges to the minimizers of
‖Ax− y‖2
2
+ µ‖x‖1.
The set of the latter minimizers is compact. Hence
sup
t≥0
‖x0(t)‖ < +∞. (5)
Then we have for some C > 0 and small ε that
sup
t≥0
‖xε(t)‖ < C (6)
with a big a probability.
The aim of our work is to extend Boue´, Dupuis, Ellis large deviation with discontinuous
statistics [5] to the diffusion (1). The discontinuity in [5] is equal to the hyperplane {x ∈ Rd :
x1 = 0}. The discontinuity of the drift of the diffusion (1) is more complex and is equal to the
set {x ∈ Rd :
∏d
i=1 xi = 0}.
Before arriving to large deviation result we need some preliminary results.
3
3 Preliminary results
We work in the canonical probability space (Ω,F ,P) where Ω = C([0, 1],Rd) endowed with
its Borel σ-field F , and its Wiener measure P. The canonical process Wt : w ∈ Ω → w(t),
t ∈ [0, 1] is the Wiener process under P. The filtration Ft := σ({Ws : s ≤ t},N ), t ∈ [0, 1],
where N is the collection of the P-null sets. The diffusion xε (1) is considered in the canonical
probability space (Ω,F ,P). Its discontinuous drift is
b(x) := −{A⊤(Ax− y) + µsgn(x)}. (7)
We denote by E
x(0) the mathematical expectation under the probability distribution of the
solution xε known that xε(0) = x(0).
I) We define for each i = 1, . . . , d, the Borel measures
γε,1i (dt) = 1[xεi (t)≤0]dt,
γˆε,1i (t) = 1[xεi (t)≤0],
γε,2i (dt) = 1[xεi (t)>0]dt,
γˆε,2i (t) = 1[xεi (t)>0].
By extracting a subsequence we have xε → x0 where x0 is the solution of the inclusion differential
equation (4), and
(γε,ηi (dt), i = 1, . . . , d, η = 1, 2)→ (γ
η
i (dt), i = 1, . . . , d, η = 1, 2)
where the Borel measures (γηi (dt), i = 1, . . . , d, η = 1, 2) satisfy
γηi (dt) = γˆ
η
i (t)dt,∀ i = 1, . . . , d, η = 1, 2,
γˆ1i (t) + γˆ
2
i (t) = 1,∀ i = 1, . . . , d,
γˆ1i (t) = 1, if x
0
i (t) < 0,
γˆ2i (t) = 1, if x
0
i (t) > 0,
γˆ2i (t)− γˆ
1
i (t) := sgn(x
0
i (t)) if x
0
i (t) = 0,
−{A⊤i (Ax
0(t)− y)− µ} ≥ 0, and − {A⊤i (Ax
0(t)− y) + µ} ≤ 0 if x0i (t) = 0. (8)
The property (8) tells us that x0i (t) stays at zero when the strength
|A⊤i (Ax
0(t)− y)| ≤ µ.
This phenomenon is known by physicist [2], and we can show it mathematically using a similar
proof as in [5].
II) Now we fix f deterministic such that
∫ 1
0 ‖f(t)‖dt < +∞. We consider the sde
dxε(t) = {f(t)− µsgn(xε(t))}dt + εdw(t), x(0) is given, (9)
4
and its limit x0 as ε→ 0 is the solution of the differential inclusion
dx0(t) ∈ {f(t)− µsgn(x0(t))}dt, x(0) is given. (10)
We have dt a.e.
dx0(t)
dt
= f(t)− µ{γˆ2(t)− γˆ1(t)}.
1) If x0i (t) < 0, then γˆ
2
i (t) = 0, γˆ
1
i (t) = 1 and
dx0i (t)
dt
= fi(t) + µ.
2) If x0i (t) > 0, then γˆ
1
i (t) = 0, γˆ
2
i (t) = 1 and
dx0i (t)
dt
= fi(t)− µ.
3) We have dt a.e on the set {t : x0i (t) = 0} that
−µ ≤ fi(t) ≤ µ
and
dx0i (t)
dt
= fi(t)− µ{γˆ
2
i (t)− γˆ
1
i (t)}
= γˆ2i (t){fi(t)− µ}+ γˆ
1
i (t){fi(t) + µ}
= 0.
It follows that
fi(t) = µ{γˆ
2
i (t)− γˆ
1
i (t)},
1 = γˆ2i (t) + γˆ
1
i (t).
Hence
γˆ2i (t) =
fi(t) + µ
2µ
,
γˆ1i (t) =
µ− fi(t)
2µ
.
Finally, if x0i (t) = 0, then dt a.e.
dx0i (t)
dt
= 0 and
γˆ2i (t) =
fi(t) + µ
2µ
,
γˆ1i (t) =
µ− fi(t)
2µ
.
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Observe that β1(t) := fi(t) + µ ≥ 0, β
2(t) := fi(t)− µ ≤ 0, and
dx0i (t)
dt
= γˆ2i (t)β
2(t) + γˆ1i (t)β
1(t).
Observe also that x0i (t) 6= 0 if and only if |fi(t)| > µ.
By choosing fi piecewise constant we obtain the trajectorie x having the following properties :
There exist 0 = τ1 < . . . < τr = 1 and the constants (βi(k), i = 1, . . . , d, k = 1, . . . , r) such that
1)
dxi(t)
dt
= βi(k), ∀ t ∈ [τk, τk+1),
2)xi(t) 6= 0, ∀ t ∈ [τk, τk+1), or xi(t) = 0, ∀ t ∈ [τk, τk+1).
We denote by N0 the set of the maps x : [0, 1] → R
d which satisfy the latter properties. It’s a
dense subset of C([0, 1]).
III) Now we introduce the set
A = {v : Ω× [0, 1]→ R : is progressively measurable and E
x(0)[
∫ 1
0
‖v(t)‖2dt] < +∞},
and for v ∈ A we denote by xε,v the solution
dxε,v(t) = {b(xε,v(t)) + v(t)}dt + εdw(t), xε,v(0) = x(0),
where
b(x) = −{A⊤(Axε − y) + µsgn(x)}.
Let (vε, ε ∈ (0, 1]) ⊂ A be a family of progressively measurable processes such that
sup
ε∈(0,1]
E
x(0)[
∫ 1
0
‖vε(t)‖2dt] < +∞. (11)
We define for each i = 1, . . . , d, the Borel measures
νε(dv, t)dt = δ
v
ε(t)(dv)dt,
νε,1i (dv, t) = 1[xεi (t)≤0]δvε(t)(dv),
νε,2i (dv, t) = 1[xεi (t)>0]δvε(t)(dv),
γε,1i (dt) = 1[xεi (t)≤0]dt,
γˆε,1i (t) = 1[xεi (t)≤0],
γε,2i (dt) = 1[xεi (t)>0]dt,
γˆε,2i (t) = 1[xεi (t)>0].
By extracting a subsequence we have xε,v
ε
→ x0, and νε → ν. Thanks to (11), we have (see [5])
E
x(0)[
∫
Rd
‖v‖ν(dv, t)] < +∞.
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The limit x0 is the solution of the differential inclusion
dx0(t) ∈ {f(t)− µsgn(x0(t))}dt,
where
f(t) = −A⊤(Ax0(t)− y) +
∫
Rd
vν(dv, t).
Hence x0 is exactly the solution studied in (10).
4 Boue´ Dupuis variational representation
The variational representation of [4] tells us that for any bounded measurable map h :
(Ω,F ,P)→ R
Hε(x(0)) : = −ε2 ln
(
E
x(0)[exp{−
h(xε)
ε2
}]
)
(12)
= inf{E
x(0)[
1
2
∫ 1
0
‖v(t)‖2dt+ h(xε,v)] : v ∈ A}, (13)
where xε,v denotes the solution
dxε,v(t) = {b(xε,v(t)) + v(t)}dt + εdw(t), xε,v(0) = x(0).
The control vε ∈ A such that
Hε(x(0)) ≥ E
x(0)[
1
2
∫ 1
0
‖vε(t)‖2dt+ h(xε,v
ε
)]− ε2
and the diffusion
dxε,v
ε
(t) = {b(xε,v
ε
(t)) + vε(t)}dt+ εdw(t), xε,v
ε
(0) = x(0)
play the central role in the large deviation result [5], and then also in our case. We set
x¯ε = xε,v
ε
, x¯ = lim
ε→0
x¯ε.
Observe that Condition 3.2. in [5]
sup
ε∈(0,1]
E
x(0)[
∫ 1
0
‖vε(t)‖2dt] < +∞
holds also in our case.
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5 Large deviation : upper bound
We start from the variational representation (13) :
Hε(x(0)) := −ε2 ln{Ex0 [exp(−
h(xε)
ε2
]} = inf
v∈A
Ex0 [
1
2
∫ 1
0
‖v(t)‖2dt+ h(xε,v)]
valid for all bounded measurable map h.
From the definition of vε we have
Hε(x(0)) ≥ Ex0 [
1
2
∫ 1
0
‖vε(t)‖2dt+ h(x¯ε)]− ε2.
It follows that
lim inf
ε→0
Hε(x(0)) ≥ lim inf
ε→0
Ex0 [
1
2
∫
[0,1]×Rd
‖v‖2νε(dv, t)dt + h(x¯ε)]
= lim inf
ε→0
Ex0 [
1
2
∫
[0,1]×Rd
‖v‖2νε(dv, t)dt + h(x¯)].
From Fatou lemma we have
lim inf
ε→0
Ex0 [
∫
[0,1]×Rd
‖v‖2νε(dv, t)dt = Ex0 [
∫ 1
0
lim inf
ε→0
∫
Rd
‖v‖2νε(dv, t)dt].
Using the inequality
lim inf
ε→0
∫
f(v)µn(dv) ≥
∫
f(v)µ(dv)
valid for all f ≥ 0 measurable and all µn → µ weakly, we obtain
lim inf
ε→0
∫
Rd
‖v‖2νε(dv, t) ≥
∫
Rd
‖v‖2ν(dv, t).
Finally we have
lim inf
ε→0
Hε(x(0)) ≥ E
x(0)[
1
2
d∑
i=1
∫
[0,1]×Rd
|vi|
2ν(dv, t)dt + h(x¯)].
If x¯i(t) < 0, then
dx¯i
dt
(t) = b1i (x¯(t)) +
∫
Rd
viν
1
i (dv, t).
If x¯i(t) > 0, then
dx¯i
dt
(t) = b2i (x¯(t)) +
∫
Rd
viν
2
i (dv, t).
8
We also recall that in these cases
νηi (dv, t)
is a probability measure for η = 1, 2. It follows from Jensen inequality that∫
Rd
|vi|
2νηi (dv, t) ≥ (
∫
Rd
viν
η
i (dv, t))
2
≥ |
dx¯i(t)
dt
− bηi (x¯(t))|
2 := Lηi (x¯(t),
dx¯i(t)
dt
).
If x¯i(t) = 0, then 0 < γˆ
1
i (t) < 1, and
ν(dv, t) = γˆ1i (t)
ν1i (dv, t)
γˆ1i (t)
+ γˆ2i (t)
ν2i (dv, t)
γˆ2i (t)
.
The measure
ν
η
i (dv,t)
γˆ
η
i (t)
is a probability for each η = 1, 2. Again from Jensen inequality we have
∫
Rd
|vi|
2 ν
η
i (dv, t)
γˆηi (t)
≥
(∫
Rd
vi
νηi (dv, t)
γˆηi (t)
)2
.
We recall that if x¯i(t) = 0, then
β1i (t) = b
1
i (x¯(t)) +
∫
Rd
vi
ν1i (dv, t)
γˆ1i (t)
≥ 0,
β2i (t) = b
2
i (x¯(t)) +
∫
Rd
vi
ν2i (dv, t)
γˆ2i (t)
≤ 0,
and if we denote
βi =
dx¯i
dt
(t)
then
γˆ1i (t)β
1
i (t) + γˆ
2
i (t)β
2
i (t) = βi.
It follows that ∫
Rd
|vi|
2ν(dv, t) ≥ γˆ1i (t)|β
1
i (t)− b
1
i (x¯(t))|
2 + γˆ2i (t)|β
2
i (t)− b
2
i (x¯(t))|
2 ≥
inf{p1|β1i − b
1
i (x¯(t))|
2 + p2|β2i − b
2
i (x¯(t))|
2} := L0i (x¯(t),
dx¯i
dt
(t)).
The infimum is taken under the constraint
p1, p2 > 0, p1 + p2 = 1,
p1β1i + p
2β2i =
dx¯i
dt
(t) := βi.
9
We define
L˜i(x¯(t),
dx¯i
dt
(t)) = |
dx¯i
dt
(t)− b1i (x¯(t))|
2 := L
(1)
i (x¯(t),
dx¯i
dt
(t)), if x¯i(t) < 0,
L˜i(x¯(t),
dx¯i
dt
(t)) = |
dx¯i
dt
(t)− b2i (x(t))|
2 := L
(2)
i (x¯(t),
dx¯i
dt
(t)), if x¯i(t) > 0,
L˜i(x¯(t),
dx¯i
dt
(t)) := L0i (x¯(t),
dx¯i
dt
(t)), if x¯i(t) = 0.
It follows for each i that
(∫
Rd
viν(dv, t)
)2
≥ L˜i(x¯(t),
dx¯i
dt
(t)),
and
lim inf
ε→0
Hε(x(0)) ≥ E
x(0)[
1
2
d∑
i=1
∫
[0,1]
L˜i(x¯(t),
dx¯i
dt
(t))dt+ h(x¯)]
≥ inf{
1
2
I(ϕ) + h(ϕ) : ϕ ∈ C
x(0)([0, 1])},
where the rate function
I
x(0)(ϕ) :=
d∑
i=1
∫ 1
0
L˜i(ϕ(t),
dϕi
dt
(t))dt. (14)
The infimum is equal to +∞ if the latter set is empty.
Finally we have for any sequence ε such that x¯ε → x¯, and (νε, νε,ηi , γ
ε,η
i , i = 1, . . . , d, η) →
(ν, νηi , γ
η
i , i = 1, . . . , d, η) that
lim inf
ε→0
Hε(x(0)) ≥ inf
ϕ∈C([0,1])
{
1
2
I(ϕ) + h(ϕ)}.
Using the same argument as in Boue´-Dupuis-Ellis [5] we can show that
lim inf
ε→0
Hε(x(0)) ≥ inf
ϕ∈C([0,1])
{Ix0(ϕ) + h(ϕ)}
for all ε ∈ (0, 1].
6 Large deviation : lower bound
6.1 Properties of L
η
i , η = 0, 1, 2
We define L0i : R
d ×R→ [0,+∞) by
L0i (x, βi) = inf{p
1|β1i − b
1
i (x)|
2 + p2|β2i − b
2
i (x)|
2} (15)
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The infimum is taken under the constraint
p1, p2 > 0, p1 + p2 = 1, β1i ≥ 0, β
2
i ≤ 0
p1β1i + p
2β2i = βi.
Proposition. 1) If (x, βi) ∈ R
d × R are such that
b2i (x) < βi < b
1
i (x)
then
L0i (x, βi) = 0.
2) If βi ≤ b
2
i (x) then
L0i (x, βi) = |βi − b
2
i (x)|
2.
3) If βi ≥ b
2
i (x) then
L0i (x, βi) = |βi − b
1
i (x)|
2.
Proof. Observe that
p|β1i − b
1
i (x)|
2 + (1− p)|β2i − b
2
i (x)|
2 ≥ |pb1i (x) + (1− p)b
2
i (x)− β|
2
for any p ∈ (0, 1) and any couple β1i , β
2
i such that pβ
1
i + (1 − p)β
2
i = β. If the infimum (15) is
such that
L0i (x, β) = p|β
1
i − b
1
i (x)|
2 + (1− p)|β2i − b
2
i (x)|
2
for some p ∈ (0, 1), β1i ≥ 0, β
2
i ≤ 0, then
|β1i − b
1
i (x)|
2 = |β2i − b
2
i (x)|
2 = |pb1i (x) + (1− p)b
2
i (x)− β|
2.
Hence
L0i (x, β) = inf{|pb
1
i (x) + (1− p)b
2
i (x)− β|
2}
where the infimum is also under the same constraint as in (15). This finishes the proof.
Corollary. 1) For each i = 1, . . . , d, η = 0, 1, 2, the maps (x, β) ∈ Rd × R → Lηi (x, β) are
continuous.
2) If βi ≤ 0, then L
0
i (x, βi) ≤ L
2
i (x, βi).
3) If βi ≥ 0, then L
0
i (x, βi) ≤ L
1
i (x, βi).
4) For each i = 1, . . . , d and for x fixed, the map βi → L
0
i (x, βi) is convex.
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Now back to the large deviation lower bound. We are going to show that
lim sup
ε→0
Hε(x(0)) ≤ Ix0(ϕ) + h(ϕ)
for all ϕ ∈ N0. The map ϕ is defined by (tk, β(k)) : k = 1, . . . , r such that
dϕi
dt
(t) = βi(k), t ∈ [tk, tk+1[,
ϕi(t) 6= 0, t ∈ [tk, tk+1[, or ϕi(t) = 0, t ∈ [tk, tk+1[.
If ϕi(t) = 0 on [tk, tk+1[, then βi(k) :=
dϕi
dt
(t) = 0 on [tk, tk+1[.
We consider the control
v1(x, t) = β1(k) − b1(x), v2(x, t) = β2(k)− b2(x)
for t ∈ [tk, tk+1). Here β
1
i (k) = −µ, β
2
i (k) = µ if βi(k) = 0. Observe that 0 =
β1i (k)+β
2
i (k)
2 . If
βi(k) 6= 0, then β
1
i (k) = β
2
i (k) = βi(k).
Now define for i = 1, . . . , d,
vi(x, t) = v
1
i (x, t)1[xi≤0] + v
2
i (x, t)1[xi>0],
and v(x, t) denotes the vector column with the components vi(x, t). The controlled process
dxε,ϕi (t) = bi(x
ε(t))dt + vi(x
ε(t), t)dt+ εdwi(t)
= {β2i (k)1[xε,ϕi (t)>0] + β
1
i (k)1[xε,ϕi (t)≤0]}dt+ εdwi(t) (16)
Let us define
fi(k) = βi(k) + µ, t ∈ [tk, tk+1), ϕi(tk) > 0,
fi(k) = βi(k)− µ, t ∈ [tk, tk+1), ϕi(tk) < 0,
fi(k) = 0, t ∈ [tk, tk+1), ϕi(tk) = 0.
Then we can rewrite (16) as
dxε,ϕi (t) = {fi(t)− µsgn(x
ε,ϕ
i (t))}dt + εdwi(t)
where
fi(t) = fi(k), t ∈ [tk, tk+1).
It follows from (9) that xε,ϕ converges to ϕ as ε→ 0.
From the variational representation
Hε(x(0)) = inf
v∈A
E
x(0)[
1
2
∫ 1
0
‖v(t)‖2dt+ h(xε,v)]
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we have
lim sup
ε→0
Hε(x(0)) ≤ lim sup
ε→0
E
x(0)[
1
2
∫ 1
0
‖
dϕ
dt
(t)− b(xε,ϕ(t))‖2dt+ h(xε,ϕ)]
= [
1
2
∫ 1
0
‖
dϕ
dt
(t)− b(ϕ(t))‖2dt+ h(ϕ)],
where
∫ 1
0
‖
dϕ
dt
(t)− b(ϕ(t))‖2dt =
d∑
i=1
∫ 1
0
|
dϕi
dt
(t)− bi(ϕ(t))|
2dt
and
bi(ϕ(t)) = b
1
i (ϕ(t)), if ϕi(t) < 0,
bi(ϕ(t)) = b
2
i (ϕ(t)), if ϕi(t) > 0,
in these cases
|
dϕi
dt
(t)− bi(ϕ(t))|
2 = L˜i(ϕ(t),
dϕi
dt
(t)).
Moreover, on each interval [tk, tk+1) such that βi(k) = 0 we can show that
|
dϕi
dt
(t)− bi(ϕ(t))|
2 := |b1i (β(k))|
2 if b1i (β(k)) ≤ 0,
|
dϕi
dt
(t)− bi(ϕ(t))|
2 := |b2i (β(k))|
2 if b2i (β(k)) ≥ 0,
|
dϕi
dt
(t)− bi(ϕ(t))|
2 := 0, b2i (β(k)) < 0 < b
1
i (β(k)).
More precisely, if βi(k) = 0 then
|
dϕi
dt
(t)− bi(ϕ(t))|
2 = L0i (ϕ(t),
dϕi
dt
(t)).
Finally we have
∫ 1
0
‖
dϕ
dt
(t)− b(ϕ(t))‖2dt =
∫ 1
0
L˜(ϕ(t),
dϕ
dt
(t))dt
and then for all ϕ ∈ N0
lim sup
ε→0
Hε(x(0)) ≤ I
x(0)(ϕ) + h(ϕ).
To finish the proof of the large deviation’s lower bound we need the following lemmas. The
proof is the same as in Dupuis and Ellis book [13]. For the sake of completeness we will recall
the proof.
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Lemma 1. Let ψ ∈ C
x(0)([0, 1]) such that
∫ 1
0 L˜(ψ(t), ψ
′(t))dt < +∞. For each δ > 0, there
exist ϑ > 0 and ξ ∈ C
x(0)([0, 1]) with the following properties
sup
t∈[0,1]
|ξ(t)− ψ(t)| ≤ δ,
∫ 1
0
L˜(ξ(t),
dξ
dt
(t))dt ≤
∫ 1
0
L˜(ψ(t),
dψ
dt
(t))dt+ δ
and
sup
t∈[0,1]
‖
dξ
dt
(t)‖ ≤ ϑ.
Now we prove the following result.
proof. Let c, λ ∈ (0, 1). We define
Dλ = {t ∈ [0, 1] : ‖
dψ
dt
(t)‖ ≥
1
λ
},
Eλ = {t ∈ [0, 1] : ‖
dψ
dt
(t)‖ <
1
λ
}.
We construct the time-rescaling map Sλ : [0, 1]→ [0,+∞) as follows
Sλ(0) = 0,
dSλ
dt
(t) =
‖dψ
dt
(t)‖
c(1− λ)
if t ∈ Dλ,
dSλ
dt
(t) =
1
(1− λ)
, if t ∈ Eλ.
Clearly the map Sλ : [0, 1]→ [0, Sλ(1)] is one to one with Sλ(1) > 1. Its inverse Tλ : [0, Sλ(1)]→
[0, 1]. For s ∈ [0, Sλ(1)] we define
ξλ(s) = ψ(Tλ(s)).
On the one hand
‖
dξλ
dt
(t)‖ ≤ max(c(1− λ),
1
λ
).
On the other hand the hypothesis
∫ 1
0
L˜(ψ(t),
dψ
dt
(t))dt :=
d∑
i=1
∫ 1
0
L˜i(ψ(t),
dψi
dt
(t))dt < +∞
implies that for each i
∫ 1
0
|
dψi
dt
(t)− bηi (ψ(t))|dt < +∞,
for η = 1, 2. From the triangular inequality
∫ 1
0
|
dψi
dt
(t)|dt ≤
∫ 1
0
|
dψi
dt
(t)− bηi (ψ(t))|dt +
∫ 1
0
|bηi (ψ(t))|dt
14
we derive for each i that
∫ 1
0
‖
dψ
dt
(t)‖dt < +∞.
Now the rest of the proof is the same as in Dupuis et al. We prove
sup
t∈[0,1]
‖ξλ(t)− ψ(t)‖ → 0
and
∫ 1
0
L˜(ξλ(t),
dξλ
dt
(t))dt→
∫ 1
0
L˜(ψ(t),
dψ
dt
(t))dt
as λ→ 0, which achieves the proof of Lemma 1.
Lemma 2. Let ξ ∈ C
x(0)([0, 1]) such that
∫ 1
0 L˜(ξ(t),
dξ
dt
(t))dt < +∞ and
sup
t∈[0,1]
‖
dξ
dt
(t)‖ ≤ ϑ.
For any δ > 0 there exists σ > 0 and ϕσ ∈ N0 such that
sup
t∈[0,1]
|ξ(t)− ϕσ(t)| ≤ δ, and
∫ 1
0
L˜(ϕσ(t),
dϕσ
dt
(t))dt ≤
∫ 1
0
L˜(ξ(t),
dξ
dt
(t))dt+ 2δ
Proof.
We define for each i
G0i = {t ∈ [0, 1] : ξi(t) = 0},
G1i = {t ∈ [0, 1] : ξi(t) < 0},
G2i = {t ∈ [0, 1] : ξi(t) > 0}.
Following Dupuis et al. for all σ > 0 there exists B0i =
⋃Ji
j=1[cj(i), dj(i)] such that ξi(cj(i)) =
ξi(dj(i)) = 0 dj(i) − cj(i) ≤ σ, dj(i) ≤ cj+1(i). We suppose that c1(i) = 0 and dJi(i) = 1. We
choose finitely many numbers (ekj (i), k = 1, . . . ,Kj(i)) such that
dj(i) = e
1
j(i) < . . . < e
Kj(i)
j (i) = cj+1(i)
and
ek+1j (i)− e
k
j (i) < σ.
We define for each i the function ϕσi is piecewise linear interpolation of ξi with interpolation
points
{cj(i), dj(i), e
k
j (i) : j = 1, Ji, k = 1, . . . ,Kj(i)}.
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For each δ > 0 there exists σ1 > 0 such that for 0 ≤ σ ≤ σ1 implies that
sup
t∈[0,1]
|ξi(t)− ϕ
σ
i (t)| ≤ δ.
Clearly ϕσi (t) = 0 for all t ∈ [cj(i), dj(i)], and ϕ
σ
i (t) 6= 0 for all t ∈ [e
k
j (i), e
k+1
j (i)].
We define
aηj (i) =
∫ dj(i)
cj(i)
1Gηi
(t)dt,
βηj (i) =
1
aηj (i)
∫ dj(i)
cj(i)
dξi
ds
(s)1Gηi (s)ds.
Clearly ∑
η=0,1,2
aηj (i) = dj(i) − cj(i).
Since ξi(t) = 0 implies
dξi
dt
(t) = 0 a.s. then
β0j (i) = 0.
Since G1i , G
2
i are open, then it can be written as a countable union of open intervals at each
endpoint of which ξi = 0. Hence β
η
j (i) = 0 for η = 1, 2. It follows that
L1i (ξ(cj(i)), 0) ≥ L
0
i (ξ(cj(i)), 0),
L2i (ξ(cj(i)), 0) ≥ L
0
i (ξ(cj(i)), 0).
We have for each i, j that
∫ dj(i)
cj(i)
L˜i(ξ(t),
dξ
dt
(t))dt =
∑
η=0,1,2
∫ dj
cj
1Gηi
(t)Lηi (ξ(t),
dξi
dt
(t))dt.
From the continuity of Lηi and ξ and the fact that supt∈[0,1] ‖
dξ
dt
(t)‖ ≤ ϑ there exists σ2 ≤ σ1
such that σ ≤ σ2 implies
sup
t∈[0,1]
|Lηi (ξ(t),
dξi
dt
(t)) − Lηi (ξ(cj(i)),
dξi
dt
(t))| ≤ δ.
It follows that∫ dj(i)
cj(i)
1Gηi
(t)Lηi (ξ(t),
dξi
dt
(t))dt ≥
∫ dj(i)
cj(i)
1Gηi
(t)Lηi (ξ(cj(i),
dξi
dt
(t))dt− (dj(i)− cj(i))δ.
From the convexity of the function βi → L
η
i (x, βi) for each x fixed and for each η = 1, 2, we
have
1
aηj (i)
∫ dj(i)
cj(i)
1Gηi
(t)Lηi (ξ(cj(i),
dξi
dt
(t))dt ≥ Lηi (ξ(cj(i)), β
η
j (i)) = L
η
i (ξ(cj(i)), 0) ≥ L
0
i (ξ(cj(i)), 0).
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For η = 0, we have
∫ dj(i)
cj(i)
1G0i
(t)L0i (ξ(cj(i), 0)dt = a
0
j(i)L
0
i (ξ(cj(i), 0).
Finally, we have
∫ dj(i)
cj(i)
L˜i(ξ(t),
dξ
dt
(t))dt ≥ (dj(i)− cj(i))L
0
i (ξ(cj(i)), 0) − δ(dj(i)− cj(i)). (17)
Observe that
ξi(cj(i)) = ϕ
σ
i (cj(i)),
but there is no guaranty that
ξl(cj(i)) = ϕ
σ
l (cj(i))
for l 6= i. However there exist αl ≤ cj(i) ≤ βl such that
ξl(αl) = ϕ
σ
l (αl), ξl(βl) = ϕ
σ
l (βl)
βl − αl ≤ σ.
More precisely
αl = cjl(l), βl = djl(l)
for some jl or
αl = e
kl
jl
(l), βl = e
kl+1
jl
(l).
It follows that for small σ we have
ξl(cj(i)) ≈ ϕ
σ(cj(i)) ≈ ϕ
σ(t), ∀ t ∈ [cj(i), dj(i)].
Then for small σ we have
L0i (ξ(cj(i)), 0) ≥ L
0
i (ϕ
σ(t), 0) − δ, ∀ t ∈ [cj(i), dj(i)].
Now the inequality (17) becomes
∫ dj(i)
cj(i)
L˜i(ξ(t),
dξ
dt
(t))dt ≥
∫ dj(i)
cj(i)
L0i (ϕ
σ(t),
dϕσi
dt
(t))dt− 2δ(dj(i)− cj(i))
=
∫ dj(i)
cj(i)
L˜i(ϕ
σ(t),
dϕσi
dt
(t))dt − 2δ(dj(i)− cj(i)).
17
The same proof shows that
∫ ek+1j (i)
ekj (i)
L˜i(ξ(t),
dξ
dt
(t))dt ≥
∫ ek+1j
ekj (i)
L˜i(ϕ
σ(t),
dϕσi
dt
(t))dt− 2δ(ek+1j (i)− e
k
j (i)).
Finally
∫ 1
0
L˜(ξ(t),
dξ
dt
(t))dt =
d∑
i=1
∫ 1
0
L˜i(ξ(t),
dξ
dt
(t))dt
=
d∑
i=1
{
Ji∑
j=1
(
∫ dj(i)
cj(i)
L˜i(ξ(t),
dξ
dt
(t))dt+
Kj(i)∑
k=1
∫ ek+1
j
(i)
ekj (i)
L˜i(ξ(t),
dξ
dt
(t))dt)}
≥
∫ 1
0
L˜(ϕσ(t),
dϕσ
dt
(t))dt− 2δ.
Now back to the upper bound. Let τ > 0 and ψ ∈ C
x(0)([0, 1]) such that
I
x(0)(ψ) ≤ inf{Ix(0)(ϕ) : ϕ ∈ C([0, 1])} + τ,
and then
lim sup
ε→0
Hε(x(0)) ≤ inf{I
x(0)(ϕ) + h(ϕ) : ϕ ∈ C([0, 1])} + 2τ
for any τ > 0.
Finally we obtain for any continuous and bounded map h that
lim
ε→0
Hε(x(0)) = inf{I
x(0)(ϕ) + h(ϕ) : ϕ ∈ C([0, 1])}. (18)
7 Different large deviation formulation
In general, a family of probability measure (Pε, ε > 0) on a metric space (X,∆) satisfies the
large deviation principle (LDP) with the rate function I if the following conditions are satisfied :
a) I : X → [0,+∞) is lower semi-continuous,
b) For each r > 0, {x ∈ X; I(x) ≤ r} is precompact,
c) For any R > 0, there exists a compact set K such that for any δ > 0, we have for small ε,
P
ε(Bcδ(K)) ≤ exp(−
R2
ε2
),
d) limδ→0 lim infε→0 ε
2 ln{Pε(Bδ(x))} = limδ→0 lim supε→0 ε
2 ln{Pε(Bδ(x))} = −I(x).
Here Bδ(K) denotes the δ-neighborhoods of any compact set K, and B
c
δ(K) its complement.
Let Pε
x(0) be the probability distribution of x
ε (1) starting from x(0). It’s known that the
limit (18) is equivalent to say that the family (Pε
x(0) : ε > 0) satisfies the LDP with the rate
function I
x(0) (14). See [11] for a general theory of the large deviation principle.
18
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