変数変換に基づく転移学習 by 南 俊匠 & Shunya Minami
変数変換に基づく転移学習












‐ 変換に使用する関数 𝜙 と 𝜓が逆関数の関係にないケース
‐ 変換に使用する関数 𝜙や 𝜓 を機械学習のモデルとして推定するケース
問題設定と学習の方針
元タスク（ソースタスク）の事前学習モデル 𝑓𝑠(𝑥) と，目標タスク（ターゲットタスク）の 𝑛個のサンプル 𝑥𝑖 , 𝑦𝑖 𝑖=1
𝑛 を用いて， ターゲットモデル መ𝑓𝑡(𝑥)を学習する．
変数変換を用いた転移学習の方針
• ソースモデルの出力 𝑓𝑠(𝑥) とターゲットタスクの説明変数 𝑦 を使って，新しい変数 𝑧 = 𝜙(𝑦, 𝑓𝑠(𝑥))を作成し，それに対するモデル መ𝑓𝑤(𝑥)を訓練する．
• 訓練されたモデル መ𝑓𝑤(𝑥) とソースモデル 𝑓𝑠(𝑥)を使って，ターゲットモデル መ𝑓𝑡 𝑥 = 𝜓 መ𝑓𝑤 𝑥 , 𝑓𝑠(𝑥) を構築する．
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𝑓𝑤(𝑥)の推定にカーネルリッジ回帰を使用すると，いくつかの仮定の下で，汎化誤差についての以下の不等式が確率1 − 𝛿で成立する．
ただし，
























𝜃𝑠~𝒩 0, Τ1 40 , 𝜃𝑠~𝒩 0, Τ1 100 , 𝜖~𝒩 0, Τ1 100 , 𝑛 = 10, 𝑥 ∈ ℝ
100の下でデータを生成し，下記の関数の候補から，上記の基準に基づいて最適な関数を選択する．
Case2: 𝑔𝑡𝑟𝑢𝑒(𝑡) = Τ−2 𝑡
𝑓𝑠 𝑥 vs 𝑓𝑡(𝑥) 𝑔 𝑡 = 𝑡 𝑔 𝑡 = Τ1 𝑡 ( ) 𝑓𝑠 𝑥 vs 𝑓𝑡(𝑥) 𝑔 𝑡 = 𝑡 𝑔 𝑡 = log 𝑡 ( )
真の関数を同定 真の関数に類似した関数を選択
訓練データ
𝜓−1と𝜙の違いに関する項
ノイズの分散に
関する項
መ𝑓𝑤(𝑥)の予測誤差に関する項
