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Abstract: We construct an eective eld theory (EFT) description of the hard photon
spectrum for heavy WIMP annihilation. This facilitates precision predictions relevant for
line searches, and allows the incorporation of non-trivial energy resolution eects. Our
framework combines techniques from non-relativistic EFTs and soft-collinear eective the-
ory (SCET), as well as its multi-scale extensions that have been recently introduced for
studying jet substructure. We nd a number of interesting features, including the si-
multaneous presence of SCETI and SCETII modes, as well as collinear-soft modes at the
electroweak scale. We derive a factorization formula that enables both the resummation
of the leading large Sudakov double logarithms that appear in the perturbative spectrum,
and the inclusion of Sommerfeld enhancement eects. Consistency of this factorization is
demonstrated to leading logarithmic order through explicit calculation. Our nal result
contains both the exclusive and the inclusive limits, thereby providing a unifying description
of these two previously-considered approximations. We estimate the impact on experimen-
tal sensitivity, focusing for concreteness on an SU(2)W triplet fermion dark matter | the
pure wino | where the strongest constraints are due to a search for gamma-ray lines from
the Galactic Center. We nd numerically signicant corrections compared to previous re-
sults, thereby highlighting the importance of accounting for the photon spectrum when
interpreting data from current and future indirect detection experiments.
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1 Introduction
The discovery of the dark matter (DM) particle(s) is one of the central goals of the high
energy physics program. While the Weakly Interacting Massive Particle (WIMP) paradigm
with DM masses of order the electroweak scale  100 GeV has received the most attention,
it is also a reasonable possibility that the WIMP could be much heavier. The canonical
example is the neutral component of a new Majorana SU(2)W triplet fermion | this wino
DM will be the concrete example studied here, although many of the results presented
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below will hold for a wide class of heavy WIMPs. Assuming no other new states are present,
the wino mass is the only free parameter in this model. The wino is a prototypical heavy
WIMP: a calculation of the relic density for winos annihilating to electroweak gauge bosons
(including the impact of the charged wino states via the Sommerfeld enhancement [1{5])
yields a mass of around 3 TeV. The wino as DM is motivated both from a \complete"
theory perspective in the context of split supersymmetry [6{13], but it is also interesting
due to its economy, i.e., minimal DM [5, 14{17].
Multi-TeV WIMPs are unobservable at the LHC: 14 TeV projected limits on winos
are in the few hundred GeV range, and they will even be challenging to nd at a future
collider [18, 19]. Furthermore, the cross section at direct detection experiments suers an
accidental cancellation between the spin-0 and spin-2 contributions, yielding a rate that is
near the neutrino oor [20{22]. The one known channel that holds promise for detecting
multi-TeV winos is via astrophysical searches for their annihilation products. Annihilation
to photons could provide a very clean signal visible to ground-based air Cherenkov array
telescopes [5, 23, 24], and constraints from the observed ux of antiproton cosmic rays can
also be relevant, but require modeling of cosmic-ray propagation and backgrounds [25].
In particular, a search for line photons by the HESS experiment [26] provides a powerful
constraint for thermal winos with mass near 3 TeV, although this is subject to large un-
certainties from the unknown shape of the DM density prole in the inner Galaxy [23].
Furthermore, there are many upcoming experimental searches which could discover heavy
WIMPs via indirect detection of gamma rays, including new data from HESS [27, 28],
HAWC [29{31], CTA [32], VERITAS [33{35], and MAGIC [36, 37]. We would therefore
like to have reliable theoretical predictions for the particle physics contribution to the cross
section over a wide range of DM masses. One key feature of these ground-based experi-
ments is that their resolution for line searches is not particularly sharp, implying that nite
bin eects should be accounted for when making a precise prediction of the annihilation
cross section. A main goal of the present work is to address this.
It is by now well understood that the calculation of the annihilation rate is compli-
cated by the presence of multiple hierarchical scales, namely mW and M. For models
with M  mW , this separation of scales invalidates the standard perturbative expansion,
introducing a number of eects that must be treated to all orders, in particular Sommer-
feld enhancement, which resums terms of the form (WM=mW )
k [2, 3, 5, 38, 39], and
Sudakov double logarithms W log
2(M=mW ) [40{46]. These can be conveniently treated
using eective eld theory (EFT) techniques, which allow for a systematic expansion in
mW=M  1, and the identication of universal behavior in this limit. This has attracted
recent attention, resulting in calculations from dierent groups, with diering assumptions.
Two groups [42, 43, 46] resummed the logarithms that appear assuming the nal state was
specied as   or  Z (referred to here as exclusive), while [41, 44, 45] calculated a re-
summed cross section using the operator product expansion (OPE) and assuming a  +X
nal state (referred to here as inclusive). Due to these diering assumptions, distinct
conclusions were reached on the importance of the logarithmically enhanced terms.
In reality, the situation is more subtle and lies somewhere in between these two ex-
tremes. Due to the nite energy resolution of the detector, the state X recoiling against the
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detected photon, which we take to have energy E , is not forced to be a single electroweak
boson. However, X is constrained to lie near the light cone, namely it is a jet. In this
region it is well known that the standard OPE breaks down, and a more complicated fac-
torization, describing the dynamics of the radiation within the jet, is required. Explicitly,
this introduces another small parameter (1   z) 1, where
z =
E
M
2 [0; 1] ; (1.1)
controls the distance from the endpoint, thereby further complicating the perturbative
structure. In particular, large logarithms of (1   z) appear. We will refer to these as
endpoint logarithms since they become important as z ! 1. The importance of these
endpoint logarithms in the DM case was noticed in [45] where an attempt was made to
extend the OPE based expansion beyond its region of validity into the endpoint region.1
However, this framework did not provide a way to exponentiate these logarithms. Their
resummation is one of the goals of this paper.
In this paper we develop a comprehensive EFT framework to compute the photon
spectrum for annihilating (or decaying) DM. We use the soft-collinear eective theory
(SCET) [52{54], and its recent extensions developed for treating similar multi-scale prob-
lems in jet substructure, to factorize the dynamics at the scales mW (electroweak breaking
scale), M(1   z) (soft scale), M
p
1  z (jet scale), and M (hard scale). In order to
perform the resummation, we will need to refactorize the cross section using techniques
for multi-modal eld theories [55{59]. All large logarithms present in the cross section
are then captured by renormalization group evolution between the relevant scales. The
end result is a completely factorized description that allows for systematically improvable
calculations of the photon spectrum. In this paper we will use this framework to compute
the resummed spectrum for pure wino annihilation. The extension to Higgsinos and more
general representations will be left for future work.
An example of the result from our calculation is shown in gure 1. Here we have
plotted the cumulative spectrum,
(zcut) =
1Z
zcut
dz
d
dz
: (1.2)
A value of zcut = 0 corresponds to the fully inclusive case, and zcut = 1 to the fully exclusive
case. As a benchmark, we have taken the wino mass to be 3 TeV | a wider range of masses
are presented below in section 6. Here we see the impact of resumming the endpoint
logarithms: there is the known factor of 2:2 dierence between the exclusive and inclusive
calculations, and when we take zcut  0:8{0:9 (which is motivated by the HESS energy
resolution), we nd that the prediction falls almost half way between the inclusive and
exclusive limits. This demonstrates the importance of the study presented below.
1Similar eects have also been seen in xed order calculations of  ! W+W  in the WIMP DM
literature [47{51].
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Figure 1. The resummed cross section as a function of the experimental resolution parameter
zcut for a 3 TeV wino, showing the transition between the fully inclusive (zcut = 0) and the fully
exclusive (zcut = 1) cases. For zcut  0:8{0:9, as relevant for the HESS experiment, the prediction
is half way between the two limiting cases, emphasizing the importance of properly treating zcut.
An outline of this paper is as follows. In section 2 we carefully review the kinematics
of indirect detection, highlighting the dierent regions of the photon spectrum, the appro-
priate eld theoretic techniques that are required for their description, and the diering
approximations made in previous presentations. In section 3 we review the dierent eec-
tive theories that we will make use of in our analysis, namely non-relativistic DM eective
theory (NRDM) and SCET. In section 4 we present our factorization formula for the region
mW M(1  z)M. We describe in detail the multi-step matching procedure used in
its derivation, and the physical role of the dierent functions appearing in the factorization.
In section 5 we perform the LL resummation, and derive a compact analytic expression for
the resummed spectrum. In section 5.3 we show that our EFT reproduces the resummation
in both the OPE region, and the exclusive endpoint by taking appropriate limits, hence
tying together dierent results in the literature. In section 6 we present numerical results
for the case of wino DM, comparing with previous results obtained using the exclusive
and inclusive calculations, allowing us to demonstrate that properly accounting for the
nite resolution has a numerically signicant eect. In section 7 we estimate the impact
of our newly derived predictions on indirect detection constraints using a simplied mock
analysis of the HESS data. We conclude in section 8. Two appendices are provided: in
appendix A, we provide many technical aspects of the one-loop calculations presented in
the text, and appendix B demonstrates the minimal impact of photons from cascade decays
(e.g. !W+W  ! many s) on our mock reanalysis of the HESS data.
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Guide for the reader. We anticipate that our audience's interests span from the techni-
cal aspects of the EFT-based calculation to an interest in the implications for the indirect
detection experimental predictions. We therefore provide two road maps for navigating
this paper, depending on the expertise of the reader. For the EFT enthusiasts, the main
technical details of the factorization are presented in sections 3{5. While we have at-
tempted to make the presentation as self contained as possible, in particular by reviewing
the relevant technology, these sections necessarily assume a higher level of familiarity with
EFT techniques, and are as such more mathematically intensive. These sections provide
the details which yield the nal prediction, but can be skipped without aecting one's big
picture understanding of this work.
For the reader interested primarily in the results, and the resolution of previous dif-
fering approximations and conclusions in the literature, we recommend section 2.1 and
sections 6{7. Section 2.1 emphasizes the physical dierences between the dierent ap-
proximations previously made in the literature, and explains the necessity of pursuing our
approach to derive a complete understanding for the range of parameters of interest to
current and future experiments. The main results of our study are shown in graphical form
in section 6, where we highlight the numerical impact of the resummation of logarithms of
zcut, and compare with numerical results from previous approximations. This clearly illus-
trates the importance of properly including the nite resolution of the experiments. Finally,
the impact of our updated numerical results on DM exclusions are given in section 7.
2 Kinematics for heavy WIMP annihilation
In this section, we discuss in detail the kinematics of heavy DM decay or annihilation
to photons as relevant for indirect detection. We carefully analyze all relevant scales,
identifying regions where large ratios of scales exist, which will give rise to logarithms
that need to be resummed. This analysis will also make clear the dierences between the
previous studies in the literature. We will also highlight how collinear-soft modes appear in
the broken theory, highlighting the distinction with the case of the naively similar B ! Xs
that has been thoroughly treated in the literature (see e.g. [60{64]). The discussion of this
section is completely independent of the details of the DM, allowing us to simultaneously
consider decay and annihilation, and depends only on the kinematics of indirect detection.
2.1 Three eective eld theory regimes
We consider for concreteness the annihilation of two nearly stationary DM particles of mass
M decaying to  + X, where the  is assumed to be detected by the experiment. Here
X denotes all nal state radiation apart from the photon. The case of DM decay for a
particle of mass 2M is identical. We use a dimensionless variable z to characterize the
energy fraction of the photon
E = M z ; (2.1)
or equivalently,
m2X = 4M
2
(1  z) ; (2.2)
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(a) (b) (c)
Figure 2. (a) Fully exclusive production, which contributes only at the endpoint where z = 1.
Only virtual corrections are present. (b) Operator Product Expansion for  + X with mX  M.
Here the state X has a large invariant mass and can be integrated out. (c) The endpoint region,
mX  M. Here the measurement on the nal state X constrains it to have a small invariant
mass. This implies that X cannot be integrated out and must be treated as a dynamical object
in the EFT. In all cases, the dashed lines dressing the annihilating DM represent the Sommerfeld
enhancement.
where mX is the invariant mass of the nal state X. The result of the calculation will be a
dierential cross section as a function of z, which will be integrated from z = zcut ! 1. De-
pending on the value of zcut, a number of dierent eld theoretic descriptions are required:
2
 Exclusive nal state ((1   zcut) = 0) [42, 43, 46]: here the nal state is exactly
specied, either   or  Z, and we have zcut = 1. Electroweak Sudakov double
logarithms, log2(2M=mW ), appear in the perturbative expansion. See gure 2a.
 Inclusive nal state ((1   zcut)  1) [41, 44, 45]: here the nal state is  + X, and
the nal state X is fully inclusive. This implies that mX is large, such that the state
X can be integrated out using a local OPE [67]. See gure 2b.
 Endpoint region (0 < (1   zcut)  1): in this region, the invariant mass of the
nal state mX ! 0 and as such it cannot be integrated out using a local OPE.
The photon of interest is taken to lie along one lightcone. Then X consists of colli-
mated high energy radiation along an orthogonal light cone, with transverse spread
pT M
p
1  z, as well as isotropic soft radiation with E  M(1   z). The stan-
dard OPE approach is not sucient, and a more complicated factorization theorem
describing the dynamics of the soft and collinear radiation is required [68]. Deriving
an analogous factorization for the case of WIMP annihilation is one of the main re-
sults of this paper. In this region, Sudakov double logarithms, log2(1  z) appear in
addition to electroweak Sudakov double logarithms log2(2M=mW ). See gure 2c.
2At this level of discussion, namely the description of kinematics, the dierent regions are identical to
those for B ! Xs and related processes. In the B-physics literature, the endpoint region, which will be
the focus of this paper, is also referred to as the shape function region [60, 65, 66].
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We can now determine which of the above regions are most relevant to model the
input photon spectrum for a search for DM lines. In principle, if the energy resolution
of the detector is suciently precise, the appropriate cross section would only include the
exclusive nal state consisting of a photon and a single recoiling electroweak boson. In
this case, the kinematics dictate that this condition is equivalent to requiring z & 0:99
(0:9999) for M  500 GeV (10 TeV). The corresponding energy resolution is well beyond
the capabilities of existing detectors. For example, translating the Gaussian width of the
resolution quoted in the HESS line search [28] to a hard cut, would naively imply that zcut
varies from 0.83 to 0.89 as M goes from 500 GeV to 10 TeV. This range additionally implies
that we are outside the inclusive region, such that factors of log2(1   z) are potentially
large and resummation should be performed. We conclude then that the theory which
best describes the line observations made by air Cherenkov telescopes has a state X that is
recoiling against the photon with mX M, i.e., the endpoint region EFT. The theoretical
descriptions of the matching to the exclusive region, as well as the OPE region, are also
important for a complete description of the spectrum. We will see that these limits arise
naturally from our endpoint EFT.
2.2 Kinematics of the endpoint region
Having determined that experimental considerations drive us to focus on the endpoint re-
gion, next we describe the relevant kinematics. This will expose the corresponding modes
that will be required to construct the EFT description. These modes are shown schemat-
ically in gure 3, along with their virtualities and rapidities. Our goal in this section is
twofold. First, this discussion will motivate the EFTs introduced in section 3. Second, it
will allow us to provide context and highlight the new features of the factorization needed
here in a physical manner, motivating the technical discussion of section 4. The later
sections will then provide a comprehensive mathematical treatment, to complement the
simple picture that follows from kinematic arguments.
We begin with the kinematics of the initial state, namely the annihilating DM. The DM
in the halo has a typical velocity v  10 3, so a non-relativistic description is appropriate.
The DM will be modeled as heavy sources (in analogy with heavy quark EFT or non-
relativistic QCD) emitting ultra-soft radiation, as shown in gure 3a. There is one well
known complication in the heavy mass limit. Winos carry electroweak charge such that
the Sommerfeld enhancement due to the exchange of electroweak gauge bosons must be
included. This can be appropriately accounted for in the non-relativistic DM (NRDM)
EFT by including the relevant potentials, see section 3.1. A feature of the NRDM EFT is
that it allows a factorization of the Sudakov corrections from the Sommerfeld eects.
The nal state is more complicated, and a full characterization will require a multi-
modal EFT. Recapping the discussion above, as zcut ! 1 the nal state consists of both a
jet of collimated energetic particles and wide angle low energy radiation. As is well known,
this can be captured by SCET. However, due to the multi-scale nature of the problem, we
will show that additional modes, illustrated in gure 3, will be required to fully factorize
all the logarithms. The origin of the multi-modal structure, and its complexity compared
to that seen in previous approaches to heavy WIMP annihilation, can be understood from
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Figure 3. (a) A schematic depiction of the relevant modes in the eective theory for DM an-
nihilation near the endpoint. Modes which are sensitive to the mass of the electroweak bosons
(broken theory) are in zig-zag, while those that behave as eectively massless (unbroken theory)
are curvy. (b) Rapidities and virtualities of the modes describing the nal state. The complicated
modal structure of the EFT is driven by the simultaneous presence of the scales M, and mW , as
well as the constraint on the mass of the nal state.
kinematic arguments. Specically, logarithms appear due to two types of phase space
restrictions:
 Kinematic restrictions on nal states of massless particles:3 These include kinematic
restrictions via event shape observables, such as thrust, or restrictions from kinemat-
ics that force one into an endpoint region, as in B ! Xs, and have been discussed
above. EFT descriptions in these cases typically involve three scales: the hard scale,
which in our case will be M; the scale of the transverse momenta of particles in
the jet (whose modes are called collinear), namely M
p
1  z; and the energy scale
of soft radiation, namely M(1   z). This class of problems is well understood and
can be treated using SCETI, discussed in section 3.2. The radiation in the nal state
is factorized into energetic modes, referred to as collinear (c), which comprise the
dynamics of the jet, and wide angle low energy radiation, referred to as ultrasoft
(us). Decomposed into light cone coordinates (n  p; n  p; p?) (see eq. (3.7)), along
the direction of the jet, these modes have momentum scaling as4
pc M
 
1; 2; 

; pus M
 
2; 2; 2

;  =
p
1  z : (2.3)
3Here we mean massless in perturbation theory, as relevant for scales appearing in logarithms in the weak
coupling expansion. Other mass scales can appear non-perturbatively, for example, hadron mass eects in
QCD event shapes have been studied in [69, 70].
4Note that here and throughout the text, when we describe the scaling of modes we indicate only the
parametric scaling as a function of the relevant scales in the problem, namely M, mW , and 1   z. Any
O(1) numerical factors do not modify this scaling, and are therefore neglected.
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 Exclusive nal states of massive particles: these include the classic massive Sudakov
form factor [71], and more recently, exclusive electroweak production [72{77], and
the exclusive approximation for DM annihilation discussed above [42, 43, 46]. Here
there are two relevant mass scales, namely the hard (h) scale M, and the scale of the
massive boson, mW . Problems of this type can be treated using an SCETII theory,
discussed in section 3.2. The relevant modes in the eective theory are collinear (c)
and soft (s) modes. Decomposed into light cone coordinates (see eq. (3.7)), along the
direction of the jet, these modes have momentum scaling as
pc M
 
1; 2; 

; ps M
 
; ; 

;  =
mW
M
: (2.4)
Note the distinction in scaling between the ultrasoft and soft modes. While in this
case the collinear and soft modes are at the same virtuality p2  M22, they are
separated in rapidity.5 This explains the appearance of the rapidity axis in gure 3b.
The annihilation of WIMP DM in the endpoint region is a more complicated problem,
since it involves the physics of both types of restrictions. There is both a constraint on the
nal state radiation, as well as the presence of the mass scale of the electroweak bosons
and the measurement of just the photon state from among the SU(2)  U(1) gauge bosons.
Indeed, we will nd that all the scales (in both rapidity and virtuality) present in both
individual cases will appear. This is illustrated in gure 3b, which shows the modes that
live at each of these mass and rapidity scales. We will show how to factorize the dynamics
at each of these scales when large hierarchies are present, thereby facilitating resummation.
The nal form involves a component where the gauge boson can be treated as massless, so
that the scale is set by the nal state kinematic restriction, and a component where the
relevant scale is mW . For example, the description of the nal state jet will be split into a
massless jet function, described using standard techniques in SCETI, as well as a function
describing the dynamics at the scale mW , using SCETII.
In addition to these SCETI and SCETII ingredients, we will show that an extra mode
is required to achieve the fully factorized result. This mode has a virtuality 2  m2W ,
but it has a large momentum component along the direction of the recoiling photon of size
M(1  z) (the momentum scale of the soft function):
pcs M(1  z)
 
2; 1; 

;  =
mW
M(1  z) : (2.5)
In the case that both M(1  z)M and mW=(M(1  z)) 1, these modes are neither
(ultra)soft, or collinear, i.e., they do not appear in either SCETI or SCETII EFTs, but
are instead an example of collinear-soft modes, see section 3.2. Our factorization formula
allows for the separate treatment of these collinear-soft modes, which allows us to resum
all large logarithms, but also ensures continuity of the cross section as we move away from
the endpoint region, where these modes are no longer distinguishable from the standard
5We will typically use a dimensionful rapidity, , as in gure 3b. This should be thought of in anal-
ogy with the dimensional regularization scale, , and is introduced in section 3.2 where we discuss the
regularization of rapidity singularities.
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soft modes. It is the simultaneous presence of the scales M(1  z) and mW that gives rise
to the presence of these collinear-soft modes | they would not appear if only a subset of
the scales were present.6 The structure of the results presented below shares similarities
with the factorization formulae for jet substructure observables, where a measurement in
addition to the mass has been performed [55{59, 78{80].
The complete description of the nal state therefore combines the SCETI collinear
and ultrasoft modes with the SCETII soft and collinear modes in the direction of the jet,
along with the collinear-soft modes describing additional radiation along the direction of
the photon. Each of these will yield distinct functions in our factorization formula eq. (4.1),
implying that each of these functions has a clear physical origin in terms of the scales of
the problem. This seemingly complicated description is in fact a signicant simplication,
since the description of the dynamics at any one of these scales has been reduced to its
elemental form. In the next section, we will introduce the EFT ingredients, and in section 4
we give the technical details of the factorization.
3 Review of relevant eective eld theories
In this section we briey review the dierent EFTs that we will use, primarily to establish
our notation. Our use of non-relativistic (NR) eld theories will be standard in the context
of QCD [81{83] (for reviews, see [84{86]), and will focus on aspects relevant for annihilating
DM (for applications of NRDM EFT to the scattering of DM with nucleon targets, see [20,
21, 87, 88]). As we review SCET, we will highlight necessary extensions that are perhaps
less familiar.
3.1 Non-relativistic dark matter eective theory
In the NRDM EFT, large uctuations of the DM eld  about a particular velocity v are
integrated out. The non-relativistic DM is described by a eld v with a label velocity v,
just as in heavy quark EFT [89, 90]. Here v is a dimensionless four vector describing the
velocity of the DM, which for concreteness we will take to be v = (1; 0; 0; 0). The freedom
in the choice of v is represented in the EFT as a symmetry known as reparametrization
invariance [91, 92]. The dynamics of v describe the residual uctuations of the heavy
state, as in non-relativistic QCD. The EFT captures the interactions of the non-relativistic
particles whose momenta p = (E; ~p ) scale as soft (Mv;Mv), ultrasoft (Mv
2;Mv
2),
and potential (Mv
2;Mv). The ultrasoft modes describe radiation, while the soft modes
give rise to the running of potentials.
The leading power interactions of the heavy DM particle(s) with the ultrasoft radiation
can be eliminated using a eld redenition 
(r)
v ! S(r)v (r)v [41{46], where
S(r)v (x) = P exp
24ig 0Z
 1
ds v Aaus(x+ sv)T a(r)
35 ; (3.1)
6Here we have argued for the existence of collinear-soft modes based only on kinematics. The fact that
these modes are actually required is also related to the fact that there are external states with electroweak
charges, as will be discussed in section 4.2.
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where P denotes path ordering, g is the relevant gauge coupling, and T a(r) is the generator
for the DM representation r. Furthermore, soft radiation is not required at the order
to which we work. This implies that all dynamical radiation in NRDM is completely
captured by Wilson lines along the directions of the heavy particles, greatly simplifying
the eld theory treatment.
After decoupling the soft radiation, the leading power Lagrangian is given by
L(0)NRDM = yv
 
i v  @ +
~r2
2M
!
v + V^
h
v; 
y
v
i
(mW;Z); (3.2)
which describes the interactions of the heavy particles as the sum of a kinetic and potential
term. The potential V^ describes potential exchanges of the W;Z; , and its explicit form
can be found in ref. [4]. Note that going to higher orders and powers is well understood
in the context of NRQCD (see e.g. refs. [93, 94]). The dynamics of the heavy particles are
governed by low energy matrix elements evaluated with the above Lagrangian. Since this
is a non-relativistic description, the number of heavy particles is xed, and there exists
an associated Schrodinger equation. These low energy matrix elements give rise to the
Sommerfeld enhancement, which must be included when computing the DM cross section.
We will therefore briey review the structure of the low energy matrix elements and the
Sommerfeld factors.
3.1.1 Sommerfeld factors
Since we have chosen to work with pure wino DM, the model includes a Majorana fermion
DM candidate 0, and an electrically charged fermion . For the calculation of the
Sommerfeld factors, we include a mass splitting, that is neglected when performing the
Sudakov resummation. Including this splitting is important as it plays a role in determining
the positions of the Sommerfeld resonances. For winos, electroweak corrections yield a mass
splitting  M  M0 ' 164:4 MeV [95].
In our formalism, the Sommerfeld enhancement will be captured by low energy matrix
elements of the heavy annihilating particles. As discussed in section 4 where we derive the
factorization formula, the following matrix elements appear
F a
0b0ab =
D 
00

S
 a0Tv i2 b0v y0ED0 aTv i2 bv 00SE ; (3.3)
where T denotes transpose, 2 is the second Pauli matrix, and the external state is given
by the S-wave combination (00)S . Here the color indices a; b; a
0; b0 = 1; 2; 3, and we have
the usual relations 0 = 3 and  = (1  i2)=p2. In terms of the charge eigenstates,
we will nd that the relevant components of F a
0b0ab areD
0
3Tv i2 3v  00SE = 4p2M s00 ; (3.4)D
0
+Tv i2  v  00SE = 4M s0 ;
where the Sommerfeld enhancement is captured by the factors s00 and s0, which must
be evaluated non-perturbatively. In practice we do this by numerically solving the asso-
ciated Schrodinger equation. We summarize some of the most important aspects here; a
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detailed discussion can be found in appendix A of [23]. For other detailed studies of both
phenomenological and formal aspects of Sommerfeld enhancement, we refer the reader to
refs. [96{100].
The rst step in solving for the Sommerfeld factors is to compute a wavefunction
 
 i

j
,
where the index i labels the asymptotic state and j is the component index for the resulting
solution, and the indices i; j = 1; 2 refer to the (00); (+ ) states respectively. A discussion
of the relevant boundary conditions can be found in ref. [23]. Once the solutions  have
been obtained, the Sommerfeld enhancement matrix is
sij =
 
 i(1)
j
: (3.5)
In practice, one must choose a velocity when computing sij . As is well known, the Som-
merfeld enhancement saturates at low velocities, and we have checked that this occurs
for the range relevant for DM annihilations, i.e., v . 10 3, for the wino mass range of
interest. Therefore, we can neglect any velocity prole dependence, and treat all velocity
dependence as constant for the parameter range of interest.
Once we know sij , using eq. (3.4) we can then determine the relevant components of
F a
0b0ab given in eq. (3.3). From this point, the annihilation cross section can be computed as
 =
X
a0b0ab
F a
0b0ab ^a
0b0ab(zcut) ; (3.6)
where ^a
0b0ab(zcut) denotes the resummed perturbative cross section as a function of zcut,
whose computation is the subject of this paper (see eq. (4.1) below).
As a nal comment, we note that we have glossed over the fact that we will be working
in a theory with a spontaneously broken gauge symmetry, as opposed to standard NRQCD.
There will several manifestations of this fact. First, and most trivially, it impacts the
Sommerfeld enhancement calculation, as well as the color algebra, due to the identication
of a color index for the external photon. More non-trivially, a signicant portion of this
paper (see in particular section 4) will relate to the refactorization of the function describing
wide angle soft radiation, including that from the incoming DM particles. This is required,
since mW introduces another scale for the soft radiation in addition to that imposed by the
nal state measurement.
3.2 Soft-collinear eective theory
Soft-Collinear Eective Theory (SCET) [52{54] will provide the framework for describing
radiation in the nal state. SCET describes the dynamics of soft and collinear radiation in
the presence of a hard scattering. While originally developed for applications to QCD with
massless gauge bosons, the formalism was extended to the electroweak sector with massive
gauge bosons in [72{74]. In what follows, we will provide a brief review of the features of
SCET that will be used for our heavy DM annihilation process (along with a few more
general comments).
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3.2.1 Modes, elds, and Wilson lines
SCET is a theory of both soft and collinear particles. Collinear particles have a large mo-
mentum along a particular light-like direction, while soft particles have a small momentum,
and no preferred direction. For each relevant light-like direction, we dene two reference
vectors n and n such that n2 = n2 = 0 and nn = 2. The typical choice of n = (1; 0; 0; 1)
and n = (1; 0; 0; 1) will be used below. The freedom in the choice of n, as in the case
of v for non-relativistic EFTs, is represented in the EFT through a reparameterization
invariance [101, 102]. Any four-momentum p can be decomposed with respect to n as
p = np n

2
+ np n

2
+ p? : (3.7)
The SCET expansion is dened by a formal power counting parameter  1, which is
determined by the measurements or kinematic restrictions imposed on the radiation. Then
the momenta for the dierent particles in the EFT scale as
Collinear :
 
np; np; p?
  Q  2; 1;  ;
Soft :
 
np; np; p?
  Q  ; ;  ; (3.8)
Ultrasoft :
 
np; np; p?
  Q  2; 2; 2 ;
where Q is a typical scale of the hard interaction. A theory with collinear and ultrasoft
modes is typically referred to as SCETI, while that with collinear and soft modes is referred
to as SCETII [103].
7
In order to expand the full theory elds around a particular direction, the momenta
are decomposed into label ~p and residual k components
p = ~p + k = n~p n

2
+ ~p? + k
 : (3.9)
Then for a collinear particle, n  ~p  Q and ~p?  Q, while k  2Q describes small
uctuations about the label momentum. EFT modes with momenta of denite scaling
are obtained by performing a multipole expansion of the full theory elds. SCET involves
independent gauge bosons8 for each collinear direction An;~p(x), which are labeled by their
collinear direction n and their large label momentum ~p, as well as (ultra)soft gauge boson
elds A(u)s(x). Independent gauge symmetries are enforced for each set of elds. Overlap
between dierent regions is removed by the zero-bin procedure [106]. This ensures that
there is no double counting of momentum regions.
The leading power SCET Lagrangian takes the form
LSCET = Lhard + Ldyn = L(0)hard + L(0) + L(0)G : (3.10)
Here L(0)hard contains the hard scattering operators and is determined by an explicit matching
calculation. The Lagrangian L(0) describes the universal leading power dynamics of the
7In the presence of Glauber modes, soft modes are always required to run the Glauber potentials [104,
105]. Whether or not ultrasoft modes are required depends on the physical observable in question.
8The standard formalism also incorporates collinear scalars and fermions as well. These are not required
for the calculation presented here, so we will not discuss them.
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soft and collinear modes and can be found in refs. [52{54]. Finally, L(0)G is the leading
power Glauber Lagrangian [104], which describes the leading power coupling of soft and
collinear degrees of freedom through potential operators. We will not need to consider it
in this paper.
Hard scattering operators involving collinear elds are constructed out of products
of collinear gauge invariant elds [52, 53]. The gauge invariant gauge boson operator is
given by
Bn?(x) =
1
g
h
W yn(x) iD

n?Wn(x)
i
: (3.11)
Here Dn? is the collinear gauge covariant derivative, and Wn is a collinear Wilson line9
Wn(x) =
" X
perms
exp

  g
n  P n An(x)
#
; (3.12)
where P is an operator that returns the label momentum. The collinear Wilson line,
Wn(x), is localized with respect to the residual position x so that Bn?(x) can be treated as
local gauge boson elds from the perspective of the ultrasoft degrees of freedom. For the
leading power calculation presented here, ultrasoft and soft elds will not appear explicitly
in our hard scattering operators, other than through Wilson lines via the eld redenition
Ban? ! Y abn Bbn? ; (3.13)
which is performed in each collinear sector. For a general representation, r, the ultrasoft
Wilson line is dened by10
Y (r)n (x) = P exp
24ig 0Z
 1
ds n Aaus(x+ sn)T a(r)
35 ; (3.14)
where as before P denotes path ordering. This so-called BPS eld redenition has the
eect of decoupling ultrasoft and collinear degrees of freedom at leading power [111]. We
will also need soft Wilson lines,
S(r)n (x) = P exp
24ig 0Z
 1
ds n Aas(x+ sn)T a(r)
35 : (3.15)
9Note that when the label momentum is large compared to the virtuality of the EFT modes, it is
convenient to use a mixed position/momentum space representation space Wilson line, where the label is
in momentum space and the residual uctuations are in position space. Otherwise, Wilson lines will be
written in position space, e.g. eq. (3.1). It is also possible to formulate SCET entirely in position space, see
e.g. refs. [107, 108], although we will not use the position space formalism here.
10Here we give the explicit result for an incoming Wilson line. Depending on whether particles are
incoming our outgoing, dierent Wilson lines must be used. When done correctly, the BPS eld redenition
accounts for the full path of the particles [109, 110].
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Finally, the refactorization of the soft sector (see section 4.2.3 below) will require the
inclusion of collinear-soft modes from SCET+ [55{59]. Collinear-soft modes have both a
collinear and soft scaling
pcs  Q ~
 
2; 1; 

; (3.16)
where  and ~ are distinct power counting parameters. Such modes rst appeared in
calculations of jet substructure when multiple simultaneous measurements are made on a
jet [55{59]. This introduces additional scales, implying the need for both  and ~. For
contrast, the measurement of a single observable, such as the mass of a jet, only introduces
a single scale; the mass can either x the angular spread of the mode, resulting in a
collinear mode, or it can x the energy of the mode, resulting in soft or ultrasoft modes,
but it cannot x both, as required for collinear-soft modes. In our case, the collinear-soft
modes will arise due to the presence of both the mass scale of the nal state mX , and the
mass scale of electroweak symmetry breaking mW . Our study provides a new application
of collinear-soft modes.
Since the collinear-soft modes arise from a refactorization of the soft sector, they couple
eikonally and their interactions can be absorbed using additional Wilson lines dened as
X(r)n (x) = P exp
24ig 0Z
 1
ds n Aacs(x+ sn)T a(r)
35 ; (3.17)
and
V (r)n (x) = P exp
24ig 0Z
 1
ds n Aacs(x+ sn)T a(r)
35 : (3.18)
This notation is chosen to reect that the X Wilson lines will arise from a BPS eld
redenition, similar to the Y Wilson lines in SCETI (and X precedes Y in the alphabet),
and the V Wilson lines are generated by integrating out interactions with particles in the n
direction, similar to the W Wilson lines that accompany the collinear elds (and V precedes
W in the alphabet). As with (ultra) soft elds, at the order to which we work, collinear-
soft elds will appear only in Wilson lines. For example, they will arise from the BPS eld
redenition, which allows the all orders decoupling of interactions between collinear-soft
and collinear particles. This is identical to the transformation in eq. (3.13) but with a
collinear-soft Wilson line. For a more detailed discussion of the BPS eld redenition for
collinear-soft elds, see [55].
3.2.2 Renormalization group evolution
SCET allows for the resummation of large logarithms through the renormalization group
(RG) evolution of matrix elements of collinear, (ultra)soft, collinear-soft elds. Since we
will use both SCETI and SCETII, this RG evolution can be either in virtuality, , or
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rapidity,  [112{114]. We use the regulator of [113, 114], modifying the Wilson lines as
Sn(x) =
" X
perms
exp
 
  g
n  P
! j2Pzj =2
 =2
n As(x)
!#
; (3.19)
Wn(x) =
" X
perms
exp
 
  g
n  P
!2 jn  Pj =2
 =2
n An(x)
!#
: (3.20)
Here  is a rapidity scale, analogous to  in dimensional regularization,  is the regulating
parameter, and Pz returns the z-component of the label momentum. This allows us to
dene a dimensional regularization-like RG in terms of . Here ! is a formal bookkeeping
parameter which satises

@
@
!2() =   !2() ; lim
!0
!() = 1 : (3.21)
For convenience, we set ! = 1 throughout our calculations since it can be trivially re-
stored. Rapidity divergences for the collinear-soft modes will also be regulated with the
appropriately modied versions of eqs. (3.19) and (3.20).
In our factorization, we will encounter functions that satisfy both multiplicative and
convolutional renormalization group equations. For a function F (; ) which is renormal-
ized by a multiplicative factor ZF (; ), we have
F bare = ZF (; )F (; ) ; (3.22)
from which we derive the RG equations
d
d log 
F (; ) = F (; )F (; ) ;
d
d log 
F (; ) = F (; )F (; ) ; (3.23)
with
F (; ) =  
1
ZF (; )
d
d log 
ZF (; ) ; 

F (; ) =  
1
ZF (; )
d
d log 
ZF (; ) : (3.24)
Convolutional renormalization in a variable  takes the form
F bare() =
Z
d 0ZF (    0;; )F ( 0;; ) ; (3.25)
giving rise to the RG equations
d
d log 
F ( ;; ) =
Z
d 0 F (    0;; )F ( 0;; ) ; (3.26)
d
d log 
F ( ;; ) =
Z
d 0 F (    0;; )F ( 0;; ) ; (3.27)
where the anomalous dimensions are given by
F ( ;; ) =  
Z
d 0 Z 1F (    0;; )
d
d log 
ZF (
0;; ) ; (3.28)
F ( ;; ) =  
Z
d 0 Z 1F (    0;; )
d
d log 
ZF (
0;; ) : (3.29)
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Convolutional RG equations are most easily treated in a conjugate space (we will use
Laplace space below), in which they are multiplicative.
The RG evolution can be used to run functions from their natural scale, where all
large logarithms are minimized, to an arbitrary scale. The independence of the RG path
is guaranteed by the fact that the anomalous dimensions sum to zero, schematicallyX
F
F = 0 ;
X
F
F = 0 ; (3.30)
where the sum is over the functions F that appear in the factorization formula, along with
the fact that evolution in  and  commutes:
d
d log 
;
d
d log 

= 0 : (3.31)
The consistency of the anomalous dimensions will provide a strong check on our calculation.
We will use the path independence to choose a particularly simple path to resum all large
logarithms in the EFT, see gure 6 below.
4 Factorization formula for the endpoint region
In this section, we present the factorization formula for the endpoint region of heavy WIMP
annihilation | this is one of the main results of this paper. We focus here on the short-
distance component of the cross section, denoted ^(zcut) in eq. (3.6). As discussed below,
the long-distance contributions, i.e., the Sommerfeld enhancement, also arise naturally
from the factorization of the matrix elements presented in this section; we refer the reader
to section 3.1.1 for the details of how these factors are (numerically) computed.
In section 4.1, we present the factorization formula, and discuss each of its components
in turn. This section is aimed at readers without a technical EFT background, and as such
emphasizes the physical content of each ingredient. In section 4.2, we provide the technical
discussion of the multi-stage matching used to derive the factorization formula, emphasizing
the operator denitions for the functions and key aspects of the refactorization. Tree level
and one-loop results for all functions in both the intermediate and nal EFT, as well as
details of the calculations can be found in appendix A.
4.1 Factorization overview
The main result of this section is a factorization formula for the photon spectrum in the
endpoint region. We nd that the dierential cross section for the heavy WIMP annihilation
!  +X factorizes in the limit that z ! 1 as
d^LL
dz
H(M; ) J(mW ; ; ) Jn(mW ; ; )S(mW ; ; )
HJn(M; 1  z; )
HS(M; 1  z; )
 CS(M; 1  z;mW ; ; ) ; (4.1)
where z is dened in eq. (2.1), and we use
 to denote a convolution between the functions in
the second line, as explained in detail below. Here ^ denotes the short-distance component
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Figure 4. A schematic of the multistage matching procedure used to derive the factorization
formula for heavy WIMP annihilation in the endpoint region. The jet and soft functions appearing
in the rst stage of matching are refactorized into components that depend either on mW , or on
the phase space restriction implemented by z.
of the cross section in eq. (3.6) with suppressed initial/nal state indices. The indices
are to be contracted with the matrix element F a
0b0ab in eq. (3.3). This function also
arises naturally when considering the factorization of the cross section, but to keep our
discussion focused on the Sudakov factors, we will not consider F a
0b0ab in this section.
When we present the nal cross section results in section 5.2, F a
0b0ab will be included.
The LL superscript indicates that this factorization as written is only true for the leading
logarithmic contributions. Beyond this order additional functions are required, as will be
described in this section.
The iterative matching procedure used to derive this result is shown schematically in
gure 4. In the rst stage, we match onto a standard SCET theory, leading to the standard
factorization into functions that describe the underlying hard scattering (H), the collinear
radiation along the jet (J 0n) and photon (J) directions, and soft radiation (S0). In the
second stage, we match onto a (electroweak symmetry breaking) theory with massive soft
and collinear modes. In particular, this manifests as a refactorization of the soft function
S0 into the functions HS , S and CS , and of the jet function J 0n into the functions HJn and
Jn | these additional functions are described below.
The nal EFT description consists of a collection of independent sectors, each corre-
sponding to the functions appearing in the factorization formula eq. (4.1). The procedure
for factorizing the full cross section into these functions is illustrated in gure 4. The
interpretation of each of the functions is discussed in the following, which is organized by
the characteristic scale  for these sectors. In particular, we separate it into two classes of
functions, namely those that depend on mW , and those that do not.
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The rst class of functions depend on scales far above the electroweak scale,  mW ,
and are thus independent of electroweak symmetry breaking eects.
 H(M; ) describes the underlying hard scattering process of  !  ;  Z, and
includes contributions from modes with virtuality  M.
 HJn(M; 1  z; ) describes collinear radiation along the jet direction with virtuality
 M
p
1  z such that it contributes to the nal state mass.
 HS(M; 1   z; ) describes soft wide-angle radiation with virtuality   M(1   z)
such that it contributes to the nal state mass.
The second class of functions encode electroweak symmetry breaking eects, and have
  mW , so that the gauge elds are treated as massive. Additionally, these functions all
depend on a rapidity renormalization scale .
 J(mW ; ; ) describes the nal state photon, and results purely from modes with
energy E and virtuality   mW . This function receives only virtual corrections,
since the nal state is exactly specied.
 S(mW ; ; ) describes homogenous soft radiation with virtuality   mW such that
it does not contribute to the nal state mass.
 CS(M; 1  z;mW ; ; ) describes radiation that is simultaneously soft and collinear
to the photon direction. The momentum for this radiation has collinear scaling,
virtuality   mW , and contributes to the nal state mass.
 Jn(mW ; ; ) describes collinear radiation along the jet direction with virtuality  
mW such that it does not contribute to the nal state mass.
This full factorization simultaneously involves functions from NRDM, SCETI, SCETII, and
SCET+, and resummation requires RG evolution in both virtuality and rapidity.
For the analysis here, we will be interested in resumming only the leading logs (LL).
Our approach to the factorization persists at higher logarithmic order. However, as written,
the refactorization of the soft function S0 is only valid at LL order. The origin of this eect,
as well as the mechanism for disentangling these scales, is akin to the case of non-global
logarithms (NGLs), and is discussed in section 4.2.3.
While we will present the factorization formula using the concrete example of an
SU(2)W triplet of Majorana fermions, this choice merely aects the particular spin and
charge structure of the operators involved, and as such the main features of the factoriza-
tion and the relevant modes are universal. The same factorization will also apply, e.g. to
the annihilation of heavy SU(2)W doublets or the decay of a heavy dark bound state [115].
Furthermore, some of the structure is generic to situations where event shape observables
are measured on jets of massive radiation, and thus variants of eq. (4.1) may nd applica-
tions for future high energy colliders [116, 117].
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4.2 Multi-stage matching
In this section, we discuss the derivation of the factorization formula given in eq. (4.1). In
section 4.2.1 we present the rst stage of matching, including the structure of the hard scat-
tering operators, the factorization of the Hilbert space and measurement function for soft
and collinear modes, and the matrix element denitions of the functions. In section 4.2.2
and section 4.2.3 we present the details for the second stage of matching, namely the refac-
torization of the collinear and soft sectors. For the soft sector, we give a detailed discussion
of the relevant soft and colinear-soft modes.
4.2.1 Soft-collinear factorization
We begin by determining the hard scattering Lagrangian in SCET, denoted by Lhard in
eq. (3.10). This is done through matching the full theory consisting of the Standard Model
and an SU(2)W triplet of Majorana fermions onto SCET, and is identical to the fully
exclusive case [42, 43, 46]. The Lagrangian describing the hard scattering is
L(0)hard =
2X
r=1
Cr(M; )Or
=
2X
r=1
Cr(M; )

aTv i2 
b
v

Y abcdr Bicn? Bjdn?

i ijk(n  n)k ; (4.2)
with the Wilson line structures
Y abcd1 = 
ab

Y cen Y
de
n

; Y abcd2 =

Y aev Y
ce
n

Y bfv Y
df
n

; (4.3)
obtained through the BPS eld redenition. The Wilson coecients Cr are IR nite, and
independent of the scale mW . Performing a tree-level matching at the scale  M, we nd
C1() =  C2() =   W ()
M
: (4.4)
The Cr() encode the underlying hard scattering process and determine the hard function
H(M; ) appearing in our factorization formula, as will be dened in eq. (4.9). Together
with Ldyn in eq. (3.10), the hard scattering operators in eq. (4.2) describe the annihilation
at scales  .M.
The factorization formula for the cross section for ! +X depends on the squared
matrix elements of these hard scattering operators. For contrast, in the exclusive case there
are only virtual contributions, and thus the factorization can be done at the level of the
amplitude [42, 43, 46]. In the present analysis, there are both real and virtual contributions
that are sensitive to mW as well as the scales imposed by the endpoint restrictions though z.
These low-energy dynamics are not yet factorized at this stage.
First, we consider the factorization of the Hilbert space for the nal state jXi. Since
the soft and collinear modes are decoupled, the nal state can be written asX = Xs Xc: (4.5)
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Next, we expand out the contributions to the nal state mass m2X ,
(1  z) = 1
4M2
m2X =
1
4M2
 X
i2Xs
pi +
X
i2Xc
pi
!2
=
2
4M2
 X
i2Xs
pi
!

 X
i2Xc
pi
!
+
1
4M2
 X
i2Xc
pi
!2
+O(4)
=
2
4M
X
i2Xs
n  pi + 1
4M2
 X
i2Xc
pi
!2
+O(4)
 (1  zs) + (1  zc) +O(4) ; (4.6)
which shows that contributions to the nal state radiation from soft and collinear modes
can be separated to leading power. The last line in eq. (4.6) denes the contributions
from the soft and collinear modes as (1   zs) and (1  zc), respectively, and demonstrates
the factorization of the nal state restriction. This allows us to dene soft and collinear
measurement operators, cMs and cMc, as
cMs Xs = 1
2M
X
i2Xs
n  pi
Xs ; cMc jXci = 1
4M2
 X
i2Xc
pi
!2 Xc : (4.7)
These measurement operators can be written in terms of the energy momentum tensor of
either the full or eective theories [118{120]. Here their role will simply be to return the
value of the observable for a particular perturbative state in momentum space.
With the above ingredients, we can algebraically manipulate the cross section into a
factorized form involving matrix elements of either soft or collinear elds. These matrix
elements will be coupled together both through color indices and the convolutions that are
present as a result of enforcing the measurements. This procedure is standard (see, e.g.
the review [121]) and we simply give the nal result. At the rst stage of matching, the
dierential cross section with factorized dynamics in SCET is given in terms of the hard
function H, the jet functions J 0n and J for X and the photon respectively, and the soft
function S0 as
d^
dz
=
Z
dzs dzc (1 + z   zc   zs)Hij(M) J 0n(M; 1  zc;mW ) J(mW )S0ij(1  zs;mW )
 Hij(M) J(mW ) J 0n(M; 1  z;mW )
 S0ij(1  z;mW ) ; (4.8)
where we have suppressed the color indices and the dependence on the RG scales  and
 for simplicity. As in eq. (4.1), we have used 
 to denote the convolution in z. The
convolution arises due to the fact that the total invariant mass of the nal state is a sum
over the soft and collinear sectors, see eq. (4.6).
The functions labeled with a superscript prime are those that require further factor-
ization. Note that the J 0n and S0 functions still depend on both the mW and (1  z) scales.
This complication did not occur for the fully exclusive case, where the above factorization
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was sucient since there is no intermediate scale (1 z). The refactorization of the jet and
soft functions will be discussed in section 4.2.2 and section 4.2.3.
Next, we provide eld-theoretic denitions for the functions appearing in eq. (4.8). The
hard function is dened in terms of the Wilson coecients of the hard scattering operators
in eq. (4.2) as
Hij = CiCj : (4.9)
The soft function is a vacuum matrix element of the soft Wilson lines Yr in eq. (4.2),
S0ij(1  zs;mW ; ; ) =
D
0
 TY yi (0) (1  zs)  cMsTYj(0) 0E; (4.10)
where the color indices are suppressed, T and T denote time ordering and anti-time ordering
respectively, and the Yr factors are the products of Wilson lines dened in eq. (4.3). The
components of the soft function with explicit color indices are
S0 a
0b0ab
11 =

0
 Y 3kn Y dkn y(1  zs)  cMsY 3jn Y djn  0 a0b0ab ;
S0 a
0b0ab
22 =

0
 Y 3f 0n Y dg0n Y a0f 0v Y b0g0v y(1  zs)  cMsY 3fn Y dgn Y afv Y bgv  0 ;
S0 a
0b0ab
12 =

0
 Y 3kn Y dkn y(1  zs)  cMsY 3gn Y dfn Y agv Y bfv  0 a0b0 ;
S0 a
0b0ab
21 =

0
 Y 3f 0n Y dg0n Y a0f 0v Y b0g0v y(1  zs)  cMsY 3kn Y dkn  0 ab ; (4.11)
where the color indices are explicit, but we have dropped the arguments and scale depen-
dence of the functions for simplicity. Here, as well as in the expressions below, we keep the
time ordering convention and the dependence on x = 0 implicit. Note that the color index
3 corresponds to the photon nal state.
The indices i; j in the hard and soft functions span the space of the operators given in
eq. (4.2) and are contracted with each other as HijS
0
ij . To reduce the number of indices
appearing in later formulas, we introduce the following notation:
H1  H11 ; H2  H22 ; H3  H12 = H21 ;
S01  S011 ; S02  S022 ; S03  S012 + S021 ;
(4.12)
such that HijS
0
ij = HiS
0
i.
The jet functions for the recoiling jet X and the photon are color-singlet matrix ele-
ments of collinear elds. Explicitly, we have
J 0 dd
0
n
 
M; 1  zc;mW ; 

=
D
0
Bd0n? (1  zc)  cMc 2M   n  P 2 ~P?Bdn?0E ;
J
 
mW ; ; 

=
D
0
Bcn?EDBcn?0E ; (4.13)
where ~P? returns the perpendicular component of the label momentum. As discussed
above, this is the nal form for J , but the jet function for X will require further factor-
ization | we turn to this in the next section.
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4.2.2 Refactorization of the jet sector
As currently formulated, the jet function J 0n in eq. (4.8) results from dynamics at both the
scale M
p
1  z and the scale mW . To be able to resum logarithms of mW=(M
p
1  z ),
which can become large as we move towards the endpoint, we must factorize these two
scales. This factorization is similar to that performed in the fully exclusive case, where one
is separating M from mW using a hard matching coecient that is independent of the IR
scale mW , along with jet and soft functions which describe the dynamics at the scale mW .
Here we will write the jet function J 0n(M; 1   z;mW ; ; ) as a hard matching coecient
HJn(M; 1  z; ), and a jet function Jn(mW ; ; ).
The collinear state, Xc, factorizes into two types of collinear modes asXc = Xcz XcW  ; (4.14)
where cz is in the Hilbert space containing the collinear modes that are sensitive to the
measurement enforced as a function of z, while cW is in the Hilbert space that contains
the modes with mass mW . This follows from the same logic as the standard hard-collinear
factorization. Here the cz modes which contribute to the jet mass measurement have the
standard scaling for an SCETI collinear mode associated with the mass measurement,
pcz M
 
2; 1; 

;  =
p
1  z : (4.15)
The modes sensitive to the mW scale are standard SCETII collinear modes at the scale
mW , with scaling
pcW M
 
2; 1; 

;  =
mW
M
; (4.16)
and do not contribute to the mass of the nal state at leading power.
The factorization of the measurement function is trivial since, at leading power, the
low-energy collinear modes have an invariant mass p2cW  m2W  M2(1   z), and do not
contribute to the mass of the nal state. We therefore only have
cMcz Xcz = 14M2
0@ X
i2Xcz
pi
1A2 Xcz : (4.17)
The separation of collinear modes through eqs. (4.14) and (4.17) allows us to fully
factorize the jet function as
J 0n
 
M; 1  z;mW ; ; 

= HJn
 
M; 1  z; 

Jn
 
mW ; ; 

+O

mW
M
p
1  z

: (4.18)
This factorization is a power expansion in mW=(M
p
1  z ). The matching coecient HJn
can be evaluated in the unbroken theory with massless electroweak bosons, and is IR nite
due to the mass measurement. The dependence on the electroweak scale is completely
captured by the function Jn(mW ; ; ).
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4.2.3 Refactorization of the soft sector
Next, we turn to the refactorization of the soft function S0. The goal is to have separate
EFTs for the dynamics at scales  M(1 z) and   mW . Comparing to the discussion
of the jet refactorization in the previous section, the physics of the soft sector is more
interesting, as logarithms due to collinear-soft modes appear.
Consider the possible classes of soft modes with virtuality 2  m2W . The virtuality
of the soft modes with scaling pS0  M(1   z)(1; 1; 1) can be lowered uniformly to yield
modes with pS  (mW ;mW ;mW ). When acting on these states, the measurement function
in eq. (4.10) can be expanded as


(1  zs)  cMs =  (1  zs) +O mW
M(1  z)2

: (4.19)
We conclude that these soft modes do not contribute to the measurement, which allows a
simplication of the operator structure. As an explicit example, the soft functions S01 and
S02 become
S0 a
0b0ab
1 ! Sa
0b0ab
1 = 
a0b0ab (1  zs) ; (4.20)
S0 a
0b0ab
2 ! Sa
0b0ab
2 = (1  zs)

a
0b0
D
0
  Y yn e3 Y aev Y bfv Y 3fn 0E
+ ab
D
0
  Y yn e3 Y a0ev Y b0fv Y 3fn 0E ; (4.21)
where we have used the unitarity of the Wilson lines. These new functions Si are now
independent of mW . Physically, the simplication (collapse) of the Wilson lines occurs
because the measurement operator has been expanded away, implying that the refactorized
soft functions are now inclusive. However, we are still specifying the photon as the nal
state, and therefore violate the assumptions of the Bloch-Nordsieck [122] or KLN [123, 124]
theorems, as originally pointed out in [125{127]. This explains why the Wilson lines in S2
do not completely simplify, as compared to S1 where the Wilson line dependence has
collapsed to the unit operator leaving behind only color and kinematic factors.
It is clear from the collapse of the Wilson lines that the modes pS are not sucient
to complete the picture. In particular, the divergences associated with mW , for example
in S01, should be reproduced after factorization, but the function S1 in eq. (4.20) does not
have such a divergence. Interestingly, however, there is a second possibility for lowering
the virtuality of the soft modes down to the scale mW : keep their momentum component
along the photon direction xed, but decrease their angle (increase their collinearity) with
respect to the photon. These modes are shown schematically in gure 5. Such modes then
have the scaling
pcS M(1  z)
 
1; 2; 

;  =
mW
M(1  z) : (4.22)
These modes have a virtuality 2  m2W , but, like the original soft modes with momentum
pS , have a large momentum component M(1  z). This is an example of the collinear-soft
{ 24 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
In
cr
ea
si
n
g
V
ir
tu
al
it
y
(a) (b)
Figure 5. (a) The refactorization of the soft function into collinear-soft and soft functions at
dierent rapidity scales. (b) The relevant modes required for the refactorization of the soft function
are collinear-soft modes, which are collimated along the direction of the photon, and wide angle
soft modes, which are isotropic.
modes discussed in section 3.2, which arise from the simultaneous presence of the two scales
M(1  z) and mW .
These arguments imply that the Hilbert space of the soft sector factorizes into soft
modes with uniform scaling and collinear-soft modes asXS0 = XS XcS : (4.23)
The soft modes do not contribute to the measurement, while the collinear-soft modes are
sensitive to a measurement function
cMcS XcS = 12M X
i2XcS
n  pi
XcS : (4.24)
The most interesting aspect of these collinear-soft modes is that they contribute to the
measurement of the nal state mass through their large component, which is independent
of their virtuality. To our knowledge, this type of collinear-soft mode has not previously
appeared in the literature. For example, in the case of thrust [128] or other SCETI event
shapes, the denition of the measurement guarantees that it is always the small component
of the momentum of a particle that is measured.
Using the measurement function in eq. (4.24), the Wilson lines that make up the
collinear-soft function do not collapse, but are instead expanded assuming the momentum
scaling for the collinear-soft modes. Since the collinear-soft modes are boosted along the
photon's direction n, the v and n Wilson lines appear to collapse down to the n direction.
The collinear-soft function is therefore given as a product of Wilson lines
CS
 
M; 1  zc;mW ; ; 

=
D
0
 XnVny(1  zc)  cMcSXnVn0E ; (4.25)
where the X and V Wilson lines were dened in section 3.2, and implicitly include rapidity
regulators. We have suppressed color indices for simplicity. Explicit expressions with color
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indices will be given below. To regulate rapidity singularities for the collinear-soft Wilson
lines, we do not expand the regulator, using the full j2 kzj  dependence. Performing
the naive power expansion of the regulator yields unregulated rapidity divergences in the
collinear-soft sector. This choice of regulator denes the zero-bin structure [106] of the
collinear-soft sector, and we nd that non-trivial zero-bins are present, which must be
correctly incorporated to remove overlap. This is described in more detail in appendix A.
Strict power counting can be preserved by introducing a boost parameter , and using the
regulator j2 kzj  ! jk+ +  k j  [104].
Having discussed the modes that are required to describe the physics at the scale mW ,
we next explain how to refactorize the soft function into a matching coecient that de-
scribes the dynamics at the scale M(1   z), and a soft and jet function that describe
the dynamics at the scale mW . This is more complicated than for the jet function. The
complication emerges due to the existence of a hierarchy in energy but not in angle for the
homogeneous soft modes that live at the scales mW and M(1 z). Hence, any emission at
the scale M(1 z), which can be at an arbitrary angle, eikonalizes from the perspective of
the emissions at the scale mW , and is described as a new Wilson line source. In this way, an
innite number of operators is generated in the matching (although only a nite number
appear at any order in W ). This situation is familiar from the case of NGLs [129], where
there exist multiple hierarchical soft scales. Due to the generation of these new sources, the
resummation of NGLs is governed by the non-linear BMS equation [130]. In the present
case, however, the measurement function for the modes at the scale mW is expanded, and
what is generated are Bloch-Nordsieck or KLN violating NGLs. We are not aware of these
appearing previously in the literature. While it is possible that these take a simple form, or
completely cancel, they rst contribute at NLL order. Here we restrict ourselves to LL accu-
racy, and so we will not discuss this higher order structure any further. We leave the study
of them using existing formulations of NGLs in factorization [58, 131{134] for future work.
At LL order, we do not need to consider the generation of additional Wilson lines in
the matching. Nevertheless, the general structure of the refactorized function can become
complicated since four Wilson lines appear in each of the soft and collinear-soft functions,
and mixing between these color structures can be generated beyond tree-level. In the most
general case, the refactorization takes the form
S0 aba
0b0
i
 
M;1 z;mW ;;

=HS;ij
 
M;1 z;
h
CS
 
M;1 z;mW ;;

S
 
mW ;
iaba0b0
j


1+O

mW
M(1 z)

: (4.26)
This refactorization, along with the scales of each of the functions, is shown in gure 5. The
functions CS and S each carry eight color (triplet) indices. Two of these sixteen color indices
are identied as carrying the quantum number of the photon, and the rest are contracted as
to leave the overall indices aba0b0, which are contracted with the initial state wavefunction
factors. In eq. (4.26), we are using the notation introduced in eq. (4.12); the index i
enumerates the color structures in the soft function before refactorization, i.e., i = 1; 2; 3.
The index j sums over the color structures in the soft function after refactorization.
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Instead of writing down a complete basis, we construct the color structures explicitly
from the top down by explicitly refactorizing the soft function S0. This requires us to
supplement the operators written in eq. (4.11) above with those that appear at one-loop,
to ensure that the RG closes. Fortunately, only a limited basis of color structures is required
at this order. The color structures are derived in appendix A.2. Here we simply state the
results for the refactorization of the soft functions. We denote the combined collinear-soft
and soft functions as
~S aba
0b0
j =
 
CS S
aba0b0
j
; (4.27)
and they are
~S aba
0b0
1 =
D
0
 X3f 0n V dg0n y(1  zs)  cMcSX3fn V dgn  0E f 0g0a0b0fgab ;
~S aba
0b0
2 =
D
0
  Xcen V Aen y (1  zs)  cMcSXc0g0n V A0g0n 0ED0 hS3cn S3c0n Sa0A0v SaAv i 0E bb0 ;
~S aba
0b0
3 =
D
0
 Xcen V B0en y (1  zs)  cMcSXc0g0n V A0g0n 0E

D
0
 hS3cn S3c0n Sa0A0v Sb0B0v i 0E ab + D0 hS3cn S3c0n SaA0v SbB0v i 0E a0b0 : (4.28)
Here we have made the color structure explicit, but we have dropped the arguments and
scale dependence of the functions for simplicity. The collinear-soft function reproduces the
mW dependent IR divergences of the soft function. Additionally, for the RG to close we
will need the following operator
~S aba
0b0
4 =
D
0
 X3f 0n V df 0n y(1  zs)  cMcSX3fn V dfn 0E a0ab0b ; (4.29)
which has a vanishing tree-level matching coecient, but will appear in the mixing that
results as we RG evolve the functions. The refactorized functions ~S aba
0b0
1 and
~S aba
0b0
4 have
a trivial soft sector, while the functions ~S aba
0b0
2 and
~S aba
0b0
3 have non-trivial collinear-soft
and soft components. The nal result is the factorization formula in eq. (4.26) with index
j summed over j = 1; 2; 3; 4. In section 5 the hard coecients HS from tree-level matching
will be given explicitly.
5 Leading log resummation for the endpoint region
Having stated the factorization formula, and discussed the physical intuition that un-
derlies it, this section tackles the resummation of large logarithms of mW=(M(1   z)),
mW=(M
p
1  z), and mW=M. In section 5.1, we present the one-loop anomalous dimen-
sions obtained by computing the real and virtual corrections to the factorized functions
presented in the previous section. We also check consistency conditions for these anoma-
lous dimensions (namely that they sum to zero), thus verifying our factorization formula
at the one-loop level. In section 5.2, we describe a simplied resummation path sucient
for LL order and then solve the RGEs and collect all the resummation factors necessary
for obtaining the nal resummed cross section. The culmination of this work is eq. (5.30).
Explicit calculations are given in appendix A. In section 5.3, we demonstrate that our
result recovers both the exclusive and inclusive limits.
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5.1 One-loop anomalous dimensions and factorization consistency
In the results for the anomalous dimensions presented below, we only keep the double log
pieces that are required for resummation at LL accuracy. The hard function Hi(M; )
only has a  anomalous dimension,
H;ij =  8CA ~W log

2
(2M)2 z

ij ; (5.1)
where CA is the SU(2)W quadratic Casimir invariant for the adjoint representation (explic-
itly CA = 2), i; j = 1; 2; 3, and the structure of the RGE is diagonal. Here, and throughout
this section we will use ~W = W=(4) to simplify the results. Furthermore, we can set
z ! 1 to leading power, so that the hard function is independent of the infrared mea-
surement. The same anomalous dimension, but derived at the level of the amplitude, was
obtained for exclusive heavy WIMP annihilation [42, 43, 46].
The photon jet function J(mW ; ; ) consists of only virtual diagrams, and is com-
puted in the broken theory. An example diagram is
: (5.2)
Here the dashed line indicates the nal state cut, which puts the single identied photon
on shell. We nd that the  and  anomalous dimensions are given by

J
 = 8CA ~W log


2M

; 
J
 = 8CA ~W log


mW

: (5.3)
For the recoiling jet function Jn(mW ; ; ), the low scale matrix element is fully inclu-
sive. Examples of real and virtual diagrams are
+ : (5.4)
Due to its fully inclusive nature, we nd that it has no anomalous dimension in  or .
Instead, these dependences are entirely captured by the matching coecient HJn(M; 1 
z; ), which is described by the same diagrams but at the high scale. The dashed line
again represents the nal state cut, which at NLO can contain one or two particles. Since
the one-loop correction to the jet function is a plus distribution, the RG evolution takes a
simpler form in Laplace space. We will use s to denote the Laplace variable conjugate to
M(1  z). We nd its anomalous dimension to be

HJn
 = 8CA ~W log

2 s
2M

: (5.5)
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For the soft function, the relevant one-loop diagrams are represented by
; (5.6)
where the electroweak boson can attach to any of the crosses, and the double lines denote
Wilson lines. We have drawn the two v Wilson lines, which correspond to the annihilating
heavy WIMPs, as distinct directions for visual clarity. The collinear-soft function has a sim-
ilar structure, except the incoming Wilson lines are contracted to lie in the same direction
: (5.7)
As discussed in section 4.2.3, the general case is complicated by a proliferation of color
structures that mix beyond tree-level. For simplicity, we will consider, by top-down con-
struction, only the functions that appear in our analysis at LL order. The  RGE for the
~S functions is a matrix equation
d
d log 
~S = ^
~S

~S ; (5.8)
where ~S denotes the vector ~Si. The explicit form of the anomalous dimension matrix at
one-loop is given by
^
~S
 = 4CA ~W
0BBB@
 2 log  s 0 0 0
0 3 log  s  2 log  s 0   log  s
  log  s 0 3 log  s  2 log  s 0
0 0 0  2 log  s
1CCCA ; (5.9)
which exhibits a non-trivial mixing structure. The  RGE is given by
d
d log 
~S = ^
~S

~S ; (5.10)
where the matrix is diagonal
^
~S
 =  8CA ~W log


mW

1 : (5.11)
The interpretation of the scales appearing in the function ~S = CSS requires some care
since this is a combined object. While both the CS and S functions have a natural scale
 = mW (see the  anomalous dimension given in eq. (5.11)), the scale  = 1=s appears
in the logarithms of the  anomalous dimension in eq. (5.9). This can be understood from
the consistency of the RG, since the  running of CS and S must combine to yield the
natural scale of HS , namely  = 1=s. Despite its confusing appearance, this appearance of
1=s provides a non-trivial check on our refactorization.
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One further important feature of the anomalous dimensions in eq. (5.10) is that at LL
order, all rapidity anomalous dimensions vanish for  = mW . We will exploit this feature
in section 5.2 by choosing a resummation path where all rapidity evolution is done at the
scale  = mW , eliminating the need for a non-trivial rapidity evolution.
For the matching coecients HS;ij of the soft sector we have
d
d log 
HS;ij = 
HS
;jkHS;ik ; (5.12)
where the explicit results at one-loop order are
d
d log 
HS;11 = 0 ; (5.13)
d
d log 
HS;22 =  12CA ~W log( s)HS;22 ; d
d log 
HS;24 = 4CA ~W log( s)HS;22 ;
d
d log 
HS;31 = 4CA ~W log( s)HS;33 ;
d
d log 
HS;33 =  12CA ~W log( s)HS;33 :
Now we are in the position to verify our factorization formula by checking consistency
relations among the anomalous dimensions. For the anomalous dimensions of the functions
before the refactorization of the jet and soft functions, we have the relations

J
 +
1
3
S
0
;ii = 0 ;
1
3
H;ii + 
J
 + 
J 0n
 +
1
3
S
0
;ii = 0 ; (5.14)
which involves the anomalous dimensions for the soft and jet functions before refactoriza-
tion, given by
S
0
;ij =  8CA ~W log( s)ij ;
S
0
;ij =  8CA ~W log


mW

ij ;

J 0n
 = 8CA ~W log

2 s
2M

: (5.15)
As in the case of the hard function, the RG structure for the soft functions S0i is diagonal.
Using the anomalous dimensions in eqs. (5.1), (5.3), and (5.15), one can check that the
relations in eq. (5.14) are indeed satised.
For the anomalous dimensions after refactorization, we have the consistency relations

J 0n
 = 
HJn
 ;
1
3
S
0
;ii kl = 
~S
;kl + 
HS
;lk ;
1
3
S
0
;ii kl = 
~S
;kl ; (5.16)
where k; l = 1; 2; 3; 4. One can check that these relations are satised using eqs. (5.5), (5.9),
(5.10), (5.13), and (5.15).
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Figure 6. A schematic of the resummation path in the (; ) plane used to perform the resum-
mation. We choose to run all functions to (; ) = (mW ; 1=s). This particular choice of path
eliminates the need to separately run the soft and collinear-soft functions in rapidity at LL order.
This independence in rapidity at the scale mW is depicted by the light blue box.
5.2 Analytic resummation formula
We now have all the necessary ingredients to provide an analytic expression for the re-
summed spectrum at LL accuracy. As discussed in section 3.2, the resummation can be
simplied by making a judicious choice of path in the (; ) plane. Our choice is illustrated
in gure 6.
Due to the refactorization of the soft function S0 into the soft and collinear-soft func-
tions, each of which have a complicated color structure, and whose renormalization will
involve color mixing, the renormalization group structure is quite complicated for a generic
path. However, this can be avoided by noting that at  = mW , the rapidity anomalous
dimensions of the soft and collinear-soft functions given in eq. (5.10) vanish at LL or-
der. Hence, we take the functions at their natural scale | H with  = M, HJn with
 =
p
2M=s, and HS with  = 1=s | and run them all down to  = mW . Finally, at
 = mW , we can then trivially run the soft, collinear-soft, and jet functions to the same
rapidity. This choice of path provides a signicant simplication since we can simply com-
pute the  anomalous dimensions for the functions H, HJn and HS . Beyond LL accuracy,
this is no longer possible, and the full factorization that we have developed in this paper
must be utilized.
There is one additional subtlety regarding the evolution structure that has been glossed
over in gure 6, but that requires care to reproduce the correct behavior in the limit z ! 1.
Recall that in deriving our factorization, which is summarized in gure 4, we have assumed
the hierarchy
M(1  z)M
p
1  z  mW ; (5.17)
which allows us to factorize the dynamics at the scale mW from that at the scales M
p
1  z
and M(1   z). However, at z = 1  mW=(2M) the soft scale hits the scale mW and at
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z = 1 m2W=(2M)2 the jet scale hits the scale mW . In this small region near the endpoint,
our EFT is technically speaking invalidated. Physically, the constraint on the nal state
becomes so restrictive that the jet is composed of a single boson. Due to the intrinsic IR
cuto set by electroweak symmetry breaking, it is unphysical for these scales to go below
the scale mW . Instead, we must introduce a -function in the RG evolution, which ensures
that the running only contributes in the region where the scales are above mW . As we
will see, with this modication, our EFT will correctly transition to the exclusive endpoint
calculation. This choice of scales is implemented in (1   z) space. Therefore, in Laplace
space we take arbitrary scales HJn and HS (H can be set to its canonical value since it
is z independent) transform to cumulative space where we can implement our scale setting
as a function of (1  zcut), and then dierentiate to obtain the resummed spectrum. Note
that in the following, we will always use zcut when discussing the cumulative space, as per
the denition of eq. (1.2).
The RG equations can now be solved in the usual manner. For the hard functions H
and HJn , we derive the evolution kernels
UH
 
2M;mW

= exp

 8CA ~W log2

mW
2M

; (5.18)
UHJn
 
HJn ;mW

= exp

8CA ~W

log2

mW
r
s
2M

  log2

HJn
r
s
2M

;
where the rst and second arguments of the kernels denote the scales we are running
between, starting from the natural scale of the relevant function, and ending at   mW .
For the hard function HS , we need to solve the system of RG equations in eq. (5.13) in
order to run from  = HS down to  = mW . We nd that
HS;11(mW ) = HS;11(HS ) ; 
HS;33(mW )
HS;31(mW )
!
=
 
UHS (HS ;mW ) 0
2 (1  UHS (HS ;mW ))=3 1
! 
HS;33(HS )
HS;31(HS )
!
; 
HS;22(mW )
HS;24(mW )
!
=
 
UHS (HS ;mW ) 0
(1  UHS (HS ;mW ))=3 1
! 
HS;22(HS )
HS;24(HS )
!
; (5.19)
where
UHS
 
HS ;mW

= exp
  6CA ~W  log2 (mW s)  log2 (HS s) : (5.20)
These kernels resum all leading double logarithms.
To put together the resummed cross section, we need the tree-level values of the hard
function H, see eq. (4.12),
Htree1 =
2 2W
M2
; Htree2 =
2 2W
M2
; Htree3 =  
2 2W
M2
; (5.21)
the hard-soft functions HS , see eq. (4.26),
HtreeS;11 = 1 ; H
tree
S;22 = 2 ; H
tree
S;33 = 1 ; (5.22)
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and collinear-soft functions ~S, see eq. (4.27),
~Saba
0b0
1
tree
= a
0b0ab ;

~Saba
0b0
2
tree
= a3a
03bb
0
;
~Saba
0b0
3
tree
= a3b3a
0b0 + a
03b
03ab ;

~Saba
0b0
4
tree
= a
0abb
0
:
(5.23)
In order to express the nal result, we need to include one nal piece, the Sommerfeld
enhancement which is encoded in the wavefunction factor F a
0b0ab introduced in eq. (3.3).
The required contractions are
~Saba
0b0
1
tree
F a
0b0ab = 16M2
p2 s00 + 2 s02 ;
~Saba
0b0
2
tree
F a
0b0ab = 32M2
s002 ;
~Saba
0b0
3
tree
F a
0b0ab = 16M2
 p
2 s00 + 2 s0
 p2 s00 + c.c. ;
~Saba
0b0
4
tree
F a
0b0ab = 32M2
s00j2 + 32M2 s0j2 ; (5.24)
where we have used the tree-level values of the functions ~Si and the expressions for the wave-
function factor F a
0b0ab in terms of the Sommerfeld factors s00 and s0 (see eq. (3.5) in sec-
tion 3.1.1). Upon expanding the product Hi(mW )HS;ij(mW ) ~Sj(mW ) in terms of the evolu-
tion kernels in eq. (5.18) and eq. (5.19) and using the tree-level results in eqs. (5.21), (5.22),
(5.23), we nd
1
z
dLL
dz
=
 2W sin
2 W
M v
LP 1
(
UH(2M;mW )UHJn (HJn ;mW )
4
3
js00j2
 
1  UHS (HS ;mW )

+ 2 js0j2
 
1 + UHS (HS ;mW )

+
2
p
2
3
(s00 s

0 + s

00 s0)
 
1  UHS (HS ;mW )
)
: (5.25)
Here LP 1 denotes the inverse Laplace transform. The prefactors are determined by tree-
level matching to full theory, and we have suppressed the arguments of the evolution kernels.
At LL accuracy, the cumulative distribution,
LL(zcut) =
1Z
zcut
dz
dLL
dz
; (5.26)
can be obtained setting s = 1=(2M(1 zcut)) in the Laplace space expression for the cross
section, and inserting a 1=(2M) for the measure. At the level of the cumulative, we can
now explicitly set our canonical scales as
HJn = 2M
p
1 zcut 

2M
p
1 zcut mW

+mW 

mW 2M
p
1 zcut

;
HS = 2M(1 zcut) 

2M(1 zcut) mW

+mW 

mW 2M(1 zcut)

: (5.27)
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This implements the physical constraint that the jet and soft scales never go below the
scale mW . For a more sophisticated analysis, smooth transition functions could be used
instead of -functions. This is often done to transition from resummation to xed order,
where the smooth transition functions are referred to as proles [135]. Here we content
ourselves with this simple choice of scales. This simple choice of proles also allows us to
give a closed form analytic result for the dierential spectrum involving the -functions.
With this choice of scale, the evolution kernels appearing in the cross section, now also
explicitly involve the -functions that cut o their evolution as appropriate. For example,
for the jet function evolution kernel, we have
UHJn
 
HJn ;mW

= exp

8CA ~W log
2

mW
2M
p
1  zcut


 
2M
p
1  zcut  mW

+ 
 
mW   2M
p
1  zcut

; (5.28)
which becomes unity for mW  2M
p
1  zcut. The soft function evolution kernel is
completely analogous.
Combining all the ingredients, we arrive at the nal expression for the cumulative cross
section at LL accuracy
LL(zcut) = 4 js0j2treee 2 0 ~W L2 (1 zcut)
+treee 2 0 ~W L
2

(
 F0+F0 e2 0 ~W L2J (zcut)



1  m
2
W
4M2
 zcut

+

 F1+F1 e2 0 ~W L2J (zcut)



zcut 1+ mW
2M



1  m
2
W
4M2
 zcut

+

 F1+F1 e2 0 ~W (L2J (zcut) 
3
4
L2S(zcut))



1  mW
2M
 zcut
)
: (5.29)
Here the -functions explicitly enforce that none of the functions are RG evolved below
the scale mW , as emphasized above, and are a crucial part of the nal result. Each of
the functions appearing in this expression, as well as their physical signicance will be
dened shortly.
We can now obtain the dierential spectrum by taking the derivative of eq. (5.29)
with respect to (1  zcut). The dierentiation of the cumulative result must be performed
carefully due to the presence of the -functions, which when dierentiated give rise to
-functions. However, all the -functions explicitly cancel, except for the -function for the
fully exclusive contribution. Carefully performing the dierentiation, we obtain the nal
result for the dierential spectrum:
dLL
dz
= 4 js0j2 tree e 2  0 ~W L2 (1  z)
+ 4tree e 2  0 ~W L
2


CA ~W F1

3LS1 (z)  2LJ1 (z)

e 2  0 ~W
 
JL
2
J (z)  34 SL2S(z)

  2CA ~W F0 LJ1 (z) e 2  0 ~W L
2
J (z)

: (5.30)
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This simple formula provides the resummation of all logarithmically enhanced terms to the
spectrum at LL accuracy.
As before, to simplify the notation, we have written this expression with ~W =
W=(4). This result is composed of several pieces with clear physical signicance, each
of which we now explain. The tree-level cross section
tree =
 2W sin
2 W
2M2 v
; (5.31)
appears as an overall multiplicative factor, as does the standard massive Sudakov form
factor with logarithm
L = log

mW
2M

: (5.32)
The double logarithmic asymptotics is governed by the cusp anomalous dimension [136],
in this case at one-loop,
 0 = 4CA ; (5.33)
where we recall that CA is the Casimir of the adjoint representation of SU(2). Explicitly, in
our normalization, CA = 2. In eq. (5.30) we have written  0 in the exponent to emphasize
that it is the cusp that controls the anomalous dimensions, but used the explicit form of
eq. (5.33) in the prefactors.
The rst term in the eq. (5.30) is localized at z = 1. Only the Sommerfeld factor
js0j2 appears since the tree-level process is the annihilation of the charged states . The
second term describes the non-trivial z dependence. Here the combination of Sommerfeld
factors
F0 =
4
3
s002 + 2 s02 + 2p2
3
 
s00 s

0 + s

00 s0

;
F1 =  4
3
s002 + 2 s02   2p2
3
 
s00 s

0 + s

00 s0

; (5.34)
appear. The perturbative dynamics are controlled by the two logarithms
LJ(z) = log

mW
2M
p
1  z

; LS(z) = log

mW
2M(1  z)

; (5.35)
associated with the jet and soft scales, respectively. For convenience, we have also dened
 functions associated with the range of the soft and collinear scales
J = 

1  m
2
W
4M2
  z

; S = 

1  mW
2M
  z

: (5.36)
In addition to the Sudakov logarithms, the z dependence is controlled by the functions
LJ1 (z) =
LJ
1  z J ; L
S
1 (z) =
LS
1  z S ; (5.37)
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which capture the power divergence in 1 z, and the subscript is standard notation denoting
that these contain a single power of the logarithm. The presence of the 1=(1 z) factor gives
the expected leading power scaling for the cross section. The power divergence for the soft
logarithm is cuto at z = 1 mW=(2M) and for the jet logarithm at z = 1 m2W=(2M)2.
These physical cutos arise from the value of z at which the soft and jet scales hit the scale
mW , where the running must be turned o, as has been discussed above. We note that in
the massless theory, the power law divergences would be regulated as plus distributions.
Instead, here mW explicitly cuts o the divergence at a nite distance from the endpoint.
There is a physical interpretation for each of the dierent terms in eq. (5.30). The rst
term, which is localized at the endpoint, corresponds to the fully exclusive cross section,
while the other terms describe deviations from the endpoint associated with either soft
or collinear radiation. With this understanding of the correct treatment of the scales as
we transition to the fully exclusive endpoint, and how they are implemented in our nal
factorization formula, in the next section we show that our LL expression in the endpoint
region correctly reproduces the LL in both the exclusive and OPE regions. Firstly, however,
note that expanding eq. (5.30) to xed order, setting the Sommerfeld factor to its tree-level
result js00j2 = 1, and dropping -functions, we nd
d
dz
=
43W sin
2 W
M2 v
log

2M (1 z)
mW

1  z +O(
4
W ) : (5.38)
This result agrees with the O(3W ) logarithm derived in the xed order calculation of [50].
5.3 Reproducing the exclusive and inclusive cross sections
In this section, we demonstrate that our EFT acts as a mother theory which includes
both the exclusive (zcut ! 1) and inclusive (zcut ! 0) results as limiting cases of our
resummed expression eq. (5.30). It is important to note that the expansions performed
here dier from previous calculations such that power corrections are not expected to be
identical. However, this complication is avoided here due to the simple structures that are
present at LL order. The focus of this section will be showing how to take these two limits
analytically. Section 6 will provide a numerical study of the theoretical error that results
from scale variation.
5.3.1 Inclusive limit
To obtain the inclusive limit of the total cross section, we simply integrate the dierential
cross section given in eq. (5.30) from z = 0 to the endpoint z = 1. Explicitly,
incl =
1Z
0
dz
d
dz
=
1Z
0
dz 4 js0j2tree e 2 0 ~W L2 (1 z)
+
1Z
0
dz 4tree e 2 0 ~W L
2


CA ~W F1

3LS1 (z) 2LJ1 (z)

e2 0 ~W
 
JL
2
J (z)  34 SL2S(z)

 2CA ~W F0LJ1 (z)e2 0 ~W L
2
J (z)

: (5.39)
{ 36 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
Performing the integral, we have
incl = tree

F0 + F1e
  3
2
 0 ~W L
2


= tree
 
4
3
js00j2f  + 2js0j2f+ + 2
p
2
3
 
s00 s

0 + c:c

f 
!
; (5.40)
where in the last line we have introduced the notation of [41]
f = 1 e  32  0 ~W L2 : (5.41)
This is precisely the result obtained in [41, 44, 45], demonstrating that we reproduce the
inclusive limit to LL order.
5.3.2 Exclusive limit
Note that the signature of interest for experiments like HESS, where the experimental
resolution has a width   m2W=(4M2), includes a contribution from the exclusive line
and the endpoint spectrum. It is therefore important that we are also able to reproduce the
resummed fully exclusive cross section from our factorization. This can be accomplished
by integrating eq. (5.30) from z = 1   m2W=(4M2) to z = 1, which corresponds to a
kinematic requirement such that only the exclusive nal state is possible since both the jet
and soft scales are set by the electroweak boson mass.11 This demonstrates that for the
case where the experimental resolution has a width   m2W=(4M2), we have provided
the complete description as relevant experimentally (with the additional caveats discussed
in appendix B).
When integrating from z = 1 m2W=(4M2) to the endpoint both LJ1 and LS1 are zero.
Therefore, we can we trivially integrate the (1  z) dependent term to nd
excl =
1Z
1  m
2
W
4M2
dz
d
dz
= 4 js0j2 tree e 2  0 ~W L2 : (5.42)
This agrees with the exclusive calculation at leading log accuracy performed in [42, 43].
The fact that we reproduce this result makes it straightforward to convolve the resummed
photon spectrum with the experimental resolution | no merging between dierent results
is required. In this sense, our EFT acts as a mother theory that completely describes the
photon spectrum for heavy WIMP annihilation at LL order.
11Note that for z > 1 m2W=(4M2), eq. (5.30) is proportional to a delta function for exclusive production,
namely (1 z). It is important to note that we have power expanded away any mass dependence that would
lead to kinematic dierences between the   and  Z nal states. We therefore are implicitly assuming
that the nite resolution function suciently smears these dierences such that they are not experimentally
relevant.
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6 Numerical results and scale variation
In this section, we provide a numerical study of our nal prediction for the spectrum by
evaluating eq. (5.30) for wino DM. This allows us to explore the relative contributions
from the line annihilation and the endpoint spectrum for dierent choices of the DM mass.
We will also show the cumulative spectra, as given to LL accuracy in eq. (5.29), which
provides intuition for the nite bin eects that are relevant to realistic experiments. Then
in section 7 we will provide a mock reanalysis of the HESS line search, and will convolve
our predicted spectrum with the Gaussian line shape assumed by HESS.
As shown explicitly in section 5.3, our resummed spectrum analytically reproduces
the fully exclusive and the fully inclusive limits, so that we can additionally study the
transition between these approximations. This claries the disparate conclusions that
have been drawn using these dierent approaches. In particular, the exclusive calculations
of [42, 43, 46] claimed a reduction factor of  2:2 when compared with the tree-level cross
section for a 3 TeV wino. For contrast, the inclusive calculation of [41, 44, 45] found a
reduction of only a few percent. Physically, this results from the fact that an increasingly
exclusive constraint on the nal state implies there will be less cancellation between the
virtual and real corrections (for discussions in the context of electroweak logarithms, see
e.g. [137, 138]). The proper interpretation of the experimental limits depends on how
rapidly the transition between the exclusive and inclusive cross sections occurs. Our EFT
analysis provides a complete and decisive resolution of this issue. Interestingly, we nd
that the experimental values of current interest to the HESS line search, zcut  0:8{0:9,
lies right in a transition region between the two limiting cases. This emphasizes the need
to properly treat the impact of nite resolution, as we will do in the next section. However,
before moving to our mock reanalysis of the HESS search, we will provide some numerical
results along with an estimate of the impact of scale uncertainty.
In gure 7 we show the dierential spectrum z2 dhvi=dz for several values of the
DM mass. The delta function contribution from the exclusive process is not included.
We see that the endpoint tracks the mass of the DM as expected. Furthermore, the
contribution from the resummed continuum grows as the DM mass is increased. However,
this eect is mitigated by the strong mass dependence of the overall cross section, both due
to Sommerfeld enhancement and the overall 1=M2 scaling, which explains why the 3 TeV
result lies above both the 1 TeV and 10 TeV results. The kink in the 1 TeV distribution
is a result of the -functions appearing in the choice of scales, as discussed in section 5.2
(in reality, there are kinks in all the distributions, but they are only visible by eye for the
1 TeV distribution). This kink is ultimately unphysical and could be removed by a smooth
choice of scales, but is well within our uncertainty bands.
The uncertainty bands in gure 7 are the result of varying the renormalization scales
corresponding to the natural scales of the functions appearing in our factorization. Due to
our choice of renormalization path, we simply vary the  scale of the dierent functions by
a factor of two about their natural scales.
An alternative numerical representation of our results is provided in gure 8, where we
plot the cumulative cross section as a function of the zcut, for several values of the DM mass.
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Figure 7. The z2 weighted dierential endpoint cross section as a function of z for three choices of
the wino mass. Note that the delta function contribution due to the exclusive annihilation process
is not included for clarity of presentation. The error bands are due to scale variation as discussed
in the text.
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Figure 8. The cumulative cross section as a function of zcut for three choices of the wino mass.
The exclusive contribution is included here. The error bands are due to scale variation as discussed
in the text.
Here we do include the delta function contribution that yields the exclusive annihilation
process, which accounts for the nite value when zcut = 1. The uncertainty bands are
computed using the same prescription for the scale variation performed for gure 7.
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The two endpoints, namely zcut = 1 and zcut = 0, correspond to the fully exclusive
and fully inclusive limits, respectively. Interestingly, for the experimentally relevant range
zcut  0:8{0:9, the cumulative cross section takes an intermediate value approximately
midway between the two extremes. This implies that for these values of zcut, logarithms
of the resolution are playing an important role, in keeping with the conclusions of the
xed order calculation in the inclusive limit [45]. Theoretically robust results require the
all-orders resummation of logarithms from nite bin eects, as has been done here for the
rst time.
7 Impact on indirect detection constraints
The resummed photon spectra derived above have clear implications for heavy DM line
searches. In particular, thermal wino annihilations would produce TeV scale photons.12
When these photons strike the Earth's atmosphere, they initiate a detectable shower of
particles that persists to the surface. Exactly reconstructing the energy of the incident
photon from the resultant shower is impossible, and as such any real instrument will need
to account for nite energy resolution eects associated with the spread of possible recon-
structed energies given a single true energy.
As discussed at the outset, the strongest constraints on the wino are due to HESS
observations of the Galactic Center [26, 28]; updated limits are expected shortly involving
the full HESS I dataset [139, 140]. Line searches are typically designed to be model-
independent, and thus assume that only the line emission is relevant (although some specic
non-line hard spectra have also been tested [28, 141]). As we demonstrated in gure 8 above,
photons away from the endpoint contribute to a nite bin at a non-trivial level. This is
especially true for HESS, where the eective zcut  0:8{0:9 depending on the incident
energy. Furthermore, the line analysis of HESS is not a bin-based counting experiment but
requires subtraction of an unknown background, which is modeled by a smooth function.
The presence of signal photons at even lower energies may bias the data-driven background
model if this signal spectrum is not correctly modeled, further modifying the limit.
The goal of this section is to estimate how much including the correct shape and
normalization of the resummed spectrum would be expected to change the HESS limit,
relative to the case of a pure line.
It is important to emphasize that the results presented in this section are approximate,
and should not be taken as updated limits on the wino. At issue is that the full dataset
HESS used to construct their limits in ref. [28] is not public. What we will show are results
from a simplied mock version of that analysis, using a Gaussian likelihood rather than
the full likelihood, which has been validated to yield comparable limits when assuming
exclusive line emission. We can then explore how the various conclusions are modied
when we include the endpoint emission spectrum. The conclusion is that the additional
emission should strengthen limits on the wino by a O(1) factor. This provides motivation
for future experimental analyses to include these contributions when determining limits.
12Another case where a careful treatment of endpoint contributions will be relevant is Higgsino DM, as
demonstrated in [45]. We leave this study to future work.
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This section contains three parts. First, we review how to map from DM model
parameters, including the relevant astrophysical inputs, to a prediction for the number of
photons that HESS would observe. Then we apply this formalism to demonstrate the range
of parameters that HESS can constrain. Finally, we outline our mock analysis procedure
and present approximate results showing the impact of our resummed spectra on current
constraints.
7.1 Predicting the indirect detection ux
In order to determine the sensitivity to wino DM, we need a prediction for the number of
photons that should arrive at an experiment as a function of the DM parameters. This can
be derived using the canonical indirect detection formula, which species the dierential
energy ux arriving at the detector,
1

ROI
d
dE
= J
hvi
8M2
dN
dE
; (7.1)
where 
ROI 
R
ROI d
.
The particle physics contribution hvi=(8M2) dN=dE depends on the velocity av-
eraged total annihilation cross section hvi, which is summed over all nal states involv-
ing a photon, and the average photon spectrum per annihilation, dN=dE, which can be
written as13
dN
dE
=
X
f
Brf
dNf
dE
; (7.2)
where the f index refers to the dierent nal states with associated branching fractions Brf
and photon spectra dNf =dE. Since the spectrum here is the result of resumming multiple
electroweak nal states (not including the photons that result from decay of unstable W
and Z bosons, see appendix B for a discussion), we will only refer to the total averaged
quantity dN=dE for the remainder of this section.
The remaining ingredient is the so-called J-factor, which is an astrophysical input.
It is determined by the distribution of the DM along the line of sight in the region of
interest (ROI) under consideration. It additionally accounts for the fact that two particles
must nd each other for annihilation to occur; the J-factor depends on the number density
squared as
J =
R
ROI ds d
 
2
DM(s;
)

ROI
; (7.3)
where DM is the Milky Way DM mass distribution, s is the distance from Earth along the
line of sight, and 
 gives the coordinates on the sky within the ROI. Note that as written,
the J-factor has units of TeV2  cm 5, and in particular there are no units of sr due to the
denominator in eq. (7.3). We caution, however, that a number of other conventions are
in use.14
For a xed ROI, J is then in principle determined by the Milky Way DM prole.
Unfortunately, the shape of DM is very uncertain near the Galactic Center, see e.g. [143],
13This is sometimes dened as the spectrum per DM particle, which diers by a factor of 2.
14For a recent review of the conventions used for indirect detection, see appendix A of [142].
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and in particular within the ROI of the HESS search of ref. [28]. For the case of the wino,
once the mass is xed the cross section is fully specied. Therefore, one can translate limits
on wino annihilations into a constraint on J , as done in gure 10 below.
It is also of interest to x a prototypical value for J and then set a limit on the
annihilation cross section, since this is how these constraints are typically presented. For
this purpose we adopt the Einasto prole, the default prole assumed in the HESS analyses,
which is given by
Einasto(r) / exp

  2


r
rs

  1

; (7.4)
where r is the distance from the center of the halo, and following [144], by default we
take  = 0:17, rs = 20 kpc, and then normalise the prole so that we reproduce the
local DM density of 0:39 GeV cm 3 at our location which is 8.5 kpc from the Galactic
Center. Another frequently invoked DM distribution is the Navarro-Frenk-White (NFW)
prole [145], which takes the form
NFW(r) / 1
(r=rs)(1 + r=rs)2
; (7.5)
where again we take rs = 20 kpc. We will also make use of the NFW prole (including the
possibility of a non-trivial core) when interpreting our results below.
Finally, putting this all together results in the dierential energy ux arriving at the
detector, 1
ROI
d
dE , which has units of photons  cm 2  s 1  TeV 1  sr 1. This quantity
can be converted into a predicted number of photons (per unit area per unit time) arriving
at the experiment from DM annihilation by rst multiplying by the solid angle of the
considered ROI, 
ROI, and then integrating over the energy range determined by the
experimental search. This photon ux  has units of photons  cm 2  s 1. Converting
this to the actual number of photons depends on the experimental eective area and time
over which the ROI is observed; a larger detector and longer observations will result in
more observed photons. For HESS, the eective area is  109 cm2 at 1 TeV and current
searches make use of 112 hours of observations of the Galactic Center, yielding sensitivity
to uxes  10 14 cm 2 s 1. We can then constrain the DM model using this prediction
for the number of photons as an input to a likelihood analysis.
7.2 From predictions to constraints
Before we give the details of and results from our mock analysis, it is useful to discuss
how we are mapping from the theory prediction to the experimental constraints. The
subtlety arises because the original search was performed under the assumption that the
annihilation signature is a line; in this case, by denition all photons have the same energy.
The spectrum of a typical WIMP can be decomposed into two contributions
dN
dE
 line + continuum : (7.6)
The line is due to exclusive annihilations to   and  Z. Since our interest here is in heavy
WIMPs, we will neglect the fact that the nite Z mass causes E = M m2W=(4M) < M
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for the photons that result from the  Z process, and will combine these line contributions
using
hviline  hvi + 1
2
hviZ ; (7.7)
with E = M for all line photons.
The continuum receives many contributions. In the DM literature, this is usually
separated into photons from \internal bremsstrahlung" [47{51], as well as nal and initial
state radiation, on one hand, and those photons that result from the cascade decay chain
of unstable particles on the other hand. The decay processes can yield many nal state
photons with a broad energy spectrum. Our endpoint calculation for winos resums the non-
decay perturbative processes, and as such it does not include the additional continuum
photons that result from the decay of the W and Z. However, this contribution is
demonstrated to have little impact on the limits for heavy winos in appendix B. This
conclusion is intuitive since the photons from the W=Z cascade decays are much lower
energy than the exclusive and endpoint contributions. Therefore, we model the continuum
as only being due to the endpoint contributions, which we denote with E(E), and using
eq. (5.30) the LL result is given explicitly by
ELL(E) = 1hviline
dhvi
dE
  2  E  M (7.8)
=
2
js0j2M

CA ~W F1

3LS1 (z)  2LJ1 (z)

e 2  0 ~W
 
L2J (z)  34 (LS1 (z))2(1 z)2

  2CA ~W F0 LJ1 (z) e 2  0 ~W L
2
J (z)

;
where as usual, z = E=M. The resulting spectrum per annihilation is
dN
dE
=
hviline
hvi

2 (E  M) + E(E)

; (7.9)
such that hviline=hvi is the branching fraction to line photons. Note that our calculation
predicts not only the shape of the endpoint contribution, but also the relative normalization
of this with respect to the line spectrum. Putting these details together, we arrive at the
theory prediction 
d
dE

ideal
=
J 
ROI hviline
8M2
h
2 (E  M) + E(E)
i
; (7.10)
which is idealized in the sense that it neglects experimental eects.
As such we are still missing one ingredient, which is the fact that we need to con-
volve this with the experimental energy resolution. We can describe the energy resolution
via a convolution function (E   E0), where E0 is the true photon energy and E is the
reconstructed value, and the spectrum an experiment would measure is
d
dE

smeared
=
J 
ROI hviline
8M2
Z M
0
dE0
 
E0   Eh2  E0  M+ E E0i : (7.11)
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The HESS collaboration has published a model for (E E0) which we use here, a Gaussian
that is peaked near the true energy with a width that varies from 17% at 0.5 TeV and 11%
at 10 TeV. We interpolate in between these values using the log of the energy, and nd a
width 15% at 3 TeV.
HESS can constrain the overall normalization of eq. (7.11); in terms of the theory
prediction, this can be interpreted as a constraint on the quantity
CHESS =
J 
ROI hviline
8M2
: (7.12)
However, it is critical to specify the assumed energy spectrum E(E) (in addition to a line
contribution) when deriving a HESS constraint on the cross section. For the following
comparisons, we will use the LL endpoint spectrum computed in this work, so that
d
dE

HESS
= CHESS
Z M
0
dE0
 
E0   Eh2  E0  M+ ELL E0i ; (7.13)
where CHESS is the coecient that is constrained using the HESS data, we take ELL
 
E0

from eq. (7.8), and (E0   E) is as discussed above. In the next section, we will interpret
the HESS data as a constraint on CHESS using a mock analysis, and will then convert this
into an approximate constraint on winos using eq. (7.12). We will either use eq. (5.42) to
predict hviline for a given mass in order to set a constraint on J , or we will assume the
Einasto prole which gives us J and then constrain the cross section hviline. We will also
provide a constraint on the core size, using the NFW prole modied to include a core.
Note that we can test the eects of ignoring the non-line endpoint contributions by
simply setting E(E) = 0; up to the approximations in our analysis required by not having
the full likelihood available, this should reproduce the limits stated in ref. [28]. This allows
us to directly compare constraints on the line only and the line plus endpoint spectrum,
thereby highlighting the impact of our main result eq. (5.30). The next section outlines
the details of our mock analysis and provides approximate constraints on either the cross
section or the J-factor.
7.3 Approximate constraints
Using the procedure described in the previous section, one can in principle interpret the
HESS data as a constraint on wino DM annihilations. As the data collected by the instru-
ment is not public, we are not able to provide a full and precise update of the constraints
on winos. Instead, we will perform a simplied mock version of the HESS analysis in
order to estimate the impact of the corrections calculated here on the resulting limits.
Our mock analysis can roughly recover the published line limits in the case where we take
E(E) = 0 above. We will then extend the analysis to include the endpoint contributions,
demonstrating that they strengthen the limits by an O(1) factor.
Our mock analysis is based on a simplied version of the analysis performed in ref. [28].
Figure 1 of that work provides the measured ux and the associated uncertainty as a
function of energy in their ROI near the Galactic Center. We digitized this dataset and
used it as the input to a Gaussian likelihood analysis. We note that since HESS is an
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instrument that counts the number of incident photons, the Poisson likelihood should in
principle be used. However, the number of counts cannot be exactly reconstructed from the
publicly released ux data. The non-Gaussian nature of this dataset is made manifest by
the asymmetric error bars that are particularly clear at higher energies. We approximately
included the asymmetry in the likelihood by using the upper error bars to determine the
likelihood contribution from bins where our model prediction exceeded the data, and the
lower error bars for bins where our model prediction fell below the data. We found that
this approach gave better agreement with the published HESS results than symmetrizing
the error bars.
The dataset di is dened using energy bins with associated index i, where the digitized
HESS ux gives a central value i and error i, chosen (between the upper and lower error
bars) in the manner described above. The prediction mi() is a function of the model pa-
rameters . The DM-signal contribution to the model is computed using eq. (7.11). We will
treat this theory ux as being a function of the DM mass, M, the line photon cross section,
hviline, and the J-factor. As emphasized above, given M we can either calculate hviline
and then constrain J , or assume a value of J and turn this into a constraint on hviline.
Even in the most optimistic DM scenario, the events collected by HESS will not be
solely due to DM annihilation. Firstly, there is a substantial ux of cosmic rays colliding
with the atmosphere, which can mimic gamma-ray signals. Secondly, there will be genuine
gamma-rays due to high-energy astrophysical processes, such as protons in the inner galaxy
colliding with gas and producing energetic neutral pions which decay to gamma-rays. The
expected ux from cosmic-rays and astrophysical sources of gamma-rays is not well un-
derstood in the HESS energy range, and as such ref. [28] parametrized the background
contribution using the following seven parameter model:
d
dE

bkg
= a0

E
1 TeV
 2:7 
P

log10

E
1 TeV

+  G

log10

E
1 TeV

;
P (x)  exp(a1 x+ a2 x2 + a3 x3) ;
G(x)  1p
2 2x
exp

 (x  x)
2
22x

:
(7.14)
The background is then specied by the seven parameters bkg = fa0; a1; a2; a3; ; x; xg.
Combining the signal and background, we arrive at our full model prediction of
mi() =
"
d
dE
 
M; hviline; J

Smeared
+

d
dE
(bkg)

bkg
#
E=Ei
; (7.15)
so that the model is specied by three signal and seven background parameters. From
here, given the HESS dataset described above, d = fdig = fi; ig, we can write down our
assumed Gaussian likelihood function as
L dj = Y
i
1q
2 2i
exp

 (mi()  i)
2
22i

: (7.16)
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In order to restrict our likelihood to be a function of only the signal parameters, we eliminate
the nuisance parameters using the prole likelihood method,
L djsig = L djsig; ^bkg ; (7.17)
where the hat indicates evaluating the function at the values of bkg that maximize the
likelihood (see [146] for a review).
With this reduced likelihood, we can then dene a test statistic for upper limits as
a function of M on either hviline or J . To begin with, we can x J and set a limit on
hviline. To determine the xed value of J , we use eq. (7.3) assuming an Einasto prole
as given in eq. (7.4). The ROI for this dataset was a 1 circle around the Galactic Center,
with the Galactic plane masked for latitudes less than 0.3, which yields
J ' 7:39 1018 TeV2 cm 5 : (7.18)
Fixing this value, we dene the test statistic as
qhviline (M) 
(
2
h
logL(djM; hviline)  logL(djM; dhviline)i hviline  dhviline
0 hviline < dhviline ;
(7.19)
where again a hat denotes the value that maximizes the likelihood. Using this test statistic,
the 95% limit on hviline is then determined by solving for qhviline (M) =  2:71, and is
shown in gure 9. In this gure we have also shown the prediction for the wino cross
section | if these were exact limits and if the DM distribution followed an Einasto prole
in the inner galaxy, then the wino would be excluded when this prediction is above the
mock limit curve.
This gure also contains the published HESS limits, taken from gure 4 of [28]. The
extent to which our line-only limits disagree with the published values highlights that our
mock analysis is not exact and thus should not be taken as the true limit on wino DM.
Nevertheless the gure does make it clear that the addition of the endpoint contributions
can lead to a non-trivial enhancement on the sensitivity. For this reason, the eects calcu-
lated in this work represent an important contribution that should be included in future
searches for heavy DM annihilation.
Alternatively, for limits on J , we x hviline to the exclusive wino prediction appro-
priate for that mass using eq. (5.30), and in a similar notation to [147], dene our test
statistic as
qJ (M) 
(
2
h
logL djM; J  logL djM; J^i J  J^
0 J < J^
: (7.20)
As for the cross section, this test statistic allows us to establish the 95% limit at a given
mass through the relation qJ (M) =  2:71, and the result is shown in gure 10. In this
case we have repeated the analysis with and without the endpoint contributions calculated
in this work, with the impact of our calculation being as much as a factor of 3 improvement
in the limit, and a factor of 1.5 at the thermal mass.
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Figure 9. The approximate constraints on the line annihilation cross section as a function of the
DM mass for the Einasto prole using our mock reanalysis of the HESS line search. The dotted line
assumes the line-only spectrum and the dashed line assumes the full endpoint + line spectrum. We
additionally provide the LL resummed prediction (including the Sommerfeld enhancement) for the
line annihilation. Under these assumptions, the wino would be excluded when the LL prediction is
above the HESS full constraint. We also show the published HESS line limit in dots to demonstrate
the extent to which our line-only analysis reproduces their result.
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Figure 10. The approximate constraints on the J-factor as a function of the DM mass, assuming
the line only spectrum and the full endpoint + line spectrum, as derived from our mock reanalysis
of the HESS line search.
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Figure 11. The NFW core size required to save the wino as derived using our mock analysis. This
gure follows from the J-factor constraints given in gure 10. At a given mass, the constraint on
J can be converted into a core size limit by calculating the corresponding cored NFW J-factor in
the HESS analysis ROI. For a thermal wino at 3 TeV the estimated constraints improve from 0.70
to 0.99 kpc when including the endpoint contributions. This core size is beginning to be probed
in both numerical and astrophysical settings. We again emphasize that these constraints should be
only taken as an estimate.
The results above demonstrate that updating the wino limits to include the endpoint
contribution can easily lead to O(1) improvements in the limits on hviline or the Galactic
Center J-factor. Finally, we emphasize that the search for the wino is reaching a level of
sensitivity such that O(1) factors are important. One way to see this, is by converting the
limits into a statement on how large a core in the Milky Way DM density prole is required
to save the wino from the HESS constraints.
For concreteness, we use a cored version of the NFW prole, following [24]. For
r > rcore, we take the NFW prole as dened in eq. (7.5); when r  rcore, we set the
prole to a constant value NFW(rcore), such that the density prole is at within the core
radius. Restricting ourselves to cores smaller than 8.5 kpc, the presence of a core reduces
the associated J-factor of the halo. In this way we can directly convert J-factor limits into
a corresponding constraint on rcore, which we show in gure 11. From this, we can see that
for a thermal wino at exactly 3 TeV, the estimated core constraint increases from 0.70 kpc
to 0.99 kpc when including the additional photons from the endpoint spectrum.
The values constrained in gure 11 turn out to be at the edge of the core sizes that
are beginning to be probed by a combination of numerical simulations and data. On the
numerical side, it was shown that recent simulations of Milky Way-like halos in simulations
including the eects of baryons, can potentially contain cores up to O(1) kpc [148]. The
total DM mass in the Galactic Bulge region can be estimated from observations of stars
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in the Bulge [149], and disfavors a canonical NFW prole with a core size larger than 2
kpc [150]. The core sizes needed for the thermal relic wino to survive indirect detection
bounds are thus beginning to be constrained by stellar observations; accounting for the
detailed endpoint spectrum is an important component when drawing this conclusion.
8 Conclusions
In this paper we have developed a comprehensive eective eld theory framework to com-
pute the photon spectrum for annihilating (or decaying) DM. We provided a new fac-
torization formula, which allows for a resummation of all large logarithmic contributions,
properly treating the eects due to electroweak symmetry breaking, the experimental res-
olution on the  + X nal state, and the Sommerfeld enhancement. We have computed
the relevant one-loop anomalous dimensions, showing the consistency of the factorization
formula at this order. We have shown that the contribution from the spectrum has a
numerically important eect for experimental searches of interest, e.g. gamma-ray line
searches from the HESS telescope. Our nal result is a compact analytic expression for
the dierential spectrum at LL accuracy, which can easily be convolved with experimental
resolution functions to provide realistic predictions.
Our EFT can be interpreted as a mother theory that includes as particular limits the
fully exclusive and fully inclusive cases. The framework presented here correctly describes
the transition between these two limits, allowing us to understand how Sudakov double
logarithms impact the spectrum as a function of the experimental resolution. It also allows
us to assess the extent to which a fully exclusive or fully inclusive approximation, as had
been previously considered in the literature, is appropriate. Interestingly, we nd that
for the range of resolution parameters applicable for current and near future experiments,
the result is intermediate between the fully exclusive and fully inclusive predictions. This
resolves the diering conclusions obtained in the literature, and provides a unifying picture
of the importance of Sudakov resummation for indirect detection searches. We have esti-
mated the impact on the interpretation of current searches by providing a mock reanalysis
of the HESS data, and we nd that we are probing core sizes in a region where precise
calculations of the particle physics components are relevant.
Now that this paper has established an EFT framework for describing the photon
spectrum resulting from DM annihilation, one can extend this work in a number of future
directions. It would be of formal interest to understand the structure of the factoriza-
tion and resummation at higher logarithmic order. Although the electroweak couplings are
small, signicantly improved uncertainties have been observed at NLL [42, 43, 46], implying
that NLL is likely the highest order that is relevant. Additionally, the explicit NLO calcula-
tions provided in [42, 46] demonstrate that higher order terms that are not logarithmically
enhanced are numerically unimportant, justifying our choice to neglect them.
There are also additional phenomenological applications. One could extend these re-
sults to other heavy DM models, e.g. a thermal Higgsino, a mixed wino-higgsino, or minimal
DM candidates. In many of these cases, the constraints can be dierent [24, 151, 152], im-
plying that a dedicated analysis is warranted. From the point of view of extending the
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work presented here, the underlying EFT is unchanged, but one must modify the Sommer-
feld calculation and the explicit values for the hard matching coecients and anomalous
dimensions.
A simple heavy DM candidate provides a viable and phenomenologically relevant ex-
planation for the observed relic abundance that could show up in current or future indirect
detection searches. This work casts the prediction for the photon spectrum that can result
from this class of models in a theoretically robust setting, where perturbation theory can
be maintained by performing resummation of all large double logarithms. If a signal of
heavy DM annihilation appears, this work will be critical to interpreting it.
Acknowledgments
We thank Martin Bauer, Marco Cirelli, Richard Hill, Emmanuel Moulin, Du Neill, and
Lucia Rinchiuso for useful discussions. MB is supported by the U.S. Department of Energy,
under grant number DE-SC0003883. TC is supported by the U.S. Department of Energy,
under grant number DE-SC0018191. IM is supported by the U.S. Department of Energy,
under grant number DE-AC02-05CH11231 and the LBNL LDRD program. NLR and TRS
are supported by the U.S. Department of Energy, under grant numbers DE-SC00012567 and
DE-SC0013999. MPS is supported by the U.S. Department of Energy, under grant number
DE-SC0011632. IWS is supported by the Oce of Nuclear Physics of the U.S. Department
of Energy under the Grant No. DE-SCD011090 and by the Simons Foundation through the
Investigator grant 327942. VV was supported by the Oce of Nuclear Physics of the U.S.
Department of Energy under the Grant No. Contract DE-AC52-06NA25396 and through
the LANL LDRD Program.
A One-loop calculations
In this appendix we provide details of the calculation of the one-loop anomalous dimensions
for the dierent functions appearing in the factorization formula, or provide references
where they can be obtained from known results. Details of the refactorization are provided,
and relevant integrals used in the calculation are also collected.
A.1 One-loop calculation and anomalous dimensions: intermediate EFT
We begin by giving details related to the calculation of the anomalous dimensions for the
intermediate EFT, before refactorization. This will help to make clear how these anomalous
dimensions, and the associated divergences, are split in the refactorized description.
Hard function. The hard function is independent of the infrared measurement made on
the nal state. It can therefore be extracted directly from the literature. Although we will
only consider the LL resummation in this paper, we give the NLL anomalous dimension
for completeness. The anomalous dimension matrix for (C1 C2)
T can be written in terms
of a diagonal and a non-diagonal component as
^ = 2 WT 1 + ^S : (A.1)
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Explicit results for WT and ^S were given in [43], namely
NLLWT =
W
4
 0 log

2M


  W
4
b0 +
W
4
2
 1 log

2M


; (A.2)
and
^NLLS =
W

(1  i)

2 1
0  1

  2W


1 0
0 1

: (A.3)
The constants appearing in these expressions are the SU(2) Casimir CA = 2, the one-loop
-function b0 = 19=6, and the relevant cusp anomalous dimensions are  0 = 4CA and
 1 = 8
 
70
9   23 2

.
Photon jet function. The photon jet function, which has a single photon as its nal
state, is dened in eq. (4.13) as
J =
D
0
Bcn?(0)EDBcn?(0)0E : (A.4)
Evaluating this function at one-loop yields
J =  2  2CA W



mW
2  
2M
  ()

+
W
2
 ()


mW
2  11
3
CA   4
3
nf C(R)

+O 2W ; (A.5)
where  and  are the virtuality and rapidity renormalization scales respectively. Here nf
denotes the number of fermion avors. We take nf = 5 in our numerical results. The 
and  anomalous dimensions can immediately be extracted from this result, and we nd,
n = 2CA
W

log


2M

; (A.6)
n = 2CA
W

log


mW

: (A.7)
Recoiling jet function. When computing the recoiling jet function, all IR divergences
are explicitly regulated by the measurement of the nal state mass. This is unlike the
photon jet function, where the scale mW acts as a regulator. To compute the anomalous
dimensions, it is therefore sucient to expand away the scale mW from the beginning,
simplifying the calculation. The inclusive recoiling jet function is then dened as
J 0n(k
+) =
X
XC
D
0
Bdn?(0)  k+   P+  M   P =2 2 ~P?XCEDXCBdn?(0)0E : (A.8)
We can rewrite this jet function as
J 0n(p) =
X
XC
Z
d4x
(2)4
ei px
D
0
Bdn?(0)XCEDXCBdn?(x)0E : (A.9)
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with p = (2M; k
+; 0) in order to enforce the -function measurement constraints. Written
in this form, the function is completely inclusive. Therefore, we can use the optical theorem
to write this as the imaginary part of the forward scattering amplitude
J 0n(p) =
1
2
Im
Z
d4x
(2)4
ei px
D
0
T Bdn?(0)Bdn?(x)0E : (A.10)
This jet function has been evaluated in the literature [153{155]; the one-loop result is
J 0n(p
2) = (p2) +
W
4

4CA log(p
2=2)  b0
p2

+
+O 2W ; (A.11)
where the subscript plus denotes a plus distribution, see e.g. [156] for an extensive review of
its properties. The kinematics for heavy DM annihilation imply that p2 = 2M k
+, so that
J 0n(k
+) = 
 
2M k
+

+
W
4
1
2
 
4CA log
 
2M k
+=2
  b0
2M k+=2
!
+
+O 2W : (A.12)
To expose the simple renormalization group structure, we transform to Laplace space,
where the Laplace conjugate variable of k+ is taken to be s. Keeping only the leading log
term, we nd
J 0n(s) =
1
2M
+ 2CA
W
4
1
2M
log2

2 s eE
2M

+O 2W ; (A.13)
where E is the Euler-Mascheroni constant. Finally, we extract the  anomalous dimension
n = 2CA
W

log

2 s eE
2M

: (A.14)
This function has no rapidity anomalous dimension as it is a SCETI type function.
Ultrasoft function. There are four operators that contribute to the ultrasoft function
in the EFT: S012, S021, S011, S022, see eq. (4.11) above. Using the expressions below, we can
then extract the LL  and  anomalous dimensions. We will nd that each operator yields
the same result,
S
0
 =  2CA
W

log
 
 s

;
S
0
 =  2CA
W

log


mW

: (A.15)
This calculation will also expose additional IR divergent contributions, which is the sign
that refactorization is necessary.
The one-loop results will be expressed in terms of several integrals, denoted in bold
and labeled with V and R for virtual and real respectively, which are dened and evaluated
below. These integrals are evaluated using dimensional regularization as an IR regulator,
{ 52 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
and with the rapidity regulator as dened in section 3.2. The integrals that we will require
in our calculation are dened as follows. The nn integrals are
IRnn =  g2W
Z
dd`
(2)d 1
2 +
 
`2  m2W
`+   `  =2(q+   `+)
`+ ` 
=  W
2


mW
2  q+
m2W
=2
 [+ =2]
q+
; (A.16)
IVnn = 
 
q+

g2W 
2  =2
Z
dd`
(2)d
 2 i
(`2  m2W + i0)
`+   `  =2
(`+ + i0) (`    i0)
=   q+2W



mW
2  
mW
=2 2 =2

 [+ =4] [1=2  =4]
 [1=2]
; (A.17)
the nv integrals are
IVnv = g
2
W 
2  =2
Z
dd`
(2)d
 2 i
(`2  m2W + i0)
`+ =2
(`+ + `    i0) (`    i0)
=  W



mW
2  
mW
=2  [+ =4] [1  =4]

; (A.18)
IRnv =  g2W
Z
dd`
(2)d 1
2+
 
`2  m2W


 
q+   `+
(`+ + ` ) ` 
=  W

1
q+
log
 p
(q+)2 +m2W
mW
!
; (A.19)
and the nv integrals are
IVnv = 
 
q+

g2W 
2 =2
Z
dd`
(2)d
 2 i
(`2  m2W + i0)
`+   `  =2
(`+   i0) (`+ + `    i0)
=   q+W



mW
2  
mW
=2  [+ =4] [1  =4]

; (A.20)
IRnv =  g2W
Z
dd`
(2)d 1
2 +
 
`2  m2W


 
q+   `+`+   `  =2
(`+ + ` ) (`+)
= IRnn   IRnv : (A.21)
Next, we consider each of the four ultrasoft functions in turn. First we provide the oper-
ator denition, followed by the tree-level and one-loop evaluation in order to compute the
anomalous dimensions for the dierent color structures of the ultrasoft function. Since we
are doing this in the EFT before refactorization, we will refer to these as ultrasoft func-
tions and the corresponding states as jXUSi. These ultrasoft functions will ultimately be
refactorized.
 S011 is dened as
S0 aba
0b0
11 =
X
XUS
D
0
 Y 3f 0n Y dg0n y(0)XUSE

D
XUS
(q+   P+) Y 3fn Y dgn (0)0E f 0g0a0b0fgab : (A.22)
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Evaluating at tree-level in Laplace space yields
S0 aba
0b0
11
tree
= aba
0b0 ; (A.23)
and at one-loop yields
S0 aba
0b0
11
1-loop
=  aba0b0 2CA

IRnn   IVnn

    !
Laplace
  aba0b0 2CA W
2


mW
2 
 []

2

+ log
 
 s

; (A.24)
where the second line is expressed in Laplace space. Extracting the LL anomalous
dimensions from these results yields eq. (A.15).
 S012 and S021 are dened as
S0 aba
0b0
12 =
X
XUS
D
0
 Y 3f 0n Y dg0n y(0)  q+   P+XUSE

D
XUS
 Y 3gn Y dfn Y agv Y bfv (0)0E f 0g0a0b0 ;
S0 aba
0b0
21 = S
0 a0b0ab
12 : (A.25)
Evaluating at tree-level in Laplace space yields
S0 aba
0b0
12
tree
= b3a3a
0b0 ; (A.26)
and at one-loop yields
S0 aba
0b0
12
1-loop
=  a0b0
h   a3b3   abIVnn   IRnn
+
 
ab   3a3b3IVnv + IRnv + IVnv   IRnvi
    !
Laplace
  a0b0a3b3 2CA W
2
2   []

2

+ log
 
 s

+ a
0b0 ab   3 a3b3W

log2
 
mW s

; (A.27)
where the second line is expressed in Laplace space. Extracting the LL anomalous
dimensions from these results yields eq. (A.15).
This result manifests the same UV virtuality and rapidity divergences as in the case of
the S011 operator which is why it yields the same anomalous dimension as S011. However,
we see an additional IR divergence appears in the form of log2
 
mW s

. This results from
the non-singlet nature of this operator. In order to factorize this new double log, we
need to match this ultrasoft operator onto an EFT below the scale s. This allows us to
separate the scales s and mW , yielding our nal fully factorized result.
 S022 is dened as
S0 aba
0b0
22 =
X
XUS
D
0
 Y 3f 0n Y dg0n Y a0f 0v Y b0g0v y(0)  q+   P+XUSE

D
XUS
 Y 3fn Y dgn Y afv Y bgv (0)0E : (A.28)
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Evaluating at tree-level in Laplace space yields
S0 aba
0b0
22
tree
= a3a
03bb
0
; (A.29)
and at one-loop yields
S0 aba
0b0
22
1-loop
=

 a3b3a0b0 + a3b03a0b   a03b03ab + b3a03ab0

IVnn   IRnn

+

a3
n
  2 a03bb0   b03a0b + b3a0b0
o
+ a
03
n
  2 a3bb0   b3ab0 + b03ab
o
IVnv   IRnv + IVnv

    !
Laplace
2CA 
a3a
03bb
0 W
2
2   []

2

+ log
 
 s

+ bb
0 
aa
0   3 a3a03W

log2
 
mW s

: (A.30)
where the second line is expressed in Laplace space. Extracting the LL anomalous
dimensions from these results yields eq. (A.15). Note that although the result appears
not to be symmetric in the color structure, the wavefunction F a
0b0ab dened in eq. (5.24)
is symmetric under the interchange a; a0 $ b; b0.
A.2 Calculations in the refactorized theory
Having presented the calculations for the anomalous dimensions in the intermediate EFT,
in this section we discuss some details related to the refactorization that were skipped in
the text, and present the anomalous dimensions in the refactorized theory.
Photon jet function. The photon jet function J is only sensitive to a single scale mW ,
and therefore is unmodied under the refactorization procedure.
Recoiling jet function. As discussed in section A.1, although in the intermediate the-
ory the recoiling jet function is sensitive both to the scale M
p
1  z set by the nal state
measurement, as well as to the scale mW , the nal state measurement regulates all singu-
larities, and could therefore be expanded to begin with. Combining this result with the
structure of the factorization
J 0n
 
M;
p
1 z;mW ;

=HJn
 
M;
p
1 z;Jn mW ;;+O mW
M
p
1 z

; (A.31)
we nd that the one-loop result for the matching coecient in Laplace space (M
p
1 z!s)
is given by
HJn(M; s; ) =
1
2M
+ 2CA
W
4
1
2M
log2

2 s eE
2M

+O 2W : (A.32)
This then implies that
d
d log 
J 0n
 
M;
p
1  z;mW ; 

=
d
d log 
HJn
 
M;
p
1  z;  ; (A.33)
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which is given in eq. (A.14), and
d
d log 
Jn
 
mW ; ; 

= 0 : (A.34)
To the order that we work, we need just the tree level value for Jn, which is
J treen
 
mW ; ; ) = 1 : (A.35)
Anomalous dimensions for the refactorized ultrasoft function. Unlike for the jet
functions, the refactorization of the ultrasoft function is signicantly more involved. As
given in the text, the general form of the refactorization is
S0aba
0b0
i
 
M;1 z;mW ;;

=HS;ij
 
M;1 z;
h
CS
 
M;1 z;mW ;;

S
 
mW ;
iaba0b0
j


1+O

mW
M(1 z)

: (A.36)
The goal of this section will be to describe this refactorization in more details, and derive
the required anomalous dimensions.
Before considering the structure of the anomalous dimensions, we must rst derive the
color structures of the collinear-soft and soft functions, which were only stated without
derivation in the main body of the text. The structure of the Wilson lines in the soft and
collinear-soft functions can be derived by performing the BPS eld redenition iteratively.
We therefore return to the two amplitude level operators (see eq. (4.2) above)
O1 =

aTv i2 
b
v

Bcn?Bdn? abcd ;
O2 =

aTv i2 
b
v

Bcn?Bdn? acbd : (A.37)
Next we iteratively perform the BPS eld redenition for both the collinear-soft modes
and refactorized soft modes,
O1 =
h
AB V Dcn X
Cc
n
i h
S
AA
v S
BB
v S
DD
n S
CC
n
i 

AT
v i2 
B
v

B Cn?B Dn? ;
O2 =
h
BD V Acn X
Cc
n
i h
S
AA
v S
BB
v S
DD
n S
CC
n
i 

AT
v i2 
B
v

B Cn?B Dn? : (A.38)
We can now derive the soft and collinear-soft functions in the standard way, by squaring
the amplitude level operators and setting D = D0; C = C 0 = 3. We nd
~S11 =
D
0
hV dcn XCcn ihV dc0n XC0c0n ihS3C0n S3Cn i A B A0 B00E ;
~S12+ ~S21 =
D
0
hV B0cn XCcn ihV A0c0n XC0c0n ihS3Cn S A0A0v S B0B0v S3C0n i A B+ A; B$ A0; B0	0E ;
~S22 =
D
0
hV B0cn XCcn ihV A0c0n XC0c0n ihS3Cn S A0A0v S AB0v S3C0n i B B00E : (A.39)
To simplify the notation and focus on the color structures, we have suppressed the mea-
surement function.
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One additional complication that arises in the refactorization of the ultrasoft function,
is that there are non-trivial zero-bins [106] that must be correctly incorporated. We there-
fore briey discuss the structure of these zero-bins, and their dependence on our choice of
regulator, showing through two examples how the factorization correctly reproduces the
structure of integrands once the zero bin is included. We consider one example of a virtual
integral and one example of a real integral, arising from the S011 integrand.
 Consider the virtual integral (see eq. (A.17) for the evaluation of the unexpanded integral)
IVnn = 
 
q+

g2W 
2  =2
Z
dd`
(2)d
 2 i
(`2  m2W + i0)
`+   ` j =2
(`+ + i0) (`    i0) : (A.40)
Let us now consider the collinear-soft limit (`+  ` ) of this integral. It would appear
that according to the power counting the only eect is to drop `  from the rapidity
regulator term j`+   ` j=2. Since the rest of the integrand is unchanged, this would
lead to an unregulated divergence as `  ! 1. We would then be forced to introduce
a new regulator to counter this divergence. While there are several ways to do this (a
-regulator [157], for instance), the simplest way is just to keep the original form of the
rapidity regulator. The choice of the regulator we use will aect the zero-bin subtraction
that will be needed.
If we do not expand out the regulator, then the collinear-soft and soft limits of eq. (A.40)
are identical to the full US integral. The soft-bin subtraction is implemented in the
collinear-soft (CS) sector by subtracting out the soft limit of the CS integral. With this
subtraction
IV;CSnn = 0 ;
IV;Snn = I
V
nn ; (A.41)
so that we recover the full US virtual contribution.
 Now, consider the real emission integral (see eq. (A.16) for the evaluation of the unex-
panded integral)
IRnn =  g2W
Z
dd`
(2)d 1
2 +
 
`2  m2W
`+   `  =2 q+   `+
`+ ` 
: (A.42)
The soft limit is
IR;Snn =  
 
q+

g2W
Z
dd`
(2)d 1
2 +
 
`2  m2W
`+   `  =2
`+ ` 
: (A.43)
The CS limit is identical to the full integral. Applying the zero-bin subtraction to this
(which turns out to be the same as the soft integral), we are left with
IR;CSnn = I
R
nn   IR;Snn : (A.44)
Thus, once again we recover the full US real contribution adding together the CS and
soft limits. The zero-bin subtraction scheme then is to simply subtract the soft limit of
the CS integrals from the CS sector.
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The analysis of these integrals provides a non-trivial check that our factorization is indeed
correct, and that the infrared is completely reproduced by our factorized description.
Having understood the operator basis and the structure of the zero-bin subtractions, we
can now compute the anomalous dimensions of the functions arising after the factorization
of the ultrasoft function. Here we can considerably simplify the calculation by using the
choice of resummation path described in section 5.2 and shown in gure 6. In particular,
for this path it is not necessary to separately run the collinear-soft and soft functions. We
can therefore simplify our refactorization to
S aba
0b0
ij = HS;ijkl

CAS;k S
B
l
aba0b0
= HS;ijkl

~Skl
aba0b0
; (A.45)
and only compute the anomalous dimensions for the functions HS;ijkl and
 
~Skl
aba0b0
. This
drastically simplies the calculation, since the structure of the color mixing for the collinear-
soft and soft operators is quite involved. In the remainder of this appendix we give the
explicit results for the anomalous dimensions for HS;ijkl and
 
~Skl
aba0b0
for all relevant color
channels appearing in our factorization.
For ease of notation, as in the body of the text, we will dene our ultrasoft operators
as, see eq. (4.12),
S01  S011 S02  S022; S03  S012 + S021 : (A.46)
In this notation, the refactorization of the ultrasoft function is given by, see eq. (4.26),
S0 aba
0b0
i = HS;ikl
 
CAS;kS
B
l
aba0b0
= HS;ij

~Sj
aba0b0
: (A.47)
The tree-level, and one-loop results, along with the  and  anomalous dimensions for the
H and ~S functions appearing in the factorization are as follows:
 ~S1 is dened as
~S aba
0b0
1 =
X
XcS
D
0
 X3f 0n V dg0n y(0)XcSE

D
XcS
 q+   P+ X3fn V dgn (0)0E f 0g0a0b0fgab ; (A.48)
where the soft sector Wilson lines have contracted to the identity. By inspection, the
anomalous dimension for this operator is identical to Saba
0b0
1 , implying that HS;11 = 1 is
the only non-zero matching coecient.
 ~S3 is dened as
~S aba
0b0
3 =
X
XcS
D
0
hXcen V B0en (q+ P+)XcSEDXcS Xc0g0n V A0g0n ihS3cn S3c0n Sa0A0v Sb0B0v iab0E
+
 
a;b$ a0; b0 : (A.49)
At tree-level in Laplace space we have
~S aba
0b0
3
tree
= a
03b
03ab +
 
a; b$ a0; b0 ; (A.50)
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and at one-loop in Laplace space, we have
~S aba
0b0
3
1-loop
=  4 a03b03ab W
2


mW
2  1

log
 
 s

+ ab
 
a
0b0   3 a03b03 W


 2 log


mW

log
 
 s

+ log2


mW

+
 
a; b$ a0; b0 : (A.51)
The second line here is essentially the IR piece of the term log2
 
mW s

. Extracting the
LL anomalous dimensions yields
d
d log 
~S aba
0b0
3 =

 2CA W

log
 
 s

+ 3CA
W

log
 
 s

~S aba
0b0
3
  CA W

log
 
 s

~S aba
0b0
1 ; (A.52)
which shows a mixing between ~S3 and ~S1, along with
d
d log 
~S aba
0b0
3 =  2CA
W

log


mW

~S aba
0b0
3 : (A.53)
We can now read o the matching coecients
HS;33 = 1  3W

log2 ( s) ;
HS;31 =
W

log2 ( s) ; (A.54)
which immediately tells us that
d
d log 
HS;33 =  3CAW

log
 
 s

HS;33 ;
d
d log 
HS;31 = CA
W

log
 
 s

HS;33 : (A.55)
 ~S2 is dened as
~S aba
0b0
2 =
X
XcS
D
0
hXcen V Aen (q+ P+)XcSEDXcS Xc0g0n V A0g0n ihS3cn S3c0n Sa0A0v SaAv ibb00E :
(A.56)
At tree-level in Laplace space we have
~S aba
0b0
2
tree
= bb
0
a
03a3 ; (A.57)
and at one-loop in Laplace space, we have
~S aba
0b0
2
1-loop
=  4 bb0a03a3 W
2


mW
2 1

log
 
 s

(A.58)
+ bb
0 
aa
0   3 a03a3W


 2 log


mW

log
 
 s

+ log2


mW

:
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From the color structure of this result, it is clear that another operator has been induced
at loop level, namely
~S aba
0b0
4 =
X
XcS
D
0
 X3f 0n V df 0n y(0)XcSEDXcS  q+   P+ X3fn V dfn (0)0E aa0bb0 ;
(A.59)
which is similar to ~S a
0b0ab
1 but with a dierent color structure. Evaluating this operator
at tree-level in Laplace space yields
~S aba
0b0
4
tree
= aa
0
bb
0
; (A.60)
and at one-loop in Laplace space yields
~S a
0b0ab
4
1-loop
=  aa0bb0 2CAW
2


mW
2  1


2

+ log
 
 s

: (A.61)
Recall that the matching coecient for this operator is 0 at tree-level, since it did not
appear in our original basis. Extracting the LL anomalous dimensions for this operator
yields
d
d log 
~S aba
0b0
4 =  2CA
W

log
 
 s

~Saba
0b0
4 ;
d
d log 
~S aba
0b0
4 =  2CA
W

log


mW

~Saba
0b0
4 : (A.62)
We can use these results to extract the anomalous dimension for ~S2,
d
d log 
~S aba
0b0
2 =

 2CA W

log
 
 s

+ 3CA
W

log
 
 s

~S aba
0b0
2
  CAW

log( s) ~S aba
0b0
4 ;
d
d log 
~S aba
0b0
2 =  2CA
W

log


mW

~S aba
0b0
2 : (A.63)
We can then extract the Wilson coecients,
HS;22 = 1  3 W

log2
 
 s

;
HS;24 =
W

log2
 
 s

; (A.64)
and their anomalous dimensions
d
d log 
HS;22 =  6 W

log
 
 s

HS;22 ;
d
d log 
HS;24 = 2
W

log
 
 s

HS;22 : (A.65)
This provides the complete set of ingredients required for the LL resummation in the
endpoint region.
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B Impact of continuum photons from cascade decays
In the main body of this work we presented a calculation of the internal bremsstrahlung
(+ initial/nal state radiation), or endpoint, contribution to the wino annihilation spec-
trum. As we mentioned there, another source of photons arises from the nal state decay
products of the unstable particles that are produced by DM annihilations, such as the W
and Z bosons. In this appendix we estimate the contribution from these additional nal
states, and show that they have a small impact on the HESS constraints for the ther-
mal wino. However, they could be interesting for instruments searching for lower energy
photons such as Fermi.
In order to estimate these contributions, we have added to the line and endpoint spec-
tra the spectrum coming from the decay of W and Z bosons. The spectrum of photons
that arises from their decay is determined using PPPC4DMID [158] with electroweak cor-
rections turned o,15 whereas the branching fraction is evaluated dierently for the two
cases. For annihilation to W+W , the branching fraction is given by the Sommerfeld-
enhanced tree-level cross section for this nal state [3, 4].16 Radiative corrections to this
cross section, which have been shown to be small [40], are not included. To determine the
Z production cross section, we use the leading log cross section, which is given by eq. (5.42)
reweighted by c2W=s
2
W .
In gure 12, we show the impact on the photon spectrum from DM, after convolving it
with the HESS energy resolution, when this continuum contribution is added, for two DM
masses. Generically, as we approach E M, this continuum emission is a sub-dominant
eect. However, at lower energies it can have substantial impact (note this spectrum
is multiplied by E2:7 which downweights the ux at lower energies). Nevertheless, such a
contribution over many energy bins is hard to distinguish from the 7 parameter background
model used by HESS. These background parameters are proled over, so that we would
not expect this additional emission to make a sizable impact. Indeed, in gure 13 we
demonstrate this point, by repeating the analysis from section 7.3 with the inclusion of
the additional continuum photons. We note the eect of including the continuum becomes
more important at higher masses, but is almost always subdominant to the impact of
adding in the endpoint emission. Further, the broad nature of the continuum emission can
lead to a non-trivial interplay with the background model in ts to the data, and in fact
lead to weaker limits for some masses. For example, near M = 9 TeV in gure 13, the
Sommerfeld resonance leads to an enhancement in the continuum emission. This additional
emission at lower energies drives down the best t background model, resulting in a reduced
background prediction near the dark matter mass where the line and endpoint contributions
dominate, and accordingly a weaker limit.
15The electroweak corrections in PPPC4DMID include a partial accounting of the endpoint corrections
that we determined in the main body, which they include following [159], and so we remove them to avoid
double counting. We thank Marco Cirelli for conrming this point. This choice means we are missing the
electroweak corrections from the remainder of the continuum spectrum, however we have conrmed these
eects are small by directly comparing the spectra to the predictions of Pythia 8.219 [160{162], which
includes electroweak showering [163].
16Note that there is a factor of 2 missing in the o-diagonal terms of  W+W  in eq. (28) in ref. [3], which
is corrected in ref. [4].
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Figure 12. The dierential photon ux observed at HESS for the wino at (a) 3 TeV; and (b)
10 TeV. In each case we show, progressively, the contribution from the line only case, the endpoint
contribution calculated in the main body, and nally the continuum arising from the decay of the
produced W and Z bosons. In all cases the contributions have been smeared by the HESS energy
resolution.
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Figure 13. As in gures 9 and 10, but showing the impact of adding the continuum contribution
from W and Z decays in addition to the endpoint on the constraints. In general these contributions
have a much smaller impact than that already resulting from adding in the endpoint spectrum. The
exception is near the Sommerfeld resonances, where the associated enhanced continuum emission
is imprinted on the limits. We caution once more that these are only estimated limits.
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Finally we note in passing that the large contribution from the continuum may be rel-
evant to lower energy instruments such as Fermi -LAT. The advantage of such an approach
is that we can look at a number of dierent potential astrophysical sources of DM ux,
each associated with partially uncorrelated systematics on their J-factors. In this way we
can extend the search beyond the Galactic Center and its large uncertainties to look at
potentially cleaner environments such as the Milky Way Dwarfs [164, 165] or even galaxy
clusters [142, 166]. However, note that the eective area of Fermi -LAT drops sharply at
TeV energies. This implies that if the DM mass is multi-TeV, the HESS constraints are
generally stronger than those from Fermi. Even accounting for the astrophysical uncer-
tainties, the HESS dataset continues to be the best probe of the gamma-rays from thermal
wino DM.
Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
References
[1] J. Hisano, S. Matsumoto and M.M. Nojiri, Unitarity and higher order corrections in
neutralino dark matter annihilation into two photons, Phys. Rev. D 67 (2003) 075014
[hep-ph/0212022] [INSPIRE].
[2] J. Hisano, S. Matsumoto and M.M. Nojiri, Explosive dark matter annihilation, Phys. Rev.
Lett. 92 (2004) 031303 [hep-ph/0307216] [INSPIRE].
[3] J. Hisano, S. Matsumoto, M.M. Nojiri and O. Saito, Non-perturbative eect on dark matter
annihilation and gamma ray signature from galactic center, Phys. Rev. D 71 (2005) 063528
[hep-ph/0412403] [INSPIRE].
[4] J. Hisano, S. Matsumoto, M. Nagai, O. Saito and M. Senami, Non-perturbative eect on
thermal relic abundance of dark matter, Phys. Lett. B 646 (2007) 34 [hep-ph/0610249]
[INSPIRE].
[5] M. Cirelli, A. Strumia and M. Tamburini, Cosmology and Astrophysics of Minimal Dark
Matter, Nucl. Phys. B 787 (2007) 152 [arXiv:0706.4071] [INSPIRE].
[6] N. Arkani-Hamed and S. Dimopoulos, Supersymmetric unication without low energy
supersymmetry and signatures for ne-tuning at the LHC, JHEP 06 (2005) 073
[hep-th/0405159] [INSPIRE].
[7] N. Arkani-Hamed, S. Dimopoulos, G.F. Giudice and A. Romanino, Aspects of split
supersymmetry, Nucl. Phys. B 709 (2005) 3 [hep-ph/0409232] [INSPIRE].
[8] G.F. Giudice and A. Romanino, Split supersymmetry, Nucl. Phys. B 699 (2004) 65
[Erratum ibid. B 706 (2005) 487] [hep-ph/0406088] [INSPIRE].
[9] J.D. Wells, PeV-scale supersymmetry, Phys. Rev. D 71 (2005) 015013 [hep-ph/0411041]
[INSPIRE].
[10] A. Pierce, Dark matter in the nely tuned minimal supersymmetric standard model, Phys.
Rev. D 70 (2004) 075006 [hep-ph/0406144] [INSPIRE].
[11] A. Arvanitaki, N. Craig, S. Dimopoulos and G. Villadoro, Mini-Split, JHEP 02 (2013) 126
[arXiv:1210.0555] [INSPIRE].
{ 64 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[12] N. Arkani-Hamed, A. Gupta, D.E. Kaplan, N. Weiner and T. Zorawski, Simply Unnatural
Supersymmetry, arXiv:1212.6971 [INSPIRE].
[13] L.J. Hall, Y. Nomura and S. Shirai, Spread Supersymmetry with Wino LSP: Gluino and
Dark Matter Signals, JHEP 01 (2013) 036 [arXiv:1210.2395] [INSPIRE].
[14] M. Cirelli, N. Fornengo and A. Strumia, Minimal dark matter, Nucl. Phys. B 753 (2006)
178 [hep-ph/0512090] [INSPIRE].
[15] M. Cirelli, R. Franceschini and A. Strumia, Minimal Dark Matter predictions for galactic
positrons, anti-protons, photons, Nucl. Phys. B 800 (2008) 204 [arXiv:0802.3378]
[INSPIRE].
[16] M. Cirelli and A. Strumia, Minimal Dark Matter: Model and results, New J. Phys. 11
(2009) 105005 [arXiv:0903.3381] [INSPIRE].
[17] M. Cirelli, T. Hambye, P. Panci, F. Sala and M. Taoso, Gamma ray tests of Minimal Dark
Matter, JCAP 10 (2015) 026 [arXiv:1507.05519] [INSPIRE].
[18] M. Low and L.-T. Wang, Neutralino dark matter at 14 TeV and 100 TeV, JHEP 08 (2014)
161 [arXiv:1404.0682] [INSPIRE].
[19] M. Cirelli, F. Sala and M. Taoso, Wino-like Minimal Dark Matter and future colliders,
JHEP 10 (2014) 033 [Erratum ibid. 01 (2015) 041] [arXiv:1407.7058] [INSPIRE].
[20] R.J. Hill and M.P. Solon, Universal behavior in the scattering of heavy, weakly interacting
dark matter on nuclear targets, Phys. Lett. B 707 (2012) 539 [arXiv:1111.0016] [INSPIRE].
[21] R.J. Hill and M.P. Solon, WIMP-nucleon scattering with heavy WIMP eective theory,
Phys. Rev. Lett. 112 (2014) 211602 [arXiv:1309.4092] [INSPIRE].
[22] J. Hisano, K. Ishiwata and N. Nagata, QCD Eects on Direct Detection of Wino Dark
Matter, JHEP 06 (2015) 097 [arXiv:1504.00915] [INSPIRE].
[23] T. Cohen, M. Lisanti, A. Pierce and T.R. Slatyer, Wino Dark Matter Under Siege, JCAP
10 (2013) 061 [arXiv:1307.4082] [INSPIRE].
[24] J. Fan and M. Reece, In Wino Veritas? Indirect Searches Shed Light on Neutralino Dark
Matter, JHEP 10 (2013) 124 [arXiv:1307.4400] [INSPIRE].
[25] A. Cuoco, J. Heisig, M. Korsmeier and M. Kramer, Constraining heavy dark matter with
cosmic-ray antiprotons, arXiv:1711.05274 [INSPIRE].
[26] H.E.S.S. collaboration, A. Abramowski et al., Search for a Dark Matter annihilation signal
from the Galactic Center halo with H.E.S.S, Phys. Rev. Lett. 106 (2011) 161301
[arXiv:1103.3266] [INSPIRE].
[27] H.E.S.S. collaboration, J.A. Hinton, The Status of the H.E.S.S. project, New Astron. Rev.
48 (2004) 331 [astro-ph/0403052] [INSPIRE].
[28] H.E.S.S. collaboration, A. Abramowski et al., Search for Photon-Linelike Signatures from
Dark Matter Annihilations with H.E.S.S., Phys. Rev. Lett. 110 (2013) 041301
[arXiv:1301.1173] [INSPIRE].
[29] G. Sinnis, A. Smith and J.E. McEnery, HAWC: A Next generation all-sky VHE gamma-ray
telescope, in On recent developments in theoretical and experimental general relativity,
gravitation and relativistic eld theories. Proceedings, 10th Marcel Grossmann Meeting,
MG10, Rio de Janeiro, Brazil, July 20{26, 2003. Pt. A-C, pp. 1068{1088 (2004)
[astro-ph/0403096] [INSPIRE].
{ 65 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[30] HAWC collaboration, J.P. Harding and B. Dingus, Dark Matter Annihilation and Decay
Searches with the High Altitude Water Cherenkov (HAWC) Observatory,
PoS(ICRC2015)1227 [arXiv:1508.04352] [INSPIRE].
[31] HAWC collaboration, J. Pretz, Highlights from the High Altitude Water Cherenkov
Observatory, PoS(ICRC2015)025 [arXiv:1509.07851] [INSPIRE].
[32] CTA Consortium collaboration, M. Actis et al., Design concepts for the Cherenkov
Telescope Array CTA: An advanced facility for ground-based high-energy gamma-ray
astronomy, Exper. Astron. 32 (2011) 193 [arXiv:1008.3703] [INSPIRE].
[33] T.C. Weekes et al., VERITAS: The Very energetic radiation imaging telescope array
system, Astropart. Phys. 17 (2002) 221 [astro-ph/0108478] [INSPIRE].
[34] VERITAS collaboration, J. Holder et al., The rst VERITAS telescope, Astropart. Phys.
25 (2006) 391 [astro-ph/0604119] [INSPIRE].
[35] VERITAS collaboration, A. Geringer-Sameth, The VERITAS Dark Matter Program, in
Proceedings, 4th International Fermi Symposium, Monterey, California, U.S.A., October
28{November 2, 2012 (2013) [arXiv:1303.1406] [INSPIRE].
[36] MAGIC collaboration, J. Flix Molina, Planned dark matter searches with the MAGIC
Telescope, in Proceedings, 40th Rencontres de Moriond on Very High Energy Phenomena in
the Universe, La Thuile, Italy, March 12{19, 2005, pp. 421{424 [astro-ph/0505313]
[INSPIRE].
[37] Fermi-LAT, MAGIC collaborations, M.L. Ahnen et al., Limits to dark matter
annihilation cross-section from a combined analysis of MAGIC and Fermi-LAT observations
of dwarf satellite galaxies, JCAP 02 (2016) 039 [arXiv:1601.06590] [INSPIRE].
[38] N. Arkani-Hamed, D.P. Finkbeiner, T.R. Slatyer and N. Weiner, A Theory of Dark Matter,
Phys. Rev. D 79 (2009) 015014 [arXiv:0810.0713] [INSPIRE].
[39] K. Blum, R. Sato and T.R. Slatyer, Self-consistent Calculation of the Sommerfeld
Enhancement, JCAP 06 (2016) 021 [arXiv:1603.01383] [INSPIRE].
[40] A. Hryczuk and R. Iengo, The one-loop and Sommerfeld electroweak corrections to the
Wino dark matter annihilation, JHEP 01 (2012) 163 [Erratum ibid. 06 (2012) 137]
[arXiv:1111.2916] [INSPIRE].
[41] M. Baumgart, I.Z. Rothstein and V. Vaidya, Calculating the Annihilation Rate of Weakly
Interacting Massive Particles, Phys. Rev. Lett. 114 (2015) 211301 [arXiv:1409.4415]
[INSPIRE].
[42] M. Bauer, T. Cohen, R.J. Hill and M.P. Solon, Soft Collinear Eective Theory for Heavy
WIMP Annihilation, JHEP 01 (2015) 099 [arXiv:1409.7392] [INSPIRE].
[43] G. Ovanesyan, T.R. Slatyer and I.W. Stewart, Heavy Dark Matter Annihilation from
Eective Field Theory, Phys. Rev. Lett. 114 (2015) 211302 [arXiv:1409.8294] [INSPIRE].
[44] M. Baumgart, I.Z. Rothstein and V. Vaidya, Constraints on Galactic Wino Densities from
Gamma Ray Lines, JHEP 04 (2015) 106 [arXiv:1412.8698] [INSPIRE].
[45] M. Baumgart and V. Vaidya, Semi-inclusive wino and higgsino annihilation to LL0, JHEP
03 (2016) 213 [arXiv:1510.02470] [INSPIRE].
[46] G. Ovanesyan, N.L. Rodd, T.R. Slatyer and I.W. Stewart, One-loop correction to heavy
dark matter annihilation, Phys. Rev. D 95 (2017) 055001 [arXiv:1612.04814] [INSPIRE].
{ 66 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[47] J.F. Beacom, N.F. Bell and G. Bertone, Gamma-ray constraint on Galactic positron
production by MeV dark matter, Phys. Rev. Lett. 94 (2005) 171301 [astro-ph/0409403]
[INSPIRE].
[48] A. Birkedal, K.T. Matchev, M. Perelstein and A. Spray, Robust gamma ray signature of
WIMP dark matter, hep-ph/0507194 [INSPIRE].
[49] L. Bergstrom, T. Bringmann, M. Eriksson and M. Gustafsson, Gamma rays from
Kaluza-Klein dark matter, Phys. Rev. Lett. 94 (2005) 131301 [astro-ph/0410359]
[INSPIRE].
[50] L. Bergstrom, T. Bringmann, M. Eriksson and M. Gustafsson, Gamma rays from heavy
neutralino dark matter, Phys. Rev. Lett. 95 (2005) 241301 [hep-ph/0507229] [INSPIRE].
[51] T. Bringmann, L. Bergstrom and J. Edsjo, New Gamma-Ray Contributions to
Supersymmetric Dark Matter Annihilation, JHEP 01 (2008) 049 [arXiv:0710.3169]
[INSPIRE].
[52] C.W. Bauer, S. Fleming, D. Pirjol and I.W. Stewart, An Eective eld theory for collinear
and soft gluons: Heavy to light decays, Phys. Rev. D 63 (2001) 114020 [hep-ph/0011336]
[INSPIRE].
[53] C.W. Bauer and I.W. Stewart, Invariant operators in collinear eective theory, Phys. Lett.
B 516 (2001) 134 [hep-ph/0107001] [INSPIRE].
[54] C.W. Bauer, D. Pirjol and I.W. Stewart, Soft collinear factorization in eective eld theory,
Phys. Rev. D 65 (2002) 054022 [hep-ph/0109045] [INSPIRE].
[55] C.W. Bauer, F.J. Tackmann, J.R. Walsh and S. Zuberi, Factorization and Resummation for
Dijet Invariant Mass Spectra, Phys. Rev. D 85 (2012) 074006 [arXiv:1106.6047] [INSPIRE].
[56] A.J. Larkoski, I. Moult and D. Neill, Toward Multi-Dierential Cross Sections: Measuring
Two Angularities on a Single Jet, JHEP 09 (2014) 046 [arXiv:1401.4458] [INSPIRE].
[57] M. Procura, W.J. Waalewijn and L. Zeune, Resummation of Double-Dierential Cross
Sections and Fully-Unintegrated Parton Distribution Functions, JHEP 02 (2015) 117
[arXiv:1410.6483] [INSPIRE].
[58] A.J. Larkoski, I. Moult and D. Neill, Non-Global Logarithms, Factorization and the Soft
Substructure of Jets, JHEP 09 (2015) 143 [arXiv:1501.04596] [INSPIRE].
[59] P. Pietrulewicz, F.J. Tackmann and W.J. Waalewijn, Factorization and Resummation for
Generic Hierarchies between Jets, JHEP 08 (2016) 002 [arXiv:1601.05088] [INSPIRE].
[60] M. Neubert, Analysis of the photon spectrum in inclusive B ! Xs decays, Phys. Rev. D
49 (1994) 4623 [hep-ph/9312311] [INSPIRE].
[61] Z. Ligeti, M.E. Luke, A.V. Manohar and M.B. Wise, The B ! Xs photon spectrum, Phys.
Rev. D 60 (1999) 034019 [hep-ph/9903305] [INSPIRE].
[62] C.W. Bauer, S. Fleming and M.E. Luke, Summing Sudakov logarithms in B ! Xs in
eective eld theory, Phys. Rev. D 63 (2000) 014006 [hep-ph/0005275] [INSPIRE].
[63] M. Neubert, Renormalization-group improved calculation of the B ! Xs branching ratio,
Eur. Phys. J. C 40 (2005) 165 [hep-ph/0408179] [INSPIRE].
[64] T. Becher and M. Neubert, Analysis of Br( B ! Xs) at NNLO with a cut on photon
energy, Phys. Rev. Lett. 98 (2007) 022003 [hep-ph/0610067] [INSPIRE].
{ 67 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[65] I.I.Y. Bigi, M.A. Shifman, N.G. Uraltsev and A.I. Vainshtein, On the motion of heavy
quarks inside hadrons: Universal distributions and inclusive decays, Int. J. Mod. Phys. A 9
(1994) 2467 [hep-ph/9312359] [INSPIRE].
[66] T. Mannel and M. Neubert, Resummation of nonperturbative corrections to the lepton
spectrum in inclusive B ! Xql decays, Phys. Rev. D 50 (1994) 2037 [hep-ph/9402288]
[INSPIRE].
[67] K.G. Wilson, Nonlagrangian models of current algebra, Phys. Rev. 179 (1969) 1499
[INSPIRE].
[68] G.P. Korchemsky and G.F. Sterman, Infrared factorization in inclusive B meson decays,
Phys. Lett. B 340 (1994) 96 [hep-ph/9407344] [INSPIRE].
[69] G.P. Salam and D. Wicke, Hadron masses and power corrections to event shapes, JHEP 05
(2001) 061 [hep-ph/0102343] [INSPIRE].
[70] V. Mateu, I.W. Stewart and J. Thaler, Power Corrections to Event Shapes with
Mass-Dependent Operators, Phys. Rev. D 87 (2013) 014025 [arXiv:1209.3781] [INSPIRE].
[71] J.C. Collins, Sudakov form-factors, Adv. Ser. Direct. High Energy Phys. 5 (1989) 573
[hep-ph/0312336] [INSPIRE].
[72] J.-y. Chiu, F. Golf, R. Kelley and A.V. Manohar, Electroweak Corrections in High Energy
Processes using Eective Field Theory, Phys. Rev. D 77 (2008) 053004 [arXiv:0712.0396]
[INSPIRE].
[73] J.-y. Chiu, F. Golf, R. Kelley and A.V. Manohar, Electroweak Sudakov corrections using
eective eld theory, Phys. Rev. Lett. 100 (2008) 021802 [arXiv:0709.2377] [INSPIRE].
[74] J.-y. Chiu, R. Kelley and A.V. Manohar, Electroweak Corrections using Eective Field
Theory: Applications to the LHC, Phys. Rev. D 78 (2008) 073006 [arXiv:0806.1240]
[INSPIRE].
[75] J.-y. Chiu, A. Fuhrer, R. Kelley and A.V. Manohar, Factorization Structure of Gauge
Theory Amplitudes and Application to Hard Scattering Processes at the LHC, Phys. Rev. D
80 (2009) 094013 [arXiv:0909.0012] [INSPIRE].
[76] J.-y. Chiu, A. Fuhrer, R. Kelley and A.V. Manohar, Soft and Collinear Functions for the
Standard Model, Phys. Rev. D 81 (2010) 014023 [arXiv:0909.0947] [INSPIRE].
[77] A. Fuhrer, A.V. Manohar, J.-y. Chiu and R. Kelley, Radiative Corrections to Longitudinal
and Transverse Gauge Boson and Higgs Production, Phys. Rev. D 81 (2010) 093005
[arXiv:1003.0025] [INSPIRE].
[78] A.J. Larkoski, I. Moult and D. Neill, Analytic Boosted Boson Discrimination, JHEP 05
(2016) 117 [arXiv:1507.03018] [INSPIRE].
[79] A.J. Larkoski, I. Moult and D. Neill, Analytic Boosted Boson Discrimination at the Large
Hadron Collider, arXiv:1708.06760 [INSPIRE].
[80] A.J. Larkoski, I. Moult and D. Neill, Factorization and Resummation for Groomed
Multi-Prong Jet Shapes, JHEP 02 (2018) 144 [arXiv:1710.00014] [INSPIRE].
[81] W.E. Caswell and G.P. Lepage, Eective Lagrangians for Bound State Problems in QED,
QCD and Other Field Theories, Phys. Lett. B 167 (1986) 437 [INSPIRE].
[82] G.T. Bodwin, E. Braaten and G.P. Lepage, Rigorous QCD analysis of inclusive
annihilation and production of heavy quarkonium, Phys. Rev. D 51 (1995) 1125 [Erratum
ibid. D 55 (1997) 5853] [hep-ph/9407339] [INSPIRE].
{ 68 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[83] M.E. Luke, A.V. Manohar and I.Z. Rothstein, Renormalization group scaling in
nonrelativistic QCD, Phys. Rev. D 61 (2000) 074025 [hep-ph/9910209] [INSPIRE].
[84] I.Z. Rothstein, NRQCD: A Critical review, hep-ph/9911276 [INSPIRE].
[85] I.Z. Rothstein, TASI lectures on eective eld theories, hep-ph/0308266 [INSPIRE].
[86] A.H. Hoang, Heavy quarkonium dynamics, hep-ph/0204299 [INSPIRE].
[87] J. Fan, M. Reece and L.-T. Wang, Non-relativistic eective theory of dark matter direct
detection, JCAP 11 (2010) 042 [arXiv:1008.1591] [INSPIRE].
[88] A.L. Fitzpatrick, W. Haxton, E. Katz, N. Lubbers and Y. Xu, The Eective Field Theory
of Dark Matter Direct Detection, JCAP 02 (2013) 004 [arXiv:1203.3542] [INSPIRE].
[89] M. Neubert, Heavy quark symmetry, Phys. Rept. 245 (1994) 259 [hep-ph/9306320]
[INSPIRE].
[90] A.V. Manohar and M.B. Wise, Heavy quark physics, Camb. Monogr. Part. Phys. Nucl.
Phys. Cosmol. 10 (2000) 1.
[91] M.E. Luke and A.V. Manohar, Reparametrization invariance constraints on heavy particle
eective eld theories, Phys. Lett. B 286 (1992) 348 [hep-ph/9205228] [INSPIRE].
[92] J. Heinonen, R.J. Hill and M.P. Solon, Lorentz invariance in heavy particle eective
theories, Phys. Rev. D 86 (2012) 094020 [arXiv:1208.0601] [INSPIRE].
[93] A.V. Manohar and I.W. Stewart, Renormalization group analysis of the QCD quark
potential to order v2, Phys. Rev. D 62 (2000) 014033 [hep-ph/9912226] [INSPIRE].
[94] A.V. Manohar and I.W. Stewart, The QCD heavy quark potential to order v**2: One loop
matching conditions, Phys. Rev. D 62 (2000) 074015 [hep-ph/0003032] [INSPIRE].
[95] M. Ibe, S. Matsumoto and R. Sato, Mass Splitting between Charged and Neutral Winos at
Two-Loop Level, Phys. Lett. B 721 (2013) 252 [arXiv:1212.5989] [INSPIRE].
[96] M. Beneke, C. Hellmann and P. Ruiz-Femenia, Non-relativistic pair annihilation of nearly
mass degenerate neutralinos and charginos I. General framework and S-wave annihilation,
JHEP 03 (2013) 148 [Erratum ibid. 10 (2013) 224] [arXiv:1210.7928] [INSPIRE].
[97] M. Beneke, C. Hellmann and P. Ruiz-Femenia, Non-relativistic pair annihilation of nearly
mass degenerate neutralinos and charginos III. Computation of the Sommerfeld
enhancements, JHEP 05 (2015) 115 [arXiv:1411.6924] [INSPIRE].
[98] M. Beneke et al., Relic density of wino-like dark matter in the MSSM, JHEP 03 (2016) 119
[arXiv:1601.04718] [INSPIRE].
[99] E. Braaten, E. Johnson and H. Zhang, Zero-range eective eld theory for resonant wino
dark matter. Part II. Coulomb resummation, JHEP 02 (2018) 150 [arXiv:1708.07155]
[INSPIRE].
[100] E. Braaten, E. Johnson and H. Zhang, Zero-range eective eld theory for resonant wino
dark matter. Part I. Framework, JHEP 11 (2017) 108 [arXiv:1706.02253] [INSPIRE].
[101] A.V. Manohar, T. Mehen, D. Pirjol and I.W. Stewart, Reparameterization invariance for
collinear operators, Phys. Lett. B 539 (2002) 59 [hep-ph/0204229] [INSPIRE].
[102] J. Chay and C. Kim, Collinear eective theory at subleading order and its application to
heavy - light currents, Phys. Rev. D 65 (2002) 114016 [hep-ph/0201197] [INSPIRE].
[103] C.W. Bauer, D. Pirjol and I.W. Stewart, Factorization and endpoint singularities in heavy
to light decays, Phys. Rev. D 67 (2003) 071502 [hep-ph/0211069] [INSPIRE].
{ 69 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[104] I.Z. Rothstein and I.W. Stewart, An Eective Field Theory for Forward Scattering and
Factorization Violation, JHEP 08 (2016) 025 [arXiv:1601.04695] [INSPIRE].
[105] I. Moult, M.P. Solon, I.W. Stewart and G. Vita, Fermionic Glauber Operators and Quark
Reggeization, JHEP 02 (2018) 134 [arXiv:1709.09174] [INSPIRE].
[106] A.V. Manohar and I.W. Stewart, The Zero-Bin and Mode Factorization in Quantum Field
Theory, Phys. Rev. D 76 (2007) 074002 [hep-ph/0605001] [INSPIRE].
[107] M. Beneke and T. Feldmann, Multipole expanded soft collinear eective theory with
nonAbelian gauge symmetry, Phys. Lett. B 553 (2003) 267 [hep-ph/0211358] [INSPIRE].
[108] M. Beneke, A.P. Chapovsky, M. Diehl and T. Feldmann, Soft collinear eective theory and
heavy to light currents beyond leading power, Nucl. Phys. B 643 (2002) 431
[hep-ph/0206152] [INSPIRE].
[109] J. Chay, C. Kim, Y.G. Kim and J.-P. Lee, Soft Wilson lines in soft-collinear eective
theory, Phys. Rev. D 71 (2005) 056001 [hep-ph/0412110] [INSPIRE].
[110] C.M. Arnesen, J. Kundu and I.W. Stewart, Constraint equations for heavy-to-light currents
in SCET, Phys. Rev. D 72 (2005) 114002 [hep-ph/0508214] [INSPIRE].
[111] C.W. Bauer, S. Fleming, D. Pirjol, I.Z. Rothstein and I.W. Stewart, Hard scattering
factorization from eective eld theory, Phys. Rev. D 66 (2002) 014017 [hep-ph/0202088]
[INSPIRE].
[112] T. Becher and G. Bell, Analytic Regularization in Soft-Collinear Eective Theory, Phys.
Lett. B 713 (2012) 41 [arXiv:1112.3907] [INSPIRE].
[113] J.-y. Chiu, A. Jain, D. Neill and I.Z. Rothstein, The Rapidity Renormalization Group, Phys.
Rev. Lett. 108 (2012) 151601 [arXiv:1104.0881] [INSPIRE].
[114] J.-Y. Chiu, A. Jain, D. Neill and I.Z. Rothstein, A Formalism for the Systematic Treatment
of Rapidity Logarithms in Quantum Field Theory, JHEP 05 (2012) 084 [arXiv:1202.0814]
[INSPIRE].
[115] A. Mitridate, M. Redi, J. Smirnov and A. Strumia, Dark Matter as a weakly coupled Dark
Baryon, JHEP 10 (2017) 210 [arXiv:1707.05380] [INSPIRE].
[116] C.W. Bauer and N. Ferland, Resummation of electroweak Sudakov logarithms for real
radiation, JHEP 09 (2016) 025 [arXiv:1601.07190] [INSPIRE].
[117] J. Chen, T. Han and B. Tweedie, Electroweak Splitting Functions and High Energy
Showering, JHEP 11 (2017) 093 [arXiv:1611.00788] [INSPIRE].
[118] N.A. Sveshnikov and F.V. Tkachov, Jets and quantum eld theory, Phys. Lett. B 382
(1996) 403 [hep-ph/9512370] [INSPIRE].
[119] G.P. Korchemsky, G. Oderda and G.F. Sterman, Power corrections and nonlocal operators,
AIP Conf. Proc. 407 (1997) 988 [hep-ph/9708346] [INSPIRE].
[120] C. Lee and G.F. Sterman, Momentum Flow Correlations from Event Shapes: Factorized
Soft Gluons and Soft-Collinear Eective Theory, Phys. Rev. D 75 (2007) 014022
[hep-ph/0611061] [INSPIRE].
[121] I.W. Stewart and C.W. Bauer, Lectures on the soft-collinear eective theory,
http://ocw.mit.edu/courses/physics/8-851-eective-eld-theory-spring-2013/lecture-notes/
MIT8 851S13 scetnotes.pdf.
[122] F. Bloch and A. Nordsieck, Note on the Radiation Field of the electron, Phys. Rev. 52
(1937) 54 [INSPIRE].
{ 70 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[123] T. Kinoshita, Mass singularities of Feynman amplitudes, J. Math. Phys. 3 (1962) 650
[INSPIRE].
[124] T.D. Lee and M. Nauenberg, Degenerate Systems and Mass Singularities, Phys. Rev. 133
(1964) B1549 [INSPIRE].
[125] P. Ciafaloni and D. Comelli, Sudakov enhancement of electroweak corrections, Phys. Lett. B
446 (1999) 278 [hep-ph/9809321] [INSPIRE].
[126] P. Ciafaloni and D. Comelli, Electroweak Sudakov form-factors and nonfactorizable soft
QED eects at NLC energies, Phys. Lett. B 476 (2000) 49 [hep-ph/9910278] [INSPIRE].
[127] M. Ciafaloni, P. Ciafaloni and D. Comelli, Bloch-Nordsieck violating electroweak corrections
to inclusive TeV scale hard processes, Phys. Rev. Lett. 84 (2000) 4810 [hep-ph/0001142]
[INSPIRE].
[128] E. Farhi, A QCD Test for Jets, Phys. Rev. Lett. 39 (1977) 1587 [INSPIRE].
[129] M. Dasgupta and G.P. Salam, Resummation of nonglobal QCD observables, Phys. Lett. B
512 (2001) 323 [hep-ph/0104277] [INSPIRE].
[130] A. Ban, G. Marchesini and G. Smye, Away from jet energy ow, JHEP 08 (2002) 006
[hep-ph/0206076] [INSPIRE].
[131] S. Caron-Huot, Resummation of non-global logarithms and the BFKL equation, JHEP 03
(2018) 036 [arXiv:1501.03754] [INSPIRE].
[132] T. Becher, M. Neubert, L. Rothen and D.Y. Shao, Eective Field Theory for Jet Processes,
Phys. Rev. Lett. 116 (2016) 192001 [arXiv:1508.06645] [INSPIRE].
[133] T. Becher, M. Neubert, L. Rothen and D.Y. Shao, Factorization and Resummation for Jet
Processes, JHEP 11 (2016) 019 [Erratum ibid. 05 (2017) 154] [arXiv:1605.02737]
[INSPIRE].
[134] A.J. Larkoski, I. Moult and D. Neill, The Analytic Structure of Non-Global Logarithms:
Convergence of the Dressed Gluon Expansion, JHEP 11 (2016) 089 [arXiv:1609.04011]
[INSPIRE].
[135] R. Abbate, M. Fickinger, A.H. Hoang, V. Mateu and I.W. Stewart, Thrust at N3LL with
Power Corrections and a Precision Global Fit for s(mZ), Phys. Rev. D 83 (2011) 074021
[arXiv:1006.3080] [INSPIRE].
[136] G.P. Korchemsky and A.V. Radyushkin, Renormalization of the Wilson Loops Beyond the
Leading Order, Nucl. Phys. B 283 (1987) 342 [INSPIRE].
[137] G. Bell, J.H. Kuhn and J. Rittinger, Electroweak Sudakov Logarithms and Real
Gauge-Boson Radiation in the TeV Region, Eur. Phys. J. C 70 (2010) 659
[arXiv:1004.4117] [INSPIRE].
[138] A. Manohar, B. Shotwell, C. Bauer and S. Turczyk, Non-cancellation of electroweak
logarithms in high-energy scattering, Phys. Lett. B 740 (2015) 179 [arXiv:1409.1918]
[INSPIRE].
[139] H.E.S.S. collaboration, L. Rinchiuso, E. Moulin, A. Viana, C. Van Eldik and J. Veh, Dark
matter gamma-ray line searches toward the Galactic Center halo with H.E.S.S. I,
PoS(ICRC2017)893 [arXiv:1708.08358] [INSPIRE].
[140] H.E.S.S. collaboration, L. Rinchiuso and E. Moulin, Dark matter searches toward the
Galactic Centre halo with H.E.S.S, in Proceedings, 52nd Rencontres de Moriond on Very
High Energy Phenomena in the Universe, La Thuile, Italy, March 18-25, 2017, pp. 255{262
[arXiv:1711.08634] [INSPIRE].
{ 71 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[141] V. Lefranc, E. Moulin, P. Panci, F. Sala and J. Silk, Dark Matter in  lines: Galactic
Center vs dwarf galaxies, JCAP 09 (2016) 043 [arXiv:1608.00786] [INSPIRE].
[142] M. Lisanti, S. Mishra-Sharma, N.L. Rodd, B.R. Safdi and R.H. Wechsler, Mapping
Extragalactic Dark Matter Annihilation with Galaxy Surveys: A Systematic Study of
Stacked Group Searches, Phys. Rev. D 97 (2018) 063005 [arXiv:1709.00416] [INSPIRE].
[143] M. Pato and F. Iocco, The Dark Matter Prole of the Milky Way: a Non-parametric
Reconstruction, Astrophys. J. 803 (2015) L3 [arXiv:1504.03317] [INSPIRE].
[144] L. Pieri, J. Lavalle, G. Bertone and E. Branchini, Implications of High-Resolution
Simulations on Indirect Dark Matter Searches, Phys. Rev. D 83 (2011) 023518
[arXiv:0908.0195] [INSPIRE].
[145] J.F. Navarro, C.S. Frenk and S.D.M. White, A Universal density prole from hierarchical
clustering, Astrophys. J. 490 (1997) 493 [astro-ph/9611107] [INSPIRE].
[146] W.A. Rolke, A.M. Lopez and J. Conrad, Limits and condence intervals in the presence of
nuisance parameters, Nucl. Instrum. Meth. A 551 (2005) 493 [physics/0403059] [INSPIRE].
[147] G. Cowan, K. Cranmer, E. Gross and O. Vitells, Asymptotic formulae for likelihood-based
tests of new physics, Eur. Phys. J. C 71 (2011) 1554 [Erratum ibid. C 73 (2013) 2501]
[arXiv:1007.1727] [INSPIRE].
[148] T.K. Chan et al., The impact of baryonic physics on the structure of dark matter haloes: the
view from the FIRE cosmological simulations, Mon. Not. Roy. Astron. Soc. 454 (2015) 2981
[arXiv:1507.02282] [INSPIRE].
[149] M. Portail, C. Wegg, O. Gerhard and I. Martinez-Valpuesta, Made-to-measure models of the
Galactic box/peanut bulge: stellar and total mass in the bulge region, Mon. Not. Roy.
Astron. Soc. 448 (2015) 713 [arXiv:1502.00633].
[150] D. Hooper, The Density of Dark Matter in the Galactic Bulge and Implications for Indirect
Detection, Phys. Dark Univ. 15 (2017) 53 [arXiv:1608.00003] [INSPIRE].
[151] M. Beneke, A. Bharucha, A. Hryczuk, S. Recksiegel and P. Ruiz-Femenia, The last refuge of
mixed wino-Higgsino dark matter, JHEP 01 (2017) 002 [arXiv:1611.00804] [INSPIRE].
[152] R. Krall and M. Reece, Last Electroweak WIMP Standing: Pseudo-Dirac Higgsino Status
and Compact Stars as Future Probes, arXiv:1705.04843 [INSPIRE].
[153] C.W. Bauer and A.V. Manohar, Shape function eects in B ! Xs and B ! Xul decays,
Phys. Rev. D 70 (2004) 034024 [hep-ph/0312109] [INSPIRE].
[154] S.W. Bosch, B.O. Lange, M. Neubert and G. Paz, Factorization and shape function eects
in inclusive B meson decays, Nucl. Phys. B 699 (2004) 335 [hep-ph/0402094] [INSPIRE].
[155] T. Becher and M. Neubert, Toward a NNLO calculation of the B ! Xs decay rate with a
cut on photon energy. II. Two-loop result for the jet function, Phys. Lett. B 637 (2006) 251
[hep-ph/0603140] [INSPIRE].
[156] Z. Ligeti, I.W. Stewart and F.J. Tackmann, Treating the b quark distribution function with
reliable uncertainties, Phys. Rev. D 78 (2008) 114014 [arXiv:0807.1926] [INSPIRE].
[157] J.-y. Chiu, A. Fuhrer, A.H. Hoang, R. Kelley and A.V. Manohar, Soft-Collinear
Factorization and Zero-Bin Subtractions, Phys. Rev. D 79 (2009) 053007
[arXiv:0901.1332] [INSPIRE].
[158] M. Cirelli et al., PPPC 4 DM ID: A Poor Particle Physicist Cookbook for Dark Matter
Indirect Detection, JCAP 03 (2011) 051 [Erratum ibid. 10 (2012) E01] [arXiv:1012.4515]
[INSPIRE].
{ 72 {
J
H
E
P
0
3
(
2
0
1
8
)
1
1
7
[159] P. Ciafaloni, D. Comelli, A. Riotto, F. Sala, A. Strumia and A. Urbano, Weak Corrections
are Relevant for Dark Matter Indirect Detection, JCAP 03 (2011) 019 [arXiv:1009.0224]
[INSPIRE].
[160] T. Sjostrand, S. Mrenna and P.Z. Skands, PYTHIA 6.4 Physics and Manual, JHEP 05
(2006) 026 [hep-ph/0603175] [INSPIRE].
[161] T. Sjostrand, S. Mrenna and P.Z. Skands, A Brief Introduction to PYTHIA 8.1, Comput.
Phys. Commun. 178 (2008) 852 [arXiv:0710.3820] [INSPIRE].
[162] T. Sjostrand et al., An Introduction to PYTHIA 8.2, Comput. Phys. Commun. 191 (2015)
159 [arXiv:1410.3012] [INSPIRE].
[163] J.R. Christiansen and T. Sjostrand, Weak Gauge Boson Radiation in Parton Showers,
JHEP 04 (2014) 115 [arXiv:1401.5238] [INSPIRE].
[164] Fermi-LAT collaboration, M. Ackermann et al., Searching for Dark Matter Annihilation
from Milky Way Dwarf Spheroidal Galaxies with Six Years of Fermi Large Area Telescope
Data, Phys. Rev. Lett. 115 (2015) 231301 [arXiv:1503.02641] [INSPIRE].
[165] DES, Fermi-LAT collaborations, A. Albert et al., Searching for Dark Matter Annihilation
in Recently Discovered Milky Way Satellites with Fermi-LAT, Astrophys. J. 834 (2017) 110
[arXiv:1611.03184] [INSPIRE].
[166] M. Lisanti, S. Mishra-Sharma, N.L. Rodd and B.R. Safdi, Search for Dark Matter
Annihilation in Galaxy Groups, Phys. Rev. Lett. 120 (2018) 101101 [arXiv:1708.09385]
[INSPIRE].
{ 73 {
