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МОДИФІКОВАНИЙ МЕТОД АВТОМАТИЗАЦІЇ 
ПРИЙНЯТТЯ УПРАВЛІНСЬКИХ РІШЕНЬ ДЛЯ 
СТВОРЕННЯ КОМАНДИ УПРАВЛІННЯ ПРОЕКТАМИ
Запропоновано модифікацію «наївного» байєсівського алгоритму з використанням байєсівської мережі для 
автоматизації прийняття управлінських рішень, а саме для автоматизованого підбору команди проекту. Модифікація 
методу полягає у використанні обмеження на структуру графа, де кожен вузол додатково може мати не більше одного 
з батьків серед інших вхідних змінних. Застосування модифікованого методу надає кращий результат за критеріями 
точності та швидкодії у підборі учасників команди.
Ключові слова: інтелектуальний аналіз даних, теорема Байєса, байєсівська мережа, класифікація, ймовірність, 
управління людськими ресурсами.
Вступ
Одним із найважливіших факторів успіху в 
проектах розробки та впровадження програм-
ного забезпечення є ефективне управління 
людськими ресурсами проекту. Створення 
команди фахівців (дизайнерів, розробників, 
архітекторів, тестувальників) є досить склад-
ною задачею. Це пов’язано з необхідністю вра-
ховувати, як професійні фахові компетенції, 
так і поведінкові компетенції кожного члена 
команди проекту. Відбір ускладнюється рольо-
вою моделлю побудови команди проекту [1]. 
Загалом кожен фахівець в проекті може мати 
декілька ролей, які потребують різних фахових 
компетенцій. 
Підбір команди або конкретного фахівця 
може зробити керівник проекту самостійно, 
проте немає гарантії, що такий вибір буде най-
кращим та в подальшій роботі не призведе до 
виникнення конфліктів в проекті, пов’язаних 
як з кількістю людських ресурсів, так і з фахо-
вою якістю проектної команди. Для зменшен-
ня ризиків, пов’язаних з людськими ресурсами 
в досить великих проектах, використовують 
програмні засоби. Найбільш ефективними 
програмними системами для розв’язання та-
ких задач є автоматизовані системи підтримки 
прийняття рішень (АСППР).
Системи підтримки прийняття рішень ви-
користовуються в різних галузях людської ді-
яльності, їх базовими складовими є набутий 
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досвід та знання, які організовані в бази да-
них та бази знань. Задачі аналізу даних стають 
дедалі актуальнішими, особливо в сучасних 
умовах, коли накопичено значні обсяги ін-
формації практично з усіх напрямів людської 
діяльності. Автоматизовані системи підтримки 
прийняття рішень — це програмні комплекси, 
які аналізують великий обсяг інформації та до-
помагають приймати управлінські рішення [2]. 
АСППР вирішує два основних завдання: 
 вибір найкращого розв’язку задачі з мно-
жини можливих (оптимізація);
 впорядкування можливих рішень (ранжу-
вання).
Для аналізу та надання варіантів рішень в 
АСППР використовують багато різних під-
ходів та їх комбінацій: інформаційний пошук, 
управління на основі прецедентів, імітаційне 
моделювання, еволюційне обчислення, гене-
тичні алгоритми, ситуаційний аналіз, нейрон-
ні мережі та інтелектуальний аналіз даних. 
Інтелектуальний аналіз даних (ІАД) до-
зволяє знаходити не тільки статистичні зако-
номірності, а й створювати моделі, які опи-
сують та прогнозують явища, що є нерегуляр-
ними. ІАД базується на таких дисциплінах як: 
теорія баз даних, машинне навчання, штучний 
інтелект, статистика та ін. Управління проекта-
ми відбувається в значній мірі в області неви-
значеності, тому ІАД для управлінських рішень 
в проектах є досить ефективним, оскільки існує 
необхідність доповнити дослідження середніх 
тенденцій індивідуальними особливостями.
Аналіз існуючих рішень
Одним з базових методів ІАД є алгоритми пе-
ребору. Простий перебір всіх досліджуваних 
об’єктів вимагає O(2N) операцій, де N — кіль-
кість об’єктів. Зі збільшенням кількості даних 
обсяг обчислень зростає експоненційно. 
Отже, розв’язок будь-якого складного зав-
дання таким методом є практично немож-ливим.
Іншим прикладом застосування ІАД для 
проектування АСППР є метод пошуку асо-
ціативних правил, що є окремим випадком за-
дачі класифікації. Суть методу полягає в аналі-
зі послідовності подій, що відбуваються. Якщо 
будуть виявлені закономірності таких подій, то 
можна з певною ймовірністю передбачити по-
яву подій у майбутньому [3]. Недоліком цього 
методу може стати надмірна кількість вхідної 
інформації, що може ускладнити аналіз зако-
номірностей та спричинити зайву генерацію та 
підрахунок асоціативних правил.
Системи міркувань на основі прецедентів
(аналогічних рішень) використовують для про-
гнозування майбутніх рішень або для ви-
бору правильних рішень. Системи Case Base 
Reasoning (CBR) приймають рішення на під-
ставі інформації про минулі аналоги конкрет-
ної ситуації та обирають відповідь, що була 
правильною. 
Недоліком даних систем є вибір рішення 
тільки з використанням масивів попередніх 
даних. За їх допомогою відбувається тільки 
узагальнення попереднього досвіду, CBR не 
створюють нові правила та моделі.
Для розв’язання задачі підбору фахової ко-
манди проекту у статті розглядається один з 
методів глибинного аналізу даних — наїв-
ний байєсівський алгоритм. Перевагою цьо-
го методу для розв’язання задачі прийняття 
управлінських рішень при виборі персоналу 
проекту є швидке виконання багатоскладової 
класифікації. 
Постановка задачі
Для розв’язання задачі підбору ефективної 
фахової команди проекту пропонується вико-
ристання модифікованої байєсівської мережі. 
Наївний байєсівський алгоритм (НБА) — це 
алгоритм класифікації, заснований на теоре-
мі Байєса з припущенням про незалежність 
ознак. Іншими словами, НБА передбачає, що 
наявність якої-небудь ознаки в класі не по-
в'язана з наявністю будь-якої іншої ознаки. 
Навіть якщо ці ознаки залежать одна від од-
ної або від інших ознак, в будь-якому випадку 
вони вносять незалежний вклад у ймовірність 
того, що об’єкт, який розглядається належить 
до класу даних ознак. У зв'язку з таким припу-
щенням алгоритм називається «наївним» [4]. 
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Моделі на основі НБА досить прості і вкрай 
корисні при роботі з дуже великими набора-
ми даних. При своїй простоті НБА здатний 
перевершити навіть деякі складні алгоритми 
класифікації [5]. Однак, недоліком НБА при 
обробці даних для класифікації, згідно постав-
леної задачі, є умовна незалежність атрибутів, 
тобто їх незалежність від класів. Тому пропо-
нується використання модифікованої байєсів-
ської мережі. Модифікація полягатиме у вико-
ристанні обмеження на структуру графа і буде 
розглядатися таке розширення «наївної» моде-
лі Байєса, де кожен вузол додатково може мати 
не більше одного з батьків серед інших вхідних 
змінних.
Модифікований метод 
автоматизації прийняття 
управлінських рішень на основі 
інтелектуального аналізу даних
Метод автоматизації прийняття управлінських 
рішень на основі ТеоремиБайєса. Теорема Байє-
са використовується для отримання макси-
мально точної оцінки ймовірності події, яка 
уточнюється з отриманням великої кількості 
додаткової інформації. Принцип розв’язання 
задачі з підбору команди проекту полягає саме 
в оцінці ймовірності події, що деякий співро-
бітник стане учасником команди. Велика кіль-
кість додаткових даних, таких як досвід робо-
ти, кількість виконаних проектів конкретного 
типу, швидкість виконання задач, знання пев-
них технологій допомагає максимально уточ-
нити оцінку вибору учасника команди.
Теорема Байєса дозволяє розрахувати апос-
теріорну ймовірність ( )P C X  на основі P(C), 
P(X), ( )P X C  і   за формулою:
       
( ) ( ) ( )( )
P X C P C
P C X
P X
=
 
,
де ( )P C X — апостеріорна ймовірність даного 
класу С (тобто даного значення цільової змін-
ної) при даному значенні ознаки X;
P(C) — апріорна ймовірність даного класу;
Р(Х |С) — правдоподібність, тобто ймовірність
 даного значення ознаки при даному класі;
P(X) — апріорна ймовірність даного значен-
ня ознаки.
Переваги наївного байєсівського алгоритму:
 Класифікація, в тому числі багатоскладо-
ва, виконується легко і швидко.
 Коли припущення про незалежність ви-
конується, НБА перевершує інші алгоритми, 
такі, наприклад, як логістична регресія (logistic 
regression), і при цьому вимагає менший обсяг 
навчальних даних.
 НБА краще працює з категорійними озна-
ками ніж з безперервними. Для безперервних 
ознак передбачається нормальний розподіл, 
що є досить сильним припущенням. 
Для візуалізації отриманих даних викорис-
товуємо рекурсивний алгоритм побудови де-
рева рішень ID3.
Вхід: S — навчальна вибірка, B — множина 
базових предикатів.
Вихід: коренева верхівка дерева, побудова-
ного за вибіркою S.
Опис алгоритму, реалізованого процедурою 
LearnID3(S):
 Якщо всі об’єкти з вибірки S  належать од-
ному класу, то утворюємо новий лист v  і повер-
таємо (v);
 Розбиваємо вибірку на дві частини за пре-
дикатом 0 1S S S= ∪ ;
 Створюємо новий лист, якщо він належить 
класу, в якому знаходиться більшість об’єктів 
вибірки S ;
 Створюємо новий лист, якщо він не на-
лежить класу, то створюємо нову внутрішню 
верхівку v;
 Будуємо ліву гілку ( ): 3 0Lv LearnID S=  та 
будуємо праву гілку ( ): 3 1Rv LearnID S= , повер-
таємо (v).
В результаті роботи алгоритму отримаємо 
дерево рішень (рис. 1). Дерево складається з 
листків, що вказують на клас та вузол. Воно 
може використовуватися для класифікації 
об’єктів, що не увійшли в навчальну множину. 
Пошук починається з кореня, поки не буде ви-
явлений клас, що відповідає об’єкту.
Однак, недоліком НБА при обробці даних 
для класифікації згідно поставленої задачі, є 
умовна незалежність атрибутів, тобто їх неза-
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лежність від класів. Тому пропонується вико-
ристання модифікованої байєсівської мережі.
Метод автоматизації прийняття управлінсь-
ких рішень з використанням Байєсівської мережі.
Байєсівською мережею називається спрямова-
ний граф без циклів, який дозволяє представ-
ляти спільний розподіл випадкових змінних. 
Кожен вузол графа являє випадкову змінну, а 
дуги — прямі залежності між ними [6, 7]. Ме-
режа описує, як кожна змінна залежить тільки 
від безпосередніх батьків. Таким чином, граф 
описує обмеження на залежність змінних одна 
від одної, що зменшує кількість параметрів 
спільного розподілу. Параметри спільного роз-
поділу кодуються набором таблиць для кожної 
змінної в формі умовних розподілів за умови 
на значення змінних-батьків. Структура гра-
фа і умовні розподіли вузлів при значеннях їх 
батьків однозначно описують спільний роз-
поділ всіх змінних, що дозволяє розв’язувати 
задачу класифікації як визначення значення 
змінної класу, максимізуючи її умовну ймовір-
ність при заданих значеннях вхідних змінних. 
Схематичне представлення байєсівської мере-
жі зображено на рис. 2.
Очевидно, що «наївний» алгоритм Байєса 
є окремим випадком байєсівської мережі, де 
кожна вхідна змінна залежить тільки від змін-
ної класу, яка є єдиним коренем графа (рис.3).
Навчання байєсівських мереж стало одним з 
актуальних напрямів обчислювальної матема-
тики і сьогодні є предметом активних дослід-
жень. Однак, до цього часу визначення струк-
тури байєсівської мережі в загальному вигляді 
є складним завданням як з теоретичної, так і з 
обчислювальної точки зору. Підхід в загально-
му вигляді має такі недоліки:
 обчислювальну складність;
 при спробі врахувати велику кількість за-
лежностей між змінними, оцінки умовних 
ймовірностей набувають великі значення дис-
персії, так як їх спільна поява в даних є мало-
ймовірною подією. 
Оцінки параметрів можуть стати недосто-
вірними, що може призвести до погіршення 
якості класифікації навіть у порівнянні з «на-
ївним» алгоритмом Байєса;
 через велику кількість параметрів, модель 
виходить занадто орієнтованою на навчальні 
дані. Це призводить до дуже гарних результа-
тів класифікації на навчальних даних і неза-
довільних – на тестових. Тобто модель описує 
не загальні закономірності в структурі даних, а 
скоріше набір окремих випадків в навчальній 
вибірці.
Метод автоматизації прийняття управлін-
ських рішень з використанням модифікованої 
моделі Байєса. Для вирішення цих проблем за-
пропоновано використовувати обмеження на 
структуру графа і розглядати таке розширення 
«наївної» моделі Байєса, де кожен вузол додат-
ково може мати не більше одного з батьків се-
ред інших вхідних змінних (рис. 4).
За допомогою такої модифікації буде досяг-
нута більша точність оцінки підбору кожного 
Рис.1. Дерево рішень за алгоритмом ID3
Рис. 2. Байєсівська мережа
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з учасників команди при врахуванні великої 
кількості вхідних параметрів, які описують 
професійні навички та компетенції робіт-
ників.
Розширимо «наївну» модель Байєса, додав-
ши взаємозв’язки між вузлами моделі. Однак 
обмежимося розглядом тільки таких графів, де 
у кожного вузла не може бути більше одного 
батька, за винятком вузла C.
Для вирішення зазначених проблем про-
понується використання наступних модифі-
кацій методу:
 визначення кореневого вузла, як вузла, що 
в найбільшій мірі впливає на результат класифі-
кації за змінною C. Як критерій ступеня впли-
ву обрано взаємну інформацію між кожним 
незалежним вузлом і класифікуючим вузлом;
  введення мінімального порогу на значен-
ня взаємної умовної інформації між вузлами. 
Якщо взаємна інформація між вузлами ви-
явиться менше цього порогу, будемо вважати 
відповідні вузли незалежними. Як такий поріг 
виберемо середнє значення взаємної умовної 
інформації за всіма вузлами.
Суть модифікованої байєсівської мережі та 
використання алгоритму ID3 у площині прий-
няття управлінських рішень полягає у реаліза-
ції наступних етапів.
1. Обробка початкових даних проекту.
На даному етапі особа, яка приймає рішен-
ня про склад команди проекту, вводить почат-
кові дані проекту (тематику, терміни, кількість 
членів команди і т. ін.) для створення профілю 
проекту. За введеними даними виконується об-
робка початкових текстових даних для кожно-
го члена команди за наступними критеріями:
досвід роботи, кількість виконаних проектів, 
відповідальність, дотримання термінів, розу-
міння бізнес-процесів; далі отримані дані кла-
сифікуються або кластеризуються і на їх основі 
формується база знань та будуються моделі. 
2. Обробка даних для прийняття рішення з 
бази знань.
Далі з бази знань робиться вибірка праців-
ників компанії та їх даних (атрибутів), які спів-
падають з профілем даного проекту.
3. Побудова дерева рішень для проекту.
На основі отриманої вибірки будується де-
рево рішень, яке відображає склад команди 
проекту на основі алгоритму ID3, описаному у 
даній статті.
4. Визначення оптимального складу команди 
проекту.
Перелік учасників команди проекту, отри-
маний при побудові дерева рішень переві-
ряється механізмом оцінки якості рішення. У 
разі низької якості команди, проводиться уточ-
нення початкових даних проекту і виконується 
побудова дерева рішень. Ці дії виконуються до 
тих пір, поки не буде прийнято оптимального 
рішення з підбору складу команди.
Рис. 4. Модифікований деревовидний алгоритм Байєса
Рис. 3. «Наївний» алгоритм Байєса
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Експериментальні результати
Для аналізу ефективності запропонованої 
модифікації методу реалізовано відповідне 
програмне забезпечення на мові C#, а також 
створено програмне забезпечення в середови-
щі Matlab, що реалізує стандартний «наївний» 
алгоритм Байєса.
Проведення тестування відбувалось з ви-
користанням різної кількості особових справ 
співробітників. 
Модифікований метод автома-тизованого 
прийняття рішення з вибору команди проек-
ту показав кращі результати за критерієм точ-
ності та швидкодії, ніж стандартний метод у 
MatLab.
При завантаженні 30 особових справ мо-
дифікований метод показав точність підбору 
учасника команди на 6 відсотків краще та на 
30 відсотків швидше. При завантаженні 100 
особових справ модифікований метод показав 
точність підбору учасника команди на 11 від-
сотків краще та на 45 відсотків швидше.
Висновки
Запропоновано модифікований метод авто-
матизації прийняття управлінських рішень на 
основі одного з підходів інтелектуального аналі-
зу даних — байєсівської мережі та використання 
алгоритму побудови дерева рішень ID3.
Даний метод має наступні переваги: ви-
рішення проблем обчислювальної склад-
ності; покращення якості класифікації навіть 
у порівнянні з «наївним» алгоритмом Байє-
са; навіть при використанні великої кількості 
параметрів будуть отримані результати класи-
фікації з більшою точністю як для навчальних 
даних, так і для тестових даних.
Наведено детальний опис та модифікацію 
запропонованого методу. Метод може бути 
розширений додатковими критеріями щодо 
формування команди проекту.Модифікований 
метод автоматизованого прийняття рішення 
по вибору команди проекту показав кращі ре-
зультати за критерієм точності та швидкодії ніж 
стандартний метод, реалізований в MatLab.
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MODIFIED METHOD OF AUTOMATION DECISION-MAKING 
MANAGEMENT PROCESS FOR CREATION OF THE PROJECT MANAGEMENT TEAMS  
Introduction. One of the most important factors in the success of software development projects is the effective management 
of the human resources. For these purposes automated decision support systems are commonly used that can be based on 
data mining methods.
Purpose. The purpose of this research is to develop a modified method of automation decision-making management 
process based on data mining.
Methods. Modification of the method consists in using the restriction on the structure of the graph and considering such 
an extension of the Naive Bayes classifier, where each node can additionally have no more than one parent among other input 
variables. Using this modification, better accuracy will be achieved in assessing the selection of each team member, taking 
into account a large number of input parameters that describe the professional skills and competencies of the workers.
Results. To analyze the effectiveness of the proposed method modification, appropriate software was implemented using 
C# language. There was also implemented Naive Bayes algorithm in Matlab for comparison. Testing was carried out using a 
variety of personal cases. The modified method of automation decision-making management process of choosing a project 
team showed better results for accuracy criteria than the standard MatLab method, as well as a higher per-formance.
Conclusion. The presented modified method of automation decision-making management process based on data mining 
can be used for an efficient selection of the project team.
Keywords: Data mining, Bayes’ theorem, Bayes’ network, classification, probability, human resource management.
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МОДИФИЦИРОВАННЫЙ МЕТОД АВТОМАТИЗАЦИИ ПРИНЯТИЯ 
УПРАВЛЕНЧЕСКИХ РЕШЕНИЙ ДЛЯ СОЗДАНИЯ КОМАНДЫ УПРАВЛЕНИЯ ПРОЕКТАМИ
Вступление. Одним из наиболее важных факторов успеха проектов разработки программного обеспечения явля-
ется эффективное управление человеческими ресурсами проекта. Создание команды специалистов (дизайнеров, 
разработчиков, архитекторов, тестировщиков) является достаточно сложной задачей. Это связано с необходи-
мостью учитывать, как профессиональные, так и поведенческие компетенции каждого члена команды проекта. 
Отбор усложняется ролевой моделью построения команды проекта.
Для решения задачи подбора эффективной команды для создания проекта обычно используются автомати-
зированные системы поддержки принятия решений, которые могут основываться на методах интеллектуального 
анализа данных.
Целью данного исследования является разработка модифицированного метода автоматизации процесса при-
нятия решений на основе интеллектуального анализа данных.
Методы. Используя эту модификацию, будет достигнута лучшая точность при оценке выбора каждого члена 
команды с учетом большого количества входных параметров, которые описывают профессиональные навыки и 
компетенции работников.
Результаты. Для анализа эффективности предложенного способа модификации было реализовано соответ-
ствующее программное обеспечение с использованием языка C #. Для сравнения был также реализован алгоритм 
Наивного Байеса в Matlab. Тестирование проводилось с использованием различных дел. Модифицированный 
метод автоматизации процесса принятия решений по выбору проектной команды показал лучшие результаты по 
критериям точности, чем стандартный метод MatLab, а также более высокую производительность.
Заключение. Представленный модифицированный метод автоматизации процесса принятия решений на осно-
ве интеллектуального анализа данных может быть использован для эффективного отбора проектной команды.
Ключевые слова: интеллектуальный анализ данных, теорема Байеса, байесовская сеть, классификация, вероятность, 
управление человеческими ресурсами.
