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Abstract
Diffusion Weighted (DW) imaging has proven to be useful at analysing brain architecture as
well as at establishing brain tract organization and neuronal connectivity. However, an actual
clinical use of DW images is currently limited by a series of acquisition artifacts, among them
the partial volume effect (PVE) that may completely alter the spatial resolution and therefore
the visualization of microanatomical details. In this work, a new superresolution method will
be presented, taking advantage of the redundant structural patterns that shape the brain.
The proposed method couples low-high resolution information and explores different direc-
tional spaces that might exploit the spectral content of the DW images. A comparison of
this proposal with a classical image interpolation method demostrates an improvement of
about 3 dB when using the typical PSNR.
Key words: Super-resolution, Diffusion Weigthed Imaging, Shearlet transform, multi-
scale representation, sparse representation.
xResumen
Las ima´genes de Diffusion Ponderada (DWI por sus siglas en ingle´s) han probado ser de
gran utilidad en processo de ana´lisis de la arquitectura del cerebro y en investigaciones ac-
erca de la organizacio´n de tractos y la conectividad neuronal. Sin embargo, el uso clinico de
la ima´genes DW esta´ limitado actualmente por algunos artefactos propios de la adquisicio´n,
tales como el efecto de volumen parcial (PVE), que afecta la resolucio´n espacial y por ende
la visualizacio´n de detalles microanato´micos. En este trabajo de te´sis se presenta un nuevo
methodo de super-resolucio´n que aprovecha lo redundante de los patrones estructurales que
dan forma al cerebro el cerebro. El me´todo propuesto acopla informacio´n de alta /baja res-
olucio´n y explora diferentes espacios de representacio´n para las caracter´ısticas direccionales
y el contenido espectral de las DWI. Una comparacio´n con me´todos cla´sicos de interpolacio´n
demuestra una mejora de cerca de 3dB usando como metrica el PSNR.
Palabras clave: Super-resolucio´n, Ima´genes de Diffusio´n Ponderada (DWI), Transfor-
mada Shearlet, representaciones multi-escala, representaciones sparse.
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1 INTRODUCTION
Among all non-invasive techniques used to explore the human body, Magnetic Resonance
Imaging (MRI) provides structural information of a particular anatomical region, with the
side advantage of being the less deleterious. Diffusion Weighted Imaging (DWI) or Diffusion
MRI, is a specific MRI acquisition protocol that captures the water movement along a tissue
(see figure 1-1). The DWI acquisition process acquires multiple volumes (diffusion orienta-
tion image) by modifying the main orientation of the MRI magnetic field. Each magnetic
orientation detects the preferential orientation of the water motion along these tissues [12].
Figure 1-1: A. Estructural Magnetic Resonance Image, B. Diffusion Weighted Image and
C. Diffusion Tensor Image
DWIs constitutes the base of many different medical analyses, for instance brain functional
characterization by using Diffusion Tensor Imaging or brain modeling using brain tractog-
raphy. These analyses take advantage of the DWI aptness to capture the water movement
changes associated with hundreds of relatively parallel axons that compose tracts functionally
disturbed, i.e., delayed inner flux of water along these axons. Detection of such changes intro-
duces the possibility of both evaluating the axonal function and quantifying the progression
of some pathological processes. In ischemia, particularly, tract changes can be observed as
local intensity changes in the DW images [2][8] since the random motion of the extracellular
water is highly reduced by the cytotoxic edema. Moreover, some DWI contrast changes are
3associated with some neurodegenerative disorders and functional disturbances such as mul-
tiple sclerosis, dyslexia or schizophrenia [26], all of them characterized by a re-arrangement
of tract organization.
In spite of all DWI advantages, the use of this technique is still very limited, among others,
because of the elevated machine cost, the long acquisition times and the reduced signal to
noise ratio. As a result, most of the obtained images are acquired using high speed protocols
with a low spatial resolution, reducing the patient stress but also producing low quality im-
ages [1] [7] [22]. In fact, the acquisition protocol requires different magnetic field gradients
that result in multiple images of the same volume (diffusion orientations, a process by nature
highly expensive in time, in resources and infrastructure ).
Because of this low-resolution limitation, some methods have been proposed to tackle with,
including adapted super-resolution techniques initially proposed for natural images. These
algorithms can be grouped into two different classes, a first that looks for the optimization
of the acquisition parameters and the second that proposed a resolution enhancement as a
post-processing problem.
1.0.1. Resolution enhancement by optimization of the acquisition
parameters
In the first approach, the raw data from the resonance machine is manipulated and a high-
resolution image reconstruction is generated. These strategies tune the acquisition param-
eters and therefore, the k-space data, enhancing the image resolution. Among them, the
Reduced-Encoding (RE) techniques use high resolution projections, obtained from full se-
quences without attenuation (b = 0), and complete the information of the acquired low-
resolution weighted projections (b 6= 0). The acquisition time is thus highly reduced, but it
also introduces low-frequency artifacts from structural MRI. These techniques exploit the
fact that diffusion acquisition is similar to dynamic imaging, i.e., an identical pulse sequence
(except for diffusion-weighting pulses that attenuate the magnetic fields) is repeated up to
acquire images of the same tissue, but with a variable contrast that is mainly determined by
the low-frequency data, acquired in lines or points near the center of the k space [10].
Another strategy that completes data in the k-space is the “keyhole” approach, which starts
by optimizing the acquisition sequences. Both methods, RE and keyhole yield blurred im-
ages and ringing artifacts, but the “keyhole” uses substantial matrix reduction and merges
together the low frequency data with high-frequency information, borrowed from a reference
image. This is an attempt to view all of k space by peeping through a small “keyhole” of
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data[27].
In recent RE applications, using the fully encoded (all samples) non weighted image to
constrain the reconstruction of reduced-encoded diffusion-weighted images, it has been de-
mostrated that all samples can be used to improve the acquisition-time of DWI. Currently,
the RE application was found to improve the DTI fiber orientation mapping accuracy, under
an equal scan-time basis, when compared to simply reducing the number of fully encoded
data images.
Although RE studies use rectilinear k-space acquisitions [10], radial sampling of the k-space
or projection-reconstruction (PR) imaging may be advantageous due to the intrinsic oversam-
pling and averaging of the central k-space and the possibility of isotropically downsampling
the k-space. When a rectilinear sampling is performed in the k-space (see figure 1-2 in the
top row) the whole space is downsampled and exposed to artifacts caused by the distance
between sample lines. Moreover, unlike the rectilinear k-space sampling, by radially sam-
pling, i.e,, taking lines radiating from the center of the k-space, the center remains almost
artifact free because of the high density of lines in this region.
By taking advantage of the radial sampling, other authors have proposed regularization
procedures to constrain the k -space reconstruction[10]. However, because the sampling tra-
jectories converge at the k-space origin, reconstruction by direct substitution of the k-space
data would lead to images that are essentially the average between the reference and the
target images. This average problem becomes even more important in multimodal reconstruc-
tions, which is the case when using the non weighted images to constrain the reconstruction
of DW images.
In recent years, compressed sensing (CS) has emerged as a new framework for fast data
acquisition. This CS strategy recovers images by randomly subsampling the k-space data,
followed by a nonlinear reconstructing the image, taking advantage of data consistency and
sparsity. Based on this technique, a regularization scheme for high-resolution image recon-
struction has been proposed [29]. The authors reconstruct images without compromising the
diffusion accuracy by constraining the frequency reconstruction in the k-space. Acquisition
was accelerated by a factor of 2 or 4 using Cartesian or radial sampling trajectories.
1.0.2. DWI resolution enhancement as a post-processing problem
The other group of methods aims to enhance the image quality by post-processing, i.e. a
high resolution image is reconstructed from a set of low-resolution images. These approaches
have proven to be effective in MRI high resolution reconstruction [6]. Alternative techniques
have proposed the use of in-plane sub-pixel shifting [20] but they have shown to be really
5Figure 1-2: Reduced Encoding (RE) strategy for DWI acquisition. Top row shows how to
achieve the target reconstruction (left bright arrows) with a reduced number
of rectilinear samples in the k-space (darkened trajectory arrows) and part of
the fully encoded b0 (bright arrows) k-space data. Bottom row shows the same
process but using the RE with radial samples of the k-space [10]
.
6 1 INTRODUCTION
limited at generating high-resolution image reconstructions [5]. Basically, the in-plane shift-
ing amounts to a global phase shift in the k-space and some improvement is obtained when
the sub -pixel shifting is performed in the slice direction.
Another approach fuses several anisotropic and orthogonal acquisitions in a high in-plane
resolution along a single axis, providing a framework for MRI and DWI denoising [25]. This
strategy was then extended to arbitrary orientations and applied to DW images [23]. How-
ever such methods require very specific acquisition protocols and their results are limited by
classical sampling constraints.
As an alternative methodology, a new way of performing super-resolution in DW imaging
has been introduced in [19][3], a high-resolution (HR) density map is reconstructed by using
high density information obtained from a probabilistic tractography. By using streamlines as
sub-pixel information source, intra-voxel density can be estimated with higher spatial reso-
lution than the source DW image. However, this type of method is built on approaches that
are similar to tractography methods, that is to say they do not reconstruct high-frequencies
[25] and their validation is limited.
Recently, some methods that use the self-similarity of the image at different scales, have
been introduced for MRI denoising [17], MRI resolution enhancement [16], DWI denoising
[18] and DWI super-resolution [21]. These image super-resolution methods claimed to be to-
tally independent from the acquisition protocol, therefore, these methods can be combined
with SR acquisition techniques, they use multiple LR images and are based on the posibility
of using the image content to reconstruct information at higher-resolution, nevertheless they
are computationally expensive.
A pattern redundancy that structurally composes a particular anatomical entity is also
used in patch/dictionary-based approaches, a powerful tool that estimates the missing high-
frequency information. These sparse algorithms have proven to be useful in MRI super-
resolution[24] by using a minimum number of bases called “patches” that capture the in-
formation required to achieve a proper reconstruction. The patches are customly stored as
column vectors in a structure known as dictionary. By applying sparse representation theory,
the dictionary approaches retrieve some of the high frequency information, using previously
constructed a high-low resolution coupled dictionaries.
Summarizing, spatial resolution enhancement is a challenging task in diffusion imaging and
a crucial goal towards increasing the accuracy of structural measures and understanding of
the hidden dynamics of the brain connectivity. This investigation proposes a super-resolution
method as a variation of the post-processing approaches that are based on the hypothesis
that anatomical patterns are redundant and therefore they can be sparsely represented. This
proposal is then based on the redundancy of the diffusion weighted images which are trans-
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formed to a space that facilitates a dimensionality reduction since anatomical structures can
be represented as a combination of a reduced number of bases. The principal contribution
of this thesis is the exploration of multiple representation spaces, attempting to define a
sparse representation framework. This document is organized as follows: Chapter 2 presents
a conference article and partial results are exposed, then in Chapter 3 presents an article
published in an international conference and finally some conclusions and perspectives are
presented in chapter 4.
Figure 1-3: Tractography image in which the brain tracts are reconstructed by using the
DWI information.
1.1. Introduction to Diffusion Weighted Imaging (DWI)
The DWI acquisition process can be though of as an extension of the structural MRI’s prin-
ciple, i.e., the spins of hydrogen atoms, randomly distributed along the tissue, are reoriented
by using a magnetic fields of great intensity. This artificial alignment of atoms is energetically
perturbed for the molecules express their chemical composition. Basically, this perturbation
corresponds to a radiofrequency pulse while a gradient magnetic field is applied in the or-
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thogonal direction. When a magnetic field is applied, some spins are “marked” or sensitized
with an specific orientation and after a little lapse of time, they are characterized by apply-
ing a change in the magnetic field (see figure 1-4). When a magnetic gradient is applied,
in the opposite direction of the gradient used to “mark” the spin, the spin must return to
the original orientation. Provided that the spin has moved, its orientation is different to the
one produced by the main magnetic field and the amount of movement is dependent of the
molecular chemical composition. However, in contrast with the regular magnetic resonance,
in DWI, different magnetic field gradients are applied in order to detect at different stages
the same spin. As a result, these field gradients provide multiple volumes in which each of
them is sensitive to a specific direction of water motion.
Figure 1-4: Brain diffusion imaging construction process
1.1.1. Diffusion concept
The diffusion term refers to a transportation process, the molecules move as a product of
the random thermal agitation and the main stream follows the concentration difference of a
particular substance. In pure water, collisions between molecules cause a random movement
without a preferred direction, known as Brownian motion. This motion can be modeled as a
“random walk” process so the effective displacement of the molecules in a determined period
can be estimated. The random walk is quantified by the Einstein equation: the distance
change is proportional to 6Dt, where t is time and D is the proportionality constant called
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the diffusion coefficient, expressed in m2/s.
According to Fick’s law, diffusion depends on the particular concentration of a solute and
occurs from the higher to lower concentration direction. In biological tissues, the water
molecules interact with structures such as cell membranes or complex molecules of different
tissues that affect or modify orientation and magnitude of the water movement. Water ex-
change, between intracellular and extracellular compartments, as well as the shape of the
extracellular space and tissue cellularity, inevitably influence the diffusion process.
Isotropy and anisotropy
From this diffusion acquisition, some features can be extracted, mainly the magnitude and
orientation of the molecular movement. If a diffusion process provides information that is
not dependent on the particular direction, this process is called isotropic. Isotropy means
uniformity in all directions or no directional preference. A drop of ink placed in the middle
of a sphere filled with water spreads over the entire volume, with no directional preference
(see figure 1-5-A). If the same experiment is repeated in a sphere filled with uniform gel
the restriction is increased as compared with free water, but it is still isotropic, since the
restriction is the same in all directions. Anisotropy implies that this property changes with
the direction. If a bundle of wheat straw with the fibers parallel to each other is placed
inside a glass of water, the ink will face severe restriction in the direction perpendicular to
the fibers and facilitated along the fibers (see figure 1-5-B).
Figure 1-5: A. Particles in a non preferencial orientation movement (isotropy), B. Par-
ticles in presence of bers that restrict the free movement along the medium
(anisotropy)
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1.1.2. Diffusion-Weighted Imaging
Regular MRI uses intrinsic tissue properties, including the magnetic response of the molecules
during a regular acquisition sequence. Usually, the acqusition depends on three variables the
main magnetic field, the attenuation sources or gradient sources and the radiofrequency
pulses. As a complete process, the acquisition starts with a superconducting magnet that
provides the high magnetic field strength for producing a strong molecular magnetization
(within the tissues) and, thus, a basis for high signal-to-noise ratios (SNR). The signal lo-
calization highly depends on the gradient system which must be strong enough to switch
the highest possible gradient amplitudes in the shortest possible time and enable rapid data
acquisition. The radio frequency pulses are used to receive the weak MR signal with a min-
imum loss.
In the particular case of DWI, a huge static magnetic field is applied to a patient, as in
MRI. The nuclear spins (small magnets inside each proton nucleus) are lined up along the
direction of the main magnetic field. Then, magnetic field gradients of a certain duration will
then add a smaller magnetic field to spins located in different regions within the tissue and,
those spins are“marked” with the specific orientation of the applied gradient. By applying
another gradient pulse at a later time, information about how much the spins have spread
(diffused), during this time lapse (see figure 1-6), can be obtained. Other specific pulse se-
quences and parameter adjustments modify the obtained image contrast which is based on
a combination of tissue properties, so that it is denominated as “weighted”.
1.1.3. Acquisition Principles of Diffusion Imaging
Some sequences have been designed by modifying the regular MRI acquisition protocol, aim-
ing the MR signal is sensitized to the water diffusion described by Einstein, while retaining
the positional information used to identify each voxel in the image. A pulsed gradient spin
-echo diffusion weighted sequence is based on the application of motion-sensitizing gradients
just before and after the 180 refocusing pulse (which is a pulse gradient that modifies the
principal magnetic orientation).
During the echo time (TE), a pair of field gradients are used to perform the “marking”(diffusion
encoding). Each gradient in this pair will last a time δ, with strength G (usually in units of
mT/m), and the pair is separated by a time ∆. To summarize, the intensity of the signal
will depend on all these parameters, given by
S = S0exp
(−bADC) (1-1)
where ADC is the Apparent Diffusion Coefficient, and b is the gradient factor, sometimes
simply called the b-factor. S0 is the signal intensity obtained when no diffusion gradients are
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Figure 1-6: A. Regular spins with its random orientation, B. The same spins are reoriented
in presence of a huge magnetic field (B).C A magnetic field gradient is applied
to the spins to change the orientation. D Gradient application in the opposite
direction must return the spin to the main magnetic field direction unless that
the spin has moved from its original location.
used (b = 0). The b-factor is the magnetic field attenuator, that is closely related with the
gradient parameters δ, G and ∆, and can be described as
b = λ2G2δ2(∆− δ
3
) (1-2)
From equation 1-1 it can be seen, that the diffusion weighting (DW) can be improved by
increasing either the gradient timing (δ, ∆) or strength, G. It also suggests that there is
a reduction in the measured signal intensity when DW is applied, (b 6= 0), which can be
understood under a simple reasoning. As the diffusing spins are moving inside the field
gradient (an additional magnetic field varying in intensity from location to location), each
spin is affected differently by the field. The alignment of the spins with respect to each other
is thus destroyed. Since the measured signal is a summation of tiny signals from all individual
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spins, the misalignment, or “dephasing”, caused by the gradient pulses results in a drop in
signal intensity; the longer the diffusion distance, the lower the signal.
1.2. Super-resolution
Once a diffusion acquisition scheme is constructed, it should be strengthen out that most of
the sequences spend many minutes (even hours) to deliver a brain image at a useful resolu-
tion. Most of the brain structures are on the order of a few micrometers (like neurons or axon
diameter) and regular DWI acquisition hardly achieves 1× 1× 1mm voxels. A normal DWI
acquisition provides information about tracts of grouped axons. Many methods have been
developed to enhance or increase the resolution of the diffusion images, including magnetic
field strength increment (7 T and beyond), reduced encoding acquisition and post-processing
processes among others.
In clinical and some in-vivo research practices, DW images are acquired at a low resolu-
tion just to avoid the high acquisition time curse. So, taken into account that the diffusion
information is already acquired, at low-resolution, an appealing idea is to use this information
and to retrieve the missing information that completes the high-resolution image. Among
the post-processing processes that improve the resolution of images, the Super-Resolution
appears as an efficient tool to enhance the information resolution.
1.2.1. Super-resolution reconstruction formulation. The observation
model
The Super-Resolution (SR) approach is based on the capability of establishing a relationship
between the acquired data in a specific space and the aptness of a continuous variable to
capture that space.
Conventional SR approaches use multiple low-resolution images of the same scene, aligned
at the subpixel accuracy, to obtain a high-resolution version. This reconstruction problem
consists in recovering the original high-resolution image from the low resolution images that
somehow must be fused, taking into account a prior knowledge that maps the high-resolution
image to the low-resolution image versions. Based on this relationship, representated as a
prior, a low-resolution image (Y) is the result of a noisy and decimated high resolution image
as
Y = DBX + η (1-3)
where D and B are the decimation and blurring transformation matrices and η is a noise[11].
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However, SR image reconstruction is generally an ill-posed problem because of the restricted
number of low-resolution images, the variability of the acquisition and the influence of the
registration quality, which at the end leads to a not unique solution. As a result of this recon-
struction issue, some regularization methods have been proposed to stabilize the inversion
of this ill-posed problem. Nevertheless, among these regularization techniques, the sparse
representations theory has shown to be an efficient solution to this ill- conditioned problem.
1.2.2. Sparse Representation and image super-resolution
Based on the success of the sparse representation in signal processing, a group of tech-
niques have been proposed to solve the image SR problem. This theory suggests that the
linear relationships among high-resolution signals can be accurately recovered from their
low-dimensional projections by modeling the pattern redundancy using a restricted set of
bases. These approaches attempt to capture the co occurrence prior between low-resolution
and high-resolution image patches, by extracting it in a learned scheme that preserves the
relationship between high/low resolution.
Regardless which coupling representation is used, the process of finding a patch pair that
solves this ill-posed problem requires a reconstruction constraint, which ensures the low-
resolution coherence with respect to the observation model, and it also needs a sparsity
prior, which assumes that the reconstructed patches can be sparsely represented by an over-
complete dictionary that preserves the coupling relationship between high/low resolution.
This sparsity constrain looks for a result in which the high-resolution patches x of X can be
represented as a sparse linear combination of atoms of a dictionary Dh
x ≈ Dhα for α ∈ Rk where ‖ α ‖0 k (1-4)
The sparse representation α is obtained by representing the low-resolution patches y of Y as
a linear sparse combination of atoms of the low-resolution dictionary Dl, which is coupled
with Dh. For each input low-resolution patch y, a sparse representation is found with respect
to Dl, and the corresponding high-resolution patch bases are combined using the same sparse
coefficients α to reconstruct the high-resolution patch as shown in
min ‖ α0 ‖ s.t ‖ Dlα− y ‖≤  (1-5)
Nevertheless, this is a NP-hard optimization problem that can be relaxed by using the l1
norm instead of the l0 one , as follows:
min ‖ α1 ‖ s.t ‖ Dlα− y ‖22≤  (1-6)
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which is also know as the solution to the Lasso problem. In terms of Lagrangian multipliers:
argmin
α
‖ Dlα− y ‖22 +λ ‖ α1 ‖ (1-7)
where λ balances the sparsity of the solution and the fidelity of the approximation to y.
1.2.3. Sparsity and Shearlet Transform
The anisotropic version of the wavelet transform, the Shearlet transform(ST) [15], aims
to provide a more accurate multidimensional and orientation edge description. The shear-
let transform maps the frequency space Shψf(a, s, t) = 〈f, ψ(a, s, t)〉 to an anisotropically
sheared version of the frequency, with a preferential orientation. This transform emulates
herein the preferential magnetic orientation, by projecting the data to a sparsest space that
approaches the diffusion anisotropy. The multiscale description facilitates the low-high fre-
quency information coupling, i.e. the construction of the low-high resolution dictionary.
Figure 1-7: Graphical demostration of the shearlet transform
The main advantage at using the shearlet transform comes from the fact that shearlet bases
describe an ellipsoid [13], either in the frequency or in the image spaces, that closely ap-
proximates the basic diffusion tensor function within a particular voxel. This anisotropic
phenomena can then be better analyzed by combining, in such a reduced spatial region, the
multiscale representation with the ability to handle directional information.
Each shearlet sub-band provides a matrix of coefficients that share the same pattern of
the image edges (see figures 1-7 and 1-8). Those coefficients define all the edges which are
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Figure 1-8: Shearlet transform
orthogonal to the shear parameter direction. Other characteristic of the ST is that allow
the description of the same edge, or the same area, at multiple resolution levels and this
characteristic is important in terms of the quality of the information and the redundancy in
its description because potentiate its use in sparse super-resolution approaches.
Shearlet description
The shearlet theory implies continue and discrete details but in order to generalize, just the
basic of continuous theory is provided. The shearlet description start with the definition of
continuous shearlets is the usage of a 2-parameter dilation group, which consists of products
of parabolic scaling matrices and shear matrices. Nevertheless, for definition this trasnform
depends of three parameters, the scaling parameter a > 0, the shear parameter s ∈ R and
the translation parameter t ∈ R2, and they are defined by
ψa,s,t(x) = a
−3/4φ((D−1a,s(x− t)) (1-8)
where Da,s = [a,−a1/2s; 0, a1/2]. φ is called the mother function and is defined as the tensor
porduct
φ(ξ1, ξ2) = φ1(xi1)φ2(ξ2/ξ1) (1-9)
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where φ1 is a wavelet and φ2 is a bump function. Then, by changing the parameters the
continuous shearlet transform precisely resolves any wavefront set, just like the other wavelet
familly tranforms does, but with a especific location parameter t some singularities can be
detected and the shear parameter shows the direction perpendicular to the direction of the
singularity.
1.3. Thesis contribution and document structure
In this thesis work, a super-resolution method is proposed as a variation of the postprocessig
approaches that use the pattern redundancy of the image. This proposal uses the redundancy
of the diffusion weighted images and some trasformations to enforce the information sparsity
in order to represent it as a combination of a reduced number of bases. The principal contri-
bution of this thesis is the exploration of multiple representation spaces to be included into
the sparse representation framework as the most important stage of the reconstruction and
the developing of a complete framework that enables the reconstruction of high-resolution
DW images. In the Chapter 2 a conference article is presented as a product of the thesis
in which partial results are exposed, then in Chapter 3 the final results of this thesis are
presented in an article published in an international conference and finally some conclusions
and perspectives are presented in chapter 4 to conclude the thesis document.
2 A MULTISCALE/SPARSE
REPRESENTATION FOR
DIFFUSION WEIGHTED IMAGING
(DWI) SUPER-RESOLUTION
This document was presented in the 11th International Symposium on Biomedical Imaging
2014, in Beijing - China with Jonathan Tarquino, Andrdea Rueda and Eduardo Romero as
authors.
2.1. abstract
Spatial resolution of Diffusion Weighted (DW) images is currently limited by diverse con-
siderations. This situation introduces a series of artifacts, such as the partial volume effect
(PVE), that therefore affect the sensitivity of DW imaging analysis. In this paper, a new
multiscale/sparse super-resolution method increases the spatial resolution of the DW im-
ages. Based on the redundancy presented in this kind of images, the proposed method uses
local information and the multiscale shearlet transformation to closely approach the DW im-
age acquisition process. A comparison of this proposal with a classical image interpolation
method demonstrates an improvement of 2,27 dB in the PSNR measure and 1,67 % in the
SSIM metric.
keywords
Super-resolution, shearlet transform, information redundancy, sparse representation, tensor
representation.
2.2. Introduction
Magnetic resonance Imaging (MRI) provides information that differs from any other imaging
modality, capturing structural information of a particular Region of Interest, in vivo and
non-invasively. Diffusion Weighted Imaging (DWI), by modifying the main orientation of the
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magnetic field, acquires information about the diffusion process of molecules, mainly water, in
biological tissues, including the preferential orientation (isotropy or anisotropy) of the water
motion along organized tissues [12]. At present time, DWI is used to analyze the integrity or
architecture of the soft tissue in the central nervous system, the brain tract organization and
the connectivity between different brain regions [14]. An important characteristic of DWI is
the low spatial resolution and the low signal to noise ratio because of the long acquisition
time1. In the clinical practice, DWI is usually acquired at a low-resolution.
Some methods have been developed to improve resolution of diffusion weighted images.
Among other strategies, super-resolution has arisen as an efficient tool. This process recon-
structs a high resolution image from a set of low resolution images and has proven to be
effective in MRI [6]. Resolution improvement, using a sort of sub-pixel shifting has shown
to be really limited at generating high resolution image version [20] [5]. Likewise, the fusion
of several anisotropic and orthogonal acquisitions has allowed denoising MRI and DWI [25],
however such methods require very specific acquisition protocols. Recently, some methods
that use the self-similarity of the image at different scales, have been introduced for MRI
denoising [17], MRI resolution enhancement [16] and DWI denoising [18]. Finally, taking
advantage of the pattern redundancy that structurally composes a particular anatomical
entity, the patch/dictionary approaches appear as a powerful tool to estimate the missing
high-frequency information, already proved in structural MRI super-resolution[24].
In this paper, a multiscale/sparse representation approach is presented. The proposed ap-
proach is a variation of the post-processing super-resolution methods that use the redundancy
presented in the Diffusion Weighted (DW) images. In Section 3.3, a brief explanation of the
methodology is provided, with some theoretical support and implementation details. Section
3.4 introduces the validation protocol and presents some experimental results. Finally, some
conclusions and future work are discussed in Section 3.5.
Figure 2-1: Work-flow of the proposed method.
2.3. Proposed Methodology
As illustrated in Figure 3.2, the proposed method starts by constructing a low-resolution
dictionary of sets of randomly extracted patches from shearlet-transformed images. Each set
1Usually, a high resolution DWI sequence take a couple of hours [3]
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of shearlet patches is associated to a patch in the low-resolution image, i.e., each atom of the
dictionary contains the set of shearlet coefficients that reconstructs a low-resolution patch.
The shearlet transform is herein used since this transform decorrelates the noise when using
different scales and sub-bands and closely approximates the basic ellipsoid function of the
magnetic properties within a voxel. Finally, each of the dictionary shearlet atoms is coupled
to a high-resolution patch, which will be the one use to build up the high-resolution image.
2.3.1. The Shearlet Transform
The anisotropic version of the wavelet transform, the Shearlet transform [15], aims to provide
a more accurate multidimensional and orientation edge description. The shearlet transform
maps the frequency space Shψf(a, s, t) = 〈f, ψ(a, s, t)〉 to an anisotropically sheared version
of the frequency, with a preferential orientation. This transform emulates herein the prefer-
ential magnetic orientation, by projecting the data to a sparsest space that approaches the
diffusion anisotropy. The multiscale description facilitates the low-high frequency informa-
tion coupling, i.e. the construction of the low-high resolution dictionary.
The main advantage at using the shearlet transform comes from the fact that shearlet bases
describe an ellipsoid, either in the frequency or in the image spaces, that closely approximates
the basic diffusion tensor function within a particular voxel. This anisotropic phenomena
can then be better analyzed by combining, in such a reduced spatial region, the multiscale
representation with the ability to handle directional information.
2.3.2. Dictionary construction
Dictionaries are constructed (as depicted in Figure 3-2) starting from a training set, com-
posed by some (j) high-resolution images Xj. The corresponding low-resolution image set
Yj is constructed by blurring and downsampling, by a factor M, each training image (where
Yj = LMBXj).
As proposed by Rueda et al. [24], Dl and Dh dictionaries are constructed by collecting a
fixed number of patches at the same random image location. Dl is composed of coefficient
patches from all the shearlet sub-bands of the decomposed low resolution images and Dh is
constructed using intensity patches from the high resolution images.
2.3.3. Local Reconstruction of the high-resolution DW image
Once the high-low dictionary (Dh, Dl) is constructed, the next step is to obtain an estimation
of the high-resolution version Xˆj of a new low resolution image (Yj). For doing so, the shearlet
transform is firstly applied to the new low-resolution image (ψsYj). Then, each sub-band (s)
is split in an irregular grid with an integer number of sub-divisions so that each patch is as
irregular as the particular subband. The set of coefficients are arranged as a column vector
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Figure 2-2: Low and high dictionaries construction.
and projected to the low-resolution dictionary. The optimization problem to solve is then
formulated as follows:
αd = argmin
α
λ||α||1 + 1
2
||Dl − pdψs ||22 (2-1)
where λ balances solution sparsity and data fidelity. The αd vector is then multiplied by
the Dh dictionary to obtain the reconstructed patch pˆ
d
x. Finally, each reconstructed patch is
placed in the corresponding location d of the high-resolution image Xˆ0.
2.3.4. Global regularization process
The proposed sparse-based reconstruction use local features, but this local information recon-
struction meets no continuity boundary restrictions. In consequence, a global regularization
is introduced by constraining an error back-projection [9].
The back-projection optimization problem is solved by iteratively calculating the error be-
tween the original low-resolution image and a downsampled version of the reconstructed
high-resolution image. For doing so, the reconstructed high-resolution version is downsam-
pled and the difference with the original image is calculated. This difference is then interpo-
lated and summed to the reconstructed version, until the error is smaller than a convergence
criterion.
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2.4. Experiments and results
2.4.1. Experimental setup
The whole dataset, for both training and validation, is composed of five high resolution DW
images of different patients, obtained from the Nathan Kline Institute (NKI) / Rockland
Sample. Each DW image is acquired using a 3T MR Siemens scanner. A standard spin-
echo EPI pulse sequence with sensitivity encoding is applied to obtain the DWI data at
6 different diffusion directions, with the following parameters: two diffusion weightings of
b1 = 0 s/mm
2 and b0 = 1000 s/mm
2; TE= 85 ms,TR=65 ms; FOV= 220 × 220 × 85mm2;
matrix size= 160× 160 with 45 slices and spatial resolution of 1,4 × 1,4 × 3 mm3.
The super-resolution method has been implemented using MATLAB R2010b (Mathworks
Inc.), using the Sparselab2 library and runned in a Linux PC with Intel Core i5 at 2.8 GHz
and 4 GB of RAM.
From the described dataset, four high-resolution images are used to construct the dictionaries
by randomly extracting 1400 patches, of 3× 3 size for low resolution and 6× 6 size for high
resolution. Specifically, the low-resolution dictionary is constructed using a shearlet transform
with three scales and six different orientations. Each atom in the low-resolution dictionary is
composed of shearlet coefficients required to reconstruct a low-resolution patch. On the other
hand, the high-resolution dictionary is composed of atoms that store the intensity values of
the high-resolution patch, i.e., Dl size is 261 × 1400, while Dh size is 36 × 1400. The full
high/low dictionary construction is done in 20 seconds.
The dataset’s remaining DW image is used as the reference image for validation. The ref-
erence image is first filtered with the non-local means [17] filter, then the high-resolution
image is blurred using the gaussian filter of the dictionary construction (σ = 1) and down-
sampled by a factor of 2 in order to obtain the test low-resolution image which has to be
further upsampled. The remaining image is reconstructed in 7 hours, including filtering and
super-resolution process.
2.4.2. Comparison with an Interpolation Approach
Once the super-resolution method is tuned, the next step is to compare its performance with
other spatial resolution improvement approach and a high-resolution reference image. Peak
signal-to-noise ratio (PSNR) and structural similarity index (SSIM)[28] measurements are
used to compare the results of the multiscale/sparse approach against the reconstruction
obtained using a 2D bicubic interpolation. The validation follows a leave-one-out cross-
validation, using the five previously described DWI cases. Using the available Matlab func-
tion to perform a bicubic interpolation, and the proposed multiscale/sparse super-resolution
approach, a resolution improvement by a factor of two is applied over the axial slices in the
2http://sparselab.stanford.edu/
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six diffusion orientations of the test low-resolution image.
As can be seen in Figure 3-3, most of the high frequency information, like edges and regions
of intensity variation, is retrieved using the proposed method; for instance, in the original
high-resolution slice (a), the longitudinal fissure is shown as a continuous structure with
some details in the occipital lobe. This continuity of the longitudinal fissure are highly re-
covered in the reconstructed slice (c), but it is not identifiable in the interpolated version (b).
Besides, the highlighted square on the high-resolution reference image (a) shows recognizable
grayscale variation zones that also can be detected on the reconstructed image (c).
Figure 2-3: Comparison between the original high-resolution DW image, the interpolat-
ed and the reconstructed one. Axial views of (a) original high-resolution DW
image, (b) interpolated version of the low-resolution DW image and (c) the
reconstruction using the proposed multiscale/sparse method. Many of the edge
information is retrieved and more important, the areas of diffusion variation
are reconstructed.
Finally, each reconstruction and its interpolated version is compared with the original high-
resolution image using the PSNR and the SSIM. With the standard bicubic interpolation,
an average PSNR of 37,88 dB is obtained (red bars in Figure 2-4), together with an average
SSIM of 0,898 (red bars in Figure 2-5). The proposed super-resolution algorithm achieves
an average PSNR of 40,15 (blue bars in Figure 2-4) and an average SSIM of 0,915 (blue bars
in Figure 2-5), representing an average increment of 2,27 dB in the PSNR and an average
increment of 1,67 % in the SSIM.
2.5. Conclusion
In this paper, a new multiscale/sparse super-resolution method is proposed to increase the
spatial resolution of the DW images. The proposed method uses the redundancy presented
in this kind of images to provide more accurate local information, and the shearlet transform
to emulate the tensorial representation of the diffusion information. A comparison with a
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Figure 2-4: Comparison of PSNR values achieved with a standard bicubic interpolation
(red bars) and the proposed super-resolution reconstruction (blue bars).
Figure 2-5: Comparison of SSIM values achieved with a standard bicubic interpolation (red
bars) and the proposed super-resolution reconstruction (blue bars).
classical interpolation method such as bicubic interpolation demonstrates an improvement
on the image resolution of 2,27 dB in the PSNR measure and 1,67 % in the SSIM metric, in
a diadic increment of the resolution.
3 SHEARLET-BASED SPARSE
REPRESENTATION FOR
SUPER-RESOLUTION IN
DIFFUSION WEIGHTED IMAGING
(DWI)
This article was presented in the International Conference on Image Processing (ICIP-2014),
in Paris- France, with Jonathan Tarquino, Andrea Rueda and Eduardo Romero as authors.
3.1. abstract
Diffusion Weighted (DW) imaging have proven to be useful in brain architectural analyses
and in research about the brain tract organization and neuronal connectivity. However,
the clinical use of DW images is currently limited by a series of acquisition artifacts, such
as the partial volume effect (PVE), that affect the spatial resolution, and therefore, the
sensitivity of further DW imaging analysis. In this paper, a new super-resolution method
is presented, given the redundancy present in this kind of images. The proposed method
uses local information and a multiscale Shearlet transformation to represent the directional
features and the spectral content of the DW images. A comparison of this proposal with
a classical image interpolation method demonstrates an improvement of about 3 dB in the
PSNR measure and 4,5 % in the SSIM metric.
keywords Super-resolution, Shearlet transform, information redundancy, sparse represen-
tation, point-spread function.
3.2. Introduction
As a variation of the acquisition process in Magnetic Resonance Imaging (MRI), the Diffusion
Weighted Imaging (DWI) captures information about the diffusion process of water molecules
in biological tissues, by modifying the main orientation of the acquisition magnetic field.
The diffusion description of DWI also provides information about the preferential orientation
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(isotropic or anisotropic) of the water motion along tissues [12]. The information provided by
the DWI technique have been used to analyze the brain architecture and connectivity. Given
the DWI nature, the utility of diffusion images is restricted by the low spatial resolution.
Capturing high-resolution images with this technique implies to increase the acquisition
time (up to a couple of hours [3]), leading to lower signal-to-noise ratio (SNR) and motion
artifacts.
To overcome the low-resolution DWI limitation, some methods have been recently devel-
oped, including adapted super-resolution techniques initially proposed for MRI resolution
enhancement. Such methods have proven to be effective in high-resolution MRI reconstruc-
tion by using a set of low-resolution images [6]. Alternative techniques that use sub-pixel
shifting has shown to be really limited at generating high-resolution image reconstructions
[20, 5]. Likewise, the fusion of several anisotropic and orthogonal acquisitions has allowed
to increase the resolution of MRI and DWI [25], however assuming very specific image ac-
quisition protocols. Recent methods exploit the image self-similarity at different scales, and
have been tested in common processing tasks such as MRI denoising [17], MRI resolution
enhancement [16] and DWI denoising [18]. Finally, dictionary-based approaches, that take
advantage of the structural pattern redundancy present in some anatomical entities, turn
out to be a powerful estimator of the missed high-frequency information, in particular for
structural MRI super-resolution[24].
In this work, a shearlet-based sparse representation approach is proposed as a variation of
the post-processing super-resolution methods that use the redundancy presented in Diffusion
Weighted (DW) images. The proposed methodology uses the multiscale Shearlet transform
to characterize the spectral-directional information and to increase the sparsity of the DW
information, helping to obtain a high-resolution reconstruction from a low-resolution version
of the same image. The reconstruction scheme applies a patch-based approach to retrieve
the local information, followed by a back-projection constraint that enforces a global reg-
ularization. In comparison with an interpolation technique, the proposal shows important
improvements in the reconstruction quality. Detailed aspects of the proposed method are pre-
sented in Section3.3, including theoretical and implementation issues. Section 3.4 introduces
the validation protocol and presents some experimental results, and finally, some conclusions
and future work are discussed in Section 3.5.
3.3. Proposed Methodology
The proposed approach (illustrated in Figure 3.2) includes two main steps: a training stage,
and the high-resolution reconstruction process. The training step comprises the construction
of coupled low- and high-resolution dictionaries. The low-resolution dictionary is composed
by a set of Shearlet coefficient patches, randomly extracted from a transformed image. The
Shearlet transform is herein used to closely approximates the basic ellipsoid function of the
magnetic properties within a DWI voxel. Each Shearlet patch is coupled to a high-resolution
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Figure 3-1: Graphical description of the proposed high-resolution reconstruction process
for DW images.
intensity patch through its image location. Finally, dimensionality of the dictionaries is
reduced by applying a Principal Component Analysis (PCA). The reconstruction step starts
with a new low-resolution DW image, which is projected onto the Shearlet space and split in
low-resolution patches using a regular grid. A patch-based sparse representation is then used
to recover the corresponding high-resolution reconstruction using the coupled dictionaries.
Finally, a global regularization is applied to reduce reconstruction inconsistencies between
local patches.
3.3.1. The Shearlet transform
The Shearlet transform [15], known as the anisotropic version of the wavelet transform,
maps the frequency space to an anisotropically sheared version of the frequency, with a
preferential orientation. Parameterized mainly by scaling and shear (orientation) parameters,
the Shearlet transform aims to provide a more accurate multidimensional and orientation
edge description of the image information.
In the proposed approach, this transform emulates the preferential magnetic orientation in
DWI, by projecting the data to a sparsest space that approaches the diffusion anisotropy.
In particular, the Shearlet bases describe an ellipsoid, in the image spaces, that closely
approximates the basic diffusion tensor function within a particular voxel. Therefore, this
anisotropic phenomena can then be better analyzed by combining, in such a reduced spatial
region, the ability to handle directional information with the multiscale representation. In
this case, the multiscale description facilitates the construction and coupling of the low- and
high-resolution dictionaries.
3.3.2. Dictionary construction
To construct the dictionaries (training step), a set of N high-resolution DW images Xj, 1 ≤
j ≤ N are collected. These images are first processed with a Shearlet umbralization filter [4],
and then blurred (with a Gaussian kernel) and downsampled (by a factor of M), to obtain
the corresponding low-resolution DW images YJ (where Yj = LMBXj).
Then, coupledDl andDh dictionaries are constructed, as depicted in Figure 3-2, by collecting
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a fixed number of patches at the same random image locations (as in [24]). While Dl is
composed of coefficient patches from all the shearlet sub-bands of the transformed low-
resolution images, Dh comprises the corresponding intensity patches from the high-resolution
images. Finally, dimensionality of Dl and Dh is reduced by applying a PCA technique.
Figure 3-2: Construction of coupled Dl and Dh dictionaries.
3.3.3. Local high-resolution reconstruction
The high-resolution sparse-based reconstruction stage starts with a new low-resolution image
Yn (not used in the dictionary construction step), which is first processed with the multiscale
Shearlet transform (ψsYn). Afterwards, coefficient patches of size z are extracted from each
subband s, i.e. each sub-band can be fully reconstructed as a regular grid of coefficient
patches. Then, for a single patch location d all correspondent coefficients are arranged as a
column vector and projected onto Dl through a sparse representation approach, by solving
the following optimization problem:
αd = argmin
α
λ||α||1 + 1
2
||Dl − pdψs||22 (3-1)
where λ controls the balance between sparseness of the result and fidelity to the original data.
The obtained αd vector is then multiplied by the Dh dictionary to generate the corresponding
reconstructed patch pˆdx (size M · z), which is finally placed in the location d of the high-
resolution image Xˆ0.
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3.3.4. Global regularization process
As the sparse-based reconstruction is performed locally on individual patches, a global reg-
ularization step must to be included to avoid discontinuities between patches. In the pro-
posed approach, a regularizer based on a back-projection optimization problem [9] is used,
which is iteratively solved by calculating the error between the low-resolution image and
a downsampled version of the reconstructed high-resolution image. To do so, the obtained
reconstruction is filtered and downsampled with Gaussian filters of particular sizes that blur
the patch-boundary effect. Then, the difference with the original low-resolution image is cal-
culated, interpolated and summed up to the reconstructed image. This process is repeated
until the difference is less than a convergence criterion.
3.4. Experiments and results
3.4.1. Experimental setup
Five high-resolution DW images of different patients, obtained from the Nathan Kline Insti-
tute (NKI) / Rockland Sample, were selected as the training and validation dataset. All
images were acquired using a 3T MR Siemens scanner, with a standard spin-echo EPI
pulse sequence with sensitivity encoding and six different diffusion directions, with the
following parameters: two diffusion weightings of b1 = 0 s/mm
2 and b0 = 1000 s/mm
2;
TE= 85ms,TR= 65ms; FOV= 220 × 220 × 85mm2; matrix size = 160 × 160 with 45 slices
and spatial resolution of 1,4 × 1,4 × 3mm3. All images were preprocessed by applying a
Shearlet umbralization filter [4], with 3 scales an a coefficient threshold of 1, in order to
reduce the noise effect in the reconstruction.
The sparse-based super-resolution method has been implemented using MATLAB R2010b
(Mathworks Inc.) and the Sparselab (sparselab.stanford.edu) library, running in a Linux
PC with an Intel Core i5 at 2.8 GHz and 4GB of RAM. Reconstruction performance was
validated using the classical Peak Signal-to-Noise Ratio (PSNR) and the Structural Similarity
Index (SSIM) [28].
Using a leave-one-out scheme, five different experiments were performed, where the high-
resolution images of four patients were used for the dictionary construction step and the
remaining one was downsampled and used as the low-resolution input in the super-resolution
stage. Each diffusion orientation is processed individually, slice-per-slice following the axial
plane, leading to six volumetric reconstructions per each patient. Coupled Dl and Dh dictio-
naries were built by randomly extracting 1400 patches from the images, using a patch size
of 3 × 3 in low-resolution and 6 × 6 in high-resolution. Patches in Dl were extracted after
applying a Shearlet transform with three scales and six orientations to each image. With this
configuration, Dl size is 261× 1400, while Dh size is 36× 1400. The dictionary construction
step is completed in about 27 seconds, including the PCA dimensionality reduction scheme.
At each experiment, the test low-resolution DW image is constructed by first filtering the
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image with a Gaussian kernel (4 × 4 pixel size, standard deviation σ = 0,2), and then
performing a downsampling by a factor of two (M = 2). The sparse-based super-resolution
reconstruction of each orientation volume takes about one hour, leading to a complete high-
resolution DW reconstruction in about 6,5 hours.
3.4.2. Comparison with an interpolation approach
Figure 3-3 presents one slice of a high-resolution DW reconstruction obtained in a specif-
ic diffusion orientation (panel (c)), compared with a standard bicubic interpolation (panel
(b)) and the original high-resolution image (panel (a)). Magnified views illustrate that the
obtained reconstruction contains most of the high-frequency details blurred by the downsam-
pling process. For instance, some of the areas with diffusion gradients are clearly separable
and the medial longitudinal fissure is shown as a continuous structure. Important occipital
lobe details have been recovered in the high-resolution reconstruction (Figure 3-3(c)), while
in the interpolated version (Figure 3-3(b)) this information is blurred, as illustrated in the
magnified view. Similar regions can be easily identified both in the original high-resolution
image (Figure 3-3(a)) and the corresponding reconstruction (Figure 3-3(c)), showing that
the proposed method does not introduce noisy artifacts in the reconstruction.
Figure 3-3: Comparison of super-resolution results obtained with the proposed method an
a bicubic interpolation. (a) original high-resolution DW image, (b) interpola-
tion of the low-resolution DW image, (c) reconstruction with the Shearlet-based
proposal. The high frequency information shown in the continuity of the lon-
gitudinal fissure (highlighted circle) is retrieved using the proposed method
(c) while in the interpolated version (b) the fissure looks like a discontinous
estructure.
Finally, the obtained reconstructions and their interpolated versions were compared with
the original high-resolution images using the PSNR and the SSIM in a process of resolution
increment by a factor of 2. As shown in Table 3-1, the classical bicubic interpolation (italic)
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achieves an average PSNR among all cases of 37,88 dB, while the proposed shearlet-based
super-resolution method (in bold numbers) reaches an average PSNR of 40,87 dB. Inter-
estingly, the Structural Similarity (SSIM, Table 3-2) for the interpolated versions is about
0,89, while for the reconstructions obtained with the proposed method is close to 0,93. These
figures represent an average increment of 3 dB in the PSNR and 4,5 % in the SSIM, with
respect to the interpolated images.
DWO 1 DWO 2 DWO 3 DWO 4 DWO 5 DWO 6 Case avg
Case 1 40.97 40.83 40.67 40.51 40.60 40.29 40.64
37.90 37.65 38.04 37.57 37.72 38.10 37.83
Case 2 41.45 40.78 41.02 40.86 40.55 40.39 40.84
38.12 38.06 37.87 37.79 38.07 38.05 37.99
Case 3 40.92 40.86 40.72 40.75 40.63 40.40 40.71
38.03 37.96 37.56 37.66 37.94 37.72 37.81
Case 4 41.84 41.64 40.99 40.92 41.03 40.72 41.19
37.91 37.87 38.10 37.97 37.63 37.53 37.84
Case 5 40.89 40.76 40.83 41.12 40.49 40.74 40.81
38.21 38.13 37.85 37.73 37.75 37.83 37.92
Orient. avg 41.21 40.97 40.85 40.83 40.66 40.51
38.03 37.93 37.88 37.74 37.82 37.85
Table 3-1: Comparison of PSNR values obtained per case (patient) and diffusion orien-
tation (DWO). bold: proposed Shearlet-based reconstruction, italic: bicubic
interpolation.
DWO 1 DWO 2 DWO 3 DWO 4 DWO 5 DWO 6 Case avg
Case 1 0.930 0.931 0.929 0.929 0.931 0.932 0.931
0.896 0.902 0.898 0.898 0.899 0.899 0.899
Case 2 0.928 0.931 0.929 0.929 0.932 0.931 0.930
0.899 0.907 0.904 0.908 0.899 0.900 0.903
2Case 3 0.934 0.934 0.935 0.933 0.936 0.935 0.935
0.887 0.898 0.902 0.898 0.897 0.897 0.897
Case 4 0.940 0.940 0.938 0.939 0.942 0.943 0.941
0.899 0.900 0.900 0.899 0.900 0.899 0.899
Case 5 0.932 0.933 0.931 0.932 0.932 0.934 0.932
0.897 0.898 0.898 0.898 0.899 0.899 0.898
Orient. avg 0.933 0.934 0.933 0.932 0.935 0.935
0.896 0.901 0.900 0.900 0.899 0.899
Table 3-2: Comparison of SSIM values obtained per case (patient) and diffusion orien-
tation (DWO). bold: proposed Shearlet-based reconstruction, italic: bicubic
interpolation.
3.5. Conclusion
In this paper, a new shearlet-based sparse super-resolution method is proposed to increase
the spatial resolution of DW images. The proposed method uses the redundancy presented
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in this kind of images to provide more accurate local information, and the Shearlet transform
to emulate the tensorial representation of the diffusion information. A comparison with a
classical method such as the bicubic interpolation demonstrates an improvement on the
image resolution of about 3 dB in the PSNR measure and 4,5 % in the SSIM metric, in a
diadic increment of the resolution.
4 CONCLUSIONS
This thesis work has presented a sparse Super-Resolution framework that increases the reso-
lution of brain diffusion images. The principal contribution of this thesis is the exploration of
multiple representation spaces that facilitate the high resolution reconstruction, by increas-
ing the data sparsity. During the exploration, such spaces were evaluated in terms of image
resolution enhancement and the best results are achieved by including shearlet coefficient
dictionaries into the super-resolution pipeline.
Shearlet dictionaries provides an accurate reconstruction of the DWI, even in non registered
images, because the reconstruction bases are extracted from different places. This random ex-
traction of dictionary bases works under the hypothesis that a tensorial representation of the
shearlet transform increases the sparsity of DWI just like in a DTI representation. However,
the direct management of the scales in the shearlet space resulted complicated, basically be-
cause we did not find a natural way of splitting the ellipsoidal information from scale to scale
To avoid this problem of ellipsoidal representation, a mixed-space dictionary is proposed.
This alternative solution preserves the shearlet ability of increasing the sparsity of the low-
resolution bases, but also presents a way to reconstruct HR images by using square intensity
patches that does not need an alternative representation as shearlet does. Additionally, a
Principal Component Analysis (PCA) is performed over the low-resolution dictionary in
order to reduce its dimensionality. As a result of such process, the sparsity is enforced by
promoting the use of a minimal number of linearly independent bases, which also enhance
the performance of the super-resolution process.
Finally, taken into account the accuracy of the reconstruction, an extension of the proposed
framework might be applied to Diffusion Tensor Images. However, preliminary experiments
on DTI reconstruction using the enhanced DWIs have shown that some patch boundary
details, that are not detectable in DWI, become in artifacts in the tensorial space.
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