Numerical solution of nonlinear eigenvalue problems (NEPs) is frequently encountered in computational science and engineering. The applicability of most existing methods is limited by matrix structures, property of eigen-solutions, size of the problem, etc. This paper aims to break those limitations and to develop robust and universal NEP solvers for large-scale engineering applications. The novelty lies in two aspects. First, a rational interpolation approach (RIA) is proposed based on the Keldysh theorem for holomorphic matrix functions. Comparing with the existing contour integral approach (CIA), the RIA provides the possibility to select sampling points in more general regions and has advantages in improving accuracy and reducing computational cost. Second, a resolvent sampling scheme using the RIA is proposed for constructing reliable search spaces for the RayleighRitz procedure, based on which a robust eigen-solver, denoted by RSRR, is developed for solving general NEPs. RSRR can be easily implemented and parallelized. The advantages of the RIA and the performance of RSRR are demonstrated by a variety of benchmark and practical problems.
INTRODUCTION
Robust numerical solution of large-scale nonlinear eigenvalue problems (NEPs) is of great importance in many fields of computational science and engineering. However, besides the quadratic eigenvalue problem that has been well-studied in the dynamic analysis [1] , the numerical solution of more general NEPs is so far a challenging task [2, 3, 4] .
This work aims to develop efficient numerical methods for solving large-scale NEPs of the general form T (λ)v = 0,
where T (z) ∈ C n×n is a matrix-valued function depending on a parameter z ∈ D ⊂ C. In particular, we consider the NEPs in the finite element method (FEM) and the boundary element method (BEM), as these two methods are extensively used in real applications, either 3 Below is a brief review of the other state-of-the-art methods for solving general NEPs. Essentially, two types of methods are in use [21] : methods that directly deal with the NEPs, and methods that transform the NEPs into polynomial or rational eigenvalue problems and then solve via linearization. For the former type of methods, we find examples as the residual inverse iteration method [22] , the Jacobi-Davidson method [23] , and the block Newton method [24] . The Jacobi-Davidson method is perhaps the most promising one, but there are still a few issues having crucial influence on the performance of the method in practical applications. For example, how to effectively accelerate the solution of the correction equation and control its accuracy [25] , and how to inhibit the method from repeatedly converging towards the same eigenvalues [9] .
Linearization is a standard approach in solving quadratic and rational eigenvalue problems in the FEM [1, 26] . Its application to the NEPs in the BEM can be found in [27, 28] . Recently, linearization by the polynomial or rational approximation of T (z) has attracted increasing attentions; see, e.g., [29, 4] . In particular, the compact rational Krylov method in [30] exploits the structure of the linearization pencils by using a generalization of the compact Arnoldi decomposition. As a result, the extra memory and computational costs of the linearization can be greatly reduced for large-scale problems. However, for this class methods there is still a need to construct linearizations that reflect the structure of the given matrix polynomial and to improve the stability of the linearizations [31] .
Finally, we notice that previous nonlinear eigensolvers would be problematic in dealing with large NEPs arising in the BEM and the related methods [29, 32] , due to the fact that the matrix T (z) is typically complex, dense and unstructured, and the evaluation of T itself and the operations with T (e.g., applying to vectors, solving linear systems, etc) are often computationally expensive. For example, when the Jacobi-Davidson method is used, the computational costs for the repeated formulation and solution of the correction equations during the iteration process would quickly become unaffordable. When using the linearization methods, a key problem is how to store all the dense coefficient matrices of T (z) in, for example, a polynomial basis; to our knowledge, even using the current fast BEM techniques would require huge memory for large-scale problems. On the contrary, the RSRR algorithm only involves the solution of a series of mutually independent equations T (z i ) −1 U , thus each matrix T (z i ) is computed and used only once.
The rest of this paper is organized as follows. In Section 2, some typical NEPs in the FEM and BEM, as well as the Keldysh theorem for the NEPs are briefly reviewed for completeness. In Section 3 the RIA and a SS-type algorithm SS-RI are developed. In Section 4, the sampling scheme is first developed based on the RIA, and then the main eigensolver, RSRR, is presented. In Section 5 the theoretical benefits of the RIA and the performance of the algorithms SS-RI and RSRR are numerically studied. In Section 6, the performance of RSRR is further demonstrated by two large-scale practical problems in FEM and BEM, respectively. The essential conclusions of the paper is presented in Section 7.
BASICS
Some representative NEPs in the FEM and BEM are first briefly summarized, which will be used as target problems in the numerical examples. Then, the Keldysh theorem for the NEPs is reviewed.
Typical NEPs
The most widely studied NEP is the quadratic eigenvalue problem in the dynamic analysis of structures, which takes the form
that occurs in the study of the free vibration of plates with elastically attached masses [34] or vibrations of fluid solid structures [35] , and the case
that arises in the modal analysis of structures with viscoelastic damping treatment (such as composite structural materials, active control and damage tolerant systems in airplane, rocket, etc) [36] . In (3) the parameters σ j are given by the boundary conditions, C j are damping matrices. In (4) a j and b j are the relaxation parameters of the given damping model, K v is the unit viscoelastic stiffness matrix. Note that the above two rational problems can be turned into polynomial eigenvalue problems by multiplying with an appropriate scalar polynomial in λ.
The third type of NEP arises from the FE discretization of the boundary value problems involving the Maxwell equation in electromagnetic modeling of waveguide loaded accelerator cavities [37] . It takes the form
with C j being the damping matrices, and i = √ −1. The nonlinearity of the NEPs (3) and (5) are caused by the nonlinear dependence of boundary conditions on λ, which is distinct from the case (4) in which the nonlinearity stems from the dependence of material properties on λ.
Lastly, we mention a more general type of NEP in which the dependence of T on λ is complicated or not explicitly known. An example is the NEP in the thermoacoustic simulations involved in the stability analysis of large combustion devices [38] ,
where matrices A, B, C and D are sparse matrices obtained from the FEM discretization of the differential equations and boundary conditions. B corresponds to the acoustic impedance boundaries of the combustion chamber, which becomes λ-dependent when the impedance is λ-dependent. D accounts for the interaction between the sound pressure and the flame, and it is a nonlinear function of λ whose expression is generally not available. Another example in this aspect is the NEPs in the BEM. The semi-discretized form of the direct boundary integral equation is H(λ)u(λ) = G(λ)q(λ), where H(λ) and G(λ) are complex square matrices, u and q are vector collections of the nodal displacement and traction components; see, e.g. [39] . The matrix T (λ) of the cooresponding NEP consists of the columns of the matrices H(λ) and G(λ) according to the given boundary conditions. In general, the entries of H(λ) and G(λ) are distinct functions of λ whose expressions can not be obtained explicitly. For instance, in the acoustic Nyström BEM in [39] , the entries of H(λ) and G(λ) associated with well-separated nodes x i and y j are given by the values of double-and singlelayer integral kernels,
5 where r ij = |x i − y j |, n yj is the outward normal of the boundary at node y j . When the nodes x i and y j are not well-separated, the element integrals correspond to x i and the boundary element of y j become singular or nearly singular, and the expressions of H ij (λ) and G ij (λ) in terms of λ often can not be obtained in close forms.
Basic theory of NEPs
In all the previously mentioned NEPs, T (λ) is a nonlinear matrix-valued function of λ. In order to build our methods on a solid mathematical foundation, we further assume that T (λ) is holomorphic in a neighborhood of all the eigenvalues. For the NEP in (3), this condition implies that the eigenvalues λ should not be infinitely close to the parameters σ j , which is indeed inherently satisfied in most practical problems. Now we consider a holomorphic matrix-valued function T (z) ∈ C n×n defined in an open domain D ∈ C, and assume that the determinant det T (z) does not vanish identically. We intend to search for all the eigenvalues within a compact set C ⊂ D and the associated eigenvectors. Our method is motivated by the following theorem regarding the relation between the eigenvalues and the resolvent T (z) −1 (see [15] , Corollary 2.8).
Theorem 1
Let C ⊂ D be a compact set containing a finite number n C of different eigenvalues λ k (k = 1, · · · , n C ), and let
and
be the corresponding canonical systems of generalized eigenvectors (CSGEs) of T (z) and T (z) H , respectively. Then there exists a neighborhood C ⊂ U ⊂ D and a holomorphic matrixvalued function R C : Ω → C n×n such that for all z ∈ U \ {λ 1 , · · · , λ nC }, it holds
In expressions (8), (9) and (10), η k and µ l,k represent the dimension of the nullspace of T (λ k ) and the lth partial multiplicity of T (z) at λ k , respectively. We refer the readers to [15, 16] for more detailed description of the related notations. The superscript H denotes the conjugate transpose.
The summation in (10) can be recast into the matrix form as
where the matrices V C and W C are consist of the CSGEs of T (z) and T (z) H , respectively; the matrix-valued function Φ(z) is given by
. . .
By using (11) , the resolvent T (z) −1 can be expressed more concisely as
Now we consider a domain enclosed by a Jordan cure C in the complex plane. We are interested in all the eigenvalues (and the associated eigenvectors) inside C. Denote by n C the number of mutually different eigenvalues inside C, and byn C the total number of eigenvalues counting the algebraic multiplicity, i.e.,n C = nC k=1 η k l=1 µ l,k . The corresponding CSGEs of T (z) and T (z)
H are denoted by V C and W C , respectively.
RATIONAL INTERPOLATION APPROACH
The RIA developed in this section is a generalization of the CIA by Sakurai and Sugiura [14] that aims to circumvent the inherent limitations of the CIA and enhance the accuracy and computational efficiency of the resulting numerical algorithms. For further distinction, the SS algorithm [14] based on the CIA will be denoted by SS-CI. In Section 3.1 the theoretical limitations of the CIA is discussed. Then, in Sections 3.2 and 3.3 the RIA and a SS-type algorithm using the RIA, denoted by SS-RI, are described. The SS-RI algorithm is a straight-forward application of RIA. It reflects the potential advantages of the RIA, however, like SS-CI, its performance is sensitive to parameter choice and thus it is not suitable for large-scale practical applications. This shortcoming further motivates the Rayleigh-Ritz reformulation in Section 4.
Motivation
Figure 1 diagrammed a situation in which the interested eigenvalues lie in a real interval. When using SS-CI, the contour should be chosen as a simple closed curve enclosing the interval. Both circles and ellipses are frequently used. Theoretical results based on rational filter theory indicate that circular contours should lead to better accuracy since in this case the filters are more closer to the indicator function of the interval [19, 40] . Numerical results, however, demonstrate that flat elliptical contours often achieves better results. More interestingly, we found that the "quadrature" points can even lie in the interested interval. This scenario is obviously not covered by the CIA, but it works well and sometimes might be advantageous in saving computational cost. Furthermore, for more general domains (like a rectangular domain), we found that sampling points inside the domain can also be used, and by using sampling points close to the eigenvalues, the accuracy of the eigen-solutions can often be considerably improved; see Section 5.4. To be able to interpret the above findings, the rational interpolation approach (RIA) is developed based on Theorem 1. 
Theoretical derivation
Theorem 1 shows that the eigenvalues of T (z) are the poles of its resolvent T (z) −1 . This inspires us to solve NEPs using the pole-finding methods. To construct practical algorithms, we consider the following reduced matrix-valued function F (z) having the same poles as T (z) −1 ,
where U ∈ C n×L is a constant matrix of full rank used to condense T (z) −1 . The use of F (z) instead of T (z) −1 will greatly reduce the computational time and storage of the following algorithms, which is essential for large-scale problems. For small-scale problems U can be discarded, i.e., directly letting F (z) = T −1 (z). To properly extract all the poles of T (z)
with right multiplicities, the number L has to be at least equal to the maximal algebraic multiplicity of eigenvalues of T (z) in C [14, 15] , i.e.,
In practice U can be chosen as a random matrix, and also, the pre-multiplied matrix U H can be replaced by another L × n matrix of full row rank.
The poles of F (z) can be retrieved by first constructing a rational interpolation of F and then extracting the poles of the approximation [41, 18] . Specifically, let z 0 , . . . , z N −1 be a set of interpolating points within C that are not the poles of F (z). Consider a rational function of type (µ, ν) that satisfies
where P (z) is a matrix polynomial of degree µ, q is a polynomial of degree ν, and µ + ν = N − 1. Obviously, ν should be larger than or equal to the number of mutually different poles. If ν is taken to be the number of poles of F (z), Saff [42] showed that: (1) for sufficiently large µ there exist rational interpolants of type (µ, ν) that converge uniformly to F (z) in some region; and (2) the poles of the rational interpolants converge to those of F (z). These results offer a possibility to extract the poles of F using the RIA. In this paper, we follow Jacobi's method that works with the linearized form of interpolation condition (16) ,
Jacobi's method extracts the poles of a rational function from its moments; see [43] for the details. In the following, we first extend the idea to the matrix-valued function F (z) and show the relations between the poles and moments of F (z). Then, we show how to compute the eigenvalues and eigenvectors of the original NEP (1) from the moments of F (z).
Moments of F (z)
In light of Jacobi's method, the following moments of F (z) are defined,
where K is a finite positive integer such that 2K < N , ω i are the barycentric weights for the polynomial interpolations using points z i ,
Note that in Jacobi's method the highest order of moments is determined by the degree of the denominator polynomial q(z), i.e., ν. However, here K is used in lieu of ν in order to be consistent with the notations of the CIA in [14, 15] .
To see the connection between the moments A α and the eigenvalues of T (z), the relations (13) and (14) are inserted into the moment expression (18) ,
The summation about R C accounts for the influence of the eigenvalues outside the contour C.
To be able to accurately extract all the eigenvalues within C, this term has to be effectively removed. We attain this goal by invoking the polynomial interpolation theory. In fact, due to the definition of ω i (19) , the summation gives the leading coefficient matrix of the matrix polynomial of degree at most N − 1 that interpolates the matrix-valued function z α U H R C (z)U at the node points z i , i = 0, . . . , N − 1; see [43] , thus it becomes zero if z α U H R C (z)U is a polynomial of degree strictly less than N − 1 − α. In practice, since R C (z) is analytic, it can be well approximated by polynomials of degrees high enough, which means that it holds
The magnitude of the summation depends on the distribution of z i , N and α. In the following, we assume that N and K are chosen such that the magnitude of (21) is negligible. The criterions for the selection of N and K will be stated in Section 3.3. The above assumption leads to the following approximation to the moments
Now we consider the summation about the matrices Φ(z i ) in (22) . The summation about the matrices can be performed element-wisely, thus it is sufficient to consider the following weighted summation of a nonzero element of Φ(z) (12),
The above definition implies that φ α,j (z), j > 1 can by expressed by φ α,1 (z),
Since we require that α < 2K < N , the monomial z α can be exactly recovered from its values at the N node points z i by using the barycentric formula of polynomial interpolation theory [44] , leading to a close form expression for φ α,1 (z),
where
is the node polynomial. It follows from (25) that
By successively differentiating both sides of (26) with respect to z and invoking (24) , one obtains
9 Let Φ α,d and J λ,d be the d-dimensional upper triangular matrix and the d-dimensional Jordan block with diagonal entries λ defined as follows
Then, it can be deduced from (26) and (27) that
Applying (28) to each diagonal block of Φ(z i ) in the summation (22), one obtains
where the matrix Λ has Jordan normal form
and the constant matrix Φ has the same structure as Φ(z) in (12),
Note that Φ is an upper triangular matrix whose diagonal entries are given by φ 0,1 (λ
Since we assume that the sampling points z i do not coincide with the poles λ k , l(λ k ) = 0 and thus Φ is nonsingular. Inserting (29) into (28) leads to the following explicit relation between the moments A α and the eigenvalues of T (z),
Computing eigen-solutions
To extract Λ from A α , we define two block Hankel matrices,
Then the poles of F (z) within C can be approximated by the eigenvalues of the generalized eigenvalue problem for the pencil H < − λH. In fact, it follows from (32) that
where Obviously, the poles λ k , k = 1, . . .n C coincide with the eigenvalues of the pencil H < − λH if K is chosen to fulfill the following rank condition,
which requires K · L ≥n C . Till now, the problem of finding the eigenvalues of T (z) has been transformed to the solution of the generalized eigenvalue problem about the pencil H < − λH. Following the procedures in [15] , we first compute the truncated SVD of H,
where V 0 and W 0 are matrices with orthogonal columns, and the number of singular values retained in Σ 0 determines the number of eigenvaluesn C , which will be detailed in Section 3.3. Then we compute the matrix
which has Jordan normal form Λ. The eigenvalue problem for A can be easily solved using the Matlab function 'eig'. Given the eigenvalue decomposition A = BΛB −1 with B being the eigenvector matrix, the matrices
To compute the eigenvectors of the original NEP (1), one needs to formulate a new matrix M as follows
Note that the definition of M α is similar to that of A α in (18), thus M α can be obtained as by-products during the computation of A α . The matrix V C relates to M via
is an eigenpair of A, the corresponding eigenpair (v, λ) of the original NEP (1) can be obtained as
So far, we have described the RIA for solving general NEPs. By employing Jacob's method [43] and introducing the moments A α of the resolvent T (z) −1 (18), we obtain a generalized eigenvalue problem for pencil H < − λH, whose eigenvalues approximate the eigenvalues of the original NEP. The accuracy of the eigenvalue and eigenvector approximations is depend on how well the analytic function R C (z) is approximated by the polynomial interpolation associated with the points z i and barycentric weights ω i ; see (21) . Generally, for a given value of K that satisfying the rank condition (36) , increasing the number N of sampling points z i will improve the quality of eigenpair approximations (41).
Numerical algorithm and practical considerations
The RIA in Section 3.2 directly leads to the following procedures for solving NEPs:
(1) Initialization. Fix the contour C, the number N and the sampling points z i , i = 0, 1, . . . , N − 1 on or within the contour; compute the corresponding weights ω i ; fix the number L and generate a n × L random matrix U ; choose a suitable value of K. . This algorithm will be denoted by SS-RI. In the RIA, the sampling points z i can be a general set of interpolation points within or on the contour C. When z i are chosen as the nodes of some numerical quadrature rules on the contour C, SS-RI becomes SS-CI in [14] . In addition, it has been proved in [41, 18] that for linear eigenvalue problems the CIA and RIA are indeed mathematically equivalent (in exact arithmetic) when z i uniformly distributed on a circle.
In the following some practical issues of the SS-RI algorithm are discussed.
(1) How to choose sampling points z i . The sampling points serve as the interpolation points. They should be chosen so that the residual matrix R C (z) can be well approximated by a polynomial of the lowest degree. In practice, the domain of interest is often an interval or a rectangle, then the sampling points can be set as the Chebyshev points in the domain or the quadrature points on the boundary contour. (2) How to determine L, K and N . Theoretically, L only has to be larger than or equal to the maximal algebraic multiplicity of eigenvalues of T (z) in C. However, in practical applications of the SS-RI algorithms L would have to be more larger [45] . K should be chosen such that size of the search space M is large enough, i.e., K · L ≥n C . On the contrary, for a fixed N a larger K may cause accuracy decline because it diminishes the performance of the interpolation (21) . In practice, K N/4 can be used [45] . The choice of N is mainly determined by the tradeoff between the accuracy requirement and the computational cost. (3) How to avoid under-and overflow in computing weights using (19) . A strategy is to simplify the weights by cancelling the common factors. This operation clearly does not alter the eigenvalues of the pencil H < − λH. For certain special sets of interpolation points, one can give explicit formulas for the simplified barycentric weights [44, 46] . A typical example is the Chebyshev points of the first kind on the unit interval [−1, 1],
In this case after cancelling factors independent of i one finds
which vary by factors O(N ). For more general situations, one can multiply each factor z i − z j in (19) by a scaling coefficient C −1 , with C being the capacity of the interval concerned; see [44] for the details. (4) How to determine the total number of eigenvaluesn C . From (37) one knows thatn C is given by the number of leading singular values retained in Σ 0 . Hence, one can determine it by detecting the largest gap in the singular values of H in (37) . In case N , L and K are properly chosen and z i do not coincide with the eigenvalues, the largest gap between two successive singular values denoted by
should reach its maximum at j =n C . This leads to the following strategy,
where the user-defined constant tol gap is used only to check whether a g max is reasonable; in this work, we always set tol gap = 10 3 . If condition g max ≥ tol gap is not satisfied, the obtainedn C may be not correct, and thus the computed eigenpairs may be wrong or of low accuracy. In this case, checking the residuals of the eigenpairs, ||T (λ)v|| 2 /||v|| 2 , would be helpful. Usually, improvement to the results can be achieved by increasing N , L or K. Similar strategies have been used in [14, 15] . But in those papersn C is determined by the truncation of the singular values of H using a predetermined threshold tol. In general the optimal threshold tol is affected by several factors, including the conditioning of the matrices in (36) , the distribution of the eigenvalues and the positions of the contour, and thus may not be easily determined before solving the NEPs.
Let us close this section with a summary of the proposed RIA and the SS-RI algorithm. The RIA is a generalization of the CIA in the sense that polynomial interpolation is used to extract the poles of rational functions instead of contour quadrature. This generalization explains the phenomenon described in Section 3.1, and offers new possibilities to improve the accuracy and reduce the computational cost. The SS-RI algorithm is an straightforward implementation of the RIA. In Section 5.1, we will show by a numerical example that in general SS-RI and SS-CI can achieve the same accuracy, but for real NEPs SS-RI can save a half of the CPU time and memory by using real sampling points and performing real arithmetic. The fact that the RIA allows us to improve the accuracy of eigen-solutions will be demonstrated by using the RSRR algorithm in the following section.
The SS-RI algorithm is robust and accurate if a large L but a small K are used. However, for large-scale problems, a small L is essential to reduce the computational burden. To decrease L, one has to increase K due to the rank condition K · L ≥n C (36), but this would make the two matrices H and H < rank-deficient and finally make the algorithm unstable and inaccurate; see Section 5.1 for the related numerical results. Therefore, the SS-RI algorithm is suitable for solving small-scale NEPs. For this class of problems, the algorithm can even be made more concise by discarding the matrix U in (14) and directly using F (z) = T −1 (z). This corresponds to using the largest L, thus the algorithm could achieve its optimal robustness. In this case, usually only a small value of K (e.g., K < 10) is needed to compensate for the possible rank deficiency of V C and W C . This concise version of the SS-RI algorithm will be referred to as the SS-FULL and will be used to solve the projected NEP by the Rayleigh-Ritz procedure.
RAYLEIGH-RITZ REFORMULATION
As mentioned before, the SS-RI algorithm would become unstable and inaccurate when a small value of L is used. This problem with can be effectively overcome by using the RayleighRitz projection procedure [16] . In this section, we describe the sampling scheme to construct approximate eigenspaces based on the RIA and the RSRR algorithm for solving general NEPs. The RSRR algorithm has good stability and accuracy when a reasonably small value of L is used, and is suitable for large-scale problems.
The classical Rayleigh-Ritz procedure relies on a proper search space that contains the interested eigenvectors. Once such a search space is available and let Q ∈ C n×k be an orthogonal basis of it, then the original NEP (1) can be converted to the following reduced NEP
Let (λ, g) be any eigenpair of the reduced NEP, then (λ, Sg) is an eigenpair of the original NEP.
For ease of presentation, in the following we first describe the moment scheme based on the new RIA, and then introduce the sampling scheme from the moment scheme.
Resolvent moment scheme
Let z i , i = 0, · · · , N − 1 be a set of sampling (interpolation) points in the domain enclosed by the contour C, and denote by ω i the corresponding barycentric weights (19) . We begin by defining the moments M α of T −1 (z)U up to the order K − 1 (K N ) as (40) . Then, a similar derivation to the relation (32) leads to
The key to the approximation (46) is the effective elimination of R C (z) in the expression of the resolvent T (z) −1 (13) . In fact, due to the fact that R C (z) is analytic and ω i are the barycentric weights associated with z i , a similar argument to (21) leads to
Note that here only the first K moments of R C (z)U are required to be negligible, but in (21) the order is up to 2K. To retrieve the eigenspace span(V C ), we collect all the K moments together,
It follows from expression (48) that if K is chosen such that
then the matrix M will span approximately the same subspace as V C , which means that there exist a positive integer K 0 such that
For a finite number N the discrepancy of the two subspaces diminishes with the increase of N . Similar conclusion has been obtained for the CIA; see Theorem 3 in [16] . It turns out that the eigenspace of the moment scheme is the same as the one used in the SS-RI algorithm; see (41) , (39) and (40) . However the derivation here is directly from Theorem 1 and the interpolation theory; one does not need to refer to the derivation of the SS-RI algorithm in Section 3.2. In addition, the above procedure for constructing eigenspaces is similar to those based on the CIA [16] , but the RIA offers more freedom to the distribution of the sampling points.
Finally, we remark that in practice the eigenspaces generated by using the moment scheme would be unreliable for two reasons. First, the moment matrix M (48) tends to be rankdeficient for large K, and finally the rank condition (49) would not be fulfilled securely (see Section 5.2 for numerical evidences), and second, improper computational procedures for ω i would often cause under-and overflow (see Section 3.3). These problems will be completely avoided by the sampling scheme in the following section.
Resolvent sampling scheme
The sampling scheme is inspired by the fact that each M α (40) can be seen as a combination of T (z i ) −1 U , i.e.,
where, c α,i = ω i z α i are the combining coefficients determined by α and z i . Although the above combination is indeed nonlinear, for a given set of points z i the columns of T −1 (z i )U should span a larger subspace than M α . Therefore, we propose to generate eigenspaces directly using the former. Following this idea, we form the following sampling matrix by collecting all T (z i )
and use span(S) as the eigenspace in the sampling scheme. The above argument indicates that the proposed sampling scheme actually constructs a larger subspace, i.e.,
The equality holds when K = N and M is not rank-deficient. When used in the Rayleigh-Ritz projection, it is important for the constructed subspaces to contain all the eigenvectors. The sampling scheme can meet this requirement. Theoretically, when N and K are chosen such that the relation (50) holds, then it follows from (52) that
In practice, N is a finite number and thus the influence of R C (z) (47) may not be completely removed. However, according to (53) the subspaces of S will approximately contain the eigenspaces when N is large enough. Note that the following condition is a prerequisite
It remains to show that the sampling scheme is more robust than the moment scheme. This indeed can be seen from the rank property of the matrices S and M . According to the definition of the moments (40), one has
where Z is a Vandermonde-like matrix
Obviously, Z would become rank-deficient when K is large, which accounts for the possible rank-deficiency of M . On the other hand, S should have better rank property than M . In the Rayleigh-Ritz procedure, an orthogonal basis of S, denoted by Q, is needed. It can be computed by the truncated singular value decomposition (SVD) of S with a tolerance δ. The computational cost of SVD scales linearly with n but quadratically with the product N · L, therefore the reduction of N · L becomes a major concern when the work of SVD becomes dominated. Let k denote the numerical rank of S. In order to properly extract all the eigenvalues inside C, the condition (54) has to be satisfied. However, sincen C ≥ rank(V C ), it is more convenient to use the following condition in practice
which means that N and L have to been chosen such that k is larger than the total number of eigenvalues. Of course, L should be not less that the maximal algebraic multiplicity of the eigenvalues in C.
There is a situation that deserves special attention in practice. When some sampling points approach to the unknown eigenvalues, the corresponding matrices T (z i ) will become nearly singular, thus T (z i ) −1 U will be of very large values and dominated in the matrix S. This would 15 enhance the accuracy of the eigenvalues near the sampling points, but on the contrary would considerably deteriorate the accuracy of the other eigenvalues. The way to avoid this issue is to normalize the column vectors of S before the SVD so that they are of the same norm. This operation does not alter the eigenspaces but guarantees the robustness of the sampling scheme.
The RSRR algorithm
The main eigensolver RSRR, the resolvent sampling based Rayleigh-Ritz method, consists of the following procedures:
(1) Initialization. Fix the contour C, the number N and the sampling points z i , i = 0, 1, . . . , N − 1 on or within the contour. Fix the number L and generate a n × L random matrix U . In
Step 1, the foremost task is to choose a suitable C in which the eigenvalues are searched for. For many engineering problems, one may have a-priori information about the locations of the interested eigenvalues from experiments, theoretical predictions, eigenvalues of similar structures, etc. Another cheaper way to acquire such information is to perform an analysis on a coarse mesh or a simplified model, both of which have been frequently used in literature; see e.g., [23] . The contour is usually chosen to be an ellipse or a rectangule enclosing the interested eigenvalues. The sampling points can then be set as the quadrature points on the contour or a special set of points, e.g., the Chebyshev points, within the contour.
Given a value of L, the number N should be chosen such that the ratio of the first to the last singular values of S is large enough, e.g., larger than 10
14 . This is often the case when N · L is 2 or 3 times larger than the number of the eigenvaluesn C ; see (56). The number L has to be at least not less than the algebraic multiplicity of the interested eigenvalues. In some cases (e.g., structural modal analysis) this can be estimated from the symmetry of the problems. Otherwise, one can use a slightly large L.
Concerning the selection of N and L, one should also consider the computational costs and accuracy of the RSRR algorithm. The effects of N and L on the computational costs lie in two aspects: the orthogonalization in the sampling scheme as mentioned before, and the solution of the linear system of equations T (z i ) −1 U . The computational work related to the latter depend on the linear solvers used. In the FEM, usually sparse direct solvers are preferable due to its good stability. In this situation, the solution for problems with multiple right-hand-sides could be cost-effective once a factorization (e.g., the LDU and Cholesky factorizations) of the system matrix is accomplished. Thus, N determines the main computational cost. However, in BEM or FEM for too large problems, iterative solvers have to be used. Then one would pay much more for using a large value of L, even with some advanced solvers for multiple right-handside problems, e.g., the subspace recycling strategy [47] , because the L right-hand-sides are linearly independent. In this situation, N and L may have the approximately same weights in determining the computational costs. The relative importance of N and L on the accuracy of RSRR is so far not clear, and will be numerical studied in Section 5.3.
In Steps 2 and 3 the eigenspaces are constructed using the sampling scheme. The threshold δ of the truncated SVD can be set as δ = 10 −14 . In Steps 4 and 5 the reduced NEP is solved using the contour in Step 1, and the eigenpairs of the orginal NEP are computed.
The RSRR algorithm can be easily implemented in conjunction with other software. In fact, only Steps 2 and 4 involve the operations with the matrix T (z) and need to be carried out by the host software. The other steps can be considered as preprocessing and postprocessing parts for the host software. In this paper, RSRR is implemented into the FEM software Ansys R and our in-house fast BEM code [39] , which will be used to solve the large-scale examples in Section 6.
When the eigenspaces are constructed using the moment scheme, one obtains the SSRR algorithm [16] . But, according to the RIA the sampling points are allowed to lie inside the contour. The SSRR algorithm can be implemented in a similar way as RSRR. In this case, the order of moments K and the barycentric weights ω i have to be initialized in Step 1, and in
Step 3 instead of forming S according to (51) one has to form M from (48) and (40) .
Finally, we summarize the two major advantages of the RSRR algorithm. First, RSRR is more accurate and robust than SSRR, because: (1) the sampling scheme generates better subspaces than the moment scheme, and the rank property of the sampling matrix S is better than the moment matrix M ; and (2) the computations of the moments M α and barycentric weights ω i as required in the moment scheme are completely avoided in the sampling scheme. The latter also leads to a more concise numerical implementation of RSRR.
The second advantage is that RSRR allows us to enhance the accuracy of the eigenapirs by optimizing the locations of the sampling points. For example, in Section 5.4 we will show that remarkable improvement to the accuracy can be achieved by putting the sampling points close to the eigenvalues. However, in the moment scheme it is commonly known that the sampling points should not approach to any eigenvalue, since this will deteriorate the accuracy of the other eigenpairs [48] . Note that in this situation the normalization of the column vectors of S is crucial to guarantee the robustness of RSRR.
NUMERICAL INVESTIGATION
In this section, the theoretical benefits of the RIA and the performance of the algorithms SS-RI and RSRR are numerically studied and verified. In Section 5.1 the accuracy and computational costs of SS-RI are studied and compared with SS-CI. In particular, the effects of parameters L and K on the accuracy of SS-RI are tested and the possible loss of accuracy caused by using a large K is illustrated. Sections 5.2 to 5.5 are devoted to the study of the RSRR algorithm from several aspects:
• Section 5.2, compare with SS-RI and SSRR to show the remarkably improved robustness and accuracy; • Section 5.3, study the effects of N and L on the accuracy of RSRR; • Section 5.4, confirm that the RIA allows us to improve the accuracy of RSRR by putting sampling points close to the eigenvalues; • Section 5.5, compare with the state-of-the-art nonlinear eigensolver NLEIGS to show the good performance of RSRR.
All the computations were performed on a personal computer with an Intel Core TM i3-2100 (3.10 GHz) CPU and 16 GB RAM. The coding and computations are conducted in Matlab R2009a, and the linear systems in computing T (z i ) −1 U are solved by using the Matlab backslash operator '\' in sparse mode.
Numerical investigation of the SS-RI algorithm
The performance of SS-RI is investigated by a comparison with SS-CI in [14] . We will show that both algorithms can reach the same accuracy, but for real eigenvalue problems the SS-RI algorithm can save almost a half of the CPU time by using real arithmetic. In addition, we will also show the lose of accuracy caused by using a large K.
The numerical experiment uses the following example with real eigenvalues.
Example 1 (Loaded string). Consider a special case of the NEP (3), where J = 1, σ 1 = 1 and C j = e n e 17 finite elements,
The matrix T (z) is symmetric and real, and all the eigenvalues are real [34] . The 32 eigenvalues in real interval I = [3, 10000] are sought. The size of this problem is set to be n = 400. The contour for the SS-CI algorithm is an ellipse defined by
whose major axis is coincident with I, thus the center is γ = 5001.5 and the length of the semi-major axis is a = 4998.5. The length of the semi-minor axis is set as b = a/2. The contour moments are computed by using the following N -point trapezoidal rule
The sampling points for SS-RI are chosen as the Chebyshev points of the first kind defined in I, which can be computed from (42) . The corresponding weights are computed from (43) . N = 200 is used for both SS-RI and SS-CI. First, we show that the two algorithms could reach the same accuracy for the same values of N , K and L. To this end, we run the algorithms for two cases, 'L = 3, K = 40' and 'L = K = 10', and compute the relative residual ||T (λ)v|| 2 /||v|| 2 of each eigenpair (v, λ), as demonstrated in Figure 2 . When illustrate the residuals of eigenpairs, the eigenvalues are first sorted in ascending order according to their absolute values, the residual of each eigenpair is then plotted against its index in the sorted list. While having the same level of accuracy, SS-CI took roughly twice as much CPU time and memory as SS-RI due to the complex operations. For example, SS-CI used 0.92 second to compute all T (z i ) −1 U , while SS-RI used 0.49 second. Figure 2 also shows that L and K have different influences on the accuracy and the algorithms would be unstable for large K. When L = K = 10, the accuracy of most eigenpairs reaches 10 −10 , but when L = 3 and K = 40 the accuracy of both algorithms becomes deteriorated, although the rank condition K · L ≥n C is still satisfied. In addition, we also tried the case L = 2 and K = 60, the results of both algorithms were totally wrong! On the other hand, when we ran the case L = 40 and K = 3, the results were as good as the case L = K = 10. In fact, L is the number of vectors used to probe the resolvent T (z) −1 . It is easy to imagine that the larger the L, the more information of T (z) −1 can be acquired and thus the better the results. In case of L <n C , moments up to degree K have to be used to guarantee the rank condition K · L ≥n C via (36) . However, since the two matrices in (36) are Vandermonde-like matrices, they could become rank-deficient for large K, as a result the rank condition (36) would never be satisfied with good accuracy.
From this numerical experiment, we have shown that the RIA provides a possibility to save computational costs and memory usage for real NEPs. However, since the efficiency of the SS-RI algorithm is limited, in the following sections, we use the Rayleigh-Ritz-type algorithm RSRR to show that the RIA allows us to enhance the solution accuracy by adjusting the positions of the sampling points.
Superiorities of RSRR over SS-RI and SSRR
Example 1 is used again to study the stability and accuracy of the RSRR algorithm. Specifically, a comparison with SS-RI will be used to show that RSRR can circumvent the instability and inaccuracy caused by using a small L, and a comparison with SSRR will be used to show that the sampling scheme generates better eigenspaces than the moment scheme.
In both RSRR and SSRR, the sampling points z i are set to be Chebyshev points of the first kind in I = [3, 10000] with N = 100. This corresponds to using RIA, thus only real operations are performed. The barycentric weights ω i of SSRR are computed from (43) , and K = N is used to achieve the largest size of the subspace. Since all the eigenvalues are simple, L = 1 is used in RSRR. But for SSRR two cases with L = 1 and L = 2 are tested, respectively. The projected NEPs are solved using the SS-FULL algorithm with parameters N Q = 500 and K Q = 8, and the contour C Q is an ellipse defined by (57) with γ = 5001.5, a = 4998.5, b = 0.1a. Note that, to avoid confusion in notations, a subscript Q has been added to all the parameters of the SS-FULL algorithm that have the same meaning in the RSRR and SSRR algorithms. Figure 3 shows the residuals of the computed eigenpairs and the singular values of matrices S and M in RSRR and SSRR, respectively. Figure 3a has two implications. First, by using L = 1, N = 100 RSRR can achieve an accuracy about 10 −11 that is comparable to the accuracy of SS-RI with L = 10, N = 200 (see Figure 2) . However, the number of linear systems solved in RSRR and SS-RI are remarkable different: the former is 100, while the latter is 2000! Moreover, when the value of L is reduced to 3, SS-RI can only achieve an accuracy about 10 −6 no matter how large K is, and further reducing the value of L leads to completely wrong results. This comparison shows that the Rayleigh-Ritz-type algorithms have much better stability and accuracy than the SS-type algorithms.
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The second implication of Figure 3a is about the quality of the eigenspaces constructed by the sampling scheme and the moment scheme. Since K = N , the eigenspaces obtained by the moment scheme reach the largest size for each L. However, the residuals of the most eigenpairs of SSRR are much larger than those of RSRR. This phenomenon can be explained by the behavior of the singular values of S and M in Figure 3b , where the singular values are scaled so that the first singular value σ 1 is equal to 1. The last 100 singular values of M in case of L = 2 have very slow decay in the interval [10 −17 , 10 −18 ] and thus are truncated. The vertical line corresponds to the indexn C . One can see that the singular values of M drop much faster than those of S, due to the bad conditioning of M caused by the high order moments. In particular, the singular values of M with L = 1 drops to around 10 −13 at thē n C th singular value, indicating that the rank condition (49) cannot be satisfied with a good accuracy. Increasing L improves the conditioning of M so that the firstn C singular values do not decay too fast. This leads to an improved accuracy to the eigenpairs. In comparison, the rank property of S is much better, and an obvious decay is observed only after then C th singular value, meaning that S can fulfill the rank condition (54) more securely. These results confirm the statements about the rank property of S in Section 4.2.
Effects of N and L on the accuracy of RSRR
The effects of N and L on the computational costs of RSRR have been discussed in Section 4.3. Here the effects of the two parameters on the accuracy of RSRR are studied using Example 1. The computation is carried out for four cases with L = 1, 2, 4 and 8, respectively, and in each case N also increases several times. Other setup of RSRR is the same as in Section 5.2. For each pair of (N, L), the largest relative residual of the computed eigenpairs is recorded. To compute the largest residual, the same computation is repeated 5 times and the final result is set to be the average of the 5 largest residuals. Figure 4 shows the largest residuals versus the product N · L for the four values of L. Two conclusions can be drawn. First, for a given L, the error decays exponentially with the increase of N , and thus N · L, till the smallest error around 10 −10 is reached. This is attributed to the fact that the weighted summation of R C (z i ) (21) converges exponentially to zero with the increase of N . Second, compared with L, N has a more remarkable influence on the accuracy of RSRR, since for a given N · L, a larger L but a smaller N always corresponds to a much larger residual than a smaller L but a larger N . spectrum; (2) show that the RIA allows us to improve the accuracy of RSRR by putting sampling points close to the eigenvalues, which is not easily conceived for the CIA.
Example 2 (Radio-frequency gun cavity [49] ). This is a large-scale problem that models a radio-frequency gun cavity, and the matrix T (z) is given by (5) with J = 2,
The matrices K s , M , W 1 and W 2 are of the order n = 9956. The cutoff values are κ 1 = 0 and κ 2 = 108.8774. We seek the 25 eigenvalues lying inside the rectangular contour C whose lower-left and upper-right vertices are 200 + 0i and 360 + 50i, respectively. Figure 5 shows the contour and the distribution of the 25 eigenvalues. Some of the eigenvalues are closely clustered. This problem has been extensively used to test new algorithms for solving large-scale NEPs; see, e.g., [9, 50] . For this specific problem, we measure the convergence of an approximate eigenpair (v, λ) by the following relative residual norm defined in [37] ,
. First, the performance of RSRR and SSRR is further compared. The sampling points z i are set as the nodes of the Gauss-Legendre quadrature rules on the four sides of the rectangular C. The 27-point rule is used on the two longer sides, and the 13-point rule is used on the two shorter sides, so totally, N = 80. The moments of SSRR are computed by the composite Gauss quadrature rule, and K = N is used. L = 2 is used for both algorithms. The projected NEPs are solved by SS-FULL on the contour C. The contour integrals are computed by using composite Gauss quadrature with N Q = 500 points, and K Q = 2 is used. Figure 6 shows the relative residual norms E(v, λ) of the computed eigenpairs and the singular values of the matrices S and M . The results of RSRR and SSRR are indicated by "RSRR, contour" and "SSRR, contour", respectively. The residuals of SSRR is typically more than three orders larger than those of RSRR, due to the rank-deficiency of M caused by using the high order moments. This can be verified by Figure 6b , where one can clearly see that the first 25 singular values of M decay much faster than those of S.
Then, we show the influence of the sampling point distribution on the accuracy of RSRR. We use a two-stage solution strategy. In the first stage, an approximation to the 25 eigenvalues is computed by RSRR using only 30 sampling points on the contour (10 points in x-direction and 5 points in y-direction). This is a very rough approximation, and the largest residual of the 25 eigenpairs is of the order 10 −5 . In the second stage, the accuracy of the eigenpairs are improved by assigning the approximate eigenvalues obtained at the first stage as new sampling points. Hence, after refinement there are totally N = 50 (= 30 + 25) sampling points. The NEP is then solved by RSRR using these 50 sampling points, and the results are labeled by "RSRR, adapt" in Figure 6 . Comparing with the case "RSRR, contour" using 80 sampling points in the first test, the residuals of "RSRR, adapt" are typically lower and more uniformly distributed, which is consistent with the good behavior of the singular values in Figure 6b . This experiment shows that in order to construct better eigenspaces, it is better to put the sampling points close to the eigenvalues. The RIA offers such a possibility to distribute the sampling points. Note that when the same probing matrix U is used in both the two stages, the results of T (z) −1 U for the 30 old sampling points can be reused and thus T (z) −1 U only has to be computed for the 25 new sampling points in the second stage.
Comparison of RSRR with a state-of-the-art method
It is also meaningful to compare the performance of RSRR with some other state-of-the-art nonlinear eigensolvers. Here we choose to compare with a linearization method, NLEIGS, recently proposed in [50] , because of its good performance and because its code is publicly available.
In this code, the 21 eigenvalues on the upper half-disk centered at 223.6 with radius 111.8 are computed using four different variants of NLEIGS. We compare with the two most efficient variants: "Variant R2" and "Variant S", and the results are shown in Table I . By using the twostage solution strategy in Section 5.4, RSRR computes 25 eigenpairs using 42 seconds, while "Variant R2" computes 21 eigenvalues using 36 seconds. Therefore, the average CPU time for one eigenpair is almost the same for these two algorithms. However, the largest residual norm of RSRR is more than two orders lower than "Variant R2". "Variant S" is the fastest one, but on the other hand its residual norm is the biggest. In addition, the memory usage of the NLEIGS method is much more than RSRR due to the storage of the LU factorizations of the matrices T (z i ) [50] . From the above results, we see that the overall performance of RSRR is better than the "Variant R2" of the NLEIGS method. "Variant S" is the fastest approach for this specific example, but as shown in [50] , the performance of "Variant S" is sensitive to the number and distribution of the shifts in the rational Krylov method, and an example is given in [50] to show that the "Variant S" can be inferior to the "Variant R2" in some cases. Lastly, we stress that the RSRR algorithm is easier to implement and parallelize than the NLEIGS method.
ENGINEERING APPLICATIONS AND VALIDATION
Two more realistic examples are provided to demonstrate the performance of the newly developed RSRR algorithm in dealing with engineering problems. The first example comes from the FEM analysis of a viscoelastically damped payload attach fitting structure, which has about 1 million degrees of freedom (DOFs). The second example is the BEM modal analysis of the sound field in a car cabin, which has around 60000 DOFs.
Example 3 (Payload attach fitting). The payload attach fitting structures often serve as isolators between the satellite and the launch vehicle to reduce the satellite vibration caused by the launch-induced dynamic loads. Here the model illustrated in Figure 7 is considered. The structural material is Aluminum with elastic modulus 70 GPa, density 2770 kg/m 3 and Poisson's ratio 0.3. The eight damping cylinders contain viscoelastic damping material ZN1 polymer which is modeled by the Biot model. The density and Poisson's ratio of the damping material are 970 kg/m 3 and 0.49, respectively. The structure is fixed at the lower surface of the lower flange and all the other surfaces are free of traction.
This problems is solved by using the FEM software Ansys R . The model is discretized by using the SOLID186 element, and the total number of DOFs is 1005648. The expression of this NEP is of the form (4) with In order to take the full advantage of the RIA and to keep the total number of sampling points reasonably small, this problem is solved using the two-stage strategy in Section ??. In the first stage, the eigenvalues are estimated by using only 20 sampling points (Chebyshev points of the first kind) in the interval [200, 800] Hz. In the second stage, eigenvalues computed before are set as new sampling points, and then the problem is solved again using both the old and new sampling points.
In all the RSRR solutions, L = 2 is used. The linear systems involved in computing T (z) −1 U are solved by using the default sparse direct solver (the frontal solver with LDL T factorization) in Ansys R without any special treatment. The reduced NEPs are solved by using SS-FULL on the ellipse contour (57) with γ = 500, a = 300 and b = 0.5a. The contour integrals are computed by using the trapezoidal rule (58) with N Q = 500 points, and K Q = 2 is used. The entire solution process takes about 2 hours. Table II shows the computed eigenvalues and residuals in both the two stages. This problem has 25 eigenvalues, as listed in the third column, but only 24 eigenpairs are obtained by using the 20 sampling points in the first stage, including 5 2-fold eigenvalues. The largest relative residual of the 24 eigenpairs reaches 4.415. In the second stage, the 19 mutually different eigenvalues are assigned as new sampling points and thus N = 39 sampling points are used. The RSRR algorithm correctly obtains the 25 eigenvalues with a remarkably improved accuracy: the largest residual is about 2.663 × 10 −6 , six orders lower than that of the first stage solution. The same payload attach fitting model has also been solved by using the CIA based RSRR in [51] , where 14 eigenpairs in the smaller interval [160, 640] are computed using N = 100 sampling points on an elliptical contour. The largest residual of the computed eigenpairs is about 10 −5 . Whereas, here 25 eigenpairs are solved using only N = 39 sampling points, but better results have been obtained. This example confirms again that based on the newly developed RIA, it is possible to considerably improve the accuracy of the RSRR algorithm by a judicious selection of the sampling points. Eigenvalues in the real interval [40, 500] Hz are sought. The sampling points are chosen as the Chebyshev points in the interval; L = 2, N = 200 are used. The reduced NEP is solved by SS-FULL, with the sampling points being the N Q = 1000 Chebyshev points in the interval, and K Q = 2. The linear systems T (z i ) −1 U, i = 0, · · · , N − 1 are solved by the GMRES solver with ILU preconditioner. Both the accuracy of the fast BEM and the convergence tolerance of the GMRES solver are set to be 10 −6 . The matrix T (z) is interpolated by using Chebyshev polynomials of degree d = 40; see [51] for the details. The computation was performed on a personal computer with an Intel Core TM i3-2100 (3.10 GHz) CPU and 16 GB RAM. RSRR returns 64 eigenvalues, which are indicated by the horizontal axis in Figure 9 . The eigenvalues are more intensively distributed in high frequency band. The vertical axis in Figure 9 represents the residuals of the corresponding eigenpairs. All the residuals are below 1.0 × 10 −5 . The computations for this problem takes about 24 hours, with 17 hours spending on the solution of the N · L = 400 linear systems, and around 7 hours on the computation of the Chebyshev interpolation of the reduced matrix T Q (z). Other operations, such as the computation of the truncated SVD of S and running SS-FULL, only takes several minutes. The total memory usage is about 2.2 GB. 
CONCLUSIONS
The paper has been devoted to the development of robust numerical methods for solving large-scale NEPs in science and engineering. In particular, the NEPs in the FEM and BEM are considered and solved. The outcomes lie in two aspects.
Theoretically, a framework for solving NEPs, called rational interpolation approach, has been developed. It encloses the existing contour integral approach as a special case, and provides more possibility to select the sampling points z i , at which the resolvent T (z) −1 U is computed. For general complex NEPs, it allows us to improve the accuracy of the eigenpairs by putting the sampling points close to the eigenvalues. For real NEPs, it allows us to reduce the computational time and memory consumption by using real sampling points and performing real arithmetics. Besides, it inherits the two salient merits of the contour integral approach, that is, it simultaneously considers all the eigenvalues within a given contour, and enjoys good parallelizability.
Numerically, a robust and accurate NEP solver, called RSRR, has been proposed based on the rational interpolation approach. The success of RSRR is established on the newly proposed sampling scheme for generating approximate eigenspaces. Unlike the existing moment scheme, where the moments of the resolvent T (z) −1 U are used to construct eigenspaces and thus may fail if high order moments are involved, the sampling scheme generates eigenspaces directly from the values of T (z) −1 U at the sampling points z i . The eigenspaces of the sampling scheme are larger and more reliable, leading to the higher accuracy of the RSRR algorithm. The applicability of RSRR is not limited by the structure of the system matrix T (z) and the characteristics of the eigen-solutions. Moreover, RSRR can be easily implemented and parallelized.
The good robustness and accuracy of the RSRR algorithm have been demonstrated by a variety of typical examples and comparisons with other nonlinear eigensolvers. In particular, a FEM model with around 1 million DOFs and a BEM model with several tens of thousands of DOFs are supplied to show the efficiency of RSRR in solve large-scale engineering NEPs.
