We prove that the almost-entropic region of order four is not semialgebraic, we get as a corollary Matus' Theorem, which asserts that the almost-entropic regions of order larger than four are not polyhedral. We discuss the algorithmic consequences of our result.
Introduction
Proviso. In this work we only consider random variables whose support is a finite set.
Let − → X = (X 1 , ..., X n ) be a n-tuple of random variables, it determines a n-order entropic function h− → X : (P ([n]) − ∅) → R, which is defined by:
where X I denotes the tuple (X i ) i∈I and H (X I ) its Shannon entropy. That is: the entropic function (vector) h− → X is constructed by collecting together the entropies of the 2 n − 1 nonempty subtuples of the tuple − → X . The set of all the entropic vectors of order n spans a solid convex cone of dimension 2 n − 1 [14] . We use the symbol Γ * n to denote this cone and the symbol Γ * n to denote its topological closure. The former set is called the entropic region of order n, while the later is called the almost-entropic region of order n. Notice that any element of Γ * n can be expressed as a linear combination I⊂[n] w I e I , where given I ⊆ [n], the symbol e I denotes the vector of R 2 n −1 that is defined by the condition For all h− → X ∈ Γ * n , we have that h− → X , e I = H (X I )
From now on, we fix n = 4. A typical element of Γ where given {i 1 , ..., i k } ⊆ {1, 2, 3, 4} , the entry h i1,...i k is equal to h, e {i1,...,i k } . Given i, j, k, l ∈ {1, 2, 3, 4} , and given h ∈ Γ * 4 we set
.., X 4 ), and suppose that h− → X is the entropic vector that is associated to the tuple − → X , notice that:
is equal to the mutual information of X i and X j , and it is also equal to h− → X , e {i} + e {j} − e {i,,j} . We use the symbol I (i : j) to denote the vector e {i} + e {j} − e {i,,j} .
• I h− → X (i : j | k) is the mutual information of X i and X j given X k , and it is also equal to h− → X , e {i,k} + e {j,k} − e {i,,j,k} − e {k} . We use the symbol I (i : j | k) to denote the vector e {i,k} + e {j,k} − e {i,,j,k} − e {k} , and we use the symbol H (i | j, k, l) to denote the vector e {i,j,k,l} − e {j,k,l} .
If one wants to describe the set Γ * 4 , he can choose to work either with the canonical basis {e I : ∅ = I ⊆ {1, 2, 3, 4}} , or with some other (more appropriate) basis. Matus and Studenyi (see [11] ) introduced the so called natural basis, which is given by:
Notice that v 1 is the vector encoding the famous Ingleton inequality [7] . Ingleton inequality is a linear rank inequality, but it is not a linear information inequality, it means that given a linear rank function h, the inequality h, v 1 ≥ 0 holds, while there exists an entropic function h such that h, v 1 < 0. We will use the symbol I to denote the vector v 1 .
Notice also that for all i ≥ 2, the vector v i encodes a Shannon inequality asserting that a certain Shannon information measure is positive, that is: for all i ≥ 2, and for all almost entropic vector h it happens that h, v i ≥ 0.
given A ⊆ R n , the symbol A • denotes its polar set. Recall that the polar of A is the set {v ∈ R n : ∀w ∈ A ( v, w ≥ 0)} We are interested in the set Γ *
4
• , which is the polar of the almost-entropic region Γ * 4 , and which encodes the linear inequalities that are satisfied by the joint entropies of all the 4-tuples of random variables.
Semialgebraicity
We know that the set Γ * 4 cannot be defined by a finite list of linear inequalities [10] . It does not rule out the possibility of defining the set Γ * 4 by a finite list of polynomial inequalities. Notice that the set (x, y) : x 2 + y 2 ≤ 1 , which is defined by a single polynomial inequality, cannot be defined by a finite list of linear inequalities. Chan and Grant observed that there exist polynomial information inequalities, which are not entailed by any finite set of linear information inequalities [1] , they asked if the entropic regions can be defined by a finite list of polynomial inequalities, that is, they asked if the entropic regions are basic semialgebraic sets. • Given a closed convex set A, the set A is semialgebraic, if and only if, the set A • is semialgebraic.
• Semialgebraic sets are closed under projections.
• If A ⊂ R n is semialgebraic, and L is two-dimensional plane contained in
Then, we have that if we could prove that there exists a two-dimensional plane L, contained in R 15 , and such that Γ *
4
• ∩ L is not semialgebraic, we would get as a corollary that the almost-entropic regions of order larger than four are not semialgebraic. Notice that any polyhedral set is semialgebraic, it means that we would also get as a corollary the famous Matus' Theorem.
The theorem
We begin with the following observation: Suppose that L is a two-dimensional plane contained in R 15 , and that we have fixed a rectangular system of coordinates for L. Suppose that we have a sequence {v i } i≥1 , which is contained in Γ *
4
• ∩ L, and let f : N → R be a function such that v i , as an element of L, is equal to (i, f (i)) . Then, if the function f is not semialgebraic, and the sequence {v i } is close enough to the border of Γ *
• ∩ L, the set Γ *
• cannot be a semialgebraic set.
To make the above observation become a functional one, we have to define the meaning of being close enough to the border of Γ *
• ∩ L, as well as the meaning of function f being non-semialgebraic. So, let us proceed.
Given p ∈ R 2 and given B ⊂ R 2 , we use the symbol d (p, B) to denote the euclidean distance between the point p and the set B.
Lemma 3 Let A ⊂ R 2 be a closed convex set, and let {(i, f (i))} i≥1 be a sequence contained in A. Suppose that R is a ray (or a line) that is contained in the complement of A, and let k : N → R be the sequence defined by
If k is an exponential decaying sequence, then the set A is not semialgebraic.
Proof. Let us suppose that, for all x ≥ 1, the inequality f (x) ≤ 1 holds. Given i ≥ 1, we use the symbol a i to denote the point in R that is closest to (i, f (i)). Let g : R + → R be the function defined by
We have that g is a well defined function of exponential growth. Suppose that A is a semialgebraic, then, it follows easily from The TarskiSeidenberg Theorem (see [12] ) that function g has a first order definition over the real-closed field. Then, if A is semialgebraic, the function f is definable in first order logic, and then semialgebraic. We arrived to a contradiction given that exponential growing functions cannot be semialgebraic. Then, the lemma is proved.
We say that a ray R is a forbidden ray, if and only if, R ∩ Γ * 4 • = ∅. We need to find a sequence of information inequalities, which is contained in some two-dimensional plane, and which approaches a forbidden ray at exponential speed. Set:
• a = v 3 .
•
The sequence
is an infinite sequence of information inequalities discovered by Dougherty et al [3] . We use the symbol df z s to denote the inequality
and we use the term DFZ-sequence to denote the sequence {df z s } s≥1 .
Given Q, a two-dimensional plane contained in R 15 , and given v ∈ R 15 , we use the symbol T r v (Q) to denote the translation of Q by the vector v. Let Q be the plane spanned by the vectors a and J , and let L be equal to T r I−d (Q) . Notice that the DFZ-sequence is included in Γ * and that asymptotically behaves like 1 2 s , s 2 . Thus, the DFZ-sequence is a plane sequence that approaches the ray
at exponential speed. It remains to be proved that R is contained in the complement of Γ * 4
• ∩ L. Thus, we focus our attention on the following problem Problem 4 Prove that for all λ > 0, the vector I + λJ is not an information inequality.
Given an entropic function h, if the inequality I, h < 0 holds, we say that h is an Ingleton violating entropic function. Suppose that for all λ > 0, the vector I + λJ is not an information inequality, we have:
• Either, there exists an Ingleton-violating entropic function h, such that the equality J , h = 0 holds, or.
• There exists a sequence of entropic polymatroids {h n } n≥1 , such that for all n ≥ 1 it happens that:
It would be better for our purposes, if it were possible to find an Ingleton violating entropic function that is orthogonal to J .
Lemma 5 There does not exist an Ingleton violating entropic function h, such that h is orthogonal to J .
Proof. Suppose that h is an Ingleton violating polymatroid, and suppose that h is orthogonal to J . Then, h must be orthogonal to I (1; 3 | 2) , I (2; 3 | 1), I (1; 4 | 2) and I (2; 4 | 1) . It implies that h is orthogonal to d, given that d = I (1; 4 | 2) + I (2; 4 | 1). Then, we have that
We have to prove that (J , I) is essentially conditional, which means that for all N ≥ 0, the expression I+N J is not an information inequality.
Lemma 7
The pair (J , I) is an essentially conditional information inequality.
Proof. Given n ≥ 0, we have to exhibit a 4-tuple of random variables − → X = (X 1 , X 2 , X 3 , X 4 ) such that h− → X , I + nJ < 0. We begin with a 4-tuple − → X , that is given by the following probability distribution:
1. The support of the distribution is constituted by the set
2. Given a, b ∈ {0, 1}, and given d = 4, we have that
3. Given a, b ∈ {0, 1}, we have that
Notice that those four random variables are pairwise independent, it implies that h− → X , I = h− → X , J = 0. Given δ ∈ 0, each with probability δ. The sum of the probabilities must be equal to 1, therefore we set
Some easy computations show that, when we make δ tends to zero, we get
Then, it is clear that for all n ≥ 0, it is possible to find a δ > 0 such that h− → X δ , I + nJ < 0, and then the lemma is proved. We get as a corollary the main result of this paper Theorem 8 Given n ≥ 4, the set Γ * n is not semialgebraic. Now, we can get as an easy corollary The theorem of Matus.
Corollary 9
Given n ≥ 4, the set Γ * n is not polyhedral.
Those two results have unfortunate consequences, the later implies that many important optimization problems cannot be reduced to linear programming, while the former implies that those problems cannot be reduced to semialgebraic optimization.
Concluding remarks
We knew that the almost-entropic regions cannot be defined by finite lists of linear inequalities. Now, we know that those regions cannot be defined by finite lists of polynomial inequalities. This later fact implies that those regions cannot be defined in first order logic over the real-closed field. Which is the next level of complexity to be tried? We think that the next question to be investigated is the decidability of the almost entropic regions, we conjecture that the set of almost-entropic vectors with integer components is not decidable.
