Abstract. The performance attributes of a broad class of randomised algorithms can be described by a recurrence relation of the form T(x) = a(x)+T(H(x)), where a is a function and H(x) is a random variable. For instance, T(x) may describe the running time of such an algorithm on a problem of size x. Then T(x) is a random variable, whose distribution depends on the distribution of H(x). To give high probability guarantees on the performance of such randomised algorithms, it su ces to obtain bounds on the tail of the distribution of T(x). Karp derived tight bounds on this tail distribution, when the distribution of H(x) satis es certain restrictions. However, his proof is quite di cult to understand. In this paper, we derive bounds similar to Karp's using standard tools from elementary probability theory, such as Markov's inequality, stochastic dominance and a variant of Cherno bounds applicable to unbounded variables. Further, we extend the results, showing that similar bounds hold under weaker restrictions on H(x). As an application, we derive performance bounds for an interesting class of algorithms that was outside the scope of the previous results.
Introduction and Motivation
Consider a randomised algorithm that works as follows: on an input of size x, it performs a(x) work to generate a subproblem of size H(x) (where H(x) is a random variable taking values in 0 x], whose distribution depends on the algorithm) and then solves the subproblem recursively. Then, the running time of the algorithm may be described by the (probabilistic) recurrence relation T(x) = a(x) + T(H(x)):
(1) Hence, T(x) is a random variable whose distribution depends on the distribution of H(x). The performance of the randomised algorithm can be described in terms of certain statements on the distribution of this random variable. For instance, one may compute the expected running time, or we may give more precise information on the tail of the distribution of this random variable.
Such a recursion also describes succinctly, the size or structure of certain randomly generated combinatorial structures, for instance the structure of random permutations of objects or the sizes of cliques generated by a random greedy process.
In the literature, the analysis of many randomised algorithms t this framework (see x 2 below for some typical examples, or numerous ones exhibited in 1]). However, their analyses are frequently carried out by disparate ad hoc techniques. Karp, 1] recognised that all these algorithms can be analysed uniformly in the above framework and gave general theorems which could be applied in the fashion of a \cook-book" substitution to give the desired performance guarantees on the algorithms. To state the hypothesis and results of Karp, we introduce some notations and de nitions. In the following, T(x) satis es equation (1), where a is a xed function, H(x) is a random variable taking values in 0; x], and E H(x)] m(x), for a xed function, m, satisfying 0 m(x) x. Also, a and m are non-decreasing functions. The equation (x) = a(x) + (m(x)) (2) can be regarded as the deterministic counterpart of the probabilistic recurrence (1). Intuitively, it is an equation governing the expected values. Whenever this equation has a solution, it has a unique least non-negative solution u(x), given by u(x) = P i 0 a(m This theorem gives very precise bounds on the performance attributes of algorithms. It also admits a ne{tuned tradeo between the relaxation permitted in the running time and the high probability guarantee. However, the method used to prove the result, while ingenious, o ers no intuition about why the result holds, and the proofs are di cult to follow. Further, the conditions (1) and (2) in the theorem are technical arti ces introduced by the methods of proof. In particular, for weaker conditions on m(x)=x, very similar bounds hold, as shown in Theorem 2, below. Speci cally, condition (1) prevents the application of Theorem 1 whenever m(x) grows more slowly than x. For instance, it prevents a direct application of Karp's results to an interesting class of randomized algorithms based on a probabilistic strategy called the R odl Nibble, 3].
We give an alternative analysis that yields comparable, although somewhat weaker, bounds. We essentially reduce the problem to the analysis of waiting times between successes in a sequence of Bernoulli trials. The reduction is obtained using essentially three components: Markov's inequality, a \Folklore Lemma" on stochastic majorisation and a variant of the Cherno bound applicable to unbounded random variables. The structure of the proof is thus strongly intuitive, re ecting the behaviour of the randomised process. It is also quite general, in that when m(x)=x is non-decreasing, it yields bounds comparable to Theorem 1, and when m(x)=x satis es a weaker condition, the same proof yields exponentially decreasing bounds. In particular, it covers the case of the R odl Nibble algorithms mentioned above. Our results, by comparison with Theorem 1 above,are:
Theorem2. Let 
Our bounds are not quite as precise as Karp's nor do they admit as ne a tradeo as Karp's between the running time and the probability guarantee. However, in situations where they are applied, the results obtained are often comparable.
Example Applications
In this section, we give some illustrations of how our theorems can be applied in a \cook-book" fashion to yield high-probability statements to the running time of randomised algorithms or to the size and structure of randomly generated combinatorial structures.
Example 2.1 is a typical example of the analysis of many randomised algorithms where the problem size is reduced (expected) by a constant fraction at each iteration. Example 2.2 is an example of a combinatorial structure generated by a random process which also has an expected constant decrease in problem size at each iteration. Example 2.3 is an instance where the expected decrease is not constant. All these examples are also used for illustrating the technique in Karp's paper, 1]. We give the probability bounds obtained from our analysis, for comparison with the bounds of Karp. In Example 2.4 we give an example where Karp's Theorem does not apply, but our's does.
Maximal Independent Set
Luby, 2] gives a randomised parallel algorithm for constructing a maximal independent set in a graph.The algorithm proceeds in stages, where at each stage, the algorithm deletes some of the edges of the current graph and continues until all edges have been deleted. The work at each stage is (proportional to) the number of edges in the current graph. Luby shows that each stage, the fraction of edges deleted is at least 1 8 . Let T(G) and T 0 (G) denote respectively, the number of iterations abd the total amount of work executed by Luby's algorithm applied to a graph G. Then for any (su ciently large) positive integer k, and for any graph G with m edges,
Greedy Clique Finding
The following is a greedy algorithm to nd a maximal clique in a graph. Starting with the empty set of vertices, iteratively, select a random vertex v of the current graph, add it to the current clique, and delete all vertices not adjacent to v, until all vertices are deleted.
Consider the behaviour of the algorithmon a random graph G n;p on n vertices in which each edge is present with probability p. At a step when the vertex set of the current graph has size m, the expected number of vertices that do not get deleted is p(m ? 1). Let T(n) denote the size of the clique obtained when the algorithm is applied to G n;p , for any xed p. Then T(n) = 1 + T(H(n)) for n 1 where E H(n)] = p(n ? 1) pn. Let T 0 (n) denote the number of adjacency comparisons of the algorithm, then T 0 (n) = n ? 1 + T(H(n)) (for the same H). Hence we get the bounds, for any su ciently large integer k,
Abstract Independence Systems
In 6], two randomised parallel algorithms are presented for nding a maximal independent set in an abstract independence system. If T 1 (n) and T 2 (n) are respectively, the number of iterations required by the two algorithms when applied to an n{element independence system, the analysis in 6] shows the following recurrences hold:
T i (n) = 1 + T i (H i (n)); i = 1; 2: where the m i (n) := E H i (n)]; i = 1; 2 satisfy m 1 (n) n ? c p n for a constant c > 0 and m 2 (n) n ? n H n where H n := 1 + 1=2 + + 1=n is the nth harmonic number.
Applied to these recurrences, our bounds give, for a su ciently large integer k: Hence, for the number of rounds of the distributed protocol, we have a recurrence of the form T(n) = 1 + T(H(n)) with E H(n)] e ?cn n for a constant c > 0. In this example, the function m(x)=x = e ?cx (for some constant c > 0) is a decreasing function and hence Theorem 1 is inapplicable. Applying our theorem, and stopping the recurrence when k = , as is needed in the algorithm in 3], we get the tail probability bounds:
Pr T( ) > 1 c k 1 ln ( 1 ) The usefulness of this lemma comes from the fact that we do not need any assumptions of independence. It can used to derive tail bounds for the sum of weakly or negatively correlated random variables, by letting the Y i 's be the correlated variables and de ning independent variables, X i , that stochastically dominate the Y i 's. For instance it can be used to derive the following result of Sanjay Jain, cited in 7]: Let a 1 ; a n be n random trials (not necessarily independent) such that the probability that trial a i succeeds is bounded above by a constant p regardless of the outcomes of other trials. Then, if X is the r.v. representing the number of successes in these n trials and Y is the binomial variable with parameters (n; p), then for each 1 i n and for each a 2 R. Taken together, these inequalities yield Lemma 3.
The following lemma, that gives Cherno -like bounds for the sum of random variables with a geometric distribution, was proved in 5]. Before we extract the bounds that are actually useful to us in this paper, we give a direct simple proof of exact bounds on a somewhat more general version that may be useful in other applications. Substituting into equation (3) and simplifying gives the second part. The form actually useful to us here is obtained by substituting t := lz into the second part and noting that for su ciently large positive integers l, p ?l Proof. This is simply an application of Markov's inequality:
5 The Generic Bound
In this section we obtain a generic bound of the form Pr T(x) A] B. The idea of the proof is as follows. At stage i of the recurrence, let X i denote the current value of the random variable.The work done at stage i is a(X i ). A random experiment determines the value of X i+1 , given the value of X i . Call the experiment a success if X i+1 m(X i ), and denote the probability of success by p. Previewing some notation from below, de ne y 0 := x and y i+1 :=m(y i ); i 0. Divide the process into phases, where phase i consists of those stages j, at which the random variable X j lies between y i and y i+1 , i 0. If phase i lasts k stages, we have that the work done in phase i, S i := P yi+1<Xj yi a(X j ) ka(y i ). If the experiments were independent, we would have that Pr k l] (1?p) l?1 , hence also Pr S i la(y i )] (1 ? p) l?1 . Now, once again, assuming the experiments in di erent phases are independent, we can bound the probability that the sum of the S i s exceeds any given value by employing Corollary 6 giving probability bounds for the sum of geometrically distributed random variables, to get the required tail probability bounds.
In fact, the experiments are not independent. However, below, we show that the assumption of independence is unnecessary, and that one can obtain the same conclusions by repeatedly invoking Lemma 3.
De ne the random variables X 0 = x; X i = H(X i 
for su ciently large positive integers l. Sincem(m(x)) m(x), it follows that y 2i+1 y 2i x i , for each i, and that r(x) 2s(x). Then
Hence, combining inequalities (4)- (8), we obtain Pr T(x) 2lu(x)] (1 ? p) l?1 >from which it follows that
The proofs
We will now obtain the value p referred to in Section 5,  = u(x) Hence in this situation (a; m concave), Theorem 1 yields the large deviation bounds in the usual form. However it would be nice to replace these conditions on a; m by more natural ones or perhaps to remove them altogether. We note that Proposition 9 was independently observed by Prabhakar Ragde .
Conclusion
We have shown that by applying standard tools from Probability Theory, namely Markov's Inequality, Stochastic Dominance and a Cherno Bound for unbounded variables, we can obtain tail probability bounds on the performance of randomised algorithms comparable to those derived by Karp. In many situations, our results di er from those of Karp only by constant factors. We have made no attempt to optimise these constant factors.
It is likely that the same techniques can be applied to probabilistic recurrence relations describing algorithms that generate more than one subproblem, and to versions of the recurrences describing the performance of parallel algorithms. Work on this is in progress.
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