Abstract-The booming multimedia technology is incurring a thriving multi-media data propagation. As multimedia data have become more essential, taking over a major potion of the content processed by many applications, it is important to leverage data mining methods to associate the low-level features extracted from multimedia data to high-level semantic concepts. In order to bridge the semantic gap, researchers have investigated the correlation among multiple modalities involved in multimedia data to effectively detect semantic concepts. It has been shown that multimodal fusion plays an important role in elevating the performance of both multimedia content-based retrieval and semantic concepts detection. In this paper, we propose a novel cluster-based ARC fusion method to thoroughly explore the correlation among multiple modalities and classification models. After combining features from multiple modalities, each classification model is built on one feature cluster, which is generated from our previous work FCC-MMF. The correlation between medoid of a feature cluster and a semantic concept is introduced to identify the capability of a classification model. It is further applied with the logistic regression method to refine ARC fusion method proposed in our previous work for semantic concept detection. Several experiments are conducted to compare the proposed method with other related works and the proposed method has outperform other works with higher Mean Average Precision (MAP).
I. INTRODUCTION
Recently, the amount of multimedia data has been drastically increasing as the development of all kinds of handheld device, such as smart phones and digital cameras, will allow people easily share their life by uploading multimedia data in one-click. Take facebook as an example, at the beginning of 2013, they announced their one billion users have uploaded 240 billion photos since the site's launch ,and each user would have more than 200 photos uploaded on an average basis. How to effectively analyze multimedia data started to draw research attention a couple decades ago, and it has become more and more crucial as a result of increasing a variety of multimedia data and enormous amount of data are populating around the world. In addition, serious challenges have been blocking the way for better multimedia data management and efficient data retrieval, such as a great diversity of data representation, high computational complexity, and lack of strong computing power.
To overcome the obstacles to multimedia research, some researchers tried to make progress by utilizing highly discriminative and robust features [1] such as Scale Invariable Feature Transformation (SIFT) [2] [3] and Histogram of Oriented Gradients (HOG) [4] [5] . Considering only single modality, such as analyzing audio signal for automatic transcription of speech, leveraging color features for scene recognition or using temporal features to detect different action, has also been greatly investigated. However, it has shown significant limitations while coping with tasks, which have multiple modalities involved, for instance, multimedia retrieval and multimedia event detection.
Exploiting information extracted from all the involving multiple modalities has been proven to be advantageous to multimedia analysis. Nonetheless, several major issues have not yet been adequately addressed. As a starter, handling data with different presentations such as visual, audio and text, is an issue. Moreover, how to fully employ all the given information, such as the correlation among different modalities, is also quite challenging. The other interesting topics would be identifying the useful modalities or classification models and fusing them to strengthen the achievement of multimedia related tasks.
In this paper, built on our previous works [6] [7], we proposed a Multi-Model Collaboration (MMC) framework for multimedia semantic concept detection by introducing a novel cluster-based ARC fusion method, where ARC stands for adjustment, reliability and correlation of the intervals to the target semantic concept. In our previous works, features extracted from multiple modalities are transformed into feature clusters with high intra-correlation and low inter-correlation. The proposed cluster-based ARC fusion method is improved by considering the correlation between transformed feature clusters and the target concepts. Logistic regression is also applied to optimize the ranking scores in the fusion process. Finally, a threshold is set up based on experiments to eliminate the unproductive classification models build on feature clusters, hence only the classification models which have higher reliability are deployed in the fusion process.
The rest of the paper is organized as follows. Related work is introduced in Section 2. Section 3 presents the overview of the proposed MMC framework. Section 4 describes the experimental results and the framework evaluation. At the end, section 5 concludes this paper.
II. RELATED WORK
In the multimedia research domain, multi-modal fusion has attracted much attention not only because uni-modal approaches have their limitation to achieve complicated tasks but also because multi-modal approaches provide resourceful information for various multimedia analysis tasks. Researchers who have participated in significant image retrieval tasks, e.g., ImageCLEF [8] and TRECVid [9] , have witnessed how multi-modal fusion takes over the major role in multimedia analysis. The organizers of ImageCLEF have been providing multimedia databases including images with associated text since 2003 for participants to investigate the effectiveness of multi-modal retrieval [10] . TRECVid, which has involved over 1,200 researchers from hundreds of research groups around the world, has been holding a benchmark annual activity to encourage researchers addressing multimedia related tasks, specifically semantic concept detection from video is one of the major tasks involving multiple modalities [9] .
Based on a comprehensive survey article about multimodal fusion, the fusion strategies can be mainly categorized into early and late fusion methods [11] . Early fusion can be referred to as an integration of features extracted from multiple modalities; on the other hand, an integration of the intermediate results is referred to as late fusion. We will briefly go over the related works and distinguish our proposed work from them.
With regards to early fusion, the basic approach simply concatenates features from multiple modalities into one large feature set and converts it into one consistent representation [12] [13] [14] . Given one complete feature set, several research works applied Canonical Correlation Analysis (CCA) to model the correlations between features [15] [16] [17] . Sargin et al. [15] applied CCA to fuse audio and lip texture features to achieve audiovisual synchronization. Liu et al. [16] proposed a audio-visual fusion framework, in which CCA is used to project the audio and visual features into more compact subspaces. Hence, the correlation conveyed in the original audio and visual feature space can be preserved; meanwhile, model efficiency can be improved in the more compact feature spaces. Different from these related works, instead of leveraging correlation among features, the proposed framework increases the granularity of correlation to explore the correlation within feature-value pairs and better build the classification models on the finer captured correlations.
Late fusion, also called decision-level fusion, integrates the classification results from different modalities and generates only one result [18] [19] [20] . Usually, each modality is analyzed independently, so it has the flexibility to select the most suitable approach for different modalities, such as latent semantic Index (LSI) for textual modality, and hidden markov model (HMM) for audio or video modality. In addition, since the classification results collected from multiple modalities usually have the same representation, it is easier to fuse the results. However, each modality usually generates its own decision result independently, and the correlation among different modalities are overlooked in many related works adopting late fusion strategy. For example, Potamianos et al. [21] combined classification results from audio modality and visual modality and fuse two independent results with a linear weighted sum method. Chen et al. [7] proposed a fusion method called ARC and it's goal is to achieve a performance gained from all individual models. Inspired by ARC, the proposed cluster-based ARC includes all the possible correlations among modalities at feature-value pair, feature, and classification model levels to refine the factor used in model fusion and enhance the precision of semantic concept detection.
III. OVERVIEW OF MMC
MMC is a multiple-model collaboration framework designed and implemented for multimedia semantic concept detection. It is improved from our previous works by introducing a novel fusion method named cluster-based ARC. With the enhanced fusion method, the correlation between classification models, which are built up from all the features extracted from multiple modalities, and the target concepts is thoroughly explored. Fig. 1 and Fig. 3 depict the training and testing components of the proposed framework, respectively.
A. Training section of MMC framework
In the training section, the first three steps, e.g., preprocessing, feature-value pair projection, and feature-value pair clustering, are the same processes as proposed in our previous work FCC-MMF [6] . In the next highlighted green square, a new factor γ is introduced to refine ARC fusion method proposed in [7] . Logistic regression is applied to obtain the optimal weighting factor in integrating γ and α. Finally, feature cluster selection is performed based on model efficiency.
From the beginning, features are extracted from all the involving modalities so that information containing different characteristics can be fully exploited. The pre-processing step includes redundant text removal, discretization and normalization to formalize the feature presentation. Multiple correspondence analysis (MCA) is employed to analyze the correlation among all the feature-value pairs by projecting each featurevalue pair as one point onto the two major principal components. Subsequently, because K-medoids algorithm is one of the most prominent partitioning clustering algorithms, it is selected to separate the projected feature-value pairs into clusters and obtain the corresponding medoid for each cluster. The whole pre-processing scheme is depicted in Fig 1, FC represents a feature cluster that is converted from featurevalue pair cluster based on majority vote. In this case the number of feature cluster is 4. Consequently, four classification models are built on the resulted feature clusters. The threshold can be chosen from MAP values evaluated from classification results. Mean Average Precision (MAP) is the mean of average precision (AP) of all concepts and has been shown to have especially good discrimination and stability among evaluation methods. If using the selected threshold to eliminate the redundant classification models will produce the highest MAP in detecting semantic concept, then the same threshold will be used to remove unproductive classification models in testing section. Adjustment parameter π, classification model reliability α and the correlation of an interval of scores from each classification model to the target concept β were already proposed in [7] . In this paper, we introduce a new variable γ, which represents the correlation between cluster's medoid and the target concept, to be combined with the existing variable α using weighting factors. The optimal weighting factors can be obtained through logistic regression within the training data 
B. Testing section of MMC framework
In the testing section, features extracted from multiple modalities are also converted into the same feature clusters as described in the training section. Unuseful feature clusters are eliminated according to the threshold set up in the training section. Four variables and two weighting factors attained from training data set are utilized in the proposed cluster-based ARC fusion method to improve model fusion and semantic concept detection.
C. Feature cluster selection
As mentioned in section III-A, after performing feature extraction on all the involving modalities followed by preprocessing step, MCA is applied to analyze the correlation among feature-value pairs by projecting them onto two major principal components as shown in Fig. 2 . Each blue point represents a feature-value pair and the green square points are the medoids of feature clusters obtained after feature-value pair clustering. The positive class and the negative class are represented by a red triangle and a yellow circle respectively. Once the feature-value pair clusters are converted into feature clusters based on majority vote, one classification model will is built for each feature cluster. The ranking scores produced from the classification models are evaluated in terms of MAP value, which is considered as classification model reliability meaning how reliable each classification model it is to accurately detect the target concept. It is also the criterion to set up the threshold in eliminating unuseful classification models. As illustrated in section III-A, the threshold for each concept is decided based on the training section results. In addition, according to the observation of experimental results, feature clusters contain less than five features are also removed because this kind of classification models are lack of distinguishing capability. 
D. Cluster-based ARC
The proposed cluster-based ARC is extended by introducing one new factor to better explore the correlation between models and concepts. The process will be depicted in two steps: section III-D1 describes how to generate variable γ and section III-D2 clarifies how to integrate γ into model fusion. Fig. 4 , the symmetric map is the graphical representation after applying MCA and it can be used to visualize the medoids of feature clusters, positive class and negative class as points in a map with two dimensions, which are the first two principal components. The correlation between a medoid and a concept can be measured by the cosine value of the angle between the two vectors representing medoid and the positive class of the target concept. For example, the medoid of the third feature cluster is represented as CM 1 in Fig. 2 , where P os is the positive class and Neg is the negative class. θ 3 is the angle between CM 3 and the positive class P os. If the absolute value of the cos(θ 3 ) is large then it indicates a high correlation between the medoid CM 3 and the positive class.
1) How to generate variable γ: As shown in
As shown in equation 1, the cosine value can be obtained by using the inner product of the two vectors, e.g. medoid and positive class, and then it will be divided by the product of two vectors' length. The value of cos θ 3 is assigned to γ i , which will be later integrated into fusion process.
2) How to integrate variable γ into model fusion: Given γ and α, which represent the correlation between model 
To combine the two factors with the most suitable weighting factor Λ, logistic regression is applied to produce the optimal weighting factor, which has been proved to minimize the error of semantic detection for each concept. Please notice that both α and γ are normalized through z-score normalization method before equation 2.
Finally, given variable MI generated from equation 2, it replaced model reliability to have a harmonic balance with β, and normalization process was applied by introducing π, where it is the mean ranking score from different models to balance the score for X instance. R(X|C) represents the final ranking score for instance X in detecting concept C. In equation 3, M is the number of classification models after feature cluster selection and β represents the correlation of an interval of scores from a ranking model to the target concept as described in [7] .
In the next section, several experiments are conducted to compare the proposed fusion method with other fusion methods, i.e. min, max, mean, average, median, and ARC. The proposed cluster-based ARC was able to show that it better fuses the models by fully exploring the correlation among them and identifying model's importance in detecting concept.
IV. EXPERIMENTAL ANALYSIS

A. Experiment Setup
To systematically evaluate the proposed framework, two experiments are designed: one demonstrates the fusion performance of the proposed framework, and the other one shows the improvement against our previous work. 3-fold cross validation and mean average precision (MAP) is applied on both experiments to validate the results of semantic concept detection. MCA is used as the classification modeling to evaluate the feasibility of the proposed framework [22] [23] [24] .
In the first set of experiments, the performance of our proposed cluster-based ARC fusion method in semantic concept detection against several well-known fusion methods is demonstrated on both NUS-WIDE-LITE and NUS-WIDE 270K datasets [25] . NUS-WIDE data set is one of the largest real-world web image datasets including over 269,000 images with the ground-truth information of 81 concepts. With regard to visual features, most common visual features such as color histogram, edge direction histogram, wavelet texture, and bag of words based on SIFT descriptions are included with the dataset. In addition, all the images have their associated tags from flickr to represent as textual features. Therefore, it is the perfect benchmark dataset for multimedia semantic concept detection.
In the second set of experiments, the proposed MMC framework is also compared against our previous works, e.g. (CFA-MMF) [26] and (FCC-MMF) [6] , and the original flat concatenation of multi-modality features, which is exact the same feature set but it is only trained as one classifier and there is no fusion process involved, on NUS-WIDE-LITE dataset.
B. Evaluation of Cluster-based ARC fusion method
Five reputable fusion methods including, minimum (min), maximum (max), average, mean, and median are adopted to be compared with the proposed cluster-based fusion method. The comparative experimental result demonstrated on NUS-WIDE LITE dataset is shown on Fig. 5a . It is observed that clusterbased ARC outperforms other well-known fusion approaches up to 25%. The positive difference between cluster-based ARC and the original ARC indicates the improvement in detecting semantic concepts. The lowest MAP value produced by median method is only 11% and our proposed method outperforms by 25%. Fig. 5c shows the comparison results of the abovementioned fusion methods on NUS-WIDE-270K dataset. The comparative results are quite similar as shown in Fig. 5a , however the relatively large size of the dataset has resulted in lower MAP values for all the fusion methods. Our proposed method was again validated to obtain the highest MAP value, where it is 15% and 2% higher than the worst and the best performance respectively. In addition, the performance of cluster-based ARC still outperforms the original ARC.
C. Evaluation of MMC framework
The proposed MMC framework is compared against our previous works, e.g. Feature Correlation Clusteringbased Multi-Modality Fusion Framework (FCC-MMF) and Correlation-Based Feature Analysis and Multi-Modality Fusion Framework (CFA-MMF), and the original feature set, which simply combines all the features into one classification model, to validate whether our research work has been continuously advanced to adequately detect semantic concepts from multimedia data. The framework comparisons are carried out on NUS-WIDE-LITE dataset. As shown in Fig. 6 and Fig. 7 , the proposed framework outperforms the previous works up to 20% in the first three retrieval scales. With regard to this experiment, couple observations are listed as follows: CFA-MMF was enhanced by reducing feature dimension while remaining comparative performance against original feature set; FCC-MMF converted features from multiple modalities into high intra-correlation and low inter-correlation feature clusters and they were consecutively trained as classification models where fusion process was applied to produce the final ranking scores; the proposed framework MMC went beyond FCC-MMF and further considered how feature cluster's medoid correlated to semantic concepts to improve fusion process.
V. CONCLUSION
The paper presents a multi-model collaboration framework including an enhanced fusion method called cluster-based ARC to effectively detect semantic concepts from multimedia data. Because of the experience learnt from our previous works, exploring correlation among multi-modalities has been proven effective in multimedia semantic concept detection. Therefore, the association between classification models and semantic concepts is combined with model reliability to represents as model importance, which indicates how useful the model it is in detecting this semantic concept. The idea of using only the useful feature clusters is also introduced in our framework. The proposed framework aims at thoroughly exploiting all the possible correlation from multiple modalities to build up a multi-model collaboration in semantic concept detection. The experiments are conducted on NUS-WIDE-LITE and NUS-WIDE-270K datasets to evaluate the propose framework. The comparative experimental results of 3-fold cross validation showed that the proposed framework outperforms several wellknown fusion methods and our previous works in terms of MAP values. 
