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A Multi-stage Stochastic Programming for Lot-sizing and
Scheduling under Demand Uncertainty
Abstract
A stochastic lot-sizing and scheduling problem with demand uncertainty is studied in this
paper. Lot-sizing determines the batch size for each product and scheduling decides the se-
quence of production. A multi-stage stochastic programming model is developed to minimize
overall system costs including production cost, setup cost, inventory cost and backlog cost.
We aim to find the optimal production sequence and resource allocation decisions. Demand
uncertainty is represented by scenario trees using moment matching technique. Scenario re-
duction is used to select scenarios with the best representation of original set. A case study
based on a manufacturing company has been conducted to illustrate and verify the model.
We compared the two-stage stochastic programming model to the multi-stage stochastic
programming model. The major motivation to adopt multi-stage stochastic programming
models is that it extends the two-stage stochastic programming models by allowing revised
decision at each period based on the previous realizations of uncertainty as well as decisions.
Stability test and weak out-of-sample test are applied to find an appropriate scenario sample
size. By using the multi-stage stochastic programming model, we improved the quality of
solution by 10% - 13%.
Keywords: Multi-stage stochastic programming, Lot-sizing and scheduling, Demand un-
certainty, Automotive industry
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1 Introduction
Production planning aims to determine the best allocation of production resources to meet
demand over a time period with a limited amount of production capacity. Based on the length,
production planning decisions can be categorized into three different terms: long-term, medium-
term and short-term. Facility location design and resource allocation are considered as long-term
decision making problems. Medium-term planning considers production quantity on a monthly
basis, and short-term planning involves making decisions such as day-to-day schedule of activities
and job sequencing. In the classical hierarchical decision-making environment, lot-sizing and
scheduling decisions take place in the medium-term planning levels that usually span about half
an year [1, 2]. Over the entire production horizon, the market and manufacturing configurations
might change [3]. Therefore, considering uncertainty and designing a robust production plan
are crucial in the lot-sizing and scheduling problem.
The major motivations for this paper can be summarized as follows: First, lot-sizing and
scheduling problems have been widely applied in industry. Gupta and Magnusson studied a
lot-sizing and scheduling problem confronted by a large manufacturing company that produces
sandpaper rolls of different grades or roughness [4]. Bitran and Gilbert reviewed the lot-sizing
and scheduling problem using a chemical application. In the field of chemicals, setup cost takes
place when it is necessary to scrub out a machine between the production of two products
that come from different families [5]. Silva and Magalhaes focused on a lot-sizing and scheduling
problem in a company that produces acrylic fiber for textile industry. The problem arises because
a changeover occurs between two lots of products due to tool wear [6]. Second, little attention
has been paid to stochastic lot-sizing and scheduling problem, especially, multi-stage stochastic
lot-sizing and scheduling problem. The Lot-sizing and scheduling problem is an extension of lot-
sizing problem which considers production sequence. Harris introduced a single-item lot-sizing
model with deterministic static demand. The goal is to minimize overall costs include ordering
and inventory [7]. Brahimi et al. reviewed both uncapacitated and capacitated single item lot-
sizing problem. Different mathematical formulations and extensions of real world applications
are studied [8]. Karimi et al. focused on the lot-sizing problem with multiple items. The
2
capacitated lot sizing problem (CLSP) is mentioned [1]. The problem we focus in this paper
is called the capacitated lot-sizing and scheduling problem with sequence dependent setups
(CLSD). It is a variation of the CLSP which incorporates dependent setups. Kaczmarczyk
considered a lot-sizing and scheduling problem that allows only one setup in each time period.
Their formulation includes multi-product and identical parallel machines [9]. Kimms proposed a
multi-level lot-sizing and scheduling problem with dynamic demand [10]. Multi-level production
means the final product in one stage can be used as raw material in the next stage. However,
these papers considered only the deterministic lot-sizing and scheduling problems which may
not reflect the reality. This point serves as a major motivation for this research.
Production plan can be highly affected by the various uncertainties such as yield, demand,
defective rate, etc. Alem et al. used the lot-sizing and scheduling problem as an application
to compare the performances and results of stochastic approach with robust optimization ap-
proach. The advantage of each approach was assessed via a Monte Carlo simulation procedure
[11]. Rahdar et al. proposed a two-stage trilevel optimization model with a rolling horizon.
Demand and lead time uncertainty are studied [12]. Hu and Hu proposed a two-stage stochastic
programming approach for the lot-sizing and scheduling problem under demand uncertainty.
They proved that the stochastic model outperforms the deterministic model and considering
uncertainty is important [13]. Ramaraj et al. studied multiple uncertain parameters using a
two-stage stochastic programming model [14]. However, the main drawback of the two-stage
stochastic programming technique is it does not take into account the sequential decision mak-
ing due to the multiple periods in the planning horizon. That is, all of the resource decisions
have to be done by the beginning of the second period and no makeup/corrective decision is
allowed when new information is revealed [15]. Unlike the two-stage model, the multi-stage
stochastic programming model explicitly addresses and incorporates the sequential relationship
of the decisions over the multiple periods in the planning horizon [16]. The trade-off is that
the computational complexity of the multi-stage stochastic programming model is much higher
compared to the two-stage stochastic programming model. Therefore, the problem size that can
be solved is limited. Huang and Ahmed compared the two-stage model with multi-stage model
and used heuristics to derive the bound for the value of multi-stage stochastic programming
3
(VMS). The results show that even a feasible solution for the multi-stage model can be much
better than the optimal solution for the two-stage model [17].
The major contributions of this study can be summarized as follows: Firstly, we proposed
a novel multi-stage stochastic programming model to deal with demand uncertainties. We
demonstrated that for a multi-period problem, it is more suitable to use a multi-stage stochastic
model. Secondly, stability test is used to identify the best scenario size, which is a significant
improvement from the existing literature. Thirdly, we quantitatively measured the improvement
of results using multi-stage stochastic programming model. Finally, we provided guidelines to
choose the most suitable approach for decision makers based on the results and computational
performance.
The remainder of this paper is organized as follows: problem statement and model formula-
tions for both deterministic model and multi-stage stochastic programming model are presented
in section 2. The numerical results and model comparisons are reported in section 3. Finally,
conclusions, limitations, and future works are discussed in section 4.
2 Model formulation
The deterministic model and multi-stage stochastic programming model are introduced in this
section. In a lot-sizing and scheduling problem, each time slot typically represents a week or a
month while the overall production horizon is usually no longer than half an year [18, 19]. We aim
to find the best production decisions such that the overall cost is minimized. The deterministic
model is presented followed by the multi-stage stochastic programming model in which demand
uncertainty is considered. There are two types of decisions in the multi-stage model: regular
time production decisions and recourse decisions. The regular time production decisions need to
be determined at the beginning of each time slot while the recourse decisions include overtime
production, inventory, and backlogs are made after the realization of uncertainty in the current
stage.
2.1 Problem statement
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The problem we address in this paper can be described as follows: manufacturers acquire raw ma-
terial from up-stream suppliers and produce final products for downstream plants or customers.
Orders can be placed at the beginning of each month. According to resource availability, deci-
sion makers need to design a good production plan so that the costs can be minimized. Two
different resource capacities are: time capacity on the machine and production quantity limi-
tation. Unmet demand can be fulfill later since backlog is allowed. Decision variables include
regular time production, overtime production, production sequence, inventory and backorder.
The regular time production is limited by both the time capacity on the machine and resource
availability. Overtime production is proportional to the regular time production. Production
sequence is really critical because setup is sequence dependent and can be carried over to the
following period. In other words, different production sequences will result in different resource
requirements. Inventory and backorder can then be evaluated.
In the deterministic model, parameters are fixed and known. In the stochastic model, de-
mand is uncertain and represented by scenarios. In the stochastic model, regular time production
and production sequence need to be determined in the presence of uncertainty while overtime
production decision are made after uncertainty is realized. Scenario sample size analysis and
weak out-of-sample stability test aim to identify a good scenario sample size. The analysis of
the two-stage stochastic programming model demonstrates the importance of considering un-
certainty. The comparisons between two-stage and multi-stage stochastic programming models
include computation time and objective value.
2.2 Mathematical notations
The mathematical notations for the deterministic model are included in Table 1. These pa-
rameters are fixed and known in the deterministic model. The parameters and variables in
the stochastic model are scenario-based and the means of those parameters are same as the
deterministic model.
2.3 Model assumptions
The assumptions are listed as follows:
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Table 1: Notations for the deterministic model [13]
Subscripts
i 1, 2 · · ·N Material index
j 1, 2 · · ·N Material index
t 1, 2 · · ·T + 1 Time period index
Parameters
di,t Demand of material i at time t
hi Holding cost of each material i for one time period
bi backorder cost of each material i for one time period
capt Time capacity on the machine at time t
pi Manufacturing time of each material i
pri Regular time manufacturing cost of each material i
poi Overtime manufacturing cost of each material i
qi,t The maximum regular time batch size of product i at time
t
sci,j Cost when there is a setup changeover from material i to
material j
sti,j Setup time from material i to material j
α Ratio of regular manufacturing quantity and overtime man-
ufacturing quantity
N Number of material families
Decision Variables
Ii,t Inventory quantity of material i at the end of time t
Bi,t Backorder quantity of material i at the end of time t
Xi,t Regular time production quantity of material i during time
slot t
Oi,t Overtime production quantity of material i during time slot
t
Yi,j,t Binary variable takes value 1 if there is a setup changeover
from material i to material j during time slot t
Zi,t Binary variable takes value 1 if setup of material i carried
over from previous time slot to time slot t
Vi,t Sequence of production in time period t. It takes value from
1 to N
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• Inventory and backlog are allowed which indicate demand does not need to be fulfilled all
the time. The initial values of inventory and backlog are assumed to be zero.
• Demand is time independent, so the realization of demand in current stage does not depend
on the previous realization.
• The uncertain demand is realized at the beginning of each period, inventory and backorder
levels will be measured at the end of each production period.
• The regular time production and overtime production are resources limited. The former
has time and batch size capacities while the latter only has batch size limitation.
• The regular time production and overtime production share the same setup. Since the
actual demand is realized after production started, the overtime production serves as the
recourse for the baseline production.
• A setup is required between products from different families. In addition, a setup can be
carried over between two consecutive production periods. Therefore, the last setup in one
period will be the first default setup in the following period.
2.4 Deterministic model
The deterministic model aims to minimize the overall system costs, including regular time pro-
duction cost, overtime production cost, setup cost, inventory cost, and backlog cost. The first
and second terms in the objective function are the regular time production cost and overall setup
changeover cost, respectively. It should be noted that there is no setup between products from
the same family. The third term is the overtime production cost. The last two terms are the
overall inventory holding cost and the backlog cost, respectively. There are three possible cases
for the inventory and the backlog costs. First, they all equal to zero meaning current demand is
met and no extra product is manufactured. Second, inventory is positive and backlog is zero in-
dicating current demand is met and extra products are manufactured for future demand. Third,
inventory is zero and backlog is positive showing that the production capacity is not sufficient to
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satisfy the demand requirement. The last production time is not included in this model because
we add it as a dummy period.
min ζ =
I∑
i=1
T∑
t=1
pri ∗Xi,t +
I∑
i=1 i 6=j
J∑
j=1
T∑
t=1
sci,j ∗ Yi,j,t
+
I∑
i=1
T∑
t=1
poi ∗Oi,t +
I∑
i=1
T∑
t=1
hi ∗ Ii,t +
I∑
i=1
T∑
t=1
bi ∗Bi,t (1)
2.4.1 Constraints of deterministic model
Constraints (2) and (3) are product flow conservation constraints. The total amount of produc-
tion plus inventory from the previous time period equal to the total demand plus the current
inventory. The inventory in these two constraints can be either the extra inventory or the back-
log demand that can be fulfilled later. There is no inventory coming into the first time period
as we assume that initial inventory and backlog are both zero.
Xi,t +Oi,t = di,t + Ii,t −Bi,t ∀i, t = 1 (2)
Ii,t−1 −Bi,t−1 +Xi,t +Oi,t = di,t + Ii,t −Bi,t ∀i, t = 2 · · ·T + 1 (3)
Constraint (4) restricts that the regular time production quantity will not exceed the max-
imum regular time production quantity which is qi,t. Recall that only one setup is allowed in
each product family indicating Zi,t +
∑J
j 6=i Yj,i,t ≤ 1. If both terms are zero, then product i
cannot be manufactured in time period t. If Zi,t = 1 and
∑J
j 6=i Yj,i,t = 0, then material i will
be the first product on the assembly line. If Zi,t = 0 and
∑J
j 6=i Yj,i,t = 1, then material i will be
manufactured after material j.
Xi,t ≤ qi,t ∗ (Zi,t +
J∑
j 6=i
Yj,i,t) ∀i, t (4)
Total machine time capacity, denoted by capt, is the maximum regular time resource on
the machine. Constraint (5) ensures that the total time for the regular production and setup
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changeover time cannot go beyond the total machine time capacity. Constraint (6) sets a capacity
limit on the overtime production quantity. Typically, α∗Xi,t puts a production quantity capacity
on the overtime production [20].
I∑
i=1
pi ∗Xi,t +
I∑
i=1 i 6=j
J∑
j=1
sti,j ∗ Yi,j,t ≤ capt ∀t (5)
Oi,t ≤ α ∗Xi,t ∀i, t (6)
Constraint (7) states at the beginning of each time period, a setup is carried over from the
previous time period. Constraint (8) states that the setup flow going into material i equals to
the one coming out of it. One easy example will be producing the same product during the
entire production horizon meaning Zi,t = Zi,t+1 = 1 and all of the Y variables are zero because
there is no setup changeover.
I∑
i=1
Zi,t = 1 ∀t (7)
Zi,t +
J∑
j 6=i
Yj,i,t = Zi,t+1 +
J∑
j 6=i
Yi,j,t ∀i, t = 1 · · ·T (8)
Constraint (9) requires that no production activity is allowed in the last dummy period
except that the setup is carried over from the previous time period. Constraint (10) is one
of the subtour elimination constraints which has been widely applied in the traveling salesman
problem. It enforces that there is only a single tour covering all the given nodes and no disjointed
tours are allowed. Figure (1a) shows an example of subtour. A disjointed tour (1-2-3-1) is
not allowed in the Traveling Salesman Problem (TSP). Constraint (10) makes sure that each
product will be visited once and only once. The feasible route in Figure (1b) assigns V1,t = 1,
V2,t = 2, · · · , V5,t = 5.
There are various modeling approaches to avoid subtours. Smith and Ritzman avoid subtours
using the finish time of each product [21], while Knut used production sequence [22]. As shown
in Figure (1a), a subtour containing sequence 1-2-3-1 assigns V2,t = V1,t + 1, V3,t = V2,t + 1 and
9
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(a) An example of subtour
5
4
1
2
3
(b) An example of feasible route
Figure 1: A subtour and feasible solution to the traveling salesman problem
V1,t = V3,t + 1. Since we cannot assign two different values to one decision variable, constraint
(10) can avoid any subtours and return a solution with each node being visited exactly once.
Xi,t = 0 ∀i, t = T + 1 (9)
Vj,t ≥ Vi,t + 1−N ∗ (1− Yi,j,t) ∀i, j 6= i, t (10)
2.5 Multi-stage stochastic programming model
In this study, variables Xi,t , Yi,j,t , Zi,t , and Vi,t are the baseline production decisions which
involve the regular time production quantity and sequence of production. Decision variables
Oi,t,s , Ii,t,s , and Bits are recourse decisions [13]. Demand is the uncertain factor under investi-
gation since it is among the most common uncertain factors in the production design problem
[23]. Uncertainties are usually represented with discrete probabilistic scenarios since continuous
distributions are computationally challenging to implement in the model [24]. We use a number
of scenarios, i.e, S = {µ1, · · · , µs} and corresponding probability νs to represent original dis-
tribution [20]. Each realization represents the demand in that particular time period while the
series of realizations disclose the evolution of uncertain demand. In each time period, multiple
realizations will be generated to capture the statistical properties of continuous distribution.
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The multi-stage stochastic programming model aims to design a production planning with un-
certain demand considered explicitly. All of the variables in the deterministic model need to
be slightly changed by adding a scenario index s which have probability νs. The multi-stage
stochastic programming model is formulated as follows:
min ζ
′
=
S∑
s=1
νs ∗ (
I∑
i=1
T∑
t=1
pri ∗Xi,t,s +
I∑
i=1 i 6=j
J∑
j=1
T∑
t=1
sci,j ∗ Yi,j,t,s
+
I∑
i=1
T∑
t=1
poi ∗Oi,t,s +
I∑
i=1
T∑
t=1
hi ∗ Ii,t,s +
I∑
i=1
T∑
t=1
bi ∗Bi,t,s) (11)
Xi,t,s +Oi,t,s = di,t,s + Ii,t,s −Bi,t,s ∀i, t = 1, s (12)
Ii,t−1,s −Bi,t−1,s +Xi,t,s +Oi,t,s = di,t,s + Ii,t,s −Bi,t,s ∀i, t = 2 · · ·T + 1, s (13)
Xi,t,s ≤ qi,t ∗ (Zi,t,s +
J∑
j 6=i
Yj,i,t,s) ∀i, t, s (14)
I∑
i=1
pi ∗Xi,t,s +
I∑
i=1 i 6=j
J∑
j=1
sti,j ∗ Yi,j,t,s ≤ capt ∀t, s (15)
Oi,t,s ≤ α ∗Xi,t,s ∀i, t, s (16)
I∑
i=1
Zi,t,s = 1 ∀t, s (17)
Zi,t,s +
J∑
j 6=i
Yj,i,t,s = Zi,t+1,s +
J∑
j 6=i
Yi,j,t,s ∀i, t = 1 · · ·T, s (18)
Xi,t,s = 0 ∀i, t = T + 1, s (19)
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Vj,t,s ≥ Vi,t,s + 1−N ∗ (1− Yi,j,t,s) ∀i, j 6= i, t, s (20)
Objective function (11) along with constraints (12) - (20) are based on the deterministic
model by adding the scenario index s to the equations in the deterministic model. The only
difference is that baseline production can be determined at the beginning of each time period
given previous realizations of uncertainty. It should be noted that there are T time periods in
the model and production process. The reason to include last dummy time period is to capture
the setup carried over from T to T + 1. We assume that there is no demand or production
in the last time period. If T + 1 is not added, then constraints (8) and (18) will be violated.
Besides constraints (11) - (20), we need an additional type of constraint in the multi-stage
model, called non-anticipativity constraint. Before explaining the non-anticipativity constraint,
we want to first distinguish the multi-stage stochastic model from the two-stage model. The
comparison between the two models are shown in Figures (2a) and (2b). Assuming there is a
stochastic production problem with three time periods and four scenarios. The positions where
we place squares are the time points that we need to determine for the baseline production
plan, while the locations of diamonds are the time points that we need to decide for possible
updates/recourse for the baseline production. Figure (2a) is a two-stage stochastic programming
model in which all of the baseline production decisions need to be determined at the beginning
of production horizon t = 1 without having any information of uncertainty, and the production
updates can be made after the realization of uncertainty in the first period. Figure (2b) is a
multi-stage stochastic programming model in which the baseline production can be determined
at the beginning of each time period based on the previous information. Clearly, the multi-stage
stochastic programming model has a larger decision space and its baseline production decisions
as well as production updates are allowed based on the previous realizations and decisions.
An important requirement of the non-anticipative decision process is that the baseline deci-
sions taken at any points do not depend on future realizations of uncertainty, but it is impacted
by the previous realizations of uncertainty as well as the knowledge of previous decisions [25].
We use Figure (2b) to illustrate the functionality of a non-anticipativity constraint in the multi-
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stage stochastic programming model. At the beginning of t = 1, no information is revealed,
so the baseline production for t = 1 should be identical across all scenarios. During the first
time period, uncertainty is revealed to be one of the two outcomes. In Figure (2b), scenario 1
and 2 share one outcome while scenario 3 and 4 share the other outcome at time t = 2. Given
the information in the first time period, the baseline production decisions should be identical at
t = 2 for s = 1, 2 and the same principle applies for s = 3, 4 at t = 2.
t=1 t=2 t=3
S=1
S=2
S=3
S=4
Baseline 
Production
Production
Update
(a) A two-stage model
t=1 t=2 t=3
S=1
S=2
S=3
S=4
Baseline 
Production
Production
Update
(b) A multi-stage model
Figure 2: Comparison of two-stage and multi-stage models
As mentioned before, continuous distribution is computationally challenging to implement.
Therefore, the uncertainty was approximated with multiple sceanrios. The goal of this process is
to simplify the problem as well as capture the statistical properties of original distribution [26].
In this paper, the planning horizon has multiple periods which significantly increases the number
of scenarios. A scenario reduction procedure has been implemented to identify a representative
subset of scenario so that essential features and computational tractability can be maintained
[27]. The details of moment matching and scenario reduction techniques are discussed in the
detail in the case study section.
13
3 Case study
In order to demonstrate and validate the multi-stage stochastic programming model proposed
in this paper, we apply a case study to a braking equipment manufacturing plant located in
Italy. An analysis shows that disturbances affect both upstream and downstream manufactories.
Hence, a robust production design is required to balance between production profit and customer
satisfaction [28, 29]. In this case study, the manufacturing plant collects two different types of
raw material, P1B and P2B, and produces three final braking productsP1, P2 and P3. The
overall production horizon for the lot-sizing and scheduling problem is usually shorter than half
an year, while each time slot is commonly on the weekly or monthly basis [18, 19].
3.1 Data sources
The case study in this paper is a single-level, multi-product, and multi-period stochastic pro-
gramming problem. Single-level means there is no semi-finished product. Probability density
functions of demand are fitted with historical data. Demands of three final products P1, P2,
and P3 follow Weibull distribution. We assume that the demand is both product and period
independent [30, 31]. The details of statistical properties are shown in Table 2.
Table 2: Statistical properties of monthly demand [13]
Properties P1 P2 P3
PDF Weibull Weibull Weibull
Scale 518 38 169
Shape 1.51 2.76 2.27
Mean 467.25 33.82 149.70
Variance 99422 175.4231 4877.8
Skewness 1.06 0.25 0.47
Kurtosis 4.35 2.78 2.98
Production sequences can make significant impact on overall production cost as changeovers
are sequence dependent. Therefore, it becomes essential to identify the optimal production plan.
Setup changeover time and manufacturing time are listed in Table 3 and 4, respectively. Setup
cost can be derived by multiplying setup time with a constant factor [32, 33].
Inventory costs and time capacities are included in Table 4 and 5, respectively. Gnoni et al.
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Table 3: Setup changeover time (mins/setup) [13]
P1 P2 P3
P1 0 270 90
P2 180 0 270
P3 90 180 0
Table 4: Costs and manufacturing time for different products
P1 P2 P3
Manufacturing time (mins/unit) 6 6.6 7.2
Inventory cost ($/unit month) 0.16 0.15 0.38
Regular production cost ($/unit) 254.08 254.08 254.08
claimed that time capacity is the bottleneck and critical resource in production [32]. The regular
time production costs are shown in Table 4. The overtime manufacturing cost and backlog cost
are based on the regular manufacturing cost [20, 34]. Maximum overtime production quantity is
setup to 20% of regular production quantity as large overtime allowance reduces efficiency and
increases the chance of injury [20].
Table 5: Time capacities on the machine (mins) [13]
Month Capacity
1 6087
2 5367
3 6087
4 6087
5 4407
6 4407
Identifying the optimal production quantity as well as sequence are two critical decisions in
production problems [35, 36]. Park did a sensitivity analysis to explore the impact of produc-
tion capacity resource on production decisions [37]. Hu and Hu tested 4 different regular time
production resources [13]. In this study, similar experiment settings have been employed.
3.2 Scenario generation and reduction
Representing uncertain parameters with continuous distributions has proven to be computa-
tionally challenging for a stochastic model [38]. A common way to simplify and approximate
the continuous distribution is to discretize it with a number of realizations. This process is
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called scenario generation. Scenario size increases dramatically as the number of time horizons
increase which affects the tractability of the solution. Therefore, it is common to select a subset
of representative scenarios from the entire set. This process is known as scenario reduction [38].
3.2.1 Scenario generation technique
Scenario generation technique is briefly reviewed in this section. Ψ includes all the statistical
properties we want to consider in the model. In this study, ψ belongs to the set Ψ which in-
cludes the first four moments. ωψ is the weight for statistical property ψ which measures the
importance of matching mathematical expression [27]. fψ(pi, Pr) represents the mathematical
expression for each ψ, and V ALψ is the input parameter for ψ. The goal of this model is
to generate the discrete realizations piψ with probabilities Prψ so that the squared differences
between mathematical expression and given input is minimized. For example, if we want to
approximate a normal distribution, then Ψ contains statistical properties such as mean and
variance. V ALψ is the given mean/variance of the normal distribution as a input parame-
ter. fψ(pi, Pr) is the mathematical expression for mean/variance which can be expressed as∑
ψ piψPrψ or
∑
ψ Prψ ∗ (piψ −
∑
ψ piψPrψ)
2. The objective function (21) aims to minimize the
overall weighted squared distance between the specified value of the statistical property and
the value of the mathematical expression. An objective value of zero means that the discrete
realizations match with the specified statistical property perfectly. Constraints (22) and (23)
state that the probability of all realizations should add up to 1 and be positive.
min
pi,Pr
∑
ψ∈Ψ
ωψ ∗ (fψ(pi, Pr)− V ALψ)2 (21)
∑
Pr ∗M = 1 (22)
Pr ≥ 0 (23)
In this paper, we consider the first 4 moments: mean, variance, skewness and kurtosis. A
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Table 6: Four scenario trees
Scenario Tree τ1
Realizations Probability Demand of P1 Demand of P2 Demand of P3
1 0.158 7.466 57.583 179.142
2 0.242 444.582 39.492 55.517
3 0.3 448.167 30.808 162.662
4 0.12 1207.037 10.72 293.763
5 0.18 439.649 25.749 133.073
Scenario Tree τ2
Realizations Probability Demand of P1 Demand of P2 Demand of P3
1 0.15 358.495 30.561 37.734
2 0.332 487.503 30.561 142.587
3 0.227 486.63 55.11 142.963
4 0.11 1226.625 9.457 128.929
5 0.181 33.365 30.548 276.923
Scenario Tree τ3
Realizations Probability Demand of P1 Demand of P2 Demand of P3
1 0.162 18.949 57.58 104.528
2 0.2 502.759 23.08 52.293
3 0.2 524.753 37.113 181.643
4 0.11 1225.85 10.74 297.157
5 0.328 377.621 34.361 162.487
Scenario Tree τ4
Realizations Probability Demand of P1 Demand of P2 Demand of P3
1 0.193 40.745 30.865 167.317
2 0.25 511.049 30.069 56.874
3 0.22 431.713 30.866 134.101
4 0.11 1226.769 9.462 297.223
5 0.227 448.113 55.12 180.546
non-linear objective function allows to reset the initial values and execute the model until a
good solution is obtained. We assume that the demand of final material are both period and
product independent [3, 30, 31]. Multi-product and multi-period scenario trees are generated
in this paper. Three products, six time periods and four statistical properties lead to |Ψ| = 72
specified statistical properties. The minimum number of realizations in each period is four, and
we choose to create five realizations in each period since we need to balance the trade-off between
the quality of the solution and the complexity of the problem. The GAMS (General Algebraic
Modeling System) is used to solve this non-linear optimization problem. Due to the fact that
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there can be multiple optimal solutions, we created four different scenario trees each has 56
scenarios in order to compare and validate the results. All the scenario trees have objective
values of zero implying that the discrete realizations have a perfect match with the specified
properties of continuous distribution, and satisfactory results are reached [26]. A summary of
scenario trees is constructed in Table 6. It should be noted that we only include the realizations
in the first period since the demand is period-independent.
3.2.2 Scenario reduction technique
Each scenario tree we generated has 56 scenarios and solving a NP-Hard problem with this
amount of scenarios becomes computationally intractable. Therefore, we adopted scenario re-
duction to reduce the computational complexity. There are two types of scenario reduction
techniques, one is called fast forward selection (FFS) and the other one is called backward se-
lection (BS). The FFS outperforms the BS when the size of selected scenarios is no more than
25% of the size of original scenarios. FFS is used in this paper as sample size after reduction is
approximately 1% of original scenario size. We decided to keep different scenario sample sizes
and test the stability as well as the quality of scenario reduction.
Table 7: Notations for FFS
S Scenario set
µs Scenario s
νs The probability of scenario s
L(·) Nonnegative function L2-norm
D
[η]
k,l
Distance between scenario k and sce-
nario l at iteration η
WD
[η]
k
Overall weighted distance of scenario
k at iteration η
U [η] Set of unselected scenarios up to it-
eration η
Φ Set of selected scenarios after reduc-
tion
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Algorithm 1 Fast Forward Selection Algorithm (FFS)
1: function (S, µs, νs, η = 1) . η is number of iteration
2: for k = 1 · · · s ∈ S do
3: for l = 1 · · · s ∈ S do
4: D
[1]
k,l = L(µk, µl)
5: end for
6: WD
[1]
k =
∑
l νlD
[1]
k,l
7: end for
8: k1 = arg mink∈1,...s∈SWD
[1]
k U
[1] = 1 · · · s\k1 Φ = Φ + k1
9: η = η + 1
10: for k, l ∈ U [η−1] do
11: D
[η]
k,l = min[D
[η−1]
k,l , D
[η−1]
k,k1
]
12: end for
13: WD
[η]
k =
∑
l∈U [η−1] νlD
[η]
k,l for k ∈ U [η−1]
14: kη = arg mink∈U [η−1]WD
[η]
k U
[η] = U [η−1]\kη Φ = Φ + kη
15: while selected sample size is not enough do
16: run line 9 - line 14
17: end while
18: for k ∈ S\Φ do
19: l = arg minl∈ΦDk,l νl = νl + νk
20: end for
21: end function
S is a scenario set in which s = 1 · · · S. Each scenario can be represented by µs which has
probability νs. L function measures the euclidean distance between two different scenarios. For
each scenario, we calculate the overall weighted distance to the rest of scenarios, which is WD
[η]
k .
U [η] contains all of the unselected scenario up to iteration η. It should be noted that when η = 1,
all of the scenarios are unselected and Φ is empty. In detail, we measure the euclidean distance
between each pair of scenario k and l where k,l ∈ S. The overall weighted euclidean distance
is stored in WD
[η]
k . Then we find the scenario with minimum overall distance and remove it
from the unselected scenario set U. Next, distance matrix is updated because of the scenario we
removed. Next scenario is selected using the same approach until enough scenarios are selected.
After scenario selection, we assign the probability of those unselected scenario to the closest
selected scenario. The pseudo-code of FFS is included in algorithm 1. Feng and Ryan studied
five different sample sizes 10, 20, 30, 50, 100 [38]. We decide to keep 10, 15, 20, 30, 40, 80, 120
and 150 scenarios after reduction and reasons is two-fold: First, we want to test how scenario
sample size affects the objective value. Second, we want to check if the results become stable as
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scenario sample size increases. One interesting observation is that for any i, j ∈ {10, 15, 20, 30,
40, 80, 120, 150}, if we let λi indicates the scenario sample with size i, then λi ⊂ λj ∀i < j. For
example, the scenario sample with size 30 is a proper subset of the scenario sample with size 40.
This is due to that FFS algorithm is a construction process. Therefore, the sample under the
larger size scenario is built upon the sample with the smaller size.
3.3 Analysis for the deterministic case
Results of the deterministic model are shown in Figures (3a) and (3b). The objective value
decreases as the maximum batch size increases because we have more regular time production
resources. All of the production activity can be done in the regular time when the maximum
batch size is 100% of the mean demand. Backorder exists when the maximum batch size is
smaller than 85% of the mean demand. We have two different production capacities in this
paper, which are the maximum batch size capacity and the maximum time capacity. When the
maximum batch size is small, constraint (4) is the binding constraint and that is why objective
value changes dramatically as we change qi,t. When the maximum batch size is large enough,
the overall cost becomes stable since the binding constraint becomes constraint (5), that is, we
are running out of production time resource. Utilization of machine time ranges from 65% to
100% depending on the maximum batch size.
70% 75% 80% 85% 90% 95% 100% 105% 110% 115% 120%
Maximum regular time production quantity
0
2
4
6
8
10
12
Co
st 
($
)
105
Regular production cost
Overtime production cost
Backorder cost
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(b) Objective value in the deterministic model
Figure 3: Results of the deterministic model
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Different maximum batch sizes result in different production sequences, but those produc-
tion sequences have similar setup cost, which means the maximum batch size only affects the
production schedule not the setup cost. One of the production sequences is shown in Table 8. It
should be noted that the last setup in one period becomes as the first setup in the next period
since we assumed that setup can be carried over from period to period. In order to save setup
changeover cost, setups are typically saved and reused in the following time period . Note that
the setup cost decreases when the maximum batch size changes from 110% to 120% indicating
that extra products have been produced ahead of time in order to balance between inventory
cost and setup cost. Carrying extra products increases inventory cost, but it can be justified
with huge setup cost. In this case, producing and carrying extra products for future demand
become beneficial.
Table 8: An optimal production sequence
Products T1 T2 T3 T4 T5 T6
1 1 2 3 1 2 2
2 3 1 2 3 1 3
3 2 3 1 2 3 1
3.4 Analysis for the stochastic case
Four different scenario trees τ1 to τ4 were generated using moment matching technique as detailed
in section 3.2.1. The objective values equal to zero in the moment matching method indicating
that those scenarios match the continuous distribution perfectly. Scenario reduction is used to
select a subset which has a good representation of the original scenario set. In order to compare
the solution for the two-stage model with the one for the multi-stage model, we need to find
a reasonable scenario sample size. Solving the multi-stage stochastic programming problem to
optimality is usually computationally intractable, so we decide to conduct stability test using
the two-stage model and then compare the solution with the multi-stage model. The stability
test aims to find a good scenario sample size such that the objective value is stable. Intuitively,
when the scenario sample size is small, we only keep the scenarios in the central of the set and
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omit other scenarios that is far from center. On the other hand, as we increase the scenario
sample size, the representativeness improves and problem becomes more complicated. Balancing
the quantity of scenarios and computational complexity is an important step. The details of the
relationship between sample size and objective value are included in Figure 4.
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Figure 4: Scenario sample size stability test
The horizontal axis is the number of scenarios after reduction and the vertical axis is the
objective values. At the beginning, the objective value has an increasing trend implying that
scenario sample sizes like 10, 15, and 20 do not have a really good representation of the original
distribution. For example, we may lose some extreme large values or extreme small values when
the scenario sample size is small since the focus on is the centroid of the set. As the sample size
increases, the mathematical model starts incorporating a more accurate representation of the
continuous distribution. In conclusion, when the sample size is smaller than 30, all of scenario
trees agree that sample size is insufficient due to increasing trend in the objective value. But
when the sample size is bigger than 30, four scenario trees start having different behaviors
since different scenario trees cover different aspects of the distribution. We decide to select
30 as the sample size. In addition, when we change the scenario sample size from 30 to 150,
range of the objective value is really stable although the result of an individual tree changes
randomly. The randomness comes from the fact that for a multi-period tree, one cannot simply
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compare solutions from different trees, as the nodes beyond the root do not coincide [27]. The
reason why variation, in Figure 4, increases as we enlarge the sample size is that four different
scenario trees have similar representation of the centroid of the continuous distribution but other
representations like variance, skewness, and kurtosis are slightly different. Hence, when scenario
sample size is large, different scenario trees will have different realizations. Next, we conducted
weak out-of-sample stability test which is defined as follows:
f(Λi, τj) ≈ f(Λj , τi)
Λi includes all the baseline production decisions at root for scenario tree τi. The purpose of this
test is to verify whether the scenario sample size we pick in the stability test is good enough. If
the scenario tree is weak out-of-sample stable, we should get approximately the same optimal
objective values when we solve one scenario tree with the root decisions fixed to the value we
get from another tree. The details of weak out-of-sample stability test are included in the Table
9. The biggest difference can be found by applying the root decisions Λ4 to the scenario tree τ1,
and vice versa. Since the gap is less than 5%, we claim that our scenario sample size stability
test is valid.
Table 9: Weak out-of-sample stability test
τ1 τ2 τ3 τ4
Λ1 1,432,658 1,397,574 1,402,861 1,372,923
Λ2 1,434,616 1,396,084 1,403,776 1,372,938
Λ3 1,451,086 1,414,833 1,393,577 1,386,877
Λ4 1,434,973 1,396,948 1,403,319 1,372,113
Comparison of different models can be conducted after obtaining the scenario sample size.
Expected value of perfect information (EVPI) measures how much money the perfect information
worths and value of stochastic solution (VSS) implies the difference between the deterministic
model and stochastic model. Clearly, large EVPI and VSS indicate it is critical to consider
uncertainty. EVPIτ range from 195,684 to 211,513 which are approximately 15% of the two-
stage stochastic objective value and VSSτ range from 210,057 to 256,162 which are approximately
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15% to 18% of the two-stage stochastic objective values. Significant EVPI and VSS clearly show
that the two-stage stochastic programming model outperforms the deterministic model and
considering the uncertainty is necessary. Value of multi-stage stochastic programming (VMS)
and relative value of multi-stage stochastic programming (RVMS) are used to measure the
improvement of solution by using multi-stage stochastic programming. Clearly, VMS and RVMS
are non-negative since multi-stage stochastic program is a relaxation of the two-stage stochastic
program.
VMS = RP TS −RPMS RVMS = RP
TS −RPMS
RP TS
RP TS and RPMS denote the optimal objective values of the two-stage model and of the multi-
stage model.
However, multi-stage stochastic programming comes at the expense of solving a much larger
and more difficult optimization model and obtains an optimal solution is computationally in-
tractable, we consider the following lower bound:
VMS ≥ RP TS −RPMSF RVMS ≥
RP TS −RPMSF
RP TS
Where RPMSF is a feasible solution to the multi-stage stochastic programming problem. The
details of comparison can be found in Table 10. By applying the multi-stage stochastic program-
ming in the field of semiconductor tool production, Huang and Ahmed reported their RVMS
varies from less than 5% to around 70% depending on the setup [17]. In order to make a fair
comparison, we stop the models at a point where the computation times are around 24 hours
and no big improvement in the optimality gaps. Our RVMS values are slightly larger than 10%
meaning that, given 24 hours decision making time, we can improve our decision quality by more
than 10%.
Note that VMS measures the difference between RP TS and RPMS , and this value is also the
difference between the expected value of perfect information to the two-stage model (EVPITS)
and to the multi-stage model (EVPIMS). EVPI measures how much money a decision maker is
willing to pay for the perfect information in the future. A big EVPI means uncertainty is worth
to be incorporated into the decision making process. In this case study, our VMS value is the
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Table 10: Comparison of two-stage and multi-stage objective values
RP TS RPMSF VMSLower RVMSLower Optimality gap
τ1 1,432,658 1,286,643 146,015 10.2% 0.71%
τ2 1,396,084 1,254,663 141,421 10.1% 0.34%
τ3 1,393,577 1,213,515 180,062 12.9% 1.56%
τ4 1,372,113 1,225,938 146,175 10.7% 0.45%
amount of savings when perfect information becomes available, which is about 10% of the total
cost. It should be noted that implementing the multi-stage stochastic programming model over
the two-stage model is worthwhile due to 10% cost reduction and the 20-hr computation time
is manageable for a production planning horizon of 6 months
4 Conclusion
This paper aims to design a multi-stage stochastic programming model to deal with demand
uncertainty. A manufacturing plant in the automotive industry has been analyzed in the case
study. Scenario generation and reduction techniques have been used to generate scenarios and
reduce scenario sample size. Stability test was conducted to examine whether the scenario
sample has good representation or not. Results of the two-stage stochastic programming model
indicate the importance of considering uncertainty. Improvement in the objective value using
multi-stage model has been analyzed.
Fast Forward Selection is used for scenario reduction to ensure good representation of the
probabilistic distribution. Based on the sampling stability test, scenario size was kept at 30
after reduction. Compared the deterministic model with the two-stage stochastic programming
model, EVPI and VSS are 15% and 18% of the objective value, respectively. It indicates the
importance of considering uncertainty. VMS and RVMS are measured to compare the two-
stage model with the multi-stage model. Significant VMS indicates big EVPI gap which means
significant cost reduction when the multi-stage stochastic model is used for production planning.
A big RVMS implies a non-negligible percentage difference in the objective value between the
two-stage model and the multi-stage model. We calculated the lower bounds on VMS and RVMS
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due to the complexity of the multi-stage stochastic programming and thus optimality may not
be able to achieve. Results show that the quality of solution can be improved by approximately
10% using the multi-stage stochastic model instead of the two-stage stochastic model.
In summary, this paper presents a multi-stage stochastic programming model to study the
lot-sizing and scheduling problem under uncertainty. However, our research has following limita-
tions. Firstly, demand is assumed to be product and period independent. This assumption can
be invalid in reality. For example, demand of some automobile parts can heavily depends on the
historical data. Secondly, multiple uncertain factors can be studied in our future works as we
only focus on one of them. Thirdly, we subjectively determine that the result of scenario sample
size is stable when the changing of the objective value is less than 5% which can be a big gap
in some other fields. Lastly, heuristics can be designed due to high computational complexity
of the multi-stage stochastic programming model. Those limitations should be addressed in our
future research.
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