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We simulate SU(2) gauge theory at temperatures ranging from slightly below Tc to roughly
2Tc for two different values of the gauge coupling. Using a histogram method, we extract the
effective potential for the Polyakov loop and for the phases of the eigenvalues of the thermal Wilson
loop, in both the fundamental and adjoint representations. We show that the classical potential of
the fundamental loop can be parametrized within a simple model which includes a Vandermonde
potential and terms linear and quadratic in the Polyakov loop. We discuss how parametrizations
for the other cases can be obtained from this model.
PACS numbers: 12.38.-t, 12.38.Gc, 12.38.Mh
I. INTRODUCTION
Understanding the deconfining phase transition of
QCD is a long-standing problem in high energy physics.
The situation is somewhat clearer in pure SU(N) Yang-
Mills theory, where it is understood that on length scales
larger than ∼ 1/T the relevant effective degrees of free-
dom are SU(N) spin variables (thermal Wilson loops)
in three dimensions, obtained by compactifying the Eu-
clidean time direction. In this picture, the deconfining
phase transition manifests as spontaneous breaking of the
Z(N) center symmetry [1–4].
Numerical simulations show that the interaction mea-
sure, (e−3p)/T 4, times T 2/T 2c , is approximately flat from
∼ 1.2Tc to ∼ 4Tc, for up to six colors [12–15]. Similar
behavior is observed in three space-time dimensions, for
(e − 2p)/T 3 times T/Tc [16, 17]. This shows that the
leading corrections to an ”ideal” gas term, ∼ T 4 in four
dimensions, and ∼ T 3 in three dimensions, are terms
∼ T 2, in both four and three dimensions. This differs
from corrections due to a bag pressure as in the MIT
bag model, which would be independent of temperature.
This behavior can be reproduced within matrix models of
the thermal Wilson loop [5–11] with coupling constants
which are rather simple functions of T .
To understand this phenomenon better, it is useful to
study the dynamics of the eigenvalues of the Wilson loops
in different representations of the gauge group. The pur-
pose of this work is to study the effective potential of
bare Wilson loops and of their eigenvalues, in the fun-
damental and adjoint representations of SU(2), through
ab-initio simulations in discretized space-time. Our goal
is to shed some light on the validity of the perturba-
tive ansatzes for the effective action, which are used in
the construction of effective theories. Effective poten-
tials for variables related to the phases of the eigenvalues
of thermal Wilson loops have also been obtained from
functional methods such as the Functional Renormaliza-
tion Group or Dyson-Schwinger equations typically using
background Landau-deWitt gauges [18, 19], and our re-
sults may be useful to benchmark these non-perturbative
continuum quantum field-theoretic computations. Also,
we wish to verify that the ansatz used to parametrize the
results obtained in Refs. [20, 21] for the classical poten-
tial of a three dimensional matrix model of Wilson loops
in the fundamental representation is valid also for the full
gauge theory.
II. SETUP
We simulate pure SU(2) gauge theory using the stan-
dard Wilson action
S = β
∑

(1− 1
2
ReTr U) , (1)
where the sum runs over all plaquettes of the four dimen-
sional lattice. Lattice configurations are generated using
an exact heatbath algorithm [22] which generates link
variables according to the local Boltzmann distribution
given by the staple matrix. SU(2) matrices are stored in
the quaternionic representation
U = a01+ i
3∑
j=1
aj σj ,
3∑
j=0
a2i = 1 , (2)
where ai ∈ R and σi are the Pauli matrices. We construct
thermal Wilson loops L(x) in the fundamental represen-
tation in the usual way by multiplying temporal links:
L(x)f =
Nt−1∏
t=0
U4(x, t) . (3)
Loops in higher representations can be generated from
the fundamental loop [23]. We currently only also con-
sider the adjoint representation which is constructed as
L
a
ij = 2Tr
(
TiL
fTjL
†f
)
, (4)
2where Ti are the three generators in the fundamental
representation.
We are interested in the per-site effective potential Veff
for the Polyakov loop ℓ ∝ TrL and for the eigenvalues of
the Wilson line L, in the fundamental or adjoint repre-
sentations. In other words, Veff(ℓ) describes fluctuations
about the volume averaged mean field 〈ℓ〉. The latter, in
turn, determines the couplings a(T ), b(T ), c(T ) in Veff(ℓ),
see below.
In our work, “sites” are understood as the lattice-
points of the three dimensional spin-system of the ther-
mal Wilson loops. Our approach differs from the com-
putation of a potential for volume averaged fields as in
Refs. [24, 25].
We also comment on the difference of our approach
to that of Ref. [26]. In this work they take the Wil-
son line to be constant in time. This is allowed, and in
the continuum, corresponds to a static gauge, ∂0A0 = 0.
There is still a residual gauge freedom to fix spatial gauge
transformations at a given time. For example, one could
fix to Coulomb gauge, ∂iAi = 0. Instead, Ref. [26] com-
putes an effective potential by assuming that the thermal
Wilson line is constant in space. In the continuum this
corresponds to setting ∂iA0 for all three spatial direc-
tions, and is not an allowable gauge condition. Because
of this, their results are very different from ours or from
Refs. [24, 25]. In particular, [26] finds a potential which
is completely flat in the confined phase.
To obtain Veff we first compute the per-site probability
distribution P by histogramming each observable. From
these distributions we obtain its classical or “constraint”
effective potential V0 = − lnP . The effective poten-
tial is then obtained from the Legendre transform of the
moment-generating function W (h):
W (h) = ln
∫
dx exp (−V0(x) + hx) . (5)
Here, x stands for the respective observable and the in-
tegral runs over the entire range of x. We obtain
Veff(xˆ) = −Γ(xˆ) , (6)
where
Γ(xˆ) =W (h(xˆ))− h(xˆ)xˆ , xˆ = dW (h)
dh
. (7)
In most cases considered here it is simpler to carry out
the Legendre transformation via
Γ(xˆ) = sup
h
(xˆh−W (h)) . (8)
This is our method of choice.1 We use Eq. (7) only in
some special cases where analytical approximations to
W (h) can be easily obtained.
1 To be precise: in order to compute Γ(xˆ), for each data-set we
take a proper parametrization of V0(x) as input. For a given xˆ
We use the string tension to fix the lattice spacing and
thus the temperature T = 1/(aNt) in physical units. The
exact procedure is discussed at length in appendix A (in
all figures, the quoted T/Tc are understood to have a
relative uncertainty of less than ∼ 2%). We change the
temperature by varying Nt. The advantage of this fixed
scale approach is that it allows us to clearly disentangle
the effects of temperature changes and renormalization.
In the following we present a few formulae which shall
be used throughout this work. Using Eqs. (2) and (4)
with Ti = σi/2 one can easily obtain the compact ex-
pression
L
a
ij = 2
(
aiaj + a0
3∑
k=1
ǫijkak + δij
(
a20 −
1
2
))
, (9)
which relates the elements of the adjoint matrices to the
quaternionic parameters ai. From Eq. (9) it immediately
follows that
TrLa = |TrLf |2 − 1 . (10)
From (2) it follows that the eigenvalues λ1,2 of the fun-
damental loop are given by
λ1,2 = a0 ±
√
a20 − 1 . (11)
The eigenvalues form a pair of complex conjugates which
lie on the unit circle. Also, they are related to the
Polyakov loop ℓ by
ℓf =
1
2
TrLf = a0 =
1
2
(λ1 + λ2) . (12)
Likewise, for the adjoint Wilson loop (which is a real 3-
by-3 matrix) one can easily show that the eigenvalues
λ1,2,3 are
λ1 = 1 , λ2,3 =
1
2
(TrLa − 1)±
√
1
4
(TrLa − 1)2 − 1 .
(13)
The non-unit eigenvalues λ2,3 again form a pair of com-
plex conjugates with |λ| = 1. Thus for both represen-
tations a single phase φ ∼ lnλ uniquely fixes all eigen-
values. The L are related by a similarity transform to
diag(eiφ, e−iφ) and diag(1, eiφ, e−iφ) respectively, so that
φ also fixes the trace of L through the relations
TrLf = 2 cos(φf ) , TrLa = 1 + 2 cos(φa) . (14)
we change h from h = −100 to h = 100 in steps of dh = 0.02.
For each h, W (h) is computed from Eq. (5) using a N point
Gaussian quadrature with N = 2048. We obtain the maximum
xˆh − W (h) with respect to h. We repeat this process for 400
equidistant values of xˆ in the domain of Γ(xˆ). We find that this
procedure yields results which are stable under further increase
of the resolution.
3III. RESULTS
We simulate SU(2) gauge theory at β = 2.577856 and
β = 2.635365, which corresponds to Tc at Nt = 10, 12.
The lattice spacing is a
√
σ = 0.140 and a
√
σ = 0.116,
respectively. We use time-like lattice sizes of Nt =
12, 10, 8, 6. For every lattice size and β value several hun-
dreds of independent2 lattice configurations were sam-
pled from the equilibrium distribution. Bin sizes for the
histograms were chosen such that the results appear as
smooth lines at the resolutions of the figures presented
here. All distributions P presented here are normalized.
There is a subtle issue regarding ergodicity of simu-
lations in the deconfined phase where the Z(2) center
symmetry is spontaneously broken: In principle, at any
finite lattice volume, an ergodic algorithm which runs for-
ever will tunnel infinitely often between the two ground-
states. Hence, all probability densities P will display a
mixing of these groundstates and show no signs of a bro-
ken symmetry. The physics presented here however is
concerned with the thermodynamic limit, for which the
potential barrier between the groundstates becomes in-
finitely large. Tunneling events should therefore not oc-
cur, which strictly speaking violates ergodicity. From a
practical point of view it is justified to ignore this prob-
lem as long as the lattice volumes considered are suf-
ficiently large so that tunneling is strongly suppressed.
One should take care however to ensure that this is truly
the case for a given temperature, since such tunneling
events occur more frequently as one approaches Tc from
above. One can achieve this, for instance, by monitoring
the volume average of the Polyakov loop and looking for
sign flips.
The results presented here are unaffected by this is-
sue. The lowest temperatures in the deconfined phase
which we consider here are well above Tc, so that even
on a 323×4 lattice tunneling is practically impossible and
the infinite volume limit is well approximated. For each
dataset discussed in this section simulations were done
on lattices with Nx = 48 and Nx = 64. We find that
both cases give identical results (indistinguishable his-
tograms), which confirms that finite-volume effects play
no role. Likewise, this confirms that statistical errors are
negligible given the resolutions of the presented figures.
Without restricting generality we chose to represent the
symmetry broken phase as the state with 〈ℓ〉 > 0.
A. The fundamental representation
We begin with the probability density P (ℓ) of the
Polyakov loop ℓ = (1/2)TrL in the fundamental rep-
resentation. Fig. 1 shows P (ℓ) for β = 2.577856 and
β = 2.635365 at Nt = 12, 10, 8, 6, which corresponds to
2 Autocorrelations were investigated with the binning method [27].
temperatures ranging from slightly below Tc to roughly
2Tc (smaller β corresponds to lower T for fixed Nt). One
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FIG. 1: Distribution of the SU(2) Polyakov loop in the fun-
damental representation at β = 2.577856 (top) and β =
2.635365 (bottom). The different temperatures correspond
to Nt = 12, 10, 8, 6 respectively.
can clearly see the effect of spontaneous breaking of the
Z(2) (ℓ → −ℓ) symmetry: right at Tc the distributions
are symmetric around ℓ = 0. In fact, we have confirmed
that they are identical for any Nt ∈ [6, . . . , 12] at the re-
spective βc. At higher temperature P (ℓ) is skewed and
it develops a peak at non-zero ℓ which moves towards
ℓ = 1 as one raises the temperature. In Fig. 2 one can
see that the corresponding constraint effective potential
V0(ℓ) = − lnP (ℓ) gets tilted, which is exactly what one
expects at a second order phase transition.
What is striking is that the lattice spacing affects the
distribution. Comparing the simulations at the two dif-
ferent values of the coupling, β = 2.577856 (correspond-
ing to a larger lattice spacing) clearly approaches the per-
turbative vacuum (〈|ℓ|〉 ∼ 1) much faster with increasing
temperature. It is well known that the expectation value
of the bare Polyakov loop is scale dependent and van-
ishes in the continuum limit (hence the need to construct
renormalized loops [6, 23]). However, here we show that
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FIG. 2: Constraint effective potential of SU(2) Polyakov loop
in fundamental representation at β = 2.577856 (top) and β =
2.635365 (bottom). The different temperatures correspond to
Nt = 12, 10, 8, 6 respectively.
in fact the entire distribution is affected in a profound
way. In the continuum Nt →∞ limit P is deformed into
the distribution at T = Tc. One way of thinking of this
is that the T = Tc distribution is an attractive ultra-
violet fixed point of renormalization group transforma-
tions. What is also noteworthy is that the distribution
appears not to change at T < Tc.
3
To make these statements quantitative we model the
distributions using appropriate parametrizations. It
turns out that the T = Tc distribution is exactly
P (Tc)(ℓ) =
2
π
√
1− ℓ2 , (15)
which corresponds to a random walk on the SU(2) group
manifold with the appropriate measure. The correspond-
3 We do not rule out that there are small changes to the distri-
bution below Tc which we are not sensitive to. Such would be
consistent with the findings of other authors [28, 29].
ing constraint potential is the Vandermonde potential [5]
V
(Tc)
0 (ℓ) = −
1
2
ln
(
1− ℓ2)− ln( 2
π
)
. (16)
At T > Tc, for the entire range of temperatures consid-
ered here, the following ansatz reproduces the simulated
curves accurately:
V0(ℓ) = V
(Tc)
0 (ℓ) + a(T )− b(T )ℓ+ c(T )ℓ2 . (17)
This V0(ℓ) corresponds to the potential for a single “local
spin” ℓ(x) given that 〈ℓ〉 ≥ 0. If instead one adopts the
convention that 〈ℓ〉 ≤ 0 by performing a Z(2) transfor-
mation then V0(ℓ) is obtained from the above by letting
b→ −b.
The potential (17) corresponds to the distribution
P (ℓ) =
2
π
√
1− ℓ2 exp (−a(T ) + b(T )ℓ− c(T )ℓ2) . (18)
We obtain the parameters a, b, c from a χ2 fit. We do
not plot the fits as they are indistinguishable from the
simulation results. The temperature dependence of the
parameters for both values of β are shown in Fig. 3. It
appears that the term linear in ℓ is dominant for the
temperature range investigated here. It is also precisely
this term which drives breaking of the Z(2) symmetry
(it in some sense describes the interaction of a particular
site with the external field generated by the symmetry
broken state of the lattice as a whole). The ansatz (17)
is exactly of the form which was used in Refs. [20, 21] to
parametrize the constraint effective potential for ℓ in a
3D effective matrix theory of SU(2) Wilson lines, with a
similar behavior of the parameters a, b, c.
We obtain the effective potential Veff(ℓ) by numerically
solving Eq. (8), using the parametrization (17) of V0(ℓ) as
input. Obtaining the supremum numerically is straight-
forward. The integral in Eq. (5) is computed numerically
via Gaussian quadrature. The results are shown in Fig. 4.
We have confirmed that the expectation value
〈ℓ〉 =
∫ 1
−1
dℓ ℓ P (ℓ) , (19)
coincides with the point at which Veff(ℓ) is minimal, as it
should.
From the same ensembles we obtain the per-site dis-
tribution of the phase φ of the eigenvalues of the Wilson
loop L. Figs. 5 and 6 show the distributions P (φ) and the
potentials V0(φ) respectively. One can see that right at Tc
the distribution is peaked around L ∼ diag(i,−i), which
is the state of maximal eigenvalue repulsion. Increasing
the temperature drives the peak towards L ∼ diag(1, 1)
though eigenvalue repulsion persists even above Tc. Such
an effect is known to occur also in matrix models of the
Wilson line [20, 30, 31].
We can transform the parametrization of P (ℓ) given in
Eq. (18) to P (φ). Eq. (14) provides a one-to-one mapping
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FIG. 3: Fit coefficients for β = 2.577856 (top) and β =
2.635365 (bottom). a(T ) and c(T ) are scaled up by factors of
4. The connecting lines are there to guide the eye only but
do not represent actual models.
from ℓ = [−1, . . . , 1] to φ = [0, . . . , π]; we can thus use
the standard integral transformation law to obtain P (φ)
from our models (15) and (18). φ = [−π, . . . , 0] maps
into the same distribution P (ℓ), thus the restriction to
positive φ is legitimate. Using
∫ 1
−1
dℓ P (ℓ) =
∫ φ(ℓ=1)
φ(ℓ=−1)
P (ℓ(φ))
dℓ
dφ
dφ =
∫ 0
π
P (φ)dφ ,
(20)
we arrive at
P (Tc)(φ) =
2
π
sin2 φ =
1
π
(1 + cos(2φ+ π)) , (21)
for the distribution right at Tc and
P (φ) =
2
π
sin2 φ (22)
× exp (−a(T ) + b(T ) cos(φ)− c(T ) cos2(φ)) ,
for the general case. The parameters a, b, c are un-
changed. Eqs. (21) and (22) again describe the simulated
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FIG. 4: Effective potential for the SU(2) Polyakov loop in
the fundamental representation at β = 2.577856 (top) and
β = 2.635365 (bottom). The quoted temperatures correspond
to Nt = 12, 10, 8, 6 respectively.
results to such accuracy that the lines are indistinguish-
able and thus the fit-curves are left out of the figures. We
again use our model function
V0(φ) = (23)
− ln
(
2
π
sin2 φ
)
+ a(T )− b(T ) cos(φ) + c(T ) cos2(φ) ,
to obtain Veff(φ). The Legendre transformation (8) is
carried out numerically, as before. The results are shown
in Fig. 7.
In order to make our results portable (to compare them
with other calculations or use them as input for effective
theories) we would like to obtain analytical expressions
for Veff(φ) and Veff(ℓ). One possible approach is to again
use polynomial models (together with the Vandermonde
contribution) and adjust the parameters to fit the data.
It turns out, however, that this approach is not satisfac-
tory as it requires high-order polynomials and many pa-
rameters in both cases. Given how well our models (18)
and (22) described the simulated results for P (ℓ) and
P (φ), it would therefore be nice if the Legendre transfor-
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FIG. 5: Distribution of the phase of SU(2) Wilson loop eigen-
values in the fundamental representation at β = 2.577856
(top) and β = 2.635365 (bottom). The quoted temperatures
correspond to Nt = 12, 10, 8, 6 respectively.
mation (7) could be carried out exactly. Unfortunately
this is not possible in closed form. Nevertheless, an ap-
proximate solution can still be obtained using the saddle
point approximation. The next-to-leading order result is
easily obtained, and we will compare this result to our
data in the following.
Consider a stationary point x0 of the exponential ap-
pearing in Eq. (5) such that
V ′0(x0) = h . (24)
We can expand the exponent in Eq. (5) around this point.
Neglecting terms containing derivatives of higher than
second order we can carry out the integral:
W (h) = ln
∫ ∞
−∞
dx exp (−V0(x) + hx) (25)
≈ ln
∫ ∞
−∞
dx exp
(− V0(x0) + hx0 − 1
2
V ′′0 (x0)(x0 − x)2
)
= −V0(x0) + hx0 + 1
2
ln
(
V ′′0 (x0)
2π
)
.
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FIG. 6: Constraint effective potential for the phase of funda-
mental SU(2) Wilson loop eigenvalues at β = 2.577856 (top)
and β = 2.635365 (bottom). The quoted temperatures corre-
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It holds that
dW
dh
= x0 +O(V ′′′0 ) , (26)
and thus the NLO effective potential is given by
Veff(x) ≈ V0(x) + 1
2
ln
(
V ′′0 (x)
2π
)
. (27)
The leading order is just the classical potential. This
formula can be applied to the potentials for both ℓ and φ.
From Eqs. (23) and (17) we obtain the second derivatives
V ′′0 (ℓ) = 2c(T ) +
1 + ℓ2
(1− ℓ2)2 , (28)
and
V ′′0 (φ) =
2
sin2(φ)
+b(T ) cos(φ)+2c(T )(sin2(φ)−cos2(φ)) .
(29)
In Figs. 8 and 9 we compare the NLO saddle point ap-
proximation to the exact results for both Veff(ℓ) and
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Veff(φ). The approximate curves are corrected by an ad-
ditive shift to account for the loss of normalization of P
which occurs. The shift is such that Veff is moved to zero
at its minimum. In both cases Nt = 6 is chosen as an ex-
ample. It appears that the approximation is quite good.
Lastly, we investigate how well the classical potentials
V0(ℓ) and V0(φ) can be approximated by Taylor poly-
nomials around the confined (φ = ±π/2) or deconfined
(φ = 0, π) vacua. Expanding about φ = π/2 we obtain
V0,1(φ) ≈ − ln
(
2
π
)
+ a(T ) + b(T )
(
φ− π
2
)
+(c(T ) + 1)
(
φ− π
2
)2
− b(T )
6
(
φ− π
2
)3
+
(
1
6
− c(T )
3
)(
φ− π
2
)4
. (30)
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FIG. 8: Effective potential for SU(2) Polyakov loop in fun-
damental representation at β = 2.577856 (top) and β =
2.635365 (bottom). Nt = 6 simulation result compared to
NLO saddle point expansion. The SP curve has been shifted
vertically to bring the minimum to zero.
Likewise, about φ = 0
V0,2(φ) ≈ − ln
(
2
π
sin2(φ)
)
+ a(T )− b(T ) + c(T )
+
(
b(T )
2
− c(T )
)
φ2
+
(
c(T )
3
− b(T )
24
)
φ4 . (31)
The logarithmic term has not been expanded since it di-
verges at φ = 0.
Finally, an expansion around φ = π yields
V0,3(φ) ≈ − ln
(
2
π
sin2(φ)
)
+ a(T ) + b(T ) + c(T )
+
(−b(T )
2
− c(T )
)
(φ− π)2
+
(
c(T )
3
− −b(T )
24
)
(φ− π)4 . (32)
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FIG. 9: Effective potential for the phase of SU(2) Wilson
loop eigenvalues in the fundamental representation at β =
2.577856 (top) and β = 2.635365 (bottom). Nt = 6 result
compared to NLO saddle point expansion. The SP curve has
been shifted vertically to bring the minimum to zero.
Note that (32) is nothing but the Z(2) transform of (31)
corresponding to φ→ π − φ and b→ −b.
Fig. 10 compares these expansions to the simulation
results for Nt = 6, which corresponds to the highest
temperature for each respective β. It can be seen that
Eq. (30) works well, even if one terminates the expan-
sion at O(2). The approximation smoothly approaches
the simulation results when at higher orders, andO(4) re-
produces the exact result to high accuracy. Convergence
is slower for Eq. (31) and very slow for (32). The latter is
not extremely suprising since φ = π is the wrong ground-
state. A similar expansion can be constructed for the
logarithmic contribution to V0(ℓ). Expanding Eq. (17)
to O(6) about ℓ = 0 we get
V0,1(ℓ) ≈ − ln
(π
2
)
+ a(T )− b(T )ℓ
+
(
c(T ) +
1
2
)
ℓ2 +
1
4
ℓ4 +
1
6
ℓ6 . (33)
Fig. 11 shows the convergence of this expansion towards
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FIG. 10: Distribution of phase of SU(2) Wilson loop eigenval-
ues in the fundamental representation at β = 2.577856 (top)
and β = 2.635365 (bottom). Nt = 6 results compared to
Taylor expansions.
the simulated curves forNt = 6. High orders are required
to accurately reproduce the data.
B. The adjoint representation
From the same ensembles, we can also construct dis-
tributions P (trLa) (here without any normalization fac-
tors before the trace) for the adjoint loop as well as for
its eigenvalues. The results are shown in Figs. 12 and
14, respectively. Figs. 13 and 15 show the corresponding
potentials V0 = − lnP . What is striking is that temper-
ature effects appear to be small. Nevertheless, a slight
suppression of P (φ) around φ = π can be observed with
increasing temperature.
We parametrize these results in a way similar to those
for the fundamental representation. We begin by trans-
forming the parametrization of P (φ) given in Eq. (22) to
the adjoint representation. Once this is achieved, P (trL)
can be easily obtained. To approach this problem we re-
quire a one-to-one mapping φf 7→ φa from the fundamen-
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FIG. 11: Distribution of SU(2) Polyakov loop in the fun-
damental representation at β = 2.577856 (top) and β =
2.635365 (bottom). Nt = 6 results compared to Taylor ex-
pansions.
tal to the adjoint phase. To construct such a mapping a
few subtleties arise. Eq. (10) implies that
cos2(φf ) =
1
2
(1 + cos(φa)) . (34)
Completing one full rotation in the fundamental phase
φf (from φ = −π to φ = +π) generates two full cycles
of the square cosine on the left-hand side of Eq. (34),
whereas one rotation of the adjoint phase φa is only one
cycle of the right-hand side. Both sides are symmetric
around φ = 0, thus it is sufficient to consider only φf ∈
[0, π] which can be mapped to one full rotation of the
adjoint phase. Second, the left-hand side possesses an
inflection point at φf = π2 . Thus the mapping must be
constructed piece-wise in the intervals φ ∈ [0, π2 ] and φ ∈
[π2 , 0]. Taking positive roots in Eq. (34) and considering
that
+
√
1
2
(1 + cos(x)) =
{
cos
(
x
2
)
: x ∈ [0, π]
− cos (x2 ) : x ∈ [π, 2π]
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FIG. 12: Distribution of SU(2) Polyakov loop in adjoint repre-
sentation at β = 2.577856 (top) and β = 2.635365 (bottom).
The different temperatures correspond to Nt = 12, 10, 8, 6 re-
spectively.
we obtain
cos(φf ) =


cos
(
φa
2
)
: φf ∈ [0, . . . , π/2]
− cos
(
φa
2
)
: φf ∈ [π/2, . . . , π]
and thus
φf =
{
φa
2 : φ
f ∈ [0, . . . , π/2]
π − φa2 : φf ∈ [π/2, . . . , π]
This is a one-to-one mapping, covering the entire range of
both trLf and trLa and which bijectively maps trLf 7→
trLa .
We can now carry out the transformation according to
∫ π
0
dφf P (φf ) =
∫ pi
2
0
dφf P (φf ) +
∫ π
pi
2
dφf P (φf )
=
∫ π
0
P (φa)dφa . (35)
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FIG. 13: Constraint effective potential of SU(2) Polyakov
loop in adjoint representation at β = 2.577856 (top) and
β = 2.635365 (bottom). The different temperatures corre-
spond to Nt = 12, 10, 8, 6 respectively.
We obtain for the adjoint phase φa
P (φa) = P (Tc)(φa) exp
(
−a(T )− c(T ) cos2
(
φa
2
))
× cosh
(
b(T ) cos
(
φa
2
))
, (36)
with
P (Tc)(φa) =
1
π
sin(φa)
√
1− cos(φa)
1 + cos(φa)
=
2
π
sin2
(
φa
2
)
.
(37)
Likewise, for the adjoint loop trLa we obtain
P (trLa) = P (Tc)(trLa) exp
(
−a(T )− c(T )
4
(1 + trLa)
)
× cosh
(
b(T )
2
√
1 + trLa
)
, (38)
with
P (Tc)(trLa) =
1
2π
√
3− trLa
1 + trLa
. (39)
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The simulation results (Figs. 12 and 14) are again re-
produced to such accuracy that the curves are virtually
indistinguishable. We carry out the Legendre transfor-
mations (8) to obtain Veff(trL
a) and Veff(φ
a). The results
are shown in Figs. 16 and 17. Unfortunately, approxi-
mating these results via the saddle-point method is not
possible due to the lack of a proper expansion point.
We again obtain a Taylor expansion of the classical
potential V0(φ
a) = − lnP (φa). Expanding (36) around
φa = π to O(4) yields
V0(φ
a) ≈ − ln
(
2
π
)
+ a(T )
+
(
1 + c(T )− c(T )
3
− b
2(T )
2
)(
φa − π
2
)2
+
(
1
6
+
b2(T )
6
+
b4(T )
12
)(
φa − π
2
)4
(40)
In Fig. 18 a comparison of (40) and the simulation for
Nt = 6 is shown. A fourth order expansion reproduces
the data with high accuracy. An expansion around φ = 0
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son loop eigenvalues in adjoint representation at β = 2.577856
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is not possible due to the logarithmic term in the poten-
tial.
IV. SUMMARY AND OUTLOOK
In this work we simulated pure SU(2) gauge theory at
finite temperature, for two different fixed values of β and
hence of the lattice spacing. We changed the tempera-
ture by changing the time-like extent Nt of the lattice.
For each temperature we computed the classical poten-
tial of the bare Polyakov loop and of the phase of the
eigenvalues of the thermal Wilson loop (wrapped around
the periodic boundary of the time direction) in the fun-
damental and adjoint representation, using a histogram
method. From these potentials, we obtained the effec-
tive potential via Legendre transformation. We obtained
model functions for the classical potentials for each case
(three parameters are required) and investigated how the
parameters depend on temperature and lattice spacing.
We discussed how the models can be approximated by
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FIG. 16: Effective potential of SU(2) Polyakov loop in ad-
joint representation at β = 2.577856 (top) and β = 2.635365
(bottom). The different temperatures correspond to Nt =
12, 10, 8, 6 respectively.
Taylor expansions and how they can be converted into
one another. We showed how the effective potential of
the fundamental loop can be approximated to high pre-
cision by analytical expressions, when a next-to-leading
order saddle expansion is used to compute the Legendre
transformation.
Several conclusions may be drawn from our work: The
most obvious conclusion is that both the classical and
effective potentials of the bare loop and its eigenval-
ues are well described by simple models, reminiscent of
Landau-Ginzburg theories but with a symmetry breaking
term, where the whole dependence on temperature and
lattice-spacing is absorbed into three parameters. We
have thus confirmed that the ansatz used in Refs. [20, 21]
to parametrize the classical potential in a SU(2) matrix
model of Wilson lines is valid also in the full gauge the-
ory, with the same qualitative behavior of the parame-
ters. Also, we have shown that a next-to-leading order
approximation of the effective potential of the fundamen-
tal loop is reasonable.
We stress that what we have computed in this work is
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and β = 2.635365 (bottom). The different temperatures cor-
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the effective potential for the bare loop, which vanishes in
the continuum limit. In a given irreducible representation
of the gauge group, a renormalized loop is extracted from
the bare loop by dividing by a renormalization constant,
which depends upon the representation [23].
One of the motivations of this work was the idea that
the eigenvalues of the Wilson line might be insensitive
to renormalization. Our results contradict this. Instead,
the eigenvalues of the bare loop are dominated by the
effects of the Vandermonde determinant. On the lattice,
the Vandermonde determinant arises naturally at each
point in spacetime. In the action, its contribution is pro-
portional to 1/a4, where a is the lattice spacing, and so it
diverges in the continuum limit. In retrospect, it is natu-
ral that the lattice effective potential for a site potential
is dominated by a Vandermonde term.
For the future, it will be interesting to investigate how
the effective potential of renormalized loops can be ob-
tained from our results. Also, one should extract the
non-perturbative contribution to the effective potential
from our data and compare it to model calculations. Fur-
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thermore, our investigation should be extended to higher
representations of SU(2) and also to other groups, such
as SU(3) or exceptional groups with a trivial center, such
as G(2). Investigating the effects of dynamical Fermions
on the results discussed here is currently under way, us-
ing standard staggered fermions. It would be interesting
to extend this investigation to non-zero chemical poten-
tial, which is possible for two colors, where there is no
sign problem.
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Appendix A: Determination of physical units
To fix the physical units for the results discussed in
this work we use a standard method which determines
the lattice spacing a through measurements of the string
tension in lattice units at zero temperature (which in
practice means lattices of large volume which are either
hypercubic or have Nt ≫ Nx). In this appendix we give
a short summary of the method (which is derived in de-
tail in several textbooks) and present numerical results
for β(a) and related quantities. Of course the running
of the coupling with the cut-off scale has been investi-
gated both analytically and numerically for both two-
and three-color gauge theory, in many previous works
(see e.g. [32–37] and references therein). Our main moti-
vation for repeating such an investigation is to make use
of the advanced computing power of the GPUs to mea-
sure at larger Nx and Nt and with larger statistics as
was previously possible and thus reduce systematic and
statistical errors. All physical units quoted in this work
implicitly refer to the results presented in this appendix.
In pure gauge theory the static quark-antiquark poten-
tial is known [38] to be well described by
V (r) = A+
−π
12
(1/r) + σr +O(1/r2). (A1)
The linear coefficient σ is the string tension. On the
lattice we can measure the potential in lattice units, i.e.
aV (anx), through the use of rectangular Wilson loops
W (nx, nt) in the x− t plane (our definition of W implies
that the trace is taken). These are related to the potential
by
〈W (nx, nt)〉 = e−ntaV (anx)
(
1 +O (e−nta∆E)) , (A2)
where ∆E is the energy gap between the ground state and
the first excited state of a quark-antiquark pair. Since the
second term is exponentially suppressed with nt, in the
limit of large nt the potential can be directly obtained
through the use of Creutz ratios
ln
〈W (nx, nt)〉
〈W (nx, nt + 1)〉 ≈ aV (anx) . (A3)
Since Eq. (A1) is written in lattice units as
aV (anx) = aA+
−π
12
(1/nx) + σ a
2 nx +O(1/(anx)2) ,
(A4)
it is clear that what we actually obtain from a χ2 fit of
the data is the dimensionless product a2σ ≡ y. Fixing
the string tension σ to its physical T = 0 value (or some
other definite value σ0) then determines a for a given
β. The lattice spacing a depends on the choice of σ of
course, and for theories where this is not directly related
to observable physics (as in SU(2) gauge theory) one in
fact often leaves σ undefined, which implies that a and all
derived quantities are expressed in units of an external
parameter.
The crucial point here is that the β dependence of the
lattice spacing is in fact temperature independent. This
implies that once a(β) is known at T = 0, this fixes the
temperature (through T = 1/aNt) and the physical units
of all measured quantities for any given Nt and β.
To improve the signal-to-noise ratio for our string ten-
sion measurements we employ a method known as APE
smearing [39]. This method consists of repeatedly replac-
ing all gauge links Uµ(n) with averages of the form
U˜µ(n) = (1− α)Uµ(n) + α
6
∑
µ6=ν
Cµν(n) , (A5)
where Cµν(n) represents the staple matrix
Cµν(n) = Uν(n)Uµ(n+ νˆ)U
†
ν (n+ µˆ)
+ U †ν (n− νˆ)Uµ(n− νˆ)Uν(n− νˆ + µˆ) ,(A6)
and re-unitarizing the link (projecting back to SU(N))
after each iteration. The crucial effect of this procedure
is to enhance the ground state overlap. APE smearing
is applied to a copy of the lattice (the Monte-Carlo thus
remains unaffected) on which the Wilson loops are sub-
sequently measured. A good choice for the parameter α
is known [40–42] to be
α = 1− 1
1 + 6w
; w = 0.2 → α = 0.5454 . . . . (A7)
We adopt this choice as well and apply the smearing 25
times before measuring Wilson loops on a given lattice
configuration.
1. Results
We measure a2σ on lattices of sizes 243 × 32, 323 × 48
and 483×64, for β values ranging from 2.28 to 2.64 using
(A3) and (A4). Sample sizes range from measurements
on each site of several hundreds (for the larger β values)
to several tens of thousands (for the smaller β values) of
independent (smeared) gauge field configurations. From
these results we obtain a
√
σ, which is shown in Fig. 19.
Wilson loops are measured up to spatial and timelike ex-
tents of Nx/2 and Nt/2 respectively. We find consistency
with the data sets quoted in Ref. [43].
One must consider potential sources of systematic er-
rors. Firstly there are finite volume and discretization
errors, for which we check by comparing the results ob-
tained from lattices of different dimensions. We find that
our different choices give consistent results in β ranges
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FIG. 19: The running of the lattice spacing with the gauge
coupling, computed from nt = 9, 10, 11, 12 Creutz ratios on
different lattices. The line represents 1/R(β) (Eqs. (A9,A8)).
where they overlap (at least two different lattices over-
lap in any given region), therefore we consider these er-
rors to be under control. Second, one must take care to
choose the timelike extent nt of the Wilson loops large
enough, such that the contribution from the exited states
to the Creutz ratios (A3) can be neglected. This is tricky
since the signal diminishes with rising nt. We find that
we can obtain, with reasonably small statistical errors,
consistency between nt = 9 and nt = 10 on the two
smaller lattices for each value of β. On the largest lattice
consistent results are obtained on nt = 11, 12. Fig. 19
plots both respective choices for each lattice as the same
dataset. We consider this source of error to be under
control as well. The last, and potentially most severe,
source of systematic errors are the higher order contri-
butions to the potential (A1), which one must account
for. We find that an excellent fit of the data can be
obtained by discarding higher order terms and restrict-
ing the fit to nx ≥ 2. Alternatively one could introduce
an additional term ∼ B/r2, or throw away more of the
short-distance results. Although we find that the result-
ing string-tension measurements are much noisier if ei-
ther of the latter two options is chosen, we find evidence
that using nx ≥ 2 introduces a systematic error such that
the string tension is over-estimated (and thus the tem-
perature is under-estimated) for the region β . 2.45 if
higher-order terms are excluded. We choose to combine
two sets of string tension data as our final results. One
with nx ≥ 2 where the next term of (A1) is included
and one without such a term but fitting only to nx ≥ 3.
We find that they are consistent. We take this as evi-
dence that the systematic errors from higher-order terms
are small for our final results. The data points shown
in the figures in this section represent the measurements
with the smallest errorbars. To avoid cluttering of the
figures, we refrain from showing additional points which
were obtained but come with huge errorbars. All points
were used however to determine the parameters of the
model functions discussed in the following.
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Our main goal is to obtain the β dependence of T/Tc
and its inverse for different Nt. This can be achieved if
both T (β) for a given Nt and βc(Nt) are known. Fur-
thermore, it is desirable to obtain not only a finite set of
values but model-functions for each of these, valid over a
large as possible range. A reasonable approach is to at-
tempt to fit the data with known perturbative formulae,
possibly with additional correction terms.
From a
√
σ we directly obtain T/
√
σ = 1/(a
√
σNt).
The results are plotted in Fig. 20 for different Nt. We
find that it is possible to model our results by taking the
inverse of the leading logarithmic term of the perturba-
tive running-coupling formula (see e.g. [33]). Defining
R(β) = exp
(
β − d
b
)
, (A8)
and using
a
√
σ =
1
R(β)
,
T√
σ
Nt = R(β) . (A9)
we find that our data shown in Figs. 19 and 20 are well
described for the entire range of β considered with the
parameters
d = 1.98(1) , b = 0.305(6) . (A10)
This is similar to what was done in Ref. [44] although the
β range considered here is larger. It is in fact somewhat
amazing that a leading-order formula works so well over
such a large range. It is also very convenient, since Eq.
(A8) can be easily inverted. If we restrict our fit-window
to the same as was used in [44], we obtain a consistent
value for the parameter b. If we know a βC for a given
Nt we are done, for we can then obtain
T
Tc
=
R(β)
R(βc)
= exp
(
β − βc
b
)
, (A11)
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and likewise
log
(
T
Tc
)
b + βc = β . (A12)
Our numerical results for T/
√
σ can analogously be con-
verted to T/Tc. The parameter σ drops out entirely.
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FIG. 21: The running coupling for Nt = 12, 10, 8, 6, 4 (left to
right). The horizontal lines mark βC for Nt = 12, 10, 8, 6 (top
to bottom). The model function is defined in Eq. (A12).
We show β as a function of T/Tc in Fig. 21, both as
raw data and model-function. We collected βc values for
Nt = 4, 5, 6, 8, 12, 16 from Refs. [43, 45, 46] and fit them
to interpolate for other Nt values, using
βc(Nt) = a0 + b0 log(Nt)− log(log(Nt))c0 , (A13)
We find that the next-to-leading logarithm is necessary
to appropriately describe such a range of Nt. Our fit-
parameters converge to
a0 = 1.1579(6) , b0 = 0.9398(1) , c0 = 1.627(2) , (A14)
with χ2/dofs ≈ 0.18. Eq. (A13) is used in Eq. (A11) to
determine βc for all Nt instead of the raw data.
One last thing should be mentioned: We realize that
the results presented in this appendix go beyond what is
necessary for the study presented in the main sections. In
particular, to obtain T/Tc, when simulating on a lattice
of time-like extent Nt at a given β which is known to be
βc for a different N
c
t , one can simply use the relation
T
Tc
=
N ct
Nt
. (A15)
We conducted the investigation discussed here hoping
that it will be useful in a more general setting and we have
chosen to present T/Tc values throughout this paper as
our general method provides them. Equation (A15) how-
ever is very useful to us to estimate errors. It turns out
that the T/Tc values quoted throughout this paper differ
by no more than ∼ 2% from what (A15) predicts, which
is quite satisfactory.
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