Given a permutation π chosen uniformly from S n , we explore the joint distribution of π(1) and the number of descents in π. We obtain a formula for the number of permutations with Des(π) = d and π(1) = k, and use it to show that if Des(π) is fixed at d, then the expected value of π(1) is d + 1. We go on to derive generating functions for the joint distribution, show that it is unimodal if viewed correctly, and show that when d is small the distribution of π(1) among the permutations with d descents is approximately geometric. Applications to Stein's method and the Neggers-Stanley problem are presented.
Introduction
Consider S n to be the set of all bijections from {1, 2, . . . , n} to itself. We will often identify a permutation π with the sequence π(1), π(2), . . . , π(n). So for instance if π(1) = k and π(n) = ℓ, we say that π "begins with" k and "ends with" ℓ.
A permutation π is said to have a descent at i if π(i) > π(i + 1). That is to say, if we graph the points (i, π(i)) and connect them left to right, descents are the positions at which the connecting segments have negative slope. Let Des(π) be the number of descents in π, and define (1) n d := # {π ∈ S n : Des(π) = d} .
These are known as the Eulerian numbers, and have been widely studied; see, for example, [GKP94, p. 267] and [Car59] .
Bayer and Diaconis [BD92] showed that the probability that a particular permutation of a deck of cards occurs after any number of riffle shuffles is determined by the number of descents the permutation has. In [CVar] , Viswanath and the author began working to generalize that result to decks containing repeated cards. At one point we had occasion to consider the number of permutations of n letters which have d descents and begin with k. That is,
(2) n d k := # {π ∈ S n : Des(π) = d and π(1) = k} .
The current work is an investigation of the numbers defined in Equation (2). We derive a formula in terms of binary coefficients:
where 0 0 is interpreted as 1 which is similar to a well-known formula for the Eulerian numbers. We use the formula to understand how the two statistics Des(π) and π(1) interact.
If we are constructing a permutation with d descents from left to right, and d is small, a conservative strategy would seem to be to start with a low number, since starting with a high number means we will use up one of our descents near the beginning of the permutation. So in other words, we expect that if d is small then there are more permutations with d descents starting with low numbers than starting with high numbers. Similarly, if d is close to n, our intuition is that that starting with a high number leaves us more possibilities later on. This intuition turns into a surprisingly simple result:
Theorem 3 If π is chosen uniformly from among those permutations of n that have d descents, the expected value of π(1) is d + 1 and the expected value of π(n) is n − d.
And in Theorem 7 we find, as expected, that the sequence
is weakly decreasing when d is small and weakly increasing when d is large. Consequently that sequence is an interpolation between its endpoints, which are two Eulerian numbers:
. Experimental evidence (see Section 10) suggests that it is a good interpolation, at least when d is close to (n − 1)/2, in the sense that a normal approximation to the Eulerian numbers also seems to provide a good approximation to the refined Eulerian numbers. However, the normal approximation is good for neither set when d is small or d is close to n. Theorem 7 shows that in those cases the distribution of π(1) is approximately geometric.
The application which led directly to the current work is presented in Section 5. Fulman shows in [Ful04] that certain statistics on permutations, one of which is descents, are approximately normally distributed. The main tool he uses is Stein's method, due to Charles Stein in [Ste86] . The thrust behind the method is to introduce a little extra randomness to a given random variable to get a new one. If certain symmetries are present, the result is an "exchangeable pair" of random variables, meaning, essentially, that the Markov process which takes one to the other is reversible. Then Stein's theorems (and more recent refinements of them) can be applied to bound the distance between the original variable's distribution and the standard normal distribution.
Fulman uses a "random to end" operation to add randomness to permutations. That is, he starts with a uniformly distributed permutation π and sets
where I is selected uniformly from {1, 2, . . . , n}. While (π, π ′ ) is not an exchangeable pair, it turns out that (Des(π), Des(π ′ )) is, and this leads to a central limit theorem for descents, and for a whole class of statistics.
We tried a different method of adding randomness to π, namely, following π by a uniformly selected transposition. That calculation (which is presented in Section 5) led directly to Theorem 3.
The Neggers-Stanley Conjecture, now proved false in general ( [Brä04, Stear] ), was that the generating function for descents among the linear extensions of any poset has only real zeroes. Since a function with positive coefficients can have no positive zeroes, any combinatorial generating function with all real zeroes can be written in the form
for non-negative constants a, c 1 , c 2 , . . . , c n . The implication, then, is that if D is the number of descents in a uniformly selected linear extension of a poset for which the Neggers-Stanley conjecture is true, then D can be written as the sum of independent Bernoulli variables.
In Section 6 we present several generating functions for the refined Eulerian numbers. The set of permutations of n which begin with k is the same as the set of linear extensions of the poset defined on {1, 2, . . . , n} by k < a for all a other than k. So we can find the NeggersStanley generating function for this poset explicitly, and we show that it does indeed have only real zeroes. We go on to show that several similar posets also satisfy the conjecture. (All of the posets considered were known to satisfy the conjecture by theorems of Simion [Sim84] and Wagner [Wag92] .)
Basic Properties
If π(1) = 1, then π(1) is certainly less than π(2), so all descents are among the final n − 1 numbers. And if π(1) = n, there is certain to be a descent between π(1) and π(2). So we know some boundary values:
Let ρ ∈ S n be the reversal permutation: ρ(i) = n + 1 − i. Then ρπ is the same as π but with i replaced by n + 1 − i everywhere. As a result, ρπ has a descent wherever π has an ascent, and an ascent wherever π has a descent. So Des(ρπ) = n − 1 − Des(π). Since π → ρπ is a bijection from S n to itself, it follows that
Note we could have obtained the same result from the map π → πρ, since reversing π changes ascents to descents and also reflects their positions about the center. 
Recurrences
Assume n > 1. Let T k := {π ∈ S n : π(1) = k and Des(π) = d} T k,ℓ := {π ∈ S n : π(1) = k, π(2) = ℓ, and Des(π) = d} and let π ∈ T k,ℓ . If ℓ < k, then there is a descent between π(1) and π(2), so there must be d − 1 descents in the "tail", π(2), π(3), . . . , π(n). The tail begins with ℓ, which is the ℓth largest value in the tail, so we must have
there is no descent between π(1) and π(2), so there must be d descents in the tail. This time ℓ is the (ℓ − 1)st largest value in the tail, so
or, more succinctly,
where the bracket notation follows [GKP94] : [A] is 1 if A is true and 0 if A is false. (Knuth refers to this as Iverson notation in [Knu92] , and traces its origin to [Ive62] .) Note Equation (9) fails when k < 1 or k > n, in which case
Now suppose 1 ≤ k ≤ n−1 and π ∈ S n begins with k. Swapping k with k +1 in the sequence π(1), π(2), . . . , π(n) preserves descents for most π; the only exception is when π(2) = k + 1, in which case a new descent is created. If we eliminate that case, the swap map is a bijection from T k \ T k,k+1 to T k+1 \ T k+1,k , as those sets are defined above. Substituting sizes for sets, we have
Equation (10) comes from considering what happens when you insert n into an element of S n−1 :
We can get a similar recurrence for the refined Eulerian numbers by considering what happens when you insert n into an element of S n−1 which begins with k:
In other words, one way to get an element of S n which begins with k and has d descents is to take an element of S n−1 which begins with k and has d descents, and insert n at a descent or at the end (d + 1 choices). The other way is to start with an element of S n−1 which begins with k and has d − 1 descents, and insert n at an ascent (n − d − 1 choices). Equation (12) fails when k = n, since a permutation of S n−1 cannot begin with n. It is valid for all other values of k.
Formulas and Moments
There is an explicit formula for the Eulerian numbers in terms of binomial coefficients:
See for example, [GKP94, p. 269].
[Aside: Equation (13) follows from Equation (11), which means that it is valid for all values of d, even if d < 0 or d ≥ n]. So we have
These suggest a formula for
where 0 0 is interpreted as 1.
Proof. Fix k ≥ 1. The theorem is true for n = k by Equation (15). Suppose it is true for some n ≥ k. Then
The quantity in brackets reduces to (j + 1)
, so the theorem is true for all n ≥ k by induction.
Note that we assumed nothing about d; Equation (16) 
From Equation (16) we can deduce a formula for the mth "rising moment" of π(1) when Des(π) is fixed. Assume π is chosen uniformly from S n , and let
Lemma 2
Proof. From Equation (16),
(the last by setting r = k − 1). But (j + 1) n−1−r = n−1−r s=0 n−1−r s j s . So let ℓ = r + s and we have
Let φ be a north/east lattice path from (0, 0) to (m + n − ℓ, ℓ) (see Figure 1 ). The number of such paths is , then φ consists of a path from (0, 0) to (m, r), a horizontal segment, and a path from (m + 1, r) to (m + n − ℓ, ℓ). Counting the possibilities for the parts yields the identity
Substituting Equation (20) into Equation (19) yields the desired result.
Note that the last sum in Equation (18) is a truncated binomial expansion of (j + 1) m+n . Proof. The expected value of π(1) is µ 1 , and
The term for i = 0 is 0, so let j = i − 1 and combine
The quantity in brackets simplifies to (d + 1)
For the second part, 
for all values of w and w * . If we can find such a W * and if, in addition, there is a λ between 0 and 1 such that
(that is, the expected value of W * when W is fixed at some value is 1 − λ times that value), then we may apply Stein's method.
We are interested in showing that if π is chosen uniformly from S n , then the random variable D = Des(π) is approximately normal. This has been proven before, and in more generality; see [Ful04] for references. We will demonstrate the set-up for Stein's method-that is, finding a companion variable and showing that it satisfies Equation (21) and Equation (22). From there, applying the method would proceed as in [Ful04] .
Often the companion variable in Stein's method is defined by adding a little bit of randomness to the variable we are interested in. In this case, let τ be selected uniformly from among the transpositions in S n , independently of π. Then τ π is uniformly distributed over S n , and for any u, v ∈ S n ,
Both right-hand sides are (n!) 
and similarly if a > b,
So in general
Summing now over i causes the π(i) terms to telescope:
which allows us to apply Theorem 3:
The mean and variance of Des(π) are µ := (n − 1)/2 and σ 2 := (n + 1)/12 respectively, so the variables W := Des(π) − µ σ and W * := Des(τ π) − µ σ have mean 0 and variance 1. Then (W, W * ) is an exchangeable pair and
which is to say
So if W * is obtained using the "random transposition" method described here, (W, W * ) will be an exchangeable pair satisfying Equation (22) with λ = 4/n. One can now proceed with Stein's method and show that W is close to being a standard normal random variable.
Generating Functions
It follows from Equation (13) that
and therefore that
There is some disagreement in the literature about what a 0 should be. We have avoided the problem by not including it in the sum.
There are various ways to define generating functions for the n d k , depending on which variables are kept constant.
Proof. Let B(x, y, z) be the left-hand side of Equation (23). Note the sum is over all integers n, d, and k. So
Let S(n, d, k) be the bracketed quantity. It is clearly 0 if n < 0, and if n = 0,
so n = 0 contributes 1 − y to the sum on the right-hand side of Equation (24). If n ≥ 1, then by Equation (10), S(n, d, k) is 0 unless k = 0 or k = n + 1, in which case
.
. Then θ, as defined in the theorem, is e αz . Dividing by y −1 −1 and multiplying through by θ gives θ ∂B ∂z + αθB = αθ ye
Differentiating the integral on the right-hand side of Equation (23),
Since θB and the integral have the same derivative with respect to z, and they both vanish when z = 0, they are equal.
Here are three more generating functions. They can all be found by plugging in Equation (16) and switching summation signs.
We can now prove a special case of the Neggers-Stanley conjecture. Define the descent polynomial of A ⊂ S n to be
Let P be a poset of n elements with labels 1, 2, . . . , n. A linear extension of P is an ordering of 1, 2, . . . , n which preserves the ordering of P ; that is, a π ∈ S n which is such that if i < P j then i appears before j in the list π(1), π(2), . . . , π(n). If L(P ) denotes the set of linear extentions of P , then Neggers and Stanley [Sta00, p. 311] conjectured that for any poset, every zero of F L(P ) is real.
The conjecture has been shown to be false in general [Brä04, Stear] . But we can prove it is true in a certain special case.
Theorem 5 If P n,k is the poset with Hasse diagram
x Des(π) .
Then setting u = k − 1, v = n − k yields the polynomial in question. If v = 0, c u,v counts the reversal permutation ρ, which has (u + v + 1) − 1 = u descents. Otherwise, if v > 0, c u,v doesn't count ρ but it does count the permutation
which has u+v-1 descents. So
Similarly, if u = 0, c u,v counts the identity permutation, which has no descents. Otherwise it doesn't count the identity but it does count u + 1, u + 2, . . . , u + v + 1, 1, 2, . . . , u which has 1 descent. So x ∤ c 0,v (x) and if u > 0,
The construction of h 3,3 (x) as described in the proof of Theorem 5. The zeroes of each function are plotted on the right, using an inverse tangent scale. Since each function is generated from the previous one by applying either the Dx or the xD operator, Rolle's Theorem guarantees that the zeroes must interleave. By a counting argument, all the zeroes of each function must be real.
Note that c u,v (1) = # {π ∈ S u+v+1 : π(1) = u + 1} = (u + v)!, so c u,v does not have a zero at x = 1. Therefore h u,v has exactly the same zeroes as c u,v , plus a pole at x = 1. By Equation (25),
If D represents differentiation with respect to x, we have
and so . Furthermore, the denominator of xh 0,v (x) has degree v + 1, so xh 0,v (x) approaches 0 as x → ∞. Therefore its graph must turn back toward the x-axis somewhere to the left of its leftmost zero, at which place there must be another zero of (Dx)h 0,v . So we have found v real zeroes of h 0,v+1 , and that accounts for all its zeroes.
Applying the xD operator goes similarly. Given that h u,v has d distinct real zeroes, by Rolle's Theorem Dh u,v (x) has d − 1 interlaced zeroes. Since the numerator of h u,v has degree smaller than the denominator, h u,v must turn back toward the axis to the left of its leftmost zero, which accounts for one more zero of Dh u,v . Finally, (xD)h u,v has one more zero at 0 (which is distinct from the others since x 2 ∤ h u,v and therefore x ∤ Dh u,v ). So we have found d + 1 real zeroes of h u+1,v , and that accounts for all of the zeroes.
Corollary 6
The same can be said for the poset
Figure 3: The graphs of f 6 (x) and f 7 (x), where
, as defined in Theorem 7.
Let i = ℓ + n − k in the first sum and ℓ − k in the second and we have
So imagine a caterpillar of length n crawling on the graph of y = f n (x), as shown in the top graph of Figure 3 . If his head is at x-position nd − k, the equation above says that the sum of the heights of his segments (or his total potential energy) is
. If he were to take a step forward, his total energy would be
. That would be an increase in energy if the new height of his head is higher than the current height of his tail. The theorem now follows easily by induction.
Behavior if d ≪ n
If d is much less than n, and π is selected at random from those permutations of n letters which have d descents, then the distribution of π(1) approaches a geometric distribution uniformly, in the following sense. 
for all integers n and k with n ≥ N and 1 ≤ k ≤ n, where
. Then by Equation (16) and Equation (13),
k , the left-hand side of Equation (28) is
and since P d (n) = n 0 = 1, the last term of both sums is 1. Therefore we have
Now each term in each sum is a polynomial in n times a decaying exponential in n. So both sums go to 0 as n goes to infinity.
Corollary 9
The total variation distance between the distribution of π n (1) and the geometric distribution with parameter p = d d+1 approaches 0 as n approaches infinity.
If Both Ends Are Fixed
We might now ask about the number of permutations with d descents whose first and last positions are fixed. Let Proof. Let ψ ∈ S n be the n-cycle (n, n − 1, . . . , 2, 1). Then for any π ∈ S n , ψπ(i) = π(i) − 1 if π(i) > 1 n if π(i) = 1.
(Imagine a device like a car odometer, with a window and n wheels, on each of which are painted the numbers 1 through n. π can be represented by turning the ith wheel until π(i) shows through the window, for all i. If one then rolls all the wheels backward a notch, ψπ shows through the window. For this reason we will refer to the transformation π → ψπ as a rollback.) 
