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Abstract-- Integral  equation methods for computing the hydrodynamic interactions among solid 
particles uspended in a creeping flow are presented. The particles may have arbitrary shape and 
they may be suspended in an unbounded or wall-bounded fluid. The analytic formulation of the 
integral equation is based on complex variables, and the Fast Multipole-based iterative solution 
procedure requires only O(N) operations, where N is the number of nodes in the discretization 
of the boundary. Thus, large-scale problems with complex geometry can be solved using modest 
computational resources. From the hydrodynamic interactions, the particle motions are determined 
either by computing a sequence of steady-state Stokes flow problems or by coupling the particles' 
equation of motion thereby including the weak effects of the particles' solid inertia. Examples will 
include the sedimentation f particles in a quiescent fluid towards or parallel to a plane wall and 
the motion of neutrally-buoyant particles in a shear flow. (~) 1999 Elsevier Science Ltd. All rights 
reserved. 
Keywords-- Integral  equations, Stokes flow, Fast multipole method. 
1. INTRODUCTION 
The study of the motion of small particles uspended in a creeping flow has a number of diverse 
applications in understanding physical systems uch as colloidal dispersions, the theology of sus- 
pensions and microvascular fluid dynamics (cf. [1,2] for discussions on applications in science 
and engineering). These flows are highly complex as they may involve calculating the hydro- 
dynamic interactions between a large number of irregularly-shaped particles at highly variable 
concentrations. Because of this complexity, various approximations are adopted and these may 
include making simplifying assumptions on the equations of motions for the particles and the 
governing equations for the fluid, or considering only assemblages of regularly-shaped particles at 
low concentrations. For instance, it is the usual practice in low Reynolds number hydrodynamics 
to adopt the Quasi-Static Approximation i  which the fluid satisfies the Stokes equations, the 
particles' inertia is neglected, and the particles adjust their velocities instantaneously to assume 
a force-free configuration. Thus, simulating particle motion involves olving a sequence of steady 
states. In this paper, we investigate fficient integral equation methods to calculate the unsteady 
particle motion based on two models: the first by using the Quasi-Static Approximation and the 
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second by integrating the equations of motion for the solid particles. As we will demonstrate, 
these methods have a significant advantage over other approaches when computing a large number 
of hydrodynamic nteractions in a complex assemblage of solid particles. 
A number of techniques have been developed to simulate particle motion under the Quasi-Static 
Approximation (cf. [3] and references therein). Among these methods are Stokesian Dynamics, 
multipole collocation methods, and boundary integral equation techniques. Stokesian Dynam- 
ics [4,5] is an efficient way of modeling the behaviour of a large number or an infinite suspension 
of hydrodynamically interacting particles of simple shape. In this approach, the governing Stokes 
equations are not solved directly, and the positions of the particles are advanced according to 
a "mobility matrix" which incorporates both lubrication effects and the many-body far-field in- 
teractions. However, information about the flow field is not determined, and although Claeys 
and Brady [6] extended Stokesian Dynamics to study prolate spheroids of arbitrary aspect ratio, 
the method does not apply readily to particles of complicated shape. The multipole collocation 
methods [7,8] are based on expanding the Stokes equations in suitable eigenfunctions and sat- 
isfying the boundary conditions at collocations points. These methods are appropriate only for 
particles whose boundary conforms to an orthogonal coordinate system. Also, they are low-order 
accurate and tend to be sensitive to the location of the collocation points. Boundary integral 
equation methods are best suited for particles of arbitrary shape; however their implementation 
to date has been either too expensive or too inaccurate to consider large-scale problems. For 
example, Youngren and Acrivos [9] and Tran-Cong and Phan-Thien [10] formulated first-kind 
integral equations for the Stokes equations which are solved by ill-conditioned and low-order- 
accurate numerical schemes. Karrila and Kim [11], Power and Miranda [12], and Power [13] 
formulated well-conditioned integral equations of the second kind, however these methods have 
not been coupled with modern fast algorithms in order to efficiently solve large-scale problems. 
In this paper, we extend the methods discussed in [14] for solving the Resistance Problem in 
Stokes flow. Solutions to the Resistance Problem are obtained by solving the Stokes equations 
with the rigid-body motions of the particles given, and from these solutions the hydrodynamic 
interactions can be computed. The Quasi-Static Approximation requires olutions to the Mobility 
Problem: the rigid-body motions are computed as part of the solution in order to maintain a force- 
free configuration. In this paper, we develop an integral equation formulation to solve the Mobility 
Problem which we use to compute particle trajectories based on the Quasi-Static Approximation. 
We also use solutions to the Resistance Problem to compute the particle motion when integrating 
the equations of motion for the particles. We consider only two-dimensional problems here, but 
the numerical tools we use are available in three dimensions and their implementation is future 
work. 
The methods we present are highly efficient and accurate. With N points in the discretiza- 
tion of the boundary, we solve the resulting linear system iteratively, incorporating the Fast 
Multipole Method (FMM) (cf. [15-18]) to compute the matrix-vector products. This leads to 
an O(N) method, versus the O(N 3) operations needed for direct inversion (used in [9]) or the 
O(N 2) method for an iterative solution without FMM (used in [10,19,20]). Because of the 
O(N) cost of our scheme, we are able to accurately compute the hydrodynamic nteractions be- 
tween a large number of arbitrarily-shaped particles and to efficiently couple these calculations 
with the initial value problem for the trajectories of the particles. It is also straightforward to
implement a simple mesh-adaptive strategy to capture the lubrication effects when particles come 
into close contact. 
In [21], the practice of completely neglecting the unsteady forces in the Quasi-Static Approx- 
imation is questioned. They compared particle trajectories obtained from the Quasi-Static Ap- 
proximation to those obtained by including the solid inertia of the particles and/or the unsteady 
inertia of the fluid. The solutions are computed by direct simulation and the Stokes equations are 
solved by the finite element method. Thus, their comparison contains the numerical artifacts as- 
sociated with computational far-field boundaries, and due to the slow decay of the velocity field in 
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Stokes flow, these boundaries can significantly influence the results. For instance, a consequence 
of Stokes paradox is that solutions for the problem of two-dimensional particles edimenting in a 
quiescent fluid cannot be constructed (a further discussion will be given in Section 4.2). However, 
the computational boundaries in the domain discretization allow Feng and Joseph to compute 
such solutions, albeit in an artificial setting. To obtain a comparison without these numerical 
artifacts, we couple the equations of motion for the particles with solutions to the Resistance 
Problem based on the methods in [14]. As discussed in [21], including the solid inertia of the par- 
ticles has only a weak cumulative ffect on the trajectories; however, we show that the difference 
between these two theories is qualitatively different han the results presented in [21], and this 
difference can be attributed irectly to the computational boundaries. (Feng and Joseph also 
studied the effects of including the unsteady fluid inertia term, which would involve solving the 
unsteady Stokes equations. This is outside the scope of this paper, although work is in progress 
to develop integral equation methods for the unsteady Stokes equations [22].) 
We begin, in the next section, with a discussion of the governing equations for Stokes flow 
and the basis for the Quasi-Static Approximation. Based on the work of Feng and Joseph [21], 
we discuss situations in which including the particle inertia may be important. In Section 3, 
we briefly review the relevant complex variable theory for the biharmonic equation. From this 
complex variable theory, we formulate, in Section 4, an integral equation for the Mobility Problem 
of Stokes flow for particles suspended in an unbounded or a wall-bounded fluid domain. A 
discussion of the numerical methods for solving the integral equation and for integrating the 
initial value problems for the particle trajectories i contained in Section 5. This section also 
includes a discussion on a simple adaptive strategy for numerically resolving the situation when 
particles come into close contact. Several examples of particle motion in a.n unbounded shear 
flow and particles edimenting through a quiescent fluid bounded by a plane wall are given in 
Section 6. We conclude with a discussion in Section 7. 
2. THE GOVERNING EQUATIONS 
We consider slow-viscous flow in a two-dimensional unbounded or wall-bounded omain D 
with boundary F which is M-ply connected. The boundaries of the solid particles are denoted 
by F1,F2,... ,I'M, and if there is an infinite solid wall present in the flow field, that pot ion of 
the boundary will be denoted by Fw (see Figure 1). 
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Figure I. An (a) unbounded and (b) wall-bounded multiply-connected domain. The 
wall boundary is denoted by rw and the solid particle boundaries by rl,..., FM. 
The Reynolds number of the fluid motion is given by Re -- pUd/ /~,  where d is a characteristic 
particle size, U is a characteristic velocity, p and/~ are the density and viscosity of the fluid, 
respectively. If the size of the particles is small, as it would be if we were studying flows with 
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micro-organisms, dust particles or molecules in a colloidal suspension for example, then Re << 1 
and the equations governing the fluid motion in D are given by the Stokes equations 
pV2u=Vp,  V .u=0,  xED,  (1) 
where u =-(u, v,0) is the velocity and p is the pressure. On the boundary of the particles, the 
governing equations are subject o the no-slip boundary conditions 
u(x)  = + nk  x (x  - x e rk ,  (2) 
where Uk = (uk,Vk, O) is the translational velocity of the k th particle and f~k = (0,0,~k) is 
its angular velocity about its centre of mass Xk. We also define 8k to be the angle of an axis 
through xk, fixed with respect o the particle. On the solid wall Fw, the fluid velocity satisfies 
homogeneous boundary conditions, and in the far-field of D we assume the fluid velocity is 
bounded. (If the underlying flow field is unbounded, as it is in the case of a shear flow, then 
u represents a disturbance flow.) 
If we wish to study how the particles move under the action of applied and hydrodynamic 
forces, we then couple (1) and (2) with the equations of motion 
dUk dftk = Tk, (3) mk- - =1% 
where mk and Ik are the mass and the rotational inertia of particle k, respectively. Here, Ik = 
Pk fA~ I x -- Xkl2 dAk, where Ak is the cross-sectional rea of particle k and Pk is its density. The 
= F x Y total force Fk ( k, F~, 0) is composed on an applied force F~¢ plus the hydrodynamic force F h. 
Similarly, the torque Tk is the sum of T~ and T h. The hydrodynamic forces are given by 
Fh=fr  Ends, T~=fr  ( t -xk )  x (En)ds ,  (4) 
k k 
where n is the unit normal to the particle's urface pointing into the fluid and E is the stress 
tensor defined by 
:c = -pI  + (Vu + ruT). 
Nondimensionalizing the governing equations for the fluid dynamics and the equations of mo- 
tion for the particles is the key to understanding the insignificant role inertia plays in low Reynolds 
number flows. In approximating the Navier-Stokes equations by the Stokes equations, the un- 
steady and convective fluid inertia have been neglected. Scaling the velocity and the spatial 
coordinates by the characteristic values U and d, respectively, and the pressure by #U/d, the 
scaled Stokes equations (1) are 
V2u=Vp,  V .u=0,  xED.  (5) 
In the dynamic equations (3), if time is scaled by d/U and the force by pUd, then 
d~k = Tk. Re m k dU__~k = Fk, Re apd I~- 
pd 3 dt d--T" 
In the limit as Re --, 0, the scaled dynamic equations indicate that the total force and torque 
acting on each particle in a slow viscous flow is approximately zero. This is the basis of the 
Quasi-Static Approximation: no equations of motion are needed as the particles will adjust their 
velocities instantaneously to assume a force and torque-free configuration. To study the motion of 
solid particles under the Quasi-Static Approximation, we solve the following initial-value problem: 
_ _  dOk dxk =U~,  - -=~k,  k=l , .  M, (6) 
dt dt " 
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with a given initial configuration of the particle assemblage and coupled with the Stoke's equa- 
tions (5), the boundary conditions (2), and the constraints F~ + F h = 0 and T~ + T~ = 0. 
In [21], the practice of completely ignoring the unsteady effects of fluid and particle inertia 
is questioned, and in this paper, we will also compute the trajectories of the particles based 
on solving their equations of motion (3) directly. Feng and Joseph conjectured that in some 
situations, the characteristic time scale should be chosen from the lateral acceleration of the 
particles across undisturbed streamlines and not from the characteristic velocity of the fluid. 
For example, two sedimenting spheres can exhibit periodic motions in which the particles drift 
towards and away from each other as they settle through the fluid [6]. If the time scale is based 
on this lateral oscillation, then t ~,, (m/pU) 1/2 and the scaled dynamic equations become 
Rel/21m~ll/2dVkdt =Fk,  Rel/21~dSI 1/2d~kdt - - - - - -Tk .  
The particles' inertia goes to zero as Re ~ 0, but not as quickly as the other inertial effects. 
(Feng and Joseph also studied the effects of including the unsteady fluid inertia, but this would 
lead to solving the unsteady Stokes equations which is outside of the scope of this paper.) Thus, 
at a small but finite value of Re, it may not be appropriate to neglect he weak effects of the 
particle inertia. For the purpose of presenting numerical results, we use the time scale d/U and 
we absorb the Reynolds number into the time derivative. This leads to the initial value problem 
dXk dOk = ~k, ] 
dt = Uk, dt 
mk dU~ Fh Ik d~k h 
pd 3 dt -- F~ + k, pd --'~ d--t- = T~ + T£' 
k = 1, . . . ,M,  (7) 
together with a given initial configuration and particle velocities. 
3. THE BIHARMONIC EQUATION 
AND COMPLEX VARIABLE THEORY 
For flow in two dimensions, the governing equations can be simplified by introducing a stream 
function W(x, y) which satisfies the relations 
U 
OW OW 
Oy ' v -  Ox " 
In this way, the Stokes equations (5), together with the boundary conditions (2), become 
A2W(x) = 0, x E D, 
VW(x)  = ( -vk,  uk) - ~k (x - xk), x ~ rk. 
(s) 
Following the discussion of Mikhlin and others [23-25], we note that any plane biharmonic 
function W(x, y) can be expressed by Goursat's formula as 
w(x ,  y) = Re (~¢(z) + X(z)), 
where ¢ and X are analytic functions of the complex variable z = x + iy, and Re(f) denotes the 
real part of the complex-valued function f. The functions ¢(z) and ~b(z) = X'(z) are known as 
Goursat functions. A simple calculation leads to Muskhelishvili's formula 
OW OW 
0~ + i-ff~, = ¢(z) + z¢,(z) + ¢(z),  (9) 
Y 
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which provides an expression for the velocity in Stokes flow. Other physical quantities of interest 
can be expressed in terms of the Goursat functions, such as the pressure and vorticity ~ = V x u, 
¢ + ip = -4¢'(z). (10) 
The Cartesian components of the stress tensor are given by [26]: 
Elxx = 2 Im [2¢'(z) - g¢"(z) - ¢'(z)], 
l~y~ = 2 Im [2¢'(z) +-5¢"(z) + ¢'(z)], (il) 
~x~ = ~x = -2  Re [~¢"(z) + ¢'(z)]. 
Muskhelishvili's formula (9) allows us to reduce the problem of Stokes flow into a problem in 
analytic function theory, namely, that of finding ¢ and ¢ which satisfy appropriate conditions on 
the boundary F. The no-slip boundary conditions are 
¢(r) + t¢'(r) + ¢(r) = iUk - ~2k (r - za), r E rk. (12) 
We have equated the point x E R 2 with the complex point r E C if x E F, Uk = Uk + irk, and 
zk = Xk + iyk. If we are solving problems in a semi-infinite domain, then Muskhelishvili's formula 
must also satisfy a homogeneous condition on Fw, and this is achieved through the Method of 
Reflection as discussed in the following section. 
In [14], we did not discuss the hydrodynamic forces acting on solid boundaries, and we now 
derive expressions for these forces in terms of the Goursat functions. An expression for the 
hydrodynamic force acting on particle k, FO = (F~ + iF~) h, is obtained by substituting (11) 
into (4) and using nds= idz on I'k: 
k 
=2fr  a (¢ -z¢ , -¢ )  
k 
= 2[¢ -z¢ ' -¢ ]~ k . 
Here, [f(z)]rk means the increment in f(z) as the curve ra is traversed in the clockwise direction. 
Since pressure is a single-valued function, [z¢ -7] = 0 about any closed curve, and the above reduces 
to 
F0 =2 [¢ -V] r  ~ . (13) 
An expression for the hydrodynamic torque acting on particle k is 
Th = - Im {2 j[rk (Z -  zk)d-¢- ( z -  zk) d(-2¢') - ( z -  zk) d¢ } .  
Integrating the second term in the integrand by parts and using the fact that ¢' is a single-valued 
function, we get 
Th =- Im{2f r  ( z - zk )d -¢+-2d¢- (z -zk )d¢}  
k 
} = - Im 2 (z - Zk) de + (-~ - -2k) de + -2k de - (z - zk) de 
k (14) 
= - Im/2 /  2Re((z--zk)  d-¢)+-Skd¢-- (z- -zk)d¢} 
k JFk 
=-- ' Im{-g.[¢]r . - -  f r  ( z - z . )d¢  }.  
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4. THE SHERMAN-LAURICELLA INTEGRAL EQUATION 
In [14], we developed integral equation methods which solve the Resistance Problem. That 
is, given the rigid-body motion of the particles Uk and ilk, find the Goursat functions which 
satisfy (12). From these Goursat functions, we can then calculate the hydrodynamic forces 
from (13),(14). We will use solutions to Resistance Problems to compute the particle trajectories 
based on solving the initial value problem (7). Since these methods are discussed in [14], we 
will not discuss them in detail here. The inverse of the Resistance Problem is the Mobility 
Problem: that is, compute the rigid-body motions needed to maintain a force-free configuration 
in the assemblage ofparticles. It is solutions to the Mobility Problem that are used in computing 
particle trajectories based on solving (6). We discuss methods for solving problems of this type 
in detail below. 
4.1. Unbounded Domains 
We start with the representations for the analytic functions ¢(z) and ¢(z) similar to those 
established in [14], 
M 
¢(z) = ~-~1 ~r ~w(~) d~ + ECm log (z - Zm) 
m=l  
M 
1 ~rW(,)d ~÷w(~)d~ 1 f r  ~w(~)d~+E bra (15) 
¢(z) = 7 -  z 2. i  z =zm 
m=l  
M 
m-~ l Z - -  Z m 
In the preceding expressions, w(~) is an unknown complex density, C,n are complex constants, 
and bm are real constants. 
The velocity field produced by the singular source of strength Cm corresponds to a Stokeslet. 
Similarly, the singularity with strength bm produces a Rotlet. Stokelets and Rotlets are funda- 
mental solutions to the Stokes equations (cf. [20]) and play an important role in constructing non- 
singular integral equations [12,14]. These singularities have an important physical significance in 
this representation, namely, that their strengths are related directly to the hydrodynamic forces 
and torques acting on the particles. Using the representations for ¢ and ~ and substituting 
into (13), we can see immediately that the hydrodynamic force acting on particle k is related 
directly to the strength of its Stokeslet, 
F H = -8~riCk. (16) 
Similarly, the hydrodynamic torque is given by the strength of the Rotlet, and from (14), we 
arrive at 
T H = 47rbk. (17) 
In computing the solution to a Resistance Problem by the methods discussed in [14], the source 
strengths are given in terms of the complex density: 
Ck= fr w(,)ds, bk=i~r Cd(T) d-T--W(T)dT. 
k k 
Thus, the source strengths are computed as part of the solution for given rigid-body motions of 
the particles. In the Mobility Problem, the values of Ck and bk are fixed by the applied forces 
and torques according to the Quasi-Static Approximation, 
Ck -  f~ bk= T~ (18) 
8~ri ' 47r '
and the velocities Uk and ~k are computed as part of the solution. 
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If we let z tend to a point r on the contour F and use the classical formulae for the limiting 
values of Cauchy-type integrals, we obtain from.(12) the Sherman-Lauricella integral equation 
for the Mobility Problem: 
1 f rw({)d ln~-r  + _ 
where 
l fr { - r  ~ ( { ) d -~ _ .~ - iUk + ~k (r -- Zk) = g(r), (19) 
M 
g( r )  = - 2cm log  I r  - z , .  I + m_  - , 
rn=l  T -Zm = T - -  Zm, 
and the values for Cm and bm are determined through (18). To compensate for the increase in 
system size by having unknown particle velocities, we add the following 2M constraints: 
fr, w(~)ds=O' i frkw(r)d'~-w(rldr=O' k=l , . . . ,M .  (201 
Note that the integrals in these constraints represent the strengths of the sources in the integral- 
equation formulation of the Resistance Problem. Assuming that the contours themselves are 
smooth, this form of the Sherman-Lauricella equation is a Fredholm equation of the second kind 
with smooth kernel, and the Fredholm alternative applies. We omit a proof of invertibility of 
the integral equation, since it follows the lines of the standard proof in [24,25] for the elasticity 
problems and [13] for the analogous integral equation in primitive variables. 
4.2. Semi-Infinite Domains 
The leading terms in the velocity in the far field based on the representations given by (15) are 
VW ,~ 2 Cm log Izl + e argz, Izl -+  
m=l  
In order to have bounded growth in the velocity at infinity, we require that 
M 
ECm = 0. (21) 
m=l  
Thus, to solve the problem of Stokes flow in an unbounded domain with bounded velocity in the 
far field, the total hydrodynamic force from all of the particles must be zero. This is consistent 
with an interpretation f Stokes Paradox given in [13,27]: two-dimensional flow around several 
particles each moving with a constant velocity in an unbounded domain with a bounded solution 
at infinity has a nontrivial solution only if the total resulting force is zero. Thus, we will be unable 
to solve a problem of sedimentation through a quiescent fluid in a two-dimensional unbounded 
domain, for example. 
One way of breaking the conditions for Stokes Paradox is to introduce an infinite wall into the 
fluid domain and assume that the particles are embedded in a half-space S. We use this domain 
to study particles edimenting towards or parallel to a plane wall. By convention, we assume 
that S is the the upper half-plane so that the wall boundary Fw is given by y = 0. In [14], we 
gave some formulas to modify the representations (15) to solve problems in the half-space S with 
homogeneous velocity boundary conditions on Fw. We include these here for completeness. 
Suppose now that ( 6 S and that the Goursat functions ¢ and ¢ are expressed as Laurent 
series about the point if: 
c~ O~k oo ~k  
k=l  k----1 
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Let ¢I and 13I be reflected Laurent expansions about the point 7, so that 
( z -  ¢-) ( z -  ¢-) 
In order to impose zero velocity (or zero stress) conditions on OS, we must satisfy 
for r E OS. 
relations 
75 
¢(~) + ~¢'(r) + 13(~) + ¢i(r)  + ~¢~(~) + 13~(~) = 0, 
Matching appropriate terms, a straightforward calculation yields the recursion 
7k = k~ + (k - 1 )~- -~_~ - Z-;, 
~k = kTk + (k -  1)~Tk-1 -H~.  
Logarithmic sources are handled in an analogous fashion. If 
¢(z )  = A log(z  - ¢), 
- AT 
13(z) = A log(z - ~) (z - ¢)' 
then the image sources are 
¢, (z )  = -A log(z -~)  + 
13I(z) = -A log  (z -~)  + 
(z -~)  ' 
+ 2 
(Note that there is a small correction to the formula for !31 reported in [14].) None of the terms 
from the reflected Stokeslet or Rotlet will contribute to the force or torque acting on a particle, 
thus (18) still holds. 
5.  NUMERICAL  METHODS 
We solve the initial value problems (6) and (7) to compute the particle trajectories using 
RKSUITE [28]. This requires writing these systems in the following form: 
d17 
d--t = [ ( t ,  y-') , !7(0) = Yo, 
where g is the vector of unknowns and go are the initial conditions. In the case of solving (7) for 
M particles, g is a vector of length 6M describing the particle positions zk, orientation 8k, and 
velocities Uk and f~k. The right-hand side f(t,  y~ contains the velocities and the forces and it is 
constructed from the solution to a Resistance Problem. In the case of solving (6) for M particles, 
17 is a vector of length 3M describing the particle positions and orientation. The right-hand 
side f(t,  y-~ contains the velocities which are found from the solution to a Mobility Problem. 
Numerical methods for solving the integral-equation formulation of the Resistance Problem are 
given in [14], and methods for solving the integral equation formulation of the Mobility Problem 
are discussed below. 
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5.1. Numerical  Solution of the Integral Equat ion 
In order to solve the Sherman-Lauricella equation (19), we use a Nystr6m discretization based 
on the trapezoidal rule since it achieves uper-algebraic convergence for smooth data on smooth 
boundaries. For this, we assume that we are given Ark points on each contour Fk, equispaced with 
respect o some parametrization T k : [1,Lk] --~ Fk. Associated with each such point, denoted 
by ~.k, is an unknown value w]. The derivative (Tk) ' will be denoted by a k and we assume 
that we axe given the derivative values a] at the discretization points. The step length in the 
discretization is defined by hk = Lk /Nk  and the total number of points is 
M 
N=~-~Nk. 
k=l 
After discretization, we have 
M N,~ M Nm 
~+ S ,E~: I (~L~)~+ S,S~s(~L~:)~-v-~u~+~(q-z~)=gL (22) 
m=l  n=l  m=l  n=l  
where g] = g(~) and the kernels K, and Ks are given by 
Ks ~ ~ -hm ( ~:  ~-~ ( i f -  ~:) (23) 
When T: = Vn m, K1 and Ks should be replaced by the appropriate limits 
K1 (T3k',T k) = h' '[~2l 2---~n/ 
Ks('~Lr~) = h~ ~(~)~ (24) 
-V~ J l# l '  
a denotes the curvature at the point r~. (If the curvature data is not given, the smooth where aj 
kernels Kt and Ks can be interpolated to high order accuracy directly from the definition.) 
Discretizing the constraint equations (20) yields 
Nk N~ 
hk Ew k =0,  ihk Ewkak- -wka  k =0. (25) 
/=1  /=1 
It should be noted that system (22) and (25) is not simply a complex linear system for the 
m since the conjugate values w---~ appear in each equation as well. We could, of course, unknowns w n 
expand (22) in terms of the real and imaginary parts of w~, but instead we will write the system 
as  
I + K I  + K2C V 
where C denotes the conjugation operator, and 
(~,  , ,~ ,  ,~)T  
. . . ~ 5dN1, . . . . .  
~--- (U1 ,  i l l , . . . ,  UM, ~'~M) T , 
M T ~= (g1',...,g11,...,gff,...,gN~) • 
(26) 
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The 2N by 3M matrix V represents he influence of the unknown particle velocities in the discrete 
integral equation and the 3M by 2N matrix F = F1 + F2 C represents the discrete constraint 
equations in (25). 
In our implementation, the matrix equation (26) is solved iteratively using the generalized 
minimum residual method GMRES [29]. We use a preconditioner which eliminates the influence 
of the unknown velocities, thus instead of solving the linear system (26), we solve the system 
where K = K1 ÷K2C. It is easy to verify that the rank of the preconditioned matrix is determined 
by the integral operator terms K1 and/(2 but is no longer affected by the block matrices V or F. 
At each iteration, it is necessary to invert the preconditioning matrix. This is accomplished as 
follows. We first form the 3M by 3M Schur complement S in the preconditioner 
0), 
given by 
S -= -FV. (28) 
We then compute and store the LU factorization of S by standard methods. To solve the linear 
system 
we first solve 
and then compute z~ from 
Sz~ = r~ - Fr~, (30) 
z~ = r~ - Vz~. (31) 
The initial factorization requires approximately 9M3 operations, while backsolving requires 9M 2 
operations at each GMRES iteration. While this becomes xpensive in examples involving a
large number of particles, preconditioning si nificantly enhances the performance of GMRES 
for moderate values of M. For large values of M, it would be preferable tosolve (26) without 
preconditioning (cf. [14] for a discussion on preconditioning and GMRES). 
As discussed in [14], the bulk of the work at each iteration lies in applying the full matrix to 
a vector. The product 
I+K  V 
can be computed in O(N + M) time using the adaptive fast multipole method (FMM). It is also 
easy to extend the FMM to handle wall-bounded problems using the reflection formulae from 
Section 4.2. For further details, we refer the reader to the original papers [15-18,30]. 
Since the number of iterations needed to solve a Fredholm equation ofthe second kind to a 
fixed precision isbounded independent of he system size N, we can estimate he total cost of 
solving this problem by 
9M 3 + c(e) (9M 2 + C(e) N) ,  
where c(e) is the number of GMRES iterations needed to reduce the residual error to e and C(e) is 
the constant of proportionality in the FMM. Thus, for a problem with a fixed number of particles, 
the cost of solving the Stokes equations i  O(N). 
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5.2. Near Collisions 
The number of discretization points Nk needed to adequately resolve the solution to the discrete 
integral equation is based on the geometry of the individual particles and the proximity to 
neighbouring particles. As particles come into close contact, lubrication effects come into play 
and more points are needed in the discretization. In this section, we discuss an adaptive approach 
to ensure adequate resolution as particles change their orientation with respect o each other. 
Let 5kin measure  the distance of closest approach between particles k and m and assume for 
convenience that the mesh points are distributed equispaced in arc length. In order to fully 
resolve the forces, in the case of solving a Resistance Problem, or the velocities, in the case of 
solving a Mobility Problem, to the same precision e as solving the matrix equation, numerical 
experiments indicate that for particles in close contact he mesh spacing should satisfy 
1 
hk, hm < -:Skin. 
4 
An ideal mesh-adaption scheme would have local mesh refinement ear the points of close contact. 
However, based on our efficient O(N) method for solving the Stokes equations, we adopt a simple 
adaptive strategy which maintains an equispaced discretization by increasing the total number 
of points Nk. For increased efficiency during the course of particle simulations, we sacrifice some 
accuracy and relax the mesh spacing constraint to satisfy 
15 (32) hk,hm < ~ kin. 
(Experiments indicate that if we set e = 10 -1°, satisfying (32) ensures approximately six digits of 
accuracy in the resulting forces or velocities for each particle.) If at a given time step, the above 
constraint is not satisfied, the time step is restarted with the number of discretization points 
doubled and the time step halved. If the particles become well separated, the mesh spacing is 
doubled up to the original value. 
It is a nontrivial problem to determine whether or not a particular configuration of particles 
satisfies (32). Finding 5kin between all particles by directly comparing the distances between 
all points would require O(N 2) operations, and this would far exceed the cost of solving the 
integral equation. We determine 5kin by first bin sorting the particles. All of the particles are 
considered to be embedded in a large box and this box is subdivided into a hierarchy of meshes 
which refine the box into smaller and smaller egions. The next level in the hierarchy is achieved 
by subdividing each box in the current level into four regions and this subdivision continues 
until the width of the box at the highest level is just larger than 2 max k hk. The discretization 
points on the boundary of the particles are sorted into the finest subdivision of boxes based on 
their position and to check for points of closest approach, we compare points in a box against 
those in the box's nearest neighbours. If all of these points belong to the same particle, (32) is 
automatically satisfied since the width of each box is greater than 2 max k hk. In this case, no 
mesh refinement is needed. If any of the points belong to different particles, we compute and 
compare the distances to determine if (32) indicates that mesh refinement is needed. 
6. NUMERICAL  RESULTS 
The algorithms described above have been implemented in Fortran using double-precision 
arithmetic. Here, we illustrate their performance on a variety of examples. All timings cited 
are for a Sun Ultra 1. 
EXAMPLE 1. DRAG ON A CIRCULAR CYLINDER MOVING PARALLEL TO A PLANE WALL. In 
this example, we compute the drag acting on a cylinder of radius one moving parallel to a plane 
wall at unit velocity, and we compare our results to the asymptotic formula obtained by Takaisi 
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in [31]. This is an example of a Resistance Problem and we compute the force acting on the 
cylinder by solving the integral equation formulated in [14] and using the computed strength of 
the Stokeslet singularity C1 in (16). The drag is the component of the force acting parallel to 
the motion of the cylinder, and the computed rag is 
Dc = 8~ Im C1. 
Takaisi's scaled formula for the drag is 
DT ~- 
4~ 
ln(2d) - 1/4d 2' 
which is correct o O(1/d3), where d is the distance from the wall to the centre of the cylinder. 
Table 1 shows the comparison of the computed rag Dc and the asymptotic drag DT for different 
values of d. 
Table 1. Comparison of the computed rag Dc and the asymptotic drag DT for a 
circular cylinder moving parallel to a plane wall. The height of the cylinder above 
the wall is d, and C1 is the strength of the Stokeslet from the numerical solution of 
the integral equation. 
d 
2 
3 
4 
5 
6 
7 
8 
9 
10 
c1 Dc DT IDc - DTI 
--0.379663 i -9.541972 --9.492691 0.049281 
--0.283648 i -7.128852 -7.123867 0.004985 
-0.242314 i --6.090015 --6.088900 0.001115 
--0.218109 i --5.481677 -5.481310 0.000367 
--0.201785 i --5.071410 --5.071252 0.000158 
-0.189831 i -4.770973 -4.770913 0.000060 
-0.180593 i -4.538797 -4.538755 0.000042 
-0.173174i -4.352337 -4.352313 0.000024 
-0.167044 i -4.198274 -4.198261 0.000013 
In the computation of De, the boundary of the cylinder is discretized with 512 points and the 
Euclidean norm of the residual error in solving the discrete integral equation is reduced to 10 -8 . 
Notice in Table 1 that C1 is purely imaginary. This means that there is no component of force 
acting in a direction perpendicular to the motion. This is consistent with Takaisi's result in [32] 
in which lift occurs only if the weak effect of the fluid inertia is included through an Oseen 
correction. 
EXAMPLE 2. ROTATION OF A NEUTRALLY BUOYANT ELLIPSE IN A SIMPLE SHEAR FLOW. In 
this example, we consider the motion of neutrally buoyant ellipse in an unbounded shear flow, 
rotating under the action of the hydrodynamic forces. The shear flow is given by u = BY and we 
solve for a disturbance flow field which is bounded as ]z I --* c~. 
Jeffrey [33] obtained an analytical result for the rotation of an ellipsoid in a simple shear flow 
using the Quasi-Static Approximation. Feng and Joseph [21] showed that if the principle axis of 
the ellipsoid is kept perpendicular to the plane of the shear flow, Jeffrey's olution can be applied 
to a two-dimensional e lipse. For an ellipse described initially by x2/a 2 T y2/b2 = 1, the ellipse 
rotates with angular velocity 
= a2 ÷ b2 (a 2 sin 2 ~ ÷ b 2 cos 2/~), (33) 
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where ~ is the angle that the semiaxis of length a makes with the horizontal. This axis varies 
with time according to 
tan/~ = b tan { -ab~t  '~ 
a \a  2 + b 2 ) " 
We can check the spatial accuracy of solving the integral equation by computing the solution 
to the Mobility Problem for the instantaneous angular velocity of an ellipse with an aspect ratio 
of 10 : 1, i.e., the lengths of the semiaxes are b and a = b/ lO. The computed values of ~ are 
shown in Table 2 for increasing mesh refinement. In this example, the matrix equations are 
solved directly using Gaussian elimination, thus we introduce no errors associated with solving 
the matrix equations to some fixed precision e. The rapid convergence of the solution is consistent 
with the spectral accuracy of the discretization and the computed solution at N = 256 is exact 
to machine precision. 
Table 2. The instantaneous angular acceleration ofa 10 : 1 ellipse according to the 
Quasi-Static Approximation. The value calculated by solving the integral equation 
with N points on the boundary is fl C. The exact value is f~ = -0.9-'9~. 
N 
16 
32 
64 
128 
256 
nc  Inc - nl 
--1.144591383833847 1.544923739328568 x i0 -1 
-0.997549915636630 7.450905735640223 x 10 -3 
--0.990121047842313 2.203794132238368 x 10 -5 
--0.990099010013443 1.124529358520476 x 10 -1° 
-0.990099009900990 3.330669073875470 X 10 -16  
We use Jeffrey's olution to check our numerical results obtained by integrating (6). The aspect 
ratio of the ellipse is 2 : 1, and we integrate (6) until t = 17 which corresponds to two complete 
rotations of the ellipse. The boundary is discretized with 128 points, which fully resolves the 
spatial discretization, and the matrix equations at each function call in RKSUITE are solved 
using Gaussian elimination. We use a constant ime step of At = 0.1 and we carry out the 
integration with two different Runge-Kutta schemes: the first uses a (2,3) Runge-Kutta pair with 
a relative rror tolerance of 10 -3 and the second uses a (4,5) pair with a tolerance of 10 -5. With 
the (2,3) pair, 97 function evaluations are required by RKSUITE and the error in the axis angle 
at t = 17 is 1.606 x 10 -3. The (3,4) pair requires twice the work, with 206 function evaluations, 
and the final error is 5.271 × 10 -6. 
In [21], Feng and Joseph made a comparison between Jeffrey's orbit and the one obtained by 
including the particle inertia through integrating (7). They showed that the two solutions were 
qualitatively similar but a small cumulative deviation was seen. Their numerical method employs 
a spatial discretization of the fluid domain, thus requiring artificial computational boundaries to 
represent the far-field. We carry out the same comparison, however, our solutions contain the 
exact far-field behaviour as determined from the Stokes equations, thus we can eliminate the 
numerical artifacts associated with computational boundaries. We integrate (7) with a (3,4) pair 
and an initial angular velocity of -0.8/3 to be consistent with (33). A plot of the difference 
between the axis angles A0 between the two solutions is shown in Figure 2. In this plot, the 
Reynolds number based on the shear flow, Re = pb2]3/#, has been absorbed into t. The axis 
angle 0 as computed from Jeffrey's olution has also been included. As noted in [21], the particle's 
inertia causes a slight deviation from Jeffrey's solution, and this difference appears to grow in 
magnitude as time progresses. However, our results show a smaller and qualitatively different 
deviation. Specifically, the minimum difference in A0 occurs when the ellipse returns to its initial 
configuration, i.e., it has rotated an integer multiple of 7r, and in Feng and Joseph's results, the 
difference in A8 is near a maximum value at this configuration. 
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Figure 2. The rotation of an ellipse in a shear flow. The difference between the 
axis angle 0 from Jeffrey's solution (Quasi-Static Approximation) and the solution 
containing the effects of the particle's olid inertia is A0. 
EXAMPLE 3. THE MOTION OF NEUTRALLY BUOYANT PARTICLES IN A SHEAR FLOW. We 
study the quasi-steady motion of 16 star-shaped particles in a shear flow. The initial configuration 
consists of four clusters of four compactly spaced particles and is shown in Figure 3. Initially, 
each particle is discretized with 128 points and the initial time step is At = 0.05. A Runge-Kutta 
(2,3) pair is used in the time integration with a relative error tolerance of 10 -3, and the particle 
positions at three different imes are also shown in Figure 3. As time proceeds, the mesh is 
refined as needed and reaches a maximum of 2048 points per particle for a total system size of 
65,584 unknowns. The total CPU time needed to reach t = 15.5 is approximately 33 hours. 
As can be seen in Figure 3, the four clusters tend to rotate as rigid bodies, held together 
by the lubrication forces of their interactions. After a short time, the bottom two clusters 
become well separated from the top two, hence, the separate plots for these clusters at t -- 4.8 
and t = 15.5. Clearly, this example demonstrates the need for a local mesh-adaption strategy 
as using a large number of equispaced points is too prohibitive to study a larger collection of 
particles or to carry out this simulation for longer times. However, this example is still effective 
in demonstrating the ability of these methods to simulate the motion of particles of complicated 
shape at variable concentrations. Stokesian dynamics, for example, would require a significant 
amount of theoretical work to formulate the mobility matrix for the specific geometry of these 
particles and no information on the flow field could be obtained. Other integral equation methods 
would be too inefficient o compute much more than a single solution to the Stokes equations, 
let alone a simulation consisting of a series of solutions. 
EXAMPLE 4. SEDIMENTATION TOWARDS A PLANE WALL. In this example and the next, we 
consider the motion of particles settling in a quiescent fluid under the action of gravity. As 
discussed in Section 4.2, a consequence of Stokes Paradox is that we are unable to solve sed- 
imentation problems if the fluid domain is unbounded. Thus, we study these problems in the 
half-space, y > 0, with the fluid velocity being zero on y = 0. We choose as our characteristic 
velocity U = (Ps - p)Ag/81r#, (which could be thought of as a two-dimensional pproximation to 
a "terminal velocity"), where Ps is an average particle density and A is an average cross-sectional 
area. The scaled applied force is then 
87r(1- Pk/P) Ak f~ Ps/P) A rig, (34) 
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Figure 3. Neutrally buoyant particles in a shear flow. The direction of the shear flow 
is to the left, and the plots show contours of vorticity. 
where ng = - i  if we axe considering partiCles ettling towards a wall or ng= 1 if we are considering 
particles settling parallel to a wall. 
Here, we investigate the sedimentation of four identical cylinders initially located at the corners 
of a square of sides 1.5d, where d is the cylinder diameter. The quasi-static solution of spheres 
sedimenting in an infinite expanse of fluid (cf. [5]) consists of a periodic solution with the top 
two spheres penetrating the bottom two and reforming the square. In this two-dimensional 
simulation, the top of the square is at a height of 200d above a plane horizontal wall and the 
quasi-static solution will not be periodic due to the influence of this wall. The results of the 
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Figure 4. Four circular cylinders (d = 1) settling towards a plane wall, the top 
left-hand plot shows the initial configuration. The z-axis measures the distance the 
cluster of particles has settled, the location of the wall is at z = -199.25. The solid 
cylinders are from the quasi-static simulation, and the dotted cylinders show the 
positions when particle inertia is included. 
quasi-static simulation are shown by the solid curves in Figure 5 and the cylinder positions at six 
different imes are given by the solid curves in Figure 4. During the first cycle, the wall effects 
are weak and the square almost returns to its initial configuration. 
We also determine the effects of including the solid inertia of the particles. The positions in 
this simulation is shown as the dotted curves in Figure 4 and the change in formation during 
sedimentation are given as the dashed curves in Figure 5. At the end of the first cycle, the 
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Figure 5. The change in configuration as four circular cylinders ettle towards a 
plane wall (Example 4). The horizontal xis shows the vertical distance of fall. The 
solid curves are the quasi-static results and the dashed curves are the results when 
particle inertia is included. 
square has been transformed into a 1.56d x 1.75d rectangle (versus 1.54d x 1.8d for Feng and 
Joseph's results), and the size of this rectangle grows again during the next cycle. As witnessed 
in Example 2, including the particles' solid inertia again causes a cumulative deviation from the 
periodic structure of the quasi-static solution. 
EXAMPLE 5. A BIDISPERSE COLLECTION OF PARTICLES SEDIMENTING PARALLEL TO A PLANE 
WALL. We present he motion of cylindrical particles sedimenting through a quiescent fluid 
parallel to a plane wall at y -- 0. The assemblage of particles consists of larger particles that are 
denser than the fluid, P8 > P, and smaller, neutrally-buoyant particles. In the first simulation, 
the motion of 18 particles are studied. The initial configuration and the positions at five different 
times are shown in Figure 6. The number of discretization points per particle is initially 64 and 
reaches a maximum of 256 as particles came into~close contact. The initial time step is At = 0.01, 
the relative error tolerance in the time integration is 10 -3, and the total CPU time needed to 
reach the final configuration at t = 3.0 is approximately 3.9 hours. A similar simulation with 
32 particles is shown in Figure 7. This simulation took 156 hours of CPU time and the maximum 
number of points per particle reached 1056. 
7. CONCLUSIONS 
We have presented integral equation methods for computing the hydrodynamic nteractions 
among solid particles uspended in a creeping flow. From these interactions, the particle trajec- 
tories are determined either by using the Quasi-Static Approximation and solving a sequence of 
steady states or by directly integrating the particles' equation of motion. By formulating inte- 
gral equations, our method has a significant advantage over other particle simulation methods in 
terms of handling problems with complex geometry. The methods presented are fast: the solution 
procedure requires only O(N) operations, where N is the number of points in the discretization 
of the boundary. This efficiency is a great improvement over other integral equation methods, 
and it has enabled us to c~ompute he large scale examples given in this paper. 
The numerical simulation of the particle trajectories employs a simple adaptive strategy to 
increase the mesh resolution as particles come into close contact. While this works well for small 
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Figure 6. Eighteen particles edimenting through a quiescent fluid parallel to a plane 
wall (the direction of gravity is to the right). The smaller particles are neutrally 
buoyant and the larger particles are denser than the fluid. The plots show contours 
of vorticity. 
simulations, a more efficient mesh-adaption scheme which would locally refine the mesh near 
points of close contact is needed for more complex problems. This is currently being investigated. 
Another area of future research is to develop integral equation methods for the unsteady Stokes 
equations, which would enable us to carry out particle simulations which would include the 
unsteady fluid inertia effects. 
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Figure 7. Thirty-two particles edimenting through a quiescent fluid parallel to a 
plane wall (the direction of gravity is to the right). The smaller particles are neutrally 
buoyant and the larger particles are denser than the fluid. The plots show contours 
of vorticity. 
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