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I. INTRODUCTION 
Granular scour protections of rock or stone are often 
applied near hydraulic structures like groins, weirs, 
sluices, etc. The flow near these structures is usually non-
uniform. However, the stability parameter of Shields [1], 
which is the basis of most design formulae, was derived 
for uniform flows. Therefore physical modeling is still 
necessary for the design of bed protections in new 
configurations. Otherwise large safety factors have to be 
used. Contrary to this lack of knowledge, the computation 
of the hydrodynamics has increased immensely during the 
last decades. In this chapter we try to make the link 
between the output of such computer models and the 
stability of bed protections. Hereto a methodology for 
designing bed protections is developed, which is partly 
based on the approaches developed by References [2,3,4]. 
This model is intended in first instance for stationary, non-
uniform flows. 
In this paper first the general form of the stability model 
is described. The flow attack is assessed in a Shields-like 
parameter. The bed response (i.e. damage) is described by 
the (dimensionless) entrainment of bed material. The aim 
is to find a stability parameter that can predict the 
entrainment rate for various flow conditions. Next, the 
numerical method that is to be used to calculate the flow 
attack is assessed. The method that will be used is a 3D, 
Reynolds-averaged Navier-Stokes (RANS) model with k-ε 
turbulence closure. The turbulence intensity, which is an 
output of such a model, is needed for the estimation of 
damage to scour protections. Then the formulation of the 
stability parameter is determined. The parameter weights 
the velocity sources in the water column above the bed 
using a turbulence length scale. Then the relation between 
the new stability parameter and the entrainment rate is 
calibrated. To this end existing measurements are 
reanalyzed. Lastly it is evaluated how (already available) 
computations with a RANS model can predict the 
entrainment, and how the method can be used in design 
procedures.  
II. THE MODEL 
A. Flow attack 
A stability parameter of the form of the Shields 
parameter is used to quantify the hydraulic attack on the 
bed. Its general form is: 
Ψgen = U2 / ∆gd   , (1) 
where ∆ is the dimensionless submerged density of the 
rock, ρr/ρ - 1, ρr is the density of rock, ρ the density of 
water, g the gravitational acceleration, and d the stone 
diameter (usually the median nominal diameter dn50 is 
used for this). U is a typical velocity scale. For uniform 
flows the shear velocity u* is typically used in the Shields 
parameter. Reference [4] use a stability parameter of the 
form: 
ΨWL = < (ū +α√k) 2 >h/5+5d   / ∆gd n50   ,        (2) 
where ū is the mean flow velocity, α is an empirical 
parameter, k is the turbulence kinetic energy, and 
<…>h/5+5d is a spatial average over a distance of h/5+5d 
above the bed. 
Here a new parameter Ψnew with a new velocity term is 
used 
  
B. Bed response: Entrainment parameter 
The numerator in the parameter Ψgen is a measure of the 
flow attack on the bed. If the mechanisms causing stone 
displacement are correctly represented in Ψgen, with 
properly calibrated coefficients, then the value of Ψgen 
should determine the bed response for a variety of flow 
conditions – uniform and non-uniform. To check whether 
this is the case, or to which extent, a clearly defined and 
quantified measure of the bed response is required. This 
quantity should be dependent on the local hydrodynamic 
conditions, and should represent damage to bed 
protections.  
No clearly defined measure of damage is available at 
present. In physical model tests an arbitrary number of 
stones moving from an arbitrarily sized area of the bed 
protection is usually chosen as the initiation of damage. 
Also a time dependence should be added. Damage to a 
bed protection under a steady flow increases in time as 
due to turbulence fluctuations a stone is moved 
sporadically. The quantity that represents the volume (or 
the number) of stones that is picked up from a bed 
protection per unit of bed area and time is the entrainment 
rate of stones, E. This is a clearly defined quantity, which 
can be compared between different investigations in its 
dimensionless form: 
ΦE = E / √∆gdn50    , (3) 
The entrainment rate has the advantage that it is 
completely dependent on the local hydrodynamic 
parameters. Conversely, the transport and the deposition 
of bed material are dependent on hydraulic loads 
upstream; all the stones passing a certain cross section (i.e. 
transport) have been entrained upstream of this cross 
section. This means that it is fundamentally impossible to 
make a transport or deposition formula for non-uniform 
flow based on the local hydrodynamic forces only. 
 
To clarify this we can regard the sediment continuity 
equation – which was used by Reference [2] to estimate 
the evolution of damage in time. It can be rewritten as: 
dyb /dt = –(E–D) /(1–n)   , (4) 
where yb is the bed level, n is the porosity of the rock, and 
D is the deposition rate. Per definition D ≥ 0 and E ≥ 0. At 
places with maximum damage (high hydraulic loads), the 
deposition rate will be small. Therefore, if the non-local 
parameter D is omitted, the following time-dependent 
damage indicator is obtained:  
∆yb,t1,max = 1/(1-ε) ∫ 0t1 E dt   , (5) 
where the bed protection was constructed at t = 0, and 
∆yb,t1,max is the maximum lowering of the bed at t = t1, 
which is per definition larger than or equal to the real 
lowering of the bed. For a thin protection layer ∆yb,t1,max 
will probably have to be less than a few percent of the 
stone diameter to achieve a safe design. By neglecting the 
deposition of the stones a conservative (safe) estimate of 
the damage level is obtained. It was already mentioned 
that at places with maximum damage the deposition is 
expected to be small. Therefore ∆ yb,t1,max will be close to 
the real lowering of the bed, ∆ yb,t1. 
Using eq. (4) to estimate damage could lead to a false 
sense of safety. For example, if we imagine a stretch of 
bed protection with large and equal entrainment and 
deposition rates, we would not expect any damage 
according to eq. (4). Still many stones are picked up and 
deposited over time, increasing the chance that holes will 
develop in the bed protection, which could lead to failure 
of the protection layer. 
Also when a more classical critical-value stability 
approach is adopted, a low threshold value of the 
dimensionless entrainment parameter ΦE can be used as 
the mobility of the bed that is regarded as ‘initiation of 
motion’. The stability parameter corresponding to that ΦE 
can subsequently be determined. This critical stability 
parameter can then be used for designing bed protections. 
C. Aim 
The aim of this paper is to find a damage predictor for 
non-uniform flows. From the preceding it follows that this 
can be accomplished if an expression for ΦE is found, that 
includes the hydraulic forces in a representative way. The 
expression for ΦE should govern the bed response, 
expressed by the (dimensionless) entrainment rate. Hence 
there should be a unique relation: 
    ΦE  = f(Ψgen)   . (6) 
It must be determined which flow parameters can be 
used in the numerator of Ψgen and how they can be 
obtained from a numerical calculation. Measured 
entrainment-flow combinations for a range of non-
uniform flows will be used to find the formulation of Ψgen 
that gives a relation with the least scatter. If calibrated and 
verified, this relation can be the basis for a method of 
designing bed protections using numerical flow 
calculations. 
III. NUMERICAL MODEL 
The use of turbulence resolving simulations like large 
eddy simulations (LES) for the design of scour protections 
is computationally rather expensive, as flow during a long 
time has to be modeled, so the use of a Reynolds-averaged 
Navier-Stokes (RANS) model is preferred. These models 
directly compute the mean flow field, but need a closure 
to determine the turbulence viscosity. The k-ε model (k is 
the turbulence kinetic energy and ε is the turbulence 
dissipation) is widely used for this in the civil engineering 
practice, which makes it a logical choice to use. The k-ε 
model is a semi-empirical model with some fundamental 
shortcomings. The major one is that the k-ε model gives 
one turbulence length scale per point, so one cannot 
distinguish between different scales of turbulence at one 
position, e.g. scales connected to bottom turbulence and 
free turbulence. Still, in certain cases it can give a fair 
estimate of the mean flow and turbulence properties. 
However, assuming that the model gives the exact values 
for mean flow velocity ū, k, ε, and pressure p, still some 
problems remain.  
1. when knowing k, the ratios ı(u)2:ı(v)2:ı(w)2 (i.e. 
resp. the standard deviation of the streamwise, 
upward and transversal velocity components) are still 
unknown.  
2. the exact shape of the probability distribution of the 
velocity and therewith the probability of occurrence 
of extreme forces on the bed material, is not known 
(as k only describes the second-order moment of the 
velocity fluctuations). 
3. the usual boundary value for the near-bed value of k 
is: k ~ u*2. So using this k in the stability parameter 
in the form of eq. (1) will effectively yield the 
classical Shields parameter without turbulence 
effects. And this is what we wanted to avoid in the 
first place.  
The latter problem can be solved by using velocity 
sources from higher up in the flow. Reference [4] use this 
method. The problem with using sources away from the 
bed, however, is that the main (quasi-steady) forces are 
determined by the flow velocity very close to the stones, 
so it appears that velocities from higher levels in the water 
column cannot be used. 
A. Why use non-local parameters? 
Only near-bed velocities cause the quasi-steady forces 
on bed material. Therefore it does not seem correct to use 
velocities higher up in the flow. However, it has just been 
mentioned that using k obtained from a k-ε model at the 
grid point nearest to the bed will give a trivial answer that 
does not solve the problem of explicitly modeling the 
effect of turbulent fluctuations. But if we regard another 
previously mentioned ‘problem’ – that k only represents 
the second-order moments of the velocity components – it 
becomes possible to justify the use of values of k and ū 
from other positions in the vertical. The velocities at 
higher levels in the flow, where the length scale of the 
turbulence usually is of the order of the water depth, can 
determine the higher-order moments of the near-bed 
velocity fluctuations. A large length scale at a certain 
elevation implies that the turbulence structures from that 
elevation will have a greater chance of reaching the bed 
sporadically, bringing velocities of the order of magnitude 
of the velocity at that depth to the bed. These fluctuations 
may be rare and intermittent, and therefore hardly alter the 
intensity (i.e. ı(u)2) of the turbulence near the bed, while 
the probability of extreme forces on the bed is increased. 
This makes it plausible that parameters at different depths 
can – or rather should – be used to determine the extreme 
values of u near the bed. 
 
In light of the above the stability model based on the 
output of a hydrodynamic RANS model with a k-ε 
turbulence closure is developed in the next section. 
IV. NEW STABILITY PARAMETER USING RANS OUTPUT 
In this section possible ways to use the computed 
turbulence parameters in the estimation of damage are 
discussed. A new model is developed which estimates a 
representative ‘maximum velocity’ near the bed, and 
hence the ‘maximum’ quasi-steady force on the bed. An 
important new element is that the relative importance of 
velocity sources above the bed is determined using the 
relative length scale of the turbulence.  
A. Incorporating the length-scale of the turbulence 
A simple physical argument is used to determine a way 
to incorporate the turbulence length scale in the stability 
parameter. Both in uniform flows and non-uniform flows 
large-scale structures with increased u with a vertical size 
of the order of the water depth were seen to be present at 
the time of entrainment of the stone [5,6]. This is a 
rationale for using velocity sources from the whole water 
column for estimating the quasi-steady forces. Figure 1 
shows a simplified flow structure. This is used to obtain a 
relation between the computed parameters at a certain 
elevation and the (extreme) velocities that are 
subsequently caused near the bed.  
If we assume that the large-scale vertical velocity 
fluctuation at height y above the bed is proportional to √k, 
and has a certain horizontal length scale, LH, and we 
further assume that this is part of a large rolling structure 
with a vertical size equal to 2y, then conservation of mass 
(y u'b ≈ ½ LHv') leads to the approximate relation: 
u'b ~ √k LH /y   . (7) 
 As the flow structure also transports the mean 
momentum to the bed, we pose that the following velocity 
estimate could be used in a stability parameter: 
ub ~ (ū +α√k) LH /y    . (8) 
 Here (ū + α√k) is an estimate of the temporal 
‘maximum’ of the local velocity, consisting of the mean 
velocity plus a few times the standard deviation, as 
expressed in the term α√k, in which α is a calibration 
factor. As these ‘maximum’ velocities only sporadically 
reach the bed (they do not influence k near the bed), the 
spatial maximum over the depth of this temporal 
‘maximum’ is taken to represent the extreme velocity near 
the bed governing the low-mobility entrainment: 
ub,max ~ max [(ū+α√k) LH/y]    .            (9) 
The horizontal length scale is dependent on the kind of 
turbulence that is present. 
 
In addition it is necessary to restrict the intensity √k to 
the large-scale fluctuations, as only these fluctuations will 
reach the bed. For instance, it is not likely that a beginning 
mixing layer – that gives an intense small peak in the 
turbulence intensity – influences the stability of the bed.  
 
In case we use a k-ε model, we do not obtain 
information in the spectral domain, but we do obtain 
spatial information. We can argue that if a large-scale 
structure exists at a certain height, it will influence the 
turbulence intensities at all places surrounding this height 
that are not more than half its length-scale away from this 
point. Therefore, for the estimate of the large-scale 
intensity at height y we take the mean value of the 
turbulence intensities over a height between y +/- LH/2 to 
be the turbulence sources from that height that influence 
bed stability. In other words: the vertical turbulence 
intensity profile will be filtered by taking the moving 
average over the (variable) width of LH, written as <…>LH. 
 
After this filtering operation we multiply the resulting 
‘maximum velocity’ with LH/y in order to obtain the 
influence of the turbulence at height y on the bed. As a 
final step the velocity source causing the largest 
‘maximum velocity’ near the bed is taken as the velocity 
that governs the damage to the bed. Therefore the (vertical 
spatial) maximum of the (temporal) ‘maximum velocity’ 
(ū + α√k ) LH/y above the bed is chosen as the velocity to 
be used in the numerator of the new stability parameter: 
Figure 1. Model of large-scale eddy that causes damage. 
Ψnew = max [<ū+α√k>LH  LH /y]2 /∆gd    . (10) 
Next we need an expression for LH. 
 
B. Determination of the length scale 
Two methods were tried to obtain the appropriate 
length scale of the turbulence, LH: 
1. Using the dissipation length, Lε 
2. Using the Bakhmetev mixing length 
From the calculated parameters k and ε, the dissipation 
length scale: 
  Lε = k3/2/ε     ,     (11) 
can be obtained. This length scale might be used as LH in 
eq. (9). It is calculated by the flow model, so it is 
potentially a good length scale to use. In order to check 
whether this length scale can be used, it was compared to 
a measured length scale, the measured integral streamwise 
length scale, which is defined as [7]: 
    Lx = uc  ∫0∞ρuu(Ĳ) dĲ    ,        (12) 
where ρuu(Ĳ) is the auto covariance of u, Ĳ is a time lag, 
and uc the convection velocity of the flow structures. This 
can be determined from measurements.  This length scale 
seemed to be entirely not proportional to the calculated 
length scale  Lε (see for instance Figure 3 further on), so its 
use was aborted. 
 
As the use of the calculated length scale Lε was aborted, 
another length scale is used. This is the mixing length 
according to the Bakhmetev distribution, which is not 
dependent on the calculated turbulence field. This 
distribution is derived for a uniform open-channel flow 
but will be used for all flows. It reads: 
Lm = κhγ√(1-γ)     ,              (13) 
where γ = y/h, h is the water depth and κ is the Von 
Karman constant. As we use this length scale distribution 
for non-uniform flows, it is more an estimate of the largest 
possible structure due to the geometrical constraints of the 
bed and the free surface than an exact relation for the 
(integral) length scale. If we make this length scale 
dimensionless with the height we obtain the simple 
relation:  
Lm/y = κ√(1-γ)     ,          (14) 
This has a maximum near the bed, so when this is used 
in the stability parameter in eq. (9) it corresponds to fully 
taking into account the velocity sources near the bed, with 
a reduction towards the free surface. Intuitively this seems 
a very reasonable weighting function for the velocity 
sources.  
 
As the Bakhmetev mixing length is chosen as the length 
scale to use, the new stability parameter is formulated as: 
ΨLm = (max[<ū+α√k>Lm Lm/y ] )2 / (∆gd} .     (15) 
The different steps in finding the dominant velocity 
near the bed using this model are illustrated in Figure 2 for 
a uniform flow with an extra turbulence source at mid 
depth (γ = 0.5). The uniform flow is given by the law of 
the wall: 
ū/u* = 1/κ ln(y/y0)      ,        (16) 
where y0 is the roughness length. The turbulence intensity 
is given by the empirical relation [7]: 
k/u*2 = 4.8 exp(-2γ)     .           (17) 
 
V. PERFORMANCE OF THE METHODS 
Two methods for the description and prediction of flow 
attack on bed protections (i.e. the numerator of Ψgen) are 
checked against measurements in the following sections. 
These are: 
• An existing parameter ΨWL [4]: this uses (ū+α√k), 
averaged over a certain interval above the bed, eq. 
(2). 
• The present parameter ΨLm: this uses the maximum 
over the depth of the local values of (ū + α√k) 
weighted with the relative distance Lm/y [eq. (15)]. 
Figure 2. a) Vertical ‘maximum velocity’ distribution according to eqs. (16) and (17) with Gaussian bumps of two sizes, b) Bakhmetev mixing 
length. c) Estimate of the large-scale ‘maximum’ velocity. d) Relative influence of velocity at a certain elevation. e) The estimated influence of 
the large-scale turbulence on the bed. The vertical lines indicate the two maximum values.  
 
 
The classical stability parameter, the Shields parameter 
Ψ, which assumes that the turbulence velocity fluctuations 
are proportional to the shear velocity (eq. (1) with U = u* 
[1]), was not originally meant for non-uniform flows, but 
it is used as reference. 
Measurements of bulk entrainment are needed in order 
to find a quantitatively valid relation between a flow 
parameter and the stone entrainment rate; preferably for a 
range of flow configurations with a large range of relative 
turbulence intensities and types of turbulence.  
A. Data used 
In order to check the possible approaches for predicting 
damage outlined above, data are used of a number of 
different configurations measured at WL | Delft 
Hydraulics [4] and measurements at the Delft University 
of Technology of a backward-facing step [8], referred to 
as WL and DUT respectively. Velocity profiles (mean and 
fluctuating), as well as stone entrainment were measured 
for these configurations. The bed had a low mobility. All 
configurations have no variations in the transversal 
direction, which corresponds to the way the entrainment 
rate is measured. Furthermore, both free turbulence and 
wall turbulence are present with various values of the 
relative turbulence intensity. The following nine 
configurations are used (see also Figure 3). 
 
 
Figure 3. Longitudinal sections of the geometries used. Dashed lines are 
velocity-measurement locations.  
 
1–3: Uniform flow, h=0.25, 0.375 and 0.50 m (WL). 
4: Long sill, 1:3 lee-side, h= 0.375 m (WL). 
5–6: Increased large-scale turbulence, Q=83.4 and 
68.4 l/s (WL). 
7:  Short sill, 1:8 lee-side (WL). 
8:  Gate (WL). 
9:  Backward-facing step (DUT). 
 
Reference [4] calculated the flow characteristics of 
some of these configurations with a numerical model 
(CFX) using the k-e turbulence model, so the suitability of 
using a RANS model for determining stone stability can 
be evaluated. 
Next we briefly describe the data of the different 
measurements and calculations. 
 
1) Velocity data 
In the WL measurements the u and w velocities were 
measured using a two-component (x,z), forward scatter, 6 
mW laser-doppler velocimeter (LDV). An electro-
magnetic flow meter (EMF) was placed above the small 
measuring volume of the LDV, giving the x and y velocity 
components. As the measuring volume of the EMF is 
larger, the fluctuating velocities were underestimated. 
Therefore ı(v) was corrected using the ratio between ı(u) 
measured by the LDV and the EMF. The sampling 
frequency was 100 Hz. The calculations of the flow were 
done using the commercial CFX4 package. This uses a 
collocated grid and combined Cartesian and ı grid cells. 
The free surface option was used for all computations, 
except for the gate where it did not give stable results. The 
long sill was 5 mm too low, compared to the 
measurements. See Reference [4] for an elaborate 
description of the measurements. 
 
In the measurements by Reference [8] a rigid lid was 
put on the water surface. Only the u and w velocity 
components were measured, using an LDV similar to the 
one used by WL. The sampling frequency was 100 Hz. 
The data were obtained from the graphs in the report. The 
velocity was measured at a lower discharge (Qmeas) than 
the discharge at which the entrainment was measured 
(QE). Therefore the mean velocities were multiplied by the 
correction factor QE/Qmeas and the turbulence kinetic 
energy by (QE/Qmeas)2. 
2) Stone data 
The specifications of the stones that were used during 
the WL and DUT experiments are given in Table I. 
Now the determination of the entrainment rates from 
the measurements is described. 
In physical models damage to bed protections is usually 
measured by applying the stones in the protection layer in 
transversely oriented strips with uniformly colored stones. 
The stones of a certain color that leave their strip of origin 
during a certain time-span stand out on the differently 
colored background and can easily be counted. A first 
estimate of the average entrainment rate in a strip, Emeas, is 
obtained by:  
Emeas  = ndn503 / AT    , (18) 
where n is the number of stones that have been removed 
from the strip, A is the area of the strip, and T is the 
duration of the measurement.  
These kinds of measurements can be used to obtain the 
required relation between a stability parameter Ψgen and 
the entrainment parameter ΦE. As the mobility of the bed 
and the hydrodynamic load both change in the flow 
direction, one configuration with several strips thus yields 
TABLE I.   
STONE CHARACTERISTICS 
Research dn50   [mm] 
dn85/d
n15 
[-] 
∆   [-] 
strip 
width
[mm] 
WL 6.2 1.51 1.72 100 
DUT 10.8 1.32 1.70 100 
several measurements of the required relation. 
However, the local entrainment rate is not determined 
exactly from these measurements, as some entrained 
stones will deposit in their strip of origin. This will lead to 
an underestimation – that turns out to be significant – of 
the entrainment rate. This underestimation should be 
corrected for in order to end up with a quantity that can be 
compared between different investigations. Reference [6] 
derived a correction method for this. Input to the method 
is the probability distribution of the displacement lengths 
of the stones. Using this method for the DUT data, where 
also the displacement lengths were measured, a corrected 
entrainment of Etot = 1.93Emeas is found for the DUT data. 
Assuming that the displacement lengths scale with d gives 
a correction for the WL data – where the strips were wider 
compared to the stone diameter – of Etot = 2.83Emeas. 
These corrected entrainment rates are used. At places 
where the entrainment rate was low the entrainment rate 
was averaged over a number of adjacent strips in order to 
reduce the measurement error.  
 
For cases 1, 2, 3, 5, 6 and 8 the entrainment in the first 
period was a few times larger than in the periods 
afterwards. This indicates that water-working occurred in 
this period. The real ‘strength’ of the scour protection can 
only be evaluated after water-working. Therefore the data 
of the first period were not used in the cases where water-
working was observed. For the other configurations the 
total number of entrained stones was measured only once. 
Here this total is simply used. 
B. Comparing measured and calculated flow fields 
As an example a typical calculated flow field is 
compared to the measurements. Figure (4) depicts the 
calculated and measured profiles of ū and k for the long 
sill calculation (case 4). Also the calculated length scales 
Lε are compared to two estimates of the integral length 
scale Lx from measurements [see eq. (12)]. One uses: 
uc = ū(z) (third panel in the figures), and one uses: 
uc = <ū>h (<..>h is the depth-average, bottom panels). 
 
 
Figure 4. Profiles of calculated (lines) and measured (dots) flow 
parameters over the long sill. The lower two panels show the length 
scales determined from the calculations (Lε, dots) and from the 
measurements (Lx, lines). 
1) Long sill 
Figure 4 shows the flow profiles for the long sill. The 
mean flow is calculated well, the turbulence intensity is 
reproduced reasonably. The turbulence intensity in the 
mixing layer is underestimated, and the maximum is 
situated too low. This leads to errors of the local 
‘maximum’ velocity, ū + 6√k, of roughly +/-30%, see 
Figure 5. A value of α = 6 is used, obtained from 
Reference [4]. The circles in this figure denote the 
positions of the measurements 1 m downstream of the sill 
and below the level of the sill crest. The diamonds show a 
comparison of the maximum values per longitudinal 
location, in order to see whether, besides a shift of the 
maximum value, also the magnitude of the vertical 
maximum is under-predicted by the calculation. It can be 
seen that the underestimation of the values cannot be 
explained completely by the shift of the maximum, but the 
underestimation of the maximum is less than when the 
velocity is compared at fixed locations. 
 
 
Figure 5. Profiles of calculated (lines) and measured (dots) flow 
parameters over the short sill. The lower two panels show the length 
scales determined from the calculations (Lε, dots) and from the 
measurements (Lx, lines).  
2) Gate 
The mean flow for the gate configuration (not shown) is 
simulated reasonably, although the mixing layer widens 
more quickly than measured. The turbulence intensity is 
not calculated very well. The origin of this error lies just 
upstream of the gate. This is an acceleration area with 
almost potential-flow-like behavior, so no turbulence 
production is expected here. However, in the acceleration 
area a high production of turbulence is calculated. 
Therefore, at the first measurement transect the turbulence 
profile is already completely wrong. This leads to an 
overestimation of the local ‘maximum’ velocity by more 
than 100%, see Figure 5. Applying a different grid 
upstream of the gate might solve this problem.  
 
3) Short sill: 
This simulation gives very good results (not shown), 
both for the mean flow and for the turbulence intensity. 
This leads to values of the local ‘maximum’ velocity with 
an error within +/- 10%, see Figure 5. The overestimated 
values with the circles are the lowest points of the 
transects on the sill, and are probably caused by the 
boundary condition. The underestimated values with the 
squares are in the deceleration area downstream of the sill.  
C. Entrainment under uniform flow 
First the entrainment curve from the uniform flow 
experiments (WL) will be established. The entrainment 
rate E was determined for all strips as explained in 
Reference [6]. In order to get a reliable estimate of E all 
these rates had to be averaged over a number of strips (this 
is possible as the flow is nearly uniform). For the 
experiment with h = 25 cm the average entrainment was 
determined over the first and the last 28 strips. For the 
other two uniform-flow experiments E was averaged over 
all 56 strips, as E was lower. The shear stresses for the 
first experiment were obtained from the CFX calculations. 
The flow velocity is slightly increasing due to the 
horizontal bed, therefore multiple ‘measurements’ can be 
obtained from one uniform flow configuration. The shear 
stresses for the other two measurements were obtained 
from the integrated log-law – eq. (16) – and the measured 
Q. The resulting E – shown in its dimensionless form in 
Figure 6 – has a strong dependence on Ψ, comparable to 
the Paintal curve for the sediment transport rate [9]. 
 
Figure 6. Measured entrainment under uniform flow (WL) as a function 
of Ψ.  
 
Under uniform flow, the entrainment parameter is 
correlated to all three stability parameters (Ψ, ΨWL, and ΨLm) in a similar way. Only the absolute value of the 
parameters is different due to the different implementation 
of the velocities in the different stability parameters. It. 
appears that all stability parameters describe entrainment 
(and hence damage) of stones well for uniform flow – at 
least for the present range of the relative depth, h/d that 
was used. An examination of the influence of h/d is given 
later.  
D. Entrainment under non-uniform flow 
As the calculated velocity and turbulence kinetic energy 
are only accurate for some cases, and are not available for 
all cases, we will use the ΨWL or ΨLm based on measured 
flow properties for comparison to observed values of ΦE 
for the various (non-uniform) flows. This will show which 
stability parameter is suited best for the prediction of 
entrainment of bed material, and hence damage to bed 
protections. 
 
First, for reference, the plot of the Shields parameter, Ψ, 
against the entrainment parameter for all cases is shown in 
Figure 7. The shear stress was evaluated using the first 
velocity point near the bed and the law-of-the-wall. Note 
the wide range of Ψ values, down to extremely low values 
(10–5) for which no motion would be expected in uniform 
flow. It is clear that no correlation exists between the two 
parameters. As the points with a high turbulence intensity 
give a large entrainment, but have a low mean shear 
stress, we can see a large number of points with a high ΦE 
and a low Ψ. Clearly there is no sensible relation between 
Ψ and ΦE for this variety of flow conditions.  
 
 
Figure 7. Measured ΦE versus the measured Ψ for a variety of flow 
conditions. For legend see next figure. The markers with arrows have 
ΦE = 0.  
Next we consider the possible relation between ΨWL 
and ΦE, the top plot in Figure 8. These variables are 
correlated, although still a large amount of scatter is 
present. The points with markers which have a (partly) 
circular shape can be regarded to represent rather uniform 
flow cases (i.e. the flow on the long sill and far away from 
the disturbance is regarded as almost uniform), although 
some cases are still slightly non-uniform. It is clear that 
these points give a reasonable trend. The points of the 
flow downstream of the long sill and just downstream of 
the large stones in the increased turbulence case are still 
on the high side of the data cloud. In these cases the 
entrainment increases for decreasing ΨWL. This indicates 
that the turbulence is still not incorporated very well. 
 
Finally the outcome of the new method is shown in the 
bottom panel of Figure 8. A few values for α were tried, 
but α = 6 yielded the best collapse of data. Note that no 
further fit coefficients are used in the determination of the 
maximum velocity used to predict the damage.  
 
 
Figure 8.  Top: measured ΦE versus the measured ΨWL for a variety of 
flow conditions. Bottom: measured ΦE versus the measured ΨLm for the 
same flow conditions. The markers with arrows have ΦE = 0. 
 
It can be seen that the points with high turbulence 
intensity that were relatively far on the left side of the data 
cloud in the top panel are now situated more in the 
neighborhood of the other points, although the scatter is 
still considerable. It seems that the new way of 
determining the quasi-steady forces is slightly better than 
the WL-method. It also turns out that the DUT data (BFS, 
case 9), which were also meant to be representative of 
‘initiation of movement’, actually had a larger entrainment 
parameter. This shows that using a subjective definition of 
initiation of movement will not yield consistent design 
criteria. As the correction of the entrainment rate is 
derived for uniform flow, the estimated entrainment rate 
might be slightly different. However, without correction 
the relative difference between the DUT and WL 
entrainment rates would even be larger. 
 
A tentative power law has been drawn more or less as 
an upper envelope of the data points for the new stability 
parameter in Figure 8:  
ΦE = ΦE,0 (ΨLm-ΨLm,c)p ,     for   ΨLm,c < ΨLm < 7 ,    (19) 
with ΦE,0 ≈ 5·10–8, ΨLm,c ≈ 1.2, p ≈ 2. 
 
The coefficient ΦE,0, the threshold value ΨLm,c, and the 
exponent p represent a conservative fit through the present 
data. As they have no clear physical meaning they cannot 
be used outside the present range of ΨLm. Still this gives 
the required relation between a stability parameter 
(including turbulence effects) and the entrainment rate. 
This can be used for the (preliminary) design of bed 
protections. Further validation of the technique and the 
values is still advised.  
E. Evaluation of new approach 
The measured values of ΨLm and ΦE show a clear 
correlation, although the scatter is still large. A plot of the  
calculated ΨLm and the measured ΦE is given in Figure 9. 
It shows that the calculated values of ΨLm are still 
correlated to ΦE. The scatter has obviously increased 
compared to Figure 8 (bottom panel).  
 
 
Figure  9. Measured ΦE versus the calculated ΨLm for a range of flow 
conditions. 
 
In Section V-B some calculations of the ‘maximum 
velocity’ ū + α√k were evaluated. The best computation 
gave local ‘maximum velocities’ that differed less than ten 
percent from the measured ones. This means that – with 
inclusion of the uncertainty in the ratio ı(u)/ √k – the best 
model results show an accuracy of roughly 15%. This is 
equivalent to an accuracy in the stability parameter of 
about 30%.  
 
Despite the enhanced scatter in the relation between 
ΨLm and ΦE in Figure 9, due to shortcomings of the 
applied computational models, it is believed that the 
calculations – if properly executed – can be used to obtain 
a fair estimate of the stability of a bed protection. This 
stability can for instance be plotted as the safety factor 
ΨLm,c/ΨLm(x,y), which will have to be sufficiently larger 
than one at all positions on the bed protection. It will thus 
be possible to obtain an estimate of the location, size and 
shape of possibly damaged areas.  
 
This kind of information can also be used to predict a 
stone size that will be stable, doptimum, using a safety factor 
s: 
doptimum = s ΨLm / ΨLm,cddesign    ,           (20) 
where ddesign is the diameter of the top layer of stone in the 
(preliminary) design. Based on the accuracy of the 
computational models, the safety factor has to be at least 
about 1.5, but in practice larger than 2. Note that if the 
stone size of the bed protection is changed, the calculation 
should be executed again, as a new stone diameter will 
also change the flow pattern. Reference [4] states that one 
iteration is sufficient. 
 
When we further regard the steep slope of the 
entrainment curve then we must come to the conclusion 
that the ‘gradual damage’ approach using eq. (4) or eq. (5) 
is not yet feasible.  
If the calculation accuracy increases, however, the 
gradual stability approach can be applied with increasing 
reliability. Care must be taken with the implementation of 
the grid and the boundary values of the computational 
model. 
VI. INFLUENCE OF THE RELATIVE DEPTH 
For uniform flows, the present model and the WL 
model give different results than the Shields approach for 
a changing relative depth. This is discussed in this section. 
The parameter ΨLm is evaluated by substituting eqs. (16) 
and (17), using y0 = d/15.  
 
Figure  10. ΨLm for uniform flow at critical conditions Ψc = 0.03, 
ΨWL,c = 1.2, as a function of h/y0. 
 
It turns out that this ratio is a function of the relative 
depth, h/y0 . For a realistic range of values of h/y0 = 102–
104, it increases by a factor of about 2.5. Using eq. (15) it 
is possible to see which value of the new stability 
parameter corresponds to the critical value of the Shields 
parameter, as a function of h/y0 . This is plotted in Figure 
10 for a value of Ψc of 0.03. It can be seen that ΨLm 
corresponding to Ψc is higher than the critical limit of ΨLm,c = 1.2. This means that the present method offers a 
conservative approach for uniform flow, especially for 
large water depths (low relative roughness). 
 
The ratio of the existing stability parameter ΨWL to the 
Shields parameter was analyzed as well. This ratio shows 
a very similar trend as the ratio ΨLm/Ψ. So in this respect 
the existing approach and the present approach are 
comparable. 
It is generally accepted that the critical Shields 
parameter remains constant for particle Reynolds 
numbers, Re*, larger than a certain value (≈ 500). 
However, the present model predicts an influence of the 
relative depth h/d on the critical shear stress for 
Re* >> 500. Therefore it seems that the stability 
parameters are not correct for uniform flows. Note 
however that the usual assumption that the critical Shields 
parameter is constant for very high Re* has not been 
proven empirically yet. Empirical evidence of these 
quantities is scarce and imprecise [10]. Furthermore, the 
critical Shields parameter is notoriously difficult to 
determine and its value is influenced by the method of 
determination [10]. 
 
The influence of the relative depth on the new models 
can be explained as follows. We regard a uniform flow. 
We slowly increase the water depth, maintaining a 
constant shear stress by increasing the discharge. In this 
situation the Shields parameter is constant. As the shear 
stress remains equal, the velocity profile near the bed 
remains the same (law of the wall). However, the profile 
is extended towards the new water surface. This means 
that the maximum and bulk mean velocity of the flow 
increase. When fluid with high velocity originating from 
near the water surface is transported to the bed by large-
scale turbulence, then the maximum velocity magnitudes 
occurring near the bed might increase. 
 
There is empirical evidence corroborating the above. 
Examinations of smooth wall flows show an increasing 
near-bed streamwise turbulence intensity with an 
increasing global Reynolds number Re [11, 12], which is 
due to extra large-scale velocity modes that appear in the 
flow. Note that Re = Re* h/d U/u* and that U/u* is an 
increasing function of h/d. Therefore an increasing h/d is 
equivalent to an increasing Re at a fixed Re*.  
 
The above is valid when the flow and the turbulence 
have adjusted to the roughness of the bed protection (i.e. 
developed turbulence). This occurs after a length of at 
least 30 water depths. Consequently this will hardly ever 
be the case for real bed protections, which usually have 
limited dimensions. Here usually the case of a roughness 
transition occurs. However, many prototype applications 
do have a relative depth that is much larger than the 
largest relative depth that can be realized in a flume. For 
instance, typical dimensions of an estuary are a velocity of 
1 m/s and a depth of 20 m. When gravel of about 5 cm 
would be applied here, this yields h/d = 400, compared to 
a typical h/d = 40 for flume situations. Therefore, although 
the uniform flow problem as described above is not 
expected to occur in reality, an influence of the relative 
depth could occur. Whether the newly proposed model is 
correct should therefore be checked at prototype scale as 
well. 
VII. CONCLUSIONS 
A method for evaluating the stability of bed protections 
under non-uniform flows (i.e. near structures) based on 
output of a 3D Reynolds Averaged Navier Stokes (RANS) 
model has been formulated. The profiles of the mean 
velocity and turbulence kinetic energy in the water 
column above the bed are used to formulate a local 
stability parameter [eq. (15)], which basically is a Shields 
parameter, adapted to account for turbulence of varying 
relative intensity. The entrainment rate is used as a 
measure of damage. The entrainment can be made 
dimensionless in an entrainment parameter [eq. (3)] which 
can be used to compare different investigations. It can be 
determined from conventional measurements (using 
colored strips) when a correction is made for the transport 
within a strip, and the increased entrainment rate during 
the initial water-working of the bed is not incorporated in 
the measurement. 
 
The measured values of the new stability parameter are 
correlated to the entrainment parameter. This indicates 
that the stability parameter represents the flow attack to 
the bed. A tentative relation between the stability 
parameter and the entrainment parameter is given by eq. 
(19). The existing stability parameter ΨWL was also 
correlated to the entrainment parameter with slightly more 
scatter, while the conventional Shields parameter could 
not predict the entrainment rate at all. 
The stability parameter was calculated reasonably well 
by the CFX model for most configurations. 
 
The relatively large influence of the turbulence (high 
value of α) in the stability parameter – which is based on 
the quasi-steady force mechanism – indicates that a 
different force generating mechanism (turbulence wall 
pressures) may be aiding in the entrainment of stones. 
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