Abstract. Multiple conventions have been adopted for denoting Interval Exchange Transformations (IETs). The "non-labeled" convention was the original, while the "labeled" convention has proven convenient when investigating Flat Surfaces as described by IETs. We establish the relationship between Extended Rauzy Classes, an equivalence class of combinatorial data related to IETs, under each convention.
Introduction
We begin as most papers on the subject tend to, an Interval Exchange Transformation T is defined by objects: a permutation π on N symbols and a vector of lengths λ. However, how π is actually defined varies and typically conforms to one of two conventions. In the "non-labeled" convention, π is a permutation on {1, . . . , N } that describes the reordering of sub-intervals I 1 , . . . , I N of I, where I i is of length λ i for λ = (λ 1 , . . . , λ N ) ∈ R N + . In the "labeled" convention, we instead have an alphabet A of N symbols. The lengths instead are encoded by λ ∈ R A + and π = (π 0 , π 1 ) is actually a pair of bijections π ε : A → {1, . . . , N } that denote the order of sub-intervals {I a } a∈A before and after T acts on I, where each I a is length λ a .
Under either convention, Rauzy Induction (on the right) defines equivalence classes for π's called Rauzy Classes (see [10] ). An Extended Rauzy Class is an equivalence class on π by Rauzy Induction on both the left and right.
In [2] , C. Boissy determined the degree of covering from a "labeled" Rauzy Class to its corresponding "non-labeled" Rauzy Class.
In this work, we provide the degree of covering from a "labeled" Extended Rauzy Class to its corresponding "non-labeled" Extended Rauzy Class. In particular, we show the following. Theorem 1.1. Let π be a "labeled" irreducible permutation on A, N = #A. If any Flat Surface that arises from π has singularities with degrees 1 , . . . , n , then #R lab ex (π) #R ex (π) = N !, if i = j for some i = j N !/2, all j are distinct.
Definitions
In this section, we will provide notation, conventions and definitions used in this paper. Once we establish our use of the symmetric and alternating groups on finite alphabets. We will then define "labeled" permutations, which we will call pairs, and define Rauzy Induction and (Extended) Rauzy Classes in this context. We then define the set of renamings of a pair, the main focus of our study.
From [5] , we recall switch moves, a sort of acceleration of Rauzy Induction. We also state some key features of switches as provided in that paper. Given a pair ("labeled" permutation) p, we define objects σ p , Π p and Spin(p). These objects relay information concerning the flat surfaces associated to p. We will mention this relationship for the reader with background in this area.
We end the section by restating Theorem 1.1 in terms of these objects.
2.1. The symmetric and alternating groups. Given a group G, we denote by < b, c > the subgroup of G generated by b, c ∈ G. We extend this definition to allow < b, H > to be the subgroup generated by b ∈ G and the elements in H ⊆ G. We will therefore allow generating sets to be combinations of elements and subgroups. Given finite alphabet A, let SYM(A) denote the symmetric group of permutations on A. Let ALT(A) denote the alternating subgroup of SYM(A). For µ, ν ∈ SYM(A), we use composition as group multiplication, (2.1)
We often represent elements of SYM(A) in cycle notation. Remark 2.1. By using the natural embedding, we will always assume SYM(B) ⊆ SYM(A) for subalphabet B ⊆ A. This is typically considered to be collection of irreducible permutations when considering permuations on alphabet A. See [3] , [9] and [12] for uses of this convention. However, we wish to make the distinction between such "permutations" and bijections on {1, . . . , N }.
If ν : A → A is a bijection and p = (p 0 , p 1 ) ∈ PAIR(A), then we define
Because this paper is focused on combinatorics, we will simply define Rauzy Induction from the left and right as bijections on PAIR(A). If p ∈ PAIR(A),
where N = #A, by Equation (2.2). Therefore the following are well defined. Also, the fact that Ruazy Induction on p ∈ PAIR(A) yields another element of PAIR(A) is well known and will be accepted in the definition. We refer the reader to [10] and [12] for definitions of Rauzy Induction motivated in terms of IETs.
where z ε = p −1 ε (N ) and N = #A. The result of type ε left Rauzy Induction on p, ε ∈ {0, 1}, is p = (p 0 , p 1 ) ∈ PAIR(A) given by
From the definition of induction, for any p ∈ PAIR(A) and p = ωp for choice of induction ω, there exists n > 0 so that ω n p = p. It follows that there is a choice of inductive moves from p to q if and only if there is a choice of moves from q to p. Therefore the following definition does indeed describe equivalence classes under induction.
Definition 2.4. Let p ∈ PAIR(A).
The ("labeled") Rauzy Class of p, R lab (p) ⊂ PAIR(A), is the orbit of both types of right Rauzy Induction on p. The ("labeled") Extended Rauzy Class of p, R lab ex (p) ⊂ PAIR(A), is the orbit of both types of left and right Rauzy Induction. The "non-labeled" Rauzy Class (resp. Extended Rauzy Class) of p, R(p) (resp.
0 . These are subsets of SYM({1, . . . , N }) where N = #A.
Because these sets are all equivalence classes, they do not depend on initial choice of p. For example, R lab (q) = R lab (p) for any q ∈ R lab (p).
Definition 2.5. p ∈ PAIR(A) is standard if and only if
The following result was shown first in [10, Section 35] . Proposition 2.6. Every Rauzy Class contains a standard pair.
2.3.
Remanings. In order to prove Theorem 1.1, we will define an object that describes the covering of R ex (p) by R lab ex (p). We first motivate the definition: for p, q ∈ PAIR(A) (2.7)
In other words, p and q are in the same fiber over R ex (p) if and only if p and q are the same up to a renaming. We want to describe all such ν that may occur for
The following lemma establishes that renamings actually form a group. Furthermore, this group does not depend on which representative p ∈ PAIR(A) is chosen.
Lemma 2.8. Let p ∈ PAIR(A). Γ p is a subgroup of SYM(A), and if q ∈ R lab ex (p),
Proof. We first show that Γ p = Γ q . By definition, it suffices to show this statement if q is the result of exactly one move Rauzy Induction.
By verification, we see that if r = p • ν ∈ R lab ex (p) and u is the result of the same move of Ruazy Induction on r, then u = q • ν. Because u = q • ν ∈ R lab ex (p) = R lab ex (q), ν ∈ Γ q . We then conclude that Γ p ⊆ Γ q . Equality follows as Extended Rauzy Classes are two-way connected.
We now may verify that Γ p is a subgroup of SYM(A). Because p ∈ R lab ex (p), the identity element belongs to
2.4. Switch Moves. Switch moves were defined in [5] . We will mention relevant results concerning these moves here, as they will be recalled in later sections. The first type of switch move travels from one standard p to another in R lab (p).
we express p as
A {b, c}-switch move on p is a choice of Rauzy Induction moves on p resulting in p ∈ R lab (p), where
We call such a switch an inner switch.
The second type of switch move travels from standard p to another in R lab ex (p). Note that the resulting pair cannot be an element of R lab (p) as one of the letters that begins a row differs from the corresponding row in p.
An {a, d}-switch move on p is any choice of left and/or right Rauzy Induction moves on p resulting in p ∈ R lab ex (p), where
A {d, z}-switch move on p is any choice of left and/or right Rauzy Induction moves on p resulting in p ∈ R lab ex (p), where
We call either switch an outer switch.
The following result from [5] tells us that in order to find all standard pairs in a Rauzy Class or Extended Rauzy Class, it suffices to consider all standard pairs connected by switch moves. A surface associated to p from Example 2.14 and the permtuation σ p . Proposition 2.11. Let p, q ∈ PAIR(A) be distinct standard pairs. Then q ∈ R lab (p) if and only if p and q are related by an inner switch path, one composed of only inner switches. Also, q ∈ R lab ex (p) if and only if they are related by a switch path, which may be composed of both inner and outer switches.
2.5. Surface Properties. The following are combinatorial objects that describe various properties related to Translation Surfaces that arise from p. The remarks included are meant to relate the information here directly to those properties. The reader may choose to skip these remarks if desired, as the combinatorial information is the only necessary component for this work.
Remark 2.13. This is similar in construction to σ as defined in [11, Section 2] . The object here is designed to describe the following (given a surface associated to p): for every b ∈ A \ {a}, p 0 (a) = 1, travel clock-wise around the left vertex v of the edge labeled b until first arriving at a vertical saddle connection of v. Name a small segment that begins at v of this sadde connection b. For the letter a, instead travel until reaching the first horizontal saddle connection, and name a small segment of this connection beginning at v with the letter a. See Figure 1a for an example.
Then σ p describes the order these named segments are encountered when moving in a clock-wise direction around each vertex v (see Figure 1b for an example). Note that if there are + 1 different vertical segments beginning at vertex v, v represents a singularity of degree . Therefore, the cycles of σ p are in bijective correspondence to the singularities of the surface.
While the letter a is not needed in the above description, it does "mark" a singularity. This choice of singularity remains fixed throughout pairs in a Rauzy Class (see [1] ). 
As indicated in Remark 2.13, we will want to extract two properties from σ p : the letter a ∈ A so that p 0 (a) = 1 and the action of σ p restricted to A \ {a}. The object Π p defined here achieves these objectives.
otherwise.
We will denote Π p by 
Remark 2.17. By Remark 2.13, we conclude that the cycles of Π p (except [m p ]) now relate uniquely to a singularity and the cycle has length + 1, where is the degree of the singularity.
There statement of Theorem 1.1 uses the numbers of degrees of singualrities to determine which value N !/2 or N ! is achieved. By Remarks 2.13 and 2.17, we may instead speak of the length of cycles in Π p . Definition 2.18. If p ∈ PAIR(A), then P p is the unordered list of cycles lengths with multiplicity inσ p , excluding (m p ). We call P p simple if each value is multiplicity one.
Example 2.19. If p is from Example 2.14, then P p = {3, 3} = {3 2 } and is not simple.
Remark 2.20. We now see directly that P p = { 1 + 1, . . . , n + 1} where 1 , . . . , n are the degrees of the singularities with multiplicity that occur in any Translation Surface associated to p.
In this work, we will use the parity of spin structure, Spin(p), for a pair p. This is a value in {0, 1} mentioned in [8] that distinguished Extended Rauzy Classes. We will not discuss the formal definition here but rather encourage the reader to look at [8] and [13] as references for the following result. 2.6. Reduction of Theorem 1.1. We now may present a more direct theorem given the definitions from this section. As the proof indicates, this result follows from Propositions 5.6 and 6.1 that follow. We then show that this result implies Theorem 1.1.
Proof. By Proposition 5.6, ALT(A) ⊆ Γ p . By Proposition 6.1, if P p is simple Γ p = ALT(A) and if P p is not simple, Γ p ALT(A). Becuse Γ p is a group by Lemma 2.8, Γ p = ALT(A) in this case.
Proof of Theorem 1.1. Consider "labeled" permutation p and "non-labeled" π =
So for every π with associated to p , there are exactly
If 1 , . . . , n are the singularities associated to p, then
and all j are distinct if and only if P p is simple. Therefore
by Theorem 2.22. We conclude the proof, as #ALT(A) = N !/2 and #SYM(A) = N !.
Invariant Properties
We provide in this section results that show the invariance of many of the objects defined in Section 2 within Rauzy and Extended Rauzy Classes. We provide references for proofs not included here.
Proof. The proof that σ p = σ q is from [5] . Because Π p is defined by σ p , this result follows as well.
where
Remark 3.3. The definition given for the right action of SYM(A) on Π p was chosen so that if ν, η ∈ SYM(A) and p ∈ PAIR(A), then
Definition 3.4. Let p ∈ PAIR(A) be standard and q the result of switch move ω on p. We define the permutation µ ω by
if ω is an {a, b}-switch where a = p
, and µ ω is trivial otherwise. If ω = ω 1 . . . ω k is a switch path from standard p to q, then we define µ ω by
Lemma 3.5. If ω is a switch path leading from standard p to q, then
Proof. This may first be verified for the case when q is related to p by exactly one switch move. We then proceed by induction. If q is the result of n + 1 switches on p, let ω be the first n switches with result q and ω n+1 be the final switch from q to q. Then
, then q is the result of a switch path ω from p. We see then that
and so µ
This corollary already follows from [8] , but we mention it here as its proof is short given the above lemma.
Proof.σ q is conjugate toσ p by Lemma 3.5. The number and orders of cycles of a permutation is invariant under conjugation.
Proof. By Lemma 3.5, if ν ∈ Γ p then ν = µ ω · η where µ ω , as given in Definition 3.4 for any switch path ω from p to p • ν, and η ∈ Z p•ν are both even.
The following proposition tells us that, when it is well defined, Spin(p) is an invariant of an Extended Rauzy Class. See [7] and [4] for references and proofs.
Proposition 3.8. If p, q ∈ PAIR(A) belong to the same Extended Rauzy Class and P p = P q contains only odd cycles (i.e. Spin(p) and Spin(q) are defined), then Spin(p) = Spin(q).
3.1. Prefix Insertions. We define in this section the notion of prefix insertions, maps that send a pair p in PAIR(A) to a pairp on a larger alphabet. We consider the effect of switch moves on insertions. Specifically, inner switch moves commute with insertions while outer switch moves generally do not.
is a prefix insertion on p given bŷ 
If we consider a pair p and pairp given by a fixed insertion rule, we want to know how the same switch move ω affects the relationship between the resulting pairs q = ωp andq = ωp. The next lemma explicitly gives the insertion rule, which may be different than the original, such thatq is the result of an insertion on q. In particular, we note that if ω is an inner switch move then the insertion rule is unchanged. 
Reduction to Block Permutations
In this section, we will present results that show convenient forms of pairs occur in every Ruazy Class and Extended Rauzy Class. Therefore, by Lemma 2.8 we may restrict our arguments to such pairs in order to prove our main result.
For the remainder of this paper, a block in standard p = (p 0 , p 1 ) ∈ PAIR(A) is any set B ⊆ A such that p 0 (B) = p 1 (B) = {k, . . . , k + #B − 1} for some 1 < k < #A − #B − 1. Note that this does not necessarily imply that each letters in B appears in the same position on both rows of p. We will also use the term block to refer to the pattern that occurs in p on letters in B.
4.1. Special Blocks. We say that a standard p ∈ PAIR(A) is composed of blocks
(1)} are the first and last letters of each row of p, all B j 's are pair-wise disjoint and for each j ≥ 1 the set B j forms a block in p. We refer the reader to [6] and [5] for proofs of the following. (0) An empty block.
(1) Of the form a 1 a n a 2 a n−1 . . . . . . a n a 1 for some n ≥ 2. (2) Of the form
for some m, n ≥ 0.
Pairs of this form will be very helpful for the proofs that follow, and we will already see one immediate benefit: for such p such that Spin(p) is well-defined, this value may be calculated quite easily. The following Lemma and Corollary are direct results from Section 2.1 of [6] . The next proposition is a result in [5] , and it is essential to the main result of that work. This is a combinatorial statement of one implication of the classification theorems from [8] .
Proposition 4.4. For every p ∈ PAIR(A) there exists q in the Extended Rauzy Class of p so that q is composed of blocks and is of one of the following forms:
(1) Hyperelliptic: q is composed of at most one block of Form 1 and the remaining blocks are empty. Proof. The reader may directly verify that p of Type 1 can only have Type 1 pairs in its Extended Rauzy Class. Otherwise P p and Spin(p) (which is well defined for p of Types 2 -4) uniquely determine a Type. By Corollary 3.6 and Proposition 3.8, any q in the Extended Rauzy Class of p must satisfy P q = P p and Spin(q) = Spin(p). So if q is of a Type, it must be the same Type as p.
One final result also comes from [5] . 
4.2.
Prefix Insertions: Combining Blocks. As indicated in Lemma 3.12, we may apply a fixed Prefix Insertion rule to all standard elements of a Rauzy Class, as inner switch moves commute with insertions. Therefore, ifp = INS x,b0,b1 (p) has a well-defined value Spin(p), then so doesq = INS x,b0,b1 (q) for every q ∈ R lab (p) and the spin values all agree. This argument was used in [2] . However, when considering Extended Rauzy Classes, this is no longer the case. In order to compensate, we must consider all Prefix Insertions that satisfy certain conditions. We then show a parity argument: two such Prefix Insertions on p with resulting pairsp and p satisfy Spin(p) = Spin(p ) if and only if Πp and Πp are related by an even permutation.
We begin with two introductory lemmas. In the first lemma, p ∈ PAIR(A) is composed of two blocks that each represent an odd length cycle of P p . The Prefix Insertion rule will result inp with one odd length cycle in Pp that satisfies Pp = P p , regardless of which insertion rule was chosen. The second lemma considers p so that P p contains exactly two cycles, each of even length. Again, the resultingp has exactly one cycle of odd length. However, the spin may vary depending on choice of insertion rule. 
satsfies the claim. If c = s, then we may perform a {c, s}-switch on p to get p of the form
where B 1 is a block with letters B 1 \ {c}. We verify directly that B 1 is not of Form
and note that p is just the result of a Prefix Insertion rule on r. By noting that σ r is just one cycle, 4.4 tells us that there exists r ∈ R lab (r) of either Type 2 or 4. This means that r is composed of exactly one block B 1 of Form 2 or (resp.) 3. Because insertion rules commute with inner switch moves, there exists
such that is the insertion on r (by the same rule as from r to p ) and so p ∈ R lab (p). By Proposition 3.8, Spin(p ) = Spin(p) and so B 1 must be of Form 2. Therefore, p is of the same form as p.
If 
If r = ωp and r = ω p, then r = r • ν, where ν ∈ Z r = Z p by Lemma 3.5, as µ ω and µ ω from 3.4 are trivial. By inspection, we see thatr =r • ν. We then conclude that Zp = Zr = Zr * ν = Zp * ν. Sketch of Proof. Our argument will follow a similar strategy to that of the previous lemma, so we will only explain the differences here. In the previous proof, we reduced to one simple base case, while there are two different cases here.
and Spin(p) = 0 by Corollary 4.3. If insteadp = INS x,e,f (p), then
We may directly verify that Spin(p) = 1 in this case. To do this, we use Lemma We again will then consider a generalp and use inner switch moves and possibly an outer switch move (that involves z and not a) to transform any other insertion into one of the base cases. Proposition 3.8 then tells us that the base case is unique.
We now arrive at the main lemma of this section. We begin with a special form of p and define a class of Prefix Insertion rules so that:
• Each pair of even length cycles is combined into an odd length cycle, and
• once all cycles are of odd length, these are all combined into one odd length cycle. Because p is fixed in the lemma, the choices of which cycles are paired are completely determined.
Lemma 4.9. Let p ∈ PAIR(A) be composed of blocks and of the form
m, n ≥ 0, B j is of Form 2 or 3 for 1 ≤ j ≤ m and C j is of Form 4 for 1 ≤ j ≤ n. Let B j = B j ∪ {s j } be the subalphabets of A related to block B j , 1 ≤ j ≤ m and C − j (resp. C + j ) be the left (resp. right) subalphabet related to block C j , 1 ≤ j ≤ n. Here t j replaces the role of z in C + j . Consider the following choices of letters:
(1) x 1 , . . . , x m+2n−1 / ∈ A, x i = x j for i = j and (2) b 1 , . . . , b m+2n−1 , c 1 , . . . , c m+2n−1 ∈ A so that: Proof. By Lemma 3.10, we may choose to apply our insertions in any order. If n = 0, we may apply Lemma 4.7 to join B 1 to B 2 . The result is a pair of the same form with m − 1 B j blocks. This process terminates in m − 1 steps and the resulting combined ν is even, as at each step all cycles of P p are even permutations. Furthermore, Spin(p) = Spin(p) always.
If n > 0, we may first apply Lemma 4.8 to transform each C j block into Forms 2 or 3. Each step will result in ν = ν 1 . . . ν n . The remaining insertions will neither alter Spin(p) nor change whether ν is even/odd (as discussed in the first paragraph).
If we arrive atp = INS x, b , c (p), then we again have ν from transforming the C j into Forms 2 or 3. We check by induction that ν −1 ν is even if and only if Spin(p) = Spin(p ).
Containing the Alternating Subgroup
5.1. Single Block Permutations. In this section, we will show that ALT(A) ⊆ Γ p for any p ∈ PAIR(A) of the form
where B is a single non-empty block of one of the Forms in Proposition 4.1. However, we first begin with a result concerning standard p ∈ PAIR(A) with P p = {1 n } = {1, . . . , 1} consisting the value 1 repeated n times. In particular n = k + 1 for p in the following. . . . . . .
Proof. We will show that ( and so (s 1 , s 2 ) ∈ Γ p . For j > 2, perform an {s 1 , s j }-switch followed by an {s j−1 , s j }-switch on p. The resulting permutation is given by the renaming (s 1 , s j ) on p.
Lemma 5.2 (B is Form 1). If
Proof. By definition, an inner switch is not possible on p. Furthermore, for any outer switch ω, the resultingp satisfiesp ∼ p. Therefore every switch path from p must be composed of outer switches and We conclude by Lemma A.1 that
as desired. Proof. We will show the proof for p of the form By Corollary 4.5, there existsq in the Rauzy Class of q that is Type 2. Because σq = σ q , we know thatq is composed of exactly one block of Form 2 and is thereforẽ
If we act on p by a {b n , z}-switch move and call the resulting permutation r, then σ r = (a, z, c n , c n−1 , . . . , c 1 ,
Again by Corollary 4.5,r exists in the Extended Rauzy Class of p and is
We see thatr = p • ν 2 for ν 2 = (z, c n , c n−1 , . . . , c 1 ,
We conclude by Lemma A.1 because Γ p contains < ν 1 , ν 2 >=< ν , c 1 , g m , c 2 , g m−1 , . . . , c m , g 1 , f, e, d, h 1 , b m , h 2 , b m−1 , . . . , h m , b 1 ) a cycle on 4m + 4 elements and so an odd permutation. Γ p contains ALT(A) and an odd permutation, and therefore Γ p = SYM(A).
5.2.
Multiple Block Permutations. The previous section speaks for very specific pairs. The next lemma allows us to use these results to examine more general pairs, those composed of blocks, by combinations of simpler pairs.
where B 1 and B 2 are blocks, then
Proof. By applying an {s, z}-switch followed by an {a, z}-switch, we verify that (a, s, z) ∈ Γ p . We claim the following: if a switch move ω acts on q with resultq of the form q = ã zB 2z a then by acting on p by switch path ω that is of length two and begins with ω, we arrive atp
It then follows by induction on path length that if
We may verify the claim by cases. If ω is a {b, c}-switch (q ε (b) < q ε (c) for ε ∈ {0, 1}) on q, then ω is ω followed by a {c, s}-switch. If ω is a {a, b}-switch, then ω is ω followed by an {a, s}-switch. If ω is a {b, z}-switch, then ω is ω followed by an {s, z}-switch. s for r = r • µ, µ ∈ Γ r . We act on this pair by an {a,s}-switch to achievẽ
or µ ∈ Γ p as desired.
We now have all necessary components to show the following proposition, finishing the section. In particular, this result shows that #Γ p ≥ N !/2 for any p ∈ PAIR(A) where #A = N . , as P q is simple. Note that these sub-alphabets are uniquely determined by the cycles of Π q .
We fix X = {x 1 , . . . , x m+2n−1 } of m + 2n − 1 symbols so that A ∩ X = ∅, and we also fix choices b = (b 1 , . . . , b m+2n−1 ) and c = (c 1 , . . . , c m+2n−1 ) that satisfy the conditions in Lemma 4.9. Letq = INS x,b,c (q), where x = (x 1 , . . . , x m+2n−1 ).
We will now show that Γ q ⊆ ALT(A). Fix any ν ∈ Γ q an let r = q • ν be the resulting pair in R lab ex (q). We define b = (b 1 , . . . , b m+2n−1 ) and c = (c 1 , . . . , c m+2n−1 ) to satisfy (6.2) b j = νb j and c j = νc j .
It follows then that b and c satisfy the conditions in Lemma 4.9 for r. Letr := INS x,b ,c (r). We note by choice of insertion rules thatr =q • ν and so (6.3) Πr = Πq * ν and Spin(r) = Spin(q).
Because r ∈ R lab ex (q), we may choose a switch path ω from q to r. We consider the lifted switch pathω fromq and call the resulting pairû. We recall Proposition 2.21 and µω ∈ ALT(A ∪ X ) from Definition 3.4 to see that by the final result in Lemma 4.9. We combine Equations (6.3)-(6.5) to see that (6.6) ν = µω · η · ρ, ρ ∈ Zq.
Because Zq ⊆ ALT(A ∪ X ), ν is even.
and leave the rest of the proof to follow by induction. We perform an {f, g 1 }-switch followed by a {d, f }-switch to arrive at
