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Introduccio´n
La teor´ıa de operadores lineales en espacios con me´trica indefinida aparece por primera vez
en el art´ıculo “Hermitian operators in spaces with an indefinite metric” [62] de L. S. Pontryagin,
publicado en el an˜o 1944; si bien anteriormente algunos f´ısicos teo´ricos se hab´ıan topado con
estos espacios, este trabajo marca la aparicio´n de una nueva rama del ana´lisis funcional en
la de´cada de 1940. Cabe destacar que nos referimos a espacios de dimensio´n infinita, ya que
las transformaciones lineales en espacios (de dimensio´n finita) con me´trica indefinida han sido
estudiadas desde fines del siglo XIX por G. F. Frobenius, entre otros.
El trabajo de Pontryagin fue continuado, principalmente, por M. G. Krein e I. S. Iokhvi-
dov. Ellos axiomatizaron la teor´ıa de espacios complejos con una me´trica indefinida – a los que
denominaron espacios Πκ – en base al enfoque de Pontryagin, considerando varios problemas
referidos a la geometr´ıa de tales espacios y obteniendo una serie de resultados sobre los mismos.
Adema´s, Krein estudio´ los espacios Πκ en conexio´n con la transformada de Lorentz y la teor´ıa
de curvas en espacios de Lobachevskiy de dimensio´n infinita. Por su parte, Iokhvidov sugirio´ la
aplicacio´n de la transformada de Cayley-Neyman al estudio de las relaciones entre diferentes
clases de operadores en Πκ. Todo este material fue recopilado primero en la tesis de I. S. Iokhvi-
dov y posteriormente en un extenso art´ıculo escrito conjuntamente por Iokhvidov y Krein [44].
En 1959, los mismos autores publicaron una secuela de dicho art´ıculo [45] incluyendo varias
aplicaciones, entre ellas una al problema indefinido de momentos.
En esta e´poca, la teor´ıa comenzo´ a profundizarse y extenderse. En Finlandia, independiente-
mente de los matema´ticos sovie´ticos, R. Nevanlinna, E. Pesonen e I. S. Louhivaara comenzaron a
estudiar problemas relacionados con una me´trica indefinida. Poco tiempo despue´s, el alema´n G.
Langer se sumo´ a este tipo de investigaciones, basa´ndose tanto en los trabajos de los sovie´ticos
como en los de los fineses.
En 1962 Yu. P. Ginzburg e Iokvidov publicaron, en forma conjunta, el primer tratado sobre
geometr´ıa de espacios con me´trica indefinida (de dimensio´n infinita) [35]. Este trabajo conten´ıa
resultados cla´sicos y, en parte, algunos de los resultados obtenidos a comienzos de los an˜os ’60. En
esta de´cada se realizaron grandes avances para la teor´ıa, descubrie´ndose nuevas aplicaciones, por
ejemplo, a sistemas de ecuaciones diferenciales parabo´licos e hiperbo´licos disipativos (Philips), a
oscilaciones de amplitud restringida en sistemas ela´sticos de dimensio´n infinita (Krein, Langer),
a sistemas cano´nicos de ecuaciones diferenciales (Krein, Yakubovich, Derguzov), a la teor´ıa de
representacio´n de grupos (Naymark), etc. Para el final de este per´ıodo, J. Bogna´r [9] publico´ el
primer libro enteramente dedicado a espacios con me´trica indefinida.
En los u´ltimos an˜os esta teor´ıa ha sido redescubierta, provocando un nuevo y creciente intere´s
en el desarrollo de estos temas. A continuacio´n, describiremos los problemas que nos ocupara´n
en esta tesis.
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Proyecciones autoadjuntas en espacios con me´trica indefinida
Desde los inicios de la teor´ıa de operadores y el ana´lisis matricial, las proyecciones han cum-
plido un papel principal en la solucio´n de problemas de aproximacio´n y optimizacio´n. Reciente-
mente, las proyecciones han sido utilizadas como una herramienta central en las ma´s variadas
a´reas de la matema´tica, la estad´ıstica y la ingenier´ıa. Por ejemplo, y so´lo por mencionar algu-
nas, pueden enumerarse aplicaciones en procesamiento de sen˜ales, teor´ıa de muestreo, wavelets,
marcos, teor´ıa de la informacio´n, me´todos iterativos en a´lgebra lineal nume´rica, regresio´n lineal,
ecuaciones integrales y computacio´n paralela (en [20] puede encontrarse una extensa lista de
trabajos sobre estas aplicaciones).
Dado un espacio de Hilbert (H, h , i) – complejo, separable y de dimensio´n infinita – sea
L(H) el a´lgebra de operadores lineales acotados sobre H y consideremos el conjunto Q formado
por las proyecciones (lineales y acotadas) definidas sobre H. Recordemos que, una proyeccio´n
Q ∈ Q es un operador idempotente definido sobre H, que proyecta los vectores de H sobre su
rango R(Q) a lo largo de su nu´cleo N(Q), de acuerdo con la descomposicio´n en suma directa
H = R(Q)∔N(Q).
De la teor´ıa elemental de espacios de Hilbert sabemos que, dado un subespacio cerrado S de
H, para cada y ∈ H existe un u´nico vector x0 ∈ S tal que y − x0⊥x para todo x ∈ S, i.e.
y − x0 ∈ S⊥. Luego, el operador PS ∈ L(H) definido como PS(y) = x0 resulta ser la (u´nica)
proyeccio´n autoadjunta sobre S. Tambie´n es comu´n llamarla “la proyeccio´n ortogonal sobre S”
ya que, en este caso, los subespacios R(PS) = S y N(PS) = S⊥ son ortogonales. Notemos que
esta nocio´n depende del concepto de ortogonalidad, y por consiguiente, del producto interno (o
de la me´trica indefinida) del espacio H.
Ahora, dado un operador autoadjunto B ∈ L(H), consideremos la me´trica indefinida h , iB
inducida por B:
hx, y iB = hBx, y i , x, y ∈ H.
Tenemos entonces que H, dotado con esta forma sesquilineal, resulta un espacio con me´trica
indefinida. En primer lugar, dado un subespacio cerrado S de H, nos interesa caracterizar aque-
llas situaciones en las que existen proyecciones (con rango S) que resulten B-autoadjuntas, es
decir, autoadjuntas para la me´trica indefinida h , iB. No es dif´ıcil comprobar que un operador
T ∈ L(H) es B-autoadjunto si y so´lo si BT = T ∗B, por lo que estudiaremos bajo que´ condiciones
el conjunto
P(B,S) = {Q ∈ Q : R(Q) = S, BQ = Q∗B}
es no vac´ıo; en dicho caso diremos que el par (B,S) es compatible. En particular, presentare-
mos condiciones necesarias y suficientes para la compatibilidad, parametrizaciones del conjunto
P(B,S) y fo´rmulas para las proyecciones de este conjunto.
Este problema esta´ motivado por una serie de trabajos de G. Corach, A. Maestripieri y D.
Stojanoff, [19], [20], [21], en los que se considera la existencia de pares (A,S) compatibles en el
caso en que A ∈ L(H)+, el cono de operadores semidefinidos positivos de L(H).
A pesar de la similitud entre los planteos de ambos problemas, las te´cnicas utilizadas en cada
caso son completamente diferentes. Los trabajos [19], [20] y [21] se basan en la geometr´ıa y la
teor´ıa de operadores sobre espacios de Hilbert, mientras que el problema que planteamos resolver
necesitara´ de herramientas de la teor´ıa de operadores sobre espacios con me´trica indefinida. Para
ilustrar estas diferencias, notemos que si A ∈ L(H)+ es inversible entonces existe una u´nica
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proyeccio´n A-autoadjunta sobre S, ya que h , iA es un producto interno equivalente a h , i en
el siguiente sentido: existen constantes α, β > 0 tales que
αkxk ≤ kxkA ≤ βkxk, para todo x ∈ H,
siendo kxkA = kA1/2xk = hAx, x i1/2 la norma definida por el producto interno h , iA. Adema´s,
si S es un subespacio de dimensio´n finita, siempre existe una proyeccio´n A-autoadjunta sobre S,
au´n cuando A no es inversible (ver [19, Teorema 6.2]). Sin embargo, las afirmaciones anteriores
dejan de ser ciertas en el caso indefinido, por ejemplo, si consideramos el espacio de Hilbert
H = C2, el subespacio S = {(x, y) ∈ C2 : y = −x} y el operador autoadjunto
J =
µ
1 0
0 −1
¶
,
el par (J,S) no es compatible. Notemos que en el ejemplo anterior el operador J es una simetr´ıa,
es decir, J = J∗ = J−1. En este caso, (H, h , iJ) es un espacio de Krein. La existencia de
proyecciones autoadjuntas en estos espacios ha sido investigada en detalle y puede consultarse
en la literatura cla´sica del tema (ver [9], [43], [4]).
Por otra parte, es bien sabido que una proyeccio´n Q ∈ L(H) es ortogonal si y so´lo si es una
contraccio´n, i.e.
hQx, x i ≤ hx, x i , para todo x ∈ H.
Este hecho puede generalizarse a proyecciones A-autoadjuntas, cuando A es semidefinido posi-
tivo. En este caso, G. Corach et al. [19] probaron que una proyeccio´n Q es A-autoadjunta si y
so´lo si es una A-contraccio´n, i.e.
hQx, x iA ≤ hx, x iA , para todo x ∈ H,
o equivalentemente, Q∗AQ ≤ A.
En cambio, si alteramos el producto interno de H con un operador autoadjunto B ∈ L(H), la
afirmacio´n anterior deja de ser cierta. De hecho, S. Hassi y K. Nordstro¨m [38] probaron que una
proyeccio´n Q ∈ L(H) es B-contractiva si y so´lo si Q es B-autoadjunta y N(Q) es un subespacio
B-no negativo de H (i. e. hx, x iB ≥ 0 para todo x ∈ N(Q) ). Es por este motivo que no so´lo
consideraremos proyecciones B-contractivas sino tambie´n proyecciones B-expansivas (aquellas
que satisfacen Q∗BQ ≥ B) y B-isome´tricas (las que cumplen Q∗BQ = B).
Notemos que estas son tres familias de proyecciones B-autoadjuntas, pero de ninguna ma-
nera forman una particio´n de dicho conjunto. Sin embargo, si (B,S) es compatible, mostraremos
que cualquier proyeccio´n Q ∈ P(B,S) puede factorizarse en te´rminos de una proyeccio´n B-
contractiva, una B-expansiva y una B-isome´trica. Adema´s, esta factorizacio´n es u´nica si supo-
nemos que los nu´cleos de estas proyecciones son dos a dos ortogonales.
Complementos de Schur de operadores autoadjuntos
El complemento de Schur de una matriz de bloques es un concepto cla´sico del ana´lisis ma-
tricial. Aunque fue introducido formalmente por I. Schur [68] en 1917, existen evidencias de
esta nocio´n en trabajos realizados por J. J. Sylvester y P. S. Laplace a fines del siglo XIX.
Supongamos dada una matriz A de (p + q)× (p + q) de la forma
A =
µ
a b
c d
¶
, (1)
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donde a, b, c, d son, respectivamente, matrices de p × p, p × q, q × p y q × q. Si la matriz a es
invertible, el complemento de Schur de la matriz A (respecto al bloque a) es la matriz de q × q
definida por
A/a = d− ca−1b.
El complemento de Schur aparece naturalmente como una posible generalizacio´n del me´todo de
eliminacio´n gaussiano para resolver sistemas de ecuaciones lineales.
En 1974, D. Carlson, E. Haynsworth y T. Markham [13] propusieron una generalizacio´n del
complemento de Schur para matrices arbitrarias: dada una matriz A de m × n representada
como en la Ec. (1) con a, b, c y d, respectivamente, matrices de k × k, k × (n− k), (m− k)× k
y (m− k)× (n− k), el complemento de Schur de la matriz A (respecto al bloque a) es la matriz
de (m− k)× (n− k) definida por
A/a = d− ca†b,
siendo a† la inversa generalizada de Moore-Penrose de la matriz a.
Paralelamente, W. N. Anderson Jr. [2] descubrio´ una nueva manifestacio´n del complemento
de Schur. Dada una matriz (semidefinida) positiva A de (p+q)×(p+q) escrita por bloques (con-
siderando la descomposicio´n ortogonal Cp+q = Cp ⊕ Cq) como en la Ec. (1), Anderson probo´ la
existencia del ma´ximo (respecto al orden usual entre matrices autoadjuntas) del conjunto
M(A,Cq) = {X ∈ Cp+q : 0 ≤ X ≤ A, R(X) ⊆ Cq},
al que denoto´ A/Cp y denomino´ “operador cortocircuito” de A a C
p. La motivacio´n para estudiar
esta operacio´n, as´ı como tambie´n su nombre, provienen de la teor´ıa de circuitos ele´ctricos:
dado un circuito puramente resistivo de n = p + q puertos, cuya matriz de impedancia A es
(semidefinida) positiva, si los primeros p puertos (es decir, los correspondientes al bloque a) son
cortocircuitados entonces el voltaje es forzado a permanecer en el subespacio ortogonal – ya que
no puede haber voltaje a lo largo de un circuito en corto – y es fa´cil ver que la nueva matriz de
impedancia es
A/Cp =
µ
0 0
0 c− b∗a†b
¶
. (2)
Anderson noto´ adema´s que la matriz de impedancia es positiva so´lo para circuitos resistivos.
Para poder estudiar circuitos con componentes reactivos, es necesario extender la definicio´n de
operador cortocircuito a matrices que no sean necesariamente positivas.
Posteriormente, T. Ando [5] propuso una nueva generalizacio´n del complemento de Schur de
matrices, ligada a la nocio´n de operador cortocircuito. Si A es una matriz compleja de n×n y S
es un subespacio de Cn, la matriz A es S-complementable si existen matrices Mr y Ml de n× n
tales que
PMr = Mr, MlP = Ml, PAMr = PA y MlAP = AP,
siendo P la proyeccio´n ortogonal sobre S. Ando noto´ que la matriz AMr no depende de la eleccio´n
de Mr y Ml y definio´ la compresio´n de Schur de A a S como AS = AMr y el complemento de
Schur de A a S como A/S = A − AMr. En particular, si A es semidefinida positiva y S es el
subespacio generado por los primeros k vectores de la base cano´nica de Cn, la descomposicio´n
en bloques del complemento de Schur de A a S es la dada en la Ec. (2), es decir, esta definicio´n
extiende la nocio´n cla´sica de complemento de Schur.
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En 1975, Anderson y G. E. Trapp [3] extendieron la nocio´n de operador cortocircuito (o´ com-
plemento de Schur) a espacios de Hilbert. Dados un operador A ∈ L(H)+ y un subespacio cerrado
S del espacio de Hilbert H, el complemento de Schur de A a S es
A/S = ma´x
≤
{X ∈ L(H)+ : X ≤ A, R(X) ⊆ S⊥}.
Vale destacar que la existencia del ma´ximo (respecto al orden usual entre operadores autoad-
juntos) del conjunto
M(A,S⊥) = {X ∈ L(H)+ : X ≤ A, R(X) ⊆ S⊥} (3)
fue probada por M. G. Krein [51] en 1947, quien utilizo´ este operador distinguido en su teor´ıa
de extensio´n de operadores sime´tricos.
Notemos que la definicio´n de complementabilidad propuesta por Ando puede aplicarse no
so´lo a matrices sino tambie´n a operadores (acotados) actuando entre espacios de Hilbert. Ma´s
au´n, en [22] G. Corach et al. probaron que, dados un operador autoadjunto B ∈ L(H) y un
subespacio cerrado S de H, el operador B es S-complementable si y so´lo si el par (B,S) es
compatible. Adema´s, en este caso resulta que
B/S = B(I −Q),
siendo Q cualquier proyeccio´n en P(B,S).
Por su parte, P. Massey y D. Stojanoff [54] probaron que, si S es un subespacio B-definido de
H, el complemento de Schur de B a S puede caracterizarse como un extremo en un conjunto de
operadores autoadjuntos similar al de la Ec. (3). Utilizando la descomposicio´n de proyecciones
B-autoadjuntas mencionada anteriormente, mostraremos que, dado un subespacio B-indefinido
S de H, el complemento de Schur de B a S admite una representacio´n del tipo minimax, es decir,
el operador B/S es el mı´nimo entre el conjunto de ma´ximos obtenidos al variar adecuadamente
cierto conjunto de operadores.
Por otra parte, en 1992, E. L. Pekarev [59] probo´ la siguiente fo´rmula para el complemento de
Schur de un operador A ∈ L(H)+: si llamamos M a la clausura del subespacio A1/2(S) entonces
A/S = A
1/2PM⊥A
1/2, (4)
siendo PM⊥ la proyeccio´n ortogonal sobre el subespacio M⊥.
Si B ∈ L(H) es un operador autoadjunto y su descomposicio´n polar es B = J |B|, con
|B| ∈ L(H)+ y J = J∗ = J−1, suponiendo que el par (B,S) es compatible probaremos que
B/S = J |B|1/2PJ(M)⊥//M|B|1/2, (5)
siendoM la clausura del subespacio |B|1/2(S). Es necesario aclarar en este punto que, au´n cuan-
do el par (B,S) es compatible, la proyeccio´n PJ(M)⊥//M que aparece ma´s arriba es un operador
densamente definido. Sin embargo, en este caso la composicio´n PJ(M)⊥//M|B|1/2 permanece
acotada.
Adema´s, mostraremos que si el par (B,S) no es compatible pero la composicio´n anterior
define un operador acotado, la fo´rmula propuesta en la Ec. (5) puede utilizarse para extender la
definicio´n del complemento de Schur de operadores autoadjuntos, manteniendo las propiedades
fundamentales del mismo.
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Complementos de Schur en espacios de Krein
Dado un espacio de Hilbert (H, h , i), un operador J ∈ L(H) es una simetr´ıa si es unitario
y autoadjunto, es decir, J = J∗ = J−1. Estos operadores merecen particular atencio´n, ya que el
espacio con me´trica indefinida (H, h , iJ) asociado a una simetr´ıa J ∈ L(H) resulta ser un espacio
de Krein. Esta familia de espacios es la ma´s pequen˜a que contiene a los espacios de Hilbert, a los
antiespacios de espacios de Hilbert, y es cerrada al considerar sumas directas ortogonales. Por
este motivo es, tal vez, la clase de espacios con me´trica indefinida ma´s profundamente estudiados.
En este contexto, el teorema de Bogna´r-Kramli [10] asegura que, si A ∈ L(H) es un operador
J-autoadjunto, entonces existe un espacio de Krein K y un operador inyectivo D ∈ L(K,H) tal
que
A = DD#,
donde D# ∈ L(K,H) denota al operador J-adjunto de D. Sin embargo, esta descomposicio´n
puede no ser u´nica (para ma´s detalles, ver los Preliminares o el trabajo de J. Rovnyak [65]).
Diremos que un operador J-autoadjunto A ∈ L(H) tiene la propiedad de factorizacio´n u´nica
(PFU) si, para cualquier par de descomposiciones A = DiD
#
i con Di ∈ L(Ki,H) (i = 1, 2) como
la mencionada anteriormente, existe un isomorfismo U ∈ L(K1,K2) tal que D1 = D2U .
Motivados por la fo´rmula (4) de Pekarev, proponemos la siguiente definicio´n para el com-
plemento de Schur de un operador J-autoadjunto actuando en un espacio de Krein: dado un
operador J-autoadjunto A (con PFU) actuando en un espacio de Krein H y un subespacio
cerrado S de H, definimos el complemento de Schur de A a S como
A/[S] = DPM[⊥]//MD
#,
siendo D ∈ L(K,K) con N(D) = {0} tal que A = DD# y M la clausura del subespacio D#(S)
de K. Es importante mencionar aqu´ı que, para poder asegurar que la composicio´n anterior define
un operador acotado, debemos hacer una suposicio´n adicional sobre el subespacio M. De hecho,
supondremos que M es un subespacio de Krein de K, i.e. un subespacio tal que
K = M∔M[⊥],
donde M[⊥] representa al subespacio J-ortogonal a M. Esta hipo´tesis nos permitira´ adema´s
caracterizar el rango y el nu´cleo del complemento de Schur. Tambie´n, si el subespacio M es
J-definido, nos permitira´ representar a B/[S] como el ma´ximo (o mı´nimo) de un conjunto de
operadores similar al de la Ec. (3).
Un caso particular, para el cual bien merece la pena definir y estudiar el complemento de
Schur, es el conjunto de los operadores J-positivos sobre un espacio de Krein H. Un operador
A ∈ L(H) se dice J-positivo si
hJAx, x i ≥ 0 para todo x ∈ H.
Esta familia de operadores cumple la PFU y, al igual que los operadores (semidefinido) positivos
sobre un espacio de Hilbert, forman un cono. Notemos adema´s que, si A ∈ L(H) es un operador J-
positivo (con descomposicio´n de Bogna´r-Kramli A = DD#) y S es cualquier subespacio cerrado
de H, M es un subespacio J-no negativo de K. Todo esto parece evidenciar entonces que e´sta es
la clase de operadores – entre aquellas donde puede definirse – en la cual el comportamiento del
complemento de Schur esta´ ma´s proximamente emparentado con el del operador cortocircuito
(de operadores positivos actuando en un espacio de Hilbert) definido por Anderson y Trapp.
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Problemas de cuadrados mı´nimos indefinidos
Dados dos espacios de Hilbert H y K, un operador C ∈ L(H,K) y un vector y ∈ K, sabemos
que la ecuacio´n Cx = y tiene solucio´n si y so´lo si y ∈ R(C). En este caso, existe una u´nica
solucio´n de la ecuacio´n en el subespacio ortogonal al nu´cleo de C. Ma´s au´n, si x0 ∈ N(C)⊥ es
dicha solucio´n, el conjunto de soluciones de la ecuacio´n Cx = y es la variedad af´ın x0 + N(C).
Adema´s,
kx0k = mı´n{kxk : Cx = y},
es decir, x0 es la solucio´n de Cx = y de norma mı´nima.
Ma´s generalmente, si y ∈ K es un vector arbitrario, consideremos el problema de minimizar
la magnitud kCx− yk entre los vectores x ∈ H, es decir, hallar los u ∈ H tales que
kCu− yk = mı´n{kCx− yk : x ∈ H}. (6)
Un elemento u ∈ H se dice solucio´n de cuadrados mı´nimos (LSS, por “least squares solution”)
de la ecuacio´n Cx = y si cumple con la identidad de la Ec (6).
Es fa´cil ver que u es una LSS de Cx = y si y so´lo si Cu = P
R(C)
y, donde P
R(C)
es la
proyeccio´n ortogonal sobre la clausura de R(C). Es decir, la ecuacio´n Cx = y admite alguna
solucio´n de cuadrados mı´nimos si y so´lo si y ∈ R(C) + R(C)⊥. Por lo tanto, Cx = y tiene una
LSS para todo y ∈ K si y so´lo si C tiene rango cerrado (para ma´s detalles, ver la recopilacio´n
de M. Z. Nashed [56]).
Si C ∈ L(H,K) tiene rango cerrado, consideremos el conjunto Sy formado por las LSS de
Cx = y. Puede probarse que existe un u´nico uy ∈ N(C)⊥ tal que Sy = uy + N(C) y adema´s
kuyk = mı´n{kuk : u ∈ Sy},
es decir, uy es una LSS de Cx = y de norma mı´nima. Ma´s au´n, uy es el u´nico elemento de Sy
con esta propiedad.
Por lo tanto, dado C ∈ L(H,K) de rango cerrado, puede definirse un operador C† : K → H
mediante
C†y = uy, y ∈ K,
siendo uy la u´nica LSS de Cx = y de norma mı´nima. En la de´cada de 1920, E. H. Moore [55]
probo´ que, dada una matriz A (real o compleja), existe una u´nica solucio´n del sistema
AX = PR(A) , XA = PR(X). (7)
Por su parte, en 1955 R. Penrose [61], independientemente del trabajo de Moore, demostro´ que
dada una matriz A (real o compleja) el siguiente sistema tambie´n admite u´nica solucio´n:
AXA = A , XAX = X , (AX)∗ = AX , (XA)∗ = XA. (8)
Sorprendentemente, la solucio´n de los sistemas (7) y (8) coincide. De hecho, la solucio´n es el
operador A† definido anteriormente, el cual se denomina inversa generalizada de Moore-Penrose
de A. Adema´s, Penrose dio´ varias caracterizaciones extremales relacionadas con A†, en particular
probo´ que, dados A ∈ Rm×n y b ∈ Rm – si k k es la norma eucl´ıdea – A†b cumple:
kA(A†b)− bk = mı´n{kAx− bk : x ∈ Rn}, (9)
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y es el (u´nico) vector de norma eucl´ıdea mı´nima entre los que minimizan kAx− bk.
Notemos que los problemas planteados por Moore y Penrose pueden extrapolarse natu-
ralmente a operadores acotados (de rango cerrado) actuando entre espacios de Hilbert, y la
caracterizacio´n dada por la Ec. (9) se extiende naturalmente a dichos espacios.
El problema de calcular soluciones de cuadrados mı´nimos de una ecuacio´n dada aparece
naturalmente en problemas provenientes de la matema´tica aplicada ([15], [63], [64]), principal-
mente en espacios de dimensio´n finita. En algunos casos, dada una matriz C ∈ Cm×n y un
vector y ∈ Cm, se plantea calcular la (o las) LSS de Cx = y (respecto a la norma inducida
por una matriz positiva A2 ∈ Cm×m) que minimice la norma inducida por una matriz positiva
A1 ∈ Cn×n, es decir, calcular u0 ∈ Cn tal que
kCu0 − ykA2 ≤ kCx− ykA2 para todo x ∈ Cn, (10)
ku0kA1 = mı´n{kukA1 : u ∈ Cn satisface la Ec. (10)}, siendo kwk2Ai = wtAiw, para i = 1, 2.
Para resolver dicho problema es necesario calcular una inversa generalizada pesada de C.
Ma´s precisamente, dadas C ∈ Cm×n y A1 ∈ Cn×n, A2 ∈ Cm×m definidas positivas, el sistema a
resolver es
CXC = C, XCX = X, (A2CX)
∗ = A2CX, (A1XC)
∗ = A1XC. (11)
Mas au´n, en algunos casos es necesario resolver una versio´n singular de este problema, es decir,
A1 y A2 se suponen semidefinidas positivas. En este caso siempre existen soluciones de (11) y, a
pesar de que en general hay una cantidad infinita de ellas, existe una u´nica solucio´n con norma
eucl´ıdea mı´nima.
En otras aplicaciones, puede resultar beneficioso resolver el sistema (11) para operadores
lineales acotados entre espacios de Hilbert. Es decir, dados dos espacios de Hilbert H y K, un
operador con rango cerrado C ∈ L(H,K) y operadores semidefinidos positivos A1 ∈ L(H)+ y
A2 ∈ L(K)+, consideremos la seminorma k kA1 en H definida por
kxkA1 = hA1x, x i1/2 para x ∈ H,
(resp. k kA2 en K definida por kxkA2 = hA2x, x i1/2, para x ∈ K) y el sistema (11).
En [18], Corach y Maestripieri estudiaron este problema, presentaron condiciones necesarias
y suficientes para la existencia de soluciones del sistema (11) y, en caso de que exista alguna,
parametrizaron todas las soluciones de (11). En particular, demostraron que, dados C ∈ L(H,K)
de rango cerrado, A1 ∈ L(H)+ y A2 ∈ L(K)+ existe una solucio´n D ∈ L(K,H) del sistema (11)
si y so´lo si (A1, N(C)) y (A2, R(C)) son pares compatibles.
Adema´s, suponiendo que los pares (A1, N(C)) y (A2, R(C)) son compatibles e y ∈ K\R(C),
probaron que u0 ∈ H satisface
ky − Cu0kA2 ≤ ky − CxkA2 para todo x ∈ H, (12)
y ku0kA1 = mı´n{kukA1 : u ∈ H satisface la Ec. (12)}, si y so´lo si existen Q ∈ P(A1, N(C)) y
P ∈ P(A2, R(C)) tales que
u0 = (I −Q)C†Py.
En los u´ltimos an˜os, diferentes problemas relacionados con me´tricas indefinidas han aparecido
en aplicaciones tales como procesamiento de sen˜ales y control (ver [40], [41], [66], [67]). Motivadas
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por el creciente intere´s en encontrar estimadores que sean menos sensibles a inexactitudes de
los datos o errores de medida, algunas te´cnicas de filtrado adaptativo y de control robusto (o
H∞) han sido formuladas como problemas de minimizacio´n de funcionales indefinidos. En estos
casos, el producto interno usual hx, y i = ytx del espacio eucl´ıdeo Rm es reemplazado por una
forma sesquilineal indefinida de la forma hx, y iJ := h Jx, y i = ytJx, donde
J =
µ
Ip 0
0 −Iq
¶
,
es una simetr´ıa (o matriz de signatura), siendo Ip e Iq matrices identidad de dimensiones p y
q respectivamente. Se considera entonces el problema de cuadrados mı´nimos indefinido: dados
una matriz A ∈ Rm×n con m = p + q ≥ n y un vector b ∈ Rm, hallar u ∈ Rn tal que
hJ(Au− b), Au− b i = mı´n
x∈Rn
h J(Ax− b), Ax− b i .
Contrariamente a los problemas de cuadrados mı´nimos cla´sicos, la aparicio´n de la simetr´ıa J (con
inercia positiva y negativa) puede llevar a problemas de minimizacio´n que no necesariamente
tengan solucio´n.
Nuestro objetivo, en este caso, es considerar problemas similares a los estudiados en [18] pero
para cuadrados mı´nimos indefinidos en lugar de cuadrados mı´nimos pesados.
Organizacio´n de la tesis y descripcio´n de los resultados originales
A continuacio´n detallaremos el contenido de esta tesis, remarcando cuales son los resultados
originales inclu´ıdos en la misma.
El Cap´ıtulo 1 reu´ne resultados preliminares, los cuales consideramos necesarios para poder
acceder a los resultados principales de este trabajo sin necesidad de consultar las fuentes ori-
ginales. Los mismos esta´n distribuidos en dos secciones, la primera contempla un breve repaso
sobre algunos temas de teor´ıa de operadores acotados (descomposicio´n polar, factorizacio´n de
operadores, a´ngulos entre subespacios, inversas generalizadas) y operadores densamente defini-
dos sobre espacios de Hilbert. La segunda parte es una introduccio´n a los espacios con me´trica
indefinida, poniendo particular e´nfasis en los espacios de Krein y su geometr´ıa.
El Cap´ıtulo 2 esta´ dedicado a estudiar la existencia de proyecciones autoadjuntas en espacios
con me´trica indefinida. Dado un espacio de Hilbert H y un operador autoadjunto B ∈ L(H),
consideramos la me´trica indefinida inducida por B sobre H, es decir,
hx, y iB = hBx, y i , para x, y ∈ H.
La Seccio´n 2.1 presenta las definiciones (subespacio B-ortogonal a un subespacio S dado, parte
B- isotro´pica de S, operador de Gram inducido por B, etc.) y propiedades ba´sicas que utiliza-
remos para caracterizar a las proyecciones B-autoadjuntas, i. e. aquellas Q ∈ Q que satisfacen
hQx, y iB = hx, Qy iB , para todo x, y ∈ H.
Recordemos que, dado un subespacio cerrado S de H, decimos que el par (B,S) es compatible
si existe (al menos) una proyeccio´n B-autoadjunta con rango S, i.e.
P(B,S) = {Q ∈ L(H) : Q2 = Q, BQ = Q∗B, R(Q) = S} es no vac´ıo.
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Es importante remarcar aqu´ı que Q ∈ Q es B-autoadjunta si y so´lo si R(Q) y N(Q) son
subespacios B-ortogonales. Luego, el par (B,S) es compatible si y so´lo si
H = R(Q)∔N(Q) ⊆ S + B(S)⊥. (13)
Esta condicio´n equivale a la existencia de un complemento algebraico del subespacio S, pero no
exige que e´ste sea u´nico. Por ejemplo, si consideramos el subespacio N = S ∩ B(S)⊥, es fa´cil
ver que H = S + B(S)⊥ si y so´lo si H se descompone en suma directa como:
H = S ∔ B(S)⊥ ⊖N ,
siendo B(S)⊥ ⊖ N = B(S)⊥ ∩ N⊥. Entonces, si (B,S) es compatible, distinguiremos a la
proyeccio´n oblicua
PB,S = PS//B(S)⊥⊖N ,
la cual es B-autoadjunta y tiene rango S, es decir, PB,S ∈ P(B,S).
G. Corach et al. [19], [20], [22], [24] estudiaron este problema en el caso en que B es un
operador positivo, es decir, cuando h , iB es una forma sesquilineal semidefinida. La Seccio´n
2.1 esta´ conformada por resultados de dichos art´ıculos o por versiones un poco ma´s generales
de los presentados all´ı, sin embargo los argumentos utilizados para demostrar estas u´ltimas son
esencialmente los mismos que en caso en que el operador es positivo.
En la Seccio´n 2.2 estableceremos dos clases de condiciones necesarias y suficientes para
asegurar la compatibilidad de un par (B,S).
En primer lugar, probaremos que la compatibilidad de (B,S) es equivalente a que ciertos
rangos de operadores puedan descomponerse “ortogonalmente”. En [21], G. Corach et al. mos-
traron que, dado un operador A ∈ L(H)+ y un subespacio cerrado S de H, el par (A,S) es
compatible si y so´lo si A1/2(S) es un subespacio cerrado en R(A1/2) y el rango de A1/2 admite
una descomposicio´n ortogonal en te´rminos del subespacio M = A1/2(S):
R(A1/2) = M∩R(A1/2) ⊕ M⊥ ∩R(A1/2).
Dado un operador autoadjunto B ∈ L(H)s, cuya descomposicio´n polar esta´ dada por B = JA
con A ∈ L(H)+ y J = J∗ = J−1, considerando una vez ma´s el subespacio M = A1/2(S),
mostraremos que el par (B,S) es compatible si y so´lo si A1/2(S) = M∩R(A1/2) y
R(A1/2) = M∩R(A1/2) ∔ J(M)⊥ ∩R(A1/2). (14)
Es importante remarcar que, en esta descomposicio´n de R(A1/2), los subespacios intervinientes
no son ortogonales respecto al producto interno del espacio de Hilbert H, sino que son J-
ortogonales en el espacio de Krein que queda determinado al considerar al operador J como
simetr´ıa fundamental sobre H.
Posteriormente, mostraremos que la compatibilidad del par (B,S) tambie´n puede inter-
pretarse en te´rminos del a´ngulo entre ciertos subespacios cerrados, es decir, el par (B,S) es
compatible si y so´lo si el a´ngulo entre ciertos subespacios no es nulo. Ma´s precisamente, (B,S)
es compatible si y so´lo si
c0(S⊥, B(S)) < 1. (15)
Finalmente, estudiaremos la existencia de proyecciones B-autoadjuntas para un operador B
de rango cerrado. En este caso, si B = JA es la descomposicio´n polar de B (con A ∈ L(H)+ y
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J = J∗ = J−1), R(A1/2) tambie´n es un subespacio cerrado de H y, como N(A1/2) = N(B) ⊆
B−1(S⊥) = B(S)⊥, probaremos que (B,S) es compatible si y so´lo si M = A1/2(S) es cerrado y
H = M∔ J(M)⊥. (16)
Notemos que esta u´ltima ecuacio´n asegura la existencia de una (u´nica) proyeccio´n J-autoadjunta
con rango M. Por lo tanto, si B tiene rango cerrado, podemos dar una caracterizacio´n completa
de la compatibilidad del par (B,S) en te´rminos del subespacio M. De hecho, probaremos que
las siguientes condiciones son equivalentes:
1. (B,S) es compatible.
2. PM//J(M)⊥ ∈ L(H).
3. M es cerrado y c0(M, J(M)⊥) < 1.
4. M es un espacio de Krein de H (con la me´trica indefinida inducida por J).
Es natural preguntarse sobre la posibilidad de extender este resultado al caso en que B es un
operador autoadjunto cualquiera. Sin embargo, presentaremos un ejemplo de un par (B,S) no
compatible para el cual el par asociado (J,M) es compatible.
La seccio´n 2.3 esta´ dedicada al estudio de posibles descomposiciones y factorizaciones de las
proyecciones B-autoadjuntas.
En primer lugar, recordemos que, dada una proyeccio´n Q ∈ L(H) actuando en un espacio
de Hilbert H, las siguientes condiciones son equivalentes:
1. Q es autoadjunta, i.e. Q es una proyeccio´n ortogonal,
2. Q es un operador positivo, i.e. hQx, x i ≥ 0 para todo x ∈ H,
3. Q es una contraccio´n, i.e. hQx, Qx i ≤ hx, x i para todo x ∈ H.
En cambio, S. Hassi y K. Nordstro¨m [38] mostraron que, cuando consideramos la me´trica inde-
finida h , iB inducida por un operador autoadjunto B ∈ L(H), una proyeccio´n B-autoadjunta
Q ∈ L(H) es B-positiva (resp. B-contractiva) si y so´lo si su rango R(Q) (resp. su nu´cleo N(Q))
es un subespacio B-no negativo de H. Recordemos que un operador T ∈ L(H) es B-positivo
(resp. B-contractivo) si BT ∈ L(H)+ (resp. T ∗BT ≤ B), o equivalentemente,
hTx, x iB ≥ 0 para todo x ∈ H (resp. hTx, Tx iB ≤ hx, x iB para todo x ∈ H).
Dado un subespacio arbitrario S de H consideremos su parte B-isotro´pica N = S ∩B(S)⊥.
Luego, podemos descomponer a S en suma directa de la siguiente manera:
S = N ∔ S ⊖N , (17)
siendo S ⊖N = S ∩N⊥. Adema´s, es fa´cil ver que el complemento S ⊖N es un subespacio B-no
degenerado (o sea, su parte B-isotro´pica es trivial). Esta descomposicio´n plantea naturalmente
interrogantes acerca de la posibilidad de descomponer al subespacio S⊖N , si e´ste fuera indefini-
do, en suma directa de un subespacio B-positivo y otro B-negativo. El siguiente es el resultado
principal de esta seccio´n, el mismo responde afirmativamente a la pregunta anterior (en el caso
en que (B,S ⊖N ) es un par compatible):
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Teorema (Existencia de descomposicio´n). Dados S un subespacio cerrado de H y B ∈ L(H)s,
supongamos que N = S ∩N(B). Luego, (B,S) es compatible si y so´lo si existe una descomposi-
cio´n de S ⊖ N como S ⊖ N = S+ ∔ S−, siendo S+ un subespacio (cerrado) B-no negativo, S−
un subespacio (cerrado) B-no positivo, (B,S±) es compatible y S+⊥BS−.
Adema´s, entre todas las posibles descomposiciones dadas por el teorema, existe una u´nica que
satisface adema´s que S+ es un subespacio B-positivo, S− es un subespacio B-negativo y los
subespacios S+ y S− son ortogonales respecto al producto interno de H.
Notemos que, si (B,S ⊖ N ) es compatible entonces (B,S) es compatible y, adema´s, cada
Q ∈ P(B,S) puede escribirse como
Q = PB,S⊖N + PN//(S⊖N+N(Q)).
Mas au´n, por el Teorema anterior, sabemos que existen un subespacio B-no negativo S+ y un
subespacio B-no positivo S− tales que S ⊖ N = S+ ∔ S−, (B,S±) es compatible y S+⊥BS−.
Luego, es fa´cil ver que PB,S⊖N = Q+ + Q− y, por lo tanto:
Q = Q+ + Q− + PN//(S⊖N+N(Q)),
siendo Q+ una proyeccio´n B-positiva, Q− una proyeccio´n B-negativa y PN//(S⊖N+N(Q)) una
proyeccio´n B-neutra. Es decir, cada Q ∈ P(B,S) admite una descomposicio´n Q = Q0+Q++Q−
tal que Q0 ∈ Q es B-neutra, Q+ ∈ Q es B-positiva y Q− ∈ Q es B-negativa.
Finalmente, mostraremos que toda proyeccio´n B-autoadjunta Q ∈ L(H) admite una factori-
zacio´n Q = E0E+E−, siendo E0, E+ y E− proyecciones en L(H) que conmutan entre s´ı y tales
que E+ es B-contractiva, E− es B-expansiva y E0 es B-isome´trica (i.e. hE0x, E0x iB = hx, x iB
para todo x ∈ H).
En la Seccio´n 2.4, dado un par compatible (B,S), presentaremos una serie de fo´rmulas
para la proyeccio´n distinguida PB,S . Comenzemos estudiando que´ ocurre si B es inversible y,
posteriormente, intentaremos generalizar la fo´rmula obtenida a un contexto ma´s amplio.
Supongamos B ∈ L(H) es autoadjunto e inversible y consideremos su descomposicio´n polar
B = JA, con A ∈ L(H)+ y J = J∗ = J−1. Como A ∈ L(H)+ tambie´n es inversible, la
forma sesquilineal h , iA es un producto interno en H equivalente al producto interno original
h , i. Adema´s, como J conmuta con A, tenemos que J tambie´n es una simetr´ıa con respecto al
producto interno h , iA y, por lo tanto, (H, h , iA) tambie´n es un espacio de Krein con simetr´ıa
fundamental J .
Recordemos que, si B es un operador de rango cerrado, la compatibilidad del par (B,S) es
equivalente a que la (u´nica) proyeccio´n J-ortogonal con rango M = A1/2(S), PM//J(M)⊥ , sea
acotada. Luego,
PB,S = A
−1/2PM//J(M)⊥A
1/2. (18)
Consideremos ahora un operador autoadjunto B ∈ L(H) no necesariamente inversible y, si
S es un subespacio cerrado de H, consideremos el subespacio cerrado M = A1/2(S).
Como ya mencionamos anteriormente, en general no podemos asegurar que la proyeccio´n
PM//J(M)⊥ sea un operador acotado. Sin embargo, si (B,S) es compatible, PM//J(M)⊥ tiene
dominio denso (el subespacio M∔ J(M)⊥) y probaremos que el producto
PM//J(M)⊥A
1/2
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permanece acotado, R(PM//J(M)⊥A
1/2) ⊆ A1/2(S) y adema´s:
PM//J(M)⊥A
1/2 = A1/2PB,S . (19)
Las fo´rmulas que presentaremos en esta seccio´n son consecuencia de la Ec. (19), y obtendremos
las mismas a partir de inversas generalizadas (o au´n inversas densamente definidas) del operador
A1/2.
Los resultados de las Secciones 2.2, 2.3 y 2.4 forman parte del art´ıculo “Decomposition of
Selfadjoint Projections in Krein Spaces” [53] publicado en la revista Acta Scientiarum Mathe-
maticarum en el an˜o 2006.
El Cap´ıtulo 3 esta´ dividido en dos partes, la primera (Seccio´n 3.1) es una recopilacio´n de
resultados sobre el complemento de Schur de operadores positivos (actuando en un espacio de
Hilbert), y la segunda (Secciones 3.2 y 3.3) contiene la definicio´n del complemento de Schur de
operadores autoadjuntos y los resultados originales que desarrollaremos acerca de este tema.
Como hemos mencionado anteriormente, si A ∈ L(H)+ el complemento de Schur de A a un
subespacio S de H puede caracterizarse como
A/S = ı´nf
≤
{Q∗AQ : Q ∈ Q, N(Q) = S},
considerando el orden usual en L(H) inducido por L(H)+ (ver [3]). Ma´s au´n, P. Massey y D.
Stojanoff [54] probaron que, dados un operador autoadjunto B ∈ L(H) y un subespacio (cerrado)
B-no negativo S de H, si el par (B,S) es compatible entonces
B/S = mı´n
≤
{Q∗BQ : Q ∈ Q, N(Q) = S}. (20)
Ana´logamente, si S es un subespacio B-no positivo de H y el par (B,S) es compatible, B/S =
ma´x≤{Q∗BQ : Q ∈ Q, N(Q) = S}.
En la Seccio´n 3.2 mostraremos que si S es un subespacio B-indefinido de H y el par (B,S)
es compatible, el complemento de Schur de B a S admite una representacio´n minimax. Para
esto, necesitaremos probar dos propiedades del complemento de Schur:
1. B/S no depende de la parte B-isotro´pica del subespacio S. Ma´s precisamente, probaremos
que B/S⊖N = B/T = B/S para todo subespacio cerrado T de H tal que
S ⊖N ⊆ T ⊆ S + N(B).
2. El complemento de Schur a una suma de subespacios esta´ relacionados con el complemento
de Schur a cada uno de ellos. Espec´ıficamente, dados dos subespacios cerrados S1 y S2 de
H, tales que S1⊥BS2 y S1 ∩ S2 = {0}, si S1 ∔ S2 es cerrado, mostraremos que
B/S1∔S2 = (B/S1)/S2 = (B/S2)/S1 .
Luego, obtendremos una representacio´n del complemento de Schur B/S para un subespacio
cerrado B-indefinido S, a partir de la descomposicio´n S ⊖ N = S+ ∔ S− presentada en el
Cap´ıtulo 2. De hecho, mostraremos que, si (B,S) es compatible entonces
B/S = (B/S+)/S− = (B/S−)/S+ , (21)
donde S ⊖N = S+⊕S− es la descomposicio´n dada en el Teorema 2.3.2. Finalmente, utilizando
la expresio´n de B/S obtenida en la Ec. (21), probaremos el siguiente resultado:
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Teorema. Sean B ∈ L(H)s y S un subespacio cerrado de H. Si (B,S) es compatible entonces
B/S = mı´n
N(Q+)=S+
ma´x
N(Q−)=S−
Q∗+(Q
∗
−BQ−)Q+ = ma´x
N(Q−)=S−
mı´n
N(Q+)=S+
Q∗−(Q
∗
+BQ+)Q−,
donde S ⊖N = S+ ⊕ S− es la descomposicio´n dada en el Teorema 2.3.2.
Una interesante consecuencia de este teorema es que, si el par (B,S) es compatible entonces,
fijado un vector x ∈ H, tenemos que-
B/S x, x
®
= mı´n
s∈S+
ma´x
t∈S−
hB(x− (s + t)), x− (s + t) i . (22)
Esta representacio´n se asemeja a la obtenida en [3] por Anderson y Trapp para el complemento
de Schur de un operador (semidefinido) positivo.
En la Seccio´n 3.3 mostraremos que, dados un operador autoadjunto B ∈ L(H) y un subespa-
cio cerrado S de H tales que (B,S) es compatible, hay una generalizacio´n natural de la fo´rmula
de Pekarev (4) para el complemento de Schur de B a S: si B = JA es la descomposicio´n polar
de B, con A ∈ L(H)+ y J = J∗ = J−1, el complemento de Schur de B a S puede calcularse
como
B/S = JA
1/2PJ(M)⊥//MA
1/2, (23)
siendo M = A1/2(S).
Ma´s au´n, mostraremos que, si la fo´rmula (23) define un operador acotado, la misma puede
utilizarse para extender la definicio´n de B/S en casos en los que el par (B,S) no es compatible,
manteniendo las propiedades ba´sicas del complemento de Schur. De hecho, si suponemos que
B/S esta´ definido por la Ec. (23), probaremos que
1. B/S es un operador autoadjunto;
2. R(B) ∩ S⊥ ⊆ R(B/S) ⊆ R(A1/2) ∩ S⊥;
3. N(B/S) = A
−1/2(M).
Si A ∈ L(H)+ y S un subespacio cerrado de H, el rango y el nu´cleo del complemento de
Schur de A a S fue estudiado originalmente en [3], [51] y [59]. Suponiendo que el par (A,S)
es compatible, G. Corach et al. [20] obtuvieron una descripcio´n ma´s precisa de los mismos:
R(A/S) = R(A) ∩ S⊥ y N(A/S) = N(A) + S. Adema´s, estas caracterizaciones del rango y el
nu´cleo de A/S y AS se alcanzan si y so´lo si el par (A,S) es compatible.
El resultado de Corach et al. puede generalizarse a operadores autoadjuntos. Si B ∈ L(H)
es autoadjunto y la fo´rmula (23) define un operador B/S acotado, probaremos que las siguientes
condiciones son equivalentes:
1. (B,S) es compatible,
2. R(B/S) = S⊥ ∩R(B) y N(B/S) = S + N(B).
Los resultados de las Secciones 3.2 y 3.3 fueron publicados a principios de este an˜o en Linear
Algebra and its Applications, con el t´ıtulo “Shorting selfadjoint operators in Hilbert spaces” [36].
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En el Cap´ıtulo 4 introduciremos el concepto de complemento de Schur para operadores J-
autoadjuntos en espacios de Krein.
Dado un espacio de Hilbert H, E. L. Pekarev propuso definir el complemento de Schur de
un operador A ∈ L(H)+ a un subespacio (cerrado) S de H, mediante la fo´rmula
A/S = A
1/2PM⊥A
1/2,
donde PM⊥ es la proyeccio´n ortogonal con nu´cleo M = A1/2(S).
Si H es un espacio de Krein con simetr´ıa fundamental JH, dado un operador J-autoadjunto
A ∈ L(H), el Teorema de Bogna´r-Kramli asegura que existe un espacio de Krein (con simetr´ıa
fundamental JK) y un operador inyectivo D ∈ L(K,H) tal que
A = DD#,
siendo D# el operador J-adjunto de D. Luego, si suponemos que el subespacio M = D#(S) es
un subespacio de Krein de K, la proyeccio´n JK-ortogonal PM[⊥]//M esta´ acotada. Por lo tanto, si
A ∈ L(H) es un operador con la propiedad de factorizacio´n u´nica (PFU), el siguiente operador
esta´ bien definido y es acotado:
A/[S] = DPM[⊥]//MD
#. (24)
Si llamamos complemento de Schur de A a S a este operador, probaremos que A/[S] es un
operador JH-autoadjunto y adema´s:
R(A) ∩ S [⊥] ⊆ R(A/[S]) ⊆ R(D) ∩ S [⊥] y N(A/[S]) = (D#)−1(M).
Estas caracterizaciones se asemejan a las obtenidas en el Cap´ıtulo 3 para el complemento de
Schur de un operador autoadjunto actuando en un espacio de Hilbert y, al igual que en dicho
caso, mostraremos que las inclusiones mencionadas ma´s arriba pueden ser estrictas.
Posteriormente, estudiaremos las posibles caracterizaciones extremales de A/[S] en aquellos
casos en los que el subespacio M es JK-definido. Si A = DD#, siendo D ∈ L(K,H) con
N(D) = {0} y K un espacio de Krein, consideremos el conjunto
I(A) = {X = EE# : E ∈ L(K,H), R(E) ⊆ R(D)}.
Si A tiene la PFU el subespacio R(D) so´lo depende del operador A y, en consecuencia, lo mismo
ocurre con el conjunto I(A). Luego, podemos enunciar los resultados principales de la Seccio´n
4.1 de la siguiente manera:
Teorema. Dados un operador J-autoadjunto A ∈ L(H) con la PFU y un subespacio cerrado S
de H, supongamos que el subespacio M = D#(S) es un subespacio de Krein de K. Luego,
1. si M es J-no negativo entonces A/[S] = ma´x
≤J
{X ∈ I(A) : X ≤J A, R(X) ⊆ S [⊥] }.
2. si M es J-no positivo entonces A/[S] = mı´n
≤J
{X ∈ I(A) : A ≤J X, R(X) ⊆ S [⊥] }.
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Teorema. Sea S un subespacio cerrado de H. Supongamos que A ∈ L(H) es J-autoadjunto y
satisface la PFU. Si A = DD# con D ∈ L(K,H), N(D) = {0}, supongamos que M = D#(S)
es un subespacio de Krein de K. Luego,
1. si M es J-no negativo entonces A/[S] = ı´nf
≤J
{Q#AQ : Q ∈ Q(H), N(Q) = S}.
2. si M es J-no positivo entonces A/[S] = sup
≤J
{Q#AQ : Q ∈ Q(H), N(Q) = S}.
Cabe destacar que el orden ≤J considerado en los enunciados anteriores es aquel inducido
sobre L(H) por el cono de operadores JH-positivos.
El cono de operadores JH-positivos es el tema central de la Seccio´n 4.2. Estos operadores
tienen la propiedad de factorizacio´n u´nica y, adema´s, podemos elegir el espacio vectorial K (que
cumple el rol de dominio del factor D de la factorizacio´n A = DD#) de manera que resulte un
espacio de Hilbert.
Notemos que, si K es un espacio de Hilbert y S es cualquier subespacio cerrado de H, el
subespacio M = D#(S) es un subespacio cerrado de K y por lo tanto resulta un “subespacio de
Krein” de K. Entonces, el complemento de Schur A/[S] esta´ bien definido para todo subespacio
cerrado S de H y adema´s,
A/[S] = J |A|1/2PJ(M⊥)|A|1/2,
donde A = J |A| es la descomposicio´n polar de A y PJ(M⊥) ∈ L(K) es la proyeccio´n ortogonal
sobre J(M⊥). Es importante destacar que J(M⊥) = (|A|1/2(S))⊥. Entonces, de la ecuacio´n
anterior, podemos concluir que, si A ∈ L(H) es J-positivo entonces
A/[S] = J (|A|/S), (25)
donde |A|/S es el operador cortocircuito (en el sentido de operadores actuando sobre un espacio
de Hilbert) de |A| a S.
En consecuencia, el complemento de Schur de un operador J-positivo A, actuando en un
espacio de Krein H, esta´ intimamente relacionado con el complemento de Schur del operador
positivo JA, el cual actu´a en el espacio de Hilbert |H|. Por lo tanto, muchos resultados cla´sicos
de operadores cortocircuito pueden traducirse al contexto de un espacio de Krein, por ejemplo,
si S y T son subespacios cerrados de H y A, B ∈ L(H) son J-positivos,
1. A/[S] = ma´x
≤J
{X ∈ L(H) : 0 ≤J X ≤J A, R(X) ⊆ S [⊥]};
2. A/[S] = ı´nf
≤J
{Q#AQ : Q ∈ Q(H), N(Q) = S};
3. si A ≤J B entonces A/[S] ≤J B/[S];
4. si T ⊆ S entonces A/[S] ≤J A/[T ].
Los resultados presentados en el Cap´ıtulo 4 forman parte del art´ıculo “Schur complements
in Krein spaces”, publicado en Integral Equations and Operator Theory durante 2007.
En el Cap´ıtulo 5 estudiaremos problemas similares a los estudiados por G. Corach y A.
Maestripieri en [18], pero considerando me´tricas indefinidas en lugar de productos internos de-
generados.
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Dados un operador de rango cerrado C ∈ L(H,K) actuando entre espacios de Hilbert y un
vector y ∈ K, si perturbamos el producto interno de K con un operador autoadjunto B ∈ L(K),
queda planteado el problema de minimizar (de ser posible) el funcional lineal (indefinido) sobre
H dado por
x 7−→ hCx− y, Cx− y iB , x ∈ H.
En caso que exista un vector u ∈ H tal que
hCu− y, Cu− y iB = mı´n
x∈H
hCx− y, Cx− y iB ,
diremos que u es una B-solucio´n de cuadrados mı´nimos de la ecuacio´n Cx = y (lo abreviaremos
B-LSS, por las iniciales de “B-least squares solution”).
En primer lugar, utilizando un simple argumento geome´trico, probaremos que la existencia
de una B-LSS u ∈ H de la ecuacio´n Cx = y es equivalente a que R(C) sea un subespacio B-no
negativo de K y que el vector y − Cu sea B-ortogonal a R(C).
Notemos que y − Cu⊥B R(C) si y so´lo si hB(Cu− y), Cx i = 0 para todo x ∈ H, o equiva-
lentemente, si u es una solucio´n de la ecuacio´n normal :
C∗B(Cx− y) = 0, (26)
por lo que nos enfocaremos en caracterizar y parametrizar las soluciones de (26). En general, si
u ∈ H es una solucio´n de (26), el conjunto de todas las soluciones de la ecuacio´n normal coincide
con la variedad af´ın
u0 + N(C
∗BC).
Adema´s, cabe destacar que la ecuacio´n normal C∗B(Cx − y) = 0 admite alguna solucio´n si y
so´lo si y ∈ R(C) + R(C)⊥B y, consecuentemente, la ecuacio´n normal admite solucio´n para todo
y ∈ K si y so´lo si el par (B, R(C)) es compatible.
En [40], dados un espacio de Hilbert H de dimensio´n finita, un operador autoadjunto B ∈
L(H) y un vector y ∈ H, B. Hassibi et al. estudiaron el problema de encontrar vectores u ∈ S
(para un subespacio cerrado B-no negativo S de H) tales que
hu− y, u− y iB = mı´n
s∈S
h s− y, s− y iB = mı´n
x∈H
hPSx− y, PSx− y iB , (27)
siendo PS la proyeccio´n ortogonal sobre S. Ellos estaban particularmente interesados en aquellos
casos en los que hay una u´nica solucio´n del problema. Como u ∈ S satisface la Ec. (27) si y so´lo
si y − u ∈ R(BPS)⊥, es fa´cil ver que esta condicio´n se satisface si y so´lo si
PSBPSu = PSBy. (28)
Cuando H es un espacio de Hilbert de dimensio´n finita, si existe una u´nica solucio´n u ∈ S de
(28) para algu´n y0 ∈ H, entonces el operador PSBPS |S es inyectivo. Por lo tanto, PSBPS |S es
inversible, y existe una u´nica solucio´n de (28) para todo y ∈ H.
En cambio, si H es un espacio de Hilbert de dimensio´n infinita, el comentario anterior puede
ser falso, ya que PSBPS |S puede ser inyectivo sin ser inversible. De hecho, en este caso, existe
una solucio´n de la Ec. (28) para todo y ∈ H si y so´lo si la ecuacio´n
(PSBPS)X = PSB
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admite una solucio´n en L(H), o equivalentemente, el par (B,S) es compatible.
Por lo expuesto anteriormente, la compatibilidad del par (B, R(C)) resulta ser una hipo´tesis
razonable para estudiar las B-LSS de la ecuacio´n Cx = y. Suponiendo que el par (B, R(C)) es
compatible e y ∈ K \R(C), es fa´cil probar que u ∈ H es una solucio´n de C∗B(Cx− y) = 0 si y
so´lo si
Cu = Qy para alguna Q ∈ P(B, R(C)).
Luego, si consideramos la solucio´n minimal de la Ec. (26), uy = C
†PB,R(C)y, podemos parame-
trizar el conjunto de todas las soluciones de la ecuacio´n normal como
uy + N(BC).
A manera de resumen de los resultados mencionados anteriormente, enunciaremos el siguiente
teorema:
Teorema. Dado B ∈ L(K)s, sea C ∈ L(H,K) con rango cerrado tal que R(C) es B-no negativo.
Luego,
1. dado y ∈ K, u ∈ H es una B-LSS de la ecuacio´n Cx = y si y so´lo si u es una solucio´n de
la ecuacio´n normal C∗B(Cx− y) = 0;
2. existe una B-LSS de la ecuacio´n Cx = y para todo y ∈ K si y so´lo si el par (B, R(C)) es
compatible. En este caso, si y ∈ K \ R(C), u ∈ H es una B-LSS de Cx = y si y so´lo si
existe Q ∈ P(B, R(C)) tal que Cu = Qy.
3. si (B, R(C)) es compatible, el conjunto de B-LSS de la ecuacio´n Cx = y coincide con la
variedad af´ın uy + N(BC).
Recordemos que, dado y ∈ K, el problema de cuadrados mı´nimos cla´sico (en espacios de
Hilbert) asociado a la ecuacio´n Cx = y admite una (u´nica) solucio´n de norma mı´nima, ma´s
precisamente, aquella definida por u = C†y.
El siguiente paso en nuestro estudio es un problema de minimizacio´n en el conjunto de B-
LSS de Cx = y. Dados y ∈ K, C ∈ L(H,K) de rango cerrado y un operador autoadjunto
B2 ∈ L(K) tales que (B2, R(C)) es compatible y R(C) es B2-no negativo, consideremos el
conjunto uy + N(B2C) de B2-LSS de la ecuacio´n Cx = y.
Ahora, si perturbamos el producto interno de H con un operador autoadjunto B ∈ L(H),
intentaremos caracterizar las B1B2-soluciones de cuadrados mı´nimos (o´ brevemente, B1B2-LSS)
de Cx = y, es decir, aquellas B2-LSS w ∈ H de Cx = y tales que
hw, w iB1 ≤ hu, u iB1 , para todo u ∈ uy + N(B2C).
De hecho, mostraremos que existe una B1B2-LSS de la ecuacio´n Cx = y para todo y ∈ K si y
so´lo si (B1, N(B2C)) es compatible y N(B2C) es B1-no negativo. Adema´s, si y ∈ K \R(B2C)⊥,
w ∈ H es una B1B2-LSS de Cx = y si y so´lo si existen proyecciones Q ∈ P(B1, N(B2C)) y
P ∈ P(B2, R(C)) tales que
w = (I −Q)C†Py.
Dado y ∈ K\R(B2C)⊥, el conjunto de B1B2-LSS de la ecuacio´n Cx = y puede parametrizarse
como
{(I −Q)C†PB2,R(C)y : Q ∈ P(B1, N(B2C))}. (29)
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Por otra parte, si y ∈ R(B2C)⊥, el conjunto formado por todas las B1B2-LSS de Cx = y es
N(B1) ∩N(B2C) y
{(I −Q)C†PB2,R(C)y : Q ∈ P(B1, N(B2C))} ( N(B1) ∩N(B2C).
Sin embargo, este subconjunto propio contiene a la B1B2-LSS de norma mı´nima.
Proposicio´n. Sean C ∈ L(H,K) de rango cerrado y B2 ∈ L(K) autoadjunto tales que para
todo y ∈ K existen B2-LSS de la ecuacio´n Cx = y. Dado un operador autoadjunto B1 ∈ L(H),
supongamos adema´s que para todo y ∈ K existen B1B2-LSS de la ecuacio´n Cx = y. Entonces,
vy = (I − PB1,N(B2C))C†PB2,R(C)y,
es el u´nico elemento de norma mı´nima en el conjunto de B1B2-LSS de Cx = y.
Supongamos por un momento que R(C)∩N(B) = {0}, y en consecuencia, N(B2C) = N(C).
Por la parametrizacio´n dada ma´s arriba, sabemos que w ∈ H es una B1B2-LSS de la ecuacio´n
Cx = y si y so´lo si
w = (I −Q)C†PB2,R(C)y,
siendo Q ∈ P(B1, N(C)). Esto nos motiva a estudiar el siguiente conjunto de operadores:
GI(C, B1, B2) = {(I −Q)C†P : Q ∈ P(B1, N(C)) y P ∈ P(B2, R(C))}.
Dadas proyecciones Q ∈ P(B1, N(C)) y P ∈ P(B2, R(C)), consideremos D = (I − Q)C†P .
Utilizando la propiedades de C†, es fa´cil ver que D es una inversa generalizada pesada de C, ya
que D es una solucio´n del sistema de ecuaciones
CXC = C, XCX = X, B1(XC) = (XC)
∗B1, B2(CX) = (CX)
∗B2. (30)
La Seccio´n 5.2 esta´ dedicada a presentar condiciones necesarias y suficientes para la existencia
de inversas generalizadas pesadas de un operador C con rango cerrado, y a caracterizar estas
inversas en te´rminos de la inversa de Moore-Penrose de C y los conjuntos de proyecciones Bi-
autoadjuntas (para i = 1, 2). De hecho, probaremos que, si (B1, N(C)) y (B2, R(C)) son pares
compatibles, el conjunto GI(C, B1, B2) coincide con el conjunto de soluciones de (30).
Finalmente, recordemos que, si R(C) es un subespacio B-indefinido, la ecuacio´n Cx = y no
admite B-soluciones de cuadrados mı´nimos aunque existan soluciones de la ecuacio´n normal. La
Seccio´n 5.3 esta´ dedicada a relacionar a las soluciones de C∗B(Cx − y) = 0 con las soluciones
de un problema de minimax.
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Cap´ıtulo 1
Preliminares
Comenzaremos fijando algunas notaciones que utilizaremos a continuacio´n. Dado un espacio
de Hilbert H con producto interno h , i, denotaremos con L(H) al a´lgebra de operadores lineales
acotados sobre H. L(H)s es el subespacio (real) de L(H) formado por los operadores autoad-
juntos, L(H)+ es el cono de operadores (semidefinidos) positivos de L(H), GL(H) es el grupo
de operadores inversibles de L(H), GL(H)s = GL(H) ∩ L(H)s y GL(H)+ = GL(H) ∩ L(H)+.
Fijado un operador T ∈ L(H), notaremos R(T ) al rango de T y N(T ) a su nu´cleo.
Con Q = Q(L(H)) denotaremos al conjunto de proyecciones en L(H) y con P = P(L(H))
al subconjunto de Q de proyecciones ortogonales, i.e.
Q = {Q ∈ L(H) : Q2 = Q} y P = {P ∈ L(H) : P 2 = P = P ∗}.
Si Q ∈ Q \ P, diremos que Q es una proyeccio´n oblicua.
Dados dos subespacios S y T de H, denotaremos S∔T a la suma directa (interna) de S y T ,
S ⊕T a la suma directa ortogonal de ellos, y S ⊖T = S ∩ (S ∩T )⊥. Si H = S∔T , la proyeccio´n
sobre S a lo largo de T , PS//T , es la (u´nica) proyeccio´n con R(PS//T ) = S y N(PS//T ) = T .
En particular, PS = PS//S⊥ es la proyeccio´n ortogonal sobre S.
1.1. Teor´ıa de operadores actuando sobre un espacio de Hilbert
1.1.1. Factorizacio´n de Douglas y descomposicio´n polar
El siguiente resultado, debido a R. G. Douglas [28], caracteriza inclusiones de rangos de
operadores.
Teorema 1.1.1. Dados espacios de Hilbert H, K1, K2 y operadores A ∈ L(K1,H) y B ∈
L(K2,H), las siguientes condiciones son equivalentes:
1. la ecuacio´n AX = B tiene una solucio´n en L(K2,K1);
2. R(B) ⊆ R(A);
3. existe λ > 0 tal que BB∗ ≤ λAA∗.
En este caso, existe un u´nico D ∈ L(K2,K1) tal que AD = B y R(D) ⊆ R(A∗); adema´s cumple
que N(D) = N(B) y kDk = ı´nf{λ > 0 : BB∗ ≤ λAA∗}. El operador D se denomina solucio´n
reducida de la ecuacio´n AX = B.
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Demostracio´n. En primer lugar, notemos que la implicacio´n 1. ⇒ 2. es trivial.
1. ⇒ 3. : Si B = AC con C ∈ L(K2,K1) entonces BB∗ = ACC∗A∗ ≤ kCk2AA∗, pues CC∗ ≤
kCk2I, es decir, vale 2.
2. ⇒ 1. : Sean A ∈ L(K1,H) y B ∈ L(K2,H) tales que R(B) ⊆ R(A). Podemos definir un
operador C : K2 → K1 de la siguiente manera: si x ∈ K2, tenemos que Bx ∈ R(B) ⊆ R(A) y,
como A : N(A)⊥ → R(A) es biyectivo, existe un u´nico y ∈ N(A)⊥ tal que Ay = Bx. Definiendo
Cx = y tenemos que C esta´ bien definido y B = AC.
Falta probar que C es acotado. Como C esta´ definido en todo K2, es suficiente mostrar
que C tiene gra´fico cerrado. Consideremos una sucesio´n {(xn, yn)}n∈N, con yn = C1xn, tal que
(xn, yn) → (x, y). Por definicio´n, Bxn = Ayn para todo n ∈ N. Como A y B son acotados,
l´ım
n→∞
Ayn = Ay y l´ım
n→∞
Bxn = Bx, con lo cual Ay = Bx. Adema´s, como N(A)
⊥ es cerrado,
tenemos que y ∈ N(A)⊥ y por consiguiente Cx = y. Luego, C es acotado.
3. ⇒ 1. : Supongamos que BB∗ ≤ λAA∗ para algu´n λ ≥ 0 y definamos la siguiente aplicacio´n
D : R(A∗) → R(B∗):
D(A∗x) = B∗x, si x ∈ H.
Entonces D esta´ bien definida pues, si A∗x = A∗x′ entonces A∗(x−x′) = 0 y, como BB∗ ≤ λAA∗,
tambie´n x− x′ ∈ N(B∗) o equivalentemente B∗x = B∗x′. Veamos que D es acotada en R(A∗):
kD(A∗x)k2 = kB∗fk2 = hBB∗x, x i ≤ λ2 hAA∗x, x i = λ2kA∗xk2.
Por lo tanto, D puede ser extendido de manera u´nica a R(A∗) y, si definimos Dx = 0 para
x ∈ R(A∗)⊥, entonces D ∈ L(K1,K2) y DB∗ = A∗, o equivalentemente, A = BD∗ con D∗ ∈
L(K2,K1).
Finalmente, probemos que existe una u´nica solucio´n reducida de la ecuacio´n AX = B.
Notemos que la inclusio´n R(D) ⊆ R(A∗) = N(A)⊥ identifica un´ıvocamente al operador D,
ya que AD = B y A|N(A)⊥ es inyectivo. En particular, los operadores construidos en 2. ⇒ 1.
y 3. ⇒ 1. tienen el rango contenido en el subespacio R(A∗) = N(A)⊥; por lo tanto, estos
operadores coinciden.
Corolario 1.1.2. Si A ∈ L(H,K) entonces R((AA∗)1/2) = R(A).
Demostracio´n. Dado que AA∗ = (AA∗)1/2((AA∗)1/2)∗, la igualdad entre los rangos de A y
(AA∗)1/2 es consecuencia del Teorema de Douglas.
Corolario 1.1.3. Sean A ∈ L(H), Q ∈ Q y supongamos que R(QA) ⊆ R(A). Entonces, la
solucio´n reducida D ∈ L(H) de la ecuacio´n AX = QA es una proyeccio´n, es decir, D ∈ Q.
Demostracio´n. En primer lugar, notemos que, si D es la solucio´n reducida de AX = QA entonces
AD2 = QAD = Q2A = QA y R(D2) ⊆ R(D) ⊆ R(A∗). Luego, D2 tambie´n es una solucio´n
reducida de la ecuacio´n AX = QA y, por la unicidad de la misma, resulta que D ∈ Q.
Definicio´n. Fijado un espacio de Hilbert H, una isometr´ıa parcial es un operador W ∈ L(H)
tal que kWxk = kxk para todo x ∈ N(W )⊥. Llamaremos espacio inicial de W al subespacio
N(W )⊥, y espacio final de W al subespacio R(W ).
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Notemos que, por la identidad de polarizacio´n, si W ∈ L(H) es una isometr´ıa parcial y x, y ∈
N(W )⊥,
hWx, Wy i =
3X
k=0
ikkWx+ ikWyk2 =
3X
k=0
ikkW (x+ iky)k2 =
3X
k=0
ikkx+ ikyk2 = hx, y i . (1.1.1)
Proposicio´n 1.1.4. Si W ∈ L(H), son equivalentes:
1. W es una isometr´ıa parcial;
2. E = W ∗W es la proyeccio´n ortogonal sobre N(W )⊥;
3. W ∗WW ∗ = W ∗;
Adema´s, en este caso, R(W ) es un subespacio cerrado. Luego, si W es una isometr´ıa parcial con
espacio inicial N(W )⊥ y espacio final R(W ), entonces W ∗ es una isometr´ıa parcial con espacio
inicial R(W ) y espacio final N(W )⊥.
Demostracio´n. 1. ⇔ 2.: Supongamos que W ∈ L(H) es una isometr´ıa parcial. Luego, si x ∈
N(W )⊥, aplicando la Ec. (1.1.1) vemos que
hW ∗Wx, y i = hWx, Wy i =
D
Wx, WPN(W )⊥y
E
=
D
x, PN(W )⊥y
E
= hx, y i para todo y ∈ H.
Por lo tanto, W ∗Wx = x para todo x ∈ N(W )⊥ y W ∗Wz = 0 para todo z ∈ N(W ). Por lo
tanto, E = W ∗W es la proyeccio´n ortogonal sobre N(W )⊥. Rec´ıprocamente, si E = W ∗W es la
proyeccio´n ortogonal sobre N(W )⊥,
kWxk2 = hWx, Wx i = hW ∗Wx, x i = hx, x i para todo x ∈ N(W )⊥,
i.e. W es una isometr´ıa parcial.
2. ⇔ 3.: Si E = W ∗W es la proyeccio´n ortogonal sobre N(W )⊥, entonces W ∗WW ∗ = W ∗ ya
que R(W ∗) ⊆ N(W )⊥.
Rec´ıprocamente, si W ∗WW ∗ = W ∗, tenemos que (W ∗W )2 = (W ∗WW ∗)W = W ∗W y
adema´s (W ∗W )∗ = W ∗W . Por lo tanto, E = W ∗W es una proyeccio´n ortogonal. Como EW ∗ =
W ∗, tenemos que R(W ∗) ⊆ R(E). Ma´s au´n, N(W )⊥ = R(W ∗) ⊆ R(E) porque R(E) es cerrado.
Tambie´n es fa´cil ver que N(W ) ⊆ N(W ∗W ) = N(E), con lo que resulta que E es la proyeccio´n
ortogonal sobre N(W )⊥.
Notemos adema´s que, si W ∗WW ∗ = W ∗, entonces R(W ∗) = R(W ∗WW ∗) ⊆ R(W ∗W ) ⊆
R(W ∗). Es decir, R(W ∗) = R(W ∗W ) es cerrado ya que E = W ∗W es una proyeccio´n. Por lo
tanto, R(W ) tambie´n es cerrado.
Dado un operador A ∈ L(H), el mo´dulo de A se define como |A| = (A∗A)1/2. Es decir, el
operador |A| es la (u´nica) ra´ız cuadrada positiva del operador A∗A.
Teorema 1.1.5 (Descomposicio´n polar). Si A ∈ L(H) existe una isometr´ıa parcial W con
espacio inicial N(A)⊥ y espacio final R(A) tal que A = W |A|. Adema´s, si A = UP con P ∈
L(H)+ y U una isometr´ıa parcial con espacios inicial y final N(A)⊥ y R(A), respectivamente,
entonces P = |A| y U = W .
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Demostracio´n. Si x ∈ H, entonces kAxk2 = hAx, Ax i = hA∗Ax, x i = h |A|x, |A|x i. Luego,
kAxk2 = k |A|xk2 para todo x ∈ H. (1.1.2)
Como R(A∗)⊥ = N(A), vemos que R(A∗) es un subespacio denso en N(A)⊥. Adema´s, si y ∈
R(A∗), existe x ∈ N(A∗)⊥ = R(A) tal que y = A∗x. Por lo tanto, el conjunto {A∗Ax : x ∈ H}
es denso en R(A∗) = N(A)⊥.
Si definimos W : R(|A|) → R(A) mediante W (|A|x) = Ax, la Ec. (1.1.2) asegura que
W esta´ bien definido y es una isometr´ıa. Luego, W puede extenderse a una isometr´ıa W :
N(A)⊥ → R(A) y, definiendo Wx = 0 para x ∈ N(A), tenemos que W es una isometr´ıa parcial.
Por definicio´n W cumple W |A| = A
Para probar la unicidad, notemos que, si A = UP entonces A∗A = PU∗UP . Pero E = U∗U es
la proyeccio´n ortogonal sobre el espacio inicial de U , N(A)⊥, y adema´s N(A)⊥ ⊆ N(P )⊥ = R(P )
ya que N(P ) ⊆ N(A) y P ∈ L(H)+. Luego, EP = P y A∗A = PEP = P 2. Por la unicidad de
la ra´ız cuadrada positiva, podemos afirmar que P = |A|. Finalmente, como A = U |A|, tenemos
que U |A|x = Ax = W |A|x para todo x ∈ H. Es decir, U y W coinciden en un subconjunto
denso de su espacio inicial en comu´n. Por lo tanto, U = W .
Corolario 1.1.6. Si A ∈ L(H) tiene descomposicio´n polar A = W |A| entonces la descomposi-
cio´n polar de A∗ es W ∗|A∗|.
Demostracio´n. Recordemos que, si W es una isometr´ıa parcial de N(A)⊥ en R(A), entonces
E = W ∗W es la proyeccio´n ortogonal sobre N(A)⊥ y F = WW ∗ es la proyeccio´n ortogonal
sobre R(A). Adema´s, N(|A|) = N(A) implica que E|A| = |A|, y luego A∗ = |A|W ∗ = E|A|W ∗ =
W ∗(W |A|W ∗). Finalmente, notemos que W |A|W ∗ ∈ L(H)+ y, por la Proposicio´n 1.1.4, W ∗ es
una isometr´ıa parcial entre N(A∗)⊥ = R(A) y R(A∗) = N(A)⊥. Entonces, por la unicidad
de la descomposicio´n polar, tenemos que |A∗| = W |A|W ∗ y que la isometr´ıa parcial de la
descomposicio´n polar de A∗ es W ∗.
Observacio´n 1.1.7. Si B ∈ L(H) es un operador autoadjunto y su descomposicio´n polar es
B = W |B|, siendo W una isometr´ıa parcial, entonces
W = W ∗;
W y |B| conmutan;
Los espacios inicial y final de W coinciden con N(B)⊥;
N(|B|) = N(B).
De hecho, si B = B∗ luego W |B| = B = B∗ = W ∗|B∗| = W ∗|B|, y por la unicidad de la
descomposicio´n polar, resulta que W ∗ = W . Adema´s, con un argumento similar al anterior,
vemos que W |B| = B = B∗ = (W |B|)∗ = |B|W ∗ = |B|W . Como B es autoadjunto R(B) =
N(B∗)⊥ = N(B)⊥, es decir, los espacios inicial y final de W coinciden con N(B)⊥. La u´ltima
afirmacio´n es consecuencia de que N(W ) = N(B)⊥.
Corolario 1.1.8 (Descomposicio´n polar para operadores autoadjuntos). Si B ∈ L(H)s existe
una reflexio´n J ∈ L(H) tal que A = J |A| y Jx = x para todo x ∈ N(A). Adema´s, si A = UP
con P ∈ L(H)+ y U reflexio´n tal que Ux = x para todo x ∈ N(A), respectivamente, entonces
P = |A| y U = J .
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Demostracio´n. Es consecuencia del Teorema 1.1.5 y la observacio´n anterior.
Para finalizar, dado B ∈ L(H)s con descomposicio´n polar B = JA – siendo A ∈ L(H)+
y J = J∗ = J−1 – y S un subespacio cerrado de H, enumeraremos algunas relaciones entre
subespacios que utilizaremos con frecuencia. Si M = A1/2(S) entonces
M⊥ = A1/2(S)⊥ = A−1/2(S⊥);
J(M)⊥ = J(M⊥);
A−1/2(J(M)⊥) = B−1(S⊥) = B(S)⊥;
N(A1/2) ⊆M⊥ y N(A1/2) ⊆ J(M)⊥.
1.1.2. Operadores densamente definidos
Definicio´n. Dado un espacio de Hilbert H, un operador es una aplicacio´n lineal T tal que su
dominio Dom T y su rango R(T ) son subespacios de H.
En estos pa´rrafos no supondremos que T es continuo (o acotado), sino todo lo contrario. De
hecho, si T es continuo (relativo a la topolog´ıa de la norma que DomT hereda de H) entonces
T tiene una extensio´n continua a la clausura de DomT , y por consiguiente a H, ya que Dom T
es un subespacio complementado en H.
El gra´fico Gr(T ) de un operador T es el subespacio de H×H formado por los pares (x, Tx),
donde x ∈ Dom T . Es fa´cil ver que S es una extensio´n de T (es decir, Dom T ⊂ Dom T y
Sx = Tx para todo x ∈ Dom T ) si y so´lo si
Gr(T ) ⊂ Gr(S).
Generalmente notaremos esta inclusio´n simplemente S ⊂ T .
Un operador T en H se dice cerrado si su gra´fico Gr(T ) es un subespacio cerrado de H×H.
Luego, por el Teorema del Gra´fico Cerrado, T ∈ L(H) si y so´lo si Dom T = H y T es cerrado.
A continuacio´n intentaremos asociar un adjunto T ∗ a un operador dado T . Su dominio
Dom T ∗ estara´ formado por aquellos y ∈ H para los cuales el funcional lineal
x 7−→ hTx, y i , (1.1.3)
es continuo sobre Dom T . Si y ∈ Dom T ∗, el Teorema de Hahn-Banach asegura que existe un fun-
cional lineal sobre H que extiende al de la Ec. (1.1.3). Luego, por el Teorema de Representacio´n
de Riesz, existe un vector T ∗y ∈ H tal que
hTx, y i = hx, T ∗y i para todo x ∈ Dom T . (1.1.4)
Notemos que T ∗y esta´ un´ıvocamente determinado por la Ec. (1.1.4) si y so´lo si Dom T es denso
en H, es decir, si T esta´ densamente definido. Por lo tanto, los u´nicos operadores que admiten un
adjunto T ∗ son aquellos que esta´n densamente definidos. Unos pocos ca´lculos de rutina muestran
que T ∗ tambie´n es un operador en H.
Las operaciones algebraicas entre operadores no acotados deben tratarse con cuidado, pues
hay que considerar los dominios en los cuales definirlas. Las elecciones naturales para el dominio
de la suma y el producto de dos operadores S y T son:
Dom(S + T ) = DomS ∩Dom T, Dom(ST ) = {x ∈ Dom T : Tx ∈ Dom S}.
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Teorema 1.1.9. Supongamos que S, T y ST son operadores densamente definidos en H. Luego,
T ∗S∗ ⊂ (ST )∗.
Adema´s, si S ∈ L(H), entonces T ∗S∗ = (ST )∗.
Definicio´n. Un operador T en H es sime´trico si, para todo x, y ∈ Dom T ,
hTx, y i = hx, Ty i .
Notemos que los operadores densamente definidos sime´tricos son exactamente aquellos que
satisfacen T ⊂ T ∗.
Por otra parte, si T = T ∗, diremos que T es autoadjunto. Estas dos propiedades evidente-
mente coinciden cuando T ∈ L(H), pero en general son condiciones distintas.
Teorema 1.1.10. Si T es un operador densamente definido en H, entonces T ∗ es un operador
cerrado. En particular, los operadores autoadjuntos son cerrados.
Teorema 1.1.11. Supongamos que T es un operador densamente definido en H. Luego,
1. Si Dom T = H entonces T es autoadjunto y T ∈ L(H).
2. Si T es cerrado entonces Dom T ∗ es denso en H y T ∗∗ = T .
1.1.3. A´ngulos entre subespacios cerrados de un espacio de Hilbert
La nocio´n de “a´ngulo” entre un par de subespacios cerrados de un espacio de Hilbert es
realmente u´til, ya que muchas veces permite dar una interpretacio´n geome´trica a resultados que
parecen ser puramente anal´ıticos o topolo´gicos. Las siguientes son dos definiciones diferentes de
a´ngulo entre subespacios de un espacio de Hilbert H.
Definicio´n (K. Friedrichs [34]). Dados dos subespacios cerrados S y T de H, el a´ngulo entre
ellos es aquel α(S, T ) ∈ [0, π2 ] cuyo coseno esta´ definido por
c(S, T ) = sup {| hx, y i | : x ∈ S ⊖ T , kxk ≤ 1, y ∈ T ⊖ S, kyk ≤ 1} .
Definicio´n (J. Dixmier [27]). El a´ngulo mı´nimo entre S y T es el a´ngulo α0(S, T ) ∈ [0, π2 ] cuyo
coseno esta´ definido por
c0(S, T ) = sup {| hx, y i | : x ∈ S, kxk ≤ 1, y ∈ T , kyk ≤ 1} .
En realidad, Dixmier [27] le otorga a Friedrichs el cre´dito por la definicio´n de a´ngulo mı´nimo.
En general c(S, T ) ≤ c0(S, T ), sin embargo, cuando S ∩ T = {0} las definiciones coinciden.
Para poder probar los resultados sobre a´ngulos que utilizaremos es necesario recordar algunas
propiedades ba´sicas sobre proyecciones ortogonales. Los siguientes lemas son bien conocidos y
pueden encontrarse en la literatura cla´sica de ana´lisis funcional, e. g. [17, 37], o´ en la recopilacio´n
de Deutsch [26].
Lema 1.1.12. Dados dos subespacios cerrados S y T de un espacio de Hilbert H,
PSPT = PT PS ⇔ PSPT = PS∩T ⇔ PSPT es una proyeccio´n ortogonal. (1.1.5)
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Lema 1.1.13. Dados dos subespacios cerrados S y T de un espacio de Hilbert H,
PSPT = 0 ⇔ PT PS = 0 ⇔ S⊥T . (1.1.6)
Lema 1.1.14. Dados dos subespacios cerrados S y T de un espacio de Hilbert H,
PSPT = PS ⇔ PT PS = PS ⇔ S ⊆ T . (1.1.7)
Lema 1.1.15. Sean S y T dos subespacios cerrados de un espacio de Hilbert H. Si PS y PT
conmutan, entonces
PS+T = PS + PT − PSPT . (1.1.8)
Por lo tanto, si S ⊆ T ⊥ entonces S + T es cerrado y PS+T = PS + PT .
Demostracio´n. Sea Q = PS + PT − PSPT . Notemos que, como PS y PT conmutan, es fa´cil ver
que Q ∈ P. Si x = s + t, con s ∈ S y t ∈ T , entonces
Qx = PS(s + t) + (I − PS)PT (s + t) = s + PS t + (I − PS)(PT s + t) =
= s + PS t + PT (I − PS)s + (I − PS)t = s + PS t + (I − PS)t = s + t = x,
es decir, S + T ⊆ R(Q). Adema´s, como R(Q) es cerrado, tenemos que S + T ⊆ R(Q). Por otra
parte, si y ∈ (S + T )⊥ = S⊥ ∩ T ⊥, entonces Qx = 0. Luego, (S + T )⊥ ⊆ N(Q) y, por lo tanto,
Q = PS+T .
Ahora, supongamos que S ⊆ T ⊥. Entonces PT PS = PSPT = 0, con lo cual PS y PT
conmutan y (1.1.8) implica que PS+T = PS + PT . Falta probar que S + T es cerrado, pero si
x ∈ S + T , entonces
x = PS+T x = PSx + PT x ∈ S + T .
Lema 1.1.16. Dados dos subespacios cerrados S y T de un espacio de Hilbert H,
PSPT = PT PS ⇔ PS⊥PT = PT PS⊥ ⇔ PS⊥PT ⊥ = PT ⊥PS⊥ (1.1.9)
⇔ S = S ∩ T + S ∩ T ⊥. (1.1.10)
Demostracio´n. La equivalencia de las tres primeras afirmaciones es inmediata, teniendo en cuen-
ta que PS⊥ = I − PS y PT ⊥ = I − PT .
Notemos que, si PS y PT conmutan tambie´n lo hacen PS y PT ⊥ . Luego, por Lema 1.1.12,
PS∩T + PS∩T ⊥ = PSPT + PSPT ⊥ = PS(PT + PT ⊥) = PS .
Entonces S ⊆ S∩T +S∩T ⊥. Como la otra inclusio´n es evidente, tenemos que S = S∩T +S∩T ⊥.
Rec´ıprocamente, si S = S ∩ T + S ∩ T ⊥, entonces por el Lema 1.1.15,
PS = PS∩T +S∩T ⊥ = PS∩T + PS∩T ⊥ .
Luego, PT PS = PT PS∩T + PT PS∩T ⊥ = PS∩T con lo cual, aplicando el Lema 1.1.12, resulta que
PS y PT conmutan.
A continuacio´n estableceremos algunas relaciones entre a´ngulos y proyecciones.
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Lema 1.1.17. Sean S y T dos subespacios cerrados de un espacio de Hilbert H. Entonces,
1. c0(S, T ) = 0 si y so´lo si S⊥T .
2. c(S, T ) = 0 si y so´lo si PS y PT conmutan.
El pro´ximo es un resultado cla´sico sobre a´ngulos, el cual utilizaremos en varias oportunidades a
lo largo de este trabajo. El mismo puede encontrarse en [26, Teorema 13] o´, au´n en una versio´n
ma´s general, en [49, Teorema 4.8].
Proposicio´n 1.1.18. Las siguientes condiciones son equivalentes:
1. c(S, T ) < 1,
2. S + T es cerrado,
3. S⊥ + T ⊥ es cerrado,
4. c(S⊥, T ⊥) < 1,
5. PS⊥(T ) es cerrado.
1.1.4. Inversas generalizadas
Definicio´n. Dados A ∈ L(H,K) y B ∈ L(K,H), decimos que B es una inversa generalizada de
A si
ABA = A y BAB = B.
Al conjunto de inversas generalizadas de A lo denotaremos por medio de G(A).
Teorema 1.1.19. Sea A ∈ L(H,K).
1. Si B ∈ G(A), entonces AB es una proyeccio´n (oblicua) con R(AB) = R(A) y BA es una
proyeccio´n (oblicua) con N(BA) = N(A).
2. A tiene rango cerrado si y so´lo si G(A) 6= ∅.
3. En tal caso, para cada par de proyecciones oblicuas P ∈ L(K) y Q ∈ L(H) tales que
R(P ) = R(A) y R(Q) = N(A), existe un u´nico B ∈ G(A) tal que AB = P y BA = I −Q.
Demostracio´n. 1. Si B ∈ G(A) entonces,
(BA)2 = BABA = BA y (AB)2 = ABAB = AB.
Adema´s, R(AB) ⊆ R(A) = R(ABA) ⊆ R(AB) y N(A) ⊆ N(BA) ⊆ N(ABA) = N(A). Por lo
tanto, R(AB) = R(A) y N(BA) = N(A).
3. Supongamos que R(A) es cerrado, y sean P ∈ L(K) y Q ∈ L(H) proyecciones oblicuas tales
que R(P ) = R(A) y R(Q) = N(A). Llamemos S = N(P ) y T = N(Q). Luego, N(A)∔ T = H
y en consecuencia A|T : T → R(A) es inversible. Llamemos B0 : R(A) → T a su inversa, y sea
B : K = S ∔R(A) → H definido por B(x + y) = B0 y , siendo x ∈ S, y ∈ R(A).
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Como B0 es acotado, aplicando el Teorema de la Aplicacio´n Abierta se deduce que B ∈ L(K,H).
En efecto, kBk ≤ kB0k kPk, ya que B(z) = B0(Pz) para todo z ∈ K. Finalmente, es fa´cil probar
que B ∈ G(A), AB = P y BA = I −Q.
2. Si G(A) 6= ∅ entonces R(A) = R(AB) para toda B ∈ G(A). Luego, R(A) es cerrado porque
es el rango de una proyeccio´n. La rec´ıproca se deduce del item 3, aplicado a las proyecciones
P = PR(A) y Q = PN(A).
Definicio´n. Dado A ∈ L(H,K) con rango cerrado, llamaremos inversa de Moore-Penrose de A
(y lo anotaremos A†) al u´nico elemento de G(A) tal que A†A y AA† son proyecciones autoad-
juntas.
Corolario 1.1.20. Dado A ∈ L(H,K), R(A) es cerrado si y so´lo si R(A∗) es cerrado. Ma´s au´n,
G(A∗) = {B∗ : B ∈ G(A)}. En particular, (A∗)† = (A†)∗.
Demostracio´n. La igualdad G(A∗) = {B∗ : B ∈ G(A)} se deduce fa´cilmente de la definicio´n de
inversa generalizada. Luego, la primera parte del corolario es consecuencia del Teorema 1.1.19.
Para probar la u´ltima afirmacio´n, notemos que (A†)∗ verifica las condiciones de la definicio´n de
(A∗)†.
Corolario 1.1.21. Sea A ∈ L(H,K) un operador con rango cerrado, P ∈ L(K) una proyeccio´n
con rango R(A) y Q ∈ L(H) un proyeccio´n con rango N(A). Entonces, B = (I −Q)A†P es la
u´nica inversa generalizada de A tal que AB = P y BA = I −Q.
Demostracio´n. Notemos que AQ = 0 ya que R(Q) = N(A). Luego,
BA = (I −Q)A†PA = (I −Q)A†A = (I −Q)PN(A)⊥ = (I −Q)(PN(A)⊥ + PN(A)) = I −Q,
AB = A(I −Q)A†P = AA†P = PR(A)P = P.
Finalmente, supongamos que existe otra inversa generalizada C de A tal que AC = P y CA =
I −Q. Luego,
C = (CA)C = (I −Q)C = (BA)C = B(AC) = BP = B(AB) = B.
Ejemplos 1.1.22.
1. Si A ∈ GL(H), entonces G(A) = {A−1}. En particular, A† = A−1.
2. Si V ∈ L(H,K) es una isometr´ıa parcial entonces V † = V ∗.
3. Si A es normal y R(A) es cerrado, entonces A conmuta con A†.
4. Si A ∈ L(H,K) tiene R(A) cerrado y los operadores U ∈ L(K) y W ∈ L(H) son unitarios,
entonces (UAW )† = W ∗A†U∗.
Definicio´n. Un operador A ∈ L(H) se dice acotado inferiormente si existe un α > 0 tal que
kAxk ≥ αkxk para todo x ∈ N(A)⊥.
Proposicio´n 1.1.23. Si A ∈ L(H) entonces, A es acotado inferiormente si y so´lo si R(A) es
cerrado.
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Demostracio´n. Sea A ∈ L(H) y supongamos que A es acotado inferiormente. Si y ∈ R(A), existe
una sucesio´n {xn}n∈N en N(A)⊥ tal que Axn → y. Luego, dado ε > 0, existe un n0 ∈ N tal que
kxnk ≤ 1αkAxnk ≤ 1α(kyk+ ε) para todo n ≥ n0. Por lo tanto, existe M > 0 tal que kxnk ≤ M
para todo n ∈ N.
Entonces, existe una subsucesio´n {xnk}k∈N de {xn}n∈N tal que xnk → x0 para algu´n vector
x0 ∈ H. Luego, por la unicidad del l´ımite, tenemos que y = Ax0. Por lo tanto, R(A) es cerrado.
Rec´ıprocamente, supongamos que R(A) es cerrado. Luego, dado x ∈ N(A)⊥,
kxk = kA†Axk ≤ kA†kkAxk.
Por lo tanto, eligiendo α = kA†k−1 > 0, tenemos que kAxk ≥ αkxk para todo x ∈ N(A)⊥.
1.2. Espacios vectoriales con me´trica indefinida
En esta seccio´n presentaremos algunos resultados ba´sicos sobre espacios con me´trica indefi-
nida, prestando una destacada atencio´n a los espacios de Krein. Para una exposicio´n ma´s amplia
sobre los temas aqu´ı desarrollados sugerimos al lector los libros de J. Bogna´r [9] y T. Ya. Azizov
& I. S. Iokhvidov [43], las monograf´ıas redactadas por T. Ando [4] y por M. Dritschel & J.
Rovnyak [29] y el trabajo de J. Rovnyak [65].
Definicio´n. Un espacio con me´trica indefinida es un C-espacio vectorial V dotado de una
aplicacio´n [ , ] : V × V → C que satisface los siguientes axiomas:
1. [αx + βy, z ] = α [ x, z ] + β [ y, z ] para todo x, y, z ∈ V y α, β ∈ C;
2. [x, y ] = [ y, x ] para todo x, y ∈ V.
El antiespacio −V de un espacio con me´trica indefinida (V, [ , ] ) es el espacio (V,− [ , ] ). Por
lo tanto, [ , ]−V = − [ , ]V .
Dado un espacio con me´trica indefinida V, utilizamos las nociones de subespacio, ortogona-
lidad y suma directa de la misma forma que para espacios de Hilbert. Por ejemplo, x, y ∈ V
se dicen ortogonales respecto a la me´trica indefinida si [x, y ] = 0. Lo anotaremos x[⊥]y. De la
misma manera, diremos que x ∈ V es ortogonal a un conjunto M (y lo anotaremos x[⊥]M) si
[ x, y ] = 0 para todo y ∈ M. Dado M ⊂ V, el subespacio ortogonal a M respecto a la me´trica
indefinida es el conjunto
M[⊥] = {x ∈ V : x[⊥]M}.
Proposicio´n 1.2.1. Sean M y N subconjuntos de V. El complemento ortogonal es siempre un
subespacio y cumple:
1. si M⊂ N entonces N [⊥] ⊂M[⊥];
2. (M+N )[⊥] ⊆M[⊥] ∩N [⊥];
3. M[⊥] +N [⊥] ⊆ (M∩N )[⊥];
4. M⊆M[⊥][⊥];
5. si M y N son subespacios, (M+N )[⊥] = M[⊥] ∩N [⊥].
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Dado un subespacio S de V, llamaremos parte isotro´pica de S al subespacio S◦ = S ∩ S [⊥]
y diremos que S es no degenerado si S◦ = {0}.
Un vector x ∈ V se dice positivo, negativo o´ neutro de acuerdo con el signo de la constante
real [ x, x ], es decir, si [ x, x ] > 0, [x, x ] < 0 o´ [ x, x ] = 0, respectivamente. Un subespacio
S ⊂ V se dice positivo si los vectores no nulos de S son positivos. De la misma manera se definen
subespacios negativos, neutros, no negativos y no positivos. S se dice definido si es positivo o
negativo, es semidefinido si es no negativo o no positivo, y es indefinido en caso contrario.
Observacio´n 1.2.2. Si x ∈ V es un vector positivo entonces αx tambie´n es positivo para todo
α ∈ C, α 6= 0. Sin embargo, la suma de dos vectores positivos puede no ser positiva. Por ejemplo,
consideremos el C-espacio vectorial V = C2 dotado con la me´trica indefinida dada por
[ x, y ] = x1y1 − x2y2, para x = (x1, x2), y = (y1, y2) ∈ V.
Dados x = (1, 1/2), y = (−1, 1/2) ∈ C2, x e y son vectores positivos en esta me´trica, pero
[ x + y, x + y ] = [ (0, 1), (0, 1) ] = −1 < 0.
Proposicio´n 1.2.3. Si V es indefinido entonces V contiene vectores neutros distintos de 0.
Demostracio´n. Sean x, y ∈ V tales que [ x, x ] > 0 y [ y, y ] < 0. Definamos
ϕ(t) = [ (1− t)x + ty, (1− t)x + ty ] , t ∈ [0, 1].
Como ϕ es continua en [0, 1], ϕ(0) > 0 y ϕ(1) < 0, por del Teorema del Valor Medio sabemos
que existe 0 < t0 < 1 tal que ϕ(t0) = 0. Luego, x0 = (1− t0)x + t0y ∈ V es neutro y x0 6= 0 ya
que, como consecuencia de la Observacio´n 1.2.2, x e y son linealmente independientes.
Proposicio´n 1.2.4 (Desigualdad de Cauchy-Bunyakowski-Schwarz). Si S es un subespacio se-
midefinido de V entonces
| [x, y ] |2 ≤ [ x, x ] [ y, y ] , x, y ∈ S.
Demostracio´n. Supongamos que S es no negativo y, dados x, y ∈ V, consideremos la forma
sesquilineal semidefinida positiva ϕ : C× C→ C dada por
ϕ(α, β) = [αx + βy, αx + βy ] =
¡
α β
¢ µ [ x, x ] [x, y ]
[ y, x ] [ y, y ]
¶µ
α
β
¶
α, β ∈ C.
Luego, 0 ≤ det
µ
[ x, x ] [x, y ]
[ y, x ] [ y, y ]
¶
= [x, x ] [ y, y ]− | [ x, y ] |2.
Corolario 1.2.5. Si S es semidefinido entonces S◦ = {x ∈ S : [x, x ] = 0}.
Demostracio´n. Si z ∈ S, z 6= 0 satisface [ z, z ] = 0 entonces, por Cauchy-Bunyakowsky-Schwarz,
| [ x, z ] |2 ≤ [x, x ] [ z, z ] = 0, para todo x ∈ S.
es decir, z ∈ S◦. La otra inclusio´n es trivial.
38 Preliminares
Si S es un subespacio definido entonces S es no degenerado. No obstante, tambie´n existen
subespacios indefinidos y no degenerados.
Ejemplo 1.2.6. Sea V el espacio de sucesiones de nu´meros complejos con una cantidad finita
de coordenadas no nulas, dotado de la me´trica indefinida dada por
[x, y ] = −x1y1 +
∞X
n=1
xnyn para x = (xn)n∈N, y = (yn)n∈N ∈ V.
Si S = span{e1, e2} entonces S es un subespacio indefinido (pues e1 es negativo y e2 es positivo).
Adema´s, S es no degenerado. De hecho, si x = (xn)n∈N ∈ S [⊥], tenemos que [ x, e1 ] = [x, e2 ] = 0
y esto implica que S [⊥] ⊆ span{ek : k ≥ 3}. Luego, S ∩ S [⊥] = {0}.
1.2.1. Subespacios descomponibles
Consideremos un subespacio degenerado arbitrario S de un espacio con me´trica indefinida
V y su parte isotro´pica S◦. Es bien sabido que existe una cantidad infinita de descomposiciones
de S en una suma directa de la forma
S = S◦ ∔ S ′, (1.2.1)
donde S ′ es cualquier complemento algebraico de S◦. Notemos que, como S◦ ∩ S ′ = {0} y
todos los vectores isotro´picos para S esta´n contenidos en S◦, para cualquier eleccio´n posible, el
complemento S ′ es un subespacio no degenerado.
Adema´s, una descomposicio´n como la de (1.2.1) plantea naturalmente preguntas acerca de
la posibilidad de descomponer al subespacio no degenerado S ′, si este fuera indefinido, en suma
directa de un subespacio positivo y otro negativo. Sin profundizar demasiado en este dif´ıcil
problema, por el momento presentaremos algunos hechos simples relacionados con el tema.
En primer lugar, a pesar de que no es cierto que todo subespacio no degenerado S puede
descomponerse en una suma directa S = S+ ∔ S−, con S+ un subespacio positivo y S− un
subespacio negativo (ver el Ejemplo 1.2.11 ma´s adelante), la rec´ıporca si es cierta:
Proposicio´n 1.2.7. Si un subespacio S de V admite una descomposicio´n
S = S+ ∔ S−, (1.2.2)
en suma directa de un subespacio positivo S+ y un subespacio negativo S−, entonces S es no
degenerado.
Demostracio´n. Supongamos que x0 ∈ S0 y descomponga´moslo de acuerdo con (1.2.2) en x0 =
x+0 + x
−
0 , con x
±
0 ∈ S±. Luego,
0 =
£
x0, x
+
0
¤
=
£
x+0 , x
+
0
¤
+
£
x−0 , x
+
0
¤ ⇒ £x+0 , x+0 ¤ = − £x−0 , x+0 ¤ ,
0 =
£
x0, x
−
0
¤
=
£
x+0 , x
−
0
¤
+
£
x−0 , x
−
0
¤ ⇒ £x−0 , x−0 ¤ = − £x+0 , x−0 ¤ .
Entonces, es claro que
£
x+0 , x
−
0
¤
es un nu´mero real, es decir,
£
x+0 , x
−
0
¤
=
£
x−0 , x
+
0
¤
, y adema´s
0 ≤ £x+0 , x+0 ¤ = £x−0 , x−0 ¤ ≤ 0. Pero esto so´lo es posible si x+0 = x−0 = 0, i.e. x0 = 0.
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Definicio´n 1.2.8. Un subespacio S de un espacio con me´trica indefinida V se dice descomponible
si puede representarse como la suma directa ortogonal (con respecto a la me´trica indefinida [ , ])
de un subespacio neutro S◦, un subespacio positivo S+ y un subespacio negativo S−:
S = S◦ ∔ S+ ∔ S−. (1.2.3)
En primer lugar, justificaremos el uso del s´ımbolo S◦ para la componente neutra.
Lema 1.2.9. Dado un subespacio descomponible S de V, si los subespacios S◦, S+ y S− satis-
facen la Definicio´n 1.2.8 entonces S◦ coincide con la parte isotro´pica de S.
Demostracio´n. Este resultado es una consecuencia de dos propiedades de la parte isotro´pica:
1. Si S1[⊥]S2 y S = S ∔ S2 entonces S◦ = S◦1 ∔ S◦2 ;
2. Si S es un subespacio semidefinido entonces S◦ coincide con el conjunto de vectores neutros
de S.
Corolario 1.2.10. Si S es un subespacio (descomponible) no degenerado de V, toda descompo-
sicio´n de S es de la forma:
S = S+ ∔ S−, (1.2.4)
siendo S+ un subespacio positivo y S− un subespacio negativo.
Ejemplo 1.2.11. Sea V el espacio vectorial formado por las sucesiones de nume´ros complejos
x = {ξj}j∈Z tales que ξj = 0 para j ≤ j0(x). Definamos una me´trica indefinida sobre V mediante
[ x, y ] =
X
j∈Z
ξjη−j−1 ,
siendo y = {ηj}j∈Z ∈ V.
Es fa´cil ver que V dotado con esta me´trica indefinida es un espacio no degenerado. Por lo
tanto, por el Corolario 1.2.10, si V fuera descomponible, toda descomposicio´n de V deber´ıa ser
de la forma
V = V+ ∔ V−,
siendo V+ un subespacio positivo de V y V− un subespacio negativo de V.
Consideremos el operador lineal T : V → V definido por
T ({ξj}j∈Z) = {. . . , ξ−2, ξ−1, 0, 0, 0, . . .}.
Notemos que la restriccio´n de T a cualquier subespacio definido de V es inyectiva, ya que, al estar
restringie´ndonos a un subespacio definido, T ({ξj}j∈Z) = 0 implica que [ {ξj}j∈Z, {ξj}j∈Z ] = 0, o
equivalentemente, {ξj}j∈Z = 0.
Por lo tanto, todo subespacio definido de V es isomorfo a alguna parte del subespacio de V
formado por los x = {ξj}j∈Z tales que ξj = 0 para todo j ≥ 0. En particular, si V = V+ ∔ V−
(siendo V+ un subespacio positivo de V y V− un subespacio negativo de V), entonces V+ y V−
son isomorfos a ciertos subespacios del espacio vectorial de sucesiones finitas. Por otra parte, V
es, por definicio´n, isomorfo al espacio vectorial formado por todas las sucesiones infinitas. En
consecuencia, llegamos un absurdo al suponer que V = V+∔V− siendo V± subespacios definidos
de V.
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1.2.2. Espacios de Krein y descomposiciones cano´nicas
La definicio´n de espacio de Krein esta´ formulada de manera tal que la clase de espacios de
Krein contiene a los espacios de Hilbert, a los antiespacios de espacios de Hilbert, y es cerrada al
considerar sumas directas ortogonales. Esta es la familia ma´s pequen˜a de espacios con me´trica
indefinida con estas propiedades.
Definicio´n. Un espacio de Krein es un espacio con me´trica indefinida (K, [ , ] ) que puede
descomponerse como una suma directa ortogonal (en el sentido indefinido)
K = K+ ∔K−, (1.2.5)
siendo (K+, [ , ] ) un espacio de Hilbert y (K−, [ , ] ) el antiespacio de un espacio de Hilbert.
Una representacio´n como esta se denomina descomposicio´n cano´nica de K.
Una descomposicio´n cano´nica 1.2.5 de K permite definir un producto interno sobre todo el
espacio de Krein K mediante la siguiente fo´rmula:
hx, y i = [x+, y+ ]− [ x−, y− ] , siendo x = x+ + x−, y = y+ + y− ∈ K = K+ ∔K−.
Definicio´n. Dado un espacio de Krein K con descomposicio´n cano´nica (1.2.5), denotaremos |K|
al espacio de Hilbert obtenido al reemplazar K− por su antiespacio −K−:
|K| = K+ ⊕−K−, (1.2.6)
donde la suma directa considerada es la suma directa ortogonal entre espacios de Hilbert. Note-
mos que K resulta un espacio de Banach, considerando la norma k k = k k|K| del espacio de
Hilbert |K|.
Observacio´n 1.2.12. Dado un espacio de Krein K, cada descomposicio´n cano´nica (1.2.5) de K
tambie´n es ortogonal con respecto al producto interno del espacio de Hilbert asociado (1.2.6).
De hecho, si x+ ∈ K+ y x− ∈ K−,
hx+, x− i|K| = [x+, 0 ]K − [ 0, x− ]K = 0.
Definicio´n. Dado una descomposicio´n cano´nica (1.2.5) deK, el operador definido enKmediante
Jx = x+ − x−, si x = x+ + x− ∈ K, x± ∈ K±,
se denomina simetr´ıa fundamental u operador de signatura del espacio K.
Notemos que la simetr´ıa J puede interpretarse como un nexo entre la me´trica indefinida del
espacio de Krein (K, [ , ] ) y el producto interno del espacio de Hilbert (|K|, h , i ) ya que, para
cualquier par de vectores x, y ∈ K,
hx, y i = [Jx, y ] y [x, y ] = h Jx, y i .
Luego, la me´trica indefinida [ , ] suele denominarse J-me´trica. Cabe destacar que J ∈ L(|K|) y
que J = J∗ = J−1 pues, dados x = x+ + x−, y = y+ + y− ∈ K,
hJx, y i = hx+ − x−, y+ + y− i = hx+, y+ i − hx−, y− i = hx+ + x−, y+ − y− i = hx, Jy i , y
hJx, Jy i = hx+ − x−, y+ − y− i = hx+, y+ i+ hx−, y− i = hx+ − x−, y+ − y− i = hx, y i .
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Proposicio´n 1.2.13 (Desigualdad de Cauchy-Bunyakowsky-Schwarz generalizada). La me´trica
indefinida [ , ] es acotada respecto a k k, ma´s au´n,
| [ x, y ] | ≤ kxkkyk, x, y ∈ H (1.2.7)
Demostracio´n. Si J es la simetr´ıa fundamental de K entonces, dados x, y ∈ K,
| [ x, y ] |2 = | hJx, y i |2 ≤ kJk kxkkyk = kxkkyk.
Definicio´n. Dos espacios con me´trica indefinida K1 y K2 se dicen isomorfos si existe un iso-
morfismo (i.e. una biyeccio´n acotada) T de K1 en K2 tal que
[ Tx, Ty ]K2 = [x, y ]K1
para todo x, y ∈ K1.
Un espacio de Krein (que no sea un espacio de Hilbert ni antiespacio de un Hilbert) tiene
infinitas descomposiciones cano´nicas diferentes y, por lo tanto, infinitos espacios de Hilbert (y
normas) asociados diferentes. Sin embargo, todas ellas son isomorfas.
Teorema 1.2.14. Sea K un espacio de Krein con dos descomposiciones cano´nicas
K = K+ ⊕K− y K = K′+ ⊕K′−. (1.2.8)
Sea S ∈ L(K+,K′+) definido por
Sx+ = x
′
+, si x+ ∈ K+ y x+ = x′+ + x′− con x′± ∈ K′±,
y sea T ∈ L(−K−,−K′−) dado por
Ty− = y
′
−, si y− ∈ −K− y y− = y′+ + y′− con y′± ∈ K′±.
Luego, S y T son isomorfismos.
Demostracio´n. Veamos que S tiene gra´fico cerrado. Consideremos una sucesio´n (xn, Sxn)n∈N
en el gra´fico de S y vectores x ∈ K+, y ∈ K′+ tales que xn → x y Sxn → y. Para cada
n ∈ N, tenemos que wn = xn − Sxn ∈ (K′+)[⊥] = K′−. Luego, como para cada z ∈ K el funcional
ϕz : K′+ → C definido por ϕz(x) = [x, z ] es acotado, podemos asegurar que x−y ∈ K′−. Entonces,
la representacio´n de x de acuerdo a la descomposicio´n K = K′+ +K′− es x = y+(x−y) y y = Sx.
Aplicando el Teorema del Gra´fico Cerrado, vemos que S ∈ L(K+,K′+).
Supongamos que x+ ∈ K+ y x+ = x′+ + x′− con x′± ∈ K′±. Como
hx+, x+ iK+ = [x+, x+ ]K+ = [x+, x+ ]K =
£
x′+, x
′
+
¤
K′+
+
£
x′−, x
′
−
¤
K′−
≤ £x′+, x′+ ¤K′+ ,
kSx+kK′+ ≥ kx+kK+ . Por lo tanto, S es inyectivo y tiene rango cerrado.
Pero adema´s, el rango de S coincide con K′+. En efecto, supongamos que z ∈ K′+ es ortogonal
al rango de S y sea x+ ∈ K+ con descomposicio´n x+ = x′+ + x′−, x′± ∈ K′±. Luego, z[⊥]x′+
(x′+ = Sx+ ∈ R(S)) y z[⊥]x′− (x′− ∈ K′− = (K′+)[⊥]), es decir z[⊥]x+. Entonces z ∈ K− y
0 ≤ h z, z iK′+ = [ z, z ]K′+ = [ z, z ]K = [ z, z ]K− ≤ 0.
Por lo tanto, z = 0 y hemos probado que S es suryectivo. Lo afirmado para T puede deducirse
de la misma manera (o puede aplicarse lo que hemos probado al antiespacio de K).
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Corolario 1.2.15. Si K es un espacio de Krein, los nu´meros
ind±K = dimK±
no dependen de la eleccio´n de la descomposicio´n (1.2.5).
Llamaremos ı´ndices (positivo y negativo, respectivamente) del espacio K a los naturales
ind±K mencionados en el corolario anterior.
Definicio´n. Un espacio de Pontryagin es un espacio de Krein K con ind−K < ∞.
Ejemplo 1.2.16. Definamos el espacio de Minkowski Mn+1 como el conjunto de vectores
(n + 1)-dimensionales con entradas complejas. Dados dos elementos a = (a1, . . . , an, α)
t y
b = (b1, . . . , bn, β)
t definimos la me´trica indefinida como
[ a, b ] = a1b1 + . . . + anbn − αβ.
Luego,Mn+1 es un espacio de Pontryagin con ind+M
n+1 = n y ind−M
n+1 = 1. Si representamos
a los operadores sobreMn+1 como matrices (en la forma usual), entonces la simetr´ıa fundamental
para el espacio esta´ dada por
JMn+1 =
µ
In 0
0 −1
¶
,
donde In representa a la matriz identidad de orden n. Luego, |Mn+1| = Cn+1 con el producto
interno cano´nico.
Corolario 1.2.17. Sea K un espacio de Krein con dos descomposiciones cano´nicas (1.2.8) y
espacios de Hilbert asociados
|K| = K+ ⊕−K− y |K′| = K′+ ⊕−K′−. (1.2.9)
Entonces, |K| y |K′| tienen normas equivalentes, es decir, existen m > 0 y M > 0 tales que
mkxk|K| ≤ kxk|K′| ≤ Mkxk|K|
para todo x ∈ K. Por lo tanto, las topolog´ıas (de la norma) de los espacios de Hilbert (1.2.9)
son ide´nticas.
Demostracio´n. Representemos a un vector arbitrario x ∈ K como
x = x+ + x− = x
′
+ + x
′
−,
con x± ∈ K± y x′± ∈ K′±. Si S y T son los operadores del teorema anterior, entonces x+ =
Sx+ + (I − S)x+, x− = (I − T )x− + Tx− con Sx+, (I − T )x− ∈ K′+ y (I − S)x+, Tx− ∈ K′−.
Por lo tanto,
x′+ = Sx+ + (I − T )x−,
x′− = (I − S)x+ + Tx−.
De la misma manera pueden encontrarse otras relaciones parecidas invirtiendo los roles de las
descomposiciones cano´nicas, obtenie´ndose as´ı constante m y M adecuadas.
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1.2.3. Operadores sobre espacios de Krein
La geometr´ıa de los espacios de Krein tiene muchas similitudes con la de los espacios de
Hilbert pero tiene tambie´n diferencias significativas como la existencia de subespacios negativos.
Es conveniente estudiar la geometr´ıa de los espacios de Krein conjuntamente con algunas clases
de operadores, incluyendo los operadores autoadjuntos, las proyecciones ortogonales y las iso-
metr´ıas. El objetivo de esta seccio´n es introducir las principales clases de operadores y mostrar
su relacio´n con la geometr´ıa de espacios de Krein.
Definicio´n. La topolog´ıa de la norma de un espacio de Krein K es la topolog´ıa inducida por la
norma de cualquier espacio de Hilbert (1.2.6) asociado a una descomposicio´n cano´nica (1.2.5)
de K.
Las nociones de convergencia y continuidad que aparezcan en el resto de esta seccio´n co-
rresponden a la topolog´ıa de la norma, a menos que se haga expl´ıcito el uso de otra topolog´ıa.
Al espacio de operadores acotados entre dos espacios de KreinH y K lo denotaremos L(H,K),
de la misma forma que lo hacemos para espacios de Hilbert. Recordemos que si H = K reem-
plazaremos L(H,H) por L(H).
Notemos que, dado un espacio de Krein K y fijada una descomposicio´n cano´nica de K, si
dotamos a K de la topolog´ıa de la norma, este resulta – como espacio topolo´gico – indistinguible
de su espacio de Hilbert asociado |K|. Entonces, si H y K son dos espacios de Krein y A : H → K
es un operador lineal, vemos que A ∈ L(H,K) si y so´lo si A ∈ L(|H|, |K|).
Luego, L(H,K) coincide con L(|H|, |K|) y decimos que la norma k k de L(|H|, |K|) es una
norma de operadores para L(H,K).
Proposicio´n 1.2.18. Dados dos espacios de Krein H y K, si dotamos al espacio L(H,K) con
la norma
kAk = sup
kxk|H|=1
kAxk|K|, A ∈ L(H,K),
el espacio de operadores acotados resulta un espacio de Banach.
Observacio´n 1.2.19. Todo par de normas de operadores para L(H,K) son equivalentes, por
lo tanto tenemos una u´nica topolog´ıa (de la norma) para L(H,K). Las topolog´ıas fuerte de
operadores (SOT) y de´bil de operadores (WOT) se definen para L(H,K) de la misma manera
que para espacios de Hilbert.
Como consecuencia de la identificacio´n de L(H,K) con L(|H|, |K|), pueden enunciarse para
espacios de Krein muchos de los resultados cla´sicos de teor´ıa de operadores en espacios de Hilbert.
Por ejemplo:
El Teorema del Gra´fico Cerrado: un operador lineal de un espacio de Krein H en un espacio
de Krein K, definido en todo x ∈ H, es continuo si y so´lo si tiene el gra´fico cerrado.
El Teorema de Representacio´n de Riesz: todo funcional lineal continuo ϕ sobre un espacio
de Krein K es de la forma
ϕ(x) = [x, y ] , x ∈ K,
para un u´nico y ∈ K.
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Para cada A ∈ L(H,K) existe un u´nico operador A# ∈ L(K,H), llamado el J-adjunto de A, tal
que
[ Ax, y ]K =
h
x, A#y
i
H
, x ∈ H, y ∈ K.
La existencia del J-adjunto es consecuencia del Teorema de Representacio´n de Riesz y sus
propiedades elementales son inmediatas, al igual que en el caso de un espacio de Hilbert. Por
ejemplo, cuando las operaciones este´n definidas
(A + B)# = A# + B#, (AB)# = B#A#.
Los conceptos de operador J-adjunto (respecto a la me´trica indefinida del espacio de KreinH)
y adjunto (respecto al producto interno del espacio de Hilbert asociado |H|) esta´n ı´ntimamente
relacionados: si A ∈ L(H,K) entonces
A# = JHA
∗JK, (1.2.10)
siendo A∗ ∈ L(|K|, |H|) el operador adjunto de A. En particular, kA#k = kAk para todo
A ∈ L(H,K) y cualquier norma de operadores sobre L(H,K).
La prueba de la identidad (1.2.10) es directa, ya que si x ∈ H e y ∈ K entonces £x, A#y ¤
H
=
[ Ax, y ]K = h JKAx, y i|K| = hx, A∗JKy i|H| = [x, JHA∗JKy ]H.
Definicio´n. Dado un espacio de Krein con simetr´ıa fundamental J , un operador A ∈ L(H) es
J-autoadjunto si A# = A.
Dentro del espacio vectorial (real) de operadores J-autoadjuntos podemos distinguir al cono
de operadores J- positivos: decimos que A es J-positivo – y lo anotamos A ≥J 0 – si
[ Ax, x ]H ≥ 0, x ∈ H.
Luego, los operadores J-autoadjuntos sobre un espacio de KreinH esta´n parcialmente ordenados
de la siguiente manera:
A ≤J B si y so´lo si B −A ≥J 0.
Por su parte, un operador J-autoadjunto A se dice J-negativo (y se anota A ≤J 0) si −A es
J-positivo.
Definicio´n. Dados dos espacios de Krein H y K, un operador A ∈ L(H,K) es:
1. J-isome´trico si A#A = IH;
2. una J-isometr´ıa parcial si AA#A = A;
3. J-unitario si A y A# son isome´tricos.
Observacio´n 1.2.20. Un operador U ∈ L(H,K) es J-unitario si y so´lo si U es un isomorfismo
entre los espacios de Krein H y K.
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Factorizacio´n de Bogna´r-Kramli
Dado un operador positivo A ∈ L(H) actuando en un espacio de Hilbert H, consideremos su
ra´ız cuadrada, A1/2. Notemos que el subespacio K = N(A)⊥ tambie´n es un espacio de Hilbert
(con la topolog´ıa inducida por H), mientras que el operador D ∈ L(K,H) definido por
Dx = A1/2x, x ∈ K,
resulta inyectivo y adema´s cumple:
A = DD∗,
siendo D∗ ∈ L(H,K) es operador adjunto de D. El Teorema de Bogna´r-Kramli es una genera-
lizacio´n de esta factorizacio´n, la cual se aplica a cualquier operador J-autoadjunto actuando en
un espacio de Krein K (con simetr´ıa fundamental J).
Teorema 1.2.21 (Factorizacio´n de Bogna´r-Kramli). Sea H un espacio de Krein con simetr´ıa
fundamental J . Si A ∈ L(H) es un operador J-autoadjunto entonces puede factorizarse como
A = DD#,
siendo D un espacio de Krein y D ∈ L(D,H) un operador inyectivo.
Demostracio´n. Fijada la simetr´ıa fundamental J de H, sea |H| el espacio de Hilbert asociado.
Como A = A# = JA∗J , AJ ∈ L(|H|) es un operador autoadjunto y su descomposicio´n polar es
de la forma
AJ = PU = UP,
siendo P ∈ L(|H|)+ y U una isometr´ıa parcial en L(|H|) con D = R(P ) como espacio inicial y
final. Luego, U tambie´n es autoadjunta y D es un espacio de Krein si lo dotamos con la simetr´ıa
fundamental JD = U |D. Sea D : D → H el operador lineal definido por
Dx = P 1/2x, x ∈ D.
Como P ∈ L(H) y D es un subespacio cerrado de H, podemos afirmar que D ∈ L(D,H) y,
por la Ec. (1.2.10), tenemos que D# = UP 1/2J . Entonces, DD# = P 1/2UP 1/2J = (AJ)J = A.
Notemos adema´s que N(D) = N(P ) ∩ D = {0}.
Observacio´n 1.2.22. Como consecuencia de la demostracio´n del Teorema de Bogna´r-Kramli
tenemos que, si A ≥J 0, podemos elegir el espacio vectorial D de manera tal que resulte un
espacio de Hilbert.
De hecho, si A ≥J 0 entonces T = AJ ∈ L(|H|)+ y podemos considerar el espacio vectorial
D = R(T ) dotado con el producto interno de |H|. Como D es un subespacio cerrado de H, D es
un espacio de Hilbert. Luego, definiendo D = T 1/2|K ∈ L(K,H), es fa´cil ver que N(D) = {0},
D# = T 1/2J y DD# = T 1/2T 1/2J = TJ = A.
Definicio´n. Dado un operador J-autoadjunto T ∈ L(H), el ı´ndice positivo de T (resp. ı´ndice
negativo de T ), al que denotaremos ind+ T (resp. ind− T ), es el supremo entre los n ∈ N tales
que existe un subespacio n-dimensional de H que es un espacio de Hilbert (resp. antiespacio de
un espacio de Hilbert) con la me´trica indefinida
[ x, y ]T = [Tx, y ] , x, y ∈ H.
Si no existe un n ∈ N as´ı, diremos que ind+(T ) = 0 (resp. ind− T = 0).
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Equivalentemente, ind+(T ) es el supremo entre los n ∈ N tales que existe una matriz definida
positiva de la forma
([ Txj , xk ])j,k=1,...,n con x1, . . . , xn ∈ H.
Mientras que la factorizacio´n del Teorema 1.2.21 existe para todo operador acotado, en
general e´sta no es u´nica (ni siquiera es u´nica salvo isomorfismos). Sin embargo, los ı´ndices del
espacio de Krein subyacente son u´nicos:
Teorema 1.2.23. Sea H un espacio de Krein con simetr´ıa fundamental J y T ∈ L(H) un
operador J-autoadjunto. Consideremos una factorizacio´n T = WW# con W ∈ L(K,H) para
algu´n espacio de Krein K y N(W ) = {0} como en el Teorema 1.2.21. Entonces,
ind±K = ind± T.
En particular, los ı´ndices ind±K no dependen de la factorizacio´n elegida.
La prueba del Teorema anterior la omitimos, puede encontrarse en [30, Teorema 1.2.1].
Definicio´n. Un operador J-autoadjunto T ∈ L(H) tiene la propiedad de factorizacio´n u´nica
(PFU) si dadas dos factorizaciones
T = WiW
#
i , siendo Ki un espacio de Krein y Wi ∈ L(Ki,H) inyectivo (i = 1, 2),
existe un isomorfismo U ∈ L(K1,K2) tal que W1 = W2U .
Observacio´n 1.2.24. Sea T ∈ L(H) es un operador J-autoadjunto con la PFU. Si T = WiW#i ,
i = 1, 2, son dos factorizaciones de T como las del Teorema 1.2.21 entonces R(W1) = R(W2).
De hecho, si T tiene la PFU, consideremos dos factorizaciones de T , T = WiW
#
i con Wi ∈
L(Ki,H) inyectivo, i = 1, 2. Si U ∈ L(K1,K2) es un isomorfismo tal que W1 = W2U , entonces
R(W1) = R(W2U) = R(W2) ya que R(U) = K2.
En el siguiente teorema se detallan algunas condiciones suficientes para la propiedad de
factorizacio´n u´nica. La demostracio´n puede encontrarse en [16, Teorema 2.8].
Teorema 1.2.25. Sea H un espacio de Krein con simetr´ıa fundamental J , y sea T ∈ L(H) un
operador J-autoadjunto. Cada una de las siguientes condiciones es suficiente para que T tenga
la propiedad de factorizacio´n u´nica:
1. T ≥J 0;
2. ind±(T ) es finito;
3. T 2 ≤J T .
1.2.4. Subespacios uniformemente definidos de un espacio de Krein
Definicio´n. sea H un espacio de Krein con norma k k. Un subespacio S de H es uniformemente
positivo si existe un δ > 0 tal que
[ x, x ] ≥ δkxk2, para todo x ∈ S.
Ana´logamente, S es uniformemente negativo si existe un δ > 0 tal que
[ x, x ] ≤ −δkxk2, para todo x ∈ S.
Es importante destacar que estas nociones son independientes de la norma elegida.
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En los pa´rrafos que siguen a continuacio´n caracterizaremos a los subespacios uniformemente
positivos. Los resultados equivalentes para subespacios uniformemente negativos pueden dedu-
cirse fa´cilmente.
Observacio´n 1.2.26. Un subespacio cerrado S de un espacio de Krein H es uniformemente
positivo si y so´lo si es un espacio de Hilbert con la me´trica indefinida de H.
Supongamos que (S, [ , ]) es un espacio de Hilbert, siendo [ , ] la me´trica indefinida de H, y
consideremos la norma asociada a este producto interno: |||x||| = [x, x ]1/2, x ∈ S.
Fijada una simetr´ıa fundamental J de H, sea (|H|, h , i) el espacio de Hilbert asociado a H y
denotemos k k a su norma. Notemos que (S, k k) es un espacio de Banach y adema´s la aplicacio´n
identidad id : (S, k k) → (S, ||| |||) es acotada, ya que
|||x|||2 = [x, x ] = h Jx, x i ≤ kJk kxk2 = kxk2, si x ∈ S.
Luego, por el Teorema de la Aplicacio´n Abierta, sabemos que la inversa id′ : (S, ||| |||) → (S, k k)
tambie´n esta´ acotada y, por lo tanto, existe un α > 0 tal que kxk ≤ α |||x||| para todo x ∈ S.
Entonces,
[x, x ] = |||x|||2 ≥ α2kxk2, si x ∈ S,
i.e. S es uniformemente positivo. Notemos que la rec´ıproca es trivial.
Dado un espacio de Krein H y fijada una descomposicio´n cano´nica H = H+ ⊕ H−, identi-
fiquemos – como espacios vectoriales – a H con H+ × |H−|, es decir, si x = x+ + x− ∈ H, con
x+ ∈ H+ y x− ∈ H− identifiquemos a x con el par (x+, x−)t.
Si S un subespacio positivo de H, notemos que S no puede contener elementos no triviales
de la forma (0, y) porque S es positivo. Esta condicio´n garantiza que S = Gr(K) para algu´n
operador K : Dom K ⊆ H+ → R(K) ⊆ |H−|.
Adema´s, la J-positividad de S asegura que, para cada x ∈ Dom K, [x + Kx, x + Kx ]H ≥ 0.
Luego, si x ∈ Dom K,
0 ≤ [ x + Kx, x + Kx ]H = [x, x ]H + [Kx, Kx ]H = kxkH+ − kKxk|H−|,
y en consecuencia, kKxk|H−| ≤ kxkH+ . Por lo tanto, kKk ≤ 1.
Definicio´n (Representacio´n de un subespacio definido como el gra´fico de un operador). Dado
un subespacio positivo S de un espacio de Krein H, el operador angular de S es una contraccio´n
K con Dom K ⊆ H+ y R(K) ⊆ |H−| tal que como subespacio de H+ × |H−|,
S = Gr(K) = {(x, Kx)t : x ∈ Dom K }.
Un subespacio es maximal con respecto a alguna propiedad (P ) si e´ste verifica (P ) y no
esta´ propiamente inclu´ıdo en ningu´n otro subespacio que la verifique. Por ejemplo, un subespacio
positivo maximal es un subespacio S de H que no esta´ propiamente contenido en otro subespacio
positivo de H.
Dado un subespacio positivo S de un espacio de Krein H, representado por medio de su
operador angular K, las siguientes afirmaciones son ciertas y no requieren demostracio´n:
1. S es cerrado si y so´lo si Dom K es cerrado en H+;
2. S es uniformemente positivo si y so´lo si kKk < 1;
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3. S es positivo maximal si y so´lo si Dom K = H+;
4. S es uniformemente positivo maximal si y so´lo si Dom K = H+ y kKk < 1.
Teorema 1.2.27. Sea H = H+ ⊕H− una descomposicio´n cano´nica de un espacio de Krein H.
1. Un subespacio S de H es negativo maximal si y so´lo si S [⊥] es un subespacio positivo
maximal de H.
2. Si S+ es un subespacio uniformemente positivo maximal de H, entonces S− = S [⊥]+ es
uniformemente negativo maximal. Adema´s, H = S+⊕S− es una descomposicio´n cano´nica
de H.
3. Todo subespacio negativo de H esta´ contenido en un subespacio negativo maximal de H.
4. Todo subespacio uniformemente negativo de H esta´ contenido en un subespacio uniforme-
mente negativo maximal de H.
5. Supongamos que S± son subespacios uniformemente definidos de H tales que S+[⊥]S−.
Entonces existe una descomposicio´n cano´nica H = H+ ⊕H− tal que S± ⊆ H±.
Demostracio´n. 2. Siguiendo la representacio´n de un subespacio definido por medio de su
operador angular y utilizando las afirmaciones anteriormente mencionadas, S+ puede escribirse
como
S+ = {(u, Ku) : u ∈ H+},
siendo K ∈ L(H+, |H−|) una contraccio´n uniforme: kKk < 1. Luego,
S− = {(K∗v, v) : v ∈ |H−|}.
En efecto, supongamos que x ∈ S [⊥]+ y escriba´moslo en te´rminos de la descomposicio´n cano´nica
de H: x = x+ + x−, x± ∈ H±. Entonces, 0 = [u + Ku, x+ + x− ] = [u, x+ ] + [Ku, x− ] para
todo u ∈ H+, o equivalentemente,
hu, x+ iH+ = [u, x+ ] = − [ Ku, x− ] = hKu, x− i|H−| = hu, K∗x− iH+ .
Como u ∈ H+ era arbitrario, tenemos que x+ = K∗x−. Es decir, S− ⊆ {(K∗x−, x−) : x− ∈ |H−|}
y la otra inclusio´n es ana´loga. Adema´s, dado que K∗ ∈ L(|H−|,H+) cumple kK∗k < 1, el
subespacio S− es uniformemente negativo maximal.
Por la Observacio´n 1.2.26, S+ y −S− son espacios de Hilbert con la me´trica indefinida de H.
Adema´s, como
µ
I K∗
K I
¶
∈ GL(H+ ⊕ |H−|)+, todo elemento de H+ ⊕ |H−| tiene una u´nica
representacio´n de la forma
(x, y)t =
µ
I K∗
K I
¶ µ
u
v
¶
= (u, Ku)t + (K∗v, v)t, con u ∈ H+ y v ∈ |H−|.
Por lo tanto, H = S+ ⊕ S− es una descomposicio´n cano´nica de H.
4. Sea S un subespacio uniformemente negativo de H y represente´moslo como el gra´fico del
operador angular asociado K. Luego, K ∈ L(D,H+) con D un subespacio cerrado de |H−| y
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kKk < 1. Extendiendo K a un operador eK ∈ L(|H−|,H+) con k eKk ≤ 1, el gra´fico de eK, Gr( eK),
es un subespacio uniformemente negativo maximal de H que contiene a S.
5. Por 4., podemos extender S+ a un subespacio uniformemente positivo maximal M+ de H.
Ya que S+ y M+ son espacios de Hilbert con la me´trica indefinida de H, existe un espacio de
Hilbert T+ (con la me´trica indefinida de H) tal que
M+ = S+ ⊕ T+
y la suma es ortogonal (respecto a la me´trica indefinida de H). Por 2., M− = M[⊥]+ es unifor-
memente negativo maximal y H = M+ ⊕M− es una descomposicio´n cano´nica. Por lo tanto,
H = (S+ ⊕ T+)⊕M− = S+ ⊕ (T+ ⊕M−).
Es fa´cil ver adema´s que T+⊕M− = S [⊥]+ es un espacio de Krein con la me´trica indefinida de H.
Por otra parte, como S− es un subespacio uniformemente negativo de S [⊥]+ , podemos aplicar un
argumento similar al anterior para probar que
S [⊥]+ = S− ⊕ (N+ ⊕N−),
siendo N+ y −N− subespacios de H (que a su vez son espacios de Hilbert con la me´trica
indefinida de H). Entonces,
H = S+ ⊕ S [⊥]+ = (S+ ⊕N+)⊕ (S− ⊕N−),
y la descomposicio´n cano´nica obtenida es H± = S± ⊕N±.
1.2.5. Geometr´ıa en espacios de Krein
Recordemos que, si S es un subespacio de un espacio de Krein H, el subespacio J-ortogonal
a S esta´ definido por
S [⊥] = {y ∈ H : [x, y ] = 0 para todo x ∈ H}.
Adema´s, por la Proposicio´n 1.2.1, para cualquier par de subespacios S y T de H, valen las
siguientes relaciones:
S [⊥][⊥] = S, (S + T )[⊥] = S [⊥] ∩ T [⊥], S [⊥] + T [⊥] ⊆ (S ∩ T )[⊥],
y, si S y T son cerrados, entonces (S ∩ T )[⊥] = S [⊥] + T [⊥], donde la barra indica clausura en
norma. Notemos que, si JH es una simetr´ıa fundamental de H, el subespacio J-ortogonal S [⊥]
esta´ relacionado con el complemento ortogonal S⊥ (de S en |K|) por las siguientes igualdades:
S [⊥] = J(S⊥) = J(S)⊥.
No utilizamos el te´rmino “complemento J-ortogonal” para S [⊥] porque el Teorema de la Pro-
yeccio´n es falso en espacios de Krein, es decir, si S es un subespacio cerrado de H, el subespacio
S ⊕ S [⊥] no coincide necesariamente con H.
Una de las razones por la que puede fallar el Teorema de la Proyeccio´n es que el subespacio
S sea J-degenerado, es decir, si S◦ = S ∩ S [⊥] 6= {0}. En este caso, la suma algebraica S + S [⊥]
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ni siquiera es una suma directa. Por ejemplo, si S = span{(1, 1)} en el espacio de Minkowski
M2, entonces S◦ = S y S + S [⊥] = S 6=M2.
Sin embargo, todo subespacio cerrado de un espacio de Krein H admite un complemento
cerrado, es decir, existe un subespacio cerrado T de H tal que
H = S + T y S ∩ T = {0}.
Esto puede verificarse eligiendo una descomposicio´n cano´nica de H y tomando T = S⊥, donde
el ortogonal corresponde al producto interno del espacio de Hilbert asociado |H|. Notemos que
S y T son ortogonales respecto al producto interno de |H| pero no lo son respecto a la me´trica
indefinida de H.
El resto de la subseccio´n estara´ dedicado a identificar y caracterizar aquellos subespacios que
tienen un complemento J-ortogonal, es decir, aquellos para los cuales
H = S ⊕ S [⊥]. (1.2.11)
Para ello introduciremos una nueva herramienta, el operador gramiano asociado a un subespacio
cerrado de un espacio de Krein.
El operador gramiano
Sea S un subespacio cerrado de un espacio de Krein H = H+ ⊕ H− con simetr´ıa cano´nica
J . Consideremos la restriccio´n de la me´trica indefinida de H a S:
[ x, y ]S = [x, y ]H si x, y ∈ S.
Luego, [ , ]S es una forma sesquilineal acotada sobre el espacio de Hilbert |S| y, por consiguiente,
existe un (u´nico) operador autoadjunto GS ∈ L(|S|) tal que
[ x, y ]S = hGSx, y i|S| si x, y ∈ S. (1.2.12)
Si llamamos PS ∈ L(|H|, |S|) a la proyeccio´n ortogonal con rango S tenemos que,
hGSx, y i|S| = [x, y ] = h Jx, y i = h Jx, PSy i = hPSJx, y i|S|
para todo x, y ∈ S, es decir, GS = PSJ |S .
Definicio´n. El operador GS : S → S se denomina operador de Gram (o gramiano) de S.
Dado un subespacio cerrado S, notemos que GS ∈ L(|S|) es un operador autoadjunto cuyo
nu´cleo y rango son fa´cilmente caracterizables:
N(GS) = S◦, R(GS) ⊆ S ⊖ S◦.
De hecho, dado s ∈ S, notemos que s ∈ N(GS) si y so´lo si PSJs = 0, o equivalentemente,
Js ∈ S⊥. Es decir, N(GS) = S∩S [⊥]. Luego, R(GS) ⊆ R(GS) = N(GS)⊥ = S∩(S◦)⊥ = S⊖S◦.
Como resultado de la caracterizacio´n del nu´cleo de GS , podemos afirmar que:
Proposicio´n 1.2.28. Sea S un subespacio cerrado de un espacio de Krein H. Luego, S es no
degenerado si y so´lo si N(GS) = {0}.
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Proposicio´n 1.2.29. Si S es un subespacio cerrado de un espacio de Krein H, entonces
H = S + S [⊥] ⊕ J(S◦), (1.2.13)
donde la suma directa es ortogonal respecto al producto interno de |H|.
Demostracio´n. Por las propiedades del subespacio J-ortogonal, tenemos que (JS◦)⊥ = (S◦)[⊥] =
(S ∩ S [⊥])[⊥] = S + S [⊥], y por lo tanto vale la Ec. (1.2.13).
Corolario 1.2.30. Sea S un subespacio cerrado de un espacio de Krein H. Entonces, H =
S + S [⊥] si y so´lo si S es no degenerado.
Definicio´n. Sea H un espacio de Krein, y un vector de H y S un subespacio cerrado de H.
Diremos que x ∈ S es una proyeccio´n J-ortogonal de y ∈ H en el subespacio S si y − x [⊥]S.
Es importante destacar que si S es un subespacio degenerado, para un vector fijo y ∈ H,
pueden existir ma´s de una proyeccio´n J-ortogonal de y. De hecho, si x ∈ S es una de ellas y
n ∈ S◦ entonces x + n tambie´n es una proyeccio´n J-ortogonal de y. Por lo tanto, si x ∈ S es
una proyeccio´n J-ortogonal de y, el conjunto de proyecciones J-ortogonales de y coincide con la
variedad af´ın
x + S◦.
Lema 1.2.31. Si existe un y0 ∈ H con una u´nica proyeccio´n J-ortogonal entonces S es no
degenerado. Adema´s, si S es un subespacio no degenerado, para cada y ∈ H existe a lo sumo
una proyeccio´n J-ortogonal sobre S.
Demostracio´n. Anteriormente mencionamos que, si x0 ∈ S es una proyeccio´n J-ortogonal de
y0 ∈ H, entonces x + S◦ es el conjunto de proyecciones J-ortogonales de y. Luego, si y0 admite
una u´nica proyeccio´n J-ortogonal, resulta que S◦ = {0}. Por lo tanto, S es no degenerado.
Adema´s, suponiendo que S es no degenerado, si para algu´n vector y ∈ H existen dos proyec-
ciones J-ortogonales x1 y x2 sobre S (x1 6= x2), luego el vector z = x1 − x2 es isotro´pico a S, lo
que resulta absurdo.
Finalmente, caracterizaremos la existencia de una proyeccio´n J-ortogonal – para un vector
fijo y ∈ H – en te´rminos de la existencia de solucio´n para una ecuacio´n de la forma GS x = z,
siendo z ∈ S un vector que depende de y.
Lema 1.2.32. Dado un subespacio cerrado S de un espacio de Krein H con simetr´ıa fundamental
J , sean PS la proyeccio´n ortogonal (respecto al producto interno de |H|) sobre S y sea GS =
PSJ |S el operador de Gram. Dado y ∈ H, y tiene una proyeccio´n J-ortogonal sobre S si y so´lo
si existe un vector x ∈ S tal que
GSx = PSJy.
Demostracio´n. La existencia de una proyeccio´n ortogonal x ∈ S es equivalente a que, para todo
s ∈ S, [ y − x, s ] = 0. Luego, hPSJy −GSx, s i = hJ(y − x), s i = [ y − x, s ] = 0 para todo
s ∈ S, es decir, PSJy = GSx. Como todo el argumento es reversible, el lema queda probado.
El pro´ximo paso es caracterizar aquellos subespacios S de un espacio de Krein H para los
cuales todo y ∈ H admite una proyeccio´n J-ortogonal. Notemos que, en este caso
H = S ∔ S [⊥].
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Definicio´n. Un subespacio S se dice proyectivamente completo si
H = S + S [⊥].
Notemos que, por el Corolario 1.2.30, todo subespacio proyectivamente completo es no de-
generado. Por lo tanto, si S es un subespacio proyectivamente completo de un espacio de Krein
H entonces
H = S ∔ S [⊥]. (1.2.14)
Proposicio´n 1.2.33. Si S es un subespacio proyectivamente completo de H entonces S es
cerrado. Adema´s, S es proyectivamente completo si y so´lo si S [⊥] lo es.
Demostracio´n. Supongamos que S es proyectivamente completo y sea x ∈ S. Descompongamos
a x como x = y + z con y ∈ S, z ∈ S [⊥]. Luego, z = x − y ∈ S ∩ S [⊥] = S [⊥][⊥] ∩ S [⊥] =
(S+S [⊥])[⊥] = {0} y entonces x ∈ S. Por lo tanto, S es un subespacio cerrado de H. La segunda
afirmacio´n en la proposicio´n es una consecuencia directa de la igualdad S [⊥][⊥] = S = S.
Teorema 1.2.34. Sea S un subespacio cerrado de un espacio de Krein H. Entonces, S es
proyectivamente completo si y so´lo si GS es inversible.
Demostracio´n. Supongamos que S es proyectivamente completo. Como S es no degenerado,
N(GS) = {0}, es decir, GS es inyectivo. Adema´s, por la Proposicio´n 1.1.18, H = S + S [⊥]
implica que S⊥ + J(S) es cerrado, y luego – aplicando otra vez la Proposicio´n 1.1.18 – vemos
que PSJ(S) = R(GS) tambie´n es cerrado. Por lo tanto, GS es inversible.
La otra implicacio´n se demuestra invirtiendo los argumentos anteriores.
Corolario 1.2.35. Sea F un subespacio de dimensio´n finita de un espacio de Krein H. Entonces,
F es proyectivamente completo si y so´lo si F es no degenerado.
Demostracio´n. Dado que un operador actuando entre espacios vectoriales de dimensio´n finita
es biyectivo si y so´lo si es inyectivo, el corolario se desprende de la caracterizacio´n de N(GF ) y
el teorema anterior.
Ejemplo 1.2.36. Sean e1, . . . , en vectores linealmente independientes en un espacio de Krein
H y sea S = span{e1, . . . , en}. Luego, S es un subespacio proyectivamente completo de H si y
so´lo si la matriz
G = G(e1, . . . , en) = ([ ej , ei ]H)i,j=1,...,n
es inyectiva.
De hecho, G es la representacio´n matricial del operador gramiano GS respecto a la base
(algebraica) e1, . . . , en de S.
Subespacios de Krein
Definicio´n. Un subespacio de Krein de un espacio de Krein H es un subespacio cerrado S que
es en s´ı mismo un espacio de Krein respecto a la me´trica de K, es decir, (S, [ , ]S) es un espacio
de Krein con la me´trica
[ x, y ]S = [x, y ]H , x, y ∈ S.
Definicio´n. Sea H un espacio de Krein. Un operador Q ∈ L(H) es una proyeccio´n J-ortogonal
si Q2 = Q y Q# = Q.
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El siguiente resultado muestra que las proyecciones J-ortogonales de un espacio de Krein
son similares a las proyecciones ortogonales de un espacio de Hilbert. Sin embargo, no todo
subespacio cerrado de un espacio de Krein es el rango de una proyeccio´n J-ortogonal.
Teorema 1.2.37. Si S es un subespacio cerrado de un espacio de Krein H, las siguientes
condiciones son equivalentes:
1. S es un subespacio de Krein;
2. H = S ∔ S [⊥];
3. S es el rango de una proyeccio´n J-ortogonal Q.
Demostracio´n. 3. ⇒ 1.: Sea S = R(Q) para la proyeccio´n J-ortogonal Q. Usemos el Teorema
1.2.21 para factorizar a Q, i.e. Q = DD# con D ∈ L(D,H) inyectivo. Como Q2 = Q,
DD#DD# = DD#,
y como D es inyectivo, D# tiene rango denso y tenemos que DD#D = D y D#D = IH. Adema´s,
R(D) = R(DD#) = S. Luego, hemos probado que S es un subespacio de Krein pues D es un
isomorfismo del espacio de Krein D sobre S en la me´trica indefinida de H.
2. ⇒ 3.: Si H = S ∔ S [⊥] entonces todo z ∈ H tiene una u´nica representacio´n de la forma
z = x + y; con x ∈ S, y ∈ S [⊥]. (1.2.15)
La relacio´n Qz = x define un operador lineal que, por el Teorema del Gra´fico Cerrado, resulta
acotado. De la Ec. (1.2.15) deducimos que Q es una proyeccio´n y claramente S = R(Q). Final-
mente, dados dos vectores arbitrarios z1, z2 ∈ H, si para i = 1, 2 consideramos la descomposicio´n
zi = xi + yi con xi ∈ S e yi ∈ S [⊥],
[ Qz1, z2 ] = [x1, x2 + y2 ] = [x1, x2 ] = [x1 + y1, x2 ] = [ z1, Qz2 ] .
Por lo tanto, Q es una proyeccio´n J-ortogonal con rango S.
1. ⇒ 2. Supongamos que S es un espacio de Krein con la me´trica indefinida de H. Entonces
S = S+⊕S−, donde S+ es un espacio de Hilbert y S− es el antiespacio de un espacio de Hilbert
(en ambos casos considerando la me´trica indefinida de H). Por el item 5. del Teorema 1.2.27,
S± ⊆ H± para alguna descomposicio´n cano´nica H = H+ ⊕H− de H.
Como S+ es un subespacio cerrado del espacio de Hilbert H+ (dotado con la me´trica inde-
finida), H+ = S+ ⊕ (H+ ⊖ S+) y la suma es ortogonal (con respecto a la me´trica indefinida).
Ana´logamente, H− = S− ⊕ (H− ⊖ S−). Adema´s,
S [⊥] = (S+ + S−)[⊥] = S [⊥]+ ∩ S [⊥]− =
= ((H+ ⊖ S+)⊕H−) ∩ (H+ ⊕ (H− ⊖ S−)) = (H+ ⊖ S+)⊕ (H− ⊖ S−),
es decir, S [⊥] es la suma directa de H− ⊖ S− y H+ ⊖ S+. Por lo tanto, H = S ⊕ S [⊥].
Corolario 1.2.38. Sea S un subespacio definido de un espacio de Krein H. Entonces, S es
uniformemente definido si y so´lo si es proyectivamente completo.
Demostracio´n. Es consecuencia de la Observacio´n 1.2.26 y el teorema anterior.
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Cap´ıtulo 2
Proyecciones autoadjuntas respecto
a una me´trica indefinida
Fijado un espacio de Hilbert H con producto interno h , i, hay ocasiones en las que resulta
u´til perturbar el producto interno con un “peso”, es decir, dado un operador positivo A ∈ L(H)
considerar la aplicacio´n h , iA : H×H → C definida por
hx, y iA = hAx, y i , x, y ∈ H.
Si el operador A es inversible, es fa´cil probar que h , iA tambie´n es un producto interno sobre
H y adema´s induce una norma en H equivalente a la inducida por el producto inicial h , i en el
siguiente sentido: existen constantes α, β > 0 tales que
α kxk2 ≤ kxk2A ≤ β kxk2 para todo x ∈ H,
siendo kxk2 = hx, x i y kxk2A = hx, x iA.
En cambio, si A no es inversible, la forma sesquilineal no negativa h , iA resulta degenerada.
Por ejemplo, si el nu´cleo de A es no trivial, h y, y iA = 0 para todo y ∈ N(A). En varios trabajos
[19, 20, 21, 22, 23, 24] G. Corach, A. Maestripieri y D. Stojanoff estudiaron las proyecciones
autoadjuntas con respecto a estas formas – a las que denominaron proyecciones A-autoadjuntas
– y sus aplicaciones al estudio de complementos de Schur, problemas de cuadrados mı´nimos,
splines abstractos, etc.
Dado un operador autoadjunto B ∈ L(H), la aplicacio´n h , iB : H×H → C definida por
hx, y iB = hBx, y i , x, y ∈ H,
no es un producto interno sino una me´trica indefinida sobre H (ver la seccio´n 1.2 de los Preli-
minares). Como continuacio´n a los trabajos anteriormente mencionados, nos proponemos estu-
diar bajo que´ condiciones existen y que´ caracter´ısticas tienen las proyecciones autoadjuntas con
respecto a esta me´trica indefinida.
2.1. Definiciones y propiedades ba´sicas
Sea H un espacio de Hilbert con producto interno h , i y consideremos la me´trica indefinida
sobre H inducida por un operador autoadjunto B ∈ L(H).
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Definicio´n. Fijado B ∈ L(H)s, un operador T ∈ L(H) es B-autoadjunto si
hTx, y iB = hx, Ty iB para todo x, y ∈ H.
Notemos que T es B-autoadjunto si y so´lo si cumple la identidad BT = T ∗B.
El objetivo de este cap´ıtulo es estudiar la existencia y unicidad de proyecciones B-autoadjun-
tas. En particular, fijado un subespacio cerrado S de H, nos interesaran aquellas proyecciones
B-autoadjuntas con rango S.
Definicio´n. Sean S un subespacio cerrado de H y B ∈ L(H)s. El par (B,S) es compatible si
existe una proyeccio´n B-autoadjunta con rango S, i.e. si el conjunto
P(B,S) := {Q ∈ Q : R(Q) = S, BQ = Q∗B}
no es vac´ıo.
Si S es un subespacio de H y B ∈ L(H)s, el subespacio B-ortogonal a S esta´ dado por
S⊥B := {x ∈ H : hBx, s i = 0 para todo s ∈ S}.
Observemos que, como B es autoadjunto, S⊥B = B−1(S⊥) = B(S)⊥. Las relaciones ba´sicas que
cumple ⊥B respecto a la suma o a la interseccio´n de subespacios ya las hemos mencionado en
la Seccio´n 1.2 de los Preliminares.
El siguiente lema puede encontrarse, por ejemplo, en [38, pa´gina 404] o´ en [19, Lema 3.2].
Lema 2.1.1 (Krein). Sea Q ∈ L(H) una proyeccio´n con R(Q) = S. Entonces, Q ∈ P(B,S) si
y so´lo si N(Q) ⊆ B−1(S⊥).
Demostracio´n. Si Q es B-autoadjunta y x ∈ N(Q) entonces Q∗Bx = BQx = 0, es decir,
Bx ∈ N(Q∗) = R(Q)⊥ = S⊥. Por lo tanto, x ∈ B−1(S⊥). Rec´ıprocamente, si N(Q) ⊆ B−1(S⊥)
y x ∈ H,
Q∗Bx = Q∗BQx + Q∗B(I −Q)x = Q∗BQx
porque B(I −Q)x ∈ S⊥ = R(Q)⊥ = N(Q∗). Entonces, Q∗B = Q∗BQ y adjuntando obtenemos
que BQ = Q∗BQ = Q∗B.
Como consecuencia del lema anterior tenemos que (B,S) es compatible si y so´lo si
H = S + B−1(S⊥). (2.1.1)
Anteriormente mencionamos que si A ∈ GL(H)+ entonces (A,S) es compatible para todo
subespacio cerrado S de H, ya que h , iA es un producto interno sobre H. Por otra parte, G.
Corach et al. mostraron que, si A ∈ L(H)+ y S es un subespacio de dimensio´n finita, entonces
P(A,S) 6= ∅ (ver [19, Teorema 6.2]).
Sin embargo, el siguiente ejemplo muestra que existen pares (B,S) con B ∈ GL(H)s tales
que P(B,S) = ∅, au´n cuando el espacio de Hilbert H es de dimensio´n finita.
Ejemplo 2.1.2. Sea H = C2, consideremos el subespacio S = {(x, y) ∈ C2 : y = −x} y el
operador
J =
µ
1 0
0 −1
¶
∈ GL(C2)s.
Observemos que J−1(S⊥) = S y entonces S+J−1(S⊥) = S 6= C2. Luego, (J,S) no es compatible.
Proyecciones autoadjuntas respecto a una me´trica indefinida 57
Definicio´n. Dado B ∈ L(H)s y un subespacio cerrado S de H, se define la parte B-isotro´pica
de S como el subespacio
N := S ∩B(S)⊥.
En el caso en que A ∈ L(H)+ y S es un subespacio cerrado de H, es fa´cil probar que
N = S ∩N(A). De hecho, si x ∈ N , kA1/2xk2 = hAx, x i = 0, y entonces x ∈ N(A1/2) = N(A).
Por otra parte, N(A) = A−1({0}) ⊆ A−1(S⊥) = A(S)⊥ implica que S ∩N(A) ⊆ N .
En general, esta identidad no vale para operadores autoadjuntos. Por ejemplo, para el par
(J,S) del Ejemplo 2.1.2, la parte B-isotro´pica de S coincide con S mientras que S∩N(J) = {0}.
Sin embargo,
Lema 2.1.3. Sean B ∈ L(H)s y S un subespacio cerrado de H tales que (B,S) es compatible.
Entonces, N = S ∩N(B).
Demostracio´n. La inclusio´n S ∩N(B) ⊆ N vale en cualquier caso, ya que N(B) = B−1({0}) ⊆
B−1(S⊥) = B(S)⊥. Ahora, supongamos que (B,S) es compatible y consideremos Q ∈ P(B,S).
Si x ∈ N e y ∈ H entonces,
hBx, y i = hBQx, y i = hQ∗Bx, y i = hBx, Qy i = 0,
porque Bx ∈ S⊥. Por lo tanto, Bx = 0 i.e. x ∈ S ∩N(B).
Proposicio´n 2.1.4. Sean S un subespacio cerrado de H y B ∈ L(H)s. Entonces, (B,S) es
compatible si y so´lo si N = S ∩N(B) y (B,S ⊖N ) es compatible.
Demostracio´n. Si (B,S) es compatible, por el Lema 2.1.3, sabemos que N = S∩N(B). Adema´s,
H = S + B(S)⊥ = S ⊖N ∔B(S)⊥ ⊆ S ⊖N + B(S ⊖N )⊥, es decir (B,S ⊖N ) es compatible.
Rec´ıprocamente, si N = S ∩N(B) es claro que B(S ⊖N ) = B(S). Luego, si (B,S ⊖N ) es
compatible, tenemos que H = S ⊖ N + B(S ⊖ N )⊥ = S ⊖ N ∔ B(S)⊥ = S + B(S)⊥. Por lo
tanto, (B,S) es compatible.
Si consideramos un operador A ∈ L(H)+, hemos mencionado que N = S ∩ N(A) y, por la
proposicio´n anterior, (A,S) es compatible si y so´lo si (A,S ⊖ N ) es compatible. En cambio, si
B ∈ L(H)s, la compatibilidad de (B,S ⊖ N ) no es suficiente para garantizar la compatibilidad
de (B,S). Veamos un ejemplo:
Ejemplo 2.1.5. Sea {e1, e2, e3, e4} la base cano´nica de R4, S = span{e1, e2, e3} – el subespacio
generado por {e1, e2, e3} – y
B =


1 0 0 1
0 1 0 0
0 0 0 1
1 0 1 1

 ∈ GL(R4)s.
Luego, N = span{e3}, S ⊖N = span{e1, e2} y el par (B,S ⊖N ) es compatible. Pero (B,S) no
es compatible ya que B(S) = span{e1, e2, e4} y luego S + B(S)⊥ = S 6= H.
58 Proyecciones autoadjuntas respecto a una me´trica indefinida
2.1.1. El operador de Gram inducido por un operador autoadjunto
Definicio´n. Dados B ∈ L(H)s y un subespacio cerrado S de H, el operador de Gram de S
inducido por B (o B-gramiano) esta´ definido por
GB,S := PBP,
siendo P la proyeccio´n ortogonal sobre S.
Dado x ∈ H, notemos que x ∈ N(GB,S) si y so´lo si BPx ∈ S⊥, o equivalentemente, si
Px ∈ B−1(S⊥) = B(S)⊥. Vemos entonces que
N(GB,S) = S⊥ +N y R(GB,S) = N(GB,S)⊥ = S ⊖N .
Observacio´n 2.1.6. Si J ∈ L(H) es una simetr´ıa – i.e. J = J∗ = J−1 – y S es un subespacio
cerrado de H, el J-gramiano GJ,S esta´ relacionado con el operador de Gram GS dado por la
Ec. (1.2.12) (definido en te´rminos del espacio de Krein que resulta de dotar a H con la me´trica
indefinida h , iJ). De hecho,
GS = GJ,S |S .
Luego, el siguiente resultado puede considerarse una generalizacio´n del Teorema 1.2.34.
Proposicio´n 2.1.7. Dados B ∈ L(H)s y un subespacio cerrado S de H, son equivalentes:
1. (B,S) es compatible;
2. R(PB) ⊆ R(PBP );
3. la ecuacio´n GB,SX = PB admite una solucio´n acotada.
Demostracio´n. 1. ⇒ 2.: Si (B,S) es compatible entonces
H = S + B−1(S⊥) = S + B−1(N(P )) = S + N(PB).
Pro lo tanto, R(PB) ⊆ PB(S) = R(PBP ).
2. ⇒ 3.: Es consecuencia del Teorema de Douglas.
3. ⇒ 1.: Supongamos que la ecuacio´n (PBP )X = PB admite una solucio´n en L(H). Si D ∈
L(H) es la solucio´n reducida de esta ecuacio´n, tenemos que N(D) = N(PB) = B−1(N(P )) =
B(S)⊥ y R(D) ⊆ R(PBP ) = S ⊖N . Adema´s, por el Corolario 1.1.3, D ∈ Q. Luego,
H = R(D) + N(D) ⊆ S ⊖N + B(S)⊥ = S + B(S)⊥,
i.e. el par (B,S) es compatible.
Lema 2.1.8. Sea (B,S) un par compatible y consideremos T = S ⊖N . Luego,
1. GB,S = GB,T .
2. T ∩B(T )⊥ = {0} y la restriccio´n del operador de Gram GB,T a T ,
G = PT B|T : T → T es inyectivo.
Proyecciones autoadjuntas respecto a una me´trica indefinida 59
Demostracio´n. Por la Proposicio´n 2.1.3 sabemos que N ⊆ N(B). Entonces B(S) = B(T ), o
equivalentemente, BP = BPT . Como BPN = PNB = 0, vemos que
GB,S = PBP = PB(PT + PN ) = (PT + PN )BPT = PT BPT = GB,T .
Notemos que la parte B-isotro´pica de T es trivial; de hecho, como B(T ) = B(S), tenemos que
T ∩ B(T )⊥ = T ∩ B(S)⊥ = S ∩ N⊥ ∩ B(S)⊥ = N ∩ N⊥ = {0}. Adema´s, dado x ∈ S ⊖ N ,
x ∈ N(G) si y so´lo si Bx ∈ T ⊥, o equivalentemente, x ∈ T ∩ B(T )⊥ = {0}. Por lo tanto, G es
inyectivo.
Definicio´n. Dado un operador B ∈ L(H)s, un vector x ∈ H se dice B-positivo si es positivo
respecto a la me´trica indefinida h , iB, es decir, hx, x iB > 0. Por su parte, diremos que un
subespacio S deH es B-positivo si todo vector no nulo x ∈ S es B-positivo. De la misma manera,
definimos vectores (y subespacios) B-no negativos, B-neutros, B-negativos y B-no positivos.
Definicio´n. Dado un operador B ∈ L(H)s, un subespacio S de H es uniformemente B-positivo
si existe una constante α > 0 tal que, para todo vector no nulo x ∈ S,
hx, x iB ≥ αkxk2.
Ana´logamente, diremos que S es uniformemente B-negativo si existe una constante α > 0 tal
que, para todo vector no nulo x ∈ S, hx, x iB ≤ −αkxk2.
Si S es un subespacio J-positivo de un espacio de Krein H con simetr´ıa fundamental J , por
el Corolario 1.2.38 sabemos que existe una proyeccio´n J-autoadjunta sobre S si y so´lo si S es
uniformemente J-positivo i.e. existe un α > 0 tal que [x, x ] ≥ αkxk2 para todo x ∈ S.
Si B ∈ GL(H)s y S es un subespacio B-positivo de H entonces es fa´cil ver que (B,S) es
compatible si y so´lo si S es uniformemente B-positivo (ver la Proposicio´n 2.1.11). Sin embargo,
so´lo una de estas implicaciones es cierta para un operador autoadjunto arbitrario. Enunciaremos
los siguientes resultados para subespacios B-positivos, pero pueden deducirse fa´cilmente los
ana´logos para subespacios B-negativos.
Proposicio´n 2.1.9. Si S es uniformemente B-positivo entonces (B,S) es compatible.
Demostracio´n. Supongamos que S es uniformemente B-positivo. Luego, para todo x ∈ H,
hGB,Sx, x i = hPSx, PSx iB ≥ αkPSxk2.
Entonces, GB,S es acotado inferiormente (en N(GB,S)
⊥) y, en consecuencia, R(GB,S) es cerrado.
Adema´s, N = {0} ya que, si x ∈ N , entonces 0 = hBx, x i = hGB,Sx, x i ≥ αkxk2. Por lo tanto,
R(GB,S) = S. Luego, por el Teorema de Douglas, la ecuacio´n GB,SX = PB tiene una solucio´n
acotada y, aplicando la Proposicio´n 2.1.7, vemos que (B,S) es compatible.
Observacio´n 2.1.10. Dado un subespacio (cerrado) B-positivo S de H, la compatibilidad
de (B,S) no es una condicio´n suficiente para asegurar que S sea uniformemente B-positivo. De
hecho, dado A ∈ L(H)+ inyectivo con R(A) 6= H, consideremos el espacio de Hilbert K = H⊕H,
el subespacio S = H⊕ {0} y el operador B ∈ L(K)+ representado por
B =
µ
A 0
0 I
¶
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en la decomposicio´n inducida por S. Luego, B(S)⊥ = (R(A)⊕{0})⊥ = {0}⊕H y S+B(S)⊥ = K,
es decir, (B,S) es compatible. Por otra parte, resulta claro que S no es uniformemente B-positivo
porque R(A) no es cerrado.
Proposicio´n 2.1.11. Supongamos que B ∈ L(H)s tiene rango cerrado y S es un subespacio
B-positivo. Si (B,S) es compatible entonces S es uniformemente B-positivo.
Demostracio´n. Supongamos que el par (B,S) es compatible. En primer lugar, veamos que B(S)
es un subespacio cerrado: si {yn}n∈N es una sucesio´n en B(S) que converge a un vector y ∈ H,
entonces y ∈ R(B) porque R(B) es cerrado. Luego, y = Bx para algu´n x ∈ H. Adema´s, si para
cada n ∈ N elegimos un sn ∈ S tal que yn = Bsn, vemos que
yn = Bsn = BQsn = Q
∗Bsn → Q∗Bx = BQx,
i.e. y = BQx ∈ B(S). Por lo tanto, B(S) es cerrado. Por su parte, por la Proposicio´n 1.1.18,
de la identidad H = S + B(S)⊥ se desprende que S⊥ + B(S) es cerrado, o equivalentemente,
R(GB,S) = PS(B(S)) es cerrado.
Como S es B-positivo, podemos afirmar que GB,S ∈ L(H)+ y, ya que los vectores de N
son B-neutros, N = {0}. Luego, existe un α > 0 tal que GB,S ≥ αPS i.e. S es uniformemente
B-positivo.
2.1.2. El conjunto P(B,S)
Sean S un subespacio cerrado de H y B ∈ L(H)s tales que (B,S) es compatible. Ya que
H = S ∔ (B(S)⊥ ⊖N ), consideremos la proyeccio´n oblicua
PB,S := PS//B(S)⊥⊖N .
Notemos que R(PB,S) = S y N(PB,S) ⊆ B(S)⊥. Luego, por el Lema 2.1.1, PB,S ∈ P(B,S).
Adema´s,
Proposicio´n 2.1.12. El conjunto P(B,S) es una variedad af´ın que puede parametrizarse como
P(B,S) = PB,S + L(S⊥,N ),
donde L(S⊥,N ) esta´ identificado con el subespacio de L(H) correspondiente.
Demostracio´n. Dada Q ∈ P(B,S), consideremos el operador Z = Q − PB,S ∈ L(H). Notemos
que Z es B-autoadjunto y S ⊆ N(Z). De hecho, si x ∈ S entonces Zx = Qx−PB,S x = x−x = 0.
Por su parte, R(Z) ⊆ S y, si y ∈ R(Z) luego
By ∈ R(BZ) = R(Z∗B) ⊆ R(Z∗) = N(Z)⊥ ⊆ S⊥.
Por lo tanto, R(Z) ⊆ S ∩ B(S)⊥ = N . Podemos identificar entonces – quitando al nu´cleo del
dominio y restringiendo el codominio a la imagen – a Z con un operador en L(S⊥,N ) y
Q = PB,S + Z ∈ PB,S + L(S⊥,N ).
Rec´ıprocamente, dado Z ′ ∈ L(S⊥,N ), identifique´moslo con el operador Z ∈ L(H) definido por
Zx = Z ′x si x ∈ S⊥, y Zs = 0 si s ∈ S. Luego, S ⊆ N(Z) y R(Z) ⊆ N , lo que implica que
Z2 = 0 y BZ = 0.
Si consideramos el operador Q = PB,S + Z ∈ L(H), resulta que Q2 = Q y BQ = BPB,S +
BZ = BPB,S . Entonces Q
∗B = P ∗B,SB = BPB,S = BQ, es decir, la proyeccio´n Q es B-
autoadjunta. Como adema´s R(Q) ⊆ S +N = S, tenemos que Q ∈ P(B,S).
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Corolario 2.1.13. Si (B,S) es compatible, P(B,S) = {PB,S} si y so´lo si N = {0}.
Tambie´n como corolario de la proposicio´n anterior, probaremos que la proyeccio´n PB,S es la
ma´s pro´xima al operador identidad (con respecto a la norma de H) entre todas las proyecciones
del conjunto P(B,S).
Proposicio´n 2.1.14. Sean S un subespacio cerrado de H y B ∈ L(H)s tales que (B,S) es
compatible. Si x ∈ H, entonces (I−PB,S)x es el u´nico elemento de norma mı´nima en el conjunto
{(I −Q)x : Q ∈ P(B,S)}. (2.1.2)
Demostracio´n. Dado x ∈ H, consideremos su descomposicio´n ortogonal x = s + y con s ∈ S e
y ∈ S⊥. Notemos que (I − PB,S)y ∈ N(PB,S) ⊆ N⊥. Luego, por la Proposicio´n ’refparamet 1,
si Q ∈ P(B,S) existe un operador Z ∈ L(S⊥,N ) tal que Q = PB,S + Z, y adema´s
k(I −Q)xk2 = k(I −Q)yk2 = k(I − PB,S)y − Zyk2 = k(I − PB,S)yk2 + kZyk2 =
= k(I − PB,S)xk2 + kZyk2,
ya que Zy ∈ N . Por lo tanto, k(I−Q)xk ≥ k(I−PB,S)xk para todo Q ∈ P(B,S). Por otro lado,
si (I−Q)x tiene norma mı´nima entre los vectores de (2.1.2), entonces k(I−Q)xk = k(I−PB,S)xk
y, en consecuencia, Zy = 0. Por lo tanto, (I−Q)x = (I−Q)y = (I−PB,S)y−Zy = (I−PB,S)y =
(I − PB,S)x.
Corolario 2.1.15. Si (B,S) es compatible entonces
kI − PB,Sk = mı´n{kI −Qk : Q ∈ P(B,S)}.
En [20, Proposicio´n 3.5], G. Corach, A. Maestripieri y D. Stojanoff probaron que, dado
A ∈ L(H)+, toda proyeccio´n A-autoadjunta puede escribirse como la suma de la proyeccio´n
minimal sobre S ⊖ N y una proyeccio´n oblicua adecuada con rango N . Dicho resultado puede
generalizarse, mutatis mutandis, a operadores autoadjuntos. A continuacio´n, presentamos una
versio´n simplificada del mismo.
Proposicio´n 2.1.16. Sean S un subespacio cerrado de H y B ∈ L(H)s. Si (B,S) es compatible
y Q ∈ P(B,S) entonces
Q = PB,S⊖N + PN//(S⊖N+N(Q)).
Demostracio´n. Supongamos que Q ∈ P(B,S) y sea E = PNQ. Es fa´cil ver que R(E) = N y
adema´s, como PNQ = PN , se tiene que E ∈ Q. Por su parte, como E es el producto de dos
proyecciones, N(E) = N(Q)∔R(Q)∩N(PN ) = N(Q)∔S ⊖N , es decir, E = PN//(S⊖N+N(Q)).
Notemos que E es B-autoadjunta porque BE = 0.
Luego, si P = Q− E, se sigue que P es B-autoadjunto ya que Q y E lo son. Por otro lado,
P 2 = P porque QE = E = EQ. Finalmente, notemos que R(P ) = S ⊖ N y, por el Corolario
2.1.13, P = PB,S⊖N .
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2.1.3. Representacio´n matricial inducida por un subespacio compatible
Dado un operador T ∈ L(H), todo subespacio cerrado S de H induce una representacio´n de
B como una matriz de 2× 2, de acuerdo con la descomposicio´n H = S ⊕S⊥. Ma´s precisamente,
si P = PS es la proyeccio´n ortogonal sobre S, T puede ser representado como
T =
µ
a b
c d
¶
siendo a = PTP |S : S → S, b = PT (I − P )|S⊥ : S⊥ → S, c = (I − P )TP |S : S → S⊥ y
d = (I − P )T (I − P )|S⊥ : S⊥ → S⊥ operadores acotados. En estos pa´rrafos reescribiremos
algunos de los resultados anteriores utilizando esta representacio´n.
Notemos que, si Q es una proyeccio´n con rango S, entonces Q puede representarse como
Q =
µ
I x
0 0
¶
, para algu´n x ∈ L(S⊥,S). (2.1.3)
En particular, P =
µ
I 0
0 0
¶
. Por otra parte, si B ∈ L(H)s, la representacio´n matricial de B
es la forma
B =
µ
a b
b∗ c
¶
,
siendo a = PSB|S : S → S, b = PSB|S⊥ : S⊥ → S y c = PS⊥B|S⊥ : S⊥ → S⊥.
En primer lugar, notemos que la proyeccio´n Q, dada por la Ec. (2.1.3), es B-autoadjunta si
y so´lo si ax = b. Es decir,
Teorema 2.1.17. Dados B ∈ L(H)s y un subespacio cerrado S de H, consideremos la repre-
sentacio´n matricial de B inducida por S, B =
µ
a b
b∗ c
¶
. Luego, son equivalentes:
1. el par (B,S) es compatible;
2. R(b) ⊆ R(a);
3. la ecuacio´n ax = b admite (al menos) una solucio´n en L(S⊥,S).
Por otra parte, si s ∈ S entonces Bs = as + b∗s, as ∈ S y b∗s ∈ S⊥. Luego, Bs ∈ S⊥ si y so´lo si
s ∈ N(a). Por lo tanto, la parte B-isotro´pica de S coincide con el nu´cleo de a ∈ L(S), i.e.
N = N(a). (2.1.4)
Proposicio´n 2.1.18. Sean B ∈ L(H)s y S un subespacio cerrado de H tales que (B,S) es
compatible. Si B =
µ
a b
b∗ c
¶
es la representacio´n matricial de B inducida por S, tenemos
que:
1. Si d ∈ L(S⊥,S) es la solucio´n reducida de ax = b entonces la representacio´n matricial de
PB,S inducida por S es PB,S =
µ
I d
0 0
¶
.
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2. La parametrizacio´n de la Proposicio´n 2.1.12 puede representarse matricialmente mediante
Q(z) =

I 0 d0 I z
0 0 0

 para z ∈ L(S⊥,N ),
de acuerdo a la descomposicio´n ortogonal H = (S ⊖N )⊕N ⊕ S⊥.
Demostracio´n. En primer lugar, recordemos que N(PB,S) = B(S)⊥⊖N . Como Q =
µ
I d
0 0
¶
es una proyeccio´n B-autoadjunta con rango S, so´lo resta probar que N(Q) ⊆ B(S)⊥ ⊖N . Por
el Lema 2.1.1, tenemos que N(Q) ⊆ B(S)⊥. Adema´s, si x ∈ N(Q) y x = x1 + x2 con x1 ∈ S y
x2 ∈ S⊥, vemos que x1 + dx2 = 0. Luego, para todo n ∈ N ,
hx, n i = hx1, n i = h−dx2, n i = 0
ya que R(d) ⊆ R(a) = N(a)⊥ = N⊥ por ser d la solucio´n reducida. Por lo tanto, N(Q) ⊆
B(S)⊥ ⊖N y, en consecuencia, Q = PB,S .
Por su parte, si Q ∈ P(B,S), existe z ∈ L(S⊥,N ) tal que Q = PB,S + z. Como R(PB,S) ⊆
S ⊖ N , es inmediato que la representacio´n matricial de Q de acuerdo a la descomposicio´n
ortogonal H = (S ⊖N )⊕N ⊕ S⊥ es
Q = PB,S + z =

I 0 d0 I 0
0 0 0

+

0 0 00 0 z
0 0 0

 =

I 0 d0 I z
0 0 0

 .
Observacio´n 2.1.19. Si B =
µ
a b
b∗ c
¶
es la representacio´n matricial de B inducida por S,
la solucio´n reducida d ∈ L(S⊥,S) de ax = b es:
d = a†b. (2.1.5)
A pesar de que a† es acotado si y so´lo si R(a) es un subespacio cerrado, si el par (B,S) es
compatible, el producto a†b se mantiene acotado. Luego, d = a†b es solucio´n de la ecuacio´n
ax = b y cumple R(d) ⊆ R(a†) ⊆ R(a∗), es decir, esta es la solucio´n reducida de la ecuacio´n.
Por lo tanto, la representacio´n matricial de PB,S inducida por S es:
PB,S =
µ
I a†b
0 0
¶
. (2.1.6)
2.2. Condiciones necesarias y suficientes para la compatibilidad
Dado B ∈ L(H)s, sea B = JA su descomposicio´n polar, con A ∈ L(H)+ y J = J∗ = J−1. La
siguiente proposicio´n presenta algunas condiciones, en te´rminos de A, que resultan necesarias
para la compatibilidad. Las implicaciones 2. ⇒ 3. ⇒ 4. ⇔ 5. fueron probadas en [21, Proposicio´n
3.4].
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Proposicio´n 2.2.1. Dado un operador B ∈ L(H)s con descomposicio´n polar B = JA conside-
remos las siguientes condiciones:
1. El par (B,S) es compatible,
2. A(S) es cerrado en R(A) i.e. A(S) ∩R(A) = A(S),
3. A1/2(S) es cerrado en R(A1/2),
4. S + N(B) es cerrado.
5. P
R(B)
(S) es cerrado.
Entonces, 1 . ⇒ 2 . ⇒ 3 . ⇒ 4 . ⇔ 5 .
Demostracio´n. 1. ⇒ 2. : Supongamos que (B,S) es compatible y sea Q ∈ P(B,S). Con un
argumento similar al utilizado en la Proposicio´n 2.1.11 se tiene que B(S) es cerrado en R(B):
dado y ∈ B(S) ∩R(B), sea {sn}n∈N una sucesio´n en S tal que B(sn) → y. Luego, y = Bx para
algu´n x ∈ H y Bsn = BQsn = Q∗Bsn → Q∗Bx = BQx. Por lo tanto, y = BQx ∈ B(S).
Adema´s, B(S) es cerrado en R(B) si y so´lo si A(S) es cerrado en R(A): si B(S) es cerrado en
R(B) entonces B(S) = B(S)∩R(B), es decir, J(A(S)) = JA(S)∩ J(R(A)) = J(A(S)∩R(A)).
Por lo tanto, A(S) = A(S) ∩R(B) i.e. A(S) es cerrado en R(A). La rec´ıproca es ana´loga.
2. ⇒ 3: Si y ∈ A1/2(S) ∩ R(A1/2) entonces y = A1/2x para algu´n x ∈ H y adema´s existe una
sucesio´n {sn}n∈N en S tal que A1/2sn → A1/2x. Luego, Asn → Ax y consecuentemente Ax ∈
A(S)∩R(A) = A(S). Por lo tanto, y ∈ A−1/2(A(S)) = (A1/2(S) + N(A))∩R(A1/2) = A1/2(S).
3. ⇒ 4: Si A1/2(S) es cerrado en R(A1/2) entonces
S + N(A) = A−1/2(A1/2(S)) = A−1/2(A1/2(S) ∩R(A1/2)) = A−1/2(A1/2(S))
es un subespacio cerrado.
4. ⇒ 5: Es un caso particular de la Proposicio´n 1.1.18.
A continuacio´n, mostraremos que, dados B ∈ L(H)s y un subespacio cerrado S de H, la exis-
tencia de proyecciones B-autoadjuntas con rango S no depende del subespacio S en su totalidad,
sino del subespacio que resulta de proyectar a S sobre la clausura del rango de B.
Proposicio´n 2.2.2. Sea B ∈ L(H)s y consideremos un subespacio cerrado S de H. Luego,
(B,S) es compatible si y so´lo si P
R(B)
(S) es cerrado y
³
B, P
R(B)
(S)
´
es compatible.
Demostracio´n. Recordemos que B = BP
R(B)
. Luego, como S + N(B) = P
R(B)
(S) ⊕ N(B) y
N(B) ⊆ B−1(S⊥) = B(S)⊥, se tiene que
S + B(S)⊥ = S + N(B) + B(S)⊥ = P
R(B)
(S) + B(S)⊥ = P
R(B)
(S) + B(P
R(B)
(S))⊥.
Por lo tanto, (B,S) es compatible si y so´lo si P
R(B)
(S) es cerrado y
³
B, P
R(B)
(S)
´
es compatible.
Mas au´n, si B ∈ L(H)s y S es un subespacio cerrado de H, para estudiar la compatibilidad
de (B,S) podemos restringir tanto el subespacio S como el operador B al subespacio K = R(B).
Proyecciones autoadjuntas respecto a una me´trica indefinida 65
Observacio´n 2.2.3. Dado B ∈ L(H)s, sea K = R(B) y consideremos el operador
C = B|K ∈ L(K)s.
Luego, (B,S) es compatible si y so´lo si P
R(B)
(S) es cerrado y (C, P
R(B)
(S)) es compatible.
De hecho, aplicando la proposicio´n anterior, podemos suponer que S ⊆ K. Entonces, la
afirmacio´n es una consecuencia directa de la demostracio´n anterior, notando que
B−1(S⊥) = C−1(K ⊖ S) + N(B)
y que K ⊖ S es el complemento ortogonal de S en el espacio de Hilbert K.
2.2.1. Descomposicio´n de rangos de operadores
En [21], G. Corach, A. Maestripieri y D. Stojanoff mostraron que, dado un operador A ∈
L(H)+ y un subespacio cerrado S del espacio de HilbertH, el par (A,S) es compatible si y so´lo si
el rango de A1/2 admite una descomposicio´n ortogonal en te´rminos del subespacioM = A1/2(S):
R(A1/2) = M∩R(A1/2) ⊕ M⊥ ∩R(A1/2).
Dado un operador autoadjunto B ∈ L(H)s, cuya descomposicio´n polar esta´ dada por B = JA
con A ∈ L(H)+ y J = J∗ = J−1, la siguiente proposicio´n relaciona la compatibilidad del par
(B,S) con ciertas descomposiciones (en suma directa) de R(A) y R(A1/2).
Proposicio´n 2.2.4. Dado B ∈ L(H)s consideremos su descomposicio´n polar B = JA, con
A ∈ L(H)+ y J = J∗ = J−1. Si S es un subespacio cerrado de H, las siguientes condiciones son
equivalentes:
1. El par (B,S) es compatible;
2. R(A) = A(S)∔ J(S)⊥ ∩R(A);
3. R(A1/2) = A1/2(S)∔ J(A1/2(S))⊥ ∩R(A1/2).
Demostracio´n. 1. ⇔ 2.: Si (B,S) es compatible entonces H = S + B−1(S⊥). Aplicando A a
ambos lados de esta igualdad, se tiene que R(A) = A(S) + J(S⊥) ∩ R(A). Adema´s, la suma es
directa, ya que
A(S) ∩ J(S⊥) = J(B(S) ∩ S⊥) ⊆ J(B(S) ∩ S⊥) = J((S + B(S)⊥)⊥) = J(H⊥) = {0}.
Rec´ıprocamente, supongamos que R(A) = A(S)∔ J(S⊥) ∩R(A). Luego,
H = A−1(R(A)) = A−1
³
A(S)∔ J(S⊥) ∩R(A)
´
,
y, dado x ∈ H, existen s ∈ S y z ∈ J(S⊥) ∩ R(A) tales que Ax = As + z. Si w ∈ H es tal
que Aw = z, luego Ax = As + Aw = A(s + w). Por lo tanto, existe un n ∈ N(A) tal que
x = s + w + n, es decir, x = (s + n) + w ∈ S + N(A) + A−1(J(S⊥)) = S + B−1(S⊥). Entonces,
como x ∈ H era arbitrario, H ⊆ S + B−1(S⊥), o equivalentemente, (B,S) es compatible.
La demostracio´n de la equivalencia 1. ⇔ 3. es ana´loga a la anterior.
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Es importante remarcar que, en la descomposicio´n del item 3. de la proposicio´n anterior,
no hay ortogonalidad en el sentido del espacio de Hilbert H sino que los subespacios son J-
ortogonales en el espacio de Krein que induce el operador J sobre H. Lo mismo ocurre con la
descomposicio´n de R(A1/2) del siguiente corolario.
Corolario 2.2.5. Dados un subespacio cerrado S de H y B ∈ L(H)s, consideremos el subespacio
M = A1/2(S). Entonces, (B,S) es compatible si y so´lo si A1/2(S) es cerrado en R(A1/2) y
R(A1/2) = M∩R(A1/2)∔ J(M)⊥ ∩R(A1/2).
Demostracio´n. Es consecuencia de las Proposiciones 2.2.1 y 2.2.4.
Corolario 2.2.6. Si (B,S) es compatible entonces M = A1/2(S) es un subespacio J-no dege-
nerado del espacio de Krein que resulta de dotar a H con la simetr´ıa fundamental J .
Demostracio´n. Por el corolario anterior,
H = R(A1/2)⊕N(A1/2) ⊆M+ J(M)⊥ + N(A1/2) = M+ J(M)⊥,
ya que N(A1/2) ⊆ J(M)⊥ ⊆ M + J(M)⊥ ⊆ M+ J(M)⊥. Luego, como consecuencia del
Corolario 1.2.30, M es J-no degenerado.
2.2.2. Compatibilidad y a´ngulos entre subespacios
Dados un subespacio cerrado S de H y un operador B ∈ L(H)s, la compatibilidad del par
(B,S) tambie´n puede interpretarse en te´rminos del a´ngulo entre ciertos subespacios cerrados, es
decir, el par (B,S) es compatible si y so´lo si el a´ngulo entre ciertos subespacios no es nulo. Las
definiciones de a´ngulo y a´ngulo mı´nimo entre subespacios cerrados, as´ı como sus propiedades,
pueden consultarse en los preliminares.
Teorema 2.2.7. Sean B ∈ L(H)s y S un subespacio cerrado de H. Entonces, (B,S) es compa-
tible si y so´lo si c0(S⊥, B(S)) < 1.
La prueba que presentamos a continuacio´n fue realizada originalmente en [20, Teorema 2.15],
para el caso en que el operador es (semidefinido) positivo. Los argumentos utilizados en la misma
siguen siendo va´lidos para operadores autoadjuntos.
Demostracio´n. Supongamos que (B,S) es compatible. Luego, H = S + B(S)⊥ y, tomando el
complemento ortogonal, tenemos que S⊥ ∩ B(S) = {0}. Entonces, c0(S, B(S)) = c(S, B(S)).
Adema´s, por la Proposicio´n 1.1.18, la igualdad H = S + B(S)⊥ implica que el subespacio
S + B(S) es cerrado, o equivalentemente, c(S, B(S)) < 1. Por lo tanto, c0(S, B(S)) < 1.
Rec´ıprocamente, si c0(S, B(S)) < 1, tenemos que c(S, B(S)) < 1 y S∩B(S) = {0}. Entonces,
utilizando una vez ma´s la Proposicio´n 1.1.18, concluimos que S + B(S)⊥ es cerrado, y adema´s,
S + B(S)⊥ = S + B(S)⊥ = (S ∩B(S))⊥ = {0}⊥ = H,
es decir, (B,S) es compatible.
Proposicio´n 2.2.8. Sean B ∈ L(H)s un operador inyectivo y S un subespacio cerrado de H.
Entonces, (B,S) es compatible si y so´lo si c0(S, B(S)⊥) < 1.
Proyecciones autoadjuntas respecto a una me´trica indefinida 67
Demostracio´n. Si (B,S) es compatible, el subespacio S+B(S)⊥ es cerrado, o equivalentemente
c(S, B(S)⊥) < 1. Adema´s, por la Proposicio´n 2.1.3, sabemos que S ∩B(S)⊥ = S ∩N(B) = {0},
por lo que c0(S, B(S)⊥) = c(S, B(S)⊥) < 1.
Rec´ıprocamente, si c0(S, B(S)⊥) < 1 entonces S + B(S)⊥ es cerrado y S ∩B−1(S⊥) = {0}.
Como B es inyectivo, B(S∩B−1(S⊥)) = B(S)∩B(B−1(S⊥)) = B(S)∩(S⊥∩R(B)) = B(S)∩S⊥.
Por lo tanto, B(S) ∩ S⊥ = {0} y H = (S⊥ ∩B(S))⊥ = S + B(S)⊥ = S + B(S)⊥.
Corolario 2.2.9. Sea B ∈ L(H)s y consideremos un subespacio cerrado S de H. Luego, (B,S)
es compatible si y so´lo si P
R(B)
(S) es cerrado y c0(PR(B)(S), B(S)⊥) < 1.
Demostracio´n. Sea K = R(B) y consideremos el operador C = B|K ∈ L(K)s. Por la Observacio´n
2.2.3, sabemos que (B,S) es compatible si y so´lo si T = PK(S) es cerrado y el par (C, T ) es
compatible en K. Como C ∈ L(K)s es inyectivo, aplicando la Proposicio´n 2.2.8 se tiene que
c0(T , C(T )⊥K) = sup
n
| hx, y i | : x ∈ T , kxk ≤ 1, y ∈ C(T )⊥K , kyk ≤ 1
o
< 1,
donde el espacio de Hilbert considerado en la condicio´n de a´ngulo es K (con la norma heredada
de H).
Veamos ahora que c0(T , B(S)⊥) ≤ c0(T , C(T )⊥K). En primer lugar, notemos que, como
B = BP
R(B)
, tenemos que C(T ) = B(S) ⊂ R(B) y luego B(S)⊥ = C(T )⊥K ⊕N(B). Entonces,
si x ∈ T con kxk ≤ 1 e y ∈ B(S)⊥ con kyk ≤ 1, notemos que
| hx, y i | = | hx, y1 + y2 i | = | hx, y1 i |,
siendo y = y1 + y2 con y1 ∈ C(T )⊥K e y2 ∈ N(B). Adema´s, ky1k ≤ kyk ≤ 1 y, en consecuencia,
fijado x ∈ T ,
sup
y∈B(S)⊥,kyk≤1
| hx, y i | ≤ sup
y∈C(T )⊥K ,kyk≤1
| hx, y i |.
Por lo tanto, c0(T , B(S)⊥) ≤ c0(T , C(T )⊥K) < 1.
El siguiente ejemplo esta´ basado en uno aparecido en el libro de Halmos [37, pa´ginas 28-29].
El objetivo del mismo es mostrar que, dada una simetr´ıa J , existe (al menos) un subespacio S
que es J-no degenerado pero el par (J,S) no es compatible. Vale aclarar que existen ejemplos
similares en la literatura, e.g. [9, Ejemplo 9.7], pero las te´cnicas utilizadas en los mismos son
diferentes.
Ejemplo 2.2.10. Dados un espacio de Hilbert separable de dimensio´n infinitaH y un subespacio
cerrado S de H con dimS = dimS⊥, consideremos la simetr´ıa J = 2PS − I ∈ L(H).
Fijadas bases ortonormales {an}n∈N de S y {bn}n∈N de S⊥, consideremos las familias orto-
normales {fn}n∈N y {hn}n∈N definidas por
fn =
1√
2
(an + bn) y hn =
1√
2
(an − bn).
Finalmente, definamos gn = (cos
1
n)fn+(sin
1
n)hn y consideremos el subespacio cerrado generado
por {gn}n∈N, T = span{gn}n∈N. En primer lugar, notemos que (J, T ) no es compatible: de hecho,
Jgn = (cos
1
n
)hn + (sin
1
n
)fn
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es una base ortonormal de J(T ) y {un}n∈N, with un = (sin 1n)hn − (cos 1n)fn, es una base
ortonormal de J(T )⊥. Observemos que
h gn, un i =
-
(cos 1n)fn + (sin
1
n)hn, (sin
1
n)hn − (cos 1n)fn
®
=
=
-
cos 1n)fn,−(cos 1n)fn
®
+
-
(sin 1n)hn, (sin
1
n)hn
®
=
= − cos 2n ,
y c0(T , J(T )⊥) ≥ | h gn, un i | = cos 2n −−−−−→n→+∞ 1, i.e. c0(T , J(T )
⊥) = 1. Entonces, por la Propo-
sicio´n 2.2.8, (J, T ) no es compatible.
Para completar el ejemplo falta probar que T es un subespacio J-no degenerado de H.
Supongamos que v ∈ T ∩ J(T )⊥, v = P∞n=1 αngn = P∞n=1 βnun, con P∞n=1 |αn|2 < ∞,P∞
n=1 |βn|2 < ∞. Luego,
∞X
n=1
αn(cos
1
n)fn +
∞X
n=1
αn(sin
1
n)hn = v =
∞X
n=1
βn(sin
1
n)hn −
∞X
n=1
βn(cos
1
n)fn,
lo que implica que αn = βn = 0 para todo n ∈ N, es decir, v = 0. Por lo tanto, T es J-no
degenerado.
2.2.3. Proyecciones B-autoadjuntas para operadores de rango cerrado
A continuacio´n estudiaremos la compatibilidad de pares (B,S) en los cuales B ∈ CR(H)s,
el conjunto de operadores autoadjuntos de rango cerrado. A lo largo de esta subseccio´n, dado
B ∈ CR(H)s, su descomposicio´n polar es B = JA, con A ∈ CR(H)+ y J = J∗ = J−1. Adema´s,
si S es un subespacio cerrado de H, P = PS es la proyeccio´n ortogonal sobre S y M = A1/2(S).
En [19, Teorema 6.2], G. Corach et al. probaron que:
Proposicio´n 2.2.11. Si A ∈ CR(H)+ y S es un subespacio cerrado de H, entonces las siguien-
tes condiciones son equivalentes:
1. El par (A,S) es compatible;
2. R(PAP ) es cerrado;
3. S + N(A) es cerrado.
Los pro´ximos resultados tienen por objeto generalizar este resultado.
Proposicio´n 2.2.12. Sean B ∈ CR(H)s y S un subespacio cerrado de H. Luego, (B,S) es
compatible si y so´lo si N = S ∩N(B) y GB,S tiene rango cerrado.
Demostracio´n. Recordemos que, por el Lema 2.1.8, si (B,S) es compatible y T = S⊖N entonces
(B, T ) es compatible, GB,S = GB,T y la restriccio´n de el operador de Gram GB,T al subespacio
T , G = PT B|T : T → T es inyectivo.
Por su parte, como R(B) es cerrado, la Proposicio´n 2.2.1 asegura que B(T ) es cerrado, mien-
tras que de la identidad H = T +B(T )⊥ se tiene que T ⊥+B(T ) es cerrado, o equivalentemente
R(G) = PT (B(T )) es cerrado.
Proyecciones autoadjuntas respecto a una me´trica indefinida 69
Rec´ıprocamente, si R(GB,S) es cerrado entonces R(GB,S) = S ⊖N y GB,S† ∈ L(H). Consi-
deremos el operador
Q = PSGB,S
†PSB ∈ L(H).
Es fa´cil ver que Q es una proyeccio´n oblicua tal que BQ = Q∗B y R(Q) = S ⊖ N . De hecho,
R(Q) ⊆ S y, si x ∈ N entonces Qx = 0. Por otra parte, si x ∈ S ⊖ N , Qx = PSPR(GB,S)x =
PSx = x. Luego, R(Q) = S ⊖N .
Notemos que Q′ = Q + PN es una proyeccio´n oblicua con R(Q
′) = S y BQ′ = (Q′)∗B
(porque PNB = BPN = 0). Por lo tanto, Q
′ ∈ P(B,S) i.e. (B,S) is compatible.
Notemos que, si M = A1/2(S) entonces A−1/2(M) = S + N(A). Luego, el subespacio M es
cerrado si y so´lo si S + N(A) es cerrado.
Proposicio´n 2.2.13. Sean B ∈ CR(H)s y S un subespacio cerrado de H. Luego, (B,S) es
compatible si y so´lo si M es cerrado y el par (J,M) es compatible.
Demostracio´n. Por la Proposicio´n 2.2.1, la compatibilidad de (B,S) implica queM es cerrado en
R(A1/2). EntoncesM es cerrado, pues R(A1/2) = R(B) es cerrado. Por otra parte, la Proposicio´n
2.2.4 asegura que R(A1/2) = M+ J(M)⊥ ∩R(A1/2) y, como
J(M)⊥ = J(M)⊥ ∩R(A1/2)∔N(A1/2),
tenemos que H = R(A1/2) + N(A1/2) = M + J(M)⊥. La demostracio´n de la rec´ıproca es
similar.
Corolario 2.2.14. Sea B ∈ GL(H)s. Entonces, (B,S) es compatible si y so´lo si (J,M) es
compatible.
La proposicio´n anterior prueba la equivalencia entre la compatibilidad de un par dado (B,S)
con la del par asociado (J,M) – donde J es la parte unitaria de la descomposicio´n polar de B
y M = A1/2(S) – en el caso en que B es un operador de rango cerrado. Es natural preguntarse
sobre la posibilidad de extender este resultado al caso en que B es un operador autoadjunto
cualquiera. Sin embargo, el siguiente ejemplo muestra que existen pares (B,S) no compatibles
para los cuales el par asociado (J,M) es compatible.
Ejemplo 2.2.15. Sean S y T dos subespacios cerrados de un espacio de HilbertH (de dimensio´n
infinita) tales que c(S, T ) = 1. Consideremos el espacio de Hilbert H2 = H⊕H y los operadores
A, J ∈ L(H2) definidos por
A =
µ
PT ⊥ 0
0 0
¶
y J =
µ
I 0
0 −I
¶
,
en la representacio´n matricial inducida por H ⊕ {0} como subespacio de H2. Observemos que
A ∈ L(H2)+, R(A) = T ⊥ es cerrado y J = J∗ = J−1. Adema´s, J y A conmutan, por lo que el
operador B = JA es autoadjunto.
Sea M = A1/2(S) = PT ⊥(S). Como M⊆ H⊕ {0} es invariante por J , J(M)⊥ = M⊥ ⊕H
y, por lo tanto, (J,M) es compatible. Por otra parte, A1/2(S) = PT ⊥(S) no es cerrado (porque
c(S, T ) = 1) y entonces (B,S) no es compatible.
El pro´ximo teorema presenta una caracterizacio´n completa de la compatibilidad de un par
(B,S) en te´rminos del subespacio M, para el caso particular en que B ∈ CR(H)s.
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Teorema 2.2.16. Sea B ∈ CR(H)s. Las siguientes condiciones son equivalentes:
1. (B,S) es compatible.
2. PM//J(M)⊥ ∈ L(H).
3. M es cerrado y c0(M, J(M)⊥) < 1.
4. R(GM) = M.
5. M es un espacio de Krein (con la me´trica indefinida inducida por J).
Demostracio´n. 1. ⇔ 2.: Por la Proposicio´n 2.2.13, (B,S) es compatible si y so´lo si M es cerrado
yH = M+J(M)⊥. Como J es invertible,M∩J(M)⊥ = {0} y, por lo tanto, PM//J(M)⊥ ∈ L(H).
2. ⇔ 3.: Si PM//J(M)⊥ ∈ L(H) entonces M es cerrado, M∩J(M)⊥ = {0} y H = M+J(M)⊥.
Por lo tanto, c0(M, J(M)⊥) = c(M, J(M)⊥) < 1. La rec´ıproca es similar.
2. ⇔ 4.: Recordemos que N(GM) = M⊥∔M∩J(M)⊥. Si (B,S) es compatible entonces, por la
Proposicio´n 2.2.12, M∩ J(M)⊥ = {0} y R(GM) es cerrado. Luego, R(GM) = N(GM)⊥ = M.
Rec´ıprocamente, si R(GM) = M entonces N(GM) = M⊥ i.e. M∩ J(M)⊥ = {0}. Aplicando
una vez ma´s la Proposicio´n 2.2.12, tenemos que (J,M) es compatible i.e. PM//J(M)⊥ ∈ L(H).
Finalmente, la equivalencia 2. ⇔ 5. ya ha sido demostrada en el Teorema 1.2.37.
2.3. Descomposicio´n de proyecciones B-autoadjuntas
Dentro del espacio vectorial real formado por los operadores B-autoadjuntos actuando sobre
un espacio de Hilbert (complejo) H, destacaremos a los operadores B-definidos.
Definicio´n. Un operador T ∈ L(H) es B-positivo si hTx, x iB ≥ 0 para todo x ∈ H, i.e. si BT
es un operador (semidefinido) positivo.
De la misma manera, diremos que un operador T ∈ L(H) es B-negativo (resp. B-neutro) si
hTx, x iB ≤ 0 (resp. hTx, x iB = 0) para todo x ∈ H.
Los operadores B-positivos forman un cono, ya que:
(a) si T ∈ L(H) es B-positivo y α > 0 entonces αT es B-positivo;
(b) si T1, T2 ∈ L(H) son B-positivos entonces T1 + T2 es B-positivo.
Luego, podemos definir un orden entre operadores B-autoadjuntos de la siguiente manera: dados
operadores B-autoadjuntos T, W ∈ L(H), diremos que T ≥B W si y so´lo si T−W es un operador
B-positivo.
Observacio´n 2.3.1. Sean B ∈ L(H)s y Q ∈ Q una proyeccio´n B-autoadjunta. Luego, Q es
B-positiva (resp. B-negativa, B-neutra) si y so´lo si R(Q) es un subespacio B-no negativo (resp.
B-no positivo, B-neutro) de H.
A continuacio´n mostraremos que, si B ∈ L(H)s y S es un subespacio B-no degenerado de
H, entonces el par (B,S) es compatible si y so´lo si S puede descomponerse en suma directa de
dos subespacios (cerrados) B-compatibles, uno B-no negativo y otro B-no positivo.
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Teorema 2.3.2 (Existencia de descomposicio´n). Dados S un subespacio cerrado de H y B ∈
L(H)s, sea N = S ∩N(B). Luego, (B,S) es compatible si y so´lo si existe una descomposicio´n
de S ⊖ N como S ⊖ N = S+ ∔ S−, siendo S+ un subespacio (cerrado) B-no negativo, S− un
subespacio (cerrado) B-no positivo, (B,S±) es compatible y S+⊥BS−.
Demostracio´n. Supongamos que (B,S) es compatible. Luego, por el Lema 2.1.8, (B,S ⊖ N )
es compatible, GB,S⊖N = GB,S y G = GB,S⊖N |S⊖N es inyectivo. Entonces, si G = U |G| es la
descomposicio´n polar de G, U es una simetr´ıa (i.e. U = U∗ = U−1) sobre S ⊖ N . Sean S± los
autoespacios de U correspondientes a λ = ±1 y recordemos que S ⊖N = S+ ⊕ S−.
Observemos adema´s que, dado x ∈ S+, x 6= 0, se tiene que hBx, x i = hGx, x i = h |G|x, x i >
0, es decir, S+ es B-positivo. Ana´logamente, S− es B-negativo.
Dada Q = PB,S⊖N , consideremos Q± = PS±Q. Como S± ⊆ S ⊖N , es fa´cil ver que Q± ∈ Q
y R(Q±) = S±. Adema´s, Q± es B-autoadjunta, de hecho:
BQ± = BPS±Q = BQPS±Q = Q
∗BPS±Q = Q
∗(PS⊖N + PN )BPS±Q =
= Q∗PS⊖NBPS±Q = Q
∗GB,S⊖NPS±Q = Q
∗PS±GB,S⊖NQ =
= Q∗±BQ = Q
∗
±Q
∗B = Q∗±B ,
porque GB,S⊖NPS± = PS±GB,S⊖N (pues PS± son proyectores espectrales del operador GB,S⊖N )
y QQ± = Q±. Por lo tanto, (B,S±) es compatible.
Ya que PS+PS− = PS−PS+ = 0, Q+Q− = PS+QPS−Q = PS+PS−Q = 0 (y tambie´n Q−Q+ =
0), es decir, S+⊥BS−.
Rec´ıprocamente, supongamos que S ⊖N = S+∔S− y S± satisfacen las condiciones mencio-
nadas. Observemos que, por el Corolario 2.1.13, P(B,S±) = {Q±} y N(Q±) = B(S±)⊥ ya que
S±∩B(S±)⊥ = S±∩N(B) ⊆ (S⊖N )∩N(B) = {0}. Adema´s, la B-ortogonalidad entre S+ y S−
implica que Q+Q− = Q−Q+ = 0 pues R(Q−) = S− ⊆ S⊥B+ = N(Q+) y R(Q+) ⊆ N(Q−). Lue-
go, si definimos Q = Q+ + Q−, tenemos que Q ∈ Q, R(Q) = S+ + S− = S ⊖ N y BQ = Q∗B,
i.e. (B,S ⊖ N ) es compatible. Luego, aplicando la Proposicio´n 2.1.4, tenemos que (B,S) es
compatible.
En la Proposicio´n 2.1.16 vimos que, si (B,S) es compatible y Q ∈ P(B,S) entonces
Q = PB,S⊖N + PNQ = PB,S⊖N + PN//(S⊖N+N(Q)).
Mas au´n, por el Teorema 2.3.2 sabemos que existen un subespacio S+ (cerrado) B-no negativo
y un subespacio S− (cerrado) B-no positivo tales que (B,S±) es compatible y S+⊥BS−. Luego,
si Q± ∈ P(B,S±), tenemos que
Q = Q+ + Q− + PN//(S⊖N+N(Q)).
Adema´s, Q+ es una proyeccio´n B-positiva, Q− es una proyeccio´n B-negativa y PN//(S⊖N+N(Q))
es una proyeccio´n B-neutra.
Corolario 2.3.3. Sean B ∈ L(H)s y S un subespacio cerrado de H tales que (B,S) es com-
patible. Entonces, cada Q ∈ P(B,S) admite una descomposicio´n Q = Q0 + Q+ + Q− tal que
Q0 ∈ Q es B-neutra, Q+ ∈ Q es B-positiva y Q− ∈ Q es B-negativa.
Cabe destacar que los subespacios S± considerados en la demostracio´n del Teorema 2.3.2 satis-
facen condiciones adicionales a las pedidas en el mismo. Ma´s precisamente, S+ es un subespacio
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B-positivo, S− es un subespacio B-negativo, y e´stos – adema´s de ser B-ortogonales – son or-
togonales con respecto al producto interno del espacio de Hilbert H. El Teorema 2.3.4 muestra
que, bajo estas hipo´tesis, hay una u´nica descomposicio´n posible.
Teorema 2.3.4 (Unicidad de la descomposicio´n). Dados S un subespacio cerrado de H y B ∈
L(H)s, sea N = S ∩N(B). Si (B,S) es compatible entonces existe una u´nica descomposicio´n de
S ⊖N como S ⊖N = S+⊕S−, siendo S+ un subespacio (cerrado) B-positivo, S− un subespacio
(cerrado) B-negativo, (B,S±) es compatible y S+⊥BS−.
Demostracio´n. Sea S ⊖ N = V+ ⊕ V− una descomposicio´n con las condiciones mencionadas y
consideremos Q± ∈ P(B,V±). Luego, Q±PV± = PV± y PV+BPV− = PV−BPV+ = 0. De hecho,
PV+BPV− = PV+BQ−PV− = PV+Q
∗
−BPV− = (Q−PV+)
∗BPV− = 0,
porque Q−PV+ = Q−(Q+PV+) = (Q−Q+)PV+ = 0. Entonces, GB,S⊖N = GB,V+ + GB,V− .
Como V± son subespacios definidos, GB,V+ |V+ ∈ L(V+)+ y −GB,V− |V− ∈ L(V−)+ son inyectivos.
Adema´s, como PV+PV− = PV−PV+ = 0, se tiene que
GB,S⊖N = GB,V+ + GB,V− = (PV+ − PV−)(GB,V+ −GB,V−).
Si definimos A = GB,V+−GB,V− , resulta que A ∈ L(H)+ (notemos que A|V+⊕V− ∈ L(V+⊕V−)+
tambie´n es inyectivo) y, si U = PV+ − PV− , entonces U = U∗ y U2 = PS⊖N . Entonces,
G = GB,S⊖N |S⊖N = U |S⊖NA|S⊖N ,
siendo A|S⊖N ∈ L(S ⊖ N )+ y U |S⊖N ∈ L(S ⊖ N ) una simetr´ıa. Luego, por la unicidad de
la descomposicio´n polar, U |S⊖N es la parte unitaria de G y V± es el autoespacio de U |S⊖N
correspondiente a λ = ±1.
Utilizando el teorema anterior podemos asegurar que, entre las posibles descomposiciones
provistas por el Corolario 2.3.3, existe una u´nica para la cual los rangos de las proyecciones
son dos a dos ortogonales (con respecto al producto interno de H) y adema´s los rangos de las
proyecciones definidas son estrictamente definidos.
Corolario 2.3.5. Dados B ∈ L(H)s y un subespacio cerrado S de H, sean Q ∈ P(B,S) y Q0,
Q+ y Q− proyecciones tales que Q = Q0 + Q+ + Q−, Q0 es B-neutra, Q+ es B-positiva y Q−
es B-negativa. Supongamos adema´s que sus rangos satisfacen las siguientes condiciones:
(i) son dos a dos B-ortogonales;
(ii) son dos a dos ortogonales (con respecto al producto interno de H);
(iii) R(Q+) es B-positivo y R(Q−) es B-negativo.
Entonces,
Q0 = PN//N(Q)∔S⊖N , Q+ = PB,S+ y Q− = PB,S− ,
siendo S ⊖N = S+ ⊕ S− la descomposicio´n dada en el Teorema 2.3.4.
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Demostracio´n. Sean V0 = R(Q0), V+ = R(Q+) y V− = R(Q−). En primer lugar, notemos que,
S ⊆ V0 ∔ V+ ∔ V− = V0 ⊕ V+ ⊕ V−, donde la u´ltima igualdad es consecuencia del item (ii).
Rec´ıprocamente, si x = v0 + v+ + v− ∈ V0 ⊕ V+ ⊕ V−, utilizando el item (i) se tiene que
Qx = (Q0 + Q+ + Q−)x = (Q0 + Q+ + Q−)(v0 + v+ + v−) = . . . =
= Q0v0 + Q+v+ + Q−v− = v0 + v+ + v− = x ∈ S.
Adema´s, V1⊕V2 = S⊖N : como BQ0 = 0, se tiene que V0 ⊆ S∩N(B) = N . Luego, considerando
el complemento ortogonal en S, S⊖N ⊆ V+⊕V− y entonces V+⊕V− = (S⊖N )⊕U y U ⊆ N . Pero
U = {0} pues, si u ∈ U , u 6= 0 entonces u = v+ + v− con v+ ∈ V+, v− ∈ V−, v+ 6= 0 (or v− 6= 0)
y Bu = 0. Por lo tanto, Bv+ = −Bv− y, por el item (iii), 0 < hBv+, v+ i = −hBv−, v+ i =
−h v−, Bv+ i = hBv−, v− i < 0, lo que resulta absurdo. Entonces, V1⊕V2 = S⊖N y la unicidad
de la descomposicio´n es una consecuencia del Teorema 2.3.4.
2.3.1. Proyecciones B-contractivas y B-expansivas
Sea Q una proyeccio´n actuando sobre un espacio de Hilbert H. De la teor´ıa cla´sica de
operadores sobre espacios de Hilbert sabemos que
Q∗ = Q ⇔ kQk ≤ 1, (2.3.1)
es decir, en la variedad formada por las proyecciones que actu´an sobre H, las proyecciones
ortogonales esta´n caracterizadas por la contractividad. Esto nos motiva a preguntarnos, fija-
do B ∈ L(H)s, en que´ casos puede encontrarse un resultado ana´logo para proyecciones B-
autoadjuntas. Veremos que, en el caso indefinido, este problema no tiene una respuesta inmediata
como la que mencionamos anteriormente para espacios de Hilbert.
Definicio´n. Dado B ∈ L(H)s consideremos el espacio con me´trica indefinida (H, h , iB). Un
operador T ∈ L(H) es una B-contraccio´n si
hTx, Tx iB ≤ hx, x iB para todo x ∈ H, (2.3.2)
o equivalentemente, T ∗BT ≤ B.
En primer lugar, recordemos que ocurre si consideramos una perturbacio´n positiva A ∈
L(H)+. Este es un resultado conocido que puede citarse, por ejemplo, de [19, Lema 3.2].
Proposicio´n 2.3.6. Sean A ∈ L(H)+ y Q ∈ Q. Luego, Q es A-autoadjunta si y so´lo si Q es
A-contractiva.
Demostracio´n. En primer lugar, supongamos que 0 ≤ Q∗AQ ≤ A. Como (Q∗A1/2)(Q∗A1/2)∗ =
Q∗AQ ≤ A = A1/2(A1/2)∗, por el Teorema de Douglas, sabemos que existe una solucio´n reducida
E ∈ L(H) de la ecuacio´n A1/2X = Q∗A1/2 y esta cumple que kEk ≤ 1. Adema´s, por el Corolario
1.1.3, tenemos que E ∈ Q y la Ec. (2.3.1) asegura que E ∈ P. Luego, Q∗A = A1/2EA1/2 es un
un operador autoadjunto, i.e. Q∗A = AQ.
Rec´ıprocamente, supongamos que Q es A-autoadjunta. Notemos que AQ = (AQ)Q =
(Q∗A)Q = Q∗AQ ∈ L(H)+ y, si llamamos E = I−Q, entonces tambie´n AE = E∗AE ∈ L(H)+.
Por lo tanto,
A = A(Q + E) = Q∗AQ + E∗AE ≥ Q∗AQ.
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Para un operador autoadjunto B ∈ L(H)s, S. Hassi y K. Nordstro¨m [38, Proposicio´n 5]
probaron el siguiente resultado, que caracteriza aquellas proyecciones B-autoadjuntas que son
B-contractivas.
Proposicio´n 2.3.7. Sea B ∈ L(H)s. Si Q ∈ Q entonces, Q es una B-contraccio´n si y so´lo si
Q es B-autoadjunta y N(Q) es un subespacio B-no negativo.
Demostracio´n. Supongamos que Q es una B-contraccio´n, es decir, B−Q∗BQ ∈ L(H)+. Luego,
si C = (B − Q∗BQ)1/2Q ∈ L(H), tenemos que C∗C = Q∗(B − Q∗BQ)Q = 0. Entonces,
C = 0 y, multiplicando por (B − Q∗BQ)1/2, vemos que (B − Q∗BQ)Q = 0. Por lo tanto,
BQ = Q∗BQ ∈ L(H)s. Adema´s, como consecuencia de (2.3.2) tenemos que N(Q) es B-no
negativo.
Rec´ıprocamente, si Q es B-autoadjunta entonces (I −Q)∗B(I −Q) = B −Q∗BQ. Luego, si
N(Q) es B-no negativo tenemos que, para todo x ∈ H,
h (B −Q∗BQ)x, x i = h (I −Q)∗B(I −Q)x, x i = hB(I −Q)x, (I −Q)x i = 0,
es decir, Q es B-contractiva.
Observacio´n 2.3.8. Sean B ∈ L(H)s y Q ∈ Q. Entonces,
1. Q es B-contractiva si y so´lo si I − Q es B-positiva. De hecho, si Q es B-contractiva
entonces Q es B-autoadjunta i.e. BQ = Q∗B. Luego, B(I−Q) = B−BQ = B−Q∗BQ ≥ 0.
Rec´ıprocamente, si I−Q es B-positiva entonces I−Q y Q son proyecciones B-autoadjuntas.
Adema´s, B ≥ BQ = Q∗BQ i.e. Q es B-contractiva.
2. Un operador T ∈ L(H) es una B-expansio´n si hTx, Tx iB ≥ hx, x iB (i.e. T ∗BT ≥ B) y
T es una B-isometr´ıa si hTx, Tx iB = hx, x iB (i.e. T ∗BT = B). Siguiendo un argumento
ana´logo al del item anterior se puede probar que Q ∈ Q es B-expansiva (respectivamente
B-isome´trica) si y so´lo si I −Q es B-negativa (respectivamente B-neutra).
Finalmente, mostraremos que las proyecciones B-autoadjuntas pueden factorizarse en te´rminos
de proyecciones B-contractivas, B-expansivas y B-isome´tricas.
Teorema 2.3.9. Toda proyeccio´n B-autoadjunta Q ∈ L(H) admite una factorizacio´n Q =
Q0Q1Q2, siendo Q0, Q1 y Q2 proyecciones en L(H) que conmutan entre s´ı y tales que Q0 es
B-isome´trica, Q1 es B-contractiva y Q2 es B-expansiva.
Demostracio´n. Si Q es B-autoadjunta entonces I −Q ∈ P(B, N(Q)) y, por el Corolario 2.3.3,
I −Q = E0 + E+ + E−,
con E0 una proyeccio´n B-neutra, E+ una proyeccio´n B-positiva y E− una proyeccio´n B-negativa.
Adema´s, estas proyecciones satisfacen E+E− = E−E+ = E+E0 = E0E+ = E−E0 = E0E− = 0.
Si llamamos Q0 = I−E0, Q1 = I−E+ y Q2 = I−E− tenemos que estas proyecciones conmutan
entre s´ı y
Q = I − (E0 + E+ + E−) = (I − E0)(I − E+)(I − E−) = Q0Q1Q2.
Notemos que, por la Observacio´n 2.3.8, Q0 es B-isome´trica, Q1 es B-contractiva y Q2 es B-
expansiva.
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Observacio´n 2.3.10. El Corolario 2.3.5 tambie´n nos asegura la unicidad de esta factorizacio´n
bajo las siguientes hipo´tesis sobre los nu´cleos de las proyecciones Qi:
(i) son dos a dos B-ortogonales;
(ii) son dos a dos ortogonales (con respecto al producto interno de H);
(iii) N(Q1) es B-positivo y N(Q2) es B-negativo.
En [38, Teorema 2], S. Hassi y K. Nordstro¨m probaron un caso particular del Teorema 2.3.9.
Corolario 2.3.11 (Hassi & Nordstro¨m). Si B ∈ GL(H)s, toda proyeccio´n B-autoadjunta Q
puede representarse como el producto de dos proyecciones Q1 y Q2 que conmutan entre s´ı y tales
que Q1 es B-contractiva y Q2 es B-expansiva.
2.3.2. El fibrado de descomposiciones cano´nicas de un espacio de Krein
Para finalizar esta seccio´n daremos una descripcio´n de las decomposiciones cano´nicas de
un espacio de Krein. Dado un espacio de Krein (H, [ , ]) con simetr´ıa fundamental J , una
descomposicio´n cano´nica de H es una descomposicio´n de H como una suma directa
H = S ∔ S [⊥],
siendo S y S [⊥] subespacios cerrados de H tales que S es J-positivo y S [⊥] es J-negativo.
Observemos que H = S ∔ S [⊥] es una descomposicio´n cano´nica de H si y so´lo si PS//S[⊥] es
B-expansiva y I −PS//S[⊥] es B-contractiva (para ma´s detalles, consultar la seccio´n 1.2.2 de los
preliminares).
Luego, cada descomposicio´n cano´nica define una reflexio´n KS (i.e. un operador acotado
invertible que coincide con su inversa), por medio de KS = 2PS//S[⊥] − I.
Lema 2.3.12. Dado B ∈ L(H)s, sea Q ∈ Q tal que R(Q) es B-no negativo y N(Q) es B-no
positivo. Entonces, Q es B-autoadjunta si y so´lo si la reflexio´n 2Q− I es B-positiva.
Demostracio´n. Supongamos que Q es una proyeccio´n B-autoadjunta. Luego, si K = 2Q− I,
hKx, x iB = hQx, x iB − h (I −Q)x, x iB = hQx, Qx iB − h (I −Q)x, (I −Q)x iB ≥ 0,
porque R(Q) es B-no negativo y N(Q) es B-no positivo. Por lo tanto, K es B-positiva. Rec´ıpro-
camente, si K es B-positiva entonces K es B-autoadjunta y tambie´n Q = I+K2 es B-autoadjunta.
Consideremos el conjunto de reflexiones K = {K ∈ GL(H) : K−1 = K} y el conjunto de
simetr´ıas J = {J ∈ GL(H)s : J−1 = J} ⊂ K. Si K ∈ K y K = JK |K| es la descomposicio´n
polar de K entonces JK ∈ J (ver [25, Proposicio´n 3.1]). Entonces, la aplicacio´n
pi : K → J , pi(K) = JK ,
esta´ bien definida y es continua. Adema´s, el conjunto de decomposiciones cano´nicas de H pueden
parametrizarse mediante las reflexiones en la fibra pi−1({J}).
El contenido del siguiente resultado puede leerse como una reformulacio´n de las proposiciones
3.1 y 3.2 de [25], sin embargo las te´cnicas utilizadas en este caso son distintas.
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Proposicio´n 2.3.13. Sea H un espacio de Krein con simetr´ıa fundamental J . Entonces, H =
S ∔ S [⊥] es una descomposicio´n cano´nica de H si y so´lo si KS ∈ pi−1({J}).
Demostracio´n. Supongamos que H = S ∔ S [⊥], o equivalentemente, PS//S[⊥] es J-autoadjunta,
S es J-positivo y S [⊥] es J-negativo. Por el Lema 2.3.12, KS es un operador J-positivo i.e.
A := JK ∈ L(H)+. Luego, K = JA y A∗A = K∗J2K = K∗K, es decir, A = |K| y J es la parte
unitaria de la descomposicio´n polar de K. Por lo tanto, KS ∈ pi−1({J}).
Rec´ıprocamente, si K ∈ pi−1({J}) entonces K es J-positivo. Por el Lema 2.3.12, la proyeccio´n
Q = I+K2 es J-autoadjunta y es fa´cil probar que S := R(Q) es J-positivo y S [⊥] = N(Q) es
J-negativo. Por lo tanto, H = S ∔ S [⊥] es una descomposicio´n cano´nica de H.
2.4. Fo´rmulas para PB,S
El objetivo de esta seccio´n es obtener fo´rmulas para ciertas proyecciones B-autoadjuntas en
te´rminos de la descomposicio´n polar de B y de proyecciones J-autoadjuntas, en cierto espacio
de Krein con simetr´ıa fundamental J . Comenzaremos estudiando el caso de una perturbacio´n
autoadjunta inversible y posteriormente intentaremos generalizar estos resultados a un contexto
ma´s amplio.
Sea B ∈ GL(H)s y consideremos su descomposicio´n polar B = JA, con A ∈ GL(H)+ y
J = J∗ = J−1. Luego,
hx, y iB = hBx, y i = hAJx, y i = hJx, y iA , para todo x, y ∈ H.
Como A ∈ GL(H)+, la forma sesquilineal h , iA es un producto interno en H equivalente al
producto interno original h , i. Adema´s, como J conmuta con A, tenemos que J tambie´n es
una simetr´ıa con respecto al producto interno h , iA y, por lo tanto, (H, h , iA) tambie´n es un
espacio de Krein con simetr´ıa fundamental J .
Recordemos que, en este caso, el Corolario 2.2.14 asegura que la compatibilidad del par (B,S)
es equivalente a la existencia de una (u´nica) proyeccio´n J-ortogonal con rango M = A1/2(S),
en el espacio de Krein (H, h , iA).
Proposicio´n 2.4.1. Sean B ∈ GL(H)s y S un subespacio cerrado de H. Si (B,S) es compatible,
entonces
PB,S = A
−1/2PM//J(M)⊥A
1/2. (2.4.1)
Demostracio´n. Si (B,S) es compatible entonces, por el Teorema 2.2.16, PM//J(M)⊥ ∈ L(H).
Consideremos el operador Q = A−1/2PM//J(M)⊥A
1/2 ∈ L(H). Notemos que Q es una proyeccio´n
con R(Q) = A−1/2(M) = S y adema´s BQ = JA1/2PM//J(M)⊥A1/2 = Q∗B (recordemos que
J y A1/2 conmutan y que PM//J(M)⊥ es J-autoadjunta). Luego, como P(B,S) posee un solo
elemento (ver Corolario 2.1.13), tenemos que Q = PB,S .
Consideremos ahora un operador B ∈ L(H)s no necesariamente inversible, con descomposi-
cio´n polar B = JA, siendo A ∈ L(H)+ y J = J∗ = J−1. Si S es un subespacio cerrado de H,
sea P = PS la proyeccio´n ortogonal sobre S y definamos el subespacio cerrado M = A1/2(S).
Recordemos que, por el Corolario 2.2.6, si (B,S) es compatible entonces M es un subes-
pacio J-no degenerado del espacio de Krein H con simetr´ıa fundamental J . Por lo tanto, en
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general, la proyeccio´n PM//J(M)⊥ tiene dominio denso (el subespacio M∔ J(M)⊥) pero puede
resultar un operador no acotado. Sin embargo, la siguiente proposicio´n muestra que el producto
PM//J(M)⊥A
1/2 permanece acotado.
Proposicio´n 2.4.2. Sean B ∈ L(H)s y S un subespacio cerrado de H. Si (B,S) es compatible
entonces el operador T = PM//J(M)⊥A
1/2 resulta bien definido y acotado.
Demostracio´n. Si el par (B,S) es compatible entonces, por el Corolario 2.2.5, sabemos que
R(A1/2) = M∩R(A1/2)∔ J(M)⊥ ∩R(A1/2) ⊆M+ J(M)⊥.
Luego, T esta´ bien definido pues Dom(PM//J(M)⊥) = M + J(M)⊥. Dada Q ∈ P(B,S), para
todo x ∈ H tenemos que
Tx = TQx + T (I −Q)x.
Notemos que TQx = PM//J(M)⊥A
1/2Qx = A1/2Qx, porque Qx ∈ S, y T (I − Q)x = 0, pues
A1/2(I −Q)x ∈ A1/2(B−1(S⊥)) = J(A1/2(S))⊥ ∩R(A1/2) ⊆ J(M)⊥. Por lo tanto,
PM//J(M)⊥A
1/2 = A1/2Q ∈ L(H). (2.4.2)
En [20, Proposicio´n 2.14], G. Corach et al. probaron el siguiente resultado para perturbacio-
nes positivas de un producto interno:
Proposicio´n 2.4.3. Si A ∈ L(H)+ y S es un subespacio cerrado de H, entonces (A,S) es
compatible si y so´lo si
R(PMA
1/2) ⊆ R(A1/2P ).
Los pro´ximos corolarios son generalizaciones del mismo.
Corolario 2.4.4. Dados B ∈ L(H)s y un subespacio cerrado S de H, el par (B,S) es compatible
si y so´lo si R(A1/2) ⊆M∔ J(M)⊥ y
R(PM//J(M)⊥A
1/2) ⊆ R(A1/2P ).
Demostracio´n. Si (B,S) es compatible entonces, por el Corolario 2.2.5, sabemos que R(A1/2) ⊆
M ∔ J(M)⊥ y, por la Ec. (2.4.2), PM//J(M)⊥A1/2 = A1/2Q para cierta Q ∈ P(B,S). Por lo
tanto, R(PM//J(M)⊥A
1/2) = R(A1/2Q) = R(A1/2P ).
Rec´ıprocamente, supongamos que R(A1/2) ⊆M∔J(M)⊥ y R(PM//J(M)⊥A1/2) ⊆ R(A1/2P ).
Dado y ∈ R(A1/2), consideremos los vectores y1 = PM//J(M)⊥y e y2 = (I−PM//J(M)⊥)y. Note-
mos que y1 ∈ R(PM//J(M)⊥A1/2) ⊆ R(A1/2P ) = A1/2(S). Luego, es fa´cil ver que y2 = y − y1 ∈
R(A1/2) y adema´s y2 ∈ N(PM//J(M)⊥) = J(M)⊥. Entonces, y2 ∈ J(A1/2(S))⊥ ∩ R(A1/2) y la
descomposicio´n R(A1/2) = A1/2(S)∔ J(A1/2(S))⊥ ∩R(A1/2) queda probada. Finalmente, como
consecuencia de la Proposicio´n 2.2.4, tenemos que el par (B,S) es compatible.
Corolario 2.4.5. Sea B = JA la descomposicio´n polar de B ∈ L(H)s, con A ∈ L(H)+ y
J = J∗ = J−1. Dado un subespacio cerrado S de H, consideremos el subespacio M = A1/2(S).
Entonces, (B,S) es compatible si y so´lo si se cumplen las siguientes condiciones:
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1. PM//J(M)⊥A
1/2 ∈ L(H),
2. A1/2(S) es cerrado en R(A1/2),
3. R(PM//J(M)⊥A
1/2) ⊆ R(A1/2).
Demostracio´n. Si (B,S) es compatible, PM//J(M)⊥A1/2 ∈ L(H) como consecuencia de la Pro-
posicio´n 2.4.2. Adema´s, por el Corolario 2.2.5, sabemos que A1/2(S) es cerrado en R(A1/2) y
R(A1/2) = A1/2(S) + J(M)⊥ ∩R(A1/2).
Por lo tanto, R(PM//J(M)⊥A
1/2) = A1/2(S) ⊆ R(A1/2).
Rec´ıprocamente, supongamos que se cumplen las condiciones 1 , 2 y 3 . Si PM//J(M)⊥A
1/2 ∈
L(H) entonces (I − PM//J(M)⊥)A1/2 tambie´n esta´ acotado y, para todo x ∈ H,
A1/2x = PM//J(M)⊥A
1/2x + (I − PM//J(M)⊥)A1/2x.
Observemos que PM//J(M)⊥A
1/2x ∈ R(PM//J(M)⊥A1/2) ⊆M∩R(A1/2), y en consecuencia
(I − PM//J(M)⊥)A1/2x ∈ J(M)⊥ ∩R(A1/2).
Luego, R(A1/2) = M∩ R(A1/2) + J(M)⊥ ∩ R(A1/2) y, por el Corolario 2.2.5, el par (B,S) es
compatible.
Consideremos la ecuacio´n (A1/2P )X = PM//J(M)⊥A
1/2 y recordemos que D es su solucio´n
reducida si y so´lo si R(D) ⊆ R((A1/2P )∗) ⊆ R(P ) = S. Entonces,
A1/2D = PM//J(M)⊥A
1/2.
Adema´s, si A1/2 es inyectivo, tenemos que A−1/2 : R(A1/2) → H esta´ densamente definido.
Luego,
Proposicio´n 2.4.6. Sea B ∈ L(H)s un operador inyectivo y supongamos que (B,S) es compa-
tible. Entonces,
PB,S = A
−1/2PM//J(M)⊥A
1/2.
Demostracio´n. Como B is inyectivo, aplicando la Proposicio´n 2.1.3 tenemos que P(B,S) =
{PB,S}. consideremos el operador Q = A−1/2PM//J(M)⊥A1/2. Recordemos que, por la Proposi-
cio´n 2.4.2, PM//J(M)⊥A
1/2 esta´ bien definido y es acotado. Adema´s, por el Corolario 2.4.4,
R(PM//J(M)⊥A
1/2) ⊆ R(A1/2),
y en consecuencia Q esta´ bien definido. De la Ec. (2.4.2) tenemos que PM//J(M)⊥A
1/2 =
A1/2PB,S y luego,
Q = A−1/2A1/2PB,S = PB,S .
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Podemos generalizar esta fo´rmula para el caso en que B ∈ L(H)s no es necesariamente
inyectivo de la siguiente manera: dada la descomposicio´n matricial inducida por el subespacio
R(B) de H,
B =
µ
BR 0
0 0
¶
,
y el operador BR = B|R(B) ∈ L(R(B))s es inyectivo. Definamos
B♯ =
µ
B−1R 0
0 0
¶
,
donde B−1R : R(B) → R(B) es la inversa densamente definida de BR. Observemos que B♯ es
un operador lineal densamente definido. Ma´s au´n, si R(B) es cerrado entonces B† = B♯PR(B),
siendo B† la inversa generalizada de Moore-Penrose de B.
Proposicio´n 2.4.7. Sean B ∈ L(H)s y S un subespacio cerrado de H tales que (B,S) es
compatible. Luego,
1. Si S ⊆ R(B) entonces
PB,S = (A
1/2)♯PM//J(M)⊥A
1/2. (2.4.3)
2. Si N = {0} entonces
PB,S = (PR(B)PS)
†PB,P
R(B)
(S) = (PR(B)PS)
†(A1/2)♯PM//J(M)⊥A
1/2. (2.4.4)
Demostracio´n. Notemos que, en ambos casos, P(B,S) = {PB,S} ya que N = {0}.
1. Si S ⊆ R(B), por el Corolario 2.4.4, podemos afirmar que el operador
Q = (A1/2)♯PM//J(M)⊥A
1/2
esta´ bien definido. Por el Corolario 2.2.5, PM//J(M)⊥(R(A
1/2)) = M∩ R(A1/2) = A1/2(S) ya
que A1/2(S) es cerrado en R(A1/2). Luego, R(Q) ⊆ (A1/2)♯A1/2(S) = S. Pero adema´s, como
S ⊆ R(B), Qx = x para todo x ∈ S. En conclusio´n, R(Q) = S. Por otra parte, Qx = 0 si y so´lo
si PM//J(M)⊥A
1/2x = 0, o equivalentemente, x ∈ A−1/2(J(M)⊥), i.e. N(Q) = B−1(S⊥). Por lo
tanto, Q = PB,S .
2. Si (B,S) es compatible entonces, por la Proposicio´n 2.2.2, el subespacio T = P
R(B)
(S) es
cerrado y el par (B, T ) es compatible. Adema´s, T ⊆ R(B) y A1/2(T ) = A1/2(S) = M. Luego,
aplicando el caso anterior, tenemos que PB,T = (A
1/2)♯PM//J(M)⊥A
1/2.
So´lo resta probar entonces que PB,S = (PR(B)PS)
†PB,T . Para ello, mostraremos que PB,S es
solucio´n reducida de la ecuacio´n
(P
R(B)
PS)X = PB,T , (2.4.5)
luego, por la unicidad de la misma, concluiremos que PB,S = (PR(B)PS)
†PB,T .
Sea Q = P
R(B)
PSPB,S = PR(B)PB,S . Como N = {0}, tenemos que N(PB,S) = B(S)⊥ ⊇
N(B) = N(P
R(B)
). Entonces PB,SPR(B) = PB,S y
Q2 = P
R(B)
(PB,SPR(B))PB,S = PR(B)PB,S = Q.
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Adema´s, R(Q) = P
R(B)
(S) = T y BQ = BPB,S = P ∗B,SB = (P ∗B,SPR(B))B = Q∗B. Luego,
Q ∈ P(B, T ) = {PB,T }, es decir, Q = PB,T . Por lo tanto, PB,S es una solucio´n de la Ec. (2.4.5).
Como N(PB,S) = B(S)⊥ = B(T )⊥ = N(PB,T ), tenemos tambie´n que PB,S es una solucio´n
reducida de la Ec. (2.4.5). Por lo tanto, PB,S = (PR(B)PS)
†PB,T .
En la seccio´n 2.1.1 mostramos que, dados B ∈ L(H)s y S un subespacio cerrado de H, (B,S)
es compatible si y so´lo si la ecuacio´n
GB,SX = PB (2.4.6)
admite una solucio´n acotada (siendo P la proyeccio´n ortogonal sobre S).
Por el Corolario 1.1.3, la solucio´n reducida es una proyeccio´n Q ∈ L(H). Adema´s, por ser
la solucio´n reducida de la Ec. (2.4.6), tenemos que R(Q) ⊆ R(GB,S) = R(GB,S⊖N ) = S ⊖ N y
N(Q) = N(PB) = B−1(S⊥) = B(S)⊥. Por lo tanto, Q = PB,S⊖N y
PB,S = PB,S⊖N + PN = Q + PN . (2.4.7)
Proposicio´n 2.4.8. Si el par (B,S) es compatible, entonces la solucio´n reducida de la ecuacio´n
(PBP )X = PB (2.4.8)
coincide con la solucio´n reducida de
(A1/2P )X = PM//J(M)⊥A
1/2. (2.4.9)
Demostracio´n. Por la Proposicio´n 2.4.2, PM//J(M)⊥A
1/2 es un operador (bien definido) acotado.
Luego, la Ec. (2.4.9) esta´ bien definida y, por el Corolario 2.4.4, tiene una solucio´n acotada.
Por la discusio´n que acompan˜a a la Ec. (2.4.6), la proyeccio´n Q = PB,S⊖N es la solucio´n
reducida de la Ec. (2.4.8). Veamos que tambie´n es la solucio´n reducida de la Ec. (2.4.9). Si
z ∈ S⊖N entonces (A1/2P )Qz = A1/2z = PM//J(M)⊥A1/2z. Por otra parte, si z ∈ B(S⊖N )⊥ =
B(S)⊥ tenemos que A1/2z ∈ J(M)⊥ y entonces PM//J(M)⊥A1/2z = 0 = (A1/2P )Qz. Luego, Q
es una solucio´n de (2.4.9). Ma´s au´n, Q es la solucio´n reducida porque
R(Q) = S ⊖N = (S⊥ +N )⊥ = (S⊥ + S ∩N(B))⊥ = N(A1/2P )⊥ = R((A1/2P )∗),
lo que completa la demostracio´n.
Supongamos ahora que B ∈ L(H)s es un operador de rango cerrado. Si (B,S) es compatible
y N = {0}, la demostracio´n de la Proposicio´n 2.2.12 sugiere la siguiente fo´rmula para PB,S :
PB,S = P GB,S
† PB = P (PBP )†PB. (2.4.10)
Por su parte, siN 6= {0} tenemos que P = PS⊖N+PN . Luego, de la ecuacio´n anterior conclu´ımos
que
PB,S = PN + P (PBP )
†PB. (2.4.11)
A continuacio´n mostraremos que, en las fo´rmulas anteriores, podemos reemplazar la proyec-
cio´n ortogonal P por cualquier otro operador C ∈ L(H) con R(C) = S, au´n en el caso en que
B es un operador autoadjunto arbitrario.
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Proposicio´n 2.4.9. Sea B ∈ L(H)s y consideremos un subespacio cerrado S de H. Luego,
(B,S) es compatible si y so´lo si R(C∗BC) = R(C∗B) para todo C ∈ L(H) con R(C) = S.
Demostracio´n. Que la igualdad entre los rangos es una condicio´n suficiente para la compatibili-
dad del par (B,S), es consecuencia de la Ec. (2.4.6), tomando C = PS , la proyeccio´n ortogonal
sobre S.
Rec´ıprocamente, fijemos C ∈ L(H) con R(C) = S y observemos que C = PC. Como
R(PBP ) = R(PB), tenemos que
R(C∗BC) = C∗(PB(S)) = C∗(R(PBP )) = C∗(R(PB)) = R(C∗B).
Proposicio´n 2.4.10. Sean B ∈ L(H)s y S un subespacio cerrado de H tales que (B,S) es
compatible. Si consideramos un operador C ∈ L(H) con R(C) = S, entonces PB,S⊖N = CD,
siendo D la solucio´n reducida de la ecuacio´n
(C∗BC)X = C∗B. (2.4.12)
Demostracio´n. en primer lugar, notemos que podemos suponer que N = S ∩ B(S)⊥ = {0}
sin pe´rdida de generalidad. De hecho, como (B,S) es compatible, N = S ∩ N(B) y, fijado un
operador C ∈ L(H) con R(C) = S, BC = BPSC = B(PS⊖N + PN )C = BPS⊖NC. Entonces, si
llamamos C1 = PS⊖NC, tenemos que R(C1) = S ⊖N , BC1 = BC y
C∗1BC1 = C
∗
1BC = (BC1)
∗C = (BC)∗C = C∗BC.
Por lo tanto, la ecuacio´n (C∗BC)X = C∗B puede reescribirse como (C∗1BC1)X = C
∗
1B, con
R(C1) = S ⊖N y N1 = (S ⊖N ) ∩B(S ⊖N )⊥ = (S ⊖N ) ∩B(S)⊥ = {0}.
Luego, fijemos C ∈ L(H) con R(C) = S y supongamos que N = {0}. Si D ∈ L(H) es la
solucio´n reducida de la Ec. (2.4.12), entonces R(D) ⊆ R(C∗BC) y N(D) = N(C∗B) = B(S)⊥.
Adema´s,
(C∗BC)DCD = C∗BCD = C∗B
y R(DCD) ⊆ R(D) ⊆ R(C∗BC). Como consecuencia de la unicidad de la solucio´n reduci-
da, tenemos que DCD = D. A su vez, esta igualdad asegura que CD es una proyeccio´n con
N(CD) = N(D) = B(S)⊥.
Es claro que R(CD) ⊆ R(C) = S pero, dado que H = S∔B(S)⊥ y N(CD) = B(S)⊥, vemos
que en realidad R(CD) = S. So´lo resta probar entonces que CD es B-autoadjunta, pero como
(CD)∗B = D∗(C∗B) = D∗(C∗BC)D,
tenemos que (CD)∗B = B(CD), es decir, CD es B-autoadjunta. Por lo tanto, CD = PS⊖N .
Dados B ∈ L(H)s y S un subespacio cerrado de H supongamos que (B,S) es compatible.
Si D es la solucio´n reducida de la Ec. (2.4.12) entonces, como R(D) ⊆ R(C∗BC), tenemos que
D = P
R(C∗BC)
D = (C∗BC)♯C∗B. Luego,
PB,S⊖N = CD = C(C
∗BC)♯C∗B
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y, por la Ec. (2.4.7), vemos que
PB,S = PN + C(C
∗BC)♯C∗B. (2.4.13)
Esta fo´rmula para la proyeccio´n minimal PB,S generaliza la obtenida previamente por G.
Corach et al. en [20, Proposicio´n 3.6]. Recordemos que aquella so´lo era va´lida en el caso en que
B fuera un operador positivo con rango cerrado.
Cap´ıtulo 3
Complementos de Schur en espacios
de Hilbert
En ana´lisis matricial, el complemento de Schur de una matriz de bloques se define de la
siguiente manera: dadas matrices a, b, c, d de p × p, p × q, q × p y q × q, respectivamente,
supongamos que a es inversible y consideremos la matriz A de (p + q)× (p + q) definida por
A =
µ
a b
c d
¶
.
El complemento de Schur de la matriz A (respecto al bloque a) es la matriz de q × q dada por
A/a = d− ca−1b. (3.0.1)
El complemento de Schur aparece naturalmente al resolver sistemas de ecuaciones lineales de la
forma ½
au + bv = x
cu + dv = y
siendo u y x vectores columna p-dimensionales, v e y vectores columna q-dimensionales. Multi-
plicando la ecuacio´n de arriba por ca−1 y luego restando a la ecuacio´n de abajo se obtiene
(d− ca−1b)v = y − ca−1x.
Entonces, si uno puede invertir la submatriz a y el complemento de Schur de A, uno puede
resolver el sistema de ecuaciones. Es decir, el problema de resolver el sistema de p+q ecuaciones
(con p + q inco´gnitas) se reduce a invertir dos matrices, una de p× p y otra de q × q.
Si en cambio el bloque a de la matriz A no es inversible, D. Carlson et al. [13] definieron el
complemento de Schur A/a utilizando la inversa de Moore-Penrose de a:
A/a = d− ca†b. (3.0.2)
3.1. Complemento de Schur de operadores positivos
En 1971, W. N. Anderson Jr. [2] descubrio´ una nueva manifestacio´n del complemento de
Schur al estudiar el operador cortocircuito. La motivacio´n para estudiar esta operacio´n, as´ı como
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tambie´n su nombre, provienen de la teor´ıa de circuitos ele´ctricos: dado un circuito de n = p + q
puertos, con matriz de impedancia A, si los primeros p puertos (es decir, los correspondientes
al bloque a) son cortocircuitados, entonces el voltaje es forzado a permanecer en el subespacio
{0} ⊕ Cq – ya que no puede haber voltaje a lo largo de un circuito en corto – y es fa´cil ver que
la nueva matriz de impedancia es
A/S =
µ
0 0
0 c− b∗a†b
¶
, (3.1.1)
siendo a† la pseudoinversa de Moore-Penrose de a. En 1975, Anderson y G. E. Trapp [3] exten-
dieron la nocio´n de complemento de Schur (u operador cortocircuito) a espacios de Hilbert.
Definicio´n (Krein [51], Anderson-Trapp [2] [3]). SeaH un espacio de Hilbert. Dados A ∈ L(H)+
y un subespacio cerrado S de H, el operador cortocircuito de A a S esta´ definido por
A/S = ma´x
≤
{X ∈ L(H)+ : X ≤ A, R(X) ⊆ S⊥},
siendo ≤ el orden natural inducido por el cono L(H)+.
Vale destacar que, dados un espacio de Hilbert H, un operador A ∈ L(H)+ y un subespacio
cerrado S deH, la existencia del ma´ximo (respecto al orden usual entre operadores autoadjuntos)
del conjunto
M(A,S⊥) = {X ∈ L(H)+ : X ≤ A, R(X) ⊆ S⊥} (3.1.2)
fue probada por M. G. Krein [52] en 1947, como parte de su teor´ıa de extensiones autoadjuntas
de operadores semiacotados sime´tricos.
Teorema 3.1.1 (M. G. Krein, [52]). Sea H un espacio de Hilbert. Dados A ∈ L(H)+ y un
subespacio cerrado S, el conjunto M(A,S⊥) posee un elemento ma´ximo, respecto al orden ≤
inducido por el cono positivo L(H)+.
Demostracio´n. Sean M = A1/2(S) y T = A1/2PM⊥A1/2. Notemos que, T ∈ M(A,S⊥). Si
X ∈M(A,S⊥) entonces X ≤ A y, por el Teorema de Douglas, existe una contraccio´n C ∈ L(H)
tal que X1/2 = A1/2C y R(C) ⊆ N(A)⊥. Luego,
R(C) ⊆ A−1/2(R(X1/2)) ⊆ A−1/2(R(X)) ⊆ A−1/2(S⊥) = M⊥,
y en consecuencia, CC∗ ≤ PM⊥ . Por lo tanto, X = A1/2CC∗A1/2 ≤ A1/2PM⊥A1/2 = T i.e.
T = ma´x
≤
M(A,S⊥).
En esta seccio´n recopilaremos algunos resultados sobre el complemento de Schur de ope-
radores positivos. Para una exposicio´n ma´s amplia sobre este tema, derivamos al lector a los
trabajos de Anderson y Trapp [3], E. L. Pekarev [59] y G. Corach et al. [19], [22].
En primer lugar, enumeraremos algunas consecuencias de la definicio´n.
Proposicio´n 3.1.2. Sean A ∈ L(H)+ y S un subespacio cerrado de H. Luego,
1. (αA)/S = αA/S para todo α ∈ C;
2. si T es un subespacio cerrado de S entonces A/T ≤ A/S ;
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3. si B ∈ L(H)+ y B ≤ A entonces B/S ≤ A/S .
Notemos adema´s que, como parte de la demostracio´n del Teorema 3.1.1, hemos obtenido una
fo´rmula para el complemento de Schur de A a S:
A/S = A
1/2PM⊥A
1/2 (3.1.3)
siendo M = A1/2(S). La misma fue descubierta por Pekarev y Ju. L. Smul’jan en [60] y poste-
riormente utilizada exhaustivamente en [59].
A continuacio´n, caracterizaremos el rango y el nu´cleo del complemento de Schur.
Proposicio´n 3.1.3. Dados A ∈ L(H)+ y un subespacio cerrado S de H, sea M = A1/2(S).
Luego,
1. R((A/S)
1/2) = R(A1/2) ∩ S⊥
2. R(A) ∩ S⊥ ⊆ R(A/S) ⊆ R(A1/2) ∩ S⊥;
3. N(A/S) = A
−1/2(M).
Demostracio´n. En primer lugar, notemos que
R(A1/2) ∩ S⊥ = A1/2(A−1/2(S⊥)) = A1/2(M⊥) = R(A1/2PM⊥) = R((A1/2PM⊥A1/2)1/2) =
= R((A/S)
1/2).
Los items 2. y 3. son un caso particular de la Proposicio´n 3.3.5, la cual demostraremos ma´s
adelante.
El complemento de Schur de un operador positivo tambie´n puede caracterizarse como el
ı´nfimo de un conjunto de operadores positivos. Mas precisamente,
Teorema 3.1.4. Dados A ∈ L(H)+ y un subespacio cerrado S de H,
A/S = ı´nf{Q∗AQ : Q ∈ Q(H), N(Q) = S}.
Omitiremos la demostracio´n de este resultado para no extendernos con los resultados preli-
minares. Ma´s adelante probaremos que, si el par (A,S) es compatible, entonces A/S es en
realidad el mı´nimo de dicho conjunto.
A continuacio´n presentaremos la fo´rmula de conmutatividad del complemento de Schur, para
el caso en que pueda calcularse.
Proposicio´n 3.1.5. Sean A ∈ L(H)+ y S un subespacio cerrado de H. Luego, si T es un
subespacio cerrado de H tal que S + T es cerrado, entonces
(A/S)/T = A/S+T = (A/T )/S .
Demostracio´n. Supongamos que T es un subespacio cerrado de H tal que S+T es cerrado. Para
probar que A/S+T = (A/S)/T , mostraremos que los conjuntos M(A, (S + T )⊥) y M(A/S , T ⊥),
definidos como en (3.1.2), son iguales.
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Si X ∈M(A, (S+T )⊥) entonces R(X) ⊆ (S+T )⊥ = S⊥∩T ⊥. Luego, tenemos que X ≤ A/S ,
ya que X ≤ A y R(X) ⊆ S⊥. Adema´s, como R(X) ⊆ T ⊥, vemos que X ∈ M(A/S , T ⊥).
Rec´ıprocamente, si Y ∈M(A/S , T ⊥) entonces Y ≤ A/S , lo que implica que R(Y ) ⊆ R(Y 1/2) ⊆
R(A
1/2
/S ) ⊆ R(A/S) ⊆ S⊥. Como adema´s R(Y ) ⊆ T ⊥, tenemos que R(Y ) ⊆ S⊥∩T ⊥ = (S+T )⊥.
Finalmente, como Y ≤ A/S ≤ A, tenemos que Y ∈ M(A, (S + T )⊥). Por lo tanto, A/S+T =
(A/S)/T .
De la misma forma puede probarse que A/S+T = (A/T )/S .
Si (An)n∈N es una sucesio´n de operadores en L(H), diremos que (An)n∈N converge en la
topolog´ıa SOT a un operador A ∈ L(H) – y lo denotaremos An SOT−−−→
n→∞
A – si
kAnx−Axk −−−→
n→∞
0 para todo x ∈ H.
Adema´s, si los operadores (An)n∈N y A son autoadjuntos, anotaremos An
SOT
ց A para indicar
que An
SOT−−−→
n→∞
A y An ≥ An+1 (≥ A) para todo n ∈ N.
Los pro´ximos resultados estudian la continuidad del complemento de Schur con respecto al
l´ımite SOT de operadores y al l´ımite creciente de subespacios. Los mismos pueden encontrarse
en [3] y en [6].
Proposicio´n 3.1.6. Sean An (n ∈ N) y A operadores en L(H)+ tales que An
SOT
ց A cuando
n →∞. Entonces, (An)/S
SOT
ց A/S cuando n →∞, para todo subespacio cerrado S de H.
Demostracio´n. Como la sucesio´n {An/S}n∈N es decreciente, posee un l´ımite en la topolog´ıa fuerte
de operadores, al cual llamaremos L. Dado que A/S ≤ (An)/S ≤ An para todo n ≥ 1, es claro
que A/S ≤ L ≤ A. Luego, basta verificar que R(L) ⊆ S⊥, pues en tal caso L ∈ M(A,S⊥) y,
como A/S = ma´x
≤
M(A,S⊥), tendremos que L = A/S .
Para probar que R(L) ⊆ S, notemos que, por el Teorema de Douglas, la desigualdad L ≤
(An)/S implica que
R(L) ⊆ R(L1/2) ⊆ R((An)/S 1/2) ⊆ S.
Por lo tanto, (An)/S
SOT
ց A/S cuando n →∞.
Proposicio´n 3.1.7. Sean Sn (n ∈ N) y S subespacios cerrados tales que PSn
SOT
ր PS cuando
n →∞. Entonces, A/Sn
SOT
ց A/S cuando n →∞, para todo A ∈ L(H)+.
Demostracio´n. Como PSn
SOT
ր PS , tenemos que Sn ⊆ Sn+1 ⊆
S
n≥1 Sn = S para todo n ∈ N.
Luego, A/Sn ≥ A/Sn+1 ≥ A/S para todo n ≥ 1, es decir, {A/Sn}n∈N es una sucesio´n decreciente
y, por lo tanto, posee un l´ımite en la topolog´ıa fuerte de operadores, al cual llamaremos L y
cumple L ≥ A/S .
Notemos adema´s que, por el Teorema de Douglas, la desigualdad L ≤ A/Sn ≤ A implica que
R(L) ⊆ R(L1/2) ⊆ R(A/Sn 1/2) ⊆ S⊥n , para todo n ≥ 1.
Entonces, R(L) ⊆ Tn≥1 S⊥n = S⊥. Por lo tanto, L ∈ M(A,S⊥) y, como A/S = ma´x≤ M(A,S⊥),
tenemos que L = A/S .
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El siguiente ejemplo muestra que PSn
SOT
ց PS no es una condicio´n suficiente para asegurar la
convergencia de la sucesio´n (A/Sn)n∈N a A/S .
Ejemplo 3.1.8. Sea A ∈ L(H)+ tal que N(A) = {0} y R(A) no es cerrado. Consideremos un
subespacio denso T de H tal que T ∩ R(A1/2) = {0} y sea {en}n∈N una base ortonormal de H
contenida en T .
Llamando Sn = span{ek : k ≥ n} para n ≥ 1, vemos que PSn
SOT
ց 0. Adema´s, A/Sn = 0 para
todo n ∈ N, porque
R((A/Sn)
1/2) = R(A1/2) ∩ S⊥n = R(A1/2) ∩ span{e1, . . . , en} = {0}.
Sin embargo, A/{0} = A 6= 0.
3.2. Complemento de Schur de operadores autoadjuntos
En [5], T. Ando propuso una definicio´n para el complemento de Schur de un operador ar-
bitrario T ∈ L(H) bajo la hipo´tesis de que e´ste sea complementable respecto al subespacio en
cuestio´n.
Definicio´n (T. Ando). Dados un operador T ∈ L(H) y un subespacio cerrado S de H, diremos
que T es S-complementable si existen dos operadores Ml, Mr ∈ L(H) tales que:
1. MlP = Ml y MlTP = TP ;
2. PMr = Mr y PTMr = PT ;
donde P = PS es la proyeccio´n ortogonal sobre S.
Si T ∈ L(H) es un operador S-complementable, puede existir ma´s de un par de operadores
(Ml, Mr) que cumplan con los items de la definicio´n anterior. Sin embargo, los productos TMr
y MlT so´lo dependen de T y S. De hecho, tenemos que
TMr = MlTMr = MlT, (3.2.1)
ya que, como consecuencia de la definicio´n, TMr = TPMr = MlTPMr = MlTMr = MlPTMr =
MlPT = MlT . Luego, como el miembro izquierdo de la Ec. (3.2.1) no depende de Ml (y el derecho
no depende de Mr), hemos demostrado la afirmacio´n.
Definicio´n (T. Ando). Dado un subespacio cerrado S de H y un operador S-complementable
T ∈ L(H), definimos la compresio´n de Schur TS de T a S y el complemento de Schur (genera-
lizado) T/S de T a S, respectivamente, mediante
TS := TMr y T/S := T − TMr.
Para justificar la terminolog´ıa que utilizamos, consideremos la representacio´n matricial de T
inducida por el subespacio S
T =
µ
a b
c d
¶
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y supongamos que el operador a ∈ L(S) es inversible. Luego, si consideramos los operadores
Mr =
µ
I a−1b
0 0
¶
y Ml =
µ
I 0
ca−1 0
¶
,
estos satisfacen la definicio´n de S-complementabilidad con T y, en este caso,
T/S = T (I −Mr) =
µ
a b
c d
¶ µ
0 −a−1b
0 I
¶
=
µ
0 0
0 d− ca−1b
¶
.
Esta expresio´n claramente nos recuerda a la definicio´n del complemento de Schur de una matriz
de bloques, mencionada en la Ec. (3.0.1).
Por otra parte, en [22, Proposicio´n 3.1] G. Corach et al. mostraron que, dado un subespacio
cerrado S de H, la S-compatibilidad y la S-complementabilidad son propiedades equivalentes
para operadores autoadjuntos.
Proposicio´n 3.2.1. Dados B ∈ L(H)s y un subespacio cerrado S de H, el par (B,S) es
compatible si y so´lo si B es S-complementable.
Demostracio´n. Supongamos que (B,S) es compatible y que Q ∈ P(B,S). Luego, si P es la
proyeccio´n ortogonal sobre S,
PQ = Q y PB = PBQ + PB(I −Q) = PBQ + P (I −Q)∗B = PBQ,
ya que R((I −Q)∗) = N(I −Q)⊥ = S⊥ = N(P ). Por su parte, Q∗P = Q∗ y Q∗BP = (BQ)P =
BP . Entonces, vemos que Mr = Q y Ml = Q
∗ satisfacen la definicio´n de S-complementabilidad.
Rec´ıprocamente, si B es S-complementable y Mr ∈ L(H) satisface el item 2. de la definicio´n,
R(PB) = R(PBMr) = R(PBPMr) = PBP (R(Mr)) ⊆ R(PBP ).
Por lo tanto, aplicando la Proposicio´n 2.1.7, tenemos que el par (B,S) es compatible.
En la demostracio´n anterior hemos visto que, si (B,S) es compatible y Q ∈ P(B,S), entonces
Mr = Q y Ml = Q
∗ satisfacen la definicio´n de S-complementabilidad. Por lo tanto, si Q ∈
P(B,S),
BS = BQ and B/S = B(I −Q), (3.2.2)
y estos operadores resultan autoadjuntos ya que Q es una proyeccio´n B-autoadjunta.
Observacio´n 3.2.2. Si (B,S) es compatible y B =
µ
a b
b∗ c
¶
, la representacio´n matricial de
B/S inducida por S nos recuerda a la Ec. (3.1.1), ya que, por la Observacio´n 2.1.19:
B/S = B(I − PB,S) =
µ
a b
b∗ c
¶ µ
0 −a†b
0 I
¶
=
µ
0 0
0 c− b∗a†b
¶
.
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3.2.1. Extremalidad del complemento de Schur a subespacios B-definidos
Recordemos que si A ∈ L(H)+ el complemento de Schur de A a S puede caracterizarse como
A/S = ı´nf{Q∗AQ : Q ∈ Q, N(Q) = S},
(ver Teorema 3.1.4 y [3]). Ma´s au´n, G. Corach et al. [19] probaron que:
Proposicio´n 3.2.3. Dados A ∈ L(H)+ y un subespacio cerrado S de H, si (A,S) es compatible
entonces
A/S = mı´n{Q∗AQ : Q ∈ Q, N(Q) = S}. (3.2.3)
Demostracio´n. Teniendo en cuenta el comentario anterior, so´lo falta probar que A/S pertenece
al conjunto en cuestio´n. Pero, si Q = I −PA,S , la Ec. (3.2.2) asegura que A/S = AQ = Q∗AQ y
N(Q) = S. Por lo tanto, A/S = mı´n{Q∗AQ : Q ∈ Q, N(Q) = S}.
A continuacio´n nos proponemos generalizar la fo´rmula (3.2.3) para operadores B ∈ L(H)s y
subespacios cerrados S de H que sean B-definidos y tales que el par (B,S) resulte compatible. A
pesar de que los resultados de estos pa´rrafos estan enunciados para ambas clases de subespacios
B-definidos, so´lo presentaremos las demostraciones para el caso B-no negativo.
Cabe destacar que parte de las Proposiciones 3.2.4 y 3.2.8 fueron probadas anteriormente.
Ma´s precisamente, como consecuencia de los resultados probados por P. Massey y D. Stojanoff
en [54] se deduce que, dados B ∈ L(H)s y un subespacio B-no negativo S de H, si (B,S) es
compatible entonces B/S puede representarse como
B/S = mı´n
≤
{Q∗BQ : Q ∈ Q, N(Q) = S}.
Proposicio´n 3.2.4. Dados B ∈ L(H)s y S un subespacio cerrado de H, supongamos que (B,S)
es compatible. Luego,
1. B/S = mı´n
≤
{Q∗BQ : Q ∈ Q, N(Q) = S} si y so´lo si S es B-no negativo.
2. B/S = ma´x
≤
{Q∗BQ : Q ∈ Q, N(Q) = S} si y so´lo si S es B-no positivo.
Demostracio´n. Supongamos que (B,S) es compatible y S es B-no negativo. Por la Ec. (3.2.2),
B/S = B(I − PB,S) = (I − PB,S)∗B(I − PB,S) y entonces B/S ∈ {Q∗BQ : Q ∈ Q, N(Q) = S}.
Por otro lado, dada Q ∈ Q con N(Q) = S, consideremos la proyeccio´n E = I −Q. Luego,
hQ∗BQx, x i = hBQx, Qx i = hx− Ex, x− Ex iB =
= hPB,Sx + (I − PB,S)x− Ex, PB,Sx + (I − PB,S)x− Ex iB =
= h (I − PB,S)x, (I − PB,S)x iB + hPB,Sx− Ex, PB,Sx− Ex iB ≥
≥ -B/Sx, x ® ,
para todo x ∈ H. Por lo tanto, Q∗BQ ≥ B/S para toda Q ∈ Q con N(Q) = S, es decir,
B/S = mı´n
≤
{Q∗BQ : Q ∈ Q, N(Q) = S}.
Rec´ıprocamente, supongamos que B/S = mı´n
≤
{Q∗BQ : Q ∈ Q, N(Q) = S}. Notemos que,
dados x ∈ H \ S y s ∈ S, existe E ∈ Q con R(E) = S tal que Ex = s. Entonces,-
B/Sx, x
® ≤ hB(I − E)x, (I − E)x i = hB(x− s), x− s i =
= hB((x− PB,Sx) + (PB,Sx− s)), (x− PB,Sx) + (PB,Sx− s) i =
= hB(x− PB,Sx), x− PB,Sx i+ hB(PB,Sx− s), PB,Sx− s i =
=
-
B/Sx, x
®
+ hB(PB,Sx− s), PB,Sx− s i , para todo s ∈ S,
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i.e. hB(PB,Sx− s), PB,Sx− s i ≥ 0 para todo s ∈ S, o equivalentemente, S es B-no negativo.
Proposicio´n 3.2.5. Sea B ∈ L(H)s y supongamos que el par (B,S) es compatible. Entonces,
las siguientes condiciones son equivalentes:
1. B/S ∈ L(H)+;
2. N(Q) es B-no negativo para alguna proyeccio´n Q ∈ P(B,S);
3. B−1(S⊥) es un subespacio B-no negativo de H.
Demostracio´n. 1 ⇔ 2 : Dada Q ∈ P(B,S), tenemos que B/S = B(I −Q). Si x ∈ H,-
B/Sx, x
®
= hB(I −Q)x, xi = h(I −Q)x, (I −Q)xiB . (3.2.4)
Entonces, B/S ∈ L(H)+ si y so´lo si R(I −Q) = N(Q) es B-no negativo.
2 ⇔ 3 : Notemos que N es un subespacio B-neutro de H y, dada cualquier proyeccio´n Q ∈
P(B,S), resulta que N(Q)⊥BN y B−1(S⊥) = N(Q)∔N . Por lo tanto, N(Q) es B-no negativo
si y so´lo si B−1(S⊥) es B-no negativo.
Lo siguiente es una consecuencia directa de las Proposiciones 3.2.4 y 3.2.5.
Corolario 3.2.6. Sean S un subespacio cerrado de H y B ∈ L(H)s tales que el par (B,S) es
compatible. Luego, B ∈ L(H)+ si y so´lo si B/S ∈ L(H)+ y S es B-no negativo.
Observacio´n 3.2.7. Recordemos que, dada una matriz de bloques autoadjunta
A =
µ
a b
b∗ c
¶
,
el complemento de Schur de M en A esta´ definido por
A/a = c− b∗a†b, (3.2.5)
donde a† denota la inversa de Moore-Penrose de a. En [1], A. Albert mostro´ que A ≥ 0 si y so´lo si
a ≥ 0, A/a ≥ 0 y N(a) ⊆ N(b∗) (o equivalentemente, R(b) ⊆ R(a)). Luego, el corolario anterior
puede interpretarse como una extensio´n de [1, Teorema 1]; recordemos que, por el Teorema
2.1.17, el par (B,S) es compatible si y so´lo si R(b) ⊆ R(a), donde
B =
µ
a b
b∗ c
¶
es la representacio´n matricial de B inducida por el subespacio S.
El resultado de Albert es frecuentemente citado en la teor´ıa de Control Robusto, ver por
ejemplo, [12, Seccio´n 2.1] y [31, Teorema 1.10]. Adema´s, en [69, Corolario 2 (del Teorema 1.7)]
puede encontrarse otra posible generalizacio´n de [1, Teorema 1].
Ahora, dados B ∈ L(H)s y un subespacio cerrado S de H, consideremos los conjuntos
M−(B,S⊥) = {X ∈ L(H)s : X ≤ B, R(X) ⊆ S⊥},
M+(B,S⊥) = {X ∈ L(H)s : B ≤ X, R(X) ⊆ S⊥}.
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Proposicio´n 3.2.8. Supongamos que el par (B,S) es compatible. Luego,
1. S es B-no negativo si y so´lo si B/S = ma´x≤ M−(B,S⊥).
2. S es B-no positivo si y so´lo si B/S = mı´n≤ M+(B,S⊥).
Demostracio´n. Supongamos que S es B-no negativo. Luego, si Q = I−PB,S , por la Proposicio´n
2.3.7 tenemos que Q es B-contractiva. Entonces, B/S = BQ = Q
∗BQ ≤ B y R(B/S) ⊆ S⊥, i.e.
B/S ∈ M−(B,S⊥). Mas au´n, si X ∈ M−(B,S⊥), vemos que X = Q∗X = XQ = Q∗XQ ≤
Q∗BQ = BQ = B/S . Por lo tanto, B/S = ma´x≤M−(B,S⊥).
Rec´ıprocamente, supongamos que B/S = ma´x≤ M−(B,S⊥). Como
R(B/S) = R(B(I − PB,S)) = B(N(PB,S)) ⊆ B(B−1(S⊥)) ⊆ S⊥,
es fa´cil ver que B/S = Q
∗B/SQ ≤ Q∗BQ para todo Q ∈ Q con N(Q) = S. Por otra parte,
B/S = (I − PB,S)∗B(I − PB,S) y N(I − PB,S) = R(PB,S) = S. Entonces,
B/S = mı´n
≤
{Q∗BQ : Q ∈ Q, N(Q) = S}.
Luego, aplicando la Proposicio´n 3.2.4, vemos que S es B-no negativo.
3.2.2. El complemento de Schur a una suma de subespacios
En esta seccio´n, dados un operador autoadjunto B ∈ L(H) y dos subespacios cerrados S1 y
S2 de H, nos interesa calcular (siempre que sea posible) el complemento de Schur a S2 de B/S1
y compararlo con el complemento de Schur a S1 de B/S2 .
En primer lugar necesitamos probar que, si el par (B,S) es compatible, el complemento de
Schur B/S no depende de la parte B-isotro´pica del subespacio S. Ma´s precisamente, probaremos
que B/T = B/S⊖N para todo T en una familia de subespacios de H (entre los que figura el
subespacio S).
Lema 3.2.9. Sean B ∈ L(H)s y S un subespacio cerrado de H. Si (B,S) es compatible y T es
un subespacio cerrado de H tal que
S ⊖N ⊆ T ⊆ S + N(B),
entonces (B, T ) es compatible y B/T = B/S⊖N .
Demostracio´n. Supongamos que (B,S) es compatible. Luego, por la Proposicio´n 2.1.4, el par
(B,S ⊖N ) es compatible. Notemos que, si S ⊖N ⊆ T ⊆ S+N(B), entonces B(T ) = B(S ⊖N )
y consecuentemente H = S ⊖N + B(S)⊥ ⊆ T + B(T )⊥ . Luego, (B, T ) es compatible.
Veamos adema´s que B/T = B/S⊖N . Como R(I − PB,S⊖N ) = N(PB,S⊖N ) = B(S ⊖ N )⊥ =
B(T )⊥ = N(PB,T )∔ T ∩N(B), tenemos que BPB,T (I − PB,S⊖N ) = 0. Luego, BT = BPB,T =
BPB,T PB,S⊖N = BPB,S⊖N = BS⊖N ya que S ⊖N ⊆ T . Por lo tanto, B/T = B/S⊖N .
Proposicio´n 3.2.10. Dado un operador B ∈ L(H)s, consideremos dos subespacios cerrados de
H, S1 y S2, tales que S1⊥BS2 y (B,Si) es compatible para i = 1, 2. Entonces, el par (B/Si ,Sj)
es compatible y
P(B,Sj) = P(B/Si ,Sj) (para i 6= j).
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Demostracio´n. Supongamos que (B,Si) es compatible y consideremos una proyeccio´n Qi ∈
P(B,Si), para i = 1, 2. Como S1⊥BS2, tenemos que BQiQj = Q∗iBQj = 0 si i 6= j. Entonces,
B/SiQj = B(I −Qi)Qj = BQj(I −Qi) = Q∗jB/Si ,
i.e. Qj ∈ P(B/Si ,Sj). La otra inclusio´n se prueba de manera ana´loga.
Proposicio´n 3.2.11. Dado un operador B ∈ L(H)s, consideremos dos subespacios cerrados de
H, S1 y S2, tales que S1⊥BS2 y S1∩S2 = {0}. Si S = S1∔S2 es cerrado y (B,Si) es compatible
para i = 1, 2, entonces (B,S) es compatible y
B/S = (B/S1)/S2 = (B/S2)/S1 .
Demostracio´n. Considerando el subespacio N1 = S1 ∩ N(B), observemos que N1 ∩ S2 = {0}
y que N1 + S2 es un subespacio cerrado de B(S1)⊥, esto u´ltimo se debe a que c0(N1,S2) ≤
c0(S1,S2) < 1. Si definimos T1 = B(S1)⊥⊖ (N1 + S2), entonces el subespacio T1 + S2 es cerrado
y se satisface la siguiente igualdad T1 ∔ N1 ∔ S2 = B(S1)⊥. Si Q1 = PS1//T1+S2 , notemos que
Q1 ∈ P(B,S1) y Q1P = 0 para toda P ∈ Q con R(P ) = S2.
Ana´logamente, consideremos N2 = S2 ∩ N(B), T2 = B(S2)⊥ ⊖ (N2 + S1) y la proyeccio´n
Q2 = PS2//T2+S1 ∈ P(B,S2). Luego, Q = Q1 + Q2 ∈ Q es B-autoadjunta (pues Q1 y Q2
lo son) y R(Q) = R(Q1) + R(Q2) = S1 + S2 = S, i.e. (B,S) es compatible. Adema´s, como
I −Q = (I −Q1)(I −Q2), tenemos que
B/S = B(I −Q) = B(I −Q1)(I −Q2) = B/S1(I −Q2) = B/S1(I −Q2) = (B/S1)/S2 .
De la misma manera, podemos probar que B/S = (B/S2)/S1 .
Para obtener una representacio´n del complemento de Schur B/S para un subespacio cerrado
B-indefinido S, es necesario descomponer a S como S = S+∔S−, siendo S+ un subespacio B-no
negativo y S− un subespacio B-no positivo – recordemos que descomposiciones de este tipo son
posibles gracias al Teorema 2.3.2 del Cap´ıtulo 3 –. Utilizando la descomposicio´n mencionada y
la Proposicio´n 3.2.11, puede probarse la siguiente caracterizacio´n de B/S .
Proposicio´n 3.2.12. Sean S un subespacio cerrado de H y B ∈ L(H)s. Si (B,S) es compatible
entonces
B/S = (B/S+)/S− = (B/S−)/S+ ,
donde S ⊖N = S+ ⊕ S− es la descomposicio´n dada en el Teorema 2.3.2.
Demostracio´n. Si (B,S) es compatible entonces, por el Lema 3.2.9, sabemos que B/S = B/S⊖N .
Recordemos que, si S ⊖N = S+ ⊕ S− es la descomposicio´n dada en el Teorema 2.3.2, los pares
(B,S±) son compatibles y S+⊥BS−. Por lo tanto, aplicando la Proposicio´n 3.2.11 tenemos que
B/S = (B/S+)/S− = (B/S−)/S+ .
Supongamos que el par (B,S) es compatible y consideremos la descomposicio´n del Teorema
2.3.2. Luego, como S+ y S− son subespacios B-definidos, la Proposicio´n 3.2.8 asegura que
B/S+ ≤ B ≤ B/S− .
El siguiente corolario muestra que el complemento de Schur B/S tambie´n pertenece a este inter-
valo de operadores autoadjuntos.
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Corolario 3.2.13. Sean B ∈ L(H)s y S un subespacio cerrado de H. Si (B,S) es compatible
entonces
B/S+ ≤ B/S ≤ B/S− , (3.2.6)
donde S ⊖N = S+ ⊕ S− es la descomposicio´n dada en el Teorema 2.3.2.
Demostracio´n. Si (B,S) es compatible, consideremos la descomposicio´n dada en el Teorema
2.3.2. Aplicando las Proposiciones 3.2.12 y 3.2.8, vemos que
B/S = (B/S−)/S+ = ma´x≤
M−(B/S− ,S⊥+ ) ≤ B/S−
y, ana´logamente, B/S = (B/S+)/S− = mı´n≤
M+(B/S+ ,S⊥− ) ≥ B/S+ .
3.2.3. Una representacio´n minimax respecto a subespacios B-indefinidos
A partir de la expresio´n obtenida en la Proposicio´n 3.2.12 para el complemento de Schur de
un operador autoadjunto B ∈ L(H) a un subespacio B-indefinido S de H:
B/S = (B/S+)/S− ,
mostraremos que B/S admite una representacio´n del tipo minimax, es decir, es el mı´nimo entre
el conjunto de ma´ximos obtenidos al variar adecuadamente cierto conjunto de operadores.
Teorema 3.2.14. Sean B ∈ L(H)s y S un subespacio cerrado de H. Si (B,S) es compatible
entonces
B/S = mı´n
N(Q+)=S+
ma´x
N(Q−)=S−
Q∗+(Q
∗
−BQ−)Q+ = ma´x
N(Q−)=S−
mı´n
N(Q+)=S+
Q∗−(Q
∗
+BQ+)Q−, (3.2.7)
donde S ⊖N = S+ ⊕ S− es la descomposicio´n dada en el Teorema 2.3.2.
Demostracio´n. Si (B,S) es compatible entonces, por el Teorema 2.3.2, S ⊖ N = S+ ⊕ S−,
siendo S+ un subespacio (cerrado) B-positivo y S− un subespacio (cerrado) B-negativo tales
que (B,S±) es compatible y S+⊥BS−. Luego, aplicando las Proposiciones 3.2.12 y 3.2.4, tenemos
que
B/S = (B/S−)/S+ = mı´n
N(Q+)=S+
Q∗+B/S−Q+ = mı´n
N(Q+)=S+
Q∗+
µ
ma´x
N(Q−)=S−
Q∗−BQ−
¶
Q+ =
= mı´n
N(Q+)=S+
µ
ma´x
N(Q−)=S−
Q∗+Q
∗
−BQ−Q+
¶
.
Ana´logamente, B/S = (B/S+)/S− = ma´x
N(Q−)=S−
( mı´n
N(Q+)=S+
Q∗−(Q
∗
+BQ+)Q−).
El siguiente corolario es una interesante consecuencia de este teorema ya que, fijado un vector
x ∈ H, caracteriza el valor -B/Sx, x ® como un minimax.
Corolario 3.2.15. Sean B ∈ L(H)s y S un subespacio cerrado de H. Si el par (B,S) es
compatible entonces, para todo x ∈ H,-
B/S x, x
®
= mı´n
s∈S+
ma´x
t∈S−
hB(x− (s + t)), x− (s + t) i , (3.2.8)
donde S ⊖N = S+ ⊕ S− es la descomposicio´n dada en el Teorema 2.3.2.
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Demostracio´n. Por el Teorema 3.2.14, sabemos que
B/S = mı´n
N(Q+)=S+
ma´x
N(Q−)=S−
Q∗+(Q
∗
−BQ−)Q+ = mı´n
N(Q+)=S+
Q∗+B/S−Q+.
Por lo tanto, fijado x ∈ H, -B/Sx, x ® ≤ -Q∗+B/S−Q+x, x ® para toda Q+ ∈ Q con N(Q+) =
S+. Adema´s, como B/S = (I − PB,S+)∗B/S−(I − PB,S+) y N(I − PB,S+) = S+, vemos que-
B/Sx, x
®
= mı´n
N(Q+)=S+
-
Q∗+B/S−Q+x, x
®
. Luego,
-
B/Sx, x
®
= mı´n
N(Q+)=S+
-
Q∗+B/S−Q+x, x
®
=
= mı´n
N(Q+)=S+
-
B/S−(x− (I −Q+)x), x− (I −Q+)x
®
= mı´n
s∈S+
-
B/S−(x− s), x− s
®
.
Como S− es un subespacio B-negativo, por la Proposicio´n 3.2.4 tenemos que
B/S− = ma´x
N(Q−)=S−
Q∗−BQ−
y un argumento similar al anterior muestra que-
B/Sx, x
®
= mı´n
s∈S+
-
B/S−(x− s), x− s
®
= mı´n
s∈S+
ma´x
t∈S−
hB(x− (s + t)), x− (s + t) i ,
para todo x ∈ H.
3.3. Una fo´rmula para el complemento de Schur
En [59, Teorema 1.4], E. L. Pekarev probo´ que el complemento de Schur de un operador
A ∈ L(H)+ a un subespacio cerrado S de H puede representarse mediante la siguiente fo´rmula:
A/S = A
1/2PM⊥A
1/2, (3.3.1)
donde PM⊥ es la proyeccio´n ortogonal sobre M⊥ y M = A1/2(S).
En esta seccio´n probaremos que, dados un operador B ∈ L(H)s y un subespacio cerrado S de
H tales que (B,S) es compatible, hay una generalizacio´n natural de la fo´rmula de Pekarev (3.3.1)
para el complemento de Schur de B a S. Ma´s au´n, mostraremos que, si la fo´rmula dada define
un operador acotado, la misma puede utilizarse para extender la definicio´n de B/S en casos en
los que el par (B,S) no sea compatible, manteniendo las propiedades ba´sicas del complemento
de Schur.
En lo que sigue, dado un operador B ∈ L(H)s utilizaremos la descomposicio´n polar de B
dada por B = JA, donde A = |B| ∈ L(H)+ y J = J∗ = J−1 cumple que Jx = x para
todo x ∈ N(B). Recordemos que, si el par (B,S) es compatible y M = A1/2(S), la proyeccio´n
PM//J(M)⊥ esta´ densamente definida pero el producto PM//J(M)⊥A
1/2 permanece acotado (ver
la Proposicio´n 2.4.2).
Teorema 3.3.1. Sean B ∈ L(H)s y S un subespacio cerrado de H tales que el par (B,S) es
compatible. Si B = JA es la descomposicio´n polar de B, con A ∈ L(H)+ y J = J∗ = J−1, la
compresio´n a S y el complemento de Schur de B a S pueden calcularse como
BS = JA
1/2PM//J(M)⊥A
1/2 y B/S = JA
1/2PJ(M)⊥//MA
1/2, (3.3.2)
siendo M = A1/2(S).
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Demostracio´n. Si (B,S) es compatible entonces, por el Corolario 2.2.6, la proyeccio´n PM//J(M)⊥
esta´ densamente definida. Ma´s au´n, la composicio´n PM//J(M)⊥A
1/2 esta´ bien definida y resulta
un operador acotado que satisface
PM//J(M)⊥A
1/2 = A1/2Q,
siendo Q ∈ P(B,S). De hecho, si x ∈ S = R(Q) luego PM//J(M)⊥A1/2x = A1/2x = A1/2Qx, y
si y ∈ N(Q) tenemos que A1/2y ∈ J(M)⊥ y en consecuencia PM//J(M)⊥A1/2y = 0 = A1/2Qy.
Por lo tanto, si Q ∈ P(B,S) vemos que BS = BQ = JA1/2(A1/2Q) = JA1/2PM//J(M)⊥A1/2 y
B/S = B −BS = JA1/2PJ(M)⊥//MA1/2.
En particular, si B ∈ L(H)+, la fo´rmula (3.3.2) para el operador cortocircuito de B a S
coincide con la fo´rmula de Pekarev [59, Teorema 1.4]. El pro´ximo ejemplo muestra que la Ec.
(3.3.2) proporciona operadores bien definidos y acotados au´n en algunos casos en los que la
definicio´n del complemento de Schur dada por T. Ando en [5] no puede aplicarse.
Ejemplo 3.3.2. Sean S y T dos subespacios cerrados de un espacio de Hilbert H (de dimensio´n
infinita) tales que S + T no es cerrado. Denotemos por W al complemento ortogonal de T en H
y consideremos el espacio de Hilbert H2 = H⊕H y los operadores A, J ∈ L(H2) definidos por
A =
µ
PW 0
0 I
¶
, J =
µ
I 0
0 −I
¶
,
en la representacio´n matricial inducida por el subespacio H ⊕ {0}. Notemos que A ∈ L(H2)+,
su rango R(A) = W ⊕H es cerrado y J es una simetr´ıa i.e. J = J∗ = J−1. Luego, como J y
A conmutan, el operador B = JA es autoadjunto, A = |B| y J es el operador unitario de la
descomposicio´n polar de B.
Dado el subespacio cerrado S2 = S ⊕ {0} de H2, mostraremos que los operadores dados por
la Ec. (3.3.2) esta´n bien definidos y sin embargo el par (B,S2) no es compatible.
Observemos que M = A1/2(S2) = PW(S)⊕ {0} ⊆ H ⊕ {0} es un subespacio invariante por
J y en consecuencia PJ(M)⊥//M = PM⊥ ∈ L(H2). Por lo tanto, el operador B/S2 (dado por la
Ec. (3.3.2)) esta´ definido, de hecho tenemos su representacio´n matricial –inducida por H⊕{0}–,
B/S2 =
µ
PWPZPW 0
0 −I
¶
,
siendo Z el complemento ortogonal del subespacio PW(S) en H. Por otra parte, el subespacio
A1/2(S2) = PW(S) ⊕ {0} no es cerrado ya que S + T no es cerrado (ver la Proposicio´n 1.1.18
o´ [11, 47]). Luego, por la Proposicio´n 2.2.1, el par (B,S2) no es compatible.
Lo apuntado en el ejemplo anterior nos motiva a ampliar la definicio´n de operador cortocircuito.
Definicio´n. Sean B ∈ L(H)s con descomposicio´n polar B = JA y S un subespacio cerrado de
H. Consideremos el subespacio M = A1/2(S) y supongamos que el operador PJ(M)⊥//MA1/2
esta´ bien definido y es acotado. Luego, se define el operador cortocircuito de B a S mediante
B/S = JA
1/2PJ(M)⊥//MA
1/2
y la compresio´n a S como BS = JA1/2PM//J(M)⊥A1/2.
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Observacio´n 3.3.3. Recordemos que, si la composicio´n PJ(M)⊥//MA
1/2 esta´ bien definida y
acotada, entonces R(A1/2) ⊂ M + J(M)⊥ y M ∩ J(M)⊥ = {0}. Por lo tanto, la proyec-
cio´n PJ(M)⊥//M es un operador densamente definido (posiblemente no acotado) que admite un
operador adjunto.
Proposicio´n 3.3.4. Sean B ∈ L(H)s con descomposicio´n polar B = JA y S un subespacio
cerrado de H. Supongamos que el operador PJ(M)⊥//MA1/2 esta´ bien definido y es acotado.
Luego, los operadores B/S y BS dados por la Definicio´n 3.3 son operadores autoadjuntos.
Demostracio´n. Si P = PJ(M)⊥//M, es fa´cil ver que JP es un operador sime´trico con dominio
M+ J(M)⊥. De hecho, si m1, m2 ∈M y n1, n2 ∈ J(M)⊥,
hJP (m1 + n1), m2 + n2 i = hP (m1 + n1), J(m2 + n2) i = hm1, Jm2 + Jn2 i = hm1, Jm2 i =
= hJm1, m2 i = hJm1 + Jn1, m2 i = hJ(m1 + n1), P (m2 + n2) i =
= hm1 + n1, JP (m2 + n2) i .
Luego, para todo x, y ∈ H,-
B/Sx, y
®
=
D
JPA1/2x, A1/2y
E
=
D
A1/2x, JPA1/2y
E
=
-
x, B/Sy
®
,
ya que R(A1/2) esta´ contenido en el dominio de JP . Por lo tanto, B/S ∈ L(H)s.
Proposicio´n 3.3.5. Sea B ∈ L(H)s con descomposicio´n polar B = JA y supongamos que B/S
y BS esta´n dados por la Definicio´n 3.3. Luego,
1. B(S) ⊆ R(BS) ⊆ B(S) y N(BS) = B(S)⊥;
2. R(B) ∩ S⊥ ⊆ R(B/S) ⊆ R(A1/2) ∩ S⊥ y N(B/S) = A−1/2(M).
Demostracio´n. 1. Es fa´cil ver que B(S) = JA1/2(A1/2(S)) = BS(S) ⊆ R(BS) ⊆ JA1/2(M) ⊆
B(S). Por otra parte, como M⊆ N(A)⊥, entonces
N(BS) = N(PM//J(M)⊥A
1/2) = A−1/2(J(M)⊥) = B−1(S⊥) = B(S)⊥.
2. Si y ∈ R(B)∩S⊥ entonces existe x ∈ H tal que y = Bx ∈ S⊥. Notemos que A1/2x ∈ J(M)⊥
y B/Sx = JA
1/2PJ(M)⊥//M(A
1/2x) = Bx = y. Luego, R(B) ∩ S⊥ ⊆ R(B/S). Por otro lado,
R(B/S) ⊆ JA1/2(J(M)⊥) = A1/2(A−1/2(S⊥)) = S⊥∩R(A1/2). Al igual que en el item 1, vemos
que N(B/S) = N(PJ(M)⊥//MA
1/2) = A−1/2(M).
En general, las inclusiones de los items 1. y 2. de la proposicio´n anterior son estrictas. A continua-
cio´n presentamos dos ejemplos que ilustran la afirmacio´n anterior, los mismos esta´n inspirados
en los publicados en [3] y [22].
Ejemplo 3.3.6. Sea A ∈ L(H)+ tal que R(A) no es cerrado. Dado x ∈ R(A1/2) \ R(A) con
kxk = 1, sea S⊥ el subespacio generado por x. Luego, R(A) ∩ S⊥ = {0}. A continuacio´n
probaremos que A/S 6= 0 y, por lo tanto, R(A) ∩ S⊥ = {0} ( R(A/S).
Consideremos el operador X = hAx, x iPS⊥ ∈ L(H)+. En primer lugar, notemos que R(X) ⊆
S⊥. Adema´s, es fa´cil ver que X ≤ A, ya que, dado y ∈ H,
h (A−X)y, y i = hAy, y i − hAx, x i hPS⊥y, y i = kyk2 hAx, x i − hAx, x i kPS⊥yk2 =
= kPS yk2 hAx, x i ≥ 0.
Por lo tanto, X ∈M(A,S⊥). Luego, R(A/S) 6= {0} pues 0 6= X ≤ A/S .
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Ejemplo 3.3.7. Dado un operador T ∈ L(H)+ inyectivo pero no inversible, sea
A =
µ
T T 1/2
T 1/2 0
¶
=
µ
T 1/2 0
I 0
¶ µ
T 1/2 I
0 0
¶
∈ L(H⊕H)+.
En primer lugar, notemos que R(A) es cerrado ya que
R
µ µ
T 1/2 I
0 0
¶¶
= (R(T 1/2) + R(I))⊕ {0} = H⊕ {0}.
Si consideramos el subespacio S = H⊕{0} de H⊕H, es fa´cil ver que A/S = 0. De hecho, como
A/S = ı´nf{Q∗AQ : Q ∈ Q, N(Q) = S}, tenemos que
0 ≤ A/S ≤ PS⊥APS⊥ =
µ
0 0
0 I
¶ µ
T T 1/2
T 1/2 0
¶ µ
0 0
0 I
¶
= 0.
Por lo tanto, AS = A y A(S) ( R(AS) ( A(S).
Sean A ∈ L(H)+ y S un subespacio cerrado de H. El rango y el nu´cleo de A/S y AS
fueron estudiados originalmente en [3], [51] y [59]. Suponiendo que el par (A,S) es compatible,
G. Corach et al. [20] obtuvieron una descripcio´n ma´s precisa de los mismos: R(AS) = A(S),
R(A/S) = R(A) ∩ S⊥ y N(A/S) = N(A) + S. Mas au´n, estas caracterizaciones del rango y el
nu´cleo de A/S y AS se alcanzan si y so´lo si el par (A,S) es compatible. El siguiente teorema
prueba que el mismo resultado es va´lido tambie´n para operadores autoadjuntos.
Lema 3.3.8. Sean S un subespacio cerrado de H y B ∈ L(H)s con descomposicio´n polar B =
JA. Supongamos que B/S esta´ dado por la Definicio´n 3.3 y consideremos M = A1/2(S). Luego,
valen las siguientes inclusiones:
J(M)⊥ ∩R(A1/2) ⊆ R(PJ(M)⊥//MA1/2) ⊆ J(M)⊥ ∩R(A1/2).
Demostracio´n. Dada P = PJ(M)⊥//M, supongamos que PA
1/2 eta´ bien definido y es acotado.
Luego, la primera inclusio´n es claramente cierta. Si y ∈ R(PA1/2), tenemos que y ∈ J(M)⊥ y
existe x ∈ H tal que y = PA1/2x. Es fa´cil ver que M⊥+J(M) es denso en H, esta´ contenido en
dom(P ∗) y P ∗u = PM⊥//J(M)u para todo u ∈M⊥+J(M). Entonces, dado que N(A1/2) ⊆M⊥,
h y, z i =
D
A1/2x, P ∗z
E
=
D
A1/2x, z
E
= 0 para todo z ∈ N(A1/2).
Por lo tanto, y ∈ R(A1/2) ∩ J(M)⊥.
Teorema 3.3.9. Sean B ∈ L(H)s, con descomposicio´n polar B = JA, y S un subespacio cerrado
de H. Supongamos que B/S esta´ dado por la Definicio´n 3.3. Luego, las siguientes condiciones
son equivalentes:
1. (B,S) es compatible,
2. R(B/S) = S⊥ ∩R(B) y N(B/S) = S + N(B);
3. R(BS) = B(S).
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Demostracio´n. 1 ⇒ 2: Si (B,S) es compatible, la ecuacio´n B/S = B(I − PB,S) implica que
R(B/S) ⊆ R(B) ∩ S⊥, mientras que la otra inclusio´n ya la hemos probado en la Proposicio´n
3.3.5. Tambie´n de la Proposicio´n 3.3.5, sabemos que
N(B/S) = A
−1/2(M) = A−1/2(A1/2(S)) = A−1/2(A1/2(S) ∩R(A1/2)) =
= A−1/2(A1/2(S)) = S + N(A1/2) = S + N(B),
ya que, por la Proposicio´n 2.2.1, A1/2(S) es cerrado en R(A1/2).
2 ⇒ 3: Sea P = PJ(M)⊥//M. Si A−1/2(M) = S + N(B) = N(B/S) entonces M∩ R(A1/2) =
A1/2(S + N(B)) = A1/2(S), es decir, A1/2(S) es cerrado en R(A1/2). Adema´s, si R(B/S) =
S⊥ ∩ R(B), tenemos que A1/2(R(JPA1/2)) = S⊥ ∩ R(A). Tomando la preimagen por A1/2 de
esta ecuacio´n, obtenemos
R(JPA1/2) + N(A1/2) = A−1/2(S⊥ ∩R(A)) = M⊥ ∩ (R(A1/2) + N(A1/2))
y, aplicando J , resulta que R(PA1/2) + N(A1/2) = J(M)⊥ ∩ (R(A1/2) + N(A1/2)). Como
N(A1/2) ⊆ J(M)⊥, es fa´cil ver que
R(PA1/2) + N(A1/2) = J(M)⊥ ∩R(A1/2) + N(A1/2).
Luego, por el Lema 3.3.8, conclu´ımos que J(M)⊥∩R(A1/2) = R(PA1/2). A partir de este hecho,
es fa´cil ver que R((I − P )A1/2) = M∩R(A1/2) y
R(A1/2) = R(PA1/2) + R((I − P )A1/2) = J(M)⊥ ∩R(A1/2) + A1/2(S).
Por lo tanto, R(BS) = JA
1/2PM//J(M)⊥(R(A
1/2)) = JA1/2(A1/2(S)) = B(S).
3 ⇒ 1: La identidad R(BS) = B(S) implica que
H = B−1S (R(BS)) = B−1S (B(S)) = B−1S (BS(S)) = S + N(BS) = S + B−1(S⊥),
porque, por la Proposicio´n 3.3.5, N(BS) = B
−1(S⊥). Por lo tanto, (B,S) es compatible.
Observacio´n 3.3.10. Algunos de los resultados de la seccio´n 4.2, enunciados para pares (B,S)
compatibles, siguen valiendo al considerar la nueva definicio´n para el complemento de Schur.
Por ejemplo, no es dif´ıcil probar que, dados B ∈ L(H)s y un subespacio cerrado S de H tales
que B/S esta´ bien definido, las siguientes condiciones son equivalentes:
1. (B,S) es compatible y S es B-no negativo;
2. B/S = mı´n≤{Q∗BQ : Q ∈ Q, N(Q) = S};
3. B/S = ma´x≤{X ∈ L(H)s : X ≤ B, R(X) ⊆ S⊥}.
Cap´ıtulo 4
Complementos de Schur en espacios
de Krein
Sean H un espacio de Krein con simetr´ıa fundamental J y A ∈ L(H) un operador J-
autoadjunto con la PFU. Supongamos que A = DD#, donde D ∈ L(K,H) con N(D) = {0}
y K es un espacio de Krein. Dado un subespacio cerrado S de H, consideremos el subespacio
M = D#(S) y supongamos que M es un subespacio de Krein de K.
Definicio´n. Bajo las hipo´tesis anteriores, definimos el complemento de Schur de A a S como
A/[S] = DPM[⊥]//MD
#,
y la compresio´n de A a S como A[S] = DPM//M[⊥]D#.
En primer lugar, veamos que los operadores A[S] y A/[S] esta´n bien definidos: por la PFU de A, si
A = DiD
#
i con Di ∈ L(Ki,H) y N(Di) = {0} para i = 1, 2, existe un isomorfismo U ∈ L(K1,K2)
tal que D1 = D2U . Fijados los subespacios Mi = D#i (S), para i = 1, 2, notemos que M1 es un
subespacio de Krein de K1 si y so´lo si M2 = U(M1) es un subespacio de Krein de K2, y en ese
caso UP
M1//M
[⊥]
1
U# = P
M2//M
[⊥]
2
. Luego,
D1PM1//M[⊥]1
D#1 = D2(UPM1//M[⊥]1
U#)D#2 = D2PM2//M[⊥]2
D#2 .
Las siguientes son algunas propiedades que se desprenden de la definicio´n anterior:
1. A[S], A/[S] ∈ L(H),
2. A[S], A/[S] son operadores JH-autoadjuntos,
3. A[S] + A/[S] = A.
La segunda afirmacio´n es consecuencia de que las proyecciones PM//M[⊥] y PM[⊥]//M son JK-
autoadjuntas.
A continuacio´n, caracterizaremos el rango y el nu´cleo de A[S] y A/[S]. Para esto necesitaremos
el siguiente lema te´cnico.
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Lema 4.0.11. Sean H y K dos espacios de Krein. Si T ∈ L(H,K) entonces,
1. N(T#) = R(T )[⊥]K .
2. T#(S) [⊥]H = T−1(S [⊥]K) para todo subespacio S de K.
Proposicio´n 4.0.12. Sean A = DD# ∈ L(H) un operador J-autoadjunto con la PFU y S un
subespacio cerrado de H tal que M = D#(S) es un subespacio de Krein de K. Entonces,
1. A(S) ⊆ R(A[S]) ⊆ A(S) y N(A[S]) = A(S)[⊥];
2. R(A) ∩ S [⊥] ⊆ R(A/[S]) ⊆ R(D) ∩ S [⊥] y N(A/[S]) = (D#)−1(M).
Demostracio´n. 1 . Notemos que,
A(S) = D(D#(S)) = A[S](S) ⊆ R(A[S]) ⊆ D(M) = D(D#(S)) ⊆ DD#(S) = A(S).
Por otra parte, como N(D) = {0}, tenemos que
N(A[S]) = N(PM//M[⊥]D
#) = (D#)−1(M[⊥]) = A−1(S [⊥]) = A(S)[⊥].
2 . En primer lugar observemos que, por la Observacio´n 1.2.24, R(D) no depende de la fac-
torizacio´n utilizada. Ahora, si y ∈ R(A) ∩ S [⊥] entonces existe un vector x ∈ H tal que
y = Ax ∈ S [⊥]. Notemos que D#x ∈ M[⊥] y A/[S]x = DPM[⊥]//M(D#x) = DD#x = y. Luego,
R(A) ∩ S [⊥] ⊆ R(A/[S]). Por otra parte, R(A/[S]) ⊆ D(M[⊥]) = D(D−1(S [⊥])) = S [⊥] ∩ R(D).
Al igual que en el item 1 , se deduce que N(A/[S]) = N(PM[⊥]//MD
#) = (D#)−1(M).
En general, las inclusiones entre rangos probadas en la proposicio´n anterior son estrictas. El
pro´ximos ejemplo, similar a uno de los presentados en el cap´ıtulo anterior, ilustra esta afirmacio´n.
De manera ana´loga, pueden contruirse ejemplos para mostrar que las dema´s inclusiones son
estrictas.
Ejemplo 4.0.13. Dado un espacio de Hilbert H, sea T ∈ L(H) un operador autoadjunto tal
que N(T ) = {0} y R(T ) no es cerrado. Si la descomposicio´n polar de T esta´ dada por T = U |T |,
con |T | ∈ L(H)+, U = U∗ = U−1 y U |T | = |T |U , consideremos el espacio de Krein H1 = H con
simetr´ıa fundamental U . Adema´s, seaH2 = H⊕H el espacio de Krein cuya simetr´ıa fundamental
J esta´ dada por
J =
µ
I 0
0 U
¶
,
respecto a la descomposicio´n matricial inducida por H ⊕ {0}. Sea A ∈ L(H2) el operador J-
autoadjunto definido por
A =
µ
T U |T |1/2
|T |1/2 I
¶
,
y notemos que A = DD#, donde D ∈ L(H1,H2) esta´ dado por
D =
µ
U |T |1/2
I
¶
.
Si S = H ⊕ {0} entonces D#(S) = R(|T |1/2) ( H1 y M = D#(S) = H1. Luego, N(D) =
M[⊥]H1 = {0}, ya que H1 = M⊆ R(D#) = N(D)[⊥]H1 .
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Entonces, A = DD# es una descomposicio´n como la del Teorema 1.2.21 y
PM//M[⊥] = I ∈ L(H1).
Luego, tenemos que A[S] = A y A/[S] = 0 ∈ L(H2). Por lo tanto,
A(S) = R(T )⊕R(|T |1/2) ( R(|T |1/2)⊕H = (R(T ) + R(|T |1/2))⊕ (R(|T |1/2) +H)
= R(A[S]) ( H2 = A(S).
Proposicio´n 4.0.14. Dado un operador J-autoadjunto A ∈ L(H) con la PFU, sea D ∈ L(K,H)
tal que N(D) = {0} y A = DD#. Sea S un subespacio cerrado de H tal que M = D#(S) es un
subespacio de Krein de K. Si T es un subespacio cerrado de H tal que S ⊆ T ⊆ (D#)−1(M)
entonces D#(T ) = M y
A/[T ] = A/[S].
Demostracio´n. Sea T un subespacio cerrado de H tal que S ⊆ T ⊆ (D#)−1(M). Aplicando
D# a estas inclusiones, tenemos que D#(S) ⊆ D#(T ) ⊆ D#((D#)−1(M)) ⊆M. Por lo tanto,
D#(T ) = M y A/[T ] = A/[S].
4.1. Propiedades extremales para subespacios J-definidos
El objetivo de esta seccio´n es mostrar que, si S es un subespacio J-definido de un espacio de
Krein H, el complemento de Schur de un operador J-autoadjunto A ∈ L(H) a S puede caracte-
rizarse como un elemento extremal dentro de cierto conjunto de operadores. Ma´s precisamente,
obtendremos una representacio´n para A/[S] similar a la probada por W. N. Anderson Jr. y G.
E. Trapp [3, Teorema 1] para el complemento de Schur de operadores positivos actuando en un
espacio de Hilbert.
Los resultados de esta seccio´n esta´n enunciados tanto para subespacios J-no negativos como
para subespacios J-no positivos, sin embargo presentaremos las demostraciones para subespacios
J-no negativos. Las demostraciones del otro caso son ana´logas, realizando las modificaciones
pertinentes.
Sea A ∈ L(H) un operador J-autoadjunto con la PFU. Si A = DD#, siendo D ∈ L(K,H)
con N(D) = {0} y K un espacio de Krein, consideremos el conjunto
I(A) = {X = EE# : E ∈ L(K,H), R(E) ⊆ R(D)}.
Por la Observacio´n 1.2.24, el subespacio R(D) so´lo depende del operador A y, en consecuencia,
lo mismo ocurre con el conjunto I(A). Luego, dado un subespacio cerrado S de H, consideremos
dos subconjuntos de I(A):
M−(A,S [⊥]) = {X ∈ I(A) : X ≤J A, R(X) ⊆ S [⊥] },
M+(A,S [⊥]) = {X ∈ I(A) : A ≤J X, R(X) ⊆ S [⊥] }.
El resultado principal de esta seccio´n es el siguiente teorema:
Teorema 4.1.1. Dados un operador J-autoadjunto A ∈ L(H) con la PFU y un subespacio
cerrado S de H, supongamos que el subespacio M = D#(S) es un subespacio de Krein de K,
siendo D ∈ L(K,H) tal que N(D) = {0} y A = DD#. Luego,
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1. si M es J-no negativo entonces A/[S] = ma´x
≤J
M−(A,S [⊥]).
2. si M es J-no positivo entonces A/[S] = mı´n
≤J
M+(A,S [⊥]).
Antes de probarlo, estudiaremos un caso particular que resulta interesante en s´ı mismo. Si
consideramos el operador identidad I ∈ L(H), notemos que I tiene la PFU ya que I2 = I ≤J I,
es decir, satisface una de las condiciones suficientes apuntadas en el Teorema 1.2.25. Adema´s,
la u´nica factorizacio´n de I (salvo isomorfismos) es la dada por I = DD#, con D = I ∈ L(H).
Luego, dado un subespacio de Krein S, resulta que M = S y el complemento de Schur de I a
S coincide con la proyeccio´n J-ortogonal con nu´cleo S. Adema´s, I(I) = L(H) y los conjuntos
M−(I,S [⊥]) y M+(I,S [⊥]) son naturalmente comparables con el del Teorema 3.1.1.
El pro´ximo lema describe las condiciones de extremalidad que tienen las proyecciones J-
autoadjuntas con nu´cleo J-definido, probando el Teorema 4.1.1 en el caso particular del operador
identidad.
Lema 4.1.2. Sean S un subespacio de Krein de H y Q = PS[⊥]//S la proyeccio´n J-autoadjunta
con nu´cleo S. Luego,
1. si S es J-no negativo entonces Q = ma´x
≤J
M−(I,S [⊥]).
2. si S es J-no positivo entonces Q = mı´n
≤J
M+(I,S [⊥]).
Demostracio´n. Supongamos que S es un subespacio (de Krein) J-no negativo deH. Luego, por la
Proposicio´n 2.3.7, tenemos que Q es J-contractiva y R(Q) = S [⊥]. Por lo tanto, Q ∈M−(I,S [⊥]).
Adema´s, si X ∈ M−(I,S [⊥]) entonces X ≤J Q: de hecho, la inclusio´n R(X) ⊆ S [⊥] implica
que QX = X, y luego QXQ = (QX)Q = XQ = QX = X porque X y Q son J-autoadjuntos.
Entonces, si x ∈ H,
[ (Q−X)x, x ] = [Q(I −X)Qx, x ] = [ (I −X)Qx, Qx ] ≥ 0,
i.e. X ≤J Q. Por lo tanto, Q = ma´x≤J M−(I,S [⊥]).
Ahora s´ı, presentamos la demostracio´n del Teorema 4.1.1.
Demostracio´n del Teorema 4.1.1. Sea Q = PM[⊥]//M y supongamos que M es J-no negativo
(i.e. Q es J-contractiva). Notemos que A/[S] = (DQ)(DQ)
# y R(DQ) ⊆ R(D), por lo que
A/[S] ∈ I(A). Como Q ≤J I tenemos que A/[S] = DQD# ≤J DD# = A y, por la Proposicio´n
4.0.12, R(A/[S]) ⊆ S [⊥]. Entonces, A/[S] ∈M−(A,S [⊥]).
Adema´s, A/[S] = ma´x
≤J
M−(A,S [⊥]). De hecho, si X = EE# ∈M−(A,S [⊥]) entonces R(E) ⊆
R(D) y, por el Teorema de Douglas 1.1.1, la ecuacio´n DY = E admite una solucio´n en L(K). Si
Z ∈ L(K) es una solucio´n de la ecuacio´n anterior, tenemos que X = DZZ#D#. Como X ≤J A,
dado un vector x ∈ H,h
(IK − ZZ#)D#x, D#x
i
K
=
h
D(I − ZZ#)D#x, x
i
H
= [ (A−X)x, x ]H ≥ 0,
entonces
£
(IK − ZZ#)y, y
¤
K
≥ 0 para todo y ∈ R(D#) = N(D)[⊥]K = K. Luego, ZZ# ≤J IK.
Dado que R(X) ⊆ S [⊥], podemos concluir que R(ZZ#D#) ⊆ D−1(S [⊥]) = M[⊥] y luego
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R(ZZ#) = ZZ#(R(D#)) ⊆ R(ZZ#D#) ⊆ M[⊥]. Entonces, ZZ# ∈ M−(I,M[⊥]) y, poe el
Lema 4.1.2, ZZ# ≤J Q (notemos que el espacio de Krein considerado en este argumento es K).
Por lo tanto,
X = DZZ#D# ≤J DQD# = A/[S],
i.e. A/[S] = ma´x
≤J
M−(A,S [⊥]).
Corolario 4.1.3. Sea S un subespacio de Krein de H. Si Q = PS[⊥]//S , existen dos subespacios
de Krein S+ y S− de H tales que S = S+ ∔ S− y
Q = ma´x
≤J
M−(I,S [⊥]+ )mı´n
≤J
M+(I,S [⊥]− ).
Demostracio´n. Si S es un subespacio de Krein de H entonces, por el Teorema 2.3.9, Q = Q+Q−,
siendo Q+ una proyeccio´n J-contractiva y Q− una proyeccio´n que conmutan entre s´ı. Tambie´n
podemos probar que (I −Q+)(I −Q−) = 0 (ver la demostracio´n del Teorema 2.3.9) por lo que
I −Q = (I −Q+) + (I −Q−) y S = N(Q) = N(Q+)∔N(Q−).
Por el Lema 4.1.2, sabemos que Q+ = ma´x≤J M−(I, R(Q+)) y Q− = mı´n≤J M+(I, R(Q−)).
Entonces, considerando los subespacios S± = N(Q±), completamos la demostracio´n.
Corolario 4.1.4. Sean H un espacio de Krein y A ∈ L(H) un operador J-autoadjunto con la
PFU. Consideremos una factorizacio´n A = DD#, donde D ∈ L(K,H) con N(D) = {0} y K
es un espacio de Krein. Si A tiene rango cerrado y S es un subespacio cerrado de H tal que
M = D#(S) es un subespacio de Krein de K, entonces existen dos subespacios cerrados S+ y
S− de H tales que S+ ∔ S− = (D#)−1(M) y
A/[S] = ma´x
≤J
M−(A,S [⊥]+ ) + mı´n
≤J
M+(A,S [⊥]− )−A.
Demostracio´n. Supongamos que M es un subespacio de Krein de K y sea Q = PM[⊥]//M. Por el
Teorema 2.3.9, existen dos proyecciones Q+ y Q− que conmutan entre s´ı tales que Q = Q+Q−,
Q+ es J-contractiva, Q− es J-expansiva y N(Q) = N(Q+)∔N(Q−) (esta u´ltima afirmacio´n se
desprende de la demostracio´n del Teorema 2.3.9).
Sea S± = (D#)−1(N(Q±)) y definamosM± = D#(S±). Por la Observacio´n 1.2.24, R(D#) =
K y en consecuencia M± = D#(S±) = N(Q±) ∩R(D#) = N(Q±). Por lo tanto, A/[S±] =
DQ±D
# y
A[S] = D(I −Q)D# = D((I −Q+) + (I −Q−))D# = A[S+] + A[S−].
Adema´s, recordemos que, por la Proposicio´n 2.3.7, los subespacios M+ y M− son J-no negativo
y J-no positivo, respectivamente. Luego, utilizando las caracterizaciones del Teorema 4.1.1,
tenemos que
A/[S] = A−A[S] = A− (A[S+] + A[S−]) = A/[S+] + A/[S−] −A =
= ma´x
≤J
M−(A,S [⊥]+ ) + mı´n
≤J
M+(A,S [⊥]− )−A.
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Teorema 4.1.5. Sea S un subespacio cerrado de H. Supongamos que A ∈ L(H) es J-autoadjunto
y satisface la PFU. Si A = DD# con D ∈ L(K,H), N(D) = {0}, supongamos que M = D#(S)
es un subespacio de Krein de K. Luego,
1. si M es J-no negativo entonces A/[S] = ı´nf
≤J
{Q#AQ : Q ∈ Q(H), N(Q) = S}.
2. si M es J-no positivo entonces A/[S] = sup
≤J
{Q#AQ : Q ∈ Q(H), N(Q) = S}.
Demostracio´n. Supongamos queM es un subespacio J-no negativo y consideremos la proyeccio´n
P = PM[⊥]//M. Notemos que, para todo x ∈ K,
[ Px, Px ]K = mı´n
m∈M
[ x−m, x−m ]K .
De hecho,dados x ∈ K y m ∈M,
[x−m, x−m ] = [Px + (I − P )x−m, Px + (I − P )x−m ]
= [Px, Px ] + [ (I − P )x−m, (I − P )x−m ] ≥ [Px, Px ] .
Adema´s, R(D#) es denso en K pues N(D) = {0}. Entonces, si y ∈ H,
£
A/[S]y, y
¤
H
=
h
PD#y, PD#y
i
K
= mı´n
m∈M
h
D#y −m, D#y −m
i
K
=
= ı´nf
s∈S
h
D#(y − s), D#(y − s)
i
K
= ı´nf
s∈S
[A(y − s), y − s ]H .
Si Q ∈ Q(H) con N(Q) = S, dado x ∈ H,h
Q#AQx, x
i
H
= [AQx, Qx ]H = [A(x− (I −Q)x), x− (I −Q)x ]H ≥
£
A/[S]x, x
¤
H
porque (I −Q)x ∈ S. Luego, A/[S] ≤J Q#AQ para toda Q ∈ Q(H) con N(Q) = S i.e. A/[S] es
una cota inferior del conjunto {Q#AQ : Q ∈ Q(H), N(Q) = S}.
Dada C una cota inferior cualquiera del conjunto {Q#AQ : Q ∈ Q(H), N(Q) = S}, mos-
traremos que C ≤J A/[S]. Fijemos un vector x ∈ H. Si x 6∈ S, notemos que para todo s ∈ S
existe una proyeccio´n Q ∈ Q con N(Q) = S tal que (I −Q)x = s. Entonces,
[A(x− s), x− s ]H = [AQx, Qx ]H ≥ [ Cx, x ]H
para todo s ∈ S. Luego, £A/[S]x, x ¤H ≥ [ Cx, x ]H. Por otra parte, si x ∈ S entonces Q#AQx = 0
para toda Q ∈ Q(H) con N(Q) = S, y tenemos que,
[Cx, x ]H ≤
h
Q#AQx, x
i
H
= 0.
Pero tambie´n A/[S]x = DPM[⊥]//MD
#x = 0 porque D#x ∈ M. Entonces, £A/[S]x, x ¤H = 0 ≥
[ Cx, x ]H. Como el vector x ∈ H era arbitrario, conclu´ımos que A/[S] ≥J C y, por lo tanto,
A/[S] = ı´nf
≤J
{Q#AQ : Q ∈ Q(H), N(Q) = S}.
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4.2. Complementos de Schur de operadores J-positivos en es-
pacios de Krein
En el Teorema 1.2.25 de los Preliminares mencionamos que los operadores J-positivos tienen
la propiedad de factorizacio´n u´nica. Adema´s, observamos que, dada una factorizacio´n A = DD#
como la del Teorema 1.2.21, podemos elegir el espacio vectorial K (que cumple el rol de dominio
del factor D) de manera que resulte un espacio de Hilbert.
Dado un operador (acotado) J-positivo A actuando en un espacio de KreinH, en esta seccio´n
utilizaremos la siguiente factorizacio´n de A: si |A| = JA ∈ L(|H|)+, consideremos el espacio
de Hilbert K = J(N(A)⊥) y el operador D = J |A|1/2J |K ∈ L(K,H). Luego, N(D) = {0},
D# = J |A|1/2 ∈ L(H,K) y DD# = A.
Notemos que, si K es un espacio de Hilbert y S es cualquier subespacio cerrado de H, el
subespacio M = D#(S) es un subespacio cerrado de K y por lo tanto resulta un “subespacio de
Krein” de K. Entonces, el complemento de Schur A/[S] esta´ bien definido para todo subespacio
cerrado S de H y adema´s,
A/[S] = DPM⊥D
# = (J |A|1/2J)PM⊥(J |A|1/2) = J |A|1/2(JPM⊥J)|A|1/2 =
= J |A|1/2PJ(M⊥)|A|1/2, (4.2.1)
donde PJ(M⊥) ∈ L(K) es la proyeccio´n ortogonal sobre J(M⊥). Esto implica que A/[S] es
un operador J-positivo y adema´s si consideramos el operador E ∈ L(M⊥,H) definido por
Ex = Dx = J |A|1/2Jx, para x ∈M⊥, tenemos que
A/[S] = EE
#, y N(E) = {0},
es decir, esta es la factorizacio´n u´nica (salvo isomorfismos) de A/[S].
Observacio´n 4.2.1. Es importante destacar que J(M⊥) = JD#(S)⊥ = (|A|1/2(S))⊥. Enton-
ces, de la Ec. (4.2.1) y el item 1. del Teorema 3.1.5, podemos concluir que, si A ∈ L(H) es
J-positivo entonces
A/[S] = J (|A|/S), (4.2.2)
donde |A|/S es el operador cortocircuito (en el sentido de operadores actuando sobre un espacio
de Hilbert) de |A| a S.
En consecuencia, el complemento de Schur de un operador J-positivo A, actuando en un espacio
de Krein H, esta´ intimamente relacionado con el complemento de Schur del operador positivo
JA, el cual actu´a en el espacio de Hilbert |H|. Las siguientes proposiciones traducen algunos
resultados cla´sicos de operadores cortocircuito al contexto de un espacio de Krein. En primer
lugar, enunciaremos una versio´n del Teorema de Douglas para operadores J-positivos en espacios
de Krein.
Teorema 4.2.2. Sea H un espacio de Krein y consideremos operadores J-positivos A, B ∈ L(H).
Si A = DD#, D ∈ L(K1,H), N(D) = {0} es una factorizacio´n cualquiera de A como la
del Teorema 1.2.21 (resp. B = EE#, E ∈ L(K2,H), N(E) = {0}) entonces las siguientes
condiciones son equivalentes:
1. la ecuacio´n DX = E admite una solucio´n en L(K2,K1);
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2. R(E) ⊆ R(D);
3. existe una constante λ > 0 tal que B ≤J λA.
En este caso, existe un u´nico X ∈ L(K2,K1) tal que DX = E. Adema´s, N(X) = N(E) y
kXk = ı´nf{λ > 0 : B ≤J λA}.
Demostracio´n. Recordemos que si A (resp. B) es J-positivo entonces K1 (resp. K2) es un espacio
de Hilbert. Luego, D# = D∗J y E# = E∗J . Por lo tanto, la desigualdad A ≤J λB es equivalente
a DD∗ ≤ λEE∗ y el resultado es consecuencia del Teorema de Douglas.
Proposicio´n 4.2.3. Si S y T son subespacios cerrados de H y A, B ∈ L(H) son J-positivos,
luego
1. A/[S] = ma´x
≤J
M−(A,S [⊥]) = ma´x
≤J
{X ∈ L(H) : 0 ≤J X ≤J A, R(X) ⊆ S [⊥]};
2. A/[S] = ı´nf
≤J
{Q#AQ : Q ∈ Q(H), N(Q) = S};
3. si A ≤J B entonces A/[S] ≤J B/[S];
4. si T ⊆ S entonces A/[S] ≤J A/[T ].
Demostracio´n. 1 . Dados un operador J-positivo A ∈ L(H) y un subespacio cerrado S de H,
A/[S] = ma´x≤J M−(A,S [⊥]) por el Teorema 4.1.1 (recordemos que K es un espacio de Hilbert).
Adema´s,
M−(A,S [⊥]) = {X ∈ L(H) : 0 ≤J X ≤J A, R(X) ⊆ S [⊥]}.
Sea A = {X ∈ L(H) : 0 ≤J X ≤J A, R(X) ⊆ S [⊥]}. Si X ∈ A entonces X ≥J 0 y admite
una factorization X = EE#, siendo E ∈ L(K1,H) con N(E) = {0} y K1 un espacio de Hilbert.
Luego, mediante un isomorfismo, podemos sustituir K1 por el espacio de Hilbert K que aparece
en la descomposicio´n de A. Por el Teorema 4.2.2, R(E) ⊆ R(D) ya que X ≤J A. Entonces
X ∈ I(A), y las condiciones X ≤J A y R(X) ⊆ S [⊥] implican que X ∈M−(A,S [⊥]).
Rec´ıprocamente, si X ∈M−(A,S [⊥]), existe un operador E ∈ L(K,H) tal que X = EE# =
EE∗J , donde la u´ltima igualdad esta´ justificada porque K es un espacio de Hilbert. Luego,
X ≥J 0 y las dema´s condiciones sobre X aseguran que X ∈ A. Entonces, M−(A,S [⊥]) ⊆ A.
3 . Si A ≤J B entonces |A| = JA ≤ JB = |B|. Por el Teorema 3.1.5, |A|/S ≤ |B|/S y luego
A/[S] = J(|A|/S) ≤J J(|B|/S) = B/[S] (see Eq. (4.2.2)).
Los items 2 . y 4 . tambie´n se demuestran a partir de la identidad (4.2.2).
La siguiente Proposicio´n generaliza el item 3. del Teorema 3.1.5:
Proposicio´n 4.2.4. Sean S un subespacio cerrado de H y A ∈ L(H) un operador J-positivo.
Si A = DD# (con K un espacio de Hilbert y D ∈ L(K,H) tal que N(D) = {0}) y A/[S] = EE#
(con E un espacio de Hilbert y E ∈ L(E ,H) tal que N(E) = {0}), entonces
R(E) = R(D) ∩ S [⊥].
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Demostracio´n. Si A = DD#, siendo D ∈ L(K,H) con N(D) = {0}, entonces A/[S] = FF#
donde F ∈ L(M⊥,H) es el operador definido por Fx = Dx para x ∈M⊥. Luego,
R(F ) = R(DPM⊥) = D(M⊥) = D(D−1(S [⊥])) = R(D) ∩ S [⊥],
y, por la Observacio´n 1.2.24, R(E) = R(F ) = R(D) ∩ S [⊥].
Proposicio´n 4.2.5. Sean H un espacio de Krein and A ∈ L(H) un operador J-positivo. Si S1
y S2 son subespacios cerrados de H tales que S1 + S2 es cerrada, entonces
A/[S1+S2] = (A/[S1])/[S2] = (A/[S2])/[S1].
Demostracio´n. Supongamos que S1 Si S1 y S2 son subespacios cerrados de H tales que S1 + S2
es cerrada. Consideremos el operador |A| = JA ∈ L(|H|)+. Luego, por el item 4 . del Teorema
3.1.5, tenemos que |A|/S1+S2 = (|A|/S1)/S2 = (|A|/S2)/S1 . Entonces, por la Ec. (4.2.2),
A/[S1+S2] = J(|A|/S1+S2) = J [(|A|/S1)/S2 ] = (J(|A|/S1))/[S2] = (A/[S1])/[S2].
Ana´logamente, A/[S1+S2] = (A/[S2])/[S1].
En los pro´ximos pa´rrafos, dada una sucesio´n (Tn)n∈N de operadores (acotados) J-positivos,
usaremos la notacio´n Tn
J-SOT
ց T para expresar que Tn SOT−−−→
n→∞
T y que Tn ≥J Tn+1(≥J T ) para
todo n ∈ N.
Notemos que Tn
J-SOT
ց T si y so´lo si JTn
SOT
ց JT : De hecho, si Tn
J-SOT
ց T , tenemos que
Tn
SOT−−−→
n→∞
T y Tn ≥J Tn+1 (≥J T ). Equivalentemente, JTn SOT−−−→
n→∞
JT (ya que J es inversible) y
JTn ≥ JTn+1 (≥ JT ), i. e. JTn
SOT
ց JT .
La siguiente Proposicio´n puede deducirse fa´cilmente utilizando la observacio´n anterior y las
Proposiciones 3.1.6 y 3.1.7.
Proposicio´n 4.2.6. Sea H un espacio de Krein.
1. Si (An)n∈N es una sucesio´n de operadores J-positivos en L(H) tal que An
J-SOT
ց A, entonces
An /[S]
J-SOT
ց A/[S].
2. Si (Sn)n∈N y S son subespacios cerrados de H tales que Sn ⊆ Sn+1 para todo n ∈ N y
S = Sn∈N Sn, entonces A/[Sn] J-SOTց A/[S] para todo operador J-positivo A ∈ L(H).
Observacio´n 4.2.7. El ejemplo 3.1.8 puede modificarse para probar que el item 2. de la Pro-
posicio´n 4.2.6 no es cierto para sucesiones de subespacios decrecientes, es decir, si Sn ⊇ Sn+1
para todo n ∈ N y S = Tn∈N Sn.
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Cap´ıtulo 5
Cuadrados mı´nimos indefinidos
Un problema cla´sico estudiado en procesamiento de sen˜ales es la estimacio´n de cuadrados
mı´nimos medios de procesos estoca´sticos. Suponiendo que los procesos son estacionarios, este
problema ha sido estudiado desde 1940 por A. N. Kolmogorov [50] y por N. Wiener [71], quien
introdujo esta idea en distintas areas de la ingenier´ıa, como la teor´ıa de control y el procesa-
miento de sen˜ales. Posteriormente, a finales de los an˜os ’50, R. E. Kalman [48] extendio´ esta
teor´ıa a procesos no estacionarios y, desde entonces, el fitro de Kalman se transformo´ en una de
las te´cnicas ma´s u´tiles en aplicaciones de control. Despue´s del trabajo de Kalman se han desa-
rrollado teor´ıas similares en control o´ptimo, conocidas como control gaussiano lineal-cuadra´tico
(LQG). En la teor´ıa de control LQG, las propiedades estad´ısticas de los procesos estoca´sticos
subyacentes se suponen conocidos, una importante limitacio´n en algunas aplicaciones relaciona-
das con la ingenier´ıa. A comienzos de los an˜os ’80, la teor´ıa de control H∞ aparecio´ como una
alternativa para solucionar esta limitacio´n en problemas pra´cticos (para ma´s detalles sobre el
tema, referimos al lector al trabajo de G. Zames [72]). El control H∞ se volvio´ un a´rea muy
activa, la cual ha sido estudiada desde diferentes puntos de vista, algunos de ellos relacionados
con problemas en espacios con me´trica indefinida. En particular, la introduccio´n de los espacios
de Krein propuesta por B. Hassibi, A. H. Sayed y T. Kailath en te´cnicas de estimacio´n y control
H∞ permitio´ adaptar herramientas tradicionales de la teor´ıa de control LQG al control H∞ (en
[42] hay una completa exposicio´n sobre este tema). Adema´s, la introduccio´n de los espacios de
Krein otorgo´ una explicacio´n a algunos aspectos importantes en la teor´ıa de filtrado adaptativo,
ver [39] y [41].
Algunos de estos problemas (planteados en espacios de dimensio´n finita) pueden interpretarse
adecuadamente como problemas de cuadrados mı´nimos indefinidos. Dada una matriz A ∈ Rm×n
con m ≥ n y un vector y ∈ Rm, una solucio´n de cuadrados mı´nimos indefinidos de la ecuacio´n
Ax = y es un vector u ∈ Rn tal que
(Au− y)tJ(Au− y) = mı´n
x∈Rn
(Ax− y)tJ(Ax− y),
donde J =
µ
Ip 0
0 −Iq
¶
es una matriz de signatura con p + q = m. La descripcio´n de las
soluciones de cuadrados mı´nimos indefinidos de Ax = y esta´ relacionada con una te´cnica de
estimacio´n lineal en espacios de Krein, estudiada por S. Chandrasekaran et al. [14] y A. H.
Sayed et al. [66].
Ana´logamente, dados dos espacios de Hilbert H y K, un operador de rango cerrado C ∈
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L(H,K), un operador autoadjunto B ∈ L(K) y un vector y ∈ K, diremos que un vector u ∈ H
es una B-solucio´n de cuadrados mı´nimos (y lo anotaremos B-LSS) de la ecuacio´n Cx = y si
satisface
hB(Cu− y), Cu− y i = mı´n
x∈H
hB(Cx− y), Cx− y i . (5.0.1)
En particular, si B = I la ecuacio´n anterior define el problema cla´sico de cuadrados mı´nimos,
i.e. calcular u ∈ H tal que
kCu− yk2 = mı´n
x∈H
kCx− yk2.
Este u´ltimo problema siempre admite una (u´nica) solucio´n de norma mı´nima, dada por u = C†y,
siendo C† la inversa de Moore-Penrose de C. Por otra parte, si B es una reflexio´n, i.e. B = B∗ =
B−1, la Ec. (5.0.1) presenta un problema de optimizacio´n en espacios de Krein similar a aquellos
considerados anteriormente en dimensio´n finita.
Cuando consideramos la forma sesquilineal hx, y iB = hBx, y i inducida por un operador
autoadjunto arbitario B ∈ L(K), ni la existencia ni la unicidad de B-LSS esta´n garantizadas en
general, au´n cuando H tiene dimensio´n finita. De hecho, la existencia de B-LSS de la ecuacio´n
Cx = y resulta estar intimamente relacionada con la compatibilidad del par conformado por el
operador B y el rango del operador C.
En [18], utilizando estas ideas y suponiendo que el operador B es (semidefinido) positivo,
G. Corach y A. Maestripieri estudiaron el problema de cuadrados mı´nimos pesados. El presente
cap´ıtulo puede entenderse como una extensio´n de dicho trabajo a operadores autoadjuntos.
5.1. El problema de cuadrados mı´nimos indefinidos
Dado un operador C ∈ CR(H,K) y un vector y ∈ K, una solucio´n pesada de cuadrados
mı´nimos de la ecuacio´n Cx = y es un vector u ∈ H tal que
kCu− ykA = mı´n
x∈H
kCx− ykA, (5.1.1)
siendo A ∈ L(K)+ y k kA la seminorma sobre K definida por kxkA = kA1/2xk = hAx, x i1/2 (ver
[18]). Notemos que la Ec. (5.1.1) es equivalente a
hA(Cu− y), Cu− y i = mı´n
x∈H
hA(Cx− y), Cx− y i .
En esta seccio´n, estudiaremos el problema ana´logo considerando pesos autoadjuntos. Dados
C ∈ CR(H,K), y ∈ K y un operador B ∈ L(K)s, nos interesa caracterizar, si existe alguno,
aquellos vectores u ∈ H tales que
hB(Cu− y), Cu− y i = mı´n
x∈H
hB(Cx− y), Cx− y i .
Estableceremos condiciones necesarias y suficientes para asegurar la existencia de vectores u ∈
H que satisfagan la ecuacio´n anterior; y, en este caso, parametrizaremos el conjunto de tales
soluciones.
Esa clase de problemas ha sido estudiada anteriormente; por ejemplo, por A. H. Sayed et al.
[66]. Dadas dos matrices autoadjuntas inversibles Π y W , un vector columna y, y una matriz
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arbitraria T de dimensiones apropiadas, ellos estudiaron el siguiente problema de minimizacio´n:
caracterizar aquellos vectores z0 tales que
z∗0Π
−1z0 + (y − Tz0)∗W−1(y − Tz0) = mı´n
z
£
z∗Π−1z + (y − Tz)∗W−1(y − Tz)¤ .
Observemos que, si H1 y H2 son espacios de Hilbert de dimensio´n finita, Π ∈ GL(H1)s, W ∈
GL(H2)s, y ∈ H2 y T ∈ L(H1,H2), el problema anterior puede reformularse como: caracterizar
aquellos vectores z0 ∈ H1 tales que
hB(w − Cz0), w − Cz0 i = mı´n
z∈H1
hB(w − Cz), w − Cz i ,
siendo
w =
µ
0
y
¶
∈ H1⊕H2, B =
µ
Π−1 0
0 W−1
¶
∈ GL(H1⊕H2)s y C =
µ
I
T
¶
∈ L(H1,H1⊕H2).
Definicio´n. Dados C ∈ CR(H,K), B ∈ L(K)s e y ∈ K, un elemento u ∈ H es una B-solucio´n de
cuadrados mı´nimos de la ecuacio´n Cx = y (lo abreviaremos B-LSS, por las iniciales de “B-least
square solution”) si
hCu− y, Cu− y iB = mı´n
x∈H
hCx− y, Cx− y iB . (5.1.2)
En primer lugar, presentaremos condiciones necesarias y suficientes para garantizar la exis-
tencia de B-LSS de la ecuacio´n Cx = y. Resultados similares fueron demostrados con anterio-
ridad para operadores positivos [18, Observacio´n 4.3] y para espacios con me´trica indefinida [9,
Teorema 8.4].
Lema 5.1.1. Sean C ∈ CR(H,K), B ∈ L(K)s e y ∈ K. Luego, u ∈ H es una B-LSS de la
ecuacio´n Cx = y si y so´lo si R(C) es B-no negativo y adema´s y − Cu ∈ R(BC)⊥.
Demostracio´n. Sea u ∈ H una B-LSS de Cx = y. Si x ∈ H y α ∈ R, entonces
hCu− y, Cu− y iB ≤ hCu + αCx− y, Cu + αCx− y iB =
= hCu− y, Cu− y iB + 2α Re hCu− y, Cx iB + α2 hCx, Cx iB .
Luego, 2α Re hCu− y, Cx iB + α2 hCx, Cx iB ≥ 0 para todo α ∈ R, y un argumento standard
prueba que Re hCu− y, Cx iB = 0. De la misma manera, considerando β = iα, α ∈ R, podemos
asegurar que Im hCu− y, Cx iB = 0. Por lo tanto, hCu− y, Cx iB = 0 y hCx, Cx iB ≥ 0 para
todo x ∈ H.
Rec´ıprocamente, supongamos que R(C) es B-no negativo y que existe un vector u ∈ H tal
que y − Cu ∈ R(BC)⊥. Luego, para todo x ∈ H,
h y − Cx, y − Cx iB = h y − Cu, y − Cu iB + hC(u− x), C(u− x) iB ≥ h y − Cu, y − Cu iB .
Por lo tanto, u es una B-LSS de Cx = y.
Corolario 5.1.2. Sean C ∈ CR(H,K), B ∈ L(K)s e y ∈ K. Si u, v ∈ H son dos B-LSS de la
ecuacio´n Cx = y, entonces C(u− v) ∈ N = R(C) ∩R(BC)⊥.
Demostracio´n. Si u y v son B-LSS de Cx = y entonces, por el Lema 5.1.1, y − Cu, y − Cv ∈
R(BC)⊥. Por lo tanto,
C(u− v) = (y − Cv)− (y − Cu) ∈ R(C) ∩R(BC)⊥ = N .
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5.1.1. La ecuacio´n normal
Dados C ∈ CR(H,K), B ∈ L(K)s e y ∈ K, el Lema 5.1.1 nos motiva a estudiar aquellos
u ∈ H tales que y−Cu ∈ R(BC)⊥. Observemos que, fijado un vector u ∈ H, y−Cu ∈ R(BC)⊥
si y so´lo si h y − Cu, Cx iB = 0 para todo x ∈ H, o equivalentemente, hC∗B(Cu− y), x i = 0
para todo x ∈ H. Luego, y−Cu ∈ R(BC)⊥ si y so´lo si u es una solucio´n de la ecuacio´n normal
C∗B(Cx− y) = 0. (5.1.3)
Es decir,
Proposicio´n 5.1.3. Sean C ∈ CR(H,K) y B ∈ L(K)s. Dado un vector y ∈ K, el vector u ∈ H
es solucio´n de la ecuacio´n normal C∗B(Cx− y) = 0 si y so´lo si y − Cu ∈ R(BC)⊥.
La proposicio´n anterior muestra adema´s que, fijado un vector y ∈ K, existe una solucio´n de
la ecuacio´n normal C∗B(Cx− y) = 0 si y so´lo si
y ∈ R(C) + R(BC)⊥. (5.1.4)
Adema´s, en este caso, el conjunto de soluciones de la ecuacio´n normal puede parametrizarse
como una variedad af´ın paralela al nu´cleo de un operador acotado.
Proposicio´n 5.1.4. Supongamos que la ecuacio´n normal C∗B(Cx−y) = 0 admite una solucio´n
u0 ∈ H. Luego, el conjunto de soluciones de C∗B(Cx− y) = 0 coincide con
u0 + N(C
∗BC). (5.1.5)
Demostracio´n. La prueba es muy simple ya que, si v ∈ N(C∗BC) y consideramos el vector
u = u0 + v,
C∗B(Cu− y) = C∗B(Cu0 − y) + C∗BCv = 0.
Rec´ıprocamente, si u 6= u0 es otra solucio´n de la Ec. (5.1.3), entonces C∗BC(u−u0) = C∗B(Cu−
y)− C∗B(Cu0 − y). Es decir, u ∈ u0 + N(C∗BC).
En algunas aplicaciones, resulta u´til suponer que, para cada y ∈ K, la ecuacio´n normal
C∗B(Cu−y) = 0 admite al menos una solucio´n. Luego, la Ec. (5.1.4) asegura que esta condicio´n
es equivalente a la compatibilidad del par (B, R(C)) (ver la Ec. (2.1.1) en los Preliminares). Esto
es exactamente lo que enunciaremos a continuacio´n:
Corolario 5.1.5. Sean C ∈ CR(H,K) y B ∈ L(K)s. Entonces, existe una solucio´n u ∈ H de la
ecuacio´n normal C∗B(Cx− y) = 0 para todo y ∈ K si y so´lo si el par (B, R(C)) es compatible.
Utilizar esta hipo´tesis nos permitira´ dar otra caracterizacio´n de las soluciones de la ecuacio´n
normal, ahora a partir de ciertas proyecciones B-autoadjuntas.
Proposicio´n 5.1.6. Dados C ∈ CR(H,K) y B ∈ L(K)s, supongamos que (B, R(C)) es compa-
tible. Si y ∈ K \ R(C), entonces u ∈ H es una solucio´n de C∗B(Cx− y) = 0 si y so´lo si existe
una proyeccio´n Q ∈ P(B, R(C)) tal que Cu = Qy.
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Demostracio´n. Para y ∈ K y u ∈ H supongamos que existe Q ∈ P(B, R(C)) tal que Cu = Qy.
Luego, por el Lema 2.1.1, y − Cu = (I − Q)y ∈ N(Q) ⊆ R(BC)⊥ y, aplicando la Proposicio´n
5.1.3, vemos que u es una solucio´n de C∗B(Cx− y) = 0.
Rec´ıprocamente, fijado y ∈ K \ R(C), sea u una solucio´n de C∗B(Cx − y) = 0. Por la
Proposicio´n 5.1.3, y = Cu + z con z ∈ R(BC)⊥, z 6∈ R(C). Dado que z ∈ R(BC)⊥ \ R(C) y
K = R(C) + R(BC)⊥, es fa´cil ver que existe un subespacio cerrado S de R(BC)⊥ tal que z ∈ S
y H = R(C)∔ S. Por lo tanto, Q = PR(C)//S ∈ P(B, R(C)) y
Qy = Q(Cu + z) = Cu.
Observacio´n 5.1.7. Con las hipo´tesis de la Proposicio´n 5.1.6,
(a) se sigue de la demostracio´n de la Proposicio´n 5.1.6 que, dado y ∈ K, si Cu = Qy para
alguna Q ∈ P(B, R(C)), entonces u es una solucio´n de la ecuacio´n normal;
(b) la rec´ıproca de la afirmacio´n anterior no es cierta para y ∈ R(C). En este caso, Qy = y
para toda Q ∈ P(B, R(C)) y el conjunto de soluciones de Cx = y es C†y + N(C) pero
el conjunto de soluciones de la ecuacio´n normal C∗B(Cx − y) = 0 puede parametrizarse
como C†y + N(BC) (ver la Proposicio´n 5.1.14 ma´s adelante).
Corolario 5.1.8. Dados C ∈ CR(H,K) y B ∈ L(K)s tales que (B, R(C)) es compatible, supon-
gamos que N = {0}. Entonces, fijado y ∈ K, u ∈ H es una solucio´n de C∗B(Cx − y) = 0 si y
so´lo si Cu = PB,Sy.
Demostracio´n. Si (B, R(C)) es compatible y N = {0} entonces P(B, R(C)) = {PB,R(C)} y
N(BC) = N(C). Por lo tanto, el corolario se desprende de la Proposicio´n 5.1.6 y la observacio´n
anterior.
Finalmente, presentaremos una u´ltima caracterizacio´n del conjunto de soluciones de la ecua-
cio´n normal C∗B(Cx − y) = 0; ahora en te´rminos de una solucio´n (acotada) de las ecuaciones
CXC = C y BCX = (CX)∗B.
Proposicio´n 5.1.9. Sean C ∈ CR(H,K) y B ∈ L(K)s tales que el par (B, R(C)) es compatible.
Dado y ∈ K \ R(C), u ∈ H es una solucio´n de la ecuacio´n normal C∗B(Cx − y) = 0 si y so´lo
si existe una solucio´n D ∈ L(K,H) del sistema
CXC = C, BCX = (CX)∗B,
que satisface Dy = u.
Demostracio´n. Dado y ∈ K \R(C), supongamos que u = Dy, con D ∈ L(K,H) cumpliendo las
ecuaciones CDC = C y BCD = (CD)∗B. Luego, es fa´cil ver que Q = CD es una proyeccio´n
B-autoadjunta. Adema´s, R(Q) ⊆ R(C) = R(CDC) ⊆ R(Q) i.e. Q ∈ P(B, R(C)). Entonces,
Cu = CDy = Qy con Q ∈ P(B, R(C)) y, por la Proposicio´n 5.1.6, u es una solucio´n de la
ecuacio´n normal.
Rec´ıprocamente, si u ∈ H es una solucio´n de C∗B(Cx−y) = 0, existe Q ∈ P(B, R(C)) tal que
Cu = Qy. Luego, u = C†Qy + z para algu´n z ∈ N(C). Consideremos un operador T ∈ L(K,H)
114 Cuadrados mı´nimos indefinidos
con R(T ) ⊆ N(C) tal que Ty = z, y definamos D = C†Q + T . Como CD = C(C†Q + T ) = Q
es fa´cil ver que D es una solucio´n de
CXC = C, BCX = (CX)∗B,
y cumple Dy = C†Qy + Ty = u.
Como afirmamos en el Lema 5.1.1, una condicio´n necesaria para asegurar la existencia de
B-LSS de la ecuacio´n Cx = y es que R(C) sea B-no negativo. El siguiente teorema describe el
problema de cuadrados mı´nimos indefinidos suponiendo esta hipo´tesis.
Teorema 5.1.10. Dado B ∈ L(K)s, sea C ∈ CR(H,K) tal que R(C) es B-no negativo. Luego,
1. dado y ∈ K, u ∈ H es una B-LSS de la ecuacio´n Cx = y si y so´lo si u es una solucio´n de
la ecuacio´n normal C∗B(Cx− y) = 0;
2. existe una B-LSS de la ecuacio´n Cx = y para todo y ∈ K si y so´lo si el par (B, R(C)) es
compatible. En este caso, si y ∈ K \ R(C), u ∈ H es una B-LSS de Cx = y si y so´lo si
existe Q ∈ P(B, R(C)) tal que Cu = Qy.
Demostracio´n. Este teorema es la conclusio´n a la que arribamos al interpretar los resultados
anteriores en el caso en que R(C) sea B-no negativo.
El siguiente resultado muestra que, si Q es una proyeccio´n B-autoadjunta con rango B-no
negativo, e´sta se comporta de manera ana´loga a una proyeccio´n ortogonal (con respecto al
producto interno del espacio de Hilbert H) en el siguiente sentido: fijado un vector x ∈ H, Qx
resulta un mı´nimo para un funcional lineal definido sobre H.
Corolario 5.1.11. Sean Q ∈ L(H) una proyeccio´n B-autoadjunta y x ∈ H. Si R(Q) es B-no
negativo entonces
h (I −Q)x, (I −Q)x iB = mı´n
s∈R(Q)
hx− s, x− s iB .
Ma´s au´n, si R(Q) es B-positivo, Qx es el u´nico vector en R(Q) que alcanza el valor mı´nimo.
Demostracio´n. Es una consecuencia del teorema anterior, considerando la B-LSS de la ecuacio´n
Pz = x, donde P ∈ L(H) es la proyeccio´n ortogonal sobre R(Q).
Observacio´n 5.1.12. Dados C ∈ CR(H,K) y B ∈ L(K)s, si R(C) es un subespacio B-no
positivo de K, los vectores u ∈ H que satisfacen
hB(Cu− y), Cu− y i = ma´x
x∈H
hB(Cx− y), Cx− y i para todo x ∈ H,
pueden caracterizarse siguiendo las mismas ideas que utilizamos para resolver el problema de
B-cuadrados mı´nimos. De hecho, resultados similares al Teorema 5.1.10 y al Corolario 5.1.11
pueden demostrarse mutatis mutandis.
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5.1.2. El conjunto de B-soluciones de cuadrados mı´nimos
Dados los operadores C ∈ CR(H,K) y B ∈ L(K)s, supongamos que (B, R(C)) es compatible.
Luego, si y ∈ K, es posible caracterizar, cuando existen, todas las soluciones de la ecuacio´n
normal C∗B(Cx− y) = 0. Con este propo´sito, definimos una solucio´n particular de la ecuacio´n
normal a partir de la proyeccio´n distinguida PB,R(C) ∈ P(B, R(C)).
Definicio´n. Sean C ∈ CR(H,K), B ∈ L(K)s e y ∈ K. Supongamos que el par (B, R(C)) es
compatible. Luego,
uy := C
†PB,R(C)y (5.1.6)
es la solucio´n minimal de la ecuacio´n C∗B(Cx− y) = 0.
Observando que Cuy = PB,R(C)y y aplicando la Observacio´n 5.1.7 vemos que uy es una solucio´n
de C∗B(Cx − y) = 0. El siguiente resultado caracteriza la solucio´n minimal de la ecuacio´n
C∗B(Cx− y) = 0.
Proposicio´n 5.1.13. Sean C ∈ CR(H,K) y B ∈ L(K)s tales que (B, R(C)) es compatible.
Dado y ∈ K, uy ∈ H es la u´nica solucio´n de C∗B(Cx− y) = 0 en N(C)⊥ que satisface
ky − Cuyk = mı´n{ky − Cuk : u es una solucio´n de C∗B(Cx− y) = 0}. (5.1.7)
Demostracio´n. Si y ∈ R(C) es fa´cil ver que uy satisface la Ec. (5.1.7). Ahora, supongamos
que y ∈ K \ R(C). Si u0 es una solucio´n de C∗B(Cx − y) = 0 entonces existe una proyeccio´n
Q ∈ P(B, R(C)) tal que Cu0 = Qy y, por la Proposicio´n 2.1.14,
ky − Cu0k = k(I −Q)yk ≥ k(I − PB,R(C))yk = ky − Cuk.
Luego, u0 satisface ky − Cu0k = mı´n{ky − Cuk : u es una solucio´n de C∗B(Cx− y) = 0} si y
so´lo si Qy = PB,R(C)y, i.e. Cu0 = Cuy, o equivalentemente, u0 ∈ uy + N(C).
Dado y ∈ K, la pro´xima proposicio´n presenta una parametrizacio´n del conjunto de soluciones
de la ecuacio´n normal C∗B(Cx−y) = 0 en te´rminos de la solucio´n minimal de C∗B(Cx−y) = 0.
Con este propo´sito observemos que, si (B, R(C)) es compatible, entonces N(C∗BC) = N(BC).
Proposicio´n 5.1.14. Sean C ∈ CR(H,K), B ∈ L(K)s e y ∈ K. Si (B, R(C)) es compatible
entonces el conjunto de soluciones de C∗B(Cx− y) = 0 es la variedad af´ın
uy + N(BC).
Demostracio´n. Es una consecuencia de la Proposicio´n 5.1.4 y el comentario anterior.
Considerando un operador C ∈ CR(H,K) con rango B-no negativo y aplicando el Teorema
5.1.10, obtenemos el siguiente corolario de la proposicio´n anterior.
Corolario 5.1.15. Sean C ∈ CR(H,K), B ∈ L(K)s e y ∈ K. Supongamos que (B, R(C)) es
compatible y que R(C) es un subespacio B-no negativo. Entonces, la variedad af´ın
uy + N(BC),
coincide con el conjunto de B-LSS de la ecuacio´n Cx = y.
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Corolario 5.1.16. Sean C ∈ CR(H,K), B ∈ L(K)s e y ∈ K. Supongamos que (B, R(C)) es
compatible y R(C) es B-no negativo. Entonces, las siguientes condiciones son equivalentes:
1. N = {0};
2. R(C) es B-positivo;
3. uy es la u´nica B-LSS de Cx = y en N(C)
⊥.
Demostracio´n. Como C∗BC ∈ L(H)+, Cx ∈ N si y so´lo si hCx, Cx iB = 0. Por lo tanto, el
item 1 es equivalente al item 2. Por otra parte, por el Corolario 5.1.15, el item 1 es equivalente
al item 3.
En [40], dados un espacio de Hilbert (de dimensio´n finita) H, un operador B ∈ L(H)s, un
subespacio (cerrado) B-no negativo S de H y un vector y ∈ H, B. Hassibi et al. estudiaron el
problema de encontrar vectores u ∈ S tales que
hu− y, u− y iB = mı´n
s∈S
h s− y, s− y iB = mı´n
x∈H
hPSx− y, PSx− y iB , (5.1.8)
siendo PS la proyeccio´n ortogonal sobre S. Ellos estaban particularmente interesados en aquellos
casos en los que hay una u´nica solucio´n del problema. Por el Lema 5.1.1, u ∈ S satisface la Ec.
(5.1.8) si y so´lo si y − u ∈ R(BPS)⊥. Es fa´cil ver que esta condicio´n se satisface si y so´lo si
PSBPSu = PSBy. (5.1.9)
Cuando H es un espacio de Hilbert de dimensio´n finita, si existe una u´nica solucio´n u ∈ S de
(5.1.9) para algu´n y0 ∈ H, entonces el operador PSBPS |S es inyectivo. Por lo tanto, PSBPS |S
es inversible, y existe una u´nica solucio´n de (5.1.9) para todo y ∈ H.
Si H es un espacio de Hilbert de dimensio´n infinita esto puede ser falso, ya que PSBPS |S
puede ser inyectivo sin ser inversible. De hecho, en este caso, existe una solucio´n de la Ec. (5.1.9)
para todo y ∈ H si y so´lo si la ecuacio´n
(PSBPS)X = PSB
admite una solucio´n en L(H), o equivalentemente, el par (B,S) es compatible, ver la Proposicio´n
2.1.7.
5.1.3. Minimizando en el conjunto de B-LSS de una ecuacio´n lineal
Recordemos que, dado y ∈ K, el problema de cuadrados mı´nimos cla´sico (en espacios de Hilbert)
asociado a la ecuacio´n Cx = y admite una (u´nica) solucio´n de norma mı´nima, ma´s precisamente,
aquella definida por u = C†y.
En los siguientes pa´rrafos estudiaremos un problema de minimizacio´n en el conjunto de B-
LSS de Cx = y. Dados y ∈ K, C ∈ CR(H,K), B1 ∈ L(H)s, B2 ∈ L(K)s tales que (B2, R(C)) es
compatible y R(C) es B2-no negativo, consideremos el conjunto uy + N(B2C) de B2-LSS de la
ecuacio´n Cx = y. Intentaremos caracterizar aquellas B2-LSS w ∈ H de Cx = y tales que
hw, w iB1 ≤ hu, u iB1 , para todo u ∈ uy + N(B2C).
En lo que sigue, denotaremos N2 = R(C) ∩ R(B2C)⊥. Observemos que, si (B2, R(C)) es com-
patible entonces N2 = N(B2C).
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Definicio´n. Un elemento w ∈ H es una B1B2-solucio´n de cuadrados mı´nimos (o´ brevemente,
una B1B2-LSS) de Cx = y si w es una B2-LSS de Cx = y y
hw, w iB1 ≤ hu, u iB1 ,
para toda B2-LSS u de Cx = y.
Proposicio´n 5.1.17. Sean C ∈ CR(H,K), B1 ∈ L(H)s y B2 ∈ L(K)s tales que (B2, R(C)) es
compatible y R(C) es B2-no negativo. Luego, existe una B1B2-LSS de la ecuacio´n Cx = y para
todo y ∈ K si y so´lo si (B1, N(B2C)) es compatible y N(B2C) es B1-no negativo. Adema´s, si
y ∈ K \R(B2C)⊥, w es una B1B2-LSS de Cx = y si y so´lo si existen una Q ∈ P(B1, N(B2C))
y una P ∈ P(B2, R(C)) tales que
w = (I −Q)C†Py.
Demostracio´n. En primer lugar, supongamos que, para todo y ∈ K, existe una B1B2-LSS wy ∈ H
de la ecuacio´n Cx = y, i.e.
hwy, wy iB1 = mı´nu∈uy+N(B2C) hu, u iB1 , (5.1.10)
donde uy = C
†PB2,R(C)y es la B2-LSS minimal de la ecuacio´n Cx = y. Para cada y ∈ K, sea
zy ∈ N(B2C) tal que wy = uy + zy = uy + Ezy, siendo E = PN(B2C) la proyeccio´n ortogonal
sobre N(B2C). Luego,
huy + Ezy, uy + Ezy iB1 = hwy, wy iB1 = mı´nz∈N(B2C) huy + z, uy + z iB1 =
= mı´n
x∈H
huy + Ex, uy + Ex iB1 .
Por lo tanto, zy es una B1-LSS de la ecuacio´n Ex = −uy. Entonces, por el Lema 5.1.1, R(E) =
N(B2C) es B1-no negativo.
La compatibilidad del par (B2, R(C)) asegura que {uy : y ∈ K} = N(C)⊥, es decir, la
ecuacio´n Ex = z admite una B1-LSS para todo z ∈ N(C)⊥. Adema´s, la ecuacio´n Ex = z
admite una solucio´n exacta – la cual resulta ser tambie´n una B1-LSS – para todo z ∈ N(C),
porque N(C) ⊆ R(E) es un subespacio B1-no negativo. Por lo tanto, Ex = z admite una B1-LSS
para todo z ∈ K y, aplicando el Teorem 5.1.10, tenemos que el par (B1, N(B2C)) es compatible.
Observemos que, si y /∈ R(B2C)⊥ entonces uy /∈ R(E) = N(B2C): De hecho, uy ∈ N(B2C)
si y so´lo si B2PB2,R(C)y = 0 y N(B2PB2,R(C)) = R(B2PB2,R(C))
⊥ = R(B2C)
⊥. Luego, dado
y ∈ K \R(B2C)⊥, por el Teorema 5.1.10, existe una Q ∈ P(B1, N(B2C)) tal que Ezy = −Quy.
Por lo tanto,
wy = uy + zy = uy + Ezy = (I −Q)uy = (I −Q)C†PB2,R(C)y.
Rec´ıprocamente, supongamos que (B1, N(B2C)) es compatible, N(B2C) es B1-no negativo
y sea Q ∈ P(B1, N(B2C)). Si P ∈ P(B2, R(C)), notemos que (I−Q)C†P = (I−Q)C†PB2,R(C).
De hecho, si P ∈ P(B2, R(C)), existe un operador Z ∈ L(R(C)⊥,N2) tal que P = PB2,R(C) + Z
(ver la Proposicio´n 2.1.12). Entonces, (I−Q)C†P = (I−Q)C†PB2,R(C) porque (I−Q)C†Z = 0.
Dado y ∈ K, consideremos el vector w = (I − Q)C†PB2,R(C)y. Luego, w ∈ uy + N(B2C) y,
por el Corolario 5.1.15, es una B2-LSS de Cx = y.
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Por otra parte, dada cualquier B2-LSS u de Cx = y, existe un vector z ∈ N(B2C) tal que
u = uy + z = uy + Qz y
hu, u iB1 = h (I −Q)uy + Q(uy + z), (I −Q)uy + Q(uy + z) iB1 =
= hw, w iB1 + 2 Re h (I −Q)uy, Q(uy + z) iB1 + hQ(uy + z), Q(uy + z) iB1 =
= hw, w iB1 + hQ(uy + z), Q(uy + z) iB1 ≥ hw, w iB1 ,
porque R(Q)⊥B1N(Q) y R(Q) = N(B2C) es B1-no negativo. Por lo tanto, w es una B1B2-LSS
de Cx = y.
Como consecuencia de la demostracio´n de la Proposicio´n 5.1.17 tenemos que, dado y ∈
K \R(B2C)⊥, el conjunto de B1B2-LSS de la ecuacio´n Cx = y es
{(I −Q)C†PB2,R(C)y : Q ∈ P(B1, N(B2C))}. (5.1.11)
Por otra parte, si y ∈ R(B2C)⊥ entonces uy ∈ N(B2C) ya que
B2Cuy = B2CPB2,R(C)y = (PB2,R(C))
∗B2y,
y N((PB2,R(C))
∗) = R(PB2,R(C))
⊥ = R(C)⊥. Por lo que, dado y ∈ R(B2C)⊥, al problema de
caracterizar las B1B2-LSS de Cx = y podemos traducirlo en encontrar aquellos u ∈ N(B2C)
tales que hu, u iB1 = 0 (ver la Ec. (5.1.10)), es decir, el conjunto de B1B2-LSS es
N1 = N(B1) ∩N(B2C).
Corolario 5.1.18. Sean C ∈ CR(H,K), B1 ∈ L(H)s y B2 ∈ L(K)s tales que (B2, R(C)) es
compatible y R(C) es B2-no negativo. Supongamos que (B1, N(B2C)) es compatible, N(B2C)
es B1-no negativo y N1 = {0}. Si y ∈ K entonces, w es una B1B2-LSS de Cx = y si y so´lo si
w = (I − PB1,N(B2C))C†PB2,R(C)y.
Como mencionamos anteriormente, si y ∈ R(B2C)⊥, la Ec. (5.1.11) describe un subconjunto
propio del conjunto de todas las B1B2-LSS de Cx = y. Sin embargo, este subconjunto contiene
a la B1B2-LSS de norma mı´nima.
Proposicio´n 5.1.19. Sean C ∈ CR(H,K), B1 ∈ L(H)s y B2 ∈ L(K)s tales que (B2, R(C))
es compatible y R(C) es un subespacio B2-no negativo de K. Supongamos adema´s que el par
(B1, N(B2C)) es compatible y N(B2C) es un subespacio B1-no negativo de H. Si y ∈ K entonces
vy = (I − PB1,N(B2C))C†PB2,R(C)y es el u´nico elemento de norma mı´nima en el conjunto de
B1B2-LSS de Cx = y.
Demostracio´n. Si y ∈ K \ R(B2C)⊥ y v es una B1B2-LSS de Cx = y, sabemos que existe
Q ∈ P(B1, N(B2C)) tal que v = (I −Q)uy y, por la Proposicio´n 2.1.14,
kvk = k(I −Q)uyk ≥ k(I − PB1,N(B2C))uyk = kvyk.
Por lo tanto, vy = (I − PB1,N(B2C))C†PB2,R(C)y es el u´nico elemento de norma mı´nima en el
conjunto de B1B2-LSS de Cx = y.
Por otra parte, si y ∈ R(B2C)⊥ tenemos que uy ∈ N(B2C) y, en consecuencia, el vector
vy = (I − PB1,N(B2C))C†PB2,R(C)y tiene norma mı´nima porque vy = 0.
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5.2. Inversas generalizadas pesadas
Dados C ∈ CR(H,K) y B2 ∈ L(K)s, supongamos que (B2, R(C)) es compatible y R(C) es
B2-positivo. Luego, por el Corolario 5.1.16, tenemos que N2 = {0} y en consecuencia N(B2C) =
N(C). Consideremos un operador B1 ∈ L(H)s tal que (B1, N(C)) es compatible y N(C) es
B1-no negativo. Entonces, por la Proposicio´n 5.1.17, w ∈ H es una B1B2-LSS de la ecuacio´n
Cx = y si y so´lo si
w = (I −Q)C†PB2,R(C)y,
siendo Q ∈ P(B1, N(C)). Esto nos motiva a estudiar el siguiente conjunto de operadores:
{(I −Q)C†P : Q ∈ P(B1, N(C)) and P ∈ P(B2, R(C))}.
Sean Q ∈ P(B1, N(C)), P ∈ P(B2, R(C)) y consideremos D = (I −Q)C†P . Luego, a partir de
las identidades C†CC†P = P y (I −Q)C†C = (I −Q), es fa´cil ver que
CD = P and DC = I −Q.
Por lo tanto, D es una inversa generalizada pesada de C en el siguiente sentido:
Definicio´n. Dado un operador C ∈ CR(H,K) y pesos B1 ∈ L(H)s y B2 ∈ L(K)s, D ∈ L(K,H)
es una inversa generalizada pesada de C si D es una solucio´n de
CXC = C, XCX = X, B1(XC) = (XC)
∗B1, B2(CX) = (CX)
∗B2. (5.2.1)
Las ecuaciones anteriores pueden entenderse como una extensio´n de las definiciones previas,
dadas para pesos positivos, por L. Elde´n [32] (en espacios de dimensio´n finita) y por G. Corach
y A. Maestripieri [18] (para espacios de Hilbert de dimensio´n infinita).
Esta seccio´n esta´ dedicada a presentar condiciones necesarias y suficientes para la existencia
de inversas generalizadas pesadas (respecto a pesos autoadjuntos B1 y B2) de un operador C
con rango cerrado, y a caracterizar estas inversas en te´rminos de la inversa de Moore-Penrose
de C y el conjunto de proyecciones Bi-autoadjuntas (i = 1, 2). La prueba del siguiente Teorema
5.2.1 es ana´loga a la presentada en el caso de pesos positivos en [18, Seccio´n 3].
Teorema 5.2.1. Dados C ∈ CR(H,K), B1 ∈ L(H)s y B2 ∈ L(K)s existe D ∈ L(K,H) tal que
D es una solucio´n de (5.2.1) si y so´lo si (B1, N(C)) y (B2, R(C)) son pares compatibles. En este
caso,
GI(C, B1, B2) = {(I −Q)C†P : Q ∈ P(B1, N(C)) and P ∈ P(B2, R(C))}
coincide con el conjunto de soluciones de (5.2.1).
Demostracio´n. Supongamos que (B1, N(C)) y (B2, R(C)) son pares compatibles. Luego, dadas
P ∈ P(B2, R(C)) y Q ∈ P(B1, N(C)), consideremos el operador D = (I − Q)C†P y notemos
que, por el comentario que precede a la definicio´n de inversa generalizada pesada,
CD = P y DC = I −Q.
Por lo tanto, D es una solucio´n de (5.2.1), es decir, es una inversa generalizada pesada de C.
Rec´ıprocamente, supongamos que existe una inversa generalizada pesada de C. Notemos en-
tonces que P = CD (resp. E = DC) es una proyeccio´n B2-autoadjunta (resp. B1-autoadjunta).
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Adema´s, R(P ) ⊆ R(C) = R(CDC) ⊆ R(CD) = R(P ) y N(C) ⊆ N(E) = N(DC) ⊆
N(CDC) = N(C). Por lo tanto, P es una proyeccio´n B2 autoadjunta con R(P ) = R(C) y
I − E es una proyeccio´n B1 autoadjunta con R(I − E) = N(Q) = N(C), es decir, los pares
(B1, N(C)) y (B2, R(C)) son compatibles.
Adema´s, D = DCD = D(CC†C)D = (DC)C†(CD) = EC†P y, si llamamos Q = I − E,
entonces D = (I −Q)C†P con P ∈ P(B2, R(C)) y Q ∈ P(B1, N(C)). Por lo tanto, el conjunto
de soluciones acotadas de (5.2.1) coincide con GI(C, B1, B2).
Para poder caracterizar el conjunto de B1B2-LSS de Cx = y necesitaremos los siguientes
lemas te´cnicos.
Lema 5.2.2. Sea C ∈ CR(H,K) y consideremos un subespacio cerrado S ⊆ R(C). Entonces,
PSC ∈ CR(H,K) y
(PSC)
† = PN(PSC)⊥C
†.
Demostracio´n. Dado el operador C˜ = PSC ∈ L(H,K), notemos que R(C˜) = S. Consideremos
el operador T = PN(C˜)⊥C
† ∈ L(K,H). Luego,
C˜T = C˜PN(C˜)⊥C
† = C˜C† = PSCC
† = PSPR(C) = PS = PR(C˜).
Por lo tanto, C˜T C˜ = C˜. Adema´s, (TC˜)2 = T (C˜T C˜) = TC˜, i.e. TC˜ es una proyeccio´n. Como
N(C˜) ⊆ N(TC˜) ⊆ N(C˜T C˜) = N(C˜) y R(TC˜) ⊆ R(T ) ⊆ N(C˜)⊥, tenemos que TC˜ = PN(C˜)⊥ .
Entonces, TC˜T = T . Por lo tanto, (PSC)
† = T = PN(PSC)⊥C
†.
Lema 5.2.3. Sean C ∈ CR(H,K), B1 ∈ L(H)s y B2 ∈ L(K)s. Si Q ∈ P(B1, N(B2C)), entonces
(I −Q)C† = (I −Q)C˜†,
siendo C˜ = PR(C)⊖N2C ∈ L(H,K).
Demostracio´n. Si C˜ = PR(C)⊖N2C entonces, por el Lema 5.2.2, C˜
† = PN(PR(C)⊖N2C)
⊥C† =
PN(B2C)⊥C
† ya que
N(PR(C)⊖N2C) = C
−1(N2) = N(B2C).
Adema´s, si Q ∈ P(B1, N(B2C)) entonces (I − Q)PN(B2C) = 0. Por lo tanto, (I − Q)C˜† =
(I −Q)PN(B2C)⊥C† = (I −Q)C†.
Proposicio´n 5.2.4. Sean C ∈ CR(H,K), B1 ∈ L(H)s y B2 ∈ L(K)s tales que (B2, R(C))
y (B1, N(B2C)) son compatibles, R(C) es B2-no negativo y N(B2C) es B1-no negativo. Dado
y ∈ K \R(B2C)⊥, el conjunto de B1B2-LSS de la ecuacio´n Cx = y esta´ dado por
{Ty : T ∈ GI(PR(C)⊖N2C, B1, B2)}.
Demostracio´n. Por la Proposicio´n 5.1.17 sabemos que, dado y ∈ K \ R(B2C)⊥, el conjunto de
B1B2-LSS de Cx = y es
{(I −Q)C†Py : Q ∈ P(B1, N(B2C)), P ∈ P(B2, R(C))}.
Cuadrados mı´nimos indefinidos 121
Dada P ∈ P(B2, R(C)), sea E = PN2//R(C)⊖N2∔N(P ). Si C˜ = PR(C)⊖N2C entonces R(C˜) =
R(C)⊖N2 y, de acuerdo a la Proposicio´n 2.1.16, P = PB2,R(C˜)+E. Por otra parte,, dada cualquier
Q ∈ P(B1, N(B2C)), puede comprobarse que (I−Q)C†E = 0 ya que R(C†E) ⊆ N(B2C). Luego,
el conjunto de B1B2-LSS de Cx = y puede describirse como
{(I −Q)C†PB2,R(C˜)y : Q ∈ P(B1, N(B2C))}.
Aplycando el Lema 5.2.3, y gracias a que P(B2, R(C˜)) = {PB2,R(C˜)}, es fa´cil ver que este
conjunto coincide con {Ty : T ∈ GI(C˜, B1, B2)}.
5.3. Una solucio´n minimax para la ecuacio´n Cx = y
En la Seccio´n 5.1 establecimos la relacio´n existente entre las B-LSS de Cx = y y las solu-
ciones de la ecuacio´n normal C∗B(Cx− y) = 0. Ma´s precisamente, suponiendo que R(C) es un
subespacio B-no negativo de K, probamos que u ∈ H es una B-LSS de Cx = y si y so´lo si e´ste
es una solucio´n de la ecuacio´n normal C∗B(Cx − y) = 0. Tambie´n mostramos que la ecuacio´n
normal C∗B(Cx − y) = 0 admite solucio´n para todo y ∈ K si y so´lo si el par (B, R(C)) es
compatible, y que las soluciones de la ecuacio´n normal esta´n relacionadas con los elementos de
P(B, R(C)).
El propo´sito de esta seccio´n es estudiar las soluciones de la ecuacio´n normal en el caso en
que R(C) no es un subespacio B-definido. Recordemos que, por el Lema 5.1.1, en este caso
no existen B-LSS de la ecuacio´n Cx = y. Sin embargo, las soluciones de la ecuacio´n normal
C∗B(Cx− y) = 0 pueden relacionarse con las soluciones de un problema minimax:
Dados C ∈ CR(H,K), B ∈ L(K)s y un vector y ∈ K \R(C), supongamos que (B, R(C)) es
compatible y u ∈ H es una solucio´n de C∗B(Cx−y) = 0. Luego, por la Proposicio´n 5.1.6, existe
Q ∈ P(B, R(C)) tal que Cu = Qy y, por la Proposicio´n 3.2.14,
h y − Cu, y − Cu iB = h (I −Q)y, (I −Q)y iB = mı´n
s∈S+
ma´x
t∈S−
h y − (s + t), y − (s + t) iB , (5.3.1)
donde R(C)⊖N = R(C)⊖N(B) = S+ ⊕ S− es la descomposicio´n dada en el Teorema 2.3.2.
Observemos que esta representacio´n depende de la existencia de una descomposicio´n B-
ortogonal de R(C). En consecuencia, introduciremos un nuevo concepto relacionado con la
me´trica indefinida h , iB definida sobre K.
Definicio´n 5.3.1. Dado B ∈ L(K)s, diremos que un subespacio cerrado S de K es B-descompo-
nible si puede ser representado como la suma directa B-ortogonal de un subespacio B-neutro
S0, un subespacio B-positivo S+ y un subespacio B-negativo S−, i.e.
S = S0 ∔ S+ ∔ S−.
Cabe destacar que e´sta es un caso particular de la definicio´n dada en la seccio´n 1.2.1, por lo
tanto, recomendamos al lector referirse a dicha seccio´n para una exposicio´n completa sobre este
tema. En principio, notemos que no todo subespacio cerrado S de H es B-descomponible (ver
el Ejemplo 1.2.11) y recordemos adema´s que, si S es B-descomponible, entonces S0 = N .
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Definicio´n. Sean C ∈ CR(H,K) y B ∈ L(K)s tales que R(C) es B-descomponible. Dado y ∈ K,
un vector u ∈ H es una solucio´n B-minimax (B-MMS) de la ecuacio´n Cx = y si
h y − Cu, y − Cu iB = mı´n
s∈S+
ma´x
t∈S−
h y − (s + t), y − (s + t) iB =
= ma´x
t∈S−
mı´n
s∈S+
h y − (s + t), y − (s + t) iB , (5.3.2)
siendo R(C) = N ∔ S+ ∔ S− una descomposicio´n como la de la Definicio´n 5.3.1.
Observacio´n 5.3.2. Dada una descomposicio´n R(C) = N ∔ S+ ∔ S− como la mencionada
anteriormente, notemos que
ma´x
t∈S−
mı´n
s∈S+
h y − (s + t), y − (s + t) iB = ma´x
t∈S−
mı´n
x∈S++N
h y − (x + t), y − (x + t) iB . (5.3.3)
De hecho, para un vector t ∈ S− fijo,
mı´n
x∈S++N
h y − (x + t), y − (x + t) iB ≤ mı´n
s∈S+
h y − (s + t), y − (s + t) iB
porque S+ ⊆ S+ +N . Por otra parte, si w ∈ S+ +N satisface
h y − (w + t), y − (w + t) iB = mı´n
x∈S++N
h y − (x + t), y − (x + t) iB ,
por el Lema 5.1.1 tenemos que y−(w+t) es B-ortogonal a S++N , es decir, h y − (w + t), x iB =
0 para todo x ∈ S+ + N . Supongamos que w = s0 + n0, con s0 ∈ S+ y n0 ∈ N . Luego,
h (y − t)− w, n0 iB = 0 y hn0, n0 iB = 0 porque n0 ∈ N . Por lo tanto,
h y − (w + t), y − (w + t) iB = h (y − t)− s0, (y − t)− s0 iB ≥ mı´n
s∈S+
h y − (t + s), y − (t + s) iB .
Finalmente, si calculamos el ma´ximo sobre los vectores t ∈ S−, probamos la Ec. (5.3.3).
Recordemos adema´s que la descomposicio´n R(C) = N ∔S+∔S− de la Definicio´n 5.3.1 no es
necesariamente u´nica. Sin embargo, el pro´ximo resultado muestra que la definicio´n de B-MMS es
independiente de la descomposicio´n seleccionada. Mas au´n, la pro´xima proposicio´n caracteriza
a las B-MMS de la ecuacio´n Cx = y. En lo que resta de esta seccio´n, M denotara´ al conjunto
de vectores B-neutros de K.
Proposicio´n 5.3.3. Sean C ∈ CR(H,K) y B ∈ L(K)s tales que R(C) es B-descomponible.
Dado y ∈ K, u ∈ H es una B-MMS de Cx = y si y so´lo si u ∈ u0 + C−1(M), siendo u0 ∈ H
una solucio´n de la ecuacio´n normal C∗B(Cx− y) = 0.
Demostracio´n. Supongamos que u ∈ H es una B-MMS de Cx = y. Luego, por la Observacio´n
5.3.2,
h y − Cu, y − Cu iB = ma´x
t∈S−
mı´n
s∈S+
h y − (s + t), y − (s + t) iB ,
donde R(C) = N ∔ S+ ∔ S− es una descomposicio´n como la de la Definicio´n 5.3.1. Fijado un
vector t ∈ S−, por el Lema 5.1.1, tenemos que el mı´n
s∈S+
h (y − t)− s, (y − t)− s iB se alcanza en
s0(t) ∈ S+ si y so´lo si h y − t− s0(t), x iB = 0 para todo x ∈ S+. Entonces, h y − s0(t), x iB =
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h y − t− s0(t), x iB = 0 para todo x ∈ S+ porque S− es B-ortogonal a S+. Por lo tanto, s0(t) = s0
es el u´nico vector en S+ que satisface
h (y − t)− s0, (y − t)− s0 iB = mı´n
s∈S+
h (y − t)− s, (y − t)− s iB .
En conclusio´n, h y − Cu, y − Cu iB = ma´x
t∈S−
h (y − s0)− t, (y − s0)− t iB.
Analogamente, por la Observacio´n 5.1.12, este ma´ximo se alcanza en t0 ∈ S− si y so´lo si
h y − s0 − t0, t iB = 0 para todo t ∈ S−. Adema´s, por la Observacio´n 5.3.2, h y − s0 − t0, x iB = 0
para todo x ∈ S− +N .
Sea u0 ∈ H tal que Cu0 = s0+t0. Como R(C) = N∔S+∔S−, es fa´cil ver que h y − Cu0, z iB =
0 para todo z ∈ R(C). Luego, u0 es una solucio´n de la ecuacio´n normal C∗B(Cx− y) = 0 y
h y − Cu, y − Cu iB = h y − Cu0, y − Cu0 iB .
Como h y − Cu0, z iB = 0 para todo z ∈ R(C), tenemos que
h y − Cu0, y − Cu0 iB = h y − Cu, y − Cu iB =
= h (y − Cu0) + (Cu0 − Cu), (y − Cu0) + (Cu0 − Cu) iB =
= h y − Cu0, y − Cu0 iB + hCu0 − Cu, Cu0 − Cu iB , ,
o equivalentemente, hCu0 − Cu, Cu0 − Cu iB = 0. Por lo tanto, u ∈ u0 + C−1(M).
Rec´ıprocamente, consideremos una solucio´n u0 ∈ H de la ecuacio´n normal C∗B(Cx− y) = 0
y sea u ∈ u0 + C−1(M). Notemos que hCu− y, Cu− y iB = hCu0 − y, Cu0 − y iB.
Supongamos que R(C) = N ∔S+∔S− es una descomposicio´n como la de la Definicio´n 5.3.1,
y sean x0 ∈ S+ + N y t0 ∈ S− tales que Cu0 = x0 + t0. Como h y − Cu0, x iB = 0 para todo
x ∈ R(C), y S++N es B-ortogonal a S−, es fa´cil ver que h y − x0 − t, x iB = h y − x− t0, t iB = 0
para todo x ∈ S+ + N y t ∈ S−. Luego, dada P la proyeccio´n ortogonal sobre S+ + N y
considerando la ecuacio´n Px = y − t0, por el Lema 5.1.1 tenemos que
h y − Cu, y − Cu iB = h y − x0 − t0, y − x0 − t0 iB = mı´n
x∈H
h y − t0 − Px, y − t0 − Px iB =
= mı´n
s∈S++N
h y − t0 − s, y − t0 − s iB = mı´n
s∈S+
h y − t0 − s, y − t0 − s iB =
= mı´n
s∈S++N
ma´x
t∈S−
h s + t− y, s + t− y iB .
Corolario 5.3.4. Sean C ∈ CR(H,K) y B ∈ L(K)s tales que R(C) es B-descomponible. Dado
y ∈ K, si (B, R(C)) es compatible entonces u es una B-MMS de Cx = y si y so´lo si Cu ∈
PB,R(C)y +M.
Demostracio´n. Supongamos que (B, R(C)) es compatible. Si u es una B-MMS de Cx = y
entonces u = u0 + z, siendo u0 una solucio´n de la ecuacio´n normal C
∗B(Cx − y) = 0 y z ∈
C−1(M). Por el Corolario 5.1.15, u0 = C†PB,R(C)y+n con n ∈ N(BC) = C−1(N ). Por lo tanto,
Cu = Cu0 + Cz = PB,R(C)y + C(n + z) ∈ PB,R(C)y +M.
Rec´ıprocamente, si Cu = PB,R(C)y+z con z ∈M, luego u = C†PB,R(C)y+(C†z+PN(C)u) ∈
uy+C
−1(M), donde uy es la solucio´n minimal de la ecuacio´n normal C∗B(Cx−y) = 0. Entonces,
por la Proposicio´n 5.3.3, u es una B-MMS de la ecuacio´n Cx = y.
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