Abstract: Relation classification (RC) is an important task in information extraction from unstructured text. Recently, several neural methods based on various network architectures have been adopted for the task of RC. Among them, convolution neural network (CNN)-based models stand out due to their simple structure, low model complexity and "good" performance. Nevertheless, there are still at least two limitations associated with existing CNN-based RC models. First, when handling samples with long distances between entities, they fail to extract effective features, even obtaining disturbing ones from the clauses, which results in decreased accuracy. Second, existing RC models tend to produce inconsistent results when fed with forward and backward instances of an identical sample. Therefore, we present a novel CNN-based sentence encoder with selective attention by leveraging the shortest dependency paths, and devise a classification framework using symmetrical directional-forward and backward-instances via information fusion. Comprehensive experiments verify the superior performance of the proposed RC model over mainstream competitors without additional artificial features.
Introduction
The task of relation classification (RC) is to determine the type of semantic relation between two entities from unstructured text, which is considered to be of significance in various natural language processing (NLP) applications. That is, RC is incorporated as an intermediate step in many complex NLP applications, e.g., information extraction, automatic knowledge base construction, etc.
For example, given a sample sentence "Financial stress is one of the main causes of divorce.", there are two mentions of target entities marked by e 1 ="stress" and e 2 ="divorce". The goal of RC is to recognize the semantic relation of cause-effect automatically between the entities e 1 and e 2 from that sentence.
In practice, the expressions of a particular relation, i.e., mentions of relation, can be in various forms, in terms of words, syntax, as well as context. As a consequence, such a phenomenon poses a serious technical challenge to performing accurate RC. With the recent advance in neural networks, various models were proposed to learn syntactic features from raw sentences or parse trees [1, 2] . Convolution neural network (CNN) models leverage multi-layer convolution kernels to extract high-level features, which can achieve well-matched performance with other RC models, by utilizing a standard pattern with tri-part components: a convolution layer, a pooling layer and a softmax layer. Albeit that they provide "good" performance, we observe that they are associated with at least two limitations.
In the aforementioned example, the two target entities are quite close to each other, and the desired target relation is easy to identify; in the wild, however, there are much more cases where longer distances exist between entities, and in this case, CNN may fail to extract effective features, or even elicits erroneous features from those irrelevant parts-subsequences and clauses-of the sentence. Let us take the following sentence as an example: "We poured the milk, which is made in China, into the mixture"; "made in" closely relates to the relation product-producer, while "pour" and "into" relate to relation entity-destination. CNN may classify it as product-producer by the high level feature of "made", but the desired relation is entity-destination. Furthermore, it is observed that existing methods produce inconsistent results when fed with forward and backward instances (to be formally defined in Section 3.2) of the same sentence. For the sample sentence in the beginning, the classifier may get cause-effect if treating "stress" as e 1 and "divorce" as e 2 (forward instance), but get component-whole if taking "divorce" as e 1 and "stress" as e 2 (backward instance). Attributing to this overlooked fact, the data modeling of existing methods could be potentially refined for better performance.
This article addresses the aforementioned challenges, and the main contributions are at least three-fold:
*
For the first limitation, we propose a CNN-based sentence encoder integrated with a selective attention layer, which leverages the shortest dependency path to help find keywords closely related to desired relations. * For the second limitation, we reconstruct the multi-classification framework via information fusion for accurate RC, such that symmetrical directional instances are consolidated for data argumentation. *
The proposed techniques constitute a novel method, and comprehensive experimental study indicates that the proposed model achieves state-of-the-art results on F1 score over the SemEval-2010 Task 8 dataset.
Organization: In Section 2, we survey related work from existing literature. We present the new model in Section 3, followed by experiments in Section 4. We conclude the article in Section 5.
Related Work
Thus far, conventional approaches to RC can be put into two categories, i.e., feature-based methods and kernel-based methods. Feature-based models rely on various kinds of human-engineered or hand-crafted features, while kernel-based models leverage various kernels. Feature-based methods leverage various hand-designed features, firstly to represent the latent syntactic and semantic cues in each sentence; and then, one or more relation classifiers, e.g., Support Vector Machine (SVM), and the combined hand-designed features are utilized to judge the relation type of each sentence [1, 3, 4] ; thus, they cost a large amount of time to construct features and are hard to apply on large-scale RC tasks. Tree kernel-based methods project the features into a high-dimensional space, and the inner products are leveraged to calculate the similarity between different structural features. Zelenko et al. transferred each sentence into a kernel tree which, consisted of various weighted common subtrees and could be utilized to capture the commonality of each shallow parse tree [5, 6] . Culotta and Sorensen leveraged the dependency tree to design the kernel features, and each node in the dependency tree included many other syntactic features, e.g., POS (part-of-speech) tag, word chunk tag, and so forth [7] . Zhou et al. leveraged content-based and semantic features to construct a convolution kernel tree, which can extract model semantic features in each sentence [8, 9] .
Nonetheless, the aforementioned methods suffer from the serious issue of error propagation and, hence, exhibit poor capability of generalization on unseen text. Recently, neural network-based methods [10, 11] have been designed to address the problem, mainly including CNN [2, [12] [13] [14] [15] [16] and recurrent neural network (RNN)-based [17] [18] [19] [20] [21] [22] methods. These methods [12, 23, 24] leverage the embedding to represent each token in the sentence, which capture the latent semantic features more effectively and overcome the semantic representation problem in feature-based and kernel-based methods. In particular, Zeng et al. fed various latent lexical and semantic features over the whole sentence to a CNN to extract the relation features [2] . Besides, the position information of each token was utilized to extract the latent features in each sentence, which can also improve the performance of RC effectively. Santos et al. tackled the problem by using a CNN that performed RC by ranking [13] . Socher et al. proposed a recursive neural network model to capture the relation features, which leveraged the constituent parse tree and correlation between two entities to construct the input embeddings [25] .
Besides embeddings of raw words as used in the methods above, research from [17, 26] exploited the shortest dependency path (SDP) as the input of neural networks. Distinctively, we introduce SDP to generate a selective attention matrix, which has not been explored by existing methods. In addition, we are aware of a few improved models, including ATT-BiLSTM [19] and Bi-LSTM-RNN [22] . Notably, Nguyen and Grishman proposed to combine a recurrent neural network and CNN and utilized an explicit voting-based method to achieve RC [18] . Concerning RC, however, RNN and LSTM are not as effective as they are on other NLP tasks.Among others, we are aware of a few attention-augmented methods [16, 19, 27] for neural RC. These attention mechanisms are sophisticated, and the performance gain may not always match the payout.
Proposed Method
Given a sentence x = [x 1 , x 2 , . . . , x n ], there are 2 annotated target entities, denoted by e 1 and e 2 (without loss of generality, it is assumed that every entity corresponds to exactly one word in the sentence, namely the entity word, and a target entity may be instantiated by more than one word, in which case, the position of the first word is used for distance evaluation), where x i is a word of the sentence x, i ∈ [1, n], and the task of RC is to determine the type of semantic relation, denoted by r i , between the two annotated entities e 1 and e 2 from a set of candidate relations, denoted by R = {r 1 , r 2 , . . . , r m }, m = |R|.
We introduce the proposed model with a bottom-up design consideration. We first introduce the core components of the sentence encoder and then present the classification framework using symmetrical directional instances via information fusion.
Sentence Encoder
Given a sentence, a CNN with selective attention, coined SA-CNN, designed as the sentence encoder to construct a low-dimensional vector of real values to represent the sentence. Firstly, every word in the sentence is transformed into a dense feature vector of real values, and the convolution layer is used to extract high-level features of the sentence. Then, we incorporate a selective attention layer to improve the focus of the sentence encoder on crucial words with respect to the desired semantic relation. Lastly, the max-pooling layer and non-linear layer are used to construct a distributed representation of the sentence. We sketch the aforementioned model of SA-CNN in Figure 1 .
Input representation and convolution layer: Firstly, at the layer of representation of input sentences, we mainly transform the words of sentences, through embedding techniques, to low dimensional vectors. The original inputs of SA-CNN are raw words of the sentence x. Since CNN only handles input sentences of a fixed length, before sending the sentences into CNN, we employ the conventional padding scheme, which converts the original sentences to make up sequences of an identical length. The target length is set to, among all the sentences in the corpus, that of the longest sentence, denoted by n, and "NAN" is used by default for this purpose.
Besides classic word embeddings, in order to keep a record of the positions of the annotated entities, we append a position embedding to each word. Moreover, to enhance the comprehension and incorporation of sentence-dependent structures, we also supplement a dependency direction embedding and a dependency tag embedding for the aforementioned purpose. We briefly describe each of them below.
Word embeddings: Word embeddings leverage vectors to represent corresponding words and are designed to capture the syntactic and grammatical features of each word, simultaneously. Given a sentences of n words x = [x 1 , x 2 , ..., x n ], x i represents the i-th word in the sequence, i ∈ [1, n], and n is the padding length. Before sending them to the network, we look up, for each word x i , its distributed representation e i , i.e., word embedding vector, from a word embedding table W, in which the dimensionality of word embeddings is m e . In the experiment, we used a pre-trained W. Position embeddings: In RC, the words that appear around the target entities tend to be helpful to determine the semantic relation between the entities. In addition, position embedding is necessary, as CNN loses the positional information of annotated entities in the sentence if position information is not provided. As a consequence, we choose to replenish position embeddings to the basic word embeddings, which are specified in terms of entity pairs.
Definition 1 (Word distance).
Given a sentence x = [x 1 , . . . , x i , . . . , x j , . . . , x n ], 1 ≤ i < j ≤ n, n = |x|, the distance from word x i (resp. x j ) to word x j (resp. x i ) equals i − j (resp. j − i).
For each word x i , the distance of x i from itself to the annotated entity word x i 1 (resp. x i 2 ) in the sentence is i − i 1 (resp. i − i 2 ), respectively, which is then transformed to a vector of real values d i 1 (resp. d i 2 ). These vectors are the position embeddings taken from a position embedding table D, which is initialized randomly. Note that the distances range from 1 − n-n − 1, and hence, the position embedding table is of size (2n − 1) · m p , where m p is the dimensionality of position embeddings.
Dependency embeddings. Dependency structures of sentences play an important role in RC, which provide syntax relationships among the words. Nevertheless, CNN processes high-level features among words inside a sliding window. In this connection, we further design dependency embeddings to assist CNN in understanding the dependency relationship in a small range within the CNN window. In other words, for every word in the sentences, we further append 2 dependency embeddings, which are constituted of a direction embedding and a tag embedding.
In particular, we employ the dependency-based parse tree for deriving dependency embeddings. The dependency-based parse tree is a tree composed of interdependence between words. We use an example to illustrate it (Figure 2 ). In the sample dependency-based parse tree, there are dependencies among the words in the sentence, indicated by arcs (from lower-level to upper-level) each bearing a dependency tag.
Specifically, for every word x i , to obtain the direction embedding, we compute the distance from x i to the word in the upper-level of the dependency-based parse tree; for tag embedding, the arc tag from x i to the word in the upper-level is utilized. Take the sentence in Figure 2 for instance. The distance from "broke" to "thief", which is in the upper-level, is 8, and the corresponding tag is "nsubj". Then, for each word x i , its distances to the word in the upper-level and the corresponding tag are, respectively, converted into vectors of real values p i and f i . Akin to the aforementioned mapping procedure, we use a dependency direction embedding table P and a dependency tag embedding table F for the purpose of fast mapping, which are randomly initialized. The dimensionalities of direction and tag embedding are m d and m f , respectively. As depicted in Figure 1 , the word embeddings e i , the position embeddings d i 1 and d i 2 and the dependency embeddings p i and f i are concatenated together into one vector of real values. That is,
which is hence used to represent x i . By doing this, the original input sentence x is now transformed into a real-valued matrix
Convolution: In RC, input sentences can be of variable lengths, and critical information for determining semantic relations may appear in any part of the sentence. This inspires us to utilize all local features while performing relation prediction in a global manner. In this connection, we employ a convolution layer to mix and digest all the local features.
Firstly, the convolution layer utilizes a w-length sliding window to extract the local latent features in each sentence. In the example shown in Figure 1 , we assume that the size of the sliding window w is 3. In order to convolute the word with same probability, we add the padding tokens in the start and end positions of each sentence. This means that we regard all the input vectors x i as out-of-range, i.e., i < 1 or i > n, as zero vectors. Specifically, the convolution filter is seen as a weight matrix
The core of this convolution layer is derived from the application of the convolution operator on the two matrices X and f , which produces a score sequence, denoted by s = [s 1 , s 2 , ..., s n ], where:
where b is a bias and g is a non-linear activation function. Similar to the classic CNN model, this convolution process may be replicated multiple times using different filters with different window sizes. Selective attention and max-pooling layer: During convolution, CNN does not discriminate the words, whereas treating each word to have equal contribution to the desired semantic relation; intuitively, however, in a sentence, every word has different significance to defining the relationship between target entities. We evaluate such significance by the shortest dependency path (SDP).
Definition 2 (Shortest dependency path).
Given a sentence and its dependency-based parse tree, the shortest dependency path between target entities is the shortest undirected path between the entity words in the dependency-based parse tree.
Take the following sentence for instance, "A thief, who intends to go to the city, broke the ignition with screwdriver.", the dependency-based parse tree of which is in Figure 2 . The SDP between "thief" and "screwdriver" is "thief-nsubj-broke-nmod-screwdriver". The semantic relation between "thief" and "screwdriver" is instrument-agency, and the keyword "broke" is closely related to the relation, while the word "go" relates to entity-destination. Without considering SDP, it is likely to classify it as entity-destination, which is wrong.
Specifically, keywords are defined as those on the SDP between entity words, which are deemed to be closely related to the semantic relation of the sentence, and are able to improve the focus of the sentence encoder through the selective attention layer. Thus, we add a selective attention layer after the convolution layer (while other sophisticated attention mechanisms are available, e.g., [16, 19, 27] , and can be incorporated, we show that such a simple proposal works extraordinarily well), such that the crucial words are more weighted to elevate the attention of the sentence encoder. Since the semantic relation of a sentence is usually determined by a sequence of words, rather than the keyword only, we also weight the words around the keywords.
Intuitively, the closer a word is to the keywords, the greater the weight it receives. To this end, we set two coefficients: weight coefficient α (α > 1) and distance damping factor β (0 < β < 1). Hence, for each word x i , the weight q i is determined by distance d i , which is the minimum of the shortest distances from x i to the keywords. Thus, q i = α · β d i , and the selective attention weight matrix is M A = diag([q 1 , q 2 , . . . , q n ]), where diag is a diagonal matrix. Hence, the score matrix s A = M A · s.
In the pooling layer, we use a max function to obtain the most important features. For each filter block, the feature with maximum value is selected as output, i.e., p f = max{s A }, f ∈ [1, t], where t is the number of convolution filters. Afterwards, we concatenate all the scores from the filters to represent the sentence as z = [p 1 , p 2 , . . . , p t ].
As the last step, we apply a non-linear activation function on top of z as the feature vector of the sentence, or equally sentence embedding, with which a conventional multi-layer perceptron (MLP) with a softmax layer is able to classify the semantic relation of the sentence.
Classification Framework
With the sentence embedding, while an MLP with a softmax layer works, the accuracy is of particular interest. In a thorough investigation, we observe that for one sentence, different orders of target entities may introduce inconsistent classification results.
For instance, "Financial stress is one of the main causes of divorce.", the MLP-based classifier identifies the semantic relation between "stress" and "divorce" as cause-effect, but puts the relations between "divorce" and "stress" into entity-destination, which should be effect-cause. This implies that the basic MLP-based classification framework may not model the sentences well and, thus, gives rise to inconsistent results. Therefore, we propose to jointly consider the two situations to enhance the accuracy and develop the symmetrical directional-instance classification framework (DI), which is depicted in Figure 3 .
Particularly, we define the symmetrical directional instance for target entities.
Definition 3.
Consider a sentence x = [x 1 , . . . , x i , . . . , x j , . . . , x n ], 1 ≤ i < j ≤ n, with two target entities e 1 and e 2 corresponding to x i and x j , respectively. The forward instance of e 1 and e 2 is defined as (e 1 , e 2 ), and the backward instance is defined as (e 2 , e 1 ).
In essence, the forward instance reflects the literal order of the target entities, and the backward instance entails the opposite. The backward instance provides additional information for identifying the desired semantic relation, and thus, the information from both directional instances needs to be fused for more accurate classification. This recalls two classic strategies of information fusion for decision-making: (1) feature-in-decision-out (FEI-DEO), i.e., the inputs are features, whereas the outputs are decisions; and (2) decision-in-decision-out (DEI-DEO), i.e., decisions are fused to obtain enhanced or new decisions. As depicted in Figure 3 , for the FEI-DEO scenario, the embeddings of both directional instances are fused first into one feature vector and passed over for classification; for the DEI-DEO scenario, the embeddings of symmetrical directional instances are sent to the softmax layer separately, generating two classification vectors, which are fused for the final result. For both scenarios, we use a softmax layer as the classifier, and two types of fusion techniques are tested: weighted average and artificial neural network (ANN). Therefore, four kinds of methods in total are evaluated in Section 4. For DEI-DEO with a weighted average, we redefine the goal function, as the forward relation may have a conflict with the backward one. As a consequence, we incorporate as a weighting vector the parameter ω to combine the likelihood of the forward and the backward symmetrical instances. The loss function is:
where n is the number of sentences and θ and θ are the two sets of parameters, respectively, in the model using forward and backward instances. The superscripts + and − denote the positive and negative samples, respectively. ω = 1 1+e −σ r i is a trade-off weight between the probability of z [c 1 , c 2 , ..., c r ] , where c i is the probability that there is relation r i between e 1 and e 2 . The final classification is:
Then, we use the function argmax to get the right relation r i . For the other three kinds of methods tested, they all produced one relation likelihood distribution. The loss function is:
We optimize the objective functions via Adadelta, which reduces the step size as the number of iterations increases [28] , and the training sample order is inconsistent in different iterations. The optimized parameters are ξ = 10 −1 , ρ = 0.95 for σ and ξ = 10 −6 , ρ = 0.95 for θ and θ .
Experiment
The experimental study is to verify that: (1) the SA-CNN sentence encoder can learn good feature representation from a long sentence; and (2) the DI classification framework effectively improves performance using symmetrical directional instances.
We conducted experiments on the benchmark dataset of SemEval-2010 Task 8, which contains 10,717 instances: 8000 for training and 2717 for testing. It consists of sentences manually labeled with 19 relations (9 directed relations with its inverse and 1 artificial class "Other"). The official scoring script and report the macro F1 score are leveraged to evaluate the performance of our model.
Baselines
We compare SA-CNN with 8 state-of-the-art RC models. The details are as follows:
leverages hand-designed features to describe sentence features and then uses the SVM classifier to judge the relation type between different entities. * FCM [24] utilizes word embedding, dependency parse, NERtools and multi-layer perceptron (MLP) to extract latent features, and then, a softmax layer is leveraged to predict the output relation label. * CNN [2] is a simple and effective model that comprises a standard convolution layer with filters of four window sizes, followed by a softmax layer for classification. * CR-CNN [13] is an improved model that designs a ranking-based classifier with a novel pairwise loss function to reduce the impact of "Other" classes. * depLCNN+ NS [14] proposes a straightforward negative sampling to reduce irrelevant information introduced when subjects and objects are at a long distance. * Bi-LSTM-RNN [22] utilizes a bi-directional long-short-term-memory recurrent-neural network (Bi-LSTM-RNN) model based on low-cost sequence features to extract latent features where the features are divided into five parts: two entities and their three contexts. * RNN [21] leverages a hierarchical recurrent neural network with attention mechanism to extract the latent features between entities, and a softmax function is used to predict the relation type. * ATT-Bi-LSTM [19] leverages attention-based Bi-LSTM to capture semantic information and judge the importance of each position in a sentence.
Analysis of the Proposed Method
We designed two experiments to evaluate the proposed techniques. Effectiveness of the sentence encoder. In this experiment, symmetrical directional instances were not utilized. On the basis of the baseline system, we added the dependency embeddings, after which it increased the F1 score from 82.1-82.6; next, we further incorporated the selective attention layer, and finally, the performance was improved to 84.1.
This experiment shows that by injecting dependency embeddings, the model is able to extract high-level features based on dependency information, which improves the F1 score. Furthermore, we found that although the dependency embeddings have encoded all the dependency information, the improvement was not remarkable. Only when the distance from a word to its parent in dependency-based parse tree was small enough, i.e., within the sliding window, could CNN extract the dependency structure inside the phrase/sentences.
Furthermore, by adding a selective attention layer, the model exerted selective attention over keywords, which improved the performance significantly. The baseline system may extract the feature of words that are not closely related to target entities, but semantically related to the desired relation.
For instance, it classified a sentence containing "cause" in a clause to cause-effect because of "cause", which resulted in inaccuracy. Superior to the baseline, SA-CNN took the semantically important words into account and, hence, reduced the chance of erroneous classification.
To prove that SA-CNN was more capable of handling sentences with far-apart target entities, we compared classification accuracy against the distance between target entities, with results plotted in Figure 4 . Note that there were few sentences longer than 15 words, and thus, we took the maximum length as 15. From the figure, we have the following findings: (1) When the distance is beyond 5, as it increases, the performance of both systems drops in a notable manner. This implies that distance between target entities significantly influences accuracy. (2) In comparison with the baseline, the proposed system effectively improves the performance, especially on long sentences with distance between 6 and 12. The margin is as large as 8.7 when the distance is 10. (3) This brings to attention that the F1 score surges to 83.2 when the distance is 14. We argue that this is not representative, since there are only 9 sentences of this category. When the distance goes beyond 14, the improvement is not obvious, as dependency analysis of very long sentences is fairly difficult, leading to futile selective attention.
Effectiveness of symmetrical directional instances: In this experiment, the basic CNN sentence encoder was used. First, we tested the FEI-DEO framework and observed that both weighted average and ANN methods obtained F1 scores a little lower than that of the baseline. As the embeddings of forward and backward instances were similar, fusion increased the model complexity, resulting in poor performance on this small dataset. Then, we tested the DEI-DEO framework, and the weighted average method obtained an F1 score of 83.5, while the ANN method obtained 82.4. The enhancement indicates that: (1) the fusion of symmetrical directional instances reduces the appearance of erroneous classification; and (2) the root cause can be attributed to the ensemble of two classifiers, trained from different aspects of the same samples, in which case, the overall size of training data is "doubled" to 16,000.
We also conducted the experiment of feeding all 16,000 instances to only one classifier, and the result was roughly the same as throwing dice. On the one hand, such a result backs up the second argument above; on the other hand, this is ascribable to the resemblance of embeddings of symmetrical directional instances, but the disparity of semantic relations behind, which confuses the classifier.
Evaluation against State-of-the-Art Competitors
This experiment compares the proposed method, denoted by SA-CNN + DI, with state-of-the-art methods, and the results are summarized in Table 1 . Among the 3 classes-conventional, CNN-based and RNN-based methods-CNN-based methods take the most ascendant position. The comparison with conventional methods demonstrates that human-designed features cannot concisely express the semantic meaning of the sentences. By integrating together all the proposed techniques, SA-CNN + DI demonstrated the best result of F1 score, 85.8, almost 4% superior to the SVM-based method. We also remark that the basic CNN-based method achieved a fairly good initial result with a very simple model structure, and we chose CNN as the basis and further enhanced it by adding some delicate components, while still keeping the model simple. Table 1 . Experiment results of the comparison. SA, selective attention.
Methods

Additional Features F1
POS, prefixes, morphological, WordNet, SVM [1] Levin classed, ProBank, FramNet, NomLex-Plus, 82.2 Google n-gram, paraphrases, TextRunner FCM [24] word, dependency parsing, NER 83.0 CNN [2] words around entities, WordNet 82.7 CR-CNN [13] words, word position 84.1 depLCNN+ NS [14] WordNet, words around entities 85.6 RNN [21] words, position indicators 79.6 Bi-LSTM-RNN [22] word, char, POS, WordNet, dependency, POS 83.1 ATT-Bi-LSTM [19] WordNet, grammar 83.7 SA-CNN + DI words, dependency 85.8
Conclusions
In this paper, we have unveiled two issues of neural relation classification when dealing with far apart entities, as well as forward and backward instances in a single sentence, which was overlooked by existing literature. We proposed a novel method to address the challenges. The method utilizes a CNN with selective attention as the sentence encoder, in which the shortest dependency paths are exploited for identifying keywords. The sentence vectors are input into a classification framework inspired by information fusion over symmetrical directional instances. Experiment results demonstrated the merits of the proposed method: a simple model, yet have superior performance.
In future work, we want to fuse more internal and external features to improve the performance, e.g., the entity description information, the semantic correlation between different entities, and so forth. Besides, we plan to explore the potential application of the proposed model and techniques in other related tasks, such as knowledge graph construction and joint entity and relation extraction.
