Trajectory tracking is an essential capability of robotics operation in industrial automation. In this article, an artificial neural controller is proposed to tackle trajectory-tracking problem of an autonomous ground vehicle (AGV). The controller is implemented based on fractional order proportional integral derivative (FOPID) control that was already designed in an earlier work. A non-holonomic model type of AGV is analysed and presented. The model includes the kinematic, dynamic characteristics and the actuation system of the VGA. The artificial neural controller consists of two artificial neural networks (ANNs) that are designed to control the inputs of the AGV. In order to train the two artificial neural networks, Levenberg-Marquardt (LM) algorithm was used to obtain the parameters of the ANNs. The validation of the proposed controller has been verified through a given reference trajectory. The obtained results show a considerable improvement in term of minimising trajectory tracking error over the FOPID controller.
Introduction
In the past two decades, it has been noticed an increased attention in the area of motion control of autonomous ground vehicles (AGVs). The trajectory tracking problem is a typical motion control problem and it is one of the major challenges in robotics. In many applications, AGVs operate autonomously over predefined trajectories to track a given trajectory in an environment. In other words, the AGVs will be enforced using a control methodology to follow a given trajectory. In the most recent research, many algorithms and control techniques have been proposed to cope with the trajectory tracking problem. Therefore, to solve this problem, it is necessary to have a methodology that allows guiding the AGVs to track the given trajectory from starting to the end of the trajectory. This methodology deals with motion planning that focuses on determining how to move the AGVs along the solution given by the trajectory algorithm in a way that both kinematic and dynamic characteristics of the AGVs are taken into consideration.
A bibliographic review of some important related work that embraces different approaches of AGV trajectory tracking is provided. Padhy et al. (2010) designed a traditional PID controller for trajectory tracking. The structure and implementation of the PID was simple and yet valid for tracking performance. However, the proposed controller is not sufficient for applications that require high trajectory tracking accuracy. Guo et al. (2014) reported the trajectory tracking controller of closed-loop control structure is derived using an integral back-stepping method to construct a new virtual variable. The Lyapunov theory is utilised to analyse the stability of the proposed tracking controller. Pawlowski et al. (2001) implemented a fuzzy logic for a mobile robot. The kinematic model of the mobile robot was introduced in the implementation. Antonelli et al. (2007) also proposed a fuzzy logic approach to deal with the trajectory tracking problem. In this approach, the input to fuzzy system is represented by approximate information concerning the next bend ahead the vehicle; the corresponding output is the cruise velocity that the vehicle needs to attain in order to safely drive on the path. Shojaei et al. (2009) presented an adaptive controller for the trajectory tracking of wheeled mobile robots (WMRs) based on a feedback linearisation technique. The adaptive controller was a design based on an input-output feedback linearisation technique to get asymptotically exact cancellation for the uncertainty in the given system parameters. The presented adaptive controller was designed based on the Lyapunov approach. Keighobadi et al. (2010) designed feedback linearisation and fuzzy controllers for the trajectory tracking of a WMR. The linguistic if-then rules of fuzzy controllers are constructed using knowledge and experience of expert humans about variations of input torque with respect to the WMR's position and velocity variables. Jiang and Nijmeijer (1997) proposed a tracking control methodology via time-varying state feedback based on the back-stepping technique. Local and global tracking problem were considered based on initial tracking error which is set arbitrary. Hao et al. (2014) presented a trajectory tracking control methodology base on a fuzzy approach. In this methodology, both kinematic and dynamic were derived using Lagrange's equations. Xu et al. (2014) designed fuzzy PID controller for trajectory tracking mobile robots. The controller combines between of a PID technique and fuzzy inference system. The paper shows a comparison between traditional PID and the integrated PID-fuzzy control. Liang et al. (2010) proposed an adaptive fuzzy control for trajectory tracking of mobile robot. The proposed method integrated PD controller with the fuzzy controller to make use of full Benefits of both controllers. Xie et al. (2012) integrated a fuzzy control with a slide mode technique to deal with trajectory tracking problem of mobile robots. The slide mode technique implemented based on the kinematic characteristic. On the other side, the fuzzy controller used to solve the constant speed problem. Fukao et al. (2000) integrated both kinematic controller and a torque controller for the dynamic model of a non-holonomic mobile robot. The adaptive controller for the dynamic model was designed using back-stepping method. The derivative of a torque controller was based on the kinematic controller. Solea et al. (2009) presented a slide mode control strategy for trajectory tracking of a WMR. The strategy implemented in the presence uncertainties, i.e., mass and moment of inertia. Ye (2008 Ye ( , 2013 presented two pieces of research based on neural network technique. The implemented architecture was based on the tracking control of the velocity and orientation of a non-holonomic mobile robot. The first research was based on a PID neural network technique. This technique tracked the velocity and orientation of a non-holonomic mobile robot. The second researched method was based on compound sine function neural networks to track control of a two-wheel driven mobile robot. The sine function implemented in the hidden layer was produced by combining a sine function with a unipolar sigmoid function. In that methodology, the weight values are only adjusted between the nodes in hidden layer and the output nodes, while the weight values between the input layer and the hidden layer are one, that is, constant, without the weight adjustment.
In previous work of the above researchers, there is still room to improve the accuracy of the tracking and the response time. Therefore, in this paper, the contribution can be understood as by introducing a new artificial neural network (ANN) model for obtaining the minimum tracking error and improving the trajectory-tracking response in AGVs. This ANN model is a relative simple module therefore the computational complexity will be low. The new Levenberg-Marquardt (LM) algorithm has been used to optimise the parameters of neural network. The LM algorithm has a stable and fast performance relative to the other traditional algorithms that used for optimisation neural network. The computational complexity of this optimisation algorithm is based on the Jacobian method. The introduced ANN technique shows a remarkable improvement in terms of minimising the trajectory tracking error and the time response in comparison with the state of the art. The architecture of ANN consists of two neural controllers. The first one deals with steering control to enforce the AGV tracking of the give trajectory, whereas, the second ANN deals with tracking a reference velocity to maintain a constant velocity during the movement. The parameters of these two ANN controllers are obtained using LM algorithm, i.e., weights and biases. These simulation results are compared with fractional order proportional integral derivative (FOPID) controller that implemented in an earlier work (Al-Mayyahi et al., 2015) .
The outline of this article is as follows: In Section 2, the modelling of an autonomous ground vehicle is derived and analysed. This includes kinematic, dynamic characteristics and an actuation system. The explanation of the fractional order systems are described in Section 3. In Section 4, the description of the neural network architecture is given. In addition, four training algorithms are derived and explained starting from back-propagation algorithm and ending by Levenberg-Marquardt algorithm. The implementation process of the proposed methodology is introduced in Section 5. In Section 6, the obtained results are described and comparisons are conducted to show the significance of ANN optimised by LM algorithm over the fractional order control technique. Finally, in Section 7, conclusions are provided.
Modelling of an AGV
The modelling for wheeled AGV is described in the following section. This modelling includes analysis for both of the kinematic and dynamic models. The kinematic model describes the motion of the vehicle without considering the forces that cause this motion. In contrast, the dynamic model takes into consideration of the forces that cause the motion. The schematic diagram of the AGV is depicted in Figure 1 . 
Kinematic model
Cartesian coordinates can conduct the kinematic analysis of differentially wheeled autonomous vehicle in a two-dimensional plane. It is assumed that the autonomous vehicle moves without slipping on a plane, that means there is a pure rolling contact between the wheels and the ground and also there is no lateral slip between the wheel and the plane. The vehicle has four differentially driven wheels placed on the vehicle platform. Electrical motors drive the back wheels independently in skidding steering system. The motion of the AGV is subject non-holonomic constraints. All wheels have the same radius 'r'. The back driven wheels are separated by distance '2L'. The posture of the vehicle in a two-dimensional workspace can defined instantaneously by the situation in Cartesian coordinates (x and y-axes) and the orientation with respect to a global frame. The configuration of the vehicle is represented by generalised coordinates, Pc = (Xc, Yc, θ) (Al-Mayyahi et al., 2014) .
The relationships for kinematic model of the AGV can be given as in below:
In additional, the derived model of the AGV is subject to the non-holonomic constraints. For instance, the contact between the wheels and the ground, non-slipping and finally the pure rolling (Fierro and Lewis, 1998) as in the following equations. 
These constraints show that the driven wheels do not slip. The three non-holonomic constraints can be written in the following form:
The aforementioned system can be re-written into a more proper representation form for governing the model and simulation of the entire system. In the new representation, the constraint terms from the equations above can be eliminated. The new representation form as in below gives the kinematic matrix:
where v This model is referred to a vehicle's kinematic model since it describes the velocities but not the forces or torques that have effects on the velocity.
Dynamic model
The dynamic model of an autonomous vehicle represents the study of the relationship between the various forces action on a robot mechanism and their accelerations. This is mainly used for simulation study and analysis of vehicle's design and a motion controller design for the vehicle. The description of the mechanism of the robot movement is given in terms of its component parts; bodies, joints and the parameters that characterise them. In fact, several parameters are required to define the dynamic model of a given rigid body such inertia, centre of mass and applied forces. The dynamic model of the AGV was derived based on energy-Lagrangian method. The equation below is described in a well-known formula (Fierro and Lewis, 1997) .
where M(q) the symmetric positive definite inertia matrix ( , ) Cthe centripetal and Coriolis matrix ( ) F q the surface friction matrix
T the input vector.
The equation (16) can be rewritten in a more appropriate way as follows:
The above equation represents the dynamic behaviour of the AGV. The final equation that governors the dynamic model can be written in the simplified matrix form given below:
The matrices elements are stated as follows:
The relevant physical parameters of the AGV are shown in Table 1 . 
Actuation system
Consider the driving control unit of the vehicle wheel, an actuator is an electrical motor that drives a mechanical part of a robotic mechanism. The actuator receives a control signal directly from a control system to drive wheels into a specified motion. A DC motor is used as an actuator in this work. The model of DC motor is given in the following equations:
where ω m = the angular speed of the motor i a = the motor current E = the applied voltage to the motor, which is E r for the right motor and E l for the left one The physical parameters of the actuator are given in Table 2 . 
Fractional order systems
In this section, the generic control scheme will be explained. It can be classified mainly into three parts. Firstly, the fractional order PID controller is introduced as the first part the concept of. Secondly, the fractional order PID controller. In recent years, researchers reported that factional order systems for modelling various systems more adequately than conventional techniques. The fractional order systems have main effect over the controller system behaviour. For instance, to increase the speed of the response, and decrease the steady-state error and relative stability (Monje et al., 2010) .
Fractional order calculus
Fractional calculus is a mathematical topic which studies the ability of taking real number power of both the differential and integration operators. There are several definitions to describe the fractional derivative. The firmly established definitions are Grunwald-Letnikov definition and the Riemann-Liouville definition. The most frequently used definition in fractional-order calculus is the Riemann-Liouville definition, in which the fractional order integration is defined as follows:
where β represents the real order of the differential and integral (0 < β < 1); α is the initial time instance, often assumed to be zero; and t is the parameter for which both of the differential and integral are taken. The Laplace and Fourier transforms of the fractional derivative of f(t) is given by:
For convenience, the second part on the right hand side of equation (31) can be ignored when the derivatives of the function f(t) are all equal to 0 at t = 0. Therefore, that equation can be rewritten as in below:
where F(s) is the Laplace transformer of f(t).
Fractional order PID controller
The integral-differential equation defining the control action of a fractional order PID controller is given by
Applying Laplace transform to equation above with null initial conditions, hence, the transfer function of the controller can be expressed by:
In a graphical way, the control possibilities using a fractional-order PID controller are shown in Figure 2 , extending the four control points of the classical PID to the range of control points of the quarter-plane defined by selecting the values of λ and μ. Therefore, the essential advantage of the fractional order PID controller is the less sensitive to changes might happen to parameters of a controlled plant. In fact, the two extra degrees produce more adjustment for the dynamic behaviour of the fractional order PID controller than a conventional case. Neural network architecture can be created using two or more combined neurons to form a multi-layer network. Figure 3 depicts an example of a multilayer architecture for a neural network. It is apparent that the architecture of neural network consists of three layers, i.e., input layer, hidden layer and output layer. First of all, the input layer receives variables related to a problem which has a finite number of inputs and duplicate the value to their multiple outputs. The nodes of the input layer are passive. It means that they do not modify the data. The second layer for this example is the hidden layer which processes the information between the input and output layers of the network to develop a behavioural representation of the problem. Finally, the output layer provides the desired outputs of a trained system. Individual nodes are given at the end of each layer in a neural network. These nodes emulate biological neurons by taking input data and performing simple operations on the data. The relationship between the nodes is manipulated by weights associated with nodes' outputs. This means that each node represents a summation value of all inputs that feed a particular node. Several transfer functions can be involved to manipulate the relationship between inputs and output of each node such as Sigmoid, Gaussian and so on. In addition, there are biases are associated with nodes to activate it.
Figure 3 Three layers neural network
The set of relationship for manipulating the interconnection between the layers at each stage is given below:
where W ji The weights between the input layer and the hidden layer.
W kj The weights between the hidden layer and the output layer.
b j and b k The biases of the hidden layer and the output layer, respectively.
f(net)
The transfer functions in both the hidden and output layer and can have different forms such as linear, sigmoid and hyperbolic tangent sigmoid transfer function. Transfer functions calculate a layer's output from its net input.
Different optimisations algorithms have already been developed for neural-networks training. For instance, the backpropagation (BP) algorithm that could be considered one of the most applied algorithms for training of ANNs (Wilamowski, 2009 ). The BP algorithm is still widely used at the present; however, the slow convergence makes this algorithm to be considered an inefficient algorithm. The two main causes of the slow convergence in BP algorithm are firstly; its step sizes until completing gradients process; and secondly the curvature of the error surface may not be the same in all directions. Gauss-Newton algorithm is introduced as new algorithm to greatly improve the slow convergence. This algorithm is based on second-order derivatives of an error function to assess the error in the curvature surface in contrast with BP algorithm which is based on first order derivative. The step size in the Gauss-Newton algorithm can be found for each direction which will converge very fast. In particular, if the error function has a quadratic surface. However, there is still a problem might happen if the quadratic approximation of error function is not reasonable. This in turn will lead the Gauss-Newton algorithm to be mostly divergent (Yu and Bogdan, 2011) . Therefore, the LM is introduced due to its benefits over the BP and Gauss-Newton algorithms. LM algorithm is a combination of BP algorithm and Gauss-Newton algorithm. In LM algorithm a numerical solution is provided to a problem for minimising a nonlinear function. Moreover, it is fast and has stable convergence and it is suitable for training small-and medium-sized problems. Where, it inherits the stability of the BP algorithm and the speed advantage of the Gauss-Newton algorithm. To fully understand the derivation of the LM algorithm, the following four training algorithms will be presented; beginning with: 
Back-propagation algorithm
The BP algorithm uses for finding the minimum of the error function. It utilises a gradient descent method to calculate the error in weight space to be a solution of the learning problem. Therefore, the error function can be minimised by using iterative process of gradient descent as shown in equation below. The index g is defined as the first-order derivative of total error function.
The update rule for each weight of the BP algorithm could be written as follows:
where α the learning rate or it is called the step size N the number of weights i and j the indices of weights, from 1 to N k iterations number.
Newton's algorithm
In Newton's method, it is assumed that all the gradient components, i.e., g 1 , g 2 , …, g N are functions of weights where all weights are linearly independent:
where F 1 , F 2 , …, F N represent nonlinear relationships between gradient components and weights. Thus, to unfold each g i (i = 1, 2, …, N) in equations (39) by Taylor series and take the first-order approximation we can get:
From the definition of gradient descent g in equation (37), it could be determined that
By substituting equation (41) into (40), we get;
In order to obtain the minima of error function, gradient descent should be zero of each component. Therefore, the left sides of the equation (42) 
By combining equation (37) 
From the equation above, it is obvious that there are N parameters for N equations. This means all Δw i can be calculated during the learning process, the weights will be updated iteratively. Equation (44) From Newton's method, it is assumed that the S i,j is closed to zero. Therefore, the relationship between Jacobian matrix (J) and Hessian matrix (H) can be rewritten as follow:
By combining equations (49), (52) and (56), the weights updating rule of the Gauss-Newton algorithm can be given as in below:
( )
LM algorithm
This algorithm is an approximation to Newton's method (Hagan and Menhaj, 1994) . In order to make sure that the approximated Hessian matrix is invertible, LM algorithm introduces another approximation to Hessian matrix as follows:
where μ combination coefficient and it is always positive, I the identity matrix. By combining equations (57) and (58), the update rule for weights of LM algorithm can be obtained as follows:
The LM algorithm switches between the two BP algorithms and the Gauss-Newton algorithm during the training process. Two situations will be considered in LM algorithm. Firstly, if the combination coefficient (μ) is very small, hence, equation (59) is approaching to equation (57) and Gauss-Newton algorithm is used. However, if combination coefficient (μ) is very large, equation (59) approximates to equation (38) and the BP algorithm is used.
The following steps describe the training process of LM algorithms:
Step 1 Generate the initial weights.
Step 2 update weights using equation (59).
Step 3 Evaluate the error at each updated weights.
Step 4 If the new error is increased after updating, go to
Step 2 and try an update again after increasing combination coefficient μ by a suitable factor. Otherwise, go to Step 5.
Step 5 If the new error is decreased, then, compare the new error with the required value. If the new error is smaller than the required value, then, stop learning. Otherwise, go to Step 2. Table 3 summarises the update rules for various algorithms.
Trajectory tracking control scheme of AGV
The implementation process of the entire control scheme of the ANN and the AGV model can be classified into three parts. The first one is depicted in Figure 4 that represents the relationship between a FOPID-NN controller and a plant. The second part is represented by Figure 5 which shows the training phase for a model. The optimal values of the trainable parameters of the neural controller are met using MSE cost function. The entire control scheme is depicted in Figure 6 . Two trained neural network controllers are used for driving the right and left motor voltage of the vehicle separately to enable the AGV of tracking a predefined trajectory. The first controller receives the error between the desired generated trajectory and actual trajectory in order to control the ordination angle of the AGV. Therefore, the vehicle must change its orientation as needed to track the desired trajectory. The output of this controller is directly connected to the right motor voltage. The second controller utilises the error signal between the desired and actual velocity as an input. The desired velocity is assumed to a constant during the tracking process. The output of this controller is fed to the left motor voltage of the AGV. The main purpose of the second controller is to maintain a constant velocity for controlling the motion. The input and output data obtained from the FOPID controller that implemented in an earlier work are used to train the parameters of neural controller using the LM training algorithm. The tracking orientation error and tracking velocity error are measured by using equations below respectively:
where θ d (t) = the desired orientation angle, θ a (t) = the actual orientation angle, e θ (t) = the tracking orientation error, v r (t) = the desired velocity, v a (t) = the actual velocity, and e v (t) = tracking velocity error. The parameters of neural network # 1 are discussed as follows: the number of neuron in the hidden layer is seven. The type of a transfer function used in the hidden layer is hyperbolic tangent sigmoid transfer function. It means that the number of biases in hidden layer is seven, and the number of weights between the input layer and the hidden layer is 21. Because there is only one output for each NN controller, it means the numbers of weights between the hidden layer and the output layer is seven and we have only one bias in the output layer. Linear transfer function is used in the output layer. The weights and biases of this network are given below. The performance progress of training against epoch numbers is depicted in Figure 7 . It is apparently that mean squared error equals 7.1133e-05 which is the minimum average squared error and the best training performance obtained between outputs and targets. The dashed line is the best goal which equals 1e-05 as set in the MATLAB code. In Figure 8 , the dashed line represents the perfect result (outputs = targets). The solid line represents the best fit linear regression between outputs and targets. The 'R' value is an indication of the relationship between the outputs and targets. If 'R' = 1, this indicates that there is an exact linear relationship between outputs and targets. If 'R' is close to zero, there is no linear relationship between outputs and targets. We notice that 'R' = 1 which is indicated the exact linear relationship as intended. 
Simulation results
The implementation of neural network controller is carried out using MATLAB-Simulink. A circular trajectory is generated as a reference fed into the control system and the latter is simulated to demonstrate the effectiveness and performance of the proposed architecture shown in Figure 4 aforementioned. The simulation experiments are conducted to track the desired the orientation and velocity of the AGV. The introduced neural network controller is trained online by LM algorithm. For the simulation purpose, the desired velocity and the desired orientation angle are taken as v d = 0.25 m/s and θ d (t) = [(2π*t) / -40] rad, respectively. The simulation results for the circular trajectory are conducted for the interval t ∈ [0, 40]. Figure 11 shows that the AGV tracking the desired trajectory and the corresponding actual trajectory using FOPID and NN controllers. In Figures 12(a) and 12(b), the simulation results obtained from NN controller show that the error of linear velocity and orientation angle converge faster to the corresponding desired velocity and orientation angle respectively by comparison with FOPID. Figures 13(a) and 13(b) show the motion trajectory of the AGV in the motion control in both X and Y coordinates. As can be seen from these figures, the AGV immediately heads towards the desired velocity and orientation angle that is moving on the circle. It then reaches them quickly and continues to track them. In the meantime, the tracking control is reasonably accurate owing to the quick online learning and adaptive capability of the ANNs. The simulation results demonstrate that the adaptive control of the ANN for the AGV is capable of better tracking performance in comparison to FOPID. 
Conclusions
A neural network based on a PI λ D μ controller has been introduced to control AGV motion. The LM algorithm was used to train the parameters of the neural network controller. The designed neural network controller has shown more accurate capability to track the desired circular trajectory in comparison to FOPID. Moreover, the neural network showed a fast learning capability to track the continuous circular trajectory. The results have confirmed successfully the effectiveness and validation of the introduced neural network controller in term of minimising the tracking error, thereby, in comparing the figures. It is obvious that the smoothness and faster convergence performance of error tracking for the vehicle velocity and orientation angle.
