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Abstract
A diabatization protocol that combines the recently developed model space diabatization scheme
and a mean-field treatment for spin-orbit coupling is presented. The protocol is highly efficient and
easy to use. Its robustness is demonstrated in the calculations of the diabatic spin-orbit matrix
elements of PH+3 , AsH
+
3 , and SbH
+
3 . It captures subtle geometry-dependence of the spin-orbit
couplings and provides wave function information to explain the origin of the dependence.
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I. INTRODUCTION
In quantum chemistry and molecular physics, adiabatic states (adiabats) are the eigen-
states of the electronic Hamiltonian operator. They may vary rapidly, especially when they
are close in energy, leading to the non-adiabatic couplings (NACs) and invalidating the Born-
Oppenheimer (BO) approximation.1,2 The NACs are represented by the derivative coupling
matrix element 〈ΨI | ∇ |ΨJ〉, where {Ψ} denote the adiabats and ∇ the vector derivative of
nuclear coordinates. The NACs obliterate the classical dynamics picture of nuclear motion
on a single potential energy surface (PES); in non-adiabatic dynamics, nuclear wave packet
evolves on several PESs and switch among the surfaces through internal conversion.3 Wher-
ever the adiabats become degenerate and form a conical intersection, the NACs become
singular and the adiabatic PESs become cuspidal.2 An avenue to avoid the complication of
the singularity and the cuspidal PESs is to switch to the diabatic picture.4 (Quasi-)diabatic
states (diabats, denoted by {χ}) maintain their characters along the molecule’s structural
change, so that their NAC elements 〈χI | ∇ |χJ〉 ≈ 0.5–9 A group of adiabats that feature sub-
stantial NACs within themselves can be diabatized to the same number of diabats. The ap-
proximation that ignores the NACs between a group of states and the rest is called the group
(or generalized) Born-Oppenheimer approximation (GBOA).1,9 {χ} are not eigenstates of
the electronic Hamiltonian Hˆel; the couplings between electronic states are represented by
the off-diagonal matrix elements 〈χI | Hˆel |χJ〉. In the representation of the slowly varying
{χ}, the 〈χI | Hˆel |χJ〉 elements, diagonal or not, are smooth functions of the nuclear degrees
of freedom.
Diabatization methods can be largely classified as property-based,10–15 by ansatz,7,16–19
and wave-function-based.20–30 The property-based methods construct diabats based on their
differences in properties. Diabatizations by ansatz expand the 〈χI | Hˆel |χJ〉 matrix elements
around a conical intersection. The expansion is parametrized through fitting the eigenvalues
of the matrix against the adiabatic energies. Wave-function-based methods either calculate
the 〈ΨI | ∇ |ΨJ〉 elements and then transform the states to minimize them, or transform
the adiabats to character-preserving diabats so that implicitly, 〈χI | ∇ |χJ〉 ≈ 0. Recently,
a hybrid diabatization scheme that employs both wave function information and by-ansatz
model has been proposed.31
Spin-orbit (SO) coupling (SOC) is another important mechanism that couples different
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electronic states.32–36 It can couple states of different spin multiplicities, leading to inter-
system crossings (ISCs) in dynamics and spin-forbidden transitions in spectroscopy. Con-
sidering both the one- and two-electron SO interactions, the magnitude of SOC increases
approximately as the square of nuclear charge.37–39 Spatially degenerate electronic states
with S 6= 0 (S, the total spin quantum number), such as the 2E states of molecules with
trigonal symmetry and the 3T states of molecules with tetrahedral symmetry, are subject
to the more pronounced, first order SOC.33
Certainly, both the NAC and the SOC play significant roles in vibronic spectroscopy
and excited states dynamics. One example that involves both types of coupling is the
ISC of psoralen:40 considering only SOC gives a < 105 s−1 rate constant for the transition
from the first singlet to the first triplet state; when considering vibronic SOC, the rate
constant is increased to 3× 108 s−1. As a conventional simplification, SOC is assumed to be
independent of nuclear structure.41–45 While this approximation works well for many cases, it
is not universally applicable. Domcke and coworkers pioneered in investigating the geometry-
dependence of SOC and found intricate interplay between the Jahn-Teller (JT) effect and
SOC.46–50 Especially, the JT effect can arise solely from SOC. These findings necessitate a
diabatization scheme that can describe the geometry-dependence of SOC. There have been
attempts to include SOC in diabatization: (1) diabatization by ansatz.51–53 The procedure
is similar to the non-SOC counterpart introduced above, but with SOC incorporated in the
adiabatic PESs. It works well when SOC is of large magnitude, especially larger than the
fitting error of the diabatization; (2) projection of atomic SOC. SOC in a molecule can
be viewed as a summation of individual contributions from constituent atoms. One can
express molecular diabats using wave functions of the constituent atoms, and then project
the atomic SOCs to the diabats. The recently developed Effective Relativistic Coupling by
Asymptotic Representation (ERCAR) diabatization of Eisfeld and coworkers54–56 is based on
this strategy; (3) a straightforward way is to calculate SOCs of adiabats, and then convert
them to the representation of diabats.57,58 This type of methods require accurate evaluation
of molecular SOC and a robust diabatization scheme for the non-SOC states.
In this work, we propose an SOC-diabatization protocol that belongs to the third type of
methods. The protocol combines the recently developed model space diabatization (MSD)28
for non-SOC states and an SOC treatment that includes the mean-field 2-electron inter-
action. In Section II, we outline the protocol. PH+3 , AsH
+
3 , and SbH
+
3 are then used as
3
examples to demonstrate the validity and advantages of the protocol in Section III. Sec-
tion IV concludes the paper.
II. METHODOLOGY
A. Model Space Diabatization snd Spin-Orbit Coupling Calculation
The details of the model space diabatization (MSD) scheme of Li et al. are given in
Ref. 28. In brief, this method is rooted in Atchity and Ruedenberg’s idea of configuration
uniformity:23,24 adiabats are rotated to have maximum projections onto the respective spaces
of diabatic prototypes. Here, we only introduce our implementation of this method. We
have adapted MSD to the general multiconfigurational quasidegenerate perturbation theory
(GMC-QDPT) calculations,59–61 which allow different types of active space, e.g., complete
active space (CAS), restricted active space (RAS), occupation restricted multiple active
space (ORMAS),62 etc. This adaptation significantly enhances the applicability of MSD.
The diabatization requires to express the adiabats in a set of diabatic molecular orbitals
(DMOs) that maintain their character along nuclear distortion. In this paper, DMOs are
obtained through rotating the canonical molecular orbitals (CMOs) to have maximum over-
laps with some reference orbitals at reference structures. Atchity and Ruedenberg’s scheme63
is employed to transform the expansion coefficients of Slater determinants in adiabats when
expressing the adiabats in DMOs. Using this transformation scheme, we can easily fix the
phases of the diabats. The extra steps proposed in Section II.C.3 in Ref. 28 to keep consistent
phases for diabats can be skipped. This is another technical improvement that promotes
the usage of MSD. The diabatization gives the diabats that are a unitary transformation of
the adiabats:
|χI〉 =
∑
J
|ΨJ〉UJI . (1)
The robustness of this implementation of MSD is demonstrated in our recent studies of
singlet fission,64,65 in which diabatization for up to 13 states was successfully carried out.
We ask the readers to refer to the excellent review articles32–34,36 for discussion of the SOC
and its effects in chemistry. Here, we only briefly introduce how we treat this interaction
in our diabatization protocol. We employ a mean-field treatment similar to that of Hess
et al.66 to calculate the SOC matrix elements between adiabats, 〈ΨI | HˆSO |ΨJ〉. While the
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one-electron SOC is directly calculated following the Slater-Condon rule, the more time-
consuming two-electron SOC is approximated as an effective screening of the one-electron
interaction. Technical details of our SOC calculation are given in Section S.I in the support-
ing information (SI), along with a comparison between our calculated atomic SO splittings
for p-block elements and experimental values. The comparison demonstrates the accuracy
of our SOC calculation.
Once the U matrix in Eq. 1 and the 〈ΨI | HˆSO |ΨJ〉 matrix are calculated, the SOCs
between diabats are obtained through the transformation
〈χI | HˆSO |χJ〉 =
∑
KL
UKI 〈ΨK | HˆSO |ΨL〉ULJ . (2)
With such a direct calculation of the diabatic SO matrix elements, there is no need for
the a priori knowledge of the SOCs of the constituent atoms and the decomposition of the
diabatic wave functions into atomic contributions. In general, the diabatization and SOC
evaluation together add only a small fraction of compute time for the GMC-QDPT single
point calculation. For instance, for the most time-consuming SbH+3 calculations in this work,
about 20% more time is needed for the diabatization and SOC steps. The two steps are
never the bottlenecks of a calculation; the efficiency of the protocol is promising.
B. Computational Details
All single point energies, wave functions, diabatic couplings, and SO matrix elements
are prepared with GMC-QDPT calculations using Granovsky’s zeroth order Hamiltonian67
and the 0.02 E2H intruder state avoidance parameter.
68,69 The 7 orbitals and 7 electrons
(7o7e) full valence active space is used for the pnicogen hydride cations. The structures
of the pnicogen hydrides are optimized using density functional theory with the B3LYP
functional.70–73 The cc-pVTZ basis set74–76 are used for PH3 and AsH3 and their cations.
For the heavier SbH3 and its cation, the Sapporo-DK-TZP
77 basis set is used, along with the
third order Douglas-Kroll (DK3) relativistic Hamiltonian.78–81 All calculations were carried
out using the GAMESS-US program package.82,83 The SOC-diabatization protocol has been
implemented into a development version of the program.
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III. PNICOGEN CATIONS AS EXAMPLES
A good SOC-diabatization scheme should produce diabatic SO matrix elements that vary
smoothly with respect to nuclear distortion, and the variation should be physically sound.
To validate the protocol, we use it to investigate the geometry-dependence of diabatic SOCs
for PH+3 , AsH
+
3 , and SbH
+
3 . These cations feature both vibronic coupling and SOC. Their
trigonal symmetry allows for the E-type spatial degeneracy, and hence the JT effect.84
The interaction between the E and an A1 state also gives the pseudo-JT (pJT) effect.
84
The spatial degeneracy delivers electronic orbital angular momentum, which interacts with
the doublet spin and gives SOC. Constructing SOC-vibronic models for these cations is
challenging. The light mass of H atoms and the small force constants of the H-A-H (A
for a pnicogen atom) bending modes allows for large amplitude, anharmonic motions along
these JT- and pJT-active modes.85,86 The description of the diabatic Hamiltonian matrices
of the cations requires high order expansions in nuclear coordinates (e.g., up to the 8-th
order for PH+3 ).
87,88 It is reasonable to expect the SOCs of the cations to display substantial
geometry-dependence over the large range of nuclear motion.
With more fitting parameters, the high-order expansion inevitably complicates the dia-
batization by ansatz. The 〈χI | HˆSO |χJ〉 elements of small magnitude are more subject to
this complication. For instance, the 〈χI | HˆSO |χJ〉 elements of PH+3 have magnitudes of tens
of cm−1 (see Section III.A.1 below) and are easily blurred in the ∼ 0.05 eV (400 cm−1)
fitting error88 of the diabatization by ansatz. In the present wave-function-based protocol,
those matrix elements are directly calculated. The fitting errors only enter the analytical
representations of the matrix elements, not the matrix elements themselves (see more dis-
cussion in the end of Section III.C). This is an advantage of using the present protocol. It
has been revealed in Ref. 88 that the e bending modes of PH+3 are the most JT- and pJT-
active in coupling the three lowest electronic states (belonging to the E and A1 irreducible
representations (irreps) of the C3v symmetry). We hence focus on the variation of the SO
elements along the e bending of the cations. The convention of using upper case symbols for
electronic state irreps and lower case symbols for vibrational and orbital irreps is followed.
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FIG. 1. The bending modes and the orbitals from which an electron is removed to give, from left
to right, the Z, X, and Y states of PH+3 .
A. Phosphine cation
PH+3 has the lightest central atom among the cations considered and hence the smallest
SOC. The two components of the e bending are called the x- and y-modes and are shown
in the upper row of Figure 1, along with the bending angle (θ) that is proportional to
their distortion coordinates (x and y). All the other internal coordinates are taken from the
optimized PH3 structure, following the vertical ionization picture. The ground
2A1 state and
the degenerate first excited 2Ex,y states of PH
+
3 are derived from removing an electron from
the highest occupied molecular orbital (HOMO) 2a1 and the degenerate HOMO−1 1ex,y of
PH3, respectively. The orbitals are shown in the second row of Figure 1 (see Figure S.1 in
SI for all seven active orbitals). The vertical ionization energies to the 2A1 and
2E states
are calculated to be 10.34 and 13.42 eV, only 2% off from the 10.60 and 13.70 experimental
values.89 The 2A1,
2Ex, and
2Ey states at the C3v structure are reference prototypes for the
MSD diabatization. The obtained diabats are called Z, X, and Y correspondingly. The
CMOs at distorted structures are rotated to have maximum overlaps with the CMOs at the
C3v structure; the resultant orbitals are the DMOs, and named after their C3v references.
The non-SOC matrix elements of the three diabats along the bending modes have been
thoroughly discussed in Refs. 87 and 88, and they are not the focuses of this work. Here,
we only briefly compare our non-SOC matrix elements with those in the two works; a
more detailed discussion of the non-SOC matrix elements is given in Section S.III in SI.
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Comparatively, we put more concentration on the SOC matrix elements.
1. Diabatic non-spin-orbit matrix elements
 0
 2
 4
 6
 8
 10
(a)
E  
/  e
V
E1 (TZ)
E2 (TZ)
E3 (TZ)
E1 (BD)
E2 (BD)
E3 (BD)
E=6.4 eV
 0
 2
 4
 6
 8
 10
(b)
H I
I /  
e V
HXX (TZ)
HYY (TZ)
HZZ (TZ)
HXX (BD)
HYY (BD)
HZZ (BD)
-5
-4
-3
-2
-1
 0
 1
 2
-150 -100 -50   0  50 100 150 200 250
(c)
H I
J /  
e V
x / deg
HXZ (TZ)
HXZ (BD)
FIG. 2. (a) adiabatic energies, (b) diabatic energies, and (c) diabatic coupling along the x-distortion
of PH+3 . The subscript i for Ei in (a) indicates the energy order.
Our calculated non-SOC adiabatic energies and diabatic matrix elements (labelled by
“TZ”) along the representative x-distortion are shown in Figure 2, in comparison with the
results reported in Refs. 87 and 88 (labelled by “BD”, after the two common authors of
the two references). Since the x-distortion reduces the symmetry to Cs, and |X〉 and |Z〉
belong to the A′ irrep while |Y 〉 to A′′, only the HXZ diabatic coupling is nonzero and is
shown in Figure 2(c). The energy of |Z〉 at the undistorted structure is chosen to be the zero
reference for the energy curves. The BD adiabatic energies are obtained by diagonalizing
the BD diabatic Hamiltonian matrix. The TZ adiabatic energy curves are close to the BD
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ones, especially under E = 6.4 eV (Figure 2(a)). This reflects the similar accuracies of the
electronic structure methods, the Multi-Reference Configuration Interaction (MRCI) using
the same 7o7e active space in the BD works and the GMC-QDPT method in this work..
Above E = 6.4 eV, deviations between the two sets of adiabatic energies become noticeable.
This is because the BD diabatization by ansatz only considered adiabatic energies up to the
6.4 eV limit (corresponding to 7 eV if using the BD zero energy reference). Consequently,
the BD model cannot reproduce the ab initio calculated adiabatic energies above this limit;
it does not capture the crossings and avoided crossings (the breakdown of GBOA) above the
limit, e.g, the sharp turn of E3 at x ≈ −90◦.
Our diabatic elements closely resemble the BD ones within −50◦ < x < 50◦. At larger
distortions, along with the differences between the two sets of adiabatic energies, the diabatic
matrix elements of the two works differ (Figure 2(b) and (c)). The differences occur far
away from the Franck-Condon region and hence the two models should give similar results
in simulating the photoelectron spectrum of PH3. For a more detailed discussion of our
non-SOC diabatic matrix elements, e.g., the slight discontinuity of HXZ at x < −120◦ in
Figure 2(c), and their comparison with the BD results, please see Section S.III in SI.
2. Diabatic spin-orbit matrix elements
The two spin components of the spin-doublet diabats are denoted by “+” and “−”, for
having the ± h¯
2
spin-projections on the C3 axis of the undistorted PH
+
3 . The calculated SO
matrix elements (HSOX+Y + = 〈X+| HˆSO |Y+〉, etc.) of PH+3 along the x- and y-distortions
are shown in Figure 3. The trigonal symmetry determines that there are five independent
SO matrix elements among the six diabats (doubled from three after considering the spin
projections).90 Therefore, only the five are shown. Since the SO matrix elements are usually
complex, their real and imaginary parts are presented separately.
The SO matrix elements are smooth functions in the wide range of x- and y-distortions
shown in the figure. The range of distortions shown in the figure has well encompassed
the Franck-Condon region of the ionization; the standard deviations of x and y in the
ground vibrational state of the neutral PH3 are about 10
◦ under the harmonic oscillator
approximation. HSOX+Y + and H
SO
X+Z− are the two nonzero elements among the five at the
vertical ionization structure, with magnitudes of −71i cm−1 and −80 cm−1, respectively.
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FIG. 3. Calculated PH+3 diabatic SO matrix elements along (a) x-distortion and (b) y-distortion.
Only the symmetry-allowed elements are plotted.
They do not vary significantly along the x- and y-distortions until x < 60◦ for HSOX+Z−.
The conventional static approximation is valid for those elements. Of more interest to us
are the SO elements that gain nonzero values in the distortions. They are responsible for
the relativistic Jahn-Teller effect,91 and a robust diabatization scheme is needed to describe
their geometry-dependence. The main value of the proposed protocol is to calculate the
geometry-dependence of diabatic SO elements. The smooth variations of the SO elements
shown in Figure 3 exhibit the reliability of the protocol.
Among the distortion-induced SO elements, HSOX+Y− is the most interesting. It shows
the most significant geometry-dependence, and it couples two degenerate diabats at the
undistorted structure. Around the origin, it has a 0.16i cm−1/◦ slope along the x-distortion,
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and a −0.16 cm−1/◦ slope along the y-distortion. Assuming that PH3’s low frequency ex
normal mode of 1140 cm−1 contain purely the x-bending, the slope is converted to 2.3i cm−1
with respect to the dimensionless reduced coordinate of the normal mode. This linear SO-
vibronic coupling constant is negligible when compared to the 1140 cm−1 gap between the
vibronic bases that it couples, e.g., |X+〉 |0〉 and |Y−〉 |1〉. In the second ket of each basis
is the vibrational quantum number vx of the x-dominated normal mode. The other SO
elements vary even less in the FC region. The relativistic JT effect is too small to be observed
in the photoelectron spectrum of PH3. Therefore, they are ignored in Bhattacharyya et
al.’s calculation of the PH3 photoelectron spectrum.
88 However, these small SO elements
provide very good examples to exhibit the robustness of the protocol: it is accurate enough
to capture their subtle geometry-dependence. For systems containing heavier atoms, the
protocol should work better.
3. Origin of the distortion-induced spin-orbit couplings
An advantage of using the present wave-function-based diabatization scheme is that we
can investigate the origin of the distortion-induced SOCs through analyzing the diabats
and DMOs. We first examine the most geometry-dependent HSOX+Y−. Ignoring the inactive
doubly occupied orbitals, |X+〉 and |Y−〉 are dominated by the following Slater determinants
at the undistorted structure:
|X+〉 ≈ |1exα1eyα1eyβ2a1α2a1β〉 ; (3)
|Y−〉 ≈ |1exα1exβ1eyβ2a1α2a1β〉 , (4)
where α and β stand for electronic spin functions. According to the Slater-Condone rule,
HSOX+Y− involves the orbital integral
〈1eyα| ~ˆz(1)eff · ~ˆs |1exβ〉 = 〈1ey| ~ˆz
(1)
eff,x |1ex〉 〈α| sˆx |β〉+ 〈1ey| ~ˆz
(1)
eff,y |1ex〉 〈α| sˆy |β〉 . (5)
〈α| sˆz |β〉 = 0 has been used to drop the ~ˆz(1)eff,z sˆz term in the dot product. ~ˆz
(1)
eff is an effective
angular moment operator (see Eqs. S.1 and S.4 in SI) and hence shares the same symmetry
with the angular momentum operator ~ˆl centered at P. Being the only heavy atom, the central
P’s px functions in the 1ex, py in 1ey, and pz in 2a1 are responsible for the SO elements of
the three DMOs. It is well known that 〈pi| lˆj |pk〉 6= 0 only when the subscripts i, j, and k
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follow a cyclic permutation of x, y, and z, or a pairwise exchange of a cyclic permutation.
Therefore, 〈1ey| ~ˆz(1)eff,x |1ex〉 = 〈1ey| ~ˆz
(1)
eff,y |1ex〉 = 0 in Eq. 5, making HSOX+Y− = 0 at the
undistorted structure.
The 1ex orbital at the undistorted structure is sketched in Figure 4(a). It is mainly a
bonding addition of the 3px orbital of P and the
2√
6
1sA− 1√61sB− 1√61sC combination of the
H 1s orbitals. The 1s subscripts A/B/C follow the same labeling in Figure 1. Along the
x-distortion, the 1ex DMO has its 1sB and 1sC components follow the scissoring PH bonds
(Figure 4(a)) in order to maintain its character. With a larger HB-P-HC bond angle, the
〈1sB|3px〉 and 〈1sC |3px〉 overlaps are smaller. Consequently, after its renormalization, the
1ex DMO contains larger amplitudes of 1sB and 1sC . The correlation between the smaller
overlaps and the larger atomic orbital amplitudes in a bonding orbital is the best illustrated
by the simple expression for the bonding orbital of H2:
σg =
√
1
2 (1 + SAB)
(1sA + 1sB) , (6)
where SAB = 〈1sA|1sB〉. When SAB becomes smaller, the amplitude of each 1s orbital
becomes larger. With the larger lobes of 1sB/C , The 2 : −1 : −1 ratio of 1sA/B/C in 1ex
is broken, and the
〈
1sA/B/C |pz
〉
integrals do not cancel exactly in the distorted 1ex DMO;
〈1ex|pz〉 6= 0. Here pz stands for any pz-type basis functions of P. The 1ex DMO along the x-
distortion hence must contain some pz character. This argument is quantitatively supported
by the purple curve in Figure 4(d). The curve shows the coefficient of the representative
basis function that makes the largest contribution among all pz functions to the 1ex DMO;
its magnitude increases along with the x-distortion. 〈1ey| ~ˆz(1)eff,x |pz〉 6= 0 (note the yxz per-
mutation) and therefore, 〈1ey| ~ˆz(1)eff,x |1ex〉 6= 0 when x-distorted, making HSOX+Y− 6= 0. Since
〈1ey| ~ˆz(1)eff,x |pz〉 is imaginary (all angular momentum integrals of real orbitals are imaginary)
and the spin factor 〈α| sˆx |β〉 is real (recalling the real σx Pauli matrix), HSOX+Y− is purely
imaginary along the x-distortion (Figure 3(a)).
The y-distortion induces nonzero HSOX+Y− following a similar mechanism, which is shown
in Figure 4(b). The y-distortion increases the 〈1sB|3py〉 and reduces the 〈1sC |3py〉 over-
lap. After renormalization, the distorted 1ey DMO contains a smaller (larger) 1sB (1sC)
amplidute. The original exact cancelling of the 〈1sB|pz〉 and 〈1sC |pz〉 integrals in 〈1ey|pz〉
is removed, leading to 〈1ey|pz〉 6= 0. The pz admixture in the 1ey DMO is shown by the
green curve in Figure 4(d). 〈pz| ~ˆz(1)eff,y |1ex〉 6= 0 and hence 〈1ey| ~ˆz
(1)
eff,y |1ex〉 6= 0 at the
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FIG. 4. Variations of (a) the 1ex DMO along the x-distortion, (b) the 1ey DMO along the y-
distortion, and (c) the 2a1 DMO along the x-distortion. Plotted in (d) are the coefficients of the
mixed-in basis functions in the DMOs along the x- and y-distortions. Only coefficients of the P px
or pz basis functions that make the largest contributions to the respective DMOs are included.
y-distortion, making HSOX+Y− 6= 0. Both 〈1ey| ~ˆz
(1)
eff,y |1ex〉 and 〈α| sˆy |β〉 are imaginary (re-
calling the imaginary σy Pauli matrix), so that their product is real, and so is the H
SO
X+Y−
in Figure 3(b). Im
(
HSOX+Y−
)
and Re
(
HSOX+Y−
)
increase in magnitude with identical slopes
(0.16i and −0.16 cm−1/◦) along the x- and y-distortions around the undistorted structure.
This is determined by the C3v symmetry of the problem.
90 Correspondingly, the 1ex and 1ey
DMOs have their pz components increase with similar (identical up to 10
◦ distoriton) slopes
along the respective x- and y-distortions (Figure 4(d)).
The second most geometry-dependent SO element around the undistorted structure is
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HSOY +Z+ along the x-distortion. The two diabats are dominated by the two Slater determi-
nants at the undistorted structure:
|Y+〉 ≈ |1exα1exβ1eyα2a1α2a1β〉 ; (7)
|Z+〉 ≈ |1exα1exβ1eyα1eyβ2a1α〉 . (8)
HSOY +Z+ hence involves 〈2a1| zˆ(1)eff,z |1ey〉 〈β| sˆz |β〉 and the spatial integral 〈2a1| zˆ(1)eff,z |1ey〉 = 0
at the undistorted structure. The 2a1 orbital is sketched in Figure 4(c), and it mainly
contains the 3pz orbital of P and the
√
1
3
(1sA + 1sB + 1sC) combination. The x-distortion
reduces the
〈
1sB/C |px
〉
overlaps; they cannot cancel the 〈1sA|px〉 integral as in the undis-
torted structure. Therefore, there is px admixture in the 2a1 DMO along the distortion (see
the cyan curve in Figure 4(d)), making 〈px| zˆ(1)eff,z |1ey〉 6= 0, and hence 〈2a1| zˆ(1)eff,z |1ey〉 6= 0.
Combining the imaginary spatial integral and the real 〈β| sˆz |β〉 gives the purely imaginary
HSOX+Y− in Figure 3(a). Note that H
SO
X+Z+ and H
SO
Y +Z+ are connected by symmetry
90 and the
latter has a similar magnitude of geometry-dependence. However, it varies most substan-
tially at the diagonal of the x-y plane (see Figure 6(c) below) and therefore is not outstanding
in Figure 3.
The smaller amount of the px contaminant in the 2a1 DMO than the pz in the 1ex DMO
(the cyan vs. the purple curve in Figure 4(d)) is attributed to the smaller magnitudes of 1sB
and 1sC in 2a1:
〈
1sB/C |2a1
〉
= 0.200 vs.
〈
1sB/C |1ex
〉
= 0.326 at the undistorted structure.
With the smaller magnitudes, they are less capable of mediating the px admixture into the
2a1 DMO than mediating pz into the 1ex DMO when x-distorted, and give the smaller
magnitude of the distortion-induced HSOY +Z+ than H
SO
X+Y−.
SOC is largely an effective 1-electron interaction. Therefore, it is natural to use orbitals
to describe this interaction and its consequences.92 In the orbital language, the origin of
the distortion-induced SOCs, i.e., the relativistic JT effect, is attributed to the symmetry-
lowering of the diabatic molecular orbitals and the consequently activated spatial angular
momentum integrals.
B. Arsine and stibine cations
As the central atom becomes heavier, AsH+3 and SbH
+
3 feature stronger SO interaction
than PH+3 . The calculated SO matrix elements of the two cations are shown in Figure 5.
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The origins correspond to the optimized structures of the respective neutral hydrides. Only
the x-distortion is considered because, as mentioned above, HSOX+Y− has a similar rising slope
along the y-distortion due to symmetry. And this most geometry-dependent element serves
the best to demonstrate the robustness of the present protocol.
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FIG. 5. Calculated (a) AsH+3 and (b) SbH
+
3 diabatic SO matrix elements along the x-distortion.
Only the symmetry-allowed elements are plotted.
The SO elements increase significantly in magnitude, with, e.g., HSOX+Y + = −374i and
−851i cm−1 and HSOX+Z− = −419 and −962 cm−1 for AsH+3 and SbH+3 at their undistorted
structures, compared to the −71i cm−1 and −80 cm−1 counterparts of PH+3 . These SO
elements of AsH+3 and SbH
+
3 can be approximated by scaling the PH
+
3 counterparts by 5.3
and 12. The variations of the SO elements along the x-distortion are also more significant
than in PH+3 . The profile of the geometry-dependences of the SO elements is similar to those
of PH+3 . If the elements in Figure 3(a) are scaled by 5.3 and 12, the results are close to
those in Figure 5 (see Figure S.6 in SI). This is reasonable since the similar mechanism of
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orbital mixing underlies those distortion-induced SOCs. In addition to the heavier pnicogen
atoms, the larger 1s amplitudes in the DMOs, e.g.,
〈
1sA/B/C |2a1
〉
= 0.256 in SbH+3 vs. 0.200
in PH+3 , also contribute to the more substantial geometry-dependence of the SO elements.
The larger 1s amplitudes result from the increased electropositivity of the heavy pnicogen
atoms. They are more capable of mediating the orbital mixings shown in Figure 4 and hence
increase the distortion-induced SOCs.
C. Fitting
The point by point calculated SO elements can be fitted using symmetry-adapted mul-
tidimensional polynomials (the fitting of the non-SOC matrix elements is discussed in Sec-
tion S.V in SI). Some matrix elements, e.g., HSOX+Z+ and H
SO
Y +Z+, are related by symmetry
and share a common set of coefficients in their polynomial expansions; their fitting requires a
nonlinear algorithm. The Marquardt-Levenberg algorithm93,94 is used to fit the parameter-
shared polynomials together. For instance, the following function,
χ2 =
∑
i
[(
PX+Z+ (xi, yi, zi)−HSOX+Z+ (xi, yi, zi)
)2
+
(
PY +Z+ (xi, yi, zi)−HSOY +Z+ (xi, yi, zi)
)2]
,
(9)
is minimized to get the common set of parameters for HSOX+Z+ and H
SO
Y +Z+. {i} index the
sampled distortions for which the HSOIJ elements are calculated, and PIJ are the polynomials
to be fitted. In sampling the distortions, we set θxy = atan (y/x) and rxy = ±
√
x2 + y2, and
sample the x-y-distortions from θ = 0 to 90◦, with a 15◦ step size; at each θ, rxy is varied by
a 10◦ step size in both positive and negative directions. Since all matrix elements are either
symmetric or antisymmetric with respect to the y-distortion, sampling the first and third
quadrants of the x-y plane in this way is enough.
The SO matrix elements are fitted using the 4-th order polynomials given in Appendix A
of Ref. 90. The fitted polynomials of the representative, most geometry-dependent HSOX+Y−,
HSOX+Z+ and H
SO
Y +Z+ of PH
+
3 are plotted and compared with the point-by-point calculated
values in Figure 6. The advantage using the polar coordinates in sampling the x-y-distortions
is clearly shown in the figure: a higher density of configurations around the FC region
are sampled. The calculated references are all close to the fitted surfaces, with the small
∼ 0.3 cm−1 averaged fitting errors for all four panels (please also see Figure S.8 in SI for
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FIG. 6. The calculated and fitted representative diabatic SO matrix elements of PH+3 : (a)
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.
the fitting residuals, most of which are < 0.5 cm−1). The fittings of other HSOIJ have similar
small errors. The curvy Im
(
HSOX+Z+
)
and Im
(
HSOY +Z+
)
surfaces in Figure 6(c) and (d) exhibit
the need of using the 4-th order polynomials to represent the SO elements.
In terms of fitting, the present protocol features the following advantages in comparison
with the diabatization by ansatz. First, the diabatic matrix elements are fitted directly,
instead of through the eigenvalues of the Hamiltonian matrix. Matrix diagonalization is not
needed in the fitting, and the analytical gradients of χ2 with respect to the fitting parameters
are known. This enhances the stability and facilitates the convergence of the fitting, and
makes it less dependent on the initial parameters.30 Second, the fitting function of the present
protocol (e.g., Eq. 9) only contains the SO elements that share a common set of parameters,
while the fitting function in the diabatization by ansatz contains all elements, SO and non-
SO. The fitting in the present protocol is intrinsically simpler. Third, the fittings of the
non-SO and SO elements are entangled in the diabatization by ansatz. The fitting error of
the former is inevitably transferred to the latter, despite the large difference in their absolute
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values (the non-SO elements are usually given in the unit of eV, while the SO elements in
cm−1). The typical hundreds of cm−1 fitting error of the diabatization by ansatz may just
be a small fraction of the non-SO elements, but can be larger than the absolute values of the
SO elements. In the present protocol, the SO elements are calculated and fitted separately,
with the commensurate, small fitting errors (∼0.3 cm−1). We have no intention to claim
that the present protocol is superior to the diabatization by ansatz, especially considering
the convenience of the latter when wave function information is unavailable. The present
protocol is a supplement for the other diabatization schemes.
IV. CONCLUSIONS
We present a diabatization protocol that can estimate the spin-orbit couplings between
diabatic states accurately. The adiabat-to-diabat transformation matrix is prepared using
the recently developed model space diabatization scheme. The scheme is adapted so that
it can handle wave functions with more flexible active spaces, and it is easy to keep the
phases of the diabats consistent. The spin-orbit couplings between adiabatic states are
then transformed to the couplings between diabatic states using the matrix. The spin-orbit
coupling calculation involves a mean-field treatment for the two-electron interaction. To
test its robustness, the protocol is employed to prepare the three diabatic states that are
the most relevant for the low energy photoelectron spectra of phosphine, arsine, and stibine,
and calculate the spin-orbit couplings among them. The central results of this work are
the geometry-dependences of the diabatic spin-orbit matrix elements shown in Figures 3, 5,
and 6. They vary up to hundreds of cm−1 along the degenerate bending distortion. This
magnitude of variation is within the typical ∼ 400 cm−1 fitting error of the diabatization by
ansatz; it is difficult to use this conventional method to describe these spin-orbit couplings.
Calculating the spin-orbit couplings directly, the present protocol encounters no difficulty in
getting their values and geometry-dependences. The new protocol serves as a supplement
for the other diabatization schemes when an accurate description of spin-orbit coupling for
a wide range of distortion is needed.
The protocol features the following additional advantages. (1) Its efficiency is promising.
Maximally 20% additional compute time on top of the underlying ab initio calculation is
needed. (2) As the diabatization and spin-orbit calculation are carried out on the fly, the a
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priori knowledge of asymptotic atomic spin-orbit couplings is not needed. (3) With the wave
functions of the diabatic states available, it is straightforward to investigate the origin of
the distortion-induced spin-orbit couplings. For the pnicogen hydride cations considered, all
the distortion-induced couplings arise from the orbital mixings in symmetry-lowering, which
make the angular momentum integrals of the relevant orbitals nonzero. (4) The direct fitting
of the diabatic matrix elements without diagonalizing the matrix is efficient and numerically
stable. With all these advantages, we foresee a wide use of the protocol in the future.
SUPPLEMENTARY MATERIALS
See supplementary material for the following contents: the mean-field treatment of two-
electron spin-orbit interaction; the plotting of all 7 active orbitals of PH+3 ; non-spin-orbit
diabatic matrix elements of PH+3 along the e-bending; comparison of the scaled spin-orbit
matrix elements of PH+3 and the calculated elements of AsH
+
3 and SbH
+
3 ; fitting of the non-
spin-orbit matrix elements; fitting errors of the representative spin-orbit matrix elements.
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