In this paper, generalsolvability statementson linearcontinuous coefficient differential algebraic equations with properlystated leading terms are derived by meansof decoupling projector functions decomposing the differential algebraic equation into its characteristiccomponents.
Introduction
This paper is a continuation of the approach by [1) to characterize a class of linear differential algebraic equations (DAEs) of the form A(Dx)' + Ex = q (1.1) with continuous coefficients A, D, E analytically exactly. While an index characterization and the proof of invariance under transformation and refactorizat ion were in the center of interest in [1) , the present paper aims at revealing the exact inner mathematical structure and the solvability of DAEs with tractability index J1. by means of partitioning and decoupling projectors. In distinction to the various DAE concepts available (cf. [2) for a comprehensive overview) great store is set by low resp. exact smoothness condit ions here. We do not assume the coefficients to have first and higher derivatives. However, as described in detail in [1), in this context constant dimensions play an important role for a series of subspaces. The paper is divided into three further sections. Section 2 provides the necessary tools (matrix function sequence, index definition) from [1). They are completed by the new and important realization on the invariance of special subspaces (Theorem 2.3). In Section 3, we reveal by means of projectors that and in what way each regular DAE can be partitioned into an inherent regular ODE for the dynamical component and a system of explicit equations defining the other components, in which necessary differentiations of already available components have to be carried out, as expected. Finally, initial value problems (IVPs) can be formulated in such a way that statements Oil the uniqueness and solvability will be possible. Section 4 is devoted to the problem in how far the system of non-dynamical components can be completely decoupled from the inherent regular ODE. Should this be possible, we will obtain clear and simple solvability statements (Theorem 4.4) as well as an exact description of the function spaces for the admissible right-hand sides q in (1.1). This allows for a description of the canonical subspaces, for instance of the exact geometrical locus of solution for the homogeneous DAE. On this background, it will become apparent that, for standard solvability assertions, some necessary smoothness conditions may also concern the DAE coefficients. Furthermore, the exact knowledge of the function spaces of the admissible right-hand sides provides causality conditions for control problems (Theorem 4.8). Technically expensive proofs have been placed in the appendices A and B.
Fundamentals
We consider equations
A(t)(D(t)x(t))' + B(t)x(t) = q(t), t E I (2.1) with continuous matrix coefficients A(t) E L(JRn,JR m), D(t) E L(JRm,JRn), B(t) E L(JRm)
, t E I, I~JR an interval, and with properly stated leading term . The right-hand side q(t) E JRm depends, at least continuously, on t. We are looking for continuous functions x : I -t JRm that have a continuously differentiable product Dx : I -t JRn, and which satisfy equation (2.1) for all t E I .
The leading term is said to be stated properly if the matrix functions A and D are well matched in the sense that the decomposition .2) is valid and both subspaces are spanned by basis functions that are continuously differentiable on I (cf.
[3] , [4]) . In the consequence, there is a uniquely determined projector function R E CI(I, L(lR n ) ) that realizes the decomposition (2.2), that is, we have R(t)2 = R(t), imR(t) = imD(t ), kerR(t) = kerA(t), for t E I. Observe that A(t) and D(t) have common constant rank
on I . Additionally, we use functions D-E C (I,L(JRn,JRm) ) satisfying the conditions
D(t)D(t)-D(t) = D(t) , D(t)-D(t)D(t)-= D(t)-, D(t)D(t)-= R(t), t E I , (2.3)
i.e., pointwise generalized inverses of D . We stress that (2.3) does not define D-uniquely (e.g.
[5]). However, if we fix an additional projector function Qo E C (I, L(JRm) ) that projects pointw ise onto kerD(t), then the fourth condition (2.4) added to (2.3) makes the generalized inverse uniquely determined. We shall take advantage of this fact . Since the decomposition (2.2) implies that kerA(t)D(t) = kerD(t), we may operate with
Qo(t) being nullspace projectors for the product A(t)D(t).
Next we construct a special sequence of matrix functions and subspaces to be used later on for index characterization and system decoupling. The argument t is mostly dropped. Then the given 
