Accurately determining the crystallographic structure of a material, organic or inorganic, is a critical primary step in material development and analysis. The most common practices involve analysis of diffraction patterns produced in laboratory X-ray diffractometers, transmission electron microscopes, and synchrotron X-ray sources. However, these techniques are slow, require careful sample preparation, can be difficult to access, and are prone to human error during analysis. This paper presents a newly developed methodology that represents a paradigm change in electron diffraction-based structure analysis techniques, with the potential to revolutionize multiple crystallography-related fields. A machine learning-based approach for rapid and autonomous identification of the crystal structure of metals and alloys, ceramics, and geological specimens, without any prior knowledge of the sample, is presented and demonstrated utilizing the electron backscatter diffraction technique. Electron backscatter diffraction patterns are collected from materials with well-known crystal structures, then a deep neural network model is constructed for classification to a specific Bravais lattice or point group. The applicability of this approach is evaluated on diffraction patterns from samples unknown to the computer without any human input or data filtering. This is in comparison to traditional Hough transform electron backscatter diffraction, which requires that you have already determined the phases present in your sample. The internal operations of the neural network are elucidated through visualizing the symmetry features learned by the convolutional neural network. It is determined that the model looks for the same features a crystallographer would use, even though it is not explicitly programmed to do so. This study opens the door to fully automated, highthroughput determination of crystal structures via several electron-based diffraction techniques.
Main text
Identifying structure is a crucial step in the analysis of proteins [1] [2] [3] , micro- 4, 5 and macro-molecules 6 , pharmaceuticals 7 , geological specimens 8 , synthetic materials [9] [10] [11] , and many other fields. In the materials science realm, it is well known that the crystal structure plays a significant role in the properties exhibited 12, 13 . Determining the complete crystal structure (i.e. crystal symmetry) of the phases in a material can be a challenging task, especially for multi-phase materials or those with low symmetry phases.
Currently, the most common techniques involve either X-ray diffraction (XRD), via laboratory diffractometers or synchrotron radiation sources, or transmission electron microscopy (TEM)-based convergent beam electron diffraction (CBED) [14] [15] [16] . XRD is the faster of these two techniques, requiring only a powder or polished bulk sample, a few hours to collect diffraction intensities over a range of angles, and the time for pattern refinement to match the experimentally collected pattern to those in a database or theoretical model. However, this process is subject to misclassification by users, owing to shifts in lattice parameter, the overlapping nature of XRD peaks in multi-phase samples, texture effects, and the thresholds set by researchers for what qualifies as a 'match'. TEM studies employing convergent beam electron diffraction (CBED) are more precise than XRD in their ability to pinpoint the location of individual crystals, produce singular diffraction patterns for a given phase, and capture subtle symmetry information; however, CBED has limitations in sample preparation and the rate of data collection and analysis, and requires significant operator expertise [17] [18] [19] .
A scanning electron microscope (SEM), equipped with an electron backscatter diffraction (EBSD) system, has become an essential part of characterization for crystalline materials and geological samples 8 . The discovery of electron backscatter diffraction patterns was reported by Nishikawa and Kikuchi in 1928 20 .
The emergence of commercial EBSD systems can be attributed to the early research by Alam et al. 21 , Venables et al. 22 , Dingley 23 , and the development of fully automated image analysis methods in the early 90s 24, 25 . Since the introduction of automated EBSD, commercial software and hardware have evolved to capture more than 3000 patterns per second, which expands the applicability of the technique to assist 3 researchers with more complex problems 26 . For example, the high-throughput capability of a modern EBSD system enables determination of fine-scale grain structures, sample texture, point-to-point crystal orientation, residual stress/strain, geometrically necessary dislocation densities, etc. [27] [28] [29] [30] [31] The relative ease of sample preparation compared with TEM samples, as well as analysis of a significantly larger sample area in less time makes SEM-EBSD an attractive technique to study location specific orientation with high precision (~2°), misorientation resolution (0.2°) and a spatial resolution ~40 nm 32 . Combined with other analytical techniques such as energy dispersive X-ray spectroscopy (EDS) or wavelength dispersive X-ray spectroscopy (WDS), phase identification is also possible [33] [34] [35] , given that the chemical and structural information of the phase exists in a theoretical model or crystal database, such as the Inorganic Crystal Structure Database * (ICSD). Additionally, a method for determination of an unknown Bravais lattice using a single electron backscatter diffraction pattern, without EDS data, has also been recently proposed 36 .
However, this technique requires hand-drawn lines to be overlaid with a high degree of accuracy on individual Kikuchi bands. This results in a slow and tedious methodology that requires manual annotation of each individual pattern.
However, electron backscatter diffraction (EBSD) has historically been limited to elucidating orientation of user-defined crystal structures (i.e. the crystal structure is known or assumed and only its orientation determined in EBSD). This is achieved utilizing the Hough transform, an image processing technique for finding the intersection of diffraction maxima (Kikuchi lines) in the image, and a look-up table of the orientations for only the user-defined phases (typically less than 5 phases). Furthermore, the Hough transform is unable to differentiate different crystal structures with similar symmetries or specific orientations that produce a similar Hough transform 37 . Therefore, the state-of-the-art Hough transform EBSD method requires a large amount of knowledge about the sample and/or a highly experienced user for it to be utilized in its current form. Simply put, the Hough transform approach to EBSD is incapable of * http://www2.fiz-karlsruhe.de/icsd_home.html 'determining' crystal structure and can only determine the orientation of a known crystal structure, which is preselected by the user.
Recently, the materials science field has begun to embrace the big data revolution 38 . This development has sparked an interest in machine learning, mainly for application in the discovery of new materials.
Researchers have shown the ability to predict new compositions for bulk metallic glasses 39 , shape memory alloys 40 , Heusler compunds 41 , and ultraincompressible superhard materials 42 . Other groups are developing machine learning methods to establish structure-property linkages 43, 44 , or predict the crystal stability of new materials 45 . There also exists a few machine learning tools for analysis of fabricated alloys. Holm et al. 46, 47 , have demonstrated the classification of 105 optical microscopy images into one of seven groups with greater than 80% accuracy 46 , as well as microconstituent segmentation using the PixelNet convolutional neural network (CNN) architecture trained on manually annotated micrographs of ultrahigh carbon steel 48 .
These machine learning driven analysis techniques represent important developments in the materials science toolbox, but are not broadly applicable. Optical images of microstructure are often easily confused in the real world and do not provide information about crystal structures or chemistry. The PixelNet example is highly application specific and is only applicable to high-throughput segmentation and classification of the material space it is trained on. The need for more broadly applicable analysis tools remains, and the development of a machine learning methodology for the identification of crystal symmetry from diffraction patterns demonstrates an approach broadly applicable to multiple diffraction-based analyses.
Herein, we demonstrate a novel methodology, EBSD coupled with a machine learning algorithm, to identify the origin Bravais lattice or point group of a sample from diffraction patterns. This hybrid approach to identify the underlying structure of a material in electron-based diffraction techniques functions without the need for highly skilled operators or human-based indexing approaches. The trained machine learning model is subsequently applied to materials it was not trained on, but which contain the same crystal symmetry, and identifies the correct Bravais lattice or point group with a high degree of accuracy (greater than 90% overall). This can be applied to autonomously generate crystal structure phase maps of unknown single or multi-phase materials without any prior knowledge. Moreover, the ability for machine learning to glean the symmetry features associated with crystal structure is established by monitoring the activations of the trained model. The high degree of success with determination of specific Bravais lattices, leads to the exploration of this novel methodology's ability to distinguish between structures based on their crystal point groups. Furthermore, the deep learning methodology employed herein could be applied to other disciplines outside of the materials science field including geology, pharmacology, and even structural biology 49 .
The classification model. Having collected approximately 400,000 EBSD patterns from 40 different materials, it is necessary to classify each of these images based solely on the information contained in the image file. The classical computer vision approach is to manually engineer features and use a discriminatory model to make the ultimate decision about the Bravais lattice to which the source image belongs. Such an approach would require a multitude of heuristics-such as detecting Kikuchi bands, accounting for their slight orientation changes, looking for symmetry in the image, etc., and carrying the burden of developing the logic that defines these abstract qualities. The process of generating the corresponding computer logic is even more challenging when one considers the smallest changes in diffraction patterns resulting from orientation changes or minute atomic position differences and defects in materials of the same crystal structure. Thus, the traditional computer vision approach becomes less feasible as the number of categories grows, cannot be generalized to other crystal classes (including expanding these capabilities to point and space groups), and lacks a procedure to systematically improve prediction capabilities. On the other hand, one could use a technique that determines its own internal representation of the data so long as it performs well at the discrimination task. This is the underlying principle behind deep representation learning (i.e. deep neural networks) 50 . Such methods allow the model to find patterns that may be unintuitive or too nuanced for humans to discern. Other discovered features might be obvious to experts, but difficult to translate into specific logic.
These deep learning systems take in raw data and automatically discover, through filters learned via backpropagation 51 , the abstract representations that maximize classification performance. In convolutional neural networks, such as the ones used in this work, the early layers typically learn to look for the presence or absence of edges or curves, while the later layers assemble these motifs into representative combinations and eventually familiar objects. In this case, these more familiar objects are the symmetry elements present in the diffraction pattern encoding a Bravais lattice. A schematic representation of the CNN utilized in this work is shown in Fig. 1 . In the first step, a learnable filter is convolved across the image, and the scalar product between the filter and the input at every position, or 'patch', is computed to form a feature map. This is called a convolutional layer. Next, a series of alternating convolutional and pooling layers are stacked sequentially. The units in a convolutional layer are organized in feature maps, and each feature map is connected to local patches in the previous layer through a set of weights called a filter bank. All units in a feature map share the same filter banks (also called kernels), while different feature maps in a convolutional layer use different filter banks. Pooling layers are placed after convolutional layers to down sample the feature maps and produce coarse grain representations and spatial information about the features in the data. The key aspect of deep learning is that these layers of feature detection nodes are not programmed into lengthy scripts or hand-designed feature extractors, but instead 'learned' from the data.
In this case, such motifs encode the underlying crystallographic symmetry present in the diffraction patterns, as demonstrated below, by investigating the learned features of the convolutional neural network. As seen in Extended Data Table 1 , the 2/m and mmm point groups each only have 2-fold axis symmetry, mirror plane symmetry, and inversion center symmetry. The rhombohedral m point group shares these same symmetry elements, with the addition of one 3-fold axis symmetry. This high level of attention to specific symmetry elements present in the diffraction pattern strongly suggests that this methodology is capable of classification beyond Bravais lattices into point groups and perhaps space groups. The practicality of point group level classification is demonstrated in the following section. 
Classification of point groups.
The previous results allude to the possibility of point group determination in EBSD in an autonomous and high-throughput manner via machine learning. In Fig. 4 and Extended Data Fig. 3 , point group classification is demonstrated for a disordered and ordered atomic arrangement of the primitive cubic, face-centered cubic, and body-centered cubic lattices. This represents a significant development in the capabilities of the EBSD technique, as well as strong evidence that the machine learning approach developed and presented herein will be capable of at least point group level classification in other structure probing techniques. c, Resultant confusion matrix after testing the model blindly on two materials from the same point groups.
Visualizing the learned features. The excellent performance of these deep neural networks in correctly identifying the structure of materials previously unknown to the system inherently requires an intuitive and understandable interpretation of how the model is arriving at the correct classifications. Phase mapping with machine learning. To date, it has been generally accepted that computers are incapable of band detection utilizing the original diffraction patterns, hence the use of a Hough transform to locate diffraction maxima in the EBSP. However, Hough transform EBSD is limited to orientation determination of user-defined phases (i.e. the crystal structure is known or assumed and only its orientation determined). Rather than utilizing the Kikuchi diffraction lines directly, the Hough transform is utilized to locate diffraction maxima and compare a small amount of information from the transformed image to a dictionary of orientations for the small subset (typically less than 5) user-selected phases. The small subset of information being utilized often results in mis-classification of similar crystal structures and orientations that produce similar diffraction maxima in different crystal systems 37 . Therefore, the applicability of the state-of-the-art technique is limited to situations, where a great deal of information is already known about the sample, and an experienced operator is available to confirm the diffraction patterns are not being incorrectly indexed.
The methodology demonstrated herein reduces the requirements for prior knowledge of the sample and highly trained operators. Instead of relying on a subset of user selected phases, this approach autonomously utilizes all the information in each collected diffraction pattern to determine the crystal structure at that
location. This advancement is demonstrated in Fig. 6 on a sample of rutilated quartz. Fig. 6b is a forward scattered electron image, which clearly demonstrates the two-phase nature of the sample, with quartz appearing recessed and rutile appearing raised above the surface. In Fig. 6a , a phase map of quartz and rutile was generated after a user selected the quartz and rutile phases to serve as the look-up table and subsequently collected diffraction patterns for Hough transform indexing. Fig. 6c was generated by collecting the diffraction patterns and allowing the convolutional neural network to determine the crystal structure, out of all the possible 14 Bravais lattices, that produced each diffraction pattern. The machine learning generated phase map is nearly identical to that generated by the state-of-the-art method, except it was generated without any human supplied information. Future combination of this technique with chemistry information and a crystal database has the potential to enable highly accurate autonomous phase identification.
14 For the 14 Bravais lattices, two materials from each class were selected as training materials (e.g. nickel and aluminum for face centered cubic). Two materials were selected for training to increase the network's focus on common symmetry elements in the diffraction patterns. For training the model, 640 diffraction patterns from each material were randomly selected, and the 300,000 remaining diffraction patterns from those same materials were employed as the test set to gauge the model's accuracy after training.
In the point group classification example, the ResNet50 convolutional neural network was trained as a binary classifier between an atomically ordered and disordered version of the same lattice. The three models were trained using diffraction patterns from FeNi3 (L12) and Cr3Si (primitive cubic), TiC (B1) and Ni (FCC), and NiAl (B2) and Ta (BCC). The trained model was then blind tested on two materials that were new to the machine learning model: Ni3Al (L12) and Mo3Si (primitive cubic), TaC (B1) and Al (FCC),
and FeAl (B2) and W (BCC).
Validation studies. The accuracy of the trained models was evaluated using new diffraction patterns collected from each of the materials utilized to train the deep neural network as well as diffraction patterns from materials the model had not previously encountered. Heatmap overlays giving class-specific gradient information at the classification layer of the Xception architecture were produced using Grad-CAM 52 . This technique reveals the importance of local regions in the diffraction pattern to assist in the determination of why the algorithm classified the image to a particular structure.
Data availability. The trained models generated during and/or analyzed during the current study are available from the corresponding author on reasonable request. The python code for implementing these models with Keras and Tensorflow is available from the corresponding author upon request. The diffraction patterns analyzed during the current study are not made available due to the sheer size of the library (nearly 3 terabytes).
