Heterogeneous transfer learning has been proposed as a new learning strategy to improve performance in a target domain by leveraging data from other heterogeneous source domains where feature spaces can be different across different domains. In order to connect two different spaces, one common technique is to bridge feature spaces by using some co-occurrence data. For example, annotated images can be used to build feature mapping from words to image features, and then applied on text-to-image knowledge transfer. However, in practice, such co-occurrence data are often from Web, e.g. Flickr, and generated by users. That means these data can be sparse and contain personal biases. Directly building models based on them may fail to provide reliable bridge.
Introduction
Transfer learning, which aims to help the learning task in a target domain by leveraging knowledge from auxiliary domains, has been demonstrated to be effective in different applications, such as classification [16] , reinforcement learning [17] and recommendation systems [8] . However, most of previous algorithms have a common assumption that all the data, from both source and target domains, should be in the same feature s-pace. Heterogeneous transfer learning (HTL) pushes the boundary further, where it allows the source and target data have different features. HTL also plays an important role in many applications, including textto-image classification [3] , clustering [19] and contentbased search [15] .
In order to connect two different spaces, a common technique is to bridge them by using some co-occurrence data which could be easily obtained from World Wide Web. For example, in Flickr, there are large amount of images occurred with text/tags. These co-occurrence data can be used for transferring knowledge from text to images. Several strategies have been proposed to make use of the co-occurrence data, such as, cross domain feature mapping [3] , cross domain instance similarity [13] , and latent common feature space [22] .
However, all the previous works made an assumption that the co-occurrence data is noise-free, which is far from being true as the data is usually crawled from the Web. For instance, many existing studies have revealed that lots of image annotations in Flickr are imprecise and meaningless and only around 50% of them are actually related to the image content [9] . As in Fig. 1 , the words "eos", "400d" and "business" are irrelevant to the architecture images. These irrelevant data might deteriorate the accuracy of the cross domain connection if we use them to build the knowledge transfer bridge directly. Besides irrelevant noise, over thousands of different tags are used when people annotate pictures from one peculiar category and vocabularies in the tags are very different from those in formal documents, for example, articles from Wikipedia, as people have different writing habits on different contexts. Only a few image tags are useful for knowledge transfer.
Due to the data sparsity and bias problem, some cross domain feature similarities cannot be correctly calculated. Therefore, the connection between two domains cannot be estimated reliably. In order to find a unbiased and clean channel for knowledge transfer, in this paper, we propose a novel algorithm named Mixed-Transfer, which is able to transfer knowledge across domains effectively even with noisy co-occurrence data and determine which features are actually helping the knowledge transfer. Mixed-Transfer models the relationship between the source and target domains as a joint transition probability graph of mixed instances and features, which is illustrated in Fig. 2 . In the graph, we have two types of node, the square nodes indicate the instances (e.g., documents, images) and the circles represent the features (e.g., words in the documents, texture in the images). The transition probabilities between two cross domain features are constructed from the co-occurrence data. The values are measured by a cross domain harmonic function, which is able to avoid the harmful effect from irrelevant data.
Then, we simulate the label propagation process as a random walk. The advantage is that we can transfer knowledge with the help of all the instances and features globally and simultaneously. From the structure of the graph, we can see that the feature nodes play the role of hubs for information transmission within a domain and across domains. The label propagation process will not stop until it converges. During this process, some features have high probability of being visited. They are the features that transmit most label information and can be automatically detected by the random walk process. This process is similar to feature selection and alleviates the data sparsity problem. When the label propagation converges, the weights on instance nodes indicate the label preference, which can be used to make label prediction.
We conduct experiments on some real-world tasks, showing that the proposed algorithm outperforms the state-of-the-art transfer learning algorithms in the heterogeneous transfer learning setting. We can also see that the features with high probabilities of being visited are highly related to the tasks.
Problem Formulation
Let X (i) be the instance space of the i-th domain (i = 1, 2, 1 for the source domain, 2 for the target domain). In the instance space, each instance x
Here we consider X (1) ̸ = X (2) and
k=1 is a labeled training data set where
) is the set of true class labels of x (i) k and C (i) is the set of all classlabels of X (i) . For simplicity, the number of classes in C (i) is equal to c for each i. The unlabeled test data set U is a set ofn samples {x (2) k }n 2 +n k=n 2 +1 . Generally speaking, the number of labeled data in the source domain is much larger than that of the target domain,n 1 ≫n 2 .
In order to build connection between the source domain and the target domain, we also have some cooccurrence data.
k=1 denote the cooccurrence data, each instance of which contains two sub-instancex k is represented by a feature vector in the target domain feature space Y (2) . The objective of the Mixed-Transfer Learning is to learn a classifier f (·) which has the lowest possible prediction error rate on test instances x
where X contains the labeled data from L (i) , and C are the labels; L(·) is the loss function, R(·) indicates the relationship between the classifier and the unlabeled data given the co-occurrence data O.
Cross-Domain Feature Similarity
We first describe the strategy of measuring the crossdomain feature similarity. In this paper, we assume the feature values of all the instance are non-negative. For some features which have negative values, we can normalize them to positive values. Given a feature y (1) , the relevance value between this feature and the target domain feature space is defined as:
where all the kth feature values of instances inX 1 k are larger than zero.
indicates that the kth feature has higher relevance to the target domain. For instance, a set of annotated images that share a tag y (1) k , should be similar to each other. Otherwise, the tag is irrelevant to these images.
On the set {X 1 k ,X 2 k }, we calculate similarity between the kth feature in the source domain and the lth feature in the target domain with correlation coefficient [12] : Combining these two criteria, we obtain the final similarity a
Finally, we can construct the feature similarity matrix A (1, 2) between two domains, where the (k, l)th
is not necessarily to be symmetric, but we have a
l,k , i.e., A (1, 2) is the transpose of A (2, 1) .
Graph Construction
For the i-th domain, we have an n i -by-m i matrix A (i,i) , with its (k, l)-th entry given by the value of the l-th feature of the k-th instance. It is clear that A (i,i) is a matrix with all the entries being non-negative. We also have cross domain feature similarity matrix A (1, 2) . We will introduce the procedure of constructing the mixed graph in the Fig. 2 .
In order to perform label propagation on this mixed graph, we have to construct a joint transition probability graph. In other words, we have to normalize the weights of the edges, that is, the elements in the matrices.
By using A (i,i) , we can further construct an n iby-m i Markov transition probability matrix P (i,i) by normalizing the entries of A (i,i) with respect to each column, i.e., each column sum of P (i,i) is equal to one. We can interpret the transition probability matrix from features to instances.
Similarly, we can make use of the transpose of A (i,i) to construct an m i -by-n i Markov transition probability matrix Q (i,i) by normalizing the entries of the transpose of A (i,i) with respect to each column, i.e., each column sum of Q (i,i) is equal to one. We can interpret the transition probability matrix from instances to features.
For such P (i,i) and Q (i,i) , we can model the probabilities of visiting the instances from the current using features in the same instance space in a random walk.
By using A (1, 2) , we can construct an m 1 -by-m 2 matrix F (1, 2) by normalizing the entries of A (1, 2) with respect to each column, i.e., each column sum of F (1, 2) is equal to one. We note that there may be some columns of F (1, 2) to be zero as we may not find the co-occurrences for some features. In this case, we set all the entries of this column to be 1 m1 (an equal chance of visiting an instance in a random walk). For such F (1, 2) , we can model the probabilities of visiting the features in Y (1) from the current feature in Y (2) . Since A (1, 2) is a symmetric matrix, we have F (1, 2) = F (2, 1) . Although the characteristics of the entries in A (i,i) are different from that in A (1, 2) , we make use of a coupled Markov-chain model to combine their corresponding probability matrices (1, 2) and F (2, 1) together to build a joint transition probability graph of mixed instances and features for a random walk.
The Coupled Markov-Chain
In the joint transition probability graph, all the labeled and unlabeled instances, and all the features are used. Each instance or feature can be regarded as a node. In a random walk with restart [18] on this graph, we require to compute the probability of visiting a node (an instance
) in the joint transition probability graph of mixed instances and features.
Let
T be the probability distribution vector containing the probabilities of visiting the instances x
ni at the time t, for i = 1, 2. Here [·] T denotes the transpose operation, and n i =n i +n i . Let
T be the probability distribution vector containing the probabilities of visiting the feature nodes y
at the time t, for i = 1, 2. As a probability distribution vector, we note that
In the coupled Markov-chain model, we consider one-step transition probabilities from {r
and {v
as follows:
and
The probabilities of visiting the instances {r
in the i-th instance space at the time t + 1 is governed by the transition probabilities from the features in i-th feature space at time t.
The probabilities of visiting the features {v
in the i-th feature space at the time t + 1 is equal to the weighted sum of the transition probabilities from the features {{v
} in the other feature space (i.e., i ̸ = j) and the instances from the i-th instance space at the time t.
In order to preserve v (i) (t + 1) to be a probability distribution vector, λ i,j are set to be the parameters satisfying the following properties: (4.7)
It is easy to show that each input
Also it is true for the output of v (i) (t + 1). The weighting parameter λ i,j is to control the amount of knowledge to be transferred from i-th instance space and the j-th feature space to the i-th feature space in the learning process when we propagate the ranking score of labeled instances in a random walk on the joint transition probability graph.
We remark that the above construction of the joint transition probability graph is different from that in [13] . The main difference is that in our proposal, both instances and features are used as nodes in the joint transition probability graph. In [13] , only instances are used as nodes in the graph.
Algorithm: Mixed-Transfer
In the proposed algorithm of Mixed-Transfer learning over Mixed graphs, we perform random walk that starts from labeled instance nodes with known labels, the walker moves by traversing an edge to their neighboring nodes with the joint transition probability graph, or has probability α of performing a jump back to the labeled instance nodes. Therefore, we rewrite Equations (4.5) and (4.6) as follows:
where D (i) is a n i -by-c matrix, with the (k, d)-th
d if and only if the kth instance is labeled and belongs to the dth class, otherwise, d
d is the number of labeled instances belonging to the d-th class. 
, and
satisfying (5.8) and (5.9).
The proof of this theorem can be found in the Appendix section. The steady probability distribution matrices on R (i) (t) and V (i) (t) (1 ≤ i ≤ 2) can be solved by the iterative method described in Algorithm 1. Theoretically, we also have proved that Algorithm 1 converges to the solution in Theorem 1.
Algorithm 1 Mixed-Transfer
if Dif f 1 < σ and Dif f 2 < σ, then stop; otherwise, set t = t + 1 and goto step 4.
It is worth noting that R (i) is a n i -by-c matrix. The index of the column with the highest value in the kth row indicates the label of the kth instance.
The main part of the computational complexity in Algorithm 1 is matrix multiplications in Equations 5.8 and 5.9. As we have defined, m 1 and m 2 are the feature dimensions, n 1 and n 2 are the number of instances, for the source and target domains, respectively. c is the number of instance classes for both domains. 
Experiments
In this section, we compare the proposed algorithm with four state-of-the-art learning algorithms on 171 real-world text-image tasks. From the results, we can see that the proposed Mixed-Transfer algorithm outperforms all others under test.
Data sets and Preprocessing
In the data set, we have two domain types: image and text. In image domain, the data are from benchmark data set Caltech-256 [6] , from which we randomly select 19 out of 256 categories. For text domain, the articles are crawled from Wikipedia. As discussed, we also have some cooccurrence data, which are used to link text and image domains. These data are crawled from Flickr. We use category "American-flag" in Caltech-256 as an example to show how the data sets are constructed. First of all, all the "American-flag" images in Caltech-256 are used as the data of the image domain. Secondly, we use the keyword "American-flag" to search articles in Wikipedia and crawl the returned corpus recursively, for example, the first 400 articles. Finally, for the co-occurrence data, we search images with "American- [11] . Text data are represented by bag-of-word feature vectors, the dimensions of which vary from 300 to 800 in different tasks. The tasks are also used in [22] to test another heterogeneous transfer learning algorithm. The experiments are conducted on these 171 data sets, and the average classification accuracies are reported.
Baseline methods
We compare the proposed method with four baseline methods, that is, SVM, cotransfer, HTLIC, TTI. The details of each method are descried as follow: SVM This method only uses labeled target data to learn classifier, without considering to use any auxiliary data. In the experiments, linear kernel SVM is used.
Co-transfer
Co-transfer is a heterogeneous transfer learning method proposed in [13] , which propagates ranking score of labeled instances across heterogeneous spaces by random walk with restart on graph. The nodes of the graph only contains instances, detailed feature information is ignored.
HTLIC HTLIC 1 denotes the heterogeneous transfer learning for image classification [22] , which learns a new representation for images by using cooccurrence data and unlabeled text, followed by performing traditional supervised learning on the new image representation. In the experiments, we use linear kernel SVM.
TTI TTI is aslo a heterogeneous transfer learning method, which is proposed by [15] . TTI propagates label information from source data to target data by learning an instance similarity function from cooccurrence data. While, the similarity function is non-convex, the performance depends on the initial guess.
All the experiments are conducted ten times by using randomly selected labeled data, the final average performance is reported. In the comparison experiments, all algorithms use the same labeled data and their parameters are well tuned by ten-fold crossvalidation.
Performance
In order to perform knowledge transferring between the image and text domains, we first construct P (1, 1) , P (2, 2) , Q (1, 1) , Q (2, 2) , F (1, 2) and F (2, 1) to build the joint transition probability graph. For the source and target domains, we have λ i,i + λ i,j = 1, i, j ∈ {1, 2}.
Knowledge Transfer from Text to Image
We first test the proposed algorithm when transferring knowledge from Wikipedia documents to Caltech-256 images. In the experiments, we set all the documents in the source domain are labeled, the number of labeled images in the target domain varies from two to ten. The results are shown in Fig. 3(a) , from which we can see that all the transfer learning algorithms achieve better performance than the non-transfer learning algorithm SVM. That is to say, all the transfer learning algorithms successfully leveraged knowledge from Wikipedia documents for classifying images. Without studying co-occurrence data carefully, co-transfer, HTLIC and T-TL obtain worse performance than the proposed MixedTransfer learning.
Knowledge Transfer frxom Image to Text
We also test the algorithms by transferring knowledge from image data to text data. In the experiments, we set all the images are labeled, the number of labeled documents varies from two to ten. The results are shown in Fig. 3(b) . The results are similar with the above experiment, that is, transfer learning algorithms outperform SVM. The proposed algorithm achieves the best performance.
Vary the co-occurrence data
As the cooccurrence data is the key to the success of the heterogeneous transfer learning. In this experiment, we reduce the number of co-occurrence data used in each task. We set all the documents and only ten images as labeled instances. Then, we randomly remove d% (d = 0, · · · , 50) co-occurrence data, where d = 0 means that no data is removed. The results are shown in Fig. 3(c) , from which we can see that the performance of all the transfer learning algorithms decrease when the co-occurrence data are removed gradually. When 50% co-occurrence data are removed, TTI and co-transfer even have worse performance than SVM. Mixed-Transfer and HTLIC almost have no ability of transferring knowledge from documents to images either, since they have similar performance with SVM.
Convergence
In the Appendix section, we have theoretically studied the convergence of the proposed algorithm. In this experiment, we study the convergence speed. We conduct experiment on "American-flag vs. school-bus" task to show the convergence of the proposed method. From Fig. 4(a) and Fig. 4(b) , we can see that the change of probabilities Dif f 1 on instance nodes and Dif f 2 on feature nodes decrease as the number of iterations increases. After around 20 iterations, the changes decrease to less than 10 −16 , which meets the previously defined convergence criterion.
Feature ranking
For "American-flag vs. schoolbus" task, we sort the final probabilities on feature nodes of both the image and text domains in ascending order and show their values in Fig. 4(c) and Fig. 4(d) , from which we can see that some features are visited more frequently than others. The probability distributions on other tasks are similar. In Table 2 , we show the first four text features (i.e., words) with highest frequencies in five tasks. From the results, we can see that most words are relevant to the tasks, for example, in "Dog vs. Chess-board" task, words "game, chess, player, dog" are selected, which are highly related to "Dog" and "Chess-board". The least visited words include "lca", "panason", "deviat", "fresnel", and so on, which are meaningless or irrelevant to the content of images.
Parameter Tuning
In this section, we show how each parameter affects the performance. In the experiment, we vary α, λ 1,1 , λ 2,2 from 0.1 to 0.9 respectively, and show the average accuracy over 171 data sets when all the text data and only ten image data are labeled. From the results in Fig.4(e) , we can see that the performance is improved when α increases. Large α means that the walker has high probability of jumping back to labeled data and restarts with true labels.
In the experiments, we set it as 0.9. We can also see in Fig.4(e) that the algorithm achieves the best per- formance when λ 2,2 = 0.4, which means that the image data receives more knowledge from the text domain than the image domain itself. In addition, we can see that λ 1,1 = 0.7, which means that the text domain receives more knowledge from data of its own domain. The results are reasonable because all the data in the text domain are labeled and they need not receive much knowledge from the image domain.
Related Works
In this section, we summarize the related works, including heterogeneous transfer learning, traditional transfer learning and multi-task transfer learning.
Heterogeneous Transfer Learning
Heterogeneous transfer learning has been proposed to solve the transfer learning problem where the feature spaces in source and target domains are different. For example, [22] proposed a matrix factorization based algorithm with some co-occurrence data constructed through Web data to transfer knowledge across feature spaces. [15, 13] developed cross domain instance similarity functions by using co-occurrence information from Web data. Heterogeneous transfer learning has been applied in many applications, such as image clustering [19] , ranking [10] , activity recognition [7] . However, most of these approaches do not study the co-occurrence data carefully, and only transfer knowledge on instance or feature level separately. [14] . Two typical algorithms include instance weighting [4] , which selects the relevant data from auxiliary tasks for the target task; and feature mapping [21] , that transforms both auxiliary and target data into a common feature space where data follows similar distributions. Transfer learning has been applied on lots of machine learning and data mining tasks, such as classification [4] , ranking [5] and collaborative filtering [1] . However, these previous approaches cannot handle the situation that data of source and target domains are under heterogeneous spaces.
Multi-task Learning
A closely related technique to transfer learning is multi-task learning [2] , which treats all domains equally and improves their performance simultaneously. However, in transfer learning, there are asymmetric source and target domains, our main focus is to improve performance in the target domains by transferring knowledge from source domains and to analysis the characteristics of this transferring process [14] . In multi-task learning, there are also some works which are able to handle heterogeneous domains, for example, the method in [20] extends linear discriminant analysis to deal with data from different spaces.
Conclusions
In this paper, we proposed a new learning algorithm Mixed-Transfer over Mixed Graphs, which is mainly composed of three parts, 1) a cross domain feature similarity measure, 2) a joint transition probability graph of mixed instances and features, 3) a random walk with restarts over the Mixed graph. With these parts, MixedTransfer can link each pair of heterogeneous domains even with noisy co-occurrence data and transfer knowledge among them. Besides, Mixed-Transfer can figure out which features are helping the transferring process. We also theoretically and experimentally prove the convergence of the proposed method. Finally, the experiment are conducted on 171 real world tasks, showing that the proposed method can outperform several stateof-the-art algorithms as high as 10% on accuracy.
Future Work We just carried out experiments under a simple setting that contains two heterogeneous domains. In the future, we will consider extending the experiments to other applications which have more than two domains. 
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Now it is sufficient to show that the spectral radius of H is less than 1. This implies that ∥(H) t Z(0)∥ 2 tends to a zero as t tends to infinity, and I − H is non-singular. By using these results, we obtain lim t→∞ Z(t) = (I − H) −1 D . Hence we have the unique solutionsV (1) andV (2) , and henceR (1) andR (2) . As Q (1, 1) and P (1, 1) are transition probability matrices, then Q (1,1) P (1,1) is a transition probability matrix, and similarly Q (2,2) P (2, 2) is also a transition probability matrix, their column sums are equal to 1. Let us define the following vector-norm Here ∥ · ∥ 1 is the 1-norm for a vector. It is straightforward to show that ||| · ||| is a vector-norm. It follows that we can define the following matrix norm |||H||| := sup{|||Hw||| : |||w||| = 1}.
Therefore, we have
∥λ1,2F (1, 2) v∥1 ≤ λ1,2∥v∥1 ∥λ2,1F (2, 1) u∥1 ≤ λ2,1∥u∥1
It follows that for |||w||| = 1 (i.e., ∥u∥ 1 , ∥v∥ 1 ≤ 1), |||H||| ≤ max{(1 − α)λ1,1 + λ1,2, (1 − α)λ2,2 + λ2,1} < 1.
Since the spectral radius is always less than or equal to any matrix norm, we obtain that the spectral radius of H is always less than 1.
Convergence of Algorithm 1:
According to (5.8) and (5.9), we derive the following iterations: As we have shown that the spectral radius of H is less than 1, the norm of
] tends to zero when t tends to infinity, Algorithm 1 converges.
