Weisman and Klemp suggested that their liquid-only, deep convective storm experiments should be repeated with a liquid-ice microphysics scheme to determine if the solutions are qualitatively the same. Using a threedimensional, nonhydrostatic cloud model, such results are compared between three microphysics schemes: the ''Kessler'' liquid-only scheme (used by Weisman and Klemp), a Lin-Farley-Orville-like scheme with liquid and ice parameterization (Li), and the same Lin-Farley-Orville-like microphysics scheme but with only liquid processes turned on (Lr). Convection is simulated using a single thermodynamic profile and a variety of shear profiles. The shear profiles are represented by five idealized half-circle wind hodographs with arc lengths (U s ) of 20, 25, 30, 40, and 50 m s Ϫ1 . The precipitation, cold pool characteristics, and storm evolution produced by the different schemes are compared.
Introduction
The purpose of this paper is to systematically demonstrate the influence of the inclusion of the ice phase within the microphysics for a limited set of the multicell and supercell spectrum of storms found at midlatitudes. Of interest here are the influences upon storm system precipitation characteristics, cold pools, and longevity.
This work is a continuation of the earlier work by Weisman and Klemp (1984, hereafter WK84) who suggested that their liquid-only experiments needed repeating with the ice phase.
Much of what will be shown regarding the basic effects of ice inclusion is consistent with previous studies (cited in the results and discussion section): stronger updrafts via the latent heat released during fusion, colder low-level downdrafts via melting of hail, and slowly precipitating anvils that spread farther downstream. It also appears that supercell longevity can be influenced by the microphysical parameterization at lower vertical wind shear.
It will also be shown that the low-level evaporation rate within the liquid-only scheme used by WK84 is 1.5 Horizontal spatial filter (K 6 ⌬t/⌬x 6 ) Vertical spatial filter (K 6 ⌬t/⌬x 6 ) Rayleigh damping coefficient ⌬t ␣ applied to scalars (Klemp and Lilly 1978) 0.0025 0.0025
VOLUME 132 M O N T H L Y W E A T H E R R E V I E W

Ϫ0.025
Nondimensional Nondimensional Nondimensional Rayleigh damping application height Surface fluxes Diffusion and dissipation term discretization 17 to 20 None First order, forward in time, second order in space km
Scalar advection
Sixth order flux/antiflux Crowley (Tremback et al. 1987; Tripoli 1992 ) with high-order monotonic correction (Leonard 1991) . First-order forward in time.
Momentum advection
Flux/antiflux (Tripoli and Cotton 1982; Tripoli 1992) . Second-order flux form in time [Clark (1977) with Asselin (1972) time filter].
to 1.8 times as large as that used by Lin et al. (1983, hereafter LFO83) . This difference has a significant impact upon the low-level cold pool and accumulated precipitation characteristics. This liquid-only parameterization, informally referred to as the Kessler scheme, is compared to our LFO83-like ice/liquid parameterization with ice processes turned off to address the impact of this difference in evaporation rates. Weisman and Klemp (1982, hereafter WK82) and WK84 studied the influence of convective available potential energy (CAPE) and vertical wind shear on storm type in numerically simulated convective storms. WK82 dealt with unidirectional shear and WK84 dealt with directional shear. Supercell storms were favored in environments with lower bulk Richardson numbers (BRN; Moncrieff and Green 1972) whereas multicell and shortlived single cells were favored in environments with higher BRNs. The current work is limited to a single idealized thermodynamic profile and five half-circle hodographs from WK84 that produce multicells and supercells. For further information on BRN values for these cases, see WK84.
Our research questions for the type of deep convection being considered include the following: 1) Does inclusion of the ice phase influence precipitation structure, low-level outflow, and storm evolution for a given shear and buoyancy? 2) If so, how and why?
To answer these questions, horizontal plan views of storm features are examined at low-and midlevels following the WK84 methodology. Particular attention is paid to surface gust front position and cold pool intensity relative to the midlevel updraft and storm organization. Vertical cross sections of the various ice and liquid species are used to help corroborate differences in precipitation structure and ground precipitation accumulations. However, the microphysical influences on supercell longevity can only be conjectured as the WK84 dynamic analysis is not performed herein.
The numerical cloud model and experimental procedure is described in section 2 of this paper. A summary of the results and discussion of the basic experiments are presented in section 3, and the paper is concluded in section 4. A complete description of the microphysics scheme is included as supplemental material to this manuscript (http://dx.doi.org/10.1175/MWR2760s1).
Experimental design a. Model and domain parameters
The Straka Atmospheric Model (SAM; Johnson et al. 1993; Anderson 1993, Carpenter et al. 1998 ) is the three-dimensional, nonhydrostatic cloud model used for the simulations. SAM solves the supercompressible 1 (Chorin 1967; Anderson et al. 1985 ) Navier-
FIG. 1. (a)
Vertical profiles of environmental temperature and moisture, and (b) four of the wind hodographs used in the model simulations. The heavy dashed line in (a) represents parcel ascent from the surface based upon a surface mixing ratio of 14 g kg Ϫ1 . In (a), tilted solid lines are isotherms, short dashed lines are dry adiabats, long dashed lines are moist adiabats, and dashed lines that are shown below 600 hPa are mixing ratio lines. In (b), tick marks are shown every 1 km, and winds are constant above z ϭ 5 km. Adapted from WK84. (Klemp and Wilhelmson 1978, hereafter KW78) are provided in the appendix for interested readers.
Sensitivity experiments reveal that 250-m constant vertical grid spacing produces solutions that are qualitatively similar to those using 500 m. Also, our results are qualitatively similar, for the U s ϭ 50 m s Ϫ1 suite of cases, to those obtained using 1500-m horizontal grid spacing or 500-m horizontal grid spacing. However, 100-m horizontal grid spacing, as recently recommended by Bryan et al. (2003) , has not been tested.
As in WK84, the domain was translated at constant velocity to keep the storms near the center of the domain. Model data was output at 3-min intervals for postanalysis.
b. Initial conditions
The environment is specified as horizontally homogeneous with analytically prescribed vertical profiles of atmospheric temperature, water vapor mixing ratio, and wind (WK84; Fig. 1a ). With this sounding, the environmental freezing level is near 3.5 km AGL and the environmental CAPE is ϳ2200 m 2 s Ϫ2 . The wind profiles tested in this study are represented by half-circle hodographs with a shear vector that turns 180Њ over the lowest 5 km of the sounding (Fig. 1b) . The hodograph length between 0 and 5 km is defined symbolically as U s . Separate simulations are performed using U s ϭ 20, 30, 40, and 50 m s Ϫ1 , which correspond to mean shear magnitudes of 4 ϫ 10 Ϫ3 , 6 ϫ 10 Ϫ3 , 8 ϫ 10 Ϫ3 , 10 ϫ 10 Ϫ3 s Ϫ1 , respectively. A separate set of simulations are also performed using U s ϭ 22.5, 25, and 27.5 m s Ϫ1 to investigate supercell longevity. Above 5 km the u and wind components are held constant. Different domain motions were required for each shear profile (Table 2) to keep the storm system approximately centered within the domain. Storms are initiated with a spheroid-shaped thermal perturbation that has a horizontal radius of 10 km and a vertical radius of 1.4 km (WK82; WK84). The thermal is centered horizontally, has a maximum perturbation temperature of 1ЊC in its center at 1.4 km AGL (WK84), and varies as cosine squared to vanish at its edge (KW78). Maximum perturbation temperatures of 1Њ, 1.5Њ, and 2ЊC were tested but only the timing of the evolution changed-not the qualitative differences among the microphysics schemes.
Preliminary experiments were also performed with straight hodographs. In short, the simulated storms in environments with curved hodographs organized faster than those with straight hodographs and were thus less sensitive to resolution influences via shear, diffusion and filtering. That is, the storms in curved hodograph environments were more robust and permitted a better chance to find sensitivities to inclusion of the ice phase, as those storms were less sensitive to small changes in resolution and hodograph shape (Straka and Rasmussen 1998) . In the future, other types of hodographs, such as unidirectional ones, should be explored as well.
c. Microphysics schemes
In addition to applying different amounts of vertical wind shear, three types of microphysics schemes were applied. Two represent vapor and liquid processes only. These are the Kessler scheme, as described by KW78, and a LFO83-like scheme with ice processes switched off (Lr). The third scheme (Li) is identical to Lr but also includes three categories of precipitating ice. Both Lr and Li were first used in Straka and Anderson (1993) ; however, complete documentation for these is found in the supplemental material (http://dx.doi.org/10.1175/ MWR2760s1). Nomenclature for the various runs in the simulation matrix is shown in Table 3 . See KW78 for how their Kessler scheme differs from that presented by Kessler (1969) . Below, we describe how our Kessler scheme differs from KW78's version. Then, the important differences between Li and LFO83 are explained, followed by comparisons among the Kessler, Lr, and Li schemes.
The version of Kessler herein utilizes the rain source/ sink equations presented by KW78 but inserted into the Lr framework. This isolates any differences between schemes to only the rain source/sink equations. This means that the Kessler scheme presented herein uses the same upwind rain fallout scheme, same saturation computation (based upon the full pressure), and same saturation adjustment procedure as the Lr and Li schemes.
Although most of the microphysical processes in Li are identical to those presented in LFO83, there are some important differences. Some of these arise because of differences in fundamental assumptions and others are due to equation replacements from other microphysics schemes. One important difference involves the accretion equations where cloud ice or cloud water are involved. Contrary to LFO83, Li does not assume that the diameter and terminal fall speed for cloud ice and cloud water are zero. This results in a general solution that is particularly applicable for schemes with more ice and liquid categories. Such schemes will be described in future papers. Retaining diameter, D, for the cloud ice or cloud water species results in substantially increased accretion rates compared to LFO83 when D is large and the inverse-exponential species mixing ratio is small (not shown). However, including the mass-weighted fall velocity for cloud ice or cloud water also reduces the accretion rates slightly. Regarding processes from schemes other than LFO83, the diagnostic formulas for cloud ice diameter and nucleation are taken from Rutledge and Hobbs (1983) . Cloud ice are assumed to be plates that can be on the order of 100 m in diameter, but tend to be much smaller at very cold temperatures. The saturation adjustment used herein is similar to Tao et al. (1989) rather than the Orville and Kopp (1977) scheme used by LFO83. For a detailed description of these and all other microphysical equations used in Li and Lr, see the supplemental material available online at http://dx.doi.org/10.1175/MWR2760s1.
In all three schemes, a single-moment, bulk mixing ratio is predicted for each class. The Kessler and Lr liquid-only schemes predict rainwater and cloud water mixing ratio. The Li scheme additionally predicts cloud ice, snow, and hail/graupel. The smaller particles (cloud ice and cloud water) are monodisperse. The larger particles (rain, snow, and hail/graupel) are defined by inverse-exponential size distributions (Marshall and Palmer 1948) wherein the most numerous particles are found at the smallest diameter sizes:
Here, x is r (rain), s (snow), or h (hail); n x (D )␦D is the number of drops per unit volume between diameters D and D ϩ ␦D; and n ox is the value of n x for D ϭ 0. The mean size diameter of each distribution, D n , is equal to the inverse of the slope parameter and is diagnosed using
where x is the constant species particle density, is the local air density, and q x is the species mixing ratio. Similar constants are used for x and n ox that were used by LFO83 and KW78: s ϭ 100 kg m Ϫ3 , r ϭ 1000 kg m Ϫ3 , h ϭ 900 kg m Ϫ3 , n or ϭ 8 ϫ 10 6 , n os ϭ 3 ϫ 10 6 , and n oh ϭ 4 ϫ 10 4 m Ϫ4 . The intercept for rain comes from Marshall and Palmer (1948) whereas the ice species intercepts and densities are discussed in LFO83.
The snow and hail/graupel distributions (Figs. 2a and 2b) and associated mass-weighted mean terminal fall speeds (Fig. 2c ) differ from those of rain. Most of the rain mass is weighted toward a small range of smallsized particles giving moderate fall speeds (Fig. 2b) . For snow, the mass spectrum broadens and larger particles are allowed; however, these particles have a density of only 100 kg m Ϫ3 , so they fall relatively slowly. In contrast, the hail/graupel category is weighted toward large particles that are dense (900 kg m Ϫ3 ), requiring that the particles fall quickly. Note that large rain mixing ratios fall slightly slower in Kessler than in Lr (Fig. 2c) .
The most important difference between the Kessler and Lr schemes is in their respective evaporation rate equations. Carver (2001) performs both derivations to explain why the evaporation rate equations are different, and we agree with his analysis. LFO83 and others derive the total rainwater evaporation rate for a population of droplets by applying the appropriate diameter-dependent vapor ventilation coefficient to the nonventilated rate of droplet evaporation prior to integrating over all diameters (Carver 2001 ). This approach is also used in our Li scheme. The result is equivalent to the total evaporation rate for a droplet population in a bin model. However, the Kessler approach assumes that the total rainwater evaporation rate is the product of the nonventilated droplet evaporation rate integrated over the dis- 
, for the three microphysics schemes. The first row shows the warm rain cases using Kessler microphysics (see Klemp and Wilhelmson 1978) , the middle row shows the warm rain cases using the Lr scheme (see the supplemental material online), and the last row shows the Li cases that include ice physics.
tribution and a D 3 -averaged ventilation coefficient (Carver 2001) . Because of this difference in methodology, and because the Kessler ventilation coefficient also incorporates constants from Kramers (1948) that are known to have empirical bias (Beard and Pruppacher 1971) , an artificially enhanced evaporation rate results for the Kessler scheme (Carver 2001) .
The difference in the evaporation rates at the ground (Fig. 3a) and in the lower troposphere (Fig. 3b) is illustrated here using the WK84 sounding and various assumed rainwater amounts. The ratio of evaporation rate between Kessler and Lr is large regardless of rainwater content, varying from 1.66 to 1.74 times as rainwater content rises from 0.1 to 10 g m Ϫ3 , respectively.
This ratio increases with height until z ϭ 2.75 km where the Kessler scheme evaporates rain ϳ1.8 times faster than Lr or Li. Above this height, the differences in evaporation rate between the two schemes gradually decrease until the two rates become equal near z ϭ 9 km AGL. Most important to cold pool development, however, is the lowest 5 km of the sounding, where Kessler evaporates rain at a rate exceeding 1.5 times that of Lr or Li (Fig. 3b) . It will be shown that this difference in the evaporation rate parameterization explains much of the cold pool (and possibly evolutionary) differences between the Kessler and Lr simulations. Similar ratios were created to estimate rain production via autoconversion and accretion; however, these were more sen-
FIG. 4. (Continued)
Total precipitation mixing ratio at z ϭ 4.75 km is contoured at 2 g kg Ϫ1 intervals beginning at 0.1 g kg Ϫ1 . Regions of updraft Ͼ 5 m s Ϫ1 at z ϭ 4.75 km are shaded with the updraft maxima located by solid dots and labeled in m s Ϫ1 . The leading edge of the surface gust front (Ϫ0.5ЊC perturbation potential temperature isotherm) is denoted by a thick barbed line. The minimum area-averaged perturbation potential temperature (enclosed by the Ϫ0.5ЊC isotherm) is also shown at the bottom of each panel for each time.
sitive to the assumed q r amount. Thus, we examine the production rates directly later in the paper (Fig. 9 ).
It will now be shown, using Kessler microphysics, that the WK84 simulations are qualitatively reproducible within SAM. These simulations are then compared with those using the Lr parameterization. In addition, the Lr cases will be compared to the Li microphysics.
Results and discussion
It was our intention to investigate the influence of the microphysics on the entire storm system and not just the right-moving supercell. Thus, unless otherwise indicated, all of the storms in the domain are analyzed simultaneously when computing the various statistics shown below. All runs were analyzed using history files dumped at 3-min intervals.
a. Comparisons between WK84 and SAM runs using Kessler
The SAM Kessler storm simulations have qualitatively similar evolution to those shown by WK84. The total precipitation field shape, updraft location, and storm positioning are qualitatively similar for all shears. The number of storms for a given shear is also quantitatively similar. As also shown by WK84, the K20 simulation produces convective systems with multiple, short-lived cells that have the appearance of multicell storms. Peak updrafts develop quickly, and rain reaches (d) for the three microphysics schemes. In the key, K and Lr refer to the Kessler warm rain microphysics described by Klemp and Wilhelmson (1978) and within the supplemental material, respectively. Li refers to the three-class ice microphysics scheme. Ϫ1 , for the Kessler warm rain microphysics (first row), Lr warm rain microphysics (second row), and Li ice microphysics (third row). Vectors represent horizontal flow at 0.25 km relative to the 0-6-km density-weighted mean wind, as indicated in WK84. Vectors are drawn every third grid point. Vectors 1 km in length are equal to a magnitude of 7.6 m s Ϫ1 . Positive (solid) and negative (dashed) vertical velocity at z ϭ 1.75 km are contoured at 3 m s Ϫ1 intervals, beginning at ϩ3 and Ϫ3 m s Ϫ1 , respectively. The total precipitation mixing ratio region between 0.1 and 4.1 g kg Ϫ1 at z ϭ 1.75 km is lightly shaded, with mixing ratio Ͼ 4.1 g kg Ϫ1 darkly shaded. The surface gust front (Ϫ0.5ЊC perturbation potential temperature isotherm) is denoted by a thick barbed line. Tick marks are spaced 1 km apart. The box overlay indicates the size of the subdomain shown by WK84. Minimum and maximum vertical velocity at z ϭ 1.75 km is shown in the lower right corner. the ground within 25 min. Evaporation of rain forms a surface cold pool whose leading edge outruns and cuts off the moisture supply into the main right-moving storm updraft. Weaker secondary updrafts then form along the gust front. As in WK84, with increasing environmental wind shear, the initial right-moving cell lasts longer and is increasingly favored owing to clockwise curvature in the hodograph (Rotunno and Klemp 1982) . However, for all schemes, it will be shown that the nonsupercell secondary storms appear to produce a substantial amount of the total ground-accumulated precipitation. With increasing environmental shear, hookecho appendages and bounded weak-echo regions appear on the right-moving storm, features characteristic of supercells. However, slight differences exist between our Kessler runs and those performed by WK84. Our Kessler simulations tended to have larger midlevel updrafts, as one can see by comparing our Fig. 4 to WK84's Fig. 3 . This is due to weaker filtering, higher-order scalar advection, and greater vertical resolution at midlevels in SAM compared to the model used by WK84. When the same filtering, advection, and vertical resolution is used as in WK84, SAM produces solutions nearly identical to WK84 (Straka and Rasmussen 1997) . The biggest difference is found in the K50 run where SAM produces a stronger storm earlier than that in WK84. Perhaps with less filtering, new updrafts are able to develop more easily in stronger vertical wind shear. In addition to stronger updrafts, the SAM Kessler runs produce more precipitation at midlevels for all shears and times than the WK84 Kessler runs. For instance, consider the maximum contoured values of rainwater at midlevels (z ϳ 4.6 km) for the K30 case at t ϭ 30 min. WK84's K30 run shows a maximum rainwater contour of 4.1 g kg Ϫ1 , but the SAM K30 run shows 8.1 g kg Ϫ1 . A bias of 2 to 4 g kg Ϫ1 exists for every other time and shear. This is further evidence that SAM preserves and resolves storm precipitation better. Although these differences exist, storms in SAM and WK84 behave qualitatively the same. For this reason, and because it is important to isolate the sensitivities to the microphysics, for the remainder of this paper only SAM will be used in comparisons among the Kessler, Lr, and Li simulations. That is, the same filtering, vertical resolution, advection scheme, and all other SAM parameters are used in the following comparisons.
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b. Comparisons among Kessler, Lr, and Li
1) UPDRAFT STRENGTH
Updrafts at z ϭ 4.75 km are stronger for the Li cases than for the Kessler or Lr cases (Fig. 5) . This can be attributed to the latent heat released during freezing and deposition, which contributes significantly to the updraft perturbation temperature (Figs. 6a and 6b) . Many other modeling studies affirm this point (e.g., List et al. 1968; Bennetts and Rawlins 1981; Orville and Chen 1982; Cotton et al. 1982; Chen and Cotton 1988; Jewett et al. 1990; Straka and Anderson 1993; Johnson et al. 1993 Johnson et al. ,1994 Tao et al. 1995; and many others) . The ratio between the time-averaged maximum updraft for Li and Lr is 1.04, 1.06, 1.07, and 1.08 for U s ϭ 20, 30, 40, and 50, respectively, over the 2 h of simulation. Thus, as expected, the addition of the ice phase increases the maximum storm updrafts. Although the area covered by updraft in Li is usually larger than Lr or Kessler (Fig.  4) , the total updraft volume is always larger in the Li cases for U s ϭ 25 and greater (not shown).
2) COLD POOL STRENGTH AND EXTENT
The cold pool area-averaged temperature in Li is nearly always cooler than that in Lr (Fig. 4) , and cold pool area is 37% larger (median for four cases) at t ϭ 60 min (Table 4 ). The area differences decrease over time as the cold pool expands: Li decreases to 30% larger at t ϭ 90 min and to 26% larger at t ϭ 120 min (not shown). The greatest difference in minimum Ј between Li and Lr is seen just below the anvil (z ϳ 7 km) and at low levels (z Ͻ 3 km; Figs. 6c and 6d). Two main reasons explain the production of colder outflow in Li (Figs. 4, 6c,d) . First, heat is extracted from the air in the melting and sublimation of hail/graupel resulting in a stronger downdraft (Figs. 5c, d, 7, and 8) . This result has also been found by Srivastava (1987) , Proctor (1988 Proctor ( , 1989 , Hjelmfelt et al. (1989) , Orville et al. (1989) , Straka and Anderson (1993) , Tao et al. (1995) , and others. Second, the Li case produces more precipitation, thereby enhancing the evaporation and melting rates.
For all shear regimes, Kessler's minimum downdraft near the surface is almost always faster (Figs. 5c,d , 7, and 8) and low-level outflow always colder (Figs. 4,  6c,d ) than Lr. Consistent with these findings is a fasterexpanding cold pool that has a median area, for the main four shear regimes, that is 17% larger in Kessler compared to Lr at t ϭ 60 min (Table 4 ). The Kessler cold pool grows to 21% larger (median size of all shear regimes) by t ϭ 120 min (not shown). This is primarily due to the greater parameterized evaporation rate in Kessler (Fig. 3 ). Kessler's evaporative cooling rates are indeed diagnosed to be faster than Lr at all four times (t ϭ 30, 60, 90, and 120 min) for every shear (Fig. 9) . Fig. 7 , but for t ϭ 120 min. 
FIG. 8. Same as in
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3) SUPERCELL LONGEVITY
Previous studies have shown that the addition of the ice phase can influence storm longevity in environments with substantial buoyant energy [e.g., Chen and Cotton 1988 (mesoscale convective systems); Cotton and Anthes 1989; Johnson et al. 1993 Johnson et al. ,1994 . While all of the supercells survive through t ϭ 2 h at U s ϭ 30, none does for U s ϭ 20 (Fig. 4) . Therefore, to determine whether the Li supercell was more likely to survive than that of Lr or Kessler, three additional shears were tested for each microphysics parameterization: U s ϭ 22.5, 25, and 27.5 m s Ϫ1 . The supercells in the U s ϭ 22.5 and 27.5 cases behaved similarly to the U s ϭ 20 and 30 cases, respectively, and are therefore omitted here. However, at U s ϭ 25, the Lr supercell survives through t ϭ 2 h while those with a stronger cold pool either struggle to survive (Li; Fig. 4 , t ϭ 60 min) or die (Kessler; Fig. 4 , between t ϭ 90 and 120 min).
The fact that stronger cold pools can sometimes lead to earlier supercell demise has been previously illustrated for a unidirectionally sheared environment by Gilmore and Wicker (1998) . Supercell demise can also occur when the vertical grid spacing is decreased at low levels (L. J. Wicker 2002, personal communication) ; the low-level outflow structure is presumably better resolved in that case. Therefore, our results may also be resolution dependent. Further analysis would be required to demonstrate how the cold pool influences supercell longevity in these simulations. However, these factors do not discount the basic result that supercell longevity is more sensitive to changes in the microphysics for smaller vertical wind shear. Such a result is consistent with WK84 who showed that the updraft forcing along the storm cold pool is of greater importance relative to dynamic forcing when the vertical wind shear is weak.
4) STORM SYSTEM PRECIPITATION
The microphysics parameterization affects how much domain precipitation stays aloft and how much reaches ground via 1) precipitation production rates such as riming, 2) downward precipitation flux (including fallout and downdraft), 3) precipitation loss rates such as evaporation, and 4) the tendency of the scheme to create precipitation-producing secondary storms. (In the current work, however, mechanism 4 could not be identified as a key player.) Thinking of the water budget in this way will help the reader interpret differences among the different microphysics schemes in the precipitation distribution aloft and accumulation at ground level.
All of the Li cases produce precipitation that falls out at a greater range from the updraft than in Kessler or Lr (see t ϭ 120 min, Figs. 8 and 10 ). This greater fallout range is due to both the stronger updrafts as shown in Fig. 5 (also found by Orville and Chen 1982) and the inclusion of the slower-falling snow and cloud ice species. The stronger updrafts are responsible for lofting this frozen precipitation to a higher altitude where it can be advected downshear a greater distance (Fig. 10) before falling to melt as rain. Similarly, trailing stratiform precipitation regions are more horizontally expansive in 2D squall line simulations when snow is included (Fovell and Ogura 1988) .
Although the outermost contour of total mixing ratio is larger in area, other contours (Ͼ2.1 g kg Ϫ1 with the exception of 10.1 g kg Ϫ1 ) are smaller in horizontal area (Fig. 4) , are narrower in the vertical (Fig. 10) , and are always smaller in total volume (not shown). Total mixing ratio at and above z ϭ 4.75 km is heavily weighted toward q h (Fig. 10) , which is either within or adjacent to the updraft. We attribute these smaller regions of large mixing ratio to the larger terminal fall velocity of q h , which keeps the core confined closer to the updraft and reduces the upward fluxes of q h within the updraft (to be shown later in Fig. 14) . In contrast, apparently owing to a smaller terminal fall speed, the Lr and Kessler cases have greater upward mass fluxes of q r into the top of (Klemp and Wilhelmson 1978) and Lr (see the supplemental material); (e)-(h) individual ice and water species for the Li scheme; and (i)-(l) total water content (q c ϩ q r ϩ q i ϩ q s ϩ q h ) for each microphysical parameterization. See respective keys for the line styles representing each species and microphysical parameterization. Note that the temporal averaging was performed upon model data output with 3-min frequency from t ϭ 0 to 120 min. Spatial averaging was performed horizontally with every point in the 90 ϫ 90 km 2 grid.
the storm (Fig. 14) and that mass is then prone to greater horizontal displacement during fallout. Corroborating the cross-section snapshot (Fig. 10 ) are temporally and horizontally averaged plots of all species as a function of height (Fig. 11) . The averaging period is 0-120 min. Although inclusion of early storm development tends to reduce the averages, the relative differences among species using a 0-120-min period are nearly identical to those using a 30-120-min period (not shown). Hail/graupel makes up a major category at midlevels and snow, graupel/hail, and cloud ice predominate at upper levels in the Li storms. One may wonder why the Kessler cases have slightly greater timeaveraged water at all levels compared to Lr (Figs. 11, and later in 13c,d; U s ϭ 30 and above) if the evaporation is enhanced (Fig. 3b) . Slightly slower Kessler fall velocities for large q r may be part of the explanation (Fig.  2c) . Enhancement in the number of storms is not evident and thus does not explain the difference. Instead, the difference is primarily due to enhanced accretion and autoconversion rates 2 in Kessler [ Fig. 9 ; U s ϭ 30 and 1, 10, 20, 30, 40 , and 50 mm. Light, medium, and dark shading is shown for hail/graupel isohyets greater than 0.01, 0.1, and 1 mm, respectively; RM and HM refer to the total accumulated mass (T g ) of rain and hail, respectively, fallen over the area in 2 h. The maximum accumulated rainfall (RD) and hailfall (HD) depths (mm) over the area are also indicated. Filled circles (xs) indicate the location of max rain (hail/graupel) accumulation. greater; enhanced Kessler autoconversion has also been noticed by G. Bryan (2003, personal communication) ]. This additional rain production offsets evaporation so that nearly the same amount of rain reaches ground over 2 h for both Kessler and Lr for most shear regimes (Figs. 12, 13a, b) with nearly identical updraft trends (Figs. 5a and 5b) and heating profiles (Figs. 6a and 6b) .
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The Li cases have ϳ40% enhanced ground-accumulated precipitation after 2 h (median for the four shear cases) compared to Lr (Fig. 11) . Enhanced ground-accumulated precipitation in Li occurs because of both a greater production rate of precipitation aloft (inferred from Figs. 5a,b, 6a,b, and 11) and faster downward fluxes of precipitation (Fig. 14) owing in part to stronger downdrafts (Fig. 5) and greater precipitation amounts that fall faster (Fig. 2c) . One additional reason that mixing ratios are larger at low levels in the Li cases is because of the flux convergence of q h that occurs during fallout (concentrated at z ϳ 2.5 km), which is much larger than the flux convergence of q r for the warm rain cases (Fig. 15) . Enhanced q h resulting from this process would act to speed up the other microphysical rates since they depend upon q h amount-further increasing the net precipitation. Fovell and Ogura (1988) also implicated the hail/graupel category as a major element in rain production. Although total precipitation production increases with the environmental vertical wind shear, the weakest shear cases (U s ϭ 20 m s Ϫ1 ) actually received the largest precipitation accumulations at a point (Fig. 11) . Point values of precipitation are larger in the weak shear cases, in part, because such environments support slower ground-relative storm motions. This principle can be illustrated most clearly by shifting any of the hodographs toward smaller u or in a Galilean transformation and rerunning the simulation. One will find that the maximum point values of precipitation increase while the total precipitation fallout is preserved.
In summary, although the maximum domain updraft trends (Fig. 5) and temperatures (Figs. 6a and 6b) are quite similar between Lr and Kessler, the total amount of rain reaching the ground is about the same because the enhanced rainwater evaporation in the lower troposphere is offset by enhanced rainwater production (accretion and autoconversion). The greater amounts of ground-accumulated precipitation in Li versus Lr can be explained by enhanced precipitation production in conjunction with stronger downdrafts leading to stronger downward precipitation fluxes at low levels.
Conclusions
This study extended the liquid-only results of Weisman and Klemp (1984) to elucidate the role of ice in storm morphology and precipitation characteristics. First, the Straka Atmospheric Model (SAM) was shown to reproduce the general results of Weisman and Klemp (1984) using Kessler (liquid only) microphysics. Second, the Kessler scheme was compared to a liquid-only version of a Lin et al. (1983) -like scheme (Lr). Differences in cold pool strength were attributed primarily to differences in the parameterized evaporation rates between schemes. Third, the role of adding ice to a microphysics scheme was investigated by comparing a Lin et al. (1983) -like scheme (Li) to the Lr scheme. The microphysics description for Li and Lr is included in the supplemental material (http://dx.doi.org/10.1175/ MWR2760s1) and provides the foundation for increasingly sophisticated models to be presented in future manuscripts.
Kessler produced stronger cold pools for all shear regimes other than Lr. This can be attributed to a rain evaporation rate in Kessler that is 1.5 to 1.8 times greater (than Lr) in the lower troposphere. However, Kessler produces similar rainfall accumulations as in Lr for all shear regimes because rain sources (accretion and autoconversion) are also enhanced in Kessler, which acts to offset the enhanced rain sink (evaporation) in that scheme.
Because the Li cases have increased precipitation production aloft and produced stronger downdrafts, greater low-level downward precipitation fluxes (and ground VOLUME 132 M O N T H L Y W E A T H E R R E V I E W accumulations) occur relative to the warm rain cases for all shear regimes.
It was also shown that supercell longevity was promoted in a weak shear regime (U s ϭ 25 m s Ϫ1 ) when the cold pool was weak. This was true in the case of Lr, whereas the cases with stronger cold pools either struggled to survive (Li) or met an early storm demise (Kessler) . This sensitivity is consistent with Weisman and Klemp (1984) who demonstrated that supercell evolution is most sensitive to updraft forcing along the gust front in weak shear regimes. We hypothesize that differences in supercell longevity between microphysics regimes may be due to differences in updraft forcing along the gust front.
There are several areas that require future work. We have only tested one set of intercept parameters for the ice species distributions in Li. More of the parameter space could be explored because in observed thunderstorms, the intercept parameter for snow can vary by three orders of magnitude (Heymsfield et al. 2002) and the intercept parameter for hail/graupel can vary by five orders of magnitude (e.g., Knight et al. 1982) . In addition, we have assumed that the distributions preserve intercept rather than slope [following LFO83 rather than Tripoli and Cotton (1980) ]. Investigation is needed to test whether thunderstorm precipitation characteristics are sensitive to changes in these user-preset parametric variables and distribution assumptions. If large inherent sensitivities are demonstrated, this may indicate fundamental limitations in how well such schemes can reproduce the observations. Ultimately, an evaluation is needed of which microphysics schemes can provide the greatest realism necessary for particular applications. This evaluation may require a careful comparison of the predictions among various microphysical schemes and polarimetric radar retrievals [as suggested by Straka et al. (2000) ].
