Completely positive classical structures and sequentializable quantum protocols by Heunen, Chris & Boixo, Sergio
  
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Completely positive classical structures and sequentializable
quantum protocols
Citation for published version:
Heunen, C & Boixo, S 2012, Completely positive classical structures and sequentializable quantum
protocols. in Proceedings 8th International Workshop on Quantum Physics and Logic. Electronic
Proceedings in Theoretical Computer Science, vol. 95, pp. 91-101. DOI: 10.4204/EPTCS.95
Digital Object Identifier (DOI):
10.4204/EPTCS.95
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Publisher's PDF, also known as Version of record
Published In:
Proceedings 8th International Workshop on Quantum Physics and Logic
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 05. Apr. 2019
Bart Jacobs, Peter Selinger, and Bas Spitters (Eds.):
8th International Workshop on Quantum Physics and Logic (QPL 2011)
EPTCS 95, 2012, pp. 91–101, doi:10.4204/EPTCS.95.9
c© C. Heunen & S. Boixo
This work is licensed under the
Creative Commons Attribution License.
Completely positive classical structures
and sequentializable quantum protocols
Chris Heunen∗
University of Oxford
heunen@cs.ox.ac.uk
Sergio Boixo†
USC & Harvard University
sergio@boixo.com
We study classical structures in various categories of completely positive morphisms: on sets and re-
lations, on cobordisms, on a free dagger compact category, and on Hilbert spaces. As an application,
we prove that quantum maps with commuting Kraus operators can be sequentialized. Hence such
protocols are precisely as robust under general dephasing noise when entangled as when sequential.
1 Introduction
There are two ways to model classical information in categorical quantum mechanics. Originally, biprod-
ucts were used to capture classical information external to the category at hand [2]. Later, so-called
classical structures emerged as a way to model classical data internal to the category itself [12, 13, 3].
The setting of most interest to quantum information theory is that of completely positive maps, which
was abstracted in Selinger’s CPM-construction [26]. This construction need not preserve biproducts. If
desired, biproducts have to be freely added again. In fact, the counterexample given in [26] is the category
of finite-dimensional Hilbert spaces and completely positive maps, which is of course the crucial model
for quantum mechanics.
On the other hand, the CPM-construction does preserve classical structures. However, it might intro-
duce new classical structures, that would therefore not model classical information. The current paper
addresses the (non)existence of such noncanonical classical structures in categories of completely pos-
itive maps. We prove that there are no noncanonical completely positive classical structures in several
categories: sets and relations, cobordisms, and the free dagger compact category on one generator.
For the main event, we then consider the category of finite-dimensional Hilbert spaces and completely
positive maps. We cannot close the question there entirely yet. But we make enough progress to enable
an application to quantum metrology [15]. Many quantum metrology protocols operate parallelly on a
maximally entangled state. For some protocols, such as phase estimation, frame synchronization, and
clock synchronization, there exists an equivalent sequential version, in which entanglement is traded
for repeated operations on a simpler quantum state. We can extend the class of known sequentializable
protocols to those whose Kraus operators commute.
The setup of the paper is simple: Section 2 introduces the necessary ingredients, Section 3 considers
completely positive classical structures, and Section 4 outlines their application to sequentializable quan-
tum protocols. Much of this work has been done while both authors were at the Institute for Quantum
Information at the California Institute of Technology. We thank Peter Selinger for pointing out [20], and
David Pe´rez Garcı´a, Robert Ko¨nig, Peter Love and Spiros Michalakis for discussions.
∗Supported by the Netherlands Organisation for Scientific Research (NWO).
†Supported by FIS2008-01236 and Defense Advanced Research Projects Agency award N66001-09-1-2101.
92 Completely positive classical structures and sequentializable quantum protocols
2 Preliminaries
For basics on dagger compact categories we refer to [2, 12, 27]. A classical structure in a dagger compact
category is a morphism δ : X → X ⊗X satisfying (id⊗ δ †) ◦ (δ ⊗ id) = δ ◦ δ † = (δ †⊗ id) ◦ (id⊗ δ ),
δ † ◦ δ = id, and σ ◦ δ = δ , where σ : X ⊗X → X ⊗X is the swap isomorphism [12, 13, 3]. We depict
δ as . In the category fdHilb of finite-dimensional Hilbert spaces, classical structures correspond to
orthonormal bases [13, 3]: an orthonormal basis {|i〉}i induces a classical structure by |i〉 7→ |ii〉, and the
basis is retrieved from a classical structure as the set of nonzero copyables {x ∈ X | δ (x) = x⊗ x}\{0}.
This legitimizes using classical structures to model (the copying of) classical data.
The other main ingredient we work with is the CPM-construction, that we now briefly recall, turning
a dagger compact closed category C into another one by taking the completely positive morphisms [26].
The latter is given by lifting the Stinespring characterization of completely positive maps to a definition:
• The objects of CPM(C) are those of C. To distinguish the category they live in, we will denote
objects of C by X , and objects of CPM(C) by X .
• The morphisms X →Y in CPM(C) are the morphisms of C of the form (id⊗ε⊗ id)◦ ( f∗⊗ f ) for
some f : X → Z⊗Y in C called Kraus morphism. In graphical [27] terms:
f =

Y ∗ Y
X∗ X
Z
f∗ f

Here, ε : Y ⊗Y ∗→ I and f∗ : Y ∗→ X∗ are the counit and conjugation of the compact structure. To
distinguish their home category, we denote morphisms in C as f , and those in CPM(C) as f .
• Composition and dagger are as in C.
• The tensor product of objects is as in C.
• The tensor product of morphisms is given by ( f ⊗ g) = ((123)(4))◦( f∗⊗ f ⊗g∗⊗g)◦((132)(4)),
where the group theoretic notation ((132)(4)) denotes the canonical permutation built out of identi-
ties and swap morphisms using tensor product and composition. Graphically, this looks as follows.

B∗ B
A∗ A
f∗ f
⊗

D∗ D
C∗ C
g∗ g
 =

D∗ B∗ B D
C∗ A∗ A C
g∗ f∗ f g

• The swap isomorphism σ : X ⊗Y → Y ⊗X in CPM(C) is given by σ ⊗σ .
X∗ Y ∗ Y X
Y ∗ X∗ X Y
There are two functors of particular interest between C and CPM(C). They form the components of
a natural transformation when varying the base category C [20].
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Lemma 1. Consider the functors
F : C→ CPM(C) F(X) = X F( f ) = f∗⊗ f ,
G : CPM(C)→ C G(X ) = X∗⊗X G( f ) = (id⊗ ε⊗ id)◦ ( f∗⊗ f ).
Then F is a symmetric (strict) monoidal functor that preserves dagger,
and G is a symmetric (strong) monoidal functor that preserves dagger.
Proof. The first statement is easily verified by taking identities for the required morphisms I → F(I)
and F(X)⊗F(Y )→ F(X ⊗Y ). As to the second statement, G preserves daggers almost by definition.
To verify that G is (strong) monoidal, one can take the required morphisms ϕ : I → G(I) = I∗⊗ I and
ϕX ,Y : G(X )⊗G(Y )=X∗⊗X⊗Y ∗⊗Y →Y ∗⊗X∗⊗X⊗Y ∼=G(X⊗Y ) to be the canonical isomorphisms
of that type. In particular, ϕX ,Y = (123)(4). This makes the required diagrams commute. For example,
the ‘left unit’ condition boils down to (ρX)∗ = λX∗ ◦ (i⊗ idX∗), where i is the canonical isomorphism
I∗→ I. This follows from unitarity of ρX , because (ρX)∗ = (ρX)†∗ = (ρ−1X )∗ = (ρ∗X)−1, and the diagram
(X⊗ I)∗
∼=

X∗
ρ∗Xoo
I∗⊗X∗
i⊗id
// I⊗X∗
λX∗
OO
commutes by the coherence theorem for compact closed categories. Finally,
ϕ ◦σ =
X∗ Y ∗ Y X
X∗ X Y ∗ Y
=
X∗ Y ∗ Y X
X∗ X Y ∗ Y
= σ ◦ϕ,
so G is in fact symmetric strong monoidal.
3 Completely positive classical structures
This section considers classical structures in categories CPM(C) for various dagger compact categories
C, starting from the following corollary of Lemma 1.
Corollary 2. Every classical structure on X in C induces a classical structure on X in CPM(C).
Every classical structure on X in CPM(C) induces a classical structure on X∗⊗X in C.
Classical structures in CPM(C) induced by classical structures in C are called canonical. We will
prove that for C = Rel, C = Cob, and for C the free dagger compact category on one generator, any
classical structure in CPM(C) is canonical. We conjecture the same is the case for C = fdHilb and
provide strong evidence for this conjecture.
Sets and relations Let us start with the category Rel of sets and relations as a toy example. In general,
a relation R⊆ (X×X)× (Y ×Y ) is completely positive when
(x′,x)R(y′,y)⇐⇒ (x,x′)R(y,y′), (1)
(x′,x)R(y′,y) =⇒ (x,x)R(y,y). (2)
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By [23], a classical structure on an object X in CPM(Rel) is a direct sum of Abelian groups, the union of
whose carrier sets is X×X . Additionally, the group multiplication must be a completely positive relation
in the above sense. This means the following, writing the group additively:
(a,b)+(c,d) = (e, f )⇐⇒ (c,d)+(a,b) = ( f ,e), (3)
(a,b)+(c,d) = (e, f ) =⇒ (c,d)+(c,d) = ( f , f ). (4)
In particular, if we take (a,b) = 0, then (3) implies that (c,d) = (c,d)+(a,b) = (d,c). Hence it is already
forced that c = d. That is, the classical structure on X in CPM(Rel) must be canonical. This proves the
following theorem.
Theorem 3. Any classical structure in CPM(Rel) is canonical.
Cobordisms Now consider the category Cob of 1d compact closed manifolds and 2d cobordisms be-
tween them is a dagger compact category. It is the free dagger compact category on a classical struc-
ture [19], and is very interesting from the point of view of quantum field theory [4]. However, it has the
property that every isometry is automatically unitary: if we are to have a homeomorphism
∼=−→
the left-hand cobordism cannot actually have nonzero genus. Therefore Cob has no nontrivial classical
structures at all, as does CPM(Cob). This makes the following proposition trivial, but nevertheless true.
Proposition 4. Any classical structure in CPM(Cob) is canonical.
Free dagger compact category Let us now have a look at the free dagger compact category C on one
generator. It is described explicitly in [1], whose notation we adopt here. Concretely, the objects of C
are (m,n) ∈ N2. Morphisms (m,n)→ (p,q) exist only when m+ q = n+ p, and are pairs (s,pi) of a
natural number s and a permutation pi ∈ S(m+ q). The identity is (0, id), and composition is given by
the so-called execution formula as (t,σ) ◦ (s,pi) = (s+ t,ex(σ ,pi)), see [1]. The monoidal structure is
(m,n)⊗ (p,q) = (m+ p,n+q) on objects and (s,pi)⊗ (t,σ) = (s+ t,pi+σ) on morphisms. Finally, the
dagger is given by (s,pi)† = (s,pi−1). It turns out that the situation is similar to that with cobordisms.
Proposition 5. Let C be the free dagger compact category on one generator. Any classical structure in
CPM(C) is canonical.
Proof. We show that in both categories C and CPM(C), the only morphisms δ : X → X ⊗X satisfying
δ † ◦δ = id are the trivial ones with X = I. First of all, if δ = (s,pi) : (m,n)→ (m,n)⊗ (m,n) = (2m,2n)
is a morphism in C, then m = n, and hence pi ∈ S(3n). Now δ † ◦δ = (s,pi−1)◦ (s,pi) = (2s,ex(pi−1,pi)).
Writing both pi and ex(pi−1,pi) as matrices, as in [1], we find ex(pi−1,pi)12 = pi11 ◦pi−111 = 1. But id12 = 0.
So δ † ◦δ = id only when m = n = 0. That is, C only has trivial classical structures.
Similarly, working out the upper-right entry of the matrix of δ † ◦ δ for a morphism δ = (s,pi ) in
CPM(C), we find that it is the union of pi11 ◦pi−111 with some other terms. In particular, it contains id.
Hence δ † ◦δ = id only if dom(δ ) = I , so CPM(C) only has trivial classical structures, too.
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Finite-dimensional Hilbert spaces The rest of this section concentrates on the category CPM(fdHilb).
Here, we can identify the object X with Cn, and X∗⊗X with the Hilbert space Mn(C) of n-by-n matri-
ces under the Hilbert-Schmidt inner product 〈ρ |σ〉 = Tr(ρ†σ). One strategy to investigate classical
structures in this category, inspired by the strategy that worked so well for Rel, could be as follows:
1. Start with a classical structure δ on Cn in CPM(fdHilb).
2. Apply Corollary 2 to obtain a classical structure δ = G(δ ) on Mn(C).
3. Apply [13] to obtain an orthonormal basis {α} for Mn(C).
4. Investigate when δ : |α〉 7→ |αα〉 is a completely positive map.
Unfortunately, the last step proves to be quite difficult. A first thought might be to use Choi’s theorem,
resulting in the following characterization.
Theorem 6. Classical structures δ onCn in CPM(fdHilb) correspond to orthonormal bases α of Mn(C)
for which ∆ j′′k′′ j′k′ jk =∑α α jkα j′k′α j′′k′′ are matrix entries of a positive semidefinite ∆ : (Cn)⊗3→ (Cn)⊗3.
Proof. Setting |ψ〉= ∑i |ii〉 shows that
δ (ρ) =∑
α
〈ψ|(α†⊗ id)◦ (ρ⊗ id) |ψ〉(α⊗α) =∑
α
Tr(α†ρ) · (α⊗α),
so that in particular δ (|i〉〈 j|) = ∑α αi j · (α ⊗α). Recall that Choi’s theorem states that a morphism
δ : X∗⊗X → Y ∗⊗Y in fdHilb is completely positive if and only if the map ∆ : X ⊗Y → X ⊗Y given
by 〈a j|∆ |bk〉 = 〈a|δ (| j〉〈k|) |b〉 for a,b ∈ Y and j,k ∈ X is positive semidefinite [22, 3.14]. Applying
Choi’s theorem to the map δ defined by α 7→ α⊗α and taking a = | j′′ j′〉 and b = |k′′k′〉 yields
∆ j′′k′′ j′k′ jk =
〈
j′′ j′
∣∣δ (| j〉〈k|) ∣∣k′′k′〉=∑
α
α jk
〈
j′′ j′
∣∣α⊗α ∣∣k′′k′〉=∑
α
α jkα j′k′α j′′k′′ .
The condition of the previous theorem is not vacuous. For example, the normalized Pauli matrices
α1 =
1√
2
(
1 0
0 1
)
, α2 =
1√
2
(
0 1
1 0
)
, α3 =
1√
2
(
0 −i
i 0
)
, α4 =
1√
2
(
1 0
0 −1
)
.
form an orthonormal basis for M2(C). But their Choi matrix ∆ is not even positive:
√
2α1 +α2 +α4 =
(
1+ 1√
2
1√
2
1√
2
1− 1√
2
)
≥ 0,
as its eigenvalues are {2,0}, but its image under δ is
√
2α1⊗α1 +α2⊗α2 +α4⊗α4 =

1√
2
+ 12 0 0
1
2
0 1√
2
− 12 12 0
0 12
1√
2
− 12 0
1
2 0 0
1√
2
+ 12
 ,
which has an eigenvalue 12(
√
2−2)< 0 and therefore is not positive semidefinite.
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Numerical evidence 7. The condition of Theorem 6 is easy to verify with computer algebra software.
We can also generate random orthonormal bases when X =Cn, i.e. when X∗⊗X is the C*-algebra Mn(C)
of n-by-n-matrices: generate n2 random matrices; with large probability they are linearly independent;
use the Gram-Schmidt procedure to turn them into an orthonormal basis of Mn. Running this test for 1000
randomly chosen orthonormal bases did not provide a counterexample to our conjecture for n = 2,3.
The previous Theorem and Numerical evidence neither provide much intuition nor have direct physi-
cal significance. We end this section by providing some more natural sufficient conditions, and by listing
a large number of necessary and sufficient conditions equivalent to our conjecture. This partial progress
is enough to enable novel physical applications outlined in the next section.
Proposition 8. Let {α1, . . . ,αN} be an orthonormal basis of X∗⊗X, and let δ be the induced classical
structure in fdHilb. If δ is completely positive, then:
(a) the set of copyables is closed under adjoints: {α1, . . . ,αN}= {α†1 , . . . ,α†N};
(b) copyables are closed under absolute values: {|α1|, . . . , |αN |} ⊆ {0,α1, . . . ,αN};
(c) the map δ satisfies δ (id)δ (ab) = δ (a)δ (b) for all a,b : X → X;
(d) positive semidefinite copyables commute pairwise.
Proof. To see (a), notice that if δ is positive, then it preserves (names of) adjoints [6, Lemma 2.3.1], so
that in particular δ (α†j ) = δ (α j)
† = α†j ⊗α†j . Therefore α†j is (also) one of the basis vectors.
For (b) and (c) we first prove the auxiliary result that ab = 0 if and only if 〈a |b〉 = 0 for positive
definite matrices a,b. Say a = x†x and b = y†y. If ab = 0, then 0 = Tr(x†xy†y) = 〈a |b〉. Conversely, if
0 = 〈a |b〉= Tr(x†xy†y) = Tr(yx†xy†) = ‖xy†‖2 then xy†=0 and hence ab = 0.
By isometry of δ we can therefore conclude that δ (a)δ (b) = 0 whenever ab = 0 for positive a,b.
Hence (c) follows from [14, Theorem 2], as well as the fact that δ preserves absolute values. Hence if α
is copyable, then δ (|α|) = |δ (α)|= |α⊗α|= |α|⊗ |α|, and so |α| is copyable, too, establishing (b).
Finally, (d) follows from a generalized version of the no-cloning theorem [5, Corollary 3].
Lemma 9. If δ is completely positive, then δ †(id):
(a) is positive semidefinite;
(b) is invertible, and hence positive definite;
(c) satisfies δ †(id)≥ id, and hence its eigenvalues are at least 1.
Proof. To see (a), notice that id is a positive definite matrix and that δ † is a positive map. For (b),
apply [10, Lemma 2.2] to get a completely positive map d such that d†(id) = id and δ † = (
√
f ⊗√ f )◦d,
where f = δ †(id), and observe that
dim(X)2 = rank(δ †) = rank((
√
f ⊗
√
f )◦d†)≤ rank(
√
f ⊗
√
f )≤ dim(X)2,
so that rank(
√
f ) = dim(X), whence
√
f is invertible. Therefore also δ †(id) is invertible.
Notice that δ (id)† = δ (id†) = δ (id) since δ is positive by Proposition 8(a). The map 1‖δ (id)‖op δ (id)
is a contraction, and so [6, Proposition 1.3.1] the matrix
1
‖δ (id)‖op
(
id δ (id)
δ (id) id
)
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is positive semidefinite. Because δ † is completely positive and δ † ◦δ (id) = id, therefore also the matrix
1
‖δ (id)‖op
(
δ †(id) id
id δ †(id)
)
is positive semidefinite. It follows from (b) and [6, Theorem 1.3.3] that
1
‖δ (id)‖op δ
†(id)≥ 1‖δ (id)‖op
(
1
‖δ (id)‖op δ
†(id)
)−1 1
‖δ (id)‖op ,
and therefore δ †(id)≥ (δ †(id))−1. Finally, since δ †(id) is diagonalizable by (a), this yields δ †(id)≥ id,
establishing (c).
Theorem 10. The following are equivalent:
(a) A classical structure δ on X in CPM(fdHilb) is canonical;
(b) δ preserves pure states;
(c) δ is a trace-preserving map;
(d) δ † is unital: δ †(idX⊗X) = idX ;
(e) δ †(idX⊗X)≤ idX ;
(f) δ is a trace-nonincreasing map;
(g) δ †(idX⊗X) has operator norm at most 1;1
(h) idX = ∑A for some subset A of the copyables;
(i) Tr(α) = 1 for positive semidefinite copyables α;
(j) rank(α) = 1 for nonzero copyables α;
(k) if α is copyable, then so is α†α;
(l) the set of copyables is closed under composition: αiα j ∈ {0,α1, . . . ,αN};
(m) δ (idX) is idempotent;
(n) the ancilla in a minimal Kraus decomposition of δ is one-dimensional.
Proof. (b⇒a) If δ sends pure states |ψ〉〈ψ| to pure states |ϕ〉〈ϕ|, it defines a linear map g sending |ψ〉
to the unique eigenvector |ϕ〉 of δ (|ψ〉〈ψ|), so that δ = g∗⊗g. One then readily verifies that the
axioms for classical structures on δ imply that g is a classical structure in fdHilb.
(c⇒b) Since completely positive trace-preserving maps send quantum states to quantum states (with
eigenvalues bounded above by 1), isometry of δ yields
Tr
(
δ (|ψ〉〈ψ|)2)= Tr((|ψ〉〈ψ|)2) = 1,
and therefore δ preserves purity.
1One might think that isometry of δ means that it has operator norm 1, and hence so does δ †, and hence (by applying the
Russo-Dye theorem [6, Corollary 2.3.8]) so does δ †(id). However, the first operator norm is taken with respect to the Hilbert-
Schmidt norm on Mn(C), and the last operator norm is taken with respect to the operator norm on Mn(C). Hence all one can
conclude from this reasoning is that dim(X)−1/2 ≤ ‖δ †(id)‖op ≤ dim(X)1/2.
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(d⇔c) This equivalence is well-known, see e.g. [18]; it is also easily seen using the graphical calculus.
(e⇔d) One direction is trivial; the other follows from Lemma 9(c).
(g⇒d) Combining Lemma 9(c) with (g) gives that all eigenvalues of δ †(id) are 1, and hence that δ †(id)
is (unitarily similar to) the identity matrix.
(f⇔e) Clearly (c), and hence (e), implies (f), so it suffices to show (f)⇒(e). If δ is trace-nonincreasing,
then Tr(a−aδ †(id)) = 〈id−δ †(id) |a〉= 〈id |a〉−〈id |δ (a)〉= Tr(a)−Tr(δ (a))≥ 0 for all a. If
xi > 0 is the ith eigenvalue of δ †(id), then by taking a = diag(0, . . . ,1, . . . ,0) with a single 1 in the
ith place, we obtain xi−1≤ 0. Hence δ †(id)≤ id.
(h⇒g) δ †(id) = δ †((∑α∈Aα)⊗(∑β∈Aβ )) =∑α,β∈A δ †(α⊗β ) =∑α∈Aα , so ‖δ †(id)‖op = ‖id‖op = 1.
(i⇒h) Use Plancherel’s theorem to get id = ∑α〈id |α〉α = ∑α Tr(α)α . Now if α is copyable but not
positive semidefinite, then by Proposition 8(b) we have Tr(α) = Tr(|α|) = 0 iff |α|= 0 iff α = 0.
Hence we can take A = {α | Tr(α) = 1}.
(j⇒i) If α is positive semidefinite, then by assumption (j) we have rank(α) = 1, so that α =U |φ〉〈φ |U†
for some unit vector φ and unitary U . Therefore Tr(α) = Tr(|φ〉〈φ |) = 〈φ |φ〉= 1.
(k⇒j) if α 6= 0 then also α†α 6= 0. Hence rank(α) = rank(α†α) = 1.
(l⇒k) follows from Proposition 8(a).
(m⇒l) If δ (id) is idempotent, then it is a projection by Proposition 8(a). By Proposition 8(c) it com-
mutes with the image of δ , and hence is contained in the support projection of that image. Hence
δ (id)δ (a) = δ (a) for all matrices a, so that δ preserves multiplication by Proposition 8(c), from
which (l) follows.
(a⇒m) If δ is canonical, then α are of the form |i〉〈 j|, so that id = ∑i |i〉〈i|, and we obtain δ (id)2 =
(∑i δ (|i〉〈i|))(∑ j δ (| j〉〈 j|)) = ∑i |ii〉〈ii|= δ (id).
(a⇔n) is just a reformulation in terms of the Kraus decomposition; the ancilla space is the one called Z
in the definition of CPM(C) in Section 2.
4 Sequentializable quantum protocols
Up to normalization, classical structures in fdHilb produce a state that plays an important role in many
protocols studied in quantum information and computation, namely the maximally entangled state. This
state is produced by postcomposing the unit of the classical structure with as many comultiplications as
are needed to get an m-party state. Typical examples, frequently encountered in quantum metrology, are
optimal phase estimation protocols. They can be modeled graphically as the following diagram, read left
to right:
fm
. . . . . .
...
fm−1
f2
f1
(5)
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In one of most common cases, the diagram is interpreted in the category fdHilb and the morphisms
f j are all identical phase gates e−iφσz/2, with unknown phase φ and Pauli matrix σz. This entangled
protocol produces an estimator φˆ of the unknown phase with an uncertainty scaling δ φˆ ∝ 1/m, which
is called the Heisenberg limit [15, 8]. It follows from the generalized spider theorem [11] that if the
linear maps f j are “generalized phases” that are compatible with the classical structure, then the previous
diagram is equivalent to the following one
fpi(1) fpi(2) · · · fpi(m−1) fpi(m) (6)
for any permutation pi ∈ S(m). This implies that the entangled parallel protocol (5) is equivalent to a
sequential protocol (6) with the same uncertainty scaling. This equivalence has been studied in frame
synchronization [24] and clock synchronization [7, 16] between two parties. In quantum computation,
the transformation between sequential and entangled protocols has also been used to study the computa-
tional power of quantum circuits with restricted length [21, 17].
Categorically, the wires and boxes in the diagrams above can also be interpreted as finite-dimensional
Hilbert spaces and quantum maps, i.e. trace-preserving completely positive maps. These are the maps
quantum information theory concerns [18]. For quantum computation, it makes sense to relax to trace-
nonincreasing completely positive maps [25]. Neither form a dagger compact category in themselves, but
we may regard them as living within CPM(fdHilb). The equivalence between (5) and (6) holds unabated
for quantum maps f in CPM(fdHilb), as long as they are compatible with the classical structure.
This interpretation has the advantage that general quantum maps are able to model noisy estimation
protocols. Hence we can now, fully generally, address the question of whether the parallel protocol with
maximally entangled states is more fragile in its response to noise than the corresponding sequential
protocol. On the one hand, physical intuition tells us that this might be the case, given that entanglement
is considered to be a very delicate resource in general. On the other hand, the equivalence between both
diagrams derived from the categorical machinery means that for certain kinds of noise the entangled
protocol is not more fragile than the sequential one. This generalizes the equivalences of clock syn-
chronization protocols under noise that have been studied for two-dimensional Hilbert space in [7]. By
Theorem 10, classical structures are quantum maps if and only if they are canonical, and hence corre-
spond to an orthonormal basis. The only question left is which quantum maps are compatible with that
basis. We now give without proof the explicit form of such maps, referring to [9] for details.
Being a completely positive operator, a quantum map can be written as ρ 7→ ∑s bsρb†s , where bs are
the Kraus operators. Denote the nth roots of unity by ω j = e−i2pi j/n, where n is the dimension of the
underlying Hilbert space. The quantum maps that are compatible with a classical structure are precisely
those which can be expressed with Kraus operators of the form
bs =
√
rs∑
j
e−i(φ j+2pi js/n) | j〉〈 j| ,
where {| j〉} is the basis defined by the classical structure, φ j define arbitrary phase rotations, and r j are
positive constants parametrizing general dephasing noise, satisfying ∑ j r j = 1. Maps without dephasing
(i.e. pure rotations) are obtained by choosing rs = δs,0.
Thus, when the above quantum metrology protocols are modeled with such maps, usage of max-
imally entangled states is equally robust as, and has equal uncertainty scaling to, the corresponding
sequential version.
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