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Abstract. We present tree extraction in 3D images as a graph refine-
ment task, of obtaining a subgraph from an over-complete input graph.
To this end, we formulate an approximate Bayesian inference framework
on undirected graphs using mean field approximation (MFA). Mean field
networks are used for inference based on the interpretation that itera-
tions of MFA can be seen as feed-forward operations in a neural network.
This allows us to learn the model parameters from training data using
back-propagation algorithm. We demonstrate usefulness of the model to
extract airway trees from 3D chest CT data. We first obtain probabil-
ity images using a voxel classifier that distinguishes airways from back-
ground and use Bayesian smoothing to model individual airway branches.
This yields us joint Gaussian density estimates of position, orientation
and scale as node features of the input graph. Performance of the method
is compared with two methods: the first uses probability images from a
trained voxel classifier with region growing, which is similar to one of
the best performing methods at EXACT’09 airway challenge, and the
second method is based on Bayesian smoothing on these probability im-
ages. Using centerline distance as error measure the presented method
shows significant improvement compared to these two methods.
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1 Introduction
Markov random field (MRF) based image segmentation methods have been suc-
cessfully used in several medical image applications [2,10]. Pixel-level MRF’s are
commonly used for segmentation purposes to exploit the regular grid nature of
images. These models become prohibitively expensive when dealing with 3D im-
ages, which are commonly encountered in medical image analysis. However, there
are classes of methods that work with supervoxel representation to reduce density
of voxels by abstracting local information as node features [3,11]. Image segmen-
tation, in such models, can be interpreted as connecting voxels/supervoxels to
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extract the desired structures of interest. This has similarities with performing
graph refinement, where an over-complete input graph is processed to obtain a
subgraph that corresponds to structures of interest.
In this work, we present a novel approach to tree extraction by formulating
it as a graph refinement procedure on MRF using mean field networks (MFN).
We recover a subgraph corresponding to the desired tree structure from an over-
complete input graph either by retaining or removing edges between pairs of
nodes. We use supervoxel-like representation to associate nodes in the graph
with features that make the input graph sparser. We formulate a probabilis-
tic model based on unary and pairwise potential functions that capture nodes
and their interactions. The inference is performed using mean field networks
which implement mean field approximation (MFA) [1] iterations as feed-forward
operation in a neural network [9]. The MFN interpretation enables us to learn
the model parameters from training data using back-propagation algorithm; this
allows our model to be seen as an intermediate between entirely model-based
and end-to-end learning based approaches. The proposed model is exploratory
in nature and, hence, not sensitive to local anomalies in data. We evaluate the
method to extract airway trees in comparison with two methods: the first uses
probability images from a trained voxel classifier with region growing [6], which
is similar to one of the best performing methods in EXACT airway challenge [7],
and the second method is based on Bayesian smoothing on probability images
obtained from the voxel classifier [11].
2 Method
2.1 The Graph Refinement Model
Given a fully connected, or over-complete, input graph, G : {N , E} with nodes i ∈
N and edges in (i, j) ∈ E , we are interested in obtaining a subgraph, G′ : {N ′, E ′},
that in turn corresponds to a structure of interest like vessels or airways in an
image. We assume each node i ∈ N to be associated with a set of d-dimensional
features, xi ∈ Rd, and collected into a random vector, X = [x1, . . . ,xN ]. We in-
troduce a random variable, S = [s1 . . . sN ], to capture edge connections between
nodes. Each node connectivity variable, si = {sij} : j = 1 . . . N , is a collection
of binary random variables, sij ∈ {0, 1}, indicating absence or presence of an
edge between nodes i and j and we are interested in recovering S′ that describes
the desired subgraph G′. Note that each instance of S can be seen as an N ×N
adjacency matrix.
The model described by the conditional distribution, p(S|X), bears similari-
ties with hidden MRF models that have been used for image segmentation[2,10].
Based on this connection, we use the notion of node, φi(si), and pairwise,
φij(si, sj), potentials to write the logarithm of joint distribution and relate it
to the conditional distribution as,
ln p(S|X) ∝ ln p(S,X) = − lnZ +
∑
i∈N
φi(si) +
∑
(i,j)∈E
φij(si, sj), (1)
where lnZ is the normalisation constant. For ease of notation, explicit depen-
dence on observed data in these potentials is not shown.
Next we focus on formulating node and pairwise potentials introduced in (1)
to reflect the behaviour of nodes and their interactions in the subgraph G′,
which can consequently yield good estimates of p(S|X). First, we propose a
node potential that imposes a prior degree on each node and learns a per-node
feature representation that can be relevant to nodes in the underlying subgraph,
G′. For each node i ∈ N , it is given as,
φi(si) =
D∑
v=0
βvI
[∑
j
sij = v
]
+ aTxi
∑
j
sij , (2)
where
∑
j sij is the degree of node i and I[·] is the indicator function. The
parameters βv ∈ R, ∀ v = [0, . . . , D], can be seen as a prior on the degree
per node. We explicitly model and learn this term for upto 2 edges per node
and assume uniform prior for D > 2. Further, individual node features, xi, are
combined with a ∈ Rd×1 and captures a combined node feature representation
that is characteristic to the desired subgraph G′. The degree of each node,∑j sij ,
controls the extent of each node’s contribution to the node potential.
Secondly, we model the pairwise potential such that it captures interactions
between pairs of nodes and is crucial in deciding the existence of edges between
nodes. We propose a potential that enforces symmetry in connections, and also
has terms that derive joint features for each pair of nodes that are relevant in
prediction of edges, and is given as,
φij(si, sj) = λ
(
1− 2|sij − sji|
)
+ (2sijsji − 1)
[
ηT |xi − xj |+ νT (xixj)
]
. (3)
The function parameterised by λ ∈ R in (3) ensures symmetry in connections
between nodes, i.e, for nodes i, j it encourages sij = sji. The parameter η ∈ Rd×1
combines the absolute difference between each feature dimension. The element-
wise feature product term (xixj) with ν ∈ Rd×1 is a weighted, non-stationary
polynomial kernel of degree 1 that computes the dot product of node features in
a weighted feature space.
Under these assumptions, the posterior distribution, p(S|X), can be used
to extract the subgraph, G′ from G. However, except for in trivial cases, it is
intractable to estimate p(S|X) and we must resort to making some approxima-
tions. We take up the variational mean field approximation (MFA) [1], which is
a structured approach to approximating p(S|X) with candidates from a class of
simpler distributions: q(S) ∈ Q. This approximation is performed by minimiz-
ing the exclusive Kullback-Leibler divergence [1], or equivalently maximising the
evidence lower bound (ELBO) or variational free energy, given as
F(qS) = lnZ + EqS
[
ln p(S|X)− ln q(S)
]
, (4)
where EqS is the expectation with respect to the distribution qS. In MFA, the
class of distributions, Q, are constrained such that q(S) can be factored further.
In our model, we assume the existence of each edge is independent of the others,
which is enforced as the following factorisation:
q(S) =
N∏
i=1
N∏
j=1
qij(sij), where qij(sij) =
{
αij if sij = 1
(1− αij) if sij = 0
, (5)
where αij ∈ [0, 1] is the probability of an edge existing between nodes i and j.
Using the potentials from (2) and (3) in (4) and taking expectation with
respect to the distribution qS, we obtain the ELBO in terms of αij ∀ i, j =
[1, . . . , N ], proof of which is shown in the Appendix 5. By differentiating this
ELBO with respect to any individual αkl, we obtain the following update equa-
tion for performing MFA iterations. At iteration (t+ 1):
α(t+1)kl = σ(γkl) =
1
1 + exp−γkl
∀ k = {1 . . . N}, l ∈ Nk : |Nk| = L (6)
where σ(·) is the sigmoid activation function, Nk are the L nearest neighbours
of node k based on positional Euclidean distance, and
γkl =
∏
j∈Nk\l
(
1− α(t)kj
){ ∑
m∈Nk\l
α
(t)
km
(1− α(t)km)
[
(β2 − β1)− β2
∑
n∈Nk\l,m
α
(t)
kn
(1− α(t)kn)
]
+
(
β1 − β0
)}
+ aTxi + (4α
(t)
lk − 2)λ+ 2α(t)lk
(
ηT |xi − xj |+ νT (xixj)
)
. (7)
After each iteration t, MFA outputs N ×N edge predictions, which we denote
as α(t), with entries α
(t)
kl . MFA iterations are performed until convergence, and a
good stopping criteria is when the increase in ELBO is below a small threshold
between successive iterations. Note that an estimate of the connectivity variable
S at iteration t can be recovered as S(t) = I[α(t) > 0.5].
2.2 Mean Field Network
The MFA update equations in (6) and (7) resemble the computations in a feed-
forward neural network. The predictions from iteration t, α(t), are combined
and passed through a non-linear activation function, a sigmoid in our case, to
obtain predictions at iteration t+ 1, α(t+1). This interpretation can be used to
map T iterations of MFA to a T -layered neural network, based on the under-
lying graphical model, and is seen as the mean field network (MFN) [9]. The
parameters of our model form weights of such a network and are shared across
all layers. Given this setting, parameters for the MFN model can be learned
using back-propagation on the binary cross entropy (BCE) loss computed as,
L(S′,α(T )) = 1
N2
N∑
i=1
N∑
j=1
(
sij log(αij) + (1− sij) log(1− αij)
)
, (8)
where α(T ) is the predicted probability of edge connections at the last iteration
(T ) of MFA and S′ is the ground truth adjacency of the desired subgraph G′.
2.3 Airway Tree Extraction as Graph Refinement
Depending on the input features of observed data, X, the MFN presented above
can be applied to different applications. Here we present extraction of airway
tree centerlines from CT images as a graph refinement task and show related
experiments in Section 3. To this end, the image data is processed to extract
useful node features to input to the MFN. We assume that each node is asso-
ciated with a 7-dimensional Gaussian density comprising of location (x, y, z),
local radius (r), and orientation (vx, vy, vz), such that xi = [x
i
µ,x
i
σ2 ], compris-
ing of mean, xiµ ∈ R7×1, and variance for each feature, xiσ2 ∈ R7×1. We obtain
these features by performing Bayesian smoothing on probability images obtained
from the voxel classifier [6], with process and measurement models that model
individual branches in an airway tree using the method of [11].
The node and pairwise potentials in equations (2) and (3) are general and
applicable to commonly encountered trees. The one modification we make due to
our feature-based representation is to one of the terms in (3), where we normalise
the absolute difference in node positions, xp = [x, y, z], with the average radius
of the two nodes, i.e., |xip − xjp|/(ri + rj), as the relative positions of nodes are
proportional to their scales in the image.
For evaluation purposes, we convert the refined graphs into binary segmenta-
tions by drawing spheres in 3D volume along the predicted edges using location
and scale information from the corresponding node features.
3 Experiments and Results
Data The experiments were performed on 32 low-dose CT chest scans from a
lung cancer screening trial [5]. All scans have voxel-resolution of approximately
0.78× 0.78× 1mm3. The reference segmentations consist of expert-user verified
union of results from two previous methods: first method uses a voxel classifier
to distinguish airway voxels from background to obtain probability images and
extracts airways using region growing and vessel similarity [6], and the second
method continually extends locally optimal paths using costs computed using the
voxel classification approach [4]. We extract ground truth adjacency matrices for
training the MFN using Bayesian smoothing to extract individual branches from
the probability images obtained using the voxel classifier, then connect only the
branches within the reference segmentation to obtain a single, connected tree
structure using a spanning-tree algorithm.
Error Measure To evaluate the proposed method along with the comparison
methods in a consistent manner, we extract centerlines using a 3D-thinning
algorithm from the generated binary segmentations. The error measure used
is based on centerline distance, defined as derr = (dFP + dFN )/2, where dFP
is average minimum Euclidean distance from segmented centerline points to
reference centerline points and captures false positive error, and dFN is average
minimum Euclidean distance from reference centerline points to segmentation
centerline points and captures false negative error.
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Fig. 1: Training and validation losses for MFN along with the binary accuracies
averaged over the four-folds of the cross-validation procedure are shown in the
figure to left. Binary accuracy is obtained by thresholding predicted probability,
i.e., S(t) = I[α(t) > 0.5]. Figure to the right shows the ELBO computed at each
layer within an epoch and across epochs averaged over four folds.
Learning of Parameters We create sub-images comprising of 500 nodes
(batch) from each image and derive the corresponding adjacency matrices to
reduce memory footprint during the training procedure. Parameters of the MFN
are learned by minimizing the BCE loss in (8) computed using all batches of
all images in the training data using back-propagation with Adam optimiser
with recommended settings [8]. To further reduce computational overhead we
restrict the neighbourhood of each node to be L = 10 nearest neighbours based
on Euclidean distance of their locations in the image data. Based on initial
investigations of ELBO we set the number of layers in MFN, T = 10. The
learning curves for loss and binary accuracy are shown in Figure 1, along with
the ELBO plot showing the successive increase in ELBO with each iteration
within an epoch (as guaranteed by MFA) and with increasing epochs (due to
gradient descent).
Table 1: Performance comparison based on 4-fold cross validation.
Method dFP (mm) dFN (mm) derr (mm)
Voxel Classifier 0.792 4.807 2.799± 0.701
Bayesian Smoothing 0.839 2.812 1.825± 0.232
MFN 0.835 2.571 1.703± 0.186
Results We compare performance of the proposed MFN method with a method
close to the voxel classifier approach that uses region growing on probability
images [6] which was one of the best performing methods in the EXACT’09
challenge [7], and Bayesian smoothing method used in tandem with the voxel
classifier approach [11]. We perform 4-fold cross validation using the 32 images
on all three methods and report centerline distance based performance measure,
derr in mm, in Table 1 based on the cross validation predictions. Our method
shows an improvement in the average error with significant gains (p < 0.05)
by reducing the false negative error dFN , implying extraction of more complete
Fig. 2: Figure on left: Predicted connections by MFN for one case: Yellow edges
are true positives, red edges are false positives and blue are false negatives.
Figure on right: Airway tree centerlines for four cases obtained from MFN pre-
dictions (blue) overlaid with the reference segmentations (pink surface) and the
centerlines from the voxel-classifier based region growing method (yellow).
trees, when compared to both methods. The results were compared based on
paired-sample t-test.
In Figure 2, first we present the predicted subgraph for one of the images.
The gray dots are nodes of the over-complete graph with features, xi, extracted
using Bayesian smoothing; the edges are colour-coded providing an insight into
the performance of the method: yellow edges are true positives, red edges are
false positives and blue edges are false negatives compared to the ground truth
connectivity derived from the reference segmentations. Several of the false nega-
tives are spaced closely, and in fact, do not contribute to the false negative error,
dFN , after generating the binary segmentations. The figure to the right in Fig-
ure 2 shows four predicted centerlines overlaid with the reference segmentation
and centerlines from the voxel-classifier approach. Clearly, the MFN method is
able to detect more branches as seen in most of the branch ends, which is also
captured as the reduction in dFN in Table 1. Some of the false positive predic-
tions from MFN method appear to be a missing branch in the reference as seen
in the first of the four scans. However, there are few other false positive predic-
tions that could be due to the model using only pairwise potentials; this can be
alleviated either by using higher order neighbourhood information or with basic
post-processing. The centerlines extracted from MFN are slightly offset from the
center of airways at larger scales; this could be due to the sparsity of the nodes
at those scales and can be overcome by increasing resolution of the input graph.
4 Discussion and Conclusion
We presented a novel method to perform tree extraction by posing it as a graph
refinement task in a probabilistic graphical model setting. We performed ap-
proximate probabilistic inference on this model, to obtain a subgraph repre-
senting airway-like structures from an over-complete graph, using mean field
approximation. Further, using mean field networks we showed the possibility of
learning parameters of the underlying graphical model from training data using
back-propagation algorithm. The main contribution within the presented MFN
framework is our formulation of unary and pairwise potentials as presented in (2)
and (3). By designing these potentials to reflect the nature of tasks we are in-
terested in, the model can be applied to a diverse set of applications. We have
shown its application to extract airway trees with significant improvement in
the error measure, when compared to the two comparison methods. However,
tasks like tree extraction can benefit from using higher order potentials that
take more than two nodes jointly into account. This limitation is revealed in
Figure 2, where the resulting subgraph from MFN is not a single, connected
tree. While we used a linear data term in the node potential, aTxi in (2), and
a polynomial kernel of degree 1 in the pairwise potential to learn features from
data, νT (xixj) in (3), there are possibilities of using more complex data terms
to learn more expressive features, like using a Gaussian kernel as in [10]. Another
interesting direction could be to use a smaller neural network to learn pairwise or
higher-order features from the node features. On a GNU/Linux based standard
computer with 32 GB of memory running one full cross validation procedure
on 32 images upto 6 hours. Predictions using a trained MFN takes less than a
minute per image.
Our model can be seen as an intermediate between an entirely model-based
solution and an end-to-end learning approach. It can be interpreted as a struc-
tured neural network where the interactions between layers are based on the
underlying graphical model, while the parameters of the model are learned from
data. This, we believe, presents an interesting link between probabilistic graph-
ical models and neural network-based learning.
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5 Appendix
We provide the proof for obtaining the mean field approximation update equa-
tions in (6) and (7) starting from the variational free energy in equation (4). We
start by repeating the expression for the node and pairwise potentials.
Node potential:
φi(si) =
2∑
v=0
βvI
[∑
j
sij = v
]
+ aTxi
∑
j
sij , (9)
Pairwise potential:
φij(si, sj) = λ
(
1− 2|sij − sji|
)
+ (2sijsji − 1)
[
ηT |xi − xj |+ νT (xixj)
]
. (10)
The variational free energy is given as,
F(qS) = lnZ + EqS
[
ln p(S|X)− ln q(S)
]
. (11)
Plugging in (9) and (10) in (11), we obtain the following:
F(qS) = lnZ + EqS
[∑
i∈N
{
β0I
[∑
j
sij = 0
]
+ β1I
[∑
j
sij = 1
]
+ β2I
[∑
j
sij = 2
]
+ aTxi
∑
j
sij
}
+
∑
(i,j)∈E
{
λ
(
1− 2|sij − sji|
)
+ (2sijsji − 1)
[
ηT |xi − xj |+ νT (xixj)
]}
− ln q(S)
]
.
(12)
We next take expectation EqS using the mean-field factorisation that q(S) =∏N
i=1
∏
j∈Ni qij(sij) and the fact that Pr{sij = 1} = αij we simplify each of the
factors :
EqS
[
β0I
[∑
j
sij = 0
]]
= Eqi1...qiNβ0I
[∑
j
sij = 0
]]
= β0
∏
j∈Ni
(1− αij). (13)
Similarly,
EqS
[
β1I
[∑
j
sij = 1
]]
= β1
∏
j∈Ni
(1− αij)
∑
j∈Ni
αim
(1− αim) (14)
and
EqS
[
β2I
[∑
j
sij = 2
]]
= β2
∏
j∈Ni
(1− αij)
∑
m∈Ni
∑
n∈Ni\m
αim
(1− αim)
αin
(1− αin) .
(15)
Next, we focus on the pairwise symmetry term:
EqS
[
λ
(
1− 2|sij − sji|
)]
= λ
(
1− 2(αij + αji) + 4αijαji
)
(16)
Using these simplified terms, and taking the expectation over the remaining
terms, we obtain the ELBO as,
FqS = lnZ +
∑
i∈N
∏
j∈Ni
(1− αij)
{
β0 +
∑
m∈Ni
αim
(1− αim)
[
β1 + β2
∑
n∈Ni\m
αin
(1− αin)
]
+ aTxi
∑
j
αij
}
+
∑
i∈N
∑
j∈Ni
{
λ
(
1− 2(αij + αji) + 4αijαji
)− (αij lnαij
+ (1− αij) ln(1− αij)
)
+ (2αijαji − 1)
[
ηT |xi − xj |+ νT (xixj)
]}
. (17)
We next differentiate ELBO in (17) wrt αkl and set it to zero.
∂FqS
∂αkl
= −
[
ln
αkl
1− αkl
]
+
∏
j∈Nk\l
(
1− αkj
){ ∑
m∈Nk\l
αkm
(1− αkm)
[
(β2 − β1)− β2
∑
n∈Nk\l,m
αkn
(1− αkn)
]
+
(
β1 − β0
)}
+ aTxi + (4αlk − 2)λ+ 2αlk
(
ηT |xi − xj |+ νT (xixj)
)
. = 0
(18)
From this we obtain the MFA update equation for iteration (t+ 1) based on the
states from (t),
α(t+1)kl = σ(γkl) =
1
1 + exp−γkl
∀ k = {1 . . . N}, l ∈ Nk : |Nk| = L (19)
where σ(.) is the sigmoid activation function, Nk are the L nearest neighbours
of node k based of positional Euclidean distance, and
γkl =
∏
j∈Nk\l
(
1− α(t)kj
){ ∑
m∈Nk\l
α
(t)
km
(1− α(t)km)
[
(β2 − β1)− β2
∑
n∈Nk\l,m
α
(t)
kn
(1− α(t)kn)
]
+
(
β1 − β0
)}
+ aTxi + (4α
(t)
lk − 2)λ+ 2α(t)lk
(
ηT |xi − xj |+ νT (xixj)
)
. (20)
