Abstract-The status of the ATLAS liquid calorimeter on the eve of the Large Hadron Collider startup is reviewed. Its perfomances measured in-situ on calibration, random trigger, cosmic ray and single beam data are presented.
I. INTRODUCTION
At the time of writing, only one month remains before the long awaited first Large Hadron Collider (LHC) collisions. AT-LAS [1] is a multi-purpose detector at LHC; starting from the interaction point, it consists successively of an inner tracker, a calorimeter and a muon spectrometer. The calorimeter is made up of a liquid argon (LAr) system and a scintillating tiles system. The latter is dedicated to hadronic measurements and not discussed here.
This paper addresses the following question: "How ready is the ATLAS LAr calorimeter for LHC collisions after years of commissioning?". To this end, it is organized as follows. The LAr calorimeter is briefly described in section II. Section III reviews its current status. In section IV, we highlight some performance results measured on cosmic ray data. Finally, in section V, we present how the timing of the acquisition system has been prepared from the first LHC beam events recorded in September 2008. A complete description of results obtained during the recent commissioning phase can be found in Ref. [2] .
II. THE ATLAS LIQUID ARGON CALORIMETER

A. Description
The LAr system consists of four distinct calorimeters (see Fig. 1 ): the electromagnetic barrel calorimeter (EMB), the electromagnetic end-cap calorimeter (EMEC), the hadronic end-cap calorimeter (HEC) and the forward calorimeter (FCAL). All calorimeters are sampling calorimeters using LAr as the active medium but different types of absorber.
The EMB and the EMEC are lead/liquid argon sampling calorimeters with accordion shaped absorbers and electrodes providing a complete Φ coverage (Φ is the azimuthal angle in the transverse plane) and covering respectively the pseudorapidity ranges | η |< 1.475 and 1.375 <| η |< 3.2 (η = − ln tan θ 2 where θ is the polar angle with respect to the beam axis). They are segmented into three longitudinal layers (called front, middle and back); moreover a presampler consisting of a thin active LAr layer is used to correct for the energy lost by particles upstream of the calorimeters (covering the | η |< 1.8 region). The HEC is a copper/liquid argon sampling calorimeter covering the 1.5 <| η |< 3.2 region with a semi-pointing geometry. It consists of two independent wheels located behind the end-cap electromagnetic calorimeter inside the same cryostat. Each wheel is divided into two longitudinal segments. The granularity is coarser than for the EMB and the EMEC.
The FCAL consists of three modules in each end-cap covering the 3.1 <| η |< 4.9 region. The first is made of copper and optimized for electromagnetic measurements; the others are made of tungsten and optimized for hadronic measurements. The FCAL has a tubular structure centered on the beam and aligned with its axis.
B. Signal acquisition
The role of the calorimeters is to reconstruct the energy and time arrival of particles interacting with the calorimeters. When an interacting particle passes through the absorber, a shower develops and charged secondary particles ionize the argon atoms which release electrons drifting in the LAr gap under the effect of an electric field: this induces a current on the electrode whose amplitude is proportional to the channel energy deposit. The signal is then sent to front-end crates, located on the edge of the cryostat, through feed-throughs: front-end boards (FEBs) [3] and calibration boards [4] are stored inside these crates. Raw signals are first amplified (three amplification gains are used) and shaped using a fast bipolar CR − RC 2 filter. The shaped signals are then sampled at the LHC clock frequency (40 MHz) and stored in an analog pipeline (144 capacitors). Amplitudes are stored during the trigger latency; for events accepted by the trigger, in general 5 samples (up to 32 is possible) are digitized and optically transmitted to the readout crate (only for the optimal amplification gain). Digitized samples are used to reconstruct both the amplitude (A) and the arrival time (τ ) using the optimal filtering method described in Ref. [5] :
where s i is the digitized amplitude, p is the pedestal, a i and b i are respectively the energy and time optimal filtering coefficients (OFCs). This method minimizes the influence of the noise (electronics and pile-up).
III. STATUS OF THE SYSTEM
A. Hardware status
The calorimeter has been installed in the cavern and filled with liquid argon since 2006: it is in its final position in the experiment since early 2008 and all its subdetectors are operational. The LAr acquisition system includes 182468 readout channels in total; a FEB collects 128 channels. As of the end of September 2009, 17 FEBs out of the 1524 ones are not working: on these FEBs, the optical transmitters sending the serialized data to the back-end electronics are dead. This problem affects 1.2% of the channels. Backup solutions are intensively being worked out and faulty transmitters should be replaced during the next shutdown. Only 0.02% of the channels are considered as unrecoverable: the problem for these channels is expected to be located inside the detector. In addition, high voltage corrections affect 6.1% of the channels and 0.3% of the channels have a non-calibrated gain. In both cases, a software correction factor is applied, with negligible impact on the performance.
B. Stability of the readout system
From the signal amplitude A at the cell level, the deposited energy is computed using the sampling fraction and several calibration factors measured by a dedicated calibration system. The stability of the pedestals and of the amplification gains are of particular importance. This stability is illustrated in Fig. 2 : the relative variation of the amplification gain (averaged per FEB) is within ±0.3% for the whole EM calorimeter over a 6-month period.
However, during LHC running, calibration runs will be taken between successive LHC fills and the database updated if needed; this procedure has already been tested and validated.
C. Noise monitoring
The noise level is monitored in pedestal runs but also in random trigger events. An interesting way to check the global impact of the noise is to study the transverse missing energy distributions in random trigger events. In Fig. 3 , such distributions are represented for two different noise-suppression algorithms: one with a fixed noise threshold per cell and one based on topoclusters. In the latter one, the used topoclusters are built from a seed cell and extended to the neighbour cells taking into account their signal to noise ratio. In both cases, a very good agreement between the data and a simple gaussian noise model is observed, showing the absence of abnormal or coherent noise contributions.
IV. In-situ COMMISSIONING WITH COSMIC MUONS
The results presented in this section have been obtained from cosmic data taken at the end of 2008.
A. Pulse shape studies
Cosmic muons are essentially minimum ionizing particles but they can radiate hard bremsstrahlung photons depositing several GeV in a calorimeter cell. In order to study the pulse shapes, events are recorded with 32 samples and bremsstrahlung events are selected. A typical pulse is shown for a cell of the first layer of the HEC in Fig. 4 . The predicted pulse is compared to the measured one: relative residuals are at a level of 1-2%. This agreement is observed for the whole calorimeter. The pulse prediction accuracy is crucial for the energy reconstruction as OFCs are determined from the predicted ionization pulse.
In the electromagnetic calorimeter, the measured pulses have been used to study the ionization drift time, which is an important parameter for the pulse prediction. The drift time is extracted per cell from a fit to the measured pulse. In the barrel, the contribution of the drift time non-uniformity (due to the LAr gap variations) to the energy resolution constant term has been estimated to be smaller than 0.32% (the electromagnetic calorimeter has been designed to limit the constant term to 0.5%).
B. Limit on the barrel non-uniformity
Cosmic muons can be used to probe in-situ the uniformity of the barrel. The barrel uniformity was measured on three modules during a beam test: non-uniformities were below 0.7%. Such a precision can not be reached with cosmic muons; the goals of the presented study are to detect large non-uniformities and to validate the Monte Carlo simulation. For the analysed data, both the muon spectrometer and the inner detector were operational. Only events with a relatively projective inner detector track are selected. As muons are asynchronous with respect to the sampling command, an iteration procedure is performed to select the best phase for the reconstruction. The definition of the cluster size results from a compromise between the muon energy containment and the noise level; the binning in η is optimised from the available statistics (larger bins for higher η). In each η-bin, we fit the muon energy distribution by a Landau convoluted with a gaussian: the most probable value of the Landau for 5 ). Comparing the measured uniformity and the expected one (mainly due to the limited statistics), we derive an upper limit at 95% confidence level on the real uniformity: 1.7% for the front layer and 1.2% for the middle layer. The excellent agreement observed between data and Monte Carlo shows that no significant non-uniformities are present in the calorimeter response.
C. Observation of the first electrons in ATLAS
The cosmic data have made possible the observation of the first electrons in ATLAS. When a muon passes through the inner detector, it ionizes the material and a high energy delta electron may be emitted: the tail of the energy distribution reaches the 10 GeV region. The main background for the observation of this process is due to muon bremsstrahlung events. We apply identification criteria (use of the Transition Radiation Tracker and of calorimetric variables) for events satisfying the topology of a delta electron process (a muon track reconstructed both in the top and bottom hemispheres and a secondary track matched to an electromagnetic cluster in the bottom hemisphere). The distribution of the energy to momentum ratio for the final electron candidates of the data sample used is shown in Fig. 6 : a clear excess near one is observed, as expected for real electrons. Subtracting the background in the signal region (its shape is extracted from the muon bremsstrahlung events sample), we obtain a final number of 30 electrons.
The lateral shower profiles have been investigated for the final electron candidates and compared to a simulation of 5 GeV single electron events: despite the low statistics, a good agreement is observed and it is confirmed with a much higher statistics in the case of radiated photons. These results indicate that the Monte Carlo simulation describes well the electron and photon energy deposits.
V. TIME ALIGNMENT FROM BEAM DUMP EVENTS
A. Beam dump events configuration
In september 2008, the first LHC beam circulated through ATLAS. In order to produce events with a high activity in the detector, the beam was dumped on closed collimators located symmetrically 200 m ahead of the interaction point: the beam dump produced a shower of particles (essentially muons) which propagated through the whole detector. These events offered invaluable information to perform timing alignment of the detector.
B. Time computation
The main goal of the presented study is to prepare the timing for collisions. To select interesting events, we require 25 TeV for the total energy deposited in the electromagnetic calorimeter: this leaves a sample of 26 events. We apply quality criteria and an energy cut (to reduce the effect of the electronic noise on the time resolution) per cell. For the selected cells, we compute the time in three steps:
• we determine the peaking time of the ionization signal by iteration; • as the beam is asynchronous with respect to the LHC clock in the recorded events, we define a reference time per event (average of all the EMB times) and subtract it from the measured time per cell; • we apply a time-of-flight correction to go from the beam dump configuration to the collision configuration, assuming a flux of particles parallel to the beam in the former case. The timing computed by this method can be compared to the timing expected from the calibration and the knowledge of the calibration/physics readout path difference (plus a time-offlight correction). Figure 7 shows the comparison between both methods for a half barrel (the absolute time is irrelevant): an agreement better than 2 ns is observed. An agreement at a 5 ns level or better is observed for the rest of the LAr calorimeter.
C. Front-end boards delays for the LHC startup
From the measured times, we have extracted front-end board delays (they allow to delay the sampling command) which should ensure that all ionization signals over the whole calorimeter are sampled near their peak (in a ±5 ns window). These delays are today loaded in the acquisition system and will be used at the LHC startup; the set of delays will only have to be adjusted by a global offset once the phase between the beam and the LHC clock is stable.
VI. CONCLUSION
The cosmic ray and single beam data collected in 2008 and 2009 have offered the possibility to test in-situ the performances of the ATLAS LAr calorimeter: in these noncollision environments, all the physics performances are at their expected level and consistent with previous beam test results. A huge experience has also been gained in operating the detector: it should ensure fast progress during the collision phase on the long road towards the ATLAS physics goals.
