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Abstract
This thesis contributes the research and development of novel receiver
optimization approaches conducted in ultra-wide bandwidth (UWB) systems.
The ultimate goal of the improved receiver technology is to simplify the receiver
structures at the cost of a tolerable performance degradation or improve the
receiver performances at the cost of a tolerable complexity. Recently, UWB
technology has become more and more attractive due to its increased per-
formance. An advanced scheme that can provide a further improvement is
strongly recommended and highly demanded. This research project focuses
on the design of outstanding receivers suitable for the UWB system with
transmitted-reference signaling. Two types of improved receivers are inves-
tigated. The first one is based on the optimization of inter-pulse time delay Td
in the traditional transmitted-reference receivers where one data pulse is trans-
mitted Td seconds delay after one reference pulse in a bit duration. The sec-
ond one is based on the joint optimization of the number of reference symbols
and the integration interval length in the generalized transmitted-reference
receivers where Nd data symbols are transmitted after Nr reference symbols
in a data packet. For both improved receivers, simulation and theoretical ap-
proaches are used to provide the optimization results. The numerical results
show that the improved receivers by using different optimization approaches
outperform the non-improved receivers significantly for most practical cases.
xi
An up to 4.2dB performance improvement can be achieved consequently.
The principal conclusion from this thesis is that all the optimization
schemes presented herein can be successfully applied to the design of receivers
in the UWB transmitted-reference systems that the data decision can be ob-
tained by thresholding the correlator output of the reference information with
the data information.
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Chapter 1
Introduction
1.1 Introduction to Ultra-wide Bandwidth Sys-
tems
Over the last couple of decades, consumers’ demands for wireless technologies
have been dramatically increased due to the enormous convenience brought
by modern technologies to the real-life world. In the near future, consumers
will continuously increase their requirements for wireless connectivities to con-
nect electronic devices, such as personal computers, portable game systems,
mobile phones, photo printers and radio/video players, to each other in the
home. However, today’s short- or medium-range wireless communication tech-
nologies cannot meet the needs of such high compatibility which require very
wide bandwidth, accommodating the needs for high capacity and data rate.
For example, although the data rate can reach up to 54 Mbits per second for
the IEEE 802.11 standards, the technologies have limitations in bandwidth,
implementation efficiency and power consumption [1]; the bluetooth technol-
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ogy (belongs to IEEE 802.15.1) trades its cost and power consumption off the
data rate of up to 1 Mbit per second [2] which is not sufficient for many mul-
tiple high-bandwidth digital applications in wireless personal area networks
(WPANs). A novel technology named ultra-wide bandwidth (UWB) was in-
vestigated accounting for the high-speed WPANs [3].
1.1.1 Historical development of UWB Technologies
In the long history of radio communications, the dominant electromagnetic
waveform was sinusoidal. The sine-wave was so universal until the develop-
ment of the sampling oscilloscope dating back to the early 1960s. The de-
velopment of hardware devices attracted many institutes and companies to
embark on the pulse transmitter, receiver and antenna investigations. In the
1960s, Lawrence Livermore National Laboratory (LLNL) was one of the pio-
neers leading the research in this area and many applications and technologies
were then imported to UWB communications [4].
By the early 1970s the foundation of UWB radar systems were almost
accomplished [4] and especially in 1973, Ross’ US Patent [5] indicated that
the comprehensive development of UWB systems had entirely started. Inter-
ested readers can refer to [4], [5] and [6] for further pioneer works for UWB
all over the world. At the early stage, the UWB technologies were using
base-band, carrier-less, impulse and time domain. The term ‘ultra-wide band-
width (UWB)’ was first determined by the US Department of Defense (DoD)
in 1989, since it occupies an extremely wide bandwidth. In the last century,
UWB technologies have been diffusely used in numerous fields, such as med-
ical applications, radar and military communications. However, there were
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few applications developed for data communications like PC- or mobile-device
communications [7].
In April 2002, the US Federal Communications Commission (FCC) re-
leased its report [8], first indicating that UWB technologies could be used
in data communications as well. In [8], it defined UWB communication sys-
tems from many aspects, including UWB definition, bandwidth allocation and
maximum transmission power. These FCC regulations have been widely ac-
cepted and applied for UWB systems, although some countries have their own
variations. For example, the regulator in the UK is the Office of Communi-
cations (Ofcom) and the regulator in Japan is the Ministry of Internal Affairs
and Communications (MIC), and they released their own standards for UWB
communication systems in 2005 and 2004, respectively. However, the differ-
ences in UWB standards among various countries are not significant [9].
Interested readers can refer to [10], [11] and [12] for further historical
reviews of UWB technologies.
1.1.2 FCC Regulations for UWB
The UWB system was defined by FCC [8] in 2002 as a transmission system
with a bandwidth occupancy of more than 500 MHz or the fractional band-
width greater than 20%, as shown in Figure 1.1, where fL and fH represent
the lower and upper frequencies, respectively, at the -10 dB emission point.
Also, fc =
fL+fH
2
represents the centre frequency. The fractional bandwidth is
determined by B
fc
, where B = fH − fL is the -10 dB bandwidth (10 dB below
the highest emission point). According to [8], the newest UWB system either
has a bandwidth no less than 500 MHz when fc ≥ 2.5 GHz, or has a fractional
3
Figure 1.1: The definition of UWB systems [8].
bandwidth greater than 20% when fc < 2.5 GHz.
The FCC allocated specific ranges of GHz bandwidth to UWB commu-
nication systems [8]. This extremely wide bandwidth allows UWB systems to
potentially have a high data rate on the order of Gbps (Gbits per second). On
the other hand, UWB has to coexist with other narrowband and wideband
communication systems over the entire frequency bands. Therefore, the FCC
limited the maximum transmission power such that UWB could not conflict
with other existed systems.
Figure 1.2 shows the UWB spectral masks based on FCC 15.517 for
indoor communications. The Equivalent Isotropically Radiated Power (EIRP)
denotes the theoretical power from an isotropic antenna to produce the peak
power in the direction of maximum antenna gain, taking into account the
attenuations during transmission and from devices like an antenna. A conser-
vative maximum emission power spectral density of -41.3 dBm/MHz is allowed
approximately over the total 7.5 GHz bandwidth between 3.1 and 10.6 GHz,
excluding the bands of 0.96-3.1 GHz where the power is restricted to as low as
4
Figure 1.2: The FCC UWB spectral masks [8].
-75.3 dBm/MHz due to the existence of the global positioning systems (GPS)
and some military applications.
For further detailed FCC UWB regulations, interested readers can refer
to [8] or via the FCC official website ‘http://www.fcc.gov/’.
1.1.3 Characteristics of UWB
The UWB techniques have attracted great interest from both research and
industry, because of some of the inherent features which make UWB optimal
for low-cost, high-speed WPANs. The key benefits of UWB are listed as below:
• high data rate;
• low complexity and low cost;
• low probability of detection (LPD) and low probability of interception(LPI);
• increased capacity;
• simultaneous communications for different users.
5
A potential data rate in the order of Gbps can be achieved in UWB,
owing to its extremely high spectral occupancy [13]. From a commercial point
of view, the high data rate is the vital factor in today’s manufacture for new
digital applications. The UWB technologies will bring a new generation of
personal wireless communications.
Unlike conventional communication systems, the UWB system gener-
ates a series of very short time-domain pulses which do not need sine-wave car-
riers to propagate. Consequently, the UWB system can be considered as com-
parably easy implementation and with low cost because no additional product
is required at transmitters or receivers.
According to the UWB spectral masks shown in Figure 1.2, the UWB
signal is substantially noise-like due to its low power density. This makes the
signal quite difficult for unintended detection and also significantly reduces
the interference between the UWB system and other existing systems. This
property benefits UWB for secure and military applications [14].
Based on Shannon’s theory, the channel capacity in an additive white
Gaussian noise (AWGN) channel is expressed as [13]
C = B log(1 +
S
N
) (1.1)
where B is the channel bandwidth as described in section 1.1.2, and S
N
is
the signal-to-noise ratio (SNR) of the channel. Clearly, the achievable chan-
nel capacity grows linearly with bandwidth but logarithmically with SNR and
therefore, the bandwidth B is the dominant factor affecting the channel ca-
pacity. The UWB system thereby has a potential of relatively high channel
capacity, compared with other narrowband communication systems [15].
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Finally, UWB is commonly known as a low-power and short-range wire-
less communication system whose efficient transmission distance is normally
less than 20 meters. That dramatically increases the system frequency reuse
capability, as the users in different clusters can use the same frequency without
interference. For example, player one (in a cluster) who is playing a wireless
game (like WII) in the living room would not disturb the person (in another
cluster) who is printing photos via a wireless printer in the study room, when
they are using the same frequency bands.
1.1.4 UWB Applications
The UWB signal contains abundant low frequency components such that it
enables the system to be capable of penetration and hence, the UWB technolo-
gies can be applied to imaging systems, such as wall radar imaging, medical
imaging and surveillance systems [16].
Furthermore, owing to the fine time resolution and accurate position
capabilities, UWB technologies can be applied for vehicular radar systems [17].
Consequently, they can be used to improve automotive safety and provide
excellent services, such as safer airbag development and parking assistance.
For wireless communications, UWB enables a wide range of applications
in WPANs. UWB wireless speaker/mouse/USB and even completely freeing
cables among portable devices in the home can be realized, for example. Sim-
ilarly, UWB technologies can also be applied in wireless sensor networks, due
to their high power-efficiency [18].
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1.1.5 Challenges for UWB
In spite of the numerous advantages of the UWB technology which make it
have an optimistic future for the next generation of communications, many
problems still need to be resolved for UWB to become a widely adopted tech-
nology [19].
A main problem that has always been of concern in UWB is about the
cancellation of multiple access interference (MAI) and narrowband interference
(NBI). Precise synchronization to the extremely short pulse, accurate channel
estimation of the dense multipath coefficients, and adaptive receiver designs
are also some of the key challenges that still have to be improved.
Other challenges include precise channel models in various environ-
ments, high-speed data sampling devices, appropriate multiple access and mul-
tiple access code designs, as well as compatible and universal standard/protocol
solutions outside the physical layer.
1.2 Research Objective
Although UWB technology can be applied for data communications as well as
radar and safety applications, this thesis focuses on investigations of UWB for
data communications.
For the UWB wireless communications, receiver design is a crucial link
to a successful implementation of the entire system. In an indoor environment,
there exists a dense multipath propagation due to a great number of obsta-
cles in the building. In order to take full advantage of these rich multipath
components, an appropriate receiver is required to capture as much energy
as possible from the multipath for reliable data detection. Consequently, an
8
efficient power-collection receiver with a relatively simple structure is highly
desire. The current UWB receivers can be classified into two types: coherent
receivers and non-coherent receivers. The transmitted-reference (TR) receiver
is the most common UWB non-coherent receiver in the literature, and it can
be further categorized into, for example, the traditional TR receiver or gener-
alized TR receiver. The performances of all these receivers can be improved by
either optimizing the time interval between the reference and data pulse per
bit for traditional TR receivers or optimizing the number of reference sym-
bols as well as the integration interval at the correlator for generalized TR
receivers. Therefore, this thesis works on the receiver optimizations in the
UWB TR system. A series of novel optimization approaches are specifically
listed as below
• to determine the optimal value of the time interval Td within pulse pairs
for the traditional TR UWB receiver [52] to improve both its channel
achievable capacity and BER;
• to determine the optimal value of reference symbol amount and integra-
tion interval length for the generalized TR UWB receiver [79] in order
to improve its BER;
• to determine the optimal values of reference symbol amount and inte-
gration interval length for the new generalized TR UWB receivers [80]
in order to improve their BERs.
9
1.3 Contributions to Knowledge
In the context of the objectives outlined in Section 1.2, this thesis aims to
provide a significant contribution to knowledge via the demonstration of the
receiver optimization investigations in UWB systems. In particular, it shows
that the current UWB TR receivers [52] can be effectively optimized with
respect to some inherent parameters in receiver designs; and also shows that
several approaches can provide significant system improvements in terms of
two criteria: maximization of channel achievable capacity and minimization
of BER. The approaches proposed and investigated in this thesis will provide
other researchers with a novel method for the receiver design.
1.4 Thesis outline
In Chapter 2, an introduction to the UWB system is presented. The main char-
acteristic of the UWB system differing from other systems is the very dense
multipath channel and thus, the properties of the UWB channel models are dis-
cussed first. Due to the extremely wide bandwidth for UWB, it makes many
conventional modulation schemes unsuitable for the UWB system. Several
appropriate modulation schemes for UWB are illustrated. Then, multiple-
access techniques are introduced herein for real UWB communication sys-
tems. Therefore, enhanced channel capacity and reduced interference caused
by multiple users can be obtained, provided that an appropriate multiple-
access scheme is established. Finally, a brief description of UWB receivers is
addressed.
Chapter 3 focuses on optimizations of the traditional TR receiver [52].
10
Both the channel achievable capacity and BER are optimized with respect
to the time interval between reference and data pulses. Three approaches to
the problem, being (a) simulation, (b) semi-analytical and (c) analytical, are
separately discussed for the investigations. Detailed mathematical calculations
are included in the chapter.
In Chapter 4, the generalized TR receivers [79] are optimized via sim-
ulation with respect to two parameters: the number of reference symbols in
one data packet and the length of integration interval at the correlator. Then,
by using the same optimization approaches as above, the new generalized TR
receivers [80] are optimized similarly and the semi-analytical results for opti-
mization are also obtained based on Gaussian approximation to the noise plus
interference terms.
Chapter 5 summarizes the key results of the research presented in Chap-
ter 3 and Chapter 4. The relative merits and limitations of the approaches or
methods are discussed, and suggestions for further improvement are provided
as well. This chapter provides the principal conclusions and the main findings
related to this work. In addition, further work is suggested.
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Chapter 2
UWB systems
2.1 Introduction
In wireless communications, UWB has been considered as a very attractive
technology owing to its high data rates, potential high capacity, low power
consumption, low cost and low complexity for implementation [20], [21]. These
benefits of the UWB system over other narrowband communication systems
are all due to some inherent characteristics in UWB. The basic difference be-
tween UWB and other systems is the channel modeling where the extremely
wide frequency bands of more than 500 MHz are occupied by UWB. This also
results in most conventional modulation techniques being no longer applica-
ble to UWB systems. UWB channel models are introduced and discussed in
Section 2.2, then several modulation schemes as well as the multiple access
techniques are described in Section 2.4. On the other hand, the UWB systems
convey data information by transmitting a sequence of ultra-short pulses in the
time domain. These transmission pulses are presented in Section 2.3. In addi-
tion, in order to take full advantage of multipath diversity in UWB channels,
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the key challenge is to design an appropriate receiver with good performance
and low complexity. Several commonly used UWB receivers are introduced in
Section 2.5 and conclusions are drawn in Section 2.6.
2.2 UWB Channel Models
In the communication system, a sequence of data information is sent from the
transmitter to the receiver over a propagation environment which suffers from
reflection, refraction, diffraction, polarization and scattering due to surround-
ing obstacles. Since a great amount of commercial UWB applications considers
indoor communications, this section will focus on the indoor UWB channels
only. A significant amount of research has been reported for the indoor UWB
channel models in the literature, which are experiments on the signal propagat-
ing within buildings [22], [23], [24], [25]. Various measurements were evaluated
for different scenarios in order to provide a precise channel model for the real
system, including the delay spread, power attenuation/gain and multipath ar-
rival time. Win, et al [24] first came up with the statistical model for UWB in
the time domain using impulsive signals. After this, many accurate statistical
models were proposed. In 2003, the IEEE 802.15.3a working group for wireless
personal area networks released the IEEE UWB indoor channel models which
are commonly used nowadays for UWB systems [26].
The proposed IEEE UWB indoor channel models [26] are based on
the Saleh-Valenzuela model, as shown in [22], where multipath rays arrive in
clusters and their multipath gains decay with a double-exponential function.
However, the novel IEEE models differ from the Saleh-Valenzuela model [22]
because the former undergoes a log-normal distribution rather than a Rayleigh
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distribution for the latter one. In the following, the Saleh-Valenzuela model
will be first described and the IEEE channel models will be analysed later.
2.2.1 Saleh-Valenzuela Model
One of the well-known UWB indoor channel models is the Saleh-Valenzuela (S-
V) [22]. This is based on the measurements utilizing radar-like pulses with 10
ns duration and a centre frequency of 1.5 GHz. The S-V model is represented
by multipath components having propagation gains of {ak,l}, delays of {Tl, τk,l}
and associated phase shifts of {θk,l}, where l and k are the indexes of the lth
cluster and the kth ray within the lth cluster, respectively. Therefore, the
channel impulse response can be expressed as [22]
h0(t) =
+∞∑
l=0
+∞∑
k=0
ak,le
jθk,lδ(t− Tl − τk,l) (2.1)
where δ(·) is the Dirac delta function. Referring to [22], the cluster arrival
times {Tl}, i.e., the arrival times of the first ray in the clusters, are Poisson
distributed random variables with rate Λ. Within each cluster, the arrival
times of subsequent rays {τl,k} are also Poisson distributed random variables
with rate λ (Normally, λ >> Λ because each cluster contains numerous rays).
{θl,k} are independent uniform random variables over the range of [0, 2pi),
and {al,k} are independent Rayleigh random variables with power E{a2l,k} =
Ω0e
−Tl
Γ e
−τl,k
γ where Ω0 = E{a20,0} is the mean energy of the first ray in the first
cluster, Γ is the cluster decay rate and γ is the ray decay rate in the cluster.
From [22], the double sum term on the right side of eq.(2.1) fulfils
an exponationally decaying power profile in the dense multipath environment
where the number of multipath is sufficiently large.
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2.2.2 IEEE Model
Instead of using a Rayleigh distribution, the channel modelling sub-committee
of the IEEE 802.15.3a Task Group [26] recommends the log-normal distribu-
tion for the multipath gain, as the log-normal distribution has been verified to
better fit the measured data in UWB systems. Although the IEEE 802.15.4a
Task Group reports another channel model for more scenarios, this model is
suitable for low data rate WPANs, especially for sensor networks [27]. In this
thesis, the IEEE 802.15.3a channel model [26] is applied as a general model
for the UWB system.
From [26], the UWB indoor channel models are specifically divided into
four categories, according to the distance between transmitters and receivers
as well as the transmission types of either line-of-sight (LOS) or non-LOS
(NLOS). CM1 is based on the LOS transmission and corresponds to the very
short communication range of 0 to 4 m. CM2 is defined for the same range as
in CM1 but with the NLOS transmission. CM3 and CM4 are defined for the
NLOS transmission. However, the communication distances are extended to
4-10 m for CM3 and over 10 m for CM4, respectively.
The IEEE UWB channel model in [26], a slightly modified version of
the S-V model, has been confirmed as a precise channel modelling in reality.
It identifies the number of paths, that is, it determines the number of multi-
path arrivals which reach within 10 dB range from the most powerful arrival.
Moreover, the phase shifts {θl,k} are restricted to take the values of 0 or pi with
equal probability due to the signal inversion from reflection, and the random
variables {X} are also introduced to account for the log-normal shadowing.
Consequently, the impulse response in IEEE UWB channel models is given
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by [26]
h0(t) = X
L∑
l=0
K∑
k=0
ak,lδ(t− Tl − τk,l) (2.2)
where L represents the total number of cluster and K represents the total
number of rays within each cluster. It is clear that the arrival time of the lth
cluster Tl is the arrival time of the first ray in the lth cluster, for which τ0,l = 0.
Let ψl = Tl − Tl−1 when l ≥ 1 and ψl = Tl when l = 0, respectively. Then the
probability density function (PDF) of the cluster arrival time is given by [26]
as
pψl(t) = Λe
−Λt, l > 0. (2.3)
Similarly, let ϕk,l = τk,l − τk−1,l when k ≥ 1 and ϕk,l = τk,l when k = 0,
respectively. Then the PDF of the ray arrival time in the lth cluster can be
written as
pϕk,l(t) = λe
−λt, k > 0. (2.4)
As known from Section 2.2.1 for the S-V model, ψl and ϕk,l are both ran-
dom independent variables in the Poisson process with Λ and λ being the
arrival rates for clusters and rays within their clusters, respectively. Since
Tl =
∑l
x=0 ψx and τk,l =
∑k
y=0 ϕy,l, the PDFs of Tl and τk,l can be separately
derived as
pTl(t) = Λ ·
e−Λt · (Λt)l
l!
, t > 0, l ≥ 0 (2.5)
and
pτk,l(t) = λ ·
e−λt · (λt)k−1
(k − 1)! , t > 0, k ≥ 1. (2.6)
However, for the CM1 channel model, the PDF of Tl at l = 0 equals zero
because T0 = 0 due to the LOS component. Eq.(2.5) and eq.(2.6) are both
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suitable to CM2 - CM4 channel models. In addition, the selection of k excludes
the value of 0 as τ0,l = 0.
In [26], the coefficients of multipath gain {ak,l} in (2.2) can be further
represented as ak,l = pk,l · χl · βk,l, where {pk,l} = ±1 with equal probabilities
determining the sign of the multipath gain, χl represents the channel fading
associated with the lth cluster and βk,l represents the channel fading associated
with the kth ray in the lth cluster. The PDFs of χl and βk,l are separately
given by [28]
pχi(z) =
20
z ln 10
√
2piσ21
e
− (20 log10 z)
2
2σ21 , z > 0; (2.7)
pβk,l(z) =
20
z ln 10
√
2piσ22
e
−(
20 log10 z−µk,l)
2
2σ22 , z > 0 (2.8)
where µk,l =
10 lnΩ0
ln 10
− 10Tl
Γ ln 10
− 10τk,l
γ ln 10
− (σ21+σ22) ln 10
20
, Ω0 is the average energy
of the first path within the first cluster, Γ is the cluster decay rate and γ is
the ray decay rate in the cluster, σ21 is the variance of the log-normal fading
term 20 log10 χl associated with clusters, and σ
2
2 is the variance of the term
20 log10 βk,l associated with rays.
Figure 2.1 shows the channel impulse response for different scenarios.
All the simulation results are obtained based on 600 channel realizations. One
may see that CM1 and CM2 have the similar average delay profiles. However,
the strongest multipath components in CM2 are delayed by about 5 ns in
comparison with those in CM1, due to the NLOS property in CM2. One
can also see from CM3 and CM4 that, increasing the distance between the
transmitter and the receiver results in a longer time spread, compared with
CM1 and CM2.
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Figure 2.1: The realizations of the channel impulse response for different
scenarios (CM1-CM4).
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2.3 UWB Pulses
The widely used pulses p(t) for UWB systems include Gaussian pulse, Gaussian
monocycle (the first derivation of a Gaussian pulse) and Gaussian doublet (the
second derivation of a Gaussian pulse), due to their very short pulse durations
and simple functions [20], [29], [30], [31]. All these waveforms have very short
duration of Tp. With Tp on the order of nanosecond, the pulse can resolve
a large number of multipath components and hence, enable rich multipath
diversity provided by these multipath components [21].
The mathematical definition for a typical Gaussian pulse is very similar
to the Gaussian function as
p0(t) = exp
[
−2pi
(
t− tn
2
tn
)2]
(2.9)
where tn is the time-scaling factor. Its nth derivation pulse has the form [32]
pn(t) = εn
dn
dtn
exp
[
−2pi
(
t− tn
2
tn
)2]
. (2.10)
The Gaussian doublet can be modeled by the second derivation of a Gaussian
pulse as
p2(t) =
[
1− 16pi
(
t− tn
2
tn
)2]
· exp
(
−8pi
[
t− tn
2
tn
]2)
(2.11)
where the pulse is right-shifted by tn
2
ns in the time domain in order to make
the pulse starting time at the system starting point of t = 0 and, therefore,
to make the pulse suitable for the UWB channel model which start from the
“0” point. The pulse energy is Eg =
∫∞
−∞ p
2
n(t)dt. On the other hand, the
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Figure 2.2: The Gaussian doublet in the time domain defined in (2.9).
representation of the Gaussian doublet p2(t) in the frequency domain can be
derived by using a Fourier transform of (2.11) as
Fp2 = F {p2(t)}
=
∫ ∞
−∞
[
1− 16pi
(
t− tn/2
tn
)2]
· exp
(
−8pi
[
t− tn/2
tn
]2)
· exp (−j2pift) dt
=
√
pit3nf
2
16
· exp(jpitnf − pit
2
nf
2
8
). (2.12)
The upper frequency fH and the lower frequency fL for the Gaussian doublet
can be calculated from eq.(2.12). So that fH ≈ 2.3 GHz, fL ≈ 0.99 GHz and
hence, B = fH − fL ≈ 1.3 GHz and fc = (fH + fL)/2 ≈ 1.7 GHz.
Figure 2.2 and Figure 2.3 exhibit the Gaussian doublet p(t) in the time
domain and in the frequency domain, respectively. In the simulation, tn = 1 ns
and therefore Eg = 0.1875. The pulse duration Tp = 1 ns shown in Figure 2.2
also determines the bandwidth B as B ≈ 1
Tp
≈ 1 GHz, as can be demonstrated
in Figure 2.3.
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Figure 2.3: The Gaussian doublet in the frequency domain defined in (2.12).
However, the power spectral density (PSD) of the most widely used
Gaussian doublet cannot meet the power spectral constraint of the FCC UWB
mask unless a frequency translation is used. Only the PSD of the Gaussian
pulses with an order higher than three can meet this restrictions [33]. Thus, the
pulse shape design for the real UWB system needs to satisfy two conditions:
i) the pulse duration Tp needs to be very short for multiple access and ii) the
energy or power density needs to very low to meet the FCC frequency masks.
References [34] and [35] proposed several novel methods for the UWB pulse
design that meet both requirements discussed as above.
2.4 UWB Communications
As discussed previously in Section 2.3, a single UWB pulse does not contain
any data information by itself. The digital data information need to be added
to this analogue pulse, by means of modulation [13]. In spite of the benefits of
UWB systems, its extremely wide frequency bands and the ultra-short trans-
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mission pulse make it very difficult for the traditional modulation schemes for
narrowband systems to be applied for UWB communication systems. Data
rates, spectral characteristics of the transmitted signal, implementation com-
plexity and performance are all significantly related to the employed modula-
tion techniques. Therefore, various UWB modulations have been investigated
in the literature to implement suitable modulation schemes for different sce-
narios [36], [37], [38], [39].
Nowadays, the most common modulation technique is pulse position
modulation (PPM) where the data information is modulated by transmitting
at different time instants. Specifically, the pulse is sent before or after a time
scale depending on the value of the digital data. Another common technique
is pulse amplitude modulation (PAM) where the data is modulated by varying
the amplitude of the analogue pulse according to the data value. Other well-
known modulation techniques include, for example, on-off keying (OOK) where
the presence or absence of the analogue pulse determines the data information.
Here, the two most commonly used modulation schemes, PPM and PAM, will
be examined.
2.4.1 Binary PPM
By defining a pulse with arbitrary shape of p(t), the generic transmitted signal
with the binary PPM (BPPM) in a single-path and single-user environment
can be written as
s(t) =
∞∑
j=−∞
p(t− jTf − δd⌊j/Nf⌋) (2.13)
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Figure 2.4: Comparison of several different modulation techniques for UWB
communications: (a) unmodulated pulses, (b) BPPM and (c) PAM.
where Tf is the frame duration, j is the index of the frame number and Nf
is the number of frames in one symbol. ⌊·⌋ returns the integer part of (·).
δd⌊j/Ns⌋ identifies the pulse position with
{
d⌊·⌋
}
being the data information
and δ being the time scale associated with BPPM. The structure diagram of
BPPM is illustrated in Figure 2.4(b), while Figure 2.4(a) shows the unmod-
ulated pulse train for comparison. One can see from Figure 2.4 (b) that the
transmitted pulse containing a digital data bit of ‘1’ is right-shifted by δ; and
the transmitted pulse containing a ‘0’ bit remains.
One can also apply this idea to a M-ary PPM system with various time
shifts. That is, the time shift factor δd⌊j/Ns⌋ in (2.13) is replaced by τm,j for
the M-ary system, where τm,j denotes the time shift for the mth bit sequence
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associated with the jth frame [40], [41]. Take a 4-ary PPM system as an
example. One can make τ1 = −0.75Tf , τ2 = −0.25Tf , τ3 = 0.25Tf , and
τ4 = 0.75Tf for one frame. Thus, the four pulses corresponding to the four
mapping situations can be expressed as
s1(t) =
∞∑
j=−∞
p(t− jTf + 0.75Tf )); s2(t) =
∞∑
j=−∞
p(t− jTf + 0.25Tf ));
s3(t) =
∞∑
j=−∞
p(t− jTf − 0.25Tf )); s4(t) =
∞∑
j=−∞
p(t− jTf − 0.75Tf )).
In this case, each frame can be seen as divided intoM individual sub-slots and
each sub-slot corresponds to a bit sequence. For a single-user UWB system, the
M-ary PPM modulation technique can continuously improve the system ca-
pacity with the increases ofM due to the increased number of bits transmitted
per symbol. However, the capacity differences among the M-ary modulation
schemes with arbitrary M are reduced when the number of system users is
increased. This is due to increased multi-user interference [40].
The PPM modulation scheme benefits from its structure simplicity and
potential high capacity, but it requires extremely fine time control to modulate
and demodulate pulses with an accuracy of a nanosecond.
2.4.2 Binary PAM
With the binary PAM (BPAM), the data is modulated by either inverting the
pulse or not according to the data information. The generic transmitted signal
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with BPAM in a single-path and single-user environment can be written as
s(t) =
∞∑
j=−∞
ϑ⌊j/Nf⌋p(t− jTf ) (2.14)
where
{
ϑ⌊j/Nf⌋
}
is the binary codes associated with the data information.
ϑ⌊j/Nf⌋ = +1 if the ⌊j/Nf⌋th digital data ‘1’ is transmitted and ϑ⌊j/Nf⌋ = −1
if the ⌊j/Nf⌋th digital data ‘0’ is sent. An basic example of BPAM is shown
in Figure 2.4(c). The inverse pulse represents the digital ‘0’ bit, while the
un-inversed pulse represents the digital ‘1’ bit.
Compared with BPPM, the major advantage of using BPAM is due
to the 3 dB gain in the power efficiency [13], [39], [40]. This is due to the
fact that, BPAM can transmit twice the number of pulses and then twice
the data rate over PPM because BPAM does not need to wait for the pulse
transmission. Further discussions about the comparison of BPPM and BPAM
can refer to [42] and [43] for interested readers.
As discussed previously, the modulation schemes can be basically di-
vided into two categories: modelling either the pulse position or the pulse
shape. These schemes all have good performances in a single-user environment,
while in a multi-user system they suffer more interference from other users ex-
isting in the same system. In order to make them suitable for multiple-access
communication systems, spread spectrum techniques are applied and com-
bined with the UWB system in [29]. The most popular spreading spectrum
techniques for UWB systems in the literature are: time-hopping spreading
spectrum (TH-SS), and direct-sequence spreading spectrum (DS-SS).
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Figure 2.5: A typical structure of the UWB TH-SS system with two users.
2.4.3 TH-SS UWB systems
With TH-SS, each pulse is positioned within one frame duration Tf . Specif-
ically, the pulse associated with one user hops in the time domain according
to the pseudorandom TH sequence [29], [44]. Combining the modulation tech-
nique BPPM in eq.(2.13) with the TH-SS scheme, a typical UWB transmitted
signal with TH-BPPM for the uth user is given by
s(u, t) =
∞∑
j=−∞
p(t− jTf − Tc · cj(u)− δd⌊j/Nf⌋) (2.15)
where cj(u) is the TH code for the jth frame associated with the uth user, Nf
is the number of frames per symbol and Tc is the chip interval. Herein, each
frame is divided into Nc =
Tf
Tc
individual chips and the uth user’s TH code
cj(u) is an arbitrary integer in the range of [0, Nc−1] within one frame. Thus,
another time shift of cj(u) · Tc is added to the transmitted signal, compared
with that employing BPPM only as in eq.(2.13). Figure 2.5 shows a very
simple example of a UWB TH-BPPM signaling structure. The solid lines
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represent the desired users with a TH sequence of [2,4,3] and the dashed lines
represent the interfering users with another TH sequence of [1,2,4]. One sees
that, by utilizing the TH codes, increased number of users can be introduced
in the system with acceptable multiple-access interference (MAI).
Similarly, TH-SS can also be combined with the BPAM scheme. In the
TH-BPAM system, a typical transmitted signal for the uth user can be written
as
s(u, t) =
∞∑
j=−∞
ϑ⌊j/Nf⌋(u)p(t− jTf − Tc · cj(u)). (2.16)
The difference between the spreading spectrum techniques applied to
the UWB system and the traditional SS techniques defined in [45] is that, the
signal with the former SS schemes does not occupy the entire spectrum. In
the TH-SS UWB systems, each pulse is sent during an arbitrary chip interval
according to the specified TH code. On the other hand, Foerster applied the
DS-SS technique to UWB where one pulse containing the data information is
repeatedly transmitted Nc times in one symbol duration. The DS-SS technique
can reduce the impact of MAI as well [46].
2.4.4 DS-SS UWB systems
Assume that each user has a specific pseudo-noise (PN) sequence with the
length of Nc and hence, the frame duration Tf = Nc · Tc where Tc denotes the
spreading gain. A typical transmitted signal for the uth user with DS-BPAM
can be expressed as
s(u, t) =
∞∑
j=−∞
Nc−1∑
n=0
ϑ⌊j/Nf⌋(u)cn(u)p(t− jTf − nTc). (2.17)
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Figure 2.6: A typical structure of the UWB DS- system with three users.
where {cn(u) = ±1} are the spreading codes associated with uth user. In the
DS-SS UWB systems, the frame duration Tf is decreased to a chip duration
Tc and pulses are transmitted successively with a period of Tc. Figure 2.6
illustrates an example of a UWB DS-BPAM system. The PN codes {cn(u)}
are used herein to change the polarities of the pulses to distinguished different
users.
The system performance is highly related to the PN patterns. With
an appropriate code design, better correlation properties can be achieved in
a multi-user environment [46], [47]. The previous research have demonstrated
that Gold, Kasami, Barker and PN spreading codes are all suitable for UWB
DS-SS systems. Similar investigations for the TH code design in UWB TH-SS
systems are presented in [48].
The comparison of the TH-SS UWB and the DS-SS UWB systems has
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been discussed in [49]. The DS-SS scheme is more suitable than the TH-SS
scheme in a multi-user environment, as a higher amount of collision occurs in
the TH-SS scheme.
Eq.(2.15) - eq.(2.17) exhibit the transmitted signal employing various
spread spectrum and modulation techniques, as TH-BPPM, TH-BPAM and
DS-BPAM, respectively. These expressions can be also considered as the sim-
plest format of the UWB transmitted signal which will pass through the mul-
tipath propagation channel to reach the receiver afterwards.
2.5 UWB Receivers
At the receiver, the distorted signal caused by interference and noise needs to
be recovered for the data decision, using the TH-BPAM UWB system as an
example. By substituting eq.(2.2) into eq.(2.16), the received signal for the
uth user can be obtained by
r(u, t) = s(u, t) ∗ h0(t)
=
∞∑
j=−∞
L∑
l=0
K∑
k=0
αk,lϑ⌊j/Nf⌋(u)prx(t− Tl − τk,l − jTf − Tc · cj(u))
+ n(u, t) (2.18)
where prx is the aggregate pulse taking the effects of multipath, multiple-access
and spectrum spreading into account and ‘∗’ denotes the convolution. n(u, t)
represents the noise for the uth user and it is normally regarded as additive
white Gaussian noise (AWGN).
The receiver design is a major challenge for a UWB system. Several
receivers have been proposed for UWB in the literature, including coherent re-
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ceivers such as the RAKE receiver [50] [51], and non-coherent receivers such as
the transmitted-reference (TR) receiver [52] [53] [54] and the energy detection
receiver [55] [56].
The Rake receiver is often applied in UWB systems to take full ad-
vantage of multipath diversity. However, it is computationally prohibitive to
collect the energies of all the multipath components, as one has to employ an
explicit channel estimator for each multipath component. Therefore, practi-
cal Rake receivers often adopt a limited number of ‘fingers’, at the cost of a
degraded system performance [50], [57].
Instead of using a complicated RAKE receiver, reference [52] proposed
the transmitted reference (TR) receiver, to relax the requirements on synchro-
nization and channel estimation. The traditional TR receiver correlates the
received signal corresponding to the data symbol with the template signal cor-
responding to the reference symbol which is transmitted before the data sym-
bol and hence, this noisy template signal degrades the receiver performance
significantly. Several template designs for reliable data detection in the UWB
TR systems have been developed in [58]. Some template signals in [58] have
a high time-consuming requirement due to their complex template formats.
The energy detector (ED) can provide a simple receiver structure avoiding
recursive algorithms, resulting in significant performance degradation. The
received signal at ED is squared and then thresholded to recover the transmit-
ted data signal. Therefore, the selection of the optimal threshold plays a very
important role in the receiver performance [59], [60].
Interested readers can refer to [61] for further detailed comparison be-
tween coherent and non-coherent receivers in UWB communications. Thus,
the structure of the traditional TR receiver will be described.
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2.5.1 UWB TR Receivers
The attraction of the UWB TR system has been dramatically drawn from both
academic and industrial environments recently. This is due to the improved
system performance with an acceptable of complexity [62]. In the traditional
TR system, the reference (pilot) pulse is transmitted Td seconds before the
data pulse. The part of the received signal corresponding to the reference
information is used to construct the channel template, which is correlated
with the part of the received signal corresponding to the data information for
data detection.
Considering a multi-user UWB TH-BPM system, the transmitted signal
for the ith bit (i.e., the ith symbol) in the uth user is given by
s(u, t) =
√
εi(u)
Nf−1∑
j=0
[p(t− jTf − Tc · cj(u))
+ ϑi(u)p(t− jTf − Tc · cj(u)− Td(u))] (2.19)
where εi(u) is the signal energy for the ith bit in the uth user and Td(u) is the
time interval between data and reference pulses in the uth user. The expression
of the received signal is similar to eq.(2.18) as
r(u, t) =
√
εi(u)
Nf−1∑
j=0
[h(t− jTf − Tc · cj(u))
+ ϑi(u)h(t− jTf − Tc · cj(u)− Td(u))] + n(t) (2.20)
where h(t) = p(t) ∗ h0(t) is the channel response to the transmitted signal. At
the correlator, the reference signal is used as the channel template and thus,
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the decision statistic for the ith bit in the uth user can be expressed as [63]
Di(u) =
Nf−1∑
j=0
Ds(j, u) (2.21)
where
Ds(j, u) =
∫ jTf+Tc·cj(u)+Td(u)+Tcorr
jTf+Tc·cj(u)+Td(u)
r(u, t)r(u, t− Td(u))dt (2.22)
with Tcorr being the length of integration interval and r(u, t − Td) being the
channel template. Finally, the data decision is made according to
dˆi =
{
0, if Di < 0
1, if Di ≥ 0
(2.23)
where (ˆ·) denotes the data decision.
Unlike coherent receivers, TR receivers do not require excellent time
synchronization. However, the TR receiver is very sensitive to the integration
position and duration, as all the multipath components are gathered at the
reception stage [64].
2.6 Conclusions
In this chapter, an overview of the basic UWB communication system was
presented, starting with the multipath channel models for UWB. Nowadays,
the most accurate UWB channel model, proposed by the subcommittee of the
IEEE 802.15.3a group for WPANs in 2003, is a slightly different version of
the S-V model. This IEEE 802.15.3a channel model was further divided into
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four categories as CM1 - CM4, according to the transmission type and the
communication distance. The primary parameters that significantly impact
the characteristics of channels were briefly described, including the multipath
fading gain and the multipath arrival times.
A commonly used second-order derivative Gaussian pulse, namely the
Gaussian doublet, was discussed in both the time domain and the frequency
domain. The ultra-short pulse duration in the time domain enables it to
be distinguished from other unwanted multipath components due to its fine
time resolution. On the other hand, this pulse in the frequency domain is
spreaded over an extremely wide bandwidth so that its frequency components
are low enough for the FCC regulations. Therefore, this signal can propagate
very well in the UWB IEEE channels to avoid interference with other existing
communication systems.
Then, two appropriate modulation schemes for the UWB systems, known
as PPM and BPAM, were discussed. Multiple-access techniques for UWB were
also presented. In particular, typical expressions of TH-BPPM, TH-BPAM
and DS-BPAM schemes were provided. The DS-BPAM scheme benefits the
TH-BPAM scheme in a multi-user environment because more collisions oc-
curred in the TH-SS system than in the DS-SS system. Also, the TH-BPAM
scheme always outperforms the TH-BPPM scheme due to the 3 dB gain in
power efficiency. Moreover, a M-ary PPM technology can significantly im-
prove the capacity with a certain number of users.
Finally, a brief description of the UWB receivers was presented. Nor-
mally, the UWB receivers in the literature can be classified as coherent and
non-coherent receivers. Meanwhile, the non-coherent receivers can be further
divided into several types, including the transmitted-reference receiver and the
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energy detector. In a traditional TR system, the received data signal is corre-
lated with the received reference signal for reliable data decision. A complex
channel estimation process is not required for UWB TR systems. Owing to its
structural simplicity and tolerable performance degradation, the TR receiver
has become very attractive recently. In the next chapter onwards, the opti-
mization for the TR receiver to improve its performance in various scenarios
will be discussed.
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Chapter 3
Optimization of the Traditional
UWB TR Receiver
3.1 Introduction
As has been discussed previously, the UWB TR receiver was proposed to relax
the requirements on synchronization and channel estimation. These proper-
ties enable the TR receiver to benefit from a simple structure and to be less
computation-consuming. As a result, this also leads to simple implementa-
tions in the TR system. For the traditional TR receiver, the second pulse
corresponding to the modulated signal is transmitted Td seconds after the first
pulse corresponding to the unmodulated signal [53], [62], [65]. The traditional
TR receiver can be also described as an Autocorrelation Receiver (AcR) where
a reference and data pair is sent per frame. The unmodulated signal containing
the reference information is used as a channel template at the correlator, and
the modulated signal contains the data information to detect. A significant
amount of research on AcR has been conducted in UWB. In [51], Choi and
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Stark presented a BER performance analysis of the AcR by using the Gaussian
approximation (GA) in a single-user environment. In [53], Chao and Scholtz
derived the bit error probability (BEP) of the AcR based on knowledge of
the channel properties. In [66], Chao further derived the BEP of the AcR by
using the orthogonal expansion concept instead of the central limit theorem
in the GA for the more accurate theoretical results. In [67], Jia and Kim de-
rived a closed-form expression for the channel-averaged signal-to-interference-
plus-noise ratio (SINR) of the AcR, where multi-user interference (MAI) was
considered. In [68] and [69], Witrisal and Pausini provided the statistical anal-
ysis of the correlation function considering the effect of inter-pulse interference
(IPI), while [68] was based on the Volterra equivalent system model. However,
none of these work has considered the best choice of Td within the pulse pairs.
This chapter focuses on the optimization of Td in the AcR. Since the
AcR correlates the data signal with the reference signal to capture all the
achievable energies from the multipath, the performance of the AcR suffers
from power loss of the reference signal as well as noise in the template. Fur-
thermore, the value of Td determines the amount of IPI as well as the energy
allocation between the reference signal and the data signal. If Td is too large,
IPI can be largely eliminated due to the sufficient interval between the refer-
ence and the data signals, but the energy allocated to the data signal could
be too small, assuming fixed total signal energy, such that the useful data
energy captured at the traditional TR receiver may be too small for reliable
detection. This degrades the receiver performance. On the other hand, if Td is
too small, the inherent IPI could be very significant, although the energy allo-
cated to the data signal is sufficient for reliable detection. This degrades the
performance as well. Thus, there exists an optimal value of Td that provides
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the best tradeoff between interference and energy allocation. Herein, the AcR
is optimized with respect to Td for two criteria, maximization of the channel
achievable capacity and minimization of the system BER. The channel capac-
ity and BER are derived by using an accurate approximation to the SINR.
Numerical results show that the optimized TR receiver can provide significant
gains over the traditional TR receiver in terms of channel capacity and BER.
This chapter is organized as follows. Section 3.2 illustrates the system
model for the traditional TR receiver (AcR). The optimization with respect to
Td using the two criteria (channel capacity and BER) is addressed in Section
3.3. Conclusions are drawn in Section 3.4.
3.2 System Model for the Traditional UWB
TR Receiver
A single-user UWB system is first considered. Therefore, time-hopping or
direct-sequence for multiple access are not used. With BPAM applied, the ith
transmitted bit can be expressed as
si(t) =
Nf−1∑
j=0
√
εi
[√
αgtr(t− jTf ) + ϑi
√
(1− α)gtr(t− jTf − Td)
]
(3.1)
where Nf is the number of frames, j = 0, 1, · · · , Nf − 1 is the frame index, Tf
is the frame interval, gtr(t) denotes the monocycle pulse with time duration
Tp and energy Eg =
∫∞
−∞ g
2
tr(t)dt, εi is the total energy for the ith bit, {ϑi} ∈
{+1,−1} with equal probabilities denotes the ith bit associated with the i
data symbol, and Td is the delay between the reference pulse and the data
pulse, and α is the energy allocation factor. The normalized autocorrelation
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function of gtr(t) is Rg(∆) =
1
Eg
∫∞
−∞ gtr(t)gtr(t+∆)dt. The energy allocation
factor α is defined as
α =
εri
εi
(3.2)
where εri is the reference energy and Tb is the bit duration. Here, it is assumed
that the energy is linearly proportional to the time interval. This assumption is
based on the fact that in general energy equals the product of power and time
and the observation that the average transmission power in wireless device is
often fixed. Although the specific relationship between the energy and the time
may be quadratic or even more complicated, the linear relationship is used as
an example to give general guidance on how to choose the time delay. Using
the same method presented here, one can easily replace this linear relationship
with other specific relationships to find the best time delay for the specific
applications. The investigations will be very similar, as the optimum time
delay can be found from the optimum energy allocation factor by solving an
equation using their relationships. For the reference, since the reference pulse
in one frame continues until Td seconds later when the data pulse starts, the
total reference time interval can be described as Td ·Nf for one bit. Thus,
α =
εri
εi
=
c · Td ·Nf
c · Tb =
Td ·Nf
Tb
(3.3)
where the assumed linear relationship between energy ε and time interval T
as ε = c · T is used, c is a constant. The bit energy is fixed at εi. Then,
from eq.(3.3), the reference energy per bit is εri = αεi =
εi
Tb
· Td · Nf . Also,
from eq.(3.1), the data energy per bit is εdi = (1 − α)εi = εiTb · (Tb − Td ·Nf ).
Therefore, the reference energy εri is different from the data energy εdi. The
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optimization problem can be described by using Figure 3.1. When Td increases,
from eq.(3.3), α increases. Since the reference pulse has an amplitude of
√
αεi,
the reference pulse amplitude increases and therefore, the reference energy
increases. Also, since the data pulse has an amplitude of
√
(1− α)εi, the data
pulse amplitude decreases and therefore, the data energy decreases. On the
other hand, when Td increases, the time space between the reference pulse
and the data pulse increases so that the inter-pulse interference is reduced.
Thus, an optimal Td exists. One notes that the choice of the time delay Td
is equivalent to the choice of α, when Tb is fixed. This selection approach
can be seen as a joint study of reducing the inherent IPI and increasing the
energy allocated to the data signal. In the following, the optimal α will be
determined.
In order to restrict the noise, an ideal bandpass filter with one-sided
bandwidth of Bp = 1
Tp
(Hz) is applied at the front end of the receiver to remove
excessive noise. Thus, the filtered received signal for the ith transmitted bit
can be expressed as
ri(t) =
Ns−1∑
j=0
√
εi
[√
αh(t− jTf ) + ϑi
√
(1− α)h(t− jTf − Td)
]
+ ni(t) (3.4)
where h(t) = gtr(t) ∗ h0(t) ∗ gre(t) is the equivalent channel response (CR)
to the transmitted waveform, h0(t) is the channel response presented in [26],
gre(t) is the pulse shape of the bandpass filter, and ni(t) is additive white
Gaussian noise (AWGN) with mean zero and variance δ2 = BpNo with No
being the one-sided noise power density. The multipath channel model used
here is based on [26] and is assumed to be time-invariant over one observation
interval (i.e., one data packet). Perfect synchronization is assumed. The frame
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Figure 3.1: The system model of the conventional TR receiver with different
values of Td.
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interval Tf is set to be Tp + Tdm + Tmds, where Tmds is the maximum channel
excess delay and Tdm is the maximum inter-pulse delay between the reference
and data pulses. Then, the bit interval Tb is (Tp + Tdm + Tmds) × Nf . The
optimal Td will be chosen between Tp and Tdm.
By sampling the received signal in eq.(3.4) with a sample interval of
Ts, one has S = ⌊TfTs ⌋ samples in one frame duration, where ⌊·⌋ returns to the
integer of (·). Denote L = ⌊Tmds
Ts
⌋. Then, the sampled received signal can be
written as
ri(α) =
√
εi(
√
αh+ ϑi
√
(1− α)hd) + ni (3.5)
where h = [h(T1), h(T2), · · · , h(Tmds), 0, 0, · · · , 0︸ ︷︷ ︸
⌊Tb
Ts
⌋−L
]T represents the channel re-
sponse to the reference signal at the sampling instants in one bit duration,
hd = [0, 0, · · · , 0︸ ︷︷ ︸
⌊Td
Ts
⌋
, h(T1 + Td), h(T2 + Td), · · · , h(Tmds + Td), 0, 0, · · · , 0︸ ︷︷ ︸
⌊Tb−Td
Ts
⌋−L
]T repre-
sents the channel response to the Td-second-delayed data signal at the sampling
instants, and ni is a column vector that represents the noise corrupting the ith
bit at the sampling instants. Assuming that the sampling interval Ts is small
enough, the discrete sampled signal can be used to recover the continuous
signal with negligible loss. For convenience, the matrix
P1 =


0d 0dr 0r1
0dr
T Iint 0r2
0r1
T 0r2
T 0r3

 (3.6)
is defined, where P1 is a ⌊TbTs ⌋ × ⌊
Tb
Ts
⌋ matrix, Iint is a ⌊TcorrTs ⌋ × ⌊TcorrTs ⌋ identity
matrix, Tcorr denotes the integration interval length, 0d is a ⌊TdTs ⌋ × ⌊
Td
Ts
⌋ all-
zero matrix, 0dr is a ⌊TdTs ⌋×⌊TcorrTs ⌋ all-zero matrix, 0r1 is a ⌊
Td
Ts
⌋×⌊Tb−Td−Tcorr
Ts
⌋
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all-zero matrix, 0r2 is a ⌊TcorrTs ⌋ × ⌊
Tb−Td−Tcorr
Ts
⌋ all-zero matrix, and 0r3 is a
⌊Tb−Td−Tcorr
Ts
⌋ × ⌊Tb−Td−Tcorr
Ts
⌋ all-zero matrix. Using eq.(3.6), the received Td-
second-delayed data signal for the ith bit can be rewritten as

 0v
rdi(α)

 = √εi(√αP1 · h+ ϑi√(1− α)P1 · hd) +P1 · ni (3.7)
where 0v denotes a ⌊TdTs ⌋×1 all-zero column vector, and the received signal for
the reference has been removed by P1. A traditional TR receiver correlates
the received data signal with the received reference signal over an integration
interval Tcorr, and sums Nf correlator outputs to generate its decision statistic
D as
Di =

 rdi(α)
0v


T
·Pint · ri(α) (3.8)
where

 rdi(α)
0v


T
is the received data signal, Pint · ri(α) is the received
reference signal, and Pint represents the correlation with Pint =

 Iint 0c
0c 0c


being a ⌊Tb
Ts
⌋ × ⌊Tb
Ts
⌋ matrix and 0c is a ⌊Tb−TcorrTs ⌋ ×
[
Tb−Tcorr
Ts
]
all-zero matrix.
Finally, the data decision is made according to
dˆi =
{
0, if Di < 0
+1, if Di ≥ 0
(3.9)
where (ˆ·) denotes the data decision.
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3.3 The Channel Capacity Optimization
In this section, the channel achievable capacity of the traditional TR receiver is
optimized with respect to α and therefore, Td. The calculation of the signal-to-
interference-pluse-noise ratio (SINR) at the correlator will be determined first.
Then, by using the Shannon equation and some approximations, the capacity
of the TR system with AcR signaling can be obtained accordingly. Therefore,
optimizing the channel capacity is equivalent to optimizing the output SINR
value. An analytical expression of SINR for the AcR has been derived in [70],
however, these results were obtained in the present of multi-access interference
(MAI) and did not take the optimization scheme into account.
For simplicity, it is assumed that Nf = 1, as the number of frames per
symbol does not impact the system performance in a single-user environment.
By substituting eq.(3.5) and eq.(3.7) into eq.(3.8), the decision statistic D for
the ith bit can be further derived as
Di = S(α) + I1(α) + I2(α) + I3(α)
+ N1(α) +N2(α) +N3(α) +N4(α) +N5 (3.10a)
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where
S(α) = ϑi
√
α(1− α)εi(hTPinth) (3.10b)
I1(α) = αεi(h
TP1Pinth) (3.10c)
I2(α) = ϑi
√
α(1− α)εi(hTP1Pinthd) (3.10d)
I3(α) = (1− α)εi(hTPinthd) (3.10e)
N1(α) =
√
αεi(h
TP1ni) (3.10f)
N2(α) = ϑi
√
(1− α)εi(hTPintni) (3.10g)
N3(α) =
√
αεi(n
T
i Pinth) (3.10h)
N4(α) = ϑi
√
(1− α)εi(nTi Pinthd) (3.10i)
N5 = (n
T
i Pintni). (3.10j)
In (9), S(α) is the ‘clean’ signal component, I1(α) is the interference caused
by correlating the tail of h with itself, I2(α) is the interference caused by
correlating the tail of h with the Td-second-delayed hd, and I3(α) is the inter-
ference caused by correlating h with the delayed hd over Tcorr. Furthermore,
the components N1(α), N2(α), N3(α), N4(α) and N5 represent the tail of
reference-times-noise part, the reference-times-noise over Tcorr part, the noise-
times-reference over Tcorr part, the noise-times-data part, and the noise-times-
noise part, respectively. Denoting C¯ as the channel capacity, one has
C¯(α) ≈ E{log2(1 + ρi)} ≈ E {log2[
1 +
(
S(α)
I1(α) + I2(α) + I3(α) +N1(α) +N2(α) +N3(α) +N4(α) +N5
)2]}
(3.11)
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where ρi is the instantaneous SINR for the ith bit and E{·} is the expectation
with respect to the channel response. The approximation is due to the fact that
the interference-plus-noise terms are actually not Gaussian but are assumed
Gaussian to use eq.(3.11).
The optimal α that maximizes the channel achievable capacity will be
found by using three different methods, including simulation, semi-analytical
and analytical methods. In the examples, if not stated otherwise, the IEEE
CM1 model [26] is used, and the second order derivative of a Gaussian pulse
is employed with Eg = 0.1875 and Tp = 1 ns. The maximum channel excess
delay Tmds is restricted to 40 ns, and the frame interval Tf is set to 120 ns.
The sampling interval Ts is set to 1/8 ns. The receiver filter is assumed to be
an ideal bandpass filter with single sided bandwidth of 1 GHz.
3.3.1 Simulation Approach
In the simulation, the best value of α optimizing C¯ can be achieved by resorting
to the “brute-force” search method as
αopt1 = arg max
α∈(0,0.5]
{
C¯(α)
}
(3.12)
and, therefore, the best value of the time delay between reference and data
pulses is Tdopt1 = αopt1 · Tb.
Figure 3.2 shows the channel achievable capacity versus Td (i.e., α)
for the improved TR receiver by using the simulation method at SNR = 0,
6, 12 and 18 dB, respectively. One sees that there indeed exists an opti-
mal time delay between data and reference pulses. For the simulated im-
proved TR receiver, the maximum channel achievable capacity is about 0.14
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Figure 3.2: The channel achievable capacity versus Td for the traditional TR
receiver by using the simulation method.
bits/Sec/GHz at the optimum value of Tdopt1 = 5 ns at SNR = 0 dB, about
0.63 bits/Sec/GHz at the optimum value of Tdopt1 = 10 ns at SNR = 6 dB,
about 2.15 bits/Sec/GHz at the optimum value of Tdopt1 = 15 ns at SNR =
12 dB, and about 4.53 bits/Sec/GHz at the optimum value of Tdopt1 = 40 ns
at SNR = 18 dB. As can be seen from Figure 3.2, the optimum value of Td
approaches its maximum value of Tmds when SNR is increasing. This is due to
the fact that, when SNR increases, the useful signal energy can be gathered in
the correlator increases, and hence the optimum value of Td has to be greater
for a better data decision. In addition, the channel capacity investigated in this
thesis is actually the normalized channel capacity without the consideration
of channel bandwidth for convenience.
This optimum simulation method gives a highly precise result but also
takes a long simulation time. In order to simplify the search for the optimal
Td, one can alternatively use the average output SINR as the performance
measure.
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3.3.2 Semi-analytical Approach
A semi-analytical method to maximize the averaged output SINR is developed.
Similar problem has been addressed in [66], [67] and [71]. However, these works
maximized the averaged SINR with respect to the integration interval length,
but not the time delay Td between the two successive pulses in a TR system.
The average output SINR is defined by ξ. Since the exact value of ξ is very
difficult to obtain, one can approximate it as
ξ(α) ≈ E{S2(α)}/ (E{I21 (α)}+ E{I22 (α)}+ E{I23 (α)}+ E{N21 (α)}
+E{N22 (α)}+ E{N23 (α)}+ E{N24 (α)}+ E{N25}
)
. (3.13a)
From eq.(3.10b)-eq.(3.10j), the second-order moment of each component in
eq.(3.13a) can be derived as
E{S2(α)} = α(1− α)ε2i · E{||hTPint||4} (3.13b)
E{I21 (α)} = α2ε2i · E{||hTPintP1h||2} (3.13c)
E{I22 (α)} = α(1− α)ε2i · E{||hTdPintP1h||2} (3.13d)
E{I23 (α)} = (1− α)2ε2i · E{||hTdPinth||2} (3.13e)
E{N21 (α)} = αεiδ2 · E{||hTP1h||} (3.13f)
E{N22 (α)} = (1− α)εiδ2 · E{||hTPinth||} (3.13g)
E{N23 (α)} = αεiδ2 · E{||hTdPinthd||} (3.13h)
E{N24 (α)} = (1− α)εiδ2 · E{||hTdPinth||} (3.13i)
E{N25} = E{||nTi Pintni||2} (3.13j)
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where ||hTPint||4 = ||hTPinth||2. Note that E{N25} in eq.(3.13j) accounts for
the variance of the noise-times-noise part. Using the same method as in [72],
it can be calculated as
E{N25} = (1− α)2ε2i
Tmds
2Tp[10(g/5)]
(3.13k)
where g is the input SNR. By substituting eq.(3.13b)-eq.(3.13i) and eq.(3.13k)
into eq.(3.13a), one can obtain the average output SINR. Using ξ(α) in eq.(3.13a),
the best value of α optimizing the channel capacity can be found as
αopt2 = arg max
α∈(0,0.5]
{log2[1 + ξ(α)]} . (3.14)
This semi-analytical method is simpler than the simulation due to the reduced
number of integrations. However, it is also less accurate than the simulation
method due to the approximations used in eq.(3.13a) to achieve simplicity.
Figure 3.3 shows the channel achievable capacity versus Td for tradi-
tional TR receivers improved by using simulation and semi-analytical meth-
ods, respectively, for different SNR scenarios. For the improved TR receiver
from the semi-analytical method, it has a similar result to the improved TR
receiver from the simulation method. That is, the optimum value of Td grows
with the increase of SNR. Specifically, the maximum channel achievable ca-
pacity is about 0.25 bits/Sec/GHz at the optimum value of Tdopt2 = 10 ns for
the value of SNR at 6 dB, about 1.75 bits/Sec/GHz at the optimum value of
Tdopt2 = 15 ns for the value of SNR at 12 dB, and about 4.4 bits/Sec/GHz at
the optimum value of Tdopt2 = 40 ns for the value of SNR at 18 dB. One can
see that the optimized channel achievable capacity from the semi-analytical
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Figure 3.3: The channel achievable capacity versus Td for the traditional TR
receiver by using the simulation and semi-analytical methods.
method is smaller than that from simulation due to the applied Gaussian ap-
proximation, as expected.
The optimization results in eq.(3.12) and eq.(3.14) can be applied to any
channel model. However, the semi-analytical method can be further simplified
for a specific channel model and thus, the more theoretical results can be
obtained relying on further calculations.
3.3.3 Analytical Approach
The UWB IEEE channel model [26] is employed such that the impulse response
of the UWB fading channel is given by
h0(t) =
L∑
l=0
k∑
k=0
αk,lδ(t− Tl − τk,l) (3.15)
where Tl is the time delay of the lth cluster, τk,l is the time delay of the
kth multipath relative to the lth cluster, αk,l is the channel gain of the kth
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multipath within the lth cluster, L and K account for the total number of
clusters and the total number of multipaths in each cluster, respectively. As
we assume previously, the sampling rate 1
Ts
is large enough such that the
continuous signal can be completely replaced by its discrete form and vice
versa.
By substituting eq.(3.15) into eq.(3.13b) and using a similar method to
that in [28], one has
E{S2(α)} = α(1− α)ε2E
{
||hTPinth||2
}
= α(1− α)ε2E



 T¯b∑
n1=1
L∑
l1=0
K∑
k1=0
αk1,l1gtr(n1 − T¯l1 − τ¯k1,l1)
Pint(n1, n1)
L∑
l2=0
K∑
k2=0
αk2,l2gtr(n1 − T¯l2 − τ¯k2,l2)
]2

= α(1− α)ε2E
{[
L∑
l1=0
K∑
k1=0
L∑
l2=0
K∑
k2=0
αk1,l1αk2,l2
T¯b∑
n1=1
gtr(n1 − T¯l1 − τ¯k1,l1)Pint(n1, n1)gtr(n1 − T¯l2 − τ¯k2,l2)

2

(3.16)
where gtr(n) is a [
Tb
Ts
]× 1 matrix representing the discrete monocycle pulse at
the sampling instants per bit with n being the column index. The notation
(¯·) indicates the discrete component after sampling. Since it is assumed that
no ISI exists herein, almost the entire pulse energy is allocated within the
50
integration duration Tcorr. Therefore, eq.(3.16) can be rewritten as
E{S2(α)} ≈ α(1− α)ε2E2gE


[
L∑
l1=0
K∑
k1=0
L∑
l2=0
K∑
k2=0
αk1,l1αk2,l2
]2

= α(1− α)ε2E2g
L∑
l1=0
K∑
k1=0
L∑
l2=0
K∑
k2=0
E
{
α2k1,l1α
2
k2,l2
}
(3.17)
where
E{α2k1,l1α2k2,l2} = Ω20e
(ln10)2σ21σ
2
2
100 E(l1, l2, k1, k2) (3.18)
with E(a, b, c, d) = ( ΛΓ
1+ΛΓ
)
a · (1+ΛΓ
2+ΛΓ
)
b · ( λγ
1+λγ
)
c · (1+λγ
2+λγ
)
d
are discussed in [73]
corresponding to different cases.
Substituting eq.(3.15) into eq.(3.13c), one has
E{I12(α)} = α2ε2E
{
hTPintP1hh
TP1Pinth
}
= α2ε2E


T¯b∑
n1=1
L∑
l1=0
K∑
k1=0
αk1,l1gtr(n1 − T¯l1 − τ¯k1,l1)Pint(n1, n1)P1(n1, n1)
L∑
l2=0
K∑
k2=0
αk2,l2gtr(n1 − T¯l2 − τ¯k2,l2)
T¯b∑
n2=1
L∑
l3=0
K∑
k3=0
αk3,l3gtr(n2 − T¯l3 − τ¯k3,l3)
Pint(n2, n2)P1(n2, n2)
L∑
l4=0
K∑
k4=0
αk4,l4gtr(n2 − T¯l4 − τ¯k4,l4)gtr(n2 − T¯l4 − τ¯k4,l4)
}
= α2ε2E



 L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
αk1,l1αk2,l2
T¯b∑
n1=1
Pint(n1, n1)P1(n1, n1)
gtr(n1 − T¯l1 − τ¯k1,l1)gtr(n1 − T¯l2 − τ¯k2,l2)
] [ L∑
l3=0
L∑
l4=0
K∑
k3=0
K∑
k4=0
αk3,l3αk4,l4
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T¯b∑
n2=1
Pint(n2, n2)P1(n2, n2)gtr(n2 − T¯l3 − τ¯k3,l3)gtr(n2 − T¯l4 − τ¯k4,l4)




(3.19)
where l1 6= l2 or k1 6= k2 and l3 6= l4 or k3 6= k4. Define a normalized
autocorrelation function as
Rg2(∆¯) =
1
Eg
T¯b∑
n=1
gtr(n)Pint(n, n)P1(n, n)gtr(n+ ∆¯). (3.20)
Eq.(3.20) can be transformed into a continuous time form as
Rg2(∆) =
1
Eg
∫ y2
x2
gtr(t)gtr(t+∆)dt (3.21)
where x2 and y2 represent the lower and upper limits of integration, which can
be determined by
{
x2 = (Zmin − 1)× Ts
y2 = (Zmax − 1)× Ts
(3.22)
with Zmin and Zmax being the minimum and maximum row indexes of non-zero
elements in Pcom(= PintP1), respectively. By using eq.(3.21) and eq.(3.22),
eq.(3.19) can be rewritten as
E{I12(α)}
= α2ε2Eg
2E
{
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
αk1,l1αk2,l2Rg2(Tl2 − Tl1 + τk2,l2 − τk1,l1)
L∑
l3=0
L∑
l4=0
K∑
k3=0
K∑
k4=0
αk3,l3αk4,l4Rg2(Tl4 − Tl3 + τk4,l4 − τk3,l3)
}
. (3.23)
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Since E{αk1,l1αk2,l2} = 0 when l1 6= l2 or k1 6= k2, one can further simplify
eq.(3.23) under the consideration of three cases. In the first case, l1 = l3,
k1 = k3 and l2 = l4, k2 = k4; in the second case, l1 = l4, k1 = k4 and l2 = l3,
k2 = k3; and in the third case, l1 = l2 = l3 = l4 and k1 = k2 = k3 = k4. Then,
the second-order moment of I1 is shown as
E
{
I1
2(α)
}
= α2ε2Eg
2E
{
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
α2k1,l1α
2
k2,l2
[
R2g2(Tl2 − Tl1 + τk2,l2 − τk1,l1)
+ Rg2(Tl2 − Tl1 + τk2,l2 − τk1,l1)Rg2(Tl1 − Tl2 + τk1,l1 − τk2,l2)]}
+ α2ε2Eg
2E
{
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
α2k1,l1α
2
k2,l2
}
R2g2(0)
+ α2ε2Eg
2E
{
L∑
l1=0
K∑
k1=0
α4k1,l1
}
R2g2(0). (3.24)
Combining the last two terms on the right side of eq.(3.24) and using eq.(3.17),
one has
E
{
I1
2(α)
}
= α2ε2Eg
2
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
(J11 + J12) +
α
1− αE
{
S2
}
R2g2(0)
(3.25)
where
J11 = E
{
α2k1,l1α
2
k2,l2
R2g2(Tl2 − Tl1 + τk2,l2 − τk1,l1)
}
J12 = E
{
α2k1,l1α
2
k2,l2
Rg2(Tl2 − Tl1 + τk2,l2 − τk1,l1)Rg2(Tl1 − Tl2 + τk1,l1 − τk2,l2)
}
.
Similarly, the second-order moments of I2 and I3 can be determined.
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From eq.(3.13d), one has
E{I22(α)} = α(1− α)ε2E{hTPintP1hdhdTP1Pinth}
= α(1− α)ε2E


L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
αk1,l1αk2,l2

 T¯b∑
n1=1
Pint(n1, n1)P1(n1, n1)
gtr(n1 − T¯l1 − τ¯k1,l1)gtr(n1 − T¯l2 − τ¯k2,l2 − T¯dt)
] L∑
l3=0
L∑
l4=0
K∑
k3=0
K∑
k4=0
αk3,l3αk4,l4
 T¯b∑
n2=1
Pint(n2, n2)P1(n2, n2)gtr(n2 − T¯l3 − τ¯k3,l3)gtr(n2 − T¯l4 − τ¯k4,l4 − T¯dt)



 .
(3.26)
By employing eq.(3.21), eq.(3.26) can be rewritten as
E{I22(α)}
= α(1− α)ε2Eg2E
{
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
α2k1,l1α
2
k2,l2
[
R2g2(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)
+ Rg2(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)Rg2(Tl1 − Tl2 + τk1,l1 − τk2,l2 + Tdt)]}
+ α(1− α)ε2Eg2 · E
{
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
α2k1,l1α
2
k2,l2
}
R2g2(0)
+ α(1− α)ε2Eg2 · E
{
L∑
l1=0
K∑
k1=0
α4k1,l1
}
R2g2(0). (3.27)
Combining the last two terms on the right side of eq.(3.27) and using eq.(3.17),
eq.(3.27) can be further simplified as
E
{
I2
2(α)
}
= α(1− α)ε2Eg2
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
(J21 + J22) + E
{
S2
}
R2g2(0)
(3.28)
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where
J21 = E
{
α2k1,l1α
2
k2,l2
R2g2(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)
}
J22 = E
{
α2k1,l1α
2
k2,l2
Rg2(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)
Rg2(Tl1 − Tl2 + τk1,l1 − τk2,l2 + Tdt)} .
Meanwhile, eq.(3.13e) can be further expressed as
E{I32(α)} = (1− α)2ε2E{hTPinthdhdTPinth}
= (1− α)2ε2E


L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
αk1,l1αk2,l2
T¯b∑
n1=1
Pint(n1, n1)
gtr(n1 − T¯l1 − τ¯k1,l1)gtr(n1 − T¯l2 − τ¯k2,l2 − T¯dt)
L∑
l3=0
L∑
l4=0
K∑
k3=0
K∑
k4=0
αk3,l3αk4,l4
T¯b∑
n2=1
Pint(n2, n2)gtr(n2 − T¯l3 − τ¯k3,l3)gtr(n2 − T¯l4 − τ¯k4,l4 − T¯dt)

 . (3.29)
Define another normalized autocorrelation function in the continuous time
domain as
Rg1(∆) =
1
Eg
∫ y1
x1
gtr(t)gtr(t+∆)dt (3.30)
where x1 and y1 can be determined according to eq.(3.22). In this situation,
Zmin (Zmax) represents the minimum (maximum) row index of non-zero ele-
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ments in Pint. By substituting eq.(3.30) into eq.(3.29), one has
E
{
I3
2(α)
}
= (1− α)2ε2Eg2E
{
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
α2k1,l1α
2
k2,l2
[
R2g1(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)
+ Rg1(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)Rg1(Tl1 − Tl2 + τk1,l1 − τk2,l2 + Tdt)]}
+ (1− α)2ε2Eg2E
{
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
α2k1,l1α
2
k2,l2
}
R2g1(0)
+ (1− α)2ε2Eg2E
{
L∑
l1=0
K∑
k1=0
α4k1,l1
}
R2g1(0). (3.31)
Then, E
{
I3
2(α)
}
can be derived in a similar way as for E
{
I2
2(α)
}
, given by
E
{
I3
2(α)
}
= (1− α)2ε2Eg2
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
(J31 + J32) +
1− α
α
E
{
S2
}
R2g1(0)
(3.32)
where
J31 = E
{
α2k1,l1α
2
k2,l2
R2g1(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)
}
J32 = E
{
α2k1,l1α
2
k2,l2
Rg1(Tl2 − Tl1 + τk2,l2 − τk1,l1 + Tdt)
Rg2(Tl1 − Tl2 + τk1,l1 − τk2,l2 + Tdt)} .
The second-order moments of N1, N2 and N4 can be derived as follows.
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From eq.(3.13f), one has
E
{
N1
2(α)
}
= αεδ2eE


T¯b∑
n1=1
P1(n1, n1)
L∑
l1=0
K∑
k1=0
αk1,l1gtr(n1 − T¯l1 − τ¯k1,l1)
L∑
l2=0
K∑
k2=0
αk2,l2gr(n1 − T¯l2 − τ¯k2,l2)
}
= αεδ2eE
{
L∑
l1=0
K∑
k1=0
L∑
l2=0
K∑
k2=0
αk1,l1αk2,l2
T¯b∑
n1=1
gtr(n1 − T¯l1 − τ¯k1,l1)P1(n1, n1)gtr(n1 − T¯l2 − τ¯k2,l2)

 . (3.33)
Let
Rg3(∆) =
1
Eg
∫ y3
x3
gr(t)gtr(t+∆)dt (3.34)
where x3 and y3 can be determined using eq.(3.22) by the minimum and max-
imum row indexes corresponding to P1. The expression of eq.(3.33) can be
rewritten as
E
{
N1
2(α)
}
= αεδ2eEg
L∑
l1=0
L∑
l2=0
K∑
k1=0
K∑
k2=0
E {αk1,l1αk2,l2Rg3(Tl2 − Tl1 + τk2,l2 − τk1,l1)} . (3.35)
Since E{αk1,l1αk2,l2} = 0 when l1 6= l2 or k1 6= k2, eq.(3.35) can be simplified
as
E
{
N1
2(α)
}
= αεδ2Eg
L∑
l1=0
K∑
k1=0
E
{
α2k1,l1
}
Rg3(0) (3.36)
where the expectation of α2k1,l1 = Ω0(
ΛΓ
1+ΛΓ
)l( λγ
1+λγ
)k is given by [26]. Using the
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same method, one has
E{N22(α)} = (1− α)εδ2Eg ·
L∑
l1=0
K∑
k1=0
E
{
α2k1,l1
}
Rg1(0) (3.37)
E{N32(α)} = αεδ2Eg ·
L∑
l1=0
K∑
k1=0
E
{
α2k1,l1
}
Rg1(0) (3.38)
E{N42(α)} = (1− α)εδ2Eg ·
L∑
l1=0
K∑
k1=0
E
{
α2k1,l1
}
Rg2(0). (3.39)
The expressions for Rg1(·), Rg2(·) and Rg3(·) are derived for the second-order
derivative Gaussian pulse in Section 3.3.3.1.
Define
Fi(c1, c2, c3, c4, a, b, w) =
(
ΓΛ
2 + ΓΛ
)c2( γλ
2 + γλ
)c4 Λc1−c2
(c1 − c2 − 1)!
λc3−c4
(c3 − c4 − 1)!
·
∫ ∞
0
e−atR2gi(t+ w)t
bdt (3.40)
and
Gi(c1, c2, c3, c4, a, b, w) =
(
ΓΛ
2 + ΓΛ
)c2( γλ
2 + γλ
)c4 Λc1−c2
(c1 − c2 − 1)!
λc3−c4
(c3 − c4 − 1)!
·
∫ ∞
0
e−atRgi(t+ w)Rgi(t− w)tbdt (3.41)
where i = 1, 2. Λ, Γ, γ and λ represent the arrival rate of the clusters,
the cluster decay rate, the arrival rate of the rays in each cluster, and the
ray decay rate within one cluster, respectively [26]. The value of J11 can
be calculated from [28] by replacing F (·) there with F2(·) in eq.(3.40) and
Tn,n′ with 0. The value of J12 can be obtained in the same way as J11 by
replacing F2(·) in eq.(3.40) with G2(·) in eq.(3.41). The value of J21 can be
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Figure 3.4: The channel achievable capacity versus Td by using simulation,
semi-analytical and analytical methods.
calculated from [28] similarly by replacing F (·) there with F2(·) in (4.38) and
Tn,n′ with Tdt. The value of J22 can be obtained in the same way as J21 by
replacing F2(·) in eq.(3.40) with G2(·) in eq.(3.41). Finally, J31 and J32 can be
calculated similarly by replacing Rg1(·) with Rg2(·).
By using eq.(3.17), eq.(3.25), eq.(3.28), eq.(3.32), and eq.(3.36)-eq.(3.39)
in eq.(3.13a), the best value of α optimizing the channel achievable capacity is
derived by setting the derivative of the channel capacity value to 0 and solving
the equation
αopt3 =
{
∂[log2(1 + ξ(α))]
∂(α)
= 0
}
|α, (3.42)
given an analytical method.
Figure 3.4 shows the channel achievable capacity versus Td for the tradi-
tional TR receivers by using simulation, semi-analytical and analytical meth-
ods at SNR = 6 dB and SNR = 18 dB. One sees that similar results can be
achieved as those for the simulation or the semi-analytical methods that, the
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optimal Td grows when SNR increasing. For the improved TR receiver from
the analytical method, the maximum channel achievable capacity is about 0.3
bits/Sec/GHz at the optimum value of Tdopt3 = 15 ns for the value of SNR
at 6 dB and about 4.45 bits/Sec/GHz at the optimum value of Tdopt3 = 40
ns for the value of SNR at 18 dB. Apparently, the optimum values of Tdopt
from semi-analytical or analytical are not the same as those from simulation
due to the approximation made in eq.(3.13a), but are very close. This demon-
strates that Gaussian assumption is very accurate for the approximation of
interference-pulse-noise terms. In addition, the semi-analytical or the analyt-
ical approach is very time-saving, but the simulation approach provides the
most accurate result. Thus, the preferred approach can be chose for different
demands: accuracy or efficiency.
Derivations of the Special Autocorrelation Functions
The special autocorrelation functions of Rg1(·), Rg2(·) and Rg3(·) are discussed
in this section. The second-order derivative Gaussian pulse defined as gtr(t) =[
1− 16pi
(
t−Tp/2
Tp
)2]
· e−8pi
(
t−Tp/2
Tp
)2
is used. Then, eq.(3.21) can be further
simplified as
Rg2(∆) =
1
Eg
∫ y2
x2
[
1− 16pi
(
t− Tp/2
Tp
)2]
e
−8pi
(
t−Tp/2
Tp
)2
·
[
1− 16pi
(
t+ τ − Tp/2
Tp
)2]
e
−8pi
(
t+τ−Tp/2
Tp
)2
dt
=
1
Eg
8pi2
Tp
4 e
(− 4pi
Tp2
∆2)
∫ y′2
x′2
e
(− 4pi
Tp2
x2) · [x4 + 6 (Tp −∆) x3
+ 6 (Tp −∆)2 x2 + 2 (Tp −∆)3 x+ (Tp −∆)4
]
dx (3.43)
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where x′2 = 2x2 +∆− Tp and y′2 = 2y2 +∆− Tp. According to [74], one has
Rg2(∆) = − 1
Eg
e
(− 4pi
T2p
∆2) ·
{
f0(y
′
2)
3
U1 − f0(x′2)3U0 + f1(y′2)2U1
− f1(x′2)2U0 + f2(y′2)U1 − f2(x′2)U0 + f3U1 − f3U0
+ f4
[
Φ
(
2
√
(2pi)
Tp
)
x′2 − Φ
(
2
√
(2pi)
Tp
)
y′2
]}
(3.44)
where
f0 =
pi
T 2p
f1 =
6pi(Tp −∆) + 4pi
T 2p
f2 =
12piTp
2 + 10pi∆2 − 24piTp∆+ 12piTp − 12pi∆
T 2p
− 1
8
f3 =
pi
2Tp
2 (44Tp
3 − 60Tp2∆+ 57Tp∆2 − 48Tp∆+ 24∆2 − 17∆3) + 3(Tp −∆)
2
+ 1
f4 =
40pi2
Tp
3
∆4 +
16pi2
Tp
2
(2 +
1
Tp
)∆3 + 3pi(16pi +
40pi
Tp
+
9
Tp
+
16pi
Tp
2
)∆2 +
pi(48piTp − 64pi + 752pi
Tp
− 6
Tp
− 10)∆ + ( 3
16
Tp + 5piTp − 12pi2)Tp + 6pi
U0 = e
(− 4pi
T2p
x′2
2)
U1 = e
(− 4pi
T2p
y′2
2)
,
and Φ(x) = 1√
2pi
∫ x
−∞e
− 1
2
t2dt is the normal cumulative distribution function.
Similarly, Rg1(∆) (Rg3(∆)) can be obtained from eq.(3.44) by switching
x′2 with x
′
1 (x
′
3), y
′
2 with y
′
1 (y
′
3) where
{ x
′
1 = 2x1 +∆− Tp, y′1 = 2y1 +∆− Tp;
x′3 = 2x3 +∆− Tp, y′3 = 2y3 +∆− Tp.
(3.45)
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Figure 3.5: The channel achievable capacity versus SNR for the traditional
and improved TR receivers for CM1.
3.3.4 Numerical Results and Discussion
Figure 3.5 shows the channel achievable capacity using the optimized Td for
different SNRs in the CM1 channel model. As can be seen from Figure 3.5
that, the improved TR receivers can provide significant performance gains over
the traditional TR receiver. The improved TR receiver from the simulation
method has a predicted improvement of up to 2.2 bits/Sec/GHz, the improved
TR receiver from the semi-analytical method has a predicted improvement of
up to 2.1 bits/Sec/GHz, and the improved TR receiver from the analytical
method has a predicted improvement of up to 2.3 bits/Sec/GHz. One can
also see that, for medium values of SNR between 4 dB and 10 dB, the chan-
nel achievable capacity at optimized Td from simulation is greater than that
from the semi-analytical or analytical approaches. This is because that the
optimized Td from theoretical methods is less accurate than that from the
simulation method due to the Gaussian overestimation of noise.
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Figure 3.6: The channel achievable capacity versus Td by using simulation,
semi-analytical and analytical methods for CM2.
Figure 3.6 shows the channel achievable capacity versus Td for the IEEE
CM2 channel model in [26]. In this case, one can obtain the similar optimiza-
tion results as those in Figure 3.4 for the CM1 channel model. However, the
curves in Figure 3.6 are not as flat as those in Figure 3.4, as the channel
model CM2 incurs more IPI and the value of Td has more significant effect
on the channel achievable capacity. For the simulated improved TR receiver,
the maximum channel achievable capacity is about 0.6 bits/Sec/GHz at the
optimum value of Tdopt = 20 ns for the value of SNR at 6 dB and about 4.5
bits/Sec/GHz at the optimum value of Tdopt = 35 ns for the value of SNR
at 18 dB. For the semi-analytical improved TR receiver, the maximum chan-
nel achievable capacity is about 0.2 bits/Sec/GHz at the optimum value of
Tdopt = 5 ns for the value of SNR at 6 dB and about 4 bits/Sec/GHz at the
optimum value of Tdopt = 30 ns for the value of SNR at 18 dB. Also, for the
analytical optimized TR receiver, the maximum achievable channel capacity is
about 0.4 bits/Sec/GHz at the optimum value of Tdopt = 10 ns for the value of
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Figure 3.7: The channel achievable capacity versus SNR for the traditional
and improved TR receivers for CM2.
SNR at 6 dB and about 4.5 bits/Sec/GHz at the optimum value of Tdopt = 40
ns for the value of SNR at 18 dB.
Figure 3.7 shows the channel achievable capacity using the optimized
Td for the CM2 channel model. In this case, the improved TR receiver can
provide a performance improvement of up to 3.4 bits/Sec/GHz, greater than
that for the CM1 channel model. This is due to the fact that, the CM2 channel
is more sensitive to the interference caused by the time delay Td than the CM1
channel. The optimized channel achievable capacities for the CM1 and CM2
channel models are approximately the same. On the other hand, both semi-
analytical and analytical methods give less accurate predictions, because the
Gaussian approximation is less accurate due to the increased IPI, compared
with the CM1 channel model. Also, in low SNR regions from 0 to 10 dB, the
theoretical improved TR receivers unperform the non-improved TR receiver.
This is because that Gaussian approximation for the interference-pulse-noise
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terms in CM2 is not as accurate as in CM1, due to the increased IPI in CM2
as well.
Table 3.1 lists the optimum values of Td calculated from the simula-
tion, semi-analytical and analytical methods for different scenarios and used
in the receivers improved in Figure 3.5 and Figure 3.7, respectively. Tdopt1
denotes the time delay Td optimizing the channel achievable capacity obtained
from the simulation method, Tdopt2 denotes the time delay Td optimizing the
channel achievable capacity estimated by using the semi-analytical method,
and Tdopt3 denotes the time delay Td optimizing the channel achievable ca-
pacity estimated by using the analytical method. All these optimum values
of Td could be used as a guideline for practical receiver designs in different
SNR environments. One sees that the optimal values from the semi-analytical
and analytical methods are very close to each other for most values of SNR,
while the optimum values from the simulation method are close to those from
semi-analytical and analytical methods for large values of SNR. This is be-
cause the approximation used in eq.(3.13a) is more accurate when SNR is
large. Although the approximation error in eq.(3.13a) is large for small values
of SNR, it can be shown that the optimized channel achievable capacity is
almost independent of the methods used, as seen from Figure 3.5 and Figure
3.7.
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Table 3.1: The Best Values of Td (ns) for Different SNRs.
SNR CM1 CM2
(dB) Tdopt1 Tdopt2 Tdopt3 Tdopt1 Tdopt2 Tdopt3
0 5.000 10.00 10.00 11.24 0.000 1.278
1 5.000 10.00 10.00 17.48 0.000 1.278
2 5.000 10.00 11.24 23.72 0.000 1.278
3 8.716 11.24 11.24 23.72 0.000 1.278
4 12.56 12.56 12.56 23.72 0.000 1.278
5 13.76 13.76 12.56 23.72 2.476 2.476
6 13.76 13.76 13.76 23.72 6.211 6.211
7 13.76 13.76 26.24 23.72 8.721 8.721
8 13.76 13.76 40.00 23.72 9.921 9.921
9 13.76 26.24 40.00 23.72 13.76 13.76
10 13.76 40.00 40.00 23.72 16.28 16.28
11 16.28 40.00 40.00 23.72 16.28 16.28
12 17.48 40.00 40.00 23.72 17.48 18.78
13 17.48 40.00 40.00 26.24 18.78 18.78
14 17.48 40.00 40.00 27.56 20.00 20.00
15 17.48 40.00 40.00 30.00 23.72 25.00
16 17.48 40.00 40.00 33.76 26.24 26.24
17 27.56 40.00 40.00 33.76 27.56 30.00
18 40.00 40.00 40.00 33.76 30.00 30.00
19 40.00 40.00 40.00 40.00 35.00 35.00
20 40.00 40.00 40.00 40.00 35.00 35.00
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3.4 BER Optimization
In this section, the BER performance of the traditional TR receiver is opti-
mized with respect to the time delay Td between reference and data pulses.
BER =
Pb e
Pb
(3.46)
where Pb e is the average number of bits in error out of Pb total transmitted
bits, and the value of α optimizing the BER performance is found from
αopt4 = arg min
α∈(0,0.5]
{BER(α)} . (3.47)
In practice, the value of αopt4 does not equal the value of αopt1 in eq.(3.12).
This is due to the fact that the value of αopt1 maximizing the averaged channel
capacity does not necessarily minimize the system BER, and the value of
αopt4 minimizing the system BER does not necessarily maximize the averaged
channel capacity.
Figure 3.8 shows the BER performance versus Td for the traditional TR
receiver by using the simulation method at SNR = 0 dB, 6 dB, 12 dB and
18 dB, respectively. One sees that the curves for small values of SNR are too
flat to have an optimization, because in this case, the impact of the noise is
greater that the impact of the interference such that the effect of IPI can be
neglected. While the optimizations do exist for large values of SNR, as the
effect of IPI becomes significant due to the increased signal energy. Specifically,
the optimum value of Tdopt4 is about 5 ns at SNR = 12 dB and about 10 ns at
SNR = 18 dB. One can also see that the optimum values of Tdopt4 increase when
SNR is growing, as the noise is further compressed such that IPI will greatly
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Figure 3.8: The BER versus Td for the traditional TR receiver at different
SNRs for CM1.
impact the receiver performance. To reduce this interference, the optimum
value of Tdopt has to be increased for reliable detection.
Using a Gaussian approximation to the interference-plus-noise terms,
the approximate BER can be obtained as BERsemianaly = Q(
√
ξ(α)) where
ξ(α) is derived by Section 3.3. First, by using the average SINR from the
semi-analytical approach in Section 3.3.2, the best value of α optimizing the
approximate BER can be found as
αopt5 = arg min
α∈(0,0.5]
{
Q(
√
ξ(α))
}
. (3.48)
Similarly, by using the average SINR from the analytical approach in Section
3.3.3, the best value of α can be obtained by solving the derivation function
of the approximate BER as
αopt6 =
{
∂[Q(
√
ξ(α))]
∂(α)
= 0
}
|α. (3.49)
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Figure 3.9: The BER versus SNR for the traditional and improved TR receivers
for CM1.
Since log2(x) monotonically increases when x increases, while Q(x) monoton-
ically decreases when x increases, the value of αopt5 equals the value of αopt2
in eq.(3.14) and the value of αopt6 equals the value of αopt3 in eq.(3.42).
Figure 3.9 shows the BER performance versus SNR for the traditional
TR receiver and the optimized TR receivers for the CM1 channel model. One
sees that the improved receivers outperform the traditional TR receiver in all
the cases considered. The performance improvements achieved by optimizing
Td are significant. For example, at BER = 10
−1, the improved TR receiver by
using simulation can provide a performance gain of up to 2.4 dB, the improved
TR receiver from the semi-analytical approach can provide a performance gain
of up to 2.1 dB and the improved TR receiver from the analytical approach can
provide a performance gain of up to 2.2 dB, over the traditional TR receiver.
There is little performance difference between the methods applied and hence,
the Gaussian approximation used for the theoretical methods is suitable for
Td optimization in the traditional TR system.
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3.5 Conclusions
In this chapter, the issue of finding optimum values of the time delay Td
between the reference and the data pulses for the traditional TR receiver has
been investigated. This problem was transformed into the problem of finding
the optimum values of the energy allocation factor α. The numerical results
have demonstrated that there exists an optimal value of time delay between
reference and data pulses that maximizes the channel capacity or minimizes
the BER with significant improvements.
Simulation, semi-analytical and analytical methods have been investi-
gated to calculate the optimum values of Tdopt for the CM1 and CM2 chan-
nel models. For both criteria (channel capacity and BER), the simulation
method provides the most accurate optimization result, while semi-analytical
and analytical methods provide the comparatively inferior results. However,
the former one consumes more time and resource than the latter ones. All the
improved TR receivers at the optimized Td can offer significant performance
gains over the traditional TR receiver. Since the optimization results from
theoretical methods by using Gaussian approximation are very close the those
from the simulation method, all the optimal Td values from each method will
be used to guide UWB receiver designs. One can also use the similar opti-
mization method as in this chapter for other receiver designs.
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Chapter 4
Optimization of Generalized
UWB TR Receivers
Due to the transceiver properties of the TR system, it is very suitable for low-
data-rate applications such as sensor networks and body area networks, where
power consumption is more important than data rate [75], [76]. In the previous
chapter, the optimization of the traditional TR receiver has been investigated.
There, a reference and data pulse pair are transmitted in one frame and then
the received data signal is correlated with the reference signal in the same pair
for detection. The two pulses within a pair are separated with a time delay Td
at the transmitter. However, a template based on one reference is not reliable,
and hence generalized TR receivers are proposed [77] for easy implementation
and also they can provide better performance [58] compared with AcR. Thus,
this chapter will concentrate on the optimization of generalized TR receivers
in UWB systems.
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4.1 Introduction
Unlike a traditional TR system, a generalized TR system transmits Nr ref-
erence symbols and Nd data symbols per data packet, where Nr and Nd are
arbitrary integers. For the conventional generalized TR receiver, all the Nr
previous reference symbols per data packet are used to construct the channel
template which is later correlated with the received data signal for detection.
Specifically, the template signal is the average value of the Nr previous refer-
ence symbols [78]. As a result, the generalized TR receiver enables an increase
in the bandwidth efficiency and an improvement in the bit error rate (BER)
performance significantly [54], [79].
One of the widely used generalized TR receivers is the training-based
(TB) receiver, which constructs the channel template using the received signals
of the reference symbols only. This is also known as the conventional general-
ized TR receiver. Compared to this simple receiver, the maximum-likelihood
(ML) and the generalized likelihood ratio test (GLRT)-based receivers pro-
posed in [79] can provide significant performance improvements in terms of
the template signals constructed by the reference and the received data sym-
bols. However, their structures are complicated, as they require calculation
of many extra parameters as well as matrix inversion. Thus, new ML and
GLRT receivers are proposed in [80] to simplify the receiver structures from
avoiding iteration algorithms with acceptable performance degradations. For
convenience, the recursive ML and recursive GLRT receivers are denoted as
the ML-I and GLRT-I receivers, and the non-recursive ML and non-recursive
GLRT receivers are denoted as the ML-II and GLRT-II receivers. In [81], three
better TR receivers with simpler structures are derived. These receivers make
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use of the part of the received signal corresponding to the reference symbols,
the part of the received signal corresponding to the data symbols, as well as
the past data decisions. They provide considerable performance gains over the
receivers in both [79] and [80]. However, none of them is optimized for the
best BER performance.
Assuming perfect synchronization of the receiver, the performances of
the TR receivers are very sensitive to the energy allocation between the refer-
ence symbols and the data symbols [77]. An optimal allocation between the
reference energy and the data energy exists when the total energy is fixed.
Furthermore, the length of the correlation integration interval is another im-
portant parameter that affects the receiver performance significantly [79], [82],
[83]. In [77], Yang and Giannakis improved the TB-based receiver with respect
to the energy allocation between reference and data symbols in one data packet
by increasing the average channel capacity. In [79], Franz and Mitra improved
the ML- and GLRT-based receivers with respect to the energy allocation and
the correlation integration interval length by increasing the effective signal-to-
noise ratio (SNR). In this chapter, the receivers proposed in [79], [84], [80] are
improved with respect to the length of the integration interval and the energy
allocation of reference and data symbols by reducing the BER. Both the best
number of reference symbols and the best length of the integration interval
are derived for different scenarios.
This chapter is organized as follows. The system model for the general-
ized TR receivers is provided in Section 4.2. In Section 4.3, the optimization
with respect to the energy allocation and the length of integration interval for
each receiver is investigated by simulation. Similarly, the optimization for the
receivers in [79], [84], [80] by using the simulation and theoretical methods is
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specifically discussed in Section 4.4. Finally, the concluding remarks are given
in Section 4.5.
4.2 System Model
Consider a TH UWB system with the BPM scheme. The received signal for
the TR system can be expressed as [80]
r(t) =
∑
i
√
εiϑi
Nf−1∑
j=0
h(t− iNfTf − jTf − cjTc) + n(t) (4.1)
where εi represents the energy of the ith symbol/bit, Nf is the number of
frames per symbol, Tf is the frame duration, cj ∈ [0, Nh] is the time hopping
code for the jth frame, Nh is the maximum value of cj, Tc is the chip duration,
h(t) is the channel response (CR) to the transmitted waveform, and n(t) is
additive white Gaussian noise with mean zero and variance δ2. The multipath
channel used herein is based on the IEEE UWBCM1-CM4 channel models [26].
It is assumed to be time-invariant in one data packet.
Assuming that Nr reference symbols are transmitted followed by Nd
data symbols in one data packet and hence, a total of M = Nr +Nd symbols
are sent per data packet. The energy of the reference signal per frame is
εri =
εr
NrNf
for i = 0, 1, · · · , Nr− 1 and the energy of the data signal per frame
is εdi =
εd
NdNf
for i = Nr, Nr + 1, · · · ,M − 1, where εr and εd are the total
energies of the reference symbols and the data symbols in one data packet,
respectively. ε = εr + εd denotes the total signal energy per packet. Assume
that the frame energy of the reference signal equals the frame energy of the
data signal (i.e., εri = εdi) and define α =
εr
εr+εd
as the energy allocation factor
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such that
α =
Nr
Nr +Nd
=
Nr
M
, (4.2)
so that the total reference energy per data packet is εr = αε and the total data
energy per packet is εd = (1 − α)ε. Therefore, the choice of α is equivalent
to the choice of the number of reference symbols Nr when the number of data
symbols Nd is fixed. If α is too small, the energy allocated to the reference
symbols per packet is too small and hence, the receiver will suffer from an
inaccurate channel template. In this case, the receiver performance will be
degraded. On the other hand, if α is too large, the energy allocated to the
reference symbols per packet is too large and hence the data symbols will be
more vulnerable to noise. The receiver performance will be degraded again.
The value of α will be selected later in this chapter.
It may also be assumed that the receiver is perfectly synchronized. Let
Tf ≥ Tmds + TcNh, where Tmds is the channel maximum excess delay. Thus,
there is no inter-frame interference (IFI) or intersymbol interference (ISI). The
presented results are only applicable to UWB systems with large values of Tf
where IFI and ISI can be ignored. They may not be applicable to small values
of Tf with possibly considerable IFI and ISI. The received signal in eq.(4.1)
is sampled at a sampling interval of Ts, resulting in MS = ⌊TfTs ⌋ samples per
frame in total. Among them, only L = ⌊Tmds
Ts
⌋ (L ≤ MS) samples contain
useful data energy. By averaging the sampled received signal over frames
within one data symbol, one has
ri(α) =
√
εi(α)dih+ ni (4.3)
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where h = [hT1 , hT2 , · · · , hTmds ]T is a L× 1 column vector that represents the
CR at different sampling instants, εi(α) is the ith symbol energy function of
α due to the energy allocation, and ni = [nT1 , nT2 , · · · , nTmds ]T is a L × 1
column vector that represents the noise samples in the ith received symbol
with variance δ2e = δ
2/Nf .
After correlating the received signals with the channel template and
thresholding the result, the data decision before demodulation is given by
ϑˆi(α, TN ) = sgn
{
rTi (α)PTN hˆi(α)
}
(4.4)
where ri(α) and hˆi(α, TN ) are the received signal and the channel template for
the ith symbol, respectively, i = Nr, Nr + 1, · · · ,M − 1, PTN =

 ITN 0
0 0

 is
a L× L matrix, ITN is the ⌊TNTs ⌋ × ⌊TNTs ⌋ identity matrix with TN representing
the length of the integration interval, and sgn(·) is the signum function with
sgn(x) = 1 if x > 0 and sgn(x) = −1 if x ≤ 0. The final data decision
can be obtained after demodulation that the digital data is ‘1’ if ϑˆi = +1 and
the digital data is ‘0’ if ϑˆi = −1. Assuming perfect synchronization of the
receiver (i.e.,τ0 = 0), the performances of generalized TR receivers are very
sensitive to the length of integration interval TN [64] [71]. If TN is too small,
only a small amount of useful signal energy will be captured and the receiver
performance will be degraded. If N is too large, an excessive amount of noise
can be introduced, as the signal often decays with time. In this case, the
receiver performance will be degraded again. There must exist an optimal
length of integration interval, where the integration in the correlator contains
enough signal energy but no excessive noise. The choice of TN will be also
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discussed later in this chapter.
4.3 Optimization for the Generalized TR Re-
ceivers by Simulation
In the following, the BER performances of the generalized TB, ML and GLRT
receivers [79] are improved with respect to the energy allocation factor of α
and the integration interval length of TN . This may be done by conducting
a joint optimization of α and TN ; on the other hand, it may also be done by
conducting two separate optimizations of α and TN . The joint optimization
requires a time-consuming two-dimensional search. In order to save simulation
time, two separate optimizations of α and TN are performed in this chapter.
This gives suboptimal results that are not necessarily the same as the overall
optimal results achieved by a joint optimization, and the receivers may be
described as improved but not fully optimized in this sense. The two separate
optimizations can be done by optimizing α with an initial value of TN then
optimizing TN at the optimized α, or by optimizing TN with an initial value of α
then optimizing α at the optimized TN . It will be shown via simulation results
later that there is little performance difference between these two schemes.
Hence, in this chapter, the improvement will be done in the following two
steps. In the first, the value of α is optimized with an initial integration
interval length of TN = Tds. In the second, the length of TN is optimized at
the optimized value of α obtained in the first step.
In the examination, the second order derivative of a Gaussian pulse
is used, which is normalized to unit energy with duration 1 ns. The frame
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interval Tf is set to 110 ns. Also, Nf = 1, Tc = 2 ns, and Nh = 24. The
number of data symbols Nd is fixed to 20 while the number of the reference
symbols Nr varies. The IEEE CM1 model [26] is used. The maximum excess
delay Tmds is restricted to 50 ns. The sampling interval Ts is set to 1/8 ns.
In this case, there are L = 400 samples within one frame that contain useful
energy. These parameters are chosen to be the same as those in [81] to facilitate
the comparison. If not stated otherwise, the “brute-force” method is applied
for simulation throughout the whole chapter.
4.3.1 The generalized TB, ML-I and GLRT-I receivers
From [79], the channel template for the TB receiver is constructed by using
the received signal corresponding to the reference symbols only, which is give
by
hˆi,TB(α) =
√
Nf
αεNr
Nr−1∑
m=0
ϑmrm (i = Nr, Nr + 1, · · · , Ns − 1). (4.5)
For the ML-I and the GLRT-I receivers in [79], both of their channel templates
are constructed by combining the received signal with a weighted factor and
the reference signal, as well as the nonlinearly tanh function with respect to
the past-decision-data as
hˆi,ML−I =
1
ε
(√
αεNf
Nr
Nr−1∑
m=0
ϑmrm
+
√
(1− α)εNf
Nd
Ns−1∑
n=Nr
tanh
(√
εn
δ2e
rTn hˆi,ML−I
)
rn
)
(4.6)
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and
hˆi,GLRT−I =
1
ε− (1−α)ε
Nd
(√
αεNf
Nr
Nr−1∑
m=0
ϑmrm
+
√
(1− α)εNf
Nd
Ns−1∑
n=Nr,n 6=i
tanh
(√
εn
δe
2 r
T
n hˆi,GLRT−I
)
rn
)
.(4.7)
The Best Value of the Energy Allocation Factor
In this section, the simulation is performed with respect to the energy alloca-
tion factor α first, without taking the effect of the integration interval length
TN into account. In this situation, TN is fixed to Tds and the best value of
α can be found by searching over the possible values of α that may minimize
BER as
αopt1 = arg min
α∈(0,1)
{BER(α, Tds)}. (4.8)
Figure 4.1 shows the BER performances versus α for the TB receiver,
at the SNR values of 0 dB, 6 dB and 12 dB, respectively, and TN = Tmds.
As can be seen from Figure 4.1 that, the effect of α for a small value of SNR
at 0 dB is hardly to be recognized, due to the very huge amount of noise
component compared to the useful signal component. The optimal α is about
0.5 for a value of SNR at 6 dB, and the optimal α is about 0.35 for a value of
SNR at 12 dB. One sees that, the effect of α becomes more distinct with the
increase of SNR, as the useful signal is strongly dominated by the noise and
hence, the BER performance is very sensitive to α which affects the quality
of the received signal significantly. One can also see that, the optimum value
of αopt at SNR = 12 dB is smaller than the optimum value of αopt at SNR
= 6 dB. This is due to the fact that, with SNR increasing, the signal energy
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Figure 4.1: The BER versus α for the generalized TB receiver at TN = Tds for
different SNR scenarios.
for reference symbols per packet is enhanced. However, the energy allocated
to data symbols per packet is accordingly reduced when the total energy per
packet is fixed. This will result in a performance degradation. Therefore, the
number of reference symbols per packet (i.e., α) has to be decreased to provide
a sufficient useful signal component for the data decision.
Figure 4.2 exhibits the effect of α for the generalized ML-I receivers
with one, four and nine iteration numbers, respectively. At SNR = 6 dB, the
optimal values of α for the ML-I receivers with one, four and nine iterations
are all about 0.43; at SNR = 12 dB, the optimal values of α for the ML-I
receiver with one, four and nine iterations are all about 0.28. It is clear that
the optimal values of α for the ML-I receivers are not related to the receiver
recursive number. One has the same results for the ML-I receivers in Figure
4.2 as those for the TB receiver in Figure 4.1 that, the optimum values of α
for the large SNR of 12 dB are less than those for the small SNR of 6 dB due
to the increased energy of reference symbols. The BER performance versus α
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Figure 4.2: The BER versus α for the generalized ML-I receivers at TN = Tds
for different SNR scenarios.
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Figure 4.3: The BER versus α for the generalized GLRT-I receivers at
TN = Tds for different SNR scenarios.
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for the GLRT-I receivers are depicted in Figure 4.3. In this case, the optimum
values of α are about 0.43 at SNR = 6 dB and about 0.17 at SNR = 12 dB,
which depend a little on the recursive number.
Figure 4.4 shows the optimized BER performances versus SNR at αopt
achieved as above for the generalized TB and ML-I receivers. At BER = 10−1,
the simulated improved TB receiver can provide about 3.3 dB performance
advantage over the non-improved TB receiver. For the simulated improved
ML-I receivers, the receivers with one, four and nine iterations can separately
provide about 2.1 dB, 1.8 dB and 1.8 dB performance advantage over the
non-improved ML-I ones with one, four and nine iterations, at BER = 10−1.
Meanwhile, Figure 4.5 shows the optimized BER performance versus SNR at
the optimized α for the generalized GLRT-I receivers. At BER = 10−1, the
GLRT-I receivers can all provide about 1.2 dB performance advantage over the
non-improved ones. As can be seen from Figure 4.4 and Figure 4.5 that, all
the improved generalized TR receivers can offer significant performance gains
over the non-improved ones.
The Best Value of the Integration Interval Length
In this section, the best choice of the integration interval length TN at the
optimized α achieved in the previous section is discussed. In this case, the
number of αoptM reference symbols in one observation is applied for the chan-
nel templates and the optimal length of integration interval TN can be found
as
TNopt1,αopt1 = arg min
TN∈[0,Tds]
Pr {zi(αopt, TN ) < 0} (4.9)
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Figure 4.4: The BER versus SNR at the optimal α for the generalized TB and
ML-I receivers.
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Figure 4.6: The BER versus TN at the optimum values of α for the generalized
TB receiver.
assuming that di = 1 is sent, where αopt is the best value of the energy alloca-
tion factor derived in (4.8) and zi(αopt, TN ) = r
T
i (α)PTN hˆi(α) is the decision
variable.
Figure 4.6, Figure 4.7 and Figure 4.8 illustrate the optimum values of
TN at αopt for the generalized TB, ML-I and GLRT-I receivers, respectively.
For the improved TB receiver as in Figure 4.6, the optimal TN for the value
of SNR at 0 dB is about 5 ns, the optimal TN for the value of SNR at 6 dB
is about 8.75 ns, and the optimal TN for the value of SNR at 12 dB is about
11.25 ns. For the improved ML-I and GLRT-I receivers, the optimal TN relys
little on the receiver recursive numbers, as can be seen from Figure 4.6 and
Figure 4.7. The optimum values of TNopt, αopt for the ML-I receivers are
all about 8.75 ns at SNR = 6 dB and all about 11.25 ns at SNR = 12 dB.
Meanwhile, the optimum values of TNopt, αopt for the GLRT-I receivers are all
about 12.5 ns at SNR = 6 dB and all about 20 ns at SNR = 12 dB. It is
clear that the optimum values of TNopt, αopt grow with the increase of SNR,
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Figure 4.7: The BER versus TN at the optimum values of α for the generalized
ML-I receivers.
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Figure 4.8: The BER versus TN at the optimum values of α for the generalized
GLRT-I receivers.
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as the useful signal energy is becoming enhanced and the data is increasingly
dominated by the noise. Thus, the more useful signal energy will be gathered
at the correlator for the better data decision. If SNR is continuously increased,
the optimal value TN may approach its maximum value of Tmds.
Figure 4.9 shows the overall improved BER performance versus SNR
for the generalized TB and ML-I receivers. In this case, both the optimum
value of αopt obtained from Figure 4.6 and the optimum value of TNopt, αopt
obtained from Figure 4.7 are applied for the system optimization. At SNR
= 10−1, the simulated improved TB receiver can provide 4.6 dB performance
improvement over the non-improved TB receiver. For the simulated improved
ML-I receivers, the receivers with one, four and nine iterations can separately
provide 3.8 dB, 3.5 dB and 3.5 dB performance improvements over the non-
improved ones, at BER = 10−1. One can see that the receivers with both
α and TN optimized can provide further performance improvements over the
receivers with only α optimized. Specifically, a performance improvement of
up to 1.3 dB can be achieved for the TB receiver, a performance improvement
of up to 1.0 dB can be achieved for the ML-I receivers, and a performance
improvement of up to 1.7 dB can be achieved for the GLRT-I receivers.
In addition, the overall improved BER performance versus SNR for
the GLRT-I receivers is depicted in Figure 4.10. The GLRT-I receivers with
one, four and nine iterations can separately provide 2.9 dB, 2.8 dB and 2.9
dB performance improvements over the non-improved ones, at BER = 10−1.
Similarly, the further improvement of up to 1.7 dB can be achieved for the
GLRT-I receivers with both α and TN optimized, compared to the ones with
only α optimized.
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Figure 4.9: The BER versus SNR at TNopt, αopt and αopt for the generalized
TB and ML-I receivers.
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Figure 4.10: The BER versus SNR at both α and TN optimized for the
generalized GLRT-I receivers.
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Figure 4.11: Comparison of the improved TB and ML-I receivers that optimize
α first and the improved TB and ML-I receivers that optimize TN first.
Investigations on the Optimization Order
There is no rule addressing that the energy allocation factor α has to be
optimized first. Therefore, another approach for the generalized TR receivers
optimization is to optimize TN first with an initial value of α, then optimized
α at TNopt obtained previously.
Figure 4.11 and Figure 4.12 compare the simulated improved TR re-
ceivers that optimize α first with those that optimize TN first. One can see
that, the performance difference for the TB receivers is less than 0.5 dB, the
performance difference for the Ml-I receivers is less than 1.0 dB, and the per-
formance difference for the GLRT-I receivers is less than 0.3 dB in all the
scenarios considered. Thus, one may conduct two separate one-dimensional
optimizations by either optimizing α first or optimizing TN first, without much
difference. This implies that the result from two separate one-dimensional op-
timizations depends little on the initial condition.
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Figure 4.12: Comparison of the improved GLRT-I receivers that optimize α
first and the improved GLRT-I receivers that optimize TN first.
4.3.2 The ML-II and GLRT-II receivers
To avoid solving the formulas of hˆi,ML−I and hˆi,GLRT−I in eq.(4.6) and eq.(4.7)
iteratively, the approximate ML and the approximate GLRT receivers are pro-
posed accordingly by employing the closed-form assumption in [80]. In this
chapter, they are denoted as the ML-II and the GLRT-II receivers of which
the template signals are separately shown as
hˆi,ML−II(α) ≈
[
IL − (1− α)
Nd
Ns−1∑
n=Nr
1− |Gi|
δ2e
rnr
T
n
]−1
c0
ε
(4.10)
and
hˆi,GLRT−II(α) ≈
[
IL − (1− α)
Nd − 1 + α
Ns−1∑
n=Nr,n 6=i
1− |Gi|
δ2e
rnr
T
n
]−1
c1
ε− εd
Nd
(4.11)
where IL is a L×L identity matrix and (·)−1 denotes the inverse matrix. The
coefficients of c0, c1 and Gi are all determined in [80].
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Figure 4.13: The BER versus SNR at TNopt, αopt and αopt for the generalized
ML-II and GLRT-II receivers.
By using the similar methods as in the previous section, the optimiza-
tion with respect to α and/or TN for the generalized ML-II and GLRT-II
receivers are investigated as follows. In this case, the process starts with op-
timizing α at TN = Tds by making use of eq.(4.8), then optimizing TN at the
αopt by using eq.(4.9).
Figure 4.13 shows the overall BER performace versus SNR by using
both the optimized α and the optimized TN for the non-recursive receivers.
At BER = 10−1, the simulated improved ML-II receiver can provide about 4.2
dB performance gain over the non-improved ML-II receiver, and the simulated
improved GLRT-II receiver can provide about 3.1 dB performance gain over
the non-improved GLRT-II receiver. One can see that significant performance
improvements can be achieved from the joint optimization with respect to α
and TN , for the non-recursive ML and GLRT receivers. Figure 4.14 compare
the simulated improved ML-II and GLRT-II receivers that optimize α first
with those that optimize TN first. One sees that the performance difference is
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Figure 4.14: Comparison of the improved ML-II and GLRT-II receivers that
optimize α first and those that optimize TN first.
very negligible in all cases considered, as expected.
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4.4 The RD, RI and RDI receivers
Three new improved generalized TR receivers with simple structures were
proposed in [81], and the channel templates for them are given by
hˆi,RD(α) = a1
√
Nf
αεNr
Nr−1∑
m=0
dmrm(α) + b1
√
Nf
(1− α)εNd
i−1∑
k=Nr
dˆkrk(α) (4.12)
hˆi,RI(α) = a2
√
Nf
αεNr
Nr−1∑
m=0
dmrm (α) + b2
√
Nf
(1− α)εNd
Ns−1∑
k=Nr,k 6=i
tanh
(√
(1− α)ε
NdNfδe
4 r
T
k (α)PTN hˆTB(α)
)
rk(α) (4.13)
hˆi,RDI(α) = a3
(
a1
√
Nf
αεNr
Nr−1∑
m=0
dmrm(α) + b1
√
Nf
(1− α)εNd
i−1∑
k=Nr
dˆkrk(α)
)
+ b3
√
Nf
(1− α)εNd
Ns−1∑
l=i+1
tanh
(√
(1− α)ε
NdNfδe
4 r
T
l (α)PTN hˆTB(α)
)
rl(α)
(4.14)
respectively, where the coefficients of a1, a2, a3, b1, b2 and b3 are all derived
in [81], and hˆTB(α) is the channel template for the TB-based receiver given
by eq.(4.5). The receiver using eq.(4.12) is defined as the reference-decision
(RD) receiver, the receiver using eq.(4.13) as the reference-information (RI)
receiver, and the receiver using eq.(4.14) as the reference-decision-information
(RDI) receiver.
In the next section, the BERs of the RD, RI and RDI receivers are
improved with respect to α and TN . An analytical method for the improvement
is difficult, if not impossible. To the best of the author’s knowledge, there
is no exact closed-form expression for the BER of the TR receiver in the
literature. This is mainly caused by the multipath fading channel in ri(α),
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the complicated structure of hˆi(α) in the correlator, and the cross terms in
the decision variable. In order to overcome this difficulty, one may resort to
a semi-analytical method, similar to that in [79], by approximating the cross
terms as Gaussian to obtain the effective SNR and therefore, the approximate
BER. However, the values of α and TN optimize the effective SNR or the
approximate BER do not necessarily optimize the real BER.
4.4.1 BER Improvements
In this section, both semi-analytical and simulation methods are investigated.
It will be shown that values of α and TN optimizing the effective SNR or the
approximate BER in the semi-analytical method are different from values of
α and TN optimizing the real BER in the simulation.
In the semi-analytical method, the decision variable for the ith sym-
bol/bit is derived as
zi(α, TN ) = r
T
i (α)PTN hˆi(α, TN ). (4.15)
For the RD receiver, by substituting eq.(4.3) and eq.(4.12) into eq.(4.15), one
has zi,RD(α, TN ) = diSRD(α, TN ) +NRD(α, TN ) with
SRD(α, TN ) = a1
√
εi(α)Nf
αεNr
(
Nr−1∑
m=0
√
εm(α)
)
hRD
TPTNhRD
+ b1
√
εi(α)Nf
(1− α)εNd
(
i−1∑
k=Nr
dˆkdk
√
εk(α)
)
hRD
TPTNhRD(4.16)
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and
NRD(α, TN ) = dia1
√
εi(α)Nf
αεNr
hTRDPTN
(
Nr−1∑
m=0
dmnm
)
+ dib1
√
εi(α)Nf
(1− α)εNdh
T
RDPTN
(
i−1∑
k=Nr
dˆknk
)
+ a1
√
Nf
αεNr
[
Nr−1∑
m=0
√
εm(α)
]
nTi PTNhRD
+ b1
√
Nf
(1− α)εNd
[
i−1∑
k=Nr
dˆkdk
√
εk(α)
]
nTi PTNhRD
+ a1
√
Nf
αεNr
nTi PTN
(
Nr−1∑
m=0
dmnm
)
+ b1
√
Nf
(1− α)εNdn
T
i PTN
(
i−1∑
k=Nr
dˆknk
)
. (4.17)
The effective SNR can be derived from eq.(4.16) and eq.(4.17) as
ρRD(α, TN ) =
S2RD(α, TN )
N2RD(α, TN )
=
(
a21 +
b21c
2
2
N2d
)
N2f εi(α)‖hRD(TN)‖4[(
1−α+αNd
αNd
)
a21 +
(
i−Nr+c22
N2d
)
b21
]
δe
2‖hRD(TN)‖2 +
[
a21
α
+
b21(i−Nr)
(1−α)Nd
]
TN+Ts
εN2fTs
δe
4
(4.18)
where c2 =
∑i−1
k=Nr
dˆkdk and ‖h(TN)‖4 =
∥∥hTPTNh∥∥2.
For the RI receiver, by substituting eq.(4.3) and eq.(4.13) into eq.(4.15),
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one has zi,RI(α, TN ) = diSRI(α, TN ) +NRI(α, TN ) with
SRI(α, TN ) = a2
√
εi(α)Nf
αεNr
(
Nr−1∑
m=0
√
εm(α)
)
hRI
TPTNhRI
+ b2
Nf
N2d
√
εi(α)
[
M−1∑
k=Nr,k 6=i
dk · tanh(z)
]
hRI
TPTNhRI (4.19)
and
NRI(α, TN) = dia2
√
εi(α)Nf
αεNr
hTRIPTN
(
Nr−1∑
m=0
dmnm
)
+ dib2
Nf
N2d
hTRIPTN
[
M−1∑
k=Nr,k 6=i
nk · tanh(z)
]
+ a2
√
Nf
αεNr
[
Nr−1∑
m=0
√
εm(α)
]
nTi PTNhRI
+ b2
Nf
N2d
[
M−1∑
k=Nr,k 6=i
dk · tanh(z)
]
nTi PTNhRI
+ a2
√
Nf
αεNr
nTi PTN
(
Nr−1∑
m=0
dmnm
)
+ b2
Nf
N2d
1√
εi(α)
nTkPTN
[
M−1∑
k=Nr,k 6=i
nk · tanh(z)
]
(4.20)
where
tanh(z) = tanh
{√
1
N2r δ
4
e
[
dkεk(α)Nrh
T
RIPTNhRI
+ dk
√
εk(α)h
T
RIPTN
(
Nr−1∑
m=0
dmnm
)
+ Nr
√
εk(α)n
T
kPTNhRI
+ nTkPTN
(
Nr−1∑
m=0
dmnm
)]}
(4.21)
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is a tangent function. Using similar methods, the effective SNRs for the RI
receiver can be derived as
ρRI(α, TN ) =
S2RI(α, TN)
N2RI(α, TN )
=
(
a22 +
b22d
2
1Nf
N4d
)
Nfεi(α)‖hRI(TN)‖4[(
1−α+αNd
αNdNf
)
a22 +
(
d2+d21
N4d
)
b22
]
δe
2‖hRI(TN)‖2 +
[
a22
αNf
+
b22d2
(1−α)N3d
]
TN+Ts
εN2fTs
δe
4
(4.22)
where d1 =
∑Ns−1
k=Nr,6=i akx, d2 =
∑Ns−1
k=Nr,6=i x
2, and x = tanh
(√
(1−α)ε
NdNf δe
4 rTk (α)PTN hˆTB(α)
)
.
For the RDI receiver, by substituting eq.(4.3) and eq.(4.14) into eq.(4.15),
one has zi,RDI(α, TN ) = diSRDI(α, TN ) +NRDI(α, TN ) with
SRDI(α, TN ) = a3a1
√
εi(α)Nf
αεNr
(
Nr−1∑
m=0
√
εm(α)
)
hTRDIPTNhRDI
+ a3b1
√
εi(α)Nf
(1− α)εNd
(
i−1∑
k=Nr
dˆkdk
√
εk(α)
)
hTRDIPTNhRDI
+ b3
Nf
N2d
√
εi(α)
[
M−1∑
k=Nr,k 6=i
dk · tanh(z)
]
hTRDIPTNhRDI (4.23)
and
NRDI(α, TN ) = dia3a1
√
εi(α)Nf
αεNr
hTRDIPTN
(
Nr−1∑
m=0
dmnm
)
+ dia3b1
√
εi(α)Nf
(1− α)εNdh
T
RDIPTN
(
i−1∑
k=Nr
dˆknk
)
+ a3a1
√
Nf
αεNr
[
Nr−1∑
m=0
√
εm(α)
]
nTi PTNhRDI
+ a3b1
√
Nf
(1− α)εNd
[
i−1∑
k=Nr
dˆkdk
√
εk(α)
]
nTi PTNhRDI
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+ a3a1
√
Nf
αεNr
nTi PTN
(
Nr−1∑
m=0
dmnm
)
+ a3b1
√
Nf
(1− α)εNdn
T
i PTN
(
i−1∑
k=Nr
dˆknk
)
+ dib3
Nf
N2d
hTRDIPTN
[
M−1∑
k=Nr,k 6=i
nk · tanh(z)
]
+ b3
Nf
N2d
[
M−1∑
k=Nr,k 6=i
dk · tanh(z)
]
nTi PTNhRDI
+ b3
Nf
N2d
1√
εi(α)
nTkPTN
[
M−1∑
k=Nr,k 6=i
nk · tanh(z)
]
. (4.24)
Therefore, the effective SNRs for the RDI receiver can be similarly derived as
ρRDI(α, TN) =
S2RDI(α, TN )
N2RDI(α, TN )
=
(
a21a
2
3 +
a23b
2
1c2
N2d
+
d21b
2
3Nf
N4d
)
Nf
2εi(α)‖hRDI(TN)‖4[(
1−α+αNd
αNd
)
a21a
2
3 +
(
i−Nr+c2
N2d
)
b21a
2
3 +
(d2+d1
2)b3
2Nf
N4d
]
δe
2‖hRDI(TN)‖2 + Y TN+TsεN2fTs δe
4
(4.25)
where Y =
a21a
2
3
α
+
(i−Nr)a23b12
(1−α)Nd +
d2b23Nf
(1−α)N3d
.
Then, using the Gaussian approximation, the approximate BER can be
written as BERsemi−analy = Q
(√
ρx(α, TN )
)
, for x ∈ {RD,RI,RDI}. Thus,
the best value of α optimizing BERsemi−analy can be found as
αopt2 = arg min
α∈(0,1)
Q
(√
ρx(α, TN )
)
, (4.26)
where the length of the integration interval is fixed at TN = Tmds, and the best
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value of the integration interval length can be found as
TNopt2,αopt2 = arg min
TN∈(0,Tds]
Q
(√
ρx(αopt2, TN)
)
(4.27)
where αopt2 is the best value of the energy allocation factor derived in eq.(4.26).
One sees that the values of α and TN minimizing BERsemi−analy are actually
the same as those maximizing the effective SNR ρx(α, TN), similar to [79].
In the simulation, the best value of α and the best length of the inte-
gration interval for the RD, RI and RDI receivers can be similarly found from
eq.(4.8) and eq.(4.9), by using the “brute-force” method. The novelty of this
work lies in the fact that it uses the semi-analytical method to minimize the
approximate BER or to maximize the effective SNR as well as the simulation
method to minimize the real BER for the receivers in [81], with respect to the
energy allocation and the correlator integration interval length. Reference [79]
used a semi-analytical method to minimize the approximate BER or to maxi-
mize the effective SNR for the receivers in [79]. This does not present a direct
improvement of the real BER performance.
4.4.2 Numerical Results and Discussion
In this section, the performances of the improved receivers are examined. One
may use the same method to examine systems with other parameters.
Figure 4.15 shows the BER versus α for the SNR value of 10 dB and
TN = Tmds. Several observations can be made. First, the BERs of all the
improved receivers first decrease then increase when α increases. The perfor-
mance difference for different values of α is significant. For example, for the
simulated improved RDI receiver, the BER at α = 0.167 is almost ten times
98
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10−4
10−3
10−2
10−1
100
α
BE
R
 
 
Simulated RD receiver
Simulated RI receiver
Simulated RDI receiver
Approximate RD receiver
Approximate RI receiver
Approximate RDI receiver
Figure 4.15: The BER versus α at SNR = 10 dB and TN = Tmds.
smaller than that at α = 0.85. The effect of α on the performances of the ap-
proximate improved RI and RDI receivers using the Gaussian approximation
is larger than that on the performances of the simulated improved RI and RDI
receivers, due to the over-estimation of the Gaussian approximation. Second,
the best value of α is about α = 0.33 for the simulated improved RD receiver
and about α = 0.167 for the simulated improved RI and RDI receivers, as the
RD receiver only uses (i− 1) previous data decisions in the channel template
and therefore, it requires more reference energy to achieve a channel template
with sufficient accuracy. Third, the simulated improved receivers do not have
exactly the same best values of α as the approximate improved receivers, as
expected, as the best values of α minimize the real BER for the simulated im-
proved receivers, while they maximize the effective SNR for the approximate
improved receivers. It should be noted that α gives the ratio of the number of
reference symbols to the total number of symbols in one data packet. Addi-
tional simulations not described in detail here for brevity show that the best
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Figure 4.16: The BER versus SNR for non-improved receivers and improved
receivers using αopt.
value of α is not related to the bin size in the channel model.
Figure 4.16 shows the BER versus SNR for optimized α and non-
optimized α at TN = Tmds. When the SNR is smaller than 8dB, the approx-
imate improved receivers underperform the simulated improved receivers, as
the approximate improved receivers cannot find the real best α in this case due
to the under-estimation of the Gaussian approximation for the interference-
plus-noise terms. When the SNR is larger than 8dB, the approximate im-
proved receivers outperform the simulated improved receivers, due to the over-
estimation of the Gaussian approximation. One also sees that all the simulated
improved receivers outperform the non-improved receivers. For example, at
BER = 10−3, the simulated improved RD receiver has a performance gain of
about 3.1 dB over the non-improved RD receiver, the simulated improved RI
receiver has a performance gain of about 1.1 dB over the non-improved RI
receiver, and the simulated improved RDI receiver has a performance gain of
about 0.9 dB over the non-improved RDI receiver. The performance gains are
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Figure 4.17: The BER versus TN using αopt at SNR = 10 dB.
significant. Furthermore, the performance gain of the simulated improved RD
receiver is the largest, while the performance gain of the simulated improved
RDI receiver is the smallest. This suggests that the RD receiver benefits the
most from optimization of α. This might be caused by the fact that the channel
template for the RD receiver does not use the received signal corresponding
to the data symbols, while the channel templates for both the RI and RDI
receivers do use the received signal corresponding to the data symbols. There-
fore, the RD receiver suffers more from non-optimized α. Also, comparing
the RDI receiver with the RD receiver and the RI receiver, one sees that the
simulated improved RDI receiver performs best when the SNR is larger than
7 dB. The performance gain increases as the SNR increases. However, it is
not as large as that among the non-improved receivers, as the improved re-
ceivers are closer to the performance limits and thus, they have less room for
improvement from each other.
Figure 4.17 shows the BER versus TN for the SNR value of 10 dB using
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αopt. The BER changes significantly when TN increases. The best value of TN
is about 15ns for the simulated improved RD receiver, about 25ns for the sim-
ulated improved RI receiver, and about 31.25ns for the simulated improved
RDI receiver. Thus, the RD receiver has the smallest optimum integration
interval length, while the RDI receiver has the largest optimum integration
interval length. As a result, the simulated improved RD receiver requires the
least amount of memory as well as computation to achieve improved perfor-
mance. Notice that the BER curves for the simulated improved RI and RDI
receivers are not smooth when TN is small, as their channel templates use
the received data symbols (the last term in eq.(4.13) or eq.(4.14)). This term
contains a tanh function. When the value of TN is small such that the input
of tanh is small, the tanh function in the last term of eq.(4.13) or eq.(4.14) is
large due to the large slope of the tanh function. In this case, a noise term
to a power of larger than two occurs in the decision variable, in addition to
the squared noise. This causes the fluctuation. When the value of TN is large
such that the input of tanh is large, the tanh function will be hard-limited. In
this case, the squared noise term becomes dominant. As a result, the curves
for the RI and RDI receivers become as smooth as the RD receivers. Thus,
the fluctuation at small TN is inherent in the RI and RDI receivers, and it
cannot be removed by averaging many channel realizations. One sees that the
simulated improved RD receiver does not have the tanh function in its tem-
plate and thus, it does not have this behavior. For the approximate improved
receivers, the best TN for the RD receiver is TN = 41.25ns, while the best TN
for the RI and RDI receivers is TN = 48.75ns.
Figure 4.18 shows the BER versus SNR when neither α or TN is opti-
mized and when both α and TN are optimized. Again, all the improved re-
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ceivers outperform the non-improved receivers in all the cases considered. The
performance gains using αopt and TNopt,αopt are much larger than those using
αopt only in Figure 4.16. For example, at BER = 10
−3, the performance gain
of the improved RD receiver over the non-improved RD receiver is about 4.2
dB, the performance gain of the improved RI receiver over the non-improved
RI receiver is about 1.4 dB, and the performance gain of the improved RDI
receiver over the non-improved RDI receiver is about 1.2 dB. The performance
gains increase as the SNR increases. Again, the RD receiver has the largest
performance gain, while the RDI receiver has the smallest performance gain.
Thus, the RD receiver benefits the most from optimization of α and TN . In
fact, the improved RD receiver performs the best when the SNR is larger than
0 dB and smaller than 11 dB. This is explained as follows. The channel tem-
plates for the RI and RDI receivers use the received signal corresponding to
the data symbols. Thus, they suffer more from the noise when the SNR is
small. The BERs of the RI and RDI receivers decay quickly when the SNR is
large and it increases, as the RI and RDI receivers suffer less from the noise
due to the large SNR and benefits more from using more samples. When the
SNR is large enough, the RI and RDI receivers outperform the RD receiver.
Figure 4.19 compares the simulated improved receivers that optimize α first
with those that optimize TN first. One sees that their performance difference
is less than 0.5 dB in all the cases considered, as expected.
Table 4.1 shows the optimum values of α and TN for the simulated
receivers in two circumstances (either optimize α first or optimize TN first)
under different SNR scenarios considered in this paper. One can choose the
best values of α and TN for the receiver settings from Table I according to the
specific applications. The best values for other conditions may be tabulated in
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Figure 4.18: The BER versus SNR using neither αopt or TNopt,αopt and both
αopt and TNopt,αopt .
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Figure 4.19: Comparison of the simulated improved receivers that optimize α
first and the simulated improved receivers that optimize TN first.
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a similar way. These tables can serve as guidelines for receiver design. From
these tables, one can estimate the SNR using methods in [85] and then use
the estimated SNR to determine the receiver settings.
4.5 Conclusions
The BER performances of generalized UWB TR receivers proposed in the lit-
erature have been optimized with respect to the energy allocation factor and
the length of the integration interval. For the generalized TB, ML- and GLRT-
receivers in [79] and [80], numerical results have shown that the optimization
can provide a performance gain of up to 4.6 dB in SNR. The receivers using
optimization of the energy allocation factor can achieve better performances
by redistributing a fixed amount of energy between the reference and the data
symbols only, while the receivers using optimization of both the energy alloca-
tion factor and the integration interval length can achieve better performances
and simpler structures by using less samples in the correlator. On the other
hand, for the RD, RI and RDI receivers in [81], similar optimization results as
well as a performance gain of up to 4.2 dB can be achieved. However, in both
cases of either only optimizing α or jointly optimizing α and TN , the SNR
must be estimated in order to identify the optimum energy allocation and the
optimum length of the integration interval.
This chapter focuses on the optimization with respect to several param-
eters for the generalized UWB TR receivers. In this case, a number of α
1−αNd
reference symbols and a number of Nd data symbols are transmitted in one
observation. Thus, the data rate is (1 − α) · 1
Tb
(α ∈ (0, 1)), whereas the data
rate for the traditional TR receiver in [53] is 1
Tb
. When the data duration Tb
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is fixed, the data rate of the generalized TR receivers is lower that that of
the traditional TR receiver. This is due to the penalty of excessive reference
symbols in the generalized TB receivers. However, the generalized TR receiver
benefits from its better performance and simpler implementation.
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Chapter 5
Conclusions and Future Work
5.1 Introduction
This chapter summaries the main findings of the research, presents the conclu-
sions and provides an outline of some ideas for the further work. The research
reported in this thesis is mainly based on the optimization for the transmitted-
reference (TR) receivers in a ultra-wide bandwidth (UWB) system. By using
the approaches proposed in this thesis, all the improved TR receivers can offer
future data communications with more flexibility and much improved quality
of service (QoS).
This chapter is organized as follows. Section 5.2 summaries the main
findings of the research work, whilst Section 5.3 presents the main conclusions
regarding the optimization. Section 5.4 discusses the further work and future
potential issues of research and development.
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5.2 Summary of the main findings
The issue of receiver optimization is investigated in this thesis. Particularly,
two types of the TR receivers, traditional autocorrelation TR receivers and
generalized TR receivers, are improved in terms of performance. The main
findings related to these two types of receivers are presented in Chapter 3 and
Chapter 4. These work will be summarized as follows:
• Optimizations for the traditional TR receiver;
In the traditional TR signalling system,a pulse pair is transmitted per
frame, where the first pulse corresponds to the reference signal and the
Td-second-delayed pulse corresponds to the data signal. Then, the re-
ceived data signal is correlated with the received reference signal for
data detection. Normally, the time delay Td between reference and data
pulses is larger than the maximum channel delay spread Tmds to avoid
interference within the pulse pair. However, the value of Td does not
need to be greater than Tmds all the time, as this time delay affects the
energy allocation as well.
As discussed in the main content that, if Td is too large, the interference
between two successive pulses per frame can be eliminated but the energy
allocated to the data signal will be greatly reduced when the total energy
per frame is fixed and hence, the energy of the received data signal gath-
ered at the correlator will not be enough for a reliable decision. This will
result in a performance degradation; if Td is too small, the significantly
enhanced inter-pulse interference may degrade the performance as well,
although the energy allocated to the data signal increased. Thus, there
exists the best tradoff between IPI and energy allocation.
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In Chapter 3, the traditional TR receiver is optimized with respect to
the inter-pulse time delay Td, which is related to both the IPI term and
the energy allocation factor.
• Optimizations for the generalized TR receivers.
The generalized TR receivers were proposed for their improved perfor-
mances and increased data rates over the traditional TR receiver. In the
generalized TR system, each frame contains only one pulse. A number of
Nd data symbols is transmitted after a number of Nr reference symbols
per block. At the receiver, the template signal used at the correlator is
the combination of the Nr previous reference symbols in a block, as in the
training-based (TB) TR receiver. For various generalized TR receivers,
their templates are slightly different.
The numbers ofNr andNd are highly related to the receiver performance.
Assuming that the number of data symbols Nd and the total energy per
block are fixed, the excellent template signal can be obtained if Nr is too
large, while the energy allocated to the data symbols per block is very
small such that the received data signal is not reliable for data detection.
This will cause a performance degradation. On the other hand, if Nr is
too small, the energy distributed to the data symbols is increased but
the template gets worse. As a result, the performance will be reduced
as well. Thus, the choice of Nr can give the best tradeoff between th
numbere of reference symbols and performance.
Furthermore, the performance can be significantly influenced by the in-
tegration interval length at the correlator. This is because: 1). if the
integration range is too wide, an excessive noise will be introduced for
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correlation and results in a performance reduction, although the most
energy of the useful data signal is gathered; 2). if the integration range is
too small, much noise can be suppressed but also a great amount of use-
ful signal will be omitted simultaneously. This will cause a performance
degradation similarly.
The optimization with respect to the number of reference symbols per
block and the integration interval length is presented in Chapter 4.
5.3 Conclusions
The objective of the thesis is the optimization of the UWB TR receivers, as
described in Section 5.2. In a similar way, the major original contributions to
knowledge are shown as below:
• Optimizations for the traditional TR receiver;
The time delay Td within the pulse pair in the traditional TR receiver was
optimized in terms of two criteria, as shown in Chapter 3. In particular,
the optimal Td was achieved by either maximizing the channel capacity
(Section 3.3 ) or minimizing the BER performance (Section 3.4 ) by using
three approaches, including the simulation approach, the semi-analytical
approach and the analytical approach.
For the channel capacity criterion, the Gaussian approximation (GA)
was in used in order to use the Shannon equation for the capacity cal-
culation. Since the Shannon equation is a monotonous function of the
output SINR, this issue of maximizing the capacity is equivalent to that
of maximizing the output SINR. First, the simulation method was ap-
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plied to find the best value of Td in Section 3.3.1. It showed that there
indeed exist an optimum value of Tdopt providing the best tradeoff. Also,
the channel achievable capacity by using the simulation method was
significantly improved over that without the optimization. Second, the
semi-analytical method was introduced based on some mathematical cal-
culation and further approximations in Section 3.3.2. In this case, the
interference-plus-noise term was assumed to be Gaussian. The results
from semi-analytical had a very similar profile as those from simulation
and a significant capacity improvement could be achieved over the non-
improved scheme. Third, the semi-analytical method can be applied
to the UWB channel models to conduct the analytical method shown
in Section 3.3.3. By employing the IEEE 802.15.3a channel models, a
theoretical expression of the channel achievable capacity with respect
to Td was derived herein. This pure analytical results were very close
to the semi-analytical results. Therefore, all these three optimization
approaches could be the guidance for receiver designs.
For the BER criterion, the optimal Td was achieved by using the ‘brute-
force’ method via simulation. Introducing the GA, the optimal values of
Td minimizing BER from semi-analytical and analytical methods were
obtained by using the output SINR values derived from Section 3.3.2
and Section 3.3.3, respectively. Similarly, significant BER performance
improvement could be achieved from the three approaches over the non-
improved scheme.
• Optimizations for the generalized TR receivers.
Both the number of reference symbols Nr and the integration interval
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length TN were optimized in terms of the BER performance. Instead of
employing a joint optimization of both Nr and TN , two separate opti-
mizations of Nr or TN were used for time-saving. The optimization of Nr
was transformed to be the optimization of the energy allocation factor
α.
A group of receivers composed of the TB, ML- and GLRT- receivers was
optimized with respect to α at an initial value of Td = Tmds first. The
improved receivers provided a lot of performance gains at the optimal
α. Then, the optimum values of TNopt for these receivers were obtained
at the optimal α got in the first step. A further performance gain could
be achieved at the optimal TN . On the other hand, these receivers were
improved by optimizing TN first at the initial value of α =
1
21
and then
optimizing α at the optimal TN achieved in the first step. The simulation
results illustrated that both optimization schemes can offer significant
performance improvement. The difference between the receivers that
optimize α first and the receivers that optimize TN first was very little.
Therefore, it was proved that the joint optimization could be replaced
by two separate optimizations.
Another group of receivers composed of the RD, RI and RDI receivers
was optimized in the same way in Section 4.4. In addition, the semi-
analytical method was added to compare with the simulation method.
In the semi-analytical approach, the GA was used as well for the noise
term. However, it was not as accurate as the simulation approach due
to the over-estimation of noise.
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In conclusion, the contribution of this thesis is in the demonstration
that the optimization schemes proposed herein for the UWB TR receivers are
novel and can clearly improve the system performance. Specifically, an up
to 4.2 dB performance gain can be achieved. This enables the improved re-
ceivers can be successfully applied to achieve higher QoS in the next generation
communication systems.
5.4 Future Work
The work presented in this thesis can be extended on a range of frontiers.
All the optimization approaches discussed herein were based on a single-user
communication system and can be applied to a multi-user system where the
added multiple-access interference (MAI) needs to be considered. For example,
in the traditional TR system with the AcR, the choice of Td may also impact
the receiver performance significantly in the present of MAI. Therefore, the
future work can apply the three optimization approaches proposed in Chapter
3 to a multi-user UWB system. However, it may be very difficult to have a
closed-form expression of capacity/BER with respect to Td due to the MAI
term. Similarly, for the generalized TR receivers, all the optimization results
in Chapter 4 could be extended to a multi-user system as well.
In addition, for the RD, RI and RDI generalized TR receivers described
in Section 4.4, the semi-analytical results of optimization can be further de-
rived by introducing the IEEE 802.15.3a channel models for a specific theo-
retical result.
Finally, the ideas and schemes presented in this thesis for the receiver
optimization could provide other researches with a novel way of thinking in
114
the domain of receiver designs, not only for UWB communication systems.
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