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Abstract—The inclusion of thin lossy, material layers, such
as carbon based composites, is essential for many practical
applications modeling the propagation of electromagnetic energy
through composite structures such as those found in vehicles and
electronic equipment enclosures. Many existing schemes suffer
problems of late time instability, inaccuracy at low frequency,
and/or large computational costs. This work presents a novel
technique for the modeling of thin-layer lossy materials in
FDTD schemes which overcomes the instability problem at low
computational cost. For this, a 1D-subgrid is used for the
spatial discretization of the thin layer material. To overcome
the additional time-step constraint posed by the reduction in the
spatial cell size, a Crank-Nicolson time-integration scheme is used
locally in the subgridded zone, and hybridized with the usual 3D
Yee-FDTD method, which is used for the rest of the compu-
tational domain. Several numerical experiments demonstrating
the accuracy of this approach are shown and discussed. Results
comparing the proposed technique with classical alternatives
based on impedance boundary condition approaches are also
presented. The new technique is shown to have better accuracy
at low frequencies, and late time stability than existing techniques
with low computational cost.
Index Terms—Finite-Difference Time Domain (FDTD), sub-
cell models, thin layers, Crank-Nicolson, hybrid implicit-explicit
(HIE), Carbon fiber composite, Electromagnetic shielding, Lossy
materials
I. INTRODUCTION
THE accurate treatment of lossy thin layers is a must inelectromagnetic simulation tools as many vehicles and
enclosures contain them for electromagnetic or structural rea-
sons. Examples include: carbon fiber layers [1], metal meshes
[2], carbon nanotube [3] or graphene loaded composites [4],
and metalised coatings [5]. Also propagation through joints
and small apertures presents similar problems [6]. The 3D
modeling of lossy layers, joints and small apertures is usually
avoided for being unaffordable in terms of computational cost,
making sub-cell models the preferred approach. In the context
of Finite Difference Time Domain (FDTD) methods [7], three
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main techniques are found: i) equivalent-parameter models;
ii) Leontovich-based Impedance Boundary Conditions; and iii)
fine-mesh discretization.
Equivalent parameter (EP) models [8] have been demonstra-
ted to accurately predict the conductive properties of electri-
cally thin panels at low frequencies (LF). These models are ba-
sed on the definition of average constitutive parameters used to
update the tangential E-field components at the slab interfaces .
They can model arbitrary dispersive behavior [9], and use extra
degrees-of-freedom, to handle the discontinuity in the normal
components. These models are accurate for frequencies where
the slab thickness is smaller than, or comparable to the skin
depth. Leontovich-based [10] Network Impedance Boundary
Conditions (NIBC) constitute a widely used alternative [1],
[11] for high frequencies (HF) where the EP approximation
fails. NIBC techniques assume plane-wave propagation inside
the slab, along the direction normal to its surface, which is
a reasonable hypothesis for highly conductive media with a
refractive index much higher than that of the surrounding
media. In this manner, NIBC does not need to take into account
field components that are normal to the slab and only finds the
tangential electric and magnetic fields at each slab interface by
frequency-domain matrix impedance relationships. The time-
domain implementation in FDTD can be made in a number
of ways: piecewise linear recursive convolution (PLRC) [11],
auxiliary differential equation algorithms [12], circuital equi-
valents [6], [13], etc.. A drawback of NIBC methods usually
reported in literature for FDTD resides in the appearance of
late-time instabilities [4], [14], whose origin is still not well
understood.
Finally, a natural alternative to EP and NIBC is the use
of a dense spatial discretization inside the layer to properly
resolve the wavelength inside it, thus allowing us to accurately
deal with LF and HF regimes. In this paper, we adopt such
an approach combined with an unconditionally stable Crank-
Nicolson Time-Domain method (CNTD) [15]. CNTD allows
us to overcome the reduction in the time step (for stability)
enforced by the reduction in the space step, if the usual FDTD
Yee scheme, or an exponential time differencing one [16], were
employed instead. A hybrid implicit-explicit (HIE) algorithm
[17] is used to combine the CNTD method inside the slab with
the usual 3D Yee-FDTD method used outside it.
To this end, we start in Section II-A from the same assump-
tion of a plane wave propagating only in the direction normal
to the slab surface, as used for the NIBC. Next, in Section II-B,
instead of finding the E and H tangential components on either
side of the slab by impedance relationships, they are found by
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fields inside the slab. The slab is meshed in its normal direction
with a space step finer than the one used in the surrounding
medium, chosen to keep a minimum resolution in the slab of
about 10 cells per wavelength at the maximum frequency. The
tangential E-field components lying at the boundaries between
the 1D and the 3D domain are updated by using a weighted
average conductivity and permeability. The resulting algorithm
can be regarded as a sub-gridding boundary condition (SGBC),
and a robust and computationally affordable alternative to
NIBC both for HF and LF problems.
In Section III-A and III-B, the stability and accuracy of
the different SGBC algorithms is analyzed. In Section IV,
a validation is performed in two different scenarios: for
shielding-effectiveness prediction in HF, and for resistance
prediction in LF conductive problems.
II. ALTERNATIVES FOR THIN-PANEL MODELING
A. Impedance Boundary Condition
Let us assume that a plane wave impinges on a conductive
planar slab with oblique incidence. If the refractive index is
much higher inside the slab than outside, refracted waves travel
inside the slab at a close-to-normal angle θt → 0 regardless
of the actual angle of incidence θi. For instance for a lossy
medium with free-space permittivity, embedded in free-space,
Snell’s law can be written as:
sin(θt) = sin(θi)/
√
1− j/Q , Q = 2pifτ , τ = ε
σ
(1)
where Q is the quality factor, τ is the relaxation time constant,
and σ is the conductivity of the medium. For instance, for
grazing incidence as θi → pi/2 (the worst-case), we find that
|θt| < 10−2 if
f [GHz] < 1.8σ (kS/m) (2)
For instance, for conductivities of σ > 104 S/m, the applica-
bility of the model is up to 18 GHz, regardless of the thickness
of the slab. Therefore, the transverse plane-wave assumption
enables us to make a general analysis of most common slab
conductive materials in automotive or aeronautics applications.
The S-parameters of the slab can be determined analytically
if its frequency-dependent constitutive parameters are known,
or they can be determined from modelling or measurement.
From the S parameters, the two-port network Z-parameters
relating the electric and magnetic field components of the
transverse plane wave on either side of the slab can be found
[18]. For instance, if we consider an isotropic slab, the fields
ES , HS on each side are related by:[
ES1
ES2
]
=
[
Z11 Z12
Z21 Z22
]
︸ ︷︷ ︸
Z˜(ω)
[
HS1
−HS2
]
(3)
where ES1 and HS1 are the fields on one side of the slab and
ES2 and HS2 are the fields on the other. A similar relation
exists for ES , HS . Z12 = Z21 for reciprocal media, and
Z11 = Z22 for left-to-right symmetric media. This model can
be generalized for multilayered anisotropic media [1], [11]
by cascading the ABCD parameters of the four-port network
model of each layer, to find a 4× 4 Z-relationship similar to
(3).
The NIBC technique [1], [11] employs the relationship (3)
to relate the fields on either side of the slab, which serve in turn
as boundary conditions for the 3D Yee-FDTD scheme used
for the rest of the problem. For this, the frequency-domain
relationship (3) is typically cast into the time domain (TD) by
firstly expanding each term of matrix Z˜ into a sum of partial
fractions found by a vector-fitting (VF) procedure [19]
Z˜(ω) = Z˜∞ +
P∑
k=1
r˜k
jω − pk (4)
Next, a TD numerical relationship can be found in several
ways [6], [11]–[13], [20]. In this paper, we compare the results
of our SGBC with the Digital Filter (DigFilt) representation
of the NIBC [6], which employs a face-centered formulation.
The resulting model is both causal (automatically complies
with Kramers-Kronig relationships), and stable (poles are in
the left complex semi-plane).
The main drawback of NIBC is its requirement to si-
multaneously know both the E and H-fields at the same
point on the interface. Since FDTD does not co-locate these
components in space-time, NIBC typically extrapolates the H-
field from half a cell away [11], and half a time-step before,
which is actually a 0th-order approximation to the field at
the interface. This extrapolation is typically cited as being
one main reason for the appearance of late-time instabilities,
and several efforts to overcome it have been published [4],
[14]. From our experience, even if canonical problems do not
suffer from late-time instabilities, large and complex ones do
exhibit them when using the same NIBC model. A typical
workaround to remove instabilities is the reduction of the
time-step in an iterative heuristic way hopefully concluding
with a computationally affordable model. This issue limits the
applicability of the method.
B. Subgridding boundary condition
Subgridding techniques are widely employed in FDTD [21],
[22], particularly to treat composite materials [23]. Subgrid-
ding is typically considered a brute-force method, yielding
restrictive stability conditions that may become prohibitive.
In this paper, we present a new HIE SGBC, inspired by the
NIBC described above. It combines a 1D FDTD scheme to
deal with fields inside the slab, with the usual 3D Yee-FDTD
scheme for the rest of the problem. For this, the same starting
principle used for NIBC is considered: thin-panel with a planar
shape and plane waves propagating inside it at a normal angle.
However, instead of the impedance relationships (3) used
by NIBC to find the fields on both faces of the panel, SGBC
finds them after a full-wave 1D simulation inside the slab,
which is meshed into a fine spatial mesh, only along the
direction normal to the panel, with a high enough number
of cells to properly resolve the wavelength and the skin-depth
at the maximum frequency of interest inside the slab.
To overcome the drawback posed by the reduced time-
step required for the stability of the overall FDTD scheme,
3a novel approach based on a CNTD unconditionally stable
scheme is employed. The E and H fields inside the slab are
advanced by the 1D CNTD method, which is tridiagonally
implicit in 1D [24] and has a small computational overhead,
compared with FDTD. This is more than compensated for by
its unconditionally stable nature, which means that we do not
need to reduce the time step in the entire space, which would
be the case if a classical 1D Yee-FDTD were applied in the
slab region.
We will next illustrate the CNTD and SGBC algorithms
with the geometry depicted in Fig. 1. In this case, the thin
slab has been sub-gridded into N 1D-cells of size ∆fine, with
N+1 E-field and N H-field components inside. For simplicity
the surrounding medium is assumed to be free space with a
3D cell size ∆coarse, and the slab is assumed to have free-space
permittivity, and a constant conductivity.
C. Hybrid 1D CNTD - 3D FDTD
Let first describe the 1D CNTD used inside the thin slab
shown in Fig. 1 (fuller details of CNTD can be found in several
places, e.g., [25]). For this, we start from the usual Yee-FDTD
equations for the Ampere-Maxwell law, assuming that H-fields
are located at integer time-steps and using a time average for
the right-hand-side E-fields to also co-locate them in time with
the H-field components
Hn+1L,i+1/2 = Da,i+1/2H
n
L,i+1/2+
Db,i+1/2
2
(
EnL,i − EnL,i+1 + En+1L,i − En+1L,i+1
) (5)
Using the same method for Faraday’s law, we find
En+1L,i = Ca,iE
n
L,i+
Cb,i
2
(
Hn+1L,i−1/2 −Hn+1L,i+1/2 +HnL,i−1/2 −HnL,i+1/2
) (6)
where we use the well-known notation for the material
constants Ca,i, Cb,i, Da,i+1/2, Db,i+1/2 from [22] for lossy
electric, lossless magnetic media
Ca,i =
2−∆t/τi
2+∆t/τi
, Cb,i =
2∆t/(εi∆fine,i)
2+∆t/τi
, τi =
εi
σi
Da,i+1/2 = 1 , Db,i+1/2 =
∆t
µi∆fine,i+1/2
(7)
Now extracting Hn+1 from (5) and inserting it into (6), a
fully consistent algorithm with the space positions of E and H
staggered in space as in the usual Yee-Scheme is yielded, but
evaluated at co-located integer time-steps. After some algebra,
a tridiagonal system of equations is found for the E-fields for
i = 2, . . . , N
aiE
n+1
L,i−1 + biE
n+1
L,i + ciE
n+1
L,i+1 = d
n
i (8)
where coefficients ai, bi, ci, di are given in the Appendix. With
a back-substitution algorithm used to solve the tridiagonal
system, all En+1L,i are found. Inserting them into (5) , the
magnetic field components can be finally found in an explicit
manner.
Next, a proper HIE scheme has been devised to connect the
solutions found by CNTD (inside the slab) and by Yee-FDTD
(outside the slab). For this, we assume that the CNTD-domain
is terminated in the E-field components ES1 and ES2, and
we modify the CNTD procedure found after (6), so that only
the H-fields inside the CNTD-domain are averaged in time,
while those outside are those previously found by the usual
Yee-FDTD at semi-integer time-steps, thus playing the role
of external source terms. Hence, for the (L, 1), (L,N + 1)
boundaries, we find
En+1L,1 = Ca,1E
n
L,1
+ Cb,1
(
H
n+1/2
S1 −
HnL,3/2 +H
n+1
L,3/2
2
)
(9a)
En+1L,N+1 = Ca,N+1E
n
L,N+1
+ Cb,N+1
(
HnL,N+1/2 +H
n+1
L,N+1/2
2
−Hn+1/2S2
)
(9b)
To account for the different space steps and different
materials on either side of the boundary, the constants
Ca,1, Ca,N+1, Cb,1, Cb,N+1 are evaluated in (7) by employing
the effective constitutive parameters εi and σi found by using
the integral versions of Maxwell’s equations [22]
σi =
σi−1/2∆fine,i−1/2 + σi+1/2∆fine,i+1/2
∆fine,i−1/2 + ∆fine,i+1/2
εi =
εi−1/2∆fine,i−1/2 + εi+1/2∆fine,i+1/2
∆fine,i−1/2 + ∆fine,i+1/2
(10)
where ∆fine,1/2 = ∆coarse and ∆fine,N+3/2 = ∆coarse.
Inserting the magnetic fields inside the slab found by CNTD
by (5) into (9), we get two implicit equations that must be
solved together with (8) for the interior E-fields
b1E
n+1
L,1 + c1E
n+1
L,2 = d
n
1 (11a)
aN+1E
n+1
L,N + bN+1E
n+1
L,N+1 = d
n
N+1 (11b)
where the modified coefficients a1, c1, aN+1, bN+1, dn1 , d
n
N+1
are also given in the Appendix. The above procedure permits
us a consistent connection between CNTD and Yee-FDTD
in such a way that the CNTD algorithm employs only the
3D Yee-FDTD H-fields as source terms, this means that the
unconditional stability of the CNTD algorithm is not degraded,
even if the surrounding media is also conductive [26], as later
shown.
D. SGBC algorithm
As in the NIBC, the SGBC duplicates the tangential E-fields
on the slab surface ES1, ES2 to account for each face value.
They are located at the usual staggered space-time indexes of
the Yee-FDTD cell. Also, as usual, the H-fields are located
at the center of the adjacent 3D cells HS1, HS2. The SGBC
algorithm is as follows:
1) The fields inside the slab domain denoted by EnL,i,
HnL,i+1/2 see Fig. 1 are updated by the usual 1D CNTD
described above.
2) E-fields outside the slab are advanced ~En in the usual
3D Yee-FDTD manner.
3) H-fields outside the slab are advanced ~Hn+1/2 in the
usual 3D Yee-FDTD manner.
4Fig. 1. Cross section of a FDTD cell with a SGBC boundary.
4) H-fields at the adjacent cells Hn+1/2S1 and H
n+1/2
S2 ,
employ the usual 3D algorithm with EnS1 = E
n
L,1 and
EnS2 = E
n
L,N+1
H
n+1/2
S1 = H
n−1/2
S1 −
∆t
µ0A1
(
Γn1 + ∆coarse E
n
S1
)
H
n+1/2
S2 = H
n−1/2
S2 −
∆t
µ0A2
(
Γn2 −∆coarse EnS2
) (12)
Where Γnj =
∑
cellj ∆iE
n
i is the usual discrete line
integral of the E-field components along the 3 non-
boundary edges. The surfaces used for the flux of the H-
field are corrected to take into account the slab thickness
A1,2 = ∆coarse
(
∆coarse − th2
)
.
5) The connection between the coarse (Yee) and fine
(CNTD) mesh is made through the tangential electric
field on the slab surface, which is found by the HIE
algorithm described above.
This method can be easily extended for arbitrary frequency
dispersion, by finding equivalent single-layer electric and
magnetic dispersive models [27]. The CNTD method can also
be easily extended to handle these media, for instance by
employing the formulation of [28]. Anisotropic panels could
also be handled by unconditionally stable split-step methods
[33].
III. NUMERICAL CHARACTERISTICS OF SGBC
A. Stability
The CNTD method is well known for being unconditionally
stable [29]. By using a heuristic procedure, we have shown that
the stability condition is kept unaltered by the HIE CNTD-
FDTD scheme, with respect to the usual one
c2∆t2 ≤ 1/(∆x−2 + ∆y−2 + ∆z−2) (13)
Fig. 2 shows the stability analysis for the method described
in this paper, compared to the one that would be enforced
if using a 1D Yee-FDTD scheme, instead of the 1D CNTD
one. The stability limit is unaltered for the lossy case with
respect to the usual lossless one for the usual time-average
scheme [26]. In the lower x-axis the inverse of the Q-factor at
the frequency of interest is shown 1/Q = σ/(ωε0). In the y-
axis the maximum Courant-Friedrichs-Lewy number (CFLN)
in the coarse region (CFLN=c∆t/∆coarse for the 1D case is
shown to achieve a constant space resolution in the lossy
slab λslab/∆fine = 10 (equal to that used in free space at
that frequency λair/∆coarse = 10). The upper x-axis provides
a means to calculate the space step at the fine region ∆fine
to have a resolution of 10 cells/λslab for a given 1/Q factor.
Notice that for most practical problems 1/Q > 105 with
typical slabs of h > 1mm the slab becomes a PEC in practice
and subgriddings ∆coarse/∆fine > 64 become useless since
penetration is negligible.
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Fig. 2. Maximum 1D CFLN in the coarse region for stability for the different
SGBC schemes. The space steps are fixed to keep a constant space resolution
in free space λair/∆coarse = 10 equal to that in the lossy slab λslab/∆fine =
10.
A key aspect for the robust stability of SGBC resides in the
fact that the HIE algorithm just connects the Yee-FDTD and
the CNTD regions by means of boundary conditions, with no
other interpolation/extrapolation procedure.
B. Accuracy
Non-physical reflections are well known to be produced at
boundaries between subgridded regions [30]. In this section,
we study this error with two different test setups.
In the first one an infinite reflectionless (free-space) planar
slab, with a different mesh from its surrounding free space,
is illuminated with a plane wave normally incident. Fig. 4
shows the reflection coefficient (ideally zero) and transmission
coefficient (ideally unity) for SGBC-CNTD and SGBC-Yee-
FDTD as a function of ∆coarse/∆fine. The number of points
per wavelength (PPW) in the slab, PPWfine, is also shown for
reference in the upper x-axis. The coefficients have been com-
puted using a resolution outside the slab of PPWcoarse = 100
cells/wavelength. The effect of the backward wave created
by the impressed source is removed by subtracting it from
a first simulation without the slab. It bears noting that there is
full reflection beneath the Nyquist limit PPWfine = 2. Above
the Nyquist limit the reflection coefficient decreases and, as
5expected, becomes zero as for the usual Yee-FDTD when there
is no jump in the discretization (∆coarse/∆fine = 1). When
SGBC-CNTD is used instead, the error is not zero since nu-
merical reflections appear at the interface between the CNTD
and the Yee-FDTD scheme. When the discretization inside and
outside coincide, the error begins to become constant, even for
finer discretizations inside the slab, since it is dominated by
the constant discretization outside it.
Fig. 3. Details of the test-setup for a uniform normally incident plane wave
on a thin slab.
Fig. 4. Reflection and transmission coefficients (S11 and S12) simulated for
a uniform normally incident plane wave on a free-space slab for PPWcoarse =
100 fixed. Note that we keep the convention of ∆fine for the space step inside
the slab even for ∆coarse/∆fine < 1 for which the discretization outside is
actually finer than that inside.
An identical test setup has also been analyzed using a
conductive slab instead of a free-space one. Fig. 5 shows the
relative error for the SGBC-CNTD algorithm in the transmis-
sion coefficient as a function of PPWfine for several values of
PPWcoarse. The slab is chosen with 1/Q = 103 and a thickness
of 1 wavelength (roughly 2pi times the skin-depth). As for
the free-space case, we observe that the error trend becomes
constant, dominated by the smallest PPW (coarse or fine).
C. Computer requirements
The computational overburden of the subcell method em-
ployed to deal with thin slabs has been studied by Amdahl’s
law (14). For this, we take into account the number of floating
point operations (FLOPs) added by the subcell algorithm and
101 102 103
PPWfine
10−2
10−1
100
R
el
at
iv
e
E
rr
or
(S
E
)
PPWcoarse =5
PPWcoarse =10
PPWcoarse =20
PPWcoarse =100
Fig. 5. Error in the shielding effectiveness (SE = S−112 ) for a uniform
normally incident plane wave on a conductive slab for SGBC-CNTD using
several coarse resolutions. This error is found by |SEsim − SEteo|/SEteo, with
SEsim and SEteo being the simulation and analytical values.
compute the next figure-of-merit to measure the computer
speed reduction
S =
1
(1−Ncells) + NcellsAFLOP
(14)
where Ncells is the ratio of sub-cell special cells to the total
number of cells, and AFLOP is the ratio of the number of FLOPs
required by the usual FDTD with and without cells affected
by the sub-cell treatment
AFLOP = AFLOPFDTD/
(
AFLOPFDTD +A
FLOP
sub-cell
)
(15)
For FDTD AFLOPFDTD = 14 (8 additions/substractions and 6
multiplications) and AFLOPsub-cell depends on the number of new
degrees-of-freedom added to the full problem: the number of
layers for SGBC NL, and the number of poles/residues Np
for NIBC (Table I).
TABLE I
AFLOPSUB-CELL FOR THE DIFFERENT SUB-CELL METHODS.
Method + and - * /
SGBC with Yee-FDTD 5 + 6NL 4 + 4NL 0
SGBC with CNTD 2 + 7NL 2 + 5NL 2 + 2NL
NIBC 6 + 4Np 4+12Np 0
In Fig. 6, we show the parameter defined in (14) as a
function of NL, and Np for two different ratios of cells
requiring a sub-cell treatment. Though NL, and Np are not
magnitudes that can be compared, Fig. 6 can be used to
provide an idea of the computational cost of each model for
a certain performance degradation. For instance a NL = 22
layers SGBC CNTD model requires the same number of
FLOPS as a Np = 19 model with SIBC, with a degradation in
performance of S = 0.9 for 0.5% sub-cell cells and S = 0.525
for 4% sub-cell cells. These curves are ideal results which
agree with data found after actual numerical simulations for
small problems that can fit into memory caches. However, for
large, problems the memory access time is actually dominant
over the FLOP/second processor capabilities in the computa-
tional time of FDTD methods [31], and the CNTD and NIBC
6curves tend to be closer. Finally let us also stress, that the
apparent lower computer time requirement for the NIBC is
obscured by its lack of robustness in stability, as mentioned in
the introduction. This often requires reductions in the CFLN
which are not necessary in the SGBC CNTD.
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Fig. 6. S figure of merit. NDof stands either for NL or Np depending on
the technique used.
IV. VALIDATION
In this section, we show some canonical validations of this
method for two cases of interest: the prediction of the shielding
effectiveness of planar slabs, in scattering problems; and the
LF resistance, which is of interest in conduction problems. Let
us start by recalling the basic formulas.
A. Shielding effectiveness and DC resistance
The shielding effectiveness of an infinite planar slab under
transverse plane-wave incidence, embedded in a medium with
intrinsic impedance η0 can be expressed from (3) as
SE = S−112 =
(η0 + Z11)(η0 + Z22)− Z212
2η0Z21
(16)
For instance, for a constant-conductivity slab of thickness
h
Z˜(ω) =
η
sinh(γh)
[
cosh(γh) 1
1 cosh(γh)
]
(17)
with η the usual intrinsic impedance and with γ the wave
propagation constant inside the slab. From this, the shielding
effectiveness (16) can be expressed as
SE = cosh(γh) +
1
2
(
η0
η
+
η
η0
)
sinh(γh) (18)
The Z relationship (3) can also be used to find the resistance
in the low-frequency limit for conductive media Q 1
Z˜LF (ω) =
γ
σ sinh(γh)
[
1 1
1 1
]
(19)
For instance, for a strip with width w and length l (Fig. 11),
we can assume
ES1 =ES2 =γ
HS1−HS2
σ sinh(γh)
(20)
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Fig. 7. S12 = SE−1 for an aluminum planar slab with a conductivity σ =
3.456 ·107 S/m and a thickness th = 0.3 mm. Space step ∆coarse = 2.5 mm.
and using a square Ampe`re path around it, the low-frequency
impedance for the strip Zt is
Zt=
∫ l
0
~E · ~dl∫
S
~J · ~dS
=
∫ l
0
~E · ~dl∮
L
~H · ~dl
=
ES1l
w(HS1 −HS2) =
γh
sinh(γh)
RDC
(21)
with RDC the resistance, usually found from Ohm’s law
RDC =
l
wσh . For thin-slabs γh  1, highly conductive
(η ' γσ  η0), and at the DC limit (ω → 0) , we can further
simplify
Zt ' lη0
2w
1
SE
' RDC , SE ' η0σ sinh(γh)
2γ
' 60piσh (22)
B. Numerical results
First, we find the Shielding Effectiveness (SE) for an infinite
aluminum planar slab with a conductivity σ = 3.456 ·107 S/m
and a thickness th = 0.3 mm under plane-wave incidence.
A uniform spatial mesh with ∆ = 2.5 mm is used for the
free space, and a Gaussian pulse for the excitation with
−3 dB decay in amplitude at 1 GHz (f(t) = e−(t−t0)2/w2 ,
t0 = 0.696 ns, w = 0.187 ns.). Results for a 56th order DigFilt
and several SGBC are shown in Fig. 7. As expected, the
stability condition, even for the 40-layers case does not need
any reduction compared to the usual 3D-FDTD one. We have
also included, for reference, results found with the classical
Maloney approach [8], which is a type of 1-layer SGBC with
extra degrees of freedom to account for the electric field’s
normal components at the interface (the latter do not have any
influence on this problem due to the assumption of normal
propagation inside the slab). As expected, Maloney’s method
fails to catch the skin-depth effect, because of its assumption
of constant field inside the slab.
Fig. 8 also presents results for the field at the center of
a conductive sphere of radius 1m with a conductivity σ =
200 S/m and a thickness th = 5 mm under the same plane-
wave incidence used above. Analytical results from [32] are
used for comparison. It bears noting that this problem is far
more sensitive to modeling errors than the slab one, and that
accurate results are obtained.
7106 107 108 109
Frequency (Hz)
0
10
20
30
40
50
60
70
80
90
SE
(d
B
)
Analytical
FDTD, face centered, DigFilt order 6th NIBC
FDTD, edge centered, SGBC 4 Layers
FDTD, edge centered, SGBC 1 Layers
1500.0 150.0 15.0 7.5
PPWcoarse
Fig. 8. SE for a sphere of radius 1 m, 200 S/m conductivity and 5 mm
thickness.
Another test case representative of a low conductivity mate-
rial has been simulated, also under plane wave incidence. The
slab has a constant conductivity of 104 S/m and a thickness of
10 mm. The results are shown in Fig. 9. A three-layer slab has
also been simulated, with outer layers having σ = 104 S/m
and a thickness of 0.92 mm and the middle one being a
lossless thick material of 10 mm (mimicking a low-density
honeycomb). Results are shown in Fig. 10. It bears noting
for all the test cases above, that even resolutions inside the
slab below 10 cells/wavelength are enough to achieve good
results.
Lastly, a final case has been simulated to test the accuracy
for LF resistance prediction. A low-conductivity strip with
σ = 20 S/m, length l = 216 mm, width w = 120 mm, and
thickness h = 2 mm has been connected at each end to an
external U-shaped set of PEC strips (Fig. 11) and excited by
a hard voltage delta-gap source. A uniform spatial mesh with
∆ = 6 mm is used for the free space, and a quasi-DC source
for the excitation, which allows us to get rid of PML conditions
and employ PEC ones instead. The current flowing across the
material has been calculated and the LF ohmic DC resistance
has been found from it and compared to an analytical value
of RDC = lσwh = 45 Ω.
The vector fitting procedure accurately yields the expected
analytical value Z = Z∞ +
∑P
k=1
rk
jω−pk =
1
σh = 25.0 Ω
for all the elements Zi,j of the Z-matrix (3). However, an
error in RDC around of 5% was found by DigFilt, whereas
for SGBC the error was always under 10−3% as reflected in
Table II. The reason for this is the naturally more accurate
manner used by SGBC to handle material interfaces by means
of the integral versions of Maxwell’s equations, and the use
of effective values (10) at the interfaces.
V. CONCLUSIONS
This paper presents a novel technique for the modeling of
thin-layer lossy materials. The approach is demonstrated to be
stable and accurate for LF conduction problems, as well as for
transmission/reflection ones, this wideband applicability being
its main advantage.
We show that the CNTD hybrid provides an accurate
scheme for materials arbitrarily thinner than the space step
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Fig. 10. S12 = SE−1 for an infinite 3-layer planar slab. Space step ∆coarse =
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(and even for thicker ones), regardless of the skin-depth of
signals involved It does not require reductions in the time step
for stability with respect to the usual CFLN in 3D, with low
global computational overburden compared to NIBC, and with
superior late-time stability properties.
We can summarize some advantages and disadvantages of
the SGBC technique compared to the VF NIBC, when dealing
with lossy thin-panel materials:
1) The NIBC enables us to deal with thin-panel materi-
als with arbitrary dispersive behavior, as long as the
scattering parameters under plane-wave incidence are
TABLE II
ERRORS IN DC PREDICTION OF A (σ = 20 S/M), 216 MM LONG X 120 MM
WIDTH X 2 MM THICK MESHED WITH ∆COARSE = 6 MM.
Method Error in RDC
Pure Maloney < 10−3%
SGBC 1 layers 1.17 10−4%
SGBC 4 layers 9.62 10−5%
DigFilt NIBC 5.294%
8Fig. 11. Test-setup for DC resistance computation.
known either analytically, numerically or experimentally.
The SGBC, in principle, requires knowledge of the
internal structure of the thin-panel (thickness and bulk
conductivity) in order to model wave propagation across
it. However, the method can be easily extended for
arbitrary frequency dispersion.
2) The NIBC can handle either isotropic and anisotropic
panels, whereas the SGBC is affordable only by the
use of CNTD in 1D. Unconditionally stable, split-step
methods could be used instead to build a 2D anisotropic
SGBC.
3) The NIBC exhibits late-time instabilities often difficult
to control even by dramatic reductions of CFLN, this
is often blamed on the non co-location of the electric
and magnetic field components at the surface of the
slab. The SGBC employs the natural co-location of Yee-
FDTD and does not require reductions with respect to
the usual stability limit thanks to the Crank-Nicolson
unconditional stability.
4) The NIBC is less accurate than the SGBC to accurately
predict the low-frequency resistive behavior of thin-
panels, because of modeling errors occurring at material
discontinuities. Average parameter methods found from
the integral forms of Maxwell’s equations, are better
suited for it. The SGBC straightforwardly uses this
approach at the interfaces, overcoming this limitation
in a natural manner.
APPENDIX A
CNTD COEFFICIENTS
ai =
(
−Cb,iDb,i−1/2
4
)
bi = (1− ai − ci)
ci =
(
−Cb,iDb,i+1/2
4
) (23a)
a1 = 0 cN+1 = 0 (23b)
dni =
(
Cb,i
2
)(
1 +Da,i−1/2
)
HnL,i−1/2
−
(
Cb,i
2
)(
1 +Da,i+1/2
)
HnL,i+1/2
+
(
Cb,iDb,i−1/2
4
)
EnL(i−1)
+
(
Ca,i −
Cb,i
(
Db,i−1/2 +Db,i+1/2
)
4
)
EnL,i
+
(
Cb,iDb,i+1/2
4
)
EnL,i+1
(23c)
d1 =
(
Ca,1 −
Cb,1Db,3/2
4
)
EnL,1 +
(
Cb,1Db,3/2
4
)
EnL,2
+ Cb,1
(
H
n+1/2
S1 −
(
1 +Da,3/2
)
2
HnL,3/2
)
(23d)
dN+1 =
(
Ca,N+1 −
Cb,N+1Db,N+1/2
4
)
EnL,N+1
+
(
Cb,N+1Db,N+1/2
4
)
EnL,N
+Cb,N+1
((
1 +Da,N+1/2
)
2
HnL,N+1/2 −Hn+1/2S2
) (23e)
[M ] =

b1 c1 0 · · · · · · 0
a2 b2 c2
. . .
...
0 ai bi ci
. . .
...
...
. . . . . . 0
...
. . . aN bN cN
0 · · · · · · 0 a(N+1) b(N+1)

[E] =

En+1L,1
...
En+1L,i
...
En+1L,(N+1)

, [d]
n
=

dn1
...
dni
...
dnN+1

(24)
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