In this paper, a data-driven adaptive optimal control strategy is proposed for a class of linear systems with structured time-varying uncertainty, minimizing the upper bound of a pre-defined cost function while maintaining the closed-loop stability. An off-policy data-driven reinforcement learning algorithm is presented, which uses repeatedly the online state signal on some fixed time intervals without knowing system information, yielding a guaranteed cost control (GCC) law with quadratic stability for the system. This law is further optimized through a particle swarm optimization (PSO) method, the parameters of which are adaptively adjusted by a fuzzy logic mechanism, and an optimal GCC law with the minimum upper bound of the cost function is finally obtained. The effectiveness of this strategy is verified on the dynamic model of a two-degree-of-freedom helicopter, showing that both stability and convergence of the closed-loop system are guaranteed and that the cost is minimized with much less iteration than the conventional PSO method with constant parameters.
I. INTRODUCTION
The problem of maintaining the stability and performance of linear systems subject to time-invariant or time-varying parameter uncertainties, which is usually caused by internal or external perturbations, has been an active topic of research for quite some time. Particularly, many researchers have focused on the ''structured'' uncertainty, which allows one to have access to the bounds on the individual elements of the uncertainty and has extensive applications in many engineering disciplines [1] - [3] . Both the admissible uncertainty bounds for stability and stabilization methods for such systems have been studied by means of robust design in various literature, see [4] - [8] for example. Furthermore, many researchers have focused on their performance as well as stability [9] - [12] . In the presence of time-varying parameters, one usually aims at confining a predefined cost function within a boundary by proper controllers, namely ''guaranteed cost control (GCC)'' [1] , [13] , [14] .
Nevertheless, in practice, it is often not easy to obtain the real-time values of parameters of a dynamic uncertain system. Even the constant nominal model might be unmeasurable. In this case, it is full of challenge to guarantee the performance and stability of the closed-loop system. To this end, we borrow the idea of reinforcement learning, which is called approximate/adaptive dynamic programming (ADP) in control literature [15] - [18] , to adaptively derive the optimal control in a data-driven scheme. In other words, the a priori knowledge of the system model is no more required, since we are able to iteratively reach the optimal control law by measuring and collecting signals such as state and control input. Plenty results have been brought about on ADP methods for linear and nonlinear systems in the last decade (see [19] - [25] ). Most of those work, however, is limited within time-invariant systems. When applying ADP methods on systems with unknown model and time-varying uncertainty, one will be confronted with considerable difficulties, since the stability and performance analysis is much more complicated than that under time-invariant situations [2] , [26] . In fact, to the best of the authors' knowledge, few work has been done on the optimality of time-varying systems with unknown parameters.
In this paper, we propose to integrate ADP and particle swarm optimization (PSO) [27] - [30] methods to obtain the optimal control law for a class of systems with structured time-varying uncertainty, which guarantees the quadratically stability of the closed-loop system and minimizes a predefined cost function. Still, the integration is not trivial. First, most existing ADP results are on-policy methods, which means it would take quite a while for each single particle to reach the ''fitness'' during every iteration in the PSO algorithm, leading to exponential increase of converging time and deteriorated performance. Motivated by the work in [20] and [23] , we present an off-policy ADP algorithm, using the state signal on some fixed time intervals repeatedly and implementing all the computation at one time. Furthermore, the selection of parameters for a PSO algorithm has considerable influence on the performance and convergence [31] , [32] . In this paper, an adaptive scheme is designed to determine these parameters by means of fuzzy logic [33] , [34] .
To summarize, this paper proposes an adaptive data-driven strategy to minimize a pre-defined cost function and maintain the stability for linear systems with structured time-varying uncertainty. The main contributions are as follows. First, the optimal control problem for a class of unmodeled systems with time-varying parameters is solved. Second, this is an important step for the extension of RL and ADP methods to general time-varying systems. Third, the gap between ADP and modern intelligent methods such as PSO and fuzzy control is bridged. This paper is organized follows. The problem and some preliminaries are stated in Section II. Then in Section III, a data-driven algorithm based on off-policy ADP is presented. This law is further optimized by a PSO scheme, and a fuzzy mechanism is developed to determine the PSO parameters. Consequently, an adaptive optimal strategy which yields the optimal GCC law is formulated. The effectiveness of this strategy is verified on the dynamic model of a 2-degree-offreedom helicopter in Section IV. Finally, conclusion remarks are contained in Section V.
Notation: Throughout this paper, we use R to denote the set of real numbers. I n represents the identity matrix of size n.
|·| stands for the absolute value of a number, and · stands for the Euclidean norm of a vector or the induced norm of a matrix. For a symmetric matrix P, we use P † to denote its pseudoinverse, P > 0 to denote its positive definiteness, tr(P) to denote its trace, and P 1/2 to denote the unique symmetric positive definite matrix X satisfying X 2 = P. The operator E(·) indicates the expectation of a variable, and min(·) returns the lowest value among a set. The expression x ∼ U(a, b) is used to denote a variable x that is uniformly distributed on the interval [a, b] .
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the linear system with structured time-varying uncertainty described bẏ
where x(t) ∈ R n is the state; u(t) ∈ R m is the control input; A 0 ∈ R n×n is the nominal system matrix which is unknown; the input matrix B ∈ R n×m is available and has full rank; D ∈ R n×p and E ∈ R q×n are known constant matrices, and F(t) ∈ R p×q is a matrix of uncertain time-varying parameters satisfying F(t) T F(t) ≤ I q . Associated with this system is the infinite horizon quadratic cost function
subject to the optimal control problem
where Q ∈ R n×n > 0 and R ∈ R m×m > 0 are known matrices. For simplicity, the time variable t in x(t), u(t), and F(t) is omitted in the rest of this paper unless necessary.
Here we give the definitions of quadratic stability and guaranteed cost control.
Definition 1 [1] , [9] , [11] : The closed-loop system (1) is said to be quadratically stable with u = −Kx , where K ∈ R m×n is a constant feedback gain, if there exists a matrix P > 0 and a positive scalar α, such that for every x ∈ R n , the time derivative for the Lyapunov function V (x, t) = x T Px satisfieṡ
Remark 1: Note that if P(A 0 +DFE −BK )+(A 0 +DFE − BK ) T P < 0, we can always find a α > 0 such that (4) holds for all x ∈ R n . Furthermore, by (4) one hasV (x, t) < 0 for all nonzero x. In this sense, the quadratic stability of (1) provides a sufficient condition for its asymptotic stability.
Definition 2 [1] , [13] , [35] : A control law u is said to define a guaranteed cost control (GCC) for (1) with respect to the cost function described by (2) if there exists a number J 0 such that J (x(t 0 ), u(t)) ≤ J 0 for any finite x(t 0 ). Specifically, the linear control law u = −Kx is a quadratic GCC for (1) with respect to (2) if there exists a matrix P > 0 such that
for all x ∈ R n and all matrices F : F T F ≤ I q . In this case, the value of the cost function is guaranteed to satisfy
It has been proved in [35] that if u = −Kx is a quadratic GCC for (1), then the closed-loop system is quadratically stable, and vice versa. If we further restrict x(t 0 ) such that it is zero mean random and satisfies E x(t 0 )x(t 0 ) T = I n , then the cost function (2) becomes
Then the following preliminaries are recalled. Lemma 1 [1] , [35] : Suppose there exists a constant ε > 0 such that the Riccati equation (7), i.e., J (u) ≤ tr(P). Lemma 2 [14] : If the Riccati equation (8) has a solution P(ε) > 0 associated with ε =ε, then it will have a positive definite solution for all (0,ε), and tr(P(ε)) is a convex function of ε on (0,ε).
According to Lemma 2, the optimal GCC with respect to (7) which yields the minimum cost upper bound can be obtained by choosing ε > 0 to minimize tr(P(ε)), where P is the positive definite solution to (8) associated with ε. This work aims at finding this minimum upper bound and the corresponding optimal ε, i.e., ε * = arg min ε tr(P(ε)) (9) in the presence of unknown system matrix A 0 and time-varying uncertainty A =: DF(t)E. To this end, some assumptions are required, which are reasonable for many practical systems.
Assumption 1: The system (1) is quadratically stabilizable, i.e., there always exists ε > 0 such that (8) has a positive definite solution P(ε). Assumption 2: The nominal system matrix A 0 , although unknown, can be separated from the uncertainty A. Since the uncertainty is time varying, this assumption is essential for a data-driven algorithm to converge.

III. MAIN RESULTS
In this section, an adaptive data-driven strategy is developed, which integrates the ideas from ADP, PSO and fuzzy theory to obtain the optimal ε * and the corresponding cost matrix P(ε). We start from the case where ε is constant, and then extend the results to that where it is variable.
A. AN OFF-POLICY DATA-DRIVEN ADP ALGORITHM
Suppose ε = ε 0 > 0 is a constant. Then (8) can be rewritten as
It is not hard to see thatQ > 0, and with Assumption 1 satisfied, for some ε 0 > 0,R is well defined and positive definite if R is properly chosen. In the following discussion, we suppose the values of ε 0 and R can guaranteeR > 0. As long as (A 0 , B) is controllable, (10) has a unique solution P * 0 > 0 [36] , and the control law u = −K * 0 x where K * 0 =R −1 B T P * 0 is the optimal control law with respect to the following transformed cost function
for the nominal system of (1) described bẏ
Assumption 2 allows one to design a data-driven scheme on the above system. To this end, we recall the following results.
Lemma 3 [20] , [37] : Suppose K 0 ∈ R m×n is a stabilizing feedback gain for the system (12) , and P k (k = 0, 1, ...) ∈ R n×n is the symmetric positive definite solution of Lyapunov equation
where
is Hurwitz, and P k and K k will converge to P * 0 and K * 0 , respectively, i.e., lim k→∞ P k = P * and
Accordingly, given a stabilizing K 0 ∈ R m×n , along the solutions of (12) by (13) and (14) we have
where p ij is the (i, j)-th element of matrix P , and
where x i is the i-th element of vector x. Then (15) could be transformed asP
Thus with the persistent excitation (PE) condition satisfied, the values of P k (k = 0, 1, 2, ...) and K k (k = 1, 2, ...) can be iteratively obtained via (21) and (14), respectively. To ensure the PE condition, the initial stabilizing controller is chosen to be u 0 = −K 0 x + e, where e is an exploration noise. Practically, the iteration would stop when the condition P k − P k−1 ≤ κ is satisfied, where κ > 0 is a predefined threshold VOLUME 7, 2019 that is sufficiently small. For the uniqueness ofP k , r should be carefully selected such that rank(D xx ) ≥ n(n + 1) 2 . On the basis of experience, it is a safe choice of fixing r ≥ n(n + 1).
The above process is concluded as Algorithm 1, and we draw Theorem 1. (10) is reduced to the nominal Riccati equation
Given an initial stabilizing law, the unique solution P * nom to (22) and the corresponding feedback gain K * nom = −R −1 B T P * nom could be obtained iteratively in the same way as Algorithm 1, and K * nom is equal to the feedback gain obtained by the on-policy ADP in [19] . Interestingly, we now show that K * nom is quadratically stabilizing for (1) if certain condition is satisfied. 
where P * nom is the unique solution to (22) .
Proof: By (23) it is obvious that
Since P * nom satisfies (22) , it follows that
From [8] we know that for any matrices X and Y with appropriate dimensions, the following inequality
always holds for any β ∈ R > 0. Considering F T F < I , we have
holds for any x ∈ R, x = 0. Consequently, there exists a α > 0 such that (4) is satisfied for P = P * nom , and the closed-loop system (1) is quadratically stable with u = −K * nom x. The proof is completed. Note that even though K * 0 or K * nom provides GCC for (1), the upper bound of the cost (2) or (7) cannot be guaranteed to be minimum, since the bound is associated with ε, while the derivation of K * 0 or K * nom is either with a constant ε 0 or without ε. Next, the data-driven algorithm proposed above will be extended to the case where ε is variable.
B. COMPUTATION OF OPTIMAL GCC VIA PSO WITH ADAPTIVE PARAMETERS
According to the above data-driven scheme, given ε > 0, we could iteratively compute the corresponding solution P(ε) to (8) , if it exists. From Lemma 2 it is clear that a local minimum point of tr(P(ε)) with respect to ε is also the global minimum point. This enables us to design a PSO algorithm to converge to ε * which yields the minimum tr(P). In this algorithm, the variable ε serves as the candidate solution, and the fitness function is designed as the reciprocal of tr(P), i.e.,
Let S be the swarm size (number of particles in the swarm), each having a position ε i > 0, i = 1, 2, ..., S in the search space [ε l , ε u ] where ε u ε l > 0 with ε l sufficiently small, and a velocity v i ∈ R. Let p i be the best known position of particle i, i.e., with the maximum fitness value f (ε i ), and g b be the best known position of the entire swarm. The termination criterion for the algorithm is related to the total number of iterations performed, and the number of consecutive iterations where the global best position g b remains the same.
The parameters of the PSO, including the inertia factor w, the cognitive factor φ p , the social factor φ g , and the upper threshold of velocity magnitude v m , have considerable influence on the behavior and efficacy of the algorithm. In this work, we tune these parameters by means of fuzzy logic, and each particle is associated with its own values for these parameters.
Since ε u ε l > 0, the size of search space could be set as ε u instead of ε u − ε l , without noticeable effect on the performance. Then the normalized distance between two particles i, j ∈ 1, 2, ..., S is defined as
where k = 1, 2, ... denotes the number of iterations performed so far. Similarly, the normalized distance of the same particle i, which considers the positions of the particle at the current and previous iterations, is defined as
Accordingly, the normalized fitness increment for particle i is defined as On these bases, a rule system including 12 fuzzy rules is designed, as illustrated in Tab. 1. The rules are based on two linguistic variables: a number d, which is to characterize the fuzzy distance between the particle position and the global best position; and a number Γ , which is a measurement of the fitness improvement for each particle with respect to the previous iteration. Fig. 1 , is described as follows: The base variable of Γ corresponds to the interval [−1, 1]. The membership function of Γ , which is shown in Fig. 2 , is described as follows: The linguistic values of output variables are modeled in Tab. 2. For defuzzification, the center-of-gravity method [38] is applied, calculating the final numerical value of each output variable as the weighted average output of rules that has this output variable as their consequent. The formula is described as
where l s is the number of rules that has the s-th output variable (s = 1, 2, 3, 4 correspond to w, φ p , φ g , v m , respectively) as consequent (in this case l s = 3 for s = 1, 2, 3, 4), ρ st denotes the maximum membership degree for the input variables in the t-th rule, and ϕ st denotes the crisp value of the s-th output variable for the t-th rule, as given in Tab. The above proposed PSO framework with adaptive fuzzy-tuned parameters is reported as Algorithm 2.
During every iteration, it makes use of Algorithm 1 to compute the fitness for each particle, and update the parameters through the above fuzzy logic.
IV. EXAMPLE
The effectiveness of the above proposed strategy is validated via simulations on the dynamic model of a 2-degree-offreedom helicopter [39] , which is illustrated in Fig. 4 
The meanings and values of the physical parameters involved are shown in Tab. 3. Accordingly, we obtain The uncertainty matrices are D = diag(0, 0, 0.1, 0.2), F(t) = diag(sin (t), cos (t), 1, 1), and E = I 4 . The weight matrices are set as Q = I 4 and R = I 2 .
The data collection process of the ADP algorithm is from t 0 = 0s to t r = 1s, where r = 100, and the state signal is collected every 0.01 seconds. The initial stabilizing feedback gain is chosen to be K 0 = stopping criterion for policy iteration is fixed as κ = 10 −8 . The dimension of the PSO search space M = 1, so the swarm size is set to be S = 10 + 2 √ M = 12 [40] . The maximum number of iterations is set as N = 100. The PSO iteration would also stop if the global best position g b remains the same for 10 consecutive iterations. Based on experience and experiment results, the bounds for search space are fixed to be ε l = 0.1, ε u = 15. The PSO parameters are initialized as in Algorithm 2. The particle positions at start and end of the learning process are shown in Figs. 5 and 6, respectively, together with the corresponding value of cost upper bounds. Note that the 12 particles are evenly distributed on the search space at start (see Fig. 5 ), and the values of their corresponding cost upper bounds are quite different. When the learning is complete, as can be read from Fig. 6 , all particles converge to the optimal position, which is 4.216, and the minimized cost upper bound is 11.88. Fig. 7 demonstrates The convergence process of the global best solution obtained by the proposed PSO with adaptive parameters. For the sake of comparison, we use the conventional PSO algorithm with constant parameters w = 0.8, φ p = 1, φ g = 2, v m = 1.5 for all particles to deal with the same problem, and the convergence process is shown in Fig. 8 . It is indicated that the PSO with adaptive fuzzy-tuned parameters can converge with about half less number of iterations than the conventional PSO method with constant parameters.
When the learning is over, the control input is switched to the optimal GCC law u * = −K * x, where K * = R(ε * ) −1 B T P(ε * ), with ε * being the global best position obtained by the proposed strategy and P(ε * ) being the corresponding minimum upper bound of cost. The state and control input trajectories of the closed-loop system controlled by the proposed strategy are shown in Figs. 9 and 10, respectively. By contrast, the state and input trajectories with the conventional ADP method which did not consider the time-varying uncertainty are also shown in Figs. 11 and 12 , respectively.
As we can see, in Figs. 9 and 10 the data collection and learning is completed at about t = 5s, and then the optimal GCC law is employed, which is able to accelerate the convergence of state and input trajectories. In Figs. 11 and 12 , though it takes less time to implement the learning process, all of the state and input trajectories fail to converge. In fact, from Theorem 1 and Corollary 1 it is clear that the control law obtained by the proposed adaptive optimal control method is able to guarantee the quadratic stability as well as minimized upper bound of cost for the closed-loop system (1) with time-varying uncertainty, while the conventional ADP method cannot guarantee the stability and convergence. The above simulation results are summarized in Tab. 4, which illustrates comparisons of performance among the conventional ADP, the PSO-ADP with constant parameters (PSO-ADP I), and the PSO-ADP with adaptive parameters (PSO-ADP II), showing the superiority of PSO-ADP II, i.e., the proposed control strategy, in terms of stabilization and convergence properties.
V. CONCLUSION
Most previously obtained model-free optimal control results are limited within time-invariant systems. In this paper, a data-driven adaptive optimal strategy for linear systems with structured time-varying uncertainty is proposed, which bridges the gap between ADP methods and modern intelligent control methods such as PSO and fuzzy logic, guaranteeing the quadratic stability of the closed-loop system and minimizing the upper bound of the predefined cost function. The results have been validated via an example of 2-DoF helicopter, showing the superiority of the proposed strategy over the conventional ADP and PSO methods. This, we believe, is an important step towards extending RL and ADP methods to more general time-varying nonlinear systems.
