Abstract-This paper addresses the problem of distortion modeling for video transmission over burst-loss channels characterized by a finite state Markov chain. A Distortion Trellis model is proposed, enabling us to estimate at the frame level the expected mean-square error (MSE) distortion caused by Markov-model bursty packet losses. A sliding window algorithm is developed to perform the MSE estimation with low complexity. Simulation results show that the proposed models are accurate for all tested average loss rates and average burst lengths. Based on the experimental results, the proposed techniques are used to analyze the impact of average burst length on the average decoded video quality. The proposed model is further extended to a more general form, and the modeled distortion is compared with simulation data. These experiments demonstrate that the extended model is also accurate for all tested loss rates.
I. INTRODUCTION
Internet packet loss often exhibits finite temporal dependency, which leads to bursty packet losses, a characteristic captured fittingly with a finite-state Markov-model loss process [1] . Still, very little analytical work has been done on estimating the expected distortion at the encoder for video transmission over a Markov burst-loss channel. Thus far, many channel-induced distortion models have been proposed [2] . However, these existing works assume that the underlying network packet losses are independent and identically distributed (i.i.d.) and therefore employ a Bernoulli loss model to this end. These models only consider the average loss rate in the absence of another factor, the burst length, and therefore are less efficient for the case of video transmission over burst-loss channels. The work in [3] shows that the burst length does affect the distortion. Similarly, the Distortion Chain model in [4] predicts the end-to-end distortion for arbitrary loss patterns. However, both of these works do not consider explicitly in their analysis the channel correlation that exists between the individual packet losses. This paper develops a mathematical framework denoted the Distortion Trellis model for estimating the expected MSE distortion caused by Markov-model bursty packet losses. Without loss of generality and for simplicity, we derive our distortion model for a two-state Markov loss model, or the Gilbert model [5] . The proposed techniques is then extended to the case of a more general finite-state Markov loss model.
The rest of the paper is organized as follows. Section II formulates the problem. Section III presents the framework of the proposed Distortion Trellis model, while Section IV describes the sliding window algorithm for calculating the MSE distortion with low complexity. In Section V, we study the performance of the proposed techniques through simulation experiments and discuss the effect of the average burst length on video quality. Section VI extends the proposed model to a more general form and compares the modeled distortion with simulated data.
II. PROBLEM FORMULATION
We assume a video sequence is encoded into groups of pictures (GOPs) and each GOP starts with an I-frame, followed by P-frames. We do not consider B-frames in this paper. All the MBs in a frame are grouped into one slice and each slice corresponds to one network packet. The channel losses can be characterized via a Gilbert model, and the channel drops or delivers the packet according to the current channel state. At the decoder, certain temporal error concealment strategy is applied when a P-frame is lost.
For a Gilbert channel [5] , let p be the transition probability from the error-free state to the error state, and let q denote the probability of the opposite transition. The stationary probability of the error-free and error states, denoted by π 0 and π 1 , can be computed as π 0 = q/(p + q) and π 1 = p/(p + q), respectively. Then, the mean packet loss ratio P LR equals π 1 , and the average burst length ABL is given by 1/q. Let x i n and y i n be the reconstructed pixel values for frame n and pixel i at the encoder and at the decoder, respectively. Then, the expected distortion of frame n can be defined as
where d c n denotes the average MSE distortion for frame n for channel realization c, E i {·} denotes the computation of the average MSE over all pixels in frame n, E c {·} denotes the expectation taken over all possible channel realizations. This paper mainly focuses on modeling d n for successive P-frames in video transmission over a Gilbert channel.
III. PROPOSED DISTORTION TRELLIS MODEL

A. Framework of the Distortion Trellis model
Consider the impairments for a transmitted packet (frame) sequence of length n as an n-bit binary random variable K n = {B j } n j=1 . The random variable B j is over the binary alphabet {0, 1}. B j = 1 indicates that the j-th frame is lost. Then, the total number of all possible values of K n is 2 n . Define moreover an ordered set I n = {k r n }, r = 1, . . . , 2 n , where k r n is an n-bit binary number and k
n . Furthermore, we assume that the r-th value of K n is k r n , the r-th element in I n . Note that in our analysis this is an important assumption.
Let P (k r n ) denote the probability that loss pattern k r n occurs. Note that different loss patterns lead to different distortion values. Let d r n be the decoder distortion of the n-th frame in a frame sequence of length n under loss pattern k r n . Then, d r n can be defined as d
2 }, where y i n,r denotes the decoder reconstructed value of pixel i in the n-th frame for an n-length frame sequence under loss pattern k r n . From the definition of d r n , we can obtain an important probability relation as follows: P r (at the decoder the distortion of frame n is d r n )= P (k r n ). Fig.1 shows the statistical dependencies between the elements of the set {d r n , n = 1, 2, . . .}. Since it is in a trellis shape, we refer to the proposed distortion estimation method as the Distortion Trellis model. Then, we can calculate d n by taking an expectation over all possible decoder distortion values for frame n,
The formula in (2) is the general form of the proposed Distortion Trellis model. From (2), it is clear that the computation of d n necessitates knowledge of both d r n and P (k r n ), r = 1, . . . , 2 n . In a Gilbert channel, P (k r n ) can be derived recursively, as follows. From the definition of {k r n }, it is clear that given P (k t n−1 ), t = 1, . . . , 2 n−1 , the loss pattern probabilities can be written as,
The remaining task in this section is how to calculate d r n . Given that the loss pattern of the previous n − 1 frames is k
is the frame-average distortion if the n-th frame is received while d 2r n denotes the same quantity for the case when the n-th frame is lost. Next, we separately consider computing d In our assumption, if a frame is lost, all MBs in this frame are recovered using some temporal error concealment strategy, regardless of their coding modes. Let f l (i) denote the index of the l-th pixel in frame n − 1 that is used to estimate pixel i in frame n. Then the final concealed value of y a reasonable assumption that Φ l is same for different frames. Then, d
2r n can be derived as follows:
where r = 1, . . . ,
Note that the second identity in (4) is based on the assumption that the concealment error
n−1,r ) are uncorrelated. The third identity is based on the assumption that Φ l is linear.
Furthermore, when the error in a previous frame propagates into the current frame, it is typically attenuated by the adoption of some coding schemes such as deblocking filtering and sub-pixel motion estimation, whose effect can be regarded as a spatial filter or more precisely as an error attenuator. Following this reasoning,
where u is the error attenuation factor for a lost frame. In received inter-coded MBs and intra-coded MBs, the distortions are different. We first consider the case when all MBs are coded in inter mode. Let g l (i) denote the index of the l-th pixel in frame n−1 that is used to estimate pixel i in frame n. Note that g l (i) may differ from f l (i). Then, at the encoder, the predicted value of x i n can be expressed as
where Ψ l represents the pixel operation on all x g l (i) n−1 used for obtaining the predicted value of x i n , such as when performing interpolation or deblocking filtering. We also assume that Ψ l is linear and has the same form for different frames. Similarly, at the decoder, the predicted value of y
As in the case of d 2r n , the operator Ψ l can be regarded as a spatial filter that will attenuate the error propagation. Hence, we similarly employ v 0 ·d
2 } and therefore we can rewrite (6) as d
n−1 , where v 0 is the error attenuation factor for a received frame, in which all MBs are coded in inter mode. The above development assumes that all MBs in a Pframe are coded in an inter mode. However, a P-frame often contains intra-coded MBs, which will effectively restrain the error propagation. The effect of macroblock intra refreshing can also be considered as an attenuator that attenuates the error signal from an impaired previous frame. Therefore, to take this into account we introduce a new constant λ and rewrite (6) as
where v = λ · v 0 . With the help of Fig.1 , one can understand the meaning of (5) and (7) more directly.
C. Recursive computation of d n
Based on (5) and (7), we can recursively obtain d r n , for r = 1, . . . , 2 n . The loss pattern probability P (k r n ) can be recursively calculated with (3). Then, using (2), the expected distortion for Gilbert channel packet losses can be estimated as
It can be seen that d n depends on u, v, ECD n , p, and q. The former three parameters depend on the video sequence. The parameter pair p and q is used to describe the Gilbert channel and is equivalent to another parameter pair, P LR and ABL, which are more commonly used. Then, for video transmission over a Gilbert channel, given P LR, ABL, the initial probability distribution P (k , the expected distortion of each frame in a GOP can be estimated using (8). However, this model often fails to compute d n within acceptable time.
IV. SLIDING WINDOW ALGORITHM
Due to the intra refreshing and the spatial filtering, the propagation of error typically decays in magnitude over the subsequent frames. Therefore, it is a reasonable assumption that the distortion of frame n is independent of the transmission state ("Received" or "Lost") of frame m, when |m − n| > W , where W is an integer constant. Based on this, we now propose a sliding window (SW) algorithm to calculate d n for n > W with low complexity. When n ≤ W , we employ the same approach described in Section III to calculate d n . The basic methodology of the SW algorithm is as follows. Assume that frame n, for n > W , has a corresponding sequence segment, or a window W , comprising frames n − W + 1 to n, which loss patterns only are considered for calculating the corresponding distortion. In such a case, when we calculate d n using (2), we only need to calculate 2 W corresponding decoder distortion values rather than 2 n . The window slides ahead one frame at a time, and the expected distortion d n for all n > W can be obtained in this manner. It can be seen that, instead of considering the loss process of all P-frames in a GOP as Markovian, the SW algorithm limits the Markov loss process within each window W and ignores the frames outside the window. As a result, the SW algorithm always underestimates the expected distortion. The algorithm is summarized below. if n ≤ W then 5: Compute d n using (8), note that when
W are obtained;
6:
Reset the initial distortion values:
for i = 2 to W do 8:
end for 10:
After the two for loops, d
end if 12: end for
The window length W is an important parameter. Generally, a large W leads to a more accurate prediction but increases the algorithm's complexity. An appropriate W implies a suitable tradeoff between accuracy and complexity for the algorithm is achieved. From (5) and (7), we can see that parameters u and v determine the distortion fading speed over the subsequent frames, which can be considered when selecting the appropriate W . Generally, a small to middle u and v indicate a quick fading, in which case a relatively small W may be acceptable. In most cases, the SW algorithm could provide more than 90% reduction in computational complexity.
V. SIMULATIONS
The H.264 reference coder JM12.2 with Baseline profile is used to encode QCIF "Foreman" at 15fps and "Football" at 30fps, both with QP=28. The first frame is coded as an I-frame, followed by all P-frames. At the decoder, frame-copy is used for concealment, so that ECD n equals to the mean square difference between two successive P-frames. To estimate the model parameters u and v, we use the least square fitting method based on training data. Fig. 2 plots the average expected distortion for P LR values from 3% to 10% at ABL = 2. Due to the high complexity of the original Distortion Trellis model, we test the model over short sequence segments in this simulation. Specifically, we encode a 20-frame segment starting at different positions in the original sequence. For each tested P LR and ABL pair, we generate 50,000 loss traces for each segment. The average expected distortion is then obtained by averaging over all segments and loss traces. We can see that the original Distortion Trellis model provides better prediction of the expected distortion than the SW algorithm along the whole tested P LR range. Although the SW algorithm is less accurate, it still matches the measured expected distortion quite well. As expected, we see that the estimation curve using the SW algorithm is always under the experimental curve and that its performance improves as the window length increases. Hereafter, we only use the SW algorithm to estimate the expected distortion. Next, the average expected distortion over all P-frames versus P LR from 3% to 10%, for both ABL=2 and 5 is plotted in Fig. 3 . For "Foreman" the first 390 frames are coded while for "Football" the first 240 frames are coded. For each tested P LR and ABL pair, we simulate a Gilbert channel and generate 90,000 random loss patterns. The average expected distortion for Bernoulli losses at the same loss rate is also plotted in the same figures for comparison, where 1000 loss traces are generated at each loss rate for this channel model. We see that the SW algorithm accurately estimates the average expected distortion. Interestingly, we observe that for "Foreman" the expected distortion for the Gilbert channel is larger while for "Football" the expected distortion for the Bernoulli channel is larger. Even more interestingly, we observe that increasing the average burst length does NOT always contribute to a larger expected distortion, for a given average loss rate. For example, in the case of "Foreman" a larger average burst length leads to a larger expected distortion, at the same average loss rate. However, the opposite holds in the case of "Football". To our knowledge, the aforementioned finding is reported for the first time here. To study further the impact of the average burst length on the average video quality, Fig. 4 shows the average expected distortion over all P-frames versus ABL of 1, 1.5, . . . , 5, for the same P LR = 3%. For each sequence the first 200 frames are coded and for each tested P LR and ABL pair, 60,000 loss traces are generated. We see that the estimated distortion matches the measured data well along the whole tested ABL range. We clearly observe that the average expected distortion does NOT always increase as the average burst length increases at the same average loss rate. For "Football", increasing the average burst length will reduce the average expected distortion. This confirms the earlier findings from Fig. 3 that at the same average loss rate, a larger average burst length does not always lead to a larger distortion in the case of a Gilbert channel. A plausible explanation in our opinion can be the following observation: "Football" have small value for the parameter v compared to "Foreman". Heuristically, it is a reasonable conjecture that for a given average loss rate of a Gilbert channel in the case of sequences with small parameter v, especially smaller than u, increasing the average burst length may actually decrease the average distortion and vice versa. We leave the detailed investigation of this conjecture as future work.
From Fig. 4 we also can conclude that the SW algorithm better matches the measured data in the case of "Football" relative to "Foreman", for the same window length. That is because the parameter v for "Football" is smaller. In other words, for "Foreman" the distortion in a lost frame decays over the subsequent frames slower, which implies that a larger window length is needed to achieve the same accuracy.
Next, in Fig. 5 we show the expected distortion versus frame number for "Foreman" and "Football" at P LR = 8% and ABL = 3. For each sequence the first 100 frames are coded. We can see that the estimated distortion using the SW algorithm with W = 16 fits the measured distortion values well. This tells us that the proposed model predicts well the frame level expected distortion and therefore can be employed to design efficient frame-based error resilient techniques for video transmission over burst loss channels.
At the end of this section, we would like to study the complexity of the proposed SW algorithm with simulations. We consider the distortion estimation complexity for all Pframes in a GOP, using SW with window length W . According to Algorithm 1, for estimating d n , n ≤ W , one needs to calculate both d r n and P (k r n ), for r = 1, . . . , 2 n , i.e. to run the loops from 6 to 7 in Algorithm 1, which approximately include 3 · 2 n multiplication operations and 3 · 2 n−1 addition operations. While for estimating d n , n > W , one only needs to calculate the distortion within the sliding window, i.e. to run the procedures from 8 to 12 in Algorithm 1. These procedures approximately include 2 · 2 W multiplication operations and 3 · 2 W −1 addition operations. In summary, to calculate d n , n = 1, . . . , N , the SW algorithm with window length W requires totally
To show some specific examples, we use the SW algorithm to estimate d n for the first 100 P-frames of the QCIF "Foreman", and the used window lengths are 13, 14, 15 and 16. Simulations were run on Intel Core2 Duo T8100 2.10GHz with 2GB RAM. Table I lists the complexity results. The second column indicates the total cost of the multiplication operations when calculating d n for all 100 P-frames while the third column indicates the total cost of the addition operations. Table I also gives the average elapsed time per frame in the fourth column. From Table I , we can see that in general the computational cost increases exponentially with the window length W . The table also shows that the computation can be completed within acceptable time. The Distortion Trellis model described before focuses on the case of a two-state Markov loss process, or the Gilbert loss process. However, researchers have proposed many other models for the Internet loss process. For example, the work in [6] proposes a more general finite-state Markov model (so-called extended Gilbert model) to characterize the Internet packet loss. Here, we generalize the Distortion Trellis framework to the case of an extended Gilbert loss process. Fig. 6 shows the Markov chain of the extended Gilbert loss model with m + 1 states. In this model, State 0 represents "packet received", State k, 0 < k < m, represents "following a received packet, k or more consecutive packets are lost", and finally State m represents "m consecutive packets are lost". In the view of [6] , State m can be considered as a burst loss event over a window of size m. The detailed model description can be found in [6] . Define p (k−1)k as the transition probability from State k − 1 to State k, k = 1, 2, . . . , m. Then, the transition probability matrix for the extended Gilbert model with (m + 1) states can be set up as It can be seen that in an extended Gilbert model with (m+1) states, the transmission state of current packet is affected by the past (up to) m consecutive loss events. Note that the twostate Gilbert model is a special case of the extended Gilbert model when m = 1. Recall that the Distortion Trellis is applicable to any channel model, as long as the loss pattern probability P (k r n ) can be obtained. In an extended Gilbert channel, P (k r n ) can also be derived recursively, as follows. Given m and P (k t n−1 ), t = 1, . . . , 2 n−1 , the loss pattern probabilities can be calculated as
Using (9), the loss pattern probabilities P (k r n ), r = 1, . . . , 2 n can be obtained. Recall that the frame distortion d r n is uncorrelated with a specific channel model and can be frame-recursively calculated using (5) and (7) . Then, based on (2), the expected distortion d n for an (m + 1)-state extended Gilbert loss process can be estimated as
Note that when m = 1, the more general model in (10) reduces to the Gilbert loss distortion model in (8). Equation (10) provides an explicit way to estimate the expected distortion d n caused by (m+1)-state Markov-model burst-losses, at the encoder/sender. Still, the complexity of this model grows exponentially with n. We again employ the SW algorithm to calculate d n with low complexity. Because this algorithm is uncorrelated with a specific channel model, it will have the same form as described in Algorithm 1. Note that although the extended Gilbert channel model is more complex than the Gilbert model, the Distortion Trellis and the SW algorithm for both channel models have almost the same complexity.
To validate the accuracy of the proposed Distortion Trellis for extended Gilbert losses, we conduct a set of simulations with two test sequences "Foreman" (15fps, first 390 frames) and "Football" (30fps, first 240 frames) in QCIF format, both encoded in the IPP. . . format. The encoding and decoding setup follows the description from Section V, hence the parameters u and v have the same values as before. We assume that the I-frame can always be decoded correctly. Without loss of generality, we use the six-state extended Gilbert lossy channel to model the end-to-end network, i.e., m is set to 5. We simulate different extended Gilbert lossy channels with different transition probability matrices, with the corresponding P LR from 3% to 10%. For each simulation channel, we generate 90,000 loss traces with different loss patterns. For each loss pattern, we only use the SW algorithm to predict the distortion. Based on the observation results in Section V, we believe it is a reasonable deduction that, if the SW algorithm performs well, the original model would be even more accurate. Fig. 7 plots the average expected distortion over all Pframes versus P LR from 3% to 10% for two different average burst lengths. Note that the average burst lengths here are calculated according to the burst length distribution for the simulation loss traces. The window length used in the SW algorithm is 16 for "Foreman" and 15 for "Football". From Fig. 7 it is clear that the proposed model performs well for the extended Gilbert losses, as shown by its accuracy in estimating the measured distortion along all tested P LRs. As expected, we also see that the SW algorithm always underestimates the measured distortion. Moreover, we also observe that at the same P LR, for "Foreman" increasing the ABL leads to a larger distortion while for "Football", the opposite is true. This observation matches what we found earlier for Gilbert bursty losses in Section V. Lastly, our framework also performed with high prediction accuracy on actual Internet packet traces. In brief, based on the collected data, describing packet losses and delays between two machines in the Internet, we trained our models. Then, we employed the SW algorithm to predict the expected MSE distortion for streaming Foreman based on these models. In parallel, we measured the actual distortion that the content would experience on these packet traces.
The predicted values are 8.10 and 8.31 respectively for the Gilbert model and its extension described here. Compared to the measured value of 8.59, it can be seen that both models predict the actual distortion well, and that the latter model is more accurate. Due to space constraints, we refer the reader to [7] for more details.
VII. CONCLUSIONS
In this paper, we have proposed a mathematical model, denoted the Distortion Trellis model, for estimating the expected MSE distortion caused by Markov-model burst-losses in decoded video. The model is established based on a two-state Markov loss model, or Gilbert model, and then is extended to a more general Markov loss model. A sliding window algorithm is also proposed to calculate the video distortion with low complexity. Based on the proposed techniques, we establish that for the same average loss rate, the expected distortion does not always increase as the average burst length increases. Deeper understanding of this phenomenon may benefit from further investigations on this subject in the future. Furthermore, it seems promising to combine the proposed models with some rate distortion optimization techniques in order to provide further improvements in end-to-end performance.
