In this paper the authors continue their work on geometric multiplicities and Geršgorin discs done in a series of four recent papers. The new results involve principal submatrices, an upper bound on the absolute value of an eigenvalue, the rank of a matrix, non-real eigenvalues, and powers of matrices. Some consequences of the results and examples are provided.
Introduction
We denote the set of all n × n complex matrices by M n . In this paper all matrices are complex unless otherwise qualified. One of the most attractive and useful results to locate the eigenvalues of a matrix is Geršgorin's theorem, which goes back to 1931. The main part of this theorem is the following. 
Geršgorin Theorem. Let
A matrix A ∈ M n has n Geršgorin discs D i , some of which may degenerate into points and some of which may be duplicates, as in the trivial example of an identity matrix. Recently, the authors extended the Geršgorin theory in the articles [1] , [3] , [4] , and [5] . In particular, the following result was proved in [3] . More recently, we obtained a refinement of Theorem 1.1 in [5] . Theorem 1.2. Let λ be an eigenvalue of the matrix A ∈ M n with geometric multiplicity at least k ≥ 1. Construct the n×n matrix C k in the following way: in every row of A, replace the smallest k − 1 off-diagonal entries in absolute value by zeros. Then λ is in at least k of the Geršgorin discs of C k .
In particular, two corollaries were mentioned in [5] . In the following sections, we denote matrices C i constructed from the n × n matrix A in the same way as in Theorem 1.2: in every row of A, replace the smallest i − 1 off-diagonal entries in absolute value by zeros.
Corollary 1.3. Let λ be an eigenvalue of the matrix
In this paper we continue our work on geometric multiplicities and Geršgorin discs. The new results involve principal submatrices, an upper bound on the absolute value of an eigenvalue, the rank of a matrix, non-real eigenvalues, and powers of matrices. In fact, we build upon several results from our earlier articles. Some consequences of the new results and examples are provided.
Geometric multiplicity and principal submatrices
In Theorem 1.4.10 in [2] the authors prove the following result. We can give a lower bound on the geometric multiplicity of λ as an eigenvalue ofÂ. Proof. It suffices to prove the result for an eigenvalue λ = 0; for λ = 0 one can then use the matrix A − λI. So, take λ = 0. Observe that since 
With the use of both Theorems 1.2 and 2.2, the following result has a similar proof. 
Example 2.5. Consider the matriceŝ
A = ⎡ ⎢ ⎢ ⎣ −2 1/4 1/2 1/2 1/4 1 −1 1/2 −1/2 −1/2 4 1/2 1/2 −1/2 1 7 ⎤ ⎥ ⎥ ⎦ and A = ⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ −2 1/4 1/2 1/2 * * 1/4 1 −1 1/2 * * −1/2 −1/2 4 1/2 * * 1/2 −1/2 1 7 * * * * * * * * * * * * * * ⎤ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ . C 2 (Â) has disjoint
Remark 2.6. Corollary 2.4 provides an algorithm that may determine an upper bound for the geometric multiplicities of the eigenvalues of a matrix A.

If this algorithm encounters any principal submatrixÂ of order m such that C 2 (Â) has disjoint Geršgorin discs, then it concludes that no eigenvalue of A has geometric multiplicity strictly larger than
The next theorem is a generalization of Theorem 3.9 in [5] Theorem 2.7. Let A ∈ M n and let · be a matrix norm. Suppose that A ∈ M n−1 is a principal submatrix of A such that Â < A , and suppose that λ is an eigenvalue of A such that |λ| = A . Then λ has algebraic multiplicity 1.
Proof. Since |λ| = A , Problem 5.6.P38 of [2] ensures that the eigenvalue λ is semisimple (algebraic multiplicity equals the geometric multiplicity). Thus, it suffices to show that λ has geometric multiplicity 1. If λ has geometric multiplicity greater than 1, then Theorem 1.4.10 in [2] ensures that it is an eigenvalue ofÂ. But, then |λ| ≤ Â < A , which is a contradiction.
Suppose that A ∈ M n ,Â ∈ M m is a principal submatrix of A, B ∈ M m−1 is a principal submatrixÂ, and B < Â . Further assume that λ is an eigenvalue of A such that |λ| = Â . If the geometric multiplicity of λ as an eigenvalue of A is strictly larger than n−m+1, then according to Theorem 2.2, λ would be an eigenvalue ofÂ with geometric multiplicity strictly larger than 1, which is in contradiction with Theorem 2.7. Thus the geometric multiplicity of λ as an eigenvalue of A must be less than or equal to n − m + 1. 
An upper bound on the absolute value of an eigenvalue
From the Geršgorin theory, it is known that if λ is an eigenvalue of the n × n matrix A, then |λ| ≤ A ∞ . We give an extension of this result. 
Proof. If λ has geometric multiplicity k, then according to Theorem 1.2, there are at least k Geršgorin discs of
Generally, for each i, The following corollary follows from the fact that A and its transpose have the same eigenvalues with the same multiplicities. 
For some matrices the upper bound in the formula (1) can be an explicit function of k.
Application 3.4. (Corollary 3.2 in [5]) Let A ∈ M n be such that
If λ is an eigenvalue of A with geometric multiplicity k, then Here, k = 5 is impossible, since this requires that all off-diagonal entries must be zero, which is not the case. Now,
This is consistent with the fact that |λ| cannot exceed any matrix norm of A.
If A has an eigenvalue λ with geometric multiplicity k ≥ 2, then 
If λ is an eigenvalue of A with geometric multiplicity k, then
Example 3.8.
In fact |λ| = 2 is an eigenvalue of A with geometric multiplicity k = 2 
|λ| ≤ α k (C k ) = |x k | + n(n − 1)(2n − 1) − k(k − 1)(2k − 1) 6 r.
Non-real eigenvalues of real matrices
In [4] , we proved the following. Proof. Choose any principal submatrix B 1 of A of order n−k +1. By Theorem 2.1, λ is an eigenvalue of B 1 , and hence in one of its G-discs. In the corresponding row (say row r) of the matrix A, we can replace the smallest k − 1 off-diagonal entries in absolute value by zeros, so that λ is in the associated G-disc of the new matrix. Next, delete row and column r from A to obtain a principal submatrix A 2 of A (which can be considered as A 1 ) of order n − 1. Choose any principal submatrix B 2 of A 2 of order n − k + 1. Continue this process until we reach a principal submatrix A k of order n−(k −1) = n−k +1, and repeat the procedure on A k . This completes k steps in which we have replaced in k rows of A the smallest k − 1 off-diagonal entries in absolute value by zeros, and λ is in each of the corresponding G-discs. But, since A k is a real matrix with a non-real eigenvalue λ, the conjugate of λ is also an eigenvalue of A k , and so λ must be in a connected region formed by at least two Geršgorin discs of A k . This provides another row of A in addition to the previous k rows, in which we can also replace the smallest k − 1 offdiagonal entries in absolute value by zeros. Hence, λ is in the connected region formed by the corresponding k + 1 discs. Finally, in each of the remaining n − k − 1 rows, also replace the smallest k − 1 off-diagonal entries in absolute value by zeros. For dense matrices, the difference in size between the discs of A and C k (A) for some integer k can be large enough for the Theorem 4.2 to be conclusive whereas Theorem 4.1 may not be. 
Connections with powers of matrices
The next theorem was proved in [4] . Geršgorin discs of A m .
We obtain a similar theorem using the matrix C h (A m ). Geršgorin discs of C h (A m ).
Proof. As in the proof of Theorem 5.1, the geometric multiplicity of β as an eigenvalue of A m is h. Hence, the result follows by Theorem 1.2. Proof. If the geometric multiplicity of 0 as an eigenvalue of A exceeds k − 1, then according to Theorem 1.2, 0 must be in at least k Geršgorin discs of C k ; this means that 0 is strictly outside of at most n − k discs of C k , which is not the case.
