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NONHARMONIC ANALYSIS OF BOUNDARY VALUE PROBLEMS
WITHOUT WZ CONDITION
MICHAEL RUZHANSKY AND NIYAZ TOKMAGAMBETOV
Abstract. In this work we continue our research on nonharmonic analysis of
boundary value problems as initiated in [RT16]. There, we assumed that the eigen-
functions of the model operator on which the construction is based do not have
zeros. In this paper we have weakened this condition extending the applicability
of the developed pseudo-differential analysis. Also, we do not assume that the
underlying set Ω is bounded.
1. Introduction
In [RT16] the authors developed pseudo-differential calculus in terms of the ‘model’
densely defined operator L. The main examples are operators in Ω ⊂ Rn equipped
with (arbitrary) boundary conditions on ∂Ω for which the global Fourier analysis in
terms of its eigenfunctions was introduced. Such a ‘model’ operator L does not have
to be self-adjoint, so the construction is based on biorthogonal systems rather than
on an orthonormal basis (to take into account the non-self-adjointness). Also, the
operator L does not have to be elliptic. The ‘model’ operator L was considered as
a differential operator of order m with smooth coefficients on an open bounded set
Ω ⊂ Rn equipped with some boundary conditions which one can denote as (BC). In
[RT16] one worked with discrete sets of eigenvalues and eigenfunctions indexed by
a countable set, and one developed elements of the symbolic calculus assuming that
the system of eigenfunctions is the without zeros in Ω (so called WZ-system). We
refer to [RT16] for examples and an extensive list of references in this subject.
In this paper we will drop some conditions of the ‘model’ operator L. Let us
consider the case when L is an arbitrary operator in Ω ⊆ Rn with the discrete
spectrum and the system of eigenfunctions which is a Riesz basis in L2(Ω).
Denote the corresponding countable index set by I. However, in different problems
it may be more convenient to make different choices for this set, e.g. I = N or Z
or Zk, etc. In order to allow different applications we will be denoting it by I, and
without loss of generality we will assume that
(1.1) I is a subset of ZK for some K ≥ 1.
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For simplicity, one can think of I = Z or I = N ∪ {0} throughout this paper. Thus,
in this paper we will be always working in the following setting:
Assumption 1.1. Let Ω ⊆ Rn, n ≥ 1, be an open set. Assume that L is a densely
defined operator with a discrete spectrum {λξ ∈ C : ξ ∈ I} on L
2(Ω), and the system
of corresponding eigenfunctions {uξ : ξ ∈ I} is a Riesz basis in L
2(Ω) (i.e. for every
f ∈ L2(Ω) there exists a unique series
∑
ξ∈I aξuξ(x) that converges to f in L
2(Ω)),
where I is a countable set as in (1.1), and we order the eigenvalues with the occurring
multiplicities in the ascending order:
(1.2) |λj | ≤ |λk| for |j| ≤ |k|.
We denote by uξ the eigenfunction of L corresponding to the eigenvalue λξ for each
ξ ∈ I, so that
(1.3) Luξ = λξuξ in Ω, for all ξ ∈ I.
The conjugate spectral problem is
(1.4) L∗vξ = λξvξ in Ω for all ξ ∈ I.
Let ‖uξ‖L2 = 1 and ‖vξ‖L2 = 1 for all ξ ∈ I. Here, we can take biorthogonal
systems {uξ}ξ∈I and {vξ}ξ∈I , i.e.
(1.5) (uξ, vη)L2 = 0 for ξ 6= η, and (uξ, vη)L2 = 1 for ξ = η,
where
(f, g)L2 :=
∫
Ω
f(x)g(x)dx
is the usual inner product of the Hilbert space L2(Ω). From N.K. Bari’s work [Bar51]
it follows that the system {uξ : ξ ∈ I} is a basis in L
2(Ω) if and only if the system
{vξ : ξ ∈ I} is a basis in L
2(Ω). Therefore, by Bari [Bar51], the system {vξ : ξ ∈ I}
is also a basis in L2(Ω). Also, Assumption 1.1 will imply that the spaces C∞L (Ω) and
C∞L∗(Ω) of test functions introduced in Subsection 2 are dense in L
2(Ω).
Define the weight
(1.6) 〈ξ〉 := (1 + |λξ|
2)
1
2m ,
which will be instrumental in measuring the growth/decay of Fourier coefficients and
of symbols. Here m > 0 is an arbitrary number that we fix throughout the paper. For
simplicity we can take m = 1. However, if L is, for example, a differential operator,
it is convenient to take m to be equal to its order.
To give the interpretation for 〈ξ〉 in terms of the operator analysis, we can define
the operator L◦ by setting its values on the basis uξ by
(1.7) L◦uξ := λξuξ, for all ξ ∈ I.
If L is self-adjoint, we have L◦ = L∗ = L. Consequently, we can informally think of
〈ξ〉 as of the eigenvalues of the positive (first order) operator (I + L◦ L)
1
2m .
With a similar definition for (L∗)◦, we can observe that (L∗)◦ = (L◦)∗.
Simplest examples of non-periodic boundary conditions were considered in [KTT15]
and [KT14] in the case of Ω = [0, 1] being the segment. This extends to the non-
periodic case the periodic analysis developed in [RT07, RT09, RT10a, RT10b] on the
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torus which can be viewed as analysis on Ω = [0, 1] with periodic boundary conditions.
We refer to [RT16] for further examples.
2. Preliminary
In this section we collect some results on L–distributions, L–Fourier transform,
Plancherel formula and Sobolev spaces HsL(Ω), and we omit the proofs because they
are a straightforward extension of those in [RT16].
2.1. Global distributions generated by the boundary value problem. In this
subsection we describe the spaces of distributions generated by L and by its adjoint
L∗ and the related global Fourier analysis. The more far-reaching aim of this analysis
is to establish a version of the Schwartz kernel theorem for the appearing spaces of
distributions. We first define the space C∞L (Ω) of test functions.
Definition 2.1. The space C∞L (Ω) := Dom(L
∞) is called the space of test functions
for L. Here we define
Dom(L∞) :=
∞⋂
k=1
Dom(Lk),
where Dom(Lk) is the domain of the operator Lk, in turn defined as
Dom(Lk) := {f ∈ L2(Ω) : Ljf ∈ Dom(L), j = 0, 1, 2, . . . , k − 1}.
The Fre´chet topology of C∞L (Ω) is given by the family of norms
(2.1) ‖ϕ‖CkL := maxj≤k
‖Ljϕ‖L2(Ω), k ∈ N0, ϕ ∈ C
∞
L (Ω).
Analogously to the L-case, we introduce the space C∞L∗(Ω) corresponding to the
adjoint operator L∗Ω by
C∞L∗(Ω) := Dom((L
∗)∞) =
∞⋂
k=1
Dom((L∗)k),
where Dom((L∗)k) is the domain of the operator (L∗)k,
Dom((L∗)k) := {f ∈ L2(Ω) : (L∗)jf ∈ Dom(L∗), j = 0, . . . , k − 1},
which satisfy the adjoint boundary conditions corresponding to the operator L∗Ω. The
Fre´chet topology of C∞L∗(Ω) is given by the family of norms
(2.2) ‖ψ‖Ck
L∗
:= max
j≤k
‖(L∗)jψ‖L2(Ω), k ∈ N0, ψ ∈ C
∞
L∗(Ω).
Since we have uξ ∈ C
∞
L (Ω) and vξ ∈ C
∞
L∗(Ω) for all ξ ∈ I, we observe that
Assumption 1.1 implies that the spaces C∞L (Ω) and C
∞
L∗(Ω) are dense in L
2(Ω).
We note that if L is self-adjoint, i.e. if L∗ = L with the equality of domains, then
C∞L∗(Ω) = C
∞
L (Ω).
In general, for functions f ∈ C∞L (Ω) and g ∈ C
∞
L∗(Ω), the L
2-duality makes sense
in view of the formula
(2.3) (Lf, g)L2(Ω) = (f,L
∗g)L2(Ω).
Therefore, in view of the formula (2.3), it makes sense to define the distributions
D′L(Ω) as the space which is dual to C
∞
L∗(Ω).
4 MICHAEL RUZHANSKY AND NIYAZ TOKMAGAMBETOV
Definition 2.2. The space
D′L(Ω) := L(C
∞
L∗(Ω),C)
of linear continuous functionals on C∞L∗(Ω) is called the space of L-distributions. We
can understand the continuity here either in terms of the topology (2.2) or in terms
of sequences, see Proposition 2.3. For w ∈ D′L(Ω) and ϕ ∈ C
∞
L∗(Ω), we shall write
w(ϕ) = 〈w, ϕ〉.
For any ψ ∈ C∞L (Ω),
C∞L∗(Ω) ∋ ϕ 7→
∫
Ω
ψ(x)ϕ(x) dx
is an L-distribution, which gives an embedding ψ ∈ C∞L (Ω) →֒ D
′
L(Ω). We note that
in the distributional notation formula (2.3) becomes
(2.4) 〈Lψ, ϕ〉 = 〈ψ,L∗ϕ〉.
With the topology on C∞L (Ω) defined by (2.1), the space
D′L∗(Ω) := L(C
∞
L (Ω),C)
of linear continuous functionals on C∞L (Ω) is called the space of L
∗-distributions.
Proposition 2.3. A linear functional w on C∞L∗(Ω) belongs to D
′
L(Ω) if and only if
there exists a constant c > 0 and a number k ∈ N0 with the property
(2.5) |w(ϕ)| ≤ c‖ϕ‖Ck
L∗
for all ϕ ∈ C∞L∗(Ω).
The space D′L(Ω) has many similarities with the usual spaces of distributions. For
example, suppose that for a linear continuous operator D : C∞L (Ω) → C
∞
L (Ω) its
adjoint D∗ preserves the domain of L∗ and is continuous on the space C∞L∗(Ω), i.e.
that the operator D∗ : C∞L∗(Ω) → C
∞
L∗(Ω) is continuous. Then we can extend D to
D′L(Ω) by
〈Dw,ϕ〉 := 〈w,D∗ϕ〉 (w ∈ D′L(Ω), ϕ ∈ C
∞
L∗(Ω)).
This extends (2.4) from L to other operators. The convergence in the linear space
D′L(Ω) is the usual weak convergence with respect to the space C
∞
L∗(Ω). The following
principle of uniform boundedness is based on the Banach–Steinhaus Theorem applied
to the Fre´chet space C∞L∗(Ω).
Lemma 2.4. Let {wj}j∈N be a sequence in D
′
L(Ω) with the property that for every
ϕ ∈ C∞L∗(Ω), the sequence {wj(ϕ)}j∈N in C is bounded. Then there exist constants
c > 0 and k ∈ N0 such that
(2.6) |wj(ϕ)| ≤ c‖ϕ‖Ck
L∗
for all j ∈ N, ϕ ∈ C∞L∗(Ω).
The lemma above leads to the following property of completeness of the space of
L-distributions.
Theorem 2.5. Let {wj}j∈N be a sequence in D
′
L(Ω) with the property that for every
ϕ ∈ C∞L∗(Ω) the sequence {wj(ϕ)}j∈N converges in C as j →∞. Denote the limit by
w(ϕ).
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(i) Then w : ϕ 7→ w(ϕ) defines an L-distribution on Ω. Furthermore,
lim
j→∞
wj = w in D
′
L(Ω).
(ii) If ϕj → ϕ in ∈ C
∞
L∗(Ω), then
lim
j→∞
wj(ϕj) = w(ϕ) in C.
Similarly to the previous case, we have analogues of Proposition 2.3 and Theorem
2.5 for L∗-distributions.
2.2. L-Fourier transform. In this subsection we define the L-Fourier transform
generated by our operator L and its main properties. The main difference between
the self-adjoint and non-self-adjoint problems L is that in the latter case we have to
make sure that we use the right functions from the available biorthogonal families
of uξ and vξ. We start by defining the spaces that we will obtain on the Fourier
transform side.
Let S(I) denote the space of rapidly decaying functions ϕ : I → C. That is,
ϕ ∈ S(I) if for any M <∞ there exists a constant Cϕ,M such that
|ϕ(ξ)| ≤ Cϕ,M〈ξ〉
−M
holds for all ξ ∈ I. Here 〈ξ〉 is already adapted to our case since it is defined by (1.6).
The topology on S(I) is given by the seminorms pk, where k ∈ N0 and
pk(ϕ) := sup
ξ∈I
〈ξ〉k|ϕ(ξ)|.
Continuous linear functionals on S(I) are of the form
ϕ 7→ 〈u, ϕ〉 :=
∑
ξ∈I
u(ξ)ϕ(ξ),
where functions u : I → C grow at most polynomially at infinity, i.e. there exist
constants M <∞ and Cu,M such that
|u(ξ)| ≤ Cu,M〈ξ〉
M
holds for all ξ ∈ I. Such distributions u : I → C form the space of distributions
which we denote by S ′(I). We now define the L-Fourier transform on C∞L (Ω).
Definition 2.6. We define the L-Fourier transform
(FLf)(ξ) = (f 7→ f̂) : C
∞
L (Ω)→ S(I)
by
(2.7) f̂(ξ) := (FLf)(ξ) =
∫
Ω
f(x)vξ(x)dx.
Analogously, we define the L∗-Fourier transform
(FL∗f)(ξ) = (f 7→ f̂∗) : C
∞
L∗(Ω)→ S(I)
by
(2.8) f̂∗(ξ) := (FL∗f)(ξ) =
∫
Ω
f(x)uξ(x)dx.
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The expressions (2.7) and (2.8) are well-defined by the Cauchy-Schwarz inequality,
for example,
(2.9) |f̂(ξ)| =
∣∣∣∣∫
Ω
f(x)vξ(x)dx
∣∣∣∣ ≤ ‖f‖L2‖vξ‖L2 = ‖f‖L2 <∞.
Moreover, we have
Proposition 2.7. The L-Fourier transform FL is a bijective homeomorphism from
C∞L (Ω) to S(I). Its inverse
F−1L : S(I)→ C
∞
L (Ω)
is given by
(2.10) (F−1L h)(x) =
∑
ξ∈I
h(ξ)uξ(x), h ∈ S(I),
so that the Fourier inversion formula becomes
(2.11) f(x) =
∑
ξ∈I
f̂(ξ)uξ(x) for all f ∈ C
∞
L (Ω).
Similarly, FL∗ : C
∞
L∗(Ω)→ S(I) is a bijective homeomorphism and its inverse
F−1L∗ : S(I)→ C
∞
L∗(Ω)
is given by
(2.12) (F−1L∗ h)(x) :=
∑
ξ∈I
h(ξ)vξ(x), h ∈ S(I),
so that the conjugate Fourier inversion formula becomes
(2.13) f(x) =
∑
ξ∈I
f̂∗(ξ)vξ(x) for all f ∈ C
∞
L∗(Ω).
By dualising the inverse L-Fourier transform F−1L : S(I) → C
∞
L (Ω), the L-Fourier
transform extends uniquely to the mapping
FL : D
′
L(Ω)→ S
′(I)
by the formula
(2.14) 〈FLw, ϕ〉 := 〈w,F
−1
L∗ ϕ〉, with w ∈ D
′
L(Ω), ϕ ∈ S(I).
It can be readily seen that if w ∈ D′L(Ω) then ŵ ∈ S
′(I). The reason for taking
complex conjugates in (2.14) is that, if w ∈ C∞L (Ω), we have the equality
〈ŵ, ϕ〉 =
∑
ξ∈I
ŵ(ξ)ϕ(ξ) =
∑
ξ∈I
(∫
Ω
w(x)vξ(x)dx
)
ϕ(ξ)
=
∫
Ω
w(x)
(∑
ξ∈I
ϕ(ξ)vξ(x)
)
dx =
∫
Ω
w(x)
(
F−1L∗ ϕ
)
dx = 〈w,F−1L∗ ϕ〉.
Analogously, we have the mapping
FL∗ : D
′
L∗(Ω)→ S
′(I)
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defined by the formula
(2.15) 〈FL∗w, ϕ〉 := 〈w,F
−1
L ϕ〉, with w ∈ D
′
L∗(Ω), ϕ ∈ S(I).
It can be also seen that if w ∈ D′L∗(Ω) then ŵ ∈ S
′(I).
We note that since systems of uξ and of vξ are Riesz bases, we can also compare
L2-norms of functions with sums of squares of Fourier coefficients. The following
statement follows from the work of Bari [Bar51, Theorem 9]:
Lemma 2.8. There exist constants k,K,m,M > 0 such that for every f ∈ L2(Ω) we
have
m2‖f‖2L2 ≤
∑
ξ∈I
|f̂(ξ)|2 ≤M2‖f‖2L2
and
k2‖f‖2L2 ≤
∑
ξ∈I
|f̂∗(ξ)|
2 ≤ K2‖f‖2L2.
However, we note that the Plancherel identity can be also achieved in suitably
defined l2-spaces of Fourier coefficients, see Proposition 2.9.
2.3. Plancherel formula, Sobolev spaces HsL(Ω), and their Fourier images.
In this subsection we discuss Sobolev spaces adapted to L and their images under the
L-Fourier transform. We start with the L2-setting, where we can recall inequalities
between L2-norms of functions and sums of squares of their Fourier coefficients, see
Lemma 2.8. However, below we show that we actually have the Plancherel identity
in a suitably defined space l2L and its conjugate l
2
L∗ .
Let us denote by
l2L = l
2(L)
the linear space of complex-valued functions a on I such that F−1L a ∈ L
2(Ω), i.e.
if there exists f ∈ L2(Ω) such that FLf = a. Then the space of sequences l
2
L is a
Hilbert space with the inner product
(2.16) (a, b)l2L :=
∑
ξ∈I
a(ξ) (FL∗ ◦ F
−1
L b)(ξ)
for arbitrary a, b ∈ l2L. The reason for this choice of the definition is the following
formal calculation:
(a, b)l2L =
∑
ξ∈I
a(ξ) (FL∗ ◦ F
−1
L b)(ξ)
=
∑
ξ∈I
a(ξ)
∫
Ω
(F−1L b)(x)uξ(x)dx
=
∫
Ω
[∑
ξ∈I
a(ξ)uξ(x)
]
(F−1L b)(x)dx
=
∫
Ω
(F−1L a)(x)(F
−1
L b)(x)dx
= (F−1L a, F
−1
L b)L2 ,(2.17)
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which implies the Hilbert space properties of the space of sequences l2L. The norm of
l2L is then given by the formula
(2.18) ‖a‖l2L =
(∑
ξ∈I
a(ξ) (FL∗ ◦ F
−1
L a)(ξ)
)1/2
, for all a ∈ l2L.
We note that individual terms in this sum may be complex-valued but the whole sum
is real and nonnegative due to formula (2.17).
Analogously, we introduce the Hilbert space
l2L∗ = l
2(L∗)
as the space of functions a on I such that F−1L∗ a ∈ L
2(Ω), with the inner product
(2.19) (a, b)l2
L∗
:=
∑
ξ∈I
a(ξ) (FL ◦ F
−1
L∗ b)(ξ)
for arbitrary a, b ∈ l2L∗ . The norm of l
2
L∗ is given by the formula
‖a‖l2
L∗
=
(∑
ξ∈I
a(ξ) (FL ◦ F
−1
L∗ a)(ξ)
)1/2
for all a ∈ l2L∗ . The spaces of sequences l
2
L and l
2
L∗ are thus generated by biorthogonal
systems {uξ}ξ∈I and {vξ}ξ∈I . The reason for their definition in the above forms
becomes clear again in view of the following Plancherel identity:
Proposition 2.9. (Plancherel’s identity) If f, g ∈ L2(Ω) then f̂ , ĝ ∈ l2L, f̂∗, ĝ∗ ∈ l
2
L∗ ,
and the inner products (2.16), (2.19) take the form
(f̂ , ĝ)l2L =
∑
ξ∈I
f̂(ξ) ĝ∗(ξ)
and
(f̂∗, ĝ∗)l2
L∗
=
∑
ξ∈I
f̂∗(ξ) ĝ(ξ).
In particular, we have
(f̂ , ĝ)l2L = (ĝ∗, f̂∗)l2L∗ .
The Parseval identity takes the form
(2.20) (f, g)L2 = (f̂ , ĝ)l2L =
∑
ξ∈I
f̂(ξ) ĝ∗(ξ).
Furthermore, for any f ∈ L2(Ω), we have f̂ ∈ l2L, f̂∗ ∈ l
2
L∗, and
(2.21) ‖f‖L2 = ‖f̂‖l2L = ‖f̂∗‖l2L∗ .
Now we introduce Sobolev spaces generated by the operator L:
Definition 2.10 (Sobolev spaces HsL(Ω)). For f ∈ D
′
L(Ω) ∩ D
′
L∗(Ω) and s ∈ R, we
say that
f ∈ HsL(Ω) if and only if 〈ξ〉
sf̂(ξ) ∈ l2L.
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We define the norm on HsL(Ω) by
(2.22) ‖f‖HsL(Ω) :=
(∑
ξ∈I
〈ξ〉2sf̂(ξ)f̂∗(ξ)
)1/2
.
The Sobolev space HsL(Ω) is then the space of L-distributions f for which we have
‖f‖HsL(Ω) <∞. Similarly, we can define the space H
s
L∗(Ω) by the condition
(2.23) ‖f‖Hs
L∗
(Ω) :=
(∑
ξ∈I
〈ξ〉2sf̂∗(ξ)f̂(ξ)
)1/2
<∞.
We note that the expressions in (2.22) and (2.23) are well-defined since the sum∑
ξ∈I
〈ξ〉2sf̂(ξ)f̂∗(ξ) = (〈ξ〉
sf̂(ξ), 〈ξ〉sf̂(ξ))l2L ≥ 0
is real and non-negative. Consequently, since we can write the sum in (2.23) as the
complex conjugate of that in (2.22), and with both being real, we see that the spaces
HsL(Ω) and H
s
L∗(Ω) coincide as sets. Moreover, we have
Proposition 2.11. For every s ∈ R, the Sobolev space HsL(Ω) is a Hilbert space with
the inner product
(f, g)HsL(Ω) :=
∑
ξ∈I
〈ξ〉2sf̂(ξ)ĝ∗(ξ).
Similarly, the Sobolev space HsL∗(Ω) is a Hilbert space with the inner product
(f, g)Hs
L∗
(Ω) :=
∑
ξ∈I
〈ξ〉2sf̂∗(ξ)ĝ(ξ).
For every s ∈ R, the Sobolev spaces Hs(Ω), HsL(Ω), and H
s
L∗(Ω) are isometrically
isomorphic.
2.4. Spaces lp(L) and lp(L∗). In this subsection we describe the p-Lebesgue versions
of the spaces of Fourier coefficients. These spaces can be considered as the extension
of the usual lp spaces on the discrete set I adapted to the fact that we are dealing
with biorthogonal systems.
Definition 2.12. Thus, we introduce the spaces lpL = l
p(L) as the spaces of all
a ∈ S ′(I) such that
(2.24) ‖a‖lp(L) :=
(∑
ξ∈I
|a(ξ)|p‖uξ‖
2−p
L∞(Ω)
)1/p
<∞, for 1 ≤ p ≤ 2,
and
(2.25) ‖a‖lp(L) :=
(∑
ξ∈I
|a(ξ)|p‖vξ‖
2−p
L∞(Ω)
)1/p
<∞, for 2 ≤ p <∞,
and, for p =∞,
‖a‖l∞(L) := sup
ξ∈I
(
|a(ξ)| · ‖vξ‖
−1
L∞(Ω)
)
<∞.
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Remark 2.13. We note that in the case of p = 2, we have already defined the space
l2(L) by the norm (2.18). There is no problem with this since the norms (2.24)-(2.25)
with p = 2 are equivalent to that in (2.18). Indeed, by Lemma 2.8 the first one
gives a homeomorphism between lp(L) with p = 2 just defined and L2(Ω) while the
space l2(L) defined by (2.18) is isometrically isomorphic to L2(Ω) by the Plancherel
identity in Proposition 2.9. Therefore, both norms lead to the same space which
we denote by l2(L). The norms (2.24)-(2.25) with p = 2 and the one in (2.18) are
equivalent, but there are advantages in using both of them. Thus, the norms (2.24)-
(2.25) allow us to view l2(L) as a member of the scale of spaces lp(L) for 1 ≤ p ≤ ∞
with subsequent functional analytic properties, while the norm (2.18) is the one for
which the Plancherel identity (2.21) holds.
Analogously, we also introduce spaces lpL∗ = l
p(L∗) as the spaces of all b ∈ S ′(I)
such that the following norms are finite:
‖b‖lp(L∗) =
(∑
ξ∈I
|b(ξ)|p‖vξ‖
2−p
L∞(Ω)
)1/p
, for 1 ≤ p ≤ 2,
‖b‖lp(L∗) =
(∑
ξ∈I
|b(ξ)|p‖uξ‖
2−p
L∞(Ω)
)1/p
, for 2 ≤ p <∞,
‖b‖l∞(L∗) = sup
ξ∈I
(
|b(ξ)| · ‖uξ‖
−1
L∞(Ω)
)
.
Before we discuss several basic properties of the spaces lp(L), we recall a useful fact
on the interpolation of weighted spaces from Bergh and Lo¨fstro¨m [BL76, Theorem
5.5.1]:
Theorem 2.14 (Interpolation of weighted spaces). Let us write dµ0(x) = ω0(x)dµ(x),
dµ1(x) = ω1(x)dµ(x), and write L
p(ω) = Lp(ωdµ) for the weight ω. Suppose that
0 < p0, p1 <∞. Then
(Lp0(ω0), L
p1(ω1))θ,p = L
p(ω),
where 0 < θ < 1, 1
p
= 1−θ
p0
+ θ
p1
, and ω = ω
p(1−θ)
p0
0 ω
pθ
p1
1 .
From this it is easy to check that we obtain:
Corollary 2.15 (Interpolation of lp(L) and lp(L∗) spaces). For 1 ≤ p ≤ 2, we have
(l1(L), l2(L))θ,p = l
p(L),
(l1(L∗), l2(L∗))θ,p = l
p(L∗),
where 0 < θ < 1 and p = 2
2−θ
.
Remark 2.16. The reason that the interpolation above is restricted to 1 ≤ p ≤ 2 is
that the definition of lp-spaces changes when we pass p = 2, in the sense that we use
different families of biorthogonal systems uξ and vξ for p < 2 and for p > 2. We note
that if L = L∗ is self-adjoint, so that we can take uξ = vξ for all ξ ∈ I, then the scales
lp(L) and lp(L∗) coincide and satisfy interpolation properties for all 1 ≤ p <∞.
Using these interpolation properties we can establish further properties of the
Fourier transform and its inverse:
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Theorem 2.17 (Hausdorff-Young inequality). Let 1 ≤ p ≤ 2 and 1
p
+ 1
p′
= 1. There
is a constant Cp ≥ 1 such that for all f ∈ L
p(Ω) and a ∈ lp(L) we have
(2.26) ‖f̂‖lp′ (L) ≤ Cp‖f‖Lp(Ω) and ‖F
−1
L a‖Lp′(Ω) ≤ Cp‖a‖lp(L).
Similarly, we also have
(2.27) ‖f̂∗‖lp′(L∗) ≤ Cp‖f‖Lp(Ω) and ‖F
−1
L∗ b‖Lp′(Ω) ≤ Cp‖b‖lp(L∗),
for all b ∈ lp(L∗).
It follows from the proof that if L is self-adjoint, then the l2L-norms discussed in
Remark 2.13 coincide, and so we can put Cp = 1 in inequalities (2.26) and (2.27).
If L is not self-adjoint, Cp may in principle depend on L and its domain through
constants from inequalities in Lemma 2.8.
We now turn to the duality between spaces lp(L) and lq(L∗):
Theorem 2.18 (Duality of lp(L) and lp
′
(L∗)). Let 1 ≤ p <∞ and 1
p
+ 1
p′
= 1. Then
(lp(L))′ = lp
′
(L∗) and (lp(L∗))′ = lp
′
(L).
2.5. Schwartz’ kernel theorem. In our case the Schwartz kernel theorem is also
valid and here we will briefly discuss it. So, from now on we will make the following:
Assumption 2.19. Assume that the number s0 ∈ R is such that we have∑
ξ∈I
〈ξ〉−s0 <∞.
Recalling the operator L◦ in (1.7) the Assumption 2.19 is equivalent to assuming
that the operator (I + L◦L)−
s0
4m is Hilbert-Schmidt on L2(Ω). Indeed, recalling the
definition of 〈ξ〉 in (1.6), namely that 〈ξ〉 are the eigenvalues of (I + L◦L)−
s0
2m , the
condition that the operator (I + L◦L)−
s0
4m is Hilbert-Schmidt is equivalent to the
condition that
(2.28) ‖(I + L◦L)−
s0
4m‖2
HS
∼=
∑
ξ∈I
〈ξ〉−s0 <∞.
If L is elliptic, we may expect that we can take any s0 > n but this depends on the
domain. The order s0 will enter the regularity properties of the Schwartz kernels.
We will use the notations
C∞L (Ω× Ω) := C
∞
L (Ω)⊗¯C
∞
L (Ω)
and
C∞L∗(Ω× Ω) := C
∞
L∗(Ω)⊗¯C
∞
L∗(Ω)
with the Fre´chet topologies given by the family of tensor norms
(2.29) ‖ϕ⊗ ψ‖CkL(Ω×Ω)
:= max
j+l≤k
‖Ljϕ‖L2(Ω)‖L
lψ‖L2(Ω), k ∈ N0, ϕ, ψ ∈ C
∞
L (Ω)
and
(2.30) ‖ϕ⊗ ψ‖Ck
L∗
(Ω×Ω) := max
j+l≤k
‖(L∗)jϕ‖L2(Ω)‖(L
∗)lψ‖L2(Ω)
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for all k ∈ N0, ϕ, ψ ∈ C
∞
L∗(Ω), respectively, and for the corresponding dual spaces we
write
D′L(Ω× Ω) :=
(
C∞L (Ω× Ω)
)′
,
D′L∗(Ω× Ω) :=
(
C∞L∗(Ω× Ω)
)′
.
For any linear continuous operator
A : C∞L (Ω)→ D
′
L(Ω)
there exists a kernel KA ∈ D
′
L(Ω× Ω) such that for all f ∈ C
∞
L (Ω), we can write, in
the sense of distributions,
(2.31) Af(x) =
∫
Ω
KA(x, y)f(y)dy.
As usual, KA is called the Schwartz kernel of A. For f ∈ C
∞
L (Ω), using the Fourier
series formula
f(y) =
∑
η∈I
f̂(η)uη(y),
we can also write
(2.32) Af(x) =
∑
η∈I
f̂(η)
∫
Ω
KA(x, y)uη(y)dy.
Also, for any linear continuous operator
A : C∞L∗(Ω)→ D
′
L∗(Ω)
there exists a kernel K˜A ∈ D
′
L∗(Ω×Ω) such that for all f ∈ C
∞
L∗(Ω), we can write, in
the sense of distributions,
(2.33) Af(x) =
∫
Ω
K˜A(x, y)f(y)dy.
3. L–admissible operators and L-quantization
In this section we describe the L-quantization of the L–admissible operator induced
by the operator L.
Definition 3.1. We say that the linear continuous operator
A : C∞L (Ω)→ D
′
L(Ω)
belongs to the class of L–admissible operators if∑
η∈I
u−1η (x) uη(z)
∫
Ω
KA(x, y)uη(y)dy
is in D′L(Ω× Ω).
Remark 3.2. In the case when L is the Laplace operator with periodic boundary
conditions on the torus Tn the class of L–admissible operators coincides with the class
of all periodic pseudo-differential operators as in [RT10b].
So, from now on we will assume that operators A : C∞L (Ω)→ D
′
L(Ω) are from the
class of L–admissible operators.
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Remark 3.3. Note, that the expression
u−1η (x)
∫
Ω
KA(x, y)uη(y)dy
exists for any operator A from the class of L–admissible operators. Moreover, it is in
D′L(Ω)⊗ S
′(I).
Indeed, since
∑
η∈I
u−1η (x) uη(z)
∫
Ω
KA(x, y)uη(y)dy is in D
′
L(Ω×Ω), by taking Fourier
transform in z, we get this statement. We now define the L-symbol of an L-admissible
operator.
Definition 3.4 (L-Symbols of operators). The L-symbol of a linear continuous L–
admissible operator
A : C∞L (Ω)→ D
′
L(Ω)
is defined by
σA(x, ξ) := u
−1
ξ (x)
∫
Ω
KA(x, y)uξ(y)dy.
This is well-defined as an element of D′L(Ω)⊗ S
′(I) in view of Remark 3.3.
Indeed, we have
Auξ =
∫
Ω
KA(x, y)uξ(y)dy,
and for f ∈ C∞L (Ω) from the expansion
f(x) =
∑
ξ∈I
f̂(ξ)uξ(x)
and by the operator A : C∞L (Ω)→ D
′
L(Ω) acting on f , we get
Af(x) =
∑
ξ∈I
f̂(ξ)Auξ(x) =
∑
ξ∈I
f̂(ξ)
∫
Ω
KA(x, y)uξ(y)dy.
Now, if we define
uξ(x)σA(x, ξ) :=
∫
Ω
KA(x, y)uξ(y)dy,
we have the implication
(3.1) KA(x, y) =
∑
ξ∈I
uξ(x)σA(x, ξ)vξ(y).
Therefore we obtain the following representation of the operator A by its symbol:
Theorem 3.5 (L–quantization). Let
A : C∞L (Ω)→ D
′
L(Ω)
be a linear continuous L–admissible operator with L-symbol σA ∈ D
′
L(Ω)⊗S
′(I). Then
the L–quantization
(3.2) Af(x) =
∑
ξ∈I
f̂(ξ) σA(x, ξ) uξ(x)
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is true for every f ∈ C∞L (Ω) . The L-symbol σA can be written as
(3.3) σA(x, ξ) = u
−1
ξ (x)(Auξ)(x).
Corollary 3.6. We have the following equivalent formulae for L-symbols:
(i) σA(x, ξ) = u
−1
ξ (x)(Auξ)(x);
(ii) σA(x, ξ) = u
−1
ξ (x)
∫
Ω
KA(x, y)uξ(y)dy.
Similarly, we can introduce an analogous notion of the L∗-quantization.
Definition 3.7. We say that the continuous operator
A : C∞L∗(Ω)→ D
′
L∗(Ω)
belongs to the class of L∗–admissible operators if∑
η∈I
v−1η (x) vη(z)
∫
Ω
K˜A(x, y)vη(y)dy
is in D′L∗(Ω× Ω).
Remark 3.8. Similarly to Remark 3.3, note that the expression
v−1ξ (x)
∫
Ω
K˜A(x, y)vξ(y)dy
exists for any operator A from the class of L∗–admissible operators. Moreover, it is
in D′L∗(Ω)⊗ S
′(I).
We also can define the L∗-symbol of an L∗–admissible operator.
Definition 3.9. The L∗-symbol of a linear continuous L∗–admissible operator
A : C∞L∗(Ω)→ D
′
L∗(Ω)
is defined by
τA(x, ξ) := v
−1
ξ (x)
∫
Ω
K˜A(x, y)vξ(y)dy.
Similarly to the case of L-symbols we have
Avξ =
∫
Ω
K˜A(x, y)vξ(y)dy,
and for f ∈ C∞L∗(Ω) from the expantion
f(x) =
∑
ξ∈I
f̂∗(ξ)vξ(x)
and by the operator A : C∞L∗(Ω)→ D
′
L∗(Ω) acting on f , we get
Af(x) =
∑
ξ∈I
f̂∗(ξ)Avξ(x) =
∑
ξ∈I
f̂∗(ξ)
∫
Ω
K˜A(x, y)vξ(y)dy.
Now, we have
vξ(x)τA(x, ξ) :=
∫
Ω
K˜A(x, y)vξ(y)dy,
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hence also the implication
(3.4) K˜A(x, y) =
∑
ξ∈I
vξ(x)τA(x, ξ)uξ(y).
We also record the resulting representation of the operator A by its symbol:
Theorem 3.10. Let
A : C∞L∗(Ω)→ D
′
L∗(Ω)
be a linear continuous L∗–admissible operator with L∗-symbol τA ∈ D
′
L∗(Ω) ⊗ S
′(I).
Then the L∗–quantization is given by
(3.5) Af(x) =
∑
ξ∈I
f̂∗(ξ) τA(x, ξ) vξ(x)
for every f ∈ C∞L (Ω) . The L
∗-symbol τA can be written as
(3.6) τA(x, ξ) = v
−1
ξ (x)(Avξ)(x).
Corollary 3.11. We have the following equivalent formulae for L∗-symbols:
(i) τA(x, ξ) = v
−1
ξ (x)(Avξ)(x);
(ii) τA(x, ξ) = v
−1
ξ (x)
∫
Ω
K˜A(x, y)vξ(y)dy.
We now briefly describe the notion of Fourier multipliers which is a natural name
for operators with symbols independent of x. In [DRT15] the analysis of this paper
is applied to investigate the spectral properties of such operators, so we can be brief
here.
Definition 3.12. Let A : C∞L (Ω)→ C
∞
L (Ω) be a continuous linear operator. We will
say that A is an L-Fourier multiplier if it satisfies
FL(Af)(ξ) = σ(ξ)FL(f)(ξ), f ∈ C
∞
L (Ω),
for some σ : I → C. Analogously we define L∗-Fourier multipliers: Let B : C∞L∗(Ω)→
C∞L∗(Ω) be a continuous linear operator. We will say that B is an L
∗-Fourier multiplier
if it satisfies
FL∗(Bf)(ξ) = τ(ξ)FL∗(f)(ξ), f ∈ C
∞
L∗(Ω),
for some τ : I → C.
As used in [DRT15], we have the following simple relation between the symbols of
an operator and its adjoint.
Proposition 3.13. The operator A is an L-Fourier multiplier by σ(ξ) if and only if
A∗ is an L∗-Fourier multiplier by σ(ξ).
4. Difference operators
In this section we discuss difference operators that will be instrumental in defining
symbol classes for the symbolic calculus of operators.
Let qj ∈ C
∞(Ω × Ω), j = 1, . . . , l, be a given family of smooth functions. We will
call the collection of qj ’s L-strongly admissible if the following properties hold:
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• The multiplication by qj(·, ·) is a continuous linear mapping on C
∞
L∗(Ω × Ω),
for all j = 1, . . . , l;
• qj(x, x) = 0 and ∇yqj(x, y)|y=x 6= 0 for all j = 1, . . . , l and all x ∈ Ω;
• rank(∇yq1(x, y), . . . ,∇yql(x, y))|y=x = n for all x ∈ Ω;
• the diagonal in Ω× Ω is the only set when all of qj ’s vanish:
l⋂
j=1
{(x, y) ∈ Ω× Ω : qj(x, y) = 0} = {(x, x) : x ∈ Ω}.
We note that the first property above implies that for every x ∈ Ω, the multipli-
cation by qj(·, ·) is also well-defined and extends to a continuous linear mapping on
D′L(Ω × Ω). Also, the last property above contains the second one but we chose to
still give it explicitly for the clarity of the exposition.
The collection of qj ’s with the above properties generalises the notion of a strongly
admissible collection of functions for difference operators introduced in [RTW14] in
the context of compact Lie groups. We will use the multi-index notation
qα(x, y) := qα11 (x, y) · · · q
αl
l (x, y).
Analogously, the notion of an L∗-strongly admissible collection suitable for the
conjugate problem is that of a family q˜j ∈ C
∞(Ω × Ω), j = 1, . . . , l, satisfying the
properties:
• The multiplication by q˜j(·, ·) is a continuous linear mapping on C
∞
L (Ω × Ω),
for all j = 1, . . . , l;
• q˜j(x, x) = 0 and ∇yq˜j(x, y)|y=x 6= 0 for all j = 1, . . . , l and all x ∈ Ω;
• rank(∇yq˜1(x, y), . . . ,∇yq˜l(x, y))|y=x = n for all x ∈ Ω;
• the diagonal in Ω× Ω is the only set when all of q˜j ’s vanish:
l⋂
j=1
{(x, y) ∈ Ω× Ω : q˜j(x, y) = 0} = {(x, x) : x ∈ Ω}.
We also write
q˜α(x, y) := q˜α11 (x, y) · · · q˜
αl
l (x, y).
For an operator A : C∞L (Ω) → D
′
L(Ω) with Schwartz kernel KA, let us define
Aqα : C
∞
L (Ω)→ D
′
L(Ω) as an operator with the kernel
qα(x, y)KA(x, y),
We understand this formula in the sense of distributions, i.e.
〈qαKA, ϕ〉 := 〈KA, q
αϕ〉 (KA ∈ D
′
L(Ω× Ω), ϕ ∈ C
∞
L∗(Ω× Ω)).
Then, we have
Aqαf(x) =
∫
Ω
qα(x, y)KA(x, y)f(y)dy.
Also analogously, for an operator B : C∞L∗(Ω)→ D
′
L∗(Ω) with Schwartz kernel KB,
we define Bq˜α : C
∞
L∗(Ω)→ D
′
L∗(Ω) as an operator with the kernel
q˜α(x, y)KB(x, y).
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We understand this formula in the sense of distributions, i.e.
〈q˜αKB, ϕ〉 := 〈KB, q˜
αϕ〉 (KB ∈ D
′
L∗(Ω× Ω), ϕ ∈ C
∞
L (Ω× Ω)).
Then, we get
Bq˜αf(x) =
∫
Ω
q˜α(x, y)KB(x, y)f(y)dy.
Definition 4.1. Let
A : C∞L (Ω)→ D
′
L(Ω)
be an L–admissible operator with the symbol a ∈ D′L(Ω) ⊗ S
′(I) and with the
Schwartz kernel KA ∈ D
′
L(Ω× Ω). Then we define the difference operator
∆αq : D
′
L(Ω)⊗ S
′(I)→ D′L(Ω)⊗ S
′(I)
acting on L–symbols by
∆αq a(x, ξ) := u
−1
ξ (x)
∫
Ω
KAqα (x, y)uξ(y)dy
= u−1ξ (x)
∫
Ω
qα(x, y)KA(x, y)uξ(y)dy,
where KAqα ∈ D
′
L(Ω × Ω) is the Schwartz kernel of the L–admissible operator Aqα :
C∞L (Ω)→ D
′
L(Ω).
Analogously, for the L∗–admissible operator
B : C∞L∗(Ω)→ D
′
L∗(Ω)
with the symbol b ∈ D′L∗(Ω)⊗S
′(I) and with the Schwartz kernel K˜B ∈ D
′
L∗(Ω×Ω)
we define the difference operator
∆˜αq : D
′
L∗(Ω)⊗ S
′(I)→ D′L∗(Ω)⊗ S
′(I)
acting on L∗–symbols by
∆˜αq b(x, ξ) := v
−1
ξ (x)
∫
Ω
K˜Bqα (x, y)vξ(y)dy
= v−1ξ (x)
∫
Ω
q˜α(x, y)K˜B(x, y)vξ(y)dy,
where KBqα ∈ D
′
L∗(Ω × Ω) is the Schwartz kernel of the L
∗–admissible operator
Bqα : C
∞
L∗(Ω)→ D
′
L∗(Ω).
We now record the Taylor expansion formula with respect to a family of qj’s, which
follows from expansions of functions g and qα(e, ·) by the common Taylor series:
Proposition 4.2. Any smooth function g ∈ C∞(Ω) can be approximated by Taylor
polynomial type expansions, i.e. for any e ∈ Ω, we have
g(x) =
∑
|α|<N
1
α!
D(α)x g(x)|x=e q
α(e, x) +
∑
|α|=N
1
α!
qα(e, x)gN(x)
(4.1) ∼
∑
α≥0
1
α!
D(α)x g(x)|x=e q
α(e, x)
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in a neighborhood of e ∈ Ω, where gN ∈ C
∞(Ω) and D
(α)
x g(x)|x=e can be found from
the recurrent formulae: D
(0,··· ,0)
x := I and for α ∈ Nl0,
∂βxg(x)|x=e =
∑
|α|≤|β|
1
α!
[
∂βx q
α(e, x)
] ∣∣∣
x=e
D(α)x g(x)|x=e,
where β = (β1, . . . , βn) and ∂
β
x =
∂β1
∂x
β1
1
· · · ∂
βn
∂xβnn
.
Analogously, any function g ∈ C∞(Ω) can be approximated by Taylor polynomial
type expansions corresponding to the adjoint problem, i.e. we have
g(x) =
∑
|α|<N
1
α!
D˜(α)x g(x)|x=e q˜
α(e, x) +
∑
|α|=N
1
α!
q˜α(e, x)gN(x)
(4.2) ∼
∑
α≥0
1
α!
D˜(α)x g(x)|x=e q˜
α(e, x)
in a neighborhood of e ∈ Ω, where gN ∈ C
∞(Ω) and D˜
(α)
x g(x)|x=e are found from the
recurrent formula: D˜(0,··· ,0) := I and for α ∈ Nl0,
∂βxg(x)|x=e =
∑
|α|≤|β|
1
α!
[
∂kx q˜
α(e, x)
] ∣∣∣
x=e
D˜(α)x g(x)|x=e,
where β = (β1, . . . , βn), and ∂
β is defined as in Proposition 4.2.
It can be seen that operators D(α) and D˜(α) are differential operators of order
|α|. We will understand them in distributions sense, i.e. for the L–admissible
(L∗–admissible) operator A : C∞L (Ω) → D
′
L(Ω) (B : C
∞
L∗(Ω) → D
′
L∗(Ω)) define
the operator D(α)A (D˜(α)B) as an operator with the Schwartz kernel D
(α)
x KA(x, y)
(D˜
(α)
x KB(x, y)). Then we can act on L–symbols (L
∗–symbols) by D(α) (D˜(α)).
5. Symbolic calculus
Using such difference operators and derivatives D(α) from Proposition 4.2 we can
now define classes of symbols.
Definition 5.1 (Symbol class Smρ,δ(Ω× I)). Let m ∈ R, 0 ≤ δ, ρ ≤ 1. Let
A : C∞L (Ω)→ D
′
L(Ω)
be an L–admissible operator with the symbol a ∈ D′L(Ω) ⊗ S
′(I) and with the
Schwartz kernel KA ∈ D
′
L(Ω × Ω). Then the L-symbol class S
m
ρ,δ(Ω × I) consists
of such symbols a(x, ξ) which are smooth in x for all ξ ∈ I, and which satisfy
(5.1)
∣∣∆αqD(β)x a(x, ξ)∣∣ ≤ Caαβm 〈ξ〉m−ρ|α|+δ|β|
for all x ∈ Ω, for all α, β ≥ 0, and for all ξ ∈ I. Here we understand D
(β)
x a(x, ξ) as the
symbol of the operator D
(β)
x A, where the operators D
(β)
x are defined in Proposition
4.2. We will often denote them simply by D(β).
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The class Sm1,0(Ω×I) will be often denoted by writing simply S
m(Ω×I). In (5.1),
we assume that the inequality is satisfied for x ∈ Ω and it extends to the closure Ω.
Furthermore, we define
S∞ρ,δ(Ω× I) :=
⋃
m∈R
Smρ,δ(Ω× I)
and
S−∞(Ω× I) :=
⋂
m∈R
Sm(Ω× I).
When we have two L-strongly admissible collections, expressing one in terms of the
other similarly to Proposition 4.2 and arguing similarly to [RTW14], we can convince
ourselves that for ρ > δ the definition of the symbol class does not depend on the
choice of an L-strongly admissible collection.
Analogously, we define for the L∗–admissible operator
B : C∞L∗(Ω)→ D
′
L∗(Ω)
with the symbol b ∈ D′L∗(Ω)⊗S
′(I) and with the Schwartz kernel K˜B ∈ D
′
L∗(Ω×Ω)
the L∗-symbol class S˜mρ,δ(Ω×I) as the space of such symbols b(x, ξ) which are smooth
in x for all ξ ∈ I, and which satisfy∣∣∣∆˜α(x)D˜(β)b(x, ξ)∣∣∣ ≤ Caαβm 〈ξ〉m−ρ|α|+δ|β|
for all x ∈ Ω, for all α, β ≥ 0, and for all ξ ∈ I. Here we understand D˜(β)b(x, ξ) as
the symbol of the operator D˜(β)B. Similarly, we can define classes S˜∞ρ,δ(Ω × I) and
S˜−∞(Ω× I).
If a ∈ Smρ,δ(Ω×I), it is convenient to denote by a(X,D) = OpL(a) the corresponding
L-pseudo-differential operator defined by
(5.2) OpL(a)f(x) = a(X,D)f(x) :=
∑
ξ∈I
uξ(x) a(x, ξ)f̂(ξ).
The set of operators OpL(a) of the form (5.2) with a ∈ S
m
ρ,δ(Ω×I) will be denoted by
OpL(S
m
ρ,δ(Ω×I)), or by Ψ
m
ρ,δ(Ω×I). If an operator A satisfies A ∈ OpL(S
m
ρ,δ(Ω×I)),
we denote its L-symbol by σA = σA(x, ξ), x ∈ Ω, ξ ∈ I. Naturally, σa(X,D)(x, ξ) =
a(x, ξ).
Analogously, if a ∈ S˜mρ,δ(Ω×I), we denote by a(X,D) = OpL∗(a) the corresponding
L∗-pseudo-differential operator defined by
(5.3) OpL∗(a)f(x) = a(X,D)f(x) :=
∑
ξ∈I
vξ(x) a(x, ξ)f̂∗(ξ).
The set of operators OpL∗(a) of the form (5.3) with a ∈ S˜
m
ρ,δ(Ω× I) will be denoted
by OpL∗(S˜
m
ρ,δ(Ω× I)), or by Ψ˜
m
ρ,δ(Ω× I).
Remark 5.2. (Topology on Smρ,δ(Ω×I) (S˜
m
ρ,δ(Ω×I))). The set S
m
ρ,δ(Ω×I) (S˜
m
ρ,δ(Ω×I))
of symbols has a natural topology. Let us consider the functions plαβ : S
m
ρ,δ(Ω×I)→ R
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(p˜lαβ : S˜
m
ρ,δ(Ω× I)→ R) defined by
plαβ(σ) := sup

∣∣∣∆α(x)D(β)σ(x, ξ)∣∣∣
〈ξ〉l−ρ|α|+δ|β|
: (x, ξ) ∈ Ω× I

p˜lαβ(σ) := sup

∣∣∣∆˜α(x)D˜(β)σ(x, ξ)∣∣∣
〈ξ〉l−ρ|α|+δ|β|
: (x, ξ) ∈ Ω× I
 .
Now {plαβ} ({p˜
l
αβ}) is a countable family of seminorms, and they define a Fre´chet
topology on Smρ,δ(Ω × I) (S˜
m
ρ,δ(Ω × Z)). Due to the bijective correspondence of
OpL(S
m
ρ,δ(Ω × I)) and S
m
ρ,δ(Ω × I) (OpL∗(S˜
m
ρ,δ(Ω × I)) and S˜
m
ρ,δ(Ω × Z)), this di-
rectly topologises also the set of operators. These spaces are not normable, and the
topologies have but a marginal role.
The notion of a symbol can be naturally extended to that of an amplitude.
Definition 5.3 (L-amplitudes). The class Amρ,δ(Ω) of L-amplitudes consists of the
functions a(x, y, ξ) which are smooth in x and y for all ξ ∈ I, and a(x, x, ξ) is an
L–symbol for some L–admissible operator and which satisfy
(5.4)
∣∣∣∆α(x)∆α′(y)D(β)x D(γ)y a(x, y, ξ)∣∣∣ ≤ Caαα′βγm 〈ξ〉m−ρ(|α|+|α′|)+δ(|β|+|γ|)
for all x, y ∈ Ω, for all α, α′, β, γ ≥ 0, and for all ξ ∈ I. Such a function a will be also
called an L-amplitude of order m ∈ R of type (ρ, δ). Formally we may also define
(OpL(a)f)(x) :=
∑
ξ∈I
∫
Ω
uξ(x) vξ(y) a(x, y, ξ) f(y) dy
for f ∈ C∞L (Ω). Sometimes we may denote OpL(a) by a(X, Y,D). We also write
Am(Ω) := Am1,0(Ω) as well as
A−∞(Ω) :=
⋂
m∈R
Am(Ω) and A∞ρ,δ(Ω) :=
⋃
m∈R
Amρ,δ(Ω).
Clearly we can regard the L-symbols as a special class of L-amplitudes, namely
the ones independent of the middle argument. Analogously, the class A˜mρ,δ(Ω) of L
∗-
amplitudes consists of the functions a(x, y, ξ) which are smooth in x and y for all
ξ ∈ I, and a(x, x, ξ) is an L∗–symbol for some L∗–admissible operator and which
satisfy
(5.5)
∣∣∣∆˜α(x)∆˜α′(y)D˜(β)x D˜(γ)y a(x, y, ξ)∣∣∣ ≤ Caαβγm 〈ξ〉m−ρ(|α|+|α′|)+δ(|β|+|γ|)
for all x, y ∈ Ω, for all α, α′, β, γ ≥ 0, and for all ξ ∈ I. Formally we may also write
(OpL∗(a)f)(x) :=
∑
ξ∈I
∫
Ω
vξ(x) uξ(y) a(x, y, ξ) f(y) dy
for f ∈ C∞L∗(Ω). We also write A˜
m(Ω) := A˜m1,0(Ω) as well as A˜
−∞(Ω) :=
⋂
m∈R
A˜m(Ω)
and A˜∞ρ,δ(Ω) :=
⋃
m∈R
A˜mρ,δ(Ω).
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Definition 5.4 (Equivalence of amplitudes). We say that amplitudes a, a′ arem(ρ, δ)-
equivalent (m ∈ R), a
m,ρ,δ
∼ a′, if a− a′ ∈ Amρ,δ(Ω); they are asymptotically equivalent,
a ∼ a′ (or a
−∞
∼ a′ if we need additional clarity), if a − a′ ∈ A−∞(Ω). For the
corresponding operators we also write Op(a)
m,ρ,δ
∼ Op(a′) and Op(a) ∼ Op(a′) (or
Op(a)
−∞
∼ Op(a′) if we need additional clarity), respectively. It is obvious that
m,ρ,δ
∼
and ∼ are equivalence relations.
From the algebraic point of view, we could handle the amplitudes, symbols, and
operators modulo the equivalence relation ∼, because the L-pseudo-differential oper-
ators form a ∗-algebra with Op(S−∞(Ω× I)) as a subalgebra.
The next theorem is a prelude to asymptotic expansions, which are the main tool
in the symbolic analysis of L-pseudo-differential operators.
Theorem 5.5 (Asymptotic sums of symbols). Let (mj)
∞
j=0 ⊂ R be a sequence such
that mj > mj+1, and mj → −∞ as j →∞, and σj ∈ S
mj
ρ,δ (Ω×I) for all j ∈ I. Then
there exists an L-symbol σ ∈ Sm0ρ,δ (Ω× I) such that for all N ∈ I,
σ
mN ,ρ,δ
∼
N−1∑
j=0
σj .
We will now look at the formula for the symbol of the adjoint operator. Let
A ∈ OpL(S
m
ρ,δ(Ω× I)). By the definition of the adjoint operator we have
(Auξ, vη)L2 = (uξ, A
∗vη)L2
or ∫
Ω
Auξ(x)vη(x)dx =
∫
Ω
uξ(x)A∗vη(x)dx
for ξ, η ∈ I. Plugging in the integral expressions, we get∫
Ω
[∫
Ω
KA(x, y)uξ(y)dy
]
vη(x)dx =
∫
Ω
uξ(x)
[∫
Ω
KA∗(x, y)vη(y)dy
]
dx
=
∫
Ω
uξ(y)
[∫
Ω
KA∗(y, x)vη(x)dx
]
dy
for ξ, η ∈ I, where we swapped x and y in the last formula. Consequently, we get
the familiar property
KA∗(x, y) = KA(y, x).
Now, using this and the equation (3.1), and formula (ii) in Corollary 3.6, and then
formula (ii) in Corollary 3.11 and the Taylor expansion in Proposition 4.2, we can
write for the L∗-symbol τA∗ of A
∗ that
τA∗(x, ξ) = v
−1
ξ (x)
∫
Ω
KA∗(x, y)vξ(y)dy
= v−1ξ (x)
∫
Ω
KA(y, x)vξ(y)dy
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= v−1ξ (x)
∫
Ω
∑
η∈I
uη(y)σA(y, η)vη(x)vξ(y)dy
∼ v−1ξ (x)
∫
Ω
∑
η∈I
uη(y)
∑
α
1
α!
D
(α)
x σA(x, η)qα(x, y)vη(x)vξ(y)dy
as an asymptotic sum. Formally regrouping terms for each α, we obtain
τA∗(x, ξ) ∼
∑
α
1
α!
v−1ξ (x)
∫
Ω
∑
η∈I
uη(y)qα(x, y)D
(α)
x σA(x, η)vη(x)vξ(y)dy.
Using the formula (3.4), and taking
q˜(x, y) := q(x, y)
we can write this as
τA∗(x, ξ) ∼
∑
α
1
α!
∆˜αq˜D
(α)
x σA(x, ξ).
Making rigorous estimates for the remainder in a routine way, and assuming in the
following theorem that for every x ∈ Ω, the multiplication by qj(x, ·) preserves both
spaces C∞L (Ω) and C
∞
L∗(Ω), we obtained:
Theorem 5.6 (Adjoint operators). Let 0 ≤ δ < ρ ≤ 1. Let A ∈ OpL(S
m
ρ,δ(Ω × I)).
Assume that the conjugate symbol class S˜mρ,δ(Ω×I) is defined with strongly admissible
functions q˜j(x, y) := qj(x, y) which are L
∗-strongly admissible. Then the adjoint of
A satisfies A∗ ∈ OpL∗(S˜
m
ρ,δ(Ω × I)), with its L
∗-symbol τA∗ ∈ S˜
m
ρ,δ(Ω × I) having the
asymptotic expansion
τA∗(x, ξ) ∼
∑
α
1
α!
∆˜αxD
(α)
x σA(x, ξ).
We now treat symbols of the amplitude operators.
Theorem 5.7 (Amplitude symbols). Let 0 ≤ δ < ρ ≤ 1 and let a ∈ Amρ,δ(Ω) be such
that OpL(a) is L-admissible. Then there exists a unique L-symbol σ ∈ S
m
ρ,δ(Ω × I)
satisfying OpL(a) = OpL(σ), where
(5.6) σ(x, ξ) ∼
∑
α≥0
1
α!
∆α(x) D
(α)
y a(x, y, ξ)|y=x.
Proof. As a linear operator on C∞L (Ω), the operator OpL(a) possesses the unique L-
symbol σ = σOpL(a), but at the moment we do not yet know whether σ ∈ S
m
ρ,δ(Ω×I).
By Theorem 3.5 the L-symbol is computed from
σ(x, ξ) = u−1ξ (x)(OpL(a)uξ)(x) = u
−1
ξ (x)
∑
η∈I
∫
Ω
uη(x) vη(y) a(x, y, η) uξ(y)dy.
Now we approximate the function a(x, ·, η) ∈ C∞(Ω) by Taylor polynomial type
expansions, by using Proposition 4.2, we have
σ(x, ξ) ∼ u−1ξ (x)
∑
α≥0
1
α!
∑
η∈I
∫
Ω
uη(x) vη(y)q
α(x, y)
[
D(α)y a(x, y, η)
]
y=x
uξ(y)dy
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∼
∑
α≥0
1
α!
∆α(x) D
(α)
y a(x, y, ξ)|y=x,
Omitting a routine verification of the properties of the remainder, this yields the
statement. 
We now formulate the composition formula.
Theorem 5.8. Let m1, m2 ∈ R and ρ > δ ≥ 0. Let A,B : C
∞
L (Ω)→ C
∞
L (Ω) be linear
continuous and L–admissible operators, and assume that their L-symbols satisfy
|∆α(x)σA(x, ξ)| ≤ Cα〈ξ〉
m1−ρ|α|,
|D(β)σB(x, ξ)| ≤ Cβ〈ξ〉
m2+δ|β|,
for all α, β ≥ 0, uniformly in x ∈ Ω and ξ ∈ I. Then
(5.7) σAB(x, ξ) ∼
∑
α≥0
1
α!
(∆α(x)σA(x, ξ))D
(α)σB(x, ξ),
where the asymptotic expansion means that for every N ∈ N we have
|σAB(x, ξ)−
∑
|α|<N
1
α!
(∆α(x)σA(x, ξ))D
(α)σB(x, ξ)| ≤ CN〈ξ〉
m1+m2−(ρ−δ)N .
Proof. First, by the Schwartz kernel theorem from Subsection 2.5, we have
ABf(x) =
∫
Ω
KA(x, y)(Bf)(y)dy
=
∫
Ω
KA(x, y)
[ ∫
Ω
KB(y, z)f(z)dz
]
dy
=
∫
Ω
∫
Ω
KA(x, y)KB(y, z)f(z)dzdy.
Hence
σAB(x, ξ) = u
−1
ξ (x)(A(Buξ))(x)
= u−1ξ (x)
∫
Ω
KA(x, y)
[ ∫
Ω
KB(y, z)uξ(z)dz
]
dy
= u−1ξ (x)
∫
Ω
KA(x, y)uξ(y)σB(y, ξ)dy.
Now we approximate the function σB(·, ξ) ∈ C
∞
L (Ω) by Taylor polynomial type ex-
pansions. By using Proposition 4.2, we get
σAB(x, ξ) ∼ u
−1
ξ (x)
∫
Ω
KA(x, y)
[∑
α≥0
1
α!
qα(x, y)D(α)x σB(x, ξ)
]
uξ(z)dy
=
∑
α≥0
1
α!
[
u−1ξ (x)
∫
Ω
qα(x, y)KA(x, y)uξ(y)dy
]
D(α)x σB(x, ξ)
Using Definition 4.1, we have
σAB(x, ξ) ∼
∑
α≥0
1
α!
(∆α(x)σA(x, ξ))D
(α)
x σB(x, ξ).
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Omitting a routine treatment of the remainder, this completes the proof. 
6. On further results
6.1. Properties of integral kernels. We now establish some properties of Schwartz
kernels of pseudo-differential operators with symbols in the introduced Ho¨rmander-
type classes. In the following Theorem 6.1, let us make the assumption on the growth
of L∞-norms of the eigenfunctions uξ. Finding estimates for the norms ‖uξ‖L∞ in
terms of the corresponding eigenvalues of L is a challenging problem even for self-
adjoint operators L, see e.g. Sogge and Zelditch [SZ02] and references therein. Thus,
on tori or, more generally, on compact Lie groups, the eigenfunctions of the Laplacian
can be chosen to be uniformly bounded. However, even for the Laplacian, on more
general manifolds, such growth depends on the geometry of the manifold. We refer
to [DR14a, Remark 8.9] for a more thorough discussion of this topic as well as for a
list of relevant references.
Theorem 6.1 (Kernel of a pseudo–differential operator). Let µ0 be a constant such
that there is C > 0 such that for all ξ ∈ I we have
‖uξ‖L∞ ≤ C〈ξ〉
µ0.
Let a ∈ Sµρ,δ(Ω×I), ρ > 0. Then the kernel K(x, y) of the pseudo-differential operator
OpLa satisfies
(6.1) (L∗y)
k(qα(x, y)K(x, y)) ∈ L∞,
for all |α| > (µ+mk + 2µ0 + s0)/ρ and x 6= y, where m is the order from (1.6) and
s0 is the constant from Assumption 2.19. If L is a differential operator it follows that
(6.2) |(L∗y)
kK(x, y)| ≤ CNk|x− y|
−N
for any N > (µ+mk + 2µ0 + s0)/ρ and x 6= y.
Proof. By Corollary 3.6 we have
uξ(x)a(x, ξ) =
∫
Ω
K(x, y)uξ(y)dy,
and from Definition 4.1 we get
uξ(x)∆
α
(x)a(x, ξ) =
∫
Ω
qα(x, y)K(x, y)uξ(y)dy,
and also
uξ(x)λ
k
ξ∆
α
(x)a(x, ξ) =
∫
Ω
qα(x, y)K(x, y)λkξuξ(y)dy
=
∫
Ω
qα(x, y)K(x, y)Lkyuξ(y)dy =
∫
Ω
(L∗y)
k(qα(x, y)K(x, y))uξ(y)dy.
This means that
(L∗y)
k(qα(x, y)K(x, y)) = F−1L (uξ(x)λ
k
ξ∆
α
(x)a(x, ξ))(y).
Since it follows from assumptions that
λkξ∆
α
(x)a(x, ξ) ∈ S
µ+mk−ρ|α|(Ω× I),
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we have
λkξ |∆
α
(x)a(x, ξ)| ≤ C〈ξ〉
µ+mk−ρ|α|.
We recall now the norm
‖a(x, ·)‖l1(L) =
∑
ξ∈I
|a(x, ξ)|‖uξ‖L∞(Ω)
from Subsection 2.4. It follows that
‖uξ(x)λ
k
ξ∆
α
(x)a(x, ξ)‖l1(L) ≤ C
∑
ξ∈I
〈ξ〉µ+mk−ρ|α|‖uξ‖
2
L∞(Ω) ≤ C
∑
ξ∈I
〈ξ〉µ+mk−ρ|α|+2µ0.
Consequently, if
|α| > (µ+mk + 2µ0 + s0)/ρ,
where s0 is the constant from Assumption 2.19, we have that uξ(x)λ
k
ξ∆
α
(x)a(x, ξ) is in
l1(L) with respect to ξ, and hence (L∗y)
k(qα(x, y)K(x, y)) is in L∞ by the Hausdorff-
Young inequality in Theorem 2.17. Since L∗y is a differential operator for differential
operators L, in this case we also have
qα(x, y)(L∗y)
kK(x, y) ∈ L∞(Ω× Ω)
for such α. By the properties of qα it implies the statement of the theorem. 
In particular, if L is for example locally elliptic, (6.2) implies that for x 6= y, the
kernel K(x, y) is a smooth function. And, if a ∈ S−∞(Ω×I), then the integral kernel
K(x, y) of OpLa is smooth in x and y.
The singular support of w ∈ D′L(Ω) is defined as the complement of the set where
w coincides with a test function. Namely, x /∈ sing supp w if there is an open neigh-
bourhood U of x and a smooth function f ∈ C∞L (Ω) such that w(ϕ) = f(ϕ) for all
ϕ ∈ C∞L (Ω) with suppϕ ⊂ U . As an immediate consequence of Theorem 6.1 we ob-
tain the information on how the singular support is mapped by a pseudo-differential
operator:
Corollary 6.2. Let σA ∈ S
µ
ρ,δ(Ω×I), 1 ≥ ρ > δ ≥ 0. Then for every w ∈ D
′
L(Ω) we
have
sing supp Aw ⊂ sing supp w.
For elliptic operators, in Corollary 6.4 we state also the inverse inclusion.
6.2. L-elliptic pseudo–differential operators. In this subsection we discuss op-
erators that are elliptic in the symbol classes generated by L. For such operators we
can obtain parametrix and then also a-priori estimates by the properties of pseudo-
differential operators in, for example, Sobolev spaces, once they are established in
Section 6.4, see Theorem 6.8. Thus, from the asymptotic expansion for the compo-
sition of pseudo-differential operators, we get an expansion for a parametrix of an
elliptic operator:
Theorem 6.3 (L-ellipticity). Let 1 ≥ ρ > δ ≥ 0. Let σA ∈ S
µ
ρ,δ(Ω× I) be elliptic in
the sense that there exist constants C0 > 0 and N0 ∈ N such that
(6.3) |σA(x, ξ)| ≥ C0〈ξ〉
µ
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for all (x, ξ) ∈ Ω×I for which ξ ≥ N0; this is equivalent to assuming that there exists
σB ∈ S
−µ
ρ,δ (Ω× I) such that I − BA, I − AB are in OpLS
−∞. Let
A ∼
∞∑
j=0
Aj ,
with σAj ∈ S
µ−(ρ−δ)j
ρ,δ (Ω× I). Then
B ∼
∞∑
k=0
Bk,
where Bk ∈ S
−µ−(ρ−δ)k
ρ,δ (Ω× I) is such that
σB0(x, ξ) = 1/σA0(x, ξ)
for large enough ξ, and recursively
σBN (x, ξ) =
−1
σA0(x, ξ)
N−1∑
k=0
N−k∑
j=0
∑
|α|=N−j−k
1
α!
[
∆α(x)σAj(x, ξ)
]
D(α)x σBk(x, ξ).
Theorem 6.1 applied to the parametrix from in Theorem 6.3, implies the inverse
inclusion to the singular supports from Corollary 6.2 for elliptic operators:
Corollary 6.4. Let 1 ≥ ρ > δ ≥ 0 and assume that σA ∈ S
µ
ρ,δ(Ω × I) is L-elliptic.
Then for every w ∈ D′L(Ω) we have
sing supp Aw = sing supp w.
6.3. Sobolev embedding theorem. In this subsection we give an example of a
Sobolev embedding theorem for Sobolev spaces HsL associated to L, considered in
Section 2.3. However, only limited conclusions are possible in the abstract setting
when no further specifics about L are available. Now, let C(Ω) be the Banach space
under the norm
‖f‖C(Ω) := sup
x∈Ω
|f(x)|.
We recall that we have a differential operator L of order m with smooth coefficients
in the open set Ω ⊂ Rn, and also the operator L◦ from (1.7).
The following theorem is conditional to the local regularity estimate (6.4). It is
satisfied with κ = 1 if, for example, L is locally elliptic, i.e. elliptic in the classical
sense of Rn. However, if L is for example a sum of squares satisfying Ho¨rmander’s
commutator condition, the number κ ≥ 1 may depend on the order to which the
Ho¨rmander condition is satisfied, see e.g. [GR15] in the context of compact Lie
groups.
Theorem 6.5. Let k be an integer such that k > n/2. Let κ be such that the operators
L and L◦ satisfy the inequality
(6.4)
∥∥∥∂αf
∂xα
∥∥∥
L2(Ω)
≤ C
∥∥∥(I + L◦L) κk2m f∥∥∥
L2(Ω)
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for all f ∈ C∞(Ω), for all α ∈ Nn0 with |α| ≤ k. Then we have the continuous
embedding
HκkL (Ω) →֒ C(Ω).
The proof is similar to [RT16] so we omit it.
6.4. Conditions for L2-boundedness. In this subsection we will discuss what con-
ditions on the L-symbol a guarantee the L2-boundedness of the corresponding pseudo-
differential operator OpL(a) : C
∞
L (Ω) → D
′
L(Ω). The proofs of the following results
are similar to [RT16] so we omit them.
Theorem 6.6. Let k be an integer > n/2. Let a : Ω× I → C be such that
(6.5) |∂αx a(x, ξ)| ≤ C for all (x, ξ) ∈ Ω× I,
and all |α| ≤ k, all x ∈ Ω and ξ ∈ I. Then the operator OpL(a) extends to a bounded
operator from L2(Ω) to L2(Ω).
From a suitable adaption of the composition Theorem 5.8, using that by Proposi-
tion 4.2 the operators ∂αx and D
(α)
x can be expressed in terms of each other as linear
combinations with smooth coefficients, we immediately obtain the result in Sobolev
spaces:
Corollary 6.7. Let k be an integer > n/2. Let µ ∈ R and let a : Ω×Z→ C be such
that
(6.6) |∂αx a(x, ξ)| ≤ C〈ξ〉
µ for all (x, ξ) ∈ Ω× I,
and for all α. Then operator OpL(a) extends to a bounded operator from H
s
L(Ω) to
Hs−µL (Ω), for any s ∈ R.
By using Theorem 6.3 and Corollary 6.7, we get
Theorem 6.8. Let A be an L-elliptic pseudo-differential operator with L-symbol σA ∈
Sµ(Ω× I), µ ∈ R, and let Au = f in Ω, u ∈ H∞L (Ω). Then we have the estimate
‖u‖Hs+µL (Ω)
≤ CsN(‖f‖HsL(Ω) + ‖u‖H−NL (Ω)
).
for any s,N ∈ R.
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