Abstract-We present a one-parameter family of consensus algorithms over a time-varying network of agents. The proposed family of algorithms contains the average and minimum consensus algorithms as two special cases. Furthermore, we investigate a closely related family of distributed algorithms which can be considered as a consensus scheme with fixed boundary conditions and constant inputs. The proposed algorithms recover both the Bellman-Ford iteration for finding shortest paths as well as the algorithm for calculating the mean hitting time of a random walk on a graph. Finally, we demonstrate the potential utility of these algorithms for routing in adhoc networks.
The goal of this paper is to develop a one-parameter family of general consensus algorithms which recovers both the average consensus [4] , [7] , [8] and the minimum consensus algorithms [9] . This one-parameter family of iterative algorithms utilizes a scaled version of the function that takes logarithm of a (weighted) average of exponentials of each node's value and its neighbors'. The function, known as the Log-Sum-Exp or LSE, appears in geometric programming problems and is often used as a smooth approximation of max and min functions [15] . However, when appropriately scaled by a parameter, the LSE function can also approximate the weighted average. As a result, one can use it in an iterative fashion with nearest neighbor computations in order to achieve consensus over the network. Another main contribution of this paper is to use the LSE function to recover two well-known algorithms as special cases, when a constant input and boundary conditions are added to the setup. We show that the LSE consensus algorithm recovers the Bellman-Ford iteration for computing shortest path lengths on one hand and the algorithm for computing the mean hitting time of a random walk on the other.
The paper is organized as follows: In section II we present the LSE consensus problem with minimum and average consensus as two special cases. Section III focuses on consensus problems with boundary conditions, and its connections to discrete Dirichlet problems. In section IV, we present a family of consensus algorithms with boundary conditions and inputs, as discrete analogues of a Poisson equation. Here we recover the mean hitting time algorithm as well as the Bellman-Ford scheme. We present a potential utility of these algorithms for routing in mobile adhoc networks in section IV-A. Finally, our conclusions are presented in section V.
II. DISTRIBUTED CONSENSUS ALGORITHMS
Consider a group of n agents, labeled 1 through n, in the 2-dimensional space, each of which with an internal state that can be updated over time. We denote the internal state of agent i at time t > 0 by y i (t), and by y i (0) we mean its initial state value. Also assume that each agent has no information of the global topology of the network and is only capable of communicating with agents within a fixed distance (e.g. due to communication constraints such as power). We assume that this distance is the same for all nodes and equals to r. Therefore, agent j is capable of receiving agent i's state information at a given time if and only if the distance between the two is less than or equal to r at that time.
We further assume that the topology of the network changes at discrete time steps t ∈ {0, 1, 2, · · · } according to a piece-wise constant switching signal. At each time step t, we model the network topology by an undirected graph G(t) = (V, E(t)). The vertex set of this graph, V, is the set of all agents, and is fixed over time. The pair (i, j) is in E(t) if and only if the distance between nodes i and j is less than or equal to r at time t. In literature, such a graph is known as a geometric graph [16] . We use the notion N i (t) to denote the set of neighbors of vertex i at time t.
In the rest of this section, we present a number of iterative update algorithms which eventually lead to a state value consensus over the network.
A. Average Consensus
First we explain a distributed iterative update scheme which results in the convergence of all the states to the average of the initial state values. Our scheme, in which the averaging matrix is chosen to be symmetric, is a special case of the results in [4] and [6] which only guarantee an asymptotic agreement on a weighted average (and not necessarily the average).
Our iterative update scheme is mainly based on the setup used in [8] . At each time step t ≥ 0, the state of a node is updated as a weighted sum of the states of the neighboring nodes and its own,
where the values W ij (t) can be considered as positive weights at time t, satisfying W ii (t) = 1 − j∈Ni(t) W ij (t). By defining W ij (t) = 0 for j ∈ N i (t) ∪ {i}, one can rewrite (1) in vector form as,
where y(t) = y 1 (t) · · · y n (t) T and matrix W (t) has W ij (t)
as its (i, j) entry. Now the question is whether (2) can result in an agreement in final value among all nodes, equal to the average of the initial state values. In other words, we are looking for sufficient conditions for
to hold. Here, 1 represents the vector with all entries equal to one. In order to guarantee convergence to the average, one can choose the weights to be symmetric, so that the averages are preserved over time. In [8] , the authors suggest two weight matrices for this purpose. One is simply
, known as the maximum-degree weight matrix, in which D(t) = diag(d 1 (t), · · · , d n (t)) and A(t) are the valence and adjacency matrices of G(t), respectively. The other, MetropolisHastings, is defined as: [6] , [8] for details. This theorem shows that under the weak condition of joint connectivity, by using the given weight matrices for update scheme of (2), the states of all nodes converge to the average of the initial values. Note that this is not true for a general weight matrix. In fact, as shown in [4] - [6] , although the network reaches a consensus using (2) with non-symmetric matrices, this common value may no longer be the average.
One can interpret the limit of the averaging iteration as the solution to the discrete counterpart of Laplace's equation ∇ 2 y = 0 in a continuous space. A solution to Laplace's equation is called a harmonic function. When there are no boundary conditions, any constant function satisfies Laplace's equation [14] . As a result, averaging based consensus algorithms are merely solving Laplace's equation over a discrete mesh.
B. Minimum Consensus
Now we explain another iterative process known as the minimum consensus. In this case the final state value of all nodes would be equal to the smallest initial value among them. Again consider the time-varying multiagent network with initial state value y(0). At each following time step, each node updates its state to the minimum state value of the neighboring nodes and its own,
For this update, we have the following: Theorem 2: If a jointly connected collection of the graphs occurs infinitely often, then (4) terminates in finite number of steps and lim t→∞ y(t) = min 1≤i≤n y i (0)1, leading to consensus.
Proof: For each node i, the sequence {y i (t)} ∞ t=0 is a non-increasing sequence and can only take values in a finite set. Therefore, the sequence converges and is constant for t > T , for some big enough T . Moreover, since there is a path from the minimum value node to any node i over time infinitely often, the limit of the sequence is the same for all nodes and equals to the minimum initial value.
Note that the inclusion of the state value of node i in its own update formula is crucial to the convergence. Otherwise, the state values may oscillate and do not converge at all.
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As another remark, notice that the theorem works under more relaxed conditions as well. Here, we used the strong notion of infinite often joint connectivity just in order to keep it consistent with other cases of consensus algorithms discussed. In the end, we point out that we will have similar results if we substitute min with max in (4), obtaining maximum consensus.
C. LSE Consensus
So far, we have presented two iterative processes which lead to a final value agreement over the network. The question is whether there exists a general class of algorithms, which contains average and minimum consensus algorithms as special cases. The following lemma suggests the use of Log-Sum-Exp functions for this purpose.
Lemma 1: The function f γ : R n → R, defined as
, with parameter γ = 0, is (a) increasing in x with respect to the nonnegative orthant, (b) decreasing in γ over its continuity intervals, and (c) satisfies
Proof: (a) Suppose γ is positive. Also assume that x ≤ x with respect to the nonnegative orthant, i.e.
Since log is a monotone function, we get the desired result. The case of γ < 0 is similar. For (b), consider the function
is a convex function, the term inside the braces is negative. Therefore, g(γ) and hence f γ (x) are decreasing functions of γ over continuity intervals. For the first limit in (c), if the smallest entry of x is x min , by factoring it out one can get,
. Now, as γ → 0 − , the term inside the log becomes 1 n , and therefore, the function converges to the minimum entry of vector x. By changing 0 − with 0 + , the limit recovers the largest entry of x. To get (6), one can write the Taylor's expansion of the function and take its limit as γ → ∞
2 (x) are the sample mean and variance of the elements of x.
As the lemma shows, averaging and minimum operators are limit behaviors of LSE functions. This motivates us to define an iterative process based on these functions and obtain a one-parameter family of update algorithms. For this family, we set y(0) as the initial state value and for t ≥ 0,
where the weights W ij are defined similar to the averaging case earlier. By applying the variable change z i (t) = e yi(t)/γ and writing (7) in vector form, we get z(t + 1) = W (t)z(t), which is exactly as the averaging iterative process of (2). Therefore, by picking the weight matrix W to be either the maximum-wight matrix or Metropolis-Hastings, the convergence is guaranteed, and the limit is the average of the entries of vector
This shows that all nodes reach an eventual agreement equal to the LSE of the initial values. Although the convergence is independent of parameter γ, the common limit of the state values depends on it. As we expected, this common limit becomes the average of the initial conditions as in (3), when γ → ±∞. On the other hand, as γ → 0 − , this common limit equals to the limit of the minimum consensus algorithm (4).
III. CONSENSUS ALGORITHMS WITH BOUNDARY CONDITIONS
In this section, we investigate the effect of adding boundary conditions to the iterative processes described earlier. By having boundary conditions, we mean the case in which one or more nodes in the network do not update their states, although their state values are used in the update process of their neighbors. One can interpret the boundary nodes of a network in different ways. For instance, the authors of [4] , in which the state of each node represents the heading of an autonomous constant-speed agent, consider the boundary node as a group leader which keeps its heading constant.
Here, we mainly concentrate on the case of one boundary node and provide an example of the case with two such nodes. As described in the preceding section, average and minimum consensus algorithms are limit behaviors of the family of LSE iterative processes. Therefore, we first investigate the effect of boundary conditions on LSE family, and then on average and minimum updates as its limits.
Consider the time-varying network of n nodes, which at each time step can be represented by its corresponding timedependent geometric graph, G(t) = (V, E(t)). State of node i is initialized at some value y i (0) for 1 ≤ i ≤ n. Another node, labeled n + 1, with fixed state value y c is added to the network. The addition of this boundary node (or leader as in [4] ) is equivalent to adding a vertex to G(t) for all times. One can represent the new network topology with a modified geometric graph,G = (Ṽ,Ẽ(t)). Here,Ṽ = V ∪ {n + 1} is the vertex set andẼ(t) ⊃ E(t) contains the adjacency information of the boundary node as well as of the others.
The LSE iterative process with parameter γ = 0 and one boundary node would be of the following form,
Here, unlike before W (t) ∈ R n×(n+1) is a matrix with unit row sums and satisfies W ij (t) ≥ 0 for j ∈ N i (t) ∪ {i}, and W ij (t) = 0, otherwise. Clearly, the new value of node i only depends on the values of its neighbors. Therefore, (8) is a distributed iterative process for which the following theorem holds:
Theorem 3: Suppose there exists an infinite sequence of bounded, non-empty time intervals [τ i , τ i+1 ) with τ 0 = 0, such that the collection {G(τ i ), · · · , G(τ i+1 − 1)} is jointly connected. Then (8) converges and lim t→∞ y(t) = y c 1.
The theorem says that the state values of all nodes in the network eventually converge to the value of the leader (boundary node), provided there is enough communication among them.
Proof: Apply the variable change z i (t) = e yi(t)/γ . It would be sufficient to show lim t→∞ z(t) = z n+1 (0)1. Writing the update scheme in vector form leads to
in which F (t) is the principal submatrix of W (t) of size n and b = (I − F )1 is its last column. Therefore,
where Φ tt = I and Φ jt = F (t − 1) · · · F (j). As proved in [4] , [5] , as long as there exists a jointly connected collection of graphs occurring infinitely often, we have
Since the matrix multiplied by z(0) has unit row sums, under (9), its last column should converge to vector of ones. In other words, lim t→∞ t j=1 Φ jt b(j − 1) = 1, leading to the desired result.
As described earlier, average and minimum consensus algorithms are limiting behaviors of the family of LSE algorithms. For the case of averaging algorithm, the final common value can be regarded as the solution of the discrete counterpart of Laplace's equation ∇ 2 y = 0 with ∂y = y c as the boundary condition. The problem of finding the harmonic function y satisfying Laplace's equation with boundary conditions is known as the Dirichlet problem. One method for solving this problem is the method of relaxations, which is exactly the averaging iterative method [14] .
The case for the minimum consensus algorithm with the presence of boundary conditions is slightly different. Similar to the no-boundary case, the minimum consensus algorithm does not converge in general if a node's value is not included in its own update. So, the inclusion of the node value in its update iteration as in
is crucial to the convergence. But even then, although the iteration converges, it does not necessarily end up in a global consensus, unless the leader has the minimum value among all nodes. In fact, the nodes can only achieve local value agreements. More precisely, two non-boundary nodes reach the same value if there exists a path between the two not passing through the leader. Otherwise, they may have different values. The reason is that the leader blocks the propagation of information from one part of the graph to another. We now investigate an example of the averaging algorithm with two boundary nodes which can be used in obtaining the resistance distance between nodes of the graph, in a distributed fashion. The resistance distance between a pair of vertices i and j, denoted by R ij , is the electrical resistance measured across nodes i and j, when the network represents an electrical circuit with each edge as a unit resistor. It is known that the resistance distance between a pair of vertices is proportional to the expected commute time of the natural random walk (the random walk which jumps to a neighboring node with equal probability) between them [17] , [18] . The commute time of a random walk on the graph between a pair of vertices i and j, is the time it takes to return to vertex i for the first time after starting from i and passing through vertex j [18] .
Consider the time-invariant network of n nodes with two boundary nodes labeled n+1 and n+2 added to it. (This can be regarded as a special case of a more general framework in [13] ). We denote the original n-vertex graph of the network by G, and byG we are referring to the graph obtained by adding the two boundary nodes. The adjacency matrix of the latter can be written in terms of the adjacency matrix of the former,Ã
and C ∈ R 2×2 . We set the values of nodes n + 1 and n + 2 to one and zero, respectively. If we denote the adjacency and valence matrices of G by A and D respectively, the averaging iterative update with the presence of these two boundary nodes and with uniform weights can be written in vector form as
where, B = diag(b 1 + b 2 ) and y(t) is the value of the n non-boundary nodes of the graph. Hence,
As proved in [13] , the term (D + B) −1 A has a subunit spectral norm. As a result, the first term on the right-handside goes to zero, and the second term converges, leading to
Therefore, the limit y * satisfies
A reader familiar with circuit theory, can easily recognize (10) as Kirchhoff's current law (KCL) in the circuit obtained by replacing each edge ofG with a unit resistance, connecting node n + 1 to a unit voltage source and grounding n + 2. Here, y * denotes the voltage of the other n nodes of the graph. Therefore, the averaging algorithm is actually solving for the voltages of the nodes in the circuit. By having y * , one can easily compute the current of each edge, in particular, the total current injected to the circuit by the voltage source. Hence, in this case, the averaging update can provide us with a method to compute the resistance distance between nodes n + 1 and n + 2, in a completely distributed fashion. Aside from this, y * contains even more information about the topology of the graph. In fact, y * i is the probability that the natural random walk on the graph started from node i hits node n + 1 before node n + 2 [14] , [17] .
IV. LOG-SUM-EXP ALGORITHMS WITH BOUNDARY
CONDITIONS AND INPUT In the previous sections we discussed the family of iterative LSE processes with and without the presence of boundary conditions. We also investigated the limit behaviors of this family, namely the averaging and minimum consensus algorithms. We now turn to another variant of these algorithms by introducing a fixed input to the update equation. We show that for the case of fixed network topology, the family of LSE algorithms can provide us with shortest path and mean hitting time information.
Consider the n-node network with initial state value y(0). Also consider that a boundary node, labeled n+1, is added to the network, such that the overall resulting geometric graph, G, is connected. We fix the state value of the boundary node to 0, and setup the following iterative process,
is a row stochastic matrix with the sparsity pattern of the first n rows ofÃ + I. We further assume that γ < 0 to guarantee that the iterative process converges. But before addressing its convergence, we investigate the limit behavior of (11) when γ varies. By lemma 1, when γ → 0 − , the update in (11) becomes
The reader may realize that (12) is the Bellman-Ford iterative algorithm, which converges to the length of the shortest path between any node i and the boundary node n + 1 over the graph [11] . In the context of routing on networks, if one regards node n + 1 as the destination node, lim t→∞ y i (t) would be the cost of routing a packet, in the sense of hop count, from node i to the destination node over the shortest path possible. Now, we take a look at the other end of the spectrum, γ → −∞. In this case, the limit behavior of (11) would be
One can regard this update as an iterative way to solve the discrete counterpart of Poisson's equation, ∇ 2 y = u, in a continuous space with some boundary condition [14] . Rewriting (13) in vector form leads to
in which y(t) consists only of the first n node values (the last one is constantly zero), and F is the principal n × n submatrix of W . Since F is a substochastic square matrix,
and (13) converges. The limit is the expected hitting time of node n + 1 (or expected absorption time) of a random walk defined on the graph with P (S t+1 = j|S t = i) = W ij as the transition probability, where S t denotes the state of the random walk at time t [19] , [20] . For the special case of uniform weights over the graph, i.e. treating all neighboring nodes equally, this limit would be the mean hitting time of the natural random walk defined on the graph. Similar to the Bellman-Ford case, in the context of routing one can regard node n + 1 as the destination node. If so, then lim t→∞ y i (t) is the expected cost of routing from node i, if the packet is sent randomly to an adjacent node at each time step. Now, that we have seen the limiting interpretations of the LSE family, we proceed to a general member of this family. We have the following theorem.
Theorem 4: For γ < 0, the distributed iterative update of (11) converges and the limit does not depend on the initial values. Moreover, the limit is element-wise decreasing in γ.
Proof: Applying the variable change z i (t) = e yi(t)/γ and rewriting (11) in vector form leads to
in which F is the n × n principal submatrix of W and b = (I − F )1 is its last column. Since γ is a negative number, we have e 1/γ F < F ≤ 1, guaranteeing convergence. By rewriting the equation in terms of y, we obtain the limit
which is independent of the initial state values. The proof of the second part is by induction. Consider two different setups of (11) with parameters γ < γ < 0. Since the limit does not depend on the initial values, without loss of generality, one can assume that both iterations start from the same initial state values, y(0) = y (0). Now, as induction hypothesis, assume that y(t) ≤ y (t). Therefore,
Note that here, f γ : R n → R n is a misuse of notation, and is referring to the update in (11) . This result shows that y(t) is less than or equal to y (t) for all t, and hence their limits satisfy the same ordering as well.
A. Discussion
The above theorem says that (11) provides us with a oneparameter family of converging algorithms. Intuitively, one can assume that there exists a trade-off between exploration and exploitation as γ varies between its two extremes. At one extreme, we have a natural random walk which deals indistinctively with all neighboring nodes. In this case, the random walk jumps to a neighboring node with equal probability and y * −∞ provides us with the expected number of steps it takes for the walk to hit node n + 1. On the other hand, one can interpret the other extreme as a random walk which, with probability one, moves towards the destination node, over the shortest path possible. Again, y * 0 is the (expected) number of steps to hit n + 1. For any other γ ∈ (−∞, 0), we have a combination of the two walks, and y * γ converges to a number between the two limits, providing us with some notion of expected number of steps to get to n+1. As a result, the scalar parameter γ can be interpreted as a "temperature" of some sort, controlling the entropy of the distribution.
As Bellman-Ford and its variants are a natural way of finding shortest paths and are extensively used for routing in networks, a good question to ask is whether other converged values can be used for routing as well. There is some evidence that this is indeed the case; using a simple counterexample argument one can show that in the limit, each node has a neighbor with a smaller limit value, since the iteration converges to a potential [14] . This suggests that the elements of vector y * γ can be used for routing over the network. The routing strategy would be as follows: if at time t the packet is in node i, it is transmitted to node j ∈ N i at time t + 1 such that y * γ (j) ≤ y * γ (k) for all k ∈ N i , until it eventually lands in the destination node. Based on the trade-off between exploration and exploitation, although paths derived for none zero values of γ are not necessarily optimal, we suspect them to be more robust to changes in the topology of the network.
V. CONCLUSION
In this paper, we presented a one-parameter family of consensus algorithms which recovers the minimum consensus and average consensus as two special cases. The key idea was to use the Log-Sum-Exp (LSE) function as the iteration function for each node and its neighbors. It was shown that modifications of the algorithm, by imposing a boundary node and adding an input, will result in a one-parameter family of iterative schemes that recovers the well-known Bellman-Ford iteration and the mean hitting time iterations as two special cases. We plan to extend these results by exploring the connections between this family of algorithms and Markov decision processes with entropy constraints in the future.
