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Minimizers of anisotropic surface tensions
under gravity: higher dimensions via
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Abstract
We consider a variational model describing the shape of liquid drops and
crystals under the influence of gravity, resting on a horizontal surface. Mak-
ing use of anisotropic symmetrization techniques, we establish existence,
convexity and symmetry of minimizers for a class of surface tensions ad-
missible to the symmetrization procedure. In the case of smooth surface
tensions, we obtain uniqueness of minimizers via an ODE characterization.
1 Introduction
In this work, we consider questions of existence, regularity and uniqueness for
a class of variational problems describing the shape of liquid drops and crystals
under the influence of gravity and supported by a horizontal surface, from the
viewpoint of symmetrization techniques. More precisely, fixing N ≥ 2 we con-
sider minimizers of the functional
F (E) := Fs(E) +Fc(E) +Fp(E)
among sets of finite perimeter E ⊂ RN with
E ⊂ {x = (x1, x2, · · · , xN) ∈ RN : xN > 0},
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and satisfying the volume constraint |E| = m for some fixed m > 0, where
the terms Fs, Fc and Fp are functionals respectively representing the internal
surface tension of the drop or crystal, the contact energy between the shape and
the supporting surface, and the gravitational potential energy.
For the purposes of our study, we will assume that the surface energyFs takes
the form
Fs(E) :=
∫
∂∗E∩{x:xN>0}
f(νE(x))dHN−1(x)
for a given convex function f : RN → R+ which is positively 1-homogeneous
(i.e. f(λx) = λf(x) for all λ > 0, x ∈ RN ), and satisfies f(x) > 0 for |x| > 0.
Here, ∂∗E denotes the reduced boundary of E and for each x ∈ ∂∗E, νE(x)
refers to the (measure theoretic) unit outer normal to E at x. We shall also impose
some additional symmetry (Definition 3.1) and admissibility (Definition 3.5) con-
straints on the function f which are adapted to our particular approach; as will be
discussed shortly, these enable the application of a suitable codimension N − 1
Steiner symmetrization procedure (see for instance Figure 4).
Moreover, letting ω ∈ (−f(eN), f(−eN)) be given, we shall assume that the
contact energy takes the form
Fc(E) := ωHN−1(∂∗E ∩ {x : xN = 0}),
while the gravitational potential is
Fp(E) :=
∫
E
xNdx, E ∈ Fm,
where Fm denotes the collection of sets of finite perimeter
E ⊂ {x = (x′, xN) ∈ RN = RN−1 × R : xN > 0}
which satisfy the volume constraint |E| = m (see (2.2 below).
With this choice of energy functionals, the problem of finding minimizers
to F is known as the sessile drop problem, and may be seen as an attempt
to understand the balance between the energies involved. The condition ω ∈
(−f(eN), f(−eN)) is a natural requirement for the existence of minimizers, en-
suring that it is not energetically preferred for minimizers to “spread out” into an
infinitesimally thin sheet or to separate from the supporting surface (these two
cases may be seen as endpoints of the contact angles depicted in Figures 1 and 2).
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Et = α(t)Kh
Figure 1: Example of a minimizer of F with ω > 0, together with its associated
profile. The minimizer is axially symmetric (see Theorem 3.10), and is therefore
characterized by the curve {(α(t), t) : t > 0} ⊂ R2}, whose even reflection
across the axis x1 = 0 is depicted at right.
The surface energy defined above is a variant of the Wulff functional
E 7→
∫
∂∗E
f(νE(x))dHN−1(x), (1.1)
which is a common mathematical model for the shape of crystalline structures
driven by surface tension. When the weight function f is given by f(ν) = |ν|,
the functional (1.1) reduces to the perimeter of E, while the functional Fs(E)
reduces to the relative perimeter of E with respect to the half space RN+ . This
setting is referred to as the isotropic case – the dependence on the direction of the
outer normal disappears. On the other hand, crystalline shapes are modelled by
piecewise linear weights f (in which case the Wulff shape Kf is polygonal).
In the isotropic setting, the study of minimizers of F is a classical problem
and has been studied by a wide variety of authors. In particular, we note the works
of Gonzalez [18, 19] in which symmetrization techniques are used to establish
existence, symmetry and regularity for the isotropic sessile drop problem. Subse-
quently, Gonzalez and Tamanini studied the convexity of minimizers [20]. Con-
cerning stationary points for the functionalF , Wente [35, 36] established symme-
try and stability results for such surfaces, while Finn [13, 14] established unique-
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ness results for the symmetric sessile drop. These works have formed the basis of
a rich literature in the subject; see, for instance [21, 30, 5, 6, 22, 29, 32, 10, 11].
In the anisotropic case, when f is no longer constant on SN−1, the study of
the shape of sessile drops is considerably more subtle. The unique minimizer of
(1.1) with respect to a volume constraint of the form |E| = m is well-known to
be a convex set known as the Wulff shape [31, 38]; in particular, this set may be
written as
Kf :=
⋂
ν∈SN−1
{x ∈ RN : x · ν < f(ν)}.
When the contact energy is taken into account (i.e. we consider minimizers of
Fs +Fc), the minimizer to the resulting variational problem is a truncated Wulff
shape; this is the result of the classical Winterbottom construction [37] (see also
[39]).
Much of the prior work in the anisotropic case concerns the planar caseN = 2;
in particular, we point out the work of McCann [28] (and the work of Okikiolu
cited therein), in which for a general class of surface tensions and potentials (not
necessarily restricted to the gravitational case considered here) minimizers are
shown to consist of a countable union of connected components, each of which
is convex and a minimizer among convex sets of the same mass. Moreover, in
the case of the half space with gravitational potential, Avron, Taylor and Zia have
established convexity and uniqueness of minimizers [3]. However, in the higher
dimensional setting N > 2, much less is known. We make particular mention of
the recent work of Figalli and Maggi [12], where (again for general potentials) the
authors show that minimizers of sufficiently small mass are convex and uniformly
close to the Wulff shape.
Motivated by the utility of symmetrization techniques in the isotropic case, the
goal of the present work is to approach the problem with the aim of applying re-
cent developments in anisotropic symmetrization, that is, notions of symmetriza-
tion adapted to the functional Fs (see for instance [33], as well as Definition 3.1
and Theorem 3.7 below).
A first difficulty in implementing this approach is the use of a non-standard
form of the anisotropic symmetrization, for which the identification of equality
cases presents some subtlety. Moreover, while in the isotropic case the theory
of minimal surfaces may be applied to obtain analyticity of minimizers (which is
then used to obtain convexity [20]), such an approach is not feasible in our setting
as a consequence of the fact that non-smooth weights are included in the class
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Figure 2: Examples of profiles of minimizers ofF with (a) ω = 0 and (b) ω < 0.
The contact angle of the minimizer with the supporting plane is determined by
the parameter ω (see Theorem 3.11), while the precise shape of the profile is the
consequence of a balance between the Wulff shape associated to the function f
and the pull downward of the gravitational potential.
of admissible surface energies. Our arguments therefore proceed in a different
manner. In particular, the main results of our study take the following form:
• Identify a suitable class of symmetrizable surface tensions and characterize
the equality cases in the relevant symmetrization inequality.
• Use the direct method of the Calculus of Variations to prove existence of
minimizers.
• Prove that symmetric minimizers consist of a single convex connected com-
ponent.
• Prove that all minimizers are symmetric (and therefore convex).
• Characterize the profile of minimizers as the solution of an ODE along with
boundary conditions (corresponding to the classical Young’s equation de-
scribing the contact angle between a liquid drop and a surface).
• Under appropriate smoothness hypotheses, show that there exists a unique
minimizing shape.
We remark that once the symmetrization framework is in place, the key step
in this series of arguments is to obtain the convexity of symmetric minimizers.
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For this, we use a delicate construction involving fine properties of sets of finite
perimeter to show that such minimizers cannot have points of local non-convexity
(if such points were present, we could construct a set with smaller energy). In par-
ticular, this argument can be viewed as expressing the balance between the surface
energy’s preference for convexity (the Wulff shape is convex) with the preference
for mass to be “pulled downward” by gravitational forces. After establishing the
convexity of symmetric minimizers, the ensuing additional regularity is used as a
key tool to show that all minimizers are symmetric. We refer to the discussion in
Section 3 for the precise statements of our results, and for further descriptions of
the techniques involved.
We also point out the recent work of Koiso and Palmer [23, 24, 25] where
anisotropic capillarity problems have been studied for smooth surface tensions,
without a gravitational term (and using different techniques). In particular, we
observe that the work [25] makes use of symmetrization techniques (in particular,
the notion of a Wulff shape having product form is analogous to the notion of
symmetrizable functions f given in Definition 3.1 below).
Outline of the paper
We now describe the outline of the remainder of the paper. In Section 2 below,
we recall some background material and establish our notation, while in Section
3, we give the precise statement of our results. Sections 4 through 7 are then
devoted to the proofs of these results. In particular, in Section 4 we develop a
suitable form of the anisotropic symmetrization inequality (including a careful
examination of the case of equality). Continuing in Section 5, this symmetrization
result is used to establish the existence of minimizers for the variational problem,
while in Section 6 we use a delicate construction involving fine properties of sets
of finite perimeter to establish regularity and convexity properties for symmetric
minimizers. Section 7 is then devoted to the study of general minimizers, using
the equality case of the anisotropic symmetrization to show that all minimizers are
symmetric, and establishing the uniqueness of minimizers via ODE techniques.
2 Preliminaries and Notation
Throughout our discussion we let N ≥ 2 be fixed, and for each x ∈ RN , we write
x = (x′, xN) ∈ RN−1 × R.
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We also use the projections pi1 : RN → RN−1 and piN : RN → R given by
pi1(x) = x
′ and piN(x) = xN .
For each k ≥ 1, we let Lk denote the k-dimensional Lebesgue measure; for
E ⊂ Rk, we will often write |E| = Lk(E). Likewise, for each d ≥ 1, we will
let Hd denote the d-dimensional Hausdorff measure. Given a measure µ, we let
|µ| denote its total variation and supp µ denote its support. Finally, given a set
E ⊂ RN and t ∈ R, we shall use the notation
Et := {x ∈ RN−1 : (x, t) ∈ E}. (2.1)
Let Ω ⊂ RN be a given open set. Recall that the space of functions of bounded
variation is defined by
BV (Ω) :=
{
f ∈ L1(Ω) : sup
{∫
Ω
f div φdx : φ ∈ C1c (RN ;RN), |φ| ≤ 1
}
<∞
}
,
and note that BV (Ω) is the set of functions f for which the distributional deriva-
tive Df is a Radon measure with |Df |(Ω) <∞.
Let F(Ω) denote the collection of sets of finite perimeter in Ω, i.e. sets E ⊂ Ω
such that χE ∈ BV (Ω). For any set E ∈ F(RN), we let ∂∗E denote the reduced
boundary of E, consisting of the points x ∈ supp |DχE| such that the limit
νE(x) := − lim
ρ↓0
DχE(B(x, ρ))
|DχE|(B(x, ρ))
exists in RN and satisfies |νE(x)| = 1. We shall also use the notation Fm, m > 0,
to denote the collection
Fm := {E ∈ F({x : xN > 0}) : |E| = m} (2.2)
of admissible competitors for minimization of the functional F with respect to
the volume constraint |E| = m.
In general, sets of finite perimeter may be quite degenerate. Nevertheless, we
recall the following results, which allow one to slice an arbitrary set E having
finite perimeter into sets Et as in (2.1). These results will be an essential tool for
our analysis; they originate with the work of Vol’pert [34] (for proofs of these
results, we refer the reader to [2, 4, 8]).
Lemma 2.1. Let N ≥ 1 and suppose that E ⊂ RN is a set of finite perimeter.
Then there exists a subset G(E) of piN(E) ⊂ R having full measure such that for
every t ∈ G(E),
7
(i) Et has finite perimeter,
(ii) HN−2(∂∗(Et)∆(∂∗E)t) = 0, and
(iii) ForHN−2-a.e. x′ with (x′, t) ∈ (∂∗E)t∩∂∗(E)t, we have pi1(νE(x′, t)) 6= 0.
A fundamental tool throughout our analysis is the following case of the coarea
formula, which will allow us to compute the surface energy by slices.
Lemma 2.2. Let N ≥ 1 and suppose that E ⊂ RN is a set of finite perimeter.
Then for every Borel function g : RN → [0,+∞],∫
∂∗E
g(x)|pi1(νE(x))|dHN−1(x) =
∫
G(E)
∫
∂∗Et
g(x′, t)dHN−2(x′)dt
As a consequence of Lemma 2.2 and basic properties of sets of finite perime-
ter, one obtains that for any set A of finite perimeter, the map t 7→ |At| belongs to
BV. In particular, we have the following lemma:
Lemma 2.3. Fix N ≥ 1. Then for every A ∈ F({x ∈ RN : xN > 0}) there exists
vA ∈ BV ([0,∞); [0,∞]) such that
(i) vA(t) = |At| for almost every t ∈ [0,∞), and
(ii) vA is differentiable on the set G(A) given by Lemma 2.1, with
v′A(t) = −
∫
(∂∗A)t
piN(νA(x
′, t))
|pi1(νA(x′, t))|dH
N−2(x′), t ∈ G(A).
We use this opportunity to establish some auxiliary notation which will be
useful in the sequel. In particular, for each A ∈ F({x ∈ RN : xN > 0}) we let v−A
and v+A be the left and right continuous representatives of the function vA given by
Lemma 2.3; in particular, we note the identities
v−A(t) = lim
↓0
vA(t− ), v+A(t) = lim
↓0
vA(t+ )
for all good representatives v of v and every t ∈ [0,∞) (see [2, pg. 136] for the
notion of good representative of a BV function in this context). Moreover, we
will also make use of the quantities
r±A(t) := (v
±
A(t)/|Kh|)
1
N−1 . (2.3)
Equipped with this notation, we remark that the convexity ofK implies that vK
is continuous with vK(t) = v−K(t) = v
+
K(t). To aid the clarity of our exposition,
we will use the notation rA(t) := r+A(t) when the continuity properties of the
representative are not relevant.
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3 Statement of main results
We now give the precise statements of our results. As we described in the in-
troduction, our goal is to apply symmetrization techniques to the study of mini-
mizers of F . Since the Wulff shape may be any open convex set in general, we
must restrict ourselves to an appropriate class of surface tension functionals which
possess a suitable notion of symmetry. In particular, we will restrict our study to
symmetrizable sets in the following sense:
Definition 3.1 (Symmetrizability). Let f : RN → R+ be convex and positively 1-
homogeneous, with f(x) > 0 for |x| > 0. We say that f is symmetrizable if there
exist lower-semicontinuous functions h : RN−1 → [0,∞) and φ : [0,∞) × R →
[0,∞) such that
• h is positively 1-homogeneous, convex, and satisfies h(x′) > 0 for |x′| > 0,
• φ is convex, and
• the identity f(x) = φ(h(x′), xN) holds for every x = (x′, xN) ∈ RN−1 ×
R = RN .
Remark 3.2. Suppose that f is symmetrizable with f(x) = φ(h(x′), xN). Then φ
is positively 1-homogeneous on Rng (h)×R. Indeed, for every (s, t) ∈ Rng (h)×
R and λ > 0 we choose ξ ∈ RN−1 such that h(ξ) = s and therefore obtain
φ(λs, λt) = φ(λh(ξ), λt) = φ(h(λξ), λt) = f
(
λ(ξ, t)
)
= λf(ξ, t) = λφ(h(ξ), t) = λφ(s, t).
Example 3.3. If f(x) = |x|p with p > 1, then we may take φ(a, b) = |(a, b)|p =
(|a|p + |b|p) 1p and h(x) = |x|p, so that φ is convex and lower-semicontinuous.
Moreover, for every x ∈ RN , we have
φ(f(pi1(x), 0), piN(x)) = (|f(pi1(x), 0)|p + |piN(x)|p)
1
p
= (
N−1∑
i=1
|xi|p + |xN |p)
1
p = |x|p = f(x).
The notion of symmetrizability established in Definition 3.1 corresponds to
asking that the Wulff shape Kf is axially symmetric with respect to an open con-
vex set Kh ⊂ RN−1. Indeed, this is the content of our next lemma, where we
show that the set Kh is exactly the Wulff shape corresponding to the function h.
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Lemma 3.4. Let f be symmetrizable with f(x) = φ(h(x′), xN), and let K ⊂ RN
be the Wulff shape associated to f . Then there exists α : R→ [0,∞) concave on
{t : α(t) > 0} such that
(i) Kt = ∅ for every t ∈ R with α(t) = 0, and
(ii) Kt = α(t)Kh for every t ∈ R with α(t) 6= 0,
where Kt is defined as in (2.1) and where Kh denotes the Wulff shape in RN−1
corresponding to the function h.
Conversely, given an arbitrary lower-semicontinuous, positively 1-homogeneous,
convex function f satisfying f(x) > 0 for |x| > 0, if there exists an open convex
set Kh ⊂ RN−1 such that the Wulff shape K for f satisfies (i) and (ii), then f is
symmetrizable.
Proof. We begin with the second statement. Suppose that f and Kh are given
such that (i) and (ii) hold for some α : R→ [0,∞) as above, and let h : RN−1 →
[0,∞) be the unique positively 1-homogeneous convex function with Wulff shape
Kh (obtained via the characterization h(ν) = sup{x ·ν : x ∈ Kh} for ν ∈ RN−1).
Then for every x = (x′, xN) ∈ RN−1 × R, we have
f(x) = sup
{
α(yN)h(x
′) + xNyN : yN ∈ piN(K)
}
,
Defining φ(s, t) = supyN∈piN (K)[sα(yN) + tyN ] for each s, t ∈ R, we therefore
obtain f(x) = φ(h(x′), xN) for every x = (x′, xN) ∈ RN−1 × R.
Conversely, suppose that f is symmetrizable. For each t ∈ R, define
α(t) = inf
yN∈piN (K)
max{φ(1, yN)− tyN , 0}.
Straightforward calculations now give the desired concavity for α along with the
conditions (i) and (ii).
We also introduce some further technical restrictions on f which appear in our
arguments. In particular, we define the following notion of admissibility:
Definition 3.5 (Admissibility). Let f : RN → R+ be convex and positively 1-
homogeneous, with f(x) > 0 for |x| > 0. We say f is admissible if f is sym-
metrizable in the sense of Definition 3.1 and, writing
f = φ(h(x′), xN),
the function φ is strictly convex, and C1 in a neighborhood of (0,±1), with
∂1φ(0,±1) = 0.
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Kh
Kt = α(t)Kh
Figure 3: An example of the Wulff shape associated to an admissible function f :
R3 → R+. The set is axially symmetric with respect to the axis {(x′, x3) : x′ = 0}
and the set Kh ⊂ R2. The set Kh is the Wulff shape associated to the function h.
The convexity and smoothness assumptions on φ in the notion of admissi-
bility are important technical assumptions which are used in our construction of
competitors for minimality. In particular, these assumptions imply that the Wulff
shape K associated to f is smooth and “flat” at the top and bottom (see also the
discussion in Section 6.1 below). Equipped with the notion of admissibility, we
are now ready to state the main results of our study. We begin with the notion of
anisotropic symmetrization,
Definition 3.6 (Anisotropic symmetrization). Let f : RN → R+ be convex and
positively 1-homogeneous, with f(x) > 0 for |x| > 0. Suppose that f is admissi-
ble in the sense of Definition 3.5, f(x) = φ(h(x′), xN), and letKh ⊂ RN−1 be the
Wulff shape associated to h. For each set of finite perimeter A ⊂ RN , we define
the anisotropic symmetrization A∗ of A ⊂ RN by
A∗ = {(x′, t) : x′ ∈ (vA(t)/|Kh|)
1
N−1 Kh, t ∈ R},
where vA is as in Lemma 2.3.
Note that Lemma 2.3 can be combined with the characterization of functions
of bounded variation by sections (c.f. [2, Remark 3.104]) to show that the sym-
metrization A 7→ A∗ preserves the property of being a set of finite perimeter.
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This symmetrization was introduced in [33], and may be seen as the analogue
of Steiner symmetrization (with codimension N − 1) for the convex symmetriza-
tion of Alvino, Ferone, Trombetti and Lions in [1]. In the context of the functional
F , our main symmetrization result is the following theorem, which establishes the
relationship between the anisotropic symmetrization and the functional F .
Theorem 3.7 (Symmetrization inequality for F ). Suppose that f : RN → R+ is
admissible, and fix ω ∈ (−f(eN), f(−eN)). Then for any set of finite perimeter
A ⊂ RN−1 × [0,∞), the set A∗ has finite perimeter and
F (A∗) ≤ F (A). (3.1)
A key step in the proof of Theorem 3.7 is to show that the anisotropic sym-
metrization leads to a decrease in the surface energy Fs. We remark that such a
result is present in [33], where the author proceeds by approximation of χA using
functions in W 1,1. Since the case of equality will be essential to our identifica-
tion of minimizers, we pursue a different presentation based on an approach to
the isoperimetric problem via Fubini’s theorem (see for instance [9], as well as
[4, 8, 17, 26]). In particular this approach is based on computing the symmetriza-
tion by slices, and has the benefit of allowing easier access to geometric properties
of minimizers.
With this symmetrization result in hand, we now turn to the main topic of our
investigation, the study of minimizers ofF . Our first result concerns the existence
of minimizers.
Theorem 3.8 (Existence of minimizers). Fix m > 0, ω ∈ (−f(eN), f(−eN)) and
let f be given admissible with f(x) = φ(h(x′), xN). Then there exists a minimizer
E0 ∈ Fm for F among sets in Fm, with Fm given by (2.2).
The proof of Theorem 3.8 is based on the direct method of the calculus of
variations and is given in Section 5. In particular, choosing a minimizing sequence
and invoking the symmetrization result of Theorem 3.7, we obtain uniform bounds
which enable us to use classical compactness theorems for sets of finite perimeter.
Theorem 3.8 follows once we establish a suitable lower-semicontinuity result for
the functionalF . The arguments involved are closely related to the isotropic case
[18] where symmetrization results are exploited in a similar manner, although we
remark that the anisotropic setting does present some subtlety in establishing the
lower-semicontinuity of the contact energy when ω < 0. We refer the reader to
Section 5 for further discussion of this point.
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A A∗
Figure 4: The symmetrization defined in Definition 3.6. Each slice At = {(x′, t) :
(x′, t) ∈ A} of the original set A is mapped to the rescaled Wulff shape A∗t =
{(x′, t) : x′ ∈
(
vA(t)
|Kh|
)1/(N−1)
Kh} which satisfies |At| = |A∗t |.
The next two results concern regularity properties of minimizers. In particu-
lar, we begin by establishing the convexity of symmetric minimizers; here, and
in the remainder of this paper, we use the term symmetric in the context of the
symmetrization E 7→ E∗ given by Definition 3.6.
Theorem 3.9 (Convexity of symmetric minimizers). Fix m > 0 along with ω ∈
(−f(eN), f(−eN)), and let f be given admissible with f(x) = φ(h(x′), xN).
Let E ∈ Fm be given such that E = E∗. If E is a minimizer for F , then
{t : vE(t) > 0} is an interval of the form (0, Tmax) and rE is concave on [0, Tmax].
The proof of Theorem 3.9 is based on a competitor argument, in which a
family of rescaled copies of the Wulff shape for f is used to construct a local
competitor at hypothetical points of non-convexity. By this construction, we show
that the functionalF takes on a smaller value for the competing set; we therefore
obtain that such points of non-convexity cannot exist. The argument may be seen
as a rather delicate localization of the arguments which establish convexity in the
isotropic case [20]. As we remarked above, the proof in [20] makes strong use
of the regularity theory of minimal surfaces to obtain analyticity of minimizers,
which is not available in our setting. To compensate, our arguments proceed with
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a more localized construction which carefully exploits fine properties of sets of
finite perimeter in place of these a priori regularity results. We refer to Section 6
for a more detailed description.
The next step in our analysis is to extend the convexity of Theorem 3.9 to
arbitrary - that is, not necessarily symmetric - minimizers for F . In particular,
using the equality condition of the symmetrization result Theorem 3.7, we show
that arbitrary minimizers are symmetric and therefore convex (by Theorem 3.9).
Our main result takes the form
Theorem 3.10 (Symmetry and convexity of minimizers). Fixm > 0 together with
ω ∈ (−f(eN), f(−eN)) and let f be given admissible with f(x) = φ(h(x′), xN).
Suppose that E ∈ Fm is a minimizer for F . Then there exists a function α :
[0,∞)→ R+ and a constant β0 ∈ RN−1 such that
Et = β0 + α(t)Kh
for a.e. t ∈ [0, Tmax]. Moreover, α is concave on [0, Tmax].
The proof of Theorem 3.10 is based on the analysis of symmetric minimizers
of Section 4 combined with a study of the regularity properties of the barycenter
of each slice of the minimizer. These arguments originate in the recent work of
Barchiesi, Cagnetti and Fusco [4], where the authors study the equality cases and
stability of the classical Steiner symmetrization with arbitrary codimension.
We conclude our study by giving an ODE characterization of minimizers along
with an associated boundary condition (analogous to the classical Young’s law in
the isotropic case) in the case that f is sufficiently smooth:
Theorem 3.11 (ODE characterization of minimizers and anisotropic Young’s law).
Suppose that φ isC2. Then any minimizerE satisfies the Euler-Lagrange equation
− d
dt
[
(N − 1)rN−2E ∂2φ(Λ,−(N − 1)r′E)
]
= (N − 2)rN−3E φ(Λ,−(N − 1)r′E)
+ (N − 1)(t+ λ)rN−2E (3.2)
along with the boundary condition
−∂2φ(Λ,−(N − 1)r′E(0)) = ω, (3.3)
where
Λ =
Ph(Kh)
|Kh| and Ph(Kh) =
∫
Kh
h(νKh(x
′))dx′.
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We then use this ODE characterization to show the uniqueness of minimiz-
ers, basing our analysis on an adaptation of the argument given by Finn for the
uniqueness of the classical isotropic sessile drop [13].
Theorem 3.12 (Uniqueness of minimizers). Suppose that φ and h are smooth,
and let ω ∈ (−f(eN), f(−eN)) be given. Then for each m > 0 there exists a
unique minimizer E ∈ Fm.
4 Anisotropic symmetrization.
This section is devoted to the symmetrization arguments which form the basis for
our study. In particular, our goal is to develop the machinery necessary to establish
Theorem 3.7, with particular attention paid to the case of equality. Our proof of
this theorem is based on an analysis of the slices At defined in (2.1), making use
of Lemmas 2.1, 2.3 and 2.2. To facilitate our arguments, we consider the dual
function
h∗(x) := sup{x · y : h(y) = 1},
which gives the convenient characterization Kh = {x : h∗(x) < 1} of the Wulff
shape for h. We observe that our hypotheses on h imply that h∗ is positively
1-homogeneous and convex; in particular, it is differentiable almost everywhere.
Moreover, we have the following remark, which was observed by Van Schaftingen
in [33] as a key component of the analysis. We include the argument here for the
convenience of the reader.
Remark 4.1. ([33, Theorem 6.2]) The identity h(∇h∗(x′)) = 1 holds at every
point of differentiability for h∗. Indeed, suppose that h∗ is differentiable at x ∈
RN−1. Then the theory of subdifferentials for convex functions gives ∂h∗(x) =
{∇h∗(x)}, where
∂h∗(x) := {z ∈ RN−1 : ∀ y ∈ RN−1, h∗(y) ≥ h∗(x) + z · (y − x)}.
On the other hand, writing h∗(x) = sup{ x·yh(y) : |y| = 1}, we note that the
lower-semicontinuity of h and compactness of the unit sphere allow us to choose
y0 ∈ RN−1 such that |y0| = 1 and h∗(x) = x · y0/h(y0). Setting y˜0 = y0/h(y0),
we then have h(y˜0) = 1 and h∗(y˜0) = x · y0. This in turn implies
h∗(y) ≥ y · y˜0 = x · y˜0 + (y − x) · y˜0 = h∗(y˜0) + (y − x) · y˜0 ∀ y ∈ RN−1,
so that y˜0 belongs to the set ∂h∗(x). Thus,∇h∗(x) = y˜0, which gives h(∇h∗(y)) =
h(y˜0) = 1 as desired.
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With this remark in hand, we now compute the normal to a symmetric set.
Lemma 4.2. Suppose A ∈ Fm satisfies At = rA(t)Kh for a.e. t ∈ [0,∞) with
rA(t) as in (2.3), and define
F := {(s, t) : s < rA(t)}.
Then, for a.e. t ∈ [0,∞) andHN−2-a.e. x′ ∈ ∂∗At ∩{x′ : pi1(νA(x′, t)) 6= 0},
we have pi1(νF (h∗(x′), t))∇h∗(x′) 6= 0, and
νA(x
′, t)
|pi1(νA(x′, t)| =
1
|pi1(νF (h∗(x′), t))∇h∗(x′)|
(
pi1(νF (h∗(x′), t))∇h∗(x′)
pi2(νF (h∗(x′), t))
)
.
(4.1)
Moreover, for a.e. t ∈ [0,∞) andHN−2-a.e. x′ ∈ ∂∗At∩{x′ : pi1(νA(x′, t)) =
0}, we have
νF (h∗(x′), t) =
(
0
piN(νA(x
′, t))
)
. (4.2)
Proof. Let (ρn) ⊂ C∞0 (R2) be a sequence of mollifiers and set fn = ρn ∗ χF for
each n ∈ N. Moreover, define an : RN → R by
an(x) = fn(h∗(x′), t).
Fix φ ∈ C10(RN ;RN). By dominated convergence, we have
lim
n→∞
∫
RN
an(x) div x φ(x)dx =
∫
RN
χA(x) div x φ(x)dx. (4.3)
This quantity is then equal to∫
∂∗A
φ(x) · νA(x)dHN−1(x)
=
∫ ∞
0
∫
∂∗At
φ(x′, t) · νA(x
′, t)
|pi1(νA(x′, t))|dH
N−2(x′)dt
+
∫
∂∗A∩{pi1(νA(x))=0}
piN(φ(x))piN(νA(x))dHN−1(x), (4.4)
where we have used the Gauss-Green formula for sets of finite perimeter and
Lemma 2.2.
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On the other hand, for every n ∈ N, integration by parts and the chain rule
give ∫
RN
an(x) div x φ(x)dx = −
∫
RN
∇x[an(x)] · φ(x)dx
= −
∫
R
∫
RN−1
(∂1fn)(h∗(x′), t)(∇h∗)(x′) · pi1(φ(x′, t))dx′dt
−
∫
R
∫
RN
(∂2fn)(h∗(x′), t)piN(φ(x′, t))dx′dt. (4.5)
Setting
b(y, t) :=
( ∇h∗(y) · pi1(φ(y, t))
piN(φ(y, t))
)
,
and invoking the co-area formula, the right hand side of (4.5) becomes
−
∫
R
∫ ∞
0
∫
h−1∗ ({s})
1
|∇h∗(y)|b(y, t) · ∇fn(s, t)dH
N−2(y)dsdt. (4.6)
We now let n→∞. More precisely, noting that
(s, t) 7→
∫
h−1∗ ({s})
b(y, t)dHN−2(y)
is continuous as a map from R2 to R2, we use the weak-* convergence of the
measure∇fn(s, t)L2(s, t) to DχF (s, t) to obtain that (4.6) tends to
−
∫
R×[0,∞)
∫
h−1∗ ({s})
b(y, t) · νF (h∗(y), t)χ∂∗F (h∗(y), t)
|∇h∗(y)| dH
N−2(y)dH1(s, t)
(4.7)
as n→∞. Then, applying Lemma 2.2 and using the coarea formula, we obtain
lim
n→∞
∫
RN
an(x) div x φ(x)dx = (I) + (II), (4.8)
where
(I) := −
∫
R
∫
RN−1
b(x′, t) · νF (h∗(x′), t)χ∂∗F (h∗(x′), t)
|pi1(νF (h∗(x′), t))∇h∗(y)| dH
N−2(x′)dt
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= −
∫
R
∫
∂∗At
b(x′, t) · νF (h∗(x′), t)
|pi1(νF (h∗(x′), t))∇h∗(x′)|dH
N−2(x′)dt
and
(II) := −
∫
{(x′,t):pi1(νF (h∗(x′),t))=0}
piN(φ(x
′, t))piN(νF (h∗(x′), t))
χ∂∗F (h∗(x′), t)dHN−1(x′, t)
= −
∫
∂∗A∩{pi1(νA(x′,t))=0}
piN(φ(x
′, t))piN(νF (h∗(x′), t))dHN−1(x′, t).
Combining (4.3), (4.4), and (4.8) and recalling that φwas arbitrary, we obtain (4.1)
and the equality of the second components in (4.2). To obtain the equality for the
first components of (4.2), we note that pi1(νA(x′, t)) = 0 and |νA(x′, t)| = 1 imply
|piN(νF (h∗(x′), t)| = |piN(νA(x′, t))| = 1; the result then follows by recalling that
νF (h∗(x′), t) is a unit vector.
In the next lemma, we show that for almost every slice At of A the integral
over ∂∗At appearing in the coarea formula of Lemma 2.2 is reduced by the sym-
metrization. The proof is based on an application of the anisotropic isoperimetric
(Wulff) inequality, and the following form of Jensen’s inequality, which we recall
for the convenience of the reader.
Proposition 4.3 (Jensen’s inequality). Let (X,µ,M) be a measure space with
µ(X) < ∞, and suppose that φ : R × R → R is convex and positively 1-
homogeneous. Then for every µ-measurable f, g : X → [0,∞), we have
φ
(∫
X
f(x)dµ(x),
∫
X
g(x)dµ(x)
)
≤
∫
X
φ
(
f(x), g(x)
)
dµ(x)
Moreover, if φ is strictly convex in either argument then equality holds if and
only if f/g is constant µ-a.e. on X .
Lemma 4.4. Fix m > 0, ω ∈ (−f(eN), f(−eN)) and let f be given admissible
with f(x) = φ(h(x′), xN). Let A ⊂ RN be a given set of finite perimeter with
|A| < ∞. Moreover, let G(A), G(A∗) be as in Lemma 2.1, and set G = G(A) ∩
G(A∗). Then, for every t ∈ G,∫
(∂∗(A∗))t
f(νA∗(x
′, t))
|pi1(νA∗(x′, t))|dH
N−2(x′) ≤
∫
(∂∗A)t
f(νA(x
′, t))
|pi1(νA(x′, t))|dH
N−2(x′). (4.9)
Moreover, if equality holds for some t ∈ G, then At is equal to Kh up to transla-
tion and dilation.
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Proof. Let t ∈ G be given. Note that A∗ satisfies the hypotheses of Lemma 4.2
with r(t) = (|At|/|Kh|) 1N−1 . To simplify our notation, we set ν1 = pi1(νF (r(t), t)
and ν2 = pi2(νF (r(t), t)), with F as in Lemma 4.2. Now, using Lemma 4.2 and
Remark 4.1∫
∂∗A∗t
f(νA∗(x
′, t))
|pi1(νA∗(x′, t))|dH
N−2(x′)
=
∫
∂∗A∗t
φ
(
h
(
pi1(νA∗(x
′, t))
|pi1(νA∗(x′, t)|
)
,
piN(νA∗(x
′, t))
|pi1(νA∗(x′, t))|
)
dHN−2(x′)
=
∫
∂∗A∗t
φ
(
ν1h(∇h∗(x′))
|ν1∇h∗(x′)| ,
ν2
|ν1∇h∗(x′)|
)
dHN−2(x′)
= φ(ν1, ν2)
∫
∂∗A∗t
1
|ν1∇h∗(x′)|dH
N−2(x′)
= φ
(∫
∂∗A∗t
ν1
|ν1∇h∗(x′)|dH
N−2(x′),
∫
(∂∗(A∗))t
ν2
|ν1∇h∗(x′)|dH
N−2(x′)
)
= φ
(∫
∂∗A∗t
h
(
pi1(νA∗(x
′, t))
|pi1(νA∗(x′, t))|
)
dHN−2(x′),−v′A(t)
)
, (4.10)
where v′A is as in Lemma 2.3. We remark that to obtain the last equality we have
used Remark 4.1 once again.
Applying the anisotropic isoperimetric inequality along with the monotonicity
of x 7→ φ(x, y), we bound the right hand side of (4.10) by
φ
(∫
∂∗At
h
(
pi1(νA(x
′, t))
|pi1(νA(x′, t))|
)
dHN−2(x′),−v′A(t)
)
= φ
(∫
∂∗At
h
(
pi1(νA(x
′, t))
|pi1(νA(x′, t))|
)
dHN−2(x′),∫
∂∗At
piN(νA(x
′, t))
|pi1(νA(x′, t))|dH
N−2(x′)
)
≤
∫
∂∗At
φ
(
h
(
pi1(νA(x
′, t))
|pi1(νA(x′, t))|
)
,
piN(νA(x
′, t))
|pi1(νA(x′, t))|
)
dHN−2(x′)
=
∫
∂∗At
f(νA(x
′, t))
|pi1(νA(x′, t))|dH
N−2(x′)
where we have used Proposition 4.3.
It now remains to verify the characterization of the equality case. Suppose
that equality holds in (4.9) for some t ∈ G. We must then have equality in the
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anisotropic isoperimetric inequality, so that the strict monotonicity of x 7→ φ(x, y)
implies∫
∂∗A∗t
h
(
pi1(νA∗(x
′, t))
|pi1(νA∗(x′, t))|
)
dHN−2(x′) =
∫
∂∗At
h
(
pi1(νA(x
′, t))
|pi1(νA(x′, t))|
)
dHN−2(x′).
The characterization of the Wulff shape Kh as the unique minimizer for the
anisotropic isoperimetric inequality (see, e.g. [31], [15], [16]) then implies the
desired claim.
Equipped with this lemma, we turn to the proof of the main symmetrization
result, Theorem 3.7. The first part of the proof is based on an approximation
procedure, reducing considerations to the case of polyhedral sets with no vertical
normals. For similar arguments, see the proofs of Lemma 3.5 in [8] and Lemma
3.3 in [4].
Proof of Theorem 3.7. Let A ⊂ RN be a given set of finite perimeter. We approx-
imate A by a sequence of polyhedral sets An such that
|An∆A| → 0, and Fs(An)→ Fs(A)
as n → ∞ (see, for instance, [7, Proposition 4.9]). Note that without loss of
generality (up to small perturbations of the faces), we may assume that the sets
An possess no vertical normals.
For each n ∈ N, we apply Lemmas 2.2 and 4.4 to obtain
Fs(An) =
∫ ∞
0
∫
∂∗(An)t
f(νAn(x
′, t))
|pi1(νAn(x′, t))|
dHN−2(x′)dt
≥
∫ ∞
0
∫
∂∗(A∗n)t
f(νA∗n(x
′, t))
|pi1(νA∗n(x′, t))|
dHN−2(x′)dt
= Fs(A
∗
n),
and hence
Fs(A) = lim
n→∞
Fs(An) ≥ lim sup
n→∞
Fs(A
∗
n). (4.11)
Next, note that for each n ∈ N,
|A∗n∆A∗| =
∫ ∞
0
|vA∗n(t)− vA∗(t)|dt
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≤
∫ ∞
0
HN−1((An)t∆At)dt = |An∆A|.
Letting n→ 0, we obtain |A∗n∆A∗| → 0. Then, writing∫
∂∗F∩{x:xN>0}
f(νE(x))dHN−1(x)
= sup
{∫
F
div φ(x)dx : φ ∈ C1c ({x : xN > 0};K)
}
for F ∈ F({x : xN > 0}), the Reshetnyak lower-semicontinuity theorems show
that Fs is lower-semicontinuous with respect to L1loc convergence. We therefore
obtain
Fs(A
∗) ≤ lim inf
n→∞
Fs(A
∗
n).
Combining this with (4.11), we obtain
Fs(A) ≥ Fs(A∗). (4.12)
On the other hand, by Definition 3.6 we have
HN−1(∂∗A ∩ {x : xN = 0}) = v+A(0) = HN−1(∂∗A∗ ∩ {x : xN = 0}),
while an application of Fubini’s theorem yields Fp(A) = Fp(A∗). Combining
these equalities with (4.12), the desired inequality (3.1) follows.
5 Existence of minimizers.
In this section, we use the symmetrization results of Section 3 to prove Theo-
rem 3.8. As mentioned in the introduction, the proof uses the direct method of
the Calculus of Variations, using the results of the previous section to establish
compactness and lower-semicontinuity properties for a minimizing sequence. As
mentioned in the introduction, this line of reasoning is inspired by the similar use
of symmetrization to prove existence of minimizers for the isotropic problem in
[18].
We remark that when ω < 0, the lower-semicontinuity does not follow imme-
diately from the classical lower-semicontinuity of the anisotropic perimeter (since
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the inequality holds in the opposite direction). In this case, we use a calibration-
style argument to compare the contact energy with a portion of the surface en-
ergy (see [18], [21] and the references cited therein, and in particular the very
clear treatment in [27]). Note that the lack of symmetry in the anisotropic set-
ting requires some care in choosing the appropriate vector field; we point out in
particular the estimates (5.3) and (5.4).
Proof of Theorem 3.8. We first obtain a lower bound for the values ofF . Recall-
ing that
f(ν) = sup{ν · x : x ∈ K}, ν ∈ RN , (5.1)
we may choose v ∈ K such that eN · v = f(eN). We then apply the divergence
theorem to the constant vector field x 7→ v, obtaining
0 =
∫
E
div vdx =
∫
∂∗E∩{x:xN=0}
−f(eN)dHN−1(x)
+
∫
∂∗E∩{x:xN>0}
v · νE(x)dHN−1(x)
≤ −f(eN)HN−1(∂∗E ∩ {x : xN = 0})
+
∫
∂∗E∩{x:xN>0}
f(νE(x))dHN−1(x) (5.2)
for everyE ∈ Fm, where we have used (5.1) to obtain the last inequality. Invoking
ω > −f(eN), we therefore obtain F (E) ≥ 0 for all E ∈ Fm.
Moreover, F is lower-semicontinuous. Indeed, it suffices to show the lower-
semicontinuity of the functional
E 7→ F0(E) := Fs(E) +Fc(E).
For ω ≥ 0, this follows by writing
F0(E) =
(
1− ω
f(−eN)
)
Fs(E)
+
ω
f(−eN)(f(−eN)H
N−1(∂∗E ∩ {x : xN = 0}) + Fs(E))
=
(
1− ω
f(−eN)
)
Fs(E) + ω
f(−eN)
∫
∂∗E
f(νE(x))dHN−1(x)
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and using the lower-semicontinuity ofFs(E) and
∫
∂∗E f(νE(x))dHN−1(x). Turn-
ing to the case ω < 0, let (En) be a sequence of sets of finite perimeter with
|En∆E| → 0.
Choosing v ∈ K such that v · eN = f(eN), we obtain
− f(eN)
δ
|En ∩ {x : 0 < xN < δ}|
=
∫
En
div [max{1− xN
δ
, 0}v]dx
≤ −f(eN)HN−1(∂∗En ∩ {x : xN = 0})
+
∫
∂∗En∩{x:0<xN≤δ}
f(νEn(x))dHN−1(x) (5.3)
On the other hand, choosing v′ ∈ K such that −v′ · eN = f(−eN), we find the
inequality
f(−eN)
δ
|E ∩ {x : 0 < xN < δ}|
=
∫
E
div [max{1− xN
δ
, 0}v′]dx
≤ f(−eN)HN−1(∂∗E ∩ {x : xN = 0})
+
∫
∂∗E∩{x:0<xN≤δ}
f(νE(x))dHN−1(x) (5.4)
We therefore have
HN−1(∂∗En ∩ {x : xN = 0})−HN−1(∂∗E ∩ {x : xN = 0})
≤ 1
δ
(|En ∩ {x : 0 < xN < δ}| − |E ∩ {x : 0 < xN < δ}|)
+
1
f(eN)
∫
∂∗En∩{x:0<xN≤δ}
f(νEn(x))dHN−1(x)
+
1
f(−eN)
∫
∂∗E∩{0<xN≤δ}
f(νE(x))dHN−1(x).
Recalling that we have assumed ω < 0 and ω
f(eN )
> −1, we now estimate, for
each n ∈ N,
F0(En) = F0(E) +Fs(En)−Fs(E) + ωHN−1(∂∗En ∩ {x : xN = 0})
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− ωHN−1(∂∗E ∩ {x : xN = 0})
≥ F0(E) +
∫
∂∗En∩{x:xN>δ}
f(νEn(x))dHN−1(x)−Fs(E)
+
ω
δ
(|En ∩ {x : 0 < xN < δ}| − |E ∩ {x : 0 < xN < δ}|)
+
ω
f(−eN)
∫
∂∗E∩{x:0<xN≤δ}
f(νE(x))dHN−1(x).
Letting n→∞, we obtain
lim inf
n→∞
F0(En) ≥ F0(E) +
∫
∂∗E∩{x:xN>δ}
f(νE(x))dHN−1(x)−Fs(E)
+
ω
f(−eN)
∫
∂∗E∩{x:0<xN≤δ}
f(νE(x))dHN−1(x),
where we have used the lower semicontinuity of
E 7→
∫
∂∗E∩{x:xN>δ}
f(νE(x))dHN−1(x).
Taking δ → 0 now yields
lim inf
n→∞
F0(En) ≥ F0(E),
giving the desired lower semicontinuity for F0.
Choose a minimizing sequence (En) ⊂ Fm such that F (En) → E :=
infE∈FmF (E), and let E∗n be the anisotropic symmetrization of En for each
n ≥ 1. The results of the previous section show that E∗n ∈ Fm and
F (E∗n)→ E (5.5)
as n→∞.
By a standard application of compactness results, it suffices to show that for
every  > 0, there exists T,R > 0 such that
|E∗n \ {x : |x′| < R, 0 ≤ xN < T}| <  (5.6)
for every n ≥ 1.
To obtain this, we let  > 0 be given and consider the choice of R and T
individually. To choose R, note that for every t ≥ 0 the symmetry of E∗n gives
pi1(E
∗
n ∩ {x : xN = t}) ⊂ {x′ : |x′| ≤ (vE∗n(t)/|Kh|)
1
N−1Rh}.
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where Rh = inf{R : Kh ⊂ B(0, R)}. On the other hand, arguing as in (5.2), we
obtain
vE∗n(t) ≤
1
f(eN)
∫
(∂∗E∗n)∩{x:xN>t}
f(νE∗n(x))dHN−1(x). (5.7)
Note that for ω > 0 the right hand side of (5.7) is bounded by 1
f(eN )
F (E∗n), while
for ω < 0 the inequality (5.2) implies(
1 +
ω
f(eN)
)∫
∂∗E∗n
f(νE∗n(x))dHN−1(x)
≤
∫
∂∗E∗n
f(νE∗n(x))dHN−1(x) + ωHN−1(∂∗E ∩ {x : xN = 0}) ≤ F (E∗n),
so that the right side of (5.7) is bounded by 1
f(eN )+ω
F (E∗n). Combining these
observations, we obtain
pi1(E
∗
n) =
⋃
t≥0
pi1(E
∗
n ∩ {x : xN = t}) ⊂ {x′ : |x′| ≤ R} (5.8)
where we have set
R :=
(
supnF (E
∗
n)
|Kh| max
{
1
f(eN)
,
1
f(eN) + ω
}) 1
N−1
Rh.
and noted that (5.5) implies supnF (E∗n) <∞.
To choose T , we note that the inclusion (5.8) followed by an invocation of
Tchebyshev’s inequality implies that for any n ∈ N and T > 0,
|E∗n \ {x : |x′| < R, 0 ≤ xN < T}| ≤ |E∗n \ {x : 0 ≤ xN < T}|
≤ 1
T
∫
E∗n∩{x:xN≥T}
xNdx. (5.9)
The bound (5.2) then allows us to bound the right hand side of (5.9) by
1
T
sup
n
F (E∗n).
Observing once again that supnF (E∗n) < ∞ as a consequence of (5.5), the in-
equality (5.6) follows by choosing T sufficiently large.
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6 Regularity properties of symmetric minimizers.
In this section, we study the regularity properties of symmetric minimizers for
F , establishing Theorem 3.9. We divide our analysis into three steps. The first
step is to introduce a family of rescaled and truncated copies of the Wulff shape
K for the function f appearing in the definition of an admissible surface tension.
This family of sets is adapted to allow for the construction of competitors for
minimality candidates of the functional F . The second step in our analysis is
then devoted to this construction: by constructing a suitable competitor, we show
that any minimizer for E cannot have local points of concavity; this is the content
of Lemma 6.4.
Finally, the third step is to complete the proof of Theorem 3.9 by showing that
the function t 7→ vE(t) = |Et| is first continuous (Proposition 6.5), and then that
the minimizer is in fact convex (i.e. the function rE(t) = (vE(t)/|Kh|)1/(N−1) is
concave on its support).
We remark that the construction given in this section is inspired by the proof
of convexity of minimizers for the isotropic case [20], and can be seen as a local-
ization of that construction (in [20], competitors are constructed by replacing the
entire top portion of a candidate set, whereas we replace only a section). We point
out that the argument in [20] requires rather strong regularity properties (in par-
ticular, analyticity) of minimizers which in that setting follow from the regularity
theory for minimal surfaces. In the present setting this is not available in general,
and we work instead with fine properties of sets of finite perimeter.
6.1 A construction involving the Wulff shape
Fix m > 0 and E ∈ Fm with E = E∗. Let f be given admissible with f(x) =
φ(h(x′), xN), and let K be the Wulff shape associated to f . We begin by defining
a family of rescaled and truncated copies of f :
Definition 6.1. For each t > 0, σ ∈ (inf piN(K), sup piN(K)), define
b−(E, σ, t) :=
(
v−E(t)
vK(σ)
)1/(N−1)
, b+(E, σ, t) :=
(
v+E(t)
vK(σ)
)1/(N−1)
and
K+(E, σ, t) = teN +
(
− [b−(E, σ, t)σ]eN + b−(E, σ, t)(K ∩ {x : xN > σ})),
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t1
t2
τ1
EK
σ1
K+(E, σ1, τ1)
Figure 5: The set K+(E, σ1, t1) of Definition 6.1 with the parameters σ1 and τ1
chosen in Lemma 6.2. Given two heights t1 < t2 we find parameters σ1 and τ1
such that K+(E, σ1, t1) - which is a rescaled and translated copy of a truncation
of K such that vK+(E,σ1,t1)(t1) = v
−
E(t1) - can be truncated to the interval {(x′, t) :
t1 < t < τ1} so that vK+(E,σ1,t1)(τ1) = v+E(t2) and the truncation has equal
measure with E ∩ {x : t1 < xN < t2}. The parameter σ1 determines the section
of the Wulff shape to be rescaled (depicted at left).
K−(E, σ, t) = teN +
(
− [b+(E, σ, t)σ]eN + b+(E, σ, t)(K ∩ {x : xN < σ})).
The sets K+(E, σ, t) and K−(E, σ, t) are chosen so that K+(E, σ, t) is a
rescaled copy of K ∩ {x : xN > σ}, with the dilation chosen so that the measure
of the truncated side is equal to v−E(t), and translated so that the truncated side lies
at height t, with K−(E, σ, t) a rescaled copy of K ∩ {x : xN < σ} satisfying an
analogous condition. Moreover, the admissibility of f (see Definition 3.5) implies⋃
inf piN (K)<σ<0
K+(K, σ, 0) = RN−1 × (0,∞),
⋂
0<σ<suppiN (K)
K+(K, σ, 0) = ∅
and ⋃
0<σ<suppiN (K)
K−(K, σ, 0) = RN−1 × (−∞, 0),
⋂
inf piN (K)<σ<0
K−(K, σ, 0) = ∅.
The utility of this construction is based in the following lemma, which shows
how to choose the parameter σ to construct competitor sets for minimality can-
didates of the functional F while respecting the volume constraint. The idea
is that given two heights t1 < t2, one can find parameters σ and τ such that
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the rescaled set K+(E, σ, t1) - which has vK+(E,σ,t1)(t1) = v
−
E(t1) by construc-
tion, and therefore “agrees” with E from below - can be truncated to the interval
{(x′, t) : t1 < t < τ} so that the truncation also agrees with E ∩ {(x′, t) : t > t2}
from above (in the sense that vK+(E,σ,t1)(τ) = v
+
E(t2)) and has equal measure with
E ∩ {x : t1 < xN < t2}.
Once this lemma is established, the competing sets will be constructed in the
next section by replacing the set E ∩ {x : t1 < xN < t2} in E by K+(E, σ, t1) ∩
{x : t1 < xN < τ}. A similar construction is given for K−. The proof of
this lemma is based on continuity and monotonicity properties of the Lebesgue
measure, first varying the parameter σ to determine a minimal value which allows
the volume constraint to be satisfied, and subsequently increasing the value of σ
while adjusting τ to enforce the volume constraint.
t1
t2
τ2
EK
σ2
K−(E, σ2, τ2)
Figure 6: The setK−(E, σ2, t2) of Definition 6.1 with parameters σ2 and τ2 chosen
as in Lemma 6.2. The value of σ2 determines the section of the Wulff shape to be
rescaled, and is depicted at the left. The construction is analogous to that depicted
in Figure 5.
Lemma 6.2. Fix t1, t2 ∈ piN(E) such that t1 < t2. Then there exist (σ1, τ1) ∈
piN(K)× (t1,∞) and (σ2, τ2) ∈ piN(K)× (−∞, t2) such that
(i) v+E(t2) = v
+
K+(E,σ1,t1)
(τ1),
(ii) |E ∩ {x : t1 < xN < t2}| = |K+(E, σ1, t1) ∩ {x : t1 < xN < τ1}|.
and
(iii) v−E(t1) = v
−
K−(E,σ2,t2)(τ2),
(iv) |E ∩ {x : t1 < xN < t2}| = |K−(E, σ2, t2) ∩ {x : τ2 < xN < t2}|.
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Proof. We define f1 : int piN(K)→ [0,∞) by
f1(σ) = |K+(E, σ, t1)|,
and note that f1 is continuous and satisfies the limits f1(σ) → ∞ as σ →
inf piN(K), f1(σ) → 0 as σ → suppiN(K). Indeed, this follows from the con-
vexity of K combined with the remarks above and the continuity properties of the
Lebesgue measure.
We may therefore choose σ0 ∈ (inf piN(K), sup piN(K)) such that f1(σ0) =
|E ∩ {x : t1 < xN < t2}|. Then for every σ ≤ σ0, we may define
τ1(σ) = sup
{
t ∈ piN(K+(E, σ, t1)) : |K+(E, σ, t1) ∩ {x : t1 < xN < t}|
≤ |E ∩ {x : t1 < xN < t2}|
}
.
Note that with this choice of τ1(σ), we have |K+(E, σ, t1) ∩ {x : t1 < xN <
τ1(σ)}| = |E ∩ {x : t1 < xN < t2}| for σ ≤ σ0.
We now define f2 : (inf piN(K), σ0]→ [0,∞) by
f2(σ) = v
+
K+(E,σ,t1)
(τ1(σ)),
and observe that f2 is continuous, and satisfies f2(σ0) = 0 as well as the limit
f2(σ) → ∞ as σ → inf piN(K). We may therefore choose σ ∈ (inf piN(K), σ0]
such that f2(σ) = v+E(t2). This completes the construction, yielding the desired
parameters σ1 and τ1 = τ1(σ). The construction of (σ2, τ2) is analogous.
In order to compare values of the functional F at the candidate set E and the
competitor set constructed using Lemma 6.2, we will use the following compar-
ison lemma, which shows that the surface energy of the set K+ restricted to the
interval t ∈ (t1, τ1) is smaller than the surface energy of E restricted to the inter-
val t ∈ (t1, t2), along with a similar claim forK−. The proof is based on attaching
sets to the top and bottom of both sections and using the anisotropic isoperimetric
inequality (see Figure 7).
Lemma 6.3. Let f be given admissible with f(x) = φ(h(x′), xN). Fix σ ∈
int piN(K) and t1, t2, τ ∈ R with t1 < t2, v+E(t2) = v+K+(E,σ,t1)(τ) and |E ∩ {x :
t1 < xN < t2}| = |K+(E, σ, t1) ∩ {x : t1 < xN < τ}|. Then∫
∂∗K+(E,σ,t1)∩{x:t1<xN<τ}
f(νK+(E,σ,t1)(x))dHN−1(x)
29
≤
∫
∂∗E∩{x:t1≤xN≤t2}
f(νE(x))dHN−1(x).
Alternatively, if v−E(t1) = v
−
K−(E,σ,t2)(τ) and |E ∩ {x : t1 < xN < x2}| =
|K−(E, σ, t2) ∩ {x : τ < xN < t2}|, then∫
∂∗K−(E,σ,t2)∩{x:τ<xN<t2}
f(νK−(E,σ,t2)(x))dHN−1(x)
≤
∫
∂∗E∩{x:t1≤xN≤t2}
f(νE(x))dHN−1(x).
Proof. We first consider the case v+E(t2) = v
+
K+(E,σ,t1)
(τ). For this case, we define
E ′ ⊂ RN by
E ′ =
(
K ′ ∩ {x : xN ≤ t1}
)
∪
(
E ∩ {x : t1 < xN < t2}
)
∪
(
(t2 − τ)eN +K ′ ∩ {x : xN ≥ τ}
)
,
where
K ′ := t1eN +
(− [b−(E, σ, t1)σ]eN + b−(E, σ, t1)K),
(so that K+(E, σ, t1) = K ′ ∩ {x : xN > t1}). We then have |E ′| = |K ′|, so that
the anisotropic isoperimetric (Wulff) inequality yields∫
∂∗K′
f(νK′(x))dHN−1(x) ≤
∫
∂∗E′
f(νE′(x))dHN−1(x),
where we have observed that K ′ is obtained from the Wulff shape K by an affine
transformation. The desired inequality then follows by noting that the equalities∫
(∂∗K′)∩{x:xN≤t1}
f(νK′(x))dHN−1(x) =
∫
(∂∗E′)∩{x:xN<t1}
f(νE′(x))dHN−1(x)
and∫
(∂∗K′)∩{x:xN≥τ}
f(νK′(x))dHN−1(x) =
∫
(∂∗E′)∩{x:xN>t2}
f(νE′(x))dHN−1(x)
follow from the construction of K ′ and E ′.
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The case v−E(t1) = v
−
K−(E,σ,t2)(τ) is similar, considering the set
E ′′ =
(
K ′′ ∩ {x : xN ≤ τ}
)
∪
(
(τ − t1)eN + E ∩ {x : t1 < xN < t2}
)
∪
(
(τ − t1)eN +K ′′ ∩ {x : xN ≥ t2}
)
,
where
K ′′ := t2eN +
(− [b+(E, σ, t2)σ]eN + b+(E, σ, t2)K)
in place of the set E ′ above, and repeating the same invocation of the Wulff in-
equality.
Kt ∩ {(x′, t) : t ∈ (t1, τ)} E ∩ {(x′, t) : t ∈ (t1, t2)}
t1t1
τ t2
Figure 7: The proof of Lemma 6.3, which states that the surface energy of the set
K+ constructed in Lemma 6.2 (see Figure 5) restricted to the intervals t ∈ (t1, τ1)
is smaller than the surface energy of the original set E restricted to the interval
t ∈ (t1, t2). To prove the lemma, we complete K+ into a rescaling of the Wulff
shape K by attaching sets to the top and bottom of K+ ∩ {(x′, t) : t ∈ (t1, τ1)}
(depicted on the left) and attach the same sets to E ∩ {t ∈ (t1, t2)} (depicted on
the right). The construction ofK+ and choice of τ in Lemma 6.2 then implies that
both sets have equal measures, while the minimality of the Wulff shape ensures
the desired decrease in surface energy. A similar statement holds for K−.
6.2 Competitor lemma
The goal of this section is to prove a competitor lemma for minimality candidates
for F to show that minimizers cannot have local points of concavity. The proof
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of such a lemma is based in the construction of the previous section, which shows
how one can replace a section of the candidate for minimality by a rescaled sec-
tion of the Wulff shape while preserving the volume constraint. Lemma 6.3 of the
previous section shows that this procedure reduces the surface energy. Moreover,
in certain cases and when some additional concavity is assumed, the convexity of
the Wulff shape implies that the potential energy is reduced as well (this is a con-
sequence of the fact that mass moved downward contributes less to the potential
energy; see Figure 8). In particular, we obtain
Lemma 6.4. Fix m > 0, ω ∈ (−f(eN), f(−eN)) and let f be given admissible
with f(x) = φ(h(x′), xN). Let E ∈ Fm be given such that E = E∗. Suppose that
there exist t2 > t1 > 0 such that for a.e. s ∈ (0, 1),
rE(st1 + (1− s)t2) < s · r−E(t1) + (1− s)r+E(t2). (6.1)
Moreover, if r−E(t1) > r
+
E(t2), suppose also that
t2 − t1 < |E ∩ {x : xN ≥ t2}|‖vE(t)‖L∞ . (6.2)
Then there exists E ′ ∈ Fm with F (E ′) < F (E). In particular, E is not a
minimizer for F .
The proof of Lemma 6.4 splits into two cases. When r−E(t1) ≤ r+E(t2) it is
easy to show that the procedure depicted in Figure 8 decreases the potential energy
(since all motion of mass occurs in the downward direction). On the other hand
when r−E(t1) > r
+
E(t2), in order to make use of the concavity hypothesis (6.1),
we work with the sets K−(E, σ2, t2) of Lemma 6.2; this variant of the procedure
is depicted in Figure 9). However, with this construction it is possible that some
mass is moved upwards. In order to show that the functional F decreases, we
therefore make use of the hypothesis (6.2), which ensures sufficient decrease in
potential energy from the translation of the mass above the height t = t2.
Proof of Lemma 6.4. Our argument proceeds by considering the cases r−E(t1) ≤
r+E(t2) and r
−
E(t1) > r
+
E(t2) individually.
Case 1: r−E(t1) ≤ r+E(t2).
Let σ = σ1 and τ = τ1 be as constructed in Lemma 6.2. We first claim that
τ < t2. Note that (6.1) implies
E ∩ {x : t1 < xN < t2}
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t1
t2
τ1
E
t1
t2
τ1
t1
E ′
τ1
Figure 8: The construction used to establish Case 1 in the proof of Lemma 6.4.
The section E ∩ {(x′, t) : t1 < t < t2} of E is replaced with K+(E, σ1, t1) ∩
{(x′, t) : t1 < t < τ1}. The upper portion of the set E is then translated down-
ward to rest on top of the replaced section. The surface energy decreases as a
consequence of Lemma 6.3, while the potential energy decreases because all mo-
tion of mass occurs downward.
⊂
{
x : t1 < xN < t2, pi1(x) ∈
(
t2 − xN
t2 − t1 r
−
E(t1) + (1−
t2 − xN
t2 − t1 )r
+
E(t2)
)
Kh
}
so that we have
|E ∩ {x : t1 < xN < t2}|
≤
∫ t2
t1
(
t2 − t
t2 − t1 r
−
E(t1) + (1−
t2 − t
t2 − t1 )r
+
E(t2)
)N−1
|Kh|dt
On the other hand, the convexity of K+(E, σ, t1) implies{
x : t1 < xN < τ, pi1(x) ∈
(
τ − xN
τ − t1 r
−
E(t1) + (1−
τ − xN
τ − t1 )r
+
E(t2)
)
Kh
}
⊂ K+(E, σ, t1) ∩ {x : t1 < xN < τ}
so that we have
|E ∩ {x : t1 < xN < t2}| = |K+(E, σ, t1) ∩ {x : t1 < xN < τ}|
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≥
∫ τ
t1
(
τ − t
τ − t1 r
−
E(t1) + (1−
τ − t
τ − t1 )r
+
E(t2)
)N−1
|Kh|dt
Combining these bounds and evaluating the integrals we obtain
(t2 − t1) · r
−
E(t1)
N − r+E(t2)N
N(r−E(t1)− r+E(t2))
≥ (τ − t1) · r
−
E(t1)
N − r+E(t2)N
N(r−E(t1)− r+E(t2))
,
yielding τ ≤ t2. The strict inequality τ < t2 then follows by observing that (6.1)
implies that for a.e. t ∈ (t1, t2), the integrand in∫ t2
t1
(
t2 − t
t2 − t1 r
−
E(t1) +
(
1− t2 − t
t2 − t1
)
r+E(t2)
)N−1
|Kh|
)
− rE(t)dt.
is a non-negative function. If τ = t2, the calculations above show that this integral
would be zero, so that the integrand would be zero almost everywhere, contradict-
ing the strict inequality (6.1).
Returning to the proof of the lemma, we construct E ′ ⊂ RN as
E ′ =
(
E ∩ {x : xN ≤ t1}
)
∪
(
K+(E, σ, t1) ∩ {x : t1 < xN < τ}
)
∪
(
− (t2 − τ)eN + (E ∩ {x : xN ≥ t2})
)
.
Our goal is now to compare the values of the surface and potential energy
terms Fs and Fp at E and E ′. Note that t1 > 0 implies that the contact energies
Fc are equal: HN−1(∂∗E ∩ {x : xN = 0}) = HN−1(∂∗(E ′) ∩ {x : xN = 0}).
For the surface energy term, we decompose the integrals into the bottom, mid-
dle and top sections and apply the first claim of Lemma 6.3 to obtain
Fs(E) ≥ Fs(E ′),
where we have observed that the constructions of K+(E, σ, t1), τ , and E ′ imply
HN−1((∂∗E ′) ∩ {x : xN = t1}) = HN−1((∂∗E ′) ∩ {x : xN = t2}) = 0.
Turning to the potential energy term, we again decompose the integrals to
obtain
Fp(E) =
∫
E′∩{x:xN≤t1}
xNdx+
∫
E∩{x:t1<xN<t2}
xNdx
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+∫
E′∩{x:xN≥τ}
(xN + t2 − τ)dx. (6.3)
The choices of σ and τ now imply the equality
|E ∩ {x : τ < xN < t2}| = |(E ′ \ E) ∩ {x : t1 < xN < τ}|,
giving ∫
E∩{x:t1<xN<t2}
xNdx
>
∫
E∩{x:t1<xN<τ}
xNdx+ τ |(E ′ \ E) ∩ {x : t1 < xN < τ}|
≥
∫
E∩{x:t1<xN<τ}
xNdx+
∫
(E′\E)∩{x:t1<xN<τ}
xNdx
=
∫
E′∩{x:t1<xN<τ}
xNdx.
To conclude, we remark that the strict inequality follows from the strict posi-
tivity of |E ∩ {x : τ ≤ xN < t2}|. Noting that t2 − τ ≥ 0, we find that the right
hand side of (6.3) is strictly greater than Fp(E ′).
Assembling these comparison estimates, we have
F (E) > F (E ′),
which resolves the first case.
Case 2: r−E(t1) > r
+
E(t2).
The argument for this case resembles that of Case 1, with a slightly altered
competitor. In order to show that the functional F decreases, we therefore make
use of the hypothesis (6.2). We let σ = σ2 and τ = τ2 be as constructed in Lemma
6.2, and begin by noting that τ > t1. Indeed, this follows from a similar argument
as before: by (6.1) and the convexity of K−(E, σ, t2), we have
(t2 − t1) · r
−
E(t1)
N − r+E(t2)N
N(r−E(t1)− r+E(t2))
≥ (t2 − τ) · r
−
E(t1)
N − r+E(t2)N
N(r−E(t1)− r+E(t2))
,
which gives t1 ≤ τ . The strict inequality t1 < τ then follows from the strictness
of (6.1) as in the previous case.
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E
t1
t2
τ2
t1
t2
τ2
E ′′
t1
t2 − (τ2 − t1)
Figure 9: The construction used to establish Case 2 in the proof of Lemma 6.4.
The section E ∩ {(x′, t) : t1 < t < t2} of E is replaced with K−(E, σ2, t2) ∩
{(x′, t) : τ2 < t < t2}. The upper portion of this new set is then translated down-
ward to rest on top of the bottom portion of the original set E. In contrast to Case
1, not all mass is moved downward; this effect is compensated by the hypothesis
(6.2), which ensures that the decrease in potential energy from the translation in
the last step of the process outweighs any possible increase in potential from mass
initially moved upward.
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We now define E ′′ ⊂ RN by
E ′′ =
(
E ∩ {x : xN ≤ t1}
)
∪
(
− (τ − t1)eN +K−(E, σ, t2) ∩ {x : τ < xN < t2}
)
∪
(
− (τ − t1)eN + E ∩ {x : xN ≥ t2}
)
.
As before, we note that t1 > 0 gives HN−1(∂∗E ∩ {x : xN = 0}) =
HN−1(∂∗(E ′′) ∩ {x : xN = 0}). Similarly, the argument given in Case 1 with
the first claim of Lemma 6.3 replaced by the second claim of the same lemma
gives Fs(E) ≥ Fs(E ′′).
To conclude the proof, it remains to compare Fp(E ′′) with Fp(E). For this,
we again decompose the integrals:
Fp(E) =
∫
E′′∩{x:xN≤t1}
xNdx+
∫
E∩{x:t1<xN<t2}
xNdx
+
∫
E′′∩{x:xN≥t2−(τ−t1)}
(xN + τ − t1)dx
=
∫
E′′∩{x:xN≤t1}
xNdx+
∫
E∩{x:t1<xN<t2}
xNdx
+
∫
E′′∩{x:xN≥t2−(τ−t1)}
xNdx+ (τ − t1)|E ∩ {x : xN ≥ t2}| (6.4)
where we have noted that |E ′′∩{x : xN ≥ t2− (τ − t1)}| = |E ∩{x : xN ≥ t2}|.
To estimate the second term, we decompose the integral and use the change of
variables x 7→ x+ (τ − t1)eN to write∫
E∩{x:t1<xN<t2}
xNdx >
∫
(E−(τ−t1)eN )∩I
xNdx
+ (τ − t1)|(E − (τ − t1)eN) ∩ I}|
+ t1|E ∩ {x : t1 < xN ≤ τ}|, (6.5)
where I = {x : t1 < xN < t2 − (τ − t1)}, and where we have used the strict
positivity of |E ∩{x : t1 < xN ≤ τ}| to obtain the strict inequality. To handle the
first term on the right-hand side of (6.5), note that the construction of E ′′ along
with (6.1) and the convexity of K−(E, σ, t2) give
(E − (τ − t1)eN) ∩ I ⊂ E ′′ ∩ I, (6.6)
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and thus∫
(E−(τ−t1)eN )∩I
xNdx
=
∫
E′′∩I
xNdx−
∫
(E′′\(E−(τ−t1)eN ))∩I
xNdx
≥
∫
E′′∩I
xNdx− (t2 − (τ − t1))|(E ′′ \ (E − (τ − t1)eN)) ∩ I}|. (6.7)
Combining (6.5)–(6.7) with (6.6) then yields the bound∫
E∩{x:t1<xN<t2}
xNdx
>
∫
E′′∩I
xNdx− t2|(E ′′ \ (E − (τ + t1)eN)) ∩ I|
+ (τ − t1)|E ′′ ∩ I|+ t1|E ∩ {x : t1 < xN ≤ τ}|. (6.8)
On the other hand, by (6.6) and the construction of E ′′ we have
|E ∩ {x : t1 < xN ≤ τ}| = |(E ′′ \ (E − (τ − t1)eN)) ∩ I|,
which, substituted into (6.8), gives∫
E∩{x:t1<xN<t2)}
>
∫
E′′∩I
xNdx+ (τ − t1)|E ′′ ∩ I|
− (t2 − t1)|E ∩ {x : t1 < xN ≤ τ}|. (6.9)
Assembling these estimates, we have
Fp(E) > Fp(E
′′) + (τ − t1)|E ′′ ∩ I| − (t2 − t1)|E ∩ {x : t1 < xN ≤ τ}|
+ (τ − t1)|E ∩ {x : xN ≥ t2}|.
The positivity of the second term and the hypothesis (6.2) along with the bound
|E ∩ {x : t1 < xN ≤ τ}| ≤ (τ − t1) sup
t>0
vE(t)
then allow us to obtain Fp(E) > Fp(E ′′), which in turn yields F (E) > F (E ′′)
as desired.
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6.3 Regularity results
We now use Lemma 6.4 to establish regularity properties of minimizers for F .
With the goal of showing the result on convexity of symmetric minimizers, The-
orem 3.9, we begin by showing that if E is a symmetric minimizer, the function
t 7→ vE(t) = |Et| ∈ BV (R) is continuous (and thus the function rE is continuous
as well).
Proposition 6.5. Fix m > 0, ω ∈ (−f(eN), f(−eN)) and let f be given admissi-
ble with f(x) = φ(h(x′), xN). Let E ∈ Fm be given such that E = E∗. If E is a
minimizer for F , then v+E(t) = v
−
E(t) for every t ≥ 0.
Proof. Let t0 ≥ 0 be given. We begin by showing that v+E(t0) ≤ v−E(t0). Suppose
for contradiction that this fails; we would like to apply Lemma 6.4 to contradict
the minimality of E. We must therefore obtain t1 < t0 such that (6.1) holds for
a.e. s ∈ (0, 1). Note that the left continuity of v−E implies we may choose δ > 0
such that
v−E(t) <
v−E(t0) + v
+
E(t0)
2
for every t ∈ (t0 − δ, t0). Set `(t) = 2δ (r+E(t0) − r−E(t0 − δ2))(t − t0) + r+E(t0) so
that {
(t, `(t)) : t ∈ [t0 − δ
2
, t0]
}
is the line connecting (t0 − δ2 , r−E(t0 − δ2)) and (t0, r+E(t0)). We then set
t′ = sup
{
t ∈ [t0 − δ
2
, t0] : r
−
E(t) ≥ `(t)
}
.
The left continuity of v−E (and hence r
−
E ) then implies that r
−
E(t
′) = `(t′). Noting
that `(t) >
(
v−E (t0)+v
+
E (t0)
2
) 1
N−1
for t sufficiently close to t0, we obtain t′ < t0.
Moreover, the choice of t′ implies that r−E(t) < `(t) for all t ∈ (t′, t0). Thus,
the hypothesis (6.1) of Lemma 6.2 holds with t1 = t′ and t2 = t0. Applying
Lemma 6.2 then shows that E is not a minimizer for F , a contradiction. Thus,
v+E(t0) ≤ v−E(t0).
Suppose now that v+E(t0) < v
−
E(t0). We would like to again apply Lemma
6.4, this time obtaining t2 > t0 such that the hypotheses (6.1) and (6.2) hold. We
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proceed as before, adjusting the argument to account for the additional hypothesis
(6.2). More precisely, we use the right continuity of v+E to choose δ > 0 such that
v+E(t) <
v−E(t0) + v
+
E(t0)
2
for every t ∈ (t0, t0 +δ). Set δ0 = min{ δ2 , |E∩{x:xN≥t0+δ}|‖vE(t)‖L∞ }. Let `(t) =
1
δ0
(r+E(t0 +
δ0) − r−E(t0))(t − t0) + r−E(t0), so that {(t, `(t)) : t ∈ [t0, t0 + δ2 ]} is the line
connecting (t0, r−E(t0)) and (t0 +
δ
2
, r+E(t0 +
δ
2
)). We then set
t′ = inf
{
t ∈ [t0, t0 + δ0] : r+E(t) ≥ `(t)
}
,
and obtain r+E(t
′) = `(t′) and t′ > t0 as before. Moreover, the choice of t′ implies
r+E(t) < `(t) for all t ∈ (t0, t′), while the choice of δ0 ensures
t′ − t0 < δ0 < |E ∩ {x : xN ≥ t0 + δ}|‖vE(t)‖L∞ ≤
|E ∩ {x : xN ≥ t′}|
‖vE(t)‖L∞ .
Thus, the hypotheses of Lemma 6.4 hold with t1 = t0 and t2 = t′, and we obtain
a contradiction with the assumption that E is a minimizer for F . Thus, v+E(t0) =
v−E(t0).
With this continuity in hand, we now show Theorem 3.9, which states that rE
is concave on its support and that minimizers consist of a single connected com-
ponent (or, equivalently, that E is convex; recall that concavity of rE corresponds
to convexity of E). The concavity result is a consequence of a simple fact con-
cerning one-dimensional continuous functions, which we give in the appendix as
Lemma A.1.
Proof of Theorem 3.9. Suppose that rE is not concave on {t : vE(t) > 0}. Then
we can find 0 < t1 < t2 and s0 ∈ (0, 1) such that
rE(s0t1 + (1− s0)t2) < s0rE(t1) + (1− s0)rE(t2). (6.10)
Setting  = |E∩{x:xN≥t2}|‖vE(t)‖L∞ , an application of Lemma A.1 gives t
′
1, t
′
2 for which the
hypotheses (6.1) and (6.2) of Lemma 6.4 are satisfied. Invoking Lemma 6.4, we
obtain a contradiction with the assumption that E is a minimizer for F .
To obtain the existence of Tmax, note that the positivity of the potential energy
term Fp of F implies that there exists T1 > 0 such that vE(t) > 0 for every t ∈
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(0, T1). It therefore suffices to show that E has exactly one connected component.
To see this, note that if E has more than one connected component, the concavity
of rE on its support implies that there exist 0 < T2 < T3 such that rE = 0 on
(T2, T3) but E ∩ {x : xN > T3} 6= ∅. A simple comparison argument then
shows that E cannot be a minimizer (one constructs a competitor which moves
E ∩ {x : xN > T3} downward, reducing Fp(E)).
7 General minimizers: centering and characteriza-
tion.
We now turn our attention to the properties of minimizers of F . In contrast to
the previous section, we make no a priori assumption of symmetry. Indeed, our
first goal is to show that minimizers of F are symmetric. In this direction, our
approach is inspired by the study of the barycenter introduced in [4], and our
proofs are closely related to the techniques developed there.
7.1 Symmetry of minimizers: centering.
The first step towards obtaining the symmetry of minimizers is the following re-
mark, which states that minimizers for F have essentially no vertical normals at
interior heights. The argument is based on combining the minimality of E with
the symmetrization results of Section 4 and the fact that the result holds for sym-
metric minimizers as a consequence of the convexity result Theorem 3.9.
Remark 7.1. Any minimizer E for F satisfies
HN−1({x ∈ ∂∗E : νE(x) = ±eN} ∩ J) = 0, (7.1)
where J = {x : 0 < xN < Tmax} and Tmax is as in Theorem 3.9.
To obtain this, letE be a given minimizer. Theorem 3.9 then implies that (7.1)
holds with E replaced by E∗. An application of Lemmas 2.2 and 4.4 therefore
yields ∫
(∂∗E∗)∩J
f(νE∗(x))dHN−1(x)
≤
∫
(∂∗E∗)∩{x:νE∗ (x)6=±eN}∩J
f(νE∗(x))dHN−1(x)
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≤
∫
(∂∗E)∩{x:νE(x)6=±eN}∩J
f(νE(x))dHN−1(x). (7.2)
Moreover, by the definition of the symmetrization mapE 7→ E∗ we haveFp(E∗) =
Fp(E), as well as
HN−1(∂∗E∗ ∩ {x : xN = 0}) = HN−1(∂∗E ∩ {x : xN = 0}),
HN−1(∂∗E∗ ∩ {x : xN = Tmax}) = HN−1(∂∗E ∩ {x : xN = Tmax}).
Combining these equalities with the minimality of E and Theorem 3.7, we obtain
F (E) = F (E∗) = ωHN−1(∂∗E∗ ∩ {x : xN = 0}) +
∫
(∂∗E∗)∩J
f(νE(x))dHN−1(x)
+ f(eN)HN−1(∂∗E∗ ∩ {x : xN = Tmax}) +Fp(E∗)
≤ ωHN−1(∂∗E∗ ∩ {x : xN = 0}) +
∫
(∂∗E)∩{x:xN 6=±eN}∩J
f(νE(x))dHN−1(x)
+ f(eN)HN−1(∂∗E ∩ {x : xN = Tmax}) +Fp(E)
≤ F (E).
This in turn implies∫
(∂∗E)∩{x:νE(x)=±eN}∩J
f(νE(x))dHN−1(x) = 0,
which gives (7.1).
For any minimizer E, we now define the barycenter function β : R → RN−1
for the slices Et by
β(t) :=
1
vE(t)
∫
Et
x′dx′ − 1
vE(t)
∫
rE(t)Kh
x′dx′.
Observe that β is well defined as a consequence of (5.8) in the proof of Theorem
3.8.
As a first step in our analysis of β, we will establish the symmetry of individual
slices of minimizers, up to translation. For this purpose, we will need a density
estimate for almost-minimizers of the surface energy
F (E) :=
∫
∂∗E
f(νE(x))dHN−1(x).
For details, see (3.3) in [12].
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Lemma 7.2 (Density estimate for almost minimizers, [12]). Let E ∈ F be given,
and fix , R > 0, t ∈ R ∩ {−∞}. Suppose that E is an (, R, t)-minimizer for F
in the sense that for every E ′ ∈ F satisfying |E ′| = |E|, E∆E ′ ⊂ {x : xN > t},
and E ′ ⊂ {x : infy∈E f∗(x− y) < R}, one has
F (E) ≤ F (E ′) + |K|1/N |E|−1/N |E∆E ′|
where
f∗(x) = sup{x · y : f(y) = 1}.
Then there exists C > 0 and r0 > 0 such that for every x ∈ ∂E∩{x : xN > t}
and every 0 < r < r0, one has
|B(x, r) ∩ E| ≥ CrN .
We remark that although the proof of (3.3) in [12] concerns (, R)-minimizers
((, R,−∞)-minimizers in our terminology), the same argument gives our state-
ment. With this tool in hand, we obtain
Lemma 7.3 (Symmetry of slices of minimizers up to translation). Fix m > 0,
ω ∈ (−f(eN), f(−eN)) and let f be given admissible with f(x) = φ(h(x′), xN).
Let E be a minimizer for F . Then for almost every t > 0 we have
Et = rE(t)Kh + β(t). (7.3)
Moreover, β is locally bounded.
Proof. Let E be a given minimizer of F . Observe that by the argument given in
Remark 7.1, we have Fs(E) = Fs(E∗). The claim (7.3) then follows immedi-
ately from Remark 7.1, Lemma 2.2 and Lemma 4.4.
It remains to show that β is locally bounded. Let I ⊂ [0,∞) be a given
compact interval. We claim that there exists r = r(E, I) > 0 such that
E ∩ {x : xN ∈ I} ⊂ {x : xN ∈ I, |pi1(x)| < r}.
We proceed in two steps.
Step 1: There exist  > 0 and R > 0 such that E is an (, R, t)-minimizer for
every t > 0.
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The argument we give is inspired by and closely related to the proof of Corol-
lary 4.4 in [12]. Recall that by (5.8) in the proof of Theorem 3.8, we may find
R > 0 such that
pi1(E
∗) ⊂ {x : |x′| ≤ R}.
The convexity of E∗ and the volume constraint |E| = |E∗| = m then imply that
there exists T > 0 such that
piN(E) = piN(E
∗) ⊂ [0, T ].
Indeed, since there exists  > 0 such that B(0, ) ⊂ RN−1 is contained in ∂∗E∗ ∩
{xN = 0} = v+E(0)Kh, supposing vE(τ) > 0 for some τ > 0, the convexity of E∗
implies that E∗ contains the cone P (, τ) = ∪0≤s≤τB(0,  − s(/τ)) × {s}. We
then obtain |E∗| ≥ |P (, τ)| = (τ/N)N−1 → ∞ as τ → ∞, which contradicts
|E∗| = m for τ sufficiently large.
Fix R = 1, and let t > 0 be given. Let E ′ ∈ F be given such that |E ′| = |E|,
E∆E ′ ⊂ {x : xN > t} and E ′ ⊂ {x : infy∈E f∗(x − y) < R}. Then, using the
minimality of E and the condition E∆E ′ ⊂ {x : xN > t}, we obtain
F (E) = Fs(E) + f(−eN)HN−1(∂∗E ∩ {xN = 0})
≤ F (E ′) +Fp(E ′)−Fp(E)
+ (f(−eN)− ω)(HN−1(∂∗E ∩ {xN = 0})−HN−1(∂∗E ′ ∩ {xN = 0}))
= F (E ′) +Fp(E ′)−Fp(E).
Now, observing that |E ′| = |E| implies |E ′ \ E| = |E′∆E|
2
, we obtain
Fp(E
′)−Fp(E) ≤
∫
E′\E
xNdx
≤ T |E ′ \ E| = T
2
|E ′∆E| = |K|1/N |E|−1/N |E ′∆E|
with  :=
(
Tm1/N
2|K|1/N
)
. Since E ′ was arbitrary, we conclude that E is an (, R, t)
minimizer as desired.
Step 2: Local bound for β.
Let 0 < T1 < T2 < ∞ be given. We show that supt∈[T1,T2] |β(t)| < ∞.
Indeed, from the definition of β, it suffices to find R′ > 0 such that pi1(E ∩ {x :
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T1 ≤ xN ≤ T2}) ⊂ {x : |x′| ≤ R′}. We claim that this follows from the density
estimate of Lemma 7.2 (the set E satisfies the hypotheses of this lemma by Step
1 above). To obtain this, suppose that there existed a sequence (xn) ⊂ E ∩ {x :
T1 ≤ xN ≤ T2} such that |pi1(xn)| → ∞. We may then choose a subsequence
(xnk) such that (B(xnk ,
r0
2
) : n ∈ N) is a disjoint sequence of balls in RN . We
then have
m = |E| ≥
∞∑
k=1
|B(xnk ,
r0
2
) ∩ E| ≥
∞∑
k=1
CrN0 =∞,
giving a contradiction. This completes the proof of Lemma 7.3.
The local boundedness property of β then gives the following lemma.
Lemma 7.4. Fix m > 0, ω ∈ (−f(eN), f(−eN)) and let f be given admissi-
ble with f(x) = φ(h(x′), xN). Suppose E is a minimizer for F . Then β ∈
W 1,1loc ((0, Tmax);RN−1) with
β′(t) =
−v′E(t)
vE(t)2
(∫
Et
x′dx′ −
∫
rE(t)Kh
x′dx′
)
+
1
vE(t)
(∫
∂∗Et
x′
piN(νE(x
′, t))
|pi1(νE(x′, t))|dH
N−2(x′)
−
∫
∂∗E∗t
x′
piN(νE∗(x
′, t))
|pi1(νE∗(x′, t))|dH
N−2(x′)
)
. (7.4)
This result follows from a simple distributional calculation involving Fubini’s
theorem, integration by parts and the coarea formula, together with standard prod-
uct and chain rules in Sobolev spaces. Since the proof is essentially identical to the
proof of Theorem 4.3 of [4] after accounting for the additional term in β (which
in any case has the same form as the first term), we omit the details.
Having shown these lemmas, we are now ready to prove the main symmetry
result for minimizers, Theorem 3.10.
Proof of Theorem 3.10. We set α = rE , and observe that Theorem 3.7 implies
that E∗ is a symmetric minimizer for F , so that Theorem 3.9 gives the concavity
of rE∗ on its support. However, by the definition of the symmetrization, we have
rE = rE∗ , so that this property also holds for α = rE .
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Turning to the remaining claim, it suffices to show that there exists β0 ∈ RN−1
such that β(t) = β0 for a.e. t ∈ [0, Tmax]. Note that since E is a minimizer,
equality holds for the application of Jensen’s inequality in Lemma 3.2 for a.e.
t ∈ [0, Tmax], and therefore there exist cE(t), cE∗(t) : [0, Tmax]→ R such that
piN(νE(x
′, t)) = cE(t)h(pi1(νE(x′, t))),
piN(νE∗(x
′, t)) = cE∗(t)h(pi1(νE∗(x′, t)))
for a.e. t ∈ [0, Tmax] andHN−2-a.e. x′ ∈ ∂∗Et (∂∗E∗t for the second line).
But by Lemma 2.2, we have
v′E(t) =
∫
∂∗Et
piN(νE(x
′, t))
|pi1(νE(x′, t))|dH
N−2(x′)
=
∫
∂∗Et
cE(t)h(pi1(νE(x
′, t)))
|pi1(νE(x′, t))| dH
N−2(x′)
=
∫
∂∗Et
cE(t)h
(
pi1(νE(x
′, t))
|pi1(νE(x′, t))|
)
dHN−2(x′)
= cE(t)Ph(E
∗
t )
for a.e. t ∈ [0, Tmax], where we have used that Et is a translate of E∗t .
Thus, since vE(t) = vE∗(t) for all t, we have
cE(t) =
v′E(t)
Ph(E∗t )
and cE∗(t) =
v′E(t)
Ph(E∗t )
Substituting these expressions into the formula from Lemma 7.4 and using the
change of variables x′ 7→ x′ − β(t), we get (since ∂∗Et = β(t) + ∂∗E∗t )
β′(t) =
−v′E(t)
vE(t)
β(t) +
1
vE(t)
(
v′E(t)
Ph(E∗t )
)
·
(∫
∂∗Et
x′
h(pi1(νE(x
′, t)))
|pi1(νE(x′, t))| dH
N−2(x′)
−
∫
∂∗Et
(x′ − β(t))h1(pi1(νE(x
′, t)))
|pi1(νE(x′, t))| dH
N−2(x′)
)
=
−v′E(t)
vE(t)
β(t) +
1
vE(t)
(
v′E(t)
Ph(E∗t )
)
·
(∫
∂∗Et
β(t)
h(pi1(νE(x
′, t)))
|pi1(νE(x′, t))| dH
N−2(x′)
)
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=
−v′E(t)
vE(t)
β(t) +
1
vE(t)
(
v′E(t)
Ph(E∗t )
)
(β(t)Ph(E
∗
t ))
= 0.
for a.e. t ∈ [0, Tmax], giving the existence of β0 as desired.
7.2 ODE characterization of minimizers.
In this section, we address the issue of obtaining a characterization of minimiz-
ing profiles by ODE methods. In particular, we establish Theorem 3.11, giving
the Euler-Lagrange equation for rE(t) and the analogue of the boundary (contact
angle) condition of Young’s law, by a first variation argument:
Proof of Theorem 3.11. LetE be a given minimizer, and note that sinceE is sym-
metric by Theorem 3.10 we may write
F (E)
|Kh| =
1
|Kh|
[
ωvE(0) +
∫ ∞
0
φ
(
Ph(Kh)rE(t)
N−2,−v′E(t)
)
dt+
∫ ∞
0
tvE(t)dt
]
= ωrE(0)
N−1 +
∫ ∞
0
rE(t)
N−2φ(Λ,−(N − 1)r′E(t))dt
+
∫ ∞
0
trE(t)
N−1dt.
Recalling the volume constraint |E| = m and invoking the minimality of E, we
obtain
0 =
d
d
[
ω(rE(0) + ψ(0))
N−1
+
∫ ∞
0
(rE(t) + ψ(t))
N−2φ (Λ,−(N − 1)(r′E(t) + ψ′(t))) dt
+
∫ ∞
0
t(rE(t) + ψ(t))
N−1dt+ λ
(∫ ∞
0
(rE(t) + ψ(t))
N−1dt−m
)]∣∣∣∣
=0
= ω(N − 1)rE(0)N−2ψ(0)
+
∫ ∞
0
(N − 2)rE(t)N−3ψ(t)φ (Λ,−(N − 1)r′E(t)) dt
−
∫ ∞
0
(N − 1)rE(t)N−2∂2φ (Λ,−(N − 1)r′E(t))ψ′(t)dt
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+∫ ∞
0
t(N − 1)rE(t)N−2ψ(t)dt+ λ
∫ ∞
0
(N − 1)rE(t)N−2ψ(t)dt
for every ψ ∈ C1([0,∞)) having compact support. Integrating by parts in the
third term, one obtains
0 = ω(N − 1)rE(0)N−2ψ(0)
+
∫ ∞
0
(N − 2)rE(t)N−3ψ(t)φ (Λ,−(N − 1)r′E(t)) dt
+ (N − 1)rE(0)N−2∂2φ (Λ,−(N − 1)r′E(0))ψ(0)
+
∫ ∞
0
d
dt
[
(N − 1)rE(t)N−2∂2φ (Λ,−(N − 1)r′E(t))
]
ψ(t)dt
+
∫ ∞
0
t(N − 1)rE(t)N−2ψ(t)dt+ λ
∫ ∞
0
(N − 1)rE(t)N−2ψ(t)dt
Since this must hold for every ψ, we obtain the Euler-Lagrange equation (3.2)
along with the boundary condition (3.3) as desired.
7.3 Uniqueness of minimizers.
With the ODE characterization in hand, we now investigate uniqueness of mini-
mizers, with the goal of proving Theorem 3.12. We model our arguments on the
isotropic case studied by Finn [13, 14], where the analysis is based on a one-to-one
correspondence between solutions of the Euler-Lagrange equation and solutions
of the capillary surface equation.
We partition our analysis into three steps. In the first step, we make a suitable
change of variables which serves to characterize minimizers as elements a family
of solutions to a related ODE indexed by a parameter v0 ∈ R. The uniqueness
will then follow by showing that the volume constraint and boundary condition
identified in Theorem 3.11 can only be satisfied simultaneously for a single value
of v0, which is accomplished in the second and third steps.
Proof of Theorem 3.12. Note that when ω belongs to (−f(eN), 0), the profile of
an arbitrary minimizer is a graph; this follows from the boundary condition (3.3)
of Theorem 3.11 and the convexity of minimizers. For the sake of simplicity, we
shall therefore restrict ourselves to the case ω ∈ (−f(eN), 0). We will return to
the general case at the conclusion of the proof.
As mentioned above, we proceed in three steps. The first step consists of
rewriting the equation under a suitable change of variables.
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rE(t)
t
r
u(r)
r
v(r)
Figure 10: The change of variables used in Step 1 of the proof of Theorem 3.12.
The choice of coordinates is made to ensure that v′ is positive and to simplify the
equation by removing the scaling factor Λ and eliminating the Lagrange multiplier
term.
Step 1: (change of variables)
For each t ∈ [0, Tmax], set r = rE(t) and u(r) = r−1E (r) = t. This gives
− d
dr
[
(N − 1)rN−2∂2φ
(
Λ,−(N − 1)
u′(r)
)]
1
u′(r)
= (N − 2)rN−3φ
(
Λ,−(N − 1)
u′(r)
)
+ (N − 1)(u+ λ)rN−2 (7.5)
from which we obtain the equation
− d
dr
[
ΛrN−2∂1φ(−Λu′(r), N − 1)
]
= (N − 1)(u(r) + λ)rN−2, (7.6)
with boundary conditions u′(0) = 0 and−∂2φ(−Λu′(Rmax), N − 1) = ω (see the
calculations in Appendix B). Defining v by
v(r) = −Λ−1 (u (Λ2r)+ λ) , r ≥ 0
we find that v solves{
d
dr
[
rN−2∂1φ(v′, N − 1)
]
= (N − 1)rN−2v,
v′(0) = 0.
(7.7)
with the additional boundary condition −∂2φ(v′(Rmax/Λ2), N − 1) = ω.
Observing that solutions to (7.7) are uniquely characterized by the value of the
initial height v(0) (and noting that invoking another change of variables allows us
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to map solutions of (7.7) back to sets), it will suffice to show that the volume
constraint along with the boundary condition determine v(0) uniquely.
Toward this end, we begin with some basic observations about solutions of
(7.7). Note that integrating (7.7) with respect to r gives
rN−2∂1φ(v′, N − 1) =
∫ r
0
(N − 1)ρN−2v(ρ)dρ. (7.8)
Note also that since φ is strictly convex and positively 1-homogeneous with ∂1φ(0, 1) =
0, we have
∂1φ(v
′, N − 1)

< 0 if v′ < 0,
= 0 if v′ = 0,
> 0 if v′ > 0.
(7.9)
We now observe that simple continuity arguments allow us to reduce to the
case v(0) > 0. In particular, any solution v to (7.7) with v(0) < 0 is decreasing
on its domain, and therefore cannot correspond to a minimizing shape. To see
this, let v0 < 0 be given and let v be the solution to (7.7) with v(0) = v0. The
equality (7.8) then implies ∂1φ(v′(r), N − 1) < 0 for r > 0 sufficiently small.
Recalling (7.9), we therefore have v′(r) < 0 for r sufficiently small. Suppose for
contradiction that v is not decreasing, and set r0 := sup{r : v′(r) < 0} <∞. The
continuity of v′ now implies that v′(r0) = 0, while (7.8) gives
0 = rN−20 ∂1φ(v
′(r0), N − 1) < v(0)
∫ r0
0
(N − 1)ρN−2dρ = v0rN−10 ,
which contradicts v0 < 0.
An identical argument shows that if v solves (7.7) with v(0) > 0, then v is
increasing. Moreover, v is strictly convex: expanding the derivative on the left
side of (7.7) gives the equality
rN−2∂211φ(v
′, N − 1)v′′ = (N − 1)rN−3∆, (7.10)
where we have set
∆ = rv − N − 2
N − 1∂1φ(v
′, N − 1). (7.11)
Since v is increasing, (7.8) gives rN−2∂1φ(v′, N − 1) ≤ v(r)rN−1, which may be
rewritten as
∆ ≥ ∂1φ(v
′, N − 1)
N − 1 > 0 ∀r > 0, (7.12)
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where to conclude the strict positivity we have used (7.9) along with the fact that
v is increasing. Recalling (7.10) and the convexity of φ, we obtain that v′′(r) > 0
for r > 0, which establishes the desired strict convexity for v.
The next step in our argument is to calculate the volume and its derivatives.
Step 2: (volume calculations)
Fix v0 > 0 and let v = v(·; v0) be the solution of (7.7) corresponding to the
initial condition v(0) = v0. To simplify notation, we will often write v′(r; v0) =
∂rv(r; v0). For each s ≥ 0, define
Vv0(s) = |{(x′, t) : v(|x′|) ≤ t ≤ v(r(s))}|,
where r(s) ≥ 0 is chosen so that v′(r(s)) = s is satisfied (the strict convexity of
v established in Step 1 implies that a unique such value exists).
To compute Vv0(s), we write
Vv0(s) = ωN−1r(s)
N−1v(r(s))− |SN−2|
∫ r(s)
0
ρN−2v(ρ)dρ
= ωN−1
(
r(s)N−1v(r(s))−
∫ s
0
d
ds
[
r(s)N−2∂1φ(s,N − 1)
]
ds
)
= ωN−1
(
r(s)N−1v(r(s))− r(s)N−2∂1φ(s,N − 1)
)
. (7.13)
where to obtain the second equality we have noted that |SN−2| = (N − 1)ωN−1.
The rest of our argument will consist of establishing a suitable monotonicity
property for Vv0(s). Toward this end, we will use the notation V = V (s), r = r(s)
and v = v(r(s)), as well as V˙ (s) = d
dv0
Vv0 [s], r˙(s) =
d
dv0
[r(s)] and v˙(s) =
d
dv0
[v(r(s); v0)]. In particular, we have
V˙ = ωN−1rN−3((N − 1)r˙∆ + r2v˙) (7.14)
and
∂sV˙ =
ωN−1rN−1s∂211φ(s,N − 1)
(N − 1)∆2 ((N∆− rv)r˙ − r
2v˙), (7.15)
for every v0 > 0 and s ≥ 0, where ∆ is as in (7.11).
To obtain (7.15), one first differentiates Vv0(s) with respect to s, obtaining
∂sVv0(s) = ωN−1
(
(N − 1)rN−2(∂sr)v + rN−1(∂sv)
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− (N − 2)rN−3(∂sr)∂1φ(s,N − 1)
− rN−2∂211φ(s,N − 1)
)
= ωN−1rN−1(∂sv)
where to obtain the second equality, we have observed that after setting r = r(s)
and recalling that by the definition of r(s), ∂1φ(v′(r(s)), N−1) = ∂1φ(s,N−1),
differentiating (7.8) with respect to s gives the identity
∂sr =
r∂211φ(s,N − 1)
(N − 1)∆ . (7.16)
Now, noting that the definition of r(s) implies ∂s[v(r(s))] = s∂sr and using the
identity (7.16) once again, we obtain
∂sVv0(s) =
ωN−1rNs∂211φ(s,N − 1)
(N − 1)∆ , (7.17)
Differentiating (7.17) with respect to v0 now gives (7.15) as desired.
Step 3: (conclusion of the argument)
Choosing s∗ > 0 as the unique value for which −∂2φ(s∗, N − 1) = ω, and
noting that
|E| = P (Kh)
∫ Rmax
0
rN−2u(r)dr =
P (Kh)Λ
2N−1
|SN−2| Vv0(s∗),
it will be enough to show that there exists a unique value v0 > 0 such that
Vv0(s∗) = |SN−2| |E|/(P (Kh)Λ2N−1). To accomplish this, we will show that
for all v0 > 0,
d
dv0
[Vv0(s∗)] < 0.
Noting that V˙ (0) = 0 for any v0 > 0, it will be enough to show
∂sV˙ < 0 (7.18)
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for all s > 0 and v0 > 0. In view of (7.15), let v0 > 0 be given and observe that
the convexity of φ gives
ωN−1rN−1s∂211φ(s,N − 1)
(N − 1)∆2 > 0,
for any s > 0. On the other hand, the definition of ∆ and the inequality (7.12)
imply ∆ ≥ rv − (N − 2)∆, i.e.
N∆− rv ≥ ∆ > 0. (7.19)
The inequality (7.18) will therefore follow if we show r˙(s) < 0 and v˙(s) > 0 for
s > 0.
We begin with r˙, showing that r˙ < 0 on some interval (0, δ0). Let s ≥ 0 be
given, and note that differentiating (7.8) with respect to v0 gives
(N − 2)rN−3r˙∂1φ(s,N − 1)
= (N − 1)rN−2r˙v +
∫ r
0
(N − 1)ρN−2∂v0v(ρ; v0)dρ. (7.20)
We would now like to express the values ∂v0 [v(ρ; v0)] in terms of the function
v˙(·) = d
dv0
[v(r(·); v0)]. To accomplish this, recall that r˙ = ddv0 r and note that for
any s ≥ 0, we have
v˙(s) =
d
dv0
[v(r(s); v0)] = ∂rv(r(s))r˙(s) + ∂v0v(r(s); v0)
Now, fixing ρ > 0 and setting sρ = v′(ρ; v0), we obtain
v˙(sρ) = sρr˙(sρ) + ∂v0 [v(ρ; v0)], (7.21)
where we have recalled that (∂rv)(r(s)) = s by the definition of r(s), and that the
choice of sρ implies r(sρ) = ρ. Combining (7.21) with (7.20), we obtain
−(N − 1)r˙rN−3∆ =
∫ r
0
(N − 1)ρN−2(v˙(sρ)− sρr˙(sρ))dρ. (7.22)
The desired local negativity of r˙ now follows by observing that v˙(0) = 1, r˙(0) = 0
and r(0) = 0 so that the right hand side of (7.22) is positive for s is sufficiently
small (recall that the convexity of v shows that r(s) is increasing in s).
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Let I ⊂ R be the largest interval containing 0 for which r˙ < 0 on I . We
claim that v˙ > 0 on I . To obtain this, note that v˙(0) = 1 and the continuity of
v˙ imply that v˙ > 0 on some interval (0, δ1) and let I1 denote the largest such
interval. Suppose for contradiction that sup I1 < sup I . By continuity we have
v˙(sup I1) = 0. Let s ∈ I1 be given and use (7.16) and ∂s[v(r(s))] = s∂sr to write
∂sv˙ = ∂v0
[
sr∂211φ(s,N − 1)
(N − 1)∆
]
=
s∂211φ(s,N − 1)
(N − 1)∆2 ((∆− rv)r˙ − r
2v˙)
> −sr
2v˙∂211φ(s,N − 1)
(N − 1)∆2
> −(N − 1)
2sr2v˙∂211φ(s,N − 1)
[∂1φ(s,N − 1)]2 ,
where to obtain the first inequality we have noted that the definition of ∆ along
with (7.9) gives ∆ − rv = −N−2
N−1∂1φ(s,N − 1) < 0, while to obtain the second
inequality we have used (7.12) and the positivity of v˙ (that is, s ∈ I1). Integrating
this differential inequality, we obtain
v˙(s) > exp
(
−
∫ s
0
(N − 1)2sr2∂211φ(s,N − 1)
[∂1φ(s,N − 1)]2 ds
)
> 0 (7.23)
with s = sup I1, which contradicts v˙(sup I1) = 0. Thus v˙ > 0 on I .
We now conclude by showing that I = (0,∞), and thus (7.18) holds as de-
sired. Suppose for contradiction that sup I <∞. The continuity of r˙ then implies
r˙(sup I) = 0, so that
V˙ (sup I) = ωN−1r(sup I)N−1v˙(sup I)
Observing that (7.23) holds for s = sup I , we obtain V˙ (sup I) > 0, contradicting
V˙ (sup I) ≤ 0,
which follows from the expression (7.14) for V˙ combined with the bound (7.19)
and the inequalities r˙ < 0 and v˙ > 0 on I . Since u0 > 0 was arbitrary, this
completes the proof of Theorem 3.12.
We finish the proof by observing that the restriction to ω ∈ (−f(eN), 0) im-
poses no loss of generality. In particular, although the change of variables used
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above becomes singular at the point where r′E(t) = 0 (see Figures 1 and 2) when
ω ≥ 0 and, moreover, the profile of minimizers is no longer a graph for ω > 0,
one can recover the argument by noting that the convexity of minimizers implies
that the minimizers divides into “top” and “bottom” sets where rE(t) is monotone.
The extension to general ω ∈ (−f(eN), f(−eN)) then carries through as in the
isotropic case [13, 14] (where the same singularity is present) by repeating the
analysis on each of these sets.
A A one-dimensional lemma concerning local con-
vexity
We now recall an elementary lemma showing that if a continuous function on
R fails to be concave, then it has a region of local strict convexity. This result
may be seen as a contrapositive formulation of the statement that for continuous
functions, local concavity implies concavity. We remark that this lemma is used
to establish the convexity of symmetric minimizers in the proof of Theorem 3.9.
Lemma A.1. Let I ⊂ R be an open interval and suppose that r : I → R is a
continuous function. Let t1, t2 ∈ I be given along with s ∈ (0, 1) such that
r(st1 + (1− s)t2) < sr(t1) + (1− s)r(t2). (A.1)
Then for every  > 0 there exists t′1, t
′
2 ∈ (t1, t2) with t′1 < t′2 and |t′1 − t′2| < 
such that for a.e. s′ ∈ (0, 1),
r(s′t′1 + (1− s′)t′2) < s′r(t′1) + (1− s′)r(t′2). (A.2)
Proof. We begin by defining the set of slopes of any piecewise linear components
of the graph of r,
M = {m ∈ R : ∃ t1 < am < bm ≤ t2 s.t. r(t)− r(am)
t− am = m for am < t < bm},
Note that m,n ∈ M , m 6= n implies that (am, bm) ∩ (an, bn) = ∅. We therefore
have the bound
∑
m∈M bm − am ≤ t2 − t1, so that M is at most countable.
By choosing t2 slightly smaller, we can ensure
r(t2)− r(t1)
t2 − t1 6∈M. (A.3)
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Note that this perturbation of t2 may cause s to no longer obey (A.1); however, for
small perturbations, the continuity of r implies that this property can be restored
by a suitable perturbation of s. When necessary, we therefore let s refer to this
new value. For µ ∈ (0, 1), define
f(µ) = µr(t1) + (1− µ)r(t2)− r(µt1 + (1− µ)t2),
so that f(µ) is the vertical distance from the point (µt1 + (1− µ)t2, r(µt1 + (1−
µ)t2)) to the line connecting the points (t1, r(t1)) and (t2, r(t2)). Then f is a
continuous function with f(0) = f(1) = 0 and f(s) > 0. By continuity, we may
find s∗ ∈ (0, 1) such that
f(s∗) = sup
µ∈(0,1)
f(µ). (A.4)
Fix δ > 0 to be determined later in the argument. Then {s : f(s) > (1 −
δ)f(s∗)} is a nonempty open set, which can be written as a union of disjoint open
intervals. Let I be the interval containing s∗ and set s1 = inf I , s2 = sup I . Then
f continuous implies f(s1) = f(s2) = (1−δ)f(s∗). Define t′1 = s1t1 +(1−s1)t2
and t′2 = s2t1 + (1− s2)t2. The construction of I then shows that (A.2) holds.
Letting  > 0 be given, it remains to check that δ can be chosen to ensure
t′2 − t′1 < . For this purpose, note that (A.3) and (A.4) imply that s1 and s2 tend
to s∗ as δ → 0. Indeed, if (up to subsequences) si → s′′i , t′i → t′′i , i = 1, 2 as
δ → 0 and s′′1 < s∗, then we have f(s′′1) = f(s′′2) = f(s∗). A simple calculation
then shows that r is linear on the interval [t′′1, t
′′
2] with slope
rE(t2)− rE(t1)
t2 − t1
contradicting (A.3). We may therefore choose δ sufficiently small so that t′2−t′1 <
, which completes the proof of the lemma.
B Change of variables for the ODE characterization
In this appendix, for completeness we give the derivation of (7.6) in the case
u′ < 0, starting from the Euler-Lagrange equation (7.5). We begin by recalling
that (7.6) was
− d
dr
[
ΛrN−2∂1φ(−Λu′(r), N − 1)
]
= (N − 1)(u(r) + λ)rN−2
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Now, note that φ positively 1-homogeneous implies
∂2φ(λa, λb) = ∂2φ(a, b)
and
φ(a, b) = a∂1φ(a, b) + b∂2φ(a, b)
for every λ > 0. We therefore obtain
− d
dr
[
(N − 1)rN−2∂2φ(Λ,−N − 1
u′
)
]
= − d
dr
[
(N − 1)rN−2∂2φ(−Λu′, N − 1)
]
= − d
dr
[
rN−2φ(−Λu′, N − 1) + Λu′rN−2∂1φ(−Λu′, N − 1)
]
= −(N − 2)rN−3φ(−Λu′, N − 1) + ΛrN−2u′′∂1φ(−Λu′, N − 1)
− d
dr
[
ΛrN−2∂1φ(−Λu′, N − 1)
]
u′ − ΛrN−2∂1φ(−Λu′, N − 1)u′′
= −(N − 2)rN−3φ(−Λu′, N − 1)− d
dr
[
ΛrN−2∂1φ(−Λu′, N − 1)
]
u′.
Substituting this into (7.5) and again invoking the positive 1-homogeneity of φ
gives
− (N − 2)r
N−3
u′
φ(−Λu′, N − 1)− d
dr
[
ΛrN−2∂1φ(−Λu′, N − 1)
]
= −(N − 2)r
N−3
u′
φ(−Λu′, N − 1) + (N − 1)(u+ λ)rN−2
which gives (7.6) as desired.
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