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1. Introduction
Let {Xn,n  1} be a centered sequence of i.i.d. random variables on a probability space (Ω,F , P ), with partial sums
Sn = X1 + · · · + Xn , n 1. We consider the following series that describes the rate of convergence in the strong law of large
numbers:
∞∑
n=1
np/r−2P
[|Sn| > εn1/r], ε > 0, (1)
where 0 < r < 2 and p max{r,1}. Partial contributions by Hsu, Robbins, Erdo˝s and Spitzer culminated with the celebrated
1965 result by Baum, Katz and Nagaev (cf. [1,12]) that completely solved the problem for i.i.d. sequences: the series (1)
converges if and only if E|X1|p < ∞.
Łagodowski and Rychlik studied in [10] the convergence of the series (1) when {Xn,n  1} is a martingale difference
sequence (in short MDS); in particular, if p = r = 2, their results prove that the series (1) converges for any MDS bounded
in L2, i.e., satisfying supn1 E(X2n ) < ∞. Stoica proved in [15] that, if 0 < r < 2 < p, then the series (1) converges for
any MDS bounded in Lp , i.e., satisfying supn1 E(|Xn|p) < ∞. The same paper proves that the series (1) may diverge for
MDS when p = 2 and 0 < r < 2. Also, Stoica proved in [14] that the series (1) converges along a subsequence of any
sequence {Xn,n 1} bounded in Lp , provided that 0 < r  p < 2. The missing link, i.e., the Baum–Katz–Nagaev type rate of
convergence in the case 1 p < 2 for MDS has been treated by Dedecker and Merlevède in [4]; by reﬁning their results, in
this paper we prove the convergence of the series (1) for Lp-bounded MDS when 1  p < 2. Our results give an effective
alternate approach to the methodology in [6] and [8]; their estimates are quite laborious and even impractical – at times.
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Let {Xn,n 1} be a sequence of random variables on a probability space (Ω,F , P ) and, for any n 1, denote by Fn the
σ -algebra generated by X1, X2, . . . , Xn . We say that {Xn,n 1} is a martingale difference sequence (MDS) if {Sn,n 1} is a
martingale with respect to the ﬁltration {Fn,n  1}, i.e., E[Sn|Fn] = Sn−1 a.s. for any n  1 (by convention S0 = 0 and F0
is the trivial σ -algebra). Obviously, any MDS is centered, and any centered sequence of i.i.d. random variables in L1 is an
MDS, but the converse is false.
Theorem 1. Let 1 < p < 2, 1 r  p and ε > 0. Then the series (1) converges for any MDS {Xn,n 1} bounded in Lp .
Remark. As mentioned in [4], the convergence of the series (1) implies that n−1/p Sn → 0 a.s., i.e., Theorem 1 contains the
celebrated Marcinkiewicz–Zygmund strong law of large numbers for MDS (cf. [11]), and some of its extensions, see [7,2,9,
13].
In the limiting case p = r = 1, slightly more than L1-boundedness is required. More precisely we have the following
result.
Theorem 2. Let p = r = 1 and ε > 0. Then the series (1) converges for any MDS {Xn,n 1} satisfying supn1 E(|Xn| ln+ |Xn|) < ∞.
Remark. As the convergence of the series (1) implies that Sn/n → 0 a.s., it follows that Theorem 2 contains the celebrated
Kolmogorov strong law of large numbers for MDS; unlike the case of i.i.d. sequences, the strong law of large numbers for
MDS with p = r = 1 holds precisely under the same hypothesis as in Theorem 2, see [5].
Throughout this section, C > 0 denotes a generic constant depending on p, r and ε, but not on n and k, and may take
different values from line to line. For any k 1, let Fk denote the upper tail function of |Xk|, given by
Fk(x) = P
(|Xk| > x), x ∈R,
and F−1k its generalized inverse, i.e., the quantile function of Xk , given by
F−1k (t) = inf
{
x ∈R, Fk(x) t
}
, 0< t < 1.
In the sequel we shall use the following properties. For any a > 0, p  1 and 0 < t < 1, we have:
Fk(a) > t ⇔ F−1k (t) > a; t  Fk(a) ⇔ a F−1k (t); E
(|Xk|p)=
1∫
0
F−pk (t)dt; (2)
E|Xk|I
{|Xk| > a}=
Fk(a)∫
0
F−1k (t)dt; E|Xk|I
{|Xk| a}=
1∫
Fk(a)
F−1k (t)dt. (3)
Here F−pk denotes the pth power of F
−1
k , and I{A} is the indicator function of the set A. Properties (2) are immediate
(see [3,4]). To prove (3), apply the integration by parts formula to the right-hand side integral below:
E|Xk|I
{|Xk| > a}= aP(|Xk| > a)+
∞∫
a
P
(|Xk| > u)du,
and obtain
E|Xk|I
{|Xk| > a}=
1∫
0
F−1k (t)I
{
Fk(a) > t
}
dt,
i.e., the quantile function of |Xk|I{|Xk| > a} equals the product between the quantile function of Xk and I{Fk(a) > t}.
In addition we need the following elementary inequalities:
∞∑
n=k
n−α  Ck1−α for α > 1;
k∑
n=1
nα  Ck1+α for α > −1. (4)
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X1k = Xk I
{|Xk| n1/r}− E[Xk I{|Xk| n1/r}∣∣Fk−1],
X2k = Xk I
{|Xk| > n1/r}− E[Xk I{|Xk| > n1/r}∣∣Fk−1].
It is immediate that {X1n ,n  1} and {X2n ,n  1} are MDS with respect to the ﬁltration {Fn,n  1} and Xn = X1n + X2n . Put
Sin = Xi1 + · · · + Xin , i = 1,2.
Using Markov’s inequality we have
P
[∣∣S1n∣∣> εn1/r] 1ε2n−2/r E
(
S1n
)2 = 1
ε2
n−2/r
n∑
k=1
E
(
X1k
)2  2
ε2
n−2/r
n∑
k=1
E(Xk)
2 I
{|Xk| n1/r}
(the only equality in the above chain is a very well-known property of square integrable MDS). Using properties (2),
(3) and (4) we obtain:
∞∑
n=1
np/r−2P
[∣∣S1n∣∣> εn1/r] C
∞∑
n=1
np/r−2/r−2
(
n∑
k=1
1∫
0
F−2k (t)I
{
Fk
(
n1/r
)
 t
}
dt
)
 C
∞∑
n=1
np/r−2/r−2
(
n∑
k=1
1∫
0
F−2k (t)I
{
n
⌊
F−rk (t)
⌋}
dt
)
 C sup
k1
1∫
0
F−2k (t)
( ∞∑
n=F−rk (t)
np/r−2/r−1
)
dt
 C sup
k1
1∫
0
F−2−r(1+p/r−2/r−1)k (t)dt
= C sup
k1
1∫
0
F−pk (t)dt = C sup
k1
E
(|Xk|p)< ∞, (5)
where F−rk (t) denotes the ﬂoor of F−rk (t), i.e., the largest integer not greater than F−rk (t).
On the other hand, using Doob’s inequality for martingales we have
P
[∣∣S2n∣∣> εn1/r] 1εn−1/r
n∑
k=1
E
∣∣X2k ∣∣ 2εn−1/r
n∑
k=1
E|Xk|I
{|Xk| > n1/r}.
Using properties (2), (3) and (4) we obtain:
∞∑
n=1
np/r−2P
[∣∣S2n∣∣> εn1/r] C
∞∑
n=1
np/r−1/r−2
(
n∑
k=1
1∫
0
F−1k (t)I
{
Fk
(
n1/r
)
> t
}
dt
)
 C
∞∑
n=1
np/r−1/r−2
(
n∑
k=1
1∫
0
F−1k (t)I
{
n < F−rk (t)
}
dt
)
 C sup
k1
1∫
0
F−1k (t)
( F−rk (t)∑
n=1
np/r−1/r−1
)
dt
 C sup
k1
1∫
0
F−1−r(1+p/r−1/r−1)k (t)dt
= C sup
k1
1∫
F−pk (t)dt = C sup
k1
E
(|Xk|p)< ∞. (6)0
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∞∑
n=1
np/r−2P
[|Sn| > εn1/r] ∞∑
n=1
np/r−2P
[∣∣S1n∣∣> ε2n1/r
]
+
∞∑
n=1
np/r−2P
[∣∣S2n∣∣> ε2n1/r
]
< ∞,
and the proof is ﬁnished. 
Proof of Theorem 2. With the notations in the proof of Theorem 1, one can easily see that formula (5) is still valid for
p = r = 1 and the series therein is ﬁnite provided supk1 E(|Xk|) < ∞. However, formula (6) is no longer valid because the
second estimate in (4) does not hold in this case. Instead, we shall use that
k∑
n=1
1
k
 C lnk, k 2. (7)
Using properties (2), (3) and (7) we obtain:
∞∑
n=1
1
n
P
[∣∣S2n∣∣> εn] C
∞∑
n=1
1
n2
(
n∑
k=1
1∫
0
F−1k (t)I
{
Fk(n) > t
}
dt
)
 C
∞∑
n=1
1
n2
(
n∑
k=1
1∫
0
F−1k (t)I
{
n < F−1k (t)
}
dt
)
 C sup
k1
1∫
0
F−1k (t)
( F−1k (t)∑
n=1
1
n
)
dt
 C sup
k1
1∫
0
F−1k (t) ln
+(F−1k (t))dt
= C sup
k1
E
(|Xk| ln+ |Xk|)< ∞,
and the proof is ﬁnished. 
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