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In this thesis, we study several nonlocal models to obtain their numerical
solutions accurately and efficiently. In contrast to the classical (local) partial
differential equation models, these nonlocal models are integro-differential
equations that do not contain spatial derivatives. As a result, these nonlocal
models allow their solutions to have discontinuities. Hence, they can be
widely used for fracture problems and anisotropic problems.
This thesis mainly includes two parts. The first part focuses on pre-
senting accurate and efficient numerical methods. In this part, we first
introduce three meshless methods including two global schemes, namely
the radial basis functions collocation method (RBFCM) and the radial ba-
sis functions-based pseudo-spectral method (RBF-PSM) and a localized
scheme, namely the localized radial basis functions-based pseudo-spectral
method (LRBF-PSM), which also gives the development process of the
RBF methods from global to local. The comparison of these methods
shows that LRBF-PSM not only avoids the Runge phenomenon but also
has similar accuracy to the global scheme. Since the LRBF-PSM uses only
a small subset of points, the calculation consumes less CPU time. After-
wards, we improve this scheme by adding enrichment functions so that it
can be effectively applied to discontinuity problems. This thesis abbrevi-
ates this enriched method as LERBF-PSM (Localized enriched radial basis
functions-based pseudo-spectral method).
In the second part, we focus on applying the derived methods from
the first part to nonlocal topics of current research, including nonlocal
diffusion models, linear peridynamic models, parabolic/hyperbolic non-
local phase field models, and nonlocal nonlinear Schro¨dinger equations
arising in quantum mechanics. The first point worth noting is that in or-
der to verify the meshless nature of LRBF-PSM, we apply this method to
solve a two-dimensional steady-state continuous peridynamic model in
regular, irregular (L-shaped and Y-shaped) domains with uniform and
vii
viii
non-uniform discretizations and even extend this method to three di-
mensions. It is also worth noting that before solving nonlinear nonlocal
Schro¨dinger equations, according to the property of the convolution, these
partial integro-differential equations are transformed into equivalent or
approximate partial differential equations (PDEs) in the whole space and
then the LRBF-PSM is used for the spatial discretization in a finite domain
with suitable boundary conditions. Therefore, the solutions can be quickly
approximated.
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In the past few years the interest in nonlocal operators with a kernel of convolution
type has increased given their numerous applications in many branches of physics,
engineering, biology and so on. Nonlocal operators have the property of capturing




(u(x′) − u(x))J(x′ − x)dx′, x ∈ Rd, (1.1)
where the kernel J : Rd → R is a non-negative and symmetric function. More
specifically,
J ∈ C1(Rd), J ≥ 0, J(x) = J(−x), and
∫
Rd
J(x)dx = 1. (1.2)
The common example is given by J(x′ − x) = 4sΓ(d/2+s)
pid/2|Γ(−s)| |x′ − x|−d−2s for s ∈ (0, 1) and Γ(·)
is the Gamma function. In this case the nonlocal operator LNL becomes the fractional
Laplace operator, i.e., LNL = ∆s. In addition, let u ∈ C2(Rd) and substituting x′ − x = h
we can rewrite the nonlocal operator in terms of second differences as
∆su(x) = C(d, s)
∫
Rd
(u(x − h) − 2u(x) + u(x + h))
|h|d+2s dh, (1.3)
where the constant is C(d, s) := 4
sΓ(d/2+s)
2pid/2|Γ(−s)| . For x ∈ Rd, the Taylor expansion of u in x is
given by
u(x − h) − 2u(x) + u(x + h) =
d∑
i, j=1
∂i∂ ju(x)hih j + o(h2). (1.4)
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Plugging (1.4) into (1.3) for small values of h, we have
lim
s→1−
∆su(x) = ∆u(x) (1.5)
Thus for u ∈ C2(Rd) the operator LNL = ∆s is converge to the Laplace operator ∆
as s tends to 1. Obviously, the fractional Laplace operator and the Laplace operator
are two special cases of nonlocal operators. Therefore, models involving non-local
operators have a wider range of applications. The use of nonlocal operators in the
model extends the types of physical processes that we can model and the types of
qualitative behaviours that we can describe.
Non-local models have recently been successfully applied to the areas of nonlocal
diffusion [6, 32, 51], Silling’s [133] theory of peridynamic fractures, phase translation
models [4, 66], image reconstruction problems [104, 115], dislocation problems [26],
and quantum mechanics [109].
After nonlocal models were introduced, an enormous amount of research effort went
to construction of numerical schemes. Recently, various discretization methods have
been studied and implemented for nonlocal diffusion and peridynamics models, for
instance, the finite element method [36, 49, 90, 103, 144, 148, 151], and some pseudo-
meshless methods [135, 16]. As many numerical simulations are carried out, it is
more and more important to develop efficient and accurate numerical methods and
to simulate nonlocal models.
Over the years, the radial basis function (RBF) interpolation has been shown to work in
many cases where polynomial interpolation has failed [127]. RBF methods overcome
the limitation of polynomial interpolation because they do not need to be implemented
on tensor product grids or in rectangular domains. RBF methods are frequently used
to represent topographical surfaces as well as other intricate three-dimensional shapes,
having been successfully applied in many areas, such as computer graphics [30],
geophysics [17, 18], mesh deformation [44, 118, 120] and machine learning [31, 64].
The combination of radial basis and pseudo-spectral method is applied in the current
numerical method. The basic idea of this approach is to construct the orthogonal
basis functions of pseudo-spectral methods by using infinitely smooth RBFs rather
than polynomials. To distinguish the classical pseudo-spectral method, it is called
radial basis functions-based pseudo-spectral method (RBF-PSM) [55, 62, 57]. Due
to the meshless nature of RBFs, the RBF-PSM can be extended to multi-dimensions
directly without any tensor product grids and is also suitable for irregular geometries.
Although the RBF-PSM has shown to be accurate and efficient for solving partial dif-
ferential equations [60, 147], the development of mathematical theory on stability and
convergence order estimates, however, is still far from satisfactory. This approach
always generates dense matrices which require O(N2) of memory where N is the
number of unknowns in the discretized system. Many fast algorithms have been de-
veloped for dense matrices [113], including the conjugate gradient (CG) method [79],
bi-conjugate gradient (BICG) method [9] and generalized minimal residual (GMRES)
3method [123]. However, if the problem contains a complex operator, such as integral-
type operator, the generation of the linear system still consumes a lot of time. This also
limits the applicability of the RBF-PSM to solve large-scale problems. To overcome
this limitation, recently, a localized method based on the RBF-PSM, LRBF-PSM, has
been proposed. For each evaluation point, the centres are only its few neighbours.
Because of using only a small subset of points, less computer memory is required
even for the model involving complex operators.
This thesis mainly includes two parts. The first part focuses on developing accurate
and efficient numerical methods. Specifically, in Chapter 2, after reviewing two global
RBF methods, RBFCM and RBF-PSM, we introduce a localized scheme, LRBF-PSM,
which applies collocation separately on each overlapping sub-domain of the whole
domain. Comparison of two global methods, the numerical results show that LRBF-
PSM not only avoids the Runge phenomenon, but also has very similar accuracy with
the global scheme and consumes less time. In Chapter 3, we improved the LRBF-
PSM by adding enrichment functions which are designed to capture the discontinuity
so that this approach guarantees a good accuracy. This enriched method is called
LERBF-PSM here. In the second part, we focus on implementing mentioned meth-
ods on topics of contemporary research. We consider in particular: linear nonlocal
diffusion models in Chapter 4, linear bond-based peridynamics models in Chapter 5,
parabolic/hyperbolic nonlocal phase field models in Chapter 6, and nonlinear nonlo-
cal Schro¨dinger equations arising in quantum mechanics in Chapter 7. We draw some
conclusions and future work in Part III.

Part I.





RADIAL BASIS FUNCTION METHODS: FROM
GLOBAL TO LOCAL
2.1. Introduction
Interpolation of data has a wide range of fields such as mathematics, engineering,
computer science and biology. The interpolation problem states that given data (x j, f j)
with j = 1, 2, · · · ,N, find a smooth function I f such that I f (x j) = f j, for j = 1, 2, · · · ,N.
The general idea is to expand the function I f (x) in a finite set of basis functions ψk(x),




such that I f (x j) = f j, j = 1, 2, · · · , N. The expansion coefficients αk can be obtained
by solving a linear system
Aα = f , (2.2)
where the interpolation matrix A contains entries ψk(x j). This method works well
for one dimensional problems but fails in higher dimensions. According to Haar’s
theorem [102], for any set of basis functions ψk(x), there exists a set of data points
xk, k = 1, 2, · · · ,N in Rd, d ≥ 2 such that the interpolation matrix A becomes singular.
This difficulty can be bypassed by taking the basis function radially system about its
centre [111],
I f (x) =
N∑
k=1
αkφ(x − xk), (2.3)
that is, using a single univariate function that depends on the data set xk. This is
referred to as the radial basis function interpolation.
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Radial basis function interpolation can be traced back to 1971 [78]. Hardy developed
the multiquadric (MQ) radial function
φ(‖ · ‖) =
√
‖ · ‖2 + c2, c > 0 (2.4)
to solve a cartography problem, where ‖ · ‖ denotes the Euclidean distance and c
is the shape parameter. Afterwards, Franke studied various methods of scattered
data and concluded that the MQ method was the best method in 1982 [65]. The
MQ method was also generalized to other radial basis functions, such as the inverse
multiquadric (IMQ), the thin plate spline (TPS) [50], the Gaussian (GA), the cubic,
etc. The next important event in RBF history was in the 1990s when Kansa first
used the MQ method for solving partial differential equations (PDEs) [88], where
the partial derivative is approximated by taking the partial derivative of the basis
functions. Since then, research in RBF methods has rapidly grown, and RBFs are now
considered an effective way to solve PDEs [58, 155] and have proved a very powerful
tool in computer graphics and neural networks [24, 25, 129].
The RBF interpolation has been shown to work well in some cases where polynomial
interpolation has failed [127]. RBF methods can overcome the limitations of polyno-
mial interpolation because they do not have to be implemented on tensor product
grids. Fasshauer [55] first connected the radial basis function collocation method to
the pseudo-spectral method. Therefore, instead of the radial basis function colloca-
tion method, a radial basis functions-based pseudo-spectral method has recently been
proposed by various authors [55, 56, 117, 126] and has since been used by Ferreira
and Fasshauer for the static and free vibration analysis of beams and plates [59].
Although both the RBFCM and the RBF-PSM have proven to be efficient and accurate
to solve equations numerically, the development of mathematical theory of stability
and convergence order estimates is still far from satisfactory. Since approximations
are constructed by including all collocation points within the domain, the generation
of full matrices that become ill-conditioned as we increase the number of interpola-
tion points. This limits RBF methods to solve large-scale problems. There are various
methods to circumvent this limitation, for instance, domain decomposition [87], com-
pactly supported RBFs [33], iterative methods [37] and localized methods [125].
In contrast, localized formulations can reduce the ill-conditioning of the coefficient
matrix and can be used to improve efficiency even for complex differential operators.
In this chapter, we first give a brief review of two global RBF methods: the radial basis
function collocation method (RBFCM) and the radial basis functions-based pseudo-
spectral method (RBF-PSM) and then present a localized method, namely the localized
RBF-PSM (LRBF-PSM). Comparison of three methods by approximating a Runge
function and solving a partial differential equation model, results have shown that
the LRBF-PSM effectively avoids the Runge phenomenon, maintains the high accuracy
of global RBF methods but consumes less CPU time.
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2.2. Radial basis function collocation method
(RBFCM)
In order to derive the numerical scheme, several definitions about radial basis func-
tions (RBFs) are first required.
Definition 2.1. A function φ : Rd → R is called radial if there exists a univariate function
ϕ(r)→ R so that
φ(x) = ϕ(r), x ∈ Rd, (2.5)
where r = ‖x‖ and the symbol ‖ · ‖ denotes the Euclidean norm.
Definition 2.2. A radial basis function,ϕ(r), is a one-variable, continuous function defined
for r ≥ 0 that has been radialized by composition with the Euclidean norm onRd. Radial basis
functions may have shape parameter, denoted by c.
Definition 2.3. A function φ : Rd → R is strictly conditionally positive definite of order m





αiαkφ(xi − xk) > 0 (2.6)
for all α1, α2, · · · , αN satisfying
N∑
i=1
αip(xi) = 0, (2.7)
for all polynomials p of degree less than m.
Given N collocation points x1, x2, · · · , xN in any number of dimensions d, and the
corresponding function values f (x1), f (x2), · · · , f (xN), the standard RBF interpolation
problem is to find an interpolant of the form
f (x) ≈ I f (x) =
N∑
k=1
αkφ(x − xk), x ∈ Rd, (2.8)
where x1, · · · , xN are called centres, and αk ∈ R are coefficients to be determined by
enforcing the interpolation condition at a set of points x j, such that
I f (x j) = f (x j), j = 1, 2, · · · ,N. (2.9)
The typical choice of the evaluation points coincides with the centres. In matrix
notation, solving the radial basis function interpolation problem is equivalent to
solving the system of linear equations
Aα = f, (2.10)
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where A is the interpolation matrix
A jk = φ(x j − xk), (2.11)
α is the vector of coefficients (α1, α2, · · · , αN)T and f is the vector of function values
( f1, f2, · · · , fN)T. It is clear that the interpolation matrix A is symmetric because ‖x j −
xk‖ = ‖xk − x j‖.
In general, solvability of such a system is a serious problem. Miccelli gave sufficient
conditions to make this problem obsolete [107]. Table 2.1 lists three common RBFs
that lead to a uniquely solvable method. As before, the variable r stands for ‖x − xk‖.
Name RBF Shape parameter
Multiquadric (MQ) ϕ(r) =
√
r2 + c2 c > 0
Inverse Multiquadric (IMQ) ϕ(r) = 1/
√
r2 + c2 c > 0
Gaussian (GA) ϕ(r) = exp(−(cr)2) c > 0
Table 2.1.: Some RBFs
As shown in Table 2.1, RBFs have a variable c in their definitions. This variable is
called the shape parameter. From Figure 2.1 it can be seen that the shape parameter
usually adjusts the “flatness” or “steepness” of a function.





































Figure 2.1.: Three RBFs with different shape parameters.
Different shape parameters correspond to different approximations resulting from
RBF interpolation. How to choose the shape parameter that will produce the most
accurate approximation is a challenge of current research. Some approaches about
this issue have been studied in [121, 149, 128, 108].
Since RBFs are dimension independent (ϕ is only a function of r), the extension of
RBF methods to higher dimensions is straight forward. Kansa [88, 89] first introduced
the radial basis function collocation method (RBFCM) to solve partial differential
equations (PDEs). This method is meshless, easy-to-use and has been used to handle
a broad range of partial differential equation models.
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Let L be an interior linear partial differential operator with some boundary operator
B, then an approximation uˆ(x) to the solution u(x) of the following PDE modelLu(x) = f (x), x ∈ Ω,Bu(x) = g(x), x ∈ ∂Ω (2.12)




αkφ(x − xk). (2.13)
The unknown RBF coefficients are obtained by requiring
∑N
k=1 αkLφ(x j − xk) = f (x j), 1 ≤ j ≤ N1,∑N
k=1 αkBφ(x j − xk) = g(x j), N1 + 1 ≤ j ≤ N
(2.14)
to be satisfied, where N is the total number of collocation points considered and N1 is
the number of interior collocation points. The discretization has the matrix form
Aα = b. (2.15)
Here, the entries of the discretization matrix A are generated by applying the operators
L and B to the basis functions
A =

Lφ(x − x1)|x=x1 Lφ(x − x2)|x=x1 · · · Lφ(x − xN1)|x=x1
... · · · · · · ...
Lφ(x − x1)|x=xN1 Lφ(x − x2)|x=xN1 · · · Lφ(x − xN1)|x=xN1
Bφ(x − x1)|x=xN1+1 Bφ(x − x2)|x=xN1+1 · · · Bφ(x − xN1)|x=xN1+1
... · · · · · · ...
Bφ(x − x1)|x=xN Bφ(x − x2)|x=xN · · · Bφ(x − xN1)|x=xN

(2.16)
and b = [ f (x1), · · · , f (xN1), g(xN1+1), · · · , g(xN)]T is a N × 1 vector. Hon and Schaback in
2001 proved that the matrix A may be singular for some configurations [81]. If A is
non-singular, then the coefficients can be obtained by solving Eq. (2.15).
2.3. Radial basis functions-based pseudo-spectral
method (RBF-PSM)
As introduced in Section 2.2, the RBF method is a true meshless method, offering
complete geometric flexibility and easy implementable local node refinement in any
number of dimensions. Therefore, it still works well in many cases where polynomial
interpolation has failed [127]. Fasshauer [55] connected the radial basis functions
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collocation method to the pseudo-spectral method. This approach is called radial
basis functions-based pseudo-spectral method (RBF-PSM) [55, 62, 57, 145].
Before introducing the RBF-PSM, it is necessary to review the Chebyshev polynomials-
based pseudo-spectral method [28, 13].
A one dimensional unknown function f (x) is expanded in the Chebyshev polynomials,
Tk(x), which are orthogonal with respect the weight function ω(x) = (1− x2)−1/2 on the









where ck = 1 for all k except for c0 = 2 and δkl is a Kronecker delta function. The
Lobatto quadrature points and weights associated with the Chebyshev polynomials
are given by xi = − cos(pii/N) and the weights are ωi = pi/N for all i except ω0 = ωN =
pi/2N [21, 28]. These points and weights provide the approximate quadrature,
1∫
−1
ω(x) f (x)dx ≈
N∑
i=0
ωi f (xi), (2.18)
where N + 1 is the number of quadrature points. If f is a piecewise continuous
function, then it can be expanded in the following Chebyshev polynomial series










ω(x) f (x)Tk(x)dx. (2.20)
With Eqs. (2.17) - (2.20), we obtain the interpolation algorithm
fN(x) ≈ I f (x) :=
N∑
j=0
C j(x) f (x j), (2.21)







where v0 = vN = 1/2 and vk = 1 if k , 0,N.
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This method has two limitations which has prevented it from being extended to
many problems. One limitation is that the use of polynomials limits the formulation
to univariate systems constraining it to tensor product grids for multi-dimensions.
Another drawback is that the geometry of the problem domain must be simple enough
to allow the use of an appropriate orthogonal basis to expand the full set of possible
solutions to the problem. This inability to handle irregularly shaped domains is one
reason why the pseudo-spectral method has found limited use in many engineering
problems.
The introduction of radial basis functions into pseudo-spectral method is expected to
solve mentioned limitations. Many studies have shown that replacing the polynomial
by radial basis functions in pseudo-spectral method has the advantage of using irreg-
ular grids for multivariate systems. Specifically, this approach uses infinitely smooth
RBFs in the expansion (2.19), i.e. Tk(x) = φ(x − xk). Afterwards, the main task is to
obtain the interpolating polynomials.
From Eq.(2.10), we have the coefficient vector
α = A−1f. (2.23)
Substituting (2.23) into Eq. (2.8), the approximation can be obtained by
I f (x) = AˆA−1f, (2.24)
where Aˆ denotes a 1 ×N vector with elements φ(x − xk)k=1, 2, ··· , N.
We write Eq. (2.24) in the form of a linear combination
I f (x) =
N∑
j=1





φ(x − xk)[φ(x j − xk)]−1. (2.26)
Here, [φ(x j − xk)]−1 := (A−1) jk. It is easy to verify that the interpolation operator C j(x)
satisfies Kronecker delta property, i.e
C j(xi) =
1, i = j,0, i , j. (2.27)
Since RBFs are dimension independent, thus, for x ∈ Rd, the approximation becomes
I f (x) =
N∑
j=1
C j(x) f (x j), (2.28)
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φ(x − xk)[φ(x j − xk)]−1. (2.29)
To solve a PDE model (2.12), the procedure is similar to interpolation. The discretiza-
tion reads
Auˆ = b. (2.30)
Here, the entries of the discretization matrix A are generated by applying the operators
L and B to the C j(x),
A =

LC1(x)|x=x1 LC2(x)|x=x1 · · · LCN1(x)|x=x1
LC1(x)|x=x2 LC2(x)|x=x2 · · · LCN1(x)|x=x2
... · · · · · · ...
BC1(x)|x=xN1+1 BC2(x)|x=xN1+1 · · · BCN1(x)|x=xN1+1
BC1(x)|x=xN BC2(x)|x=xN · · · BCN1(x)|x=xN

. (2.31)
Then the numerical solution of (2.12) can be obtained. According to definition of C j,
if we use the same basis functions φk and the same grid of collocation points xk, then
the interpolation matrix A has another form
A = AA−1. (2.32)
That is, the Kansa method for the solution of a PDE followed by evaluation at the
points is identical to a pseudo-spectral method. In addition, even if the interpolation
matrix of Kansa method, A, is not invertible, we can safely use the RBF-PSM whenever
inversion of the discretized differential operator is not required.
2.4. Localized RBF-PSM (LRBF-PSM)
In this section, we are particularly interested in situations where the points have
interplants in sub-domains. It means that the expression for a given f (x) depends
only on a subset of those points, offering the possibility to locally change the shape
of the interpolating function without affecting its global shape, avoiding the Runge
phenomenon. On each sub-domain we expect to obtain smaller errors than if the
problem would have been treated globally.
At first, Ω is partitioned into N overlapping sub-domains Ωi such that xi ∈ ⋃Ni=1 Ωi = Ω
and its influence points x[i]k ∈ Ωi, k = 1, 2, · · · ,M are the M closest points of yi in Ωi as
shown in Figure 2.2. For an arbitrary xi, the interpolation operator on Ωi can be given





φ(xi − x[i]k )[φ(x[i]j − x[i]k )]−1, j, k = 1, 2, · · · , M, (2.33)
then the local interpolation function can be obtained
I f (xi) =
M∑
j=1
C j(xi) f (x[i]j ), i = 1, · · · ,N, (2.34)




















Figure 2.2.: The uniform and non-uniform distributions and for an arbitrary evalu-
ation point (red ∗), 9-influence points (eight bold blue · + one red ∗) are
chosen.
Let Φi(xi) = [φ(xi − x[i]1 ), · · · , φ(xi − x[i]M)], Ψi = (φ(x[i]j − x[i]k )) j,k=1,··· ,M, and
fi = [ f (x[i]1 ), · · · , f (x[i]M)]T, then (2.34) can be written as
I f (xi) = Φi(xi)(Ψi)−1fi. (2.35)
For every i, the local interpolation operator Φi(xi)(Ψi)−1 is a 1 ×M row vector that is
stored in a matrix having the same size of the global matrix but with the extra spaces
filled with zeros. For each evaluation point xi, the approximation using LRBF-PSM
read
I f (xi) =
N∑
j=1
G j(xi) f (x j), for i = 1, 2, · · · ,N. (2.36)
Here the interpolation operator G j(xi) is the result of extending the local interpolation
operator to global. Therefore, these sub-approximations can be calculated efficiently.
Figure 2.3 shows the sparsity pattern of interpolation matrix G j(xi)i, j=1,2,··· ,100 with
different M = 50 and 20.
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(a) M = 50 for uniform points.













(b) M = 20 for uniform points.













(c) M = 50 for non-uniform points.













(d) M = 20 for non-uniform points.
Figure 2.3.: Sparsity patterns of interpolation matrix for uniform and non-uniform
points in a unit square.
For the solution of a PDE model (2.12), the numerical solution can be obtained by
solving
Guˆ = b. (2.37)
where the matrix G satisfies
G =

LG1(x)|x=x1 LG2(x)|x=x1 · · · LGN1(x)|x=x1
LG1(x)|x=x2 LG2(x)|x=x2 · · · LGN1(x)|x=x2
... · · · · · · ...
BG1(x)|x=xN1+1 BG2(x)|x=xN1+1 · · · BGN1(x)|x=xN1+1
BG1(x)|x=xN BG2(x)|x=xN · · · BGN1(x)|x=xN

. (2.38)
Note that for matrix G, there are M non-zero elements for each row.
2.5. Global versus local
In this section, we test the performance of the three RBF methods and choose the best
method to solve non-local models from the results of the comparison.
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As previously mentioned, the LRBF-PSM can avoid the Runge phenomenon. As a





will be approximated on the interval [−1, 1] using both RBF-PSM and LRBF-PSM. We
test two methods with 100 centres and 15 evaluation points, where the interpolation
operator is constructed by the MQ function. It is well known that the shape parameter
plays an important role in RBF methods but how to choose a suitable shape parameter
is still a challenging issue [149]. Numerical experiments are performed with two shape
parameters c = 0.5 and 1, where 10 influence points are chosen for the LRBF-PSM. The
approximation results of the RBF-PSM and LRBF-PSM are given in Figures 2.4 and
2.5, respectively. As shown in these figures, the LRBF-PSM is an effective approach to
avoid the Runge phenomenon near boundaries and two different shape parameters
of the MQ do not have a great effect on the accuracy of the LRBF-PSM.















(a) c = 0.5



















(b) c = 1
Figure 2.4.: Approximations of RBF-PSM for two shape parameters.



















(a) c = 0.5



















(b) c = 1
Figure 2.5.: Approximations of LRBF-PSM for two shape parameters.
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We next consider a simple PDEmodel
−∆u(x, y) = 2 sin x sin y, in Ωu(x, y) = 0, on ∂Ω, (2.40)
in the domain Ω = Ω ∪ ∂Ω = [0, pi]2. The analytical solution is given by
u(x, y) = sin x sin y. (2.41)
We apply the RBFCM, RBF-PSM and LRBF-PSM for the solution of the model (2.40).
Note that the RBF-PSM is the LRBF-PSM when the number of influence points is equal
to the number of centres. In this experiment, the MQ function with c = 1 is considered.
Table 2.2 shows the root-mean-square errors (RMSE), and condition numbers (Cond)








[u(xi, t) − uˆ(xi, t)]2, (2.42)
where N is the total number of test points inside the domain, and u and uˆ denote
the analytical solution and approximate solution, respectively. As we have seen that
two pseudo-spectral methods inherit the high accuracy of the RBFCM and even if
the matrix A tends to be ill-posed, the system is also solvable by two pseudo-spectral
methods. In addition, the LRBF-PSM with M = 25 has very similar accuracy to the
RBF-PSM. We then test the effect of different numbers of influence points on accuracy
and efficiency. We take M = 20 and M = 10 for the experiment and the results of
errors and computing time are listed in Table 2.3. It can be seen that more points of
influence produce better accuracy but longer time.
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N RBFCM RBF-PSM LRBF-PSM (M = 25)
RMSE Cond(A) RMSE Cond(A) RMSE Cond(G)
102 3.3355e-03 3.2683e+06 3.3355e-03 2.6563e+02 5.8138e-03 2.1610e+02
152 6.2315e-04 2.8756e+09 6.2315e-04 9.4979e+02 2.1298e-03 5.3481e+02
202 1.3129e-04 2.2584e+12 1.3138e-04 3.3252e+03 8.6337e-04 9.4730e+02
252 2.8453e-05 1.6467e+15 3.6778e-05 9.7383e+07 3.9724e-04 1.3855e+03
302 6.6055e-06 2.6402e+18 2.4871e-05 2.1600e+09 2.0561e-04 2.1928e+03
352 1.4310e-06 6.9155e+19 9.5989e-06 9.0631e+08 1.1839e-04 3.4737e+03
402 3.5039e-07 1.7119e+20 7.6828e-06 1.0074e+10 7.6559e-05 3.9109e+05
452 2.5978e-07 3.3726e+21 4.6661e-06 3.0392e+09 4.5946e-05 6.0175e+04
502 1.3602e-06 5.5019e+20 2.9133e-06 6.8501e+09 2.5508e-05 2.9900e+05
Table 2.2.: The RMSE and Cond in the solution (2.40) for three methds.
N LRBF-PSM (M = 20) LRBF-PSM (M = 10)
RMSE RE CPU(s) RMSE RE CPU(s)
102 7.4775e-03 1.6617e-02 0.04 2.5268e-02 5.6152e-02 0.03
152 2.8244e-03 6.0523e-03 0.21 1.3992e-02 2.9984e-02 0.10
202 1.1396e-03 2.3992e-03 0.36 9.1131e-03 1.9185e-02 0.26
252 5.2831e-04 1.1006e-03 0.77 6.1635e-03 1.2841e-03 0.65
302 2.7192e-04 5.6259e-04 1.39 4.4210e-03 9.1468e-03 1.06
352 1.5307e-04 3.1514e-04 2.43 3.3262e-03 6.8481e-03 1.57
402 9.1289e-05 1.8726e-04 3.57 2.5760e-03 5.2842e-03 2.43
452 5.9398e-05 1.2150e-04 5.12 2.0552e-03 4.2037e-03 4.07
502 4.1762e-05 8.5229e-05 7.55 1.6720e-03 3.4123e-03 5.55
Table 2.3.: The RMSE, RE and CPU in solution of (2.40) for the LRBF-PSM.
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2.6. Summary
In this chapter, we first reviewed two radial basis function methods, radial basis func-
tion collocation method (RBFCM) and radial basis functions-based pseudo-spectral
method (RBF-PSM). To reduce the computing time and improve the stability of the in-
terpolation, we proposed a localized RBF-PSM (LRBF-PSM). We interpolated a Runge
function and solved a PDE to compare three RBF methods. The relevant results show
that the LRBF-PSM avoids the Runge phenomenon effectively, maintains the high
accuracy and consumes less CPU time.
Through some common tests, we can find that the LRBF-PSM has good quality in
terms of stability, accuracy and efficiency, which is consistent with the purpose of
this part and also provides sufficient preparation for solving more time-consuming
nonlocal problems in Part II.
CHAPTER 3
THE RBF METHOD FOR THE LOCAL JUMP
DISCONTINUITIES
It is well known that the oscillatory behaviour is found in the global or high order
approximations if the function to be approximated was highly non-smooth or even
discontinuous, from sharp interfaces or local jumps within the given domain. This
is known as the Gibbs phenomenon [83]. Due to the Gibbs phenomenon, the origi-
nal convergence rate of the approximation methods is deteriorated. Especially when
the global or high-order approximation methods are applied. As the RBF approx-
imation is global, the Gibbs phenomenon is embedded in the approximation of a
discontinuous function as in the polynomial spectral method [63]. The reason why
the RBF method is inaccurate when dealing with this type of problems is the inability
of the RBF expansion to capture the discontinuities of the solution or of its low-order
derivatives. Since one main advantage of the nonlocal problem is to describe the dis-
continuous phenomenon. Therefore, effectively solving the discontinuous problem is
very important for the research and analysis of the non-local models. In this chapter,
we consider improving the LRBF-PSM to make sure it can be used to deal with the
discontinuous problems.
3.1. The effect of the shape parameter
It is well-known that the shape parameter of the RBF plays an important role in the
approximation. To investigate the behaviour of the shape parameter of RBF for the
discontinuity problem, we consider a 1D piecewise function f (x) = −1 for x ∈ [−1, 0]
and 1 for (0, 1]. The approximations obtained by three RBFs with different shape
parameters on 100 uniform points are shown in the following Figure 3.1.
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Figure 3.1.: The approximation using the MQ, IMQ and GA functions with different
shape parameters.
One interesting observation from Figure 3.1 is that the “steepness” of the RBF has
different approximation effects in the vicinity of discontinuity. To obtain suitable
shape parameters, an adaptive method, namely the −adaptive method, has been
proposed in [85, 86]. Different from the adaptive method in [47, 99], the distribution
of the given points set X = {x1, x2, · · · , xN} is not changed but only the adaptation of
 is used (In these references,  denotes the shape parameter of the RBF.). Let the
superscript c f and cs in I f c f (x) and I f cs(x) denote the interpolation I f (x) with a “flat”
RBF and a “steep” RBF, respectively. According to the −adaptive method, by using
I f cs(x) in the neighbourhood of the jump but I f c f (x) in the smooth region, one can
obtain more accurate results especially in the vicinity of the discontinuity. However,
this adaptive method sometimes causes a significant increase in computational cost
which is inconsistent with the purpose of finding efficient algorithms.
3.2. Enrichment functions
The standard scheme yields poor approximations to a function which contains a
discontinuity, unless the interpolation space be equipped to reproduce it. We consider
to enrich the interpolation space by adding special functions which are designed to
describe the oscillatory behaviour near the discontinuity. We assume that the function
can be written as
f (x) = fs(x) + fd(x), (3.1)
where fs(x) is a smooth function which can be approximated by standard RBF method
as in (2.8)
fs(x) ≈ I fs(x) =
N∑
k=1
αkφ(x − xk). (3.2)
The discontinuous part of the interpolation, fd(x), can be given by
fd(x) ≈ I fd(x) = βH(x), (3.3)
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where β is the enrichment coefficient, the Heaviside function H(x) is defined by
considering a point x within the domain and the jump point.
Combining (3.2) with (3.3), we have the approximation
I f (x) =
N∑
k=1




αkH(xk) = 0. (3.5)
Figure 3.2 gives the enriched RBF interpolation for the piecewise function. Comparing
with Figure 3.1, the enriched method more effectively captures the discontinuity.













































Figure 3.2.: The interpolation I f (x) of f (x) by using the MQ, IMQ and GA functions
with N = 100 for different values of the shape parameter.
Now, we extend this method to two dimensions. For a discontinuous function f (x),
its approximation has the form
I f (x) =
N∑
k=1
αkφ(x − xk) + βH(x), (3.6)
where the Heaviside function H(x) is defined by considering a point and its nearest
point to the crack surface x∗ (See Figure 3.3).




Figure 3.3.: Coordinate system used for Heaviside function definition.
By defining a outward normal n, the Heaviside function is defined as +1 when the
sign of the scalar product (x − x∗) · n is positive and −1 otherwise, i.e.
H(x) =
+1, if (x − x∗) · n ≥ 0,−1, if (x − x∗) · n < 0. (3.7)
When the discontinuity does not run through the entire area, around the crack tip we








where Ntip, Nbasis denote the number of crack tips and the number of branch functions,
respectively. The branch functions for linear fracture mechanics are defined as [82, 154]




































Figure 3.4.: Tip field and O = (x0, y0).
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Combining (3.2), (3.3) with (3.8), approximation of the discontinuity can be expressed
as
I f (x) =
N∑
k=1










In particular, then the expression
I f (x) =
N∑
k=1







has been widely applied to the analysis of crack tip fields [74, 153, 150] and singular
problems, such as Motz problems [14, 15]. Assume that there is a single singularity,
then the approximation (3.10) reduces to
I f (x) =
N∑
k=1
αkφ(x − xk) + βH(x) +
4∑
i=1
γ0i Bi(x, x0). (3.12)
We find that the form of Eq. (3.12) is similar to the technique that includes polynomial
terms in the RBF interpolation. Usually the polynomial with low degree is adopted
to augment the RBF to obtain a better accuracy [119, 29].
Let
p{k=1, 2, 3, 4, 5}(x) = [H(x), B1(x, x0), B2(x, x0), B3(x, x0), B4(x, x0)], (3.13)
Eq.(3.12) can be written as
I f (x) =
N∑
k=1





βkpk(x)︸      ︷︷      ︸
Approximation for ud(x)
, (3.14)
where the coefficients (αk, βk)
T in the approximation are determined by enforcing the
interpolation condition at a set of N points, i.e.,
I f (x j) =
N∑
k=1
αkφ(x j − xk) +
5∑
k=1
βkpk(x j), j = 1, 2, · · · ,N. (3.15)
Then the interpolation conditions and the constraints give the linear system of equa-
tions for j, k = 1, · · · ,N and k = 1, · · · , 5







φ(xN − x1) · · · φ(xN − xN) p1(xN) · · · p5(xN)






























































where α = [α1, · · · , αN]T, β = [β1, · · · , β5]T and f = [ f (x1), · · · , f (xN)]T.
Thus, we have the approximation













︸                ︷︷                ︸
1−N columns
f = Ψf, (3.19)
where Aˆ is a 1 × N vector with components φ(x − xk)k=1,··· ,N and Pˆ is a 1 × 5 vector
with components pk(x)k=1,··· ,5. It can be verified that the shape function Ψ satisfies
the Kronecker delta property. According to the technique in Chapter 2, we can also
obtain the localized scheme based on RBFs and enrichment functions, which is called
the localized enriched RBF-PSM (LERBF-PSM).
3.3. LRBF-PSM versus LERBF-PSM
At first, consider a discontinuous function in one dimension
f (x) =
x, x < 0.5,x2, x > 0.5. (3.20)
We test LRBF-PSM and LERBF-PSM with a enrichment function sign(0.5−x) with 200
centres and 50 evaluation points in the domain [0, 1]. The MQ function is considered
and numerical experiments are performed with two different shape parameters c = 0.5
and 1 and 10 influence points. The approximation results of the LRBF-PSM and
LERBF-PSM are investigated in Figures 3.5 and 3.6. As shown in these two figures,
the LERBF-PSM is more effective to avoid the Gibbs phenomenon and the LRBF-
PSM can be also used to solve the discontinuous problems unless a small number of
influence points is chosen.
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Figure 3.5.: Approximation results of the LRBF-PSM and the LERBF-PSM with differ-
ent numbers of influence points M = 5, 10 and 15 for c = 0.5. Left: the
LRBF-PSM; Right: the LERBF-PSM.
28 Chapter 3. The RBF method for the local jump discontinuities


































































































Figure 3.6.: Approximation results of the LRBF-PSM and the LERBF-PSM with dif-
ferent numbers of influence points M = 5, 10 and 15 for c = 1. Left: the
LRBF-PSM; Right: the LERBF-PSM.
We then consider a simple Poisson equation−∆u(x, y) = f (x, y), in Ω,u(x, y) = g(x, y), on ∂Ω, (3.21)
in a regular domain Ω = Ω ∪ ∂Ω = [0, 1]2, which has the piecewise exact solution
u(x, y) =
sin x sin y, x < 0.5,cos x cos y, x > 0.5, (3.22)
and f (x, y) and g(x, y) can be obtained accordingly.
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We apply the LRBF-PSM/LERBF-PSM for solving the model (3.21) numerically. In
this example, the MQ function with the shape parameter c = 1 is used and for the
LERBF-PSM, a jump function sign(0.5 − x) is added. Table 3.1 shows the root-mean-
square errors (RMSE) and the maximum errors (MAXE) as well as the consumed time
(CPU). Compared with the results obtained by the LRBF-PSM, the enriched method
can effectively capture the discontinuity. For clarity, Figure 3.7 displays the exact
solution and approximation obtained by two methods on 40 × 40 uniform points.
N LRBF-PSM (M = 7) LERBF-PSM (M = 7)
RMSE MAXE CPU RMSE MAXE CPU
102 1.1974e-01 3.7974e-01 0.05s 1.1620e-02 3.7384e-02 0.05s
122 1.2366e-01 3.9431e-01 0.05s 6.3177e-03 2.5023e-02 0.05s
142 1.2644e-01 4.0604e-01 0.07s 1.5565e-02 5.4043e-02 0.07s
162 1.2845e-01 4.1475e-01 0.11s 1.0798e-02 3.4241e-02 0.14s
182 1.2995e-01 4.2023e-01 0.14s 1.1916e-02 4.2615e-02 0.25s
202 1.3111e-01 4.2608e-01 0.29s 2.8827e-03 1.2303e-02 0.26s
222 1.3207e-01 4.3024e-01 0.35s 1.4003e-02 4.4635e-02 0.32s
242 1.3282e-01 4.3357e-01 0.47s 1.9362e-02 6.1207e-02 0.43s
262 1.3345e-01 4.3662e-01 0.56s 1.4884e-02 4.7053e-02 0.54s
282 1.3398e-01 4.3882e-01 0.70s 3.5149e-03 1.3357e-02 0.69s
302 1.3445e-01 4.4126e-01 0.85s 1.1920e-02 3.7724e-02 0.85s
Table 3.1.: The RMSE, MAXE and CPU obtained by LRBF-PSM and LERBF-PSM for
solving (3.21).
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Figure 3.7.: Exact solution and approximations obtained by the LRBF-PSM and the




In this chapter, we studied the relationships between the Gibbs phenomenon and the
shape parameter of RBFs and enrichment functions. We found that the oscillations
can be relieved by choosing suitable shape parameters or adding the enrichment
functions to describe the discontinuity directly. Comparison of two approaches, the
second approach is more effective because of choosing the shape parameter adaptively
consumes more computing time. Thus, this enriched method is taken to be the method
for dealing with the jump, which is called Localized enriched radial basis functions-
based pseudo-spectral method (LERBF-PSM) in this thesis. In addition, the numerical
experiments demonstrated that this method improves the accuracy of the LRBF-PSM









First, we give a brief introduction of nonlocal diffusion (ND) model that will be
considered in this chapter. Let J : Rd → R be a non-negative, radial, continuous
function and satisfy normalization condition∫
Rd
J(z)dz = 1. (4.1)
Nonlocal diffusion equations of the form




J(x − y)(u(y, t) − u(x, t))dy + f (x, t)
have been recently widely used to model diffusion processes. As introduced in [6, 61],
if u(x, t) represents a density at a point x at time t and J(x − y) denotes the probability
distribution of jumping from location y to location x, then (J ∗ u)(x, t) = ∫
Rd
J(x −
y)u(y, t)dy is the rate at which individuals are arriving at position x from all other
places and −u(x, t) = − ∫
Rd
J(y−x)u(x, t)dy is the rate at which they are leaving location
x to travel to all other sites. The function f (x, t) denotes the source at a point x at time
t. Compared with classical diffusion equation based on Laplace operator, Eq. (4.2) is
called nonlocal diffusion equation since the diffusion of the density u at a point x at
time t depends not only on u(x, t) and its derivatives but also on all the values of u in
a neighbourhood of x through the convolution term J ∗ u.
35
36 Chapter 4. Nonlocal diffusion model
Assume that the nonlocal kernel J is a compactly supported function with a radius
δ. We refer to Ωδ as the interaction domain, which is the nonlocal analogue of the
boundary and is necessary to impose the nonlocal analogue of boundary conditions.
For clarity, we show the 2D case in Figure 4.1, where the neighbourhood Bδ(x) is a







Figure 4.1.: Illustrate of a spatial partition on Ω ∪ Ωδ with a circular neighbourhood
in 2D.
We study nonlocal diffusion models with Dirichlet boundary conditions in this chap-
ter as introduced in [6]. The Dirichlet boundary conditions for the nonlocal linear
diffusion equation can be imposed as follows:
ut(x, t) = Lδu(x, t) + f (x, t), x ∈ Ω, t > 0,
u(x, t) = g(x, t), x ∈ Ωδ, t > 0,





(u(y, t)−u(x, t))J(x−y)dy. One features of the nonlocal diffusion
model is the introduction of a horizon parameter δ, which characterizes the range
(maximum radius) of nonlocal interactions. As the horizon parameter δ tends to zero,
nonlocal effect diminishes and the limits provide natural links between the nonlocal
model and the classical (local) model. When δ becomes very small, the nonlocal
diffusion operator in two dimensions can be approximated by
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+ 2r2 sinθ cosθ
∂2u
∂x∂y
(x, y, t) + r2 sin2 θ
∂2u
∂y2





r3J(r)dr∆u(x, y, t)  cd,δ∆u(x, y, t). (4.4)
Then the nonlocal diffusion model (4.3) is approximated by the following classical
model 
ut(x, t) = cd,δ∆u(x, t) + f (x, t), x ∈ Ω, t > 0,
u(x, t) = g(x, t), x ∈ ∂Ω, t > 0
u(x, 0) = u0(x), x ∈ Ω.
(4.5)
Many research has proven that the nonlocal model (4.3) shares many properties with
the classical model (4.5), for instance, bounded stationary solutions are constant, a
maximum principle holds for both of them.
4.2. Numerical results for the ND model
In this section, we consider a two-dimensional nonlocal diffusion model (4.3) with a
radial nonlocal kernel
J(x − x′) = 1|x − x′|2+2s (4.6)
in Ω, in which Ω = Ω ∪Ωδ.
Let 0 = t0 < t1 < · · · < tK = T be a uniform partition of [0,T] into sub-intervals
Tk = (tk, tk+1), k = 0, 1, · · · ,K − 1, with a time step ∆t = tk+1 − tk = T/K. For functions
uk(x) = u(x, tk), we define the approximations uˆk to the nodal values uk(x). We have




k+1 + f k, x ∈ Ω, t > 0,
uˆk = gk, x ∈ ∂Ω, t > 0
uˆ0 = u0 x ∈ Ω..
(4.7)
Afterwards, let uˆk = uˆ(x, tk) =
∑N
j=1 G j(x)u(x j, tk) =
∑N
j=1 G j(x)ukj for j = 1, 2, · · · ,N,
where G is the interpolation matrix that has been extended to the global, then the
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where {ωmˆ1}, {ωmˆ2} are weights of Gaussian quadrature rule and {rmˆ1} and {θmˆ2} are
corresponding quadrature points.
Throughout the experiments, let the spatial domain Ω be (0, 1)2 and Ωδ = [−δ, 1 +
δ]2 \Ω and all exact solutions are available. We implement the algorithm in MATLAB
and compute all results on a 4-GB memory computer and all numerical results are
obtained by Gaussian elimination method. In order to estimate the error of the
numerical approximation, the root-mean-square-error (RMSE) and relative error (RE)
are considered. Here, the RE is given by
RE =
‖u(xi, t) − uˆ(xi, t)‖
‖u(xi, t)‖ , (4.9)
where u and uˆ denote the analytical solution and approximate solution, respectively.
In general, the horizon size δ presents the physical meaning of the material, which
should be independent of the spatial discretization. However, for the finite element
method, choosing mesh-dependent horizon sizes is a common technique, which will
facilitate the analysis of convergence. In the following experiments, we mainly con-
sider the case where the horizon size is constant, but in a small amount of work, we
also consider the horizon size associated with the fill distance. We will explain the
selection of horizon sizes in the following specific work.
4.2.1. Steady-state ND model
In this subsection, we consider the following steady-state ND model
∫
Bδ(x)
(u(x) − u(x′))J(x − x′)dx′ = f (x), x ∈ Ω,
u(x) = g(x), x ∈ Ωδ.
(4.10)
in Ω = Ω ∪Ωδ.
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4.2.1.1. Example 1
A smooth function
u(x, y) = xy(1 − x)(1 − y), (4.11)
is chosen as the exact solution of (4.10).
At first, we explore the effect of different values for s and N on the accuracy and
efficiency of the LRBF-PSM. We test s = 38 ,
1
4 , 0, −12 and −34 , using two radial basis
functions: the MQ function and the IMQ function. We discretize the domain Ω =
[−δ, 1 + δ]2 uniformly by N points, where the horizon δ is taken to be 1/8. We also
consider a corresponding non-uniform discretization with a same number of Halton
quasi-random points. Two different types of discretizations are shown in Figures 4.2a
and 4.2b, respectively.
Numerical experiments are performed with the parameters M = 15 and c = 1. The
RMSE, RE and CPU time of the LRBF-PSM are compared for two types of point
distributions with results given in Tables 4.1 and 4.2. Additional results for differ-
ent choices of the shape parameter (c = 1.5, 0.5 and 0.25) are given in Tables A.1,
A.2, A.3, A.4, A.5, A.6 and for different choices of horizon size (δ = 0.1 and 0.01) are
given in Tables A.7, A.8, A.9, A.10. In addition, we choose 30 × 30 uniform points
as the evaluation points, meanwhile three different discretizations are taken to be the
centers of MQ function as shown in Figures 4.3a (uniform points), 4.4a (Halton points)
and 4.5a (Sobol points), meanwhile Figures 4.3b, 4.4b and 4.5b display corresponding
absolute error for three distributions with s = −3/4, δ = 0.1 and M = 9. As shown
in these tables and figures, the LRBF-PSM has almost the same accuracy for uniform
and non-uniform discretizations and the accuracy does not depend on the position
of points. Comparison of the results obtained by finite element collocation method
[148], the LRBF-PSM is more flexible and to achieve a similar error the LRBF-PSM
needs fewer points and shorter CPU time. Since the shape parameter is not very
sensitive for accuracy and the accuracy is independent of the position of point, thus,
in the following experiments, the shape parameter c is still taken to be 1 and both the
evaluation points and the centres are from the same points set.
We also investigate the effect of parameter M on the numerical results. The first
experiment is performed using the MQ function with the parameter s = −1 and a
fixed horizon δ = 1/8 on N uniformly distributed points. Table 4.3 gives the RE
and CPU time for three different values of M = 10, 15 and 20 as N increases. For
different values of N, all minimum values of RE are highlighted in bold. It can be
seen that all highlighted values appear at M = 15 when N less than 402 and after
that, all minimum values appear at M = 20. Although the case of M = 10 has the
lowest accuracy, the shortest CPU time consumption is required and the fluctuation
of accuracy is smallest as N increases. Balancing the accuracy and efficiency, M = 15
can be seen as an optimized choice for solving (4.10). For clarity, Figure A.1 displays
the approximations along the line y = x obtained by different values of M on 30 × 30
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uniform points. The second experiment is performed using the MQ function with the
parameter s = −1 on N = 602 uniformly distributed points. Table 4.4 shows the RE
and CPU time for three different values of δ = 0.1, 0.05 and 0.005 as M increases. For
different values of δ, all minimum values of RE are highlighted in bold. It can be seen
that the highlighted values appear at M = 20, 15 and 25 and adding more influence
points M do not lead to a higher accuracy but consume more CPU time. From these
two experiments, M = 15 belongs to a suitable range and results in Tables 4.1 and 4.2
have shown its behaviour for two types of distributions.












(a) 20 × 20 uniform points












(b) 400 non-uniform points
Figure 4.2.: Two types of discretizations in a square domain.
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s N MQ IMQ
RMSE RE CPU RMSE RE CPU
3
8
102 1.9788e-04 7.0919e-03 0.23s 1.8421e-04 6.6020e-03 0.23s
152 4.3558e-06 1.5715e-04 0.34s 4.1676e-06 1.5036e-04 0.34s
202 1.2878e-05 4.6494e-04 0.51s 1.1384e-05 4.1098e-04 0.51s
252 1.2631e-05 4.5582e-04 0.78s 1.1920e-05 4.3016e-04 0.79s
302 1.4407e-05 5.1962e-04 1.16s 1.3120e-05 4.7318e-04 1.32s
1
4
102 1.7793e-04 6.3771e-03 0.23s 1.6689e-04 5.9811e-03 0.21s
152 4.8892e-06 1.7639e-04 0.33s 1.1968e-05 4.3180e-04 0.33s
202 2.4009e-06 8.6679e-05 0.49s 1.5521e-06 5.6036e-05 0.51s
252 3.4035e-06 1.2283e-04 0.76s 2.7926e-06 1.0078e-04 0.75s
302 4.0499e-06 1.4607e-04 1.14s 2.8061e-06 1.0121e-04 1.33s
0 10
2 1.5508e-04 5.5581e-03 0.23s 1.4721e-04 5.2758e-03 0.23s
152 1.2072e-05 4.3555e-04 0.34s 1.7345e-05 6.2576e-04 0.33s
202 6.7114e-06 2.4230e-04 0.51s 7.0134e-06 2.5320e-04 0.48s
252 4.5625e-06 1.6465e-04 0.75s 5.1161e-06 1.8463e-04 0.73s
302 4.8371e-06 1.7446e-04 1.19s 6.5000e-06 2.3443e-04 1.12s
− 12
102 1.3576e-04 4.8657e-03 0.22s 1.3029e-04 4.6695e-03 0.23s
152 1.1821e-05 4.2647e-04 0.31s 1.4650e-05 5.2853e-04 0.40s
202 7.0888e-06 2.5593e-04 0.49s 6.5730e-06 2.3731e-04 0.49s
252 5.0941e-06 1.8384e-04 0.84s 5.7343e-06 2.0694e-04 0.76s
302 9.2580e-06 3.3391e-04 1.19s 1.8788e-05 6.7764e-04 1.21s
− 34 10
2 1.2885e-04 4.6178e-03 0.22s 1.2421e-04 4.4517e-03 0.23s
152 1.1716e-05 4.2270e-04 0.33s 1.3705e-05 4.9446e-04 0.31s
202 7.2069e-06 2.6019e-04 0.49s 6.4535e-06 2.3299e-04 0.51s
252 5.3967e-06 1.9476e-04 0.77s 6.6543e-06 2.4014e-04 0.76s
302 6.2109e-06 2.2401e-04 1.17s 1.0270e-05 3.7040e-04 1.22s
Table 4.1.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ and the IMQ functions with c = 1, M = 15, δ = 1/8 and different
values of s = 3/8, 1/4, 0, −1/2 and −3/4 on N uniform points.
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s N MQ IMQ
RMSE RE CPU RMSE RE CPU
3
8
102 1.6393e-04 5.8710e-03 0.33s 1.4832e-04 5.2416e-03 0.31s
152 8.5090e-06 3.0432e-04 0.38s 1.4830e-05 5.3041e-04 0.38
202 1.1529e-05 4.1357e-04 0.46s 1.5241e-05 5.4675e-04 0.46s
252 2.3254e-05 8.2927e-04 0.60s 2.0292e-05 7.2655e-04 0.59s
302 1.0367e-05 3.7197e-04 0.80s 4.1096e-05 1.4707e-03 0.81s
1
4
102 1.5073e-04 5.3980e-03 0.31s 1.3380e-04 4.7285e-03 0.31s
152 8.0451e-06 2.8773e-04 0.37s 8.2471e-06 2.9495e-04 0.38s
202 3.4709e-06 1.2451e-04 0.46s 6.0552e-06 2.1722e-04 0.45s
252 8.4678e-06 3.0319e-04 0.61s 6.4335e-06 2.3035e-04 0.61s
302 3.7319e-05 1.3390e-03 0.79s 2.3609e-05 8.4494e-04 0.80s
0 10
2 1.3683e-04 4.9003e-03 0.30s 2.7485e-04 9.8432e-03 0.23s
152 1.5100e-05 4.4501e-04 0.38s 1.1793e-05 4.2176e-04 0.35s
202 4.8559e-06 4.9484e-04 0.46s 5.1947e-06 1.8635e-04 0.46s
252 1.6893e-05 6.0299e-04 0.60s 8.9225e-05 3.1947e-03 0.61s
302 3.3021e-05 1.1847e-03 0.77s 4.1809e-05 1.5000e-03 0.80s
− 12
102 1.2743e-04 4.5637e-03 0.31s 2.5996e-04 9.3099e-03 0.31s
152 1.5814e-05 4.4254e-04 0.38s 2.7346e-05 9.7932e-04 0.39s
202 1.1486e-05 7.1443e-04 0.47s 2.3281e-05 8.3232e-04 0.46s
252 7.3325e-05 2.6254e-03 0.60s 7.8508e-05 2.8110e-03 0.64s
302 3.3713e-05 1.2096e-04 0.81s 4.1559e-05 1.4874e-03 0.79s
− 34 10
2 1.2404e-04 4.4421e-03 0.31s 2.5451e-04 9.1148e-03 0.33s
152 1.6129e-05 5.7684e-04 0.37s 1.4372e-05 5.1400e-04 0.38s
202 9.4447e-06 3.3702e-04 0.45s 1.8424e-05 6.5868e-04 0.46s
252 4.4125e-05 1.5799e-04 0.69s 3.2827e-05 1.1754e-03 0.62s
302 4.4571e-05 1.5912e-04 0.78s 6.0940e-05 2.1755e-03 0.81s
Table 4.2.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ and the IMQ functions with c = 1, M = 15, δ = 1/8 and different
values of s = 3/8, 1/4, 0, −1/2 and −3/4 on N Halton quasi-random points.
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Figure 4.3.: Absolute errors in the solution of the equation (4.10) with 1600 uniform
points.




































Figure 4.4.: Absolute errors in the solution of the equation (4.10) with 1600 Halton
points.




































Figure 4.5.: Absolute errors in the solution of the equation (4.10) with 1600 Sobol
points.
44 Chapter 4. Nonlocal diffusion model
N M = 10 M = 15 M = 20
RE CPU RE CPU RE CPU
202 6.8574e-03 0.46s 2.6404e-04 0.50s 2.6994e-04 0.55s
252 8.1708e-03 0.69s 2.0188e-04 0.73s 2.7891e-04 0.87s
302 1.0513e-02 1.61s 2.6522e-04 1.43s 3.4460e-04 1.34s
352 1.0107e-02 1.37s 2.3776e-04 1.59s 2.6107e-04 1.77s
402 1.1512e-02 2.16s 2.9275e-04 2.67s 2.3677e-03 2.89s
452 1.0830e-02 2.97s 6.1387e-03 3.44s 3.0015e-04 3.79s
502 1.1806e-02 4.28s 8.6520e-04 4.98s 4.9081e-04 5.61s
552 1.1153e-02 5.92s 4.8190e-04 6.72s 3.5637e-04 7.70s
602 1.1767e-02 8.32s 1.0285e-03 10.3s 5.1290e-04 10.9s
Table 4.3.: The effect of different values of M on the RE and CPU time in the solution
of equation (4.10) using the MQ function with c = 1, δ = 1/8 and s = −1 on
N uniform points. The minimum values of RE for different values of N are
highlighted in bold.
M δ = 0.1 δ = 0.05 δ = 0.005
RE CPU RE CPU RE CPU
10 7.6630e-03 8.29s 1.6904e-03 9.73s 3.9624e-04 10.2s
15 3.0573e-04 9.82s 4.7533e-05 11.5s 2.6171e-04 12.9s
20 1.8889e-04 10.9s 9.3167e-05 13.0s 3.1415e-05 15.6s
25 2.6021e-04 12.7s 6.6177e-05 14.1s 9.2463e-06 15.9s
30 3.0588e-03 13.8s 5.8245e-05 15.7s 6.4255e-05 17.4s
35 4.5811e-04 14.3s 5.4307e-05 16.7s 2.2997e-05 18.3s
40 4.1277e-04 15.3s 8.0684e-05 18.3s 7.4223e-05 22.4s
45 2.8674e-04 16.7s 5.2377e-05 19.6s 8.3971e-05 23.9s
50 1.4696e-02 17.4s 7.8961e-04 20.9s 1.1613e-05 24.0s
Table 4.4.: The effect of different values of M and δ on the RE and CPU time in the
solution of equation (4.10) with c = 1, s = −1 and 60 × 60 uniform points.
The minimum values of RE for different values of δ are highlighted in bold.
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4.2.1.2. Example 2
One of the main motivations for nonlocal models is their ability to describe problems
with discontinuities. Here, we take s = −1 for the nonlocal kernel and two piecewise
functions
u1(x, y) =
xy(1 − xy), x < 0.5,xy, otherwise, (4.12)
and
u2(x, y) =
xy, x < 0.5,xy(1 − xy), otherwise. (4.13)
are chosen to be the exact solution of (4.10) and f (x, y), g(x, y) can be computed
accordingly.
Each exact solution has a discontinuity at the interface x = 0.5. When the points pass
through the discontinuity, each point is split into two points located on the opposite
sides of the discontinuity (See Figure 4.6).




















Figure 4.6.: (a) Points across the discontinuity. (b) Points are divided into two parts.
The approximations are performed on N uniformly distributed points in the domain
with two types of horizons: 1) depending on the density of points; 2) constants. It
is well known that discontinuities trigger the so-called Gibbs phenomenon, which
can result in numerical instability. In addition, according to the test in Chapter 3, the
LRBF-PSM can be also used to solve the discontinuous problem unless less influence
points are chosen. Here, we take M = 5 for the following experiments. Tables 4.5
and 4.6 show the RMSE, RE and CPU time for the solution of the equation (4.10)
with the exact solution (4.12) using the MQ function with two types of horizons
2h, h, 0.5 and 0.05 as N increases. Tables 4.7 and 4.8 give the corresponding results for
the solution of the equation (4.10) with the exact solution (4.13) using GA function.
Additional results for different choices of horizon sizes using the MQ function are
shown in Tables B.9, B.10, B.11 and A.14. It can be seen that the LRBF-PSM can be
used to effectively solve discontinuous nonlocal problems, although the accuracy is
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not as good as solving continuous problems. Figures 4.7 and 4.8 display the absolute
errors in the solution of the equation with different exact solutions with two different
types of horizons. Notice that the errors are quite small except for the spikes near the
discontinuities. Therefore, the LRBF-PSM suffers from the Gibbs phenomenon.
N δ = 2h δ = h
RMSE RE CPU RMSE RE CPU
102 5.0128e-03 1.1288e-02 0.41s 1.2311e-02 3.1647e-02 0.40s
202 4.5503e-03 1.2161e-02 0.71s 1.2269e-02 3.4815e-02 0.61s
302 4.2087e-03 1.1842e-02 1.48s 1.2253e-02 3.5831e-02 1.44s
402 3.9833e-03 1.1488e-02 3.20s 1.2241e-02 3.6318e-02 2.77s
502 3.8276e-03 1.1200e-02 5.56s 1.2231e-02 3.6601e-02 5.15s
602 3.7146e-03 1.0973e-02 10.6s 1.2224e-02 3.6784e-02 10.2s
702 3.6292e-03 1.0793e-02 17.5s 1.2218e-02 3.6913e-02 16.7s
Table 4.5.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.12) using the MQ function with c =
1, M = 5 and two different horizons δ = 2h and h on N uniform points.
N δ = 0.5 δ = 0.05
RMSE RE CPU RMSE RE CPU
102 3.2367e-03 4.8071e-03 0.38s 2.8126e-02 7.7135e-02 0.45s
202 7.4612e-03 1.1889e-02 0.51s 1.7171e-02 4.8731e-02 0.58s
302 7.1791e-03 1.1699e-02 0.67s 2.8080e-03 8.0557e-03 1.13s
402 8.0869e-03 1.3326e-02 1.26s 3.5974e-03 1.0375e-02 2.23s
502 7.6732e-03 1.2728e-02 2.31s 3.7002e-03 1.0705e-02 4.35s
602 8.1540e-03 1.3584e-02 4.46s 4.3707e-03 1.2671e-02 7.90s
702 7.8264e-03 1.3079e-02 7.26s 4.6520e-03 1.3507e-02 13.7s
Table 4.6.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.12) using the MQ function with c =
1, M = 5 and two different horizons δ = 0.5 and 0.05 on N uniform points.
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N δ = 2h δ = h
RMSE RE CPU RMSE RE CPU
102 4.9486e-03 2.6220e-02 0.48s 1.2136e-02 7.1726e-02 0.47s
202 4.3714e-03 2.5718e-02 0.73s 1.2237e-02 7.0777e-02 0.74s
302 4.1192e-03 2.3891e-02 1.58s 1.2240e-02 6.9796e-02 1.58s
402 3.9304e-03 2.2555e-02 3.34s 1.2234e-02 6.9238e-02 3.47s
502 3.7927e-03 2.1614e-02 5.89s 1.2227e-02 6.8884e-02 6.65s
602 3.6898e-03 2.0927e-02 11.1s 1.2221e-02 6.8639e-02 12.6s
702 3.6107e-03 2.0407e-02 18.4s 1.2215e-02 6.8460e-02 18.9s
Table 4.7.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.13) using the GA function with c =
1, M = 5 and two different horizons δ = 2h and h on N uniform points.
N δ = 0.5 δ = 0.05
RMSE RE CPU RMSE RE CPU
102 8.7761e-03 1.7048e-02 0.43s 2.8468E-02 1.6751e-01 0.49s
202 1.4136e-02 1.4136e-02 0.60s 1.7164e-02 9.9293e-02 0.67s
302 1.1373e-02 2.7599e-02 0.70s 2.7255e-03 1.5682e-02 1.28s
402 1.3030e-02 3.2521e-02 1.28s 3.5279e-03 2.0246e-02 2.91s
502 1.1596e-02 2.9432e-02 2.22s 3.6674e-03 2.1013e-02 4.91s
602 1.2599e-02 3.2337e-02 4.13s 4.3456e-03 2.4874e-02 9.26s
702 1.1643e-02 3.0125e-02 7.41s 4.6374e-03 2.6525e-02 15.4s
Table 4.8.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.13) using the GA function with c =
1, M = 5 and two different horizons δ = 0.5 and 0.05 on N uniform points.























































































Figure 4.7.: Absolute errors in the solution of the equation with exact solution (4.12)























































































Figure 4.8.: Absolute errors in the solution of the equation with exact solution (4.13)
using the GA function with c = 1, M = 5 and different horizons on 80× 80
uniform points.
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4.2.1.3. Example 3
The LRBF-PSM suffers from the Gibbs phenomenon for solving the ND model with
discontinuity. In this example, we use the LERBF-PSM to hope to reduce oscillations







|x − x′| dx
′ = f (x), (4.14)
in the domain Ω in which Ω = (0, 1). Let the exact solution be
u(x) =
x, for x < 0.5,x2, for x > 0.5 (4.15)
and f (x) can be determined by
f (x) =

0, x < 0.5 − δ,
− 1δ2 [12δ2 − δ + 38 + (2δ − 32 − lnδ)x
+(32 + lnδ)x
2 − (x2 − x)ln(12 − x)], x ∈ [0.5 − δ, 0.5),
− 1δ2 [12δ2 − δ − 38 + (2δ + 32 + lnδ)x
−(32 + lnδ)x2 + (x2 − x)ln(x − 12 )], x ∈ (0.5, 0.5 + δ),
−1, x ≥ 0.5 + δ.
(4.16)
We discretize the domain Ω by N uniform points and test LRBF-PSM and LERBF-
PSM using the MQ function for solving (4.14) numerically. We take the enrichment
function sign(x − 0.5) and present results of two errors (RMSE,RE) and consumed
time (CPU) in Tables 4.9, 4.10, 4.11 for c = 0.5, 1 and 1.5, respectively. Additional
results for different choices of RBF are shown in A.15, A.16, A.17 for the GA function
and in A.18, A.19, A.20 for the IMQ function. From these tables, we can find that
the LERBF-PSM captures the discontinuity more effectively than the LRBF-PSM as
the total number of points increases, while the LRBF-PSM can improve its accuracy
by adjusting the shape parameters and the number of influence points. Note that,
in general, due to including the enrichment function in the RBF, the LERBF-PSM
consumes more computational time that will be clearly demonstrated in solving high-
dimensional problems.
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N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
10 2.2971e-02 3.8943e-02 0.01s 4.6627e-03 7.9046e-03 0.03s
20 2.7460e-03 4.8428e-03 0.02s 1.4791e-03 2.6085e-03 0.02s
30 1.9847e-03 3.5450e-03 0.03s 2.8800e-03 5.1442e-03 0.03s
40 5.4835e-02 9.8563e-02 0.03s 1.3358e-02 2.4011e-02 0.03s
50 3.4914e-01 6.2992e-01 0.04s 1.5631e-02 2.8202e-02 0.04s
60 8.6228e-02 1.5596e-01 0.06s 9.3342e-03 1.6883e-02 0.05s
70 4.3241e-02 7.8349e-02 0.06s 3.0095e-02 5.4529e-02 0.07s
80 5.9567e-02 1.0808e-01 0.08s 8.9672e-03 1.6270e-02 0.07s
90 1.5902e-01 2.8881e-01 0.09s 8.1071e-03 1.4724e-02 0.08s
100 3.6316e-01 6.6013e-01 0.10s 4.4004e-03 7.9986e-03 0.09s
Table 4.9.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for the
solution of the equation with the exact solution (4.14) using the MQ function
with c = 0.5, M = 5 and two different horizons δ = 0.1 on N uniform points.
N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
10 2.4420e-02 4.1399e-02 0.01s 4.5295e-03 7.6789e-03 0.02s
20 2.7473e-03 4.8449e-03 0.02s 1.4775e-03 2.6057e-03 0.03s
30 2.0272e-03 3.6210e-03 0.03s 2.8628e-03 5.1134e-03 0.03s
40 6.3045e-02 1.1332e-01 0.03s 5.5620e-03 9.9975e-03 0.04s
50 1.0000e-01 1.8042e-01 0.04s 8.8932e-03 1.6045e-02 0.04s
60 4.9909e-02 9.0272e-02 0.05s 1.2924e-02 2.3375e-02 0.05s
70 5.6420e-02 1.0223e-01 0.07s 2.3932e-02 4.3363e-02 0.08s
80 4.0380e-01 7.3264e-01 0.09s 1.4260e-02 2.5872e-02 0.07s
90 1.5011e-01 2.7264e-01 0.08s 7.3350e-03 1.3322e-02 0.08s
100 7.3857e-02 1.3425e-01 0.11s 3.4012e-03 6.1825e-03 0.09s
Table 4.10.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for the
solution of the equation with the exact solution (4.14) using the MQ func-
tion with c = 1, M = 5 and two different horizons δ = 0.1 on N uniform
points.
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N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
10 2.4844e-02 4.2118e-02 0.03s 4.5764e-03 7.7584e-03 0.03s
20 2.7472e-03 4.8448e-03 0.02s 1.4785e-03 2.6074e-03 0.02s
30 2.0367e-03 3.6378e-03 0.03s 2.8595e-03 5.1076e-03 0.03s
40 6.8944e-02 1.2392e-01 0.03s 5.4563e-03 9.8075e-03 0.03s
60 4.8280e-02 8.7325e-02 0.06s 8.2036e-03 1.4801e-02 0.05s
70 8.0499e-02 1.4586e-01 0.06s 1.5420e-02 2.7890e-02 0.05s
80 3.0162e-02 5.4724e-02 0.07s 2.5018e-02 4.5392e-02 0.08s
90 3.0821e-02 5.5978e-02 0.08s 4.7330e-02 8.5962e-02 0.08s
100 3.4441e-02 6.2605e-02 0.09s 2.1528e-02 3.9132e-02 0.10s
Table 4.11.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for the
solution of the equation with the exact solution (4.14) using the MQ func-
tion with c = 1.5, M = 5 and two different horizons δ = 0.1 on N uniform
points.
We know that the shape parameter plays an important role. In the following examples
in two dimensions, we consider to choose a dynamic shape parameter as N increases.
We take two non-smooth functions
u1(x, y) =
x − y, x < 0.5,x + y, otherwise (4.17)
and
u2(x, y) =
x + y + 1, x < 0.5,3x + 2y, otherwise (4.18)
to be the exact solution of the 2D steady-state PD equation.




where N is the number of uniform points in the computational domain Ω = [−δ, 1 +
δ] × [−δ, 1 + δ]. Two errors (RMSE, RE) and computing time (CPU) obtained by the
MQ function with two horizons δ = 0.5 and 0.1 are shown in Tables 4.12 and 4.13
(More results for different choices of RBFs with two horizons are given in Tables
A.15, A.16, A.18, A.19). Figure 4.9 displays the absolute errors of the LERBF-PSM for
two horizons on 30×30 uniform points. As shown in the figure, the LERBF-PSM with
a dynamic shape parameter can capture the discontinuity more effectively.
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N δ = 0.5 δ = 0.1
RMSE RE CPU RMSE RE CPU
122 4.0529e-03 2.9933e-03 0.70s 5.1129e-03 4.8509e-03 1.25s
142 2.9309e-03 2.1799e-03 0.72s 3.6603e-03 3.4900e-03 1.27s
162 4.7507e-03 3.5520e-03 0.98s 3.5279e-03 2.0246e-03 2.44s
182 3.7483e-03 2.8138e-03 0.99s 3.6674e-03 2.1013e-03 2.60s
202 5.5531e-03 4.1821e-03 1.39s 4.3456e-03 2.4874e-03 3.25s
222 4.6126e-03 3.4828e-03 1.68s 7.0276e-03 6.7713e-03 4.21s
242 6.4324e-03 4.8675e-03 2.35s 7.8902e-03 7.6139e-03 4.92s
262 5.5276e-03 4.1904e-03 2.40s 6.6537e-03 6.4288e-03 5.03s
282 7.3811e-03 5.6043e-03 2.75s 7.5192e-03 7.2728e-03 5.87s
302 6.4915e-03 4.9356e-03 2.79s 8.0841e-03 7.8266e-03 7.06s
Table 4.12.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.17) using the MQ function with two
different horizons on N uniform points.
N δ = 0.5 δ = 0.1
RMSE RE CPU RMSE RE CPU
122 5.8997e-03 1.7724e-03 0.69s 6.1548e-03 2.1776e-03 1.21s
142 3.6123e-03 1.0907e-03 0.73s 3.8567e-03 1.3687e-03 1.25s
162 6.4990e-03 1.9692e-03 0.97s 4.6427e-03 1.6513e-03 1.69s
182 4.5050e-03 1.3689e-03 0.99s 5.4046e-03 1.9255e-03 2.21s
202 7.2571e-03 2.2100e-03 1.32s 7.0178e-03 2.5037e-03 2.97s
222 5.4147e-03 1.6519e-03 1.69s 7.8537e-03 2.8050e-03 3.86s
242 8.0906e-03 2.4720e-03 2.10s 8.6574e-03 3.0949e-03 5.31s
262 6.3408e-03 1.9398e-03 2.19s 6.8732e-03 2.4589e-03 5.14s
282 8.9733e-03 2.7481e-03 2.23s 7.6190e-03 2.7276e-03 5.92s
302 7.2799e-03 2.2315e-03 2.79s 7.9126e-03 2.8342e-03 7.17s
Table 4.13.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.18) using the MQ function with two
different horizons on N uniform points.






















































(d) δ = 0.1
Figure 4.9.: Absolute errors using the MQ function with two different horizons on
30 × 30 uniform points. Top: (4.17); Bottom: (4.18).
4.2.2. Time-dependent nonlocal model
4.2.2.1. Example 1
This example is designed to apply the LRBF-PSM for the solution of a time-dependent






u(x′, t) − u(x, t)
piδ2(|x′ − x|)2+2s dx
′ + |x|2 cos t − δ
−2s sin t
1 − s , (x, t) ∈ Ω × (0,T] (4.19)
that has the exact solution
u(x, t) = |x|2 sin t. (4.20)
From the exact solution, it is easy to obtain the initial and Dirichlet boundary condition.
We show numerical results using two radial basis functions, the MQ function and the
GA function, for two types of the horizons: 1) depending on the density of points;
2) constants. The experiments run out T = 1 with a constant time step ∆t = 0.001.
Specifically, Tables 4.14 - 4.16 provide the RMSE, RE, and CPU time for the solution
of the system (4.19)-(4.20) with three different values of s = 3/8, 0 and −3/8 and two
different values of δ = 2h and h, while Tables 4.17 - 4.19 show the corresponding
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results using the same settings except for another two different values of δ = 0.1 and
0.025.
δ h MQ GA
RMSE RE CPU RMSE RE CPU
h 1/10 3.3294e-04 4.1295e-04 1.44s 1.0224e-03 1.2681e-03 1.38s
1/15 1.9963e-04 2.6402e-04 3.66s 5.3325e-04 7.0525e-04 3.59s
1/20 1.4726e-04 2.0119e-04 10.0s 3.4363e-04 4.6946e-04 9.84s
1/25 1.2160e-04 1.6941e-04 21.5s 2.5147e-04 3.5034e-04 21.5s
2h 1/10 1.7327e-06 1.8880e-06 1.82s 9.1608e-05 9.9818e-05 1.98s
1/15 3.0848e-05 3.7378e-05 5.39s 2.3787e-05 2.8823e-05 5.51s
1/20 4.1474e-05 5.3044e-05 12.9s 1.1286e-05 1.4434e-05 12.9s
1/25 4.9482e-05 6.5386e-05 28.1s 2.9047e-05 3.8383e-05 28.1s
Table 4.14.: The RMSE, RE and CPU time in the solution of system (4.19)-(4.20) with
M = 9, s = 3/8 and two different values of δ = h and 2h on the uniform
points of density h.
δ h MQ GA
RMSE RE CPU RMSE RE CPU
h 1/10 1.8378e-04 2.2795e-04 1.57s 6.9894e-04 8.6691e-04 1.47s
1/15 7.5921e-05 1.0041e-04 3.60s 3.2342e-04 4.2774e-04 3.59s
1/20 3.3489e-05 4.5752e-05 10.1s 1.7737e-04 2.4232e-04 9.75s
1/25 1.4714e-05 2.0499e-05 21.3s 1.0589e-04 1.4752e-04 21.2s
2h 1/10 1.4046e-04 1.5305e-04 1.81s 4.3914e-04 4.7850e-04 1.89s
1/15 9.6242e-05 1.1662e-04 5.44s 2.6422e-04 3.2015e-04 5.49s
1/20 6.5981e-05 8.4387e-05 13.0s 1.6169e-04 2.0680e-04 13.2s
1/25 5.4721e-05 7.2309e-05 27.6s 1.1896e-04 1.5719e-04 27.9s
Table 4.15.: The RMSE, RE and CPU time in the solution of system (4.19)-(4.20) with
M = 9, s = 0 and two different values of δ = h and 2h on uniform point of
density h.
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δ h MQ GA
RMSE RE CPU RMSE RE CPU
h 1/10 4.0142e-05 4.9790e-05 1.51s 1.5683e-04 1.9452e-04 1.47s
1/15 7.2690e-05 9.6137e-05 3.94s 3.0730e-05 4.0642e-05 3.68s
1/20 9.2027e-05 1.2572e-04 10.3s 6.3187e-05 8.6324e-05 9.89s
1/25 1.0307e-04 1.4359e-04 22.2s 8.6047e-05 1.1988e-04 21.4s
2h 1/10 1.4579e-04 1.5886e-04 1.89s 3.8318e-04 4.1753e-04 1.91s
1/15 1.1171e-04 1.3536e-04 5.47s 2.1533e-04 2.6092e-04 5.55s
1/20 1.0036e-04 1.2835e-04 13.1s 1.5200e-04 1.9440e-04 13.1s
1/25 1.0035e-04 1.3260e-04 28.0s 1.3046e-04 1.7239e-04 28.9s
Table 4.16.: The RMSE, RE and CPU time in the solution of system (4.19)-(4.20) with
M = 9, s = −3/8 and two different values of δ = h and 2h on uniform
points of density h.
δ N MQ GA
RMSE RE CPU RMSE RE CPU
0.1 10
2 1.3482e-04 1.6386e-04 1.06s 5.7959e-04 7.0443e-04 1.00s
152 4.9016e-05 6.1282e-05 2.17s 5.2747e-05 6.5947e-05 2.29s
202 6.8626e-05 8.6996e-05 6.03s 6.9584e-05 8.8211e-05 5.98s
252 6.7455e-05 8.6217e-05 13.8s 6.8132e-05 8.7081e-05 13.7s
0.025 10
2 1.1595e-04 1.5711e-04 1.03s 4.1705e-04 5.6512e-04 1.11s
152 8.3519e-05 1.1605e-04 2.50s 1.3870e-04 1.9272e-04 2.70s
202 8.1289e-05 1.1434e-04 6.62s 9.7280e-05 1.3683e-04 6.72s
252 8.1849e-05 1.1597e-04 14.2s 8.6996e-05 1.2326e-04 14.5s
Table 4.17.: The RMSE, RE and CPU time in the solution of system (4.19)-(4.20) with
M = 15, s = 3/8 and two different values of δ = 0.1 and 0.025 on N
uniformly distributed points.
56 Chapter 4. Nonlocal diffusion model
δ N MQ GA
RMSE RE CPU RMSE RE CPU
0.1 10
2 5.5671e-05 6.7662e-05 1.01s 3.4623e-04 4.2080e-04 0.99s
152 3.6221e-05 4.5285e-05 2.31s 3.4045e-05 4.2565e-05 2.36s
202 3.5544e-05 4.5058e-05 5.70s 3.5192e-05 4.4612e-05 5.84s
252 3.1090e-05 3.9737e-05 13.6s 3.0311e-05 3.8742e-05 13.9s
0.025 10
2 3.9118e-05 5.3006e-05 1.04s 2.6542e-04 3.5965e-04 0.99s
152 3.3945e-05 4.7166e-05 2.59s 2.9822e-05 4.1437e-05 2.60s
202 3.6661e-05 5.1567e-05 6.56s 2.5373e-05 3.5690e-05 6.49s
252 3.7929e-05 5.3739e-05 14.2s 3.4319e-05 4.8624e-05 14.1s
Table 4.18.: The RMSE, RE and CPU time in the solution of system (4.19)-(4.20) with
M = 15, s = 0 and two different values of δ = 0.1 and 0.025 on N uniformly
distributed points.
δ N MQ GA
RMSE RE CPU RMSE RE CPU
0.1 10
2 9.8107e-05 1.1924e-04 1.04s 1.1632e-04 1.4137e-04 1.02s
152 8.5217e-05 1.0654e-04 2.19s 8.4779e-05 1.0599e-04 2.27s
202 9.4853e-05 1.2024e-04 6.04s 9.4771e-05 1.2014e-04 5.93s
252 8.6075e-05 1.1002e-04 13.8s 8.6033e-05 1.0996e-04 13.8s
0.025 10
2 1.0855e-04 1.4708e-04 1.05s 8.3133e-05 1.1265e-04 1.02s
152 1.2394e-04 1.7221e-04 2.62s 1.1481e-04 1.5953e-04 2.59s
202 1.2857e-04 1.8084e-04 6.65s 1.2546e-04 1.7647e-04 6.33s
252 1.3072e-04 1.8520e-04 14.2s 1.2962e-04 1.8365e-04 14.1s
Table 4.19.: The RMSE, RE and CPU time in the solution of system (4.19)-(4.20) with
M = 15, s = −3/8 and two different values of δ = 0.1 and 0.025 on N
uniformly distributed points.
4.2.2.2. Example 2
This example is designed to compare the solution of the nonlocal model to the classical
model with special interest in observing behaviors in the local limit δ→ 0. We consider









u(x′, t) − u(x, t)
|x′ − x|3 dx
′, x ∈ (0, 1)2, t ∈ (0,T], (4.21)
with the initial condition
u(x, 0) =
0, x < 0.5,10, else, (4.22)
and boundary condition
u(x, t) =
0, x ∈ Ωδ · χ(x < 0.5),10, else. (4.23)
Then, the corresponding classical model can be written as
∂u(x, t)
∂t
= ∆u(x, t), x ∈ (0, 1)2, t ∈ (0,T], (4.24)
with the initial condition
u(x, 0) =
0, x < 0.5,10, else, (4.25)
and the Dirichlet boundary condition
u(x, t) =
0, x ∈ ∂Ω · χ(x < 0.5)10, else. (4.26)
Figures 4.10a and 4.10c display the numerical solution of the nonlocal model for
different values of δ at T = 1 with a constant time step ∆t = 0.01, M = 7 and uniform
points of the density h = 0.05. The corresponding numerical solution of the classical
model in the same parameter settings is plotted in Figure 4.10d.
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Figure 4.10.: (a), (b) and (c) are approximations of the nonlocal solution for δ = 0.1, 0.05
and 0.01 at T = 1 with a constant time step ∆t = 0.01 and (d) is the classical
solution as a reference.
Furthermore, we compare the difference between the nonlocal solution and the classi-
cal solution. We measure the relative difference of the nonlocal solutions with respect




where uˆmnonlocal(xi) is the numerical solution of the nonlocal model at point (xi, tm) and
umclassical(xi) is the exact solution of the classical model at the same point. Since the
analytical solution of the classical model is unknown, we take the numerical solution
uˆmclassical(xi) obtained by the LRBF-PSM at tm with M = 9, h = 0.05 and a constant time
step ∆t = 0.0001 as the exact solution at point (xi, tm). The nonlocal solutions with
different horizons 0.1, 0.05 and 0.01 are obtained by the LRBF-PSM with the same
settings in Figure 4.10. The approximations are listed in Table 4.20 at different times.
It can be seen that when δ is reduced from 0.1 to 0.01, the relative differences between
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the classical and nonlocal solutions drop sharply to a very small values at different
time. Thus, we can get the conclusion that the nonlocal model approximates the




0.1 1.1594e-02 5.1469e-03 4.2503e-03
0.3 1.0422e-02 2.2894e-03 2.5594e-04
0.5 1.0421e-02 2.2830e-03 2.2906e-04
0.7 1.0421e-02 2.2829e-03 2.2871e-04
0.9 1.0421e-02 2.2829e-03 2.2871e-04
1.0 1.0421e-02 2.2829e-03 2.2871e-04
Table 4.20.: Relative differences between the classical and nonlocal solutions with dif-
ferent horizon at different times.
4.3. Summary
In this chapter, the LRBF-PSM/LERBF-PSM was implemented for the solution of the
ND models numerically. Many results have shown that the LRBF-PSM/LERBF-PSM
is accurate and efficient and when the horizon size tends to zero, the ND model
converges to the classical PDE model. We first tested the LRBF-PSM for a steady-state
problem with uniform and non-uniform discretizations and found that the accuracy
does not depend on the type of discretizations and the position of points, which
are basic features of the meshless method. After that, we applied the LRBF-PSM to
solve the discontinuous ND model directly and the results suffered from the Gibbs
phenomenon near the discontinuity and to alleviate these oscillations, we replaced
the LRBF-PSM with the LERBF-PSM and considered a dynamic shape parameter as
N increases. The results showed that this strategy is effective.
It is worth noting that in our current work, we did not discuss how to choose the
best number of influence points. In fact, as shown in Figure A.1, the accuracy of the
LRBF-PSM for solving the ND model depends not only on the number of influence
points M but also on the shape parameter c. In the current research, when the accuracy






Peridynamics (PD) is a nonlocal theory in continuum mechanics, which was first
proposed to deal with dynamic fracture problems in 2000 [133]. In contrast to the
classical approach, peridynamics allows for a natural treatment of discontinuities in
the solution by employing integro-differential equations. The governing equation in





f(x′ − x,u(x′, t) − u(x, t))dx′ + b(x, t), x ∈ Ω, t ∈ [0,+∞) (5.1)
where ρ denotes the mass density, u is the displacement vector field, b is a prescribed
body force intensity that collects all external forces per unit volume and the integrand
f is the pairwise force function and depends on the material under investigation. For
a given particle in the body, peridynamics considers the relationship between x and
all other particles x′, within the horizon of x, denoted by Bδ(x). In general, the horizon
is defined by all particles within a sphere of radius δ > 0 of the particle interest (disk
in 2D, interval in 1D). We refer to the radius of the sphere δ as the horizon size. An
example horizon in 2D is shown in Figure 5.1.
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Horizon of point x
Figure 5.1.: Each point x in the body interacts directly with the points x′ in the circular
disc Bδ(x) through bonds.
We denote by ξ the relative position ξ = x′ − x and by η the relative displacement
u(x′, t) − u(x, t) (See Figure 5.2) and then employ the peridynamic microelastic brittle
(PMB) [77] material model, in which bonded particles exert a force on each other that
is analogous to that of an elastic spring,
f(ξ,η) =
cs η+ξ‖η+ξ‖ , ‖ξ‖ < δ,0, otherwise, (5.2)
where ‖ · ‖ denotes the Euclidean norm, c is a peridynamic parameter that can be
obtained based on the equivalence between the strain energy densities of the peridy-
namic and classical continuum models, and s is the bond stretch expressed as
s(ξ,η) =










Figure 5.2.: Notation for bond-based model
For the linearized pairwise force function introduced in [134], the force yields
f(ξ,η) = C(ξ)η, (5.4)
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Where C(ξ) is called the micromodulus function for a linear microelastic material,





For the special case of materials [133, 54], it follows from (5.4) and (5.5) that
C(x, x′) = cδ
(x′ − x) ⊗ (x′ − x)
σ(‖x′ − x‖) , (5.6)
where ⊗ denotes the Kronecker product, cδ is a positive normalization constant and
σ(‖x′ − x‖) is the kernel function which uniquely determines the properties of the
micromodulus function C and such equation with different kernel functions is studied
in many existing works [36, 134, 54, 3, 20, 52, 75, 136, 130]. Here, our study focuses on
the kernel functions which are given by
σ(‖x′ − x‖) = ‖x′ − x‖3+s, s < 2. (5.7)
Then, the linear peridynamics (PD) model can be written as
ρu¨(x, t) = cδ
∫
Bδ(x)
(x′ − x) ⊗ (x′ − x)
‖x′ − x‖3+s [u(x
′, t) − u(x, t)] dx′ + b(x, t). (5.8)
Since there are no spatial derivatives, in general, boundary conditions are not required
for the Eq. (5.8). Nevertheless, “boundary” conditions can be imposed by prescribing
u in a strip along the boundary constraining the solution along a nonzero volume.
Hence, Eq. (5.8) is complemented with the initial data
u(x, 0) = u0 and ∂tu(x, 0) = v0. (5.9)
When the horizon δ approaches zero, the nonlocal PD operator approximates the
classical Navier operator of arbitrary Poisson ratio, which has been verified with
different degrees of generality in earlier works [136, 48, 137]. For simpler bond-based
nonlocal models, the results are derived for operators based on a Taylor expansion
or Fourier transform [53, 162]. Assume that u is sufficiently smooth and applying




(x′ − x) ⊗ (x′ − x)
‖x′ − x‖3+s [u(x
′, t) − u(x, t)] dx′ (5.10)
= (λ + µ)∇divu + µ∆u + δ2Θ2 · ∇4u + δ4Θ3 · ∇6u + · · · ,
where λ and µ are the Lame´ constants of the classical elasticity and µ is also known
as the shear modulus. In addition, the remaining higher-order corrections contain
only even-order gradients ∇2su for s = 2, 3, · · · , and the coefficients Θs are tensors of
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order 2s [54, 152]. If we omit higher-order corrections and define the classical Navier
operator K : Ku = (λ + µ)∇divu + µ∆u.
Lδu = Ku, δ→ 0. (5.11)
For example, for the two-dimensional PD model with s = 0, we obtain the coupled






∂x2 (x, y, t) + 2
∂2uy
∂x∂y (x, y, t) +
∂2ux
∂y2 (x, y, t)
)
+ bx(x, y, t),




∂x2 (x, y, t) + 2
∂2ux
∂x∂y (x, y, t) +
∂2uy
∂y2 (x, y, t)
)
+ by(x, y, t),
(5.12)




6 denotes the Young modulus with the Poisson’s ratio ν =
1
3 .
5.2. Numerical results for the linear PD model
In this section, we will consider the PD models (5.8) with the micromodulus function
C(x, x′) =
(x′ − x) ⊗ (x′ − x)
‖x′ − x‖3+s , s < 2 (5.13)
in the computational domain Ω = Ω ∪Ωδ.
5.2.1. Steady-state PD model
For a given body force b, we have the following steady-state peridynamic (PD) model
∫
Bδ(x)
C(x, x′) (u(x) − u(x′)) (x)dx′ = b(x), x ∈ Ω,
u(x) = g(x), x ∈ Ωδ.
(5.14)
5.2.1.1. Example 1
The main advantages of RBF methods are their fast convergence and meshless nature,
which make these methods flexible and easy to apply to problems state in domains
with complex geometries and to extend to multi-dimensions. In order to verify that
the LRBF-PSM has the same characteristics, we first consider the same 2D steady-state








x(1 − x)y(1 − y)
x(1 − x)y(1 − y)
]
, (5.15)
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where ux(x, y) and uy(x, y) represent two displacement field components in the x
and y directions and taking the polar coordinate transformation of the PD operator,
b(x) = [bx(x, y), by(x, y)]T can be computed accordingly. We test the LRBF-PSM with
9 influence points for three different values of s = −3/4, 0 and 3/4 in three different
domains, including a regular domain, the R-shaped domain Ω
2D
R , and two irregular

















L = [−δ, 1 + δ] × [−δ, 0.5 + δ], and Ω
2
L = [−δ, 0.5 + δ] × (0.5 + δ, 1 + δ],















Y = [0.2 − δ, 0.8 + δ] × [−δ, 0.5],
Ω
2




Y = {(x, y)| 0.4y + 0.3 − δ ≤ x ≤ 0.4y + 0.6 + δ, 0.5 ≤ y ≤ 1 + δ}.
These domains are discretized by both uniform and non-uniform points. Figures 5.3
- 5.5 show two discretizations in three different domains, where Halton points are
selected for the non-uniform discretization.
























Figure 5.3.: Uniform and non-uniform points in Ω
2D
R with δ = 0.1. Symbols “o” and
“∗” respresent interior and boundary points, respectively.
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Figure 5.4.: Uniform and non-uniform points in Ω
2D
L with δ = 0.1. Symbols “o” and
“∗” respresent interior and boundary points, respectively.




























Figure 5.5.: Uniform and non-uniform points Ω
2D
Y (the red curve) with δ = 0.1. Sym-
bols “o” and “∗” respresent interior and boundary points, respectively.
We assume that the evaluation and collocation points are taken from the same set
X = {x1, x2, · · · , xN}. Tables 5.1 - 5.3 report results of the RMSE, RE and CPU time
obtained by the LRBF-PSM with horizon size δ = 0.1 for the uniform and uniform
discretizations. Additional results for different choices of the RBF are given in Ta-
bles B.1, B.2, B.3, B.4, B.5, B.6. In addition, Figures 5.6, 5.7 and 5.8 display displacement
field components in three domains with Halton and Sobol points for s = −3/4 and
δ = 0.1 (More figures for different RBFs are shown in Figures B.3, B.4, B.5, B.6, B.7, B.8).
As shown in these tables and figures, we can conclude that the LRBF-PSM is an ac-
curate and efficient method for the solution of the PD model even implemented in
complex geometries and like the case of solving the ND model, this approach main-
tains nearly the same accuracy for uniform and non-uniform discretizations and the
accuracy is independent of the position of the points. In addition, comparison of the
results obtained by the fast finite element method [161] in the regular domain with the
uniform discretization, to achieve a similar error the LRBF-PSM needs fewer points
and much less CPU time.
5.2. Numerical results for the linear PD model 67
s N Uniform discretization Non-uniform discretization
RMSE RE CPU RMSE RE CPU
− 34 10
2 7.8811e-04 2.8800e-02 0.45s 1.7716e-03 6.2334e-02 0.45s
152 1.0017e-04 3.6319e-03 0.66s 4.8167e-04 1.6931e-02 0.61s
202 5.4802e-05 1.9754e-03 1.23s 6.3540e-04 2.2307e-02 0.84s
252 1.1421e-04 4.1000e-03 2.11s 7.0813e-04 2.4833e-02 1.32s
302 1.4576e-04 5.2175e-03 3.36s 1.9668e-04 6.9300e-03 1.89s
352 1.7766e-04 6.3454e-03 5.64s 1.7850e-04 6.2813e-03 2.77s
402 1.7153e-04 6.1162e-03 7.28s 1.7095e-04 6.0145e-03 3.97s
452 1.9061e-04 6.7872e-03 11.0s 7.3224e-05 2.5756e-03 6.24s
502 1.8097e-04 6.4367e-03 15.5s 7.8211e-05 2.7505e-03 8.10s
0 10
2 8.1367e-04 2.9734e-02 0.42s 1.7381e-03 6.1156e-02 0.48s
152 1.1659e-04 4.2272e-03 0.69s 5.5674e-04 1.9570e-02 0.62s
202 3.7839e-05 1.3639e-03 1.22s 6.3953e-04 2.2451e-02 0.89s
252 9.6276e-05 3.4563e-03 2.11s 3.3447e-04 1.1763e-02 1.32s
302 1.3695e-04 4.9022e-03 3.34s 2.3154e-04 8.1583e-03 1.91s
352 1.5886e-04 5.6739e-03 5.57s 1.5528e-04 5.4642e-03 2.89s
402 1.5466e-04 5.5145e-03 7.30s 2.3067e-04 8.1154e-03 3.99s
452 1.7409e-04 6.1989e-03 11.1s 1.6511e-04 5.8114e-03 5.86s
502 1.6383e-04 5.8272e-03 15.6s 7.4715e-05 2.6277e-03 8.09s
3
4
102 8.4818e-04 3.0995e-02 0.41s 1.6951e-03 5.9645e-02 0.45s
152 1.3894e-04 5.0375e-03 0.66s 6.4332e-04 2.2614e-02 0.59s
202 2.2044e-05 7.9458e-04 1.21s 7.1854e-04 2.5225e-02 0.87s
252 7.2230e-05 2.5931e-03 2.19s 2.9855e-04 1.0500e-02 1.32s
302 1.0455e-04 3.7425e-03 3.37s 2.6496e-04 9.2925e-03 1.76s
352 1.3367e-04 4.7741e-03 5.59s 1.9172e-04 6.7465e-03 2.91s
402 1.3195e-04 4.7047e-03 7.40s 4.3415e-04 1.5274e-02 3.90s
452 1.4900e-04 5.3056e-03 11.1s 5.4883e-05 1.9318e-03 5.80s
502 1.4224e-04 5.0591e-03 15.4s 2.4604e-04 8.6531e-03 8.09s
Table 5.1.: The RMSE, RE and CPU time in the solution of the 2D PD model (5.15) using
the MQ function in Ω
2D
R with uniform and non-uniform discretizations for
different values s.
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s N* Uniform discretization Non-uniform discretization
RMSE RE CPU RMSE RE CPU
− 34 10
2 5.2012e-04 1.8144e-02 0.41s 2.7176e-04 9.2410e-03 0.42s
152 6.0623e-05 2.0998e-03 0.55s 5.1777e-04 1.7404e-02 0.58s
202 2.4856e-05 8.5632e-04 0.91s 9.1936e-04 3.0943e-02 0.80s
252 5.6699e-05 1.9651e-03 1.47s 2.9560e-04 9.9368e-03 1.21s
302 7.6569e-05 2.6405e-03 2.40s 1.9307e-04 6.5480e-03 1.60s
352 8.8494e-05 3.0410e-03 3.68s 1.7280e-04 5.8436e-03 2.39s
402 9.0839e-05 3.1134e-03 4.80s 1.3356e-04 4.5093e-03 2.95s
452 9.5021e-05 3.2503e-03 7.13s 5.6379e-05 1.9030e-05 4.70s
502 1.4875e-04 5.0801e-03 11.4s 1.0486e-04 3.5414e-03 5.93s
0 10
2 5.3491e-04 1.8660e-02 0.41s 1.5216e-03 5.1518e-02 0.48s
152 6.8467e-05 2.3714e-03 0.55s 6.8950e-04 2.3177e-02 0.64s
202 1.7787e-05 6.1277e-04 0.95s 1.1030e-03 3.7124e-02 0.79s
252 4.7228e-05 1.6369e-03 1.49s 2.4144e-04 8.1160e-03 1.11s
302 6.9506e-05 2.3969e-03 2.35s 2.1970e-04 7.4511e-03 1.57s
352 7.8226e-05 2.6881e-03 3.70s 1.2641e-04 4.2748e-03 2.42s
402 8.4840e-05 2.9078e-03 4.89s 1.7372e-04 5.8652e-03 3.05s
452 9.5607e-05 3.2703e-03 7.27s 1.7156e-04 5.7948e-03 4.42s
502 9.1529e-05 3.1259e-03 9.98s 9.7828e-05 3.3039e-03 5.98s
3
4
102 5.5482e-04 1.9354e-02 0.40s 1.4940e-03 5.0583e-02 0.44s
152 7.9119e-05 2.7404e-03 0.63s 5.6963e-04 1.9148e-02 0.55s
202 1.6419e-05 5.6563e-04 0.92s 6.6397e-04 2.2478e-02 0.84s
252 3.4788e-05 1.2057e-03 1.53s 2.5737e-04 8.6515e-03 1.16s
302 5.8999e-05 2.0346e-03 2.40s 2.1693e-04 7.3096e-03 1.50s
352 6.5188e-05 2.2401e-03 3.79s 1.4099e-04 4.7680e-03 2.33s
402 6.8680e-05 2.3540e-03 4.99s 2.8919e-04 9.7639e-03 3.32s
452 1.7127e-04 5.8583e-03 7.43s 4.7787e-05 1.6141e-03 4.36s
502 7.4425e-05 2.5417e-03 10.4s 8.5624e-05 2.8918e-03 5.98s
*The distribution of points in Ω
2D
L is consistent with the distribution of N points in ΩR.
Table 5.2.: The RMSE, RE and CPU time in the solution of the 2D PD model (5.15) using
the MQ function in Ω
2D
L with N uniform and non-uniform discretizations
for different values s.
5.2. Numerical results for the linear PD model 69
s N* Uniform discretization Non-uniform discretization
RMSE RE CPU RMSE RE CPU
− 34 10
2 9.1674e-04 2.8070e-02 0.09s 3.2447e-04 9.8189e-03 0.11s
152 8.9661e-05 2.8085e-03 0.21s 2.1843e-04 6.7373e-03 0.23s
202 9.6040e-06 2.9880e-04 0.42s 1.2774e-04 3.9278e-03 0.36s
252 3.4792e-05 1.0873e-03 0.89s 2.7741e-04 8.5001e-03 0.61s
302 5.4083e-05 1.6564e-03 1.45s 6.7721e-05 2.0908e-03 1.01s
352 1.4013e-04 4.3160e-03 2.40s 1.2816e-04 3.9393e-03 1.51s
402 1.1159e-04 3.4431e-03 3.07s 8.0471e-05 2.4786e-03 2.21s
452 1.7863e-04 5.5240e-03 4.54s 1.0386e-04 3.2005e-03 3.12s
502 9.5842e-05 2.9685e-03 6.39s 3.4030e-05 1.0477e-03 4.43s
0 10
2 9.1933e-04 2.8149e-02 0.11s 3.2368e-04 9.7951e-03 0.12s
152 9.7955e-05 3.0683e-03 0.23s 2.9162e-04 8.9947e-03 0.19s
202 9.5888e-06 2.9833e-04 0.41s 1.2342e-04 3.7948e-03 0.35s
252 2.7750e-05 8.6723e-04 0.87s 1.9351e-04 5.9587e-03 0.68s
302 5.5515e-05 1.7002e-03 1.51s 8.1361e-05 2.5119e-03 0.99s
352 5.8085e-05 1.7890e-03 2.39s 1.0901e-04 3.3520e-03 1.36s
402 6.1288e-05 1.8911e-03 2.98s 1.0053e-04 3.0964e-03 2.15s
452 1.0429e-04 3.2251e-03 4.46s 7.7033e-05 2.3738e-03 3.16s
502 9.8400e-05 3.0477e-03 6.37s 2.6933e-05 8.2920e-04 4.36s
3
4
102 9.2293e-04 2.8260e-02 0.11s 3.2304e-04 9.7757e-03 0.13s
152 1.0914e-04 3.4185e-03 0.24s 4.1554e-04 1.2817e-02 0.20s
202 1.4769e-05 4.5951e-04 0.42s 1.1814e-04 3.6324e-03 0.35s
252 1.8726e-05 5.8520e-04 0.88s 2.1698e-04 6.6814e-03 0.68s
302 3.6294e-05 1.1115e-03 1.45s 2.7610e-04 8.4991e-03 1.07s
352 5.9381e-05 1.8289e-03 2.27s 1.2929e-04 3.9741e-03 1.49s
402 1.0563e-04 3.2594e-03 3.00s 3.1840e-04 9.8071e-03 2.24s
452 1.9354e-04 5.9851e-03 4.42s 7.8959e-05 2.4332e-03 3.16s
502 1.2391e-04 3.8378e-03 6.35s 4.6664e-05 1.4367e-03 4.43s
*The distribution of points in Ω
2D
Y is consistent with the distribution of N points in Ω
2D
R .
Table 5.3.: The RMSE, RE and CPU time in the solution of the 2D PD model (5.15) using
the MQ function in Ω
2D
Y with N uniform and non-uniform discretizations
for different values s.



















































Figure 5.6.: Approximations for the two-dimensional displacement field (5.15) in Ω
2D
R .



















































Figure 5.7.: Approximations for the two-dimensional displacement field (5.15) in Ω
2D
L .
Left: uˆx(x, y); Right: uy(x, y).



















































Figure 5.8.: Approximations for the two-dimensional displacement field (5.15) in Ω
2D
Y .
Left: uˆx(x, y); Right: uy(x, y).
5.2.1.2. Example 2
The other advantage of the meshless methods is that they can be extended to multi-
dimensions without any tensor product grids. In this example, we consider the 3D
steady-state PD model (5.15) in a regular domain Ω
3D
R = [−δ, 1+δ]×[−δ, 1+δ]×[−δ, 1+δ]
(See Figure 5.9) with the exact solution
u(x) =
 ux(x, y, z)uy(x, y, z)uz(x, y, z)
 =
 x
2 + y2 + z2
x2 + y2 + z2
x2 + y2 + z2
 . (5.16)
Taking the polar coordinate transformation of the PD operator, the body force b(x)
can be computed accordingly.









































Figure 5.9.: Uniform and non-uniform points in Ω
3D
R with δ = 0.1. Symbols “o” and
“∗” respresent interior and boundary points, respectively.
Numerical experiments are performed using the same settings as given in 5.2.1.1
except M = 27. Table 5.4 gives the results of two errors (RMSE and RE) and compu-
tational time (CPU) obtained by the LRBF-PSM with different parameters s = −3/4, 0
and 3/4 for two discretizations. Other results for different choices of the RBF are given
in Tables B.7, B.8. As results shown in these tables, the LRBF-PSM is implemented for
the solution of three dimensional problems easily and also maintains high accuracy
and efficiency. For clarity, Figure 5.10 shows results for two discretizations. So far,
we can conduct that the LRBF-PSM inherits all advantages of the RBF method. Due
to this reason, we use the uniform discretization in two-dimensional regular domain
in the following experiments.
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s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
− 34 4
3 7.9978e-04 5.0590e-04 4.14s 2.7843e-01 2.3011e-01 4.36s
63 8.2930e-04 5.6711e-04 4.84s 1.8348e-02 1.4714e-02 6.37s
83 5.6430e-04 4.0019e-04 8.47s 1.1249e-03 8.8829e-04 9.42s
103 3.6335e-04 2.6317e-04 16.15s 5.4551e-04 4.2966e-04 16.81s
123 2.3063e-04 1.6936e-04 33.03s 3.8834e-04 3.0534e-04 27.66s
143 8.0603e-05 5.9767e-05 49.22s 2.3353e-04 1.8345e-04 51.90s
163 5.1807e-05 3.8692e-05 100.93s 9.9581e-05 7.8191e-05 101.08s
183 5.3450e-05 4.0140e-05 224.96s 1.3106e-04 1.0287e-04 189.38s
0 4
3 7.9860e-04 5.0515e-04 4.03s 2.7793e-01 2.2970e-01 4.42s
63 8.3074e-04 5.6809e-04 5.06s 1.9628e-02 1.5740e-02 5.45s
83 5.6788e-04 4.0273e-04 8.55s 1.1446e-03 9.0378e-04 8.32s
103 3.6826e-04 2.6673e-04 16.13s 5.5240e-04 4.3509e-04 14.00s
123 2.3636e-04 1.7357e-04 33.65s 3.9527e-04 3.1079e-04 25.40s
143 8.4186e-05 6.2423e-05 46.62s 2.0830e-04 1.6363e-04 47.30s
163 5.4801e-05 4.0928e-05 98.40s 1.0749e-04 8.4399e-05 95.60s
183 4.0445e-05 3.0374e-05 218.00s 3.6444e-04 2.8604e-04 178.74s
3
4
43 7.9712e-04 5.0421e-04 4.27s 2.7730e-01 2.2918e-01 4.69s
63 8.3264e-04 5.6939e-04 5.52s 2.1538e-02 1.7272e-02 6.34s
83 5.7254e-04 4.0604e-04 8.23s 1.1894e-03 9.3914e-04 9.04s
103 3.7634e-04 2.7258e-04 17.19s 5.6188e-04 4.4256e-04 16.51s
123 2.4386e-04 1.7908e-04 38.66s 4.0411e-04 3.1774e-04 27.58s
143 9.5228e-05 7.0611e-05 45.51s 2.1555e-04 1.6933e-04 55.17s
163 6.0250e-05 4.4997e-05 103.47s 1.1782e-04 9.2511e-05 100.66s
183 3.9408e-05 2.9596e-05 245.00s 7.7838e-05 6.1093e-05 177.51s
Table 5.4.: The RMSE, RE and CPU time for three-dimensional test problem (5.16) in
Ω
3D
R with uniform and non-uniform discretizations for different values s.
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(a) Uniform points
(b) Non-uniform points.
Figure 5.10.: Approximations for the three-dimensional displacement field compo-
nents (5.16) on 10 × 10 × 10 uniform points in Ω3DR with δ = 0.1. Left:
uˆx(x, y, z); Middle: uˆy(x, y, z); Right: uˆz(x, y, z).
5.2.1.3. Example 3
In this example, we consider the discontinuous PD problem. For this purpose, the
following three field functionsux(x, y) =
x + y + 1, x < 0.5,3x + 2y, otherwise,
uy(x, y) = x2 + y2.
(5.17)
ux(x, y) =
x + y, x < 0.5,x − y, otherwise,




x + y, x < 0.5,x − y, otherwise,
uy(x, y) =
x + y + 1, x < 0.5,3x + 2y, otherwise,
(5.19)
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are taken to be exact solutions of 2D PD model (5.14) in Ω
2D
R . We take s = 0 and the
body force b(x) can be computed accordingly.
In this experiment, the numerical results of the LERBF-PSM using the GA function
with 9 influence points are performed for two different horizons δ = 0.1 and 0.01.
According to the summary of the last chapter, the shape parameter has an effect
on the accuracy and the strategy id to choose a dynamic shape parameter for the
discontinuous problem. In addition, since the displacement along the line x = 0.5 is
a piecewise function, we take a Heasenvide function sign(0.5 − x) as the enrichment
term. Tables 4.5 - 4.7 give the RMSE, RE and CPU time obtained by the LERBF-
PSM with a dynamic shape parameter c = N
1/4√
150
. Additional results for different
choices of the horizon size are shown in B.9, B.10, B.11. As shown in these tables, the
proposed method is effective for solving the discontinuous problem. Figures 5.11 - 5.13
display the numerical solutions of displacement field components for (5.17) and (5.19),
respectively.
N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
102 8.3856e-04 3.9499e-04 0.75s 9.8110e-04 4.8411e-04 0.75s
122 6.9670e-04 3.2994e-04 0.97s 9.1936e-04 4.5566e-04 0.91s
142 3.7185e-04 1.7676e-04 1.03s 8.7112e-04 4.3309e-04 1.25s
162 4.0540e-04 1.9324e-04 1.36s 8.6268e-04 4.2987e-04 1.59s
182 4.4015e-04 2.1025e-04 1.75s 8.6684e-04 4.3170e-04 1.87s
202 8.4789e-04 4.0571e-04 2.14s 8.4220e-04 4.2098e-04 2.33s
222 8.8694e-04 4.2498e-04 2.98s 7.9311e-04 3.9689e-04 2.86s
242 3.1480e-03 1.5023e-03 3.14s 7.3449e-04 3.6789e-04 3.39s
262 1.6161e-03 7.7594e-04 3.53s 8.8338e-04 4.4281e-04 4.10s
Table 5.5.: The RMSE, RE and CPU time for test problem (5.17) in Ω
2D
R on N uniform
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N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
102 1.2199e-03 1.4498e-03 0.72s 9.6706e-04 1.2672e-03 0.71s
122 1.0842e-03 1.3026e-03 0.90s 8.9766e-04 1.1864e-03 0.89s
142 5.5787e-04 6.7538e-04 0.98s 8.4114e-04 1.1183e-03 1.17s
162 5.6270e-04 6.8509e-04 1.30s 8.2030e-04 1.0955e-03 1.47s
182 5.7376e-04 7.0161e-04 1.62s 7.9365e-04 1.0635e-03 1.89s
202 9.9044e-04 1.2153e-03 2.16s 7.8176e-04 1.0504e-03 2.29s
222 9.8882e-04 1.2168e-03 2.53s 7.1913e-04 9.6835e-04 2.85s
242 1.8675e-03 2.3033e-03 3.15s 7.2075e-04 9.7230e-04 3.29s
262 6.5814e-04 8.1334e-04 3.48s 7.7389e-04 1.0456e-03 3.96s
Table 5.6.: The RMSE, RE and CPU time for test problem (5.18) in Ω
2D
R on N uniform




N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
102 3.8294e-03 1.8555e-03 0.61s 3.9373e-03 1.9803e-03 0.60s
122 4.5016e-03 2.1907e-03 0.78s 4.4889e-03 2.2657e-03 0.75s
142 2.7257e-03 1.3304e-03 0.85s 5.0236e-03 2.5420e-03 1.01s
162 3.3887e-03 1.6578e-03 1.06s 5.6202e-03 2.8491e-03 1.21s
182 4.0243e-03 1.9720e-03 1.42s 6.1757e-03 3.1351e-03 1.50s
202 5.0781e-03 2.4918e-03 1.71s 6.7909e-03 3.4513e-03 1.93s
222 5.7760e-03 2.8374e-03 2.09s 7.2286e-03 3.6771e-03 2.39s
242 5.0777e-03 2.4966e-03 2.54s 7.9136e-03 4.0285e-03 3.07s
262 5.0698e-03 2.4946e-03 3.02s 8.5442e-03 4.3523e-03 3.47s
Table 5.7.: The RMSE, RE and CPU time for test problem (5.19) in Ω
2D
R on N uniform
























































Figure 5.11.: Approximations for the displacement field components (5.17) on 40× 40
uniform points in Ω
2D




















































Figure 5.12.: Approximations for the displacement field components (5.18) on 40× 40
uniform points in Ω
2D





















































Figure 5.13.: Approximations for the displacement field components (5.19) on 40× 40
uniform points in Ω
2D
R with δ = 0.1.
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5.2.2. Time-dependent PD model
In this subsection, we consider the two dimensional time-dependent PD model (5.8).
First, let us discretize the model according to the following γ−weighted scheme
u(x, t + ∆t) − 2u(x, t) + u(x, t − ∆t)
(∆t)2
= γLδu(x, t + ∆t) + (1 − γ)Lδu(x, t) + b(x, t), (5.20)
where γ ∈ [0, 1] and ∆t is the time step size. Rearranging (5.20), using the notation
uk = u(x, tk) where tk = tk−1 + ∆t, we obtain
uk+1 − γ(∆t)2Lδuk+1 = 2uk + (1 − γ)(∆t)2)Lδuk + (∆t)2bk − uk−1. (5.21)
When k = 0 the Eq. (5.21) has the following form:
u1 − γ(∆t)2Lδu1 = 2u0 + (1 − γ)(∆t)2Lδu0 + (∆t)2b0 − u−1. (5.22)
To approximate u−1 the second initial condition can be used. For this purpose we




Writing (5.21) together with (5.23) we have
2u1 − γ(∆t)2Lδu1 = 2u0 + (1 − γ)(∆t)2Lδu0 + (∆t)2b1 − 2∆tv0 (5.24)
Assuming that there are a total of N points in the spatial domain, for an arbitrary




G j(xi)u j, (5.25)
where G j(x) is the interpolation matrix, which is generated by the LRBF-PSM.
5.2.2.1. Numerical experiments








(x2 + y2) sin t
(x + y) cos t
]
. (5.26)
to be time-dependent PD model in Ω
2D
R ×R+ and the body force b and initial data can
be obtained accordingly. Figure 5.14 displays the displacement field at t = 1.
































Figure 5.14.: Two components of the displacement field at t = 1 on 25 × 25 uniform
points in the computational domain. Left: ux(x, y, t); Right: uy(x, y, t).
We discretize the computational domain Ω
2D
R by N uniform points. The LRBF-PSM
using the IMQ function is implemented with M = 9, c = 1 for different values of
δ = 0.1, 0.01 and s = − 34 , 0 and 34 . Tables 5.8, 5.9, 5.10 report the RMSE, RE and CPU
time in the solution of (5.8) at time t = 1 with the time step ∆t = 0.01 for γ = 1, 12 and
0, respectively (more results for different RBFs are given in Tables B.12, B.13, B.14 for
the MQ function and in Tables B.15, B.16, B.17 for the GA function). Figure 5.15 shows
the absolute errors at t = 10 with different time steps along the line y = x, where we
take parameters: N = 625, s = 0 and δ = 0.1. As shown in these tables and figures, the
LRBF-PSM matching the explicit scheme (γ = 0) consumes the least computing time
but still maintains a high accuracy for a long time (t = 10).
It is well known that the implicit schemes have two advantages over the explicit
schemes: 1) stability; 2) convergence, however, the two implicit schemes (γ = 1, γ =
1/2) consume too much CPU time when N is a large number or the horizon parameter
δ tends to small.
Balancing the accuracy and the efficiency, to use the explicit scheme (γ = 0) for
the temporal discretization is available for solving the PD model fast. For clarity,
Figure 5.16 shows the absolute errors for the explicit scheme from the initial time t = 0
to the ultimate time t = 10 with ∆t = 0.1, s = 0 and N = 25 × 25.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
− 34 10
2 2.6727e-05 3.6807e-05 0.55s 9.7719e-06 1.4773e-05 0.58s
152 2.6278e-05 3.6946e-05 1.31s 9.5528e-06 1.4686e-05 1.30s
202 2.6246e-05 3.7274e-05 3.31s 9.4480e-06 1.4643e-05 3.62s
252 2.6271e-05 3.7531e-05 7.98s 9.3866e-06 1.4617e-05 12.6s
302 2.6300e-05 3.7719e-05 18.1s 9.3463e-06 1.4600e-05 54.3s
352 2.6326e-05 3.7861e-05 40.7s 9.3178e-06 1.4588e-05 145.7s
402 2.6345e-05 3.7967e-05 90.1s 9.2965e-06 1.4579e-05 404.1s
452 2.6362e-05 3.8052e-05 198.8s 9.2801e-06 1.4572e-05 809.9s
502 2.6375e-05 3.8119e-05 455.7s 9.2670e-06 1.4566e-05 1287.4s
0 10
2 2.2805e-04 3.1406e-04 0.58s 9.6008e-06 1.4514e-05 0.62s
152 2.2736e-04 3.1967e-04 1.30s 9.3749e-06 1.4413e-05 1.40s
202 2.2778e-04 3.2349e-04 3.26s 9.2677e-06 1.4363e-05 3.35s
252 2.2817e-04 3.2596e-04 8.02s 9.2051e-06 1.4335e-05 9.11s
302 2.2844e-04 3.2762e-04 20.8s 9.1641e-06 1.4316e-05 31.8s
352 2.2864e-04 3.2882e-04 38.6s 9.1351e-06 1.4302e-05 99.11s
402 2.2878e-04 3.2970e-04 73.0s 9.1136e-06 1.4292e-05 285.7s
452 2.2888e-04 3.3038e-04 137.1s 9.0970e-06 1.4284e-05 707.5s
502 2.2896e-04 3.3091e-04 243.5s 9.0837e-06 1.4278e-05 1351.9s
3
4
102 1.7613e-03 2.4256e-03 0.53s 7.0458e-06 1.0652e-05 0.58s
152 1.7582e-03 2.4720e-03 1.58s 6.5574e-06 1.0081e-05 1.76s
202 1.7619e-03 2.5022e-03 3.56s 6.3989e-06 9.9173e-06 3.47s
252 1.7650e-03 2.5214e-03 7.93s 6.3266e-06 9.8521e-06 8.18s
302 1.7670e-03 2.5343e-03 17.5s 6.2873e-06 9.8217e-06 19.2s
352 1.7686e-03 2.5436e-03 36.9s 6.2629e-06 9.8053e-06 51.8s
402 1.7697e-03 2.5504e-03 67.1s 6.2466e-06 9.7961e-06 160.7s
452 1.7706e-03 2.5557e-03 122.2s 6.2349e-06 9.7902e-06 409.9s
502 1.7712e-03 2.5599e-03 204.3s 6.2256e-06 9.7857e-06 834.1s
Table 5.8.: The RMSE, RE and CPU time in the solution of (5.8) at t = 1 with time step
∆t = 0.01 and γ = 1 on N uniform points in Ω
2D
R for different s and δ.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
−34 10
2 2.6521e-05 3.6523e-05 0.56s 9.7719e-06 1.4773e-05 0.58s
152 2.6056e-05 3.6634e-05 1.35s 9.5528e-06 1.4686e-05 1.35s
202 2.6019e-05 3.6952e-05 3.15s 9.4480e-06 1.4643e-05 3.50s
252 2.6042e-05 3.7203e-05 7.65s 9.3866e-06 1.4617e-05 12.6s
302 2.6070e-05 3.7389e-05 16.9s 9.3463e-06 1.4600e-05 52.9s
352 2.6095e-05 3.7529e-05 39.3s 9.3178e-06 1.4588e-05 145.1s
402 2.6114e-05 3.7634e-05 91.8s 9.2965e-06 1.4579e-05 404.1s
452 2.6130e-05 3.7718e-05 221.3s 9.2801e-06 1.4572e-05 809.9s
502 2.6143e-05 3.7784e-05 481.1s 9.2670e-06 1.4566e-05 1287.4s
0 10
2 2.2655e-04 3.1200e-04 0.65s 9.6020e-06 1.4516e-05 0.53s
152 2.2575e-04 3.1740e-04 1.46s 9.3762e-06 1.4415e-05 1.39s
202 2.2614e-04 3.2115e-04 3.14s 9.2690e-06 1.4365e-05 3.24s
252 2.2651e-04 3.2359e-04 7.43s 9.2064e-06 1.4337e-05 9.34s
302 2.2677e-04 3.2523e-04 17.0s 9.1654e-06 1.4318e-05 33.4s
352 2.2696e-04 3.2641e-04 36.2s 9.1364e-06 1.4304e-05 103.0s
402 2.2710e-04 3.2728e-04 65.4s 9.1149e-06 1.4294e-05 302.3s
452 2.2720e-04 3.2796e-04 127.8s 9.0983e-06 1.4286e-05 691.8s
502 2.2728e-04 3.2849e-04 237.0s 9.0850e-06 1.4280e-05 1287.9s
3
4
102 1.7500e-03 2.4101e-03 0.60s 7.0197e-06 1.0612e-05 0.55s
152 1.7460e-03 2.4549e-03 1.39s 6.5296e-06 1.0038e-05 1.36s
202 1.7495e-03 2.4846e-03 3.18s 6.3703e-06 9.8729e-06 3.17s
252 1.7524e-03 2.5035e-03 7.71s 6.2974e-06 9.8066e-06 7.64s
302 1.7545e-03 2.5162e-03 16.9s 6.2577e-06 9.7754e-06 21.1s
352 1.7560e-03 2.5254e-03 36.6s 6.2330e-06 9.7586e-06 57.7s
402 1.7570e-03 2.5321e-03 64.7s 6.2165e-06 9.7489e-06 185.4s
452 1.7579e-03 2.5374e-03 122.2s 6.2046e-06 9.7427e-06 449.6s
502 1.7585e-03 2.5416e-03 204.3s 6.1952e-06 9.7379e-06 891.3s
Table 5.9.: The RMSE, RE and CPU time in the solution of (5.8) at t = 1 with time step
∆t = 0.01 and γ = 1/2 on N uniform points in Ω
2D
R for different s and δ.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
− 34 10
2 2.6314e-05 3.6239e-05 0.51s 9.7719e-06 1.4773e-05 0.49s
152 2.5834e-05 3.6323e-05 0.93s 9.5528e-06 1.4686e-05 0.93s
202 2.5793e-05 3.6630e-05 1.58s 9.4481e-06 1.4643e-05 1.61s
252 2.5813e-05 3.6877e-05 2.74s 9.3867e-06 1.4617e-05 2.76s
302 2.5839e-05 3.7059e-05 4.47s 9.3463e-06 1.4600e-05 4.46s
352 2.5864e-05 3.7197e-05 7.17s 9.3178e-06 1.4588e-05 7.14s
402 2.5883e-05 3.7301e-05 10.9s 9.2966e-06 1.4579e-05 10.9s
452 2.5899e-05 3.7384e-05 16.1s 9.2801e-06 1.4572e-05 16.0s
502 2.5911e-05 3.7449e-05 25.5s 9.2671e-06 1.4566e-05 22.7s
0 10
2 2.2505e-04 3.0993e-04 0.49s 9.6031e-06 1.4518e-05 0.51s
152 2.2414e-04 3.1514e-04 1.17s 9.3774e-06 1.4416e-05 0.94s
202 2.2449e-04 3.1882e-04 1.61s 9.2702e-06 1.4367e-05 1.57s
252 2.2485e-04 3.2121e-04 2.74s 9.2077e-06 1.4339e-05 2.78s
302 2.2510e-04 3.2283e-04 4.54s 9.1667e-06 1.4320e-05 4.66s
352 2.2529e-04 3.2401e-04 7.19s 9.1378e-06 1.4306e-05 7.21s
402 2.2542e-04 3.2486e-04 11.0s 9.1162e-06 1.4296e-05 11.0s
452 2.2553e-04 3.2553e-04 16.0s 9.0996e-06 1.4289e-05 16.2s
502 2.2560e-04 3.2606e-04 22.3s 9.0864e-06 1.4282e-05 23.6s
3
4
102 1.7387e-03 2.3945e-03 0.55s 6.9941e-06 1.0574e-05 0.52s
152 1.7339e-03 2.4379e-03 0.93s 6.5025e-06 9.9967e-06 0.94s
202 1.7371e-03 2.4669e-03 1.62s 6.3423e-06 9.8295e-06 1.62s
252 1.7399e-03 2.4856e-03 2.72s 6.2688e-06 9.7621e-06 2.75s
302 1.7419e-03 2.4981e-03 4.70s 6.2288e-06 9.7302e-06 4.70s
352 1.7434e-03 2.5072e-03 7.16s 6.2038e-06 9.7128e-06 7.20s
402 1.7444e-03 2.5139e-03 11.0s 6.1871e-06 9.7028e-06 11.4s
452 1.7452e-03 2.5191e-03 15.8s 6.1751e-06 9.6963e-06 16.1s
502 1.7458e-03 2.5232e-03 22.1s 6.1655e-06 9.6913e-06 22.7s
Table 5.10.: The RMSE, RE and CPU time in the solution of (5.8) at t = 1 with time step
∆t = 0.01 and γ = 0 on N uniform points in Ω
2D
R for different s and δ.
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Figure 5.15.: Absolute errors for two components at t = 10 with different time steps.
Left: |ux(x, y, t) − uˆx(x, y, t)|; Right: |uy(x, y, t) − uˆy(x, y, t)|.
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Figure 5.16.: Absolute errors for two components at different times with ∆t = 0.1 and
γ = 0. Left: |ux(x, y, t) − uˆx(x, y, t)|; Right: |uy(x, y, t) − uˆy(x, y, t)|.
5.3. Summary
In this chapter, the LRBF-PSM/LERBF-PSM was implemented for the numerical solu-
tion of linear peridynamic (PD) models. In order to explore the performance of the
proposed methods, we applied the LRBF-PSM for solving the steady-state PD model in
regular and irregular domains with uniform and non-uniform discretizations and also
extended this method to three dimensions. Combining the test results in Chapter 4,
the LRBF-PSM inherits all features of RBF methods. We also used the LERBF-PSM to
solve the discontinuous PD model with the same dynamic shape parameter as given
in the last chapter. The results showed that the choice of a dynamic shape parameter
is still effective for the PD discontinuous model. To use the LRBF-PSM for solving
the time-dependent model, we first considered the γ−weighted scheme for the time
variable and then applied the LRBF-PSM for the spatial discretization. Comparison
of three temporal schemes, i.e. γ = 0, 1/2 and 1, the LRBF-PSM matching the case
of γ = 0 (the explicit scheme) consumes the least CPU time but still maintains high
accuracy and an acceptable stability for a long time (t = 10) and a large time step
(∆t = 0.1). Therefore, to construct a fast scheme for solving the time-dependent PD
equation (the linear wave equation), it is necessary to propose a stable explicit scheme





Many problems in various areas of applied science can be modelled as partial differ-
ential equations (PDEs) posed in domains whose boundaries are determined as part
of the problem. Such problems are usually referred to as moving boundary problems.
We encounter these problems, known as Stefan problems, in various areas of the in-
dustrial process. Due to a wide range of applications, the Stefan problems have drawn
considerable attention of mathematicians, engineers, and scientists. We consider here
a typical Stefan problem, the melting problem [122], which incorporates the physics
of latent heat and heat diffusion in a homogeneous medium. This problem involves
a liquid phase in contact with a solid phase separated by the interface, where the
temperature is the melting temperature. Let Ω ⊂ R2 be a bounded domain with a
Lipschitz continuous boundary ∂Ω. For each time t, we assume a decomposition of
Ω into sub-domains Ωliq(t) and Ωsol(t) such that Ω = Ωliq(t) ∪ Γ(t) ∪Ωsol(t), where the
interface Γ(t) is smooth and sharp and often called the free boundary (See Figure 6.1).
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Figure 6.1.: Domain Ω is separated into two phases by a surface Γ(t), where Ωsol(t) and
Ωliq(t) denote sub-domain of solid and liquid phases, respectively.
We define the function T(x, t) as the temperature at (x, t) and Tm as the melting tempera-
ture, respectively. For convenience, let u(x, t) = T(x, t)−Tm be the reduced temperature,
so that u(x, t) > 0 indicates that the point x is in the liquid phase, whereas u(x, t) < 0
implies that x is in the solid phase. Thus, the objective is to find a temperature u(x, t)
and a surface Γ(t) ⊂ Ω that solves equations
ut = D∆u, x ∈ Ω \ Γ(t), (6.1)
lv = −D[∇u · n]+−, x ∈ Γ(t), (6.2)
u = 0, x ∈ Γ(t). (6.3)
Eqs. (6.1)-(6.2) describe the diffusion of heat within the domain and the release of
latent heat across the phase-change interface. Here, l is the latent heat of fusion, D is
the thermal diffusivity, v is the normal velocity of the interface, [∇u ·n]+− is the jump in
the normal component of the temperature gradient at the surface, and n is the normal
vector.
6.1.1. Parabolic/hyperbolic phase field model (P/HPFM)
Numerical methods for solving the system (6.1)-(6.3) need some form of front tracking
to determine the curvature of the interface. An alternative is to use a so-called phase
field model which avoids the difficulties of solving the free-boundary problem by
alternatively avoiding the time evolution equation of the order parameter (or phase-
field variable) Φ, which was newly introduced to express phase state of the material
(solid or liquid). In this model, the shape interface is replaced by a diffuse interface
with a finite thickness [68, 27], where the order parameter Φ changes smoothly and
steeply. This idea enables us to simulate the interface migration without tracking the
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interface explicitly. Due to this reason, the phase-field model is widely applied to
model phase transitions [34, 23].
The phase-field equation is based on free energy which drives the evolution of the
system toward equilibrium states. More specifically, a Landau-Ginzburg free energy







|∇Φ|2 + W(Φ) − ScuΦ
)
dV, (6.4)
where ξ is the thickness of the transition layer, the term involving the gradient reflects







Figure 6.2.: Order parameter Φ(x, t) with a finite transition layer.
The function W(Φ) is a double-well potential. More precisely, W : [−1, 1] → [0,∞)
such that
W ∈ C2([−1, 1]), W(±1) = 0, W > 0 in (−1, 1), (6.5)
W(±1) = 0 and W′′(±1) > 0. (6.6)





where u is the temperature, Sc is an entropy coefficient, and the term in which it ap-
pears, −ScuΦ, is the entopic contribution to the free energy due to the difference in the
entropy densities of two phases and the volume integral represents the contribution
to the free energy from chemical interactions. Then the evolution of Φ is ruled by a
gradient flow of the form
τΦt = −δΦE(u,Φ), (6.8)
where τ is a relaxation and δΦ denotes the variational derivative with the respect to Φ
of the free energy E. We obtain the time evolution equation
τΦt = ξ
2∆Φ −Φ(Φ2 − 1) + Scu. (6.9)
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In a phase field simulation of the free-boundary, a thermal conductivity equation








is solved in addition to Eq. (6.9). Here, l is the latent heat and D is the thermal
diffusivity. For certain materials, −δΦE can be experimentally observed that their
responses to the diriving force is not completely instantaneous, but characterized by















A2(t − s)∆u(s)ds. (6.12)
Here A1,A2 : (0,+∞) → R are memory kernels. To guarantee that the system makes
sense physically, we assume that A1 and A2 are positive, integrable on the positive








, 0 < γ 1, (6.13)
then the hyperbolic phase-field model


















is obtained which constitutes a hyperbolic perturbation of the parabolic phase field
model.
6.1.2. Parabolic/hyperbolic nonlocal phase field model
(P/HNPFM)
In recent papers [66, 139], the more difficult non-isothermal case in phase separation
has been treated. In these papers, an integro-differential model is studied for volume
preserving non-isothermal phase transitions that takes into account long-range inter-
actions between particles. The physical relevance of nonlocal interaction phenomena
in phase separation and phase transition models was already described in the pio-
neering papers [27, 146]. The difference between local and nonlocal models consists
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in a different choice of the particle interaction potential in the free energy function.









Φ(x) −Φ(y))2 dy + W(Φ) − ScuΦdx, (6.16)
with a given symmetric, positive and bounded interaction kernel J : Rd → R. Thus













































2dz = ξ2, then the nonlocal systems are equivalent with local
systems.
6.2. Temporal discretization
We now construct a semi-implicit scheme matching the LRBF-PSM for solving nonlo-
cal models (6.17)-(6.18) and (6.19)-(6.20) numerically. Let 0 = t0 < t1 < · · · < tK = T be
a uniform partition of [0,T] into sub-intervals Tk = (tk, tk+1), k = 0, 1, · · · , K − 1, with
a time step ∆t = tk+1 − tk = T/K. For functions Φk(x) = Φ(x, tk) and uk(x) = u(x, tk), we
define the approximations Φˆk and uˆkto the nodal values Φk(x) and uk(x).
It is well known that the fully implicit schemes in time are unconditionally stable,
however, the main disadvantage is that they require to solve a nonlinear equation
at each time step, which could be solved by iterative methods, and is often rather
time consuming. Here, we construct a first order semi-implicit scheme in which the
Crank-Nicolson scheme is considered for the linear term and for the nonlinear term
Φ(1 −Φ2), we apply the same scheme as given in [132, 158]
2Φˆk − Φˆk+1 − (Φˆk)3. (6.21)
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Hence, the temporal discretization of the nonlocal system (6.17)-(6.18) is to find Φˆk


























J(x − y)(Φk(y) −Φk(x))dy. (6.24)
Theorem 6.1. When the temperature u is constant, the scheme (6.22)-(6.23) is uncondition-
ally energy stable satisfying the following discrete energy dissipation law,
ENL(uˆk+1, Φˆk+1) − ENL(uˆk, Φˆk) ≤ 0. (6.25)




(Φˆk+1 − Φˆk)2dx = ∆t
∫
Ω
M(Φˆk+1, Φˆk, uˆk)dx. (6.26)
It can be verified that the right-hand above becomes






















(Φˆk+1 − Φˆk)2) + Scuˆk(Φˆk+1 − Φˆk).
For all Φˆk+1, Φˆk ∈ [−1, 1], we have
(Φˆk)3(Φˆk+1 − Φˆk) + 3
2
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Substituting (6.29) into (6.26), we have
ENL(uˆk, Φˆk) − ENL(uˆk, Φˆk+1) ≥ τ
∆t
‖Φˆk+1 − Φˆk‖2L2(Ω) ≥ 0. (6.30)
Since the temperature u is constant, thus we have
ENL(uˆk+1, Φˆk+1) ≤ ENL(uˆk, Φˆk). (6.31)
Theorem 6.1 verifies the fact that the nonlocal phase field system is not strictly re-
laxation in the sense that the nonlocal free energy functional ENL need not always
decrease on solution unless the temperature is constant.
Similarly, we apply the same scheme for the hyperbolic nonlocal phase field model,














+ 2Φˆk − Φˆk+1 − (Φˆk)3 + Scuˆk,
γ
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In this section, we report the numerical results which are obtained from the imple-
mentation of the LRBF-PSM for spatial discretization and the semi-implicit scheme for
the temporal discretization. For this purpose, we compute the root-mean-square error
(RMSE), maximum error (MAXE) and convergence rate (RATE). Since exact solutions










|uˆ(xi, t∆t) − uˆ(xi, t∆t/2)|. (6.35)
Here, uˆ(xi, t∆t) = (Φˆ(xi, t∆t), uˆ(xi, t∆t))T is the numerical solution of u = (Φ,u)T at the
point (xi, t∆t) with a constant time step ∆t, which is chosen as a basic solution. In
addition, the RATE at time t can be obtained by
RATE = log2
(‖e(t∆t)‖/‖e(t∆t/2)‖) , (6.36)
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in which ‖e(t∆t)‖ is the RMSE (or MAXE) at time t with a constant time step ∆t.
Similarly, we also compute the related RMSE, MAXE and RATE in space. Moreover,
we have the following remarks.
Remark 6.1.
• In all examples, the MQ function with constant shaper parameter c = 1 is used.
• To compute the integral operator, a 20×20−point Gaussian quadrature rule is considered.






‖x − x j‖2. (6.37)
• The following experiments revolved three nonlocal kernels are given by
































− (x − y)














− (x − y)





For clarity, Figures 6.3 - 6.5 draw the contour of three interaction kernels in domain
[−0.25, 0.25]2 after setting parameters, where the domain is descretized by 50 × 50
uniform points. As shown in these figures, J1(x, y), J2(x, y) are isotropic but J3(x, y) is
anisotropic.
J1(x,y)















Figure 6.3.: J1(x, y) with parameters: σ = 0.1 and α = 0.1σ2 .
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J2(x,y)















Figure 6.4.: J2(x, y) with parameters: σ1 = 0.16, σ2 = 0.4, α = 0.1σ21



















Figure 6.5.: J3(x, y) with parameters: σ1 = 0.16, σ2 = 0.4, α = 0.1σ21





The example is designed to study the accuracy of the LRBF-PSM for solving the
PNPFM (6.17)-(6.18) with parameters l = 2, D = 1, τ = 1, and Sc = 1 in the following
settings: 1) the computational domain Ω = (−1, 1) × (−1, 1); 2) initial conditions for
the order parameter and the temperature
Φ0(x, y) = 0.8 cos(2pix) cos(2piy), (6.41)
u0(x, y) = 0.5 + 0.1 cos(2pix) cos(2piy). (6.42)
4) the interaction kernel J1(x, y) (6.38) with parameters σ = 0.1 and α = 0.1σ2 .
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At first, we test the numerical accuracy of the LRBF-PSM. We take the numerical
result obtained by the LRBF-PSM with M = 12 on 400 uniform points at t = 2 with a
constant time-step ∆t = 0.001 as the basic solution in time. Tables 6.1 and 6.2 contain
the numerical results obtained using the LRBF-PSM proposed in the current paper.
Simulation results for two error norms and convergence rate are demonstrated in
these tables. It is seen that for this two dimensional NPFM the semi-implicit temporal
scheme (6.22)-(6.23) gives O(∆t) errors. Moreover, we compute the related results in
space. We take the numerical result obtained by the LRBF-PSM with M = 12 on 25
uniform points at t = 0.01 with a constant time step ∆t = 0.0001 as the basic solution.
Tables 6.3 and 6.4 show that the LRBF-PSM with M = 12 provides O(hα), α > 2 errors.
Therefore, we can conclude that the proposed method is convergent for this two
dimensional NPFM.
∆t Φ(x, t)
RMSE RATE MAXE RATE
0.001 2.0676e-04  6.4397e-04 
0.001/2 1.0345e-04 0.9990 3.2228e-04 0.9987
0.001/4 5.1739e-05 0.9996 1.6122e-04 0.9993
0.001/8 2.5874e-05 0.9997 8.0626e-05 0.9997
0.001/16 1.2938e-05 0.9999 4.0318e-05 0.9998
0.001/32 6.4692e-06 1.0000 2.0160e-05 0.9999
Table 6.1.: Numerical results of the order parameter for solving the PNPFM at t = 2
with different time steps.
∆t u(x, t)
RMSE RATE MAXE RATE
0.001 3.8602e-05  4.3707e-05 
0.001/2 1.9310e-05 0.9993 2.1865e-05 0.9992
0.001/4 9.6573e-06 0.9997 1.0935e-05 0.9997
0.001/8 4.8292e-06 0.9998 5.4683e-06 0.9998
0.001/16 2.4147e-06 0.9999 2.7343e-06 0.9999
0.001/32 1.2074e-06 0.9999 1.3672e-06 0.9995
Table 6.2.: Numerical results of temperature for solving the PNPFM at t = 2 with
different time steps.
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h Φ(x, t)
RMSE RATE MAXE RATE
1/2 1.7506e-03  2.7889e-03 
1/4 3.8655e-04 2.1791 5.4266e-04 2.3616
1/8 3.4358e-05 3.4919 6.2218e-05 3.1246
1/16 3.4427e-06 3.3190 6.6972e-06 3.2157
Table 6.3.: Numerical results of order parameter for solving the PNPFM at t = 0.01
with a time step ∆t = 0.0001 and different fill distances.
h u(x, t)
RMSE RATE MAXE RATE
1/2 1.5475e-01  2.8289e-01 
1/4 2.3378e-02 2.7267 3.3415e-02 3.0817
1/8 3.3337e-03 2.8100 6.3111e-03 2.4045
1/16 3.9638e-04 3.0722 7.3970e-04 3.0929
Table 6.4.: Numerical results of temperature for solving the PNPFM at t = 0.01 with a
time step ∆t = 0.0001 and different fill distances.
We then test the effect of different values of the initial temperature on the evolution
of the order parameter and the temperature. In the above experiments, we have
considered a positive initial temperature (6.42). For comparison, here, we consider a
negative initial temperature
u0(x, y) = −0.5 + 0.1 cos(2pix) cos(2piy). (6.43)
We compute numerical results using the LRBF-PSM with M = 12 on 400 uniform
points at different times with a constant time step ∆t = 0.001. Figures 6.6 and 6.7
display the evolution of the order parameter and the temperature at different times
t = 0, 0.5, 3, and 10. In these figures, we can see that when the initial temperature is
positive (negative), u will decrease (increase) to a constant which approaches zero and
Φ will approach a piecewise defined constant function which will approach 1 (−1) in
the greater portion of the domain. This is consistent with the result given in [7].













































































































































Figure 6.6.: Simulation results of the PNPFM at different times for a positive initial
temperature (6.42).













































































































































Figure 6.7.: Simulation results of the PNPFM at different times for a negative initial
temperature (6.43).
6.3.1.2. Example 2
In this example, we consider the PNPFM with parameters l = 2, D = 1, τ = 1, and
Sc = 1 in the computational domain Ω = (−1, 1) × (−1, 1). Initial conditions are given
by






u0(x, y) = 0. (6.45)
The zero level set, Φ0(x, y) = 0, represents a circle of radius 0.5. From the dimensionless
variable definition the value u(x, y) = 0 corresponds to the melting temperature of
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the pure material. Functions J2(x, y) (6.39) and J3(x, y) (6.40) with parameters σ1 =
0.16, σ2 = 0.4, α = 0.1σ21
and β = 0.08
σ22
are taken to be interaction kernels.
Figures 6.8 and 6.9 show the evolutions of the order parameter, Φ, for two types of
interaction kernels and simulation results are obtained by the LRBF-PSM with M = 15





































































Figure 6.8.: Simulation results of order parameter Φ for interaction kernel J2(x, y) (6.39)





































































Figure 6.9.: Simulation results of order parameter Φ for interaction kernel J3(x, y) (6.40)
at different times t = 0, 1, 5 and 10.
Next, we consider the evolutions with large time steps to show the stability of the
proposed method. The calculations are run up to time t = 12 with different time steps
∆t = 0.2, 0.5 and 1, which are larger than the full distance (N = 400). In general, a
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large time step may cause a large truncation error. However, as can be seen in Figures
6.10 and 6.11 our proposed scheme works well with large time steps.
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Figure 6.10.: The sequence of interfaces based on interaction kernel J2(x, y) (6.39) at
t = 0, 4, 8 and 12 (from left to right) with different time steps ∆t = 0.2,
0.5 and 1 (from top to bottom).
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Figure 6.11.: The sequence of interfaces based on interaction kernel J3(x, y) (6.40) at
t = 0, 4, 8 and 12 (from left to right) with different time steps ∆t = 0.2,
0.5 and 1 (from top to bottom).
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6.3.2. The HNPFM
6.3.2.1. Example 1
This example is design to test convergence of the proposed method for the HNPFM (6.19)-
(6.20). We take parameters τ = 1, γ = 0.01, Sc = 1, l = 1 and D = 1 for this model. The
initial conditions for variables are as follows
Φ(x, y, 0) = 0.8 cos(2pix) cos(2piy), (6.46)
u(x, y, 0) = 0.5 + 0.1 cos(2pix) cos(2piy), (6.47)
Φt(x, y, 0) = 0, (6.48)
ut(x, y, 0) = 0, (6.49)
The computational domain of the problem is Ω = (−1, 1) × (−1, 1) and the interaction
kernel J1(x, y) (6.38) with parameters σ = 0.1 and α = 0.1σ2 is considered.
We compute the numerical results which are obtained using the LRBF-PSM for the
spatial discretization and the semi-implicit scheme for the temporal discretization,
where for the LRBF-PSM, 15 influence points are considered. For accuracy in time,
we take the numerical result obtained on 400 uniform points at t = 2 with a constant
time step ∆t = 0.001 as the basic solution. Tables 6.5 and 6.6 give the numerical
results obtained at t = 2 with different values of time steps. Simulation results for
two error norms and convergence rate are shown in these tables. It is seen that for
this HNPFM the semi-implicit temporal scheme (6.32)-(6.33) gives O(∆t) errors. Also,
we compute the related results in space, where the basic solution is taken to be the
numerical result which is obtained on 25 uniform points at t = 0.01 with a constant
time step ∆t = 0.001. Tables 6.7 and 6.8 show that the LRBF-PSM with M = 15
provides O(hα), α > 1.6 errors. Therefore, we can conclude that the proposed method
is convergent for this two dimensional HNPFM.
∆t Φ(x, t)
RMSE RATE MAXE RATE
0.001 2.7381e-04  8.1116e-04 
0.001/2 1.3779e-04 0.9907 4.0827e-04 0.9905
0.001/4 6.9124e-05 0.9952 2.0483e-04 0.9951
0.001/8 3.4622e-05 0.9975 1.0259e-04 0.9975
0.001/16 1.7318e-05 0.9994 5.1330e-05 0.9990
0.001/32 8.6508e-06 1.0014 2.5629e-05 1.0020
Table 6.5.: Numerical results of order parameter for solving the HNPFM at t = 2 with
different time steps.
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∆t u(x, t)
RMSE RATE MAXE RATE
0.001 6.0882e-05  6.5559e-05 
0.001/2 3.0669e-05 0.9892 3.3014e-05 0.9897
0.001/4 1.5394e-05 0.9944 1.6568e-05 0.9947
0.001/8 7.7098e-06 0.9976 8.2990e-06 0.9974
0.001/16 3.8684e-06 0.9950 4.1765e-06 0.9906
0.001/32 1.9503e-06 0.9880 2.1104e-06 0.9848
Table 6.6.: Numerical results of temperature for solving the HNPFM at t = 2 with
different time steps.
h Φ(x, t)
RMSE RATE MAXE RATE
1/2 9.1984e-04  1.6202e-03 
1/4 1.8268e-04 2.3321 2.6363e-04 2.6196
1/8 1.0358e-05 4.1405 1.4193e-05 4.2153
1/16 8.5348e-07 3.6012 2.6857e-06 2.4018
Table 6.7.: Numerical results of order parameter for solving the HNPFM at t = 0.01
with a time step ∆t = 0.001 and different fill distances.
h u(x, t)
RMSE RATE MAXE RATE
1/2 2.7173e-01  5.1333e-01 
1/4 4.2604e-02 2.6731 6.7415e-02 2.9287
1/8 3.0481e-03 3.8050 4.0242e-03 4.0663
1/16 3.9959e-04 2.9313 1.3221e-03 1.6059
Table 6.8.: Numerical results of temperature for solving the HNPFM at t = 0.01 with
a time step ∆t = 0.001 and different fill distances.
Then, we explore the effect of different initial temperatures on the simulation. For this
purpose, we add the following negative initial temperature for the comparison
u0(x, y) = −0.5 + 0.1 cos(2pix) cos(2piy). (6.50)
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We compute numerical results using the LRBF-PSM with M = 15 on 400 uniform
points at different times with a constant time step ∆t = 0.001. Figures 6.12 and 6.13
display the evolutions of the order parameter and the temperature at different times
t = 0, 0.5 , 3 and 10. As shown in these figures, we can get the same conclusion as that
of the NPFM. That is, when initial temperature is positive (negative), u will decrease
(increase) to a constant which approaches zero and Φ will approach a piecewise













































































































































Figure 6.12.: Simulation results of the HNPFM at different times for a positive initial
temperature (6.47).













































































































































Figure 6.13.: Simulation results of the HNPFM at different times for a negative initial
temperature (6.50).
6.3.2.2. Example 2
In this example, we consider the HNPFM (6.19)-(6.20) with parameters τ = 1, γ = 0.01,
Sc = 1, l = 1 and D = 1 in the computational domain Ω = (−1, 1) × (−1, 1) and initial
conditions are given by






u0(x, y) = 0. (6.52)
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In this example, J2(x, y) (6.39) and J3(x, y) (6.40) with parameters σ1 = 0.16, σ2 =
0.4, α = 0.1
σ21
and β = 0.08
σ22
are taken to be interaction kernels.
Figures 6.14 and 6.15 gives simulation results of order parameter, Φ, for two types of
interaction kernels and simulation results are obtained by the LRBF-PSM with M = 15





































































Figure 6.14.: Simulation results of order parameter for nonlocal kernel J2(x, y) (6.39) at





































































Figure 6.15.: Simulation results of order parameter for nonlocal kernel J3(x, y) (6.40) at
t = 0, 1, 5 and 10.
Next, we consider the evolutions with large time steps to show the stability of the
proposed method. The calculations are run up to time t = 12 with different time steps
∆t = 0.2, 0.5 and 1, which are larger than the fill distance (N = 400). In general, a large
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time step may cause a large truncation error. However, as can be seen in Figures 6.16
and 6.17, our proposed scheme works well with large time steps.
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Figure 6.16.: The sequence of interfaces based on interaction kernel J2(x, y) (6.39) at
different times t = 0, 4, 8 and 12 (from left to right) with different time
steps ∆t = 0.2, 0.5 and 1 (from top to bottom).
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Figure 6.17.: The sequence of interfaces based on interaction kernel J3(x, y) (6.40) at
different times t = 0, 4, 8 and 12 (from left to right) with different time
steps ∆t = 0.2, 0.5 and 1 (from top to bottom).
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6.4. Summary
To use the LRBF-PSM, we first approximated the time variable with respect to the semi-
implicit scheme and then the LRBF-PSM was applied for approximating the spatial
domain. Some results show that the method proposed in this paper for solving
nonlocal models is convergence no matter in time or space. Specifically, the semi-
implicit scheme gives O(∆t) errors and the LRBF-PSM provides O(hα), α > 1.6 errors.
In addition, this approach is also stable for a large time step, although a large time
step may result in a large truncation error. Therefore, the mentioned method in






Spatial and/or temporal dynamics of waves in many nonlinear systems are often gov-
erned by the well known nonlinear Schro¨dinger (NLS) equation [142]. This universal
equation appears in many diverse physical setting including, for instance, nonlinear
optics [1]. Bose-Einstein condensate (BEC) [19, 43], water waves [160] and is even
discussed in the context of rogue waves [2]. A particular solution to this equation-a
soliton, represents a nonlinear localized bound state that does not change its shape
when propagating or evolving in time and/or space [91]. The existence of solitons is
brought about by the balance between the natural effect of dispersion or diffraction
which tends to spread the wave and the self-focusing, provided by the nonlinear
response of the medium induced by the wave itself. In the case of optics, the non-
linearity represents the self-induced refractive index change, while, e.g. in BEC’s it
is just the nonlinear potential of bosonic interaction. In both cases the presence of
the nonlinearity may lead to self-focusing and consequently, self-trapping of light or
condensate.
Here we will discuss the dynamics of a wave in systems exhibiting a spatially nonlocal
nonlinear response. In nonlocal media the nonlinear response at the given point
depends on the wave intensity in an extended neighbourhood of this point. The
extent of this neighbourhood in comparison with the spatial scale of the localized
wave determines the degree of nonlocality [93]. It appears that spatial nonlocality is
a generic property of many nonlinear systems and is often a result of an underlying
transport process, such as ballistic transport of atoms [138] or atomic diffusion [143]
in atomic vapours, heat transfer in plasma [101] and thermal media [92, 67], or drift
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of electric charges as in photorefractive crystal [105]. It can also be induced by a long-
range particle interaction as in nematic liquid crystals which exhibit orientational
nonlocal nonlinearity [8] or in colloidal suspensions [38]. Recent increased interest
in nonlocal nonlinearitities has been stimulated by the research on BEC’s where the
inter-particle nonlinear interaction potential is inherently nonlocal [43, 114, 95].
In this chapter we will consider the evolution of the wave function ψ(x, t) described
by the nonlocal nonlinear Schro¨dinger equation (NNLSE) [76, 94, 10, 124, 131, 159],
given by
i∂tψ(x, t) = −12∆ψ(x, t) + V(x)ψ(x, t) + βϕ(x, t)ψ(x, t), x ∈ R





(x, t), x ∈ R2, t > 0; (7.2)
with the initial value condition
ψ(x, 0) = ψ0(x), x ∈ R2. (7.3)
Here, t is time, x = (x, y) is the Cartesian coordinates, V(x) is a given real-valued
external potential acting on the particle x, β = ±1 determines the types of nonlinearity,
specifically, the plus (minus) sign corresponds to the self-focusing (self-defocusing)
nonlinearity [22], and ϕ(x, t) is a real-valued nonlocal interaction which is defined via
the convolution of a nonlocal response or kernel K(x) and the density profile |ψ(x, t)|2,
where K(x) represents the nonlocal character of the nonlinearity of the mediun and its
width determines the degree of nonlocality [93].
This nonlocal equation appears in many applications including, for instance, nematic
liquid crystals (NLC) [39, 40], atomic vapors [138], thermal nonlinear liquid [46],
Bose-Einstein condensates [43, 95], etc. In addition, it conserves the mass (or wave
energy in nonlinear optics) and energy (or Hamiltonian in nonlinear optics) defined
as follows:






|ψ(x, 0)|2dx = N(ψ(x, 0)) = N(ψ0(x)), (7.4)















|∇ψ(x, 0)|2 + V(x)|ψ(x, 0)|2 + βK(x) ∗ |ψ(x, 0)|2
]
dx
= E(ψ(x, 0)) = E(ψ0(x)). (7.5)
The NNLSE is too hard to solve analytically and proposing numerical methods are
needed, which is the purpose of this chapter. The NNLSE is very expensive to be
solved numerically in general, because its nonlocal term involves a convolution of
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the density over the entire domain. In addition, integral equations such as (7.1) -
(7.2) are not studied as much as differential equations. As a result more methods
exist for analysis of the numerical solution of differential equations, as opposed to
integral equations. For these reasons, it is common approach to rewrite the nonlocal
equations as differential equations based on properties of the convolution [97, 80, 96,
156]. In these method, the nonlocal response plays an important role. In particular,
for K(x) ∼ δ(x) the NNLSE reduces to the standard NLSE/Gross-Pitaevskii equation
(GPE) [73, 116]
i∂tψ(x, t) = −12∆ψ(x, t) + V(x)ψ(x, t) + β|ψ(x, t)|
2ψ(x, t), (7.6)
which describes the standard Kerr-type local medium. Our work in this chapter
is twofold: we first introduce a method to derive the PDE which is equivalent or
approach to the nonlocal interaction of the NNLSE and the NNLSE can be written as
two coupled PDEs. Afterwards, we study the coupled PDEs to obtain the numerical
solution numerically.
7.2. The PDE method
The first step is to apply the two dimensional Fourier transform, defined by





f (x, y) exp(−i(αx + βy))dxdy, ξ = (α, β) (7.7)
to (7.2), we have
F(ϕ)(ξ, t) = F(K ∗ |ψ|2)(ξ, t) = F(K)(ξ)F(|ψ(ξ, t)|2)). (7.8)
The nonlocal response K(x) mostly found in the literature is assumed to be real (i.e.,
nonlinear loss or gain), localized and radial (i.e. K(x) = K(r),where r =
√
x2 + y2 = |x|)
and satisfies the normalization condition∫
R
K(r)dr = 1. (7.9)
The radial function K depends only on r and its Fourier transform ,F(K), is also a radial
function of s =
√
α2 + β2 = |ξ|. If F(K) = P(s2)/Q(s2) with P and Q even functions in s,
then multiplying both sides of (7.8) by Q(s2), we have
Q(s2)F(ϕ)(ξ, t) = P(s2)F(|ψ(ξ)|2). (7.10)
An inverse Fourier transform of the Eq. (7.10) leads to the desired partial differential
equation (PDE)
LPϕ(x, t) = LQ|ψ(x, t)|2, (7.11)
110 Chapter 7. Nonlocal nonlinear Schro¨dinger equation
where LP and LQ are differential operators containing spatial derivatives of even
order.
Note that this approach can be used immediately as long as the nonlocal response
corresponds to the inverse of the differential operator. For instance, when the nonlocal
response is a zeroth-order modified Bessel function, K(r) = J0(σr), σ > 0, with the
Fourier transform F(K)(s) =
(
1 + σ2s2
)−1, then the nonlocal interaction ϕ is governed
by the following diffusion-type equation [100, 101]
ϕ(x, t) − σ2∆ϕ(x, t) = |ψ(x, t)|2, (7.12)
which is valid for the typical spatial diffusion [100, 157, 42]. The modeli∂tψ(x, t) = − 12∆ψ(x, t) + V(x)ψ(x, t) + βϕ(x, t)ψ(x, t),ϕ(x, t) − σ2∆ϕ(x, t) = |ψ(x, t)|2 (7.13)
refers to as thermal nonlinearity, which describes, for instance, the effect of plasma
heating on the propagation of electromagnetic wave [100] as well as the orientational
nonlinearity of nematic liquid crystals [8].
However, when the Fourier transform of the nonlocal response F(K) does not have an
analytic expression, the nonlocal interaction term does not admit an equivalent PDE.
In this case, we consider to approximate K with a function whose Fourier transform
is rational and then derive an approximate PDE for the nonlocal interaction term. We









where the coefficients {ai} and {b j} are determined using a least-squares best fit algo-
rithm such that
‖F(K)(s) − Fm,n(G)(s)‖L2(R) < . (7.15)
According to the Plancherel Theorem [140], we also have
‖K(r) − G(r)‖L2(R) = ‖F(K)(s) − Fm,n(G)(s)‖L2(R) < . (7.16)
In spite of the the fact that there is no known physical system, which would be
described by a Gaussian response, this model has served as a phenomenological











, σ > 0, (7.17)
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Figure 7.1 shows the function (7.18) with σ = 2 for s ∈ [0, 5] and some approximations

















b0 + b1s2 + b2s4
(7.22)
to 100 points on the function (7.18) curve. Here we use the “lsqcurvefit” in Matlab to
obtain the coefficients and note that these coefficients will change if the domain of s is
changed.




















Figure 7.1.: Comparison of the function F(K) and its approximations in Fourier space.
Clearly, as the degree of the denominator is increased, the approximation will become
better and the order of the resulting differential operator of ϕ will rise. Based on this
approach, the nonlocal interaction can be approximated by the following PDEs
b0ϕ(x, t) − b1∆ϕ(x, t) = a0|ψ(x, t)|2, (7.23)
b0ϕ(x, t) − b1∆ϕ(x, t) = a0|ψ(x, t)|2 − a1∆|ψ(x, t)|2, (7.24)
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b0ϕ(x, t) − b1∆ϕ(x, t) + b2∆2ϕ(x, t) = a0|ψ(x, t)|2, (7.25)
and
b0ϕ(x, t) − b1∆ϕ(x, t) + b2∆2ϕ(x, t) = a0|ψ(x, t)|2 − a1∆|ψ(x, t)|2. (7.26)
7.3. Temporal Discretization
Let 0 = t0 < t1 < · · · < tK = T be a uniform partition of [0,T] into sub-intervals
Tk = (tk, tk+1), k = 0, 1, · · · , K − 1, with a time step ∆t = tk+1 − tk = T/K. For a
wave function ψk(x) = ψ(x, tk), we define the approximation ψˆk(x) to the nodal values
ψk(x) of the exact solution. We discretize (7.1) in time by two schemes as given in
Subsection 7.3.1 and Subsection 7.3.2.
7.3.1. Two-step implicit-explicit (IMEX) scheme
The two-step IMEX method is given as follows: find ψˆk+1(x), such that for all 1 ≤ k ≤
K − 1,
i




∆ψˆk+1(x) + V(x)ψˆk+1(x) (7.27)
+ β(2ϕk(x)ψˆk(x) − ϕk−1(x)ψˆk−1(x)).
As (7.27) is used only for k ≥ 1, we must start with approximation ψˆ1. A predictor-
corrector method is used for this purpose. We begin with an approximation ψˆ1,0(x),






∆ψˆ1,0(x) + V(x)ψˆ1,0(x) + βϕ0(x)ψˆ0(x), (7.28)













7.3.2. Time splitting (TS) method
For applying exponential operator splitting methods based on the solution of two
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= [V(x) + βϕ(x, t)]ψ(x, t), (7.31)
again for one time step.
According to the time-splitting method, from tk to tk+1, k = 0, · · · ,K − 1, we are now







Afterwards, the nonlinear sub-problem (7.31) is solved exactly with the initial condi-
tion ψˆ∗(x).
ψˆk+1(x) = ψˆ∗(x) exp
(−i[V(x) + βϕ(x, t)]∆t) . (7.33)
7.4. Numerical experiments
In this section, we study the validity and effectiveness of the proposed methods.




i=1(ψ(xi, t) − ψˆ(xi, t))2
N
, (7.34)
where ψˆ(xi, t) is the numerical solution ofψ at the point (xi, t). Similar we also compute
the related RMSE in space. Moreover, we have the following remarks.
Remark 7.1.
• In all examples, the GA function with a constant shape parameter c = 1 is used for the
LRBF-PSM.





‖x − x j‖2. (7.35)
• To compute the integral operator, a 20×20-point Gaussian quadrature rule is considered.
• We use IMEX-LRBF-PSM and TS-LRBF-PSM to represent the LRBF-PSM matching
implicit-explicit and time-splitting schemes,respectively.
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7.4.1. Example 1
This example is designed to test the accuracy and efficiency of the LRBF-PSM for
solving the NNLSE in the following settings: 1) parameter β = 1; 2) external potential
V(x) = 1 − sin2 x sin2 y; 3) the continuous computational domain Ω with Dirichlet
boundary conditions. In addition, the delta function here is taken to be the nonlocal
response. In this case, the NNLSE is exactly equivalent to the NLSE with the exact
solution
ψ(x, y, t) = sin x sin y exp(−2it). (7.36)
Then the related Dirichlet boundary value and initial conditions can be obtained
based on Eq. (7.36). We discretize the domain [0, 1]× [0, 1] uniformly by N points. For
illustrating the capability of two proposed methods for irregularly shaped domains,
we consider a corresponding uniform discretization with a similar fill distance in
an L-type domain. The discretization points of these two domains are shown in
Figure 7.2.
Numerical experiments are performed with the number of influence points 9. Ta-
bles 7.1 and 7.2 present the RMSE and CPU time obtained by the two proposed
methods in two different computational domains shown in Figure 7.2 at time t = 0.1
with constant time step ∆t = 0.001 and different fill distances. In Tables 7.3 and 7.4,
the related results at time t = 0.1 with fill distance 0.05 and different time steps are
reported. From Tables 7.1 - 7.4, we can observe clearly that both the IMEX-LRBF-PSM
and the TS-LRBF-PSM are accurate, stable and efficient. Figures 7.3 - 7.4 display
absolute errors obtained by the two proposed methods at each time in two different
domains.
In addition, we also explore the effect of different numbers of influence points M
on simulation results. The absolute errors for different values of influence points
along the line y = x are plotted in Figure 7.5. It can be seen that different numbers
of the influence points have little effect on the accuracy of the two scheme and the
TS-LRBF-PSM is more accurate and stable.
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Figure 7.2.: The uniform discretization in two different domains. Symbols “o” and “∗”
represent the interior point and the boundary point, respectively.
h IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
1/10 8.2813e-04 7.7337e-04 0.20 1.4682e-04 2.7869e-04 0.16
1/20 8.8754e-04 8.5443e-04 1.59 1.4793e-04 2.8018e-04 1.42
1/30 9.1474e-04 8.4675e-04 8.23 1.4835e-04 2.8005e-04 7.61
1/40 9.0837e-04 8.4727e-04 35.0 1.5689e-04 2.7597e-04 31.4
1/50 8.8570e-04 8.5230e-04 113.8 1.8113e-04 2.6791e-04 101.0
1/60 9.1870e-04 8.5341e-04 300.5 1.5022e-04 2.7932e-04 276.4




Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
1/10 4.6336e-04 5.6635e-04 0.12 8.4947e-05 2.0249e-04 0.11
1/20 5.4656e-04 6.0292e-04 0.96 9.2609e-05 2.0555e-04 0.92
1/30 5.5855e-04 6.0969e-04 4.30 9.4313e-05 2.0653e-04 3.91
1/40 5.6035e-04 6.1757e-04 17.5 9.7600e-05 2.0602e-04 15.9
1/50 5.5408e-04 6.2592e-04 54.3 1.0882e-04 2.0244e-04 51.05
1/60 5.7135e-04 6.1933e-04 149.5 9.6491e-05 2.0696e-04 128.4
Table 7.2.: Numerical results at t = 0.1 with time step ∆t = 0.001 in Ω
2D
L .
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∆t IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
0.001 8.8754e-04 8.5443e-04 1.56 1.4793e-04 2.8018e-04 1.40
0.001/2 4.4715e-04 4.3958e-04 2.62 7.7456e-05 1.4089e-04 2.50
0.001/4 2.2333e-04 2.2297e-04 4.84 4.0620e-05 7.0739e-05 4.48
0.001/8 1.1086e-04 1.1190e-04 9.49 2.1563e-05 3.5373e-05 8.52
0.001/16 5.4535e-05 5.6059e-05 18.09 1.1842e-05 1.7556e-05 17.29
0.001/32 2.6388e-05 2.8153e-05 35.42 6.9927e-06 8.6973e-06 36.61




Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
0.001 5.4656e-04 6.0292e-04 0.99 9.2609e-05 2.0555e-04 0.94
0.001/2 2.7838e-04 3.0865e-04 1.73 4.9193e-05 1.0340e-04 1.48
0.001/4 1.4035e-04 1.5578e-04 3.08 2.5856e-05 5.1904e-05 2.74
0.001/8 7.0140e-05 7.8064e-05 5.53 1.3595e-05 2.6006e-05 5.28
0.001/16 3.4822e-05 3.9140e-05 11.15 7.2695e-06 1.2982e-05 11.09
0.001/32 1.7157e-05 1.9687e-05 21.28 4.0913e-06 6.4437e-06 20.34
Table 7.4.: Numerical results at t = 0.1 with fill distance h = 0.05 in Ω
2D
L .
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(a) IMEX-LRBF-PSM
(b) TS-LRBF-PSM
Figure 7.3.: Absolute errors from the initial time t = 0 to the terminate time t = 1 with
time step ∆t = 0.001 and fill distance h = 0.05 in Ω
2D
R . Left: real part; Right:
imaginary part.
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(a) IMEX-LRBF-PSM
(b) TS-LRBF-PSM
Figure 7.4.: Absolute errors from the initial time t = 0 to the terminate time t = 1 with
time step ∆t = 0.001 and fill distance h = 0.05 in Ω
2D
L . Left: real part; Right:
imaginary part.
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Figure 7.5.: Absolute errors of different influence points at t = 1 with time step ∆t =
0.001 and fill distance h = 0.05 along the line y = x in Ω
2D
R . Left: real part;
Right: absolute value.
7.4.2. Example 2
In this example, a zeroth-order modified Bessel function J0(σs) with σ = 1 is chosen
to be the nonlocal response. Based on this assumption, the NNLSE can be written as
the coupled PDEs given in (7.13). We take the external potential V(x) = 0, parameter
β = 1 and a regular computational domain Ω = [−1, 1]2. Let the initial value condition
be
ψ(x, y, 0) = sin(pix) sin(piy). (7.37)
At first, we test the temporal discretization errors of the IMEX-LRBF-PSM and TS-
LRBF-PSM for solving the system of coupled PDEs. Since the exact solution is un-
known, we take the numerical results at t = 0.1 with a constant time step ∆t = 0.001
obtained on 400 uniform points as the basic solution. Table 7.5 shows the RMSE with
different time steps for two numerical method. Then, we also test the spatial dis-
cretization errors of the two methods. The basic solution is taken to be the numerical
results at 0.01 with constant time step ∆t = 0.0001 and fill distances h = 1/2. The re-
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sults of the RMSE in space are reported in Table 7.6. As shown in the two tables, both
methods converge in space and time. For clarity, Figures 7.6 - 7.7 display evolution
results at different times for two different methods.
∆t IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) Re(ψ) Im(ψ)
0.001 3.0914e-04 2.0116e-04 6.0975e-04 9.7129e-04
0.001/2 1.5453e-04 1.0070e-04 3.1496e-04 4.9578e-04
0.001/4 7.7252e-05 5.0381e-05 1.6125e-04 2.4880e-04
0.001/8 3.8623e-05 2.5198e-05 9.0000e-05 1.2610e-04
0.001/16 1.9311e-05 1.2601e-05 5.6569e-05 6.7082e-05
0.001/32 9.6553e-06 6.3010e-06 3.4641e-05 4.1231e-05
Table 7.5.: Numerical results at time t = 0.1 with different time steps and N = 400.
h IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) Re(ψ) Im(ψ)
1/2 3.5945e-05 2.2861e-04 2.9433e-05 2.2624e-04
1/4 5.2251e-06 9.6840e-05 7.5483e-06 9.4191e-05
1/8 2.2025e-06 3.3813e-05 2.8172e-06 3.2898e-05
1/16 5.9496e-07 8.9342e-06 7.5050e-07 8.6901e-06
Table 7.6.: Numerical results at time t = 0.01 with a constant time step ∆t = 0.0001 and
different fill distances.









































































































































































Figure 7.6.: The evolution results of wave function ψ obtained by IMEX-LRBF-PSM at
different times with a constant time step ∆t = 0.0001 and h = 0.1. (a): real
part; (b): imaginary part; (c): absolute value.







































































































































































Figure 7.7.: The evolution results of wave function ψ obtained by TS-LRBF-PSM at
different times with a constant time step ∆t = 0.0001 and h = 0.1. (a): real
part; (b): imaginary part; (c): absolute value.
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7.4.3. Example 3
This example is designed to compare the NNLSE and its corresponding approximate
even-order PDE in a finite domain [−2, 2] × [−2, 2]. For this purpose, we consider a
Gaussian response 7.17 and take two fourth-order approximate PDEs (7.25) and (7.26)
for the comparison. The fourth-order PDE requires boundary conditions to complete




(x, t) = 0, x ∈ ∂Ω. (7.38)
We take V(x, y) = (1 + x2)(1 + y2), β = 1 and initial data
ψ(x, y, 0) = exp(−pi(x2 + y2)). (7.39)
Numerical experiments are carried out with N = 400, M = 9 and ∆t = 0.001. For the
sake of simplicity, we only apply the TS-LRBF-PSM in this example. The coefficients
of the PDEs are obtained by fitting the least squares method to 500 points on the
curve over the finite interval [0, 10]. Figures 7.8 - 7.10 show the evolution results
of the density profiles |ψ|2 at different times with different values of the parameters
σ = 0.1, 0.5 and 1 for the NNLSE and its approximate PDEs. As shown in these
figures, the density profile decreases as time goes on and the rate of decay for the PDE
is much faster. That is because the nonlocal interaction considers the spatial average
for each point.



















































































































































(c) Fourth-order PDE (7.26)
Figure 7.8.: Evolution results of density profile |ψ|2 at different times with σ = 0.1.



















































































































































(c) Fourth-order PDE (7.26)
Figure 7.9.: Evolution results of density profile |ψ|2 at different times with σ = 0.5.



















































































































































(c) Fourth-order PDE (7.26)
Figure 7.10.: Evolution results of density profile |ψ|2 at different times with σ = 1.
7.5. Summary
It is time-consuming to solve the NNLSE because of the nonlinear convolution term.
According to the property of the Fourier transform, we derived the coupled PDEs
which are equivalent or approximate to the NNLSE. Then the solution of the NNLSE
is converted to solve the PDEs numerically. Note that the coupled PDEs approximate
the original NNLSE in the whole space or a large enough domain. In order to test
the performance of the proposed methods and observe more evolution results in a
short time, in this chapter, small domains with suitable boundary conditions were
selected for all numerical experiments. To use the LRBF-PSM, we first approximated
the time variable with respect to the implicit-explicit (IMEX) and the time-splitting
(TS) schemes, respectively and then the LRBF-PSM was implemented for the spatial
discretization. Results show that the two proposed schemes are accurate and effi-
cient. In addition, we also explored the relationship between the NNLSE and its
corresponding approximate PDEs in a finite domain and the density profile decreases







In this thesis, we first focus on presenting two accurate and efficient numerical meth-
ods, namely the LRBF-PSM and LRBF-PSM, where the LERBF-PSM is developed to
handle the discontinuity problems. After that, the LRBF/LERBF-PSM is implemented
for the solution of the nonlocal models numerically, including nonlocal diffusion mod-
els, linear peridynamics models, parabolic/hyperbolic nonlocal phase field models,
and nonlinear nonlocal Schro¨dinger equations arising in quantum mechanics.
8.1. Accurate and efficient meshless methods
In Chapter 2, we presented the localized radial basis functions-based pseudo-spectral
method (LRBF-PSM). Compared with two global RBF methods (RBFCM and RBF-
PSM), this localized method avoids the Runge phenomenon (See Figures 2.4 and 2.5)
and maintains the high accuracy of the global method (See Figures 2.2) but consumes
less time (See Figure 2.3). Since the LRBF-PSM is satisfactory the purpose of this
thesis, this approach is the main numerical method of this thesis.
In Chapter 3, we considered to approximate non-smooth functions using radial basis
functions. We found that the shape parameter plays an important role in accuracy.
Some adaptive methods have been studied to choose suitable parameters but consume
more time. Hence, our research turned to another way. We decomposed the function
to two parts containing a smooth part and an non-smooth part. We used the standard
RBF method for the smooth part and designed the enrichment functions to describe
the discontinuity. According to the technique in Chapter 2, for the enriched RBF
method, we can also obtain the localized scheme, which is called the LERBF-PSM. To
compare the performance of the LRBF-PSM and LERBF-PSM, we used two methods
to approximate a piecewise function and solve a discontinuous PDE model. As
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shown in Figures 3.5, 3.6, 3.7 and Table 3.1, the LERBF-PSM effectively captures the
discontinuity so that it has a higher accuracy, while for the LRBF-PSM, less influence
points can also reduce the oscillations.
8.2. Nonlocal diffusion model
In Chapter 4, we considered the steady-state and time-dependent nonlocal diffu-
sion models to obtain their numerical solutions accurately and efficiently. We first
took a smooth function to be the exact solution of a two-dimensional steady-state
model. In order to verify the meshless nature of the LRBF-PSM, we discretized a
regular computational domain by uniform points and non-uniform points as shown
in Figures 4.2a and 4.2b. Three RBFs were chosen for the LRBF-PSM and two er-
rors (RMSE, RE) and computing time (CPU) for two different discretizations are
summarized in Tables 4.1, 4.2, A.1, A.2, A.3, A.4, A.5, A.6, A.7, A.8, A.9, A.10 and Fig-
ures 4.3a, 4.4a, 4.5a, 4.3b, 4.4b and 4.5b display the absolute errors for uniform, Halton
and Sobol points. As shown in these tables and figures, the LRBF-PSM is an accurate
and efficient numerical method for solving the ND model and the LRBF-PSM inherits
advantages of RBFs. For this reason, this approach has similar accuracy for different
discretizations and the accuracy does not depend on the position of points. Then we
took a discontinuous function to be the exact solution. When the LRBF-PSM is used
to solve this problem, we chose a small number of influence points M = 5 for experi-
ments. From results in Tables 4.5, 4.6, 4.7, 4.8, B.9, B.10, B.11, A.14 and Figures 4.7, 4.8,
the strategy of choosing less influence points is effective. Then, the LERBF-PSM was
also used. As we have seen in Tables 4.9, 4.10, 4.11, A.15, A.16, A.17, A.18, A.19, A.20,
although the LERBF-PSM improves the accuracy, it is far from satisfactory. As men-
tioned in Chapter 3, the shape parameter also plays an important role for accuracy.
Therefore, we considered to use the LERBF-PSM with a dynamic shape parameter.
Some results in Tables 4.12, 4.13, A.15, A.16, A.18, A.19 and Figure 4.9 show this ap-
proach is effective. After this, we constructed the LRBF-PSM matching the implicit
scheme for solving time-dependent models. Two errors and computing time in Ta-
bles 4.14, 4.15, 4.16, 4.17, 4.18, 4.19 show this scheme is accurate and efficient and the
absolute error at different times in Table 4.20 verifies that when horizon tends to zero,
the nonlocal model approximates the classical PDE model.
8.3. Linear peridynamic model
In Chapter 5, based on our work in Chapter 4, we followed the similar routine to
investigate the linear peridynamic models. We first used the LRBF-PSM for solving
a 2D steady-state PD model in three computational domains, including an regular
domain and two irregular (L-shaped and Y-shaped) domains with uniform and non-
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uniform discretizations as shown in Figures 5.3, 5.4, 5.5. Then, the LRBF-PSM was
extended to solve a 3D model in an regular domain for two-type discretizations
(Figure 5.9). As shown in Tables 5.1, 5.2, 5.3, B.1, B.2, B.3, B.4, B.5, B.6, 5.4, B.7, B.8 and
Figures 5.6, 5.7, 5.8, B.3, B.4, B.5, B.6, B.7, B.8, the LRBF-PSM still maintains the accuracy
and efficiency in irregular domains and multi-dimensions. Combining the results of
solving the ND model in Chapter 4, we conducted that the LRBF-PSM inherits all
advantages of the RBFs. For solving the time-dependent PD model, we constructed the
LRBF-PSM matching the γ−weighted scheme. For three different choices of γ = 1, 1/2
and 0, results in Tables 5.10, B.14, B.17 show that the explicit scheme, i.e. γ = 0,
consumes the shortest computing time but also maintains high accuracy for a long
time. However, it is well known that implicit schemes have advantages over explicit
schemes, for instance, convergence and stability. Here, we also provided the results
of the two implicit schemes: a fully implicit scheme for γ = 1 and a semi-implicit
scheme for γ = 1/2. Related results given in Tables 5.8, B.12, B.15 and 5.9, B.13, B.16
show that the implicit schemes cost a lot of CPU time. Therefore, to construct a fast
scheme for the solving the time-dependent PD model (the wave equation), a stable
explicit scheme for the temporal discretization is required.
8.4. Parabolic/hyperbolic Nonlocal phase field model
In Chapter 6, we studied parabolic/hyperbolic nonlocal phase-field model and com-
bined the LRBF-PSM with a semi-implicit temporal scheme to obtain numerical solu-
tion. The semi-implicit temporal scheme has proved that this scheme is uncondition-
ally stability unless temperature is constant. We first took a positive temperature to be
one of the initial conditions. The corresponding errors and convergence rates in time
and space are given in Tables 6.1, 6.2, 6.3, 6.4, 6.5, 6.6, 6.7, 6.8 and Figures 6.6, 6.12 show
that as time goes on, the order parameter approaches to a piecewise defined function
and most of values are concentrated in the high-phase while the positive initial tem-
perature reduces and tends to a constant which is close to zero. To test the effect of
initial temperature on simulation, we then took a negative temperature as the initial
temperature and as shown in Figures 6.7, 6.13, as time goes on, the order parameter
approaches to a piecewise defined function and most of values are concentrated in
the low-phase while the negative initial temperature increases and tend to a constant
which is close to zero. Therefore, after a long enough time, the nonlocal phase field
models approximate nonlocal Allen-Cahn models. Finally, we simulated the nucle-
ation problem with large time steps and results in Figures 6.10, 6.11, 6.16 and 6.17 show
that the proposed method is stable.
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8.5. Nonlocal Nonlinear Schro¨dinger equation
In Chapter 7, we studied the nonlocal nonlinear Schro¨dinger equations (NNLSE) to
obtain their numerical solutions efficiently. According to the property of the con-
volution, we derived a PDE which is equivalent to the NNLSE on the whole space,
for instance, if the nonlocal response is a δ function, then the NNLSE reduces to a
standard NLSE. When the nonlocal response does not have an analytic expression
or its Fourier transform does not admit an equivalent PDE, we defined a suitable
function whose Fourier transform is rational and then derived an approximate PDE
for the nonlocal term. Then the solution of the NNLSE can be replaced by solving
its corresponding equivalent/approximate PDE. We truncated the whole space to a
finite domain with suitable boundary conditions. To solve the time-dependent PDE
model, we constructed the LRBF-PSM matching two temporal schemes, the implicit-
explicit scheme and the time-splitting scheme, for the time variable. As shown in
Tables 7.1, 7.2, 7.3, 7.4, 7.5, 7.6, D.1, D.2, D.3, D.4 and in Figures 7.3, 7.4, 7.5, two
constructed schemes are effective. In addition, comparison of the nonlocal interaction
based on a Gaussian response between two corresponding fouth-order approximate
PDEs, as shown in Figures 7.8 - 7.10, the density profile decreases as time goes on and
the decay rate of PDE is much faster.
CHAPTER 9
OUTLOOK
There are several inadequacies for the developed numerical methods in Part I. First,
the performance of the LRBF-PSM for discontinuities is not good enough. Although
better results can be obtained by the LERBF-PSM, the accuracy of this enriched method
depends on some parameters, such as the number of influence points M and the shape
parameter c. Since we did not obtain the error analysis of this method, how to select
a suitable shape parameter has not been resolved yet. Apart from this problem, some
of our future work will be to improve the LRBF-PSM from these aspects.
9.1. Adaptive LRBF-PSM
In our current study, the number of influence points M is fixed when the total number
of points N increases, as a result of the influence domain becomes smaller and smaller
(See Figure 9.1), which may affect the accuracy.












(a) N = 6 × 6












(b) N = 11 × 11












(c) N = 21 × 21
Figure 9.1.: The evaluation point (0.5, 0.5) and its 9 influence points.
133
134 Chapter 9. Outlook
In addition, for a smooth problem, sometimes more influence points provide better
accuracy, but the result for a discontinuous problem is just the opposite. We will focus
on selecting the number of influence points adaptively.
9.2. Hybrid method
We consider a hybrid method of LRBF-PSM and other numerical methods. There
were some tries to surmount disadvantages of FEM and LRBF-PSM by combining
two methods in previous studies [5, 84]. As introduced in [5], the computational
domain is divided into FEM and RBF sub-domains. FEM sub-domains may contains
discontinuities where the functions are less smooth and, while RBF sub-domains are
regions where functions are smooth. Since the interpolating operator of the LRBF-
PSM also satisfies the Kronecker delta property, therefore, it combines with FEM
directly. For the sake of an explanation, we consider a 1D function
f (x) = exp(− cos(3pi(x − 0.5))) − 2x − sin(pi(x + 0.5)) (9.1)
on the interval [−1, 1] with interface point at x = 0. The FEM region [−1, 0] is dis-
cretized with N1 equally spaced points and by letting ϕi to be a hat function at xi
ϕi(x) =
1 + x−xixi−xi−1 , xi−1 ≤ x ≤ xi,1 − x−xixi+1−xi , xi ≤ x ≤ xi+1, (9.2)
the interpolation in the FEM region can be written as
f (x) ≈ f h(x) =
N1∑
i=1
ϕi(x) f (xi), x ∈ [−1, 0]. (9.3)
The RBF region (0, 1] is discretized with N2 collocation points and the MQ function
with shape parameter c = 1 is considered here. Figure 9.2 shows approximations of
different methods, LRBF-PSM, Collocation FEM and the Hybrid method. In order to
compare the results, the global interval [−1, 1] is discretized uniformly with h = 0.02
for the mesh size of FEM or the full distance of the RBF. As expected the shape
functions of two different methods can be coupled directly.
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Figure 9.2.: Approximation results of different methods.
When applying hybrid a method of LRBF-PSM and other methods lacking the Kro-
necker delta property, for instance, a B-spline method, moving least squares method,
the interface area between two methods has one shape function and adequate weight-
ing functions (or ramp functions) should be considered for the shape functions of the









This chapter provides additional results about using the LRBF-PSM/LERBF-PSM for
solving the ND model.
A.1. Different shape parameters for 4.2.1.1
Tables A.1 - A.6 report the numerical results of the LRBF-PSM with different shape
parameters to solve the (4.10) for different shape parameters.
s N MQ, c = 1.5 IMQ, c = 1.5
RMSE RE CPU RMSE RE CPU
3
8
102 1.6155e-04 5.7899e-03 0.22s 1.4902e-04 5.3408e-03 0.21s
152 9.3085e-06 3.3583e-04 0.33s 7.4670e-06 2.6939e-04 0.27s
202 1.3410e-05 4.8412e-04 0.44s 1.3154e-05 4.7491e-04 0.43s
252 1.2409e-05 4.4783e-04 0.73s 1.2263e-05 4.4256e-04 0.68s
302 1.3958e-05 5.0343e-04 1.10s 1.4256e-05 5.1418e-04 1.09s
1
4
102 1.4299e-04 5.1248e-03 0.23s 1.3112e-04 4.6992e-03 0.20s
152 9.2440e-07 3.3351e-05 0.30s 2.1203e-06 7.6496e-05 0.28s
202 2.6171e-06 9.4483e-05 0.47s 2.4643e-06 8.8969e-05 0.44s
252 3.1542e-06 1.1383e-04 0.69s 2.9081e-06 1.0495e-04 0.67s
302 3.5841e-06 1.2927e-04 1.09s 3.3906e-06 1.2229e-04 1.09s
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0 10
2 1.2270e-04 4.3974e-03 0.21s 1.1175e-04 4.0051e-03 0.20s
152 8.3592e-06 3.0158e-04 0.39s 9.6442e-06 3.4794e-04 0.31s
202 7.0269e-06 2.5369e-04 0.45s 6.9775e-06 2.5191e-04 0.44s
252 5.3561e-06 1.9329e-04 0.67s 5.2622e-06 1.8991e-04 0.70s
302 4.8252e-06 1.7403e-04 1.10s 6.2756e-06 2.2634e-04 1.09s
− 12
102 1.0742e-04 3.8497e-03 0.22s 9.7418e-05 3.4914e-03 0.19s
152 9.2205e-06 3.3266e-04 0.32s 1.0030e-05 3.6188e-04 0.29s
202 8.0558e-06 2.9084e-04 0.45s 7.8456e-06 2.8325e-04 0.44s
252 6.4346e-06 2.3221e-04 0.69s 5.9174e-06 2.1355e-04 0.69s
302 2.2696e-05 8.1859e-04 1.11s 7.1295e-06 2.5714e-04 1.10s
− 34 10
2 1.0193e-04 3.6532e-03 0.25s 9.2284e-05 3.3074e-03 0.19s
152 9.5110e-06 3.4314e-04 0.33s 1.0163e-05 3.6665e-04 0.29s
202 8.4402e-06 2.2283e-04 0.49s 8.1498e-06 2.9423e-04 0.44s
252 6.1744e-06 2.3221e-04 0.68s 6.4828e-06 2.3395e-04 0.69s
302 1.0541e-05 3.8013e-04 1.20s 1.1724e-05 4.2283e-04 1.12s
Table A.1.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ and IMQ functions with c = 1.5, M = 15, δ = 1/8 and different
values of s = 1/4, 0 and −3/4 on N uniform points.
s N MQ, c = 0.5 IMQ, c = 0.5
RMSE RE CPU RMSE RE CPU
3
8
102 2.4814e-04 8.8932e-03 0.21s 5.2894e-04 1.8957e-02 0.24s
152 5.1409e-05 1.8547e-03 0.29s 1.3298e-04 4.7978e-03 0.28s
202 2.5275e-06 9.1250e-05 0.45s 1.5022e-05 5.4233e-04 0.50s
252 8.5383e-06 3.0813e-04 0.68s 1.6208e-06 5.8491e-05 0.67s
302 7.5663e-06 2.7289e-04 1.09s 8.9774e-06 3.2379e-04 1.08s
1
4
102 2.3602e-04 8.4590e-03 0.22s 5.0976e-04 1.8269e-02 0.23s
152 5.2938e-05 1.9099e-03 0.28s 1.2188e-04 4.3972e-03 0.31s
202 4.8408e-06 1.7477e-04 0.45s 1.6975e-05 6.1284e-04 0.44s
252 8.4501e-07 3.0495e-05 0.70s 9.5702e-06 3.4537e-04 0.69s
302 3.6452e-06 1.3147e-04 1.09s 2.2283e-05 8.0368e-04 1.08s
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0 10
2 2.1931e-04 7.8598e-03 0.21s 4.7322e-04 1.6960e-02 0.25s
152 4.8335e-05 1.7438e-03 0.31s 9.7550e-05 3.5194e-03 0.28s
202 8.2242e-06 2.9692e-04 0.44s 1.3041e-05 4.7083e-04 0.49s
252 6.8113e-06 2.4581e-04 0.67s 1.6552e-05 5.9735e-04 0.67s
302 1.3641e-05 4.9200e-04 1.09s 3.6205e-05 1.3058e-04 1.11s
− 12
102 1.9859e-04 7.1172e-03 0.21s 4.1597e-04 1.4908e-02 0.23s
152 3.2415e-05 1.1695e-03 0.29s 5.5974e-05 2.0194e-03 0.29s
202 2.4530e-06 8.8559e-05 0.43s 1.6882e-06 6.0948e-05 0.44s
252 7.2569e-06 2.6189e-04 0.67s 1.9116e-05 6.8988e-04 0.71s
302 1.7764e-05 6.4071e-04 1.07s 4.9731e-05 1.7936e-03 1.15s
− 34 10
2 1.9108e-04 6.8483e-03 0.20s 2.5879e-04 1.4189e-02 0.23s
152 2.6915e-05 9.7106e-04 0.32s 4.1793e-05 1.5078e-03 0.31s
202 1.4147e-06 5.1073e-05 0.43s 5.2129e-06 1.8820e-04 0.43s
252 8.0992e-06 2.9229e-04 0.68s 2.1149e-05 7.6324e-04 0.69s
302 1.9531e-05 7.0443e-04 1.10s 5.5826e-05 2.0135e-03 1.09s
Table A.2.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ and IMQ functions with c = 0.5, M = 15, δ = 1/8 and different
values of s = 3/8, 1/4, 0, −1/2 and −3/4 on N uniform points.
s N MQ, c = 0.25 IMQ, c = 0.25
RMSE RE CPU RMSE RE CPU
3
8
102 1.5940e-03 5.7129e-02 0.27s 2.1183e-03 7.5920e-02 0.22s
152 5.6167e-04 2.0264e-02 0.39s 6.6936e-04 2.4149e-02 0.31s
202 1.5560e-04 5.6174e-03 0.54s 1.4229e-04 5.1369e-03 0.53s
252 9.6262e-05 3.4739e-03 0.75s 4.3927e-05 1.5852e-03 0.78s
302 1.6470e-04 5.9404e-03 1.16s 7.6236e-05 2.7496e-03 1.37s
1
4
102 1.5072e-03 5.4018e-02 0.26s 1.9828e-03 7.1061e-02 0.26s
152 4.8415e-04 1.7467e-02 0.38s 5.7841e-04 2.0868e-02 0.32s
202 1.1871e-04 4.2858e-03 0.53s 1.0588e-04 3.8225e-03 0.52s
252 9.8381e-05 3.5504e-03 0.81s 4.4929e-05 1.6214e-03 0.78s
302 1.9343e-04 6.9764e-03 1.30s 1.3657e-04 4.9257e-03 1.23s
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0 10
2 1.3615e-03 4.8794e-02 0.23s 1.7649e-03 6.3253e-02 0.21s
152 3.5762e-04 1.2902e-02 0.35s 4.2999e-04 1.5513e-02 0.35s
202 5.9675e-05 2.1545e-03 0.53s 4.7961e-05 1.7315e-03 0.51s
252 1.0363e-04 3.7400e-03 0.81s 4.4777e-05 1.6159e-03 0.79s
302 2.4657e-04 8.8931e-03 1.20s 3.8534e-04 1.3898e-02 1.18s
− 12
102 1.1562e-03 4.1439e-02 0.23s 1.4738e-03 5.2819e-02 0.23s
152 1.8639e-04 6.7245e-03 0.37s 2.2849e-04 8.2434e-03 0.35s
202 1.3528e-05 4.8842e-04 0.53s 3.4256e-05 1.2367e-03 0.54s
252 1.2168e-04 4.3912e-03 0.82s 5.1971e-05 1.8756e-03 0.73s
302 3.2792e-04 1.1827e-02 1.22s 2.0251e-04 7.3039e-03 1.43s
− 34 10
2 1.0854e-03 3.8902e-02 0.25s 1.3755e-03 4.9297e-02 0.23s
152 1.2933e-04 4.6659e-03 0.32s 1.6074e-04 5.7990e-03 0.34s
202 3.2488e-05 1.1729e-03 0.50s 5.3195e-05 1.9205e-03 0.54s
252 5.0016e-04 1.8050e-02 0.78s 1.4924e-03 5.3860e-02 0.75s
302 3.7466e-04 1.3513e-02 1.19s 4.0371e-04 1.4560e-02 1.18s
Table A.3.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ and IMQ functions with c = 0.25, M = 15, δ = 1/8 and different
values of s = 3/8, 1/4, 0, −1/2 and −3/4 on N uniform points.
s N IMQ, c = 1.5 MQ, c = 1.5
RMSE RE CPU RMSE RE CPU
3
8
102 1.4124e-04 5.0585e-03 0.33s 8.9818e-05 3.2167e-03 0.39s
152 1.8108e-04 6.4847e-03 0.43s 2.3452e-05 8.3988e-04 0.42s
202 1.4109e-05 5.0441e-04 0.50s 1.1576e-05 4.1388e-04 0.47s
252 3.5162e-05 1.2551e-03 0.67s 4.0792e-05 1.4561e-03 0.64s
302 5.3739e-05 1.9281e-03 0.83s 3.6668e-05 1.3123e-03 0.92s
1
4
102 1.2795e-04 4.5821e-03 0.31s 7.9296e-05 2.8398e-03 0.32s
152 8.6813e-05 3.1090e-03 0.39s 2.4722e-05 8.8536e-04 0.37s
202 4.2868e-05 1.5326e-03 0.48s 7.0574e-06 2.5231e-04 0.49s
252 7.4002e-05 2.6415e-03 0.69s 4.8945e-05 1.7471e-03 0.61s
302 5.4807e-05 1.9664e-03 0.83s 1.5082e-04 5.4113e-03 0.80s
A.1. Different shape parameters for 4.2.1.1 143
0 10
2 1.1437e-04 4.0958e-03 0.33s 6.9505e-05 2.4892e-03 0.31s
152 5.7494e-05 2.0590e-03 0.39s 2.4831e-04 8.8924e-03 0.42s
202 1.1500e-05 4.1114e-04 0.45s 7.7063e-06 2.7551e-04 0.51s
252 1.4692e-05 5.2443e-04 0.63s 4.0181e-05 1.4343e-03 0.71s
302 6.1615e-05 2.2106e-03 0.77s 2.4747e-04 8.8787e-03 0.77s
− 12
102 1.0617e-04 3.8021e-03 0.33s 6.4298e-05 2.3027e-03 0.35s
152 5.0410e-05 1.8053e-03 0.39s 1.2498e-05 4.4756e-04 0.41s
202 8.1542e-05 2.9153e-04 0.47s 4.1159e-05 1.4715e-03 0.49s
252 7.5361e-05 2.6900e-03 0.62s 1.0055e-04 3.5890e-03 0.64s
302 8.4707e-05 3.0391e-03 0.80s 3.1609e-05 1.1341e-03 0.78s
− 34 10
2 1.0321e-04 3.6964e-03 0.32s 6.2481e-05 2.2376e-03 0.32s
152 4.6750e-05 1.6742e-03 0.38s 1.0870e-05 3.8928e-04 0.40s
202 8.1732e-04 2.9221e-02 0.47s 2.8065e-04 1.0034e-02 0.49s
252 2.3996e-04 8.5654e-03 0.63s 3.8358e-05 1.3692e-03 0.62s
302 5.7627e-05 2.0676e-03 0.80s 4.1870e-05 1.5022e-03 0.82s
Table A.4.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the IMQ and MQ functions with c = 1.5, M = 15, δ = 1/8 and different
values of s = 3/8, 1/4, 0, −1/2 and −3/4 on N Halton points.
s N MQ, c = 0.5 IMQ, c = 0.5
RMSE RE CPU RMSE RE CPU
3
8
102 4.6501e-04 1.6653e-02 0.33s 8.7780e-04 3.1437e-02 0.32s
152 1.0404e-04 3.7259e-03 0.37s 2.0317e-04 7.2761e-03 0.38s
202 3.3916e-05 1.2126e-03 0.50s 5.8031e-05 2.0747e-03 0.47s
252 4.9516e-05 1.7675e-03 0.58s 3.2896e-04 1.1742e-02 0.59s
302 2.8106e-05 1.0084e-03 0.89s 7.2429e-04 2.5986e-02 0.78s
1
4
102 4.4759e-04 1.6029e-02 0.29s 8.5775e-04 3.0719e-02 0.33s
152 8.9489e-05 3.2048e-03 0.35s 1.9011e-04 6.8083e-03 0.38s
202 2.2230e-05 7.9477e-04 0.47s 4.1386e-05 1.4796e-03 0.48s
252 5.9527e-04 2.1248e-02 0.63s 3.6528e-05 1.3039e-03 0.60s
302 6.9993e-05 2.5112e-03 0.81s 3.4417e-04 1.2348e-02 0.78s
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0 10
2 4.2672e-04 1.5282e-02 0.31s 8.3234e-04 2.9809e-02 0.33s
152 7.5332e-05 2.6978e-03 0.36s 1.7590e-04 6.2993e-03 0.38s
202 1.4464e-05 5.1711e-04 0.47s 2.2475e-05 8.0353e-04 0.53s
252 1.7340e-04 6.1897e-03 0.63s 1.3166e-04 4.6996e-03 0.61s
302 1.5395e-04 5.5234e-03 0.84s 3.4564e-04 1.2401e-02 0.80s
− 12
102 4.0764e-04 1.4599e-02 0.34s 8.0612e-04 2.8870e-02 0.31s
152 6.7541e-05 2.4188e-03 0.39s 1.6425e-04 5.8823e-03 0.36s
202 7.3199e-05 2.6170e-03 0.48s 2.8755e-04 1.0280e-02 0.48s
252 9.3361e-04 3.3326e-02 0.60s 5.0212e-04 1.7979e-02 0.66s
302 9.5914e-05 3.4413e-03 0.78s 5.3114e-04 1.9056e-02 0.77s
− 34 10
2 4.0057e-04 1.4346e-02 0.32s 7.9607e-04 2.8510e-02 0.31s
152 6.4485e-05 2.3093e-03 0.38s 1.5894e-04 5.6920e-03 0.38s
202 1.8942e-05 6.7721e-04 0.49s 6.0656e-05 2.1686e-03 0.49s
252 1.6899e-03 6.0321e-02 0.64s 1.6285e-04 5.8130e-03 0.61s
302 1.4101e-04 5.0592e-03 0.83s 8.3567e-04 2.9983e-02 0.79s
Table A.5.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ and IMQ functions with c = 0.5, M = 15, δ = 1/8 and different
values of s = 3/8, 1/4, 0, −1/2 and −3/4 on N non-uniform Halton points.
s N MQ, c = 0.25 IMQ, c = 0.25
RMSE RE CPU RMSE RE CPU
3
8
102 8.7614e-04 3.1377e-02 0.34s 1.7856e-03 6.3949e-02 0.31s
152 3.1620e-04 1.1324e-02 0.39s 3.5036e-04 1.2547e-02 0.37s
202 1.0030e-04 3.5860e-03 0.48s 1.2732e-04 4.5520e-03 0.49s
252 3.8752e-05 1.3833e-03 0.61s 1.2522e-04 4.4699e-03 0.60s
302 3.9612e-04 1.4212e-02 0.77s 1.0534e-04 3.7793e-03 0.80s
1
4
102 8.7803e-04 3.1445e-02 0.34s 1.7528e-03 6.2772e-02 0.31s
152 3.2919e-04 1.1789e-02 0.40s 3.4266e-04 1.2271e-02 0.38s
202 7.7399e-05 2.7671e-03 0.48s 1.1270e-04 4.0294e-03 0.46s
252 1.0712e-04 3.8238e-03 0.70s 7.5060e-05 2.6793e-03 0.63s
302 4.2121e-04 1.5112e-02 0.82s 6.1764e-04 2.2160e-02 0.83s
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0 10
2 8.8686e-04 3.1761e-02 0.33s 1.7045e-03 6.1044e-02 0.31s
152 3.5289e-04 1.2638e-02 0.38s 3.3962e-04 1.2162e-02 0.39s
202 4.5582e-05 1.6296e-03 0.45s 9.0153e-05 3.2231e-03 0.47s
252 1.0742e-04 3.8343e-03 0.59s 7.0582e-05 2.5194e-03 0.62s
302 8.0555e-04 2.8902e-02 0.77s 1.1168e-03 4.0068e-02 0.80s
− 12
102 9.0574e-04 3.2437e-02 0.32s 1.6425e-03 5.8822e-02 0.30s
152 3.8341e-04 1.3731e-02 0.38s 3.4871e-04 1.2488e-02 0.38s
202 5.7775e-05 2.0656e-03 0.47s 6.3701e-05 2.2774e-03 0.50s
252 3.1572e-04 1.1270e-02 0.61s 1.1697e-04 4.1754e-03 0.62s
302 1.2955e-03 4.6248e-02 0.80s 9.3995e-04 3.3556e-02 0.76s
− 34 10
2 9.1126e-04 3.2635e-02 0.33s 1.6184e-03 5.7960e-02 0.32s
152 3.8961e-04 1.3953e-02 0.37s 3.5140e-04 1.2585e-02 0.38s
202 8.7025e-05 3.1113e-03 0.49s 5.8841e-05 2.1037e-03 0.49s
252 1.3306e-03 4.7495e-02 0.63s 2.2080e-03 7.9060e-02 0.65s
302 4.5513e-04 1.6330e-02 0.82s 1.8502e-03 6.6051e-02 0.75s
Table A.6.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ and IMQ functions with c = 0.25, M = 15, δ = 1/8 and different
values of s = 3/8, 1/4, 0, −1/2 and −3/4 on N non-uniform Halton points.
A.2. Different horizon sizes for 4.2.1.1
Tables A.7 - A.10 report the numerical results of the LRBF-PSM with different shape
parameters to solve the equation (4.10) for different horizon sizes.
s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
3
8
102 1.8391e-04 6.7205e-03 0.24s 1.3888e-04 4.8864e-03 0.30s
152 5.1365e-06 1.8623e-04 0.32s 2.3906e-05 8.4034e-04 0.38s
202 1.2945e-05 4.6662e-04 0.52s 1.4696e-05 5.1593e-04 0.49s
252 1.4180e-05 5.0905e-04 0.75s 3.6348e-05 1.2747e-03 0.67s
302 1.4342e-05 5.1339e-04 1.17s 1.3861e-05 4.8838e-04 0.81s
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1
4
102 1.6817e-04 6.1452e-03 0.23s 1.2750e-04 4.4860e-03 0.34s
152 3.4692e-06 1.2578e-04 0.38s 1.6581e-05 5.8284e-04 0.39s
202 3.0607e-06 1.1033e-04 0.50s 8.3080e-06 2.9166e-04 0.46s
252 4.5530e-06 1.6345e-04 0.79s 1.0411e-04 3.6510e-03 0.63s
302 4.4847e-06 1.6053e-04 1.19s 3.1819e-06 1.1211e-04 0.82s
0 10
2 1.5162e-04 5.5406e-03 0.23s 1.1660e-04 4.1025e-03 0.31s
152 1.0241e-05 3.7128e-04 0.32s 1.2998e-05 4.5690e-04 0.38s
202 5.2764e-06 1.9019e-04 0.51s 9.4845e-06 3.3296e-04 0.51s
252 3.5341e-06 1.2687e-04 0.83s 2.1430e-04 7.5153e-03 0.63s
302 3.3829e-06 1.2109e-04 1.30s 1.2107e-05 4.2658e-04 0.87s
− 12
102 1.4045e-04 5.1323e-03 0.24s 1.1118e-04 3.9120e-03 0.33s
152 1.0100e-05 3.6617e-04 0.33s 1.1925e-05 4.1919e-04 0.38s
202 5.5903e-06 2.0151e-04 0.51s 7.9859e-06 2.8035e-04 0.47s
252 3.9400e-06 1.4145e-04 0.79s 2.1626e-05 7.5840e-04 0.88s
302 4.0735e-06 1.4581e-04 1.20s 2.3441e-04 8.2593e-03 0.82s
− 34 10
2 1.3642e-04 4.9852e-03 0.22s 1.0924e-04 3.8438e-03 0.33s
152 1.0042e-05 3.6407e-04 0.33s 1.1650e-05 4.0951e-04 0.38s
202 5.6935e-06 2.0523e-04 0.52s 6.4031e-05 2.2479e-04 0.48s
252 4.1067e-06 1.4743e-04 0.77s 8.0557e-05 2.8250e-03 0.62s
302 3.9626e-06 1.4184e-04 1.18s 1.6284e-04 5.7377e-03 0.98s
Table A.7.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ function with c = 1, M = 15, δ = 0.1 and different values of
s = 3/8, 1/4, 0, −1/2 and −3/4.
s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
3
8
102 1.1753e-04 3.9901e-03 0.23s 7.5679e-02 2.3135e-00 0.32s
152 3.5199e-05 1.1531e-03 0.36s 1.8963e-02 5.7949e-01 0.40s
202 2.3200e-05 7.4693e-04 0.55s 2.9421e-03 8.9856e-02 0.58s
252 2.0282e-05 6.4627e-04 0.82s 7.2955e-04 2.2279e-02 0.70s
302 2.3456e-05 7.4232e-04 1.31s 9.0897e-05 2.7838e-03 0.93s
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1
4
102 1.0865e-04 3.6885e-03 0.25s 7.5711e-02 2.3145e-00 0.32s
152 2.5666e-05 8.4083e-04 0.34s 1.8935e-02 5.7861e-01 0.42s
202 1.3170e-05 4.2402e-04 0.58s 3.0841e-02 9.4192e-02 0.53s
252 9.9363e-06 3.1661e-04 0.83s 1.5205e-03 4.6513e-02 0.67s
302 1.1806e-05 3.7364e-04 1.32s 5.1979e-05 1.5919e-03 0.91s
0 10
2 1.0157e-04 3.4482e-03 0.24s 7.5747e-02 2.3156e-00 0.32s
152 1.8414e-05 6.0324e-04 0.39s 1.8936e-02 5.7864e-01 0.39s
202 5.5477e-06 1.7861e-04 0.56s 3.1832e-03 9.7220e-02 0.52s
252 2.1542e-06 6.8643e-05 0.87s 5.6278e-04 1.7186e-02 0.71s
302 2.1336e-06 6.7523e-05 1.33s 3.7891e-05 1.1604e-03 1.12s
− 12
102 1.0149e-04 3.4455e-03 0.22s 7.5770e-02 2.3163e-00 0.33s
152 1.8373e-05 6.0190e-04 0.46s 1.8980e-02 5.7999e-01 0.41s
202 5.5261e-06 1.7791e-04 0.51s 3.2208e-03 9.8369e-02 0.53s
252 3.9400e-06 1.4145e-04 0.53s 3.7564e-04 1.1471e-02 0.67s
302 1.6797e-06 5.3158e-05 1.34s 4.1510e-05 1.2713e-03 0.90s
− 34 10
2 1.0147e-04 3.4447e-03 0.26s 7.5778e-02 2.3166e-00 0.33s
152 1.8363e-05 6.0160e-04 0.36s 1.9001e-02 5.8063e-01 0.44s
202 5.5149e-06 1.7755e-04 0.55s 3.2246e-03 9.8487e-02 0.53s
252 2.0767e-06 6.6174e-05 0.85s 3.5501e-04 1.0841e-02 0.72s
302 1.2297e-06 3.8916e-05 1.39s 4.0898e-05 1.2525e-03 0.92s
Table A.8.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the MQ function with c = 1, M = 15, δ = 0.01 and different values of
s = 3/8, 1/4, 0, −1/2 and −3/4.
s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
3
8
102 1.7483e-04 6.3887e-03 0.24s 2.7054e-04 9.5191e-03 0.32s
152 3.6731e-06 1.3317e-04 0.34s 5.6448e-05 1.9842e-03 0.38s
202 1.1176e-05 4.0283e-04 0.53s 3.1865e-05 1.1187e-03 0.50s
252 1.3786e-05 4.9491e-04 0.83s 5.0368e-05 1.7663e-03 0.65s
302 1.3946e-05 4.9920e-04 1.24s 1.6442e-05 5.7934e-04 0.83s
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1
4
102 1.6097e-04 5.8822e-03 0.25s 2.5645e-04 9.0233e-03 0.32s
152 1.1383e-05 4.1269e-04 0.37s 4.5259e-05 1.5909e-03 0.43s
202 1.7481e-06 6.3011e-05 0.56s 2.8134e-05 9.8769e-04 0.49s
252 4.3148e-06 1.5490e-04 0.86s 1.7080e-05 5.9897e-04 0.63s
302 4.4582e-06 1.5958e-04 1.25s 1.0270e-04 3.6185e-03 0.84s
0 10
2 1.0157e-04 5.3554e-03 0.26s 2.4176e-04 8.5064e-03 0.34s
152 1.7013e-05 6.1682e-04 0.34s 3.5114e-05 1.2343e-03 0.41s
202 6.1053e-06 2.2007e-04 0.55s 1.0353e-04 3.6345e-03 0.50s
252 3.5693e-06 1.2814e-04 0.81s 6.2003e-05 2.1743e-03 0.62s
302 3.5842e-06 1.2830e-04 1.22s 8.7310e-05 3.0763e-03 0.81s
− 12
102 1.3668e-04 4.9945e-03 0.24s 2.3244e-04 8.1785e-03 0.35s
152 1.5278e-05 5.5393e-04 0.34s 3.1574e-05 1.1099e-03 0.38s
202 5.6913e-06 2.0515e-04 0.55s 3.7387e-05 1.3125e-03 0.50s
252 3.7765e-06 1.3558e-04 0.83s 4.4617e-05 1.5646e-03 0.63s
302 4.1345e-06 1.4799e-04 1.26s 2.6900e-04 9.4781e-03 0.85s
− 34 10
2 1.3311e-04 4.8641e-03 0.28s 2.2906e-04 8.0594e-03 0.32s
152 1.4659e-05 5.3148e-04 0.36s 3.0328e-05 1.0661e-03 0.38s
202 5.5551e-06 2.0024e-04 0.54s 2.4585e-05 8.6308e-04 0.49s
252 3.8608e-06 1.3860e-04 0.79s 3.4726e-04 1.2178e-02 0.65s
302 4.3494e-06 1.5569e-04 1.23s 4.0690e-05 1.4337e-03 0.85s
Table A.9.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the IMQ function with c = 1, M = 15, δ = 0.1 and different values of
s = 3/8, 1/4, 0, −1/2 and −3/4.
s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
3
8
102 1.2248e-04 4.1579e-03 0.25s 2.1427e-02 6.5502e-01 0.34s
152 3.5276e-05 1.1557e-03 0.35s 3.4904e-02 1.0666e-00 0.42s
202 2.2958e-05 7.3915e-04 0.53s 4.8865e-03 1.4924e-01 0.55s
252 2.0250e-05 6.4525e-04 0.93s 9.5460e-04 2.9151e-02 0.68s
302 2.0019e-05 6.3355e-04 1.34s 1.1187e-04 3.4261e-03 0.91s
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1
4
102 1.1420e-04 3.8768e-03 0.24s 2.1434e-02 6.5523e-01 0.31s
152 2.6218e-05 8.5891e-04 0.38s 3.5039e-02 1.0707e-00 0.44s
202 1.3053e-05 4.2025e-04 0.54s 5.0512e-03 1.5427e-01 0.52s
252 1.0003e-05 3.1874e-04 0.86s 1.1166e-03 3.4100e-02 0.68s
302 9.5041e-06 3.0078e-04 1.40s 1.1312e-04 3.4643e-03 1.05s
0 10
2 1.0767e-04 3.6554e-03 0.24s 2.1439e-02 6.5539e-01 0.31s
152 1.9650e-05 6.4375e-04 0.35s 3.5515e-02 1.0853e-00 0.42s
202 5.9267e-06 1.9081e-04 0.58s 5.1564e-03 1.5749e-01 0.53s
252 2.2930e-06 7.3065e-05 0.92s 1.3464e-03 4.1116e-02 0.68s
302 1.2961e-06 4.1019e-05 1.40s 1.1266e-04 3.4502e-03 1.00s
− 12
102 1.0760e-04 3.6527e-03 0.24s 2.1439e-02 6.5538e-01 0.30s
152 1.9612e-05 6.4251e-04 0.37s 3.6440e-02 1.1136e-00 0.40s
202 5.9097e-06 1.9027e-04 0.55s 5.1304e-03 1.5669e-01 0.54s
252 2.2890e-06 7.2937e-05 0.86s 1.5209e-03 4.6445e-02 0.66s
302 1.3367e-06 4.2301e-05 1.34s 1.1375e-04 3.4836e-03 0.90s
− 34 10
2 1.0757e-04 3.6520e-03 0.24s 2.1438e-02 6.5538e-01 0.33s
152 1.9603e-05 6.4220e-04 0.35s 3.6813e-02 1.1250e-00 0.38s
202 5.9068e-06 1.9017e-04 0.57s 5.1097e-03 1.5606e-01 0.55s
252 2.3242e-06 7.4059e-05 0.90s 1.5591e-03 4.7610e-02 0.69s
302 1.2986e-06 4.1096e-05 1.36s 1.1772e-04 3.6052e-03 0.92s
Table A.10.: The RMSE, RE and CPU time in the solution of the equation (4.10) using
the IMQ function with c = 1, M = 15, δ = 0.01 and different values of
s = 3/8, 1/4, 0, −1/2 and −3/4.
A.3. Different numbers of influence points for 4.2.1.1
Figure A.1 shows the effect of different numbers of influence points on the accuracy.
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(a) MQ function with c = 0.5.






















(b) IMQ function with c = 0.5.
























(c) MQ function with c = 1.



























(d) IMQ function with c = 1.

























(e) MQ function with c = 1.5.























(f) IMQ function with c = 1.5.
Figure A.1.: Absolute errors of different numbers of influence points for the solution
of (4.10) along the line y = x with parameters: δ = 0.1, s = 0 and N = 302.
A.4. Halton & Sobol points for 4.2.1.1
Figure A.2 displays the scatter diagrams for two different non-uniform discratizations
(Halton and Sobol points).



























































































Figure A.2.: Two non-uniform discretizations for the solution of (4.10) with M =
15, δ = 0.1 and s = 0.
A.5. Different horizon sizes for 4.2.1.2
Tables B.9 - A.14 give the numerical results of the equation (4.12) for different horizon
sizes.
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N δ = 3h δ = 4h
RMSE RE CPU RMSE RE CPU
102 7.0560e-03 1.3857e-02 0.60s 7.8224e-03 1.3344e-02 0.62s
202 6.6233e-03 1.6650e-02 0.84s 7.6982e-03 1.8181e-02 0.96s
302 6.0114e-03 1.6264e-02 1.83s 7.1743e-03 1.8653e-02 1.67s
402 5.5067e-03 1.5431e-02 3.39s 6.6593e-03 1.8125e-02 3.66s
502 5.1052e-03 1.4603e-02 6.51s 6.2170e-03 1.7380e-02 6.95s
602 4.7815e-03 1.3862e-02 11.9s 5.8435e-03 1.6624e-02 12.6s
702 4.5152e-03 1.3215e-02 19.6s 5.5265e-03 1.5917e-02 20.7s
Table A.11.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.12) using the MQ function with c =
1, M = 5 and two different horizons δ = 3h and 4h on N uniformly
distributed points.
N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
102 2.0006e-02 5.1478e-02 0.58s 2.5991e-02 7.4919e-02 0.58s
202 2.6945e-03 7.2034e-03 0.62s 2.8860e-02 8.5814e-02 0.60s
302 4.8052e-03 1.3002e-02 1.14s 2.9678e-02 8.9116e-02 1.13s
402 5.7998e-03 1.5787e-02 2.17s 3.0055e-02 9.0682e-02 2.56s
502 6.2739e-03 1.7137e-02 4.05s 3.0270e-02 9.1589e-02 5.11s
602 6.8792e-03 1.8835e-02 7.48s 1.9821e-02 6.0086e-02 9.40s
702 6.9895e-03 1.9169e-02 12.9s 2.1477e-02 6.5196e-02 16.4s
Table A.12.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.12) using the MQ function with c = 1,
M = 5 and two different horizons δ = 0.1 and 0.01 on N uniformly
distributed points.
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N δ = 3h δ = 4h
RMSE RE CPU RMSE RE CPU
102 9.9575e-03 3.9512e-02 0.59s 1.4535e-02 3.9846e-02 0.66s
202 6.6769e-03 3.9030e-02 0.85s 8.1041e-03 4.5379e-02 1.04s
302 5.9767e-03 3.5067e-02 1.73s 7.2247e-03 4.2504e-02 1.94s
402 5.4732e-03 3.1785e-02 3.30s 6.6593e-03 3.9013e-02 3.58s
502 5.0783e-03 2.9247e-02 6.57s 6.2071e-03 3.6075e-02 6.98s
602 4.7600e-03 2.7246e-02 11.9s 5.8322e-03 3.3666e-02 12.5s
702 4.4978e-03 2.5626e-02 19.5s 5.5158e-03 3.1667e-02 20.9s
Table A.13.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.13) using the GA function with c =
1, M = 5 and two different horizons δ = 3h and 4h on N uniformly
distributed points.
N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
102 2.0260e-02 1.2011e-01 0.62s 2.6421e-02 1.5234e-01 0.58s
202 2.2946e-03 1.3507e-02 0.68s 2.8959e-02 1.6382e-01 0.66s
302 4.7483e-03 2.7866e-02 1.25s 2.9719e-02 1.6716e-01 1.17s
402 5.7850e-03 3.3895e-02 2.18s 3.0075e-02 1.6870e-01 2.48s
502 6.2737e-03 3.6722e-02 4.18s 3.0280e-02 1.6958e-01 5.38s
602 6.8887e-03 4.0294e-02 7.54s 1.9830e-02 1.1094e-01 9.51s
702 7.0045e-03 4.0951e-02 12.7s 2.1481e-02 1.2008e-01 16.6s
Table A.14.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.13) using the GA function with c = 1,
M = 5 and two different horizons δ = 0.1 and 0.01 on N uniformly
distributed points.
A.6. Different shape parameters for 4.2.1.3
Tables A.15 - A.22 report the numerical results of solving equations (4.14), (4.17), (4.18)
for different shape parameters.
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N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
30 2.0464e-03 3.6551e-03 0.03s 2.8574e-03 5.1039e-03 0.04s
40 8.2613e-02 1.4849e-01 0.04s 5.3385e-03 9.5955e-03 0.03s
50 5.7687e-02 1.0408e-01 0.06s 2.3563e-02 4.2514e-02 0.05s
60 3.7711e-02 6.8208e-02 0.06s 2.8980e-02 5.2417e-02 0.06s
70 3.1594e-02 5.7246e-02 0.09s 6.8279e-02 1.2371e-01 0.07s
80 3.0134e-02 5.4673e-02 0.09s 2.6162e-02 4.7467e-02 0.09s
90 3.0801e-02 5.5942e-02 0.10s 5.0003e-02 9.0818e-02 0.09s
100 3.4393e-02 6.2517e-02 0.19s 2.2591e-02 4.1064e-02 0.11s
Table A.15.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for
the solution of the equation with the exact solution (4.14) using the MQ
function with c = 0.5, M = 5 and two different horizons δ = 0.1 on N
uniform points.
N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
30 2.0299e-03 3.6257e-03 0.03s 2.8599e-03 5.1082e-03 0.03s
40 6.4322e-02 1.1562e-01 0.04s 5.4530e-03 9.8015e-03 0.04s
50 9.4714e-02 1.7088e-01 0.05s 7.9715e-03 1.4382e-02 0.05s
60 4.9297e-02 8.9165e-02 0.08s 1.4977e-02 2.7089e-02 0.08s
70 5.8492e-02 1.0598e-01 0.08s 1.9872e-02 3.6007e-02 0.08s
80 4.5112e-01 8.1849e-01 0.09s 1.3536e-02 2.4560e-02 0.07s
90 1.0871e-01 1.9743e-01 0.09s 7.2339e-03 1.3138e-02 0.11s
100 6.2516e-02 1.1364e-01 0.12s 5.5588e-02 1.0105e-01 0.15s
Table A.16.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for
the solution of the equation with the exact solution (4.14) using the MQ
function with c = 1.5, M = 5 and two different horizons δ = 0.1 on N
uniform points.
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N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
20 2.7471e-03 4.8447e-03 0.02s 1.4773e-03 2.6053e-03 0.04s
30 2.0331e-03 3.6315e-03 0.03s 2.8610e-03 5.1102e-03 0.03s
40 6.6415e-02 1.1938e-01 0.04s 5.4938e-03 9.8747e-03 0.04s
60 4.7995e-02 8.6808e-02 0.05s 8.3270e-03 1.5024e-02 0.06s
70 6.1124e-02 1.1075e-01 0.09s 1.4349e-02 2.5953e-02 0.06s
80 1.6850e-00 3.0572e-00 0.07s 1.3664e-02 2.4791e-02 0.10s
90 3.0879e-02 5.6083e-02 0.11s 9.2837e-02 1.6861e-01 0.10s
100 3.4585e-02 6.2867e-02 0.12s 3.9289e-02 7.1417e-02 0.11s
Table A.17.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for
the solution of the equation with the exact solution (4.14) using the MQ
function with c = 1.5, M = 5 and two different horizons δ = 0.1 on N
uniform points.
N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
20 2.7394e-03 4.8310e-03 0.02s 1.5237e-03 2.6872e-03 0.03s
30 1.9694e-03 3.5177e-03 0.03s 2.9025e-03 5.1843e-03 0.04s
40 6.2602e-02 1.1252e-01 0.03s 6.5385e-03 1.1753e-02 0.04s
50 8.8382e-02 1.5946e-01 0.04s 2.7386e-02 4.9410e-02 0.06s
60 3.1625e-01 5.7200e-01 0.06s 2.6785e-03 4.8447e-02 0.08s
70 4.4805e-02 8.1183e-02 0.07s 4.7451e-03 8.5978e-03 0.07s
80 4.4911e-02 8.1486e-02 0.09s 1.1951e-02 2.1684e-02 0.12s
90 6.4728e-02 1.1756e-01 0.09s 9.7263e-03 1.7665e-02 0.13s
100 1.3624e-01 2.4765e-01 0.10s 1.1022e-02 2.0035e-02 0.13s
Table A.18.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for
the solution of the equation with the exact solution (4.14) using the MQ
function with c = 0.5, M = 5 and two different horizons δ = 0.1 on N
uniform points.
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N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
20 2.7473e-03 4.8449e-03 0.02s 1.4775e-03 2.6057e-03 0.03s
30 2.0272e-03 3.6210e-03 0.03s 2.8628e-03 5.1134e-03 0.03s
40 6.3045e-02 1.1332e-01 0.03s 5.5620e-03 9.9975e-03 0.04s
50 1.0000e-01 1.8042e-01 0.04s 8.8932e-03 1.6045e-02 0.04s
60 4.9909e-02 9.0272e-02 0.05s 1.2924e-02 2.3375e-02 0.05s
70 5.6420e-02 1.0223e-01 0.07s 2.3932e-02 4.3363e-02 0.08s
80 4.0380e-01 7.3264e-01 0.09s 1.4260e-02 2.5872e-02 0.07s
90 1.5011e-01 2.7264e-01 0.08s 7.3350e-03 1.3322e-02 0.08s
100 7.3857e-02 1.3425e-01 0.11s 3.4012e-03 6.1825e-03 0.09s
Table A.19.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for
the solution of the equation with the exact solution (4.14) using the MQ
function with c = 1, M = 5 and two different horizons δ = 0.1 on N
uniform points.
N LRBF-PSM LERBF-PSM
RMSE RE CPU RMSE RE CPU
20 2.7472e-03 4.8448e-03 0.02s 1.4785e-03 2.6074e-03 0.02s
30 2.0367e-03 3.6378e-03 0.03s 2.8595e-03 5.1076e-03 0.03s
40 6.8944e-02 1.2392e-01 0.03s 5.4563e-03 9.8075e-03 0.03s
60 4.8280e-02 8.7325e-02 0.06s 8.2036e-03 1.4801e-02 0.05s
70 8.0499e-02 1.4586e-01 0.06s 1.5420e-02 2.7890e-02 0.05s
80 3.0162e-02 5.4724e-02 0.07s 2.5018e-02 4.5392e-02 0.08s
90 3.0821e-02 5.5978e-02 0.08s 4.7330e-02 8.5962e-02 0.08s
100 3.4441e-02 6.2605e-02 0.09s 2.1528e-02 3.9132e-02 0.10s
Table A.20.: The RMSE, RE and CPU time of the LRBF-PSM and LERBF-PSM for
the solution of the equation with the exact solution (4.14) using the MQ
function with c = 1.5, M = 5 and two different horizons δ = 0.1 on N
uniform points.
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N δ = 0.7 δ = 0.3
RMSE RE CPU RMSE RE CPU
122 2.2068e-03 1.4586e-03 0.70s 2.5219e-03 2.1011e-03 0.80s
142 4.4624e-03 2.9724e-03 0.84s 3.8078e-03 3.1920e-03 1.11s
162 3.4537e-03 2.3138e-03 0.91s 5.2797e-03 4.4460e-03 1.67s
182 5.8529e-03 3.9386e-03 1.41s 4.1180e-03 3.4799e-03 1.76s
202 4.8306e-03 3.2623e-03 1.41s 5.4719e-03 4.6368e-03 2.11s
222 4.0700e-03 2.7566e-03 1.43s 6.8675e-03 5.8326e-03 2.71s
242 6.3509e-03 4.3117e-03 1.59s 5.7356e-03 4.8804e-03 2.77s
262 5.5353e-03 3.7656e-03 1.69s 7.1114e-03 6.0607e-03 3.41s
282 8.0253e-03 5.4690e-03 2.24s 6.2356e-03 5.3214e-03 3.57s
302 7.1639e-03 4.8892e-03 2.45s 7.3871e-03 6.3115e-03 4.21s
Table A.21.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.17) using the GA function with c2 =√
N/150, M = 9 and two different horizons on N uniform points.
N δ = 0.7 δ = 0.3
RMSE RE CPU RMSE RE CPU
122 2.5794e-03 7.1596e-04 0.75s 5.5743e-03 1.8062e-03 0.81s
142 5.9815e-03 1.6698e-03 0.82s 3.0965e-03 1.0091e-03 0.82s
162 3.9662e-03 1.1119e-03 0.85s 4.9339e-03 1.6144e-03 1.15s
182 7.3820e-03 2.0761e-03 1.19s 5.1546e-03 1.6955e-03 1.57s
202 5.3783e-03 1.5165e-03 1.09s 7.3893e-03 2.4349e-03 2.10s
222 4.0984e-03 1.1581e-03 1.15s 9.4401e-03 3.1153e-03 2.66s
242 6.8201e-03 1.9304e-03 1.61s 7.2057e-03 2.3809e-03 2.72s
262 5.4659e-03 1.5494e-03 1.68s 9.5410e-03 3.1557e-03 3.32s
282 8.3070e-03 2.3577e-03 2.13s 7.7013e-03 2.5495e-03 3.38s
302 6.9138e-03 1.9644e-03 2.29s 9.2732e-03 3.0721e-03 4.54s
Table A.22.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.18) using the GA function with c2 =√
N/150, M = 9 and two different horizons on N uniform points.
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A.7. Different horizon sizes for 4.2.1.3
Tables A.23 - A.24 report numerical results of solving equations (4.17) and (4.18) for
different horizon sizes.
N δ = 0.7 δ = 0.3
RMSE RE CPU RMSE RE CPU
82 1.0731e-03 6.8982e-04 0.36s 2.2432e-03 1.8281e-03 0.45s
102 3.2001e-03 2.0920e-03 0.45s 3.7610e-03 3.1063e-03 0.59s
122 2.2068e-03 1.4586e-03 0.46s 2.5219e-03 2.1011e-03 0.62s
142 4.4624e-03 2.9724e-03 0.64s 3.8078e-03 3.1920e-03 0.92s
162 3.4537e-03 2.3138e-03 0.68s 5.2797e-03 4.4460e-03 1.26s
182 5.8529e-03 3.9386e-03 0.95s 4.1180e-03 3.4799e-03 1.31s
202 4.8306e-03 3.2623e-03 1.01s 5.4719e-03 4.6368e-03 1.73s
Table A.23.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.17) using the GA function with c2 =√
N/150, M = 9 and two different horizons on N uniform points.
N δ = 0.7 δ = 0.3
RMSE RE CPU RMSE RE CPU
82 1.2348e-03 3.3576e-04 0.38s 2.9797e-03 9.5691e-04 0.44s
102 4.5932e-03 1.2646e-03 0.45s 5.5743e-03 1.8062e-03 0.62s
122 2.5794e-03 7.1596e-04 0.48s 3.0965e-03 1.0091e-03 0.63s
142 5.9815e-03 1.6698e-03 0.66s 4.9339e-03 1.6144e-03 0.95s
162 3.9662e-03 1.1119e-03 0.68s 7.4510e-03 2.4453e-03 1.29s
182 7.3820e-03 2.0761e-03 1.01s 5.1546e-03 1.6955e-03 1.33s
202 5.3783e-03 1.5165e-03 1.02s 7.3893e-03 2.4350e-03 1.79s
Table A.24.: The RMSE, RE and CPU time of the LRBF-PSM for the solution of the
equation with the exact solution (4.18) using the GA function with c2 =√
N/150, M = 9 and two different horizons on N uniform points.
APPENDIX B
LINEAR PERIDYNAMICS MODEL
This chapter provides additional results of the LRBF-PSM/LERBF-PSM for solving the
PD model.
B.1. Other RBFs for 5.2.1.1
Tables B.1 - B.6 report numerical results of approximating the 2D test problem (5.15)
in different computational domains.
s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
− 34 10
2 9.9839e-04 3.6484e-02 0.53s 1.7200e-03 6.0519e-02 0.52s
152 1.3334e-04 4.8344e-03 0.74s 1.1151e-03 3.9198e-02 0.67s
202 7.3158e-05 2.6370e-03 1.33s 1.0094e-04 3.5435e-02 0.96s
252 1.5259e-04 5.4780e-03 2.31s 1.2021e-04 4.2157e-02 1.38s
302 1.9484e-04 6.9745e-03 3.73s 3.3541e-04 1.1818e-02 1.89s
352 2.3678e-04 8.4572e-03 5.78s 4.9730e-04 1.7473e-02 2.88s
402 2.3018e-04 8.2074e-03 7.48s 2.1891e-04 7.7016e-03 4.11s
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452 2.5529e-04 9.0904e-03 11.1s 2.1146e-04 7.4431e-03 5.77s
502 2.4388e-04 8.6742e-03 16.4s 6.3854e-04 2.2457e-02 8.13s
0 10
2 1.0302e-03 3.7647e-02 0.48s 1.7105e-03 6.0185e-02 0.48s
152 1.5493e-04 5.6172e-03 0.72s 1.4865e-03 5.2255e-02 0.71s
202 5.0939e-05 1.8362e-03 1.31s 5.9095e-04 2.0746e-02 1.07s
252 1.2866e-04 4.6190e-03 2.17s 5.1806e-04 1.8220e-02 1.53s
302 1.7130e-04 6.1319e-03 3.51s 7.9124e-04 2.7879e-02 1.97s
352 2.1166e-04 7.5598e-03 5.60s 3.9553e-04 1.3897e-02 2.84s
402 2.0749e-04 7.3984e-03 7.31s 2.0753e-04 7.3013e-03 4.00s
452 2.3164e-04 8.2481e-03 11.2s 1.8471e-04 6.5016e-03 5.81s
502 2.2171e-04 7.8856e-03 15.3s 9.1387e-04 3.2140e-02 7.96s
3
4
102 1.0732e-03 3.9218e-02 0.47s 1.6988e-03 5.9774e-02 0.53s
152 1.8438e-04 6.6848e-03 0.70s 8.1680e-04 2.8699e-02 0.72s
202 3.0566e-05 1.1018e-03 1.28s 6.5531e-04 2.3006e-02 0.93s
252 9.6566e-05 3.4667e-03 2.13s 1.2046e-03 4.2308e-02 1.28s
302 1.3960e-04 4.9970e-03 3.53s 2.5701e-04 9.0557e-03 1.94s
352 1.7777e-04 6.3494e-03 5.53s 2.4647e-04 8.6598e-03 2.77s
402 1.7691e-04 6.3080e-03 7.21s 1.9238e-04 6.7681e-03 4.00s
452 1.9904e-04 7.0872e-03 11.0s 1.6699e-04 5.8775e-03 5.64s
502 1.9197e-04 6.8280e-03 15.2s 3.4284e-04 1.2057e-02 8.29s
Table B.1.: The RMSE, RE and CPU time for two-dimensional test function (5.15) using
the IMQ function in Ω
2D
R with uniform and non-uniform discretizations for
different values s.
s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
− 34 10
2 4.2291e-04 1.5454e-02 0.52s 4.8397e-03 1.7029e-01 0.51s
152 5.8822e-05 2.1326e-03 0.70s 2.9229e-04 1.0274e-02 0.69s
202 3.6391e-05 1.3118e-03 1.28s 1.7025e-03 5.9768e-02 0.98s
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252 6.6723e-05 2.3954e-03 2.14s 2.3360e-04 8.1921e-03 1.46s
302 8.5573e-04 3.0631e-03 3.40s 2.0646e-04 7.2745e-03 1.97s
352 1.0321e-04 3.6864e-03 5.47s 1.5339e-04 5.3896e-03 2.85s
402 1.0048e-04 3.5828e-03 7.40s 1.0102e-04 3.5541e-03 4.09s
452 1.1130e-04 3.9630e-03 11.2s 8.7460e-05 3.0784e-03 5.94s
502 1.0684e-04 3.8002e-03 15.3s 5.0205e-04 1.7657e-02 8.10s
0 10
2 4.3606e-03 1.5935e-02 0.49s 5.2052e-03 1.8315e-01 0.54s
152 6.7688e-05 2.4541e-03 0.72s 2.9418e-04 1.0341e-02 0.66s
202 2.7811e-05 1.0025e-03 1.30s 1.5327e-04 5.3807e-02 1.08s
252 5.6637e-05 2.0333e-03 2.19s 2.3729e-04 8.3213e-03 1.42s
302 7.5506e-05 2.7027e-03 3.43s 1.2321e-04 4.3414e-03 1.96s
352 9.2498e-05 3.3037e-03 5.60s 1.5012e-04 5.2744e-03 2.75s
402 9.0677e-05 3.2332e-03 7.44s 5.3741e-04 1.8907e-02 4.10s
452 1.0096e-04 3.5949e-03 11.1s 7.6979e-05 2.7095e-03 5.89s
502 9.8033e-05 3.4869e-03 15.7s 7.6553e-04 2.6923e-02 8.13s
3
4
102 4.5376e-04 1.6582e-02 0.46s 5.8206e-03 2.0480e-01 0.51s
152 7.9889e-05 2.8964e-03 0.71s 2.9673e-04 1.0430e-02 0.66s
202 2.0173e-05 7.2717e-04 1.33s 1.3919e-03 4.8864e-02 0.93s
252 4.3246e-05 1.5525e-03 2.18s 2.3850e-04 8.3637e-03 1.38s
302 6.2003e-05 2.2194e-03 3.41s 1.0105e-04 3.5605e-03 2.00s
352 7.8100e-05 2.7895e-03 5.53s 1.4657e-04 5.1499e-03 2.80s
402 7.7636e-05 2.7682e-03 7.27s 8.5581e-05 3.0109e-03 4.13s
452 8.7134e-05 3.1026e-03 11.0s 6.7617e-05 2.3800e-03 5.78s
502 8.5550e-05 3.0428e-03 15.4s 3.0904e-04 1.0869e-02 8.06s
Table B.2.: The RMSE, RE and CPU time for two-dimensional test function (5.15) using
the GA function in Ω
2D
R with uniform and non-uniform discretizations for
different values s.
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s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
− 34 10
2 6.9015e-04 2.4075e-02 0.47s 1.3005e-03 4.4033e-02 0.50s
152 8.4492e-05 2.9265e-03 0.63s 1.1867e-03 3.9891e-02 0.62s
202 3.3839e-05 1.1658e-03 1.01s 1.2810e-03 4.3116e-02 0.84s
252 7.4825e-05 2.5934e-03 1.66s 1.7438e-04 5.8620e-03 1.16s
302 1.4189e-04 4.8931e-03 2.49s 1.3048e-04 4.4252e-03 1.64s
352 1.0048e-04 4.2794e-03 3.77s 4.7025e-04 1.5879e-02 2.34s
402 1.2761e-04 4.3736e-03 4.88s 1.3276e-04 4.4823e-03 2.99s
452 5.2444e-04 1.7939e-02 7.00s 1.2221e-04 4.1279e-03 4.33s
502 1.2907e-04 4.4078e-03 10.2s 7.6373e-04 2.5793e-02 5.83s
0 10
2 7.0894e-04 2.4731e-02 0.48s 1.2909e-03 4.3706e-02 0.50s
152 9.4809e-05 3.2838e-03 0.61s 1.5030e-03 5.0522e-02 0.61s
202 2.5355e-05 8.7349e-04 1.03s 4.7747e-04 1.6070e-02 0.85s
252 6.2370e-05 2.1617e-03 1.75s 1.3072e-04 4.3943e-03 1.62s
302 9.0460e-05 3.1195e-03 2.54s 1.0024e-04 3.3997e-03 1.64s
352 2.6586e-04 9.1360e-03 3.87s 4.2206e-04 1.4252e-02 2.26s
402 3.3367e-04 1.1436e-02 4.97s 1.3528e-04 4.5674e-03 3.30s
452 1.1628e-04 3.9776e-03 7.56s 1.1601e-04 3.9184e-03 4.35s
502 1.1759e-04 4.0157e-03 10.2s 1.9342e-04 6.5324e-03 5.91s
3
4
102 7.3427e-04 2.5614e-02 0.47s 1.2784e-03 4.3283e-02 0.51s
152 1.0887e-04 3.7710e-03 0.61s 2.8806e-03 9.6830e-02 0.62s
202 2.4731e-05 8.5201e-04 1.04s 2.5850e-04 8.7003e-03 0.84s
252 4.5951e-05 1.5926e-03 1.62s 1.1973e-04 4.0249e-03 1.17s
302 9.6015e-05 3.3111e-03 2.50s 1.0350e-04 3.5103e-03 1.67s
352 8.7346e-05 3.0016e-03 3.85s 2.3594e-04 7.9668e-03 2.39s
402 9.3030e-05 3.1886e-03 5.23s 1.5987e-04 5.3975e-03 3.13s
452 1.0243e-04 3.5036e-03 7.59s 1.0922e-04 3.6893e-03 5.78s
502 1.4651e-04 5.0036e-03 10.4s 3.8462e-04 1.2990e-02 6.06s
Table B.3.: The RMSE, RE and CPU time for two-dimensional test function (5.15) using
the IMQ function in Ω
2D
L with uniform and non-uniform discretizations for
different values s.
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s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
− 34 10
2 2.9404e-04 1.0257e-02 0.45s 4.3810e-03 1.4833e-01 0.47s
152 3.6891e-05 1.2778e-03 0.60s 2.7688e-04 9.3071e-03 0.63s
202 1.5394e-05 5.3031e-04 1.03s 2.4103e-03 8.1124e-02 0.80s
252 3.0413e-05 1.0541e-03 1.59s 2.4028e-04 8.0773e-03 1.12s
302 4.2799e-05 1.4759e-03 2.33s 5.2873e-04 5.3244e-03 2.21s
352 6.0272e-05 2.0712e-03 3.59s 1.5768e-04 1.5879e-02 2.34s
402 5.2080e-05 1.7850e-03 4.54s 9.1592e-05 3.0924e-03 2.92s
452 5.2892e-05 1.8092e-03 6.60s 7.1127e-04 2.4025e-03 4.04s
502 5.4458e-05 1.8598e-03 9.15s 1.5696e-04 5.3010e-02 5.55s
0 10
2 3.0179e-04 1.0527e-02 0.41s 4.6997e-03 1.5912e-01 0.49s
152 4.1166e-05 1.4258e-03 0.58s 2.7649e-04 9.2938e-03 0.56s
202 1.2601e-05 4.3412e-04 0.95s 2.7411e-03 9.2259e-02 0.87s
252 2.5451e-05 8.8209e-04 1.55s 2.4168e-04 8.1242e-03 1.14s
302 3.7075e-05 1.2785e-03 2.31s 1.1427e-04 3.8754e-03 1.60s
352 4.3886e-05 1.5081e-03 3.56s 1.5499e-04 5.2334e-03 2.18s
402 4.6673e-05 1.5997e-03 4.57s 3.2818e-04 1.1080e-02 2.94s
452 4.9006e-05 1.6763e-03 6.67s 6.3852e-05 2.1568e-03 4.20s
502 5.1975e-05 1.7750e-03 9.20s 1.8045e-04 6.0942e-03 5.57s
3
4
102 3.1217e-04 1.0890e-02 0.43s 5.2316e-03 1.7713e-01 0.48s
152 4.6973e-05 1.6270e-03 0.57s 2.7611e-04 9.2810e-02 0.59s
202 1.2793e-05 4.4072e-04 0.97s 3.5466e-03 1.1937e-02 0.79s
252 1.9040e-05 6.5991e-04 1.55s 2.4944e-04 8.3850e-03 1.13s
302 2.9945e-05 1.0326e-03 2.30s 7.1127e-04 2.4122e-03 1.61s
352 3.5595e-05 1.2232e-03 3.58s 1.5214e-04 5.1374e-03 2.27s
402 4.1062e-05 1.4074e-03 4.57s 8.1928e-05 2.7661e-03 3.00s
452 4.0774e-05 1.3947e-03 6.66s 5.7343e-05 1.9369e-03 4.05s
502 4.2270e-05 1.4436e-03 9.15s 2.2687e-04 7.6619e-03 5.60s
Table B.4.: The RMSE, RE and CPU time for two-dimensional test function (5.15) using
the GA function in Ω
2D
L with uniform and non-uniform discretizations for
different values s.
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s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
− 34 10
2 8.3430e-04 2.5546e-02 0.14s 8.0780e-03 2.5141e-01 0.09s
152 1.2075e-04 3.7823e-03 0.19s 3.4290e-04 1.0665e-02 0.16s
202 1.4376e-05 4.4728e-04 0.38s 3.0423e-04 9.4566e-03 0.32s
252 4.8279e-05 1.5088e-03 0.76s 5.7671e-04 1.7823e-02 0.42s
302 7.3086e-05 2.2384e-03 1.20s 1.2047e-04 3.7446e-03 0.72s
352 1.0696e-04 3.2943e-03 1.84s 1.8382e-04 5.6857e-03 1.03s
402 1.0248e-04 3.1623e-03 2.41s 1.0469e-04 3.2389e-03 1.15s
452 1.2163e-04 3.7614e-03 3.53s 9.5236e-05 2.9453e-03 2.05s
502 1.5664e-04 4.8516e-03 5.07s 5.3294e-04 1.6464e-02 2.85s
0 10
2 8.3869e-04 2.5680e-02 0.08s 7.8761e-03 2.4513e-01 0.08s
152 1.3211e-04 4.1381e-03 0.18s 3.4365e-04 1.0688e-02 0.15s
202 1.3791e-05 4.2909e-04 0.36s 3.5093e-04 1.0908e-02 0.28s
252 3.8803e-05 1.2126e-03 0.87s 4.4047e-04 1.3613e-02 0.44s
302 3.8585e-04 1.1817e-02 1.15s 1.4278e-04 4.4381e-03 0.67s
352 3.1595e-04 9.7313e-03 1.78s 1.5624e-04 4.8326e-03 1.06s
402 1.0023e-04 3.0927e-03 2.45s 1.1443e-04 3.5403e-03 1.47s
452 2.1078e-04 6.5185e-03 3.51s 7.6447e-05 2.3642e-03 2.01s
502 2.7180e-04 8.4184e-03 5.04s 3.0924e-04 9.5529e-03 2.85s
3
4
102 8.4480e-04 2.5867e-02 0.07s 7.6277e-03 2.3740e-01 0.08s
152 1.4747e-04 4.6194e-03 0.17s 3.4648e-04 1.0776e-02 0.14s
202 2.0180e-05 6.2785e-04 0.44s 4.6924e-04 1.4585e-03 0.35s
252 2.6551e-05 8.2976e-04 0.72s 2.8362e-04 8.7653e-03 0.44s
302 4.7872e-05 1.4661e-03 1.16s 2.9443e-04 9.1519e-03 0.68s
352 9.2384e-05 2.8454e-03 1.78s 9.2068e-03 2.8477e-01 1.05s
402 6.5041e-04 2.0070e-02 2.37s 1.9920e-03 6.1630e-02 1.45s
452 7.7544e-05 2.3981e-03 3.55s 6.1303e-05 1.8959e-03 2.01s
502 8.1959e-04 2.5385e-02 5.05s 3.0536e-03 9.4331e-02 2.89s
Table B.5.: The RMSE, RE and CPU time for two-dimensional test function (5.15) using
the IMQ function in Ω
2D
Y with uniform and non-uniform discretizations for
different values s.
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s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
− 34 10
2 6.5430e-04 2.0034e-02 0.07s 3.1390e-03 9.7697e-02 0.07s
152 5.6768e-05 1.7782e-03 0.17s 5.3541e-04 1.6653e-02 0.15s
202 7.4799e-06 2.3272e-04 0.35s 5.6464e-03 1.7551e-02 0.25s
252 1.8860e-05 5.8941e-04 0.74s 4.6638e-04 1.4413e-03 0.44s
302 2.8263e-05 8.6557e-04 1.30s 4.5234e-05 1.4060e-03 0.72s
352 3.2198e-05 9.9171e-04 1.83s 1.4077e-04 4.3541e-03 1.07s
402 3.8867e-05 1.1993e-03 2.42s 3.2942e-05 1.0192e-03 1.48s
452 4.7277e-05 1.4620e-03 3.55s 3.5420e-05 1.0954e-03 2.05s
502 4.5561e-05 1.4111e-03 5.06s 2.1832e-04 6.7442e-03 2.91s
0 10
2 6.5511e-04 2.0059e-02 0.07s 3.1301e-03 9.7420e-02 0.07s
152 6.1394e-05 1.9231e-03 0.16s 5.3240e-04 1.6559e-02 0.14s
202 7.9868e-06 2.4849e-04 0.34s 3.4011e-03 1.0572e-01 0.27s
252 1.5187e-05 4.7462e-04 0.75s 1.1336e-04 3.5034e-03 0.45s
302 2.4267e-05 7.4322e-04 1.47s 4.3895e-05 1.3644e-03 0.70s
352 2.8610e-05 8.8120e-04 1.87s 1.1224e-04 3.4715e-03 1.06s
402 9.4466e-05 2.9149e-03 2.65s 3.4553e-05 1.0691e-03 1.48s
452 4.5072e-04 1.3938e-02 3.55s 3.3891e-05 1.0481e-03 2.10s
502 4.6880e-05 1.4520e-03 5.11s 2.6738e-04 8.2598e-03 2.90s
3
4
102 6.5624e-04 2.0094e-02 0.07s 3.1180e-03 9.7042e-02 0.08s
152 6.7627e-05 2.1183e-03 0.17s 5.2941e-04 1.6466e-02 0.13s
202 1.0766e-05 3.3495e-04 0.35s 2.2206e-03 6.9025e-02 0.28s
252 1.0586e-05 3.3082e-04 0.73s 9.6817e-05 2.9921e-03 0.45s
302 1.9019e-05 5.8248e-04 1.19s 4.2408e-05 1.3182e-03 0.74s
352 2.2831e-05 7.0319e-04 1.86s 9.4221e-05 2.9143e-03 1.08s
402 3.5512e-05 1.0958e-03 2.44s 3.8113e-05 1.1792e-03 1.50s
452 5.5210e-05 1.7074e-03 3.82s 3.2467e-05 1.0041e-03 2.20s
502 3.5647e-05 1.1041e-03 5.13s 3.2345e-04 9.9919e-03 2.93s
Table B.6.: The RMSE, RE and CPU time for two-dimensional test function (5.15) using
the GA function in Ω
2D
Y with uniform and non-uniform discretizations for
different values s.
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B.2. Other RBFs for 5.2.1.2
Tables B.7 - B.8 show the approximations of the test problem (5.16) using different
RBFs.
s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
−34 6
3 7.6148e-03 5.2072e-03 4.98s 2.4584e-02 1.9715e-02 5.55s
83 4.8479e-03 3.4381e-03 7.85s 2.4173e-02 1.9088e-02 8.73s
103 3.0198e-03 2.1872e-03 15.2s 3.4920e-03 2.7504e-03 14.5s
123 1.8663e-03 1.3705e-03 30.9s 2.2019e-03 1.7313e-03 26.3s
143 6.0788e-04 4.5074e-04 42.7s 1.3088e-03 1.0282e-03 48.5s
163 3.6035e-04 2.6912e-04 93.4s 6.5697e-04 5.1585e-04 93.7s
183 1.5746e-04 1.1825e-04 190.1s 5.7778e-04 4.5348e-04 177.1s
0 6
3 7.6336e-03 5.2201e-03 4.70s 2.4887e-02 1.9958e-02 5.50s
83 4.8819e-03 3.4622e-03 7.63s 2.3652e-02 1.8676e-02 8.80s
103 3.0627e-03 2.2184e-03 15.1s 4.3789e-03 3.4489e-03 14.5s
123 1.9150e-03 1.4063e-03 30.9s 2.2271e-03 1.7511e-03 25.7s
143 6.3629e-04 4.7181e-04 42.8s 1.3469e-03 1.0580e-03 49.2s
163 3.9290e-04 2.9344e-04 93.1s 6.7995e-04 5.3389e-04 93.1s
183 1.9265e-04 1.4468e-04 187.9s 4.0147e-03 3.1510e-03 175.7s
3
4
63 7.6578e-03 5.2367e-03 4.91s 2.5299e-02 2.0287e-02 5.49s
83 4.9254e-03 3.4930e-03 7.65s 2.3132e-02 1.8266e-02 8.45
103 3.1180e-03 2.2584e-03 15.0s 5.3856e-03 4.2418e-03 14.4s
123 1.9775e-03 1.4521e-03 30.7s 2.2669e-03 1.7824e-03 25.8s
143 3.0900e-03 2.2912e-03 42.5s 1.4128e-03 1.1099e-03 48.8s
163 4.3468e-04 3.2464e-04 94.4s 1.0392e-03 8.1599e-04 94.1s
183 2.3865e-04 1.7923e-04 188.8s 4.7057e-04 3.6934e-04 175.5s
Table B.7.: The RMSE, RE and CPU time for three-dimensional test function (5.16) us-
ing the IMQ function in Ω
3D
R with uniform and non-uniform discretizations
for different values s.
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s N Uniform points Non-uniform points
RMSE RE CPU RMSE RE CPU
−34 4
3 2.2769e-02 1.4403e-02 3.74s 4.6730e-01 3.8621e-01 4.15s
63 1.2091e-02 8.2680e-03 4.55s 5.6157e-01 4.5034e-01 5.35s
83 6.6576e-03 4.7215e-03 7.50s 2.1359e-02 1.6865e-02 11.1s
103 3.8855e-03 2.8143e-03 17.5s 3.9318e-03 3.0968e-03 16.8s
123 2.3182e-03 1.7024e-03 32.6s 4.1827e-03 3.2888e-03 27.9s
143 7.3553e-04 5.4539e-04 44.3s 1.6088e-03 1.2638e-03 49.7s
163 4.2976e-04 3.2096e-04 94.0s 6.1724e-04 4.8465e-04 93.6s
183 1.7638e-04 1.3246e-04 189.9s 8.7379e-04 6.8581e-04 181.9s
0 4
3 2.2792e-02 1.4417e-02 3.56s 4.6894e-01 3.8756e-01 3.95s
63 1.2136e-02 8.2987e-03 4.67s 5.1192e-01 4.1052e-01 5.24s
83 6.7128e-03 4.7606e-03 7.68s 2.1334e-02 1.6846e-02 11.6s
103 3.9464e-03 2.8584e-03 17.5s 4.0050e-03 3.1544e-03 16.9s
123 2.3822e-03 1.7493e-03 32.6s 3.9158e-03 3.0789e-03 27.2s
143 7.7007e-04 5.7100e-04 44.6s 1.7345e-03 1.3625e-03 50.2s
163 4.6110e-04 3.4437e-04 94.7s 8.7016e-04 6.8324e-04 93.9s
183 2.1931e-04 1.6470e-04 186.3s 8.1764e-04 6.4174e-04 172.3s
3
4
43 2.2822e-02 1.4436e-02 3.61s 4.7097e-01 3.8924e-01 4.03s
63 1.2193e-02 8.3381e-03 4.56s 4.5992e-01 3.6882e-02 5.57s
83 6.7838e-03 4.8109e-03 7.56s 2.1489e-02 1.6968e-02 11.1s
103 4.0247e-03 2.9151e-03 17.5s 4.1070e-03 3.2348e-03 16.9s
123 2.4641e-03 1.8095e-03 32.6s 3.7621e-03 2.9580e-03 28.5s
143 8.1654e-04 6.0546e-04 44.4s 1.9467e-03 1.5293e-03 50.0s
163 5.1555e-04 3.8504e-04 94.7s 8.2302e-04 6.4623e-04 95.3s
183 2.7502e-04 2.0654e-04 186.7s 1.1939e-03 9.3705e-04 175.7s
Table B.8.: The RMSE, RE and CPU time for three-dimensional test function (5.16)
using the GA function in Ω
3D
R with uniform and non-uniform discretizations
for different values s.
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B.3. Different numbers of influence points for 5.2.1.1
Figure B.1 shows the effect of different numbers of influence points for the accuracy
of approximating the test function (5.15)
















































(a) MQ function with c = 0.5.














































(b) MQ function with c = 1.

















































(c) MQ function with c = 1.5.
Figure B.1.: Absolute errors of different numbers of influence points for the solution
of (5.15) using the MQ function along the line y = x with parameters:
δ = 0.1, s = 0 and N = 302. Left: |ux(x, y)−uˆx(x, y)|; Right: |uy(x, y)−uˆy(x, y)|.
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B.4. Different numbers of influence points for 5.2.1.2
Figure B.2 shows the effect of different numbers of influence points for the accuracy
of approximating the test function (5.16).


































































(a) MQ function with c = 0.5.


































































(b) MQ function with c = 1.




































































(c) MQ function with c = 1.5.
Figure B.2.: Absolute errors of different numbers of influence points for the solution
of (5.16) using the MQ function along the line x = y = z with parameters:
δ = 0.1, s = 0 and N = 1000.
B.5. Halton & of Sobol points for 5.2.1.1
Figures B.3 - B.8 display scatter diagram of numerical solutions in different computa-
tional domains for two non-uniform discretizations (Halton and Sobol points).






























































































































Figure B.4.: 30 × 30 Sobolset points in the domain Ω2DR .






























































































































Figure B.6.: 30 × 30 Sobolset points in the domain Ω2DL .





















































































































Figure B.8.: 30 × 30 Sobolset points in the domain Ω2DY .
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B.6. Different horizon sizes for 5.2.2.1
Table B.9 - B.11 report numerical results of approximating the test functions (5.17) -
(5.17) for different horizon sizes.
N δ = 0.7 δ = 0.3
RMSE RE CPU RMSE RE CPU
62 1.7469e-03 5.5903e-04 0.50s 4.1103e-03 1.6823e-03 0.50s
82 4.4091e-04 1.4557e-04 0.51s 1.1208e-03 4.6825e-04 0.52s
102 2.0506e-03 6.8931e-04 0.62s 2.2587e-03 9.5469e-04 0.62s
122 8.9747e-04 3.0524e-04 0.66s 1.7400e-03 7.4101e-04 0.68s
142 2.4754e-03 8.4886e-04 0.80s 1.4114e-03 6.0423e-04 0.81s
162 1.3933e-03 4.8071e-04 0.88s 2.2558e-03 9.6947e-04 1.04s
182 1.3933e-03 4.8071e-04 0.90s 1.5630e-03 6.7373e-04 1.16s
202 1.8954e-03 6.5945e-04 1.06s 2.1141e-03 9.1343e-04 1.50s
222 1.3013e-03 4.5411e-04 1.27s 2.3686e-03 1.0254e-03 2.06s
242 2.4300e-03 8.5012e-04 1.32s 1.8341e-03 7.9527e-04 2.20s
262 1.8018e-03 6.3170e-04 1.43s 2.3223e-03 1.0083e-03 2.45s
Table B.9.: The RMSE, RE and CPU time for test problem (5.17) in Ω
2D
R on N uniform




N δ = 0.7 δ = 0.3
RMSE RE CPU RMSE RE CPU
62 4.5147e-03 2.4988e-03 0.46s 6.1522e-03 5.4492e-03 0.59s
82 1.1610e-03 6.7761e-04 0.47s 1.3291e-03 1.2251e-03 0.54s
102 1.0221e-02 6.1558e-03 0.56s 2.2761e-03 2.1472e-03 0.65s
122 5.2447e-03 3.2247e-03 0.61s 3.6036e-03 3.4515e-03 0.70s
142 1.1795e-01 7.3599e-02 0.76s 5.7468e-03 5.5635e-03 0.89s
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162 2.1013e-02 1.3256e-02 0.82s 3.8100e-02 3.7179e-02 1.15s
182 3.5521e-02 2.2600e-02 1.18s 6.6570e-02 6.5362e-02 1.25s
202 7.3600e-02 4.7144e-02 1.28s 1.5871e-01 1.5660e-01 1.64s
222 2.1391e-01 1.3778e-01 1.35s 1.9675e-02 1.9491e-02 2.13s
242 3.2903e-02 2.1291e-02 1.39s 3.2158e-02 3.1962e-02 2.41s
262 3.9142e-02 2.5427e-02 1.47s 2.3952e-02 2.3873e-02 2.56s
Table B.10.: The RMSE, RE and CPU time for test problem (5.18) in Ω
2D
R on N uniform




N δ = 0.7 δ = 0.3
RMSE RE CPU RMSE RE CPU
62 6.6220e-03 2.3982e-03 0.49s 1.7852e-02 7.7463e-03 0.52s
82 2.5529e-03 9.4573e-04 0.51s 6.8188e-03 3.0065e-03 0.55s
102 5.7120e-03 2.1438e-03 0.57s 1.3896e-02 6.1831e-03 0.67s
122 3.3976e-03 1.2860e-03 0.63s 4.3705e-03 1.9562e-03 0.70s
142 9.9070e-02 3.7723e-02 0.78s 7.7768e-03 3.4951e-03 1.01s
162 1.3124e-02 5.0194e-03 0.85s 1.9377e-02 8.7349e-03 1.14s
182 4.6136e-02 1.7705e-02 1.12s 5.9091e-02 2.6700e-02 1.48s
202 8.1781e-02 3.1469e-02 1.27s 1.6504e-01 7.4713e-02 1.65s
222 2.0358e-02 7.8513e-02 1.28s 4.0137e-02 1.8197e-02 2.08s
242 4.1460e-02 1.6018e-02 1.38s 4.5284e-02 2.0556e-02 2.44s
262 4.7003e-02 1.8187e-02 1.49s 3.6804e-02 1.6724e-02 2.58s
Table B.11.: The RMSE, RE and CPU time for test problem (5.19) in Ω
2D
R on N uniform




B.7. Other RBFs for 5.2.2.1
Figures B.12 - B.17 report numerical results of solving the time-dependent PD model
using different RBFs for three temporal discretizations.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
−34 10
2 2.5987e-05 3.5788e-05 0.56s 9.7717e-06 1.4773e-05 0.55s
152 2.6224e-05 3.6870e-05 1.31s 9.5527e-06 1.4686e-05 1.65s
202 2.6333e-05 3.7398e-05 3.07s 9.4480e-06 1.4643e-05 3.33s
252 2.6395e-05 3.7708e-05 7.31s 9.3866e-06 1.4617e-05 11.4s
302 2.6435e-05 3.7912e-05 16.6s 9.3463e-06 1.4600e-05 48.1s
352 2.6462e-05 3.8057e-05 36.5s 9.3177e-06 1.4588e-05 130.0s
402 2.6481e-05 3.8164e-05 76.1s 9.2965e-06 1.4579e-05 368.7s
452 2.6496e-05 3.8246e-05 161.5s 9.2801e-06 1.4572e-05 749.7s
502 2.6507e-05 3.8311e-05 331.7s 9.2670e-06 1.4566e-05 1150.9s
0 10
2 2.2709e-04 3.1274e-04 0.58s 9.5925e-06 1.4502e-05 0.58s
152 2.2853e-04 3.2132e-04 1.31s 9.3712e-06 1.4407e-05 1.34s
202 2.2911e-04 3.2537e-04 3.09s 9.2656e-06 1.4360e-05 3.27s
252 2.2940e-04 3.2773e-04 7.75s 9.2037e-06 1.4332e-05 8.24s
302 2.2957e-04 3.2925e-04 16.5s 9.1631e-06 1.4314e-05 29.2s
352 2.2968e-04 3.3033e-04 37.6s 9.1344e-06 1.4301e-05 95.5s
402 2.2976e-04 3.3112e-04 63.2s 9.1131e-06 1.4291e-05 264.6s
452 2.2981e-04 3.3173e-04 124.7s 9.0965e-06 1.4284e-05 658.6s
502 2.2984e-04 3.3219e-04 196.0s 9.0837e-06 1.4278e-05 1251.9s
3
4
102 1.7575e-03 2.4203e-03 0.58s 6.5173e-06 9.8527e-06 0.59s
152 1.7676e-03 2.4852e-03 1.31s 6.3679e-06 9.7897e-06 1.42s
202 1.7714e-03 2.5157e-03 3.07s 6.3068e-06 9.7746e-06 3.16s
252 1.7734e-03 2.5335e-03 7.40s 6.2739e-06 9.7700e-06 7.48s
302 1.7745e-03 2.5449e-03 16.6s 6.2536e-06 9.7689e-06 18.1s
352 1.7752e-03 2.5530e-03 35.2s 6.2395e-06 9.7686e-06 49.6s
402 1.7756e-03 2.5589e-03 62.8s 6.2294e-06 9.7691e-06 163.8s
452 1.7760e-03 2.5636e-03 117.9s 6.2227e-06 9.7711e-06 397.2s
502 1.7762e-03 2.5671e-03 189.3s 6.2150e-06 9.7689e-06 804.0s
Table B.12.: The RMSE, RE and CPU time in the solution of (5.8) using the MQ function
at t = 1 with time step ∆t = 0.01 and γ = 1 on N uniform points in Ω
2D
R for
different s and δ.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
− 34 10
2 2.5760e-05 3.5476e-05 0.57s 9.7717e-06 1.4773e-05 0.55s
152 2.5993e-05 3.6546e-05 1.41s 9.5527e-06 1.4686e-05 1.65s
202 2.6101e-05 3.7068e-05 3.32s 9.4480e-06 1.4643e-05 3.33s
252 2.6163e-05 3.7376e-05 7.41s 9.3866e-06 1.4617e-05 11.4s
302 2.6202e-05 3.7578e-05 16.9s 9.3463e-06 1.4600e-05 48.1s
352 2.6229e-05 3.7721e-05 38.4s 9.3177e-06 1.4588e-05 130.0s
402 2.6248e-05 3.7827e-05 90.7s 9.2965e-06 1.4579e-05 368.7s
452 2.6262e-05 3.7909e-05 209.3s 9.2801e-06 1.4572e-05 749.7s
502 2.6274e-05 3.7973e-05 453.5s 9.2670e-06 1.4566e-05 1150.9s
0 10
2 2.2544e-04 3.1047e-04 0.59s 9.5938e-06 1.4504e-05 0.61s
152 2.2686e-04 3.1896e-04 1.81s 9.3725e-06 1.4409e-05 1.33s
202 2.2742e-04 3.2298e-04 3.87s 9.2669e-06 1.4362e-05 3.30s
252 2.2772e-04 3.2531e-04 7.39s 9.2051e-06 1.4335e-05 8.70s
302 2.2788e-04 3.2683e-04 18.5s 9.1645e-06 1.4316e-05 34.7s
352 2.2799e-04 3.2789e-04 35.0s 9.1358e-06 1.4303e-05 102.3s
402 2.2807e-04 3.2868e-04 63.0s 9.1144e-06 1.4293e-05 288.3s
452 2.2812e-04 3.2928e-04 132.4s 9.0979e-06 1.4286e-05 697.3s
502 2.2815e-04 3.2974e-04 222.8s 9.0848e-06 1.4280e-05 1217.6s
3
4
102 1.7451e-03 2.4033e-03 0.55s 6.4916e-06 9.8139e-06 0.56s
152 1.7550e-03 2.4675e-03 1.31s 6.3403e-06 9.7472e-06 1.64s
202 1.7588e-03 2.4978e-03 3.07s 6.2782e-06 9.7302e-06 3.63s
252 1.7607e-03 2.5153e-03 7.41s 6.2447e-06 9.7245e-06 7.69s
302 1.7618e-03 2.5267e-03 16.5s 6.2239e-06 9.7227e-06 20.9s
352 1.7625e-03 2.5347e-03 35.3s 6.2096e-06 9.7218e-06 57.5s
402 1.7629e-03 2.5406e-03 64.8s 6.1993e-06 9.7219e-06 174.0s
452 1.7633e-03 2.5452e-03 115.3s 6.1925e-06 9.7236e-06 444.3s
502 1.7634e-03 2.5486e-03 192.7s 6.1846e-06 9.7212e-06 899.8s
Table B.13.: The RMSE, RE and CPU time in the solution of (5.8) using the GA function
at t = 1 with time step ∆t = 0.01 and γ = 1/2 on N uniform points in Ω
2D
R
for different s and δ.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
− 34 10
2 2.5534e-05 3.5164e-05 0.52s 9.7717e-06 1.4773e-05 0.49s
152 2.5762e-05 3.6222e-05 0.92s 9.5527e-06 1.4686e-05 0.91s
202 2.5869e-05 3.6739e-05 1.63s 9.4480e-06 1.4643e-05 1.62s
252 2.5930e-05 3.7044e-05 2.83s 9.3866e-06 1.4617e-05 2.71s
302 2.5969e-05 3.7244e-05 4.84s 9.3463e-06 1.4600e-05 4.71s
352 2.5995e-05 3.7386e-05 7.34s 9.3178e-06 1.4588e-05 7.22s
402 2.6015e-05 3.7491e-05 11.4s 9.2966e-06 1.4579e-05 11.1s
452 2.6029e-05 3.7572e-05 17.3s 9.2801e-06 1.4572e-05 16.0s
502 2.6040e-05 3.7636e-05 23.3s 9.2671e-06 1.4566e-05 26.2s
0 10
2 2.2379e-04 3.0820e-04 0.50s 9.5950e-06 1.4506e-05 0.51s
152 2.2518e-04 3.1661e-04 0.93s 9.3738e-06 1.4411e-05 0.91s
202 2.2574e-04 3.2059e-04 1.60s 9.2682e-06 1.4364e-05 1.60s
252 2.2603e-04 3.2290e-04 2.77s 9.2064e-06 1.4337e-05 2.79s
302 2.2619e-04 3.2440e-04 4.76s 9.1658e-06 1.4318e-05 4.57s
352 2.2630e-04 3.2546e-04 7.33s 9.1371e-06 1.4305e-05 7.25s
402 2.2637e-04 3.2624e-04 11.3s 9.1157e-06 1.4295e-05 11.7s
452 2.2643e-04 3.2684e-04 15.4s 9.0992e-06 1.4288e-05 16.2s
502 2.2645e-04 3.2729e-04 24.4s 9.0861e-06 1.4282e-05 23.2s
3
4
102 1.7327e-03 2.3862e-03 0.52s 9.7717e-06 1.4773e-05 0.51s
152 1.7424e-03 2.4498e-03 1.23s 9.5527e-06 1.4686e-05 0.89s
202 1.7461e-03 2.4798e-03 1.62s 9.4480e-06 1.4643e-05 1.64s
252 1.7480e-03 2.4972e-03 2.81s 9.3866e-06 1.4617e-05 2.72s
302 1.7490e-03 2.5085e-03 4.60s 9.3463e-06 1.4600e-05 4.55s
352 1.7497e-03 2.5164e-03 7.36s 9.3178e-06 1.4588e-05 7.23s
402 1.7502e-03 2.5223e-03 10.9s 9.2966e-06 1.4579e-05 11.2s
452 1.7505e-03 2.5268e-03 16.4s 9.2801e-06 1.4572e-05 15.8s
502 1.7507e-03 2.5303e-03 22.8s 9.2671e-06 1.4566e-05 21.8s
Table B.14.: The RMSE, RE and CPU time in the solution of (5.8) using the MQ function
at t = 1 with time step ∆t = 0.01 and γ = 0 on N uniform points in Ω
2D
R for
different s and δ.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
− 34 10
2 2.6504e-05 3.6500e-05 0.82s 9.7718e-06 1.4773e-05 0.58s
152 2.6246e-05 3.6901e-05 1.29s 9.5527e-06 1.4686e-05 1.34s
202 2.6264e-05 3.7300e-05 3.12s 9.4480e-06 1.4643e-05 3.59s
252 2.6304e-05 3.7578e-05 7.40s 9.3866e-06 1.4617e-05 13.7s
302 2.6338e-05 3.7774e-05 16.7s 9.3463e-06 1.4600e-05 50.0s
352 2.6366e-05 3.7918e-05 28.6s 9.3177e-06 1.4588e-05 149.4s
402 2.6386e-05 3.8026e-05 86.6s 9.2965e-06 1.4579e-05 348.7s
452 2.6403e-05 3.8111e-05 201.7s 9.2801e-06 1.4572e-05 699.7s
502 2.6417e-05 3.8181e-05 426.8s 9.2670e-06 1.4566e-05 1430.1s
0 10
2 2.2745e-04 3.1324e-04 0.57s 9.5991e-06 1.4512e-05 0.55s
152 2.2751e-04 3.1988e-04 1.32s 9.3742e-06 1.4411e-05 1.31s
202 2.2809e-04 3.2393e-04 3.36s 9.2672e-06 1.4363e-05 3.17s
252 2.2850e-04 3.2643e-04 7.43s 9.2048e-06 1.4334e-05 9.49s
302 2.2876e-04 3.2809e-04 17.0s 9.1639e-06 1.4315e-05 36.1s
352 2.2895e-04 3.2927e-04 35.4s 9.1350e-06 1.4302e-05 107.9s
402 2.2908e-04 3.3014e-04 64.3s 9.1135e-06 1.4292e-05 310.5s
452 2.2918e-04 3.3081e-04 125.1s 9.0969e-06 1.4284e-05 710.1s
502 2.2926e-04 3.3134e-04 225.3s 9.0838e-06 1.4278e-05 1273.8s
3
4
102 1.7576e-03 2.4205e-03 0.56s 6.9116e-06 1.0449e-05 0.61s
152 1.7594e-03 2.4737e-03 1.31s 6.5100e-06 1.0008e-05 1.94s
202 1.7641e-03 2.5053e-03 3.14s 6.3775e-06 9.8841e-06 3.10s
252 1.7672e-03 2.5246e-03 7.41s 6.3150e-06 9.8340e-06 7.63s
302 1.7692e-03 2.5373e-03 16.4s 6.2802e-06 9.8106e-06 21.4s
352 1.7706e-03 2.5465e-03 35.1s 6.2588e-06 9.7988e-06 67.3s
402 1.7716e-03 2.5531e-03 62.4s 6.2434e-06 9.7910e-06 194.2s
452 1.7724e-03 2.5583e-03 117.0s 6.2310e-06 9.7842e-06 471.0s
502 1.7731e-03 2.5626e-03 189.3s 6.2338e-06 9.7986e-06 1058.7s
Table B.15.: The RMSE, RE and CPU time in the solution of (5.8) using the GA function
at t = 1 with time step ∆t = 0.01 and γ = 1 on N uniform points in Ω
2D
R for
different s and δ.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
−34 10
2 2.6293e-05 3.6210e-05 0.56s 9.7718e-06 1.4773e-05 0.58s
152 2.6022e-05 3.6586e-05 1.29s 9.5528e-06 1.4686e-05 1.30s
202 2.6036e-05 3.6976e-05 3.30s 9.4480e-06 1.4643e-05 3.60s
252 2.6074e-05 3.7250e-05 7.47s 9.3866e-06 1.4617e-05 14.6s
302 2.6107e-05 3.7442e-05 17.2s 9.3463e-06 1.4600e-05 53.1s
352 2.6134e-05 3.7585e-05 42.6s 9.3178e-06 1.4588e-05 156.9s
402 2.6154e-05 3.7691e-05 103.1s 9.2965e-06 1.4579e-05 381.0s
452 2.6170e-05 3.7776e-05 251.8s 9.2801e-06 1.4572e-05 719.7s
502 2.6185e-05 3.7845e-05 553.0s 9.2670e-06 1.4566e-05 1254.3s
0 10
2 2.2592e-04 3.1113e-04 0.57s 9.6002e-06 1.4513e-05 0.61s
152 2.2589e-04 3.1759e-04 1.29s 9.3754e-06 1.4413e-05 1.32s
202 2.2643e-04 3.2157e-04 3.15s 9.2685e-06 1.4365e-05 3.51s
252 2.2683e-04 3.2405e-04 7.83s 9.2061e-06 1.4336e-05 10.3s
302 2.2709e-04 3.2569e-04 18.1s 9.1652e-06 1.4317e-05 39.9s
352 2.2727e-04 3.2686e-04 37.2s 9.1363e-06 1.4304e-05 118.6s
402 2.2740e-04 3.2771e-04 70.3s 9.1148e-06 1.4294e-05 345.9s
452 2.2749e-04 3.2838e-04 141.2s 9.0982e-06 1.4286e-05 736.6s
502 2.2757e-04 3.2891e-04 270.2s 9.0851e-06 1.4280e-05 1208.6s
3
4
102 1.7460e-03 2.4046e-03 0.59s 6.8857e-06 1.0410e-05 0.58s
152 1.7472e-03 2.4565e-03 1.28s 6.4824e-06 9.9658e-06 1.28s
202 1.7516e-03 2.4875e-03 3.13s 6.3489e-06 9.8397e-06 3.16s
252 1.7546e-03 2.5067e-03 7.38s 6.2858e-06 9.7886e-06 7.91s
302 1.7566e-03 2.5192e-03 17.4s 6.2507e-06 9.7644e-06 23.6s
352 1.7580e-03 2.5283e-03 38.7s 6.2289e-06 9.7521e-06 73.0s
402 1.7589e-03 2.5348e-03 71.0s 6.2133e-06 9.7439e-06 217.3s
452 1.7597e-03 2.5400e-03 135.0s 6.2008e-06 9.7367e-06 506.6s
502 1.7603e-03 2.5442e-03 209.5s 6.2035e-06 9.7509e-06 1143.7s
Table B.16.: The RMSE, RE and CPU time in the solution of (5.8) using the GA function
at t = 1 with time step ∆t = 0.01 and γ = 1/2 on N uniform points in Ω
2D
R
for different s and δ.
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s N δ = 0.1 δ = 0.01
RMSE RE CPU RMSE RE CPU
− 34 10
2 2.6083e-05 3.5920e-05 0.52s 9.7719e-06 1.4773e-05 0.48s
152 2.5798e-05 3.6272e-05 0.93s 9.5528e-06 1.4686e-05 0.86s
202 2.5808e-05 3.6652e-05 1.64s 9.4481e-06 1.4643e-05 1.65s
252 2.5844e-05 3.6921e-05 2.81s 9.3867e-06 1.4617e-05 2.77s
302 2.5876e-05 3.7111e-05 4.55s 9.3463e-06 1.4600e-05 4.50s
352 2.5903e-05 3.7252e-05 7.27s 9.3178e-06 1.4588e-05 7.29s
402 2.5922e-05 3.7357e-05 11.2s 9.2966e-06 1.4579e-05 11.0s
452 2.5938e-05 3.7440e-05 16.1s 9.2801e-06 1.4572e-05 16.2s
502 2.5952e-05 3.7509e-05 22.6s 9.2671e-06 1.4566e-05 22.8s
0 10
2 2.2439e-04 3.0902e-04 0.53s 9.6014e-06 1.4515e-05 0.48s
152 2.2426e-04 3.1530e-04 0.85s 9.3767e-06 1.4415e-05 0.87s
202 2.2478e-04 3.1922e-04 1.61s 9.2698e-06 1.4367e-05 1.65s
252 2.2516e-04 3.2166e-04 2.80s 9.2074e-06 1.4338e-05 2.81s
302 2.2541e-04 3.2328e-04 4.58s 9.1665e-06 1.4319e-05 4.55s
352 2.2559e-04 3.2444e-04 7.34s 9.1376e-06 1.4306e-05 7.44s
402 2.2572e-04 3.2529e-04 11.1s 9.1161e-06 1.4296e-05 11.1s
452 2.2581e-04 3.2595e-04 16.1s 9.0995e-06 1.4288e-05 16.1s
502 2.2589e-04 3.2647e-04 22.9s 9.0865e-06 1.4282e-05 22.8s
3
4
102 1.7345e-03 2.3887e-03 0.55s 6.8604e-06 1.0371e-05 0.50s
152 1.7349e-03 2.4393e-03 0.91s 6.4554e-06 9.9243e-06 0.98s
202 1.7391e-03 2.4698e-03 1.62s 6.3209e-06 9.7965e-06 1.62s
252 1.7421e-03 2.4887e-03 3.04s 6.2573e-06 9.7442e-06 2.76s
302 1.7439e-03 2.5011e-03 4.58s 6.2218e-06 9.7193e-06 4.56s
352 1.7453e-03 2.5100e-03 7.27s 6.1997e-06 9.7064e-06 7.22s
402 1.7462e-03 2.5165e-03 11.3s 6.1839e-06 9.6978e-06 12.7s
452 1.7470e-03 2.5216e-03 16.0s 6.1713e-06 9.6903e-06 16.7s
502 1.7476e-03 2.5258e-03 22.8s 6.1738e-06 9.7042e-06 23.0s
Table B.17.: The RMSE, RE and CPU time in the solution of (5.8) using the GA function
at t = 1 with time step ∆t = 0.01 and γ = 0 on N uniform points in Ω
2D
R for




This chapter provides the Evolution results of the temperatures for the 6.3.1.2 and
6.3.2.2 at different times.









































































Figure C.1.: Evolution results of temperature at different times.
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This chapter gives the more results of using the GA function with different shape
parameters for the solution of the Example 7.4.1 in two different computational do-
mains.
D.1. Different shape parameters for 7.4.1
h IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
1/10 1.8485e-02 1.9983e-03 0.20 1.2177e-02 4.4814e-04 0.18
1/20 1.9648e-02 8.7537e-04 1.74 1.2921e-02 4.6013e-04 1.60
1/30 1.9941e-02 1.1574e-03 8.23 1.3135e-02 4.6483e-04 8.34
1/40 2.0159e-02 8.5257e-04 37.0 1.3264e-02 4.5841e-04 33.7
1/50 2.0283e-02 7.3192e-04 112.6 1.3338e-02 4.6694e-04 106.9
1/60 2.0362e-02 6.7504e-04 298.5 1.3388e-02 4.7386e-04 304.4.4
Table D.1.: Numerical results using the GA function at time t = 0.1 with ∆t = 0.001
and c = 0.5 in the regular domain.
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h IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
1/10 3.4399e-03 6.1747e-03 0.18 2.8073e-03 5.6944e-03 0.33
1/20 3.8651e-03 6.6814e-03 1.70 6.1663e-03 6.9430e-03 1.69
1/30 3.9760e-03 6.8299e-03 9.08 6.3034e-03 7.1082e-03 8.41
1/40 4.0252e-03 6.8996e-03 36.4 6.3678e-03 7.1846e-03 33.3
1/50 4.0521e-03 6.9391e-03 132.8 6.4043e-03 7.2275e-03 109.9
1/60 4.0664e-03 6.9558e-03 294.3 6.4193e-03 7.2462e-03 290.0
Table D.2.: Numerical results using the GA function at time t = 0.1 with ∆t = 0.001
and c = 1.5 in the regular domain.
h IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
1/10 1.6746e-03 2.5918e-03 0.18 2.5224e-03 4.5563e-04 0.11
1/20 1.8965e-03 2.8233e-03 1.12 2.7506e-03 4.8618e-04 0.99
1/30 2.8134e-03 3.1797e-03 5.26 2.8961e-03 7.5161e-04 4.59
1/40 3.3092e-03 2.9989e-03 20.0 2.9193e-03 5.0199e-04 13.4
1/50 2.6072e-03 3.1384e-03 61.5 2.9618e-03 5.7197e-04 55.1
1/60 3.0209e-03 2.5351e-03 152.7 2.9242e-03 5.0214e-04 136.1
Table D.3.: Numerical results using the GA function at time t = 0.1 with ∆t = 0.001
and c = 0.5 in the L-shaped domain.
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h IMEX-LRBF-PSM TS-LRBF-PSM
Re(ψ) Im(ψ) CPU(s) Re(ψ) Im(ψ) CPU(s)
1/10 2.2436e-03 2.9416e-03 0.14 1.8181e-03 2.7765e-03 0.16
1/20 2.5778e-03 3.2797e-03 1.05 2.1174e-03 3.0927e-03 1.06
1/30 2.6644e-03 3.3837e-03 4.79 2.1945e-03 3.1859e-03 4.36
1/40 2.7046e-03 3.4318e-03 19.2 2.2289e-03 3.2302e-03 17.6
1/50 2.7274e-03 3.4590e-03 55.7 2.2480e-03 3.2556e-03 55.0
1/60 2.7313e-03 3.4620e-03 147.4 2.2496e-03 3.2575e-03 136.4
Table D.4.: Numerical results using the GA function at time t = 0.1 with ∆t = 0.001
and c = 1.5 in the L-shaped domain.

APPENDIX E
THE MATRIX STRUCTURE OF THE LRBF-PSM FOR
UNIFORM POINTS
E.1. Central point scheme
For each evaluation point, if its influence points are distributed symmetrically around
it, we call it the central point scheme since it is similar to the central difference scheme
of the finite difference method. For example, given an integer n ≥ 1, if the number
of influence points are taken to be 3, 5, · · · , 2n + 1 for 1D or 5, 9, 4n + 1 for 2D,
the structure of the interpolation matrix is the same as FDM. Figure E.1 shows the
patterns of the matrix in one dimensional space for 50 nodes.














(a) M = 3














(b) M = 9














(c) M = 15
Figure E.1.: The patterns of matrix for the central point scheme.
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E.2. Un-central point scheme
When the number of influence points does not generate a central point scheme, we
call this scheme as the un-central point scheme. Here, we still take the 1D case as the
example (See Figure E.2).
1 2 3 4 5 6 7 8 9 10
Figure E.2.: 10 nodes in 1D interval.
When the number of influence points is 4, for node 3, its first three influence points
are node 3, node 2 and node 4, while for the fourth influence point, there are two
choices: node 1 or node 5. The same situation also occurs on nodes 4, 5, 6, 7, 8. We
run our code to search 4 closest neighbours for each points and the results are listed
in Table E.1. Figure E.3 shows the patterns of matrix in one dimensional space for 50
nodes.
Node 1 2 3 4 5 6 7 8 9 10
1
√ √ √ √
2
√ √ √ √
3

















√ √ √ √
7










√ √ √ √
10
√ √ √ √
Table E.1.: Selection of 4 closest neighbours for each point and (
√
) denotes another
choice of the last neighbour.
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THESES
1. This thesis focuses on developing fast numerical methods for solving nonlocal
problems, including the nonlocal diffusion model, the linear peridynamic model,
the parabolic/hyperbolic nonlocal phase-field model, and nonlocal nonlinear
Schro¨dinger equation. For this purpose, two fast numerical methods, namely
the localized radial basis functions-based pseudo-spectral method (LRBF-PSM)
and the localized enriched radial basis functions-based pseudo-spectral method
(LERBF-PSM), are presented.
2. The implementation of the LRBF-PSM for problems leads to a sparse matrix and
the sparsity degree depends on the number of influence points. Because of using
a small subset of the points, the less computing time is needed, which overcomes
the limitation of the RBF methods to solve large-scale problems. Since the LRBF-
PSM suffers from the so-called Gibbs phenomenon, the LERBF-PSM is devoted
to reduce the oscillations near the discontinuity by adding enrichment functions
which are designed to describe the local jump.
3. The implementation of the LRBF-PSM for the nonlocal diffusion model shows
that the LRBF-PSM inherits features of the meshless method, for instance, the
accuracy does not depend on the position of the centres. In particular, compared
with the FEM, the LRBF-PSM is more accurate and efficient. In addition, the
LERBF-PSM with a dynamic shape parameter is more effective to solve nonlocal
problems with the discontinuity.
4. The implementation of the LRBF-PSM for the linear peridynamic model shows
that this method works well in irregular (L- and Y- shaped) domains and it can
be extended to multi-dimensions easily. In addition, the same strategy of the
LERBF-PSM with a dynamic shape parameter is still available for the discontin-
uous placement PD model. For solving the time-dependent PD model (linear
wave equation), we use a scheme of the LRBF-PSM matching the γ−weighted
method. Although the implicit methods (γ = 1 or 1/2) have advantages over the
explicit methods (γ = 0), they cost much more CPU time. Therefore, to provide
a stable explicit temporal method is one of the tasks in the future for the fast
solution of the PD wave equation.
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5. We construct the scheme of the LRBF-PSM matching a semi-implicit tempo-
ral discretization to solve the parabolic/hyperbolic nonlocal phase-field model,
where the unconditional stability of the temporal discretization is given in The-
orem 6.1. As time goes on, the temperature approaches constant no matter the
initial input is positive or negative. Therefore, the nonlocal model degenerates
into the nonlocal Allen-Cahn model after some time.
6. The PDE methods based on the Fourier transform are devoted to transfer the
nonlocal interaction of the nonlocal nonlinear Schro¨dinger equation (NNLSE)
from the convolution type to an equivalent/approximate PDE-type. Then the
original NNLSE is rewritten as a system of two PDEs in the whole domain or a
large enough bounded domain. After that, the implementation of the scheme the
LRBF-PSM matching a temporal discretization can be obtained the numerical
solution of the PDEs system easier, in which, the numerical solution is also
the approximate solution of the original NNLSE. For a sake of simplicity, the
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