Abstract-We develop a general theory for the goodness-offit test to non-linear models. In particular, we assume that the observations are noisy samples of a sub-manifold defined by a non-linear map of some intrinsic structures. The observation noise is additive Gaussian. Our main result shows that the "residual" of the model fit, by solving a non-linear least-square problem, follows a (possibly non-central) χ 2 distribution. The parameters of the χ 2 distribution are related to the model order and dimension of the problem. The main result is established by making a novel connection between statistical test and differential geometry. We further present a method to select the model orders sequentially. We demonstrate the broad application of the general theory in a range of applications in machine learning and signal processing, including determining the rank of low-rank (possibly complex-valued) matrices and tensors, from noisy, partial, or indirect observations, determining the number of sources in signal demixing, and potential applications in determining the number of hidden nodes in neural networks.
I. INTRODUCTION
Testing for goodness-of-fit of a model is a fundamental problem in statistics and signal processing (see, e.g., a survey in [1] ). The goal is to describe how well the model fits a set of observations. The model can be represented by a pre-specified distribution, or structured parametric models (such as time series or linear regression models). Commonly seen goodnessof-fit tests include the chi-square and Kolmogorov-Smirnov tests (see, e.g., [2] ). The goodness-of-fit test is often used for model diagnosis to determine the appropriate parsimonious models, for instance, selecting the order and type of time series models [3] . For linear regression, a related problem is variable selection [4] , which determines a subset of variables that lead to best overall fit to the data.
Although much has been done for model selection in linear models, it is unclear how to select models given noisy observations in the non-linear setting, especially when there are underlying manifold structures. Such problems arise very often in machine learning and signal processing applications. For instance, how to select the rank of a low-rank matrix, decide the number of hidden nodes in neural networks, and determine the number of signal sources when observing their mixture.
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that the observations are noisy samples of a sub-manifold (defined by a non-linear map of some intrinsic structures). The observation noise is additive Gaussian. Our main result shows that the "residual" of the model fit (by solving a nonlinear least-square problem) follows a (possibly non-central) χ 2 distribution. The parameters of the χ 2 distribution are related to the model order and dimensions of the problem. We establish the main results of the paper by making a connection between statistical test and differential geometry. A key finding is that the characteristic rank of the Jacobian matrix of the map that defines the manifold. Natural use of our result is to the select order of a model via a sequential test procedure. We are particularly interested in "nested" models, i.e., one can order the models by their complexity. We demonstrate the applications of this general theory in the settings of real and complex matrix completion from incomplete and noisy observations, signal source identification, and determining the number of hidden nodes in neural networks.
It is worthwhile pointing out that the model goodness-of-fit test here is not the same as the widely known model order selection based on the celebrate AIC and BIC rules, etc.; the related field of is extensive (see, e.g., a recent survey in [1] ). The criterion for model order selection therein is the "prediction" or "generalization" error. In contrast, the goodness-of-fit we consider here is to describe how well a model fits a set of observations (thus, we consider "residual" errors). One potential issue with the classic model order selection based on AIC/BIC is that for certain situations, the expected prediction/generalization error may not be easily derived (for linear regression there are explicit expressions). Such situations are, for instance, when as observations are noisy samples on a manifold. In such cases, the classic AIC and BIC rule may not be easy to carry through and may require significant numerical simulation to estimate the prediction errors. One benefit of the proposed approach is that the distribution of the residual is explicitly characterized. Thus, we can use it conveniently for selecting model orders through a sequential test procedure.
On the other hand, the proposed framework also differs from the general goodness-of-fit test (such as the classic Kolmogorov-Smirnov tests and the recent discrepancy based tests [5] ). In these settings, the goal is to determine whether or not the two probability distributions are the same. The two distributions are typically the empirical distribution and a "nominal" or "target" distribution. Here, we are interested in a specific problem of whether or not a model is a good fit to the observations. There has also been a Bayesian approach to goodness-of-fit test such as [6] .
The rest of the paper is organized as follows. Section II presents the background knowledge. Section III contains the main results: the test statistics for model selection on arXiv:1909.05229v1 [stat.ML] 11 Sep 2019 manifolds. Section IV illustrate using examples regarding how to apply the general theory in specific settings. Section V presents numerical examples. Finally, section VI concludes the paper with discussions on future directions.
Our notations are conventional. By x 2 we denote the Euclidean norm of vector x ∈ R m . By lin(A) we denote the linear space generated by columns of the matrix A and by tr(A) the trace of the square matrix A. For a linear space L ⊂ R m , we denote by L ⊥ = {y ∈ R m : y x = 0, x ∈ L} its orthogonal space. All proofs are delegate to the Appendix.
II. BACKGROUND
In this section, we present the general theory which, in particular, will help to develop subsequent test statistics for determining model orders in Section III.
Consider a nonempty open connected set Θ ⊆ R d , a mapping G : Θ → R m , and a point y ∈ R m . Here, d is the dimension of the parameter space (also referred to as the intrinsic dimension), and m is the dimension of the observation space. Consider the least squares problem:
Define image of the mapping G,
Then problem (1) can be written as
That is, in problem (3), we aim to find a point of the manifold M such that the Euclidean distance is minimized. We assume that the mapping G(·) is analytic, i.e., G(·) = (g 1 (·), ..., g m (·)) with functions g i : Θ → R, i = 1, ..., m, being analytic. Recall that a function is analytic on an open subset of R d , if it can be expanded in power series in a neighborhood of every point of this set. In particular, every polynomial function is analytic. With the mapping G(θ) is associated the m × d Jacobian matrix
whose components are formed by partial derivatives
Remark II.1. It is possible to deal with more general settings where the set Θ is a smooth 1 connected manifold (without boundaries) rather than an open set. In that case, the derivations below can be pushed through by considering the corresponding Jacobian matrices in the local systems of coordinates of Θ.
Definition II.1 (Characteristic rank). We refer to the maximal rank of the Jacobian matrix,
as the characteristic rank of a mapping G.
1 By "smooth" we mean C ∞ smooth manifold throughout the paper.
By saying that a property holds for almost every (a.e.) θ ∈ Θ we mean that there is a set Υ ⊂ Θ of Lebesgue measure zero such that the property holds for all θ ∈ Θ \ Υ. Discussion of the following result can be found in [7] , we give its proof in the Appendix.
Proposition II.1. The following holds: (i) for a.e. θ ∈ Θ, rank of the Jacobian matrix J(θ) is equal to the characteristic rank r, (ii) the set {θ ∈ Θ : rank(J(θ)) = r} is open.
The above proposition shows that if we choose a point θ 0 at random, with respect to a continuous distribution on the set Θ, then rank(J(θ 0 )) = r almost surely (with probability one). Moreover, there is a neighborhood of θ 0 such that rank(J(θ)) = r for all θ in that neighborhood. It follows by the Constant Rank Theorem (e.g., [8] ) that there is a neighborhood V of θ 0 such that the set G(V) forms a smooth manifold of dimension r, in the space R m , with the tangent space generated by the columns of the Jacobian matrix J(θ).
Definition II.2 (Regularity [7] ). We say that a point θ 0 ∈ Θ is regular if rank of the Jacobian matrix J(θ 0 ) is equal to the characteristic rank r and moreover there exist neighborhoods
The regularity of θ 0 ensures that the local structure of M near x 0 = G(θ 0 ) is provided by the mapping G(·) defined in a neighborhood of θ 0 . Hence, M is a smooth manifold of the dimension of the characteristic rank r, in a neighborhood of x 0 . In particular, this implies that if θ ∈ Θ is such that G(θ ) = G(θ 0 ), then there are neighborhoods V of θ and V 0 of θ 0 such that G(V ) = G(V 0 ). A result deeper than the one of Proposition II.1(i) says that when the coordinate mappings g i (·), i = 1, ..., m, are analytic (in particular polynomial) and either the set Θ is bounded or G(θ) → ∞ as θ → ∞, then a.e. point θ 0 ∈ Θ is regular (e.g., [9, Section 3.4 
]).
We denote by T M (x) the tangent space to M at a point x ∈ M, provided M is a smooth manifold in a neighborhood of x. Let θ 0 be a regular point of G(·) and x 0 = G(θ 0 ). Then T M (x 0 ) = lin(J(θ 0 )) and dimension of T M (x 0 ) is equal to the rank r of J(θ 0 ). Also, T M (x 0 ) coincides with the image of the differential dG(θ 0 ), i.e.,
III. TEST STATISTICS ON MANIFOLD
We view now the mapping G(θ) as a considered model of the parameter vector θ ∈ Θ, and problem (1) as the least squares estimation (LSE) procedure with y being a given data point. More specifically, we assume the following model
where x 0 ∈ M is viewed as the population (true) value, vector γ ∈ R m is a deterministic bias, and the error vector ε is random. Whenŷ is estimated from a random sample, the parameter N represents the sample size. In general, N can be viewed as a normalization parameter allowing to formulate rigorous convergence results for N tending to infinity. We assume that the components ε i , i = 1, ..., m, of ε are independent of each other and such that N 1/2 ε i converges in distribution, as N → ∞, to normal distribution with mean zero and variance σ 2 > 0. The term N −1/2 γ represents systematic deviations form the "true" model and is referred to in statistics literature as the population drift (e.g., [10] ).
We consider the following least squares test statistic to determine the model
whereσ 2 is a consistent estimate of σ 2 .
A. Motivation: RSS of linear models
We first recap the well-known result for the residual sum-ofsquares (RSS) for linear models as a motivation for the general theory. When the mapping G is a linear function, the RSS of the linear regression is a χ 2 random variable. Specifically, suppose that we have m observations and p parameters such that m > p. The linear model is given by y = Xθ 0 + ε, where y ∈ R m corresponds to the response variables, X ∈ R m×p is the design matrix, and θ 0 ∈ R p is a vector of model coefficients. Here θ 0 can be k-sparse, k p. We are interested in inferring k, as well as the support of θ 0 . Once the support is determined, the coefficient can be estimated as well.
This setting corresponds to G(θ) := Xθ in (7) . Assume that matrix X has a full column rank p. We have that M is a linear subspace of R m of dimension p. In this case the minimization problem on the right hand side of (8) has unique optimal solutionx = P y, where P = X(X X) −1 X is the orthogonal projection matrix onto M. Suppose further that ε has multivariate normal distribution with zero mean vector and covariance matrix σ 2 I m andσ = σ. Thenx has multivariate normal distribution with the mean x 0 = Xθ 0 and the covariance matrix σ 2 P . The residuals vector e := y −x = (I m − P )y has a multivariate normal distribution with zero mean and covariance matrix σ
(for N = 1) has a χ 2 distribution with m − p degrees-offreedom.
The above can be generalized when there is population drift (as specified in (7)). Thenx has a multivariate normal distribution with mean x 0 + N −1/2 P γ and the covariance matrix N −1 σ 2 P ; the residuals vector e has multivariate normal distribution with mean vector N −1/2 (I m −P )γ and covariance matrix N −1 σ 2 (I m − P ), the statistic T N = N σ −2 e 2 2 has a noncentral χ 2 distribution with m − k degrees-of-freedom and the noncentrality parameter δ, which depends on the population drift:
Note that tr(P ) = rank(P ) = k and tr(I m − P ) = m − k. Thus, to determine the model order of a linear model, we can develop statistical test for RSS statistic T N to infer its true degree-of-freedom (which is equal to m − k), from which we can obtain k.
B. Test statistic on manifolds
We now consider the general case defined in (7). We will show that for problem defined on manifolds, similar results in the form of RSS for linear models hold.
Remark III.1. For any y ∈ R m , the generalized least-square problem (3) has an optimal solution which may be not unique. If y k is a sequence converging to x 0 ∈ M and x k is an optimal solution of (3), then x k converges to x 0 (e.g., [11, Theorem 7.23] ). Under the model (7) we have that y converges to x 0 in probability as N → ∞. It follows that any minimizerx in the right hand side of (8) converges in probability to x 0 .
Figure 1: Illustration of the "orthogonality" condition for linear systems residual, and the generalization to manifolds.
First, we can generalize the intuition of the orthogonality of residual in the linear systems for manifolds (illustrated in Fig.  1 ). Suppose that M is a smooth manifold in a neighborhood W of the point x 0 . Ifx ∈ W is an optimal solution of the least squares problem (8) , then it follows that
where T M (x) is the respective tangent space (see (6) ). The following result shows that forŷ sufficiently close to x 0 , necessary optimality condition (10) is also sufficient (cf., [12, Proposition III.4] ).
Proposition III.1. Suppose that M is a smooth manifold in a neighborhood of x 0 ∈ M. Then there exists a neighborhood W of x 0 such that ifŷ ∈ W and a pointx ∈ W ∩ M satisfies condition (10), thenx is the unique globally optimal solution of the least squares problem (8).
Since the least squares problem in (8) is non-convex, standard optimization algorithms are at most guaranteed to converge to a stationary point satisfying first order optimality conditions of the form (10). The above proposition shows that if the fit is "sufficiently good", then in fact the computed stationary point is globally optimal. Of course this result is of a local nature and it would be difficult to quantify what fit is good enough. Nevertheless this tries to give an explanation to an empirical observation that for good fits the problem of local optima does not happen too often.
Under the model (7) we have the following asymptotic results, which are counterparts of the properties discussed in Section III-A when M is a linear space (cf., [7] ).
Theorem III.1 (Asymptotic distribution of test statistic).
Suppose that M is a smooth manifold, of dimension r, in a neighborhood of the point x 0 ∈ M. Let P be the orthogonal projection matrix onto the tangent space T M (x 0 ). Then the following holds as N → ∞:
(i) With probability tending to one the least squares problem (8) has unique optimal solutionx, (ii) The test statistic T N converges in distribution to noncentral χ 2 distribution with m − r degrees-of-freedom and
converges in distribution to a multivariate normal distribution with mean vector P γ and covariance matrix σ 2 P . (iv) The scaled error N 1/2 e converges in distribution to normal with mean vector (I m − P )γ and covariance matrix σ 2 (I m −P ), where e =ŷ−x is vector of residuals.
C. Nested models
Consider now nested models, meaning the setting such that models can be naturally ordered by their complexity. For instance, the linear regression problems, one can sequentially increase or remove the variables being used in the model. Mathematically, this poses a natural order for the parameter space. That is, let Θ ⊂ Θ be a smooth manifold of dimension d , and let M := {G(θ) : θ ∈ Θ }. Let θ 0 ∈ Θ be a regular point of the mapping G. Then M is a smooth manifold in a neighborhood of the point x 0 = G(θ 0 ). Moreover, M forms a smooth submanifold in a neighborhood of the point x 0 with the tangent space (compare with (6))
Consider the corresponding test statistic
We have the following results (cf., [13] ).
Theorem III.2. Suppose that M is a smooth manifold of dimension r and M ⊂ M is a smooth manifold of dimension r , in a neighborhood of the point x 0 ∈ M . Then the following holds: (i) T N converges in distribution to a noncentral χ 2 random variable with m−r degrees-of-freedom and noncentrality
, where P is the orthogonal projection matrix onto the tangent space
to a noncentral χ 2 random variable with (m − r ) − (m − r) = r − r degrees-of-freedom and noncentrality parameter δ − δ.
(iii) The statistics T N − T N and T N are asymptotically independent.
D. Decomposible maps
Now we will make additional structural assumptions about the mapping that defines the manifold of our problem. We will make sense of such structural decompositions in specific applications in Section IV. Consider model defined by the following mapping
where
is an analytic mapping and A : R k → R m is a linear mapping. The parameter vector here is θ = (ξ, ζ) and the parameter space Θ = Ξ × R k . We assume that A(ζ) = Aζ, where A is an m × k matrix of rank k. Denote by
the images of the mappings G and A, respectively. Note that the linear space L has dimension k, and M = M + L is the image of the mapping G : Θ → R m . We denote by r the characteristic rank of mapping G(·), and by ρ the characteristic rank of G(·), i.e.,
Consider the corresponding least squares problem (3), the model (7) and the least squares test statistic T N , defined in (8) , for the mapping G(θ) of the form (13).
Remark III.2. Note that the optimal value of least squares problem (3) is not changed if the point y is replaced by y + v for any v ∈ L. Therefore the corresponding test statistic T N can be considered as a function ofŷ = P L ⊥ŷ, where P L ⊥ = I m − P L is the orthogonal projection onto the linear space orthogonal to L.
If M is a smooth manifold, of dimension r, in a neighborhood of x 0 , then Theorems III.1 and III.2 can be applied. In particular, it will follow that the test statistic T N converges in distribution to a noncentral χ 2 with m − r degrees-of-freedom and certain noncentrality parameter.
Note that for θ = (ξ, ζ) ∈ Θ, the differential dG(θ) :
This implies that the corresponding characteristic rank r ≤ ρ + k.
Definition III.1. We say that a point x ∈ M is well-posed if M is a smooth manifold of dimension ρ in a neighborhood of x and
We say that the model is well-posed if r = ρ + k.
For the matrix completion problem the well-posedness, at a point, condition was introduced in [12] . Note that condition (16) 
Proposition III.2. If there exists at least one well-posed point x ∈ M, then the model is well-posed. Conversely if M is a smooth manifold of dimension ρ and the model is well-posed, then for a.e. ξ ∈ Ξ the corresponding point x = G(ξ) is well-posed.
Let us make the following observation. By the definition of M under the decomposition (13), we have that the point x 0 ∈ M can be represented as
Definition III.2. We say that the model is identifiable at x * (at x 0 ) if the representation (18) is unique, i.e., if x 0 = x + v with x ∈ M and v ∈ L, then x = x * . We say that the model is locally identifiable at x * if such uniqueness holds locally, i.e., there is a neighborhood W of x * such that if
The following result can be proved in the same way as [12, Theorem III.2].
Proposition III.3. If a point x * ∈ M is well-posed, then the model is locally identifiable at x * .
IV. APPLICATIONS OF GENERAL THEORY
In this section we present several examples in signal processing and machine learning to illustrate how to use the general theory, developed in the previous section, to determine the "model order" in the specific setting.
Remark IV.1. For some well-structured manifolds, it is possible to give an explicit formula for the characteristic rank. In more complicated settings, we can find the characteristic rank numerically. That is, we compute the Jacobian matrix of the considered mapping at several randomly generated points of Θ, and subsequently compute its rank. By Proposition II.1, we can expect that this will give us the characteristic rank of the considered mapping. This approach worked quite well in experiments reported in Sections IV-B, IV-C, and IV-F below.
A. Noisy matrix completion
We first show that the problem of selecting rank for noisy matrix completion can be addressed using our general theory. Part of the relevant discussion can be found in [12] ; here, we generate the conclusion using the framework of the general theory.
Consider the noisy matrix completion problem (e.g., [14] , [15] , [16] and references there in). Suppose we observe a subset of entries of a low-rank matrix with Gaussian noise and aim to recover the matrix. A common approach to solve this problem is to use a matrix factorization by selecting a rank of the matrix (by subjective choice or experiments and cross-validation). However, it is not clear what would be a good statistical procedure to determine the rank of the matrix.
Consider a mapping G(θ) of the form (13) with the following parameters. Let ξ = (V, W ) with V ∈ R n1×r and W ∈ R n2×r , r ≤ min{n 1 , n 2 }, and let Ξ ⊂ R n1×r × R n2×r be the set of such ξ with both matrices V and W having full column rank r. Define G(ξ) := V W ∈ R n1×n2 and L := {X ∈ R n1×n2 : X ij = 0, (i, j) ∈ Ω}, for an index set Ω ⊂ {1, ..., n 1 } × {1, ..., n 2 }. Then M = M r forms the set of n 1 × n 2 matrices of rank r. Note that the set Ξ is an open connected subset of R n1×r × R n2×r , and dim(L) = n 1 n 2 − |Ω|, where |Ω| is the cardinality (number of elements) of the index set Ω. The parameter set Θ = Ξ × R n1n2−|Ω| . Here the least squares problem of (8), associated with the test statistic T N , can be written as
whereŶ ij , (i, j) ∈ Ω, are observed values of the data matrix. Then model (7) can be written aŝ
where X * ∈ M r . Note that here the test statistic T N is a function of the componentsŶ ij , (i, j) ∈ Ω, of the corresponding matrixŶ (compare with Remark III.2 and (18)).
It is well known that the set M r , of n 1 × n 2 matrices of rank r, forms a smooth manifold of dimension r(n 1 + n 2 − r). Therefore here every ξ ∈ Ξ is a regular point of the mapping G(·) with the characteristic rank ρ = r(n 1 + n 2 − r). Thus for the characteristic rank r of the corresponding mapping G(·) we have that
and that the model is well-posed if and only if the equality holds in (21) . Let us make the following assumption. (A) The set M = M r +L is a smooth manifold, of dimension r, in a neighborhood of the point X * .
Note that if M = M r +L is a smooth manifold, of dimension r, in a neighborhood of a point X ∈ M, then M is a smooth manifold of dimension r in a neighborhood of X = X + U for any U ∈ L. Therefore by the discussion of Section II the above assumption (A) holds generically. By Theorem III.1 we have the following as N tends to ∞ (cf., [12] ). Suppose that Assumption (A) holds. Then the test statistic T N converges in distribution to a noncentral χ 2 with the degrees-of-freedom n 1 n 2 − r degrees-of-freedom and the noncentrality parameter (compare with (9))
Moreover applying Proposition III.2 we can conclude the following under the following assumption. (B) The point X * is well-posed and the model is identifiable at X * .
Suppose that Assumption (B) holds. Then: (i) the equality holds in (21), (ii) the test statistic T N converges in distribution to noncentral χ 2 with degrees-of-freedom |Ω| − r(n 1 + n 2 − r) and the noncentrality parameter δ given in (22) , (iii) with probability tending to one, problem (19) has unique optimal solution {X ij } (i,j)∈Ω . The difference test statistic can be applied to the following setting. Consider another index set Ω ⊂ {1, ..., n 1 } × {1, ..., n 2 } of cardinality |Ω | such that Ω ⊂ Ω and the corresponding space L := {X ∈ R n1×n2 :
Suppose that Assumption (A) holds and moreover M is a smooth manifold, of dimension r , in a neighborhood of X * ∈ M . Then the difference statistic T N − T N converges in distribution to noncentral χ 2 with r − r degrees-of-freedom and the noncentrality parameter δ − δ, and the statistics T N − T N and T N are asymptotically independent. The above result can be used to compare the goodness-of-fit of two models.
B. Complex noisy matrix completion
In this section, we general the results to "complex matrix completion." Here, the observations and underlying low-rank matrices are over the field C of complex numbers. Consider the matrix completion problem over complex numbers
This can be formulated in terms of a real numbers problem as follows. Write V = V 1 + iV 2 , where
and V 2 ∈ R n1×r are the real and imaginary parts of matrix V ∈ C n1×r . Similarly, W = W 1 + iW 2 and X = X 1 + iX 2 . Then
and mapping
where U 1 ∈ L 1 and U 2 ∈ L 1 . Hence we can write problem (23) in the following form
The dimension of the manifold of n 1 × n 2 complex matrices of rank r, in terms of real numbers, is twice the corresponding dimension r(n 1 + n 2 − r) in the real case. That is, the characteristic rank of the respective mapping G(·) here is 2r(n 1 + n 2 − r). Note that this differs from the real-value matrix completion case in Section IV-A by a factor of 2.
C. Low-rank matrix sensing
Matrix sensing problems [17] is related to matrix completion problem above, where the observations are linear projections of the underlying low-rank matrix. Specifically, denote by S d×d the space of d × d symmetric matrices, and A, B := tr(AB) the scalar product of A, B ∈ S d×d . Let X * ∈ S d×d be a positive semidefinite matrix of rank r needed to be recovered. Given measurement matrices A i ∈ S d×d , i = 1, ..., m, we observe y ∈ R m , such that y i = A i , X * . Then we aim to solve the following least square problem.
It is shown in [17] that (25) is the same problem as the problem of fitting one-layer neural networks with quadratic activation in (27), which we discuss next.
D. One-hidden-layer neural networks
We will show the general theory can be applied to determine the number of hidden nodes. Consider a one-layer neural networks. Let x i ∈ R d be the inputs and the observation is assume to be generated by:
where U * ∈ R d×r , 1 ∈ R r with all entries equal to 1 and ε i is the Gaussian noise with mean zero and variance σ 2 . The activation function can be one of the following, (i) Quadratic activation:
(iii) Rectified Linear Unit (ReLu) function:
A commonly used approach to fit neural networks is to solve the least square problem:
Define Θ = R d×r , for U ∈ Θ, G(U ) = (g 1 (U ), . . . , g m (U )), where g i (U ) = 1 q(U x i ). In this setting problem (27) becomes a least squares problem of the form (1) .
It is quite difficult here to evaluate the characteristic rank r of the mapping G in a theoretical way. By computing the rank of the corresponding Jacobian matrix (see Remark IV.1), we find the following formulas for the characteristic rank fit well in numerical experiments: r = dr − r(r − 1)/2 for the Quadratic activation function; and r = dr for the Sigmoid activation function. We leave the problem for ReLU activation function for future research.
E. Tensor completion
Next we consider the problem of determining the rank of a tensor from incomplete and noisy observations to illustrate the role of the general theory.
Consider a tensor X ∈ R n1×···×n d of order d over the field of real numbers. It is said that X has rank one if
, and " • " denotes the vector outer product. That is, every element of tensor X can be written as the product
. The smallest number r such that tensor X can be represented as a sum X = r i=1 Y i of rank one tensors Y i is called the rank of X, and the corresponding decomposition is often referred to as the (tensor) rank decomposition, minimal CP decomposition, or Canonical Polyadic Decomposition (CPD).
The tensor completion problem can be formulated as the problem of reconstructing tensor of rank r by observing a relatively small number of its entries. The second order tensor (i.e., when d = 2) can be viewed as a matrix, and this becomes the matrix completion problem discussed in Section IV-A. Consider now third order tensors X ∈ R n1×n2×n3 , and denote by M r third order tensors of rank r. Without loss of generality, we can assume that n 1 ≥ n 2 ≥ n 3 . With tensor X ∈ M r are associated matrices A ∈ R n1×r , B ∈ R n2×r , C ∈ R n3×r such that X = A⊗B ⊗C,
i being ith columns of the respective matrices A, B, C. The above leads to the following parameterization of M r . For ξ = (A, B, C) ∈ R n1×r × R n2×r × R n3×r consider mapping G(ξ) := A ⊗ B ⊗ C. By definition of the tensor rank we have that rank of tensor X = G(ξ) cannot be larger than r. So we define the parameter set
We need to verify that the set Ξ is open and connected. Note that it could happen that the complement (R n1×r × R n2×r × R n3×r ) \ Ξ of the set Ξ, has positive (Lebesgue) measure, or even that Ξ has measure zero.
Careful analysis of properties of M r is not trivial and is beyond the scope of this paper. We will make some comments below. Let us consider the following examples. Suppose that n 3 = 1. In that case, assuming that the elements of a matrix C ∈ R 1×r are nonzero, by rescaling columns of the respective matrices A and B, we can assume that all elements of C equal 1. Consequently, essentially, this becomes the matrix completion problem discussed in Section IV-A. Thus the characteristic rank of G(ξ) in that case is ρ = r(n 1 + n 2 − r).
The key question of the tensor rank decomposition is its uniqueness. Clearly the decomposition X = A ⊗ B ⊗ C, of X ∈ M r , is invariant with respect to permutations, and rescaling of the columns of matrices A, B, C by factors λ 1i , λ 2i , λ 3i , i = 1, ..., r, such that λ 1i λ 2i λ 3i = 1. It is said that the decomposition X = A ⊗ B ⊗ C is (globally) identifiable if it is unique up to the corresponding permutation and rescaling. It is beyond the scope of this paper to give a careful discussion of the (very nontrivial) problem of tensor rank identifiability. As it was pointed above, for n 3 = 1 this becomes the matrix rank problem for which the identifiability never holds for r > 1 (e.g., [18, 
section 3.2]).
Suppose now that n 3 ≥ 2. In that case the situation is different.
Definition IV.1. It is said that the rank r decomposition is generically identifiable if for almost every (A, B, C) ∈ R n1×r × R n2×r × R n3×r the corresponding tensor A ⊗ B ⊗ C has identifiable rank r.
In particular the generic identifiability implies that the complement of the parameter set Ξ, defined in (28), has (Lebesgue) measure zero. It is known that for sufficiently small r the identifiability holds in the generic sense (we refer to [19] , [20] and references therein for a discussion of the tensor rank identifiability from a generic point of view).
The identifiability is related to the characteristic rank:
Definition IV.2. We say that (A, B, C) ∈ R n1×r × R n2×r × R n3×r is locally identifiable if there is a neighborhood W of (A, B, C) such that (A , B , C ) ∈ W and A ⊗ B ⊗ C = A ⊗ B ⊗ C imply that (A , B , C ) can be obtained from (A, B, C) by the corresponding rescaling. We say that model (n 1 , n 2 , n 3 , r) is generically locally identifiable if a.e. (A, B, C) ∈ R n1×r × R n2×r × R n3×r is locally identifiable.
Note that local identifiability of (A, B, C) ∈ R n1×r × R n2×r × R n3×r is a local property, it could happen that rank of the corresponding tensor A ⊗ B ⊗ C is less than r. If indeed rank of tensor A ⊗ B ⊗ C is r, then its global identifiability implies its local identifiability (note that the permutation invariance does not affect local identifiability). Note also that rank of the Jacobian matrix of mapping G(ξ) is always less than or equal to r(n 1 + n 2 + n 3 ) − 2r. This follows by counting the number of elements in (A, B, C) and making correction for the scaling factors. That is, the characteristic rank ρ of mapping G(·) cannot be larger than r(n 1 + n 2 + n 3 − 2).
Proposition IV.1. Model (n 1 , n 2 , n 3 , r) is generically locally identifiable if and only if the following formula for the characteristic rank ρ holds,
Since the generic (global) identifiability implies generic local identifiability we have the following consequence of the above proposition.
Corollary IV.1. If the rank r decomposition is generically identifiable, then formula (29) for the characteristic rank follows.
F. Determining number of sources in blind de-mixing problem
De-mixing problem (e.g., [21] ) is a fundamental challenge in signal processing, which arises from applications such as ambient noise seismic imaging [22] , NMR imaging, etc. In such problems, the goal is to recover the signals by observing their weighted mixture. Blind de-mixing is particularly challenging in which we do not know the waveforms of the signal. Moreover, the number of signals and the magnitudes of the waveforms are also unknown. Such a problem has been addressed using a matrix factorization approach [23] . However, in existing approaches, there is no efficient method to determine the number of signals, which is usually a critical input parameter to algorithms. In this section, we show that how to determine the number of sources in the context of ambient noise imaging using the general theory.
Assume there are N sensors. Define the signal received by nth sensor as follows:
Assume the number of signals K and the delays τ n,k are all unknown. Further assume the signal is a Gaussian function
, where α k defines the width of the kth source, and ρ k is the magnitude of the kth source. Here, our goal is to estimate the number of signal sources K from observations of x n (t) buried in high variance Gaussian noise.
We now derive the observation model. For the ease of presentation, we present the derivation in continuous time (and continuous frequency) domain, and the switch to discrete time (and discrete frequency) domain later. Let the Fourier transform of the signal to be
Recall that the Fourier transform of the delayed signal corresponds to a phase-shift. Hence, for Gaussian signals in (30), it can be shown that
For continuous function h 1 and h 2 , the cross-correlation is defined as:
where ⊗ represents the cross-correlation operator. By convolution theorem, we have
* denotes the conjugate of a complex number.
In ambient noise imaging, the useful "signal" are extracted by performing pairwise cross-correlation between sensors. Define r n,m (t) as the cross-correlation function of the nth and the mth nodes:
Now consider the frequency domain. Denote the Fourier transform operator by F, and frequency by f . Define R n,m (f ) as the Fourier transform of r n,m at the frequency f ,
The matrix Q(f ) depends on unknown signal waveforms s k (t) as well as the the number of such sources K. For Gaussian signals defined in (30), we can write specifically
Now we can write R n,m (f ) in (31) in a compact form and show its low-rank structure. Define a matrix Q(f ) ∈ C K×K , where the (l, k)th entry of the matrix is Q lk (f ).
H denote the Hermitian of a complex vector or matrix (i.e., the complex conjugate and transpose). Define
K×N , and a matrix R(f ), whose (n, m)th entry is given by R nm (f ). We can further write
Assume our observations are a subset of entries of the tensor R with additive Gaussian noise. The missing data can be due to distance and communication constraints; see [24] for context. Certain pairs of cross-correlations functions are not available. This can happen when sensors far away, and it is impractical for them to communicate information and perform cross-correlation, and only a subset of frequency samples are communicated. This can also happen when the signal-to-noise ratio is too small for a pair of sensors. Denote the indices of the observations as Ω. To recap, our goal is to infer K, from noisy and partial observations of a complex tensor R, indexed on Ω.
Now we present the form of the non-linear map. Consider discrete time and frequency samples. Assume the discrete event samples are indexed by t = 0, . . . , T − 1. Thus, for discrete Fourier transform, the frequency samples are also indexed by f = 0, . . . , T − 1. Define a vector of coefficients in our problem ξ ∈ Ξ ⊂ R 2K+N K :
Define the set
which can be viewed as the "nullspace" of a given observation index set Ω. Then we set θ = (ξ,
Denote the real and imaginary parts of the frequency samples as R n,m,f = Re(R n,m (f )), and I n,m,f = Im(R n,m (f )), respectively, and define the corresponding tensors R and I (which depend on the parameter vector ξ). The non-linear map (similar to the case the complex matrix completion) is defined by
Hence, although the situation is fairly complex here, we can cast it into the format of the general problem and use our result.
Numerical experiments suggest the following formula for the characteristic rank
This is achieved by evaluating rank of the Jacobian matrix of the map defined by (32) (see Remark IV.1) and appendix for the derivation of the Jacobian matrix).
V. NUMERICAL EXPERIMENTS

A. Complex matrix completion
In this section we consider the complex matrix completion problem (23) . To solve the related optimization problem, we use a generalize version the hard thresholding algorithm in [25] . In the experiment, we generate a rank-r complex matrix with size n 1 × n 2 , by first generating V 1 , V 2 ∈ R n1×r and W 1 , W 2 ∈ R n2×r , where each entries are i.i. d N (0, 1) , and form X = (V 1 + iV 2 )(W 1 + iW 2 ) . We numerically verified that the characteristic rank of the manifold M r ⊂ C n1×n2 , of matrices of rank r, is ρ = 2r(n 1 + n 2 − r) for all random instances, which is consistent with the results in Section IV-B.
To show the asymptotic distribution of test statistics (Theorem III.1), we generate a rank-2 true matrix X * ∈ C 20×15 . The observed entries are contaminated with Gaussian noise:
where |Ω| = 270 and the noise ε
2 ). The experiments are repeated 400 times, i.e., k = 1, . . . , 400, to demonstrate the empirical distribution of the test statistic. Figure 2 shows the QQ-plot of {T N (2) (k) } 400 k=1 against the χ 2 distribution with a degrees-of-freedom equal to 408. Recall that the characteristic rank of the manifold M r ⊂ C n1×n2 , of matrices of rank r, is ρ = 2r(n 1 + n 2 − r) (see Section IV-B). The results in Figure 2 show that the χ 2 distribution fits the test statistics sufficiently well. 
B. Characteristic rank of third order tensor
To generate third-order tensors of size n 1 ×n 2 ×n 3 , we form A ∈ R n1×r , B ∈ R n2×r , C ∈ R n3×r , where each entry in A, B, C are i.i.d. distributed as standard normal (zero-mean and unit variance). Let X = A ⊗ B ⊗ C and a k , b k , c k be the kth columns of A, B, C, respectively. To compute the Jacobian matrix, for all i = 1, . . . , n 1 , j = 1, . . . , n 2 , l = 1, . . . , n 3 and k = 1, . . . , r, we can show that
All the other entries in the Jacobian matrix are zero. Table I shows the rank (evaluated numerically) of the Jacobian matrices for different (n 1 , n 2 , n 3 , r) values. We note that when r is sufficiently small, the characteristic rank is equal to r(n 1 +n 2 +n 3 −2), as expected. When r is large, the characteristic rank can be less than r(n 1 +n 2 +n 3 −2). This effect can be explained by Proposition IV.1: since in those cases the model is not generically locally identifiable, and hence is not generically identifiable. It is not surprising that when r is large enough (the cases marked with * in the left column), the rank of the Jacobian matrix is equal to n 1 n 2 n 3 . The interesting cases are when r ≈ (n 1 n 2 n 3 )/(n 1 + n 2 + n 3 − 2). The right column of table I shows some cases in which ranks of the Jacobian matrices are less than min{n 1 n 2 n 3 , r(n 1 + n 2 + n 3 − 2)}. Table I : Rank of the Jacobian matrices for third order tensor. For each combination of (n 1 , n 2 , n 3 , r), the experiments are repeated 100 times and the results are all the same. When r is small, rank(J) = r(n 1 + n 2 + n 3 − 2). When r is large (cases marked with * ), rank(J) < r(n 1 + n 2 + n 3 − 2). n 1 n 2 n 3 r rank(J) n 1 n 2 n 3 r rank(J) Consider the ambient noise imaging in a distributed sensor network setting (described in Section IV-F), where there are missing values in the observations. Our goal is to determine the number of sources. For this problem, one can show that the characteristic rank is 2K + N K − 1 for large enough T . Therefore, by identifying the characteristic rank, we can determine the number of sources.
In each experiment, we generate the random instances are follows: α k ∼ Unif [10, 11] , ρ k ∼ Unif [10, 11] , τ n,k ∼ Unif[−2.5, 2.5] ∀n = 1, . . . N and k = 1, . . . , K * . First, we want to verify the characteristic rank of the Jacobian marix predicted using our theory. Let N = 8, 10, 12 and K = 1, . . . , 5. For each N and K, we generate parameters and compute the corresponding rank of Jacobian matrix numerically. In figure 3 , each point is the mean of ranks in 100 experiments corresponding to certain pair of N and K. The lines plotted correspond to 2K + N K − 1, for N = 8, 10, 12.
We can see the points are exactly on the lines, which justifies our formulation for the characteristic rank.
Second, we show the result of testing the rank in this problem. The observation noise are normal random variables with with zero mean and variance equal to 0.05. Table II is the result of determining source number K * with α k , ρ k and τ n,k being unknown. We run experiments for K * = 1, . . . , 5. For each K * , 100 experiments are run and in each experiment, the test is running from K = 1 to K = 6 and the significant level is 0.01. In the table, K = 0 means all the tests are rejected. We can see our test gives the true number of source most of the time, except K * = 5. When K * = 5 the algorithm becomes difficult to converge to the optimal solution, and therefore leads to large fitting error. 
D. One-hidden-layer neural networks
In this section, we consider the problem of determining the number of hidden units for one-hidden-layer neural networks; the problem described in (27). In the experiment, 1) and m = 1000. Consider the activation function to be quadratic activation and sigmoid activation, respectively. Table III and Table IV are the ranks of Jacobian matrices for different combinations of (d, r * ). The results justify the formula of characteristic rank of one-hidden-layer neural networks are dr * − r * (r * − 1)/2 for quadratic activation and dr * for sigmoid activation, respectively.
Although we could not provide any theoretical prediction for the characteristic rank when the activation function is a ReLu function, here we provide some numerical examples. We show the performance of our rank test for one-hidden-layer neural networks with ReLU activation function. In the experiments, d = 50, and σ = 0.1. We perform 100 experiments each from r * , with the true rank of U being equals to 1 to 6. For each r * , we perform the test from r = 1 to r = 7 with significant level 0.05. With this setting, the p-value is computed under the χ 2 (m − dr). The optimization problem involved with fitting the neural networks model is solved using gradient descent (implemented by Pytorch package). For ReLu activation function, Table V shows the rank determined by our proposed test for each r * . Here, r = 0 means all test are rejected. Results are similar to what we observed in Table II . When the order of the model is small, the test is consistent with the significant level. When the order of the model increase, convergence to the optimal solution becomes more difficult; in this setting, the false discovery rate will increase but is still tolerable. An interesting finding is that our test still gives promising results even though the ReLU activation is not an analytic function.
VI. CONCLUSIONS
We develop a general theory for the goodness-of-fit test to non-linear models, which essentially shows that the parameterof-interests are related to the characteristic rank of the linear map that defines the manifold structure of our observation. The test statistic has a simple chi-square distribution whose parameters are specified explicitly. Based on this result, it is convenient to implement a test procedure to determine the model order in practice. Our general theory can provide precise answers to several questions, such as determining the rank of (complex) low-rank matrix from noisy and incomplete observations. In some other applications, we show that how the general theory can shed lights on finding the "model-order-ofinterests", such as tensor completion, determining the number of hidden nodes in neural networks, determining the number of sources in blind signal demixing problems, using analysis and simulations. Providing explicit answers (such as exact values of characteristic ranks) are too complex and beyond the scope of this paper, which we leave for future work. Table II: Result of hypothesis test for number of sources. K * is the true number of sources. For each K * , there are 100 experiments. We perform the test from K = 1 to K = 6 and count the number of determined K; K = 0 means tests are rejected for K = 1, . . . , 6. 
VII. APPENDIX
Proof of Proposition II.1 Let θ 0 ∈ Θ be such that rank(J(θ 0 )) = r, such θ 0 exists since the function rank(J(·)) is piecewise constant. Consider an r × r submatrix of J(θ 0 ) of rank r, and the associated function φ(θ) given by the determinant of this submatrix of J(θ). We have that the function φ(·) is analytic and is not constantly zero since φ(θ 0 ) = 0. It follows that the set {θ : φ(θ) = 0} has (Lebesgue) measure zero (e.g., [26] ). That is, for a.e. θ we have that rank(J(θ)) ≥ r. Since by the definition the rank r is maximal, it follows that rank(J(θ)) = r for a.e. θ ∈ Θ. Since J(·) is continuous and hence the function rank(J(·)) is lower semicontinuous, it follows that the set {θ ∈ Θ : rank(J(θ)) ≤ r − 1} is closed and hence its complement set {θ ∈ Θ : rank(J(θ)) = r} is open. This completes the proof.
Proof of Proposition III.1 Since M is a smooth manifold near x 0 it can be defined by equations φ(x) = 0 in a neighborhood of x 0 with φ : R m → R m being a smooth near x 0 mapping with nonsingular Jacobian matrix ∇φ(x 0 ). Then optimality condition (10) can be written as: there exists λ ∈ R m such that the derivatives of the Lagrangian L(x, λ) := 1 2 ŷ − x 2 − λ φ(x) are zeros at (x, λ). This can be written as the following system of equations in (x, λ),
Note that asŷ and x approach x 0 , the corresponding λ tends to 0. The Jacobian matrix of partial derivatives of Table V : Result of ReLU. r * is the rank of true U * . For each r * , there are 100 experiments. We perform the test from r = 1 to r = 7 and count the number of determined r. r = 0 means tests are rejected for r = 1, . . . , 7. . This Jacobian matrix is nonsingular. It follows by the Implicit Function Theorem that in a neighborhood W of x 0 the system (33) has unique solution. Moreover by Remark III.1 the neighborhood W can be such that ifŷ ∈ W, then any optimal solution of the least squares problem is in W. If moreoverx is in W and satisfies optimality equations (33), then by the uniqueness propertŷ x should coincide with the corresponding optimal solution. This completes the proof.
Proof of Theorem III.1 Sinceŷ converges in probability to x 0 , the assertion (i) follows from Proposition III.1. Also any minimizerx in the right hand side of (8) converges in probability to x 0 (see Remark III.1). Therefore we can perform the asymptotic analysis in a neighborhood of x 0 . As in the above proof of Proposition III.1, M can be defined by equations φ(x) = 0 in a neighborhood of x 0 with nonsingular Jacobian matrix ∇φ(x 0 ). Let (x,λ) be a solution of equations (33) in a sufficiently small neighborhood of (x 0 , 0). By the Implicit Function Theorem we have that
Also it follows by (7) that N 1/2 (ŷ − x 0 ) converges in distribution to normal N (γ, σ 2 I m ). In particular this implies that ŷ − x 0 = O p (N −1/2 ), and hencê 
It follows by Slutsky's theorem that the N times right hand side of (37) has the same asymptotic distribution as Z (I m − P )Z, where Z ∼ N (γ, σ 2 I m ). The assertion (ii) follows (compare with discussion of the linear case in Remark III-A). This completes the proof.
Theorem III.2 can be proved in a similar way by showing that asymptotically this is equivalent to the linear case.
Proof of Proposition III.2 Let x = G(ξ) be a wellposed point. Then T M (x) = {dG(ξ)h : h ∈ R d }, and for any ζ ∈ R k we have by (15) that dimension of the image of the differential dG(ξ, ζ) is ρ + k. It follows that r ≥ ρ + k. Since r ≤ ρ + k, it follows that r = ρ + k.
Conversely suppose that M is a smooth manifold of dimension ρ and r = ρ + k. Let θ ∈ Θ be such that dimension of the image of dG(θ) is r, by Proposition II.1 we have that a.e. θ is like that. Since r = ρ + k and T M (x) = {dG(ξ)h : h ∈ R d } we have by (15) that (16) follows. It remains to note that dG(θ) = dG(θ ) for any points θ = (ξ, ζ) and θ = (ξ, ζ ) in Θ with the same first component. This completes the proof.
Proof of Proposition IV.1 Let ρ be the characteristic rank of mapping
Recall that it always holds that r(n 1 + n 2 + n 3 − 2) ≥ ρ. Consider ξ = (A, B, C) such that rank of the Jacobian matrix of mapping (38) at (A, B, C) is ρ. For X = A⊗B ⊗C consider the set G −1 (X) = (A , B , C ) ∈ R n1×r × R n2×r × R n3×r :
A ⊗ B ⊗ C = X} .
By the Constant Rank Theorem this set forms a smooth manifold of dimension dim R n1×r × R n2×r × R n3×r − ρ = r(n 1 + n 2 + n 3 ) − ρ in a neighborhood of the point ξ. If (29) holds, then dimension of this manifold is 2r, and hence any (A , B , C ) ∈ G −1 (X) in a neighborhood of (A, B, C) can be obtained by the rescaling. That is, the local identifiability follows.
On the other hand if r(n 1 + n 2 + n 3 ) − ρ > 2r, then this will imply that there exists (A , B , C ) ∈ R n1×r × R n2×r × R n3×r near (A, B, C) such that A ⊗ B ⊗ C = A ⊗ B ⊗ C and (A , B , C ) cannot be obtained from (A, B, C) by the rescaling. That is, the local identifiability does not hold.
