Given a closed manifold M. We give an algebraic model for the Chas-Sullivan product and the Goresky-Hingston coproduct. In the simply-connected case, this admits a particularly nice description in terms of a Poincaré duality model of the manifold, and involves the configuration space of two points on M. We moreover, construct an I B L ∞ -structure on (a model of) cyclic chains on the cochain algebra of M, such that the natural comparison map to the S 1 -equivariant loop space homology intertwines the Lie bialgebra structure on homology. The construction of the coproduct/cobracket depends on the perturbative partition function of a Chern-Simons type topological field theory. Furthermore, we give a construction for these string topology operations on the absolute loop space (not relative to constant loops) in case that M carries a non-vanishing vector field and obtain a similar description. Finally, we show that the cobracket is sensitive to the manifold structure of M beyond its homotopy type. More precisely, the action of Diff(M) does not (in general) factor through aut(M).
String topology is the study of algebraic structures on the the free loop space LM of a smooth manifold M, as initiated by Chas and Sullivan [10] . In this paper we will consider the following subset of operations on the real or rational (co)homology. First, the BV operator ∆ : H • (LM) → H •+1 (LM) is the just the action of the fundamental chain of S 1 , using the S 1 action on LM by reparameterization of the loop, S 1 × LM → LM. Second, one has the string product H • (LM) ⊗ H • (LM) → H •−n (LM), where n is the dimension of the smooth manifold M. The product is obtained by intersecting the loops at their basepoints, see below for more details. The product and the operation ∆ generate a Batalin-Vilkovisky algebra structure on the homology H •+n (LM). Third, there is the string coproduct H •+n−1 (LM, M) → H • (LM, M) ⊗ H • (LM, M), by taking a self-intersection of the loop [20] . It is defined only on the relative homology with respect to constant loops. We refer to section 3 below for a more detailed description of these operations.
Finally, we consider the homotopy S 1 -quotient of LM, which we denote by LM S 1 . Chas and Sullivan [11] describe a Lie bialgebra structure on the equivariant homology H S 1 • (LM, M) of LM relative to the constant loops, extending earlier work by Turaev [31] . More precisely, the Lie bialgebra structure is degree shifted, such that both bracket and cobracket have degree 2 − n. Similarly, given a Poincaré duality model for M, a Lie bialgebra structure on the reduced equivariant homologyH S 1 • (LM) has been described in [13] . It should be remarked that the latter construction is completely algebraic and "formal", while the Chas-Sullivan definition is "topological", by intersecting loops.
By duality we obtain the corresponding dual operations on the cohomology of the loop spaces considered above. The (co)homology can furthermore be efficiently computed. To this end let A be a differential graded commutative algebra (dgca) model for M, i.e., A is quasi-isomorphic to the dgca of differential forms on M. Then an iterated integral construction yields a map (1) H ([24, 15, 13] ). If M is a simply connected closed manifold then the maps (1), (2) , (3) are isomorphisms.
1.1. Statement of results. The purpose of this paper is to understand the string topology operations described above on the objects on the left-hand side of (1), (2) , (3) , in the case that M is a smooth compact manifold without boundary. More concretely, our results are as follows. First, we provide a (slightly) new version of the construction of the string product and coproduct, using the compactified configuration spaces FM M (2) of two points on M, together with the inclusion of the boundary ∂FM M (2) = U T M → FM M (2) . This inclusion can be seen as the simplest instance of the action of the little disks operad on the configuration space of (framed) points on M. Our approach allows us to use existing models for the configuration spaces of points [23, 9] to conduct computations in string topology.
We shall work in the cohomological setting (on LM), i.e., we consider the Hochschild homology, not cohomology, of our dgca model A for M. Suppose first that M is simply connected. Then we may take for A a Poincaré duality model for M [27] . In particular, A comes equipped with a diagonal D = D ′ ⊗ D ′′ ∈ A ⊗ A, such that aD ′ ⊗ D ′′ = ±D ′ ⊗ aD ′′ for all a ∈ A. We may use this to construct a (degree shifted) co-BV structure on the reduced Hochschild complexC (A) =C (A, A). Concretely, the BV operator is the Connes-Rinehart differental on the Hochschild complex, given by the formula (cf. [29, (2.1.7. 3)]) (4) B(a 0 , . . . , a n ) = n j =0 ±(1, a j , a j +1 , . . . , a 0 , a 1 , . . . , a n )
The coproduct dual to the string product and the cup product on Hochschild cohomology is (5) (a 0 , . . . , a n ) → n j =0 ±(a 0 D ′ , . . . , a j ) ⊗ (D ′′ , a j +1 , . . . , a n ).
As a first application we then obtain another proof of the following result of Cohen and Voronov.
Theorem 1.2 ([16] ). For M a closed simply connected manifold the map (1) is an isomorphism of co-BV algebras.
As a second application we consider the string coproduct. On the Hochschild chains the corresponding product operation is given by the formula (6) (a 0 , a 1 , . . . , a m ) ⊗ (b 0 , b 1 , . . . , b n ) → ±(b 0 D ′ a 0 , a 1 , . . . , a m , D ′′ , b 1 , . . . , b n ).
We then show the following result, conjectured in (some form in) [1, 25] , cf. also [13] . Theorem 1.3. For M a closed simply connected manifold the map (2) respects the coproducts.
The Lie bialgebra structure on the S 1 -equivariant (co)homology of LM can be constructed from the string product and coproduct. Hence it also follows that the map (3) respects the Lie bialgebra structures in the simply connected situation.
Note that so far all string topology operations considered depend on M only through the real (or rational) homotopy type of M, as encoded in the dgca model A. This is in accordance with the result of [9, 23] that the real homotopy type of the configuration spaces of points on M only depends on the real homotopy type of M, for simply connected M. (And our construction depends only on a model for the configuration spaces, with the boundary inclusion.)
However, we can also use our approach to "compute" the string topology operations for non-simply connected manifolds. In this case the maps (1)- (3) are no longer quasi-isomorphisms and "compute" has to be understood as providing algebraic operations on the left-hand sides that are preserved by those maps. In this setting, one notably sees some indications of dependence of the string topology operations on M beyond its real or rational homotopy type. In this situation, we use the dgca model for the configuration space of points on M constructed in [9] . In that construction a central role is played by a dg Lie algebra of graphs GC M , whose elements are series of connected graphs with vertices decorated by elements ofH • (M). (7) α β γ
The dgca model for the configuration space is then completely encoded by a Maurer-Cartan element Z ∈ GC M . The tree (i.e., loop-order-0-)part of GC M can be identified with (almost) the Lie algebra encoding the real homotopy automorphisms of M. Similarly, the tree part Z 0 of Z just encodes the real homotopy type of M. The higher loop orders hence encode potential dependence on M beyond its real homotopy type. We can use these models for configuration spaces to describe the string topology operations on the images of the morphisms (1)-(3), and get explicit formulas. However, since the formula for the coproduct is a bit ugly (see section 8), we will restrict to the equivariant situation and describe the string bracket and cobracket there. So we consider again the loop space LM, with the goal of studying the Lie bialgebra structure on its S 1 -equivariant cohomology. First note that in the non-simply connected case the maps (1)-(3) still exist, but they are generally not quasi-isomorphisms. Nevertheless, we can ask for a Lie bialgebra structure to put on the left-hand side of (3) that makes (3) into a morphism of Lie bialgebras. We may also replace the reduced cyclic words C ycĀ in our dgca model A of M by the reduced cyclic words C ycH in the cohomology H := H • (M) of M. In this case we have a nontrivial Com ∞ -structure on H , and accordingly a differential on C ycH encoding the Com ∞ -structure. Our result is then the following, partially conjectured in [14, Conjecture 1.11] . Theorem 1.4. Let M be a closed connected oriented manifold. Then there is a (degree 2−d-)homotopy involutive Lie bialgebra structure on the chain complex C ycH , explicitly constructed below using only the Maurer-Cartan element Z ∈ GC M above, such that the induced map in (co)homology
respects the Lie bracket and Lie cobracket.
We remark that for this theorem the Lie bracket and cobracket onH −• S 1 (LM) are defined using the string product and coproduct, roughly following [20, 22] , see section 3.5 below. For the explicit formulas for the bracket and cobracket see section 9, in particular Theorems 9.3 and 9.6.
We also note that in dimensions = 3 the Maurer-Cartan element Z can be taken without terms of loop orders > 1, i.e., Z = Z 0 + Z 1 , with Z 1 of loop order 1. In this case the homotopy involutive Lie bialgebra structure in the above theorem is in fact a strict Lie bialgebra structure. Furthermore, the induced involutive Lie bialgebra structure on HC yc(H ) depends only on the loop order 0 and 1 parts of Z in all dimensions. Finally, Z 1 is not easy to compute, and the authors do not have an example of a concrete manifold for which Z 1 is computable and known to be nontrivial.
However, we expect the loop order 1 part of GC M to correspond to nontrivial terms in (a Lie algebra model of) Diff(M) arising from topological Hochschild homology. We show that in families the string cobracket witnesses a dependence on M beyond its real homotopy type. In particular, we show that in the simply-connected case the following diagram commutes
and that in examples, the right vertical arrow is far from being surjective. Hence, in contrast to the string bracket, the cobracket gives a non-trivial condition (in general) on elements in π * (aut 1 (M)) to be in the image of π * (Diff 1 (M)).
In that sense we obtain that the string coproduct is not homotopy invariant. For a more detailed discussion we refer to the concluding remarks in section 10. Let us also consider the case of M being 1-framed, that is, equipped with a nowhere vanishing vector field. A necessary condition for this to exist is, of course, the vanishing of the Euler characteristic χ(M) = 0. In this setting one may construct the string coproduct already on the cohomology of the loop space H (LM), as opposed to on H (LM, M) for general M, see section 3.4 below. By similar methods as above we then obtain: Theorem 1.5. Let M be a closed orientable 1-framed manifold. If M is simply connected (and we hence have a Poincaré duality model) the map (1) is compatible with the string coproduct (cohomology product), where the cohomology product on the left-hand side is defined by the same formula (which now makes sense on absolute chains).
For M (potentially) non-simply connected the map (3) intertwines the string bracket and cobracket on the righthand side with the corresponding operations on the left-hand side, given by the same formulas as in Theorem 1.4, cf. section 9 below.
We finally note that for the string topology operations considered here, only the configuration spaces of up to two points play a role, and in the graph complex only diagrams of loop order ≤ 1. In light of Theorem 1.4 it is hence reasonable to expect that a similar discussion of higher order string topology operations involves configuration spaces of more points, and diagrams of higher loop order.
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NOTATION AND RECOLLECTIONS

Conventions on (co)chain complexes.
We generally work with cohomological degree conventions, that is, differentials in differential graded (dg) vector spaces have degree +1. If we want to emphasize the cohomological nature of a dg vector space, we sometimes write it as V • , while V • shall refer to homological conventions. Note that we often omit the (−) • , for example H (M) = H • (M) is the cohomology of the manifold M. Furthermore, all dg vector spaces will be over a field K of characteristic zero. For a (big) part of the results we need to restrict to either K = R or K = Q. For V a dg vector space we denote by V [k] the k-fold degree shifted dg vector space, defined such that for an element v ∈ V of degree j , the corresponding element of V [k] has degree j − k. Such degree shifts can also be indicated on the degree placeholder
We define the tensor coalgebra of a cohomologically graded complex V • with a (non-standard) degree shift
This is to remove clutter when working with the Hochschild complex T A ⊗ A or similarly defined complexes later.
2.2.
Operads, Com ∞ -and Com ∞ -algebras. We denote by Com the commutative operad. It has the standard
Koszul resolution
Com ∞ = Ω(Com ∨ ) → Com as the cobar construction of the Koszul dual cooperad Com ∨ = Lie * {1}, with Lie the Lie operad. A Com ∞ -algebra structure on a (differential) graded vector space A can be encoded as a codifferential D A on the cofree Com ∨ -
Hence any Com ∞ -algebra is in particular a Com ∞ -algebra, and a Com ∞ -map between two Com ∞ -algebras induces a Com ∞ -map between the corresponding Com ∞ -algebras.
Hochschild and cyclic complex.
For an associative or more generally A ∞ -algebra A we consider the reduced Hochschild complexC(A) of A. All of our algebras will be augmented, and in this case we can writē
where d H is the Hochschild differential andĀ is the augmentation ideal.
where u is a formal variable of degree +2 and B is the Connes-Rinehart differential, see (4) .
We similarly define the reduced negative cyclic complex to be cyclic homology relative to R → A
since our unit is split, this will differ by R [[u] ] from the original one. Let
be the reduced cyclic words. Then there is a natural map of complexes, and a quasi-isomorphism as we will see in Proposition 4.5 below, C yc(Ā) → CC (A), essentially by applying the operator B. More concretely
±(a j , . . . , a j −1 , 1).
Now consider an
The constructions above are functorial in A, and one natural maps between the Hochschild and cyclic complexes of A and B, induced by f . Furthermore, any Com ∞ -algebra is an A ∞ -algebra, and a Com ∞ -map is an A ∞ map, so the same applies to Com ∞ -maps f : A → B. By the previous subsection, we may also replace (a fortiori) Com ∞ by Com ∞ .
When dealing with words α = (a 1 , . . . , a p ), β = (b 1 , . . . , b q ) ∈ T X in the tensor algebra of a vector space X , we denote by αβ = (a 1 , . . . , a p , b 1 , . . . , b q ) ∈ T X their concatenation. Similarly, we denote by x the shuffle product
where the sum runs over all (p, q)-shuffle permutations. For example, the reduced Hochschild complex of a commutative algebra has a commutative product given by the formula
Note that here α 0 β 0 is the product of the two elements in A, not the juxtaposition.
2.4.
Pullback-pushout lemma. We will later make use of the following result, see for example [ 
Fulton-MacPherson-Axelrod-Singer compactification of configuration spaces.
Consider an oriented manifold M. Axelrod and Singer [3] defined compactifications of the configuration spaces of points on M, by iterated real bordification. We denote the thus created compactified configuration space of r points by FM M (r ). We shall not recall the details of the compactification procedure here. We just note that a point in FM M (r ) can be seen as a decorated tree with r leaves, with the root node decorated by a configuration of points in M, and the other nodes by (essentially) configurations of points in tangent spaces of M. Similarly, one defines a version of the little disks operad FM n assembled from the compactified configuration spaces of r points in R n . From this one may finally build a fiberwise version of the little disks operad
where Fr M is the oriented orthonormal frame bundle for some (irrelevant) choice of metric on M. The collection (1) and
where U T M is the unit tangent bundle of M. The simplest instance of the operadic right action (and in fact the only instance we need) is the composition
2.6. The Lambrechts-Stanley model of configuration space. We shall need cochain and dg commutative algebra models for configurations spaces of (up to 2) points. The simpler version of these are models proposed by Lambrechts and Stanley. Concretely, for a simply connected closed manifold one can find a Poincaré duality model A, see [27] . This is a dg commutative algebra quasi-isomorphic to the differential forms Ω(M), exhibiting Poincaré duality on the cochain level. In particular, we have a coproduct ∆ : A → A ⊗ A of degree n. The Lambrechts-Stanley model [28] is a (tentative) dg commutative algebra model for FM M (r ), which can be built out of A. In particular for r = 2 this is just
It has been shown in [26] that for r ≤ 2 and 2-connected closed M the proposed Lambrechts-Stanley model is indeed a model, i.e., quasi-isomorphic to Ω(FM M (2)). This has been extended by [23, 9] to arbitrary r and simply connected closed manifolds, provided n ≥ 4.
Graph complex models for configuration spaces.
For non-simply connected manifolds we cannot guarantee the existence of Poincaré duality models. However, by work of Campos-Willwacher [9] one can still write down explicit, albeit more complicated models Graphs M (r ) of configuration spaces, for M connected closed and oriented. We shall only sketch the construction. The dg vector space Graphs M (r ) consists (essentially) of linear combinations of (isomorphism classes of) diagrams with r "external" vertices labelled 1, . . . , r , and an arbitrary (finite) number of internal vertices. In addition, all vertices may be decorated by zero or more elements of the reduced cohomologȳ H (M) = H ≥1 (M). Finally, each connected component of a graph must contain at least one external vertex.
For concreteness, we pick a homogeneous basis (e q ) of H (M), and we denote by e q = (e * q ) the Poincaré-dual basis, such that the diagonal in H (M × M) is represented by the element e q ⊗ e q = q e q ⊗ e * q . Then the differential in our graph complex acts by edge contraction, and replacing each edge by a diagonal in H (M) ⊗ H (M) (cutting the edge).
Here, if e q or e * q is the unit 1 ∈ H 0 (M) (or a multiple thereof), we just drop the corresponding decoration. Alternatively, we can say that we could also define our graph complex with decorations in the cohomology H (M) instead of the reduced cohomologyH (M), and then impose the relation that units may be dropped from any (internal or external) vertex
In fact, this relation shall be seen as of "cosmetic" origin, eventually yielding a smaller but quasi-isomorphic complex.
More severely, we shall also note that the cutting operation in (8) might produce a graph with a connected component without external vertices, violating the connectivity condition above. In that case, the cut-off-subgraph is formally mapped to a number, given a map from such graphs to numbers. That latter map is called partition function Z , and combinatorially encodes the real homotopy type of the configuration spaces of points. In fact, we may understand Z as a Maurer-Cartan element in a dual graph complex GCH (M) , whose elements are formal series in graphs without external vertices such as (7) , see the following subsection. Furthermore one can separate graphs of various loop orders present in Z :
where Z t r ee is the tree piece, Z 1 contains only the 1-loop graphs etc. The piece Z t r ee encodes precisely the real homotopy type of M, i.e., the Com ∞ structure on H (M). The higher corrections Z ≥2 vanish if the dimension n of M satisfies n = 3. The piece Z 1 also vanishes for degree reasons if H 1 (M) = 0 and can be made to vanish if n = 2.
Below we shall see that the piece Z 1 of the partition function Z appears in our formula for the string cobracket. This in itself is not a contradiction to the conjectured homotopy invariance of the string topology operations. However, as we will see below this has the consequence that the Diff(M)-action on string topology does not factor through the homotopy automorphisms.
Graph complex (Lie algebra)
GC H and GC M , following [9] . We shall need below a more explicit definition of the graph complex in which Z above is a Maurer-Cartan element. Generally, consider a finite dimensional graded vector space H with a non-degenerate pairing ǫ : H ⊗ H → R of degree −n. Our main example will be H = H • (M), the cohomology of a closed oriented connected manifold, with the pairing provided by Poincaré duality. With this example in mind, we assume that the subspaces of degree 0 and n are one-dimensional, and there is a distinguished element 1 ∈ H 0 , which in our case will be the unit of the cohomology algebra. We denote the dual element of degree n by ω. We denote byH = H =0 the corresponding reduced version of H . We also use the notation 1 * , ω * to denote dual elements in the dual space H * . For concreteness, we also pick a basis f q of H * in degrees = 0, n, and denote by f * q the Poincaré-dual basis.
Then we may consider a dg Lie algebra GC ′H whose elements are series of (isomorphism classes of) connected graphs, with vertices carrying decorations by H * . There is a differential by splitting vertices, or connecting two
which should be seen as the dual to the edge contraction and edge splitting (8) above. Also, there is a Lie bracket, which is again given by pairing two decorations, replacing them by an edge, schematically:
There are also sign and degree conventions, which we shall largely ignore here, but refer the reader to the original reference [9] instead. There is a Maurer-Cartan element
where the notation (1 * ) j shall indicate that j copies of 1 * are present decorating the vertex. We shall define GC H := (GC ′ H ) z as the twist by this MC element. It is convenient to also define a cosmetic variant, getting rid of decorations by 1 * in graphs. (This is also done in [9] .) More precisely, we construct a dg Lie algebra GCH by repeating the construction of GC H , except for the following differences:
• We only allow decorations byH * in graphs. • In the differential (11) and bracket (12) we tacitly assume that every vertex is decorated by copies of elements 1 * , i.e., a decoration ω * is replaced by an edge to any vertex. • In the MC element z of (13) we merely drop all terms involving decorations by 1 * , leaving only the j = 0term in the outer sum.
Thus we obtain a dg Lie algebra GCH . There is a natural map of dg Lie algebras (14) GCH → GC H by sending a graph to all possible graphs obtainable by adding 1-decorations to all vertices. Formally, to each vertex, we do the following operation
(The map is in fact a quasi-isomorphism, though we shall not use this.)
The Maurer-Cartan element Z of [9] takes values in GCH (M) . However, given the map (14) we may map it to another MC element Z ∈ GC H , which we shall denote by the same letter, abusing notation.
There is one important observation, for which we refer to [9] . The MC element Z ∈ GCH (M) may be taken to be composed of graphs which are at least trivalent, i.e., the valency of any vertex in any graph occurring is ≥ 3. The valency of a vertex is defined to be the number of elements in its star, which is in turn the set of half-edges and decorations incident at that vertex. Later on we shall need this observation in the following form. If we consider the MC element z + Z ∈ GC ′ H (M) , and we consider only its trivalent part, then the only graphs which ever contain any decorations by 1 * are those from the part z, and can explicitly be read off from (13) above.
STRING TOPOLOGY OPERATIONS
The goal of this section is to introduce the construction of the string product and coproduct, in the form we will be using them. We will generally work in the cohomological setting, i.e., we will define the operations on the cohomology of the loop space, not on homology as usual. 
where the last arrow is the Thom isomorphism (multiplication by the Thom form) and the fact that the vertical arrow is an isomorphism uses that (15) is a homotopy pushout. While this zigzag might not be the the simplest expression for the intersection with the diagonal, it has the advantage that it is relatively straightforward to realize on the cochain complex level, without many "artificial choices". The construction of the string topology operations prominently involves the intersection with the diagonal, and hence we will be using this example below. We shall need a slight extension, allowing for pullbacks. To this end, let us note the following.
Then the following diagram (of pullbacks) is a homotopy pushout.
in particular the maps between cofibers are equivalences.
Proof. The diagram is clearly a pushout, and the map E | U T M → E | FM M (2) is a cofibration. Alternatively, this is Mather's cube theorem, visualizing (17) as the top face of a cube with bottom face (15) .
Let P M → M ×M be the path space fibration of M . We will denote by LM the free loop space M S 1 = P M × M×M M.
String product (Cohomology coproduct).
We define the string product
to be the composite of the maps
which we will describe now. We apply Lemma 3.1 to the fibration LM × LM → M × M to obtain the following homotopy pushout diagram
where each entry is defined to be the fiber product of LM × LM with the corresponding term in (15) 
which can be thought of as the space of figure eights in M together with a tangent vector at the node of the eight. This defines all the spaces in the definition of the string product and explains the vertical isomorphism in (18) . The third map in (18) Since later it will be more natural to work in the cohomological setting, but the string topological operation have a geometric meaning, we still call the above map a product, even though it has the signature of a coproduct. To make up for this we will often write the maps from right to left.
The diagram (18) is obtained from the chain-level version of diagram (16) by taking fiber product with a certain fibration. More precisely, let us consider the following diagram of pairs of spaces
where the dashed map is the Thom isomorphism and exists on chain level. In particular, this induces the corresponding maps upon taking the fiber product with
on chain level is given by taking the cup product with the pullback of the Thom class T h ∈ C n (M,U T M) along the map of pairs
String coproduct (cohomology product).
The coproduct operation we are interested in is defined on loops relative to constant loops, i.e.
We will later see that it admits a natural lift to H • (LM) in case that there is a non-vanishing vector field on M (in particular M has Euler characteristic 0). The coproduct will be constructed in a similar fashion to the product, but this time we apply Lemma 3.1 to the fibration E = P M × M×M P M → M × M. We will identify P M × M×M P M with Map( 2 ), the space of two-pointed loops in M. Taking the fiber product with the diagram (15) we obtain the homotopy pushout
Let us define the spliting/reparametrization map (19) s :
This map sends the boundary of the interval into F := LM M LM ⊂ Map( 2 ), that is the space of loops with two marked points where either one of the intervals is mapped to a constant. We thus obtain a map
Naturally F := LM M LM → M is a fibration. We are in the situation of having a fibration E → M ×M together with a map F → E | M and we seek to construct a map
by "intersecting with the diagonal". Given a Thom class T h ∈ H n (M ×M, FM M (2)), the authors of [20, 22] construct such a map by multiplying a relative cochain in C • (E , F ) with a representative of the Thom class which has support in a tubular neighborhood of M ⊂ U ǫ ⊂ M × M, thus obtaining a cochain in C •+n (E | U ǫ , F ) and then composing with a retraction of the bundle E | U ǫ to E | M . We shall rather use an extension of (16) . Recall that the vertical homotopy cofibers in the diagram
are both copies of the Thom space D M/U T M, and the induced map is an equivalence. We will again pull back the fibrations E and F along these maps, to obtain the following maps of pairs (we denote cofibers by ordinary quotients here)
Now we are left with a pair of fibrations over the Thom pair (M,U T M) and we can apply the Thom isomorphism, that is, we multiply with a Thom form T h ∈ Ω • (M,U T M). Note that we can identify E | M with Map (8) and under this identification, F corresponds to the space of figure 8's with at least one ear constant. We define the loop coproduct to be the composite
where the last map is induced by the map Map(8) → LM × LM. On the "space"-level the diagram is given by
where we again wrote cofibers and cofibers of cofibers as fractions and pullbacks as restrictions. Note that the main part of this diagram is induced by maps on the base after taking fiber product with E and F over M × M and M, respectively. More concretely, we have the following diagram of pairs of pairs 3.4. String coproduct (χ(M) = 0 case). Let M be a closed manifold with trivialized Euler class. In particular, we can assume that the Thom class is represented by a fiberwise volume form on
In this case, one can lift the coproduct to a map
defined by the following zig-zag (8))
It is induced by the following maps of spaces The entire zig-zag except for the splitting map is obtained from the following zig-zag by taking fiber product with the fibration Map
3.5. Definition of string bracket and cobracket. The original version of the string bracket and cobracket [10, 11] was defined on the equivariant (co)homology of LM relative to the constant loops, H • S 1 (LM, M). For our purposes, we consider a version of the definition using the string coproduct, provided essentially by Goresky and Hingston [20, section 17 ], see also [22] . To this end consider the S 1 -bundle π : LM ≃ LM × E S 1 → LM S 1 . This gives rise to the Gysin long exact sequence for equivariant cohomology
One has a similar sequence for reduced (equivariant) cohomology. Now, we define the string bracket (cohomology cobracket) operation (up to sign) as the composition
. Here · is the string product.
For the string cobracket (cohomology bracket) we similarly use the composition (up to sign) In the χ(M) = 0 case, there is no need to work relative to constant loops and on reduced homologies. The bracket and cobracket are defined on H • S 1 (LM) in this case.
COCHAIN COMPLEX MODELS
Having defined our version of the string topology operations on cohomology the goal of this section and the next is to introduce concrete cochain complexes that compute these cohomologies. Furthermore we will find the concrete maps on cochain complex that realize, for example, the zigzag (18) for the string product and its variant for the coproduct. These chain complex models will eventually allow us to prove the main theorems 1.2-1.4 in later sections, by explicitly tracing cochains through the zigzags.
We also note that for non-simply-connected situation our "models" are not actually models, i.e., their cohomology is generally not the same as that of the loop spaces considered. However, mind that in this situation (Theorem 1.4) our only goal is to check that the map in one direction from the cyclic chains to the cohomologyH S 1 (LM) respects the Lie bialgebra structure, not that the map is an isomorphism, which would be wrong.
Iterated integrals and model for path spaces.
Let for now A := Ω • (M) denote the algebra of differential forms on M. We denote by B = B(A, A, A) the two sided bar construction, namely
We recall that since A is commutative, B is a commutative dg algebra with the shuffle product. It is moreover a coalgebra in A-bimodules under the natural deconcatenation coproduct
Following Chen [12] , we define
is the standard simplex, and the fiber integral
And hence
We may hence take the bar construction B as our model for P M, in the sense that B is a dgca with a quasiisomorphism to Ω(P M).
Furthermore, we shall later be flexible and replace A = Ω(M) by different dgca models for M, denoted also by A, slightly abusing notation. We can then still use the two-sided bar construction B := B(A, A, A) as our model of P M. In practice, we shall not use the dgca structure, but only the A-bimodule structure on B, and use that B is cofibrant as an A-bimodule.
Splitting map. Let
The splitting map s (see (19) ) can be derived from a map
given by the same formula which induces
Proposition 4.2. The following diagram commutes
Proof. The formula for the first two components follows from Lemma 4.1. For the third component we note that the following diagram commutes
Note that the original splitting map (19) I × LM −→ Map ( 2 ) is obtained from I × P M → P M × M P M by pulling back along the diagonal M → M × M. Hence we obtain the following Proposition 4.3. The following diagram commutes.
where the map on the lower left row is given by
and on the lower right is the natural projection 
where m op is concatenation in the opposite order. That is rotating a loop is the same as splitting it at every point and concatenating the two pieces in the opposite order. Under the map B ⊗ A e A → Ω • (LM) the action of the fundamental class of the circle is then computed as 
To get the usual coproduct we have to compose with the map
that reads off each ear separately. This is just M → M × M fiber product with LM × LM and hence modelled by → Ω • (LM × S 1 E S 1 ) (for the standard bar resolution LM × S 1 E S 1 ) that induces an isomorphism on cohomology in the case where M is simply connected. Moreover, the Gysin sequence induced by the fiber sequence S 1 → LM → LM S 1 is modelled by Proof. This can for instance be extracted from [19] who shows that periodic cyclic homology is that of a point in this case and hence negative cyclic is essentially cyclic homology which can be computed in terms of cyclic words (see for instance [29] ).
Under this quasi-isomorphism we get the following descriptions for π ! and π * of section 3.5.
Lemma 4.6. The following diagrams commute
is the natural projection (where the element 1 is sent to the empty cyclic word), and ι : Cyc(Ā) → sends a cyclic word
We also consider the following variant of this. One has the reduced equivariant cohomologyH S 1 (LM), which fits into a split short exact sequence
By naturality of the above construction we get a natural map C yc(Ā) →H S 1 (LM), from the reduced cyclic complex, which is a quasi-isomorphism for M simply-connected (see also [13] ).
COCHAIN ZIGZAGS FOR THE STRING PRODUCT AND BRACKET
In this section we shall use the cochain models of section 4 to obtain explicit descriptions of the string product and coproduct, as defined in section 3.
5.1.
Product. The zigzag (18) defining the string product on cohomology is realized on cochains by the zigzag (8))
We first rewrite this to the zigzag i.e., we have a commutative diagram of A-bimodules
Then, using the models of the previous section, we can rewrite the diagram again to
and again we retain a map to the original diagram. Now the left-and right-hand end of the diagram are Hochschild complexes. We can hence compute the string product on the Hochschild homology H H (A, A) by starting with a cocycle on the right and tracing its image through the zigzag. The main difficulty here is however crossing the vertical map. We shall hence further simplify the zigzag slightly.
To this end note that our zigzag is obtained from the zigzag of A-bimodules
We will then use the following result, which is obvious, but nevertheless stated for comparison with the later Lemma 5.2.
Lemma 5.1. Suppose that Q A → A is a cofibrant resolution of A as a bimodule and Q A[d]
A
is a homotopy commutative square. Then the zigzag
is homotopic to the zigzag
Note that eventually we are interested in the composition
which one may interpret as a (derived) coproduct.
Coproduct (relative to constant loops case).
Taking differential forms of the right part of the diagram (21) we obtain
Here Tot(· · · ) refers to the total complex of the diagram, for example Tot(Ω • (E ) → Ω • (F )) is the mapping cone of the map of complexes Ω • (E ) → Ω • (F ). By replacing fiber products with tensor product we obtain a map from the following diagram into the above diagram (that is a quasi-isomorphism in the simply connected situation at each step).
This diagram is obtained from
by tensoring the first line with Ω • (E ) over A ⊗4 and the second line with Ω • (F ) over A ⊗2 . Here we again wrote (co)cones as quotients. In particular, if we wish to invert the quasi-isomorphism
) we have to do so as A ⊗4 module and compatible with the projection to A/Ω • (U T M). Since all our A-module structures come in pairs that factor through a single A-module structure it is enough to talk about A-bimodules and A-modules.
Let us summarize the above situation as follows. Let us define the category M A with objects pairs (M → N ) of an A-bimodule M and an A-module N , together with an A-bimodule map between them. Morphisms are homotopy commuting squares, i.e., squares
We define a functor from M A into dg vector spaces
with differential of the form
This defines a functor. Concretely, to a morphism (31) in M A we associate the morphism
given by the matrix
We note in particular, that the homotopy in the morphism (31) in M A is part of the data and appears non-trivially in the image under T F,E . The functor sends componentwise quasi-isomorphisms into quasi-isomorphisms (we note that Ω • (E ) and Ω • (F ) are cofibrant as A ⊗2 and A modules, respectively). Our zigzag (29) of quasi-isomorphisms in d g V ect is obtained from the zigzag (30) in M A (with all homotopies = 0) by applying the functor T F,E . The category M A can in fact be extended to a dg category and T F,E to a dg functor. Hence one can talk about homotopic morphisms in M A , and homotopic morphisms are send to homotopic morphisms between complexes by T F,E . Also, one can consider zigzags of quasi-isomorphisms such as (30) as a morphism in the derived category.
Our goal is then to replace the zigzag (30) by a homotopic zigzag in M A that is computationally simpler. To this end we will use later the following result.
Lemma 5.2. Let for that purpose Q A → A denote a cofibrant replacement of A in A ⊗2 -modules. Let g and h be any A-bimodule maps forming a homotopy commuting square
Proof. It is enough to show that the composites
are homotopic. A homotopy is given by H := h 0 0 0 as shown by the computation
where m denotes the map A ⊗ A/Ω • (C 2 (M)) → A/Ω • (U T M) and π : Q A → A is the canonical projection and we used the assumption
We remark that the final datum that enters (30) is the homotopy commuting square
obtained by postcomposing (32) with the maps from the relative to the non-relative complexes. We note that the lower horizontal map is multiplication with the Euler element. The needed data is thus a bimodule map
is homotopic (with a specified homotopy h) to a map that descends along Q A → A to an A-module map A[−n] → A.
Remark 5.3. Note that for any cyclic A ∞ (or right Calabi-Yau) algebra A there is a canonical "coproduct" map A → A ⊗ A in the derived category of A-bimodules from which one constructs an "Euler class" A → A by postcomposing with the multiplication. This is an element in Hochschild cohomology H H d (A, A). In our case, this element is in the image of the map Z (A) → H H • (A, A). In general, this gives an obstruction for A to come from a manifold, which is an element in H H d ,≥1 (A, A). In case this element vanishes, choices of lifts are given by elements in H H d −1 (A, A) =
H H 1 (A, A) * , so that in case M is 2-connected, there is no room for additional data. We will see below that we can trivialize the element in H H d ,≥1 (A, A) using Z 1 thus reducing the space of additional data to HC − 1 (A, A) * which is zero for M simply-connected. Coproduct (χ(M) = 0 case) . In the 1-framed case, we recall that the coproduct is obtained by fiber product with the fibration Map (8)). In this case the Thom form can be lifted to a closed element T h ∈ Ω n−1 (U T M). A cochain description can thus be obtained from the A ⊗2 -bimodule map
5.3.
by tensoring with B ⊗ B over A ⊗4 . Thus to get a description, we merely need to find a homotopy inverse to the map
More concretely, we have the following (8)) Ω • (Map(8))) Ψ ≃ commutes.
6. SIMPLY-CONNECTED CASE, AND PROOFS OF THEOREMS 1.2 AND 1.3, AND THE FIRST PART OF THEOREM 1.5
Let us assume that A is a Poincaré duality model for M. For M simply-connected this exists by [27] . In that case we obtain the following models for U T M and FM M (2), cf. [26, 23, 9] ,
The map Ω • (FM 2 (M)) → Ω • (U T M) (restriction to the boundary) is modelled by the map (1, 0) ). In this case we can easily write down the maps g and h appearing in Lemma 5.2. Namely, h = 0 and the map g is given by x → (∆(x), x, 0), that is the following diagram (strictly) commutes
Thus the resulting diagram (30) is equivalent to
Note that here we did not even need to pass to a cofibrant replacement Q A of the A-bimodule A, as in Lemma 5.2. More pedantically, we can take, for example, Q A = B(A, A, A) =: B, the bar resolution of the A-bimodule A as in section 4.1, but then all maps from Q A in Lemma 5.2 factor through the canonical projection Q A → A. From this we can compute the string coproduct (cohomology product). To this end, we trace back and follow the zigzag (20) .
Let us first make explicit all cochain complex models we use. Our model for E = Map( 2 ) → M × M (loops with two marked points) is
considered as an A ⊗2 -module, and equipped with the natural Hochschild-type differential. Similarly, the cochain complex modelling Map(8) → M is
The subspace F ⊂ Map(8) (figure 8 loops with one ear trivial) is modelled by the quotient of M 8 by the summands with p > 0 and q > 0
The cochain complex computing H (LM) is the Hochschild complex
The cochain complex computing H (LM, M) in this case is the reduced Hochschild complex
We start with two cocycles a = (α 1 , · · · , α k , x) =: (α, x) b = (β 1 , · · · , β l , y) =: (β, y)
in this complex k≥1 (Ā[1]) k ⊗ A, representing cohomology classes in H (LM, M). Our goal is to produce a cocycle representing their pullback under the string coproduct. First, consider the rightmost map in (20) . The rightmost map in (20) is realized on cochains by (cf (26))
Next consider the map H •+1−n (Map(8), F ) → H •+1 (E , F ), i.e., the middle map in (20) . This map is, according to section 5.2 and the discussion in the beginning of this section, represented on cochains by the map
obtained from diagram (33) by tensoring the first row with M E over A ⊗2 and the second by M E over A. Our cocycle c 1 above is hence mapped to the cocycle
Finally, we apply the pullback via the splitting map s to obtain a map
According to Proposition 4.3 this map on cochains is given by formula (25) . Applied to our cochain c 2 the final result reads
in agreement with (6) . Summarizing, we hence obtain Theorem 1.3, i.e., the following result.
Theorem 6.1. For M simply-connected, and A a Poincaré duality model for M, the natural map
intertwines the string coproducts.
We can compute the string product on H (LM) by a similar, albeit simpler computation. To this end we begin with a cochain in the Hochschild complex
representing a cohomology class in H (LM). We then trace this class through the zigzag (18) . The image in our model M 8 for H (Map(8)) is given by formula (26) as
The remaining maps of (18), namely H •−n (Map(8)) → H • (LM ×LM) have been discussed in section 4.4. According to Lemma 5.1 and the discussion preceding it they are given on chains by tensoring the upper row (g = ∆) of (33) with B ⊗ B over A ⊗4 to obtain a map of cochain complexes
Concretely, on our cochain p 1 this produces the cochain
this agrees with (5) . It is furthermore obvious from the construction of the map via iterated integrals that the BV operator is also preserved (see Section 4.3). Hence we have shown Theorem 1.2.
Proof of first part of Theorem 1.5. Similarly, we can prove the first part of Theorem 1.5. For the string product, the same computations as above work. For the coproduct we use the description of section 5.3. Proceeding otherwise as in the relative case above we obtain the string coproduct (cohomology product) of the cocycles (α, x) and (β, y) inC (A) as the composition: 
) .
There are also slight variants. First, we have the quotient Lie bialgebra 
Twisting by Maurer-Cartan elements.
Next, it is furthermore well known that a (degree n − 2-)involutive dg Lie bialgebra structure on g can be encoded as a BV operator (up to degree shifts) on the symmetric algebra
with ħ a formal parameter of degree 6 − 2n. Concretely, on this space we then have a degree +1 operator
where δ g is the internal differential on g, δ c applies the cobracket to one factor in the symmetric product and δ b is an differential operator of order 2 applying the bracket to two factors. All relations of the involutive Lie bialgebra can be compactly encoded into the single equation
More generally, such a BV operator encodes a homotopy involutive Lie bialgebra structure (I BL ∞ -structure), see e.g. [8, section 5.4 ] for more details. Now suppose we have an element
of degree |z| = 6 − 2n. Then we may twist our involutive Lie bialgebra structure to a different I BL ∞ -structure encoded by the operator 
The operator [z, −] is always a derivation, and hence only contributes to the operations of arity (k, 1) (1 input and k ≥ 1 outputs) of our I BL ∞ -structure. In other words, the twisting changes the differential and the (possibly higher genus and higher arity) cobrackets. 7.3. Example: Lie bialgebra structure of [13] . Let now H be a (degree n-)Poincaré-duality algebra, with the Poincaré duality encoded by the map ǫ : H → K of degree −n. We want to apply the twisting construction of the previous section to the case g = C yc(H * ). Indeed, consider the degree 6-2n element encoding the product in H z = p,q,r ±ǫ(e p e q e r )(e * p e * q e *
where the e j range over a basis of H , and e * j is the corresponding dual basis of H * . One can check that this is indeed a Maurer-Cartan element in the sense of the previous subsection. Continuing to use the notation of the previous subsection the BV operator encoding the I BL ∞ -structure is just
Since z is linear (i.e., only has Terms in the k = 1 summand of (34)), and since there is no ħ-dependence, the twist in fact only changes the differential of our dg Lie bialgebra structure. In fact, the altered differential is just the Hochschild (or rather cyclic) differential, rendering g into the cyclic complex of the coalgebra H * , computing its cyclic homology. As usual, the normalized cyclic complex C yc(H * ) ⊂ C yc(H * ) is preserved under this differential and we hence have equipped it with an involutive dg Lie bialgebra structure. This is the structure found in [13] .
Ribbon graph complex.
Recall the definition of the graph complex (dg Lie algebra) GC H as in section 2.8. Note that the construction leading to GC H can be re-iterated for ribbon (fat) graphs instead of ordinary graphs.
Here a ribbon graph is a graph with a cyclic order prescribed on each star, i.e., on each set of incoming half-edges and decorations at a vertex. We denote the corresponding graphical dg Lie algebra of ribbon graphs by GC As H . There is a natural map of dg Lie algebras • Note that the ribbon graph has an underlying surface whose genus we denote by g , and number of boundary components b. • If Γ has vertices of valency = 3, we set f (Γ) = 0.
• Otherwise we set
where c j is the cyclic word obtained by traversing the j -th boundary component counterclockwise, and recording the H -decorations. 
where ∆ 0 is the (untwisted) BV operator as before. Abusively, we shall denote our I BL ∞ -algebra thus obtained by (C yc(H * ), ∆ Z c yc ). We note that this procedure alters the differential on C yc(H * ) and alters and extends the Lie cobracket by a series of higher cobrackets, i.e., operations of arity (r, 1). The twist however does not affect the Lie bracket, and there are no non-trivial operations of arities (r, s) with r, s ≥ 2 or with s > 2.
Overall we obtain the following result
is an I BL ∞ -algebra whose differential is the natural "Hochschild" differential on the cyclic complex of H * as Com ∞ -algebra.
Finally, we claim that our I BL ∞ -structure on C yc(H * ) restricts to the normalized subspace C yc(H * ). That means concretely that the operation [Z c yc , −] cannot introduce terms that contain a cyclic word containing the letter 1 * ∈ H * . Indeed, by the remark at the end of section 2.8 we know that the only pieces of Z c yc that contain the letter 1 * at all are those arising from the leading order part z (as in (13)) of the Maurer-Cartan element. However, this piece just controls the commutative product on H , and hence it leaves the reduced part C yc(H * ) invariant. (This is for the same reasons that the reduced Hochschild or cyclic complex is a subcomplex of the full Hochschild or cyclic complex.) Overall, we obtain the following result, which yields the first statement of Theorem 1.4.
is an I BL ∞ -algebra whose cohomology is the reduced cyclic cohomology of the Com ∞ -algebra H * . 7.6. Graded Lie bialgebra structure. Any I BL ∞ -structure on a graded vector space V induces an ordinary involutive Lie bialgebra structure on the cohomology H (V ). In particular, from the the I BL ∞ -structure on Cyc(H * ) from the previous subsection we obtain a graded involutive Lie bialgebra structure on the cyclic cohomology H (Cyc(H * )) of the Com ∞ -algebra H . The remaining statement of Theorem 1.4 (to be shown) is encoded in the following result. The proof will occupy the next two sections, and proceeds by an explicit computation. At this point, let us just make the Lie bialgebra structure on the left-hand side more explicit. First, the differential on the cyclic complex Cyc(H * ) is given by the genus zero (ħ 0 -) and 1-boundary-component-part z 0 of the MC element Z c yc . This is just given by the tree piece, which is in turn given by the tree piece Z t r ee of Z ∈ GC H encoding (only) the Com ∞structure on H . The Lie bracket is not altered, as we remarked above. The Lie cobracket is altered, but only receives contributions from the genus-0 and 2-boundary-components-part z 1 of Z c yc . This is just the 1-loop part, determined by the 1-loop part Z 1 of Z ∈ GC H , cf. (10) . There are no further corrections to the cohomology Lie bialgebra structure.
GRAPHICAL VERSION
Having proven Theorems 1.2, 1.3 and the first part of Theorem 1.4, it remains for us to show the remaining statement of Theorem 1.4, or more precisely Theorem 7.3. To do this we will use the explicit zigzags of section 5 defining the string (co)product (respectively the (co)bracket). However, in the non-simply connected situation we cannot use the Lambrechts-Stanley model for configuration spaces, unfortunately. Hence we use the more complicated graphical models of configuration spaces of [9] . In this section we shall introduce the specific models and some auxiliary results. Finally, the proof of Theorems 1.4, 7.3 will be given in section 9.
Technically, the goal of this section is to write down formulas for the homotopy commuting squares in Lemmas 5.4 and 5.2.
Graphical models for configuration spaces.
Recall that the main input to our construction of the string bracket and cobracket is the compactified configuration space of 2 points on M, FM M (2), together with the boundary inclusion and the forgetful maps
The goal of this subsection is to construct a real model for the objects and morphisms in this square. More precisely, we require a dgca A quasi-isomorphic to M and two A ⊗ A-modules modelling the upper arrow in the diagram.
We note that the morphisms in the above square can be interpreted as the simplest non-trivial instances of the action of the little disks operad on the (framed) configuration space of points. Furthermore, combinatorial models (graph complexes) Graphs M for configuration spaces of points, with the little disks action have been constructed in [9, 7] , from which a dgca model of the morphism (35) can be extracted, cf. section 2.7 above. However, in our situation their models can be much simplified, essentially by discarding all graphs of loop orders ≥ 2. Concretely we make the following definitions.
• Our dgca model for M will be the tree part of * Graphs M (1), that is the space spanned by rooted (at least trivalent) trees, where each vertex is decorated by an element of SymH • . We denote this dgca by A. It can be identified with
that is the bar-cobar resolution of the Com ∞ algebra H • .
• Our model for FM M (2) will be the tree part of * Graphs M (2), which we denote by C . It has a natural decomposition as a graded vector space
with an additional differential d s : B(A, A, A) → A ⊗ A. The graphs in the two summands are schematically depicted as follows.
where A stands for forests of trees with decorations inH as above. The differential d s (from left to right in the picture) comes from the piece of (8) that cuts an edge.
• Our model for U T M will be the subspace U ⊂ Graphs M (1) spanned by graphs of loop order ≤ 1, where tadpoles are only allowed at the root. Concretely, such graphs can have the following shapes.
Let T ∈ U be the cochain given by the tadpole graph and let Y ∈ U be the tripod graph decorated by Poincaré dual classes.
(37)
In particular, there is a canonical cochain ν given by the tadpole at the root plus the tripod decorated by Poincaré dual classes, satisfying dν = χ(M)ω, with ω ∈ H n (M) being a volume form, normalized so that M has volume 1.
We can decompose our model as follows into graded vector subspaces
where the terms are as follows.
-The term A corresponds to the first type of graphs in (36).
-The term AT corresponds to the second type of graphs in (36).
-U = (B(A, A, A) ⊗ A⊗A A) Z 2 corresponds to graphs of the third kind with a "stem" of length 0. (A, A, A) ) Z 2 corresponds to terms of the third kind in (36), with the "stem" containing at least one edge. The differential contains several pieces between our subspaces above.
-There are internal pieces of the differential acting on A, by edge contraction and edge splitting. These terms depend on the tree part Z t r ee of the partition function of section 2.8. -There is a piece of the differential d c : U → U by contracting of the stem if it has length exactly 1.
-There is a piece d s p : U → A By cutting an edge in the loop.
-Similarly, there is a piece d s : U → A.
-Finally there is a piece d s s : U → A by cutting an edge in the stem. This disconnects the loop, and "sends it to a number" by using the loop order one part Z 1 of the partition function (10) . Moreover, one has that dν ∈ A is a single vertex decorated by a top form ξω representing the Euler class of the manifold.
We let f : C → U denote the natural map obtained by restricting to the boundary. After choosing a propagator, [9] construct the following maps of complexes
). They are compatible with the A-module structure and restriction to the boundary. Moreover, the element ν ∈ U is a representative of the fiberwise volume form, such that the Thom class T h ∈ A ⊕U [1] is represented by χ(M)ω⊕ν and a lift in the χ(M) = 0 case is given by Th = ν ∈ U . Remark 8.1. We want to think of these graph complexes as constructed similarly to the Hochschild complexes from skeleton graphs, where the Hochschild edge B is replaced by the "graph edge" which can be defined as
We can write the total differential as d = d Hoch + d c + d s , where d c : B → A is the counit, and d s (|) = |e i ⊗ e i |. The two extra differentials will correspond to maps between parts of a graph complex with differing skeleta. Namely, the first corresponds to contracting an edge, while the second one corresponds to splitting one.
The edge splitting map d s : B → A ⊗ A can be expressed in two steps, first splitting the Hochschild edge and adding decorations |e i ⊗ e i | and then identifying the two resulting bar complexes as part of two copies of the bar-
We will use the notations
and B m r −→ A x|α|y −→ (xα)y for these maps. These maps have useful commutation relations with the contracting and the splitting differential, that is, we obtain for instance [d, m l ](x|α|y) = ǫ(α)x y − d s (m l (x|α|y)),
hence we obtain a homotopy between ǫ : B → A and d s (m l (x|α|y)) = xm l (α ′ e i )z 0 (e i α ′′ y) = xα ′ e i z 0 (e i α ′′ y). We will use this to obtain a homotopy between 1y and something that lives in the trivalent part in cases when y itself is not trivalent.
Proof. The map being an inclusion, it suffices to show that the cokernel
is contractible. We consider the short exact sequence
and note that the outer terms are contractible.
The following follows directly from [9] .
Proposition 8.3. The following cube commutes and all the vertical maps are quasi-isomorphisms.
In other words, the upper face of the cube is indeed a model for the square (35) as desired.
Proof. The diagram commutes by construction. Since the vertical maps on the back face are quasi-isomorphisms, and the previous lemma, it is enough to show that the map cone(
is a quasi-isomorphism. This is clear, since by the Thom isomorphism both have cohomology a free H -module with generator given by the Thom class, and the vertical map respects these Thom classes by construction.
We recall that for the construction of the coproduct in the case χ(M) = 0 we used the map (in the derived category) of A-bimodules → A) , where ν is a (in this case closed) fiberwise volume form. The above proposition allows us to replace this map with
It follows directly from the proposition that the second arrow is a quasi-isomorphism and hence the map is welldefined. More concretely, after tensoring everything from both sides with B, we obtain a map
defined by the requirement that the diagram
commutes up to homotopy. We seek to compute the map g explicitly. For this we essentially spell out the formulas implicit in the proof of Lemma 8.2.
In the case of the reduced coproduct we note that the above proposition also direcly implies the existence of a homotopy commuting diagram
Recall that in this case the homotopy is extra data (and not a property of g ) that appears in the description of the coproduct. Again, we will obtain formulas by spelling out the contracting homotopy of the upper face of the cube in Proposition 8.3 at least for the image of the map ∧T h.
A contracting homotopy.
In this section we will produce an explicit contracting homotopy of (the total complex of) the diagram in Lemma 8.2. Using the explicit description of C and U we can write the square as
where same-colored elements correspond to contractible subquotient complexes. Our strategy is to write down a contracting homotopy h 0 for each of these complexes and then get an overall contracting homotopy H by the perturbation lemma. Since we want to construct a contracting homotopy in A-bimodules we will take first tensor the diagram with B over A form the left and from the right to obtain (42)
We now describe the components of the contracting homotopy h 0 , that is contracting homotopy of each of the colored subquotient complexes (tensored with B ⊗ B if our homotopy makes use of it). [1] has two components given by the formulas above.
We could simply chose the identity to be our homotopy. However, since we want to obtain a formula that lives in trivalent graphs (i.e. all Com ∞ -multiplications have been carried out), we choose a slighty more complicated contracting homotopy, namely we define
which is a degree −2 map on cone (B ⊗ B → B ⊗ B) , that is we map [1] . We then take h 0 = id[1] + [d, m] as our contracting homotopy, where id [1] is the canonical contraction. Thus h 0 (u, v) = (mu + (1 − [d B ⊗B , m] )(v), mv). Similarly to the discussion in (39) we obtain that m gives a homotopy between the identity and the map
which we will abbreviate to (α ⊗ β) → (α ′ |d s (α ′′ )) ⊗ β. Thus the homotopy h 0 is given by the formula
Similarly to above we get a contracting homotopy using deconcatenation and the interval action, namely it is given by components
which both descend to Z 2 -coinvariants since the shuffle product is commutative.
Similarly to the blue homotopy, we want to "carry out one Com ∞ -multiplication". We again twist the canonical contracting homotopy by the map
to obtain the homotopy
Let us note that the only parts of the differential disregarded in the homotopy h 0 are those from the horizontal maps in our diagram and all the "splitting differentials" by cutting edges in graphs. Thus decomposing the differential of the total complex into d = d 0 + d 1 , where now [d 0 , h 0 ] = id, we obtain the contracting homotopy H by
where one checks that the sum is finite, namely
Let us universally denote by π : B ⊗ A (−) ⊗ A B → (−) the projection undoing the tensor products with B that we introduced above. Then we decompose π • H = H A⊗A + H A + H C + H U according to the target space. For instance H C : A ⊕ A ⊗ A ⊕ C ⊕ U → C (with degree shifts ignored). For the string coproduct in the reduced case (i.e., on H (LM, M)) we need to find g and h such that
is a homotopy commuting square. We choose
Composing with the projections We note that Th = T +Y +χ(M)ω has three components, with T ∈ U the tadpole graph (first term in (38)), Y ∈ U the second term in (38) and ω ∈ H n (M) ⊂ A the top dimensional cohomology class, normalized so that M has volume 1. The major contribution to g , h above comes from the piece T ∧, it image lies in the red summand of the lower right corner of (42). On this summand, the homotopy H is nontrivial, and we shall evaluate it now.
8.3.1. Image of the tadpole graph. We evaluate the formulas for H A⊗A •(∧T ) and H A •(∧T ) step by step on a typical element
Note that this is enough since H is a map of A-bimodules.
The terms of H (α|x|β ∧ T ) are obtained by iteratively applying h 0 and d 1 ,
where we decomposed the images according to which corner of the square they lie in. In the following we compute each term and show that the missing components are zero. Using this notation we have
The term Ψ C 1 is obtained by applying the purple homotopy, that is we obtain
where the middle edge is drawn in a different manner to remember that we think of it as a "graph edge" and not a "Hochschild edge", i.e. there is a splitting differential. Applying d 1 gives two components, one coming from splitting the middle edge and one from the horizontal map f : C → U . We write
. To obtain the Ψ 2 's we have to apply the blue homotopy to Φ C 1 and the orange homotopy to Φ U 1 Then Ψ A⊗A 2 + Ψ C 2 = h 0 Ψ C 1 are the components after applying the blue homotopy. That is
The term Ψ U 2 obtained by applying the orange homotopy to Φ U 1 and hence
Here β ′′ > 0 denotes the condition that β ′′ contains at least 1 element of A, that is we apply the reduced coproduct on this factor. The term Φ A 2 is the image of Ψ A⊗A 2 under the horizontal multiplication map, that is
The two components of the term
Since we have no need for the term Ψ U 3 we only compute Ψ A 3 . It is obtained by applying the green homotopy to Φ A 2 and Φ U 2 , that is
The formulas simplify vastly if x = 1, namely
9. PUTTING IT ALL TOGETHER, AND PROOF OF THEOREM 7.3
We are now ready to describe the string bracket and cobracket on the cyclic words C yc(H ) computingH S 1 (LM) and in particular prove Theorem 7.3.
We will proceed essentially as in section 6 for the computation of the product and coproduct. Here we will use the dgca model A of M given by graphs as in section 8. The cochain complex computing H (LM) is then the reduced Hochschild complexC
The cohomology H = H • (M) forms a Com ∞ -algebra, and A is its canonical resolution as a Com-algebra. Hence, there is a natural Com ∞ -map H → A. It follows that we also have a canonical map between the Hochschild complexes, cf. section 2.3C
Unfortunately, we do not know a natural way to construct an (explicit) Com ∞ or Com ∞ -map A → H . Nevertheless, the natural projection of graded vector spaces A → H induces a well defined map B ⊗ A e A ⊃ (B ⊗ A e A) triv, cl pr −→ TH ⊗ H . on the subspace of closed with respect to edge contraction and trivalent elements where the first inclusion is a quasi-isomorphism and the projection is a bijection.
Remark 9.1. The last formula is stating the fact that given a Com ∞ algebra H one can construct Hochschild chains either by bar-cobar resolving H as a Com ∞ -algebra or by doing associative cobar and taking Hochschild chains on the resulting (cofree) coalgebra (and recalling that Hochschild chains of a (co)free (co)algebra T V are given by T V ⊗ (V ⊕ R)).
Since the Connes' operator is compatible with that projection the discussion about negative cyclic homology of section2.3 carries over to the model (TH ⊗ H ) and we obtain similarly a quasi-isomorphism Cyc(Ā) ⊃ Cyc(Ā) triv,cl pr −→ Cyc(H ), with the projection being a bijection. 9.1. String product and bracket. We now obtain a description of the string product (cohomology coproduct). Let us first consider the operation H • (LM) ⊗ H • (LM) ←− H • (Map (8)). By Lemma 5.1 it is obtained from
is the Hochschild homology on the dumbbell (whose handle consists of two edges) graph. We now define an inverse to the quasi-
A induced by mapping the figure eight to the dumbbell,
∈ ∈
Composing with the map Map(8) → LM described in (26) we now obtain a description of the string product (cohomology coproduct) as the composition (3) ) * x α (1) xα (4) x (α (6) ) * ⊗ α (5) α (2) ⊗H A⊗A ((α (3) ) * xα (1) xα (4) x(α (6) ) * ∧Th)⊗α (5) 
Since the homotopy H A⊗A was constructed to respect trivalent graphs, we can readily restrict the above map to closed (with respect to edge contraction) trivalent graphs. Identifying the corresponding spaces with TH ⊗ H we obtain the following Theorem 9.2. Under the natural map TH ⊗ H → Ω • (LM) the string product is given by (3) ) * x α (1) xα (4) x (α (6) ) * e j )(α (2) |e i ) ⊗ (α (5) |e j ).
The string bracket (cohomology cobracket) is given by the composition (23) where the maps are modelled by Lemma 4.6. In particular, in the above formula x = 1 and we get the simplified formula in where (Inn → Der(L)) is the Harrison complex of H • . After shifting by n − 1 the positive truncation gives us that
is a quasi-isomorphism (see also Proposition 65 in [9] for a direct proof). We have thus obtained the following Lemma 9.4. The identification π ! of (Inn → Der(LieH • )) + with a direct summand of Cyc(H • ) intertwines the natural action of the Harrison complex on the cyclic complex with the adjoint action.
9.2. String coproduct and cobracket. As before, we will distinguish two cases, the 1-framed case in which a nonvanishing vector field is chosen (and necessarily χ(M) = 0), and the reduced case for general M. 
An inverse of the last quasi-isomorphism is given by
i.e. the homotopy equivalence of the mapping spaces of the figure 8 and the theta graph. Finally, we compose it with the map in diagram (27) to obtain the coproduct. We thus obtain the formula 
Since the homotopy inverse (49) is a strict right inverse and the boundary map in the upper complex factors through this projection, we can use it again to invert the last quasi-isomorphism in the diagram. Moreover, since
A is onto, we can simplify the last term by taking the kernel of this map, that is our model for Ω • (Map(8 
We then see that the composite
is the same as in the 1-framed case, and hence so are the formulas. (−) to its arityk-truncated version, seeing only configuration spaces of ≤ k points. We also added the corresponding rationalized versions in the lower row. We could also consider instead the non-framed configuration spaces FM M , as a right modules over the fiberwise E n -operads FM M n , or replace the diagram with an version for configuration categories [5] . In any case the arrows in the diagram above are not well understood, and the usual embedding calculus convergence estimates do not apply. That is π * (Diff 1 (M)) acts onH S 1 (LM) by derivations of the Lie bialgebra structure. That the cobracket is preserved will give us a non-trivial term measuring the difference between Diff 1 (M) and aut 1 (M), where aut 1 (M) is the identity component of the monoid of self-maps. Namely, we have π * (Diff 1 (M)) Der [,] ,δ (H S 1 (LM)) π * (aut 1 (M)) End(H S 1 (LM)).
Let now M be simply-connected, such that we have rational models. Then the lower arrow factors through π * (aut 1 (M)) → H (Der(LieH • )/ Inn(LieH • )) → End(H S 1 (LM)),
where LieH • (the cobar construction of the Com ∞ coalgebra H • ) is the underlying Quillen model for our free model A for cochains on M. As noted in Lemma ?? we can identify H ((Der(LieH • )/ Inn(LieH • )) + ) with the (> n-degree part of the) lowest Hodge-degree summand of H S 1 (LM) such that the action becomes the adjoint action. It follows that the map π * (aut 1 (M)) → End(H S 1 (LM)) factors as the adjoint action of the string bracket π * (aut 1 (M)) → H S 1 (LM) (2) [n − 1] → End(H S 1 (LM)),
In particular, we see that while the string bracket is preserved by every element in π * (aut 1 (M)), in contrast the string cobracket is (generally) not. More concretely, let x ∈ π * (aut 1 (M)) = H S 1 (2) (LM). Using the 5-term relations for the Lie bialgebra we then see that [x, ·] is a derivation for the Lie bialgebra structure if and only if [y, δ(x)] = 0 for all y ∈H S 1 (LM). and we take the kernel of that cocycle.) Thus we can work in the non-reduced setting, which is Diff ξ 1 (M)-equivariant by a similar argument as above. And can in particular apply the counit H S 1 (LM) → R on one factors of the above equation. We refer to [2] for the fact that by applying the counit we obtain (1 ⊗ ǫ)δ(x) ∈ Z (H S 1 (LM, M), [, ] ).
To illustrate the nontriviality of this condition. Let us now take M = (S n ⊗S n ) #g for n odd. It is formal and coformal (i.e. the cohomology algebra is Koszul). In that case the Lie bialgebra is the same as the one obtained from a surface (or the one constructed by Schedler) see also [2] . Moreover, it has trivial center and we thus obtain that π * (Diff(M)) lie in the kernel of (1 ⊗ ǫ)δ. We moreover identify π * (aut 1 (M)) ⊗ R = OutDer + (L), where L = Lie(x 1 , . . . , x g , y 1 , . . . , y g )/(ω)) and ω = i [x i , y i ] (see for instance Theorem 5.7. in [4] ). The action on the framing gives a map π * (aut 1 (M)) → H and hence π * (aut ξ 1 (M)) differs from π * (aut 1 (M)) by at most a factor of H . The elements that preserve the cobracket are now ker(1 ⊗ ǫ)δ = {u ∈ OutDer + (L) | (1 ⊗ ǫ)δ(u) = 0}, and (1⊗ ǫ)δ(u) can be identified with some non-commutative divergence as in [2] . Note that this last Lie algebra is very closely related to krv g ,1 (see loc. cit. for a definition). By definition ker(1 ⊗ ǫ)δ → OutDer + (L) is exact in the middle and one checks that the second map is non-trivial. Thus we indeed get obstructions for π * (Diff) in this case. 10.3. Outlook, and a conjecture. Note that in our definition the string topology operations on the rational (or real) cohomology of the free loop space depend on M only the rational (or real) homotopy type of the configuration spaces of up to two points on M. Hence string topology, to the extend considered here, contains at most as much "information" about M and Diff(M) as can be obtained through at the second stage of the rationalized Goodwillie-Weiss tower, appearing at the beginning of this section.
In general, one might conceivably consider a larger set of string topology operations, as has been done for example in [11] . One might also lift these operations to the (say rational) (co)chain level. We raise the admittedly very vague conjecture, that nevertheless string topology is at most as strong an invariant of the manifold as can be obtained via the configuration spaces. More concretely, we conjecture that the higher string topology operations on rational cohomology or cochains of LM can all be described using the rational homotopy type of FM M as a module over the fiberwise little disks operad FM M n . (Alternatively, this can be replaced by the configuration category of M of [5] .) Furthermore, in this manner one will likely obtain a morphism of topological groups Diff(M) → "Aut h string topology (C (LM))" from the diffeomorphism group to the group of homotopy automorphisms of the cochains on LM, preserving all string topology operations. The precise formulation of the right-hand side is to be found, there are several nice subsets of operations one can consider. We conjecture that at least for for simply connected M the above morphism of topological groups factors through the homotopy automorphisms of the rationalized version FM M as a module over the fiberwise little disks operad FM M n . Equivalently we may also take Aut h (FM f r n ) Q ((FM f r M ) Q ). The homotopy type of the latter object will be determined in [32] , with the result that a Lie model is given by a slight extension of the graph complex GC M of section 2.8, which also naturally acts on our model Graphs M of the configuration spaces. Hence the appearance of the one-loop term Z 1 in the formulas of Theorems 9.5 and 9.6 above can be seen as a reflection of the appearance of configuration spaces in string topology.
In the other direction, there have been several results or announced results that string topology only depends on the (rational) homotopy type of M, for some subsets of string topology operations considered. Our work indicates to the contrary that string topology, with the correct set of operations, can be used to access information of M beyond its rational homotopy type.
