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Abstract
We study the production of entropy in the context of a nonequilibrium chiral phase transition. The dynamical
symmetry breaking is modeled by a Langevin equation for the order parameter coupled to the Bjorken
dynamics of a quark plasma. We investigate the impact of dissipation and noise on the entropy and explore
the possibility of reheating for crossover and first-order phase transitions, depending on the expansion rate
of the fluid. The relative increase in S/N is estimated to range from 10% for a crossover to 200% for a
first-order phase transition at low beam energies, which could be detected in the pion-to-proton ratio as a
function of beam energy.
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1. Introduction
Ultrarelativistic heavy-ion collsions experiments
at RHIC and LHC have provided strong evidence
for a quark-gluon plasma (QGP) phase at large
temperatures and densities. One of the character-
istics of this new phase of strongly-interacting mat-
ter is the restoration of chiral symmetry which is
spontaneously broken in the ground state of quan-
tum chromodynamics (QCD). Lattice QCD studies
have revealed a crossover chiral transition for small
baryochemical potentials µB [1–4], while evidence
for a critical point (CP) and first-order phase tran-
sition has been obtained from functional methods
allowing the exploration of regions with large val-
ues of µB [5, 6]. Recently, considerable progress has
been made in constructing a QCD equation of state
with a CP based on lattice QCD data [7].
The experimental search for the QCD phase tran-
sition is nowadays one of the central goals for cur-
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rent and future collider facilities. It is mainly
driven by measurements of net-proton or net-charge
multiplicity fluctuations [8–11] which are expected
to show characteristic nonmonotonic behavior near
the phase transition and especially near the CP
where the correlation length diverges [12–20]. A
proper understanding of the experimental results,
however, requires careful analysis of the dynami-
cal processes that will have an influence especially
near a CP where critical slowing down severely lim-
its the growth of the correlation length and there-
fore of critical fluctuations [21], and memory effects
can lead to a broadening of the critical region [22].
Nonequilibrium models have tried to address these
issues demonstrating critical slowing down near a
CP [23–27] and spinodal decomposition resulting in
domain formation at a first-order phase transition
[28–32]. Near a CP, the nonequilibrium dynamics
will influence the order parameter and, related to
that, experimental observables such as net-baryon
or net-proton multiplicity fluctuations [20, 33, 34].
While ideal hydrodynamics preserves the total
entropy, the addition of dissipation and fluctuation
Preprint submitted to Elsevier October 8, 2018
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in nonequilibrium models will lead to an increas-
ing entropy, an effect that is going to be addressed
in this paper both qualitatively and quantitatively,
together with its potential as an experimental sig-
nal for a first-order QCD phase transition. One
can expect that a delay in the relaxation of the
critical mode produces additional entropy [35]. In
this work, we explore the impact of dynamical ef-
fects on the production of entropy within a model
describing the realistic dynamics of the chiral tran-
sition, the recently studied Nonequilibrium Chiral
Fluid Dynamics (NχFD) [36, 37]. We investigate
the evolution of the critical k = 0 mode of the chi-
ral order parameter field coupled to the longitudinal
Bjorken-type expansion of a quark-antiquark fluid.
It should be noted that this approach does not cover
various other sources of entropy production such as
shear viscosity [38] or compression during the early
stage of a heavy-ion collision [39].
Results presented in this article are of consider-
able interest for experiments at the future facilities
of FAIR [40], NICA [41], and also for RHIC’s BES
II program.
The present paper is structured as follows: We
present the dynamical equations of our model in
Sec. 2 and apply these in Sec. 3 to study the produc-
tion of entropy from dissipation and fluctuations.
Sec. 4 then presents results on the impact of initial
conditions on the entropy increase and reheating
for crossover and first-order phase transition evo-
lutions. This will be further investigated in Sec. 5
where these effects are compared for different tran-
sition scenarios. In the end, we will conclude with
a summary and outlook in Sec. 6.
2. Chiral Bjorken dynamics
Our ansatz for the chiral phase transition is the
linear sigma or quark-meson model which has the
essential features of a crossover for small bary-
ochemical potentials and a CP and first-order phase
transition at large values of µB. The Lagrangian
density of this model is
L = q (iγµ∂µ − gσ) q + 1
2
(∂µσ)
2 − U(σ) , (1)
U(σ) =
λ2
4
(
σ2 − f2pi
)2 − fpim2piσ + U0 . (2)
Here, we have readily set the pion fields equal to
their vacuum expectation value of zero as we focus
on the evolution of the field σ as the chiral order
parameter. The field q = (u, d) includes the light
quark fields only. The parameters of this model are
chosen in the standard fashion with fpi = 93 MeV,
mpi = 138 MeV and U0 such that the potential U(σ)
vanishes in the ground state. The quark-meson cou-
pling g is fixed by the condition that gσ equals the
nucleon mass of around 940 MeV in vacuum.
The equation of motion for the zero mode σ(τ) =
1
V
∫
d3xσ(τ, x) reads
σ¨ +
(
D
τ
+ η
)
σ˙ +
δΩ
δσ
= ξ , (3)
with the dot referring to the derivative with respect
to proper time τ . The potential Ω = U + Ωqq¯ con-
tains the mean-field quark-antiquark contribution
Ωqq¯ = −2NfNcT
∫
d3p
(2pi)3
[
log
(
1 + e−
E−µ
T
)
(4)
+ log
(
1 + e−
E+µ
T
)]
,
(5)
with Nf = 2, Nc = 3 being the number of light
quark flavors and colors, T the temperature and
µ = µB/3 the quark chemical potential. The dy-
namically generated energy of a constituent quark
with momentum p is E =
√
p2 + g2σ2. In the Hub-
ble term ∼ D/τ , we set D = 1, considering the
case of a longitudinal expansion along the direc-
tion of the beam axis. The damping coefficient η
describes various dissipative processes of the sigma
field: First, mesonic interactions, i.e. scattering of
a condensed sigma meson with a thermal sigma,
σσ ↔ σσ, and two-pion decay, σ ↔ pipi [42]. Sec-
ond, meson-quark interactions, σ ↔ qq¯ [37]. We
include all of these within a phenomenological con-
stant damping coefficient of η = 2.2/fm [43]. The
stochastic noise field ξ is assumed to be white and
Gaussian, characterized by mean and variance,
〈ξ(t)〉 = 0 , (6)
〈ξ(t)ξ(t′)〉 = 2Tη
V
δ(t− t′) . (7)
We assume the quark degrees of freedom to con-
stitute an ideal fluid with energy-momentum ten-
sor Tµνq = (e+ p)u
µuν − pgµν . Energy-momentum
conservation now dictates the vanishing of the di-
vergence of the total energy-momentum tensor,
∂µT
µν = ∂µ
(
Tµνq + T
µν
σ
)
= 0 . (8)
2
A self-consistent derivation within the two-particle
irreducible action formalism as in [37] yields
∂µT
µν
q =
[
δΩqq¯
δσ
+
(
D
τ
+ η
)
σ˙
]
∂νσ. (9)
Contracting Eq. (9) with the four-velocity uν gives
the equation for the evolution of the energy density,
e˙ = −e+ p
τ
+
[
δΩqq¯
δσ
+
(
D
τ
+ η
)
σ˙
]
σ˙ . (10)
The net-baryon density follows the equation
n˙ = −n
τ
. (11)
Finally, the coupled set of equations (3) and (10)
is closed by the equation of state, p = −Ωqq¯. The
entropy density at each time τ is then given by
s =
e+ p− µn
T
, (12)
and is supposed to yield a conserved total entropy
for ideal hydrodynamic evolution. In this case,
the equations would need to be modified such that
e = T ∂p∂T − p+ µn+U and p = −Ωqq¯ −U together
with the condition that the field σ is equal to its
equilibrium value at all times. This naturally leads
to sτ = s0τ0. The evolution then simply follows
the isentropes of the quark-meson model as they
have been calculated in [44], showing a characteris-
tic bending of trajectories at the phase boundary.
The Langevin equation (3) describes the relax-
ation of the critical mode. Near equilibrium, ne-
glecting stochastic fluctuations, we may write this
as
σ¨ + ησ˙ +m2σ(T )σ ≈ 0 . (13)
Here, mσ(T ) denotes the temperature-dependent
screening mass of the sigma meson, defined as the
second derivative of Ω with respect to σ at its global
minimum. The solution of this equation is given by
σ(τ) ∼ eατ with
α = −η
2
±
√
η2
4
−m2σ(T ) . (14)
For the underdamped or critically damped case
with mσ(T ) ≥ η/2, this gives a relaxation time of
2/η ≈ 0.9 fm which is prolonged if mσ(T ) < η/2,
which is the case around the transition and espe-
cially near the CP where mσ(T ) → 0 and critical
slowing down sets in.
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Figure 1: Top: Event-averaged sigma field. Middle: Fluctu-
ation of the sigma field from equilibrium ∆σ =
√〈σ − 〈σ〉2〉.
Bottom: Entropy per baryon as a function of proper time τ ,
comparing evolutions with a full Langevin dynamics, with-
out dissipation and noise and with dissipation but no noise.
3. Entropy production from dissipation and
fluctuations
Besides the full Langevin dynamics, it is in-
structive to study Eq. (3) without noise (ξ =
0) and without dissipation and noise (η = 0,
ξ = 0), the latter case representing a propaga-
tion according to the classical Euler-Lagrange equa-
tion. We choose an initial condition (T0, µ0) =
(171, 19) MeV, resulting in an evolution passing
through the crossover region of the quark-meson
model over a proper time from τ = 1 to 10 fm. The
initial entropy-to-baryon number ratio is S/N =
124.5 and is constant for ideal hydrodynamics, char-
acterized by the equilibrium condition σ = σeq,
with
∂Ω
∂σ
∣∣∣∣
σ=σeq
= 0 . (15)
The dynamical treatment of the chiral order pa-
rameter, however, raises the expectation that re-
laxational effects and fluctuations produce entropy
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during the evolution through and beyond the tran-
sition. We show the evolution of 〈σ〉, ∆σ =√〈(σ − 〈σ〉)2〉 and S/N as a function of τ in Fig. 1.
Here, 〈σ〉 and ∆σ are scaled by the vacuum expec-
tation value fpi and 〈·〉 denotes the event-average
over different noise configurations which is applied
in the case of the full Langevin dynamics. In the
upper plot, we can follow the relaxation of the or-
der parameter to equilibrium during the crossover
transition. While the scenario without dissipation
and noise leads to unphysical fluctuations around
equilibrium, the damping term ensures the proper
relaxational dynamics. The further addition of a
noise term slightly increases the relaxation time,
similar to what has been observed in [45] for the
Langevin dynamics of the SU(2) deconfining tran-
sition. In the behavior of ∆σ, we see that the noise
also prevents the fluctuations around the equilib-
rium value to vanish, ensuring that ∆σ remains fi-
nite also for later times, when fluctuations in the
noise-free case with η > 0 have already vanished.
The initial rapid increase in ∆σ results form the
rapid decrease in temperature which the order pa-
rameter is not able to follow immediately. The sub-
sequent decay of this fluctuation from τ = 2.5 to
5.5 fm evolves parallel to the rapid increase of σ to-
ward its low-temperature equilibrium value. In the
same time, a clear increase in the entropy is seen
for the two scenarios with η > 0, as a result of the
energy transfer ∼ ησ˙ during the rapid decay of the
chirally restored phase. Besides the impact of fric-
tion, the plot on the bottom reveals another source
of entropy production, namely fluctuations in the
order parameter. For the full Langevin dynamics,
these seem to produce a steady increase in entropy
both before and after the transition process while
the large fluctuations around the expectation value
in the case without damping and noise leads to a
stronger increase due to fluctuations during and af-
ter the transition.
4. Impact of the expansion rate
In this section, we are going to investigate the
relation between the initial state and the amount
of reheating at a crossover and first-order phase
transition. We will see that this also has an ef-
fect on the evolution of the entropy. We choose
three different initial conditions along an isentropic
trajectory above the crossover region and the first-
order phase transition line, each. The trajectories
for these events are shown in two plots in Fig. 2.
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Figure 2: Top: Event-averaged trajectories for a crossover
transition, starting on the same isentrope but with different
distances to the phase boundary. Bottom: Event-averaged
trajectories for a first-order phase transition. The dotted
line delineates the crossover and first-order phase transition,
respectively.
The first remarkable thing to observe is a reheating
process after passing through the crossover, an ef-
fect that usually occurs after the decay of a super-
cooled state in a first-order phase transition. Al-
though no supercooling happens for the dynamical
crossover, a delay in the relaxation process during
the rapid phase change will nevertheless lead to sig-
nificant energy dissipation and consequently to an
increase in T . We see that the trajectory below the
crossover line depends on the initial conditions, tra-
jectories starting closer to the crossover line tend to
overshoot the phase boundary further. The reason
for this is that for those events, the expansion rate
∼ 1/τ at the phase boundary is larger, i.e. while the
relaxation time is roughly the same, the more rapid
expansion leads to a lower T and µ before the re-
laxation process to the chirally broken phase starts.
At a first-order phase transition, the overshooting
effect is the same and has also been found before
in inhomogeneous media [32]. In contrast to the
crossover, however, we can see a clearer difference in
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Figure 3: Top: Event-averaged entropy increase for a
crossover scenario, corresponding to the trajectories in Fig.
2 (top). Bottom: Event-averaged entropy increase for a first-
order phase transition, corresponding to the trajectories in
Fig. 2 (bottom).
the evolution below the phase transition line. Start-
ing closer to the phase boundary leads to a stronger
reheating process which can here be ascribed to the
formation and decay of a supercooled state. The
longer this state survives, the larger amount of en-
ergy will be dissipated into the fluid causing a larger
rise in the temperature. In the context of heavy-ion
experiments, it is important to understand this ef-
fect as it will create additional thermal background.
Finally, we note that significantly higher values of
µ are reached by choosing an initial state farther
away from the first-order phase transition line.
Fig. 3 shows the evolution of S/S0. Here, we
consider the relative increase in entropy by dividing
through the initial entropy of the medium S0 ≡
S(τ = 1 fm). We see that, in general, the entropy
increases stronger at a first-order phase transition
than at a crossover. Furthermore, the amount of
increase depends on how close the initial condition
is to the phase boundary, with a higher expansion
rate resulting in a larger increase in S.
5. Entropy increase with and without latent
heat
We are now prepared to estimate the entropy pro-
duction for events with different initial densities,
probing different regions of the phase diagram. To
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Figure 4: Event-averaged trajectories for several initial con-
ditions, probing different regions of the phase diagram. The
dashed line corresponds to the phase boundary and the black
dot indicates the position of the CP.
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Figure 5: Relative entropy increase for the trajectories
shown in Fig. 4. We see that with increasing initial µ, the
entropy increase becomes more significant.
make the results comparable, we are choosing initial
conditions all across the phase diagram in such a
way that each trajectory is going to meet the phase
boundary at a fixed proper time of τ = 2 fm. Al-
though this does not necessarily reflect the exper-
imental reality where the initial condition is solely
determined by the beam energy and nucleon num-
ber, this will help us disentangle effects of different
transition types from the impact of the expansion
rate discussed in the previous section. The trajec-
tories are shown in Fig. 4, together with the corre-
sponding evolution of S/S0 in Fig. 5. A clear trend
is found: While for a crossover and CP transition
the entropy increase is of the order of 10 − 20%,
slowly becoming larger for transitions closer to the
5
CP, the presence of a latent heat amplifies this ef-
fect, resulting in an increase of up to 100% for the
trajectory with the strongest first-order phase tran-
sition.
Experimentally, this effect can be expected to
lead to an increase of the pion-to-baryon-number
ratio, we therefore propose future experiments to
search for steps in the pi/p multiplicity ratio as func-
tion of the beam energy.
6. Conclusions
We have studied the dynamical evolution of the
zero mode of the chiral order parameter σ dur-
ing the longitudinal expansion of a hot and dense
fluid, described by the coupling to Bjorken hydro-
dynamics. The results demonstrate that entropy is
generated by damping processes during the transi-
tion and by stochastic fluctuations during the whole
evolution. Interestingly, a reheating effect of the
medium is observed not only for a first-order phase
transition but also for events with a crossover. In
all cases, the amount of reheating and entropy pro-
duction depends on the expansion rate at the mo-
ment when the medium reaches the phase bound-
ary. Assuming a proper time interval of ∼ 1 fm
between the thermalization of the medium and the
start of the transition process, we were able to esti-
mate the relative increase of S/N ranging from 25%
for a crossover to up to 200% for a first-order phase
transition.
As the present study is a very simple model for
the production of entropy, more realistic approaches
should be pursued in the future. Possible exten-
sions of this work should consider an inhomoge-
neous medium, i.e. a full (3+1)-dimensional hydro-
dynamic expansion and include the effect of spatial
fluctuations or higher-order modes of the chiral or-
der parameter field.
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