ABSTRACT
INTRODUCTION
Information Systems and Information Technology (IS&IT) are essential components of organizations. Their role for providing support to the business operational processes, as well as to the management activities performed on tactical and strategic levels has dramatically increased in the last 15 years (Alter, 1996; McNurlin & Sprague, 1998; Mora & Cervantes, 1999) . Furthermore, the industrial-based economy has suffered a shift to a new Information and Knowledge based economy (Druker, 1988; Nolan, 1991; Nonaka, 1991) . In this new economic context, IS&IT have become core concepts for understanding the management process in organizations, and their right conceptualization is critical for assuring their acceptance and use, as well as for improving their design and management. From an academic and practitioner perspective, we pose that the correct use of the concept of IS&IT, and in specific of Information Systems, is critical. Researchers need to study the same object, and practitioners need to use the same common conceptual knowledge about what are Information Systems. Benefits for researchers are the improvement of the overall understanding about how organizations operate, integration of disperse knowledge related with how IS&IT leverage the management process and the establishments of standard bases for the comparisons of research findings. Benefits for practicioners are the gains of common knowledge to promote, plan, design, develop, implement, evaluate, update and, in its case, upgrade Information Systems, to assure to the organizations the expected benefits by their usage. For these reasons, the conceptualization and formal definition of what are Information Systems acquires a relevant research and praxis status.
However, despite the growing relevance of the term Information Systems for academicians as well as for practitioners, few formalizations of the term Information System, based on the core and substantial concepts from the Systems Approach (Ackoff, 1974) , have been reported. Some of the current available definitions founded in the literature, despite being comprehensive due to the consideration of core elements, are informal (Seen, 1989; Hoffer, Burch, & Grudnitski, 1989; George & Valacich, 1996; Yourdon, 1993; Zatzinger, Jackson, & Burd, 2000) or semiformal (Alter, 1999 (Alter, , 2000 (Alter, , 2001 . Others' proposals (Wand & Weber, 1988 , 1990 , being notwithstanding formal and with strong philosophical roots based on ontology (Bunge, 1977 (Bunge, , 1979 referenced by Wand & Weber, 1990) , are supported only by a mathematical structural relational approach (Mesarovic, 1964 (Mesarovic, , 1975 of graph theory that has been criticized in the Systems Fiel for offering a partial view of what systems are-sets of connected parts. As Trist (1970 , quoted by Sachs, 1976 ) points out, the formal graph approach leads to the conceptual equation of a system = aggregation (objects, relations, attributes). This graph-like approach is not enough to represent all primary intuitions agreed in the Systems Approach, and therefore, it fails in capturing the essence of the notion of systems: "a system is more than the sum of its parts" (Angyal, 1941 and Trist, 1970 , both referenced by Sachs, 1976) . In this work, we do not reject completely this approach, but we complement it with a teleological and pragmatic approach posed by Singer (1959) , Sachs (1976) , Ackoff (1971) and Ackoff & Emery (1972) , which focuses more on the content than on the structural form. For that, we extend a definition of the term system, developed by Gelman & Garcia (1989) , who detected the incompleteness of the current definitions of this term. The definition posed here, as its root definition developed by Gelman & Garcia (1989) , is also based in both perspectives: teleological and structural. This new definition has been recently demanded as an intellectual construct necessary to model an organization in order to help understand and manage it (Paton, 1997, p. 71) . Furthermore, the use of the Systems Approach, as a theoretical base, has not been extensively reported, as it should seem in the research and design of Information Systems (Eom, 2000; Xu, 2000; Checkland, 2000) . This lack of formal knowledge about why Information Systems are systems has motivated us to pursue the formalization of this core term in our field from the core principles of the Systems Approach discipline.
With these antecedents, this chapter has the following general objectives: (i) to assess the contribution of the Systems Approach in the field of Information Systems, (ii) to pose a formal definition of Information System, and (iii) to illustrate the importance and conceptual productivity of the new definition for theory and praxis. The first part is dedicated to present an overview of the field of Systems Approach, where definitions and properties of the term system are analyzed. This section is based on the works of Ackoff (1973 Ackoff ( , 1976 , Sachs (1976) and intensely on the study from Gelman & García (1989) , who developed a formal definition of the term system and tested that it included the main formal definitions available at the time of publication (Kalman & Arbib, 1969; Arbib & Manes, 1974; Klir, 1968; Zadeh, 1969; Mesarovic, 1964; all referenced in Gelman & Garcia, 1989) . Then, a discussion of the contributions of the Systems Approach to the field of Information Systems is presented. We conclude this part with an analysis of the main current definitions of the term Information System and with a discussion of their limitations. Consequently, we begin the next part of the chapter with the development of a new formal definition for this concept, applying the formal definition of the concept of system described previously. The benefits of the new definition of the term Information Systems are discussed, and several examples of the contributions that it could provide for the development of Information Systems studies are offered. Finally, we conclude with a section of general conclusions and recommendations for further research.
THE SYSTEMS APPROACH

Origins of the Systems Approach
Systems Approach is a scientific research paradigm that emerged in the early 1940s as an alternative to the classic positivist scientific paradigm dominant in the research activities of natural sciences (Bertalanfy, 1968; Rapoport, 1968; Ackoff, 1973 Ackoff, , 1976 . Systems Approach, also named Systems Thinking or the Systems Movement, was developed in several fields, such as biology, psychology, sociology, politics and economy (Checkland, 2000) . Systems Approach is also considered a basement of other new fields such as cybernetics and control theory (Fuentes-Zenón, 1995) . In the current context, the ideas from Systems Approach have shaped the disciplines of operations research, management sciences and information systems (Gelman & García, 1986) .
Systems Approach is a scientific paradigm suitable to study phenomena that are characterized by an extraordinary complexity, a high level of interaction of their parts and the possession of properties that are lost when the whole phenomenon is considered partially isolated from its environment. According to Ackoff (1973) , the traditional scientific approach is supported by three main premises: a reductionism vision, an analytical thinking and a mechanistic or causal approach. The Systems Approach rejects that complex problems can be understood, when uniquely, these three premises are considered and uses, as complementary research tools, an expansionistic vision, a synthetic thinking, and a teleological approach. The reductionism vision assumes that every phenomenon can be studied by a process of its separation in simple and indivisible parts. The analytical thinking, in turn, assumes that the world can be studied, e.g., it can be described, explained, predicted and controlled, through the independent investigation of its separated and indivisible parts and the consequent definition of the whole's behavior by the aggregation of the part's behaviors. The results of this aggregation can be explained using linear cause-effect relations, where a thing or event is taken as a necessary and sufficient cause of another. In this way, this mechanistic or causal approach assumes the world is a machine and "(the world) is taken to be like a hermetically sealed clock, a self-contained mechanism whose behavior was completely determined by its own structure" (Ackoff, 1973, p. 662) .
Traditional scientific approach, based on a reductionism, analytical thinking and mechanistic doctrine, had been completely successful at explaining, predicting and controlling the typical phenomenon studied during the 19th century. However, biological phenomena about live organisms, as well as social, political and behavioral phenomena that are present in societies and business organizations, have additional complexities that make their study by the classic scientific approach operationally unfeasible (Bertalanfy, 1968; Gich, 1979) . As Gelman & García (1989, pp. 4) 2 state, "the man is aware that each activity of his daily life has a large quantity of links with objects and subjects that are located in several physical, psychological, economical, social and political dimensions and spaces."
Systems Approach uses an expansionism vision that is opposite to the reductionism view. Expansionism doctrine assumes that everything in the world is part of a larger whole and that the parts of a whole are interrelated between them and with the whole. From an expansionistic point of view, the full understanding of a phenomenon of study is impossible, and the research is an endless process (Ackoff, 1973 (Ackoff, , 1976 . Synthetic Thinking explains the whole's behavior through the understanding of the role that the whole plays in the larger whole to which it belongs. Systems Approach does not reject the utility to know the parts' behavior, but it assumes that the accumulation of parts' behaviors hides behavioral properties that are exclusive of the whole. Systems Approach assumes also that the correct performance of the whole does not depend only on the correct and independent performance of their parts, but of the adjustment of the parts into the whole. Parts' performance optimization does not conduct to whole's performance optimization. In turn, Systems Approach rejects the mechanistic perspective of a deterministic world governed by laws of linear cause-effect relations and, instead of it, tries to explain the behavior of the thing of study through producer-product relations (Singer, 1957) . Producer-product relations imply that some precedent events or things are necessary but are not sufficient to produce a consequence. In this way, a mechanical view of the world is rejected. In particular, when the phenomenon under study involves functions, goals, and purposes of human beings or live organisms, the whole behavior is better explained by the ends than by the means. As Ackoff states (1973, p. 665) , "in teleological thinking, behavior can be explained either by what produced it or by what it is intended to produce." Some researchers have proposed different levels of teleological systems. Ackoff (1971) and Gich (1979) make differences among goal-seeking and purposeful systems. The former are wholes that can only decide their courses of action for achieving goals, and the later are wholes that can decide their goals or purposes as well as their courses of action for obtaining them. Systems with human beings as components, such as business organizations, are considered purposeful systems. Natural or machinebased designed wholes are considered goal-seeking or multi-goal-seeking in the event of several goals.
Properties of Systems
Systems are wholes with exclusive properties that have values that are not necessarily similar to the values of their parts' properties. According to Ackoff (1973), ,3 a system can be conceptualized as a set of interrelated elements of any kind, e.g., physical, conceptual or live elements, which has three basic properties: (i) parts' behaviors affect the whole's behavior; (ii) the way that parts' behavior affects the whole's behavior depends on at least the other parts' behavior; and (iii) every subset of parts has both properties and their effect on the whole's behavior cannot be reproduced by a part independently. As Ackoff (1973, p. 664) states, "a set of elements that forms a system always can display a behavior that none of its elements or subgroups can."
From a literature review on Systems Approach (Bertalanffy, 1968; Ackoff, 1971; Gich, 1979; Checkland, 2000; Bagh, 1990) , the following properties are common to all types of systems: (i) wholeness, (ii) emergence, (iii) hierarchy, (iv) organization, (v) communication, (vi) control, and (vii) complexity. Living systems, in addition, have the following properties: (i) equifinality, (ii) purposeful behavior, (iii) adaptability, (iv) stability, and (v) diachronicity. The list of properties presented above offers a rich conceptual base for studying a phenomenon under a systemic perspective. Among them, the most relevant properties regarding the traditional positivist perspective are wholeness, emergence, hierarchy, and purposeful behavior. The first three can be summarized by the idea that systems are part of a supersystem, and in turn, they are composed of systems, and the whole and its parts have exclusive properties. Regarding the property of purposeful behavior, it is considered a central idea in the Systems Approach applied for studying complex phenomena such as business organizations because their behavior is not governed by simple linear cause-effect relations. In this way, the study of systems' goals and purposes in the context of the environmental goals and purposes as well as of goals and purposes of systems' parts offers a richer picture of the phenomenon of interest. Hence, we have presented the foundations of the Systems Approach in such form that this set of ideas will permit the review of its main contributions to the field of Information Systems. Then, we will be able to continue, with the core ideas of this study: the analysis and development of a formal definition of the term Information System, using a formal definition of the term system.
The Contribution of the Systems Approach to the Field of Information Systems
Several studies have assessed the theoretical and practical contributions of the Systems Approach to the field of Information Systems (Xu, 2000; Eom, 2000; Saraswat, 1998; Churchman, 1971; Courtney, Croasdell & Paradice, 1998; Mason & Mitroff, 1973 ). An exhaustive review of them is out of the scope of this study. Here, we will only trace and synthesize the main findings of these previous studies. Information Systems have been researched and inquired mainly by a positivist based research paradigm. Consequently, research methods that permit us to isolate and observe a partial view of the phenomenon under study are the conventionally used ones, i.e., survey and experiments. Nevertheless, the surname of Information Systems is precisely Systems, and it should be expected that the Systemic paradigm is the methodological research tool used to study them. It is important to note that Systems Approach does not deny the use of positivist research tools, rather it implies the use of them from a holistic perspective. As Saraswat states (1998, p. 2): "it is being recognized that the existing scientific method is fundamentally inadequate to solve the complex problems of organizations encompassing numerous social, technological, psychological and economical dimensions; ... a broad-based approach is also essential to correctly interpret the increasing volume of practical and academic discourse on this subject."
The Systems Approach is the paradigm used to do an interdisciplinary research. It must be noted that a multidisciplinary research did not emerge from a Systems Approach [Ackoff, 1973; O. Gelman 2000] . The multidisciplinary research is based on the supposition that a complex phenomenon can be separated in parts corresponding to monodisciplines. Then, they could be used to study these parts independently to find partial solutions that could be finally joined in one general solution. As it was reviewed in previous subsections, a system must be considered in relation with its environment, and its parts must be considered in relation with the whole. Interdisciplinary research, in turn, studies the complex phenomenon as a whole, where the different disciplines help to study the different dimensions included in the problem or mass of problems.
Specific theoretical contributions of the Systems Approach to the Informa-tion Systems field are (i) a philosophical basement to integrate diversity of themes covered in the field (Saraswat, 1998) ; (ii) an epistemological basement to develop a theory about Information Systems as a whole (Xu, 2000; Alter, 2000 Alter, , 2001 ; and (iii) an alternative paradigm to understand the role of Information Systems in organizations in the search of valid knowledge (Churchman, 1971; Courtney, Croasdell & Paradice, 1998) . From a practical perspective, among the main contributions reported are (i) a systems development approach and methodology (Checkland, 2000; Hirschheim, Iivari & Klein, 1998) ; (ii) new specific research tools to account for higher-order interrelationships (Richards & Gupta, 1985; referenced in Xu, 2000) ; and (iii) methodological basements for the design of specific Information Systems such as Manufacturing Information Systems and Decision Support Systems (Xu, 2000; Eom, 2000) . Nevertheless, Systems Approach has received complaints (Alter, 2001, p. 14) due to the general scope of its concepts. Our position is that it is not a methodological weakness but a strength that enables researchers and practitioners to acquire an integrated perspective of the complex phenomenon of Information Systems. However, the right concepts of Systems Approach must be used in the research and praxis activities.
DEFINITIONS OF THE TERM SYSTEM
Classic Definitions of the Term System
The term system is critical for the Systems Approach. Paradoxically, while the Systems Approach has offered to the scientific research an unifying paradigm, there is not a standard definition for this term: systems (Bagh, 1990) . However, a literature review can display two main approaches to define this term: a mathematical approach and a linguistic-conceptual approach. In the first approach are the works of Mesarovic (1964) , Kalman (1969) , Klir (1968) , Zadeh (1969) , Arbib (1974) , and Gelman & García (1989) .
.4
In the second approach, the main works reported are from Rapport (1966 Rapport ( ,1968 , Churchman (1973) , Bertalanffy (1976) , Ackoff (1960 Ackoff ( , 1971 Ackoff ( , 1974 , Lange (1975) , Sachs (1976) , Checkland (1981) , Gich (1979 ), Wilson, (1984 and Wand & Woo (1991) .
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The first approach is usually used in the context of hard systems, e.g., physical and technological artificially designed systems that exhibit functional behaviors controlled by causal laws, while the second approach is preferred by systems thinkers that treat with soft systems, e.g., systems where the social, political and human behavioral issues turn the system into a messy phenomenon for study. Traditionally, mathematical and logical symbols are the notation language for the former and verbs or nouns of activities for the latter.
In this study, we are interested in showing how the Systems Approach is useful for understanding the behavior and structure of Information Systems, and because these have social, political and human behavior issues, they will be considered soft systems. It conducts us to explore the definitions from a linguistic-conceptual perspective. A review of the main definitions from this perspective shows that all definitions consider three issues: (i) parts interrelated, (ii) parts affected by the whole and vice versa, and (iii) whole's goal or purpose. Churchman (1973) adds explicitly in his definition the essential idea that any system is inserted in an environment. With these issues, we can define a system as "a set of interrelated parts inserted in an environment, that are affecting the whole they are conforming and which has a goal or purpose to fulfill as well as they are affected by their belonging to the whole." Nevertheless, this definition of the term system is similar to the definitions found in the literature. Therefore, it also has the same limitations when being used as a conceptualization tool to specify a system and to express the basic properties of it. In this way, these definitions do not help to specify the structure of a system or to consider the system as a unit with their exclusive properties. Gelman & García (1989) noted this, and they developed a robust and formal definition of the term system that considers both perspectives: a system as a unit and a system as a set of related parts. They called the former "a system-I thing" and the latter "a system-II thing." Furthermore, in their work, they developed conceptual and mathematical definitions of the term system. Nevertheless, despite the authors stating that the conceptual definition was used uniquely as a base to develop the formal definition, we consider this semiformal definition as highly consistent with the conceptual approach and as offering a rich set of ideas to extend it. For this reason, we pose in this work a more formal extension of it. Also, we will show in the next section, that this definition is useful for a better description and understanding of soft systems, such as Information Systems.
An Updated Formal Definition of the Term System
In a previous subsection, we noted that definitions of the term system based on logical-mathematical notation are preferred in the context of hard systems. This is due to the fact that such systems usually permit a direct mapping of the phenomenon to their conceptualization as a system. According to Wilson (1984) , soft systems are better mapped using a linguistic-conceptual notation. Both approaches have advantages and disadvantages. Logical-mathematical notations are precise, but relationships and properties found in soft systems could not be translated directly in equations or logical expressions. In turn, linguistic-conceptual notations are easily understandable, but the terms and even the concepts used here can have different meanings for the systems thinkers. Another problem with this notation approach is that the relations are usually specified in a high level of abstraction, and their modeling in order to study the systems' behavior is practically unfeasible.
In this study, we pose a definition of the term system using a hybrid notation, conceptual and formal, based on an ontological process. This definition has four objectives: (i) to include all common features of main definitions reported in the literature, (ii) to set out a framework of concepts to identify common concepts used in previous definitions, (iii) to take advantage of the strengths of both types of notations, and (iv) to offer a useful notation to specify soft systems. The main motivation for posing this novel definition is to help practitioners and academicians of Systems Approach and Information Systems to formally specify their phenomenon or object of study. As mentioned earlier, the definition posed is an update of the systems' definition developed by Gelman & García (1989) . Here, we extended it and included important issues from other studies that were not considered in it (Sachs, 1976; Ackoff, 1971; Churchmann, 1973; Checkland, 1981 Checkland, , 2000 and Wilson, 1984) . Also, from a graph-based definition posed by Wand & Woo (1991) , it is taken that the notion of properties exists independently and can be detected by external observers.
The definition posed here, viewed as a model of the world, can also be considered as an ontological development as far as ontology deals with the categorical structure of the beings of the world with an accountability purpose to specify the things of the world (The Oxford Companion to Philosophy, 2001) . It is based on eight postulates and on the re-definitions of the terms: "system-I thing" in system-I, "system-II thing" in system-II. Finally, the original term general system from Gelman & García (1989) is updated, taking into account the new definitions of system-I and system-II. These basic postulates distinguish the objective reality from the conceptual knowledge plane. Any animate or inanimate object is conceptualized as a thing, and special things, called observers, with the ability to perceive or suppose and assign meanings to other things are also introduced. To complete the basic elements, the time space is also introduced. Figure 1 illustrates the core ideas of these postulates. Definitions for System-I Definition 1. A thing is a part of the reality that can be represented by a concept in the plane of knowledge of reality. The unions of things are things, and their parts are things. Definition 2. It is said that X is producer of Y or X produces Y, and Y is product of X or Y is produced by X, and it is denominated as X ⇒ Y, if the existence of X at time t0 < t1 is a necessary condition but not sufficient for the existence of Y at time t1. As well the expression X ⇒ Y, it is named a relation producerproduct between X and Y. Also, if the existence of X is a condition sufficient for Y, then it is said that X causes Y or X is the cause of Y, and Y is the effect of X or Y is caused by X, and it is denominated as X → Y. If X and Z produce Y, then X and Z are named co-producers of Y, and it is denominated as (X,Z)⇒Y. All co-producers of Y are the cause of it. Definition 3. A property x ρ of a thing X is a substantial feature of it that can be or not be perceived by an observer Θ . A property has the potentiality to be a producer or cause or to be a product or effect. Definition 4. An action x α of a thing X is an act performed by the thing when it uses one of their potentialities due to their properties. The action x α can be performed on itself or on other things Y 1 ,Y 2 ,...Y k . Definition 5. An action x α of a thing X that was caused by itself is named a selfaction. When the action x α is co-produced by other things Z 1 ,Z 2 ,...Z k ., the action is named reaction. When the action x α is produced by another thing Z, the action is named response of X to Z. Definition 6. An attribute x β of a thing X is a feature assigned by an observer Θ to a property x ρ of the thing X. Definition 7. An event x ε is an action x α performed by a thing X that is perceived by an observer Θ directly or through its consequences on other(s) thing(s). Postulate 6. For each attribute x β of a thing X, there is a set finite or infinite of values possible for the attribute x β denominated by x v i . This set is named the range of the attribute x β and is denominated by the set Rβ(X). Definition 8. Given the sets B(X) = { x β 1 , x β 2 ,..., x β k }, E(X) = { x ε 1 , x ε2,..., x ε m }, and RB(X) = {Rβj(X) for j = 1, 2,... k,} respectively, as the sets of attributes, events and range of attributes of a thing X, then the expression §(X) = B(X) ∪ E(X) ∪ RB(X) is named the conceptual structure of the thing X. Definition 9. A thing X is a system-I, and is denominated as S I (X) if given its conceptual structure §(X) = B(X) ∪ E(X) ∪ RB(X), any subset B'(X) of attributes of B(X) are not able to co-produce the set of events E(X). Despite that the basic definitions of the term system-I presented above could seem to be difficult to assimilate they carry out simple ideas. Figure 2 shows a graphical representation of them. Figure 2 shows that a system-I is a whole of attributes and events and that any subset of attributes is not able to co-produce the same set of events. Figure  2 also illustrates the three types of actions: responses such as x ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε ε
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, reactions x ε 2 and self-actions x ε 3 and x ε 4 . It must be noted that the self-actions can be performed on the thing or another thing. Now, we continue with the development of the formal definition of the term system. Definition 10. The set W(X) = {S I (W1), S I (W2),..., S I (Wk)} that has a reaction or response to at least some action x α of a S I (X), or that S I (X) has a reaction or response to at least some action j α m of some S I (Wj) ∈ W(X), is called the environment of S I (X). Definition 11. Given a set §(X) = B(X) ∪ E(X) ∪ RB(X), for a S I (X), where B(X) = { x β 1 , x β 2 ..., x β k }, E(X) = { x ε 1 , x ε2..., x ε m } and RB(X) = { Rβj (X) for j = 1,2,..,k}, then the k + 1 tuple Ω(X,T) = < x v 1 , x v 2 ... , x v k , t >, where t ∈ T, and each x v j ∈ Rβj (X) for j = 1, 2..., k, is called the state of S I (X). Definition 12. The set of all possible actions w α of the environment W(X) of a S I (X) is named the input components of S I (X), and it is denominated as I(X) = { x λ 1 , x λ 2 ..., x λ n }. Any element x λj of this set is named an input of S I (X). Definition 13. The set of all possible self-actions, reactions and responses x α of a S I (X) on its environment W(X) is named the output components of S I (X), and it is denominated by O(X) = { x ϕ 1 , x ϕ 2 ..., x ϕ p }. Any element x ϕj of this set is named an output of S I (X). Definition 14. Given a S I (X) and its set of inputs components I(X)={ x λ 1 , x λ 2 ..., x λ n } and its set of output components O(X)={ x ϕ 1 , x ϕ 2 ..., x ϕ p }, the set IOR(X) of all the relations producer-product that exist between the input and output elements of I(X) and O(X) respectively, is called input-output relation of S I (X). Definition 15. Given a S I (X) and its set of input components I(X) = { x λ 1 , x λ 2 , ..., x λ n } and its set of output components O(X) = { x ϕ 1 , x ϕ 2 ..., x ϕ p }, the sets IC(X) = { x ∇ 1 , x ∇ 2 ..., x ∇ n } and OC(X) = { x ∆ 1 , x ∆ 2 ..., x ∆ p } are named, respectively, the set of input channels and the set of output channels. An input channel x ∇ j is a transmission mean of the environment's actions toward the system X. An output channel x ∆ i is a transmission mean of the systems selfactions, reactions or responses toward its environment W(X). Figure 3 shows the relations between a system-I and its environment, through the input and output components and input and output channels. Also, in Figure 3 , it is shown that the general input channel for system S I (X) corresponds to the general output channel of its environment W(X) and vice versa. A very important feature defined is that the system-I S I (X) and its environment W(X) are also systems, and Definitions for System-II Definition 16. Given two systems-I , S I (X) and S I (Y), and their sets of output components O(X) = { x ϕ 1 , x ϕ 2 , ..., x ϕ p } and of input components I(Y) = { y λ 1 , y λ 2 , ..., y λ n }, respectively, if at least one output component x ϕ j exists that is equal to some y λ k , then S I (X) is related with S I (Y), and it is denominated as ℜ(X, ∝ ,Y) in long form, where ∝ = x ϕ j = y k λ or as ℜ(X,Y) in short form.
These types of relations are called item relations. Must be noted that S I (X) is related with S I (Y), does not imply that S I (Y) is related with S I (X).
Definition 17. Given a set C = {S I (X 1 ), S I (X 2 ), ..., S I (X k )}, any subset C´ of C, where every item into C' is related with another item into C' or other item into C' is related with itself, is called a set relation, and is denominated as ℜ S (C) = { ℜ ℜ , ...}.
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Definition 18. Given a set C = {S I (X 1 ), S I (X 2 ), ..., S I (X k )} and a set relation ℜ S (C) = {ℜ 1, ℜ 2 , ... } on a subset C' of C, and two any items S I (Xi) and S I (Xj) of C', the sequence of item relations ℜ 1 ℜ 2 1 , ..., ℜn, such that (i) Xi ∈ ℜ (ii) Xi ∈ ℜn and (iii) for every ℜ m and ℜ 1m+1 for m = 1,2, ..., n -1, the output or input component in ℜ m is the output or input component in ℜ 1m+1 I is called a nondirected path among S (Xi) and S I (Xj). Must be noted that a nondirected-path among two items S I (Xi) and S I (Xj) of a set relation implies that there are no segments isolated. Definition 19. A thing X is a system-II and is denominated as S II (X), if (i) X is a set of things X 1 , X 2 , ..., X k , where they are S I (X i ) or S II (X i S ), for i = 1,2,...k, called a set of subsystems; (ii) there is a collection non empty of set relations ℜ S1 (X), ℜ S2 (X), ..., ℜ Sm (X) on C; and (iii) there exists at least a nondirected path among two any item Xi and Xj in the set ( ℜ 1 (X) ∪ ℜ S2 (X) ∪ ... ℜ Sm (X)). It must be noted that it is a recursive definition to say that a subsystem has subsystems. Figure 4 illustrates main ideas of system-II. In this figure it is shown, for example, that a system S II (X) has five subsystems S I (X 1 ), S I (X 2 ), ..., S I (X 5 ).
Figure 4: Diagram of a System-II
In Figure 4 , appears also three set relations ℜ S1 (X)..., ℜ S3 (X). It must be noted that ℜ S2 (X) is necessary to account for the item relation ℜ 5. Also, it must be noted that condition (iii) of Definition 19 is satisfied, i.e., for any two subsystems S I (X i ) and S I (X j ), there is a nondirected path, or in plain words, both subsystems are connected. With these previous definitions, we can now continue with the formalization process to arrive to the concept of general system. Definition 20. A thing X is a general system and is denominated as S G (X), if (i) X is a S I (X) that can be mapped to a S II (X) or (ii) X is a S II (X) that can be mapped to a S (X).
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Definition 21. Given a general system S G (X) and at least another general system S G (Y), the general system S G (Z), where S G (X) and S G (Y) are items of its set of subsystems, is called the suprasystem of S G (X) and it is denominated as SS (X).
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Definition 22. The general-system S G (R) that contains to the suprasystem SS G (X) of a general-system S G (X) is called the envelop of the system S G (X) and it is denote as ES G (X). Must be noted that the environment W(X) of a S G (X), is its suprasystem of SS G (X), and its envelop ES G (X). Postulate 7.
Very general system S G (X), which is or can be conceptualized as a S II (X) = {S I (X 1 ), S I (X 2 ), ..., S I (X k ) }, there is at least an item S I (Xj) related with its environment W(X) and at least an item in its environment related with it.
Figure 5: Diagram of a General-System
Similar to the term system-I, basic definitions of the term system-II and the term general system carry out simple ideas. Figure 5 shows a graphical representation of them.
A set of rules about how to transform a S I (X) to a S II (X) or vice versa is out of the scope of this study. Here, we can only indicate that the problem consists in establishing the correspondences between attributes and events present in the S I (X) perspective to the subsystems and item relations present in the S II (X) conceptualization. Hence, we have posed a formal and conceptual definition of the term system. In the next section, we will review the current definitions of the term Information Systems to show that they are based on definitions of systems not precisely specified. Limitations of them will also be indicated.
ANALYSIS AND DISCUSSION OF CURRENT DEFINITIONS OF THE TERM INFORMATION SYSTEMS
The term Information System (IS), is the essential concept in the field of Information Systems. It refers to the main whole to be studied, developed and managed in the field. However, the majority of textbooks (Seen, 1989; Hoffer, Burch, & Grudnitski, 1989; George & Valacich, 1996; Yourdon, 1993; Satzinger, Jackson, & Burd, 2000) refer to some systems concepts, such as input-processoutput components, control mechanisms and open systems, using a broad and nonstandard definition of the term system. Furthermore, recent studies have pointed out that the field of Information Systems has (i) a lack of a set of fundamental standardized concepts (Alter, 2001) , (ii) a lack of macro-structures to cumulate theories (Farohoomand & Drury, 2001) , and (iii) a large number of theories used only once that produce a poor vision of a grand or unified theory of Information Systems (Barkhi & Sheetz, 2001) . Therefore, the term Information System, that is critical in aiding academicians and practitioners in perceiving the same whole, is a term with multiple meanings. A sample of these definitions is as follows: (i) an IS is a system composed of subsystems of hardware, programs, files and procedures to get a shared goal (Senn, 1989, p. 23); (ii) an IS is a system composed of software application, support software, hardware, document and training materials, controls, job roles and people that use the software application (Hoffer, George, & Valacich, 1996, p. 8); (iii) an IS is composed of hardware, software, data, procedures and people (Yourdon, 1989, pp. 18-19) ; (iv) an IS is a system composed of inputs, models, outputs, technology, databases and controls (Burch & Grudnitski, 1989, p. 58); (v) an IS is a collection of interrelated components that collect, process, store and provide as output the information needed to complete a business task (Zatzinger, Jackson, & Burd, 2000, p. 6); and (vi) an IS is a system that uses Information Technology to capture, transmit, store, retrieve, manipulate , or display information used in one or more business processes (Alter, 1996, p. 2) .
From an informal perspective, all definitions above reported have been enough to account for the core components and the purpose of an IS. However, a science requires the formal definition of its fundamental concepts, in order to be considered mature. Main efforts in this direction include the works developed by Alter (1996 Alter ( , 2000 Alter ( , 2001 toward the formalization of core concepts in this field, and where the term IS is one of the most important to be developed. Another important effort is developed by Wand & Weber (1991) , but it will not be not discussed here because of two reasons: (i) its systems definition is based on a partial perspective of the term system already criticized from the 1940's (Angyal, 1941 and Trist 1970 ; both referenced by Sachs, 1976) and (ii) with its definition, the term Information System is reduced to considering a system as a graph of software components or modules useful to analyze uniquely graph-based properties such as coupling and good decomposition to be articulated. As they point out: " ... the primary contribution of our model is that it allows a precise analysis of our notion of a good decomposition to be articulated" (Wand & Weber, 1990 , p. 1289 . Main core and universal components of an Information System, founded in informal definitions, are not considered or were not developed in this study. Alter (1999 Alter ( , 2000 Alter ( , 2001 defines the term IS using the general term: Work System. In turn, it is based in the term system that is defined by Alter (2001, p. 14) as: "a set of interacting components that operate together to accomplish a purpose." Also, Alter (2001, p. 14) defines a Work System as a "system with human participants and/or machines perform a business process using information, technology and other resources to produce products and/or services to internal or external customers." The main contribution of Alter's work is the integration of partial views of the term IS in a practical and parsimonious framework that covers the four key components usually found in previous definitions: participants, information, technology and the business process. Also, Alter's definition identifies adequately specific system outputs as products or services and environmental components called infrastructure and context. However, despite the benefits for the praxis, Alter's definition uses the fundamental systems concepts partially, and therefore, it loses generality. For example, system's inputs are not specified in Alter's framework and furthermore are equaled with the internal components: participants, information and technology. In a similar way, the system environment is misinterpreted, according to the Systems Theory , in two terms vaguely defined: context and infrastructure. The term context, in Alter's framework, is (2001, p. 23) "everything that matters to be mentioned even though it is outside of the work system and does not contribute directly to the work's systems operation ... the context included funding disputes, delays and political pressures." If it is true that Alter's definition recognizes the relevance of the environment in the component context, it fails in suggesting that the system environment is composed justly by the components that have relations with the system, i.e., they have reaction or responses to the system events or the system reactions or responses to their events, and that must be justly outside of the system. Another anomaly detected in this model, is that other components outside of the system are not considered part of its environment, such is the case of the system customers. From a formal perspective, system customers must be inside or outside of it, but it is not specified. Hence, we have claimed that the literature in the field of Information Systems is lacking a formal definition of the term IS that is standard and is based on formal principles of Systems Approach. The majority of definitions found in textbooks are vague and ambiguous. Also, core concepts of Systems Theory, the assumed theoretical basement for the field of IS, are denied or misunderstood. Therefore, academicians and practitioners perceive different meanings of the same term. Earlier works to reduce the fuzziness of core concepts, such as the term IS, are adequate, and must be enhanced. This study claims to formalize this concept, being coherent with the core principles of Systems Theory. Part I of this chapter has been dedicated to presenting the core concepts of the Systems Approach and the current definitions of the term Information Systems to show that main systemic concepts have been deployed incompletely or with vagueness. In part II, we will pose the formalization of the term IS, and we will discuss how main previous definitions fit into it. Also, potential uses and its limitations will be presented.
THE FORMALIZATION OF THE TERM INFORMATION SYSTEMS BASED ON A FORMAL DEFINITION OF THE TERM SYSTEM
According to the principle of hierarchy from Systems Theory, any system is part of another larger system. In this sense, IS, cannot be understood if we consider them isolated from other larger systems. IS are systems that are included in business processes and these, in turn, are included in organizations, and the latter finally are included in their environment. Business process and organizations, according to the hierarchy property of systems, can also be conceptualized also as systems. Therefore, before formalizing the concept of IS, we must formalize the concepts of organization and business process. w e r e
Formalization of the Concepts of Organization and Business Process
Definition O-1.1. An organization X is a general system and is denoted as S G (X). Therefore, an organization can be conceptualized as a system-I denoted as S I (X) or as a system-II denoted as S II (X). Definition O-1.2. An organization X, conceptualized as a system-II S II (X), fulfills the following conditions: (i) is a set X of at least two subsystems S II (X1) and S II (X2), named management subsystem and productive subsystem respectively; (ii) is a set X with at least a set relation 0 ℜ S1 ( . Also, it must be noted that condition (iii) of the general definition of system-II is also fulfilled. Auxiliary Definition O-1.2.2. The management subsystem X1 of an organization X, is a system-II S II (X1), that contains at least one general system S (X1.1) of type business process.
The productive subsystem X2 of an organization X, is a a system-II S II (X2), that contains at least one general system S G (X2.1) of type business process. These previous formal definitions of organization and business process are illustrated in Figure 6 . In it, we can observe that an organization has the two subsystems called management and productive, respectively. Both subsystems perform the functions posed by Negroe & Gelman (1981) based on features of Cybernetics Theory. Management subsystem has the responsibility to plan the Figure 6 : Diagram of the system organization using business process subsystems goals of the system, make managerial decisions and control the productive subsystem. In turn, it has the responsibility to perform the main system's work: a design, a product, a service, etc. Item relations in the set relation ℜ S1 (X) = { ℜ , account for the actions performed by both subsystems toward its environment W(X) and from it toward the system. Figure 6 also shows that management and productive subsystems have at least one subsystem of type business process. For example, in the management subsystem S II (X1), the system S G (X1.1) accounts for that. In an informal way, an organization is a set of business process performed into the two main subsystems: the management and the productive. Now, we can arrive at the formalization of the term IS, the core idea of this study.
Formalization of the Concept of Information Systems
Definition I-1-A. An Information Systems IS is a general system denominated as S G (IS), which fulfills the following conditions: (i) it is part of a business process system S II (BP) and corresponds to the Information Subsystem ISS(BP) of it; (ii) it has at least four subsystems of general type-S G (Technology), S G (Procedures), S G (Information Workers) and S G (Information Resources) denominated as S G (T), S G (P), and S G (IW) and S G (IR); (iii) it has at least the following set relation ℜ S1 (IS) = { I 1 ℜ , I 2. ℜ .. I 10 ℜ } ,
I
where
Because an IS is considered a general system that can be conceptualized as system-II, it must be noted that condition (iii) of the general definition of system-II is also fulfilled. Figure 7 presents a graphical interpretation of this definition. In this figure, the
Figure 7: Diagram of an information systems and its suprasystem and environment
IS is presented into its suprasystem: a business process. The definition posed indicates that in order to formally conceptualize an IS as a system, it must also be considered a part of a larger system, i.e., a business process system, that, in turn, is the suprasystem of the IS denoted as SS(IS). Also, in Figure 7 , are presented the other subsystems that are part of the SS(IS), as well as their item relations denominated as B ℜ 1, B ℜ 2...B ℜ 11 . They are necessary to understand the output actions of the system IS, and therefore, its role in the larger system to which it belongs. Goals of the system IS can be specified for using a definition of the term IS as system-I, through the definition of its attributes. However, this aim is out of the scope of this work and will be part of further research recommended. It must be noted, in Figure 7 that some item relations of the system IS, when they go into or go out of the system, they become in item relations accounted for in the system business process. For example, the item relations I ℜ 4 and I ℜ 5 that belong to the system IS, when they go out, become part of the item relations B ℜ 4 and B ℜ 9 of the system BP. In turn, the item-relation B ℜ 8 of the system BP, when it goes into the system IS, becomes part of the item relation I ℜ 8 .
I
The ten item relations ℜ 1, I 2, ℜ ... , I 10 ℜ , account for the actions performed among the minimal components of an IS. As the same way, those informal definitions, the component of Information Resources, is considered an independent component from Technology. Also, direct users, called Information Workers, and Procedures, are considered, as well as in previous informal definitions analyzed. Hence, we have posed a formal definition of the term Information System, based in a formal definition of system. In next section, we will discuss the potential uses of it.
DISCUSSION
The formal definition of IS posed offers a flexible framework to model and specify an Information System in the level of detail demanded by the researchers or practitioners. The term IS, defined as a system, allows us to use the previous systemic definitions and postulates in order to study the phenomenon from a different optical. For example, the systemic properties of organization and hierarchy, mapped into the concept of IS, help to resolve the "Siamese twin problem" stated by Alter (2001, pp. 30-31) about the fallacy to study the Information Systems without studying the Work System, in that formerly it is included. Hierarchy property and expansionism approach, prevent us from studying the IS in an isolated way, and they obligate us to observe the phenomenon of an IS, included in a larger system, i.e., the Business Process System or Alter's Work System concept. We claim, in agreement with the Synthetic Thinking, that the behavior of any system only can be understood, when its role that it plays in its suprasystem is considered. For that, the formal definition posed in this study establishes in its first condition (i) that any IS is a subsystem of another.
We claim also, that our formal definition offers a flexible framework to fit previous definitions of the term IS. We will analyze two examples of them: an informal definition (Hoffer et al ., 1996, p. 8 ) and a semiformal (Alter, 2001, pp. 21-23 ). Hoffer's et al. definition of IS accounts for software application, support software, hardware, document and training materials, controls, job roles and people that use the software application. These components are considered by the posed formal definition of IS, in the following way: the subsystem S G (Technology) accounts for software support and hardware; the subsystem S G (Procedures) accounts for document, training materials and controls; the subsystem S G (Information Workers) accounts for people that uses the software application.
Furthermore, some item relations from the formal definition are useful to model, the way that these subsystems perform actions to make the components work as a system. For example, Hoffer et al's definition makes mention to the components: job roles and software applications. In this case, the first feature can be specified through the item relation I ℜ 3 = ℜ(S G (IW),∝-user-actions, S G (T)), where it accounts for the different patterns of actions that define the roles of direct users or Information Workers. Furthermore, even though the current definition is not developed totally in the study reported here, this subsystem, i.e., S G (Information Workers), according to its definition of general-system, can be modeled as well a system-II as a system-I. Therefore, from definitions 8 and 9, to specify the job roles potentially performed by people in an IS, the S G (Information Workers) can be modeled as a system-I and can define these features, i.e., the job roles, as system's attributes B ( (Information Resources) can be modeled as a system-I and specify system's attributes B(IR) = { β , IR β 2 , ...}, such as quality, clarity, accuracy, accessibility, appropriateness, among others (Burch, Strater & Grudnitski, 1979) .
In turn, Alter's framework defines the term IS through the concept of Work Systems (Alter, 2001, p. 15 ). This definition is one of the most comprehensive definitions reported at present. Alter states (2001, p. 14) that "Information Systems (and projects) are work systems on their own right since they consist of human participants, and/or machines performing a business process using information, technology, and other resources to produce products and/or services to internal or external customers."
However, as reviewed in the previous section, Alter's framework used partially systemic principles and present ambiguity in delimit appropriately an IS from its environment. Furthermore, this ambiguity brings the problem of distinguishing the IS from its suprasystem: the Work Systems. In Alter's framework, the overlap is possible (Alter, 2001, p. 30) , which is not in agreement with the principles of Systems Theory. However, Alter's framework accounts for critical components in any IS. We claim that this model, fits also in our formal model of IS. The subsystems S G (Technology), S G (Information Workers) and S G (Information Resources), can be mapped directly to the Alter's components participants, information and technology. The SS(IS), i.e., the suprasystem of the IS for that it justifies its existence and role according to Systems Theory principles, accounts for the business process noted in Alter's framework.
It must be noted that while in the semiformal model of IS, the business process is seen as an independent component it could sometimes be overlapped on the IS. In the formal model is clearly established that a business process has two subsystems directly associated with it: the control and the operational subsystems. In the former, all the management activities and tasks performed in the business process can be specified, as well as the operational level in this specific business process. This definition avoids the ambiguity to overlap Work Systems with IS. Products and services made in the business process, can specified through the itemrelations ℜ 2 = ℜ(CSS(BP), ∝-C-outputs, W(BP)) and ℜ 11 = ℜ(OSS(BP), ∝-OWork, W(BP).
Furthermore, these item relations let us distinguish outputs from control and managerial activities performed in the business process, from those generated at the level of the operational subsystems of it. It must be noted that the current model posed does not use parameters of ∝-actions, but it can be extended in further research to consider the flow of materials, information and energy (Gich, 1981) , and therefore, to specify attributes of the products and services generated by the business process.
Internal and external customers of the business process, i.e., people that receive the products or services generated by the business process supported by the IS, are counted in the formal model through the specification of subsystems of the environment W(BP) of the business process considered. If the formal model does not establish them explicitly, include them. Similarly, attributes of the Information component can be specified, and the formal model lets us specify attributes of the interests of clients, i.e., knowledge, aptitudes, beliefs, etc. Finally, with regard to the environmental component presented separately in the Alter's framework, i.e., context and infrastructure, the formal model allows for the model of social, technical and political features, through the specification of attributes and events assigned to subsystems in the system's environment W(BP). For example, soft features such as top management support, environmental hostility and dynamism and organizational climate, once the systems' modeler can identify how to measure them, are easily assigned to subsystems' attributes of W(BP).
In summary, we claim that the formal definition of the term IS, developed from the formal definition and principles of systems, lets us (i) avoid ambiguity from informal definitions, (ii) account for practically all informal definitions reported at the date of this study, (iii) specify and customize a structure of the concept IS with the level of detail demanded by the modelers, and (iv) build complex systemic models of organizations that uses IS.
In the next section, we will conclude with the main remarks of this chapter, and we will present the limitations and suggestions for further research in this directionthe formalization of the term IS.
CONCLUSION
We have reviewed the principles of Systems Approach and showed that these should be considered theoretical foundations for studying Information Systems, because this phenomenon is a system. After reviewing main philosophical doctrines of Systems Approach , properties of systems were analyzed. Then, a formal definition of the term system was posed, based strongly on a previous work developed by Gelman & García (1989) . Later, we claimed that the literature of Information Systems has failed to report a comprehensive and formal definition of the term Information System. Comprehensive definitions available are informal or semiformal Alter (1999 Alter ( , 2000 Alter ( , 2001 ) and the few formal definitions (Wand & Weber, 1998 , 1990 ) are limited in their abilities to capture the essence of core principles of systems (Sachs, 1976) .
These definitions were analyzed, and their limitations of vagueness and ambiguity were accounted for in the former case. In turn, were identified the limitations of a reduced scope for capturing the main primary intuitions widely agreed upon in the field of Systems for the latter case. Next, using the formal definition of the term system, a formal definition of the term Information Systems was developed and it was shown that its definition must be related to the larger whole to which it belongs. In this sense, the definition posed establishes that an Information System is a subsystem of a larger system called Business Process, that in turn, belongs a larger whole called Organization. With this definition, we showed that previous definitions can be explained formally. Also, it was shown that the formal definition is a base for any systems modeler who specifies a more detailed structure of an Information Systems, through the utilization of the concepts of system-I, system-II and general system, and the definitions of attributes, events and item relations.
Finally, we claim that the formal definition posed in this study let us (i) avoid ambiguity from informal definitions, (ii) account for practically all informal definitions, (iii) specify and customize a structure of the concept of Information Systems with the level of detail demanded by the modelers, and (iv) build complex systemic models of organizations that use Information Systems. This definition, due to its formal foundation, offers a nontrivial way to understand an Information System. However, we consider that further research must address empirical studies of practical cases to assess the strengths and weaknesses of the usaging it as a praxis tool. From an academician perspective, the field of Information Systems requires the formalizations of core concepts, and this work is a forward step in this direction.
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ENDNOTES
1 The Industrial Revolution is proof of it. 2 The original text of Gelman & García is in the Spanish language. Translation is adapted. 3 Please note that this definition covers more essential properties than those that refer only to sets of interconnected parts. 4 All of these references were taken from the work of Gelman & García (1989) . 5 In particular, the work of Gelman & García (1989) offers an excellent and detailed review of these definitions and a nonformal definition of the term system, in addition to the formal and mathematical-based definition. 6 Some systemic disciplines can offer useful soft modeling tools as Systems Dynamics, but the translation of soft relationships will still require a strong validation process of them.
Section II
Systemic Theoretical Models in Information Technology/Information Systems
