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Markov semi-groups generated by elliptic operators with
divergence-free drift
Zhongmin Qian∗and Guangyu Xi†
Abstract
In this paper we construct a conservative Markov semi-group with generator L= ∆+b ·∇
on Rn, where b is a divergence-free vector field which belongs to L2 ∩Lp with p < n. The
research is motivated by the question of understanding the blow-up solutions of the fluid
dynamic equations, which attracts a lot of attention in recent years.
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1 Introduction
In fluid dynamics, the velocity u(t,x) of fluid particles is described by, in the case of incompress-
ible fluids, the Navier-Stokes equations
∂tu+u ·∇u= ν△u−∇p, ∇ ·u= 0, (1.1)
in a domain of Euclidean space R3, subject to certain initial and boundary conditions. Here p(t,x)
is the pressure which is uniquely determined by u(t,x) up to a constant at every t, and it solves
the Poisson equation ∆p = −∇u⊗∇u. Hence p(t,x) is a non-linear and non-local term in the
Naiver-Stokes equations.
The first equation in (1.1) can be written as a parabolic type equation:
(∂t −ν△+u ·∇)u=−∇p, (1.2)
which however possesses no much common features as (local) parabolic equations, but neverthe-
less the theory of parabolic equations is helpful in the analysis of the Navier-Stokes equations.
It is a matter of fact that many quantities related to fluid flows such as the vorticity, the rate-of-
stress tensor fields also satisfy the same kind of parabolic evolution equations with the principal
parabolic operator ∂t −L, where L = ν△−u ·∇. The operator L is time non-homogeneous since
u depends on t, and its formal adjoint L∗ = ν△+u ·∇ is the infinitesimal generator of a diffusion
process, called Taylor’s diffusion, which models the fluid flows in terms of Brownian particles.
Taylor’s diffusion solves formally the following stochastic differential equation
dXt = u(t,Xt)+
√
2νdWt , (1.3)
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where Wt is the Brownian motion. Taylor’s diffusion has been an important tool in the study of
turbulent flows and in the development of numerical simulations to the solutions of the Navier-
Stokes equations (such as vortex methods). For the Navier-Stokes equations, only global weak
solutions have been constructed in general, and knowledge of weak solutions is still limited. There
is a vast literature addressing the regularity of weak solutions, see e.g. [18, 21]. Leray’s weak
solution u(t,x) satisfies the energy balance equation, which implies that
u(t,x) ∈ L2(0,T ;H1)∩L∞(0,T ;L2).
For the most interesting case where dimension is three, this regularity only implies that u(t,x) ∈
L2(0,T ;L6(R3))∩L∞(0,T ;L2(R3)) and the classical parabolic regularity theory fails to apply.
Consider the following parabolic equation of second order with singular divergence-free drift
∂tu(t,x)−
n
∑
i, j=1
∂xi(ai j(t,x)∂x ju(t,x))+
n
∑
i=1
bi(t,x)∂xiu(t,x) = 0 (1.4)
on Rn, where (ai j(t,x)) is symmetric. In this equation, we denote b as the drift velocity vector
field and u as a solution. When ai j = νδi j, equation (1.4) corresponds to Taylor’s diffusion (1.3).
A classical monograph on such parabolic equations is [9] by Ladyzhenskaya et al., in which the
existence of a unique Hölder continuous weak solution u is proved under the conditions that a is
uniform elliptic and b ∈ Ll(0,T ;Lq(Rn)) with 2
l
+ n
q
≤ 1, l 6= ∞. It is not known whether a Leray’s
weak solution has this regularity or not, which motivates us to consider the cases that 2
l
+ n
q
> 1
together with the assumption that b is divergence-free. Throughout this article, we will always
assume that there exists a constant λ > 0 such that
λ |ξ |2 ≤
n
∑
i, j=1
ai jξiξ j ≤ 1
λ
|ξ |2 E
and that b is divergence-free:
n
∑
i=1
∂xibi(t,x) = 0 S
for every t ≥ 0.
If (ai j) and (bi) are smooth, then there exists a unique fundamental solution Γ(a,b)(t,x;τ ,ξ )
(or simply by Γ(t,x;τ ,ξ ) if we only work with one pair (a,b)) associated with the Cauchy initial
problem (1.4). In [17], the following Aronson type estimate in the time-inhomogeneous case with
a super-critical drift b has been established, see also the related estimates in [1, 16, 23].
Theorem 1. Suppose a = (ai j) and b = (bi) are smooth which satisfy conditions (E), (S) and
assume that b ∈ Ll(0,T ;Lq(Rn)) for some n ≥ 3, l > 1, q > n2 such that 1 ≤ 2l + nq < 2. If µ ≡
2
2−γ+ 2l
> 1 with γ = 2
l
+ n
q
, then the fundamental solution has upper bound
Γ(a,b)(t,x;τ ,ξ ) ≤


C1
(t−τ)n/2 exp
(
− 1
C2
( |x−ξ |2
t−τ
))
, i f |x|
µ−2
tµ−ν−1 < 1
C1
(t−τ)n/2 exp
(
− 1
C2
( |x−ξ |µ
(t−τ)ν
) 1
µ−1
)
, i f |x|
µ−2
tµ−ν−1 ≥ 1
(1.5)
where ν = 2−γ
2−γ+ 2
l
, Λ = ‖b‖Ll (0,T ;Lq(Rn)), C1 =C1(l,q,n,λ ), and C2 =C2(l,q,n,λ ,Λ). If µ = 1, so
that q= ∞, then
Γ(a,b)(t,x;τ ,ξ )≤ C1
(t− τ)n/2 exp
(
−(C1Λ(t− τ)
ν −|x−ξ |)2
4C1(t− τ)
)
. (1.6)
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The upper bound in the theorem implies that Γ(a,b)(t,x;τ ,ξ ) decays exponentially in space
variables, which yields the pre-compactness of the family of the probability measures defined by
Γ (a,b), in the sense that, the family of finite dimensional distributions
n
∏
i=1
Γ(a,b)(ti,xi; ti−1,xi−1) dx0 · · ·dxn
for fixed s ≤ t0 < t1 < · · · < tn, is pre-compact under the topology of weak convergence for mea-
sures. The pre-compactness allows us to construct Γ(a,b)(t,x;τ ,ξ ) for Borel measurable a and b
which satisfy (E), (S) and b ∈ Ll(0,T ;Lq(Rn)) with 2
l
+ n
q
∈ [1,2). The weak convergence for
measures is too week to ensure the Chapman–Kolmogorov equation:
Γ(a,b)(t,x;τ ,ξ ) =
ˆ
Rn
Γ(a,b)(t,x;s,y)Γ(a,b)(s,y;τ ,ξ ) dy.
We leave it as unsolved problem, i.e. to construct a Markov process for the time non-homogeneous
case. However, for the time-homogeneous case, we will prove the Chapman–Kolmogorov equa-
tion and construct the corresponding Markov semi-group.
Therefore, we consider the time-homogeneous parabolic equation
∂tu(t,x)−
n
∑
i, j=1
∂xi(ai j(x)∂x ju(t,x))+
n
∑
i=1
bi(x)∂xiu(t,x) = 0 (1.7)
where (a,b) satisfies conditions (E) and (S). We study the Markov semi-group associated with
Γ(a,b) for b ∈ L2(Rn)∩Lq(Rn), q> n2 . The corresponding bi-linear form
E (u,v) =
ˆ
Rn
[〈∇u,a ·∇v〉+(b ·∇u)v] dx (1.8)
is not sectorial in general in the sense defined in [13] and the theory of non-symmetric Dirichlet
forms does not apply in this case. On the other hand, due to the divergence-free condition (S), the
symmetric part of the bi-linear form is given by
Es(u,v) =
ˆ
Rn
〈∇u,a ·∇v〉 dx,
which is however sectorial, and (Es,D(Es)) is a Dirichlet form. See for example [6, 13].
We are now in a position to state the main result of this paper.
Theorem 2. Suppose conditions (E), (S) hold and b ∈ L2(Rn)∩ Lq(Rn) for q > n2 . There is a
unique Markov semi-group (Pt)t≥0 on L2(Rn) associated with the bi-linear form (1.8) which has
transition probability kernel Γ(t,x,y) for t > 0, x,y ∈ Rn. Moreover, the uniqueness of weak
solutions holds for the Cauchy initial problem to (1.7) and is given by the representation
u(t,x) =
ˆ
Rn
Γ(t,x,y)u0(y) dy (1.9)
for any initial data u0 ∈ L2(Rn).
When the dimension n= 3, the condition of the theorem above is satisfied if b ∈ L2(R3). As a
consequence of Theorem 2, we have the following result which is interesting by its own.
Corollary 3. Let b be aC1-vector field inRn with n≥ 3 such that ∇ ·b= 0. If b∈ Lq(Rn)∩L2(Rn)
where n≥ q> n2 , then the diffusion process defined by solving
dXt = dBt +b(Xt)dt, X0 = x
3
is conservative, i.e. its transition density function Γ(t,x,y) (with respect to the Lebesgue measure)
satisfies that ˆ
Rn
Γ(t,x,y) dy= 1, (1.10)
where Γ(t,x,y) = P[Xt = y|X0 = x] formally.
The closet conditions in literature to ensure the stochastic completeness (1.10) for unbounded
b are those on the symmetric tensor ∇sb (Ricci curvature or Bakry-Émery condition) and ∇ · b is
the trace of ∇sb. Hence our condition impose a constrain on the “scalar curvature” of the operator
L= ∆−b ·∇.
There have been many works on the construction of Markov semi-groups from non-sectorial
bi-linear forms, which is an important topic in stochastic analysis. In [8], Kovalenko and Semenov
proved the existence of a semi-group on Lp for p larger than a certain number under an entropy
condition on b. Their entropy condition is still a critical condition on b. Using ideas from Dirichlet
form, it is proved in [11] that there exists a C0-semigroup if the drift b is form bounded. Later,
Sobol and Vogt [19] proved the existence of a strong continuous semi-group on Lp for any p ∈
[1,∞) if the space Q(b2)∩D(Es) is core for Es, where Q(b2) =
{
u ∈ L2 : u2b2 ∈ L1}, and E is
accretive. Their idea is to use the continuity argument. They first add a potential V to the bi-linear
form in order to remove the singularity appearing from the drift, and then send the potential to
zero. So the association of the semi-group etL and bi-linear form E is established through the
the correspondence of et(L−V ) and E +V . Our approach is to directly approximate b by smooth
bk, which gives the existence and conservative of the kernel. Later in [12], Liskevich and Sobol
further proved the heat kernel estimate of these semi-groups under additional functional conditions
on the bi-linear form, by using the idea developed in [3], which is similar to proving upper bound
in time-inhomogeneous cases in [16, 17].
In [25], Zhikov considered the following type of parabolic equations
∂tu−div((A+B) ·∇u) = 0, (1.11)
and constructed the unique approximation semi-group for periodic B ∈ L∞(Rn), divB ∈ L2loc(Rn)
and supr≥1
1
rn
‖B‖n
Ln(B(0,r)) < ∞. Here A is a symmetric matrix-valued and B is a anti-symmetric
matrix-valued. It is easy to see that such problems are equivalent to (1.4) with divergence-free b if
we set a= A and b=−divB.
In order to establish the existence and uniqueness of a Markov semi-group associated with
parabolic equation (1.7), which also defines the unique weak solution, we use an idea from [25].
For b ∈ L2(Rn)∩Lq(Rn) with q > n2 , there are divergence-free vector fields bk ∈C∞0 (Rn) for k =
1,2, · · · such that bk → b in L2(Rn)∩Lq(Rn). For the existence of such approximation sequence to
divergence-free vector fields, see Section 1.5 in [18]. Throughout the paper, L denotes the elliptic
operator div(a ·∇)−b ·∇, and its adjoint operator is
L∗ = div(a ·∇)+b ·∇
as b is divergence-free. The fact that the dual operator has the same form will be of great impor-
tance to our arguments in what follows.
This paper is organized as follows. In section 2, we proved the existence of weak solution
for b ∈ L2(Rn). In section 3, we give the proof to Theorem 2 with the stronger assumption that
b ∈ L2(Rn)∩Lq(Rn).
2 Existence of weak solutions
First we show the existence of weak solutions to (1.7) when (a,b) satisfies conditions (E), (S) and
b ∈ L2(Rn). A similar result was proved in [25] for (1.11) using the same idea.
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We use Γ(a,b)(t,x,ξ ) (t > 0) to denote the fundamental solution (recall that a,b are independent
of t) which is defined by Γ(a,b)(t− τ ,x,ξ ) = Γ(a,b)(t,x;τ ,ξ ).
Definition 4. A function u ∈ L∞(0,T ;L2(Rn))∩L2(0,T ;H1(Rn)) is a weak solution to (1.7) cor-
responding to (a,b) and initial data u0 if
ˆ T
0
ˆ
Rn
u(t,x)∂tϕ(t,x) dxdt−
ˆ T
0
ˆ
Rn
〈a(x) ·∇u(t,x),∇ϕ(t,x)〉 dxdt
−
ˆ T
0
ˆ
Rn
〈b(x),∇u(t,x)〉ϕ(t,x) dxdt =−
ˆ
Rn
u0(x)ϕ(0,x) dx
for any ϕ ∈C∞0 ([0,T )×Rn).
When b ∈ Lq(Rn) with q ≥ n, for any initial data u0 ∈ L2(Rn), there exists a unique weak
solution u satisfying that ∂tu ∈ L2(0,T ;H−1(Rn)) and u ∈C([0,T ],L2(Rn)). Moreover, it satisfies
the energy identity
1
2
‖u(T )‖22+
ˆ T
0
ˆ
Rn
〈a(x) ·∇u(t,x),∇u(t,x)〉 dxdt = 1
2
‖u0‖22. (2.1)
For more details, we refer to [9].
Proposition 5. Suppose conditions (E) and (S) are satisfied and b ∈ L2(Rn), there exists a weak
solution to (1.7) with initial data u0 ∈ L2(Rn).
Proof. Denote uk the weak solution corresponding to (a,bk), where bk ∈C∞0 (Rn) are divergence-
free and bk→ b in L2(Rn). Then {uk} is uniformly bounded in L∞(0,T ;L2(Rn))∩L2(0,T ;H1(Rn))
and hence has a sub-sequence which converges weakly to some u. This weak convergence allows
us to take limit as k→ ∞ in the equation:
ˆ T
0
ˆ
Rn
uk(t,x)∂tϕ(t,x) dxdt−
ˆ T
0
ˆ
Rn
〈a(x) ·∇uk(t,x),∇ϕ(t,x)〉 dxdt
−
ˆ T
0
ˆ
Rn
〈bk(x),∇uk(t,x)〉ϕ(t,x) dxdt =−
ˆ
Rn
u0(x)ϕ(0,x) dx
to obtain that
ˆ T
0
ˆ
Rn
u(t,x)∂tϕ(t,x) dxdt−
ˆ T
0
ˆ
Rn
〈a(x) ·∇u(t,x),∇ϕ(t,x)〉 dxdt
−
ˆ T
0
ˆ
Rn
〈b(x),∇u(t,x)〉ϕ(t,x) dxdt =−
ˆ
Rn
u0(x)ϕ(0,x) dx.
We call the weak solution constructed in this way an approximation solution. Next, we show
that every weak solution is an approximation solution in a weaker sense. This result follows from
a similar argument in [23].
Proposition 6. Suppose b ∈ L2(Rn) and bk ∈ C∞0 (Rn) are divergence-free such that bk → b in
L2(Rn). Let u and {uk} be the weak solution to (1.7) on [0,T ]×Rn with initial data u0, and drifts
b and {bk} respectively. Then u is the L∞(0,T ;L1(Rn)) limit of functions {uk}.
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Proof. Choose a sequence bk → b in L2(Rn). Consider the Cauchy problem
∂tuk−div(a ·∇uk)+bk ·∇uk = 0
with initial data uk(x,0) = u(x,0) = u0(x). Clearly uk−u is a weak solution to
∂t(uk−u)−div(a ·∇(uk−u))+bk ·∇(uk−u) = (b−bk) ·∇u
with 0 as the initial value. By assumption, ‖(b− bk) ·∇u‖L2(0,T ;L1(Rn)) → 0 as k → ∞. Since
bk ∈C∞0 (Rn), we have a representation given by
(uk−u)(t,x) =
ˆ t
0
ˆ
Rn
Γk(t− τ ,x,ξ )(b−bk) ·∇u(ξ ,τ) dξdτ ,
where Γk is the fundamental solution corresponding to bk on Rn. Then Γ∗k(t,ξ ,x) := Γk(t,x,ξ )
is the fundamental solution to (∂t −L∗k)u = 0, which is of the same form as the original equation
(1.7) up to a sign on the drift. Hence
ˆ
Rn
Γk(t− τ ,x,ξ ) dx= 1 (2.2)
for any fixed (t,τ ,ξ ). This implies that
ˆ
Rn
|uk−u|(t,x) dx≤
ˆ t
0
ˆ
Rn
|b−bk||∇u| dξdτ → 0
and the proof is done.
The proposition above implies that any week solution is an approximation solution. Here the
divergence-free condition is the key to have the dual operator being conservative to obtain (2.2).
3 Uniqueness of the approximation semi-group and its kernel
In this section we prove our main result Theorem 2. The idea is to construct a unique approxima-
tion Markov semi-group corresponding to generator L = div(a ·∇)− b ·∇. Since a is only Borel
measurable, the generator L is not well defined as a differential operator. Hence we will construct
L in the following, while we still use formal expression L= div (a ·∇)−b ·∇, if no confusion may
arise, for simplicity of notations. We start with the bi-linear form
E (u,v) =
ˆ
Rn
〈∇u,a ·∇v〉+(b ·∇u)v dx.
Naturally we consider the elliptic problem and its weak solutions. The approach is standard in
literature.
Definition 7. Let (a,b) satisfies (E), (S) and b ∈ L2(Rn). For f ∈ L2(Rn), if there exists a u ∈
H1(Rn) such that ˆ
Rn
〈∇u,a ·∇ϕ〉+(b ·∇u)ϕ +αuϕ dx=
ˆ
Rn
fϕ dx
for all ϕ ∈C∞0 (Rn), we call u a weak solution to the elliptic problem (α −L, f ), where α ≥ 0.
For b ∈C∞0 (Rn), the bi-linear form is actually a Dirichlet form. We recall the following result
on Dirichlet forms in [13, Chapter 1].
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Theorem 8. Let (a,b) satisfies (E), (S) and b ∈C∞0 (Rn). Then
(
E ,H1(Rn)
)
, where
E (u,v) =
ˆ
Rn
〈∇u,a ·∇v〉+(b ·∇u)v dx
for u,v ∈ H1(Rn), is a (non-symmetric) Dirichlet form. We still use L together with its domain
D(L) to denote the generator associated with the Dirichlet form
(
E ,H1(Rn)
)
. The resolvent Rα =
(α−L)−1 for α > 0 is a bounded linear operator from L2(Rn) to L2(Rn) with ‖(α−L)−1‖L2→L2 ≤
α−1, and it satisfies
E (Rα f ,v)+α(Rα f ,v) = ( f ,v). (3.1)
Thus for b ∈C∞0 (Rn), div(a ·∇)−b ·∇ is understood as the generator L defined as in Theorem
8 above. Clearly, for any f ∈ L2(Rn), (α −L)−1 f is the unique weak solution to (α −L, f ). We
can take v= (α −L)−1 f and derive that
‖(α −L)−1 f‖H1 ≤
1
min{λ ,α}‖ f‖L2 and ‖(α −L)
−1 f‖L2 ≤
1
α
‖ f‖L2 (3.2)
for all α > 0 and f ∈ L2(Rn). The following estimate on Rα , which follows from [25], plays an
important role in proving our main result.
Lemma 9. Suppose b ∈C∞0 (Rn) and L as in Theorem 8, set u= (1−L)−1 f for f ∈C∞0 (Rn). Then
for n≥ 3, we have
ˆ
Rn
[
ln(|x|2+ e)]2γ u2(x) dx≤C0
ˆ
Rn
[
ln(|x|2+ e)]2γ f 2(x) dx
with sufficiently small positive γ and constant C0 depending only on n, λ , γ and ‖b‖Lq(Rn) with
q> n2 .
Proof. Let ψ = γψ0, ψ0 = ln ln(|x|2+ e), for γ > 0, and consider the operator Lψ = eψLe−ψ . For
v= eψu, we have Lψv− v= g= eψ f and
ˆ
Rn
−〈∇(eψv),a ·∇(e−ψv)〉−b ·∇(e−ψv)eψv− v2 dx=
ˆ
Rn
gv dx.
It follows, together with (E) and (S), that
ˆ
Rn
λ |∇v|2− 1
λ
γ2|∇ψ0|2v2− γ(b ·∇ψ0)v2+ v2 dx≤−
ˆ
Rn
gv dx.
Notice that
|∇ψ0| ≤ 2|x|
(|x|2+1) ln(|x|2+ e) ,
which is bounded. Hence we have
ˆ
Rn
(b ·∇ψ0)v2 dx≤C‖b‖Lq‖∇ψ0‖L∞‖v‖1−θL2 ‖∇v‖1+θL2
≤C‖b‖Lq‖∇ψ0‖L∞C(θ)
(‖v‖2L2 +‖∇v‖2L2)
where θ = n
q
− 1 and C depends on n,q. Now we can take γ small enough such that ‖v‖L2 ≤
C0‖g‖L2 and the proof is complete.
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Given divergence-free b ∈ Lq(Rn)∩ L2(Rn) and a sequence of smooth functions bk → b in
Lq(Rn)∩L2(Rn), this lemma implies that for each fixed f ∈C∞0 (Rn),
lim
r→∞
ˆ
|x|>r
|(1−Lk)−1 f |2 = 0
uniformly in k. Using them, we will prove the compactness of resolvent operators
{
(α−Lk)−1
}
.
Lemma 10. Given divergence-free b∈ Lq(Rn)∩L2(Rn), smooth approximations bk→ b in Lq(Rn)∩
L2(Rn), and f ∈ L2(Rn), the sequence {(1−Lk)−1 f} is strongly compact in L2(Rn) and weakly
compact in H1(Rn).
Proof. Since
‖(1−Lk)−1 f‖H1 ≤
1
min{λ ,1}‖ f‖L2 (3.3)
the sequence
{
(1−Lk)−1 f
}
is weakly compact in H1(Rn). To prove the strong compactness in
L2(Rn), recall that we have proved ‖(1− Lk)−1‖L2→L2 ≤ 1 for all k. Since the convergence of
bounded linear operators is determined by its convergence on a dense subset (see Theorem 6 in
[10, Ch15]), it is sufficient to establish the compactness of {(1−Lk)−1 f} for f in a dense subset of
L2(Rn). For f ∈C∞0 (Rn), by Lemma 9 and the inequality (3.3), the compactness of {(1−Lk)−1 f}
in L2(Rn) follows from the Fréchet–Kolmogorov theorem [22, Chapter X, Section 1].
The previous lemma allows us to take limit as k→∞ and to define the generator L for singular
b.
Lemma 11. Given Lk defined as in Theorem 8 corresponding to bk which converges to b in
Lq(Rn)∩ L2(Rn), after a possible selection of a sub-sequence (denoted as Lk again), there ex-
ists a closed operator L defined on a dense subset of L2(Rn) such that ‖(α −L)−1‖L2→L2 ≤ α−1
for all α > 0 and
(α −Lk)−1 f → (α −L)−1 f in L2(Rn)
as k→ ∞, for all α > 0 and f ∈ L2(Rn).
Proof. We first consider the case when α = 1. We apply Lemma 10 to f in a countable dense
subset of L2(Rn), by Theorem 6 in [10, Ch15] and Cantor’s diagonal argument, we can find a sub-
sequence of (1− Lk)−1 that converges strongly. We still denote the sub-sequence as (1− Lk)−1
and denote its limit as S, i.e.
(1−Lk)−1 f → S f
strongly in L2(Rn) for f ∈ L2(Rn). Since (1−Lk)−1 f is weakly compact in H1, it also converges
to S f weakly in H1. It is easy to see that the limit S f is a weak solution to (1−L, f ). Since S is
bounded linear operator from L2(Rn) to itself, we can define its adjoint operator S∗ by 〈S f ,g〉 =
〈 f ,S∗g〉 for all f ,g ∈ L2(Rn). We already know that
lim
k→∞
〈(1−Lk)−1 f ,g〉= 〈S f ,g〉
for all f ,g ∈ L2(Rn) and
〈(1−Lk)−1 f ,g〉 = 〈 f ,(1−L∗k)−1g〉.
Hence we can see that S∗g is a weak solution to (1− L∗,g). Proposition 12 implies that both S
and S∗ have kernels K(S) = K(S∗) = 0 and hence they have dense range in L2(Rn) due to the
equality that K(S∗) = R(S)⊥. Now we can define L = 1− S−1, which has dense domain D(L)
and D(L) ⊂ H1. Since S = R1 = (1− L)−1 is the resolvent, we also have that L is a closed
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operator. Clearly, for each u ∈ D(L), it is the weak solution to (−L,−Lu). Hence (α −L)−1 f is
weak solution to (α −L, f ) for f in the range of (α −L), i.e. f ∈ R(α −L). From last theorem,
we already know that Rα = (α − L)−1 is bounded linear operator. We therefore need to show
that R(α −L) = L2(Rn). We can show that for each f ∈ L2(Rn), there is a unique weak solution
u∈D(L) to (α−L, f ). This is because for each u∈D(L), f = (1−L)u+(α−1)u∈ L2 and u is the
weak solution to (α −L, f ). Finally we can apply Theorem 1.3 in [7, Ch.8] to the approximation
sequence Lk to obtain that
(α −Lk)−1 f → (α −L)−1 f in L2(Rn)
as k→ ∞, for all α > 0 and f ∈ L2(Rn).
Let u be the limit of {(1−Lk)−1 f} weakly in H1(Rn). Then it is easy to check that u is a weak
solution to (1−L, f ). Next we show that for b ∈ Lq(Rn)∩L2(Rn), there is a unique S defined as
in last Theorem. The uniqueness of S implies that the definition of L is independent of the choice
of the convergent sub-sequence.
Proposition 12. Suppose (a,b) satisfies conditions (E) and (S). For any f ∈ L2, there exists a
unique weak solution u ∈H1 to the elliptic problem (α−L, f ) for n≥ 3, b ∈ Lq(Rn)∩L2(Rn) and
α > 0.
Proof. We already showed the existence of weak solution by an approximation approach. Given a
weak solution uwhere f = 0, actually we can take a test function as h= u¯ϕ with u¯= u∧N∨(−N)
and ϕ ∈C∞0 , because b · u¯ ∈ L2. We let
ϕr =
{
1 |x| ≤ r2
0 |x| ≥ r , |∇ϕ | ≤
4
r
for any r > 0 and 0≤ ϕr ≤ 1. Then we have
ˆ
Rn
〈∇u,a ·∇(u¯ϕr)〉+b ·∇u(u¯ϕr)+αu(u¯ϕr) dx= 0.
Because u¯ϕr → u¯ in H1(Rn) and almost everywhere, by taking r→ ∞, we obtain that
ˆ
Rn
〈∇u,a ·∇(u¯)〉+b ·∇u(u¯)+αu(u¯) dx= 0.
Next we consider the second term in the equation above. Since
´
Rn
b ·∇u¯u¯ dx= 0, we have
ˆ
Rn
b ·∇uu¯ dx=
ˆ
Rn
b · (∇u−∇u¯)u¯ dx
= N
ˆ
{u>N}
b · (∇u−∇u¯) dx−N
ˆ
{u<−N}
b · (∇u−∇u¯) dx= 0,
and therefore ˆ
Rn
〈∇u,a ·∇u〉+αu2 dx= 0
by taking limit as N→ ∞. Hence u= 0.
Finally, to prove the representation (1.9), we also need the convergence of the fundamental
solution.
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Definition 13. (Tightness) Given a family of probability measures {Pi}i∈I on a metric space. If
for every ε > 0, there is a compact set K such that supi∈I Pi(K)> 1− ε . Then we call this family
of measures tight.
Proposition 14. Given a sequence of probability measures {Pn} on Rn which have densities { fn}
uniformly bounded from above by a continuous function h. Suppose h satisfies
lim
R→∞
ˆ
B(0,R)c
h(x) dx= 0,
where B(0,R) is the open ball in Rn centered at 0 with radius R. Then {Pn} is weakly compact in
the space of probability measure. Suppose we take a convergent sub-sequence, then its limit P has
density f which is also bounded from above by h.
Proof. It is easy to see that {Pn} is tight, which implies that it is weakly compact by Prohorov’s
theorem. So we just need to show that P has density f which is bounded by h. Firstly, we
show that P is absolutely continuous with respect to the Lebesgue measure m. Suppose A ⊂ Rn
such that m(A) = 0, then there is a decreasing sequence of open sets {Oi} containing A such that
limi→∞m(Oi) = 0. Therefore limi→∞Pn(Oi)→ 0 uniformly for all Pn. By Portmanteau theorem
[20, Theorem 1.1.1], we have P(Oi) ≤ limsupn→∞Pn(Oi), which implies that limi→∞P(Oi) = 0
and hence P(A) = 0. So P has a density f by Radon–Nikodym’s theorem.
Next we show that this f is bounded by h. If not, we can find a bounded set A such that
m(A) > 0 and f > h a.e. on A. Since h is continuous, we can find an open set O small enough
such that it contains A and P(O)>
´
O
h≥ Pn(O) for all n. Clearly this contradicts to that Pn → P
weakly in measure.
Now we re in a position to complete the proof of Theorem 2.
Proof. By the fundamental approximation theorem of semi-groups in [7, Cp 9, Theorem 2.16],
the convergence of resolvents in Theorem 11 implies that etLk → etL as bounded linear operators
from L2(Rn) to L2(Rn) and are uniform for t in any finite interval [0,T ]. Further, Proposition 6
yields that etL is the unique semi-group which generates the unique weak solution. Let Γk(t,x,y)
be the fundamental solution to (∂t −Lk)u= 0. Then
uk(t,x) =
ˆ
Rn
Γk(t,x,y)u0(y) dy= e
tLku0
for any u0 ∈ L2(Rn) and k = 1,2, · · · . By Theorem 1 and Proposition 14, we have that for
each fixed (t,x) (and (t,y)), the family of transition probabilities {Γk(t,x,y) dy} (and also the
family{Γk(t,x,y) dx}) is tight and hence converges weakly in measure to some Γ(t,x,y) dy which
has the same upper bound as that of Γk(t,x,y). Define
u(t,x) =
ˆ
Rn
Γ(t,x,y)u0(y) dy
for u0 ∈C∞0 (Rn), then uk(t,x)→ u(t,x) by the weak convergence of measure. As we have proved
above that uk → etLu0 in L2(Rn), so u = etLu0 in L2(Rn). Since C∞0 (Rn) is dense in L2(Rn), we
can extend it to conclude that operator etL has a kernel Γ(t,x,y).
References
[1] D. G. Aronson. Non-negative solutions of linear parabolic equations. Annali della Scuola
Normale Superiore di Pisa-Classe di Scienze, 22(4):607–694, 1968.
10
[2] P. Billingsley. Convergence of probability measures. John Wiley & Sons, 2013.
[3] E. B. Davies. Explicit constants for Gaussian upper bounds on heat kernels. American
Journal of Mathematics, 109(2):319–333, 1987.
[4] E. B. Fabes and D. W. Stroock. A new proof of Moser’s parabolic Harnack inequality using
the old ideas of Nash. In Analysis and Continuum Mechanics, pages 459–470. Springer,
1989.
[5] A. Friedman. Partial differential equations of parabolic type. Courier Corporation, 2013.
[6] M. Fukushima, Y. Oshima, andM. Takeda. Dirichlet forms and symmetric Markov processes,
volume 19. Walter de Gruyter, 2010.
[7] T. Kato. Perturbation theory for linear operators, volume 132. Springer Science and Busi-
ness Media, 2013.
[8] V. F. Kovalenko and Y. A. Semenov. C0-Semigroups in Lp(Rd) and C(Rd) spaces generated
by the differential expression ∆+b ·∇. Theory of Probability & Its Applications, 35(3):443–
453, 1991.
[9] O. A. Ladyzhenskaia, V. A. Solonnikov, and N. N. Ural’tseva. Linear and quasi-linear
equations of parabolic type, volume 23. American Mathematical Soc., 1988.
[10] P. D. Lax. Functional analysis. New York, Wiley-Interscience, 2002.
[11] V. Liskevich. On C0-semigroups generated by elliptic second order differential expressions
on Lp-spaces. Differential and Integral Equations, 9(4):811–826, 1996.
[12] V. Liskevich and Z. Sobol. Estimates of integral kernels for semigroups associated with
second-order elliptic operators with singular coefficients. Potential Analysis, 18(4):359–390,
2003.
[13] Z. Ma and M. Röckner. Introduction to the theory of (non-symmetric) Dirichlet forms.
Springer Science & Business Media, 2012.
[14] J. Nash. Continuity of solutions of parabolic and elliptic equations. American Journal of
Mathematics, 80(4):931–954, 1958.
[15] J. R. Norris and D. W. Stroock. Estimates on the fundamental solution to heat flows with
uniformly elliptic coefficients. Proceedings of the London Mathematical Society, 3(2):373–
402, 1991.
[16] Z. Qian and G. Xi. Parabolic equations with singular divergence-free drift vector fields.
preprint arXiv:1612.07727, 2016.
[17] Z. Qian and G. Xi. Parabolic equations with divergence-free drift in space LltL
q
x . To appear
in Indiana University Mathematics Journals, 2018.
[18] G. Seregin. Lecture notes on regularity theory for the Navier-Stokes equations. World Sci-
entific, 2015.
[19] Z. Sobol and H. Vogt. On the Lp-theory of C0-semigroups associated with second-order
elliptic operators, i. Journal of Functional Analysis, 193(1):24–54, 2002.
[20] D. W. Stroock and S.R. S. Varadhan. Multidimensional diffusion processes. Springer, 2007.
11
[21] R. Temam. Navier-Stokes equations, volume 2. North-Holland Amsterdam, 1984.
[22] K. Yosida. Functional analysis. Springer-verlag, 1980.
[23] Q. Zhang. A strong regularity result for parabolic equations. Communications in mathemat-
ical physics, 244(2):245–260, 2004.
[24] V. V. Zhikov. Remarks on the uniqueness of a solution of the Dirichlet problem for second-
order elliptic equations with lower-order terms. Functional Analysis and Its Applications,
38(3):173–183, 2004.
[25] V. V. Zhikov. Estimates of Nash-Aronson type for a diffusion equation with asymmetric ma-
trix and their applications to homogenization. Russian Academy of Sciences Sbornik Mathe-
matics, 197, 12 2006.
12
