ABSTRACT. The aim of this paper is to prove the Kolmogorov theorem of persistence of Diophantine flows for nearly-integrable Poisson systems associated to a real analytic Hamiltonian with aperiodic time dependence, provided that the perturbation is asymptotically vanishing. The paper is an extension of an analogous result by the same authors for canonical Hamiltonian systems; the flexibility of the Lie series method developed by A. Giorgilli et al., is profitably used in the present generalisation.
where (z, η, ξ) ∈ Z × R × R + =: D, if the evolution of the auxiliary variable η is disregarded.
It is straightforward to check that the brackets associated to B, i.e. defined by {F, G} := (F (z,η,ξ) ) T B · G (z,η,ξ) ,
for all F, G : D → R, satisfy the properties described above, i.e. system (3) is a Poisson system on D.
FRAMEWORK AND MAIN RESULT
2.1. Nearly-integrable Poisson systems and their invariant tori. From now on we shall consider time-dependent and nearly-integrable Poisson systems, i.e. associated to Hamiltonians of the form H(y, x, η, ξ) := h(y) + η + εf (y, x, η, ξ).
As discussed in [LY06] , the skew-symmetry condition and the necessity to obtain an invariant torus once a particular value y * ∈ Y has been chosen, implies that the matrix B has the following particular structure (y * ),ω := h y (y * ),
is the frequency of the flow on the chosen invariant torus. In the typical scenario of a Kolmogorov-type result, our aim is to show that the motion with frequency ω persists in the perturbed system, provided that ε is "sufficiently" small, under suitable hypotheses on the Hamiltonian (5). After a (formal) Taylor expansion of the Hamiltonian (5) around y * , a trivial rescaling of the expansion point in the origin and a redefinition of y and of H, the same Hamiltonian reads, up to an additive constant as
where C := h yy (y * ) and R = O(|y| 3 ).
Setting and main statement.
In order to use the tools of Complex Analysis, let us consider the complexification of the space {0} × T n × R × R + , defined by D ρ,σ;ζ := ∆ ρ × T n σ × S ρ × R ζ where ∆ ρ := {y ∈ C m : |y| ≤ ρ}, T n σ := {x ∈ C n : |ℑx| ≤ σ}, S ρ := {η ∈ C : |ℑη| ≤ ρ},
Analogously to [Gio] , the space of scalar valued functions g = g(y, x, ξ) defined on D ρ,σ;ζ is endowed with the usual supremum and Fourier norms
where g k (y, ξ) are the coefficients of the Fourier expansion g = k∈Z n g k (y, ξ)e ik·x and |k| := |k 1 | + . . . + |k n | for all k ∈ Z n . In the case of vector-valued functions w :
. Given a matrix M ∈ M n,m (∆ ρ , C), the following norm will be finally considered: M ρ := nm max ij (sup y∈∆ρ |m ij (y)|) while we shall set simply M := nm max ij |m ij | if M does not depend on y. The function h and the matrix B(y) will be supposed analytic and bounded on D ρ,σ;ζ , i.e. there exist two constants M h , M B > 0 such that h ρ ≤ M h and B ρ ≤ M B . In particular the expansion leading to (7) is well defined. Analogously to [FW] we shall assume the following hypothesis Hypothesis 2.1.
• There exists υ ∈ (0, 1) such that, for all v ∈ C m |Cv| ≤ υ −1 |v|.
• (Diophantine condition): y * is such that ω is a γ − τ Diophantine vector, i.e. there exist γ and
• (Slow decay): the perturbation f is holomorphic on D ρ,σ;ζ , satisfying, in addition,
for some M f > 0 and a ∈ (0, 1).
The choice a < 1 is not technical but simply related to the possibility to obtain simpler estimates in the follow. Nevertheless, it allows us to exploit the slow decaying feature of the perturbation. In the described framework, we are able to prove the following 
where R ∞ is at least quadratic in y.
FORMAL SCHEME
As usual, the construction of the Kolmogorov normal form is based on an iterative algorithm of changes of variables. We shall use the Lie method by considering the Lie series operator associated to the generating function φ, formally defined as
where L φ · := {φ, ·} the latter being defined in (4). By construction, the above defined operator, is a Poisson change, as a time-one evolution of the Poisson system associated to the "Hamiltonian" φ. The hard-core aspect of the normalization algorithm consists in the following Lemma 3.1. Let us suppose that, for some j ∈ N, Hamiltonian (7) has the form
with
Then it is possible to find χ (j) such that P j H (j) with
is of the form (11) for suitable
The effect of this scheme is to remove the presence of the "unwanted" terms collected in g (j) on a certain "level" of magnitude 2 . This cancellation is effected via the time-dependent homological equation (15), already introduced in [FW] . The transformation determined in this way produces further terms of this type i.e. A (j+1) and B (j+1) , but their size is "smaller" than the same terms labelled with j. In this way, their contribution is (formally) removed once one sets
This well established heuristic approach will be made rigorous in the quantitative part.
Proof. We consider the action of the operator exp(L χ (j) ) on H j , obtaininĝ
Let us suppose that it is possible to determine χ (j) such that
In such case the Hamiltonian takes the form
Note that h (j) + λ j Q (j) is at least quadratic in y whileR (j) contains also terms independent of y and linear in y. Hence, it is possible to set
By using (12) one defines h (j+1) and g (j+1) . Then H (j+1) by (11). The residual higher order terms of the Taylor expansion are stored in R (j+1) .
Solution of the Homological equation. Our aim is now to determine a solution of the equation (15). Recalling (4), equation (15) takes the form
The necessity to solve the previous equation up to first order in y, leads to the possibility to restrict ourselves to linear expansions of B and to the well known class of linear generating functions, as suggested by Kolmogorov B
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The use of a book-keeping parameter (see e.g. [Eft12] ) could be very useful in order to to recognize the perturbative feature of the scheme. Set e.g. ) y (y * ). Plugging these expansions into (17), the comparison of the power of y yields, up to O(|y| 2 ), the following system
Having denoted
Once S (j) has been determined by solving the first equation, each component of the second equation has exactly the same form of the first one, with the corresponding component of S
. This completes the formal resolvability of the iterative step.
We stress that equations of the system (18), both of the form
possess the same structure of those found in the canonical case, discussed in [FW] . 
QUANTITATIVE ESTIMATES
where Γ ρ,σ := [e 2 G 11 σ 2 + 2eG 12 ρσ + G 22 ρ 2 ](eρσ) −2 with G ij := B ij ρ .
Proof. Straightforward generalisation of [Gio02, Pag. 77].
It is immediate to see that, under the same assumptions, the Lie operator exp(L χ ) converges if the following condition is satisfied
Proposition 4.2. Let δ ∈ [0, 1) and suppose that there exists a constant K > 0 such that
for all ξ ∈ Rζ and for some 0 <σ < σ, 0 <ζ ≤ ζ. Note that a has been defined in (9).
Then for all d ∈ (0, 1 − δ) and for allζ such that
the solution of (19) exists and satisfies
for all l = 1, . . . , n and for some constants Θ 2 > Θ 1 > 0.
Proof. Given in [FW] .
D R A F T 4.2. Iterative lemma. Let us define the following vector of parameters u
Consider, in addition, u * := (0, 0, 0, m * , ρ * , σ * ) for some m * , ρ * , σ * ∈ (0, 1). The vectors u * , u 0 will be determined later. We shall denote D (j) := D ρ j ,σ j ;ζ j and D * := D ρ * ,σ * ;ζ * . 
(2) for all functions w = w(q, ξ) :
(3) d j ≤ 1/6 and ζ j is set as
(4) there exists a constant Mh (j) > 0 such that
Then it is possible to determine a constant D > 0 such that: if
it is possible to choose u j+1 < u j under the constraint (27) 3 
, for which (25), (26), (28) are satisfied by
A (j+1) , B (j+1) , C (j+1) andh (j+1) given
by (16a), (16b), (16c) and (12) respectively, with Mh
The proof of this result is organized in the following three steps. In order to avoid a cumbersome notation, the index j will be dropped from all the objects depending on it, and reintroduced only for objects at the j + 1−th stage.
4.2.1.
Estimates on the generating function. By (25) and Prop. 4.2 (set δ = d/2) we get
where M 0 := Θ 1 (2/σ * ) 2τ and M 1 := nΘ 2 (2/σ * ) 2τ +1 . In this way, recalling the definition of E, the symmetry of C, using the second equation of (30) and finally (26), we obtain (18) hold
Recalling the definition of χ, (32) imply the following estimates
with M 5 := M 0 + M 3 and M 6 := M 1 + M 4 . By a Cauchy estimate we immediately get 
Hence, the Lie operator is uniformly convergent provided that
as
An estimate of the third term appearing inR can be obtained in the same way. More precisely, bound (20) whith ψ ≡h yields L s
Finally, the first term ofR follows easily from (20) for s = 1. Indeed, as
The latter, (38) and (37) imply
, allowing us to obtain the following bounds
The final step is the estimate of C (j+1) . Taking into account (16c) and the bound before (38) we compute
In conclusion we have, for all w = w(x, ξ) ∈ C m (write C ′ = C + (C ′ − C) and use (40)),
The previous definition of υ ′ makes sense provided that the quantity between the square brackets is positive, which is a property that can be obtained by requiring 
which is the well known quadratic iteration, that is able to compensate the effect of the small divisors contained in d
. The monotonicity of ǫ j is a direct consequence as ǫ 0 will be chosen smaller than one. Taking into account the domain restrictions appearing in (39a), (39b) and (41), the iterative step is complete once the following conditions are set
where the latter follows directly from (43). As for ζ j+1 , it is easy to see that condition (27) for j + 1 is stronger than the restriction required by the above mentioned bounds 6 . Analogously to [BGGS84] , the property (28), follows from the fact that exp(
This completes the proof of Lemma 4.3.
4.3. Bounds on the Poisson change of coordinates. As in [FW] , the aim is now to give the estimates for the change of variables P j for all j ≥ 0. These will be used later to ensure that the image of points in D * do not "escape" from D (0) under the action of the composition of Poisson flows P j once the limit (14) is taken. 
Proof. Firstly note that
, L χ x = χ x B 22 + T B 12 and L χ ξ = 0, in particular ξ j+1 = ξ j ≡ ξ (the Poisson transformation does not act on time). By using the bounds of the previous section it is possible to bound
. A repeated use of (20) written for s − 1, with L χ y and L χ x in place of ψ, respectively, yields
while the bound for L s χ η is already known from (35). The ǫ 0 − closeness of the change of variables is evident by the previous bounds and by (43) .
, in this way the use of (29) and (27) give the desired estimates.
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CONVERGENCE OF THE SCHEME AND CONCLUSION OF THE PROOF
This part is completely similar to [FW] with the exception of some details, which are specified in the brief sketch reported below for completeness. Set ǫ j = ǫ 0 (j + 1) −16(τ +1) for all j ≥ 1 and
Under the condition
holds d j < d 0 ≤ 1/6 as required by Lemma 4.3, item (3). Furthermore, due to (46), the sequences ρ j , σ j , υ j as determined by (44), converge to some ρ * , σ * , υ * > 0, respectively. More precisely one finds (ρ * , σ * , υ * ) = (ρ 0 /4, σ 0 /4, υ 0 /2), with ρ 0 , σ 0 and υ 0 to be determined. By (46), (27) and the definition of ǫ j above, it follows that lim j→∞ u j = u * . Consider the Taylor expansion of Hamiltonian (7) ≤ mM f ρ −1 0 exp(−a|ξ|) setting (ρ 0 , σ 0 ) = (ρ/2, σ/2). In this way (25) holds true by choosing ǫ 0 := mεM f /ρ 0 . Setting υ 0 = υ/2 condition (26) is satisfied for sufficiently small ε (see [FW] for a quantitative estimate). The described conditions on ε, together with (47), determine the threshold for ε a mentioned in theorem 2.2. More precisely, by (47), it is of the form ε a ≤ M a O(a 4 ), where M a is a ("very small") constant. Note that the property (28) for H (0) is a direct consequence of the regularity assumptions on the initial Hamiltonian. For instance, one can set Mĥ (0) := M h + εM f . The value of ζ 0 is determined by (27) by setting d 0 = 1/6. The choice of u 0 as a function of the initial domain of analyticity is now complete. Finally, bounds (45) and (46) under the condition (47), ensure that e.g. |y (∞) − y| ≤ j≥0 |y (j+1) − y (j) | ≤ dρ/6 and similarly for the other coordinates, hence points starting in D * are mapped within D (0) . The degeneration of the radius ζ is not relevant as the transformation is trivial in time. The proof of the analyticity of P, as defined in (14), follows by the Weierstraß theorem, see e.g. [Gio, Pag. 168 
