instructions, such as ''report 'T's of any color''. Without this letter monitoring task, the rapidly flashing noise images, which conceal the invisible tool images, would presumably capture and hold the observers' visual attention in the peripheral visual field. So what did Bahrami et al. [6] hope to achieve by removing both awareness and attention?
To understand, we need to recall some basic facts about attention. In our subjective visual experience, we encounter attention in the form of visual effort and voluntary control. Formally, attention selectively enhances and attenuates visual processing to meet current behavioural goals [7] . Attention is not associated with one particular brain site, but seems to result from dynamic interactions between multiple brain areas encoding visual and goal information [8, 9] . When a given stimulus is selected by attention, it typically evokes stronger responses at all neural levels: in the visual thalamus, in early retinotopic areas of cortex, and in higher areas of the ventral and dorsal visual cortex [10] . Psychophysical evidence shows many qualitative and quantitative improvements in the visual awareness of an attended stimulus [11] .
What Bahrami et al. [6] did, therefore, was to ask whether attention modulates responses evoked by an invisible image. In fact, they found that the fMRI activation by invisible tool images did indeed prove higher when attention was allowed to select the image locations -with simple letter monitoring -than when attention was assiduously drawn away -with complex letter monitoring. This result, which was obtained in all three investigated areas (V1, V2 and V3), implies that a neuronal response need not contribute to visual awareness, even though it is enhanced by visual attention. In short, attention does not guarantee awareness.
The dissociation observed by Bahrami et al. [6] -attention without awareness -reinforces previous reports of the opposite dissociation, namely, that observers tend to be aware of salient stimuli outside the current focus of attention -awareness without attention [11, 12] . It looks less and less likely, therefore, that a neural correlate of visual awareness, which is the ultimate goal of this line of research, will bear a close resemblance to the neural basis of attention [13] Caulobacter is an appealing model for investigating the bacterial cell cycle [3] because cells can be easily synchronized in the 'swarmer' stage, which is analogous to the G1 phase of eukaryotes. The swarmer has pili and a single flagellum at one cell pole, which are replaced by an adhesive stalk when the swarmer differentiates into a stalked cell ( Figure 1A ). The stalked cell enters S phase, and as the cell replicates the chromosome and elongates, new swarmer structures develop at the pole opposite the stalk. Following asymmetric division, the new swarmer cell finds itself in G1 again, whereas the stalked progeny cell immediately re-enters S phase.
This series of events is coordinated by several signal transduction proteins, foremost among them CtrA, an essential transcription factor [4] . CtrA controls the expression of many cell-cycle-regulated genes [5] ; it also binds to and silences the origin of replication [6] . CtrA activity is modulated by differential expression, phosphorylation and proteolysis [4, 7] . In G1, phosphorylated CtrA inhibits DNA replication until the swarmer-to-stalked transition, when CtrA is degraded ( Figure 1A) . CtrA is then re-synthesized and activated by phosphorylation in the elongating stalked cell. Following cell division, CtrA is removed specifically from the stalked progeny, to allow chromosome replication. How the phosphorylation and degradation of CtrA are temporally and spatially controlled has been a long-standing mystery. Biondi et al. [1] have now identified a missing link in the circuitry, a 'phosphotransferase' called ChpT, which is necessary for both types of regulation.
All previous evidence fingered CckA, a membrane-bound histidine kinase, as the source of phosphate for CtrA in vivo [8, 9] , but researchers have been frustrated for years by an inability to demonstrate direct phosphorylation of CtrA by CckA in vitro. In a canonical bacterial two-component signal transduction system, the kinase autophosphorylates on a conserved histidine residue, then transfers the phosphoryl group to a conserved aspartate in the 'receiver' domain of its partner response regulator, usually a DNA-binding protein [10] . But CckA is a 'hybrid kinase', containing its own receiver domain, and hybrid kinases do not necessarily play by the same rules. So, Biondi et al. [1] looked at the ability of CckA's kinase domain to phosphorylate purified versions of every response regulator and receiver domain encoded in the Caulobacter genome. They found that CckA phosphorylated its own receiver domain, but not CtrA. This result was reminiscent of earlier work in which Biondi et al. [11] demonstrated that stalk biogenesis is controlled by a 'phosphorelay' of signals from a hybrid kinase to a histidine phosphotransferase to a response regulator. Might a separate histidine phosphotransferase serve as an intermediary between CckA and CtrA?
Unlike kinase and receiver domains, which tend to be highly conserved, histidine phosphotransferases vary greatly in sequence. As Biondi et al. [11] pointed out in their earlier work, though, histidine phosphotransferases have certain features in common: relatively small size (<250 amino acids), predominantly a-helical structure and a histidine residue in a predicted a helix. Bioinformatic screening of the Caulobacter genome with these criteria yielded more than 50 candidates, but the field was narrowed further by looking for those that are present only in organisms that also contain cckA and ctrA orthologues -the At this point, CckA delocalizes and CtrA is degraded.
As the stalked cell elongates during S phase, CtrA is synthesized and phosphorylated again, because CckA is re-localized to the poles and active. After cell division, the swarmer progeny repeats the entire cycle, while the stalked progeny re-enters S phase. (B) Feedback loops control CtrA activity and cell-cycle progression. CckA kinase phosphorylates both CtrA and CpdR via the ChpT phosphotransferase. This phosphorelay activates and stabilizes CtrA, because only the unphosphorylated form of CpdR promotes CtrA proteolysis. Active CtrA drives divK expression, and accumulation of phosphorylated DivK inhibits the activity of CckA. CtrA also promotes its own expression and represses expression of GcrA. After CtrA is destroyed during the swarmer-to-stalked transition, GcrA induces a burst of CtrA production, which positively feeds back to generate more CtrA. (Adapted with permission from [1] .) rationale being that essential components of the same regulatory pathway should be conserved across species. A single candidate gene, chpT, emerged after this criterion was added [1] . Genetic and biochemical analysis confirmed that purified ChpT passes a phosphoryl group from the CckA receiver domain to CtrA, and thus represents the missing link in this signal transduction pathway.
Whether ChpT is a passive transfer vehicle, or itself mediates some form of regulation, is not yet known (though one might suspect there is a reason the CckA-CtrA pair did not evolve the ability to interact directly). At any rate, CckA-ChpT does not work just with CtrA. The CpdR response regulator directs the protease responsible for CtrA degradation to the stalked pole [12] , where doomed CtrA molecules are sent for destruction during entry into S phase [13, 14] . Only unphosphorylated CpdR localizes the protease; CckA protects CtrA from degradation by promoting CpdR phosphorylation [12] . Biondi et al. [1] found that ChpT also mediates phosphoryl transfer from CckA to CpdR. ChpT thus sits at the junction of a bifurcating pathway that allows CckA to control CtrA by both phosphorylation and inhibition of proteolysis ( Figure 1B) .
What is upstream of CckA in the circuit? CckA activity is correlated with polar localization [8, 9] , which is controlled by yet another response regulator, DivK [1] . An increase in phosphorylated DivK appears to inhibit polar localization of CckA ( Figure 1B) . During S phase and prior to cell division, CckA localizes to both cell poles ( Figure 1A ). The level of phosphorylated DivK is moderated by a kinase (DivJ) at the stalked pole and a phosphatase (PleC) at the opposite pole [15] . After division, the stalked progeny inherits the DivJ kinase; so phosphorylated DivK accumulates, and CckA becomes delocalized and inactive. In contrast, the swarmer progeny inherits the PleC phosphatase, which dephosphorylates DivK to allow active CckA to remain at the flagellated pole; phosphorylated CtrA consequently represses DNA replication. PleC is replaced by DivJ during the swarmer-to-stalked transition, inactivating CckA and leading to destruction of CtrA. After a lag, CtrA synthesis starts up again with the help of GcrA, a regulatory protein whose expression is derepressed when CtrA is degraded ( Figure 1B) [16]. After this kick start, CtrA feeds back to boost its own expression, and proceeds to activate a large regulon of genes until cell division triggers the DivK pathway for its destruction in the stalked progeny.
Thanks to systems-level approaches, the molecular details of the Caulobacter cell cycle circuit are becoming increasingly clear. We cannot claim to understand all the information the cell is processing as it moves through its life cycle, but the work of Biondi et al. [1] lays out a lucid model, connecting regulatory components through interlinked sequential gene expression pathways and feedback loops dependent on spatial positioning of proteins. Cell growth and division provide critical timing functions, creating distinct compartments and subcellular structures that interact differentially with regulatory components to influence their activities. Analogous observations have been made in S. cerevisiae, in which two distinct oscillatory mechanisms are interlinked to control cyclin synthesis, phosphorylation, and destruction [2] . Subcellular localization of key regulators is important in S. cerevisiae as well; the CDC14 phosphatase, for example, is sequestered in the nucleolus during most of the cell cycle, then released to trigger mitotic exit by dephosphorylating critical proteins [17] . The players are not evolutionarily conserved between the prokaryotic Caulobacter and eukaryotic Saccharomyces cells; in fact, the Caulobacter regulatory proteins are for the most part only conserved within the 'alpha' family of Proteobacteria. Nevertheless, the conceptual similarities in the cell cycle regulatory circuitry between these prokaryotic and eukaryotic model systems suggest that these are robust design elements, likely to be applied repeatedly.
