Non-proportional hazards (NPH) have been observed recently in many immunooncology clinical trials. Weighted log-rank tests (WLRT) with suitably chosen weights can be used to improve the power of detecting the difference of the two survival curves in the presence of NPH. However, it is not easy to choose a proper WLRT in practice when both robustness and efficiency are considered. A versatile maxcombo test was proposed to achieve the balance of robustness and efficiency and has received increasing attentions in both methodology development and application. However, survival trials often warrant interim analyses due to its high cost and long duration. The integration and application of maxcombo tests in interim analyses often require extensive simulation studies. In this paper, we propose a simulationfree approach for group sequential design with maxcombo test in survival trials. The simulation results support that the proposed approaches successfully control both the type I error rate and offer great accuracy and flexibility in estimating sample sizes, at the expense of light computation burden. Notably, our methods display a strong robustness towards various model misspecifications, and have been implemented in an R package for free access online.
INTRODUCTION
Survival trails are commonly used in confirmatory trials to demonstrate treatment effect in oncology. In the presence of nonproportional hazards (NPH), which is frequently encountered in practice, the detection power is much lower than those survival curves with proportional hazards (PH). For instance, delayed treatment effect was often reported in immune-directed anticancer therapies 1, 2 . Unlike chemeotherapy, which displays early antitumor effects or separation between the survival curves, immunotherapy stimulates the patient's immune system for an antitumor response, causing delayed clinical effect 3 .
Weighted log-rank tests (WLRT) incorporate time-dependent weights to improve the detection power in presence of nonproportional hazards. Weight functions can be dependent on survival functions 4 or at-risk proportions 5, 6 , etc. In this report, we focus on the Fleming-Harrington class of WLRT, but one can easily extend the proposed design to all other weights. The shape of the Fleming-Harrington weight function can be adjusted according to the survival curves: putting more weight on late departure for delayed effect. According to Schoenfeld 7 , the optimal weight (with highest power) should be proportional to the magnitude of the logarithm of the hazard ratio 8 , which is a time dependent function under NPH.
Survival curves are generally unknown and thus the appropriate weight function cannot be decided before starting the trial. Lee 9 proposed a versatile max-combo test, which takes the maximum value of a set of different WLRTs to provide a robust detection. In other words, whether it is PH or NPH, the max-combo test gives power quite close to the optimal one in the combo. A typical maxcombo test combines several WLRTs, each of which is powerful in detecting certain pattern of NPH, and the multiple testing adjustment for the overall test is conducted via a Dunnett-type parametric method, with such structure, the maxcombo test. Moreover, the selected best weight reflects the true hazard ratio between the two treatment arms.
Interim analysis (IA) in group sequential design (GS) enable multiple looks (interims) before the end of the study. They will allow early stops when there is evidence to discontinue the study, like rejection of the null hypothesis, toxic effects, and futility. Though their benefits have been extensively studied to our knowledge, group sequential design with max-combo tests (GS-MC) has not been systematically studied, despite the demonstrated nice features on the max-combo tests. In this report, we develop simulation-free approaches to calculate the stopping boundaries with GS-MC design. As demonstrated in the sequel, our approaches can control type I error, and provide an efficient way to calculating power and sample size with GS-MC design.
The rest of this report is organized as follows. We introduce the designs of WLRT and max-combo test, and extend them to GS-MC in Section 2. We propose simulation-free approaches for GS-MC to compute boundaries for type I error control and practical sample size in realistic scenarios in Section 3. We evaluate the proposed methods through extensive simulations with or without violations of the model assumptions in Section 4. Some concluding remarks are provided in Section 5.
PROBLEM FORMULATION

Notation
Suppose there are subjects entering the study at , = 1, … , , within the accrual period [0, ] . Let denote a univariate event time of interest, and indicate treatment assignment, e.g. using 0 for control group and 1 for treatment group. Given the treatment = , ∈ {1, 0}, event time follows a survival function ( ) = ( > | = ). To consider censoring time , the observed follow-up time and event indicator are { ( ) = ( , , − )} and ( ) = ( ( ) = ), where t is a stopping time that plays a dual role of a right-truncation time for those who have not entered the study yet when < , and an administrative censoring time for the rest. Alternatively, observed event times can also be written in a counting process form ( , ) = ( ≤ , ( ) = 1). Note that t and follow chronological time scale, while in all the functions, and are in a follow-up time scale starting from the accrual time . The censoring might differ between the two treatment arms so that the survival functions of censoring are ( ) = ( > | = ). In this report, we allow both the control and the treatment group to follow piecewise exponential distributions following a general form:
Note that 0 = 0 < 1 < ⋯ < = ∞ are the splitting points where the hazard changes and is the hazard in the interval [ −1 , ), = 1, … , . The flexibility of including multiple pieces enables an accurate approximation of any shapes of survival function. For constant hazard ratio or PH, one can set either = 1 or = 1 for ∀ . The hazard ratios between the two treatment arms are = { = 1 ∕ 0 , = 1, … , }. The hazard ratios can describe all different changing pattern of the treatment effects including examples like a constant effect with identical , and a delayed or increasing effect with 0 < < ⋯ < 1 ≤ 1 etc. For delayed treatment effect, a simple NPH case is given in Appendix 2 (B4) and (B5) with only the two-piece exponential distribution considered: hazards are 11 = 01 = and Θ 1 = 1 for [0, ), 12 = Θ 2 and 02 = for [ , ∞). For this simple case, the null hypothesis ( 0 ) is 2 = 1 and the alternative hypothesis ( 1 ) is 2 = with some < 1. Or more broadly speaking, the null hypothesis 0 is always = 0 with all elements = 1, and the alternative one 1 could embrace any predefined = 1 with at least one of elements ≠ 1. Additionally, we simply assume uniform accrual and only administrative right censoring at time for now following the proposal from Hasegawa 10 in Section 3 when proposing our solutions. But the robustness of our proposed method can be seen in our simulations results in Section 4.
Weighted log-rank test
Suppose the treatment-specific at-risk proportions are ( , ) = 1 ∑ =1 ( ( ) ≥ , = ), and the total at-risk proportion is ( , ) = 1 ( , ) + 0 ( , ). A standardized Fleming-Harrington class weighted log-rank test statistic (WLRT) stopped at time can be expressed as:
where , ( ) = ( − ) {1 − ( − )} and () is the marginal survival function averaging two treatment arms. The denominator of the WLRT test statistic in (2) is actually the asymptotic variance estimator of the numerator, which we denote as,̂
Regulating the two parameters and can adjust the shape of the weights, and thus the focus of the detection. For instance, = = 0 it becomes a standard log-rank test (SLRT), which provides best power in presence of PH; while = 0 and = 1, it emphasizes more on late departures and thus provides better power for delayed effect as a special case of NPH.
Sample size calculation for a confirmatory clinical trial is based on the predefined null and alternative hypotheses (denoted by 0 and 1 ). For PH, SLRT has a close-form required event count estimator following its asymptotic distribution 7 :
where here and 1− are two critical values of standard normal distribution, and Δ is the effective difference between two arms, which can be the constant ( 1 ( )∕ 0 ( )) in PH case. However, the sample size computation for WLRT was established using some stochastic process methods as suggested by Lakatos 11 and Hasegawa 10 . Suppose is the number of intervals at each time unit (month), we let ( ) = ( ) be the total number of time intervals at an equal length [ 0 = 0, 1 , 2 , … , = ], where is a stopping point like the study end . Then there follows the mean estimator̃ ( , ( )) and variance/information estimator of the numerator in (2):̃
where, *
The subscript 1 for * , 1 ( ) in (5-7) above is trying to label them with their assumed hazard ratios for the two treatment arms under 1 . In order to be consistent across the paper, we call them "predicted" mean and variance and denoted using accent tilde to distinguish them from those estimated using observed data following (3), which are accented with an hat. Marginal survival function can be approximated by ( ) = (1 − ) 0 ( ) + 1 ( ). In contrast to the proposal by Hasegawa 10 , there is an additional multiplicative term min( , 1) for the formulation of * , 1 ( ) in (7) to account for a special case that < . Lakatos 11 demonstrated that the standardized WLRT in (2) asymptotically follows a normal distribution with its variance equal 1, and its mean predicted to bẽ
Having = , we complete the sample size computation for WLRT, in terms of either total number of subjects ( ) or events ( ):
where * 1 ( ) = ∑ −1 =0 * , 1 ( ) approximates the probability of observing an event from each subject.
Maxcombo test
In practice, however, the true survival curves or the hazard ratio between the treatment arms are usually unknown; moreover, the existence of delayed treatment effect and its severity can hardly be predicted in advance. To that end, Lee 9 proposed a versatile max-combo test, taking the maximum of a combo of different WLRTs to cover various scenarios: PH, NPH with early, middle and late effects. The general form of a maxcombo test is
where , ( ) is one of the different Fleming-Harrington family WLRTs. Boundaries calculation for a maxcombo test statistic is equivalent to finding the boundary value at the end of the study ( ) such that
where 0 denotes the null hypothesis with = 1, and is the type I error. According to Lee 12 , ( ) = [ 1 , 1 ( ), … , , ( )] ′ is (asymptotically) multivariate normal distributed with mean 0 and variance 1, and the correlation for 1 
.
The variances can be obtained through either the data-driven estimation̂ ( , ( )) in (3) or the stochastic predictioñ ( , ( )) in (6) . In a similar vein, covariance can be calculated using the similar two computational approaches following the equivalence below,
Alternative to using the prediction based on a uniformly increasing stochastic process (denoted with subscript "sto"), the (piece-wise) exponential distributions in (1) can provide close-form predictions for all the mean, variance and covariance values we need according to exact distribution functions we presumed for tests, thus we name such prediction method as "exact prediction", and denote those values of interest with a subscript "exa". Please check the exactly predicted variances (̃ ) and covariance (̃ ) for the simple case with two-piece exponential survival curves in Appendix 2. The exact prediction method can largely alleviate the computational burden, though the close-form solutions may not be obtainable for complex survival functions which are not exponentially distributed. For that complicated case, one might refer to numerical approximation by transforming the integration to a summation over many small intervals, which is basically very similar to the stochastic prediction we are proposing here.
Under 1 , the asymptotic mean for each WLRT can be approximated through (5) , and thus we obtain the mean vector ( ) = [̃ 1 , 1 ( ), … ,̃ , ( )] ′ . Thus the approximate asymptotic distribution of the test statistics ( ) is multivariate normal with mean √ ̃ ( ) and the covariance/correlation matrix can be obtained via the prediction methods proposed for the boundary calculation in (12) . Note that we do not consider using the estimation approach for sample size calculation, since sample size calculation is usually decided before starting a trial in group sequential designs. The sample size is obtained through solving the function that the type II error equals , i.e.,
Group Sequential Design for Maxcombo tests
Interim analyses or group sequential designs are commonly seen in clinical trial, aiming to save time and budgets by stopping a trial early when there is sufficient statistical evidence to terminate the study, either due to its futility/unexpected side effects or dramatic treatment effect. Introducing maxcombo tests into group sequential design, or abbreviated as GS-MC was discussed in the FDA workshop held at Duke-Margolis Health Policy Center in 2018 13 . There were plenty of simulations showing that maxcombo would improve the robustness when the NPH existed but was unknown. For instance, when a delayed treatment effect is present, a maxcombo test of 0,0 ( ) and 0,1 ( ) has its power slightly lower than using 0,1 ( ) solely, but much higher than 0,0 ( ). Thus, GS-MC can largely reduce the sample size than using SLRT and possibly shorten the follow-up time.
There are mainly two problems that hinder the implementation of GS-MC into practice. The first is how to calculate the boundaries for each stage to control the type I errors spent at each stage, and the second is how to obtain the sample size to guarantee the power. Both two problems can be solved through extensive simulations, but the computational burden could be huge. To avoid the tedious simulations, we propose a design procedure that can control the type I and accurately predicted the required sample size by approximating the asymptotic distribution of all the test statistics across different stopping points.
PROPOSED SOLUTIONS
Correlation matrix approximation
The correlation matrix requires 3 different types of correlations. The first are within-stage correlations (
, and can be approximated through formulas comparable to (12) . The second are the within-test correlations for arbitrary two stopping time points 0 < 1 < 2 ≤ and 1 < 2 , which can be approximated by
The information fraction , ( 2 )) under the square root was also used to decide stopping times 14 . The equality in (15) asymptotically holds only under 0 , since the independent increments ( , ( 1 ), , ( 2 )) = ( , ( 1 )) is asymptotically true 15 . However, when the difference between the two treatment arms are not extremely large with high event rates, or under the so-called "local alternatives", independent increments and thus the equality in (15) can be shown to be approximately true (Example 1 in Luo et al 16 and simulations in Section 4). Note that the variance value for both the within-test and within-stage correlations can be obtained via both prediction and estimation approaches.
The third type are correlations that across different time points and test types. To compute the two correlations (
), we propose a simple calculation based on the other two types of correlations following Theorem 1, which is proved in Appendix 1.
Theorem 1. If 1 , 2 and 3 have mean 0, variance 1, and satisfy 3 = 2 + where ⟂ ( 1 , 2 ) and is a constant value, it can be shown that
In particular, we let 1 = 1 ,
). Note that under the 0 we have ( , ( )) = 0. Moreover, ⟂ ( 1 , 2 ) is asymptotically true following the asymptotic independent increment property 15 under the 0 , but only approximately true under 1 when the difference between two arms and the event rates are restricted within some practical range. In the Section 4, we will evaluate through extensive simulations to explore how well the this approximation approach can handle various scenarios and assumption violations. Following Theorem 1, we have:
With all the 3 different types of correlations calculated using either distribution-based prediction or data-driven estimation, the two sets of correlation matrices are obtained under 0 and 1 .
Type I error: boundaries
We introduce boundary vector = [ ( 1 ), … , ( )] ′ for M stages including a final stage and − 1 interim stages. To control type I errors at all stages, we utilize a monotone increasing error spending function ( ) with ∈ [0, 1], (0) = 0 and (1) = 17 . Suppose that we monitor the information fractions at 0 = 0 < 1 < ⋯ < = satisfying , ( , ) = , where 0 = 0 < 1 < ⋯ < = 1 are pre-defined and , is one of the WLRTs in the combo. ( ) controls type I error spent at each stage via step-wise equations for stage = 1, … , ,
The boundary values can be obtained through solving the multivariate normal distribution with mean 0, and variance matrix 0 with all the diagonal entries to be 1, and off-diagonal correlation entries computed following Subsection 3.1.
Power: sample size
The sample size calculation is based on the asymptotic distribution of the multivariate normal distribution under 1 . With all the boundaries decided in Subsection 3.2, we control the power so that
For group sequential test, sample size calculation precedes the trial. we will obtain the sample size according to predicted mean [̃ ( 1 ) ′ , … ,̃ ( ) ′ ] ′ and variance matrix̃ 1 .
A complete design
The complete design includes 3 steps as depicted in Figure 1 . First, one will need to plan the test by defining the hypotheses 0 and 1 or their survival curves, WLRTs within the combo, − 1 interim stages and the stopping rule. The stopping rule is usually dependent on the information fraction of one of the WLRTs in the combo, i.e., stopping at , ( ) = for ℎ test if in the previous − 1 stages we fail to reject 0 . The correlation matrices can be approximated using either prediction or estimation approaches.
Prediction includes stochastic method and exact method, whereby the former would apply to all kinds of survival functions and also consider the changing at-risk proportion of treatment group, while the latter treats this proportion a constant value (denoted to be p) for formulas in Appendix 2. The estimation approach is entirely data-driven, following (3) and (13).
The stopping times can be predicted according to the predicted information fractions at each time point, and thus obtaining the distributions of the multivariate test statistics under both hypotheses. As follows, the boundaries at each stage and sample size can be predicted as well. Moreover, once we start the trial, data are collected, and the correlation matrix can be estimated accordingly using (3) . Therefore, instead of using the predicted correlations, one can also estimate the correlation matrices for boundary and sample size calculation, in order to ensure that the type I errors can still be controlled when the assumed survival distributions, censoring process, or accrual procedure are violated in practice.
SIMULATION STUDIES
We used the two-piece exponential provided in Appendix 2 as an example to demonstrate the performance of our proposed approach. The event times from the control arm is following an exponential distribution with rate = (2)∕6 (median survival: 6 months), while the event times from the treatment arm were generated following a two-piece exponential with its hazard changing from to at after = 2 months of follow-up. When = 1, the two-piece exponential is reduced to a constant exponential as the control group. To strictly follow the distribution suggested in (1) with = 2, we have 0 = {1, 1} for 0 and 1 = {1, } for 1 , where ∈ (0, 1) and 1 = , which is equivalent to (B4). Simulations under different scenarios were carried out to evaluate the proposed method using either the prediction or estimation methods under a reasonable range of effective post-delay treatment effects ( ∈ [0.5, 0.7]) under 1 . To begin, we generated data following uniform accrual within time interval [0, ], where = 14; and with a probability = 0.5 the subjects were randomly assigned to the treatment arm. All the studies were expected to end at time = 10. We included two Fleming-Harrington weights for a maxcombo test ( ) = max( 0,0 ( ), 0,1 ( )) with two stopping stages: the interim and the final. Note that 0,1 ( ) should be more powerful than 0,0 ( ) in presence of a delayed treatment effect. In practice, however, the existence of such delayed effect is generally unknown. Moreover, its severity is hard to predict, thus incorporating more WLRTs can potentially provide better robustness. In the following simulations, we only focus on one-sided tests, with their type I error controlled at level = 0.25 and sample size targeting power 1 − = 0.9 respectively. All the simulations have been repeated 200,000 times for type I error evaluation, and 50,000 times for power evaluation.
The stopping times were decided according to the information fraction of the SLRT or 0,0 , namely the surrogate information fraction in Hasegawa 14 . We stop for an interim analysis at when 0.6 events were observed, and terminate the study for a final analysis at when events were observed, where is the total number of events we need. In particular, the stopping 
FIGURE 1
A flow-chart to describe the procedure of the proposed simulation-free GS-MC design. The superscript "*" indicates that the correlation matrices can be predicted using both the stochastic and exact approaches, while the mean (̃ ) is predicted using stochastic approach to enjoy a more precise approximation. The "analysis" stage is when we conducted the maxcombo tests under various scenarios with or without assumption violations, and the output of this step is the decision to either reject or accept 0 , which can be summarized as type I error and power in simulations. The arrows between the blocks indicate directions of the information flow.
times ( and ) can be predicted by solving * Θ ( ) = 0.6 * Θ ( ) and * Θ ( ) = * Θ ( ), where Θ = Θ 1 under the alternative, and Θ = Θ 0 under the null. Note that the two sets of stopping times can differ under different hypotheses, and thus the predicted correlation matrices (̃ 0 and̃ 1 ). The mean of the test statistics under 0 is 4 , but is [̃ ( ) ′ ,̃ ( ) ′ ] ′ under 1 . We obtained the predicted boundaries̃ and sample sizes or based on the predicted mean and correlation matrices. We can also predict the stopping times and subsequently the correlation matrices using the exact-prediction method given in Appendix 2. Alternatively, the boundarieŝ ( ) can be updated according to the data by calculating the estimated correlation matrix̂ 0 following (3) and (13) . We used R package mvtnorm 18 for the boundary calculation. Since it is seed-dependent, we each time generated 5 replicates, and keep the median of them as output value. All the prediction and estimation methods proposed in this report have been established in an R package which is currently available on Github (lilywang1988/IAfrac).
First, we tested various post-delay hazard ratios with only administrative censoring and correctly specified survival functions, in consistence with the assumptions given in Hasegawa 10 . All results were summarized in Table 1 , where GS-WLRT denotes group sequential design with a WLRT 0,1 ( ), GS-SLRT denotes group sequential design with SLRT 0,0 ( ), and GS-MC denotes group sequential design with a maxcombo test of 0,1 ( ) and 0,0 ( ). Note that since all the tests were in group sequential designs, we eliminated the prefix 'GS" in the summary tables. In GS-MC, we consider the naive method with boundaries that are identical to the other two univariate tests GS-WLRT and GS-SLRT, which are stopped according to the information fraction of SLRT (namely the surrogate information fraction in 14 ) . The boundaries for the other three GS-MC methods were computed from the prediction (stochastic or exact) and the estimation methods. As expected, in presence of a delayed treatment effect, GS-WLRT provides a better power than GS-SLRT, and their type I errors (0.0259 − 0.0268) were obviously higher than the nominal value 0.025 since the surrogate information fraction was not reflecting the true correlation between the two stopping times for WLRT, thus the boundaries for GS-SLRT were not appropriate for GS-WLRT. The naive GS-MC appeared to perform better with its power than WLRT, but its type I error (≈ 0.04) was not controlled. There does not seem to exist obvious difference comparing the performance between the 3 proposed approaches, though the estimation approach had a slightly better power than the other two predicted methods with their type I error controlled similarly. The stochastic prediction does not limit its survival function to piece-wise exponential distributions, and is able to handle all difference kinds of survival functions. Its flexibility seems not improve its performance in comparison with the exact prediction approach, possibly because its prediction on the stopping times are not as accurate as those using exact prediction. All the three proposed approaches work much better than any of the naive methods in terms of controlling the type I error and power. By increasing the post-delay separation through , the type I error is increasing to be slightly higher than the nominal value 0.025, and the powers of both the interim stage and the two stages combined were decreasing. There could be mainly two explanations for this phenomenon: first, the accrual sample size is decreasing from = 927 ( = 597) to = 274 ( = 166) when the hazard ration was decreasing from = 0.7 to = 0.5, thus the tails of the distribution for the test statistic became heavier than those from a normal distribution; second, the increasing treatment effect may cause a more serious violation of the independent increment assumption, and thus damages the approximation accuracy.
Then we tested different special cases with some of the assumptions, e.g., uniform accrual, administrative censoring, correctly specified survival hazards and delayed time, were violated. For violation I, the accrual is no longer uniform with a monthly accrual rate ∕14 subjects, but instead is ∕70, 2 ∕70, 3 ∕70, 4 ∕70 for the first 4 months, and then 6 ∕70 for rest 10 months. In presence of violation I, still there are subjects enrolled, but the accrual rate is increasing for the first 4 months before being stabilized. For violation II, censoring is not limited to a shared administrative censoring, but can differ between treatment arms. In particular, we generated censoring time following exponential distributions with a yearly censoring proportion 20% for the treatment group and 10% for the control group. For violation III, the true median survival time for the control group is 12 months, other than the presumed 6 months. For violation IV, the separation occurs at 6 months after the enrollment, instead of the predefined 2 months. The results under various post-delay treatment hazard ratios under violations I and II (I&II) are summarized in Table 2 , those with additional violation III (I&II&III) are in Web Table 1 , and those with additional violation IV (I&II&IV) are in Web Table 2 . Their corresponding correlation matrices can be found in Web Tables 3-6 , and their subset of results for = 0.6 with or without violations I&II are in Table 3 .
In Table 2 , it turns out that all the three proposed approaches are quite robust to misspecifications of the accrual process and the censoring mechanism. The average stopping times ( , ) were larger than those from Table 1 , to collect enough events (information) in presence of an additional censoring mechanism. The detection power is even better than Table 1 , probably because a longer awaiting before ending the study enable to collect more information about the late departures. Similar to the results without violations in Table 1 , estimation approach has slightly better power than the two prediction methods, with all their type I error controlled similarly. Note that since the subjects are enrolled slower than those with uniform enrollment in Table 1 at the early stage, the power is generally smaller at the interim stage.
Other additional violations were considered in the Web Tables 1-2 . If there exist an additional violation that the event hazard = log(2)∕12 is wrongly specified to be = log(2)∕6 (I&II&III), awaiting time to observe enough events according to the information fraction would be longer than those without violation III in Tables 1-2, and thus producing a higher power for delayed departures according to Web Table 5 . Or when the delayed effect time = 6 was misspecified to be = 2 in addition to the violations in censoring and accrual (I&II&IV), the power would become much lower than the expected value according to Web Table 6 , since the required sample sizes to achieve the nominal power were largely underestimated. Among all the combinations of violations we tested, it seems that the type I errors were not affected much, while the powers were affected depending on the degree of violations of the model assumptions.
To take a closer look at whether the correlation matrices were accurately approximated and how they were affected by the violations, we compared correlations computed using the prediction and estimation approaches with or without violations I&II in Table 3 of = 0.6 and Web Tables 3-4, and treated the empirical correlations from the simulated data as gold standard. When there is no assumption violation, none of the correlations has more than 5% difference from the gold standard (Table 3 and Web Table 3 ). Only the predicted̃ ( 0,1 ( ), 0,1 ( )) and̃ ( 0,0 ( ), 0,1 ( )) were over 5% different from the gold standard correlations under 1 (Table 3 and Web Table 4 ), possibly because the violations in censoring and accrual mechanism affect the prediction of the stopping times, thus the predicted correlations are not reflecting the true correlation within the two stopping times in 0,1 ( ). Note that ( 0,0 ( ), 0,1 ( )) is approximated by the product of ( 0,1 ( ), 0,1 ( )) and ( 0,0 ( ), 0,1 ( )) following (16) . In presence of violations I&II&III, the predicted correlations for ( 0,1 ( ), 0,1 ( )) and ( 0,0 ( ), 0,1 ( )) would suffer from a severe bias with over 25% difference from the gold standard values. Misspecification of the delayed time, on the contrary, did not affect the correlation matrices much. The estimation method provides most accurate correlation approximations, and the correlations predicted via stochastic method is slightly more accurate than those via exact prediction method. The type I errors, however, seem not being affected much by the correlation matrices. We checked the boundaries predicted and estimated under different violation combinations and found that their changes were extremely small (< 0.003 in magnitudes), implying that slight bias in the two correlations related to WLRT did not impose considerable influence on the boundary calculation under 0 . It is entirely possible that when there are more candidate tests included and more stopping stages in the GS-MC study, these violations become more .
In order to evaluate the gains of using maxcombo in group sequential designs, we computed the required samples sizes (14) . The results were presented in Figure 2 in terms subject counts ( ) and observed event counts ( ). We consistently followed the identical setting proposed for Table 1 without any assumption violations, except that we fixed = 0.6 and changed the delayed time spanning the time interval [0, 5]. In Figure 2 , we plotted three curves: one for the maxcombo test of 0,0 ( ) and 0,1 ( ), and the other two for their respective univariate tests. The results demonstrate that the sample sizes needed by a maxcombo test is always slightly higher but quite close to the most powerful test in the combo (i.e. 0,0 ( ) when is small, and 0,1 ( ) when is large), which is much smaller than the other tests. Hence, employing maxcombo in practice can largely reduce the required sample size and improve the testing robustness.
DISCUSSION
In this report, we proposed a general framework of group sequential design using maxcombo tests or GS-MC. The proposed design is completely simulation-free, and is able to effectively control the type I error and obtain sample size to achieve the power we need. We developed two prediction methods that are dependent on the assumed distributions under the two hypotheses 0 and 1 , and one estimation method which is completely data-driven. We demonstrated in our simulation studies that proposed TABLE 3 Comparison of the correlations computed using different methods: the correlations calculated directly from the simulated samples ( ), the predicted values using either stochastic process (̃ ) or exact distribution (̃ ), and the datadriven estimation valuê . The sample correlations were treated as the gold standard for comparison of other methods. In comparison with the gold-standard mean, correlations with difference more than 5% were highlighted italic, and 10% were highlighted bold.
No violation Violations I&II
Correlation pair methods have strong robustness towards various violations of assumptions, including survival functions, censoring, and accrual process. Note that among the prediction methods, the stochastic approach can fit in all kinds of survival functions while the exact approach is limited to piece-wise exponential distributions. Extensions of the exact prediction can be re-deriving the formulas in Appendix 2. In most cases, the stochastic prediction method and the exact prediction method exhibit similar performance, though the former is more flexible but also more computationally expensive than the latter.
When we were preparing the manuscript, we notice another group also developed a correlation matrix approximation method similar to ours 19 . They proposed to directly calculate the third type of correlations using the independent increment properties, which can be shown to be numerically identical to the ones we give in (16) . The major difference between our method and their method is that their approach is not completely simulation-free, as their sample size calculation is based on simulations.
All the functions related to the proposed methods were established in an R package on GitHub (lilywang1988/IAfrac). Note that, maxcombo test without interim analysis can also be implemented by setting the number of interim stages to be 0. Though in this report we restrict our scope to the sequential design in which the sample sizes are decided before starting the trial, the proposed approach can potentially be extended to accommodate adaptive designs where the sample sizes are going to be adjusted according to observed data.
SUPPORTING INFORMATION
The following supporting information is available as part of the online article (please email lilywang@umich.edu for preprint version): Table S1 The rejection probabilities under the null hypothesis denoted by 0 (type I error) and under the alternative hypothesis 1 (power) when the censoring, accrual and event hazards are misspecified. There are one interim stage and one final stage. Table S2 The rejection probabilities under the null hypothesis denoted by 0 (type I error) and under the alternative hypothesis 1 (power) when the censoring, accrual and delayed time are misspecified. Table S3 Comparison of the correlations computed using different methods without violation in accrual (I), censoring (II), survival functions (III) or delayed time (IV).
Table S4
Comparison of the correlations computed using different methods with violations I (accrual) and II (censoring). Table S5 Comparison of the correlations computed using different methods with violations I (accrual), II (censoring), and III(event rate). Table S6 omparison of the correlations computed using different methods with violations I (accrual), II (censoring), and IV(delayed time).
APPENDIX A 1: PROOF FOR THEOREM 1
Proof. This is equivalent to prove [ 1 2 ] [ 2 3 ] = [ 1 3 ] [ 2 2 ] (A1) Since 3 = 2 + and ⟂ ( 1 , 2 ), we have the left-hand side (LHS) of (A1) to be = [ 1 2 ] [ 2 ( 2 + )] = ( 1 2 ) ( 2 2 ).
(A2)
The right-hand side (RHS) of (A1) is = [ 1 ( 2 + )] [ 2 2 ] = ( 1 2 ) ( 2 2 ).
(A3)
Thus the equality in (A1) holds.
B 2: EXACT PREDICTIONS
For simplicity, we demonstrated the exact prediction for a simple case following the survival functions given in Fine 20 and Hasegawa 10 , where the control group is following an exponential distribution and the treatment group is following a a two-piece exponential with delayed effect at : 
Note that in (B4) and (B5), we have = exp(−(1 − ) ) and as the effective post-delay hazard ratio ∈ (0, 1). If = 0, (B4) and (B5) are reduced to a PH case. According to 14 , the predicted variance or information is
Under the null hypothesis, ( ) = 0 ( ) and ( ) = 0 ( ), but under the alternative hypothesis, ( ) = 1 ( ) + (1 − ) 0 ( ) and ( ) = 1 ( ) + (1 − ) 0 ( ), where p is the treatment assignment probability. The major difference betweeñ and̃ is that the at-risk proportion for the treatment group is fixed to be iñ ( , ( )).
We introduce some utility functions (), () and (): 
where ( ) + = max( , 0) and ∧ = min( , ).
( , , , ) = ( > − ) ( , , , ) + ( ≤ − ) ( , , , )
Based on the basic utility functions, there are some other advanced utility functions, ℎ 1 (), ℎ 0 () andh(), for the variance/information prediction under the alternative hypothesis: ℎ 1 ( , 1 , 2 ) = − ∫ 0 min( − , 1) 1 ( ) 1 0 ( ) 2 (B14)
The predicted covariance values̃ ( 1 , 1 ( ), 2 , 2 ( )) can be obtained following the similar strategy using () andh() functions, by changing the squared weight of B6 to ( ) 1 + 2 (1 − ( )) 1 + 2 .
The formulas above can be easily extended to accommodate survival functions with multiple exponential pieces.
