Abstract. Let A be an n × n nonnegative matrix. In this paper we consider the problems of maximizing the spectral radii of (i) A + X and (ii) A + D, where X is a real n × n matrix whose Frobenius norm is restricted to be 1 and where D is as X but is further constrained to be a diagonal matrix. For both problems the maximums occur at nonnegative X and D, and we use tools of nonnegative matrices, most notably due to Levinger and Fiedler, as well as the Kuhn-Tucker criterion for constrained optimization, to find upper and lower bounds on the maximums, and, when A is additionally assumed to be irreducible, to characterize cases of equalities in these bounds. In the case of the first problem, when A is irreducible, we characterize a matrix which gives the global maximum. A matrix which yields a global maximum to the second problem is more complicated to characterize as, depending on A, the problem admits local maximums within the nonnegative diagonal matrices of Frobenius norm 1.
Introduction.
Let A be an n × n nonnegative matrix. In this paper we consider optimization questions about the spectral radius of A + X, where X is a matrix whose Frobenius norm is constrained to be 1. After examining the case when X is any such matrix, we turn to the more restricted case of when X is diagonal. To be specific, we shall be concerned here with the following problems.
Maximization Problem I. Let A be an n × n nonnegative matrix. Then determine As the sets over which the maximizations are desired in both problems are compact and the spectral radius is a continuous function in the matrix entries, we are guaranteed that both problems have a solution within the restricted sets. Moreover, since X F = |X| F for any X ∈ R n,n , where |X| is the nonnegative matrix whose entries are the absolute values of the corresponding entries in X, we have from the Perron-Frobenius theory that
ρ(A + X) ≤ ρ(A + |X|).
Thus the solutions to the above maximization problems must occur at a nonnegative element whose Frobenius norm is 1. In section 3 we analyze Maximization Problem I and prove a string of results that can be summarized as follows. In section 4 we examine the Maximization Problem II. We can summarize our observations there as follows. Furthermore, suppose in addition that n ≥ 2 and that A is irreducible and let x = (x 1 . . . x n )
T and y = (y 1 . . . y n ) T be, respectively, right and left Perron vectors of A normalized so that y T x = 1. Then
Moreover, equality holds in the inequality
and, under either equivalent conditions, we have that
Last, equality holds in the leftmost inequality in (1.8) if and only if condition (1.9) holds.
Our results in this paper are made possible with the help of three useful tools in analysis and in the theory of nonnegative matrices: the Kuhn-Tucker criterion for constrained optimization, an inequality for the spectral radius of an n×n nonnegative matrix due to Levinger, and a characterization for the spectral radius of an n × n nonnegative and irreducible matrix due to Fiedler. For convenience we quote these required results in section 2, where we also present other essential preliminaries.
We may view Theorems 1.1 and 1.2 as nonlocal in the sense that they tell us about the maxima of the spectral radii "far away" from A. In section 2 we also make the simple observation that the steepest ascent of the spectral radius at A occurs in the direction of the transpose of the eigenprojection onto the Perron eigenspace of A.
We comment that in section 3 it will be argued, using (1.5) , that when A is irreducible, the Maximization Problem I has no local maxima in the nonnegative orthant other than, of course, the global maximum.
1 However, Maximization Problem II can have local maxima. We further mention that the results of Theorems 1.1 and 1.2 can be easily modified to solve the respective maximization problems subject to the perturbation matrices X or D having Frobenius norm t > 0 rather than 1. All that needs to be done is to replace that matrix A in (1.1) and (1.2) by the matrix A/t.
It should finally be remarked that in two recent papers, Johnson, Stanford, Olesky, and van den Driessche [7] and Johnson, Loewy, Olesky, and van den Driessche [8] consider optimization problems for the spectral radius of A + D, where A is an n × n nonnegative and irreducible matrix, but now D is a diagonal matrix whose trace is constrained in some fashion rather than its Frobenius norm.
Preliminaries.
In this section we shall present some preliminary notation, some known results from the literature, as well as some observations which should aid in the understanding of the paper.
The following basic tenets of the Perron-Frobenius theory are taken from the book of Berman and Plemmons [1] . Let B be an n × n nonnegative irreducible matrix. The latter condition is equivalent to the existence of no permutation matrix P for which
where both diagonal blocks are square and nonvacuous. The spectral radius of B, denoted by ρ(B), is a simple eigenvalue, frequently called the Perron root of B, and it possesses right and left Perron eigenvectors having only positive entries. We shall use " 0" to denote an array, square, or rectangular, whose entries are all positive and we shall use "•" to denote the entrywise product of two arrays whose dimensions coincide.
As a function of any of the matrix entries, the Perron root is strictly increasing at B. Moreover, as it is a simple eigenvalue we know, for instance from Wilkinson [11] , that ρ(·) is an analytic function in each of the entries in an R n,n -neighborhood of B and hence the partial derivative of ρ(·) with respect to each of the entries exists at B.
Let 
Thus, since the eigenprojection onto the Perron eigenspace is given by
it follows at once, relying on the said differentiability of the Perron root at B, that
With an expression for the gradient of the Perron root at our disposal, we can compute its directional derivatives at B. For that purpose let us recall that the inner product on R n,n is given by
which induces the matrix norm
Now let X ∈ R n,n with X F = 1. Then the directional derivative in the direction of X at B is given by
Multivariate calculus tells us now that the steepest rate of increase at B is in the direction of the gradient and hence it is given by
By the Cauchy-Schwarz inequality we know that
unless for X ∈ R n,n with X F = 1, X = kE T for some constant k. Thus we can conclude the following about the local behavior of the Perron root in the vicinity of B.
Theorem 2.1. Let B be an n × n nonnegative irreducible matrix and let E be the eigenprojection onto the eigenspace of ρ(B). Then for any X ∈ R n×n with X F = 1 and
Proof. Let X be as prescribed. The conclusion follows at once from (2.3), (2.5), and (2.4).
If we regard for a moment the Perron root as a function of the diagonal entries only, then from (2.1) we see that
Moreover, we see that the rate of steepest ascent of the spectral radius as a function of the diagonal entries at B is given by
Now using similar argumentation which led us to Theorem 2.1, we have the following local behavior of the Perron root with regard to diagonal perturbations. Theorem 2.2. Let B be an n × n nonnegative irreducible matrix. Then for any diagonal matrix ∆ ∈ R n×n with ∆ F = 1 and ∆ = kE
To obtain our goal of proving Theorems 1.1 and 1.2, we shall rely on the following results on the spectral radius of n × n nonnegative matrices.
Theorem Levinger (see [9] ). Let B be an n × n nonnegative matrix. Then
(2.9) with equality holding in the inequality if and only if B has common right and left Perron vectors.
Theorem Fiedler (see [4, Theorem] ). Let B be an irreducible n×n nonnegative matrix with x and y positive right and left Perron vectors, respectively, viz.,
and equality holds if and only if
u = kx for some positive scalar k. (c) In particular, x T By ≥ y T Bx = ρ(B)y T x
, with equality if and only if B has the same right and left Perron vectors.
We mention that while no proof of Theorem Levinger is given in [9] , a variety of proofs of his result can be found in the literature. Actually, Theorem Fiedler, whose statement and proof are given in [4, Theorem] comes from Fiedler [2] . For a more recent treatment of both the Levinger and Fiedler theorems see [3] .
Finally, as both Maximization Problems I and II are of constrained optimization problems, we shall make use of the Kuhn-Tucker constrained optimization criterion subject to one equality constraint as in the following theorem.
Theorem Kuhn-Tucker (see [6, p. 81] for some real scalar λ.
Maximation Problem I.
The goal of this section is to provide all claims and proofs that are necessary to establish Theorem 1.1.
To get an initial lower estimate on the value of µ in (1.3) is trivial. All we need to do is make the following observation.
Observation 3.1. Let A be an n×n nonnegative matrix and let x be a right Perron vector of A with x 2 = 1. Then
Proof. Observe that xx T F = 1 and that
The above observation implies at once that
For the symmetric case we can obtain with the aid of (3.2) that the following corollary holds.
Corollary 3.2. Let A be an n × n symmetric nonnegative matrix. Then
Proof. On the one hand, we know by (3.2) that
On the other hand, we can write that for any nonnegative X ∈ R n,n with Frobenius norm 1,
This completes the proof. Now if A is not necessarily symmetric, then we can use Theorem Levinger (see section 2) to obtain the following upper estimate:
However,
so that we can certainly increase elements of (X + X T )/2 if necessary to arrive at a matrixX with X F = 1, in which case we see from (3.4) that
We have thus shown that Proposition 3.3 holds. Proposition 3.3. Let A be an n × n nonnegative matrix. Then
We turn now to the problem of showing that the value of µ given in (1.3) is given by the unique value of µ which satisfies (1.5). To this end, we begin by assuming that A is also irreducible and we characterize a nonnegative matrix W with W F = 1 which solves (1.1). We can use the remarks preceding Theorem 1.1 to reason as follows: As there exists a matrix W that furnishes a global solution and that is nonnegative and as A is irreducible and nonnegative, at such a W , A + W is nonnegative and irreducible, thus securing the differentiability of the Perron root at A + W in each of the matrix entries. This means that we can use the Kuhn-Tucker necessary conditions for the solution of the constrained optimization problem (see Theorem Kuhn-Tucker in section 2) to make an observation essential to this section.
Lemma 3.4. Let A be an n × n nonnegative and irreducible matrix and let W be a nonnegative global maximizer for (1.1). Then W 0 and rank(W ) = 1. Proof. On the one hand, we know by (2.2) that the gradient of ρ(·) at A + W is the eigenprojection onto the Perron eigenspace of (A + W )
T and hence is a positive matrix of rank 1. On the other hand, the gradient of c(X) = X 2 F − 1 at W is 2W from which our conclusion simply follows.
Lemma 3.4 leads us to the following characterization for the maximal value attained in (1.1).
Theorem 3.5. Let A be an n × n nonnegative matrix. If
Proof. Let us begin by assuming that A is (also) irreducible and suppose that W is a maximizing nonnegative solution to (1.1). Then, by Lemma 3.4, W is positive, of rank 1, and of Frobenius norm 1 and therefore can be taken without loss of generality to be W = qp T , where q 2 = p 2 = 1. Moreover, it follows from the arguments in the proof of Lemma 3.4 that W is a multiple of the eigenprojection of (A + W )
T onto its Perron eigenspace and so
It is easily realized that W T is the global optimal solution to (1.1) when A → A T . Thus we also have that
However, (3.9) and (3.10) together give that
As both matrices in the product above are positive, 1 is the spectral radius of this product and hence (µI − A) −1 2 = 1. Suppose now that A is reducible and let J be the n × n matrix of all 1's. For > 0, set A = A + J, and let µ := max
Then by the initial part of the proof,
Since the set
is compact, there exists a monotonically decreasing sequence
such that X i → X with X F = 1 as i → 0. Note that A i → A and so, by the continuity of the spectral radius, Next, clearly for someX ∈ R n,n withX ≥ 0 and with X F = 1,
On the other hand,
and soμ 
Since for ν > ρ(A),
and due to Neumann's expansion, as a function of ν in the interval (ρ(A), ∞),
is strictly decreasing and hence for only one value of ν, namely, ν = µ, the function assumes the value 1.
Remark 3.7. If A is an n × n irreducible matrix, then on the set of nonnegative X's in R n,n with Frobenius norm 1, ρ(A + X) has no local maxima in addition to its global maximum. This is because, once again, the use of the Kuhn-Tucker conditions as in Lemma 3.4 would give that a local maximum has to occur at a rank 1 element. An analysis such as in the proof of Theorem 3.5 would then imply that the value of the local maximum has to be equal to the only value of µ that can render We computed W above using a function routine in conjunction with the MATLAB Optimization Toolbox. In our function, the search was done only over the rank 1 nonnegative matrices of Frobenius norm 1. However, to confirm the results, as well as the results for other examples, we used a version of the SQP method, (see Fletcher [5] ) devised by M. J. D. Powell, FRS. We implemented the algorithm on an IBM mainframe with single precision arithmetic. This usually gave nonsingular solutions W to our various examples. A quick check showed that the computed W 's had a high condition number.
In our next results we shall characterize precisely when equalities hold in (3.2) and (3.5) for the case when A is irreducible. Conversely, if x = y, then
Theorem 3.9. Let A be an n × n nonnegative and irreducible matrix. Then equality holds in (3.
5) if and only if A has a common right and left Perron eigenvector.
Proof. Let W be a nonnegative global maximizer for the maximization problem (1.1). Then by the Theorem Levinger inequality, inequality (3.5) as applied to the matrix (A + A T )/2, and because (W + W T )/2 F ≤ 1, we can write that
However, by the hypothesis of the theorem,
It now follows by the equality case in Levinger's inequality that A + W has a common right and left Perron vector. Now according to our characterization of the maximizing element using the Kuhn-Tucker condition, W = qp T , with (A + W )p = ρ(A + W )p and (A T + W T )q = ρ(A + W )q, so that we must have that p = q. However, again using the fact that W = qp T , it easily follows that p (or q = p) has to be concurrently a right and left Perron vector of A.
Conversely, if A has a common right and left Perron vector, then by Levinger's inequality, ρ(A) = ρ((A + A T )/2). That equality holds in (3.5) now follows from Theorem 3.8 and (3.5).
Diagonal perturbations.
In this section we consider the solution to Maximization Problem II. We begin by establishing the results which give the lower bounds in (1.8) in the irreducible case.
Lemma 4.1. Let A be an n × n nonnegative and irreducible matrix and suppose that x = (x 1 . . . x n )
T and y = (y 1 . . . y n ) T are, respectively, right and left Perron vectors of A normalized so that y T x = 1. Then
Moreover, for equality to hold in the rightmost inequality it is necessary and sufficient that equalities hold throughout (4.1), that is, ν = ρ(A) + 1/ √ n, and, under either equivalent conditions, 
Next, the proof of Theorem Fiedler given in [4] , as applied now to the matrix A + D, assures us that for the vector z 0, there exist positive vectorsξ andη such that ξ •η = z and such thatξ
Thus, from the maximization that occurs in Theorem Fiedler part (a) when applied to the matrix A + D and by (4.3) we can write that
We have thus proved that the rightmost inequality in (4.1) holds.
Suppose now that equality holds in the rightmost inequality in (4.1) so that
Then, by (4.4) and (4.5), we have that As the diagonal entries of D are √ x i y i , i = 1, . . . , n, the above relations easily yield that
which easily yields, using (4.6), that ν − ρ(A) = 1/ √ n. This shows that equality must hold also in the leftmost inequality in (4.1). Observe too that (4.7) validates (4.2) under the present assumptions.
Let us now show the leftmost inequality in (4.1). Consider the problem of minimizing the function
subject to the conditions that u i > 0, i = 1, . . . , n, and n i=1 u i = 1. The method of the Lagrange multipliers easily gives that we must have the vector equality (u
T for some nonzero scalar λ so that u 1 = · · · = u n . As n i=1 u i = 1, it is necessary that u i = 1/n, i = 1, . . . , n, and so the leftmost inequality in (4.1) holds.
That (4.2) is a necessary and sufficient condition for equality to hold in the leftmost equality of (4.1) is an immediate consequence of the arguments in the preceding paragraph.
Finally, if ν = ρ(A) + 1/ √ n, then by (4.3) and the last paragraph but one, we have that
which implies, again by using the preceding paragraphs, that x i y i = 1/n, i = 1, . . . , n. We remark that the lower bound
holds also when A is reducible by obvious continuity arguments. We next provide two examples to illustrate the behavior of some matrices in the presence of equalities in some or all of the inequalities of (4.1). We begin with the case when ν = ρ(A) + (1/ √ n); i.e., equalities hold throughout (4.1). This can occur without A being either symmetric or doubly stochastic. To see this let T . In our second example we show that equality in the leftmost inequality of (4.1) does not imply equality also in the rightmost inequality of (4.1). Take As n ≥ 2, we must have that D = I and hence strict inequality when A is irreducible.
Two comments are in order as follows concerning our findings in this section: (i) Consider for a moment the doubly stochastic and symmetric matrix A in (4.9) for which we showed that ν ≥ 1.4245. By Theorem Kuhn-Tucker of section 2 and by the preceding lemma, we know that there exists a positive diagonal matrix W , W F = 1, for which (A + W ) p = νp and A T + W q = νq for some positive vectors n-vectors p and q. On the other hand, we know that the vector e = (1, . . . , 1) T is both a right and left Perron eigenvector of A. Moreover, e is, in fact, both a left and right Perron vector of the matrix A + diag(e • e) := A + E. Thus, for the Perron root viewed as a function of the diagonal entries, we observe via (2.7) that ρ (A + E) = ∇ρ(A + E) = k 1 (e • e) = k 1 e for some positive constant k. Now as 2e is the gradient of the function x 2 2 − 1 at x = e, we see not only that W satisfies the necessary condition (2.11) of Theorem Kuhn-Tucker but also the matrix E. This suggests that unlike Maximization Problem I for which we showed that in the nonnegative orthant it has no local maxima other than the global maximum, Maximization Problem II can have local maxima.
(ii) In Lemma 4.2 we show that for n ≥ 2, the solution to Maximization Problem II always satisfies that ν < ρ(A) + 1 when A is irreducible, but that when A is reducible, equality can hold. As can be expected, we can show that there are irreducible A's for which ν is arbitrarily close to ρ(A) + 1. This is borne out by analyzing nonnegative diagonal perturbations of Frobenius norm 1 in the example
and by letting → 0+.
