Quantum effects in the calculation of the transmission coefficient as applied to reaction rate constants by Lantz, Ronald Bruce
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1963
Quantum effects in the calculation of the
transmission coefficient as applied to reaction rate
constants
Ronald Bruce Lantz
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Chemical Engineering Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Lantz, Ronald Bruce, "Quantum effects in the calculation of the transmission coefficient as applied to reaction rate constants " (1963).
Retrospective Theses and Dissertations. 2481.
https://lib.dr.iastate.edu/rtd/2481
This dissertation has been 63-7258 
microfilmed exactly as received 
LANTZ, Ronald Bruce, 1936-
QUANTUM EFFECTS EN THE CALCULATION 
OF THE TRANSMISSION COEFFICIENT AS 
APPLIED TO REACTION RATE CONSTANTS. 
Iowa State University of Science and Technology 
Ph.D., 1963 
Engineering, chemical 
University Microfilms, Inc., Ann Arbor, Michigan 
Please Note: This thesis not original copy 
with indistinct type on several pages. 
Filmed as received. 
University Microfilms, Inc. 
QUANTUM EFFECTS IN THE CALCULATION OF THE TRANSMISSION 
COEFFICIENT AS APPLIED TO REACTION RATE CONSTANTS 
by 
Ronald Bruce Lantz 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major Subject: Chemical Engineering 
Approved: 
In Charge of Major Work 
Iowa State University 
Of Science and Technology 
Ames, Iowa 
1963 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
Page 
ACKNOWLEDGEMENTS iv 
INTRODUCTION 1 
LITERATURE REVIEW 7 
Reaction Rate Theories 7 
Role of the Transmission Coefficient 14 
Activation Energies 15 
Measured Rate Constants 16 
Evaluation of the Transmission Coefficient 16 
Application to Transport Properties 21 
THEORY 23 
Introduction 23 
General Collision Treatment 23 
Application of Quantum Effects 29 
Classical Collision Theory 30 
Application to the Absolute Reaction Rate Theory 32 
Evaluation of the Transmission Coefficient 33 
justification of One-dimensional Approach 41 
NUMERICAL PROCEDURES 52 
Numerical Solution of the Differential Equation 52 
Numerical Integration Procedure 61 
DISCUSSION OF RESULTS 69 
Transmission Coefficient for the Potential Models 69 
Integration of the Transmission Coefficient with 
the Energy Distribution 79 
Method of presentation 79 
Effect of the energy distribution models 82 
Effect of the parameters 86 
Effect of the potential models 88 
Activation Energy 100 
Comparison of Results with Experimental Values 102 
Application of the Absolute Reaction Rate Theory 
to the Prediction of Transport Properties 107 
Correlation of Parameters with Physical System 108 
iii 
Page 
CONCLUSIONS m 
NOMENCLATURE 114 
BIBLIOGRAPHY 118 
APPENDIX A 124 
APPENDIX B 229 
APPENDIX C 136 
APPENDIX D 138 
APPENDIX E 149 
APPENDIX F 151 
APPENDIX G 156 
APPENDIX H 161 
iv 
ACKNOWLEDGEMENTS 
The author wishes to express sincere thanks to his 
major professor, Dr. R. W. Fahien, for his suggestions and 
advice during the course of this work. A special thanks is 
due for his suggestion of a method to handle the boundary 
condition in the numerical solution. 
A word of thanks is also due Mr. John D. Foster for his 
role as a human computer in doing many of the preliminary 
calculations performed as a check of the numerical pro­
cedures before these procedures were programmed on the 
digital computer. 
The author is also indebted to his wife for her 
patience and understanding during the period spent as a 
student. 
1 
INTRODUCTION 
Chemical reactor design, which is of major importance to 
the chemical engineer, logically consists of several steps 
which should occur in a consecutive order. The first of 
these steps should be the determination of the effect of 
operating variables upon the rate of the reaction. Once 
these effects are known, a rate of reaction term may be in­
cluded in the mass balance describing the physical system. 
The second step, then, should represent the mathematical 
description of the physical system in terms of mass, momen­
tum, and energy balances. The complete or approximate solu­
tion of this mathematical description then sizes the reactor 
system. The remaining step is the evaluation of economic 
factors. 
In principle the first step should allow prediction of 
rates of reaction from a simple knowledge of molecular 
species involved, and the temperature, pressure, and other 
physical characteristics of the system. In practice, however, 
accurate rate predictions can seldom be made. And usually, 
the rate predictions cannot be made at all without some ex­
perimental rate data. Engineers have generally resorted to 
small-scale experimental determination of the effect of 
operating variables on the rate of reaction. Such effects 
are usually represented by an empirical correlation of the 
rate constant as a function of temperature. This empirical 
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correlation has traditionally taken the form of the rate con­
stant represented toy the Arrhenius (1) expression, that is, 
the exponential of negative 1/T. Chemical engineers have not 
been concerned with prediction methods but rather, since the 
principles by which the reaction takes place are not well 
understood, have been content with the correlation of rate 
measurements. 
In more recent years chemical engineers have become con­
cerned with the characterization of the degree of imperfect 
mixing which exists in reaction vessels. This concern has 
led to a need for a better understanding of the methods by 
which a reaction takes place. Danckwerts (8) first charac­
terized the macroscopic degree of mixing of a stirred vessel 
by a distribution of residence times. A method by which 
microscopic mixing might be characterized would be to follow 
individual molecules or groups of molecules in a Monte Carlo 
type approach. A molecular system would have a probability 
of collision with another reactant molecule, collision with a 
like molecule, collision with product molecules, collision 
with the physical boundaries, a probability of exiting with­
out collision, and a probability of reacting given a colli­
sion with a reactant molecule. Cross sections could be used 
to characterize collision probabilities. Mean free paths 
could similarly be used to represent exit probabilities and 
wall collision probabilities. The reaction probability 
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could conveniently be characterized by the fraction of the 
reactant molecular collisions which are effective in reac­
tion. This fraction of effective collisions, which will be 
discussed later, is an integral part of the collision theory 
of chemical kinetics. 
Chemical engineers, then, should be interested in a 
collisional approach to the reaction process. In addition to 
the fraction of effective collisions, a collisional approach 
might make possible better temperature correlation and an 
estimate of the reaction rate constant with a minimum of ex­
perimental data. 
Any theory of reaction rates is usually initiated by a 
collisional approach. That is, the energy exchange which 
must occur for the reaction to proceed is assumed due to a 
collision process. However, after the collision has taken 
place each theory will differ somewhat on the rate determining 
step. Three reaction rate theories have been developed which 
provide a great deal of insight into the process by which a 
chemical reaction takes place. The theories are (1) the 
collision theory, (2) the absolute reaction rate theory, and 
(3) the unimolecular reaction rate theory. Of the three, 
only the absolute reaction rate theory has been applied to 
all types of reactions, unimolecular, bimolecular, and 
higher-order. The unimolecular reaction rate theory, as the 
name implies, applies only to first-order reactions. The 
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collision theory, in principle, should be applicable to any 
order process, but in practice only bimolecular reactions can 
be represented adequately. The inherent assumptions of each 
theory are discussed in the LITERATURE REVIEW section in 
order that the restrictions in the use of the theory might be 
more clearly defined. 
In a collisional approach the rate is set equal to the 
total collision rate times the fraction of the total col­
lisions which are effective in reaction (55) . The latter 
quantity defines two fundamental problems in the evaluation 
of a collisional approach. First, what energetic require­
ments are necessary for the reaction to take place? Second, 
what fraction of the total collisions possess this require­
ment? These problems are clearly not independent. 
The quantum description of the first problem involves 
determining the binding energy as a function of positional 
coordinates. For other than atomic reactions, the problem 
has not been completely solved analytically. Usually, the 
energetic requirement is taken as a minimum energy necessary 
for the reaction to proceed. This method does not allow the 
calculation of energetic requirements based upon physical 
considerations. This minimum energy, usually termed the 
activation energy, must be evaluated from experimental data. 
As pointed out previously, the problems are not inde­
pendent so that the second problem cannot be solved 
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rigorously. However when the minimum energy requirement is 
used, the problem can be solved somewhat more directly. If 
the problem is described by classical physics, no collisions 
which involve less than the activation energy will result in 
reaction. In addition, all collisions with energy exceeding 
the activation energy result in final products. If the 
molecules are described by wave mechanics, all collisions 
with the necessary activation energy are not equally ef­
fective in reaction. That is, a finite probability exists 
that molecules will react with energy less than the activa­
tion energy. In addition, if the combined molecular energy 
is greater than the activation energy, a finite probability 
exists that reaction will not take place and the molecules 
will be reflected into the initial reactant state. The 
phenomena of "tunneling" through a potential energy barrier 
is important in explaining the alpha particle decay of radio­
active nuclei. The quantum effects which describe the 
probability of reaction can be represented by a transmission 
coefficient. The transmission coefficient can be described 
as the fraction of monoenergetic collisions which are effec­
tive in reaction. 
The primary purpose of the work in this research area is 
to evaluate the importance of quantum effects as indicated 
by the transmission coefficient. Rate constants estimated 
by any of the theories are generally higher than experimental 
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rate constants. Rate constants estimated by the collision 
theory are somewhat higher than those estimated by other 
theories, but the form of the rate constant is simple and 
quite similar to the Arrhenius expression. This simple form 
would seem to be advantageous for use by chemical engineers. 
The transmission coefficient could perhaps account for much of 
the discrepancy between estimated and measured rate constants. 
The fraction of effective collisions will be evaluated 
directly from a collisional approach. In the THEORY section, 
it will be illustrated how the fraction of collisions ef­
fective in reaction can be used in the absolute reaction rate 
theory. The evaluation of this fraction has quite a wide 
application. 
The absolute reaction rate theory has been applied with 
minor modification to the study of a wide variety of problems 
of interest to the chemical engineer, including prediction of 
transport properties, plastic deformation and prediction of 
nucleation rates in crystallization and boiling heat transfer. 
Yan Po Chang (6) has discussed the use of the absolute reac­
tion rate theory in conjunction with predicting nucleation 
rates in boiling heat transfer. Results obtained in this 
study may well apply to these other areas. 
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LITERATURE REVIEW 
Reaction Rate Theories 
The prediction of rate constants from a minimum amount 
of experimental data is of fundamental importance to both 
chemistry and engineering. This problem has had intensive 
effort since about 1900 but as yet no complete method is 
available. Several theories have been proposed but each 
theory has its merits and limitations. A discussion of each 
of the theories mentioned in the INTRODUCTION is included. 
The discussion follows somewhat the chronological development 
of the understanding of reaction rates. 
The collision theory was originally advanced by Lewis 
(37) and Polanyi (47). This simple collisional concept 
stated the rate of reaction was equal to the total rate of 
collisions between reactant species multiplied by the fraction 
of those collisions effective in reaction. The total number 
of collisions was evaluated from the kinetic theory for 
ideal gases using the hard sphere molecular model. The hard 
sphere model required that the collision diameter be on the 
order of the sum of the Van der Waals radii of the molecular 
pair. The fraction of collisions effective in reaction was 
evaluated from the energy requirement that no molecular 
pairs could react with combined energy less than some mini­
mum translational energy. This minimum translational 
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energy was termed an activation energy corresponding to 
the Arrhenius original term (1) . Both factors were evalu­
ated assuming the reactants to be in thermal equilibrium 
and thus, jointly distributed with a Maxwell-Boltzmann 
velocity distribution. The rate of reaction must affect 
this equilibrium distribution. Thus, it was assumed that 
the rate was sufficiently slow so that the distribution was 
substantially unaffected. This assumption was not dis­
cussed in the original articles, but as pointed out later 
by Fowler and Guggenheim (17) , was an integral part of the 
collision theory. 
Several articles have appeared which experimentally 
and theoretically investigated non-equilibrium rate 
processes (3,20,43,52). This series of articles discussed 
the relaxation of harmonic oscillators given an initial 
Boltzmann distribution, Poisson distribution, or a delta-
function distribution. An interesting observation was that 
systems with an initial Boltzmann distribution could be 
approximated by a Boltzmann distribution as the system re­
laxed . 
Widom (59) presented a detailed discussion of the 
deviation from thermal equilibrium among reactant molecules. 
An equation for the non-equilibrium rate constant was given 
in terms of equilibrium quantities. The non-equilibrium rate 
constant took the form, k = keq - X <( (q-keq) 2 >, where keg 
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equals the equilibrium distribution rate constant, q the 
reaction probability which is very similar to the trans­
mission coefficient, À the mean relaxation time, and< > 
an average quantity (weighted with the energy distribution). 
Widom concludes that correction for a non-equilibrium energy 
distribution can be important in certain cases. 
The collisional concept provided no method of calculating 
the activation energy based upon the molecular system under­
going reaction. When the simple collision theory was com-
-Ea/RqT 
pared with the Arrhenius expression, k = Ae , the factor 
A was found to correspond to the total number of collisions. 
This correspondence would introduce a temperature dependence 
in the factor A. However, if the activation energy was 
determined by rate constant versus temperature measurements, 
predicted rate constants from the collision theory using this 
activation energy were roughly in agreement with experimental 
rate constants for simple bimolecular gas-phase reactions. 
The absolute reaction rate theory was first derived by 
Eyring (12) . Reaction was still presumed to proceed as a 
result of collision but the existence of an intermediate 
activated complex was postulated. Originally, the rate con­
trolling step was assumed to be the decomposition of the 
activated complex. The activated complex was assumed to be 
in equilibrium with the reactants. A similar rate equation 
developed later by Eyring et al. (16) contained no assumption 
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of equilibrium between the initial and activated states. It 
was necessary to assume equilibrium between the vibrational 
states of the initial system. In addition, the Boltzmann 
distribution was used to describe the reactant system trans­
lational energy. As discussed previously, the rate disturbs 
this distribution to some extent. The absolute reaction rate 
theory can be applied immediately to bimolecular and higher-
order reactions. Unimolecular reactions require a slight 
modification (16). 
Several theories of unimolecular reactions have been 
proposed. One of the most satisfactory and realistic 
theories was proposed by Slater (53,54). Slater assumed a 
polyatomic molecular model which acted like a classical 
harmonic oscillator. The reaction then took place at a 
specific coordinate after the harmonic motion exceeded some 
critical value. The vibrational energy was assumed to change 
as a result of collision. This theory does not inherently 
assume a Boltzmann energy distribution though the Boltzmann 
distribution is often used to describe the normal-mode 
energies. 
Each of the reaction rate theories have undergone sub­
stantial modifications since they were derived. Eyring et al. 
(16) have derived an absolute reaction rate or transition 
state theory which reduces to the previous theory after 
several assumptions. The newer theory included a transmission 
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coefficient to indicate the probability of reaction for 
monoenergetic molecules as they moved on a potential energy 
surface. This transmission coefficient also included the 
possibility of a vibrational transition being induced during 
the reaction. The potential energy surfaces were obtained 
by the method used by Eyring et al. (14). Two assumptions 
must be made to reduce the newer theory to the older absolute 
reaction rate theory which had been used with moderate success 
in the calculation of rate constants. First, the transmis­
sion coefficient was assumed to be zero for all energies 
less than the activation energy. Second, an average value 
was assumed for the transmission coefficient for energies 
exceeding the activation energy. All physical connection 
with the potential energy surface was lost when these as­
sumptions were made. The average transmission coefficient 
could only be evaluated by the ratio of observed to pre­
dicted rate constants. 
An expression for an average transmission coefficient 
has been derived by Hirschfelder and Wigner (27). This 
treatment assumes the potential surface to be sufficiently 
flat in the vicinity of the barrier maximum so that the 
transmission coefficient for the two edges may be considered 
independent. Rectangular barriers were shown to satisfy this 
requirement. 
More recently Yasumori and Fueki (63,64) in several 
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articles have developed a reaction rate equation analogous 
to the absolute reaction rate theory but utilizing a two 
dimensional potential surface to evaluate the transmission 
coefficient. This potential surface was assumed to be the 
Eckart (9) potential in one dimension and parabolic in the 
other dimension. For this potential surface an approximate 
analytical solution could be obtained. The transmission co­
efficient was used to weight an equilibrium energy distribu­
tion and the final result compared with the absolute reaction 
rate theory for the reaction of a hydrogen molecule with a 
hydrogen atom. The rate constant reduced to that calculated 
by the absolute reaction rate theory for reactions involving 
heavy particles and thick potential barriers. 
Fowler and Guggenheim (17) apparently made the first 
attempt to introduce a transmission coefficient into the 
collision theory. Again the transmission was assumed to be 
zero for energies less than the activation energy and equal 
to an average value for energies greater than the barrier 
maximum. Derivations were given for the energy distributions 
used in the collisional models. Each distribution was 
derived from a classical point of view and corresponded to 
the classical Boltzmann distribution. Snider (56) has 
listed a summary of references giving both classical and 
quantum derivations of the Boltzmann equation. 
An unusually general treatment of a collision theory for 
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bimolecular, gas-phase reactions was given by Eliason and 
Hirschfelder (10). This treatment involved the use of both 
differential and total cross sections for reaction. The dif­
ferential cross section was given as a function of energy, 
and two scattering angles for the resultant products. This 
cross section actually represented, in addition to angles of 
scattering, the reaction probability and thus included the 
transmission coefficient. The differential cross section 
would be very difficult to obtain. However, an example of 
what might be considered to be a measurement of such a quanti­
ty has been determined by the experiments of Taylor and Datz 
(57). The total cross section could be obtained by an inte­
gration of the differential cross section. If these cross 
sections could be obtained experimentally, a Monte Carlo 
study such as that described in the INTRODUCTION for the de­
termination of imperfect mixing may be quite practical. 
The collisional approach of Eliason and Hirschfelder 
included an internal state defining each reactant molecule, 
an internal state defining each product molecule, and a 
normalized distribution function for each reactant molecule 
to allow the possibility of non-equilibrium rates. From this 
general collisional approach, the usual rate expression of 
the Eyring theory of absolute reaction rates was derived. 
"The rather drastic approximations which seemed to be neces­
sary for such a derivation" were pointed out and discussed. 
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Keck (32) has presented a statistical representation of 
the transmission coefficient or the reaction probability. 
This treatment assumes the collisions were sufficiently 
complicated to establish an equilibrium distribution of sys­
tems leaving the collision. The assumption was equivalent to 
assuming the distribution of systems leaving a collision are 
independent of the initial distribution. 
Role of the Transmission Coefficient 
The importance of "tunnel effects" in chemical reactions 
have been reviewed in several articles. Bell (4) proposed 
a correction for barriers which could be approximated by a 
parabola. Gol'daniskii (19) also used a parabolic potential 
model to investigate the importance of tunneling in low 
temperature chemical reactions. Both solutions were approxi­
mate. Gol'daniskii showed the curvature of the plot of 
log(k) versus 1/T at low temperatures when tunnel effects 
were included. 
The relative importance of reflection effects for 
energies greater than the barrier maximum have not been in­
vestigated. As previously mentioned, the discrepancy between 
rates calculated by the absolute reaction rate theory and ob­
served rates defines an average transmission coefficient. 
Eyring (13) summarizes the importance of this average trans­
mission coefficient by noting that for many reactions a 
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factor of one half would give excellent agreement with ob­
served rates. This would indicate reflection effects may be 
important for many reactions. 
Activation Energies 
The construction of potential energy surfaces is instru­
mental in a physical understanding of many of the theories of 
reaction rates. The first method for construction was given 
by Eyring and Polanyi (15). Later articles have modified 
the approach (14,25,26). Yasumori (61) used a somewhat dif­
ferent method for obtaining the potential surface. The 
activation energies calculated by this method for the hydro­
gen molecule-hydrogen atom reaction did not agree well with 
the activation energies listed by Hirschfelder et al. (26) or 
Hirschfelder et al. (25). 
An activation energy is hard to define accurately by 
construction of a potential energy surface. . Thus, a method 
of obtaining the activation energy, independent of the reac­
tion, is desirable. Herzfeld and Griffing (21) have sug­
gested the use of ultrasonics to determine the necessary 
activation energy of collision. Some application to chemical 
reaction was given by experiments performed by Herzfeld and 
Griffing. No method, presently available, seems completely 
adequate in calculating an activation energy. 
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Measured Rate Constants 
A collection of many experimental rate constants in the 
gas phase is given by Hinshelwood (23) and Kassel (31). 
Similar rate constants for reactions in solution are given by 
Moelwyn-Hughes (41) . 
Evaluation of the Transmission Coefficient 
The transmission coefficient or reaction probability for 
monoenergetic molecules results when the molecules are treated 
not as particles but as wave packets. The wave packets are 
incident upon a potential energy barrier which gives rise to 
reflection and transmission. The complete equation describ­
ing this wave motion is known as the Schrodinger (50) wave 
equation. 
Examples of the method of solution are given in most 
texts in modern physics. The texts of Leighton (36) and of 
Schiff (49) illustrate the form of the transmission coef­
ficient for rectangular and infinite width barriers. Mott 
and Sneddon (44) give the solution for both finite width 
barriers and a triangular shaped potential function. In ad­
dition, this book contains a discussion of approximate 
methods for solution of the Schrodinger equation such as the 
WKB method. These solutions all use the boundary or matching 
conditions that require the wave or eigen function and the 
first derivative to be continuous at each point. It is of 
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interest to note that Wilson (60) proposed a different set of 
boundary conditions which also satisfied continuity require­
ments but gave classical results for the solution of the wave 
equation. One reason these boundary conditions may never 
have become recognized is because of the inability of classi­
cal results to explain alpha particle decay of radioactive 
nuclei. 
Few exact solutions of the Schrodinger wave equation for 
other than constant potential barriers are found in the 
literature. Eckart (9) presented an analytic solution for a 
realistic potential model in terms of a hypergeometric series. 
Tunnel effects determined by the WKB approximation have 
been determined for parabolic potential models by Bell (4) 
and Gol'daniskii (19). Secrest and Hirschfelder (51) have 
presented a multi-dimensional WKB approach. 
Analytical solutions of the wave equation are extremely 
difficult for complex potential functions even when approxi­
mation methods are used. The obvious answer would seem to 
indicate that a high-speed digital computer should be used 
with a numerical approximation method. Wall et al. (58) 
point out that two methods exist for obtaining numerical 
values of the transmission coefficient. The first method 
would be to solve the Schrodinger equation using wave packets 
incident upon a potential barrier. This method of attack at 
that time had not been attempted. The second method would be 
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to solve, numerically, the classical differential equations 
of motion in Hamiltonian form with a variety of initial con­
ditions . The equations of motion could describe the motion 
of a particle on a potential surface constructed from quantum 
considerations. The explicit assumption was that by studying 
varied initial conditions an average fraction of collisions 
effective in reaction would be obtained which could approxi­
mate the quantum results. The authors used the latter method 
by considering a specific example of a hydrogen molecule-
hydrogen atom reaction. The method might be termed a pseudo-
Monte Carlo approach since many molecules with various 
initial energy are observed and an average behavior is de­
termined . 
Mazur and Rubin (38) presented a numerical procedure for 
calculating the average quantum-mechanical probability of an 
exchange reaction constrained to linear encounters. This 
•• 
procedure solved the Schrodinger time dependent wave equation 
by making a finite difference approximation to the real and 
complex parts of the wave functions. The method used 
artificial reflecting barriers at the endpoints of the finite 
interval considered. These artificial barriers were assumed 
to have no appreciable effect on the fraction of the systems 
which were transmitted. The solution for a one dimensional 
square potential barrier and a two dimensional square poten­
tial with a 90° turn was given. The numerical results were 
19 
obtained on an IBM-704 digital computer. A comparison was 
made between results obtained in this manner and the results 
obtained by Wall et al. (58). The authors concluded there 
was a substantial difference in the transmission coefficient 
obtained by the two methods. 
A method of handling idealized 3-body recombinations has 
been proposed by Jepsen and Hirschfelder (30) . The results 
were compared with those of Wall et al. (58) for the hydrogen 
reaction. 
An iterative method for the solution of the wave equa­
tion has been suggested by Couruille (7). Hankel and Laplace 
transforms of the Schrodinger equation with a variable 
potential model were presented. Myers (45) obtained the 
analytical solution for the Schrodinger time-dependent equa­
tion for specific external forces. 
Bassett (2) has presented a numerical procedure for ob­
taining the eigen functions of the Schrodinger equation. A 
numerical example was given. 
Metropolis and Ulam (39) suggested the use of a Monte 
Carlo method for the solution of the time-independent 
Schrodinger equation. Time dependence was re-introduced to 
give an equation which resembled the diffusion equation. The 
latter equation could be interpreted as describing the be­
havior of a system of particles which perform a random walk 
subject to a force function representing the potential. 
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Monte Carlo methods have been used on similar equations 
describing diffusion of neutrons. 
Ishida (29) presented a stochastic model for uni-
molecular gas reaction but found, by allowing the parameter 
representing the rate constant to vary with time, any order 
reaction could be represented. 
The numerical solution of the one dimensional, time-in­
dependent wave equation would be a logical place to start a 
study of reaction rates. In order to use only one dimension 
the multi-dimensional effects of a reaction must be examined. 
There are at least two multi-dimensional effects which might 
give significant contributions to the rate of reaction. 
First, vibrational-rotational-translational energy transi­
tions might be important. Second, a change in direction of 
the reaction path might cause significant reflection. For a 
one dimensional description to be adequate, the multi­
dimensional effects would have to be small or be capable of 
simulation in one dimension. Eyring et al. (16) have in­
vestigated, by example, the importance of vibrationa1-trans-
lational energy exchange. They concluded the effect was not 
important for most reactions. Yasumori (62), Hurlbut and 
Hirschfelder (28), and Eyring et al. (16) have considered a 
change in direction. Yasumori found the reflection results 
were quite small for a gentle turn in reaction path. Hurlbut 
and Hirschfelder found sizable reflection results for a 90° 
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change in direction as did Eyring et al. (16) but the latter 
concluded the overall effect was to introduce an effective 
potential barrier which could be simulated in one dimension. 
Application to Transport Properties 
The absolute reaction rate theory has been widely ap­
plied to the prediction of transport properties. Glasstone 
et al. (18) have given a summary of the applicability of the 
theory to transport processes. 
The free energy of activation which is needed for the 
prediction of viscosity has been found by Powell et al. (48) 
to be directly proportional to the energy of vaporization for 
nearly 100 substances. For liquid metals a correction was 
applied by Ewe 11 and Eyring (11) indicating the ratio of the 
volume of the ion to the atomic volume. This correction was 
applied to indicate the unit of flow was probably the atom 
stripped of the conductance electrons rather than the entire 
atom. The ratio corrected the energy of activation to sub­
stantially a direct proportion to the energy of vaporization. 
The proportionality was nearly the same for the liquid metal 
systems as for the non-metal systems. 
A similar proportional relationship was observed between 
diffusion activation energies and the energy of vaporization. 
A comparison of calculated and observed diffusion coefficients 
is included in Glasstone et al. (18) . 
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Eyring (13) has summarized the amount of correction 
which is needed to give agreement between calculated and ob 
served transport properties. The correction averages about 
0.4 and could be attributed to the role of the transmission 
coefficient. 
23 
THEORY 
Introduction 
The usual collisional approach to kinetics is to set the 
reaction rate equal to the product of the total collision 
rate times the fraction of the collisions which are effective 
in reaction. The first portion of this section will illus­
trate how this result is obtained from a more general col­
lisional approach. The general collisional approach was not 
derived from physical considerations but simply forms a re­
statement, in more general terms, the collision approach 
given by Fowler and Guggenheim (17). The final result re­
sembled somewhat the collisional approach of Hirschfelder 
et al. (24). The second part of this section will be a state­
ment of the more general collisional approach allowing in­
ternal vibrational states to contribute to the reaction. The 
last portion illustrates the method by which quantum effects 
were added to the usual collisional concept. 
General Collision Treatment 
Consider the reaction 
A + B Products ( 1 )  
The rate of reaction, R, can then be stated as 
Space Energy 
PC(S,E) fA(S,E) fB(S,E) Pr(E) dSdE (2) 
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where S •= variable including all directional effects of 
the velocity vectors and of the relative veloci­
ty vector 
E = relative translational energy which is propor­
tional to the squared magnitude of the relative 
velocity 
Pc = probability of collision per unit time between 
molecules A and B—dependent upon both space 
and energy variables 
fAffi = the distribution of the number of molecular 
pairs A-B per unit volume with velocities with­
in a specific range—dependent upon both space 
and energy variables 
and Pr = probability of a collision resulting in reac­
tion—dependent only upon energy. 
Now, define 
Z = J* J PC(S,E) fA(S,E) fB(S,E) dSdE (3) 
Space Energy 
= the total number of collisions per unit volume, 
unit time. 
Also define 
F (E)dE = = the fraction of total collisions with energy 
in the range E to E + dE. (4) 
Then 
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f PC(S,E) fA(S,E) fB(S,E) dS 
S 
y y PC(S,E) fA(S,E) fB(S,E) dSdE 
F(E) = — : . (5) 
S E 
Thus 
R = Z J Pr(E) F (E) dE. (6)  
E 
Equation 6 gives the usual collisional approach. That 
is, the rate of reaction equals the total collision rate 
times the fraction of collisions effective in reaction. 
The assumptions which have been made in this approach 
are; 
1. A single distribution can be used to describe the 
reaçtant molecules. 
2. The joint distribution describing molecular pairs 
may be written as the product of the individual molecular 
distributions. That is, the individual distributions are in^ 
dependent. 
3. Vibrational and rotational transitions do not con­
tribute to the reaction rate. Note : The first part of this 
assumption will be treated later. 
4. The reaction probability is assumed to be indepen­
dent of space variables. 
It is of interest to note that the usual assumption of 
equilibrium distributions, undisturbed by the rate of reaction, 
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is not explicitly contained in this approach. If the rate 
did affect the equilibrium distributions, a time-dependent 
non-equilibrium distribution could be used. 
Often, the distributions used to describe each reactant 
molecule in Equation 2 are the Boltzmann distributions. In 
this case, thermal equilibrium must be assumed for the re­
actant specieg. The factors contained in Equation 2 are 
listed by Fowler and Guggenheim (17) and can be written as 
follows. 
= nA , 3/2 M AbT ^  
fg = similar equation for B 
Pc = 2ir (ra + rB) 2 |u| sin 0 cos 0d0 
where nA and nB = number of molecules of A and B per unit 
volume 
mA = molecular mass of A 
T = absolute temperature 
kB = Boltzmann constant 
vjx = velocity vector of A 
vaI 2 = VL + vly + VL 
rA = molecular radius of A 
M2 = ivAx - VBX>2 + <vAy - vBy>2 + <vA2 - v^)2, 
the squared magnitude of the relative 
velocity 
0 = angle between the relative velocity vector 
and the line of centers of the molecular 
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pair at contact. 
Equation 3 becomes 
(mAmB)3//2 nrr ~h(™A |vA| +mB |vB| ) AfiT . . 
27r(rA+rB) 2 nAnB — /// e |U| 
(2ttT< T) ^ " 
B sin 0 cos 0 d0dvAdvB. 
(7) 
The integration of this equation is given by Fowler and 
Guggenheim (17). The equation reduces to 
/ . 2 , 2irkBT k H -E/kgT 
Z = 2NANB(rA+rB) — ) 2 J EABT e d(EABT) (8) 
where u = ^ A^B , the reduced mass 
mÂ+mB 
and E = %\i lui 2, the relative translational energy. 
Thus 
—E/k T 
F(E)dE = EAbT e B d(EABT) (9) 
and 
r°°  -eArt 
R = Z / T(E) EABT e ti d(EABT) (10) 
o 
where t(E), the transmission coefficient = Pr(E). 
Vibrational transitions may make an important contribu­
tion to the rate of reaction. A general collisional approach 
should include the possibility of exchange between vibra­
tional and translational energy. As an illustration of the 
inclusion of vibrational states, consider the reaction 
Ai + Bj — Ck (11) 
where i,j,k represent the quantum numbers describing the in­
ternal state of the molecule. 
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The probability of reaction must now reflect the change in 
vibrational states. Thus, the average probability of reac­
tion over all possible states of the product C% is 
: sr-i • 
The rate of reaction, R, could now be expressed as 
where fAi and fBj include the distribution of energy in the 
vibrational modes. 
Equation 12 can be written in the form of Equation 6. 
The assumptions contained in this development are sub­
stantially the same as before. However, in Assumption 3, the 
portion concerning the vibrational transition is no longer 
needed. In the application of this theory, one additional 
assumption would probably be used. That is, in writing the 
joint distribution of energy in translational and vibra­
tional modes, the distribution of energy in vibrational modes 
would probably be assumed independent of the distribution of 
translational energy. This assumption would allow the joint 
distribution to be written as the product of the individual 
distributions. Strictly speaking, this assumption is not 
valid since the vibrational and translational energy must 
(12) 
(13) 
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satisfy the total energy requirement. 
Hirschfelder et al. (24) have presented a collision ap­
proach analogous to Equation 12 using reaction cross sections, 
The reaction cross section includes the probability of col­
lision and the probability of reaction. 
Application of Quantum Effects 
Equation 6 was considered as the starting place for the 
addition of quantum effects to the collisional process. 
Equation 6 was written in the form 
R = Z J T (E) F (E) dE (14) 
where again t(E) = Pr(E) 
= probability that a monoenergetic colli­
sion is effective in reaction. 
Now define 
r °° 
f0 = / T(E) F (E) dE. (15) 
0 
I#et F (E) = any arbitrary energy distribution function such 
that 
r°° J F(E)dE = 1 (16) 
0 
and 
F(E) > 0. (17) 
Then 
F(E)dE = fraction of the molecules colliding with trans­
lational energy in the range E to E + dE. 
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The product, 
t(E)F(E)dE = fraction of the molecular collisions ef­
fective in reaction which have energy in 
the range E to E + dE. 
Thus, 
fq = fraction of the total collisions which are 
effective in reaction. 
It can be noted at this point that since F(E) is a true 
distribution function in every respect, then 
FQ = < T> 
where< > represents a quantity averaged over the energy range. 
Classical Collision Theory 
The classical collision theory assumes that molecules 
react only if they possess translational energy greater than 
the activation energy, EA. The transmission coefficient, T, 
for this case is 
t (E) =0 for E < EA (18) 
T(E) =1 for E> EA. (19) 
The fraction of effective collisions calculated classically, 
fCj is then given by 
/
oo 
F(E)dE. (20) 
Ea 
Several possible models for the energy distribution have 
been derived by Fowler and Guggenheim (17). 
1. The first model comes from the reactant molecules 
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being described by the classical Boltzmann distribution. 
Equation 9 lists the model for this case. 
-E/koT 
~F(E)dE = E/kgT e B d(E/kBT) . (9) 
2. The second model again uses the classical Boltzmann 
distribution but restricts the possible effective collisions 
to those which occur along the lines of centers. Here, 
F (E) dE = e~E//kBT d (E/kgT). (21) 
3. The third model gives an approximate treatment for 
vibrational states of the reactant molecules in conjunction 
with the classical Boltzmann distribution. This model takes 
the form 
F (E) dE = (EABT) 5+1 e~E/kBT d (E/kBT) (22) 
where S = the number of specified internal vibrations 
E == sum of the translational and vibrational energy. 
Each of the models may be integrated analytically for the 
classical fraction of effective collisions. 
-E3ArT 
For model 1: fc = (EaAfiT + 1) e . (23) 
For model 2: fc = e~Ea/^ BT . (24) 
-Ea AnT S+l 
For model 3: fc = e 2 1_ (EAABT)p (25) 
p=0 P* 
- (S+1) : <EaABT)s+1 e-EaABT (26) 
for EaABT » S. 
It should be noted that when the energy distribution is 
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of the Boltzmann form, a Laplace transform can be used to 
define the integral, fg. For example, if the distribution 
function were of the form of Equation 21, then 
fQ = I L[T(E) ] (27) 
. p oo _,,>p 
where L[T(E)] = / T (E) e dE 
0 
and m = 1/kgT. 
Similar equations can be written for the other distribution 
models. This relationship will permit immediate evaluation 
of £q for cases in which the transmission coefficient has a 
Laplace transform which has been tabulated. 
Application to the Absolute Reaction Rate Theory 
The fundamental expression for the rate of reaction 
according to the absolute reaction rate theory has been writ­
ten by Eyring et al. (16) as 
—-
EnABVpW  ^(28) 
where con = weight factor for vibration level n 
Fa = partition function for reactant A 
p/m = velocity of the system 
and the other terms have been previously defined. 
Equation 28 could be written 
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R = jrjr Z 2 œn e"En/k0T(lA /"^(E) e-EAfiT dE) (29) 
PAFB "• k N Jq 
It should be noted that the integral in the above equation 
can be obtained from Equation 15 if the energy distribution 
model is of the form of Equation 21. In this case, the 
potential energy model would have to reflect the possibility 
of vibrational transitions. Further applications of the ab­
solute reaction rate theory are included in APPENDIX G. 
Evaluation of the Transmission Coefficient 
In order that a simple approach might be used for finding 
the transmission coefficient, the Schrodinger (50), time-de-
pendent wave equation describing elastic collisions might be 
used to find the probability of finding a particle as a func­
tion of spatial coordinates. Elastic collisions could not 
adequately describe reaction unless those particles transmit­
ting the potential barrier are assumed to form the reaction 
products. This approach would essentially assume that the 
probability of reaction given a penetration or a transmission 
is unity. The time-independent wave equation may be written 
Ti2 2 
- ^  V2u + (V - E0)u = 0 (30) 
where u = probability amplitude or wave function excluding 
time dependency 
V = Laplacian operator, which in rectangular coordi-
&2 &2 &2 
nates is + â? + â? 
m •- mass per molecule 
E0 = time separation constant, physically EQ corresponds 
to the total energy of the system 
V = potential energy 
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Ti = h/2ir where h = Planck's constant. 
The application of this equation to a system where mole­
cule À is approaching molecule B will be given. It will be 
assumed that the only coordinate contributing is that describ­
ing the separation distance along the line of centers. Let 
xa = coordinate describing the position of molecule A 
and 
Xfc = coordinate describing the position of molecule B. 
Now transform to a relative and center of mass coordinate 
system, then 
x 
= 
xb " xa (31) 
and 
% = . (32) 
ma + 
Using the fact that 
+ + ,33, 
ma+itib ô^2 ma+mb dxd| dx2 
and a similar equation for the , Equation 28 becomes 
àxg 
«34, 
If it is assumed that 
U = uCM^' UREL,X) <351 
where uCM is a function of |only 
and Urel a function of x only, 
then two separate equations are obtained. 
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% + =C« "CM = ° (36) 
where ECM = center of mass separation constant 
and 
d2u 
Yk + ^ 2 [EREL - V(x) ]uREL = 0 (37) 
dx Ti 
where |i = Tn.?Tn^ >. , the reduced mass 
ma+mb 
and EREL = E0 - Ecm, the relative energy. 
Equation 3 6 can be solved, immediately. However, Equation 
3 7 is the basic equation to be solved since this solution 
defines the transmission coefficient. The solution to Equa­
tion 37 is known for several special forms of the potential 
function, but in general the analytical solution is not 
available. Since Equation 3 7 represents the basic equation 
to be used in defining the transmission coefficient, the sub­
script notation will be dropped and Equation 37 written as 
+ % [E - V(x) ]u = 0. (38) 
dx2 "h2 
As mentioned previously uu*, where u* is the complex 
conjugate of u, is a statistical quantity. That is, uu*dx 
represents the probability of finding a particle in an inter­
val dx. It is evident that u should be finite for all x and 
that uu* should be normalized. The last requirement is not a 
stringent one as will be shown in the case for a free particle. 
A free particle is one which is subject to no force, 
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that is, one that moves in a region of constant potential 
energy. The time-independent Schrodinger equation is there­
fore 
(E - V)u =0. (39) 
dx2 Yi2 
The solution to this differential equation can be immedi­
ately written as 
u(x) . M* _ (40) 
In terms of the classical momentum, p, the above solution 
could be written 
+ipx/Fi 
u (x) = Ae . (41) 
Normalization would require that 
oo I uu*dx = 1. (42) 
-co 
The normalization requirement here establishes that A = 0. 
That is, the particle has a uniform but vanishing small 
probability of being found in any interval from -oo to +oo. 
Leighton (36) points out that in spite of this diffi­
culty, one can still obtain useful information about a free 
particle by allowing A to remain finite. In order to 
visualize what this means physically, one must remember that 
uu* is a statistical quantity. The normalization of this 
total probability to unity is thus a convenience rather than 
a necessity since one can still ascribe physical significance 
to values of uu* as an average result of an experiment 
37 
performed an indefinitely large number of times. 
In the case of a beam of free particles the integra­
tion is taken over a finite interval corresponding to the 
separation of the particles. This finite integration allows 
the probability to be normalized. For this case, uu*dx 
might be thought of as representing the fraction of particles 
in the interval dx. 
1 = T uu*dx = A*A F dx = A*AL (43) 
J0 0 
Therefore AA* = 1/L represents the fraction of particles per 
unit length. 
If v is the velocity of the particles, then A*Av repre­
sents the fraction of the particles passing a given point 
per unit time. The flux of particles is given by 
A*Ap/m = |A|2 p/m. (44) 
The flux of particles is essential in the determination of 
the transmission coefficient since the transmission coef­
ficient will be defined by the ratio of the flux of particles 
which transmit a potential barrier to the flux of incident 
particles. 
The solution of Equation 37 for an infinite width 
potential will be given since it illustrates the use of the 
matching conditions and the definition for the transmission 
coefficient. 
The one-dimensional infinite width, potential barrier is 
defined by 
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V(x) =0 x <( 0 Region I (45) 
and 
V(x) = V x> 0. Region II (46) 
Equation 36 applied to region I where the potential is zero 
and to region II where the potential is V can be written 
d2UR 2u <32UTT 2,I 
— +  - 4  E u  =  0  a n d  £ 1  +  2 L  ( E - V )  u Z I  =  0 .  ( 4 7 )  
dx2 " dx2 b 
These differential equations have solutions 
Uj (x) = AeictX + Beiax and UJJ(X) = Cei^ x + De_i^ x (48) 
where 
a = - 2^ E = pj/h and £ - *>T2^ E^ V - = pjj/fi (49) 
Tl h 
and p = the momentum of the molecular system. 
The following matching conditions are imposed. 
1. At x = 0, Uj = Uji (50) 
2. At x = 0, = 5^11 (51) 
dx dx 
3. Molecules are incident upon the barrier only from 
X = -OO. 
It can easily be shown that Uj(x) = Ae"*"133^  represents 
positive momentum and Uj(x) = Be"***>X/^  represents negative 
momentum. This implies that these two quantities represent 
molecules moving in the positive and negative x-directions, 
respectively. Thus the constant D in region II must be zero 
for boundary condition 3 to hold. 
The reflection coefficient, p, can then be written 
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p - !!lMi = |b/a|2. 
M* pj/n 
(52) 
The transmission coefficient, T, is given by 
t = = |c/a| 2 p/a. (53) 
AA Pj/|-l 
Case A: 0 < E < V 
Ujj(x) = CeP'X + De~P'x (54) 
where p ' = ^  ^  . 
ft 
The boundary conditions 
Ujj finite as x -k oo implies C = 0, 
UI = UII at x = 0 implies A+B = D, 
uî = UXI at x = 0 implies ia(A-B)= -g'D, 
and eliminating D gives 
(ia - p') 
B/A = 
(ia + P') ' 
As would be expected, the reflection coefficient for this 
region is 
p = |b/aI2 = 1. (55) 
Case B: E> V 
The boundary conditions 
Molecules incident only from x = -oo implies D = 0, 
UI - UII at x = 0 implies A + B = C, 
uj = UJ J' at x = 0 implies a(A-B) = pC, 
and eliminating B gives 
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Ç _ 2a 
A ~ a + p 
The transmission coefficient is then 
T = Ic/Al 2 p/a - . (56) 
Substituting from Equation 49 the values of a and (3 into 
Equation 56 gives 
T(E) ,57, 
1 - V/2E + VI - V/E 
Ones notes that as E. approaches V T approaches 0 
and as E approaches oo t approaches 1. 
For the case of a square, finite width, potential bar­
rier defined by 
V(x) =0 x < 0 (58) 
V(x) = V 0 < x < d (59) 
V(x) = Vf x> d (60) 
the transmission coefficient was found to be for E> V: 
4 VE(E-Vf) ___D===r_ 
T (B) 
~ 2E-Vf + 2 VE(E-Vf) + V(V-Vf) sinZ y2m(E-V) ^  (61) 
(E-V) 
For E < V: 
4 VE(E-Vf) 
T (E) = n—.ill i • 
2E-Vf + 2 VE(E-Vf) + V(V-Vf) (V^E)^"^^ ^/h 
(62 )  
One notes that in the limit as E approaches V and Vf ap­
proaches V, Equations 61 and 62 reduce to the infinite width 
potential barrier (Equation 57), In addition, if Vf is set 
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equal to zero, the transmission coefficient checks the solu­
tion given by Schiff (49). The complete solution for the 
finite width case is given in APPENDIX A. In addition, the 
extension of the method of solution to any finite number of 
divisions of the potential is included. 
Justification of One-dimensional Approach 
Any attempt at a quantum description of the rate of 
reaction usually begins with a pictorial representation of 
the potential energy as a function of positional coordinates. 
This diagram is obtained by determining the binding energy as 
a function of these positional coordinates. Generally, though 
the system is completely described by the Schrodinger equa­
tion, the problem is not capable of complete analytical solu­
tion. Potential energy surfaces, thus far, have been con­
structed assuming only two positional coordinates are contri­
buting. That is, if the reaction were a three-atom system 
and three coordinates ate necessary for complete description, 
the reaction is assumed to proceed in a collinear fashion so 
that two dimensions may describe the system. In reality, 
nearly all chemical reactions of interest will undoubtedly 
be multi-dimensional since one dimension must be reserved for 
each internuclear distance. One positional dimension could 
only physically describe reactions which involve complete 
atomic symmetry, (atom-atom reaction). Even in the case 
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where a three-atom system reaction is assumed to proceed in 
a collinear fashion, the problem is not capable of ana­
lytical solution. Eyring et al. (14) use the London formula 
as an approximation and in addition assume coulombic energy 
to contribute 14 per cent to the total binding energy for 
the reaction between a hydrogen molecule and a hydrogen atom. 
Due to the approximations which must be made in the case of 
the two dimensional model, it seems appropriate to discuss 
the validity of a one dimensional model since the solution 
should be more straight-forward. 
Even for a multi-dimensional system there should be some 
coordinate configuration of the initial state such that the 
wave function can be represented by a plane wave (constant 
potential energy) traveling in one dimension. In addition, 
some final configuration of the products should be capable 
of approximation by a one dimensional plane wave. Since the 
ratio of the amplitude of the transmitted wave to that of 
the incident wave defines the transmission coefficient at 
least this coefficient is capable of one dimensional descrip­
tion. Since any solution for the transmission coefficient 
will depend upon the path followed as the reactants proceed 
from the initial state to the final state representing 
products, the validity of one dimensional description of the 
reaction processes must be examined more closely. 
There would seem to be at least two possible multi­
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dimensional effects which could occur during the reaction 
process. First, a possibility exists for energy exchange be­
tween translational degrees of freedom and vibrational or 
rotational degrees of freedom. The interchange of transla­
tional energy with vibrational energy seems somewhat more 
probable and perhaps more important in determining rates of 
reaction. Second, as the reactant system passes over the 
multi-dimensional potential surface a change in coordinate 
direction may take place. The importance of the effects which 
may be assessed to these multi-dimensional possibilities 
will be illustrated qualitatively by examining several ex­
amples given by Eyring et al. (16) in their book QUANTUM 
CHEMISTRY. 
The first of the examples illustrates the energy ex­
change between translational and vibrational degrees of free­
dom. The example considered is an abrupt increase or de­
crease in potential energy in a straight channel of parabolic 
cross section. Translational motion is then that motion 
which takes place in the axial direction of the parabolic 
channel. Vibrational motion then comprises that portion 
which is perpendicular to the bottom of the channel or in the 
transverse direction. Incident waves may then give rise to 
reflected waves for which all the quantum levels of energy, 
consistent with the total energy, are possible to describe 
their motion in the transverse direction. Hirschfelder and 
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Wigner (27) have performed the quantitative calculations for 
a specific potential drop and vibrational frequency change. 
Eyring et al. (16) using the same method present plots of the 
calculated transmission probability versus the initial trans­
lational energy. These plots are obtained assuming the 
translational energy in the final state is large compared 
with the vibrational energy. Their results indicated two 
important points. First, the probability of a vibrational 
transition is not large; and second, this probability de­
creases with increasing translational energy in the initial 
state. It would appear then that vibrational-translational 
energy exchange plays an extremely small role in most reac­
tion rates since it has been explicitly assumed that only 
those molecular systems with sufficient initial translational 
energy or total energy will react. Thus, those systems which 
have the highest probability of translational-vibrational 
energy exchange are the ones with the lowest reaction proba­
bility. It would appear then that only those systems which 
have a small activation energy have an important effect due to 
translational-vibrational transitions. 
The next example illustrates the effect of a change in 
direction as the reactants move through the reaction process. 
The example taken is a vertical wall channel of rectangular 
cross section in which a 90° turn takes place. In addition 
to the change in direction, vibrational transitions may occur. 
v 
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Quantitative calculations were made for systems where the 
incident wave was in the lowest vibrational state and the 
transmitted wave was in either the first or second vibra­
tional state. The results for this case indicated that the 
probability of a vibrational transition was relatively high 
for a system which made the 90° turn. However, in contrast 
to the previous example low energy systems had a lower 
probability of vibrational transition than did higher energy 
systems. But, one may conclude that the probability of 
making the turn decreases with increasing initial energy. 
A second example illustrating change in direction ef­
fects is that of motion in a channel formed between two con-
focal hyperbolas. The results of this case can be used to 
ascertain whether the results of the previous case are a 
peculiarity of the sharp turn. The results again led to the 
conclusion that curvature gives rise to an effective poten­
tial barrier which causes reflection and transmission 
probabilities. Yasumori (62) concluded that, for a gentle 
turn in the reaction path, reflection was of little importance. 
The validity of a one dimensional model can now be summarized 
in some detail. 
First, systems in the initial or reactant state can al­
ways be characterized in one dimension. Also, systems in the 
final state are adequately described in one dimension. 
Second, those systems moving slowly in the initial state 
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have, of course, a lower probability of surmounting a poten­
tial barrier but a higher probability of changing direction 
than a system with high initial translational energy. This 
change in direction quite likely might be accompanied by a 
vibrational transition, but the system moving in a straight 
path over the barrier seldom has an induced vibrational transi­
tion. In one dimension the translational-vibrational inter­
change cannot conveniently be handled. But the change in 
direction can be simulated in one dimension by superimposing 
a potential due to change in direction on the potential 
barrier which would otherwise exist. 
Third, the overall effect of the two multi-dimensional 
reaction processes might be characterized as follows: The 
low energy systems seldom surmount or penetrate the energy 
barrier but either undergo a change in direction or a vibra­
tional transition or quite possibly both. But higher energy 
systems, which are of more interest because they probably 
exceed the activation energy, seldom undergo vibrational 
transitions and the change in direction can be simulated in 
one dimension. 
Several methods could be used to obtain one dimensional 
potential models. The first and most obvious, would be to 
simply assume an appropriate model. Results of such a model 
could only then be physically significant if they successful­
ly predict experimental results. A second method with per­
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haps a little better physical justification would be to start 
with a multi-dimensional potential surface. A one dimensional 
model might then be obtained by a statistical averaging over 
the dimensions representing positional coordinates. Potential 
energy surfaces obtained by the method of Eyring et al. (14) 
generally define a single path for which a minimum potential 
barrier exists. Quite often the activation energy is 
characterized by the difference between this minimum barrier 
and the initial reaçtant energy, However, this minimum energy 
path is only one of an infinite number of paths which lead 
from the reactant state to the product state. If a statisti­
cal averaging is performed, the activation energy should 
probably be characterized by the averaged maximum. In addi­
tion, some statistical weighting factor should undoubtedly 
be used for the averaging process since low energy systems 
will only proceed tp products by a low energy path, moderate 
energy systems by either a low or moderate energy path, and 
high energy systems by any path consistent with their mono-
energetic transmission probability. À one dimensional 
potential model was approximated in this manner from a 
specific potential surface. The details of the calculation 
are given in APPENDIX B. 
Several models for the one dimensional potential barrier 
were assumed. In addition as mentioned previously, one 
model was obtained by an averaging process from a potential 
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energy surface. The models which were used are as follows: 
1. Finite width potential function defined by 
V(x) =0 x < 0 (63) 
V (x) = Ea 0 < x < d (64) 
V(x) = Vf x> d (65) 
This potential is shown in Figure la. 
2. Eckart potential function: 
Gi eax C2 eax 
v(x
' - 
+ (66) 
The potential function is plotted in Figure lb. 
3. Coulombic potential function 
V(x) = -Ci/x x <-rc (67) 
V(x) = 0 x> -rc (68) 
The potential is shown in Figure 1c. 
4. Three models were assumed and described by a histo­
gram rather than an analytical equation. These models are 
shown in dimensionless form in Figure 2a, b, and c. 
5. A potential model called the normal sum potential of 
the form 
VW = + c2te~aV + e-a2,X-3/2a)2 + e-=2(^/a)2, 
(69) 
was used. The function is plotted in Figure 3a. 
6. An approximate one dimensional potential function 
was obtained by a statistical averaging of the potential sur­
face for the hydrogen molecule-bromine atom reaction. The 
potential is presented in Figure 3b. 
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Figure 1. Potential models 
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Figure 2. Histogram potential models 
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Figure 3. Normal sum potential and potential surface ap­
proximation models 
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NUMERICAL PROCEDURES 
Numerical Solution of the Differential Equation 
In regions where the potential function is not constant, 
Equation 38 is not readily solved by analytical methods. A 
method which would give numerical values for the transmission 
coefficient is a necessity. The only method available is 
that described by Mazur and Rubin (38). This method has the 
disadvantage of calculating the value of fg or <t> given in 
Equation 15 instead of the entire energy dependence of the 
transmission coefficient. The disadvantage is apparent since 
the form of the energy distribution must be set prior to the 
calculation of the transmission coefficient. The actual form 
of the energy distribution used in the article by Mazur and 
Rubin was that given by Equation 9. A procedure which ob­
tained the entire energy dependence of the transmission coef­
ficient would then be advantageous. 
The numerical solution of Equation 38 presents a formid­
able task for several reasons. 
1. Explicit boundary conditions are not available but 
rather matching conditions must be used. 
2. The wave equation gives solutions which may be a 
complex function, that is, have both real and 
imaginary parts. Ordinarily, it is not necessary to 
retain the imaginary portion of the solution in a 
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numerical problem. However, it must be noted that 
Equation 53, which defines the transmission coef­
ficient, uses both the real and imaginary parts of 
the wave function. It is important that the com­
plete solution of Equation 38 be retained until the 
transmission coefficient is evaluated. 
The entire energy dependence of the transmission co­
efficient is needed thus a numerical solution of 
Equation 38 must be performed at many energy levels. 
Even in the analytical solution for the finite 
width potential function given by Equations 45 
through 57, it can be noted that one arbitrary con­
stant could not be evaluated. In a numerical solu­
tion this constant will have to be assigned, thus a 
scaling factor will be introduced. 
When a continuously varying potential model is used, 
an infinite interval is defined over which the wave 
function solution is needed. This problem can be 
averted by noting that in all cases the potential 
model will approach a constant value asymptotically. 
The asymptotic behavior of the wave equation can be 
obtained by analytical solution. Generally, the 
asymptotic solutions can be used as an approximation 
at the ends of a finite interval. A region is then 
defined for which the numerical solution is needed. 
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Outside the region the analytical solution, in terms 
of the arbitrary constants, is of the form of Equa­
tion 48. 
For example, assume the potential function approaches 
zero asymptotically at both plus and minus infinity. Then 
some finite width can be used as an approximation to the in­
finite interval with the asymptotic wave functions as match­
ing conditions at each end of this finite interval. The re­
gion on the negative side of the interval is noted as region 
I, the interval itself as region II, and the region on the 
positive side of the interval as region III. 
Equation 38 was made dimensionless by the transformation 
(70) 
where n = an integer determining the total interval trans­
formed 
and d = the thickness of the potential barrier at half peak 
height. 
The value of n is determined such that the potential will be 
sufficiently close to zero at a value of theta equal to zero. 
Examples of how n was determined are shown in APPENDIX C. 
The analytical solution of the wave function for regions 
I and III are then 
iae -iae , rye 
Uj = Ae + Be and Ujjj = Ce r (71) 
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where a is defined by Equation 49 
and y = V 2|iE/h = a. 
The arbitrary constant, D, in region III is dropped because 
no particles may have negative momentum within this region. 
The transmission coefficient is then given by 
C*C 
T = ^ (72) 
since y = a. 
Equation 38 can be written for region II as 
a2"n 
+ Ns [E/Ea - V(0)/Ea]uI]; = 0 (73) 
de2 
for 0 <( 6 < 1 
where Ns = 2n.n2d2Ea ^ termed the Schrodinger number in this 
*2 
work 
and Ea = the activation energy. 
Equation 73 was further reduced to the form 
u" + p2(©)u = 0 (74) 
where p2(e) = NS[E/Ea - V(6)/Ea] 
u" = d2uII/d©2 
and 0 <( © <( 1. 
The matching conditions required are 
1. u j (0) = Ujj (0) and u^^fl) = uII]; (1) (75) 
2. uj.(0) = u^(0) and u^(l) = uînU) (76) 
where ' indicates differentiation. 
These matching conditions define boundary conditions in terms 
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of the arbitrary constants. Combining Equations 71, 75, and 
76, the boundary conditions may be written as 
1. at 0—0 = A *f" B and Ujj = ici (A B) (77) 
2. at 6 = 1 ujj = Ce^Y and Ujj = ryCe1^ . (78) 
It should be noted that, though Equations 74, 77 and 78 
define the numerical solution for the wave function, in the 
present form there is no method to start from one of the 
boundaries since A, B, and C are still arbitrary constants. 
If the value of C is assumed, values of A and B may be de­
termined through the numerical solution of the differential 
equation. The values of A and B should be directly propor­
tional to the initially assumed value of C. The transmission 
coefficient, expressed as the ratio of the arbitrary constants 
in Equation 77, should then be independent of the assumed 
value of C. This independency was verified by the agreement 
between the analytical solution for the finite width poten­
tial and the numerical values for the same potential. 
Equation 74 and the boundary conditions of Equation 78 
form a special type of second-order, linear differential 
equation in which the first derivative never appears except 
as a boundary condition. Specific methods have been pro­
posed by Hildebrand (22) and Lapidus (35) for the solution of 
this type of system. These methods do not involve the 
calculation of the first derivative. There are two disad­
vantages in using this type of method for the evaluation of 
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the transmission coefficient. First, the values of A and B 
must be evaluated from the value of the wave function and its 
first derivative at 6 = 0. A modification of the method 
would have to be made, at least for the last step of the 
numerical calculation, to obtain a value of the first 
derivative. The second disadvantage is that thé method needs 
several values of the wave function in the vicinity of 0 = 1, 
These values might be obtained in cases where the potential 
is asymptotically approaching a constant value, but the 
values would be extremely hard to get when a step change in 
potential occurs at © = 1. For these reasons a different 
method was developed. 
A left-hand limit of Equation 74 as 6 approaches ©0 = 1 
can be defined to account for a step change in potential at 
©0. This limit may be written as 
u"(e0) = -u(©o) lim P2(©) (79) 
© ©o 
for © <( ©q 
where ©q = upper end of the interval 
and p2(©) can be positive or negative. 
A step away from the boundary, ©Q, is now made by using a 
backward difference representation for the second derivative 
u'(©0 - h/2) = u'(eQ) - h/2 u"(©0) (80) 
where h = A©, an increment of the independent variable. 
A central difference approximation is used for the first 
derivative giving 
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u(e0 - h) = u (©g) - hu' (©Q - h/2) . (81) 
The second derivative at the new value of the independent 
variable, ©^ = ©Q - h, may be obtained from the differential 
equation as 
u" (©]_) = -P2 (Qi) u (&i) . (82) 
Instead of continuing to use a backward difference for the 
second derivative, a central difference is now used by first 
computing a value of the second derivative at © = ©g - h/4. 
This value is obtained by a linear interpolation between the 
values at ©g and ©]_. Thus, 
u"(©o - h/4) = 1/4 u"(@i) + 3/4 u"(60). (83) 
A new value for the first derivative at the half spacing is 
then computed by 
u<L(©0 - h/2) = u1 (©o) - h/2 u" (©o ~ h/4) . (84) 
It should be noted that if Equations 79 through 84 are com­
puted sequentially, the right-hand side of each equation will 
be known explicitly in terms of a boundary condition or a 
previously calculated value. Repeated application of Equa­
tions 81 through 84 is continued until the value of u^ con­
verges. The equations are modified slightly for continued 
calculation of the wave function at new © values. 
The modification is to calculate a value of the second 
derivative at a quarter spacing by a linear extrapolation of 
the two previously determined values. The general procedure 
can now be summarized in equation form. 
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u"(6n - h/4) = 5/4 u"(6n) - 1/4 u"(©n-1) (85) 
u'(©n - h/2) = u'(6n) - h/2 u"(6n - h/4) (86) 
u (®n+l) = u(*n) - hu'(9n - h/2) (87) 
u"(@n+l) = -9^(8n+l) u{6n+l) (88) 
u"(6n - h/4) = 3/4 u"(©n) + 1/4 u"(9n+1). (89) 
Equations 86 through 39 are repeated until the value of 
u1(9n - h/2) converges. At this point a value of u1(©n+i) 
is computed from 
u'(en+1) = U' ( e n )  - h/2 u"(en - 3h/4) (90) 
where u"(9n - 3h/4) =1/4 u"(©n) + 3/4 u"(©n+j)• 
This process is continued until values of u(0) and u'(0) are 
obtained. 
Both the real and complex parts of the wave function can 
be retained by using two equations to represent each of the 
Equations 79 through 90. If u(6) is a complex number given 
by 
u (©) = ur (9) + iujL (©) , (91) 
then the differential equation, (Equation 74), represents 
two coupled equations. These coupled equations are 
u^(6) = -p2(©) ur(6) (92) 
and 
uï (9) = -P2(9) ui(9) (93) 
since |32 (9) may only be real. Each of the Equations 79 
through 90 are considered to represent, separately, the real 
part and the magnitude of the imaginary part of the wave 
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function. 
The values of A and B are calculated from Equation 77 
and the transmission coefficient then evaluated from Equation 
72. This process must be carried out for many energy levels 
to define the energy dependence of the transmission coef­
ficient. 
The FULL FORTRAN program written for an IBM 7074 digital 
computer is given in APPENDIX D. The flow chart describing 
the FORTRAN program, and the definition of the variables 
which appear in the program are included in APPENDIX D. In 
addition, an example of typical output is shown. 
Generally, at this point it would be appropriate to 
investigate the maximum error bound involved in the calcula­
tion of the transmission coefficient. The maximum error 
should include several types of errors. 
1. Only first order differences were retained in the 
approximation of derivatives. In this case a truncation 
error is involved. 
2. In any numerical evaluation, only a finite number 
of digits may be retained, thus a round-off error is intro­
duced . 
3. Since at each step of the process, an error due to 
the first two types is present, each succeeding step inherits 
an error from the previous step. This error tends to propa­
gate and increase in magnitude. 
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An error bound was not investigated in this work. The 
reason may be explained since an independent method of check­
ing the correctness of the transmission coefficient is avail­
able. The independent method consists of the continuity re­
quirement. That is, the incident particles must equal the 
sum of the particles reflected plus those transmitted. In 
equation form, this may be stated as 
p + t: = 1.0. (94) 
If this criterion is not fulfilled, the spacing, h, is de­
creased. If it is assumed that the criterion will not be 
obtained unless the value of the transmission coefficient is 
correct, then the relative error in the transmission coef­
ficient can be made as small as desired. The agreement be­
tween the numerical and the analytical solutions for the 
finite width potential and for the Eckart potential gives 
some validity to this assumption. The agreement is illus­
trated in Figures 4a and 4b, 5a and in Table 1. Table 2 
shows the convergence of the numerical values toward the 
analytical solution value as the tolerance between p + t 
and unity is decreased. 
Numerical Integration Procedure 
The energy distribution weighted with the transmission 
coefficient must be integrated to give the fraction of col­
lisions effective in reaction. Equation 15 is the appropriate 
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Figure 4. Comparison of numerical solution and analytical 
solution for finite width potential models 
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Table 1. Comparison of numerical and analytical solutions 
for finite width potential 
E/E, 
Calculated 
T 
Analytical 
solution 
T 
0.70 
0.90 
1.10 
1.20 
1.40 
1.60 
1.80 
2 .00  
2.50 
0 .60  
0.80 
1.01 
1.02 
1.04 
1.20 
Ns = 100 V(l)/Ea =0.5 
6.262 x 10"5 
3.440 x 10"3 
0.9768 
0.6015 
0.9875 
0.8582 
0.9716 
0.9743 
0.9928 
Ns = 1000 V(l)/Ea 
1.158 x 10-17 
1.562 x 10-12 
0.9646 
0.1095 
0.9676 
0.5845 
= 0.5 
6.279 x 10 
3.440 x 10 
0.9773 
0.6016 
0.9878 
0.8601 
0.9686 
0.9739 
0.9928 
-5 
-5 
1.332 x 10 -17 
1.632 x 10-12 
0.9714 
0.1097 
0.9691 
0.5880 
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Table 2. Convergence of numerical values toward analytical 
solution for a decrease in spacing size 
Calculated Spacing 
E/Ea p + r T size, h 
Ng = 1000 V(l)/Ea = 0.5 
0.80 1.004 1.425 x 10~12 0.040 
1.002 1.509 x ID"2 0.020 
1.001 1.562 x 10-12 0.010 
1.0005 1.605 x 10-12 0.005 
Analytical solution 1.632 x 10~12 
equation to be integrated. It was noted in the THEORY sec­
tion that a Laplace transform could be used to obtain fg. 
However, only in special cases is the transmission coef­
ficient of a form for which its transform is tabulated. Some 
possible models for the transmission coefficient and their 
Laplace transforms appear in APPENDIX E. In the case where 
only numerical values of the transmission coefficient are de­
fined, a numerical integration procedure is needed. 
Standard methods of high accuracy are available for in­
tegration procedures. These methods are described by 
Hildebrand (22) and Lapidus (35) . In cases where the ordi-
nates are not available at equally spaced abscissas, usually 
a Gaussian quadrature type formula can be used. In the 
66 
present case, it would seem advantageous to use an unequally 
spaced formula since the transmission coefficient varies 
rapidly with energy in the vicinity of the barrier maximum 
but slowly at other energy points. A Gaussian quadrature 
formula determines the optimum distribution of the abscissas 
to be used (22) . However, the transmission coefficient often 
is an oscillating function of energy thus an optimum method 
of choosing the abscissas may actually miss a relative maxi­
mum or minimum in the transmission coefficient. For these 
reasons a method other than standardly available techniques 
was used. 
The method used for the numerical integration of Equation 
15 consists of simply summing the ordinates times the ab­
scissa increments. That is, 
r°° N 
J T (E) F(E)dE = 2 T(Ei) F(Ei) AEj_ (94) 
0 i=l 
where i = subscript denoting a particular value of energy 
AEj_ = the abscissa increment enclosing Ej_ 
and N = an integer large enough for the summation to con­
verge. 
Since it will be advantageous to use unequally spaced trans­
mission coefficients, the abscissa increments will depend 
upon the summation index. The Ej used corresponds to the mid­
point of the abscissa increment. The ordinate at this mid­
point was determined by a linear interpolation between two of 
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the transmission coefficient values computed in the numerical 
solution of the differential equation. 
The FORTRAN program and the definition of the variables 
are listed in APPENDIX F. A typical output is also in­
cluded. 
The error which could be expected in the integration 
approximation was estimated by the comparison of a numerical 
integration with an analytical integration. The analytical 
function used was sin^2/rwe This function simulates, to 
some extent, the integration for a finite width potential, 
The analytical integration converges to eight decimals for 
any w value greater than 1.25. The numerical integration 
value obtained was about 0.3 per cent different than the con­
verged analytical integral. For any w value greater than 
0.5, the difference between the numerical and the analytical 
values was less than 1.0 per cent. For w less than 0.5, the 
differences became quite large as shown in Table 3. In 
addition, a numerical integration of the transmission coef­
ficient for the finite width barrier was compared with a 
graphical integration. The values obtained differed by less 
than two per cent for a finite width barrier defined by an 
Ng value of 100 and V(l)/Ea equal to 0.5. The integration 
formula was thus considered adequate for use in this work. 
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Table 3. Comparison of the numerical integration with an 
analytical integration 
/
w -lOw Numerical 
sin^vwe dw integration 
0 
0 0.000000 0 
0.125 0.015591 0.014958 
0.250 0.024918 0.027701 
0.375 0.029495 0 .030092 
0.500 0 .030408 0.030254 
0.750 0.030576 0.030440 
1.000 0.030613 0.030457 
1.250 0.030614 0.030459 
1.500 0.030614 0.030459 
1.750 0.030614 0.030459 
2.000 0.030614 0.030459 
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DISCUSSION OF RESULTS 
Each of the potential models described in the THEORY 
section and illustrated in Figures 1, 2, and 3 were used in 
defining a transmission coefficient. The effects of the 
physical variables were represented by the Schrôdinger number, 
op 2 
a dimensionless group defined by Ns = 2(in d Ea/ll where 4 is 
the reduced mass of the reactant molecules, d is the ef­
fective thickness of the potential, and Ea is the height of 
the barrier maximum. By investigating the effect of changing 
the dimensionless parameter, Ns, the effect of a change in 
the physical description of the system may be obtained. In 
general, two or more Ng values were used for each potential 
model. The general range of Ng values used was 100-10,000. 
This range accounts for an approximate variation of the 
physical parameters in the following ranges : d may vary be­
tween 0.1 and 10 Angstrom units, Ea may vary from 10,000 to 
80,000 calories per mole, and \x is less than 20 grams per 
mole. The complete range of the effects due to a change in 
Ns is shown for the quantity fq representing the integration 
of the energy distribution weighted with the transmission co­
efficient. 
Transmission Coefficient for the Potential Models 
An example of the numerical values for the transmission 
coefficient for each of the potential models is presented in 
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the first four figures included in this section. Figure 6 
illustrates the transmission coefficient as a function of 
energy for the finite width potential model characterized by 
a Schro'dinger number of 1000 and V(l)/Ea = 0.0. Figure 7 
gives the transmission coefficient for an Eckart barrier with 
an Ns value of 1000 and V(l)/Ea = 0.0784. In Figure 8, the 
transmission coefficient for the coulombic barrier for 
Ns = 20,000 and V(l)/Ea = 0.0 is shown. The actual numeri­
cal values which define the curve are illustrated by the open 
circles. The dotted lines in the figures indicate the 
classical step-function transmission coefficient. For the 
finite width potential model penetration was not important. 
Penetration represents a transmission coefficient other than 
zero at energies less than the activation energy. In the 
case of the other models, considerable penetration occurred. 
Penetration in the latter two models was caused by the width 
being extremely thin in the vicinity of the barrier maximum. 
Since the computer in the numerical solution for the 
transmission coefficient uses only discrete values of the 
potential function, a histogram potential function should 
give an adequate approximation to a continuously varying 
potential. One hundred values of a histogram approximation 
to the Eckart potential were used to compare values by both 
methods. The comparison is illustrated in Figure 9. The 
values computed from the histogram approximation were less 
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than two per cent different than the numerical values ob­
tained from an analytical description of the potential. In 
all cases the numerical values obtained from an analytical 
description of the potential agreed well with the analytical 
solution. At this point the decision was made to examine 
several potential models described only in histogram form. 
The transmission coefficient for the three assumed histo­
gram potentials is given in Figures 10, 11, and 12. The 
transmission coefficient for the potential of Figure 2b gave 
an oscillation with a much reduced amplitude when compared 
with the potential of Figure 2a. The transmission for each 
of these models is illustrated in Figures 11 and 10, 
respectively. This decrease in the oscillation was undoubted­
ly due to the smoothing performed on the potential in 
Figure 2b near the leading edge of the barrier maximum. 
Smoothing of the barrier away from the barrier maximum un­
doubtedly has an effect but this effect is probably smaller 
in magnitude. 
The histogram potential of Figure 2c was assumed as a 
possible model for representing steric effects. That is, if 
a reaction proceeds by the combination of an atom of A with 
an atom of B from the molecule BC, then C would introduce a 
steric effect. An atom of A approaching the molecule BC 
from a direction which would encounter C prior to B might 
well give collisions most of which are ineffective in 
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reaction. This steric effect might be approximated in one 
dimension in two ways. One would be to increase the thick­
ness of the potential and perhaps change the shape to cause 
more reflection; the other would be to assume an effective 
activation energy which exceeds the activation energy de­
termined experimentally. The latter model was chosen as an 
illustration. The transmission coefficient for this case is 
illustrated in Figure 12. The transmission coefficient for 
the normal sum potential model of Figure 3a is shown in 
Figure 13. This transmission coefficient showed some oscilla­
tion for an energy greater than the barrier maximum. This 
oscillation was undoubtedly a function of the curvature of 
the leading edge of the potential. Apparently, the normal 
sum potential function curvature was close to a break point 
for which a smoother potential would give no oscillation. 
The transmission coefficient shown in Figure 14 was that 
obtained from the one dimensional statistical average of an 
Hg - Br potential surface. This potential model was shown 
in Figure 3b. The values again oscillate for energies greater 
than the barrier maximum since the barrier had a relatively 
wide maximum and a sharp curvature for the leading edge. 
Integration of the Transmission Coefficient with 
the Energy Distribution 
Method of presentation 
The integration of the energy distribution weighted with 
the transmission coefficient, r, was represented by plotting 
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the ratio of Equations 15 and 20 as a function of the activa­
tion energy divided by the product of the Boltzmann constant 
times the absolute temperature. That is, the ratio fg/f^ was 
plotted versus Ea/kgT. The value of fg/f^ represented the 
ratio of quantum to classical results providing the same 
activation energy could be used in both cases. The difference 
in the temperature dependence of the rate constant, intro­
duced by adding quantum results, would alter an experimental­
ly determined activation energy. That is, the simple 
Arrhenius expression of exponential temperature dependence 
should be modified to account for quantum effects. The im­
portance of the modified temperature dependence is discussed 
later in this section. 
There were at least three important variables to be 
examined. These variables were: 
1. the form of the energy distribution, F(E), 
2. the effect due to changes in the physical parameters 
such as Ns and Ea, and 
3. the model assumed for a one dimensional description 
of the potential energy. 
The importance of an effect resulting by changes in any of the 
three variables is examined in following subsections. 
Effect of the energy distribution models 
In the case of the finite width potential model, energy 
distributions of the type in Equation 22 were used for S equal 
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to minus one, zero, one, two, and three. Table 4 lists the 
values of fc, fg, and fg/fc f°r each distribution. The 
finite width potential with Ns = 1000 and V(l)/Ea = 0.5 was 
used for the comparison. The graph in Figure 15 illustrates 
Table 4. Effect of the energy distribution 
_____ 
distribution 
parameter, S fc fq fQ/fc 
Finite Width Potential Function 
Ns = 1000 
V(l)/Ea = 0.5 
EaABT = 50 
•1 1.929 X 10-22 0.5794 x lO-22 0.300 
0 9.837 X 10-21 2.977 x 10-21 0.303 
1 2.510 X 10-19 0.7655 x 10-19 0.305 
2 4.270 X 10-18 1.313 x 10-18 0.307 
3 5.492 X 10-17 1.689 x lO-l? 0.308 
the entire temperature dependence of fç/fc for the two energy 
distributions for which S equals minus one and zero. As the 
table values and the plotted result indicate, fQ/fc depends 
only slightly on the particular form of the energy distribu­
tion which was used. The energy distribution given in Equa­
tion 21 and represented by S = -1 is commonly used in the 
classical collision theory. The individual values of fg, of 
course, depended upon the energy distribution; however, fc 
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Figure 15. Ratio of quantum results to classical results 
illustrating the effect of the energy distribution 
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values had essentially the game dependence. The two curves 
should perhaps have been even closer than they appeared in 
Figure 15, since the activation energy determined by Equa­
tions 23 and 24 would be slightly different. The difference 
which will result can be seen by the following illustration. 
Experimentally, the values of fc from Equations 23 and 24 
would be equal. That is, 
(E ' ABT + 1) e"Ea/kBT = e-Ea/kBT (95) 
where E^ = the activation energy determined by the energy 
distribution of Equation 9 
and E# = the activation energy from Equation 24. 
Equation 95 can be written 
(Eg/kgT + 1) = e"(Ea~Ea)/kBT (96) 
or 
(Eà - Ea) ABT= In(Ea/kBT + 1) (97) 
where In = the natural logarithm. 
Thus, for Eg/kgT ) 0 
E; >Ea. (98) 
This analysis established that an experimental determination 
of an activation energy for the energy distribution of Equa­
tion 9 would be larger than the Ea value for the distribution 
of Equation 21. Now if the activation energy was removed 
from the variable plotted as an abscissa in Figure 15, the 
curves would substantially coincide. 
After this result was established for the finite width 
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potential, all subsequent potential models were integrated 
using the energy distribution given by Equation 21. As men­
tioned previously, this energy distribution is the one most 
often used in a collisional approach. 
Effect of the parameters 
Two parameters were used to describe the transmission 
coefficient for a particular potential model. These param­
eters were the Schrôdinger number, Ns, and the final dimen-
sionless potential height, V(l)/Ea. The most intensive in­
vestigation of the effect of the parameters was done for the 
finite width potential model. The effect of Ng is shown in 
Figure 16. This figure indicates that before an effective 
penetration occurs, the ratio of quantum to classical re­
sults, fQ/fc, was substantially independent of the Schrodinger 
number. This result, of course, meant that fg was independent 
of the product of variables included in Ns: the reduced mass 
of the reactant system, the width of the barrier, and the 
activation energy. The effective penetration, mentioned pre­
viously, was actually a result of the transmission coef­
ficient increasing more rapidly with energy than the ex­
ponential energy distribution decreased with energy. 
Gol1daniskii (19) calculated effective penetration for a 
parabolic potential model and concluded it would be important 
for low temperature reactions. The effective penetration can 
be illustrated more clearly by plotting the individual 
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Figure 16. Ratio of quantum results to classical results 
illustrating the effect of the Schrodinger 
number 
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ordinates, t(E)F(E), representing the integral, fg, as a 
function of energy. Figure 17 presents two curves of the 
ordinates plotted as a function of energy. Both curves were 
for a finite width potential with a specific Ns and V(l)/Ea 
value. The value of Ea/kBT representing the slope of the 
energy distribution was increased by a factor of five to give 
the two curves. Effective penetration, at energies less than 
the activation energy, is seen to occur for the higher 
Ea/kBT value. 
The effect of a change in the final potential height is 
illustrated in Figures 18 and 19. An infinite width poten­
tial barrier is represented by V(l)/Ea = 1.0. This barrier 
does not show an effective penetration since the transmission 
coefficient must be identically zero for energies less than 
the barrier maximum. From Figure 18 it might be concluded 
that as V(l)/Ea is further reduced, the value of fq/f^ is 
also reduced. However, if the curve for V(l)/Ea = 0 from 
Figure 19 is compared to Figure 18, the fg/f^ value did not 
decrease as expected but began to increase instead. Thus, 
though the magnitude of this result was not extremely impor­
tant, the manner in which the parameter V(l)/Ea affects the 
final result was somewhat unpredictable. 
Effect of the potential models 
An example transmission coefficient for each of the 
potential models was given in a prior section. The results 
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obtained for the integration of these transmission coef­
ficients multiplying the energy distribution are illustrated 
in subsequent figures. Figures 16 and 18 have already il­
lustrated the integration for the finite width potential 
models. 
Figure 20 gives the ratio of quantum results to classi­
cal results plotted as a function of temperature for the 
Eckart barrier. The important effect for the Eckart barrier 
was an effective penetration. Quantum results were general­
ly greater than classical results except for either an ex­
tremely high temperature or a low activation energy. Only in 
the case where the Schrodinger number was very high, indi­
cating a combination of a thick barrier, heavy particles, and 
a high activation energy, were quantum results less than 
classical results. The result for this case might well have 
been fortuitous, however, since the difference between fg/f^ 
and unity was undoubtedly less than the error involved in the 
calculation. It is quite evident that for the Eckart barrier 
the results depend strongly on the value of the Schrodinger 
number. It should be noted at this point that an Ns value 
of 40,000 corresponds to a much lower Ns value for an 
equivalent thickness finite width barrier. This is because 
Ns contained the factor n% which controls the total interval 
transformed. The value of n for a finite width barrier is, 
of course, unity while the value for an Eckart barrier is 
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about 4-5. The equivalent Schrodinger numbers then differ, 
roughly, by a factor of twenty. 
For the coulombic barrier, n was found to be approxi­
mately 100. For this barrier just one Ns value of 20,000 was 
used. From the transmission coefficient for this case it was 
quite evident considerable penetration would occur. This 
penetration, indicated in the plot of the transmission coef­
ficient as a function of energy in Figure 8, for the 
coulombic potential is responsible for the alpha particle 
decay of radioactive nuclei. An approximate solution of the 
transmission coefficient for the coulombic potential by the 
WKB method was first used to explain alpha particle decay. 
The plot of fq/fc as a function of EaAgT is given in Figure 
21. 
The integration for the histogram potential functions of 
Figure 2 is illustrated in Figures 22, 23, and 24. The re­
sults for the first two histogram potentials were found to be 
intermediate between the results for finite width potentials 
and for either the Eckart or the coulombic potential. In the 
case of the histogram potential for which the barrier maximum 
exceeded the activation energy, the results were much lower 
than those normally obtained. The magnitude of the results 
could well account for steric factors which have often been 
inserted into the collision theory. 
A single curve is shown in Figure 25 for the integration 
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of the normal sum potential model. Just one value of the 
Schrodinger number was used for this case. 
Integration of the model obtained from the poten­
tial surface is illustrated in Figure 26. The results for 
this model are similar to those obtained for the histogram 
potential models and for the finite width potential model. 
In all cases except the finite width model, the results de­
pend upon the Schrodinger number. It appears, then, that the 
finite width barrier is a special case. 
Activation Energy 
At this point it would be appropriate to discuss the 
method of obtaining the activation energy. If the activa­
tion energy is determined experimentally, the magnitude will 
certainly depend upon the form of the energy distribution. 
This was illustrated in the discussion of the effect of the 
energy distribution. It should be noted that the total rate 
of collisions given in Equation 8 was also temperature depen­
dent. If this temperature dependence is included, the 
activation energy determined experimentally from the slope of 
a plot of logarithm of the rate constant versus the recipro­
cal of the absolute temperature should be changed slightly. 
Since the temperature dependence of Z, the total collision 
rate, is a one half power relationship, the additional effect 
is normally neglected. However, just as the form of the 
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energy distribution changed the activation energy, addition of 
quantum results should give a different Ea value. For most 
of the potential models, a substantial region of fg/f^ versus 
temperature was found to be essentially independent of 
temperature. If the experimental data were taken in this 
temperature region, no further temperature effect would be 
introduced by a quantum calculation. In all cases, however, 
if the logarithm of fg is plotted versus Ea/kBT and compared 
with a plot of the logarithm of fc as a function of Ea/kBT, 
the slope is changed only slightly. A plot of this type over 
a limited temperature range is shown in Figure 27. Since 
the slope is normally used to define the activation energy, 
an experimentally determined activation energy by either 
model would be substantially the same. Only for temperatures 
which gave effective penetration would quantum results intro­
duce a measurable change in the evaluation of the activation 
energy. 
Comparison of Results with Experimental Values 
A limited comparison was made between calculated results 
and results tabulated in the literature. The results pre­
sented as graphs of fQ/fc were compared directly with the 
ratio of an observed rate constant to the rate constant 
calculated classically. The classical rate constant was 
calculated by evaluating the total rate of collisions and 
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multiplying it by the classical fraction of collisions ef­
fective in reaction obtained from Equation 24. In evaluating 
the rate of collisions, the collision diameter was calculated 
from four times the magnitude of the constant, b, from Van 
der Waals equation „gf state. The values of b were taken from 
Lange (34). Moelwyn-Hughes (42) points out the physical 
reasoning of why the value of b from Van der Waals equation 
should be approximately four times the molecular volume. 
The method of calculation is illustrated in APPENDIX H. 
The ratio of k0bs/kclass is Plotted in Figure 28 for 
three bimolecular gas phase reactions. It is of interest to 
compare the plot of ^ ^bs^class ^ or tlie HI decomposition re­
action with the results obtained from the H2~Br potential 
surface. Figure 29 shows the comparison of the results with 
one additional curve added for Ns = 700. This curve was ob­
tained from a cross-plot of fg/f^ versus Ns with Ea/kBT 
parameters. The agreement is quite good but undoubtedly it 
is not physically meaningful. 
Since most experimental determination of rate constants 
versus temperature has been done over limited temperature 
ranges, one cannot say that the temperature dependence of 
^obs/^class follows the calculated curves. However, for the 
three reactions investigated, the temperature dependence can 
be correlated by the calculated plots. Over the temperature 
range investigated, each of the three reactions appear to lie 
in the range where effective penetration began. 
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Application of the Absolute Reaction Rate Theory 
to the Prediction of Transport Properties 
The extension of Equation 29, the basic equation of the 
absolute reaction rate theory, to the prediction of transport 
properties is given in APPENDIX G. As mentioned in the 
LITERATURE REVIEW section the free energy of activation which 
is needed to predict transport properties has been correlated 
as a function of the energy of vaporization. In the case of 
the prediction of viscosity the free energy of activation was 
found to be directly proportional to the energy of vaporiza­
tion. This correlation held for nearly 100 substances ex­
cluding liquid metals. For liquid metal systems the plot 
of the logarithm of viscosity versus the reciprocal of ab­
solute temperature was still essentially linear but the slope 
was an order of magnitude different from most non-metallic 
substances. Ewe11 and Eyring (11) then proposed that the unit 
of viscous flow for metallic systems was probably the metal 
ion rather than the entire atom. The correction took the form 
of the ratio of the ion volume to the atomic volume. If the 
ions and atoms are assumed to have spherical symmetry, the 
volume ratio becomes the radius ratio cubed. By applying 
this correction Ewe 11 and Eyring found that the proportional­
ity between the energy of activation and the energy of 
vaporization was about the same for metallic systems as for 
non-metallic substances. The prediction of transport 
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properties for liquid metal systems is of great importance 
since engineers are just on the threshold of investigating 
processes such as liquid metal distillation, extraction in 
liquid metal systems, and basic heat transfer. 
To a limited extent, the ratio of fg/f^ should be appli­
cable in the use of the absolute reaction rate theory in the 
prediction of transport properties. This application is more 
clearly defined in APPENDIX G. As previously mentioned 
Eyring (13) has stated that an average transmission coef­
ficient of about 0.4 would correct many of the calculated 
transport properties to good agreement with observed proper­
ties. Table 5 lists the ratio of observed diffusivities to 
those calculated for several substances. One temperature 
variation of this ratio is included. These tables were pre­
pared from data given in Glasstone et al. (18). The data 
illustrate that a transmission coefficient of the order of 
magnitude of that calculated in this work would give fair 
agreement between calculated and observed diffusivities. The 
ratio of the diffusivities indicated in Table 5 can be com­
pared directly with the plots of fQ/fc for the various poten­
tial models. Prediction of other transport properties would 
undoubtedly be improved by addition of quantum results repre­
sented by a transmission coefficient. 
Correlation of Parameters with Physical System 
If each of the parameters needed to describe the physical 
system could be calculated from fundamental principles, the 
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Table 5. Comparison of calculated diffusivities with experi­
mental diffusivities 
Solute Observed diffusivity/calculated 
diffusivity 
Diffusion coefficients of various solutes in Benzene 
Carbon Tetrachloride 0.45 
Iodoform 0.37 
Methyl Iodide 0.60 
n-Amyl Iodide 0.43 
Ethylene Chloride 0.48 
Bromobenzene 0.43 
Napthalene 0.34 
Temperature dependence of diffusion of 
Tetrabrom-ethane into Tetrachlor-ethane 
Ea/ksT Dobs/Dcalc 
273.4 18.1 0.55 
288 17.0 0.54 
308.6 15.5 0.52 
324.1 14.6 0.50 
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rate constant could be calculated a priori. Alternatively, 
if these parameters could be correlated as a function of the 
physical system, extrapolation to a different physical system 
might be possible. At least three parameters would seem to 
be of importance. These parameters are Ns, V(l)/Ea and Ea. 
Prediction of the activation energy for reaction rates has 
been done to a limited extent from potential energy surfaces. 
The values are often not in agreement with experimental 
activation energies. On the other hand, activation energies 
for transport properties have been correlated as a function 
of the heat of vaporization (18). Even if the activation 
energy were available, Ns would be hard to predict since it 
depends upon the value of the effective thickness of the 
barrier. The remaining parameter, V(l)/Ea, should be more 
easily obtained, once a value of Ea is known, since it could 
be related to the ratio of the heat of reaction to the 
activation energy. 
Ill 
CONCLUSIONS 
The important results obtained in this work are listed 
in the following summary. 
1. Quantum effects in the calculation of the transmis­
sion coefficient on the basis of the collision theory were 
found to be important when specific potential energy models 
were assumed. The fraction of collisions which are effective 
in reaction as obtained from a consideration of quantum re­
sults was typically about one half the fraction obtained 
classically. 
2. The results of this study could be applied to several 
different kinds of rate processes including those which are 
often described by the absolute reaction rate theory. This 
/ 
theory has been applied with moderate success to rate 
processes such as reaction rates, molecular diffusion rates, 
momentum transport rates in viscous flow for both Newtonian 
and non-Newtonian fluids, and in other similar rate processes. 
3. Transport properties predicted by the absolute reac­
tion rate theory when quantum effects are neglected are 
generally higher than those measured experimentally. A cor­
rection on the order of magnitude of that found in this work 
could give good agreement between predicted and experimental 
transport properties. The prediction of transport properties 
is not restricted to non-metallic substances but can with 
minor modification be used for liquid metals. 
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4. The experimental temperature dependence of the rate 
constants was found to agree well with the temperature de­
pendence calculated from the addition of quantum results. 
Experimental data showed many of the qualitative effects 
which were predicted by calculation. 
5. The method by which the quantum results were in­
cluded allows a great deal of flexibility. Any arbitrary one 
dimensional potential model may be used. In addition any 
arbitrary normalized energy distribution can be employed. 
6. A finite width potential model gave fair agreement 
with experimental results. The use of this model will in 
general give better results than classical results and should 
perhaps be used when a more exact potential model is unavail­
able. 
7. The effect of the energy distributions was found to 
be unimportant. The simple energy distribution model, which 
restricts effective collisions to those which occur along 
the line of centers for the reactant molecules, (Equation 21) 
could be used exclusively. 
8. A program for the numerical solution of the trans­
mission coefficient from the Schrodinger wave equation was 
developed. The time necessary to obtain fifty energy points 
by use of an IBM-70 74 would average about ten to fifteen 
minutes depending upon the spacing used. The integration of 
the energy distribution weighted with the transmission 
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coefficient generally takes less than five minutes 
evaluate the complete temperature dependence. 
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NOMENCLATURE 
A,a,B, 
C,D arbitrary constants 
Dm the molecular diffusivity 
d the thickness of the potential barrier at half peak 
height 
E relative translational energy; used in Equation 22 
as the combined translation and vibrational energy 
Ea activation energy 
Ecm center of mass separation constant 
Eo time separation constant corresponding to the total 
energy 
EREL the relative energy, E0 - ECM 
F normalized joint translational energy distribution 
of a molecular pair 
FA,FB partition functions of A and B 
Ff shear force 
fA,fB distribution of molecules of type A and type B per 
unit volume 
fc fraction of the total collisions effective in reac­
tion calculated classically 
fq fraction of total collisions which are effective in 
reaction considering quantum results 
G dimensionless variable, E/kBT 
h an abscissa increment, AG, in the numerical solution; 
Plancks constant 
Ti Plancks constant divided by two pi 
i a subscript used to denote a vibrational level 
j a subscript used to denote a vibrational level 
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K* the equilibrium constant for equilibrium between the 
activated state and the initial state 
k reaction rate constant; a subscript used to denote a 
vibrational level 
kg Boltzmann constant 
ke_ reaction rate constant based upon an equilibrium 
energy distribution 
L distance separating the particles incident upon a 
potential barrier 
A 
L the Laplace transform 
m mass per molecule 
mA,mfi molecular mass of A and B 
N the Avogadro number 
Ng Schrodinger number equal to 2|in2d2Ea/h2 
n an integer 
nA,nB number of molecules of A and B per unit volume 
Pc collision probability per unit time 
Pr reaction probability 
p momentum 
q a composite reaction probability 
R reaction rate per unit volume 
rA'rB molecular radius of A and B 
S the number of specified internal vibrations; a 
generalized space variable 
T absolute temperature 
U the magnitude of the relative velocity 
u probability amplitude or the wave function excluding 
time dependency 
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u* the complex conjugate of u 
Uj_ the imaginary part of the wave function 
ur the real part of the wave function 
u^ the first derivative of the wave function approxi­
mated by a central difference 
V potential energy 
Vf the potential energy for the finite width barrier in 
region III 
Vm the molar volume of a liquid 
v., v_, velocity vectors for A and B 
Vf the free volume used for prediction of diffusivities 
w upper limit of the analytical integration check 
x relative coordinate = xa - xb 
xa*xb coordinate of molecule A and B 
Z total collision rate per unit volume 
a the momentum of region I divided by h 
(3 the momentum of region II divided by "h 
y the momentum of region III divided by Tt 
e an angle defining the direction for a particular 
path on the potential energy surface 
T| coefficient of viscosity 
6 dimensionless distance 
©n the theta value after n steps of the numerical pro­
cedure 
À the equilibrium distance between molecular jumps 
À1 the perpendicular distance between molecular layers 
7^2 distance between neighboring molecules 
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X3 the mean distance between adjacent molecules in the 
moving layer at right angles to the motion 
X mean relaxation time 
|i the reduced mass defined by mAmB/(mA+mB) 
4 center of mass coordinate defined by 
(mAxA + VB)/(mA + mB) 
p the reflection coefficient equal to 1 - T 
T the transmission coefficient and equal to Pr 
0 the angle between the relative velocity vector and 
the line of centers of the molecular pair at contact 
co a function of temperature, l/kBT 
ti)n weight factor for vibrational level n 
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APPENDIX A 
The finite width potential function used as one of the 
models can be solved rather simply. Since this model was 
used a great deal to check the numerical procedures and also 
to investigate the full range of the parameters, the solution 
of the transmission coefficient for the finite width poten­
tial is given here. The model was defined by Equations 63, 
64, and 65. The solution given here starts with dimension-
less differential equations such as Equations 73 and 74 in 
the NUMERICAL PROCEDURES section. The differential equations 
are written for three separate regions. Region I is for 9 <( 0, 
region II contains 0 C © ( 1.0, and region III gives ©)> 1.0. 
The differential equations for the three regions may be 
written as 
Uj + a2Uj = 0 u ^  + P2Uj j  = 0 and u I;[I + Y2Uj j j  = 0 
(99) 
where 
a2 = NSE/Ea p2=Ns(E/Ea-V/Ea) and y2=Ns(E/Ea-Vf/Ea). 
The solutions are similar to the infinite width case and can 
be written 
uj = Aeia@+ Be~ia9 uIZ= Cei^e+De~1^6 uI;[I = Eei<Y6 
(100) 
where the constant F in region III is dropped since no 
particles have negative momentum in this region. The solu­
tions in Equation 100 are subject to the matching conditions 
1. UJ (0) = UJJ(0) and UJJ(l) = uII];(l) (101) 
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2. UJ(0) = Ujj(O) and 11^(1) =uiII(1)» (102) 
If E is arbitrarily set equal to one, the values of C and D 
can be obtained from the matching conditions at © = 1 giving 
(103) 
zp 
and 
D =iei_Yiei(rfP1. (104) 
2p 
Application of the matching conditions at © = 0 gives 
A=j2-±|HLiH.ei(T-P) (105) 
and 
B - - PHP - y) el(T+P) (106, 
Equation 105 for A can be written 
2£(a + 7) 2(P2 + ay) 
A = 4ÔP cosy cosp + s my sinP 
+ i [ ^ siny cosP - ^ sinp cosy]. (107) 
The value of AA where A equals the complex conjugate of A 
AA* = 2 2 fP2(a + 7) 2 + (P2 - a2) (P2 - y2)sin2p]. (108) 
is then 
4a2p2 
Using the definitions of a, p, and y, the transmission coef­
ficient, T, can then be written 
T(E) =4 NTE/Ea(E/Ea - Vf/Ea)/[ 2E/Ea-Vf/Ea 
I—; ; ; , , Sin2 V Ns (E/Ea-V/Ej 
+ 2 nTE/Ea (E/Ea-Vf/Ea) + V/Ea(V/Ea-Vf/Ea) & 
(E/Ea - V/Ea) 
(109) 
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since t = 1/AA* 7/a. 
This equation is identical to Equation 61 listed in the 
THEORY section. Equation 62 for E <( V may be obtained from 
Equation 109 by noting that isinx = sinhix. 
If the solution for any finite number of subregion divi­
sions of region II were available,.a histogram approximation 
to any dimensionless potential could be solved analytically. 
The method of solution was first extended to two, three, and 
four subregions of region II in order to ascertain whether the 
general formula could be obtained. The subregions of region 
II are denoted by small Arabic numbers which increase with an 
increasing © value. The subregions are taken as equal width 
intervals. For example, the constant A, for region I in the 
case of two subdivisions may be written 
, i(7-P2/2-Pi/2) A= 8ctp p t(a+Pi)(P1+P2)(P2+Y)e 
i (y+p2/2-pi/2) +(a+p1)(P1-P2)(P2-7)e 
i(7-P2/2 + Pi/2) 
+ (a-Pi) (P1-P2) (32+7) e 
+ (o-Pi) (P1+P2) O2-7) e1^^2/2-^2/2) j (no) 
where a and 7 are the same as the previous definitions 
Pi = NS[E/Ea - Vi/Eal 
and 
P2 = NS[E/Ea - V2/Eal. 
It can be noted that Equation 110 reduces to Equation 108 for 
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Pi = &2 = P" 
The general formula for A for N subdivisions of region 
II was written as 
N N 
A = 1 2 • • • 2 [ (a + 
2M+1a t Pi nl=1 nH=1 
i=l 
n-,+1 N-l ni+ni+l nM+l 
(-1) Pi) ir [3j_+(-l) Pj_+2_] (Pjj+(~1) y) 
i=l 
i(y+(-l)ni P x/n+ ••• + (-!) " N  P n/n 
e ]. (Ill) 
Equation 111 could be used to evaluate t  for any number of 
subdivisions since the transmission coefficient equals 
1/AA* y/a. 
A similar series could probably be developed for the 
direct evaluation of T. The value of T for the two subdivi­
sion case is given by 
9 2 o sin2P2/2 
T = 4ay/[ (a+y)2+(P|-a2) (P^-Y ) 
+mi-a2> + I <p!V> (Pi-a2) up. 
ef PX P2 
(P|+Pl) ,P=-v2» OO&lj. (112, 
Pi PI 
This value can be compared directly with the value obtained 
from Equation 108 for the finite width potential as 
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2 
t = 4ay/[ (a+y) 2 + (p2-a2) (g2-y2) •SlnJi ]. (113) 
P2 
A general formula for t  was not obtained in this work. 
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APPENDIX B 
A possible method of obtaining one dimensional potential 
models is to start with the potential surface for a specific 
reaction. The method of calculating these potential surfaces 
was illustrated in the THEORY section. Also in this section, 
the method of obtaining a one dimensional approximation to 
the potential surface is illustrated. As was mentioned, the 
one dimensional model should result from an averaging process 
over the infinite number of paths leading from reactants to 
products. As an example of this method, the hydrogen mole-
cule-bromine atom reaction was considered. The potential 
energy surface for this reaction has been calculated by 
Moelwyn-Hughes (42). The potential energy contours which 
were obtained are shown in Figure 30. 
O o 
Reactants are represented by r^ = 0.75A and r^ = 2.5A. 
O O 
The products are represented by r^ = 2.OA and rg = 1.5A. 
It was decided that from the reactant state approximate­
ly a 40° arc might result in products. In this manner 9 
separate paths were defined. The averaging process was car­
ried out by weighting with a negative exponential. That is, 
the paths which required the least energy were most probable. 
The constant in the exponential was chosen arbitrarily as one. 
The paths which were used are indicated on Figure 30. 
The values of the potential along each path are listed in 
Table 6. Table 7 gives the final values weighted with the 
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(Ni CU 
Z x 
J:t 
POTENTIAL ENERGY FOR SYSTEM Br-H-H 
ENERGY CONTOURS IN KCAL/MOLE 
2.5-
2.0-
r2(Ae) 
1.5-
products: 
r,*® ,r2sr0(HBr) 
h b r — h  
Figure 30. Potential energy contours for the H2 - Br reac­
tion 
Table 6. Potential energy values for H-H-Br potential surface 
Distance Path 12 3 4 5 6 7 8 9 
Angstroms e = 0 ° e = 5 ° e= 10° e= 15° e= 20° e= 25° e= 30° e= 35° e= 40° 
0 ~2 2 2 2 2 2 2 2 2 
0.25 3 3 4 5 5 6 8 9 10 
0.50 8 10 15 18 20 24 26 29 32 
0 .75 12 13 19 25 30 33 36 42 44 
1.00 12 13 20 26 30 33 37 40 42 
1.25 16 21 26 28 28 30 30 29 32 
1.50 22.5 25 26 26 25 25 24 24 24 
1.75 22 20 19 18 18 .18 18 18 18 
2.00 21 18 18 18 18 18 18 18 18 
2.25 18 18 18 18 18 18 18 18 18 
Weight with exponential such that 
i=9 
2 Ae-a€i = 1 choose 
1=1 a - 1 
e = 0  g=tt/36 e=?r/18 €=tt/12 e=rr/9 €=5tt/36 e=ir/6 €=7tt/36 e=2ir/9 
e~e 1.000 0.9164 0.8399 0.7697 0.7053 0.6464 0.5923 0.5429 0.4975 
2 e~e± = 6.5104 A = 0.1536 
1=9 
i=l 
Ae™9 0.1536 0.1408 0.1290 0.1182 0.1083 0.0993 0.0940 0.0834 0.0764 
Table 7. one dimensional potential approximation 
Distance Weighted potential energy values 
A° G = 0 G=TT/36 G=tt/18 £=f/12 G=TT/9 e=577-/3 6 €=tt/6 e: =7ir/36 £=2tt/9 
0 0 .307 0.282 0.258 0.236 0.217 0.199 0 .188 0 .167 0.153 
0.25 0 .461 0.422 0.516 0.591 0.542 0.596 0.728 0 .751 0.764 
0 .50 1 .229 1.408 1.935 2.128 2.166 2.385 2.366 2 .419 2.445 
0.75 1 .843 1.830 2.451 2.955 3.249 3.277 3.276 3 .503 3.362 
1.00 1 .843 1.830 2.580 3.073 3.249 3.277 3.367 3 .336 3.209 
1.25 2 .458 2.957 3.354 3.310 3.032 2.979 2.730 2 .419 2.445 
1.50 3 .456 3 .520 3.354 3.073 2.708 2.483 2.184 2 .002 1.834 
1.75 3 .379 2.816 2.451 2.128 1.949 1.787 1.638 1 .501 1.375 
2.00 3 .226 2.534 2.322 2.128 1.949 1.787 1.638 1 .501 1.375 
2.25 2 .765 2.534 2.322 2.128 1.949 1.787 1.638 1 .501 1.375 
Weighted average Arithmetic © dimensionless V/E 'a dimension-
mean distance less potential 
0 2.000 2.0 0 0 .078 
0 .25 5.371 5.9 0.125 0 .219 
0.50 18.479 20.2 0.250 0 .718 
0.75 25.746 28.2 0 .375 1 .000 
1.00 25.764 28.1 0 .500 1 .000 
1.25 25.684 26.7 0.625 1 .000 
1.50 24.614 24.6 0.750 0 .956 
1.75 19.024 18.8 0.875 0 .739 
2.00 18.460 18.3 1.000 0 .717 
2.25 17.999 18.0 1.125 0 .699 
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exponential. The potential is plotted in Figure 31. Any al­
lowance for the change in direction which must occur for some 
of the paths to lead to the product state should probably be 
simulated by a more abrupt change in potential than that 
shown. The dimensionless plot shown in Figure 32 was ap­
proximated by a histogram which is also shown in Figure 32. 
The transmission coefficient and the integral defining the 
fraction of effective collisions were shown in Figures 14 and 
26, respectively. Although the model gives realistic correc­
tion terms to apply to classical results, no real physical 
significance can be attached to the potential model. 
d—I.03A-
0.5 
I DIMENSIONAL APPROXIMATION TO 
H2-Br POTENTIAL SURFACE 
1 1 1 
1.0 L5 2.0 2.5 
DISTANCE, ANGSTROMS 
3.0 
Figure 31. One dimensional approximation to the H2 
potential surface 
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DIMENSIONLESS APPROXIMATION TO H2-B 
POTENTIAL SURFACE 
1.0 
M 0.8 
z 0.6 
o 0.4 
0.2 
0.2 0.4 0.6 0.8 
0, DIMENSIONLESS 
Figure 32. One dimensional approximation to the H2 - Br 
potential surface plotted as dimensionless vari­
ables 
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APPENDIX C 
The differential equation listed as Equation 38 was made 
dimensionless by the transformation 
x + nd 
© ™ nd • (70) 
The value of n was obtained by making the potential at © = 0 
arbitrarily small. Specifically, the ratio of the potential 
at 0 = 0, Vg, to the maximum potential, Ea, was taken less 
than or equal to one one-hundredth. The method of evaluation 
is illustrated by two examples. 
The first example is the finite width potential. If the 
finite width potential is defined by 
V(x) =0 x< -d (114) 
V(x) = V -d < x < 0 (115) 
V(x) = Vf x> 0 (116) 
then taking n = 1 gives V(-d)/V = 0 for a lefthand limit. 
Any further increase in the value of n still gives zero for 
the potential. Thus, n = 1 is the correct value to use. 
The second example is the coulombic potential defined by 
V(x) = -Cj/x x< -rc (117) 
= C2 x > -rc. (118) 
The value of d, the potential width at half height, can be 
obtained as 
1 - C2/C1 
d = rc[ ]. (119) 
1.+ C2/C1 
137 
The maximum potential is given by 
vmax = Cl/rc- (120) 
V(x)/Vmax can then be written as 
v(x)//vmax = ~rc/x x < -rc. (121) 
The transformation for this case must include rc as 
e = * + + rc . (122) 
nd 
The value of V(e)/Vmax is then 
^^^ax = (1 _ C2/C1) ' d::" 
n f—_ (© - l) -l 
(1 + C2/Ci) 
For C2 = 0, the value of n must be chosen as 99 to give 
V(0)/V^ax = 0.01. 
For each of the smooth potential functions a value of n 
was determined. For the potential models assumed in histo­
gram form there was no need to evaluate an n value. 
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APPENDIX D 
The numerical solution for the transmission coefficient 
was programmed for an IBM 7074 digital computer. This pro­
gram was written in the FULL FORTRAN IBM language. The vari­
ables used in this program are defined as follows: 
A(200) The possible two hundred values defining a histo­
gram potential function 
L The actual number of histogram values to be input 
E(100) The possible one hundred values defining the 
values of E/Ea for which the transmission coef­
ficient is needed 
J The actual number of E/Ea values desired 
1DATA A control integer defining the amount of data to 
be read and giving a dump of the core memory if 
desired 
VATO Value of V(0)/Ea 
VAT1 Value of V(l)/Ea 
SRN0 The value of Ng, the Schrodinger number 
TEGER An integer defining the initial spacing size 
TOLI The tolerance controlling the convergence of the 
first derivative 
TOL2 The tolerance controlling the difference between 
the transmission coefficient and unity 
T0L3 The tolerance controlling the difference between 
p + t  and unity 
TOL4 The maximum value of TEGER which controls the 
minimum spacing allowed 
ED1VEA The E/Ea value 
ALPHA The value of a defined in Equation 71 
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ALPHA2 a2 
GAMMA The value of y defined in Equation 71 
GAMMA2 72 
Y An independent variable in the interval 1 •( y <( 2 
DLTAY An increment of Y 
URATY The real part of the wave function in the Y in­
terval 
UIATY The equivalent imaginary part 
U1DRY The real part of the first derivative of the wave 
function in the Y interval 
U1DIY The equivalent imaginary part 
H 1/TEGER, the increment spacing on the 0 to 1 in­
terval 
X The independent variable on the 0 to 1 interval 
URATX The boundary condition of the real part of u at 
X = 1 
UIATX The equivalent imaginary part 
U1DRX The boundary condition of the real part of u1 at 
X 
U1DIX The equivalent imaginary part 
BETA2 The |32 (©) value defined in Equation 74 
POTFX The value of V(6)/Ea, the dimensionless potential 
function 
U2DRX The second derivative of the real part of the wave 
function at X 
U2DIX The equivalent imaginary part 
U1DR1H The real part of the first derivative at X - H/2 
evaluated by a backward difference, initially, 
and by a central difference thereafter 
UlDIlH The equivalent imaginary part 
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URATXH The real part of the wave function at X - H 
UIATXH The equivalent imaginary part 
U2DRXH The real part of the second derivative at X - H 
U2DIXH The equivalent imaginary part 
U2DRH4 The real part of the second derivative at X - H/4 
U2DIH4 The equivalent imaginary part 
U1DR2H The real part of the first derivative at X - H/2 
evaluated by a central difference 
U1DI2H The equivalent imaginary part 
DR Absolute value of the relative difference between 
U1DR2H and U1DR1H 
DI The equivalent imaginary value 
N A counter to control the maximum number of times 
in the convergence loop for U1DR2H and U1DR1H 
U2DRH3 The real part of the second derivative at X-3/4H 
U2DIH3 The equivalent imaginary part 
M An integer controlling the number of printed 
values of the wave function 
MCTR An interval counter which causes printing when 
MCTR = M 
DLTAX A tolerance between X and 0 which allows for 
round-off error in X 
U2DRH5 The real part of the second derivative at X-5/4H 
U2DIH5 The equivalent imaginary part 
AR The real part of the constant A 
AI The equivalent imaginary part 
BR The real part of the constant B 
BI The equivalent imaginary part 
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TAU T, the transmission coefficient 
T The difference between r and unity 
TT The value of t at the previous E/Ea value 
RHO p, the reflection coefficient 
PT The difference between p + T and unity 
Z An independent variable between 0 and minus one 
DLTAZ An increment of Z 
URATZ The real part of the wave function at Z 
UIATZ The equivalent imaginary part 
U1DRZ The real part of the first derivative at Z 
U1DIZ The equivalent imaginary part 
The actual FORTRAN statements are listed in sequence in 
Figure 33. The flow chart for the program is shown in Figure 
34. Typical output from the program is shown in Figure 35. 
Several examples of the wave functions obtained with the 
numerical solution are shown in Figures 36, 37, and 38. For 
regions where the potential function is constant, both the 
real and imaginary parts of the wave function should oscil­
late with a sine and cosine relationship. This oscillation 
holds for ©\0 and for ©)>1. The region, 0 <( 6 <( 1, was obtain­
ed by numerical solution. Figure 36 indicates the wave func­
tion for an energy level less than the barrier maximum. An 
exponential decrease of the imaginary portion of the wave 
function can be noted over the width of the potential func­
tion which must be penetrated at this energy. Figure 37 
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C LANTZ PROGRAM FOR NUMERICAL SOLN OF TRANSMISSION COEFFICIENT 
DIMENSION A(200),E(100) 
COMMON A,VATO,VATl,L,E 
550 READ INPUT TAPE 5,551,IDATA 
551 FORMAT(II) 
GOTO (520,552,530,210,211),IDATA 
520 READ INPUT TAPE 5,18,DMAX,M,L, J, (A(I) ,1-1,L) 
18 FORMAT(F14.6,316/(10F5.2)) 
552 READ INPUT TAPE 5,1,VATO,VATl,SRNO,TEGER,TOLl,TOL2,TOL3,TOL*, 
1DLTAY,DLTAZ 
1 FORMAT(4F14.6) 
530 READ INPUT TAPE 5,14 
14 FORMAT(55H PROBLEM IDENTIFICATION 
READ INPUT TAPE 5,15 
15 FORMAT(55H PARAMETER SPECIFICATION 
WRITE OUTPUT TAPE 10,400 
400 FORMAT(48H1 LANTZ PROGRAM FOR CALCN OF TRANSM COEFT) 
WRITE OUTPUT TAPE 10,14 
WRITE OUTPUT TAPE 10,15 
WRITE OUTPUT TAPE 10,500 
500 FORMAT(54HL V(0) V(l) 8RN0 TEGER) 
WRITE OUTPUT TAPE 10,700,VATO,VAT1,SRN0,TEGER 
WRITE OUTPUT TAPE 10,600 
600 FORMAT(55HL DRV TOL TAU TOL RHO+TAU TOL TEGER TOL) 
WRITE OUTPUT TAPE 10,700,TOL1,TQL2,TOL3,TOL4 
700 FORMAT(1H 4F14.6) 
READ INPUT TAPE 5,522,(E(I),1-1,J) 
522 FORMAT(7F10.4) 
TT-O.O 
DO 20 I-1,J 
EDIVBA-E(I) 
ALPHA2 - SRNO*(EDIVBA-VATO) 
GAMMA2 - SRNO* (EDIVE.V-VATl) 
ALPHA • ALPHA2**0.5 
GAMMA • GAMMA2**0.5 
WRITE OUTPUT TAPE 10,800,ALPHA,GAMMA 
800 FORMAT(30HL ALPHA GAMMA/2E16.6) 
WRITE OUTPUT TAPE 10,2 
2 FORMAT(69HL Y UR(Y) UI(Y) U1DR(Y) 
1 U1DI(Y)) 
Y - 2.0 
80 CONTINUE 
UIATY - 8INF(GAMMA*Y) 
URATY - CO8F(GAMMA*Y) 
U1DRY - -GAMMA * UIATY 
U1DIY - GAMMA*URATY 
WRITE OUTPUT TAPE 10,3,Y,URATY,UIATY,U1DRY.U1DIY 
3 FORMAT(1H F10.7,2E16.6,2E15.6) 
Y-Y-DLTAY 
IF(Y-l.0)95,95,80 
95 H - 1.0/TEGER 
WRITE OUTPUT TAPE 10,91,H 
Figure 33. FORTRAN statements for the numerical solution 
of the transmission coefficient program 
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91 FORMAT(27flL H/F30.5) 
X - 1.0 
90 URATX - COS?(GAMMA) 
UIATX - SINF(GAMMA) 
UlDRX - -GAMMA*UIATX 
UIDIX - GAMMA*URATX 
CALL POTFN(X,SRNO,EDIVBA,BBTA2,POTFX) 
U2DRX - - BBTA2*URATX 
U2DIX - - BETA2*UIATX 
WRITE OUTPUT TAPE 10,4 
4 FORMAT(99HL X UR(X) UI(X) V1DR(X) 
1 UIDI(X) BBTA2(X) V(X)) 
WRITE OUTPUT TAPE 10,3,X,URATX,UIATX,UlDRX,UIDIX,B*TA2,POTFX 
5 FORMAT(1H F10.7,2B16.5,2815.6,2B16.6) 
U1DR1H - UlDRX - (H/2.0)*U2DRX 
U1DI1H - UIDIX - (H/2.0)*U2DIX 
N-50 
MCTR-0 
100 CONTINUE 
URATXH • URATX - H*U1DR1H 
UIATXH - UIATX - H*U1DI1H 
CALL POTFN(X-H,SRNO,EDIVBA,BBTA2.POTFX) 
U2DRXH - -BBTÀ2*URATXH 
U2DIXH - -BBTA2*UIATXH 
U2DRH4 m 0.75*U2DRX + 0.25*U2DRXH 
U2DIH4 • 0.75*U2DIX + 0.25*U2DIXH 
U1DR2H - UlDRX - (H/2.0)*U2DRH4 
U1DI2H • UIDIX - (H/2.0)*U2DIHrt 
1100 DRmABSF((U1DR2H-U1DR1H)/U1DR2H) 
IF DIVIDE CHECK 105,106 
105 DR-AB8F (U1DR2H-U1DR1H) 
106 DX^ABSF((U1DI2H-U1DI1H)/U1DI2H) 
IF DIVIDE CHECK 107,108 
107 DlmABSF(U1DI2H-U1DI1H) 
106 IF(DR - TOL1)110,110,120 
110 IF(DI - TOL1)130,130,120 
120 U1DR1H - U1DR2H 
U1DI1H - U1DI2H 
N-N-l 
IF(N)210,210,100 
130 X - X-H 
U2DRH3 - 0.75*U2DRXH + 0.25*U2DRX 
U2DIH3 - 0.75*U2DIXH +0.25*U2DIX 
UlDRX • U1DR2H - (H/2.0)*U2DRH3 
UIDIX - U1DI2H - (H/2.0)*U2DIH3 
MCTR-MCTR+1 
IF(MCTR-M)132,131,131 
131 WRITE OUTPUT TAPE 10,5,X,URATX,UIATX,UlDRX,UIDIX,BBTA2,FOTFX 
MCTR-0 
132 IF (X-DWAX) 150,150,140 
140 U2DRH5 - 1.25«U2DRXH - 0.25*U2DRX 
U2DIH5 - 1.25*U2DIXH - 0.25*U2DIX 
U1DR1H • UlDRX - (H/2.0)*U2DRH5 
Figure 33. (Continued) 
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U1DI1H - UIDIX - (H/2.0)*U2DIH5 
URATX - URATXH 
UIATX - UIATXH 
U2DRX - U2DRXH 
U2DIX - U2DIXH 
N-50 
GO TO 100 
130 AR - (UIDIX + ALPHA*URATXH)/(2.0*ALPHA) 
AI - (ALPHA*UIATXH - UlDRX)/(2.0*ALPHA) 
BR - URATXH - AR 
BI - UIATXH - AI 
WRITE OUTPUT TAPE 10,7,AR,AI,BR,BI 
7 FORMAT (65HL AR AI BR 
1 BI/4E18.6) 
TAU - GAMMA/((AR*AR + AI*AI)*ALPHA) 
WRITE OUTPUT TAPE 10,8,EDIVBA,TAU 
8 FORMAT(40HL E/EA TAU RHO/f10.6,818.6) 
PUNCH 900,EDIVBA,TAU 
900 FORMAT(16H E/EA AND TAU - F10.5.E18.6) 
IF(TAU-TT)30,30,31 
30 T-ABSF(l.O-TAU) 
GO TO 32 
31 T"*BSF(1.0-TT) 
32 TT-<rAU 
IF(T-TOL2)160,160,170 
160 WRITE OUTPUT TAPE 10,901 
901 FORMAT(26HL END LANTZ PROGRAM) 
GO TO 550 
170 RHO - (BR*BR + BI*BI)/(AR*AR + AI*AI) 
WRITE OUTPUT TAPE 10,9,RHO 
9 FORMAT(1H E46.6) 
PT - ABSF(RHO + TAU - 1.0) 
IF ( PT-TOL3) 180,180,200 
200 TEGER - 2.0*TEGER 
IF(TOL4 - TEGER)210,210,95 
180 Z-0.0 
WRITE OUTPUT TAPE 10,10 
10 FORMAT(69HL Z UR(Z) UI(Z) UlDR(Z) 
1 U1DI (Z) ) 
190 URATZ - (AR + BR)*COSF(ALPHA*Z) + (BI - AI)*SINF(ALPHA*Z) 
UIATZ - (AI + BI)*COSF(ALPHA*Z) + (AR- BR)*8INF(ALPHA*Z) 
U1DRZ - ALPHA*((BI - AI)*COSF(ALPHA*Z) - (AR + BR)*8INF(ALPHA*Z)) 
U1DIZ - ALPHA*((AR - BR)*COSF(ALPHA*Z) - (AI + BI)*SINF(ALPHA*Z)) 
WRITE OUTPUT TAPE 10 ,11,Z,URATZ,UIATZ,U1DRZ,U1DIZ 
11 FORMAT(1H F10,7,2E16.6,2E15.6) 
Z • z - DLTAZ 
IF(Z+l.0)20,190,190 
20 CONTINUE 
00 TO 550 
211 STOP 
210 STOP 89 
END(0,1,1,1,1) 
Figure 33. (Continued) 
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Figure 34. Flow chart for the numerical solution of the 
transmission coefficient 
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LMfra PROGRAM TOR CALCN OF TRAN8M COBFT 
FINITE WIDTH POT FN CHECK OF PROGRAM 
V(0)«* V(1)"0 SRNO-lOO 
V(0) 
0.000000 
V(l) 
0.000000 
8RNO 
100.000000 
TEGBR 
50.000000 
DRV TOL 
0.000050 
TAU TOL 
0.005000 
RHO+TAU TOL TEGBR TOL 
0.005000 201.000000 
ALPHA GAMMA 
0.707107b 01 0.707107B 01 
UR(Y) UI(Y) U1DR (Y) U1DI (Y) 
2.0000000 -0.4966048-02 0.999988E 00 -0.707098B 01 -0.351152B-01 
H 
0.02000 
X U*(X) UI(X) U1DR(X) UIDI(X) BETA2 (X) V(X) 
1 .0000000 0 .705349B 00 0 .7088618 00 -0 ,5012408 01 0 .4987578 01 -0 .5000008 02 0 .1000008 01 
0 .9000000 0 .124373B 01 0 .405138B 00 -0 .101544B 02 0 .243461B 01 -0 .5000008 02 0 .1000008 01 
0 .8000000 0 .252433B 01 0 . 205642B 00 -0, 2059348 02 0 .1151636 01 -0 .500000B 02 0 .1000008 01 
0 .7000000 0 .512170B 01 0 .113416B 00 -0. 417746B 02 0 .469377E 00 -0 .500000B 02 0 .1000008 01 
0 .6000000 0 ,1039078 02 0 •803532E-01 -0 .847470B 02 0 .3197408-01 -0 .500000E 02 0 .1000008 01 
0 .5000000 0 .2108008 02 0 .892053B-01 -O, 1719275 03 -0 .388750B 00 -0 .5000008 02 0 .1000008 01 
0 .4000000 0 .4276538 02 0, 144590K 00 -0, .3487898 03 -0 , 101226B 01 -0 .500000B 02 0 .1000008 01 
0 .3000000 0 .8675858 02 0 ,275399B 00 -O. 707593E 03 -0 , 216380B 01 —0, .500000B 02 0 .1000008 01 
0 .2000000 0 .1760088 03 0 .549865B 00 -0, ,143550B 04 -0, 4444065 01 -0, .500000B 02 0 . 1000008 01 
0 .1000000 0 .3570708 03 0, 1111168 01 -0, ,291223E 04 -0, .904251B 01 -0 .5000008 02 0 .1000008 01 
0 .0000000 0 .724393B 03 0 ,225208B 01 -0, 5908078 04 -0, 183578E 02 -0 ,500000B 02 0 . 100000B 01 
A* 
0.415944b 03 
AI 
0.419061B 03 
BR 
0.418541B 03 
BI 
-0.416467E 03 
B/IA 
0.500000 
TAU 
0.2B6644E-05 
RHO 
0.999997E 00 
Figure 35. Typical output from the numerical solution of the 
transmission coefficient program 
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Figure 36. Wave function plotted versus position for the 
Eckart potential model at an energy less than 
the barrier maximum 
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ECKART POTENTIAL MODEL 
Ns=IOO 
V(l)/Ea=0.64 
0.8 
Uj(X) 0.6 
0 -j 
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Figure 37. Wave function plotted versus position for the 
Eckart potential model at an energy equal to the 
barrier maximum 
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Figure 38. Wave function plotted versus position for the 
Eckart potential model at an energy exceeding 
the barrier maximum 
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gives the wave function for an energy level equal to the 
barrier maximum. The only noticeable effect at this energy 
level is the slight bump in the real part of the wave func­
tion at the point where it encounters the barrier maximum. 
In Figure 38 the wave function for an energy greater than the 
barrier maximum shows only a change in the frequency and the 
amplitude of the oscillation. 
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APPENDIX E 
In Equation 27 the value of fg was defined by a Laplace 
transform. Generally, the transmission coefficient resulting 
from an analytical solution of the differential equation is 
sufficiently complex that the transform has not been previous­
ly defined. However, it is of interest to examine several 
possible models for the transmission coefficient by comparing, 
qualitatively, the fg/fc ratio obtained by the transform and 
that obtained by numerical integration. A possible model for 
the transmission coefficient is here considered to be any 
function of one variable which approaches zero as the vari­
able approaches zero and which approaches unity as the vari­
able becomes infinite. The three models used as examples are 
1. T(E/Ea) = erf (Cl E/Ea) (124) 
(125) 2. T(E/Ea) = 1 - e-(clE/Ea) 2 
and 3. r(E/Ea) = 1 - -—L— (E/Ea) n-1 e~clE//Ea (126) 
(n-1) i 
where = a constant greater than zero 
n = an integer 
and erf = the error function. 
The Laplace transforms for these models may be obtained 
from the tabulation of Mickley et al. (40). The value of fc 
for this energy distribution was given in Equation 24 as 
-Ea/knT 
e . Equation 15 for fq may be rewritten as 
150 
oo P -EaABT(E/Ea) 
fQ = EAABT J T(E/Ea) e d(E/Ea) 
0 
The ratio fQ/fc is then 
(127) 
EaABT A 
fQ/fc = EaABT e L[r(E/Ea) ] . (128) 
This ratio can now be evaluated for each model as 
E3AbT (Ea/2CikBT)2 
1. fQ/fc = e e 1 B erfc(Ea/2CikBT) (129) 
2, fQ/fc = EAABT [G-^  - G E,EA/2CAT) 2 
erfc(Ea/2C1kBT)] 
and (130) 
3. fç/fc = EAABT[ 1 1 ] 
Ea//kBT (EaABT+ Ci)n 
(131) 
fQ/fc = 1 . (132) 
where erfc = the complimentary error function. 
Equation 131 can be written as 
EaABT 
(EaABT + Cx) n 
This expression can be seen to approach unity as EaABT ap­
proaches zero. In addition, if n is greater than one, the 
ratio fQ/fc approaches unity again as EAABT becomes large. 
The results for this model agree qualitatively with the re­
sults calculated from several of the assumed potential models. 
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APPENDIX F 
Tfte integration of the energy distribution weighted with 
the transmission coefficient was programmed on an IBM 7074 
digital computer. In addition to the value of fq given by 
Equation 15, a value of fc from Equation 20 was also com­
puted. This value was calculated analytically by noting that 
for each energy distribution model (Equations 9, 21, and 22) 
the integral, fc, was of the form 
/
oo 
Gn e dG (133) 
EAfiT 
where C = a constant 
G = EABT 
and n = an integer. 
If Equation 133 is integrated by parts, it becomes 
fc = C[(Ea/kgT)n e"Ea/kBT + n f Gn_1 e"G dG]. (134) 
EaABT 
For n = 0, the integral is simply e-EaABT^ values of fc for 
successive integers may be calculated by 
fc at n = C[ (EaABT) n e Ea/^ BT + n fc at (n-1) ]. (135) 
A FORTRAN statement was used to compute successive values of 
fc starting with n = 0. 
The definition of the important variables used in the 
FORTRAN program follows. The actual FORTRAN statements are 
given in Figure 39 on pages 154a and 154b. 
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ED1VEA(150) 
TAU(150) 
G(150,5) 
P(150) 
X(600) 
Y(600) 
DLTAX(600) 
ZETA(600) 
CHI(600) 
TEG(600) 
DATA 
LT6T 
KLIM 
T6L 
NI 
N2 
N3 
N4 
M 
The possible 150 values of the energy levels, 
E/Ea, used to define the transmission coefficient 
The possible 150 values of the transmission coef­
ficient 
The energy distribution values at a particular 
ED1VEA value and with a specific parameter S 
The raw ordinates of the energy distribution 
times the transmission coefficient 
The abscissa values obtained by interpolation 
The ordinate values obtained by interpolation 
The abscissa increment 
The abscissa values at the midpoint of the incre­
ment 
The ordinate values corresponding to the midpoint 
abscissa values 
The integral value from zero energy up to an 
energy level equal to ZETA 
Control value for read in 
The number of T values to be input 
The maximum value of the parameter S 
A tolerance controlling the convergence of the 
integral 
The number of interpolations desired in the inter­
val E/Ea <0.9. 
Number of interpolations for 0.9 <( E/Ea <( 1.0 
Similar control for 1.0 < E/Ea <( 1.10 
Similar control for 1.10 ( E/Ea 
A value of 0 for M allows the entire ordinate to 
be input instead of multiplying the ordinate by 
the energy distribution 
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N A control for printing every Nth value 
D The minimum E/Ea value for which the computer 
convergence criterion was used 
EAOVKT The parameter, Ea/kBT, defining the temperature 
level 
ANALYTF(K,EAOVKT) 
An arithmetic function computing the value of 
(EaABT> " 6-EaABT 
PCLASS The computed value of fc 
FQUANT The computed value of £Q 
Typical output from the integration program is shown 
in Figure 40. 
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UUTTZ INTEGRATION PROGRAM 
DIMENSION EDIVBA(150),TAU(150),0(150,5),P(150),X(600),Y(600>, 
DLTAX(600),ZETA(600),CHI(600),TEC(600) 
ANALYTF (K, EAOVKT) -BAOVKT**K* (EXPF (-EAOVKT) ) 
100 HEAD 101,DATA 
101 FORMAT(P2.0) 
IF(DATA)103,102,102 
1 FORMAT(214,F14,8,F20.8,6I4,F4.1) 
102 HEAD 1,MOT,KLIM,EAOVKT,TOL,N1,N2,N3,N4,M,N,D 
IF(DATA)103,150,160 
150 DO 10 I«l,I/TOT 
10 READ 2,8DIVEA(I) ,TAU(I) 
2 FORMAT(16H B/ÏA AND TAV - F10.5.E18.6) 
160 READ 11 
11 FORMAT115HL > 
READ 12 
12 FORMAT (MH ' 
WRITE OUT FUT TAPE 10,4 
4 FORMAT (34H1 LAWIZ IHTEORATIOH FROORAM) 
WRITE OUTPUT TAPE 10,11 
WRITE OUTPUT TAPE 10,12 
WRITE OUTPUT TAPE 10,5 
5 FORMAT (45HL TOTAL PT6 EXP LIMIT EA/KT) 
WRITE OUTPUT TAPE 10, 6, WOT, KLIM, EAOVKT 
6 FORMAT(1H 2115,F19.6) 
WRITE OUTPUT TAPE 10,7 
7 FORMAT ( 33HL IWTBRPOIATED POINTS) 
WRIT* OUT FUT TAPE 10,8 
B FORMAT(55H TO 0.9 0.9 to 1 1 to 1.1 1.1 UP PRINT) 
WRITE OUTPUT TAPE 10,9,N1,N2,N3,N4,N 
9 FORMAT(IK 115,4110) 
DO 80 IM),iaiM 
WCTRl-O 
MCTR2M3 
NCTR3-0 MOTRIN) 
MCTR2H) 
MCTR3W) 
KX-K+1 
DO 15 1-1, IVTOT 
0(1,KK) •((BDIVEA(I) **K) *EAOVKT*EKPF(-EAOVKT*(EDIVBA(I) -1.0)))**M 
15 P(I)-TAU(I)*0(I,KK) 
X(l)-BDIVEA(1) 
Y(l)-P(l) 
LL-MOT-l 
DO 60 I-l.LL 
R-BDIVBA(I) 
MCTRWICTR1+1 
IF(R-0.89999)20,26,26 
20 DO 25 J-l.Nl 
Hl-Wl 
Bl-J 
•1«B1/H1 
M1HI1* (1-1) +J+1 
X(Ml)-BDIVEA(I)+81*(l!DIVBA( 1+1) -BDIVEA(I) ) 
24 Y (Ml) -(X (Ml) -BDIVEA ( I) ) * ( (P (1+1) -P (I) ) / (BDIVEA ( 1+1) -BDIVEA (1))) + 
P(D 
25 CONTINUE 
00 TO 60 
26 IF (MCTK1-1) 27,27,30 
27 Ml-1 
30 MCTR2*tCTR2+l 
IF(R-O.999*9)31,36,36 
31 WCTRl-HCTRl+l 
IF (NCTRl-1) 32,32,33 
32 IO9-I 
33 DO 35 J—1,112 
H2K2 
B2-J 
S2-B2/H2 
M2-«2*(I-I09) W +M1 
X(M2)-BDIVEA(I) > S2«(BDIVBA(I+1)-EDIVBA(I)) 
34 Y(M2) — (X(M2) -BDIVBA (I) ) * ( (P(I+1) —P(I) ) / (BDIVEA (1+1) -BDIVEA (I) ) ) + 
P(D is commis 
00 TO 60 
Figure 39. FORTRAN statements for the integration program 
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36 IF(MCTR2-1)37,37,40 
37 M2-W1 
40 MCTR3*CTR3+1 
IF(R-l.09999! 41,46,46 
41 HCTR2-NCTR2U 
IP(NCTR2-1)42,42,43 
42 I10-I 
43 00 45 J-l,N3 
H3-N3 
B3-J 
53-B3/H3 - ' 
M3-N3*(I-I10) +J +M2 
X(M3)-EDIVEA(I) +S3*(EDIVEA(I+l)-EDIVEA(I)) 
44 Y(M3)-|X(M3)-BDIVEA(I))•((P(I+l)-P(I))/(EDIVEA(I+l)-BDIVBA(I)))+ 
P(I) 
43 CONTINUE 
00 TO 60 
46 IP(HCTR3U1)47,47,50 
47 H3*t2 
50 MCTR3-NCTR3+1 
IP(NCTR3-1)52,52,53 
52 Ill-I 
53 DO 55 J-1.N4 
H4-N4 
B4-J 
54-B4/H4 
M4-N4*(I-I11) +J +M3 
X(H4)-EDIVEA(I) +S4«(EDIVEA(I+l)-EDIVEA(I)) 
54 Y(M4)«(X (M4) -EDIVEA ( I) ) * ( (P ( I+l) -P ( I) ) / (EDIVEA ( I+l ) -BDIVEA (1))) + 
P(I) 
55 CONTINUE 
60 CONTINUE 
WRITE OUTPUT TAPE 10,61 
61 FORMAT (55HL E/EA Y (E/EA) INT 0 to ï/BA) 
DLTAX(1)-K(2)-X(1) 
8ETA(1)-X(1) 
CHI(1)-Y(1) 
BUH-CHI(l) *DLTAX(1) 
TEG(1)-SUM 
ILIM-M4-2 
DO 65 I-l.ILIM 
DLTAX(I+l)-(X(I+2)-X(I) 1/2.0 
ZETA(I+1) —ZBTA(I) + (DUTAX(I)+OLTAX(I+l) )/2.0 
IF(ZETA(I+l)-X(I+l))92,92,93 
92 CHI(I+l)—(ZETA(I+l)—X(I))*((Y(I+l)-Y(I))/(X(I+l)-X(I))) + Y(I) 
00 TO 95 
93 CHI (I+l) — (ZETA (I+l) -X (I+l) ) * ( (Y(I+2) —V (I+l) ) /(X (I+2Ï -X(I+1) ) ) +Y(I+ 1) 
95 SUM-8UM+CHI ( I+l ) «DLTAX (I+l) 
TEG (I+l) "SUM 
II-I+l 
IF(M-0)65,65,63 
63 A—(ZETA(I+l)-1.0)*EA0VKT 
COMP—(ZETA(I+l) +1.0/EA0VKT) **K*ANALYTF(0,A) 
T- (COMP-SUM'TOL) /SUM 
IF DIVIDE CHECK 65,64 
64 IF(T)66,66,65 
66 IF(ZETA(I+l)-D)65,65,606 
65 CONTINUE 
606 DO 67 J-l,II,N 
67 WRITE OUTPUT TAPE 10, 66, ZETA ( J) , CHI ( J) , TEG ( J) 
68 FORMAT(1H F15.5,B20.6,E20.6) 6—K 
FCtAflS—ANALYTF (K, EAOVKT) +8*FCLA3S 
FOUAWMUM*ANALYTF (K, EAOVKT) 
WRITE OUTPUT TAPE 10,70 
70 FORMAT (4SHL EXP PC LABS FOUANT) 
WRITE OUTPUT TAPE 10, 71, K,FCLASS,FOUANT 
71 FORMAT(1H I6,E21.8,B20.e) 
00 CONTINUE 
81 WRITE OUTPUT TAPE 10,72 
72 FORMAT (31HL END LANTZ INTGN PROG) 
GO TO 100 
103 STOP 89 
END(0,1,1,1,1) 
Figure 39. (Continued) 
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IAOTZ INTEGRATION PROr.RAM 
riNZTB WIDTH POT PN (NUMRRICAt. SW.N) WITH PA'C.M. 
8RNO*lOOO V(0) *0 VflWJ.'i 
TOTAL PT8 
53 
BXP LIMIT 1 RA/KT 5O.0ll0')u') 
INTERPOLATED POINTS 
TO 0.9 0.9 TO I I TO 1.1 l. i up ra r?7i 
to 2 1 i 
E/EA Y(E/BA) IOT o TO E/EA 
0.50000 O.OOOOOOE 00 O.OOOOOOE 00 
0.51000 0.280855R-07 0 .  2H0855F-0') 
0.52000 0.561710E-07 '« .042S65E-09 
0.53000 0.842565R-07 0 ,  lf>8513E-08 
0.54000 0.112342R-06 0.280855R-08 
0.55000 0.I40427E-06 0.421202E-09 
0.56000 0. 1685UK-06 0.5897'J5B-08 
0.57000 0.196598E-06 0.786394E-00 
0.58000 0.224684E-06 0 ,101108E-07 
0.59000 0.252769R-06 0.126383K-07 
0.60250 0.29B844E-06 0.1712UE-07 
0,62000 0.424771E-06 0.256V>56-07 
0.64000 0.560687R-O6 0.369U01E-07 
0.66000 0.712602E-06 0,512423E-07 
0.66000 0.056518B-06 0.683727R-07 
0.70000 0.100043B-05 0.883814E-07 
0.72000 0.11443 5E-05 0.iU2n8E-06 
0.74000 0.1 2882 7E-05 0.117034R-06 
0.76000 0.143218E-05 0.165677B-06 
0.76000 0.157610E-05 0.1971 998-06 
0.80000 0.172001E-05 0.231600E-06 
0.82000 0.281220E-01 0.562671R-03 
0.84000 0.562423R-01 n,168752E-02 
0.86000 0.643625E-01 0,3374778-02 
0.80000 0.112483E 00 0.562442R-02 
0.90000 0.140603E 00 0.843649R-02 
0.92000 0.168723E 00 0.1181106-01 
0.94000 0.196844B 00 0.1574788-01 
0.96000 0.224964B 00 0.2024718-01 
0.98000 0.253084E 00 0.2530888-01 
0.99625 0.275932R 00 0.287579E-01 
1.00500 0.171092P. 01 0.373125F.-01 
1.01000 0.292522R 02 0.183573F. 00 
1.01500 0.3B2839B ni 0. 202715R 00 
1.02000 0.201464g 01 0.2127088 00 
1.02500 0. L96021R 01 0.222589B 00 
1.03000 0.280598E 01 0.236619K 00 
1.03500 0.525796B 01 0,2629098 00 
1.04000 0.654725B 01 0.295645E 00 
1.04500 0.319936B 01 0.311642R 00 
1.05000 0.153460P. 01 0. 319315E 00 
1.05500 0.923176B 00 0. Î23931E 00 
1.06000 0.671807B 00 0. J27290E 00 
1.06500 0.568199r 00 0.3J01JIR 00 
1.07000 0.54343U no 0.3Î2R40F. 00 
1.07500 0.571785B HQ 0.335707E 00 
1.08000 0.62B132R 00 0.330848E 00 
1.08 500 0.644B60R OO 0. 1420728 00 
1.09000 0.5J9802R OD 0. J44771R no 
1.09500 0.366529E on 0. WAmn4R 00 
1.11125 0. 183169B 00 0.351641K 00 
1.15000 0 .  245758B -0 1 fl.  152H70E 00 
1.20000 0.13 2672E-0 2 0.1S3936E 00 
1,25041 0.181522R-03 0.352045E 00 
1.29227 0.441594F.-04 0.152947E 00 
1.31647 0.66B061B-05 0.152947B 00 
BXP 0 rciAsg 0.192874998-21 rouArrr n.68074600E-22 
BIO IAHTZ IWTBOKATION PROT.RAX 
Figure 40. Typical output from the integration program 
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APPENDIX G 
The transition state theory developed by Eyring et al. 
(16) and listed in Equation 29 has been applied to many rate 
processes. The method has been applied with moderate suc­
cess to the prediction of transport properties. A method by 
which the concept of the transmission coefficient may be re­
tained in the application of the theory to the prediction of 
transport properties is given in this section. The specific 
application given here is to the prediction of viscosity, 
but the method may be extended to other transport properties 
in a similar manner. 
If Equation 29 is written for a single component, it 
becomes 
R = jjr 2 2 a)ne En/kBT(1/h J dE) (136) 
n k 0 
where all the terms have been previously defined. Now if the 
vibrational dependence for the transmission coefficient is 
neglected, that is, Tn^ (E) = T(E) then Equation 136 becomes 
R = I 2 cone~En/kBT(l/h f T(E)e~E/kBT dE) . (137) 
n J0 
The usual absolute reaction rate expression is obtained by 
either using a classical transmission coefficient or by using 
an average transmission for energies greater than some mini­
mum energy. Using the first concept, Equation 137 can be 
written as 
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« _ kBT F* ~saABT 
R
" T  R E  
(138) 
where F* = 2 œne -EnAfiT ,, is a usual form for a partition 
n 
function. 
Equation 137 is the usual form of the rate expression. If 
the nomenclature of this work is used, Equation 137 can be 
written 
Equation 139 can now be written in terms of the usual rate 
expression as 
where R1 is given by Equation 138. 
The usual expression for a rate process, R1, will now be 
used to illustrate the method by which transport properties 
may be predicted. The development summarizes the more com­
plete derivation given by Glasstone et al. (18) . 
In the case of the prediction of viscosity a force 
causing the liquid to flow must be included with the normal 
potential maximum, Ea. This shear force decreases the ef­
fective potential encountered in the forward direction while 
d(EABT) 
(139) 
(140) 
or 
R = R' fQ/fc (141) 
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increasing it in the backward direction. The net rate of 
flow is thus indicative of the velocity. The coefficient of 
viscosity, T|, can then be written 
X]Ff 
T1 = Ll (142) 
2XR' sinh(FfX2X3X/2kBT) 
where Ff =» the shear force 
X » the equilibrium distance between molecular jumps 
X% ? the perpendicular distance between molecular 
layers 
X2 = the distance between neighboring molecules 
and X3 = the mean distance between adjacent molecules in 
the moving layer at right angles to the motion. 
Usually the shear force for viscous flow is relatively small 
(except for non-Newtonian fluids) and the X values are of 
molecular dimensions thus 2kBT )>)> Ff X2X3X. If X is assumed 
equal, to Xj and the product X3X2X1 taken approximately equal 
to the volume of a single molecule in the liquid state, then 
Equation 142 becomes 
„ = M £ eW «143, 
where N = the Avogadro number 
and Vm = the molar volume. 
The equilibrium constant for the equilibrium between the 
activated state and the initial state can be written as 
-EaAfiT 
K* = p e . (144) 
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But the equilibrium constant is also given by 
K* , e-ÛF /RgT ,145) 
where AF* = the free energy of activation 
and Rg = the gas constant. 
Equation 143 can then be written as 
n - •4P*/V. («si 
It was found by an experimental evaluation of AF that 
the free energy of activation was directly proportional to 
the energy of vaporization (48). The equation for prediction 
of viscosity then becomes 
n = eAEva$/^gT (147) 
vm 
where AEvap = the energy of vaporization 
and a = a constant. 
A constant value of a equal to 2.45 was found by Powell et al. 
(48) to hold for nearly 100 different substances. For 
liquid metal systems the constant obtained was different but 
when it was multiplied by the ratio of the ionic volume to 
the atomic volume the resulting constant was in the same 
range as for non-metallic substances. 
If quantum results are added to Equation 147, it becomes 
n - ^  eAE^aR*T fc/fQ. (148) 
Either Equation 147 or Equation 148 can be considered to be 
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the bas^c equations for the prediction of viscosity. It can 
be noted from these equations that the coefficient of vis­
cosity is not dependent upon the shear force. This result 
was obtained by neglecting the shear force in comparison to 
2kBT. The independence of the viscosity upon the shear force 
is consistent with the model for a Newtonian fluid. For 
many fluids the shear force could probably not be neglected. 
The viscosity would then be found to depend upon the shear 
force giving the non-Newtonian fluid model. 
The molecular diffusivity, Dm, with the addition of 
quantum effects can be written 
^ ^ )1/2 e"AEvVaR5T fQ/fc (149, 
where Vg - the free volume, and the other terms have been 
previously defined. 
It can be noted that for viscosity the quantum correction 
has the form fc/fq whereas for diffusion the correction is of 
the usual form fQ/fc. As noted in the DISCUSSION OF RESULTS, 
a value of fq/f^ of about one half gives good agreement be­
tween calculated and experimental diffusivities. 
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APPENDIX H 
The method by which experimental results were compared 
with the calculated results are summarized in tabular form. 
The experimental rate constants for the formation of HI were 
taken from Kassel (31) and Hinshelwood (23) from the data of 
Bodenstein (5) . The results for the decomposition of HI were 
also from the data of Bodenstein and summarized by Kassel. 
The rate constants for the hydrogénation of ethylene were ob­
tained from the data of Pease (46). The value of Z, the 
total rate of collisions, was calculated from Equation 8. 
The necessary molecular diameters were estimated from Van der 
Waals constant taken from Lange (34). 
Table 8. Calculation of total rate of collisions 
" iï z/nAnB 
Reac- rA"*"rB iq-24 g/ Ea T, Ea 1014 cm3/ 
tion 10-8 can molecule cal/mole K k0T mole sec 
H2+I2 2.19 3.322 x 10-24 40,00( 
Hj+HJ 3.5 106.3 44,000 
556 36 .2 2 .210 
575 35 .0 2 .25 
629 32 .0 2 .35 
647 31 .1 2 .39 
666 30 .2 2 .42 
683 29 .5 2 .45 
700 28 .8 2 .48 
716 28 .1 2 .51 
781 25 .8 2 .63 
556 39 .8 0 .951 
575 38 .5 0 .987 
629 35 .2 1 .08 
647 34 .2 1 .11 
666 33 .3 1 .15 
683 32 .4 1 .18 
700 31 .6 1 .20 
716 30 .9 1 .23 
781 28 .4 1 .34 
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Table 8. (Continued) 
U Z/VB 
Reac- 1Q-24 g/ ea t, ea 10^ cm^/ 
tion 10"® cm molecule cal/mole °K kBT mole sec 
H2 + 
3.17 3.063 43,000 748 28.9 55.4 
773 28.0 56.6 
797 27.2 57.2 
825 26.2 58.1 
Table 9. Comparison of calculated rate constants with ex­
perimental rate constants 
EaABT kc-zfc ^exp kexp/kc 
H2 + I2 Reaction 
36.2 0.0416 0.0445 1.070 
35.0 0.1403 0.1319 0.940 
32.0 2.974 2.547 0.856 
31.1 7.355 5.224 0.710 
30.2 18.00 14.16 0.787 
29.5 38.97 24.60 0.631 
28.8 80.24 64.27 0.801 
28.1 153.69 140.0 0.911 
25.8 1671.7 1337 0.800 
Hj + Hj Reaction 
39.8 4.78 x 10"4 3.52 x 10"4 0.737 
38.5 1.85 x 10-3 1.22 x 10~3 0.659 
35.2 5.54 x 10-2 3.02 x 10"2 0.546 
34.2 1.52 x 10"! 8.59 x lO~2 0.565 
33.3 4.17 x 10-1 2.19 x 10_1 0.525 
32.4 9.82 x 10-1 5.12 x 10~1 0.522 
31.6 2.20 1.16 0.527 
30.9 4.55 2.50 0.549 
28.4 65.2 39.5 0.606 
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Table 9. (Continued) 
Ea/ks? kc=zfc k exp ]< ex p/k( 
C2H4 + H2 Reaction 
28.9 1.512 
28.0 3.915 
27.2 9.258 
25.2 23.60 
1 . 0 0  0 . 6 6 1  
2.37 0.605 
5.42 0.585 
15.1 0.640 
