New version of the Rayleigh-Schrödinger perturbation theory based on the linear dependence of the perturbation wavefunctions on the perturbation energies is summarized. It is shown that this method is suitable also for multidimensional problems and the linear dependence can be used at an arbitrary point inside the integration region. The resulting perturbation theory is simple and can be used at large orders. As an example, the method is applied to the Barbanis hamiltonian. Keywords: Quantum mechanics; Rayleigh-Schrödinger perturbation theory; Wavefunctions; Barbanis hamiltonian.
ψ = ψ 0 + λψ 1 + λ 2 ψ 2 + ... (3) and E = E 0 + λE 1 + λ 2 E 2 + ...,
where λ is a perturbation parameter. Except for the simplest cases, these equations cannot be solved in analytical form and approximate methods have to be used. Using these assumptions in the Schrödinger equation (1) we get the well-known equations for E n and ψ n H 0 ψ 0 = E 0 ψ 0 
We note the unperturbed wavefunction ψ 0 can be the ground-state as well as an excited-state wavefunction.
There is one property of the perturbation theory which has been noticed 1,2 and used [3] [4] [5] [6] [7] [8] only recently. It has been shown in the onedimensional case 1, 2 that the value of the perturbation wavefunction ψ n (x) at an arbitrarily chosen point x depends on the perturbation energy E n linearly. This linear dependence makes it possible to determine the exact perturbation energies from the values of ψ n (x) for two arbitrarily chosen perturbation energies E n by simple calculation 1, 2 . In this way, the functions ψ n which are not quadratically integrable are used to calculate the exact perturbation energies E n and, in the next step, the corresponding exact perturbation functions ψ n .
This method has a few advantages. First, the computation of ψ n from Eq. (6) for a given energy E n can easily be programmed for arbitrary large orders of the perturbation theory. For example, 200 perturbation energies E n necessary for finding their large-order behaviour were calculated in ref. 7 Further, by solving Eq. (6) numerically both the discrete and continuous part of the energy spectrum is taken into account and the perturbation energies E n can be calculated even in cases when only a few bound states exist. The linear dependence of ψ n (x) on the energy E n makes it possible to avoid the usual shooting method and reduce the computational time sub-stantially. Finally, we note that only the wavefunctions are needed in this method and no integrals have to be calculated.
The aim of this paper can be formulated as follows. First, it is shown that this method can be extended to multidimensional problems. Further, the point x mentioned above need not be only a point sufficiently distant from the potential minimum as assumed in refs 1,2 but it can be an arbitrary point inside the integration region obeying conditions discussed below. This is advantageous from the viewpoint of numerical stability of the method. First we discuss a non-degenerate multidimensional case. We assume the perturbation functions ψ i and perturbation energies E i are already computed for i = 0, ..., n -1. Solution of Eq. (6) can be written as
where
and
General solution of Eq. (6) can contain also a term c n ψ 0 (x) on the righthand side of Eq. (7), where c n is an arbitrary constant. For the sake of simplicity, we assume c n = 0 here. As seen from Eq. (7), the perturbation function ψ n (E n ,x) depends on the energy E n which is not yet known, and the
Equations (7)- (9) show very simple structure of the perturbation functions. It follows from Eq. (7) that the function ψ n (E n ,x) is a linear function of the energy E n . Further, it is seen that F(x) is a function independent of n. We note also that, except for the exact perturbation energy E n , ψ n (E n ,x) is not quadratically integrable and has not any physical meaning.
The functions F(x) and f n-1 (x) are calculated from Eqs (8) and (9) numerically with the conditions F(x b ) = 0 and f n-1 (x b ) = 0, where x b are points at the boundary region sufficiently distant from the potential minimum. The same boundary conditions are used for the function ψ 0 (x).
We note that the function F(x) diverges in the exact calculation; however, it has large but finite values in numerical calculations. The functions ψ n (E n ,x) for the exact perturbation energy E n are quadratically integrable.
Therefore, we can assume they obey the condition
It follows from Eqs (7) and (10) that the functions ψ n (E n ,x) satisfy also the condition
Therefore, we can neglect ψ n (E n ,x) in Eq. (7). The formula for the energy E n then reads
This equation can be used at an arbitrarily chosen point x inside the integration region except for the points where the conditions (10) and (11) are not obeyed. After calculating the perturbation energy E n from Eq. (12), the corresponding perturbation function ψ n (E n ,x) can be found from Eqs (7)-(9). Now we clarify the principle of our method for the case n = 1. In order to eliminate the divergence in calculating F(x) from Eq. (8) we replace the hamiltonian H 0 by H 0 + iδ, where δ is a small real number. Then, the function F(x) can be written as
In the first order n = 1, we expand the function in the parantheses in Eq. (9) into the eigenfunctions of H 0
Here, ϕ j are the eigenfunctions of H 0 which obey the equation H 0 ϕ j = ε j ϕ j and are different from ψ 0 , b j are constants. Now, applying the operator
where ε j ≠ E 0 . By substituting Eqs (13) and (15) into Eq. (7) we get
,
In order to obtain quadratically integrable function ψ 1 , the energy E 1 must equal b 0 . For δ → 0, the constant b 0 can be calculated from Eqs (13) and (15)
This result is an independent proof of Eq. (12) for n = 1. In a similar way, the correctness of Eq. (12) can be proven at all higher orders. In numerical calculations, the exact hamiltonian H 0 is replaced by an approximate one and the functions F(x) and f n (x) given by Eqs (8) and (9) do not diverge.
It can be shown that the function ψ n calculated numerically from Eqs (7) for the energy (12) equals zero at the point x 0 ψ n (E n ,x 0 ) = 0 .
Therefore, the usual orthogonality condition 〈ψ 0 |ψ n 〉 = 0 is not fulfilled in numerical calculations. Such functions can have in some cases a simpler form than the usual perturbation functions 6 . If necessary, the functions ψ n can be made orthogonal to ψ 0 by the usual orthogonalization procedure. It is shown in ref. 9 that Eq. (10) is fulfilled everywhere inside the integration region except for the points where ψ 0 (x) = 0. Therefore, the point x used in the calculation of the energy (12) should be sufficiently distant from the points where the function ψ 0 (x) equals zero. The standard formula of the non-degenerate perturbation theory can be derived in the following way. It is seen from Eqs (8), (9) and (12) that
Multiplying this equation by (H 0 -E 0 ) and assuming that the functions ψ n obey the conditions 〈ψ 0 |ψ n 〉 = δ 0,n , n = 0, 1, ..., we get after simple calculation the well-known formula
It confirms correctness of Eq. (12). Our method is a remarkable example of calculating the perturbation energies E n from the values of the functions F(x) and f n-1 (x) which are not quadratically integrable. Comparing with the standard formulation of the perturbation theory, large-order calculations are simple in our method. To determine E 1 , the values of F(x) and f 0 (x) at only one point x are sufficient. To determine E n for n = 2, 3, ..., only the value of f n-1 (x) at the point x is to be computed.
We note that the zero-order function ψ 0 has to be found only for the state for which the perturbation corrections are calculated. In contrast to the usual perturbation theory, other zero-order energies and wavefunctions are not needed in the calculation.
EXAMPLE
As an example of using our method, we calculated the perturbation energies for the ground state of the Barbanis hamiltonian with the unperturbed hamiltonian 
and with the perturbation potential
Here, we used the parameters ω x = 1, ω y = 1. This hamiltonian has been often studied as a simple model for systems with the Fermi responses such as the CO 2 stretchbend resonance 11 . The perturbation energies are calculated both numerically and analytically (see Table I ). Analytical calculations are possible due to the polynomial form of the potential. The eigenfunctions of H 0 are products of the corresponding eigenfunctions of the one-dimensional harmonic oscillators. Equation (6) for the Barbanis potential was integrated numerically in the region x ∈ [-11,11], y ∈ [-11,11]. To compute ψ n in this region, we used a grid of points 158 × 158, 160 × 160, 162 × 162, 164 × 164, assumed that the functions ψ n equal zero at the border of this region and used the method of finite differences. The corresponding system of linear difference equations was solved in double precision arithmetics in Fortran. To eliminate the effect of a non-zero step of the grid, the perturbation energies were extrapolated to an infinitely dense grid by means of the Richardson extrapolation. This extrapolation is substantial for increasing the accuracy of the results.
The ground-state perturbation energies are shown in Table I . Only the digits which agree in the calculations for the points x = [0.2,0.5] and x = [0.6,0.8] are shown. It is seen that the results depend on the choice of the point x only slightly. The numerical results agree well with an independent analytical calculation made in Maple shown in Table I with the accuracy 6-9 digits.
Because of the antisymmetry of the potential H 1 (Eq. (22)), the perturbation energies of the odd order equal zero, E 2i+1 = 0, i = 1, 2, .... In numerical calculations, the odd-order perturbation energies differ from zero within the accuracy 7-9 digits. The even perturbation energies E 2i , i = 1, 2, ... are negative and their absolute value increases rapidly with i. It is seen that the perturbation series for the Barbanis hamiltonian is a divergent series. Calculating the energy from Eq. (4) for small λ, the absolute values of the terms λ n E n go first down and then increase. This indicates the perturbation series (4) is the asymptotic series. It is obviously related to different asymptotic behaviour of the wavefunctions corresponding to the hamiltonians H = H 0 and H = H 0 + λH 1 for x → ±∞. Further investigation in this respect is necessary.
The perturbation functions following from the analytical calculations are given by the following expressions 
These functions agree well with the numerically calculated functions ψ n shown in Figs 1-4 .
CONCLUSIONS
The version of the perturbation theory described in this paper is a simple and efficient alternative to the usual formulation of the perturbation theory. It can be used for one-dimensional as well as multidimensional problems and for non-degenerate as well as degenerate eigenvalues. Its main advantages are the easy calculation of the large-order perturbations and the possibility to find the perturbation corrections even in cases when only a few zero-order bound states exist. These properties are advantageous in calculating the electronic and vibrational spectra of atoms and molecules.
