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Abstract
A ﬁrst-order phase transition is a characteristic feature of the Gaussian approximation in spin-
ﬂuctuation theory. We describe a method for taking into account the fourth-order terms of
the free energy expansion using partial averaging. In the example of the Ising model, we show
that renormalization of the magnetic susceptibility leads to the second-order phase transition,
which is experimentally observed in metals. Near the phase transition, we use the parameter
substitution method to compute temperature dependencies. We perform a qualitative analysis
and explain the mechanism of the renormalization.
Keywords: magnetic phase transition, spin ﬂuctuations, Ising model, Stratonovich-Hubbard transfor-
mation, partial averaging
1 Introduction
Spin-ﬂuctuation theory describes magnetic properties of metals at ﬁnite temperatures using
the functional-integral method (see, e.g., [1, 2]). In practice, this method can be implemented
only in the Gaussian approximation. The simplest Gaussian approximation is the saddle-point
method (see, e.g., [3]), which replaces the ﬂuctuating ﬁeld with its mean value. However, the
saddle-point method is applicable only at low temperatures because it neglects the feedback
of the ﬂuctuations on the mean ﬁeld. The optimal Gaussian approximation [4] is applicable
at ﬁnite temperatures since it calculates the mean ﬁeld and ﬂuctuations self-consistently. But
at high temperatures the optimal Gaussian approximation, contrary to experiment, yields a
discontinuous change in temperature dependence of magnetic characteristics [5–7]. Such a ﬁrst-
order phase transition has been also observed in papers [1,8–10], which used phenomenological
theories of the Ginzburg-Landau type (see, e.g., [11–13]).
To eliminate the ﬁrst-order phase transition in the optimal Gaussian approximation, we
propose a method of taking into account the fourth-order terms of the free energy. The method
uses the partial averaging (decoupling) of the Gaussian ﬁelds, based on Wick’s theorem. This
partial averaging diﬀers from the one used in the mean-ﬁeld theory (see, e.g., [14]) and from the
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decoupling in chains of equations for the Green functions [15, 16]. Using the partial averaging
method, we obtain the renormalized Gaussian approximation.
We demonstrate the renormalized Gaussian approximation in the example of the Ising
model, where the free energy has a simple analytic form. We derive a system of nonlinear equa-
tions describing the parameters of the renormalized Gaussian approximation: the mean ﬁeld
and mean-square ﬂuctuation. Analyzing this system of equations, we explain the mechanism of
the renormalization. Using the parameter substitution method, we compute the temperature
dependence at all temperatures.
2 The spin-ﬂuctuation theory
The Hamiltonian of the Ising model is
H = −1
2
∑
jj′
Jjj′SjSj′ , (1)
where Sj = ±1/2 is the spin moment located at the site j of a three-dimensional crystal lattice,
and Jjj′ = Jj−j′ is the interaction coeﬃcient. Using the cyclic boundary conditions, we write
Hamiltonian (1) in the Fourier representation:
H = − 1
2N
∑
q
Jq|Sq|2,
where q is the wave vector that takes values in the Brillouin zone, and N is the number of the
lattice sites.
The Stratonovich-Hubbard transformation replaces the pair interaction of spins with the
interaction of spins with a ﬂuctuating ﬁeld V = (Vq1 , . . . , VqN ). As a result, we write the
partition function as
Z =
(∫
e−F0(V)/T dV
)
−1 ∫
e−(F0(V)+F1(V))/T dV. (2)
Here,
F0(V) =
1
2N
∑
q
|Vq|2
Jq
(3)
is the ﬁeld energy and
F1(V) = −T lnTr e−H1(V)/T (4)
is the free energy of the system of the noninteracting spins in the ﬁeld V, where
H1(V) = − 1
N
∑
q
SqV−q (5)
is the Hamiltonian of this system and T is temperature (in energy units). Free energy (4) is
given by the explicit formula
F1(V) = −T
∑
j
ln
(
2 cosh
(
Vj
2T
))
. (6)
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In spin-ﬂuctuation theory, the observable 〈f〉 ≡ Tr(f e−H/T )/Tr e−H/T is calculated by
〈f〉 =
∫
f(V) p(V) dV, (7)
where the quantum-mechanical average f(V) in the system of independent spins in presence of
the ﬁeld V is deﬁned as
f(V) = Tr(f e−H1(V)/T )
/
Tr e−H1(V)/T ,
and the probability density p(V) is given by
p(V) ∝ exp(−F (V)/T ), F (V) = F0(V) + F1(V). (8)
Calculating partition function (2) and mean values (7) in practice requires the Gaussian ap-
proximation.
3 Optimal Gaussian approximation
The Gaussian approximation of the ﬂuctuating ﬁeld V with probability density (8) is deﬁned
as follows. The function F (V) is replaced with the translation-invariant quadratic form
FG(V) =
∑
jj′
ΔVjAj−j′ΔVj′ =
∑
q
ΔVqAqΔV−q,
which determines the Gaussian ﬂuctuating ﬁeld with the probability density
pG(V) = Z
−1
G e
−FG(V)/T , ZG =
∫
e−FG(V)/T dV. (9)
The simplest Gaussian approximation is given by the saddle-point method. The mean ﬁeld
V¯ is obtained from the local minimum condition, and the value of Aq is determined by the
second derivative of the function F (V) at the mean ﬁeld:
∂F (V¯)
∂Vj
= 0, Aq =
1
2
∂2F (V¯)
∂Vq∂V−q
.
In the Ising model, the mean-ﬁeld equation is written as
V¯ =
J0
2
tanh
(
V¯
2T
)
, (10)
where J0 is the zeroth Fourier coeﬃcient of the interaction coeﬃcients. From the condition that
equation (10) has a multiple root the phase transition temperature in the mean-ﬁeld theory is
TMFC = J0/4. The saddle-point method gives the leading term of the asymptotic expansion as
T → 0 for integrals over the ﬂuctuating ﬁeld of form (7).
The optimal Gaussian approximation [4] of the ﬂuctuating ﬁeld is applicable in a wider
range of temperatures. The parameters V¯ and Aq of the optimal Gaussian approximation are
obtained from the system of nonlinear equations〈
∂F (V)
∂Vq
〉
G
= 0, Aq =
1
2
〈
∂2F (V)
∂Vq∂V−q
〉
G
, (11)
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where the mean values are calculated by the formula 〈. . .〉G =
∫
. . . pG(V) dV. In the Ising
model system of nonlinear equations (11) can be written as
V¯ = −J0
〈
∂F1(V)
∂Vj
〉
G
, Aq =
1
2N
(
1
Jq
+
〈
∂2F1(V)
∂V 2j
〉
G
)
, (12)
where the mean values are independent of the index j.
4 Renormalized Gaussian approximation
At high temperatures it is necessary to consider the fourth-order terms in the expansion of the
function F (V) as is done in the Landau phase transition theory (see, e.g., [11, 12]):
F (V) ≈ F (V˜) +
∑
q
∂F (V˜)
∂Vq
ΔVq +
1
2!
∑
qq′
∂2F (V˜)
∂Vq∂Vq′
ΔVqΔVq′
+
1
4!
∑
pp′qq′
∂4F (V˜)
∂Vp∂Vp′∂Vq∂Vq′
ΔVpΔVp′ΔVqΔVq′ , (13)
where ΔVq = Vq − V˜q. To take the fourth-order terms into account, we use the Gaussian
decoupling, which is based on Wick’s theorem (see, e.g., [3]). In our notation Wick’s theorem
yields
〈ΔVq1ΔVq2ΔVq3ΔVq4〉 =
∑
P
〈ΔVqP (1)ΔVqP (2)〉〈ΔVqP (3)ΔVqP (4)〉, (14)
where the summation is carried out over all pairings P of q1, q2, q3 and q4. The Gaussian
decoupling for the fourth-order terms is deﬁned by the formula
ΔVq1ΔVq2ΔVq3ΔVq4 ≈
1
2
∑
P
(〈ΔVqP (1)ΔVqP (2)〉ΔVqP (3)ΔVqP (4)
+ΔVqP (1)ΔVqP (2)〈ΔVqP (3)ΔVqP (4)〉
)
. (15)
Using decoupling (15) and taking into account that the renormalized Gaussian approximation
is translation invariant 〈ΔVqΔVq′〉G = 〈ΔVqΔV−q〉Gδq′,−q, we write expansion (13) as
F (V) ≈
∑
q
∂F (V˜)
∂Vq
ΔVq
+
1
2
∑
qq′
(
∂2F (V˜)
∂Vq∂Vq′
+
1
4
∑
p
∂4F1(V˜)
∂Vp∂V−p∂Vq∂Vq′
〈ΔVpΔV−p〉G
)
ΔVqΔVq′ . (16)
To determine the parameters V¯ and Aq of the renormalized Gaussian approximation, we
use the coeﬃcients of quadratic approximation (16) instead of the ﬁrst and second derivatives
in equations (11) of the optimal Gaussian approximation. Since the linear terms of (16) are
the same as before, the ﬁrst equation of system (11) is left unchanged. In the second equation,
calculating the quadratic coeﬃcient of (16) in the Ising model, similarly to (12), we obtain
V¯ = −J0
〈
∂F1(V)
∂Vj
〉
G
, Aq =
1
2N
(
1
Jq
+
〈
∂2F1(V)
∂V 2j
〉
G
+
D
4
〈
∂4F1(V)
∂V 4j
〉
G
)
, (17)
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where the mean values are independent of the index j, and the local (single-site) ﬂuctuation
D = 〈ΔV 2j 〉 is given by the formula
D =
1
N2
∑
q
〈|ΔVq|2〉G. (18)
5 Local approximation
A Gaussian ﬁeld with the probability density (9) is completely determined by the mean ﬁeld V¯
and mean-square ﬂuctuations 〈|ΔVq|2〉G = T/(2Aq). But calculating N +1 quantities for each
T is an unnecessary complicated procedure for calculating the average magnetic characteristics
such as the magnetization and local magnetic moment. Because these characteristics depend
only on the mean ﬁeld and local ﬂuctuation, the average 〈. . . 〉G in equations of the optimal
Gaussian approximation (12) is replaced by the average with the probability density function
p(Vj) =
1√
2πD
exp
(
− (Vj − V¯ )
2
2D
)
. (19)
As a result, the ﬂuctuating ﬁelds Vj become independent and identically distributed, but the
parameters V¯ and D are functions of all 〈|ΔVq|2〉G. Taking into account (12) and (18), we have
D =
T
N
∑
q
Jq
(
1 + Jq
〈
∂2F1(V)
∂V 2j
〉)
−1
. (20)
Because we are interested in the qualitative character of temperature dependencies, a reasonable
simpliﬁcation is achieved if we replace the interaction coeﬃcients Jq in equation (20) by a mean
value J (we thus avoid the summation over the Brillouin zone). The values of V¯ and D are
then determined by the system of equations
V¯ = −J0
〈
∂F1(V)
∂Vj
〉
, D = JT
(
1 + J
〈
∂2F1(V)
∂V 2j
〉)
−1
, (21)
where the average 〈. . . 〉 is calculated with the probability density (19). Similarly, we ﬁnd the
second equation of the system of equations (17) for the renormalized Gaussian approximation:
D = JT
[
1 + J
(〈
∂2F1(V)
∂V 2j
〉
+
D
4
〈
∂4F1(V)
∂V 4j
〉)]
−1
. (22)
6 Numerical results
The ratio 0 ≤ J/J0 ≤ 1 determines the character of the ﬂuctuations. When the interaction is
independ of the distance between spins (Jj−j′ = J0/N), we obtain Jq = J0δq0 and J = J0/N
(weak ﬂuctuations). When N → ∞, we have J/J0 → 0, and the limit case J = 0 corresponds
to the mean-ﬁeld theory. In contrast, when only nearest-neighboring spins interact, we have
Jj−j′ ≈ J0δj,j′ . Hence, we ﬁnd that Jq ≈ J and therefore J/J0 ≈ 1 (strong ﬂuctuations).
As can be seen from Figure 1, by taking ﬂuctuations into account in the optimal Gaussian
approximation, we decrease the phase transition temperature compared with the mean-ﬁeld
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a) b)
Figure 1: The mean ﬁeld V¯ and local ﬂuctuation D as functions of the reduced temperature
T/TMFC a) in the mean-ﬁeld theory and b) in the optimal Gaussian approximation in the case
of weak ﬂuctuations, J/J0 = 0.4.
a) b)
Figure 2: The mean ﬁeld V¯ and local ﬂuctuation D as functions of the reduced temperature
T/TMFC a) in the optimal and b) in the renormalized Gaussian approximations in the case of
strong ﬂuctuations, J/J0 = 0.8.
theory. But in the case of weak ﬂuctuations J/J0 = 0.4, the qualitative character of the
temperature dependence V¯ (T ) still has the second-order phase transition.
In the case of strong ﬂuctuations J/J0 = 0.8, the solution of the system of the optimal
Gaussian approximation becomes nonunique (Fig. 2a): in addition to the ferromagnetic and
paramagnetic solutions, an intermediate solution appears. Hence, as the temperature increases
from zero, a discontinuous ﬁrst-order phase transition from the ferro- to paramagnetic state
occurs 1. With the reverse change of temperature, a jump from the paramagnetic up to the
ferromagnetic state occurs at a smaller value of temperature, and we hence have a temperature
hysteresis. In this temperature interval the local ﬂuctuation D is used as a parameter, and the
system of nonlinear equations (21) is solved with respect to the variables V¯ and T . There is only
1 This result in the Ising model implies that the spin-rotational invariance should not be the reason for the
ﬁrst-order phase transition in spin-ﬂuctuation theory, as it was asserted in Ref. [17].
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one solution (V¯ , T ) of the system at eachD (for details on numerical methods, see [18]). Finally,
the fourth-order terms in the renormalized Gaussian approximation eliminate the hysteresis in
the case of strong ﬂuctuations J/J0 = 0.8 and give the second-order phase transition (Fig. 2b).
Analyzing equations (21) and (22), we can explain the appearance of the ﬁrst-order phase
transition in the optimal Gaussian approximation and its disappearance in the renormalized
Gaussian approximation 2. Indeed, in the presence of the homogeneous magnetic ﬁeld h (in
energy units) the mean-ﬁeld V¯ = J0S¯ is oriented in the opposite direction to h. Hence, S¯
depends on h− V¯ (h), and the mean-ﬁeld equation becomes
V¯ (h) = J0S¯(h− V¯ (h)).
Diﬀerentiating both sides with respect to h, we obtain
χ = −dS¯
dh
∣∣∣∣
h=0
=
χ0
1− J0χ0 ,
where χ is the enhanced magnetic susceptibility and
χ0 = −∂S¯
∂h
∣∣∣∣
h=0
= −
〈
∂2F1(V)
∂V 2j
〉
.
is the unenhanced magnetic susceptibility (with constant V¯ ) of noninteracting spins.
At the temperature TC enhanced susceptibility χ tends to inﬁnity, and the condition for
the phase transition from the ferromagnetic to the paramagnetic state becomes 1 − J0χ0 = 0.
To ﬁnd the order of the phase transition, we investigate the derivative dV¯ /dD. We write the
ﬂuctuation (22) in the form
D = JT (1− J(1 + η)χ0)−1 . (23)
Diﬀerentiating the mean-ﬁeld equation (21) with respect to D and ﬂuctuation (23) with respect
to V¯ , we obtain
dV¯
dD
= −
√
J0
2(1− J0χ0)
(1− J(1 + η)χ0)
J
√
(1 + η)T
. (24)
In the case of weak ﬂuctuations, J  J0, at the phase transition point we have
dV¯
dD
∝ −
√
J0
2(1− J0χ0) → −∞.
Therefore, V¯ continuously decreases to zero as T approaches TC from the left, and a second-
order phase transition occurs. In the case of strong ﬂuctuations J ≈ J0, the situations in
the optimal and the renormalized Gaussian approximations diﬀer. In the optimal Gaussian
approximation (η = 0), at the phase transition point, expression (24) becomes
dV¯
dD
≈ −
√
1− J0χ0
2J0TC
= 0.
As a result, the mean ﬁeld remains at a nonzero level as T approaches TC from the left, and at
the point T = TC itself the mean-ﬁeld jumps down to V¯ = 0 (the ﬁrst-order phase transition).
In the renormalized Gaussian approximation, J is weakened by the fourth-order terms (η < 0)
at temperatures close to TC. This leads to the second-order phase transition.
2In magnets with itinerant electrons, see [19].
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7 Conclusions
We described a method for renormalizing the Gaussian approximation by taking into account
the fourth-order terms of the free energy expansion. We used the decoupling based on Wick’s
theorem to treat the fourth-order terms. In the example of the Ising model, we showed that the
optimal Gaussian approximation in the systems with localized spins can lead to a discontinuous
ﬁrst-order phase transition, just as in magnets with the itinerant electrons [6]. Renormalization
of the optimal Gaussian approximation gives the correct qualitative character of the temperature
dependence of the magnetization. A continuous second-order phase transition is obtained, which
is experimentally observed in metals.
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