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An affine algebraic group G has associated with it two (closely related) 
Hopf algebras: namely, its ring @[Cl of representative functions, and the 
universal enveloping algebra U(g) of its Lie.algebra g. 
The concept of “q-deformation” of a Hopf algebra leads to the notion of 
a “quantum group” [D2, Sect. 23 or “q-deformation of G,” by which is 
meant a q-deformation of one of these two Hopf algebras. (A slight abuse 
of terminology is customary here: The Hopf algebra resulting from such a 
q-deformation, being in general neither commutative nor cocommutative, is 
not in fact still thus associated with a Lie group or algebra.) 
Interest in these “quantum groups” seems first to have arisen, because of 
their utility in obtaining solutions to the quantum Yang-Baxter equations; 
an exposition of these matters may be found in [FRT]; cf. also [D2]. 
This line of approach, via quantum groups, to the quantum Yang-Baxter 
equations, first introduced (so we have been informed) by Kulish and 
Reshetikhin [KR], and Sklyanin [S] (Faddeev’s name should also be 
mentioned) led to constructions related to the quantum SL(2). Inde- 
pendently, Woronowicz introduced quantum groups in a different way [W]. 
Yu I. Manin has placed these constructions in a satisfying conceptual 
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framework, via his category of quadratic algebras [MI, M2]. The treat- 
ment by Faddeev and Takhtajan in [FT] is the basis of the approach used 
in the present paper. 
In separate work, Drin’feld [Dl ] and Jimbo [Jl ] found q-deformations 
for a large class of Lie algebras. Jimbo [Jl, 521 also found q-deformations 
for the finite-dimensional rational representations of X(n). Rosso [R] and 
later Lusztig [L] have studied Verma modules and integrable representa- 
tions for q-deformations of a large class of Lie algebras. Recently, Frenkel 
and his student N. Jing have constructed, in a concrete manner using 
vertex operators, realizations of q-deformations of representations for the 
simply laced afline algebras. 
Note. The preceding represents only that subset, available to us at the 
time the present paper was written, of the growing literature on the subjet 
of quantum groups: we ask the indulgence of the reader for any omissions 
or inaccuracies, with special apologies to any whose work has not been 
adequately cited. 
In spite of so much recent attention to the concept of “quantum group,” 
much remains to be clarified. In particular, the uniqueness of the 
q-deformations of a given group (for instance, in the sense suggested in 
[D2, p. 8071) seems still to be an open question; cf. [GS]. In a recent con- 
versation, Manin has explained to us that such uniqueness certainly fails 
without the freeness hypothesis in [D2. p. 8011 but that it is (at present) 
not inconceivable that there is uniqueness (in some properly defined sense) 
if this freeness hypothesis is required. Such a freeness condition is, in fact, 
satisfied by the construction in this paper (cf. part d of Theorem 3.1.4). 
In the final Chapter 13 (“Some Open Problems”) in [M2], Manin 
proposes, as Topic 5, that “it would be very important to define non-com- 
mutative flag spaces for quantum groups.” Let us note, in the “classical 
limit” q= 1, the following three constructs connected with Manin’s 
problem: 
(a) the “base afline space” G/U of Gelfand and Kirillov 
(b) the “shape-algebra” /i +G of regular functions on G/U 
(c) the (protective) flag variety G/B (where B is a Bore1 subgroup of 
the reductive group G, and U is the unipotent radical of B). 
These three are closely related (e.g., G/B may be constructed from A +G 
by applying a suitable Proj). Perhaps future developments of the existing 
work on non-commutative algebraic geometry may eventually lead to the 
construction of quantum flag manifolds in the senses (a) or (c) above. In 
the present work we have taken the easier path of studying Manin’s 
problem in the sense (b); i.e., we here follow the lead of Faddeev, 
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Reshetikhin, and Takhtajan, who in [FRT] suggest interpreting the 
concept of a “homogeneous pace” over a quantum group, as meaning a 
comodule algebra over the relevant Hopf algebra; the construction given 
in the present paper is of this type. 
The purpose of the present paper is to construct q-deformations of cer- 
tain homogeneous paces (namely, the afline Grassmann and flag varieties) 
over the q-deformation described in [Ml, M2] or [D2] of GL(n), ,X(n), 
and the semigroup M(n) of matrices under multiplication. The construc- 
tions obtained behave well under change of rings and are valid in any 
characteristic. 
Or course, what is deformed is not the flag variety Flag” itself, but rather 
the ring K[Flag”] on this variety. The generators and relations for this ring 
(or equivalently, a set of generators for the prime ideal of Flag”), valid in 
every characteristic, were first given (to the best of our knowledge) in 
[Tl, T2]; our task in this paper is to q-deform K[Flag”], by q-deforming 
the relations in question. Curiously, the original set of equations in 
[Tl, T2] q-deform quite automatically (yielding equations (3.2a), (3.2b), 
and (3.2~ below); what was most difficult (for us) in the present construc- 
tion, was the q-deformation of the relations asserting the commutativity of 
the ring K[Flag”]; as we pass to the non-commutative q-deformation, 
these become the rather intricate relations (3.2d). 
Naturally, some restrictions must be imposed for this task to be a 
meaningful one. We have required that the deformed algebra be free over 
the relevant ring (which is K[q, q-~ ‘1 for our construction); that it reduce 
to K[Flag”] when q = 1; and finally that the deformed algebra be a 
comodule algebra over the deformed M(n) (or &L(n) or GL(n)). (This last 
condition has been the most formidable, in practice; so much so that we 
hope for some degree of uniqueness in our construction, on the grounds 
that this condition seems to the authors, to have forced all our choices 
on us. But such questions may be premature, until the uniqueness is 
settled for the q-deformation of the group itself.) We shall speak of a strict 
q-deformation when these three requirements are satisfied. 
Section 1 reviews the construction of the “classical” flag scheme and of 
the quantum deformations (due to the authors cited above) of XL(n), 
GL(n), M(n). Section 2 develops the q-analogs of symmetry, alternation, 
and (cf. [M2]) the q-determinant. The constructions in this section of the 
quantum symmetric and exterior algebras are special cases of constructions 
in [M2], but are included to make the treatment self-contained; they 
will be utilized in the construction (which we believe is new) of the 
quantum shape algebra. Finally, Section 3 gives the construction of the 
q-deformation of the flag variety (Definition 3.1) together with the proof 
(Theorem 3.4) that this construction indeed enjoys the properties cited 
above. 
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1. PRELIMINARIES 
1 A. The Affine Grassmann and Flag Schemes 
Let K denote a commutative ring with 1. Assume there is given a totally 
ordered set 
(4 <I= {f,? . ..>f.) (withf, < ... <f,) 
and let F be K-free on B as basis. 
These assumptions will remain in force for the remainder of the paper. 
All constructions to be described are functorial in K, i.e., behave well under 
change-of-rings K + K’; thus we are really dealing with group schemes and 
Hopf algebra schemes over K and homogeneous schemes over these, 
together with their q-deformations. 
While the constructions of the Grassmannian and flag schemes 
Gr’*“(F, K), Flag”(F, K) are basis-free (and make sense even if F is an 
arbitrary K-module), our construction of q-deformations for GL(n, K) (and 
a fortiori for the associated Grassmann and flag schemes) seems to require, 
in an essential way, the specific choice, not only of a free basis for F, but 
also of an ordering for this basis. 
Let us set 
E= Hom,(F, K). 
Let us write 
f(iI, . . . . i,)=fi, A ... Af;, 
and note that this can be regarded as a linear function on A’E in the usual 
way, i.e., by setting 
f(iI, . . . . i,)( V, A . . A V,) = det 11 Vi(J;)II (for V, , . . . . I’, in E). 
DEFINITION 1.1. The afIine flag scheme Flag”(B) is defined to be the 
reduced affine scheme over Z, which associates to every commutative ring 
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K, the commutative associative algebra with 1, generated over K by the 
elements 
.f(i 4) 1, ...> (ldr6n,i’sbetweenlandn) 
subject to the alternation relations 
f(i,, . . . . i,,) = 0 if two i’s coincide 
f(i d, . . . . i,,) = (sgn 71)f(i,, . . . . i,) if 7rrrE5 
together with the “Young symmetry relations” 
c (-1)“” “‘+“f(i,, . . . . i/,, . . . . iA,, . . . . i,,,) 
1<1,< ... <i.,<r+r 





(whenever 1 d r 6 s < t d n and then for all choices of i, , . . . . i, + r, j, , . . . . j, ~ r 
between 1 and n; there is no real loss of generality if we only retain those 
equations for which 16i, < ... <i,+,<n and 1 <j,< ... <j,-,<n). 
We then define the aftine Grassmann scheme Gr’,“(B) = Gr’,” to be the 
closed subscheme of Flag”, for whcih Gr’%“(B)(K) is the subalgebra of 
Flag”(B)(K) generated by the subset of (111) consisting of those elements 
.f(i 4) 1, ..., (i’s between 1 and n) 
for which r has the given value t. 
Remarks. It is proved in [T2] (where Flag”(B)(K) is denoted by A’F, 
the “shape-algebra” on F) that these schemes Flag”(B), G+“(B) are 
reduced, and becomes what one would expect, when K is a field of any 
characteristic. Note the defining relations for Gr’,“(B)(K) are the subset of 
(1.2), consisting of those equations for which s = t. 
We note that Flag”(B)(K), Gr’*“(B)(K) should be thought of as the affine 
flag and Grassmann varieties belonging to the dual space E. 
An important part of the structure of the K-algebra 
Flag”(B)(K)=/i+(B, K) 
involves its gradation by the semigroup P(n) (of “partitions with all 
elements 6 n”): 
DEFINITION 1.2. We define P(n) to be the semigroup, consisting of all 
finite non-increasing sequences 
a = (a,, . . . . a,), n>a,a ... >a,>0 (1.3) 
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of positive integers not exceeding n; if also 
P = (6, > “‘> b,) E p(n) 
we define M +p to be the element of P(n) obtained by rearranging the 
sequence (a,, . . . . a,, bl, . . . . h,) in non-increasing order. 
P(n) is also to include the “empty partition” c(~ (the special case of (1.3) 
for which s=O) and for all a in P(n) we set 
a+ad=a=a4+a. 
We then define, for a given by (1.3), 
Flag”(B)(K) = /ia(& K) = n~l~...~+(~, K) 
to be the K-span of all products 
(while we set AQ(B, K) = K). 
Remarks. (1) This indeed yields a gradation 
A’(B)= @ A*(B), A”(B).A”(B)Gn~+qB) 
1 E P(n) 
because the defining relations (1.2) are homogeneous with respect to this 
gradation. 
(2) The major interest in this gradation lies in the observation that 
each A”(B) is a GL(n, K)-module, free of a finite rank independent of K. If 
K is a field of characteristic 0, this module is irreducible, and we obtain in 
this way each finite-dimensional irreducible polynomial representation of 
GL(n, K) exactly once. For general K, we obtain a K-form (the dual Weyl 
module) of the relevant representation (see [Tl, T2] for proof of these 
facts). 
(3) The q-deformation constructed below for A +B (and valid in any 
characteristic) thus carries with it a q-deformation of all these representa- 
tions A”B at the same time. 
(4) See Note I at the end of the paper. 
1B. q-Deformation of M(n), etc. 
In the present paper, a “Hopf algebra” is always understood to possess 
an antipode, failing which, we speak simply of a bialgebra. 
QUANTUMDEFORMATIONOFSCHEMES 
With K any commutative ring with 1, we shall denote by 
K,=KCq, 4Pl 
the ring of Laurent polynomials over K in an indeterminate q. 
If 1 I, ...> I,, is a sequence of elements in a totally ordered set, we shall 
denote by Z(Zi , . . . . I,) the number of strict inversions in this sequence 
Z(I,,...,I,)=#{(i,j)Il~i6jdn,li>lj} 
and shall also set 
E&l,) . . . . 1,) = (-q)yl,.“‘~n’. 
If rc is in the symmetric group G,, we set, as is usual, 
Z(x) = Z(7c1, . ..) rcn), so sgnrc=(-l)l(K’. 
EXAMPLE. ~~(2, 2, 1, 2) = qp2. 
DEFINITION 1.3. Let A be an associative (not necessarily commutative) 
K,-algebra with 1. An n x n matrix 
x= IIxp’/I 
over A, will be called a q-generic matrix if its entries obey the following 
commutation relations: 
i 
ta) ,y!j)x!J) = qx(Ax(A 1, 1 I 
(b) X(h)X!j) = qX(jJ~‘{i~) 
if i<i, 
I I 1 11 if j<j, 
(c) if i< i, and j<j, then 
x;p)xiA = x;jJxj(~) + cq _ q-1) xjA)x~l 
(d) Xi” and Xi,” commute in every other case. 
The q-determinant of X is then defined to be 
(1.4) 
&t, X= 1 (-q)-‘(“) Xy’)Xg2). . .x?‘, 
ut6, 
Finally, we define the q-minor 
(where l<i,<...<i,dn, Z=(i,...i,}, and similarly l<j,<...< 
j, < n, J = {j, , . . . . j,}) to be the q-determinant of the q-generic matrix 
constructed from X by taking rows i,, . . . . i, (in that order) and columns 
j,, . . . . j, (in that order). 
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Remark. Conditions (1.4) are readily seen to assert, precisely that every 
2 x 2 minor of X is q-generic; hence (as asserted above) so is every s x s 
submatrix provided the rows and columns are taken in ascending order. 
DEFINITION 1.4. M,(n) = M&n, K) is the bialgebra over K,, constructed 
as follows. As an associative K,-algebra with 1, M,(n) is generated by n* 
elements 
x(j) 
I (l<idn, 1 <j<n) 
subject to the relations (1.4); while the structure of M,(n) as K,-coalgebra 
is given by the coproduct (resp. counit) 
Here are some well-known facts about M,(n) (cf. [FRT, Sect. 2, 
Theorems 2 and 33): 
(a) This is indeed a hialgebra; i.e., the algebra and coalgebra structures 
given in Definition 1.4, are compatible, 
(b) det, X is a group-like element, and generates the center qf M,(n). 
Facts (a) and (b) enable us to define the Hopf algebras &L,(n), GL,(n) 
as follows (cf. [FRT]). As K,-algebra, X,(n) = SL,(n, K) is the quotient 
K,-algebra 
M,(n Mdet, X- 1) 
with coalgebra structure defined by (1.5) and antipode defined by 
sxp = (-q)‘-i Ix;:::;:::;l,. 
Similarly, GL,(n, K) is, as algebra, the result of inverting det, X, i.e., is 
the K,-algebra defined by the symbols X, (j) together with a new symbol D, 
subject to the relations (1.4) together with the relations 
Xj”D=DXi”(l <i<n, 1 <j<n), (det, X) . D = 1, 
while the coalgebra structure for GL,(n, K) is given by (1.5) and its 
antipode is given by 
SX{j)= (-q)‘-j IX::::i:::ily (det, X))‘. 
As q -+ 1, M,(n), XL,(n), GL,(n) “become,” respectively, the bialgebra 
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(resp. the Hopf algebras) K[M(n)] (resp. K[SL(n)], K[GL(n)]) in the 
sense that, via the unique K-algebra homomorphism 
Ev: K,-+ K, q-1 (1.6) 
which maps q to 1, we have 
M&G K)Chq K= KCMn, K)l 
%,(n, K) @Ku K = KC=4n, K)l, etc. 
(Thus there is a slight abuse of notation customary in the literature, to 
which this paper will also contribute; it would perhaps be more precise to 
write K,,[M,(n, K)], etc. for our M&n, K) = M,(n), etc.) 
Note the “evaluation map” (1.6) yields in an obvious way similar maps 
M&n, K) -+ KCWn, K)l 
C,(n, K) + KCWn, K)l (1.7) 
G-k,(n, K) + KCGL(n, WI 
(which will all also be denoted by Ev), and which are all relative 
homomorphisms of bialgebras over the ring homomorphisms Eu: K, + K. 
2. q-SYMMETRY, q-ALTERNATION, AND q-DETERMINANTS 
PROPOSITION 2.1. Let A denote an associative K,-algebra with 1. rf 
X = 11 Xf.“ll is an n x n q-generic matrix and if I,, . . . I, are any n integers 
between 1 and n. then 
otS, 
=-I 
Eq@l 3. . . . A,) det, X if A,, . . . . A,, are distinct 
0 if two A’s coincide. (2.1) 
ProoJ: Case 1. Two consecutive A’s coincide. We may assume Ai= 
4+-l, 1 6 1 < n - 1. It is claimed that, in this case, the terms in the sum (2.1) 
cancel in pairs: namely 
( -q)-m’ xy’. . ,$.y)xyl+ 1)). . qm’ 
with oi < g( i + 1) cancels the term 
t-4)- I(o)- 1 X(“l’ . x!d’+ l))x(oi). . .Jy Al 4 4 
because, by (1.4b), 
x$,;(i+ 11)x$.4 = qx@i)x~~~~il+ 1)). 
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Case 2. No two consecutive A’s coincide. We now argue by induction 
on 
I= Z(;ll ) . ..) A,). 
If I=0 then A,=l, &=2,..., 2, = n, and (2.1) holds by the definition of 
det, X. Suppose now I > 0, and the result to be proved holds for sequences 
with I- 1 inversions (which may or may not have consecutive I’s equal). 
There exists i with 1 d i 6 n - 1 and ii > Ai+, . Let (A’,, . . . . iA) result from 
(2 i, . . . . 1,) by interchanging lj, lli+ i, i.e., 
n:= &+ ,, /I;+, = A;, /I; = A, otherwise. 
Then Z(A;, . . . . nk) = I- 1, so, by the induction hypothesis, 
c ( -4) -‘Co’ J/E” . qpyi+ 1)’ . . qy’ 
rrt6, 
=(-4)--l’il . . . . . 1.‘+1 det, X. (2.2) 
As in the preceding argument, we divide the elements of G, into n !/2 pairs, 
matching together g and g1 if they coincide except at i and i+ 1, i.e., if 
o1 = a(i, i + 1). Let S denote the set of those n !/2 elements r~ of 6, for 
which ai -C o(i + 1); then utilizing (1.4), together with (2.2) 
. . . xy 
=(-4-1)(-4)-~‘&’ . . . . A.)+1 det,X=(-g)~““.....“~‘det,X. Q.E.D 
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Note. A rather different proof of Proposition 2.1 may be given once our 
later Propositions 2.8 and 2.9 have been obtained; the proofs of these do 
not utilize Proposition 2.1, and we owe to the referee the observation that 
they immediately imply Proposition 2.1 (cf. the Remark following Proposi- 
tion 2.9). 
DEFINITION 2.2. Under the hypothesis of Proposition 2.1, we denote the 
left side of (2.1) by IXi;f:::;x;‘l y. 
Remark. We could think of this as the q-determinant (in an extended 
sense) of the matrix (no longer a q-generic matrix) obtained from X by 
rearranging its rows so the original I, row is now first, the original il, row 
is now second, etc. 
PROPOSITION 2.3. Let us define a monomial 
x(,h) . .x(h) 
1, lY (s 3 1, all i’s andj’s between 1 and n) (2.3) 
in M&n, K) to be irregular if there exist integers 1, p such that 1 d I < p 6 s, 
i, 3 i, , andj, 3 j, with at least one of the latter two inequalities being strict. 
We call (2.3) “regular” otherwise and denote by B”(“’ the set consisting of 
1 together with all regular monomials. 
Then M&n, K) is K,-free on B”(“‘. 
Proof This is an immediate consequence of Bergman’s “diamond 
lemma” [B, Theorem 1.21 which applies to the “reduction system” S given 
by (1.4a), (1.4b), and (1.4c), and taking as partial ordering < on the set 
of words in the symbols XI”, the lexicographic ordering derived from the 
following partial order on these symbols: 
x!” < XW’ 1, ifeitheri<i,or(i=i,andj<j,). 
Note. Thus, in the sense indicated in the Introduction, the scheme 
M&n, B) is a strict q-deformation of the scheme M(n, B). 
DEFINITION 2.4. Let (D, < ) be a totally ordered set, and let (T, q) be 
an abelian group T together with an automorphism q: T -+ T. 
Let f(X,, . . . . X,) be a function of n variables, with common domain D, 
taking values in T, 
(2.4) 
Then f will be said to be q-symmetric if 
f (A-,, , . . . . X,,) = q’CX+ “” X”“)f(X, ) . ..) X,) (2.5) 
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holds for all X, <A’, < . . <X, in D and ZE 6, (cf. Subsection IB for the 
symbol I). f will be said to be q-alternating if it has both of the properties 
f(Xn,, . ..) X,,)= (-q)~‘(Xnl.‘..‘Xnnlf(X,, . ..) X,) (2.6a) 
holds for all X, < ... <A’,, in D and rc in 6,; and 
f(Xl 2 . . . . X,,) = 0 if two x’s are equal, 
i.e.,ifl <i<jdnandX;=X,. (2.6b) 
Remarks. (i) For example, if f(X, , X7, X3, X4) is q-symmetric and 
Xi < X, then j(X,, X,, X,, Xi) = q3f(X,, X,, X2, X,); if f is q-alternating 
and X,<X,<X,<X, then f(X,X,X,X,)=(-q)-3f(X,,X2,X3,X4) 
while j(X,, X,, X3, X4) = 0. 
(ii) Example of a q-alternating function. Let X= IlXij)ll be a q-generic 
matrix; then (by Proposition 2.1) the expression 
Ix;;‘,;::L&/= 1 (-q)-““’ XK”. . . XF’ 
UEG, 
of Definition 2.2 is q-alternating, considered as a function of the n variables 
A,, . . . . A, (each with values in the ordered set { 1 < 2 < . < u}). 
We shall next construct (cf. [M 1, M2, Dl, D23) several comodules over 
M&n, K,) (resp. CL,(n), Z,(n)) which are to be thought of as 
q-deformations of corresponding representations of M(n) (resp. GL(n), 
Z(n)). We shall concentrate on the bialgebra M,(n), for the remainder of 
the paper, since trivial modifications yield the two other cases for the Hopf 
algebras GL,(n) and SC,,(n). 
In the first place, let us denote by F, the free module over K, = 
K[q, q -‘I on B = {f, < fi < ... <f,,}; this has a natural structure of left 
comodule over M,(n), given by 
We shall call this the basic representation of M,(n). 
We next describe the q-deformation of the symmetric algebra SF: 
DEFINITION 2.5. We denote by S, = S,(B) = SJF, B) the N-graded 
associative algebra with 1 over K,, generated by f, , . . . . fn and with relations 
generated by 
f/fi=qf,f, if 1 <i<j<n; 
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the gradation being simply 
S,(F, B) = 0 Si(F, B), 
r20 
where 
Si = SG( B) = {span over K, of all n’ products A., , ..,, fi,}. 
Remark. It is easy to see that the product f”Y”’ .. .f(‘) in Si (all f’j’ 
in B) is a q-symmetric function of the t variablesf”‘. 
PROPOSITION 2.6. S,(B) is a left M,(n)-comodule algebra, with respect to 
the unique structure map 
p:S,+M,(n)OS, 
which prolongs (2.7). 
Note. Let us briefly review the concept of comodule algebra (cf. [A, 
Chap. 3, Sect. 2.23) which will play an important role in the remainder of 
this paper. 
Let k be a field, Ha k-bialgebra, A both a left H-comodule via the struc- 
ture map p: A + HOk A and also an associative k-algebra via the multi- 
plication m: A Ok A -+ A. Then A is said to be an H-comodule algebru 
provided it satisfies the following 2 properties: cp( lA) = 1 Ha 1 A, and if 
p(a) =Ci hima;, p(a’)=x, hj@uj (all h in H, a in A) then p(aa’)= 
Ii, j (hih,) @ (a,~:), i.e., provided that p is a k-algebra homomorphism. 
Here is an equivalent reformulation, which will be useful in the proof of 
Proposition 2.6 (and later). Observe first that, given two left comodules E 
and F over a k-bialgebra H, there is a natural structure of left H-comodule 
on EOk F, with structure map pEOF defined to be the composite 
4 WOWOECW’~, HOEOF. 
Then given A as above, the assertion that A is a comodule algebra, 
obviously is precisely the assertion that m: A Ok A + A is a homomorphism 
of left H-comodules (with A Ok A given the comodule structure just 
explained). It follows that, if G is a generating set for an associative 
k-algebra A and po: G -+ HO A is any map, the necessary and sufficient 
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condition that pO prolongs to a structure map p: A -+ HO A exhibiting A 
as H-comodule algebra, is that p respect all the k-relations on G, i.e., 
c a, g;’ g;’ = 0 =a c a,p(g,)“’ . . . p( g,)” 
and in this case the prolongation p is unique. Moreover, it suffices to verify 
this for a generating set of relations on the elements of ,G. 
Proof of Proposition 2.6. It suffices to verify that (2.7) respects the 
defining relations 
fifi = 9fd (i<A 
for S,, i.e., that (with the notation just explained) if 1 6 i < j < n then 
i.e., that 
= q i i C(Jyy 0 (fsfi)l. (2.8 1 
s=l t=1 
Let us do this in some detail, since this is a model for similar, more 
complicated, computations which will be given more sketchily in several 
later parts of this paper. 
To prove (2.8), it suffices to verify the two following equalities (still 
assuming i < j): 
X!“‘X’“‘@ f * = qX!“‘X!“‘@ f 2. 
I 1 s 1 I 51 
(2.8a) 
and, if s < t, then 
Jyq” Of, f, + x;“xy 0 f, f, 
=q(x~“‘x~“~f,fr+x~“xJ”‘of,f,). (2.8b) 
Both of these are immediate consequences of (1.4) together with fi fr= 
qfsf,. Namely (2.8a) follows from 
J/;.sQ-y = qxy’x;“’ if i < j. 
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Next, the left side of (2.8b) minus its right side equals 
[x;“‘xj” + qx;Q-y - qXj”‘XJ” - q*xyxj”‘] @ (f,f,). (2.9) 
Since s < t and i < j, A’;‘) commutes with Xi” and X~“X~’ = Xis)Xj’) + 
(q-q-l) X~“X~“‘; thus we see that (2.9) equals 
p-;x; + [qxy; + (42 - 1) X:X;] - qxy; - q*x:x;-j 0 (jy,) 
which (as was to be proved) equals 0. 
DEFINITION 2.7. By A, =,4,(B) =A,(& B), the q-exterior algebra on 
(F, B) will be meant the associative algebra with 1 over KY generated by 




This has the natural gradation given by 
n;=A;(F, B)= { p s an over K, of all products h, A . . . A fi,} 
(2.10) 
Remark. It is easy to see that the product f(l) A f(*) A ... A f(‘) in Ai 
(all fCi) in B) is a q-alternating function of the t variables fCi). 
PROPOSITION 2.8. A,(B) is a left M,(n)-comodule algebra, with respect 
to the unique structure map 
which prolongs (2.7). 
ProoJ: This is essentially the same as that of Proposition 2.6, except 
that now the identities to be verified are if 1 < i < j < n, 
,k, ,$, [(x;s’x!“) @ (fs A fi)] 
= -4-l .L, ,L, c&f-j”‘xj”)@(fs A f,)] 
(iflQi<j<n) (2.1 la) 
481'142:1-2 
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together with 
(2.11b) 
The proofs are similar to those in Proposition 2.6, and are left to the 
reader. 
PROPOSITION 2.9. The structure map for A:(F, B) is given by the formula 
P(h., A ... A f&l 
where X~~:;;;:~,’ is defined by Definition 2.2, and the A’s are any integers 
between 1 and n. 
Proof Since p gives /1, the structure of a M,(n)-comodule algebra, by 
the preceding proposition, we have 
P(fi, A ... "f~,)=P(f(h)).P(f(&)). ... .P(f(&)) 
=p!l-. i [(x~"...x~")o(f,,Af,, A ... Af,,)] 
Lh= 1 \ 
= c 1 [(x$"" . . . x!;"') @ (f,,,,, A . . A f,,,,)] 
l<p1< ... <p,<n UEG, 
= c c [(-q)-""'xf;Y"'...x~P("~(f~, A ... A f,,)] 
1<p,< ... <p,<n OEG, 
= 
c &;:::$,@(f,, A ... A f,,) 
l<jl,< ... <p,<n 
as asserted. 
Note. We call the readers attention to the elegant observation of Yu. 
Kobozev, that Propositions 2.6 and 2.8 uniquely specify the multiplication 
rules (1.4) for the Xp)---cf. [Ml, Proposition4 on p. 1933. 
Note. As observed earlier, Proposition 2.1 follows directly from 
Proposition 2.9; namely, by applying p to both sides of 
f&A ... "f~,= 
@I, . . . . &)fi A ... A fn if I’s are distinct 
o otherwise. 
QUANTUM DEFORMATION OF SCHEMES 17 
PROPOSITION 2.10. (The q-Analogue of Laplace’s Expansion). Let 
X= llXj”l) be an n x n q-generic matrix, and let 
1 < i, < . . . < i, < n, 1 <j, < ... < j,<n, r+s=n. 
Set [n] = (1, . . . . n}. Then 
Ixf~,~l~~,~r, jl, . . . . jJy 




>(I’, J’) := #{(i, j) : iEZ’, jEJ’, i>j}. (2.13a) 
Note. Proposition 2.10 (and its proof below) are also valid in the 
special case that {il, . . . . ir} and {j,, . . . . j,} are not disjoint, in which case 
the left side of (2.13) is 0 (by Proposition 2.1 and Definition 2.2). 
Proof of Proposition 2.10. By Definition 2.2, 
Lc;;:::,: ,.,,. . ..) ,JY 
= c ( -q)p”u’ X!;‘, . .X$y’J-;I”“+‘“, . . . . X;,“m’. (2.14) 
UEG, 
Let us associate to every c in 6, the two disjoint subsets 
Z’(o) = {al, . . . . or}, J’(a) = {c7(r + l), . . . . on} 
of [n], whose union is [n]. Let us break up the sum (2.14) accordingly, 
that is, for every pair of disjoint subsets 
I’= {ii, . . . . i:}, ii < ... <iL; 
J’={j;,...,j:}, j;< ... <j: 
of [n], let us form the sum T(Z’, J’) of those terms on the right-hand side 
of (2.14) that correspond to those 0 E 6, for which Z’(a) = I’, J’(o) = J’. 
Thus 
Ix,';,':Y,~,, jl, . . . .61 = C T(Z’, J’) 
I’uJ’= [n] 
#I’=r,#J’=s 
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with 
which completes the proof. 
Remark. The preceding proof is a direct imitation of the usual proof in 
the “classical imit” q = 1. Here is a more Hopf-algebraic proof: Apply (2.8) 
and (2.9) to evaluate 
Pui, * ... * fi, * fi, * ... * .&,I = dfi, * . . . * fi,, p(fi, * ... * jJ 
as a multiple offi A ... A fn, using also the fact that 
fifi; A . . . A fj; A fj; A . . . A fi; 
= (-q)-""J"fi h . . . h f, 
i 
if I’, J’ are disjoint 
0 otherwise. 
We owe this elegant observation to the referee; note that it gives a novel 
proof of Laplace’s expansion even in te classical limit q = 1; cf. also the 
argument in Section 8.3 of [M2]. 
PROPOSITION 2.11. Zf X= IIXij)II 1s an n x n q-generic matrix, then so is 
its transpose XT, and 
det, X= det,(Fj. 
Proof The first part is clear for n = 2; since a matrix is q-generic if and 
only if its 2 x 2 minors are, the first part holds for all n. 
To prove the second part, it suffices to prove 
xl”” 3 . . . . x(rm) = x(1) n a-l,, . ..) xg1,, forall CJEG~, 
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for then, noting that I(a) = Z(o- ‘), we have 
=I ( -q)~‘(“~‘)X$),l, . . . . X$),,,=det, Xr. 
CT 
We claim that, more generally, 
X&I .,, XL = xjl 1,) 3 1, &-l, 9 . . . . x<-I, (2.15) 
holds whenever l<r<n, Idi,< ... <i,<n, l<j,< . . . <j,<n, and 
CTEG,. 
The argument is by induction on r, the case r = 1 being trivial. We note 
that, in the term on the left side of (2.15), the factor 
X!’ l7- with T= ~‘1 
commutes with all factors Xi;’ (1 6 I < T) to its left (by 1.4d); we may thus 
move XJ’ r,-l, to the left of this term, and then rearrange the remaining r - 1 
factors (using the induction hypothesis) to obtain the term on the right side 
of (2.15). 
COROLLARY. Proposition 2.1 and Proposition 2.10 remain valid, after 
rows and columns are interchanged. 
3. CONSTRUCTION OF THE q-DnFoRMArroN OF THE FLAG MANIFOLD 
We are now ready for the q-deformation of the shape-algebra defined in 
Section 1, i.e., of 
K[Flag”(B)]=n+F=n+(t;,B)= @ AUF. 
NE P(n) 
As a preliminary, note that the &-algebra /i,(F, B) is spanned as 
&-module by 1, together with the elements 
.f,Ci 1, . . . . i,) =fi, A . . , A f. IA 
E A7(C B) (1 d s d n, i’s between 1 and n) (3.1) 
which are subject to the following relations (which assert that (3.1) is 
q-alternating in the indices i, , . . . . i,): 
f,(i,, . . . . i,) = 0 if two i’s coincide (3.2a) 
f,CL, . . . . i,,) = ( --q)~‘(‘)fy(il, . . . . i,) 
if 1 < i, < . . < i, < n and rc E 6,. (3.2b) 
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DEFINITION 3.1. By the q-shape algebra on (F, B), denoted by 
A; =A,‘(B)=A,+(F, B) 
will be meant the P(n)-graded associative Z&-algebra with 1, generated 
over K, by the q-exterior algebra A,(B), i.e., by the elements (3.1), with 
relations on these generators given by the following three sets of relations: 
I. Alternation relations, i.e., (3.2a) and (3.2b). 
II. Young symmetry relations. Denoting by . the multiplication in 
,4: (in distinction from the multiplication A in A4) we require 
c E&i1 , “‘, fj,,, . . . . il,, . . . . i, +r, i,, 3 .‘., iA,) 
1<1,< ... <2,<t+r 
xf,(i,, . . . . iA,, . . . . f,,, . . . . it+r)fq(il,, . . . . iL,,jl, . . ..j.-,)=O (3.2~) 
for l<r<s<t<n and then for all choices of l<i,< ... <i,+,<n and 
l<jr< ... <jSP r d n. [Note. When q = 1, these equations (3.2~) become 
precisely the equations (1.2~) for the flag manifold. To see this, note that 
the exponent Z(ir , . . . . iA,, . . . . ii.,, . . . . i, + f, i,, , . . . . il,) = CL=, (t + u - 2,) in 
(3.2~) equals Z,-- A1 - ... - 2, with Z, independent of 1r, . . . . A,.] 
III. Commutation relations. For 1 < r < s < n, and then for all 
1di,<...<i,~n,16jl<...<j,~n, 
f&j 1, . . . . j,) .fqCi19 . . .. 4) 
= c (-4) 
+ I(,?, , _._, A.,, I . . . . I,, . . . . 1,. . . . s) 
I < A, < < 1, < s 
xf&j, 9 . . . . jr, i,, . . . . il,, ..., iA,, .-., 4) .f&, . . . . ii,). (3.2d) 
Finally, the Z’(n)-gradation 
A;(B)= 0 A;(B) 
1s f(n) 




is defined to be the Z&-span of all products 
01 .coz. ... ‘co, (Wi E n:(B)) 
(while for the empty partition CQ we define LIP” to be K,). 
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Remarks and Motivations 
Remark. Note that these q-shape modules A: include as special cases 
fl;al, when s= 1 and c( = (a); 
S; when s = a and CI = (1, . . . . 1) (a repetitions). 
Remark 2. How complicated are these equations (3.2), as compared to 
the equations in Subsection l(A) for the jlag scheme Flag”(K)? 
The equations (3.2a) and (3.2b), expressing the fact that f&ii, . . . . i,) is 
q-alternating in its indices, are the obvious q-analogs of (1.2a) and (1.2b) 
which express the alternation of f(il , . . . . i,) in its indices. 
As already noted, (3.2~) becomes (1.2~) when q= 1. Both systems are 
systems of quadratic equations, all non-zero coefficients being f 1 in (1.2c), 
and being of the form ( -9) to some power for (3.2~). 
As noted in the Introduction, the recipe for passing from (1.2~) to (3.2~) 
is a rather straightforward one: we note that (1.2~) is an alternating sum, 
i.e., of the form 
;(-l) ‘(kl, ...y ‘“‘f(k, , . . . . kN) 
taken over a certain collection S of permutations of a set k,, . . . . k, of 
indices; then to obtain (3.2~) we simply replace alternation by 
q-alternation, i.e., 
C-1) I(kl, . . . . k,v) by ( _ q)-Okl. .-.s kx). 
The algebra Flag”(K) = /1 +F is commutative. This is no longer the case 
for A,‘F, and the commutative law 
.f(i 1, . . . . j,)f(il, . . . . 4) =f(h, . . . . i,)f(jl, . . . . j,) (3.3) 
must be replaced by the much more complicated relation (3.2d); this is 
perhaps the most delicate part of the construction. 
See also Note II at the end of the paper. 
Remark 3. Note that the relations (3.2d) enable us to express every 
element of A,f (B) as a K,-linear combination of elements of the form 
co, ‘WZ’ ... ‘W, (w, E A;(B)) 
with a, > a2 > . . . >a,>0 (and with n>a,, because A;(B)=0 if a>n). 
Hence 
A;(B)= c A;(B) 
XE f(n) 
22 TAFT AND TOWBER 
the sum being direct because of the homogeneity of the relations (3.2) with 
respect to the P(n)-gradation. 
LEMMA 3.2. For all s and t < n, the map 
CDs”: As,(B) Okq LqB) 4 A;+ f, f&i,, . . . . i,) Of,(j,, . . . . j,) 
Hfq(i,, . . . . is, jl, ..., j,) 
(whenl<i,< ... <i,<n, lgj,< ... <j,Gn) (3.3a) 
is a homomorphism of left M&n, K)-comodules. 
Proof Proposition 2.8 asserts that the product map 
A: “qvw, 4(B) + A@) 
is a homomorphism of left M,(n)-comodules (cf. discussion in proof of 
Proposition 2.6); since the gradation 
is a direct sum of M,(n)-comodules, this proves Lemma 3.2. 
Note. The lemma just proved, amounts to asserting the equality of the 
quantity 
pf,(i,, . . . . 4, j,, . . . . j,) 
= c IX~!::~~~:‘.‘.,l,Of,(K,, . . . . KS,,) 
lGK]< ... <K*+,<fl 
and the quantity 
It suffices to prove this under the assumption i, < ... < i,, j, < 
also, let us set 




Then, given 1 < K, -C . . . < K, + , < n, the coefficient of f&K,, . . . . K, + ,) in 
(3.4b) is 
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summed over all permutations (ii, . . . . it, j’, , . . . . j:) of (K, , . . . . K, + ,), which 
in turn equals 
c (-q)- ‘(“,J’). Ix;‘& p-g, 
I’uJ’= (K,, . . . . K,,,) 
#I’=s,#J’=, 
which, by the corollary to Proposition 2.8, is equal to the coefficient 
Ixy~,l”+~ly of f&K, > ...> KS + ,) in (3.4a). 
LEMMA 3.3. For all s and t c n, let 
Ys~‘: A”,“(B) + A”,(B) 0 A;(B) 
denote the K,-linear map, uniquely specified by the requirement that, for 
ldil< .‘. <is+,<n (3.5) 
‘uSff& 9 ..., 4, ,) 
= c E&h, . . . . ii.,, . . . . fl,, . . . . is+,, il,, . . . . iA,) 
1 < 2.1 < < I, < s + I 
xfq(il, . . . . fL,, . . . . ii.,, -., is+JOfq(ill, . . . . ir,). (3.6) 
Then !PSsr is a homomorphism of left M&n, K)-comodules. 
Proof: This boils down to proving precisely the same equality (between 
(3.4a) and (3.4b)) already demonstrated in the preceding lemma. 
Remark. Because f, is q-alternating in its arguments, in fact (3.6) holds 
even if (3.5) does not; an analogous observation is valid for the preceding 
lemma. 
PROPOSITION 3.4. The relations (3.2a) through (3.2d) are satis)ed by the 
substitution of IX;;,.:::,SiSI ,forf,(il , . . . . i,); i.e., this substitution yields equations 
oalid for every q-generic matrix IlX~“ll. 
Proof The result of applying this substitution to the Alternation 
Relations (3.2a) and (3.2b) is precisely Proposition 2.1. 
The result of applying the indicated substitution to the Young Symmetry 
Relation (3.2~) is the equation which asserts that (for 1 < r Q s < t <n, 
l<i,< ... <i,+, < n, and 1 < j, < . . < j, _ r < n) the following expression 
A is 0: 
A= c (-q)-w p-!.....‘. _, I (I, . . . . ~2,. . . . I,.~, . . . . iti, 4 
]<,I,< ... <,l,<r+r 
x Ixf:l:-:: ,,.,,I I ,..., j,Jv (3.7) 
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where S denotes the sequence of lower indices in the summand 
S= (i,, . . . . i,,, . . . . i,,, . . . . it+r, i,,, . . . . iA,). 
Applying Proposition 2.10 to the second factor in the summand, we obtain 
A= c 
i., < < i., 
,,“,c=[,, (-4)rr’s’- ‘(“3J’) 
#I’=r,#J’=spr 
By a second use of Proposition 2.10 (applied to the transposed matrix, 
as is permitted by the Corollary to Proposition 2.11) we have (setting 
I’= {ii, . ..) i:} with ii < ... <i:) 
(3.9) 
Equations (3.8) and (3.9) yield 
c (-q)->(l’,J’) Ix:x....121i . . . . . iily ,x;,,,, (3.10) 
I’vJ’= [s, 
#I’=r,#J’=spr 
where Z= {ir, . . . . i,,,} and J= {jr, . . . . j,-,) 
But since 
{ii, . . . . ii} c [s] c [t], 
Proposition 2.1 shows that 11: “.’ ” “‘.‘.’ ” I4 = 0; i.e., each term in the sum on 
the right-hand side of (3.10) vanishes. Hence A = 0, as was to be proved. 
Finally, it remains to be verified that (3.2d) is satisfied by the substitu- 
tion specified in Proposition 3.4, i.e., that for 1 <r <s<n, and all i,, . . . . 
. . r,, J,, . . . . j, between 1 and n, we have 
I~f;;:::,r;;I q I~f;;:::,“i,l 4 = 1 ( _ q) + I(wn)) 
I G A, < < A, c s 
x IX!. ...- s. II. . . . . h. II, . . . . i,.,. . . . h,. . . . h I Ixf~,~~~..~ij,,ly~ Y 
where 
S(A) = (A,, . . . . /I,, 1, . ..) fi,) . . . . R,, . ..) S). 
(3.11) 
(3.12) 
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Denote by C the right-hand side of (3.11); using Proposition 2.10 we 
may rewrite this as 
c= 1 c (-4) US(l))- >O’.J’) IX;,’ ,,_, i,(4 
l<i.,< ... <Al,<s I’uJ’=[s] 
#f’=r.#J’=spr 
x Ix;: _.., ii,, . . . . f*,. . . . . i,lY I~f;:,~-:.:i,,lv (3.13) 
Let us now decompose the right side of the preceding equations into 
partial sums, corresponding to the (S - r)-element subsets 
J’= (A, . ..JL). j; < ‘.. <j:-, 
of [s]. Thus, setting 
T(Y)= c (-4) +1’S(1)) Ix<: . . . . ji,, .._, ij., ,..., isly Ixt;,~:.,~i;,,lq 
hiI< -.. <i,<s 
we have 
c= c ( _ q) - > (I’,J’) Lq’, . ...,,. I WI. (3.13a) 
I‘uJ’= [s] 
#I’=r,#J’=s--r 
In order to evaluate T(J’), we first observe that, with S(A) given by 
(3.12), we have 
I( 1, . . . . 1,) .“) A,, ..*, S, A,, . ..) A,) + Z(S(A)) = r(.s - r). 
Hence, Proposition 2.10 (in its transposed version; cf. the Corollary to 
Proposition 2.11) yields 
= c Eq(L ..., 11, . ..) A,, . ..) s, A,, . ..) 1,) 
1<1,< ..- cl,<5 
x Ix{: . . . . i ,,,, ... . i* . . . . i,ly lxf~,‘:.’ 
=(-q)-““-” &. 
I 3 1 I*, 4 
By Proposition 2.1, this shows that T(J’) =0 unless J’= (I++ 1, . . . . s>, in 
which case it equals 
T(r+ 1, . . ..s)=(-q)+‘(s-‘) Ix:,t,,!:;;,“‘,““‘14 
= lx :;,Y,‘i,l y 
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Thus, C, the right-hand side of (3.11), reduces (by (3.13a)) to 
(-4)O w:;;:::,;,l, I~;;,y$/. Q.E.D. 
THEOREM 3.5. (a) There is a unique structure on A:(B) of left M,(n)- 
comodule algebra, subject to the requirement that the structure map 
p: A: -+M,(n)@AJ 
prolongs (2.12), i.e., satisfies 
pS,(i,, . . . . 4) = C Iw;;::~~~I’Iyofqvl, ..., I,). 
l<I,< ..‘<I,<ll 
(b) Denote by L:(B) the unital K,-subalgebra of M,(n) generated by 
{ IX$,.::;,S,fl,: 1 d s < n, aZZ i’s between 1 and n}; 
then L,+(B) is a left co-ideal in M,(n), and 
4: A;(B) A L:(B), f&i,, . . . . 4) ++ lXf;,-:::,“l,14 (3.14) 
is an isomorphism of left M,(n)-comodule algebras. 
(c) There is a natural isomorphism 
Ev+: A;(B)Q KA A’(BLf,(i,, . . . . i,)O 1 -f(i,, . . . . 4) (3.15) 
of K-algebras, the tensor product being taken with respect to the evaluation 
homomorphism 
Ev:K,+K,qwl. 
This is compatible, with respect to the evaluation homomorphism 
M,(n) + M(n), 
with the respective coactions of M,(n) on AT(B) and of M(n) on A +(B). 
(d) For each a in P(n), A:(B, F) is a finitely generatedfree K,-module. 
Note. Thus, in the sense indicated in the Introduction, A:(B) is a strict 
q-deformation of the coordinate ring A +(B) of Flag”, over the deformation 
M,(n) of M(n). 
ProoJ: In order to prove (a), we must show the structure-map (2.12) 
respects the relations (3.2). 
This is immediate for (3.2a) and (3.2b). 
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Suppose 1 < r < s < t 6 n. Let N,,,, denote the K,-submodule of 
Ai@, ,4”, spanned by all elements of the form (3.2~). To show p respects 
(3.2c), it suffices to verify that N,,, is a left M,(n) sub-comodule of 
A: aKy ,4.;; this is an immediate consequence of the fact that N,,, is 
precisely the image of 
and that this composite map is a morphism of left M,(n)-comodules by 
Lemmas 3.2 and 3.3. 
Similarly, we consider the submodule L,,, of 
spanned over Kq by the differences between the left and right sides of all the 
equations (3.2d); to show that the structure map p respects the com- 
mutativity relations (3.2d), and so to complete the proof of (a), it s&ices 
to show that L,, is a sub-comodule of the left M,(n)-comodule L:,,. This 
follows from the observation that, since 
I(A 1, . ..) A,, 1, . ..) 11, . ..) I,, . ..) s) 
+ Z( 1, . ..) I,) . ..) R,, . ..) s, 1, ) . ..( A,) = r(s - r), 
L,, is the image of the composite M,(n)-comodule homomorphism 
fp,, “% + G,,, 
),pH (-q)““-” (@““-‘a 1)0((1 @Y+‘,,) w), 
The proof of (a) being complete, let us next turn to the proof of (b), (c), 
and (d). 
Observe first that maps 4, Eu+ are indeed well-defined by (3.14) resp. 
(3.15): for C$ this is the content of Proposition 3.4, while for Euf this is a 
consequence of the fact that if q is replaced by 1 in (3.2a) through (3.2d), 
the resulting equations are valid in the shape-algebra A +F (cf. Theorem 5.3 
on p. 444 of [T2]). 
We shall omit the straightforward verifications needed to establish the 
assertion that 4 is a morphism of left M,(n)-comodule algebras, and that 
the epimorphism Eu+ has the compatibility conditions asserted in (c). 
These assertions being granted, and since 4 and Eu + are clearly epic, all 
that remains to establish (b) and (c) is the proof that 4 and Eu+ are manic. 
Since Eu+ is well-defined by (3.15), it follows that also 
E,: A:(& F) + A’F,f,(i,, . . . . i,) ~f(i,, . . . . i,) 
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is a well-defined relative homomorphism over Eu: K, -+ K, so also (for 
much more trivial reasons) is 
E,: L;(B) + L + (B), IX;;,-::y;;,l y I-+ IX;;,-:-y,si71. 
Finally, we recall from [T2] the K-algebra isomorphism well-defined by 
fjl:A’(F)~ L+(B), f(i,, . ..) i,) t--i Ix;;,-::,sJ. 
The various maps just constructed combine to form the commutative 
diagram 







A+F + L+(B) - M(n) 
(3.16) 
in which E, , E,, and q4 are epic, while di is bijective. 
We next introduce the natural P(n)-gradings on L:(B) and L+(B): 
namely, for 
a=(a,,...,a,)EP(n) (wheren>a,> ... >a,>O) 
we define L:(B) to be the K,-span of all 
MC’) . ..M’“’ with MC’) = IX $,;;-P,i.. rcl, a,jI y 
for 1 < Z<s (with T(1, p) E [n] for 1 < p < a,); and similarly for L*(B). 
Clearly L:(B) = Cm, p(n) L:(B). We next show this sum is direct: for this 
purpose we introduce the N”-gradation on M,(n) defined by 
deg XI” = (0, . . . . 1, . . . . 0) (with 1 in ith place) 
whence 
deg IXf;;:::,:~l, = (1, . . . . 1, 0, . . . . 0) (l’s in first a places). 
It readily follows that, if c( = (a,, . . . . a,), 
L;(B) E CM,Wl’~ 
where B = (6,) . . . . b,) is defined by bi= # {i: a,2 i}. Since the map CI H /I 
(essentially the conjugation map on partitions) in bijective, we get, as 
asserted. 




L+(B)= @ L*(B). 
ZE P(n) 






EL+ I (3.17)x 
A*(F) ry + L”(B) - M”(n) 
in which E “;, E;, 4’ are epic, while 4”; is a K-module isomorphism. 
To prove (d), we shall next construct a free &-basis for A:(& F), which 
we shall denote by Bi, and which is a q-deformation of the free basis B” 
constructed for A”F in [Tl, p. 911, in the sense that E”; maps the former 
to the latter. (The proof that Bi is a basis will then involve L%(B) and the 
diagram (3.17),.) This construction is achieved by the followmg sequence 
of definitions: 
DEFINITION 3.6. Let c( E P(n) be given by 
‘2 = (a,, . . . . a,) E P(n), so n>,a,B ... >a,s>O. 
We then define the Young-Ferrers frame for c1 to be the set 
YF(a)= {(i,j): 1 <i<s, 1 <j<ai}; 
(3.18) 
by an a-tableau in [n] will be meant a map 
T: YF(a) + [n]; 
we associate to such a tableau T the shape-monomial 
o(T) = o(l) ...w@)E A”(B, F), where for 1 Q 16 s, 
o”‘=f(T(4 I), . . . . T(4 a,))=fw,l, A ... A~T(,,~,Q~‘F 
and similarly the q-shape monomial wq( T) = 01’) . . . cob”’ E A;(B, F) where, 
for 1 Glds 
ol’)=f,(T(l, l), . . . . T(f, a,)). 
Such a tableau T: F(a) -+ [n] will be called row-strict standard if it satisfies 
the two following conditions: 
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(i) If 1 < i<s, 1 <j, <j, < ai then T(i, j,) < T(i, j,). 
(ii) If l<i,<i,<sand l<j<ai,then T(i,,j)<T(i,,j). 
Finally we set 
B” = B*(B, F) = {w(T): T row-strict standard u-tableau in [n]}. 
B; = B;( B, F) = { oq( T): T a row-strict standard a-tableau in [n]}. 
It is proved in [Tl] that B’ is a K-basis for A”F, precisely the same 
argument utilized there to show that Ba spans ,4”F over K, may be 
employed without essential modification to prove that Bz spans A;(B, F) 
over K,. (See Note III at the end of the paper for more details.) 
Thus, to complete the proof of (b), (c), and (d) (and hence of 
Theorem 3.5) it now suffices to prove the three following assertions: (1) 4 is 
manic, (2) E, is manic, (3) Bz is linearly independent over K,. 
If we push this generating set B; around the left part of the commuting 
diagram (3.17),, then (recalling that E, , E,, 4 are epic) we obtain 
generating sets 
B’=EyB; for A”Fover K; 
B; = 4B; for L; B over K, ; 
B”=&E”;B; for L’B over Kr 
and it is immediate from [Tl] that 
K-module isomorphism, and that B’ 
We next claim that B; is linearly 
K,-basis for L;(B)). 
Suppose not; suppose we had 
N 
Ba is a K-basis for AaF, that 4: is a 
is a K-basis for L”B. 
independent over K, (hence is a free 
,C, Ci4a(mq(Tt))=0 (3.19) 
with the Ci non-zero elements of K,, and with T,, ,,,, T,,, distinct row-strict 
standard a-tableaux in [n]. 
Since (for any ground-ring K over which q is an indeterminate) q - 1 is 
a prime element in the ring K,, we may write the Ci in the form 
cj=(q-l)pc; (1 <i<N), (3.20) 
where p is a non-negative integer, chosen so that not all the C: are divisible 
by q-l in K,. 
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Observe next that, since M,(n) is K,-free by Proposition 2.3, it follows 
that q - 1 is a non-zero-divisor on M,(n). Hence the equation (3.19) in 
M,(n), together with (3.20), implies that 
f c; qFw,( TJ = 0. (3.21) 
Let C: denote the residue class of Cl in 
K,l(q - 1) = K 
then by hypothesis, not all C: are 0. But then, applying E, to (3.21) would 
yield 
i=l 
contradicting the fact that B” is a K-basis for L*(B). This contradiction 
establishes that Bz is a K,-basis for L%(B). 
We may now complete the proof of (d): indeed, since d” maps the 
elements of B; onto the elements of B;, the result just proved, implies that 
Bi is linearly independent over K,, hence (as noted above) is a free 
K,-basis for AZB as required. 
It is now also immediate that 4 is manic. Indeed, any non-zero element 
o of A:(B, F) may be written as a K,-linear combination of elements of 
the basis B;; this is mapped by 4 into the same K,-linear combination of 
the corresponding elements of the basis Bz, so $0 #O, as required. This 
completes the proof of (b). 
Finally, that E, is an isomorphism, is an immediate consequence of the 
fact that it maps bijectively the elements {o @ 1: o E B;} of the basis 
B; @ 1 for ,4; B@ K, to the elements of the basis B” for A’ for A’( B, F). 
This completes the proof of (c) and thus of Theorem 3.5. 
Note I added in proof: The referee has suggested that we clarify the equivalence between 
the “Young symmetry relations” (1.2~) in the present paper, and the somewhat different- 
looking “Young symmetry relations” used in the earliest construction, via generators and rela- 
tions over Z, of the shape-algebra A + and the shape-functors A’, which was first published 
in [Tl] (received l-28-76). The key concept in either of these two equivalent definitions is 
that of “Young symmetry” of a function F(X,, . . . . X,; Y,, . . . . Y,) in two (or more) disjoint sets 
of variables, alternating within each set. It is stated on the first page of [T2], and proved in 
Theorem 5.3 of [T2, p. 441, that these two definitions of “Young symmetry” indeed coincide. 
It follows that the functors A +, A=, defined in the present section, are naturally isomorphic 
to those constructed in [Tl]. 
Here is a self-contained simplification of the proof just cited from [T2]. Some preliminary 
notation: For any subset 
I= ii,, . . . . i,}, i, < <i, 
481’142’1-3 
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of n= (1, . . . . n}, we setf(l)=& A ... ~.f,,. If also 
Kc I, K’zJEn, #K= #K’=r 
with 
J= {jl, -,i,},j, -c ... <.i,; K= {k,, . . . . k,}, k, < <k,; 
K’= {k;, . . . . k;}, k;< <k; 
then we define 
Int(K, K’) of .f(4 f(J) (NI.1) 
to be the shape o’ E A’,,’ of degree (t, s) arising from the shape 
f(I)f(J)=(e,, A ..’ r\ e,,).(e,, A ‘.. A eJEA’,’ 
upon interchanging k, with k’,, k, with k;, . . . . k, with k:. For example, 
W{2,6), (1, 3)).(ez A e4 A ed.(e, A e,)=(e, A e4 A ed’(e, *cd 
= - (e, A e3 r\ e4). (e2 A eb). 
If K = K’ = 4, i.e., r = 0, we understand this to mean 
Wh 4).f(MJ) =f(I)f(J). 
(For a more detailed and general explanation of this notation, cf. [Tl, Sect. 1.1; T2, Sect. 21.) 
With the notation just explained, the left sides of the defining relations (1.2~) above are the 
expressions 
T(K’; I, J) = c (-l)*KInt(K, L)c>f(l)j(J) (NI.2) 
KCI,LGK’ 
#K= XL 
for all I, J, K’ satisfying K’ EJE n, IE n, #I> #J, and K’ # 4. On the other hand, the 
defining relations for the shape algebra given in [Tl] were the expressions 
VK’; I. J) = -.f(U.f(J) + 1 INK, K’)of(I)f(J) (NI.3) 
KG, 
SK= #K, 
for all I, J, K’ satisfying K’ c J G n, I G n, #I> #J. 
(Note that we do nor require that K’ be nonempty; it is convenient to set Y(4; I, J) = 
-fWf(J)+WO, d)“f(OS(J) =@I 
Finally, to prove the asserted equivalence of these two sets of delining relations for A +, it 
suflices to show that each T is a Z-linear combination of the Y’s, and each Y a Z-linear com- 
bination of the T’s This is accomplished by the two following identities: with I, J, K’ as above 
(and K’ nonempty), 
Z-(K’;I,J)= 1 (-l)*‘Y(l’;I,J) (NI.4) 
“Sk 
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and 
Y(K’;I,J)= c (-l)eVT(v;f,J) 
YC K’ 
v+m 
(These are immediate consequences of (NI.2), (NI.3) together with 
(NM) 
C (-l)#“=O if K,SK,.) (NI.6) 
K,CvLK; 
There is still another defining set of relations for A +, the so-called “Garnir relations,” 
equivalent to (NI.2) and so to (NI.3), given by the set of all shapes, 
C(i,, . . . . i,; j,, . . . . j,; I; k,, . . . . k,) 
= 1’ (sgn n)(e,, A A e,r A P,“, A A e,,,) 
(e,.,,+r, A A e,., A c?k, A “’ A Q) (NI.7) 
with t > s + I > u + (t-I), all i, ,j, k between 1 and n; and where the sum x.:, is extended over 
the set of all A E G,, for which nl < < nl and n(l+ 1) < < of. (It is clear that the rela- 
tions (NI.7) include the relations (NI.2) as the subset for which s = 0. We omit here the well- 
known proof that conversely the relations (NI.4) are Z-linear combinations of the relations 
(NI.2); this is an immediate consequence (setting q= 1), of the more general fact proved in 
Note II below. 
Note II added in proqf: The referee has asked that we explain in more detail, in what sense 
these relations (3.2~) are to be considered as q-analogs of the concept “Young symmetry” used 
to construct the coordinate ring of the flag manifold in [Tl]. 
Indeed, we note that the left-hand sides of the relations (3.2c), which we shall take in the 
form 
= c E&i,, . . . . il,, . . . . ii,, . . . . i,,,, i,,, . . . . ii,) 
LBl,< <i,ssl+r 
XfJi,,.... i,,,..., i,,, . . . . i,+,)fq(il,, . . . . ii,,jl ,..., j,+,) (NII.1) 
(for l<r<s<t<fl,l<i,< ... <i,+, < n, 1 < j, < < j,-, < n) reduce to the expressions 
(NI.2) under the specialization q + 1. Similarly, the following expressions specialize under 
q + 1 to the Garnir relations (NI.7): 
G&i ,,..., i,;j ,,..,, j,;I;k ,,..., k,) 
= C’ Q~)fq(ill . . . . i,, jzl, . . . . i.,)f,Ci,,,+ ,,, . . . . j,,, k,, . . . . k,) (N11.2) 
with 
t>s+I>u+(r-I), I < i, < i i,v < j, < < j, < n, 
I <i,< ... <i,<k,< ... <k, 
(NII.3) 
and where the sum Ck is extended over the set of all B E G,, for which nl < < ~1 and 
n(l+ l)< “’ <Tf. 
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The sets of relations (NILI), (NII.2) on the generators (3.1) are equivalent, i.e., give rise to 
the same shape-algebra A,’ (which gives the promised generalization of the corresponding 
assertion in Note I). Since the former set is contained jn the latter, it suffices to verify that 
each q-Garnir relation (NII.2) is a Z-linear combination of the expressions (NII.1). This 
is trivially so if s = 0, and follows in general by induction on s, together with the following 
identity (given the inequalities (NII.3)): 
G&i,, . . . . i,- ,; i,, j,, . . . . j,;l+ l;k,, . . . . k,,) 
=G,(i,,...,i.,;i,,...,.i,;I;k,,...,k,,) 
+(-41r “+ ‘) G&i,, . . . . i,- i; j,, . . . . ,j,; I+ 1; i,, k,, . . . . k,). (NII.4) 
(Indeed the left side of this equation is the sum of two types of terms: those of the type 
(-q)-l’i‘./“‘. “~~‘f,Ci~, . .. . i,;i,, , . . . . j,,)/Ji,,,+ ij, . . . . j,,, k,, . . . . k,) which make up the first 
term G&i,, . . . . i,; j,, . . . . j,; I; k,, __., k,) on the right-hand side, and those of the type 
c-q)- “Jd, ~hci+~~~‘r~Jf~ ,‘x’&(i,, _.., i,- ,;j.,, ___, jn(,+ !,) 
xf,Ci,, ix,,+ z,, . . . . .i,,, k,, . . . . k,) 
=qn)(-qr “+“f,(i,, . . . . is-,, i,,, . . . . jncl+ ,,I 
x&Ci,,,+,,, -.., j,,, 4. k,, . . . . k,) 
which make up the second term on the right-hand side). 
To sum up, the equivalent sets of relations (NII.I), (NII.2) may be regarded as 
q-deformations of two of the (three) equivalent sets of relations explained in Note I. Unfor- 
tunately, we have not been able to find a simple q-deformation of the relations (NI.3) used 
in [Tl], and for this reason we have instead used the q-deformation of the equivalent set 
(NI.2) in setting up Definition 3.1. 
Note III added in proojI At the referee’s request, we reproduce here in some detail the 
variant just referred to of the argument in [Tl] (embellished by suitable q’s, but otherwise 
essentially unchanged) to prove that B; spans ,4;(F, B) over K,. Let us mention one impor- 
tant feature of this argument: it constitutes in fact an explicit and effective algorithm for com- 
puting in the q-shape-algebra A:(& E) by reducing its elements to a standard form (which 
reduces in the q + 1 limit to the algorithm presented in [Tl]). 
As in [Tl], let us call an cc-tableau into n = { 1, .._, n}, semi-sfandurd if it satisfies condition 
(i) (but not necessarily condition (ii)) of Definition 3.6; let 5 denote the (finite) set of these. 
Since (for each positive integer m) A$” is K,-free on 
{.fn,, A .'. A .frcm,: 1 <7(l)< “’ <T(m)<n) 
it is clear that A;(& F) is spanned over K, by 
{w,(T): TEl} 
Thus, as in [Tl], it suffices to construct a partial ordering << on 5, such that for every semi- 
standard T which is not standard, oy( T) differs from some K,-linear combination S(T) of 
{0q(T,):T1E9-,T<T,, TZT,} 
by a AC-linear combination R(T) of the relations in our set (3.2). 
The construction of such *, S(T), R(T) is the least trivial part of the easy proof that Ez 
spans ““9 (in comparison to the much harder proof before that 8: is linearly independent). In 
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fact, precisely the ordering < used in [Tl] d oes the trick (though there are other orderings 
that work as well). Namely, let 
a= (a,. . . . . a,>, a, > .‘. >a,>O; 
assign to each a-tableau T the sequence C(T) given by 
T(s,a,), . . . . T(s, l), . . . . T(2, a*), . . . . T(2, l), T(1, a,), . . . . T(l, 1) 
and say T B T’ if C(T) precedes Z( T’) lexicographically. 
If TEZ is not standard, the required “straightening relation” R(T) and “straighter 
equivalent” S(T) are constructed as follows. 




< P(P+ 1, i) if i<Q. 
where 
w;=o”‘...w “-‘)(=lifp=l), (u;:=o(p+*J...w “‘(=lifP=s-1). 
With this notation, we choose the “straightening relation” R(T) to be R(T) = w;. G w; 
with G = C,(T(P, l), . . . . T(P, Q - 1); T(P + 1, l), .., T(P + 1, Q), T(P, Q), . . . . T(P, a,); 
ap- Q + 1; T(P+ 1, Q + l), . . . . T(P+ 1, ap+ i)) (as defined in (NII.2); note the inequalities 
(NII.3) are indeed satisfied in the present case). We then set S(T) = T- R(T). (That R(T) and 
S(T) indeed have the required properties follows as in [Tl, p. 921.) 
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