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 Abstract 
We investigated the neural correlates of concrete nouns with either many or few semantic 
features. A group of 21 participants underwent two days of training and were then asked to 
categorize 40 newly learned words and a set of matched familiar words as living or nonliving 
in an MRI scanner. Our results showed that the most reliable effects of semantic richness 
were located in the left angular gyrus (AG) and middle temporal gyrus (MTG), where 
activation was higher for semantically rich than poor words. Other areas showing the same 
pattern included bilateral precuneus and posterior cingulate gyrus. Our findings support the 
view that AG and anterior MTG, as part of the multimodal network, play a significant role in 
representing and integrating semantic features from different input modalities. We propose 
that activation in bilateral precuneus and posterior cingulate gyrus reflects interplay between 
AG and episodic memory systems during semantic retrieval. 
 
 
Key words: word learning, semantic representation, semantic richness, semantic features, 
angular gyrus, middle temporal gyrus, fMRI. 
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1. Introduction 
All familiar words known to a language user were once completely unfamiliar nonwords. 
Recent examples of these are terms such as blog, twitter, or selfie. As language users, we have 
learned the form and meaning of these words by means of complex learning mechanisms that 
are particularly active in childhood but remain dynamic and effective throughout adulthood 
(Bloom, 2000; Mayor & Plunkett, 2010; McMurray, Horst, & Samuelson, 2012). Along the 
different stages of learning, individuals acquire most of their vocabulary incidentally and with 
no explicit instruction (e.g., Mestres-Missé, Rodriguez-Fornells, & Münte, 2007; Nagy, 
Anderson, & Herman, 1987). This process seems to depend on a variety of factors, including 
the number of different contexts in which words are encountered (e.g., Bolger, Balass, 
Landen, & Perfetti, 2008; van Daalen-Kapteijns, Elshout-Mohr, & de Glopper, 2001) and the 
amount of semantic information with which the new vocabulary is associated during learning 
(Ferreira, 2011; McKay, Castles, Davis, & Savage, 2007). A sizeable number of behavioral 
studies employing familiar words as stimuli have shown that words with rich semantic 
representations show processing advantages in comparison with words that have poor 
semantics (e.g., Grondin, Lupker, & McRae, 2006; Pexman, Lupker, & Hino, 2002; Pexman, 
Holyk, & Monfils, 2003; Yap, Tan, Pexman, & Hargreaves, 2011). Despite this, semantic 
richness has never been manipulated in word learning studies. In addition, the neural 
mechanisms that support semantic processing and benefit from richer semantic 
representations remain elusive. The current study investigated the neural correlates of 
processing newly learned words and matched familiar words associated with many or few 
semantic features.  
Several different measures have been used to investigate semantic richness. These include 
word concreteness (e.g., Kroll & Merves, 1986), the number of semantic features (e.g., 
Pexman, Holyk, & Monfils, 2003), the number of semantic associates (e.g., Buchanan, 
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Westbury, & Burgess, 2001), and the number of semantic neighbors (e.g., Siakaluk, 
Buchanan, & Westbury, 2003), among others. These variables have been widely used in 
studies of familiar words, where semantic richness effects have been reported in word naming 
(e.g., Pexman et al., 2002), lexical decision (e.g., Borowsky & Masson, 1996; Buchanan et 
al., 2001; Kroll & Marves, 1986; Pexman et al., 2002), semantic categorization (e.g., Grondin 
et al., 2006; Pexman et al., 2002; Pexman et al., 2003), and free recall (e.g., Walker & Hulme, 
1999). Despite the overwhelming evidence of a semantic richness effect in behavioural 
studies, we are aware of only one fMRI study that directly investigated the neural correlates 
of semantic richness. Pexman, Hargreaves, Edwards, Henry, and Goodyear (2007) looked at 
neural differences between words with high and low number of semantic associates (NSA). 
They found less activation for high-NSA than low-NSA words in a number of cortical 
regions, including the left inferior frontal gyrus, and the left inferior temporal gyrus. No areas 
showed significantly higher activation for high-NSA than low-NSA words. Pexman and 
colleagues suggested that increased activity for low-NSA words was due to the more effortful 
lexical and semantic processing required by words with few associations.  
In the current study, we used a different measure of semantic richness (the number of 
semantic features) and a word learning approach in order to gain more control over the 
differences between the semantic representations of our stimuli. The number of semantic 
features has been a very influential variable for classical, prototype, and exemplar theories of 
word meaning (Medin & Schaffer, 1978; Minda & Smith, 2002; Smith & Medin, 1981).  
Within the cognitive psychology tradition, concept and categorization theories have also 
employed semantic features (e.g., Minsky, 1975; Norman & Rumelhart, 1975), as well as 
computational models of semantic representation (e.g., Cree, McNorgan, & McRae, 2006; 
McRae, de Sa, & Seidenberg, 1997; Vigliocco, Vinson, Lewis, & Garrett, 2004). Within 
cognitive neuroscience, features have been used to explain semantic deficits in a wide variety 
of populations (Garrard, Lambon Ralph, Patterson, Pratt, & Hodges, 2005; Rogers et al., 
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2004; Tyler, Moss, Durrant-Peatfield, & Levy, 2000), among other phenomena. Despite being 
a crucial variable for theories of word meaning, there is very little information about the 
neural mechanisms underlying featural representations and particularly how new features are 
bound together to become integrated in semantic memory.  
Most word learning research, including neuroimaging studies, has taught participants new 
labels for familiar concepts and can be thought of as simulating second language learning 
(e.g., Bradley, King, & Hernandez, 2013; Breitenstein et al., 2005; Clements-Stephens et al., 
2012; Mestres-Missé, Cámara, Rodriguez-Fornells, Rotte, & Münte, 2008; Mestres-Missé, 
Rodriguez-Fornells, & Münte, 2010; Raboyeau, Marcotte, Adrover-Roig, & Ansaldo, 2010). 
Our paradigm, in contrast, was designed to simulate word learning in a first language where a 
new word is usually associated with a new concept. The present study is one of only a small 
number that have attempted to simulate the acquisition of new vocabulary in adults’ first 
language by teaching novel word-forms in association with real but novel meanings 
(Cornelissen et al., 2004; Grönholm, Rinne, Vorobyev, & Laine, 2005; Hultén, Vihla, Laine, 
& Salmelin, 2009; Takashima, Bakker, van Hell, Janzen, & McQueen, 2014). To the best of 
our knowledge, the current study is also the first to combine a comparison of familiar vs. 
newly learned words with a comparison of rich vs. poor words, and the only one to make 
those comparisons in the context of a semantic judgment task (living or nonliving).  We are 
therefore uniquely positioned to evaluate the extent to which differences in activations 
generated by rich and poor words, and different activations generated by familiar and newly 
learned words, can be given a similar explanation.   
Despite the sizeable number of neuroimaging studies of semantics, the neurobiological 
foundation of semantic memory is still poorly understood. On the one hand, there seem to be 
some brain regions that are modality-specific, being associated with the processing of either 
written or spoken words, and others that are multi-modal, being involved in the integration of 
information from multiple modality-specific areas (e.g., Binder & Desai, 2011; Damasio, 
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1989a, b; Patterson, Nestor, & Rogers, 2007). Damasio (1989a, b) proposed the theory of 
convergence zones in order to account for the brain’s ability to integrate input from different 
modalities. He suggested that convergence zones are located at multiple neural levels and can 
bind information from different sensory inputs. They also provide feedback to multiple lower-
level cortical regions modulating neural activity. Due to their relevance for the current work, 
we focus primarily on multimodal areas or convergence zones, including inferior parietal lobe 
and much of the temporal lobe. On the basis of a meta-analysis of 120 functional 
neuroimaging studies, Binder et al. (2009) identified several putative semantic areas, which 
lie primarily in the left temporal lobe and the left inferior parietal cortex (Binder & Desai, 
2011; Vigneau et al., 2006). Within inferior parietal cortex, the most consistently activated 
area was the angular gyrus (AG). Binder et al. (2009) suggested that the AG plays a role in 
high-level integration of complex semantic information; for example, integrating the 
meanings of the component words in sentences or the component sentences in texts, or 
combining spatial and temporal information to create representations of event concepts (cf. 
Bemis & Pylkkanen, 2013; Binder & Desai, 2011). Activation of the AG has been reported to 
be stronger for words than nonwords (Carreiras, Mechelli, Estévez, & Price, 2007; Cattinelli, 
Borghese, Gallucci, & Paulesu, 2013; Davis & Gaskell, 2009; Vigneau, Jobard, Mazoyer, & 
Tzourio-Mazoyer, 2005) and stronger for concrete than abstract nouns (Binder, Medler, 
Desai, Conant, & Liebenthal, 2005; Mestres-Missé, Münte, & Rodriguez-Fornells, 2008; 
Sabsevitz, Medler, Seidenberg, & Binder, 2005). Words have meanings in a way that 
nonwords do not, and concrete words have been argued to have richer, more detailed semantic 
representations (on average) than abstract words (Plaut & McClelland, 1993). AG activation 
would therefore appear to be a function of the amount of semantic information being 
processed. 
Another area involved in semantic processing is the anterior temporal lobe (ATL), 
identified in Binder et al.'s (2009) meta-analysis as extending back from the left temporal pole 
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to include the anterior middle temporal gyrus (MTG) and portions of the inferior temporal 
gyrus and anterior fusiform gyrus. Devlin et al. (2000) reported stronger activation of the left 
anterior MTG and temporal pole during semantic decisions to written words compared with 
visual classification of letter sequences (see also Binney, Embleton, Jefferies, Parker, & 
Ralph, 2010; Scott, Leff, & Wise, 2003; Visser, Jefferies, & Ralph, 2009). Stronger ATL 
responses have also been reported to high than low frequency words (Majerus et al., 2005; 
Prabhakaran, Blumstein, Myers, Hutchison, & Britton, 2006) and to familiar words than 
nonwords (Davis & Gaskell, 2009; Majerus et al., 2005; Orfanidou, Marslen-Wilson, & 
Davis, 2006). Ellis, Burani, Izura, Bromiley, and Venneri (2006) found stronger activation of 
left ATL when participants were naming early acquired objects than when they were naming 
late acquired objects. Urooj et al. (2014) obtained a similar pattern with MEG. Ellis et al. 
(2006) and Urooj et al. (2014) argued that these effects arise at the ATL because early 
acquired concepts have richer semantic representations than late acquired concepts. 
Binder et al. (2009) proposed that the left ATL is involved in integrating semantic 
information across different sensory modalities and in concept retrieval (cf. Bemis & 
Pylkkanen, 2013). Other researchers have proposed that the region functions as a 'semantic 
hub', drawing together visual, auditory, motor, functional and 'encyclopedic' knowledge about 
words and concepts to form high-level, amodal conceptual representations (Patterson et al., 
2007; Rogers et al., 2006; Visser, Embleton, Jefferies, Parker, & Ralph, 2010). 
The present study investigated the neural consequences of semantic richness across 
familiar and newly learned words. Our study provides novel insights into the brain 
mechanisms involved in acquiring the semantic information of new words, using the number 
of semantic features. Its results inform our understanding on the number of exposure 
participants require in order to acquire a novel word and its meaning, and the extent to which 
the representations of novel words learned in an experimental setting resemble those of 
familiar, real words. The novel words were trained during the two days immediately 
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preceding the scanning session. Participants learned the spoken forms, written forms and 
meanings of the novel words. We manipulated semantic richness by teaching participants 
many or few features of the novel concepts. In the scanning task, participants were shown the 
newly learned words mixed with an equal number of familiar words. The familiar words were 
selected on the basis of previously-obtained norms as being words for which adults typically 
have rich or poor semantic representations. An attempt was made to match the novel and the 
familiar words on semantic richness. Half the novel and half the familiar words referred to 
living things while the other half referred to nonliving things. The participants' task in the 
scanner was to classify each word as it appeared as living or nonliving.  
The study therefore allowed orthogonal comparisons of neural activation during a semantic 
classification task to familiar versus newly learned words and to semantically rich versus 
semantically poor words, as well as the interaction between familiarity and semantic richness. 
On the basis of previous studies (see Binder et al., 2009), we expected to see more activation 
to familiar than newly learned words, and to rich than poor words, in areas associated with 
semantic representation including the AG and left ATL. In contrast, the task of deciding 
whether a word denotes a living or a nonliving thing should be more difficult for newly 
learned words and words with poor semantic representations than for familiar words and 
words with rich semantic representations. We therefore expected activation in IFG to show 
the opposite pattern of activations in the contrast between familiar and novel words and the 
orthogonal contrast between rich and poor words. Bearing in mind that orthographic and 
phonological processing areas respond more strongly to unfamiliar than familiar words (e.g., 
Bruno, Zumberge, Manis, Lu, & Goldman, 2008; Cattinelli et al., 2013; Davis & Gaskell, 
2009), we also expected that activation of the left posterior and mid fusiform gyrus during 
orthographic processing and activation of the posterior MTG and posterior IFG during 
phonological processing would be stronger to novel than familiar words. 
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2. Materials and methods 
2.1 Participants 
The participants were 21 students from the University of York (7 males, 15 females; mean 
age = 20.82 years; range 18-30). All were right handed (laterality index >80; Oldfield, 1971) 
native speakers of British English with normal or corrected-to-normal vision. One additional 
participant was enrolled in the study but subsequently excluded from the group analyses 
because of high error rates (3.2 SDs below the group mean for accuracy) on the fMRI task. 
The study was approved by the Research Ethics and Governance Committee of the York 
Neuroimaging Centre, University of York, UK. Participants gave informed consent and 
received either payment or course credit. 
 
2.2 Stimuli 
The 40 familiar words used in the experiment were selected from a larger set of 100 object 
names. In a separate semantic feature generation study, the 100 object names were divided 
into 5 sets of 20. Each set was presented to a different group of 20 student participants who 
were asked to list as many attributes and semantic features as they could for each object (cf. 
McRae, Cree, Seidenberg, & McNorgan, 2005; Vinson & Vigliocco, 2008). Features were 
selected for inclusion if they were generated by at least 4 of the 20 participants (see Table 
2SM, for detail). Taxonomic features (e.g., animal, tool) were excluded from the final count 
because the superordinate category of a concept conveys different information from that of 
other types of features (function, parts, etc.) (McRae et al., 2005). Twenty words (10 living, 
10 nonliving) were chosen with high numbers of semantic features (mean = 18.0, range = 14-
24). A further 20 words (10 living, 10 nonliving) were chosen with low numbers of semantic 
features (mean = 9.6, range = 5-13). Examples of familiar words for which participants listed 
many features and have, therefore, rich semantic representations are duck, gorilla, bath and 
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piano. Examples of familiar words with poorer semantic representations are crow, otter, peg 
and cello. Familiar words were matched on AoA, concreteness, orthographic neighborhood, 
letter length, bigram frequency, and word frequency (see Table 1). Independent t-tests were 
run across all variables and found no significant differences between rich and poor words (p > 
0.05).     
Forty novel words were then created. These were matched to the familiar words on initial 
letter, number of letters, number of orthographic neighbors and bigram frequency. Examples 
are darp, epernald, ornel and parack. Details of the matching of both word and nonword sets 
are shown in Table 1. Each novel word was then paired with a real but obscure concept (half 
living and half nonliving, covering the same range of semantic categories as the familiar 
words). For example, darp was paired with helmeted hornbill (a bird) while parack was 
paired with cimbalom (a musical instrument). Half of the novel words were assigned to a high 
semantic features set. These semantically rich novel words were trained in association with 
colored pictures of the associated objects (see Figure 1SM) and accompanied by sentences 
which identified a mean of 18.0 specific features per concept (range 14-24). The number of 
semantic features trained for the rich novel words therefore matched the number of semantic 
features generated in the normative study for rich familiar words. Examples of the training 
sentences are A darp is ugly, has an ivory-like helmet, and a wrinkled throat, A darp can fly, 
is large, and has a long white tail. The remaining 20 novel words were assigned to the low 
semantic features set. These semantically poor novel words were trained in association with 
pictures that had been slightly blurred using the Gaussian Blur filter in Photoshop CS3, with a 
radius ranging from 7 to 10 pixels. The resulting images conveyed basic visual features, 
including shape and color of the novel objects (see Figure 1SM). The poor novel words were 
accompanied in training by sentences which identified a mean of 9.6 semantic features (range 
5-13), matched to the number of semantic features produced for the poor familiar words. The 
sentences used to train the semantic features of the novel words never included taxonomic 
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features (e.g., animal, object) since they are of a different nature (see McRae et al., 2005) and 
can provide access to many more features. We also avoided the words ‘living’ or ‘nonliving’ 
since this judgment had to be inferred during the fMRI experiment from the information 
provided.  
Table 1 about here 
2.3 Procedure 
The experiment took place over three days. On days 1 and 2, participants were trained on both 
the spoken and written forms of the novel words. The training was carried out in a quiet room 
in the Department of Psychology. The training session on each day lasted approximately one 
hour. Day 3 involved categorizing the familiar and the newly learned novel words in the MRI 
scanner. This was followed by a semantic feature generation task that was added in order to 
assess learning and retention of the semantic features of the novel words. 
 
2.3.1 Training 
Training on day 1 began with task 1 in which the spoken forms of the 20 novel words from 
either the rich or the poor set were presented twice through headphones. Each nonword was 
accompanied by a picture of the associated unfamiliar object. This was followed by task 2 in 
which the same items (rich or poor) were presented in both spoken and written form, 
accompanied once again by the associated pictures. Participants were instructed to study the 
picture and read / repeat the word. Participants were then shown slides which presented the 
novel words embedded within sentences that conveyed semantic features. More semantic 
features were provided for the rich than the poor items. This was followed by short questions 
which prompted the participants to recall one of the semantic features of each novel word and 
type the name of that feature as a response (e.g., What is a parak made of?). The correct 
answer (e.g., It is made of wood) was then displayed. Task 3 involved presenting the 20 
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pictures one at a time, accompanied by the written and spoken novel words, but without the 
feature sentences. Participants were instructed to type each novel word into a space below the 
picture. Task 4 was similar to task 3 except that the written form of the novel word did not 
accompany the picture and the spoken word. Participants were instructed to type the word in 
the space below the picture. When the participant pressed Enter, the correct form of the word 
was displayed above the picture so that they could compare the correct form with their 
attempt. After completing the four tasks with one set of novel words (rich or poor), 
participants were allowed a short break before repeating the entire procedure with the other 
set.  
On day 2, tasks 1 to 4 were repeated with only slight modifications. Those participants 
who were trained on day 1 on rich novel words followed by poor novel words received the 
two sets in the opposite order on day 2. The remaining participants who were trained on day 1 
on poor novel words followed by rich novel words likewise received the two sets in the 
opposite order on day 2. Following the second presentation of task 4, a fifth task was given. 
Whereas the two versions of task 4 contained either the rich novel words or the poor novel 
words, task 5 required participants to type the names of all the objects in response to pictures 
only, with rich and poor items interleaved in a random order. In each trial, the correct name of 
the item was presented after the participants had entered their attempt.  
By the end of day 2, participants had heard each novel word 6 times across the two training 
sessions, read it as an isolated written word 7 times and in sentence contexts 10 times, and 
had attempted to type it 4 times, making 27 exposures in total.  
 
2.3.2 Scanning Task 
On day 3, participants were tested in the York Neuroimaging Centre. Before scanning, 
participants were familiarized with the categorization task by completing 10 practice trials 
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using additional familiar words. Once positioned in the scanner, participants performed the 
semantic categorization task on the 40 novel words and 40 familiar object names (which had 
not previously been exposed in the experiment). An event-related design was used, with the 
80 experimental stimuli being presented in a random, interleaved order. Stimuli were back-
projected onto a screen which could be viewed through an angled mirror positioned above the 
participant’s head. Each trial began with a 500 msec fixation cross at the center of the screen, 
followed by a familiar or newly learned word presented for 2,500 msec in lower case 50-point 
Courier New font in white on a black background. Participants were instructed to classify 
each word as living or nonliving as quickly as possible by pressing one of two buttons on a 
response box held in their right hand. Half the participants pressed the button under their 
index finger for ‘living’ and the button under their middle finger for ‘nonliving’. For the 
remaining participants, the designation of the two buttons was reversed. Following the 
presentation of each word, a blank screen appeared for an average of 2.5 secs (range 1.1 - 8.0 
secs jittered across trials). The presentation of the stimuli and collection of reaction times was 
done using the Presentation software (version 12.0, www.neurobs.com). 
All 80 stimulus words were presented once in a randomized, fully interleaved order. The 
80 words were then presented again in a different order but within the same acquisition run. 
There were therefore 160 trials in total, 40 per experimental condition (familiar rich, familiar 
poor, novel rich, novel poor).  
 
2.3.3 Feature Recall Task  
After completing the scanning experiment, participants were taken to a different room where 
they were presented with the 40 novel words one at a time and were allowed a maximum of 1 
minute to write down as much information as they could remember about each one in the 
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form of a list of features or attributes. As an example, they were shown all features listed for 
the word cheese in the McRae et al. (2005) study.  
 
2.3.4 MRI Data Acquisition 
Whole-brain structural and functional images were acquired on a 3.0 Tesla MRI scanner 
(General Electric HDx Excite) using an 8-channel, 8-element phased-array head coil. Foam 
padding was used to keep participants’ heads stable and minimize movement. Participants 
wore earplugs to reduce noise levels. fMRI data were acquired using a gradient single-shot 
echo planar imaging (EPI) sequence (TR = 3 sec, TE = 33.7 msec, flip angle = 90º, FOV = 26 
x 26, matrix = 128 x 128, continuous slice thickness = 3.5 mm). In order to facilitate 
localization and co-registration of functional data to the structural image, a T1-weighted in-
plane anatomical image was also acquired using a fluid attenuated inversion recovery 
(FLAIR) sequence (TR = 2.5 sec, TE = 9.94 msec, inversion time (TI) 1050 msec, acquisition 
matrix = 256 x 224, FOV = 288 mm, slice thickness = 3 mm). High-resolution T1-weighted 
structural images were acquired using an inversion recovery-prepared 3-D FSPGR (Fast 
Spoiled Gradient Echo) pulse sequence (TR = 8.03 msec, TE = 3.07 msec, TI = 450 msec, 
acquisition matrix = 256 x 256, Flip angle 20º, FOV = 290 mm, slice thickness = 1 mm).  
 
2.4 fMRI Data Analysis 
Functional imaging data were pre-processed and analyzed using version 5.98 of FEAT, the 
FMRI Expert Analysis Tool in FSL 4.1.8 (FMRIB, Oxford, UK; 
http://www.fmrib.ox.ac.uk/fsl). Trials were defined as extending from the presentation of the 
stimulus word (individualized onset times for each participant) to the moment when a push-
button response was detected (cf. Grinband, Wager, Lindquist, Ferrera, & Hirsch, 2008). The 
same trials were used in the fMRI analysis as in the RT analysis (i.e. correct responses only 
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with RTs >300 msec and <2.5 SDs from the mean for each condition and presentation). The 
data were first pre-processed using MCFLIRT motion correction, slice-timing correction with 
Fourier-space time series phase-shifting, spatial smoothing (Gaussian, FWHM 8 mm) and 
high pass temporal filtering (Gaussian-weighted least-squares straight line fitting with sigma 
= 50 sec). Registration to high-resolution and standard space was carried out using FMRIB’s 
linear registration tool FLIRT (Jenkinson & Smith, 2001; Jenkinson, Bannister, Brady, & 
Smith, 2002). First-level general linear model (FILM) time-series analysis was carried out 
using local autocorrelation correction (Woolrich, Ripley, Brady, & Smith, 2001). The data 
from each participant's fMRI session were entered into a general linear model for event-
related analysis with 4 event types derived from the factorial crossing of familiarity (familiar 
versus novel) and semantic richness (rich versus poor). Familiarity x semantic richness 
interactions (familiar-rich + novel-poor versus familiar-poor + novel-rich) were also modeled. 
Two regressors were added at the first level analysis to account for order of presentation and 
RT. The regressor for order of presentation was included due to the variance associated with 
the fact that RTs were generally faster to second than first presentations of the stimulus 
words. The regressor for RT accounted for possible domain-general effects due to 
performance differences in response time across conditions (participants responded faster to 
familiar than novel words and to rich than poor words).  
Higher-level analyses were conducted across the 21 participants using FLAME Bayesian 
mixed-effects analysis (Beckmann, Jenkinson, & Smith, 2003; Woolrich, Behrens, 
Beckmann, Jenkinson, & Smith, 2004) in order to generate z-statistics based on the contrasts 
between the conditions presented above. FMRI data processing was carried out using FEAT 
(FMRI Expert Analysis Tool) Version 5.98, part of FSL (FMRIB's Software Library, 
www.fmrib.ox.ac.uk/fsl). Z (Gaussianised T/F) statistic images were thresholded using 
clusters determined by Z > 2.3 and a (corrected) cluster significance threshold of p = .05 
(Forman, Cohen, Fitzgerald, Eddy, Mintun, & Noll, 1995; Worsley, 2001). Peaks of 
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activation falling more than 8 mm apart are reported separately. When peaks were separated 
by less than 8 mm, only the highest peak is reported.  
Two conjunction analyses were also performed in FSL following the method described in 
Nichols, Brett, Andersson, Wager, and Poline (2005). These were 1. the conjunction of 
familiar > novel and rich > poor, and 2. the conjunction of novel > familiar and poor > rich. 
Images were again cluster thresholded at Z > 2.3 and a cluster significance threshold of p < 
.05 was employed.  
Areas of activation were labeled with the help of the Harvard-Oxford Cortical Structure 
Atlas and the Harvard-Oxford Subcortical Structure Atlas incorporated into FSL view 
(Oxford Centre for Functional MRI of the Brain (FMRIB) Software Library; 
www.fmrib.ox.ac.uk/fsl). All coordinates are in MNI space (Evans, Collins, & Milner, 1992). 
 
3. Results 
3.1 Behavioral Data 
3.1.1 Semantic Categorization 
The 21 participants contributed 3360 responses (80 stimuli presented twice each to 21 
participants). Of those 3360 responses, just 113 (3.4%) were miscategorization errors while 8 
(0.2%) were no-response errors. Outliers were defined as responses below 300 msec or more 
that 2.5 SDs above the mean (defined separately for each participant for first and second 
presentations of familiar and novel items). Fifty-three outliers (1.6% of responses) were 
deleted. A total of 174 responses (5.2%) were therefore removed from both the RT and fMRI 
analyses.  
The behavioral results for the categorization task are shown in Table 2. Because each word 
was categorized twice, the effects on RT and accuracy were analyzed in a repeated measures 
ANOVA with factors of presentation (1st or 2nd), familiarity (familiar versus novel) and 
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semantic richness (rich versus poor). Effect sizes were measured in terms of partial eta 
squared (η2p ). Analysis of RTs for correct, trimmed responses found a significant 139 msec 
effect of presentation, F(1, 20) = 104.63, p < .001, Kp2 = .84, with faster responses to second 
presentations than first presentations, a 175 msec effect of familiarity, F(1, 20) = 63.08, p < 
.001, Kp2 = .76, with faster responses to familiar words than novel words, and a 52 msec effect 
of semantic richness, F(1, 20) = 29.80, p < .01, Kp2 = .60, with faster responses to items with 
rich than poor meanings. The only significant interaction was between presentation and 
familiarity, F(1, 20) = 45.98, p < .001, Kp2 = .70, where the difference in RTs between 
familiar and novel words was reduced for the second presentation compared with the first. 
The interaction between familiarity and richness did not approach significance, F(1, 20) = 
1.09, p = .31, Kp2 = .08, indicating that the effect of semantic richness on RTs was comparable 
for familiar and novel words.  
Table 2 about here 
Error rates were generally low. Analysis of error rates showed significant main effects of 
familiarity, F(1, 20) = 13.17, p < .01, η2p = .40, with fewer categorization errors to familiar 
than to novel words, and semantic richness, F(1, 20) = 7.92, p < .01, η2p = .28, with fewer 
errors to rich than poor items. The main effect of presentation order on error rates was not 
significant. The only significant interaction involved familiarity and semantic richness, F(1, 
20) = 4.58, p < .05, η2p = .19, reflecting the fact that the difference in error rates between rich 
and poor items was greater for novel than familiar words.  
 
3.1.2 Feature Recall Task  
Feature lists generated for the novel words after the scanning experiment were scored using 
the criteria employed by McRae et al. (2005). Participants recalled significantly more features 
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for the novel words with rich semantics (mean = 6.0, SD = 1.4) than for the novel words with 
poor semantics (mean = 3.5, SD = 1.3), t(23) = 12.10, p < .001.  
 
3.2 Neuroimaging Data 
Whole-brain analysis was based on the same trials that were used in the analysis of RTs (i.e., 
trials where the stimuli were categorized correctly with RT outliers removed, which 
comprised 94.8% of all trials). BOLD responses were compared to familiar and novel words 
combined across rich and poor, and to rich and poor words combined across familiar and 
novel. The results are shown in Table 3 and Figure 1. 
Both contrasts involving familiarity (familiar > novel and novel > familiar) produced 
significant clusters (Figure 1A). Greater activation to familiar than novel words was observed 
in the following regions: 1. the left occipito-temporo-parietal junction, including the superior 
lateral occipital cortex, the supramarginal gyrus, and the angular gyri, 2. the right occipito-
temporal-parietal junction including the angular gyrus and the lateral occipital cortex, 3. left 
temporal cortex comprising inferior, middle, and superior temporal gyri, 4. left fronto-
temporal cortex, which included frontal orbital cortex, IFG (pars triangularis), lateral frontal 
pole, and temporal pole, 5. right frontal and prefrontal cortices extending from frontal orbital  
cortex to IFG (pars triangularis, pars opercularis), 6. medial frontal and prefrontal cortices 
comprising bilateral superior frontal gyrus and left paracingulate gyrus, 7. bilateral precuneus 
and left posterior cingulate gyrus.  
The converse pattern of greater activation to novel than familiar words was observed in 1. 
left ventral occipitotemporal (fusiform) cortex, 2. left medial inferior frontal pole and insular 
cortex, 3. right inferior insular and inferior frontal pole, 4. left parietal-occipital junction 
including parietal lobule, lateral occipital cortex, cuneus and extending into the left 
cerebellum. 
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The contrasts involving semantic richness revealed four major clusters showing stronger 
activation to rich than poor words. These were 1. the left AG and lateral occipital cortex, 2. 
left paracingulate gyri and frontal pole bilaterally, 3. bilateral precuneus and left posterior 
cingulate gyrus, 4. left temporal cortex including middle, superior, and inferior temporal gyri 
(Figure 1B). No significant clusters were observed showing stronger activation to poor than 
rich words.   
An interaction between familiarity and semantic richness was found in one cluster located 
in bilateral cerebellum. This interaction reflected significantly higher activation for rich 
versus poor in novel words and no differences between these contrasts in familiar words.  
In the conjunction analysis, the conjunction of familiar > novel and rich > poor revealed 
significant activations in the left AG / LOC, and left medial inferior prefrontal cortex 
extending into the right paracingulate gyrus (Fig. 1C and Table 3). The conjunction of novel > 
familiar and poor > rich found no significant activations.  
Figure 1 and Table 3 about here 
 
4. Discussion 
Participants made an average of only 3.4% categorization errors in the scanner, demonstrating 
that the novel words had been well learned during the previous two days and that the familiar 
words that were interspersed with them were known to the participants. Participants were, 
however, faster to classify familiar than novel words, and rich than poor words. The effect of 
familiarity on categorization RTs was about three times larger than the effect of semantic 
richness and mirrors the faster semantic categorization of high than low frequency words 
reported by Taft and van Graan (1998). The faster categorization of rich than poor words, 
albeit with a smaller effect size, replicates similar behavioral findings by Pexman et al. (2003) 
and Yap et al. (2011). We note that the words 'living' and 'nonliving' were never used in the 
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training of the novel words and that a range of different types of living and nonliving objects 
were used (e.g., birds, mammals, fish and insects for living things and clothing, tools and 
household objects for nonliving). Participants therefore had to retrieve what they knew about 
the meanings of the novel words in order to make their judgments.  
Classifying familiar words generated more activation than classifying newly learned words 
in several parts of the semantic processing network identified by Binder et al. (2009). These 
included the left ATL / MTG and bilateral angular gyri, medial prefrontal cortex and 
precuneus / posterior cingulate gyri bilaterally. Other regions showed the opposite pattern of 
stronger responses to novel than familiar words and corresponded roughly to non-semantic 
areas of the reading network (Dehaene, 2010), including left occipital and ventral occipito-
temporal regions, and bilateral anterior insula.   
Reliable effects of semantic richness were observed in left AG, left anterior MTG, bilateral 
precuneus / posterior cingulate gyri, and left paracingulate gyrus, with stronger activation to 
rich than poor words. The left AG was also highlighted in the conjunction of familiar vs. 
novel and rich vs. poor words. No regions were found to show significantly stronger 
activation to poor than rich words. The only interaction found was located in bilateral 
cerebellum and it is explained by higher activation for rich vs. poor in novel words (see Table 
3). Overall, our results replicated the findings of previous word vs. novel word studies (e.g., 
Davis & Gaskell, 2009; Orfanidou et al., 2006), and are compatible with the proposal that 
participants had less detailed semantic representations for novel than familiar words, and for 
poor than newly learned words. This was particularly clear in the left AG, which was 
activated in the conjunction (familiar > novel and rich > poor) analysis but showed no 
interaction effect, implying that semantic richness affected both familiar and newly learned 
words in this region. This fits in well with previous evidence since the left AG has been 
consistently activated in studies of semantic contrasts, including words vs. nonwords, 
semantic vs. phonological tasks, and meaningful vs. meaningless stimuli (see Binder et al., 
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2009, for review). Similar patterns of activation have also been reported by Orfanidou et al. 
(2006) in a comparison of words and nonwords in auditory lexical decision and by Davis and 
Gaskell (2009) in their meta-analysis covering several different auditory word processing 
tasks.  
Regarding familiar word contrasts, Graves, Desai, Humphries, Seidenberg, and Binder, 
(2010) reported stronger bilateral AG responses to high than low frequency words using 
reading aloud. They also found enhanced activity for high vs. low imageability words in 
bilateral AG while Binder et al. (2005) and Sabsevitz et al. (2005) found stronger bilateral AG 
activation to concrete / high imageability nouns than to abstract / low imageability nouns (in 
lexical decision and semantic categorization, respectively). Binder et al. (2009) and Binder 
and Desai (2011) proposed that the AG plays a role in integrating high-level information, 
including integrating conceptual information with the spatial and temporal information 
necessary to define and represent coherent events (Ferstl, Rinck, & von Cramon, 2005; Ferstl 
& von Cramon, 2007). In the present experiment, the AG's role may have been to integrate 
the meanings of words and concepts being classified as living or nonliving. Familiar and rich 
words provide more semantic information to integrate with the context than do novel and 
poor words, so AG activation is correspondingly greater and may require the involvement of 
left (for rich vs. poor) and also right hemisphere resources, in the case of familiar vs. novel 
contrasts. We suggest that unlike the bilateral familiarity effect, semantic richness appears to 
modulate activity primarily in the left AG.  
Beside the argument for a semantic hypothesis, we cannot ignore the possibility that 
increased activity for familiar > novel and rich > poor in AG might also reflect episodic 
memory processing since more access to semantic information will necessarily give rise to 
more event knowledge. This fits in well with previous interpretations since AG, as a general-
domain area, stores abstract representations of concepts and event knowledge (Binder & 
Desai, 2011). Regarding episodic memory, Humphreys and Lambon Ralph (in press) 
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discussed two alternative episodic views for AG activation, one in which the AG’s role would 
be a temporal store of episodic information and another in which AG is the basis of a long-
term multimodal episodic store. Our result probably fits best the second view since we also 
postulate a similar semantic interpretation. It is worth clarifying that it is beyond the scope of 
this study to discuss in depth which episodic view can best explain our findings. 
The second region where we expected to find more activation for rich vs. poor words was 
the left ATL since this area is thought to be concerned with integrating semantic information 
across different sensory modalities (Patterson et al., 2007). The familiar vs. novel contrast 
produced a reliable effect in left ATL, including anterior temporal pole and MTG, whereas 
the comparison between rich vs. poor showed a similar pattern, but activation only reached 
significance within left MTG (see Table 3). Overall, these results are consistent with other 
studies, which have reported stronger left ATL responses to words than nonwords (Davis and 
Gaskell 2009; Majerus et al. 2005; Orfanidou et al. 2006), high than low frequency words 
(Prabhakaran et al. 2006) and early than late acquired words (Ellis et al., 2006; Urooj et al., 
2014). Like Pexman et al. (2007), we were unable to observe stronger anterior temporal pole 
activation to rich than poor words. If left ATL activation is a function of the amount of detail 
present in semantic representations, then some measure of semantic richness should affect 
activation along the entire region. We suspect that lack of a significant effect of richness at 
the left anterior temporal pole in the present study may be due to a combination of the smaller 
effect size for richness compared with familiarity that was revealed in the RT data and the 
known difficulty of obtaining strong signals from the most anterior part of ATL using fMRI 
(Visser et al., 2010). The significant activation for rich vs. poor found in left MTG was 
located within the boundaries of one of the areas Binder and Desai (2011) called convergence 
zones. In their view, semantic memory consists of both modality-specific and supramodal 
representations. The latter are supported by convergence zones located in inferior parietal and 
temporal association cortex (mainly a large portion of MTG extending into ITG). Binder et al. 
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(2009) found reliable activation throughout left temporal and parietal ‘heteromodal’ cortex. 
Interestingly, these areas correlate highly with the location of regions implicated in semantic 
dementia and semantic impairment due to temporal and parietal vascular lesions.  
Another network of brain regions, including the bilateral paracingulate gyrus and medial 
prefrontal cortex, was highlighted across familiar vs. novel, rich vs. poor, and in the 
conjunction analysis. Binder et al. (2009) distinguished a ventromedial prefrontal region that 
includes medial orbital prefrontal cortex and the anterior cingulate from a more dorsal medial 
prefrontal region. They suggested that the ventromedial prefrontal region is involved in 
processing the affective significance of concepts while the more dorsal region is associated 
with self-guided, goal-directed retrieval of semantic information. Binder and Desai (2011) 
suggested that the more dorsal region may mediate between the ventromedial area and lateral 
prefrontal areas involved in activation, selection and maintenance of semantic representations 
and in decision making. The division between Binder et al.'s two medial prefrontal semantic 
systems is not apparent in our results which show only a single, larger area of bilateral 
activation, across familiar vs. novel words, but with left lateralization in the paracingulate 
gyrus for rich vs. poor, and the medial prefrontal region of the network in the conjunction 
analysis. If there are indeed two distinct medial prefrontal semantic systems, then our 
combined results indicate that both are more strongly activated by semantically rich than 
semantically poor words. If those areas were concerned in the present experiment with 
processing the affective significance of words and retrieving those semantic features that are 
relevant to the goal of classifying words as denoting living or nonliving things, it would seem 
reasonable to propose that semantically poor words will have less emotional significance than 
semantically rich words, and will activate fewer features relevant to the task of categorizing 
them as living or nonliving.  
The final set of areas that also showed increased activity for familiar vs. novel and rich vs. 
poor was the cluster extending from bilateral precuneus to left posterior cingulate gyrus. We 
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note that Mestres-Missé et al. (2010) found greater activation to new words presented in a 2-
sentence context vs. a 1-sentence context in approximately the same regions, while Binder et 
al. (2005) and Sabsevitz et al. (2005) found more posterior cingulate and precuneus activation 
to concrete than abstract nouns bilaterally. Graves et al. (2010) found positive correlations 
between imageability and left posterior cingulate gyrus, as well as word frequency and 
bilateral posterior cingulate activation. The common finding between our study and those of 
Binder et al. (2005), Mestres-Missé et al. (2010) and Sabsevitz et al. (2005) is that the 
association of stimuli with more meaning results in more activation in posterior cingulate 
gyrus and the precuneus. Binder et al. (2009) noted that this region has been associated with a 
variety of functions including episodic and visuospatial memory, emotion processing and 
visual imagery. They reported that posterior cingulate and adjacent cortex has strong 
reciprocal connections with the hippocampal complex and suggested that the posterior 
cingulate acts as an interface between semantic retrieval and episodic encoding systems. If so, 
this bilateral response may be linked in the present experiment to the bilateral activation of 
the angular gyri. If the angular gyri are involved in defining and representing events by 
associating semantic features with spatial and temporal information, the posterior cingulate 
may be involved in helping to convert those event representations into permanent memories – 
in this case memories of categorizing a mixture of familiar and newly learned words while in 
a scanner, creating associations to the stimulus words to accompany the featural semantics 
(cf. Cappa, Perani, Schnur, Tettamanti, & Fazio, 1998; Noppeney & Price, 2003). That said, 
we would not want to rule out an involvement of visual imagery in this response. Novel rich 
words were trained in conjunction with clear images of the associated unfamiliar objects 
while novel poor words were trained in conjunction with rather blurred images. If participants 
tried to conjure up visual images of associated objects when categorizing their written names 
as living or nonliving, areas involved in retrieving visual images could be more strongly 
activated by rich than poor meanings and by familiar than novel words. Those visual images 
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could then form part of the same multimodal event memories that bind together featural 
semantics with the wider context in which words are experienced and processed.  
The only area that showed a familiarity x semantic richness interaction was the cerebellum 
(see Table 3). Activation was higher for rich vs. poor only across novel words. Other word 
learning studies have also reported higher activation in the right cerebellum, for novel words 
presented in 2-sentence contexts vs. 1-sentence context (Mestres-Missé et al., 2008b; Mestres-
Missé et al., 2010). As in our study, the cerebellum seems to be more active when more 
information is presented in association with the novel words. Hence, it is possible that this 
region has a role in learning since it shows higher activation when binding together a higher 
number of features or processing richer contextual information, as in Mestres-Missé et al.’s 
studies.  
Overall, the results presented above have partially met our predictions since words with 
higher number of features produced higher activation in left AG and within left MTG – the 
two supramodal areas depicted by Binder and Desai (2011). The fact that no semantic 
richness effect was found in left anterior temporal pole, either due to lack of statistical power 
or signal loss, does not allow us to support a fundamental role of ATL in the integration of 
semantic features into concepts. Our results do not fit the ‘semantic-plus-hub’ view of 
semantic processing introduced by Patterson et al. (2007) since this approach attributes a 
central role to ATL as a multimodal area.  
From the three most influential models of semantic processing, our findings are best 
accommodated by the neuroanatomical model of semantic processing of Binder and Desai 
(2011). This model proposes the existence of several multimodal areas without a prominent 
role for ATL. We found increased activity for rich vs. poor words along the MTG and left AG, 
within two of the regions that the above authors postulate as convergence zones (inferior 
parietal and temporal association cortex). Unlike Binder and Desai’s model, the ‘hub and 
spoke’ model of Patterson et al. (2007) and the convergence zone model of Damasio (1989a, 
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b) both support the view that the anterior temporal pole represents the highest level in the 
hierarchy of convergence zones. Our findings did not show reliable activation in this region 
for the comparison rich vs. poor, which suggests that ATL might not play a fundamental role 
in the processing of more semantic features or the integration of more features into new 
concepts. Unlike ATL, the AG was the most strongly activated area for the comparison rich 
vs. poor supporting a role for increasingly richer semantic representations in this region. 
Binder and Desai (2011) argued that the inferior parietal cortex is located at a crossroad 
between different input modalities including visual, spatial, somatosensory, and auditory 
processing streams. The crucial location of this region and the evidence from a number of 
human functional imaging studies links it to high-level heteromodal semantic processing. The 
rational for our study is that words with high number of features generate the spread of more 
information from modal areas into convergence zones like inferior parietal and temporal 
cortex. In the process of learning new words with many or few features, the same pattern 
seems to be observed. As participants bind more features together for a particular concept, 
activation in the above heteromodal regions seems to increase due to progressively richer / 
more abstract semantic representations.  
 
5. Conclusions 
We report a word learning study that had participants learn new concepts and words with 
either rich or poor semantic representations. The study shows how the brain responds to the 
challenge of processing, comprehending and making semantic decisions to familiar and newly 
learned words with rich and poor meaning. In line with previous neuroimaging studies of 
semantics, we found that both familiar and newly learned words with many semantic features 
(rich meaning) showed increased activity primarily in the AG, and to a lesser extend, in 
anterior MTG, two areas associated with the integration of information from different input 
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modalities. Along with the AG and MTG, the precuneus and posterior cingulate gyrus showed 
the same pattern, which we interpreted as reflecting an interface between semantic retrieval 
(driven by AG) and episodic encoding systems. Our findings are best accommodated by the 
neuroanatomical model of semantic processing of Binder and Desai (2011) since concepts 
that have or acquire more semantic features produce a heightened response in heteromodal 
regions, within left inferior parietal and temporal cortex.  
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 Table 2. Mean RTs in msec (with SDs) and error rates in the semantic categorization task as a 
function of presentation order, familiarity and semantic richness. 
 Presentation 1  Presentation 2 
 Familiar   Novel   Familiar Novel 
Rich semantics      
Mean RT 852 1073  781 888 
SD 132 161  123 128 
% errors 1.4 5.2  3.3 4.3 
Poor semantics      
Mean RT 895 1155  820 930 
SD 130 159  126 158 
% errors 3.1 9.0  4.0 9.8 
 
 Table 3. MNI Coordinates for Peak Voxels Showing Increased Activity for Familiar vs. Novel 
Words and Rich vs. Poor words; familiarity x semantic richness interactions, and the 
Conjunction of Familiar vs. Novel and Rich vs. Poor. 
                                                                                                                                                                                                      Coordinates (MNI)
Activation loci  Cluster size 
(voxels) 
Z x y z 
Familiar > novel words      
Left occipito-temporo-parietal junction  3459     
L. superior LOC  4.99 -56 -62 20 
L. supramarginal gyrus  4.70 -58 -52 26 
L. inferior AG  4.56 -44 -60 16 
L. superior AG  4.51 -48 -56 30 
L. lateral inferior AG  4.49 -56 -58 12 
Right occipito-temporo-parietal junction 3638     
R. inferior AG  4.95 60 -54 16 
R. superior LOC  4.59 56 -66 16 
Left temporal cortex 1534     
L. anterior inferior temporal gyrus  4.08 -50 -10 -28 
L. anterior MTG  3.99 -60 -16 -20 
L. superior temporal gyrus  3.85 -62 -22 -6 
L. posterior middle temporal gyrus  3.82 -62 -26 -8 
Left fronto-temporal cortex 1261     
L. lateral frontal orbital cortex   5.01 -48 24 -14 
L. medial frontal orbital cortex  4.37 -34 18 -18 
L. IFG (pars triangularis)  3.90 -54 22 14 
 L. lateral posterior frontal pole  3.85 -42 38 -18 
L. anterior temporal pole  3.71 -38 14 -22 
Right frontal cortex / prefrontal cortex 450     
R. inferior frontal orbital cortex  4.12 44 24 -18 
R. superior frontal orbital cortex  4.01 48 28 -8 
R. IFG (pars triangularis)  3.53 50 28 0 
R. IFG (pars opercularis)  3.25 54 18 14 
R. IFG (superior pars triangularis)   3.25 52 24 10 
Medial frontal cortex / prefrontal cortex 6677     
L. anterior superior frontal gyrus  5.12 -6 46 40 
L. paracingulate gyrus  4.98 -4 52 20 
R. superior frontal gyrus  4.77 4 50 32 
L. posterior superior frontal gyrus  4.60 -10 30 56 
L. medial anterior superior frontal pole  4.56 -14 50 34 
Precuneus / Left posterior cingulate gyrus 1119     
L. precuneus / posterior cingulate gyrus  4.13 -6 -58 30 
L. superior precuneus   3.85 -2 -58 42 
R. superior precuneus   3.78 10 -60 40 
B. Precuneus  3.76 0 -60 36 
Novel > familiar words      
Left ventral occipitotemporal (fusiform) cortex 858     
L. temporal occipital fusiform cortex  4.32 -42 -62 -16 
L. posterior inferior temporal gyrus    4.08 -48 -54 -22 
L. occipital fusiform gyrus  3.91 -46 -70 -16 
L. inferior LOC  3.34 -42 -68 -8 
 Left frontal pole / insular cortex 559     
L. anterior inferior frontal pole  3.89 -22 60 0 
L. insular cortex  3.52 -30 20 -2 
Right insular cortex / frontal cortex 972     
R. insular cortex  3.66 32 16 -2 
R. posterior inferior frontal pole  3.36 26 42 -12 
Left parietal-occipital junction / cerebellum 4006     
L. superior parietal lobule  5.52 -34 -56 40 
L. posterior medial LOC  4.74 -28 -70 44 
L. cerebellum  3.85 -6 -78 -28 
L. cuneus  3.75 -12 -74 34 
L. anterior medial LOC  3.73 -30 -60 50 
Rich > poor      
Left AG / LOC 1520     
L. superior AG  3.85 -52 -56 28 
L. inferior AG  3.49 -48 -58 16 
L. superior LOC  3.34 -54 -64 26 
L. lateral inferior AG  3.22 -64 -50 12 
Left paracingulate gyrus / bilateral frontal pole 1694     
L. inferior paracingulate gyrus  3.32 -4 46 -2 
R. medial anterior inferior frontal pole  3.31 2 56 2 
L. superior paracingulate gyrus  3.24 -10 42 14 
L. medial anterior inferior frontal pole  3.22 -8 60 -8 
Precuneus/ left posterior cingulate gyrus 2232     
L. inferior precuneus  3.96 -8 -56 22 
 L. posterior cingulate gyrus   3.89 -4 -46 30 
L. superior precuneus  3.62 -6 -60 32 
R. superior precuneus  3.46 2 -58 36 
Left temporal cortex  491     
L. anterior MTG  3.4 -56 -12 -20 
L. posterior MTG  3.13 -52 -28 -6 
L. superior temporal gyrus  3.09 -56 -28 -4 
L. inferior temporal gyrus  3.04 -52 -10 -28 
Familiarity x semantic richness interaction      
Cerebellum 555     
R. Cerebellum (Crus II)   3.52 8 -74 -30 
L. Cerebellum (Crus II)   3.07 -2 -70 -30 
R. Cerebellum (Crus I)  3.06 32 -88 -24 
Conjunction familiar > novel and rich > poor      
Left occipito-temporo-parietal junction 577     
L. anterior AG  3.43 -50 -56 18 
L. posterior superior AG  3.25 -52 -62 18 
L. posterior inferior AG  3.25 -54 -64 -26 
L. superior LOC  2.93 -46 -66 28 
L. inferior  LOC  2.93 -40 -64 18 
L. medial prefrontal cortex / R. paracingulate 647     
R. anterior inferior paracingulate   3.18 2 54 4 
L. medial inferior prefrontal cortex   3.12 -8 54 -6 
R. anterior superior paracingulate  2.96 6 48 18 
Note: L. left; R. right; AG, angular gyrus; MTG, middle temporal gyrus; IFG, inferior frontal gyrus; LOC, lateral occipital cortex. 
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Figure 1. Whole brain analysis. A). Activations to familiar and novel words, collapsed across 
words with rich and poor semantic representations at Z > 2.3. Familiar > novel shown in red; 
novel > familiar in blue. B). Activations to rich and poor words, collapsed across familiar and 
unfamiliar at Z > 2.3. Rich > poor shown in red. C). Conjunction of familiar vs. novel and 
rich vs. poor at Z > 2.3. Familiar > novel and rich > poor shown in red.  
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