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Abstract
Many approaches have been proposed for estimating stochastic volatil-
ity (SV) models, a number of which are ￿ltering methods. While non-linear
￿ltering methods are superior to linear approaches, non-linear ￿ltering
methods have not gained a wide acceptance in the econometrics litera-
ture due to their computational cost. This paper proposes a discretised
non-linear ￿ltering (DNF) algorithm for the estimation of latent variable
models. It is shown that the DNF approach leads to signi￿cant computa-
tional gains relative to other procedures in the context of SV estimation
without any associated loss in accuracy. It is also shown how a number of
extensions to standard SV models can be accommodated within the DNF
algorithm.
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The stochastic volatility (SV ) class of models has proved particularly useful in
capturing the time-varying volatility of ￿nancial asset returns. This popular-
ity has spawned a large literature on methods for estimating the parameters
of SV models. These include: Quasi Maximum Likelihood (Harvey, Ruiz and
Shephard, 1994), Generalized Method of Moments (Melino and Turnbull, 1990),
E¢ cient Method of Moments (Gallant and Tauchen, 1996), Simulated Maxi-
mum Likelihood (Danielsson and Richard, 1993; Danielsson 1994), Monte-Carlo
Maximum Likelihood (Sandman and Koopman, 1998) and a number of Bayesian
procedures that use MCMC (Jacquier et al. 1994; Kim, Shephard and Chib,
1998; Chib, Nardari and Shephard 2002). A full (as opposed to quasi) maxi-
mum likelihood procedure that does not rely on simulation requires application
of the nonlinear ￿ltering framework introduced by Kitagawa (1987).
Despite the generality of Kitigawa￿ s algorithm, it has not been widely adopted
in the empirical literature. In their comment on Kitagawa (1987), Martin and
Raferty (1987) argued that the computational cost of the proposed numerical
integration procedure is so great that the method was unlikely to be of prac-
tical use, a sentiment echoed by Ghysels, Harvey and Renault (1996). Indeed,
only Fridman and Harris (1998) and Watanabe (1999) have used Kitigawa￿ s
algorithm in the SV context. The major contribution of this paper is the de-
velopment of a discrete non-linear ￿ltering (DNF) algorithm for the evaluation
of Kitigawa￿ s set of non-linear ￿ltering equations, and hence a computationally-
feasible maximum likelihood method for the estimation of the parameters of SV
models.
The DNF is based on a ￿xed discretisation of the state-space of the latent
factor(s), thus allowing continuously-valued latent-variables to be dealt with
as if they were discrete-valued Markov processes. Monte Carlo simulations
show that this approach allows signi￿cant reduction in the computational cost
of maximum likelihood estimation, without any concomitant reduction in the
e¢ ciency of the parameter estimates. The ￿ exibility of the DNF algorithm
is demonstrated by using it to estimate three non-standard SV speci￿cations,
2namely, the heavy-tailed, asymmetric, and two-factor SV models.
The remainder of the paper is structured as follows. Section 2 outlines the
general non-linear ￿ltering framework found in the work of Kitigawa (1987).
Section 3 sets out the proposed DNF method. In Section 4 the basic SV frame-
work is outlined together with details of how the DNF estimation procedure is
applied to this class of model. This section also contains results of a Monte-carlo
experiment to highlight the e¢ cacy of the DNF algorithm. Section 5 outlines
how the DNF estimation algorithm can accommodate extensions to the stan-
dard SV model, speci￿cally heavy tails, leverage and multiple volatility factors.
In Section 6 the standard and extended SV speci￿cations are applied to a series
of S&P500 returns. Section 7 provides concluding remarks.
2 THE NON-LINEAR FILTERING FRAMEWORK
Consider a system described by the state-space model
yt ￿ r (:jxt;Yt￿1; ￿); xt ￿ q (:jxt￿1;Yt￿1; ￿) (1)
where yt is an observed data series conditional on the value of the (unobserved)
state variable xt, Yt￿1 represents all observable information up to and including
time t ￿ 1 and ￿ is an unknown the parameter vector to be estimated. In this
representation, r (:jxt;Yt￿1; ￿) is the conditional likelihood of yt given the state
variable xt, and q (:jxt￿1;Yt￿1; ￿) is the transition probability distribution of xt
given xt￿1. In the event of that r (:jxt;Yt￿1; ￿) and q (:jxt￿1;Yt￿1; ￿) are linear
functions and with yt ￿ N(0;￿2
u) and xt ￿ N(0;￿2
w), standard linear Kalman
￿ltering techniques may be used to generate maximum likelihood estimates of
the unknown parameters, ￿ (see Harvey, ?). In the more general case where
linearity or normality does not apply, the maximum likelihood estimates of ￿
are given by





























which is a T dimensional integration problem.
3A general approach to the problem of evaluating the integral in equation (2)
is provided by the recursive prediction-update algorithm suggested by Kitagawa
(1987). As in equation (1), let r(ytjxt;￿) be the conditional distribution of yt on
xt and q (xtjxt￿1;￿) be the conditional distribution of xt on xt￿1. The one-step





q(xtjxt￿1;Yt￿1; ￿)f (xt￿1jYt￿1;￿)dxt￿1: (3)
Once a new observation, yt; is available, the probability distribution of the state






The denominator of equation (4) is the likelihood of the observation yt condi-





There are two important by-products obtained by recursion through equa-
tions (3) and (4) for all observations T: In the ￿rst instance the log-likelihood
function used to generate ML estimates of ￿ is obtained directly from equation





In addition to parameter estimation, recursion of the ￿lter allows the smoothed
distribution of x, conditional on all information up to and including T to be
determined. Note that the distribution of xt conditional on YT and ￿ is con-
structed as










xt ￿ f (xtjYT;￿)dxt: (8)
4From the perspective of parameter estimation it is clear that the intractable
high-dimensional integral in equation (2) has been replaced with the relatively
straightforward summation in equation (6). The problem, of course, is to pro-
vide a numerical technique to evaluate the integrals in the prediction and update
equations, (3) and (4). Kitagawa (1987) suggests that the relevant integrals
be evaluated using trapezoidal integration which leads to the pdf of the state
variable being approximated by a piecewise-linear spline. This requires the
speci￿cation of the number of linear segments in the spline, the location of the
spline knots and consequently the value of the functions, that is the heights
of the probability densities f (xtjYt￿1;￿) and f (xtjYt;￿), at the knots1. As
pointed out by Martin and Raferty (1987), the piecewise spline procedure is
computationally very demanding to implement.The next section, therefore, is
devoted to the description of an alternative approach that delivers signi￿cant
computational gains without any deterioration in numerical accuracy.
3 THE DISCRETE NON-LINEAR FILTER
The discrete non-linear ￿lter (DNF) is based on a discretisation of the state-
space of a continuous latent variable. This allows the likelihood function in
equation (2) to be evaluated in a manner similar to that used for Markov
models of discrete valued time series (see MacDonald and Zucchini, 1997). This
avoids the use of numerical integration schemes. In the DNF algorithm the
probability density function (pdf) of the latent variable, x, is approximated by
computing the probability of observing x within a set of discrete intervals. This
discretisation is based on de￿ning N adjacent intervals in xspace, bounded by





The probability of observing x 2 (wi;wi+1]; that is x is within the interval
centered on xi; is given by
p(x 2 (wi;wi+1]) =
Z wi+1
wi
f (x)dx ￿ p(xi) (10)
1Kitagawa (1987) proposed a very simple scheme for knot placement with knots equally
spaced over the ￿nite interval taken to be the domain of the state variable.




i=1 constitute a discrete approximation to the continuous distribution
f (x). Both the prediction and update distributions from equations (3) and (4)
will be constructed in this way.
Since the DNF is based on discrete approximations, the transition distrib-
ution of x, q(xtjxt￿1;Yt￿1; ￿), may be thought of in terms of transition proba-
bilities. An N ￿N transitional probability matrix, b q, is de￿ned whose elements
(b q i;j 8i;j = 1;:::;N) represent the probability of x migrating from the interval
centred on xj to the interval centred on xi. The elements of b q are constructed
as





where q (:) is the transition probability distribution of x and ￿ is the interval
width. Similarly, the likelihood of observing yt conditional on xt is also approx-
imated for each discrete interval. The N ￿ 1 conditional likelihood vector, b rt,
has elements b r i
t given by
b r i




i = 1:::N: (12)
where, as before, r(:) is the conditional likelihood function of yt upon xt; Yt￿1
and ￿:
After de￿ning the transition matrix and the conditional likelihoods, the
DNF proceeds with the following steps.
Prediction
In the general nonlinear ￿ltering case, the distribution of the latent variable






i=1, representing the predicted probability that



















t￿1 it the time t ￿ 1 updated probability that x lies within the jth
interval. Since fPi
tgN
i=1 must constitute a proper pdf, it￿ s elements must sum
to one. Since there may be slight approximation error in constructing fPi
tgN
i=1,




i=1, the continuous integral required to evaluate the likelihood














After yt has been observed, equation (4) is used to update the distribution
of x. The DNF uses Ui














The update for the ith interval is simply the weighted conditional likelihoods
normalised by the overall likelihood. This set of updated probabilities, fUi
tgN
i=1
represents a discrete approximation to the continuous update distribution in
equation (4).
Fixed Interval Smoothing
Fixed interval smoothing provides a method for generating estimates of the
expected value of the state variable conditional upon all available information.
Given a value for ￿, the smoothed distribution of xt conditional on information
up to and including time T can be generated. The smoothed probability that
x lies with the ith interval at time t is denoted Si
t = p(xi














7This smoothing procedure works backward through the data and begins by
setting Si
T = Ui








For the DNF to be initialized, the prediction of the state probabilities at time
t = 1 need to be selected. The state probabilities are initialized by discretising






where f(xj￿) is the unconditional distribution of x given the elements in the
parameter vector ￿.
While the DNF procedure is designed for use in a wide range of latent
variable problems, this paper will now examine its application to the stochastic
volatility class of models.
4 ESTIMATING THE STANDARD STOCHASTIC
VOLATILITY MODEL
The discrete time stochastic volatility (SV ) model introduced by Taylor (1982,
1986) speci￿es the returns of a ￿nancial asset as:
yt = ￿tut ut ￿ N (0;1) (19)
where ￿t is the time t conditional standard deviation of yt. The returns fytg
T
t=1
are an observed variable, but the model treats ￿t as an unobserved (latent) sto-
chastic variable. The simplest SV model speci￿es ln(￿2
t) as an AR(1) process,
xt = ￿ + ￿ xt￿1 + wt wt ￿ N(0;￿2
w) (20)
where xt = ln(￿2
t) and E[ut,wt] = 0.
To implement the DNF the ￿rst step is to de￿ne a set of intervals bounded
by w1 :::wN+1. For SV estimation purposes, points are chosen to be uniformly






from which N discrete intervals centred on x1:::xN are de￿ned which span C
standard deviations each side of the unconditional mean. For all subsequent
empirical work, N = 25 or 50 and C = 6. Simulation studies subsequently
discussed in this section examine the issue of interval placement.
For the DNF to be applied, the conditional likelihood function for yt and
the transition distribution for xt must be de￿ned. From equation (19) the









































The de￿nition of the transition distribution leads to the elements of the transi-
tion probability matrix being


















i=1, equation (18) is used setting










Given b q i;j, b ri
t, and Pi
1, equation (13) through (15) are used to evaluate the
log-likelihood of fytgT
t=1.
Based on b ￿ML, the expected value of unobserved volatility may be extracted






exp(xi)p(xt 2 (wi;wi+1]jYT;b ￿ML): (25)
9It is clear from the description of the DNF, that under the discretisation
scheme, the number of intervals chosen and interval placement are important
issues. The results of two simulation studies reported here give some reasonable
guidance in terms of selecting the number of intervals and how to distribute
them in state space. These results support the choice of C = 6 and intervals
of equal width. These studies utilise the Monte-Carlo framework proposed by
Jacquier et al. (1994) which considered the the three parameter sets,
￿1 = (￿; ￿; ￿w) = (￿0:736; 0:90; 0:363);
￿2 = (￿; ￿; ￿w) = (￿0:368; 0:95; 0:260);
￿3 = (￿; ￿; ￿w) = (￿0:147; 0:98; 0:166):
The ￿rst issue considered is related to the choice of N and C; the importance
of which will be examined in the context of accuracy of likelihood evaluation.
As discussed in Section 2, the true likelihood of latent variable models such
as SV models is an intractable high dimensional integral. To investigate the
impact of the choice of N and C in terms of accuracy of likelihood evaluation
a benchmark is required. For this purpose, the benchmark is the likelihood
obtained from an SV model using the DNF given arbitrarily large values for
N and C. Values of N = 500 and C = 10 are chosen with this likelihood
being referred to as b L10;500 below. Given this benchmark, the impact on the
accuracy of likelihood evaluation will be highlighted by considering how well
the DNF procedure approximates b L10;500 by using a range of smaller values
for N and C. The DNF procedure will be applied using all combinations of
C = f3;4;5;6;8;10g and N = f25;50;75;100;500g. For each combination,
RMSE is computed between the estimated likelihood and b L10;500 given 1000
replications of a sample size of T = 2000. Results are reported using ￿1, ￿2 and
￿3:
The results of this simulation, reported in Table 1 reveal a number of in-
teresting patterns. Clearly as either N or C decrease, the accuracy with which
the SV likelihood is evaluated relative to b L10;500 decreases. It is evident how-
ever that the choice of C is more important in that it has a larger impact on
accuracy relative to reductions in N. The rate at which accuracy of likelihood
evaluation deteriorates rises rapidly when C < 6, irrespective of the choice of
10DNF
N C 3 4 5 6 8 10
25 1:6377 1:4244 0:1143 0:0050 0:0052 0:0110
50 1:4501 1:2554 0:0939 0:0026 0:0013 0:0024
￿1 75 1:3985 1:2005 0:0874 0:0022 0:0006 0:0011
100 1:3596 1:1734 0:0841 0:0020 0:0003 0:0006
500 1:2888 1:1092 0:0765 0:0017 0:0000 ￿
25 2:2349 2:2695 0:3338 0:0316 0:0172 0:5352
50 2:0130 2:0415 0:2904 0:0251 0:0017 0:0030
￿2 75 1:9393 1:9668 0:2761 0:0229 0:0007 0:0013
100 1:9026 1:9297 0:2690 0:0218 0:0004 0:0007
500 1:8149 1:8416 0:2522 0:0192 0:0001 ￿
25 2:2067 2:1582 0:1605 0:5414 2:2956 22:029
50 1:9996 1:9440 0:1351 0:0018 0:0021 0:0436
￿3 75 1:9241 1:8672 0:1258 0:0012 0:0009 0:0016
100 1:8856 1:8280 0:1210 0:0010 0:0005 0:0009
500 1:7910 1:7326 0:1093 0:0008 0:0000 ￿
Table 1: Accuracy of likelihood estimation for the DNF and NFML procedures.
For each parameter set, tabled here are the RMSE for the DNF procedure with
various combinations of N and C, along with the RMSE for the NFML procedure
with various N. To provide RMSE ￿gures, an estimate of the true likelihood
is taken to be the DNF procedure with 500 intervals spanning 10 standard
deviations on each side of the unconditional mean of the latent variable.
N, indicating that C = 6 ensures the intervals adequately span the state-space.
Thus to balance computation time with accuracy, C = 6 is chosen for all appli-
cations of the DNF. Reducing N to relatively small values such as 50 does not
appear to have a dramatic e⁄ect on accuracy, thus for all empirical application
considered, N = 50 is chosen as it represents a reasonable point in the trade-o⁄
between accuracy and computational cost.
Now the issue of interval distribution is addressed, in doing so two robust
conclusions arise. Table 2 compares the performance of the DNF procedure to
the NF (nonlinear ￿lter) algorithm of Kitigawa (1987) and the NFML approach
of Watanabe (1999). Like the NFML, the NF procedure utilises a trapezoidal
integration scheme, however, in the NF procedure a ￿xed grid of points is
11N DNF NF NFML
25 0:0050 0:0038 2:034
￿1 50 0:0026 0:0019 0:8173
75 0:0022 0:0016 0:492
100 0:0020 0:0014 0:3292
25 0:0316 0:0398 2:741
￿2 50 0:0251 0:0286 0:898
75 0:0229 0:0257 0:516
100 0:0218 0:0243 0:338
25 0:5414 0:4369 4:453
￿3 50 0:0018 0:0020 1:057
75 0:0012 0:0015 0:584
100 0:0010 0:0013 0:340
Table 2: RMSE in likelihood evaluation of competing nonlinear ￿ltering ap-
proaches. The DNF is compared to the trapezoidal approach (NF) and the
NFML. For both the DNF and NF procedures C is chosen to be 6, the NFML
procedure is implemented as in Watanabe (1999).
chosen in the same manner as in the DNF. Since the grid is ￿xed, the transition
function between points needs only to be evaluated once. Motivated by the
previous ￿ndings, only the results for C = 6 are reported for both the DNF and
NF procedures. The NFML algorithm is implemented exactly as in Watanabe
(1999). For each estimation procedure the RMSE is calculated by comparing
the estimated likelihood values with b L10;500 from the DNF algorithm.
First, by comparing the results for the DNF and NF procedures it is clearly
seen that the discrete approximation used in the DNF is of comparable accuracy
to the more computationally burdensome NF trapezoidal integration approach.
For both procedures the RMSE is very similar for each choice of N. For the
third parameter set, the NF and DNF procedures lead to similar degrees of
inaccuracy when N = 25. This indicates that the loss in accuracy for this
choice of N is not a problem speci￿c to the DNF procedure. Second, when the
results of the NFML algorithm are considered it is clear that this procedure is
very inaccurate. This inaccuracy arises from the discretisation scheme employed
12in the NFML whereby random, normally distributed, nodes are selected based
on the output from the Kalman Filter. By choosing normally distributed nodes
it is conjectured that accuracy in the tails of the distribution is sacri￿ced for
resolution about the expected value of the latent variable. This, coupled with
inaccuracy of the Kalman ￿lter in the SV setting, leads to the possibility that
the majority of nodes are placed in the wrong region of state-space.
Overall, these results indicate that the discrete (DNF) approach proposed
here provides a relatively accurate method for estimating the likelihood of la-
tent variable models. Along with this accuracy, the DNF is computationally
cheap. Average computation time for one parameter evaluation using the DNF
scheme being dramatically lower in comparison to more complex algorithms.
For example, when T = 2000 the average time for one parameter evaluation
using the DNF is 7:21 seconds, compared with 454 seconds for the NFML al-
gorithm. To provide a reference time, the QML procedure takes an average of
2:43 seconds2.
Now the performance of the DNF will be considered in the SV parameter
estimation context, where its performance will be directly compared to alterna-
tive SV estimators. Speci￿cally, the nonlinear ￿ltering procedures of Fridman
and Harris (denoted FH) (1998) and Watanabe (denoted NFML) (1999) and
the MCMC procedure of Jacquier et al. (1994) will be considered. Once again,
the Monte-Carlo framework of Jacquier et al. (1994) is utilised, with series of
lengths T = 500, and T = 2000 bieng simulated from equations (19) and (20),
and the parameter estimates obtained from these series are stored. The process
is repeated 1000 times. Table 3 reports the mean and root mean squared error
(RMSE) for estimates using the DNF.
A number of conclusions emerge from the results reported in Table 3. The
major result is that the DNF procedure produces comparable results to the
Bayesian estimator of Jacquier et al. (1994). Furthermore, the DNF procedure
exhibits comparable results to the NFML and FH algorithms which are based
on numerical integration of the nonlinear ￿ltering equations.
2Times recorded for MatLab
R ￿ code using a common minimisation routine, on a a Pentium
IV 2.8GhZ desktop computer.
13T = 500 T = 2000
DNF FH MCMC DNF NFML MCMC
N (25) (50) (25) (50) (50)










































































































































Table 3: Simulation results for the DNF, Fridman and Harris (FH), MCMC,
and NFML procedures. For each parameter set, the mean parameters and
RMSE (in brackets) are reported. N denotes the number of intervals and nodes
used in the DNF and NFML respectively.
Given the ￿rst two parameter combinations, reducing the number of inter-
vals from N = 50 to N = 25 does not signi￿cantly impact on the performance
of the DNF. This is in contrast to the NFML procedure where decreasing the
number of nodes from N = 50 to N = 25 results in reduced accuracy3. It
is conjectured that this di⁄erence in performance relates to the placement of
nodes/intervals. Equally spaced intervals trade o⁄ resolution near the uncon-
ditional mean of x for increased resolution in the tails.
To conclude, the DNF does not require numerical integration to approximate
the likelihood of a latent variable process. The Monte Carlo results indicated
that the discrete approximation does not impact adversely on accuracy but
delivers signi￿cant reduction in computational cost. Having established the
DNF procedure as a viable SV estimation procedure, its use in estimating the
parameters of a number of extended SV speci￿cations is now discussed.
3See Table I in Watanabe (1999).
145 EXTENSIONS
This section considers three extensions to the standard SV model and how the
basic DNF framework may be modi￿ed to accommodate each of them. Section
5.1 reveals how the DNF may be modi￿ed to incorporate non-normal error dis-
tributions into a standard SV model, thus permitting a heavy-tailed SV model
to be estimated. Section 5.2 shows how the DNF can accommodate correlation
between return and volatility innovations, an important feature when dealing
with equity returns to capture the leverage e⁄ect. Section 5.3 considers how
the DNF methodology may be applied to dealing with a two factor variance
process.
5.1 SV and Heavy Tails
Apart from the issue of modeling time variation in volatility, much research
has focused on the shape of the conditional distribution of returns, speci￿cally
whether it is non-normal. In the context of SV models, the possibility of non-
normal errors implies a more general speci￿cation of equation 19
yt = ￿t ut ut ￿ i:i:d:(0;1): (26)
In comparison to the standard SV model where ut ￿ N (0;1), a choice
relating to the distribution governing ut must be made. Chib et al. (2002) and
Jacquier et al. (2004) examine the case where ut is drawn from a student ￿ t
distribution using MCMC estimation procedures. Liesenfeld and Jung (2000)
and Watanabe and Asai (2001) consider the case where ut may be drawn from
a generalised error distribution (GED) using SML and MCMC respectively.
Either student￿t or GED error distributions can incorporated into the DNF
framework. The only change to the algorithm of Section 4 is to rede￿ne the
conditional likelihood distribution, r(ytjxt;Yt￿1;￿). In the current context, the
standardised student ￿ t distribution is utilised (model denoted as the SV ￿ t
model). Given this choice, r(ytjxt;Yt￿1;￿) is de￿ned as
r(ytjxt;Yt￿1;￿) = [￿(v ￿ 2)exp(xt)]￿ 1










15where v is the degrees of freedom (that now becomes an extra parameter to be
estimated). For the purposes of implementing the DNF, the likelihood vector
of equation (22) is rede￿ned as
b ri
t = [￿(v ￿ 2)exp(xi)]￿ 1










Estimation of the SV ￿ t model simply follows the steps outlined in Section 3.
To assess the ability of the DNF procedure to estimate the parameters of
the SV ￿ t model, one parameter set considered in Section 4 is extended to
include three di⁄erent degrees of freedom. The parameter set for the variance
equation is f￿;￿;￿wg = f￿0:147;0:98;0:166g which is chosen as it is seen to
re￿ ect the variance dynamics of daily return (Jacquier et al, 1994). The degrees
of freedom are chosen to be v = f6;8;12g resulting in levels of kurtosis of 6,
4:5, and 3:75 respectively.
The simulation study is conducted by simulating a series of length 2000 from
the SV ￿ t model with the parameters estimated using the DNF. This process
is repeated 1000 times for each parameter set. The mean and RMSE for each
parameter set is then found. Following Liesenfeld and Jung (2000) the degrees
of freedom is referred to in terms of 1=v. To assess the impact of the number
of intervals selected, this simulation study is carried out for both N = 25 and
N = 50 intervals. The results of this study can be found in Table 4.
Examining the results of the DNF as applied to the SV ￿ t model it is
apparent that the DNF accurately estimates the three variance parameters,
f￿;￿;￿wg. The mean and RMSE in estimation of these three parameters is
virtually identical to those seen in the estimation of the standard SV model
(see Table 3). The only point of minor concern are the slight upward biases in
the estimation of ￿ (for both N = 25 and 50) and in ￿w (for N = 25). This
however is consistent with the results for the standard SV model as discussed
in Section 4.
The pleasing result is the accuracy with which the DNF procedure estimates
the degrees of freedom parameter. From Table 4 it is evident that the DNF
procedure as applied to the SV ￿t model exhibits virtually no bias in estimating
16SV ￿ t
￿ ￿ ￿w 1=v 1=v 1=v

















































Table 4: Simulation results for the SV-t model with 1000 simulated series of
lenght T=2000. The parameter set ￿, ￿, ￿w is augmented to include three
degrees of freedom, 6, 8, 12. Mean parameter estimates are reported with
RMSE in brackets. Estimation is conducted for both N=25 and N=50 intervals.
1=v for either N = 25 or N = 50 intervals. Furthermore, the RMSE is low and
consistent across the three degrees of freedom considered here.
To provide comparative results for the estimation of the SV ￿ t model,
the simulation study of Chib et al. (2002) is repeated. Here 1000 series of
length T = 1500 and T = 3000 are simulated from the SV ￿ t model with the
parameters f￿;￿;￿w;vg = f￿0:15;0:985;0:12;8g. Following Chib et al. (2002)
the sampling properties of ￿ = ￿
(1￿￿) are reported in the place of ￿, and v
instead of 1=v.
Comparing the variance parameter estimates it is clear that the DNF gen-
erates slightly more accurate parameter estimates. This increase in accuracy
is most evident in the reduction of bias in the ￿w parameter for T = 1500. A
surprising result is that the standard deviation of the estimated ￿ parameter in-
creases with the sample size for the MCMC procedure. Both these results must
be taken with some caution due to the low number of simulations (50 replica-
tions) used by Chib et al. (2002). Examining the estimates of the degrees of
17T = 1500 T = 3000

































Table 5: Simulation results for the SV ￿ t model with 1000 simulated series
of length T=1500 and T=3000. Mean parameter estimates are reported with
standard deviation in brackets. The parameter set and MCMC results are
replicated from Table 3 in Chib et al (2002). Following Chib et al (2002), mean
and RMSE ￿gures are not given for ￿ but for ￿ = ￿(1-￿)￿1. DNF estimation
is conducted for N=50 intervals. It is noted that Chib et al (2002) used 50
relications not 1000.
freedom parameter, v, the DNF procedure produces more e¢ cient estimates for
both T = 1500, and less bias for T = 3000.0
5.2 SV and Leverage
With respect to equity returns, Black (1976) and Campbell and Hentschel
(1992) theoretically justify the presence of negative correlation between returns
and volatility innovations. Generally speaking this feature of equity returns has
become known as the leverage e⁄ect. Harvey and Shephard (1996) developed
an asymmetric SV (ASV ) model based on the QML which incorporates the
leverage e⁄ect by allowing for correlation between return and volatility innova-
tions. Both Yu (2005) and Sandman and Koopman (1998) have proposed ASV
models using MCMC and MCL methods respectively. The ASV speci￿cation
considered here is
yt = ￿t ut ut ￿ N (0;1) (29)
ln ￿2
t = ￿ + ￿ ln ￿2
t￿1 + wt wt ￿ N(0;￿2
w)
￿ = E[ut￿1;wt]:
18To estimate such a speci￿cation using the DNF, the standard ￿ltering tech-
niques must be modi￿ed to accommodate the correlation, ￿. Given this cor-
relation, the transitional density of equation (23) must be augmented as the






















Given ￿ 6= 0, dependence upon yt￿1 requires a time-varying transition matrix
b qt. Elements of this matrix, b qt
i;j represent the probability that x migrates from
interval j to interval i between the distinct times t ￿ 1 and t respectively. The
elements of this matrix are denoted by
b qt
i;j = ￿q(xijxj; yt￿1;Yt￿2)
where ￿ is the interval width. From equation (30), the elements of the transition






























Upon computing the series of transition probabilities, the remainder of the DNF
is once again unchanged.
To examine the ability of the DNF algorithm to capture the traditional
leverage e⁄ect, in the form of ￿ < 0, two simulation experiments have been con-
ducted. The ￿rst examines the performance of the DNF approach in isolation
given various value of ￿. The second experiment examines the performance of
the DNF relative to existing procedures.
Table 6 reports the simulation results for the ASV model estimated using
the DNF for values of ￿ = 0; ￿0:3; ￿0:5 and ￿0:7. It is clear from these results
that applying the DNF algorithm to the ASV estimation leads to accurate
estimates of ￿ regardless of its magnitude. The associated SV parameters
19ASV Model ￿ ￿ ￿v ￿1
￿:363 0:95 0:26
































Table 6: Simulation Results for the DNF applied to the ASV1 model. 500 repli-
cations for a simulated series length of 2000 are conducted. Mean parameter
estimates are reported with RMSE in brackets
continue to be reliably estimated after the inclusion of ￿. It should be noted
that estimates of ￿ appear to be marginally downward biased, a pattern also
observed with the standard SV model in Table 3 irrespective of the estimation
procedure used.
Results in Table 7 allow for comparisons to be drawn between the perfor-
mance of the QML, MCMC, and DNF approaches in relation to the estimation
of the ASV model. In terms of ￿, it is clear that the DNF approach produces
superior estimates, exhibiting the least bias and RMSE. While there is little
di⁄erence in relative performance in terms of mean values of ￿, the RMSE of
DNF estimates are lower than the competing approaches. In relation to log(￿2
w),
while there is little to discriminate between the approaches in relation to the
mean of the estimates, the DNF does lead to marginally lower RMSE.
5.3 Two-Factor SV
While the standard SV model considered in Section 4 is based on the premise
that one latent factor determines the evolution of conditional volatility, two
factor SV (SV 2) models have met with empirical success (Alizadeh et al., 2002
and Liesenfeld and Richard, 2003). This approach allows for the dynamics of
conditional volatility to be governed by two independent factors. In practice,
it seems as though one factor is very persistent and controls the overall level of
20￿ ￿ log(￿2
w)



















Table 7: Simulation Results for the DNF, and MCMC, and QML procedures
applied to the ASV model. The number of simulated series for the DNF pro-
cedure is 500 with the sample length being 3000. Mean estimates are reported
along with RMSE in parenthese.
volatility, while the second is not persistent and relatively noisy. It has been
argued that such a factor structure links transitory shocks to volatility and the
tail behavior of the return distribution (Chernov et al., 2003).






xt = ￿ + x1;t + x2;t
x1;t = ￿1x1;t + ￿w;1￿1;t
x2;t = ￿2x2;t + ￿w;2￿2;t
where "t, ￿1;t and ￿2;t are uncorrelated N(0;1) innovations.
From equation (32), it is seen that the SV 2 model contains two latent
variables. To evaluate the likelihood function conditioned upon the two latent
factors, a modi￿ed ￿ltering procedure must be used. This procedure must
capture the evolution of both x1 and x2 through time and the allow for the
likelihood to be dependant upon x1 and x2. To account for this, the standard









































As the SV 2 requires the density of two factors to be integrated through time,
two sets of intervals must be chosen such that they span the state-space of x1;t
and x2;t. The ￿rst set of intervals are denoted as fwi
1gN+1
i=1 , and are de￿ned
such that they span 6 standard deviations either side of E[x1]. From equation











2 . In a similar fashion, the second set of intervals are denoted as
fwm
2 gN+1
m=1, and are de￿ned such that they span 6 standard deviations on each












Given this discretisation, the set of conditional likelihoods for observation
yt is an N ￿ N matrix denoted as b rt. The elements of this matrix are b r
i;m
t











From equation (33), b r
i;m


















To apply the DNF to the SV 2 model requires the de￿nition of two transition











22where ￿1 and ￿2 are the respective interval widths for each discretisation. From














































Based on these de￿nitions, the DNF proceeds as follows.


















At the initial time step, these are initialised given their unconditional distrib-
utions, f(x1j￿) ￿ N(0;￿2
v;1=(1 ￿ ￿2
1) and f(x2j￿) ￿ N(0;￿2
v;2=(1 ￿ ￿2
2). Since
P1;t and P2;t must represent legitimate probability distributions, their elements
must are standardised such that they sum to one to eliminate any approxima-
tion error.


































A simulation study is undertaken to examine the accuracy with which the
DNF procedure estimates the SV 2 parameters. Series of length T = 2000 are
simulated from the SV 2 model in equation (32) (the true parameters are re-
ported in Table 8), with the parameters estimated using the DNF methodology.
23Model : SV 2
Parameter ￿ ￿1 ￿w;1 ￿2 ￿w;2











Table 8: Simulation results for the SV-t model with 1000 simulated series of
length T=1500 and T=3000. Mean parameter estimates are reported with
RMSE in brackets. The parameter set and MCMC results are replicated from
Table 3 in Chib et al (2002). Following Chib et al (2002), mean and RMSE
￿gures are not given for ￿ but for ￿ = ￿(1-￿)￿1. DNF estimation is conducted
for N=50 intervals
This procedure is repeated 1000 times. The results of this simulation study are
outlined in Table 8.
Examining the results for the two ￿ parameters it is seen that the DNF
procedure produces slight downward biases for both parameters. On examina-
tion of the parameter estimates of the simulated samples it is clear that this
downward bias stems from only a few parameter estimates that are well be-
low the target values. Examining the RMSE of the parameter estimates reveals
that the parameters of the ￿rst volatility factor (high persistence) are estimated
more accurately than that of the second factor (low persistence). This pattern
is most evident in the estimation of the ￿ parameters. Here, the RMSE for
the second factor is three times that of the ￿rst factor. This is to be expected
as the signal produced by the ￿rst factor is very strong and thus more readily
identi￿able.
6 EMPIRICAL APPLICATION
This section applies the DNF algorithm to generating one step ahead predictions
of S&P500 volatility. This analysis is based on daily returns from the S&P500
index spanning 2 January 1990 to 16 August 2004 (3689 observations). The
full sample of 3689 observations is split into an estimation period containing
the ￿rst 2689 observations and a hold-out sample of the ￿nal 1000 observa-
24Figure 1: Comparison of QML and DNF one-step ahead predictions (top panel)
based on the hold-out sample. QQ-plots of returns standardised by one-step
ahead DNF volatility predictions (bottom left panel) and one-step ahead QML
volatility predictions given hold-out sample.
tions. A comparison of the standard and extended SV models will be based on
returns from the hold out sample using parameters estimated from the estima-
tion period. Comparisons will be drawn by examining QQplots of standardised
residuals and the out of sample log likelihood4.
To highlight the overall bene￿t of using nonlinear ￿ltering in the context of
the standard SV model, the DNF is compared to the QML procedure. Figure
1 plots the DNF and QML one-step ahead predictions for the hold-out sample
(top panel) and the respective QQ-plots of returns standardised by the one-step
ahead predictions of volatility (bottom panel). The top panel indicates that the
DNF adapts more quickly to general changes in the level of S&P 500 volatility.
In many instances, the DNF predictions rise (fall) somewhat earlier than the
corresponding QML predictions. By comparing the QQ-plots in the bottom










































Insample ￿3466:3 ￿3444:9 ￿3444:7 ￿3444:1
Hold Out Sample ￿1651:8 ￿1657:4 ￿1633:8 ￿1656:6
Table 9: Insample parameter estimates for the SV , SV ￿t, ASV and SV 2 mod-
els for the SP500 return series with associated standard errors in parentheses.
For ease of comparison to the SV 2 model, ￿ and ￿w for the SV , SV ￿ t and
ASV models have been relabled ￿1 and ￿w;1 respectively. Likelihood values
have been given for both the insample estimation period and the out of sample
forecast evaluation period.
panels of Figure 1, it becomes clear that the ability of the DNF to quickly
adapt to changes in volatility results in superior forecasts.
Having seen that the DNF provides improvements over the QML procedure,
the focus now turns to the incremental e⁄ect of extended SV speci￿cations,
relative to the standard SV model. Table 9 reports the results for the DNF
applied to the standard SV , SV ￿ t, ASV and SV 2 models. In-sample results
from the SV ￿t model indicate that after accounting for time-varying volatility,
S&P 500 returns are conditionally non-normal,.1=v = 0:125 or v = 8. The
signi￿cance of this feature is re￿ ected in the in-sample likelihood ratio statistic5
of LR1=v=0 = 42:8; (￿2
1; 0:05 = 3:841). Furthermore, allowing for heavy-tails
5Likelihood ratio statistics of the three extended SV speci￿cations are determined by com-
paring the log likelihoods of the respective models to that of the standard SV model.
26does not in￿ uence the estimates of the three variance parameters.
The parameter estimates of the ASV model highlight the importance of
allowing return and variance innovations to be correlated. The importance of
the ￿ coe¢ cient in this case is con￿rmed by the high estimated value ￿ = ￿0:580
leading to a signi￿cant increase in the likelihood (LR￿=0 = 43:2; ￿2
1;:05 = 3:841).
By incorporating correlation, the estimated value of ￿ is marginally decreased
with a slight increase seen in the estimate of ￿w.
Estimation results for the SV 2 model indicate that adding a second volatil-
ity factor provides a signi￿cant increase in likelihood LR￿2=￿w;2=0 = 44:4; (￿2
2;:05 =
5:991). Examining the parameter estimates, it is seen that two dramatically
di⁄erent factors are driving changes in volatility. Factor 1 is found to exhibit a
high degree of persistence (￿1 = 0:984) and a low level of noise (￿w;1 = 0:133).
Conversely, factor 2 has a negative persistence parameter (￿2 = ￿0:139) and
a very high level of noise (￿w;2 = 0:574). It could be conjectured at this stage
that the second volatility factor is simply noise that proxies for a misspeci￿ed
return distribution.
Out of sample volatility plots of the four SV models are contained in Figure
2. Examining the top and bottom panels reveals a distinct similarity between
the variance estimates generated by the SV ￿ t and SV 2 models. Both the
SV ￿ t and SV 2 models produce volatility estimates that that are slower to
respond than the respective SV predictions. Conversely, taking into account
the leverage e⁄ect, leads to the ASV producing volatility predictions that rise
and fall marginally faster than the SV model, as shown in the middle panel of
Figure 2.
The relative accuracy of the out of sample volatility estimates can be ascer-
tained by examining the QQ-plots of standardised residuals in Figure 3 and the
out of sample likelihood values in Table 9. The ￿rst panel of Figure 3 reveals
that the weakness of the SV model is in capturing extreme returns. The asso-
ciated out of sample likelihood (￿1651:8) is the benchmark to which the three
extended models will be compared.
The similarity of the volatility predictions from the SV ￿t and SV 2 models
27Figure 2: Conditional volatility series from the out of sample period. SV ￿ t,
ASV and SV 2 volatilities are shown realtive to the SV model.
is further seen in the QQ-Plots6. Whilst both of these models provide signi￿cant
increases in likelihood (insample) clearly neither model provides out-of-sample
predictions that are superior to the SV model. This is seen both graphically in
the QQ-plots and in likelihood values (out of sample) of ￿1657:4 and ￿1656:6
(for the SV ￿ t and SV 2 models respectively).
The QQ-plots show that ASV volatility predictions appear to ￿t the lower
tail of the distribution somewhat better than the standard SV model. Overall,
the ASV model produces an out-of-sample likelihood of ￿1633:8, indicating
that the ASV model produces more accurate forecasts than the SV model.
The ￿rst result of this Section is that the DNF procedure provides superior
distributional forecasts when compared to the QML. Additionally, all three
of the extended SV speci￿cations provide signi￿cant insample gains over the
SV model. It is only the ASV model however, that generates out of sample
predictions that are superior to the SV model. This indicates that leverage is
6Whilst not reported here, a QQ-Plot of returns standardised by the SV ￿t against returns
standardised by the SV 2 model is a perfect straight line.
28Figure 3: QQ-plots of returns standardised by SV , SV ￿ t, ASV and SV 2
volatility predictions.
a dominant feature of S&P500 returns.
7 CONCLUSION
The central contribution of this paper has been the proposal of a computa-
tionally e¢ cient non-linear ￿ltering algorithm. This algorithm is based on a
￿xed discretisation of the state space and permits maximum likelihood estima-
tion of dynamic latent variable models such as the stochastic volatility model.
Through simulation studies it has been shown that the DNF procedure gener-
ates accurate parameter estimates (in a computationally e¢ cient manner) for
the standard SV model.
It has also been shown that the DNF framework is ￿ exible in that it can
accommodate various extensions to the standard SV model. If the transition
probabilities and likelihood function can be de￿ned for a given latent variable
process, the DNF estimation framework can be applied. In this paper asymmet-
ric, heavy tailed and 2 factor SV models have been estimated using the DNF
29framework. This is useful in that it enables a comparison of various features of
the volatility process.
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