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Abstract
This master thesis evaluated the optimal tube voltage for low-contrast imag-
ing of a micro-CT system (intended for small animal imaging) built at the
School of Technology and Health (STH) of the Royal Institute of Technology
(KTH).
The main goal of this work was to calibrate the above-mentioned device (com-
posed moreover by a Hamamatsu microfocus L10951-01 X-ray tube, a CMOS
flat panel Hamamatsu C7942CA-22 and using a Cone-Beam CT reconstruc-
tion algorithm) for obtaining the best imaging of low-contrast structures. In
order to do this, an analytical model, re-adapted from the previous state-of-
the-art Micro-CT studies, was evaluated for finding a sub-optimal tube volt-
age from which to start the experiments, done on a reference Low-Contrast
phantom specifically intended for the calibration of Micro-CT devices. Fi-
nally, by looking to the results from the experiments, a good tube setting for
the optimization of the CT for low-contrast imaging was found.
The optimal tube voltage for low-contrast imaging, from the experiments
on the QRM phantom, was found to be between 48 and 50 kV. This tube
voltage values gave the best CNR and contrast profiles results. Ultimately,
we found that the usage of a 1mm Al filtration reduced the absorbed dose
without affecting the image quality.
Sammanfattning
Följande examensarbete utvärderade optimal röntgenrörsspänning vid lågkon-
trastsavbildning med ett mikro-CT-system, ämnat för bildtagning av småd-
jur. Den använda mikro-CT-uppställning utvecklades vid Skolan för Teknik
och Hälsa (STH) vid Kungliga Tekniska Högskolan (KTH), bestående av
en Hamamatsu microfocus L10951-01 röntgenrör samt en CMOS flat panel
Hamamatsu C7942CA-22.
Examensarbetets huvudmål var att kalibrera tidigare nämnda mikro-CT-
system för att på så sätt uppnå ideal kontrast vid lågkontrastavbildning. För
detta anpassades en befintlig analytisk modell för mikro-CT-avbildning, för
att hitta en initial sub-optimal röntgenrörsspänning från vilken parametriska
experiment kunde påbörjas. Experimenten genomfördes i form av mikro-CT-
tagningar på en kalibreringsfantom anpassad för lågkontrastavbildning vid
mikro-CT-användning. Slutligen optimerades röntgenrörsspänningen utifrån
experimentella resultat.
Optimal röntgenrörsspänning för lågkontrastavbildning hittades kring 48 –
50 keV. Denna spänning gav högst CNR samt kontrastprofiler. Slutligen,
fanns att användandet av ett 1 mm Aluminium-filter reducerade absorberad
strålning utan nämnvärd inverkan på bildkvalitet.
List of Abbreviations
CT Computed Tomography
LC Low Contrast
CNR Contrast-To-Noise Ratio
CNRD Dose-weighted Contrast-To-Noise Ratio
CRL Contrast Resolution Limit
PET Positron Emission Tomography
DC Dark Current
LF Light Field
ROI Region of Interest
HU Hounsfield Units
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Chapter 1
Introduction
1.1 Computed Tomography
The method known as "tomography" has been invented to solve one of the
biggest problems in the conventional planar radiography, that is the inability
to produce sectional information of the body, i.e. no information about the
absorption of the x-rays along the "depth" dimension. Indeed, in the conven-
tional radiography, the 3-D volume is projected into a 2-D image where all the
underlying bones and tissues are superimposed, which results in significantly
reduced visibility of the interested structures.
Figure 1.1: A traditional radiography image of a chest.
Copyright by Wikipedia.
It is possible to see the ef-
fect of this superposition in
figure 1.1 showing a study
of a chest.
The Computed Tomogra-
phy uses a X-rays source
that, while rotating (con-
tinuously or step-by-step)
around the object that has
to be analyzed, generates
X-rays that go through the
object and arrive in a de-
tector, which is placed in
the opposite position of
the source and rotates as
well.
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Figure 1.2: Different generations (1st, 2nd, 3rd and 4th) of CT scanners, with total time
required for a compete scan. Re-adapted from: Kalender W. A. Computed Tomography.
Publicis MCD, 2000.
The system geometry of the CT scanners has evolved with time. In figure
1.2 the first four generations of CT system geometries are reported. As it is
possible to see, the main goal driving each evolution was to save time and,
therefore, dose in the scanning of the patient and to prevent image artifacts
due to either uncontrollable or involuntary movements of the patient. From
the 4th to the 5th generation a further step in time reduction has been done.
The so called 5th generation CT scanners (figure 1.3), also known as EBCT
(Electron Beam CT), are composed by a stationary arc-shaped X-ray source
anode on the lower-half of a circle and a detector ring on the upper-half of
it. The X-ray source tungsten anode is hit by a controlled electron beam
which makes the scanner ultra-fast and usable for hearth scans. With the
6th generation CTs (Helical geometry, figure 1.4), a step back has been done
because of the size of the machine that was too large, coming back to 3rd
generation geometry but with the patient lying down on a moving bed and
2
a cone X-ray beam with a multiple array detector.
Figure 1.3: Fifth generation (EBCT) CT scanner. Re-adapted from: [1]
Figure 1.4: Relative patient-source movement in 6th generation scanners.
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1.2 Aim of the work
During the last decades, computed tomography has been increasingly used
for non-destructive anatomical studies through the analysis of cross-sectional
X-ray attenuation maps. The continuous improvement of computers’ power
and the need for improved three-dimensional high-resolution imaging has led
to the evolution of scaled-down CT scanners allowing analysis of micro-scaled
structures. One of these devices, known as Micro-CT, has been built during
the last year at the School of Technology and Health (STH) of the Royal
Institute of Technology (KTH).
The purpose of this thesis was to calibrate the above-mentioned device for
obtaining the best imaging of low-contrast structures. In order to do this,
an analytical model re-adapted from the previous state-of-the-art Micro-CT
studies was evaluated in order to find a sub-optimal tube voltage from which
to start the experiments, done on a reference Low-Contrast phantom specif-
ically intended for the calibration of Micro-CT devices. Finally, by looking
to the results from the experiments, a good tube setting for the optimization
of the CT for low-contrast imaging was found.
In this work, starting from the next section, an introduction on the main
topics concerning ionizing radiation imaging that were covered during the
thesis’ work is given. Afterwards, an explanation about the methods that
have been followed (choices of the figure of merits, analytical models, data-
acquisition protocol, dose evaluation, etc.) is reported. Following, results
from the experiments and discussion about the latter are described and fi-
nally, in the last chapter, conclusions from the work are stated.
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Chapter 2
Theory
2.1 Physics principles in CT imaging
In the CT (and radiology) imaging, X-rays penetrate matter, which attenu-
ates them and finally they hit a detector. A number of projections around
the sample are collected at different angles and then the spatial distribution
of attenuation coefficients can be determined.
2.1.1 X-rays
Figure 2.1: Bremsstrahlung interaction between
electrons and atomic nucleus of the anode.
The X-rays source is
composed by a cathode
and an anode (usually
Tungsten) between these
there is a fixed potential
difference (tube voltage).
The electrons (the tube
current determines the
quantity of them) travel
from the cathode to the
anode and, during the
way between the elec-
trodes, they are acceler-
ated by the tube volt-
age and gain kinetic en-
ergy equals to the prod-
uct between the electri-
cal charge and the poten-
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tial difference. When the electrons impact the anode target, their kinetic
energy is converted into other forms of energy. The largest part of these col-
lisions give rise to heat and only a few electrons comes within the proximity
of the atomic nucleus and get influenced by its positive electric field. The
Coulombic forces present within this electric field decelerate the electrons,
making them to change direction and causing an energy (kinetic) loss which
is converted in a X-ray photon with equal energy. This phenomena is called
Bremsstrahlung radiation effect (fig.2.1).
The X-ray photon energy is inversely proportional to the distance between
the atomic nucleus and electron when the interaction begins. Regarding the
shape of the X-ray photons distribution before exiting from the tube (fig.2.2,
dashed line), it is due to the anode thickness. We can first think about a very
thin anode, it can be shown that, as the probability of interaction is constant,
the number of generated photons among the energies will be constant up to
a maximum value determined by the working tube voltage. On the other
hand, thinking about a thick anode composed by several thin layers, each
one of the latter will produce X-ray photons with a uniform distribution (as
explained before). However, as we move in depth through the anode layers,
the maximum photon energy will be gradually reduced because of the energy
loss of the incident electrons as they penetrate in the anode.
Another effect that modifies the photons distribution is the attenuation of
the in-depth produced photons while reaching the anode surface. When the
photons leave the anode, the generated photons distribution is called unfil-
tered but when they impact the output window of the X-ray source (for our
work, it was made of a thin Beryllium layer) they are filtered and the lowest
energy photons are absorbed by the window. This final X-ray intensity dis-
tribution (shown in fig.2.2) is called (continuous) Bremsstrahlung spectrum.
The Bremsstrahlung phenomena is not the only one from which X-ray pho-
tons are generated. Discrete X-ray energy peaks called characterstic radi-
ation can be present, due to the interaction between an incident electron
with energy above the binding energy of a K-shell electron. When there is
the impact between these two, the shell electron is ejected and a vacancy is
created. This vacancy is filled by an electron from an outer shell that loses
energy (equals to the difference between the two electron binding energies)
in form of X-ray radiation. It is obvious that the characteristics radiations
are dependent on the anode material. In figure 2.2 the complete spectrum
that comes out from the filter window of the X-ray tube is reported.
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Figure 2.2: The Bremsstrahlung spectrum with characteristic radiations before
and after leaving the X-ray tube output window.
2.1.2 Interaction of radiation with matter
While going through matter the X-ray photons can be scattered, absorbed or
they can penetrate an object without any interaction. The are four different
types of interaction, playing a fundamental role in the diagnostic radiology
(and nuclear medicine), for what concerns X-ray and γ-ray photons: (1)
Rayleigh (or coherent) scattering, (2) Compton scattering, (3) photoelectric
absorption and (4) pair production.
Rayleigh scattering. This interaction mainly occurs at low photon en-
ergies. When the photon approaches the atom’s electron cloud, the latter
start to oscillate in phase. This cause the emission from the cloud of another
photon of the same energy (λin = λout) of the incident one but towards a
slightly different direction. Finally, this kind of phenomena does not result
in any deposition of energy in the patient (i.e. no absorbed dose).
Compton scattering. This is the most common interaction of X-ray and γ-
ray photons in the diagnostic energy range with soft tissue. It happens when
an incident photon interacts with a low-bounded atomic electron (outer-shell
electron), after the collision a Compton electron is ejected and a new pho-
ton (with lower energy and new direction) is emitted (eq.2.1). The recoil
electron carries the energy lost by the incident photon and, losing energy by
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excitation and ionization, contributes to patient dose.
Eout =
Ein
1 + Ein511keV (1− cosθ)
(2.1)
Photoelectric effect. In the photoelectric effect (PE) or photoelectric ab-
sorption, all of the incident photon’s energy is transferred to an electron
which is ejected from the atom. As it is possible to expect, the electron
energy is equal to the difference between the incident photon energy and the
binding energy of the shell from which the electron is ejected (eq.2.2).
Eout = Ein − Ebinding (2.2)
Finally, the probability of the photoelectric effect is approximately propor-
tional to Z3/E3.
Pair production. Pair production (PP) happens only when the energies of
the incident photons are above 1.022 MeV. This energy is transformed into
a electron-positron pair which start to lose their energy by excitation and
ionization with the other atoms. Finally, when the positron comes to rest,
it combines with an electron producing two 511 keV annihilation radiation
photons.
2.1.3 Attenuation of radiation and Lambert-Beer’s Law
The combination of the above-discussed interaction mechanisms causes at-
tenuation, that indicates the removal of photons from a X-ray (or γ-ray)
beam. The contribution of the mechanisms in the attenuation effect depends
on the energy of the beam as well as on the atomic number of the matter
(figure 2.3). As a general adopted notation, this fraction of removed photons
per unit thickness of material is called the linear attenuation coefficient,
µ and it is usually expressed in cm−1. The total number of photons, n, re-
moved from the beam traversing a slice of material of thickness ∆L can be
written as:
n = µN ∆L (2.3)
where N is the number of incident photons. Anyway, Equation 2.3 holds only
for very small values of the thickness as, when the thickness increases, the
relationship is non-linear.
The linear attenuation is the sum of the individual linear attenuation coeffi-
cients for each kind of interaction mechanism.
µ = µRayleigh + µCompton + µPE + µPP (2.4)
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Figure 2.3: Graph of the coherent, Compton, PE, pair production and
total mass attenuation for iron (Z=26) as a function of the photon
energy. Copyright by Wikipedia.
For a given thickness of material, the probability of interaction depends on
the number of atoms the X-rays may encounter per unit distance. Hence,
the material’s density, ρ, affects this value.
As seen before, when a monochromatic beam of intensity I(L) traverses a
material of thickness ∆L and attenuation coefficient µ (spatially constant),
we have that the outcome intensity I(L+ ∆L) is:
I(L+ ∆L) = I(L)− µI(L)∆L
and, rearranging the equation:
I(L+ ∆L)− I(L)
∆L = −µI(L)
The latter, for very small values of thickness, becomes:
lim
∆L→0
I(L+ ∆L)− I(L)
∆L =
dI
dL = −µI(L)
This result can be seen as a linear and homogeneous differential equation by
a little adjustment:
dI
I(L) = −µdL
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The resolution of the above equation, taking into account that intensity is a
positive quantity and that I(0) = I0, leads to the Lambert-Beer’s Law (for a
monochromatic beam):
I(L) = I0 e−µL (2.5)
However, the Lambert-Beer’s Law can be adapted to real cases with two
further steps.
The first step is motivated by the fact that the attenuation varies spatially
in the matter along the X-ray direction. Then, when the beam penetrates
an object with length L, eq.2.5 becomes:
I(L) = I0 e−
∫ L
0 µ(x)dx (2.6)
The second adaption is due to that, as we can see from fig.2.3, the attenuation
coefficient depends, not only on the material, but even on the beam energy.
The X-ray beam is, indeed, polychromatic (see fig.2.2) and this leads to the
following extension of eq.2.6.
I(L) =
∫ Emax
0
I0(E)
(
e−
∫ L
0 µ(E,x)dx
)
dE (2.7)
To summarize the facts discussed above, it can be said that the attenuation
of X (and γ) rays is well understood and thus, in CT images, the gray val-
ues in them are a direct physical representation of the material attenuation
properties.
In the practical realization of the CT, some discretization is needed for the
reconstruction of the image (the object of interest is divided in voxels). There-
fore, for a X-ray beam traversing m equally-sized voxels each one with its
attenuation coefficient, the eq.2.6 is usually expressed as follows:
I = I0 e−
∑m
i=0 µi∆x (2.8)
where ∆x is the size of each voxel. A voxel is defined as each one of the
elements in which a volume is divided in a three-dimensional space (it is the
contraction of the words volume, vox, and element, el).
2.1.4 Absorption of energy from ionizing radiation
The usage of ionizing radiation for medical imaging has been an incredible
breakthrough for both therapeutic and diagnostic purposes but it requires a
lot of analysis with careful thought and handling in order to achieve the best
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result with the minimum risk.
The general definition of absorbed dose is:
Dose = D = Absorbed energy
T issue mass
(2.9)
and it is measured in Gray (Gy=J/Kg).
As the biological effects resulting from different types of radiation, with same
dose, varies, the model for it has to be improved with an additional biological
weighting. This leads to the so-called equivalent dose.
HT =
∑
R
wR ·DT,R (2.10)
where wR is the radiation weighting factor (equal to 1 for X-rays) and DT,R
is the the dose applied to the organ/tissue T with respect to the radiation
type R. The equivalent dose HT is measured in Sievert (Sv).
Another thing to take into account is the different sensitivity to the radiation
of the different tissues and organs. Accordingly, another weighting factor for
tissues, wT , has to be introduced. The result is the effective dose, E that
is the sum of the weighted equivalent doses in all the tissues and organs, in
symbols:
E =
∑
T
wT ·HT =
∑
T
wT ·
(∑
R
wR ·DT,R
)
(2.11)
The effective dose is espressed in Sievert, like HT .
Tissue or Organ Tissue weighting factor (wT )
Gonads 0.20
Bone marrow (red), Colon, Lung, Stomach 0.12
Bladder, Breast, Liver, Esophagus, Thyroid 0.05
Skin, Bone surface 0.01
Remainder 0.05
Table 2.1: Tissue weighting factors to be used for calculation of the effective dose (values
gathered from [5]).
The assessment of the radiation’s energy absorbed by the analyzed object
can be done with the use of a dose-meter, for example an ionization cham-
ber, a device composed by two electrodes, anode and cathode. Usually, the
cathode is a cylinder (a chamber) full of gas which has inside a rod (the
anode) positively charged with respect to the cathode. When the X-rays go
through the chamber the X-rays interact with free charged particles in the
gas (photoelectric effect), which, afterwards, are attracted by the cathode.
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Radiation type and Energy
range
Radiation weighting
factor (wR)
Photons, electrons and muons (all energies) 1
Neutrons (E < 10 keV) 5
Neutrons (10 keV < E ≤ 100 keV) 10
Neutrons (100 keV < E ≤ 2 MeV) 20
Neutrons (2 MeV < E ≤ 20 MeV) 10
Neutrons (E > 20 MeV) 10
Protons (other than recoil protons) (E > 2 MeV) 5
α-Particles, Fission fragments, Heavy nuclei 20
Table 2.2: Weighting factors (wR) for different radiation types (values gathered from [5]).
Figure 2.4: Scheme of a ionization chamber and its functioning.
2.1.5 Filtration
Regarding the dose absorbed by the sample, it is possible to reduce it by
blocking low-energy X-rays before they interact with the object. Indeed,
low-energy rays (e.g. for human imaging, < 30 keV) are quite useless to the
image production as they are mainly absorbed by soft tissues, in particular
the skin, and contribute to the risk of stochastic (e.g. cancer) or non stochas-
tic radiation effects (e.g. tissue reactions).
This process of removing dangerous (low-energy) X-rays from the beam is
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called filtration. Filtration includes both the inherent filtration made by the
X-ray tube output window (in our work, a 200µm Beryllium window) and
added filtration.
Figure 2.5: Effect of filtration on the X-ray beam.
Added filtration refers to metallic sheets (usually Aluminium or Copper)
intentionally placed in order to shape the X-ray beam energy spectrum and
change its effective energy.
2.2 Image quality metrics
Image quality depends most of all on the specific imaging task done. Within
each type of tasks, different factors affects the quality of the results but the
main six factors are: contrast, spatial resolution, noise, artifacts, distortions
and accuracy. For introductory purposes, only the contrast and the noise
will be treated in this section as they will be largely used in the rest of the
work.
Following, an explanation of the main image quality metrics that have been
used and evaluated in this work is reported.
2.2.1 Contrast
The ability of clinicians to discriminate among anatomical or functional fea-
tures depends highly on the contrast of a given medical image. Contrast
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quantifies the different characteristics within an image (e.g. shades of gray
or color) of an object and surrounding objects or background. Intuitively,
high contrast values allow easier recognition of individual objects whereas
low contrast makes this task more difficult.
The image contrast, is itself the result of the inherent object contrast within
the patient. It’s extremely important to be able to preserve the true object
contrast in the image with a medical imaging system for a correct detection
of possible abnormalities.
The detection of some specific object or feature within an image is only pos-
sible if its value differs from that of the surrounding objects (or background).
In many medical imaging modalities it is common to refer to the object of
interest as the target. Supposing that the target object (e.g. tumor) has a
nominal intensity ft, it will be surrounded by other structures (e.g. tissues)
that will compose the background, with intensity fb, which could prevent us
from seeing the object of interest. The difference between the target and its
background is evaluated by the contrast C, which is dimensionless.
In the case of CT images, ft and fb can be the photon fluence levels of the
target and its background, respectively, or their HU-scale values.
The contrast C is the relative difference between ft and fb, and then it is
defined as:
C = ft − fb
fb
(2.12)
The local contrast can be affected by either intrinsic or extrinsic factors.
The intrinsic ones relate to the actual anatomical or functional changes in
patient’s (or animal’s) tissues which give rise to contrast. Extrinsic factors
relate to how the image acquisition system can be enhanced and optimized.
Possible enhancements of the protocol can be the change of X-ray energy or
the use of contrast-enhancement mediums.
2.2.2 Contrast-to-Noise Ratio
The Contrast-to-Noise Ratio, or CNR, is an object size-independent measure
of the signal in an image when we have the presence of noise. The CNR is
defined as follows:
CNR = x¯A − x¯B
σB
(2.13)
14
where x¯O is the average intensity in a region of interest (ROI) A, x¯B is the
average intensity of a ROI B and σB is its noise.
Figure 2.6: Example of the plot of an attenuation profile of an object (O) surrounded by a
background (B). The contrast-to-noise ratio is obtained by the noise-scaled relative difference
between the average attenuation coefficients µO and µB .
The CNR is a good metric for evaluating the signal amplitude relatively to
the background and its noise in an image. Example uses of the CNR metric
include the optimization of the tube voltage of an imaging study to maxi-
mize bone contrast at a fixed dose level or computing the dose necessary to
achieve a given CNR for a given object.
2.2.3 Contrast resolution limit
The Contrast resolution limit, or CRL, is the minimum value of contrast
difference that allows a distinction between two different objects (or an object
and the background).
This minimum relative contrast difference that allows the distinction strongly
depends on the spatial resolution (for our device it was previously assessed to
be around 7 lp/mm), on the blurring and on the image noise (and therefore,
in our work, on the tube setting) as it is shown in figs 2.7 and 2.8.
Finally, the lower this contrast resolution limit is, the better distinction be-
tween low contrast objects is possible.
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Figure 2.7: Dependency of the minimum relative contrast on the object size and image noise. Above
the dashed curve, an object is impossible to be seen. An increasing noise affects this curve negatively.
Taken with permissions from [7]
Figure 2.8: Dependency of the minimum relative contrast on the object size and image blurring.
Above the dashed curve, an object is impossible to be seen. An increasing blurring affects this curve
negatively as the edges are smoothed. Taken with permissions from [7]
2.3 Projections correction
For the sake of knowledge, in this paragraph an introduction on why the
raw projections collected by the Micro-CT have to be corrected before bring
used.
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Correcting an image means to correct it from the image inhomogeneities, the
dark current and to get rid of the dead sensors on the detector.
The dark current (DC) is the static noise present in the detector pixels, due
to the random generation of electrons (that lead to wrong photons counts)
and holes when no X-ray photon hits the flat panel. This random generation
is caused by the thermal fluctuations in the silicon lattice. For having a
consistent DC image for the correction a raw projection, different DC images
should be taken and averaged. Same protocol should be followed for the
light field (LF) image for correcting X-ray image inhomogeneities. This non-
uniform behaviour is noise-independent and is due to different factors:
• Intensity variations in the X-ray beam
• Variations along the source-detector distance
• Sensitivity variations in the flat panel’s sensors.
Figure 2.9: Heel effect. The X-ray photons exiting
the tube on the cathode side have a greater
intensity than the ones exiting on the anode side.
Concerning the X-ray beam in-
tensity variations, the biggest
problem is the so-called Heel ef-
fect. It depends on the angle of
the anode in the X-ray tube and
stems from the photons’ absorp-
tion in the anode before leaving
it. As a consequence, we have
more photons that are reflected
towards the cathode (leading to
higher intensity) than the ones
the leave the anode in a “per-
pendicular” way (fig.2.9). This
will lead to inhomogeneities in
the image as the sensors will not
receive the same photons’ inten-
sity.
The second cause for the non-
uniformity is due to the fact that
as the X-ray beam travels fur-
ther and further from the source, its fluence (per unit area) decreases as
well. Then the borders of the flat panel will be hit by less photons than the
center of it.
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Finally, there are sensitivity variations among the detector’s pixels. When
hit by the same amount of X-ray photons, different sensors of the flat panel
can give different signals (small variations). These difference in the sensitiv-
ity are mainly caused by the production process of the detector which leads
to different amplification gains in the sensors.
A light field image, is able to show and correct for all these summed-up in-
homogeneities in the system for a specific choice of the tube voltage, tube
current, source-to-object distance and source-to-detector distance.
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Chapter 3
State of the art
3.1 The Micro-CT/PET
Figure 3.1: Siemens Inveon c© Micro-CT/PET.
In the recent times (mid
’90s), the increasing need
for resolution power in
non-destructive imaging
techniques, like cone-
beam CTs (6th gener-
ation),has led to the
micro-CT s scanners, de-
vices that address the
need for a scaled-down,
non-destructive, high res-
olution imaging method
in the medical field.
They have been largely
applied in the study of
osteoporosis [8–11]. but, nowadays, they are used largely for studies on mice
for cancer growth research [12]. In this research field, this method allows con-
tinuous monitoring of tumor development changes in vivo without the need
of sacrificing the mouse. A further empowerment of the micro-CT scanner
has been its combination with micro-PET scanners. This combination, the
micro-CT/PET, allows for two types of studies to be done simultaneously,
anatomical by the micro-CT and functional thanks to the PET and it be-
comes very useful in the follow-up researches on cancers, as it gives a full
overview on the tumor development. An example of these combined devices,
the Siemens Inveon Micro-CT/PET, can be seen in the figure above (3.1).
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Concerning this work, the Micro-CT that was built and calibrated for the
best low-contrast imaging settings will, in the future, be combined with a
micro-PET device already built.
3.2 Previous Micro-CT optimization studies
Before starting the experiments, a careful research about the previous stud-
ies about the optimization of CT devices intended for small samples imaging
was done and three different key-papers were identified.
A first, cornerstone work was done in 1983 by L. Grodzins [13] in which a
study about the photon energy dependency of the resolution/sensitivity of
a computed tomography scanner was carried out. In this work, an uniform
cylindrical phantom and a pencil-beam X-ray source were used. When the
spatial resolution and the contrast resolution (sensitivity) are fixed, the con-
dition that had to be met in order to minimize the scan time, and therefore
the dose to the sample, was:
µ(Eγ) =
2
D
. (3.1)
where µ is the linear attenuation coefficient of the sample and D its diameter.
When the photon energy is optimal and satisfies eq.1.14, the spatial and
contrast resolution (which were expressed in a unique dimensionless product)
were determined by the total incident photons per scan. This dependency
was described by the model (valid for the experimental setup used in the
work):
N0whT =
DBeµD
w(µw)2(σ
µ
)2 (3.2)
where, N0 was the density incident flux, w and h were the sizes of the voxels
(determined by the detector’s sensors size), T the scan time and σ the stan-
dard deviation of the measured attenuation coefficient and B was a constant
introduced by the reconstruction algorithm and that was prove to be equal
to 2 [14].
From the study the author drawn five statements: 1. There is an optimum
photon energy for a given sample size and material which minimizes the
time scan for obtaining a given resolution/sensitivity; 2. When the photon
energy is optimum, the resolution/sensitivity product
(
w
D
)3 (
σ
µ
)2
(expressed
in dimensionless terms) is determined by the total number of photons per
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scan, independent of the diameter or material of the sample; 3. The opti-
mum energy curve derived in the work was quite sharp just for small samples
(less than a few millimeters); 4. For bigger specimens (above 10cm, tissue)
the effectiveness of CT was found to be almost independent of the photon
energy above the minimum energy determined by absorption; 5. Dedicated
synchrotron light sources, with tunable, monochromatic X-ray beams of high
flux density seemed to be only ones to match the needs of CT scanning of
small samples.
Based on the Grodzins’ work outcomes, another study involving simulations
(but not real experiments) was carried out by Paulus et al. [15].
In this work, the author has retrieved how the sensitivity (or Contrast Res-
olution Limit, CRL) changes depending on the energies starting from equa-
tion 3.2 for a given analyzed object. Throughout very simple mathematical
steps from the original equation, a model for the CRL was obtained for the
Grodzin’s experimental setup.
N0whT =
DBeµL
w(µw)2(σ
µ
)2 ⇒ N
∗ = 2Le
µL
w(µw)2(σ
µ
)2
⇒ (σ
µ
)2 = 2Le
µL
N∗w(µw)2 ⇒ (
σ
µ
)2 = 2Le
µL
N∗w3µ2
= CRL2
⇒ CRL = σ
µ
=
√
2LeµL
N∗w3µ2
where N∗ is the number of photons hitting the object, L is the thickness of
the object (in the case of a cylindrical phantom, its diameter), w the length
of the single square pixel and µ the linear attenuation coefficient of the ma-
terial at a specific energy. As no permissions were obtained to report the
images from the simulated CRL curves for different water phantom sizes, the
reader is referred to the original study. However, it is possible to see that
these curves for objects with a width up to some millimeters are really sharp
and have a global minimum at a certain energy, meaning that for a specific
material exists an optimal energy where the sensitivity is the highest and
where the contrast, therefore, is enhanced the most.
For objects bigger than a certain threshold this minimum in the sensitivity
curves becomes broader and the curves’ sharpness, as well as this dependency
on the energy of the CRL, is lost. Indeed, in the normal clinical CT scan-
ners the choice of the peak voltage for the X-Ray tube (usually set between
80-140 kV), does not really affect the sensitivity in the final reconstructed
images.
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Always taking Grodzin’s work as a reference, another study involving both
MonteCarlo simulations, phantoms experiments and in-vivo experiments was
done by Hupfer et al. [16]
Parameter Value
Distance source-isocenter 170 mm
Distance isocenter—detector 39 mm
Number of pixels per detector row 1032
Number of detector rows 1012
Pixel size 50x50 µm2
Nominal tube voltage range 30− 65 kV
Added filtration 0.5 mm Al
Collimation 46.5 mm
Scintillator material CsI
Scintillator thickness 0.6 mm
Table 3.1: Technical and geometrical parameters of the
micro-CT system used in the Hupefer et al. work.
The purpose of the
work (which experi-
mental setup specifi-
cations are reported
in table 3.1) was
to optimize micro-
CT protocols with
respect to X-Ray spec-
tra and therefore re-
duce the absorbed
dose at unimpaired
(not weakened) im-
age quality. Differ-
ent types of filtration
(0.5 mm Al, 3.0 mm
Al and 0.2 mm Cu.)
and different phantom sizes (water cylinders of 20, 32, and 50 mm with a
central insert of 9 mm which was filled with different contrast materials in
order to mimic different structures of the animal’s body) were investigated.
The figure of merit chosen to compare the images acquired (or simulated)
was the Dose-weighted Contrast-To-Noise Ratio, CNRD, defined as follows:
CNRD = C
N · √D (3.3)
Concerning the simulations and two specific imaging tasks (low-contrast
imaging and bones imaging), the optimal monochromatic photon energies
for bone imaging, were 17, 20, and 23 keV for the 20, 32, and 50 mm phan-
tom, respectively. For density differences (that mimic soft tissue contrast as
a density difference of 10%), optimal energies varied between 18 and 50 keV
for the 20 and 50 mm phantom, respectively. For polychromatic spectra and
bone imaging, optimal tube voltages were found to be below 35 kV. Regard-
ing soft tissue imaging, optimal tube settings strongly depended on phantom
size. For 20 mm, low voltages were preferred. For 32 mm, CNRD was found
to be almost independent of tube voltage. For 50 mm, voltages larger than
50 kV were preferred. Finally, for all three phantom sizes stronger filtration
(e.g., 0.2 mm Cu) led to notable dose reduction in soft tissue imaging.
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Chapter 4
Experimental Setup
4.1 The KTH Micro-CT’s components
The gantry is composed by six different main parts: an X-ray source, a
detector, a slip ring, an inner-computer and two linear stages, one to be used
as a bed for the animal and one for the adjustment of the position of tube
and detector.
4.1.1 The X-ray source
The source unit is a 90 kV pulse microfocus X-ray source L10951-04 manu-
factured by Hamamatsu. It was managed and powered by a controller which,
in turn, was feed by a power supply (connected to the external through the
slip-ring). The main specifications of the tube are reported in table 2.1. In
figure 2.1 an image of the X-ray source and its controller is shown.
X-ray tube voltage setting range 0 to 90 kV
X-ray tube current setting range 0 to 800 µA (further limited at
higher voltage settings, see figure 2.2)
Operation Continuous or pulsed
X-ray pulse width 50 ms or more
X-ray pulse quiescent time 200 ms or more
X-ray output window material Beryllium (thickness: 200 µm)
Maximum X-ray emission angle Approximately 62 degrees
Focal spot size (effective) 20 µm (at 6 W) to 130 µm (at 50 W),
see figure 2.3.
Table 4.1: Specifications of microfocus X-ray source L10951-04.
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Figure 4.1: Image of the X-ray tube unit with its controller.
Figure 4.2: Tube current setting range.
Figure 4.3: Resulting focal spot size at
different tube outputs.
4.1.2 The flat panel detector
The X-ray photons detector unit used is the CMOS flat panel sensor C7942CA-
22 manufactured by Hamamatsu, seen in figure 2.4. Table 2.2 summarizes
the main detector’s specifications. The flat panel was powered by a power
supply mounted inside the gantry and feed from the outside of the gantry
through the slip-ring.
The normal acquisition maximum frame rate is 2 frames/s but binning op-
eration features are available and these allows us to have higher maximum
frame-rates proportionally to the binning size: 4 frames/s with 2x2 binning
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and 9 frames/s with 4x4 binning. Finally it has a 1mm top cover of alu-
minium.
Figure 4.4: Image of the X-ray tube unit with its controller.
Pixel size 50 µm x 50 µm
Photodiode area 120 mm x 120 mm
Number of pixels 2400 x 2400
Scintillator CsI(Tl), needle structure
Frame rate (single operation) 2 frames/s
Frame rate (2 x 2 binning) 4 frames/s (Pixels down to 1200 x 1200)
Frame rate (4 x 4 binning) 9 frames/s (Pixels down to 600 x 600)
Top cover (filtration) 1.0 mm aluminium
Table 4.2: Specifications of CMOS flat panel C7942CA-22.
4.1.3 The computer and the data handler
The computer of the gantry (mounted inside the gantry itself) is the PCM-
9562 manufactured by Advantech c© (see fig.2.5). The OS and the imaging
system total management software (developed by Dr.Iván Valastyán from
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ATOMKI, Institute for Nuclear Research of the Hungarian Academy of Sci-
ences) have been uploaded on a USB stick which has been always plugged
to the PC. The software manages almost all the events during the image
acquisition: from the gantry rotation, to the X-ray and detector triggering
and the image processing.
Figure 4.5: The PCM-9562 by Advantech c©.
Plugged to the PCI slot of the computer, a frame grabber card PIXCI R© D2X
manufactured by EPIX collects and handles the images data captured by the
flat panel (fig.2.6).
Figure 4.6: The frame grabber card PIXCIR© D2X
manufactured by EPIX.
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4.2 Phantoms description
In order to optimize the micro-CT tube voltage for low contrast imaging
tasks, experimental test were done. During the experiments, images have
to be taken, and instead of using real mice, imaging phantoms can be used.
Phantoms are objects that mimic real structures and are scanned to evaluate,
analyze, and tune the performance of various imaging devices. Furthermore,
they provide more reliable and accurate information than the use of a living
subject or ex-vivo experiments. These phantoms should respond in a similar
way as real structures (human or animal tissues, bones, lungs, organs, etc.)
to X-ray radiations exposure. Different phantoms were used during this work
for testing and calibrating the device but just the two most important have
been reported in this thesis.
Figure 4.7: Scheme of the QRM Micro-CT Low Contrast Phantom.
Length measures are in mm.
The guidelines for our choice of the phantom were to have a mouse-like
(or rat-like) phantom allowing us to do proper experiments for finding the
optimal voltage that minimizes the contrast resolution limit in a low-contrast
case. The decision had fallen on a phantom manufactured by the QRM
Quality Assurance in Radiology and Medicine GmbH.
This phantom for low-contrast imaging calibration, is the QRM Micro-CT
Low Contrast Phantom. This cradle has four different inserts with two dif-
ferent contrast levels (∆HU ∼ 40, ∆HU ∼ 80) and two different sizes (1 mm,
2.5 mm). Finally, the phantom is 40 mm long and with a 32 mm diame-
ter. In fig. 4.7 a scheme of the Micro-CT Low Contrast Phantom is shown
and in Appendix B the manufacturer’s data-sheet of the cradle is provided.
In the previous page, fig. 4.8 shows the QRM LC phantom on the gantry bed.
Another, air-water PMMA (PolyMethyl MethAcrylate) phantom had been
used for the verification of the model proposed and to confirm the data gath-
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Figure 4.8: The QRM low-contrast phantom laying on the Micro-CT bed.
Figure 4.9: A picture of the air-water phantom used in this work.
Figure 4.10: The scheme of the air-water phantom. All the holes have
the same size (1mm and 2.5mms) and the two cylinders have the same
length (16mms). The phantom is made of PMMA.
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ered from it. The air-water phantom was composed by two halves: one with
four holes (two 1mm-sized holes and two 2.5mms-sized holes) filled of water
and the other half with the holes left empty (air inside them). A picture and
the scheme of it are reported in figs. 4.9 and 4.10.
4.3 Volume reconstruction algorithm overview
Concerning the reconstruction algorithm, the software used for the volume
reconstruction was the CBCT (Cone-Beam CT) Feldkamp algorithm. It
takes in input the stack of all the projections (corrected from DC and flat-
panel inhomogeneities), all the parameters about the acquisition protocol
(angular step and number of steps/projections acquired) and the system’s
geometry (focal-spot-to-object distance, focal-spot-to-detector distance, flat
panel width and height), filtering settings (filtering type and its character-
istic parameters like kernel size and standard deviation) and interpolation
options. The algorithm output was a cubic matrix in which every cell was a
voxel (with its attenuation coefficient value) of the reconstructed volume.
Before starting the real reconstruction, the projections are re-sized (re-binned).
We reconstructed the taken projections to 240x240x240 volumes as well as
600x600x50 and used them in the analysis of the results for the calibration
of the voltage for low-contrast imaging. However, the different choice of the
re-sizing affected the way in which the ROIs for the contrast evaluation were
chosen as well as the resulting values. The values chosen for the re-sizing even
if high was still good enough to see the inserts in the LC phantom. In the
following table the possible choices for the under-sampling of the projections
before the reconstruction are reported more in detail.
Re-sizing Pixels averaged Pixels real dimension
240x240 10x10 500 µm
480x480 5x5 250 µm
600x600 4x4 200 µm
800x800 3x3 150 µm
1200x1200 2x2 100 µm
Table 4.3: Possible under-samplings of the original 2400x2400 projections.
Following, an image showing the built micro-CT system has been reported.
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Figure 4.11: An image showing the built micro-CT device and the experimental setup in the
laboratory.
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Chapter 5
Methods
5.1 Tube voltage optimization
5.1.1 Preliminary considerations
For this work, the figure of merit chosen for comparing the images taken at
different voltages without taking into account the dose was the CNR:
CNR = C
N
= µobj − µbkg
σobj
The images taken with the same tube settings, analyzing the use and non-use
of a filter, were even compared based on the dose absorbed by the phantom
and their CNR by using the figure of merit from the study done by Hupefer
et Al. [16], the dose-weighted contrast-to-noise ratio, CNRD:
CNRD = C
N
√
D
= CNR 1√
D
where the symbols are explained in the previous section.
Concerning the small animal imaging, the optimal photon energy as well
as optimal tube voltage and filtration strongly depend on both the object
size and the imaging task at hand. This is not valid for the humans as they
normal clinical voltages used for the X-ray imaging are between 80 kV and
140 kV [17–19].
The foregoing discussion about the CNRD formula, has been split up in two
ways based on the two different imaging tasks, tissues and bone imaging.
However, as there was the impossibility to have either a ionization chamber,
the dose had to be assessed from the images taken with and without the
object.
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The soft tissue’s and bones’ imaging tasks considerations for small animals
are briefly discussed just in the next sections as the experimental part was
focused on the research of the best voltage for low-contrast inserts (∆HU ∼
-4/-8 %).
Soft tissues imaging
For soft tissues imaging in small animals, the monochromatic energy that
gives the best results is relatively high and depends on the size. In the
polychromatic energy spectrum, the optimal energies’ range is given by the
mean energies of it when the tube voltage is in the range 50-60 kV [16],
when the density differences are around 10%. In this energies range, looking
to the CNRD, as the tube output increases with the voltage squared the
dose increases too but on the other hand, the final reconstructed images are
characterized by better contrast and less noise. Therefore, the tube volt-
age doesn’t really affect the CNRD value. The critical role for the latter is
played by the filtration, that can significantly affect the CNRD by reducing
the dose levels while maintaining the same CNR and shifting the effective
energy to the “right”. Then, the stronger the filtration the higher the CNRD.
Bones imaging
Regarding the bones imaging task, we cannot draw the same conclusions
that have been made for the tissues. A general trend towards higher con-
trast at lower photon energies could be observed and the optimum energy for
the acquisitions was found to be low, depending on the phantom size (best
results with a tube voltage lower than 40 kV [16]). The issues that rises is
that, at low energies the dose increases critically (and noise as well under a
certain energy threshold), as the majority of the X-ray photons are absorbed
by the sample and don’t pass completely through it. Thinking about a so-
lution, a strong filtration will reduce the dose but at the same time it will
cut the energies at which we have the best CNR for bone imaging. Hence, a
trade-off is needed between the CNR and the dose, trying to find a maximum
value for the CNRD iteratively.
In this work, however, we analytically evaluated the CRL formula from
Paulus et al. [15] work:
CRL =
√
2LeµL
Nw3µ2
(5.1)
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with the use of MatLab R©. The very first thing that was done was to modify
the formula for re-adapting it to our device/experimental setup. The addition
of parameters that mimic our Micro-CT system helped us to find a new
version of the formula and its values were calculated in order to find a suitable
starting energy from which to start our experiments on the phantoms. The
re-adapted model used was:
CRL =
√
2L eµL eµBexBe eµAlxAl eµCsIxCsI
N w3 µ2
(5.2)
where L is the thickness of the object, xBe is the thickness of the beryllium
window at the tube exit, xAl the thickness of the cover plate of the detector,
xCsI the thickness of the flat panel’s scintillator and µ, µBe, µAl, µCsI are the
linear attenuation coefficients of the object, the beryllium, the aluminium
and the cesium iodide at the given energies, respectively.
The analytical calculations were done with the simplification of working with
a monochromatic beam with energy equal to the effective energy of a poly-
chromatic beam and using a pencil-beam geometry system. From the liter-
ature works, we can set the effective energy value as about one-third of the
peak energy set by the tube voltage (it depends of the tube, though) [2]. It
is possible indeed to compare the analysis of the CNR for a monochromatic
beam with a realistic case of using polychromatic beam, by referring to the
effective energy of the spectra as the optimum monochromatic energy.
Object Thickness
Beryllium window 200 µm
Aluminum top-cover 1 mm
CsI scintillator 0.1 mm
Table 5.1: Values of the different thicknesses in the re-adapted CRL model.
5.1.2 Analytical CRL model
A first task done for the optimization of the CT tube voltage, was to set up a
MatLab R© simulation for evaluating the limit contrast resolution limit (CRL)
from eq.5.2 for different imaging tasks (bones and soft tissue) in order to
evaluate a reasonable approximation of the energy at which we have the low-
est resolution limit (and, therefore, better) as a first point from which find,
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experimentally, the best energy that has to be used in reality. We evaluated
the CRL for objects like soft tissue and bones in order to have results that
could matched and be verified by the bibliography studies reported before
and by experiments in the future.
For the soft tissue imaging task, the CRL for three different sizes (1 cm,
2.7 cm, 5 cm) has been evaluated. The mass attenuation coefficients (in
cm2/g) for specific energy values have been gathered from the NIST (National
Institute of Standards and Technology) as well as the density values for
the material under investigation. As the number of attenuation coefficients
samples, for the energies under investigation present in NIST database, is
low, in the figures of the simulations segments are present and plots are not
really smooth.
Concerning the number of photons emitted by the X-ray source, a rough
model has been used:
N = AZiV γ =⇒ N ∝ ZiV γ (5.3)
where A is an experimental constant, unique for each X-ray tube (that was set
to 1), Z is the atomic number of the anode material (in our case, ZW = 74),
i is the tube current (that was fixed at 300 µA, the current chosen for the
experiments), V is tube voltage, that has been derived by the peak photon
energy used for the calculation which is related to the effective energy of the
beam through the relationship Epeak = (0.3 ÷ 0.4)Eeff, and finally, γ equals
is generally accepted to be almost equal to 2. Then, the used model was:
N ∝ ZiV 2 (5.4)
The values of the different sizes for the simulation and the ones for the
reported results have been chosen accordingly to the sizes of the experimental
phantoms (QRMMicro-CT Low Contrast Phantom for low-contrast imaging,
shown and discussed in the next section), adapting the model from Paulus
et Al. [15] to the experimental setup. However, even if the model has been
improved by the addition of different parameters (the Be output window of
the tube and the flat panel aluminum top cover) leading to a model much
more closer to the reality.
5.1.3 Experimental procedures
The data acquisitions were done initially on the air-water phantom to com-
pare the contrast resolution limit results for the water-half of it (as we wanted
to evaluate the CRL in a low-contrast context) at different voltages with the
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ones find by the simulations (focusing on the 1mm water holes) in terms of
optimal energy for validating the proposed model.
In the simulations the results about the 1mm-sized water holes (surrounded
by 4.9 cm of PMMA material) were that the optimal voltage for achieving
the minimum contrast resolution limit was around 46.5 kV.
The protocol used in the data acquisition for this air-water phantom was
a complete 360◦ acquisition at the tuned tube setting with a 1◦ angular
step. Concerning the QRM Low-contrast phantom, the complete acquisi-
tions where subdivided in 400 projections (0.9◦ angular step).
Data acquisition
As stated before, for the air-water phantom the 360 projections were acquired
for three different tube voltages: 42 kV, 45 kV and 48 kV and a fixed tube
current of 300 µA with an exposure time (X-ray pulse width) of 500 ms. The
flat panel’s frame rate used for the acquisition was 1 frame/sec. Each of the
complete steps took around 4 seconds. The distance between the source and
the phantom was of about 270 mm and the one between the source and the
flat panel was around 366 mm.
On the other hand, for the low-contrast QRM phantom a larger range of
voltages have been used (42 kV, 45 kV, 48 kV, 50 kV) always with the same
tube current setting. The source-to-object and source-to-detector distances
were unchanged too. The number of projections for this phantom were in-
creased to 400, with an angular step of 0.9◦.
The current was set at 300 µA even for this imaging task.
Both the phantom were positioned around the center of the detector.
Another last set of experiments was done with a fixed voltage (45 kV) but
changing the tube current with the addition of a 1 mm Al filter. The chosen
range of currents was: 300 µA, 400 µA, 500 µA and 700 µA (always with an
exposure time of 500 ms).
This gave us an indication on how the current affected the results from the
data acquisition and how the dose is reduced by the filtration with its con-
sequences on the CNR (and CNRD).
5.1.4 Projections correction process
The correction process of an acquired projection image (IRaw) starts from the
removal of the DC image (IDC) from the projection itself. This is achieved
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by a simple difference between the two pictures.
IDCfree = IRaw − IDC (5.5)
The same thing has to be done on the light field image, ILF (it contains DC
noise too).
ILF-DCfree = ILF − IDC (5.6)
Finally the corrected image is obtained by a ratio between the DC-free orig-
inal projection (IDCfree) and the DC-free light field image (ILF-DCfree).
ICorrected =
IDCfree
ILF-DCfree
(5.7)
In order to achieve trustful and meaningful results from the correction, some
little expedients were used during the process.
The first one was to set to zero all the points with negative values in the
“difference” images (DC-free ones) and in the corrected image. Secondly, in
the corrected image, all the NaN and infinite values had been set to zero
(better results could be achieved by an interpolation of the neighborhood’s
pixels) as “bad” pixels in the final image will lead to ring artefacts in the
reconstructed slice (another way to avoid/reduce this problem is to filter the
resulting sinogram). Ultimately, the final image (Ifinal) had been derived has
the negative natural logarithm of the corrected image.
IFinal = − ln (ICorrected) = − ln
(
IDCfree
ILF-DCfree
)
(5.8)
It is possible to derive immediately from the Lambert-Beer’s Law that the
final image contains the attenuation coefficients values.
An image summarizing the correction process is shown in the next page
(fig.3.13).
Part of the work before analyzing the reconstructed slices was, therefore, to
assess how many dark current and light field images should had been taken
and averaged in order to have a trustful and optimal correction of the single
projections.
A little mention has to be done about the correction of the alignment of the
images, another type of correction that is not part of this work but that had
been crucial for the high-definition of the images acquired.
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Figure 5.1: The Dark current/Beam inhomogeneities correction process
used in this work for the single projections.
ROI calculation and Contrast evalutation
After the reconstructed 3D volumes were computed, for the contrast (and
CNR) evaluation, the background and inserts ROIs were chosen. On a spe-
cific slice of the volume, the attenuation coefficient and the noise (both ex-
pressed in HU units) of the background were calculated by concatenating
two ROIs (with sizes that depended on the strength of the under-sampling
and the insert’s size they were next to) in one unique matrix and calculat-
ing average and standard deviation from this bigger matrix. In this way we
had trustworthy mean and standard deviation values (the error/noise). Con-
cerning the inserts, the ROIs for the bigger ones were chosen either of 5x5
dimension (600x600 binning) or 3x3 (240x240). For the smaller inserts, the
ROIs’ sizes were always 2x2. Figure 5.2 shows how the background’s ROIs
were chosen. On the other hand, fig.5.3 shows how the inserts’ ones were
selected.
After the ROI were chosen, the relative contrast and the contrast-to-noise
ratio were evaluated following equations 5.9 and 5.10.
C = µins − µbkg
µbkg
(5.9)
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Figure 5.2: Example of the background ROIs choices for evaluating the contrast and the
CNR for the two differently sized inserts. The image is a 600x600 reconstruction taken at
48kV-300µA, zoomed-in and had its the gray scale modified for better visualization. It is also
possible to see the gantry bed (pointed by the yellow arrow), when in the images it is not
visible it is because the image underwent a image processing for its removal.
CNR = µbkg − µins
σbkg
(5.10)
Lastly, the contrast profiles were evaluated for the inserts at each voltage
value. They were calculated on a line that passed through both the inserts
of the same size. An image displaying the line for the contrast profiles cal-
culation is reported in the next page (fig.5.4).
Dose evaluation
An index of the dose absorbed (DI) by the Low-Contrast phantom was es-
timated by comparing the light-field images and the projections and it was
calculated as the sum over all the projections of the pixels-summed-up dif-
ferences between the light field and the single projection.
Dose Index (DI) =
N∑
i=1
(
M∑
i=1
ILF − Iproj
)
(5.11)
where M is the total number of pixels in the final image and N is the number
of projections used in the data acquisition. The dose index is expressed in
DN (Dynamic Number).
The tube output and, therefore, the absorbed dose are dependent on squared
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Figure 5.3: Example of the inserts ROIs choice for evaluating the contrast. The ROI on the
bigger inserts are 5x5 while the ones in the smaller inserts are 2x2. The image is a 600x600
reconstruction taken at 48kV-300µA, zoomed-in and changed in colour scale. On the bottom
center-right part of the phantom is possible to see a ringing artifact probably due to some
detector alignment problem.
Figure 5.4: Example of the line choice for evaluating the contrast profiles on the big inserts.
The images are 600x600 reconstructions, zoomed-in and changed in colour scale.
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tube voltage and in the experimental results, the difference between the light-
field images and the raw projections increased with the energy (see fig.3.10),
matching the theory.
Figure 5.5: Image showing how the difference between the light-fields and the raw
projections was increasing as the tube voltage got higher.
The values gathered from eq. 5.11 were used to calculate the CNRD used as
a figure of merit to compare the usage or non-usage of a filter when acquiring
data with the same tube settings.
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Chapter 6
Results
6.1 Image correction process
The results regarding the projections correction and, therefore, the minimum
numbers of dark current and light field images that had to be taken, in order
to have a good correction before the volume reconstruction, are shown in
figures 6.1 and 6.2.
Figure 6.1: Average DN value for DC images.
From the two images is possible to see that the lower threshold in the number
of DC and LF images for obtaining a trustful image is, 25 and 20/25 images,
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Figure 6.2: Average DN value for LF images. Tube settings:
45 kV - 300 µA.
respectively.
Figure 6.3: The final averaged dark current image used for the static
noise correction.
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Figure 6.4: A light field image taken at 50kV and 300µA. It is possible
to see an area full of dead pixels at the two borders (bottom and right) of
the image which are not taken into account in the images processing.
When choosing to acquire and average 50 DC and LF images for the projec-
tions correction, the resulting final DC and LF images are reported in figs.6.3
and 6.4. For the DC image, is possible to notice how the different parts of
the detector are affected in a different way one from each other by the static
noise. On the other hand, in the LF image the different sensitivities for the
different areas of the detector. In fig.6.5 a three-dimensional plot of the beam
distribution (taken from the LF image) on the micro-CT flat panel is shown
(re-sized by taking the average of every 40 pixels).
After that all the projections were corrected (in fig.6.6 is possible to see a
single projection, before and after the correction process) for both the water-
air phantom and the low-contrast phantom, the volume reconstructions could
start and the results are reported in the following sections.
6.2 Air-Water phantom
Before acquiring the real data from the air-water PMMA phantom, the anal-
ysis on the analytical re-adapted CRL model was done.
The analysis has been ran on the two different water inserts (two different
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Figure 6.5: 3D Plot of the beam distribution on the detector taken at 48 kV and
300 µA.
Figure 6.6: The same projection before and after the correction process. Looking
to the top areas at the corners of the left image and of the right one, the beam
inhomogeneities and the static noisy pixels were corrected in the process. To be
noted that is visible the shadow of the gantry bed that crosses both the images.
sizes, 0.1 cm and 0.25 cm). The results for the optimal effective photon
energy for the 1 mm and the 2.5 mm water inserts were, respectively, both
around 15 keV that, translated in tube voltage values (in the X-Ray spectrum
the effective energy is around one third of the peak energy) results in about
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Figure 6.7: Contrast resolution limit simulation results for the air-water phantom.
The red samples describe the CRL trend among the energies for the 0.1 cm insert.
The blue ones describes it for the 0.25 cm water insert in the PMMA phantom.
45 kV.
Figure 6.8: A reconstructed slice of the air-water
phantom (the half with the air inserts) at 45 kV - 300 µA
(240x240 binning). The red arrows point to the small
1mm-sized holes while the blue ones to the bigger
2.5mms-sized holes.
In figure 6.7 the plot of
the CRL (that, just as
a reminder, is the lower-
bound for the contrast
between an object and
the background, or an-
other object, in order
to be distinguishable one
from the other) depen-
dency on the different
effective energies of the
beam is reported.
To be noted, finally, that
the contrast resolution
limit values are not pre-
cise as the model for the
generated photons has
a undetermined propor-
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tionality constant (that we set to 1) unique for each X-ray tube, derivable
from a precise measure of the X-ray spectrum [20].
The results of contrast and CNR showed for the 2.5 mm inserts, generally, a
little bit more than double of the values of the smallest inserts. This is due
to the ratio in size of the two different inserts and it confirms that the size of
the insert affects the contrast (and the CNR) at the energies typically used
for small animal imaging.
By comparing the CNR values evaluated from the reconstructed slices at the
different voltage settings, we had the best (highest) results at 45 kV.
Ultimately, an image of a reconstructed slice of the half with air inserts of
the air-water phantom at the tube voltage of 45 kV (and tube current equal
to 300 µA) is shown in fig.6.8.
6.3 QRM Low-contrast phantom
Recalling briefly the methods with which the experiments on the LC phan-
tom were done, the data acquisition varying the tube voltage (at 300 µA)
was done for two different binning values during reconstruction (240x240
and 600x600 images). It is already possible to guess that the binning mode
in which a reconstruction is done will strongly affect the results, especially
the CNR and this will be seen and discussed more in depth in the next pages.
The results (evaluated contrast and CNR) from the first acquisition set with
a 240x240 binning volume reconstruction are reported in the following table
(6.1).
From the manufacturer’s phantom’s datasheet (see Appendix B) the contrast
difference between the inserts and the resin background is known and the
background has a bigger linear attenuation coefficient than the inserts. The
contrast results of the reconstructed images are not in accordance with the
real contrasts because of the very strong under-sampling, though. Just for
the sake of precision, the derivation of the ∆HU value from the table in a
few trivial mathematical steps:
∆HU = HUins − HUbkg (6.1)
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kV Insert (∆HU) Contrast (%) Noise (σbkg in HU) |CNR|
42 Big (∆HU∼-8%) -5.8 0.7 10.3
Small (∆HU∼-8%) -2.8 0.6 6.4
Big (∆HU∼-4%) -2.5 1.3 2.5
Small (∆HU∼-4%) -1.6 0.7 2.9
45 Big (∆HU∼-8%) -6.4 1 8.2
Small (∆HU∼-8%) -2.9 0.5 7.1
Big (∆HU∼-4%) -2.8 1.1 3.3
Small (∆HU∼-4%) -1.4 0.6 3.2
48 Big (∆HU∼-8%) -6.2 0.7 11.8
Small (∆HU∼-8%) -2.2 0.5 6.4
Big (∆HU∼-4%) -3.1 1 4.4
Small (∆HU∼-4%) -1.9 0.6 4.5
50 Big (∆HU∼-8%) -5.2 0.6 11.9
Small (∆HU∼-8%) -2.2 0.6 5.4
Big (∆HU∼-4%) -2.6 1.1 3.3
Small (∆HU∼-4%) -2.1 0.7 4.2
Table 6.1: The values of contrast, background noise and CNR found for the QRM
LC phantom inserts at 42, 45, 48 and 50 kV - 300 µA with a 240x240 binning. The
n/a values mean that it was not possible to assess the contrast as the object was
invisible even after modifying the grey-scale. The best values are achieved at 48 kV.
that can be re-written in the following way:
∆HU = 1000 · µins − µwater
µwater
− 1000 · µbkg − µwater
µwater
= 1000 · µins − µbkg
µwater
(6.2)
An image showing the reconstructed slices at the different voltages is shown
in fig.6.9. In the next pages, the plots of the contrast profiles evaluated on
a line that passes through the big and small inserts is reported (fig.6.10,
fig.6.11, fig.6.12 and fig.6.13).
Looking to table 6.1, among all the voltages, the best results for the chosen
figure of merit, the CNR, are almost for every type of insert achieved at
48 kV. On the other hand, by looking to the contrast profiles images men-
tioned above, good outcomes are achieved with both 48 and 50 kV, indeed,
the area of the “holes” between the lowest peak and the surrounding back-
ground values are the highest ones. These results are in accordance from the
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Figure 6.9: Reconstructed slices at 240x240 binning. Top-left: 42 kV.
Top-right: 45 kV. Bottom-left: 48 kV. Bottom-right: 50 kV. The gray scale
has been uniformly modified. The best image seem to be the one at 48 kV.
visual inspection of figure 6.9, where the best reconstructed images seem to
be the ones taken at 48 and 50 kV.
As a last point, it should be mentioned the low standard deviation be-
tween the pixel values on the contrast profile evaluation line, showing a
low background noise. This relative low noise is visible on the images of
the reconstructed slices (fig.6.9) and on table 6.1 (σbkg), and it is due to an
over-smoothing of the reconstructed images caused by the very high under-
sampling of the corrected projections before the reconstruction.
The second reconstructed volume, from the same acquired data, was done
with a 600x600 binning (fig.6.15).
In this case (look at table 6.2), the best results are still achieved at both the
tube voltages of 48 kV and 50 kV.
Looking at the contrast profiles for the different inserts at the different volt-
ages (figs.6.16, 6.17, 6.18 and 6.19) is possible to assess that here better
results are achieved with both 48 and 50 kV for the 600x600 re-sized recon-
struction. This values are confirmed by table 6.2, indeed the CNR for the
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Figure 6.10: Big inserts attenuation profile at 42 kV with a 240x240 binning on the evaluation line. In
the y-axis the attenuation coefficients values in HU are reported while un the x-axis the line length is
reported in pixels (1 px = 0.5 mm). The inserts are pointed by the purple arrows. The FWHM is equal
to 5 px that corresponds to 2.5 xmm in reality, exactly the size of the bigger inserts.
Figure 6.11: Big inserts attenuation profile at 45, 48 and 50 kV with a 240x240 binning.
∆HU∼-4% small insert is the highest for both the voltages (confirmed by
the tabular values too).
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Figure 6.12: Small inserts attenuation profile at 42 kV with a 240x240 binning.
Figure 6.13: Small inserts attenuation profile at 45, 48 and 50 kV with a 240x240 binning.
Using this re-sizing modality the background noise is way higher than for
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Figure 6.14: Example of how the lines for evaluating the contrast
profiles were chosen. The orange line evaluated the contrast profile for
the bigger inserts while the green line for the smaller ones.
kV Insert (∆HU) Contrast (%) Noise (σbkg in HU) |CNR|
42 Big (∆HU∼-8%) -6.5 2.8 3.1
Small (∆HU∼-8%) -4.8 2.8 2.2
Big (∆HU∼-4%) -3 2.8 1.4
Small (∆HU∼-4%) -4.2 2.8 2
45 Big (∆HU∼-8%) -6 2.7 3.0
Small (∆HU∼-8%) -6 2.5 3.2
Big (∆HU∼-4%) -3.4 2.8 1.7
Small (∆HU∼-4%) -2.9 2.8 1.4
48 Big (∆HU∼-8%) -6.5 2.3 3.7
Small (∆HU∼-8%) -7 2.2 4.2
Big (∆HU∼-4%) -4 2.4 2.2
Small (∆HU∼-4%) -4.2 2.4 2.4
50 Big (∆HU∼-8%) -7.1 2.3 4.2
Small (∆HU∼-8%) -5.1 2.1 3.3
Big (∆HU∼-4%) -3.5 2.5 1.9
Small (∆HU∼-4%) -3.8 2.0 2.6
Table 6.2: The values of contrast and CNR found for the QRM LC phantom inserts at 42, 45, 48 and
50 kV - 300 µA with a 600x600 binning. For calculating the values for the smaller inserts with lower
contrast the gray scale has been modified. The best values are achieved at 50 kV.
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the 240x240 reconstruction but, on the other hand, sharper edges are ob-
tained and lead to a clearer recognition of the inserts (even when taking into
account the worsened noise image).
µA Insert (∆HU) Contrast (%) Noise (σbkg in HU) |CNR|
300 Big (∆HU∼-8%) -5.9 0.6 11.8
Small (∆HU∼-8%) -2.8 0.8 4.5
Big (∆HU∼-4%) -2.4 0.9 3.3
Small (∆HU∼-4%) -1.5 0.6 3
400 Big (∆HU∼-8%) -5.8 0.9 8.2
Small (∆HU∼-8%) -3.3 0.7 5.7
Big (∆HU∼-4%) -3.4 1.3 3.3
Small (∆HU∼-4%) -1.9 0.7 3.4
500 Big (∆HU∼-8%) -6 0.5 15.7
Small (∆HU∼-8%) -2.3 0.4 6.6
Big (∆HU∼-4%) -3.3 0.8 5.3
Small (∆HU∼-4%) -1.4 0.6 3.1
700 Big (∆HU∼-8%) -6 0.6 12.5
Small (∆HU∼-8%) -2.5 0.6 5.2
Big (∆HU∼-4%) -3.2 1 3.9
Small (∆HU∼-4%) -1.3 0.6 2.5
Table 6.3: The values of contrast, background noise and CNR found for the QRM LC phantom inserts
at 300, 400, 500 and 700 µA - 45 kV with a 1mm Al filter and a 240x240 binning. The values for the
smaller inserts with less contrast were assessable with an adjustment of the gray scale. The best results
are achieved at 400 µA. The noise is generally inversely proportional to the current values.
The last data acquisition done on the QRM phantom was done by fixing the
tube voltage and varying the tube current with the addition of a 1mm Al
filter. The table 6.3 shows the results after the 240x240 reconstruction of the
phantom. In this case, according to the results of table 6.3, the optimal tube
current that gives the highest CNR results seems to be 500 µA. Indeed, in
the table, all the inserts have their contrast-to-noise ratio maximum for that
current tuning. On the other hand, by looking to the reconstructed slices
figure 6.20, the best image quality visually seem to be the one achieved at
both 500 µA and 700 µA. Theoretically, the higher the current the better
the results should be. In our experiments, the tabular data could be wrong
because of ringing artifacts (partially removed by a spatial adjustment of the
image), the reconstruction algorithm or the way in which the ROIs in the
inserts were selected.
Concerning the absorbed dose index, looking at table 6.4, it is possible to
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Figure 6.15: Reconstructed slices at 600x600 binning. Top-left: 42 kV. Top-right:
45 kV. Bottom-left: 48 kV. Bottom-right: 50 kV. The gray scale has been modified
uniformly. With lower re-binning, the noise is much more present.
Figure 6.16: Big inserts attenuation profile at 42 kV with a 600x600 binning.
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Figure 6.17: Big inserts attenuation profile at 45, 48 and 50 kV with a 600x600 binning. The inserts
are pointed by the arrows and they are far 65px one from each other. This distance corresponds to
12 mm in the reality that is the space between the inserts in the QRM LC phantom.
Figure 6.18: Small inserts attenuation profile at 42 kV with a 600x600 binning. In this case the small
insert with lower contrast is not really visible but it is known that the two inserts are far 65 px one from
each other (equal to 12 mm).
see (accordingly to the theory) how it is proportional to the tube voltage.
54
Figure 6.19: Small inserts attenuation profile at 45, 48 and 50 kV with a 600x600 binning. The smaller
insert with lowest contrast is present around x = 75 px, about 65 px (equal to 12 mm). The inserts are
pointed by the two arrows.
The dose-weighted CNR was calculated for the QRM LC phantom on the
different voltages (table 6.5) for the 600x600 reconstruction.
Voltage (kV) 42 45 48 50
Dose (DN ·1012) 2.27 2.87 3.64 4.03
Table 6.4: Dose values at the different tube voltage settings. The
results are in accordance with the theory and as the tube voltage
increases, the absorbed dose increases too.
Optimal results are achieved again with either 48 kV or 50 kV. This is in ac-
cordance with the results from the contrast profiles and the the slices images
previously shown.
Finally, a reconstruction at 600x600 was done for the 1 mm Al filtered acqui-
sition and the contrast, CNR and CNRD values were evaluated in the same
way as the non-filtered acquisition. The results are reported in table 6.6.
The dose index was assessed, for the CNRD evaluation, and it resulted to be
1.79 · 1012 DN for the complete acquisition.
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Figure 6.20: Reconstructed slices at 240x240 binning at different current values and 45 kV
tube voltage. Top-left: 300 µA. Top-right: 400 µA. Bottom-left: 500 µA. Bottom-right: 700
µA. The gray scale was uniformly modified in order to the inserts to be as clear as possible.
Voltage (kV) 42 45 48 50
Big (∆HU∼-8%) 2.04 1.75 1.97 2.11
Small (∆HU∼-8%) 1.50 1.87 2.20 1.65
Big (∆HU∼-4%) 0.94 0.97 1.18 0.96
Small (∆HU∼-4%) 1.32 0.81 1.24 1.28
Table 6.5: Dose-weighted CNR (CNRD) (·10−6 (DN) 12 ) at the different
tube voltage settings for the 600x600 reconstructions.
Insert (∆HU) Contrast (%) Noise (in HU) |CNR| CNRD (·10−6)
B (∆HU∼-8%) -5.7 3.1 2.2 1.64
S (∆HU∼-8%) -7.6 2.6 3.4 2.54
B (∆HU∼-4%) -5.1 3.0 2.0 1.49
S (∆HU∼-4%) -3.3 2.9 1.4 1.05
Table 6.6: Contrast, background noise (σbkg), CNR and CNRD (expressed in (DN)
1
2 ) values for a
600x600 reconstruction of the 45 kV-300 µA filtered with a 1 mm of Al. “B” stays for “big”, “S” stays
for “small”.
56
Figure 6.21: Reconstructed slices at 600x600 binning at 45 kV tube voltage without (left) and with
1 mm Al filtration (right). The gray scale was uniformly modified in order to the inserts to be as clear as
possible. The noise in the right image is way more perceivable than in left one and it is darker than the
other one as a lot of photons have been absorbed by the Al filter.
As a last note, the CNRD values with the added filtration are almost for all
the inserts higher than the ones obtained without using any filter (at 45 kV)
meaning that it was achieved a great reduction in dose index while suffering
a small worsening of the CNR.
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Chapter 7
Discussion of the results
Image correction process
As seen in the methods chapter about the correction process, a sufficient
amount of dark current and light field images had to be taken and averaged
in order to achieve a good correction. In figure 6.1 the resulting plot (from
different dark current acquisitions) of the average DN value (Dynamic Num-
ber, is the flat-panel pixel value that can go from 0 to 4095 as every pixel is
a 12-bits digital output) for the dark current among the different numbers of
images is shown.
The plot (in fig. 6.1) shows that the sufficient number of DC images above
which we have a low standard deviation (more or less always the same value)
is 25. However, as it is possible to see, the average DN values vary in a very
small range (91.47-91.51) so the number of images taken and averaged for
the DC correction does not really affect the final result.
The mean DN value for different averaging of light field images is plotted in
fig.6.2.
Looking at the latter figure, the minimum requested number of images to be
averaged in order to have good correction is 20-25 images: above these, the
mean DN value does not change a lot (between 930 and 931.6).
For our experiments we chose then to acquire 50 DC and LF images for the
projections correction. With this number of images we obtained a good and
trustful correction. The resulting final DC and LF images are reported in
figs.6.3 and 6.4. In fig.6.5 a three-dimensional plot of the beam distribution
on the micro-CT flat panel is shown (re-sized by taking the average of every
40 pixels).
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Air-Water phantom
From the results gathered from the experiments on the air-water phantom,
it is possible to see that they confirm the presence of an optimal energy (and
tube voltage, in our case equal to 45 kV) at which the contrast is enhanced
the most. This is in agreement with the analytical evaluation of the model
of eq.5.2 done on a virtual equivalent phantom.
Both the results from the computed analysis of the CRL and the real data
on the air-water show that if the tube voltage is too low, the X-ray photons
emitted by the source undergo a massive absorption by the object (through
either photoelectric or Compton scattering) while, if the tube voltage is too
high, the object becomes “transparent” to the photons as they are too much
energetic and the absorption coefficient becomes almost zero.
Finally, in the plots of the evaluated model (fig.6.7), an ending plateau is
visible at the higher energies as the number of emitted photons saturates
(the tube has a maximum power of 50 W) and the contrast resolution limit
does not change.
QRM Low-contrast phantom
With the QRM LC phantom, the best results in terms of CNR, image quality
by visual inspection and contrast profiles, are achieved at both 48 kV and
50 kV with both the under-sampling modalities (240x240 and 600x600).
There is a dependency between the results and the binning mode. The bin-
ning is an averaging operation on a group of pixels’ values, meaning that
both the inserts/background values and the noise values are smoothed. This
smoothing is dangerous as it smooths (blurs) edges (which are characterized
by high spatial frequencies, same as the noise) making the inserts with lower
contrast to be not clearly distinguishable from the background. With higher
under-sampling rates (e.g. 600x600) the averaging effect is reduced, so edges
are less blurred and outliers values are not affecting the results too much.
The contrast by averaging groups of pixels is averaged too and then a higher
re-sizing leads to more distorted contrast values (see table 6.1) not matching
the real (fixed) values of the LC phantom. Obviously, the main drawback in
this case is that the noise is higher as it has been only slightly reduced. This
effect is perceivable not only looking at the images of the reconstructed slices
but even by looking at the contrast profiles for the two types of binning:
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the noise in the 240x240 binning contrast profiles is much lower (images and
contrast profile are way smoother) than in the 600x600 ones. Furthermore,
it is perceivable from the contrast profiles how the edges of the inserts are
smoothed at a higher degree in the 240x240 mode compared to the 600x600.
Another confirmation about the change of noise levels is given by the CNR
values reported in the two tables (4.1 and 4.2), the ratios are generally lower
for the 600x600 binning. This is a direct consequence of having an higher
noise. The real (fixed) contrast results could be theoretically achieved with
a full reconstruction without re-sizing, but at that level a complete volume
reconstruction is unfeasible and noise (even if it can be reduced) is very high.
For our purposes, already the re-binning with 600x600 pixels images showed
good results as it allowed us to see the inserts (through a windowing opera-
tion on the HU scale), and it provided a good resolution of the edges while
maintaining the noise level not too high.
The choice of the under-sampling strength is related to the size of the object
under investigation and to the material it is composed of. For example, if
the interested object has a known high contrast with the surrounding and
it is not very small, then an higher under-sampling is acceptable as, even
if the edges will be blurred, the difference in attenuation will be so high
(and the gradient too) that the object will be easily recognizable. Besides,
when dealing with small objects with low contrast, a lighter under-sampling
is preferable, as it will lead to a better definition of it, even if the noise will
affect the visualization of them: a trade-off between image object shape defi-
nition and image noise must be done in order to have satisfactory results for
the object of interest.
We can state that, as a result from this work, the optimal tube voltage
for low-contrast imaging (e.g. fat tissues, soft tissue, etc.), looking at the
contrast profiles and CNR values, can be chosen between 48 kV and 50 kV
without any filtration added.
When using a filtration, by comparing the results between the acquisition
with and without filtering, the CNR values for the inserts in the unfiltered
one are in general higher than the respective ones for the filtered acquisition.
This is due to a generally higher noise with the use of a filter as less photons
hit the detector leading to worse images. Analyzing the CNRD values the
results confirmed the theory (except for one of the four the inserts) and the
dose was reduced from 8.2 · 1012 to 5.1 · 1012 DN (∼-61%), showing that is
possible to reduce heavily the absorbed dose by the object, while not wors-
ening too much the image quality that remains acceptable. These values are
not really accurate because as said before, in the methods chapter, the dose
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was assessed in an over-estimated way (it considered absorbed photons all
the photons that did not hit the flat panel).
When the experiments are ran in vivo on animals, the CNRD becomes the
most useful figure of merit and a filtration (different based on the type of
imaging required) can be useful to achieve better CNRD values as it allows us
to keep the same effective photon energy (by reducing the tube voltage) and
reducing the dose by blocking the photons at the lower energies that are the
main contributors to the absorbed energy. Looking to the CNRD equation
(eq.3.3) it is clear, how, as long as we reduce the dose, the denominator gets
lower (even if the noise is increased with the filtration, affecting negatively the
CNR) and higher CNRD values are obtained. Therefore, it will be possible
to have images with (more or less) the same contrast while having lower dose
absorbed by the analyzed object which can be very dangerous and disruptive
for follow-up studies in cancer development.
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Chapter 8
Conclusions
In this work, the optimal tube voltage for our micro-CT system was inves-
tigated. A model for a rough identification of the best voltage, in terms of
minimum contrast resolution limit (CRL), has been proposed and verified
through both simulations and experiments. It helped us to find a starting
voltage to start the experiments with.
For the reconstruction, after the raw projections correction, an under-sampling
of the original 2400x2400 projections was done because we were interested
in the investigation of not so small structures (the inserts in the QRM phan-
tom were 1 mm and 2.5 mm sized, respectively) and also it had the silver
lining of allowing us to reduce computational times. Then, the usage of a
low-contrast phantom helped us in finding an almost-optimal tube setting
for achieving the best contrast resolution limit for materials with a low HU
value difference with the background (i.e. very low contrast). This value was
found to be between 48 kV and 50 kV.
Further investigations on the optimal tube voltage setting for low contrast
imaging could be focused on the use of a finer voltage variation for the data
acquisition (e.g. from 40 kV to 60 kV with 1 kV step), especially focusing on
the higher voltages. Full 2400x2400 reconstruction could lead to better re-
sults and particularly fine for very small structures, e.g. mice’s micro-tubular
bones or mice’s thyroid.
A way to improve to model analyzed in this work, re-adapted from [15] and
used to find an adequate voltage to start the experiments from, can theoret-
ically be achieved with a development on the geometry system used in the
model, adapting it to a cone-beam system from a pencil-beam geometry and
by implementing an algorithm that approximates in a better way the number
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of photons exiting the tube (with the knowledge of all the tube parameters,
if possible).
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