Abstract. The spectral properties of the Ruelle transfer operator which arises from a given polynomial wavelet filter are related to the convergence question for the cascade algorithm for approximation of the corresponding wavelet scaling function.
Introduction
Two operators from wavelet theory are studied: the refinement operator (alias the cascade approximation operator) M (see (2.9)), and the transfer operator R (see (2.25)). In the case of a compactly supported scaling function ϕ, we then consider the approximation problem
where ψ (0) ∈ L 2 (R) is given. A result is proved which relates the spectrum of R to the question of when ϕ = lim n→∞ M n ψ (0) . For those vectors ψ (0) where the approximation holds, the rapidity of the approximation is related to the spectral data for R.
General Theory
It is well known that compactly supported scaling functions ϕ of a multiresolution analysis satisfy the functional equation
a k ϕ (2x − k) (2.1) (at least after an integer translation of ϕ) [Dau92, CoRy95] . The standard requirement that {ϕ ( · − k) | k ∈ Z} forms an orthonormal set of functions in L 2 (R) implies the conditions However, in general, orthogonality of {ϕ (x − k) | k ∈ Z} is a condition which is more restrictive than either one of the two equivalent conditions (2.2) or (2.5). The Fourier transform of (2.1) isφ
We apologize to engineers for using t to denote frequency. Since ϕ has compact support (and then (2.1) implies that the support is in [0, N ]),φ is continuous at 0 and an iteration of (2.7) giveŝ
Since m 0 is a polynomial, this expansion converges uniformly on compacts. Now, let ψ (0) be any bounded function of compact support such that ψ (0) (0) = 1, and define by iteration ψ (n+1) (x) = M ψ (n) (x) (2.9) where ψ (0) is any integrable function of compact support such that ψ (0) (0) = 1. When this is used to depict the graph of ϕ, it is common to take ψ (0) to be the Haar function ψ (0) (x) = 1 if 0 ≤ x ≤ 1, 0 otherwise; (2.13) see [Coh92] . In this paper, we discuss a variety of choices. The question of when the convergence in (2.12) is stronger than distribution convergence, and the related question of what regularity properties the limit ϕ has, have received much attention in the literature; see for example [Str96] , [Vil94] , [CoDa96] , [Pol92] , and references cited therein. In all these references, it is also assumed that the condition (2.2), alias (2.5), holds. Ifφ
is the n'th partial product in (2.8) one then shows, using (2.5), that 
The only trigonometric polynomials ξ satisfying
are the constants.
(2.21)
There is no nontrivial cycle in
for the doubling map z → z 2 .
(2 The cascade algorithm, with
(2.23) and then {ϕ ( · − k)} is an orthonormal set. In contrast to the distribution convergence, this latter convergence depends very sensitively on the choice of initial function ψ (0) . If for example the ψ (0) starting vector above is replaced by
cannot converge to ϕ in norm (although it does so weakly). The question is then which initial functions ψ (0) can be used. One approach, developed by Strang [Str96] , establishes L 2 -convergence under general circumstances if ψ (0) is chosen such that
is an orthonormal set. Thus the standard choice ψ (0) = χ [0,1] is included. To describe these "general circumstances" we introduce the Ruelle operator (Rξ) (z) = 1 2
We may view R as an operator on any of the spaces
and in particular it is clear from (2.25), (2.4) that R maps any of these spaces into itself. Since R C z, z −1 ⊂ C z, z −1 , the invariance of C (T) follows from the Stone-Weierstrass theorem. This also follows directly from (2.25), using the continuity of m 0 . If P [n, m], n ≤ m, is the subspace of C z, z −1 consisting of trigonometric polynomials of the form m k=n b k z k , we note that
where [x] is the largest integer ≤ x. Thus any P [n, m] will ultimately be mapped into P [−N, N ] by repeated applications of R, so all the spaces
Let us study the spectral properties and the norm of R on the various spaces. Note that ξ (z) = 1 (the constant function 1 1) is an eigenvector of R with eigenvalue 1 in all the subspaces; and, by (2.21), it is the unique eigenvector up to a scalar with eigenvalue 1 in C z, z −1 if and only if ϕ 2 = 1, i.e., if and only if the cascade (2.23) converges in L 2 -norm. In any case, (2.25) and (2.5) immediately imply that
and hence the spectral radius of R, as an operator on the four left-hand subspaces in (2.28), is
Let us note en passant that the behaviour of R as a operator on L 2 (T) is different. From (2.25), we get for the L 2 (T)-adjoint operator:
Thus RR * is a multiplication operator, and it follows from (2.5) and (2.6) that 
Lemma 2.1. If M is the cascade transform defined by (2.9), then 
The terms with odd n disappear in the last sum, so
and (2.46) follows.
If ψ 1 , ψ 2 are L 2 -functions with compact support, define
To prove (2.45), we have to show
We have
This shows (2.52), and Lemma 2.1 is proved.
We will list a few more preliminaries on the relative polynomials before we prove our theorem on spectrum and cascade approximation. As in Lemma 2.1, we consider functions ψ, ψ 1 , ψ 2 in L 2 (R) of compact support. Usually the support of the functions in question will be assumed contained in a fixed interval
we note that (ξ * ψ) (t) = ξ e −it ψ (t) , (2.55) where as usual refers to the R-Fourier transform. The sesquilinear operator p (ψ 1 , ψ 2 ) in (2.44) will be viewed as a quadratic form
with the subscript c standing for compact support.
Positivity of this C (T)-valued form p follows from the following identity:
with the convention z = e −it , e k (t) = z k = e −ikt , and
Similarly we derive the formula
From this it is immediate that the relative polynomial p has the sesquilinearity property
and that it is densely defined on
in the second variable, and that it becomes a module mapping in that variable relative to
. This is actually slightly more than what we need (see the proof of (ii) ⇒ (i) in Theorem 2.5). On the other hand, one may use the Zak transform [Dau92] to prove a stronger continuity estimate: p may be extended to a sesquilinear function
We turn to the details.
Lemma 2.2. The relative polynomial p has the following properties:
(a) Norm estimate:
(b) Module property:
and thus
where ξm 0 is the pointwise product.
where M = M m0 is the cascade operator.
Ad (c): Since
by Lemma 2.1, we need only calculate M (ξ * ψ 2 ), where M is the cascade operator M = M m0 given by the low-pass filter m 0 .
where M m0ξ is the cascade operator corresponding to the product filter (m 0 ξ)
ψ t 2 . Now apply this to ξ * ψ, and use (ξ * ψ) (t) = ξ e −it ψ (t).
Iteration yields
As a corollary, we note that
Proof. We have already commented on one inclusion in (2.56), and the second follows from 
We are now ready to prove the main theorem of convergence of the cascade algorithm, which is a version of Theorem 4 in [Str96] . (i) R has 1 as a simple eigenvalue and |λ| < 1 for all other eigenvalues λ of R.
is an orthonormal set and ψ (0) (0) = 1 then
As an aside, remark that R having 1 as a simple eigenvalue means here that the corresponding eigenspace is one-dimensional. But since R = 1, and hence n → R n ′ is bounded in any equivalent norm · ′ on the linear operators
, it follows from Jordan's theorem that the multiplicity of 1 in the characteristic polynomial is 1 too.
Let us view
But asR (δ 0 ) = δ 0 , δ 0 is the unique eigenvector ofR corresponding to eigenvalue 1, and as the functional x → k x (k) is preserved byR, it follows from (i) that
for all finite sequences x. Thus, by Lemma 2.1,
But the two assumptions on
for all x, and hence by the above,
In particular this means that
.
and in particular,
(ii) ⇒ (i). We now assume cascade convergence in the sense (ii), i.e.,
for the initial vectors ψ (0) which are specified in (ii). The object is to derive from this the spectral picture for R as specified in (i), and R will be identified with its restriction to P [−N, N ] as mentioned. Of course P [−N, N ] ⊂ C (T), and R is also, by (2.28), an operator mapping C (T) into itself. Its adjoint on the dual space
, is invariant by (2.5), i.e., R * (δ 1 ) = δ 1 . Consider the eigenvalue problem:
We assume this, and since R ∞→∞ = 1, the discussion may be restricted to |λ| = 1. We claim that, if λ = 1, λ ∈ T, then ξ 0 = 0, so we cannot have nontrivial peripheral spectrum.
By
→ 0, where ψ (0) is any initial vector with the stated conditions, e.g.,
whenever ξ (1) = 1. For example, take ξ = 1 1 + cξ 0 to have this satisfied. Then R n ξ = 1 1 + cλ n ξ 0 , i.e., a divergent sequence if λ = 1 and c = 0, supposing ξ 0 = 0. Using Lemma 2.2, we will show that
where the last convergence is in the finite-dimensional subspace of C z, z −1 and thus in any norm. This will contradict the divergence of R n ξ. The formula (2.87) can be verified in two ways: since ϕ, M n ψ (0) and M n ξ * ψ (0) all have support inside a common compact set, the convergence is immediate from the finite sum (2.44), (2.84), and (2.86). Alternatively one can use Lemma 2.2(a), and PER ψ (0) 2 = 1 1. In checking the conditions in Lemma 2.2(a), we note that
, so we must verify that
This contradiction completes the first part of the proof of (ii) ⇒ (i). It remains to show that (ii) of Theorem 2.5 implies that λ = 1 has multiplicity one in the spectrum of R, where again R is identified with its restriction to P [−N, N ]. Since R1 1 = 1 1, we need only exclude that the multiplicity is 2 or more. But
= 1 for all n by (2.45) and R1 1 = 1 1 and it follows from (2.71) that ϕ 2 = 1. By (2.18) ⇒ (2.21) it follows that λ = 1 has multiplicity 1.
Some examples
Our interest in the subject of cascade approximation was ignited when using the cascade algorithm in [BEJ99] to draw the scaling function associated with the low-pass wavelet filter
and θ varies over the circle; see [Pol89, Pol90] . This family is discussed in detail in [BEJ99] . The symmetry 
and by (2.3),
On the other side, a, −2b −1,
We see that unless b = 1 2 , i.e., θ = π 2 , 1 is the unique peripheral eigenvalue, and it has multiplicity 1. By Theorem 2.5, the cascade approximants then do indeed converge to the scaling function. If θ = π 2 , then 1 is an eigenvalue of multiplicity 2 and −1 is an eigenvalue of multiplicity 1, and by Theorem 2.5 the cascades do not converge in L 2 -norm. The slow convergence near θ = π 2 can be explained by the fact that R then has eigenvalues differing from ±1 by O θ − π 2 2 , so the approximation after n steps is like 1 − const. θ − π 2 2 n . This slow rate of convergence near π 2 is also clear from Figure 6(a)-(l) . We should emphasize that the semiregular layers displayed by these pictures dissolve more and more when doing further iterations and a plot after 1000 iterations with a resolution of 2 −10
shows virtually no discernible small-scale regularity. This is shown in Figures 7-9 , and let us explain how these were produced. First note that by (2.9), the value of (M ψ) (x) at a point x ∈ 2 −N Z only depends on the values of ψ (y) at points y ∈ 2 −(N −1) Z, and hence the exact values ψ (n) for x ∈ 2 −N Z can be determined exactly by an iterated matrix scheme. Also the jumps of ψ (n) at the points in 2 −N Z can be determined exactly by the following cascade scheme with fixed N (e.g., N = 10): We define
and define
where
We start the recursion with
and
and from (3.3),
where we use the convention that Figures 7-9 , we have used this algorithm to plot ψ 
, it is then also not continuous in the second quarter of the θ-circle.
The question of continuity of ϕ (θ) has been considered in even more detail for our examples in the papers [CoHe92] , [CoHe94, Section 4.8.1], [Wan95] , [Wan96] . They use the real coefficients see an illustration in Figure 2 . In [Wan96, Proposition 2.1], it is stated that if there is a continuous scaling function, then |c 0 | < 1 and |c 3 | < 1, that is, π < θ < 2π. Since our movie reel shows that the scaling function clearly is discontinuous for 0 ≤ θ ≤ π 2 and then by symmetry for 0 ≤ θ ≤ π, this is consistent with the movie reel. (It is still an open question, for 0 < θ < π, as to "how discontinuous" x → ϕ (θ) (x) then is. Based on graphics, and analogies (see Section 4) to iterated function systems, it is likely that the discontinuous cases have interesting fractal
k , k = 0, 1, 2, 3. See (3.9).
structure, but that will be postponed to a later paper.) On the other hand, the comment to Figure 4 .3 in [CoHe94, page 193] indicates that the condition θ ∈ π, 3π/2 ∪ 3π/2, 2π is necessary and sufficient for a continuous scaling function. This is indeed consistent with our movie reel, but the reel shows extremely singular behaviour of the scaling function at some dyadic rationals even in the domain of continuity. The effect is most pronounced for Figures 3(b) and 3(j). We refer to the papers above and [DaLa92] for the actual methods used to establish continuity.
The flip symmetry of the example above holds more generally whenever the Ruelle matrix is defined from a low-pass filter function m 0 (z) = a 0 +a 1 z+· · ·+a N z N with real coefficients a i . Specifically let R denote the associated Ruelle operator. We then have Lemma 3.2.
Proof. From the definition of R we have
where we used the reality assumption in the form m 0 w −1 = m 0 (w).
We now turn to the graphics which illustrate the cascade approximation (2.9)-(2.10). It follows from (2.1) and [Dau92, The so-called cascade algorithm [Dau92, p. 205 ] starts with initial points on an integral grid, and the n'th step fills in points on 2 −n Z places according to matrix multiplication and use of the weights from the respective matrix entries. We include more technical points in the captions of the pictures, and in the Appendix.
Remark 3.3. While the results above concern primarily orthogonality and L 2 -cascade approximation, there is a direct connection between the L 2 -theory and pointwise features of the approximation, as is pointed out in [Dau92, p. 204] . Proposition 6.5.2 in [Dau92] makes that explicit when the a priori assumption is made that ϕ (θ) (x) is continuous in x. As noted in Remark 3.1 and Section 4, and in [BEJ99] , such continuity is only known when θ is restricted to certain subintervals of (−π, π], and the pictures serve to illustrate the features when θ is in the complement of the "good" regions.
We stress that the fast algorithm used for some of the graphics (see the Appendix) does in fact depend on the orthogonality of the family
, and this orthogonality we verified in [BEJ99] to be satisfied for all values of θ except for θ = π 2 . The significance of this orthogonality is also directly related to the assumption made in Theorem 2.5(ii), i.e., (2.24), on the starting function ψ (0) for the cascade approximation (2.12), but the fast algorithm of the Appendix is different from (2.9)-(2.12). Details on the comparison of the two are to be found in the Appendix. 
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In Figure 6 (a)-(l), we study the cascade approximation at θ = 9π 20 with the Haar function as starting point. Special attention will be given to the asymptotic properties of the jumps at certain dyadic rationals. The rightmost term in the sum expansion for
where N n = 3(2Hn − 1+· · ·+2+1) = 3·(2Hn−1), and where 
, where x n = 3 − 2 1−n , and
Figure 6(c):
, where the height of the rightmost column is h 45 (4) = ( √ 2a 3 ) 4 , and further high points at h 42 (4), h 39 (4), h 36 (4), . . . , corresponding to rightmost "bumps" in the subpartition intervals. . . . See http://cm.bell-labs.com/who/wim/cascade/ for more pictures, but without emphasis of the singularities at dyadic points.
In Figure 2 , note that everywhere except at the four points θ = k π 2 , k = 0, 1, 2, 3, we have precisely three positive a i 's and one negative one. The significance of that is discussed in Section 4 below. 
Conclusions
While it may be difficult to discern an overall pattern in the computer-generated output from the cascades, the expectation is that there are domains of starting points (functions or coefficients) which lead to "nice" limit functions, L 2 (R) or continuous, while the other extreme ones lead to fractal-like pictures. This is based on two analogies, in addition to the existing results in [DaLa92] , [CoHe92] , [CoHe94] , [Wan95] , [Wan96] :
(i) First, we think of (2.1) as a version of an iterated function system in the sense of Hutchinson [Hut81] . Hutchinson considers Borel mappings f 1 , . . . , f n on a complete metric space X, probabilities p 1 , . . . , p n , p i > 0, i p i = 1. Such a system defines a dynamical system x 0 → x 1 → · · · in X where
and where the indices α i are chosen randomly for each i, with probability p αi . For Borel probability measures µ on X,
, where E ⊂ X is a Borel set, and f
A fixed point for the system is a measure µ such that
and we think of (2.1) as a version of this, but of course, in (2.1) we do not necessarily have the coefficients a i positive, and we do not impose the same normalization. Nonetheless, we may take X = R, f i (x) := 1 2 (x + i), and (Figure 2 shows examples with four coefficients, where generically three are positive and one is negative.) Hutchinson's theorem for the general version of (4.1) yields existence and uniqueness of µ provided the probabilistic assumptions hold, and the mappings f i have contractive Lipschitz constants. Even in the wavelet setting, one may ask for a signed measure µ solving (4.1) and make the distinction between solutions µ which are absolutely continuous with respect to Lebesgue measure, vs. the measures µ which are singular. In the first case, there is a Radon-Nikodym derivative ϕ which may be viewed as a solution to the original problem (2.1).
(ii) The second analogy is to a problem studied by P. Erdös [Erd40] for an iterated function system on
f 1 (x) = λx + 1 − λ, and
The corresponding problem (4.1) and (4.2) leads to a probability measure µ λ , and Erdös showed that µ λ is either absolutely continuous, or else totally singular. Total singularity means that there is a subset E ⊂ X (= [0, 1]) such that µ λ (E) = 1 and E is of zero Lebesgue measure. This shows up in computer output as fractal-like appearance. It is known that if λ < 1 2 , then the support of µ λ is a Cantor set of Hausdorff dimension − ln 2 ln λ , while the case λ > 1 2 is not fully understood, the expectation being that µ λ will be more regular (or "less fractal") if λ is closer to 1.
The case λ = 1 2 in the Erdös construction is clear, of course, and yields dµ 1 2 (x) = ϕ (x) dx where ϕ = ψ (0) is precisely the Haar function from (2.13) above, and dx is Lebesgue measure, i.e., ϕ satisfies
which is also (2.1) for the Haar scaling function. It should also be mentioned that Solomyak [Sol95] proved that for almost all λ in 1 2 , 1 , the measure µ λ does have an L 2 (R) density. An example of λ > 1 2 when µ λ is known to be singular is λ −1 = 1 + √ 5 /2, the golden ratio.
at least when m ≥ M . Thus, when Daubechies's scheme is iterated more than N times, the two methods give the same values on Z2 −N . In order to get the values of ϕ at dyadic rationals it is necessary to switch from Daubechies's algorithm, which doubles the number of points at each iteration, to the algorithm based on (2.9), where the number of points is constant. The extreme cusps in the movie reel Figure  3 (b)-(j) are therefore computed by using (2.9) with large n's, or by computing the limit n → ∞ as in (A.4) below. The connection between the two versions of the cascade algorithm is spelled out in [Dau92, p. 204] , where equation (6.5.3) shows that the value of ϕ at the dyadic rational n · 2 −N may be approximated by ψ
When the approximations at a given stage are written out in terms of products of the coefficients a i in the order they arise in the iteration, it is found that the two algorithms supply these factors in precisely the opposite order.
If sin θ = −1, the eigenvectors of A =
are: for eigenvalue λ 1 = 1,
. This form allows us to read off the n → ∞ limit directly except in the two special cases θ = ± Note that the two components of this limit vector are equal, so the "jump" in ψ disappears at the dyadic rational point x in question. This does not imply that ψ converges to a continuous function ϕ. While the values of ψ (m−1+n) (x) on the two intervals in the stage-(m − 1 + n) partition at the immediate left of the x in question do move closer together as n increases until their difference becomes zero in the limit, values at higher-order dyadic rationals are not so well behaved: for example, we can see, by extending the treatment above to a 3 × 3 matrix
iterating three intervals at the left of the point x instead of just two, that the value of ψ (m−1+n) (x) on the third interval added at the left of the original two generally grows without limit as n → ∞ if the new eigenvalue √ 2a 3 , corresponding to the eigenvector 1 0 0
, is greater than 1, which is the case for 0 < θ < π 2 . As an example, the negative "peak" at x = 1 (see Figure 3 Note that these two peaks sum to 1 for all θ (excluding ± π 2 ). The limiting value at x = 3/2 is also independent of θ. For this, use the starting vector ξ 1 = (see Figure 6(a) ). This is just e 2 , so lim n→∞ ξ n = 0 0 .
The numerical values of lim n→∞ ψ (n) (x), x = 1, 3 2 , 2 for the "movie reel" plots in Figure 3 are given below. 
