Abstract-For uncertain systems containing both deterministic and stochastic uncertainties, we consider two problems of optimal filtering. The first is the design of a linear time-invariant filter that minimizes an upper bound on the mean energy gain between the noise affecting the system and the estimation error. The second is the design of a linear time-invariant filter that minimizes an upper bound on the asymptotic mean square estimation error when the plant is driven by a white noise. We present filtering algorithms that solve each of these problems, with the filter parameters determined via convex optimization based on linear matrix inequalities. We demonstrate the performance of these robust algorithms on a numerical example consisting of the design of equalizers for a communication channel.
I. INTRODUCTION
T HE problem of signal estimation plays an important role in several engineering applications, especially in signal processing, control, and communications. The basic problem is illustrated in Fig. 1 . Here, is the signal to be estimated, is the measured signal, and is a noise input, typically with a stochastic description. The signal estimation problem consists of designing a filter that generates estimates of that are optimal over realizations of the noise . The measures for optimality typically involve the estimation error , which is simply the difference between and .
A number of standard estimation problems in signal processing, control, and communications can be posed in the framework in Fig. 1 ; see, for example, [1] and [2] and the references therein. Perhaps the best-known estimation problem is the Kalman filtering problem [3] . Here, the plant generating the signal in Fig. 1 is linear time-invariant (LTI), and the noise input is a zero-mean unit variance white noise sequence. The Kalman filter implements a recursive algorithm that, at each step, minimizes the mean square value of the estimation error , i.e., it is an "MMSE filter." This recursive algorithm converges to a steady-state Kalman filter if the plant is stable. Another class of filters for LTI plants are the so-called -optimal
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Digital filters [4] . With the quantity interpreted as the energy of the input signal , the -optimal filter minimizes the largest energy gain (or gain, norm of the linear estimation) from input to the estimation error . The ideas behind the Kalman filtering algorithms and the -optimal algorithms can be combined to design the so-called mixed performance filter [5] , [6] .
The specific estimation problems described so far assume that the model of the plant is known exactly. However, in most cases, models of engineering systems are only approximate. This mismatch between the actual plant and its model arises from several factors, such as dynamics and nonlinearities that are either neglected to make the model tractable or are simply unknown, and uncertainties in model parameters and model structure that arise from the limitations of system identification procedures [7] . Therefore, filters must be designed with graceful performance degradation in the presence of modeling errors [8] . This issue of "robust estimation" has been the focus of a number of recent publications; see, for example, [9] - [11] .
In the literature, two types of parametric uncertainties have been considered in the context of robust estimation. The first type consists of deterministic uncertainties that are assumed to lie in some bounded set. In this setting, the objective of the designed filter is to optimize the worst-case performance (or an upper bound on the worst-case performance in cases when it is too hard to optimize the worst-case performance directly) of the filtering over all possible values of the uncertainties. In [12] , the resulting robust estimation problems for such uncertain systems are solved by reformulating them as optimization problems with matrix inequality constraints; these problems are then numerically solved using a heuristic algorithm. In [13] , a steady-state robust Kalman filter for systems with norm-bound uncertainties is designed by solving two Riccati equations. In [14] , an alternate approach is presented to design robust filters that requires the solution of a single convex optimization problem with linear matrix inequality (LMI) constraints. The filters developed here are all linear time-invariant, and worst-case performance in the presence of uncertainties can be guaranteed by a single quadratic Lyapunov function. To re-1053-587X/03$17.00 © 2003 IEEE duce the conservatism by using a single quadratic Lyapunov function for all the possible uncertainties, parameter-dependent Lyapunov functions are applied in robust filter design [15] , [16] for the so-called polytopic uncertain systems, where the statespace matrices are affine functions of bounded time-invariant parametric uncertainties. 1 Robust recursive filters for systems with deterministic norm-bound uncertainties can be designed using least-squares approach [17] and set-membership approach [18] .
The second kind of parametric uncertainties that have been studied in the literature consist of those with a stochastic description. These uncertainties can also be viewed as multiplicative noise inputs to the system. In this setting, the uncertainties in state-space matrices are random variables with bounded variance. The objective of the designed filter is to minimize the expected squared estimation error (or an upper bound, if necessary) averaged over the uncertainties using the knowledge of their statistics. For such uncertain systems, a robust recursive Kalman filtering algorithm was presented in [19] , where at each step, an upper bound on the mean square of the estimation error is minimized using semidefinite programming (SDP). The optimal filtering problem that minimizes the mean energy of the estimation error for systems with stochastic uncertainties remains to be explored.
Existing treatments of the robust estimation problem in the literature consider all the uncertainties to have either a deterministic description or a stochastic description. However, in most realistic situations, systems are best modeled as having a mix of deterministic and stochastic uncertainties. In a typical wireless communication channel, for example, real field experimental data [20] , [21] suggest that the channel coefficients are time-varying random variables that depend on uncertainties including propagation path loss, antenna heights, irregular terrain conditions, clutter environments, and local conditions such as buildings, trees, and road intersections. Assuming that the arriving signal is a combination of many reflected signals with random phase, the channel coefficients can be modeled as Gaussian random variables whose mean and variance are themselves uncertain (and thus can be modeled as deterministic uncertainties). This yields a model that has a mixture of deterministic and stochastic uncertainties.
Thus, a model that includes both deterministic and stochastic parametric uncertainties can characterize a larger set of uncertain systems. In this paper, we consider steady-state robust filtering problems for such models; see Fig. 1 . Specifically, we design the following.
a robust steady-state MMEG filter, i.e., an LTI filter that minimizes an upper bound on the largest value (over all possible values of the deterministic uncertainties and the statistics of the stochastic uncertainties) of the mean-energy gain (MEG) from the noise input to the estimation error ; a robust steady-state MAMSE filter, i.e., an LTI filter that minimizes an upper bound on the largest value (over all possible values of the deterministic uncertainties and the 1 The uncertain system is called polytopic since the set of uncertain state-space matrices is a polytope.
statistics of the stochastic uncertainties) of the asymptotic mean square (AMSE) value of the estimation error . In each case, the robust filter design problem is reduced to a convex optimization problem with linear matrix inequality (LMI) constraints. This problem can be numerically solved efficiently using standard SDP algorithms [22] - [24] . The computational burden with SDP increases gracefully (in particular, polynomially) with the problem size. See [25] for a more detailed discussion on the efficiency of SDP algorithms.
The organization of the paper is as follows. In Section II, we describe the mathematical framework underlying our problem and formally pose the two filter design problems. In Sections III and IV, we describe the design of a steady-state robust MMEG filter and MAMSE filter, respectively. In Section V, we present a numerical example, consisting of an equalizer design for a communication channel, that illustrates the performance of the new filters developed in this paper. All the proofs are in the Appendix.
Our notations are standard. denotes the expectation of a random variable (matrix).
( ) means that is a symmetric and positive definite (semidefinite) matrix. Tr is the trace of a matrix.
denotes the convex hull. is the Euclidean norm.
is the the set of non negative integers. For discrete time systems considered in the paper, the state-space matrix is stable if all the eigenvalues of are strictly inside the unit circle.
II. PRELIMINARIES
Consider the following uncertain system: (1) where Here, , is the state, is the measured output, is the signal we wish to estimate, and is the noise input. are deterministic uncertain parameters that for each satisfy , . , are zero-mean white noise processes that satisfy , where is a Dirac Delta function. 2 The initial condition is a random vector. The random processes and , , and the random vector are mutually independent. A closer look at (1) shows that there are product terms between the uncertainties and the noise input . Such terms can be used to accommodate the situation when a system is driven by noise with uncertain variance; see the numerical example in Section V, as well as [11] and [26] .
System (1) is said to be mean square stable if with and for all , we have regardless of the initial condition . Let (2) be the vertices of the polytope
The following lemma gives a sufficient condition for the mean square stability of system (1). This lemma is an extension of the corresponding result [27] for systems with stochastic parametric uncertainties to systems with both deterministic and stochastic uncertainties.
Lemma 2.1: System (1) is mean square stable (or second moment asymptotically stable [28] ) if there exists a matrix such that (3) Moreover, the quadratic Lyapunov function satisfies as . Lemma 2.1 implies that for any and satisfying the recursion (4) where , (3) guarantees the convergence of as . Indeed, this conclusion can be generalized that for any ( can be indefinite) satisfying the recursion (4), (3) guarantees the convergence of . This conclusion follows from the fact that can be represented as , where and satisfy the recursion (4) separately. Lemma 2.1 will be applied in the proof of Lemma 4.1.
Lemma 2.1 gives a sufficient condition for the mean square stability of system (1). If there is no deterministic uncertainty, i.e., for all and , (3) is also necessary for the system to be mean square stable [27] , [28] . However, for more general , (3) is not necessary for the mean square stability since it requires the use of a single quadratic Lyapunov function to prove the mean square stability of system (1) for all possible choices of the state-space matrices . If there exists a matrix such that (3) holds, system (1) is said to be mean square quadratically stable.
Our objective in this paper is to design a steady-state linear time-invariant filter (5) where . We may write down a state-space realization for the interconnection in Fig. 1 : (6) We will focus on two design objectives:
Robust MMEG filter design If almost surely, and the input signal has bounded mean energy, i.e.,
, we wish to determine the filter parameters by solving the following problem:
Condition (7) has the interpretation of minimizing an upper bound on the largest value (over all possible values of the deterministic uncertainties and the statistics of the stochastic uncertainties) of the mean-energy gain from the noise input to the estimation error .
Robust MAMSE filter design
We wish to determine the filter parameters to solve the following problem:
where the input signal is a zero-mean unit variance white noise. Condition (8) has the interpretation of minimizing an upper bound on the largest (over all possible values of the deterministic uncertainties and the statistics of the stochastic uncertainties) asymptotic mean square value of the estimation error .
III. ROBUST MMEG FILTER
In this section, we consider the robust MMEG filter design problem. For system (1), with almost surely, the quantity (9) will be referred to as the worst-case mean energy gain (worst-case MEG). The following lemma gives a sufficient condition for the worst-case MEG to be less than a level .
Lemma 3.1:
The worst-case MEG of system (1) is less than if there exists a matrix such that (10) where The upper bound on the worst-case MEG given by (10) can be conservative, in general. However, if there exist no deterministic uncertainties, it turns out that the upper bound is tight, i.e., it equals the worst-case MEG. We also note that if the worst-case MEG is bounded, then the system must be mean square quadratically stable. This simply follows from the fact that (10) implies that which is equivalent to (3) with . We are now ready to state our main result on the robust MMEG filtering: that a robust MMEG filter for system (1) can be designed by solving a semidefinite programming problem with linear matrix inequality constraints.
Theorem 3.2:
For the uncertain system (1), there exists a full order steady-state filter (5) such that the worst-case MEG from the noise input to the estimation error is less than if there exist , , , , and such that (11) where . . . . . .
. . .
and (12)
If there is no deterministic uncertainty, the smallest such that (11) holds is the exact value of MEG.
Condition (11) is a sufficient condition for the existence of a linear time-invariant filter such that the worst-case MEG from to of system (1) is less than . For system (1) with no parametric uncertainties, corresponds to the norm constraint on the linear estimation.
By minimizing , we can design an optimal robust MMEG filter (problem (7)). This can be represented as the following semidefinite programming problem:
We summarize the various steps comprising the construction of a robust MMEG filter using a feasible solution of LMI (11) . For the steady-state filter we constructed above, the quadratic Lyapunov function , where defined in (14) , guarantees that irrespective of the uncertainties and , we have
Robust MMEG Filtering Algorithm

IV. ROBUST MAMSE FILTER
Suppose the input is a zero-mean, unit variance white noise random process. We now consider problem (8) of designing a steady-state filter (5) that minimizes an upper bound on the largest (over all possible values of the deterministic uncertainties and the statistics of the stochastic uncertainties) asymptotic mean square value of the estimation error . Here, we note that for uncertain bilinear stochastic systems, where the norm-bound deterministic uncertainties appear in the state and the measurement metrics ( ), robust filter with estimation error variance constraints was designed in [29] . Here, we note that for system (1) with no parametric uncertainties, corresponds to the norm constraint on the linear estimation. The following algorithm constructs a robust MAMSE filter for system (1) based on Theorem 4.2. 
Robust MAMSE Filtering Algorithm
using an efficient SDP algorithm [22] - [24] , and find the optimal values of , , , , and . 2) Define and .
Construct the desired MAMSE filter by (19)
In addition, the Lyapunov function , where defined in (14) , guarantees that when is large enough.
Our robust steady-state filtering algorithm extends the results in [9] and [14] by incorporating stochastic uncertainties in the system model. In addition, our filtering algorithm also has the advantage that the so-called "mixed performance" filtering problem [5] , [6] can be solved easily by combining the corresponding LMI conditions. This will be illustrated with the numerical example that we describe next.
V. NUMERICAL EXAMPLE: EQUALIZER FOR COMMUNICATION CHANNELS
We present an application of the robust MMEG and MAMSE filtering techniques proposed in this paper on designing a linear time-invariant equalizer for a communication channel. With denoting the signal (modeled as white noise) that is transmitted through the channel and denoting an additive white receiver noise, the system is modeled by the state equations (20) denotes the uncertainty, assumed to satisfy , where is deterministic and satisfies for all ; is a zero-mean white noise process with a unit variance and is independent of and .
System (20) is a model of a wireless communication channel estimated using a training sequence or a pilot signal.
is the deterministic parametric uncertainty that represents the mean of the channel identification error, whose bounds depend on the coherence time of the channel; is the normalized stochastic parametric uncertainty that accounts for the variance of the channel identification error, which depends on the received reference signal power, the noise density, and the channel estimator bandwidth [30] .
In general, the coefficients of a wireless communication channel are complex random variables, where the phase information represents the delay of the sine waveform. The model considered here has real coefficients and can be thought of as representing an equivalent channel for either the in-phase signal or the quadrature signal.
The nonideal channel frequency response causes successively transmitted symbols to interfere with each other [this is just the familiar intersymbol interference (ISI)]. We will therefore design a linear time-invariant equalizer for the channel (20) in order to estimate the transmitted signal (see Fig. 2 ), with the performance criteria presented in Sections II-IV. We will allow ourselves a unit delay in equalization.
In order to employ the techniques proposed in the paper, we need to add one more state variable in (20) . The unit delay in equalization adds another state variable, resulting in the following modified channel model: (21) Using the techniques presented in Sections II-IV, we design a filter to estimate (i.e., the transmitted signal with a unitdelay) to minimize an upper bound of the worst-case AMSE of the estimation, subject to an additional MEG constraint [5] , [6] . (The MEG constraint can be thought as a safeguard against the possibility that the statistics of or are not actually white [31] .) This mixed performance filtering problem-that of designing an optimal steady-state MAMSE filter subject to an MEG bound of -is (11) and (17) 
Solving the optimization problem (22) for a series of values of , we obtain a "tradeoff" curve, shown in a solid line in Fig. 3 . Every point on the tradeoff curve represents a linear time-invariant equalizer that is guaranteed to yield i) a worst-case MEG from and to that is less than and ii) with unit variance white noise processes and , a worst-case AMSE of the estimation that is less than . The dashed line in Fig. 3 shows the best bound on the MAMSE of the estimation with no MEG constraint. This is simply the optimal answer from the semidefinite programming problem (18) .
In Fig. 3 , we also show the performance of the "zero filter." We require the equalizer coefficients . This filter leads to a trivial equalizing result of . Not surprisingly, this filter yields AMSE MEG , which is verified by the and norms of (21) with as the system output. We next consider one specific filter, constructed from the solution of the optimization problem (22) with . From Fig. 3 , it can be seen that the corresponding value of is about 0.19. Thus, this filter guarantees that the worst-case MEG from and to is less than one for all the uncertainties and and that the worst-case AMSE of the estimation is less than 0.19 or 7.2 dB. For this filter, we simulate two quantities: Fig. 3 . Tradeoff between the optimized MEG and the AMSE performance constraints.
• the averaged mean square value of the estimation error at time step , computed as MSE (23) where is the time-course of the estimation error over the th Monte Carlo run;
• the averaged energy gain of the filter from to at time step , computed as MEG (24) where and are the time-courses of the estimation error and the transmitted signal over the th Monte Carlo run. Two sets of simulations are shown in Fig. 4 . The first case, which is shown in Fig. 4(a) , corresponds to the deterministic uncertainty being held constant at 0.9999, i.e., . The second case, which is shown in Fig. 4(b) , corresponds to , assuming random values in ( , 1). The transmitted signal and the additive noise have zero mean and unit variance. The estimates of the MSE and MEG were computed by averaging over 1000 runs [i.e., in (23) and (24) ].
It is evident from Fig. 4 that the MSE in both cases is bounded by , as guaranteed by our design. It is also clear that the MEG in both cases is bounded by ; indeed, in this case, the MEG is bounded by . (It can be shown from (24) that when the input signal is white, it is always true that MEG AMSE for large enough . For more general (colored) input signals, the worst-case MEG of the estimation error is upper bounded by .) For the purpose of comparison, we also show the averaged MSE of the zero filter in Fig. 4 . The estimation error of the zero filter is the same as the transmitted signal. 
VI. CONCLUSION
We have developed robust minimum mean-energy gain (MMEG) and minimum asymptotic mean-square error (MAMSE) filtering algorithms for systems with both deterministic and stochastic uncertainties. We have illustrated, via a numerical example, the application of these filtering techniques toward designing equalizers for communication channels.
APPENDIX
A. Proof of Lemma 2.1
Suppose that there exists a matrix such that (3) holds. By convexity, (3) (29) where , . According to the matrix completion lemma (see, for example, [32] ), by requiring , such a decomposition is feasible for some fixed and if and only if and satisfy (30) Define new variables [14] ( 31) and . Note that we may always require to be nonsingular in (29) . If is singular, we may add some perturbations on to enforce this requirement. Multiplying by and from the left and right sides of (28), where we get the linear matrix inequality (11) . Since is nonsingular, (11) and (28) 
