The groundbreaking discoveries of gravitational waves from binary black-hole mergers [1] [2] [3] and, most recently, coalescing neutron stars [4] started a new era of Multi-Messenger Astrophysics and revolutionize our understanding of the Cosmos. Machine learning techniques such as artificial neural networks are already transforming many technological fields and have also proven successful in gravitational-wave astrophysics for detection and characterization of gravitational-wave signals from binary black holes [5] [6] [7] . Here we use a deep-learning approach to rapidly identify transient gravitational-wave signals from binary neutron star mergers in noisy time series representative of typical gravitational-wave detector data. Specifically, we show that a deep convolution neural network trained on 100,000 data samples can rapidly identify binary neutron star gravitational-wave signals and distinguish them from noise and signals from merging black hole binaries. These results demonstrate the potential of artificial neural networks for real-time detection of gravitational-wave signals from binary neutron star mergers, which is critical for a prompt follow-up and detailed observation of the electromagnetic and astro-particle counterparts accompanying these important transients.
electromagnetic counterparts. In particular, the optical counterparts of gravitational waves from the merger of BNS and BHNS systems, know as kilonovae [11] , encode key information required to constrain the physical properties of the transient, but due to their fast decay rate they need to be identified and localized within several hours after the compact binary merger and promptly observed in the entire electromagnetic spectrum. Therefore, the need arises for new methods to detect in real time binary neutron star (and black hole -neutron star) gravitational-wave signals.
In this work, we explore a deep-learning approach to rapidly detect gravitational-wave signals from binary neutron star mergers. Deep learning algorithms [12] , a subset of machine learning, have been very successful in tasks, such as image recognition [12, 13] , natural language processing [14] , and recently also emerged as a new tool in gravitational-wave astrophysics for detection and characterization of gravitational wave signals from binary black holes [5] [6] [7] . Deep-learning methods are able to perform analysis rapidly since the computationally intensive part of the algorithm is done during the training stage before the actual data analysis [15] , which could make them orders of magnitude faster than conventional match-filtering techniques [5] . Here, we demonstrate the power of the deep-learning approach on the specific example of rapidly classifying gravitational waves from binary neutron star mergers from detector noise and signals from binary black holes. This example shows clearly that machine learning can help in the real-time detection of BNS signals and thus trigger a prompt follow-up of the electromagnetic counterparts of the gravitational-wave transient.
Deep learning algorithms consist of processing units, neurons, which are arranged in arrays forming one to several layers. A neuron acts as a filter performing a linear operation between the input array and the weights associated with the neuron. A deep neural network has an input layer, typically followed by one or more hidden layers, and a final layer with one or more output neurons. In classification problems, the output neurons give the probabilities that an input sample belongs to a specific class. In this case, we distinguish between three classes of time series, BNS and BBH merger signals in additive Gaussian nose (signals plus noise), and Gaussian noise only. Accordingly, the data sets consist of simulated gravitational-wave time series where the compact binary merger signals (BNS and BBH) are generated using the LIGO Algorithm Library-LALSuite [16] . For the BNS signals, we use the PhenomPNRT waveform model [17] and simulate systems with component masses in the range from 1 to 2M ⊙ , including also tidal deformation contributions (see Methods for details). The BBH signals are simulated using the SEOBNRv2 waveform model [18] , which models the inspiral, merger and ringdown components of the signal. We simulate systems with component masses in the range from 5 to 50M ⊙ , with zero spin. The simulated signals are chosen to be 2 seconds in duration sampled at 8192 Hz. This choice was made because BNS signals are considerably longer and contain typically much higher frequencies than BBH gravitational-wave signals. The simulated signals are "whitened" with Advanced LIGO's power spectral density (PSD) at the "zero-detuned high-power" [19] to rescale the contribution of each frequency to have equal power. Subsequently, the waveforms are shifted randomly such that the peak amplitude of each waveform is randomly positioned in the range from 1.75 to 1.95 seconds of the time series to reassure robustness of the network against spatial translations. Different realizations of white Gaussian noise are superimposed on top of the signals, while the waveform amplitude is scaled to achieve a predefined peak signal-to-noise ratio (pSNR), defined as the ratio of the amplitude of the gravitational-wave signal to the standard deviation of the noise. The optimal matched-filter signal-to-noise ratio (SNR M F ) is on average 13 times the pSNR [5] . Example time series are shown in Fig. 1 . See Methods for more details on data preparation.
Supervised learning requires that data sets are divided into training, validation and testing data. Training data is used by the network to learn from, validation data allows for verification of whether the networks is learning correctly, and the testing data is used to assess the performance of the trained model. The training sets used here consist of 100,000 independent time series with 1/3 containing BNS signal + noise, 1/3 BBH signal + noise, and 1/3 noise only. The validation and testing data sets each consist of 5,000 independent samples containing (approximately) equal fractions of each time-series class. To ensure that the neural network can identify BNS gravitational-wave signals over a broad range of astrophysically motivated pSNR values, we start the network training with large pSNR and then gradually reduce the pSNR to lower levels. This approach is adapted from "curriculum learning" [20] and enables the network to learn to distinguish signals with lower pSNR more accurately. (See Methods for details.)
The neural network used here is a convolutional neural network (CNN) [21] and have 4 convolutional and 4 pulling layers, followed by 2 dense fully connected layers. The first layer corresponds to the inputs to the neural network which in this case is a one-dimensional time-series vector (of dimension 16,384). Each neuron in the convolutional layers computes the convolution between the neuron's weight vector and the outputs from the layer below. Neuron weights are updated through an optimization back propagation algorithm [22] . Pooling layers perform a down-sampling operation along the spatial dimensions of their input. At the end, there is a hidden dense layer connected to an output layer computing the inferred class probabilities. The network design is optimized by fine-tuning multiple hyper-parameters, which include here the number and type of network layers, the number of neurons in each layer, max-pooling parameters, and type of activation functions. The optimal network architecture was determined through multiple experiments and tuning of the hyper-parameters. More details are given in Methods. The process of using an artificial neural network to detect gravitational-wave signals from BNS mergers is illustrated in Fig. 2 .
We assess the performance of the neural network by extracting the probability values produced by the neurons in the output layer. These values are between 0 and 1 with their sum being unity. Each neuron gives the inferred probability that the input time series belong to the noise, BBH signal, or BNS signal class, respectively. Specifically, for a given pSNR value we calculate the normalized confusion matrix, which evaluates the quality of the classifier's output. The diagonal elements represent the number of occasions where the predicted label is equal to the true label (true positive rate), while the off-diagonal elements are those mislabeled by the classifier. The normalization is done by class support size (number of samples in each class) and helps the visual interpretation of which class is being mislabeled. The confusion matrix is shown in Fig. 3 for two representative pSNR values, 0.5 and 0.75 (SNR M F = 6.5 and 9.75). These results show that all BNS and BBH signals are correctly classified for pSNR ≥ 0.75 (SNR M F ≥ 9.75). For pSNR = 0.5 (SNR M F = 9.75) about 26% of BBH and 3% of BNS signals are misclassified as noise. Furthermore, all BNS signals are correctly distinguished from BBH signals for pSNR ≥ 0.5 (SNR M F ≥ 6.5). We analyse further the performance of the classifier by looking at the sensitivity of detection of BNS and BBH signals for different pSNR values. These sensitivity curves are shown in Fig. 3 (c) , where the sensitivity is plotted as a function of pSNR. We also show the overall accuracy of the deep neural network. All curves saturate at 100% for pSNR ≥ 0.75 (SNR M F Sensitivity of detection as a function of pSNR. The false-alarm rate of this classifier was tuned to be about 0.6% for BBH and 0.03% for BNS signal detection. The broken orange line shows the overall accuracy of the classifier. All curves saturate at 100% for pSNR ≥ 0.75 (SNR MF ≥ 9.75), i.e., all signals (both BNS and BBH) with SNR MF ≥ 9.75 are always detected and correctly classified. ≥ 9.75), i.e., all signals, both BNS and BBH, with SNR M F ≥ 9.75 are always detected and correctly classified. Furthermore, the deep neural network automatically extracts and compresses information by finding patterns in the training data, dramatically reducing data dimensionality and thus creating a very computationally efficient and portable model. For instance, the size of the trained model is only about 7 MB, including the network weights and architecture information, therefore compressing approximately 6.6 × 10 4 gravitational BBH and BNS waveforms (excluding noise samples), each of duration 2 seconds sampled at 8192 Hz, with a total size of about 4.2 GB. Once trained, processing 2 seconds of gravitational-wave data takes only milliseconds on both CPUs and GPUs. These results clearly demonstrate the ability of deep learning algorithms to promptly detect gravitational-wave signals from binary neutron star mergers and distinguish them from BBH signals and noise over a wide SNR range, with moderate computing resources (e.g., a standard laptop computer).
In conclusion, we have demonstrated the detection of gravitational waves from binary neutron star mergers via deep learning techniques on simulated gravitational-wave detector data using the specific example of data containing BNS and BBH signals in Gaussian noise. These results point the way to real-time detection of gravitational waves from multi-messenger astrophysical sources, where a rapid follow-up is critical. Future directions include using machine learning algorithms for real-time parameter estimation of gravitational-wave signals from BNS and BHNS systems. In particular, machine learning approaches could help to extract challenging source parameters, e.g., neutron-star tidal deformability [23] , which is extremely important for understanding properties of dense matter and fundamental interactions, but is theoretically controversial and observationally challenging to deduce. As in all technological and scientific areas of "big data", we already witness the rapid adoption of deep learning techniques as a basic research tool in gravitational and multi-messenger astrophysics.
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Methods
Data preparation. The gravitational BNS waveforms were generated with the PhenomP-NRT model [17] implemented in the LALSuite library under the name IMRPhenomPv2 NRTidal. This model includes a black-hole baseline waveform and added tidal effects. We compute the dimensionless tidal deformability, Λ, with the APR equations of state (EOS) [24] . (See, e.g., Ref. [25] for details on the formalism for calculating Λ.) The component masses in all data sets were randomly sampled in the range from 1M ⊙ to 2M ⊙ such that m 1 > m 2 . The BNS waveforms were generated from the initial gravitational-wave frequency of 60 Hz using a sampling rate 8192 Hz. (Since we are interested in the last 2 seconds of the signal, the higher starting frequency helps speeding up the waveform generation.) The gravitational-wave BBH templates were generated with the SEOBNRv2 waveform model [18] from LALSuite. The BBH component masses in the data sets were randomly chosen in the range from 5M ⊙ to 50M ⊙ with m 1 > m 2 , and the compact binary systems were modeled with zero spin. The last 2 seconds of data from these waveforms were selected and resampled at 8192 Hz. Subsequently, all waveforms were whitened by dividing, in Fourier space, with Advanced LIGO's design sensitivity amplitude spectral density (ASD) of noise. For this, the "zero-detuned high-power" sensitivity was used. The waveforms were also shifted randomly such that the peak of the gravitational-wave amplitude was randomly positioned within the interval [1.75, 1.95] seconds of the time series. Before each training session, different realizations of white Gaussian noise of unit variance were superimposed on top of the compact binary waveforms, while the waveforms were scaled according to a desired predefined pSNR. The resulting time-series were then rescaled to have zero mean and unit standard deviation. The final data sets were supplemented with samples containing noise only, and reshuffled to randomize the sample order. Each template is a vector of 16,384 real numbers. Random data samples from the final data set are shown in Fig. 4 .
Neural-network architecture and implementation. Motivated by the recent success of convolutional neural networks in detection and characterization of gravitational waves from BBH mergers, here we employed a deep convolutional network to identify gravitational-wave signals from binary neutron stars. A variety of network designs were studied with different number of convolutional and fully connected layers, and various filter sizes, and it was determined that the network performance was rather robust to the choice of these parameters. For the results presented in the main text, we used the architecture defined in Fig. 5 . To build and train the neural network, the Python toolkit Keras (https://www.tensorflow.org/guide/keras) was used, which provides a high-level programming interface to access the TensorFlow [26] (https://www.tensorflow.org) deep-learning library. We use the technique of stochastic gradient descent with an adaptive leaning rate with the ADAM method [27] . To train the neural network, we use an initial learning rate of 0.001 and choose a batch size of 100.
For all training sessions, the pSNR of each BBH and BNS waveform was randomly sampled in the range [pSNR S , 1.5]. Initially, pSNR S was set to 1.5 and then gradually decreased to 0.5 in steps of 0.1 in each subsequent training session. Thus, the final pSNR range was uniformly sampled in the range between 0.5 and 1.5 (6.5 ≤ SNR M F ≤ 19.5). This training strategy is adopted from "curriculum learning" [20] and ensures that the performance is rapidly maximized for low pSNR while retaining accuracy for high pSNR. For each pSNR range the number of training epoch is limited to 100, or until the error on the validation data set stops decreasing. The size of the mini-batches was chosen automatically depending on the specifics of the GPU and data sets. The cost function was selected to be the cross-entropy loss. The network training was performed on NVIDIA Tesla K80 GPU.
Neural-network performance. To evaluate the performance of the neural network at each pSNR, we compute the normalized confusion matrix, sensitivity (true positive rate) of each class, and overall accuracy. These quantities are conveniently calculated with the Python PyCM library (https://www.pycm.ir). The pSNR was varied from 0.1 to 1.5 in steps of 0.05 and the classifier was applied to time-series inputs containing approximately equal fractions of each class (0: Noise, 1: BBH signal, 2: BNS signal).
