The three sigma rule by Pukelsheim, Friedrich
www.uni-augsburg.de/pukelsheim/1994b.pdf The American Statistician 48 (1994) 88–91
The Three Sigma Rule
Friedrich PUKELSHEIM
For random variables with a unimodal Lebesgue density the 3σ rule is proved by ele-
mentary calculus. It emerges as a special case of the Vysochanskĭı–Petunin inequality,
which in turn is based on the Gauss inequality.
KEY WORDS: Bienaymé–Chebyshev inequality; Gauss inequality; Vysochanskĭı–Pe-
tunin inequality
1. INTRODUCTION
Let X be a real random variable with mean µ and variance σ2. The celebrated inequal-
ity of Bienaymé (1853) and Chebyshev (1867) says that X falls outside the interval
with center µ and radius r > 0 at most with probablity by σ2/r2. This is a rough,
general bound, and there have been many efforts to find additional assumptions on X
which lead to particular, tighter bounds. Savage (1961) reviews probability inequalities
of this type, and includes an excellent bibliography.
One such assumption is unimodality, that is, the distribution of X permits a
Lebesgue density f that is nondecreasing up to a mode ν and nonincreasing thereafter.
At the mode f may be infinite, or there may be more than a single mode. For this class




for all r > 1.63σ, more than halving the Bienaymé–
Chebyshev bound. The case r = 3σ is the 3σ rule, that the probability for X falling
away from its mean by more than 3 standard deviations is at most 5 percent,
P(|X − µ| ≥ 3σ) ≤ 4
81
< 0.05.
The bound for unimodal distributions is due to Vysochanskĭı and Petunin (1980).
In a follow-up paper the authors (1983) mention that their result extends to an arbi-
trary center α ∈ RI , rather than being restricted to the mean α = µ. If α = ν is a mode
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of f , then a forerunner is the Gauss (1821) inequality. In this note we review the Gauss
inequality and present a streamlined proof of the Vysochanskĭı–Petunin inequality, just
drawing on elementary calculus.
Ulin (1953) treats the problem as one of finding an extremal member in the class
of unimodel distribution functions. This approach is perfected by Dharmadikhari and
Joag-dev (1985; 1988, p. 29) who use a Choque representation for a general unimodal
distribution, and then concentrate on degenerate distributions which are the extreme
points of the convex set of all unimodal distributions. They also obtain an extension
of the Vysochanskĭı–Petunin inequality using higher than second moments.
For the Gauss inequality, the extension to higher moments is due to Winckler
(1866, p. 21), see also Krüger (1897). Although these references are quoted in the
textbook by Helmert (1907, p. 345) they seem to have largely gone unnoticed, in favor
of Meidell (1922), Camp (1922; 1923), Narumi (1923).
Throughout this note we fix some radius r > 0. Let X be a real random variable.
We assume that the distribution of X admits a Lebesgue density f which is unimodal
with a mode ν ∈ RI , that is, f is nondecreasing on (−∞, ν) and nonincreasing on
(ν,∞).
2. THE GAUSS INEQUALITY
The Gauss inequality bounds the probability for a deviation from a mode ν. We present
three proofs. The first expands on the arguments of Gauss (1821, Art. 10, pp. 10–11).
Let Φ be the distribution function of X. Gauss sets out with the inverse function Ψ
of Φ, calculates the tangent to Ψ at Φ(r), and then returns to the original random
variable by means of the probability transform.
In the second proof we adapt this argument to the original distribution function
Φ itself, by investigating the tangent to 1 − Φ at r. The third proof is from Cramér
(1946, p. 256), first studying integrands that are step functions and then extending
the result to more general integrands. Cramér’s approach is simpler, and also points
towards the proof of the Vysochanskĭı–Petunin inequality.




the expected squared deviation from
the mode ν, we have
P
(
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Proof. Prelude. The function g(z) = f(ν + z) + f(ν − z) is on (0,∞) a Lebesgue
density of the nonnegative random variable Z = |X−ν|. The unimodality assumption
makes g nonincreasing on (0,∞), with a mode 0. If the left hand side in (1) is 0
or if τ2 = ∞, then (1) is evidently true. Otherwise we have g(r) > 0, and τ2 =∫∞
0
z2g(z) dz < ∞.





g(z) dz : (0, a) → (0, 1)
is strictly isotonic and differentiable, with derivative Φ′(x) = g(x). Its inverse
Ψ(y) = Φ−1(y) : (0, 1) → (0, a)





nondecreasing, whence the function Ψ is convex.




g(z) dz ≥ rg(r) > 0. The number
ϵ = 1− rg(r)
Φ(r)
∈ [0, 1)
is the key quantity, measuring how much the rectangle of height g(r) and base running
from 0 to r differs in size from the area under g up to r. With these preparations the













Convexity of Ψ implies that L bounds Ψ from below, L(y) ≤ Ψ(y) for all y ∈ (0, 1).
































2] = E[Z2] = τ2, where the
random variable Y is taken to be uniformly distributed on (0, 1).
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and changes sign around its zero ϵ0 = 3 − 2/Φ(r) < 1. It follows that the global





. But τ2 ≥ B(ϵ0) is the same as
P(|X − ν| ≥ r) = 1− Φ(r) ≤ 4τ
2
9r2
, for all r > 0. (2)
Variation 1. Gauss’ approach also applies to the distribution function Φ directly,
without a detour via its inverse Ψ. The function 1−Φ(x) is convex since the derivative
−g(x) is nondecreasing. The tangent to 1− Φ at r is








x) ≤ 1 − Φ(
√
x) = P(Z >
√














P(Z2 > x) dx. The latter is estimated by
∫∞
0
P(Z2 > x) dx = E[Z2] = τ2.
Therefore τ2 is bounded from below by the former integral which is found to be equal
to B(ϵ). Again τ2 ≥ B(ϵ0) establishes (2).
Variation 2 (Cramér 1946). Yet another proof of (2) is as follows. First we
consider uniform densities g(z) = 1s1(0,s)(z). From g(r) > 0 we get s > r, whence (2)
is equivalent to





The difference of the two sides is nonnegative, 4s3/(27r2) − s + r = 4(s − 3r/2)2(s +
3r)/(27r2) ≥ 0.
Now we turn to an arbitrary nonincreasing density g on (0,∞), and define






Thus the rectangle with height g(r) and base running from r to s has the same area
g(r)(s− r) that lies under the tail of g from r on. Hence (3) yields∫ ∞
r
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z2g(z) dz, using g(r) ≤ g(z) for all
z ∈ (0, r). In the second term we have g(r)− g(z) ≥ 0 for all z ∈ (r, s). This leads to
































The estimates of the first two terms plus the third term as is sum to τ2, again estab-
lishing (2).
Coda. Quoting from Gauss (1821, p. 11), (1) is easily concluded from (2). Indeed,
the convex function 1 − Φ does not cut across any cord between the point (0; 1) ∈




∈ RI 2 that lie on and above its graph,
respectively. The steepest cord provides the tightest upper bound for 1 − Φ. This
determines r =
√










Figure 1. Among the cords through the point (0; 1) and any point of the graph of
the bounding function (4/9)(r/τ)−2, the one with r/τ =
√
4/3 has a steepest slope.
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3. THE VYSOCHANSKĬI–PETUNIN INEQUALITY
The Vysochanskĭı–Petunin inequality replaces the center ν, a mode, by an arbitrary
center α ∈ RI . Our presentation follows Vysochanskĭı and Petunin (1980, pp. 28–34;
1983, p. 28), condensing some details without jeopardizing the conceptual view that, if
a problem can be stated in terms of calculus, then it can be solved in the same terms.





deviation from an arbitrary point α ∈ RI , we have
P
(

















Proof. Preamble. We reduce the problem as follows. We take α = 0 since otherwise
we switch to X−α. If some mode of f is zero, ν = 0, then the Gauss inequality proves
the assertion. Otherwise we restrict attention to ν > 0, since for ν < 0 we study




f(x) dx > 0. Else f vanishes on (0, r), as well as on (−∞, 0) since it is
nondecreasing up to ν > 0; but
∫∞
r







x2f(x) dx = ρ2.
In summary, we consider α = 0 < ν and r > ρ. This forces
∫ r
0
f(x) dx > 0.
The proof distinguishes two cases, essentially (but not quite so) whether the mode






f(x) dx ∈ (0,∞),
p = inf
{





x ∈ (0, r) : f(x) ≥ h
}
,
and discriminate between the two cases wheather q < r and q = r.
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dx. A rearrangement of terms leads to (5).
Large radius case r > q. In this case we have 0 < ν ≤ q < r. Let A be the area



























Figure 2. Large radius case r > q. The area A is reallocated uniformly over the
interval (0, q/k) to generate the unimodal densities fk (bold line). This case results in
the bound 4ρ2/(9r2).
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is a Lebesgue density that is unimodal around 0. We apply the Gauss inequality (2)
to the density gk(z) = fk(z) + fk(−z), and set τ2k =
∫∞
0
z2gk(z) dz. Since f coincides
with fk outside (−r, r), we obtain







The second moment τ2k =
∫∞
−∞ x


























, in the case r > q.
Small radius case r = q. In this case we have f(−x) ≤ f(x) for all x ∈ (0, r).
Hence we get
∫ 0






f(x) dx, see Figure 3.
We now introduce t = 1h
∫ 0


































−r −t 0 p q = r
Figure 3. Small radius case r = q. The rectangle with height h and base running
from −t to 0 has the same area that lies under f between −r and 0. This case results
in the bound 4ρ2/(3r2)− 1/3.
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1 − P(|X| ≥ r)
)
we solve for P(|X| ≥ r) and find
P(|X| ≥ r) ≤ 4ρ2/(3r2)− 1/3, in the case r = q.
Conclusion. The two cases combine into P(|X| ≥ r) ≤ max{4ρ2/(9r2), 4ρ2/(3r2)
− 1/3}, which is the same as (4). The proof is complete.
Although a deviation from the mean looks like being a very particular case, α = µ,
none of the above arguments simplify. For small radii, r2 < σ2, the bound 4σ2/(3r2)−
1/3 exceeds 1 and is useless, as is the Bienaymé–Chebyshev bound σ2/r2. For a mode























Figure 4. Bounds for P(|X − α| ≥ r), in terms of ρ2 = E[(X − α)2]. Bottom line:
Gauss (1821), for unimodal distributions, centered at a mode α = ν. Bold middle line:
Vysochanskĭı and Petunin (1980; 1983), for unimodal distributions, centered anywhere,
α ∈ RI . Top line: Bienaymé (1853) and Chebyshev (1867), for any distribution,
centered at the mean, α = µ.
10 F. Pukelsheim The American Statistician 48 (1994) 88–91
REFERENCES
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