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Abstract
A ring R is said to be clean if every element of R is a sum of an idempotent and a unit. The class of clean
rings is quite large and includes, for instance, semiperfect rings (and thus finite rings), and rings of linear
transformations of vector spaces. We prove that the endomorphism ring of every continuous (or discrete)
module is clean.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let R be an associative ring with unity. An element a ∈ R is said to be clean if a = e + u,
where e is an idempotent and u is a unit in R. If every element of R is clean then R is called a
clean ring. Clean rings were introduced by W.K. Nicholson in his fundamental paper [Ni1]. In
[Ni1, Proposition 1.8], Nicholson proved that every clean ring is an exchange ring, and a ring
with central idempotents is clean iff it is an exchange ring. It was not known for some time if the
class of clean rings was a proper subclass of exchange rings. In [CY, Proposition 10], Camillo
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a square root of 1. On the other hand, Bergman (see [Ha, p. 14, Example 2]) has constructed
a regular directly finite ring with 2 invertible in which not every element is a sum of units. As
regular rings are exchange rings [Ni1, Proposition 1.6], it follows that the class of clean rings is
a proper subclass of the class of exchange rings.
Recall that an element in a ring R is called unit-regular if it can be expressed as a product
of a unit and an idempotent, and a ring in which every element is unit-regular is called a unit-
regular ring. In [CK], Camillo and Khurana proved that every unit-regular ring is clean. Recently
in [KL], Khurana and Lam have shown that a single unit-regular element in a ring may not be
clean. As every semisimple ring is unit-regular and a ring R is clean whenever R/J (R) is clean
and idempotents can be lifted modulo the Jacobson radical J (R) (see [CY, Proposition 7]), it
follows that every semiperfect ring is clean. In particular, any right Artinian ring (e.g., finite
ring) is clean. It is also known that every finite matrix ring over a clean ring is clean (see [HN]).
In [NV], Nicholson and Varadarajan proved that the ring of linear transformations of every
countable dimensional vector space is clean and asked if the result was true for arbitrary vector
spaces. Independently, Searcóid [Se] proved that the ring of linear transformations of an arbitrary
vector space is clean. Although Searcóid proved his result for vector spaces over fields, his proof
works, with some modifications, for vector spaces over division rings also (see, e.g., [NVZ,
Lemma 1]). This led us to the problem of extending Searcóid’s result to larger classes of modules.
As both the proofs of Nicholson–Varadarajan and Searcóid depended heavily on the existence of
bases, any attempt on extending these results to a larger class of modules would demand looking
for “module theoretic” arguments.
For convenience of exposition, let us recall a few definitions in module theory. An R-module
M is called a CS (or an extending) module if it satisfies
(C1) Every submodule of M is essential inside a (direct) summand of M .
M is called continuous if it satisfies (C1) and
(C2) Every submodule of M that is isomorphic to a summand of M is itself a summand of M .
M is called a quasi-continuous module if it satisfies (C1) and
(C3) If A and B are summands of M with A∩B = 0, then A⊕B is also a summand of M .
It is well known that a continuous module is quasi-continuous, and that a quasi-injective
module is continuous (see [MM2]). In [MM1] (see also [MM2, Theorem 3.24]), Mohamed and
Müller proved that the continuous modules satisfy the exchange property defined by Crawley
and Jónsson in [CJ]. In [OR,MM3], Oshiro–Rizvi and Mohamed–Müller proved that, for a quasi-
continuous module, the finite-exchange property is equivalent to the arbitrary exchange property.
In [Wa], Warfield proved that a module has the finite exchange property iff its endomorphism
ring is an exchange ring. In view of these results, Mohamed and Müller’s result in [MM1] is
equivalent to the fact that the endomorphism ring of a continuous module is an exchange ring.
(Indeed, it is now well known that the endomorphism ring of a continuous module is regular
modulo the Jacobson radical, and that idempotents can be lifted modulo the Jacobson radical
[MM2, Proposition 3.5, Lemma 3.7].) In Section 3 of this paper, we prove that the endomorphism
ring of a continuous module is, in fact, clean. This clearly also extends Searcóid’s result [Se] and
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that if M is a quasi-injective module with S = End(M), then f ∈ S with f S directly finite (as
a right S-module) is clean. Our result implies that every f ∈ S is clean, since quasi-injective
modules are continuous.
We also obtain some nice consequences of our result. For instance, in Section 4, it is shown
that the endomorphism ring of a quasi-continuous module with finite exchange property is clean,
and the endomorphism ring of every quasi-projective right module over a right perfect ring is
clean. (The latter extends the main result of [NVZ].) Lastly, we show that the endomorphism
ring of a free module over a semiperfect ring may not be clean. This answers a question of [HN]
and two questions raised in [NVZ].
All of the above results prompted a new definition: we call a module clean (respectively
strongly clean) if its endomorphism ring is clean (respectively strongly clean1). In this terminol-
ogy, the principal result of this paper can be succinctly stated as follows.
Main Theorem. Continuous modules are clean.
Throughout this paper, M will denote a unital right R-module whose endomorphisms act on
the left. By N ⊆e M we shall mean that N is an essential submodule of M . For a ring R (always
with 1 ∈ R), U(R) shall denote the group of units of R. For the undefined terms used in the paper,
we refer the reader to [MM2,La1,La2].
2. Four types of ring elements
Very often, a ring-theoretic property of an element f in a ring S is capable of an interesting
description in the case where S is realized as the (full) ring of endomorphisms of some mod-
ule MR . We begin this section by giving such a special interpretation for the clean elements of
a ring. This interpretation did not seem to have appeared in the literature before, but it will be
useful for our work in Sections 3 and 4 below. The second half of this section compares our “en-
domorphism interpretation” of clean elements with similar known interpretations of other types
of elements in a ring, such as strongly clean, strongly regular, and strongly π -regular elements.
Such comparisons will serve to show how the notion of cleanness is related to these other notions,
from the viewpoint of module endomorphisms.
Lemma 2.1. Let S = End(MR) and f, e ∈ S, where e is an idempotent with A = Ker(e) and B =
Im(e). Then f −e ∈ U(S) if and only if there exists an R-module decomposition M = C⊕D such
that f (A) ⊆ C, (1 − f )(B) ⊆ D, and both f :A → C and 1 − f :B → D are isomorphisms.
Proof. First suppose that f = e + u for some unit u ∈ S. Put C = uA and D = uB . As
f (1 − e) = (e + u)(1 − e) = u(1 − e)
and
(1 − f )e = (e − f )e = −ue,
f :A → C and 1 − f :B → D are isomorphisms.
1 An element a ∈ R is called strongly clean if a = e + u where e is an idempotent and u a unit commuting with e. If
every element of R is strongly clean, R is called a strongly clean ring.
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f :A → C and 1 − f :B → D
are both isomorphisms. Now the same equations as above show that u := f −e is an isomorphism
from A to C and from B to D. Thus, u ∈ U(S). 
From the lemma above, we deduce easily the following endomorphism interpretation for the
clean elements in a ring. This interpretation will be used later in the proof of the Main Theorem
stated in the introduction.
Proposition 2.2. An elementf ∈ End(MR) is clean if and only if there exist R-module decompo-
sitions M = A ⊕ B = C ⊕ D such that f (A) ⊆ C, (1 − f )(B) ⊆ D, and both f :A → C and
1 − f :B → D are isomorphisms.
By specializing the arguments given in the proof of Lemma 2.1, we can also easily give a
criterion for an endomorphism f ∈ End(MR) to be strongly clean. First, note that if we assume
ef = f e in the “only if” part of the proof of Lemma 2.1, then
C = uA = u(1 − e)M = (1 − e)uM = (1 − e)M = A
and
D = uB = ueM = euM = eM = B.
Conversely, if we put C = A and D = B in the “if” part of the same proof, then ef = f e since,
for any a ∈ A and b ∈ B , ef (a) = 0 = f e(a) and ef (b) = f (b) = f e(b). Thus we retrieve the
following result of Nicholson [Ni2, Theorem 3], which gives an endomorphism interpretation for
the strongly clean elements in a ring.
Proposition 2.3. An element f ∈ S = End(MR) is strongly clean if and only if there exists an R-
module decomposition M = A ⊕ B such that f (A) ⊆ A, (1 − f )(B) ⊆ B, and both f :A → A
and 1 − f :B → B are isomorphisms.
In [Ni2], Nicholson offered the interesting viewpoint that strongly clean elements are gener-
alizations of the so-called strongly π -regular elements. An element f in a ring S is said to be
strongly π -regular if f n ∈ f n+1S ∩ Sf n+1 for some n  1; that is, if both of the descending
chains
f S ⊇ f 2S ⊇ · · · and Sf ⊇ Sf 2 ⊇ · · ·
stabilize. (For instance, idempotents, units, and nilpotent elements are all strongly π -regular.)
The ring S itself is said to be strongly π -regular if all elements f ∈ S are strongly π -regular.
A theorem of Dischinger [Di] states that S is strongly π -regular as long as f S ⊇ f 2S ⊇ · · ·
stabilize for all f ∈ S. This theorem, however, will not be needed in our paper.
Various endomorphism interpretations of strongly π -regular elements are given in the fol-
lowing folklore result (see, e.g., [Ni2, p. 3589], although the condition (2) below was not listed
there).
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endomorphism in the sense that it satisfies one of the following equivalent conditions:
(1) M = Ker(f n)⊕ Im(f n) for some n 1.
(2) Both of the chains Ker(f ) ⊆ Ker(f 2) ⊆ · · · and Im(f ) ⊇ Im(f 2) ⊇ · · · stabilize.
(3) There exists a decomposition M = A⊕B such that f (A) ⊆ A, (1 − f )(B) ⊆ B, f :A → A
is an isomorphism and f :B → B is nilpotent.
A module M is called a Fitting module if all f ∈ S = End(M) are Fitting endomorphisms.
Thus, Proposition 2.4 subsumes the result in [AFS] that M is Fitting iff S is strongly π -regular.
Also, since (3) in Proposition 2.4 implies that 1 − f :B → B is an isomorphism (with inverse
1 + f + f 2 + · · ·), it follows (from Proposition 2.3) that Fitting endomorphisms are strongly
clean; in particular, Fitting modules are strongly clean. Stated just for rings, strongly π -regular
elements are strongly clean, and strongly π -regular rings are strongly clean. In [Ni2], Nicholson
gave a direct proof of the latter result.
For instance, if R is a regular ring with primitive factor rings Artinian, then every finitely
generated module MR is a Fitting module [AFS, Theorem 2.5], and hence MR is a strongly clean
module. In particular, the ring R itself is strongly π -regular and hence strongly clean.
To complete the picture, we should also mention the role of another closely related type of
elements in a ring S. An element f ∈ S is said to be strongly regular if f ∈ f 2S ∩ Sf 2. If all
elements f ∈ S are strongly regular,2 the ring S itself is said to be strongly regular. Interest in
such rings can be traced as far back as in the work of Kaplansky and Arens. Some endomor-
phism interpretations of strongly regular elements are given as follows. (These and some more
characterizations can be found in [Ni2].)
Proposition 2.5. An element f ∈ S = End(MR) is strongly regular if and only if f satisfies one
of the following equivalent conditions:
(1) M = Ker(f )⊕ Im(f ).
(2) Ker(f ) = Ker(f 2) and Im(f ) = Im(f 2).
(3) There exists a decomposition M = A ⊕ B such that f :A → A is an isomorphism and
f :B → B is the zero map.
For rings, ring elements, as well as module endomorphisms, Propositions 2.2–2.5 show a clear
hierarchy of the following four notions:
strongly regular ⇒ strongly π-regular/Fitting ⇒ strongly clean ⇒ clean. (2.6)
Also, it is clear that a ring element (respectively a module endomorphism) is strongly π -regular
(respectively Fitting) iff some (positive) power of it is strongly regular.
2 Again, it is sufficient to assume that f ∈ f 2S for all f ∈ S.
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We begin this section by proving a few preparatory lemmas. The first one, in generalization
of a result of Nicholson and Varadarajan [NV, Lemma 1], is on the cleanness of a particular kind
of endomorphisms, namely, the “shift operators,” as defined below.
Lemma 3.1. Let VR be any R-module, and L =⊕n0 Vn, where Vn = V for each n. For any
v ∈ V , write vn for the element v lying in Vn = V , and define the ( forward ) “shift operator” f
on L by f (vn) = vn+1 for all n. Then f is clean in End(L).
Proof. We follow here an argument of Searcóid [Se]. Define e ∈ End(L) by
e(v2n) = v2n and e(v2n+1) = v2n+2 − v2n for all n 0.
Clearly, e2 = e. For u := f − e ∈ L, we have
u(v2n) = v2n+1 − v2n and u(v2n+1) = v2n+2 − (v2n+2 − v2n) = v2n.
From these, it is easy to check that u2 = Id−u. Thus, u is a unit in End(L) (with inverse u+ Id),
so f = e + u is clean. 
Remark. Of course, one can also consider the “backward” shift operator g ∈ End(L) defined by
g(v0) = 0, and g(vn) = vn−1 for every n 1. For this operator, a stronger conclusion is possible.
In fact, if we define u′ to be the automorphism of L with
u′(v0) = v0 and u′(vn) = vn − vn−1 for n 1,
then g = Id − u′, so g is even strongly clean. However, g ∈ L is not strongly π -regular, since the
chain Ker(g) ⊆ Ker(g2) ⊆ · · · is strictly increasing.3
Of course, the remark above is just a special case of the following more general observation
on “locally nilpotent” endomorphisms.
Lemma 3.2. For an endomorphism g ∈ End(M) on any module M , let Kg :=⋃n∈N Ker(gn).
Then g|Kg is strongly clean.
Proof. It is easy to see that g(Kg) ⊆ Kg , so we may assume that Kg = M . Then u := 1 + g +
g2 + · · · is a well-defined automorphism on M with inverse u′ = 1 − g. Thus, g = 1 − u′ is
strongly clean. (Alternatively, we could have applied Proposition 2.3 with A = 0 and B = M .)
For any module MR , a monomorphism f ∈ End(M) is called an essential monomorphism if
Im(f ) ⊆e M (that is, Im(f ) is an essential submodule of M). A module M is called co-Hopfian
(respectively essentially co-Hopfian) if every monomorphism (respectively essential monomor-
phism) in End(M) is onto. Note that a module satisfying condition (C2) is essentially co-Hopfian.
3 This shows that the second implication in (2.6) is not reversible (for ring elements as well as for rings). As the reader
would no doubt expect, none of the implications in (2.6) is reversible.
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that f (W) ⊆ W . If f |W − e is an essential monomorphism in End(W) for some idempotent
e ∈ End(W), then there exists an idempotent e′ ∈ End(M) such that e′|W = e and f − e′ is an
essential monomorphism in End(M). (If we assume, in addition, that M is essentially co-Hopfian,
then f − e′ is a unit in End(M).)
Proof. Let f |W − e be an essential monomorphism in End(W) for some idempotent e ∈
End(W). As M is quasi-continuous, we can extend e to an idempotent endomorphism of M
(see, e.g., [La2, §6, Exercise 37]). Thus we may regard e as an idempotent in End(M). We show
that f −e is an essential monomorphism in End(M). Suppose that (f −e)x = 0 for some x ∈ M .
If x = 0, take r ∈ R such that 0 = xr ∈ W . So
(f − e)xr = (f |W − e)xr = 0 ⇒ xr = 0,
a contradiction. Thus f − e is a monomorphism in End(M). Also,
Im(f |W − e) ⊆e W ⊆e M ⇒ Im(f |W − e) ⊆e M.
As Im(f |W − e) ⊆ Im(f − e), we conclude that Im(f − e) ⊆e M . 
Remark 3.4. Let M be a module and f ∈ End(M). Let Ef be the set of all ordered pairs (W, e)
such that W is an f -invariant submodule of M and e ∈ End(W) is an idempotent such that
f |W − e is a unit in End(W). (In particular, f |W must be clean.) As (0,0) ∈ Ef , the family
Ef is nonempty. Let (W1, e1) and (W2, e2) ∈ Ef . Define a partial ordering by setting (W1, e1)
(W2, e2) if W1 ⊆ W2 and e2|W1 = e1. Then any totally ordered set {(Wi, ei): i ∈ I } is bounded
above by (N, e) where N =⋃i∈I Wi and ex = eix if x ∈ Wi . Thus, by Zorn’s Lemma, any
(W0, e0) ∈ Ef is “bounded” by a maximal element of Ef . Clearly, f is clean in End(M) iff there
exists an element (W, e) in Ef with W = M . In [NV,Se], Nicholson–Varadarajan and Searcóid
used this idea to prove that linear transformations on vector spaces are clean. We will use a
similar idea to prove the cleanness of continuous modules, in Theorems 3.7 and 3.9 below.
The notation Ef will be fixed throughout this section. To better understand the structure of Ef ,
we first make the following observation on its maximal elements.
Lemma 3.5. Let f ∈ End(M) and let (W, e) be a maximal element of Ef . For any submodule
X ⊆ M such that X ∩W = 0, we have:
(A) for any x ∈ X, f x ∈ W ⇒ x = 0;
(B) for any m ∈ W ⊕X, fm ∈ W ⇒ m ∈ W .
Proof. (A) Let w := f x ∈ W , and let X′ = xR ⊆ X. Then W ⊕ X′ is f -stable. Extend e to X′
by defining ex = x. Clearly, e2 = e ∈ End(W ⊕X′). We claim that
f − e ∈ End(W ⊕X′) is an automorphism. (3.6)
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Then
(f − e)(w1 − x) = w − f x + x = x.
This shows that f −e is onto. Next, suppose that (f −e)(w′ +xr) = 0, where w′ ∈ W and r ∈ R.
Then (f − e)w′ +wr = xr ∈ W ∩X′ = 0, so wr = f (xr) = 0. From these, (f − e)w′ = 0, and
hence w′ = 0. This shows that f − e is one-one, proving the claim (3.6). But now (W ⊕X′, e) ∈
Ef , so the maximality of (W, e) in Ef implies that X′ = 0; whence x = 0.
(B) This part is a self-strengthening of part (A). To prove it, let m = w+ x (where w ∈ W and
x ∈ X) be such that fm = fw + f x ∈ W . As fw ∈ W , we get f x ∈ W . By (A), this implies
that x = 0, and so m = w ∈ W , as desired. 
To prepare ourselves for the proof of the Main Theorem, we first deal with the cases where
M is a nonsingular4 continuous module or a semisimple module. In these cases, for any f ∈
End(M), we can determine all the maximal elements of the family Ef , and prove the cleanness
of f in a rather strong form; namely, if W0 is any f -invariant submodule of M such that f |W0
is clean, then any “clean decomposition” of f |W0 can be lifted to one for f on M .
Theorem 3.7. Let f ∈ End(M) where MR is either a semisimple module or a nonsingular con-
tinuous module. Let (W, e) ∈ Ef , where Ef is as in Remark 3.4. Then
(A) (W, e) is a maximal element of Ef iff W = M .
(B) Given any (W0, e0) ∈ Ef , there exists a clean decomposition f = e + u where e = e2 ∈
End(M) extends e0, and u is a unit of End(M). In particular, M is a clean module.
(C) Let W1,W2 be submodules of M with W1 ∩ W2 = 0 such that f |W1 and (1 − f )|W2 are
both automorphisms. Then there exists a clean decomposition f = e + u where u is a unit
of End(M) and e = e2 ∈ End(M) restricts to zero on W1 and to the identity on W2.
Proof. (C) follows from (B) by taking W0 = W1 ⊕W2, and e0 to be the projection of W0 onto W2
with kernel W1. (Note that f − e0 is an automorphism of W0 by Lemma 2.1, or Proposition 2.3.)
(B) follows from (A) and the fact that any (W0, e0) ∈ Ef is bounded by some maximal element
(W, e) of Ef (see Remark 3.4). Thus, we need only give a proof for the nontrivial “only if” part
in (A), which will be presented in three steps below.
Step 1. Let (W, e) be maximal. We shall first prove that W is a summand of M . If MR is semi-
simple, there is nothing to prove, so let us assume that M is nonsingular and continuous. In
particular, M is CS, so it suffices to show that W is (essentially) closed in M . Let E be a max-
imal essential extension of W in M . We will show that E = W . As M is CS, E is a summand
in M . Let M = E ⊕X for some submodule X. We claim that f (E) ⊆ E. Indeed, for any y ∈ E,
let
I := {r ∈ R: yr ∈ W }.
4 An R-module MR is said to be nonsingular if no nonzero element of M is annihilated by an essential right ideal of R;
see [La2, (7.5)].
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shows that xr ∈ E ∩ X = 0. This means that I ⊆ annR(x), and so annR(x) ⊆e RR . As M is
nonsingular, x = 0. Therefore, fy = z ∈ E, as claimed. Being a summand of M , E is con-
tinuous (and hence essentially co-Hopfian), and so, by Lemma 3.3, there exists an idempotent
e′ ∈ End(E) such that e′|W = e and (E, e′) ∈ Ef . Now the maximality of (W, e) in Ef implies
that W = E, so we now have M = W ⊕X.
From here on, we shall only assume that M is a continuous module. Of course, semisimplicity
will suffice. No nonsingularity assumption will be needed or used again.
Step 2. By Lemma 3.5(A), f :X → fX is an isomorphism, and W ∩fX = 0. Let us first assume
that W ⊕ fX = M . Let A = Ker(e) and B = Im(e). By Lemma 2.1, W = A⊕B = C ⊕D such
that f :A → C and 1 − f :B → D are isomorphisms. Then
M = (A⊕X)⊕B = (C ⊕ fX)⊕D.
As f :A ⊕ X → C ⊕ fX is an isomorphism, Lemma 2.1 also shows that (M,e′) ∈ Ef , where
e′ is the projection of M onto B with kernel A ⊕ X. Since (W, e)  (M,e′), the maximality
of (W, e) gives W = M , as desired.
Step 3. Continuing the argument, we assume now that W ⊕ fX = M . As M is continuous,
fX (∼=X) and thus W ⊕ fX are summands of M . As W ⊕ fX = M , there exists 0 = v ∈ M
such that
vR ∩ (W ⊕ fX) = 0.
Note that, as M = W ⊕X,
fM = fW + fX ⊆ W ⊕ fX. (∗)
Claim 1. The sum W + vR + f vR + f 2vR + · · · is direct.
To see this, consider an equation w+vr0 +f vr1 +· · ·+f nvrn = 0, where w ∈ W , and ri ∈ R.
From this, vr0 ∈ W +fM ⊆ W ⊕fX (by (∗)), so vr0 = 0. This gives f (vr1 +· · ·+f n−1vrn) ∈
W . By Lemma 3.5(B), this implies that vr1 + · · · + f n−1vrn ∈ W . Thus, as above, vr1 = 0, and
further repetition of this argument shows that vri = 0 for all i. But then w = 0 as well, proving
Claim 1.
Now let L := vR ⊕ f vR ⊕ · · · , which is nonzero since v = 0.
Claim 2. f maps f ivR isomorphically onto f i+1vR for all i  0.
Indeed, if f (f ivr) = 0 where r ∈ R, then by Lemma 3.5(B) and Claim 1, we have f ivr ∈
W ∩ f ivR = 0. In view of Claim 2, f |L ∈ End(L) is the (forward) shift operator on L. By
Lemma 3.1, we can then find an idempotent e′ ∈ End(L) such that (W ⊕ L,e ⊕ e′) ∈ Ef . This
contradicts the maximality of (W, e), which means that the case W ⊕ fX = M in Step 3 cannot
really arise. 
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endomorphism f ∈ End(M). As an illustration for the conclusion (C) in Theorem 3.7 (when
M is semisimple or nonsingular and continuous), note that one can take W1 to be K1−f , and
W2 to be Kf . (It is easy to check that W1 ∩ W2 = 0, and Lemma 3.2 implies that f |K1−f
and (1 − f )|Kf are automorphisms.) Thus, for these choices, we have a clean decomposition
f = e + u where the idempotent e ∈ End(M) restricts to zero on K1−f , and to the identity
on Kf .
We are now in a good position to prove the main result stated in the introduction to this paper.
The proof rests on a reduction to the nonsingular case, which is made possible by the well-known
structure results on the endomorphism ring of a continuous module modulo its Jacobson radical.
Theorem 3.9. Every continuous module MR is clean.
Proof. For S = End(MR), it is known that the factor ring T := S/J (S) is right continuous, reg-
ular, and idempotents lift modulo J (S) (see [MM2, 3.5, 3.7, 3.11]). As regular rings are (left
and right) nonsingular, the right module TT is continuous and nonsingular. By Theorem 3.7(B),
T ∼= End(TT ) is then clean. As idempotents lift modulo J (S), it follows that S is clean, as de-
sired. 
Remark 3.10. The conclusion on M stated here is ostensibly not as strong as that of Theo-
rem 3.7(B) in the case of (semisimple or) nonsingular continuous modules. However, subsequent
work done at the Ring Theory Seminar at U.C. Berkeley has shown that the strong conclusion
in Theorem 3.7(B) actually also holds for endomorphisms f on any continuous module M . This
self-strengthening of Theorem 3.9 will appear elsewhere.
Since any quasi-injective module is continuous [La2, §6, Example 36], we have the following
consequence of Theorem 3.9.
Corollary 3.11. Every quasi-injective module is clean. In particular, every vector space over a
division ring is clean. (Of course, the vector space case already follows from Theorem 3.7, and
in that case, the stronger conclusions in Theorem 3.7 are applicable.)
As we have noted in the introduction, the first part of the above corollary extends Chen’s
result [Ch, Theorem 7], while the second part retrieves, and improves upon, the result of Searcóid
[Se, Proposition 3] (and Nicholson, Varadarajan and Zhou [NVZ, Lemma 1]).
From the perspective of clean rings, we also have the following consequences of Theorem 3.9.
Corollary 3.12. Any right continuous ring is clean. In particular, any right self-injective ring is
clean.
The second part of this corollary was, in fact, the original goal for the work on this paper. As
it turned out, this part of (3.12) can be further strengthened.
A module M is called pure-injective if for any module A and any pure submodule B of A,
every homomorphism f :B → M extends to a homomorphism g :A → M . A module M is
called cotorsion if Ext1R(F,M) = 0 for every flat R-module F, equivalently if every short ex-
act sequence 0 → M → E → F → 0 with F flat, splits. The ring R is called right cotorsion
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pure-injective right R-module is flat cotorsion; but even a right cotorsion ring need not be pure-
injective. In [AH, Example 1, Corollaries 4, 9], Guil Asensio and Herzog showed that if M is a
flat cotorsion right R-module and S = End(MR), then S/J (S) is regular right self-injective and
idempotents of S/J (S) lift to idempotents of S; and the same results are previously known to
hold for any pure-injective module MR (see [Z]). Thus End(MR) is clean and the next corollary
follows.
Corollary 3.13. Every flat cotorsion module is clean. In particular, every pure-injective module
is clean.
From the viewpoint of category theory, the second part of (3.13) is an especially desir-
able result. As was pointed out in [AH], the endomorphism ring of any injective object of a
Grothendieck category is always 1-sided pure-injective. In view of this, one can say that all such
injective objects are “clean.”
Corollary 3.13 provides some exotic examples of clean rings:
Examples 3.14. The following rings S are all clean.
(1) S = End(GZ) where G is a direct summand of a direct product of groups from the family
{Zpn : p is a prime and n = 1,2, . . . or ∞}.
(2) S = End(MR) where R is a commutative Artinian principal ideal ring and M is an arbitrary
R-module.
(3) S = End(MR) where M is a (T ,R)-bimodule with T M Artinian.
(4) S = K[Xi : i ∈ I ]/(Xi : i ∈ I )n where K is a field, {Xi : i ∈ I } a family of independent
indeterminates over K , and n any positive integer.
(5) S = RG where R is a right pure-injective ring and G is a locally finite group.
Proof. (1) G is pure-injective by [F, Theorem 3.1 (p. 16) and Theorem 30.4 (p. 127)].
(2) MR is pure-injective by [Z, Theorem 2 (p. 338) and Example 5 (p. 337)].
(3) MR is pure-injective by [Z, p. 344].
(4) S is a pure-injective ring by [Z, p. 344].
(5) By [Z, p. 344], S is a pure-injective ring for any finite group G. The result follows. 
Note that Example 3.14(2) shows that there exists a nonsemisimple ring R such that all right
R-modules are clean.
In [Ra, Proposition 11], Raphael has proved that every element of a regular right self-injective
ring R, with 2 invertible, can be expressed as a sum of an even number of units. The following
corollary gives a considerably stronger result.
Corollary 3.15. Let R be a right continuous ring or a right cotorsion ring with 2 ∈ U(R). Then
every element of R can be expressed as a sum of a unit and a square root of 1.
Proof. In [CY], Camillo and Yu proved that a ring R with 2 ∈ U(R) is clean iff every element in
R is a sum of a unit and a square root of 1. In view of this, the result follows from Corollaries 3.12
and 3.13. 
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is the sum of n units. Thus, new families of rings with the 2-sum property are obtained from
Corollary 3.15.
Note that Corollary 3.15 does not hold for right continuous rings or right cotorsion rings in
which 2 is not invertible. For instance, the ring R = Z2 × Z2 is a self-injective ring, but the
element (0,1) cannot be expressed as a sum of units.
4. Other types of modules
A module M is said to be a Harada module if it has a decomposition M =⊕i∈I Mi with
End(Mi) a local ring for each i, such that the decomposition complements summands of M (i.e.,
if A is a summand of M then there exists I1 ⊆ I such that M = A ⊕ (⊕i∈I1 Mi)). For other
characterizations of Harada modules, see [MM2, Theorem 2.25].
Let M be a Harada right module and S = End(M). In [Ka], Kasch proved that S/J (S) is a
direct product of right full linear rings (see also [KG]), and is thus clean by the second part of
Corollary 3.11. Also, as idempotents lift modulo J (S) (see [MM2, Theorem 2.25]), it follows
that S is clean. Thus we have the following result which essentially is a consequence of results
in [Se,Ka], but, apparently, has not been recorded before in the literature.
Proposition 4.1. Harada modules are clean.
It is well known that every discrete module5 is a Harada module [MM2, Theorem 4.15 and
Corollary 5.5], and that every quasi-projective right module over a right perfect ring is discrete
[MM2, Theorem 4.41]. A projective module P is said to be semiperfect if every homomorphic
image of P has a projective cover. It is also known that a projective module is semiperfect iff it
is discrete [MM2, Corollary 4.43]. In view of these facts, we have the following special cases of
Proposition 4.1.
Corollary 4.2. Each of the following types of modules is clean:
(1) Discrete modules (in particular, semiperfect modules) over any ring;
(2) Quasi-projective right modules over a right perfect ring.
The second part of Corollary 4.2 extends the main theorem in [NVZ], which states that every
projective right module over a right perfect ring is clean.
Clearly, Theorem 3.9 does not hold for quasi-continuous modules. For example, ZZ is quasi-
continuous but Z is not a clean ring; in fact, Z is not even an exchange ring. However, Pace
Nielsen has pointed out to us the following interesting consequence of Theorem 3.9 for quasi-
continuous modules.
Theorem 4.3. A quasi-continuous R-module MR is clean iff it has the ( finite) exchange prop-
erty.6
5 For the definition of discrete modules, see [MM2, Definition 4.10].
6 The word “finite” is put in parentheses here since it was proved in [OR,MM3] that the finite exchange property
implies the full exchange property on any quasi-continuous module.
106 V.P. Camillo et al. / Journal of Algebra 304 (2006) 94–111Proof. As clean rings are exchange rings (see [Ni1, Proposition 8]), it suffices to prove the “if”
part. Let S = End(M) and Δ = {f ∈ S: Ker(f ) ⊆e M}. Then Δ is an ideal of S and, by [MM2,
Corollary 3.13], S = S/Δ has a ring decomposition S = S1 × S2 such that S1 is regular right
self-injective and S2 has no nonzero nilpotent elements. In particular, every idempotent in S2
is central. By Corollary 3.11, S1 is clean. If M has the finite exchange property, then S and
hence also its factor ring S2 are exchange rings. As every idempotent in S2 is central, S2 is
clean (see [Ni1, Proposition 1.8]). Thus S = S1 × S2 is clean. Next, we note that Δ ⊆ J (S).
For, if otherwise, then by [Ni1, Proposition 1.9], Δ contains a nonzero idempotent, say e. But as
Ker(e) ⊆e M , Ker(e) = M and so e = 0, a contradiction. Thus Δ ⊆ J (S). Finally, as idempotents
lift modulo Δ in S (see [Ni1, Corollary 1.3]), S is clean. 
Note that, since continuous modules have the exchange property (by [MM2, Theorem 3.24]),
Theorem 4.3 may be thought of as a self-strengthening of Theorem 3.9.
Now that we have completely understood which quasi-continuous modules are clean, it is
of interest to know, more generally, which CS modules are clean. We do not know the precise
answer to this question. However, some partial answers to it will be offered below.
To begin our investigations in this direction, we first state the following variation of Propo-
sition 2.2, which can be proved by a slight modification of the arguments used for proving
Lemma 2.1.
Proposition 4.4. An element f ∈ End(MR) can be written as a sum of an idempotent and a
monomorphism if and only if there exists an R-module decomposition M = A ⊕ B such that
A∩ Ker(f ) = 0 = B ∩ Ker(1 − f ) and fA∩ (1 − f )B = 0.7
Using this result, one can show that decompositions of the type in Lemma 4.4 always exist for
endomorphisms of a CS module M . We note, however, that this property is considerably weaker
than the cleanness of M .
Proposition 4.5. Let MR be a CS module with S = End(M). Then every endomorphism f ∈ S
can be written as e + v where v ∈ S is a monomorphism, and e = e2 ∈ S restricts to the identity
on Kf or restricts to zero on K1−f , whichever one prefers. If M is quasi-continuous, then we
can guarantee both of the restriction properties of e.8
Proof. As M is CS, there exists a summand B of M such that Kf ⊆e B . Let M = A ⊕ B for
some submodule A. Clearly, A∩ Ker(f ) = 0; we claim that also
B ∩ Ker(1 − f ) = 0 and fA∩ (1 − f )B = 0. (∗)
To check the former, assume that (1−f )b = 0 for some 0 = b ∈ B . For some r ∈ R,0 = br ∈ Kf .
Thus (1 − f )br = 0, implying that br ∈ Kf ∩ K1−f = 0, a contradiction. Next, suppose that
0 = f a = (1 − f )b for some a ∈ A and b ∈ B . As above, 0 = br ∈ Kf , for some r ∈ R. Then
f ar = (1 − f )br , and as f nbr = 0 for some n ∈ N, f n+1ar = 0. Thus ar ∈ Kf ∩A = 0 and so
br ∈ K1−f ∩Kf = 0, a contradiction.
7 The following “dual version” of the proposition is valid too: f be written as a sum of an idempotent and an epimor-
phism if and only if there exists an R-module decomposition M = A⊕B such that fA+ (1 − f )B = M .
8 The conclusions about e|Kf and e|K1−f in this proposition are to be compared with those in Remark 3.8.
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where v ∈ S is a monomorphism, and e = e2 ∈ S has image B . Since B ⊇ Kf , e|Kf = Id.
A parallel construction works if we desire to have e|K1−f = 0 instead.
If we want to have both of the restriction properties of e, we must construct the summand
A above more carefully so that it contains K1−f . For this, we use the fact that B ∩ K1−f = 0
(which can be proved by a slight generalization of the argument above for B ∩ Ker(1 − f ) = 0).
This enables us to enlarge K1−f into a “complement” A for B (in the sense of [La2, §6]). From
this, we have A ⊕ B ⊆e M (by [La2, (6.19)]). Since A is closed, it is a summand of M . If we
assume now that M is quasi-continuous, then A ⊕ B is also a summand of M , and therefore
A⊕B = M , as desired. 
The following consequence of Proposition 4.5 gives us an initial class of CS modules that turn
out to be clean.
Corollary 4.6. Let M be a co-Hopfian CS module. Then any f ∈ S = End(M) has a decomposi-
tion e + v where v ∈ U(S), and e = e2 ∈ S restricts to the identity on Kf or restricts to zero on
K1−f , whichever one prefers. In particular, S is clean.
Note that a co-Hopfian CS module may not be continuous (so Theorem 3.9 cannot be applied







where F is any field. Then, RR is an Artinian (and thus a co-Hopfian) CS module; but it is not
quasi-continuous (see [MM2, Example 2.9]). Nevertheless, R is a strongly clean ring, as one
can easily verify. (In general, the endomorphism ring of an Artinian module may not even be an
exchange ring; see [CM].)
To continue our investigations on which CS modules are clean, recall that a module M is said
to have an indecomposable decomposition if M is a direct sum of indecomposable modules. For
such modules, we have the following analogue of Theorem 4.3.
Theorem 4.7. A module MR with an indecomposable decomposition is clean iff it has the ( finite)
exchange property.9
Proof. (“If” part) Let M =⊕i∈I Mi , where each Mi is indecomposable. If M has the finite
exchange property, then each Mi does, and this implies that End(Mi) is a local ring (see [Fa,
Theorem 2.8]). By [MM2, Theorem 2.25], M is then a Harada module, and hence a clean module
by Proposition 4.1. 
Note that Theorem 4.3 and Theorem 4.7 are independent results. Of course, the former does
not imply the latter. To see that the latter does not imply the former, note that a quasi-continuous
module with the finite exchange property need not have an indecomposable decomposition. For
instance, if R is a ring that is not right Noetherian, then there exists an injective right R-module
9 The word “finite” is put in parentheses here since it was proved in [ZZ] that the finite exchange property implies the
full exchange property on any module with an indecomposable decomposition.
108 V.P. Camillo et al. / Journal of Algebra 304 (2006) 94–111(necessarily with the full exchange property) that does not have an indecomposable decomposi-
tion; see, e.g., [La2, Theorem 3.48]. Nevertheless, Theorem 4.7 leads us to a second class of CS
modules that are clean.
Corollary 4.8. If a module MR is Σ -CS (in the sense that the direct sum of any number of copies
of M is CS), then M is clean.
Proof. By the main result of [PA], M has an indecomposable decomposition, and also has the
(finite) exchange property. Thus, Theorem 4.7 implies that M is clean. 
In deciding which CS modules are clean, one is easily tempted to wonder if Theorem 4.3
for quasi-continuous modules would already hold for CS modules. The kind of decomposition
argument used in the proof of Theorem 4.3 does not seem to generalize directly to CS modules.
On the other hand, we know of no examples of CS modules for which the conclusion of that
theorem fails. Thus, it seems natural to raise the following
Question 4.9. Is a CS module MR necessarily clean if it has the finite exchange property?
While we are not able to answer this question in general, we will show below that it has
an affirmative answer for some further subclasses of CS modules besides the quasi-continuous
modules.
Theorem 4.10. The answer to Question 4.9 is “yes” under either one of the following additional
assumptions:
(1) R is a right Noetherian ring;
(2) MR is a square-free module; that is, no nonzero submodule of M is isomorphic to X⊕X for
any R-module X.
Proof. Let MR be a CS module with the finite exchange property.
(1) If R is right Noetherian, the CS module MR has an indecomposable decomposition, by
[MM2, Theorem 2.19]. In this case, Theorem 4.7 gives the cleanness of M .
(2) Assume now that MR is square-free. In [MM4], Mohamed and Müller proved that such
a module with the finite exchange property satisfies the property (C3). Thus, the module MR in
question is quasi-continuous, and Theorem 4.3 implies that M is clean, as desired. 
In connection with Question 4.9, we should point out that there seem to be very few known
examples of modules with the finite exchange property that are not clean. In fact, the only such
example known to us is that of Bergman [Ha, p. 14, Example 2] mentioned in the introduction.
The module here is RR where R is a von Neumann regular ring with 2 ∈ U(R) that is not addi-
tively generated by its units. In this example, RR is not CS, because if otherwise, as R is regular,
RR would be continuous (see [La2, §6, Exercise 38]), and thus clean by Theorem 3.9. In general,
the relative scarcity of examples of nonclean modules with the finite exchange property would
seem to lend positive evidence to an affirmative answer to Question 4.9.
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If R is a clean ring, it is well known that any finite matrix ring Mn(R) is clean (see [HN]).
Thus, any finitely generated free R-module Rn is clean. In [HN] Han and Nicholson ask if
every countably generated free module over a clean ring is clean. Then in [NVZ], Nicholson,
Varadarajan and Zhou raised the following two questions: Is every free module over a clean ring
(respectively semiperfect ring) clean? We conclude our paper with the following result, which
answers all of these questions in the negative (keeping in mind that semiperfect rings are clean,
but not necessarily right perfect).
The next result is implicitly contained in [Ni1] (and was used by Stock [St]).
Lemma 5.1. Let FR = R(N). If End(FR) is an exchange ring then J (R) is right T -nilpotent.
Proof. Let End(FR) be an exchange ring. Then FR has the finite exchange property by [Wa]. To
show J = J (R) is left T -nilpotent, it suffices to show that FJ is small in F. Let F = FJ + N
for some submodule N of F . Since F has the finite exchange property, by [Ni1], there exist
submodules F1 ⊆ FJ,F2 ⊆ N such that F = F1 ⊕ F2. So FJ = F1J ⊕ F2J and FJ = F1 ⊕
(FJ ∩ F2). It follows that F1 = F1J , and hence F1 = 0. So F = F2 = N . 
We write CFMΛ(R) for the ring of column-finite Λ×Λ matrices over R.
Theorem 5.2. Let R be a ring and FR = R(N). The following are equivalent:
(1) For every right projective module PR , End(PR) is clean and End(PR)/J (End(PR)) is regu-
lar.
(2) End(FR) is clean and End(FR)/J (End(FR)) is regular.
(3) End(FR) is clean and R is semilocal.
(4) R is right perfect.
Proof. Write J = J (R). The implication (1) ⇒ (2) is clear.
(2) ⇒ (3). Since End(FR) is clean it is exchange [Ni1], so J = J (R) is right T -nilpotent
by Lemma 5.1. Moreover, End(FR) ∼= CFMN(R). Since J is right T -nilpotent by Lemma 5.1,
J (CFMN(R)) = CFMN(J ) by a result of Patterson [Pa]. So CFMN(R/J ) ∼= CFMN(R)/
J (CFMN(R)) ∼= End(FR)/J (End(FR)) is regular. Thus R is semilocal by a result of Harada
[Har, Corollary 6.5.4].
(3) ⇒ (4) by Lemma 5.1.
(4) ⇒ (1). Let PR be a projective module. Since R is right perfect, PR is discrete, so End(PR)
is clean by Corollary 4.2. Since R is right perfect, PJ is small in P and End(PR)/J (End(PR))
is regular. 
Corollary 5.3. Let R be a semilocal ring. The following are equivalent:
(1) For every projective module PR , End(PR) is clean.
(2) End((R(N))R) is clean.
(3) R is right perfect.
Proof. (3) ⇒ (1) ⇒ (2) by Theorem 5.2; (2) ⇒ (3) by Lemma 5.1. 
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In particular, any semiperfect ring R which is not right perfect is clean by [CY], but
End((R(N))R) is not clean. For a concrete example, consider any commutative semilocal do-
main R that is not a field. Then R is not perfect, so the free R-module R(N) is not clean. This
contrasts with the fact that every vector space over a field is clean. Also, since there exist right
perfect rings that are not left perfect, we see that it is possible for all free right modules over a
ring R to be clean without having all free left R-modules being clean.
Corollary 5.4. Let R be a ring which is a direct sum of indecomposable right ideals. The follow-
ing are equivalent:
(1) End(PR) is clean for every projective module PR.
(2) End((R(N))R) is clean.
(3) R is right perfect.
Proof. (3) ⇒ (1) ⇒ (2) by Theorem 5.2; (2) ⇒ (3) follows from [CY] as (2) implies that R is
an exchange ring, and an exchange ring that is a direct sum of indecomposable right ideals is
semilocal. 
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