Tschebyscheff-Approximation mit einer Klasse rationaler Spline-Funktionen  by Werner, Helmut
JOURNAL OF APPROXIMATION THEORY 10, 74-92 (1974) 
Tschebyscheff-Approximation mit einer Klasse 
rationaler Spline-Funktionen 
HELMUT WERNER 
Institut fiir Numerische und Instrumentelle Mathematik, 
Westfdlische Wilhelms-Unicersitiit, 44 Miinster, West Germany 
Communicated by Lothar Collar; 
Received December 27, 1971 
1. EINLEITUNC 
In vielen theoretischen und praktischen Uberlegungen haben heute die 
polynomialen Splinefunktionen die Polynome verdringt, weil Polynome 
nicht anpassungsfghig genug sind. Es zeigt sich beispielsweise, daB bei einer 
guten Approximation einer glatten Funktion durch Polynome die Approxi- 
mation der Ableitungen aul3erordentlich schlecht sein kann. Dieser Nachteil 
der Tschebyscheff-Approximation kann durch Benutzung von Splines ver- 
mieden werden. 
Auch die Splineinterpolation erreicht jedoch die Grenze ihrer Anwend- 
barkeit, wenn man eine holomorphe Funktion in der Ntihe eines Poles 
darzustellen versucht, man vergl. das Beispiel der Gammafunktion am 
SchluO von Abschnitt 2. 
Es liegt nahe, in solchen Fgllen die Klasse der zugelassenen Funktionen 
zu verallgemeinern, indem man glatte Funktionen benutzt, die stiickweise 
aus rationalen Funktionen bestehen, sich also der Singularitgt besser anpas- 
sen lassen. Das in Abschnitt 2 behandelte Beispiel zeigt, da13 man damit 
sogar bis in den Pol hinein gleichmX%g gute Ngherungen einer transzendenten 
Funktion finden kann. 
Man wird, urn die neu auftretenden Phgnomene zu studieren, zungchst 
eine mijglichst einfache Klasse y von rationalen Splines ins Auge fassen, 
etwa die kubischen Splines zu verallgemeinern suchen. Die kubischen Splines 
h$ingen in jedem Interval1 zwischen zwei Knoten von 4 Parametern ab und, 
urn die gleiche Anzahl von Parametern zur Verfiigung zu haben, werden in 
der vorliegenden Arbeit ein quadratisches und ein lineares Polynom als 
Zglhler und Nenner benutzt. Man kann damit die gleiche Interpolations- 
aufgabe wie bei kubischen Splines stellen. Herr Schaback hat dieses Problem 
in seiner Dissertation erfolgreich behandelt. 
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Hier bemerken wir zunlchst, wie man in einfachster Weise such die 
singulare Interpolation in dieser Theorie behandeln kann. 1st namlich 
f(x) = * + co + Cl(X - x-1) + ..., 
so liegt es nahe, mit einem Ansatz 
in dem Interval1 zwischen Polstelle xel und dem ersten Knoten x0 zu arbeiten. 
lm Knoten x0 ist durch den Polbestandteil die zweite Ableitung s”(xo) bereits 
festgelegt, so da13 man von x, aus die “regulare” Interpolation durchfiihren 
kann. 
Im folgenden Abschnitt 3 wird das Verhalten von Folgen rationaler 
Splinefunktionen der beschriebenen Arbeit untersucht. Es zeigt sich, da13 
eine Grenzfunktion s Unstetigkeiten in der 1. und 2. Ableitung in Knoten- 
punkten zeigen kann (solche Knoten werden dann von 1. oder 2. Art beztig- 
lich s genannt). 
Macht die erste Ableitung einen Sprung, so mul3 die Grenzfunktion S 
allerdings rechts und links von dem Knoten bis zum “Libernachsten” Knoten 
linear sein; eine Unstetigkeit der zweiten Ableitung in einem Knoten kann 
nur auftreten, wenn wenigstens auf einer Seite der rationale Spline zu einer 
linearen Funktion entartet. Diese Eigenschaften und die schwache Kon- 
vexitgt sind kennzeichnend fur alle Funktionen des Abschlusses 7 der hier 
betrachteten rationalen Splines. 
Im Abschnitt 5 wird gezeigt, der rationale Spline s ist die Tschebyscheff- 
Approximation einer stetigen Funktion f(x), wenn eine Alternante mit 
L(Z) -+ 4 - d(s) Punkten existiert, L(Z) zahlt die durch die Knoten erzeugten 
Teilintervalle des Intervalls 1. Die Zahl d(s) stellt eine Verallgemeinerung 
des bereits bei den rationalen Funktionen im Rahmen der Tschebyscheff- 
Approximation auftretenden Defekts dar. Wie die ijberlegungen im 
Abschnitt 4 i.iber die Nullstellenanzahl von Differenzen rationaler Splines 
aus 7 zeigen, ist 
d(s) := g(s) - 2 . n,(s) - n&) 
zu setzen. Dabei ist nj(s) die Anzahl der Knoten jter Art von s und g(s) die 
Anzahl der durch die Knoten erzeugten Teilstiicke des Intervalls, in denen s 
linear ist. Es gilt namhch, dal3 zwei nicht identische Splines s und S aus 7 
hbchstens 
N(s - S; I) = L(Z) + 2 - max(d(s), d(S)) 
Nullstellen (bei entsprechender Zahlung, vgl. dazu Abschnitt 4) haben 
konnen. 
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2. DEFINI-IToM LND IN7ERPoLATIONSAuFGABtN 
rvirr RATIOUALEN SPI,INEI;UNKTIONEN 
Betrachtet werden zu endlichen reellen Zahlen or. /3 mit ,I c;; p die off‘enen, 
halboffenen oder abgeschlossenen lntervalle (‘u. ,8) bzw. (a, /3], [n, /3). [I, /3], 
die durch / bezeichnet werden. Gegeben seien weiterhin I -~ 1 Werte 
(42 , Xl ,...9 x,); xj E I; X” -c x, c ‘.. Cl X( . 
Sie werden in dieser Arbeit als fest vorausgesetzt und sollen als Knoten 
der Splinefunktionen dienen. Teilintervalle von 1, die von henachburten 
Knoten bzw. lntervallendpunkten ~1, /I und benachbarten Knoten begrenzt 
werden, sollen Teilstiicke von / genannt werden. Die Teilstiicke sind in den 
Knoten stets abgeschlossen; in 01. p abgeschlossen oder offen je nachdem, 
ob dort I abgeschlossen oder offen ist: 
I j  := [Xj-1 , Xj], j ~~ I ,..., 1; Z” := [a, x,,] n I; I&l := [Xl ) p] f-l z; 
die lntervalle 1, und II,, werden nur betrachtet, wenn sie positiven lnhalt 
haben. Dementsprechend bezeichne K die Menge der lndizes .j, fur die I, 
eine positive Lange besitzt. Zuweilen ist es zweckmarjig, xPr :- iy und 
Xl,1 := p zu setzen. 
Die Klasse der rationafetz Spline-Funktionen mit den gegebenen festen 
Knoten wird definiert durch 
y :- {S(X) 1 S(X) = pj(X)/qj(X) fur X E 1j, yj E 06, 
Grad ipj(x) 6 2, Grad aqi(x) < 1, s(x) E C2(Z)}. (2.1) 
y enthalt insbesondere die Klasse 6(2, 1) der rationalen Funktionen mit 
quadratischem Zahler und linearem Nenner, die in I stetig sind. Auf Grund 
dieser Definition hat s(x) in Z, such die Darstellung 
s,,,(x) = u,~ : bfz A- 
\ci . z2 bzw. 
lCj/(dj -I- ejZ) mit z = x - x, . (2.2) 
Den Koeffizienten ci , c/j , und ej kann man noch eine geeignete Normierungs- 
bedingung auferlegen. 
Aus der Darstellung (2.2) folgt, da0 S”(X) in einem Teilstiick 1, entweder 
identisch verschwindet oder nullstellenfrei ist, und wegen der Stetigkeit 
von S” in I gilt dann sogar 
f(x) E 0 oder f(x) # 0 fur Vx ~1. (2.3) 
Wichtig fur die folgenden Abschnitte ist die Miiglichkeit, mit rationalen 
Splines zu interpolieren. In Analogie zu der Aufgabenstellung bei kubischen 
Splines stellt man die reguliire Interpolutionsuufgabe. 
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Sei Z := [x, , xl] abgeschlossen. Gesucht ist ein s E y mit 
(a) s(xJ =f;, fiir j = O,..., I, 
(b) s’(x,,) oder s”(x~) = u, 
s’(xJ oder s”(x~) = v 
zu gegebenen Wertenh , u und 2’. 
(2.4) 
Allgemeiner kijnnte man fordern: 
(b’) Zwei der GriiBen /(x0), s”(x&, s’(x[), s”(xJ sollen vorgegebene 
Werte u, z‘ annehmen. 
Sind jedoch in einetn Punkte, etwa x,, , zwei Werte gegeben, so ist im 
ganzen Intervallsttick [x,, , x,] mit diesen Werten und 8(x,,) = fO, s(xr) = fr 
die Funktion s(x) bestimmt und man erhalt die Werte der Ableitungen 
von s(x) in x1 . Damit hat man genug Daten, urn s(x) in [x1 , xz] zu 
bestimmen. Dies fiihrt sukzessiv zur Festlegung in ganz I. Mehr Aufwand 
erfordert die Ermittlung von s(x), wenn im Punkte x,, und xl je eine Angabe 
vorliegt. 
Diese Aufgabe hat Schaback [I] in seiner Dissertation neben anderen 
Fragen behandelt. 
Das durch (2.3) beschriebene Verhalten der zweiten Ableitung von s 
bringt es mit sich, da13 die zweiten Differenzenquotienten von s(x) bezogen 
auf verschiedene oder such zusammenfallende Punkte, in unserem Fall die 
Knoten xj und die Vorgabe in den Randpunkten, entweder identisch ver- 
schwinden oder alle gleiches Vorzeichen besitzen miissen. Anders formuliert, 
notwendig fur die Liisbarkeit der regularen Interpolationsaufgabe ist, da0 
eine beliebige lineare, eine konvexe oder eine konkave Funktion aus (?[I] 
existiert, die den in a) und b) gegebenen Bedingungen mit den Daten .f, , u, t’ 
geniigt. 
Schaback weist in seiner Dissertation nacb, dab diese Bedingung such 
hinreichend ist. Die Losung des Interpolationsproblems ist eindeutig 
bestimmt in [x, , x,]. 
Besonders interessant ist die Klasse y jedoch fur die Interpolation von 
Funktionen, die selbst Pole erster Ordnung besitzen. Man kann dann Z offen 
wahlen und versuchen, die Funktion bis zum Pol durch ein s(x) anzunahern, 
wahrend man bei den sonst iiblichen Darstellungen meist fiir die Umgebung 
der Polstelle eine besondere Vorschrift zur Ermittlung der Funktionswerte 
(z.B. fur ein Unterprogramm in einer Rechenanlage) geben mu&e. Man darf 
davon ausgehen, da8 Lage des Pols und Residuum bekannt sind. 
Betrachtet man etwa den Fall, daBf(x) in a: einen Pol hat, in (a, p] regular 
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ist, so bietet sich die folgende singuliire lr~terpofutionsa~~fgfgahe an: Sei 
I := (01, /3], gesucht ist s E y mit 
(a) S(Xj) == f; fiir ,j -: 0 ,.... 1. 
(b) s’(.xJ oder s”(xJ =- 1’. (2.5) 
(c) s(x) = c/(x - a) -- a,, .. b,, . (x ~~ “I) in I(, 
wobei fj , 11 und das Residuum c in IX: vorgegeben sind. Analog kann man die 
Aufgabe fir den Fall formulieren, da0 der Pol in p liegt oder daI3 in %X und /3 
Pole I. Ordnung auftreten. 
ijber die oben genannten Bedingungen hinaus, daB alle aus den DatenJ; 
und z’ gebildeten zweiten Differenzenquotienten gleiches Signum haben 
miissen, folgt jetzt als zusitzliche Forderung, da13 such das Signum von c 
den gleichen Wert haben mul3. Denn dies folgt durch zweimaliges Differen- 
zieren von (2.5~) unter Beriicksichtigung der Stetigkeit von s”(x) in x,, 
Dal3 diese Bedingung such hinreichend ist, besagt folgender Satz. 
SATZ 2.1. Die singuliire Interpolationsaufgabe ist genau dann l&bar, wenn 
gilt 
sgn C = sgn d2(Xj, Xjal , Xj+q)f fiir ,j = O,..., 1 - I, wenn s‘, 
j = O,..., I - 2 und I, wenn s” in x1 c)orgeschrieben ist, (2.6) 
X[,~l := X1+2 := Xl 
Die Liisung ist in (01, xl] eindeutig bestimmt. 
Beweis. Es bleibt die Hinl%nglichkeit zu zeigen. Aus (2.5~) folgt 
s”(X,) = 2(4(X0 - my), man beachte x0 E I, also x,, > cy. (2.7) 
Damit sind in x0 die Werte s(xO) und s”(xJ vorgeschrieben, so darj nach dem 
von Schaback bewiesenen Resultat eine Liisung S(X) der regulgren Aufgabe, 
bezogen auf das Interval1 [x,, , x1] existiert. Die noch freien Parameter a, 
und b, bestimmen sich aus den Bedingungen des stetigen Anschlusses in x, , 
namlich 
und 
s/(x”) = b, - c/(x, - a)” = F’(xJ 
s(xo) = a, + bo(x,, - a) + c/(x, - a) = f(xo). 
(2.8) 
Zum Nachweis der Eindeutigkeit nehme man an, dal3 zwei LGsungen S(X) 
und S(x) vorliegen. Die Differenz w := s - S ist dann in IO linear, also ist 
dort w” = 0. Dann lijst w in [x0 , x,] ein homogenes regulgres Interpolations- 
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problem und mit den AnschluBbedingungen (2.8) folgt, dal3 such im Teil- 
sttick Zi die lineare Funktion w identisch verschwindet. Dies besagt aber, 
da13 s und S in (or, x,] identisch sind. 
Die Durchftihrung der Beweise fur die anderen Falle der singularen 
Interpolationsaufgabe verlluft analog und kann dem Leser iiberlassen 
bleiben. 
Man kann such im singularen Falle die zusatzlichen Daten in dem singu- 
laren Randpunkt vorschreiben. Zum Beispiel kann man in (2.5) statt (b) 
verlangen: 
(c’) In I, sei s(x) = c/(x - CX) + a, + b&x - CX) und c sowie eine der 
GrGBen a,, b, ist vorgegeben. 
Sol1 s(x) in x0 mit f(xO) tibereinstimmen, so ist damit der einzige noch freie 
Parameter von s(x) in Z,, festgelegt. Man bekommt in x0 die Daten, mit denen 
man schrittweise s(x) interpolierend in Z, ,..., definieren kann. 
Fur die Gammafunktion erhalt man beispielsweise mit 01 = 0, p = 1, 
n = 4, also xi = (i + 1)/4, i = 0 ,..., 3 fur die Grblje v(x) = / p(x) - s(x)1 
folgende Schranken: 
1. Vorgabe: (“Randwertaufgabe”) 
aJ = mJ, 
SW = m>, 
f(XJ == 2/x,3, 
S’(XI) = zyx,). 
im Interval1 [a, l] Fortsetzung auf [0, $1 
rationaler Spline 0,552 . IO-3 0,35 . IO-’ 
kubischer Spline 0,16 . lOa (K) 
2. Vorgabe: (“Anfangswertaufgabe”) 
s(x) = l/x + c0 + c1 . x, mit c ,, := lim,,,[r(x) - $1, lnterpolation in den 
Punkten xi . 
Zum Vergleich wurde mit gleichen Anfangsdaten in x0 beginnend such ein 
interpolierender kubischer Spline gerechnet. 
Schranken fiir 7 in P, il, Fortsetzung auf [$, I] 
rationaler Spline I,0 * 10-Z 1,5 . IO-2 
kubischer Spline - 3,l . 100 (!!) 
Der kubische Spline baumt sich gewissermaI3en auf (Numerische Instabilitat). 
640/10/1-6 
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Eine Bhnliche Erscheinung beobachtet man in geringem MaBe allerdings 
such bei der Fortsetzung des rationalen Splines. Auf die hier auftretenden 
numerischen Phlnomene sol1 in einer anderen Arbeit eingegangen werden. 
Zum Vergleich sei auberdem auf die in Werner [2, Seite 345, 346; 31 
angegebenen Beispielen verwiesen. Dort werden T-Approximationen fur 
r(l + X) mit x E [0, I] angegeben: 
1,48162x? 
- R2,1(4 0,482637x T 2,75441 = 
x + 2,75721 
) 7 < 1,02*10-“, 
7 < 0,73 * 10-3, 
&,3(x) = 
6,27348 
6,27109 f 3,71969x - 4,71969x2 + x3 
, .7j < 0,382 * 10-3. 
Mit einem Polynom 3. Grades wiirde man nur die Gi.ite I,35 * 1O-3 erreichen. 
3. DIE ABSCHLIESSUNG DER KLASSE y  
Will man zu Existenzaussagen der Approximationstheorie kommen, so 
mu13 man Grenzprozesse durchfiihren k&men. Man mulj also Cauchy- 
Folgen in y betrachten. Fur unsere Zwecke reicht es aus, wenn Konvergenz 
als kompakte Konvergenz, d.h. gleichmgl3ige Konvergenz in jedem abge- 
schlossenen in (LY., p) enthaltenen Teilintervall definiert wird. 
Fur die Approximation sol1 allerdings sp5ter der Abstand durch 
II s - s III := s;p (W(X) * 1 S(X) - $x)1), (3.1) 
w(x) stetig, positiv in I gemessen werden. 
Es sei darauf hingewiesen, daB dieser Abstand unendlich sein kann, wenn Z 
nicht abgeschlossen ist. Denn dann kann s oder S in einem lntervallendpunkt 
einen Pol besitzen, und fur W(X) = 1, I = (~1, /3], S(x) = 0, gilt dann etwa 
I/ s - 0 111 = a3. 
Diese Schwierigkeit kann man durch Wahl eines geeigneten Gewichtes 
W(X), das in der Umgebung von a das Verhalten const . (x - LX) + o(x - a) 
zeigt, beseitigen. 
Auf diese Weise wird z.B. Approximation beztiglich des relativen Fehlers 
miiglich. 
Sei I(6) := [CX + 6, /3 - 61 mit 6 E (0, (p - 01)/2). Eine Cauchy-Folge aus y 
im oben angegebenen Sinne hat dann die Eigenschaft, daI3 fiir jedes feste S 
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des genannten Intervalles gleichmtil3ige Konvergenz eintritt. Man darf 
deshalb im folgenden voraussetzen, da13 eine Folge mit 
bk>k=l 2.... > Sk E y, (3.2) 
fur jedes 6 > 0 vorliegt. 
Dann gilt zunachst der Satz. 
SATZ 3.1. Es gibt eine in I stetige Funktion S:, die in jedem Teilstiick von I 
eine Funktion von g(2.1) ist und den Grenzwert der Folge {sk) im Sinne kom- 
pakter Konvergenz liefert. 
Der Beweis dieses Sachverhaltens stiitzt sich auf: 
HILFSSATZ 3.2. Gilt 1) s Ilr(s) < K(8)fiir ein s E y und ist E E (0, ((fl- 01)/2) - a), 
so f0l.Q 
(3.3) 
Zum Beweis dieses Hilfssatzes beachtet man, darj nach (2.3) das Signum 
von s”(x) in I konstant ist. Deshalb ist s’(x) monoton und seine Werte in 
Z(E + 6) werden durch die I. Differenzenquotienten 
oya + 6, 01 + 6 + E)S und oqp - 6 - E, /3 - 6)s 
eingeschlossen, deren Betrage man durch 
2/c * ry(y j s(x)/ < 2K(6)/~ . min,(,) j li(x)j 
abschatzen kann. 
Beweis con Satz 3.1. Sei 6 E (0, (/3 - (u)/2) fest gewahlt, Nach (3.2), 
d.h. auf Grund der kompakten Konvergenz, gibt es eine Schranke K, so da13 
I/ skb%,b) < K gleichmaBig gilt fur k = 1, 2,... . (3.4) 
Die Funktionen sk(x) sind also in jedem Teilstiick 1, von 1(S) gleichmafiig 
beschrankte rationale Funktionen aus 9?(2, l), die punktweise konvergieren. 
In Ij ist dann die Grenzfunktion S(x) aus 9(2, l), wobei ebenso wie bei 
So Entartungen zu linearen Funktionen miiglich sind. Da 6 beliebig ist, 
so ist damit gezeigt, daB S in jedem Teilstiick von Z eine rationale Funktion 
der besagten Form ist. 
Zu untersuchen bleibt die Verheftung der einzelnen Teile der Funktion $ 
in den Knoten. Sei 6, positiv und klein, so kann man mit 6 = E = a,/2 
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auf Grund der kompakten Konvergenz nach (3.2) den Hilfssatz 3.2 anwenden 
und schliefien, da13 die Funktionen sic(x) in I(&) gleichgradig stetig sind. 
Folglich ist such die Grenzfunktion S(x) in Z(8,) stetig. Damit ist der Satz 
bewiesen. 
Da jede Funktion aus “J zweimal stetig differenzierbar ist, so wird man 
erwarten, dalj man such iiber die Grenzfunktion S mehr als Stetigkeit 
aussagen kann. Diesem Zwecke dient die folgende Definition. 
DEFINITION 3.3. Der Knoten x, ist fiir die Funktion S(x) von kter Art, 
wenn in der Umgebung von x, die Ableitungen von f(x) bis zur Ordnung 
k - 1 stetig sind, w5hrend die kte Ableitung eine Sprungstelle im Punkte xi 
besitzt. 
Die Funktionen von y sind also dadurch gekennzeichnet, da13 sie hiichstens 
Knoten 3. Art besitzen. Die zum AbschluR von y gehBrenden Funktionen 
klassifizieren die beiden folgenden Sgtze. 
SATZ 3.4. Ist S Grenzfinktion einer Cauchy-Folge aus y: so ist S stetig 
in I, rationale Funktion aus 9’(2, I) in jedem Teilstiick und es kiinnen Knoten 1 ., 
2., und 3. Art auftreten. Rechts und links aon einem Knoten 1. Art muJ S(x) 
linear sein, wiihrend S(x) nur rechts oder links eon einem Knoten 2. Art linear 
sein mu& Ist S(x) in einem inneren Teilstiick van I eine lineare Funktion 
a + bx, so muJ S(x) in einem der angrenzenden Teilstiicke ebenfalls mit der 
Funktion a $ bx iibereinstimmen. 
Anmerkung. Aus dem Satz folgt unmittelbar, da0 die Knoten I. Art 
nicht benachbart sein ktinnen. 
Es kann natiirlich vorkommen, dal3 in einem Knoten alle Ableitungen 
stetig sind, wie die letzte Aussage des Satzes an einem Spezialfall verdeut- 
licht. 
Beweis. Sind in der Cauchy-Folge {sk) fast alle Funktionen sn(x) linear, 
so ist such die Grenzfunktion linear. Von diesem trivialen Fall darf also im 
folgenden abgesehen werden und wir kannen, da zur Charakterisierung der 
Grenzfunktion such auf Teilfolgen zuriickgegriffen werden darf-wovon 
no& Gebrauch gemacht wird-annehmen, da13 fiir jedes So der Folge gilt 
s;(x) # 0 in I. 
Es werde nun ein fester, innerer Knoten xj gewshlt. Die Funktionen s&x) 
werden in den Teilstiicken I, und Z,,, untersucht. Obwohl die folgenden 
Darstellungen von sI,. nur fi.ir die Restriktionen auf eines dieser Intervalle 
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gelten, sol1 auf Anbringen eines Index j, etwa bei den Koefiienten, verzichtet 
werden. Es gelte in Zj die Darstellung 
mit 
qk(z)=dk+ekz>0,dk2+ek2= 1, 
z = x - xj ) 
(3.5) 
und L’~ # 0, so da13 die Koeffizienten eindeutig sind. 
In Z,,, kann man sk(x) in gleicher Form darstellen mit anderen Koeffi- 
zienten. Jedoch bestehen auf Grund der Stetigkeit von S&C) und seiner 
ersten beiden Ableitungen Beziehungen zwischen den Koeffizienten, es ist 
Sk(q) = ak , Sk’(Xj) = b, ) (3.6) 
so da13 in Z+i gelten mul3 
Sk(X) = 4 + Z[bk + z . G&(Z)1 mit z = x - xj (wie vorher), 
i&(Z) = 21, + s,z > 0, (3.7) 
d,2+ e,2 = 1. 
Die Stetigkeit der zweiten Ableitungen liefert noch 
&s;(xj) = cJqB(o) = C,/q,(O). (3.8) 
Da es Teilintervalle positiver Lange von Zj und Zj+l gibt, in denen die Funk- 
tionen 1 sk(x)I gleichm%ig beschrankt sind, so schlieljen wir wie im Beweis 
von Satz 3.1, da8 die Grenzfunktionen der S&C) wieder von der Gestalt (3.5) 
bzw. (3.7) sind, wobei zudem die Koeffizienten die Limiten der entsprechen- 
den Koeffizienten der sk(x) sind. Es werde geschrieben 
a = lima, ,,.., 2 := lim gl, . (3.9) 
Es gilt weiterhin 
d2 + e2 = 1 und a2+2= 1. (3.10) 
Daraus folgt, da6 die Grenzfunktionen q(z), q(z) hochstens eine Nullstelle 
auf der reellen Achse haben kiinnen und wegen der iiber qk und qk in (3.5) 
und (3.7) gemachten Voraussetzungen ist 
4(z) > 0 
a4 > 0 
in Xj-1 < X < Xj , 
in xi < x < x++~ . 
(3.11) 
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Zu diskutieren ist nun das Verhalten von q(O) und q(O), denn daraus werden 
die gemachten Aussagen leicht folgen. 
Nach dem Verhalten der si(x,) unterscheiden wir zwei Falle. 
1. Full: lim sup j si(x,)l c ir3. Es darf wieder 0.B.d.A. Konvergenz 
angenommen werden. Sei 
Da nach (3.8) gilt 
M :-m= 4 lim si(,y,). (3.12) 
2c, = qk(o) * S,g(Xj) und 2 * Fr = qB(0) * s$(xJ, 
so gilt such 
c = q(0) . M und (; = q(0) * M. (3.13) 
Weitere Fallunterscheidung: 
(la) 1st M = 0, so folgt c = T = 0. In inneren Punkten von Zj und 
Zj+l erhalt man aus (3.5) und (3.7) fur k --f so die Grenzfunktion 
s&(x) + a + z . b = i(x), (3.14) 
die in nattirlicher Weise durch S(Xj) := a in Xj stetig erganzt wird. S(x) ist 
in Zj U Zj+I linear. 
(1 b) Sei M # 0. Wegen (3.13) verschwinden c und q(0) beide oder 
sind beide ungleich Null. Fur die Grenzfunktion folgt aus (3.5) fiir Zj : 
c z 0, q(o) = o e- s(x) = a + z . b, 
c $; 0, q(o) # o s- s(x) = a -t z[b -L z - c/dz)l. (3.15) 
Analog gilt in Zj+r : 
2; = 0, q(O) = 0 a f(x) = a f z * b 
c # 0, q(0) # 0 + f(x) = a + z[b + z*c/s(z)J. 
(3.16) 
Es kijnnen alle 4 miiglichen Kombinationen auftreten. In allen Fallen ist 
S’(x) in xj stetig. 
Ftir c = F = 0 und such fur c # 0, Z; # 0 ist wegen (3.8) die zweite 
Ableitung in xj ebenfalls stetig. In den beiden anderen Fallen c = 0, C # 0 
und c # 0, E = 0 hat Y(x) in xj einen Sprung-ein Knoten 2. Art liegt vor. 
2. Full: lim sup / s~(xJ = a. Es werde etwa M := lim s;(xJ = CD 
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angenommen. Aus (3.8) folgt diesmal wegen der Konvergenz der clc bzw. C, 
die Aussage 
q(0) = lim qk(0) = lim t&) = 0 
und analog q(O) = 0, es ist also q(z) = e . z und q(z) = 2 . z, wegen der 
Normierung und (3.11) ist e = - 1, E; = -+ 1. Fur die Grenzfunktion gilt 
also 
in Ij : S(x) = a t z[b - c] 
in I,+l : S(x) = a + z[b + T]. 
(3.17) 
In diesem Fall ist also S(x) rechts und links von xj linear und es konnen die 
rechtsseitige und linksseitige 1. Ableitung in xj verschieden sein-d.h. es kann 
ein Knoten 1. Art auftreten. 
Es bleibt nur noch die letzte Behauptung des Satzes zu verifizieren. Sei 
S(x) in Ij linear. Man betrachte die in (3.5) auftretenden Nenner und ihren 
Grenzwert. Entweder q(xj) oder q(xjP1) ist ungleich Null, d.h. in einem 
dieser Punkte konvergieren die zweiten Ableitungen der sk(x) gegen die 
zweite Ableitung von f(x), d.h. gegen 0. Also ist in diesem Punkte M gemal 
(3.12) gleich Null und es tritt Fall (1 a) ein. Das beendet den Beweis von 
Satz 3.4. 
Zu den charakterisierenden Eigenschaften der Funktionen S, die als 
Limiten der Cauchy-Folgen auftreten kiinnen, kommt noch eine globale 
Eigenschaft hinzu. 
SATZ 3.5. Die zweiten Diftirenzenquotienten einer Grenzfunktion S in 
bezug auf Knotenpunkle erfitillen 
u * d2(Xj ) Xj+l 9 Xj+!JS ,> 0, (3.18) 
dabei ist (J = + 1 oder - 1 durch S allein festgelegt. 
Der Beweis ergibt sich unmittelbar durch Grenztibergang aus der gleichen 
Eigenschaft der Funktionen So einer geeignet ausgewahlten Teilfolge mit 
(T sgn s:(x) > 0, (T fest, deren Grenzwert S ist. 
Es bleibt nur noch die Frage, ob jede durch die in den vorangegangenen 
beiden Satzen angegebenen Eigenschaften charakterisierte Funktion als 
Grenzwert von Cauchy-Folgen aus y auftreten kann. Eine positive Antwort 
gibt folgender Satz. 
SKCZ 3.6. Es sei S eine Funktion mit den durch Satz 3.4 und 3.5 beschrie- 
benen Eigenschaften. Dann gibt es eine Folge aus y, die gleichm@ig gegen S 
konaergiert. 
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Es werde J C Z ein Linearitatsintervall bzw. -teilsttick einer Funktion s 
genannt, wenn s in J linear ist. Gehiirt die Funktion dagegen zu C”(J) und 
verschwindet ihre zweite Ableitung in J nicht, so wird Jauch als Regularitats- 
interval1 bezeichnet. 
Beweis. Gehort S zu y, so kann man es selbst zur Erzeugung der Folge 
benutzen. 
Gehiirt S nicht zu y, so kann angenommen werden, da13 kein mit den 
Knoten als Argumente berechneter zweiter Differenzenquotient negativ 
ist. Mit den zu S gehijrenden Knoten 1. und 2. Art teile man Z in intervalle 
Z, ,... ein. 
1st S in II< -= [J‘, =] linear, so bilde man 
S,*(X) I- f(X) - E(i - X)(X - ,V) fur xEZ,<, (3.19) 
im anderen Falle setze man s,*(x) :- 3(x-). Fur hinreichend kleine, positive 
Werte E erhalt man fur alle beziiglich der Knoten berechneten zweiten 
Differenzenquotienten dt?(x, , X, il , xjmLJ s,*(t) positive Werte. Urn zu einem 
lnterpolationsproblem zu kommen, fiige man zur Vorgabe der Funktions- 
werte in den Knoten im regularen Falle die 1. Ableitungen von s,*(x) in den 
Randpunkten von Z, im singullren Falle das Residuum von s in den zuge- 
hiirigen Randpunkten hinzu. 
Nach Abschnitt 2 gibt es zu diesen Daten eine lnterpolierende s,(x) aus y. 
Den singularen Fall fiihrt man jetzt ebenso wie im Beweis von Satz 2.1 
auf den regularen Fall zuriick, indem man Z urn das den Pol beriihrende 
Teilstiick verktirzt und in dem verktirzten, wieder mit Z bezeichneten Interval1 
als zusgtzliches Datum die durch das Residuum bestimmte zweite Ableitung 
in dem neuen Randpunkt verwendet. 
(I) Fur E 4 0 konvergiert s,(x) in jedem Linearitatsintervall gleichmafiig 
gegen f(x). 
(a) Sei ngmlich das Linearitltsintervall [I’, ;] durch den Knoten xp in 
zwei Teile geteilt. 
Wegen der Konvexitat liegt dann im Interval1 [.I’, x~] die Funktion s,(x) 
zwischen den Geraden, die durch die Punkte 
(z, S(Z)) und (y, s‘(y)) sowie (z, S(z)) und (x~ ; f(xk) + E . (2 - x~)(x~ - ~9)) 
bestimmt werden. E + 0 liefert dann fur dieses Interval1 die Behauptung, 
analog schlieDt man fur [x*, ~1. 
(b) Besteht das Linearitatsintervall nur aus einem Teilstiick, so wird 
ein Randpunkt such Randpunkt von I sein und man hat statt einer Sekante 
jetzt die Tangente der Funktion s,*(x), die mit E + 0 gegen die durch (z, S(z)) 
und (y, S(y)) bestimmte Gerade strebt, zur EinschlieBung zur Verfiigung. 
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(II) In Regularitatsintervallen erhalt man analoge EinschlieBungen von 
s,(x) zwischen Sehnen und Sekanten, die mit Hilfe der gegebenen Werte 
s,*(xJ bestimmt werden kiinnen. 
Damit sind die Funktionen s,(x) gleichmaflig in Schranken eingeschlossen 
und man kann fur eine Nullfolge E, Konvergenz gegen eine Funktion s*(x) 
unterstellen. 
Es bleibt zu zeigen, dal3 s*(x) such in den Regularitatsintervallen von S(x) 
mit S(x) zusammenfallt. 
Die Funktion S*(X) wird qualitativ durch die Satze 3.4 und 3.5 beschrieben. 
Sie kann also weder in einem inneren Regularitatsintervall von S, das nur 
aus einem Teilstiick besteht, linear sein, noch in einem Regularitatsintervall 
von mehr Teilstiicken, da der 2. Differenzenquotient iiber die zugehorigen 
Werte von s* nicht verschwindet. Der Satz 3.4 verlangt aber Linearitat in 
wenigstens zwei benachbarten Teilstiicken. Fiir ein an den Rand reichendes, 
aus einem Teilsttick bestehendes Regularitatsintervall ist im Randpunkt 
von 1 nach Konstruktion jedoch die 1. Ableitung vorgeschrieben und die 
Tangente ist von der Sekanten wegen der Regularitat verschieden. Regulari- 
tatsintervalle von s sind also such solche von s*. Die Endpunkte eines 
Regularitatsintervalls sind Knoten 2. Art. Die angrenzenden Linearitats- 
intervalle bzw. Randvorgaben in x0 und xI legen wegen der Stetigkeit der 
1. Ableitung Daten fur eine regulare Interpolation fest und diese ist nach 
Schaback eindeutig. Also muB such in jedem Regularitatsintervall s*(x) 
mit S(x) zusammenfallen. 
Da diese Folgerung fur jede Grenzfunktion einer Teilfolge der s,(x) 
anwendbar ist, so ist damit die Konvergenz der s,(x) gegen S(X) nachgewiesen. 
Es ist klar. da13 sich im singullren Fall die Konvergenz such noch auf das 
weggelassenen Teilstiicke von I tibertragt. 
Durch die vorangehenden SBtze ist also die AbschIieJung r der durch y 
beschriebenen rationalen Spline-Funktionen beziiglich der kompakten Kon- 
vergenz in Z charakterisiert. 
4. NULLSTELLENZ~~HLUNG 
Hinreichende Kriterien werden in der Theorie der Tschebyscheff-Approxi- 
mation meist mit Hilfe der Aussage bewiesen, daB die Differenz zweier 
Funktionen nicht mehr als eine gewisse Anzahl Nullstellen besitzen kann. 
Diese Nullstellenanzahl kann such noch durch spezielle Eigenschaften, 
z.B. den Grad der Entartung bei rationalen Funktionen, weiter verringert 
werden. 
b;hnliche Verhaltnisse liegen bei den hier betrachteten rationalen Spline- 
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Funktionen vor. Urn zu einer iibersichtlichen Formulierung zu gelangen, 
werden folgende Konventionen getroffen. Sei J C I ein von Knoten oder 
LY, /3 begrenztes Tntervall, dann sei 
.9(J) :- Anzahl der Teilstiicke des Intervalls J (“Lange von J”); 
N(r, J) :== Anzahl der Nullstellen von r in J; (4.1) 
g(s) := Anzahl der Teilstiicke, in denen s t y linear ist, 
17~(.s) := Anzahl der Knoten, die beziiglich s von kter Art sind. 
Es wird sich als zweckmal3ig erweisen, die Degef7eration (Entartung) von s 
durch den Defekt 
d(s) : = g(s) - 2 x /?I(S) - n2(s) (4.2) 
zu definieren. 
Beachtet man, daB jeweils nur ein Endpunkt eines Teilstiickes, in dem s 
linear ist, ein Knoten 1. oder 2. Art von s sein kann und da13 zu einem 
Knoten I. Art rechts und links ein solches Interval1 gehiirt, so ist klar, da6 
der Defekt in der Tat nicht negativ sein kann. 
Verschwindet eine Funktion in einem Teilstiick bzw. mehreren zusammen- 
hgngenden Teilstiicken identisch, so gilt dies bei der Nullstellenzlhlung im 
folgenden als einfache Nullstelle. Innere Nullstellen, in denen kein Vor- 
zeichenwechsel stattfindet, kiinnen doppelt gezghlt werden. 
In Analogie zu den Aussagen bei rationalen Funktionen gilt folgende 
Aussage. 
SATZ 4.1. Seien s, i E j?. Dann hat die Dt@zrenz s - f in I hiichstens 
9(Z) + 2 - max(d(s), d(S)) Nullstellen. 
Anmerkung. Man kann den Satz such auf Teilintervalle von I anwenden, 
die dann in der Formulierung an die Stelle von 1 treten, und ersieht daraus, 
daB die Nullstellen such nicht auf einzelne Teilstiicke oder Teilintervalle 
zusammengedr%ngt werden k6nnen. 
Beweis. Sei r(x) := s(x) - S(x). 
Zunachst werden Spezialfalle betrachtet. 
(1) Gelte s(x) = a + bx in I. Da S(X) konvex, konkav oder linear ist, 
so hat r(x) bei Beachtung obiger Konvention hiichstens zwei Nullstellen in I. 
In diesem Fall ist d(s) = P(I), also ist die Behauptung verifiziert. 
(2) Sei s(x) E y, S”(X) # 0. Es seien kl < ... < knl die Indizes der zu s‘ 
gehiirenden Knoten 1. Art. Mit Hilfe dieser Knoten werde I in Teilintervalle 
Jj zerlegt. 
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Sei I? die Anzahl der in J, enthaltenen Linearitatsteilstiicke von f, sowie 
nzj der in Jj enthaltenen Knoten 2. Art von f. Diese Knoten zerlegen Ji in 
(nzj + 1) Intervalle, die abwechselnd Regularitats- und Linearittitsintervalle 
sind. 
In einem Linearitatsintervall ist s’(x) monoton, S’ konstant, so dal3 Y’(X) 
dort hochstens eine Nullstelle besitzt. 
In einem Regularitatsintervall R hat 
fYx) = 2((exe; d)3- --2 @xc; J)>” 1 (4.3) 
in jedem Teilstiick hiichstens eine Nullstelle. 
Die Anzahl der Nullstellen von T’(X) kann nach dem Satz von Rolle 
demnach durch 
N(r’; R) < 1 + P(R) 
abgeschatzt werden. 
Summiert man tiber die Teilintervalle von Jj , so erhalt man in der 
Gesamtanzahl der Regularitatsteilstiicke vermehrt urn die Anzahl der Teil- 
intervalle von Jj eine Schranke fiir die Nullstellenzahl von r’(x) in Ji , d.h. 
NV; Jj) < (p(Jj) - 4) + hi + 1). (4.4) 
Da r(x) in Jj stetig differenzierbar ist, so folgt durch nochmaliges Heran- 
ziehen des Satzes von Rolle 
N(r; Jj) < 9(Jj) - Zj + nzj + 2. (4.5) 
Summiert man tiber j, so erhalt man als Schranke aller in Z enthaltenen 
Nullstellen von r(x) den Ausdruck 
Nr; 1) < 1 p(Ji) - 1 li + C n2j + 2 - (n, + I) 
= W) - g(f) + n,(f) + 2%(f) + 2 = Z(Z) - d(f) + 2. 
(4.6) 
Da d(f) = g(s) - n%(f) - 2 * q(f) > 0 = d(s), so kann dies als Verifikation 
der obigen Formel fur diesen Fall angesehen werden. 
(3) Allgemeiner Fall: Seien s* und S Funktionen aus 7. Sei 
p -- s* - f. .- Es sol1 wieder eine Abschatzung von N(r*; Z) gefunden 
werden, in die nur d(S) eingeht, denn es kann d(s*) < d(S) angenommen 
werden. Der obige Fall (2) legt es nahe, wie dort mit Hilfe der Knoten 1. Art 
von H eine Einteilung von Z vorzunehmen. Werden die obigen Bezeichnungen 
verwendet, so gentigt es, fiir diesen Fall (4.5) zu verifizieren. 
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Dazu werde em festes Interval1 J, betrachtet. Bei dem Versuch, den Satz 
von Rolle anzuwenden, stiiren miiglicherweise in J, liegende Knoten I. Art 
von s*. 
Einer ldee von Braess folgend, durch die mein urspriinglicher Beweis 
wesentlich verkiirzt wird, approximiert man s* in J, durch eine Funktion 
s E y. 
Die Anzahl der Nullstellen von r* in J, sei m. Dann kann man nr -- 1 
Punkte so finden, dal3 sie zusammen mit der ersten und letzten Nullstelle 
eine Menge z0 ,..., z,,, bilden, fur die die Differenzenquotienten 
A@-, , zJ r* (i = l,..., 172) 
mit i alternierendes Vorzeichen besitzen. Die Approximation von s* durch s 
sei nun so gut, da13 diese Eigenschaft fur r := s - s” erhalten bleibt. f und s 
gehiiren zu C?(JJ. Man kann also den Mittelwertsatz anwenden und 
schlieBen, daB m Punkte existieren, in denen das Vorzeichen der Funktion r’ 
oszilliert. Fur die Anzahl der Nullstellen von r’ gilt also 
777 - 1 < N(r’, Ji). 
Diese rechte Seite wurde aber durch die Uberlegung von 2) gem213 (4.4) 
abgeschgtzt. Fur m gilt also die Abschgtzung (4.5). Damit ist alles bewiesen. 
5. EXISTENZ BESTER APPROXIMATIONEN UND HINREICHENDE BEDINGUNCEN 
FCR BESTE APPROXIMATIONEN AUS 7 
Die bereitgestellten Hilfsmittel erlauben es, ohne Schwierigkeiten einige 
Fragen der Approximationstheorie mit Funktionen aus jj zu l&en. 
In Z sei eine stetige Gewichtsfunktion gegeben. Gefragt ist nach der 
Existenz einer besten Approximierenden zu vorgegebener in Z stetiger Funk- 
tionf(x) im Sinne der Tschebyscheff’schen Norm (3.1). 
Damit diese Frage sinnvoll ist, werde die Existenz eines Elements s0 E 7 
mit 
llf- SOIlI < cYJ (5.1) 
vorausgesetzt. 1st Z abgeschlossen, so ist die Forderung trivialerweise erfiillt, 
wir kiinnen hier aber such Pole in den Randpunkten von Z erfassen. Oft 
wird so = 0, d.h. jlfjil < co gelten. 
SATZ 5.1. Unter der Voraussetzung (5.1) existiert eine beste Approxi- 
mierende s aus Jo zu f  (x). 
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Zum Beweis betrachte man eine Minimalfolge {s&+~,~,... , sk E 7, d.h. 
eine Folge mit der Eigenschaft 
In jedem abgeschlossenen Teilintervall von 1 kann man auf die gleichmaDige 
Beschranktheit der / sk(x)j schlieBen. Mit Standardschhissen kann man zu 
einer Teilfolge iibergehen, die im Sinne kompakter Konvergenz gegen 
eine Funktion P E 7 strebt. 
Fur jedes abgeschlossene Teilintervall J von (LX., /3) gilt fur die Teilfolge 
limllf- &III d llf- fll, < M. (5.2) 
Ein Grenziibergang J -+ I ergibt 
Ilf- f Ill = sup IIf’- f IIJ < M. JCI 
Also lost P das Approximationsproblem. 
Gibt es ein sO in y, so kann man zwar die Elemente der Minimalfolge aus 
y wahlen, es ist aber eine offene Frage, wann such P selbst zu y gehiirt. 
Aus den im vorigen Abschnitt hergeleiteten Aussagen i,iber die Nullstellen 
der Differenz zweier Funktionen aus p folgt unmittelbar das hinreichende 
Kriterium. 
SA’rz 5.2. (a) Die Funktion s E 7 ist eine beste Approximation der in I 
stetigen Funktion f(x), wenn eine Alternante mit -Y(I) + 4 - d(s) Punkten 
fir die Differenz r(x) := s(x) - .f (x) existiert. 
(b) Die Funktion s E 7 ist bereits dunn beste Approximation von f(x), 
wenn (a) fiir ein Teilintercall I* von I erfiillt ist und die Norm der D@erenz 
r(x) in I* bereits den Wert jl r (1, der Norm fiir das Gesamtintercall hat. 
Zum Beweis nehme man an, da13 zu s eine Alternante der angegebenen 
Punktanzahl existiert. 1st S eine bessere Approximation, so ergibt eine 
Abzslhlung der Nullstellen von 
s(x) - f(x) - (S(x) -f(x)) = s - s 
einen Widerspruch zu Satz 4.1. Damit ist (a) bewiesen. 
In (b) ist schlieI3lich s bereits nach (a) beste Approximation fur das Inter- 
vall I* und bereits in diesem Teilintervall von Z nicht zu verbessern. 
Zum Beweis von Satz 5.1 geniigt der Satz 4.1 bereits in der schwlcheren 
Form, daI3 fur r = s - S mit s E 7 und SE y die Abschatzung 
N(r; I) < Z(I) + 2 - d(s) 
gilt, die als Spezialfall bewiesen wurde. 
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1st nlmlich in diesem Falle etwa S E -2 eine bessere Approximation von ,/’ 
als s. so kann man S durch ein s‘ aus y so gut approximieren, da13 such s‘ 
eine bessere Approximation ist als s und man kommt jetzt mit der schw%3e- 
ren Form von Satz 4.1 aus. 
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