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1. Introduction
The supersymmetry technique is a powerful method in random matrix theory and
disordered systems. For a long time it was thought to be applicable for Gaussian
probability densities only [1, 2, 3, 4]. Due to universality on the local scale of the
mean level spacing [5, 6, 7, 8], this restriction was not a limitation for calculating
in quantum chaos and disordered systems. Indeed, results of Gaussian ensembles are
identical for large matrix dimension with other invariant matrix ensembles on this scale.
In the Wigner–Dyson theory [9] and its corrections for systems with diffusive dynamics
[10], Gaussian ensembles are sufficient. Furthermore, universality was found on large
scale, too [11]. This is of paramount importance when investigating matrix models in
high–energy physics.
There are, however, situations in which one can not simply resort to Gaussian
random matrix ensembles. The level densities in high–energy physics [12] and finance
[13] are needed for non-Gaussian ensembles. But these one–point functions strongly
depend on the matrix ensemble. Other examples are bound–trace and fixed–trace
ensembles [14], which are both norm–dependent ensembles [15], as well as ensembles
derived from a non-extensive entropy principle [16, 17, 18]. In all these cases one is
interested in the non-universal behavior on special scales.
Recently, the supersymmetry method was extended to general rotation invariant
probability densities [15, 19, 20, 21]. There are two approaches. The first one is the
generalized Hubbard–Stratonovich transformation [15, 21]. With help of a proper Dirac–
distribution in superspace an integral over rectangular supermatrices was mapped to a
supermatrix integral with non-compact domain in the Fermion–Fermion block. The
second approach is the superbosonization formula [19, 20] mapping the same integral
over rectangular matrices as before to a supermatrix integral with compact domain in
the Fermion–Fermion block.
In this work, we prove the equivalence of the generalized Hubbard–Stratonovich
transformation with the superbosonization formula. The proof is based on integral
identities between supersymmetric Wishart–matrices and quadratic supermatrices. The
orthogonal, unitary and unitary-symplectic classes are dealt with in a unifying way.
The article is organized as follows. In Sec. 2, we give a motivation and introduce
our notation. In Sec. 3, we define rectangular supermatrices and the supersymmetric
version of Wishart-matrices built up by supervectors. We also give a helpful corollary for
the case of arbitrary matrix dimension discussed in Sec. 7. In Secs. 4 and 5, we present
and further generalize the superbosonization formula and the generalized Hubbard–
Stratonovich transformation, respectively. The theorem stating the equivalence of both
approaches is given in Sec. 6 including a clarification of their mutual connection. In
Sec. 7, we extend both theorems given in Secs. 4 and 5 to arbitrary matrix dimension.
Details of the proofs are given in the appendices.
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2. Ratios of characteristic polynomials
We employ the notation defined in Refs. [22, 21]. Herm (β,N) is either the set of N×N
real symmetric (β = 1), N×N hermitian (β = 2) or 2N×2N self-dual (β = 4) matrices,
according to the Dyson–index β. We use the complex representation of the quaternionic
numbers H. Also, we define
γ1 =
{
1 , β ∈ {2, 4}
2 , β = 1
, γ2 =
{
1 , β ∈ {1, 2}
2 , β = 4
(2.1)
and γ˜ = γ1γ2.
The central objects in many applications of supersymmetry are averages over ratios
of characteristic polynomials [23, 24, 25]
Zk1k2(E
−) =
∫
Herm (β,N)
P (H)
k2∏
n=1
det (H − (En2 − ıε)1 γ2N)
k1∏
n=1
det (H − (En1 − ıε)1 γ2N)
d[H ]
=
∫
Herm (β,N)
P (H)Sdet−1/γ˜
(
H ⊗ 1 γ˜(k1+k2) − 1 γ2N ⊗ E−
)
d[H ] (2.2)
where P is a sufficiently integrable probability density on the matrix set Herm (β,N)
invariant under the group
U (β)(N) =

O(N) , β = 1
U (N) , β = 2
USp (2N) , β = 4
. (2.3)
Here, we assume that P is analytic in its real independent variables. We use the
same measure for d[H ] as in Ref. [22] which is the product over all real independent
differentials, see also Eq. (4.11). Also, we define E = diag (E11, . . . , Ek11, E12, . . . , Ek22)⊗
1 γ˜ and E
− = E − ıε1 γ˜(k1+k2).
The generating function of the k–point correlation function [26, 27, 15, 21]
Rk(x) = γ
−k
2
∫
Herm (β,N)
P (H)
k∏
p=1
tr δ(xp −H)d[H ] (2.4)
is one application and can be computed starting from the matrix Green function and
Eq. (2.2) with k1 = k2 = k. Another example is the n–th moment of the characteristic
polynomial [28, 29, 27]
Ẑn(x, µ) =
∫
Herm (β,N)
P (H)Θ(H)detn (H −E1 γ2k) d[H ], (2.5)
where the Heavyside–function for matrices Θ(H) is unity if H is positive definite and
zero otherwise. [21]
With help of Gaussian integrals, we get an integral expression for the determinants
in Eq. (2.2). Let Λj be the Grassmann space of j–forms. We consider a complex
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Grassmann algebra [30] Λ =
2γ2Nk2⊕
j=0
Λj with γ2Nk2 pairs {ζjn, ζ∗jn}, 1 ≤ n ≤ k2, 1 ≤ j ≤
γ2N , of Grassmann variables and use the conventions of Ref. [22] for integrations over
Grassmann variables. Due to the Z2–grading, Λ is a direct sum of the set of commuting
variables Λ0 and of anticommuting variables Λ1. The body of an element in Λ lies in Λ0
while the Grassmann generators are elements in Λ1.
Let ı be the imaginary unit. We take γ2Nk1 pairs {zjn, z∗jn}, 1 ≤ n ≤ k1, 1 ≤ j ≤
γ2N , of complex numbers and find for Eq. (2.2)
Zk1k2(E
−) = (2π)γ2N(k2−k1)ıγ2Nk2
∫
C
FP (K) exp (−ıStrBE−) d[ζ ]d[z] (2.6)
where d[z] =
k1∏
p=1
γ2N∏
j=1
dzjpdz
∗
jp , d[ζ ] =
k2∏
p=1
γ2N∏
j=1
(dζjpdζ
∗
jp) and C = C
γ2k1N × Λ2γ2Nk2 . The
characteristic function appearing in (2.6) is defined as
FP (K) =
∫
Herm (β,N)
P (H) exp (ı trHK) d[H ]. (2.7)
The two matrices
K =
1
γ˜
V †V and B =
1
γ˜
V V † (2.8)
are crucial for the duality between ordinary and superspace. While K is a γ2N × γ2N
ordinary matrix whose entries have nilpotent parts, B is a γ˜(k1 + k2) × γ˜(k1 + k2)
supermatrix. They are composed of the rectangular γ2N × γ˜(k1 + k2) supermatrix
V †|β 6=2 = (z1, . . . , zk1, Y z∗1 , . . . , Y z∗k1 , ζ1, . . . , ζk2, Y ζ∗1 , . . . , Y ζ∗k2),
V |β 6=2 = (z∗1 , . . . , z∗k1, Y z1, . . . , Y zk1 ,−ζ∗1 , . . . ,−ζ∗k2 , Y ζ1, . . . , Y ζk2)T ,
V †|β=2 = (z1, . . . , zk1, ζ1, . . . , ζk2),
V |β=2 = (z∗1 , . . . , z∗k1,−ζ∗1 , . . . ,−ζ∗k2)T . (2.9)
The transposition “T” is the ordinary transposition and is not the supersymmetric
one. However, the adjoint “†” is the complex conjugation with the supersymmetric
transposition “TS”
σTS =
[
σ11 σ12
σ21 σ22
]TS
=
[
σT11 σ
T
21
−σT12 σT22
]
, (2.10)
where σ is an arbitrary rectangular supermatrix. We introduce the constant γ2N ×γ2N
matrix
Y =
{
1 N , β = 1
Y Ts ⊗ 1 N , β = 4
, Ys =
[
0 1
−1 0
]
. (2.11)
The crucial duality relation [15, 21]
trKm = StrBm , m ∈ N, (2.12)
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holds, connecting invariants in ordinary and superspace. As FP inherits the rotation
invariance of P , the duality relation (2.12) yields
Zk1k2(E
−) = (2π)γ2N(k2−k1)ıγ2Nk2
∫
C
Φ(B) exp
(−ıStrBE−) d[ζ ]d[z]. (2.13)
Here, Φ is a supersymmetric extension of a representation FP0 of the characteristic
function,
Φ(B) = FP0(StrBm|m ∈ N) = FP0(trKm|m ∈ N) = FP (K). (2.14)
The representation FP0 is not unique [31]. However, the integral (2.13) is independent
of a particular choice [21].
The supermatrix B fulfills the symmetry
B∗ =
{
Y˜ BY˜ T , β ∈ {1, 4},
Y˜ B∗Y˜ T , β = 2
(2.15)
with the supermatrices
Y˜ |β=1 =
 0 1 k1 01 k1 0 0
0 0 Ys ⊗ 1 k2
 , Y˜ |β=4 =
 Ys ⊗ 1 k1 0 00 0 1 k2
0 1 k2 0
 (2.16)
and Y˜ |β=2 = 1 k1+k2 and is self-adjoint for every β. Using the π/4–rotations
U |β=1 = 1√
2
 1 k1 1 k1 0−ı1 k1 ı1 k1 0
0 0
√
2 1 2k2
 , U |β=4 = 1√
2

√
2 1 2k1 0 0
0 1 k2 1 k2
0 −ı1 k2 ı1 k2
 (2.17)
and U |β=2 = 1 k1+k2, B̂ = UBU † lies in the well-known symmetric superspaces [32],
Σ˜
(†)
β,γ1k1,γ2k2
=
{
σ ∈ Mat(γ˜k1/γ˜k2)
∣∣∣∣σ† = σ,
σ∗ =
{
Ŷγ1k1,γ2k2σŶ
T
γ1k1,γ2k2
, β ∈ {1, 4}
Ŷk1k2σ
∗Ŷ Tk1k2 , β = 2
}}
(2.18)
where
Ŷpq
∣∣∣
β=1
=
[
1 p 0
0 Ys ⊗ 1 q
]
, Ŷpq
∣∣∣
β=2
= 1 p+q and Ŷpq
∣∣∣
β=4
=
[
Ys ⊗ 1 p 0
0 1 q
]
.(2.19)
The set Mat(p/q) is the set of (p+q)×(p+q) supermatrices on the complex Grassmann
algebra
2pq⊕
j=0
Λj. The entries of the diagonal blocks of an element in Mat(p/q) lie in Λ
0
whereas the entries of the off-diagonal block are elements in Λ1.
The rectangular supermatrix V̂ † = V †U † is composed of real, complex or
quaternionic supervectors whose adjoints form the rows. They are given by
Ψ†j =

({√
2Re zjn,
√
2Im zjn
}
1≤n≤k1
,
{
ζjn, ζ
∗
jn
}
1≤n≤k2
)
, β = 1,(
{zjn}1≤n≤k1 , {ζjn}1≤n≤k2
)
, β = 2,({
zjn −z∗j+N,n
zj+N,n z
∗
jn
}
1≤n≤k1
,
{
ζ
(−)
jn ζ
(+)
jn
ζ
(−)∗
jn ζ
(+)∗
jn
}
1≤n≤k2
)
, β = 4,
(2.20)
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respectively, where ζ
(±)
jn = ı
(1±1)/2(ζjn ± ζ∗j+N,n)/
√
2. Then, the supermatrix B̂ acquires
the form
B̂ =
1
γ˜
N∑
j=1
ΨjΨ
†
j. (2.21)
The integrand in Eq. (2.13)
F
(
B̂
)
= Φ
(
B̂
)
exp
(
−ıStrEB̂
)
(2.22)
comprises a symmetry breaking term,
∃ U ∈ U (β)(γ1k1/γ2k2) that F
(
B̂
)
6= F
(
UB̂U †
)
, (2.23)
according to the supergroup
U (β)(γ1k1/γ2k2) =

UOSp (+)(2k1/2k2) , β = 1
U (k1/k2) , β = 2
UOSp (−)(2k1/2k2) , β = 4
. (2.24)
We use the notation of Refs. [33, 22] for the representations UOSp (±) of the supergroup
UOSp . These representations are related to the classification of Riemannian symmetric
superspaces by Zirnbauer [32]. The index “+” in Eq. (2.24) refers to real entries in the
Boson–Boson block and to quaternionic entries in the Fermion–Fermion block and “−”
indicates the other way around.
3. Supersymmetric Wishart–matrices and some of their properties
We generalize the integrand (2.22) to arbitrary sufficiently integrable superfunctions on
rectangular (γ2c+γ1d)×(γ2a+γ1b) supermatrices V̂ on the complex Grassmann–algebra
Λ =
2(ad+bc)⊕
j=0
Λj. Such a supermatrix
V̂ =
(
Ψ
(C)
11 , . . . ,Ψ
(C)
a1 ,Ψ
(C)
12 , . . .Ψ
(C)
b2
)
=
(
Ψ
(R)∗
11 . . . ,Ψ
(R)∗
c1 ,Ψ
(R)∗
12 , . . .Ψ
(R)∗
d2
)TS
(3.1)
is defined by its columns
Ψ
(C)†
j1 =

(
{xjn}1≤n≤c ,
{
χjn, χ
∗
jn
}
1≤n≤d
)
, β = 1,(
{zjn}1≤n≤c , {χjn}1≤n≤d
)
, β = 2,({
zjn1 −z∗jn2
zjn2 z
∗
jn1
}
1≤n≤c
,
{
χjn
χ∗jn
}
1≤n≤d
)
, β = 4,
(3.2)
Ψ
(C)†
j2 =

({
ζjn
ζ∗jn
}
1≤n≤c
,
{
z˜jn1 −z˜∗jn2
z˜jn2 z˜
∗
jn1
}
1≤n≤d
)
, β = 1,(
{ζjn}1≤n≤c , {z˜jn}1≤n≤d
)
, β = 2,({
ζjn, ζ
∗
jn
}
1≤n≤c
, {yjn}1≤n≤d
)
, β = 4,
(3.3)
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or by its rows
Ψ
(R)†
j1 =

(
{xnj}1≤n≤a ,
{
ζ∗nj,−ζnj
}
1≤n≤b
)
, β = 1,({
z∗nj
}
1≤n≤a
,
{
ζ∗nj
}
1≤n≤b
)
, β = 2,({
z∗nj1 z
∗
nj2
−znj2 znj1
}
1≤n≤a
,
{
ζ∗nj
−ζnj
}
1≤n≤b
)
, β = 4,
(3.4)
Ψ
(R)†
j2 =

({
−χ∗nj
χnj
}
1≤n≤a
,
{
z˜∗nj1 z˜
∗
nj2
−z˜nj2 z˜nj1
}
1≤n≤b
)
, β = 1,({−χ∗nj}1≤n≤a ,{z˜∗nj}1≤n≤b) , β = 2,({−χ∗nj , χnj}1≤n≤a , {ynj}1≤n≤b) , β = 4
(3.5)
which are real, complex and quaternionic supervectors. We use the complex Grassmann
variables χmn and ζmn and the real numbers xmn and ymn. Also, we introduce the
complex numbers zmn, z˜mn, zmnl and z˜mnl. The (γ2c + γ1d) × (γ2c + γ1d) supermatrix
B̂ = γ˜−1V̂ V̂ † can be written in the columns of V̂ as in Eq. (2.21). As this supermatrix
has a form similar to the ordinary Wishart–matrices, we refer to it as supersymmetric
Wishart–matrix. The rectangular supermatrix above fulfills the property
V̂ ∗ = ŶcdV̂ Ŷ
T
ab . (3.6)
The corresponding generating function (2.2) is an integral over a rotation invariant
superfunction P on a superspace, which is sufficiently convergent and analytic in its
real independent variables,
Zabcd (E
−) =
∫
eΣ
(−ψ)
β,ab
P (σ)Sdet −1/γ˜
(
σ ⊗ Π̂(C)2ψ − 1 γ2a+γ1b ⊗E−
)
d[σ], (3.7)
where
E− = diag (E11 ⊗ 1 γ2 , . . . , Ec1 ⊗ 1 γ2 , E12 ⊗ 1 γ1 , . . . , Ed2 ⊗ 1 γ1)− ıε1 γ2c+γ1d. (3.8)
Let Σ˜
0(†)
β,ab be a subset of Σ˜
(†)
β,ab. The entries of elements in Σ˜
0(†)
β,ab lie in Λ0 and Λ1. The
set Σ˜
(−ψ)
β,ab = Π̂
(R)
−ψΣ˜
0(†)
β,abΠ̂
(R)
−ψ is the Wick–rotated set of Σ˜
0(†)
β,ab by the generalized Wick–
rotation Π̂
(R)
−ψ = diag (1 γ2a, e
−ıψ/21 γ1b). As in Ref. [21], we introduce such a rotation for
the convergence of the integral (3.7). The matrix Π̂
(C)
2ψ = diag (1 γ2c, e
ıψ1 γ1d) is also a
Wick–rotation.
In the rest of our work, we restrict the calculations to a class of superfunctions.
These superfunctions has a Wick–rotation such that the integrals are convergent. We
have not explicitly analysed the class of such functions. However, this class is very large
and sufficient for physical interests. We consider the probability distribution
P (σ) = f(σ) exp(−Str σ2m), (3.9)
where m ∈ N and f is a superfunction which does not increase so fast as exp(Strσ2m)
in the infinty, in particular
lim
ǫ→∞
P (ǫeıασ) = 0⇔ lim
ǫ→∞
exp
(−ǫeıαStr σ2m) = 0 (3.10)
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for every angle α ∈ [0, 2π]. Then, a Wick–rotation exists for P .
To guarantee the convergence of the integrals below, let V̂ψ = Π̂
(C)
ψ V̂ , V̂
†
−ψ = V̂
†Π̂
(C)
ψ
and B̂ψ = Π̂
(C)
ψ B̂Π̂
(C)
ψ . Considering a function f on the set of supersymmetric Wishart–
matrices, we give a lemma and a corollary which are of equal importance for the
superbosonization formula and the generalized Hubbard–Startonovich transformation.
For b = 0, the lemma presents the duality relation between the ordinary and superspace
(2.12) which is crucial for the calculation of (2.2). This lemma was proven in Ref. [20]
by representation theory. Here, we only state it.
Lemma 3.1
Let f be a superfunction on rectangular supermatrices of the form (3.1) and invariant
under
f(V̂ψ, V̂
†
−ψ) = f
(
V̂ψU
†, UV̂ †−ψ
)
, (3.11)
for all V̂ and U ∈ U (β)(a/b). Then, there is a superfunction F on the U (β)(c/d)–
symmetric supermatrices with
F (B̂ψ) = f(V̂ψ, V̂
†
−ψ) . (3.12)
The U (β)(c/d)–symmetric supermatrices are elements of Σ˜
(†)
β,ab. The invariance
condition (3.11) implies that f only depends on the rows of V̂ψ by Ψ
(R)†
nr Ψ
(R)
ms for arbitrary
n,m, r and s. These scalar products are the entries of the supermatrix V̂ψV̂
†
−ψ which
leads to the statement.
The corollary below is an application of integral theorems by Wegner [34] worked
out in Refs. [35, 36] and of the Theorems III.1, III.2 and III.3 in Ref. [22]. It states that
an integration over supersymmetric Wishart–matrices can be reduced to integrations
over supersymmetric Wishart–matrices comprising a lower dimensional rectangular
supermatrix. In particular for the generating function, it reflects the equivalence of
the integral (3.7) with an integration over smaller supermatrices [22]. We assume that
a˜ = a− 2(b− b˜)/β ≥ 0 with
b˜ =
{
1 , β = 4 and b ∈ 2N0 + 1
0 , else
. (3.13)
Corollary 3.2
Let F be the superfunction of Lemma 3.1, real analytic in its real independent entries
and a Schwartz–function. Then, we find∫
R
F (B̂ψ)d[V̂ ] = C
∫
eR
F (B˜ψ)d[V˜ ] (3.14)
where B˜ = γ˜−1V˜ V˜ . The sets are R = Rβac+4bd/β × Λ2(ad+bc) and R˜ = Rβa˜c+4b˜d/β ×
Λ2(a˜d+b˜c), the constant is
C =
[
−γ1
2
](b−b˜)c [γ2
2
](a−a˜)d
(3.15)
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and the measure
d[V̂ ] =
∏
1≤m≤a
1≤n≤c
1≤l≤β
dxmnl
∏
1≤m≤b
1≤n≤d
1≤l≤4/β
dymnl
∏
1≤m≤b
1≤n≤c
dζmndζ
∗
mn
∏
1≤m≤a
1≤n≤d
dχmndχ
∗
mn . (3.16)
The (γ2c+γ1d)×(γ2a˜+γ1b˜) supermatrix V˜ and its measure d[V˜ ] is defined analogous to V̂
and d[V̂ ], respectively. Here, xmna and ymna are the independent real components of the
real, complex and quaternionic numbers of the supervectors Ψ
(R)
j1 and Ψ
(R)
j2 , respectively.
Proof:
We integrate F over all supervectors Ψ
(R)
j1 and Ψ
(R)
j2 except Ψ
(R)
11 . Then,∫
R′
F (VψV
†
−ψ)d[V̂ 6=11] (3.17)
only depends on Ψ
(R)†
11 Ψ
(R)
11 . The integration set is R
′ = Rβa(c−1)+4bd/β × Λ2(ad+b(c−1))
and the measure d[V̂ 6=11] is d[V̂ ] without the measure for the supervector Ψ
(R)
11 . With
help of the Theorems in Ref. [34, 35, 36, 22], the integration over Ψ
(R)
11 is up to a
constant equivalent to an integration over a supervector Ψ˜
(R)
11 . This supervector is equal
to Ψ
(R)
11 in the first a˜–th entries and else zero. We repeat this procedure for all other
supervectors reminding that we only need the invariance under the supergroup action
U (β)
(
b− b˜/b− b˜
)
on f as in Eq. (3.11) embedded in U (β)(a/b). This invariance is
preserved in each step due to the zero entries in the new supervectors. 
This corollary allows us to restrict our calculation on supermatrices with b = 1 only
to β = 4 and b = 0 for all β. Only the latter case is of physical interest. Thus, we give
the computation for b = 0 in the following sections and consider the case b = 1 in Sec.
7. For b = 0 we omit the Wick–rotation for B̂ as it is done in Refs. [15, 21] due to the
convergence of the integral (3.7).
4. The superbosonization formula
We need for the following theorem the definition of the sets
Σ1,pq =
σ =
 σ1 η η∗−η† σ21 σ(1)22
ηT σ
(2)
22 σ
T
21
 ∈ Mat(p/2q)
∣∣∣∣∣∣∣σ†1 = σ∗1 = σ1 with positive
definite body, σ
(1)T
22 = −σ(1)22 , σ(2)T22 = −σ(2)22
}
, (4.1)
Σ2,pq =
{
σ =
[
σ1 η
−η† σ2
]
∈ Mat(p/q)
∣∣∣∣∣ σ†1 = σ1 with positive definite body
}
, (4.2)
Σ4,pq =
σ =
 σ11 σ12 η−σ∗12 σ∗11 η∗
−η† ηT σ2
 ∈ Mat(2p/q)
∣∣∣∣∣∣∣σ†1 = σ1 =
[
σ11 σ12
−σ∗12 σ∗11
]
with positive definite body, σ2 = σ
T
2
}
. (4.3)
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Also, we will use the sets
Σ
(†)
β,pq =
{
σ ∈ Σβ,pq| σ†2 = σ2
}
= Σ˜
(†)
β,pq ∩ Σβ,pq (4.4)
and
Σ
(c)
β,pq =
{
σ ∈ Σβ,pq| σ2 ∈ CU (4/β) (q)
}
(4.5)
where CU (β) (q) is the set of the circular orthogonal (COE, β = 1), unitary (CUE,
β = 2) or unitary-symplectic (CSE, β = 4) ensembles,
CU (β) (q) =
A ∈ Gl(γ2q,C)
∣∣∣∣∣∣∣
A = AT ∈ U (2)(q) , β = 1
A ∈ U (2)(q) , β = 2
A = (Ys ⊗ 1 q)AT (Y Ts ⊗ 1 q) ∈ U (2)(2q) , β = 4
 (4.6)
The index “†” in Eq. (4.4) refers to the self-adjointness of the supermatrices and the
index “c” indicates the relation to the circular ensembles. We notice that the set classes
presented above differ in the Fermion–Fermion block. In Sec. 6, we show that this is the
crucial difference between both methods. Due to the nilpotence of B’s Fermion–Fermion
block, we can change the set in this block for the Fourier–transformation. The sets of
matrices in the sets above with entries in Λ0 and Λ1 are denoted by Σ
0
β,pq, Σ
0(†)
β,pq and
Σ
0(c)
β,pq, respectively.
The proof of the superbosonization formula [19, 20] given below is based on
the proofs of the superbosonization formula for arbitrary superfunctions on real
supersymmetric Wishart–matrices in Ref. [19] and for Gaussian functions on real,
complex and quaternionic Wishart–matrices in Ref. [37]. This theorem extends the
superbosonization formula of Ref. [20] to averages of square roots of determinants over
unitary-symplectically invariant ensembles, i.e. β = 4, b = c = 0 and d odd in Eq. (3.7).
The proof of this theorem is given in Appendix A.
Theorem 4.1 (Superbosonization formula)
Let F be a conveniently integrable and analytic superfunction on the set of (γ2c + γ1d)×
(γ2c+ γ1d) supermatrices and
κ =
a− c+ 1
γ1
+
d− 1
γ2
. (4.7)
With
a ≥ c , (4.8)
we find∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] = C
(β)
acd
∫
Σ
0(c)
β,cd
F (ρ) exp (−εStr ρ) Sdet ρκd[ρ], (4.9)
where the constant is
C
(β)
acd = (−2πγ1)−ad
(
−2π
γ2
)cd
2−cγ˜βac/2
Vol
(
U (β)(a)
)
Vol
(
U (β)(a− c)
) ×
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×
d∏
n=1
Γ (γ1κ+ 2(n− d)/β)
ı4(n−1)/βπ2(n−1)/β
. (4.10)
We define the measure d[V̂ ] as in Corollary 3.2 and the measure on the right hand side
is d[ρ] = d[ρ1]d[ρ2]d[η] where
d[ρ1] =
c∏
n=1
dρnn1 ×

∏
1≤n<m≤c
dρnm1 , β = 1,∏
1≤n<m≤c
dRe ρnm1dIm ρnm1 , β = 2,∏
1≤n<m≤c
dRe ρnm11dIm ρnm11dRe ρnm12dIm ρnm12 , β = 4,
(4.11)
d[ρ2] = FU
(4/β)
d |∆d(eıϕj )|4/β
d∏
n=1
deıϕn
2πı
dµ(U), (4.12)
d[η] =
c∏
n=1
d∏
m=1
(dηnmdη
∗
nm). (4.13)
Here, ρ2 = Udiag (e
ıϕ1 , . . . , eıϕd)U †, U ∈ U (4/β) (d) and dµ(U) is the normalized Haar-
measure of U (4/β) (d). We introduce the volumes of the rotation groups
Vol
(
U (β)(n)
)
=
n∏
j=1
2πβj/2
Γ (βj/2)
(4.14)
and the ratio of volumes of the group flag manifold and the permutation group
FU
(4/β)
d =
1
d!
d∏
j=1
π2(j−1)/βΓ(2/β)
Γ(2j/β)
. (4.15)
The absolute value of the Vandermonde determinant ∆d(e
ıϕj ) =
∏
1≤n<m≤d
(eıϕn − eıϕm)
refers to a change of sign in every single difference (eıϕn − eıϕm) with “+” if ϕm < ϕn
and with “−” otherwise. Thus, it is not an absolute value in the complex plane.
The exponential term can also be shifted in the superfunction F . We need this
additional term to regularize an intermediate step in the proof.
The inequality (4.8) is crucial. For example, let β = 2 and F (ρ) = 1. Then, the
left hand side of Eq. (4.9) is not equal to zero. On the right hand side of Eq. (4.9), the
dependence on the Grassmann variables only stems from the superdeterminant and we
find ∫
Λ2cd
Sdet ρκd[η] =
∫
Λ2cd
det
(
ρ1 + ηρ
−1
2 η
†
)κ
det ρκ2
d[η] = 0 (4.16)
for κ < d. The superdeterminant Sdet ρ is a polynomial of order 2c in the Grassmann
variables {ηnm, η∗nm} and the integral over the remaining variables is finite for κ ≥ 0.
Hence, it is easy to see that the right hand side of Eq. (4.9) is zero for κ < d. This
inequality is equivalent to a < c.
This problem was also discussed in Ref. [31]. These authors gave a solution for the
case that (4.8) is violated. This solution differs from our approach in Sec. 7.
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5. The generalized Hubbard–Stratonovich transformation
The following theorem is proven in a way similar to Refs. [15, 21]. The proof is given
in Appendix B. We need the Wick–rotated set Σ
(ψ)
β,cd = Π̂
(C)
ψ Σ
0(†)
β,cdΠ̂
(C)
ψ , particularly
Σ
(0)
β,cd = Σ
0(†)
β,cd. The original extension of the Hubbard–Stratonovich transformation
[15, 21] was only given for γ2c = γ1d = γ˜k. Here, we generalize it to arbitrary c
and d.
Theorem 5.1 (Generalized Hubbard–Stratonovich transformation)
Let F and κ be the same as in Theorem 4.1. If the inequality (4.8) holds, we have∫
R
F (B̂) exp
(
−εStr B̂
)
d[Ψ] =
= C˜
(β)
acd
∫
Σ
(ψ)
β,cd
F (ρˆ) exp (−εStr ρˆ) det ρκ1
(
e−ıψdD
(4/β)
dr2
)a−c δ(r2)
|∆d(eıψr2)|4/β e
−ıψcdd[ρ] =
= C˜
(β)
acd
∫
Σ
(0)
β,cd
det ρκ1
δ(r2)
|∆d(r2)|4/β
(
(−1)dD(4/β)dr2
)a−c
F (ρˆ) exp (−εStr ρˆ)|ψ=0 d[ρ] (5.1)
with
ρˆ =
[
ρ1 e
ıψ/2ρη
−eıψ/2ρ†η eıψ
(
ρ2 − ρ†ηρ−11 ρη
) ] . (5.2)
The variables r2 are the eigenvalues of the supermatrix ρ2. The measure d[ρ] =
d[ρ1]d[ρ2]d[η] is defined by Eqs. (4.11) and (4.13). For the measure d[ρ2] we take the
definition (4.11) for 4/β. The differential operator in Eq. (5.1) is an analog of the
Sekiguchi–differential operator [38] and has the form [21]
D
(4/β)
dr2
=
1
∆d(r2)
det
[
rd−mn2
(
∂
∂rn2
+ (d−m) 2
β
1
rn2
)]
1≤n,m≤d
. (5.3)
The constant is
C˜
(β)
acd = 2
−c (2πγ1)
−ad
(
2π
γ2
)cd
γ˜βac/2
Vol
(
U (β)(a)
)
Vol
(
U (β)(a− c)
)
FU
(4/β)
d
. (5.4)
Since the diagonalization of ρ2 yields an |∆d(r2)|4/β in the measure, the ratio of
the Dirac–distribution with the Vandermonde–determinant is for Schwartz–functions
on Herm (4/β, d) well–defined. Also, the action of D
(4/β)
dr2
on such a Schwartz–function
integrated over the corresponding rotation group is finite at zero.
The distribution in the Fermion–Fermion block in Eq. (5.1) takes for β ∈ {1, 2} the
simpler form [15, 21](
D
(4/β)
dr2
)a−c δ(r2)
|∆d(r2)|4/β =
= FU
(4/β)
d
d∏
n=1
Γ (a− c+ 1 + 2(n− 1)/β)
(−π)2(n−1)/βΓ (γ1κ)
d∏
n=1
∂γ1κ−1
∂rγ1κ−1n2
δ(r2n) . (5.5)
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This expression written as a contour integral is the superbosonization formula [39]. For
β = 4, we do not find such a simplification due to the term |∆(r2)| as the Jacobian in
the eigenvalue–angle coordinates.
6. Equivalence of and connections between the two approaches
Above, we have argued that both expressions in Theorems 4.1 and 5.1 are equivalent
for β ∈ {1, 2}. Now we address all β ∈ {1, 2, 4}. The Theorem below is proven in
Appendix C. The proof treats all three cases in a unifying way. Properties of the
ordinary matrix Bessel–functions are used.
Theorem 6.1 (Equivalence of Theorems 4.1 and 5.1)
The superbosonization formula, 4.1, and the generalized Hubbard–Stratonovich
transformation, 5.1, are equivalent for superfunctions which are Schwartz–functions and
analytic in the fermionic eigenvalues.
The compact integral in the Fermion–Fermion block of the superbosonization
formula can be considered as a contour integral. In the proof of Theorem 6.1, we
find the integral identity∫
[0,2π]d
F˜ (eıϕj ) |∆d (eıϕj )|4/β
d∏
n=1
eı(1−γ1κ)ϕndϕn
2π
=
=
d∏
n=1
ı4(n−1)/βΓ(1 + 2n/β)
Γ(2/β + 1)Γ(γ1κ− 2(n− 1)/β)
(
D
(4/β)
dr2
)a−c
F˜ (r2)
∣∣∣∣
r2=0
(6.1)
for an analytic function F˜ on Cd with permutation invariance. Hence, we can relate
both constants (4.10) and (5.4),
C˜
(β)
acd
C
(β)
acd
= (−1)d(a−c)
d∏
n=1
ı4(n−1)/βΓ(1 + 2n/β)
Γ(2/β + 1)Γ(γ1κ− 2(n− 1)/β) . (6.2)
The integral identity (6.1) is a reminiscent of the residue theorem. It is the analog of
the connection between the contour integral and the differential operator in the cases
β ∈ {1, 2}, see Fig. 1. Thus, the differential Operator with the Dirac–distribution in
the generalized Hubbard–Stratonovich transformation restricts the non-compact integral
in the Fermion–Fermion block to the point zero and its neighborhood. Therefore
it is equivalent to a compact Fermion–Fermion block integral as appearing in the
superbosonization formula.
7. The general case for arbitrary positive integers a, b, c, d and arbitrary
Dyson–index β ∈ {1, 2, 4}
We consider an application of our results. The inequality (4.8) reads
N ≥ γ1k (7.1)
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Figure 1. In the superbosonization formula, the integration of the fermionic
eigenvalues is along the unit circle in the complex plane (dotted circle). The eigenvalue
integrals in the generalized Hubbard–Stratonovich transformation are integrations over
the real axis (bold line) or on the Wick–rotated real axis (thin line at angle ψ) if the
differential operator acts on the superfunction or on the Dirac–distribution at zero
(bold dot, 0), respectively.
for the calculation of the k–point correlation function (2.4) with help of the matrix Green
function. For β = 1 , a N ×N real symmetric matrix has in the absence of degeneracies
N different eigenvalues. However, we can only calculate k–point correlation functions
with k < N/2. For N → ∞, this restriction does not matter. But for exact finite N
calculations, we have to modify the line of reasoning.
We construct the symmetry operator
S (σ) = S
([
σ11 σ12
σ21 σ22
])
=
[
−σ22 −σ21
σ12 σ11
]
(7.2)
from (m1 +m2) × (n1 + n2) supermatrix to (m2 +m1) × (n2 + n1) supermatrix. This
operator has the properties
S(σ†) = S(σ)† , (7.3)
S(σ∗) = S(σ)∗, (7.4)
S
2(σ) = − σ, (7.5)
S
([
σ11 σ12
σ21 σ22
][
ρ11 ρ12
0 0
])
= S
([
σ11 σ12
σ21 σ22
])
S
([
ρ11 ρ12
0 0
])
. (7.6)
Let a, b, c, d be arbitrary positive integers and β ∈ {1, 2, 4}. Then, the equation
(7.6) reads for a matrix product of a (γ2c + γ1d) × (0 + γ1b) supermatrix with a
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(0 + γ1b)× (γ2c+ γ1d) supermatrix[
ζ†
z˜†
] [
ζ z˜
]
= S
([
z˜†
−ζ†
])
S
([
z˜ ζ
])
= S
([
z˜†
−ζ†
] [
z˜ ζ
])
. (7.7)
With help of the operator S, we split the supersymmetric Wishart–matrix B̂ into two
parts,
B̂ = B̂1 +S(B̂2) (7.8)
such that
B̂1 = γ˜
−1
a∑
j=1
Ψ
(C)
j1 Ψ
(C)†
j1 and B̂2 = γ˜
−1
b∑
j=1
S
(
Ψ
(C)
j2
)
S
(
Ψ
(C)
j2
)†
. (7.9)
The supervectors S
(
Ψ
(C)
j2
)
are of the same form as Ψ
(C)
j1 . Let σ be a quadratic
supermatrix, i.e. m1 = n1 and m2 = n2. Then, we find the additional property
SdetS(σ) = (−1)m2Sdet −1σ. (7.10)
Let Σ̂
(0)
β,pq = S
(
Σ
(0)
β,pq
)
, Σ̂
0(c)
β,pq = S
(
Σ
0(c)
β,pq
)
and the Wick–rotated set Σ̂
(ψ)
β,pq =
Π̂
(C)
ψ Σ̂
(0)
β,pqΠ̂
(C)
ψ . Then, we construct the analog of the superbosonization formula and
the generalized Hubbard–Stratonovich transformation.
Theorem 7.1
Let F be the superfunction as in Theorem 4.1 and
κ =
a− c+ 1
γ1
− b− d+ 1
γ2
. (7.11)
Also, let e ∈ N0 and
a˜ = a + γ1e and b˜ = b+ γ2e (7.12)
with
a˜ ≥ c b˜ ≥ d. (7.13)
We choose the Wick–rotation eıψ such that all integrals are convergent. Then, we have∫
R
F (B̂ψ) exp
(
−εStr B̂ψ
)
d[V̂ ] =
=
(
− 2
γ1
)γ2ec( 2
γ2
)γ1ed ∫
eR
F (B˜ψ) exp
(
−εStr B˜ψ
)
d[V˜ ] =
= CSF
∫
Σ
0(c)
β,cd
∫
bΣ
0(c)
4/β,dc
d[ρ(2)]d[ρ(1)]F (ρ(1) + eıψρ(2)) exp
[−εStr (ρ(1) + eıψρ(2))]×
×Sdet κ+b˜/γ2ρ(1)Sdet κ−a˜/γ1ρ(2) = (7.14)
= CHS
∫
Σ
(0)
β,cd
∫
bΣ
(0)
4/β,cd
d[ρ(2)]d[ρ(1)]
δ
(
r
(1)
2
)
∣∣∣∆d (r(1)2 )∣∣∣4/β
δ
(
r
(2)
1
)
∣∣∣∆c (r(2)1 )∣∣∣β det
κ+b/γ2ρ
(1)
1 det
a/γ1−κρ
(2)
2
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×
(
D
(4/β)
dr
(1)
2
)a˜−c(
D
(β)
cr
(2)
1
)b˜−d
F (ρˆ(1) + eıψρˆ(2)) exp
[−εStr (ρˆ(1) + eıψρˆ(2))] , (7.15)
where the constants are
CSF = (−1)c(b−d)eıψ(a˜d−b˜c)
(
2
γ1
)γ2ec( 2
γ2
)γ1ed
C
(β)
a˜cdC
(4/β)
b˜dc
, (7.16)
CHS = (−1)d(a−c)eıψ(a˜d−b˜c)
(
− 2
γ1
)γ2ec(
− 2
γ2
)γ1ed
C˜
(β)
a˜cdC˜
(4/β)
b˜dc
. (7.17)
Here, we define the supermatrix
ρˆ(1)+eıψρˆ(2) =
[
ρ
(1)
1 + e
ıψ
(
ρ
(2)
1 − ρ(2)η˜ ρ(2)−12 ρ(2)†η˜
)
ρ
(1)
η + eıψρ
(2)
η˜
−ρ(1)†η − eıψρ(2)†η˜ ρ(1)2 − ρ(1)†η ρ(1)−11 ρ(1)η + eıψρ(2)2
]
(7.18)
The set R˜ is given as in corollary 3.2. The measures d[ρ(1)] = d[ρ
(1)
1 ]d[ρ
(1)
2 ]d[η] and
d[ρ(2)] = d[ρ
(2)
1 ]d[ρ
(2)
2 ]d[η˜] are given by Theorem 4.1. The measures (4.11) for β and 4/β
assign d[ρ
(1)
1 ] and d[ρ
(2)
2 ] in Eqs. (7.14) and (7.15), respectively. In Eq. (7.14), d[ρ
(1)
2 ]
and d[ρ
(2)
1 ] are defined by the measure (4.12) for the cases β and 4/β, respectively,
and, in Eq. (7.15), they are defined by the measure (4.11) for the cases 4/β and β,
respectively. The measures d[η] and d[η˜] are the product of all complex Grassmann pairs
as in Eq. (4.13).
Since this Theorem is a consequence of corollary 3.2 and Theorems 4.1 and 5.1, the
proof is quite simple.
Proof:
Let e ∈ N0 as in Eq. (7.12). Then, we use corollary 3.2 to extend the integral over V̂ to
an integral over V˜ . We split the supersymmetric Wishart–matrix B̂ as in Eq. (7.8). Both
Wishart–matrices B̂1 and B̂2 fulfill the requirement (4.8) according to their dimension.
Thus, we singly apply both Theorems 4.1 and 5.1 to B̂1 and B̂2. 
Our approach of a violation of inequality (4.8) is quite different from the solution
given in Ref. [31]. These authors introduce a matrix which projects the Boson–Boson
block and the bosonic side of the off-diagonal blocks onto a space of the smaller
dimension a. Then, they integrate over all of such orthogonal projectors. This integral
becomes more difficult due to an additional measure on a curved, compact space. We
use a second symmetric supermatrix. Hence, we have up to the dimensions of the
supermatrices a symmetry between both supermatrices produced by S. There is no
additional complication for the integration, since the measures of both supermatrices
are of the same kind. Moreover, our approach extends the results to the case of β = 4
and odd b which is not considered in Ref. [31].
8. Remarks and conclusions
We proved the equivalence of the generalized Hubbard–Stratonovich transformation
[15, 21] and the superbosonization formula [19, 20]. Thereby, we generalized both
approaches. The superbosonization formula was proven in a new way and is now
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extended to odd dimensional supersymmetric Wishart–matrices in the Fermion–Fermion
block for the quaternionic case. The generalized Hubbard–Stratonovich transformation
was here extended to arbitrary dimensional supersymmetric Wishart–matrices which
not only stem of averages over the matrix Green functions. [8, 27, 15, 22] Furthermore,
we got an integral identity beyond the restriction of the matrix dimension, see Eq. (4.8).
This approach distinguishes from the method presented in Ref. [31] by the integration
of an additional matrix. It is, also, applicable on the artificial example β = 4 and odd
b which has not been considered in Ref. [31].
The generalized Hubbard–Stratonovich transformation and the superbosonization
formula reduce in the absence of Grassmann variables to the ordinary integral identity
for ordinary Wishart–matrices. [29, 20] In the general case with the restriction (4.8),
both approaches differ in the Fermion–Fermion block integration. Due to the Dirac–
distribution and the differential operator, the integration over the non-compact domain
in the generalized Hubbard–Stratonovich transformation is equal with help of the residue
theorem to a contour integral. This contour integral is equivalent to the integration over
the compact domain in the superbosonization formula. Hence, we found an integral
identity between a compact integral and a differentiated Dirac–distribution.
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Appendix A. Proof of Theorem 4.1 (Superbosonization formula)
First, we consider two particular cases. Let d = 0 and a ≥ c be an arbitrary positive
integer. Then, we find
B̂ ∈ Σ0β,c0 = Σ0(†)β,c0 = Σ0(c)β,c0 ⊂ Herm (β, c). (A.1)
We introduce a Fourier–transformation∫
Rβac
F (B̂) exp
(
−ε tr B̂
)
d[V̂ ] =
=
( γ2
2π
)c (γ2
π
)βc(c−1)/2 ∫
Herm (β,c)
∫
Rβac
FF (σ1) exp
(
ı tr B̂σ+1
)
d[V̂ ]d[σ1] (A.2)
where the measure d[σ1] is defined as in Eq. (4.10) and σ
+
1 = σ1 + ıε1 γ2c. The Fourier–
transform is
FF (σ1) =
∫
Herm (β,c)
F (ρ1) exp (−ı tr ρ1σ1) d[ρ1]. (A.3)
Superbosonization formula and generalized Hubbard–Stratonovich transformation 18
The integration over the supervectors, which are in this particular case ordinary vectors,
yields ∫
Rβac
exp
(
ı tr B̂σ+1
)
d[V̂ ] = det
(
σ+1
ıγ1π
)−a/γ1
. (A.4)
The Fourier–transform of this determinant is an Ingham–Siegel integral [40, 41]∫
Herm (β,c)
exp (−ı tr ρ1σ1) det
(−ıσ+1 )−a/γ1 d[σ1] = G(β)a−c,c det ρκ1 exp (−ε tr ρ1)Θ(ρ1), (A.5)
where the constant is
G
(β)
a−c,c =
(γ2
π
)γ2cκ a∏
j=a−c+1
2πβj/2
Γ(βj/2)
(A.6)
and the exponent is
κ =
a− c+ 1
γ1
− 1
γ2
. (A.7)
Γ(.) is Euler’s gamma–function. This integral was recently used in random matrix theory
[29] and is normalized in our notation as in Ref. [21]. Thus, we find for Eq. (A.2)∫
Rβac
F (B̂) exp
(
−ε tr B̂
)
d[V̂ ] = C
(β)
ac0
∫
Σ
0(c)
β,c0
F (ρ) exp (−ε tr ρ1) det ρκ1d[ρ1], (A.8)
which verifies this theorem. The product in the constant
C
(β)
ac0 = 2
−cγ˜βac/2
Vol
(
U (β)(a)
)
Vol
(
U (β)(a− c)
) (A.9)
is a ratio of group volumes.
In the next case, we consider c = 0 and arbitrary d. We see that
B̂ ∈ Σ(†)β,0d (A.10)
is true. We integrate over∫
Λ2ad
F (B̂) exp
(
ε tr B̂
)
d[V̂ ], (A.11)
where the function F is analytic. As in Ref. [19], we expand F (B̂) exp
(
ε tr B̂
)
in the
entries of B̂ and, then, integrate over every single term of this expansion. Every term
is a product of B̂’s entries and can be generated by differentiation of
(
trAB̂
)n
with
respect to A ∈ Σ0(†)β,0d for certain n ∈ N. Thus, it is sufficient to proof the integral theorem∫
Λ2ad
(
trAB̂
)n
d[V̂ ] = C
(β)
a0d
∫
Σ
0(c)
β,0d
(trAρ2)
n det ρ−κ2 d[ρ2]. (A.12)
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Since Σ
0(†)
β,0d is generated of Σ
0(c)
β,0d by analytic continuation in the eigenvalues, it is
convenient that A ∈ Σ0(c)β,0d. Then, A−1/2 is well-defined and A−1/2ρ2A−1/2 ∈ Σ0(c)β,0d.
We transform in Eq. (A.13)
V̂ → A−1/2V̂ , V̂ † → V̂ †A−1/2 and ρ2 → A−1/2ρ2A−1/2. (A.13)
The measures turns under this change into
d[V̂ ] → detAa/γ1d[V̂ ] and (A.14)
d[ρ2]→ detA−κ+a/γ1d[ρ2], (A.15)
where the exponent is
κ =
a+ 1
γ1
+
d− 1
γ2
. (A.16)
Hence, we have to calculate the remaining constant defined by∫
Λ2ad
(
tr B̂
)n
d[V̂ ] = C
(β)
a0d
∫
Σ
0(c)
β,0d
(tr ρ2)
n det ρ−κ2 d[ρ2]. (A.17)
This equation holds for arbitrary n. Then, this must also be valid for F (B̂) = ε = 1 in
Eq. (A.11). The right hand side of Eq. (A.11) is∫
Λ2ad
exp
(
tr B̂
)
d[V̂ ] = (−2π)−ad . (A.18)
On the left hand side, we first integrate over the group U (4/β) (d) and get∫
Σ
0(c)
β,0d
exp (tr ρ2) det ρ
−κ
2 d[ρ2] = (A.19)
= FU
(4/β)
d
∫
[0,2π]d
|∆d(eıϕj )|4/β
d∏
n=1
exp (γ1e
ıϕn) e−ıϕn(γ1κ−1)
dϕn
2π
. (A.20)
We derive this integral with help of Selberg’s integral formula [14]. We assume that
β˜ = 4/β and γ1κ are arbitrary positive integers and β˜ is even. Then, we omit the
absolute value and Eq. (A.20) becomes∫
Σ
0(c)
β,0d
exp (tr ρ2) det ρ
−κ
2 d[ρ2] = FU
(β)
d ∆
β˜
d
(
1
γ1
∂
∂λj
) d∏
n=1
(γ1λn)
γ1κ−1
Γ (γ1κ)
∣∣∣∣∣
λ=1
. (A.21)
We consider another integral which is the Laguerre version of Selberg’s integral [14]∫
R
d
+
∆β˜d(x)
d∏
n=1
exp (−γ1xn) xξndxn = ∆β˜d
(
− 1
γ1
∂
∂λj
) d∏
n=1
Γ(ξ + 1) (γ1λn)
−ξ−1
∣∣∣∣∣
λ=1
=
=
d∏
n=1
Γ
(
1 + nβ˜/2
)
Γ
(
ξ + 1 + (n− 1)β˜/2
)
γ
ξ+1+β˜(d−1)/2
1 Γ
(
1 + β˜/2
) , (A.22)
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where ξ is an arbitrary positive integer. Since β˜ is even the minus sign in the
Vandermonde determinant vanishes. The equations (A.21) and (A.22) are up to the
Gamma–functions polynomials in κ and ξ. We remind that (A.22) is true for every
complex ξ. Let Re ξ > 0, we have∣∣∣∣∣∣∆β˜d
(
− 1
γ1
∂
∂λj
) d∏
n=1
(γ1λn)
−ξ−1
Γ
(
ξ + 1 + (n− 1)β˜/2
)
∣∣∣∣∣∣
λ=1
∣∣∣∣∣∣ ≤ const. <∞ and (A.23)∣∣∣∣∣∣γ−d(ξ+1+β˜(d−1)/2)1
d∏
n=1
Γ
(
1 + nβ˜/2
)
Γ(ξ + 1)Γ
(
1 + β˜/2
)
∣∣∣∣∣∣ ≤ const. <∞. (A.24)
The functions are bounded and regular for Re ξ > 0 and we can apply Carlson’s theorem
[14]. We identify ξ = −γ1κ and find∫
Σ
0(c)
β,0d
exp (tr ρ2) det ρ
−κ
2 d[ρ2] =
= γad1 FU
(4/β)
d
d∏
n=1
Γ
(
1 + nβ˜/2
)
Γ
(
1− γ1κ+ (n− 1)β˜/2
)
Γ
(
1 + β˜/2
)
Γ (γ1κ) Γ (1− γ1κ)
. (A.25)
Due to Euler’s reflection formula Γ(z)Γ(1 − z) = π/ sin(πz), this equation simplifies to∫
Σ
0(c)
β,0d
exp (tr ρ2) det ρ
−κ
2 d[ρ2] = γ
ad
1 FU
(4/β)
d
d∏
n=1
ı4(n−1)/βΓ (1 + 2n/β)
Γ (1 + 2/β) Γ (γ1κ− 2(n− 1)/β) (A.26)
or equivalent
2β˜d(d−1)/2
∫
[0,2π]d
∏
1≤n<m≤d
∣∣∣∣sin(ϕn − ϕm2
)∣∣∣∣β˜ d∏
n=1
exp (γ1e
ıϕn) e−ıϕna
dϕn
2π
=
= γad1
d∏
n=1
Γ
(
1 + nβ˜/2
)
Γ
(
1 + β˜/2
)
Γ
(
a+ 1 + (n− 1)β˜/2
) . (A.27)
Since a is a positive integer for all positive and even β˜, the equations above are true for
all such β˜. For constant natural numbers a, d, γ1 and complex β˜ with Re β˜ > 0, the
inequalities∣∣∣∣∣∣∣
∫
[0,2π]d
∏
1≤n<m≤d
∣∣∣∣sin(ϕn − ϕm2
)∣∣∣∣β˜ d∏
n=1
exp (γ1e
ıϕn) e−ıϕna
dϕn
2π
∣∣∣∣∣∣∣ ≤
≤
∫
[0,2π]d
∏
1≤n<m≤d
∣∣∣∣sin(ϕn − ϕm2
)∣∣∣∣Re β˜ d∏
n=1
exp (γ1 cosϕn)
dϕn
2π
<∞ and (A.28)
∣∣∣∣∣∣2−β˜d(d−1)/2γad1
d∏
n=1
Γ
(
1 + nβ˜/2
)
Γ
(
1 + β˜/2
)
Γ
(
a+ 1 + (n− 1)β˜/2
)
∣∣∣∣∣∣ ≤
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≤ const. 2−Re β˜d(d−1)/2 <∞ (A.29)
are valid and allow us with Carlson’s theorem to extend Eq. (A.27) to every complex β˜,
in particular to β˜ = 1. Thus, we find for the constant in Eq. (A.17)
Ca0d = (−2πγ1)−ad
[
d∏
n=1
ı4(n−1)/βπ2(n−1)/β
Γ(a+ 1 + 2(n− 1)/β)
]−1
. (A.30)
Now, we consider arbitrary d and a ≥ c and split
Ψ
(C)
j1 =
[
xj
χj
]
(A.31)
and
B̂ =
1
γ˜
a∑
j=1
Ψ
(C)
j1 Ψ
(C)†
j1 =

a∑
j=1
xjx
†
j
γ˜
a∑
j=1
xjχ
†
j
γ˜
a∑
j=1
χjx
†
j
γ˜
a∑
j=1
χjχ
†
j
γ˜
 =
[
B11 B12
B21 B22
]
(A.32)
such that xj contains all commuting variables of Ψ
(C)
j1 and χj depends on all Grassmann
variables. Then, we replace the sub-matrices B12, B21 and B22 by Dirac–distributions∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] =
= C1
∫
Herm (4/β,d)2
∫
R
∫
(Λ2cd)
2
d[η]d[η˜]d[V̂ ]d[ρ˜2]d[σ2]F
([
B11 ρη
−ρ†η ρ˜2
])
×
×exp
[
−εStrB − ı
(
tr(ρ†η +B21)ση˜ + trσ
†
η˜(ρη −B12)− tr(ρ˜2 −B22)σ2
)]
, (A.33)
where
C1 =
(
2π
γ˜
)2cd (γ1
π
)2d(d−1)/β ( γ1
2π
)d
. (A.34)
The matrices ρη and ση˜ are rectangular matrices depending on Grassmann variables
as in the Boson–Fermion and Fermion–Boson block in the sets (4.1-4.3). Shifting
χj → χj +
(
σ+2
)−1
σ†η˜xj and χ
†
j → χ†j − x†jση˜
(
σ+2
)−1
, we get∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] =
= C1
∫
Herm (4/β,d)2
∫
R
∫
(Λ2cd)
2
d[η]d[η˜]d[V̂ ]d[ρ˜2]d[σ2]F
([
B11 ρη
−ρ†η ρ˜2
])
×
×exp
[
−εStrB − ı
(
tr σ†η˜B11ση˜
(
σ+2
)−1
+ tr ρ†ηση˜ + trσ
†
η˜ρη − tr(ρ˜2 −B22)σ2
)]
. (A.35)
Superbosonization formula and generalized Hubbard–Stratonovich transformation 22
This integral only depends on B11 and B22. Thus, we apply the first case of this proof
and replace B11. We find∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] =
= C
(β)
ac0C1
∫
Herm (4/β,d)2
∫
R
∫
(Λ2cd)
2
d[χ]d[η]d[η˜]d[ρ1]d[ρ˜2]d[σ2]F
([
B11 ρη
−ρ†η ρ˜2
])
det ρκ˜1 ×
×exp
[
ε(trB22 − tr ρ1) + ı
(
tr σ†η˜ρ1ση˜
(
σ+2
)−1 − tr ρ†ηση˜ − tr σ†η˜ρη + tr(ρ˜2 − B22)σ2)](A.36)
with the exponent
κ˜ =
a− c+ 1
γ1
− 1
γ2
. (A.37)
After another shifting ση˜ → ση˜ − ρ−11 ρησ+2 and σ†η˜ → σ†η˜ − σ+2 ρ†ηρ−11 , we integrate over
d[η˜] and B22 and have∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] =
= C
(β)
ac0C2
∫
Σ
0(c)
β,c0
∫
Herm (4/β,d)2
∫
Λ2cd
d[η]d[ρ1]d[ρ˜2]d[σ2]F
([
ρ1 ρη
−ρ†η ρ˜2
])
×
× det ρκ1 det
(
σ+2
)(a−c)/γ1 exp [−ε tr ρ1 + ı (tr ρ†ηρ−11 ρησ+2 + tr ρ˜2σ2)] , (A.38)
where the exponent is
κ =
a− c+ 1
γ1
+
d− 1
γ2
(A.39)
and the new constant is
C2 =
( ı
2π
)ad(2π
γ˜ı
)cd (γ1
π
)2d(d−1)/β ( γ1
2π
)d
. (A.40)
We express the determinant in σ+2 as in Sec. 2 as Gaussian integrals and define a
new (γ2(a − c) + 0) × (0 + γ1d) rectangular supermatrix V̂new and its corresponding
(0+γ1d)×(0+γ1d) supermatrix B̂new = γ˜−1V̂newV̂ †new. Integrating σ2 and ρ2, Eq. (A.38)
becomes∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] = γ˜−cdC
(β)
ac0
∫
Σ
0(c)
β,c0
∫
Λ2(a−c)d
F
([
ρ1 ρη
−ρ†η B̂new − ρ†ηρ−11 ρη
])
×
× exp
(
−ε tr ρ1 + ε tr(B̂new − η†ρ−11 η)
)
det ρκ1d[V̂new]d[η]d[ρ1]. (A.41)
Now, we apply the second case in this proof and shift ρ2 → ρ2 + ρ†ηρ−11 ρη by analytic
continuation. We get the final result∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] = C
(β)
acd
∫
Σ
0(c)
β,cd
F (ρ) exp (−εStr ρ) Sdet ρκd[ρ] (A.42)
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with
C
(β)
acd = γ˜
−cdC
(β)
ac0C
(β)
a−c,0d =
= (−2πγ1)−ad
(
−2π
γ2
)cd
2−cγ˜βac/2
Vol
(
U (β)(a)
)
Vol
(
U (β)(a− c)
) d∏
n=1
Γ (γ1κ + 2(n− d)/β)
ı4(n−1)/βπ2(n−1)/β
=
= ı−2d(d−1)/β
(2π)dγ˜βac/2−cd
(−2)(c−a)d2c

2d
2
Vol
(
U (1)(a)
)
Vol
(
U (1)(a− c+ 2d)
) , β = 1
Vol(U (2)(a)
Vol
(
U (2)(a− c+ d)
) , β = 2
2−(2a+1−c)cVol
(
U (1)(2a+ 1)
)
Vol
(
U (1)(2(a− c) + d+ 1)
) , β = 4
. (A.43)
Appendix B. Proof of Theorem 5.1 (Generalized Hubbard–Stratonovich
transformation)
We choose a Wick–rotation eıψ that all calculations below are well defined. Then, we
perform a Fourier transformation∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] = C˜1
∫
eΣ
(−ψ)
β,cd
∫
R
FF (σ) exp
(
ıStr B̂σ+
)
d[V̂ ]d[σ], (B.1)
where σ+ = σ + ıε1 γ2c+γ1d,
FF (σ) =
∫
eΣ
(ψ)
β,cd
F (ρ) exp (−ıStr ρσ) d[ρ], (B.2)
and the constant is
C˜1 =
(
2π
γ˜
)2cd ( γ2
2π
)c (γ2
π
)βc(c−1)/2 ( γ1
2π
)d (γ1
π
)2d(d−1)/β
. (B.3)
The integration over V̂ yields∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] = C˜2
∫
eΣ
(−ψ)
β,cd
FF (σ)Sdet−a/γ1σ+d[σ] (B.4)
with
C˜2 =
(
2π
γ˜
)2cd ( γ2
2π
)c (γ2
π
)βc(c−1)/2 ( γ1
2π
)d (γ1
π
)2d(d−1)/β ( ı
2π
)ad
(γ1πı)
βac/2 . (B.5)
We transform this result back by a Fourier–transformation∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] = C˜2
∫
eΣ
(ψ)
β,cd
F (ρ)I
(β,a)
cd (ρ) exp (−εStr ρ) d[ρ], (B.6)
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where we have to calculate the supersymmetric Ingham–Siegel integral
I
(β,a)
cd (ρ) =
∫
eΣ
(−ψ)
β,cd
exp
(−ıStr ρσ+) Sdet −a/γ1σ+d[σ]. (B.7)
This distribution is rotation invariant under U (β)(c/d). The ordinary version, d = 0, of
Eq. (B.6) is Eq. (A.5).
After performing four shifts
σ1 → σ1 − ση˜
(
σ2 + ıe
ıψε1 γ1d
)−1
σ†η˜, (B.8)
ση˜ → ση˜ − ρ−11 ρη
(
σ2 + ıe
ıψε1 γ1d
)
, (B.9)
σ†η˜ → σ†η˜ −
(
σ2 + ıe
ıψε1 γ1d
)
ρ†ηρ
−1
1 , (B.10)
ρ2 → ρ2 − ρ†ηρ−11 ρη, (B.11)
and defining
ρˆ =
[
ρ1 e
ıψ/2ρη
−eıψ/2ρ†η eıψ
(
ρ2 − ρ†ηρ−11 ρη
) ] , (B.12)
we find ∫
R
F (B̂) exp
(
−εStr B̂
)
d[V̂ ] = C˜2
∫
eΣ
(ψ)
β,cd
F (ρˆ) I˜(ρ) exp (−εStr ρˆ) d[ρ], (B.13)
where
I˜(ρ) =
∫
eΣ
(−ψ)
β,cd
exp
[
εStr ρ− ı
(
tr ρ1σ1 − tr ρ2σ2 + trσ†η˜ρ1ση˜(σ2 + ıeıψε1 γ1d)−1
)]
×
×
(
det(e−ıψσ2 + ıε1 γ1d)
det(σ1 + ıε1 γ2c)
)a/γ1
d[σ]. (B.14)
We integrate over d[η˜] and apply Eq. (A.5) for the d[σ1]–integration. Then, Eq. (B.14)
reads
I˜(ρ) = C˜3e
−ıψcd det ρκ1Θ(ρ1)×
×
∫
Herm (4/β,d)
exp
(−ı tr ρ2(σ2 + ıeıψε1 γ1d)) det(e−ıψσ2 + ıε)(a−c)/γ1d[σ2] (B.15)
with the constant
C˜3 = ı
−βac/2
(
γ˜
2πı
)cd
G
(β)
a−c,c, (B.16)
see Eq. (A.6). The exponent κ is the same as in Eq. (4.7). As in Ref. [21], we decompose
σ2 in angles and eigenvalues and integrate over the angles. Thus, we get the ordinary
matrix Bessel–function
ϕ
(4/β)
d (r2, s2) =
∫
U (4/β)(d)
exp
(
ı tr r2Us2U
†
)
dµ(U) (B.17)
Superbosonization formula and generalized Hubbard–Stratonovich transformation 25
in Eq. (B.15) which are only for certain β and d explicitly known. However, the analog
of the Sekiguchi differential operator for the ordinary matrix Bessel–functions D
(4/β)
dr2
,
see Eq. (5.3), fulfills the eigenvalue equation
D
(4/β)
dr2
ϕ
(4/β)
d (r2, s2) = (ıγ1)
d det s
1/γ1
2 ϕ
(4/β)
d (r2, s2). (B.18)
Since the determinant of σ2 stands in the numerator, we shift σ2 → σ2 − ıeıψε1 γ1d and
replace the determinants in Eq. (B.15) by D
(4/β)
dr2
. After an integration over σ2, we have
I˜(ρ) = C˜4e
−ıψcd det ρκ1Θ(ρ1)
(
e−ıψdD
(4/β)
dr2
)a−c δ(r2)
|∆d(eıψr2)|4/β . (B.19)
The constant is
C˜4 = ı
−βac/2
(
γ˜
2πı
)cd
G
(β)
a−c,c(ıγ1)
(c−a)d
(
π
γ1
)2d(d−1)/β (
2π
γ1
)d
1
FU
(4/β)
d
. (B.20)
Summarizing the constants (B.5) and (B.20), we get
C˜
(β)
acd = C˜2C˜4 = 2
−c (2πγ1)
−ad
(
2π
γ2
)cd
γ˜βac/2
Vol
(
U (β)(a)
)
Vol
(
U (β)(a− c)
)
FU
(4/β)
d
. (B.21)
Due to the Dirac–distribution, we shift D
(4/β)
dr2
from the Dirac–distribution to the
superfunction and remove the Wick–rotation. Hence, we find the result of the Theorem.
Appendix C. Proof of Theorem 6.1 (Equivalence of both approaches)
We define the function
F˜ (r2) =
∫
U 4/β(d)
∫
Herm (β,c)
∫
Λ2cd
F
([
ρ1 ρη
−ρ†η Ur2U † − ρ†ηρ−11 ρη
])
×
× exp [−ε(tr ρ1 − tr(r2 − ρ†ηρ−11 ρη)] detκρ1d[η]d[ρ1]dµ(U). (C.1)
Then, we have to prove
C
(β)
acd
∫
[0,2π]d
F˜ (eıϕj ) |∆d (eıϕj )|4/β
d∏
n=1
eı(1−κ)ϕndϕn
2π
= C˜
(β)
acd
(
(−1)dD(4/β)dr2
)a−c
F˜ (r2)
∣∣∣∣
r2=0
. (C.2)
Since F˜ is permutation invariant and a Schwartz–function, we express F˜ as an integral
over ordinary matrix Bessel–functions,
F˜ (r2) =
∫
Rd
g(q)ϕ
(4/β)
d (r2, q)|∆d(q)|4/βdq, (C.3)
where g is a Schwartz–function. The integral and the differential operator in Eq. (C.2)
commute with the integral in Eq. (C.3). Thus, we only need to prove
C
(β)
acd
∫
[0,2π]d
ϕ
(4/β)
d (e
ıϕj , q) |∆d (eıϕj )|4/β
d∏
n=1
eı(1−γ1κ)ϕndϕn
2π
=
= C˜
(β)
acd
(
(−1)dD(4/β)dr2
)a−c
ϕ
(4/β)
d (r2, q)
∣∣∣∣
r2=0
(C.4)
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for all q ∈ Sd1 where S1 is the unit–circle in the complex plane. The right hand side of
this equation is with help of Eq. (B.18)(
D
(4/β)
dr2
)a−c
ϕ
(4/β)
d (r2, q)
∣∣∣∣
r2=0
= (−ıγ1)d(a−c) det q(a−c)/γ1 . (C.5)
The components of q are complex phase factors. The integral representation of the
ordinary matrix Bessel–functions (B.17) and the d[ϕ]–integral in Eq. (C.4) form the
integral over the circular ensembles CU (4/β)(d). Thus, q can be absorbed by eıϕj and
we find ∫
[0,2π]d
ϕ
(4/β)
d (e
ıϕj , q) |∆d (eıϕj )|4/β
d∏
n=1
eı(1−γ1κ)ϕndϕn
2π
=
= det q(a−c)/γ1
∫
[0,2π]d
ϕ
(4/β)
d (e
ıϕj , 1) |∆d (eıϕj )|4/β
d∏
n=1
eı(1−γ1κ)ϕndϕn
2π
. (C.6)
The ordinary matrix Bessel–function is at q = 1 the exponential function
ϕ
(4/β)
d (e
ıϕj , 1) = exp
(
ıγ1
d∑
n=1
eıϕn
)
. (C.7)
With Eq. (A.27), the integral on the left hand side in Eq. (C.6) yields with this
exponential function∫
[0,2π]d
|∆d (eıϕj )|4/β
d∏
n=1
eı(1−γ1κ)ϕnexp (ıγ1e
ıϕn) dϕn
2π
=
= (ıγ1)
(a−c)d
d∏
n=1
ı4(n−1)/βΓ (1 + 2n/β)
Γ (1 + 2/β) Γ (a− c+ 1 + 2(n− 1)/β) =
=
(ıγ1)
(a−c)d
FU
(4/β)
d
d∏
n=1
ı4(n−1)/βπ2(n−1)/β
Γ (a− c+ 1 + 2(n− 1)/β) . (C.8)
Hence, the normalization on both sides in Eq. (C.2) is equal.
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