S r t/r f → e tDS f , where S = (S t ) t≥0 is a strongly continuous operator family on a Banach space and DS its derivative at t = 0. That means, under some technical assumptions, that two contraction families S t , S ′ t with DS = DS ′ yield in the limit the same semigroup. We call such families Chernoff equivalent. We are particularly interested in the case of families of positive integral operators on a smooth closed manifold L without boundary. The iterations S r t/r f are then given by iterated integrals with finite and positive kernels. Slightly extending a result from [11] we actually give a version of Chernoff's Theorem (Proposition 1) for nonuniform partitions P of the time interval [0, t] , in this case S n t/n has to be replaced by S ∆tr • · · · • S ∆t1 .
For every starting point x ∈ L, time horizon t > 0 and partition P = 0 = t 0 < · · · < t r = t, the finite family of operators S ∆t k • · · · • S ∆t1 , 0 ≤ k ≤ r defines a finite measure P x P on L P . It can then be extended to a measure on the path space C L [0, t] by interpolation, either deterministically or using suitable conditional distributions, or more simply on the path space D L [0, t] if we extend the discrete paths as stepfunctions.
This construction, described in detail in Section 3, depends on the family S and on the interpolating measures. It will be called the pinning construction. We are interested in the possible weak limit of these measures as the mesh of the partition tends to 0.
In this context, issues of tightness are important. If the family S is Chernoff equivalent to a Feller semigroup we prove in section 3.1, in extension of similar results in [4] , the tightness of the resulting step processes over the path space D L [0, t]. If the limit process has continuous paths and interpolation by geodesics is used then even tightness in C L [0, 1] follows. Based on a Large-Deviation result from [14] , we allow also interpolation by Brownian bridges. If L ⊂ M is isometrically embedded into another riemannian manifold M , we may even interpolate by Brownian bridges in the ambient manifold. (Theorem 2).
A particular feature of our results is the fact that the positive operators S t need not to be normalized in the sense that the associated kernel q(t, x, −) are only finite positive measures. This happens for example if they are the restrictions of probability kernels on a larger manifold M to L. Then the measures P x P constructed above are not probability measures. There are two different normalization procedures. First one can pass at the beginning from S t to the associated probability kernels by normalizing each q(t, x, −). This gives a familyS which may be Chernoff equivalent to a Markov semigroup. In section 5 we give a couple of examples which are all equivalent to the heat semigroup on L. In order to verify this equivalence we use a detailed study of short time behaviour of Gaussian integrals from [12] which we review in section 4. After these preparations the remaining work lies in the local differential geometry which one needs for the Taylor expansions of the normalization coefficients.
The second possibility is to renormalize the measures P x P after their construction. This is the content of section 6. For us the most important example is the Brownian motion on a larger manifold which is conditioned to visit the smaller manifold L at all partition times. But we also get a new proof of a result of [1] . The corresponding operator families are no longer Chernoff equivalent to a semigroup but nevertheless the resulting measures are equivalent to the law of the Markov process obtained by the first normalization procedure. One can even calculate the Radon Nikodym density explicitely by a combination of curvature terms. In particular we have in the case of the conditioned Brownian motion the following Theorem. Let x ∈ L and L(ε) := {x ∈ M : d M (x, L) < ε} the tubular ε-neighborhood of L and P k be a sequence of partitions of the unit interval with mesh |P k | → 0 as k → ∞. Then the limit law of the conditional Brownian
exists and is equivalent to the Wiener measure W x L on the submanifold with density
.
Remark The two limits in (1) may be interchanged without affecting the result. This requires very different techniques and is even more involved. It has been proved in [10] for M = R m with tools from stochastic analysis, and the general case will be treated with perturbation theoretical methods in [15] and [9] .
Chernoff's Theorem
In this section we formulate a slightly extended form of the Chernoff type result from [11] . In contrast to the usual versions we consider convergence along nonuniform partitions of the time parameter. In [11] we treated only contractions whereas in the result below more general bounded operators are allowed.
Definition 1 Let B(V ) denote the space of bounded linear operators on the Banach space V . A strongly continuous family
as t ↓ 0, and if there is an operator (A, D(A)) which is the generator of a strongly continuous semigroup (e tA ) on V such that
as t ↓ 0, for all f ∈ V of the form f = e aA g with a > 0 and g ∈ V . The operator (A, D(A)) will be also denoted by DS. Remarks 1. Clearly the operator A is uniquely determined by the family S(t). Therefore the notation DS is justifed. However many proper families may lead to the same operator A. This will be discussed in the next subsection. 2. The vectors of the form e aA g are elements of the domain D(A). We do not require the convergence (4) for all f ∈ D(A) since we do not need it in the following proof and our formally weaker assumption is easier to verify in the situations to be studied later. However in contrast to the usual form of Chernoff's Theorem we do not know whether it suffices for the following result to require the above convergence for f ∈ D where D is an arbitrary core of the operator A. Note that the operators (S(t) − I)/t may fail to be uniformly bounded in the graph norm of D(A). Note also in the usual Chernoff expression S n t/n the factors commute whereas in general in a product of the form S(t 1 ) · · · S(t n ) they do not. Therefore it is not surprising that in comparison with the usual statement we need slightly stronger assumptions.
Proposition 1 Let S(t), t > 0 be proper family of linear operators on V and let
as n → ∞.
Proof: In the case of contractions this is Proposition 3 of [11] . The same proof works under the weaker assumption (3) since this condition implies the existence of a number q > 0 such that S(t) ≤ e qt for all sufficiently small t and thus
as soon as max i t i is small enough.
The concept of proper families S serves as a tool to construct discrete semigroups U (n) , n = 1, 2, ... approximating strongly continuous semigroups e tA in the sense of [6] , (3.9), p. 511. That means, letting
.. we obtain strong convergence U (n) (k n ) → e tA as long as k n is chosen such that t kn → t as n → ∞. The key observation is that the limit semigroup only depends on the derivative of the contraction family at t = 0. This will be formalized in the next section.
Chernoff Equivalence
Let Π denote the set of all proper families. We focus on the map which assigns to each proper family its corresponding contraction semigroup. The map P : Π → Π given by P (S) t := e tDS we call Chernoff map. P maps proper families onto the subset Σ ⊂ Π of strongly continuous contraction semigroups. Σ remains pointwise fixed under P . We are interested in the attracting domains for each fixpoint, i.e. the set of preimages of a given semigroup.
Definition 2
Two proper families S, T ∈ Π are called Chernoff equivalent if one of the two equivalent conditions holds
The following simple criterion for Chernoff equivalence will be applied in the sequel.
Lemma 1 Let S with DS = (A, DA). Let T = (T t ) be a family of operators satisfying the bound (3) and
for t ↓ 0 and all f of the form f = e aA g, a > 0, g ∈ V , then T is also proper and Chernoff equivalent to S.
Proof: Let f = e aA g, g ∈ V be given. Then by our assumption (6) and by (4) we get
Thus by definition 1 DT = (A, D(A)), i.e. T is Chernoff equivalent to S.
Lemma 2 Let S be a proper family. Let c = (c t ) be a family of operators satisfying c(t)−I = o(t). If T t = c t S(t) then T and S are Chernoff equivalent.
Proof: This follows from Lemma 1 and the estimate
The Pinning Construction
We want to use the results of the preceding section to construct resp. approximate laws of Markov processes on path spaces. The term pinning construction in the title of this section is motivated by the particular example to be studied later, namely by the problem of pinning a Brownian motion on a manifold M down to a submanifold L ⊂ M by restricting the heat kernel of M to L which gives a proper family of integral operators on L.
The construction of the approximating processes is done in two steps: Given a partition P of the time interval and a family S of positive integral operators on L we construct in natural way measures P x L,P on the finite product L P . These can be extended to measures P x P on the space of M -valued functions on [0, 1] where M ⊃ L by allowing the path to make excursions into the surrounding space M in the partition intervals. In this second step there is a choice of various interpolation schemes, ranging from step functions over geodesic interpolation to interpolation via Brownian bridges.
Having established the approximation of the limit semigroup in the functional analytic sense by Chernoff's theorem (which in probabilistic language amounts to the convergence of the finite dimensional marginals) the additional problem is to prove tightness of the laws of the approximating processes. This again has two parts. The first part is tightness under stepwise or otherwise trivial interpolation. In the next subsection we verify the assumptions of the quite general tightness criteria of [4] (in the spirit of [13] ). The second part is to prove tightness for the interpolation by Brownian bridges which requires additional tools in the case of general manifolds.
Discrete Time Approximations of Feller processes
The main result of this section states that if a proper family of integral operators on a locally compact metric space is Chernoff equivalent to a Feller semigroup then, for any sequence of partitions whose mesh converges to 0, the associated discrete time measures converge weakly to the law of the equivalent Feller process. This is an extension of Theorem 4.8.2 of [4] . Definition 3 Let L be a metric space and let S a one-parameter family of integral operators
where q(t, x, −) forms a finite nonnegative Borel measure on L for all t > 0,
For every x ∈ L we define a finite measure on the discrete time 'path space' L P by
Also we denote by P x L,P the unique measure on the space
L,P and which is concentrated on the set of paths which are constant on each of the partition intervals [t i , t i+1 ).
In other words
Remark. 1. Note that the measures q(t, x, −) and hence the measures P x L,P and P x L,P are only finite but not necessarily probability measures. Nevertheless we shall use the usual topology of weak convergence of measures which is induced by the duality with bounded continuous functions. If the q(t, −, −) actually are probability kernels we can interprete P x L,P and P x L,P as the laws of two Markov process starting in x ∈ L with state space L and time parameter set P and [0, 1], respectively. 2. Most of the time (except for the last section) the family S in the above definition will be proper.
Theorem 1 Let L be locally compact. Let S = (S(t), t > 0) be a one-parameter family of integral operators on the Banach space V =Ĉ(L) of continuous functions vanishing at infinity. Suppose that S is proper and Chernoff equivalent on C(L) to a Markov semigroup e
tA . Then for every x ∈ L and for every sequence of partitions P k with |P k | → 0 the associated measures P A key observation is the following routine connection between Markov chains and martingales.
r be a (non homogeneous) Markov chain with transition operators S i . Then for every real bounded measurable function
f the process f (Y j ) − i<j (S i − I)f (Y i ) (8) j = 0, · · · ,
r is a martingale with respect to the natural filtration of (Y i ).
Proof: (of the theorem) 1. First let us reduce the proof to the normalized case where the S(t) are Markov transition operators. Since e tA is a Markovian semigroup we have 1 = e aA 1 and A 1 = 0. Thus by the assumption of Chernoff equivalence and (4) we get
The total mass q(t, x, L) of the measure q(t, x, −) is equal to S(t)1(x). Hence if we consider the probability measurẽ
the associated Markov operatorS(t) differs in operator norm from S(t) only by the order o(t). In particular according to Lemma 1 the families S andS are Chernoff equivalent. From (7) we see that replacing the family S by the familyS changes the associated measure P x L,P in total variation norm only by o(|P k |). This implies a fortiori that the original sequence and the corresponding sequence of probability measures have the same weak limit. 2. Now assume that the measures under consideration are probability measures. For each k we consider the family of operators T k (s) which is defined by
Let X
For every function of the form f = e aA g we know from the assumption of
Therefore for each such f there is a constant C f such that the process f (X
where according to Lemma 3
is a martingale with respect to the natural filtration (G k t ) of (X
, and moreover by the above uniform convergence
The set of all functions of the form f = e aA g is uniformly dense inĈ(L). Thus Theorem 9.4 of chapter 3 of [4] can be applied to the algebra C a =Ĉ(L) and we conclude that for each f ∈Ĉ(L) the sequence of processes
Moreover the finite dimensional marginals of the processes X x P k converge to the the corresponding marginals of the process X x by Proposition 1. Hence Corollary 9.3 of Chapter 3 of [4] gives the assertion.
In our applications we are interested in weak convergence over the space
In order to check tightness in C L [0, 1] the following Corollary is useful: and X x on this space such that X x has the generator A and X
and hence also uniformly on [0, 1]. Since X x has continuous paths we have
Because of the a.s. uniform convergence of the paths we can replace here X
. This is equivalent to (12).
Continuous Interpolations
We assume now that L is isometrically embedded into a smooth Riemannian manifold M . We construct a net of measures P x P on the path space C M [0, 1] associated to the family S. It is indexed by the finite partitions P of [0, 1] and depends on a starting point x ∈ L. The marginals of these measures on M P are concentrated on L P and given by the measures P x L,P introduced in Definition 3. In the partition intervals we use an 'interpolation family':
is called interpolating family.
Using the interpolating family Q x,y t,s we arrive at a path measure in the following way: Every ω ∈ C M [0, 1] can be identified with a unique m-tuple
which satisfies ω j (t j ) = ω j+1 (t j ) for all j ∈ {1, . . . , r − 1}. Using this identification we define the measure P
Here P , where
and γ , where
and γ M x,y is an arbitrary shortest geodesic in M connecting x an y parametrized by arc length. Proof: (1) We begin with M -geodesic interpolation. Let t, δ > 0 and a path ω be given which is geodesic in the intervals of the partition P. Let now t k , t j ∈ P such that t k := max{s ∈ P : s ≤ t} and t j := min{s ∈ P : s ≥ t + δ}. Now by the construction of geodesic interpolation, we have
where the last inequality follows from
That gives with the notation of Corollary 1
Thus the tightness criterion (12) for the sequence (P x L,P k ) implies tightness of the sequence (P 
Then the sequence W 
Here both terms are arbitrarily small for large k and small α: The first by Corollary 1 and the second due to our assumption. Hence for every uniformly continuous function f :
which implies that the sequences (ν k ) and (ρ k ) have the same limit points in law.
Remark. 1. Instead of M-geodesic interpolation we could have used any other interpolating family as reference for which the pinning measures are known to be tight. 2. By LeCam's Theorem (see [3] , 11.5.3 Theorem, p. 316) convergence of the respective sequence implies its uniform tightness. Finally, we use use a uniform Large-Deviation result about Brownian bridges (cf. [14] ) to conclude the second part of Theorem 2 from Lemma 4. 
Gaussian Integrals
In the sequel, proper families as described in section 2 will be constructed by families of integral operators. In order to compute the derivative at zero -and therefore the Chernoff equivalence class -of such a family we first review some facts about the short time asymptotic of Gaussian integrals from [12] . We introduce a degree d on the space of space-time polynomials such that the short-time contribution of a monomial p either vanishes or is of order t d(p) . Using this notion, we reformulate Wick's formula in an algebraic way and conclude Corollary 2. It states that in our situation the only relevant terms are of homogeneous degree one. For the proofs of the results in this section cf [12] , p. 351-354.
Wick's Formula
Let x ∈ R n and t > 0. By Fubini's theorem and using the fact that the Gaussian integral solves the heat equation, we obtain the following result also known as Wick's formula.
Let
we obtain
Here we use the standard notation (2n
Let now L denote the real algebra generated by all monomials of the form and Q the projection onto the subalgebra generated by monomials p k with
The following Proposition about the short time asymptotic of Gaussian integrals is a simple consequence of Lemma 5.
Proposition 3 Let f ∈ I
0 . Then lim t→0 G t (f ) exists and we have asymptotically
. is the decomposition of f into homogeneous elements, then
Remark. q is a ring homomorphism, whereas Q is not.
In the sequel we will use the following fact concerning quotients of Gaussian integrals.
Corollary 2 Let f, h ∈ L have the homogeneous components
(ii) h = 1 + h 1 .
Then, as t ↓ 0,
In order to make use of the above discussion we have to show how it applies to more general situations. We observe first that the polynomial short time asymptotic of a Gaussian integral is in some sense independent of the domain of integration. From this we draw the following conclusion for the polynomial short time asymptotic of more general functions: 
where the constant in the error term depends on f only via the maximal Taylor coefficient of f of order r in a small neighbourhood of 0.
Proper Families Equivalent to the Heat Semigroup on Manifolds

First Examples
In this first subsection we follow, with a couple of minor corrections, the exposition in [12] in order to motivate the subsequent calculations in 5.2-5.4. Let L be a closed connected riemannian manifold L of dimension l. Fixing the Laplace Beltrami-operator to be non-positive as our choice of sign, we consider the semigroup e t∆L/2 : C 0 (L) → C 0 (L) on the space of continuous functions and start with the following elementary Lemma which closes the gap between the pointwise estimates of the preceding section and the global estimates necessary now.
and consider the integral operator
is a bounded operator with norm
Then by the preceding Lemma
is a family of contractions on the Banach space V = C 0 (L). By the smoothness of the heat kernel on L, the subspace C 3 (L) ⊂ V contains the image e a 2 ∆L V for each a > 0 where ∆ L denotes the scalar Laplacian on L. Thus we prove Chernoff equivalence of the family above and the semigroup generated by G if we can show that lim
As noted above, we may restrict ourselves to integration over an arbitrary open neighbourhood U (q) instead of over all of L. We choose U (q) so small that we can use the exponential map to construct a normal coordinate neighbourhood exp
where g is the metric tensor. Therefore we obtain
But now √ det g is infinitely differentiable due to our assumptions on the manifold and f is in C 3 (L). We may thus apply Corollary 3 with k = 0 and in the sequel we just have to consider the Taylor expansion of these functions up to second order. The expansion of the metric tensor g we quote from [8] , (1.14) Proposition, p. 8
Lemma 7 In normal coordinates the Taylor expansion of g is given by
where R L denotes the curvature tensor of L.
For the volume form we draw the following conclusion (cf. e.g. [12] , Corollary 4):
Corollary 4 In normal coordinates the Taylor expansion of
Therefore the 2-jet of √ det g has exactly the properties required for the function h in Corollary 2. So we apply this Corollary and get
But in normal coordinates, the Laplacian on L coincides with ∆, since we were assuming our Laplace-Beltrami operator always to be non-positive. Therefore we may write invariantly
. This is a pointwise statement. But inspecting Corollary 3 above shows that due to compactness the remainder is O(t 3/2 ) uniformly on L. This finally implies
Proposition 4 The family T t defined above is Chernoff equivalent to the heat semigroup on L.
We may now give a corresponding statement in the spirit of subsection 2.1. We consider the short time asymptotic of the denominator, namely
Proof: Using again the Taylor expansion of the volume form, we get
Now we consider the proper family of bounded operators
Then B t f (q) = c t T t f (q) where c t is the operator of multiplication with the function
According to Lemma 8 and Lemma 6 we can apply Lemma 2 to the operators c t and get
Corollary 5
The family (B t ) is Chernoff equivalent to the heat semigroup on L.
Finally, it should be noted that there is also a symmetric version of the approximating kernel. By the very same arguments as in Lemma 8 witĥ
instead of b(t, q) we obtain as well:
The familŷ
is Chernoff equivalent to the heat semigroup on L.
The Heat Equation on submanifolds via pseudo-Gaussian kernels
We now consider a closed Riemannian submanifold L of a Riemannian manifold M , and the restriction to L of a pseudo-Gaussian kernel on M , and prove Chernoff equivalence to the heat semigroup on L. This result was communicated to us with a different proof by A. G. Tokarev already in 2001. We will state it in the spirit of the preceding sections as follows: 
an isometric embedding of the closed and connected smooth riemannian manifold L into the smooth riemannian manifold
Specializing this result to embeddings into euclidean space we obtain the following statement.
Corollary 7
The proper family
The Proof of Tokarev's Result
Let p, q ∈ L and f ∈ C 3 (L). We now want to determine an asymptotic expression for
By the arguments above we can reduce the problem to purely local considerations on sufficiently small neighbourhoods U L (q) and
To do so, we consider local normal coordinates exp
Local coordinates for L and M are denoted by x = (x 1 , . . . , x l ) and y = (y 1 , . . . , y m ) respectively. The local coordinate representation
of φ will be denoted by the same letter, i.e.
In these local coordinates we obtain
We want to apply Proposition 3. To do so we have to make sure that
really satisfies the assumptions made there. To see this we denote by
the Hessian of the map φ, which coincides with the second fundamental form of the embedding. Now the necessary input from differential geometry can be summarized in the following proposition. 
Proof: In those local coordinates defined above, we have using the Taylor expansion of φ around x = 0:
Denote the metric on L by g L and the metric on M by g M . The fact that φ is an isometric embedding is equivalent to the local equation (see [5] 
Since the metric tensor at the origin of a normal coordinate system is the flat one, we obtain using (26)
Partial differentiation of (26) yields
But at the origin of a normal coordinate system the partial derivative of the metric tensor coincides with its covariant derivative and therefore vanishes. This implies
That means
If we now differentiate (26) twice we obtain at the origin
Using this and relating the partial derivatives of the metric tensor to curvature by using the fact (see Lemma 7) that in normal coordinates the Taylor expansion of g is given by
where R denotes the curvature tensor, we obtain 1 3
due to the symmetries of the curvature tensor (see [5] , (3.3.7), p. 129). On the other hand, the first term is indeed the Hessian at the origin of a local normal coordinate system (see [5] , (3.3.47), p. 138) and since x = (exp L q ) −1 (p) and therefore x/|x| =γ L pq (0) we finally obtain our statement.
We now obtain the following result
Proposition 6 With the notations of Theorem 3 we have
Proof: Since with the help of (7) and Proposition 5
since by (7) we have
but since the other two factor only contain monomials of even degree, all contributions containing ∂f /∂x s are annihilated by Q. Thus
The second term remains to be computed. By
we obtain 6 Limit Densities under the Pinning Construction for some other families
Introduction
Again let L be a closed smooth submanifold of a Riemannian manifold M . In the sequel we want to apply the following basic principle: Consider a smooth integral kernel q t (x, y) ∈ C ∞ (L × L), t > 0. We assume that the corresponding (normalized) probability kernel defines a proper family
We are mainly interested in the non-normalized family
For this we also introduce
where we assume D ∈ C(L). The first basic observation is that U (1) and U (2) are Chernoff equivalent provided
uniformly in x ∈ L. This follows by an immediate extension of the proof of Corollary 5, the condition (36) replacing Lemma 8. Thus, applying the pinning construction with either U (1) or U (2) yields (assuming an appropriate choice of the interpolation family Q) weak convergence to the same limiting measure ρ 
where we use the symbol of the family as an additional index. If we choose the same interpolation family for both U (2) and V this implies
In the exponent, we have Riemann sums which converge uniformly on compact subsets of C M [0, 1] to the corresponding integrals. According to Theorem 2 for |P k | → 0 the sequence (P x P k ,U (2) ) is uniformly tight. Therefore the measures P x P k ,V converge weakly over the space
As a first application we get for M = L a result which for geodesic interpolation on L was essentially contained with a completely different proof first in [1] .
Corollary 9 Let in the construction above q be the pseudo-Gaussian kernel on
a. Let Q be an arbitrary interpolating family such that the sequence P Scal(ω(s))ds .
We can state two more density results in the spirit of Corollary 9. Namely, if we use the following pseudo-Gaussian density
but integrate with respect to the volume form on L we obtain the following result from Theorem 3 in the same way as in the preceding proof. 
we get from Corollary 8: 
The Pinning Construction as Conditional Probability
We want to apply now our convergence results to the comparison of the Wiener measures on the manifolds L and M respectively. To do so, we compare the pinning construction applied to the family V with another one obtained by normalizing at all partition times simultaneously. To be precise we construct from P x L,P,V the probability measure P x,Σ L,P (dy 1 , ..., dy r ) := C P (x)P x L,P,V (dy 1 , ..., dy r ), where the constant is chosen so that this becomes a probability distribution. In the special case where, as in Corollary 11, the kernel is given by the restriction of the heat kernel (p t ) on M , the resulting probability measure P .
Thus we can consider P x,Σ P as a kind of surface measure induced by the rdimensional heat kernel on L P . Hence the upper index 'Σ'. To point out the difference to the pinning distribution marginal we write the latter as .
Reviewing the construction of the surface measure above yields the statement mentioned in the introduction.
Corollary 12 Let x ∈ L and L(ε) := {x ∈ M : d M (x, L) < ε} the tubular ε-neighborhood of L. Then
with the same µ x L as above.
