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GENERALIZED INTERPOLATION IN THE UNIT BALL
Nicolas Marco
Abstract
We study a generalized interpolation problem for the spa-
ce H∞(B2) of bounded homomorphic functions in the ball B2.
A sequence Z = {zn} of B2 is an interpolating sequence of or-
der 1 if for all sequence of values wn satisfying conditions of or-
der 1 (that is discrete derivatives in the pseudohyperbolic met-
ric are bounded) there exists a function f ∈ H∞(B2) such that
f(zn) = wn. These sequences are characterized as unions of 3
free interpolating sequences for H∞(B2) such that all triplets of
Z made of 3 nearby points have to define an angle uniformly
bounded below (in an appropriate sense). Also, we give a multi-
ple interpolation result (interpolation of values and derivatives).
1. Introduction
Let B = Bn be the unit ball of Cn, Z = (zk)k∈N a sequence of B,
and H∞(B) = O(B) ∩ L∞(B) := {f ∈ O(B) s.t. ||f || := supz∈B |f(z)| <
∞} the space of all bounded holomorphic functions in B. We shall say
that Z is a free interpolating sequence for H∞(B) if for all sequence of
values (wk)k∈N ∈ ∞ there exists f ∈ H∞(B) such that f(zk) = wk for
all k ∈ N (we write Z ∈ Int0(H∞(B))).
When n = 1, let D = B1 be the unit disk of C. Free interpolating
sequences for H∞(D) were characterized by L. Carleson [Car58] in terms
of Blaschke products. Also, this characterization can be extended to
interpolating sequences for the Hardy spaces Hp(D) of the disk (see
H. S. Shapiro, A. L. Shields [SS61]).
In [Vas79], [Nik78a], [Nik78b], [BNØ96], [Har99], [Mar98], sev-
eral authors have studied a new kind of interpolation where one takes
into account dependency between the values to be interpolated at neigh-
bouring points. We call this type of interpolation generalized interpo-
lation. More precisely in [BNØ96] and [Mar98] the authors obtained
a characterization of generalized interpolation in term of union of free
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interpolating sequences. The goal of this paper is to give such results for
several variables.
Notations. Let φa be the unique involutive automorphism of B ex-
changing the point a and 0, and denote ρ(z, ξ) := |φz(ξ)| the pseudohy-
perbolic distance between z and ξ. Also we will use the notation K(z, r)
for the pseudohyperbolic ball of center z and radius r. (This ball is sim-
ilar to an ellipsoid of center z and radius r(1− |z|2) in the direction of z
and radius r(1− |z|2)1/2 in the “tangential” directions orthogonal to z.)
We say that a sequence Z of B is separated ifm := infk =j ρ(zk, zj) > 0.
We then call m the separation constant.
For z, ξ ∈ Cn, 〈z, ξ〉 = ∑ni=1 ziξi denotes the usual scalar product of
C
n, and A(z, ξ) will denote the value of the angle between z et ξ, defined
by
A(z, ξ) = arccos |〈z, ξ〉||z||ξ| .
Also, for a, b ∈ B, we will use the Kronecker symbol δba :=
{
1 if a = b
0 otherwise
.
When n > 1 we don’t know any characterization for free interpolating
sequences, but some necessary and sufficiency conditions are available.
N. Th. Varopoulos [Var72] obtained a necessary condition for H∞ free
interpolation:
Theorem (N. Th. Varopoulos [Var72]). Let Z be a free interpolating
sequence in Bn for H∞(Bn) then Z is a separated sequence, and
supk∈N
∑∞
j=0(1− ρ2(zj , zk))n <∞.
This necessary condition is far from sufficient and P. J. Thomas
[Tho97] gave other necessary conditions implying Varopoulos’s condi-
tion. Also, we have a sufficient condition:
Theorem (B. Berndtsson [Ber85]). Let Z be a separated sequence of
B
n such that supk∈N
∑∞
j=0(1 − ρ2(zj , zk)) < ∞, then Z is a free inter-
polating sequence for H∞(Bn).
To define generalized interpolation, let us specify a new space of val-
ues:
V1(Z) =
{
w = (wk)k∈N such that
||w||V1(Z) := max
(
sup
k =j
|wk − wj |
ρ(zk, zj)
, sup
k∈N
|wk|
)
<∞
}
.
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Definition 1. The sequence Z is called an interpolating sequence of
order 1 for H∞(B) if for all w ∈ V1(Z) there exists f ∈ H∞(B) such
that f|Z = w. We write Z ∈ Int1(H∞(B)).
The notion of interpolating sequence can be expressed in terms of a
restriction operator. Let
RZ : H∞(B) −→ CN
f −→ (f(zk))k∈N,
then Z is an interpolating sequence of order 1 iff RZ is onto V1(Z).
Note that if that is the case, an argument based on the open mapping
theorem shows that interpolation can be performed with control of the
norm of the interpolating function. There exists a constant M such that
for all W ∈ V1(Z), there exists f ∈ H∞(B) such that RZ(f) = W and
||f || ≤ M ||W ||. The smallest constant M satisfying this is called the
interpolating constant of order 1 of Z, we will denote it by M1(Z).
The interpolating sequences of order 1 have been characterized for
the case of the disk in [Mar98] as sequences which are the union of
2 free interpolating sequences for H∞. More generally, we can, in one
variable, extend the result by defining a space of values Vk which control
discrete derivatives (pseudohyperbolic divided differences) up to order k
(instead of order 1). We then obtain that Z is an interpolating sequence
of order k iff Z is the union of k+1 free interpolating sequences for H∞.
Also, these results have a meaning for p <∞ (see [BNØ96], [Mar98]).
In several variables, divided differences of order greater than 1 and
such tools as the Jensen formula or Blaschke products are not available.
For those reasons we restrict the study to H∞(B2) and order 1. We
obtain
Theorem 2. Z is an interpolating sequence of order 1 if and only if
(i) Z is the union of at most 3 free interpolating sequences A, B, C.
(ii) There exist γ > 0 and θ > 0 such that for all a ∈ A, b ∈ B, c ∈ C,
satisfying b, c ∈ K(a, γ), we have A(φa(b), φa(c)) ≥ θ.
Remark 3. It is surprising to obtain an “if and only if” result, particu-
larly so as no description of free interpolating sequences is available.
This theorem may remain true for dimensions n > 2 but at the price
of much technical complication. We would obtain a condition such as:
Z is a union of n + 1 separated sequences, and any n + 1-tuple made
up of n + 1 nearby points has, after application of an automorphism
and normalisation, a system of n vectors with a determinant uniformly
bounded below.
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For higher order the problem is harder since we don’t have finite
differences of higher order to define Vk(Z) for k ≥ 2 and it is a good
question to find how it is possible to formulate this problem.
We will also obtain a multiple interpolation result: let Li(C2) be the
space of all symmetric multilinear maps from (C2)i to C, and
Mi(Z) =

(l(j)k )k∈N, j = 0, . . . , i, l(j)k ∈ Lj(C2), supk∈N
j=0,... ,i
|||l(j)k ||| <∞

 ,
where |||.||| designs the usual norm of a multilinear map.
Definition 4. The sequence Z is a multiple interpolating sequence of
order i if for all (l(j)k )k∈N ∈ Mi(Z), there exists f ∈ H∞(B) such that
Dj(f ◦ φzk)(0) = l(j)k for all k ∈ N, j = 0, . . . , i.
Clearly, any multiple interpolating sequence of order i is interpolating
of order 0 (that is free interpolating). The converse actually holds.
Theorem 5. The sequence Z is a free interpolating sequence if and only
if Z is a multiple interpolating sequence of arbitrary order.
The present work is part of the author’s Ph. D. dissertation, and he
thanks his advisor Pascal Thomas for his help during its completion.
2. Preliminaries
It is clear from the definition that a subsequence of a free interpolat-
ing sequence is still a free interpolating sequence. For interpolation of
order 1, it remains true, although not so obvious. It follows from
Proposition 6. Let Z = (zq)q∈I a sequence of B and Z ′ = (zq)q∈I′ a
subsequence of Z. For all w = (wq)q∈I′ ∈ V1(Z ′) there exists (w˜q)q∈I ∈
V1(Z) an extension of w satisfying
||w˜||V1(Z) ≤
√
2||w||V1(Z′).
We conclude immediately that if Z ∈ Int1(H∞(B)) then
Z ′ ∈ Int1(H∞(B)). Indeed, let w ∈ V1(Z ′) then choose w˜ extending w
as in Proposition 6. Since Z ∈ Int1(H∞(B)), there exists f ∈ H∞(B)
such that f|Z = w˜ and so f|Z′ = w.
Generalized Interpolation in the Unit Ball 239
Proof: Remark that we can see a sequence w ∈ V1(Z) as a sequence
of ∞(C) satisfying Lipschitz conditions in the pseudohyperbolic metric.
So, from this point of view, Proposition 6 is an extension problem for
Lipschitz functions. We can find theorems about this type of problems
in [Hir80] and [McS34]. More precisely, assume that w is a real se-
quence of values over Z ′ satisfying Lipschitz conditions. Then, the proof
of Theorem 1 of [Hir80] shows that
w˜j = inf
q∈I′
{
wq +Mρ(zq, zj)
}
,
where M = ||w||V1(Z), is a Lipschitz extension of w and ||w˜||V1(Z) ≤
||w||V1(Z′).
When wq ∈ C set wq = uq+iu′q where uq and u′q are respectively the
real part and imaginary part of wq. Notice that (uq)q∈I′ and (u′q)q∈I′
are in V1(Z ′) with norm less than ||w||V1(Z′). Let u˜ and u˜′ the extensions
of u and u′ and define w˜ = u˜+ iu˜′. Clearly w˜ extends w and ||w˜||V1(Z) ≤√
2||w||V1(Z′).
We will repeatedly use the following lemma where ∂n and ∂t denote
partial derivatives in the normal and tangential direction.
Lemma 7. Let f ∈ H∞(B) and A < 1/√2 then for all multi-index α =
(α1, α2) and using the notation ξα = ξα11 ξ
α2
2 for ξ ∈ B, we have
(i) For all a, b ∈ B such that ρ(a, b) < A we have
1
α!
|∂α1n ∂α2t f(a)(b− a)α| ≤ ||f ||
(
ρ(a, b)
A
)|α|
.
(ii) Let q ∈ N, a, b ∈ B such that ρ(a, b) ≤ A2 and Sqf(a)(b− a) be the
remainder of order q of the Taylor series of f :
Sqf(a)(b− a) =
∑
|α|≥q
∂α1n ∂
α2
t f(a)
α!
(b− a)α.
Then there exists C = C(q,A), such that
|Sqf(a)(b− a)| ≤ C||f ||ρq(a, b).
Proof: (i) Let ∆H(a,A) the pseudohyperbolic polydisk defined by
∆H(a,A) =
{
z = λna + βta s.t. |λ− |a||
≤ A(1− |a|2) and |β| ≤ A(1− |a|2)1/2},
where na and ta respectively stand for the normalized vectors in the
complex normal and tangential directions of a. The fact that A
√
2 < 1
implies that ∆H(a,A) ⊂ B, and ρ(a, b) < A implies b ∈ ∆H(a,A).
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Applying the Cauchy formula on this polydisk we obtain using the no-
tation α+ 1 = (α1 + 1, α2 + 1):
∣∣∣∣∂α1n ∂α2t f(a)α! (b−a)α
∣∣∣∣ =
∣∣∣∣∣ 1(2π)2
∫
∂0∆H(a,A)
f(ξ)
(ξ − a)α+1 dξ
∣∣∣∣∣ |(b− a)α|,
≤ ||f || 1
A|α|(1− |a|2)α1+α22 ρ
|α|(a, b)(1−|a|2)α1+α22 ,
≤ ||f ||
(
ρ(a, b)
A
)|α|
,
where ∂0∆H(a,A) is the distinguished border of ∆H(a,A).
(ii) Applying (i) we have
|Sqf(a)(b− a)| ≤ ||f ||
∑
|α|≥q
(
ρ(a, b)
A
)|α|
≤ ||f ||
(
ρ(a, b)
A
)q ∑
|α|≥q
(
ρ(a, b)
A
)|α|−q
,
≤ ||f ||
(
ρ(a, b)
A
)q
(q + 1)
( ∞∑
k=0
(
ρ(a, b)
A
)k)2
≤ 4(q + 1)||f ||
Aq
ρq(a, b).
For the next to last inequality we use the fact that for u < 1 and S =∑∞
k=0 u
k, we have
∑
|α|≥q
u|α|−q =
q−1∑
α1=0
∞∑
α2=q−α1
uα1−quα2 +
∞∑
α1=q
∞∑
α2=0
uα1+α2−q
=
q−1∑
α1=0
uα1−q
(
uq−α1
1− u
)
+ S2 = qS + S2 ≤ (q + 1)S2.
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3. Necessary condition in Theorem 2
The key argument in this part is that if f ∈ H∞(B) and f vanishes
at 3 points which define a coordinate system then the gradient of f will
be small on a ball containing these 3 points. Using this property for an
interpolating function for a particular sequence of values we carry out a
proof by contradiction.
Remark 8. We often use the following fact: Let a ∈ D and f : D → D
be an analytic function satisfying f(0) = f(a) = 0 then we have the
estimate |f ′(0)| ≤ |a|. Indeed, we have
f(z) = z · z − a
1− zag(z),
where g is holomorphic in D and |g| ≤ 1 by the maximum principle. We
have then |f ′(0)| = |a.g(0)| ≤ |a|.
Notation. For f analytic in B we define ∇f :=
( ∂f
∂z1
∂f
∂z2
)
the gradient
of f .
Lemma 9. There exists C > 0 such that for all h < 1/2, a, b ∈ B(0, h),
and f ∈ H∞(B) satisfying f(0) = f(a) = f(b) = 0 we have for A(a, b) =
0,
||∇f(z)|| ≤ C||f ||h
sinA(a, b) uniformly for z ∈ B(0, h).
Proof: First we prove this estimate for z = 0. We can assume (with
a rotation) that b = (b1, 0). Set θ = A(a, b), (so cos θ = |a1|/|a| and
| sin θ| = |a2|/|a|). By Remark 8∣∣∣∣ ∂f∂z1 (0)
∣∣∣∣ ≤ ||f ||.|b| ≤ ||f ||h.
Let g(t) = f(t a|a| ), g ∈ H∞(B), ||g|| ≤ ||f || and g(|a|) = g(0) = 0, so we
have again by Remark 8 |g′(0)| ≤ ||f |||a| and
g′(0) =
〈
∇f(0), a¯|a|
〉
=
∂f
∂z1
(0)
a1
|a| +
∂f
∂z2
(0)
a2
|a| ,
so ∣∣∣∣ ∂f∂z2 (0)
∣∣∣∣ |a2||a| ≤ ||f ||h+
∣∣∣∣ ∂f∂z1 (0)
∣∣∣∣ |a1||a| ≤ 2||f ||h,
which implies | ∂f∂z2 (0)| ≤
2||f ||h
sin θ .
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To extend this estimate to z ∈ B(0, h) recall the invariant Schwarz
lemma (see [Rud80, p. 161]): For f ∈ H∞(B(0, r)), we have for a, b ∈
B(0, r)
|f(a)− f(b)| ≤ 2||f ||ρ
(
a
r
,
b
r
)
.
Applying this to the function g(z) = ∂f∂z2 (z) (for all r < 1 we have
g ∈ H∞(B(0, r)) and ||g||H∞(B(0,r)) ≤ ||f ||1−r2 ) we get
|g(0)− g(z)| ≤ 2||f ||
r(1− r2) |z|, z ∈ B(0, h),
and so for z ∈ B(0, h) we have∣∣∣∣ ∂f∂z2 (z)
∣∣∣∣ ≤ C||f ||hsin θ ,
the same method works to estimate | ∂f∂z1 (z)|, hence we get the result.
Lemma 10. Let Z ∈ Int1(H∞) such that Z = {a(1)k } ∪ {a(2)k } ∪ {a(3)k }
where (a(i)k )k≥0 are sequences of points in B satisfying a
(2)
k , a
(3)
k ∈
K(a(1)k , γk) with γk → 0. There exist θ > 0, N > 0 such that for any
k ≥ N there is a permutation σ ∈ S3 such that A(φ(aσ(2)k ), φ(aσ(3)k )) ≥ θ
where φ = φ
a
σ(1)
k
is the automorphism exchanging 0 and aσ(1)k .
Proof: If it were not the case, we could find a subsequence Z such that
for all σ ∈ S3 we would have
A(φ(aσ(2)k ), φ(aσ(3)k )) ≤ θk with θk → 0,
and
ρ(a(i)k , a
(j)
m ) ≥ 2 sup
q≥0
θq for any k = m.
Reordering a(2)k , a
(3)
k if needed, we may assume ρ(a
(3)
k , a
(2)
k )≤ρ(a(1)k , a(3)k ).
Define a sequence of values w(m) := (δa
(3)
m
zk )k≥0. An easy calculation
shows that
||w(m)||V1(Z)  1
ρ(a(2)m , a
(3)
m )
,
so using the fact that Z is an interpolating sequence of order 1 (Propo-
sition 6), we can find fm ∈ H∞(B) such that RZ(fm) = w(m) and
||fm|| ≤M ||w(m)||  1
ρ(a(2)m , a
(3)
m )
.
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Let φm be the automorphism of B such that φm(a
(1)
m ) = 0, φm(a
(2)
m ) ∈
C× {0} and define gm = fm ◦ φm and b(i)m = φm(a(i)m ), i = 1, 2, 3. Let bi
and g to denote respectively b(i)m and gm. The function g satisfies{
||g||  1
ρ(b(3),b(2))
, since ρ is invariant under automorphisms,
g(0) = 0, g(b(2)) = 0, g(b(3)) = 1.
Then by Remark 8 we have∣∣∣∣ ∂g∂z1 (b(2))
∣∣∣∣ ≤ ||g||γm  γmρ(b(3), b(2)) .
The Taylor expansion of g in b(2) gives
g(b(3)) = g(b(2)) + 〈∇g(b(2)), b(3) − b(2)〉+ S2g(b(2))(b(3) − b(2)),(1)
so
(2) 1 =
∂g
∂z1
(b(2)).(b(3)1 − b(2)1 )
+
∂g
∂z2
(b(2)).(b(3)2 − b(2)2 ) + S2g(b(2))(b(3) − b(2)),
(where subscripts now denote coordinates in C2), and
|b(3)2 − b(2)2 | ≤ sin θm|b(3) − b(2)|,
|b(3)1 − b(2)1 | ≤ |b(3) − b(2)|  ρ(b(3), b(2)),
|S2g(b(2))(b(3) − b(2))|  ρ(b(2), b(3)) by Lemma 7,∣∣∣∣ ∂g∂z2 (b(2))
∣∣∣∣ ≤ ||g||1− γm  1ρ(b(2), b(3)) .
Carrying these estimates into (2), we have for all m
1  γm + sin θm + ρ(b(2)m , b(3)m ).
Letting m tend to infinity, we get a contradiction, which proves the
lemma.
Lemma 11. If Z is an interpolating sequence of order 1, Z is a union
of at most 3 separated sequences.
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Proof: By contradiction, passing if needed to a subsequence of Z (see
Section 2, Proposition 6), we may assume that Z = ∪4i=1{a(i)k }, a(2)k , a(3)k ,
a
(4)
k ∈ K(a(1)k , γk) with γk → 0 and ρ(a(1)k , a(1)q ) ≥ 12 for k = q. By
Lemma 10 and Proposition 6 we can assume furthermore, denoting φ =
φ
a
(1)
k
that A(φ(a(2)k ), φ(a(3)k )) ≥ θ > 0. Let us define
w(m) = (w(m)k )k∈N = (δ
a(4)m
zk )k∈N,
and a(5)m be a first neighbour of a
(4)
m :
ρ(a(4)m , a
(5)
m ) = inf
{
ρ(a(4)m , zq), zq ∈ Z \ {a(4)m }
}
.
We have ||w(m)||  1
ρ(a
(4)
m ,a
(5)
m )
. By the interpolation property of Z,
there exists fm such that RZ(fm) = w(m) and ||fm||  1
ρ(a
(4)
m ,a
(5)
m )
. Let
g := gm = fm ◦ φa(1)m and b
(i) := b(i)m = φa(1)m (a
(i)
m ), i = 1, . . . , 5. The
function g satisfies
||g||  1
ρ(b(4), b(5))
, g(0) = g(b(2)) = g(b(3)) = 0,
so by Lemma 9
||∇g||  γm
ρ(b(4), b(5))
on B(0, γm).(3)
But g(b(4)) = 1 and g(b(5)) = 0 so by the Taylor expansion of g (as in
(1)) we have
|∇(b(4)−b(5))g(b(4))| ≥
C
ρ(b(4), b(5))
,
where ∇b(4)−b(5)g denotes the derivatives of g is the direction b(4) − b(5).
Hence we have a contradiction with (3).
Turn to the proof of the necessary condition in Theorem 2: Let Z ∈
Int1(H∞), Lemma 11 implies that Z is a union of at most 3 separated
sequences, and by Proposition 6 we deduce that Z is a union of 3 free
interpolating sequences since separated sequences of order 1 are free
interpolating sequences. Moreover Lemma 10 allows us to conclude the
proof of the necessary condition of Theorem 2.
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4. Sufficient condition
We will show the sufficient condition by successive approximation.
First we show that a separated union of interpolating sequences of or-
der 1 remains an interpolating sequence of order 1. Besides, if Z is a
sequence satisfying the sufficient condition of Theorem 2 we will sep-
arate it into 3 subsequences B1, B2, B3 with ρ(Bi, Bj) ≥ c > 0 for
which it is easy to show that each one is an interpolating sequence of
order 1. More precisely, each Bi will be made up of packets of at most 3
points and packets are separated. So, on each Bi, we will interpolate the
correct value at one point in each packet and the best possible gradient
in the direction of other points of the packet. The error will be small,
and applying again recursively this approximate interpolation scheme
to interpolate this error we get the correct interpolating function as a
series.
4.1. Decomposition of a union of 3 free interpolating sequences.
Proposition 12. Let Z be a disjoint union of 3 free interpolating se-
quences: Z = A1∪A2∪A3; set η the smallest separation constant of A1,
A2, A3 and δ < η. There exist 3 disjoint subsequences of Z, B1, B2, B3
such that
(i) Z = B1 ∪B2 ∪B3.
(ii) For i = j, ρ(Bi, Bj) ≥ δ/8.
(iii) There exists a family of packets of points of Z, (Gik)k∈N, 1≤i≤3 such
that #Gik ≤ i, and ∀ i, j, m = k ρ(Gik, Gjm) ≥ δ/8, Bi = ∪kGik and
the pseudohyperbolic diameter of (Gik) is less than δ/4.
(iv) A3 ⊂ B3, A3 ∪A2 ⊂ B3 ∪B2.
The sequence B3 is made up of A3 and the points of A1 and A2 which
are nearby. The sequence B2 is define as the remainder of A2 and the
remaining points of A1 which are near A2. Then B1 is what remains of
A1.
Definition 13. We will call the above decomposition the decomposition
in packets of Z.
Remark 14. We deduce from the necessary condition of Theorem 2 that
all interpolating sequences of order 1 admit a decomposition in packets.
Proof of Proposition 12: For a(3)k ∈ A3, let Ek = K(a(3)k , δ/8) ∩ Z and
set G3k = Z ∩ ∪a∈EkK(a, δ/8), that is G3k consists of all the points z ∈
Z such that either ρ(z, a(3)k ) < δ/8, or there exists w ∈ Z such that
ρ(a(3)k , w) < δ/8 and ρ(z, w) ≤ δ/8. Set B3 = ∪k∈NG3k. Remark that
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G3k ⊂ K(a(3)k , δ/4) so as A3 is separated we have, for m = k, ρ(G3k, G3m) ≥
δ/2. We can also deduce that #G3k ≤ 3 because the 3 sequences making
Z are δ-separated and diam(G3k) ≤ δ/4, so G3k contains at most one
point from each Ai, i = 1, 2, 3.
We have ρ(B3, Z \ B3) ≥ δ/8, indeed let v ∈ Z \ B3 so v ∈ A1 ∪ A2,
suppose v ∈ A2 (the proof is similar for v ∈ A1) so v = a(2)k for some k.
We have
— ρ(A3, a(2)k ) ≥ δ/8 else a(2)k ∈ B3 by construction of B3.
— ρ(A2 \ {a(2)k }, {a(2)k }) ≥ δ because A2 is δ-separated.
— ρ(a(2)k , A
1 ∩ B3) ≥ δ/8 otherwise there exists a(1)p ∈ B3 with
ρ(a(1)p , a
(2)
k ) < δ/8, as a
(1)
p ∈ B3 there are 2 possible cases reaching
a contradiction:
1) There exists a(3)q ∈ A3 such that ρ(a(3)q , a(1)p ) < δ/8 and so by
construction of B3, a(2)k ∈ B3 which is a contradiction.
2) There exists a(3)q ∈ A3, and a(2)j ∈ A2 ∩ B3 such that
ρ(a(3)q , a
(2)
j ) < δ/8 and ρ(a
(1)
p , a
(2)
j ) < δ/8 so ρ(a
(2)
k , a
(2)
j ) < δ/4
and since A2 is δ-separated and a(2)k /∈ B3, it is a contradiction.
For the construction of B1 and B2, we apply the same process to the
sequence Z \B3. We set for a(2)k ∈ A2 \B3, Fk = K(a(2)k , δ/8)∩ (Z \B3)
and we define G2k = Fk, B
2 = ∪k∈NG2k and B1 = Z \ (B3 ∪ B2). Since
ρ(B3, Z \ B3) ≥ δ/8 we have ρ(B3, Bj) ≥ δ/8 for j = 1, 2. By the
same method as above we show that B2 and B3 satisfy the desired
properties.
4.2. Separated union of separated sequence.
Drury in [Dru72], has shown (cf. also N. T. Varopoulos [Var71])
that a separate union of 2 free interpolating sequences is again a free
interpolating sequence. Modifying the proof of [Var71] we will show
that this is also true for interpolating sequences of order 1.
Proposition 15. Let Z and Z ′ be interpolating sequences of order 1 for
H∞(B) such that ρ(Z,Z ′) > γ > 0. Then Z∪Z ′ remains an interpolating
sequence of order 1.
We will use the discrete Fourier transform. Let (fj)j∈{0,... ,N} ∈ CN+1,
and λ = e2iπ/(N+1) be a (N + 1)th root of unity, we define
F : CN+1 −→ CN+1
(fj) −→ (fˆk) with fˆk =
1
N + 1
N∑
j=0
fjλ
−jk.
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Then we have the Fourier inversion and Parseval formulas:
For all p ∈ {0, . . . , N} fp =
N∑
j=0
fˆjλ
jp,
N∑
k=0
|fˆk|2 = 1
N + 1
N∑
j=0
|fj |2.
The proof of Proposition 15 is based on the following lemma:
Lemma 16. Let Z be an interpolating sequence of order 1 for H∞.
Assume that Z admits a decomposition in packets (cf. Definition 13)
with µ the minimal distance between 2 packets.
Let E be a sequence of B satisfying ρ(E,Z) ≥ γ > 0 where γ is some
constant and assume that there exists L > 0 such that for any packet G
of Z, there exists fG ∈ H∞(B) with ||fG|| ≤ L, fG ≡ 1 on G, and fG ≡ 0
on E. Then there exists F ∈ H∞(B) such F ≡ 1 on Z and F ≡ 0 on E.
Moreover ||F || 
(
M1(Z)
µ
)2
L.
Notice that we can deduce ρ(E,Z) ≥ γ from the existence of the
constant L and from the family of functions fG. Indeed the invariant
Schwarz Lemma shows
ρ
(
fG(g)
||f || ,
fG(e)
||f ||
)
≤ ρ(g, e) for all g ∈ G and e ∈ E,
and this equation is true for all packets G so we deduce ρ(E,Z) ≥ 1/L.
Proof: Set G0, . . . , GN the first N + 1 packets in the decomposition of
Z. As Z is an interpolating sequence of order 1 there exist βj ∈ H∞(B)
for j = 0, . . . , N such that{
βj|Gk = λ
jk for all k ∈ {0, . . . , N},
||βj ||  M1(Z)µ ,
where the second inequality is obtained using the fact that ||λjk||V1(Z) ≤
2
µ  1/µ (we interpolate constant values of modulus less than 1 on each
packet and the distance between 2 packets is more than µ).
For z ∈ B, (βj(z))j=0,... ,N is a sequence of N + 1 complex numbers.
We extend it over Z by periodicity: for all p ∈ {0, . . . , N} and k ∈ Z,
βp+k(N+1)(z) := βp(z).
Let
δj(z) =
1
N + 1
N∑
k=0
βj−k(z)βk(z),
and define
FN (z) =
N∑
j=0
fˆGj (z)δj(z).
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FN satisfies
(i) FN |Gj ≡ 1 for all j = 0, . . . , N,
(ii) FN |E ≡ 0,
(iii) FN ∈ H∞(B) and ||FN ||  L
(
M1(Z)
µ
)2
.
Indeed, for (i) Let z ∈ Gq then
δj(z) =
1
N + 1
N∑
k=0
βj−k(z)βk(z)
=
1
N + 1
N∑
k=0
λ(j−k)qλkq
=
1
N + 1
N∑
k=0
λjq = λjq,
so FN (z) =
∑N
j=0 fˆGj (z)λ
jq = fGq (z) = 1.
(ii) FN is a linear combination of fˆGj (z) and each one is itself a linear
combination of fGk(z) and for z ∈ E, fGk(z) = 0.
(iii) Note that a Fourier transform of a convolution f ;g is the product
of the Fourier transform of f and g so
|δˆk(z)| = |βˆk(z)|2.
We deduce that
|FN (z)| =
∣∣∣∣∣∣
N∑
j=0
fˆGj (z)
N∑
k=0
δˆk(z)λkj
∣∣∣∣∣∣ =
∣∣∣∣∣
N∑
k=0
fGk(z)δˆk(z)
∣∣∣∣∣ ,
≤ L
N∑
k=0
|βˆk(z)|2 = L
N + 1
N∑
k=0
|βk(z)|2  L
(
M1(Z)
µ
)2
.
We then conclude the proof of the lemma by a normal family argu-
ment.
Proof of Proposition 15: First we show that there exists F ∈ H∞(B),
F ≡ 1 on Z and F ≡ 0 on Z ′.
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Z and Z ′ are interpolating sequences of order 1 so by Theorem 2, Z
and Z ′ are union of 3 free interpolating sequences for H∞. So these
sequences admit a decomposition in packets (see Remark 14): Z = A1 ∪
A2∪A3, Z ′ = B1∪B2∪B3. Let (Gi)i∈I be the packets of Z and (G′i)i∈I′
the packets of Z ′, set
µ = min( inf
i =j∈I
ρ(Gi, Gj), inf
i =j∈I′
ρ(G′i, G′j)).
For z′ ∈ Z ′ and G a packet of Z, there exists fG ∈ H∞(B) such that
fG|G ≡ 1, fG(z′) = 0 and ||fG|| ≤ 1 + 1/γ3. Indeed, ρ(G, z′) ≥ γ so, for
all a ∈ G, there exists fa ∈ H∞(B) such that ||fa|| ≤ 1/γ, fa(a) = 0,
fa(z′) = 1 (take fa =
〈φa,φa(z′)〉
||φa(z′)|| ). We then define fG = 1−
∏
a∈G fa and
as #G ≤ 3 we have ||fG|| ≤ 1 + 1/γ3.
Applying Lemma 16 with E = {z′}, we can construct for all z′ in
Z ′, Fz′ ∈ H∞(B) such that Fz′ ≡ 1 on Z, Fz′(z′) = 0, and ||Fz′ || (
M1(Z)
µ
)2
(1 + 1/γ3).
For any packet G of Z ′, we set hG = 1 −
∏
b∈G Fb. Then hG|G ≡ 1,
hG|Z ≡ 0, and
||hG||  1 + (1 + 1/γ3)3
(
M1(Z)
µ
)6
.(4)
Applying again Lemma 16 with E = Z, there exists F ∈ H∞(B) such
that F|Z′ ≡ 1, F|Z ≡ 0, and
||F || 
(
M1(Z ′)
µ
)2 (
1 + (1 + 1/γ3)3
(
M1(Z)
µ
)6)2
,

(
M1(Z ′)
)2 (M1(Z))12
µ14γ18
.
In the same way, we can construct H ∈ H∞(B) such that H|Z′ ≡ 0,
H|Z ≡ 1, and
||H|| (M1(Z))2
(
M1(Z ′)
)12
µ14γ18
.(5)
Let us prove that Z ∪Z ′ is an interpolating sequence of order 1 for H∞.
Let W ∈ V1(Z ∪ Z ′), we can split W into 2 sequences WZ ∈ V1(Z)
and WZ′ ∈ V1(Z ′) in a natural way. The sequences Z and Z ′ being
interpolating sequences of order 1, there exist gZ and gZ′ interpolating
respectively WZ on Z and WZ′ on Z ′. Set ψ = HgZ + FgZ′ . The
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function ψ clearly interpolates W on Z ∪ Z ′ and moreover
||ψ|| 
(
M1(Z ′)M1(Z)
)3
µ14γ18
(
M121 (Z
′) +M121 (Z)
)||W ||V1(Z∪Z′),(6)
so
M1(Z ∪ Z ′) 
(
M1(Z ′)M1(Z)
)3
µ14γ18
(
M121 (Z
′) +M121 (Z)
)
.(7)
4.3. Multiple interpolation.
In this section, we prove Theorem 5. I would to thank E. Amar for
helpful suggestions to simplify the proof of this theorem. Assume that
Z is a free interpolating sequence and recall the following result (see also
[Gar81, p. 294]):
Theorem (A. Bernard [Ber71]). Let Z be a free interpolating sequence
and M the constant of interpolation of Z. There exists a family of func-
tions βk ∈ H∞(B), k ∈ N such that
(i) βk(zj) = δ
j
k,(8)
(ii)
∑
|βk(z)|2 ≤M2 uniformly for z ∈ B.(9)
Let (l(j)k ) ∈ Mi(Z) and let prove that there exists F ∈ H∞(B) such
that Dj(F ◦ φk)(0) = l(j)k for all k ∈ N, j = 0, . . . , i. We will prove the
result by induction on i. For i = 0 the result is obvious. Assuming the
result for the step i− 1, we will prove it for the step i. By the inductive
hypothesis, there exists g ∈ H∞(B) such that Dj(g ◦ φk)(0) = l(j)k for
all k ∈ N and j ≤ i − 1. To solve the problem we just have to find
f ∈ H∞(B) such that{
Dj(f ◦ φzk)(0)=0 for all j ≤ i−1 and k∈N,
Di(f ◦ φzk)(0)= l(i)k −Di(g ◦ φk)(0) for all k ∈ N.
(10)
Indeed, if such an f exists then F = f + g is a solution of our problem.
Let uk := l
(i)
k − Di(g ◦ φk)(0), uk ∈ Li(C2) and set u˜k the unique
homogeneous polynomial of degree i such that Diu˜k(0) = uk. By the
Cauchy formula, it is easy to show that supk∈N |||Di(g ◦ φk)(0)||| < ∞
since all partial derivatives are bounded uniformly for k ∈ N. We deduce
that (uk)k∈N ∈Mi(Z). Let us define
f(z) =
∞∑
k=0
β1+ik (z)u˜k(φk(z)).(11)
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The function f is a solution of (10). Indeed, the above series converges
normally by (9). Since the power of βk in f is 1+i, each Dj(β1+ik ◦φq)(0)
contains a factor βk(φq(0)) = βk(zq) = 0 for all j ≤ i and q = k, so when
we compute Dj(f ◦ φq) using (11) we only retain the q-th term and so
Dj(f ◦ φq)(0) = Dj [(βi+1q ◦ φq).u˜q](0).
If j < i we have Dj(u˜q)(0) = 0 so finally f satisfies the first part of (10).
Turn to the second part: let α = (α1, α2) be a multi-index such that
|α| = i and let us compute the partial derivatives of f ◦ φq:
∂α(f ◦ φq)(0) := ∂
α1∂α2
∂zα11 ∂z
α2
2
(f ◦ φq)(0)
=
∑
γ≤α
(
α
γ
)
∂α−γ(βi+1q ◦ φq)(0)∂γ u˜q(0).
In the last sum, all terms are zero except when γ = α since ∂γ u˜q(0) = 0
for γ < α. We deduce
∂α(f ◦ φq)(0) = (βi+1q ◦ φq)(0)∂αu˜q(0) = ∂αu˜q(0),
which implies Di(f ◦φq)(0) = Di(u˜q)(0) = uq which completes the proof
of Theorem 5.
4.4. Another preliminary result.
Proposition 17. Let Z = {zk} be an interpolating sequence for H∞,
η the separation constant of Z, θ > 0. There exists δ0(θ, η) such that
for all δ ≤ δ0 and all sequences Z1 = {z(1)k } and Z2 = {z(2)k } satisfying
z
(i)
k ∈ K(zk, δ) \ {zk}, i = 1, 2 and A(φzk(z(1)k ), φzk(z(2)k )) ≥ θ, we can
solve the following problem:
For any sequences of values (vk), (u
(1)
k ), (u
(2)
k ) such that
M := sup
k∈N
i=1,2
|u(i)k |
ρ(z(i)k , zk)
+ sup
k∈N
|vk| <∞
there exists g ∈ H∞(B) such that

g(zk) = vk,
Dg(zk)(z
(1)
k − zk) = u(1)k ,
Dg(zk)(z
(2)
k − zk) = u(2)k ,
and
||g|| ≤ C(Z, θ)M,
where C(Z, θ) is a constant depending only on Z and θ.
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Proof: Assume that δ is small enough (we will say how small later). Let
t
(i)
k = Dφk(zk)(z
(i)
k − zk), for i = 1, 2. Note that by Lemma 7 we have
t
(i)
k = φk(z
(i)
k ) + =
(i)
k for i = 1, 2,(12)
with |=(i)k | ≤ Cρ2(zk, z(i)k ) where C is an absolute constant. Let e(i)k =
t
(i)
k
|t(i)
k
| . The vectors {e
(1)
k , e
(2)
k } form a basis of C2 and there exists θ′ > 0
such that A(e(1)k , e(2)k ) ≥ θ′. Indeed, using (12) we have
|t(i)k | ≥ |φk(z(i)k )| − |=(i)k | ≥ |φk(z(i)k )|(1− Cδ),
so
cosA(e(1)k , e(2)k )
=
〈t(1)k , t(2)k 〉
|t(1)k |.|t(1)k |
≤ 〈φk(z
(1)
k ), φk(z
(2)
k )〉+ 〈φk(z(1)k ), =(2)k 〉+ 〈=(1)k , φk(z(2)k )〉+ 〈=(1)k , =(2)k 〉
|φk(z(1)k )||φk(z(2)k )|(1− Cδ)2
≤ cos θ
(1− Cδ)2 +
3Cδ
(1− Cδ)2 < 1 for δ small enough.
Set lk a family of linear maps defined by
lk : C2 −→ C,
e
(i)
k −→ v(i)k :=
u
(i)
k
|t(i)
k
| .
Claim 18. The family {lk} is bounded (that is supk∈N |||lk||| <∞).
Indeed, first we have (v(i)k )k∈N ∈ ∞ for i = 1, 2:
|v(i)k | =
|u(i)k |
|t(i)k |
≤ 1
1− Cρ(zk, z(i)k )
sup
k∈N
(
|u(i)k |
ρ(zk, z
(i)
k )
)
<∞.
By Gram Schmidt applied to the basis {e(1)k , e(2)k }, we obtain an ortho-
normal basis {f (1)k , f (2)k } with{
f
(1)
k = e
(1)
k ,
f
(2)
k =
1
sin θ′ (e
(2)
k − 〈e(2)k , e(1)k 〉e(1)k ),
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therefore the matrix of lk in the basis {f (1)k , f (2)k } is
Mat(lk) =
(
v
(1)
k ,
1
sin θ′
(v(2)k − 〈e(2)k , e(1)k 〉v(1)k )
)
.
As it is an orthonormal basis, we deduce the claim since all coefficients
of the matrix are bounded. The proposition follows: by Theorem 5 there
exists g ∈ H∞(B) such that
D(g ◦ φk)(0) = lk,
so D(g ◦ φk)(0)t(i)k = u(i)k which implies the result by the fact that
D(g ◦φk)(0)t(i)k = Dg(zk)Dφk(0)Dφk(zk)(z(i)k − zk) = Dg(zk)(z(i)k − zk),
since Dφk(0) = [Dφk(zk)]−1.
4.5. Proof of the sufficient condition in Theorem 2.
Let Z = A1∪A2∪A3 be a sequence satisfying the sufficient condition in
Theorem 2 and set η the smallest constant of separation. Let δ < η/8 and
let B1 ∪B2 ∪B3 the decomposition in packets of Z such that A3 ⊂ B3,
A3 ∪ A2 ⊂ B2 and such that the distance between 2 packets is greater
than δ, and the diameter of packets is less than 2δ. By Lemma 15 it
suffices to show that B1, B2, B3 are interpolating sequences of order 1.
We will show it for B3. The proof for B2 and B3 is similar but simpler
since packets of B1, and B2 have cardinal less than 2.
Denote B := B3, Gk the packets of B. The sequence B have packets
with cardinal at most 3 and, if needed, we can add some points to the
sequences A1 and A2 and consider by Proposition 6 that the cardinal of
packets of B is 3. We write
Gk = {e1k, e2k, e3k},
such that e1k ∈ A3, and e2k, e3k ∈ A2 ∪ A1. Let w in V1(B), we have to
show:
There exists f ∈ H∞(B) such that for all bk ∈ B, f(bk) = wk.(13)
Set vik, i = 1, 2, 3 the values of w induced by the decomposition of B =
∪Gk: if Gk ∩B3 = {bp1 , bp2 , bp3} and bpi = eik, we then define vik = wpi .
Problem (13) can be rewritten as:
(14) Find f ∈ H∞(B) such that for all k ∈ N,
and i = 1, 2, 3, f(eik) = v
i
k.
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By Proposition 17, for δ < δ0(θ, η) there exists g0 ∈ H∞(B) such that


g0(e1k) = v
1
k,
Dg0(e1k)(e
2
k − e1k) = v2k − v1k,
Dg0(e1k)(e
3
k − e1k) = v3k − v1k,
and ||g0|| ≤ C(A3, θ)||w||V1(B). Let us evaluate the error w1 = w − g0|B
which has been induced by interpolating in this sense: the properties of
the decomposition of Z in packets allow us to write
||w1||V1(B) ≤ sup
ei
k
∈B
|vik − g0(eik)|︸ ︷︷ ︸
I
+ sup
eik,e
j
p∈B
ejp∈K(eik,δ)
∣∣∣∣∣v
i
k − g0(eik)− (vjp − g0(ejp))
ρ(eik, e
j
p)
∣∣∣∣∣
︸ ︷︷ ︸
II
+ sup
eik,e
j
p∈B
ρ(ejp,e
i
k)≥δ
∣∣∣∣∣v
i
k − g0(eik)− (vjp − g0(ejp))
ρ(eik, e
j
p)
∣∣∣∣∣ .
︸ ︷︷ ︸
III
Estimation of I: we have |g0(eik)− vik| = 0 for i = 1, and for i = 2, 3 we
have
|g0(eik)− vik| = |g0(e1k) +Dg0(e1k)(eik − e1k) + S2g0(e1k)(eik − e1k)− vik|,
= |S2g0(e1k)(eik − e1k)| ≤ Cρ2(eik, e1k)||g0||
≤ 4Cδ2C(A3, θ)||w||V1(B),
where C is an absolute constant given by Lemma 7.
For II, remark that the second supremum has to be taken on eik ∈ B
and ejp ∈ B ∩ K(eik, δ) but the fact that packets of B are δ-separated
implies that B ∩K(eik, δ) ⊂ Gk and this implies p = k. We use the same
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method as in I and obtain
∣∣∣∣∣v
i
k − g0(eik)− (vjk − g0(ejk))
ρ(eik, e
j
k)
∣∣∣∣∣=
∣∣∣∣∣S2g0(e
1
k)(e
i
k − e1k)− S2g0(e1k)(ejk − e1k)
ρ(eik, e
j
k)
∣∣∣∣∣
≤ C||g0||ρ
2(eik, e
1
k) + ρ
2(ejk, e
1
k)
ρ(eik, e
j
k)
.
And by the angle condition ρ(e
j
k
,e1k)
ρ(ei
k
,ej
k
)
≤ 1sin θ so
II ≤ 4C||g0|| δsin θ ≤ 4C.C(A
3, θ)
δ
sin θ
.
To estimate III we use the estimation of I together with ρ(ejp, e
i
k) ≥ δ.
We obtain
III ≤ 8CδC(A3, θ)||w||V1(B).
So finally there exists a constant M = 16C.C(A
3,θ)
sin θ depending only on θ
and A3 such that
||w1||V1(B) ≤Mδ||w||V1(B).
We choose δ such that Mδ < 1 and we apply again the same process; we
construct a sequence of functions (gk)k∈N ∈ H∞ and (wk)k∈N sequences
of V1(B) satisfying

wk = wk−1 − gk−1|B ,
||wk||V1(B) ≤ (Mδ)k||w||V1(B),
||gk|| ≤M ||wk||V1(B).
Define f =
∑∞
q=0 gq, then f is solution of the interpolation problem (14).
Indeed the series for f converges normally and
||f|B − w||V1(B) =
∥∥∥∥∥∥
∞∑
q=1
gq + g0 − w︸ ︷︷ ︸
w1
∥∥∥∥∥∥
V1(B)
,
= · · · =
∥∥∥∥∥∥
∞∑
q=N
gq + wN
∥∥∥∥∥∥
V1(B)
where N ∈ N,
≤
∥∥∥∥∥∥
∞∑
q=N
gq
∥∥∥∥∥∥
V1(B)
+ ||wN ||V1(B),
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and this last quantity tends to 0 when N goes to infinity, we deduce
f|B ≡ w and so B = B3 is an interpolating sequence of order 1. By the
same method one shows that B1, B2 are interpolating sequences too,
and the Proposition 15 allows us to conclude that Z = B1 ∪B2 ∪B3 is
an interpolating sequence of order 1.
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