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Abstract—Smoothing methods are used for inference of
stochastic processes given noisy observations. The estimation
of the marginal posterior distribution given all observations is
typically a computationally intensive task. We propose a novel
algorithm based on path integral control theory to efficiently
estimate the smoothing distribution of continuous-time diffusion
processes from partial observations. In particular, we use an
adaptive importance sampling method to improve the effective
sampling size of the posterior and the reliability of the estimation
of the marginals. This is achieved by estimating a feedback
controller to help sample efficiently from the joint smoothing
distribution. We compare the results with estimations obtained
from the standard Forward Filter/Backward Simulator (FFBSi)
for two diffusion processes of different complexity. We show that
the proposed method gives more accurate estimates than the
standard FFBSi.
I. INTRODUCTION
Problem Statement
In many fields of science and engineering access to physical
time varying processes is limited to time series of noisy,
indirect measurements. In order to extract information about
the latent process, one estimates the so-called filtering or
smoothing distributions. It is then possible to estimate the
time evolution of the latent states, or estimate the parameters
of a model, for example using an Expectation-Maximization
procedure.
In this paper, we consider the smoothing problem for
continuous time diffusion processes given a discrete number
of observations. The latent process Xt is described by the
following n-dimensional stochastic differential equation (SDE)
dXt = F (Xt, t)dt+ σdyn(Xt, t)dWt (1)
where dWt is a m-dimensional Gaussian noise with E [dWt] =
0 and E
[
dW irdW
j
s
]
= dtδi,jδ(r− s) and σdyn(x, t) ∈ Rn×m
is a matrix that depends on the state x and time t. For
given initial state x0, (1) defines a distribution over processes
p0(X(0,T ]|x0). When the initial state x0 is drawn from a
distribution p0(X0), this defines a prior distribution over
processes p0(X[0,T ]) = p0(X0)p0(X(0,T ]|X0).
We assume an observation model g(y|x) that denotes the
probability of observation y at time t given the latent state x at
time t. Given J observations ytj at times tj , with tj ∈ [0, T ]
for all j = 1, . . . , J and tJ = T , this defines a likelihood
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p(y0:T |X[0,T ]) =
∏J
j=1 g(ytj |Xtj ). The smoothing problem is
to estimate marginals or statistics of the posterior distribution,
also referred to as the smoothing distribution:
p(X[0,T ]|y0:T ) = 1
Z
p0(X[0,T ]) exp
 J∑
j=1
log[g(ytj |Xtj )]
 .
(2)
with Z = p(y0:T ) the likelihood of the data1.
The smoothing problem is in general intractable when the
dynamics (1) is non-linear or when the observation model is
non-Gaussian. In those cases, it is needed to resort to approxi-
mate methods. One class of these methods is the deterministic
approximation methods such as non-linear Kalman filtering
[1], [2] and smoothing [3], or the variational method [4], which
approximate the posterior by a simpler distribution. These
methods are relatively efficient but may be inaccurate in some
cases and will not be considered further in this paper.
In the remaining of this section, we will discuss three al-
ternative classes of smoothing methods, first, particle filtering,
second, adaptive importance sampling, and third, inference as
a control problem. In the latter class, we will introduce our
method ’Adaptive Path Integral Smoother’.
A. Particle Filtering Methods
A prominent sampling based method, known as Sequential
Monte Carlo (SMC) sampling or particle filtering is used to
target the smoothing distribution. Particle filtering methods
estimate the smoothing distribution by computing estimates
of the filtered distribution and subsequently correct for these
estimates. Each particle corresponds to an entire trajectory
X[0,T ]. Among the various SMC methods for smoothing, one
can distinguish broadly speaking three approaches; first, the
bootstrap Filter-Smoother (FS) by [5], second, the forward-
backward smoothers [6], [7]–with its many variations [8]–
and third, the two-filter smoothers [9], [10], [11]. All these
methods have their particular strengths and weaknesses. See
e.g. [12], [13], [14] for a review on various filtering methods.
In naive particle smoothing each particle is sampled from
forward simulation of p0(X[0,T ]) and weighted with w =
exp
(∑J
j=1 log[g(ytj |Xtj )]
)
. With many observations (large
J), the so-called degeneracy problem is introduced, where the
weight w of one particle dominates all other weights. As a
result, the representation of the smoothing distribution is very
poor.
1We denote time series of discrete observations by y0:T :=
(yt1 , yt2 , . . . , ytJ ) and continuous paths by X[0,T ] := (Xs)s∈[0,T ]⊂R.
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2One can reduce the degeneracy by resampling the filtering
particles. In its simplest form, the resampling step is done
at each observation, but more sophisticated adaptive schemes
exist [15]. Resampling is an effective way to improve the
quality of the filtered estimates.
The trajectories of the resampled particles can also be used
to estimate the smoothing distribution, as in the bootstrap
Filter-Smoother (FS) [5]. However, the effect of resampling is
that all trajectories arise from a very small number of common
trajectories at early times. As a result of this "path degener-
acy", the resampled trajectories give a poor representation of
the smoothed marginals p(Xt|y0:T ) at early times t  T .
The path degeneracy increases also exponentially fast as J
increases [16]. In other words, resampling improves the filtered
estimates but not the smoothed estimates.
The degeneracy problem is particularly severe when the ob-
servations deviate significantly from the prior process. In this
case, the smoothing distribution may be very different from the
filtering distribution causing weights with high variance and
low effective sample size. As a result, the number of particles
N needs to be prohibitively large to have moderate accuracy.
The quality of the smoothing estimates can be improved
by adding a backward simulation, known as Forward Filter
Backward Simulator (FFBSi) [6] which obtains trajectories
approximately from the joint posterior. Applying the backward
pass with M particles has a complexity O(MN). Since
typically M = O(N) backward particles are required, the
accuracy of this method is severely limited in practice by
the computational cost. Several approaches have been de-
veloped to lower the computational effort while maintaining
reliable estimates. For instance, in [17] a rejection sampling
approach was suggested to avoid the computational complexity
of evaluating all backward weights, effectively reducing the
overall computational complexity to O(N) provided that N
is sufficiently large. However in practice, this approach is less
efficient than FFBSi for many problems and does not scale to
high dimensions [8].
The Forward Filter Backward Smoother [7] aims at approx-
imating the marginal smoothing densities. This is done by
reweighting the forward filter particles to target the posterior
marginals. The computational complexity is O(N2) due to the
reweighting step.
An additional limitation of the backward methods, aside
from their computational demands, is that they assume the
existence of a non-degenerate backward kernel. In the case
of the process (1), this means that the noise covariance matrix
σdynσ
′
dyn must be non-singular, which limits the applicability,
for instance when the dynamics of some components of Xt is
deterministic.
Finally, the forward-backward approaches have a further
limitation in continuous time problems. The efficiency of the
integration of SDEs can be increased significantly by replacing
the standard Euler-Maruyama integration by a higher order
scheme [18]. Since higher order schemes cannot be used
in the backward computation step, the overall efficiency of
backward methods can not be improved by these integration
methods. See, however, [19] for some interesting work that
allows higher order integration schemes using kernel density
estimation.
Another approach within the SMC methods is the general-
ized two-filter smoother [10], which involves sampling from
both a backward information filter and a forward particle
filter. The particles of both filters are combined to obtain an
approximation of the marginal p(xt|y0:T ), which is used to
sample approximately from the joint smoothing distribution.
The method requires the choice of an artificial prior at each
time point affecting the efficiency of the sampler. Besides, this
method also requires O(N2) samples.
As noted by [11], whenever the forward state tran-
sition probability f(Xt|Xt−dt) is approximately zero for
most state pairs Xjt−dt, X
i
t (sparse dynamics), the forward-
backward smoother degenerates to being equivalent to the
filter-smoother, albeit with substantially greater computational
cost. The situation is worse for the two-filter smoother which
fails completely as the forward and backward filter particles
are sampled independently. This problem is particularly rele-
vant for continuous time stochastic systems. Here, the variance
of dXt is proportional to dt thus, the transition probability
from particle j at time t − dt to particle i at time t is
exponentially suppressed for all pairs i 6= j.
This issue is addressed in [11] by drawing new particles
from the smoothing marginals directly. Although, the compu-
tational complexity of this approach is linear in the number of
particles, it is not clear how to choose the required artificial
densities in general. As a result, the method suffers from
cumbersome design choices [20] which makes it impractical
in many cases.
Other approaches that can ameliorate the particle degen-
eracy are developed in [21], [22]. Both methods propose
to use Metropolis-Hastings moves to sample new positions
and generate trajectories of the joint smoothing distribution
given an existing particle system. In principle, this could
move particles to higher density regions of the smoothing
distribution and increase the effective sample size. In [21],
the Metropolis-Hastings Improved Particle Smoother (MH-
IPS) uses Gibbs sampling to sample a new state Xt given
the remaining particle states. However, this method might
be subject to strong dependencies between state variables,
resulting in a poor mixing whenever the discretization time
dt of the underlying SDE is sufficiently small.
Recently, [23] considered so called twisted models based on
the idea of message passing through the Markov representation
of the posterior Eq. (2). The messages are positive functions
that need to be approximated iteratively. This is done by
sampling from a "twisted" auxiliary particle filter and using the
particles to estimate new messages. The disadvantage of this
method is that in practice the transition density and messages
are restricted to certain classes.
All the above methods have a particle filtering step in
common.
B. Adaptive Importance Sampling
Importance sampling is a way of obtaining samples from a
target distribution indirectly. The idea is to sample from a pro-
posal distribution that is different from the target distribution
3and to weight the samples by importance sampling weights.
Adaptive importance sampling [24], [25] adapts the parameters
of the proposal distribution by minimizing some cost criterion,
such as the Kullback-Leibler (KL) divergence or the chi-square
distance between proposal and target distributions.
In [26] an adaptive importance sampling method is proposed
for time-series models. This work uses an auxiliary particle
filter [27] to construct adjustment multiplier weights that
minimize the aforementioned risk criteria for a given proposal
kernel. In addition, optimization techniques are proposed to
adjust the proposal kernels by minimizing the risk criteria.
For instance, the KL divergence is minimized using the cross-
entropy method. To the best of our knowledge, this method has
not been applied to the continuous time smoothing problem.
C. Inference as a Control Problem
A fundamentally different approach to address the smooth-
ing and the degeneracy problem is to ’steer’ the particles
through time based on future observations. Steering is optimal
when the degeneracy problem is solved. In this sense, the
smoothing problem can be viewed as a stochastic optimal
control problem. The relationship between control and infer-
ence was first established by [28], [29], [30] who showed
that the posterior inference for the smoothing problem (2)
can be mapped onto a certain class of so called path integral
control problems. In [31], it was shown how to compute the
optimal control for these problems. Thus far, few authors have
considered the application of this idea for smoothing. In this
paper, we propose such an algorithm.
Nevertheless, we briefly review other approaches to infer-
ence that use ideas from control theory, but not from within
the path integral control theory. In [32], it is shown that for a
general non-linear diffusion with non-Gaussian observations,
the optimal (state-dependent) Kalman gain can be computed
at each time as an Euler-Lagrange boundary value problem.
However, the approach is restricted to one-dimensional dif-
fusion processes only. In [33], it is proposed to improve
the posterior estimate by considering interacting particles.
These so-called mean field game systems describe interacting
particles whose density evolves according to a (forward)
Fokker-Planck equation which is controlled by a (backward)
Hamilton-Jacobi-Bellman equation. The disadvantage of this
approach is that one needs to solve the HJB equation which
is intractable for high dimensions.
In [29], the authors showed that the smoothing distribution
Eq. (2) can be sampled with Eq. (3), which differs from
(1) by a control term u(x, t). The function u(x, t) must be
chosen optimally to minimize a control cost. The optimal
control can be estimated for each x, t as a path integral. It
can be shown that the optimal control gives the optimal (zero
variance) importance sampler. In general, we cannot compute
the optimal control function for all x, t. For the smoothing
problem, we therefore propose a parametrized controller and
learn the parameters by an iterative scheme, that was first
proposed in [34]. We call this method Adaptive Path Integral
Smoother (APIS). APIS iteratively reduces the variance of the
weights for a given time-series and thus improves the sampling
efficiency in terms of effective sample size. This improvement
is limited mainly by the class of control functions that is con-
sidered. If the correct parametrization of the optimal control
solution is available, the effective sample size is only limited
by the numerical errors coming from the time discretization
and the sample error. As a result, APIS requires increasing
precision to maintain the sampling efficiency for longer time
series, i.e. more particles and smaller integration steps are
needed. In this paper, we restrict ourselves to linear state-
feedback controllers and we show that these yield very reliable
smoothing estimates even when used in non-linear systems.
An additional advantage of APIS for continuous time prob-
lems is that it does not contain a backward step, so it can
be accelerated by using higher order integration schemes.
Furthermore, there is not restriction on the degeneracy of the
covariance matrix σdynσ′dyn. This is particularly useful for
problems with mixed deterministic and stochastic dynamics.
Finally, the variance of the estimates are not increased due to
resampling because APIS does not require this step [12], [16].
In [35], preliminary results were shown on a small problem.
In this paper, we provide the full detailed description of the
implementation of the APIS method, and extend the method
with a novel adaptive initialization of the particles and a novel
annealing/bootstrapping scheme, which are both crucial for
the sampling efficiency, in particular for large time series
with many observations. In addition, we analyze in detail the
quality of APIS in terms of effective sample size, we compare
APIS with the vanilla flavor FFBSi and FS particle filtering
algorithms and we analyze the scalability of APIS for up to
1000 observations.
Outline
This paper is organized as follows. In section II we review
the main concepts in path integral (PI) control theory. We show
how computing the joint smoothing distribution in continuous
time is equivalent to a PI control problem. In section III,
we discuss the importance sampling scheme for diffusion
processes based on control. Then, we give an update rule to
estimate a feedback controller and present the APIS algorithm.
In section IV we present numerical examples. First, we con-
sider the simple case of a one-dimensional linear diffusion
process with Gaussian observations. We compare the accuracy
and efficiently of FFBSi, the Bootstrap Filter-Smoother (FS)
and APIS and show their performance as a function of the
(un)likelihood of the observations. In addition, we examine the
scaling of APIS up to 1000 observations. Then, we consider a
5-dimensional non-linear neural network model with multiple
Gaussian observations and show that even a suboptimal linear
feedback controller improves drastically the ESS. Moreover,
we show that the estimation of the smoothing distribution is
more reliable with APIS. In section V we comment on further
considerations for the proposed algorithm. Finally, we outline
possible extensions of this method that will be addressed in
future work.
4II. PI CONTROL THEORY AND THE SMOOTHING
DISTRIBUTION
We introduce the basic concepts regarding a subclass of
stochastic control problems called Path Integral control prob-
lems, for more details see [31], [36], [37].
Stochastic optimal control theory considers systems under
uncertain time evolution. The aim is to compute the optimal
feedback control function to steer the system to a specified
future goal. More formally, we have a continuous time stochas-
tic process Xt (t ∈ [0, T ]) described by the following n-
dimensional SDE with the initial condition X0 = x0
dXt = F (Xt, t)dt+ σdyn(Xt, t)[u(Xt, t)dt+ dWt] (3)
where dWt and σdyn(x, t) are as before in (1). We denote2
the stochastic variable as X and the state as x. In addition to
the drift F (x, t), the process is driven by a feedback control
signal u(x, t) ∈ Rm.
We call realizations of the above process "particles". Each
particle is a trajectory that accumulates a state cost V (x, t)
and a quadratic control cost. This accumulated cost is called
the "path cost". The aim is to find the control function u(x, t)
that minimizes the expectation of the future path cost with
respect to the process (3). The resulting optimal cost J(x, t)
at any time is called optimal cost-to-go,
J(xt, t) = min
u
Eu
[ˆ T
t
V (Xs, s) +
1
2
||u(Xs, s)||2ds
]
(4)
where the subscript u denotes the feedback control function3
u(x, s) for all s ∈ [t, T ] and ‖v‖2 := ∑mi=1 v2i denotes the
usual Euclidean norm squared for a vector v ∈ Rm. The
expectation is defined as
Eu
[
R(X(t,T ])
]
:=
ˆ
dX(t,T ]pu
(
X(t,T ]
)
R(X(t,T ])
for any function R(X(t,T ]) of continuous trajectories starting
at a fixed xt, X(t,T ] := (Xs)s∈(t,T ]⊂R|xt, and pu
(
X(t,T ]
)
:=
p(X(t,T ]|xt, u). Notice that this density is conditioned on the
control function u(x, s) for all s ∈ [t, T ].
The optimal control
u∗(xt, t) = argminuEu
[ˆ T
t
V (Xs, s) +
1
2
||u(Xs, s)||2ds
]
is the solution to this minimization.
We can express the expectation over the trajectories in
(4) as a Kullback-Leibler divergence between a distribution
over trajectories under the controlled dynamics (3) and the
uncontrolled dynamics (1). To see this consider the following.
In the limit of ds→ 0, the transition density between time s
and s+ ds for the controlled process is given by a Gaussian
fˆ(xs+ds|xs, u) = N
(
xs+ds|xs + F˜ ds, σdynσ′dyn
)
,
2Note that we also distinguish between a deterministic function of state and
time, e.g. σdyn(x, t), and its corresponding stochastic process σdyn(Xt, t).
3To simplify the notation in a formula, we omit the arguments of functions
where the dependency is obvious from the context. Moreover, we some times
write J(xt, t) to emphasize the dependency of a function J(x, t) on the
momentary value xt of the trajectory X[t,T ].
where F˜ = F (xs, s) + σdyn(xs, s)u(xs, s), σdyn =
σdyn(xs, s) and ′ denotes transpose. This density is propor-
tional to (see e.g. [37, Appendix B])
fˆ(xs+ds|xs, u = 0) exp
(
1
2
‖u(xs, s)‖2 ds+ u(xs, s)dWs
)
.
(5)
Multiplying (5) for all times s on the interval (0, T ], the
distribution over controlled dynamics is proportional to the
distribution over the uncontrolled dynamics (both conditioned
on the initial state x0) as
pu
(
X(0,T ]|x0
)
= p0
(
X(0,T ]|x0
)× . . .
exp
(
1
2
ˆ T
0
‖u(Xs, s)‖2 ds+
ˆ T
0
u(Xs, s)dWs
)
. (6)
From this, we derive that4
Eu
[
log
pu
(
X(0,T ]|x0
)
p0
(
X(0,T ]|x0
) ] = Eu [ˆ T
0
ds
1
2
||u(Xs, s)||2
]
is the KL divergence between the distribution over trajectories
under the control u(x, t) and the distribution over trajectories
under the uncontrolled dynamics. Thus, the optimal cost-to-go
at t = 0 is
J(x0) = min
u
Eu
[
V (X[0,T ]) + log
pu
(
X(0,T ]|x0
)
p0
(
X(0,T ]|x0
) ] (7)
where we define V (X[0,T ]) :=
´ T
0
dsV (Xs, s).
Since the feedback control function u(x, t) determines fully
the distribution pu, we can replace the minimization w.r.t.
u(x, t) with a minimization with respect to pu subject to the
normalization constraint
´
dX(0,T ]pu
(
X(0,T ]|x0
)
= 1. The
optimal control distribution conditioned on the initial state x0
that minimizes (7) is then given by
pu∗(X(0,T ]|x0) = 1
ψ(x0)
p0(X(0,T ]|x0) exp
(−V (X[0,T ]))
(8)
where the normalization constant is given by ψ(x0) :=
Eu=0
[
exp
(−V (X[0,T ]))]; see [37] for details. If we identify
V (X[0,T ]) = − log
[
p(y0:T |X[0,T ])
]
we see that the smoothing
distribution for fixed initial state x0 is identical to the optimal
control distribution (8):
p(X(0,T ]|y0:T , x0) = pu∗(X(0,T ]|x0) (9)
When the initial state X0 is drawn from a prior distribution
p0(X0) the smoothing distribution (2) is related to the optimal
control distribution via
p(X[0,T ]|y0:T ) = pu∗(X(0,T ]|X0)p(X0|y0:T ) (10)
with
p(X0|y0:T ) = ψ(X0)p0(X0)
p(y0:T )
(11)
the posterior over the initial state.
Thus, we identify the problem of sampling from the joint
smoothing distribution with a stochastic control problem. We
see that the optimal control yields a distribution over trajecto-
ries that coincides exactly with the smoothing distribution.
4Note that Eu
[´ T
t u(Xs, s)dWs
]
= 0 as a stochastic integral.
5III. IMPORTANCE SAMPLING AS CONTROLLED DIFFUSION
In this section, we show how sampling from the posterior
can be done using controlled diffusions. We use a previous
result that shows that when the control approaches the optimal
control, the quality of the sampling, measured as the effective
sample size, increases [34]. In general, we cannot compute the
optimal control. We introduce the APIS method that adapts
feedback controllers to optimize the sampling process.
A. Importance sampling and the Relation to Optimal Control
Eq. (2) suggest that we can sample from the smoothing
distribution by sampling from the prior process and weighting
each trajectory X[0,T ] with p(y0:T |X[0,T ]). We can use the
control theory to improve the efficiency of the sampling.
Combining Eqs. (10), (9), (8) and (6) we can write
p(X[0,T ]|y0:T ) ∝ p(X0|y0:T )pu(X(0,T ]|X0)× . . .
exp
 J∑
j=1
log[g(ytj |Xtj )]−
ˆ T
0
1
2
||us||2ds−
ˆ T
0
usdWs

(12)
where we recall that tJ = T and denote us := u(Xs, s) for
simplicity. We can thus sample from pu and correct with the
exponential term, i.e. an importance sampling procedure for
diffusion processes [35], [34], [38], [29], [30], [39]. We call
u(x, t) the importance sampling control. In addition, we use
importance sampling with a proposal distribution q(X0) to
sample from (11).
We sample i = 1, . . . , N particle trajectories. For each
particle, we define an importance weight
αu = exp[−Su] (13)
Su := −
J∑
j=1
log[g(ytj |Xtj )]+
ˆ T
0
1
2
||us||2ds+
ˆ T
0
usdWs+S
0
and S0 := − log
[
p0(X0)
q(X0)
]
and normalize such that
∑N
i=1 α
i
u =
1. Notice that the weights αu depend on all observations y0:T
and on u(x, t) through Su.
The quality of the sampling can be quantified in terms of
the effective sample size, which we define as [40]
ESS =
Neff
N
=
1
V ar(αu) + 1
. (14)
with V ar(αu) the empirical variance in the N sample weights.
We see that reducing the variance of the weights increases the
efficiency of the sampling procedure. In [34] upper and lower
bounds for V ar(αu) were found. The upper bound
V ar(αu) ≤
ˆ T
0
Eu
{
‖αu [u∗(Xt, t)− u(Xt, t)]‖2
}
dt (15)
shows that the optimal control function u∗(x, t) is the optimal
importance sampler in the sense that the importance weights
have zero variance and the ESS becomes maximal. Hence, the
better we approximate u∗(x, t), the higher the efficiency of our
importance sampler will be.
Algorithm 1 Adaptive Path Integral Smoother
1: Input: Observations y0:T , prior p0(x0), control
parametrization u0(x, t) = A0(t)h(x, t), learning
rate η < 1, particles N , iterations Imax, ESS threshold
θess ≤ 1, annealing factor β > 1 and annealing threshold
γ ≥ 0.
2: Output: Smoothing particle system {xi[0,T ], αiu}i=1:N and
importance controller u(x, t).
3: Set n← 0
4: while ESS < θess or n ≤ Imax do
5: if n = 0 then xi0 ∼ p0(x0) for i = 1, . . . , N
6: else
7: xi0 ∼ N (µˆ0, σˆ20) for i = 1, . . . , N
8: Siu = − log(p0(xi0)/N (x0|µˆ0, σˆ20))
9: end if
10: Generate: {xi[0,T ], αiu}i=1:N according to (3) and (13).
11: Estimate ESS from (14)
12: while ESS < γ do
13: Siu ← Siu/β for i = 1, . . . , N
14: Estimate αu from (13)
15: Estimate ESS from (14)
16: end while
17: Compute: µˆ0, σˆ20 from {xi0, αiu}i=1:N with (20).
18: for t = 0, . . . , T do
19: Estimate: H(t) and dQ(ht) with (19)
20: Update: At ← At + η dQ(ht)dt H(t)−1
21: end for
22: n← n+ 1
23: end while
B. Adaptive Path Integral Smoother
Clearly, it is difficult to compute the optimal control in
general. However, we can efficiently estimate a suboptimal
control using the approach introduced in [34]. Assume that
the optimal control can be approximately parametrized as
u∗(x, t) = A∗(t)h(x, t) ∈ Rm (16)
where A∗(t) ∈ Rm×k are time-dependent parameters and
h : Rn ×R→ Rk are the k "basis" functions of the feedback
controller. In addition, we choose the importance sampling
control to be parametrized with the same basis functions:
u(x, t) = A(t)h(x, t). The main theorem in [34] implies
A∗(t) 〈ht ⊗ ht〉 = A(t) 〈ht ⊗ ht〉+ lim
δt→0
〈´ t+δt
t
dWs ⊗ hs
〉
δt
(17)
where ht := h(Xt, t), ht ⊗ ht is the outer product (ht ⊗
ht)kk′ = hk(Xt, t)hk′(Xt, t) and 〈•〉 = Eu[αu•] is the
weighted average targeting the posterior.
In practice the limit in the right side of (17) may lead
to numerical instability when estimated with a finite number
of particles and time discretization dt > 0. Therefore, one
may consider taking δt ≥ dt which yields a smoothed biased
estimate of u(x, t) with less variance. Around observations,
the control may be a sensitive function of time and a small δt
is required. In the reminder of the article we set δt = dt.
6Equation (17) describes a procedure to compute an estimate
of the optimal control u∗(x, t) based on an importance sam-
pling control u(x, t). We can iterate this idea where in iteration
r we estimate Ar(t) as A∗(t) in (17) with samples that we
generate with a control function with parameters Ar−1(t) from
the previous iteration. Then, (17) becomes
Ar+1(t) = Ar(t) + η
dQ(ht)
dt
H−1(t) (18)
where H(t) = 〈ht ⊗ ht〉r ∈ Rk×k and dQ(ht) :=
〈dWt ⊗ ht〉r ∈ Rm×k. The learning rate η < 1 accounts for
sample errors at the beginning of the learning procedure, when
the ESS is low.
We need to estimate H(t) and dQ(ht). Both can be obtained
by sampling N particles via numerical integration of (3)
and weighting each with its corresponding αu. Then, the
expectation at each time t is a weighted average over the
particle system {Xit}i=1,...,N ,
H(t) =
1
N
N∑
i=1
αiuh(X
i
t , t)⊗ h(Xit , t)
dQ(ht) =
1
N
N∑
i=1
αiudW
i
t ⊗ h(Xit , t) (19)
where dW it is the noise realization of the i-th particle at time
t.
The posterior initial state p(X0|y0:T ) is sampled using a
Gaussian adaptive importance sampling distribution q(X0) =
N (X0|µˆ0, σˆ20) with µˆ0 and σˆ20 the mean and covariance of the
marginal posterior at time t = 0. After the first iteration, we
update
µˆ0,l = 〈X0,l〉
(
σˆ20
)
kl
= 〈(X0,k − µˆ0,k)(X0,l − µˆ0,l)〉 (20)
Equations (20), (18) and (19) define the Adaptive Path
Integral Smoother (APIS) that learns iteratively the feedback
controller defined in (16). This is an adaptive importance sam-
pling procedure to obtain samples from the joint smoothing
distribution using controlled diffusion. Note that the control
parameters A(t) are estimated for each time t independently.
The APIS algorithm starts by sampling from the uncon-
trolled dynamics. We initialize the particles from q(X0) =
p0(X0) if possible, otherwise they are initialized from a pro-
posal distribution q(X0) of our choice. For subsequent itera-
tions, the update rules (20), (18) and (19) are repeated until the
ESS reaches a threshold θess ≤ Neff/N or a maximal number
of iterations I = Imax. The resulting weighted particles give
an estimate of the smoothing distribution. Alternatively, one
can check if the variance of the weights or the ESS has
changed significantly in the last l iterations and stop if the
change is small.
The number of particles N is one of the most important
parameters. The variance of the estimates reduces with N . In
practice, we need a large number of particles to ensure suf-
ficiently good estimates. The complexity of APIS is O(IN),
where I is the number of adaptation iterations and N the
number of particles.
The learning rate η determines the rate at which the control
function u increases from its initial value zero. We observe
Figure 1. Kalman Smoother solution. Notice the small overlap of the filtering
(green) and smoothing (red) solutions due to the unlikely observation (orange)
at yT = 5. Violin plots (histograms) of particles obtained by FFBSi (black)
and APIS (blue): snapshots every ∆t = 0.1 starting at t = 0. Notice the poor
particle representation in FFBSi. For APIS we used the following parameters:
N = 2000 particles, learning rate η = 0.2, no annealing procedure and
Imax = 15 iterations. For FFBSi we used N = M = 2000 forward and
backward particles. Color figures online.
poor improvement of the importance sampler in terms of the
ESS for large learning rate η. In our experiments, we find
good results with η ∈ [0.001, 0.05] depending on the variance
of the estimations.
Special attention is required at the initial iterations. Since
the initial importance sampler is very poor, the ESS is
extremely low and the estimates (18) and (19) are very
inaccurate. For this reason we artificially increase the ESS to
a predetermined minimum number of particles N0 by intro-
ducing an ’adaptive annealing procedure’ with a temperature
λ > 1 that scales the cost of each particle i as Siu → Siu/λ.
For a given set of particles we can then estimate the ESS
for different values of lambda λ. The smallest value of λ
such that ESS ≈ N0/N is found by setting λ = βm with
m = 0, 1, 2, . . . and β > 1. The annealing factor β should
be chosen not too large to prevent overshoot, and not too
small to restrict the number of m steps. We find that values
of β ∈ [1.05, 1.15] prove to work well and finding λ is very
fast. The adaptive annealing procedure is done whenever the
ESS is below the threshold γ = N0/N . In our experiments
we use N0 = 100− 150.
IV. RESULTS
In this section, we present numerical results to show the
efficiency and accuracy of APIS compared to FS and FFBSi.
Additionally, we show the scaling of APIS to very high
number of observations when the importance control has the
correct parametrization.
For all numerical experiments, we fix the choice of the basis
functions to a linear feedback term and an open-loop controller
(no state dependence, only time dependence). For details on
this choice and the implementation we refer the reader to the
appendix.
A. Linear Quadratic System
7Figure 2. MSE of mean µˆ over time. Estimates averaged over R = 250 runs
to avoid effects of the particular sampling realizations. We used N = 2000
forward particles in all methods and M = 2000 backward particles in FFBSi;
observations at y0 = 0 and yT = 5. Notice the error for APIS (red) at
all times; it is two orders of magnitude lower than FS and FFBSi. In APIS,
estimations are made using the last particle system obtained after Imax = 15
iterations and without annealing (γ = 0).
Figure 3. Error Eˆµ for yT ∈ {0, 0.75, 1.5, 2.25, 3, 3.75, 4.5, 5.25} and
always y0 = 0: For each yT , we estimate ∆̂Eµ(t) using 100 runs and
N = M = 2000 particles. Notice the logarithmic scale in the error-axis. The
error in the variance is similar. APIS has no annealing in this example.
1) Low Likelihood Observation: Consider a Brownian mo-
tion Xs+ds ∼ N (xs, σ2dyndt) with σdyn = 1, dt = 0.01 and
a Gaussian observation model yt ∼ N (xt, σ2obs = 1) for
t = 0, T . We fix the observations at y0 = 0, yT = 5 and the
length of the series at T = 1. The initial distribution p0(X0)
is a Gaussian centered at x0 = 0 with variance σ20 = 4.
The exact solution for this model is given by the Kalman
smoother, Figure 1. Notice the poor overlap of the filtering
and smoothing distributions.
We compare the particle smoothing distribution given
by APIS and FFBSi. In Figure 1, we show violin plots5
for a particular realization of the particles at times t =
0, 0.1, 0.2, . . . , 1. Although N is large, FFBSi poorly rep-
resents the Gaussian posterior marginal distributions. The
effect worsens for large t . T , where filtered and smoothed
marginals differ most. The histograms for the bootstrap filter-
smoother (FS) are similar to those of FFBSi (not shown).
On the contrary, APIS histograms represent much better the
Gaussian distribution.
If the filtered particles do not represent the smoothing
distribution well enough, the backward pass will have a low
ESS and therefore the backward particles will mix poorly.
Although we observe an increase in the averaged ESS of the
backward pass from 2% at t . T to 7% for times 0 . t, this
is not enough to improve the estimations, see Figure 2. For
comparison, APIS increases the ESS of the whole path from
1.5% to 98% in 15 iterations by adapting the trajectories from
the initial filtering distribution to the smoothing distribution.
We can use the exact solution to compare the performance
of all methods using the mean squared error (MSE)
∆̂Eµ(t) =
1
R
R∑
j=1
(µˆj(t)− µKS(t))2
where µKS is the mean of the ground truth obtained by the
Kalman smoother, µˆj is the estimated mean of each method
in run j and R the number of runs. In each run, we used the
same parameters as above. Figure 2 shows ∆̂Eµ versus t. We
observe that APIS has an accuracy two orders of magnitude
higher than FS and FFBSi. The errors of the variance estimates
are very similar to the errors of the mean estimates.
Note the slight increase of the MSE of FFBSi vis-ï¿œ-vis
FS. This may be due to the small number of observations. In
this example, there is no gain in applying a backward pass. For
larger time series we observe an improvement of the estimates
in FFBSi compared to FS, as is to be expected. However, APIS
was consistently better in all the examples studied.
Figure 3 shows the error of the mean Êµ =
1
T
´ T
0
∆̂Eµ(s)ds as a function of the unlikely observation yT .
Notice how the performance of both FS and FFBSi are com-
parable to APIS if the observation is close to the high density
region of the filtering (yT ∈ [0, 2]) but deteriorates very fast
for unlikely observations. On the contrary, the error in APIS
is virtually independent of the position yT of the observation.
This is due the adaptation of APIS to the likelihood.
2) High Number of Observations: Now, we study in more
detail the ESS of APIS for higher number of observations J .
5We used distributionPlot.m for MATLAB
8Figure 4. ESS estimated for 100, 200 and 300 observations. We use a learning
rate of η = 0.05, N = 300 particles, Imax = 100 and no annealing (γ = 0).
The ESS decays slowly with the number of observations.
Figure 5. Mean ESS over the last 20 iterations for a time series of 300
observations. Left: ESS for increasing precision. While dt decreases, N
increases such that Ndt = 3. Right: ESS for increasing number of particles.
The integration step is fixed at dt = 10−3. The APIS parameters η, Imax
and γ are the same as in Figure 4.
Consider again a Brownian motion with σ2dyn = 0.75, σ
2
obs =
0.9 and a time horizon T = 3. The prior p0(X0) is as before.
We generate a single time series of 300 observations on the
time interval [0, T ] and define a posterior estimation problem
given the first 100, 200 and all observations. For each problem
we estimate the ESS after 100 iterations.
In Figure 4 we observe a slow decay of the ESS when
the number of observations J increases. This decay can
be compensated with an increase in the precision of the
estimations. We illustrate this by increasing the number of
samples N while decreasing the integration step dt such that
Ndt remains constant. The consequence is an increase of the
ESS for dt → 0 as in Figure 5 left. On the right of the
same figure, we show the ESS for the same time series of
300 observations but with fixed dt and incrementing N . We
observe a fast increase of the ESS and saturation6 for higher
N .
The observed ESS in Figure 5 on page 8 can be im-
proved even further by simply decreasing the learning rate
η. Naturally, learning the controller will take longer, thus,
more iterations are needed. However, for the same number
of particles N = 1000 the ESS reached with η = 0.01 is
about 83% compared to 69% in Figure 5 on page 8, where
we set η = 0.05.
The excellent scaling with the number of observations is
due to the correct parametrization of the importance control
function. However, for small samples sizes N , the variance is
too large to efficiently bootstrap APIS and an increase in ESS
is not guaranteed. The minimum amount of particles needed
to bootstrap APIS is problem dependent. However for a given
problem, the discretization step dt has a big impact on the
choice of N . As a rule-of-thumb, we find that for a fixed dt,
one must choose at least N > 2/dt to have stable results.
More complex problems require higher number of samples
N . In this case, the annealing procedure helps to avoid
prohibitive large N . We considered now J = 1000 for the
6Accordingly, the MSE of both estimators decreased very fast until it
saturated at a much lower value due to estimation errors in the controller
(not shown).
same system and parameters as above except that we anneal
the weights if the ESS is below a threshold γ = 0.01
(β = 1.15). This allows us to use only N = 104 particles.
Above γ there is no annealing anymore and the raw ESS
converges to a value around 0.6, which is an increase of 3
orders of magnitude vis-ï¿œ-vis the uncontrolled dynamics.
After learning, the absolute error of the mean |µˆAPIS − µKS |
stays lower than 0.01 over time and the averaged absolute error
is 1.8× 10−3. The absolute error in the variance is similar.
We can bootstrap APIS because we obtain a higher ESS
from the annealed particle system. This allows us to estimate
a control that improves the raw ESS incrementally. Without
annealing, the ESS stays at 2×10−4 even after 1000 iterations.
This result shows the importance of the adaptive annealing
procedure when the number of observations is very large or
the problem too complex.
The above analysis shows that the ESS in APIS scales
very well with the number of observations given the correct
parametrization of the controller. Moreover, the error of the
estimates stays small over the whole time interval.
B. A Neural Network Model
We consider a non-linear system and examine the perfor-
mance of APIS, FFBSi and FS. In this example the linear
feedback control is clearly suboptimal. However, we show that
the variance of the estimates is lower for APIS than for FFBSi
and FS.
We consider a 5 dimensional non-linear neural network
described by
dXt = −Xtdt+ tanh(BXt + θ +A sin(ωt))dt+ σdyndWt
where B ∈ R5×5 and θ ∈ R5 are an antisymmetric connec-
tivity matrix and a threshold vector respectively. The elements
of the vector A ∈ R5 are the amplitudes of independent sinu-
soidal inputs with frequencies given by ω ∈ R5. We choose the
values randomly from Gaussian distributions θi v N (0, σθ =
0.75), Ai v N (0, σA = 2), ωi v N (pi/5, σω = pi) and
Bij v N (0, σB = 2) with Bij = −Bji, for all i, j = 1, . . . , 5.
9Figure 6. Left: variance of the mean µˆ across 10 estimations, scaled by the
variance of the posterior. This is averaged over time and dimensions to give
a single measure for each J . Right: Effective Sample Size (ESS) for different
number of observations J . Notice the logarithmic scale. The ESS of FS is
taken as the number of unique trajectories. We use the same amount of forward
particles N = 6000 in all 3 methods, and the number of backward particles
is set such that the CPU time spend on FFBSi and APIS is similar. The
estimation of the posterior in APIS is accepted when a predefined threshold
of θess = 0.1 is reached. Each algorithm was repeated R = 10 times to
estimate the variance. We used a fixed initial condition x0 = 0 and γ = 0.02
in APIS.
In addition, we set σ2dyn = 0.05 and an integration step of
dt = 0.01.
Furthermore, we assume a Gaussian observation model with
Yti v N (X1(ti), σobs = 0.1) for i = 1, . . . , J and sample an
observation every ∆obs = 10dt. Note that only one of the five
neural states is observed.
We consider now a fixed initial condition at x0 = 0
to examine the ESS of APIS and FS without the effect of
importance sampling in the initial state. In Figure 6 right, we
compare the ESS of APIS and FS as a function of the number
of observations7. The ESS is an order of magnitude higher
for APIS than for FS, but the efficiency of both decrease with
the number of observations. The ESS of APIS starts at around
30% for 60 observations and ends at around 10% for 100
observations. Moreover, the ESS cannot be increased much
further with higher precision. This is the result of a suboptimal
importance control.
Nevertheless, the efficiency and performance of APIS
clearly increases compared to FS. As seen in Figure 6 left,
the variance of µˆ in APIS is significantly lower than in FS
and FFBSi. We have similar results for the variance of σˆ2.
Now, consider a Gaussian prior p0(X0) with mean µ0 = 0
and variance σ20 = 1. We study the performance of the three
methods. Figure 7 left shows the variance of the mean for the
observed neuron. All three methods have reliable estimates
but both FS and FFBSi have higher variance. APIS keeps the
variance of the estimates consistently lower over the entire
time interval.
Figure 7 right shows that the variance of the mean for the
hidden neurons is up to two orders of magnitude higher for
FS and FFBSi than for APIS. The increased variance towards
earlier times is in part an effect of the importance sampling
7It is computationally challenging to compute the ESS of the M backward
trajectories in FFBSi, so we do not consider the ESS of FFBSi.
Figure 7. Variance of mean estimate µˆ for the partially observed neuron
1 (left) and for the hidden neuron 5 (right). The variance is obtained from
R = 12 estimates. Green: FS; blue: FFBSi; red: APIS. Notice that APIS has
a lower variance up to two orders of magnitude (log-scale). The estimations
for all other neurons 2,3,4 are similar to neuron 5. The setting is similar as
in Figure 6 but with J = 50. In APIS, we use γ = 0.02 and N = 7500
forward particles. The ESS threshold is set to θess = 0.2. In FS and FFBSi
we use N = 5000 forward particles and M = 2500 backward particles such
that APIS and FFBSi have again the same CPU time available.
procedure at the initialization, which affects all methods.
Nevertheless, the adaptation of the proposal distribution q(X0)
in APIS reduces significantly this effect.
Finally in Figure 8, we show the typical improvement of the
ESS for this example. At the beginning, the ESS is around 2%
due to annealing (blue line, λ > 1) and the raw ESS increases
from 0.02% up to 2% (red dotted line, λ = 1). This increase
is due to the control estimations obtained from the annealed
particle system. After the ESS surpasses γ, APIS reaches the
stopping threshold θess in about 80 iterations. The final ESS
of 20% is a remarkable improvement vis-ï¿œ-vis the ESS of
the posterior marginals in FS, which stays most of the time
below 10% and around 2% for times close to t = 0.
V. DISCUSSION
In this work, we present a new smoothing algorithm for
diffusion processes in continuous time. This method estimates
iteratively a feedback controller to target the posterior dis-
tribution. We show that having the correct parametrization
of the control, we can sample the posterior with very high
efficiency and observe excellent scaling with the number of
observations. Furthermore, even with a suboptimal controller
for a non-linear system the ESS increases by several orders
of magnitude and the variance of the estimates is up to two
orders of magnitude lower than the variance of FS and FFBSi.
We are aware of many important developments in parti-
cle methods, some of them having a linear computational
complexity in the number of particles, e.g. [11], [21], [22].
However, we use the standard FFBSi to show the degeneracy
of the backward pass and compare the results with APIS. We
think that a comprehensive comparison of all state-of-the-art
methods goes beyond the scope of this work but deserves to
be addressed in the future.
More efficient proposal distributions are used in practice
for FFBSi, e.g. by linearization of the discretized SDE [7].
However, in general this is only valid for sufficiently short time
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Figure 8. Effective Sample Size (ESS) for a single run. Black marker symbolizes accepted samples used for the estimation of the smoothing distribution
(θess = 0.2).
intervals, which might be shorter than the interval between
observations and could lead to errors in the integration of (1)
and the estimations. Also, similar schemes can be used to
improve the efficiency of APIS.
The optimal resampling step at time t − 1 in the O(N)
two-filter algorithm [11] is given by marginals of the form
p(yt:T |Xt−1)wt−1 where wt−1 are the filter weights. This
is approximated by a single observation "look-ahead" distri-
bution p(yt|Xt−1)wt−1. It is interesting to notice that APIS
effectively implements a "look-ahead" transition probability
considering all observations. This makes APIS an attractive
alternative to the O(N) two-filter algorithm.
One can apply the ideas of this paper also to discrete state,
discrete time problems. A discussion on discrete systems in
[41], [37] shows that we can frame discrete HMMs as a control
problem. One can then adapt the uncontrolled dynamics using
the Cross Entropy idea [24]. In addition, the application
to continuous time hidden Markov jump processes is also
interesting and possible. Both problems are equivalent to the
optimization of a KL divergence similar to (7) [42]. But the
details are different and one would need to work out the
details on how a control theoretic approach would influence the
process rates to perform importance sampling. Furthermore,
details on the learning procedure applied to both types of
systems and the parametrization of the feedback controller
need to be worked out.
It is interesting to notice the similarities between the iterated
auxiliary particle filter8 [23] and optimal control solution in
[41], [37]. The computation of the optimal twisted functions
in [23] is related to the backward message passing involved in
the computation of the optimal transition probability. However,
the connection to optimal control was not pointed out in this
work. Recall that, in practice, the functions and transition
densities in [23] have to be restricted. On the contrary, APIS
has great flexibility in the design of the controller. Hence, it
may prove fruitful to explore the similarities between both
approaches to develop better approximation schemes for the
iterative auxiliary particle methods.
Similarly, it is interesting to contrast the ideas of this paper
to those in [25], [26], where the aim was to minimize the
KL divergence between the target density and a parametrized
(mixture) model. These ideas are similar in flavor to the ideas
here9 but it is not obvious how both schemes relate. The
difficulty in the comparison resides in the components learned
in each method. While we aim at learning a parametrized
controller to adapt the prior (uncontrolled) dynamics, [26]
directly modifies the adjustment multiplier weights and the
proposal kernels. These modifications may correspond to the
importance control correction term and the introduction of a
control term in the dynamics. However, a detailed comparison
may help us to understand further the relation between adap-
8We are grateful to a reviewer for pointing out this work and the similarity
between APIS and this method.
9We are grateful to a reviewer for mentioning this approach and its possible
relation to APIS for discrete HMMs.
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tive importance sampling and control for general hidden state
processes.
In our experiments we have initialized the importance sam-
pler with u(x, t) = 0. One can consider better initializations
of the controller using other methods. For instance, one could
initialize a linear feedback controller around the solution to the
optimal trajectory as in [33]. The initialization of the controller
will have an impact on the performance that is not to be taken
lightly, for instance, bad importance control u might decrease
the ESS and result in poor estimates which could lead to a
further decrease in the quality of the controller. Our experi-
ence is, however, that a linear feedback controller initialized
with the uncontrolled dynamics is a robust procedure when
combined with annealing.
Naturally, the initialization of the particles at t = 0 has an
impact on the ESS. In this paper we have chosen (axis-aligned)
Gaussians as proposal distributions to target the posterior
marginal at t = 0, but other initializations are possible. For
instance, one can sample from a multivariate Gaussian with
general covariance matrix, a general kernel density estimator
to deal with multi-modal distributions or initialize the particles
via the Cross Entropy method [24].
The choice of the number of particles N and the annealing
threshold γ is an open question. On the one hand, we know
that increasing N influences the efficiency of APIS in a non-
linear way and that a value below some threshold prevents
APIS from bootstrapping. However, it is not obvious how to
choose N in an efficient way. On the other hand, with the
annealing procedure introduced in this paper, it is possible
to bootstrap APIS without increasing N to prohibitive sizes.
Thus, it is important to understand how both, the number of
particles and the annealing procedure, influence the learning
of the control.
Unfortunately, there is no proof that APIS converges to
the optimal control within the class of control solutions
constrained by the parametrization. In practice we can use
the ESS as a quality measure, which can be used to asses the
"goodness" of the chosen parametrization. Still, the question
of optimality given a parametrization is a very interesting
question that deserves to be explored.
The efficiency of APIS depends on the choice of basis
functions, which is problem dependent. This choice is an open
question. The linear basis functions that we considered in
this paper are very robust to learn, however, they might lead
to problems whenever the posterior has multiple pronounced
modes. Since the update rule (18) poses no restriction on the
basis functions, more complex functions are possible. Thus, in
problems with multiple modes, locally linear functions such
as x exp(−x2) may be a good choice.
More general strategies to estimate an efficient importance
control are possible. For instance, we can use a nested set
of functions. During the initial iterations a simple function
(say linear) is learned and as soon as the ESS is sufficiently
high, non-linear extensions are learned. In this context the
application of universal function approximations such as deep
neural networks may be promising.
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APPENDIX
IMPLEMENTATION DETAILS
The proposed APIS method was discussed in III-B in
general form to remark that in principle any linear parametriza-
tion of the controller can be learned. Here, we discuss the
implementation details for the results in Section IV.
We use a linear feedback controller standardized w.r.t.
the target distribution, i.e. h(x, t) := (1, z(x, t))′, where
z(x, t), x ∈ Rm. Each component zi is defined as
zi(x, t) =
xi − µi(t)
σi(t)
where µi(t) = 〈Xt,i〉 , σ2i (t) =
〈
(Xt,i − µi(t))2
〉
; i =
1, . . . ,m are the mean and variance of the state components
w.r.t. smoothing marginal at time t. The values are initialized
in the first iteration as µi(t) = 0 and σ2i (t) = 1 for all times.
This choice of basis functions splits (18) such that the updates
for the open-loop and feedback controllers are independent and
numerically more stable.
For completeness, we give the explicit update rules for
the standardized linear feedback controller. The control has
a very simple form u(x, t) = a(t)z(xt, t) + b(t), where
a(t) ∈ Rm×m is a square matrix of the same dimension as
the state and b(t) ∈ Rm is an open-loop controller. Then, the
cross-correlation matrix becomes
H(t) =
[
1 0
0 C(t)
]
where C(t) is the correlation matrix of the state variables. We
have component-wise,
Cij(t) =
〈
[Xt,i − µi(t)][Xt,j − µj(t)]
σi(t)σj(t)
〉
r
.
For dQr(ht) we have a matrix in Rm×(m+1) with elements
[dQr(1)]
i1 = 〈dWt,i〉r
[dQr(zt)]
i(j+1) =
〈
dWt,i
Xt,j − µj(t)
σj(t)
〉
r
for each i, j = 1, . . . ,m.
This gives the explicit update rules,
br+1(t) = br(t) + η
〈dWt〉r
dt
ar+1(t) = ar(t) + η
dQr(zt)
dt
C−1(t)
We use as prior distribution p0(X0) for the state at time t =
0 a Gaussian with mean and variance µ0, σ20 , respectively. In
addition, we use an adaptive Gaussian as proposal distribution
q(X0). Thus, we initialize at each iteration of APIS the cost
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to correct for this importance sampling step. This initial value
is given for particles l = 1, . . . , N by
S0,l =
m∑
i=1
(X l0,i − µˆ0,i)2
2σˆ20,i
− (X
l
0,i − µ0,i)2
2σ20,i
where µˆ0 = µ(0) and σˆ20,i = σi(0)
2 are the mean and variance
of the posterior marginal at t = 0.
The control cost over the entire interval [0, T ] is given
by the linear feedback controller and approximated by the
discretization step dt,ˆ T
0
1
2
‖u(Xs, s)‖2 ds+
ˆ T
0
u(Xs, s)
′dWs ≈
L∑
i=1
‖a(ti)zti + b(ti)‖2
dt
2
+ (a(ti)zti + b(ti))
′
dWti
where zti = z(Xti , ti) and dWti the noise realization at time
ti with variance σ2 = dt. The summation goes over the L =
T/dt integration steps.
In general, there is a trade-off between the amount of
iterations and the number of particles needed, but we observe
that the convergence of the ESS to a maximal value is very
fast once it has bootstrapped, so usually a number of iterations
Imax  N can be chosen and–as a rule of thumb–higher
N allows for less iterations. The particles can be sampled
independently so this step is parallelizable. Nevertheless, when
reducing the learning rate, it is possible to reduce by at least
one order of magnitude the number of particles needed to
bootstrap APIS. Naturally, this will increase the number of
iterations needed. In addition, we found that an annealing
procedure with γ in the range 0.02 − 0.05 works well for
low N .
Finally, for FFBSi and FS, we use the algorithms as
described in [8, Algorithm 4] with the numerical integration
of the SDE (1) as proposal distribution for the filtering.
We initialized particles according to p0(X0) unless noted
otherwise.
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