Abstract. The time series analysis method and the actual situation of the real-time monitoring system of the coastal waters are used to select the real-time monitoring data of the dissolved oxygen (DO) in the water quality monitoring data from 24 th to 28 th March 2016 as a research sample, the ARIMA model was fitted in the Eviews. The model was used to predict the data on March 29 th and 30 th and compared with the actual measured data. The results show that the relative error between the predicted value and the real value is 4-12% and the average error is about 4.79%. It is proved that the time series analysis is good enough in the water quality prediction. By comparing the results of static prediction and dynamic prediction, it is discussed that the limitation and future research of time series analysis method in water quality prediction problem.
Introduction
Water resource is one of the most important natural resources in the world, which is the basic condition for human survival and development. The sustainable utilization of water resources is an important guarantee for the sustainable development of society and economy. Therefore, water quality monitoring and forecasting is one of the main subjects in the current social research: the data obtained by real-time monitoring to water quality, can reflect the impact of influencing factors on water environment system [1] . And then using the current science and technology to predict the evolution trend of the quality of the monitoring waters can timely take appropriate measures such as water quality management, disaster warning [2] . In this paper, considering the actual situation of the real-time monitoring system of coastal water quality of Shanghai Ocean University, dissolved oxygen (DO) as an important parameter in water quality monitoring data is selected as the research sample, and ARIMA (3,1 (1,2,4)) model was established by using time series analysis method. The experimental results show that the prediction method is better, and it can be applied to the water quality monitoring and early warning.
Time series analysis is an important part of mathematical statistics. Its basic idea is "let the data speak itself". As long as the current value of the observed variable is seen as its own past values and external random interference factor function, based on the historical data of the observed variables, the model with dynamic regularity of the time series is established, and the future development trend is forecasted [5] .And usually the water quality parameters of the monitoring data will have a sound record, so the time series analysis of the required data acquisition is very convenient, and data processing is not very complicated. And the random interference is controlled, so the short-term forecast is very accurate [4] . To overcome the deficiencies of deterministic factorization, G.E.P. Box and G. M. Jenkins [6] proposed the Autoregressive Integrated Moving Average (ARIMA) model. The non-stationary time series is transformed into a stationary differential sequence by using the difference method, and then the ARMA model is fitted by using the stationary sequence analysis method.
Prediction Model Data Processing
Dissolved oxygen (DO) refers to the molecular oxygen dissolved in water, which is one of the main living conditions of aquatic organisms, and can reflect the degree of water pollution, especially the degree of organic pollution, so it is an important indicator to measure water self-purification capacity, but also one of the important indicators to evaluate the degree of water pollution. Therefore, this study is based on the real-time monitoring system of coastal water quality of Shanghai Ocean University, and selects the dissolved oxygen (DO) from 24th to 28th March 2016 as a research sample.
By plotting the timing diagram of sequence, it is found that the original image has a certain seasonal trend and an intercepted graph, so it is initially determined as a nonstationary sequence. The ADF test shows that the unit root statistic is greater than the critical value, with the probability P> 0.05, so accept the original hypothesis, that is, the original sequence is non-stationary sequence.
Using the autocorrelation diagram to further assist in the test determines whether the sequence has analytical value. It is found that the Q statistic is very significant and the concomitant probability is less than 0.05. The rejection sequence is the original hypothesis of the white noise sequence, indicating that there is an autocorrelation in the original sequence.
The essence of ARIMA is to combine differential operation with stationary time series analysis method [8] . When there is some deterministic factor in the above sequence, the trend is eliminated first, and then the appropriate order is selected to deal with the adjusted sequence and transform it into a suitable time series for appropriate analysis.
Model Designing
(1) Stationary Processing. First of all, the original sequence DO is subjected to logarithmic first order difference processing. It is found that the sequence is always fluctuating around a fixed value, and there is no obvious trend or periodicity. Observing the autocorrelation graph of the dlndo sequence found that the autocorrelation function and the partial correlation function gradually decay and tend to zero (figure1), the Q statistic is very large and the concomitant probability P is 0. In the unit root test, the concomitant probability is 0, and the null hypothesis is rejected. Therefore, it can be concluded that the dlndo sequence after the original sequence is processed by logarithmic difference is stationary.
(2) Model Identification. Based on the previous analysis, the sequence is taken as the first order differential smooth non-white noise sequence, so consider the establishment of d = 1 ARIMA model. Observe the autocorrelation diagram of the dlndo sequence (figure1), q value optional 1, 2, 3, 4. dlndo partial correlation function was slow decay trend, 1-12 orders are more than 2 times the standard deviation, so the p value can choose 1-12. can not simply look at a certain indicator, but to consider all aspects of the situation, to make a comprehensive judgment. Comprehensive analysis of various types of indicators on the conditions we have a comparative analysis of the model (see Table 1 ). The Sparse coefficient model ARIMA (3,1, (1,2,4)) is the optimal model. And then observe the residual sequence of the autocorrelation diagram, found that all the associated probability greater than 0.05, that is, the residual sequence of pure random sequence, indicating that the original observation sequence implied relevant information has been sufficient extract. shows that the relative error of forecasting and real value is 4% -12% and the average relative error is about 4.79%, which indicates that the forecast is more accurate.
(2) Static Prediction. In order to further verify the accuracy and practicability of the model, the model was used as the prediction sample for the 29-day dissolved oxygen concentration sequence. Static prediction is said that each forecast once, with the real value instead of the forecast value, added to the estimated interval, and then forward forecast, that is static prediction is the actual value of the original sequence to achieve the forecast. It can be seen from the figure 2 that the simulation curve can reflect the actual trend of dissolved oxygen concentration. The average relative error is 17% and the minimum absolute error is 0.003%, MAPE = 0.604%, good prediction accuracy. The results of the analysis can be found to be very accurate for the short-term prediction of the model, but with the increase of the forecast period, the prediction error will gradually increase. This is mainly due to the following reasons.
Firstly, because the ARIMA model only considers the law of the development of the time series itself, it does not take it into account that the water quality parameters will be subject to many uncontrollable internal and external factors, and these unexpected factors in the model can only be ε t random interference item to indicate that there is no way to show in the forecast.
Secondly, the time series analysis requires data to be as continuous as possible, the more the sample, the more obvious the law, and the more accurate the fitting model. The sample in this paper is only 5 * 480 data of five days, can not be a good show of water quality parameters of the monthly, quarterly changes in the law. This increased difficulty to the work of this article to a certain extent.
Thirdly, comparing the results of static prediction with dynamic prediction, it is considered that if the samples are supplemented in future research, and if the newly received monitoring data can be added to the original sequence in time, it is possible to update the model in real time and reduce the error of long-term prediction to improve the prediction accuracy of the model.
Conclusion
The study of water quality monitoring and forecasting is very large and complicate system engineering. The complexity of influencing factors and the richness of the research needs are far from what we imagine. The future research trend can be mainly aimed at the following aspects.
Firstly, we carry out the combinatorial model combined with time series model. At present, the single water quality prediction method is an effective way to improve the accuracy and reliability of the prediction. Although the application has been widely used, but each has its own shortcomings, and the method of combining and coupling with different methods is effective, such as time series analysis and artificial neural network prediction method to enhance the ability to deal with nonlinear problems, and by virtue of BP neural network strong adaptive ability to optimize the model to improve the long-term prediction accuracy.
Secondly, on the basis of time series analysis, combined with new technologies, such as time series analysis data calculation, modelling and forecasting based on the strong spatial analysis capabilities of GIS to complement each other, to improve water quality monitoring, predictive simulation capabilities, a single data table into a vivid image of the graphical way to help people water environment control and decision.
