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Abstract 
 Tools usually used until yet to manage flows of goods are mostly based on information systems such as ERP, 
WMS, APS, TMS, or other legacy systems. The advent of cloud computing (CC) and Internet of Things (IoT) adds 
the relevant information and events capture issue, transfer, storage, processing and sharing. Also, for a better 
collaboration and interoperability enhancement in supply chain, it is interesting to notify automatically each event 
related to logistic flows to involved actors. In order to remedy to these issues, we propose in this paper the 
architecture of a collaborative platform based on advanced technologies related to IoT, CC, GPS/GPRS and RFID 
for positioning, identification, communication, tracking and data sharing.  
Keywords: Internet of things; RFID; GPRS; Traceability; Interoperability; Information sharing; Event Driven Architecture ; Collaborative supply 
chain; Goods tracking. 
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1. Introduction 
The identification, traceability and real-time tracking of goods in supply chains have always been difficult, 
because of the heterogeneity of platforms and technologies used by various actors of the chain. The advent of the 
Internet of Things and cloud computing brings a new approach, enabling to collect, transfer, store and share 
information on the logistics flow for better cooperation and interoperability between supply chain partners. 
The problem addressed here is the enhancement of the collaboration between supply chain actors to make easier 
the flow of goods management in the overall supply chain, including 4PL operators. This issue includes good 
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tracking and tracing, data sharing and processing with access and authorization control and the management of 
interaction between all concerned actors.  Existing platforms failed to solve the problem in some key points: collect 
data directly from sensors incorporate on goods, for real time processing and notification; define a common policy 
and communication protocol for all stakeholders; manage interoperability between heterogeneous Internet 
Technology (IT) infrastructures of collaborators and multi tenancy of heterogeneous legacy applications; make 
information available from mobile devices so that data can be process remotely and update made; managing the 
multiple interactions between supply chain partners. To remedy to the above mentioned deficiencies, we propose to 
design a collaborative cloud-based platform to support the data sharing, integration and processing requirements for 
logistic goods tracking and tracing.  
The added value of this architecture is mainly the integration of different layers of IoT, the sensor layer, the data 
transmission layer, the storage layer in the cloud and finally setting the data collected available to users. And hence, 
to facilitate the information sharing on logistic flows for traceability, collaboration and interoperability between 
different actors in the supply chain. These requirements are the key challenges for enterprises in the field of flows 
management, collaborative supply chain and future business intelligence. In addition, for each system segment, we 
propose a data and business model based on Guard Stage Milestone (GSM) framework which is intended to be the 
most convenient artifact centric approach for business modeling.  
2. Used technologies and modeling approaches: an overview  
x Existing platforms 
Authors have already proposed various collaborative platforms in many areas of everyday life (agriculture / 
livestock, goods transport / trade, environment, health) 13, 14, 15, 16, 17. From an architectural point of view, we can say 
that these platforms are mostly based on model of collaborative web portal, with some exceptions. For example, in 
16 it was therefore a matter of developing a web portal that communicates with a relational database (distributed or 
not) and different employees access data shared via the portal says. Collaboration is therefore by the message 
exchange between partners through the portal. In terms of integration, these systems can be divided into three 
categories: point-to-point model, integration via web services (using standards such as SOAP, UDDI, HTTP, 
WSDL), and integration based on middleware (RPC, CORBA, DCOM, MOM) 17. A significant limitation of these 
architectures is that they do not include sensor networks (WSN) for acquiring information from the sensors, which 
are too few have a cloud-oriented data storage strategy (based NoSQL, cloud storage, AWS). Moreover, to the best 
of our knowledge it is rarely mentioned in these architectures the notion of notifications and real-time event 
processing. Add to these problems of integration required by the future collaborative systems such as the need for a 
common policy on management of shared resources, the diversity of protocols and formats specific to each system 
with the access to resources from any device (PC, PDA, etc.) with any platform (Windows, IOS, Android, etc.).  
x Internet of Things  
IoT is an evolution in computer technology and communication that aims to connect objects together via the 
Internet. Objects mean everything that surrounds us and can communicate or not 1. The flow of information and 
events generated by the interconnection of these objects is used to facilitate their tracking, management, control and 
coordination. Logistic objects and flows are a concrete example 2 . The integration of heterogeneous technologies 
and concerns are some of main challenges to achieve in order to take advantages of this new paradigm 3.  
x RFID  
RFID is composed of a couple reader / tag. The reader sends a radio wave, the tag in turn sends an identification 
frame. Once the chip is powered, labels and tags communicate following the TTF protocol (Tag Talk First) or ITF 
(Interrogator Talk First). In TTF fashion, the tag transmits first information contained in the chip to the interrogator. 
In ITF mode, the interrogator sends a request to the tag, and it meets later. There are three types of tags, passive 
tags, active and semi-active. The former energy is provided by the magnetic field induced by their readers at the 
time of identification. Active tags are fed by batteries, and are able to send data without solicitation from a reader. 
The semi-active tag use a hybrid mechanism: self-powered, it is activated at the request of the tag reader, allowing 
lower power consumption than active tags. The reading distance of RFID chips range from a few centimeters to a 
few meters (10 m), and can go beyond (200 m) with long range communication technologies 3.  
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x Data and information sharing for collaborative supply chain 
Traditional supply chain and business management systems have many deficiencies because suppliers didn’t 
have a global visibility on customers’ orders and market demand.  Demand Driven Supply Networks (DDSN) is an 
IT approach enabling business-to-business collaboration and interoperability. DDSN recommends data sharing on 
inter-company supply chain. By applying this approach, instead of responding individually to isolated customers’ 
orders, it would be better if suppliers could reorganize themselves and work together by sharing more data in order 
to better respond all market demands 4. DDSN uses the pull technique, i.e. the supply chain is driven by customers 
demand by reacting, anticipating, collaborating and orchestrating 5. For example, the stock level is about 8% and 
could go up to 30 %, according to the scenario, whereas reliable information sharing could lower OOS-rates and 
improve demand chain management 6.  
x GSM framework   
Two approaches coexist in business process modeling, process centric approach and articfact centric approach. 
In the process centric approach, the business process is represented by the various treatments or tasks that are 
performed during the business process lifecycle. The most promising approach is the artifact centric, which 
combined the representation of the lifecycle of the business entity with an information model that captures data 
relating to entities of the same type 7. The GSM framework, artifact centric is based on three fundamental concepts: 
the milestone that represents the business relevant goal, the guard is a condition to trigger a stage, or set of 
treatments. The stage represents different ways to achieve the business objective 8.  
 
3. System description: components and technologies  
The Fig 1 shows the global architecture of the solution. This section presents the main components of the 
platform and related technologies. Indeed, we will focus on principal tasks such as RFID identification, 
Geopositioning, tracking and tracing, communication, transmission and data sharing of pallets gathering logistic 
objects and transported in containers by geolocalized trucks. 
3.1. Identification and tracking using RFID 
EPCIS stands for Electronic Product Code Information System. A standard enabling trading partner to share 
information (what, where, when, why) about the physical movement and status of products throughout the supply 
chain. As illustrated in the Fig. 2, we assume that the pallet is equipped with an RFID chip containing product 
information like Electronic Product Code (EPC code), weight, description of the pallet content, product 
dangerousness, incompatible products, etc.  When the pallet is ready for loading, The RFID reader reads information 
and sends to a cloud platform using a transmission system such as GPRS/GSM or Sigfox network 9, 11. 
 
 
Fig1. Global architecture of the platform 
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The GSM model of the Fig 3 describes this identification process. The main stage of the model named “RFID 
tag reading and transfer” is activated by two combined events or guards (“Pallet ready for loading” and 
“Transportation vehicle arrived”). When this stage is activated, the internal stage “tag information reading” is 
activated automatically with the same guards.  The tasks “read pallet RFID tag information“ and “send pallet 
information through GPRS” are executed. The internal stage “Platform verification and confirmation” is responsible 
for two tasks, verify read information and notify the result to related users. After having collected, information must 
be stored somewhere for varied use. The following section shows how we store and process the collected data. 
 
 
Fig. 2: Transmission using GPRS                                       Fig 3: GSM model for Pallet identification 
3.2. Data storage and real time event processing with the cloud platform 
The architecture we proposed for the cloud platform is event driven (EDA: Event Driven Architecture), 
extension of Service Oriented Architecture SOA 12 by event management and processing. The platform consists of 
five blocks as we can see in Fig 4, the Data/Event Handler responsible for events and messages handling coming 
from heterogeneous end devices (RFID reader, user Tablets or PC). The cloud storage database for storing 
information sent by the RFID tag or related to users. The Event Processing & Notification Agent allows to process 
all received messages and to make notifications to relevant users by generating new messages. A directory services 
is used to store platform external consumer services to be notified. Finally, a security component helps to encrypt 
messages and manage the access rights to shared information. 
3.2.1.  Data/Event Handler 
The data / Event Handler consists of two parts (Fig 5), the Request Handler and the Data processing. The request 
Handler handles events (RFID reader or user request) and transfers the message to the Data processing unit that is 
responsible for processing. The main tasks of this unit are: 1) determine the request type; 2) extract data in the 
envelope; 3) verify data formats and consistency and 4) record data in the shared database. After that, the 
notification service is automatically called to inform intended users. 
 
 
Fig 4: Cloud platform architecture                                                                  Fig 5: Data/Event Handler component  
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3.2.2. Cloud storage database 
Cloud storage is used here to store IoT data for its scalability, availability, and to be accessible anywhere 
anyhow. As mentioned earlier, traditional platform have their data disseminate in distributed database, available 
from multiple collaborators SGBDs. The amount of collected data, security (access control, authentication and 
authorization), and protocols heterogeneity are the most important challenges for this new approach. To perform 
tasks, the platform has to store information about business entities, related business events and users. We propose a 
relational database schema to store information about all above mentioned items. Google cloud SQL platform enable 
us to use a relational data base schema. Google will handles replication, path management and ensure performance 
and availability. We are aware that it is not the right way to address the issue of high volumetry; hence we planned 
to extend this work with a NoSQL database. Our data model consists of a business entity table hosting the EPC code 
of the business entity as unique identifier (Fig 6). This table stores also the GPS coordinates of the entity (Pallet, 
Container, etc) and environmental information such as temperature, pressure and humidity.  The entity could be a 
composition of many other business entities (like container is composed by pallets and pallets are composed by 
items). The business entity is own by a business user who is by default the one who creates the entity in the 
platform. For users, we store an identification key (BUId), a login and password to enable them get access to the 
platform.           
 
 
      Fig 6: Platform Data structure,                                                                 Fig 7: Hashmap for Notify On Context Change relationship 
 
 Business events are news about the business entities. A given business event is related to only one business 
entity. The business user (BU) is an organization sharing data or services for collaboration purpose. It could be also 
an operator hired in the flow of goods that needs information for flows coordination. The platform manages also a 
Hashmap to store services provided by business operators. So for each business operator the platform stores a userId 
as an entry key and a list of business entities represented by their EPCs code, as shown in Fig 7. One difficulty of 
this integrative platform is to manage data from various sources (Oracle, DB2, MySQL, etc.) with data schema 
different from each other, given the diversity of actors in the supply chain. To overcome this issue, the platform acts 
as a bus, a middleware that allows different entities to share data using a single data formats (JSON, XML). For the 
pooling of data, we have to compartmentalize within the cloud storage database data of each stakeholder, enabling 
him to use its own access right policy, permission, privacy and data schema. Technical realization would be based 
on Google cloud storage concept of namespaces.  
3.2.3. Directory for web service registering and discovery (UDDI Registry) 
UDDI registry stands for Universal Description Discovery and Integration, a service directory based on XML 
and especially designed for Web services discovery.  UDDI can locate on the network the desired Web service. We 
used a UDDI registry because our architecture is service oriented (SOA) and therefore we wanted the web services 
that communicate together to be register in a directory for easy discovery. This component of the platform provides 
functionalities for web services recording. The directory specifies how web services and other legacy applications or 
business processes could register to be automatically notified when the business entities context changes (position, 
temperature ...). We use for this purpose the publish/subscribe pattern allowing players to subscribe to a notification 
web service and in return automatically receive alerts when the context of the business entity changes.  
Publish/Subscribe pattern differs from other message exchange patterns because only one subscription allows a 
subscriber to receive one or more event notifications without sending request to service producer 18. Publish/ 
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Subscribe pattern seems to be the right candidate for processing events in the case of multiple event producers and 
consumers with different and heterogeneous sources 18. This pattern can be used in business process management 
systems where a customer could act as a service by subscribing to supplier service and publishes orders or inputs. 
The supplier service will then send notifications event to customer service 19. 
3.2.4. Event processing and notification  
When an event is handled (read an RFID tag, comment on a pallet, update the GPS coordinates, change of 
temperature ...), this module informs related users and stakeholders. These reports accessible from the cloud allow 
goods information access from any device (tablet, mobile phone, notebook PC). Thus, actors in the supply chain 
who collaborate together to monitor the commodity can take important decisions in real time, especially in case of 
problems (blocked container, pallet not conform to industry regulation, etc.).  
 
 
Fig 8: Event processing and notification process                                               Fig 9: Data transmission using GPRS network  
 
The GSM diagram of Fig 8 describes the operation in the case of a notification. Data passes through the network 
before reaching the cloud platform. The below section explains how this transmission works. 
3.3. Communication and data transmission  
The communication network is used here for data transmission needs. Many communication technologies are 
developed in the literature 9,10. In what follows we focus on the information transmission using two communication 
technologies GPRS and Sigfox networks. A comparative study of these technologies is presented.  
3.3.1. Transmission using GPRS network 
As illustrated in Fig 9, we observe two-way communication between the arduino board with a GPRS 
communication module (GPRS shield) and the cloud platform, through the GPRS network. Information read from 
the RFID card is transmitted to the arduino board. The message is sent through the GSM/GPRS network to the 
platform. Since the acquisition and processing modules used have a small battery charge and memory space 
(Arduino mega: 256 Ko flash memory), it is necessary to set a reasonable encoding of information to be transferred. 
The diagram of Fig 10 shows the frame format we propose. The frame consists of three parts: the first provides 
information on the EPC data. The Serial Shipping Container Code EPC scheme (SSCC) is used to uniquely identify 
an aggregate logistic unit like pallet or shipping container in logistic (e.g.: urn:epc:id:sscc:0625893.6589425689). 
For this part, we have to respect the standard EPC Tag Data Standard version 1.9 from Nov. 2014. The second part 
of the frame is used to send information about the environment of the pallet such as temperature, pressure, humidity. 
3.3.2. Transmission using Sigfox cellular Network  
Another way for data transmission is the use of Sigfox cellular network. In Fig 11, we present a Sigfox based 
architecture. The Telecom Design development boards (TD) are the only ones able to communicate directly with the 
SigFox network and the TD cloud platform (sensor web services) 11. It is therefore not possible to provide another 
card (Arduino, Galileo, Raspberry Py, etc.) directly with the SigFox network currently. Furthermore, it is possible to 
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send ATTENTION command AT commands to a Telecom Design card (TD1208, TD1202, TD1204, and TD1207) 
11. Note however that Snootlab Akeru has developed a card incorporating a SigFox module on Arduino. The data is 
read by the RFID reader and transmitted to the Arduino board, then forwarded through TD12XXXX SigFox 
network. Side of the Cloud, the platform SigFox has a call back service to automatically recover data recorded on 
the platform (Fig 11). 
                 
                          Fig 10: Frame template                                                                        Fig 11: Data Transmission using Sigfox network 
3.3.3. Comparison between Sigfox & GPRS 
The table 1 shows that the best advantage of using GPRS is that it offers the possibility to send as many 
messages as wished, and message size is almost greater than those of SigFox. But the annual cost of a GPRS 
subscription is very high compared with what offered by SigFox. From this comparative study we remark that 
SigFox is the best solution in case it is intended to connect multiple objects exceeding the hundreds. This advantage 
is strengthened by a cloud platform that Sigfox makes available to its customers. 
 
           Table1: a comparison between Sigfox and GPRS 
Criteria GPRS Sigfox 
Max messages/ Day ∞ 143 
Max message size < 1500 Byte < 10 Byte 
Cloud platform Not offered offered 
Cost/unit < 65 € < 45€ 
Subscription cost/unit/year  < 240€ < 150€ 
Energy consumed / day Low High 
Integration with other IoT technologies Easy Difficult 
Cover networks World  National  
 
3.3.4. Using GPS for containers tracking and positioning  
Tracking the position (GPS coordinates) of a commodity, a good, a pallet, a container is very important 
especially in case of loss or theft. Global Navigation Satellite Systems (GNSS) allows tracking of goods in real time, 
and can guarantee the quality of service (QoS) for transport logistics operators. Incorporating a GPS sensor thus 
allows notifying the owner and his collaborators about the good position from the start of loading until delivery to 
the end customer. For this purpose, we use the signed degrees format (DDD.dddd) for latitude and longitude 
coordinates. According to this format, the latitude range from -90 to 90 and the longitudes range from -180 to 180.  
4. Use case scenario 
We consider the scenario where a container has to be filled and shipped. A 4PL operator has a container to fill 
with a list of goods. When goods are all filled into the container, it is galvanized and transferred to the port. Then it 
is transported by ship and delivered to the distribution hub. When the container arrives at the distribution hub, the 
goods are unbundled and shipped to end-customers via terrestrial transport operator. We consider that the goods 
come from different suppliers. Also operators who transport are as different as end customers and are not in the 
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same geographic area. This example shows the complexity in coordinating logistic flows and supply chain. We aim 
to apply our cloud-oriented service platform architecture to manage and share information between all involved 
actors. The platform will also handle all events emitted by the flow of goods and the actors in real time. 
Furthermore, the bus is responsible for automatic notification to all actors. This leads to facilitate the coordination 
and monitoring of the flow of goods. The 4PL operator could ensure the various phases of the process: filling the 
container, shipping, distribution of goods to the final client. The scenario is resuming in a BPMN diagram showing 
event handling by the platform and automatic notification to actors involved in the process. This diagram will be 
further detailed in the extended version of this paper.     
5. Conclusion 
The purpose of this paper was to use IoT and cloud computing technologies associated with GNSS (GPRS/GPS) 
for real time Geopositioning and tracing of goods. At first, we presented the adopted architecture and explain how 
the platform works. By introducing the IoT and cloud computing technologies, the emphasis was made on 
information sharing aspect for interoperability and collaboration between involved actors in a logistic flow. In 
addition, an artifact centric based approach is used to represent the behavior of each system component and model 
its interaction with other components. The next step is to implement and measure the real impact of this architecture 
in flows management, in terms of optimization, coordination and quality of service (QoS). In addition the proposed 
use case scenario will be detailed and served as a test scenario for the implemented platform. 
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