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Abstract
We study sparse high-dimensional negative binomial regression problem for count data regres-
sion by showing non-asymptotic merits of the Elastic-net regularized estimator. With the KKT
conditions, we derive two types of non-asymptotic oracle inequalities for the elastic net estimates
of negative binomial regression by utilizing Compatibility factor and Stabil Condition, respec-
tively. Based on oracle inequalities we proposed, we firstly show the sign consistency property of
the Elastic-net estimators provided that the non-zero components in sparse true vector are large
than a proper choice of the weakest signal detection threshold; and the second application is that
we give an oracle inequality for bounding the grouping effect with high probability; thirdly, under
some assumptions of design matrix, we can recover the true variable set with high probability if
the weakest signal detection threshold is large than 3 times the value of turning parameter; at
last, we briefly discuss the de-biased Elastic-net estimator.
Key Words: high-dimensional count regression; Elastic-net; KKT conditions; oracle inequalities;
sign consistency; grouping effect; signal detection
I Introduction
In this paper, we consider regression problems for count data (sometimes called categorical data). The
responses are denoted as Y1, Y2, . . . , Yn each of which follows a discrete distribution. The expectation
of Yi will be related to Xiβ after a transformation by a link function. Poisson regression is one
example. Here the covariatesXi = (xi1, · · · , xip)T , (i = 1, 2, · · · , n) are supposed to be a deterministic
or random variable; if it is random we could deal with the model by conditioning on design matrix X.
Covariates in count data regression may take discrete or continuous values, and important exemplified
regressions includes: Logistic regression, Poisson regression, Negative binomial regression, etc. There
are many monographs on statistical models for counting data, for example Cameron and Trivedi
(2013), Hilbe (2011) and Tutz (2011).
A commonly used regression model for count data is the Poisson generalized linear model, which
is of frequent occurrence in economic, social, and biological science. There are more details about
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Poisson regression in Hilbe (2011). Poisson regression considers that the response variables are non-
negative integers and follow the Poisson distribution. As a sample, Yi obeys the Poisson distribution
P (Yi = yi|λ i) = λ
yi
i
yi!
e−λi , (i = 1, 2, · · · , n). The expectation of Yi is λi = E(Yi). We require that the
positive parameter λi is related to a linear combination of p covariate variables. And the assump-
tion of Poisson regression considers the logarithmic link function η(λi) =: log(λi) = Xi
Tβ where
β = (β1, · · · , βp)T . According to the assumption of Poisson regression, the variance is equal to the
expectation: E(Yi |Xi ) = Var(Yi |Xi ) = λi.
However, discrete data in practice often encounter the situation where the variance is greater
than the mean, in technical terms, called overdispersion. For example, the negative binomial
distribution provides a good choice for modelling RNA sequencing data which often show evi-
dence of over-dispersion (i.e., the variance of the response variable is greater than its mean), see
Rauschenberger et al. (2017), Qiu, Chen and Nettleton (2017, AOS). To test whether the variance
of a count data is greater than the expectation, a commonly used testing method is firstly proposed
by Cameron and Trivedi (1990). It is called the Cameron-Trivedi test:
H0: Var(Yi |Xi ) = E(Yi |Xi )=:µi v.s. H1: Var(Yi |Xi ) = µi+αg(µi),
where g(µi) = µi or g(µi) = µ
2
i and the constant α is the value to be tested. Therefore, the hypothesis
test is alternatively written as H0:α = 0 v.s. H1:α 6= 0. For α 6= 0, the count data is called over-
dispersed if α > 0 and it is called under-dispersed if α < 0. Here the under-dispersion means that
the variance of the data is less than the mean, which suggests that binomial regression (see Section
3.3.2 of Tutz (2011)) or COM-Poisson regression (see Sellers and Shmueli (2008)) should be suitable.
More details on the overdispersion test can be found in Chapter 7 of Hilbe (2011) and Section 5.5 of
Cameron and Trivedi (2013).
When the data is tested to be over-dispersed, we have to correct the hypothetical distributions and
then select flexible distribution, such as some two-parameter models like negative binomial regression,
and more details can be seen in Hilbe (2011). The negative binomial(NB) distribution is a special
case of the discrete compound Poisson (DCP) distribution, which also belongs to the class of infinite
divisible distribution. For more details properties of NB and DCP distribution, we refer readers to
Section 5.9.3 of Johnson et al. (2005), Zhang et al. (2014) and references therein. The probability
mass function of the negative binomial distribution random variable (denoted as Y ∼ NBD(p, θ))
is pn =: P (Y = n) =
Γ(n+θ)
Γ(θ)n! (1− p)θpn, (p ∈ (0, 1), n ∈ N). The expectation and variance of the
NB distribution are θp1−p and
θp
(1−p)2 . In the regression setting, negative binomial regression (NBR)
assumes that the count data response obeys the NB distribution with over-dispersion:
P (Yi = yi|Xi) =: f(yi, θ, µi) = Γ(θ + yi)
Γ(θ)yi!
(
µi
θ + µi
)yi(
θ
θ + µi
)θ, (i = 1, 2, · · · , n)
where E(Yi |Xi ) = µi,Var(Yi |Xi ) = µi + µ
2
i
θ . Here θ is a qualification of level of overdispersion
that underlies in a count data set, and θ is the known dispersion parameter which can be estimated
(see Section 8 of Hilbe (2011)). When the mean parameter µi and the covariate are linked by
ln(µi) = X
T
i β, we have a NBR. When θ → +∞ we have Var(Yi |Xi ) → µi= E(Yi |Xi ). Thus
the Poisson regression is a limiting case of NBR when the dispersion parameter tends to infinite.
As overdispersion occurs in real data, NBR can be more powerful and interpretable than Poisson
regression.
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The log-likelihood function of NB responses is:
L(Y;β) = log[
n∏
i=1
f(Yi, θ, µi)]
=
n∑
i=1
log{Γ(θ + Yi)
Γ(θ)Yi!
(
µi
θ + µi
)Yi(
θ
θ + µi
)θ} − log Yi!− (θ + Yi) log(θ + µi)}
=
n∑
i=1
{log Γ(θ + Yi) + Yi log µi + θ log θ − log Γ(θ)
= c0 +
n∑
i=1
[YiXi
Tβ − (θ + Yi) log(θ + eXiTβ)].
where c0 is a constant.
Then, we take the derivative of the vector β. Let ∂l(Y;β)∂β = {∂l(Y;β)∂β1 , · · · ,
∂l(Y;β)
∂βp
}T , so that we
have ∂l(Y;β)∂β =
n∑
i=1
Xi[Yi − (θ + Yi) eXi
Tβ
θ+eXi
Tβ
] =
n∑
i=1
Xiθ[
θ+Yi
θ+eXi
T β
− 1] =
n∑
i=1
Xi(Yi−eXiT β)θ
θ+eXi
T β
. Besides, by
setting score function to be 0, ∂l(Y;β)∂β = 0, we can get βˆmle. The second derivative is calculated by
∂2l(Y;β)
∂β∂βT
= −
n∑
i=1
XiXi
T θ(θ + Yi)e
Xi
Tβ
(θ + eXi
Tβ)
2 (I.1)
which is semi-negative, so that βˆmle makes the likelihood function to take the maximum.
In the maximum likelihood estimation of the generalized linear model, let the average negative
log-likelihood ℓ(β) := − 1n
n∑
i=1
[YiXi
Tβ − (θ + Yi) log(θ + eXiTβ)] be the empirical loss function for
NBR, we can add the penalty function to the ℓ(β) to get the penalized (regularized) likelihood
estimates:
Definition 1. (Elastic net method of negative binomial regression) For the empirical NB loss function
ℓ(β), let λ1, λ2 > 0 be turning parameters, the Elastic-net estimates is defined as
βˆ =: βˆ(λ1, λ2) = argmin
β∈Rp
{ℓ(β) + λ1 ‖β‖1 + λ2‖β‖22} (I.2)
Chapter 3 of Tutz (2011) begins with three golden criteria for penalized estimation method for
sparse of coefficient vector:
1◦. Existence of unique estimates - this is where maximum likelihood estimates often fail;
2◦. Prediction accuracy - a model should be able to yield a decent prediction of the outcome;
3◦. Sparseness and interpretation - the parsimonious model that contains the strongest effects is
easier to interpret than a big model with hardly any structure.
Wang et al. (2016) compared the negative binomial regression and Poisson regression models
based on the Elastic net, MCP net and SCAD net penalty functions by using the hospitalization days
in hospitalized pediatric cardiac surgery and the associated covariates for variable selection analysis.
Massaro (2016) constructed the Elastic net penalized negative binomial regression to analyze the
over-dispersed count data: time-to-death (in days), from “Database for Annotation, Visualization
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and Integrated Discovery”. It selected functional characteristics of genes that increased or decreased
the survival time in the high-dimensional scenario p≫ n.
For 3◦, the penalty function in this paper we study is Elastic net estimate due to that Elastic
net enjoys the merit of both Lasso and Ridge, see Zou and Hastie (2005), De Mol, C. et al. (2009).
Lasso can only select one variable in a group of highly related variables, but Elastic-net can choose
more than one, this phenomenon is called grouping effect. As for 1◦ and 2◦, we concentrate on
the non-asymptotic properties of the Elastic net penalized maximum likelihood estimator in NB
regression.
The aim of this paper is to study statistical properties of the Elastic-net methods for sparse
estimator in NBR within the framework of statistical learning theory. Section II.1 presents a review
of KKT conditions. In Section II.2 and II.3, we showed that, the two types of oracle inequalities can
be derive for corrected variable selection error bound under the assumption of compatibility factor
condition and Stabil Condition, respectively. The remaining section is a byproduct of our proposed
oracle inequalities. Typically phenomenon of Elastic-net, we establish a uniform bound for the
grouping effect in the Section III.1. To obtain sign consistency in Section III.2.1, except the usual
Irrepresentable Condition, requirement of uniform signal strength that we can detect coefficients
larger than a constant multiplied by the tuning parameter of the ℓ1 penalty is needed. Using the
weakest signal condition, in Section III.2.2, we arrive at that, the probability of correct inclusion
for all true variables in the selected set Hˆ and the probability of corrected subset selection is high.
In Section III.3, we give some remarks of de-biased Elastic-net regularized M-estimators for low-
dimensional parameters in sparse high-dimensional case.
II High-dimensional Negative Binomial Regression
II.1 KKT conditions
For generalized Lasso-type convex penalty (GLCP) criterion, Yu (2010) considered L(β;λ1, λ2) =
ℓ(β) + λ1‖β‖1 + λ2g(β) where g(β) is a nonnegative convex function with g(0) = 0, λ1, λ2 being
positive turning parameters. The GLCP estimation problem for general log-likelihood is βˆ(λ1, λ2) =
argmin
β∈Rp
L(β;λ1, λ2). By subdifferential of the optimization function, the corresponding Karush-Kuhn-
Tucker conditions (KKT conditions) of GLCP estimator is{
ℓ˙j(βˆ) + λ2g˙j(βˆ) = −λ1sign(βˆj) if βˆj 6= 0,
|ℓ˙j(βˆ) + λ2g˙j(βˆ)| ≤ λ1 if βˆj = 0,
(II.1)
Here, we present the KKT conditions for the non-zero (or zero) Elastic-net estimate of the negative
binomial regression.
Lemma II.1. (Necessary and Sufficient Condition) Let k ∈ {1, 2, · · · , p} and λ2 > 0. Then, for the
Elastic-net estimates of negative binomial regression, we have
1. βˆk := βˆk(λ1, λ2) 6= 0 if and only if
1
n
n∑
i=1
xik
θ(eX
T
i βˆ − yi)
θ + eXi
T βˆ
= sgn[βˆk](λ1 + 2λ2|βˆk|).
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2. βˆk = 0 if and only if ∣∣∣∣∣ 1n
n∑
i=1
xik
θ(eXi
T βˆ − yi)
θ + eXi
T βˆ
∣∣∣∣∣ ≤ λ1.
Zhou (2013) gave an elementary proof of KKT conditions for the Elastic-net penalized optimiza-
tion problem in general linear regression. It is worth noting that KKT conditions is a standard result
by sub-differentiation techniques. But here in order to apply some identities to prove Lemma III.1 in
Section III.1, we give a detailed proof of the above Lemma. The prerequisite λ2 > 0 in Lemma II.1
is indispensable. The reason is that we need λ2 > 0 such that F (βˆ + εek)− F (βˆ) > 0 in the lines of
proof, see Appendix B, and then βˆ is the unique locally minimum. The KKT conditions is crucial
for all sections bellow.
II.2 ℓq-estimation error inequalities from compatibility factor condition
In this part we are going to show that the sparse estimator for high-dimensional negative Binomial
regression by using Elastic-net regularization is asymptotically close to the true parameter under a
few regularity conditions. The main result is stated as follows.
Statement II.1. Suppose K = max{|xij | ; 1 ≤ i ≤ n, 1 ≤ j ≤ p}. Let H be the support of β∗, that is
H = {j : β∗j 6= 0}. Let d∗ = |H| be the size of set H. Let C(ζ,H) and Cq(ζ,H) to be the compatibility
factor and the weak cone invertibility factor defined later. Define τ := K(ζ+1)d
∗λ1
2[C(ζ,H)]2
≤ 12e−1. Then,
with high probability we have
‖βˆ − β∗‖1 ≤ e
2aτ (ζ + 1)d∗λ1
2[C(ζ,H)]2
and ‖βˆ − β∗‖q ≤ 2e
2aτ ζd∗1/qλ1
(ζ + 1)Cq(ζ,H)
where aτ ≤ 12 is the smaller solution of the equation ae−2a = τ .
This subsection is arranged as follows. We first get a lower and upper bounds for symmetric
Bregman divergence. From the Bregman divergence inequalities, together with the compatibility
factor and the weak cone invertibility factor, we the get the ℓ1 and ℓq oracle inequalities. Finally, we
prove that the conditions that guarantee ℓ1 and ℓq oracle inequalities hold with high probability.
Let β∗ be the true coefficients vector. It is easy to verify that
β∗=argmin
β∈Rp
El(Y,β) (II.2)
where l(y,β) = yxTβ − (θ + y) log(θ + exTβ) is the NB loss.
In some sense, we can never really know the expectation of the negative log-likelihood because
β∗ is the unknown parameter to be estimated. One method that we are interested in is the sparse
estimates from the empirical risk function by adding elastic-net penalty as defined in (I.2). Let
H = {j : β∗j 6= 0},Hc = {j : β∗j = 0} be the nonzero and zero components respectively in the
target vector. Let d∗ = |H| be the number of non-zero coefficients in β∗. The symmetric Bregman
divergence of GLCP estimation is defined by
Dsg(βˆ,β) = (βˆ − β)T [ℓ˙(βˆ)− ℓ˙(β) + λ2(g˙(βˆ)− g˙(β))].
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If g = 0, the symmetric Bregman divergence is Ds(βˆ,β) = (βˆ − β)T [ℓ˙(βˆ) − ℓ˙(β)]. Since g(β) is a
nonnegative convex function, we deduce the quantitative relation:
Dsg(βˆ,β) ≥ Ds(βˆ,β). (II.3)
With the above definitions, we now provide a result to bound the symmetric Bregman divergence.
Lemma II.2. For the Elastic-net regularized problem (I.2), let z∗ = ‖ℓ˙(β∗) + 2λ2β∗‖∞ and ∆ =
βˆ − β∗. Then we have
(λ1 − z∗)‖∆Hc‖1 ≤ ∆T [(ℓ˙(βˆ)− ℓ˙(β∗) + 2λ2∆] + (λ1 − z∗)‖∆Hc‖1 ≤ (λ1 + z∗)‖∆H‖1. (II.4)
Lemma II.2 is direct result of Yu (2010) stated as following Lemma II.3 and so we omit the proof.
Lemma II.3. For GLCP estimation, let z∗ = ‖ℓ˙(β∗) + λ2g˙(β∗)‖∞ and ∆ = βˆ − β∗. Then we have
(λ1 − z∗)||∆Hc ||1 ≤ Dsg(βˆ,β∗) + (λ1 − z∗)||∆Hc ||1 ≤ (λ1 + z∗)||∆H ||1.
If z∗ ≤ ζ−1ζ+1λ1 for some ζ > 1, the above inequality turns to
2λ1
ζ + 1
||∆Hc ||1 ≤ Dsg(βˆ,β∗) +
2λ1
ζ + 1
||∆Hc ||1 ≤ 2ζλ1
ζ + 1
||∆H ||1, (II.5)
which is from the fact that λ1 − z∗ ≥ 2λ1ζ+1 and λ1 + z∗ ≤ 2ζλ1ζ+1 .
By (II.5), we have ||∆HC ||1 ≤ ζ‖∆H‖1. Hence we conclude that in the event{
‖ℓ˙(β∗) + 2λ2β∗‖∞ ≤ ζ − 1
ζ + 1
λ1
}
,
the error of estimate ∆ = βˆ − β∗ belongs to the cone set:
S(s,H) := {b ∈ Rp : ||bHc ||1 ≤ s||bH ||1}. (II.6)
The compatibility factor (van de Geer (2007)) of a p× p nonnegative-definite matrix Σ, denoted
by C(s,H,Σ), is defined by
C(s,H,Σ) := inf
06=b∈S(s,H)
[(d∗(b))(bTΣb)]1/2
‖bH‖1 > 0, (s ∈ R).
where S(s,H) = {b ∈ Rp : ‖bHc‖1 ≤ s‖bH‖1} is the cone condition.
For the sake of deriving ℓq-loss (q > 1) oracle inequalities for target coefficient vectors, we require
the concept of weak cone invertibility factors (weak CIF, see (53) of Ye and Zhang (2010)),
Cq(s,H,Σ) := inf
06=b∈S(s,H)
(d∗(b))1/q · bTΣb
||bH ||1 · ||b||q
> 0, (s ∈ R).
where ||b||q = (
p∑
j=1
bqj)
1/q. This constant generalizes the compatibility factor and is close to the
restricted eigenvalue (see Bickel et al. (2009)). But, from the results in Ye and Zhang (2010) and
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Huang et al. (2013), we know that the compatibility factor and weak CIF can achieve a shaper upper
bounds for the oracle inequalities since both of them are bigger than the restricted eigenvalue. The
ℓq-loss oracle inequalities will be useful in the proof of sign consistency property in Section III.2.1.
To use the above generalized restricted eigenvalues, we define the p× p Hessian matrix as
ℓ¨(β) = − 1
n
· ∂
2l(Y;β)
∂β∂βT
. (II.7)
Next we adopt an inequality by using similar approach in Lemma 3.2 in Huang et al. (2013).
Lemma II.4. We have
Ds(β + δ,β) ≥ δT ℓ¨(β)δe−2K|δ|
where K = max{|xij| ; 1 ≤ i ≤ n, 1 ≤ j ≤ p}.
This lemma together with Lemma-II.3 are an important inequality for deriving the targeted oracle
inequalities under the assumption of compatibility factor. We have the following oracle inequalities.
Theorem II.1. Suppose K = max{|xij | ; 1 ≤ i ≤ n, 1 ≤ j ≤ p}. Let H be the support of β∗,
that is H = {j : β∗j 6= 0}. Let d∗ = |H| be the size of set H. Let C(ζ,H) = C(ζ,H, ℓ¨(β∗)) and
Cq(ζ,H) = Cq(ζ,H, ℓ¨(β
∗)) to be the compatibility factor and the weak cone invertibility factor defined
above. Define τ := K(ζ+1)d
∗λ1
2[C(ζ,H)]2
≤ 12e−1. Then, under the event E =
{
‖ℓ˙(β∗) + 2λ2β∗‖∞ ≤ ζ−1ζ+1λ1
}
,
we have
‖βˆ − β∗‖1 ≤ e
2aτ (ζ + 1)d∗λ1
2[C(ζ,H)]2
and ‖βˆ − β∗‖q ≤ 2e
2aτ ζd∗1/qλ1
(ζ + 1)Cq(ζ,H)
(II.8)
where aτ ≤ 12 is the smaller solution of the equation ae−2a = τ .
A proof of Theorem II.1 is provided in the Appendix A.
We already provide the oracle inequalities in Theorem II.1 under a few conditions. Some condi-
tions are random events. Now we prove that these random events occur with high probability.
Theorem II.2. Under framework of Theorem II.1, we further assume that ‖β∗‖∞ ≤ B with a
constant B > 0. Choose λ2 such that Bλ2 = B1λ1. Let κ, ν be some positive real numbers such that
C =: ζ−1ζ+1 − 2B1 > 0. And let κ = 2KCT (K,B), ν2 = 8(KCT (K,B))2 where T (L,B) := KB + log(θ +
eKB) is a constant that depend on K,B. We have:
(1). If λ1 = C
−1(
√
2rν2 · log pn + κr · log pn ), we have P (E) ≥ 1− 2pr−1 , for any ζ > 1.
(2). Suppose λ1 ≥ C1
√
log p
n for some constant C1, we have P (E) ≥ 1−2p
1− (CC1)
2
2(ν2+κCλ1) , for any ζ >
1.
And consequently, with the two probabilities above respectively, we have the oracle inequality
(II.8).
With assumption that ‖β∗‖∞ ≤ B, we have z∗ = ||ℓ˙(β∗) + 2λ2β∗||∞ ≤ ‖ℓ˙(β∗)‖∞ + 2λ2B. Our
aim of proof is to have
P (z∗ ≥ ζ − 1
ζ + 1
λ1) ≤ P (||ℓ˙(β∗)||∞ + 2λ2M ≥ ζ − 1
ζ + 1
λ1)→ 0 (II.9)
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as n, p → ∞. That all we need is to apply some concentration inequality in terms of NB empirical
processes, i.e. sum of independent weighted NB random variables, these types of concentration
inequalities have been constructed recently, see Blazere et al. (2014), Zhang and Wu (2017) and
references therein. As the dispersion parameter θ is known, then NB random variables belong to
the exponential family whose moments growth are exponentially bounded (see Kakade et al. (2010)).
We adopt results in Lemma III.2 of Blazere et al. (2014) who gave a general concentration inequality
for the exponential family, which is deduced by the analytic absolute moment of exponential family
random variables, and similar exponential family concentration inequalities are given by Lemma 6.1 of
Rigollet (2012). Hence the conditions are satisfied to apply Bernstein’s inequality (see Gine´ and Nickl
(2015), p119). Our detailed proof of Theorem II.2 is given in the Appendix A.
If we presume case d∗ = O(1) in Theorem II.2, which implies that the error bounds is of the order√
log p
n so the weighted Lasso estimates have consistent property for the ℓ1-error when dimension of
covariates could increase with order exp(o(n)). As we know, the MLE estimator behaves with the
convergence rate 1√
n
. Nevertheless, in order to pay the price in high-dimensional condition, we have to
magnify
√
log p to the convergence rate of MLE. If we assume d∗ = o(
√
n
log p) i.e. p = exp{o(n/d∗)},
thus d∗λ = o(1) and it also implies the consistent property.
It is worth noting that Bunea (2008), Blazere et al. (2014) also proposed assumption λ2B = O(λ1)
for two turning parameters in Elastic net estimates, and they derived the ℓ2-prediction error and
ℓ1 error oracle inequalities based on the Stabil Condition. In next section, we will extend their
corresponding oracle inequalities to Elastic-net estimates for NBR. On the other hand, the methods
in term of compatibility factor and weak CIR that we employ in this section are yet random constants,
since it contains the Hassian matrix of the true coefficient vector and thus it encapsules the random
quantities {Yi}ni=1, see (II.7). So the purpose of next section is to give a new approach that avoids
the random upper bound for the ℓ1 or ℓ2 estimation error and provides ℓ2-prediction error oracle
inequality.
II.3 ℓ2-prediction error oracle inequalities from the Stabil Condition
To derive ℓ2-prediction error oracle inequalities for the Elastic-net estimates, we have to focus on
concentration inequalities of the empirical process
Pnl(β) =: − 1
n
n∑
i=1
[YiXi
Tβ − (θ + Yi) log(θ + eXiTβ)]
as empirical risk. This is the step which is crucial to evaluate the consistent properties of the
estimates. For the simplicity, we use symbol language of the empirical process in this section, and
the proof of the main lemma and theorem are postponed in the appendix. In this section, we presume
that the design X is random. Namely, the covarates and response are considered as a pair of random
variables (X, Y ) where Y ∈ R and X ∈ Rp. The conditional distribution Y |X = x is assumed to be
NB distributed with E(Y |X = x) = µ =: exp(xTβ∗)
In order to predict the response Y |X = x conditionally on a given value of x, our task is by
resorting Elastic-net estimator βˆ to estimates the components (β∗j )16j6p of β
∗. We need some addi-
tional assumptions as mentioned in Blazere et al. (2014), such that βˆ could enjoy oracle properties
in high-dimensional case.
8
• (H.1): All the variable in X is almost surely bounded by a constant L i.e. there exists a
constant L > 0 such that ‖X‖∞ ≤ L a.s.
• (H.2): For all x ∈ [−L,L]p, xTβ∗ ∈ Int(Θ)
• (H.3): We restrict β in domain:
Λ =
{
β ∈ Rp : ∀x ∈ [−L,L]p ,xTβ ∈ Θ, ‖β‖∞ ≤ B
}
.
The key of deriving oracle inequalities in this section depends on the correlation between the co-
variates, namely, on the behavior of the Gram matrix 1n
∑n
i=1XiX
T
i . Under the increasing dimension
of p = p(n), we know that the Gram matrix which is necessarily singular when p increases propor-
tionally to n (Marcenko-Pastur Law) and the largest eigenvalue may diverge when p → ∞. In this
section, we give sharp bounds for ℓ1-estimation and ℓ2-prediction errors for NBR models by looking
to a weaker condition which is analogous to the restricted eigenvalue condition (RE) proposed by
Bickel et al. (2009), and the weak CIF and compatibility factor conditions presented in Section 3.2.
Here we borrow a condition which is from the Stabil Condition first introduced by Bunea (2008) for
logistic regression with regard to ℓ1 and ℓ1+ ℓ2 penalty. A similar condition utilized by Blazere et al.
(2014) is to investigate oracle inequalities for Group lasso or Elastic-net estimates of GLM, but their
assumption of GLM does not contain the NBR. The key differences between their GLM models and
NBR is that: Pnl(β) of their GLM with canonical link function is linear in X
Tβ, while Pnl(β) of
NBR is non-linear in XTβ.
For c, ε > 0, we define the restricted set as
V(c, ε) := {b ∈ Rp : ||bHc ||1 ≤ c||bH ||1 + ε}. (II.10)
which is a fluctuated version of the cone condition mentioned in Section III.2.
On this set, we assume that the p×p matrix Σ fulfills the Stabil condition as below. For example,
Σ = E(XXT ) could be the p× p covariance matrix.
Definition 2. (Stabil Condition) For given c, ε > 0, let Σ = E(XXT ) covariance matrix, which
satisfies the Stabil condition S(c, ε, k) if there exists 0 < k < 1 such that
b
TΣb ≥ k||bH ||22 − ε
for any b ∈ V (c, ε).
Let l1(β) := l1(β,X, y) = −y[XTβ−ln(θ+exp{XTβ})] and l2(β) := l2(β,X, y) = θln(θ+exp{XTβ}),
and let l(β,X, y) = l1(β,X, y) + l2(β,X, y) be the NB loss function. Put Pl(Y,β) := Pl(β) =
E(l(β,X, Y )) be the expected risk function, where the expectation is under the randomness of (X, Y ).
We first break down the empirical process into two parts:
(Pn − P) (l(β)) = (Pn − P) (l1(β)) + (Pn − P) (l2(β)) .
From Taylor expansion f(x) = f(a)+ f ′(a˜)(x−a) with Lagrange form of the remainder for some
real number a˜ between a and x, define
A =
p⋂
j=1
{∣∣∣∣∣ 1n
n∑
i=1
Xij(Yi − EYi)θ
θ+exp{XTi β˜}
∣∣∣∣∣ ≤ λ14
}
.
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where XTi β˜ is the intermediate point between X
T
i βˆ and X
T
i β
∗ by applying the second order Taylor
expansion of function f(t) = log(θ + et)
Next, we give upper bounds for (Pn − P)
(
l1(β
∗)− l1(βˆ)
)
and (Pn − P)
(
l2(β
∗)− l2(βˆ)
)
.
Proposition II.1. On the event A, we have
(Pn − P)
(
l1(β
∗)− l1(βˆ)
)
≤ λ1
4
p∑
j=1
‖βˆ − β∗‖1.
This proposition indicates the discrepancy between the first part of the empirical process and
its expectation is bounded from above by the tuning parameter multiplied by the ℓ2 norm of the
difference between the estimated vector and the target vector. The proof is deferred in Appendix A.
Proposition II.2. Let SM := {β ∈ Rp : ‖β − β∗‖1 ≤M} and define a random event
B(β) = { sup
β:‖β−β∗‖1≤M
|νn(β,β∗)| ≤ λ1
4
},
where νn(β,β
∗) := (Pn−P)(l2(β
∗)−l2(β))
‖β−β∗‖1+εn . On the event B(β), if β ∈ SM , then we have
|(Pn − P)(l2(β∗)− l2(β))| ≤ λ1
4
(‖β − β∗‖1 + εn).
Proof. On the event B(β), we have
|νn(β,β∗)| ≤ sup
SM
|νn(β,β∗)| ≤ λ1
4
.
Now we could bound the ℓ1 estimation error conditional on event A
⋂B(βˆ).
Lemma II.5. On the event A⋂B(βˆ) with M = 16B + 2εn, we have ‖βˆ − β∗‖1 ≤ 16B + 2εn.
The idea of event A is from Bickel et al. (2009); event B(β) is from Wegkamp (2007). We now
give the result that the event A ∩ B(βˆ) occurs with high probability.
Proposition II.3. Let G1 = 32A
2LCT (L,B)
log 2p
n , G2 = 16
√
2ALCT (L,B)
√
log 2p
n , G3 =
20θAML
(M+εn)
√
2 log 2p
n
where M = 16B + 2εn and T (L,B) := LB + ln(θ + e
LB) is a constant. If λ1 ≥ max (G1, G2, G3),
A > 1, we have
P (A ∩ B(βˆ)) ≥ 1− 2(2p)1−A2 − (2p)−A2 .
We deduce Proposition II.3 by two lemmas in Appendix A.
On the back of the above probability analysis, now we can formulate the main result of this
section that gives bounds for the estimation and prediction error as the target model is sparse and
log(p) is tiny as compared to n. Especially, the oracle inequality of estimation error is useful in the
following section.
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Theorem II.3. Let d∗ = |H|, A > 1, M = 16B + 2εn and T (L,B) := LB + log(θ + eLB). Assume
condition S(3.5, εn, k), (H1),(H2),(H3) is fulfilled. Let λ1 be chosen such that λ1 ≥ max (G1, G2, G3)
in Proposition II.3, λ2 =
λ1
8B . Then, in the event A∩B(βˆ), with probability at least 1− 2(2p)1−A
2 −
(2p)−A
2
we have
βˆ − β∗ ∈ V (3.5, εn
2
)
and
‖βˆ − β∗‖1 ≤ 2.25
2λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn (II.11)
and
E[XT (β∗ − βˆ)]2 ≤ 17.71875d
∗λ21
a(ak + 2λ2)
+ (
4.5λ1
a
+ 3.5)εn (II.12)
where a := min
{|x|≤L(M+B),|y|≤LB}
{12 θe
x(ey+θ)
[θ+ex]2
} > 0.
Remark: If εn = o(
√
log p
n ), we have ‖βˆ−β∗‖1 ≤ O(d∗
√
log p
n )+o(
√
log p
n )+o(1) and E[X
T (β∗ − βˆ)]2 ≤
O(d∗ log pn )+o(
√
log p
n ). More typical examples for εn are
1
n or even 0. Comparing to the upper bounds
under compatibility factor condition in Section II.2, in much the same fashion, we observe that when
d∗ = O(1) and the number of covarates increases as large as o(exp(n)). Then the bound on the
estimation error is of the order o (1) and the Elastic-net estimator ensures the consistent property.
In similar fashion, Blazere et al. (2014) gave non-asymptotic properties of the Group Lasso esti-
mates for GLM and Bunea (2008) investigated the case of linear model and logistic regression.
III Applications of oracles results
III.1 Grouping effect from Oracle inequality
Zou and Hastie (2005) showed that the Elastic-net has a grouping effect, which asserts that strongly
correlated predictors tend to be in or out of the model together when the coefficients have the
same sign. Zhou (2013) show that the grouping effect of the elastic-net estimates holds without
the assumption of the sign. Yu (2010) derived asymptotical result of grouping effect for Elastic-net
estimates of Cox model.Based on oracle inequalities we put forward, we provide an asymptotical
version of grouping effect inequality as p, n→∞.
Two lemmas for estimating grouping effect inequality is needed and the proofs are given in
Appendix B. The first Lemma which is easily been proved when we detailedly analyze the KKT
conditions. When we derive the grouping effect inequality from ℓ1 oracle inequality, we want to
bound some random sums by WLLN (weak law of large numbers) of independent variables with
finite variance. So we need the second Lemma.
Lemma III.1. Let βˆ(λ1, λ2) be the Elastic-net estimate of the negative binomial regression defined
in (1). Suppose that λ2 > 0. Then for any k, l ∈ {1, 2, . . . , p},
∣∣∣βˆk(λ1, λ2)− βˆl(λ1, λ2)∣∣∣ ≤ 1
2nλ2
n∑
i=1
θ |Xik −Xil| |eXiT βˆ − yi|
θ + eX
T
i βˆ
. (III.1)
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Lemma III.2. Assume that (H1),(H2),(H3) is true. Then:
(1). Let Sn =
1
n
n∑
i=1
|Yi − EYi|2, we have ESn ≤ µ for some constant µ;
(2).The square of centered responses have finite variance with a common bound, i.e. max
1≤i≤n
{Var|Yi−
EYi|2} ≤ σ2 for some constant σ2.
Then, we have the asymptotical version of grouping effect inequality as p, n→∞.
Theorem III.1. Under the assumption of Theorem II.3, suppose that the predictors are standardized
as
1
n
n∑
i=1
X2ij = 1,
1
n
n∑
i=1
Xij = 0, for j = 1, 2, · · · , p. (III.2)
Denote ρkl =
1
n
n∑
i=1
XikXil as the correlation coefficient. For any constant E > 0, with probability at
least 1− 2(2p)1−A2 − (2p)−A2 − σ2nnE2 , we get
(i).
∣∣∣βˆk − βˆl∣∣∣2 ≤ 12(1− ρkl)[Ke2LMO(1) + 1λ22 (E + µ)];
(ii). If the asymptotic correlation between two random predictors are asymptotically up to 1, i.e.
ρkl = 1− o(λ22) with λ22 = O( log pn )→ 0, thus∣∣∣βˆk − βˆl∣∣∣ ≤
√
1
2
op(1)[λ
2
2e
2LMO(1) + (E + µ)].
This grouping effect oracle inequality asserts that if ρkl tends to 1 then Elastic is able to select
covarates k, l ∈ {1, 2, . . . , p} together.
III.2 Sign Consistency, Weak Signals Detection and Honest Variable Selection
III.2.1 Sign Consistency
Sign consistency is another criteria to show if one estimate is good. A few researchers have studied
the sign consistency property of the Elastic-net. One condition for sign consistency is the Irrep-
resentable Condition (IC) (Zhao and Yu, 2006). Zhao and Yu (2006) explored the IC to enjoy the
sign consistency for linear regression under LASSO penalty. Moreover, model selection consistency
of Elastic-net IC are studied by Jia and Yu (2010), which follows the lines of Zhao and Yu (2006).
Along the same line, for Elastic-net penalized Cox model, Yu (2010) investigated the selection con-
sistency. Their basic idea is that KKT condition is the necessary and sufficient condition for global
minimizer of target function. And the spirit of IC is to claim that the oracle part is nearly uncorre-
lated with the complement. In similar fashion, we pay attention to IC of Elastic-net penalized NBR
model.
Zhang (2014) pointed out that the selection consistency theory characteristically necessitates a
uniform signal strength condition that the smallest non-zero regression coefficients β∗ := min{|βj | :
j ∈ H} should be greater in size than a thresholded level O(
√
log p
n ). When β∗ is less than the
thresholded level, the presence of weak signals cannot be detected by some statistical inferences
procedures. Here we proposed two main assumptions. The first assumption has appeared in Lounici
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(2008) who prove that simultaneously the Lasso and Dantzig estimators of linear model with a proper
choice of the threshold possess a sign concentration property granted that the non-zero components of
the target vector are bigger than O(
√
log p
n ). The second assumption is motivated by the Cox Elastic-
net Irrepresentable Condition that has been used in Yu (2010), and we can find similar assumptions
on thresholded level in his work on sign consistency of the Elastic-net Cox estimator.
1. Uniform Signal Strength Condition.
β∗ := min
j∈H
|β∗j | ≥
e2aτ (ς + 1)d∗λ1
2[C(ς,H)]2
with λ1 = O(
√
log p
n ), Bλ2 = B1λ1..
2. Irrepresentable Condition .
sup
β∗∈Ξ(β),1≤i≤n
∣∣∣∣∣∣ θ(θ + Yi)θ + eXTH ˆβH ·
eX
T
iH (
ˆβH−β
∗
H ) − 1
XTiH(βˆH − β∗H)
∣∣∣∣∣∣ ≤ I
where Ξ(β) denote that the β satisfies Uniform Signal Strength Condition.
Theorem III.2. Suppose that the Uniform Signal Strength Condition, Irrepresentable Condition,
assumption of Theorem II.1 and II.2 hold. Let λ1 ≥ C1
√
log p
n where C1 is a large constants. Then,
for
√
log p
n = o(1), we have the sign consistency of the Elastic-net estimates for NBR:
lim
n→∞P (sgnβˆ(λ1, λ2) = sgnβ
∗) = 1 (III.3)
The completed proof is left on the Appendix A. The alternative uniform signal strength condi-
tion is by using the assumption and oracle result of Theorem II.2. The proof of this signal strength
condition is similar to that of Theorem III.2, thus we omit the result and argument.
III.2.2 Honest variable selection and detection of weak signals
Let Hˆ := {j : βˆj 6= 0}, so Hˆ is an estimator of the true variable set. Given sample size n, Bunea
(2008) studied conditions under which P (H ⊂ Hˆ) ≥ 1 − δ for the number of parameters p and
confidence 1− δ by the following lemma.
Lemma III.3. (Lemma 3.1 in Bunea (2008)) For any true parameter β∗ and for any estimate βˆ,
we have
P (H 6⊂ Hˆ) ≤ P (‖βˆ − β∗‖1 ≥ min
j∈H
|β∗j |).
From the oracle inequalities obtained in Theorem II.2 or Theorem II.3 , we could bound P (H 6⊂
Hˆ). Let δ1, δ2 be constants such that P (H 6⊂ Hˆ) ≤ δ1, P (Hˆ 6⊂ H) ≤ δ2, we have P (H 6= Hˆ) ≤ P (H 6⊂
Hˆ)+P (Hˆ 6⊂ H) ≤ δ1+δ2. Thus the probability of correct subset selection is P (H = Hˆ) ≥ 1−δ1−δ2.
Corollary III.1. Let δ ∈ (0, 1) be a fixed number. Suppose that the assumption of Theorem II.3 is
satisfied, and the weakest signal and strongest signal meet the condition: B0 :=
2.252λ1d∗
ak+2λ2
+(1+ aλ1 )εn ≤
13
min
j∈H
|β∗j | ≤ max
j∈H
|β∗j | ≤ B. If p = exp{ 1A2−1 log 52A2δ}, then we have
P (H ⊂ Hˆ) ≥ P (‖βˆ − β∗‖1 ≤ B0) ≥ 1− δ.
Proof. Note that
P (A ∩ B(βˆ)) ≥ 1− (4p + 1)(2p)−A2 ≥ 1− 5p(2p)−A2 .
Solving 5p(2p)−A
2
= δ for p, we have p = exp{ 1
A2−1 log
5
2A2δ
}. Then
P (H ⊂ Hˆ) ≥ P (‖βˆ − β∗‖1 ≤ min
j∈H
|β∗j |)
≥ P (‖βˆ − β∗‖1 ≤ B0) ≥ 1− δ
which is directly followed from Lemma III.3.
It is worth noting here that the lower bound we derived may be too large in some setting. For
example, if d∗ is as large as λ1d∗ = O(1), and min
j∈H
|β∗j | ≥ 2.25
2O(1)
ak+2λ2
=: D where D is also a moderate
large constant compared to the strongest signal threshold B. Then we can only detect few parts of
the whole signals. To deal with this problem, we will use a new approach (inspired by Section 3.1.2
in Bunea (2008)) to find constant-free weakest signal detection threshold which only relies on the
tuning parameter λ1. The is no free lunch for getting a desirable results in statistics. Under some
mild condition on design matrix, the following two will illustrate that the lower bounds could be
considerably sharpen.
First, we make a hypothesis that the covariates are centered and standardized like (III.2). This
crucial method of processing covariates is also employed similarly in studying the grouping effect in
Section III.1.
Second, let ρkl =
1
n
n∑
i=1
XikXil, k, l ∈ {1, 2, · · · , p} be the correlation constants between covarates
k and l. For some constant h ∈ (0, 1), we pose the Identifiable Condition that
P ( max
k,l∈H,k 6=l
|ρkl| ≤ h
θd∗
) = 1,
θ
n
n∑
i=1
X2ik = 1.
Here the second condition above can be done by make a linear transformation of the covariates.
This assumption of maximal correlation constant of two distinct covariates on the true set H,
measures the dependence structure by a constant h in the whole predictor. The less h is, the more
degree of separation is, and the easier to detect weak signals. Bunea (2008) explained the intuition
that:“ If the signal is very weak and the true variables are highly correlated with one another and with
the rest, one cannot hope to recover the true model with high probability”. Interestingly, the grouping
effect in previous, says that the Elastic-net is able to simultaneously estimate highly correlated true
variables, and this grouping effect is valid without the premise that the signal is enough strong. If
both faint signals under the level of detection bounds, then the Elastic-net estimates are both zero,
and grouping effect is also true.
Additionally, we require two technical conditions as we have to build some connections between
P (H 6⊂ Hˆ), P (Hˆ 6⊂ H) and the ℓ1 oracle inequality in Theorem II.3.
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Weighted Correlation Condition (1): For w(ai) :=
θeai
(θ+eai)2
and 1− θeai
(θ+eai)2
,
P ( max
k,l∈H,k 6=l
| 1
n
n∑
i=1
XijXikw(ai)| ≤ h
θd∗
) = 1,
P (max
k∈H
| 1
n
n∑
i=1
X2ikw(ai)]| ≤
hL1
θd∗
) = 1
and Weighted Correlation Condition (2):
P ( max
k,l∈H,k 6=l
| 1
n
n∑
i=1
XikXijYi · ebi
(θ + ebi)
2 | ≤
h
θd∗
) = 1,
P (max
k∈H
| 1
n
n∑
i=1
X2ik ·
Yie
bi
(θ + ebi)
2 | ≤
hL2
θd∗
) = 1
where the ai (bi) is the intermediate point betweenX
T
i βˆ andX
T
i β
∗ by the first order Taylor expansion
of the function f(t) = e
t
θ+et (g(t) =
1
θ+et ), and L1, L2 ∈ [1,∞).
The assumption of range of L1, L2 means that the maximum weighted-correlation ρkl, (k 6= l) is
less than the maximum weighted-variance ρkk, since weighted-correlation may be zero but weighted-
variance can never be zero.
The following Lemma that we use is a fancy and tractable event by virtue of KKT condition.
This Lemma derives a nice bound of P (H 6⊂ Hˆ). It is contained in the proof Proposition 3.3 in
Bunea (2008), yet is worthy of to be singled out here.
Lemma III.4. (Proposition 3.3 in Bunea (2008))
P (H 6⊂ Hˆ) ≤ d∗max
k∈H
P (βˆk = 0 and β
∗
k 6= 0).
Together with above ingredients, under some covariates correlation conditions, we have the fol-
lowing constant-free weakest signal detection threshold for correct subset selection.
Theorem III.3. Suppose that the assumptions in Theorem II.3 holds, under the Identifiable Condi-
tion, Weighted Correlation Condition (1,2) with h ≤ a+2λ220.25Li+a(8+εn) ∧
1
8+εn
, d∗ ≥ hLi ≥ 1 for i = 1, 2.
Let p = exp{ 1
A2−2 log
5
2A2 δ
}, if
min
j∈H
|β∗j | ≥ 3λ1 + 3(1 +
a
λ1
)εn, (III.4)
we have
P (H = Hˆ) ≥ 1− 7δ.
for n ≥ N0 = min{n : 112 · d
∗λ1
hLi
≥ (1 + aλ1 )εn, i = 1, 2}.
Note that if εn = 0, then (III.4) becomes min
j∈H
|β∗j | ≥ 3λ1.
The key fact adopted here is that, when decomposing the nth partial sum in the KKT condition,
one must split it into four partial sum. The event of each one in sums whose absolute value exceeds
the tuning parameter λ1, is asymptotically negligible in high-dimensional region. The decomposing
method goes back to Bunea (2008) who deal with linear and logistic regression, and our decomposition
for NBR is different from linear and Logistic case. The precisely proof is postponed in Appendix A.
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III.3 An attempt to construct de-biased Elastic-net estimator
Introduced by Zhang (2014), the de-biased Lasso was further study in van de Geer et al. (2014) and
Jankova´ and van de Geer (2016) within some generalized linear models. Following the the de-biasing
idea, we deal with de-biased Elastic-net estimator bˆ =: βˆ − Θˆℓ˙(βˆ), which is asymptotic normality
based on the established oracle inequality in Section II. Let βˆ be defined in optimization problem
(I.2). Let Θˆ be an approximate estimator of l¨(β∗)−1(for example, the nodewise Lasso estimator, see
van de Geer et al. (2014)). By stochastic Taylor expansion, we have
ℓ˙(β∗) = ℓ˙(βˆ)− ℓ¨(β∗)(βˆ − β∗)−Op(‖βˆ − β∗‖22)
= ℓ¨(β∗)[β∗ − βˆ − ℓ¨(β∗)−1ℓ˙(βˆ)]−Op(‖βˆ − β∗‖22)
= ℓ¨(β∗)[β∗ − βˆ + Θˆℓ˙(βˆ)]− ℓ¨(β∗)(ℓ¨(β∗)−1 + Θˆ)ℓ˙(βˆ)−Op(‖βˆ − β∗‖22)
=: ℓ¨(β∗)[β∗ − βˆ + Θˆℓ˙(βˆ)] +Rn
The notation ≈ means the asymptotic equivalence under some regular condition. If √nRn is high-
dimensional asymptotically negligible, then
√
n(bˆ− β∗) ≈ Θˆ[√nRn −
√
nℓ˙(β∗)] d−→ N(0, ΘˆΣΘˆT )
Here Σ is asymptotic variance of l˙(β∗). We plug a consistent estimator for Σ in high-dimensional
case.
By KKT conditions in Lemma II.1, the de-biased Elastic-net estimator can be rewritten as
bˆ = βˆ + Θˆℓ˙(βˆ) = βˆ(Ip + 2λ2Θˆ) + Θˆλ1sign(βˆ).
The detailedly technical analysis of de-biased Elastic-net estimator, confidence interval and hypoth-
esis testing are beyond the length and scope of the this paper, and the interested reader could refer
to the proofs in Jankova´ and van de Geer (2016) for future research.
IV Conclusion
In this paper, we thoroughly studied sparse high-dimensional negative binomial regression problems.
Negative binomial regression models are widely used in modeling count data. We showed that
under a few conditions, the elastic net estimator has oracle properties, which means that when
sample size is large enough, our sparse estimator is very close to the true parameter. We also
showed the sign consistency property under regularity conditions. We discussed the detection of
weak signals, and gave a constant-free weakest signal threshold for correct subset selection under some
correlation conditions of covariates. Asymptotic normality of the de-biased Elastic-net estimator was
also provided. These results provided theoretical understanding of the proposed sparse estimator and
provided practical guidance for the use of the Elastic-net estimator.
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Supplementary Materials
Elastic-net regularized High-dimensional Negative Binomial Regression:
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A Appendix A
A.1 Proof of Theorem II.1
With the aim of deriving the targeted oracle inequalities (II.8), we first prove Lemma II.4
Proof. Use the expression of ℓ˙(β), we obtain
δT [ℓ˙(β + δ)− ℓ˙(β)] = −δT · 1
n
n∑
i=1
Xiθ[
θ + Yi
θ + eX
T
i (β+δ)
− θ + Yi
θ + eX
T
i β
]
= δT · 1
n
n∑
i=1
XiX
T
i θ ·
(θ + Yi)e
X
T
i β
[θ + eX
T
i (β+δ)][θ + eX
T
i β]
· e
X
T
i δ − 1
X
T
i δ − 0
δ
≥ δT · 1
n
n∑
i=1
{
XiX
T
i ·
θ(θ + Yi)e
X
T
i β
[θ + eX
T
i β]
2 ·
θ + eX
T
i β
θ + eX
T
i (β+δ)
e−(|XTi δ|∨0)
}
δ
where the last inequality is from e
x−ey
x−y ≥ e−(|x|∨|y|).
It remains to prove that
θ + eX
T
i β
θ + eX
T
i (β+δ)
≥ e−K‖δ‖1 . (A.1)
To show the (A.1), just note that

θ+eX
T
i β
θ+eX
T
i
(β+δ)
≥ e−XTi δ ≥ e−K‖δ‖1 if XTi δ ≥ 0
θ+eX
T
i β
θ+eX
T
i
(β+δ)
≥ 1 if XTi δ ≤ 0
Then we obtain (A.1).
Last, combining inequality e−(|XTi δ|∨0) ≥ e−K‖δ‖1 and (A.1), it implies by the expression of ℓ¨(β)
that
δT [ℓ˙(β + δ)− ℓ˙(β)] ≥ bT · 1
n
n∑
i=1
{
XiX
T
i ·
θ(θ + Yi)e
X
T
i β
[θ + eX
T
i β]
2
}
δe−2K‖δ‖1 = δT ℓ¨(β)δe−2K‖δ‖1 .
1Email: zhanghuiming@pku.edu.cn (Huiming Zhang)
2Email: jzjia@pku.edu.cn(Jinzhu Jia)
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Next, we give the proof of Theorem II.1.
Proof. Let β˜ = βˆ − β∗ 6= 0 and b = β˜/‖β˜‖1, and let ℓ(β∗ + bx) be a convex function in x due to
the convexity of ℓ(β). By (II.3) and (II.4) in Lemma II.3, then
bT [l˙(β∗ + bx)− ℓ˙(β∗)] ≤ 2 ζλ1
ζ + 1
‖bH‖1 − 2λ1
ζ + 1
‖bHC‖1 ≤
2 ζλ1
ζ + 1
‖bH‖1 (A.2)
holds for x ∈ [0, ‖β˜‖1] and b ∈ S(ζ,H).
By the Lemma II.4 we get
(bx)T [ℓ˙(β∗ + bx)− ℓ˙(β∗)] ≥ e−2Kx(bx)T ℓ¨(β)(bx).
Then
bT [ℓ˙(β∗ + bx)− ℓ˙(β∗)] ≥ xe−2KxbT ℓ¨(β)b. (A.3)
since x ≥ 0.
Assume we know the Hessian matrix at the true coefficient β∗, write compatibility factor as
C(η,H) =: C(η,H, ℓ¨(β∗)). By the definition of compatibility factor and the two inequality above,
we have
Kxe−2Kx[C(ζ,H)]2‖bH‖21/d∗ ≤ Kxe−2KxbT ℓ¨(β)b
(by (A.3)) ≤ KbT [ℓ˙(β∗ + bx)− ℓ˙(β∗)]
(by (A.2)) ≤ K(2 ζλ1
ζ + 1
‖bH‖1 − 2λ1
ζ + 1
‖bHC‖1)
= K[
2 ζλ1
ζ + 1
‖bH‖1 − 2λ1
ζ + 1
(1− ‖bH‖1)]
≤ K[2λ1‖bH‖1 − 2λ1
ξ + 1
) ≤ K(ζ + 1)‖bH‖
2
1λ1
2
.
where the last step is due to the elementary inequality 2λ1ζ+1 +
(ζ+1)‖bH‖21λ1
2 ≥ 2λ1‖bH‖1.
Then we have
Kxe−2Kx ≤ K(ς + 1)d
∗λ1
2[C(ς,H)]2
=: τ (A.4)
for any x ∈ [0, ‖β˜‖1]. aτ is the small solution of ze−2z = τ . Notice that the maximum of ze−2z is
1
2e
−1, we need to assume τ ≤ 12e−1.
Again, since ℓ(β) is a convex in β, then bT [ℓ˙(β+bx)− ℓ(β)] is increasing in x. Thus the solution
of (A.4) w.r.t. x is a closed interval x ∈ [0, x˜]. By the fact that x ∈ [0, ‖β˜‖1] implies x ∈ [0, x˜], thus
we have ‖β˜‖1 ≤ x˜. Use (A.4) again, it implies Kx˜e−2Kx˜ ≤ τ . Then, for ∀x ∈ [0, x˜], by we have
‖β˜‖1 = ‖bx‖1 = ‖b‖1x = x ≤ x˜ ≤ aτ
K
=
e2aτ τ
K
=
e2aτ (ζ + 1)d∗λ1
2[C(ζ,H)]2
. (A.5)
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Similarly, by the definition of weak CIF, we have
xe−2Kx ≤ xe
−2KxbT ℓ¨(β)b
Cq(ζ,H)(‖bH‖1/(d∗1/q)‖b‖q
≤ b
T [ℓ˙(β∗ + bx)− ℓ˙(β∗)]
Cq(ζ,H)(‖bH‖1/(d∗1/q)‖b‖q
≤ 2ζd
∗1/qλ1
(ζ + 1)Cq(ζ,H)‖b‖q
.
Let x = ‖β˜‖1, by the identity ‖βˆ − β∗‖q = ‖β˜‖1‖b‖q, we have ‖βˆ − β∗‖q ≤ 2e
2aτ ζd∗1/qλ1
(ζ+1)Cq(ζ,H)
due to the
same argument in (A.5).
A.2 Proof of Theorem II.2
Proof. For a known dispersion parameter θ, the NB distribution pertain to the exponential family:
f(Y = y|x) = exp{y[xTβ∗ + ln(θ + exTβ
∗
)]− θ ln(θ + exTβ
∗
)} := exp{yη −A(η)} (A.6)
where η = xTβ∗ + ln(θ + exTβ
∗
).
Thus we could apply the following Lemma in Blazere et al. (2014), which is deduced by the ana-
lytic absolute moment of exponential family random variables, see also Lemma 3.3 in Kakade et al.
(2010) for a similar version.
Lemma A.1. (Lemma III.2 in Blazere et al. (2014)) Let Y be a random variable with density or
mass function f(y; η) = c(y) exp(yη − A(η)) and assume |η| ≤ T are fulfilled. For all k ∈ N∗ there
exists a constant CT (which depends only on T ) such that E|Y |k ≤ k!CkT .
Note that
|η| = |xTβ∗ + ln(θ + exTβ
∗
)| ≤ KB + ln(θ + eKB) := T (K,B)
Then for all k ∈ N, by (A.6) and Lemma A.1 we have E|Y |k ≤ k!CkT (K,B).
For j = 1, ..., p, i = 1, ..., n and m ≥ 2, let Zi = xijθYiθ+EYi , then
E|Zij − EZij|m ≤
m∑
k=0
(
k
m
)
E|Zij |k(E|Zij |)m−k ≤
m∑
k=0
(
k
m
)
E|Zij |kE|Zij|m−k
≤ 2m max
k=1,··· ,m
{E|Zij |kE|Zij |m−k} ≤ (2K)m max
k=1,··· ,m
{E|Yi|kE|Yi|m−k} ≤ m!(2KCT (K,B))m.
where the last inequality is obtained by Lemma A.1.
Hence the conditions are satisfied to apply Bernstein’s inequality, i.e.
E|Zij − EZij |m ≤ 1
2
· 8(2KCT (K,B))m(2KCT (K,B))m−2m!
with κ = 2KCT (K,B), v
2
i = 8(KCT (K,B))
2 in following inequality.
Theorem A.1. (Bernstein’s inequality, Gine´ and Nickl (2015), p119) For the centred independent
random variables X1, . . . ,Xn with
E|Xi|k ≤ 1
2
v2i κ
k−2k!, (i = 1, 2, · · · , n)
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where k > 2 and κ, νi are constants independent of k. Let ν
2
n =
n∑
i=1
v2i , then the following inequality
(where r > 0) is valid for the sum Sn = X1 + · · ·+Xn:
P (|Sn| ≥ r) ≤ 2 exp
(
− r
2
2ν2n + 2κr
)
, P
(
|Sn| ≥
√
2ν2nr + κr
)
≤ 2e−r. (A.7)
Now, we can apply Bernstein’s inequality. The consequent step is to evaluate the event {z∗ ≤
ζ−1
ζ+1λ1} from the inequality in (II.9). First, assume Bλ2 = B1λ1, we have
P (z∗ ≥ ζ − 1
ζ + 1
λ1) ≤ P (‖ℓ˙(β∗)‖∞ ≥ ζ − 1
ζ + 1
λ1 − 2λ2B) ≤
p∑
j=1
P
(∣∣∣∣∣
n∑
i=1
xij(Yi − EYi)θ
n(θ + EYi)
∣∣∣∣∣ ≥ ζ − 1ζ + 1λ1 − 2λ2B
)
=
p∑
j=1
P
(∣∣∣∣∣
n∑
i=1
(Zi − EZi)
∣∣∣∣∣ ≥ Cnλ1
)
with C = ζ−1ζ+1 − 2B1 > 0 for some B1.
For case (1), from Bernstein’s inequality, we could put Cnλ1 =
√
2nν2 · r log p+ κ · r log p, so if
λ1 = C
−1(
√
2ν2r · log pn + κr · log pn ). Substituting it into the first step, we obtain
P (z∗ ≥ ζ − 1
ζ + 1
λ1) ≤ p · 2 exp{−r log p} = 2
pr−1
→ 0
as p→∞, r > 1.
It remains to verify case (ii). Note that
P (
∣∣∣βˆ − β∗∣∣∣ ≥ e2aτ (ς + 1)d∗λ1
2[C(ς,H)]2
) ≤ P (z∗ ≥ ζ − 1
ζ + 1
λ1)
≤
p∑
j=1
P
(∣∣∣∣∣
n∑
i=1
(Zi − EZi)
∣∣∣∣∣ ≥ nCλ1
)
≤ p · 2 exp{− n(Cλ1)
2
2(ν2 + κCλ1)
}
≤ p · 2 exp{− (CC1)
2
2(ν2 + κCλ1)
log p} = 2p1−
(CC1)
2
2(ν2+κCλ1)
which tends to 0 as C1 is a constant such that
(CC1)
2
2(ν2+κCλ1)
> 1.
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A.3 Proof of Subsection II.3
A.3.1 Proof of Proposition II.1
Proof. LetXTi β˜ be the intermediate point between X
T
i βˆ andX
T
i β
∗ via Taylor expansions of function
f(t) = ln(θ + et), then
(Pn − P)
(
l1(β
∗)− l1(βˆ)
)
=
−1
n
n∑
i=1
(Yi − EYi)XTi [(β∗ − βˆ)− ln
(
θ+exp{XTi β∗}
θ+exp{XTi βˆ}
)
]
=
−1
n
n∑
i=1
(Yi − EYi)XTi [(β∗ − βˆ)−
exp{XTi β˜}XTi (β∗ − βˆ)
θ+exp{XTi β˜}
]
=
−1
n
n∑
i=1
(Yi − EYi) θX
T
i (β
∗ − βˆ)
θ+exp{XTi β˜}
=
p∑
j=1
(βˆj − β∗j )
−1
n
n∑
i=1
xij(Yi − EYi)θ
θ+exp{XTi β˜}
≤
p∑
j=1
|βˆj − β∗j |
∣∣∣∣∣ 1n
n∑
i=1
xij(Yi − EYi)θ
θ+exp{XTi β˜}
∣∣∣∣∣ ≤ λ14
p∑
j=1
|βˆj − β∗j |.
By using Cauchy inequality, the first inequality is obtained and the second inequality is from the
definition of the event A. Thus the proposition follows.
A.3.2 Proof of Lemma II.5
Proof. Judging from the convexity of the loss function and the elastic-net penalty, the chief ingredi-
ents of the proof is similar in spirit to the one used by Theorem 6.4 in Bu¨hlmann and van de Geer
(2011) for showing the consistency of Lasso estimates, and it is adapted from Lemma III.4 in
Blazere et al. (2014).
Put t = M
M+‖βˆ−β∗‖1 and β˜ := tβˆ + (1− t)β
∗, so β˜ − β∗ := t(βˆ − β∗). So we have
t =
M
M + ‖βˆ − β∗‖1
=
M
M + 1t ‖β˜ − β∗‖1
.
Then
‖β˜ − β∗‖1 ≤M(1− t) ≤M, i.e. β˜ ∈ SM .
βˆ By the definition, βˆ satisfies
Pnl(βˆ) + λ1‖βˆ‖1 + λ2‖βˆ‖22 ≤ Pnl(β∗) + λ1‖β∗‖1 + λ2‖β∗‖22. (A.8)
By convexity of the loss function β → ℓ(β) = − 1n l(Y,β) (see (II.7) and β → λ1‖β‖1 + λ2‖β‖22.
Combined with (A.8), we get
Pnl(β˜) + λ1‖β˜‖1 + λ2‖β˜‖22 ≤ Pnl(βˆ) + λ1‖βˆ‖1 + λ2‖βˆ‖21 ≤ Pnl(β∗) + λ1‖β∗‖1 + λ2‖β∗‖22.
Thus
P(l(β˜)− l(β∗)) + λ1‖β˜‖1 + λ2‖β˜‖22 ≤ (Pn − P)(l(β∗)− l(β˜)) + λ1‖β∗‖1 + λ2‖β∗‖22.
23
On the event A, we have Proposition II.1. Furthermore, condition of Proposition II.2 is satisfied
because β˜ ∈ SM . This two propositions imply
(Pn − P)(l1(β˜)− l1(β∗)) ≤ λ1
4
‖β˜ − β∗‖1, (Pn − P)(l2(β˜)− l2(β∗)) ≤ λ1
4
(‖β˜ − β∗‖1 + εn).
Then we obtain
P(l(β˜)− l(β∗)) + λ1|β˜‖+ λ2|β˜‖22 ≤
λ1
2
‖β˜ − β∗‖1 + λ1 εn
4
+ λ1‖β∗‖1 + λ2‖β∗‖22. (A.9)
Note that P
(
l(β˜)− l(β∗)
)
≥ 0 by applying (II.2), and by using the triangular inequality, we have
λ1‖β˜ − β∗‖1 ≤ λ1‖β˜‖1 + λ1‖β∗‖1 ≤ [P(l(β˜)− l(β∗)) + λ1‖β˜‖1] + λ1‖β∗‖1
(A.9) ≤ λ1
2
‖β˜ − β∗‖1 + λ1εn
4
+ 2λ1‖β∗‖1 + (λ2‖β∗‖22 − λ2‖β˜‖22).
From the assumption that 8Bλ2 = λ1, then the quadratic part in last expression is bounded from
above by
λ2(‖β∗‖22 − ‖β˜‖22) =
p∑
j=1
λ2(β
∗
j + β˜j)(β
∗
j − β˜j) ≤ 2Bλ2‖β˜ − β∗‖1 :=
λ1
4
‖β˜ − β∗‖1.
Therefore
λ1‖β˜ − β∗‖1 ≤ 3λ1
4
‖β˜ − β∗‖1 + λ1εn
4
+ 2λ1‖β∗‖1.
Cancelling λ1, it gives ‖β˜ − β∗‖1 ≤ εn + 8‖β∗‖1. We have
t‖βˆ − β∗‖1 ≤ ‖β˜ − β∗‖1 ≤ εn + 8‖β∗‖1 ≤ εn + 8B =: M
2
.
Then from the definition of t, we have M‖βˆ−β
∗‖1
M+‖βˆ−β∗‖1 ≤
M
2 . It derives ‖βˆ − β∗‖1 ≤M .
A.4 Proof of Proposition II.3
We deduce Proposition II.3 from the two following lemmas with proofs in following two subsections.
Lemma A.2. Let λ1 ≥ max{32A2LCT (L,B) log(2p)n , 16
√
2ALCT (L,B)
√
log(2p)
n } with A > 1. Then we
get P (A) ≥ 1− 2(2p)1−A2 .
Lemma A.3. Let λ1 ≥ 20θAMLM+εn
√
2 log 2p
n with A ≥ 1. Then P (B(βˆ)) ≥ 1− (2p)−A
2
.
These two lemmas jointly tell us that P (A), P (B(βˆ))−→1 as
√
log p
n → 0. Thus we obtain
If λ1 are chosen such that λ1 ≥ max (G1, G2, G3), thus we obtain
P (A ∩ B(βˆ)) ≥ P (A) + P (B(βˆ))− 1 ≥ 1− 2(2p)1−A2 − (2p)−A2 .
which finishes the proof of Proposition II.3.
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A.4.1 Proof of Lemma A.2
Proof. For j = 1, ..., p and i = 1, ..., n, letWij :=
θXij
θ+eX
T
i
β˜
Yi−E( θXij
θ+eX
T
i
β˜
Yi). Since the random variables
{Wij}i=1,...,n are i.i.d, we have
P (Ac) ≤
p∑
j=1
P
{
1
n
∣∣∣∣∣
n∑
i=1
Wij
∣∣∣∣∣ ≤ λ14
}
. (A.10)
Now we consider the absolutely moment of order m for m ≥ 2. Let X˜ij = θXij
θ+eX
T
i
β˜
. After applying
the Jensen inequality, we have
E|Wij|m ≤
m∑
k=0
(
k
m
)
E|YiX˜ij|k(E|YiX˜ij |)m−k ≤
m∑
k=0
(
k
m
)
E|YiX˜ij |kE|YiX˜ij|m−k
≤
m∑
k=0
(
k
m
)
E|YiXij|kE|YiXij |m−k ≤ 2m max
k=1,··· ,m
{E|YiXij|kE|YiXij |m−k}.
Note that we could apply the Lemma A.1, thus
|η| = |xTβ + log(θ + exTβ)| ≤ LB + ln(θ + eLB) := T (L,B)
Then for all k ∈ N, by (A.6) and Lemma A.1 we have E|Y |k ≤ k!CkT (L,B). Therefore E|Wij|m ≤
m!(2LCL,B)
m.
We write E|Wij |m ≤ 12 ·8(LCT (L,B))2(2LCL,B)m−2m!, with κ = 2LCT (L,B) and νi2 = 8(LCT (L,B))2,
thus we obtain by Bernstein’s inequality
P (
1
n
|
n∑
i=1
Wij| > λ1
4
) ≤ 2 exp
(
− 16
−1n2λ21
nLCT (L,B)λ1 + 16n(LCT (L,B))
2
)
≤ 2max{e
−nλ1
32LCT (L,B) , e
−nλ21
512(LCT (L,B))
2 }.
(A.11)
where the last inequality is from e−
e
b+c ≤ max{e−e2b , e−e2c } for any positive number b, c, e.
Finally, from (A.10) and (A.11), we deduce that P(Ac) is bounded by 2pmax{e
−nλ1
32LCT (L,B) , e
−nr2n
512(LCT (L,B))
2 }.
Finally, if
λ1 ≥ max{32A2LCT (L,B)
log(2p)
n
, 16
√
2ALCT (L,B)
√
log(2p)
n
}
with A > 1 then
P {Ac} ≤ 2(2p)1−A2 .
A.4.2 Proof of Lemma A.3
The proof rests on the following Lemma.
Lemma A.4. Given M > 0, and define ZM := ν(βˆ,β
∗) := sup
β∈SM
{ |(Pn−P)(l2(β∗)−l2(βˆ))|‖β∗−βˆ‖1+εn }. If A ≥ 1
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then
P (ZM ≥ 5θAML
(M + εn)
√
2 log(2p)
n
) ≤ (2p)−A2 . (A.12)
Proof. Let β ∈ SM . In order to apply following McDiarmid’s inequality (also called bounded dif-
ference inequality, see Theorem 3.3.14 of Gine´ and Nickl (2015)), we replaced Xi by X
′
i meamwhile
maintaining the others fixed.
Theorem A.2. (McDiarmid’s inequality) Let A a measurable set. Assume f : AN → R is a
multivariate measurable function with bounded differences conditions
sup
x1,...,xn,x
′
i∈A
|f(x1, ..., xn)− f(x1, ..., xi−1, x′i, xi+1, ..., xn)| ≤ ci.
Let X1, ..,Xn be independent random variables with values in the set A. Then, for all t > 0, we have
P (f(X1, ...,Xn)− Ef(X1, ...,Xn) ≥ t) ≤ e−2t2/
∑n
i=1 c
2
i .
First, we want to show that ZM is fluctuated of no more than
2θLM
n(M+εn)
. Let us check it. Put
Pn =
1
n
n∑
j=1
1Xj ,Yj and P
′
n = (
1
n
n∑
j=1,j 6=i
1Xj ,Yj + 1X′i,Y
′
i
),
it deduces
|(Pn − P)(l2(β∗)− l2(βˆ))| − |(P′n − P)(l2(β∗)− l2(βˆ))|
‖β∗ − βˆ‖1 + εn
≤ |l2(β
∗,Xi)− l2(βˆ,Xi)− l2(β∗,X ′i) + l2(βˆ,X′i)|
n(‖β∗ − βˆ‖1 + εn)
≤ 1
n
‖ θe
X
T
i
˜β
θ + eX
T
i
˜β
‖1 · ‖X
T
i β
∗ −XTi βˆ‖1
‖β∗ − βˆ‖1 + εn
+
1
n
‖ θe
X
T
i
˜β
θ + eX
T
i
˜β
‖1 · ‖X
′T
i β
∗ −X′Ti βˆ‖1
‖β∗ − βˆ‖1 + εn
≤ 2θL
n
‖β∗ − βˆ‖1
‖β∗ − βˆ‖1 + εn
≤ 2θLM
n(M + εn)
with β˜
T
Xi (β˜
T
X
′
i ) being an intermediate point between βˆ
T
Xi (βˆ
T
X
′
i) and β
∗T
Xi (β
∗T
X
′
i), and
the first inequality is in the sence sup
x
|f(x)| − sup
x
|g(x)| ≤ sup
x
|f(x)− g(x)|.
Apply McDiarmid’s inequality to ZM , thus we have
P (ZM − EZM ≥ t) ≤ exp{−n(M + εn)
2t2
2M2L2θ2
}.
Suppose that we set
t = λ ≥ θAML
(M + εn)
√
2 log(2p)
n
(A.13)
for A > 0, therefore
P (ZM − EZM ≥ λ) ≤ (2p)−A2 . (A.14)
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Next step, it remains to estimate the upper bounds of EZM by the following lemma.
Lemma A.5.
EZM ≤ 4θML
(M + εn)
√
2 log 2p
n
.
This lemma is important for implementation of the method. It is proved by the following sym-
metrization and contraction theorem (see Section 14.7 of Bu¨hlmann and van de Geer (2011)). A
similar Lemma and its proof can be found in Lemma 3 of Wegkamp (2007).
Let X1, ...,Xn independent random variables with values in some space X and F a class of
real-valued functions on X .
Theorem A.3. (Symmetrization theorem) Let ǫ1, ..., ǫn be a Rademacher sequence, independent of
X1, ...,Xn and f ∈ F . Then we have
E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
{f(Xi)− E(f(Xi))}
∣∣∣∣∣
)
≤ 2E
(
sup
f∈F
|
n∑
i=1
ǫif(Xi)|
)
.
Theorem A.4. (Contraction theorem) Let x1, ...,xn be the non-random elements of X and ε1, ..., εn
be Rademacher sequence. Consider c-Lipschitz functions gi, i.e. |gi(s)− gi(t)| ≤ c |s− t| ,∀s, t ∈ R.
Then for any function f and h in F , we have
E(sup
f∈F
∣∣∣∣∣
n∑
i=1
εi {gi(f(xi))− gi(h(xi))}
∣∣∣∣∣ ) ≤ 2E(supf∈F
∣∣∣∣∣
n∑
i=1
εi(f(xi)− h(xi))
∣∣∣∣∣).
Let ǫ1, ..., ǫn be a Rademacher sequence, which is independent of X1, ...,Xn. Note that the
function g here is θn -lipschitz on the compact set SM ,
(Pn − P)(l2(β∗)− l2(βˆ)) = 1
n
| θe
XTi
˜β
θ + eX
T
i
˜β
| · |XTi β∗T −XTi βˆ| ≤
θ
n
|XTi β∗T −XTi βˆ|.
Via the symmetrization theorem and the contraction theorem we have
EZM ≤ 4θ
n
E
(
sup
β∈SM
n∑
i=1
∣∣∣∣∣ǫiβ
∗T
Xi − βTXi
‖βˆ − β∗‖1 + εn
∣∣∣∣∣
)
=
4θ
n
E

 supβ∈SM
n∑
i=1
p∑
j=1
∣∣∣(βˆj − β∗j ) ·Xij∣∣∣
‖βˆ − β∗‖1 + εn

 ≤ 4θn E

 supβ∈SM
n∑
i=1
p∑
j=1
|βˆj − β∗j | · |Xij |
‖βˆ − β∗‖1 + εn


=
4θ
n
E

 supβ∈SM
p∑
j=1
|βˆj − β∗j |
‖βˆ − β∗‖1 + εn
n∑
i=1
|Xij |

 ≤ 4θn E

 supβ∈SM
p∑
j=1
|βˆj − β∗j |
‖βˆ − β∗‖1 + εn
max
1≤j≤p
n∑
i=1
|Xij |


≤ 4θM
n(M + εn)
E
{
max
1≤j≤p
n∑
i=1
|Xij |
}
.
Now we are going to use a Maximal inequality mentioned by Blazere et al. (2014), p2316. The
proof is a consequence of Hoeffding lemma (see Lemma 14.10 in Bu¨hlmann and van de Geer (2011))
27
and we will give a proof in end of Appendix B.
Lemma A.6. (Hoeffding lemma) Assume EXi = 0, |Xi| ≤ ci for i = 1, 2, · · · , n. Then
Eexp{λ
n∑
i=1
Xi} ≤ exp{1
2
λ2
n∑
i=1
c2i } for λ > 0.
By the way, the Hoeffding lemma also is a key to derive Hoeffding inequality that is a weak
version of McDiarmid’s inequality.
Proposition A.1. (Maximal inequality) Let X1, ...,Xn be independent random variables on X and
f1, ..., fn real-valued functions on X which satisfies for all j = 1, ..., p and all i = 1, ..., n
Efj(Xi) = 0, |fj(Xi)| ≤ aij .
Then
E
(
max
1≤j≤p
∣∣∣∣∣
n∑
i=1
fj(Xi)
∣∣∣∣∣
)
≤
√
2 log(2p) max
1≤j≤p
√√√√ n∑
i=1
a2ij .
From proposition A.1, we get
4θM
n(M + εn)
E
{
max
1≤j≤p
n∑
i=1
|Xij |
}
≤ 4θM
n(M + εn)
√
2 log 2p ·
√
nL2 =
4θML
(M + εn)
√
2 log 2p
n
.
Thus, for A ≥ 1 we have
EZM ≤ 4θML
(M + εn)
√
2 log 2p
n
≤ 4θAML
(M + εn)
√
2 log 2p
n
. (A.15)
So we can conclude from (A.13), (A.14) and (A.15) that
P (ZM ≥ 5θAML
(M + εn)
√
log 2p
n
) ≤ P (ZM ≥ λ+ EZM ) ≤ (2p)−A2 . (A.16)
Finally, we complete the proof of Lemma A.3 by letting λ14 ≥ 5θAML(M+εn)
√
2 log 2p
n .
A.5 Proofs of big Theorem II.3.
The proof techniques follow the guidelines in Wegkamp (2007), Bunea (2008), Blazere et al. (2014).
A.5.1 Step1: Check βˆ − β∗ ∈ V (3.5, εn
2
) from Stabil Condition
Using the mere definition of Elastic-net estimate βˆ, we have
Pnl(βˆ) + λ1
p∑
j=1
|βˆj |+ λ2
p∑
j=1
|βˆj |2 ≤ Pnl(β∗) + λ1
p∑
j=1
|β∗j |+ λ2
p∑
j=1
|β∗j |2. (A.17)
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So we obtain
P(l(βˆ)− l(β∗))+λ1
p∑
j=1
|βˆj |+λ2
p∑
j=1
|βˆj |2 ≤ (Pn−P)(l(β∗)− l(βˆ))+λ1
p∑
j=1
|β∗j |+λ2
p∑
j=1
|β∗j |2. (A.18)
In order to bounded the empirical process, we break down the empirical process into two parts which
is or is not a function of Yi. On the event A∩B(βˆ), the Proposition II.1 and Proposition II.2 implies.
(Pn − P)
(
l(β∗)− l(βˆ)
)
= (Pn − P)
(
l1(β
∗)− l1(βˆ)
)
+ (Pn − P)
(
l2(β
∗)− l2(βˆn)
)
≤ λ1
4
p∑
j=1
|βˆj − β∗j |+
λ1
4

 p∑
j=1
|βˆj − β∗j |+ εn

 = λ1
2
p∑
j=1
|βˆj − β∗j |+
λ1
4
εn.
By summing λ12
p∑
j=1
|βˆj − β∗j | and λ1
p∑
j∈H
|βˆj − β∗j |2 to both sides of the inequality (A.18), combining
with the above equation, it gives
λ1
2
p∑
j=1
|βˆj − β∗j |+
(
Pl(βˆ)− l(β∗)
)
+λ2
p∑
j∈H
|βˆj − β∗j |2
≤ λ1
p∑
j=1
(|βˆj − β∗j |+|βˆj | − |β∗j |) +
λ1εn
4
+ λ2(|β∗|22 − |βˆ|22) + λ2
p∑
j∈H
|βˆj − β∗j |2.
(A.19)
On the one hand, |βˆj − β∗j |+|βˆj | − |β∗j |= 0 for j /∈ H and |βˆj | − |β∗j | ≤ |βˆj − β∗j | j ∈ H. On the other
hand, the some of last two terms in (A.19) is bounded by
λ2[(|β∗|22 − |βˆ|22) +
p∑
j∈H
|βˆj − β∗j |2] ≤ 2λ2
p∑
j∈H
(|β∗j |2−β∗j βˆj) = λ2
p∑
j∈H
β∗j (β
∗
j−βˆj)
≤ 2λ2B
p∑
j∈H
|β∗j − βˆj | =
1
4
λ1
p∑
j∈H
|β∗j − βˆj |.
due to the presumption 8Bλ2 = λ1.
Therefore the last term of inequality (A.19) is rewritten as
λ1
2
p∑
j=1
|βˆj − β∗j |+ P(l(βˆ)− l(β∗))+λ2
p∑
j∈H
|βˆj − β∗j |2 ≤ 2λ1
p∑
j∈H
|βˆj − β∗j |+
λ1εn
4
+
1
4
λ1
p∑
j∈H
|β∗j − βˆj |.
(A.20)
Using the definition of β∗, it derives
(
l(βˆ)− l(β∗)
)
+λ2
p∑
j∈H
|βˆj − β∗j |2 > 0. Hence
λ1
p∑
j=1
|βˆj − β∗j | ≤ 4.5λ1
p∑
j∈H
|βˆj − β∗j |+
λ1εn
2
.
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So we have
p∑
j∈Hc
|βˆj − β∗j | ≤ 3.5
p∑
j∈H
|βˆj − β∗j |+
εn
2
.
That is βˆ − β∗ ∈ V (3.5, εn
2
).
A.5.2 Step2: Find a lower bound for P(l(βˆ)− l(β∗))
The next proposition provides a lower bound for P(l(βˆ)− l(β∗)).
Proposition A.2. On the event A ∩ B(βˆ) we have
P(l(βˆ)− l(β∗)) ≥ aE[XT (β∗ − βˆ)]2
with a := min
{|x|≤L(M+B),|y|≤LB}
{12 θe
x(ey+θ)
[θ+ex]2
}.
Proof. Conditioning on X, and β˜
T
X is an intermediate point between βˆ
T
X and β∗X given by a
second order Taylor expansion, we have
P(l(βˆ)− l(β∗)) = E[Y [XT (β∗ − βˆ)] + E{(Y + θ)[log(θ + eXT ˆβ)− log(θ + eXTβ
∗
)]}
= E[E(Y |X)XT (β∗ − βˆ)] + E{(E(Y |X) + θ)[log(θ + eXT ˆβ)− log(θ + eXTβ
∗
)]}
= E{[eXTβ
∗
(XT (β∗ − βˆ))]− θeXTβ
∗
X
T (β∗ − βˆ)}+ E[1
2
θeX
T ˜β(eX
Tβ
∗
+ θ)
[θ + eX
T ˜β]
2 [X
T (β∗ − βˆ)]2
= E{1
2
θeX
T ˜β(eX
Tβ
∗
+ θ)
[θ + eX
T ˜β]
2 [X
T (β∗ − βˆ)]2}
Then, by triangle inequality and restricted parameter space SM , we obtain∣∣∣XTi β˜∣∣∣ ≤ ∣∣∣XTi β˜ −XTi β∗∣∣∣+ ∣∣XTi β∗∣∣ ≤ ∣∣∣XTi βˆ −XTi β∗∣∣∣+ ∣∣XTi β∗∣∣ ≤ LM + LB.
Furthermore, β∗ and βˆ belongs to Λ which is a convex set. Therefore β˜ ∈ Λ and β˜TX ∈ Θ a.s.
Thus we conclude
P(l(βˆ)− l(β∗)) ≥ aE[XT (β∗ − βˆ)]2
by letting a := min
{|x|≤L(M+B),|y|≤LB}
{12 θe
x(ey+θ)
[θ+ex]2
}.
From Propositon A.2 and (A.20) we deduce that
λ1
p∑
j=1
|βˆj − β∗j |+ aE[XT (β∗ − βˆ)]2 + 2λ2
∑
j∈H
|βˆj − β∗j |2 ≤ 4.5λ1
∑
j∈H
|βˆj − β∗j |+
λ1εn
2
. (A.21)
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A.5.3 Step3: Squeeze error bounds from Stabil Condition
Now, the final step of the proof is adapted from the proof of Theorem 2.4 in Bunea (2008). Let
Σ = EXTX be the p×p covariance matrix. Conditioning on random vector βˆ, we have the expected
prediction error:
E[XT (β∗ − βˆ)]2 = (βˆ − β∗)TΣ(βˆ − β∗).
Since condition V (3.5, εn2 , k) is verified, multiplying by a, we have
a(βˆ − β∗)TΣ(βˆ − β∗) ≥ ak
∑
j∈H
|βˆj − β∗j | −
εn
2
a.
Then substitute the above inequality to (A.21),
λ1
p∑
j=1
|βˆj − β∗j |+ ak
∑
j∈H
|βˆj − β∗j |2 + 2λ2
∑
j∈H
|βˆj − β∗j |2 ≤ 4.5λ1
∑
j∈H
|βˆj − β∗j |+
εn(λ1 + a)
2
.
By using Cauchy-Schwarz inequality, we get
λ1
p∑
j=1
|βˆj − β∗j |+ (ak + 2λ2)
∑
j∈H
|βˆj − β∗j |2 ≤ 4.5λ1
√
d∗
√∑
j∈H
|βˆj − β∗j |2 +
εn(λ1 + a)
2
. (A.22)
Apply the elementary inequality 2xy ≤ tx2 + y2/t to (A.22) for all t > 0, it leads to
λ1
p∑
j=1
|βˆj − β∗j |+ (ank + 2λ2)
∑
j∈H
|βˆj − β∗j |2 ≤ 2.252tλ21d∗ +
1
t
∑
j∈H
|βˆj − β∗j |2 +
εn(λ1 + a)
2
. (A.23)
We choice t = 1ank+2λ2 in (A.23), we obtain
‖βˆ − β∗‖1 :=
p∑
j=1
|βˆj − β∗j | ≤
2.252λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn.
For the ℓ2-prediction error oracle inequality, we deduce from (A.21) that
λ1
p∑
j=1
|βˆj − β∗j |+ aE[XT (β∗ − βˆ)]2 ≤ 4.5λ1(
p∑
j=1
|βˆj − β∗j | −
∑
j∈Hc
|βˆj − β∗j |) +
λ1εn
2
. (A.24)
Then using oracle inequality for ℓ1-estimation error ‖βˆ − β∗‖1, it derives
aE[XT (β∗ − βˆ)]2 ≤ 3.5λ1(
p∑
j=1
|βˆj − β∗j |) +
λ1
2n
≤ 3.5 · 2.25
2λ21d
∗
ak + 2λ2
+ 3.5λ1εn + 3.5aεn + λ1εn.
Note that the term
∑
j∈Hc
|βˆj − β∗j | =
∑
j∈Hc
|βˆj | that we have discarded for the right-hand side in the
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above expression is very small for j ∈ Hc. The we have
E[XT (β∗ − βˆ)]2 ≤ 17.71875d
∗λ21
a(ak + 2λ2)
+ (
4.5λ1
a
+ 3.5)εn.
Finally we conclude the proof using Proposition II.3.
A.6 Proof of Theorem III.2
Proof. In the following derivation, we denote βˆ as βˆ(λ1, λ2) for simplicity. By KKT condition (see
Lemma 3.1 and II.1 ), then we claim that sgnβˆ = sgnβ∗ if

sgnβˆj = sgnβ
∗
j , j ∈ H
ℓ˙j(βˆ)+2λ2βˆj = −λ1sgnβˆj , βˆj 6= 0
|ℓ˙j(βˆ)| ≤ λ1, βˆj = 0
(A.25)
Let βH = {βj , j ∈ H}, βˆH = {βˆj , j ∈ H}. Since sgnβˆj = sgnβ∗j , j ∈ H, then βˆ = (βˆH , 0)T is the
solution of the KKT conditions. So, the (A.25) holds if{
sgnβˆj = sgnβ
∗
j , j ∈ H
|ℓ˙j(βˆH)| ≤ λ1, j /∈ H
⇐
{ ∣∣∣βˆj − β∗j ∣∣∣ < ∣∣∣β∗j ∣∣∣ , j ∈ H
|ℓ˙j(βˆH)| ≤ λ1, j /∈ H
(A.26)
where βˆH is the solution of ℓ˙j(βˆH)+2λ2βˆj = −λ1sgnβ∗j , j ∈ H.
Notice that the right expression in (A.26) holds if{ ∣∣∣βˆ − β∗∣∣∣ < β∗ := min{|βj | : j ∈ H}
|ℓ˙j(βˆH)| ≤ λ1, j /∈ H
Let η ∈ (0, 1), the above events hold if

E1 :
∣∣∣βˆ − β∗∣∣∣ < β∗,
E2 : max
j /∈H
|ℓ˙j(β∗)| ≤ ηλ1,
E3 : max
j /∈H
|ℓ˙j(βˆH)− ℓ˙j(β∗)| ≤ (1− η)λ1,
which is from triangle inequality that |ℓ˙j(βˆH)| ≤ |ℓ˙j(βˆH)− ℓ˙j(β∗)|+ |ℓ˙j(β∗)|.
Let E = E1∩E2∩E3, we want to show that each event in Ei, i = 1, 2, 3 holds with high probability.
And we utilize the basic sets inequality P (E) ≥ P (E1) + P (E2) + P (E3) − 2. With d∗ = |H|, let
XiH = (· · · , x˜ih, · · · ) with x˜ih = xih if h ∈ H and x˜ih = 0 if h /∈ H, we have
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max
j /∈H
|ℓ˙j(βˆH)− ℓ˙j(β∗)| = max
j /∈H
|ℓ˙j(βˆH)− ℓ˙j(β∗H)| = max
j /∈H
1
n
∣∣∣∣∣
n∑
i=1
xijθ[
θ + Yi
θ + eX
T
iH
ˆβH
− θ + Yi
θ + eX
T
iHβ
∗
H
]
∣∣∣∣∣
= max
j /∈H
1
n
∣∣∣∣∣∣
n∑
i=1
xij
θ(θ + Yi)e
X
T
iHβ
∗
H [eX
T
iH (
ˆβH−β
∗
H ) − 1]
(θ + eX
T
iH
ˆβH )(θ + eX
T
iHβ
∗
H )
∣∣∣∣∣∣
≤ max
j /∈H
1
n
n∑
i=1
∣∣∣∣∣xij · e
X
T
iHβ
∗
H
θ + eX
T
iHβ
∗
H
∣∣∣∣∣
∣∣∣∣∣θ(θ + yi)[e
X
T
iH (βˆH−β∗H) − 1]
θ + eX
T
iH βˆH
∣∣∣∣∣
≤ max
j /∈H
K
n
n∑
i=1
∣∣∣∣∣ θ(θ + Yi)[e
XTiH (βˆH−β∗H) − 1]
(θ + eX
T
iH βˆH )XTiH(βˆH − β∗H)
·XTiH(βˆH − β∗H)
∣∣∣∣∣
≤ IK
n
n∑
i=1
∣∣∣XTiH(βˆH − β∗H)∣∣∣
≤ IK
n
n∑
i=1
‖XiH‖2‖βˆ − β∗‖2 ≤ IK2d∗1/2|βˆ − β∗‖2
where the last inequality is by ‖XiH‖2 ≤
√
d∗K2 = d∗1/2K.
So for E3, we obtain
P (max
j /∈H
|ℓ˙j(βˆH)− ℓ˙j(β∗)| ≤ (1− η)λ1) ≥ P (‖βˆ − β∗‖2 ≤
(1− η)λ1
IK2d∗1/2
)
= P (‖βˆ − β∗‖2 ≤ 2e
2aτ ζd∗1/2
(ζ + 1)C2(ζ,H)
(ζ + 1)C2(ζ,H)
2e2aτ ζd∗1/2
(1− η)λ1
IK2d∗1/2
).
Since by Theorem II.2(ii):P (|βˆ − β∗|2 ≤ 2e
2aτ ζd∗1/2
(ζ+1)C2(ζ,H)
λ1) ≥ 1− 2p1−
(CC1)
2
2κ(V+ηλ1) , we conclude that
P (|max
j /∈H
ℓ˙j(βˆH)− ℓ˙j(β∗)| ≤ (1− η)λ1) ≥ 1− 2p
1− (CC1)
2
2κ(V+
(ζ+1)C2(ζ,H)
2e2aτ ζd∗1/2
(1−η)λ1
IK2d∗1/2
)
. (A.27)
For E1, by Theorem II.2(ii), we have
P (|βˆ − β∗| < β∗) ≥ P (|βˆ − β∗| ≤ 1− 2p1−
(CC1)
2
2(ν2+κCλ1) . (A.28)
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as (CC1)
2
2(ν2+κCλ1)
> 1. For E2, thus we get
P (max
j /∈H
|ℓ˙j(β∗)| ≥
∑
j /∈H
P
(∣∣∣∣∣
n∑
i=1
xij(Yi − EYi)θ
n(θ + EYi)
∣∣∣∣∣ ≥ ηλ1
)
=
∑
j /∈H
P
(∣∣∣∣∣
n∑
i=1
(Zi − EZi)
∣∣∣∣∣ ≥ nηλ1
)
≤ 2p exp{− (nηλ1)
2
2(nν2 + κnηλ1)
} ≤ 2p exp{− n(ηλ1)
2
2(ν2 + κηλ1)
}
= 2exp{− nη
2C21
2(ν2 + κηλ1)
log p} = 2p−
η2C21
2(ν2+κηλ1) .
This implies that
P (|ℓ˙j(β∗)| ≤ ηλ1) ≥ 1− 2p1−
η2C21
2(ν2+κηλ1) . (A.29)
Combining (A.28),(A.29) and (A.27), we get
P (sgnβˆ = sgnβ∗) ≥ P (E) ≥ 1− 2p1−
η2C21
2(ν2+κηλ1) − 2p1−
(CC1)
2
2(ν2+κCλ1) − 2p
1− (CC1)
2
2(ν2+
(ζ+1)(1−η)C2(ζ,H)κCλ1
2IK2e2aτ ζd∗
)
.
Let p→∞, it leads to sign consistency:
P (sgnβˆ = sgnβ∗)→ 1.
if C1 is a large constants such that
(CC1)
2 > 2max{(ν2 + (ζ + 1)(1− η)C2(ζ,H)κCλ1
2IK2e2aτ ζd∗
), ν2 + κCλ1,
C2(ν2 + κηCλ1)
η2
}. (A.30)
A.7 Proof of Theorem III.1
Proof. By Lemma III.1, Cauchy inequality, triangle inequality and Taylor expansion, we have
∣∣∣βˆk − βˆl∣∣∣2 ≤
(
1
2nλ2
n∑
i=1
|Xik −Xil||eXi
T ˆβ − Yi|
)2
≤ 1
4λ22
· 1
n
n∑
i=1
|Xik −Xil|2 · 1
n
n∑
i=1
|eXiT ˆβ − Yi|2
=
1
4λ22
· 2(1− ρkl) 1
n
n∑
i=1
|eXiT ˆβ − eXiTβ
∗
+ eXi
Tβ
∗
− Yi|2
≤ 1
4λ22
· 2(1− ρkl){ 1
n
n∑
i=1
|eXiT ˆβ − eXiTβ
∗
|2 + 1
n
n∑
i=1
|eXiTβ
∗
− Yi|2}
=
1
4λ22
· 2(1− ρkl){ 1
n
n∑
i=1
e2Xi
T β˜|XiT (βˆ − β∗)|2 + 1
n
n∑
i=1
|eXiTβ
∗
− Yi|2}.
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Under the assumption of ℓ1 oracle inequality (II.11), we have
∣∣∣βˆk − βˆl∣∣∣2 ≤ 1
2λ22
· (1− ρkl){Ke2LMO(λ21) +
1
n
n∑
i=1
|EYi − Yi|2} =: 1
2
(1− ρkl)[Ke2LMO(1) + 1
λ22
Sn].
For the second part, by using Chebyshev inequality, it implies
P (|Sn − ESn| ≤ E) ≥ 1− σ
2
n
nE2
⇒ Sn ≤ E +ESn ≤ E + µ
with probability at least 1− σ2n
nE2
in the event C(E). Then
∣∣∣βˆk − βˆl∣∣∣2 ≤ 1
2
(1− ρkl)[Ke2LMO(1) + 1
λ22
(E + µ)].
On the 3 events, we have P (A∩B(βˆ)∩C(E)) ≥ 1− 2(2p)1−A2 − (2p)−A2 − σ2nE2 . Then, with the last
probability, it yields
∣∣∣βˆk − βˆl∣∣∣ ≤√12 (1− ρkl)[e2LMO(1) + 1λ22 (E + µ)].
Moreover, if 1− ρkl = op(λ22), we have
∣∣∣βˆk − βˆl∣∣∣ ≤√12op(1)[λ22e2LMO(1) + (E + µ)].
A.8 Proof of Theorem III.3
Proof. The proof of Theorem proceeds via the KKT condition of {βˆk = 0} (Lemma II.1). That is,
{βˆk = 0} is a solution of iff βˆk satisfies∣∣∣∣∣ 1n
n∑
i=1
Xik
θ(eXi
T βˆ − Yi)
θ + eXi
T βˆ
∣∣∣∣∣ ≤ λ1 , k = 1, 2, . . . , p.
Step1: Find P (H 6⊂ Hˆ).
By Lemma III.4, we have
P (H 6⊂ Hˆ) ≤ d∗max
k∈H
P (βˆk = 0 and β
∗
k 6= 0) = d∗max
k∈H
P (
∣∣∣∣ 1n n∑
i=1
Xik
θ(eXi
T βˆ−Yi)
θ+eXi
T βˆ
∣∣∣∣ ≤ λ1;β∗k = 0)
= P ( 1n |
n∑
i=1
Xikθ{( eXi
T βˆ
θ+eXi
T βˆ
− eXi
T β∗
θ+eXi
T β∗
) + ( Yi
θ+eXi
T β∗
− Yi
θ+eXi
T βˆ
)− Yi−eXi
T β∗
θ+eXi
T β∗
}| ≤ λ1;β∗k = 0)
Let
A
(k)
n =
1
n
n∑
i=1
Xikθ(
eXi
T βˆ
θ+eXi
T βˆ
− eXi
Tβ
∗
θ+eXi
T β∗
),C
(k)
n =
1
n
n∑
i=1
Xikθ(
Yi
θ+eXi
T β∗
− Yi
θ+eXi
T βˆ
),
D
(k)
n =
1
n
n∑
i=1
Xikθ(
Yi−eXiT β∗
θ+eXi
T β∗
),
And put B
(k)
n =
p∑
j=1
(βˆj − β∗j ) θn
n∑
i=1
XikXil, thus with {β∗k 6= 0} and assumption θn
n∑
i=1
X2ik = 1, we
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have
∣∣∣B(k)n ∣∣∣ = |(βˆk − β∗k) θn
n∑
i=1
X2ik +
p∑
j 6=k
(βˆj − β∗j )
θ
n
n∑
i=1
XijXik| ≥ |βˆk| − |
p∑
j 6=k
(βˆj − β∗j )
θ
n
n∑
i=1
XijXik|.
Let B˜
(k)
n :=
p∑
j 6=k
(βˆj − β∗j ) θn
n∑
i=1
XijXik, thus
|B(k)n | ≥ min
j∈H
|β∗j | − |B˜(k)n | ≥ 2λ1 + 3(1 +
a
λ1
)εn − |B˜(k)n | (A.31)
Together with the above notation we obtain
P (H 6⊂ Hˆ) ≤ d∗max
k∈H
P (|B(k)n +A(k)n −B(k)n + C(k)n −D(k)n | ≤ λ1;β∗k = 0)
≤ d∗max
k∈H
P (|B(k)n | − |A(k)n −B(k)n | − |C(k)n | − |D(k)n | ≤ λ1;β∗k = 0)
≤ d∗max
k∈H
P (2λ1 + 3(1 +
a
λ1
)εn − |B˜(k)n | − |A(k)n −B(k)n | − |C(k)n | − |D(k)n | ≤ λ1;β∗k = 0)
= d∗max
k∈H
{P (|B˜(k)n |+ |A(k)n −B(k)n |+ |C(k)n |+ |D(k)n | ≥ λ1 + 3(1 +
a
λ1
)εn)}
≤ d∗max
k∈H
{P (|B˜(k)n | ≥
λ1
4
+ (1 +
a
λ1
)εn) + P (|A(k)n −B(k)n | ≥
λ1
4
+ (1 +
a
λ1
)εn)
+ P (|C(k)n | ≥
λ1
4
+ (1 +
a
λ1
)εn) + P (|D(k)n | ≥
λ1
4
)}.
To bound the first probability inequality, we assume that 14hLi ≥ 2.25
2
ak+2λ2
, (i = 1, 2) if with k
defined by Identifiable Condition and a given in Theorem II.3. We Apply the lemma below.
Lemma A.7. (Lemma 2.1 in Bunea (2008)) Given k > 0, ε ≥ 0, if Identifiable Condition holds for
some 0 < h < 11+2c+ε , then is true for any 0 < k < 1− h(1 + 2c+ ε).
By Lemma A.7, Identifiable Condition derives Stabil Condition with k ≤ 1 − h(8 + εn) since
Theorem II.3 shows that c = 3.5. By solving a system of two inequalities: 14h ≥ 2.25
2
ak+2λ2
, k ≤ 1−h(8+
εn), it implies h ≤ ak+2λ220.25+a(8+εn) . We therefore have by Identifiable Condition and Corollary III.1
P (|B˜(k)n | ≥ P (
p∑
j 6=k
|βˆj − β∗j ||
θ
n
n∑
i=1
XijXik| ≥ λ1
4
+ (1 +
a
λ1
)εn)
≤ P (
p∑
j=1
|βˆj − β∗j | ≥
λ1d
∗
4h
+
d∗
h
(1 +
a
λ1
)εn)
≤ P (
p∑
j=1
|βˆj − β∗j | ≥
2.252λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn) ≤ δ
p
For the second probability, P (|A(k)n − B(k)n | ≥ λ14 + (1 + aλ1 )εn). By first order Taylor expansion
and Weighted Correlation Condition (1), we have A
(k)
n =
p∑
j=1
(βˆj − β∗j ) 1n
n∑
i=1
XikXij ·θ2eai
(θ+eai)2
where ai be
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the intermediate point between XTi βˆ and X
T
i β
∗. So solving a system of two inequalities: 14L1h ≥
2.252
ak+2λ2
, k ≤ 1− h(8 + εn), we get h ≤ ak+2λ220.25L1+a(8+εn) ∧ 18+εn .
|A(k)n −B(k)n | = |
p∑
j=1
(βˆj − β∗j )
1
n
n∑
i=1
θXikXij · (1− θe
ai
(θ + eai)2
)| ≤
p∑
j=1
|βˆj − β∗j ||
1
n
n∑
i=1
θXikXij · (1− θe
ai
(θ + eai)2
)|
≤
p∑
j=1
|βˆj − β∗j |
hL1
d∗
Therefore, by the same argument for case of |B˜(k)n |, d∗ ≥ hL1 ≥ 1, we have
P (|A(k)n −B(k)n | ≥
λ1
4
+ (1 +
a
λ1
)εn) ≤ P (
p∑
j=1
|βˆj − β∗j | ≥
2.252λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn) ≤ δ
p
from Corollary III.1.
To bound the third probability, notice that
C(k)n =
1
n
n∑
i=1
Xikθ(
Yi
θ + eXi
Tβ∗
− Yi
θ + eXi
T βˆ
)=
p∑
j=1
(βˆj − β∗j )
1
n
n∑
i=1
XikXijθYi · ebi
(θ + ebi)
2
By assumptionWeighted Correlation Condition (2), again, the similar derivation with h ≤ ak+2λ220.25L2+a(8+εn)∧
1
8+εn
, d∗ ≥ hL2 ≥ 1 yields
P (|C(k)n | ≥
λ1
4
+ (1 +
a
λ1
)εn) ≤ P (
p∑
j=1
|βˆj − β∗j | ≥
2.252λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn) ≤ δ
p
. (A.32)
It remains to obtain the upper bound for the fourth term. This can borrow the same method in the
proof of Lemma A.2 by letting W ∗ij :=
θXij
θ+eX
T
i
β∗
Yi − E( θXij
θ+eX
T
i
β∗
Yi). We get
P (|D(k)n | ≥
λ1
4
) = P (| 1
n
n∑
i=1
Xikθ
θ + eXi
Tβ∗
(Yi − EYi)| ≥ λ1
4
) ≤ 2(2p)
1−A2
p
< 5(2p)−A
2
=
δ
p
. (A.33)
with p = exp{ 1
A2−1 log
5
2A2δ
} via solving 5(2p)−A2 = δp .
In summary, the four probabilities imply
P (H 6⊂ Hˆ) ≤ 4d
∗
p
δ ≤ 4δ.
Step2: Find P (Hˆ 6⊂ H). Observing that, on the set
K :=
⋂
k/∈H
{
∣∣∣∣∣ 1n
n∑
i=1
Xik
θ(eXi
T βˆ − Yi)
θ + eXi
T βˆ
∣∣∣∣∣ ≤ λ1}.
by applying the KKT conditions, we have βˆk = 0 if k /∈ H. And thus ∀k /∈ H ⇒ k /∈ Hˆ which gives
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∀k ∈ Hˆ ⇒ k ∈ H. We conclude that event K implies Hˆ ⊂ H. Subsequently,
P (Hˆ 6⊂ H) ≤ P (Kc) ≤
∑
k/∈H
P (
∣∣∣∣∣ 1n
n∑
i=1
Xik
θ(eXi
T βˆ − Yi)
θ + eXi
T βˆ
∣∣∣∣∣ ≥ λ1)
=
∑
k/∈H
P (|A(k)n + C(k)n −D(k)n | ≥ λ1)
≤
∑
k/∈H
{P (|A(k)n | ≥
λ1
3
) + P (|C(k)n | ≥
λ1
3
) + P (|D(k)n | ≤
λ1
3
)}
≤
∑
k/∈H
{P (|A(k)n | ≥
λ1
3
) + P (|C(k)n | ≥
λ1
3
) + P (|D(k)n | ≤
λ1
3
)}
≤
∑
k/∈H
{P (|A(k)n | ≥
λ1
3
) + P (|C(k)n | ≥
λ1
3
)}+ (p− d
∗)δ
p
where the last inequality is obtain from (A.33). It remains to bound the first and the second
probability in the last inequality.
Note that, for i = 1, 2, we get
1
3
· d
∗λ1
hLi
=
1
4
· d
∗λ1
hLi
+
1
12
· d
∗λ1
hLi
≥ 2.25
2λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn
if
1
12
· d
∗λ1
hLi
≥ (1 + a
λ1
)εn. (A.34)
Since 112 · d
∗λ1
hLi
= O(d∗
√
log p
n ), (1 +
a
λ1
)εn = o(
√
log p
n ), thus (A.34) is valid for n ≥ N0 with some N0.
Then by Weighted Correlation Condition (1) we have
|A(k)n | = |
p∑
j=1
(βˆj − β∗j )
θ
n
n∑
i=1
XikXij · θe
ai
(θ + eai)2
)| ≤
p∑
j=1
|βˆj − β∗j ||
θ
n
n∑
i=1
XikXij · θe
ai
(θ + eai)2
)|
≤
p∑
j=1
|βˆj − β∗j |
hL1
d∗
.
So by
P (|A(k)n | ≥
λ1
3
) ≤ P (
p∑
j=1
|βˆj − β∗j |
hL1
d∗
≥ λ1
3
) ≤ P (
p∑
j=1
|βˆj − β∗j | ≥
1
3
· d
∗λ1
hL1
)
≤ P (
p∑
j=1
|βˆj − β∗j | ≥
2.252λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn) ≤ δ
p
.
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and inequality (A.32) with condition (A.34) for i = 2, we conclude that
P (Hˆ 6⊂ H) ≤
∑
k/∈H
{2P (|
p∑
j=1
|βˆj − β∗j | ≥
2.252λ1d
∗
ak + 2λ2
+ (1 +
a
λ1
)εn)}+(p− d
∗)δ
p
≤ 2δp + (p− d
∗)δ
p
≤ 3δ
Judging from the above two steps and relation P (H = Hˆ) ≥ 1− P (H 6⊂ Hˆ)− P (Hˆ 6⊂ H), then
P (H = Hˆ) ≥ 1− 7δ.
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B Appendix B
We fix Yi = yi in the proof of Lemma II.1,III.1.
B.1 Proof of Lemma II.1
First let β ∈ Rp, define the following multivariate function:
F (β) =
n∑
i=1
[(θ + yi) ln(θ + e
Xi
T βˆ)− yiXiT βˆ] + λ1
p∑
i=1
|βi|+ λ2
p∑
i=1
|βi|2. (B.1)
And let ek = (0, · · · , 0, 1︸ ︷︷ ︸
k
, 0, · · · , 0). Next, we simply write βˆk(λ1, λ2) as βˆk.
Case 1. If βˆk 6= 0, for sufficiently small ε ∈ (−|βˆk|, |βˆk|), we have
F (βˆ + εek)− F (βˆ) =
n∑
i=1
[(θ + yi) ln
θ + eX
T (βˆ+εek)
θ + eXi
T βˆ
− yixikε] + λ1(|βˆk + ε| − |βˆk|) + λ2(2βˆε+ ε2).
Notice that the ranges of ε, we obtain |βˆk + ε|− |βˆk| = sgn(βˆk)ε. The Taylor expansions implies that
ln
θ + eXi
T (βˆ+εek)
θ + eXi
T βˆ
= ln(1 +
1
θ
eXi
T (
ˆβ+εek))− ln(1 + 1
θ
eXi
T βˆ)
=
1
1 + 1θe
Xi
T βˆ
· 1
θ
eXi
T βˆ(exikε − 1) + o[1
θ
eXi
T βˆ(exikε − 1)]
=
1
θ + eXi
T βˆ
· eXiT βˆ(xikε+ o(ε)) + o[1
θ
eXi
T βˆ(xikε+ o(ε))] =
eXi
T βˆxikε
θ + eXi
T βˆ
+ o(ε).
Since the aim is to minimize the object function, we must have
0 < F (βˆ + εek)− F (βˆ) =
n∑
i=1
xik[
(θ + yi)e
Xi
T βˆ
θ + eXi
T βˆ
− yi]ε+ λ1sgn(βˆk)ε+ λ2(2βˆkε+ ε2)
= [
n∑
i=1
xik
θ(eXi
T ˆβ − yi)
θ + eXi
T ˆβ
+ λ1sgn(βˆk) + 2λ2βˆk]ε+ λ2ε
2 + o(ε)
Note that λ2 6= 0, In order to make sure that the above inequality is valid for any sufficiently small
ε ∈ (−|βˆk|, |βˆk|), if and only if
n∑
i=1
[xik
θ(eXi
T βˆ − yi)
θ + eXi
T βˆ
] + λ1sgn(βˆk) + 2λ2βˆk = 0, (k = 1, 2, · · · , p).
Thus we get
∣∣∣∣ n∑
i=1
xik
θ(eXi
T βˆ−yi)
θ+eXi
T βˆ
∣∣∣∣ = λ1 + 2λ2|βˆi| > λ1.
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Case 2. If βˆi = 0, for sufficiently small ε ∈ R, by (B.1) we have
F (βˆ + εek)− F (βˆ) =
n∑
i=1
[(θ + yi) ln
θ + eXi
T (βˆ+εek)
θ + eXi
T βˆ
− yixikε] + λ1(|ε|) + λ2ε2.
According to the Taylor expansions of F (βˆ+εek)−F (βˆ) in Case 1, and observing
∣∣∣∣ n∑
i=1
[xik
θ(eXi
T βˆ−yi)
θ+eXi
T βˆ
]
∣∣∣∣ 6=
0. We must have
0 < F (βˆ + εek)− F (βˆ) =
n∑
i=1
[xik
θ(eXi
T βˆ − yi)
θ + eXi
T βˆ
]ε+ λ1(|ε|) + λ2ε2 + o(ε)
= {
n∑
i=1
[xik
θ(eXi
T βˆ − yi)
θ + eXi
T βˆ
] + λ1sgnε}ε+ λ2ε2 + o(ε).
Note that λ2 6= 0, in order to make sure that the above inequality is valid for any sufficiently small
ε ∈ R, if and only if
n∑
i=1
[xik
θ(eXi
T βˆ − yi)
θ + eXi
T βˆ
] + λ1sgnε = 0, (k = 1, 2, · · · , p). (B.2)
In other words,
n∑
i=1
xik
θ(eXi
T βˆ−yi)
θ+eXi
T βˆ
> −λ1 for ε ≥ 0 and
n∑
i=1
xik
θ(eXi
T βˆ−yi)
θ+eXi
T βˆ
< λ1 for ε ≤ 0. Thus we get∣∣∣∣ n∑
i=1
xik
θ(eXi
T βˆ−yi)
θ+eXi
T βˆ
∣∣∣∣ ≤ λ1.
B.2 Proof of Lemma III.1
The KKT conditions is crucial for us to derive the upper bound of grouping effect inequality
associated with the difference between the coefficient paths of predictors Xi and Xj . Rewrite
βˆk(λ1, λ2), βˆl(λ1, λ2) respectively as βˆk, βˆl.
Case 1. When βˆkβˆl > 0. According to Lemma II.1, we have
n∑
i=1
xik
θ(eXi
T βˆ − yi)
θ + eXi
T βˆ
= sgn(βˆk)(λ1 + 2λ2|βˆk|),
n∑
i=1
xil
θ(eXi
T βˆ − yi)
θ + eXi
T βˆ
= sgn(βˆl)(λ1 + 2λ2|βˆl|)
Taking the subtraction of two equations above, we obtain
2λ2
∣∣∣βˆk(λ1, λ2)− βˆl(λ1, λ2)∣∣∣ =
∣∣∣∣∣
n∑
i=1
(xik − xil)θ(e
Xi
T βˆ − yi)
θ + eXi
T βˆ
∣∣∣∣∣ ≤
n∑
i=1
θ |(xik − xil)| |( eXiT βˆ − yi )|
θ + eXi
T βˆ
.
and therefore inequality (III.1) is proved.
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Case 2. When βˆkβˆl < 0, i.e. sgn(βˆk) = −sgn(βˆl). According to Lemma II.1, we have∣∣∣∣∣
n∑
i=1
(xik − xil)θ(e
Xi
T βˆ − yi)
θ + eXi
T βˆ
∣∣∣∣∣ =
∣∣∣2[sgn(βˆk)λ1 + λ2(βˆk − βˆl)]∣∣∣
=
∣∣∣2sgn(βˆk)[λ1 + λ2 ∣∣∣βˆk − βˆl∣∣∣]∣∣∣ ≥ ∣∣∣2λ2sgn(βˆk) ∣∣∣βˆk − βˆl∣∣∣∣∣∣ .
and therefore inequality (III.1) is also proved.
Case 3. When βˆk 6= 0, βˆl = 0. By the Case 1 Lemma II.1 and (B.2), by subtracting these two
expressions we have
n∑
i=1
(xik − xil)θ(e
Xi
T βˆ − yi)
θ + eXi
T βˆ
= λ1[sgnε+ sgn(βˆk)] + 2λ2sgn(βˆk)|βˆk|).
If sgn(ε + sgn(βˆk) = 0, it is apparently that (III.1) is true. If sgnε+ sgn(βˆk) = −2 (or 2), it derives
that
n∑
i=1
(xik − xil)θ(e
Xi
T βˆ − yi)
θ + eXi
T βˆ
= −2λ1 − 2λ2|βˆk|, (or 2λ1+2λ2|βˆk|).
Then ∣∣∣∣∣
n∑
i=1
(xik − xil)θ(e
Xi
T βˆ − yi)
θ + eXi
T βˆ
∣∣∣∣∣ =
∣∣∣2λ1 + 2λ2|βˆk|∣∣∣ ≥ 2λ2|βˆk| = 2λ2 ∣∣∣βˆk − βˆl∣∣∣ .
Thus (III.1) is proved. If βˆl 6= 0, βˆk = 0, the proof is by the same method.
Case 4. When βˆk = βˆl = 0, (III.1) is obviously.
B.3 Proof of Lemma III.2
Proof. The variance and kurtosis of Yi are
VarYi =
θpi
(1− pi)2
,Kurt(Yi) :=
E|Yi − EYi|4
(E|Yi − EYi|2)2
= 3 +
6
θ
+
(1− pi)2
θpi
,
see p216 of Johnson et al. (2005). By (H1),(H2),(H3), we get 0 < e
−LB
θ+e−LB
≤ pi = eXi
Tβ∗
θ+eXi
Tβ∗
≤ eLB
θ+eLB
<
1. Let Qi :=
pi
(1−pi)2 ∈ [
e−LB(θ+e−LB)
θ2
, e
LB(θ+eLB)
θ2
], then
ESn =
1
n
n∑
i=1
E|Yi − EYi|2 = 1
n
n∑
i=1
θQi ≤ e
LB(θ + eLB)
θ
:= µ.
For (2), we obtain
Var|Yi − EYi|2 = E|Yi − EYi|4 − (E|Yi − EYi|2)2 = (VarYi)2[Kurt(Yi)− 1]
=
θ2p2i
(1− pi)4
(
2 +
6
θ
+
(1− pi)2
θpi
)
= (2θ2 + 6θ)Q2i + θQi.
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So, it implies
Var|Yi − EYi|2 ≤ (2 + 6
θ
)e2LB(θ + eLB)2 +
eLB(θ + eLB)
θ
:= σ2.
B.4 Proof of Proposition A.1
Let Vj =
n∑
i=1
fj(Xi), then by Jensen inequality and Hoeffding lemma, we have
E max
1≤j≤p
|Vj | = 1
λ
E log e
λ max
1≤j≤p
|Vj | ≤ 1
λ
log Ee
λ max
1≤j≤p
|Vj | ≤ 1
λ
log [
p∑
j=1
exp{1
2
λ2
n∑
i=1
a2ij}]
≤ 1
λ
log [2pexp{1
2
λ2 max
1≤j≤p
n∑
i=1
a2ij}]
=
1
λ
log (2p) +
1
2
λ max
1≤j≤p
n∑
i=1
a2ij ≤
√
2 log(2p) · max
1≤j≤p
√√√√ n∑
i=1
a2ij.
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