The field of neuroscience is experiencing rapid growth in the complexity and quantity of the recorded neural activity allowing us unprecedented access to its dynamics in different brain areas. One of the major goals of neuroscience is to find interpretable descriptions of what the brain represents and computes by trying to explain complex phenomena in simple terms. Considering this task from the perspective of dimensionality reduction provides an entry point into principled mathematical techniques allowing us to discover these representations directly from experimental data, a key step to developing rich yet comprehensible models for brain function. In this work, we employ two real-world binary datasets describing the spontaneous neuronal activity of two laboratory mice over time, and we aim to their efficient low-dimensional representation. We develop an innovative, robust to noise, dictionary learning algorithm for the identification of patterns with synchronous activity and we also extend it to identify patterns within larger time windows. The results on the classification accuracy for the discrimination between the clean and the adversarial-noisy activation patterns obtained by an SVM classifier highlight the efficacy of the proposed scheme, and the visualization of the dictionary's distribution demonstrates the multifarious information that we obtain from it.
I. INTRODUCTION
T HE advances of imaging and monitoring technologies, such as in vivo 2-photon calcium imaging at the mesoscopic regime as well as the massive increases in computational power and algorithmic development have enabled advanced multivariate analyses of neural population activity, recorded either sequentially or simultaneously.
More specifically, high resolution optical imaging methods have recently revealed the dynamic patterns of neural activity across the layers of the primary visual cortex (V1), making it possible to apply network analysis methods to this important question: Neuronal groups that fire in synchrony may be more efficient at relaying shared information and are more likely to belong to networks of neurons subserving the same function.
We have preliminarily investigated this question using 2photon imaging to monitor the spontaneous population bursts of activity in pyramidal cells and interneurons of L2/3 in mouse V1. We found that the sizes of spontaneous population bursts and the degree of connectivity of the neurons in specific fields of view (FOVs) formed scale-free distributions, suggestive of a hierarchical small-world net architecture [1] .
The existence of such groups of "linked" units inevitably shapes the profile of spontaneous events observed in V1 networks [2] - [4] . Thus, the analysis of the spontaneous activity patterns provides an opportunity for identifying groups of neurons that fire with increased levels of synchrony (have significant "functional connectivity" between each other).
Many recent studies have adopted dimensionality reduction to analyze these populations and to find features that are not apparent at the level of individual neurons. Dimensionality reduction methods produce low-dimensional representations of high-dimensional data preserving or highlighting features of interest. Such methods are typically applied in settings in which the measured variables covary according to a smaller number of explanatory variables. These methods discover and extract these explanatory variables from the high-dimensional data according to an objective that is specific to each method. Typically, any data variance not captured by the explanatory variables is considered to be noise. Dimensionality reduction methods have achieved great success in modeling complex signals from images [?] to wireless sensor network data [5] .
We specifically adopt dictionary learning methods, which provide a parsimonious description of statistical features of interest via the produced dictionary, discarding at the same time some aspects of the data as noise. Dictionaries are a natural approach for performing exploratory data analysis as well as visualization of the data. Moreover, given the fact that the produced dictionary is the new space of reduced dimensionality, the computational complexity of its management is much smaller comparatively to the initial, raw data. We also combine dictionary learning methods with supervised machine learning techniques, which enables us to discriminate the clean from the adversarial-noisy activation patterns, which are the examples that come out when we add artificial noise to clean data. The proposed methodology could be applied to understand cortical circuit function and malfunction in a number of neurological disorders.
More specifically, in order to capture the synchronicity patterns among neurons, we propose the Adversarial Dictionary Learning Algorithm (ADL). We also extend this to the Relaxed Adversarial Dictionary Learning Algorithm (RADL), arXiv:1911.01721v1 [q-bio.NC] 5 Nov 2019 which captures activation patterns within bigger time window intervals. We employed two real-world binary datasets that depict the neuronal activity of a 9-day old and a 36-day old C57BL/6 laboratory mouse. Data was collected using twophoton calcium imaging in the V1, L2/3 area of the neocortex of the animals. Fig. 1 illustrates the format of our data, where each column represents an example-activation pattern that consists of 0s that are the non-firing events while 1s represent the firing events. The main aspects that will be addressed in this work are the following:
• Identification of synchronous activity, which refers to a time window of one time bin (W = 1) generated by ensembles of neurons. For example Neurons 2, 4 and 6 (yellow boxes) in Fig. 1 fire simultaneously. • Identification of temporal correlation of the firing of neurons within a time window W > 1. For example Neurons 4 and 5 (green boxes) in Fig. 1 are not activated simultaneously but within a time window interval W = 2. • Discrimination between clean and adversarial-noisy activation patterns The contributions of this work are summarized as follows:
• Acquisition of an interpretable dictionary, i.e. the dictionary elements are essentially part of the input data and the dictionary construction is not a result of a mathematical transformation, as opposed to other methods, such as K-SVD [6] or PCA [7] . • The dictionary by its construction keeps out patterns, which could be a result of noise. This noise results mainly from calcium fluctuations independent of spiking activity and other sources of imaging noise. • In contrast to other methods that require a choice of dimensionality K (e.g. the size of the dictionary), here the dictionary size is not a parameter that has to be determined by the user, or be estimated (e.g. based on the choice of arbitrary cutoff values or cross-validation methods [8] ). • Detection of statistically significant synchronous and within a lag temporal patterns of activity, which can be distinguished from shuffled data (i.e. the adversarial-noisy examples) whose temporal correlations are destroyed.
The remainder of the paper is organized as follows: In Section II, we discuss related work on the analysis of neuronal activity in terms of dimensionality reduction. In Section III we describe and analyze the proposed approaches. Evaluation methodology and experimental results are presented in Section IV, while conclusions are drawn in Section V.
II. RELATED WORK
Cell ensembles (or synonymously cell assemblies or cortical patterns-motifs) were originally proposed by Hebb [9] as subsets of synchronously firing neurons to explain brain activity underlying complex behaviors. Multiple studies show evidence of neuronal ensembles and functional subnetworks [1] , [10] .
Especially in the past two decades where it became possible to record large neuronal populations concurrently [11] - [13] , methods such as K-SVD [14] , Principal Component Analysis (PCA) [15] , Independent Component Analysis (ICA) [16] and Non Negative Matrix Factorization (NMF) [17] have been applied to identify neurons repeatedly firing at the same time to find statistically significant ensembles and answer questions about their existence.
The dictionary learning algorithm K-SVD [6] , has been used for capturing the behavior of neuronal responses into a small number of representative prototypical signals (i.e. into the dictionary) and the output dictionary was evaluated with real-world data for its generalization capacity as well as for its sensitivity with respect to noise [14] . Its most severe constraint is that the output dictionary is real-numbered, and when the data consist of binary measurements it is difficult to get insights about the temporal correlations.
PCA, which has been used for the detection of cell ensembles [18] , computes the first N e principal components of the spike matrix and considers those to be the ensembles. Its most severe limitations are that two different ensemble patterns can be merged into a single component and that negative values with no physical meaning are possible in the components.
ICA decomposes a multivariate signal into additive subcomponents assuming that these are non-Gaussian and statistically independent from each other [16] . When used to learn ensembles it overcomes some of the problems of PCA-based methods: Individual neuron-ensemble membership can be recovered easily and neurons belonging to multiple ensembles are also correctly identified [19] . Again negative values are possible in the identified patterns leading to interpretation problems. Santos et al. [19] recommend this method for synchronous patterns but temporal correlations with lags or other structures such as synfire chains (synchronous firing chains) cannot be identified by this model. Diego and Hamprecht [17] use non-negative matrix factorization techniques for the decomposition of binned spike matrix, in order to identify a hierarchical structure of motifs. Again no temporal structure is taken into account and only neurons with synchronous firing activity are considered.
Some common drawbacks that most of the aforementioned approaches have are summarized as follows:
• The number of the neural patterns (i.e. the dimensionality of the new reduced space) needs to be predefined. • The produced dictionaries are real-valued, which means that in many cases they have no physical meaning. • Analyses with more complex motifs are missed.
Towards these directions, our approach differs from the related bibliography in the way that was described in Section I, where we summarized the contributions of this work, which surpass the weaknesses of the aforementioned methods. Eventually, given the fact that we use real-world measurements, emphasis is given to the development of robust algorithms.
III. PROPOSED DICTIONARY LEARNING FRAMEWORK
In this section we present the two proposed dictionary learning methods:
• Adversarial Dictionary Learning Algorithm (ADL) identifies the synchronicity patterns, i.e. patterns where the neurons fire within the same time bin. • Relaxed Adversarial Dictionary Learning Algorithm (RADL) is the extension of ADL, which gives the potential to detect firing activity within a temporal window of length that is determined by the user. We also employ a supervised machine learning framework in order to access the learning capacity of the dictionaries that are produced by the two methods as well as their robustness to adversarial noise.
A. Adversarial Dictionary Learning Algorithm
The ADL algorithm aims to identify synchronous activation patterns (i.e. patterns whose neurons fire within the same time bin) that exist in the input data and outputs them to a dictionary, which is the new dimensionality reduced space. ADL is an iterative algorithm, which in every iteration selects randomly an example (i.e. an activation pattern) from the data and examines if it will be included in the dictionary or not. Every iteration consists of two stages. In the first stage, the algorithm examines the contribution of the selected example in the representation of the input data, which are the clean examples, and in the second stage it examines the contribution of the example in the representation of noisy data (i.e. data that we have artificially added noise). When these two stages are completed, they are combined in order to determine if the input example will be included in the dictionary or not.
Given a training set Y clean ∈ B M ×N , where B is the binary set consisting of the values 0 and 1, M is the number of neurons and N the number of clean examples (y j ) N j=1 , where each one represents an activation pattern (i.e. the activity of all the neurons within one time bin as shown in Fig. 1 ), we aim to construct a dictionary D ∈ B M ×K , which at the end of the algorithm will have K dictionary elements that capture the activity among those neurons. Zero columns and those with only one 1-entry (firing of only one neuron within one time bin) have been removed from the training set Y clean , as we are interested only in synchronicity patterns (i.e. when two or more neurons fire simultaneously within the same time bin).
ADL constructs the dictionary D incrementally, as in every iteration of the algorithm one example y i of the set Y clean is examined as to whether it will be included in the dictionary or not. The algorithm iterates N times (i.e. for each one of the examples y j that are in the set Y clean ) and stops when all of them are examined. Apart from the dictionary D that the algorithm will output, it also uses an auxiliary dictionary D , which in every iteration of the algorithm has all the elements of D as well as an extra example y i , which at the current iteration is the example that is examined whether it will be included in the dictionary D or not. Namely, if at the iteration i, D ∈ B M ×k then D ∈ B M ×(k+1) . D is initialized randomly with an example y j of the set Y clean and at the first iteration of the algorithm when the first y i is to be examined, dictionaries D and D have the following form:
At the first stage of the algorithm, in order to validate and decide if the example y i should be included in the dictionary or not, we also use a set of clean validation examples V clean ∈ B M ×(N −1) , which consists of all the examples of set Y clean , except the current example y i under consideration, namely V clean = (y j ) N −1 j=1 , j = i . According to the sparse representation framework, given the dictionaries D and D , where only D as it was mentioned before includes the example y i , we search respectively for the coefficient matrices X ∈ R k×N and X ∈ R (k+1)×N . An approach to this problem is the minimization of the following l 0 norm problems:
where ||x j || 0 and ||x j || 0 are the l 0 pseudo-norms, which correspond to the number of non-zero elements for every column j of sparse coefficient matrices X and X , respectively. The sparsity level T 0 denotes the maximal number of non-zero elements for every column j of sparse coefficient matrices X and X , namely each column can have at most T 0 elements. These minimization problems are solved using the OMP Algorithm [20] .
Based on the equations (2) and (3), we examine whether DX or D X , which represent the sets V clean_reconstructed and V clean_reconstructed respectively, better approaches the validation set of examples V clean . So, the question that is under discussion is if the example y i , which is included in D , helps for the better representation of the set V clean . The metric employed to answer this question is:
where RMSE is the root mean squared error. If the representation error E clean is smaller than E clean , namely if
this means that the example y i , which was only included in D had indeed an effective result in the representation of the validation set V clean .
We will keep up with the description of the second stage, which is the innovative part of our algorithm and justifies the characterism adversarial that we have given to it. The idea behind this stage of the algorithm is partially inspired from adversarial learning methods [21] , [22] . Adversarial training is the process of explicitly training a model on adversarial examples, in order increase its robustness to noisy inputs. Thus, we create an adversarial learning environment by using clean and adversarial-noisy activation patterns aiming to construct a dictionary that will be robust to the measurement noise (i.e. calcium fluctuations) as well as to identifying firing events emerging by chance. The second stage of the algorithm combined with the first stage will determine if the example y i will be ultimately added in dictionary D.
More specifically, in order to include the example y i in dictionary D, besides its good contribution to the representation of the validation set V clean , it should be simultaneously a non-helpful factor for the representation of an adversarial noisy signal. This aims to the creation of a dictionary that will be robust to noise. In order to achieve this, we create a set of adversarial-noisy examples Y noisy ∈ B M ×N by circularly shuffling the spike train of each neuron of the initial set Y clean by a random number, different for each neuron. Fig. 2 depicts a simple example with five neurons spiking at various time bins showing how the adversarial-noisy signal is created and how the removal of zero columns and those where only one neuron is active (filtering) is performed for both the initial and the noisy signal. Firstly, in order to create the noisy signal, we perform circular shifting to each neuron of the initial signal independently. For example, the spike train of the first neuron is circularly shifted by 2 positions-time units. Accordingly, the spike train of the second neuron is circularly shifted by 5 positions-time units etc. From both the initial and the noisy signal, the zero columns as well as these with a single active neuron are removed (filtering). The advantages of this type of noise over other techniques such as the random flipping of the events is that it preserves the spike distribution of each neuron (firing rate), while it destroys the synchronicity patterns between individual neurons making this type of noise extremely realistic. We also create a validation set of noisy examples V noisy ∈ B M ×(N −1) , which consists of all the examples included in set Y noisy except from a random one that is removed so that V clean and V noisy have the same number of examples. If y i does not aid in the representation of a noisy signal, then the representation error of V noisy will increase when example y i is introduced.
To access the degree to which the example y i contributes to the representation of the V noisy set, the following minimization problems are solved using again the OMP Algorithm:
Using the same metric as that in Equations (6), we get the following representation errors:
This time E noisy should be greater than E noisy , namely
This would suggest that the example y i included in dictionary D does not contribute to the good representation of the noisy set of examples V noisy resulting to a bigger error with its presence in the dictionary D . That would be exactly the prerequisite for its inclusion in the dictionary D, if we took into account only the second part of our algorithm. Note that the dictionary D consists of examples only from the set Y clean . The set V noisy , which results from the set Y noisy is used by the algorithm during the training procedure only in order to determine the appropriateness of the example y i in the dictionary D.
Eventually, in order to be determined by the system if the example y i will be included in dictionary D, inequalities (6) and (11) are combined in the following way:
where is a very small positive quantity so as zero denominators are avoided. If inequality (12) holds, then y i will be also added in dictionary D. Dictionaries D and D would then temporarily be exactly the same, until the next iteration, where another example y i would be added in dictionary D , in order to be examined as to whether it should be eventually included in dictionary D or not. Otherwise, if
then y i is removed from dictionary D and it is obviously never included in dictionary D. The algorithm keeps up with selecting randomly the next example y i and iterates until all of the examples are examined and a desirable dictionary D is formed. The procedure that we have described so far is depicted in steps 1-5 of Fig. 3 . In step 1 a random example y i is selected and the representation errors E clean , E clean , E noisy and E noisy of stages one and two of the algorithm are computed. Fig. 3 is a snapshot of our algorithm at some iteration j, as D and D are initialized with the example y 4 , and the example y 2 was already examined and included in dictionary D, while some other examples may have also been examined but were not included in D. So, at the j th iteration another example y i (in blue color) is examined as to whether it will be included in D or not.
Step 2 of Fig. 3 is the combination of stages one and two of our algorithm, i.e. it is the step, where the inclusion of the example y i in dictionary D is determined. In step 3, after we have finished with the example y i we keep up by selecting randomly the next example y i+1 and the steps 1-2 are repeated again for this example too.
Step 4 repeats the steps 1-3 for all the examples that are left and at step 5 we obtain the dictionary D.
In order to report the final dictionary D, the steps 1-5 of Fig. 3 are repeated 4 times-epochs in exactly the same mode that was described previously (we use 4 epochs because as shown and discussed later in Fig. 14, after the third epoch the performance of the algorithm is stabilized). In every epoch of the algorithm the examples in set Y clean are randomly selected and examined as to whether they will be included in the dictionary or not. Moreover, from the second epoch onward the dictionaries D and D are not initialized with one random example as in the first epoch. Instead, the algorithm initializes both dictionaries D and D with the dictionary D that was formed in step 5 of the previous epoch, which is essentially used as a baseline for the construction of the next dictionaries.
The reason for introducing the idea of epochs in our algorithm is that in every epoch new examples can be added, which in previous epochs were kept out of the dictionary, because at the time they were selected and examined some other examples with which they could make a good combination were not examined yet, and as a result at that epoch they remained out of the dictionary. Moreover, the use of epochs is a way to examine that the randomness with which the examples are selected, will not change significantly the structure of the dictionary D in every single epoch. Namely, the examples of set Y clean that are not included in the dictionary each epoch, only a part of them will be included in the dictionaries of the next epochs and thus, the dictionary formed in the first epoch will have almost the same elements with the dictionary that will be formed in the last epoch (i.e. the 4 th epoch). After the completion of these 4 epochs the algorithm terminates and as shown in Fig. 3 we report our final dictionary D. We emphasize once more that the dictionary size does not have to be predefined by the user and the algorithm decides itself for the number of the dictionary elements-patterns that are sufficient for the effective representation of the data.
B. Relaxed Adversarial Dictionary Learning Algorithm
In this section we describe the RADL algorithm, which is the extension of the ADL algorithm that was described in the previous part. In addition to the synchronous activity (i.e. firing activity within the same time bin), RADL can identify temporal patterns within bigger time window intervals and outputs them to a dictionary.
In order to achieve this we define a time-window parameter W , which determines the number of time bins that we will use, in order to search for patterns with some temporal correlation within that interval. Thus, if we define the length of the timewindow to be L time bins, we add the content of every L columns-time bins in an overlapping mode. Namely, we sum up the columns y 1 + y 2 + ... + y L , y 2 + y 3 + ... + y L+1 , y 3 + y 4 + ... + y L+2 etc. We also normalize all the values that come out from this summation by dividing with the length of the time-window (i.e. by L), so that the values are normalized in the scale {0 1}. The procedure and the idea behind this approach, i.e. the reason why the summing of the columns gives us the possibility to identify temporal patterns within bigger time window intervals is explained with the following example, which is also depicted in Fig. 4 . If we define the time window for example to be W = 2 time bins, we add the content of every 2 columns-time bins in an overlapping mode as shown in Fig. 4 . Namely, we sum up the columns y 1 + y 2 , y 2 + y 3 , y 3 + y 4 etc. and the values that come out from this summation are 0, 1 and 2 (highlighted in blue). The first column of the matrix after the summations indicates that neurons 1, 2 and 3 have some temporal correlation, which is indeed true, as neurons 1, 2 and 3 in the initial signal are activated in consecutive time bins. More specifically, neuron 1 is activated exactly one time bin before neurons 2 and 3, while 2 and 3 are synchronous in the same time bin. In this mode we check temporal correlations among other neurons too. Then, at the normalization step, all values are normalized in the scale {0 1} by dividing with W so that the and thus, values 0, 0.5, and 1 for W = 2 time bins represent:
• 0: Neuron did not fire at all within W = 2 time bins • 0.5: Neuron fired in one of the two time bins • 1: Neuron fired consecutively at each time bin Then, at the filtering step, zero columns and those with only one non-zero entry are removed. The same procedure as it is depicted in Fig. 4 is obviously repeated for the noisy signal too. The summing of the columns in the initial signal results to a signal that has less zero columns and columns where only one neuron is active. We can also observe this in Fig. 4 , where the initial signal included three zero columns and one column where only the first neuron was active, while after the summing of the columns the signal remained with only one zero column. Thus, during the filtering procedure the amount of columns that are removed is much smaller than before (i.e. when we applied the ADL algorithm and there was no column summing), which results to a training set Y clean with more examples. Thus, as we increase the time window, the number of columns that have to be removed during the filtering is much smaller, which results to an increase in the number of the examples of each set as shown in Table I . The increase in the number of the training examples brought also an increase in the size of the dictionary, which RADL outputs and in order to compress it, apart from the training set Y clean , the validation set V clean and the corresponding noisy sets Y noisy and V noisy , we also use during the training procedure a testing Fig. 3 ), and before we use it in the next epoch, we examine how much each dictionary element contributes in the representation of the clean examples of set T 1 . The contribution of each dictionary element is measured in the following way: Given the dictionary D that is formed in the current epoch, we obtain the Coefficient Matrix X, whose columns refer to the clean testing examples of set T 1 described above. For every row-vector i of the Coefficient Matrix X, namely for every x i that refers to the specific column-vector dictionary element d i , we calculate its l 2 -norm. Then, we sum all the elements of the row-vector x i and if the summation is smaller or equal with the l 2 -norm, then we remove the element d i from the dictionary. The intuition behind this technique is that we remove all dictionary elements that are used negatively for the representation of most of the examples (i.e. when rowvector x i has many negative values). Eventually, in the last epoch of the algorithm (i.e. the 4 th epoch) we obtain the final dictionary D, which is used with the testing set T 2 that we have available for the testing procedure, in order to evaluate the performance of our model-algorithm.
So, what essentially changes from the ADL algorithm is the input data that we give to the system, where every column-time bin in the new data represents patterns that have a temporal correlation within W time bins. Obviously, this information but in a compressed format is also encoded in the dictionary, providing an insight into temporal correlations. Additionally, during the training procedure of the RADL algorithm, we compress the dictionary of each epoch by removing the dictionary elements that have small contribution in the representation of the clean examples in T 1 .
C. Evaluation of the dictionary quality
In order to evaluate the quality of the output dictionaries in terms of learning capacity and robustness to noise, we employ a supervised machine learning framework by training an SVMclassifier with the clean and noisy raw data as well as with the reconstructed ones (i.e. the output of DX). We aim to examine the extent to which the classifier can discriminate the clean from the noisy activation patterns, and whether its training with the reconstructed data results to a better classification performance, rather than we use the raw data. Thus, classification performance is the quantitative metric offering an insight as to extent that the generated dictionary has captured the underlying structure of the data.
IV. PERFORMANCE ANALYSIS A. Dataset Collection
To evalute the merits of the proposed modeling approach, we employed two real-world datasets that were collected using two-photon calcium imaging in the neocortex of a 9-day old mouse and a 36-day old one (C57BL/6). The first dataset of the 9-day old mouse includes 183 neurons of the layer 2/3 of the V1, and neurons were imaged using calcium indicator OGB-1 (imaging depth 130 microns from pia). The dataset of the 36-day old mouse includes 126 neurons of the layer 2/3 of the V1 area. Additionaly, for the 9-day old mouse 29 minutes of spontaneous activity were recorded, comprised of 11970 frames, each of 0.1451 seconds duration, while for the older one the total movie length was 30 minutes comprised of 11972 frames, each of 0.15 seconds duration. The raw fluorescence movie was motion-corrected to remove slow xy-plane drift. After motion correction, we used ImageJ software [23] to draw the ROIs of cells around cell body centers, staying 1-2 pixels from the margin of a cell in the case of the 9-day old mouse, in order to avoid contamination with neuropil signals and 1-2 pixels for the 36-day old mouse. We then averaged the signals of cell ROI pixels and converted them to dF/F [24] .
To determine the onsets of spontaneous calcium responses, the dF/F timecourse for each cell was thresholded, using the noise portion of the data, to 3 standard deviations above noise. To make a binary eventogram of the responses, for each cell the frames containing the onsets for this particular cell were assigned the value 1, and all other frames were assigned the value 0. The resulting binary eventogram of all cells was used in subsequent analysis.
B. Proposed Approach ADL vs K-SVD
In this section we compare K-SVD, which is an established dictionary learning algorithm with our proposed method ADL for the case of one time bin window interval (W = 1). More specifically, we examine which of the two trained dictionaries produced from these two methods is more robust to adversarial noise. In order to quantify this information, we examine the extent to which each trained dictionary can contribute to the discrimination of the clean from the adversarial-noisy activation patterns. Through this analysis the impact of the following parameters is also explored:
• Dictionary size, denoted DS, which is the number of elements considered in the dictionary. While in K-SVD, DS must be defined by the user, in our method, it is automatically inferred. • Sparsity level, i.e., the maximal number of dictionary elements that are used for representation of the examples. We also present some more qualitative results of the dictionary that are produced from our proposed method.
1) Parameter Setup: After the completion of the filtering that is described in Fig. 2 , we select 50% of the examples of the clean filtered signal, namely 1138 examples, which will be used by K-SVD for the training of the dictionary. Regarding our proposed method, in order to train the dictionary we select the same 50% examples from the clean filtered signal, as well as 50% of the examples from the noisy filtered signal. Subsequently, the other half of the clean and noisy filtered signal sets will serve as the testing set for each one of the two methods. Namely, they will be used for the training and testing of an SVM-classifier with gaussian kernel and scale σ = 0.01. The classifier is trained and tested with the: Table I . Note that all sets described in Table  I (Y, T 1 and T 2 ) include the number of the clean and the adversarial-noisy examples (i.e. half of the size of each set described in Table I refers the number of neurons that co-activate within one time bin) and the log-scaled axis y indicates the number of these patterns that exist in the data. We observe that for the noisy signal, circular shifting has caused a reduction in zero columnspatterns and a simultaneous increase in doublets (i.e. patterns where 2 neurons co-activate within a time bin) as well as in patterns where one neuron is active within a time bin. Finally, more complex patterns with more than seven neurons firing simultaneously are completely destroyed. 2) Evaluation Results: Fig. 7 illustrates the performance of the SVM-classifier regarding the discrimination between the clean and the noisy signals for the 9-day old mouse, as a function of the sparsity level when the classifier is trained and tested with the raw data, the reconstructed data produced by our proposed method ADL and the reconstructed data produced by the K-SVD algorithm. Each point in the errorbar plots corresponds to the mean accuracy of four runs and in every run the examples in the training set are given with a different sequence in terms of the columns (i.e the second column of the training set in the first run may be the fifth column of the training set in the second run). Thus, the K-SVD algorithm is initialized with a different dictionary in every run, as the columns are presented with a different sequence. Regarding our algorithm, the different sequence in the columns of the training set in every run, results to the selection and as a consequence to the examination of the examples with a different sequence as to whether they will be included in the dictionary D or not. The testing set remains the same in all runs. The vertical error bar demonstrates the standard deviation of these for four runs (i.e. how the accuracy of each run differs from the mean accuracy of the four runs). More specifically, as it is illustrated in each subfigure of Fig. 7 , we give as input to the K-SVD algorithm a different dictionary size, and we evaluate the performance of the algorithm compared to our proposed method. Fig. 6 depicts the corresponding dictionary sizes that are produced from our method for the case of one time bin window interval (W = 1). More specifically, for every sparsity level (S.L.), Fig. 6 demonstrates the size of the final dictionary D that is obtained from the 4 th epoch for each one of the 4 runs. We observe in Fig. 7 that when the classifier is trained and tested with the raw data, the accuracy that it achieves is almost 51%. This percentage is quite low and indicates the difficulty of the problem that we are supposed to solve. By using the reconstructed data that are produced by the K-SVD algorithm we observe that the classifier achieves a better performance with an accuracy of 56% for dictionary size equal to 150 elements and for sparsity level equal to 2. In all of the subfigures we observe that as the sparsity level increases, the accuracy of the classifier decreases, which can be attributed to overfitting of the system. Moreover, the three different dictionary sizes, which were tried as input to the K-SVD algorithm do not affect significantly the performance of the classifier. When we use the reconstructed data that are produced from our method and as depicted in Fig. 7 , the classifier achieves better performance results compared to the performance of the K-SVD algorithm. More specifically, we obtain an accuracy of 62% for sparsity level 3 and mean dictionary size (of the 4 runs) equal to 418. We observe that for values of sparsity level greater than 3 the performance deteriorates due to overfitting. Nevertheless, our proposed method gives better performance results for every value of sparsity level. The superiority in the results that are obtained from our method can be put down to the dictionary construction. Namely, as it was described in our proposed method if the candidate dictionary element contributes to the better representation of the noisy activation patterns rather than the clean ones, it is kept out of the dictionary.
As it is already stated, our algorithm executes 4 runs, where in every run the examples of the training set are selected and consequently examined with a different sequence as to whether they will be included in the dictionary or not. These 4 runs are executed in order to examine the sensitivity of our algorithm with respect to the different sequence that the examples are selected. More specifically, we want to examine if the neurons' firing activity captured by the dictionaries of each run is similar or it presents intense variations. To that end, we demonstrate Fig. 8 , which depicts the variation in the number of firing events that neurons have across the 4 dictionaries formed in each run, under the consideration of W = 1 and sparsity level equal to 2. We observe that for most of the neurons (almost 50 neurons) the maximum variation across dictionaries is only 2 firing events, while only one neuron has a variation of 8 firing events. Thus, we end Fig. 7 . Classification performance when the classifier is trained with the raw data, the reconstructed data produced by our method ADL and the reconstructed data produced by the K-SVD. up with 4 dictionaries that have almost the same number of firing events for each neuron, indicating the robustness of our algorithms with respect to the different sequence in the selection of the examples. Unlike K-SVD, which produces real-numbered dictionaries with no physical meaning for our application, our proposed method ADL produces dictionaries that provides us with quantitative as well as qualitative information, giving us an insight about the synchronicity patterns existing in the data. So, Fig. 9 demonstrates the distribution of two dictionaries (we used the dictionaries that were produced from the 4 th run of our algorithm, for sparsity level equal to 3) that refer to the spontaneous neuronal activity of a 9-day old and a 36day old mouse. Namely, axis x indicates the size of the cofiring neurons that exist in the dictionary, i.e. the number of neurons that co-activate within one time bin, such as doublets (when 2 neurons co-activate within one time bin) or triplets (when 3 neurons co-activate within one time bin), etc and axis y indicates the number of these patterns (doublets etc.) that exist in the dictionary. In the original dataset that refers to the 9-day old mouse, firing events occupy the 0.487% of the dataset, while for the 36-day old mouse firing activity occupies only the 0.364% of the dataset. These percentages show the sparseness of our datasets and by extension indicate the low frequency of the neurons' firing activity for both laboratory animals. Moreover, these percentages reveal that the 9-day old mouse has a more intense firing activity, which can be attributed to its young age. All this information is depicted in the distribution of the two trained dictionaries as we observe that the number of the various synchronicity patterns for the 9-day old mouse is greater than the number of patterns for the 36-day old mouse. Additionally, the dictionary that refers to the activity of the 9-day old mouse includes more complex patterns with more than six neurons firing simultaneously, while for the 36-day old mouse such patterns tend to be zero. Eventually, the size of each dictionary also reveals information about the data that we summarize. Namely, the dictionary that refers to the activity of the 9-day old mouse has a size of 411 elements as depicted in Fig. 6 , while the dictionary that refers to the older mouse has a size of 51 dictionary elements, which correctly verifies that it fires less.
C. RADL
This section demonstrates the analysis for temporal correlation patterns within larger time window intervals (W > 1). The analysis assesses the impact of the following parameters:
• Time window interval, denoted W , from which we can extract information about temporal correlations. • Sparsity level, i.e., the maximal number of dictionary elements that are used for representation. 1) Parameter Setup: After the completion of the procedure that is described in Fig. 4 we select 40% of the examples of the clean filtered signal, as well as 40% of the examples of the noisy filtered signal for the set Y, which will be used for the training of the dictionary. Then, we select 25% of the examples of the clean filtered signal for the set T 1 , which will be used for the compression of the dictionaries that are produced in every epoch as well as 25% of the examples of the noisy filtered signal in order to evaluate the performance of our algorithm at every epoch of each run. Eventually, the other 35% of the clean and noisy filtered examples will be used by the set T 2 and will serve as the testing set, whose half of the examples will be used for the training of an SVM-classifier with gaussian kernel and scale σ = 0.01 and the other half will be used for the testing of the classifier. The number of the training examples in set Y, as well as the number of the testing examples in sets T 1 and T 2 for all the time window intervals are depicted in Table I . As it was also stated in the parameter setup section of ADL, all sets described in Table  I (Y, T 1 and T 2 ) include the number of the clean and the adversarial-noisy examples (i.e. half of the size of each set described in Table I refers (i) Raw clean and noisy data (ii) Reconstructed clean and noisy data whose values are processed as we describe in the following example
As it was described in section III, for the cases of time window intervals, where W > 1, activation patterns are not represented by the values 0 and 1 due to the summing of the columns and the normalization step. For example in the case of W = 3, if one neuron has not fired at all within 3 consecutive time bins, we get a 0-event. If it has fired once, we obtain the normalized value of 1 3 , which are the most prevalent values with the 0 value. Additionally, if the neuron has fired twice, we obtain the value 2 3 and if it has fired consecutively in all of the 3 time bins, we obtain a 1-event, which is not very common due to the refractory period. Because of the fact that we deal with a reconstruction problem, reconstructed values other than those described before may appear. Thus, without loss of generality we make the simplification, which is depicted in Fig. 10 . Any other value is turned into 1. Accordingly, we work for any time window W .
2) Evaluation Results: Fig. 11 illustrates the performance of the SVM-classifier regarding the discrimination between the clean and the noisy signals for the 9-day old mouse, as a function of the sparsity level when the classifier is trained and tested with the raw data and the reconstructed data produced by our method, i.e. the RADL algorithm. Each point in the errorbar plots corresponds to the mean performance of the four runs of the algorithm, where in every run the examples in the training set are selected and examined with a different sequence as to whether they will be included in the dictionary D or not. The vertical error bar demonstrates the standard deviation of these four runs. More specifically, as it is illustrated in Fig. 11, each classifier is trained and tested with the raw data, the highest accuracy that it achieves, taking into account all the time windows is 51%, which is a quite low percentage. When we use the reconstructed data that are produced from our proposed method, we observe that as we increase the time window interval, we obtain a better classification performance. More specifically, for sparsity level equal to 5 and for time windows W = 3 and W = 4 we obtain the highest accuracy performance equal to 65%. Moreover, as opposed to W = 1, we notice that for time window intervals W > 1, when the sparsity level is increased, the classification performance is increased too. The summing of the columns that we apply to the initial signal data (Fig. 4) for time windows W > 1 results to the replacement of zero columns and columns where only one neuron is activated, with columns where two or more neurons co-activate. As a result, during the filtering procedure the number of columns that are removed is much smaller compared to the removal of columns in the case of time window W = 1. Thus, as it is also depicted in Table I the number of examples-activation patterns are increased, which results to an increase in the size of the trained dictionaries too, as it is also depicted in Fig. 12 . As a result, there is also an increase in the complexity of the patterns that appear in the data and by extension in the dictionaries for the cases of W > 1. Thus, by increasing the sparsity level, we increase the generalization capacity of our algorithm by allowing it to use more dictionary elements in order to represent the data. On the contrary, for the case of W = 1, the dictionary consists of representative patterns, thus increasing the sparsity level leads to worse performance due to overfitting, as shown in Fig. 11 . Fig. 14 illustrates the classification performance that is obtained in every epoch of the algorithm for all the runs and for sparsity level equal to value 3. We observe that for all the cases of time windows the classification performance is either improved or it remains the same in every epoch of the algorithm. Thus, as it is depicted in Fig. 14 the dictionary that is obtained in the 4 th epoch of each run, ensures the best possible accuracy performance for the specific run compared to the dictionaries that are formed in the previous epochs. Fig. 13 demonstrates the distribution of the two dictionaries (we used the dictionaries that were produced from the 4 th run of our algorithm) that refer to the spontaneous neuronal activity of the 9-day old and the 36-day old mouse under the consideration of W = 3 and sparsity level equal to 3. The figure demonstrates the number of various patterns (doublets, triplets etc.) firing within a temporal window of 3 time bins that exist in each dictionary. As in the case of W = 1, we observe that the number of the various synchronicity patterns for the 9-day old mouse is greater than the number of the Fig. 13 . Distribution of the two dictionaries (W =3, Sparsity Level=3). patterns for the 36-day old mouse. Additionally, the dictionary that refers to the activity of the 9-day old mouse includes more complex patterns with more than 20 neurons having a temporal correlation within 3 time bins, while such patterns appear in much smaller numbers for the 36-day old mouse. Finally, the size of each dictionary also reveals information about the data that we summarize. The dictionary that refers to the activity of the 9-day old mouse has greater size than the dictionary that refers to the activity of the 36-day old mouse, which correctly indicates and verifies that it fires less.
V. CONCLUSIONS AND FUTURE WORK
The world around us, complex as it is, is relatively lowdimensional: the familiar visual scenes made up of textures, faces, buildings, and other objects are highly structured. As it is commonly believed that the developed brain contains an internal model of the environment that it expresses through its structure and activity, it is expected that this model should be similarly highly structured, and that the dimensionality reduction characterizing the brain's activity might be related to intrinsic properties of sensory stimuli and motor output.
In this work we employed dictionary learning methods that were applied on real-world data that refer to the spontaneous neuronal activity of a 9-day old and a 36-day old mouse over time. We used the reconstructed signals that were produced by those methods, in order to train and test an SVM-Classifier for the discrimination of the true from the noisy activation patterns. In this work we developed an adversarial dictionary learning framework that is robust to noise and as a consequence it can discriminate the clean from the noisy activation patterns, which in contrast to state-of-theart K-SVD, produces an interpretable dictionary. Moreover, when the classifier is trained with the reconstructed signals of our proposed method, we obtain a better classification performance. We also extended the idea to a more relaxed approach, the RADL algorithm, which produces a dictionary that captures patterns within bigger time window intervals and is not restricted to the synchronous activity of neurons within the same time bin. Experimental results demonstrate that increasing the activation patterns time window, has a positive effect on the classification performance. Future work will focus on the extension of our algorithm with graph signal processing methods, which could provide insights related to the temporal dynamics of the network as well as its functional network activities. We also plan to explore the potential of the proposed method in characterizing normal brain organizations as well as alterations due to various brain-disorders, such as schizophrenia, autism, and Alzheimer's disease.
