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ON SOME COMPOUND DISTRIBUTIONS
WITH BOREL SUMMANDS
H. FINNER, P. KERN, AND M. SCHEER
Abstract. The generalized Poisson distribution is well known to be a compound
Poisson distribution with Borel summands. As a generalization we present closed
formulas for compound Bartlett and Delaporte distributions with Borel summands
and a recursive structure for certain compound shifted Delaporte mixtures with
Borel summands. Our models are introduced in an actuarial context as claim num-
ber distributions and are derived only with probabilistic arguments and elementary
combinatorial identities. In the actuarial context related compound distributions
are of importance as models for the total size of insurance claims for which we
present simple recursion formulas of Panjer type.
1. Introduction
A random variable Z is said to have a compound distribution if it is of the form
Z
d
=
N∑
k=1
Yk,
where (Yn)n∈N is an i.i.d. sequence and N is an independent random variable with
values in N0. Throughout this paper “
d
=” denotes equality in distribution and the
empty sum
∑0
k=1 is taken to be zero. The most prominent example is a compound
Poisson distribution, where N has a Poisson distribution, which is closely related to
infinite divisibility. It is well known that a discrete random variable on N0 is infinitely
divisible if and only if it has a compound Poisson distribution; e.g. see page 290 in
[12]. We will focus on compound distributions, where the i.i.d. summands (Yn)n∈N
have a Borel distribution but the distribution of N can be more general than Poisson.
In fact this note is inspired by some asymptotic distribution results in multiple
hypotheses testing. The distribution of the number of false rejections in so-called
linear step-down (SD) and step-up (SU) procedures under a certain Dirac-uniform
configuration obtained by Dempster [9], respectively Finner and Roters [13], have
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recently been shown by Scheer [30] to have the following asymptotic distributions
in case the number of hypotheses increases to infinity but the (unknown) number of
false hypotheses is kept fixed. These asymptotic distributions are
(1.1) pSD(n) =
θ(θ + λn)n−1
n!
e−(θ+λn) for n ∈ N0
and
(1.2) pSU(n) =
(1− λ)(θ + λn)n
n!
e−(θ+λn) for n ∈ N0,
for certain parameters θ > 0 and λ ∈ (0, 1); cf. also Theorem 4.1 in [14]. The first is
well known as a generalized Poisson distribution (GPD) which can be represented as
a compound Poisson distribution with Borel summands. The second is known as a
linear function Poisson distribution by Jain [18], appearing as a weighted Langrangian
distribution in [19]. In our context it will turn out to be a compound Bartlett distri-
bution with Borel summands. Since the Bartlett distribution is the convolution of a
Poisson and a geometric distribution, it is a special case of the Delaporte distribution,
which is the convolution of a Poisson and a negative binomial distribution. Hence we
will also ask for the generalization of compound Delaporte distributions with Borel
summands. We will further analyze the natural generalizations with k ∈ Z
pk(n) = C
(θ + λn)n+k−1
n!
e−(θ+λn) for n ∈ N0,
where C = C(k, θ, λ) is some normalization constant. For k ∈ N these will turn out
to be certain compound shifted Delaporte mixtures with Borel summands.
The afore mentioned distributions (Poisson, Bartlett, Delaporte) are frequently
used in actuarial mathematics to model the total number of insurance claims under
various conditions. Hence, as in case of the GPD, corresponding compound distri-
butions with Borel summands are of considerable interest in asymptotic statistics as
well as in actuarial modeling.
In Section 2 we review on known facts concerning the Borel and Borel-Tanner
distribution. These are derived as limit distributions of total progeny in a certain
branching process of Galton-Watson type with deterministic initial value. We in-
troduce this model in an actuarial context for which the limit of total progeny is
interpreted as a total number of insurance claims. The limit distribution leads to
a well known functional equation for the generating function of a Borel distribution
which is commonly solved by Lagrange’s inversion in the literature. In the Appen-
dix we prefer to derive the Borel and Borel-Tanner distribution from the functional
equation using only probabilistic arguments and elementary combinatorial identities.
In Section 3 we will consider the model of Section 2 with random initial values which
leads to compound distributions with Borel summands. Starting with a compound
Poisson distribution, well known as the generalized Poisson distribution, we will de-
rive the natural generalizations of compound Bartlett and Delaporte distributions
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and certain compound shifted Delaporte mixtures. An overview of the presented
compound distributions with Borel summands is given in Section 3.5, in which we
also point out the connection to Lagrangian probability distributions. Since the con-
sidered compound distributions fulfill recursive relations, we will show in Section 4
how to recursively evaluate related compound sum distributions with a Panjer type
formula.
2. The Borel distribution
Following section 2.7 in Consul [6], a Borel distribution can be introduced as the
limit distribution of total progeny in a certain branching process of Galton-Watson
type. We give an actuarial interpretation of this model.
Assume X0 is a (random) number of initial insurance claims. Each of these claims
is supposed to induce independently a random number of secondary consequential
i.i.d. claims and so on. Since the number of secondary claims is likely to be large only
with very small probability, the number of consequential claims is assumed to follow
a Poisson distribution. Hence let (Yk,n)k,n∈N be an i.i.d. array of random variables
with a Poisson distribution of parameter λ > 0, where Yk,n represents the number of
secondary claims resulting from the k-th claim in the (n− 1)-th step. Then the total
number of claims up to the m-th step is given by
(2.1) Zm = X0 + · · ·+Xm, where Xn =
Xn−1∑
k=1
Yk,n for n = 1, . . . , m.
Let g(z) = exp(λ(z − 1)) be the probability generating function (pgf) of each Yk,n
and let Gm denote the pgf of Zm.
Now assume X0 = 1, then the pgf of Z1 = X0 +X1 = 1 + Y1,1 is G1(z) = z · g(z).
Since each of the Y1,1 claims in the first step will independently generate a total
number of secondary claims up to the m-th step which is distributed as Zm−1, we get
Gm(z) = G1(Gm−1(z)), or inductively Gm(z) = G
◦m
1 (z) for every m ∈ N. In case the
Galton-Watson branching process in (2.1) will eventually stop, i.e.
(2.2) P{Xn = 0 for some n ∈ N} = 1,
the limit G(z) = limm→∞Gm(z) exists and is the pgf of some random variable Y with
values in N. Since P{Y1,1 = 0} = e
−λ > 0, it is well known that (2.2) holds if and
only if E[Y1,1] = λ ≤ 1, e.g. see section 2.2 in [4]. Since G1(z) = z · g(z), we obtain
for the limiting pgf
(2.3) G(z) = z · g(G(z)) = z · exp
(
λ(G(z)− 1)
)
and it is well known that the unique solution of (2.3) is the pgf G of a Borel distri-
bution. For λ ∈ (0, 1] the distribution of the limiting random variable Y is given by
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the Borel distribution of parameter λ with
P{Y = n} =
(λn)n−1
n!
e−λn for n ∈ N.
A common way to show this is using Lagrange’s inversion formula, e.g. see Po´lya and
Szego˝ [28], page 145 and Hurwitz and Courant [17], page 135 for a proof of Lagrange’s
formula using tools from complex analysis. We rather prefer to give a direct proof
in the Appendix using only probabilistic arguments and elementary combinatorial
identities.
The functional equation (2.3) for the pgf of a Borel distribution enables to calculate
cumulants of the Borel distribution by differentiation; see section 7.2.2 in [21]. From
the first two cumulants we get the well known expectation and variance of a Borel
distribution. For λ ∈ (0, 1) we have
(2.4) E[Y ] =
1
1− λ
and Var(Y ) =
λ
(1− λ)3
and for λ = 1 the expectation E[Y ] does not exist.
Now assume X0 = m for the number of initial insurance claims. Since each of
the initial m claims independently generates a Borel distributed number of claims in
total, the limit distribution of Zn as n → ∞ is an m-fold convolution of the Borel
distribution known as the Borel-Tanner distribution, e.g. see [16]. For fixed m ∈ N
let Y (m) = Y1 + · · · + Ym, where Y1, . . . , Ym are i.i.d. random variables with a Borel
distribution of parameter λ ∈ (0, 1]. Then Y (m) has a Borel-Tanner distribution with
(2.5) P{Y (m) = n} =
m (λn)n−m
n (n−m)!
e−λn for n ∈ N with n ≥ m.
We will derive the Borel-Tanner distribution in the Appendix using our elementary
approach. For λ ∈ (0, 1) we immediately deduce the expectation and variance of a
Borel-Tanner distribution from (2.4)
(2.6) E[Y (m)] =
m
1− λ
and Var(Y (m)) =
mλ
(1− λ)3
.
3. Compound distributions with Borel summands
We will further follow the branching process approach to the Borel distribution
given in Section 2 in its actuarial interpretation. Instead of a deterministic number
of initial insurance claims, we will now consider X0 to be random with certain claim
number distributions widely applied in the actuarial literature.
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3.1. Compound Poisson distribution, the generalized Poisson distribution.
Assume X0 has a Poisson distribution of parameter θ > 0, then the limit distribution
of Zn as n→∞ is a compound Poisson distribution with Borel summands also known
as the generalized Poisson distribution (GPD); e.g. see section 2.7 in Consul [6]. Note
that by Theorem 2.1 of Joe and Zhu [20] or by Theorem 5.1 of Pakes [26] it is also
possible to represent the GPD as a certain variance mixture of Poisson distributions.
Theorem 3.1. Let (Yn)n∈N be an i.i.d. sequence with a Borel distribution of parameter
λ ∈ (0, 1] and let N be an independent random variable with a Poisson distribution
of parameter θ > 0. Then Z =
∑N
k=1 Yk has a GPD with
(3.1) P{Z = n} =
θ(θ + λn)n−1
n!
e−(θ+λn) for n ∈ N0.
Proof. For n = 0 we get P{Z = 0} = P{N = 0} = e−θ in agreement with (3.1) and
for n ∈ N we obtain from (2.5)
P{Z = n} = P
{
N∑
k=1
Yk = n
}
=
∞∑
m=1
P
(
m∑
k=1
Yk = n
∣∣∣∣N = m
)
· P{N = m}
=
n∑
m=1
θm
m!
e−θP{Y (m) = n} =
n∑
m=1
θm
m!
e−θ
m(λn)n−m
n (n−m)!
e−λn
=
θ
n!
(
n∑
m=1
(n− 1)!
(m− 1)! (n−m)!
θm−1(λn)n−m
)
e−(θ+λn)
=
θ
n!
(
n−1∑
m=0
(
n− 1
m
)
θm(λn)n−1−m
)
e−(θ+λn)
=
θ(θ + λn)n−1
n!
e−(θ+λn)
concluding the proof. 
We can directly calculate the expectation and variance of a GPD from (2.4) and
Wald’s identities. For λ = 1 the expectation E[Z] does not exist and for λ ∈ (0, 1)
we have
E[Z] = E[N ] · E[Y1] =
θ
1− λ
and
Var(Z) = E[N ] · Var(Y1) + Var(N) · E[Y1]
2 =
θλ
(1− λ)3
+
θ
(1− λ)2
=
θ
(1− λ)3
.
Remark 3.2. It is possible to extend the parameters of a GPD. For λ = 0 we see from
(3.1) that Z has a Poisson distribution of parameter θ, since the Borel distributed
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random variables fulfill P{Yk = 1} = 1. In case θ = 0 we get P{Z = 0} = 1. Lerner,
Lone and Rao [22] have shown that (3.1) defines a sub-probability measure for λ > 1
and calculated its total mass. Hence an appropriate normalization again leads to a
probability measure. This reflects the fact that in case λ > 1 the Galton-Watson
branching process does not stop with positive probability. Consul and Jain [8] state
that also in case λ ∈ (−1, 0) a distribution is defined by truncating (3.1) only to those
n ∈ N0 for which θ+λn > 0. This appears not to be true as can easily be derived for
the case θ = 1, λ = −1/2 but, of course, again an appropriate normalization leads to
a probability distribution. However, for our considerations negative values of λ are
of no interest.
For parameters θ > 0 and λ ∈ (0, 1) let p(θ, λ;n) = P{Z = n}, n ∈ N0, be the
GPD given by (3.1). It is easy to see that the GPD fulfills the recursive relation
(3.2) p(θ, λ;n) =
θ
θ + λ
(
λ+
θ
n
)
p(θ + λ, λ;n− 1) for n ∈ N,
cf. also equation (4.4) in [1]. The GPD in (3.1) coincides with the distribution pSD
in (1.1). We will now show that (1.2) is a compound Bartlett distribution with Borel
summands.
3.2. Compound Bartlett distribution. To see that (1.2) in fact defines a proba-
bility distribution, we obtain using (1.1) and the above expectation of a GPD
∞∑
n=0
pSU(n) =
∞∑
n=0
(1− λ)(θ + λn)
θ
pSD(n)
= (1− λ)
∞∑
n=0
pSD(n) +
λ(1− λ)
θ
∞∑
n=0
n · pSD(n)
= 1− λ+
λ(1− λ)
θ
θ
1− λ
= 1.
Now let M be a geometrically distributed random variable on N0 with P{M = n} =
λn(1 − λ) for n ∈ N0 and some parameter λ ∈ (0, 1). Then M has pgf H(z) =
1−λ
1−λz
,
expectation λ
1−λ
and variance λ
(1−λ)2
. The distribution of the sum of M with an
independent Poisson random variable of parameter θ > 0 is known as the Bartlett
distribution due to its appearance in [3]. The probabilities of a Bartlett distributed
random variable N can only be given in form of a convolution
(3.3) P{N = n} =
n∑
k=0
P{M = n− k}
θk
k!
e−θ = (1− λ)λne−θ
n∑
k=0
1
k!
(
θ
λ
)k
for n ∈ N0. We will now determine the distribution of a compound Bartlett distribu-
tion with Borel summands of the same parameter λ ∈ (0, 1).
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Theorem 3.3. Let (Yn)n∈N be an i.i.d. sequence with a Borel distribution of parame-
ter λ ∈ (0, 1) and let N be an independent random variable with a Bartlett distribution
given by (3.3) with additional parameter θ ≥ 0. Then Z =
∑N
k=1 Yk has the distribu-
tion given by (1.2)
(3.4) P{Z = n} =
(1− λ)(θ + λn)n
n!
e−(θ+λn) for n ∈ N0.
Proof. We first consider θ > 0. Let G be the pgf of a Borel distribution and H
be the pgf of a geometric distribution both with the same parameter λ ∈ (0, 1).
Further let GSD and GSU denote the pgf’s of the distributions given by (1.1) and (1.2),
respectively. Since (1.1) defines a GPD we know that GSD(z) = exp(θ(G(z)−1)) and
hence by differentiation we get
G′SD(z) = θG
′(z)GSD(z).
We further obtain z = G(z) exp(−λ(G(z) − 1)) from (2.3) which by differentiation
yields 1 = G′(z)(1 − λG(z)) exp(−λ(G(z)− 1)) or
(3.5) G′(z) =
exp(λ(G(z)− 1))
1− λG(z)
=
G(z)
z(1− λG(z))
.
Since pSU(n) = (1− λ)pSD(n) + λ(1− λ)θ
−1 n pSD(n), the above derivatives lead to
GSU(z) = (1− λ)
∞∑
n=0
znpSD(n) +
λ(1− λ)z
θ
∞∑
n=0
n zn−1pSD(n)
= (1− λ)GSD(z) +
λ(1− λ)z
θ
G′SD(z)
= (1− λ)
(
1 + λzG′(z)
)
GSD(z) = (1− λ)
(
1 +
λG(z)
1− λG(z)
)
GSD(z)
=
1− λ
1− λG(z)
GSD(z) = H(G(z)) exp(θ(G(z)− 1)),
which is the pgf of the proposed compound Bartlett distribution with Borel sum-
mands.
For θ = 0 note that the distribution of Z is a compound geometric distribution
with Borel summands and is the weak limit as θ ↓ 0 of the above compound Bartlett
distribution. Hence (3.4) is also valid in case θ = 0. 
We can again directly calculate the expectation and variance of the compound
Bartlett distribution from (2.4) and Wald’s identities
E[Z] = E[N ] · E[Y1] =
(
θ +
λ
1− λ
)
1
1− λ
=
θ
1− λ
+
λ
(1− λ)2
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and
Var(Z) = E[N ] · Var(Y1) + Var(N) · E[Y1]
2 =
θ
(1− λ)3
+
λ2 + λ
(1− λ)4
.
For parameters θ ≥ 0 and λ ∈ (0, 1) let p(θ, λ;n) = P{Z = n}, n ∈ N0, be the
compound Bartlett distribution given by (3.4), which coincides with (1.2). Again, it
is easy to see that the compound Bartlett distributions fulfill the recursive relation
(3.6) p(θ, λ;n) =
(
λ+
θ
n
)
p(θ + λ, λ;n− 1) for n ∈ N.
3.3. Compound Delaporte distribution. Let M (m) be a random variable with a
negative binomial distribution P{M (m) = n} =
(
n+m−1
n
)
λn(1 − λ)m for λ ∈ (0, 1)
and m ∈ N. Since the negative binomial distribution is an m-fold convolution of the
geometric distribution, M (m) has pgf Hm(z) =
(
1−λ
1−λz
)m
, expectation mλ
1−λ
and variance
mλ
(1−λ)2
. The distribution of the sum of M (m) with an independent Poisson random
variable of parameter θ > 0 is known as the Delaporte distribution although its first
appearance goes back to Lu¨ders [23]; see section 5.12.5 in [21]. The probabilities of a
Delaporte distributed random variable N can only be given in form of a convolution
P{N = n} =
n∑
k=0
P{M (m) = k}
θn−k
(n− k)!
e−θ
=
n∑
k=0
(
k +m− 1
k
)
λk(1− λ)m
θn−k
(n− k)!
e−θ
=
(1− λ)me−θ
(m− 1)!n!
n∑
k=0
(
n
k
)
(k +m− 1)!λkθn−k
(3.7)
for n ∈ N0. We will now determine the distribution of a compound Delapote dis-
tribution with Borel summands of the same parameter λ ∈ (0, 1). This distribution
generalizes an α-modified Poisson distribution of type m − 1 given by Chakraborty
[5]; see also Steliga and Szynal [33].
Theorem 3.4. Let (Yn)n∈N be an i.i.d. sequence with a Borel distribution of parameter
λ ∈ (0, 1) and let N be an independent random variable with a Delaporte distribution
given by (3.7) with additional parameters θ ≥ 0 and m ≥ 2. Then Z(m) =
∑N
k=1 Yk
has the distribution
(3.8) P{Z(m) = n} =
(1− λ)m(θ + λn+ λα(m− 1))n
n!
e−(θ+λn) for n ∈ N0,
where we use Riordan’s [29] α-symbols defined by αℓ(m−1) =
(
m+ℓ−2
ℓ
)
ℓ! when applying
the binomial formula to the factor (θ + λn + λα(m− 1))n in (3.8) for ℓ = 0, . . . , n.
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Proof. We first consider θ > 0. Let G be the pgf of a Borel distribution and H be the
pgf of a geometric distribution both with the same parameter λ ∈ (0, 1). Then the
proposed compound Delaporte distribution has pgf
Hm(G(z)) exp(θ(G(z)− 1)) =
(
H(G(z)) exp
(
θ
m
(G(z)− 1)
) )m
and thus is an m-fold convolution of the compound Bartlett distribution in Section
3.2, where the parameter θ has to be replaced by θ/m. Hence write Z(m) =
∑m
k=1Zk,
where Z1, . . . , Zm are i.i.d. with probability mass function
P{Z1 = n} =
(1− λ)
(
θ
m
+ λn
)n
n!
e−(
θ
m
+λn).
For the compound Delaporte distribution we obtain
P{Z(m) = n} = P
{
m∑
k=1
Zk = n
}
=
∑
(n1,...,nm)∈N
m
0
n1+···+nm=n
m∏
k=1
P{Z1 = nk}
=
∑
(n1,...,nm)∈N
m
0
n1+···+nm=n
m∏
k=1
(1− λ)
(
θ
m
+ λnk
)nk
nk!
e−(
θ
m
+λnk)
=
(1− λ)mλne−(θ+λn)
n!
∑
(n1,...,nm)∈N
m
0
n1+···+nm=n
n!
n1! · · ·nm!
m∏
k=1
(
θ
mλ
+ nk
)nk
.
The sum on the right-hand side is a multinomial Abel sum An
(
θ
mλ
, . . . , θ
mλ
, 0, . . . , 0
)
withm factors as defined in section 1.6 of [29]. Its closed-form solution due to Hurwitz
is given by
∑
(n1,...,nm)∈N
m
0
n1+···+nm=n
n!
n1! · · ·nm!
m∏
k=1
(
θ
mλ
+ nk
)nk
=
(
θ
λ
+ n+ α(m− 1)
)n
with α(m− 1) as in the statement of Theorem 3.4; cf. [29], page 25.
For θ = 0 note that the distribution of Z is a compound negative binomial distri-
bution with Borel summands and is the weak limit as θ ↓ 0 of the above compound
Delaporte distribution. Hence (3.8) is also valid in case θ = 0. 
We can again directly calculate the expectation and variance of the compound
Delaporte distribution from (2.4) and Wald’s identities
E[Z(m)] = E[N ] · E[Y1] =
(
θ +
mλ
1− λ
)
1
1− λ
=
θ
1− λ
+
mλ
(1− λ)2
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and
Var(Z(m)) = E[N ] · Var(Y1) + Var(N) · E[Y1]
2 =
θ
(1− λ)3
+
m(λ2 + λ)
(1− λ)4
.
Lemma 3.5. For θ ≥ 0, λ ∈ (0, 1) and m ≥ 2 let p(θ, λ,m;n) = P{Z(m) = n},
n ∈ N0, be the compound Delaporte distribution given by (3.8). Then for every n ∈ N
the compound Delaporte distributions fulfill the recursive relation
(3.9) p(θ, λ,m;n) =
λ(m− 1)
(1− λ)n
p(θ+λ, λ,m+1;n−1)+
θ + λn
n
p(θ+λ, λ,m;n−1).
Proof. First note that
αn−k(m− 1) =
(
m+ n− k − 2
n− k
)
(n− k)! =
(m+ n− k − 2)!
(n− k)!(m− 2)!
(n− k)!
= (m− 1)
(m+ 1 + (n− 1− k)− 2)!
(n− 1− k)!(m+ 1− 2)!
(n− 1− k)!
= (m− 1)αn−1−k(m)
for k = 0, . . . , n− 1. Now, from Theorem 3.4 we obtain
p(θ, λ,m;n) =
(1− λ)m(θ + λn+ λα(m− 1))n
n!
e−(θ+λn)
=
(1− λ)m
n!
e−(θ+λn)
n∑
k=0
(
n
k
)
(θ + λn)kλn−kαn−k(m− 1)
=
(1− λ)m
n!
e−(θ+λn)
(
n−1∑
k=0
(
n− 1
k
)
(θ + λn)kλn−kαn−k(m− 1)
+
n∑
k=1
(
n− 1
k − 1
)
(θ + λn)kλn−kαn−k(m− 1)
)
=
(1− λ)m
n!
e−(θ+λn)
(
(m− 1)λ
n−1∑
k=0
(
n− 1
k
)
(θ + λn)kλn−1−kαn−1−k(m)
+(θ + λn)
n−1∑
k=0
(
n− 1
k
)
(θ + λn)kλn−1−kαn−1−k(m− 1)
)
=
(1− λ)m
n (n− 1)!
e−(θ+λn)
(
(m− 1)λ · (θ + λn+ λα(m))n−1
+(θ + λn)(θ + λn+ λα(m− 1))n−1
)
=
λ(m− 1)
(1− λ)n
p(θ + λ, λ,m+ 1;n− 1) +
θ + λn
n
p(θ + λ, λ,m;n− 1),
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which proves the assertion. 
3.4. Compound shifted Delaporte mixtures. We will now consider the following
natural generalization of the GPD (1.1) and the compound Bartlett distribution (1.2)
(3.10) pk(θ, λ;n) =
1
S(k, θ, λ)
(θ + λn)n+k−1
n!
e−(θ+λn), n ∈ N0
for k ∈ Z, θ ≥ 0 and λ ∈ (0, 1) with the obvious restriction θ > 0 in case k ≤ 0 and
with normalizing constants introduced by Consul and Jain [8]
S(k, θ, λ) =
∞∑
n=0
(θ + λn)n+k−1
n!
e−(θ+λn).
For k = 0 and θ > 0 Consul and Jain recover p0(θ, λ;n) = pSD(n) with S(0, θ, λ) = θ
−1
and for k = 1 we see that p1(θ, λ;n) = pSU(n) with S(1, θ, λ) = (1 − λ)
−1. The
motivation in [8] for introducing these quantities is to calculate the mean and variance
of a GPD by means of the recursive relation
S(k, θ, λ) = θ
∞∑
n=0
(θ + λn)n+(k−1)−1
n!
e−(θ+λn) + λ
∞∑
n=1
(θ + λn)(n−1)+k−1
(n− 1)!
e−(θ+λn)
= θS(k − 1, θ, λ) + λS(k, θ + λ, λ).
Starting with S(0, θ, λ) = θ−1 (respectively S(1, θ, λ) = (1 − λ)−1 in case θ = 0) a
repeated use of this formula enables to calculate the normalizing constants recursively
by
(3.11) S(k, θ, λ) =


∞∑
n=0
λn(θ + λn)S(k − 1, θ + λn, λ) for k ∈ N,
θ−1
(
S(k + 1, θ, λ)− λS(k + 1, θ + λ, λ)
)
for k ∈ −N.
For example we get
S(−1, θ, λ) =
1
θ
(
1
θ
−
λ
θ + λ
)
=
θ(1− λ) + λ
θ2(θ + λ)
> 0.
The approach of Consul and Jain generalizes to all higher order moments of the
distributions (3.10) as follows.
Lemma 3.6. For k ∈ Z, θ ≥ 0 and λ ∈ (0, 1), with θ > 0 in case k ≤ 0, let Xk(θ, λ)
be a random variable on N0 with distribution (3.10). Then for m ∈ N we have
(3.12) E [(Xk(θ, λ))
m] =
S(k + 1, θ + λ, λ)
S(k, θ, λ)
m−1∑
ℓ=0
(
m− 1
ℓ
)
E
[
(Xk+1(θ + λ, λ))
ℓ
]
.
The obvious relation E[(Xk(θ, λ))
0] = 1 together with the recursion (3.11), or (3.17)
below, enables to calculate the moments (3.12) explicitly.
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Proof. By (3.10) we have for m ∈ N
E [(Xk(θ, λ))
m] =
∞∑
n=0
nmpk(θ, λ;n) =
1
S(k, θ, λ)
∞∑
n=0
nm
(θ + λn)n+k−1
n!
e−(θ+λn)
=
1
S(k, θ, λ)
∞∑
n=0
(n+ 1)m−1
((θ + λ) + λn)n+(k+1)−1
n!
e−((θ+λ)+λn)
=
1
S(k, θ, λ)
∞∑
n=0
m−1∑
ℓ=0
(
m− 1
ℓ
)
nℓS(k + 1, θ + λ, λ) pk+1(θ + λ, λ;n)
=
S(k + 1, θ + λ, λ)
S(k, θ, λ)
m−1∑
ℓ=0
(
m− 1
ℓ
)
E
[
(Xk+1(θ + λ, λ))
ℓ
]
concluding the proof. 
It is easy to see that for k ∈ Z the distributions (3.10) fulfill the recursive relation
(3.13) pk(θ, λ;n) =
S(k, θ + λ, λ)
S(k, θ, λ)
(
λ+
θ
n
)
pk(θ + λ, λ;n− 1) for n ∈ N.
Remark 3.7. Alternatively, it is also possible to calculate the moments of Xk(θ, λ) in
Lemma 3.6 using the identity
E
[(
θ + λ ·Xk(θ, λ)
)m]
=
S(k +m, θ, λ)
S(k, θ, λ)
,
which directly follows from (3.10).
Our aim is to show that (3.10) defines a certain compound distribution with Borel
summands at least for k ∈ N0. Since for k = 0 (3.10) defines a GPD it suffices to
consider k ∈ N.
Theorem 3.8. For k ∈ N let Z(k) be a random variable on N0 with distribution
(3.10), i.e. for parameters θ ≥ 0 and λ ∈ (0, 1) we have
P{Z(k) = n} = pk(θ, λ;n) =
1
S(k, θ, λ)
(θ + λn)n+k−1
n!
e−(θ+λn), n ∈ N0.
Let (Yn)n∈N be an i.i.d. sequence with a Borel distribution of parameter λ and let
(N (m))m∈N be independent random variables with a Delaporte distribution (3.7) of
parameters θ, λ and m ∈ N. Then the distribution of Z(k) is representable as the
compound randomly shifted Delaporte mixture
(3.14) Z(k)
d
=
Vk+N
(k+Vk)∑
n=1
Yn,
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where Vk is a random variable on {0, . . . , k−1} such that Vk, N
(k), . . . , N (2k−1), (Yn)n∈N
are independent and the distribution of Vk can be written as
(3.15) P{Vk = n} =
(1− λ)−1
S(k, θ, λ)
qk(n), n = 0, . . . , k − 1,
where the quantities qk(n) are recursively given by q1(0) = 1 and
(3.16) qk(n) =
(θ + λn)qk−1(n)
1− λ
+
λ2(k + n− 2)qk−1(n− 1)
(1− λ)2
, n = 0, . . . , k − 1
with the convention qk(−1) = 0 = qk(k) for every k ∈ N.
The following corollary shows that we can avoid infinite summation in (3.11) due
to (3.15) and (3.16).
Corollary 3.9. For k ∈ N, θ ≥ 0, and λ ∈ (0, 1) it holds that
(3.17) S(k, θ, λ) =
1
1− λ
k−1∑
n=0
qk(n).
Remark 3.10. Note that for k = 0 and θ > 0 the statement of Theorem 3.8 re-
mains true by setting V0 = 0 almost surely, since the Delaporte distribution N
(0)
with vanishing negative binomial part can be interpreted as a Poisson distribution of
parameter θ > 0. Thus the distribution of Z(0) is a GPD of Section 3.1.
Proof of Theorem 3.8. Let G be the pgf of a Borel distribution of parameter λ ∈ (0, 1)
and for every k ∈ N0 let Gk be the pgf of (3.10). We already know that G0(z) =
exp(θ(G(z)− 1)) is the pgf of a GPD. Further, note that
∞∑
m=0
zmP


Vk+N
(k+Vk)∑
n=1
Yn = m

 =
∞∑
m=0
zm
k−1∑
ℓ=0
P


ℓ+N(k+ℓ)∑
n=1
Yn = m

P{Vk = ℓ}
=
k−1∑
ℓ=0
P{Vk = ℓ}
∞∑
m=0
zmP


ℓ+N(k+ℓ)∑
n=1
Yn = m


= G0(z)
k−1∑
ℓ=0
P{Vk = ℓ}G
ℓ(z)
(
1− λ
1− λG(z)
)k+l
= G0(z)fk(G(z)),
where fk is the pgf of the corresponding mixture of shifted negative binomial distri-
butions. Hence, to prove (3.14) it remains to show inductively that for k ∈ N we
have
(3.18) Gk(z) = G0(z)fk(G(z)),
14 H. FINNER, P. KERN, AND M. SCHEER
where by (3.15) and the above calculation
(3.19) fk(z) =
(1− λ)−1
S(k, θ, λ)
k−1∑
ℓ=0
qk(ℓ)
(
1− λ
1− λz
)k+ℓ
zℓ.
Note that for k = 1 with q1(0) = 1 we have that f1(z) =
1−λ
1−λz
is the pgf of a geometric
distribution on N0 in accordance with our statement. Differentiating (3.18) we get
using (3.5)
G′k(z) = G
′
0(z)fk(G(z)) +G0(z)G
′(z)f ′k(G(z))
= G0(z)θG
′(z)fk(G(z)) +G0(z)G
′(z)f ′k(G(z))
= G0(z)
G(z)
z(1 − λG(z))
(
θfk(G(z)) + f
′
k(G(z))
)
.
(3.20)
From (3.10) we get using (3.18) and (3.20)
Gk(z) =
∞∑
n=0
znpk(θ, λ;n) =
∞∑
n=0
zn
S(k − 1, θ, λ)
S(k, θ, λ)
(θ + λn) pk−1(θ, λ;n)
=
S(k − 1, θ, λ)
S(k, θ, λ)
(
θGk−1(z) + λzG
′
k−1(z)
)
=
S(k − 1, θ, λ)
S(k, θ, λ)
G0(z)
(
θfk−1(G(z)) +
λG(z)
1− λG(z)
(
θfk−1(G(z)) + f
′
k−1(G(z))
))
=
S(k − 1, θ, λ)
S(k, θ, λ)
G0(z)
θfk−1(G(z)) + λG(z)f
′
k−1(G(z))
1− λG(z)
.
Hence, in order to prove (3.18) it suffices to show
(3.21) fk(z) =
S(k − 1, θ, λ)
S(k, θ, λ)
θfk−1(z) + λz f
′
k−1(z)
1− λz
.
This will follow from the recursion of qk defined in (3.16). Observe that
S(k − 1, θ, λ)
S(k, θ, λ)
θfk−1(z) + λz f
′
k−1(z)
1− λz
=
S(k − 1, θ, λ)
S(k, θ, λ)
1
1− λz
(
θ
(1− λ)−1
S(k − 1, θ, λ)
k−2∑
ℓ=0
qk−1(ℓ)
(
1− λ
1− λz
)k−1+ℓ
zℓ
+ λz
(1− λ)−1
S(k − 1, θ, λ)
k−2∑
ℓ=0
[
(k − 1 + ℓ)qk−1(ℓ)
(
1− λ
1− λz
)k−2+ℓ
zℓ
λ(1− λ)
(1− λz)2
+ℓqk−1(ℓ)
(
1− λ
1− λz
)k−1+ℓ
zℓ−1
])
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=
(1− λ)−1
S(k, θ, λ)
(
k−2∑
ℓ=0
θqk−1(ℓ)
1− λ
(
1− λ
1− λz
)k+ℓ
zℓ
+
k−1∑
ℓ=1
λ2(k + ℓ− 2)qk−1(ℓ− 1)
(1− λ)2
(
1− λ
1− λz
)k+ℓ
zℓ
+
k−2∑
ℓ=1
λℓqk−1(ℓ)
1− λ
(
1− λ
1− λz
)k+ℓ
zℓ
)
=
(1− λ)−1
S(k, θ, λ)
k−1∑
ℓ=0
(
(θ + λℓ)qk−1(ℓ)
1− λ
+
λ2(k + ℓ− 2)qk−1(ℓ− 1)
(1− λ)2
)(
1− λ
1− λz
)k+ℓ
zℓ
= fk(z),
where the last equality follows from the recursive definition (3.16) of qk and (3.19).
This shows (3.21) and concludes the proof. 
Remark 3.11. Note that for k ∈ −N in general it is not possible to represent (3.10)
as a compound distribution with Borel summands. To demonstrate this fact, assume
that for k = −1
p−1(θ, λ;n) = P
{
N∑
k=1
Yk = n
}
for all n ∈ N0,
where (Yn)n∈N are i.i.d. random variables with a Borel distribution of parameter
λ ∈ (0, 1) and N is an independent random variable with values in N0. Then, setting
C := S(−1, θ, λ)−1 > 0 we have
P{N = 0} = p−1(θ, λ; 0) = C · θ
−2e−θ,
P{N = 1} = P{Y1 = 1}
−1p−1(θ, λ; 1) = C · (θ + λ)
−1e−θ
and hence
C ·
1
2
e−(θ+2λ) = p−1(θ, λ; 1) = P
{
N∑
k=1
Yk = 2
}
= P{Y1 = 2}P{N = 1}+ P{Y1 = Y2 = 1}P{N = 2}
= C ·
λ
θ + λ
e−(θ+2λ) + e−2λP{N = 2}.
Thus, for small values of θ we obtain the contradiction
P{N = 2} = C ·
(
1
2
−
λ
θ + λ
)
e−θ < 0.
For k ∈ −N it remains an open question, whether under certain conditions it might
be possible to represent (3.10) as a compound distribution with Borel summands.
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N P{Z = n} E[Z] Var(Z)
N = 1 (λn)
n−1
n!
e−λn 1
1−λ
λ
(1−λ)3
N = m m(λn)
n−m
n(n−m)!
e−λn m
1−λ
mλ
(1−λ)3
P (θ) θ(θ+λn)
n−1
n!
e−(θ+λn) θ
1−λ
θ
(1−λ)3
P (θ) ∗G(λ) (1−λ)(θ+λn)
n
n!
e−(θ+λn) θ
1−λ
+ λ
(1−λ)2
θ
(1−λ)3
+ λ
2+λ
(1−λ)4
P (θ) ∗NB(λ,m) (1−λ)
m(θ+λn+λα(m−1))n
n!
e−(θ+λn) θ
1−λ
+ mλ
(1−λ)2
θ
(1−λ)3
+ m(λ
2+λ)
(1−λ)4
N = Vk +N
(k+Vk) 1
S(k,θ,λ)
(θ+λn)n+k−1
n!
e−(θ+λn) by (3.12) by (3.12)
Table 1. Overview on the distributions (rows: Borel, Borel-Tanner, GPD,
compound Bartlett, compound Delaporte, compound shifted Delaporte mix-
ture) and their expectation and variance.
3.5. Overview on the presented mixtures of the Borel distribution. Let
(Yn)n∈N be an i.i.d. sequence of random variables with a Borel distribution of pa-
rameter λ ∈ (0, 1) and let N be an independent random variable on N0. As before
Z =
∑N
k=1 Yk denotes a random variable with the corresponding compound distri-
bution. Table 1 gives an overview on the presented compound distributions, where
P (θ), G(λ) and NB(λ,m) denote the Poisson distribution with parameter θ > 0, the
geometric distribution on N0 with parameter λ and the negative binomial distribution
with parameters λ and m ≥ 2. The independent random variables Vk with distribu-
tion (3.15) and N (m) with Delaporte distribution P (θ) ∗NB(λ,m) are as in Theorem
3.8.
Note that the Poisson, Bartlett and Delaporte distributions are infinitely divisible.
The roots of the latter are known as Charlier distributions, see [24, 35] for details.
Since the Borel distribution is a shifted compound Poisson distribution which follows
from (2.3), it is also infinitely divisible and thus it follows that the corresponding
compound distributions with Borel summands of Sections 3.1–3.3 are infinitely di-
visible. It is an open question, whether the compound shifted Delaporte mixtures of
Section 3.4 are infinitely divisible for k 6∈ {0, 1}.
We emphasize that the compound distributions of Z in Table 1 all belong to the
class of discrete general Lagrangian probability distributions also called Lagrange
distributions of the first kind, i.e. we have P{Z = 0} = f(0) and
(3.22) P{Z = n} =
1
n!
dn−1
dzn−1
{gn(z)f ′(z)}
∣∣
z=0
for n ∈ N,
where (in the simplest case) f, g are pgf’s of discrete distributions on N0. For a com-
prehensive study of Lagrangian probability distributions we refer to the monograph
[7]. In our model of total progeny in a Galton-Watson type branching process in
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Sections 2 and 3, f is the pgf of the number X0 of initial insurance claims or, equiv-
alently, the pgf of the random number N in Table 1, and g(z) = exp(λ(z − 1)) is
the common pgf of the i.i.d. consequential claims, which here are assumed to have a
Poisson distribution of parameter λ ∈ (0, 1). With these settings it follows readily
from section 6.2 of [7] that (3.22) holds for all the distributions of Z given in Table 1.
This fact is well known for the distributions in the first four rows of Table 1, where
due to f(z) = z the Borel distribution in the first row is called a basic Lagrangian
distribution, and due to f(z) = zm the Borel-Tanner distribution in the second row
is called a delta Lagrangian distribution; cf. tables 2.1 and 2.2 in [7]. In Jain [18]
the compound Bartlett distribution is called a linear function Poisson distribution,
which by Janardan [19] is shown to be a weighted GPD, i.e. for a random variable Z
following a GPD (1.1) we have the distribution
(3.23)
w(θ, λ;n) pSD(n)
E[w(θ, λ;Z)]
, n ∈ N0,
with nonnegative weights w(θ, λ;n) having positive and finite expectation in the de-
nominator. In general, weighted Lagrangian distributions belong to the class of La-
grange distributions of the second kind given by
(3.24)
1
n!
(
1− g′(1)
) dn
dzn
{gn(z)f(z)}
∣∣
z=0
for n ∈ N,
provided that g′(1) exists; see [19] for details. Since by Theorem 2.1 of [7] the class of
Lagrange distributions of the second kind belongs to those of the first kind, weighted
Lagrangian distributions are general Lagrangian distributions as well. For the special
weights w(θ, λ;n) = θ + λn, clearly (3.23) coincides with the compound Bartlett
distribution pSU(n) in (1.2) given in the fourth row of Table 1; cf. also [19] or table
2.4 in [7]. The explicit forms of the Langrangian distributions in the last two rows
of Table 1 seem to be new. Note that the distributions in (3.10) for arbitrary k ∈ Z
can also be interpreted as weighted Lagrangian distributions with weights of the form
wk(θ, λ;n) = (θ + λn)
k in (3.23), since the normalizing constants in (3.10) fulfill
S(k, θ, λ) = E[wk(θ, λ;Z)].
4. recursive evaluation of related compound distributions
We continue to give an actuarial interpretation of our models. Let (Un)n∈N be
an i.i.d. sequence of claim sizes with values in N and with (known) probabilities
f(n) = P{U1 = n} for n ∈ N. The random number Z of claims is assumed to be
independent of (Un)n∈N and to follow one of the distributions of Section 3, i.e. GPD,
compound Bartlett, compound Delaporte or (3.10). Then the total claim size is again
given by a compound sum
(4.1) T =
Z∑
n=1
Un.
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If Z follows a GPD, compound Bartlett distribution or, more generally a distribution
of the form (3.10) for some k ∈ Z, its distribution fulfills the recursive relation
(4.2) P{Z = n} = p(θ, λ;n) =
(
a+
b
n
)
p(θ + λ, λ;n− 1) for n ∈ N,
where a = θλ/(θ + λ), b = θ2/(θ + λ) by (3.2) in a case of a GPD and a = λ, b = θ
by (3.6) in case of a compound Bartlett distributon with Borel summands. In the
general case of a distribution of the form (3.10) for some k ∈ Z we additionally have
to multiply the parameters a and b with a constant factor by (3.13). Despite the fact
that the first parameter θ changes to θ+λ on the right-hand side of (4.2) this relation
is known to imply a simple recursion formula for the probabilities
(4.3) P{T = n} = q(θ, λ;n) for n ∈ N0
of the aggregate claims in (4.1). For details we refer to Panjer’s classical result [27] or
its extensions in [31, 34]; for an overview, e.g. see [10, 32]. Originally these recursive
methods were intended to decrease computational time but, due to ongrowing com-
puter power, nowadays concurrent methods of numerical inversion of the pgf by FFT
techniques with exponential tilting seem to be at least equally powerful; see [11].
Nevertheless, recursion formulas of Panjer type are easily programmable and thus
provide a simple technique to calculate compound distributions. In case of a GPD
the following result already appears in Theorem 5.1 of Ambagaspitiya and Balakrish-
nan [1] but without detailed proof. For an alternative method we refer to Goovaerts
and Kaas [15].
Theorem 4.1. For i.i.d. claim sizes (Un)n∈N with distribution f(n) = P{U1 = n},
n ∈ N, and a claim number Z fulfilling (4.2) the distribution (4.3) of the total claim
size (4.1) fulfills
q(θ, λ; 0) = p(θ, λ; 0)
q(θ, λ;n) =
n∑
k=1
(
a+
bk
n
)
f(k) q(θ + λ, λ;n− k) for n ∈ N.
To calculate the distribution of the total claim size (4.3) we can thus follow the
recursive scheme
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q(θ, λ; 3)
q(θ, λ; 2)
q(θ, λ; 1)
q(θ, λ; 0)
q(θ + λ, λ; 2)
q(θ + λ, λ; 1)
q(θ + λ, λ; 0)
q(θ + 2λ, λ; 1)
q(θ + 2λ, λ; 0)
q(θ + 3λ, λ; 0)✛ ✛ ✛
✛ ✛
✛
 
  ✠
 
  ✠
 
  ✠
✁
✁
✁
✁
✁✁☛
q
q
q
where for m ∈ N0
q(θ +mλ, λ; 0) = p(θ +mλ, λ; 0) =


e−(θ+mλ) for the GPD
(1− λ)e−(θ+mλ) for the Bartlett mixture
(θ+mλ)k−1
S(k,θ+mλ,λ)
e−(θ+mλ) for (3.10) with k ∈ Z
by Theorems 3.1, 3.3 and (3.10), respectively.
Proof of Theorem 4.1. We follow a standard proof of Panjer’s recursion, e.g. as given
in Proposition 2.4 of [2] or Theorem 3.3.10 in [25]. Since we assume P{U1 = 0} = 0,
for n = 0 we have
q(θ, λ; 0) = P
{
Z∑
j=1
Uj = 0
}
= p(θ, λ; 0).
Denote Sm =
∑m
j=1Uj for m ∈ N, then due to the i.i.d. nature of (Uj)j∈N for every
n ∈ N the conditional expectation E[a+ bUi
n
| Sm = n] is independent of i = 1, . . . , m
and thus
E
[
a + b
U1
n
∣∣∣Sm = n] = 1
m
m∑
i=1
E
[
a+ b
Ui
n
∣∣∣Sm = n] = 1
m
(ma + b) = a+
b
m
.
Hence for n ∈ N we get by independence of Z, (Uj)j∈N and (4.2)
q(θ, λ;n) =
∞∑
m=1
P
{
m∑
j=1
Uj = n, Z = m
}
=
n∑
m=1
P{Sm = n} p(θ, λ;m)
=
n∑
m=1
P{Sm = n}
(
a+
b
m
)
p(θ + λ, λ;m− 1)
=
n∑
m=1
E
[(
a+ b
U1
n
)
· 1{Sm=n}
]
p(θ + λ, λ;m− 1)
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=
n∑
m=1
n−m+1∑
k=1
E
[(
a+ b
k
n
)
· 1{Sm=n}
∣∣∣∣U1 = k
]
f(k) p(θ + λ, λ;m− 1)
=
n∑
m=1
n−m+1∑
k=1
(
a+ b
k
n
)
P{Sm−1 = n− k} f(k) p(θ + λ, λ;m− 1)
=
n∑
k=1
(
a + b
k
n
)
f(k)
n−k∑
m=0
P{Sm = n− k} p(θ + λ, λ;m)
=
n∑
k=1
(
a + b
k
n
)
f(k) q(θ + λ, λ;n− k)
concluding the proof. 
In case of the compound Delaporte distribution with Borel summands we need to
introduce an additional parameter and may replace (4.2) by
(4.4) P{Z = n} = p(θ, λ,m;n) =
2∑
i=1
(
ai +
bi
n
)
p(θ + λ, λ,m+ i− 1;n− 1)
for all n ∈ N, where a1 = a2 = 0 and b1 = θ + λn, b2 = (m− 1)λ/(1− λ) by Lemma
3.5 for the compound Delaporte distribution with Borel summands. Denoting the
total claim size distribution by
(4.5) P{T = n} = q(θ, λ,m;n) for n ∈ N0
a similar result to Theorem 4.1 holds.
Theorem 4.2. For i.i.d. claim sizes (Un)n∈N with distribution f(n) = P{U1 = n},
n ∈ N, and a claim number Z fulfilling (4.4) the distribution (4.5) of the total claim
size (4.1) fulfills
q(θ, λ,m; 0) = p(θ, λ,m; 0)
q(θ, λ,m;n) =
2∑
i=1
n∑
k=1
(
ai +
bik
n
)
f(k) q(θ + λ, λ,m+ i− 1;n− k) for n ∈ N.
Proof. The assertion follows by the same line of arguments as given in the proof of
Theorem 4.1 but using (4.4) instead of (4.2). 
To calculate the distribution of the total claim size (4.5) we can thus follow the
recursive scheme
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q(θ, λ,m; 2)
q(θ, λ,m; 1)
q(θ, λ,m; 0)
q(θ + λ, λ,m+ 1; 1)
q(θ + λ, λ,m; 1)
q(θ + λ, λ,m+ 1; 0)
q(θ + λ, λ,m; 0)
q(θ + 2λ, λ,m+ 2; 0)
q(θ + 2λ, λ,m+ 1; 0)
q(θ + 2λ, λ,m; 0)
✛
✛
✛
✛
✁
✁
✁
✁
✁
✁☛
q
q
q
where for k, ℓ ∈ N0
q(θ + kλ, λ,m+ ℓ; 0) = p(θ + kλ, λ,m+ ℓ; 0) = (1− λ)m+ℓe−(θ+kλ)
in case of the compound Delaporte distribution by Theorem 3.4. Note that we do
not have to calculate the compound Delaporte distribution with Borel summands
(3.8) explicitly, i.e. we can avoid to calculate Riordan’s α-symbols αk(m−1) in (3.8).
In particular, Theorem 4.2 can be applied to recursively evaluate the compound
Delaporte distribution with Borel summands itself when taking a1 = a2 = 0, b1 =
θ + λn, b2 = (m− 1)λ/(1− λ) and f(1) = 1, f(n) = 0 for all n ≥ 2.
Remark 4.3. It is also possible to derive similar recursion formulas to Theorems 4.1
and 4.2 for i.i.d. claim sizes (Un)n∈N with an absolutely continuous distribution with
respect to Lebesgue measure on R+. This leads to certain variants of Volterra integral
equations of the second kind which can only be solved numerically. In case of the
GPD this integral equation is derived in Theorem 4.1 of [1]. We renounce to present
these integral equations, since in our actuarial context these are of minor practical
importance.
Appendix
Our aim is to derive the Borel distribution from the characteristic equation (2.3)
of its pgf by probabilistic arguments and elementary combinatorial identities only.
Equation (2.3) can equivalently be written in terms of random variables as
(A.1) Y
d
= 1 +
N∑
k=1
Yk,
where Y, Y1, Y2, . . . are i.i.d. random variables with values in N and N is an indepen-
dent random variable with a Poisson distribution of parameter λ ∈ (0, 1].
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Theorem A.1. For λ ∈ (0, 1] the distribution of Y in (A.1) is uniquely given by the
Borel distribution of parameter λ with
(A.2) P{Y = n} =
(λn)n−1
n!
e−λn for n ∈ N.
We will first prove a certain multinomial formula with variable frequencies which
looks similar to a multinomial Abel identitiy; cf. section 1.6 in [29].
Lemma A.2. For n ∈ N and k = 1, . . . , n we have
(A.3)
∑
(n1,...,nk)∈N
k
n1+···+nk=n
n!
n1! · · ·nk! k!
k∏
ℓ=1
(nℓ
n
)nℓ−1
=
(
n− 1
k − 1
)
.
Proof. If k = 1 then n1 = n and (A.3) reads
n!
n! 1!
(n
n
)n−1
= 1 =
(
n− 1
0
)
.
If k = n then n1 = · · · = nk = 1 and (A.3) reads
n!
1! · · ·1!n!
n∏
ℓ=1
(
1
n
)0
= 1 =
(
n− 1
n− 1
)
.
We will now show (A.3) by induction over n ∈ N. First, if n = 1 then k = 1 and
the validity of (A.3) has been shown above. Now assume that (A.3) is true for all
non-negative integers up to some n ∈ N and all k = 1, . . . , n, then formula (A.3) for
n+ 1 only needs to be deduced for k = 2, . . . , n. We get
∑
(n1,...,nk)∈N
k
n1+···+nk=n+1
(n+ 1)!
n1! · · ·nk! k!
k∏
ℓ=1
(
nℓ
n+ 1
)nℓ−1
=
n+2−k∑
m=1
1
m!
(
m
n+ 1
)m−1 ∑
(n1,...,nk−1)∈N
k−1
n1+···+nk−1=n+1−m
(n + 1)!
n1! · · ·nk−1! k!
k−1∏
ℓ=1
(
nℓ
n + 1
)nℓ−1
=
n+2−k∑
m=1
(n+ 1)!
m! (n+ 1−m)!
(
m
n+ 1
)m−1(
n+ 1−m
n + 1
)n+2−m−k
1
k
(
n−m
k − 2
)
=
n+2−k∑
m=1
(
n+1
m
)(
n−m
k−2
)
(
n−(k−1)
m−1
) 1
k
(
n− (k − 1)
m− 1
)(
m
n+ 1
)m−1(
n+ 1−m
n+ 1
)n+2−m−k
=
(
n
k − 1
)
k − 1
k (n + 1)n−k
n+1−k∑
m=0
(
n+ 1− k
m
)
(m+ 1)m−1(n−m)n−m−k,
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since by elementary calculations we have(
n+1
m
)(
n−m
k−2
)
(
n−(k−1)
m−1
) = ( n
k − 1
)
(n + 1)(k − 1)
m(n + 1−m)
.
The remaining sum on the right-hand side is an Abel sum An+1−k(1, k − 1,−1,−1)
as defined in section 1.5 of [29] and its closed-form solution is given by
n+1−k∑
m=0
(
n+ 1− k
m
)
(m+ 1)m−1(n−m)n−m−k =
k(n + 1)n−k
k − 1
;
cf. [29], page 20. This proves (A.3) and concludes the proof. 
Proof of Theorem A.1. We will prove the assertion inductively. First, we observe
P{Y = 1} = P{N = 0} = e−λ which coincides with (A.2) for n = 1. Now assume
that formula (A.2) is true for P{Y = 1}, . . . , P{Y = n} with some n ∈ N. Then we
get using Lemma A.2
P{Y = n+ 1} = P
{
N∑
k=1
Yk = n
}
=
n∑
k=1
P{N = k}
∑
(n1,...,nk)∈N
k
n1+···+nk=n
k∏
ℓ=1
P{Y = nℓ}
=
n∑
k=1
λk
k!
e−λ
∑
(n1,...,nk)∈N
k
n1+···+nk=n
k∏
ℓ=1
nnℓℓ
nℓ!
λnℓ−1e−nℓλ
=
λne−(n+1)λ
(n+ 1)!
n∑
k=1
(n+ 1)!
k!
∑
(n1,...,nk)∈N
k
n1+···+nk=n
k∏
ℓ=1
nnℓℓ
nℓ!
=
λne−(n+1)λ
(n+ 1)!
n∑
k=1
nn−k
∑
(n1,...,nk)∈N
k
n1+···+nk=n
(n+ 1)!
n1! · · ·nk! k!
k∏
ℓ=1
(nℓ
n
)nℓ−1
=
λne−(n+1)λ
(n+ 1)!
(n + 1)
n∑
k=1
nn−k
(
n− 1
k − 1
)
=
λne−(n+1)λ
(n+ 1)!
(n + 1)
n−1∑
k=0
(
n− 1
k
)
n(n−1)−k =
λne−(n+1)λ
(n + 1)!
(n+ 1)n
which proves the assertion. 
The above elementary approach to the Borel distribution can also be used to derive
its convolution powers as follows.
Theorem A.3. For fixed m ∈ N let Y (m) = Y1+ · · ·+Ym, where Y1, . . . , Ym are i.i.d.
random variables with a Borel distribution of parameter λ ∈ (0, 1]. Then Y (m) has a
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Borel-Tanner distribution with
P{Y (m) = n} =
m (λn)n−m
n (n−m)!
e−λn for n ∈ N with n ≥ m.
Proof. For Y
d
= Y1 we get from (A.2)
P{Y (m) = n} = P
{
m∑
k=1
Yk = n
}
=
∑
(n1,...,nm)∈N
m
n1+···+nm=n
m∏
ℓ=1
P{Y = nℓ}
=
∑
(n1,...,nm)∈N
m
n1+···+nm=n
m∏
ℓ=1
nnℓ−1ℓ
nℓ!
λnℓ−1e−λnℓ
=
m!(λn)n−m
n!
e−λn
∑
(n1,...,nm)∈N
m
n1+···+nm=n
n!
n1! · · ·nm!m!
m∏
ℓ=1
(nℓ
n
)nℓ−1
=
m!(λn)n−m
n!
e−λn
(
n− 1
m− 1
)
=
m (λn)n−m
n (n−m)!
e−λn,
where the first equality in the last line follows from Lemma A.2. 
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