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Abstract 
To acquire the complete description of an arbitrary object's surface using 
a range camera multiple images of the object from different viewpoints must 
be combined. This paper presents a solution to the problem of determining 
how to position the range camera so as to sample more of the object's surface 
while making sure the new image can be registered and integrated into the 
(incomplete) model of the object. Requirements for the solution to this 
problem are 1) all portions of the surface which can be scanned will be 
scanned, 2) the solution will generate a set of views which when combined 
will converge to the object's surface in a minimum number of images, 3) 
all surfaces of the object should be scanned with at least a given minimum 
confidence, 4) the solution will be robust in the sense that if it chooses a 
viewing position for the camera the resulting range image will be successfully 
registered and integrated with the (incomplete) model or it will announce 
that no such view exists. We present a framework for such a solution and 
argue that it satisfies conditions 1 and 2. This sets the foundation to extend 
the present solution to satisfy conditions 3 and 4. 
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0.1 Introduction 
This paper describes an algorithm to determine from which directions to 
scan an object using a range camera so that a complete description of its 
surface can be automatically acquired. We make no assumptions about the 
kind of objects to be scanned, they can have any geometry or topology. The 
algorithm, therefore, determines a next best view based on a partial model 
of the object that is updated each time a new scan is made. 
We introduce a representation, positional space (PS), which captures both 
the notions of what portions of the viewing volume the range camera can scan 
and which portions of the viewing volume need to be scanned. A subspace 
of PS is parameterized by the relative motions possible between the object 
and camera. To determine the next best view, either the camera's or the 
object's PS representation is translated in parameter space along the axes 
corresponding to these motion parameters. A simple objective function is 
used which primarily maximizes the amount of unscanned volume which the 
range camera would scan while making sure that the new image will contain 
enough of the previously scanned surface to allow for proper registration of 
the new view with the (incomplete) model. 
Problem Description 
In order to acquire the complete surface description of an object using a 
range camera it is necessary to scan the object from many different views 
and merge these range images into a complete description. The problems 
of both aligning two different range images [2] [I] [3] [7] [6] [8] and merging 
the range data [4] [9] have received considerable investigation. This list of 
citations is by no means complete. 
This work addresses the problem of how to automatically choose the 
next best view from which to acquire more surface data about the object. 
We assume nothing about the geometry or topology of the object to be 
scanned. We do assume, however. that the surface of the object is suitable for 
scanning. For example, if the scanner to be used is sensitive to specularities 
then the surface of the object has been matted. Furthermore, we assume 
that the scanner has been calibrated and an accurate model of it exists in 
the sense that given a range measurement from the scanner (i.e. a "pixel" in 
the image of a dense sampling range scanner) we can determine the ray in 
world coordinates along which that range measurement was taken. Finally, 
we assume that any aberrations in the range data specific to a scanner are 
eliminated, are flagged as being of low confidence, or are const ant in the sense 
that the aberrations will always occur when a given surface patch is scanned. 
For example, in many scanners a "mixed pixel" effect is present near range 
discontinuities. The final assumption states that all "mixed pixels" should 
be eliminated, flagged as invalid, or should always occur no matter what 
direction the range discontinuity is viewed from. 
Requirements for the solution to this problem are 1) all portions of the 
surface which can be scanned will be scanned, 2) the solution will generate a 
set of views which when combined will converge to the object's surface in a 
minimum number of images, 3) all surfaces of the object should be scanned 
with at least a given minimum confidence, 4) the solution will be robust in 
the sense that if it chooses a viewing position for the camera the resulting 
range image will be successfully registered and integrated with the previously 
taken range images or it will announce that no such view exists. 
This paper presents a solution which we will argue satisfies the first two 
criterion stated however a formal proof is not presented. In the future work 
section we will discuss the 3rd and 4th crieterion which we are confident can 
be solved within the framework presented here. 
The rest of this paper will describe the specific imaging environment and 
the scanner we use including a short description of some of the specific data 
acquisition problems. The examples given will be from this imaging system 
however our results are independent of any particular range camera (active 
or passive) or imaging setup. Next the representations used to solve the 
next best view problem are presented, the algorithm of our solution, some 
examples are given, and finally an inventory of future work is presented. 
0.3 Imaging Setup 
Our imaging setup consists of a CyberwareOPS cylindrical scanner and a 
turntable. The Cyberware scanner measures range using the principle of 
triangulation with which we assume the reader is familiar. The scanner 
projects a vertical light stripe into the viewing volume and rotates about the 
center of the viewing volume to get a sequence of vertical range stripes. A 
Figure 0.1: How the Cyberware scanner acquires one column of range values. 
The light stripe makes a vertical contour on the object. The scanner samples 
450 range points per column. 
range image therefore consists of a certain number of columns where each 
column consists of 450 range samples. Figure 0.1 shows how the laser stripe 
is projected onto the object. Each range sample represents the distance from 
the center of rotation of the scanner to the object's surface. In this setup 
the scanner rotates 90". The object is placed on a turntable which is entirely 
within the viewing volume of the scanner. Figure 0.2 shows the physical 
setup and figure 0.3 is a picture of the actual setup while a mug is being 
scanned. The next best view problem for this setup is to determine the best 
rotation of the turntable for the next range image. 
Some of the data acquisition problems associated with the Cyberware 
scanner are oblique sampling, specularities, dark surfaces, and "mixed pix- 
els". Oblique sampling occurs when the surface is oblique to the laser stripe. 
When the angle between the laser and surface is small a good sample of 
the surface is taken. As this angle increases, the light stripe spreads along 
the surface and the quality of the sample degrades. Figure 0.4 shows how 
the orientation of the surface to the laser stripe of the Cyberware is crucial 
for good sampling. The surface which is perpendicular to the laser stripe is 
sampled much better than the other surface which, in this case, doesn't even 
scanner motion of scanner 
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Figure 0.2: Setup of Cyberware scanner and turntable to rotate object. The 
cyberware generates a range image by taking vertical range slices and rotating 
about a fixed line. The object is stationary while the scanner is taking a range 
image (i.e. rotating). 
Figure 0.3: Our setup showing the Cyberware scanner, turntable, and mug 
being scanned. 
Figure 0.4: Example of good and bad sampling using the Cyberware scanner. 
This enhanced image shows the laser stripe as it strikes two surfaces with 
very different surface normals. 
produce a range sample. Making sure that all surfaces are sampled with the 
best possible angle is a problem which we will not address in this paper but 
which can be solved given the framework we develop here. For the present, 
we will assume that all samples below a certain threshold angle of 45" are 
good and all other samples are bad so that the algorithm will never attempt 
to sample a surface if it knows the angle between the surface normal and the 
laser stripe will be greater than 45". 
Very shinny surfaces can also cause the Cyberware to generate bad range 
samples due to internal reflections. Also, surfaces which are very dark will 
not reflect the laser stripe enough to get a good range measurement. This 
can also occur for blue surfaces which don't reflect the red laser light used 
by the Cyberware. If any of these problems arise it is necessary to paint an 
object with a matte paint in order to get accurate range samples. 
Finally, a more serious problem arises with "mixed pixels" which occur 
at range discontinuities. The problem occurs when the laser st ripe straddles 
an edge. Consider a vertical range edge when half of the laser stripe falls 
on a surface and half off. Since the range camera looks for the center of the 
laser stripe in an optical image, it will incorrectly locate the center slightly 
in from the edge of the surface. This results in the edge being slightly curled 
up towards the camera. A review and solution to these problem is presented 
in [5 ] .  
0.4 The Process of Acquiring a Complete 
Surface Mesh 
To acquire the complete surface mesh of an object it is arbitrarily placed 
on the turntable and an initial scan is taken. This scan is the model of the 
object to which we will add more surface data until all visible surfaces have 
been scanned. All surface's are represented as triangulated meshes. Since 
the next best view algorithm is concerned only with the topology and rough 
geometry of the model it is decimated so that the resultant surface is no 
more than lmm from any range sample. Next the next best view algorithm 
determines where to view the object from next. The object is rotated, a scan 
is taken, this data is aligned with the model using the ICP algorithm [2], 
and finally it is merged with the model using mesh zippering [9]. Alignment 
of the new data with the existing model is crucial because the true relative 
rotation of the object is unknown due to unavoidable mechanical imprecision 
and calibration error. The model is then decimated again and the whole 
process is repeated until the entire object has been scanned. 
Our Solution 
Given the process of acquiring a complete surface mesh described above there 
are two problems associated with determining the next best view. The first 
is to make sure the camera will image part of the viewing volume which has 
not yet been scanned. The second is to make sure the camera will image 
part of the surface already scanned so that the new data can be properly 
registered with the (incomplete) model. 
The strategy we use to solve the first problem is to keep track of the 
portions of the viewing volume which have not been scanned and to position 
the camera to look into these areas on the next scan. Figure 0.5 shows how 
the viewing volume, in this case the cylinder defined by the turntable, is par- 
titioned into seen and unseen portions. This partition of the viewing volume 
can be performed because we are able to compute for each pixel in a range 
image the ray in world coordinates along which that range measurement was 
taken. We refer to the unseen portions of the scene as void to stress that 
no information is available about any surfaces in this area. In addition, the 
turntable boundary 
A (i.e. viewing volume) 
I
scanning direction 
Figure 0.5: Every scan classifies portions of the viewing volume into void 
(unseen) and seen parts. The void volume(s) are the areas of the viewing 
volume which are obscured by the object. 
surface of the void volume is referred to as the void surface and the surface 
of the object which has been scanned is referred to as the seen surface. 
We can expect to scan more of the object's surface if we position the 
camera so that it will scan into the void volume. The best information we 
have about where the unseen portions of the object's surface may be is near 
the edge or silhouette of the seen surface, i.e. where the seen and void surfaces 
meet. This is because the object's surface must continue from the silhouette 
into the void volume. The farther from the silhouette the less certain we 
are about the location of the unseen surface of the object. Therefore we 
should position the camera so that its line of sight is perpendicular to the 
void surface at the edge of the seen surface1. 
More specifically, the void surface near the silhouette is partitioned into 
rectangular patches, void patches, and we are interested in viewing as many 
of these patches from the best angle as possible. For our Cyberware scanner 
the best angle is straight on. Figure 0.6 shows the orientation of the camera 
for the next view and how the void volume is reduced once this new scan is 
added to the model. By continuing in this fashion we could reduce the void 
volume until it lies entirely within the seen surface and we would be finished. 
0.5.1 Positional Space 
Given the void and seen surfaces we then must solve for the parameters of 
motion of the turntable. To this end we introduce a common representation, 
positional space, for both those viewing positions which could scan into the 
void volume and the potential camera positions given the scanning setup. 
Once both the needed and potential camera positions are represented in po- 
sitional space the optimal viewing position can be determined by translating 
one of these representations in positional space and observing the overlap 
between the two. 
Positional space is a scalar field and is composed of 2 subspaces, one 
which encodes the potential orientations between the object and camera and 
another which encodes directional information. The first is called the po- 
sitional space surface (PSS) and is parameterized by the relative motions 
between camera and object. The second is called positional space directions 
'Here we choose a vantage point which looks directly into the void volume because our 
range camera performs best when it samples a surface perpendicularly but the appropriate 
viewing angle can be adjusted depending on the range sensor used. 
i 2nd scan 
I 
1st scan 
Figure 0.6: (a)A potential next view and (b) the new void volume after the 
view is taken. 
(PSD) and is parameterized by 2 polar coordinates. Since the parameters of 
the PSS correspond directly to the relative motions possible between camera 
and object, this "surface" will contain all the different viewing positions pos- 
sible between the camera and object. In addition, the PSS must be at least 
2 dimensional to allow for the 2-dimensionality of the range image. For our 
setup the turntable has one degree of freedom and so the relative orientations 
between object and camera can be described by a circle whose center and 
radius correspond to those of the turntable. Since the PSS must be at least 
2 dimensional it is represented in our setup by a cylinder whose center and 
radius again correspond to those of the turntable. For our setup we define 
positional space as a 4 dimensional scalar field P(w, y, 8 ,4)  where the PSS is 
2 dimensional and is parameterized by w and y and the PSD is 2 dimensional 
and parameterized by 8 and 4. 
The PSS is discretized into cells of uniform width and uniform height 
with n and m cells in each dimension respectively. Each cell can be thought 
of as representing the potential location of a range measurement as it pene- 
trates the viewing volume and the potential location of an observer viewing 
a void patch (or a portion of the seen surface). The only thing missing from 
each of these representations is the direction of range measurement or ob- 
servation. This is the role of the PSD. The PSD is a local polar coordinate 





Figure 0.7: The Positional Space Surface (PSS) and a couple of local coor- 
dinate frames. 
system attached to each cell of the PSS which encodes the direction of mea- 
surement/observation. One axes of the local coordinate system is the PSS 
surface normal while the others are defined appropriately. Figure 0.7 shows 
the PSS with the local coordinate frames at two cells. 
The representations of the camera, void patches, and seen surface in po- 
sitional space all make use of the concept of a ranging ray. A ranging ray 
is simply a ray in 3-space along which a range measurement is taken. An 
observation ray is also a ray in 3-space but it represents a vantage point and 
direction to view a void patch or seen surface. When a ranging ray and an 
observation ray coincide this means that a range measurement taken along 
the ranging ray will range the void patch or seen surface of the observation 
ray. 
To solve the next best view problem we will represent the ranging rays 
of the camera and the observation rays of the void patches and seen surface 
as point clouds in positional space. A solution will be found by "aligning" 
these points clouds. 
A representation of the camera in positional space is determined by find- 
ing those ranging rays which intersect the PSS and therefore samples the 
viewing volume. Note that each pixel in a range image has its own ranging 
ray and that the ranging rays of some cameras are parallel but in many cases, 
world coordinate origin PSS 
\ L, 
nter of turntable 
ranging rays 
Figure 0.8: A top view of the PSS in our setup. Shown are the centers of the 
world coordinate system (which is the center of rotation of the Cyberware 
scanner), the center of rotation of the turntable, the mesh of a partially 
scanned free-form object, and the directions of the ranging rays from one 
scan of the cyberware. Only the ranging rays of the top row of the PSS are 
shown. 
like ours, they are not. A representation is constructed by determining those 
cells on the PSS through which ranging rays pass and then record the local 
direction of the ray. For each intersected cell on the PSS we get a point 
(w, y ,8 ,4)  in positional space, (w, y) for the cell on the PSS and (8,4) for 
the local direction. Let the representation of the camera be: 
1 if a ranging ray intersects PSS cell (w, y) with 
pc(w, Y, 994) = local direction (8,4) (0.1) 
0 otherwise 
Figure 0.8 is a top view of a model of our setup including the PSS, the 
global coordinate system center, the center of rotation of the turntable, the 
surface mesh of a partially scanned free-form object (a mug), and most im- 
portantly the ranging rays of the camera. Only the ranging rays of the top 
row of the PSS are shown. The Y axes of the world coordinate system is the 
center of rotation of the Cyberware Scanner. Note how all of the ranging 
rays converge at the center of rotation of the Cyberware scanner and how 
they intersect the PSS. 
In a similar fashion we get the void surface's image in positional space by 
projecting each void patch onto the PSS along an observational ray. Specif- 
ically, for each void patch one observation ray is projected onto the PSS. 
Let C denote the cell in the PSS which the observation ray intersects. The 
ray is defined by one edge point along the silhouette of the object and the 
normal of the void patch2 Each observational ray is given a confidence c, 
depending on how obliquely the void patch is observed from the cell C. c, 
is defined simply as c, = (r': - vj)e where r", is the observation ray, e is the 
length of the edge of the void patch along the silhouette of the seen surface, 
v; is the normal to the void patch and both vectors are normal. Once we've 
determined where on the PSS an observation ray hits it is mirrored to point 
back into the viewing volume to determine its local direction, i.e. --*r, is used 
to determine the values of 8 and 4 for the observation ray. 
Since each void patch can be observed from many different angles, the cells 
near C are enumerated in a breadth first fashion to produce other observation 
2Since the ranging rays of the Cyberware scanner are all perpendicular to the Y axes 
of the world coordinate system (see figure 0.2) the observation rays are projected in the 
plane passing through the edge point and perpendicular to the Y axes. That is, the y 
component of the normal is set to zero to get the vector for the observation ray. 
rays for the void patch. That is, observation rays are generated for each cell 
on the PSS which can observe the void patch such that the angle between 
the observation ray and the normal of the void patch is less than a constant 
angle y5. The farther a cell is from C the lower its confidence c, will be since 
it is observing the void patch from a more oblique angle. The constant angle 
y5 depends on the range sensor used and is determined during calibration as 
the maximum angle between laser and surface normal which gives a range 
measurement within the specified tolerances of the setup. Each observation 
ray therefore gives rise to a point in positional space and the collection of 
these points for all the void patches is the representation P,() of the void 
surface in positional space. Specifically: 
C,; c, if r: intersects PSS cell (w, y)  
PV(w7 Y 7 6 4 )  = where the local direction of -;, is (0,4) (0.2) 
otherwise 
As an example, consider figure 0.9(a) which shows the decimated mesh 
of a single view of a coffee mug. The darker triangles are the void patches. 
Since this is a mesh from a single range image the void patches are parallel 
to the direction the laser was traveling when it sampled the edge points of 
the mesh. Figure 0.9(b) shows the same mesh but it also shows the best 
observation ray for each void patch and the PSS surface where each cell is 
shaded according to the cumulative confidence of all observation rays which 
are incident to the cell. The higher the confidence, the brighter the cell. Note 
how the void patches from the inside of the handle (they cannot be seen from 
this viewing angle) project observation rays across the front of the mesh. 
Finally, the representation of the seen surface P, () in positional space is 
determined by considering the observation rays of each vertex in the mesh 
of the seen surface. Each observation ray is defined by a vertex in the mesh 
and the average normal of all triangles sharing the vertex3. As with the void 
patches, each vertex generates an observation ray to all those cells of the PSS 
which observe the vertex at an angle less than y5. The value of each point 
in positional space defined by the observation rays of the seen surface is a 
function of the local curvature of the surface at that vertex. Specifically: 
3Again, for the Cyberware, the y coordinate of the normals are set to zero because its 
ranging rays are all parallel to the XZ plane 
Figure 0.9: (a)The decimated mesh of one view of a mug. The darker trian- 
gles are void patches. (b)The mesh from (a) with showing the best observa- 
tion ray for those void patches which can be observed and the PSS. The PSS 
cells are shaded according to the cumulative confidence of all the observation 
rays which intersect. The more cumulative confidence, the brighter the cell. 
C,; 6Kp if r,  intersects PSS cell (w, y)  
Ps(w7 Y, 894) = { 0 where the local direction of -;, is (6,qJ) otherwise 
Iai-a .I (0.3) 
where 6Kp = maxi<;<, - - ( 1  K;,i+l - K;+l,i+Z 1) and Kitj = (4 n;) where 
1 is the number of triangles around point p, a; is the area of ith triangle T;, 
4 is the normal of T;, and the triangles around vertex p have been ordered 
counterclockwise. K;j is simply a crude estimate of the curvature between 
adjacent triangles T; and Tj and 6Kp is the maximum difference in curvature 
between adjacent triangles around a vertex p. 
The representation of the seen surface is weighted by changes in curvature 
because when two views of an object need to be registered using the ICP 
algorithm the "features" on the surface of the object will be crucial. If the 
object were of constant curvature then there are many equally valid ways 
to register them, i.e. many local minima of the objective function used in 
registration. Constraints are introduced by bumps on the objects surface 
and we wish to make sure the next view will rescan at least a few of these 
features. 
To avoid self occlusions all ranging and observation rays which intersect 
the seen surface are removed. In addition, since our range sensor operates 
under the principal of triangulation, it is necessary that there be two unob- 
scured viewing angles to each vertex on the seen surface, one for the laser 
stripe to illuminate the surface and one for the camera to image it. All rays 
which do not meet this criterion are also removed. 
0.5.2 Determining the Motion Parameters 
Given the representation PC()  for a given range camera and setup, and the 
representations P,() and P, for the void patches and seen surface of the 
partial model we solve for the relative motion between camera and object by 
maximizing a non-linear objective function N ( )  over the parameters of the 
PSS. Specifically we maximize: 
where 
and o(v, s) is some function. The PSS is treated as wrapped along the pa- 
rameters of minimization so that Pc(n + l, . . .) = Pc(l, . . .). Since there is 
only one motion parameter in our system, i.e. the turntable, we maximize 
over only one parameter of the PSS instead of both. By minimizing over the 
subspace defined by the PSS and adding these parameters to the represen- 
tation of the camera (i.e. Pc(w - i, y, 0,4)) we are in effect translating the 
camera's representation along the hyperplane defined by the PSS in posi- 
tional space. Since the parameters of the PSS represent the relative motions 
possible between the camera and object the analog to translating the cam- 
era's representation in positional space is some physical motion between the 
camera and object in the real world. The actual motion achieved depends on 
the shape of the PSS and its parameterization. As PC() is translated some 
non-zero values will coincide with the non-zero values of Pv() and Ps() indi- 
cating that at that position the camera could range the void patch or seen 
surface which gave rise to the points in Pv() or P,(). This works because 
the direction vectors for the ranging and observation rays are defined in a 
coordinate system local to each cell of the PSS. 
In order to view as much of the void volume as possible the function 
o(v, s) should simply equal v. However, this does not take into consideration 
the fact that the next view must overlap with the existing model by some 
amount in order to achieve proper registration. This information is provided 
by the surface parameter s. We have achieved excellent results with the 
simple non-linear : 
v i f s > t  
o(v, S) = 0 otherwise 
for some threshold t. A good estimate for t can be obtained by observing the 
values of s when a few (3 or 4) features are observed. 
Since there is a physical interpretation to the parameters of the PSS the 
relative motion between camera and object are directly obtainable. In our 
Figure 0.10: The rendered surface mesh of a crumpled coke can (a) and an 
intensity image of the coke can. The mesh was constructed from 4 different 
views. The detail near the top of the can has been lost due to (correctable) 
integration errors. 
case the turntable should be rotated to the angle: 
where i is the maximum parameter value of N ( i )  and n is the number of cells 
in the first dimension of the PSS. 
Examples 
The rendered surface of a partially crumpled coke can automatically con- 
structed from 4 images using our next best view algorithm is shown in figure 
O.lO(a) and an intensity image of the coke can is shown in figure 0.10(a)4. 
Since there is only one degree of freedom to our system, i.e. rotation of the 
turntable, it is necessary to acquire an additional model with the coke can 
standing upright. Figure 0.1 l(a) shows the rendered mesh of the same crum- 
pled coke can imaged on its end and in figure O.ll(b) an intensity image of 
the real coke can. 
4Due to errors in integration of the multiple range images the detail at the top of the 
can has been partially lost. This is a temporary problem. 
Figure 0.11: The rendered surface mesh of a crumpled coke can imaged on 
its end (a) and an intensity image of the coke can. The mesh was constructed 
from 3 different views. 
Future Work 
The most important extension of this work will be to augment the algorithm 
so that it can be proven that the range data gathered from a new view will 
be properly aligned with the model. In addition, the algorithm should be 
able to determine if there is no next view which will guarantee alignment. 
Without this extension it will always be necessary to have a human analyze 
the final model before it is used. We have made progress to this end and our 
results are forthcoming. 
A useful extension to the algorithm is to be able to guarantee that all 
surfaces will be sampled with a certain level of confidence. That is, each 
surface was sampled from a direction in which the laser and surface normal 
formed an angle less than some user-defined threshold. A solution to  this 
problem is easily obtained by considering the seen surface as also partially 
void depending on how well it was sampled. 
Finally, many setups will have only a limited range of relative motion 
between camera and object and so the entire object will not be able to be 
scanned without first being flipped. This is certainly the case with our setup, 
the object must be turned on its side to gather data about its top and bottom. 
We are pursuing work on automatically aligning these "unconstrained" views 
for which no estimate of relative motion exists. 
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