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Abstract
In this paper we show that a class of functions is matrix (operator) monotone and give some consequences
of it.
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1. Introduction
If A and B are Hermitian matrices and A − B is positive semidefinite, then we say that
A  B. Let f : [0,+∞) → [0,+∞) be any map. We say that f is matrix monotone of order n
if f (A)  f (B) whenever A and B are n × n matrices with A  B  0. If f is matrix monotone
of order n for all n = 1, 2, . . . , then we say that f is matrix (operator) monotone.
It is known (see e.g. [2]) that a matrix monotone function f has a representation of the form
f (t) =
∫ ∞
0
t (1 + s)
t + s dμ(s), t > 0,
where μ is a positive finite measure on the half-line [0,+∞).
Motivated by the possible extension of information geometry to the quantum mechanical
setting, Chentsov and Morozova started to study monotone Riemannian metrics on the manifold
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of n × n density matrices. They proved [3] that such a metric determines a positive function
c(λ, μ) of two variables which has the following properties:
c(λ, μ) = c(μ, λ), λ, μ > 0,
c(λ, λ) = Cλ−1 and c(tλ, tμ) = t−1c(λ, μ), t, λ, μ > 0,
where C > 0 is a positive constant. Below a function satisfying the above properties is called
Morozova–Chentsov function. Somewhat later Petz [4] showed that a Morozova–Chentsov func-
tion gives a monotone metric if and only if
c(λ, μ) = 1
μf (λμ−1)
, λ, μ > 0 (1)
for a matrix monotone function f : (0,∞) → (0,∞) satisfying the functional equation
f (t) = tf (t−1), t > 0. (2)
In the work [5], the concrete functions
fa(t) :=a(1 − a) (t − 1)
2
(ta − 1)(t1−a − 1) (−1 < a < 2) (3)
appeared (in the construction of metrics) and their matrix monotonicity was proved by a repre-
sentation in the form of a triple integral of known monotone functions [5,6].
In [7,8] Uchiyama considered functions were defined implicitly and he proved among other
things, if h is a real-valued function on (λ,∞) and u(t) := (t − λ)αeh(t) for λ < t < ∞, where
α  1 is a real constant and −h′ is non-positive and operator monotone on (λ,∞), then the inverse
function u−1 is operator monotone on (0,∞). To prove his theorems he used complex analytical
methods which is based on Lemma 5.
The aim of this paper is to generalize the parametrized family (3) and to prove some conse-
quences. Our proof is also based on Lemma 5, but we give the class of matrix monotone functions
explicitly.
2. Results
Theorem 1. Let αi, βi > 0 (i = 1, . . . , n), and γ  0 be real numbers, αi :=2ki + ri,
βi :=2i + si, γ :=2p + q, where ki, i  0, p  0 are integers, 0  ri  1 (i = 1, . . . , u),
0  sj  1 (j = 1, . . . , v), 1 < ri < 2 (i = u + 1, . . . , n), 1 < sj < 2 (j = v + 1, . . . , n), 0 
q < 2. Assume that
(i) αi /= βj , i, j = 1, . . . , n;
(ii) 0  γ +∑ni=1αi −∑nj=1 βj  1;
(iii) there exists integer b such that
2b + 1q + u − n + v +
n∑
i=u+1
ri −
v∑
j=1
sj
q + n − u − v +
u∑
i=1
ri −
n∑
j=v+1
sj  2b.
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Then
f (t) :=
⎧⎪⎪⎨
⎪⎪⎩
tγ
n∏
i=1
(tαi − 1)/(tβi − 1) if t /= 1,
n∏
i=1
αi/βi if t = 1
is matrix monotone on [0,∞).
Remark 2. The condition (ii) is necessary as we will see in the proof.
Corollary 3. Let
fa(t) :=a(1 − a) (t − 1)
2
(ta − 1)(t1−a − 1) .
Then fa is matrix monotone on (0,+∞) if a ∈ [−1, 2], otherwise it is not so.
We can give a class of Morozova–Chentsov functions.
Corollary 4. Let αi, βi > 0 (i = 1, . . . , n), be real numbers, αi :=2ki + ri, βj :=2j + sj ,
where ki, j  0, are integers, 0  ri  1 (i = 1, . . . , u), 0  sj  1 (j = 1, . . . , v), 1 < ri <
2 (i = u + 1, . . . , n), 1 < sj < 2 (j = v + 1, . . . , m). Assume that
(i) αi /= βj , i, j = 1, . . . , n;
(ii) −1 ∑ni=1 αi −∑nj=1 βj  1;
(iii) there exists integer b such that
2b + 1 1
2
+ 1
2
n∑
j=1
βj − 12
n∑
i=1
αi + u − n + v +
n∑
i=u+1
ri −
v∑
j=1
sj
 1
2
+ 1
2
n∑
j=1
βj − 12
n∑
i=1
αi + n − u − v +
u∑
i=1
ri −
n∑
j=v+1
sj  2b.
Then
c(λ, μ) = (λμ)−1/2
n∏
i=1
sinh
(
βi
2 ln
λ
μ
)
sinh
(
αi
2 ln
λ
μ
)
is a Morozova–Chentsov function.
3. Proofs
The next lemma is the key result for proving our results.
Lemma 5. Let f : [0,+∞) → [0,+∞) be any map. Then f is matrix monotone if and only if
it has a holomorphic continuation mapping the upper half complex plane into itself.
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Proof. See [1, V. 4]. 
The following lemma is well-known.
Lemma 6. If  ⊂ C is a connected open set, f is holomorphic in , then f () is either a
connected open set or a point.
Proof of Theorem 1. Denote S(R) :=[−R, 0) ∪ [0, R] ∪ {z | |z| = R,mz > 0}, we will
choose R > 0 later large enough. Due to the above lemmas, it is enough to prove that f maps
S(R) into the upper half plane.
Obviously f maps [0,+∞) into itself. If we define log z as log 1 :=0, then f has holomorphic
continuation onto the upper half plane.
To prove that f maps the upper semi circle into the upper half plane it is enough to investigate
the argument of the image. We know that
Arg z1z2 = Arg z1 + Arg z2
and
Arg z1/z2 = Arg z1 − Arg z2,
modulo 2, where Arg z is the argument of z /= 0.
Using this we obtain
Arg f (z) = γ Arg z +
n∑
i=1
Arg
(
zαi − 1)− n∑
j=1
Arg
(
zβj − 1).
Let ε > 0 be arbitrarily given. If R is large enough then
Arg(zα − 1) = Arg zα ± ε = α Arg z + O(ε).
Therefore
Arg f (z) =
⎛
⎝γ + n∑
i=1
αi −
n∑
j=1
βj
⎞
⎠Arg z + O(ε).
Since ε is arbitrary, by the assumption (ii) we obtain 0  Arg f (z)  .
At last consider the image of [−R, 0). We investigate again the argument of the image. We
obtain
ri  Arg
(
zαi − 1)  , i = 1, . . . , u,
sj  Arg
(
zβj − 1)  , j = 1, . . . , v,
  Arg
(
zαi − 1)  ri, i = u + 1, . . . , n,
  Arg
(
zβj − 1)  sj, j = v + 1, . . . , n.
Hence

(
n − u +
u∑
i=1
ri
)

n∑
i=1
Arg
(
zαi − 1)  
⎛
⎝u + n∑
i=u+1
ri
⎞
⎠
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and

⎛
⎝n − v + v∑
j=1
sj
⎞
⎠  n∑
j=1
Arg
(
zβj − 1)  
⎛
⎝v + n∑
j=v+1
sj
⎞
⎠.
From these inequalities we have

⎛
⎝q + u − n + v + n∑
i=u+1
ri −
v∑
j=1
sj
⎞
⎠  Arg f (z)
and
Arg f (z)  
⎛
⎝q + n − u − v + u∑
i=1
ri −
n∑
j=v+1
sj
⎞
⎠.
Using (iii) it follows that
  Arg f (z)  0.
So theorem is proved. 
Proof of Corollary 3. If a = 0 or a = 1 then
fa(t) = t − 1log t
which is matrix monotone.
If 0 < a < 1 then take
γ :=0,
n :=2, α1, α2 :=1,
β1 :=a, β2 :=1 − a.
In this case
q = 0,
n = 2, r1, r2 = 1, u = 2,
s1 = a, s2 = 1 − a, v = 2,
b = 0.
If a > 1 then
fa(t) = a(a − 1)ta−1 (t − 1)
2
(ta − 1)(ta−1 − 1) ,
if a = 2 then
f2(t) = 2t 1
t + 1
which is matrix monotone, so we may assume that a /= 2. Then take
γ :=a − 1,
n :=2, α1, α2 :=1,
β1 :=a − 1, β2 :=a.
84 V.E.S. Szabó / Linear Algebra and its Applications 420 (2007) 79–85
Consider the case 1 < a < 2. In this case
q = a − 1,
n = 2, r1, r2 = 1, u = 2,
s1 = a − 1, s2 = a, v = 1,
b = 0.
If a > 2 then the condition (ii) is not satisfied, therefore fa is not matrix monotone.
If a < 0 then
fa(t) = (−a)(1 − a)t−a (t − 1)
2
(t−a − 1)(t1−a − 1) ,
if a = −1 then
f−1(t) = 2t 1
t + 1
which is matrix monotone, so we may assume that a /= −1. Take
γ := − a,
n = 2, α1, α2 :=1,
β1 := − a, β2 :=1 − a.
Consider the case −1 < a < 0. In this case
q = −a,
n = 2, r1, r2 = 1, u = 2,
s1 = −a, s2 = 1 − a, v = 1,
b = 0.
If a < −1 then the condition (ii) is not satisfied, therefore fa is not matrix monotone. 
Proof of Corollary 4. Set
γ :=q := 1
2
+ 1
2
n∑
j=1
βj − 12
n∑
i=1
αi, p :=0.
Then the conditions (ii) and (iii) of Theorem 1 become (ii) and (iii) of Corollary 4, respectively,
and a calculation gives
f (t) = √t
n∏
i=1
sinh
(
αi
2 ln t
)
sinh
(
βi
2 ln t
) .
Using Eq. (1) we obtain the statement. 
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