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We consider scalar hyperbolic conservation laws with a non-
convex ﬂux, in one space dimension. Then, weak solutions of
the associated initial value problems can contain undercompres-
sive shock waves. We regularize the hyperbolic equation by a
parabolic–elliptic system that produces undercompressive waves
in the hyperbolic limit regime. Moreover we show that in an-
other limit regime, called capillarity limit, we recover solutions of
a diffusive–dispersive regularization, which is the standard regular-
ization used to approximate undercompressive waves. In fact the
new parabolic–elliptic system can be understood as a low-order
approximation of the third-order diffusive–dispersive regulariza-
tion, thus sharing some similarities with the relaxation approxi-
mations. A study of the traveling waves for the parabolic–elliptic
system completes the paper.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Consider for the unknown u = u(x, t) the homogeneous scalar law
ut + f (u)x = 0 (1.1)
in ΩT := R× (0, T ), T > 0. Here, f : R → R is a smooth ﬂux function which we assume to satisfy
f (0) = 0 without any loss of generality. Provided that f is nonlinear, it is well known that solutions
of the Cauchy problem associated to (1.1) can contain discontinuities, even for smooth initial data
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the ﬂux f is not convex or concave, i.e., if f ′′ vanishes at one point at least: in this case it is possible
to construct weak solutions that contain undercompressive waves.
In order to clarify what we mean by an undercompressive shock wave, consider for u± ∈ R and
s = ( f (u+) − f (u−))/(u+ − u−) the weak solution
U (x, t) =
{
u− if x− st < 0,
u+ if x− st > 0. (1.2)
The function U is called a (compressive) Lax shock wave if the inequalities
f ′(u−) > s > f ′(u+) (1.3)
hold. On the contrary, in this paper we focus on undercompressive shock waves U , which must fulﬁll
either
f ′(u±) < s or f ′(u±) > s. (1.4)
The remaining doubly undercompressive case f ′(u−) < s < f ′(u+) is not taken into account in our
study; this case occurs, for instance, in the Chapman–Jouguet theory of deﬂagration waves [6,11]. The
major interest in undercompressive waves stems from the fact that they appear in several applications
as bulk interfaces representing, e.g., phase boundaries [14], saturation fronts [32], precursors in thin
ﬁlm ﬂow [2] and so on. In this framework the scalar case (1.1) considered in this paper must be
understood as a simpliﬁed model which, however, captures main features of the problem.
In the general theory of conservation laws, a common approach to select meaningful weak solu-
tions consists ﬁrst in regularizing the system under consideration and then in studying the limit of
the solutions obtained for the regularized system when some characteristic parameter vanishes. In the
context of this paper the latter step is called the sharp-interface (or hyperbolic) limit. For a standard
viscous regularization of (1.1) only compressive waves can occur in this limit [7, §8.6]. However, un-
dercompressive waves can be driven as well by more reﬁned regularizations. The diffusive–dispersive
regularization
uεt + f
(
uε
)
x = εuεxx + γ ε2uεxxx (1.5)
is by now classical. Here, the singular parameter ε is assumed to be positive. The parameter γ > 0
keeps dissipation and dispersion in balance; it plays a role only in the study of traveling waves and
then the dependence on γ is omitted in the following. For the analysis of the sharp-interface limit
ε → 0 of (1.5) we refer to [27,12]. A complete study of the traveling waves in the case f (u) = u3,
including (1.2) under the condition (1.4), can be found in [14]. Moreover, the analysis in [14] rules out
the possibility of the doubly undercompressive case quoted above.
Let f be chosen such that f ′ is nonnegative or bounded. Denote by F :R→R the primitive of the
ﬂux f with F (0) = 0. Then it is readily checked that smooth solutions uε of (1.5) satisfy
d
dt
Eε
[
uε(., t)
]
 0 (1.6)
for t ∈ (0, T ), where Eε is the van der Waals’ type energy
Eε[u] =
∫ (
F (u) + γ ε
2
2
u2x
)
dx. (1.7)R
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energy density F is supposed to have multiple-well structure, in order to determine different phases.
We point out that Eε is not the only physically relevant choice; then, it is natural to investigate
the existence of other energies that are dissipated as well [25] by suitable regularizations of (1.1). The
aim of this paper is to analyze the energy
Eε,α[u, λ] =
∫
R
(
F (u) + α
2
(u − λ)2 + γ ε
2
2
λ2x
)
dx, (1.8)
which introduces both the unknown λ and the coupling parameter α > 0. The functional Eε,α has
been introduced in [29,30]; we refer to [3,23,24] for related functionals. Note that no derivatives of u
appear in (1.8), differently from (1.7). We will show in Lemma 3.3 that the energy Eε,α is dissipated
by the following parabolic regularization of (1.1) containing an elliptic constraint, in ΩT :
{
uε,αt + f
(
uε,α
)
x = εuε,αxx − α
(
uε,α − λε,α)x,
−γ ε2λε,αxx = α
(
uε,α − λε,α). (1.9)
Indeed, in order to avoid technicalities, most proofs are carried out either for the case of globally
Lipschitz-continuous ﬂuxes [17], i.e. ﬂuxes such that there is a constant L > 0 with
∣∣ f ′(u)∣∣ L (u ∈R), (1.10)
or/and the simplest nonconvex ﬂux leading to undercompressive waves, that is the cubic choice
f (u) = u3. (1.11)
The choice (1.10) enables us to consider double-well energies as in (1.7). Undercompressive shock
waves are supported as well by (1.10) provided that f is nonconvex.
Here follows a more precise description of the content of the paper. In Section 2 we show that
proﬁles of undercompressive waves can be realized by (1.9), as for the diffusive–dispersive equation
(1.5), for suitable values of the parameter γ . The proof of this result relies on the geometric singular
perturbation theory, see [9,10] or [15] for a detailed introduction, using α as singular parameter. In
the following sections we put for simplicity γ = 1. Section 3 contains some a priori estimates to be
used in the following. We continue in Section 4 with the analysis of the initial value problem for
(1.9); there, we prove the existence of global classical solutions. Finally, in Section 5, we will focus
on the behavior of solutions to (1.9) when either α → ∞ or ε → 0. The results re-display exactly
what was proven in [29] by variational calculus for the minimizers of Eε,α . First, for ﬁxed ε > 0, we
consider the diffusive–dispersive (or capillarity) limit α → ∞ and obtain convergence to solutions of
the diffusive–dispersive regularization (1.5). Then, for α > 0 ﬁxed, in the sharp-interface limit ε → 0 we
get convergence to solutions of the hyperbolic equation (1.1). In both cases the crucial point consists in
carefully exploiting the dissipation of the energy Eε,α . Appendix A shows some connections between
our results for (1.9) and the relaxation limits for a class of scaled systems arising in the modeling of
ﬂows of radiating gases [18]. Furthermore, an interesting relation with Camassa–Holm type equations
is investigated [5,13].
2. Undercompressive shock waves and dissipative admissibility
The aim of this section is to prove that, for all ε > 0 and α suﬃciently large, the parabolic–elliptic
system (1.9) with f provided by (1.11) admits smooth traveling-wave solutions, which converge al-
most everywhere for ε → 0 to an undercompressive shock wave solution of (1.1). This is proved in
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cerned, the diffusive–dispersive equation (1.5) can be understood as a singular perturbation of (1.9).
Traveling-wave proﬁles of both Lax and undercompressive shock waves for Eq. (1.5) have been
proved to exist [14,12] and behave analogously in the limit ε → 0. We refrain from making a similar
complete traveling-wave analysis for (1.9) because the current paper focuses on undercompressive
waves.
The notation in this section slightly differs from that used in the rest of the paper since we use
lower indices for simplicity. Both parameters ε and α are ﬁxed in the following.
About the scalar equation (1.1), if U is a shock wave as in (1.2) then s is given by
s = u2− + u−u+ + u2+. (2.1)
We only consider the case
u− > 0, (2.2)
since Eq. (1.5) is invariant under the transformation u → −u. Under (2.2) the ﬁrst condition in (1.4)
is empty while the second one holds if
−2u− < u+ < −u−
2
. (2.3)
Throughout this section we always assume (2.2)–(2.3) and s is given by (2.1).
2.1. Traveling waves for the diffusive–dispersive regularization
We search for traveling waves, i.e., solutions
U ε(x, t) = u
(
x− st
ε
)
that satisfy (1.5) together with u(±∞) = u± , u′(±∞) = 0 and u′′(±∞) = 0. The search for a traveling-
wave solution U ε can be formulated as the ordinary boundary-value problem
{
u′ = z, u(±∞) = u±,
γ z′ = −z − su + f (u) + c, z(±∞) = 0, (2.4)
with unknowns (u, z) :R→R2, where
c := su− − f (u−) = su+ − f (u+). (2.5)
There are three rest points (u,0) for the ﬂow in (2.4), namely, for u assuming the values
u+ < u0 = −(u+ + u−) < u−,
where the inequalities follow from (2.3). It is useful to introduce the cubic polynomial
p(u) := su − f (u) − c,
which vanishes at the rest points; the dependence on u± is dropped for simplicity. Then, p is bistable
and the complete problem (2.4) is analogous to that studied in the classical paper [1].
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√
1− 4γ p′(u) ]/(2γ ) and u± are
both saddles if and only if p′(u±) < 0. This condition is equivalent to (2.3).
Therefore we cannot expect the existence of a traveling wave for arbitrary γ ∈ R. With this in
mind we consider γ as an additional real-valued unknown function and augment (2.4) by a trivial
equation, obtaining
⎧⎨
⎩
u′ = z, u(±∞) = u±,
γ z′ = −z − p(u), z(±∞) = 0,
γ ′ = 0, γ (0) = l.
(2.6)
The sets
M±0 =
{
(u±,0, l)
∣∣ l ∈R, l = 0}⊂Ru ×Rz ×Rγ (2.7)
are one-dimensional submanifolds of the critical manifold of rest points to (2.6). In view of the hyper-
bolicity of (u±,0) with respect to (2.4), the linearization of the ﬂow of (2.6) at any point of M±0 has
exactly one eigenvalue, namely 0, on the imaginary axis. Therefore the manifolds M±0 are normally
hyperbolic [15].
Motivated by the change of variables (2.14) presented in the next subsection for (1.9), we rewrite
(2.6) in an equivalent form. We deﬁne
w := z + p(u) (2.8)
so that z = w − p(u). This change of variables is a diffeomorphism with unit Jacobian determinant.
We then obtain for the variables (u,w) the problem
⎧⎪⎪⎨
⎪⎪⎩
u′ = w − p(u), u(±∞) = u±,
w ′ = −w
γ
+ p′(u)(w − p(u)), w(±∞) = 0,
γ ′ = 0.
(2.9)
We denote
M±0 =
{
(u±,0, l)
∣∣ l ∈R, l = 0}⊂Ru ×Rw ×Rγ
the transformed manifolds of (2.7), which are still normally hyperbolic. From [14] the following results
can be collected.
Theorem 2.1. Consider the boundary-value problem (2.4), or equivalently (2.9), under assumptions (1.11) and
(2.2). Then the following holds.
(i) If
−u− < u+ < −u−
2
, (2.10)
then there is a unique number γ¯ > 0 such that, up to shifts, there is a unique solution of (2.4) (and (2.9)
with γ = γ¯ ).
(ii) The intersection of the unstable manifold W u(u−, γ¯ ) emanating from (u−,0, γ¯ ) ∈ M−0 and the stable
manifold W s(u+, γ¯ ) from (u+,0, γ¯ ) ∈ M+0 is transversewith respect to the ﬂow of the augmented system
(2.9).
1404 A. Corli, C. Rohde / J. Differential Equations 253 (2012) 1399–1421Proof. Concerning (i), in [14] it is proved that if u− > 2
√
2
3
√
γ then there is a saddle to saddle connec-
tion to u+ = −u− +
√
2
3
√
γ . The statement above is deduced estimating γ in terms of u− and then
estimating consequently u+ . Remark that the weaker (2.3) simply expresses the undercompressive
condition, while the stronger (2.10) is a consequence of the assumptions for the existence of an in-
variant parabola [14, Theorem 3.4].
About (ii), the heteroclinic trajectory joining (u−,0) with (u+,0) of the previous item can be
viewed as the intersection of the unstable manifold of the line M−0 of critical points with the stable
manifold of the line M+0 , in both cases at least for γ in a small neighborhood of γ¯ . Transversality is
then proved as in [14, (3.22)]; see also [15, §4.5] for a different proof. 
Since (2.10) implies (2.3), the solution provided by Theorem 2.1 is undercompressive in the sense
that, in the limit ε → 0+, it provides an undercompressive shock wave to (1.1) as in (1.2).
2.2. Traveling waves for the parabolic–elliptic regularization
Now, we return to the system (1.9). A traveling-wave solution to (1.9) with speed s is a solution to
(1.9) of the form
(
Uε,α(x, t), Lε,α(x, t)
)= (uα
(
x− st
ε
)
, λα
(
x− st
ε
))
(2.11)
satisfying (uα(±∞), λα(±∞)) = (u±, λ±) and u′α(±∞) = λ′α(±∞) = 0. The states u± and λ± can
depend on α, but we dropped this index for simplicity of notation. By construction, the existence of
a traveling wave (2.11) to (1.9) implies the convergence almost everywhere of {Uε,α}ε>0 for ε → 0 to
the undercompressive shock wave U to (1.1) as in (1.2).
By plugging the previous ansatz about (Uε,α, Lε,α) into (1.9) we see that (uα,λα) must solve the
system
{
u′α = α(uα − λα) − p(uα),
−γ λ′′α = α(uα − λα).
(2.12)
For (u±, λ±) to be rest points of the ﬂow in (2.12) we must have λ± = u± . Therefore the assumption
u′α(±∞) = 0 implies that c in (2.12) is still deﬁned by (2.5). In conclusion, system (2.12) is completed
by the boundary conditions
uα(±∞) = λα(±∞) = u±, λ′α(±∞) = 0. (2.13)
We make the change of variables
wα := α(uα − λα). (2.14)
Eq. (2.12)1 now reads u′α = wα − pα ; then u′′α = w ′α − p′α(wα − pα), where we wrote pα = p(uα) for
short. By (2.12)2 we deduce
w ′′α = α
(
wα
γ
+ u′′α
)
= α
γ
(
wα − γ p′α(wα − pα) + γ w ′α
)
.
Denoting vα = w ′α and
G(u,w, γ , v) = 1
γ
(
w − γ p′(u)(w − p(u))+ γ v),
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u′α = wα − p(uα), uα(±∞) = u±,
w ′α = vα, wα(±∞) = 0,
γ ′α = 0,
1
α
v ′α = G(uα,wα,γα, vα), vα(±∞) = 0,
(2.15)
where we again understood γα as an unknown.
If we compare (2.15) with (2.9) we realize that (2.9) is the reduced system, for α = ∞, of (2.15),
governing the slow ﬂow. Thus the system (2.15), which is written with respect to a slow-time scale,
falls into the framework of the geometric singular perturbation theory for α suﬃciently large [9,15].
We now state our ﬁnal result.
Theorem 2.2. Consider the boundary-value problem (2.12)–(2.13), or equivalently (2.15), with (1.11) and
assume (2.2)–(2.10).
Then, for α  1 there is a unique number γ¯α > 0 such that, up to shifts, there is a unique solution of (2.15)
with γα = γ¯α and thus a solution of (2.12)–(2.13). Moreover, we have γ¯∞ = γ¯ .
Proof. We rely on the formulation of the geometric singular perturbation theory provided in [10,
Proposition 3.2]. There are two conditions to be checked. First, the equation
G(u,w, γ , v) = 0 (2.16)
must have a manifold C0 ⊂R×R× (0,∞)×R of solutions that is the graph of some smooth function
h = h(u,w, γ ), mapping (a subset of) R × R × (0,∞) into R. Second, we need that Gv = 0 in C0.
Under these conditions it follows that, for α suﬃciently large:
(a) normally hyperbolic (manifolds of) rest points of the reduced system (2.9) extend to normally
hyperbolic (manifolds of) rest points for the singularly perturbed system (2.15);
(b) transverse intersections of the associated stable and unstable manifolds of (2.9) persist for the
system (2.15).
In view of Theorem 2.1(ii) it remains to check the conditions above. This is straightforward: since
γ > 0, the implicit equation (2.16) is uniquely solved as
v = −w
γ
+ (s − f ′(u))(w − p(u))=: h(u,w, γ ),
which deﬁnes a manifold C0 on which Gv ≡ 1. Thus both conditions above hold and the theorem is
proved. 
3. A priori estimates
In the following, in order to simplify notation we let
γ = 1.
First, we brieﬂy discuss the elliptic equation
−ν2λνxx + λν = w (3.1)
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[4, Example 8, Ch. VIII]. An explicit expression for λν is obtained introducing
K ν(x) = 1
2ν
e−
|x|
ν . (3.2)
The kernel K ν has unit integral, K ν → δ as ν → 0 in D′ and in D′ it satisﬁes
−ν2K νxx = δ − K ν . (3.3)
Then K ν is a fundamental solution of the homogeneous part in (3.1) and λν = K ν ∗ w solves (3.1);
here, and in the following, ‘∗’ denotes convolution with respect to the space variable x. Moreover,
λν is continuous and it is precisely the unique solution stated above, because λν → 0 as |x| → ∞ [19,
Lemma 2.20]. As a consequence, ‖λν‖L2(R)  ‖w‖L2(R) . In the following we shall always refer to such
solution.
The solution of the equation
−ε2λε,αxx = α
(
uε,α − λε,α) (3.4)
is therefore
λε,α = K ε√α ∗ uε,α. (3.5)
From this formula and (3.3) we deduce that both the equation
uε,αt + f
(
uε,α
)
x = εuε,αxx + ε2
(
K
ε√
α ∗ uε,α)xxx (3.6)
and the equation
uε,αt + f
(
uε,α
)
x = εuε,αxx + α
(
K
ε√
α ∗ uε,α − uε,α)x (3.7)
are equivalent to (1.9) at least for functions uε,α with uε,α(., t) ∈ H2(R).
We return to the initial value problem for (1.9). Consider
uε,α(.,0) = u0 (3.8)
for some function u0 ∈ L2(R) and let λε,α0 be the solution of
−ε2λε,α0,xx = α
(
u0 − λε,α0
)
. (3.9)
A priori estimates for solutions of (1.9), (3.8) are given below under the following assumption.
Assumption 3.1. Let either (1.10) or (1.11) hold, u0 ∈ H3(R) and T > 0. For every ε,α > 0 there exists
a classical solution (uε,α, λε,α) : Ω¯T →R2 of (1.9), (3.8) that satisﬁes
uε,α ∈ C31
(
(0, T ] ×R)∩ L∞(0, T ; H3(R)), (3.10)
In case of (1.11) we also require u0 ∈ L4(R) and
uε,α ∈ L∞(0, T ; L4(R)). (3.11)
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condition. In Remarks 3.7 and 4.3 we motivate this choice, which is needed for having estimates
independent of α. We prove later on in Theorem 4.1 a result on local existence, uniqueness and reg-
ularity of solutions to (1.9), (3.8); in Theorem 4.2 such solutions are extended to global solutions and
then proved to satisfy Assumption 3.1.
Above, by a classical solution we mean a function u ∈ C21(ΩT ), the space of functions in ΩT having
two continuous derivatives in x and one continuous derivative in t , which satisﬁes (1.9) in ΩT and
(3.8) a.e. in R. We point out that the regularity H3 required for u0 does not depend on the choice of
f made in (1.10), (1.11). On the contrary, the space L4 is motivated precisely by (1.11).
We begin with an L∞(0, T ; L2)-estimate for solutions of (1.9), (3.8) which is uniform in both pa-
rameters ε and α.
Lemma 3.2. Let Assumption 3.1 hold. Then, for t ∈ [0, T ] we have
1
2
∥∥uε,α(·, t)∥∥2L2(R) + ε∥∥uε,αx ∥∥2L2(Ωt ) = 12‖u0‖2L2(R). (3.12)
Proof. We drop the upper indices and write for simplicity (u, λ) = (uε,α, λε,α). By Assumption 3.1
and Morrey’s estimate (see, e.g., [8, §5.6.2] or [4, Corollary VIII.8]), we deduce the decay
lim|x|→∞
∣∣u(x, t)∣∣= 0
for every t ∈ (0, T ]. By multiplying (1.9)1 by u and integrating with respect to x we ﬁnd
1
2
d
dt
∫
R
u2 dx+ ε
∫
R
(ux)
2 dx = −α
∫
R
u(u − λ)x dx. (3.13)
Moreover, we have that λ(., t) = K ε√α ∗ u(., t) ∈ H2(R) which implies as above
lim|x|→∞
∣∣λ(x, t)∣∣= lim|x|→∞
∣∣λx(x, t)∣∣= 0.
By differentiating (1.9)2 with respect to x, multiplying it by λ and then integrating with respect to x
we ﬁnd
α
∫
R
λ(u − λ)x dx = 0. (3.14)
By summing up (3.13) and (3.14) we obtain
1
2
d
dt
∫
R
u2 dx+ ε
∫
R
(ux)
2 dx = 0. (3.15)
An integration with respect to time gives (3.12). Remark that in the above proof we needed neither
u0 ∈ L4(R) nor (3.11). 
The next result will be crucial in the following. It shows that the system (1.9) dissipates the energy
functional Eε,α in (1.8).
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have the estimate
Eε,α
[
uε,α(., t), λε,α(., t)
]− Eε,α[u0, λε,α0 ]
 L
2
‖u0‖2L2(R) − ε
(
α
∥∥uε,αx − λε,αx ∥∥2L2(Ωt ) + ε2∥∥λε,αxx ∥∥2L2(Ωt )). (3.16)
The choice (1.11) leads to the relation
Eε,α
[
uε,α(., t), λε,α(., t)
]− Eε,α[u0, λε,α0 ]
= −ε(∥∥3uε,αx uε,α∥∥2L2(Ωt ) + α∥∥uε,αx − λε,αx ∥∥2L2(Ωt ) + ε2∥∥λε,αxx ∥∥2L2(Ωt )). (3.17)
Proof. We write again (u, λ) = (uε,α, λε,α) for simplicity. We multiply (1.9)1 by f (u) = F ′(u); then
we multiply again (1.9)1 by α(u − λ) and (1.9)2 by λt . Finally, we integrate with respect to x and
obtain
d
dt
∫
R
F (u)dx+
∫
R
f (u)x f (u)dx = ε
∫
R
uxx f (u)dx− α
∫
R
(u − λ)x f (u)dx, (3.18)
α
∫
R
ut(u − λ)dx+ α
∫
R
f (u)x(u − λ)dx = εα
∫
R
uxx(u − λ)dx
− α2
∫
R
(u − λ)x(u − λ)dx, (3.19)
−ε2
∫
R
λxxλt dx = α
∫
R
(u − λ)λt dx. (3.20)
Moreover,
∫
R
uxx(u − λ)dx = −
∫
R
(ux)
2 dx−
∫
R
uλxx dx
= −
∫
R
(ux)
2 dx+
∫
R
(λx)
2 dx+ ε
2
α
∫
R
(λxx)
2 dx.
The second line above was obtained by plugging the expression of u deduced from (1.9)2. Here and
in the following we exploited (3.10) to justify integration by parts.
By summing up (3.18)–(3.20) and taking into account the previous identity, we obtain
d
dt
∫
R
{
F (u) + α
2
(u − λ)2 + ε
2
2
(λx)
2
}
dx+
∫
R
{
ε(ux)
2 f ′(u) + εα(ux)2
}
dx
= ε
∫
R
{
α(λx)
2 + ε2(λxx)2
}
dx. (3.21)
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−ε2
∫
R
(λxx)
2 dx = ε2
∫
R
{
2λxλxxx + (λxx)2
}
dx
=
∫
R
{−2αλxux + 2α(λx)2 + ε2(λxx)2}dx.
As a consequence,
∫
R
{
α(ux)
2 − α(λx)2 − ε2(λxx)2
}
dx =
∫
R
{
α(ux − λx)2 + ε2(λxx)2
}
dx.
Then (3.21) ﬁnally writes
d
dt
∫
R
{
F (u) + α
2
(u − λ)2 + ε
2
2
(λx)
2
}
dx
+ ε
∫
R
{
(ux)
2 f ′(u) + α(ux − λx)2 + ε2(λxx)2
}
dx = 0 . (3.22)
Now, we integrate with respect to t . In the case (1.11) the equality (3.17) follows at once; in the case
(1.10) an application of Lemma 3.2 gives (3.16). 
Remark 3.4. Consider u0 as in Assumption 3.1 with the choice (1.11). The initial energy Eε,α[u0, λε,α0 ]
contains terms that depend implicitly on ε and α. However, by (3.9) and (3.5) we have
∥∥u0 − λε,α0 ∥∥L2(R) = ε2α
∥∥λε,α0,xx∥∥L2(R)  ε2α ‖u0‖H2(R),∥∥λε,α0,x ∥∥L2(R)  ‖u0‖H1(R).
As a consequence,
Eε,α
[
u0, λ
ε,α
0
]
 1
4
‖u0‖4L4(R) +
ε2
2
(
‖u0‖2H1(R) +
ε2
α
‖u0‖2H2(R)
)
, (3.23)
showing that Eε,α[u0, λε,α0 ] depends on none of the parameters α and ε in a critical way. Therefore
the quantities
∥∥uε,αx f ′(uε,α)∥∥2L2(Ωt ), α∥∥uε,αx − λε,αx ∥∥2L2(Ωt ), ∥∥λε,αxx ∥∥2L2(Ωt )
are bounded uniformly with respect to α by a constant depending on ε (and T ).
It is straightforward to check that the same statement holds in case of (1.11) with L2‖u0‖2L2(R)
instead of 14‖u0‖44 in (3.23).L (R)
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Lemma 3.5. Let Assumption 3.1 hold. Then we have for t ∈ [0, T ]
∥∥∂ lxλε,α∥∥L2(Ωt )  ∥∥∂ lxuε,α∥∥L2(Ωt ) (l = 0,1,2,3),∥∥λε,αt ∥∥L2(Ωt )  ∥∥uε,αt ∥∥L2(Ωt ).
Now, we show that the L2-norms of both uε,α and uε,αt are uniformly bounded with respect to α.
By Lemma 3.5 the same bounds shall apply to λε,α , too.
Lemma 3.6 (Uniform boundedness). Consider a family of solutions {(uε,α, λε,α)}ε,α>0 to (1.9), (3.8) satisfying
Assumption 3.1. Then, there exists a constant C(ε) > 0, which is independent of α and T , such that
∥∥uε,α∥∥L2(0,t;H3(R)) + ∥∥uε,αt ∥∥L2(Ωt )  C(ε)t (t ∈ [0, T ]). (3.24)
Moreover uε,α ∈ C([0, T ]; H1(R)). At last, there is a continuous monotone-increasing function C(‖u0‖H3(R),
ε; ·) : [0, T ] → [0,∞), which depends on ‖u0‖H3(R) and ε but not on α, such that
∥∥uε,α(., t)∥∥L∞(R)  C(‖u0‖H3(R), ε; t) (t ∈ [0, T ]). (3.25)
Remark 3.7. We point out that an L∞-bound for uε,α as in (3.25) can be proven more directly using an
embedding argument and only an L∞(0, T ; H1(R))-regularity for uε,α . However, using this approach
it is hard to check that the function C is independent of α.
On one hand, this independence is essential for the singular limit α → ∞ in Section 5. On the
other hand, concerning the global existence of solutions, in Theorem 4.2 the parameter α is ﬁxed and
plays no role. In the latter case the assumptions can be relaxed, cf. Remark 4.3.
Proof of Lemma 3.6. First, remark that the estimate (3.24) and standard embedding theorems imply
uε,α ∈ C([0, t]; H2(R)) (cf. [31, Lemma 1.2, Ch. III], with V = H2(R) and H = H2(R)). Note that we
only use the H1-bound on uε,α and not the H3-bound also contained in (3.24).
Second, the existence of the function C and the estimate (3.25) are proved again by embedding
(apply e.g. [8, Theorem 2, p. 286] with X = H1(R)).
So we are left to prove (3.24). We use again the notation (u, λ) = (uε,α, λε,α). Remark that the
uniform estimate on ‖u‖L2(0,T ;H1(R)) is already contained in (3.12).
For the estimate on ‖uxx‖L2(ΩT ) , deﬁne v = ux and μ = λx . We derive (1.9)1 once with respect
to x; after multiplication by v and integration with respect to x we obtain
d
dt
∫
R
v2 dx+ ε
∫
R
(vx)
2 dx =
∫
R
f (u)xvx dx− α
∫
R
(vx − μx)v dx,
where for short we dropped both x and t in the arguments of the functions. Analogously, we differ-
entiate (1.9)2 twice with respect to x, multiply by μ and integrate with respect to x; we get
0 =
∫
R
∂x(μx)
2 dx = α
∫
R
(vx − μx)μdx.
Note that in both formulas above we used (3.10) and standard regularity properties of λ, as solution
of the elliptic equation (1.9)2, to perform integration by parts. Altogether we arrive for s ∈ [0, t] at
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dt
∫
R
(
v(·, s))2 dx+ ε ∫
R
(
vx(·, s)
)2
dx =
∫
R
f
(
u(·, t))xvx(·, s)dx.
In turn, Cauchy–Schwarz’s inequality implies
d
dt
∫
R
v2 dx+ ε
2
∫
R
(vx)
2 dx 1
2ε
∫
R
∣∣ f ′(u)ux∣∣2 dx. (3.26)
The right-hand side of (3.26) is bounded uniformly with respect to α and time because of Lemma 3.3
and Remark 3.4. Thus we have bounded ‖u‖L2(0,t;H2(R)) . The H3-boundedness follows exactly along
the same lines by differentiating (1.9) once more.
We turn to estimating the time derivative of u. Since u is a classical solution we compute, by
squaring (1.9)1 and integrating with respect to x,
∫
R
(ut)
2 dx = ε2
∫
R
(uxx)
2 dx+
∫
R
(
f ′(u)
)2
(ux)
2 dx+ α2
∫
R
(ux − λx)2 dx
− 2ε
∫
R
f ′(u)uxuxx dx+ 2α
∫
R
f ′(u)ux(ux − λx)dx
− 2α
∫
R
εuxx(ux − λx)dx.
This leads to
‖ut‖2L2(Ωt )  ε2‖uxx‖2L2(Ωt ) +
∥∥ f ′(u)ux∥∥2L2(Ωt ) + ∥∥α(u − λ)x∥∥2L2(Ωt )
+ 2ε∥∥ f ′(u)ux∥∥L2(Ωt )‖uxx‖L2(Ωt )
+ 2∥∥ f ′(u)ux∥∥L2(ΩT )∥∥α(u − λ)x∥∥L2(Ωt )
+ 2ε‖uxx‖L2(Ωt )
∥∥α(u − λ)x∥∥L2(Ωt ), (3.27)
and thus using (1.9)2 and the regularity of λ to
‖ut‖2L2(Ωt )  ε2‖uxx‖2L2(Ωt ) +
∥∥ f ′(u)ux∥∥2L2(Ωt ) + ε4‖λxxx‖2L2(Ωt )
+ 2ε∥∥ f ′(u)ux∥∥L2(Ωt )‖uxx‖L2(Ωt )
+ 2ε2∥∥ f ′(u)ux∥∥L2(Ωt )‖λxxx‖L2(Ωt )
+ 2ε3‖uxx‖L2(Ωt )‖λxxx‖L2(Ωt ).
The uniform boundedness of ‖ut‖L2(Ωt ) follows now from Lemma 3.3, Remark 3.4, Lemma 3.5, and
the uniform bound on ‖u‖L2(0,t;H3(R)) proved above. 
Let us note that the terms ‖α(u − λ)x‖L2(Ωt ) in (3.27) can be directly bounded with respect to
α by using Remark 3.4. Introducing the third-order derivative λxxx is only needed for the term
‖α(u − λ)x‖22 .L (Ωt )
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In this section we consider the initial value problem (1.9), (3.8) and prove that it has a unique
global solution for every positive ε and α, for suitable initial data. Because of (3.5) and (3.9) we focus
on (3.6) and only state our results for uε,α ; results for λε,α immediately follow. Moreover, since the
parameters ε and α are ﬁxed, we drop the dependence on both of them in the functions below.
Consider the Banach space B = L2(R) ∩ L∞(R), endowed with the norm
‖v‖B = max
{‖v‖L2(R),‖v‖L∞(R)},
and C([0, T ];B), with the related norm
‖u‖T ,B = sup
t∈[0,T ]
∥∥u(t)∥∥B,
where ‖u(t)‖B is a shortcut for ‖u(·, t)‖B . An analogous notation is used in the following for other
functions spaces.
The next result concerns the local existence of classical solutions to (1.9), (3.8). Here a general ﬂux
function f is considered instead of the special cases (1.10) or (1.11).
Theorem 4.1 (Local existence and regularity). Let f ∈ C1(R) and u0 ∈ B. Assume that ‖u0‖L∞(R)  r for some
r  0 and let L = L(r) be the Lipschitz constant of f in the interval [−2r,2r].
(i) The initial value problem (1.9), (3.8) has a unique classical solution u ∈ C([0, T0];B) for
T0 = T0(2r) = π
4
ε
(L(r) + α +√(L(r) + α)2 + πα3/2/2 )2 . (4.1)
(ii) Moreover, assume that u0 ∈ Wk,2(R) ∩ Wk,∞(R) and f ∈ Ck(R), for some k ∈N. Then the unique solu-
tion from (i) satisﬁes
u ∈ L2(0, T0;Wk,2(R) ∩ Wk,∞(R))∩ C([0, T0];Wk−1,2(R)). (4.2)
Proof. The proof is classical and goes on, for instance, as in [28, Theorem 14.2], following a slight
modiﬁcation due to [18]. Therefore we only provide a sketch. Note that, analogously to (3.6) and
(3.7), the system (1.9) can be written as the scalar equation
ut + h(u)x = εuxx + αHν ∗ u, (4.3)
with h(u) = f (u) + αu and Hν(x) = (K ν)′(x) = − sgn xν K ν(x), for ν = ε√α . Remark that ‖Hν‖L1(R) = 1ν .
(i) Deﬁne
X = {u ∈ C([0, T0];B): ‖u − Gε ∗ u0‖T0,B  ‖u0‖B},
where
Gε(x, t) = 1√
4πεt
e−
x2
4εt
denotes the heat kernel. Clearly, 0 ∈ X and ‖u‖T0,B  2‖u0‖B for every u ∈ X . Then we have ‖h(u) −
h(v)‖T0,B  (L(r) + α)‖u − v‖T0,B for any u, v ∈ X and t ∈ [0, T0].
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Φu = Gε ∗ u0 + Φ1u + Φ2u (4.4)
for
Φ1u =
t∫
0
∫
R
Gε(x− y, t − s) · h
(
u(y, s)
)
y dy ds,
Φ2u = α
t∫
0
∫
R
Gε(x− y, t − s) ·
(
Hν ∗ u)(y, s)dy ds.
We claim that Φ has a unique ﬁxed point u ∈ X .
First, we prove that ΦX ⊂ X , i.e., that for every u ∈ X we have
‖Φu − Gε ∗ u0‖T0,B = ‖Φ1u + Φ2u‖T0,B  ‖u0‖B.
In fact, for u ∈ X and t ∈ [0, T0] we have
∥∥Φ1u(t)∥∥Lq(R)  (L(r) + α)Cε√t sup
s∈[0,T0]
∥∥u(s)∥∥Lq(R), (4.5)
∥∥Φ2u(t)∥∥Lq(R)  αν t sups∈[0,T0]
∥∥u(s)∥∥Lq(R), (4.6)
for q = 2 or q = ∞; here Cε = 2√πε , so that
∫ t
0 ‖Gε(s)‖L1(R) = Cε
√
t . Then,
‖Φ1u‖T0,B 
(
L(r) + α)Cε√T0‖u‖T0,B  2(L(r) + α)Cε√T0‖u0‖B,
‖Φ2u‖T0,B 
α
ν
T0‖u‖T0,B  2
α
ν
T0‖u0‖B.
Then it follows that ΦX ⊂ X for T0 by (4.1).
Second, we prove that for u, v ∈ X and T0 given by (4.1) we have
‖Φu − Φv‖T0,B =
∥∥(Φ1u − Φ1v) + (Φ2u − Φ2v)∥∥T0,B  12‖u − v‖T0,B.
Indeed, for u, v ∈ X and t ∈ [0, T0] we have
∥∥Φ1u(t) − Φ1v(t)∥∥Lq(R)  (L(r) + α)Cε√t sup
s∈[0,T0]
∥∥u(s) − v(s)∥∥Lq(R),
∥∥Φ2u(t) − Φ2v(t)∥∥Lq(R)  αν t sups∈[0,T0]
∥∥u(s) − v(s)∥∥Lq(R),
for q = 2 or q = ∞. This proves our claim.
By construction the ﬁxed point u surely is twice differentiable with respect to space and once with
respect to time in ΩT0 ; moreover, the initial datum is assumed a.e. Thus u is a classical solution.
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Φu = u. Together with Eq. (4.3) and embedding for Wk,2(R), see [31, Lemma 1.2, Ch. III], gives u ∈
C([0, T0];Wk−1,2(R)). 
We ﬁnally restrict ourselves to one of the choices (1.10) or (1.11) and prove a global existence re-
sult. Note that an analogous result could be proven for arbitrary smooth ﬂuxes; in that case, however,
the energy inequality as stated in Lemma 3.3 might fail.
Theorem 4.2 (Global existence). Let f satisfy (1.10) or (1.11). Let T > 0, assume u0 ∈ H3(R)∩W 3,∞(R) and,
for (1.11), also u0 ∈ L4(R). Then, for any ε,α > 0 there is a unique classical solution (uε,α, λε,α) of (1.9),
(3.8) which furthermore satisﬁes (3.10) and, in case of (1.11), also (3.11).
Proof. We apply Theorem 4.1 with r := C(T ) = C(‖u0‖H3(R), ε; T ) and k = 3, where C is deﬁned in
Lemma 3.6. Then, we deduce the existence of a unique classical solution in the interval [0, T0(2C(T ))].
If T0(2C(T ))  T holds, we are ﬁnished; in particular (3.11) is deduced from the a priori bound
proved above under the assumption (1.11).
Otherwise, assume T0(2C(T )) < T . Assumption 3.1 holds and Lemma 3.6 can be applied: with t
replaced by T0(2C(T )) formula (3.25) gives
∥∥u(·, T0(2C(T )))∥∥L∞(R)  C(T0(2C(T ))) C(T ). (4.7)
Analogously, Lemma 3.2 shows that
∥∥u(·, T0(2C(T )))∥∥L2(R)  ‖u0‖L2(R). (4.8)
In order to extend the solution u forward in time we apply once more Theorem 4.1: we choose
again r = C(T ) and k = 3 but take u(·, T0(2C(T ))) as the initial datum at time T0(2C(T )). This is
possible because of (4.7) and (4.8), since C is an increasing function of time and T0(2C(T )) < T . As
a consequence, the life span has not changed and we now get the existence of a unique classical
solution in [T0(2C(T )),2T0(2C(T ))]. We proceed until we have reached the end time T . 
Remark 4.3. In order to obtain the above global existence result we exploited the L∞-bound (4.7),
which is deduced from (3.25) in Lemma 3.6. According to Remark 3.7, this last L∞-bound can be
proven by only requiring uε,α(·, t) ∈ H2(R). In this sense we can relax the assumptions on the initial
datum in Theorem 4.2.
5. Singular limits for the initial value problem
In this section we consider families of classical solutions for (1.9), (3.8). First, we study the
diffusive–dispersive limit α → ∞, for ﬁxed ε, and thereafter the sharp-interface limit ε → 0, now
for ﬁxed α. The limit function u satisﬁes the local diffusive–dispersive equation (1.5) in the former
case and the hyperbolic equation (1.1) in the distribution sense in the latter.
5.1. The diffusive–dispersive limit α → ∞
In this section the parameter ε > 0 is ﬁxed and we consider the diffusive–dispersive limit α → ∞
for a family of classical solutions {(uα,ε, λα,ε)}α>0 to the initial value problem for (1.9). For simplicity
we use the notation
{(
uα,λα
)}
α>0 :=
{(
uα,ε, λα,ε
)}
α>0.
Our compactness argument relies on the Lions–Aubin lemma which we recall here from [31, The-
orem 2.1, Ch. III, §2].
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B ↪→ B1 is continuous. Let 1 < p < ∞, 1< q < ∞, and deﬁne the Banach space
W = {u ∈ Lp(0, T ; B0): u′ ∈ Lq(0, T ; B1)},
endowed with the norm ‖u‖Lp(0,T ,B0) + ‖u′‖Lq(0,T ,B1) . Then the inclusion W ↪→ Lp(0, T ; B) is compact.
The main result which we deduce is the following.
Theorem 5.2. Assume that f satisfy (1.10) or (1.11). Let T > 0, ε > 0 and u0 ∈ H3(R) ∩ W 3,∞(R) be given
with additionally u0 ∈ L4(R) for (1.11). Consider any family {(uα,λα)}α>0 of classical solutions to (1.9), (3.8)
provided by Theorem 4.2.
Then there exists a subsequence of {(uα,λα)}α>0 , still denoted by {(uα,λα)}α>0 , and a function u ∈
L2(ΩT ) such that
uα → u, λα → u in L2loc(ΩT ) for α → ∞. (5.1)
Moreover, u is a distributional solution of the initial value problem (1.5), (3.8), i.e.,
T∫
0
∫
R
uϕt + f (u)ϕx dxdt +
∫
R
u0ϕ(.,0)dx =
T∫
0
∫
R
−εuϕxx + ε2uϕxxx dxdt (5.2)
for all ϕ ∈ C∞0 (R× [0, T )). At last, in case (1.10) we have u ∈ L∞(0, T ; L2(R)) while in case (1.11) we have
u ∈ L∞(0, T ; L4(R)).
Proof. By Lemmas 3.5 and 3.6 we deduce the uniform bound
∥∥λα∥∥L2(0,T ;H3(R)) + ∥∥λαt ∥∥L2(ΩT )  C .
It is well known that the inclusion H1(R) ↪→ L2(R) is not compact. To overcome this diﬃculty we
introduce an open bounded interval I ⊂R. The inclusion H1(I) ↪→ L2(I) is compact; then, Lemma 5.1
applies with p = q = 2 and B0 = H1(I), B = B1 = L2(I). We deduce that there is a subsequence of
{λα}α>0, denoted in the same way, and a function u ∈ L2([0, T ) × I) such that
lim
α→∞
∥∥λα − u∥∥L2([0,T )×I) = 0. (5.3)
By a diagonal process we can extract another subsequence, still denoted by {λα}, such that (5.3)
holds for every bounded interval I; moreover, u ∈ L2(ΩT ) by weak convergence and again passing to
a subsequence. From (5.3), the energy estimate in Lemma 3.3 and Remark 3.4 on the initial datum
we get immediately
lim
α→∞
∥∥uα − u∥∥L2([0,T )×I) = 0. (5.4)
The ﬁrst assertion (5.1) of the theorem is proven.
Using the second equation in (1.9), any classical solution of (1.9), (3.8) satisﬁes
T∫ ∫
uαϕt + f
(
uα
)
ϕx dxdt +
∫
u0ϕ(.,0)dx = −
T∫ ∫
εuαϕxx − ε2λαϕxxx dxdt0 R R 0 R
1416 A. Corli, C. Rohde / J. Differential Equations 253 (2012) 1399–1421for all ϕ ∈ C∞0 (R× [0, T )). The relations (5.3), (5.4) and Lebesgue’s dominated convergence theorem
prove (5.2).
At last, in case (1.11), note that the solutions constructed in Theorem 4.2 have the further prop-
erty that supt∈[0,T ] ‖uα(t)‖L4(R) is uniformly bounded, because of Lemma 3.3. As a consequence,
there is a subsequence of {uα} with uα ∗⇀ u, by the uniqueness of the weak limit. Therefore,
u ∈ L∞(0, T ; L4(R)). In case (1.10) the estimate u ∈ L∞(0, T ; L2(R)) follows in the same way by using
Lemma 3.6. This concludes the proof of the theorem. 
5.2. The sharp-interface limit ε → 0
In the previous section we considered the diffusive–dispersive limit α → ∞ in the system (1.9) for
ε ﬁxed. In this section, on the contrary, we focus on the sharp-interface limit ε → 0 for ﬁxed values
of α > 0.
We consider an initial data u0 ∈ L2(R). By a suitable convolution of u0 we easily ﬁnd a family
uε0 ∈ H3(R) ∩ W 3,∞(R) of smooth approximations of u0 satisfying
lim
ε→0
∥∥u0 − uε0∥∥L2(R) = 0, (5.5)∥∥uε0∥∥L2(R) + ε∥∥uε0∥∥H1(R) + ε2∥∥uε0∥∥H2(R)  Kα, for every ε > 0, (5.6)
where Kα = Kα(‖u0‖L2(R)) > 0 is a constant independent of ε. Theorem 4.2 shows that there is a
family of classical solutions to (1.9), denoted for simplicity {(uε, λε)}ε>0 by dropping the index α,
which satisﬁes the initial conditions
uε(.,0) = uε0 in R. (5.7)
We prove below that, in the case (1.10) of globally Lipschitz-continuous ﬂuxes, the above solutions
{uε} of (1.9) converge for ε → 0 to a weak solution u of the homogeneous equation (1.1); moreover,
u(.,0) = u0. More precisely, we have the following result.
Theorem 5.3. Assume (1.10) and moreover that
meas
{
u ∈R: f ′′(u) = 0}= 0. (5.8)
Let u0 ∈ L2(R) and consider uε0 ∈ H3(R) satisfying (5.5), (5.6). At last, let α > 0 be given and consider a
family {(uε, λε)}ε>0 of classical solutions of (1.9), (5.7) in ΩT .
Then there exists a subsequence of {(uε, λε)}ε>0 , still denoted as {(uε, λε)}ε>0 , and a function u ∈ Lp(ΩT ),
1 p  2, such that
uε, λε → u in Lploc(ΩT ) (1 p < 2). (5.9)
Moreover, u is a weak solution to the initial value problem for (1.1) with datum u0 , i.e.
T∫
0
∫
R
uϕt + f (u)ϕx dxdt +
∫
R
u0ϕ(.,0)dx = 0
for all ϕ ∈ C∞0 (R× [0, T )).
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of undercompressive waves. To prove Theorem 5.3 we shall use the compensated compactness theory
[22] in the Lp-framework [27] and in particular we shall refer to the arguments used in [21]. This is
possible because of the condition (1.10). The a priori estimate provided in (3.12) is also crucial in this
part. Let us note that, under the condition (5.6), the right-hand side of (3.16) is estimated uniformly
with respect to ε, see Remark 3.4. In particular we deduce
∥∥λεxx∥∥L2(Ωt )  Cαε√ε , t ∈ [0, T ], (5.10)
for a constant Cα depending only on the initial data and α. This estimate will be crucial in the
following Lemma 5.4. Notice that, for ε small, the estimate (5.10) reﬁnes the estimate ‖λxx‖L2(Ωt ) 
Cα
ε2
, which can be directly obtained from (1.9)2 and (3.12).
An entropy pair (η,q) for (1.1) is a pair of functions of class C2(R) satisfying
η′(w) f ′(w) = q′(w)
for every w ∈R. In the following, we consider entropies satisfying the condition
∣∣η′(w)∣∣+ ∣∣η′′(w)∣∣ Cη (5.11)
for every w ∈R.
The following crucial compactness lemma, that could be proven without referring to the condition
(1.10), will lead to the proof of Theorem 5.3. We denote by M(Q ) the set of Radon measures on Ω .
Lemma 5.4. Assume (1.10). Let α > 0 be given and consider the family of classical solutions {(uε, λε)}ε>0 of
(1.9), (5.7) deﬁned above.
Then, for every open bounded set Q ⊂ ΩT there exist a compact set K ⊂ W−1,2(Q ) and a bounded set
B ⊂M(Q ) such that
η
(
uε
)
t + q
(
uε
)
x ∈K+ B, (5.12)
for every entropy pair (η,q) satisfying (5.11).
Proof. By multiplying (1.9) by η′(uε) we obtain
η
(
uε
)
t + q
(
uε
)
x = εη
(
uε
)
xx − εη′′
(
uε
)(
uεx
)2 − α(η′(uε)(uε − λε))x + αη′′(uε)uεx(uε − λε)
= Aε1 + Aε2 + Aε3 + Aε4.
The condition (5.11) is used several times in the following and we omit to mention it explicitly. We
denote by 〈·,·〉 both the duality between W−1,2(Q ) and W 1,20 (Q ) and between M(Q ) and C0(Q ).
We prove ﬁrst that Aε1, A
ε
3 ∈K. For every ϕ ∈ W 1,20 (Q ) we have
∣∣〈Aε1,ϕ〉∣∣ ε
∫
Q
∣∣η′(uε)uεxϕx∣∣dt dx
 Cηε
∥∥uεx∥∥L2(Q )‖ϕx‖L2(Q )
 Cη
∥∥uε0∥∥L2√ε‖ϕ‖W 1,2(Q )
 CηKα
√
ε‖ϕ‖W 1,2(Q ) → 0,
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∣∣〈Aε3,ϕ〉∣∣ α
∫
Q
∣∣η′(uε)(uε − λε)ϕx∣∣dt dx
 Cηε2
∫
Q
∣∣λεxxϕx∣∣dt dx
 Cηε2
∥∥λεxx∥∥L2(Q )‖ϕx‖L2(Q )
 CηCα
√
ε‖ϕ‖W 1,2(Q ) → 0,
for ε → 0. Then both Aε1 and Aε3 lie in K.
Next, we prove that Aε2, A
ε
4 ∈ B. For every ψ ∈ C0(Q ) we have
∣∣〈Aε2,ψ 〉∣∣ ε
∫
Q
∣∣η′′(uε)(uεx)2ψ∣∣dt dx CηKα |ψ‖L∞(Q ),
because of (3.12) and (5.6). Moreover,
∣∣〈Aε4,ψ 〉∣∣ α
∫
Q
∣∣η′′(uε)uεx(uε − λε)ψ∣∣dt dx
 Cηε2
∫
Q
∣∣λεxxuεxψ∣∣dt dx
 Cηε2
∥∥λεxx∥∥L2(Q )∥∥uεx∥∥L2(Q )‖ψ‖L∞(Q )
 CηKα‖ψ‖L∞(Q ),
because of (5.6), (5.10), and (3.12). Then both Aε2 and A
ε
4 are elements of B. This proves the
lemma. 
With this compactness result we can ﬁnally prove Theorem 5.3.
Proof of Theorem 5.3. The family of norms ‖uε‖L2(ΩT ) is uniformly bounded, because of Lemmas 3.2,
3.3 and the Riesz–Thorin theorem. By Lemma 5.4 and the results in [21,22] we deduce that uε → u
in Lploc(ΩT ), for 1 p < 2. In particular, the assumption (1.10) and the condition (5.8) allow to apply
the results in [21].
In order to prove that u solves (1.1), consider any ϕ ∈ C∞0 (R× [0, T )); then∫
ΩT
(
uεϕt + f
(
uε
)
ϕx
)
dt dx+
∫
R
uε0ϕ(.,0)dx = −ε
∫
ΩT
uεϕxx dt dx− α
∫
ΩT
(
uε − λε)ϕx dt dx.
The sequence {uε} converges in L1loc(ΩT ); therefore, and using (5.5), the left side of the identity above
converges to
∫
Ω
(
uϕt + f (u)ϕx
)
dt dx+
∫
R
u0ϕ(.,0)dx.T
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equation in (1.9), the second term equals
ε2
∫
ΩT
λεϕxxx dt dx.
Also this term vanishes in the limit because the sequence {λε} is uniformly bounded in L2(ΩT ).
Finally, λε → u in Lploc(ΩT ) for p ∈ [1,2) is a consequence of (5.10) and the elliptic equation
(1.9)2. 
Appendix A. Related equations and scalings
A.1. A model problem in radiation hydrodynamics
The system (1.9) has some analogies with the well known system
{
ut +
(
u2/2
)
x = −qx,
−qxx + q = −ux,
(A.1)
which arises as a model for the ﬂow of a radiating gas. With respect to (1.9), system (A.1) lacks of
the diffusive term in the ﬁrst equation; moreover, the term ux replaces u in the second equation. The
model (A.1) has been widely studied in the last years; we just quote [16,18,20,26] and refer the reader
to the references provided there. By proceeding as above, it can be written as the single equation
ut +
(
u2/2
)
x = K1 ∗ u − u. (A.2)
The paper [18] also contains some results on the viscous approximation of (A.2), namely,
ut +
(
u2/2
)
x = εuxx + K1 ∗ u − u,
which is similar to (3.7). We notice that, if the dispersive term in (1.5) is missing, then the system
(1.9) can be obtained by (A.1) through a hyperbolic–parabolic scaling [18] and a change of variables.
In this appendix we show how scaling may be used to deduce asymptotic systems of (A.1), and
then compare the systems obtained in [18] with (1.9). Below, we write f (u) for u2/2.
With the scaling u˜(x, t) = 1
δ
u( x
δ
, t
δ2
), q˜(x, t) = 1
δ2
q( x
δ
, t
δ2
), the system (A.1) writes [18], omitting
the ˜’s,
{
ut + f (u)x = −qx,
−δ2qxx + q = −ux, or ut + f (u)x =
1
δ2
(
K δ ∗ u − u). (A.3)
The scaled solution converges, for δ → 0 (the hyperbolic–parabolic relaxation limit), toward the so-
lution of the viscous Burgers equation with unit viscosity coeﬃcient, [18]. In the special case the
dispersive term is missing, Eq. (1.5) reduces to
ut + f (u)x = εuxx (A.4)
and the approximating system, analogous to (1.9), is
{
ut + f (u)x = −α(u − λ),
−ελ = α(u − λ). (A.5)xx
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dropping again for simplicity the ˜’s,
{
ut + f (u)x = −α(u − λ),
−λxx = α(u − λ). (A.6)
By (3.5), the system (A.6) can be written exactly as the scalar equation in (A.3) for α = 1
δ2
. This
shows that the approximation (A.5) to the merely diffusive equation (A.4) is covered by [18]. Remark
however that (A.6) is simpler than the system in (A.3), in the sense that no derivatives appear in the
right side.
A.2. A model problem in shallow water dynamics
The papers [5,13] deal with the regularized Camassa–Holm equation for the dynamics of shallow
water waves, for a genuinely nonlinear ﬂux function f satisfying | f ′(u)|  C |u| for some C > 0. In
particular in [5] the following equation is studied:
ut − βutxx + f (u)x = 2βuxuxx + βuuxxx + εuxx − εβuxxxx, β, ε > 0. (A.7)
Consider now (1.9) with γ = 1, write α = ε2/β and apply the operator 1− β∂2x to the ﬁrst equation.
Taking into account the second equation we ﬁnd
ut − βutxx + f (u)x = β f (u)xxx + ε2uxxx + εuxx − εβuxxxx, (A.8)
which keeps some ﬂavor of (A.7).
However, take f (u) = u3 as a sample case for nonconvex ﬂuxes – which constitute the object of
the present paper. Then Eq. (A.8) reads
ut − βutxx + f (u)x = 6β(ux)3 + 18βuuxuxx + 3βu2uxxx + ε2uxxx + εuxx − εβuxxxx. (A.9)
The left sides of (A.9) and (A.7) coincide as well as the last two summands in the right side, but the
remaining terms have a quite different nature.
On the other hand, with the choice f (u) = 12u2 − ε
2
β
u one deduces from (A.8) the equation
ut − βutxx + f (u)x = 3βuxuxx + βuuxxx + εuxx − εβuxxxx, (A.10)
which is indeed very similar to (A.7) but at the price of having a ﬂux function depending on both ε
and β .
Analogous considerations hold for the slightly more general equation considered in [13].
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