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Work in isolated systems, defined by the two projective energy measurement scheme, is a random
variable whose the distribution function obeys the celebrated fluctuation theorems of Crooks and
Jarzynski. In this study, we provide a simple way to calculate the work distribution associated to sud-
den quench processes in a given class of quantum many-body systems. Due to the large Hilbert space
dimension of these systems, we show that there is an energy coarse-grained description of the exact
work distribution that can be constructed from two elements: the level density of the initial Hamilto-
nian, and the strength function, which provides information about the influence of the perturbation
over the eigenvectors in the quench process. We also show how random Hamiltonian models can be
helpful to find the energy coarse-grained work probability distribution and apply this approach to
different spin-1/2 chain models. Our finding provides an accurate description of the work distribu-
tion of such systems in the cases of intermediate and high temperatures in both chaotic and integrable
regimes.
I. INTRODUCTION
In the past decade, scientists gave birth to a new
research field, called quantum thermodynamics, that
gather concepts borrowed from two fields, namely, ther-
modynamics and quantum mechanics. Much of the
progress made on quantum thermodynamics concerns
the interplay between quantum information and ther-
modynamics [1, 2], implementations of small-scale ther-
mal machines [3–8], the mechanisms behind the ther-
malization of quantum systems [9–12], and the quantum
fluctuation relations in the nonequilibrium response of
quantum many-body systems [13–19]. The latter is the
main subject of the present study.
Fluctuation relations [20–23] are simple equalities that
establish relations between nonequilibrium quantities,
such as work statistics, with quantities from equilib-
rium, such as the free energy. These relations were veri-
fied both in the classical [24–26] and quantum domains
[27–31] by defining quantum work via the two projec-
tive energy measurement scheme [32–37]. The two pro-
jective energy measurement scheme provides a clear op-
erational definition of work for isolated systems, and re-
quires two energy measurements, one at the beginning
and the other at the end of the process. While for initial
diagonal states there are consensus about the definition
of quantum work, there are some desired properties that
are not present when applying this definition to initial
states with coherences [38]. Thus, there is still an ongo-
ing debate about the proper definition of quantum work
in the presence of coherences [39].
Many developments concerning the relation between
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the definition of quantum work and the classical def-
inition have already been accomplished [40, 41], with
special attention devoted to quantum systems with clas-
sically chaotic counterparts [42–44]. Unlike in clas-
sical mechanics, chaos in quantum mechanics has no
clear definition [45]. However, analytical and numeri-
cal results suggest that quantum systems with classical
chaotic counterparts share a common behavior for some
of their spectral features. For instance, the level spacing
distribution and spectral rigidity of such systems follow
the behavior predicted by random matrix theory (RMT),
corresponding to the classical Gaussian random ensem-
bles, GOE, GUE or GSE, according to the time reversal
symmetry of the system [46–48]. Integrable systems, on
the other hand, display Poissonian-like statistics [46, 49].
Much more subtle is the concept of chaos in complex
systems with no classical counterpart, which is common
in the case of interacting quantum many-body systems
[12, 50]. For such systems, the chaotic regime of their
Hamiltonians is usually defined as the one where the
level spacing distribution follows the prediction of the
Gaussian ensembles. However, it has been observed
that the notion of quantum chaos is also directly related
with the structure of the energy eingenstates. This ob-
servation arose in the context of the study of thermal-
ization in isolated quantum systems of interacting par-
ticles where the Hamiltonians can be separated into a
sum of two parts, H = H ′+λV , one describing the non-
iteracting particles, H ′, or the “mean field” part, and the
other, V , the perturbation part that absorbs the typical
two-body interparticle interactions [12, 50]. The impor-
tant tool to characterise the energy eigenstates structure
of the total Hamiltonian of these systems is the strength
function (SF). It gives the distribution of the overlaps
of a given eigenstate of H with the mean field basis of
eigenstates of H ′. Typically, the eigenstates of H may be
considered chaoticlike for large values of the interaction
strength, λ, where the SF becomes of a Gaussian form
[50].
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2A great systematization of interacting quantum
many-body systems was carried out when was realised
that the two Two-Body Random Ensembles (TBRE), and
in particular the Embedded Gaussian Ensembles (EGE)
[51], can be used to describe them [12, 50]. In partic-
ular, the EGOE(1 + 2), with Hamiltonians of the form
H = H ′ + λV , displays a transition in the SF from
a Breit-Wigner, for small values of λ, to a Gaussian
form, for large values of λ [51]. This transition was al-
ready been observed in different spin-1/2 chain models
[50]. Also we remark that RMT have brought new in-
sights to quantum thermodynamics [52–54], with spe-
cial attention devoted to the work distribution function
[52, 53, 55, 56] and information scrambling [56, 57].
In the present study, we are interested in building
the work statistics of sudden quenches over quantum
many-body systems with large Hilbert space dimen-
sions. By sudden quench, we mean that the evolution
from an initial Hamiltonian, Hi = H ′ + λiV , to a final
one, Hf = H ′ + λfV , can be considered instantaneous.
We show that in this case there is a simple energy coarse-
grained (ECG) description of the work pdf function that
is constructed as an energy integration of two energy
smooth functions: the level density of the initial Hamil-
tonian and the ECG SF of the eigenstates of Hi in the
eigenbasis of Hf . The temperature dependence of the
ECG work distribution is simply given by a Boltzman
factor in the energy integration and controls the effec-
tive initial energy levels that contribute to the work dis-
tribution.
Furthemore, we show the conditions that must be
obeyed by random models representing the initial and
final Hamiltonians in order to be possible to derive an
ensemble average (EA) of the work distribution equiva-
lent to the ECG one. Under this equivalence, it becames
clear that if a random model describes well the level
density and the ECG SF of a set of Hamiltonians, the EA
of the work distribution directly gives ECG work distri-
bution of those systems. This finding represents a great
systematization of the description of sudden quenches
over interacting quantum many-body systems, provid-
ing a unified analytical expression for the work pdfs.
We show that the ECG work pdf well describes the ex-
act work distribution of a sudden quench only in the
regime of intermediate and high temperatures. In theses
regimes, the exact work distribution displays small fluc-
tuations around the ECG distribution. For small tem-
peratures, there is no ECG description of the exact work
pdf. These statements are all verified in examples of re-
alistic two-body interacting systems, corresponding to
one-dimensional spin 1/2 chain models. Such systems
display level densities an ECG SF well described by the
EGOE(1 + 2). The approach presented here is accurate
in all regimes of perturbations, viz. λf − λi, irrespective
to system’s integrability.
This paper is organized as follows. In Sec. II we
briefly derive the work distribution associated with the
definition of quantum work via the two projective en-
ergy measurement scheme in sudden quenches. Then,
in Sec.III, we introduce the expression of the ECG work
pdf for sudden quenches in systems with large Hilbert
spaces. In Sec.IV A we derive an analogous expression
for the EA work pdf of random Hamiltonian models and
in Sec.IV B we apply the formulae developed to conden-
sate the previous results of [53] for the work statistics
of sudden quenches in the classical Gaussian ensembles
of random Hamiltonians. In Sec.IV C we briefly dis-
cuss the level density and the strength function in the
EGOE(1 + 2), which are used in the description of the
realistic spin−1/2 chain models considered in Sec.V A.
We apply our approach to these models in Sec. V B. Fi-
nally, in Sec. VI we present our conclusions.
II. WORK DISTRIBUTIONS FOR SUDDEN QUENCHES
We consider a work protocol where the initial, unper-
turbed, Hamiltonian, H := H(0), is driven to the final,
perturbed, one, H˜ := H(τ), through the change of a con-
trollable parameter described by an unitary Uτ . In the
two-point measurement scheme, the system is initially
prepared in some state %0. In all that follows, we always
consider %0 as the thermal equilibrium state,
%0 =
e−βH
Z0 , (1)
with Z0 = Tre−βH(0) being the partition function for the
initial Hamiltonian, and β := 1/kBT corresponding to
the inverse of temperature T , with kB being the Boltz-
mann constant. The work assigned to each run of the
protocol is defined as the random variablew with alpha-
betwnm := E˜m−En, viz., it is the difference between the
energy eigenlevel E˜m resulted from the projective mea-
surement in the H˜ := H(τ) eigenbasis and the resulted
energy eigenlevel En from the projective measurement
in the H := H(0) eigenbasis. Defining Π0n and Πτm as the
projective measurement operators in the initial and final
Hamiltonian eigenbases, respectively, we can compute
the probability to obtainwnm in a single run of the proto-
col as pm,n = pnpm|n. Here, pn = Tr
[
%0Π
0
n
]
is the proba-
bility of obtainingEn in the first projective measurement
and pm|n = Tr
[
ΠτmUτΠ
0
n%0Π
0
nU
†
τ
]
/pn is the conditional
probability of obtaning E˜m in the second measurement
having obtained En in the first one. Therefore, the pdf
associated to the quantum work, called work distribu-
tion function, is given by:
P (w) :=
N∑
m,n=1
pm,nδ
[
w − (E˜m − En)
]
. (2)
For initial thermal states, such pdf obeys important
fluctuation theorems, establishing relations between
nonequilibrium and equilibrium properties of the sys-
tem under consideration. One such theorem is the
3Jarzynski Equality,
〈
e−βw
〉
:=
∫
dwP (w)e−βw = e−β∆F , (3)
where one can acquire information about the variation
of the equilibrium free energy, ∆F := Fτ − F0 =
(−1/β) log(Zτ/Z0), from the nonequilibrium work per-
formed over the system. For simplicity, we only con-
sider non-degenerate initial and final energy spectra.
Different kinds of driving protocols, or perturbations,
could be applied, in principle. However, in this study
we are interested in a specific driving type, called sud-
den quench, where the pdf depends only on the eigen-
values and eigenvectors of the initial and final Hamilto-
nians (apart from the temperature of the thermal bath).
The time scale of a sudden quench is such that we can
approximate the unitary performed by the identity op-
erator, Uτ ≈ 1. Considering a sudden quench and defin-
ing the projectors Π0n := |ψn〉〈ψn| and Πτm := |ψ˜m〉〈ψ˜m|,
where {|ψn〉} and {|ψ˜m〉} are the sets of eigenvectors of
H and H˜ , respectively, one can rewrite the work distri-
bution function as
P (w) =
N∑
n=1
e−βEn
Z0 SFn(w),
(4)
where we used the definition of the strength function
(SF) of the n-th eigenstate [12], |ψn〉, of the unperturbed
Hamiltonian, H , in the basis set {|ψ˜m〉} of the perturbed
one, H˜ :
SFn(w) :=
N∑
m=1
| 〈ψ˜m|ψn〉 |2 δ
[
w − (E˜m − En)
]
, (5)
and rewrite the partition function of the initial thermal
state as
Z0 =
N∑
n=1
e−βEn . (6)
The strenght function in Eq.(5) is the distribution of the
squared modulus of the overlaps between unperturbed
eigenstates and perturbed ones, thus giving informa-
tion about the effect produced by the perturbation on
system’s eigenstates. This concept was introduced long
time ago in nuclear physics and more recently proved
to be a key concept in the definition of chaotic eigen-
states in many-body quantum systems in relation with
eigenstate thermalization hypothesis in isolated systems
of interacting particles [12]. This function is also known
in the literature as local spectral density or local density
of states [58? ]. The SF is normalized, viz.∫
dw SFn(w) =
∑
m
| 〈ψ˜m|ψn〉 |2 = 1 , (7)
and its centroid is given by
ε˜(En) =
∫
dw SFn(w) w = H˜nn − En , (8)
where H˜nn := 〈ψn|H˜|ψn〉 are the diagonal elements of
the perturbed Hamiltonian in the nth eigenstate of the
unperturbed one. The variance of the SF can be calcu-
lated by summing up the out-of-diagonal elements of
the perturbed Hamiltonian in the unperturbed basis,
σ˜2(En) = 〈ψn|H˜2|ψn〉 − 〈ψn|H˜|ψn〉2 =
∑
n 6=n′
|H˜nn′ |2 . (9)
It is important to remark that both quantities, centroid
and variance, can be calculated without diagonalizing
H˜ .
III. WORK DISTRIBUTION FOR SUDDEN QUENCHES
IN SYSTEMSWITH LARGE HILBERT SPACES
When one is dealing with large Hilbert spaces,N  1,
like in quantum many-body systems where the dimen-
sion scales exponentially with the number of sites, it
is convenient to use an approximation that consists of
treating the unperturbed and perturbed spectra as if
they are continuous. Then, we can replace the sum in
Eq. (5) by an integral,
N∑
m=1
. . . ≈
∫ ∞
−∞
dE˜ ρ˜(E˜) . . . , (10)
where ρ˜(E˜) is the level density of the perturbed Hamil-
tonian, normalized to the total number of eigenlevels,∫ ∞
−∞
dE˜ ρ˜(E˜) = N . (11)
Using the approximation in Eq. (5) we can write a
smoothed, continuous version of the SF,
SF(w,E) =
∫ ∞
−∞
dE˜ ρ˜(E˜) | 〈ψ˜(E˜)|ψ(E)〉 |2 ×
×δ
[
w − (E˜ − E)
]
= ρ˜(w + E) | 〈ψ˜(w + E)|ψ(E)〉 |2 , (12)
where the notation |ψ(E)〉 (|ψ˜(E˜)〉) corresponds to the
energy eigenstate of H (H˜) with energy E (E˜). Note
that the continuous version of the SF in Eq.(12) is cor-
rectly normalized. Therefore, the identity operator can
be expanded as:
1 =
∫ ∞
−∞
dE ρ˜(E) |ψ˜(E)〉〈ψ˜(E)| . (13)
4Approximating the sum in Eq.(4) by the integral given
in Eq.(10), and using the continuous version of the SF,
given by Eq. (12), we obtain
PECG(w) =
1
Z0
∫ ∞
−∞
dE ρ(E) e−βE SF(w,E), (14)
where the partition function associated with the initial
thermal state is
Z0 :=
∫ ∞
−∞
dE ρ(E) e−βE . (15)
This partition function is not an essential ingredient of
the work pdf given in Eq.(14) since it is just a normaliza-
tion constant.
The approximation in Eq.(10) represent a sort of
smoothing, or coarse-grain of the spectrum consid-
ered. In the limit of infinitely small energy coarse-grain
(ECG), we recover the work pdf in Eq.(4). This can be
easily check by using the level density corresponding
to an energy comb, ρ(E) =
∑N
n=1 δ(E − En), in Eq.
(14), and an equivalent expression for ρ˜(E˜) in Eq.(12).
However, as we shall show, the main behavior of the ex-
act work pdf in Eq.(4) of realistic many-body systems
can be described through an energy coarse-grain. This
happens whenever the work pdf (4) fluctuates a little
around (14), constructed from the smoothed functions,
ρ(E) and SF(w,E). In such cases, the smoothed work
pdf PECG(w) represents an advantage because, in prin-
ciple, one needs not to know neither the spectra and
eigenvectors of the Hamiltonians to describe ρ(E) and
SF(w,E).
In realistic many-body interacting systems the func-
tional form of ρ(E) and SF(w,E) can be inferred using
several approaches [59]. One of these approaches is to
verify whether the initial and final Hamiltonians of the
quench can be fitted into some random model. There-
fore, it is interesting to know first what kind of generic
properties the random models of the Hamiltonians of
the quench must have in order to give an ensemble av-
erage (EA) of the work pdf that matches the structure of
energy coarse-grained work pdf in Eq.(14). This is done
in the next section.
IV. WORK DISTRIBUTION FOR SUDDEN QUENCHES
IN RANDOMMODELS
A. The EA of the work distribution
In the study of the so-called quantum chaos and ther-
malization in isolated many-body systems of interacting
particles it is common to invoque some random model
description of the Hamiltonians considered [12]. Here,
we show the basic conditions that any random model,
in large Hilbert spaces, have to fulfill in order to get an
expression of the EA of the work pdf with the structure
of the work pdf, in Eq.(14), corresponding to an ECG.
Any random model can be characterised by joint
probability distributions, with P (E,θ) being the one
describing the initial Hamiltonian and P˜ (E˜, θ˜) describ-
ing the final one. The random variables that charac-
terize each model are the vector E := (E1, . . . , EN )
(E˜ := (E˜1, . . . , E˜N )) containing the unperturbed (per-
turbed) eigenenergies, and θ (θ˜) that is the vector of
parameters characterizing the unperturbed (perturbed)
eigenvectors, viz. {|ψn(En,θ)〉} ({|ψn(E˜n, θ˜)〉}). We de-
fine PEA(w) := 〈〈〈〈P (w,E,θ, E˜, θ˜)〉〉E,θ〉〉E˜,θ˜ as the EA
of the work pdf, P (w,E,θ, E˜, θ˜), given by Eq.(4), where
we have denoted the EA with respect to the initial en-
semble of Hamiltonians as
〈〈. . .〉〉E,θ :=
∫
dE
∫
dθ . . . P (E,θ), (16)
and analogously for the EA with respect to the final
ensemble of Hamiltonians, 〈〈. . .〉〉E˜,θ˜. All energy inte-
grations are in the domain (−∞,∞). Here, we do not
assume any particular form for the ensembles of ran-
dom Hamiltonians but rather we want to show under
which kind of approximations PEA(w) has the structure
of PECG(w) in Eq.(14).
After performing the EA of the expression in Eq. (4),
where we used the linearity of averages, we see that the
result does not depend on the indexes“n” and “m”, due
to the statistical equivalence of each of the eigenvalues
and eigenvectors of the Hamiltonians. Therefore, we
can write
5PEA(w) = N
2
〈〈〈〈
e−βE
∣∣∣〈ψ˜(E˜, θ˜)∣∣∣ψ(E,θ)〉∣∣∣2 δ(w − E˜ + E)
Z0(E)
〉〉
E,θ
〉〉
E˜,θ˜
≈ N2
〈〈〈〈
e−βE
∣∣∣〈ψ˜(E˜, θ˜)∣∣∣ψ(E,θ)〉∣∣∣2 δ(w − E˜ + E)〉〉
E,θ
〉〉
E˜,θ˜
〈Z0(E)〉E
, (17)
where we have used the statistical equivalence of all the
eigenenergies and eigenvectors and in the last line we
have used an annealed approximation [53, 56, 57, 60]
that, in principle, is valid for random models with high
dimensional Hamiltonians and for any value of the in-
verse of temperature β. In the denominator of Eq.(17),
we have used also that 〈〈〈〈Z0(E)〉〉E,θ〉〉E˜,θ˜ = 〈Z0(E)〉E.
Further assuming that the joint distributions approxi-
mately factorize as independent functions of the eigen-
levels and eigenvectors, viz. P (E,θ) ≈ P (E)P (θ) and
P˜ (E˜, θ˜) ≈ P˜ (E˜)P˜ (θ˜) respectively, then it is easy to see
that we can rewrite Eq.(17) as
PEA(w) ≈ 1Z0,EA
∫ ∞
−∞
dE ρE(E) e
−βE SFEA(w,E),
(18)
where we defined the level density of the initial ensem-
ble of Hamiltonians H ,
ρE(E) := N
∫
dE′ P (E), (19)
with dE′ meaning an integration over all eigenergies ex-
cept one, viz. E, and also defined the EA of the strength
function as
SFEA(w,E) := ρ˜E(E + w)×
× 〈〈| 〈ψ˜(w + E, θ˜)|ψ(E,θ)〉 |2〉θ〉θ˜,(20)
with 〈. . .〉θ :=
∫
dθ . . . P (θ) (equivalently for 〈. . .〉θ˜) and
ρ˜E(E˜ = E+w) the density of states of the final ensemble
of Hamiltonians, H˜ . Finally, the EA partition function
associated with the initial thermal state is:
〈Z0(E)〉E := Z0,EA :=
∫ ∞
−∞
dE e−βE ρE(E). (21)
This partition function is just a normalisation constant
that allows to check the consistency of the approxima-
tions made. Therefore, using the statistical indepen-
dence of eigenvalues and eigenvectors of the random
ensembles of initial and final Hamiltonian matrices and
the annealed approximation of the EA, we have arrived
at an expression, in Eq.(18), that has the structure of
the expression corresponding to the ECG, Eq.(14), of the
work pdf of sudden quenches in many-body systems.
B. Gaussian ensembles
The utility of the expression in Eq.(18) requires the
ensembles of Hamiltonians considered to have an er-
godic property, viz. for sufficiently large dimension N
the work pdf calculated from single drawns of Hamilto-
nians from the ensembles, called running average (RA),
is close to the EA [48]. This was shown recently in [53]
for the work pdf in quenches using the usual Gaussian
Ensembles (GE) of matrices in random matrix theory
(RMT) with large dimension. Let us summarize the re-
sults in [53] but now using directly the expression for
the EA in Eq.(18). We consider only the cases with
non-degenerate spectra, viz. the Gaussian Orthogonal
Ensemble (GOE) and the Gaussian Unitary Ensemble
(GUE).
ForN  1, the level density of Hamiltonians from the
Gaussian ensembles follows the semicircle law [46, 48]:
ρE(E) ≈ ρN1(x) =
{
2N
pia
√
1− (xa)2 , |x|a ≤ 1
0 , |x|a > 1
, (22)
with x = E − E¯, a = 2Ns¯/pi. The parameter E¯ is
the mean value of the Gaussian distributions of the in-
dependent random diagonal entries of the Hamiltonian
matrices of the ensemble. Therefore, it fixes the center
of the average random matrix spectrum. The semicir-
cle behavior for large dimensions implies that the level
spacing s¯ for a large portion of the spectrum is almost
constant, being equal to its value in the center:
s¯ =
1
ρN1(0)
= piσ
√
βe
2N
. (23)
The parameter σ2 is the variance of the diagonal as well
as of the real and imaginary parts of the off-diagonal
random elements Gaussian distributed [46], setting the
energy scale of the ensemble. The constant βe assumes
the values 1, 2, for the GOE and GUE respectively.
For large dimensions in GOE and GUE ensembles we
have:
〈〈| 〈ψ˜(w + E, θ˜)|ψ(E,θ)〉 |2〉θ〉θ˜ ≈
1
N
. (24)
Gathering Eqs. (22) and (24), we obtain,
SFEA(w + E) ≈ ρ˜N1(w + E)
N
, (25)
6and
Z0,EZ ≈
∫ ∞
−∞
dE e−βE ρN1(E)
= 2 N e−β〈E〉
I1(2N 〈s〉β/pi)
2 〈s〉β/pi , (26)
with In(x) being the Modified Bessel function of first
kind. Thus, we finally obtain the EA of the work pdf:
PGEEA (w) =
1
Z0,EA
∫ ∞
−∞
dE ρN1(E) ρ˜N1(w + E) e−βE
(27)
with ρN1 (equivalently ρ˜N1) given by Eq.(22) and
Z0,EA given by Eq.(26). The expression for PGEEA (w) in
Eq.(27) is recovered from the inverse Fourier transform
of the EA of characteristic function, viz. 〈G(u)〉, given by
Eq.(17) of [53].
Therefore, for Gaussian ensembles of large dimen-
sion, the EA of the work pdf for sudden quenches,
PGEEA (w), is simply given by the thermal average of the
convolution of the level densities of the two random
spectra, being completely characterized by the average
level spacings, s¯ and ¯˜s, through Eq. (23), and by the av-
erages of the eigenlevels, E¯ and ¯˜E, corresponding to the
center of the initial and final spectra of the quench, re-
spectively.
C. Two-Body Random Ensembles
The relation between statistical properties of com-
plex quantum systems and random matrix models has
a long history. Most of this history is dominated by
the Gaussian random ensembles, viz. GOE, GUE and
GSE, with the prominent characteristic of invariance
with respect to basis rotations [46–48]. These random
models are successful in describing the universal local
spectral fluctuations properties of energy spectra and
eigenenergy states of complex quantum systems like
the atomic nuclei. Remarkably, they are capable to ac-
count for spectral properties of quantum systems with a
classical chaotic counterpart [49, 61]. In particular, it is
well known that the statistical behavior of the nearest-
neighbor spacing distribution, P (s) with s := Ej+1−Ej ,
and the spectral rigidity, ∆3, follow the predictions of
the Gaussian ensembles, corresponding to quantum sys-
tems without time reversal invariance (GUE) or with
time reversal invariance (GOE or GSE) [69]. For clas-
sically integrable quantum systems the corresponding
behavior of these local spectral fluctuations correspond
to that of Poisson systems [49]. In fact, the behavior of
these spectral fluctuations properties were commonly
used to define chaotic or integrable quantum system
even when these systems have no classical counterpart
[12, 50].
Despite of the success of Gaussian ensembles in de-
scribe local fluctuations, over time it becomes clear that
no realistic quantum system follows all the predictions
of these ensembles. In particular, the semicircle law for
the level density, valid in Gaussian ensembles of large
dimension, is completely artificial and is not followed
by any physical system. Therefore, in order to describe
complex systems with a more realistic level density,
were introduced in [62–67] random models that con-
sider the k-body nature of the interactions between par-
ticles. The most common k−body random ensembles
are the ones with two-body interactions (k = 2), called
Two-Body Random Ensembles (TBRE). Within these en-
sembles, the most studied are the Embedded Gaussian
Ensembles (EGE), constructed by using an usual Gaus-
sian ensemble in the k−particle space of effective inter-
action and then propagating it to the total N−particle
space (N > k) using the direct product structure of this
space [51]. When one considers the GOE ensemble in
the k−particle space, the associated embedded ensem-
ble is known as EGOE.
EGOEs exist for fermionic and also for bosonic sys-
tems [68]. Particularly useful are the EGOE(1 + 2) for
(1 + 2)-body Hamiltonians of the form:
H = H ′ + λV, (28)
where H ′ is the one-body part, V is the two-body resid-
ual interaction and λ is the strength of the perturbation
[51, 68]. H ′ describes the non-interacting constituents,
particles or quasi-particles, and in general comes from
some mean field approximation that defines the single
particle states filled with a number of non-interacting
particles. Usually H ′ in EGOE(1 + 2) are considered
diagonal with or without random entries [12, 51, 68].
The interactions between constituents are embedded in
V , which contains the two-body nature of the interac-
tions. In the mean field eigenbasis, the interaction term
gives an approximate band-like structure to the matrix
H . Thus, the privileged character of the mean field basis
breaks the invariance of the EGOE(1 + 2) with respect
to basis rotations. Also, this basis is associated to the
main property of quantum chaos in complex systems
described with Hamiltonians of the form of Eq.(28): the
eigenstates of H are delocalised in the mean field basis
[12].
One of the main features of the EGOE(1 + 2) is that
the level density associated with H in Eq.(28), for large
dimension N , is of a Gaussian form for every value of λ:
ρE(E) ≈ ρGE (E) :=
N√
2piσE
e−(E−E¯)
2/2σ2E , (29)
where the centroid E¯, and the variance σ2E do not de-
pend on N . Besides the dependence of these values on
the parameter λ, their values are fixed by the variance σ2
of the Gaussian distributed diagonal entries of the Gaus-
sian ensembles used in the k−particle space that define
the energy scale of the EGOE(1 + 2) considered. Usu-
ally, the numerical values of the centroid and variance,
E¯ and σ2E , are obtained from a numerical fitting over the
7level density calculated from several single drawns of
Hamiltonians matrices of fixed large dimension N .
In EGOE(1 + 2), the strength function, SFn(w), of the
n-th eigenstate, |ψn〉, of the unperturbed Hamiltonian,
H ′, in the basis of the perturbed one, H ′ + λV , depends
of the strength, λ, of the perturbation. In fact, for the EA
in EGOE(1 + 2) of large dimension, there is a transition
from a Breit-Wigner (BW) form:
SFEA(w,E) ≈ SFBW(w,E) := 1
2pi
Γ
[((w + E − E¯)2 + Γ24 ]
,
(30)
for λ < λc, to a Gaussian form,
SFEA(w,E) ≈ SFG(w,E) := 1√
2piσ¯2
e−
(w+E−E¯)2
2σ¯2 , (31)
for λ > λc [51], where E¯ := E¯(E), Γ := Γ(E) and σ¯ :=
σ¯(E).
For large values ofN , the EGOE(1+2) random model
possess the ergodic property, which guarantees that the
running average is close to the ensemble average with
respect to the level density and to the strength function
[51, 68]. For the strength function, this corresponds to
SFn(w) ≈ SFEA(w,En) in the limit N →∞. Usually this
is verified, in both regimes of the perturbation strength
λ, performing an histogram function constructed with
the strength functions SFn(w) within a small energy
window Enl ≤ En ≤ Enr (with nl ≤ n ≤ nr) and us-
ing a bin of small size in the variable w. Increasing the
dimension of the Hamiltonian matrices but maintaining
the bin’s size of the histogram in variable w, it is possi-
ble to verify the convergence of the distribution SFn(w)
to SFEA(w,En) for every value of E ∼ En.
V. APPLYING OUR APPROACH TO SPIN-1/2 CHAIN
MODELS
In Section IV A we have shown the general proper-
ties that the ensembles of Hamiltonian matrices sub-
mitted to a quench must have in order that the EA of
the work pdf, PEA(w), to have the same structure of
the ECG smoothing of the work pdf in real systems,
viz. PECG(w), Eq.(14). Therefore, if for these type
of random models the EA level densities and strength
functions well describe the corresponding ECG func-
tions of the real systems at hand, viz. ρE(E) ≈ ρ(E)
and SFEA(w,E) ≈ SF(w,E), then the expression of
ECG work pdf, PECG(w), of these systems is essentially
PEA(w), as given by Eq.(18). However, it is not clear yet
the role played by the temperature and the perturbation
strength in the existence of an ECG description of the
exact P (w), Eq.(4).
In the next sections we consider sudden quenches in
some realistic one-dimensional spin-1/2 chain models
with Hamiltonians of the form of Eq.(28). We study the
description of the sudden quenches using embedded
random ensembles EGOE(1 + 2) [12] for broad values
of the inverse of temperature β and different regimes of
the perturbation strength of the quench. We verify the
regimes where we have a consistent ECG description of
the work pdf P (w).
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FIG. 1: (color online) (a) Histogram of the level densities, ρ(E)
(on the left) and ρ˜(E˜ = E) (on the right), of the model in
Eq.(33) with µ = 0.5, for λ = 0.7 and λ = 0.9, respectively.
The dashed curves are the Gaussian fittings in Eq.(29). (b)
The dots represent an histogram function corresponding to the
ECG strength function SF(w,E) (see text for details). The full
line is the Breit-Wigner fit, SFBW(w,E) in Eq.(30), over the his-
togram. (c) It shows the center E¯ and the width Γ of the fitting
SFBW(w,E) as a function of the initial energy. These values
were obtained through the Breit-Wigner fitting SFBW(w,E) of
the corresponding histograms of the ECG strength function
SF(w,E) for different values of E.
A. Models under analysis
The realistic models under analysis are two different
one-dimensional spin-1/2 chains with two-body finite-
range interactions. The Hamiltonians of all these models
have the structure given in Eq.(28). They display many
interesting features, one such being a clear point of tran-
sition between integrability and chaos according to the
8strength of the perturbation. As usual in the study of
interacting many-body systems, the notion of quantum
chaos and integrability refers to some specific properties
of the spectra and eigenstates. In particular, it refers also
to a specific structure of the eigenstates of the perturbed
Hamiltonian in the basis of the unperturbed Hamilto-
nian, that is considered a type of mean field basis [12],
viz. Hamiltonians H0 in Eq.(32) or H1 in Eq.(33) be-
low. The different regimes of integrability and chaotic-
ity of the systems analyzed allow us to study the role
played by these properties in the construction of the
work statistics for sudden quenches in interacting quan-
tum many-body systems.
We begin by considering one first model where the
Hamiltonian has only first neighbor interactions, being
given by [50]:
H1 := H0 + µV1
H0 :=
L−1∑
i=1
J(Sxi S
x
i+1 + S
y
i S
y
i+1)
V1 :=
L−1∑
i=1
JSzi S
z
i+1 , (32)
where L is the number of sites, and Ski , with k = x, y
or z, are the spin operators at site i. The parameter J
sets the energy scale and is chosen to be 1 in all that
follows. The flip-flop term, H0, that moves the exci-
tations (spin up in the z−direction) through the chain,
can be mapped onto a system of noninteracting spinless
fermions or hard-core bosons and is integrable. Pertur-
bations over H1, known as the XXZ Hamiltonian, are
applied by changing the coupling or anisotropy param-
eter, µ, from some initial value µi to some final value µf .
In our investigation, the change µi → µf is sufficiently
fast, thus being considered a sudden quench. It is im-
portant to remark that the Hamiltonian H1 is always in-
tegrable, irrespective to the strength of the parameter µ.
The second model under study is built by introducing
second neighbor interactions to the first model, being
described by the following Hamiltonian [50]:
H2 := H1 + λV2
V2 :=
L−2∑
i=1
J [(Sxi S
x
i+2 + S
y
i S
y
i+2) + µS
z
i S
z
i+2] . (33)
In the second model, the Hamiltonian H2 is built by
keeping µ fixed in H1, and turning on the coupling λ.
The sudden quench is, therefore, a fast change from the
initial coupling to the final one, λi → λf . The inclusion
of second neighbor interactions, as given by V2, allows
the system to be chaotic depending whether the strength
of λ is sufficiently high [50]. The momentum conser-
vation is avoided by considering open boundary condi-
tions. However, other symmetries are present. First, the
two models addressed conserve the total spin in the z di-
rection for any values of the parameters, viz [H1,2, Sz] =
ρ
(b)(a)
E
(c)
E
E
σ
E
<E>
w+EE
ρ(E)
(E)
E(
E)-
SF
-
E=2.413(a) (b)
(c)
FIG. 2: (color online) (a) Histogram of the level densities, ρ(E)
(on the left) and ρ˜(E˜ = E) (on the rigth), of the model in
Eq.(33) with µ = 0.5, λ = 0.7 and λ = 3.2, respectively. The
dashed curves are the Gaussian fittings in Eq.(29). (b) The dots
represent an histogram function corresponding to the ECG
strength function SF(w,E) (see text for details). The full line is
the Gaussian fit, SFG(w,E) in Eq.(31), over the histogram. (c)
It shows the center E¯ and the width σ¯ of the fitting SFG(w,E)
as a function of the initial energy. These values were obtained
through the Gaussian fitting of the corresponding histograms
of the ECG strength function SF(w,E) for different values of
E.
0, with Sz =
∑L
i=1 S
z
i . This conserved quantity allows
us to break up the total state space into subspaces, SK , of
fixed number K of spins up which does not mix under
the evolution of the Hamiltonian. Thus, we work within
subspaces SK of dimension DK = L!/((K)!(L − K)!).
The models also preserve the value of the total spin
S2 = (
∑L
i=1
~Si)
2 if µ = 1, then we do not use this value
throughout. There is a parity symmetry defined as the
collective permutation of mirrored sites in the chain that
is avoided by dealing with one of the two (positive or
negative) parity subspaces inside the subspace Sk con-
sidered. Therefore, the effective dimension of the sys-
tems considered is N ≈ DK/2.
The systematic study of the level densities and the
strength functions of the models in Eqs.(32) and (33)
were performed in [50]. In order to make our presen-
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FIG. 3: (color online) For the same quench of Fig.(2), here we
plot the histograms functions (in blue) representing the initial
level densities ρ(E), in panels (a) and (c), and the ECG strength
function SF(w,E = 3), in panels (b) and (d). In panels (a) and
(b) the initial and final Hamiltonians matrices have dimension
N = 1512 and in (c) and (d), N = 3215. When the sys-
tem’s dimension increases, the fluctuations of the histograms
functions decrease around the Gaussian fittings ρGE (E = 3) of
Eq.(29) in panels (a) and (c), and SFG(w,E = 3) of Eq.(31) in
panels (b) and (d) (black lines). We kept the bin size fixed: in
panels (a) and (c) is 0.055 and in panels (b) and (d) is 0.097.
See text for details.
tation self-contained, here we sumarize the results of
[50], applying them to our sudden quench processes. It
worths to notice that our results here are equivalent to
the results in [50] if we consider, in each of the quench
process λi → λf or µi → µf , the eigenstates of the
Hamiltonians H1 + λiV2 or H0 + µiV1 as the mean field
basis, respectively. On the contrary, in [50] the mean
field bases were always the eigenstates of H1 or H0.
Figs.(1) and (2) refer to Hamiltonians of the model in
Eq.(33) with L = 15 and K = 5. Therefore, the di-
mension of the Hamiltonian matrices is N = 1512. The
Hamiltonians used in Fig.(1) are associated to a quench
with a small perturbation, λi = 0.7→ λf = 0.9, and the
ones in Fig.(2) are associated to a quench with a large
perturbation, λi = 0.7 → λf = 3.2. In both cases, we
set µ = 0.5 in Eq.(33). In this system, the crossover from
integrability to chaos occurs for λcr ≈ 0.5, where the
level spacing distribution changes from a Poissonian to
a Wigner-Dyson distribution [50]. Therefore, the initial
and final Hamiltonians corresponding to Fig.(1) and (2)
are all in the chaotic regime. The initial and final level
P(
w)
P(
w)
w
P(
w)
(a)
(b)
(c)
P(
w)
P(
w)
P(
w)
w
(a)
(b)
(c)
FIG. 4: (color online) The dashed lines (in blue) are the his-
togram functions that represent P (w) in Eq.(4) for a small
quench, λi = 0.7 → λf = 0.9 , using the model in Eq.(33)
(with µ = 0.5 and N = 1512) for inverse temperature values:
(a) β = 5 so Neff/N = 0.066, (b) β = 0.5 so Neff/N = 0.66
and (c) β = 0.05 so Neff/N = 6.6. The initial and final
Hamiltonians of the quench are in the chaotic regime. The
bin size is ∼ 0.08 and the total number of bins is 1800 in all
the histograms. The full line (in black) corresponds to the EA,
PEA(w), in Eq.(18) using the Gaussian level density ρGE (E) in
Eq.(29) and the Breit-Wigner function SFG(w,E) in Eq.(30) (see
text for details).
densities, ρ(E) and ρ˜(E˜), are displayed in panel (a) of
Fig.(1) and (2) in the form of histograms with small bin
size. The dashed curves show that, in both quenches,
the histograms are well approximated by Gaussian dis-
tributions, ρGE (E), corresponding to the EA of an embed-
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ded random ensemble EGOE(1 + 2) in Eq.(29).
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FIG. 5: (color online) Idem Fig.(4) but for a large quench, λi =
0.7→ λf = 3.2 and for inverse temperature values: (a) β = 20
so Neff/N = 0.0165, (b) β = 2 so Neff/N = 0.165 and (c)
β = 0.005 so Neff/N = 66. Here also the initial and final
Hamiltonians of the quench are in the chaotic regime. The bin
size is ∼ 0.14 and the total number of bins is 250 in all the
histograms. The full line (in black) corresponds to the EA ,
PEA(w) in Eq.(18), constructed using the Gaussian functions,
ρGE (E) in Eq.(29) and SF
G(w,E) in Eq.(31) (see text for details).
The behaviors of the strength functions, SFn(w), of the
n-th eigenstates, |ψn〉, of the unperturbed Hamiltonian
H1 + λiV2, in the basis of the perturbed one, H1 + λfV2,
are displayed in panel (b) and (c) of Figs.(1) and (2). For
the quench λi = 0.7 → λf = 0.9, corresponding to a
small perturbation, the SF is expected to behave as a
Breit-Wigner distribution in the limit of large dimension
N . This is verified in panel (b) of Fig.(1), where we plot
ECG strength function SF(w,E) as an histogram func-
tion constructed from strength functions, SFn(w), in an
small energy window Enl ≤ En ≤ Enr around a fixed
value of the initial energy E ∼ En, and for a small bin
size in the variable w. We fit this histogram with the EA
function, SFBW(w,E) in Eq.(30), of the embedded ran-
dom ensembles EGOE(1 + 2). Repeating the procedure
but varying the initial energy E ∼ En we have simi-
lar fittings, so in panel (c) of Fig.(1) we show the cen-
ter E¯ and the width of these Breit-Wigner fittings, viz.
SFBW(w,E) in Eq.(30), as a function of the initial values
of energy E.
For the quench λi = 0.7 → λf = 3.2, correspond-
ing to a large perturbation, it is expected that the SFs
behave as Gaussian distributions in the limit of large di-
mension N . This is verified in panel (b) of Fig.(2), where
we diplayed equivalent plots as in panel (b) of Fig.(1),
but with a Gaussian fitting. In panel (c) of Fig.(1) we
also show the center E¯ and the width of the Gaussian
fittings, viz. SFBW(w,E) in Eq.(31), as a function of the
initial values of energy E.
We also consider quenches in the integrable regime
using the model in Eq.(32). The first quench considered
corresponds to a small change, µi = 0.1 → µf = 0.5,
in the perturbation strength. The second quench con-
sidered corresponds to a large change: µi = 0.1 →
µf = 2.4. In both cases the results (not shown) are
analogous to those showed in Figs.(1) and (2): the ini-
tial and final level densities are well fitted by Gaussian
distributions, ρGE(E) in Eq.(29), corresponding to the EA
of an embedded random ensemble EGOE(1 + 2), and
the strength functions behave following the prediction
for these type of ensembles: for a small perturbation it
follows the Breit-Wigner fitting, SFBW(w,E) in Eq.(30),
and for a large perturbation, it follows the Gaussian fit-
ting, SFG(w,E) in Eq.(31).
We checked the convergence of the level densities and
strength functions analyzed to the smooth ECG func-
tions, ρ(E) and SF(w,E), respectively. In summary, we
found that ρ(E) ≈ ρG(E) in Eq.(29) in all the ranges of
parameters analyzed. Also, we found that SF(w,E) ≈
SFBW(w,E) in Eq.(30) when the quenches correspond
to small perturbations, and SF(w,E) ≈ SFG(w,E) in
Eq.(31) when the quenches correspond to large per-
turbations, independently whether the initial and fi-
nal Hamiltonians are in the chaotic or in the integrable
regime. As an example of the convergence, we plot
in Fig.3 histograms functions representing ρ(E) and
SF(w,E) for the same sudden quench perturbation used
in Fig.2, but for two different dimensions of the systems:
N = 1512 in panels (a) and (b) and N = 3215 in panels
(c) and (d). In these graphics, it can be seen that by main-
taining the size of the histogram bin fixed, the size of
the fluctuations of ρ(E) and SF(w,E) around the curves
ρG(E) and SFG(w,E), respectively, decrease with the di-
mension.
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w
P(
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FIG. 6: (color online) The dashed lines (in blue) are the his-
togram functions that represent the exact work pdf P (w) in
Eq.(4) for a small quench, λi = 0.7 → λf = 0.9 , using
the model in Eq.(33) (with µ = 0.5). We use a system with
N = 1512 for the plots on the right and N = 3235 for the plots
on the left. In both cases Neff/N = 60.
B. Work probability distributions in the models analyzed
In the last section we confirm that in the fermionic
systems considered, the necessary functions, ρ(E) and
SF(w,E), to construct the ECG work pdf PECG(w) in
Eq.(14), can be borrowed from the Gaussian embedded
random models EGOE(1 + 2) when the dimension of
the Hamiltonian matrices are large, viz N  1. There-
fore, when N  1, the expression for the PECG(w) is
essentially given by PEA(w), in Eq.(18), from random
EGOE(1+2) models. Here, we show in which regimes of
temperature and strength of the perturbation, the exact
work pdf P (w) in Eq.(4) can have an ECG description
that essentially matches PEA(w) when N  1.
The presence of the Boltzman factor in Eq.(18), or
equivalently in Eq.(14), allows the characterisation of
low or high temperatures by defining the parameterNeff
that is proportional to the number of levels below the
energy E such βE ∼ 1. Therefore, a given value of β
corresponds to a high temperature if Neff/N  1 and to
a low temperature if Neff/N  1. We can roughly esti-
mate Neff by writing βE ≈ βNeff s¯ ≈ 1, with the mean
level spacing approximately s¯ = 1/ρGE (E¯), and ρ
G
E (E¯) is
the maximum value of the level density in Eq.(29).
In Figs.(4) and (5) we considered the same systems
and sudden quenches parameters as in Fig.(1) and (2) re-
spectively, both in the chaotic regimes of the initial and
final Hamiltonians. For intermediate and high tempera-
tures, panels b) and c) respectively, we have a very good
agreement between PEA(w) and P (w), but for small
temperatures, panel a), the agreement is not good. The
reason is that for small temperatures, P (w) does not con-
verge to a smooth function. We check this by increasing
the system dimension N , but maintaining Neff/N  1
P(
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FIG. 7: (color online) The dashed lines (in blue) are the his-
togram functions that represent the exact work pdf, P (w), in
Eq.(4) in the regime of high temperature (β = 0.05) and when
the initial and final Hamiltonians of the quenches are in the
integrable regime. The dimension of Hamiltonian matrices is
N = 1512 in all the systems used. Therefore, Neff/N = 8 in
all the panels. In panel (a) we use the model in Eq.(33) with a
small quench, λi = 0.1 → λf = 0.3. In panels (b) e (c) we use
the model in Eq.(32), for a small quench µi = 0.1 → µf = 0.5
in (b) and for a large quench µi = 0.1 → µf = 2.4 in (c). All
histograms have a bin size ∼ 0.02, and a total number of bins
800.
fixed, and performing a histogram function represent-
ing P (w) with the same bin size as in Figs.(4) and (5).
We observe that the size of the fluctuations of the his-
tograms do not decrease (plot not shown). On the con-
trary, performing this procedure for intermediate and
high temperatures, we see clearly that the fluctuation of
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the histograms representing P (w) decrease around the
smooth curve, the ECG work pdf given by PEA(w). An
example of this type of calculation is shown in Fig.(6).
In Fig.(7) we show that the agreement of P (w) and
PEA(w) in the spin-1/2 models analyzed is also good
in the intermediate and high temperatures regimes also
when the initial and final Hamiltonians are in the inte-
grable regime, both in large and small regimes of the
perturbation.
VI. CONCLUSIONS
We have shown that in quantum quench processes in
systems with large Hilbert spaces, such as interacting
quantum many-body systems with many sites, there is
a simple way to describe the work distribution associ-
ated with the fluctuations theorems of quantum ther-
modynamics. This is an energy coarse-grained work
probability distribution function that is given by an en-
ergy integration of the product of two energy smooth
functions, weighted by a Boltzman factor depending on
the inverse temperature β. These smooth functions are
the level density of the initial Hamiltonian and the en-
ergy coarse-grained strength function of the eigenstates
of the initial Hamiltonian in the eigenbasis of the final
one.
Also, we have shown that an equivalent expression
can be obtained for the ensemble average of the work
distribution for quantum quenches over random Hamil-
tonian models, provided that the ensembles of initial
and final Hamiltonians enjoy the statistical indepen-
dence of their eigenvalues and eigenvectors, and also
when an annealed approximation over the ensemble av-
erage is valid. This condition is usually verified when
the dimension of the ensemble matrices are large. When
the ensembles of random matrices well describe the
level density and the corresponding strength function of
the systems considered, the energy coarse-grained prob-
ability of work can be obtained from the ensamble aver-
age of the work distribution, what is very advantageous
because in general this approach provide analytical ex-
pressions valid for many realistic systems. This allows
a great systematization in the description of the work
distribution for quenches in interacting quantum many-
body systems where some random model description is
proved to be effective.
We confirm that the exact quantum work distribu-
tion has small fluctuations around the energy coarse-
grained work distribution when the Hilbert space di-
mension of the systems considered is large in realis-
tic quantum many-body systems consisting of spin-1/2
chains models whose level density and corresponding
strength function are well described by the EGOE(1 + 2)
ensemble of Hamiltonian matrices. Our results show
that the energy coarse grained work distribution repre-
sent a good description of the exact work distribution
for intermediate and high temperatures. However, for
low temperatures the exact work distribution can not be
described by an energy coarse-grained work pdf. In ad-
dition, we verified the agreement of the coarse-grained
description of the exact work distribution in these sys-
tems in both integrable and chaotic regimes of the initial
and final Hamiltonians of the quench, and also for large
and small quench strengths.
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