Abstract. Process yield is the most common criterion used in the manufacturing industry for measuring process performance. A measurement index, called S pk , has been proposed to calculate the yield for normal processes. The measurement index S pk establishes the relationship between the manufacturing specifications and the actual process performance, which provides an exact measure on process yield. Unfortunately, the sampling distribution of the estimated S pk is mathematically intractable. Therefore, process performance testing cannot be performed. In this paper; we consider a normal approximation to the distribution of the estimated S pk , and investigate its accuracy computationally. We compare the critical values calculated from the approximate distribution with those obtained using the standard simulation technique, for various commonly used quality requirements. Extensive computational results are provided and analyzed. The investigation is useful to the practitioners for making decisions in testing process performance based on the yield.
Introduction
Process yield has longtime been a standard criterion used in the manufacturing industry as a common measure on process performance. Process yield is currently defined as the percentage of processed product unit passing the inspection. That is, the product characteristic must fall within the manufacturing tolerance. For product units rejected (nonconformities), additional costs would be incurred to the factory for scrapping or repairing the product. All passed product units are equally accepted by the producer, which requires the factory no additional cost. For processes with two-sided manufacturing specifications, the process yield can be calculated as %Yield = F (USL) − F (LSL), where USL and LSL are the upper and the lower specification limits, respectively, and F (·) is the cumulative distribution function of the process characteristic. If the process characteristic follows the normal distribution, then the process yield can be alternatively expressed as Yield% = (USL − µ)/σ ] − [(LSL − µ)/σ ], where µ is the process mean, σ is the process standard deviation, and (·) is the cumulative distribution function of the standard normal distribution N(0, 1). Based on the expression of process yield, Boyles (1994) considered the yield measurement index S pk for normal processes (defined in the following). The index S pk establishes the relationship between the manufacturing specifications and the actual process performance, which provides an exact measure on the process yield. If S pk = c, then the process yield can be expressed as %Yield = 2 (3c) − 1. Obviously, there is a one-to-one correspondence between S pk and the process yield. Thus, S pk provides an exact (rather than approximate) measure of the process yield. Table I summarizes the process yield, nonconformities (in PPM) as a function of the measurement index S pk , for S pk = 1.00(0.1)2.00, including the most commonly-used performance requirements, 1.00, 1.33, 1.50, 1.67, and 2.00. For example, if a process has yield measure S pk = 1.33, then the corresponding nonconformities is roughly 66 PPM (parts per million).
Approximate Distribution of the Estimated S pk
To estimate the yield measurement index S pk , we consider the following natural estimatorŜ pk , whereX = ( n i=1 X i )/n, and S = [(n−1)
1/2 are the sample mean, and the sample standard deviation, the conventional estimators of µ and σ , respectively, which may be obtained from a stable process.
The exact distribution of S pk is mathematically intractable. Therefore, testing of the process performance cannot be performed. On the other hand, Lee et al. (2002) obtained a normal approximation to the distribution of S pk using Taylor expansion technique. By taking the first order of the Taylor expansion, it is shown that the estimator can be expressed approximately as:
,
We note that
, where a and b are functions of µ and σ , as defined in the following, and φ is the probability density function of the standard normal distribution N(0, 1). Thus, the statistic W is normally distributed as N(0, a 2 + b 2 ), and the natural estimator S pk is approximately distributed as N(µ S , σ 2 S ), where E(Ŝ pk ) = µ S = S pk and Var (Ŝ pk 
, which can be expressed as functions of the widely used precision index C p = (USL− LSL)/6σ , and the accuracy index
The parameter C p is defined as C p = (USL − LSL)/6σ , a function of the process standard deviation, which measures the overall process variation relative to the specification tolerance therefore only reflecting process potential. The parameter C a is defined as C a = 1 − |µ − m|/d (see Pearn et al. (1998) ), a function of the process mean, which measures the degree of process centering, where m = (USL + LSL)/2 is the mid-point between the upper and the lower specification limits, and d = (USL − LSL)/2 is half of the length of the specification interval. The parameter C a alerts the user if the process mean deviates from its target value. In fact, a mathematical relationship among the three measurements can be established as
The probability density function of the approximate distribution, N(µ S , σ 2 S ), can be expressed as:
Calculation of the Critical Values
The formula of the normal approximation obtained for the distribution ofŜ pk is rather complicate, and the calculation is cumbersome to deal with. For the approximation to be useful to the practitioners, we calculate the critical values c o computationally using the Maple-V programming software (see Appendix 1.0(01)2.0, the corresponding C a , and (µ, σ ) for S pk = 1.00. Table II(b) summarizes the process characteristics with C p = 1.33, 1.4(0.1)2.3, the corresponding C a , and (µ, σ ) for S pk = 1.33. Table II(c) summarizes the process characteristics with C p = 1.5(0.1)2.5, the corresponding C a , and (µ, σ ) for S pk = 1.50. Table II(d) summarizes the process characteristics C p = 1.67, 1.7(0.1)2.6, the corresponding C a , and (µ, σ ) for S pk = 1.67. Table II(e) summarizes the process characteristics C p = 2.0(0.1)3.0, the corresponding C a , and (µ, σ ) for S pk = 2.00. Table 2c . S pk = 1.50 with C p = 1.5(0.1)2.5, the corresponding µ, σ , C a , and the calculated a, b, and nVar(Ŝ pk ). Note: φ(3S pk ) = 0.000015984. Table 2d . S pk = 1.67 with C p = 1.7, 1.7(0.1)2.6, the corresponding µ, σ , C a , and the calculated a, b, and nVar(Ŝ pk ). Note: φ(3S pk ) = 0.000001414. Table III displays the critical values c o computed from the normal approximation. We note that for given fixed performance requirement S pk , the differences among those calculated critical values corresponding to various parameter values of C p and C a , are sufficiently small and can be neglected. To justify this result, we also calculated the main factor in the variance of the normal approximation,
which determines the magnitude of the critical value c o , with different parameter values of C p and C a . The results are tabulated in Table 2e . S pk = 2.00 with C p = 2.0(0.1)3.0, the corresponding µ, σ , C a , and the calculated a, b, and nVar (Ŝ pk Tables II(a)-II(e), which indicate that the factor (a
is insensitive to the value changes of C p and C a in all cases, except for S pk = C p (C a = 1.00, the process is perfectly centered). Consequently, the critical values c o may be considered as a constant, which is independent of the process characteristics C p and C a for fixed performance requirement S pk . Such behavior of the normal approximation can be expected, as it is a linear approximation obtained from taking the first term in the Taylor expansion.
SIMULATION TECHNIQUE
To assess the accuracy of the normal approximation, we also obtain the critical values using the standard simulation technique to compare with the critical values obtained from the normal approximation, under the same performance requirements. We note that the natural estimator S pk can be rewritten and expressed as a function of the two parameters C p and C a . In fact, a mathematical relationship among the three measurements can be established as 
The simulation was carried out using the SAS programming software, with N = 10000 replications for each sample size of n, on the same set of performance requirements S pk = 1.00, 1.33, 1.50, 1.67, and 2.00, displayed in Tables II(a)-II(e). The simulation results indicate that the critical values are more sensitive to the two parameters C p and C a than those from the normal approximation. For example, given fixed S pk = 1.67 with n = 20, c o = 2.24 for C p = 1.67, and c o = 2.30 for C p = 1.9. For practical purpose, we may take the maximal values of c o among those parameters of C p and C a we investigated, to obtain conservative bounds on the critical values for reliability purpose. This approach ensures that the decisions made based on the critical values have the risk of wrongly concluding an incapable process as capable, no greater than the preset type I error α. Table IV 
Accuracy of the Normal Approximation
Table V displays a comparison of the critical values c o generated by the normal approximation and the simulation technique for various selected sample sizes n = 5(5) 50, 60, 65, 75, 90, 110, 130 , and 150, with risk α = 0.05. It is noted that the normal approximation significantly under-approximates the critical values, particularly, for small sample sizes n < 40, as the magnitude of the underestimation exceeds 0.10. Therefore, for short run applications (such as accepting a supplier providing short production runs in QS-9000 certification), one should avoid using the normal approximation. It is also noted that the underestimation can be as large as 0.07 for n = 50, 0.03 for n = 110, and 0.02 for n = 150. Therefore, in real applications a sample of size greater than 150 is recommended.
CONVERGENCE OF THE APPROXIMATION
Table VI displays the sample sizes required for the normal approximation to converge to S pk within a sampling error less than 0.10, 0.09, 0.08, 0.07, 0.06, 0.05, 0.04, 0.03, 0.02, 0.01, 0.00 respectively (with accuracy up to the second decimal point, or 5 × 10 −3 ). For example, for S pk = 1.33 with risk α = 0.05, a sample size of n ≥ 95909 ensures that the sampling error is no greater than 5 × 10 −3 which is negligible. Thus, ifŜ pk > 1.33, then we may conclude that the actual performance S pk > 1.33. The investigation is not for practical purpose. But, the computations illustrate the behavior, and the rate of convergence for the normal approximation. 
An Application Example
In the following, we present an example of the LCM (liquid crystal module) manufacturing process. The example we investigated was taken from a manufacturing factory making the Liquid Crystal Display Module (LCD Module). The LCD Module is one of the key components used in many high-tech electronic commercial devices for the display function, such as the cellular phone, the PDA (personal digital assistant), the pocket calculator, digital watch, automobile accessory visual displays, and many others. Three key components make the LCD Module functions properly Those include the liquid crystal display, the back lighting, and the peripheral (interface) system. The mounting technology for the chip-on-glass makes the exposed particle overturned, with the side of circuits facing downward. Then, the electricity conduction is joined between the IC and the panel of the liquid-crystal display through the mounting material. Currently, the mounting technology of the chip-on-glass is the best manufacturing technology for the LCD Module in terms of the mounting density. It is important to note that different mounting material requires different mounting technology of the chip-on-glass.
ACF (Anisotropic Conductive Film) is one of the several developed mounting materials, which is now the most widely used material for the chip-on-glass. For the main bonding process, the bonding precision is an essential process parameter we focused on in our study. We investigated a particular model of the LCD Module product with the upper and the lower specification limits set to USL = 15 µm, LSL = −15 µm, and the target value is set to T = 0. If the characteristic data does not fall within the tolerance (LCL, UCL), the lifetime or reliability of the LCD Module will be discounted. To ensure the production quality, the yield index for a particular model we investigated was set to S pk ≥ 1.50. If the capability requirement fails to be met, the LCD Module product would be seriously affected on its reliability or lifetime.
To test the process performance, we consider the hypothesis testing H 0 : S pk ≤ 1.33 (process is incapable), versus the alternative H 1 : S pk > 1.33 (process is capable) with type I error α = 0.05. According to the process control plan of the COG the random sample data in consecutive four day are collected, which are displayed in Table VII . The 160 sample observations are obtained through the inspection, using the microscope by visual, which were collected eight pieces per every two hours. These 160 observations were justified taken from a stable process (in control), and the characteristic distribution is shown to be approximate normal. The calculated mean and the standard deviation of the 160 sample observations are summarized in the following. Checking Table III we obtain the critical value 1.45 for risk α = 0.05. X = 0.1754, S = 3.1570, USL −X S = 0.9999, 
