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Abstract
For medium and large gas turbine engines, the lean combustion technology has been recognised as
one of the effective solutions for emission reduction. However, such systems are often susceptible to
thermo-acoustic instability. As an essential component of the combustion system, the fuel injector
plays a critical role in the feedback loop that leads to this instability. This thesis presents a study
on the unsteady aerodynamic response of generic lean burn injector passages to incident acoustic
waves. Single and two passage injector configurations were considered which consist of many of the
representative features comprising a modern lean burn fuel injector.
In this research a combination of experimental, analytical and numerical approaches were applied. A
CFD methodology based on URANS simulations was developed by incorporating different acoustic
boundary conditions in an open-source solver (OpenFOAM). In addition, a von Neumann stability
type analysis was performed which provides guidelines for the mesh and numerical setups of the
simulations. To assess the validity of the CFD method, simulations were performed for selected
orifice geometries and a Helmholtz resonator. Good agreement between the simulation results and the
available experimental data were achieved. With its accuracy verified, this numerical methodology
allows the characteristics of an acoustic element to be predicted and the unsteady flow field to be
examined.
The overall acoustic response of the injector is characterised with the (specific) impedance. It was
at first derived from experiments using the multi-microphone technique. Subsequently the experi-
mental scenarios were reproduced in a series of CFD simulations applying the developed numerical
methodology. Fidelity of the CFD simulations was confirmed by the excellent agreement between
the (specific) impedance measured in experiments and predicted by the simulations respectively. Fur-
thermore, considering the moderate computational cost of the simulations, the numerical approach
developed also provides a practical design tool from the acoustic perspective for complex geome-
tries such as gas turbine injectors. Encouraged by the accuracy in the CFD prediction of the injector
impedance, the acoustically excited unsteady flow both within and downstream of the injector pas-
sages was investigated from the simulation results. This was mainly based on the temporal Fourier
analysis of the unsteady flow field, from which the correlation between the flow fluctuations at dif-
ferent spatial locations of the flow field was extracted. In complement to the numerical investigation,
an analytical study was carried out to examine the influences of certain geometric parameters of the
injector passage on its acoustic characteristics.
Following the results from the analysis of the baseline injector configurations, various design modi-
fications were developed which enable the acoustic characteristics of the injector to be manipulated.
These include the configurations that demonstrate circumferentially non-coherent response. The de-
sign and evaluation of the modified injectors were assisted by the numerical methodology established
in this thesis.
i
Motivated by previous experimental works on the unsteady spray responses of lean burn injectors,
the current CFD method was extended to perform simulations of the two-phase flows of the two-
passage baseline injector configuration, which include particles with representative properties of the
fuel droplets observed in the experiments. In this investigation, the droplet sizes were assumed to be
fixed and only one-way coupling from the continuous phase to the discrete phase is enabled. Two
injections were considered, one with a uniform droplet size and the other with a Rosin-Rammler size
distribution. The statistics of the droplets at different planes downstream of the injector was analysed
and showed qualitative agreements with previous experimental results.
Key words: acoustic perturbation, characteristic boundary condition, impedance, injector, thermo-
acoustic instability, two-phase flow
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Chapter 1
Introduction
The reduction of pollutant formation has become a major topic that attracts enormous attention in
the development of modern gas turbine aero-engines. For medium and large aero-engines a transi-
tion towards lean combustion is in progress as a potential strategy to meet more stringent emission
requirements. However, a number of challenges need to be overcome for such a combustion system
to operate as desired. For example, such systems are more prone to thermo-acoustic instability, which
can significantly compromise the performance of the engine if not addressed. The role played by the
fuel injector in the feedback loop of thermo-acoustic instability is of particular interest because of
its significant effect on the combustion process. This thesis is dedicated to gaining an understand-
ing of the unsteady aerodynamics of the fuel injector in response to incident pressure waves which
can originate from unsteady heat release during the combustion process. A key aspect is to apply
this understanding to potential modifications of the injector geometry to provide a potential means of
avoiding thermo-acoustic instability.
1.1 Low Emission Combustion Systems of Aero-Engines
Control of emissions has become a critical factor in the design of modern aero-engines due to their
environmental and social impacts [1,2]. This is further driven by more and more stringent regulations
to limit the pollution caused by aviation. The emissions standards concerning civil subsonic engines
are formulated by the International Civil Aviation Organization (ICAO) with the assistance of the
Committee on Aviation Environmental Protection (CAEP) [3].
The exhaust from an aircraft gas turbine burning a hydrocarbon fuel mainly consists of carbon monox-
ide (CO), carbon dioxide (CO2), water vapour (H2O), unburned hydrocarbons (UHC), soot, nitric
oxides (NO) and nitrogen dioxide (NO2) [4]. NO and NO2 are commonly grouped as NOx and its
main implication is in the formation of ozone (O3) and smog. For the past three decades particular
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emphasis has been placed on the reduction of NOx emissions and more demanding goals are envis-
aged [5]. NOx can be produced by different mechanisms [4]. Thermal NOx, generated by oxidation
of atmospheric nitrogen in the high-temperature region of the flame and in the postflame gases, con-
stitutes the major part of NOx emission. At the same time, prompt NOx can be formed near the flame
front through oxidation of intermediate combustion products (e.g. HCN). Fuel NOx is produced from
the nitrogen originally bound in the fuel. Three of the key factors governing the production of NOx
are identified as flame temperature, equivalence ratio and residence time of the mixture in the com-
bustor (particularly the flame zone) [4]. The relation between the NOx formation and temperature is
shown in Fig. 1.1(a), whilst the influences of equivalence ratio and residence time are illustrated in
Fig. 1.1(b) where the emission index of NOx (EINOx) is plotted. It can be seen that more NOx is
generated as the flame temperature and residence time increase. Meanwhile, NOx formation peaks
close to the stoichiometric condition (but on the fuel-lean side of it). These characteristics, combined
with those of the other exhaust products, have been utilised in the development of different concepts
of low emission combustion systems for aero-engines. Some example combustion system designs are
discussed below.
(a) (b)
Figure 1.1: Formation of NOx as function of: (a) combustion temperature [6], and (b) equivalence
ratio and residence time [7]
1.1.1 Rich-Burn/Quick-Quench/Lean-Burn (RQL) Combustion
Most modern medium/large gas turbine aero-engines adopt the rich-burn/quick-quench/lean burn ap-
proach to minimise the emission of NOx. As the name suggests, the combustion is initiated in a
fuel-rich primary zone, where the equivalence ratio is typically from 1.2 to 1.6 [4]. As indicated in
Fig. 1.1, operating at these fuel rich conditions minimises the NOx production. The primary zone
efflux is subsequently quenched by rapid addition of cool air and the combustion process is then com-
pleted in a well-mixed fuel-lean (equivalence ratio between 0.5 and 0.7 [4]) environment. Similarly,
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at these lean conditions the NOx production is also limited (Fig. 1.1). The schematic of such a com-
bustor from Rolls-Royce is shown in Fig. 1.2. To achieve the objective of this combustion concept,
it is crucial to mix the cool air and the combustion products from the fuel-rich primary zone rapidly.
In this way the time during which the reacting mixture is at stoichimetric condition is minimised, so
that excessive production of NOx can be prevented. The RQL design has witnessed remarkable suc-
cess in aero-engine applications. However, further improvement of RQL combustors to meet future
emission targets is rather challenging, especially for liquid fuels, because such a combustion system
always has an operating regime where the mixture is stoichimetric. This can lead to significant NOx
production and is further compounded by a series of issues such as soot formation, long resident time
and nonuniform mixing, etc.
Figure 1.2: Schematic of an RQL combustor (Rolls-Royce) [8]
1.1.2 Staged Combustion
The concept of staged combustion is spawned from the consideration of dividing the combustion
process into different zones, typically a lightly loaded primary zone and a main combustion zone. At
low power conditions, the engine is driven by the primary zone. As the power setting increases, fuel
is also supplied to the main combustion zone for which the primary zone acts as the pilot source of
heat. At high power conditions, both zones operate in lean-burn states in order to minimise emission.
Two arrangements of staging are possible: radial and serial. Examples of these designs are shown in
Figs. 1.3 and 1.4. The main disadvantage of staged combustors is their complexity and the associated
1.1. Low Emission Combustion Systems of Aero-Engines 4
increase in weight and cost. Further disadvantages include, for example, a significant increase in the
liner surface area which demands additional cooling air. This, to a large extent, limits their potential
to satisfy future NOx reduction requirements.
Figure 1.3: Schematic of a radial staged combustor (General Electric) [4]
Figure 1.4: Schematic of serial staged combustor (Pratt & Whitney) [4]
1.1.3 Lean Combustion
In lean-burn combustors, the fuel injectors are redesigned such that fuel staging can be achieved in-
ternally within the injector. The combustion zone downstream of the injector is typically made up of
a central fuel-rich pilot zone and the surrounding lean main zone. Compared to the staged combustors
1.1. Low Emission Combustion Systems of Aero-Engines 5
described in the previous section, the number of fuel injectors used is much reduced and the combus-
tion process can be completed in a single annular combustion chamber. It is of similar dimensions
to that of a conventional RQL system. Thereby the main drawbacks of the staged combustors can
be overcome whilst keeping the emissions low by lean combustion. Moreover, relative to a staged
design, a more favourable combustor exit temperature profile is also easier to retain.
Lean-premixed combustion is the common approach when gaseous fuel is used. For liquid fuel there
exist a few variants depending on the way fuel is introduced. In lean premixed pre-vapourised (LPP)
combustion the evaporation of fuel and its mixing with air are completed before being supplied into
the combustion zone. In this way a homogeneous lean fuel/air mixture is delivered and the combustion
process proceeds at a uniformly low temperature amenable to low production of NOx. Apart from its
complexity, the main obstacle for the application of the LPP system on aero-engines is the higher
auto-ignition and flash-back risks, especially for modern medium and large aero-engines which in
general adopt high overall pressure ratios (OPR) to minimise specific fuel consumption. This is
less of a problem for the fuel systems of partial evaporation and rapid mixing (PERM) and lean
direct injection (LDI). An example of the PERM design is the twin annular premixing swirler (TAPS)
combustor by General Electric [9] as depicted in Fig. 1.5. While the fuel is premixed with air and
partially evaporised within the injector in a PERM combustor, the LDI scheme injects fuel and air
directly into the combustion chamber without pre-mixing. This is illustrated in Fig. 1.6.
Figure 1.5: Combustion zone of TAPS combustor (General Electric) [9]
Lean-burn technology, especially PERM and LDI systems, sets out a major pathway towards ultra
low-emission future aero-engines. However, lean combustion also poses a number of design chal-
lenges. In addition to altitude relight, lean blow-out margin and fuel-air mixing, etc, its susceptibility
to thermo-acoustic instability presents a major issue for a lean-burn engine to operate reliably.
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Figure 1.6: Combustion zone of LDI combustor [10]
1.2 Thermo-acoustic Instability
Thermo-acoustic instability, otherwise known as combustion instability, can occur in many engi-
neering combustion systems, such as furnaces [11], rocket engines [12, 13] and gas turbine en-
gines [14–16], etc. This is indeed not a particularly new topic. Observation and study of pheonomena
related to thermo-acoustic instability was commented on as early as in 1777 when Higgins discov-
ered the so-called “singing flame” [17]. A series of findings were reported thereafter, e.g. [18, 19].
Thermo-acoustic instability is, in general, the result of the interaction between the unsteady heat re-
lease and the induced acoustic waves during the combustion process when it takes place in a confined
space. This is reflected in Rayleigh’s criterion for the onset of the instability [20, §322g], which can
be formulated for a control volume V over a period of fluctuation T as follows [21, pp. 19]:∫ T
0
∫ V
p˜(x, t)q˜(x, t)dVdt >
∫ T
0
∫ V
Θ(x, t)dVdt (1.1)
where p˜ and q˜ are the fluctuating pressure and heat release rate, and Θ is the acoustic energy dissipa-
tion rate. Obviously the left hand side of Eq. (1.1) is determined by the relations between p˜ and q˜,
and their associated phases. The heat release is usually not a process independent from the acoustic
waves it generates. For gas turbine engines, the pressure fluctuation from the acoustic field within
the combustor geometry will influence the air flow through the fuel injector, and potentially the fuel
flow within the fuel feed line supplying the LDI system. This, in turn, alters the heat release of the
combustion process. Such coupling can lead to a positive feedback loop in which the unsteady heat
release and pressure fluctuation are in phase and augmented by each other. If the energy released is
greater than that lost to the surroundings (or alternatives), i.e. Eq. (1.1) is satisfied, the oscillations
are self-sustained and instability of the combustion process ensues. This can cause excessive noise,
deterioration of performance or structural damage to the engine.
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1.2.1 Thermo-acoustic Instability of Lean Combustion
Lean burn combustors discussed in the previous section have potentially a higher tendency to thermo-
acoustic instability compared to their rich burn counterparts. This is mainly the result of the lean
equivalence ratio at which combustion takes place. The adiabatic flame temperature (AFT) can be
used as a direct indicator of the heat generated in a chemical reaction. As demonstrated in Fig. 1.7,
in a lean combustion process the AFT and correspondingly the heat release are more sensitive to the
fluctuation in equivalence ratio compared to that under stoichimetric condition. At the same time,
as pointed out in [4, 22], lean burn combustors operate in closer proximity to the lean blow-out limit
and thus have higher possibility of cycles of extinction and reignition in localised flame regions. The
actual mechanism of self-excited thermo-acoustic instability in a gas turbine engine is more complex
than the brief description given at the beginning of the section, and it also depends on how the fuel is
introduced during to the combustion process.
Figure 1.7: Relation between adiabatic flame temperature and equivalence ratio [23]
A comprehensive survey of research on lean premixed combustion systems was given by Huang
[24], discussing the combustion dynamics, as well as modelling and possible countermeasures of
thermo-acoustic instability. The driving mechanisms of instability highlighted include equivalence
ratio fluctuation, unsteady vortex shedding and flame surface variation.
As pointed out by Huang [24], the equivalence ratio in a lean premixed combustion system may fluc-
tuate when there are fluctuations of fuel and air mass flow rate at the fuel injection point. The effects
of equivalence ratio fluctuation was studied theoretically by Lieuwen and Zinn [25] by incorporating
its convection in the prediction of thermo-acoustic instability for lean premixed combustion. Later
Sattelmayer [26] pointed out that the spatial dispersion of equivalence ratio during its convection
should also be considered. Experimental investigation of premixed flames subject to the perturbation
of equivalence ratio was also reported, e.g. by Kim et al. [27, 28]. In addition, Franzelli et al. [29]
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performed large eddy simulations (LES) for a gas fuelled lean partially premixed combustor and suc-
cessfully distinguished the stable and unstable modes of combustion at different equivalence ratios. It
was found that when the equivalence ratio was fixed, the fuel-air mixing within the swirler should not
be assumed perfect and needed to be resolved in order to trigger the instability in the unstable case.
The elementary processes of unsteady strained flames, flame/vortex interaction and flame response
to incident inhomogeneities in premixed combustion were reviewed by Candel [30]. Following this
work, Ducruix et al. [31] continued to discuss the generation of pressure waves from pulsating heat
release and the influences of such waves on these elementary processes in combustion. The interac-
tion between unsteady vortex shedding and the flame has long been identified among the dominant
mechanisms of fluctuating heat release. Poinsot et al. [32] conducted an experimental investigation
on a premixed flame subject to acoustic excitation. Their results verified the Rayleigh criterion, i.e.
Eq. (1.1), and provided evidence of the coupling between vortices development and unsteady heat
release. More recently, Palies et al. [33] simulated an acoustically perturbed premixed swirling flame
with LES. In their work pressure waves were introduced from upstream of the injector, and the main
consequences were vortex shedding at the injector lip and an oscillation in swirl number. This could
lead to variations in flame surface areas and flame root angle and hence unsteady heat release. The
relation between vortex shedding and flame angle/position fluctuation was further analysed by Bunce
et al. by experimental means [22]. It was shown that the effect of their interference was subtractive.
Thermo-acoustic instability of LDI combustion systems shares many commonalities with the lean
premixed cases, but it also features some distinctive attributes, particularly oscillatory fuel atomi-
sation and droplet evaporation. Chishty [34] carried out an extensive investigation of the influence
of the acoustic field in a combustor on the spatial and temporal dynamics of spray. The implica-
tions on flame structure and thermo-acoustic instability of LDI systems were also analysed. In their
experimental work, Yi et al. [35] examined the flame structure and thermo-acoustic instability charac-
teristics of a swirl-stabilised LDI combustor through correlating pressure measurements with imaging
of CH∗ chemiluminescence. Meanwhile, results from numerical studies were also reported. For ex-
ample, Yoon et al. [36] successfully reproduced the self-excited pressure fluctuations in an LDI gas
turbine combustor using detached eddy simulations (DES). It was revealed that fuel atomisation can
be important for damping of the acoustic waves. In another study, Huang et al. [37] applied the same
approach to demonstrate the effects of the precessing vortex core (PVC) hydrodynamic instability on
spray and flame responses to acoustic waves.
In addition to oscillations in the longitudal direction of the combustors, the issue of thermo-acoustic
instability can be further compounded by circumferential/azimuthal modes, especially for annular
combustion chambers which are used in many practical applications. A substantial amount of research
has also been reported on understanding the dynamics of such circumferential/azimuthal instabilities,
for example, by Evesque et al. [38], Staffelbach et al. [39], Wolf et al. [40], and Worth and Dawson
[41].
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1.2.2 Modelling of Thermo-acoustic Instability
Analytical models that provide reduced-order description of the complex phenomenon pertaining
to thermo-acoustic instability are widely used for its analysis and prediction. Summaries on the
development of this approach were given by Huang [24] and Lieuwen [16, 42]. Instability in the
longitudinal direction are often examined by solving the one-dimensional wave equations of acoustics,
equivalence ratio and entropy, etc., for example, as discussed by Eckstein [43]. On the other hand, the
circumferential/azimuthal mode can also be incorporated in a way such as that outlined by Dowling
and Stow [15]. A vital element of many low-order analytical models is the flame transfer function
that correlates the flow fluctuation with unsteady heat release, for example:
H(ω, x) =
q˜(ω, x)/q¯
u˜/U
(1.2)
where ω is the angular frequency of fluctuation, x is the longitudinal location, q¯ and U are the mean
steady heat release and velocity, and u˜ is the velocity fluctuation. The flame transfer function is
difficult to determine analytically and usually obtained through experimental measurements (e.g. [22,
27,28,44,45]) or numerical simulations with computational fluid dynamics (CFD) (e.g. [44,46–50]).
Low order analytical models, typically network models, have been a practical tool to evaluate the
stability of a combustion system. However, they are generally not sophisticated enough to provide a
thorough understanding of the fundamental physics. In addition, such models usually require inputs
of some critical parameters, e.g. the effective lengths and effective areas of the acoustic elements, by
other means in order to obtain satisfactory results.
1.2.3 Suppression of Thermo-acoustic Instability
Different countermeasures, both passive and active, have been devised to mitigate the problem of
thermo-acoustic instability. Examples of passive control devices include Helmholtz resonators [51–
53] and perforated liners [54–56], designed into various configurations to increase the absorption or
damping of acoustic energy. Resonators can absorb large amounts of acoustic energy, but usually
only over a relatively narrow frequency band. Therefore multiple resonators with different resonance
frequencies are often deployed so as to cover wider frequency ranges. At the same time, the locations
where the resonators are placed also need to be chosen carefully in order to maximise absorption. On
the other hand, perforated liners provide moderate damping over much wider frequency ranges. Due
to additional issues such as cooling and constraints of weight and geometry, application of passive
control devices for aero-engines remains a challenging design problem.
Active control of thermo-acoustic instabilities is in general achieved by modulating certain input
parameters of the combustion system. It can be either open-loop or closed-loop. One natural ap-
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proach is to adjust the fuel flow according to the state of the combustion process. Its effectiveness
has been demonstrated on both premixed systems (e.g. [57–60]) and LDI systems (e.g. [61–63]).
Meanwhile, application of acoustic devices such as loudspeakers has also been reported. Billoud et
al. [64] employed the principle of “anti-sound” or sound cancellation in their realisation of adaptive
active instability control of combustion using loudspeakers. On the other hand, Paschereit et al. [65]
determined that direct excitation of the shear layer with artificial acoustic waves was more effective
than the method of “anti-sound” for suppression of the instability in their experimental combustor.
Notwithstanding the significantly increased complexity and cost of the entire combustion system,
active control promises to provide a flexible and robust solution to the issue of thermo-acoustic insta-
bility. However, the development and reliability of active control valves and other system components
mean that it may be some time before this approach is implemented for aero-engines.
1.3 Fuel Injectors
Fuel injectors in modern aero-engines typically consist of multiple passages (Fig. 1.8) where fuel
is introduced and swirl is imparted to the air flow with vanes. The swirling flow so created helps
to enhance fuel/air mixing [4, §4.13 − §4.16] and usually establishes a central toroidal recirculation
zone (CTRZ) (Fig. 1.8) that stabilises the flame [4, §6.10]. Numerous studies (e.g. [66–71]) have
been undertaken to understand the various aerodynamic processes of the injector flow, such as vortex
breakdown, precessing vortex cores (PVC), Kelvin-Helmholtz (K-H) instability and the aforemen-
tioned recirculation zones (CTRZ) etc. The findings from these works in general are most beneficial
for optimising injector design with the aim to improve combustion efficiency as well as reduce pollu-
tion.
On account of its critical role in the feedback loop of thermo-acoustic instability, there has been in-
creased interest in the dynamic response of injector flows to external excitations. This is particularly
relevant for lean combustion systems since the majority of the air flow (up to 70%) into the combus-
tor passes through the fuel injector. Cohen and Hibshman [72] reported their measurements of the
transfer function between the fluctuations of inlet pressure and outlet flow velocity of a two-passage
swirl injector over a frequency range of 300Hz to 600Hz. Wang et al. [73, 74] carried out similar
investigations on a swirl injector with radial entry, but using the numerical method of LES. As part
of their study on acoustically perturbed premixed swirling flames [33], Palies et al. also examined
the reactive air flow downstream of the injector. On the other hand, Juniper [75] presented linear
stability analyses on the hydrodynamic instabilities of injector flows, which aimed to help identify
their coupling with any potential acoustic modes in the combustion system.
Despite the tremendous research efforts mentioned above, there have been relatively limited works
reported with regard to the design of fuel injectors from the point of view of alleviating thermo-
acoustic instability. Steele et al. [76] demonstrated that moving the location of fuel injection as well
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as changing the axial velocity of the flow at the injector exit had a strong effect on the stability of their
lean premixed combustion system. The rationale was to alter the fuel transport and its residence time
within the premixer so as to avoid thermo-acoustic instability.
Figure 1.8: Generic lean fuel injector and downstream flow field [77]
1.4 Aims and Objectives
Following the review above, it is recognised that there is a need for further understanding of the
unsteady air flow through the fuel injector in relation to thermo-acoustic instability. Motivated by
this, the current research has been conducted with the aims as below:
“Characterise and investigate the flow field response of typical lean burn injector passages to incident
pressure waves, representative of those induced by the unsteady heat release during combustion; and
explore potential ways of modifying this unsteady response to improve the performance of the fuel
injector from the perspective of thermo-acoustic instability.”
According to these aims, the following objectives were defined:
1. Establish a practical numerical approach for prediction of the unsteady aerodynamics of injector
passages (and more general geometries) subject to perturbation by incident pressure waves.
2. Evaluate the flow field response of the main passages of a generic baseline injector to incident
pressure waves by both numerical and experimental means.
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3. Identify and propose possible design changes to injector passages that help to control thermo-
acoustic instability.
4. Evaluate selected modifications to injector geometries and compare with the baseline geome-
tries.
5. Investigate the transport of particles through the unsteady flow field of the fuel injector under
the perturbation of incident pressure waves.
Although this thesis is mainly concerned with LDI systems, the approach and findings are expected
to apply for other lean combustion systems, too.
1.5 Thesis Structure
The research activities recorded in this thesis contains a substantial part of numerical studies, com-
bined with both analytical and experimental works. Firstly the background and aims of the current
research are set forth in Chapter 1. Chapter 2 is devoted to a review and discussion of the theories
pertaining to the analytical studies in the thesis. In Chapter 3 both the experimental and numerical
methodologies are described, as well as relevant diagnosis methods to provide guidelines for the se-
tups, particularly of the numerical simulations. The numerical method is applied in Chapter 4 on
the test cases of selected orifice geometries and a Helmholtz resonator. The simulation results are
compared with the experimental data for validation of the numerical method. Chapter 5 presents the
results of experimental measurements and numerical simulations on the simplified baseline injector
geometries. Analysis based on the theories discussed in Chapter 2 is also included. In Chapter 6
selected modifications to the injector passages are evaluated numerically and supplementary exper-
imental data are provided to support part of the simulation results. Chapter 7 reports a preliminary
numerical investigation on the transport of fuel droplets in the unsteady flow field of the simplified
baseline injector geometries under acoustic excitation. Lastly, in Chapter 8 overall conclusions are
drawn and potential future works are proposed.
Chapter 2
Theoretical Background
In a rather broad range of applications, including the current research, the assumptions of continuum
and Newtonian fluid are valid. The aerodynamics satisfying these conditions can therefore be accu-
rately modelled by the equations of continuity, momentum (i.e. Navier-Stokes equations) and energy.
In addition, the effects of bulk viscosity are mostly negligible except for shock waves or acoustics
at very high frequencies (usually in the ultrasonic range). The set of equations is completed with
the equation of state. When the variation of temperature is not significant, the ideal gas law can be
applied for air whilst the molecular viscosity and thermal conductivity are largely constant. Closed-
form solution of the set of governing equations are usually unavailable except for some special cases,
for example, Couette flow, Poiseuille flow and Stoke’s first and second problems. Nevertheless, dif-
ferent levels of simplifications based on certain assumptions have been applied by researchers, which
renders the problem more amenable to an analytical solution.
The assumption of small perturbation is valid for many practical unsteady flows, which enables lin-
earisation of the set of governing equations around the mean steady flow field. This leads to a new
set of linear partial differential equations (PDE) with the fluctuating components as the unknowns.
A substantial amount of theoretical research was based on this approach and it is also adopted in
the analytical study conducted in this thesis. In literature the time dependence of a small periodic
fluctuation is often represented by eiωt or e−iωt. The time differential operator can then be replaced
by iω or −iω when the problem is converted from the time domain into the frequency domain. The
results obtained from the two conventions are in general interchangeable by replacing i with −i in
the respective results. In this thesis, the convention of eiωt is adopted and the results cited from the
references using e−iωt are adapted accordingly.
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2.1 Governing Wave Equations
In high Reynolds number engineering flows, the viscous effects are often negligible in the bulk of the
flow field. Under this condition the flow can be practically considered as inviscid. The Navier-Stokes
equations are therefore reduced to the Euler equations. In the absence of any entropy waves, the
inviscid assumption also implies that the flow is isentropic and the equations of energy conservation
and state can be substituted with the isentropic relations between the state variables. Applying the
aforementioned linearisation with small perturbation to still air, the following linear wave equation is
obtained:
∇2 p˜ − 1
c20
∂2 p˜
∂t2
= 0 (2.1)
where p˜ is the pressure fluctuation and c0 is the speed of sound in the unperturbed air. In the presence
of a low Mach number uniform mean flow, the following convective wave equation (e.g. [78, pp. 18])
is obtained instead of Eq. (2.1):
1
c20
(
∂
∂t
+ U0 · ∇
)2
p˜ − ∇2 p˜ = 0 (2.2)
where U0 is the velocity of the uniform unperturbed flow.
The velocity within a general inviscid flow field can be expressed as the combination of two parts [79]:
u = up + uv (2.3)
up is vorticity-free/irrotational and hence can be defined with a scalar potential as up = ∇φ. uv is
divergence-free/incompressible and is determined from the vorticity distribution through a vector
potential by [80, pp. 86]:
uv = ∇ × A, A = 14pi
∫
ω(y, t)
‖x − y‖d
3y (2.4)
where x and y are spatial vectors, and ω and A are vorticity and the vector potential respectively.
Vorticity and hence the rotational flow are usually confined to compact regions within the entire flow
field when the Reynolds number of the flow is high. In such a case, an accurate approximation can
often be attained by collapsing the vorticity distribution into singularities that occupy only infinites-
imal volumes of the flow field (e.g. a vortex sheet). As a result, the whole flow field is potential
(i.e. u = up), but with discontinuities in both the scalar potential and velocity across the singulari-
ties. Unsteadiness of the compact vorticity distribution is translated into the time variation of these
discontinuities. The small amplitude velocity fluctuation, u˜p, of the unsteady potential flow field is
expressed in terms of fluctuating velocity potential, φ˜, as u˜p =∇φ˜, whilst p˜ and φ˜ are connected by the
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following relation [81]:
p˜ = −ρ0
(
∂
∂t
+ U0 · ∇
)
φ˜ (2.5)
where ρ0 is the uniform density of the unperturbed air. The wave equations for the fluctuating velocity
potential are of the same forms as Eqs. (2.1) and (2.2) with p˜ replaced with φ˜ (e.g. [81]):
∇2φ˜ − 1
c20
∂2φ˜
∂t2
= 0 (2.6)
1
c20
(
∂
∂t
+ U0 · ∇
)2
φ˜ − ∇2φ˜ = 0 (2.7)
The solutions of φ˜ across the discontinuity interfaces are usually connected by the boundary con-
ditions of continuity in both the pressure and the interface displacement. On top of the acoustic
component which propagates at the acoustic wave velocity in the corresponding direction, the lat-
ter introduces an additional term representing the hydrodynamic/incompressible part of the velocity
fluctuation associated with the vortical perturbation, which is convected at the local flow velocity.
When the Mach number of the flow is low, typically M<0.3, and the geometric element is acoustically
compact, the flow region of interest can in general be treated as incompressible. Thereby up in the
velocity decomposition of Eq. (2.3) becomes both vorticity- and divergence-free. The compactness
of an element is often indicated by the Helmholtz number, defined as He=kD where k is the acoustic
wave number and D is a characteristic dimension of the geometric element. When the Helmholtz
number is low, the element is much smaller than the acoustic wave length and can be regarded as
acoustically compact.
2.2 Generalised Impedance and Specific Impedance
The relations between the pressure and velocity fluctuations within and in the vicinity of a passive
acoustic element can be characterised in a variety of ways. An important parameter is the Rayleigh
conductivity, KR, defined at the incompressible limit for an acoustically compact element in terms of
the fluctuating velocity potential [20, pp. 173]. It is often more conveniently recast into the following
equivalent form (e.g. [82, 83]):
KR = −ρ0∂Q˜/∂tp˜u − p˜d (2.8)
where p˜u and p˜d are respectively the pressure fluctuations upstream and downstream of the element
with respect to the mean flow direction, and Q˜ is the fluctuation in volume flux.
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Another parameter commonly used in practical applications is the acoustic impedance, ZQ [84, pp. 286].
In this thesis, a more generalised definition, which enables a direct conversion with the Rayleigh con-
ductivity, is adopted as follows:
ZQ = ( p˜u − p˜d)/Q˜ = RQ + iXQ (2.9)
where the real component, RQ, is referred to as resistance, and the imaginary component, XQ, as
reactance. Also widely used is the specific impedance, Z, defined as:
Z = ZQA = R + iX (2.10)
where A is the characteristic area, typically a cross-sectional area, of the acoustic element. Similar to
impedance, R and X in Eq. (2.10) are termed specific resistance and reactance respectively. The way
the specific impedance is defined helps to circumvent the dimensional factor when the main interest
is on the geometric definition of the element.
In this thesis impedance and specific impedance are used to quantify the overall response of the
injector passages to incident pressure waves. The component of resistance in ZQ or Z in general
accounts for energy absorption, whereas the (specific) reactance is associated with the inertia of the
fluid (i.e. in this case air). In addition, the pressure perturbation considered is significantly lower than
the mean pressure drop across the injector passages so that no gross reverse flow from the outlet of the
injector passage back to its inlet is induced. In such a scenario both ZQ and Z are almost independent
of the amplitude of the pressure perturbation and it is interpreted as the linear operating regime of the
acoustic element. In this regime the acoustic energy absorbed is generally proportional to that of the
incident pressure wave, i.e. the absorption of the acoustic energy is also linear.
2.3 Elements of Analytical Solutions
The acoustically perturbed unsteady flow through the injector passages comprises different physical
processes. At the inlet of the injector passage, where the airflow enters the injector, there exists the
parasitic radiation impedance. The propagation of acoustic waves in the passage is similar to that
through a duct with varying cross-sectional area while the curved section between the swirl vanes
corresponds to a two-dimensional bend. Viscous loss is also incurred upon the unsteady flow at
the same time. At the downstream end of the passage, impingement of the acoustic wave on the
swirl vanes at an oblique angle results in the formation of a complex acoustic field. To establish the
background for analytical modelling of the unsteady flow through the injector passage, the pertinent
theories are discussed separately in the remaining part of the chapter.
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2.3.1 Radiation Impedance
When an acoustic wave reaches the exit of an acoustic element (e.g. a long duct), part of it is reflected
back and the remainder radiates into the surrounding. Thereby an apparent impedance arises, referred
to as the radiation impedance, which is also composed of resistive and reactive components. An
‘end correction’ can in general be determined from the radiation reactance. Physically it represents a
virtual mass of air within the immediate vicinity of the element exit driven by the pressure fluctuation.
For a long circular duct whose exit is fitted with an infinite flange, the velocity fluctuation at the exit
plane of the duct can be practically regarded as a vibrating circular piston. Derivation of the radiation
impedance for this case is described in [20, §302] and [84, §7.5(a)]. The circular piston (Fig. 2.1)
is modelled as a collection of infinitesimal baffled point sources of strength, u˜dA, where dA is the
elementary area occupied by the source on the piston, i.e. the exit plane of the duct. The contribution
from one such elementary acoustic source to the pressure field is [84, pp. 176]:
dp˜ = i
ρ0ωu˜
2pi
· e
−ikz
z
dA (2.11)
where k = ω/c0 is the wave number in still air and z is the distance between the source and the point
of interest. The total force acting on the piston is the double integration of this incremental pressure:
f =
"
dp˜dA′ = i
ρ0ωu˜
2pi
"
e−ikz
z
dAdA′ (2.12)
where both integration regions A and A′ span the entire piston surface.
(a) Baffled point source (b) Integration over vibrating piston
Figure 2.1: Exit plane of flanged duct as vibrating piston
The specific radiation impedance is determined as follows after f is evaluated:
Zrad = Rrad + iXrad = ρ0c0
[
1 − J1(2kr0)
kr0
+ i
H1(2kr0)
kr0
]
(2.13)
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where r0 is the radius of the duct, J1 is the first order Bessel function of the first kind and H1 is the
first order Struve function. From the Taylor expansion of the radiation reactance given in Eq. (2.13)
the end correction at the low frequency limit is evaluated as Lc = (8/3pi)r0. In Section 5.5.1 of this
thesis the above integration over baffled point sources is extended to estimate the radiation impedance
of the particular geometries related to the injector passages.
The celebrated Wiener-Hopf method, a detailed description of which is given in [85] and [86, §5],
has seen wide use in solving wave equations with discontinuous boundary conditions. Based on this
technique Levine and Schwinger [87] derived an explicit solution of Eq. (2.7) for the problem of
sound radiation from an unflanged long duct. The following expressions of the pressure reflection
coefficient and the end correction were obtained for the zeroth order/planar mode:
|Rp| = exp
−2kr0pi
∫ kr0
0
tan−1(−J1(x)/Y1(x))
x
√
(kr0)2 − x2
dx
 (2.14)
Lc
r0
=
1
pi
∫ kr0
0
ln(piJ1(x)
√
J21(x) + Y
2
1 (x)
x
√
(kr0)2 − x2
+
1
pi
∫ ∞
0
ln[1/(2I1(x)K1(x))]
x
√
(kr0)2 − x2
dx (2.15)
where Y1 is the first order Bessel function of the second kind, and I1 and K1 are the first order modified
Bessel function of the first kind and second kind. At the low frequency limit, Eq. (2.15) gives an end
correction of Lc ≈ 0.6133r0. When k and r0 are small, the amplitudes of the higher order modes are
much smaller than that of the dominant planar mode and decay quickly within a short length. Hence
it is of practical interest to consider the specific radiation impedance based on the planar mode only,
which can be determined from Rc and Lc as:
Zrad = ρ0c0
1 − |Rp|e−i2kLc
1 + |Rp|e−i2kLc (2.16)
The normalised quantity Zrad/ρ0c0 is a function of the Helmholtz number He = kr0 only. The values
of its real and imaginary components for the flanged and unflanged ducts in still air are plotted in
Fig. 2.2. It is noted that I1 in Eq. (2.15) tends to infinity as its argument increases. Therefore
the integral for Lc/r0 is evaluated with the exact form from 0 up to a large number, whereas in the
remaining integration range the asymptotic forms of I1 and K1 [88, §7.23] are used. Because this
thesis is concerned with waves of low frequencies mainly, the results are presented only up to kr0 =1.
Selamet et al. [89] studied a number of more general circular duct terminations, including perpen-
dicular and inclined finite duct extensions from an infinite wall, flanged and unflanged bellmouths,
and flanged and unflanged stepped exits. The boundary element method (BEM) was employed to
numerically solve Eq. (2.1) of still air for these configurations. Interpolation of the results on flanged
bellmouths is used later in Section 5.5.1 for an approximate correction to account for the increase in
Lc resulting from the bellmouth.
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Figure 2.2: Normalised specific radiation impedance of flanged and unflanged circular pipes
In the solution of Levine and Schwinger [87] the velocity field is continuous but does not satisfy
the Kutta condition at the edge of the duct exit, where an integratable singularity of velocity exists.
For the velocity at the edge of the duct exit to be finite (i.e. Kutta condition), discontinuity needs to
be introduced to the velocity field. As suggested by Jones [90] the most natural way is to postulate
the presence of a wake, i.e. the singular compact vortical region discussed earlier. For still air the
convective velocity of the discontinuity is uncertain. However, when a uniform subsonic jet issues
from the unflanged duct it is well defined as the velocity of the jet. The acoustic radiation in such a
scenario was studied analytically in a series of papers by Morgan [91], Munt [81, 92, 93] as well as
Cargill [94, 95]. Munt’s theory [92, 93] was verified in the experiments by Allam and Åbom [96] and
later in the numerical simulations by Silva et al. [97] with the lattice Boltzmann method. In [97] the
effects of a circular horn at the duct exit were also examined. It was shown that with the presence of
low Mach number jet flow, the reflection coefficient of pressure rises initially from unity to reach a
peak before gradually dropping back to below one as the frequency increases. This is believed to be
due to the K-H instability of the shear layer downstream of the duct exit.
2.3.2 Impedance of Orifices
Unsteady flow through orifices under acoustic excitations is of practical interest in many engineering
applications. A relevant example is the aforementioned perforated liners for absorption of the acous-
tic energies in gas turbine combustors. Howe applied the linear theory discussed above in his study
of unsteady jet flows through infinitely thin orifices [98]1. In his work the assumptions of a com-
pact vortical region and incompressible potential flow were adopted, based on which the following
1This reference uses the convention of e−iωt. Its results are adapted accordingly to follow the convention adopted in
the current work.
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reformulation of the linearised governing equations was derived in terms of the unsteady stagnation
enthalpy:
∇2B˜ = −∇ · (ω˜ × U), B˜ = p˜
ρ0
+
1
2
u˜2 (2.17)
where ω˜ is the vorticity fluctuation and U is the mean velocity of the steady flow through the orifice.
The infinitely thin cylindrical vortex sheet emerges at the rim of the orifice and extends to infinity
downstream, whilst the Kutta condition is applied at the rim of the orifice. In such a potential flow
the convective velocity of the vorticity fluctuation is equal to U, which is of a magnitude |U| = U
and parallel to the orifice axis. The pressure fluctuation is imposed upstream of the orifice, whereas
the downstream far-field pressure is constant, i.e. p˜d = 0. Howe solved Eq. (2.17) analytically and
obtained the Rayleigh conductivity as [98]:
KR = 2r0
[
1 +
1
kUr0
(pi/2)I1(kUr0)e−kU r0 + iK1(kUr0)sinh(kUr0)
(pi/2)I1(kUr0)e−kU r0 − iK1(kUr0)cosh(kUr0)
]
, kU =
ω
U
(2.18)
where r0 is the radius of the orifice, and I1 and K1 are the modified Bessel functions of the first and
second kinds respectively. Following the definitions given by Eqs. (2.8), (2.9) and (2.10), the specific
impedance of the orifice is obtained from KR as:
Z = R + iX =
p˜u
u˜
=
p˜u
Q˜/(pir20)
= −pir
2
0ωρ0
iKR
= −ρ0U pi(kUr0)i(KR/r0)
(2.19)
where p˜u is the pressure fluctuation upstream of the orifice and u˜ is the mean axial velocity fluctuation
through the orifice. The quantity Z/(ρ0U) is a function of the Strouhal number, St = kUr0, only, and
its real and imaginary components are plotted in Fig. 2.3. By expanding Eq. (2.19) into Taylor series
the effective length of the orifice at the low frequency limit is found to be (8/3pi)r0, which is the same
as the end correction of a flanged duct exit given in Section 2.3.1.
Efforts on modelling orifices of non-negligible thickness have also been reported. Jing and Sun [99]1
considered the effects of orifice thickness by including the orifice wall in the boundary conditions and
numerically solved Eq. (2.17) with BEM. In the process they adopted an experimentally measured
profile of the vortex sheet instead of the cylindrical one assumed by Howe. In the end they proposed
the following adaptation of Howe’s theory:
Z = ρ0U
pi(kUr0)
i(KR/r0)
+ iρ0ωL (2.20)
where L is the thickness/length of the orifice. Luong et al. [100]1 approached the same problem with
1This reference uses the convention of e−iωt. Its results are adapted accordingly to follow the convention adopted in
the current work.
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the modified Cummings equation of the form below:
(2Lc + L)
du˜
dt
+
(
U +
u˜
2
) u˜
C2d
=
| p˜u|cos(ωt)
ρ0
(2.21)
where Cd is the discharge coefficient of the orifice. For small velocity fluctuation no reverse flow
occurs and the non-linear term in Eq. (2.21) can be neglected. Hence the specific impedance of the
orifice was obtained as follows:
Z =
ρ0U
C2d
+ iρ0ω(2Lc + L) (2.22)
where the end correction used in [100] is pir0/4 given by Rayleigh [20, pp. 181] as the limit of Lc for
a short circular duct with flanged exit when the length of the duct approaches zero.
Figure 2.3: Normalised specific impedance of infinitely thin orifice
2.3.3 Quasi One-Dimensional Isentropic Flows
Axial inviscid flows through a duct with continuously varying cross-section can often be approxi-
mated by the following quasi-one dimensional equations:
A(x)
∂ρ
∂t
+
∂m˙
∂x
= 0 (2.23)
∂m˙
∂t
+
∂(m˙u)
∂x
= −∂p
∂x
A(x) (2.24)
∂s
∂t
+ u
∂s
∂x
=
q
T
(2.25)
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where m˙ = ρuA(x) is the mass flow rate, s is the specific entropy and q is the rate of heat entering
or leaving the flow. In the current research, the boundary of the duct is assumed to be adiabatic and
there is no heat source or sink within the duct. From Eq. (2.25) an isentropic flow is implied and the
relation between pressure and density is given as [84, pp. 120]:
dp/dρ = c2 (2.26)
where c is the speed of sound. Given the varying duct area, A(x), and the steady inlet conditions, the
mean flow can be determined from Eqs. (2.23), (2.24) and (2.26) by setting the time derivative to
zero.
The fluctuations in velocity, density and pressure are expressed as u˜ = uˆeiωt, ρ˜ = ρˆeiωt and p˜ = pˆeiωt,
where uˆ, ρˆ and pˆ are the complex amplitudes of the corresponding variables. To the first order the
fluctuation in mass flow rate is given as:
˜˙m = ˆ˙meiωt = ρ¯u˜A(x) + ρ˜UA(x) (2.27)
where ρ¯ and U are the density and velocity of the mean flow respectively. Both ρ¯ and U vary along x
if A(x) is not constant. Linearisation of Eqs. (2.23) and (2.24) about the mean flow results in:
iωρˆA(x) +
d ˆ˙m
dx
= 0 (2.28)
iω ˆ˙m +
d
dx
[2 ˆ˙mU − ρˆU2A(x)] = −d pˆ
dx
A(x) (2.29)
At the incompressible limit, ρˆ = 0 and ˆ˙m is constant along the duct. If the duct inlet is open to an
upstream plenum, the inlet specific impedance is defined as Zin =−pˆin/uˆin. Given Zin = Rin +iXin, the
pressure fluctuation at the outlet can then be solved from Eq. (2.29) in terms of ˆ˙m as:
− pˆout
ˆ˙m
= Q¯
(
1
A2out
− 1
A2in
)
+ iω
∫ L
0
dx
A(x)
+
Zin
ρ0Ain
(2.30)
where Q¯ is the mean volume flux through the duct, and the subscripts ‘in’ and ‘out’ signify the condi-
tions at the inlet and outlet where the mean flow enters and exits the duct respectively. The impedance
is simply the right hand side (RHS) of Eq. (2.30) multiplied by the density of the incompressible
fluid, ρ0. It can be seen that for a fixed length, the reactance of the duct, i.e. the second term in the
RHS of Eq. (2.30), can be increased by reducing the area of the section between the duct ends if Ain
and Aout are given.
On the other hand, Eqs. (2.23) and (2.24) are coupled when compressibility is considered. Substitut-
ing Eq. (2.27) into these equations, and making use of the relation p˜/ρ˜= c¯2 where c¯ is the speed of
sound in the unperturbed flow, one obtains the following second order ordinary differential equation
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(ODE) in terms of ˆ˙m:
iω ˆ˙m +
d
dx
(
2U ˆ˙m +
U2 − c¯2
iω
· d ˆ˙m
dx
)
+
c¯2
iω
· 1
A(x)
· dA(x)
dx
· d ˆ˙m
dx
= 0 (2.31)
In addition to Zin, uˆin or pˆin also needs to be specified. Given Zin and uˆin, they are translated into the
following boundary conditions for Eq. (2.31) using Eqs. (2.27) and (2.28):
ˆ˙min =
(
ρ¯in − ZinUinc¯2in
)
Ainuˆin (2.32)
d ˆ˙min
dx
= − iωpˆinAin
c¯2in
(2.33)
After ˆ˙m at the outlet of the duct is found from Eq. (2.31), so are p˜ and u˜, wherefrom the impedance
can also be determined. Eq. (2.31) in general can only be solved numerically except for some special
cases, for example, a duct of constant area (i.e. A(x) = A is constant). In such a case, the fluctuating
pressure in the duct can be decomposed into two components corresponding to the waves travelling
along the positive and negative directions of the axis:
p˜ = pˆeiωt = pˆ+eiωt−ik+x + pˆ−eiωt−ik−x (2.34)
pˆ+ =
ρ0c0 − Zin
2
uˆin pˆ− = −ρ0c0 + Zin2 uˆin (2.35)
where the subscripts ‘+’ and ‘-’ represent the positive and negative directions of the axis respectively.
Because the flow is assumed to be inviscid and isentropic flow, the wave numbers k± are real and
equal to k/(M±1), where M is the Mach number of the uniform mean flow. Accordingly the acoustic
velocity at any point in the duct can be expressed as:
u˜ = uˆeiωt =
pˆ+eiωt−ik+x − pˆ−eiωt−ik−x
ρ0c0
(2.36)
The specific impedance at the outlet of the duct is found to be:
Z = ρ0c0
[
Zin(e−ik+L + e−ik−L) + ρ0c0(−e−ik+L + e−ik−L)
−Zin(e−ik+L − e−ik−L) + ρ0c0(e−ik+L + e−ik−L)
]
(2.37)
Typically Rin/ρ0c0 is O(M) and Xin/ρ0c0 ∝ k at low frequencies. Based on this, Eq. (2.37) can be
simplified to the form below when k+L1 and k−L1:
Z ≈ Zin + iρ0ωL + RinωL(ρ0ωL + 2Xin)c20(1 − M2)
(2.38)
Eq. (2.38) demonstrates the effects of non-compactness and compressibility when a mean flow is
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present. It can be interpreted by considering that the time for a weak acoustic wave to travel a distance
L back and forth once is 2L/c0(1−M2). This corresponds to the factor of 1/(1−M2) appearing in Eq.
(2.38). As the Mach number approaches 1, pressure changes downstream cannot be sensed upstream
and the flow is choked. The impedance becomes infinity under this condition. Despite being of
second order, the last term in the RHS of Eq. (2.38) provides an amplification of the inlet impedance.
Another revelation is that the impedance increases in a faster mean flow. For a fixed mean flow rate,
this can be achieved by reducing the cross-sectional area of the duct.
In the one-dimensional analysis of this thesis, locations where a sudden change of area occurs are
modelled with only a hydrodynamic loss on account of the compactness of such regions. This loss is
often accounted for with the coefficient of contraction which is equivalent to the discharge coefficient
used in Eq. (2.21). In this thesis the same notation is used for both. The loss of total pressure across
the area change is expressed in terms of Cd and the velocity right after the area change, u2, as below:
p1,tot − p2,tot = 12ρ0u
2
2
(
1
C2d
− 1
)
(2.39)
where p1,tot and p2,tot are the total pressures upstream and downstream of the area change respectively.
The lossless condition is when Cd =1. The relation between the pressure change across a sudden area
change, ∆pc, and u2 is then given as follows:
∆pc =
ρu22
2
 1C2d −
(
A2
A1
)2 (2.40)
where A1 and A2 are the areas upstream and downstream of the area change respectively. By differen-
tiating Eq. (2.40) with respect to u2, one obtains the following steady state specific resistance, which
is the ratio between infinitesimal changes of ∆pc and u2:
δ∆pc
δu2
= Rss = ρ0u¯2
 1C2d −
(
A2
A1
)2 (2.41)
where u¯2 is the mean flow velocity downstream of the area change. When the flow enters the duct
from a plenum, A1 is infinity and Eq. (2.41) is actually the first term in the RHS of Eq. (2.22). The
inlet specific impedance, Zin, for this case would be the sum of Rss and the radiation impedance of
the duct inlet. The validity of Eq. (2.38) for such an inlet condition is then determined by the ratio
|Zin|/ρ0c0 =O[max(M, kLc)].
2.3.4 Propagation Loss of Acoustic Waves in Duct Flows
In a duct flow, attenuation of the acoustic waves mainly occurs in the boundary layer. Considering
a mean fully developed circular duct flow and small perturbations, the mean flow is parallel to the
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duct wall and the cross-stream component of velocity fluctuation is much smaller than that in the
streamwise direction. The problem is thereupon lowered by one order if only the latter is retained.
For the case of still air or laminar flow, the Navier-Stokes equations are reduced to the following form
when the unsteady flow is treated as incompressible at the frequency limit:
∂u˜
∂t
= − 1
ρ0
dp˜
dx
+ ν
(
∂2u˜
∂r
+
1
r
∂u˜
∂r
)
(2.42)
where ν is the kinematic viscosity, u˜ is the streamwise velocity fluctuation and the unsteady stream-
wise pressure gradient d p˜/dx is constant in the streamwise direction. The velocity component normal
to the streamwise direction is zero because of continuity. Expressing u˜ as uˆeiωt and d p˜/dx as pˆeiωt/L,
where uˆ and pˆ are the complex amplitudes of velocity and pressure fluctuations respectively and L the
length of the duct, Eq. (2.42) is in the form of inhomogeneous Bessel differential equation in terms
of uˆ. With the boundary conditions of uˆ = 0 at the wall and uˆ <∞ at the duct centre, the solution is
(see e.g. [101]):
uˆ =
pˆ
iρ0Lω
[
1 − J0(rks)
J0(r0ks)
]
ks =
√
iω
ν
(2.43)
where J0 is the zeroth order Bessel function of the first kind. After calculating the total flux by
integration of Eq. (2.43) over the cross-section, one can determine the specific impedance as:
Z = iρ0Lω
ksr0J0(ksr0)
ksr0J0(ksr0) − 2J1(ksr0) (2.44)
The quantity |1/ks| is equivalent to the acoustic boundary layer thickness for laminar flow defined
in [84, pp. 229]. |ksr0| hence represents the ratio between the duct radius and the acoustic boundary
layer thickness. It is very large in many engineering problems and the asymptotic forms of the Bessel
functions [88, pp. 199] can be applied to obtain the following simplified expression:
Z = R + iX ≈ ρ0L
√
2νω
2r0
+ i
ρ0Lω + ρ0L√2νω2r0
 (2.45)
This result is identical to that derived in [84, §8.8 and §8.9(a)]. The first term in the bracket is actually
the inertia of fluid within the duct. The remaining terms are the additional resistance and reactance
caused by viscosity.
Similarly the following results can be obtained for an annular duct:
uˆ =
pˆ
iρ0Lω
[1 + CJ J0(ksr) + CYY0(ksr)]
CJ =
Y0(ksr1) − Y0(ksr2)
J0(ksr1)Y0(ksr2) − J0(ksr2)Y0(ksr1) CY =
J0(ksr2) − J0(ksr1)
J0(ksr1)Y0(ksr2) − J0(ksr2)Y0(ksr1)
(2.46)
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where Y0 is the zeroth order Bessel function of the second kind, and r1 and r2 are the inner and outer
radii of the duct respectively.
Z =
iρ0Lωks(r22 − r21)
ks(r22 − r21) + 2CJ[r2J1(ksr2) − r1J1(ksr1)] + 2CY[r2Y1(ksr2) − r1Y1(ksr1)]
≈ iρ0Lωksha(r1 + r2)sin(2ksha)
ksha(r1 + r2)sin(2ksha) + (r1 + r2)cos(2ksha) − 2√r1r2 when ksr1, ksr2  1
≈ ρ0L
√
2νω
2ha
+ i
ρ0Lω + ρ0L√2νω2ha
 when ksha  1
(2.47)
where ha = (r2 − r1)/2 is the half width of the annular duct. The numerical evaluation of the first line
of Eq. (2.47) can become very expensive even for relatively low frequencies and it is indeed more
practical to use their asymptotic forms, which leads to the second line of the equation. From Eq.
(2.47) it can be seen that when the acoustic boundary layer is thin, the unsteady laminar flow in an
annular duct is practically the same as a channel flow with the same half width.
Propagation of acoustic waves in turbulent duct flows is a more difficult problem than the laminar
case due to the fact that the phenomena of turbulence itself is not yet fully understood. Ingard and
Singhal [102] considered the sound attenuation in a fully developed duct flow using the steady state
approximation. In their analysis the empirically determined friction factor was assumed to depend on
the Reynolds number only and vary about the mean value accordingly as the flow velocity fluctuates.
In [102] the attenuation was expressed by the imaginary part of the complex wave number. At the
incompressible limit, it can be converted to the resistance per unit length as:
R
L
≈ ρ0U fDr0
[
1 +
Re
2
· d(ln fD)
dRe
]
(2.48)
where Re is the Reynolds number and fD is the friction factor. The total impedance is then the sum of
Eq. (2.48) and the reactance iX = iρ0Lω.
The quasi-static approximation (e.g. [103]) assumes that the time required for the turbulent shear
stress to evolve to the equilibrium state (i.e. turbulence relaxation time) following the varying velocity
is much shorter than the period of the velocity fluctuation itself. This is true at very low frequencies.
For the opposite extreme of very high frequencies, the acoustic boundary layer is so thin that it
resides entirely in the viscous sublayer. In such a case, turbulence plays only a negligible part in
the attenuation of the acoustic wave and the problem reverts to the laminar scenario discussed above.
However, as indicated by Howe [104]1, there exists an intermediate frequency range where turbulence
is the main factor of loss in acoustic energy whilst the turbulence relaxation time also needs to be
considered. This is indeed encountered in many engineering problems, for example, the current
work. Howe devised the following modification to Prandtl’s mixing length hypothesis by introducing
1This reference uses the convention of e−iωt. Its results are adapted accordingly to follow the convention adopted in
the current work.
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an empirical frequency dependency to the effective eddy/turbulent viscosity νˆT [104]:
νˆT =
0, y ≤ δν(ω)κuτ[y − δν(ω)], y > δν(ω) (2.49)
where y is the wall distance, κ is the von Karman constant and uτ is the friction velocity. The rela-
tion between the effective viscous sublayer thickness δν and frequency is described by the following
empirical formular [104]:
δνuτ
ν
= Cν
[
1 +
Cω(ω/ω?)3
1 + (ω/ω?)3
]
(2.50)
where 1/ω?≈100ν/u2τ is a measure of the turbulence relaxation time scale. The values of constants in
Eq. (2.50) that yield the best agreement with experiment are found to be Cν=6.5 and Cω=1.7. Howe
proceeded to derive an explicit solution of the attenuation factor of acoustic waves in turbulent duct
flows. At the incompressible limit, it can be translated to the following additional impedance per unit
length due to turbulence:
ZT
L
=
RT + iXT
L
=
ρ0
√
2νω(1 + i)
2r0
F∗A

√
iνω
κ2u2τ
, δν
√
iω
ν
 (2.51)
FA(a, b) = i
H(1)1 (a)cosb − H(1)0 (a)sinb
H(1)0 (a)cosb + H
(1)
1 (a)sinb
(2.52)
where H(1)0 and H
1
1 are the zero and first order Hankel function of the first kind and F
∗
A is the complex
conjugate of the function FA(a, b). Similar to the laminar case, this result can be adapted to the annular
duct flow and channel flow by replacing the duct radius with the half width.
More recently Weng et al. [105] reconsidered the same problem using the Reynolds stress transport
model based on the Reynolds averaged Navier-Stokes (RANS) equation. Their analysis led to the
following equation for the shear stress perturbation τ˜:
∂τ˜
∂t
= −ω?τ˜ − 4ω?νTS˜ 12 (2.53)
where νT is the mean equilibrium eddy/turbulent viscosity and S˜12 is the fluctuation in shear strain
rate. In the frequency domain this gives an effective eddy viscosity of the form below, which features
essentially a first order low-pass filter with a relaxation time of 1/ω?:
νˆT =
2νT
1 + i(ω/ω?)
(2.54)
In the work of Weng et al. [105] the linearised unsteady Navier-Stokes equation was set up based on
empirical profiles of mean velocity and equilibrium eddy/turbulent viscosity and solved numerically.
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A comparison of the impedance calculated with the above methods is given in Fig. 2.4 for a repre-
sentative flow of Re=2haU/ν=22000 through an annular duct, where U is the mean velocity through
the duct. The specific impedance per unit length, Z/ρ0UL, is plotted against the Helmholtz number
defined as He = 2haω/c0, over the frequency range of interest in the current work. The reactance
corresponding to the inertia of the fluid alone (i.e. iX/L = ρ0ω) is much larger than that due to the
viscous and turbulent effects. Therefore in the graph only the latter is presented. Ingard’s analysis did
not lead to any change to the reactance and is not included in the plot of reactance.
For the results shown in Fig. 2.4, the equation used to find the friction velocity, uτ, is the one quoted
in [104]:
U
uτ
= 2.44ln
(
uτha
ν
)
+ 2.0 (2.55)
For Eq. (2.48) the friction factor is linked to the friction velocity by:
fD = (uτ/U)2 (2.56)
The time constant used with Eq. (2.54) is that suggested by Weng [105] as: 1/ω?≈150ν/u2τ. For the
quasi-static approximation this time constant is simply set to zero. At the incompressible limit ∂/∂x=
0. Hence to determine the resistance with the quasi-static or Weng’s approach only the distribution of
eddy/turbulent viscosity is needed. The following empirical equation quoted in [106] is adopted:
νT
ν
=
1
2
√
1 +
[
κReτ
3
(2y? − y?2)(3 − 4y? + 2y?2)(1 − e−y+/A+)
]2
− 1
2
(2.57)
where,
y? =
y
ha
, Reτ =
hauτ
ν
, y+ =
uτy
ν
, A+ = 27 (2.58)
Ingard’s analysis only gives a constant value of resistance as it is based upon the steady state. The
relevance of turbulence relaxation was demonstrated in the results obtained with the theories of Howe
and Weng et al. separately. Instead of monotonic increase, the resistance exhibits a local peak and
a local trough in the frequency band considered in this thesis. Not shown in the graph, the turbulent
impedance (both RT and XT) calculated with Eqs. (2.47) and (2.51) as well as by Weng’s method
converge to each other for the frequency range He>0.5, as explained in both [104] and [105].
When the wall of the duct is isothermal, there is also loss due to heat conduction across the wall.
Analysis of this loss can be found in [84, §8.9(b)] and [107] for laminar flows and [104, 105] for
turbulent flows. In this thesis the wall is assumed to be adiabatic, and hence the loss due to thermal
conduction be negligible compared to that due to viscosity.
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As shown by Richman and Azad [108] the length for a turbulent duct flow to be fully developed can
be up to 60 times the duct diameter. In problems such as the current research, the duct is of finite
length and the flow is not fully developed. In such a case, it is not accurate to approximate the flow
as being parallel to the stream direction and the cross-stream component of velocity fluctuation needs
to be retained. Despite theoretical works on the steady cases of both laminar (e.g. [109, 110]) and
turbulent flows (e.g. [108, 111]), analytical solutions for unsteady oscillating flows are more difficult
to obtain. Goldberg and Folk [112] solved for the periodic unsteady laminar developing duct flow
based on the linearised Navier-Stoke equation obtained with a mean plug flow at very low Reynolds
number. On the other hand, unsteady developing turbulent flows would in general entail solving the
two-dimensional PDEs numerically on account of the evolution of turbulence itself.
(a) Resistance
(b) Reactance
Figure 2.4: Normalised specific impedance per unit length due to effects of viscosity and turbulence
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2.3.5 Propagation of Acoustic Waves through Bends
The unsteady flow between the neighbouring swirl vanes in the injector passages being considered in
the present work can be approximated by that through a two-dimensional bend which is connected
with straight sections both upstream and downstream. Rostafinski [113, 114] derived the analytical
solutions of acoustic waves propagating in inviscid still air (i.e. Eqs. (2.1) and (2.6)) through ducts
with circular bends. Later an extensive review [115] on the findings from the contemporary research
of his time on more general topics of acoustic propagation in curved ducts was given by the same
author. It was shown that for a narrow duct composed of straight sections connected by non-abrupt
bends, the evanescent higher order modes created within and at the vicinity of the bends only penetrate
in the straight sections for a short distance. At the same time, the reflected waves caused by the bends
are negligible. Therefore, as far as the fundamental mode is concerned, the curved section of the
duct can be practically treated as a length measured along its centreline when the Helmholtz number
is sufficiently low. This approximation is adopted in this thesis, and the channel between two swirl
vanes is modelled analytically as a lossless straight section of the equivalent length but with varying
area.
2.3.6 Propagation of Acoustic Waves through an Array of Flat Plates
The row of swirl vanes in the injector passages considered in this thesis can be approximated by an
infinite array of two-dimensional vanes with zero thickness. Heins solved the problem of a general
plane wave incident upon an infinite stack of semi-infinite parallel flat plates subject to the Dirichlet
condition [116] and Neumann condition [117] on the plate surfaces separately. In these two publica-
tions, the two-dimensional wave equation was solved with Green’s function in conjunction with the
Wiener-Hopf method. More specifically, the propagation of acoustic waves through blade rows with
a mean flow was studied by Mani and Horvay [118] and Kaji and Okazaki [119] by different means.
In both works the blades were treated as infinitely thin flat plates of finite length. Mani and Horvay
also applied the Wiener-Hopf method, but following the dual integral equation approach. The sub-
problems of incidence of the wave on the vanes and emission of the transmitted wave from the other
open ends of the array were solved separately before being combined to give the complete solution.
In their work the Kutta condition is not imposed at the trailing edge of the blade and an integratable
singularity exists. On the other hand, Kaji and Okazaki solved the same problem by modelling each
blade with a distribution of doublets that satisfies the Kutta condition at the trailing edge of the blade.
This distribution, however, could only be solved for numerically. Later Koch [120] considered the
same problem by introduction of a wake at the trailing edge of the blade so that the Kutta condition
could be enforced during the solution process of the Wiener-Hopf method.
The swirl vanes in the injector passages considered in this thesis can virtually be divided into two
sections. Most of the flow turning is accomplished in the curved front half section (which is to
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be modelled as a bend as discussed in Section 2.3.5), whereas the rear half is mainly flat so as to
straighten the flow. It is later verified that the evanescent higher order modes only exist within a
very small distance near the trailing edge of the swirl vane. Therefore the flat rear sections of the
swirl vanes can be effectively treated as an infinite array of semi-infinite flat plates as by Heins. An
illustration of this representative geometry is given in Fig. 2.5 and the low Mach number mean flow
is in the negative x direction. Given by [117] is a unified solution for plane waves originating from
within the channels formed between the plates or from the free space, which are independent of each
other. If the wave travelling out of the channels is made dependent in a suitable way, it is possible
to match the boundary condition corresponding to the part of the injector passage upstream of the
flat rear section of the swirl vane, which is different from that considered in [118–120]. Therefore,
the results from [117]1 are adopted in the current work for analytical modelling of the incidence of
acoustic waves on the swirl vanes.
Figure 2.5: Acoustic wave incident upon an infinite array of two-dimensional flat plates
The equation to be solved is Eq. (2.7) with a mean flow of Mach number M and subject to the
Neumann boundary condition on the flat plates. It is solved in the frequency domain by writing
φ˜= φˆeiωt. The general solution derived in [117] is suitable for the problem of still air. It can be easily
adapted for the current case with the following transformations:
x = xt
√
1 − M2, k = kt
√
1 − M2, φˆ = φˆteikMx/(1−M2) (2.59)
where the subscript ‘t’ denotes the transformed variables. The angles in Fig. 2.5 are converted
1This reference uses the convention of e−iωt. Its results are adapted accordingly to follow the convention adopted in
the current work.
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accordingly as:
tanαt = tanα
√
1 − M2, sinθt = sinθ1 − Mcosθ
√
1 − M2 (2.60)
In the transformed coordinates, the propagating diffracted modes are of the form:
exp[i(−wξt + σηt)] (2.61)
where,
w =
√
k2t −
(
2npi + ktρt
dt
)2
, σ =
2npi + ktρt
dt
(2.62)
at =
b
tanαt
, dt =
b
sinαt
, ρt = atcosθt + bsinθt (2.63)
In Eq. (2.62) n are such non-zero integers that w is real1. However, it is shown by direct calculation
that within the frequency range of interest, no such integers exist for the geometries considered in this
thesis and there are hence no diffracted waves. The solutions for the propagating waves are given as:
φˆ = Aφ exp
(
− ikξ
Msinα − 1
)
+ Bφ exp
(
− ikξ
Msinα + 1
)
ξ → ∞ (2.64)
φˆ = Cφ exp
(
− ikx
M − 1
)
+ Dφ exp
(
− ikx
M + 1
)
x→ −∞ (2.65)
Eq. (2.64) describes the acoustic field in the free space far away from the array of plates. Aφ and
Bφ represent the incident and reflected waves respectively. On the other hand, Eq. (2.65) is for the
acoustic field far upstream in the channels between neighbouring plates. Cφ is the transmitted wave,
whereas the outgoing wave Dφ needs to be determined with the upstream boundary condition. From
[117], one has the following linear relations2 between the complex conjugates of the coefficients, i.e.
A∗φ, B
∗
φ, C
∗
φ and D
∗
φ:
iA∗φK¯+(σ1)
ktsinθt
+
iB∗φK¯+(σ2)
ktsin(2αt − θt) +
C∗φbK¯+(kt)
eikt(ρt−at) − 1 +
D∗φbK¯+(−kt)
eikt(ρt+at) − 1 = 0 (2.66)
iA∗φσ1K¯+(σ1)
ktsinθt
+
iB∗φσ2K¯+(σ2)
ktsin(2αt − θt) +
C∗φktbK¯+(kt)
eikt(ρt−at) − 1 −
D∗φktbK¯+(−kt)
eikt(ρt+at) − 1 = 0 (2.67)
where σ1 and σ2 are given in [121] as:
σ1 = ktcosθt, σ2 = ktcos(2αt − θt) (2.68)
1There is a typo in Eq. (4.6) of [116]. The second minus sign in the equation should be plus.
2There is a typo in the second equation on pp. 635 in [117]. In the first two terms it should read K¯+ instead of K¯.
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The split function K¯+ in Eqs. (2.66) and (2.67) is expressed explicitly as1:
K¯+(w) =
M+(w)
L¯+(w) exp[−χ¯(w)] (2.69)
L¯+(w) =
∞∏
n=1

√
1 − k
2
t b2
n2pi2
− iwb
npi
 eiwb/npi (2.70)
M+(w) =
∞∏
n=1
(Γn + iΨn) exp
[
wat − ktρt − iwb
2pin
+ i
(
pi
2
− αt
)]
·
∞∏
n=1
(Γ′n − iΨ′n) exp
[
ktρt − wat − iwb
2pin
− i
(
pi
2
− αt
)] (2.71)
where,
Γn =
√
sin2αt
(
1 +
ktρt
2pin
)2
−
(
bkt
2pin
)2
Γ′n =
√
sin2αt
(
1 − ktρt
2pin
)2
−
(
bkt
2pin
)2
Ψn = cosαt
(
1 +
kρt
2pin
)
− wb
2pinsinαt
Ψ′n = cosαt
(
1 +
kρt
2pin
)
+
wb
2pinsinαt
(2.72)
The infinite products in K¯+ are calculated directly with the first 20 terms, beyond which the change
in the products is found to be less than 0.1%. The factor function χ¯(w) is not given explicitly in [117]
other than mentioning that it is modified from χ(w) given in [116]. But from the infinite product form
of Gamma function and Stirling’s approximation, it can be deduced that to provide the split functions2
K¯−(w) and K¯+(w) with the algebraic growth needed [i.e. K¯−(w)=O(w−3/2) and K¯+(w)=O(w−1/2)] when
|w|→∞ in the corresponding half-planes, χ¯(w) is of the form as follows:
χ¯(w) = χ(w) + i
wb
pi
= −iwb
pi
[(
αt − pi2
)
cotαt − (ln2)sinαt
]
+ i
wb
pi
(2.73)
where χ(w) is as specified in [116].
The incident and emission problems were considered separately in [117] by setting either Dφ or Aφ
equal to zero respectively and solving for Bφ and Cφ in terms of them from the linear relations of Eqs.
(2.66) and (2.67). In the incident problem Dφ = 0 is equivalent to the condition of nonreflectivity at
1There is a typo on pp. 415 of [116]. In the second line of the equation for M−(w) it should read ‘exp(wa − kρ −
wbi)/2pin’ instead of ‘exp(wa − kρ + wbi)/2pin’.
2The split function K¯−(w) is used during the Wiener-Hopf solution process, but does not appear in the final solution of
the current case. Indeed the final solution can also be expressed in terms of K¯−(w).
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the upstream boundary and the corresponding reflection coefficient of acoustic energy is defined as
Rc = Bφ/Aφ. By inspection of Eqs. (2.66) to (2.73) one can see that Rc is a function of α, θ, M as
well as the Helmholtz number, He = kdv. When α+θ = pi/2, which is the scenario considered in this
thesis, the incident and reflected waves travel parallel to ξ-axis but in opposite directions. In Fig. 2.6
the amplitude of Rc under this condition is plotted against one of the parameters (i.e. θ, M and He)
whilst fixing the others at representative values of interests in this thesis. |Rc| is found to increase with
all the three parameters involved, which is expected. However, the influence of both the Helmholtz
number, He, and the mean flow Mach number, M, is very small (actually a change of scale in the plots
is needed to reveal the change of |Rc|) as far as the current work is concerned. The reflection of the
acoustic wave by the array of flat plates is mainly determined by the wave incidence angle, θ, which
is essentially equal to the turning angle of the swirl vanes for the cases being considered in this thesis.
(a) (b)
(c)
Figure 2.6: Amplitude of reflection coefficient as function of: (a) Helmholtz number, (b) mean flow
Mach number and (c) incidence angle
In this thesis, the following linear relation between Cφ and Dφ exists if the upstream impedance, Zup,
is known (e.g. with the quasi one-dimensional approach discussed in Section 2.3.3):
Zup
ρ0c0
=
Cφ
M−1 exp
(
− ikLaM−1
)
− DφM+1 exp
(
− ikLaM+1
)
Cφ
M−1 exp
(
− ikLaM−1
)
+
Dφ
M+1 exp
(
− ikLaM+1
) (2.74)
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where La is the length of the vane section included in the array. From Eqs. (2.66), (2.67) and (2.74)
the coefficients Bφ, Cφ and Dφ can be determined in terms of Aφ. One can then calculate the velocity
and pressure further downstream of the vane trailing edge applying u˜ =∇φ˜ and Eq. (2.5) in the ξ−η
coordinates, and thus the impedance.
On top of the fundamental modes given in Eqs. (2.64) and (2.65), the complete solution also consists
of the evanescent higher order modes. They are determined by bookkeeping the corresponding poles
while performing the inverse Fourier transform with the method of contour integration. Convergence
of the sum of these modes is proved in [116]. For the region x < −bcotα between the plates, the
magnitude of the higher order modes, |Eφ,n|, are found to be:
|Eφ,n| =
∣∣∣∣∣∣∣Hφ
−i
√
n2pi2
b2
− k2t

∣∣∣∣∣∣∣ ·
∣∣∣∣∣∣∣exp
iktρt + at
√
n2pi2
b2
− k2t
 − (−1)n
∣∣∣∣∣∣∣
· Res
 1sin (b √k2t − w2) ,
√
n2pi2
b2
− k2t
 exp
− x√
1 − M2
√
n2pi2
b2
− k2t
 cos (npiyb
) (2.75)
where,
Hφ(w) =
1
K¯+(w)
 A∗φK¯+(σ1)ktsinθt(w − σ1) + B
∗
φK¯+(σ2)
ktsin(2αt − θt)(w − σ2)

− 1
K¯+(w)
 C∗φbK¯+(kt)i [eikt(ρt−at) − 1] (w − kt) + D
∗
φbK¯+(−kt)
i
[
eikt(ρt+at) − 1] (w + kt)

(2.76)
By direct calculation it is found that for the geometry and frequency range considered in the current
work, the magnitude of the lowest high order mode (i.e. n = 1) is reduced to less than 0.2% of both
Cφ and Dφ for x<−
(
bcotα+ b10
)
. Hence the treatment of the rear section of the swirl vane as a semi-
infinite plate is justified. Through a similar straightforward but tedious procedure, the magnitudes of
the higher order modes downstream of the trailing edges of the plates are also found to be negligible
compared to Bφ for ξ> bcscα10 . Therefore only the fundamental modes are analysed in this thesis.
It is noted that the result given above does not enforce the Kutta condition at the trailing edge of the
plate. It belongs to the category of solutions that the velocity potential is continuous in the domain
except across the solid boundaries (e.g. [87, 118]). According to the discussion by Heins [117], the
velocity field has an integratable singularity of O(x−1/2) at the trailing edge of the plate.
Chapter 3
Methodologies
The combination of experiments and numerical simulations has proved an effective way to study
thermo-acoustic instabilities (see, for example, by Roux et al. [122] and Komarek and Polifke [123]).
Such a strategy is also adopted in the current study of fuel injector passages. An impedance tube
style measurement using the two/multi-microphone method is a reasonably well-proved technique
for the measurements of general characteristics such as the reflection coefficient and impedance of
an acoustic element, as well as the transfer matrix of an acoustic network, etc. With this method
a series of low cost experiments were performed to measure the impedance of injector passages by
scaling the engine condition to ambient conditions. At the same time, the CFD-based numerical
approach introduced by Gunasekaran and McGuirk [124] was adapted and further developed. After
matching the simulation results with the test data, it provides a practical tool to extract more detailed
information of the excited unsteady flow which can be difficult or expensive to obtain by experimental
means.
3.1 Experimental Method
The experimental investigation was carried out on a single-phase non-reactive flow at ambient temper-
ature and pressure. The acoustic impedance of the injectors, which is used in this thesis to characterise
the overall acoustic response of an fuel injector, was measured with an approach similar to that used
by Rupp et al. [56] in their study of damping devices for aero gas turbine combustion systems. In
these experiments the pressure waves produced in the combustion process downstream of the injector
are emulated by those generated by loud speakers. Such a setup allows the tests to be conducted at
ambient conditions, which significantly reduces the requirements on the instrumentation and hence
the cost of experiments. At the same time, it provides more flexibility in terms of the acoustic excita-
tion applied as the loud speakers can be set up to generate pressure waves of discrete frequencies or
predefined continuous spectra. In this thesis the measurements were carried out at a series of discrete
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frequencies that span the range of 100Hz to 500Hz. A variety of injector configurations were tested.
These include the baseline single- and two-passage injectors, a single-passage injector with vanes
moved upstream, a single-passage injector with improved aerodynamic vanes and a single-passage
injector with tandem swirl vanes. In addition to characterising the acoustic responses of the injectors,
the test results are also used to verify the numerical simulations presented in later chapters.
3.1.1 Experimental Setup
A large modern aero gas turbine combustion system typically operates at a combustor inlet pressure
of approximately 40bar to 50bar and a temperature of 900K (take-off conditions). In the current work,
experiments were undertaken within an isothermal test facility operating at atmospheric conditions
and the relevant non-dimensional parameters were used to match those of the engine. The Mach
number of the mean flow through the injector can be maintained the same by operating at the same
relative mean pressure drop, ∆p, with respect to the inlet pressure, p:
M ≈
√
2∆p/ρ√
γRT
=
√
2∆p
γp
(3.1)
where γ is the ratio of specific heats. Therefore in the experiments ∆p/p is set to match that of the
engine operating condition which is typically 3%. The frequency of a thermo-acoustic instability
depends on a variety of factors but can be scaled by matching the Strouhal number:
St =
ωD
Up
=
ωD√
2∆p/ρ
=
ωD
γM
√
RT
=
2piD
γM
√
R
· f√
T
(3.2)
where the characteristic diameter is chosen to be that of the injector exit and the Mach number is
kept unchanged as discussed above. For the current investigation the frequencies between 400Hz
and 900Hz at the engine conditions are of particular interest. By keeping f /
√
T constant as shown
by Eq. (3.2), these correspond to the frequencies of 200Hz to 500Hz at ambient conditions. The
Reynolds number in the experimental setup is about 2×105 and does not necessarily match that in
the engine. However, as mentioned in [125] it is considered sufficiently high for its influence on the
measurements to be of second order.
A detailed description of the test facility is given in [56] and a schematic is given in Fig. 3.1. The
basic test rig consists of a 120mm×120mm square-sectioned duct which is terminated at each end by
a large plenum chamber (∼50mm3). The fuel injector is attached to one end of the duct. Atmospheric
air is drawn through it from the upper plenum, before passing down the duct and entering the exhaust
plenum. The flow is then extracted back to atmosphere via a centrifugal fan. Thereby the desired
mean pressure drop (i.e. ∆p/pambient = 3%) is set up across the injector. Two JBL AL6115 600 Watt
loudspeakers are connected close to the downstream end of the duct to generate acoustic waves that
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travels upstream through the duct towards the injector. These loudspeakers are driven by a Chevin
Research A3000 amplifier and can generate acoustic waves over a wide range of frequencies. The
cut-on frequencies of higher order transverse modes in a square duct are determined as [126, §3.2]
fco =
c
2pi
√(mpi
a
)2
+
(npi
a
)2
(3.3)
where c is the speed of sound and a is the width of the duct. m and n are the numbers of pressure
nodes along the two transverse directions of the duct respectively. The cut-on frequency of the first
higher order (i.e. m=1, n=0 or m=0, n=1) is approximately equal to 1.4kHz. Below this frequency
the transverse variation of acoustic pressure in the duct is negligible [127]. Over the frequency range
of interest in this thesis (200Hz to 500Hz) the assumption of plane axial waves within the duct is
therefore valid. At the same time, the acoustic pressure amplitude in the duct was kept below 135dB.
This corresponds to less than 3.8% (0 to peak) of the mean pressure drop across the injector. Under
such a condition of small perturbation, the acoustic response of the injector is well within the linear
regime discussed in Section 2.2.
Figure 3.1: Schematic of test rig
The same facility can also be operated with a metering orifice located immediately upstream of the
loudspeaker section as indicated in Fig. 3.1 (with the loudspeakers disabled in this setup). Together
with the measured pressure drop across the injector, this allows the effective area of the fuel injector,
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Aeff, to be obtained as:
Aeff =
m˙
ρ
√
2∆p/ρ
(3.4)
where m˙ is the controlled mass flow rate through the metering orifice.
Four Kulite dynamic pressure miniature transducers are installed at different axial locations along the
duct to measure the unsteady pressure downstream of the injector. Static calibration of the transducers
was performed by recording the output voltages from the transducers while subjecting them to the
same reference static pressure. Thereafter dynamic calibration was carried out by positioning the
transducers at the same axial location along the duct and monitoring the magnitudes and phases of the
measured fluctuating pressure signals when the loudspeakers were activated. The detailed calibration
procedure is given in [125]. A National Instruments LabView Data acquisition system as described
by [56] and [128] was connected to the transducers for data collection and conditioning. A 16 bit data
acquisition card was used and the unsteady pressure signals were sampled at 40kHz in eight blocks
of 32,768 samples. Discrete Fourier transform was performed for each time history using the Fast
Fourier Transform algorithm with the Hamming window. The signal associated with the excitation
frequency was then identified as the global peak from the spectrum since each individual test was
conducted at a discrete frequency. For each transducer this signal is thereafter re-referenced to that
from the transducer furthest downstream of the injector, whereby a corrected complex amplitude is
obtained. Such data-processing was applied to the eight time histories and an ensemble average of
the corrected Fourier-transformed complex amplitudes was calculated for each transducer. This is
used in the multi-microphone method, which is described in the following section, to determine the
impedance of the fuel injector.
3.1.2 Multi-microphone Method
Measurement of the impedance of the fuel injector is conducted with the multi-microphone method,
which is an improvement from the two-microphone method whose underlying principle was outlined
in [129]. For a 1D plane axial wave, the acoustic pressure at any point of the duct can be expressed
as a superposition of the incident (i.e. travelling upstream and towards the injector) and reflected (i.e.
travelling away from the injector) waves as in Eq. (2.34) with pˆi = pˆ− and pˆr = pˆ+. The subscripts
‘i’ and ‘r’ denote the incident and reflected waves respectively. When losses are neglected, the wave
numbers k± can be assumed to be real and equal to k/(M±1) as in Section 2.3.3 where M is the Mach
number of the mean flow in the duct. Accordingly the acoustic velocity at any point in the duct can
be expressed as:
u˜duct = uˆeiωt =
−pˆieiωt−ik−x + pˆreiωt−ik+x
ρ0c0
(3.5)
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where ρ0 is the air density in the duct and c0 the speed of sound. The axial location, x, is referenced to
the end plane of the duct, where the injector is mounted, such that x=0 corresponds to the exit plane
of the injector. It is also the datum plane on which the impedance is determined. With the assumption
of plane axial waves, the impedance is given in terms of pˆi and pˆr as:
ZQ = ρ0c0Aduct
pˆi + pˆr
pˆi − pˆr
= ρ0c0Aduct
 1 − |Rp|2
(1 − |Rp|)2 + 4sin2(θp/2)
+ i
2sinθp
(1 − |Rp|)2 + 4sin2(θp/2)
 (3.6)
where Aduct is the area of the duct cross-section and θp = Arg(Rp) is the phase difference between the
incident and reflected pressure waves at the datum plane.
Pressure signals measured at two different axial locations are in general sufficient to reconstruct the
incident and reflected pressure waves (i.e. pˆi and pˆr) as:
pˆi =
pˆ1e−ik+x2 − pˆ2e−ik+x1
2 sin[(k− − k+)(x2 − x1)/2]ei[(k−+k+)(x2+x1)/2+pi/2] (3.7)
pˆr = − pˆ1e
−ik−x2 − pˆ2e−ik−x1
2 sin[(k− − k+)(x2 − x1)/2]ei[(k−+k+)(x2+x1)/2+pi/2] (3.8)
where x1 and x2 are the axial locations of the pressure transducers. However, as pointed out in
[129], the accuracy of the two-microphone technique is rather sensitive to the positions of the two
transducers relative to the mode shape of the pressure wave in the duct. Obviously when the transducer
spacing is equal to one half-wavelength or its multiples, the denominator in Eqs. (3.7) and (3.8) tends
to infinity and the reconstruction breaks down. On the other hand, large errors can also be incurred due
to deterioration of the signal-to-noise ratio when a transducer is positioned near a pressure node. Since
the half wave-length and mode shape change with frequency, the positions of the two pressure sensors
would need to be varied for different frequencies in order to maintain the accuracy if measurements
are carried out over a wide range of frequencies. This can be mitigated by deploying more sensors at
different axial locations along the duct, which provides redundancy in measurements and avoids the
necessity of moving sensor locations. This leads to the multi-microphone method, which was used
by, for example, Poinsot et al. [130] and Paschereit et al [131]. For the current work, four pressure
transducers were used. In such a case, the averaged complex amplitudes of pressure signals described
in the previous section form the following linear equation system:
e−ik−x1 e−ik+x1
...
...
e−ik−x4 e−ik+x4

 pˆipˆr
 =

pˆ1(x1)
...
pˆ4(x4)
 (3.9)
where x3 and x4 are the axial locations of the two additional pressure transducers. This over-determined
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system was solved with the method of least square fit which minimises the residual:
|r|2 = |e−ik−x1 pˆi + e−ik+x1 pˆr − pˆ1|2 + · · · + |e−ik−x4 pˆi + e−ik+x4 pˆr − pˆ4|2 (3.10)
This is solved by differentiating with respect to pˆi and pˆr and the following expression is obtained:
 pˆipˆr
 = Mw−1Ms

pˆ1(x1)
...
pˆ4(x4)
 =
M11 M12∗M12 M22
−1 (e−ik−x1)∗ · · · (e−ik−x4)∗(e−ik+x1)∗ · · · (e−ik+x4)∗


pˆ1(x1)
...
pˆ4(x4)
 (3.11)
where
M11 = |e−ik−x1 |2 + |e−ik−x2 |2 + |e−ik−x3 |2 + |e−ik−x4 |2
M12 = (e−ik−x1)
∗e−ik+x1 + (e−ik−x2)∗e−ik+x2 + (e−ik−x3)∗e−ik+x3 + (e−ik−x4)∗e−ik+x4
M22 = |e−ik+x1 |2 + |e−ik+x2 |2 + |e−ik+x3 |2 + |e−ik+x4 |2
The acoustic pressure and velocity in the duct at the injector exit plane can then be obtained from
Eqs. (2.34) and (3.5) by inserting the associated axial location. Afterwards the impedance is deter-
mined with Eq. (3.6). Meanwhile, a characteristic area is required for the calculation of the specific
impedance. In this thesis the effective area of the injector as defined by Eq. (3.4) is used because it is
difficult to define a constant geometric area representing the cross-sections of the injector at different
axial locations. The specific impedance of the injector is then given as Z =ZQAeff.
3.1.3 Error Analysis
The error estimation carried out by Rupp for the test facility [125] showed that the instrumentation
error is less than 3% for the measurement of the pressure amplitude and less than 0.5◦ for the phase
angle, with repeatability better than 1%. The following analysis is presented to complement Rupp’s
investigation in terms of uncertainties in the sensor locations, measurement noise and wave propaga-
tion loss, specifically for the four-microphone approach adopted in this work.
From Eq. (3.11) it can be seen that the errors in pˆi and pˆr that originate from those in pˆ1 to pˆ4 are
minimised by keeping the 2-norm/spectral norm of the conversion matrices Mw−1Ms in Eq. (3.11)
small. Because MsMs∗ = Mw, this is equivalent to minimising the condition number of Mw. As the
condition number is a function of frequency, optimisation needs to be carried out over the frequency
of interest subject to the constraint of the duct length. The axial locations of the pressure transducers
used in [125] are given as 175mm, 459mm, 560mm and 643mm from the datum plane. These choices
are also adopted in this thesis. As the mean flow velocity in the duct is usually very low (M < 0.03),
k± is practically equal to ±k. With the aforementioned transducer positions, the 2-norm of the matrix
Mw−1Ms is found to be between 0.653 and 1.438 for the frequency range considered in the current
work.
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The errors in pˆi and pˆr are then estimated by:√
|δpˆi|2 + |δ pˆr|2 ≤ ‖Mw−1Ms‖2
√
|δ pˆ1|2 + |δ pˆ2|2 + |δpˆ3|2 + |δ pˆ4|2 (3.12)
which gives the upper bound of the error in pˆi and pˆr due to the measurement noise of the pressure
transducers. Indeed the uncertainties in the exact locations of the Kulites and possible propagation
loss within the duct can be interpreted as some form of measurement errors. Thereby Eq. (3.12) is a
unified estimation of the errors in pˆi and pˆr originated from different sources.
The difference between the actual and nominal locations of the Kulites is in general within ±0.5mm.
This inaccuracy is translated into measurement errors in pressure to the first order as follows:
|δ pˆ(x)| ≈ |pˆi − pˆr| · |kδx| (3.13)
where |δx| ≤ 0.0005. With the current experimental setup, the phase difference between pˆi and pˆr
is generally small. Therefore | pˆi − pˆr| <
√|pˆi|2 + | pˆr|2. Applying this relation in Eq. (3.13) and
substituting |δ pˆ1| to |δ pˆ4| in Eq. (3.12) with |δ pˆ(x)|, one obtains:√|δ pˆi|2 + |δ pˆr|2√| pˆi|2 + | pˆr|2 < 4|kδx| · ‖Mw−1Ms‖2 (3.14)
from which the error in pˆi and pˆr due to the uncertainties of the exact transducer locations is found to
be less than 1% for the frequency range studied in this thesis.
Similarly, the propagation loss is represented to the first order as:
|δ pˆ(x)| ≈ |pˆi − pˆr|
√
2νω
ac0
x (3.15)
where the loss is assumed to be laminar as the mean flow in the duct is very slow. Therewith Eq.
(3.12) gives an error estimate of less than 0.8% related to possible propagation loss. It is noted that
viscosity also results in changes in the wave numbers. Eq. (3.15) is also valid for such an effect and
the associated error in pˆi and pˆr is similar to that due to the propagation loss.
When the impedance of the tested acoustic element is large and the its effective area is small compared
to the duct sectional area, the datum plane is virtually a velocity node. Under this condition the
reflection coefficient of pressure is close to one and the phase difference between pˆi and pˆr is small.
The denominator in the first line of Eq. (3.6) becomes very small and any inaccuracy in pˆi or pˆr will
lead to large errors in the impedance. Therefore too low an area ratio between the acoustic element and
the duct should be avoided. On the other hand, this ratio also needs to be representative of that in the
practical application. In the current experimental setup the ratio Aeff/Aduct is broadly representative of
the flow expansion ratio in a combustion chamber whilst reliable and repeatable measurement results
can be obtained for the frequency range of interest in the current study.
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3.2 Numerical Methodology
With the advancement of computational hardware and techniques, numerical simulation, especially
by CFD methods, becomes more and more important in the research of thermo-acoustic instability.
Currently the mainstream approach in CFD is based on the Navier-Stokes equations. As an extension
to the approach of linearisation discussed in Chapter 2, acoustic problems can be solved in the fre-
quency domain with the linearised Navier-Stokes equations (LNSE) derived from a mean flow field.
This method was applied by Gikadi et al. [132] to calculate the scatter matrix for a swirl atomiser
under non-reactive conditions.
The problem of thermo-acoustic instability involves far more than acoustics alone. In order to obtain
more complete and detailed information of the perturbed unsteady flow field, time-resolved CFD sim-
ulations are often used, which also allows for studies beyond the linear (small perturbation) regime.
By virtue of its high-fidelity non-modelling approach, direct numerical simulation (DNS) is able to re-
solve the small scale temporal and spatial details of acoustic phenomena (particularly the dissipation
mechanisms) accurately, even for high frequency ranges. It is an important tool to generate com-
prehensive data for fundamental research, for example, [133–135]. However, the computational cost
associated with DNS has so far limited its application to mainly flows of low to moderate Reynolds
numbers. Meanwhile, for more complex problems encountered in practical engineering applications
large eddy simulation (LES) proves to be a more cost-effective alternative as it resolves a substantial
range of time and length scales with only the smallest being modelled. This technique has seen ex-
tensive use, particularly in the academic community, and a large portion of the CFD works reviewed
in Sections 1.2 and 1.3 (e.g. [29,33,48,69,71]) are carried out with LES. However the computational
resources required by LES are still rather high, especially for flows of high Reynolds number. Studies
based on LES are usually restricted to isolated cases or very limited data points. The suitability of
LES being a practical design tool is thus considerably compromised, especially for complex geome-
tries. A recent development in CFD simulations is the use of lattice Boltzmann methods (LBM). This
approach solves the discrete lattice Boltzmann equation (LBE) which are essentially mesoscopic ki-
netic equations. Combined with suitable microscopic collision models, LBEs can be used to simulate
flows at a level of complexity similar to that of LES. The superiority of LBM compared to LES in
terms of computational time has been demonstrated in a number of studies on acoustics, for example,
by da Silva et al. [97] and Ji and Zhao [136]. However, at the moment this method finds its appli-
cation mainly to flows within the relatively low Mach number range. At the same time, it is a much
less mature technique compared to the continuum approach when simulation of multiphase flow or
combustion is involved. Compared to both DNS and LES, as well as LBM, the approach of unsteady
RANS (URANS) simulation reduces the computational cost significantly in terms of both mesh size
and simulation time by modelling of turbulence whose time and length scales are much smaller than
the slow varying mean flow. Examples of successful numerical works related to thermo-acoustic
instability based on URANS are reported in [49, 123, 124].
3.2. Numerical Methodology 44
In the current work, the forcing frequency is much lower than that of the turbulence resolved in LES
or DNS. In view of this, the modelling approach in URANS is a tenable choice to achieve satisfactory
results without over investing computational resources on the small scale details, especially for the
wall-bounded flow within the injector passages. This is indeed supported by the aforementioned pre-
decessor works achieved with URANS simulations. Therefore the approach of URANS was adopted
for the numerical investigation in this thesis. It is also aimed at providing a practical engineering tool
during the design process to predict the acoustic characteristics of the complex geometries typical
of the components contained in a modern combustion system, e.g. fuel injector. On the other hand,
when more accurate simulation of the flow field downstream of the fuel injector is necessary, there is
the possibility of migrating to the hybrid methods such as detached eddy simulation (DES) or scale
adaptive simulation (SAS). These methods require more computational cost, but still substantially
less than the LES level.
The CFD simulations in the current work were carried out on HPC-Midlands using the open-source
unstructured solver OpenFOAM [137] (version 2.1.1). This software provides a broad-range of in-
compressible and compressible solvers for simulations at different levels of complexity. As an open-
source and widely used academic research tool, it is also amenable to the local modifications of the
programme that are needed for the simulations in this thesis. The commercial package ICEM-CFD
was used in this thesis to generate the grids for CFD simulations. It can produce grids which are
multi-block structured, fully unstructured or a hybrid of both.
3.2.1 Turbulence Model
The turbulence models available from OpenFOAM for RANS/URANS simulation of compressible
flows include the Spalart-Allmaras one-equation model, k− family, k−ω shear stress transport (SST)
model and Reynolds stress transport models (RSTM). The Spalart-Allmaras model was originally
developed for aerospace applications involving wall-bounded flows, especially those past an aero-
foil, and has been used to provide accurate predictions for such flows under up to moderate adverse
pressure gradients. However, the model struggles for more general fluid dynamic phenomena such
as separation and free shear flows [138]. On the other hand, the k− and k−ω SST two-equation
models add more versatility to the prediction of turbulence by determining the turbulence length and
velocity scales in support of the Boussinesq hypothesis. Meanwhile, the same hypothesis precludes
the anisotropy of Reynolds stresses and limits the models’ ability to resolve more details of the tur-
bulence structures. RSTMs are believed to be able to overcome many of these difficulties. However,
such models solve seven transport equations and their solutions are in general more difficult to con-
verge numerically. The required computational cost is therefore expected to increase significantly. At
the same time, while the aforementioned two-equation models have been widely used, the RSTMs are
still to be fully validated and improved for a wider range of industrial flows. For the current research
the k−ω SST model is adopted on account of its well-proven performance for both free-shear and
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wall-bounded flows [139]. In OpenFOAM the version from [139] is implemented, which features a
few minor modifications from the original model given in [140].
3.2.2 Solver Algorithms
The stability limit of a CFD solver is often expressed in terms of Courant number. For a pressure-
based compressible solver the Courant number is determined with the local flow speed, whilst for a
density-based scheme it would be based on the speed of sound. The flow speed through the injector
is generally lower than M = 0.3. In such a case a pressure-based solver is preferred since it allows
for a larger timestep for a similar limit on Courant number. The OpenFOAM solver used in the
present work for simulations of the acoustically perturbed flows employs the pressure-based algorithm
of Pressure Implicit with Splitting of Operator (PISO). This intrinsically transient scheme solves at
each timestep iteratively for the flow field through a predictor step followed by multiple corrector
steps. It has been shown to be suitable for flows across a range of speeds from low Mach number to
supersonic [141]. The theoretical background and formulation of the PISO algorithm were described
in [142]. The following provides a brief description of the method.
The flow field at the future timestep is to be calculated from the temporally and spatially discretised
continuity, momentum and energy equations together with the equation of state. The velocity is first
predicted from the momentum equation with the pressure field of the current timestep. For com-
pressible flows, the subsequent iterative corrector loop starts from updating the pressure field with the
predicted velocity by solving the elliptic equation for pressure associated with conservation of mass,
which due to compressibility of the flow is different from the Poisson’s equation of pressure correc-
tion for an incompressible case. This is followed by correcting the velocity with the new pressure
field and updating the temperature and density from the energy equation and the equation of state.
The corrector loop is repeated until the desired accuracy is achieved. It was shown in [142] that the
solutions obtained after n corrector steps are accurate up to O(∆tn) from the exact solutions of the
discretised continuity, momentum and energy equations, where ∆t is the timestep size. Therefore the
number of corrections only needs to be so chosen that the accuracy of the PISO scheme is higher than
that the temporal discretisation scheme, e.g. two corrector steps are sufficient for the backward Euler
scheme whilst three corrector steps are needed for a second-order implicit temporal scheme.
In the original solver provided by OpenFOAM the energy equation is solved once in the predictor step
but not within the corrector loop. This implementation does not affect the backward Euler scheme
which is first order accurate in time. However it was found to be unstable for the second-order implicit
scheme. This is solved by including the energy equation in the corrector loop, as per [142]. In the
simulations performed in the present work, the largest Courant number for the PISO algorithm to be
stable was found to be about 3.8.
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The allowable timestep of the transient solver can be increased significantly by embedding the PISO
scheme in an outer loop which utilises the algorithm of Semi-Implicit Method for Pressure Linked
Equations (SIMPLE). This approach is named PIMPLE in OpenFOAM acronyms. However, this
solver was found to be less accurate for acoustic simulations compared to the stand-alone PISO
scheme even with the same timestep size, which was believed to be due to the relaxation factor
introduced by the outer SIMPLE loop. Meanwhile, a small timestep is needed in order to reduce nu-
merical errors in the acoustic simulations according to the analysis given in a later section. Therefore
the PIMPLE solver was only applied to establish the unsteady swirling bias flow generated by the
injector. The acoustic simulations were then continued from this bias flow using the PISO solver.
3.2.3 Acoustic Boundary Conditions
Appropriate boundary conditions need to be applied at the inlet and outlet of the computational do-
main in order to reproduce the corresponding acoustic conditions in the experiments. The acoustic
boundary conditions implemented in the CFD simulations of this work are based on the characteristic
boundary conditions derived from the Euler equations.
3.2.3.1 Characteristic Boundary Conditions
The computational domain can, in general, be defined/prescribed in such a way that the viscous
effect is negligible at its inlet and outlet, whereby the Euler equations are valid at these boundaries.
When recast into the characteristic form, the 3D time dependent Euler equations at a planar boundary
read [143, 144]:
∂W1
∂t
+ u · ∇W1 = 0 (3.16a)
∂W2
∂t
+ u · ∇W2 + 12c~s1 · (∇W4 + ∇W5) = 0 (3.16b)
∂W3
∂t
+ u · ∇W3 + 12c~s2 · (∇W4 + ∇W5) = 0 (3.16c)
∂W4
∂t
+ (u + c~n) · ∇W4 + c(~s1 · ∇W2 + ~s2 · ∇W3) = 0 (3.16d)
∂W5
∂t
+ (u − c~n) · ∇W5 + c(~s1 · ∇W2 + ~s2 · ∇W3) = 0 (3.16e)
where ~n is the normal unit vector of the boundary surface that points outside of the domain, and ~s1 and
~s2 are a pair of tangential unit vectors of the boundary surface that are normal to each other. Among
the characteristic variables, W1 represents the entropy wave. W2 and W3 are the velocity components
tangential to the boundary surface, i.e. along the ~s1 and ~s2 directions respectively. W4 corresponds
to the acoustic wave leaving the domain and W5 the incoming acoustic wave. The differential of the
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characteristic variables are related to those of the primitive variables as follows:
δW1
δW2
δW3
δW4
δW5

=

δρ − δp/c2
~s1 · δu
~s2 · δu
δp/(ρc) + ~n · δu
δp/(ρc) − ~n · δu

(3.17)
The computational domain can often be set up or extended such that waves/flows approaching the
inlet/outlet of the domain are almost one-dimensional and normal to these boundaries. In such a case,
the wave/flow across the domain inlet/outlet can be approximated with the local one-dimensional in-
viscid (LODI) relations, in which the terms pertaining to convection and variation in the tangential
directions of the boundary are dropped. Thereby the treatment of the boundary conditions is consid-
erably simplified. The LODI relations can be cast in different forms, for example, in terms of the
primitive variables as in [145]. Gunasekaran and McGuirk [124] successfully applied the characteris-
tics form of the LODI approach to simulate the absorption of acoustic waves by duct-fed orifices. In
their formulation, it was assume that the acoustic perturbations were small and propagating in direc-
tions normal to the domain boundary. Provided that the mean (non-acoustic) flow field at the domain
boundary is time invariant, the following linearised wave equations in terms of the acoustic velocity
and pressure can be derived from Eqs. (3.16d) and (3.16e) [146]:
∂u˜n
∂t
+
1
ρ¯c¯
∂ p˜
∂t
+ (un + c¯)
(
∂u˜n
∂n
+
1
ρ¯c¯
∂p˜
∂n
)
= 0 (3.18)
∂u˜n
∂t
− 1
ρ¯c¯
∂ p˜
∂t
+ (un − c¯)
(
∂u˜n
∂n
− 1
ρ¯c¯
∂p˜
∂n
)
= 0 (3.19)
where the subscript ‘n’ denotes the velocity component normal to the boundary surface and the
overbar represents the mean value of a variable at the domain boundary. The discretised form of
these equation can then be used to specify different acoustic boundary conditions for CFD simula-
tions [124,147]. A caveat on application of Eqs. (3.18) and (3.19) is that one of the wave propagation
speed tends to zero when the mean flow speed is close to M =1. In such a scenario the provision that
the acoustic velocity is much smaller than the wave speeds is difficult to attain.
In the current work, due to the inherent unsteadiness of the highly turbulent swirling flow produced
by the injector, the non-acoustic bias flow in the duct will not be completely steady at the outlet of the
computational domain (even if it is placed a large distance downstream of the injector). To accom-
modate this unsteadiness of the mean flow, the original nonlinear form of the characteristic equations
(i.e. Eqs. (3.16)) are used in the current reformulation of the LODI characteristic boundary condi-
tions. The local one-dimensional assumption implies that the transverse variation of the characteristic
variables is ignored. The two equations describing the acoustic waves, i.e. Eqs. (3.16d) and (3.16e),
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can thereby be reduced to as follows:
∂W4
∂t
+ (un + c)
∂W4
∂n
= 0 (3.20)
∂W5
∂t
+ (un − c)∂W5
∂n
= 0 (3.21)
Following the definitions in Eq. (3.17) the increments of un and p at the boundary between the mth
and (m+1)th timesteps can be reconstructed from those of the two characteristics as:
∆umn = u
m+1
n − umn =
1
2
(∆Wm4 − ∆Wm5 ) (3.22)
∆pm = pm+1 − pm = ρ
mcm
2
(∆Wm4 + ∆W
m
5 ) (3.23)
where ∆Wm4 and ∆W
m
5 are the increments of the outgoing characteristic, W4, and the incoming char-
acteristic, W5, respectively. un and p at the boundary can be updated with Eqs. (3.22) and (3.23)
accordingly once ∆Wm4 and ∆W
m
5 are determined.
When the first order forward Euler temporal scheme is used, ∆Wm4 is found as below by applying a
first order upwind spatial scheme to Eq. (3.21):
∆Wm4 = −∆t(umn,int + cmn,int)
(umn − umn,int
∆x
+
1
ρmintc
m
int
pm − pmint
∆x
)
(3.24)
where the subscript ‘int’ represents the first internal cell from the boundary and ∆x is the distance from
its cell centre to the boundary. If the flow at the boundary is subsonic, the change of the characteristic
entering the domain, i.e. ∆Wm5 , needs to be specified so that un and p can be determined from Eqs.
(3.22) and (3.23). Different acoustic boundaries are represented by setting ∆Wm5 and this will be
discussed in next section.
The normal velocity component indicates the travelling direction of the remaining three characteris-
tics relative to the domain boundary. At an outlet it usually points outside of the domain and therefore
the tangential velocity components and the other two state variables (density and temperature in Open-
FOAM) will be updated from the internal flow field. In the LODI formulation the tangential velocity
components are convected with the local normal velocity component. Their values at the new timestep
can be obtained as follows by applying the same temporal and spatial schemes as those for un and p:
um+1s1 = u
m
s1 − ∆t · umn,int
ums1 − ums1,int
∆x
(3.25)
um+1s2 = u
m
s2 − ∆t · umn,int
ums2 − ums2,int
∆x
(3.26)
where the subscripts ‘s1’ and ‘s2’ denote the ~s1 and ~s2 directions respectively.
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The density and temperature can be determined from the equation of state and the isentropic relation
given by Eq. (3.16a) once the pressure is updated at the boundary. For an ideal gas, this gives:
(
T m+1
T mint
) γ
γ−1
=
(
ρm+1
ρmint
)γ
=
pm+1
pmint
(3.27)
At the inlet where the flow enters the domain, the tangential velocity components need to be specified
instead of being derived from the internal flow field. In the acoustic simulations their values are kept
to be the same as of the unperturbed flow. Because the entropy wave is also travelling into the domain,
both the temperature and density are determined from the farfield ambient condition as:
(
T m+1
T∞
) γ
γ−1
=
(
ρm+1
ρ∞
)γ
=
pm+1
p∞
(3.28)
First order spatial and temporal schemes are used in Eqs. (3.22) to (3.26). Application of a second
order upwind spatial scheme in the finite volume method in general requires knowledge of cells
further upwind from the first internal cell. This usually entails assembly of an appropriate stencil for
an unstructured mesh and hence considerable modification and validation of the OpenFOAM solver
used is expected. The spatial discretisation errors of the above implementation can be reduced by
decreasing the cell spacing locally near the boundary along its normal direction alone and the impact
on the total cell count of the entire mesh is minor. Therefore a second order spatial scheme is not
considered necessary and the first order upwind implementation is used in the current work. On the
other hand, a second order discretion in time can be introduced in a relative straightforward way as:
∆Wm4 = −∆Wm−14 − 2∆t(umn,int + cmn,int)
(umn − umn,int
∆x
+
1
ρmintc
m
int
pm − pmint
∆x
)
(3.29)
um+1s1 = u
m−1
s1 − 2∆t · umn,int
ums1 − ums1,int
∆x
(3.30)
um+1s2 = u
m−1
s2 − 2∆t · umn,int
ums2 − ums2,int
∆x
(3.31)
With the timestep sizes used for the simulations in the current work, the improvement offered by the
local implementation of the second order time scheme at the boundary over the first order one is found
to be negligible.
It is noted that the largest allowable Courant number based on the speed of sound is limited to 1 for
the above implementation of the characteristic boundary conditions due to the temporal scheme used.
This is, however, usually a less stringent constraint on the timestep size than that posed by the stability
of the solver itself, i.e. PISO algorithm, as the smallest cell size to resolve the complex geometries
considered in this work is much smaller than that at the inlet/outlet of the domain.
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3.2.3.2 Incoming Characteristic
The acoustic behaviour of a domain boundary is principally controlled by the characteristic entering
the domain. Different boundary conditions can be represented by specifying ∆Wm5 in Eqs. (3.22) and
(3.23) accordingly. ∆Wm5 =−∆Wm4 sets up a pressure node ( p˜ = 0) at the boundary, which can occur
to the opening of a long pipe to atmosphere. On the other hand, ∆Wm5 =∆W
m
4 leads to a velocity node
(u˜ = 0), which can correspond to a solid wall. An anechoic or acoustically non-reflective termination
is reproduced with ∆Wm5 = 0. Meanwhile, drift of the mean pressure at the boundary often occurs
when this boundary condition is applied alone [144]. In order to fix the pressure at the boundary to
a specific value while maintaining non-reflectivity at the steady state, ∆Wm5 can be defined from the
feedback approach described in [144] as:
∆Wm5 = Kp(p
m − p∞) (3.32)
where Kp is the feedback gain and p∞ is the target pressure. When the pressure stabilises at p∞, Eq.
(3.32) reverts to ∆Wm5 = 0 and non-reflectivity is attained.
An incident wave entering the domain is represented by the incremental incoming characteristic, i.e.
∆Wm5 . In this work, it is required to inject acoustic waves of various amplitudes and frequencies
through the exit plane of the duct. As δu=−δp/(ρc), ∆Wm5 for a monotone wave is obtained with the
pressure amplitude of the wave as:
∆Wm5 =
−2|pˆ|[sin(ω(m + 1)∆t) − sin(ωm∆t)]
ρmcm
(3.33)
Following from Eq. (3.33) it is also possible to superimpose upon each other a number of waves of
different amplitudes, frequencies and phase angles, whereby a multi-tone/broadband acoustic pertur-
bation is generated.
For a linear acoustic element whose specific impedance is given as pˆ/uˆ = R+ iX where R and X are
functions of ω, its time-domain response to an incident wave of a specific frequency can be described
as below after using the time differential operator in place of iω:
p˜ = Ru˜ +
X
ω
· du˜
dt
(3.34)
If the mean flow in the vicinity of a boundary is steady as assumed in [124], it is possible to reproduce
the above acoustic response at the boundary. When the first order forward Euler temporal scheme is
used, the incremental characteristic ∆Wm5 required can be derived as:
∆Wm5 = ∆W
m
4 +
2ω∆t
X
· [R(umn − un) − (pm − p¯)] (3.35)
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An example of the application of this boundary condition is to emulate the flanged open end of
a circular duct with the matching impedance given by Eq. (2.13). Such a scenario represents a
more realistic duct open end. It is compared with a perfect pressure node (i.e. idealised duct open
end) numerically by sending a pressure wave through still air in a lossless duct terminated by the
corresponding boundary conditions. Instead of a continuous wave, the difference between the two
boundary conditions can be better demonstrated by their respective responses to a single sinusoidal
pulse. A depiction of the case setup is given in Fig. 3.2. The pressure at a point 800mm upstream
of the duct termination is monitored. From its time history the incident and reflected pulses can be
distinguished if their durations are shorted than 4.7ms. The results for a sinusoidal pulse of 1.25ms
(equivalent to one cycle of a continuous wave at 800Hz) and 128dB are shown in Fig. 3.3.
(a) Pressure node (b) Modelled flanged duct open end
Figure 3.2: Reflections by boundary conditions of pressure node and matching impedance
In Fig. 3.3 the pressure trace (in red) for the flanged duct open end was obtained for one whose
diameter is 40mm by implementing Eq. (3.35) at the duct termination. It can be seen that the duct
open end differs from a pressure node by not being perfectly reflective. There is also a phase dif-
ference between the two reflected pulses because compared to a perfect pressure node, the incident
pulse needs to act on an additional mass near the duct open end approximated by the corresponding
reactance. Meanwhile, when a continuous pressure wave of the corresponding frequency (800Hz) and
same amplitude (128dB) is applied, the acoustic impedance reproduced by the boundary condition of
Eq. (3.35) at the duct termination is found to match the specified value.
It is noted that Eq. (3.35) in general only applies for monotone acoustic waves at the specified ω
and does not represent the overall acoustic behaviour of the acoustic element. Nonetheless, in studies
such as the current one the flow field is often excited by monotone waves only and the acoustic field is
distinctively dominated by the corresponding fundamental frequencies of the waves. The technique of
Fourier transform commonly adopted in the post-processing also helps to reject the spurious responses
from mismatched frequencies. Therefore Eq. (3.35) can be used to cover a range of frequencies by
varying ω accordingly. Meanwhile, if the acoustic element is composed of a constant resistance and
an effective length, both R and X/ω are constant. For such a case the acoustic element is indeed a
linear time-invariant first order system and the matching of an acoustic boundary defined by Eq. (3.35)
to the overall characteristic of the acoustic element is exact. On the other hand, when an appropriate
impedance is selected, a partially reflective boundary condition can also be set up with Eq. (3.35).
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Figure 3.3: Pressure history at 800mm upstream of boundary conditions of pressure node and match-
ing impedance
3.2.3.3 Artificial Plenum
In the experimental setup the upstream side of the injector is exposed to a virtually infinite space into
which the acoustic energy transmitted through the injector is dissipated. A finite artificial plenum is
included in the computational domain to reproduce this experimental condition. The plenum should
firstly represent a large reservoir for the mean bias flow as well as a large expansion in flow area so
that any wave entering the plenum through the injector has to move a much larger mass of air and
then radiates into an ample space. The amplitude of the wave is therefore significantly reduced within
the artificial plenum and attenuates to a negligible level close to its boundary. At the same time,
any acoustic wave propagating through the injector and into the plenum is not reflected back, which
implies non-reflectivity of the plenum boundary. In the experiments the injector is mounted in a plate
of a width more than four times the diameter of the injector inlet, whose role can be considered similar
to a finite flange. In addition, flows are guided into the injector passages by bellmouths at the injector
inlet. As illustrated in Fig. 3.1, the plenum in the experimental setup encloses a large section of the
test duct. Nevertheless, the effect of the part of the plenum downstream of the injector inlet along
the injector axial direction (represented by the shaded region in Fig. 3.1) can practically be ignored
based on the comparison by Selamet [89] between the sound radiations from ducts with flanged and
unflanged bellmouths. Therefore the lower/downstream boundary of the artificial plenum is placed at
an axial location level with the injector inlet (much higher than that of the plenum in the experiments)
and treated effectively as a large flange.
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One possibility to complete the construction of the artificial plenum is to use an upstream rigid-walled
chamber (e.g. a square-sectioned or cylindrical chamber) whose cross-section is much larger than
that of the injector. It can be shown that for a cylindrical chamber when its cross-sectional diameter
is more than 50 times that of the injector, the pressure fluctuation at its boundary is reduced to less
than 5% of that at the injector itself [84]. For frequencies below 0.85 fco, the chamber length required
for the evanescent transverse acoustic mode to decay by 95% can be found to be about twice the
chamber diameter [84, 127], beyond which plane wave propagation is largely established. When the
artificial plenum is longer than this length, the acoustic wave approaching its inlet from within can
be considered as one-dimensional and the boundary condition ∆Wm5 = 0 discussed in the previous
subsection is sufficient to allow the wave to pass through the boundary without reflection. With such
a setup, close to ideal non-reflectivity can be achieved for waves of frequencies below fco because the
flow near the plenum inlet is almost uniform transversely by virtue of the waveguide nature of the
plenum. This approach has been applied in the study of acoustic impedance of orifices [147].
For an artificial plenum constructed as above, the applicable frequency is constrained by the plenum
diameter needed to represent a large expansion relative to the injector diameter. To mitigate this lim-
itation, any acoustic waves of higher frequencies should be able to pass also through the side of the
plenum so that the appearance of possible high-order transverse modes can be avoided. In such a case,
the acoustic waves reaching the side of the plenum are expected to be oblique and a three-dimensional
formulation including the tangential derivatives is necessary for the outgoing characteristic. Mean-
while, various arguments have been applied in literature for determination of the incoming character-
istic, e.g. [144, 148, 149], which lead to different ways of introducing the tangential derivatives into
the formulations.
However, it is recognised that in the far field the injector can be treated as a compact acoustic source
(e.g. plane piston or dipole) and the acoustic wave radiated from it appears effectively as a spherical
one with the injector at its centre. If the artificial plenum is formed by a large hemisphere, whose
centre coincides with the location of the injector, the acoustic wave reaching the inlet boundary from
within the artificial plenum is always in a direction almost normal to the boundary surface. At the
same time, by approximating the injector inlet as a plane circular piston it can be shown that for the
frequency range of interest in this work, the wave magnitude at any point on the hemisphere surface
is no less than 95% of that at the same radial location on the injector axis [84]. The angular variation
of the wave over the inlet boundary surface of the artificial plenum is therefore considered negligible.
In such a case an accurate representation of the non-reflective boundary condition at the inlet of the
artificial plenum can be obtained from the LODI formulation in the spherical coordinates. With the
tangential terms dropped out, the continuity and inviscid radial momentum equations at the spherical
boundary surface read:
∂ρ
∂t
+
∂(ρun)
∂n
+
2ρun
Rb
= 0 (3.36)
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∂u
∂t
+ u
∂u
∂n
+
1
ρ
∂p
∂n
= 0 (3.37)
where Rb is the radius the hemisphere. Applying the isentropic relation dp = c2dρ from Eq. (3.16a),
Eqs. (3.36) and (3.37) can be transformed to the following characteristic form:
∂W4
∂t
+ (un + c)
∂W4
∂n
+
2unc
Rb
= 0 (3.38)
∂W5
∂t
+ (un − c)∂W5
∂n
+
2unc
Rb
= 0 (3.39)
where the additional term 2unc/Rb arises because of the boundary surface being curved instead of
planar. ∆Wm4 is then determined from the discretised form of Eq. (3.38) whilst non-reflectivity of the
boundary is again set by ∆Wm5 =0.
3.2.4 Numerical Errors
Discretisation errors in CFD simulations generally result in false diffusion and dispersion of the acous-
tic waves within the computational domain. Compared to the false dispersion which was found to be
small, the additional diffusion caused by discretisation requires more attention. In addition to the ac-
curacy of the simulations, the unphysical attenuation of the acoustic waves due to such diffusion will
also affect the impedance calculated from the multi-microphone technique as discussed previously,
especially when the reflection coefficient is high. Another consequence of discretisation errors is the
spurious reflection of acoustic waves by the numerical boundary conditions. This is of more impor-
tance for the non-reflective and impedance matching boundary conditions described above. Although
the two problems mentioned can usually be addressed by reducing the cell size and timestep, it would
be instructive to analyse the conditions for these two parameters in a numerical setup to achieve the
desired accuracy without excessive computational cost. They can serve as additional guidelines to the
global and local setups of the mesh for an acoustic simulation on top of those based on geometric and
fluid dynamic considerations.
3.2.4.1 Numerical Diffusion and Dispersion
Waves calculated within the computational domain are subject to numerical diffusion and dispersion
associated with the discretisation schemes. Generally numerical diffusion will lead to unphysical
attenuation of the wave whilst it propagates through the computation domain. Meanwhile, as a result
of numerical dispersion the travelling speed of the calculated wave may deviate from the true physical
one. In the current work numerical dispersion is not a major issue as it was found to be rather
small, e.g. as in [146], and the acoustic field of concern is mostly monotone. In order to minimise
numerical diffusion, high order spatial discretisation schemes are generally desirable, especially for
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high frequencies. For example, Gunasekaran [146] implemented the fourth order weighted essentially
non-oscillatory (WENO) scheme [150] in a finite-volume solver for simulations of acoustic waves,
whilst the DNS calculations performed in [135] adopted a finite-difference approach of the same
order of accuracy. Extension of such stencil-based schemes to unstructured-meshes is however not
straightforward. Other notable high order schemes include the discontinuous Galerkin and the spectral
element methods, both of which can be classified as finite-element formulation. Nevertheless, the
numerical experiments conducted by Gunasekaran [146] showed that second order total-variance-
diminishing (TVD) schemes would be sufficient for the frequency range considered in this project.
Applying the principle of von Neumann stability analysis (see, e.g. [151, Part III]), the following
analysis is presented to complement Gunasekaran’s numerical works as well as to provide a quick
guide for the mesh and numerical setup of the acoustic simulations.
Consider the linearised 1D wave equation of one of the acoustic characteristics, e.g. W4:
∂W4
∂t
+ (U + c¯)
∂W4
∂n
= 0 (3.40)
where both U and c¯ are constant. Spatial discretisation of Eq. (3.40) with second-order central scheme
gives:
∂W4, j
∂t
+ (U + c¯)
W4, j+1 −W4, j−1
2∆x
= 0 (3.41)
where j is the index of the cell. The solution of Eq. (3.41) can be written in the form W4 0ei(ωt−kˆx j)
where x j = j · ∆x and W4 0 is the amplitude of the wave at the inlet of the domain. Here the wave
number kˆ is complex. The wave velocity is determined by the real part asω/Re kˆ, whilst the imaginary
part represents the growth/decay of the wave as it propagates through the domain.
The following expression for kˆ is obtained by substitution of W4 0ei(ωt−kˆx j) into Eq. (3.41):
kˆ =
i
∆x
Log[
√
1 − (2pi/Nx)2 − i(2pi/Nx)] = sin−1 2pi/Nx√
1 − (2pi/Nx)2
(3.42)
where Nx = λ/∆x is the number of cells within one wavelength. There is no attenuation of the wave
amplitude in continuous-time limit as kˆ is real here. When Nx is large, the actual wave velocity is
found to be:
ω/Re kˆ ≈ (U + c¯)
√
1 − (2pi/Nx)2 (3.43)
For the same mesh, Nx and so the phase velocity of the wave decrease as the frequency increases.
Such dispersion of waves can be reduced by reducing the cell size in the propagation direction. The
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complex wave number for the first-order upwind scheme can be found in a similar way as:
kˆ =
sin−1(2pi/Nx)
∆x
− i ln
√
1 + (2pi/Nx)2
∆x
(3.44)
which gives an attenuation factor Im kˆ=−ln √1 + (2pi/Nx)2/∆x at continuous-time limit. On the other
hand, the numerical dispersion of the first-order upwind scheme can be seen to be smaller than that of
the second-order central scheme. However, in the current work numerical dispersion is less an issue
compared to numerical diffusion because the acoustic field is mostly monotone.
Eq. (3.41) can be further discretised in time with the Euler backward method, which is first-order
accurate in time, as follows:
Wm+14, j −Wm4, j
∆t
+ (U + c¯)
Wm+14, j+1 −Wm+14, j−1
2∆x
= 0 (3.45)
The same form of solution as that to Eq. (3.41) applies, except with t = m · ∆t. The complex wave
number is then obtained as:
kˆ =
i
∆x
Log

√[
1 − e−i(2pi/Nt)
CL
]2
+ 1 − 1 − e
−i(2pi/Nt)
CL
 (3.46)
where Nt is the number of timesteps within one wave period and CL = Nx/Nt is the Courant number
based on the wave speed U+c¯.
When Nt is large, the Taylor expansion of kˆ to the first non-zero leading terms of the real and imagi-
nary parts respectively results in the approximation below:
kˆ ≈ k+
1 − (C2L − 1) (2piNx
)2 − ik+ 2piNt (3.47)
where k+ = ω/(U + c¯) is the nominal wave number of the continuous wave equation Eq. (3.40).
Attenuation of the wave amplitude over one wavelength is about (2pi)2/Nt. For moderate Courant
number, the numerical dispersion is in general less than that estimated by Eq. (3.43). However,
numerical diffusion is introduced by the first-order discretisation in time, which can be reduced by
decreasing the timestep. When the second-order backward time scheme is used for the temporal
discretisation of Eq. (3.41), the complex wave number becomes:
kˆ =
i
∆x
Log

√[
3 − 4e−i(2pi/Nt) + e−i(4pi/Nt)
2CL
]2
+ 1 +
3 − 4e−i(2pi/Nt) + e−i(4pi/Nt)
2CL
 (3.48)
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Its Taylor expansion to the leading order terms gives:
kˆ ≈ k+
1 + (2C2L + 1) (2piNx
)2 − i(6k+) (2piNt
)3
(3.49)
The approximation with Eqs. (3.47) and (3.49) shows that the numerical diffusion is mainly deter-
mined by the timestep. But the influence of cell size will be manifested when higher order terms are
included or Eqs. (3.46) and (3.48) are used. It is obvious that the second-order time scheme reduces
the numerical attenuation drastically compared to the Euler backward method with the same spa-
tial discretisation and timestep. But the continuous-time limit of the attenuation factor of the spatial
scheme can only be recovered when Nt→∞ for both time schemes. For complex flow fields, TVD
schemes reduce the accuracy of the spatial scheme from second order to first order at certain points
of the flow fields for stability. Therefore the actual attenuation will be higher than that estimated by
Eqs. (3.46) and (3.48), but bounded by that with the first-order upwind scheme at continuous-time
limit. For second-order TVD spatial schemes, Nx is recommended to be at least 50 in [146]. Be-
yond this value, it can be shown by numerical evaluation of Eqs. (3.46) and (3.48) that increasing
Nt, i.e. reducing timestep, has more significant effect on numerical diffusion. On the other hand,
dissipation/absorption of the acoustic wave can be enhanced as the cell size grows, for example, in
the artificial plenum discussed in the previous section. While not carried out here, the above analysis
can be extended to higher order stencil-based spatial schemes and multidimensional domains.
Eqs. (3.46) to (3.49) also show that due to numerical dispersion, the actual wave propagation ve-
locity differs from the ideal physical one. This is expected to result in errors in the phase difference
between the acoustic waves. As CL is usually small in the acoustic simulations, reduction of the nu-
merical dispersion is mainly achieved by increasing Nx, i.e. refining mesh along the direction of wave
propagation.
Analogous to the effects of viscosity, numerical diffusion and dispersion will lead to errors in the
calculation of the incident and reflected waves from the CFD results using the multi-microphone
method. Such errors can be analysed in a way similar to that discussed in Section 3.1.3. For the current
solver used, Eqs. (3.46) and (3.48) suffice as the general guidelines for the selection of timestep and
mesh cell size so as to limit the influences of numerical diffusion and dispersion.
3.2.4.2 Spurious Reflection
The values of primitive variables at the domain inlet/outlet determined from the characteristics are
subject to discretisation errors associated with the extrapolation of the outgoing characteristic. Con-
sider Eq. (3.40) at the outlet of the domain. Application of first order upwind spatial discretisation to
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it gives:
∂W4
∂t
+ (U + c¯)
W4 −W4,int
∆x
= 0 (3.50)
Ignoring any numerical diffusion, W4 can be written as W4 0ei(ωt−k+x) where the nominal wave num-
ber is used. The discretisation error associated with Eq. (3.50) for evaluation of the spatial partial
derivative in Eq. (3.40) leads to an error, δW, in the calculation of W4 at the boundary as follows:
δW =
1 − eik+∆x
ik∆x
W4 (3.51)
δW appears as a spurious reflected wave superimposed upon the incoming characteristic, W5, which is
to be specified for different acoustic conditions as discussed in Section 3.2.3.2. When k+∆x is small,
δW is shown to be O(k+∆x) with its Taylor expansion to the first non-zero leading term as:
δW ≈ ik+∆x
2
W4 (3.52)
This spurious reflection can be illustrated with numerical experiments by sending acoustic waves
through a straight duct terminated with the non-reflective boundary condition ∆Wm5 = 0. Here the
spurious waves for ∆x = 4mm and 8mm respectively are compared to demonstrate the effect of the
first interior cell size at the boundary. Similar to the setup shown in Fig. 3.2, there is no mean flow
(i.e. U =0) and the test signal was again a single sinusoidal pulse of 1.25ms and 128dB. The pressure
at a location 800mm upstream of the boundary was monitored and its time history is plotted in Fig.
3.4. Because the incoming characteristic is set to zero, the second pulse in each pressure trace is due
to the spurious reflection discussed above. For ∆x = 8mm (∼ 2% of the pulse wave length) the peak-
to-peak amplitude of the reflected pulse is approximately 6.2% of the incident pulse. It is reduced to
2.6% when ∆x is halved to 4mm (∼ 1% of the pulse wave length). Both percentages are close to the
estimates given by Eq. 3.52. This shows that the cell size near the boundary also needs to be small in
order to avoid excessive spurious reflection and Eq. (3.52) can be used as a quick reference.
3.2.5 Data Conditioning
Spectral leakage occurs when a periodic signal is not sampled to an integer number of samples, i.e.
there is an incomplete cycle in the data. This can be shown by considering the discrete Fourier
transform of a pure cosine waveform cos(2pi f0t) sampled at a frequency fs:
F(k) =
N−1∑
n=0
cos
(
2pi f0n
fs
)
· e−i 2piN kn (3.53)
3.2. Numerical Methodology 59
Figure 3.4: Spurious reflections by boundaries with different cell sizes
where N is the total number of samples and k =0: (N − 1). Some operations on Eq. (3.53) lead to the
following expression for F(k):
F(k) = cos
α1
2
sin
(N + 1)α1
2
[
cos(Nα1/2)
sinα1
+ i
sin(Nα1/2)
cosα1
]
+ cos
α2
2
sin
(N + 1)α2
2
[
cos(Nα2/2)
sinα2
+ i
sin(Nα2/2)
cosα2
]
α1,2 = 2pi[( f0/ fs) ± (k/N)]
(3.54)
The peak of F(k) is at k = b f0N/ fse. It can be shown from Eq. (3.54) that the errors in the ampli-
tude and phase of the peak caused by the limited number of samples are determined by mod( f0N/ fs).
When mod( f0N/ fs) , 0, non-zero values of F(k) will emerge at frequencies other than f0, i.e. spec-
tral leakage into neighbouring frequency bins. These errors cannot be reduced by simply increasing
N. For a clean monotone signal, an obvious solution is to trim the data to approximately an integer
number of cycles so that mod( f0N/ fs) is small. Compared to the experimental measurements, the
flow field data probed from the CFD simulations have generally cleaner frequency signatures. The
acoustic field within the duct is mostly established after a time for the acoustic wave to travel from
the duct outlet to the injector and back. For each frequency point the CFD simulation was run further
for about 12 acoustic cycles thereafter. The data were then truncated to the last 10 complete cycles to
provide averaging and maintain a reasonable frequency resolution.
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In the current study the acoustic pressure signals downstream of the injector are obscured by the fluc-
tuation originating from the bias swirling flow and are no longer monotone. Spectral leakage from
pressure fluctuations not of the fundamental frequency or its harmonics still occurs to the aforemen-
tioned trimmed data set. This was further addressed with the windowing technique [152] and the
Hamming window was used to maintain consistency with the experiments.
Chapter 4
CFD Simulations of Orifices and Resonator
To evaluate its capability to predict acoustics-related flow phenomena, the numerical methodology
introduced in Section 3.2 was applied in CFD simulations for selected geometries of orifices and a
Helmholtz resonator, for which experimental data are available from other works. Comparison was
also made between the results obtained from the CFD simulations and analytical models to demon-
strate the superior accuracy of prediction offered by the numerical approach. In addition, flow features
related to the acoustic perturbation were revealed by examination of the unsteady flow fields calcu-
lated in the CFD simulations.
4.1 Test Case I: Orifices
The response of orifices to incident acoustic waves is of importance for many engineering applica-
tions. In aero-engines it can be utilised for absorption of acoustic energy to reduce the tendency for
thermo-acoustic instability to occur. A series of experiments were conducted by Rupp on different
orifice geometries [125]. To assess the numerical methodology discussed above, CFD simulations
were performed for three representative geometries and validated with the corresponding test data.
The simulation results also helped to provide additional information of the unsteady flow fields that
had not been measured by experiments.
The geometries revisited with the CFD method are the orifices with length-to-diameter ratios, L/D,
of 0.5, 5 and 10. The diameter of the orifice of L/D = 0.5 is 12mm and that for L/D = 5 and
10 is 9.1mm. In [125] their impedances under a bias flow were measured on the same test rig as
that described in Section 3.1.1 with the multi-microphone technique. In the tests a plate with nine
equal-sized orifices was mounted to the end of the duct in place of the injectors depicted in Fig. 3.1.
The centrifugal fan set up a mean pressure drop of approximately 0.5% of atmospheric pressure, i.e.
500Pa, across the orifices so as to drive the mean air flow along the duct into the upper plenum via the
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orifices. The acoustic pressure amplitudes within the duct were kept at approximately 130dB so that
no reverse flow occurred and the orifices operated within the linear absorption regime. More details
of the experiments are reported in [125].
4.1.1 Simulation Setup
The orifice pitch of the experimental plate was at least 3.3 times the orifice diameters so that each
orifice could be assumed to act in isolation from its neighbours. Therefore the numerical simulation
was simplified by considering one of the nine orifices only, i.e. the centre one specifically. The
instability and growth of disturbances associated with a jet from a round orifice are not necessarily
axisymmetric [153, 154]. Therefore the entire orifice is simulated in order to preserve any possible
non-axisymmetric fluctuations under acoustic perturbation. In such a case the part of the duct around
the central orifice is equivalent to a 40mm×40mm section which is bounded by symmetry planes. In
the computational domain, this section of the duct extends up to approximately five times its width
upstream of the furthest pressure tapping in the experiment. In this way the acoustic field at all the
measurement points (as given in Section 3.1.3) can be assumed quasi one-dimensional. The surfaces
of the orifice and plate are both specified as non-slip walls.
The plenum is modelled with a square-sectioned chamber with the side boundaries set to symmetry.
As discussed in Section 3.2.3.3 the plenum side of the computational domain needs to be sufficiently
large compared to the orifice diameter so that for the frequency range tested a pressure node is set up
close to the downstream face of the orifice. Such a pressure node has very low radiation resistance
(see Section 2.3.1 and Fig. 3.3) and allows only a small amount of acoustic energy to be transmitted
past. The cross-section of the artificial plenum used is 120mm×120mm, which satisfies the large
expansion required for the plenum. At the same time, with these dimensions no standing transverse
acoustic waves are set up in the plenum for the frequency range considered. The uniformity (i.e.
one-dimensionality) of the unsteady flow (combination of both the mean and fluctuating components)
at the plenum inlet can be improved continuously by increasing the length of the chamber. The
LODI formulation of the non-reflective acoustic boundary condition applied at the inlet of such an
artificial plenum is more accurate than on a hemisphere of a similar size. Therefore the chamber type
artificial plenum is preferred over the hemisphere type in the current simulations for orifice flows. An
illustration of the computational domain is given in Fig. 4.1. Simulations for the orifice of L/D=0.5
were repeated with a 240mm×240mm plenum and the changes in the results are negligible for both
the mean bias flow and the acoustically perturbed flow. Hence the geometry shown in Fig. 4.1 is
deemed sufficient for accurate reproduction of the actual scenario.
A multi-block ‘O-grid’ topology is used for the computational grid. In order to maintain a circular
cross-section, the centre blocks of the O-grids are formed with hybrid prismatic/hexahedral cells by
sweeping the surface mesh through the domain from the inlet to outlet. The surrounding blocks are
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Figure 4.1: Side view of computational domain of Test Case I
composed of hexahedral cells only. A sectional view of the mesh in the duct just upstream of the
orifice is shown in Fig. 4.2. On the non-slip walls the first interior grid point is placed at y+≈2 from
the wall based on the flat-plate approximation. The upper bound of the cell size in the duct is set in
such a way that for all the frequencies of interest one wavelength is resolved by at least 50 cells. On
the other hand, the cells in the plenum are allowed to grow further in order to exploit the additional
numerical attenuation on the acoustic waves radiated into the plenum through the orifice. As discussed
in Section 3.2.4.2 though, the cell size needs to be reduced again at the outlet of the plenum in order
to maintain the effectiveness of the non-reflective boundary condition. Its limit is defined based on
the estimation of Eq. (3.52) such that no more than 5% of the acoustic wave reaching the boundary is
reflected unintentionally.
Figure 4.2: Sectional view of mesh in duct of Test Case I
Apart from the acoustic considerations, the computational grids are constructed such that the impor-
tant unsteady flow features, e.g. flow separation at the orifice inlet edge and vortex layer downstream
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of the outlet, can be resolved. A summary of the key grid parameters is given in Table 4.1. The
settings for cell size are referenced to the orifice diameter. The total number of grid cells ranges from
about 1.0×106 for L/D=0.5 to 1.5×106 for L/D=10.
Table 4.1: Grid parameters for CFD simulations of orifices
The RANS/URANS simulations were performed with the k−ω SST model which allows for reso-
lution of the boundary layer down to the viscous sublayer with the mesh setup described above. A
second-order TVD scheme [155] was used for spatial discretisation of the momentum and turbulence
equations, whilst the first-order upwind scheme was applied for the energy equation. For temporal
discretisation the first-order Euler backward scheme is selected.
Prior to the acoustic simulations, the mean bias flow was calculated with the PIMPLE algorithm. The
calculation was carried out in two steps. At first the total pressure and a velocity direction normal to
the boundary plane were specified at the inlet of the duct. At the plenum outlet the pressure was fixed
and the velocity was determined from the internal field based on local convection, i.e. the advective
boundary provided in OpenFOAM. In correspondence to the experimental setup, the difference be-
tween the total pressure at the duct inlet and the static pressure at the plenum outlet was set to 500Pa.
A timestep of 5×10−4s was used for this calculation. It corresponds to approximately half the period of
the preferred orderly mode at St= ωD/U≈0.3 for an axisymmetric jet of a similar Reynolds number,
Re=UD/ν (where U is the average jet velocity at the nozzle exit), as discussed in [153] by Crow and
Champagne. After the flow field stabilised, the inlet and outlet boundary conditions were switched to
4.1. Test Case I: Orifices 65
the characteristic boundary conditions of Eqs. (3.24) and (3.32). At the same time, the timestep was
reduced to 1×10−5s (equivalent to a Courant number slightly less than 1 based on the speed of sound)
because of the constraint on the stability of the implemented explicit scheme as discussed in Section
3.2.3.1. Such changes in the setup were to purge any possible pressure fluctuation trapped by the
previous boundary conditions which are not necessarily non-reflective acoustically. The calculation
continued until the pressure field near the domain inlet and outlet stabilised again. Thereby the mean
bias flow was established with the prescribed pressure drop across the orifice.
The acoustic simulations were conducted with the PISO algorithm and started from the mean bias
flow as the initial flow field. At the inlet of the duct the LODI characteristic boundary conditions
of Eqs. (3.22) to (3.24) and (3.33) were applied to introduce monotone incident acoustic waves into
the computational domain whilst the plenum outlet was made non-reflective. The amplitude of the
incident wave was 50Pa (0 to peak) or 128dB. The timestep of the calculations were varied such
that the numerical attenuation along the duct estimated in the way described in Section 3.2.4.1, e.g.
Eq. (3.47), was comparable for the different frequencies simulated. It ranged from 1× 10−5s to
1.25×10−6s (no less than 1000 timesteps per acoustic cycle) as the frequency increases, whereby the
computational cost for the low frequency waves would not be excessively higher than that for the
higher frequency ones. The physical simulation time for each frequency is as discussed in Section
3.2.5. A full calculation of one orifice geometry, including the mean flow field and a sweep of ten
frequencies, required approximately 1,500 CPU hours. Considering the amount of data produced for
the unsteady flow fields, such a numerical method demonstrates the potential for being a practical
design tool.
4.1.2 Mean Flow Field
The contour plots of the axial velocity of the mean bias flows calculated with CFD are shown in Fig.
4.3. The flow produced by the shortest orifice, i.e. L/D = 0.5, is of a different type from those by
the two longer orifices. From the streamline plots in Fig. 4.4 it can be seen that the flow through the
orifice of L/D=0.5 separates at the sharp entrance edge and does not reattach to the orifice wall, with
a vena-contracta thereby being formed in the jet issuing from the orifice. In contrast, for the cases of
L/D = 5 and L/D = 10 the flow reattaches at about one orifice diameter downstream of the entrance
edge after the initial separation, and develops into a turbulent pipe type flow before emerging into the
plenum as a jet.
The discharge coefficients, Cd, of the orifices determined from the CFD simulations are compared
with the values obtained from experiment by passing a metered mass flow through the orifice and
measuring the pressure drop across it. The results are given in Table 4.2. A notable discrepancy
between the predicted and measured discharge coefficients is observed for the case of L/D=0.5. This
is understandable as the Cd for short orifices is rather sensitive to the actual entrance edge geometry
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Figure 4.3: CFD prediction of mean axial velocity field around orifice: (a) L/D = 0.5, (b) L/D = 5,
(c) L/D = 10.
(a) L/D = 0.5 (b) L/D = 5 (c) L/D = 10
Figure 4.4: CFD prediction of streamlines at entrance of orifice
of the orifice, which cannot be matched exactly in the CFD geometry. Meanwhile, the agreement
between the CFD and experimental results is good for the long orifices and the trend of Cd variation
with L/D is reproduced. On the other hand, it is also noticed that the CFD values given in Table 4.2
show better agreement with the data compiled and reported by Lichtarowicz et al. [156].
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L/D Cd (experiment) Cd (CFD)
0.5 0.73 0.65
5 0.80 0.77
10 0.75 0.75
Table 4.2: Discharge coefficient for orifices found from experiment and CFD
4.1.3 Specific Impedance of Orifices
Both the pressure and velocity in the duct were monitored at the same axial locations as those of the
pressure transducers in the experiments given in [125]. In addition, pressure signals from points at
different transverse positions on the planes at the given axial locations were compared and plane wave
behaviour is confirmed at all these locations. Because the data obtained of both pressure and velocity
from the CFD simulations exhibit distinctive periodic signatures at the excitation frequencies about a
stable mean, the incident and reflected waves can actually be determined from the data collected at
the point of interrogation closest to the orifice alone, as in [146]. This is preferred as the influence of
numerical diffusion and dispersion on waves of high frequencies discussed in Section 3.2.4.1 can be
thereby reduced. In such a case, the two waves are determined from Eqs. (2.34) and (3.5) as:
pˆr =
pˆ + ρ0c0uˆ
2
, pˆi = pˆ − pˆr (4.1)
The specific impedances of the three orifices, expressed as specific resistance and reactance separately,
are shown in Fig. 4.5. It can be seen that the trends of the variations of specific resistance and
reactance with frequency displayed from the experimental data are faithfully reproduced by the CFD
method for all the three length-to-diameter ratios. As previously discussed, at low frequencies the
specific impedance is mainly resistive with the reactance being low. As the frequency increases, the
specific reactance rises but at a faster than linear rate.
For the orifice of L/D=0.5, the specific resistance decreases as the frequency increases. It eventually
becomes negative when the frequency is high enough, which signifies the generation of extra acoustic
energy when the incident wave interacts with the orifice. This is supported by the plot of reflection
coefficient of acoustic energy, |Rc|, in Fig. 4.6. Rc is defined as in [125]:
|Rc| = | pˆr(1 − M)|| pˆi(1 + M)| , M =
Uduct
c0
(4.2)
where Uduct is the mean velocity in the duct. It can be seen that the frequency range where |Rc| > 1
corresponds to that of negative resistance.
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(a) L/D = 0.5
(b) L/D = 5
(c) L/D = 10
Figure 4.5: Specific impedance of orifices as a function of frequency
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Figure 4.6: Reflection coefficient of orifice of L/D=0.5 as a function of frequency
Also plotted in Fig. 4.5(a) is the specific impedance calculated with Jing and Sun’s modification to
Howe’s theory, i.e. Eq. (2.20). The measured mean velocity through the orifice is inserted in Eq.
(2.20) as a parameter so that the steady state specific resistance is matched with the experimental
value. As the frequency increases, the predicted specific resistance decreases, but not as drastically as
shown in the experimental or CFD data. Indeed, utilising the asymptotic form of the modified Bessel
functions [88, §7.23], one can easily show that R given by Eq. (2.20) only decreases monotonically
to zero but is always positive as kU →∞. On the other hand, by taking into account the thickness
of the orifice the theory overpredicts the specific reactance. In [99] Jing and Sun predicted negative
resistance for L/D = 1, but not for L/D = 0.5. Their results were obtained with BEM, which is also
numerical instead of analytical. The important characteristic of negative resistance is captured with
the CFD method, so is the nonlinear increase of specific reactance. The flow through a short orifice
is known to be sensitive to the actual surface finish of the orifice edges in the tests, which is diffi-
cult to match exactly in the simulations. This is reflected in the prediction of discharge coefficient
and believed to be the main source of discrepancy between the specific resistance measured in the
experiments and that obtained with the CFD calculations. Meanwhile, the specific reactance is under-
predicted by CFD. A possible reason is the influence from the neighbouring orifices in the actual test
plate. Such an effect on the plenum side is not included in the simulation and could be considerable
for a short orifice. In contrast to the case of L/D = 0.5, the specific resistance of the orifices with
L/D=5 and L/D=10 exhibits a general increase despite the scattering of the experimental data. The
CFD results demonstrate a better defined trend, although the absolute agreement with experiments is
not as good at the higher resistance values. As discussed in Section 3.1.3, the uncertainties in spe-
cific resistance obtained from two/multi-microphone technique is more pronounced when the specific
reactance is high. This is believed to be one of the possibles reasons for the scattering of the experi-
mental data and the more notable difference between the test and CFD results. On the other hand, the
specific reactance is captured accurately by the CFD method.
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It is instructive to also estimate the specific impedances of the orifices of L/D = 5 and L/D = 10
analytically following the line of inviscid flow models. Neither Eq. (2.20) nor (2.22) is expected to
produce the rise in specific resistance observed in the experimental data and CFD results. Instead the
approach described in Section 2.3.3 is applied and the impedance is estimated as:
Z = ρ0c0
[
Zin(e−ik+L + e−ik−L) + ρ0c0(−e−ik+L + e−ik−L)
−Zin(e−ik+L − e−ik−L) + ρ0c0(e−ik+L + e−ik−L)
]
+ iρ0ωLc (4.3)
Eq. (4.3) is essentially Eq. (2.37) supplemented with the term iρ0ωLc as the end correction for the
orifice exit on the plenum side. Here Lc is chosen to be 4D/3pi and Zin is calculated with Eq. (2.19),
for which, similar to the case of L/D = 0.5, the measured mean velocity through the orifice is used
as the parameter to match the specific resistance at steady state. The specific impedances obtained
with in Eq. (4.3) are included in Figs. 4.5(b) and 4.5(c). The analytical prediction fails to follow the
trend of specific resistance obtained from either experiments or CFD for the case of L/D = 5 despite
showing a notable rise as the frequency increases. Meanwhile, the specific resistance calculated
from Eq. (4.3) appears to agree well with the CFD values for L/D = 10 within the frequency range
plotted. But it is noticed that the CFD results shows an increase at a higher order and are expected to
become considerable larger than the analytical values as the frequency increases further. The curves
of analytically predicted specific reactance show the correct initial slopes, but do not reproduce the
same nonlinear increase at higher frequencies.
For the orifices of L/D=5 and L/D=10, the viscous loss is examined by treating the flow within the
orifice as fully developed so as to apply the theories discussed in Section 2.3.4. To this end the real
wave numbers, k/(M ± 1), are augmented with the contribution from the viscous/turbulent effects.
The wave numbers, k±, are then complex and given as follows according to Howe [104]:
k± =
k
M ± 1 +
i(Z∗T/L)
ρ0c0(M ± 1)3 (4.4)
The wave numbers given by Eq. (4.4) are used in Eq. (4.3) for a new estimation of the specific
impedance including the propagation loss. If ZT is calculated with Eq. (2.45), the change in specific
impedance is negligible and therefore not presented. More notable increases in the specific impedance
are observed when Howe’s result, i.e. Eq. (2.51), is used in Eq. (4.4). In Fig. 4.7 the specific
resistance so calculated is compared with those predicted with CFD and inviscid compressible theory.
For both the cases of L/D=5 and L/D=10, the inclusion of turbulent loss shifts the curves of specific
resistance upwards, but does not change the rate of increase. As discussed in Section 2.3.4, the flow
through the orifices considered is not fully developed. The overestimation by Howe’s theory [104]
for resistance at low frequencies is not unexpected. On the other hand, the one-dimensional inviscid
theory predicts a notably steeper increase of specific resistance at the low frequency range than CFD
does, particularly for L/D = 10. This underlines the importance of a more in-depth analysis of the
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specific developing turbulent boundary layer originated from the edge separation region at the orifice
inlet under the influence of acoustic forcing.
Figure 4.7: Comparison of specific resistance predicted by CFD and analytical models
The impedance data for all the three orifice cases are compiled in Figs. 4.8 after normalisation with
the steady state specific impedance, which is given as in Eq. (2.40) with A1→∞. At the same time, the
frequency is represented by the Strouhal number, defined as St=ωD/U, where U is the mean velocity
through the orifice. As seen in Fig. 4.8(a) the difference between the experimental data and CFD
result of the specific resistance for L/D = 0.5 is significantly reduced after non-dimensionalisation
of both the specific resistance and frequency, which helps eliminate the influence of the discharge
coefficient. The trends of specific impedance as the frequency increases are properly captured with
the CFD method but not the current theories described in Section 2.3. One of the main difficulties in
the theoretical study is to model the effects of the separation region at the orifice inlet analytically,
which is of practical interest in many engineering problems. This will be considered as potential
future works but not in the scope of the current study.
4.1.4 Examples of Insights of Unsteady Flow Field
The URANS approach employed allows for access to the acoustically excited unsteady flow field. An
example is given in Fig. 4.9 which shows the axial component of velocity fluctuation near the orifice
of L/D = 0.5 at eight temporal points in an acoustic cycle at 420Hz. The corresponding temporal
position in the cycle of pressure fluctuation at the entrance of the orifice is indicated to demonstrate
the phase difference between the pressure and velocity fluctuations.
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(a) Specific resistance
(b) Specific reactance
Figure 4.8: Normalised specific reactance of orifices as a function of Strouhal number
A succession of regions of increased and decreased velocity can be observed convecting downstream
from the orifice. It is observed that negative axial velocity fluctuation is initiated at the edge of the
separated flow region whilst the bulk fluctuation is still positive, and vice versa for the other half
cycle of a period. Meanwhile, the evolution of the region of positive axial velocity fluctuation over an
acoustic cycle is significantly different from that of the region of negative axial velocity fluctuation.
Flow details as such are believed to be of importance for better understanding of the acoustically
perturbed flow through a short orifice and a more accurate prediction of its impedance.
4.1. Test Case I: Orifices 73
Figure 4.9: CFD prediction of fluctuation of axial velocity around orifice of L/D=0.5 in one acoustic
cycle of 420Hz.
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Since the flow reattaches for the orifices of L/D=5 and 10, it is of interest to examine the movement of
the reattachment point (defined as the location on the orifice surface where the axial shear stress equals
zero) during one acoustic cycle. The distance of the reattachment point from the orifice entrance is
also defined as the length of the separation bubble. Its variation under the excitation of 340Hz is
plotted in Fig. 4.10 as percentage of the mean value. The horizontal axis in the figure is the phase
angle referenced to the pressure fluctuation at the entrance of the orifice. It can be seen that the
movement of the reattachment point is almost in anti-phase to the pressure perturbation. Meanwhile,
it is believed to have only negligible effects on the acoustically excited flow as the movement is
small relative to the mean length of the separation bubble. The possibility to reveal this manifests the
importance of CFD method for study of the unsteady flow fields under acoustic perturbations while it
is in general difficult to capture flow details of this sort with experiments.
Figure 4.10: CFD prediction of movement of reattachment point in orifices of L/D = 5 and L/D = 10
in one acoustic cycle of 340Hz.
4.2 Test Case II: Resonator
One strategy to tackle thermo-acoustic instability is to increase the absorption of acoustic energy
through the use of passive damping devices, for example, perforated liners [56] and Helmholtz res-
onators [52]. Perforated liners often operate in the linear absorption regime similar to that considered
in Test Case I. On the other hand, Helmholtz resonators suppress pressure fluctuations within certain
frequency bands determined by the resonator geometry. For a Helmholtz resonator without purging
flow, the mechanism of acoustic energy dissipation relies on vortex shedding on both sides of the
resonator neck and is non-linear. The CFD approach described previously was applied to evaluate the
acoustic characteristic of a representative Helmholtz resonator which was investigated analytically
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and experimentally by Cassell [53]. The resonator considered is composed of a square cuboid cavity
and a straight cylindrical neck. Its reflection coefficient to incident waves of different frequencies was
measured using the experimental method discussed in Section 3.1 with no mean flow and the locations
of pressure transducers, i.e. Kulites, were the same as those in Test Case I. The results obtained in
this section also serve to examine the applicability of the current CFD method (without extra tuning)
for acoustic elements operating in the nonlinear regime.
4.2.1 Simulation Setup
The whole resonator was simulated out of consideration to preserve any potential asymmetricity of
the unsteady field. The length of the duct included in the computational domain is about six times its
width. All the solid surfaces, i.e. surfaces of the cavity, neck and duct, are defined as non-slip walls,
and the characteristic boundary conditions of Eqs. (3.24) and (3.32) were applied at the duct inlet for
introduction of the incident wave. The meshing strategy is similar to that for Test Case I in which a
multi-block ‘O-grid’ topology was used with centre blocks consisting of hybrid prismatic/hexahedral
cells. The first interior grid points from the neck surfaces are positioned at a wall distance of y+ ≈ 1
based on the flat plate assumption and the velocity scales at resonance estimated from the model
given in [52] with an actuation pressure of about 135dB at the resonator neck. The maximum cell size
within the duct was bounded in the same way as that for Test Case I. The total number of grid cells
is about 2.8×106 for this test case. The computational domain and grid are illustrated in Fig. 4.11.
This is followed by Table 4.3 giving a summary of the grid parameters. The cell sizes are specified
in terms of the neck diameter, Dn. So are the first interior grid cell heights on the non-slip surfaces,
because with no mean flow the non-dimensional wall distance y+ becomes less applicable.
The turbulence model and numerical schemes selected were the same as those in Test Case I. Since
there is no mean flow, the URANS calculations started from a static field of zero velocity and uniform
pressure and temperature. The PISO algorithm was used and the timestep was set to 5×10−6s (no less
than 500 timesteps per acoustic cycle). The resonant frequency of the resonator was initially predicted
to be 353Hz with the following equation [84]:
f0 =
c
2pi
√
An
Ln,effVcav
(4.5)
where An and Ln,eff are the cross-sectional area and effective length of the neck respectively, and Vcav
is the volume of the cavity. Therefore CFD simulations were only conducted for the frequency range
of 300Hz to 400Hz. It was found during the simulations that the time for the steady acoustic field to
set up was about 0.025s. Thence the simulation for each frequency was run for ten more cycles after
this time and the data from the last nine cycles were retained for post-processing. In total fourteen
frequency points were simulated and approximately 10,000 CPU hours were used.
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Figure 4.11: Computational domain and mesh of Test Case II
4.2.2 Frequency Response of Resonator
In the CFD simulations the pressure history at the same axial positions as those of the Kulites in the
tests was recorded. Because the frequencies simulated are in a range where the numerical diffusion
poses less a problem, the reflection coefficient was calculated from the CFD data with the aforemen-
tioned four-microphone technique as in the experimental work. In [53] the reflection coefficient of the
Helmholtz resonator was also estimated with the one-dimensional model proposed by Bellucci [52].
This analytical prediction is plotted in Fig. 4.12 together with the results from CFD simulations and
experiments. It can be seen that compared to the analytical method, the CFD approach predicts the
resonant frequency more accurately and the CFD results compare notably better with the experimen-
tal data in the region near resonance. It is believed that the accuracy of the CFD simulations can be
further improved by using a smaller timestep. At the same time, the CFD method is able to reproduce
the dissipation mechanism of acoustic energy by vortex shedding on either side of the resonator neck.
This flow phenomenon is depicted with streamlines and vorticity contour in Fig. 4.13 which includes
two representative snapshots of the unsteady flow field obtained from the CFD simulation for an ex-
citation frequency of 355Hz. The X and Y coordinates in the figure are normalised with the radius of
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Table 4.3: Grid parameters for CFD simulations of resonator
Figure 4.12: Reflection coefficient of Helmholtz resonator in Test Case II
the resonator neck and the resonator cavity is located on the side of negative X. The corresponding
temporal positions in the cycle of the pressure fluctuation on the cavity side is indicated on top of the
contour plots. At a frequency close to resonance, the amplitude of pressure fluctuation in the cavity
is much higher than that on the duct side and from Fig. 4.13 a phase difference of about 90◦ can be
observed between the pressure fluctuation in the cavity and the velocity fluctuation in the neck. More
in-depth analysis can be carried out with the information obtained from the CFD simulations, which
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is not available from the experimental data. But this is not pursued here as it is not in the scope of the
current project.
Figure 4.13: Vortex shedding of Helmholtz resonator in Test Case II
Chapter 5
Study of Baseline Configurations
The fuel injector in a lean combustion system typically consists of the centre pilot passages and mul-
tiple surrounding main swirler passages. The majority of the air flow passing through the fuel injector
is through the main passages, which are expected to dominate the overall acoustic characteristics of
the fuel injector (particularly the impedance). Hence, to reduce the scale of the problem, the pilot
passages are not considered in this thesis. Nevertheless, the same methodology used in the current
study can also be applied to a more complete injector consisting of the pilot passages if required. The
baseline configuration studied is derived from a generic injector geometry. It is composed of two co-
rotating main swirler passages (‘A’ and ‘B’) which comprise features typical of those found within the
main passages of a modern fuel injector. In parallel, the single passage geometry, consisting of only
passage A, is studied separately so as to examine the representative characteristic of an individual
passage. Schematics of these two simplified injectors (single-passage and two-passage) are shown
in Fig. 5.1 along with the base flow direction. The experimental setup and methodology have been
detailed in Section 3.1 and so are not repeated here.
5.1 Simulation Setup
The computational domain of the CFD simulation is composed of a 720mm long duct section, con-
nected through one of the injector geometries to an artificial plenum. Based on the discussion in
Section 3.2.3.3, the plenum is a hemisphere with a radius which is approximately 30 times that of
the injector cross-section. The air flows from the plenum into the downstream duct through the in-
jector. Hence the inlet boundary is on the hemisphere and the duct termination is the outlet. At the
same time, the acoustic waves generated by the loud speakers further downstream propagate upstream
along the duct towards the injector and against the base air flow. The exhaust plenum shown in Fig.
3.1 is not included in the domain because the boundary condition at the CFD domain outlet is that of
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(a) Single-passage (b) Two-passage
Figure 5.1: Simplified injector configurations
the waves produced by the speakers superimposed upon the base flow, and hence is not influenced by
the exhaust plenum. A schematic of the computational domain is depicted in Fig. 5.2.
Figure 5.2: Computational domain and grid for single-passage injector
The computational domain in and around the injector is discretised with fully unstructured meshes.
Structured regions of cells were created at the inlet and outlet boundaries by extrusion of the sur-
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face meshes along their normal directions. In this way the calculation of the normal derivative on
the boundary surface as described in Section 3.2.3 is valid. The flat plane closing the hemisphere is
defined as a slip wall, and the no slip condition is applied on the solid surfaces of the injector and the
duct. Inside the injector passages the first interior grid point from the wall is at y+<5. The maximum
cell size in the duct is constrained such that one acoustic wavelength is resolved by at least 100 cells
for all the frequencies simulated. At the plenum inlet the constraint on the cell size in the normal di-
rection is specified in a way similar to that discussed in 4.1.1 to uphold non-reflectivity. The total cell
count of the grid is about 7 million for the single-passage injector and 8.5 million for the two-passage
configuration. The grid used in the CFD simulations for the single-passage injector is illustrated also
in Fig. 5.2. The typical setup parameters of this grid are compiled in Table 5.1, where the geometric
dimensions within the computational domain is expressed in terms of the injector exit diameter, Dexit,
whilst the cell size is referenced to the half width, ha, of passage A.
Table 5.1: Grid parameters for CFD simulations of single-passage injector
Both the base flow and the acoustically excited flows were simulated by URANS with the k−ω
SST turbulence model. The second order TVD scheme was applied for spatial discretisation of the
momentum equation, and the first order upwind scheme for the energy and turbulence equations.
Integration in time was performed with the first order Euler backward scheme for the base flow and
the second order backward scheme for the excited flows.
The procedure of CFD simulations is similar to that described in Section 4.1.1 for the case of orifices.
The base flow is established in two steps using the PIMPLE solver. It is at first simulated for 0.8s
5.2. Base Flow of Baseline Injectors 82
in physical time with a time step of 1×10−4s (leading to a maximum Courant number of about 680),
mainly for stability of the solver. The boundary condition at the plenum inlet is then switched to
the characteristic boundary condition of Eqs. (3.32) and (3.38), and at the duct outlet to that of Eqs.
(3.24) and (3.32). The calculation is resumed with a time step of 1×10−5s which corresponds to the
stability limit of the current implementation of the boundary condition (c.f. Section 4.1.1). The base
flow is mostly stabilised after the calculation proceeds another 0.2s in physical time,
The simulations of the excited flows are continued from the base flow solution using the PISO algo-
rithm with a timestep of 1×10−6s, close to the stability limit of the solver (c.f. Section 3.2.2). The
incident acoustic waves are introduced from the duct outlet with Eq. (3.33). At the same time, the
plenum inlet is set to non-reflective by ∆W5 =0. In compliance with the experimental procedure only
monotone input signals are employed. The amplitude of the incident pressure wave is 60Pa (0 to peak)
or 130dB. At the injector outlet the pressure fluctuation is close to 120Pa (0 to peak) or 136dB, which
matches the experimental setup and corresponds to approximately 4% of the mean pressure drop,
∆p, across the injector. Under such excitation the acoustic response of the injector is well within the
linear region. This is confirmed by additional simulations with a significantly stronger incident wave
at 300Pa (0 to peak) or 143dB, which results in a pressure fluctuation slightly lower than 600Pa (0 to
peak) or 150dB (approximately 20% of ∆p) at the injector outlet. The difference in the impedance
calculated with the higher excitation is found to be negligible (less than 0.5%).
Unlike Test Case I in Chapter 4, the acoustic velocity fluctuation is overwhelmed by the strong inher-
ent unsteadiness of the swirling base flow in the duct. Decomposition of the incident and reflected
waves based on p˜ and u˜ is not reliable in this situation. Therefore the (specific) impedance is cal-
culated from the CFD results in the same manner as in the experiments using the multi-microphone
approach. The pressure was probed at the same axial locations in the duct as those of the Kulites,
but along the centreline of the duct instead of the wall so as to obtain data of more distinguishable
spectral signature at the excitation frequency. The duration of simulation for each frequency and the
postprocessing of data are as discussed in Section 3.2.5.
The computational cost of calculating the base flow was about 1,500 CPU hours for the single-passage
case and 1,800 CPU hours for the two-passage case. For the simulation of the excited flows, it
required up to 28,000 CPU hours to complete one sweep of nine frequency points for the single-
passage injector. Similar computational time was spent in the two-passage case for seven frequencies.
5.2 Base Flow of Baseline Injectors
The base flows calculated with CFD for the single- and two-passage baseline configurations are
illustrated in Figs. 5.3 to 5.6. In these figures the velocity is normalised with the velocity scale
Up =
√
2∆p/ρ in Eq. (3.2) and the physical dimensions by the length of the injector.
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Fig. 5.3 shows the typical instaneous axial velocity contours and flow streamlines in the centre plane
of the duct. The swirling flow issuing from the single passage injector spirals outwards in the duct and
impinges on the duct walls prior to passing further downstream. For the two passage injector the co-
rotating streams from each passage merge within the injector before entering the duct and generating
a similar impingement pattern. In both cases a large central recirculation zone is formed together with
the corner recirculation regions. Such flow fields are typical of those produced by this type of fuel
injector, cf. Fig. 1.8.
(a) Single-passage (b) Two-passage
Figure 5.3: Axial velocity of base flow in the centre plane
Plots of the mean axial and circumferential velocities along the centreline of the annular exit cross-
section of individual passages are presented in Fig. 5.4. The wake regions created by the swirl vane
trailing edges can be identified from the troughs in the plots. It can also be seen that the change in the
flow at the exit of passage A due to the introduction of passage B in the two-passage injector is small.
In Figs. 5.5 and 5.6 the axial and circumferential velocities in the cross plane 5mm downstream of the
injector outlet are plotted respectively. For ease of comparison of the phase relation between the axial
and circumferential velocity fluctuations that will be subsequently discussed, the positive direction
of circumferential velocity is defined to be the same as the nominal swirl direction. In Fig. 5.6 this
is the clockwise direction even though the x-axis is pointing out of the paper. The wakes are clearly
shown in the axial velocity contour of the single-passage injector. In the two-passage configuration
the passages A and B have different numbers of swirl vanes. The downstream wake pattern becomes
smeared out as the two flow streams merge. Similar observation can also be made from the contours of
circumferential velocity. Meanwhile, the difference between the velocity contours of the two baseline
configurations is more pronounced in the circumferential component than in the axial component.
This is mainly resulting from the air flow leaving passage B having a significantly higher swirl than
that from passage A.
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(a) Single-passage (b) Two-passage
Figure 5.4: Axial velocity of base flow on centreline of passage exit cross-section
From the mean pressure drop across the injector and the corresponding mass flow, an effective in-
jector area can be determined from both experiment and CFD simulation. Comparison of the values
indicates that the CFD results underpredict Aeff by 1.5% and 2% respectively for the single- and two-
passage injectors relative to the measured values. The effective area is, in general, highly dependent
upon the amount of swirl imparted to the flow in addition to the flow development through the com-
plex geometrical features of the passages. The above agreement between the effective areas obtained
from experiments and CFD provides a good indicator of the accuracy of the simulations for the base
flow fields.
(a) Single-passage (b) Two-passage
Figure 5.5: Axial velocity of base flow in the cross plane 5mm downstream
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(a) Single-passage (b) Two-passage
Figure 5.6: Circumferential velocity of base flow in the cross plane 5mm downstream
5.3 Impedance of Baseline Injectors
The injector impedance ZQ at the datum plane, which coincides with the exit plane of the injector, is
obtained from both the experimental measurements and CFD simulations with the multi-microphone
technique as previously described. The results are presented in Fig. 5.7. The accuracy of the CFD
method is demonstrated by the agreement between the two sets of data.
Because of its larger effective area the impedance of the two-passage injector is significantly lower
that of the single-passage injector. The results in Fig. 5.7 are reproduced in Fig. 5.8 as the specific
impedance with the reference area being the corresponding effective area. In these plots the specific
impedance is normalised by ρ0Up, where ρ0 is the air density in the duct, and the frequency is non-
dimensionalised as the Strouhal number St = ωD/Up. Also shown in Fig. 5.8(a) are two frequency
points calculated with the larger forcing (143dB) mentioned in Section 5.1. They can be seen to be
almost identical to those obtained with the smaller perturbation. This confirms that the impedance
data are within the linear regime, i.e. where the velocity fluctuation is directly proportional to the
applied pressure perturbation.
In Fig. 5.8 the two baseline injector configurations exhibit a similar level of normalised specific
resistance which is close to one. This implies that the resistance is mainly attributed to the loss
associated with the ejection of the accelerated flow through the injector and into the duct with a sudden
expansion. Meanwhile, a small increase in resistance with frequency is observed. As discussed in
Sections 2.3.3 and 2.3.4 two of the contributing factors to such an increase are (i) finite propagation
time of acoustic waves within the injector passage which affects its acoustic compactness, and (ii)
the propagation loss. It is instructive to compare the relative influence of these two factors on the
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Figure 5.7: Impedance of baseline injector configurations
(a) Single-passage (b) Two-passage
Figure 5.8: Specific impedance of baseline injector configurations
change of resistance with frequency. To reduce the complexity of the problem, the much simplified
scenario of a two-dimensional oscillating channel flow with developing turbulent boundary layer is
considered using the established CFD method. The channel simulated is 200mm long with a width
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similar to the difference between the outer and inner radii of the annular inlet of passage A. The
first 20mm of the wall boundaries starting from the channel inlet is specified as slip walls whilst
the non-slip condition is applied on the remaining parts of the walls. As a simplified study the flow
is assumed fully turbulent and the laminar-turbulent transition is ignored. Flows of two different
Reynolds numbers are examined. The lower Reynolds number case is based on the base flow velocity
before the swirl vanes and the higher one based on that after the swirl vanes. To separate the viscous
effect from that of compressibility, an incompressible flow is simulated by imposing at the channel
inlet a uniform velocity that oscillates about the mean inflow condition. This is followed by the
simulations of the compressible case subject to an acoustic wave that travels against the base flow
and exits the channel inlet non-reflected. The specific impedance is calculated for the section of the
channel that starts from 30mm downstream of the edge of the non-slip wall and measures a length
similar to that of passage A. The starting point of the channel section is selected where the boundary
layer thickness is similar to that just downstream of the inlet of passage A.
Comparisons of the results (expressed in line with Fig. 2.4 as specific impedance per unit length)
obtained from the incompressible and compressible flows are given in Fig. 5.9. The effect of com-
pressibility on resistance is shown to be far more pronounced than that of the loss in the turbulent
boundary layer. This is in agreement with the comparison which can be drawn following Sections
2.3.3 and 2.3.4. Due to the predominance of the compressibility effect, the increase in resistance is
seen to be slightly more notable for the faster moving compressible flow. Meanwhile, it is noticed that
in the frequency range simulated the resistance of the incompressible flow observes a slight decrease
as the frequency increases. In Fig. 2.4(a) the resistance is plotted for a fully developed incompressible
turbulent flow of a comparable Reynolds number based on the different theories discussed in Section
2.3.4. By comparison one can see that the frequency range considered in Fig. 5.9 is within the region
where the turbulence relaxation indicated by Howe [104] and Weng et al. [105], and discussed in
Section 2.3.4, is prominent (despite the current cases being developing flows).
(a) Specific resistance (b) Specific reactance
Figure 5.9: Specific impedance per unit length of developing turbulent channel flow
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It is shown in Fig. 5.8 that the increase of specific reactance with frequency is mostly linear for
both the single- and two-passage baseline configurations. This implies that the reactance is mainly
determined by the inertia of air within the passages. The effective inertial length of the injector
associated with its effective area can be obtained from the slopes of the reactance curves in Fig.
5.8. For the single-passage baseline configuration it corresponds to 70% of the geometrical length
of passage A. One may refer to Eq. (2.30). When multiplied by ρ0Aeff, the integrand in the second
term (i.e. the ratio between the effective area and the sectional area of the passage) is considerably
smaller than one, whilst the end correction associated with Zin is in general much smaller than L. This
leads to an effective inertial length smaller than the geometrical one. Meanwhile, with the addition
of the shorter passage B the overall effective inertial length of the two-passage injector is reduced
to 55% of the passage A length. On the other hand, from the reactance plot in Fig. 5.9(b) for the
aforementioned channel flow it is demonstrated the influence of viscosity on the reactance is small.
In accordance with the discussion in Section 2.3.3, the slope of the reactance curve increases with the
mean flow Mach number due to the effect of compressibility.
5.4 Energy Balance Across Injectors
Due to the small area ratio between the injector opening and the sectional area of the duct, one
expects that a large part of the energy associated with the pressure wave incident upon the injector
from downstream is reflected back down the duct (i.e. as the reflected wave). The remaining energy is
either dissipated as turbulence or radiated into the upstream plenum after passing through the injector
passages.
Following [125] and [157], the time-averaged acoustic intensity is defined as:
I = (1 + M)
(
〈p˜u˜〉 + M
ρ¯c¯
〈p˜2〉
)
= (1 + M)
[
1
2
Re( pˆuˆ∗) +
M
2ρ¯c¯
| pˆ|2
] (5.1)
Accordingly the acoustic energy fluxes of the incident and reflected waves in the duct are given as:
Πi =
| pˆi|2
2ρ0c0
(1 − M)2Aduct (5.2a)
Πr =
| pˆr|2
2ρ0c0
(1 + M)2Aduct (5.2b)
where Πi and Πr are the incident and reflected energy fluxes respectively.
The acoustic energy radiated into the plenum can be found by integrating Eq. (5.1) over a cross-
section just downstream of the passage inlet. This is relatively difficult to obtain from experiments,
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but can be calculated directly from the CFD results. The acoustic energy absorbed is then determined
by subtracting the reflected and radiated components from the incident acoustic energy. The power
budget over the frequency range of interest is shown in Fig. 5.10 as plots of the above decomposition
in terms of percentage of the incident acoustic energy. Also shown in Fig. 5.10 is the ratio between
that part of the acoustic energy which is absorbed and the part which is not reflected (i.e. Πi − Πr),
designated as absorption ratio. It can be considered as a measure of how effective the acoustic energy
passing through the injector passages and their shear layers is absorbed.
(a) Single-passage (b) Two-passage
Figure 5.10: Acoustic power budget for baseline injector configurations
For both single- and two-passage injectors the percentage of acoustic energy being reflected increases
with frequency due to the increase of impedance, mainly the reactance part. The acoustic energy
being absorbed decreases correspondingly owing to the diminished amount of acoustic energy that
is not reflected and goes through the dissipation processes. The two-passage injector reflects less of
the incident acoustic energy because of its larger effective area, but absorbs more acoustic energy
by virtue of the combined shear layers of the two passages. On the other hand, the percentage of
acoustic energy radiated through passage A in both injector configurations decreases with frequency,
whilst that through passage B remains mostly constant. This reflects the significant difference in
length between the two passages. Compared to passage B, the longer passage A reflects more and
allows less amount of acoustic energy to pass through and radiate from it as the frequency increases.
Another observation from Fig. 5.10 is that variation of the absorption ratio defined above is small
in the frequency range considered. This implies that the dominant dissipation mechanism associated
with free shear layers at the exits of the injector passages is mostly independent of the frequency of
perturbation. Indeed, for the frequency range of interest, the turbulence time scale and length scale in
the free shear layers are in general much smaller than the period and wavelength of the acoustic wave
respectively. Under such conditions one expects the transfer of acoustic energy to turbulence to be a
quasi-static process which is mostly independent of the frequencies considered.
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5.5 Quasi One-Dimensional Flow in Passage A
The capability of the current CFD approach to provide accurate prediction of the acoustic character-
istics for various geometries has been demonstrated by the results presented above for the injectors,
in addition to the test cases presented in Sections 4.1 and 4.2. Nevertheless, it is instructive to seek an
analytical solution for a simplified geometry containing the main features of a single injector passage.
This enables a wider range of operating conditions to be explored at minimal computational cost and
facilitates a more exhaustive examination of the influence of different possible design parameters on
the acoustic impedance of the injector passage. As discussed in Section 5.3, the effect of compress-
ibility prevails over that of the wall shear layer as far as the impedance is concerned. In this section
the internal flow within the injector passage is treated as inviscid and irrotational. Hydrodynamic
losses occurring at geometrical discontinuities are approximated as a jump in specific resistance.
The injector passage is represented by the simplified geometry illustrated in Fig. 5.11. The swirl
vanes are assumed to be of zero thickness and the shape is simplified to a circular arc followed by
a straight tangent line segment. The entire passage is divided into four sections. Section I extends
from the bell-mouthed inlet up to the leading edge of the swirl vane. Section II is the front turning
section of the channel formed between neighbouring swirl vanes whilst the rear straight section of the
channel is designated as Section III. The remaining part of the passage (from the swirl vane trailing
edge to the passage exit) is Section IV. The theory pertaining to each of these geometrical features
has been discussed in Chapter 2. It is also demonstrated that for the frequency range and geometric
dimensions studied, the propagation of acoustic waves in the injector passage can be regarded as quasi
one-dimensional at the fundamental/zeroth-order mode.
Figure 5.11: Simplified geometry for analytical study
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5.5.1 Inlet Impedance
The specific inlet impedance of the injector passage is difficult to measure by experiments. However
it can be found from the CFD results by Zin = −pˆ/uˆ with the area-averaged values of the pressure
and velocity fluctuations on the cross-section just downstream of the bellmouth. For the analytical
calculation of Zin in this section, the bellmouthed inlet of the injector passage is approximated as a
lossless contraction. The steady state specific impedance at the passage inlet is then determined from
Eq. (2.41) with Cd = 1, A1 =∞ and A2 = Ain, where Ainis the geometric area of the passage cross-
section just downstream of the inlet bellmouth. On top of this, the radiation impedance is estimated
following an approach similar to that for the flanged circular duct introduced in Section 2.3.1.
5.5.1.1 Inlet Impedance of Single-Passage Injector
For the single-passage injector configuration (i.e. passage A), the double integration in Eq. (2.12) is
performed over an annular piston with the inner and outer radii denoted by r1 and r2 respectively, i.e.
region A′ in Fig. 5.12a.
(a) Passage A (b) Passage B
Figure 5.12: Region of integration for estimation of radiation specific impedance of annular duct inlet
To circumvent the singularity, i.e. z = 0 in Eq. (2.12), during evaluation of the integral, it is at first
converted to the form below:
f = fc(r2) − fc(r1) − 2iρ0ωu˜2pi
∫ A′ ∫ A e−ikz
z
dAdA′
fc(r) = pir2ρ0c0u˜
[
1 − J1(2kr)
kr
+ i
H1(2kr)
kr
] (5.3)
where z is the same as that in Eqs. (2.11) and (2.12). The last term of the RHS of Eq. (5.3) is the force
induced upon each other between regions A and A′, and the factor 2 is due to the acoustic reciprocity
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described in [84, §7.2]. The integration region A′ is over the annulus from r1 to r2 and A is over the
concentric disk of radius r1 (Fig. 5.12a). The closed-form of the integral in Eq. (5.3) cannot be found
and it is evaluated numerically following the procedure described in [84, §7.5(a)]. Nonetheless, an
approximate expression for the integral explicitly in terms of the dimensions of the annulus, i.e. r1
and r2, is also derived in Appendix A. Once f is calculated, the specific radiation impedance is given
accordingly as:
Zrad =
f
pi(r22 − r21)u˜
(5.4)
As shown in [89] the presence of the inlet bellmouth is expected to increase the end correction, Lc. In
this thesis, such an increase in Lc is estimated by interpolation from the plots given in [89] using the
ratio between the bellmouth radius and the half width of the annulus, rb/ha, in place of that between
the radii of the bellmouth and the circular duct. For passage A this is found to be δLc ≈ 0.3ha.
Meanwhile, in the low frequency range the change in reflection coefficient caused by the bellmouth
is shown to be small in [89]. The influence of the bellmouth on the specific radiation resistance is
therefore assumed to be negligible. The specific impedance at the bellmouth inlet of passage A is
then predicted as:
Zin = Rin + iXin = Zss + Zrad + iρ0ωδLc (5.5)
A comparison of Zin for passage A of the single-passage injector estimated with Eq. (5.5) and that
calculated from CFD simulations is presented in Fig. 5.13. The specific inlet impedance in the plots
is normalised with the mean axial velocity at the inlet of the passage, Uin, which is obtained from the
simulation result of the base flow. It can be seen that the estimated Rin is lower than that calculated
with CFD. This is basically due to the assumption Cd = 1. With the actual Cd found from the CFD
result, the curve of corrected specific inlet resistance is produced, which shows a much improved
match with the CFD values. Nevertheless, in this section the assumption Cd = 1 is retained so as
to minimise the external input required in the current analysis. On the other hand, the specific inlet
reactance is well predicted by analytical means. The corresponding end correction can be obtained
from the slope of the reactance curve. It is found to be notably less than that of a flanged circular duct
with the same sectional area and a sharp-edged inlet, whose specific inlet reactance is also included
in Fig. 5.13 as the dot-dash line. In view of this, it is instructive to compare the end corrections of
annular and circular ducts with sharp-edged flanged inlets. Based on the different integration regions
for Eq. (2.12), Lc of a flanged annular duct is expected to be always smaller than that of the circular
one with the same sectional area. In Appendix A it is demonstrated that when the sectional area is
fixed, the end correction of an annular duct decreases as the algebraic mean radius, i.e. (r1 + r2)/2,
increases. On the other hand, if the mean radius is fixed, Lc increases with the duct sectional area.
These can also be deduced through differentiation of the approximate expression of Lc for a flanged
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annular duct derived in Appendix A. Despite the complexity of the overall injector flow, the inlet
impedance is mainly determined by the inlet geometry, which is relatively simple for the current
single-passage injector configuration. It is therefore possible to obtain a reasonable estimation of Zin
for such a case, as demonstrated above.
Figure 5.13: Specific inlet impedance of single-passage injector
5.5.1.2 Inlet Impedance of Two-Passage Injector
For the two-passage injector, passage B is also modelled as an annular piston, but with extra consider-
ations. Different from passage A, the inner edge of passage B is joined by a solid cylindrical surface,
as illustrated by Figs. 5.1b and 5.12b. For an inviscid flow the boundary condition on this cylindrical
surface is a zero normal velocity component. This condition can be enforced with an appropriate
distribution of image baffled point sources over region A in Fig. 5.12b. The total force acting on the
annular piston representing the inlet plane of passage B is then the combination of those contributed
by the uniform baffled point sources on the annulus itself as well as the image sources.
On account of axisymmetry, the strength of the image source, u˜IdA, is a function of radius only. At
the same time, it is assumed that the base flow Mach number upstream of the passage B inlet is low
enough to be ignored. As a direct result from Eqs. (2.5) and (2.11) the acoustic velocity at a point
in space can be expressed as follows in terms of the pressure fluctuation induced by a baffled point
source [84, pp. 128]:
u˜ =
z
|z|
(
1 − i 1
k|z|
)
p˜
ρ0c0
(5.6)
where z is the relative position vector between the point of interest and the acoustic source. For a
point on the cylindrical solid surface, the acoustic velocity component normal to the surface is given
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by integration over the contributions from all the acoustic sources as:
u˜r =
"
A+A′
r1 − rsinθ√
r2 + r21 − 2rr1cosθ + x2
1 − i 1√r2 + r21 − 2rr1cosθ + x2
 dp˜ρ0c0 = 0 (5.7)
where x is the (axial) distance from the inlet plane of passage B to the point of interest. For the
approach adopted in the current section, it is more convenient to define ∆u˜ which is 0 in region A′
and equal to u˜I−u˜=∆uˆIeiωt in region A. The incremental pressure induced by the elementary acoustic
source is:
dp˜ = i
ρ0ω(u˜ + ∆u˜)
2pi
e−ik
√
r2+r21−2rr1cosθ+x2√
r2 + r21 − 2rr1cosθ + x2
rdrdθ (5.8)
∆u˜ in region A is determined by substituting Eq. (5.8) into Eq. (5.7). The only singularity of the
integrand occurs at r = r1, x = 0 and θ = 0. It is O(dr−3) and non-integratable. ∆u˜ needs to be
continuous at this singular point for u˜ to be finite locally. Therefore ∆u˜ = 0 at r = r1. Instead of
seeking an analytical solution, ∆u˜, or equivalently ∆uˆI, is solved for in this work with the method
of collocation as described in Appendix B. Thereafter the total force acting on the annular piston
representing the inlet of passage B is the sum of that associated with the annulus itself, i.e. Eq. (5.3),
and the following contribution from the image acoustic sources in region A:
fI = iρ0ω
∫ r2
r1
∫ r1
0
∫ 2pi
0
e−ik
√
r2+r′2−2rr′cosθ
k
√
r2 + r′2 − 2rr′cosθ
u˜Ir′rdθdrdr′ (5.9)
The specific radiation impedance associated with the annular piston that represents the inlet of passage
B can then be calculated accordingly. In Appendix B it is demonstrated that the presence of the
cylindrical solid surface at the inner edge leads to an increase in the specific radiation reactance. For
total Zin the same considerations of Zss and δLc as those discussed in Section 5.5.1.1 also apply. Zss can
be corrected with the actual Cd in place of the lossless assumption, i.e. Cd =1. The extra end correction
due to the inlet bellmouth is interpolated to be δLc≈0.32ha for passage B. Zin for both passages A and
B of the two-passage injector obtained from CFD simulations and by the above analytical means is
plotted in Fig. 5.14. Zin obtained from the CFD simulations for passage A in the current two-passage
injector configuration differs notably from that in the single-passage case discussed in Section 5.5.1.1.
Instead of increasing, Rin decreases as the frequency increases. At the same time, Xin exhibits a faster
than linear growth rate. As there is no modification to the theory used in Section 5.5.1.1 for passage
A, the analytical prediction does not reproduce this change in its specific impedance.
The analytical approach discussed in this section and Appendix B for passage B provides a satis-
factory prediction of its specific inlet resistance after correction with the actual Cd. From the larger
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difference between the corrected and uncorrected Rin curves it can be stated that the loss at the inlet
of passage B is significantly higher than that of passage A. Meanwhile, the specific inlet reactance
predicted analytically is considerably lower than that obtained from the CFD simulations. Similar to
that of passage A, the gradient of the Xin curve from the CFD data also increases with the frequency,
which is not reproduced by the analytical estimation.
(a) Passage A (b) Passage B
Figure 5.14: Specific inlet impedance of two-passage injector
One difficulty arising due to the presence of the bounding solid surface at the inlet inner edge of
passage B is to estimate δLc in this scenario. One might expect that, similar to its effect on the specific
radiation reactance, the bounding surface would lead to a larger δLc. But its quantification cannot be
obtained by direct interpolation of the results from [89] and additional data or theoretical development
are required. More importantly, there is possible interaction between the acoustic waves at the inlets
of the two passages in the current configuration. This is conjectured to be one of the main causes
that lead to the difference of Zin for passage A in the single- and two-passage injector, which is not
taken into account in the analytical study conducted so far. In addition to the increased geometrical
complexity, the acoustic fields at the inlets of the two passages also observe amplitude and phase
differences, as shown in a later section. The analytical modelling that includes the coupling effects
between the inlet impedances of the two passages therefore becomes a rather challenging task and
will not be developed further in the current work but may be considered as potential future research.
Notwithstanding its limitations, the current analytical study (Sections 5.5.1.1 and 5.5.1.2, Appendices
A and B) helps to reveal the influence of the dimensional parameters of a passage inlet on its specific
inlet impedance, as well as the effects of the additional geometric feature of a cylindrical bounding
surface at the inlet inner edge. In addition, on account of its agreement with the CFD results the
analytical estimation of Zin for the single-passage case discussed in Section 5.5.1.1 suffices as the
input for the following analysis of overall quasi one-dimensional flow for passage A.
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5.5.2 Assembly of Wave Propagation for Whole Passage
To reduce the scale of the problem, the current analytical study is focused on one individual injector
passage in isolation and does not consider any interaction between the passages. Because of its
significantly longer physical length, passage A is regarded as being more representative. In this
section, the overall flow through passage A in the single-passage injector is analysed by connecting
the quasi one-dimensional flows of the aforementioned individual geometric sections with the local
specific impedance. In the current analysis, both the mean and unsteady flows through the injector
passage are assumed to be lossless within each individual section of the geometry depicted in Fig.
5.11. Meanwhile, the profile loss at the leading edges of the swirl vanes is identified as the largest
contributor to the loss in total pressure for the flow through the injector passage. As a practical choice,
the total loss across the entire passage is simplified to a hydrodynamic loss that is concentrated at the
leading edges of the swirl vanes1. This loss is obtained from the CFD simulation of the injector base
flow. At the same time, the sectional area of the passage is assumed to be constant and equal to Ain. A
steady mean flow can then be determined with the nominal pressure drop across the injector and the
simplified geometry illustrated in Fig. 5.11. The details of the process are described in Appendix C.
The equations for small perturbations are set up by linearisation around the derived mean flow.
Section I of passage A is of constant area. The flow through it is one-dimensional and the specific
impedance at the end of the section is obtained from Eq. (2.37) or (2.38) with Zin as calculated in
Section 5.5.1.1. At the leading edge of the swirl vane, where sections I and II of passage A join, there
is a jump in the specific resistance due to the aforementioned hydrodynamic loss. This is given as
follows after differentiation of Eq. (C.3) with respect to Uin:
∆RLE = ρ0Uin
( AinAeff
)2
−
(
1
cos θ
)2 (5.10)
where θ is the nominal swirl vane turning angle.
Following the discussion in Section 2.3.5 the flow past the front turning section of the swirl vane is
treated as quasi one-dimensional and solved numerically from Eq. (2.31) with the mean flow and A(x)
established in Appendix C. The specific impedance between sections II and III of the injector passage
is continuous. For section III the interaction between the incident pressure wave and the rear straight
section of the swirl vane has been discussed in Section 2.3.6. At the trailing edge of the swirl vane
a jump in the steady state specific impedance arises on account of the difference between the wave
propagation direction and that of the steady mean flow. It corresponds to an equivalent loss of energy
associated with the circumferential velocity component. Following the same procedure as that for the
1It is possible to distribute the total loss to different locations of the passage. This, however, requires more external
inputs, e.g. from experiments or CFD, other than Aeff alone, whilst offering very limited improvement to the current
analysis.
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determination of ∆RLE the jump in specific resistance is given as:
∆RTE = ρ0Uin
(
1
cos2 θ
− 1
)
(5.11)
Assembly of the overall unsteady flow is completed by connecting section IV of the injector passage,
which extends from the trailing edge of the swirl to the passage exit and is treated as a channel of
constant area. The specific impedance obtained from the above analytical calculation for passage A
is plotted in Fig. 5.15 and shows good agreement with the experimental data and CFD results.
Figure 5.15: Analytical estimation of specific impedance of passage A
The objective of the current analytical study is to examine the influences of certain design parameters
of the swirl vane row on the overall specific impedance of passage A, namely the pitch and chord.
At first the pitch of the swirl vane row, dv, is doubled whilst other dimensions are kept unchanged.
This is equivalent to reducing the vane count by half. Alternatively, the influence of chord is assessed
by extending the rear section of the swirl vane (i.e. section III in Fig. 5.11) such that the total vane
length along the injector axis is doubled. At the same time, the entry section of the passage (i.e.
section I in Fig. 5.11) is reduced by the same amount and the original vane count is maintained. The
specific impedances for these two variations in the geometry of swirl vane row are estimated with
the analytical approach described above. In these calculations the effective area of the passage was
assumed unchanged. The results are presented in Fig. 5.16 in comparison with the baseline case.
It can be seen that extending the rear section of the swirl vane tends to increase both components of
the specific impedance, more notably the specific reactance, with the physical overall length of the
passage fixed. The effects of lengthening the swirl vane by the aforementioned manner are three-
fold. Firstly in the channel formed by the rear sections of two neighbouring vanes, i.e. section III
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Figure 5.16: Variation of specific impedance of passage A with change of swirl vane row dimensions
of the simplified geometry in Fig. 5.11, the acoustic waves travel in a direction with an inclined
angle to the injector axis and thereby observe an effective length longer than the axial one. Moreover,
in this section of the passage the mean flow is of the highest velocity and the channel sectional
area normal to the flow direction is the smallest as far as the overall flow through the passage is
concerned. According to the discussion in Section 2.3.3 these three factors are all expected to result
in higher specific impedance. On the other hand, a larger pitch for the swirl vane row is shown to have
negligible effect on the specific resistance but lead to a slight drop in the specific reactance. For the
frequency range of interest the wavelength of the pressure wave is much larger than the dimensions of
the swirl vane row. Following the solution given in Section 2.3.6, the interaction between the incident
pressure wave and the swirl vane row, i.e. transmission and reflection, can be shown to be mostly
invariant with regard to the change in pitch currently considered. Hence the specific impedance is
mainly determined by the apparent effective length observed by the travelling waves. As noted in
Appendix C, the definitions of the mean centre streamline and the corresponding sectional area of the
turning section of the passage are approximate. The general inference here is that the influence of the
pitch on the specific impedance is small.
The swirl vane turning angle is another important design parameters for the swirl vane row. In general
it is decided mainly by the requirements on air-fuel mixing as well as flame stabilisation. Nonetheless,
it is instructive to also examine the variation of the impedance with the swirl vane turning angle. The
same analytical approach as above was applied. The loss in the total pressure across the passage for
the mean flow is in general a function of swirl. Here this factor is disregarded and the flow is assumed
lossless throughout the entire passage. Correspondingly, ∆RLE = 0. Based on this assumption and
the nominal baseline dv, the specific impedance with Ain as the characteristic area was estimated for
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three different swirl vane turning angles, namely 0.8θ, θ and 1.2θ, where θ is the nominal baseline
value of passage A. The results are presented in Fig. 5.17, in which the impedance is normalised by
ρ0Up/cos θ. The increase in the specific resistance shown in Fig. 5.17 corresponds to the increased
amount of momentum transferred to the circumferential components with a larger swirl vane turning
angle. This is accompanied by a reduction in the effective area. Meanwhile, the change in reactance
caused by the variation of the swirl vane turning angle is negligible. However, for swirl vanes with
longer rear straight sections, more notable increase in the reactance is expected when the swirl vane
turning angle become larger.
Figure 5.17: Variation of specific impedance of passage A with swirl vane turning angle
The effects of variations of the swirl vane row design parameters discussed above on the impedance of
passage A are summarised in Table 5.2. The qualitative descriptions of the changes in the impedance
of the injector passage are based on the variation ranges considered in this section for the swirl vane
row parameters.
Table 5.2: Effects of swirl vane row parameters on impedance of injector passage
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5.6 Unsteady Flow Field of Baseline Injectors
The acoustically perturbed unsteady flow field, particularly inside the injector passage, is difficult
to capture experimentally, but can be readily interrogated from the CFD results. In this section the
analysis of the flow field responses to the excitation frequencies of 200Hz and 350Hz are presented.
The principal components of the fluctuations in pressure and velocity were extracted via Fourier
transform of each signal at specific locations.
The unsteady flow within the injector passages is inspected by probing along a streamline of the base
flow field that passes through the centre of the channel between two adjacent swirl vanes (as one
expects the effects of viscosity and vorticity to be minimal on such a flow path). The same response
of the unsteady flow was observed for similar streamlines that pass through the channels formed by
different swirl vanes. This demonstrates the periodicity and coherence of the unsteady flow field
around the circumference of the baseline injector passages. Therefore only the results along one
representative streamline are discussed. On the other hand, the difference between the flow responses
in the bulk region and the wake, which corresponds to the plateaus and the troughs of the mean
axial velocity profiles in Fig. 5.4, is inspected by sampling along the circumferential centreline of a
passage cross-section just upstream of its exit. By integrating over the passage cross-section at the
same location, the relation between the fluctuations in pressure and bulk volume flow can also be
determined.
The above analysis was carried out for both the single- and two-passage injector configurations. Ad-
ditionally, the excited unsteady flow generated by the two-passage injector in the downstream duct is
also investigated on specified cross planes close to the injector exit.
5.6.1 Single-Passage Injector
5.6.1.1 Unsteady Flow Response along Streamline
The pressure and velocity fluctuations along a streamline passing through the centre of the chan-
nel between adjacent swirl vanes are expected to represent those of the bulk of the unsteady flow
within passage A. They are presented in Figs. 5.18 and 5.19 in terms of amplitudes and phases.
The amplitude of the pressure is normalised against that found at the injector exit plane with the
multi-microphone method as described in Section 3.1.2, and the amplitude of the velocity fluctuation
against |uˆduct|Aduct/Aeff where |uˆduct| is also obtained with the multi-microphone method at the injec-
tor exit plane. At the same time, the pressure fluctuation at the injector exit plane, as found with the
multi-microphone method, provides the reference to which the phases of other signals are determined.
In Figs. 5.18 and 5.19 the axial location is non-dimensionalised using the length of the injector.
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(a) Amplitude (b) Phase
Figure 5.18: Pressure and velocity fluctuations along representative streamline through single-
passage injector ( f =200Hz)
(a) Amplitude (b) Phase
Figure 5.19: Pressure and velocity fluctuations along representative streamline through single-
passage injector ( f =350Hz)
As to be expected, the amplitude of the pressure fluctuation plotted in Figs. 5.18(a) and 5.19(a) rises
through the injector passage from upstream, i.e. the inlet, towards the downstream exit. In accordance
with the analysis in Section 5.5, the increase mainly occurs at the passage inlet and the front turning
section of the swirl vane row where the flow is accelerated. Although the correction of ∆RLE is added
to the specific resistance at the trailing edge of the swirl vane, the variation of the pressure fluctuation
is small in this region. Indeed, the total velocity is mostly unchanged when the flow leaves the swirl
vane row. As mentioned in Section 5.5.2, ∆RLE is used in the analytical study to account for the
apparent loss of momentum to the circumferential velocity component as seen by the axial velocity.
Meanwhile, the pressure fluctuation drops to virtually zero at some distance upstream of the injector
inlet (∼50% of the total injector length). This is an indication of the acoustic wave that transmits
through the injector passage and radiates from its inlet into the plenum.
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Also shown in Figs. 5.18(a) and 5.19(a) are the axial velocity fluctuation, u˜axi = uˆaxieiωt, and cir-
cumferential velocity fluctuation, u˜cir = uˆcireiωt, prompted by the incident pressure wave. The radial
component of the velocity fluctuation is negligible until the rear part of the passage, where the airflow
is turned radially by the geometry (Fig. 5.1). Its influence is deemed to be less important compared to
that of the other two velocity components. For conciseness only the axial and circumferential veloc-
ities are discussed here. In line with pressure, the axial velocity also observes non-zero fluctuations
upstream near the injector inlet. As discussed in Section 2.3.1 this presents a virtual mass of air to the
unsteady pressure and is usually accounted for in a 1D model by the end correction. Only fluctuations
in the axial velocity component are noticeable upstream of the swirl vanes since the flow is axial in
this region. Because of conservation of the unsteady mass flow, the variation of u˜axi along the stream-
line within the passage coincides with the area change of the passage. The higher amplitude between
the swirl vanes results from the reduction in passage area due to the finite swirl vane thickness, whilst
the local peak is caused by the local flow separation on the swirl vane surface that further contracts
the actual flow path area. Meanwhile, the swirl vanes impart tangential momentum to the flow and
downstream of them fluctuation in the circumferential velocity component is also observed in addition
to that of the axial component. From Figs. 5.18(a) and 5.19(a) its amplitude is seen to decrease when
the flow approaches the exit of the injector passage. By reference to Fig. 5.1, at this section of the
passage the flow is turned radially outwards. With the mean radius of the passage increasing along
the flow path, u˜cir decreases correspondingly by virtue of the conservation of angular momentum.
The phases of the pressure and velocity fluctuations are presented in Figs. 5.18(b) and 5.19(b). It can
be seen that the axial velocity fluctuation is nearly in phase inside the passage. The slight change in
phase within the swirl vane row is linked to the local flow separation mentioned above. It is only after
the flow issues from passage A (at x ≈ −0.15) that a continuous change in phase with downstream
axial location takes place. On the other hand, the phase of u˜cir varies almost linearly with axial loca-
tion downstream of the swirl vanes. As also described in [123] this manifests the different transport
mechanisms associated with the two unsteady velocity components. The axial velocity fluctuation
will travel at the speed of sound in the passage, and complies with the conservation of unsteady mass
flow. At the same time, according to the analytical model introduced in Section 2.3.6 (as well as
those by Mani [118] and Koch [120]), downstream of the swirl vane row the pressure waves of the
fundamental mode are propagated along the axial direction of the injector. Hence, the pressure term
is absent in the momentum equation of the unsteady circumferential velocity downstream of the swirl
vane row. Based on this one can deduce that the transport of circumferential velocity fluctuation is a
convective process carried by the base flow. This is supported by the observation from Figs. 5.18(b)
and 5.19(b) that the slopes of the quasi-linear phase curve of the circumferential velocity fluctuation
can be translated into a velocity scale which is close to the local mean axial velocity. Furthermore,
downstream of the passage exit both unsteady velocity components are seen to be transported con-
vectively since the flow field in this region is dominated by the free shear layer originating from the
edges of the passage exit.
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In the solution of the wave equation in Section 2.3.6, only the fundamental mode persists and the
wave fronts travel parallel to the axis of the injector. As a result the velocity fluctuation associated
with the propagating acoustic waves only has a component in the axial direction. However, the current
problem is not only of wave propagation but also fluid dynamics. The results of fluctuation in the
circumferential velocity presented above suggest the existence of an extra term in the solution of
φ˜ related to the underlying convection process, which was demonstrated also by Koch [120] who
applied the Kutta condition at the swirl vane trailing edges. The general discussion given in Appendix
D shows that the circumferential velocity fluctuation is associated with the swirl vane wakes. These
wakes originate from the unsteady vortex shedding at the trailing edges of the swirl vanes due to
the phase difference between the unsteady flow velocities across individual swirl vanes. However, as
shown in Appendix D (and also mentioned by Mani [118]) the convective term of φ˜ being discussed
induces no pressure fluctuation. Therefore it is hydrodynamic and does not contribute to the acoustic
waves. The analytical solution described in Section 2.3.6 is one based on wave propagation only
and does not include the convective term as the Kutta condition has not been applied. Nonetheless,
as demonstrated in Appendix D, this convective term associated with the unsteady vortex shedding
contributes to neither the unsteady pressure nor the overall unsteady flow flux in the axial direction.
In addition, the influence of the Kutta condition on the parts of solution related to acoustics is in
general small for a low Mach number flow, for example, as shown by Munt [81] for acoustic waves
transmitting out of a subsonic jet. Therefore the solution given in Section 2.3.6 is deemed a suitable
one for the analytical study in Section 5.5.2.
Upon closer inspection of Figs. 5.18 and 5.19 it is noticed that an abrupt change of the unsteady ve-
locity, in terms of both amplitude and phase, occurs close to the passage exit. However, the transition
of pressure fluctuation across the passage exit appears much smoother. It is inferred that the observed
change in the unsteady velocity is mainly of hydrodynamic nature linked to the drastic change of
vortical structure of the flow field near the passage exit.
For a quasi-steady response in which the inertial effects are minimal, the phase difference between the
unsteady pressure and axial velocity is close to 180 degrees. Due to the inertia of the airflow in the
passage, the actual phase difference shown in Figs. 5.18(b) and 5.19(b) is considerably higher than
180 deg. It is also demonstrated that the effects of inertia is more pronounced for the higher frequency
and leads to a higher phase lag in the velocity fluctuation with respect to that of the pressure.
By comparison of the results in Figs. 5.18(b) and 5.19(b) it is observed that the phase difference be-
tween u˜axi and u˜cir at the passage exit is larger for the higher frequency. This is because the convective
time scale of the circumferential velocity fluctuation is controlled by the base flow whilst the period
of perturbation corresponding to the higher frequency is shorter. The phase difference between the
two unsteady velocity components at a location on the representative streamline and close to the pas-
sage exit (before the abrupt change of unsteady velocity mentioned above) is obtained from the CFD
results for the frequency range of interest and presented in Fig. 5.20a. The convection time from the
5.6. Unsteady Flow Field of Baseline Injectors 104
swirl vane trailing edges to the passage exit, tvc, can be determined from the slope of the curve. The
phase difference between the axial direction and the unsteady axial and circumferential velocities re-
sults in the fluctuation of the local swirl angle, defined as the angle between the axial direction and the
combined vector of the axial and circumferential velocity components. Its variation with frequency is
plotted in Fig. 5.20b. Because the fluctuation of the local swirl angle is proportional to the amplitude
of the acoustic perturbation, it is presented in Fig. 5.20b in terms of degree per 100 Pascal after being
divided by the pressure fluctuation at the injector exit obtained with the multi-microphone method. It
is observed that over the frequency range of interest, the amplitude of the local swirl angle fluctuation
increases with frequency initially but becomes mostly constant at higher frequencies. Meanwhile, the
phase always decreases as the frequency increases.
(a) Phase difference between u˜axi and u˜cir (b) Fluctuation of local swirl angle
Figure 5.20: Fluctuation of local swirl angle at representative position of passage exit of single-
passage injector
From the analysis in Appendix D one obtains that uˆcir ≈ uˆaxie−iωtvc tan θ. This relation can be applied
as follows for estimation of the local swirl angle fluctuation being discussed:
θˆ =
uˆcir cos θ − uˆaxi sin θ
U
= −2iuˆaxi sin θ
U
sin
(
ωtvc
2
)
exp
(
−iωtvc
2
)
(5.12)
where θˆ is the complex amplitude of the fluctuation in the local swirl angle and U is the mean total
velocity at the exit of the passage. For Eq. (5.12), the axial velocity fluctuation can be approximated
as uˆaxi ≈ − pˆ/ZQAout by assuming uˆaxiAout = uˆductAduct, where Aout is the sectional area of the passage
exit. The relation between θˆ and pˆ is then obtained from Eq. (5.12) as below:
θˆ
pˆ
≈ 2 sin θ
UAout(RQ + iXQ)
sin
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exp
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2
− i3pi
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)
(5.13)
in which the variation of θˆ due to that of the impedance is reflected by the first term in the RHS and
that due to the increase of the phase difference between u˜axi and u˜cir by the second and third terms. The
results of θˆ/ pˆ calculated using Eq. (5.13) with the impedance estimated in Section 5.5.2 are presented
also in Fig. 5.20b and compare well with the CFD data.
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5.6.1.2 Unsteady Flow Response at Passage Exit
The acoustically induced unsteady flow field is also inspected along the centreline of the annular
cross-section of passage A just before the sudden change in the phase of axial velocity fluctuation,
where the unsteady velocity is less sensitive to the change of axial location. The axial location of the
cross-section is indicated in Figs. 5.18 and 5.19 as ’sampling plane’. The results for a quarter of the
circumference are presented in Figs. 5.21 and 5.22. In addition to pressure and velocity, also plotted
is the fluctuation of the local swirl angle defined above.
(a) Amplitude (b) Phase
Figure 5.21: Pressure, velocity and local swirl angle fluctuations on circumferential centreline of pas-
sage exit of single-passage injector ( f =200Hz)
(a) Amplitude (b) Phase
Figure 5.22: Pressure, velocity and local swirl angle fluctuations on circumferential centreline of pas-
sage exit of single-passage injector ( f =350Hz)
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It can be seen that the variation of unsteady pressure around the circumference of the passage exit is
small. This indicates axial propagation of the pressure waves of the fundamental mode, which is in
accordance with the discussion in Sections 5.5.2. However, obvious periodic wake patterns exist in
the circumferential distribution of the unsteady velocity. At the same time, wider wakes and more
drastic changes across them are observed as the frequency increases from 200Hz to 350Hz, which
suggests a stronger vortex shedding at the trailing edges of the swirl vanes for the higher frequency.
Corresponding to the mean axial velocity, cf. Fig. 5.4(a), the troughs of the amplitude plots of the
unsteady axial velocity coincide with the centres of the wakes, whilst the peaks occur in the wake
regions which are developed from the pressure sides of the swirl vanes. On the other hand, the peaks
of the circumferential velocity fluctuation are located in the wake regions originated from the suction
sides. Such a relation is seen to be more pronounced at the higher frequency. Meanwhile, significant
periodic variation along the circumference of the passage exit is observed from the phase plots of Fig.
5.22(b) and phase jumps occur across the wake centres. Compared to the unsteady flow discussed in
Appendix D, the one simulated by CFD exhibits significantly larger changes of the unsteady velocities
across the wakes. The complication of the actual unsteady injector flow downstream of the swirl vane
row is mainly attributed to the non-uniform base flow as well as the turbulent diffusion of vorticity,
which are associated with the relatively wide wakes due to the finite thickness of the swirl vanes.
Because of the phase difference between the unsteady axial and circumferential velocities, fluctuation
in the aforementioned local swirl angle is also observed. In Figs. 5.21 and 5.22 it is also presented
in unit of degrees per 100 Pascal. As to be expected, the peaks and troughs of the amplitude of the
fluctuating local swirl angle around the circumference of the passage exit correspond to the peaks
in the amplitude plots of the unsteady axial and circumferential velocities respectively. However, the
circumferential variation of phase of θˆ is seen to be much less than that of the velocity. By comparison
between Figs. 5.21(a) and 5.22(b) one can observe a general increase of θˆ at the higher frequency.
In addition to the above analysis, the impedance close to the exit of passage A, ZQ,A =RQ,A +iXQ,A, can
also be calculated with the overall unsteady volume flow and the pressure fluctuation over the same
cross-section found from the CFD results. The variation of ZQ,A over the frequency range of interest
is plotted in Fig. 5.23, as compared to the impedance of the whole single-passage injector measured
by experiment. The difference between the two impedances is shown to be small despite ZQ,A being
slightly higher than ZQ. It is realised that the mean pressure drop across passage A is larger than that
across the whole injector due to the partial recovery of the kinematic energy of the flow after the two
expansions, firstly at the passage exit and subsequently in the duct. This is considered as the main
reason of RQ,A being slightly larger than RQ. Nevertheless, the explanation for XQ,A > XQ is more
involving and would require proper decouplng of the acoustic part and the incompressible vortical
part of the unsteady velocity as well as more in-depth analysis of the evolvement of acousitc velocity
at expansions like the exits of the passage and the injector. But since the difference between XQ,A and
XQ is small, this is delayed to future study.
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Figure 5.23: Impedance calculated with pressure and flow rate fluctuations obtained from CFD at
passage exit of single-passage injector
5.6.2 Two-Passage Injector
5.6.2.1 Unsteady Flow Responses along Streamlines
The pressure and velocity fluctuations inside the two-passage injector are monitored along two stream-
lines; one through passage A and the other through passage B. Amplitude and phase plots similar to
those for the single-passage injector are presented in Figs. 5.24 to 5.27. It is noted that for the two-
passage case intensive mixing between the A and B passage streams occurs between the exits of the
passages (x ≈ −0.15) and that of the injector (x = 0). The streamlines in this region are less steady
and their larger variance with respect to the nominal probing locations found from the base flow field
are likely to compromise the consistency of the data extracted.
The general characteristics of the unsteady flow response for the individual passages of the two-
passage injector are similar to those of the single-passage configuration discussed in Section 5.6.1.1.
However the difference in the geometrical parameters of the two passages is reflected in the amplitude
plots. The shorter length of passage B is indicated by the later axial location where a substantial
increase in the pressure and axial velocity fluctuations first takes place. From the ratio between
the amplitudes of the unsteady axial and circumferential velocity components one can also see that
passage B produces higher swirl than passage A.
For the single-passage injector, the normalised amplitudes of the velocity fluctuation in passage A
are mostly insensitive to the frequency. In contrast, as shown in Figs. 5.25(a) and 5.27(a) the same
quantities for the current two-passage configuration is reduced as the frequency increases from 200Hz
to 350Hz. On the other hand, the influence of frequency on the normalised amplitudes of the veloc-
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ity fluctuations in passage B is small. This observation manifests the redistribution of the unsteady
mass flow between the two injector passages as the frequency gets higher, which sees an increased
proportion allowed though passage B. Such a response of the two-passage injector is also due to the
difference in length between the two passages. Compared to passage A, the considerably shorter pas-
sage B is much less affected by the effect of inertia of the air as the frequency increases. Furthermore,
another result of the lower inertia of the airflow in passage B is that the unsteady axial velocity in pas-
sage B always leads that in passage A. This phase difference is read from Figs. 5.25(b) and 5.27(b) to
be approximately 20 degrees.
(a) Amplitude (b) Phase
Figure 5.24: Pressure fluctuations along streamlines through two-passage injector ( f =200Hz)
(a) Amplitude (b) Phase
Figure 5.25: Velocity fluctuations along streamlines through two-passage injector ( f =200Hz)
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(a) Amplitude (b) Phase
Figure 5.26: Pressure fluctuations along streamlines through two-passage injector ( f =350Hz)
(a) Amplitude (b) Phase
Figure 5.27: Velocity fluctuations along streamlines through two-passage injector ( f =350Hz)
5.6.2.2 Unsteady Flow Response at Passage Exits
The circumferential variation of the unsteady flow field close to the exit of passage A is examined
on the same cross-section as that in Section 5.6.1.2. Additionally, sampling of flow field data is also
performed along the centreline of the annular cross-section of passage B at the same axial location as
that for passage A. A compilation of the results is given in Figs. 5.28 to 5.31. Similar wake structures
as those described in Section 5.6.1.2 are present in both passages of the two-passage injector. It can
be seen that the circumferential variation of the unsteady flow at the exit of passage B is smaller
compared to that of passage A. This is mainly due to the more compact wake regions in passage B
because the distance from the swirl vane trailing edge to the passage exit is significantly shorter in
passage B (consequently the diffusion of the vortical wake regions is of smaller extent).
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(a) Amplitude (b) Phase
Figure 5.28: Pressure, velocity and swirl angle fluctuations on circumferential centreline of passage
A exit of two-passage injector ( f =200Hz)
(a) Amplitude (b) Phase
Figure 5.29: Pressure, velocity and swirl angle fluctuations on circumferential centreline of passage
B exit of two-passage injector ( f =200Hz)
As in Section 5.6.1.2 for the single-passage injector, the impedance at the sampled cross-section of
each individual passage of the two-passage injector can also be obtained from the CFD results. It is
presented in Fig. 5.32. The resistance of passage A is found to be considerably lower than that of
passage B, mainly because of its larger effective area. On the other hand, the reactance of passage
A is significantly higher than that of passage B because of its longer physical length. In addition, by
comparison with Fig. 5.23 it is noticed that the presence of passage B results in a higher reactance for
passage A, similar to that observed for the inlet impedance discussed in Section 5.5.1.2.
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(a) Amplitude (b) Phase
Figure 5.30: Pressure, velocity and swirl angle fluctuations on circumferential centreline of passage
A exit of two-passage injector ( f =350Hz)
(a) Amplitude (b) Phase
Figure 5.31: Pressure, velocity and swirl angle fluctuations on circumferential centreline of passage
B exit of two-passage injector ( f =350Hz)
For two acoustic elements in parallel, their combined impedance can be determined from the individ-
ual impedances as:
1
ZQ,AB
=
1
ZQ,A
+
1
ZQ,B
(5.14)
The combined impedance of passages A and B, ZQ,AB = RQ,AB + iXQ,AB, is calculated from Eq. 5.14
and included in Fig. 5.32 for comparison with the impedance of the two-passage injector measured
by experiment. The combined resistance obtained with Eq. 5.32 is found to be significantly larger
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than that of the injector resistance. Similar to the case of the single-passage injector, one of the main
reasons is the partial recovery of flow kinetic energy in the duct, which is more pronounced for the
two-passage injector because of its larger effective area. On the other hand, XQ,AB is slightly higher
than the injector reactance, but the difference is relatively small. Meanwhile, it is noticed from Figs.
5.24 and 5.26 that the pressure fluctuation at the exit of passage B is notably larger than that at the
exit of passage A, and therefore Eq. 5.14 is not strictly valid in such a case. Nonetheless, the above
comparison of ZQ,AB with ZQ serves as evidence that passages A and B in the two-passage injector
respond to the acoustic disturbance as two parallel components to a large extent.
(a) Resistance (b) Reactance
Figure 5.32: Impedance calculated with pressure and flow rate fluctuations obtained from CFD at
passage exits of two-passage injector
5.6.2.3 Downstream Unsteady Flow Field
As the air flow through the two-passage injector configuration represents the majority of that through
a complete operational fuel injector, it is instructive to examine the acoustically excited flow field
downstream of the injector in the duct. The unsteady velocity and pressure at the excitation frequency
are extracted on planes normal to the injector axis at 5mm, 10mm and 15mm downstream of the
injector exit. The flow field is sampled over a disk of 58mm in radius and the data at the corners of
the duct cross-sections are not considered. Around the circumference 90 data points are collected,
i.e. at an interval of 4 degrees. The representative results from the CFD simulation for 350Hz are
presented below, in which the amplitudes are normalised and the phases referenced in the same way
as in Section 5.6.2.2.
The contour plots of the amplitudes of fluctuations are shown Figs. 5.33 and 5.34. In these plots
the inner and outer boundaries of the main swirling jet flow are marked by dashed lines. The inner
boundary is defined as the radial position where zero-crossing of the circumferentially-averaged axial
velocity of the base flow occurs, whilst the outer one is where this averaged velocity drops to 25%
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of the peak value (cf. Figs. 5.35 to 5.37). For x=15mm the outer boundary is close to the edge
of the disk and therefore not included in the plots. As shown in Fig. 5.33(a), at x=5mm the wake
structure corresponding to the flow from passage A is visible from both the axial and circumferential
velocity fluctuations, whilst that for the flow from passage B is much less well-defined. At the same
time, it can be seen that the axial velocity fluctuation of the unsteady flow field is dominated by the
flow from passage A and the circumferential velocity fluctuation is by that from passage B. These
are due to the higher mass flow through passage A and the larger swirl generated by passage B
respectively. As the flow moves downstream, merging and destruction of the wake patterns for both
velocity components progress at a similar rate. From Fig. 5.34 it can be seen that the amplitude of the
pressure fluctuation is mostly constant in the central recirculation zone where the base flow velocity is
low. The clear wake pattern shown in the contour plots for the unsteady velocity (i.e. Fig. 5.33) is not
reflected in that for the pressure fluctuation. This suggests that as discussed in previous sections, the
circumferential variation associated with the wakes in the unsteady flows from the injector passages
are mostly decoupled from the acoustics. On the other hand, the largest fluctuation in local swirl angle
occurs near the inner boundary of the main swirling jet, which is also the interface with the central
recirculation zone. This is expected since the local axial velocity of the base flow is close to zero.
Analysis of the radial variation of the unsteady flow field is facilitated by circumferential averaging
of the data collected on the sampling disks described above. The results are presented in Figs. 5.35
to 5.39 as plots of amplitude and phase. The inner and outer boundaries of the main swirling jet flow
are indicated by the green dot-dashed lines. Also included in Figs. 5.35 to 5.37 are the base flow
velocities which are averaged over both time and the circumference. They are normalised with the
velocity scale Up in Eq. (3.2). The phase plots in Fig. 5.35(b) are only up to the outer boundary
of the main swirling jet flow because the phase data beyond this radial position exhibit large sudden
changes and are deemed unreliable.
At x=5mm, demarcation between the flow streams from passages A and B can be observed in both the
mean velocity and the velocity fluctuation at the excitation frequency. This is more pronounced for the
latter with the occurrence of two local peaks in the amplitude plots. Further downstream, merging of
the unsteady flows from the two passages are mostly complete at x=15mm. At the same time, it can be
seen in Figs. 5.36 and 5.37 that the merged peak of the axial velocity fluctuation is at a more inward
radial location than that of the mean axial velocity. Indeed, the largest axial velocity fluctuation
is observed to occur close to the inflexion point of the increasing part of the mean axial velocity
curve which can be regarded as an approximate indicator for the centre of a free shear layer (cf., for
example, [158, Figs. 5.19, 5.22 and 5.27]). This is in accordance with the fact that the acoustically
excited unsteady flow field in the duct is dominated of the unsteady vortex shedding in the free shear
layer between the main swirling jet flow and the central recirculation zone. A similar trend is also
observed between the circumferential velocity fluctuation and mean circumferential velocity. At the
same time, convection of the circumferential velocity fluctuation by the base flow in the axial direction
is manifested in the phase plots of Figs. 5.35 to 5.37. It can be seen that the phase of the unsteady
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(a) x=5mm
(b) x=10mm
(c) x=15mm
Figure 5.33: Amplitudes of velocity fluctuations on planes downstream of injector
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(a) x=5mm
(b) x=10mm
(c) x=15mm
Figure 5.34: Amplitudes of fluctuations in pressure and local swirl angle downstream of injector
5.6. Unsteady Flow Field of Baseline Injectors 116
(a) Amplitude (b) Phase
Figure 5.35: Circumferentially-averaged velocity fluctuation downstream of injector (x=5mm)
(a) Amplitude (b) Phase
Figure 5.36: Circumferentially-averaged velocity fluctuation downstream of injector (x=10mm)
(a) Amplitude (b) Phase
Figure 5.37: Circumferentially-averaged velocity fluctuation downstream of injector (x=15mm)
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circumferential velocity increases at first along the radial direction, and drops off after reaching the
maximum at the inner boundary of the main swirling jet flow. This corresponds to the transition of
the mean axial velocity from negative in the central recirculation zone to positive in the outer part of
the base flow field. Meanwhile, variation of the phase of the axial velocity fluctuation is influenced
by a combination of different physical processes including the acoustic wave propagation, unsteady
vortex shedding as well as its own evolvement. More in-depth analysis is required to comprehend the
extents of influences from individual processes. But this investigation is considered more beneficial
when combined with spray and combustion, and will be therefore delayed to future study because the
current work is mainly concerned with the unsteady flow within the injector. Although the mean radial
velocity is not shown in the figures for conciseness, it is noted that the convective processes of the
axial and circumferential velocity fluctuations are actually superimposed by that due to the base flow
in the radial direction which shifts the phase distributions of the unsteady axial and circumferential
velocities outbound away from the centre.
The circumferentially-averaged unsteady pressure is shown in Fig. 5.38, in which the inner bound-
aries of the main swirling jet stream for individual sampling planes are indicated with dash-dotted
lines of the corresponding colour. A notable radial variation is observed in the amplitude plots, from
which three regions of the pressure field can be identified. The inner region where the pressure fluctua-
tion is mostly constant corresponds to the blocked centre part of the injector. Radially further outward
in the main swirling jet stream a local trough is observed because part of incident acoustic wave is
transmitted through the passages. In the outer most region the incident wave is mainly reflected off
the duct plate. Meanwhile, the radial variation of the phase of pressure fluctuation is observed to be
small. It is noted that the distance from the injector exit to the sampling planes is less than 15% of the
duct width or 20% of the injector exit diameter. A substantial part of the acoustic field in this region
is comprised of the higher-order evanescent transverse modes, with which continuity of pressure can
be satisfied across the discontinuity in geometry. These higher modes result in the variation of the
pressure field along the transverse direction and are the main contributors to the higher pressure fluc-
tuation at the centre of the duct. Nevertheless, the gradual development of the distribution of pressure
fluctuation towards that for a one-dimensional acoustic field can be observed in Fig. 5.38(a).
Presented in Fig. 5.39 is the local swirl angle fluctuation after averaging. The inner boundaries of the
main swirling jet stream are marked in the same way as in Fig. 5.38. As discussed above, a sharp peak
occurs at the interface between the central recirculation zone and the main swirling jet stream. With
the same consideration as that for the velocity fluctuations at x=5mm, the phase plots of the local
swirl angle fluctuations terminate at the radial position of the first local minimum in the amplitude
plot after the peak. It is of more relevance to consider the part of phase plot within the main swirling
jet stream, which can be seen to have trends similar to that of the phase of the circumferential velocity
fluctuation.
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(a) Amplitude (b) Phase
Figure 5.38: Circumferential-averaged fluctuation in pressure downstream of injector
(a) Amplitude (b) Phase
Figure 5.39: Circumferential-averaged fluctuation in local swirl angle downstream of injector
Chapter 6
Evaluation of Conceptual Modifications
Following the analysis outlined in the preceding chapters, different potential modifications to alter
the aerodynamic response of the injector passages to incident pressure waves are explored in this
chapter. Instead of developing detailed injector designs, the current work is mainly concerned with
generic concepts and the resulting changes in acoustic characteristics. At the same time, the influence
of the considered modifications on the mean unforced swirling flow is kept small by maintaining
similar levels of swirls within each passage relative to the baseline configurations. In the numerical
evaluations presented in this chapter, the setup of the CFD simulations is similar to that in Chapter 5.
A substantial part of the analysis is based on the single-passage injector configuration with the aim
of investigating the effects of different design changes to an individual injector passage. In addition,
possible modifications for the two-passage configurations are also considered.
6.1 Single-Passage Configuration
6.1.1 Repositioned Baseline Swirl Vanes
It was suggested by authors such as Komarek and Polifke [123] that the phase difference between the
axial and circumferential velocity fluctuations has a strong influence on the dynamic flame response.
By virtue of the different transportation mechanisms of the two unsteady velocity components as dis-
cussed in [123] and Section 5.6.1.1, such phase difference can be altered by repositioning the swirl
vanes. As an example, the modification of moving the swirl vane row upstream towards the passage
inlet, by a distance of about one swirl vane length, is examined in the current section. A schematic of
this design change in shown in Fig. 6.1(b) in comparison with the baseline single-passage configura-
tion (Fig. 6.1(a)) and a prototype has also been manufactured.
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(a) Baseline single-passage injector (b) Repositioned swirl vanes
Figure 6.1: Single-passage injector configuration with reposistioned swirl vanes
Experimental measurements and CFD simulations similar to those for the baseline configuration were
conducted for the current modification. The change in effective area compared to that of the baseline
single-passage configuration is found to be small. The impedances obtained from CFD and experi-
ments respectively are shown in Fig. 6.2(a). A close match between the two sets of resistance data is
achieved. However the accuracy of the CFD prediction for reactance deteriorates notably at the high-
est frequencies. This is believed to be largely due to the effects of numerical diffusion and dispersion
on the wave propagation within the duct as discussed in Section 3.2.4.1. This problem can be miti-
gated by reducing the cell size along the axial direction in the duct region. In parallel, comparisons
between the impedance of the current modified injector and that of the baseline single-passage con-
figuration based on the experimental measurements and CFD prediction respectively are presented
in Figs. 6.2(b) and 6.2(c). It is shown by the experimental data (Fig. 6.2(b)) that the change in
impedance resulting from the repositioning of the swirl vane row described above is small, which is
expected. Overall, this is predicted correctly by the the CFD calculations, notwithstanding the error
in the current prediction of reactance at high frequencies.
Similar to the analysis in Section 5.6.1.1 for the baseline configuration, the pressure and velocity
fluctuations within the current modified single-passage injector are inspected along the base flow
streamline passing through the centre of a channel between two neighbouring swirl vanes. The results
for the excitation frequency of 350Hz are presented in Fig. 6.3. Changes of the unsteady flow field
corresponding to the new axial location of the swirl vanes can be observed. More notable is the
significant increase of the phase difference between the axial and circumferential velocity fluctuations,
which is the intent of the current modification. As discussed in Section 5.6.1.1, this results in larger
fluctuation of the local swirl angle and its phase lag. The opposite effect is expected if the swirl vanes
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(a) Comparison of experiments and simulation results for injector with
repositioned swirl vanes
(b) Comparison with baseline configuration (experiments) (c) Comparison with baseline configuration (CFD)
Figure 6.2: Impedance of single-passage injector with repositioned swirl vanes
(a) Amplitude (b) Phase
Figure 6.3: Pressure and velocity fluctuations along a streamline through single-passage injector with
repositioned swirl vanes ( f =350Hz)
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are moved downstream from the baseline axial locations. The variation of local swirl angle fluctuation
with frequency is monitored at the point on the representative streamline in Fig. 6.3 that is just
upstream of the passage exit in the current configuration with repositioned swirl vanes. A comparison
with the result for the baseline single-passage injector is presented in Fig. 6.4 to demonstrate the
aforementioned changes. Together with the knowledge on the connections between the flow swirl
and the combustion process (e.g. [22, 30, 33, 76]) as well as the fuel atomisation (e.g. [34, 159, 160]),
such manipulation of the unsteady flow by repositioning the swirl vanes axially (either upstream or
downstream) can be applied for the benefit of improved combustion stability.
Figure 6.4: Fluctuation of local swirl angle at representative position of passage exit of single-passage
injector with repositioned swirl vanes
6.1.2 Aerodynamically Redesigned Swirl Vanes
Primarily due to manufacturing requirements, the swirl vanes in passage A that constitutes the single-
passage injector configuration studied in Chapter 5 are not aerodynamically optimised. In a separate
project [161], they were redesigned in order to improve the aerodynamic efficiency of the passage. It
is instructive to examine the changes in the acoustic response of passage A resulting from the incor-
poration of such modified swirl vanes. A prototype of the single-passage injector with the original
swirl vanes replaced by the ones described above at the same axial position has been fabricated. The
experimental measurements and CFD simulations performed for this modified geometry are similar
to those for the baseline configuration. The effective area of the modified single-passage injector is
found to be about 13% higher than that of the baseline configuration. This implies a considerable
reduction of aerodynamic loss for the steady state air flow.
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The impedance of the current modified injector configuration is obtained from both experiments and
CFD simulations. The results are presented in Fig. 6.5 in a way similar to that for the impedance of
the modified injector configuration with repositioned swirl vanes discussed in Section 6.1.1. Good
agreement between the CFD and experimental data is achieved.
(a) Comparison of experiments and simulation results for injector with
redesigned swirl vanes
(b) Comparison with baseline configuration (experiments) (c) Comparison with baseline configuration (CFD)
Figure 6.5: Impedance of single-passage injector with redesigned swirl vanes
Both the experimental measurements (Fig. 6.5(b)) and the CFD predictions (Fig. 6.5(c)) show a
simliar change of impedance introduced by the current modification. A notable downward shift of the
resistance can be seen when the aerodynamically more efficient swirl vanes are used. Such a change
corresponds to the aforementioned reduction in the steady state loss and is particularly pertinent at
low frequencies. Meanwhile, in the current modification the same physical length of the passage is
maintained and the change introduced by the redesigned swirl vanes to the bulk inviscid flow within
the passage is small despite the reduced general loss. As discussed in Chapter 5.3, non-compactness
relative to the acoustic waves is one of the main contributors to the increase of resistance at high
frequencies and its influence is more dominant than the propagation loss on the surfaces of the injector
passages and swirl vanes. This is reflected in the observation that the resistance of the modified design
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shows an increase with frequency similar to that of the baseline configuration. On the other hand, the
difference in reactance is shown to be negligible for the two configurations. It is discussed in Sections
2.3.3 and 5.5 that for a fixed physical length the reactance of an injector passage is mainly determined
by the cross-section of the passage normal to the propagation direction of the acoustic waves. The
change brought about by the modified swirl vanes is small in this regard as they are of similar length
to that of the baseline geometry and designed to impart the same degree of swirl to the air flow.
Therefore the reactance is expected to be mostly unaffected.
6.1.3 Exploratory Designs for Enhancement of Damping
From the aerodynamic point of view, the loss incurred to the air flow should be small when it passes
through the injector passage under normal operating conditions, as exemplified by the modified con-
figuration discussed in the previous section with more efficient swirl vanes. Meanwhile, high (spe-
cific) impedance is desirable for suppression of the sensitivity of the injector air flow to incident
pressure waves and hence thermo-acoustic instability. Therefore, the ideal impedance should be low
at the steady state but exhibit a steep rise as the frequency increases.
Augmentation of the damping of the oscillating flow within the injector passage by the boundary
layers on its internal surfaces and the swirl vanes generally entails a rise of the loss for the steady
state flow. At the same time, the discussion in Sections 2.3.4 and 5.3 demonstrates that for the fre-
quency range of interest, the desirable increase of resistance with frequency is largely hampered by
the relaxation of turbulence. In view of these, a strenuous exploration of methods to manipulate the
boundary layer is postponed to future study when more results on the fundamental characteristics of
the turbulence development in the oscillating boundary layer flow are available.
Based on the analysis in Section 5.6.1, two mechanisms were considered for the objective of imped-
ing the flow fluctuation by the creation of extra vorticity (which is converted from the acoustic energy
and subsequently decomposed into turbulence). It is recognised that the local swirl angle, i.e. flow
direction, downstream of the swirl vanes oscillates about that of the steady local base flow. If such
oscillation is met by guide vanes with sharp leading edges, extra vorticity or turbulence is expected
to be generated. Meanwhile, the guide vanes should be profiled to follow the steady local base flow
streams so as to minimise its influence on the flow under the normal operating condition. Deploy-
ment of a set of guide vanes close to the passage exit as shown in Fig. 6.6(a) is attempted because
the oscillation of the local swirl angle increases as the flow travels downstream. However, according
to the numerical evaluation with CFD simulations the limited design iterations undertaken show that
excessive loss is incurred by the guide vanes to the unforced base flow in addition to the increased re-
sistance. It is realised that for this feature to be applicable, more precise design of the vane profile and
leading edge, as well as additional modification to the swirl vane row, would be needed. Another lo-
cation of vorticity generation is at the trailing edge of the swirl vane. The shear layer originating from
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this point can be promoted by increasing the phase difference between the unsteady flows separated
by each swirl vane. The enhanced shear stress and unsteady vortex shedding within the shear layer
are expected to cause higher damping to the overall flow fluctuation. To this end, the modification
of circumferentially partitioning the passage into channels of alternating lengths was proposed based
on the fact that the phase of the velocity fluctuation is controlled by the inertia of the air within the
individual channels. This design is illustrated in Fig. 6.6(b). Nevertheless, the numerical evaluation
by CFD shows no noticeable improvement in resistance with such a design change. As mentioned
previously, the flat trailing edge of the baseline swirl vane results in a wake of considerable thickness,
which tends to smooth out the difference of unsteady velocity across it. This is expected to undermine
the mechanism of vorticity generation that the current modification intends to utilise. Notwithstand-
ing the difficulties encountered in the current exploration, the two design concepts discussed above
(or similar) remain potential ways to improve the dissipation of the acoustic energy and would be
worth a more comprehensive revisit in future research.
(a) Passage exit guide vanes (b) Alternating channel lengths
Figure 6.6: Design concepts for enhancement of damping of flow fluctuation
6.1.4 Tandem Swirl Vanes
As discussed in Section 5.5.2, by extending the rear section of the swirl vane row the reactance of
the injector passage can be increased without altering its length. This concept was implemented in
the single-passage configuration as shown in Fig. 6.7(b). It is derived from the modified passage
A discussed in Section 6.1.1 (reproduced in Fig. 6.7(a) for comparison) so that all the vanes can
be accommodated in the front straight section of the passage. The baseline swirl vanes were at first
extended from their trailing edges by one swirl vane length following the nominal swirl. Because
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lengthening the swirl vanes increases the wetted area and hence the loss to the base flow, the front
and rear halves of these longer swirl vanes are removed alternatingly in order to keep the total wetted
area comparable with the baseline configuration. This results in the structure of tandem vanes that
consists of the front row of turning vanes and a rear row of guide vanes. The removed vane sections
are represented in Fig. 6.7(b) by red dashed lines. Additionally, the front row of vanes are extended
upstream from the leading edges so as to reduce the suction side flow separation.
(a) Repositioned swirl vanes (b) Tandem swirl vanes
Figure 6.7: Single-passage injector configuration with tandem swirl vanes
A prototype of this single-passage injector with the above structure of tandem vanes was fabricated.
Experimental measurements and CFD simulations similar to those for the baseline configuration were
conducted. The effective area is found to be about 4% higher than that of the baseline single-passage
configuration. Prediction of the impedance from CFD simulations is given in Fig. 6.8(a), which
shows good agreement with the experimental results plotted in the same graph. Comparison with the
baseline configuration is also presented in Figs. 6.8(b) and 6.8(c) based on the experimental and CFD
data respectively. An appreciable increase of the reactance can be observed, whilst the resistance of
the modified geometry is slightly higher than that of the baseline configuration. These two changes
in impedance effected by the modification currently considered have been discussed in Section 5.5.2.
Apart from the aerodynamic loss to the flow, the effective area of the injector passage is mainly con-
trolled by the metering area which is the projected area of the passage exit cross-section normal to
the base flow direction. According to Eq. (2.30), for a fixed length the reactance of the passage is
maximised if the sectional area of the passage between its inlet and outlet is minimised without com-
promising the nominal performance under normal operating conditions. Meanwhile, the analysis in
Appendix A shows that the end correction, which extends the effective length of the injector passage,
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(a) Comparison of experiments and simulation results for injector with
tandem swirl vanes
(b) Comparison with baseline configuration (experiments) (c) Comparison with baseline configuration (CFD)
Figure 6.8: Impedance of single-passage injector with tandem swirl vanes
increases with the opening area of the passage inlet. It is also demonstrated in Section 5.5.2 and
Fig. 6.8(b) that the effective length of the passage injector can be increased by extending the rear
sections of the swirl vanes which forces the acoustic waves to travel a longer distance. Moreover,
both contracting the injector passage and extending the swirl vanes downstream result in a local base
flow of higher velocity against which the acoustic waves travel. Based on Eq. 2.37 or 2.38 this is
expected to increase both the resistance and reactance of the injector passage by virtue of the effects
of compressibility. The considerations described above can serve as general guidelines for the design
of injector passage from the perspective of augmenting its acoustic impedance. Indeed, an example
of more ambitious modification to the swirl vanes is to over turn the air flow in the front part of the
passage before restoring the swirl to the desired level in the rear part of the passage. However, a
longer section of injector passage occupied by high velocity base flow will increase the frictional loss
associated the steady state flow. This is also true for the longer swirl vanes. This suggests that there
is a compromise between the steady state flow and the unsteady response of the injector passage.
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6.1.5 Noncoherent Response
In their experimental study on a number of different fuel injectors Abo-Serie et al. [162] showed that
when subject to acoustic perturbations, the injectors with less coherent response circumferentially
in general exhibit superior performance from the point of view of combustion stability. The nonco-
herence is expressed in both the amplitude and phase of the velocity fluctuations. Motivated by this
finding, design features that encourage such noncoherent acoustic response of the injector passages
are explored. In this section two different modifications are considered: 1) the inlet of the single-
passage injector is scarfed such that the passage length varies around its circumference whilst the
average length remains the same as that of the baseline configuration, 2) the swirl vanes are staggered
in the axial direction such that a helical arrangement is formed. The schematics of these two designs
are shown in Fig. 6.9. In both cases the swirl vanes are extended upstream from the leading edges so
as to decouple the local unsteady flows circumferentially before they interact with each other down-
stream of the trailing edge of swirl vanes. In addition, for the helical swirl vane row in Fig. 6.9(b) the
two swirl vanes axially furthest apart are combined into one single vane to accommodate the helical
pattern of the swirl vane row. In view of the difficulty in experimentally measuring the local unsteady
flow in the injector passage, evaluations of these two modified injectors were conducted numerically
only. CFD simulations of the base flows show that the effective areas of the two modified single-
passage injectors are about 3% larger than that of the baseline single-passage configuration. This is
considered to be within the numerical uncertainty of the CFD simulations in the current work.
(a) Scarfed passage inlet (configuration 1) (b) Staggered swirl vanes (configuration 2)
Figure 6.9: Modifications of single-passage configuation for noncoherent response
A comparison of the overall injector impedance calculated from CFD simulations for the modified and
baseline single-passage injectors is given in Fig. 6.10. The resistance of configuration 1, i.e. scarfed
passage inlet, is observed to rise with frequency at a rate noticeably faster than that of the baseline
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case, whereas the change in reactance is relatively small. As to be discussed below, the scarfed inlet
of the passage induces variation in both the amplitude and phase of the unsteady velocities in differ-
ent channels formed by neighbouring swirl vanes. In line with the consideration regarding the design
concept in Fig. 6.6(b), one conjecture for the increased resistance at high frequencies is that such a
noncoherent response of the unsteady air tends to enhance the unsteady vortex shedding at the swirl
vane trailing edges, and hence the resistance. Of the frequency range considered, the upper half (in
excess of 350Hz) is in general of higher importance. At these frequencies, the effects introduced by
the current design are expected to be more apparent. Meanwhile, because the mean/circumferentially-
averaged effective lengh of the propagation paths for acoustic waves in the passage with the scarfed
inlet is similar to that of the baseline passage A, the overall reactance is expected to be largely unaf-
fected.
Although less obvious than that of configuration 1, the resistance of configuration 2 is also predicted
to rise with frequency at a faster rate compared to the baseline single-passage injector. This could be
attributed to the noncoherent response of the unsteady response with an argument similar to that for
configuration 1. On the other hand, the increase of reactance is shown to be more pronounced. Ac-
cording to the discussion in Section 2.3.3, such a change in the reactance corresponds to the reduction
in cross-sectional area at the front part of the passage due to the blockage by the thick swirl vane that
closes the helical vane row as described above.
(a) Scarfed inlet (b) Staggered swirl vanes
Figure 6.10: Impedance of single-passage injector with circumferentially noncoherent response
For the modified injector of configuration 1 the largest difference in acoustic response is expected
to occur between the flows going through the longest and shortest channels formed by adjacent swirl
vanes, which are indicated in Fig. 6.9(a) as channel 1 and 2 respectively. The unsteady flow field is in-
spected along two streamlines passing through the centres of these two channels, which are 180◦ apart
circumferentially. Example results at an excitation frequency of 350Hz are presented in Figs. 6.11
and 6.12. The variations of pressure and velocity fluctuations along individual streamlines associated
with different geometric features of the passage have been discussed in Section 5.6.1.1. The current
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section is mainly concerned with the difference between the unsteady flows along the two stream-
lines. Fig. 6.11 shows that despite the difference within the section of the passage that is partitioned
circumferentially by the swirl vanes, the unsteady pressure field becomes more uniform downstream
of the swirl vanes. On the other hand, as was the design intent, notable difference in both the axial
and circumferential velocity fluctuations occurs between the flows along the two streamlines. From
Fig. 6.12 it can be seen that the difference between the unsteady velocities is manifested in terms
of both amplitude and phase, and carried forward as the flow moves further downstream from be-
tween the swirl vanes. The part of the flow that travels the longest length in the passage has obviously
a smaller and slower response to the incident pressure wave than the part travelling the shortest length.
(a) Amplitude (b) Phase
Figure 6.11: Pressure fluctuations along streamlines through single-passage injector with scarfed inlet
( f =350Hz)
(a) Amplitude (b) Phase
Figure 6.12: Velocity fluctuations along streamlines through single-passage injector with scarfed inlet
( f =350Hz)
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The unsteady flow field in the modified injector of configuration 2 is examined in a similar manner.
Three streamlines are traced and the channels corresponding to their entries at the passage inlet are
indicated in Fig. 6.9(b) as channel 1, 2 and 3 respectively. The results for 350Hz are produced in Figs.
6.13 and 6.14. The circumferential variation of the pressure fluctuation is shown to also diminish
quickly downstream of the swirl vanes. Further downstream of the swirl vanes the difference between
the amplitudes of the velocity fluctuations on different streamlines is significantly smaller for both
the axial and circumferential components compared to that of configuration 1. Meanwhile, notable
phase difference can be observed in Fig. 6.14. It is more pronounced for the unsteady circumferential
velocity as its convection process starts at different axial locations corresponding the trailing edges of
the staggered swirl vanes.
(a) Amplitude (b) Phase
Figure 6.13: Pressure fluctuations along streamlines through single-passage injector with staggered
swirl vanes ( f =350Hz)
(a) Amplitude (b) Phase
Figure 6.14: Velocity fluctuations along streamlines through single-passage injector with staggered
swirl vanes ( f =350Hz)
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By comparing the noncoherent responses produced by the two modifications considered in this sec-
tion, i.e. Fig. 6.9, it is shown that a scarfed passage inlet is more effective for introducing different
axial velocity fluctuations in terms of both amplitude and phase at different circumferential locations
in the passage. On the other hand, the configuration with the helical swirl vane row results in larger
phase difference between the unsteady circumferential velocities at different circumferential locations
in the passage. Although not done here, it would be possible to integrate the two configurations into
one design so as to exploit the noncoherent responses of the unsteady flow effected by both these
design concepts.
6.2 Two-Passage Configuration
6.2.1 Extended Passage B
In the baseline two-passage injector, passage B is considerably shorter than passage A. In the cur-
rent modification, passage B is extended to the same length as passage A with the aim to increase
the impedance of the injector. The modified two-passage injector is depicted in Fig. 6.15(b). For
comparison the baseline two-passage injector is included in Fig. 6.15(a). Evaluation of the current
modification is conducted numerically with the same CFD approach applied for the baseline injector
configurations.
(a) Baseline two-passage injector (b) Extended passage B
Figure 6.15: Two-passage injector configuration with extended passage B
From the calculation of the base flow the change in the effective area is found to be negligible despite
increased wetted area due to the lengthened passage B. A possible explanation is a better aligned flow
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approaching the swirl vanes provided by this design. The bulk acoustic impedance of the baseline and
modified two-passage injectors calculated from the CFD simulations is plotted in Fig. 6.16 for com-
parison. It can be seen that a substantial increase in reactance is realised, whilst a drop in resistance
is also observed.
Figure 6.16: CFD predicted impedance of modified two-passage injector with extended passage B
The unsteady flow field within the current modified two-passage injector is inspected in the same way
as in Section 5.6.2.1 along two representative streamlines through passages A and B respectively. The
results for the excitation frequency of 350Hz are presented Figs. 6.17 and 6.18.
(a) Amplitude (b) Phase
Figure 6.17: Pressure fluctuations along streamlines through modified two-passage injector with ex-
tended passage B ( f =350Hz)
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(a) Amplitude (b) Phase
Figure 6.18: Velocity fluctuations along streamlines through modified two-passage injector with ex-
tended passage B ( f =350Hz)
In comparison with Fig. 5.27, decrease in both the amplitudes and phases of the velocity fluctuations
in passage B due to the increased length can be observed. Correspondingly the phase difference
between the unsteady velocities at the exits of the two passages is reduced. Combined with the
decrease of axial velocity fluctuation in passage B, this is believed to weaken the unsteady shear
effects between the flow streams leaving the two passages. It is considered as one of the causes for
the decrease in the resistance of the modified injector.
6.2.2 Double Scarfed Two-Passage Configuration
It has been shown in Section 6.1.5 that noncoherent axial velocity fluctuations around the circum-
ference of an injector passage can be introduced by scarfing the passage inlet. In this section, the
potential circumferential variations of the amplitude and phase differences between the velocity fluc-
tuations in the two passages is explored. To this end scarfing is applied to the inlets of both passages
A and B in such a way that the flow stream that travels the longest distance in passage A is aligned at
the passage exit with the flow stream that travels the shortest distance in passage B, and vice versa.
This modification to the two-passage injector configuration is illustrated in Fig. 6.19 alongside the
baseline two-passage injector. It is evaluated by means of CFD simulations in the same way as that
for the baseline injector configurations.
Calculation of the base flow shows an increase of about 3% in the effective area. The (bulk) impedance
determined from the simulations of the excited unsteady flow is plotted in Fig. 6.20 together with that
of the baseline two-passage configuration. The change in resistance is small. Meanwhile, an appre-
ciable increase in the reactance is observed, which mainly results from the increase in the average
length of passage B due to the scarfing of its inlet.
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(a) Baseline two-passage injector (b) Scarfed passage inlets
Figure 6.19: Two-passage injector configuration with scarfed passage inlets
Figure 6.20: CFD predicted Impedance of modified two-passage injector with scarfed passage inlets
The analysis of the unsteady flow field within the current modified two-passage injector configuration
is carried out along the streamlines that correspond to the shortest and longest flow paths through
each passage. The results for 350Hz are presented in Figs. 6.21 to 6.23, in which the streamlines are
labeled in accordance with corresponding channels indicated in Fig. 6.19(b).
In contrast to passage A, the section of passage B downstream of the swirl vanes is not long enough
for the pressure fluctuations on the two different streamlines through passage B to equalise and in
Fig. 6.21(b) a noticeable phase difference is observed at the exit of passage B. Meanwhile, the ampli-
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(a) Amplitude (b) Phase
Figure 6.21: Pressure fluctuations along streamlines through modified two-passage injector with
scarfed inlet ( f =350Hz)
(a) Amplitude (b) Phase
Figure 6.22: Axial velocity fluctuations along streamlines through modified two-passage injector with
scarfed inlet ( f =350Hz)
tude difference between the velocity fluctuations on the sampled streamlines in individual passages
conforms to the discussion in Section 6.1.5. Thereby the amplitude difference between the velocity
fluctuations of the flow streams issuing from the two passages is varied at different circumferential po-
sitions as designed. However, compared to the single-passage scenario (configuration 1) considered
in Section 6.1.5, scarfing the inlets of passages A and B in opposite ways results in a significantly
different phase relation between the velocity fluctuations on different streamlines within individual
passages. It is shown in Fig. 6.22(b) that in both passages A and B, the phase of the axial velocity
fluctuation on the streamline corresponding to the longest flow path demonstrates a notable increase
downstream of the swirl vanes, whilst that for the shortest path is relatively unchanged. This leads to
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(a) Amplitude (b) Phase
Figure 6.23: Circumferential velocity fluctuations along streamlines through modified two-passage
injector with scarfed inlet ( f =350Hz)
a smaller phase difference between streamlines A1 and B1 compared to that between streamlines A2
and B2. This is the opposite to the outcome for the design modification predicted based on the result
for a stand-alone passage with scarfed inlet. At the same time, it is observed from Fig. 6.23(b) that
the phase difference between the circumferential velocity fluctuations on the two streamlines within
individual passages diminishes downstream of the swirl vane row, even though the difference in the
base flow velocities is found to be small.
The circumferential variation of the acoustic response of the current modified two-passage injector
configuration is also inspected in terms of the local specific impedance for different sectors of the exit
cross-sections of the injector passages. The local specific impedance is calculated as Z =−p˜ave/u˜ave,
where p˜ave and u˜ave are the area-averaged unsteady pressure and axial velocity on the specific sector
respectively. The results are presented Fig. 6.24, in which passage A is divided circumferentially
into 18 equal-sized sectors and passage B into 22 sectors. In the graph the angular positions where
the aforementioned streamlines intersect the exit cross-section of the corresponding injector passage
are indicated with the dash-dot lines. Also included in Fig. 6.24 is the specific impedance of each
individual passage of the baseline two-passage injector converted from the impedances ZQ,A and ZQ,B
at 350Hz given in Fig. 5.32. It is shown that the circumferential variation of the sectoral local specific
resistance is small. For both passages, the local specific resistance of the modified injector is in
general lower than the specific resistance of the corresponding passage of the baseline injector. This
is also reflected by the reduced overall resistance at 350Hz shown in Fig. 6.20, which is believed to be
due to the alleviation of the leading edge separation by extending the front sections of the swirl vanes.
Notable circumferential variation of the sectoral local reactance is observed. The angular positions
of the peaks and troughs are aligned with those of the longest and shortest streamlines respectively,
which is expected. At the same time, the correlation between the local axial velocity fluctuation and
the local impedance at the passage exits is obvious upon comparison of Figs. 6.22 and 6.24.
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(a) Amplitude (b) Phase
Figure 6.24: Local specific impedance at passage exits of two-passage injector with scarfed inlet
( f =350Hz)
The unsteady flow field generated by the above acoustic responses of the injector passages is exam-
ined on the plane 5mm downstream from the injector exit. Contour plots similar to Fig. 5.33(a) are
produced in Fig. 6.25. Despite the significantly more complex interaction between the circumfer-
entially noncoherent responses from passages A and B, the unsteady flow field downstream of the
current modified two-passage injector configuration is mostly similar to that of the baseline case.
However, some circumferential variation in the flow field is noticeable.
Figure 6.25: Amplitudes of velocity fluctuations on plane 5mm downstream of two-passage injector
with scarfed inlet ( f =350Hz)
Chapter 7
Numerical Study of Two-Phase Flow
As reviewed in Sections 1.2 and 1.3 the unsteady air flow through the fuel injector influences the
combustion process taking place downstream in a number of aspects. One of them is the transportation
of fuel to the flame zone. For an LPP system this is often characterised by a time lag in the analysis
of combustion stability, for example, by Sattelmayer [26] and Polifke et al. [163]. However, in an
LDI system the atomisation process is involved and the transportation process is concerned with
fuel droplets of various sizes. Of particular interest in this thesis is the air-blast prefilming type of
injectors. Barker and Carrotte [164] investigated the non-reacting liquid spray fields generated by
two different functional fuel injectors subject to acoustic perturbations. In their study phase Doppler
anemometry (PDA) was applied to measure the droplet number, size and velocity. The experimental
data from [164] were reprocessed by Hughes and Carrotte [165] with the aim of providing suitable
spray boundary conditions for CFD simulations of thermo-acoustic instability. A brief description
of these works will be given afterwards. In the current chapter the transportation of representative
fuel droplets in the acoustically excited flow field downstream of the two-passage baseline injector
configuration (as discussed in Chapter 5) is considered. CFD simulations were performed by injecting
particles in the acoustically perturbed flows that were characterised in Chapter 5. As a preliminary
study, the current two-phase simulations treat the fuel droplets as solid particles and do not consider
the processes of fuel break-up, atomisation or collisions. In this Chapter the results for the excitation
frequency of 350Hz are presented.
7.1 Predecessor Experimental Study on Unsteady Spray
Similar to the experiments described in Section 3.1, the PDA measurements on unsteady spray by
Barker and Carrotte [164] were also undertaken under ambient conditions. An illustration of the
experimental facility is given in Fig. 7.1. The tests were conducted in a three-injector test section
with only the centre injector being fuelled. Two measurement points were selected, both located
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axially 5mm downstream of the injector exit plane. Their circumferential positions with respect to
the centreline of the fuel feed arm are as indicated in Fig. 7.1. Radially the measurement points were
located where the most droplets were detected. Acoustic perturbation at discrete frequencies (from
50Hz to 450Hz) was introduced from downstream with loudspeakers in a way similar to that used in
the experimental studies of this thesis.
Figure 7.1: Test section for PDA measurements of unsteady spray [164]
The spray fields of two functional fuel injectors were investigated. The size and axial velocity of the
droplets detected at the measurement points were recorded, as well as the local air velocity. In the
postprocessing of these data by Hughes and Carrotte [165], the acoustic cycle for each frequency is
divided into 8 equal phase bins of 45 degrees which are referenced to the acoustic signal generator for
the loudspeakers. Based on the times when the particles are registered by the optics, they are sorted
into the corresponding phase angle bins. The particles that belong to the same phase bin are then
further separated into 16 size ranges, termed size bins, that comprise equal fractions of the total mass
of the droplets in the specific phase bin. Thereafter, for the ith phase bin the fuel flux associated with
the nth size bin, Jfd(i,n), is expressed as percentage of the gross droplet mass, Mfd, as:
Jfd(i,n) =
Ni,n∑
mfd
Mfd
, Mfd =
8∑
i=1
16∑
n=1
Ni,n∑
mfd (7.1)
where mfd is the mass of the individual droplet and Ni,n is the number of droplets that belong to the
nth size bin of the ith phase bin. The corresponding ensemble average axial velocity of the droplets,
u¯fd,(i,n), is calculated as:
u¯fd(i,n) =
Ni,n∑
mfdufd
Ni,n∑
mfd
(7.2)
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where ufd is the axial velocity of the individual droplet. The example results of Jfd(i,n) and u¯fd(i,n) ob-
tained at the measurement point directly opposite to the fuel feed arm and a frequency of 350Hz for
one of the tested injectors are given in Figs. 7.2 and 7.3. In these graphs, size bin 1 contains the
smallest droplets and size bin 16 the largest droplets.
Figure 7.2: Fuel flux associated with droplets of different sizes [165]
Figure 7.3: Ensemble average axial velocity of droplets [165]
The percentage fluxes from different size bins are, within experimental errors, the same since the size
bins are of the same fraction of the total droplet mass in each phase bin. Also included in Fig. 7.3 is
the local air velocity at the measurement point. The fluctuations in the droplet velocities can be seen
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to lag that of the local air velocity. Moreover, the droplet velocity in general decreases as the droplet
size increases and so does the amplitude of the droplet velocity fluctuation. However, it is observed
that the velocity fluctuations of the droplets of different sizes are mostly in phase with each other.
7.2 Simulation Setup
The CFD simulations in this chapter were also performed using the open-source programme Open-
FOAM. The Eulerian-Lagrangian approach with one-way coupling, i.e. the dispersed phase is driven
by the continuous phase which is calculated without the influence from the dispersed phase, is ap-
plied thereby extending the work reported in Chapter 5. The simulation setup for calculation of the
unsteady injector flow (i.e. continuous phase) under acoustic excitation is the same as that described
in Section 5.1. However, the amplitude of the incident wave has been increased to 300Pa (0 to peak)
so as to obtain more distinguishable signals related to acoustic excitation from the background bias
flow which is inherently unsteady itself. This results in a pressure fluctuation of close to 600Pa (0 to
peak) or 150dB at the injector exit, which is similar to the forcing level applied in [164]. As discussed
in Chapter 5.1, the acoustic response of the injector under such perturbation is still in the linear region
for a mean pressure drop equal to 3% of ambient pressure.
In this thesis the fuel droplets are injected into the computational domain (Fig. 5.2) as solid spherical
particles of density equal to 804g/l. This corresponds to Jet A-1 at 15◦C. The fuel break-up pro-
cesses are not considered as the Weber number for the droplet sizes considered are small (in general
smaller than the widely used critical Weber number, Wecrit = 12, for example, in [166] and [167]). At
the same time, collisions between the droplets are also ignored. As a common approach to reduce
computational costs, parcels representing multiple particles that have the same properties are injected.
Two separate injections were carried out. One consists of uniform droplets with constant diameter
of 20µm. In the other more representative injection the droplet size distribution follows the Rosin-
Rammler relation that defines the cumulative probability (or equivalently the total volume fraction),
P(d), for droplets of diameter less or equal to d [168, pp. 87]. In OpenFOAM it is implemented
as [137]:
P(d) =
1 − e−[(d−dmin)/d0]q
1 − e−[(dmax−dmin)/d0]q (7.3)
where dmin, dmax and d0 are the minimum, maximum and most probable diameter of the droplets
respectively, and q is the shape parameter describing the spread of the size distribution. These param-
eters are specified as: dmin =5µm, dmax =80µm, d0 =20µm and q=2.
The injection model of ‘coneNozzleInjection’ provided by OpenFOAM is modified to accommodate a
circumferential component (defined as injection swirl angle, θfd) for the injection direction of droplets.
The definition of the injection model is illustrated in Fig. 7.4. The droplets are injected over an
7.2. Simulation Setup 143
annular ring (indicated by the red dashed line in Fig. 7.4) located 0.5mm downstream of the splitter
that separates the exits of passages A and B. On account of the prefilmer location, the outer radius, Rio,
of the injection ring is equal to the radius of the outer edge of passage A at its exit. The width of the
injection ring is set to 1.5mm. This is about half the width of the radial zone where the most number
of droplets were detected according to the measurements from [164]. The injection swirl angle is set
to be the same as the average swirl angle of the air flow at the exit of passage A. Because the fuel
film follows the outer conical surface of passage A upstream of its exit, the outer injection angle in
the azimuthal plane, θio, is equal to half the opening angle of this conical surface. The inner injection
angle is set to 0 degree, i.e. in line with the injector axis, which is also the air flow direction at the exit
of passage B. Following a private conversation with Carrotte [169] the initial velocity of the droplets
is specified as 6.8m/s. This value is indeed close to the measurements by, for example, Gepperth et
al. [170]. The actual injection position and direction of individual parcels are randomly selected at
each timestep over the injection ring and the range of injection angle defined above respectively.
Figure 7.4: Injection model and sampling planes
The force acting on the particles is calculated as the drag for a sphere. To include the effects of tur-
bulence, the dispersion model of ‘stochasticDispersionRAS’ provided by OpenFOAM is used when
calculating the drag on the particles. It is essentially a random walk model that represents the turbu-
lent fluctuation of the flow field by adding to the local flow velocity an extra stochastic component
obtained from the turbulent kinetic energy. The physical time simulated for each frequency and
the truncation of data are the same as in Section 5.1. In addition, particles are removed from the
computational domain 10ms after being injected so as to reduce the probability of their backward
transportation by the large scale flow recirculation.
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7.3 Simulation Results
To collect enough number of droplet samples at a single point in the flow field (as in the experiments
described in Section 7.1) requires the simulation to run for an extensive length of time. In the current
numerical study droplet information was acquired on cross planes (named sampling planes) in the
duct instead, so that sufficient data can be collected over a simulation duration similar to that used in
Section 5.1. Ten sampling planes at different axial locations between 5mm and 25mm downstream of
the injector exit were employed. In addition, the domain between the first and last sampling planes
(i.e. 5mm and 25mm) is divided into eight subregions, the fuel volume fractions in which are also
monitored.
7.3.1 Droplet Statistics
The processing of particle data obtained from the CFD simulations is similar to that for the experi-
mental data in [164] and [165]. In this thesis the acoustic cycle is divided into 12 phase angle bins
of 30 degrees. When each droplet crosses a sampling plane, its velocity and radial position, as well
as the corresponding instananeous local air velocity at the droplet location, are recorded. Similar
to the analysis in Section 5.6, the reference signal for phase is the unsteady pressure at the injector
exit as obtained with the multi-microphone method. Based on their crossing times relative to the
reference signal which is a cosine wave, the particles are sorted into the corresponding phase angle
bins, whereby the particle data within each phase angle bin are phased-averaged. The statistics at
the sampling planes of x=5mm, 10mm and 15mm (which are at the same axial locations as the sam-
pling planes inspected in Section 5.6.2.3) are presented below for the two aforementioned injections
separately.
7.3.1.1 Droplets of Uniform Size
The results for the injections with uniform particle size at the sampling planes are given in Figs.
7.5 and 7.6, which provide a general representation of the droplet transportation in the acoustically
excited flow. In Fig. 7.5(a) the axial component of the phase-averaged droplet velocity is presented
in comparison with that of the phase-averaged local air velocity at the droplet crossing positions on
the sampling planes. Both quantities are normalised with the velocity scale Up in Eq. (3.2). In Fig.
7.5(b) the fuel flux delivered across the sampling planes in a phase angle bin is expressed in terms of
percentage of the total mass of the droplets crossing the individual sampling planes.
In Fig. 7.5(a) deceleration in the air flow carrying the droplets is obvious as the droplets travel
downstream, whilst the change in the amplitude of the local air velocity fluctuation is small. This is
in accordance with the results shown in Figs. 5.35(a) to 5.37(a) based on the mean radial positions of
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the droplets crossing the sampling planes given in Fig. 7.6(a). On the other hand, the deceleration of
the droplets is slower than that of the local air flow and the fluctuation in the droplet axial velocities
is smaller than that of the local axial air velocity. Meanwhile, the fluctuation in the droplet axial
velocity increases marginally as the droplets move downstream from x=5mm to x=15mm. This can be
understood by considering that the fluctuating drag in the axial direction experienced by the droplets
is to the first order proportional to |Urel ·u˜rel|where Urel and u˜rel are the mean and unsteady relative axial
velocities between the local air flow and the droplets respectively. Between x=5mm and x=15mm the
dominant factor is observed to be |Urel| whose variation with the droplet axial location is reflected by
that of the fluctuation in the droplet axial velocity. In addition, the phase lags of the unsteady axial
velocities of the local air and the droplet axial velocity at a downstream plane with respect to those at
an upstream plane are also shown in Fig. 7.5(a). One can notice that these phase shifts are connected
to the mean axial velocities of the local air flow and the droplets respectively. In Fig. 7.5(b) the
fluctuation in fuel flux is seen to be larger at planes further downstream from the injector exit. Due
to the fluctuation in the droplet velocities, alternating regions of high and low droplet concentrations
are formed in the cloud of droplets transported in the duct. Thereby fluctuation in the fuel flux occurs
as the droplet cloud moves across the sampling plane. As demonstrated by the simplified analysis
in Appendix E, the longer travel time needed for the droplets to reach the sampling planes further
downstream is an important factor that causes the larger fluctuation in the fuel flux through these
planes. Meanwhile, the variation of droplet concentrations along the axial direction within the droplet
cloud increases as it travels downstream, and so does the fluctuation in the fuel flux across a plane.
Additionally, because the carrier swirling jet flow and the fuel droplets decelerate in the duct, the
concentration of particles is built up in regions further downstream in the duct. With the presence of
the acoustic perturbation, this also leads to the larger fuel flux fluctuation at the corresponding planes.
(a) Mean axial droplet velocity (b) Fuel flux
Figure 7.5: Mean axial velocity and fuel flux of droplets of uniform size
The mean and standard deviation of the droplet radial positions (measured from the duct axis) at the
sampling planes presented in Fig. 7.6 are normalised with the outer radius of the injection ring, i.e.
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Rio. Both quantities are shown to increase as the droplets travel downstream in the duct. Meanwhile, it
can be observed that the fluctuation in the mean radial position of the droplets is considerably smaller
than the standard deviation at the same axial location.
(a) Mean of droplet radial positions (b) Standard deviation of droplet radial positions
Figure 7.6: Mean and standard deviation of radial positions of droplets of uniform size
7.3.1.2 Droplets of Rosin-Rammler Size Distribution
Similar to the approach adopted by by Hughes and Carrotte [165], the particles from the injection
with Rosin-Rammler size distribution are grouped into different size bins that occupy equal fractions
of the total mass of droplets in a phase bin. In this section six size bins are used, designated as bin 1
to bin 6 as the droplet size increases. The percentage fuel flux and ensemble average axial velocity of
the droplets from a size bin are calculated in the same way as in Section 7.1, cf. Eqs. (7.1) and (7.2).
In addition, the ensemble mean and standard deviation of the radial positions of the droplets for each
individual size bin can be defined by applying the same weighting as that in Eq. (7.2). As mentioned
above, instead of at a fixed point as in the PDA measurements by Barker and Carrotte [164], the local
air velocity at the droplet position (which varies) is recorded when a droplet crosses a sampling plane.
Therefore, to obtain an ensemble mean of the local air axial velocity, u¯air,i, for the ith phase bin, the
local air velocity is weighted by the mass fraction of the corresponding droplet with respect to the
total droplet mass in the phase bin:
u¯air,i =
6∑
n=1
Ni,n∑
mfduair
6∑
n=1
Ni,n∑
mfd
(7.4)
where uair is the local air velocity and mfd is the mass of the droplet that crosses the sampling plane at
the time and position at which uair is logged. In the nominator and denominator of Eq. (7.4) the first
7.3. Simulation Results 147
summation is over the 6 size bins in the specific phase bin and the second summation is over all the
droplets that belong to the nth size bin.
The statistics obtained at the sampling planes of x=5mm, 10mm and 15mm are presented in Figs.
7.7 to 7.11, in which the same normalisations as in Section 7.3.1.1 are applied. In these results
similar general characteristics as those analysed in Section 7.3.1.1 are demonstrated for the particles
in individual size bins. In view of this the following discussion is mainly for comparisons between
the responses of the droplets of different sizes.
(a) x=5mm (b) x=10mm
(c) x=15mm
Figure 7.7: Ensemble average axial velocity of droplets with Rosin-Rammler size distribution
In Fig. 7.7 the ensemble average droplet axial velocities of different size bins are plotted together
with u¯air. As expected on account of their smaller inertia, smaller droplets exhibit larger fluctuation in
their axial velocities. Meanwhile, it is observed that the axial velocity fluctuations of the droplets of
different diameters are almost in phase. These results in terms of the relation between the fluctuations
in droplet velocity and droplet size are in qualitative agreement with the findings described in [165].
As shown in Fig. 7.7, from x=5mm to 15mm the local air flow undergoes substantial deceleration,
which has already been demonstrated in Fig. 7.5. It can be seen that at x=5mm the droplet velocity
increases as the droplet size decreases. However, the large droplets are still in the process of accel-
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eration due to their larger inertia, whilst the velocity of the smallest droplets is higher than the air
velocity as their deceleration lags behind that of the local air flow. At x=15mm the droplets of all
sizes are decelerating with the air flow and the smallest droplets exhibit the quickest response and the
largest decrease in velocity.
In Fig. 7.8 only one representative curve is produced for the fuel flux at each axial location since the
curves for different size bins are the same, as demonstrated by Fig. 7.2. It can be seen that Fig. 7.8 is
essentially a rescaling of Fig. 7.5(b) in the sense that the relative amplitudes of the fluctuations with
respect to the means and the phases of the fluctuations are by large similar in both plots. This implies
that the influence of droplet size on the fluctuation of fuel flux is small.
Figure 7.8: Fuel flux of droplets with Rosin-Rammler size distribution
At each sampling plane, the ensemble mean radial position of the droplets that belong to the nth size
bin of the ith phase bin is calculated as:
r¯fd(i,n) =
Ni,n∑
mfdrfd
Ni,n∑
mfd
(7.5)
where rfd is the individual droplet radial position recorded at the sampling plane. The corresponding
ensemble standard deviation is defined as:
σr(i,n) =
√√√√√√ Ni,n∑mfd(rfd − r¯fd(i,n))2
Ni,n∑
mfd
(7.6)
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From Figs. 7.9 to 7.11 it can be seen that both the ensemble mean and standard deviation of the
droplet radial positions at the three sampling planes increase as the droplet size decreases. This is
also true for the fluctuations in these two quantities. At the same time, it is observed that similar to
that of the droplet axial velocity, the fluctuations in the ensemble mean radial position of the droplets
belonging to different size bins are almost in phase. On the other hand, the effect of positional sorting
during the transportation of droplets is exemplified by the distribution of droplets of different sizes
along the axial direction shown by Figs. 7.9(a) to 7.11(a). This is further demonstrated in Fig. 7.12,
where the ensemble mean droplet radial positions of the largest and smallest size bins at different
axial positions are plotted. The axial position in the graph is also normalised with Rio. The results
shown in Fig. 7.12 are of the phase angle bins in which the extrema of the ensemble mean droplet
radial positions at the last sampling plane occur. It can be seen that the small droplets are scattered
radially at more outbound locations compared to the large droplets.
(a) Ensemble mean (b) Ensemble standard deviation
Figure 7.9: Ensemble mean and standard deviation of radial position of droplets with Rosin-Rammler
size distribution (x=5mm)
(a) Ensemble mean (b) Ensemble standard deviation
Figure 7.10: Ensemble mean and standard deviation of radial position of droplets with Rosin-
Rammler size distribution (x=10mm)
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(a) Ensemble mean (b) Ensemble standard deviation
Figure 7.11: Ensemble mean and standard deviation of radial position of droplets with Rosin-
Rammler size distribution (x=15mm)
Figure 7.12: Variation of ensemble mean radial position of droplets with axial position
7.3.2 Fluctuation of Fuel Volume Fraction
Similar to the analysis of single-phase unsteady flows in Chapter 5, discrete Fourier transform with
Hamming window is applied to the calculated fluctuations of fuel volume fraction in the subregions
described above. The amplitude and phase of the principal component at the forcing frequency are
plotted in Fig. 7.13 against the axial locations of the subregion centres. In the graph the amplitudes
are normalised with the product of the volume flow rate of the fuel and the amplitude of pressure
fluctuation at the injector exit as determined with the multi-microphone method. Meanwhile, the same
pressure signal is also used as the reference for the phase of volume fraction fluctuation. Similar to
Fig. 7.12, the axial position is normalised with Rio. It can be seen that the fluctuation in fuel volume
fraction increases as the droplets travels downstream away from the injector. As discussed above,
the concentration of particles is higher further downstream from the injector. This in turn results in
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the larger fluctuation in fuel volume fraction in the corresponding regions. At the same time, the
fluctuation in fuel volume fraction is also a function of the amplitude and phase difference between
the unsteady particle flux leaving and entering the individual subregion. As shown in Figs. 7.5(b) and
7.8, the amplitude difference is larger for subregions further downstream from the injector exit, and
hence the corresponding higher fluctuation in the fuel volume fraction. This can also be inferred from
Eq. (E.6).
A comparison of Figs. 7.5, 7.7 and 7.8 with 7.13 shows that the fluctuation in fuel volume fraction
is leading those of the droplet velocity and the fuel flux. In addition, the phase in Fig. 7.13 can be
translated into a time delay relative to the pressure fluctuation at the injector exit. It is found to be
considerably different from the transportation time of droplets between subregions in a way that it
exhibits a faster increase than the latter. Compared to the scenario of uniform particle size, the vari-
ation of fuel volume fraction fluctuation over the axial distance from the injector is more even when
the droplets injected are of distributed sizes. This is expected on account of the correspondingly dis-
tributed droplet velocities and their fluctuations for droplets of different sizes.
Figure 7.13: Fluctuation of fuel volume fraction
Chapter 8
Conclusion and Future Research
Driven by ever more stringent emission requirements, the development of civil aeroengines has re-
sulted in a shift towards combustion systems that operate in the lean burn regime. However, one of
the hinderances for such engines to enter practical services is their susceptibility to thermo–acoustic
instability. Methods therefore need to be developed that can accurately capture the physical process
associated with this phenomenon. This thesis is concerned with the unsteady air flow through the fuel
injector in response to incident pressure waves, with the aim of deriving potential ways to alter such
responses for the benefit of combustion stability. The current research was to a large extent developed
around numerical simulations of CFD, complemented by both experimental and analytical studies.
8.1 Summary and Conclusions
8.1.1 CFD Methodology
Single- and two-passage injector configurations based on a generic functional lean burn fuel injector
were studied. The investigation was conducted under nominally ambient conditions while keeping
the Mach number and Strouhal number the same as the nominal engine operating condition. In this
thesis the strength of acoustic forcing is kept within the linear response regime of the injector flow.
The (specific) impedance [as defined by Eqs. (2.9) and (2.10)] is used to characterise the overall
acoustic response of the injectors. It was derived from experimental measurements that utilised the
multi-microphone technique. An error analysis for this method is given in Section 3.1.3 based on the
2-norm of the inversion matrix.
A numerical methodology based on time-resolved CFD was applied to extract more detailed informa-
tion of the acoustically excited unsteady flow within the injector passages which is generally difficult
to access by experimental means. The cost effective approach of URANS simulations was adopted,
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which also serves as a prospective computational tool for more general problems pertaining to the
acoustic behaviours of different components in a combustion system. In this thesis the CFD simula-
tions were performed using the open source solver OpenFOAM. The acoustically excited unsteady
flows were calculated with the k−ω SST two-equation turbulence model and the compressible PISO al-
gorithm. Different acoustic boundary conditions for planar boundary surfaces were implemented with
the LODI formulation of the characteristic equations, including: 1) pressure node, 2) velocity node,
3) incoming wave of specified strength, 4) non-reflectivity and 5) specified specific impedance. In
addition, the LODI non-reflective condition at a spherical boundary surface was formulated to enable
the simulation of a hemi-spherical plenum as described in Section 3.2.3.3. At the same time, analysis
of the numerical errors was conducted based on the one-dimensional transport equation, which also
provides general guidelines for the mesh and numerical setups of the CFD simulations. The numeri-
cal method was initially verified using various test cases for which experimental data were available.
These includes orifices of different length-to-diameter ratios and a Helmholtz resonator. Subsequently
a series of CFD simulations were performed to calculate the unsteady air flow of both the single- and
double-passage injector configurations subject to acoustic perturbations. Good agreement between
the impedance obtained from the CFD results and that measured by experiments is achieved. A nu-
merical methodology has thereby been established to accurately capture the unsteady aerodynamic
response characteristics of a gas turbine fuel injector to incident acoustic waves. The methodology
also furnishes a computationally practical means that can be used in the design processes for predic-
tion and analysis of the acoustic characteristics of various (complex) geometries.
8.1.2 Analytical Study
An analytical study was carried out on the main geometric features that comprise an injector passage.
It is shown that the radiation impedance and the corresponding end correction for the inlet of a stand-
alone annular passage can be increased by reducing the mean radius or increasing the sectional area.
In addition, a solid bounding surface connected to the inner edge of the passage inlet has negligible
influence on the radiation resistance, but results in a larger end correction compared to that of the
stand-alone passage. For the unsteady turbulent flow within the passage, the analytical study shows
that the relaxation of turbulence in the boundary layer leads to a mostly constant damping on the oscil-
lating flow for the frequency range considered in the current work. This is supported by the results of
CFD simulations for the two-dimensional oscillating developing channel flows representative of that
in an injector passage. On the other hand, it is demonstrated in the quasi-one dimensional inviscid
analysis that the effects of compressibility and non-compactness on the variation of impedance with
frequency is more prominent than those from the propagation loss due to viscosity and turbulence.
The same analysis also indicates that both the resistance and reactance increase with the length of
the injector passage and the mean flow velocity through the passage. In addition, the reactance can
be further increased by reducing the sectional area of the passage between its inlet and outlet. The
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interaction between the incident wave and the rear straight section of the swirl vane row is accounted
for with an adapted solution to the general wave equation. This completes the solution for the prop-
agation of acoustic waves within the injector passage, which was used for a first estimation of the
influence of certain design parameters on the impedance of a stand-alone injector passage.
8.1.3 Acoustically Excited Unsteady Flows
Supported by the agreement between the impedance obtained from experiments and CFD simula-
tions, the unsteady flow field within and downstream of the fuel injectors (which is difficult to access
by experimental means) was interrogated from the CFD results. The streamwise variation of the un-
steady pressure and axial velocity of the bulk flow corresponding to the main geometric features is in
accordance with the quasi-one dimensional inviscid theory. Meanwhile, it is shown that in the bulk
flow the axial component of the velocity fluctuation propagates at the speed of sound through the
entire injector passage, whilst downstream of the swirl vanes the circumferential component is con-
vected at the local flow velocity. The latter is of hydrodynamic nature and not included in the current
analytical solution applied in this thesis for the acoustic wave propagation within the injector passage.
But its influence on the acoustic solution is in general small for low Mach numbers. Phase difference
between the axial and circumferential velocity fluctuations is caused by their different transport mech-
anisms, which in turn leads to oscillation of the local swirl angle. Such oscillation is proportional to
the amplitude of acoustic excitation. It increases with frequency initially, but plateaus in the upper
half of the frequency range considered. The circumferential variation of the unsteady flow field at the
exit of each injector passage was examined. In contrast to the general uniformity of the pressure field,
notable periodic variation associated with the wakes of the swirl vanes is observed in the velocity
fluctuations.
The unsteady flow at a short distance downstream of the two-passage baseline injector configuration
was also inspected from the simulation results. The wake patterns generated by the swirl vanes are still
observable up to 15mm downstream of the injector exit. Meanwhile, it is shown that the axial velocity
fluctuation is dominated by the unsteady flow from passage A, whilst the circumferential velocity
fluctuation by that from passage B. The circumferentially-averaged unsteady flow field shows that the
peaks of the velocity fluctuations and those of the mean velocities occur at offset radial locations. At
5mm downstream of the injector exit two well-defined local peaks exist in the radial direction, which
are associated with the flow streams from individual passages. These peaks are observed to merge
into one at 5mm further downstream. The unsteady pressure field downstream of the injector is more
uniform in both the circumferential and radial directions. On the other hand, radial variation of the
unsteady pressure associated with the higher order evanescent transverse mode in the duct, as well as
the local transmission of acoustic wave through the injector passages, can be identified.
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8.1.4 Modifications of Fuel Injectors
Based upon the analysis of the baseline injector configurations, different modifications were evaluated
with the aim of exploring potential ways to alter the acoustic response of the injector passages. Using
the numerical methodology established in this thesis, various conceptual designs have been developed.
These include the configurations that exhibit circumferentially non-coherent responses.
It was demonstrated that whilst having negligible effects on the impedance of the injector passage,
moving the swirl vanes upstream increases the phase difference between the axial and circumferen-
tial velocity fluctuation at the passage exit and correspondingly the local swirl angle fluctuation and
its phase lag, and vice versa. The concept of increasing the impedance of an injector passage by
extending the swirl vanes is supported by the results from experiments and CFD simulations. Two
modifications to effect circumferentially noncoherent flow response in an injector passage subject to
incident acoustic waves were considered. It was shown from the CFD results that notable difference
between the amplitudes of the unsteady velocities in the bulk flows at different circumferential loca-
tions of the injector passage is introduced by scarfing the passage inlet. Meanwhile, a helical swirl
vane row with staggered trailing edges is more effective for imparting aperiodic circumferential phase
variation to the circumferential velocity fluctuations of the bulk flows.
Two modifications to the two-passage configuration were considered. It was verified by CFD simula-
tions that extending passage B increases the reactance notably. However, the phase difference between
the axial velocity fluctuations of the unsteady flow streams leaving the two passages is reduced, which
is believed to weaken the unsteady shear effects between the two flow streams and contribute to the
small but perceivable decrease in the resistance. The other modification involves scarfing the inlets
of passages A and B in opposite ways with the intent to create aperiodic circumferential variation of
the phase difference between the flow streams leaving passages A and B, and hence circumferentially
noncoherent response. Within individual passages the amplitude difference between the velocity fluc-
tuations of the bulk flows at different circumferential locations induced is similar to the single-passage
scenario, whilst a very different phase relation is observed. Meanwhile, the CFD result shows that
the unsteady downstream flow field generated by this modified two-passage injector under acoustic
perturbation is qualitatively similar to that by the baseline two-passage configuration.
8.1.5 Two-Phase Flow
Two phase flow has been introduced into the CFD methodology that captures the unsteady fuel injec-
tor response to incident acoustic waves. Preliminary study on the transportation of fuel droplets in the
acoustically excited unsteady flow downstream of the two-passage injector was carried out with two-
phase CFD simulations that assume fixed droplet sizes and one-way coupling between the continuous
and discrete phases. Two injections, one of a uniform droplet size and the other of the Rosin-Rammler
8.2. Future Research 156
size distribution, were simulated at an excitation frequency of 350Hz. From the phase-averaged data
it was shown that the fluctuation in the fuel flux through a plane in the duct increases with the dis-
tance between the injector exit and the plane, so does the phase lag of the fluctuation. At the same
time, as the distance from the injector exit increases, the amplitude of fluctuation in the mean axial
droplet velocity and the phase lag at the sampling plane increases constantly. On the other hand,
whilst the amplitudes vary, the responses of the droplets of different sizes in terms of fuel flux, mean
axial droplet velocity and mean radial position are observed to be mostly in phase. This is in accor-
dance with the findings from previous experiments. In addition, a sorting effect is exhibited which
distributes the droplets of smaller sizes radially outwards and vice versa. The fluctuation in the fuel
volume fraction in different regions of the duct was also examined, whose amplitude and phase lag
are both shown to increase with the distance from the injector exit.
8.2 Future Research
8.2.1 Numerical Methodology
The implementation of the characteristic boundary conditions in this thesis has been significantly
simplified with the mesh setup adopted. A complete three-dimensional implementation of the char-
acteristic boundary conditions for Navier-Stokes equations, q.v. [145], is desirable for application
to more general computational domains. This requires calculation of the tangential derivatives of
the variables on the boundary surfaces and specification of the boundary conditions of certain shear
stresses. More generalised boundary conditions can be formulated in a curvilinear coordinate system
for application on curved boundary surfaces, as demonstrated by Kim and Lee [171] and Chen and
Zha [172]. It is noted that the non-reflective boundary condition for the spherical boundary surface
of the artificial plenum discussed in Section 3.2.3.3 is a special case of such generalised characteris-
tic boundary conditions. The acoustic boundary condition derived in this thesis to match a specified
specific impedance requires the input of the specific impedance for each frequency except for an
acoustic response expressed by a first-order LTI system. The specific impedance of an acoustic ele-
ment over a frequency range can be represented or approximated more generally with finite impulse
response (FIR) or infinite impulse response (IIR) systems in the discrete time domain. Thereby the
general acoustic characteristic of the element can be simulated by the characteristic boundary con-
dition, which is of particular relevance when the acoustic field is multi-tone. On the other hand, the
characteristic boundary conditions in this thesis have been implemented explicitly in time, placing an
extra limit on the allowable timestep in addition to that determined by the stability of the solver. This
constraint can be relaxed by integrating the boundary conditions in the implicit time marching scheme
of the internal field. An example is the implementation of Chen and Zha [172] in their density-based
solver. For a pressure-based method such as the PISO algorithm, the corrector steps need to be applied
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at the boundaries accordingly. In addition, the first-order upwind spatial discretisation adopted in this
thesis at the boundary can lead to spurious reflection that is not negligible when the boundary cell size
is appreciable compared to the acoustic wavelength. Such numerical error is expected to be reduced
to O(∆x2) when second-order upwind spatial discretisation is applied. More generally, a flow solver
with accuracy of higher-order than the current one is desirable to reduce the discretisaton errors, e.g.
numerical diffusion and dispersion, without resorting to excessive refinement of the mesh.
The CFD simulations in this thesis were performed with the k–ω SST turbulence model. Most two-
equation turbulence models are tuned to obtain steady solutions of RANS simulations. The turbulent
viscosity calculated in these models are usually too high so that the unsteadiness meant to be cap-
tured by URANS is suppressed by the excessive damping in the momentum equations. This is more
pertinent for resolution of the unsteady flow field downstream of the fuel injector. It is of impor-
tance to separate the large scale unsteadiness from the unresolved/modelled turbulent fluctuation in
the Reynolds-average momentum equations. Different approaches have been proposed by researchers
to solve this problem. Because the length scale resolvable in the flow field is determined by the local
cell dimension, it is often used as the scaling parameter for regulation of the modelled turbulence.
This is the foundation of detached eddy simulation (DES) which switches the turbulence between the
RANS and LES modes. A description of the application of this technique on different turbulence
models can be found in [173, pp. 101-103] and [174, §4.11]. Instead of the cell dimension, Menter
et al. [175] utilised the von Karman length scale as the scaling parameter and devised the SST–based
scale-adaptive (SAS) model. The scale-resolving approaches of DES and SAS are the practical op-
tions for more accurate CFD simulations in future studies on the unsteady transport of fuel droplets
in the acoustically perturbed flow field. Apart from the separation of unsteady length scale, Smirnov
and Menter introduced to the k–ω SST model a correction for the effects of rotation and curvature
on turbulence [176] applying the Spalart-Shur sensitisation method [177]. This correction has been
coded by the author into the OpenFOAM solver used in this thesis as an additional option for future
research on the unsteady injector flows.
8.2.2 Acoustically Excited Unsteady Flows
Different types of fundamental acoustically induced unsteady flows that comprise the overall unsteady
flow of the fuel injector have been considered in the current study, which is far from being conclusive.
More in-depth studies on the individual unsteady flow phenomena will be of both academic and
industrial interests.
In the development of the numerical methodology the orifice flow under acoustic perturbation was
simulated with CFD as a test case, but without dedicated theoretical development on the physics of
the flow itself. A recent work by Yang and Morgans [178] presents an analytical solution based on
an empirical profile of vortex sheet. Similar to the numerical solution reported by Jing and Sun [99]
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assuming the same profile of vortex sheet, it predicts negative resistance over a certain frequency
range for orifices of small but finite thickness. Despite its discrepancy with the impedance obtained
in [125] and Section 4.1 of the current thesis, their result for the orifice of L/D = 0.5 is a substantial
improvement compared to Howe’s theory on orifices of zero thickness [98]. Other than assuming
a stationary profile, it is instructive to consider the effects of the oscillation of vortex sheet itself,
which is part of the solution in Munt’s approach to solve the interaction between acoustic waves and
a subsonic jet [81, 92] reviewed in Section 2.3.1. For longer orifices the flow reattaches after initial
separation at the sharp inlet edge. In [178] Yang and Morgans suggested a simplified model similar to
Eq. 2.37 for long orifices. However, as indicated in Section 4.1.3, the effects of compressibility and
non-compactness represented by this model is not sufficient to account for all the nonlinear increase
in the impedance and further analytical study is needed. Meanwhile, the important feature of the
separation bubble at the orifice inlet has been generally disregarded in inviscid theories and would be
worth special consideration.
An important aspect of the oscillating flow in an injector passage is the behaviour of the turbulent
boundary layer, which is a defining factor for the damping of acoustic unsteadiness. Numerical sim-
ulations at the LES or DNS level are expected to generate the necessary data for turbulence mod-
elling and further theoretical development from the analytical studies reviewed in Section 2.3.4. Such
numerical study is also considered important for better understanding on the propagation of acous-
tic wave in a turbulent flow through bends, which has been simplified to an equivalent quasi one-
dimensional isentropic scenario in this thesis based on the literature survey conducted in Section
2.3.5.
In this thesis the interaction between the acoustic waves and the swirl vane row is solved by adaptation
of a general solution for wave equation. Continuity of the acoustic velocity downstream of the swirl
vane row is assumed and the solution obtained is deemed a satisfactory approximation for flows of
low Mach numbers. However, based on the CFD results discussed in Section 5.6.1.1 one expects the
complete solution of the unsteady flow to contain a hydrodynamic component that corresponds to
convection in the mean flow but does not contribute to the acoustic field. To this end one choice in
future analytical study is to modify Koch’s solution [120] for integration with the upstream quasi one-
dimensional formulation. For an injector passage that has circumferentially noncoherent acoustic
response (such as the ones proposed in Section 6.1.5), the difficulty in obtaining a semi-analytical
solution increases drastically due to the loss of periodicity. In this case, one in general needs to
factorise a Wiener-Hopf matrix kernel, on which the technique is not well-established. The solutions
to some relevant example problems were given by Abrahams [179–181], who endeavours to develop
more generalised methods for the decomposition of Wiener-Hopf matrix kernels. However, the caveat
is that the final analytical solution might be indeed too complicated for the physics to be apprehended.
Because the analytical work in this thesis is mostly confined to a single injector passage, another topic
for future research the author would propose is a thorough analytical investigation on the two-passage
scenario. The first simplification is to consider the flows from the two passages as non-swirling jets.
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Theoretical studies on similar problems concerning the acoustic propagation and scattering in coaxial
jets have been reported by Gabard and Astley [182] as well as Veitch and Peake [183]. Again, the
solutions would require the decomposition of Wiener-Hopf matrix kernels.
The current research has investigated the unsteady air flow through the fuel injector in response to in-
cident acoustic waves as well as the transportation of fuel droplets in the unsteady flow field. Moving
forward, next step of the study concerning thermo-acoustic instability is to capture the unsteady spray
response under acoustic perturbations accurately and therefore the influences of the unsteady injector
air flow on the process of fuel atomisation. This investigation can be further extended to reactive
flows so as to understand ultimately how an injector design can affect the unsteady heat release.
Appendix A
Radiation Impedance of Passage A
By virtue of axisymmetry one can re-write the last term in Eq. (5.3) as:
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It is observed that the only singularity of the integrand is at r =r′=r1 and θ=0. It is O(1/
√
dr2 + dr′2)
and hence integratable. For low frequency, i.e. kr1, kr2 1, the integrand can therefore be expanded
to the leading orders of kr as below:
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With the form of Eq. (A.2) the integral in Eq. (A.1) can be easily calculated to the leading orders as:
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The specific radiation resistance calculated with Eq. (A.3) matches that obtained with numerical
integration up to 1500Hz. Meanwhile, the approximate specific radiation reactance is higher than the
exact numerical value by about 5%. Further expansion of Eq. (5.3) leads to the following expression
for the end correction of a flanged annular duct at low frequency:
Lc =
8
3pi (r
2
2 + r2r1 + r
2
1) − r
2
1(8r2+r1)
4r2
r2 + r1
(A.4)
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The above equation can be re-written in terms of the algebraic mean radius, rm, and the area of the
annulus as:
Lc =
4
pi
rm − A
2
12(pir)3
− (4pir
2
m − A)(36pir2m + 7A)
8pir2m(4pir2m + A)
(A.5)
Variation of the end correction with different rm and A is shown in Fig. A.1. In the graph rm is nor-
malised by the algebraic mean radius of passage A at the inlet and A by its inlet sectional area, Ain. Lc
is presented as the ratio with respect to Lc,o = 83pi
√
A
pi
, the end correction corresponding to the flanged
circular duct of the same sectional area. It can be seen that when the sectional area (hence also Lc,o)
is fixed, the end correction of the flanged annular duct decreases as its mean radius increases. On the
other hand, when the rm is fixed, Lc increases with A.
Figure A.1: Variation of end correction with sectional area and mean radius
Appendix B
Radiation Impedance of Passage B
The distribution ∆uˆI in Section 5.5.1.2 can be interpolated with a finite series of certain basis func-
tions. The coefficients of the terms in the series are determined by matching the boundary condition
of Eq. (5.7) at an equal number of selected collocation points. The possible choices of basis function
are, for example, Chebyshev polynomials, Bessel functions of the first kind and sine functions. For
Chebyshev polynomials and Bessel function the condition number of the linear system to calculate
the coefficients is found to deteriorate quickly as the number of terms increases. The sine function is
therefore chosen as the basis function for its better numerical property in this regard.
As discussed in Section 5.5.1.2 the boundary condition at r = r1 is ∆u˜I = 0. Therefore the basis
functions should also vanish at r = r1. The boundary condition at r = 0 is not defined. However, on
account of axisymmetry the basis function is chosen to be an even function. Thereby the forms of the
sine function can be specified and ∆uˆA is expressed as:
∆uˆI =
∞∑
n=0
an sin
(
r1 − r
r1
· 2n − 1
2
pi
)
(B.1)
where the coefficients an are functions of k only.
After substituting Eq. (B.1) into Eq. (5.8), one can move an out of the integral and perform the
integration for each term individually. In this work ∆uˆI is approximated with the first ten terms. A
system of linear equations is set up to determine the corresponding coefficients, an(n = 1 . . . 10) by
setting u˜r(x)=0 at the same number of selected collocation points, xn(n=1 . . . 10). In view of the form
of the integrand in Eq. Eq. (5.8) it would be advantageous to cluster the collocation points towards
x=0. Meanwhile, the last collocation point, xA, is always fixed at where the cylindrical surface ends,
i.e. the inlet of passage A in the two-passage injector configuration (Fig. 5.1b). There are various
ways of mapping the collocation points. In the current work the following form is chosen:
xn = xA
(αA − 1)n/m
αA − n/m (B.2)
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where n = 1 . . .m and m is the number of collocation points. αA > 1 is a parameter that controls
the clustering of the points. When m ≥ 10, the influence of αA on the specific radiation impedance
calculated with the above collocation approach is found to be small. In this thesis, this parameter is
chosen to be αA =1.2.
The specific radiation impedance of passage B as calculated above is compared with that of the flanged
annular inlet which is of the same dimension but not bounded at the inner edge by the cylindrical solid
surface. From the results presented in Fig. B.1 it can be seen that the presence of the bounding sur-
face has little influence on the specific radiation resistance, but results in a considerable increase in
the specific radiation reactance and correspondingly the end correction.
Figure B.1: Specific radiation impedance of annular inlet with and without inner bounding surface
Appendix C
Mean Flow in Modelled Passage
Given the total pressure, p0,tot = p0, and total temperature, T0,tot =T0, in the plenum, one can determine
the quasi one-dimensional mean flow in the injector passage based on the effective area obtained from
the CFD simulation. For low Mach number, the flow conditions at the passage inlet are obtained as
follows assuming Cd =1:
Min ≈ AeffAin
√
2∆p
γp0
(C.1a)
pin ≈ p0 − ∆p
(
Aeff
Ain
)2
(C.1b)
Tin ≈ T0 (C.1c)
where ∆p is the nominal pressure drop across the injector passage. The mean flow conditions are
constant up to the leading edge of the swirl vane.
For low Mach number, the total loss across the passage, ∆ptot, can be expressed in terms of the turning
angle, θ (c.f. Figs. 2.5 and 5.11), as:
∆ptot ≈ ∆p
1 − ( AinAeff · 1cos θ
)2 (C.2)
As assumed in Section 5.5.2, the total loss across the passage is modelled as a concentrated hydrody-
namic loss at the leading edge of the swirl vane. Such drop of total pressure in the current case is small
enough for the changes in the mean velocity at the leading edge of the swirl vane to be considered
negligible. These two conditions lead to a discontinuity in the pressure approximately equal to ∆ptot.
Making use of Eqs. (C.1b) and (C.2), one obtains:
∆pc = p1 − p2 ≈ 12ρ0U
2
in
( AinAeff
)2
−
(
1
cos θ
)2 (C.3)
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where the subscripts ‘1’ and ‘2’ denote the conditions right before and after the discontinuity, and
Uin is the mean flow velocity at the passage inlet. Similar to that of the mean velocity, the changes
of the Mach number and temperature at the leading edge of the swirl vane are also small. Therefore,
M2≈M1 = Min, whilst T2,tot =T1,tot.
As discussed in Section 2.3.5 the flow through the front turning section of the swirl vane can be treated
as quasi one-dimensional. The geometrical relation for definition of the varying sectional area, A(x),
along the mean streamwise distance, x, is illustrated in Figs. C.1 and C.2.
Figure C.1: Geometric relations of turning section of swirl vane
(a) (b)
Figure C.2: Geometric relation for determination of A(x): (a) θx<θ∗, (b) θx>θ∗.
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The turning part of the swirl vane is modelled with a circular arc, which is followed by a straight
section that is tangent to it. In Figs. C.1 and C.2 the origin is at the centre of the circle which the
circular arc of the lower swirl vane belongs to. lv is the length of the turning part of the swirl vane
measured along the axial direction of the injector. The mean streamline (denoted by the dash-dot line)
is formed by the centre points of the segments of the dashed lines between the swirl vanes as shown
in Fig. C.1, and A(x) is given as follows:
A(x) = Ain
ax − av
dv
(C.4)
where dv is the pitch, i.e. midspan space between adjacent vanes. It is noted that the definitions of x
and A(x) above are approximate and not unique.
With p2,tot, T2,tot, M2 and A(x) given as above, the mean flow through the front turning section of the
swirl vane can be determined from basic gas dynamics (e.g. [184]) as below:
M(
1 + γ−12 M
2
) γ+1
2(γ−1)
=
Ain
A(x)
· Min(
1 + γ−12 M
2
in
) γ+1
2(γ−1)
(C.5a)
p =
p2,tot(
1 + γ−12 M
2
in
) 1
γ−1
(C.5b)
T =
T0
1 + γ−12 M
2
in
(C.5c)
The mean flow conditions are constant and uniform from the end of the turning section of the swirl
vane up to the exit of the injector passage.
Appendix D
Unsteady Swirl Vane Wakes
In the simplified geometry of Fig. 5.11 the steady state mean flow leaves the rear section of the swirl
vane row without the formation of wakes. However, for the type of oscillating flow discussed in Sec-
tion 5.6.1, vortex shedding occurs at the trailing edges of the swirl vanes if the Kutta condition is to
be satisfied at these locations. In view of the hydrodynamic nature of the vortex shedding, the oscil-
lating flow is treated as incompressible. Following the practice introduced in Section 2.1 the flow is
further assumed to consist of periodic inviscid regions divided by infinitely thin wakes, across which
the scalar potential of velocity is discontinuous. This is depicted in Fig. D.1, in which the positive
ξ direction coincides with the axial direction of the injector passage. The unsteady velocity in the ξ
direction, u˜ξ = uˆξeiωt, corresponds to the axial unsteady velocity, u˜axi = uˆaxieiωt, in Section 5.6.1, and
so does the unsteady velocity in the η direction, u˜η = uˆηeiωt, to the circumferential unsteady velocity,
u˜cir = uˆcireiωt.
Figure D.1: Incompressible oscillating flow with wakes downstream of swirl vane row
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The equation to solve is the Laplace equation ∇2φ˜ = 0. The upstream boundary condition in Fig.
D.1 is the incompressible equivalence of that described in Section 2.3.6 with Z1 being the upstream
impedance of the channel denoted by ‘1’ and uˆup the complex amplitude of the velocity fluctuation.
The boundary conditions across the wake are continuities of pressure and the velocity component
normal to the wake. At the same time, the periodic condition φ˜(ξ, η)= φ˜(ξ, η+ dv) applies downstream
of the swirl vane row. This is equivalent to φ˜(x, y)= φ˜(x +dv sin θ, y+dv cos θ) in the x−y coordinates.
Instead of a rigorous derivation of the solution to the problem formulated above, the current discussion
is mainly concerned with its functional forms for the region downstream of the swirl vane row (i.e.
ξ > 0) based on the results discussed in Section 5.6.1.1. At first φ˜ is written as φˆeiωt. The complete
solution of φˆ is composed of those continuous and discontiuous across the wakes. One obvious
continuous solution is:
φˆa = uˆupξ cos θ + Cξ (D.1)
where Cξ is a constant. This solution corresponds to the axial component of the velocity fluctuation
discussed in Section 5.6.1.1. The associated unsteady velocity has only one component which is in
the ξ direction and obtained from Eq. (D.1) as uˆξ,a = uˆup cos θ.
When finite pressure is required for ξ→∞, the remaining continuous solutions of φˆ that satisfy the
periodic condition are of the form:
φˆe =
[
En sin
(
2npi
dv
η
)
+ Fn sin
(
2npi
dv
η
)]
exp
(
−2npi
dv
ξ
)
(D.2)
which decays quickly over a short distance in the positive ξ direction. Therefore Eq. (D.1) is the
only persistent continuous component in the region of ξ > 0. In addition, it can be shown that the
sum of the jumps in the specific resistance introduced across the swirl vane row in Section 5.5.2, i.e.
∆RLE+∆RTE, corresponds to Cξ in Eq. (D.1) given as:
Cξ =
uˆupU cos2 θ
iω
( AinAeff
)2
− 1
 (D.3)
According to the results in Section 5.6.1.1, the circumferential component of the velocity fluctuation
is convected with the local mean flow velocity. This suggests a solution of the following form for the
aforementioned Laplace equation:
φˆw =
(
CUekU y + DUe−kU y
)
e−ikU x, kU =
ω
U
(D.4)
where the constants CU and DU assume different values in different regions separated by the wakes
downstream of the swirl vane row. As discussed in Section 2.1, such a solution corresponds to the
vortex shedding from the trailing edge of the swirl vane. Without loss of generality, the region labelled
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with ‘2’ is considered. By direct substitution of Eq. (D.4) into Eq. (2.5) it can be easily shown that
φˆw does not contribute to the pressure fluctuation. On the other hand, the associated unsteady velocity
component normal to the wake is given as:
uˆy,w =
∂φˆ
∂y
=
(
CUekU y − DUe−kU y
)
kUe−ikU x (D.5)
Application of the continuity condition across the wakes and the periodic condition for uˆy,w leads to
the following relation between CU and DU :(
CUekU dv cos θ − DUe−kU dv cos θ
)
e−ikU dv sin θ = CU − DU (D.6)
In Fig. D.1 the Kutta condition is that the flow leaves the trailing edges of the swirl vanes in a direction
parallel to the swirl vane surface, i.e. uˆy = 0 at the swirl vane trailing edges. The constants CU and DU
in Eq. (D.4) can actually be specified in such a way that the sum of uˆy associated with the solutions
of Eqs. (D.1) and (D.5) is zero at the swirl vane trailing edges. At (x, y) = (0, 0), or equivalently
(ξ, η)= (0, 0), this condition is expressed as:
kU(CU − DU) − uˆup sin θ cos θ = 0 (D.7)
which also holds for (x, y)= (dv sin θ, dv cos θ), or equivalently (ξ, η)= (0, dv), due to periodicity. From
the relations of Eqs. (D.6) and (D.7), CU and DU can be determined for region 2.
Eq. (D.4) can be converted into the ξ−η coordinates as follows:
φˆw = CUe−kU (sin θ+i cos θ)(ξ+iη) + DUekU (sin θ−i cos θ)(ξ−iη) (D.8)
from which the unsteady velocity components in the ξ and η directions are obtained respectively as:
uˆξ,w = −kU
[
CU(sin θ + i cos θ)e−kU (sin θ+i cos θ)(ξ+iη) − DU(sin θ − i cos θ)ekU (sin θ−i cos θ)(ξ−iη)
]
(D.9a)
uˆη,w = −ikU
[
CU(sin θ + i cos θ)e−kU (sin θ+i cos θ)(ξ+iη) + DU(sin θ − i cos θ)ekU (sin θ−i cos θ)(ξ−iη)
]
(D.9b)
These unsteady velocities are convected downstream along the positive x direction. Hence, without
loss of generality, the profiles of uˆξ,w and uˆη,w are examined at a downstream location ξ = ξ2 that is
close to the exit of passage A. The calculation is conducted with the nominal pitch and swirl angle of
the swirl vane row of passage A for the two representative frequencies discussed in Section 5.6.1.1.
The results for ξ2 tan θ<η<ξ2 tan θ+ dv (which is within region 2 in Fig. D.1) are plotted in Figs. D.2
and D.3, where the horizontal coordinate is η− ξ2 tan θ normalised with dv. The amplitude of uˆξ(ξ2, η)
is normalised with |uˆup cos θ| and that of uˆη,w(ξ2, η) with |uˆup sin θ|. In Figs. D.2b and D.3b, the phase
is referenced to uˆup.
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It can be seen that uˆξ,w, which is due to the wake flow of the swirl vane (described by Eq. (D.5)), is
much smaller than that of the bulk axial flow (i.e. uˆξ,a). Its minimum occurs at y = 0.5b, where the
representative streamline used in Section 5.6.1.1 passes through. Moreover, after direct integration
one can easily show
∫ ξ2 tan θ+dv
ξ2 tan θ
uˆξ,w(ξ2, η)dη = 0 by invoking the relation of Eq. (D.6). This indicates
that the solution φˆw does not contribute to the net unsteady flux through a plane normal to the ξ axis.
On the other hand, the velocity fluctuation in the η direction (i.e. uˆη,w) is much more significant.
It corresponds to the circumferential unsteady velocity discussed in Section 5.6.1.1 and, since it is
obtained from Eq. (D.5), is associated with the swirl vane wake. It can be seen from Figs. D.3 that
the variation of the amplitude of uˆη,w along the η direction (or the circumferential direction of the
injector passage) is small but becomes more notable as the frequency increases. Meanwhile, its phase
decreases following the swirl direction.
(a) Amplitude (b) Phase
Figure D.2: Axial velocity fluctuation associated with swirl vane wakes, uˆξ,w(ξ2, η)
(a) Amplitude (b) Phase
Figure D.3: Tangential velocity fluctuation associated with swirl vane wakes, uˆη,w(ξ2, η)
In Fig. D.4 the profile of the sum of the two unsteady axial velocities, uˆξ,b+uˆξ,w(ξ2, η), for ξ= ξ2 and
ξ2 tan θ < η < ξ2 tan θ + dv are plotted. The normalisations and phase reference are the same as those
for Fig. D.2. It can be seen that the variation of amplitude of uˆξ,b + uˆξ,w(ξ2, η) in the η direction is
171
significantly larger than that of uˆη,w(ξ2, η) whilst the phase variation is smaller. From Figs. D.2 and
D.3 one can infer that vortex shedding occurs at the trailing edge of the swirl vane as a result of the
phase difference between the unsteady flows on either side of the swirl vane wake. It is noted that the
constants in the transitional modes φˆe given by Eq. (D.2) are determined by the continuity conditions
of the pressure and unsteady velocity across ξ=0. But this will not be discussed further in the current
analysis.
(a) Amplitude (b) Phase
Figure D.4: Sum of axial velocity fluctuations, uˆa+uˆξ,w(ξ2, η)
Appendix E
Simplified Analysis of Droplet Transport
The correlation of the fluctuating droplet axial velocity with the unsteady fuel flux in the two-phase
flow studied in Chapter 7 is analysed by considering the one-dimensional scenario of particles with
different initial velocities travelling along the axial direction from a common starting position to a
downstream destination that represents one of the sampling planes.
To the first order the following expression is assumed for the velocity of a droplet leaving the starting
position at the instance, t0:
ufd(x) = Ufd + uf cos[ω(t0 − τx + x/Ufd)] (E.1)
where Ufd is the time-averaged droplet velocity and uf the amplitude of fluctuation. τx is the time
delay to account for the phase difference between the droplet velocity fluctuations at different axial
locations. Here the dependency of Ufd and uf on x is ignored, whilst, τx is a function of x and equal
to zero at x = 0. Each droplet obtains its initial velocity, ufd(0) = ufd = Ufd + uf cos(ωt0), through
a hypothetical time-dependent acceleration process that takes place prior to the starting position.
Meanwhile, it is observed from Fig. 7.5(a) that for the case simulated in Chapter 7, the last two
terms in the cosine function in Eq. (E.1) mostly cancel each other. Therefore the current analysis is
further simplified by assuming that the droplet velocity can be regarded as ‘frozen’ (at ufd) between
the starting position and the destination.
The instance at which a droplet arrives at the destination, i.e. the sampling plane, is given by:
t = t0 +
xs
ufd
= t0 +
xs
Ufd + uf cos(ωt0)
(E.2)
where xs is the distance between the starting position and the destination. t0 can be expressed in terms
of t as:
t0(t) = t − xsUfd + f (t) (E.3)
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where f (t) is the fluctuation in the transit time from the starting position to the destination for droplets
with different velocity. f (t) can be solved for numerically by substituting Eq. (E.3) into Eq. (E.2).
But an approximate solution is derived below for small fluctuations.
When ufUfd, Eq. (E.2) can be extended into the leading order of uf/Ufd as:
f (t) + At cos(ωt0) ≈ 0, At = xsUfd ·
uf
Ufd
(E.4)
Assuming ω f (t)  1 and writing t′= t−xs/Ufd, one can simplify Eq. (E.4) further as:
f (t) + At[cos(ωt′) − ω f (t) sin(ωt′)] ≈ 0 (E.5)
from which f (t) is solved as:
f (t) ≈ At cos(ωt
′)
1 + ωAt sin(ωt′)
(E.6)
The expression of Eq. (E.6) can be expanded into Fourier series as:
f (t) =
∞∑
n=1
An cos(2nωt′) + Bn sin[(2n + 1)ωt′] (E.7)
where the coefficients of the leading order terms are determined with residue theorem as:
An = At
1 −
(
1−
√
1−D2t
Dt
)2
√
1 − D2t
(−1)n−1
1 − √1 − D2tDt
2(n−1) (E.8a)
Bn = At
1 −
(
1−
√
1−D2t
Dt
)2
√
1 − D2t
(−1)n
1 − √1 − D2tDt
2n−1 (E.8b)
where Dt =ωAt. For the case considered in Chapter 7, Dt is small. Hence f (t) is dominated by the
term associated with the fundamental frequency, i.e. A1 cos(ωt′) and the contribution from the higher
order terms are negligible.
If the number of droplets leaving the starting position in a unit time is constant, the number of droplets
arriving at the destination between the times t1 and t2 is proportional to t0(t2)− t0(t1). Therefore, as
shown by the coefficient A1 given by Eq. (E.8), the fluctuation in droplet flux increases with At which
is proportional to the mean droplet transit time from the starting position to the destination as well as
the ratio between the fluctuation and mean of the droplet velocity.
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