Abstract An approach, with the basic idea of resampling wavelet neural parameters, was proposed for probabilistic forecasting of hydrologic time series by the wavelet neural model. Parameters in wavelet neural model are assumed as following uniform distribution, and both proper convergence criterion and likelihood function are used to train the wavelet neural structure and judge the acceptance of parameter set. By training and learning wavelet neural structure as many times (i.e., resampling neural parameters) until becoming stable, all sets of wavelet neural parameters are composed as the resampling results, based on which probabilistic forecasting of hydrologic time series is attained. Optimal forecasting result can be gained by computing mathematical mean of the resampling results, and uncertainty can be described by proper confidence interval. Results of one runoff example indicated the identical performance of the proposed approach and wavelet regression model, but both perform better than conventional neural model. The proposed approach has similar efficiency as the Bayesian method for uncertainty evaluation, and both show higher efficiency than traditional MonteCarlo method. Choice of proper convergence criterion is an important task when using the proposed approach, because it directly determines the convergence rate, accuracy and uncertainty level of probabilistic forecasting result. Overall, several key issues should be carefully considered for obtaining more reasonable probabilistic forecasting results by the proposed approach, including choice of proper likelihood function, accurate wavelet decomposition of series, and determination of proper wavelet neural structure.
Introduction
Hydrologic time series forecasting is an important task to understand the future hydrologic regime, and further guide practical water activities (Sivakumar et al. 2001; Tiwari and Chatterjee 2010) . Black-box models are used commonly for the task (Jain and Kumar 2007; Nourani et al. 2009 ). They use certain mathematical tools to describe the correlations of hydrologic variables, but do not require detailed knowledge of physical hydrologic processes (Ki i 2009b) . Linear regression models are the typical black-box models and develop extensively (Box and Jenkins 1976; Ki i 2010) . However, they cannot describe nonlinear and nonstationary variability of hydrologic processes (Kwon et al. 2006) . Artificial neural network (ANN) is another important type of black-box models (Maier and Dandy 2000) . ANN model can learn complex nonlinear relationship of hydrologic variables (Luk et al. 2000) , also in cases where such relationship is unknown or cannot be made explicit a priori (Alvisi and Franchini 2011) . Many studies have proved the better performance of ANNs compared with linear regression models.
Wavelet analysis can elaborate the localized characteristics of a series both in temporal and frequency domains, so it can describe nonstationary variability of hydrologic processes (Torrence and Compo 1998; Sang 2013) . Presently, the combination of wavelet analysis with conventional neural models has become a prevalent approach to conduct hydrologic time series forecasting (Coulibaly et al. 2000; Ramana et al. 2013) . For wavelet neural model inputs, original series are usually decomposed into a set of sub-signals by discrete wavelet transform (Mallat 1989; Danbechins 1992) . Each sub-signal takes a different proportion in original series and has a distinctive behavior. Various studies indicate the better performance of this practice due to its nonlinear and nonstationary adaption (Anctil and Tape 2004; Nourani et al. 2008; Ki i 2009a; Maheswaran and Khosa 2014) .
Those wavelet neural models used presently have been almost exclusively deterministic. However, hydrologic process like any other natural processes has uncertainty (Arabi et al. 2007; Tang et al. 2007; Geza et al. 2009 ). Because many models are subjected to inherent model and parameter uncertainties (Alvisi and Franchini 2011) , the hydrologic forecasting result with single optimal value does not take uncertainty into account effectively, and is not convincing (Krzysztofowicz 1999) . Hydrologic forecasting is a statement of an uncertain future value of the hydrologic variable of interest (Kumar and Maity 2008; Sang et al. 2010) . A model cannot eliminate the uncertainty associated with a future event, but at most reduce it (Krzysztofowicz 2001) . Consequently, techniques for handling uncertainty should be considered in the development of wavelet neural models.
Generally, the uncertainty factors influencing hydrologic forecasting include data uncertainty (Bormann 2008; Biemans et al. 2009 ), model structure uncertainty (Tung and Mays 1981; Krzysztofowicz 1999) , and model-parameter uncertainty (Kaheil et al. 2006; Sang et al. 2010; van Werkhoven et al. 2009 ). When applying a certain wavelet neural model to hydrologic forecasting, it usually assumes that statistical properties of the hydrologic series are temporal persistent. Once parameters are determined, they are assumed to remain constant over time. This is often not a valid assumption, because climate and other factors influencing hydrologic dynamics may cause changes in the statistical properties of series over time (Kumar and Maity 2008) . On the other hand, there are usually a large number of parameters with equifinality in wavelet neural model. The concept of equifinality can be understood as: there are various sets of wavelet neural parameters that are consistent with the observed data, but no single one is consistently better than others, so parameter interaction and sensitivity must be handled implicitly (Beven and Freer 2001; Vrugt et al. 2009 ). Consequently, model-parameter is a key factor influencing the reliability and uncertainty of hydrologic time series forecasting by wavelet neural model.
In this study, the main objective is to propose an approach for probabilistic forecasting of hydrologic time series by wavelet neural model. By employing the concept of equifinality (Beven and Binley 1992) , we can obtain a "resampling results" (as defined afterward) for wavelet neural forecasting. The optimal forecasting result can be gained by computing mean value of the resampling results, and uncertainty of forecasting result can be evaluated by describing the statistical characters of the resampling results, based on which probabilistic forecasting by wavelet neural model can be done. The rest contents of this paper are organized as follows. Section 2 briefly describes discrete wavelet decomposition of series. Section 3 proposes the approach for probabilistic forecasting of hydrologic time series. Section 4 applies the approach to a runoff example for verification. Finally, a set of understandings and conclusions summarize the study.
Discrete Wavelet Decomposition of Series
Wavelet analysis methods are widely used for hydrologic time series analysis (Wang et al. 2011) . Observed hydrologic series in nature are usually discrete series. They can be analyzed by discrete wavelet transform (DWT) given proper mother wavelet ψ(t) (Percival and Walden 2000) :
where f(t) is the series analyzed, and t is a time index; a 0 and b 0 are constants, integer j is decomposition level, and k is time translation factor; ψ * (t) is the complex conjugate. In practice, the dyadic DWT is used commonly by assigning a 0 =2 and b 0 =1 (Danbechins 1992) :
More details of the mathematical foundation of dyadic DWT were thoroughly described in (Mallat 1989) . Sub-signal f j (t) of original series f(t) under level j can be reconstructed as:
and their sum is original series:
where M is the decomposition level used; f Dj (t) is the sub-signal under level j reconstructed by detail coefficients, and f AM (t) is the sub-signal under level M reconstructed by approximation coefficients. Sang (2012) established a reference energy function for discrete wavelet analysis, and proposed a step-by-step guide to discrete wavelet decomposition of series. Specifically, it is to choose appropriate wavelet according to the statistical characters relationship among original series, de-noised series and removed noise, choose proper decomposition level by analyzing the difference between energy function of the analyzed series and the reference energy function, and then identify deterministic components by conducting significance testing of DWT. The guide is used in this paper for accurate discrete wavelet decomposition of series, as the basis of wavelet neural modeling.
Uncertainty Evaluation Approach for Wavelet Neural Modeling
Neural model is supposed to possess the capability to reproduce the unknown nonlinear relationship existing between a set of input explanatory variables and output forecasted variables (Shrestha and Solomatine 2006) . Back propagation neural network (BPNN) is one well-known neural model. The key problem about BPNNs is how to accurately determine network structure. The number of input layer nodes is usually determined according to the correlations between explanatory input variables and forecasted variables (Cheng et al. 2008 ). The number of hidden layer nodes is usually determined by the "trail and error" procedure (i.e., sensitivity analysis) (Kumar and Maity 2008) . The number of output layer nodes is determined by the research object.
Compared with conventional artificial neural models, a wavelet neural model is constructed in which accurate wavelet decomposition results of original input series are the input data vector, and original output series are still the output data vector. The approach proposed for probabilistic forecasting of hydrologic time series by wavelet neural model is explained as follows:
(1) Choose proper wavelet and decomposition level, and decompose the hydrologic series by conducting significance testing of DWT. To be specific, for the series f(t) to be analyzed, it is decomposed into a set of sub-signals {f D1 (t), f D2 (t), …, f DM (t), f AM (t)} with the total number of M+1 given proper wavelet and decomposition level M, as described in Eq. (4); (2) Choose suitable numbers of input-, mid-and output-layer nodes, and determine the structure of wavelet neural model. The structure of wavelet neural model is constructed in which sub-signals of original input data at t time are as the input of neural model, and original data series at t + τ time are as the output data of neural model, where τ is the time delay; (3) Use the same explanatory input data and output data vectors to train the wavelet model structure. A new set of wavelet neural parameters can be gotten in each training time, and the corresponding simulation result can also be obtained using the new parameter set; (4) Repeat step (3) many times. When statistical characters (including mean value and standard deviation) of simulation results do not change along with the training time increase, we think that the results become stable, and the training of wavelet model structure is finished. The final results of these sets of wavelet neural parameters are called "resampling results"; (5) Probabilistic forecasting of hydrologic time series is done based on the resampling results. The optimal forecasting result is gained by computing mean value of the resampling results, and uncertainty of forecasting result is evaluated using the confidence interval with proper confidence level (e.g., 95 %).
Two key problems should be carefully considered when using the approach. One is the choice of proper convergence criterion. These neural parameters of weights and biases in wavelet neural model are assumed as following uniform distribution here, and no more conditions are given to constrain their value ranges. However, in the training process of wavelet neural model structure, there is an assigned convergence criterion (e.g., 0.001), which indicates the difference between observed data and modeled data, and determines model's capacity. The convergence criterion can restrain the value range of neural parameter. If lapsing far from optimal parameters values, modeling result would not pass the convergence criterion. Therefore, a proper convergence criterion should be firstly chosen when using the proposed approach. The other problem is the choice of proper likelihood function. Likelihood function is employed to judge the acceptance of each resampling result. Besides the convergence criterion, physical meaning of the forecasted hydrologic variable should also be considered when judging the acceptance of modeling result. When analyzing runoff series in Section 4, Eq. (5) is used as likelihood function to judge each resampling result:
in which y t+τ is the output value. Equation (5) clearly restrains that forecasting runoff data must be not smaller than zero. Only the forecasting results meeting both the convergence criterion and Eq. (5) are acceptable. When analyzing other hydrologic variables, the likelihood function should be determined according to its specifically physical meaning.
Case Study

Data
A monthly runoff series data (RS1) measured at the Xixian hydrologic station in east China is used as example of wavelet neural modeling. The Xixian station locates at the upstream of the Huai River watershed and controls a drainage area of 6659.96 km 2 (Fig. 1) . The RS1 series has a duration of 41 years, from the 1961 to 2001. The first 30 years of data (73 % of the whole data set) are used for calibration, and the remaining 11 years (27 % of the whole data set) are used for verification. All analysis practices about the runoff data are conducted in MathWorks MATLAB R2010.
Statistical characters of the data sets are presented in Table 1 . The data sets in calibration and verification periods show similar scattered variation (C v =1.43 and 1.54), positive skewness (C s =3.70 and 3.16), and correlations (R 1 =0.32 and 0.38; R 2 =0.14 and 0.21). In the 
Discrete Wavelet Decomposition Result
The RS1 series is decomposed by the method of significance testing of DWT using "db8" mother wavelet and decomposition level 8 (log 2 492). Its energy function is compared with the reference energy function with 95 % confidence interval, and the wavelet decomposition result is shown in Fig. 2 . The sub-signals of RS1 series under "D" levels are reconstructed by detail wavelet coefficients, and the sub-signal under "A" level is reconstructed by approximation wavelet coefficients. The sub-signals of RS1 series under D1, D6, D7 and D8 have the energies falling within 95 % confidence interval, so they are thought as noise, and others are dominant components for modeling RS1 series. The removed noise show pure random characters, and those identified deterministic components keep the dominant characters of original series, so we think that the "db8" wavelet used is suitable, and the wavelet decomposition results are reliable.
Both 1-month-and 3-month-ahead modeling of SR1 series are conducted. The proposed approach, conventional wavelet regression model and the AM-MCMC-WR (adaptive MetropolisMarkov chain Monte Carlo-wavelet regression) model proposed in ) are used for comparison. In the AM-MCMC-WR model, the AM-MCMC algorithm is used to estimate parameters uncertainties in WR model, based on which probabilistic forecasting of hydrologic time series can be done. Three indices, RMSE (root mean square error), AARE (average absolute relative error) and R 2 (coefficient of determination), are used to evaluate the forecasting results: where f(i) is observed data and f '(i) is modeled data with the total number of N; f 0 i ð Þ is the mean of f '(i).
Results and Discussion
The input vectors of wavelet neural model are determined by analyzing partial correlations of RS1 series. Figure 3 shows that partial correlation character of RS1 series is statistically significant at lag-1, so 1 month-lag data are used as the input vector of BPNN and linear regression model. When employing the wavelet-based BPNN model, the input data are the sub-signals of RS1 series at 1 month-lag under D2, D3, D4, D5 and A8, and the output data is original series data. The model structure is determined as "5-8-1" following the "trail and error" procedure. The modeling processes of RS1 series by the wavelet regression model and AM-MCMC-WR model can be found in Sang et al. (2013) .
The convergence criterion in wavelet neural modeling is assigned as 0.001 and 0.005 for comparison, and the likelihood function in Eq. (5) is used for training wavelet neural structure. Then, 1-month-ahead probabilistic forecasting of RS1 series at the verification period is conducted (Fig. 4) . The probabilistic forecasting results by different models are depicted in Fig. 5 , and further evaluated in Table 2 . Following these results several conclusions are gained: (1) The optimal results of 1-month-ahead forecasting by the proposed approach and the wavelet neural model are similar, and they are also similar with the observed hydrologic data, except some extreme values in the verification period ( Fig. 5(a-b) ). The results indicate that accurate forecasting result of RS1 series can be gained by the proposed approach and the wavelet neural model, but conventional neural model cannot do this, no matter which neural network structure is used. Because conventional neural model is to directly analyze raw hydrologic series, the results would be impacted by noise and insignificant components of original series. Comparatively, when firstly separating deterministic components from original series, the above influences can be effectively overcome, and the forecasting result of RS1 series can be improved by wavelet model. (2) Figure 5(a-c) indicate that the wavelet neural model and wavelet regression model have similar performance in doing 1-month-ahead forecasting of RS1 series. Therefore, the proposed approach and the AM-MCMC-WR model, which are based on the former two respectively, also have similar performance for forecasting RS1 series. Scatterplots in Fig. 5 (d) also show that three forecasting results are similarly close to the exact line. (3) By using the proposed approach, 95 % confidence interval of 1-month-ahead forecasting result of RS1 series in the verification period is obtained. Figure 5 (a-b) indicate that almost all original data (especially some extreme values) fall within the 95 % confidence interval. However, conventional neural or wavelet neural model cannot do this. The 95 % confidence interval estimated by the proposed approach and the 95 % credible interval estimated by the AM-MCMC-WR model are similar. Since the latter is based on the Bayesian theory, which is widely used for uncertainty analysis, it is thought the proposed approach with the basic idea of resampling is effective. (4) The resampling results of wavelet neural model for 1-month-ahead probabilistic forecasting of RS1 series (except Std. Dev. when CC=0.001) become stable after 3000 times (Fig. 4) . The result in Sang et al. (2013) indicates that the sampling number ensuring stable result should be bigger than 4000 by using the AM-MCMC-WR model. Comparatively, the proposed approach has higher efficiency in uncertainty evaluation than conventional Monte-Carlo method. It is due to the restraining effect of the convergence criterion. Because only those modeling results which meet the convergence criterion are accepted, the convergence rate of resampling processes is rapid. (5) The one-month-ahead probabilistic forecasting results by using two convergence criterions (0.001 and 0.005) are similar. Since optimal forecasting results of RS1 series can be gained using both the two convergence criterions, the two 95 % confidence intervals estimated are also similar. It is concluded that uncertainty level of forecasting result is determined by the accuracy of forecasting result. If accurate forecasting result cannot be gained using a certain convergence criterion, it is not necessary to consider uncertainty again.
Three-month-ahead probabilistic forecasting results of RS1 series in the verification period are shown in Fig. 6 , and the evaluation results are shown in Table 2 . Compared with onemonth-ahead forecasting results, the 3-month-ahead forecasting results of RS1 series become worse. It is due to the less known knowledge of hydrologic processes for longer time-step forecasting.
The proposed approach and AM-MCMC-WR model also have similar performances for doing 3-month-ahead probabilistic forecasting of RS1 series. Figure 6 indicates that the 95 % confidence interval estimated by the proposed approach can also cover almost all original series data, so uncertainty can be quantitatively estimated. However, 95 % confidence interval of the 3-month-ahead forecasting is bigger than that of 1-month-ahead forecasting, indicating more obvious uncertainty of 3-month-ahead forecasting. It is also due to the less known knowledge of hydrologic processes for longer time-step forecasting. Generally, along with the increase of forecasting period, the relation among explanatory hydrologic data and forecasted hydrologic variable would become less known and weaker, so uncertainty would become more obvious, leading to worse forecasting results. In addition, the 3-month-ahead probabilistic forecasting by the proposed approach has identically rapid convergence rate as that in 1-month-ahead probabilistic forecasting, and it is also due to the effect of convergence criterion. However, the result in Sang et al. (2013) indicated slower convergence rate of 3-month-ahead probabilistic forecasting when using the AM-MCMC-WR model. Comparatively, the proposed approach has higher efficiency for probabilistic forecasting of hydrologic time series.
Conclusions
In this paper, an approach for probabilistic forecasting of hydrologic time series by wavelet neural model was proposed. By applying to the Xixian hydrologic station in the Huai River watershed for 1-month-and 3-month-ahead forecasting, the performance of the proposed approach was investigated. It can gain both optimal and probabilistic forecasting result by using wavelet neural model, so uncertainty can be evaluated, based on which more rational decisions can be made.
There are equifinality among neural parameters sets, so uncertainty is the inevitable existence in hydrologic time series forecasting by neural models. The understandings gained from this study are summed up as: (1) forecasting results become worse along with the increase of forecasting period. It is due to the less known knowledge about the relation between input and output data sets for longer-step forecasting; (2) choice of suitable convergence criterion is a key factor when using the proposed approach, because it directly determines the accuracy, convergence rate and uncertainty degree of probabilistic forecasting result. Generally, when the chosen convergence criterion can ensure the accuracy of optimal forecasting result, the proposed approach has high efficiency as Bayesian method, and both of them have much higher efficiency than conventional Monte-Carlo method. However, several detailed issues should be carefully considered when using the proposed approach, including the choice of proper likelihood function, accurate wavelet decomposition of series, and determination of proper wavelet neural structure. Only by carefully considering these issues, more reasonable results of hydrologic forecasting could be obtained.
Finally, it should be pointed out that although the proposed approach can do probabilistic forecasting, forecasting of extreme values is still a difficult task, which are clearly shown in the forecasting result of RS1 series, as well as many other present studies (Minns and Hall 1996; Jain and Kumar 2007) . For the RS1 series, although the value range in the calibration data set can contain that in the verification data set, accurate forecasting result of extreme values cannot be obtained by any of those models used. Following stochastic hydrology theory (Chou 2011; Sang et al. 2014 ), deterministic components and extreme values in hydrologic series are generated by obviously different physical mechanisms (Kuczera 1992) . Hydrologic extreme values usually show pure random characters and thus could not be accurately forecasted by any deterministic model. To improve hydrologic time series forecasting, it may be more feasible and desirable to describe the uncertainty of hydrologic extreme values by proper confidence interval.
