Symmetric submodular functions are an important family of submodular functions capturing many interesting cases, including cut functions of graphs and hypergraphs. Maximization of such functions subject to various constraints receives little attention by current research, unlike similar minimization problems that have been widely studied. In this work, we identify a few submodular maximization problems for which one can get a better approximation for symmetric objectives than the state-of-the-art approximation for general submodular functions.
INTRODUCTION
The study of combinatorial problems with submodular objective functions has recently attracted much attention and is motivated by the principle of economy of scale, prevalent in real-world applications. Submodular functions are also commonly used as utility functions in economics and algorithmic game theory. Symmetric submodular functions are an important family of submodular functions capturing, for example, the mutual information function and cut functions of graphs and hypergraphs.
Minimization of symmetric submodular functions subject to various constraints and approximating such functions by other functions have received a lot of attention [11, 13, 22, 29, 30] . However, maximization of symmetric submodular functions was the subject of only limited research, despite an extensive body of works dealing with the maximization of general non-negative submodular functions (see, e.g., References [3, 5, 9, 27, 32] ). In fact, we are only aware of two articles dealing with the maximization of symmetric submodular functions. First, Reference [16] shows an 1 /2-approximation algorithm for the problem of maximizing a symmetric submodular function subject to no constraint (which is the best possible). This result was later complemented by an algorithm achieving the same approximation ratio for general submodular functions [3] . Second, Reference [26] shows a 1 /3-approximation algorithm for maximizing a symmetric submodular function subject to a general matroid base constraint.
In this work, we identify a few submodular maximization problems for which one can get a better approximation for symmetric objectives than the state-of-the-art approximation for general submodular functions. Our first result is an improved algorithm for maximizing a non-negative symmetric submodular function f : 2 N → R + subject to a down-monotone solvable polytope P ⊆ [0, 1] N . More formally, a set function f : 2 N → R + is symmetric if f (S) = f (N \ S) for every set S ∈ N and submodular if f (A) + f (B) ≥ f (A ∪ B) + f (A ∩ B) for every pair of sets A, B ⊆ N , and a polytope P ⊆ [0, 1] N is solvable if one can optimize linear functions subject to it and down-monotone if for every two vectors x, y ∈ [0, 1] N , x ≤ y and y ∈ P imply x ∈ P. Additionally, given a set function f : 2 N → R, its multilinear extension is the function F : [0, 1] N → R defined by F(x) = E[ f (R(x))], where R(x) is a random set containing every element u ∈ N with probability x u , independently. Our result is an approximation algorithm for the problem max{F(x) : x ∈ P} whose approximation ratio is about 1 
2/d(P) )], where d(P) ∈ [0, 1] is a value, known as the density 1 of P, measuring the tightness of the constraints defining P. In the following theorem, and throughout the article, we use n to denote |N |. Theorem 1.1 improves over the result of Reference [19] and the more recent results of References [14] and [1] . These works gave algorithms with approximation ratios of e −1 − o(1) ≈ 0.367, 0.372, and 0.385, respectively, for the case of general submodular functions. On the other hand, Theorem 1.1 provides an approximation ratio of at least 1 /2 · [1 − e −2 ] − o(1) ≥ 0.432 for an arbitrary down-monotone solvable polytope, since T can always be set to be at least 1. For many polytopes the fractional solution produced by Theorem 1.1 can be rounded using known rounding methods (see, e.g., pipage rounding [5] , swap rounding [8] , and contention resolution schemes [9] ). For example, matroid polytopes allow rounding without any loss in the approximation ratio. Moreover, due to property (1) of Theorem 1.1, the combination of our algorithm with the contention resolution schemes rounding described in Reference [9] produces 1 Consider a representation of P using m inequality constraints, and let u∈N a i,u x u ≤ b i denote the ith inequality constraint. By Section 3.A of Reference [17] , we may assume that all the coefficients are nonnegative and each constraint has at least one non-free non-zero coefficient. The density d(P) of P is defined as the maximum value of min 1≤i≤m better approximation ratios than might be expected by a black box combination (see Reference [19] for details).
Our next result considers the problem max{ f (S) : |S| = k} for a non-negative symmetric submodular function f : 2 N → R + . For this problem we prove the following theorem. Notice that Theorem 1.2 achieves for the problem max{ f (S) : |S| = k} the same approximation ratio achieved by Theorem 1.1 for the problem max{ f (S) : |S| ≤ k} (as long as k ≤ n/2). Using the same technique, we get a result also for the more well-studied case of general (non-symmetric) submodular functions. Theorems 1.2 and 1.3 improve over results achieved in Reference [4] when k/n ≤ 0.204 and k/n ≤ 0.093, respectively. Most practical applications of maximizing a submodular function subject to a cardinality constraint use instances having relatively small k/n ratios and, thus, can benefit from our improvements (see Reference [4] for a list of such applications). We complement Theorem 1.2 by showing that one cannot get an approximation ratio better than 1 /2 for any ratio k/n. The result of Theorem 1.4 follows quite easily from the symmetry gap framework of Reference [32] and is known for the case of general submodular functions as well as for some pairs of p and q (e.g., the case p /q = 1 /2 follows immediately from the work in Reference [32] ). We give the theorem here mainly for completeness and defer its proof to Appendix A.
We also consider the problem of unconstrained submodular maximization (i.e., the problem max{ f (S) : S ⊆ N }). For symmetric submodular functions, Reference [16] give for this problem a simple linear-time randomized algorithm and a slower deterministic local search, both achieving an optimal approximation ratio of 1 /2 (up to a low-order error term in the case of the local search). We show that for such functions there exists also a deterministic linear-time 1 /2-approximation algorithm. THEOREM 1.5. There exists a deterministic linear-time 1 /2-approximation algorithm for the problem max{ f (S) : S ⊆ N }, where f : 2 N → R + is a non-negative symmetric submodular function. Theorem 1.5 improves over the time complexity of the local search algorithm of Reference [16] and also avoids the low-order error term. It is interesting to note that a deterministic algorithm with the same approximation ratio (but a worse time complexity) for the case of general submodular functions was only very recently presented in Reference [2] .
Our final result considers a variant of the Submodular Welfare problem (SW [24] , which gives an approximation of 1 /2 for SW with identical non-negative symmetric utility functions. Interestingly, Theorem 1.6 also shows that SW with identical utility functions is a rare example of a submodular maximization problem with a non-monotone 4 objective having an approximation ratio strictly better than 1 /2 (for k > 2). On the other hand, the hardness result of Theorem 1.6 complements a result in Reference [25] , where it was shown that, even when the utility functions have a succinct representation (and thus can be evaluated directly instead of being accessed by a value oracle), no polynomial time algorithm can obtain a better-than (1 − 1/e)-approximation for SW with identical monotone utility functions unless P = N P.
Our Techniques
Some of our results are based on variants of the measured continuous greedy algorithm from Reference [19] . To describe the modifications we apply to this algorithm, we need some standard notation. For every set S ⊆ N , we use 1 S to denote the characteristic vector of S. Given two vectors x, y ∈ [0, 1] N , we use x ∨ y to denote the coordinate-wise maximum of x and y. In other words, for every u ∈ N , (x ∨ y) u = max{x u , y u }. Similarly, x ∧ y denotes the coordinate-wise minimum of x and y.
We are now ready to describe the two main ways in which we modify the measured continuous greedy algorithm.
• The analysis in Reference [19] relies on the observation that F(1 OPT 
Using the bound given by Lemma 1.7 in the analysis requires a slight modification of the measured continuous greedy algorithm to guarantee that its solution always obeys the requirements of the lemma. We defer the proof of Lemma 1.7 to Section 2.
• The measured continuous greedy algorithm can handle only constraints specified by a down-monotone polytope. Thus, it cannot handle problems of the form max{ f (S) : |S| = k}. To bypass this difficulty, we use two instances of the measured continuous greedy algorithm applied to the problems max{ f (S) : |S| ≤ k} and max{ f (N \ S) : |S| ≤ n − k}. Note that the optimal solutions of both problems are at least as good as the optimal solution of max{ f (S) : |S| = k}. A careful correlation of the two instances preserves their approximation ratios and allows us to combine their outputs into a solution for max{ f (S) : |S| = k} achieving the same approximation ratio.
Our result for the problem max{ f (S) : S ⊆ N } is based on a linear-time deterministic algorithm suggested in Reference [3] for this problem. It was shown in Reference [3] that this algorithm has an approximation ratio of 1 /3 for general non-negative submodular functions. The algorithm maintains two solutions X and Y that become identical when the algorithm terminates. The analysis of the algorithm is based on a set OPT(X, Y ) that starts as OPT and converts gradually to the final value of X (and Y ). The key observation of the analysis is showing that in each iteration (of the algorithm) the value of OPT(X, Y ) deteriorates by at most the increase in f (X)+ f (Y ). In this work, we show that the exact same algorithm provides 1 /2-approximation for nonnegative symmetric submodular functions. To that aim, we consider two sets OPT(X, Y ) and OPT(X, Y ). These sets start as OPT and OPT = N \ OPT, respectively, and convert gradually into the final value of X (and Y ). We prove that the deterioration of
Related Work
The literature on submodular maximization problems is very large, and, therefore, we mention below only a few of the most relevant works. Reference [16] provided the first constant factor approximation algorithms for max{ f (S) : S ⊆ N }. Their best approximation algorithm achieved an approximation ratio of 2 /5 − o (1) . Reference [21] used simulated annealing techniques to provide an improved approximation of roughly 0.41. Reference [18] combined the algorithm of Reference [21] with a new algorithm, yielding an approximation ratio of roughly 0.42. Finally, Reference [3] gave a 1 /2-approximation for this problem, matching a lower bound proved by Reference [16] .
The problem of maximizing a (not necessarily monotone) submodular function subject to a general matroid constraint was given a 0.309-approximation in Reference [32] . Using simulated annealing techniques this was improved to 0.325 [21] and shortly after was further pushed to 1 /e − o(1) in Reference [19] via the measured continuous greedy algorithm. Recently, Reference [4] showed that for the problem max{ f (S) : |S| ≤ k} (which is a special case of a matroid constraint) it is possible to get an approximation ratio in the range [ 1 /e + ε, 1 /2 − o(1)] for some small constant ε > 0 (the exact approximation ratio in this range depends on the ratio k/n). A hardness result of 0.491 was given in Reference [21] for the case k n.
The problem of maximizing a (not necessary monotone) submodular function subject to a matroid base constraint was shown to have no constant approximation ratio in Reference [32] . Reference [4] showed that the special case of max{ f (S) : |S| = k} admits an approximation ratio in the range [0.356, 1 /2 − o(1)] (again, the exact approximation ratio within this range depends on the ratio k/n). On the other hand, the hardness of 0.491 in Reference [21] applies also to this problem when k n.
The Submodular Welfare problem was studied in the case of monotone utility functions. The greedy algorithm achieves 1 /2-approximation for this problem [20] . This was improved to 1/(2 − 1 /k) in Reference [12] and then to 1 − 1 /e in Reference [5] using the celebrated continuous greedy algorithm. Finally, Reference [19] gave a 1
kapproximation algorithm, matching the hardness result in Reference [28] . 
PRELIMINARIES
For every set S ⊆ N and an element u ∈ N , we denote the union S ∪ {u} by S + u, the expression S \ {u} by S − u, and the set N \ S byS. Additionally, we use 1 S and 1 u to denote the characteristic vectors of S and {u}, respectively. Given a submodular function f : 2 N → R and its corresponding multilinear extension F : [0, 1] N → R, we denote the partial derivative of F at a point x ∈ [0, 1] N with respect to an element u by
N , we denote |x| = u∈N x u . We look for algorithms of polynomial in n (the size of N ) time complexity. However, an explicit representation of a submodular function might be exponential in the size of its ground set. The standard way to bypass this difficulty is to assume access to the function via a value oracle. For a submodular function f : 2 N → R, given a set S ⊆ N , the value oracle returns the value of f (S). Some of our algorithms assume a more powerful oracle that given a vector x ∈ [0, 1] N , returns the value of F(x). If such an oracle is not available, then one can approximate it arbitrarily well using a value oracle to f by averaging enough samples, which results in an o(1) loss in the approximation ratio of the relevant algorithms (which has already been taken into account in the results presented in Section 1). This is a standard practice (see, e.g., Reference [5] ), and we omit details.
The following lemma gives a few useful properties of submodular functions used throughout the article. 
PROOF. The first part of the lemma holds since:
Using the above observation, the second part of the lemma follows since, for a symmetric f ,
Finally, for the third part of the lemma, let us assume R(x), R(y), and R(z) are chosen using the following process: For every element u ∈ N , an independent and uniformly random threshold
Observe that this process indeed results in sets R(x), R(y), and R(z) having the right distributions. Moreover,
where the inequality follows from the submodularity of f .
We are now ready to give the promised proof of Lemma 1.7. LEMMA 1.7. Given a non-negative symmetric submodular function f : 2
where the equality and first inequality hold by Lemma 2.1, the second inequality holds by the non-negativity of f and the last inequality holds since x ∧ 1S ≤ x.
The following lemma shows that the multilinear extension behaves like a linear function within small neighborhoods. Similar lemmata appear in many works. A proof of this specific lemma can be found in Reference [17] (as Lemma 2.3.7), and is also given in Appendix B for completeness.
We also use the following lemma, which comes handy in proving the feasibility of the solutions produced by some of our algorithms. This lemma is implicitly proved in Reference [19] , and we give an explicit proof for it in Appendix C for completeness.
Then,
MEASURED CONTINUOUS GREEDY FOR SYMMETRIC FUNCTIONS
In this section, we prove Theorem 1.1.
To simplify the proof of the theorem, we assume the following reduction was applied.
REDUCTION 3.1. We may assume in the proof of Theorem 1.1 that 1 u ∈ P for every u ∈ N .
PROOF. An element u ∈ N such that 1 u ∈ P cannot appear in any integral solution. Thus, removing all such elements from N results in a new instance with the same value of max{F(x) : x ∈ P ∩ {0, 1} N }. Moreover, such a removal can only increase d(P), and thus, the guarantee of Theorem 1.1 for the new polytope must be as strong as for the original polytope.
The algorithm we use to prove Theorem 1.1 is Algorithm 1, which is a variant of the Measured Continuous Greedy algorithm presented by Reference [19] (the sole difference between the algorithms is the addition of the loop starting on Line 7). Notice that the definition of δ in the algorithm guarantees two properties: δ ≤ n −5 and t = T after n 5 T iterations. These properties imply, by Lemma 2.3, that the output of
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Let I(t) be a vector in P maximizing I(t) · w(t).
Algorithm 1 obeys properties (a) and (b) guaranteed by Theorem 1.1. Thus, to complete the proof of Theorem 1.1, it is only necessary to show that the approximation ratio of Algorithm 1 matches the approximation ratio guaranteed by the theorem.
First, we need a lower bound on the improvement achieved in each iteration of the algorithm. The following lemma is a counterpart of Lemma III.2 of Reference [19] .
PROOF. Let us calculate the weight of OPT according to the weight function w(t).
where the third and last equalities follow from the linearity of expectation, and the inequality follows from submodularity. Since 1 OPT ∈ P, we get:
Hence,
where the first equality follows from the multilinearity of F.
PROOF. Notice that max u∈N f ({u}) ≤ f (OPT) by Reduction 3.1. Hence, by combining Lemmata 2.2 and 3.2, we get:
where y(t + δ) represents its value before the loop starting on Line 7 of Algorithm 1.
The corollary follows by noticing that the above loop decreases a coordinate of y(t + δ) only when the partial derivative of F(y(t+δ)) with respect to this coordinate is negative, and thus, the value of F(y(t + δ)) after this loop terminates must be at least as large as its value before the loop starts.
The last corollary gives a lower bound on the improvement achieved in every step of the algorithm in terms of F(y(t) ∨ 1 OPT ). To make this lower bound useful, we need to lower bound the term F(y(t) ∨ 1 OPT ) using Lemma 1.7. The following lemma shows that the conditions of Lemma 1.7 hold.
LEMMA 3.4. F(x) ≤ F(y(t)) for every 0 ≤ t ≤ T and vector x
PROOF. First observe that the lemma is trivial for t = 0 since y(0) = 1 ∅ . Hence, we assume in the rest of the proof t > 0.
Let u 1 , u 2 , . . . , u n be the order in which the algorithm scans the elements in the loop starting on Line 7. Let y i (t) be the vector y(t) immediately after the iteration of this loop corresponding to u i . Notice that y(t) = y n (t). Then,
where the equality follows from the chain rule and the inequality follows from submodularity and the observation that x ≤ y(t) ≤ y i (t). The algorithm guarantees that for every
PROOF. Combining Lemmata 1.7 and 3.4 implies F(y(t) ∨ 1 OPT ) ≥ f (OPT) − F(y(t)).
The corollary now follows by plugging this inequality into Corollary 3.3.
At this point, we have a lower bound on the improvement achieved in each iteration in terms of f (OPT) and F(y(t)). To complete the analysis of the algorithm, we need to derive from it a bound on the value of F(y(t)) for every time t. Let g(t) be defined as follows:
]. The next lemma shows that a lower bound on g(t) also gives a lower bound on F(y(t)).
LEMMA 3.6. For every 0 ≤ t ≤ T that is an integer multiple of δ, g(t) ≤ F(y(t))
PROOF. Let c be the constant hiding behind the big O notation in Corollary 3.5. 0)). Assume now that the claim holds for some t, and let us prove it for t + δ. Corollary 3.5 gives
We prove by induction on t that g(t) ≤ F(y(t))
The function g is given by a recursive formula; thus, evaluating it is not immediate. Instead, we show that the function
we are able to show this since h(t) is the solution of the differential equation
, which is a continuous counterpart of the recursive formula defining g.
LEMMA 3.7. For every 0 ≤ t ≤ T that is an integer multiple of δ, g(t) ≥ h(t).
PROOF. The proof is by induction on t.
. Assume now that the lemma holds for some t, and let us prove it holds for t + δ,
We are now ready to prove the approximation ratio of Theorem 1.1 using the last lemmata.
PROOF OF THE APPROXIMATION RATIO OF THEOREM 1.1. By Lemmata 3.6 and 3.7,
The proof is now complete since T is a constant and δ ≤ n −5 .
EQUALITY CARDINALITY CONSTRAINTS
In this section, we prove Theorem 1. PROOF. The reduction follows immediately from the proof of Corollary 5.3 in Reference [26] . The idea is that if this is not the case, then letk = n − k. It can be verified that 2k ≤ n, that the problem max{f (S) : |S| =k} is equivalent to the original problem
14 else return y
and thatf is a non-negative symmetric submodular function if and only if f has these properties (in fact, if f is symmetric, then f =f ).
The algorithm we use to prove Theorem 1.2 is Algorithm 2. One can think of this algorithm as two synchronized instances of Algorithm 1. One instance starts with the solution 1 ∅ and looks for a solution obeying the constraint u∈N x u ≤ k. The other instance starts with the solution 1 N and looks for a solution obeying the constraint u∈N x u ≥ k (alternatively, we can think of the second instance as having the objectivē f and the constraint u∈N x u ≤ n − k). The two instances are synchronized in two senses:
• In each iteration, the two instances choose direction vectors I 1 and I 2 obeying I 1 + I 2 = 1 N (i.e., the direction vector of one instance implies the direction vector of the other instance).
• The direction vectors are selected in a way that improves the solutions of both instances.
Notice that the value of the parameter T , which is common to both instances, is set as the maximum value that still guarantees that both instances produce solutions obeying their corresponding constraints according to Theorem 1.1. The output of Algorithm 2 is a fractional solution. This solution can be rounded into an integral solution using a standard rounding procedure such as pipage rounding [5] .
We begin the analysis of Algorithm 2 by showing it can be implemented efficiently using an LP solver. 
The following lemma follows from Lemma 2.3:
For every time 0 ≤ t ≤ T that is an integer multiple of δ, the vectors y 1 (t) and y 2 (t) obey the following:
PROOF. We first prove the first part of the lemma by induction on t. For t = 0, the claim is trivial. Assume the claim holds for time t, and let us prove it for time t + δ. By definition, for every element u ∈ N , either
Similarly, we also get either
To prove the second part of the lemma, let y 3 (t) = 1 N − y 2 (t) for every time t. It is easy to see that for every time 0 ≤ t < T and element u ∈ N : 
). To prove the third part of the lemma, notice that the densities of both polytopes u∈N x u ≤ k and u∈N x u ≤ n − k are at least k/n. Thus, by Lemma 2.3,
. The third part of the lemma follows from these observations since |y 2 (T )| = n − |y 3 (T )|.
As a corollary of Lemma 4.3, we can guarantee feasibility. Let y be the vector produced by Algorithm 2. 
Observe that y is a convex combination of y 1 (T ) and y 2 (T ), and thus, it is a vector in [0, 1] N . Moreover,
Our next objective is lower bounding F(y) in terms of F(y 1 (T )) and F(y 2 (T )). Let r : [0, 1] → R + be the function
Intuitively, r(x) evaluates F on a vector that changes from y 1 (T ) to y 2 (T ) as x increases.
OBSERVATION 4.5. r is a non-negative concave function.
PROOF. The non-negativity of r follows immediately from the non-negativity of F. Thus, it only remains to prove that r is concave. Letr(x) = y F(r(t) ). By the chain rule,
By Lemma 4.3, y 
Thus, the concavity of r implies:
The proof of Theorem 1.2 now boils down to lower bounding min{F(y 1 (T )), F(y 2 (T ))}. The following lemma is a counterpart of Lemma 3.2. Let (t) = min{F(y 1 (t)
LEMMA 4.7. For every time 0 ≤ t < T ,
PROOF. Let us calculate the weights of OPT and OPT according to the weight functions w 1 (t) and w 2 (t), respectively.
and
where the inequalities follow from submodularity. Since |OPT| = k,
PROOF. Let u * be the element of N for which f ({u * }) = max u∈N f ({u}), and let A, B ⊆ N − u * be two disjoint subsets of size k − 1 (there are such sets since |N − u
COROLLARY 4.9. For every time 0 ≤ t < T ,
PROOF. Lemmata 2.2, 4.7, and 4.8 imply
where y 1 (t + δ) represents its value at the beginning of the loop starting on Line 9. The first part of the corollary now follows by noticing that the last loop can only increase the value of F(y 1 (t + δ)). The second part of the corollary is analogous.
To make the lower bounds given by the above lemma useful, we need a lower bound on (t). This lower bound is obtained using Lemma 1.7. Proving that the conditions of Lemma 1.7 hold can be done using ideas from the proof of Lemma 3.4.
LEMMA 4.10. For every time 0 ≤ t < T , (t) ≥ f (OPT).
PROOF. It can be easily verified that Lemma 3.4 applies here (for y 1 (t)), i.e., for every vector x ≤ y 1 (t), F(x) ≤ F(y 1 (t)). Combining this observation with Lemma 1.7 gives
Using an analogous proof to the one of Lemma 3.4, it can be shown that for every vector x ≥ y 2 
(t), F(x) ≤ F(y 2 (t)). This implies thatF(x)
≤F(1 N − y 2 (t)) for every x ≤ 1 N − y 2
(t). Combing this observation with Lemma 1.7 gives
The lemma now follows by plugging inequalities (1) and (2) into the definition of (t).
Corollary 4.9 and Lemma 4.10 imply together the following counterpart of Corollary 3.5.
COROLLARY 4.11. For every time
Repeating the same line of arguments used in Section 3, the previous corollary implies:
We are now ready to prove the approximation ratio guaranteed by Theorem 1.2.
PROOF OF THE APPROXIMATION RATIO OF THEOREM 1.2. By Corollary 4.6 and Lemma 4.12, the approximation ratio of Algorithm 2, up to an error term of o (1) , is at least
DETERMINISTIC 1/2-APPROXIMATION FOR UNCONSTRAINED SYMMETRIC SUBMODULAR MAXIMIZATION
In this section, we prove Theorem 1.5. Algorithm 3 is a restatement of Algorithm 1 in Reference [3] . Reference [3] proved that this algorithm provides a 1/3-approximation for the problem max{ f (S) : S ⊆ N } when f is a non-negative submodular function. Moreover, they showed a tight example for which the algorithm achieves only 1/3 + ε approximation. We prove that when f is also symmetric the approximation ratio of this algorithm improves to 1/2, and thus prove Theorem 1.5. Consider the change in the value of f (OPT i ) + f (OPT i ) as i increases. The value of this expression starts as 2 f (OPT) (for i = 0) and deteriorates to 2 f (X n ) (for i = n). The main idea of the proof is to bound the total loss of value. This goal is achieved by the following lemma that upper bounds the loss in value occurring whenever i increases by 1. More formally, the lemma shows that the decrease in f (OPT i ) + f (OPT i ) is no more than the total increase in value of both solutions maintained by the algorithm, that is, 
The above sums are telescopic. Collapsing them and using the non-negativity of f results in the following:
Using the equalities of Observation 5.1, we obtain the following:
The theorem now follows from the symmetry of f .
It all boils down now to proving Lemma 5.2.
PROOF OF LEMMA 5.2. Assume a i ≥ b i (the other case is analogous). This assumption implies X i = X i−1 + u i and Y i = Y i−1 , which induce
Thus, the lemma we want to prove can be rewritten as
We have to consider two cases. If u i ∈ OPT, then the left side of Equation (3) is equal to
where the first inequality follows by submodularity:
then the left side of Equation (3) is equal to
where the first inequality follows, again, by submodularity:
SUBMODULAR WELFARE WITH IDENTICAL UTILITIES
In this section, we prove Theorem 1.6. The positive and negative parts of the theorem are proved in Sections 6.1 and 6.2, respectively. 
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Update S i ← S i + u. 6 for i = 1 to k do 7 Assign the elements of S i to player p i .
Proof of the Positive Part of Theorem 1.6
Consider the algorithm assigning every element u ∈ N to a random one of the k players. A formal description of this algorithm is given as Algorithm 4 (the notation [k] used by Algorithm 4 denotes the set {1, 2, . . . , k}). We show that Algorithm 4 has the approximation ratio guaranteed by Theorem 1.6.
Despite the simplicity of Algorithm 4, we do not have a simple analysis of its approximation ratio making it intuitively clear why the approximation ratio is what it is. Instead we give two analyses that prove this approximation ratio through, somewhat involved and unintuitive, mathematical manipulations. One analysis of the algorithm can be found in Appendix E. Below we give a quite different simpler analysis suggested by Uri Feige. Both analyses use the two following known lemmata.
LEMMA 6.1 (LEMMA 2.2 OF REFERENCE [16]). Let f : 2 N → R be submodular. Denote by A( p) a random subset of A where each element appears with probability p. Then,
Following the notation of Lemma 6.1, given a set A and a probability p, we use A( p) in the rest of the article to denote a random set containing every element of A with probability p, independently. 
The following lemma bounds the change in E[ f (T i (k −1 ))] as a function of i. Let opt be the value of the optimal solution (i.e., opt
PROOF. Let us fix the permutation π and the set T i−1 (k −1 ). Observe that after these fixes each element of OPT π(i) belongs to
is a non-negative submodular function of S. Hence, by Lemma 6.1,
We now unfix the set T i−1 (k −1 ) and the permutation π , except for π (i). By the law of total expectation, the previous inequality now becomes
where the expectations are over the random choice of the entries other than π (i) in π , the subset of the elements of T i−1 that remain in T i−1 (k −1 ), and the subset of the elements of OPT π(i) that remain in OPT π(i) (k −1 )). Observe that an element u ∈ N belongs to T i−1 if and only if it belongs to one of the sets {OPT π( j) } i−1 j=1 , which happens with probability at most
(we say "at most" since this probability is 0 for elements of OPT π(i) ). Moreover, notice that OPT π(i) is deterministic (as we are still fixing π (i)), and f (S ∪ OPT π(i) ) is a non-negative submodular function of S. Hence, by Lemma 6.2,
Plugging the last inequality into Inequality (4) and unfixing π (i), we get
The lemma now follows since T i (k −1 ) has the same distribution as
Lemma 6.3 gives a recursive formula for a lower bound on
The next lemma proves a closed form of this lower bound.
PROOF. We prove the lemma by induction on i. First, let us prove the base case. Since f is non-negative,
Next, assume the lemma holds for i − 1 ≥ 0, and let us prove it for i. By Lemma 6.3 and the induction hypothesis,
The lemma now follows by plugging the next equality into the previous inequality.
We are now ready to prove the positive part of Theorem 1.6.
PROOF OF THE POSITIVE PART OF THEOREM 1.6. Observe that T k (k −1 ) is a random set containing every element of N with probability k, independently. Hence, T k (k −1 ) has the same distribution as every one of the sets
. Thus, by Lemma 6.4:
The theorem now follows since
is the value of the solution produced by Algorithm 4.
Proof of the Negative Part of Theorem 1.6
Let us begin with a tight example showing that our analysis of Algorithm 4 is tight. Consider an instance of SW with k ≥ 2 players and a set N of k items. The utility function of all the players is the non-negative submodular function f (S) : N → R + defined as follows.
PROOF. Observe that
COROLLARY 6.6. There exists an instance of SW with k players having identical nonnegative submodular utility functions for which the approximation ratio of Algorithm 4 is
PROOF. The above instance of SW has an optimal solution OPT assigning a single (arbitrary but unique) element to every player. The value of this solution is k. On the other hand, the solution produced by Algorithm 4 has an expected value of
To convert the above tight example into an hardness result, we need the following lemma from Reference [32] . 
and the value depends only onx.
• The first partial derivatives ofF,Ĝ are absolutely continuous.
• If f is monotone, then
• If f is submodular, then
Observe that the function f depends only on the size of its input set, and thus is invariant under any permutation of N . In other words, in our context:x is a vector having the value |x|/k in all the coordinates. LetF andĜ be the function guaranteed by Lemma 6.7 when it is applied to f (with the group of all permutations).
LEMMA 6.8. There exists a set of k integral vectors o
On the other hand, for every set of k vectors
PROOF. Recall that N contains exactly k elements, and let us name them
Consider now an arbitrary set of k vectors 39:22
Finally,
Given an arbitrary n ≥ 1, we construct two instances of SW as follows. Both instance share a single ground set N n = N × [n] and have k players. The utility function (of all the players) in the first and second instances arê
respectively, where
N is a vector whose v coordinate counts the number of pairs in S containing v. More formally, for every v ∈ N ,
The following lemma of Reference [32] shows (together with the gurantees of Lemma 6.7) that bothf andĝ are submodular. LEMMA 6.9 (LEMMA 3.1 OF REFERENCE [32] 
• If the first partial derivatives of F are absolutely continuous and
The following lemma uses Lemma 6.8 to bound the values of the optimal solutions of the SW instances corresponding tof andĝ. LEMMA 6.10. Let optf and optĝ denote the optimal values of the two SW instances having N n as the set of items and k players whose (common) objective functions aref andĝ, respectively. Then:
PROOF. By Lemma 6.8 there exists a set of
. Clearly the sets A 1 , A 2 , . . . , A n form a partition of N n , and
The last equality implies, by Lemma 6.8,
The following lemma shows that it is difficult to distinguish between the two above instances of SW (in some sense). 
then ALG is guaranteed to follow the same computation path as when it getsĝ and outputs a set of the same value in both cases. Hence, we only need to show that if h is sub-exponential, then with high probability g(
Due to the random renaming, D i is in fact a random subset of size |D i | of N n . For every v ∈ N , n· x v has a hypergeometric distribution. We bound the probability n· x v deviates from its expectation using bounds given in Reference [31] (these bounds are based on results of [10, 23] ). First, observe that
By the union bound, with probability at least 1 − 2ke
every v ∈ N , and thus
Hence, by Lemma 6.7, with probability at least 1 − 2ke
Using the union bound again, we get that with probability at least 1 − 2khe
The lemma now follows since δ and k are constants and h is sub-exponential in n.
We are now ready to prove the negative part of Theorem 1.6.
PROOF OF THE NEGATIVE PART OF THEOREM 1.6. Fix an arbitrary deterministic algorithm ALG for SW with identical utility functions making a sub-exponential number of value oracle queries. By Lemma 6.11, there exists a distribution of instances D (produced via the random renaming) such that:
• Given an instance drawn from D, ALG finds with probability at least 1 − ε a solution of value at most optĝ.
• No instance in D has a solution of value more than optf .
Hence, given an instance drawn from D, the expected value of ALG's solution is at most:
where the first inequality follows from Lemma 6.10 and the second one follows by assuming ε ≤ 1 (notice that we may assume ε is smaller than any arbitrary positive constant since proving the theorem for a small value of ε proves it also for larger values of ε). The approximation ratio of ALG is, therefore, no better than
where the last inequality assumes ε ≤ 1/3. This completes the proof of the theorem for deterministic algorithms. The proof extends to randomized algorithms via Yao's Principle, since we have found a single distribution D that is difficult for every deterministic algorithm using a sub-exponential number of value oracle queries.
APPENDIX A. HARDNESS OF CARDINALITY CONSTRAINTS UNDER SYMMETRIC OBJECTIVES
In this section, we prove Theorem 1.4. The classes of problems referred to by Theorem 1.4 are closed under the refinement defined by Definition 1.7 in Reference [32] (for given p and q). Thus, by Theorem 1.8 in Reference [32] , to prove Theorem 1.4 it is enough to find (for given p and q) a symmetric submodular function f p,q : 2 N → R + (and a corresponding multilinear extension F p,q ) obeying
• There exists a set S ⊆ N of size 2 p such that f p,q (S ) = 1.
• There exists a permutation σ :
PROOF OF THEOREM 1.4. We define f p,q as follows:
Let us show that f p,q has all the required properties. First observe that f p,q can be presented as the cut function of a graph containing 2q nodes and a single edge; hence, it is symmetric and submodular. Also, the set S = {1, 2, . . . , 2 p} is of size 2 p and have f p,q (S ) = 1.
Consider now the permutation σ mapping every node i to 2q − i + 1. Since this permutation maps 1 and 2q to each other, we get f p,q (S) = f p,q (σ (S)) for every set S ⊆ N . Moreover, every vector x ∈ {z ∈ [0, 1] N : σ (z) = z} must have: z 1 = z 2q . Hence,
B. PROOF OF LEMMA 2.2
The lemma is trivial when δ is bounded away from zero. Thus, we may assume that δ is smaller than any given constant. Let us denote the term max u∈N f ({u}) by w, and the term max S⊆N f (S) by W. From the submodularity of f , we get the following observation.
Let A be the set of elements u with x u > x u , and let B be the set of elements with x u < x u . Recall that R(x) is a random set containing every element u ∈ N with probability x u . For the sake of the proof, we assume that R(x ) is formed from R(x) using the following process. Every element of A \ R(x) is added to a set D with probability of 1 − (1 − x u )/(1 − x u ), and every element of B ∩ R(x) is added to D with probability 1 − x u /x u . Then, R(x ) is chosen as R(x) ⊕ D (i.e., R(x ) is the set of elements that appear either in R(x) or in D, but not in both). Observe that every element u ∈ N gets into D with probability |x u − x u | ≤ δ, independently. We now bound the value of
PROOF. Let N + be the set of elements in N that have (
The term (1 − δ) n can be lower bounded as follows:
Combining everything, and recalling that f (S) ≤ W ≤ n · w for every S ⊆ N , we get
PROOF. Let us bound the probability that |D| ≥ 2. Since every element gets into D with probability at most δ:
Therefore,
Lemma 2.2 now follows immediately from the above lemmata and the law of total probability.
C. PROOF OF LEMMA 2.3
We begin by proving the first part of the lemma, namely y(i)/(δi) ∈ P. Notice that Since the vectors {I( j)} i j=1 all belong to P by definition, y(i)/(δi) is upper bounded by a convex combination of vectors in the polytope P and, thus, belongs to P as well.
It remains to prove the second part of the lemma, namely that δi ≤ T P implies y(i) ∈ P. Consider some constraint u∈N a u x u ≤ b belonging to the representation of P using inequalities which implies its density. We assume a u > 0 for some u ∈ N , otherwise, the constraint holds always and can be ignored. Let 
PROOF. We prove by induction on j that y u ( j) ≤ 1 − e −I j u + 0.5δ 2 j. For j = 0 the lemma holds since y u ( j) = 0 = 1 − e −0 + 0.5δ 2 · 0. Assume now that the claim holds for some j ≥ 0, and let us prove it for j + 1,
The following lemma is a mathematical observation needed to combine the last two lemmata. LEMMA C.3. Let c 1 , c 2 > 0, and let z 1 , z 2 be two variables whose values obey c 1 z 1 + c 2 z 2 = s for some constant s. Then, the expression c 1 (
PROOF. The value of z 2 is given, in terms of z 1 , by z 2 = (s − c 1 z 1 )/c 2 . Hence, we can derive the expression c 1 (1 − e −z 1 ) + c 2 (1 − e −z 2 ) by z 1 as follows:
Observe that the first part of the derivative is always positive. The second part is a decreasing function of z 1 , and, therefore, the original function has a global maximum when the right-hand side equals 0, which happens when
The following lemma upper bounds the left-hand side of our general constraint u∈N a u · x u ≤ b when we plug in x = y(i).
LEMMA C.4. Let N ⊆ N be the set of elements with a strictly positive a u . Then,
The second term of the right-hand side is independent of the values taken by the I i u 's, therefore, we can upper bound the entire right-hand side by assigning to the I i u 's values maximizing the first term. Let us determine these values.
• The summand is an increasing function of I i u , and, hence, we may assume that the sum u∈N a u · I i u has its maximal possible value, which is δib by Lemma C.1.
• By Lemma C.3, the maximum is attained when I i u is identical for all elements u ∈ N .
It can be easily seen that the sole solution satisfying these conditions is I We notice that Lemma D.3 applies also toF sincef is also submodular. The following lemma is a counterpart of Lemma III.6 in Reference [19] . PROOF. We first prove the inequality y 1 u (t) ≤ 1 − (1 − δ) t/δ . The proof is done by induction on t. For t = 0, the inequality holds, because y 1 u (0) = 0 = 1 − (1 − δ) 0/δ . Assume the inequality holds for some t, and let us prove it for t + δ,
The proof that 1 − y 2 u (t) ≤ 1 − (1 − δ) t/δ is analogous to the above proof. To complete the proof of the lemma, we still need show that the inequality 1 − (1 − δ) t/δ ≤ 1 − e −t + O(δ) holds,
where the last inequality holds since e −t t ≤ e −1 for every t.
COROLLARY D.5. To complete the analysis of Algorithm 5, we need to derive from the last corollary lower bounds on F(y 1 (T )) and F(y 2 (T )). This derivation is identical to the one used in Reference [19] to derive their result from their Corollary III.7 (which is the counterpart of Corollary D.6). We give the proof again below for completeness.
Let g(t) be defined as follows: g(0) = 0 and g(t + δ) = g(t) + δ[e −t · f (OPT) − g(t)]. The next lemma shows that a lower bound on g(t) also gives a lower bound on F(y 1 (t)) and F(y 2 (t)).
LEMMA D.7. For every time 0 ≤ t ≤ T , g(t) ≤ min{F(y 1 (t)), F(y 2 (t))} + O(n 3 δ) · t · f (OPT).
PROOF. We prove g(t) ≤ F(y 1 (t)) + O(n 3 δ −2 ) · t · f (OPT). The proof of the claim for F(y 2 (t)) is analogous. Let c be the constant hiding behind the big O notation in Corollary D.6. We prove by induction on t that g(t) ≤ F(y 1 (t)) + cn 3 δt · f (OPT). For
Since the sets of A are disjoint, an element appears in R(A − A i , h− 1) with probability at most (h− 1)/( − 1). On the other hand, since f (A i ∪ S) is a non-negative submodular function of S, we get by Lemma 6.2 that
The lemma follows by combining the above results.
The next lemma bounds the value of a certain random set obtained by taking the union of multiple random sets. Notice that Lemmata 2.2 and 2.3 in Reference [16] correspond to the cases of = 1 and = 2 of this lemma. The proof of the lemma is based on the same technique used in Reference [16] PROOF. The proof is by induction on . The case = 1 is identical to Lemma 6.1 (Lemma 2.2 in Reference [16] ). Assume the lemma holds for − 1 ≥ 1, and let us prove it for . Then,
Since f (A ∪ S) is a non-negative submodular function of S, we get by the induction hypothesis that
Combining the above equality and inequality, and changing the order of summation, gives
