The field of Machine Learning and the topic of clustering within it is still widely 
Introduction
The enormity of the digital data makes a rapid development of various methods of data analysis, giving an opportunity to analyze the data from a different perspectives, depending on the application. The most popular tasks of data analysis seem to be regression, classification, and clustering [1, 2, 3] . Clustering methods, in general, are still not satisfactory for a variety of data and specific goals, so new methods are still developed.
Benchmarking in the analysis of clustering methods
Every designer of a new method wants to know how good the proposed method is in comparison with others. Usually such comparison is made by run different methods on some commonly used benchmark datasets and use some of the proposed evaluation measures, e.g., [4, 5, 6, 7, 8, 9, 1] . Such practice is commonly known, here we mention only a very few examples. In [2] the authors used four datasets from the UCI ML repository and few other datasets taken from CHAMELEON, CURE, and BIRCH [10, 11] . Costa et al. [12] used real and synthetic XML data to evaluate the effectiveness and scalability of their method. Authors of [13] evaluated the performance of three different clustering methods according to four indices. Experiments were made using artificial and real-life datasets with the different number of clusters ranging from two to ten. Mirzaei and Mohammad [14] proposed an ensemble of hierarchical clustering, where obtained dendrograms are converted to matrices, which are further aggregated into a final matrix -a basis for forming the final clustering. The combination of hierarchical clustering was compared to the combination of partitional clustering. The experiments were made using twelve small benchmark datasets (from 98 to 353 instances) and twelve large datasets -from 625 to 5473 instances. Summing up, the evaluation of clustering techniques is made experimentally, using some developed quality measures that take into account some properties of the obtained clusters. The methods are run using some different datasets to collect quality measure values on different input data. This approach is common for various Machine Learning methods [4, 5, 6, 7, 8, 9, 15, 16, 17] .
In this paper we focus on a special type of clustering, a particular approach to hierarchical clustering, namely -a generation of a object cluster hierarchy. Hierarchical clustering paradigm [2, 12, 15, 18] , agglomerative or divisive approach, produces a dendrogram showing all levels of agglomerations. Although there is a hierarchy relation between clusters, there is no hierarchy relationship between objects. It is because all grouped objects are assigned only to the leaves and clusters are the result of cutting the tree at different levels. Any node in the tree, except leaves, does not have assigned objects. The structure of generated clusters is flat.
Brief introduction to Object Cluster Hierarchies
Our research concentrates on another paradigm that extends hierarchical cluster analysis and allows assigning objects to each node in the produced hierarchy tree [19, 20, 21] . We are developing a method which allows objects to be assigned to any node of the hierarchy tree, what is enough to receive a new hierarchy relation that exists between objects. Beside that we formulate three important requirements [20] :
• Inheritance -every object belonging to a given group also belongs to the parents groups, up to the root;
• Retention -objects do not need to be located in the tree's leaves;
• Variance -groups located lower in the hierarchy are more specific, i.e., every child group has to have not higher variation than its parents.
One can put the question: why a generation of hierarchical structures reflecting hierarchies between objects is worth to study? One of the first work on this subject is [19] where the authors pointed out that many data arise from a latent hierarchy, for example, a set of text documents or images. Such data can be modeled by a hierarchical structure, one possible way to discover the unobservable structure is to infer it during a learning process. Adams et al.
in [19] proposed the very flexible, nonparametric method allowing to develop trees of unbounded width and depth. The objects can be assigned to any node in a created tree. Also, some nodes can be empty, i.e., without assigned objects.
Above properties cause that the method is very interesting however we are not satisfied with its properties: objects belonging to the child node (child group) can vary more than objects assigned to the parent' nodes. Starting from this method as the prototype, we propose a new version of it, mainly but not only, by changing the kernel. After developing the authors' methods, we met the troubles with comparing our method with others, especially with our inspiration [19] and Bayesian Rose Trees [22] . The problem is twofold: firstly, there are no appropriate evaluation measures dedicated to such hierarchies of objects, they should reflect the desired properties listed above. Secondly -there is no available benchmark datasets with known properties, which could be used for testing different methods of hierarchical structures generation. Currently we try to overcome both difficulties. The first problem is a lack of proper measures dedicated to hierarchies with assumed requirements. The partial solution to this problem is presented in [23] ; however, we have developed more new, external and internal validation techniques which we plan to publish soon. Their experimental study requires appropriate datasets. So we decided to develop the method of generation the data structures with known characteristics, useful for generation of benchmark datasets that can be used by every researcher who is involved in the subject.
Contribution and problem description
The aim of our research is to fill the gap in the presence of commonly accessible benchmark datasets. The contribution of the paper is strictly scientific -we have developed a new method generating the hierarchical structures of data with assumed properties. The additional benefit for researchers can be a number of new benchmarks -hierarchical structures of data. Making our method freely available from the website (together with the instruction of how to use it) we allow researchers to generate new structures of data according to their needs. This will allow analyzing the quality of the evaluated methods -how generated structures are adequate to the input data, and to compare the quality of various methods of generating hierarchical structures, with the assumption that the used indices reflect required properties of the methods.
The design of benchmark data is not a trivial task [24] . Checking particular properties of the method requires the appropriate input data, revealing the desirable feature of the tested method, or the characteristics of the real data that the method is going to work with. Conclusions obtained on specific datasets
often cannot be applied to other datasets. However, conclusions based on data characteristics can be easily generalized what allows predicting the performance of evaluated method [25] . Chen in his thesis [25] controls shape, volume, and size of particular classes of generated datasets. The control by the parameters value of the generative models is desirable because it is convenient and facilitates the comprehensive evaluation process. A new benchmark dataset with production methodology is presented by O'shea et al. in [26] . The benchmark data concerns short text semantic similarity algorithms. The authors underline importance of benchmark datasets in the Machine Learning area.
Developing our method, we have taken into account all aspects of the potential use of the method as well as the generated datasets. The proposed tool (and datasets) can be used to test methods of clustering that should endure several properties of output models, they correspond to the three requirements, mentioned earlier:
• the data can be assigned to any node in the hierarchy, not only leaves,
• the standard deviation of data should always be lower (at most equal) in a child node than in the corresponding parent node,
• the data in a node should be more similar to data in parent and child clusters than to unrelated clusters located in different subtrees in the hierarchy.
In this paper we present details of the model of generated structures. The implemented tool (available for everyone) was used to study the influence of the model parameters on the characteristic of generated datasets. We analytically evaluated the average probability and the standard deviation of the data (objects) staying at particular levels of the hierarchy tree, depending on the parameters of the model. We also present some features of our tool by analysing the generated data. The tools together with example generated datasets are free, and they are accessible from http://kio.pwr.edu.pl/?page_id=396.
The paper is organized as follows. The next section presents the model and the generation process. In Section 3 we describe the meaning of used parameters.
These parameters control such features of generated structures as the hierarchy deep and wide, a distribution of data crossing the levels of the hierarchy, etc.
Conducted experiments and their results are shown and discussed in Section 4.
We verified the correctness of analytical and intuitive properties of the generator and how the different parameters affect the outcome of generation. The last section concludes the paper.
Generator model
The data generated by this tool can be seen as data coming from an infinite mixture model. Most commonly an infinite mixture model is composed of infinite, indexed distributions from which the data is drawn. In such a case the mixture weights can be drawn from a Dirichlet distribution, using the Stick Breaking Process. Generally, the distributions for the mixture components are unrelated to each other. This generator uses a similar approach, however it bases its mixture weights on the Tree Structured Stick Breaking Process, as described in [19] , which arranges the mixture components into a hierarchical structure.
This structure also defines the relationship between the mixture components, that is -parameters of the child distribution are based on the parent's parameters.
Hierarchies generated using the Stick Breaking Process posses the following characteristics:
1. Every node potentially has an infinite number of children;
2. The children of a node are indexed and ordered, however this indexing is not important after the generation process finishes; 3. Every node in the tree can have child nodes, the potential depth of the tree is infinite;
4. The hierarchy may contain empty nodes, that is, nodes that do not generate any data; 5. The child node parameters are generated based on the parent parameters and a kernel describing the transition; 6. The shape of the generated tree is dependent on a number of control hyperparameters.
Throughout this paper following symbols will be used to describe the generator and the generated model:
X -set of all data point, or objects, n -the number of data to be generated, α( ) -one of the control parameters for tree structure, described in depth later, we assume α( ) = α 0 λ | | , γ -second control paramter for tree structure, p, q -parameters for the kernel, θ ∅ -distribution for the root node.
Having these parameters we can draw conditional probabilities used to determine which node data is generated from. The first is the conditional probability of a datum remaining in node , at depth | |, when entering the node:
The second is the conditional probability of a datum traveling down subtree i if it does not remain in node and does not travel down sibling subtrees with a lower index ( j , j < i):
Additionally we need to define the kernel. We begin with a defined root node distribution given as a starting parameter of the generation method. The values defined at this point are the means and standard deviations for each of the Gauss distributions in the d different dimensions:
Then from there, for any node for which we need the distribution we can draw the distribution based on the parent's distribution. The child's mean values are drawn directly from the parent distribution and the child's standard deviation based on a scaling factor (∆σ n ) drawn from a Beta distribution. The values are taken separately for each dimension:
With the kernel defined we can now generate data from the model. We begin with the hyperparameters and the probability distribution for the root node
The following process continues until we generate n points:
Step 1: If |X| < n go to Step2, else end.
Step 2: Randomly draw an insertion point i x ∼ U ni(0, 1), i x ∈ (0, 1).
Step 3: Set the root node as the current node ( c := 0 ), depth is 0 (| c | := 0).
Step 4: If ν for the current node is not yet known, draw the value.
Step 5: If i x ≤ ν c then x ∼ θ c , the point belongs to the current node (X c := {x} ∪ X c ), go to Step 1, else move on to Step 6.
Step 6: Adjust i x to new value:
Step 7: Set current child node index ( c i ) to the first child node of the current node: i := 0.
Step 8: If ψ for the current child node is not yet known, draw the value:
Step 9: If θ for the current child node is not yet known, draw the values based on the parent of the node:
...
Step 10: If i x ≤ ψ c i go to
Step 11, else go to Step 12.
Step 11: Adjust the value of i x to new value: i x := i x /ψ c i . Make the current child the current node ( c := c i ) and increase depth (| c | := | c | + 1). Go to
Step 4.
Step 12: Adjust the value of i x to new value
Increment child index of currently relevant child node (i := i + 1). Go to Step 8.
For better understanding, the generation process described above is illustrated in block diagram Figure 1 .
Parameter selection
Different applications will require the generation of different benchmark data to best suit the desired outcome. The primary concern is the structure of the hierarchy, that is if the hierarchy is high or short, wide or narrow, as well as the distribution of data cross the levels of the hierarchy and also specific nodes.
Additionally the difference between data in parent and child nodes can also be important in some cases. All of them are controlled by a number of parameters in the model:
1. hierarchy depth: α 0 , λ or in a more general sense -the α( ) function, 2. hierarchy width: γ, 3. data specificity: p, q, 4. starting node distribution: θ ∅ .
Controlling the hierarchy depth
The depth of the hierarchy is controlled by the α. The higher the probabilities of data remaining in nodes, the less data will travel deep down the tree and thus the tree will be shallower. On the other hand, if the probability is lower the data will, on average, travel deeper into the tree before stopping. The average probability of data remaining in a given node is based on the selected START Set input parameters: d, n, α0, λ, γ, p, q, θ∅
Yes ν c drawn already (Gauss(∆µ1, σ c 1∆σ1) , ..., Gauss(∆µd, σ c d∆σd)) for k in 1, 2, ..., d: 
Additionally the variance can also be calculated:
Taking the two above value sets into account, as well as the data generation procedure, it is possible to estimate the shape of the tree. As parameters are continuous so is the spectrum of likely outcomes:
The structure of the tree is chaotic and hard to predict, the further away the parameters move from these values the more stable the tree becomes;
• α 0 < 1, λ ≤ 1: Shallow structure, data located primarily at the top of the tree;
• α 0 < 1, λ > 1: Similar to the above case, depth of the tree increases but most data is located at the top of the tree;
The structure is deep but data is not located at the top, the bigger α 0 starts out and smaller λ is the more data will move down the tree into the central or lower region;
• α 0 > 1, λ ≥ 1: Deep structure, data located primarily at top of the tree but spread out.
Controlling the hierarchy width
The width of the tree is based on the value of the γ parameter. Assuming that x ∈ X E and x ∈ X the average probability of data being generated from a specific subtree (based on index) can be used to estimate the number of children a node can potentially have:
Variance for these values can also be calculated:
Once more, taking the generation procedure into account and the influence of the parameter on the estimated values to judge the general tendencies of the model:
The number of children is chaotic and difficult to judge;
• γ < 1: Narrower tree, less children per node on average;
• γ > 1: Wider tree, more children per node on average.
Controlling data specificity
When a new group is considered, the parameters for that group's distribution are drawn based on the parent distribution and the p and q kernel parameters.
An important aspect of the generated model is that data becomes more specific in lower nodes. This behaviour is always present, however the values taken for the kernel change the average proportion of data standard deviation between the parent and child. This is based on the expected standard deviation of the new node compared to the old node (taken separately in each dimension):
By selecting p and q the rate at which the nodes become more specific can be altered. The lower the mean is the more specific every child will be (on average), the higher the variance is the more variety there will be in how the child nodes relate to their parent.
Influence of starting distribution on results
Due to the relative nature of the model (i.e., the specific values generated from the model are calculated relative to each other, starting from the set root distribution) the choice of initial distribution parameters is not important. The data generated from the model can be scaled afterwards to any desired values as well as moved in any direction along any dimension. Due to this the generator assumes a value for θ ∅ :
Data generated from the model can be then post processed to a more desirable spread of values. This is done by applying scaling and translation to all data generated by the model as well as the parameters of each group node.
Post-processing
The data also undergoes one form of post-processing after being generated.
This process, referred in this paper as reassignment, moves the data between clusters in such a way that each object belongs to the cluster it is most likely to be generated by:
The process does not modify the clusters number, relations or parameters in any way. It merely relocates data in order to reduce noise and produce cleaner clusters.
Experiments
Tests performed on the generator have a number of different goals. Primarily the tests served to investigate the correctness of analytical and intuitive properties of the generator parameters. Thus, a large part of the experiments serves to produce data to be investigated with the purpose of verifying how the different parameters affect the outcome of generation. Secondly, the experiments serve to visualise various properties of the generated hierarchies as a reference for anyone interested in using the generator. The presented values give a clearer view of the results depending on the various parameters, helping to judge the best parameter set for a given use. Thirdly, the results are taken separately for the raw datasets as generated from the statistical model, and the reassigned datasets.
The goal of the reassignment process is reducing noise in the generated data by moving objects to the node for which the likelihood of being drawn from that node is the highest. The purpose of these measurements was determining the influence of reassignment on the overall structure of the hierarchy.
Data presented in this section was obtained by averaging over 100 generations for each of the parameter sets. Each of the parameter sets represents a different hierarchy structure, some parameters remain constant across all experiments Table 1 . The experiments were then repeated twice for each generated data set: once using the initial assignment of data to nodes and a second time investigate the properties of the generated hierarchies:
• N -number of nodes in hierarchy, averaged over all hierarchies generated,
• L -number of leaves in hierarchy (nodes with no children or only empty children), averaged over all hierarchies generated,
• D -depth of the hierarchy, averaged over all hierarchies generated,
• B -breadth of the hierarchy, averaged over all levels in a hierarchy, then over all hierarchies generated,
• P -the average length of all paths in a hierarchy, averaged over all hierarchies generated.
Since the two last values (B and P ) are averages of averages, the value given to them is not the standard deviation but rather the average standard deviation over all generated hierarchies. All defined measures are reported separately for the regular and reassigned hierarchies in Tables 2 and 3 . The rest of the presented experiments figs. 2 to 9 consist of histograms averaged over the 100 generated hierarchies for each parameter set:
• average number of objects per node per level,
• average width per level,
• average number of leaves per level,
• average number of children per node per level
• average number of nodes with a given number of children The data accumulated from the generated hierarchies can be confronted with prior analytical estimations of the effect that parameters have on the structure of the hierarchy. The simpler issue is the γ parameter. This parameter is responsible for the formation of children and as such the breadth of the hierarchy.
We can see that for datasets that differ only by the γ value (s01 and s02 or s06 and s07), the distribution of data per level is very similar (Figures 4 and 5) it would be controlled by the α function, which does not change in this case.
On the other hand, there is a significant change in the width of the hierarchy, approximately by one order of magnitude (10 times higher for higher γ), as is predicted by the prior analysis.
The influence of the α 0 and λ are more difficult to describe concisely, as the two parameters are interwoven together within the α function, Equation (2) .
However the most significant presentation of the influence of this function is presented by comparison of the s00, s01, s02 and s04 dataset when compared with the s03, s05, s06 and s07 datasets. The first set of hierarchies has a clear tendency to retain data at higher levels more so than at lower ones ( Figures 2   and 3 ). In comparison, the other four hierarchies have the main mass of data lower than at the root level. Especially with the final two datasets (s06 and s07) the majority of objects are located close to the 5th level of the hierarchy.
For these two datasets we can see that α starts out as a higher value and declines at lower levels. For a high value of α the probability of retaining data in a node is low on average (compare the influence of parameters on the Beta distribution). Thus the higher levels do not retain data, but as the value of α drops over time more of it gathers in the lower levels of the hierarchy before finally the remaining data is passed on to the lowest levels. From this we come to an important conclusion about the importance of these two parameters for applications of the generator. In cases where it is undesirable to have many generic (root level) objects and it is important to have clearly distinct specific (lower level) objects, these two parameters must have values similar to those of s06 and s07 -high starting α 0 and a λ that controls the decline of the function value over levels. This behaviour was earlier predicted from the analytical study of the parameters also, see Equations (17) and (18), however the data shows the behaviour more clearly. It appears that the critical point for the parameters is the level at which the value of α drops below 1, though this was not fully explored in this paper and is left for further investigation.
A very prominent behaviour of the generator seen in all test cases is producing what will be referred to from this point onward as trailing divisions of data. Trailing divisions occur when the generator attempts to split small remaining partitions of data. This occurs both in right (higher index) children of a populated node and lowers down the hierarchy (Figure 12 ). In both cases it is possible to observe large numbers of small nodes (i.e., with a low number of children, usually one or zero -that is to say the node is a leaf node), as well as many nodes that are not populated with data. Trailing divisions reveal the fractal nature of trees generated by the procedure, which manifests itself both when producing direct children for a node (horizontal self-similarity) and going down the hierarchy (vertical self-similarity). Horizontally the above phenomenon can be visualised as the ordered set of all children of any node being statistically similar to the ordered set of all children of the node except the first one. It is a direct effect of the Tree Structured Stick
Breaking process [19] . Similarly to the above, from a vertical point of view, in any tree where λ = 1 all sub-trees of a node are statistically similar to that node. In the presented experimental data, these trailing divisions are visible as the falling off "tail" in the data per level histograms as well as the cause of the high deviation of width within the tree. Unfortunately, due to the nature of the TSSB distribution, it is impossible to avoid this behaviour without postprocessing. No forms of such post-processing were employed for the experiments presented in this paper.
As an additional observation to the above, the γ value does not change by level. Because of this, a very important factor in considering how many children a node will have is instead the number of data passing through the node. Bigger nodes that are located higher up are more likely to have more children than smaller nodes lower down the hierarchy. Additionally, the more children a node has, the more of them will be small nodes, i.e., nodes through which few objects pass, resulting primarily in leaf nodes or nodes with single children. This behaviour of smaller nodes also transfers to lower down the hierarchy where less data reaches leading to a similar behaviour.
Finally, the reassigned test cases show a tendency for data to move down hierarchy levels. Intuitively the groups located lower down in the hierarchy are more specific and potentially conflicting data would be prone to moving down into the more specific child clusters. However despite this tendency the hierarchies retain most of their previous characteristics, simply with the mass of data being shifted downward towards the lower levels of the hierarchy. Due to the post-processing applied to these datasets, they can be better suited for initial testing of grouping methods. In most cases testing using both types of datasets (unfiltered and filtered) may be the preferred and most valuable approach in every case where the features of the objects are considered.
Conclusions
The experiments presented in the previous section serve to highlight both the strengths and weaknesses of the proposed generator. A prominent strength is a high range of different tree structures that can possibly be generated and the ability to control these structures using the parameters. From a practical point of view it is also important that the parameters can be separated into groups, each controlling a different aspect of the hierarchy (α 0 , λ -vertical distribution of data, γ -width, p, q -specificity) allowing for fine tuning of desired test data. Every parameter set has an interpretation, and its effects can be easily and intuitively predicted. The generation process scales with the number of points to generate, expanding the hierarchy as more elements are generated.
The primary weaknesses of the generator, on the other hand, are the trailing divisions and lack of fine control over specific areas of the structure. As mentioned before the hierarchy will always display a degree of self-similarity, replicating the same general form both vertically and horizontally. These issues can be at least partially addressed using post-processing procedures similar to the reassignment process. In its current form, the generator is also limited to normal distributed multidimensional and uncorrelated real value data.
Several potential improvements and extensions to the generator are a possibility, as well as further research into some aspects of its function. Firstly, the self-similar (fractal) nature of the hierarchies suggests a potential for the generator to be better described using the language of fractals and especially LSystems [27] . Describing the generation process in this way may offer a more fine control over the details of the hierarchical structure. Secondly, post-processing procedures could be used to cut down on the number of trailing divisions, leading to cleaner hierarchies being generated and giving the user finer control over the overall structure. Thirdly, the procedure can be extended with different kernels leading to different structures or generators operating on different types of data.
As for the data generated, there is no single set of parameters that can be deemed better than any other. As a tool, the generator must be given a set of parameters considered based on the task the data will help test, model or develop. While the presented parameter sets can be used as a start, the parameters and their effects on the generated data should be considered and accordingly tweaked by the user.
