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a b s t r a c t
We investigate important combinatorial and algorithmic properties of Gn,m,p random
intersection graphs. In particular, we prove that with high probability (a) random
intersection graphs are expanders, (b) random walks on such graphs are ‘‘rapidly mixing’’
(in particular they mix in logarithmic time) and (c) the cover time of random walks on
such graphs is optimal (i.e. it is Θ(n log n)). All results are proved for p very close to the
connectivity threshold and for the interesting, non-trivial rangewhere random intersection
graphs differ from classical Gn,p random graphs.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Random graphs are interesting combinatorial objects that were introduced by Erdös and Rényi and still attract a great
deal of research in the communities of Theoretical Computer Science, Algorithms, Graph Theory and Discrete Mathematics.
This continuing interest is due to the fact that, besides theirmathematical beauty, such graphs are very important, since they
can model interactions and faults in networks and also serve as typical inputs for an average case analysis of algorithms.
There exist various models of random graphs. The most famous is the Gn,p random graph, a sample space whose points
are graphs produced by randomly sampling the edges of a graph on n vertices independently, with the same probability
p. Other models have also been investigated quite a lot: Gn,r (the ‘‘random regular graphs", produced by randomly and
equiprobably sampling a graph from all regular graphs of n vertices and vertex degree r) and Gn,M (produced by randomly
and equiprobably selecting an element of the class of graphs on n vertices havingM edges). For an excellent survey of these
models, see [2,4].
In this work we study important properties (expansion properties and the cover time) of a relatively recent model of
random graphs, namely the random intersection graphs model introduced by Karoński, Sheinerman and Singer-Cohen
[15,26]. Also, Godehardt and Jaworski [12] considered similar models. In Gn,m,p, to each of the n vertices of the graph, a
random subset of a universal set ofm elements is assigned, by independently choosing elements with the same probability
p. Two vertices u, v are then adjacent in the Gn,m,p graph if and only if their assigned sets of elements have at least one
element in common.
Importance and motivation. First of all, we note that (as proved in [16]) any graph is a random intersection graph. Thus, the
Gn,m,p model is very general. Furthermore, for some ranges of the parameters m, p (m = nα, α > 6) the spaces Gn,m,p and
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Gn,pˆ, for pˆ = 1−
(
1− p2
(1−p)2+np(1−p)+(n2)p2
)m
, are asymptotically equivalent (as proved by Fill, Sheinerman and Singer-Cohen
[11], showing that in this range, the total variation distance between the graph random variables has limit 0 as n goes to∞).
Second, random intersection graphs may model real-life applications more accurately (compared to the Gn,pˆ Bernoulli
random graphs case). In fact, there are practical situations where each communication agent (e.g. a wireless node) gets
access only to some ports (statistically) out of a possible set of communication ports. When another agent also selects
a communication port, then a communication link is implicitly established and this gives rise to communication graphs
that look like random intersection graphs. Even epidemiological phenomena (like spread of disease) tend to be more
accurately captured by this ‘‘proximity-sensitive" random intersection graphs model. Other applications may include
oblivious resource sharing in a distributed setting, interactions of mobile agents traversing the web etc.
Regarding the propertieswe study, we believe that their importance is evident. Sowe justmention the fact that expander
graphs are basic building blocks in optimal network design. Also, at a combinatorial/algorithmic level, it is well known that
random walks whose second largest eigenvalue is sufficiently less than 1 are ‘‘rapidly mixing", i.e. they get close (in terms
of the variation distance) to the steady state distribution after only a polylogarithmic (in the number of vertices/states)
number of steps (see e.g. [25]); this has important algorithmic applications e.g. in efficient random generation and counting
of combinatorial objects. Finally, the cover time of a graph is one of its most important combinatorial measures which
also captures practical quantities like the expected communication time in a network of mobile entities, infection times in
security applications etc.
Related work. Random intersection graphs have recently attracted a growing research interest. The question of how close
Gn,m,p and Gn,pˆ are for various values of m, p has been studied by Fill, Sheinerman and Singer-Cohen in [11]. In [18], new
models of random intersection graphs have been proposed, along with an investigation of both the existence and efficient
finding of close to optimal independent sets. The authors of [10] find thresholds (that are optimal up to a constant factor) for
the appearance of hamilton cycles in random intersection graphs. The efficient construction of hamilton cycles is studied in
[23]. Also, by using a sieve method, Stark [27] gives exact formulae for the degree distribution of an arbitrary fixed vertex
of Gn,m,p for a quite wide range of the parameters of the model. In [20], the authors use a coupling technique to bound the
second eigenvalue of randomwalks on instances of symmetric random intersection graphsGn,n,p (i.e. in random intersection
graphs with m = n), when p is near the connectivity threshold. The upper bound proved holds for almost every instance
of the symmetric random intersection graphs model. We should note that in this paper we deal with the case m = nα , for
α < 1, which is very different from the symmetric case, as in the first case each label is selected by a large number of vertices
(which allows for much tighter concentration bounds that help in the analysis).
In [14] the author proves that with high probability (whp) the cover time (that is the expected time to visit all the vertices
of the graph) of a simple random walk on a Bernoulli random graph Gn,pˆ is quite close to optimal when pˆ = Ω
( ln n
n
)
. Also,
he proves that by further increasing the value of pˆ, the same bound that holds for the cover time holds whp for the actual
time needed for the randomwalk on Gn,pˆ to visit all the vertices of the graph. His results are improved by Cooper and Frieze
in [5], who prove that when pˆ = c log nn , c > 1, the cover time of Gn,pˆ is asymptotic to c log
( c
c−1
)
n log n.
Geometric proximity between randomly placed objects is also nicely captured by themodel of random geometric graphs
(see e.g. [7,8,22]) and important variations (like random scaled sector graphs, [9]). In [3], the cover time of randomgeometric
graphs near the connectivity threshold is found almost optimal, by showing that the effective resistance of the graph is small.
Other extensions of random graphmodels (such as random regular graphs) and several important combinatorial properties
(connectivity, expansion, existence of a giant connected component) are performed in [17,21].
Our contribution. As proved in [11], the spaces Gn,m,p and Gn,pˆ are equivalent when m = nα , with α > 6, in the sense that
their total variation distance tends to 0 as n goes to∞. Also, the authors in [23] show that, when α > 1, for any monotone
increasing property there is a direct relation (including a multiplicative constant) of the corresponding thresholds of the
property in the two spaces. So, it is very important to investigate what is happening when α ≤ 1 where the two spaces are
statistically different. In this paper, we study the regime α < 1. In particular
(a) We first prove thatGn,m,p random intersection graphs are c-expanders (i.e. every set S of atmostn/2 vertices is connected
to at least c|S| other vertices outside S)with high probability. This is shown for p = ln n+g(n)m , where g(n)→∞ arbitrarily
slowly, i.e. p is just above the connectivity threshold.1 Note that [20] has no equivalent results to this one.
(b) We then show that random walks on the vertices of random intersection graphs are whp rapidly mixing (in particular,
the mixing time is logarithmic on n). This is shown for p very close to the connectivity threshold τc of Gn,m,p, with
m = nα, α < 1. We interestingly note that the c-expansion property shown in (a) cannot ensure ‘‘small" rapid mixing.
For example imagine the following graph pointed out to us by Noga Alon [1]: two cliques of size n/2 each, connected
by a perfect matching of their vertices is a c-expander but has mixing timeΩ(n). To get our result on the mixing time
we had to prove an upper bound on the second eigenvalue of Gn,m,p, that holds with high probability, through coupling
arguments of the originalMarkov Chain describing the randomwalk and anotherMarkov Chain on an associated random
bipartite graph whose conductance properties we show to be appropriate. The attentive reader can easily understand
1 The connectivity threshold for α ≤ 1 is proved to be τc = ln nm in [26].
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that although the general technique used to prove the results of Section 4 is similar to the technique used in [20], the
proofs are quite different. More specifically, in the case of Gn,m,p, with m = nα, α < 1, the concentration results of
Section 2 (and especially the first part of Lemma 1) can be used to give an elegant proof of Lemma 4 (which cannot be
applied in the symmetric case considered in [20]).
(c) Finally, we show that the cover time of such graphs (in the interesting, non-trivial rangementioned above and for p close
to the connectivity threshold) is whp Θ(n ln n), i.e. optimal up to multiplicative constants. To get this result we had to
prove a technically involved intermediate result relating the probability that our random walk on Gn,m,p has not visited
a vertex v by time t with the degree of v. Note that [20] has no equivalent results to this one. Also, to prove the results
of Section 6, one needs to prove an extra preliminary result (namely Lemma 3) that does not appear in [20].
A preliminary version of this paper appeared in MFCS 2007 ([19]).
2. Notation, definitions and properties of Gn,m,p
Let Bin(n, p) denote the Binomial distribution with parameters n and p. We first formally define the random intersection
graphs model.
Definition 1 (Random Intersection Graph). Consider a universeM = {1, 2, . . . ,m} of elements and a set of vertices V (G) =
{v1, v2, . . . , vn}. If we assign independently to each vertex vj, j = 1, 2, . . . , n, a subset Svj ofM choosing each element i ∈M
independentlywith probability p and put an edge between two vertices vj1 , vj2 if and only if Svj1 ∩Svj2 6= ∅, then the resulting
graph is an instance of the random intersection graph Gn,m,p. In this model we also denote by Ll the set of vertices that have
chosen label l ∈ M . The degree of v ∈ V (G)will be denoted by dG(v). Also, the set of edges of Gn,m,p will be denoted by e(G).
Consider now the bipartite graph with vertex set V (G) ∪M and edge set {(vj, i) : i ∈ Svj} = {(vj, i) : vj ∈ Li}. We will
refer to this graph as the bipartite random graph Bn,m,p associated to Gn,m,p.
In this section we assume thatm = nα , for some α < 1. This is the interesting regime where Gn,m,p differs from Gn,pˆ (see
also ‘‘Our Contribution" in the previous section). Let τc
def= ln nm be the connectivity threshold for Gn,m,p in that case. Also we
assume that p = 4τc . We prove that
Lemma 1. The following hold with high probability in Gn,m,p when α < 1 and p = 4 ln nm
(a) For every label l ∈M we have (1− )np ≤ |Ll| ≤ (1+ )np for any  ∈ [n−(1−α)/2, 1).
(b) For every vertex v ∈ V we have |Sv| ∈ (1±√4/5)4 ln n.
Proof. (a) By the definition of the model we have that |Ll| follows Bin(n, p). So, by using Chernoff bounds and Boole’s
inequality we get that for any constant  ∈ [n−(1−α)/2, 1)
Pr(∃l ∈M : ||Ll| − np| ≥ np) ≤ m exp
{
−
2np
3
}
= o(1)
since np = 4n1−α ln n.
(b) By the definition of themodel we have that |Sv| follows Bin(m, p). So by using Chernoff bounds and Boole’s inequality
Pr(∃v ∈ V : ||Sv| −mp| ≥
√
4/5mp) ≤ n exp
{
−16
15
ln n
}
= o(1). 
Note that Lemma 1 implies that the minimum degree in Gn,m,p when α < 1 and p just above the connectivity is whp at
leastΩ(n1−α ln n). In fact, we prove the following
Lemma 2. The following hold with high probability in Gn,m,p when α < 1 and p = 4 ln nm
(a) The degree of any vertex v ∈ V satisfies dG(v) ∈ (1± n−′)4|Sv|n1−α ln n for any constant ′ ∈ (0, 1− α).
(b) The number of edges of the Gn,m,p graph satisfies |e(G)| ∈ (1± ′′)8n2−α ln2 n, for any small constant ′′ > 0.
(c) There are no vertices x 6= y ∈ V (G) such that |Sx ∩ Sy| ≥
⌈ 3
α
⌉
.
Proof. (a) Let Ll1,l2 be the set of vertices that have chosen both labels l1 and l2. Then |Ll1,l2 | follows Bin(n, p2) and E|Ll1,l2 | =
4n ln
2 n
m2
= 4n1−2α ln2 n = µ. Then by using Chernoff bounds, for δ = nα−b where b ∈ (0, α) is a constant (bounded away
from 0 and α), we have
Pr(∃l1, l2 ∈M : |Ll1,l2 | > (1+ δ)µ) ≤ m2
(
eδ
(1+ δ)1+δ
)µ
= o(1).
But by Lemma 1, any vertex v chooses O(ln n) labels, which means that, for any ′ ∈ (0, b) (bounded away from 0 and b),
every label it has chosen has at least (1− n−′)4n1−α ln n vertices that belong to none of the other labels in Sv . This proves
(a).
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(b) Since |e(G)| = 12
∑
v∈V dG(v) and |Sv| follows Bin(m, p) (so that E|Sv| = mp = 4 ln n), this is an application of (a) and
the Strong Law of Large Numbers.
(c) Set i = d3/αe. A very crude inequality suffices to give
Pr(∃x 6= y ∈ V (G) : |Sx ∩ Sy| ≥ i) ≤ n2
(
m
i
)
p2i = o(1)
for p = 4 ln nm . 
Let now D(k) be the number of vertices v ∈ V (G) that have |Sv| = k, i.e. D(k) = |{v ∈ V : |Sv| = k}|. Consider also the
following partition of the set {0, 1, . . . ,m}.
M2 = {k ∈ (1±
√
4/5) ln n : E[D(k)] > ln n}
M1 = {k ∈ (1±
√
4/5) ln n : E[D(k)] ≤ ln n}
M0 = {{0, 1, . . . ,m}\{M2 ∪M1}}.
We can then prove the following lemma that will be useful for upper bounding the cover time.
Lemma 3. For the Gn,m,p with α < 1 and p = 4τc the following hold with high probability
1. For every k ∈ M0, D(k) = 0
2. For every k ∈ M1, D(k) ≤ ln3 n and
3. For every k ∈ M2, D(k) ≤ 2E[D(k)].
Proof. (1) This follows immediately from (b) of Lemma 1.
(2) Note that by using Markov’s inequality and Boole’s inequality we have
Pr(∃k ∈ M1 : D(k) > ln3 n) ≤
∑
k∈M1
E[D(k)]
ln3 n
= O
(
1
ln n
)
where for the final inequality we used that E[D(k)] ≤ ln n and |M1| = O(ln n).
(3) By the definition of the model we have that D(k) follows Bin(n, Pr(|Sv| = k)), where v is some fixed vertex and
Pr(|Sv| = k) =
(m
k
)
pk(1− p)m−k. So, by using Chernoff bounds we get
Pr(∃k ∈ M2 : D(k) > 2E[D(k)]) ≤ O(ln n)e−Θ(ln n) = o(1).
This completes the proof of the Lemma. 
3. Expansion properties of random intersection graphs
We first give the following definition:
Definition 2 (c-expanders). Let c be a positive constant. A graph G = (V (G), E(G)) is a c-expander if every set S ⊆ V (G) of
at most n/2 vertices is connected to at least c|S| vertices outside S.
In this section we assume that p = ln n+g(n)m , that is, p is just above the connectivity threshold τc . In the following, let
SX =⋃v∈X Sv , for X ⊆ V and let LY =⋃l∈Y Ll, for Y ⊆M. We prove the following:
Theorem 1. Assume that m = nα , α < 1 and p = ln n+g(n)m , for some function g(n) → ∞ (arbitrarily slowly). With high
probability Gn,m,p is a c-expander, for some constant c > 0.
Proof. By the definition of c-expanders, we need to show that every set X ⊆ V (G)with at most n2 vertices has at least c|X |
neighbouring vertices outside X . We distinguish three cases.
Case I: n2 ≥ |X | ≥ nln n . We show that whp every such set X has many labels. Let  > 0 a small constant. Then
Pr
(
∃X : n
ln n
≤ |X | ≤ n
2
, |SX | ≤ (1− )m
)
≤
n∑
x= nln n
(
n
x
) (1−)m∑
i=0
(
m
i
)
(1− (1− p)x)i(1− p)x(m−i)
≤
n∑
x= nln n
(
n
x
)(
(1− p)xm +
(1−)m∑
i=1
(me
i
)i
e−pxm+pxi
)
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≤
n∑
x= nln n
(
n
x
)(
e−pxm +
(1−)m∑
i=1
ei+i lnm−i ln i−pxm+pxi
)
≤
n∑
x= nln n
(ne
x
)x
e−pxm+O(m lnm)
≤
n∑
x= nln n
ex ln ln n−x ln n+O(x) = o(1). (1)
So, whp every set X ⊆ V of Gn,m,p with size at least nln n spans at least (1− )m labels, where  is an arbitrarily
small positive constant.
Now we show that whp every set of labels Y of size at least (1 − )m contains at least ( 12 + c1) n vertices, for
any constant c1 ∈
(
0, 12
)
(or equivalently, there are at least
( 1
2 + c1
)
n vertices each of which contains at least one
label in Y ).
Pr
(
∃Y : (1− )m ≤ |Y | ≤ m, |LY | ≤
(
1
2
+ c1
)
n
)
≤
m∑
y=(1−)m
(
m
y
) (1/2+c1)n∑
j=0
(
n
j
)
(1− (1− p)y)j(1− p)y(n−j)
≤
m∑
y=(1−)m
(
m
y
)(
(1− p)yn +
(1/2+c1)n∑
j=1
(
ne
j
)j
e−pyn+pyj
)
≤
m∑
y=(1−)m
(
me
y
)y
e−(1/2−c1)pyn+O(n)
≤
m∑
y=(1−)m
e−(1/2−c1)p(1−)mn+O(n) = o(1). (2)
This ends the proof for the first case, since inequalities (1) and (2) imply that whp every set X of size at least nln n
has at least c1|X | neighbours outside X .
Case II: n1−α ≤ |X | < nln n . We first show that whp every such set X has at least |X |mn labels.
Pr
(
∃X : n1−α ≤ |X | < n
ln n
, |SX | ≤ |X |mn
)
≤
n
ln n∑
x=n1−α
(
n
x
) xm/n∑
i=0
(
m
i
)
(1− (1− p)x)i(1− p)x(m−i)
≤
n
ln n∑
x=n1−α
(
n
x
)(
(1− p)xm +
xm/n∑
i=1
(me
i
)i
e−pxm+pxi
)
≤
n
ln n∑
x=n1−α
(ne
x
)x
e−pxm+
px2m
n + xmn lnm+O(xm/n)
≤
n
ln n∑
x=n1−α
e−x ln x+o(x ln x) = o(1). (3)
Thus, whp every set X ⊆ V of Gn,m,p with size n1−α ≤ |X | ≤ nln n spans at least |X |mn labels.
Nowwe show that whp every nonempty set of labels Y of size at most mln n contains at least (1+ c2) |Y |nm vertices,
for any positive constant c2 (or equivalently, there are at least (1+ c2) |Y |nm vertices each of which contain at least
one label in Y ).
Pr
(
∃Y : 1 ≤ |Y | ≤ m
ln n
, |LY | ≤ (1+ c2) |Y |nm
)
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≤
m
lnm∑
y=1
(
m
y
) (1+c2) ynm∑
j=0
(
n
j
)
(1− (1− p)y)j(1− p)y(n−j)
≤
m
lnm∑
y=1
(
m
y
)(1− p)yn + (1+c2) ynm∑
j=1
(
ne
j
)j
e−pyn+pyj

≤
m
lnm∑
y=1
(
me
y
)y
e−(1−α)pyn+O(yn/m)
≤
m
lnm∑
y=1
e−(1−α)pyn+O(yn/m) = o(1). (4)
This ends the proof for the second case, since inequalities (3) and (4) imply that whp every set X of size
n1−α ≤ |X | < nln n has at least c2|X | neighbours outside X .
Case III: |X | < n1−α . This case is almost trivial. Indeed, note that for any label l ∈ M, |Ll| follows the binomial distribution
with parameters n, p. Hence, mimicking the proof of Lemma 1(a), for any constant b > 0 as small as possible, we
have
Pr(∃l ∈M : ||Ll| − np| ≥ bnp) ≤ m exp
{
−b
2np
3
}
= o(1)
because np ≥ n1−α ln n. Since p is above the connectivity threshold, every vertex in X must have chosen at least
one label whp, which means that it will be connected to at least (1− b)n1−α ln n = ω(|X |) other vertices.
Setting c = min{c1, c2}, we conclude that every X ⊆ V (G)with at most n2 vertices has at least c|X | neighbouring vertices
outside X and so Gn,m,p is almost surely a c-expander. Also note that since c2 can be set equal to c1, the expansion factor c
equals c1 and so it can actually be arbitrarily close to 12 (say 0, 49999), which is optimal up to additive constants. 
4. Bounds for the second eigenvalue and the mixing time
In this section we give an upper bound on the second eigenvalue (i.e. the eigenvalue with the largest absolute value less
than 1) of Gn,m,p, with α < 1 and p = 4τc , that holds for almost every instance. This will imply a logarithmic mixing time.
Let W˜ be a Markov Chain on state space V (i.e. the vertices of Gn,m,p) and transition matrix given by
P˜(x, y) =
{∑
l∈Sx∩Sy
1
|Sx|·|Ll| if Sx ∩ Sy 6= ∅
0 otherwise.
Note that this Markov Chain comes from observing the simple random walk on the Bn,m,p graph associated with Gn,m,p
every two steps. This means that W˜ is reversible and we can easily verify that its stationary distribution is given by
p˜i(x) = |Sx|∑
y∈V |Sy|
, for every x ∈ V .
Now letW denote the random walk on Gn,m,p and let P denote its transition probability matrix, that is
P(x, y) =
{ 1
dG(x)
if Sx ∩ Sy 6= ∅
0 otherwise.
It is known thatW is reversible and its stationary distribution is given by pi(x) = dG(x)2|e(G)| , for every x ∈ V .
Notice now that P(x, y) > 0⇔ P˜(x, y) > 0. By using Theorem 2.1 of [6], we can show that if λ1 (respectively λ˜1) is the
second largest eigenvalue of P (respectively P˜), then
λ1 ≤ 1− βA (1− λ˜1) (5)
where β is such that p˜i(x) ≥ βpi(x), for all x ∈ V , and
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A = max
(x,y):P(x,y)>0
{
p˜i(x)P˜(x, y)
pi(x)P(x, y))
}
.2
Because of (a) of Lemma 2 and the fact that |e(G)| = ∑y∈V dG(v), there exist two positive constants β < 1 < β ′, such
that βpi(x) ≤ p˜i(x) ≤ β ′pi(x), for all x ∈ V (These two constants can be quite close to 1 because of Lemma 2). Also, by (a)
and (c) of Lemma 2, for any (x, y) such that P(x, y) > 0, we have
P˜(x, y)
P(x, y)
=
∑
l∈Sx∩Sy
1
|Sx|·|Ll|
1
dG(x)
≤ (1+ γ ′)|Sx ∩ Sy| ≤ γ
for some positive constants γ ′, γ . This means that A is upper bounded by some constant. Thus, we have established that
λ1 ≤ 1− ζ1(1− λ˜1), for ζ1 = ββ ′γ .3
We now show that λ˜1 is whp bounded away from 1 by some constant (which will mean that λ1 is also bounded away
from 1).
Let Wˆ denote the random walk on the Bn,m,p bipartite graph that is associated to Gn,m,p. Let also Pˆ denote its transition
probability matrix and let λˆi, i = 0, . . . ,m + n − 1, its eigenvalues and xˆi, i = 0, . . . ,m + n − 1, their corresponding
eigenvectors. Note that
Pˆ2 =
[
P˜ ∅
∅ Q
]
where Q is some transition matrix. Note that Pˆ2 has the same eigenvectors as Pˆ and its eigenvalues are λˆ2i , i = 0, . . . ,m+
n−1. Moreover, it is easy to verify that λ˜1must be an eigenvalue of Pˆ2. However, the second largest eigenvalue of Pˆ2 is equal
to 1 and so we cannot use it to bound λ˜1 (the latter being strictly less than 1 whp since W˜ is ergodic). So, we use the Markov
chain Wˆ ′ with the same state space as Wˆ and transition probability matrix (Pˆ + I)/2, where I is the identity matrix. It is
evident that Wˆ ′ is ergodic, has stationary state probability pˆi and has (nonnegative) eigenvalues λˆi+12 , i = 0, . . . ,m+ n− 1.
By the above discussion, if the second largest eigenvalue of Wˆ ′, denoted by λˆ′1, is bounded away from 1, then so is λ˜1. In
order to bound λˆ′1, we use the notion of conductanceΦWˆ ′ of the walk Wˆ
′ that is defined as follows:
Definition 3. Consider the bipartite random graph Bn,m,p that is associated to Gn,m,p. The vertex set of Bn,m,p is V (B) =
V (G) ∪M. For every x ∈ V (B), let dB(x) be the degree of x in B. For any S ⊆ V (B), let eB(S : S) be the set of edges of S with
one end in S and the other in S = V (B)\S, let dB(S) = ∑v∈S dG(v) and pˆi(S) = ∑v∈S pˆi(v). Then, the conductance ΦWˆ ′ of
the Markov Chain Wˆ ′ is
ΦWˆ ′ = min
pˆi(S)≤1/2
∑
x∈S,y/∈S pˆi(x)
1
2 Pˆx,y∑
x∈S pˆi(x)
= 1
2
min
pˆi(S)≤1/2
|eB(S : S)|
dB(S)
.
We now prove the following
Lemma 4. With high probability, the conductance of theMarkov Chain Wˆ ′ on Bn,m,p satisfiesΦWˆ ′ ≥ ζ2, where ζ2 is some positive
constant.
2 The original theorem is as follows: For each pair x 6= y with P˜(x, y) > 0, fix a sequence of steps x0 = x, x1, x2, . . . , xk = y with P(xi, xi+1) > 0. This
sequence of steps is called a path γxy of length |γxy| = k. Let E = {(x, y) : P(x, y) > 0)}, E˜ = {(x, y) : P˜(x, y) > 0)} and E˜(z, w) = {(x, y) ∈ E˜ : (z, w) ∈
γxy}, where (z, w) ∈ E . Then
λ1 ≤ 1− βA (1− λ˜1)
where β is such that p˜i(x) ≥ βpi(x), for all x ∈ V , and
A = max
(z,w)∈E
 1pi(x)P(x, y)) ∑
E˜(z,w)
|γxy|p˜i(x)P˜(x, y)
 .
In our case we have taken γx,y = {x0 = x, x1 = y} for every (x, y) ∈ E˜ which simplifies our formula.
3 In what follows we will assume without loss of generality (w.o.l.g.) that λ1 is the eigenvalue of P that has the second greatest absolute value (hence
λ1 > 0). Indeed, if it was not the case and 1 = λ0 > λ1 ≥ λ2 · · · ≥ λn−1 > −1 were the n eigenvalues of P , then λn−1 would be the second greatest
eigenvalue, in absolute value (hence λn−1 < 0). Then we would apply Theorem 2.2 of [6] (which is quite similar to Theorem 2.1 that we used in the text)
for bounding λn−1 from below, and the rest of the proofs would be similar.
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Proof. All we have to do is to bound minpˆi(S)≤1/2 |eB(S:S)|dB(S) away from 0. In the following c1, c2, . . . are all constants. Let
S = V1 ∪ M1, where V1 ⊆ V (G) and M2 ⊆ M. The cases |V1| = 0 or |M1| = 0 are trivial so we do not consider them.
We have
pˆi(S) = pˆi(V1)+ pˆi(M1) =
∑
v∈V1
|Sv|
2
∑
j∈V (G) |Sj|
+
∑
l∈M1
|Ll|
2
∑
i∈M |Li|
≥ |V1|(1−
√
4/5)
2n(1+ 2′′) +
|M1|(1− o(1))
2m
where ′′ is the constant of (b) of Lemma 2 and for the inequality we used Lemma 1. Since ′′ can be as small as possible,
we get 1−
√
4/5
1+2′′ ≥ 15 and so, bearing in mind that the maximum in the definition of conductance is taken over all S with
pˆi(S) ≤ 1/2, we have that
|V1| ≤ 5n
(
1− (1− o(1)) |M1|
m
)
. (6)
Notice now that, because of Lemma 1, the number of edges coming out of V1 is whp |eB(V1 :M)| ∈ |V1|(1±√4/5)4 ln n.
Similarly, the number of edges coming out of M1 is whp |eB(M1 : V (G))| ∈ |M1|(1 ± )4n1−α ln n. It is then obvious
that if
(
1+ 12
) |eB(M1 : V (G))| ≤ |eB(V1 : M)| or |eB(V1 : M)| ≤ (1− 12 ) |eB(M1 : V (G))|, then we are done, since
there will be a constant fraction of the number of edges in eB(S : S) that ‘‘leave" S. So we only have to deal with the
case |eB(V1 : M)| ∈
(
1± 12
) |eB(M1 : V (G))|, or more simply, |V1| ∈ ( 110n1−α|M1|, 10n1−α|M1|). Combining this with
the restriction (6) we see that we cannot have |V1| ≥
(
1− 140
)
n or |M1| ≥
(
1− 140
)
m and at the same time having
|V1| ∈
( 1
10n
1−α|M1|, 10n1−α|M1|
)
, because then we would have pˆi(S) > 1/2.
Note now that |eB(S : S)| follows Bin(|V1||M1|, p). So, by using Chernoff bounds and Boole’s inequality we can show that,
for any constant c1 ≥ e2,
Pr
(
∃V1,M1 : |V1| = Θ(n1−α|M1|), |eB(S : S)| >
(
1+ c1 m|M1|
)
p|V1||M1|
)
≤
m∑
j=1
∑
i:i=Θ(n1−α j)
(
m
j
)(
n
i
) ec1
m
j(
1+ c1 mj
)(1+c1 mj )

pij
≤
m∑
j=1
∑
i:i=Θ(n1−α j)
exp
{
j lnm+ i ln n+ c14i ln n− c14i ln n ln
(
1+ c1mj
)}
= o(1).
So, whp there is no S = V1 ∪ M1 such that |V1| = Θ(n1−α|M1|) and the edges inside S surpass their mean value by more
than c1 m|M1| times.
Similarly, note that |eB(S : S)| follows Bin(|V1|(m − |M1|) + |M1|(n − |V1|), p). Let c2 be a fixed large enough positive
constant (say c2 ≥ 70). We consider two cases:
Case I: Assume that |V1|(m−|M1|)+|M1|(n−|V1|) ≥ c2
(
1+ c1 m|M1|
)
|V1||M1|. So, by using Chernoff bounds and Boole’s
inequality we can show that, for any constant c3 ∈
(
1√
c2
, 1
]
,
Pr
(
∃V1,M1 : |V1| = Θ(n1−α|M1|), |eB(S : S)| ≤ (1− c3)c2
(
1+ c1 m|M1|
)
p|V1||M1|
)
≤
m∑
j=1
∑
i:i=Θ(n1−α j)
exp
{
j lnm+ i ln n− c
2
3
2
c2
(
1+ c1mj
)
4 ln n
m
ij
}
= o(1).
Case II: Assume that |V1|(m − |M1|) + |M1|(n − |V1|) < c6
(
1+ c5 m|M1|
)
|V1||M1|. Because of the restriction (6), the only
way for this to happen is to have |V1| = Θ(n) and |M1| = Θ(m). But then, because of the restriction posed in the
sizes of V1,M1, this means that both |eB(S : S)| and |eB(S : S)| haveΘ(mn) candidate edges (which is quite large).
By then using Chernoff bounds and Boole’s inequality, we can see that the probability that there exist such sets
V1,M1 that have |eB(S : S)| ≤ (1 − c4)p(|V1|m + |M1|n − 2|V1||M1|) or |eB(S : S)| ≥ (1 + c5)p|V1||M1| for some
constants c4, c5 ∈ (0, 1] (for example we can take c4 = c5 = 0.5), is at most∑
j=Θ(m)
∑
i=Θ(n)
(
m
j
)(
n
i
)
e−Θ(n ln n) = o(1).
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We have then proved that |eB(S:S)||eB(S:S)| is whp lower bounded by some constant, for any S with pi(S) ≤ 1/2. This gives the
desired bound on the conductance of Wˆ ′. 
By a result of [13,24], we know that λˆ′1 ≤ 1 −
Φ2
Wˆ ′
2 and so λˆ
′
1 is (upper) bounded away from 1. By the above discussion,
we have proved the following
Theorem 2. With high probability, the second largest eigenvalue of the randomwalk onGn,m,p, withm = nα, α < 1 and p = 4τc ,
satisfies λ1 ≤ ζ , where ζ ∈ (0, 1) is a constant that is bounded away from 1.
Such a bound on λ1 implies (as shown in Proposition 1 of [25]) a logarithmic mixing time. Thus we get
Theorem 3. With high probability, there exists a sufficiently large constant K > 0 such that if τ (G)0 = K log n, then for all v, u ∈
V (G) and any t ≥ τ (G)0 ,
|P (t)(u, v)− pi(v)| = O(n−3)
where P (t) denotes the t-step transition matrix of the random walk W on Gn,m,p, with m = nα, α < 1 and p = 4τc . We will refer
to τ (G)0 as themixing time of Gn,m,p.
5. A useful lemma
In order to give bounds to the cover time of Gn,m,p, for m = nα , α < 1 and p four times the connectivity threshold, we
first prove a lemma that bounds the probability that the random walk on Gn,m,p has not visited a vertex v by time t by a
function of the degree of v. Before presenting the lemma we give some notation.
Let G be an instance of the random intersection graphs model and let H(v) = G − {v}. We will sometimes write H
instead of H(v) when v is clear from the context. Let τ (H)0 denote the mixing time of H , namely the time needed for the
random walk on H to get closer than O(n−3) to its steady state distribution (see also definition of τ (G)0 in Theorem 3).
Note that because of the definition of H and by Lemma 1, the removal of v from G does not affect its mixing time4 and
so τ (G)0 ∼ τ (H)0 ≤ τ0 def= Θ(log n) for any v whp. We will denote by Wu,H the random walk on H that starts at vertex
u ∈ V (H). Let also Wu,H(t) be the random walk generated by the first t steps. For u 6= v ∈ V , let At(v) be the event that
Wu,G(t) has not visited v.
Lemma 5. Let G be an instance of Gn,m,p, with m = nα, α < 1 and p = 4 ln nm , that satisfies Lemma 1 and has τ (H)0 ≤ τ0 =
Θ(log n) for every H = H(v) (note that almost every instance of Gn,m,p in this range satisfies these requirements). Let δv be the
minimum degree of the neighbours of v ∈ V (G). Then, for every v ∈ V (G),
Pr(At(v)) ≤
(
1−
(
δv − 1
δv
− o(1)
)
dG(v)
2|e(G)|
)t−τ0
Pr(Aτ0(v)).
Proof. Fix w 6= v and y ∈ NG(v). Note that all these neighbours of v belong to V (H(v)). LetWk(y) denote the set of walks
of length τ0 in H(v) which start at w, finish at y and leave a vertex of NG(v) exactly k times. Let Wk = ⋃yWk(y) and let
W = (w0, w1, . . . , wτ0) ∈ Wk(y). In order to compare the walkW that happens on H(v) with the same walk (i.e. a walk
that passes through the same sequence of vertices) that happens in G, use the quantity
ρW = Pr(Xw,G(s) = ws, s = 0, 1, . . . , τ0)Pr(Xw,H(s) = ws, s = 0, 1, . . . , τ0)
where Xw,G(s) (respectively Xw,H(s)) denotes the vertex that the walk on G (respectively H(v)) occupies at time s. Note that
the only difference in transition probabilities between the walk W in H(v) and the same walk in G is when W ‘‘leaves’’ a
vertex of NG(v). SinceW leaves such a vertex exactly k times and the minimum vertex degree of some y ∈ NG(v) is δv , we
have that
1 ≥ ρW ≥
(
δv − 1
δv
)k
.
Define the event E = {Xw,G(τ ) 6= v, 0 ≤ τ ≤ τ0} and note that (by definition of H(v)) a walk inWk never passes through v.
Let also pk,y denote the probability thatWw,H(τ0) leaves a vertex of NG(v) exactly k times, given that Xw,H(τ0) = y, i.e.
pk,y = Pr(Ww,H(τ0) ∈ Wk(y))Pr(Xw,H(τ0) = y) .
4 In fact the same analysis of Section 4 can be applied unchanged to H(v).
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So we have
Pr(Xw,G(τ0) = y|E)
Pr(Xw,H(τ0) = y) =
∑
k≥0
∑
W∈Wk(y) Pr(Ww,G(τ0) = W |E)
Pr(Xw,H(τ0) = y)
=
∑
k≥0
∑
W∈Wk(y)
ρW
Pr(Ww,H(τ0) = W )
Pr(Xw,H(τ0) = y) =
∑
k≥0
pk,yρW
≥
∑
k≥0
pk,y
(
δv − 1
δv
)k
≥
(
δv − 1
δv
)τ0
.
By Lemma 1 we see that whp δv ≥ n1−α ln n, so for τ0 = o(δv)we get
Pr(Xw,G(τ0) = y|E)
Pr(Xw,H(τ0) = y) ≥
(
δv − 1
δv
)
− O
(
τ0
δv
)
. (7)
Now if we takew as Xu,G(t − τ0 − 1) and assuming At−τ0−1, inequality (7) implies
Pr(Xu,G(t − 1) = y|At−1(v))
Pr(Xw,H(τ0) = y) =
Pr(Xw,G(τ0) = y|E)
Pr(Xw,H(τ0) = y) ≥
δv − 1
δv
− O
(
τ0
δv
)
.
So, for any starting vertex u 6= v,
Pr(At(v)|At−1(v)) = 1− Pr(At(v)|At−1(v))
= 1−
∑
y∈NG(v)
Pr(Xu,G(t − 1) = y|At−1(v)) 1dG(y)
≤ 1−
(
δv − 1
δv
− O
(
τ0
δv
)) ∑
y∈NG(v)
Pr(Xw,H(τ0) = y) 1dG(y)
= 1−
(
δv − 1
δv
− O
(
τ0
δv
)) ∑
y∈NG(v)
(
dG(y)− 1
2|e(G)| − 2dG(v) − O(n
−3)
)
1
dG(y)
= 1−
(
δv − 1
δv
− O
(
τ0
δv
))
dG(v)
2|e(G)|
where in the last equality we used Lemma 1. This concludes the proof, since by Bayes formula, Pr(At(v)) =
Pr(At(v)|At−1(v)) · · · Pr(Aτ0+1(v)|Aτ0(v))Pr(Aτ0). 
6. An upper bound on the cover time
Let G be an instance of Gn,m,p, wherem = nα, α < 1 and p = 4 ln nm . Fix an arbitrary vertex u. Let TG(u) be the time that the
randomwalkWu on G needs to visit every vertex in V (G). The following theorem shows that the cover time on G is optimal
assuming that G is a ‘‘typical" instance of the Gn,m,pmodel in this range, i.e. an instance that satisfies Lemmata 1, 2, 3 and has
τ
(H)
0 ≤ τ0 = Θ(log n) for every H = H(v) (the last assumption assures us that Lemma 5 can be applied). Note that almost
every instance of Gn,m,p in this range is ‘‘typical", since these requirements are satisfied whp.
Theorem 4. The cover time Cu of the random walk starting from u is almost surely at mostΘ(n ln n).
Proof. Wewill denote by Ut the number of vertices that have not been visited byWu at step t . Clearly, the cover time ofWu
satisfies
Cu = E[TG(u)] =
∞∑
t=0
Pr(TG > t) =
∞∑
t=0
Pr(Ut > 0) ≤
∞∑
t=0
min{1, E[Ut ]}
by Markov’s inequality. So, for any t0 > 0,
Cu ≤ t0 +
∑
t≥t0+1
E[Ut ] = t0 +
∑
t≥t0+1
∑
v∈V (G)
Pr(At(v)) (8)
where in the last equality we used the linearity of expectation and the fact that the events {v ∈ Ut} and At(v) are the same.
We set t0 = 5n log n. Since δv ≥ n1−α ln n, for every v ∈ V (G), by setting Pr(Aτ0(v)) equal to 1 in Lemma 5 and using the
well known inequality 1+ x ≤ ex, for any real x, we have that for all t ≥ t0,
Pr(At(v)) ≤ exp
{
− tdG(v)
2|e(G)|
(
1− O
(
τ0
δv
))}
≤ exp
{
−(1− B) t|Sv|
4n ln n
}
for some small constant B > 0. Note that for the final inequality we used the fact that τ0 = o(δv).
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Now Eq. (8) becomes
Cu ≤ 5n ln n+
∑
v∈V (G)
∑
t≥t0+1
e(1−B)
−t|Sv |
4n ln n ≤ 5n ln n+ 5n ln n
∑
v∈V (G)
1
|Sv|e
− 5(1−B)4 |Sv |
≤ 5n ln n+ 5n ln n
( ∑
v:|Sv |∈M1
1
|Sv|e
−|Sv | +
∑
v:|Sv |∈M2
1
|Sv|e
−|Sv |
)
. (9)
Because of Lemma 1 and Lemma 3, the first sum is clearly o(1) (just notice that for any v such that |Sv| ∈ M1 we have
that |Sv| = Θ(ln n) and D(|Sv|) ≤ ln3 n). For the second sum, by Lemma 3 we have∑
v:|Sv |∈M2
1
|Sv|e
− |Sv |5 ≤
m∑
k=1
D(k)
1
k
e−k ≤
m∑
k=1
2n
(
m
k
)
pk(1− p)m−k 1
k
e−k
≤ 7n 1
mp
m∑
k=1
(
m+ 1
k+ 1
)
pk+1(1− p)m−ke−(k+1)
≤ 7n 1
mp
(
1− p+ pe−1)m+1 = o(1).
By (9) this means that Cu ≤ Θ(n ln n) for any fixed vertex u. 
Since the cover time C = maxu∈V (G) Cu, and it is known that C ≥ (1− o(1))n ln n, we have proved
Theorem 5. The cover time of an instance of Gn,m,p, with m = nα, α < 1 and p = 4 ln nm , is C = Θ(n ln n) with high probability.
7. Conclusions and future work
In this work, we investigated the expansion properties, the mixing time and the cover time of Gn,m,p random intersection
graphs for the non-trivial regime wherem = nα , for α < 1 and p very close to the connectivity threshold. We showed that
the mixing time is logarithmic on the number of vertices and that the cover time is asymptotically optimal. Our analysis can
be pushed further (although notwithoutmany technical difficulties) to provide even tighter results. However, the cover time
and expansion properties in the case α = 1 remain an open problem. It is worth investigating other important properties
of Gn,m,p, such as dominating sets, existence of vertex disjoint paths between pairs of vertices etc.
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