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Résumé
Dans cet article, on étudie les fonctions maximales de Hardy–Littlewood pour une grande famille de mesures sur les variétés
cuspidales. En particulier, on étudie une famille de variétés à croissance exponentielle du volume sur lesquelles la fonction maxi-
male centrée de Hardy–Littlewood est de type faible (1,1), et la fonction maximale non-centrée de Hardy–Littlewood est bornée
sur Lp pour tout p > 1.
© 2007 Elsevier Masson SAS. Tous droits réservés.
Abstract
In this paper we study the centered and non-centered Hardy–Littlewood maximal functions, M and M∗, for a wide class of
non-doubling measure μ defined on cusped manifolds. In particular, we give a class of manifolds with exponential volume growth
on which M is of weak type (1,1) and M∗ is bounded on Lp for all p > 1.
© 2007 Elsevier Masson SAS. Tous droits réservés.
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1. Introduction
Rappelons que sur un espace métrique, (H,ρ) munie d’une mesure de Borel , les fonctions maximales centrée
et non-centrée de Hardy–Littlewood de f ∈ L1loc(H,ρ,) en x ∈ H , Mf (x) et M∗f (x), sont définies respectivement
par :
Mf (x) = sup
r>0
∣∣B(x, r)∣∣−1 ∫
B(x,r)
∣∣f (y)∣∣d(y),
M∗f (x) = sup
x∈B(z,r)
∣∣B(z, r)∣∣−1 ∫
B(z,r)
∣∣f (y)∣∣d(y),
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Remarquons que Mf (x)M∗f (x) et que ‖M∗f ‖∞  ‖f ‖∞.
Les fonctions maximales jouent un rôle très important dans l’analyse, et on les utilise souvent pour contrôler des
opérateurs intégraux.
On dit que (H,ρ,) satisfait la propriété du doublement du volume s’il existe une constante c > 0 telle que∣∣B(x,2r)∣∣ c∣∣B(x, r)∣∣, ∀r > 0, x ∈ H. (1.1)
Et l’exemple le plus simple est celui des espaces euclidiens munis de la distance euclidienne et de la mesure de
Lebesgue. Lorsque (H,ρ,) satisfait (1.1), il existe une constante C > 0 telle que
Mf (x) CM∗f (x), ∀x ∈ H, f ∈ L1loc(H,ρ,). (1.2)
On peut aussi démontrer que l’opérateur M est de type faible (1,1), c’est-à-dire qu’il existe une constante A > 0
telle que

{
x ∈ H ;Mf (x) > λ}A‖f ‖L1
λ
, ∀λ > 0, f ∈ L1(H,ρ,);
l’opérateur est donc borné sur Lp pour tout 1 < p < +∞. La démonstration utilise la propriété (1.1), voir par
exemple [4] pour les détails.
Notons que (1.1) entraîne qu’il existe deux constantes a, b > 0 telles que |B(x, r)| arb|B(x,1)|, pour tout x ∈ H
et tout r  1, c’est-à-dire que l’espace H est à croissance polynomiale du volume. Notons aussi que les groupes
nilpotents munis d’une métrique invariante à gauche, les variétés riemanniennes compactes, les produits d’un espace
euclidien et d’une variété riemannienne compacte, et les variétés riemanniennes complètes à courbure de Ricci non
négative sont des espaces qui ont la propriété (1.1).
La situation se complique quand (1.1) n’est pas satisfaite par H , et jusqu’à maintenant il n’existe pas beaucoup de
résultats concernant les fonctions maximales de Hardy–Littlewood. Cependant, on trouve dans [5] ou [7] une relation
équivalente entre la continuité (p,p)-faible (p > 1) de M∗ et certaine propriété de recouvrement.
Lorsque H est à croissance exponentielle du volume, c’est-à-dire qu’il existe un point x0 ∈ H et une constante
A0 > 0 telle que ∣∣B(x0, r)∣∣A0eA0r ∣∣B(x0,1)∣∣, ∀r  1,
alors (1.1) n’est pas vraie, et en général, M et M∗ n’ont pas le même comportement. Les exemples typiques d’espaces
à croissance exponentielle du volume sont les espaces symétriques de type non compact, et on sait que M est borné
sur Lp pour tout 1 < p  +∞ (voir [3]) et de type faible (1,1) (voir [22]). Par contre, M∗ est borné sur Lp , pour
p > 2 mais il n’est pas borné sur Lp , pour 1 < p  2 (voir [7] ou [8]).
Dans la littérature, il existe aussi quelques résultats négatifs ou partiels sur la continuité Lp de l’opérateur maximal
centré de Hardy–Littlewood, M , dans quelques situations à croissance exponentielle du volume, voir par exemple
[22,12,1,2,13,14].
Et on rappelle que dans le cadre des espaces euclidiens Rn munis de la distance euclidienne d , et d’une mesure
de Borel μ (avec des conditions supplémentaires pour n 2, en particulier à croissance polynomiale du volume), il
existe quelques résultats concernant la continuité Lp de M∗, voir [15,18,6,19,23].
Dans [10] et [11] (voir aussi [9] pour des résultats partiels), l’auteur a étudié la continuité Lp des fonctions maxi-
males de Hardy–Littlewood dans une situation très vaste d’espaces à croissance exponentielle du volume : les variétés
cuspidales ainsi que les espaces cuspidaux d’indice α −1.
On commence par rappeler brièvement la définition des variétés cuspidales.
1.1. Définition et motivation
Rappelons que la variété cuspidale de base (X, gX), Cusp(X), est par définition (de W. Müller, voir [16]) l’espace
R
+ × X muni de la métrique riemannienne r−2(dr2 + gX).
Soient N la dimension de X, dμX et dμ les mesures induites sur X et Cusp(X) respectivement. On a alors
dμ(y, x) = y−N−1 dy dμX(x).
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les variétés cuspidales, la courbure de Ricci n’est pas toujours minorée, le rayon d’injectivité peut être nul et le volume
des boules est à croissance exponentielle. Pour d’autres informations sur les variétés cuspidales, on pourra se reporter
par exemple à [16] et [9].
Soit d la distance induite sur Cusp(X), et soit α ∈ R.
On définit l’espace cuspidal Cusp(X), à base de X et d’indice α, comme l’espace R+ × X, muni de la distance d
et de la mesure dμα = yα dy dμX. Et on trouve que (Cusp(X), d,dμα) est à croissance exponentielle du volume, voir
par exemple [10] et [11] pour α −1 et la Proposition 4.1 de cet article pour α > −1.
Dans [11], pour tout 1 < p0 < +∞ (resp. p0 = +∞), on trouve une famille de variétés à croissance exponentielle
du volume, des variétés cuspidales ou bien des espaces cuspidaux avec l’indice α  −1, sur lesquels l’opérateur
maximal non centré M∗ est borné sur Lp pour p > p0 (resp. p = +∞) mais pas pour 1 p  p0 (resp. p < +∞).
Naturellement, on pense qu’il existe des variétés à croissance exponentielle du volume sur lesquelles M∗ est borné sur
Lp pour tout p > 1. On va donner de telles variétés dans cet article.
Considérons maintenant un exemple très simple, l’espace R+ × R muni de la distance hyperbolique, c’est-à-dire :
d
(
(y, x), (y′, x′)
)= arc cosh y2 + y′2 + (x − x′)2
2yy′
, ∀(y, x), (y′, x′) ∈ R+ × R,
et muni de la mesure dμα(y, x) = yα dy dx avec α ∈ R et dx mesure de Lebesgue. Quand α = −2 (resp. α = −1),
on peut le considérer comme l’espace hyperbolique réel de dimension 2 (resp. le groupe affine de la droite muni de la
mesure de Haar invariante à droite). On s’intéresse à la continuité Lp des opérateurs maximaux de Hardy–Littlewood
sur (R+ × R, d,dμα). Les résultats de [10] et [11] impliquent que
1. Lorsque α −2, M est borné sur Lp pour tout 1 < p +∞ et de type faible (1,1), M∗ est borné sur Lp pour
p > p0 = 2α+22α+3 (∈ (1,2]) mais pas pour p  p0.
2. Lorsque −2 < α < −3/2, M est borné sur Lp pour tout p > p1 = α+12α+3 > 1 mais pas pour p < p1, M∗ est borné
sur Lp pour p > p0 = 2p1 mais pas pour p  p0.
3. Lorsque −3/2 α −1, M et M∗ sont bornés sur Lp si et seulement si p = +∞.
Naturellement, on se demande comment est la continuité Lp de M et M∗ dans le cas où α > −1. Est-ce comme
dans le cas où −3/2  α −1, c’est-à-dire M et M∗ sont bornés sur Lp si et seulement si p = +∞ ? On trouvera
une réponse surprenante dans cet article.
1.2. Enoncé du résultat dans une situation générale
Soient dX et d les distances sur X et Cusp(X) respectivement. Alors on a la formule suivante (voir la Proposition 2.2
de [9]) :
d
(
(y1, x1), (y2, x2)
)= arc cosh y21 + y22 + d2X(x1, x2)
2y1y2
, ∀(y1, x1), (y2, x2) ∈ R+ × X. (1.3)
En général, si (X, dX) est un espace métrique, on peut noter que la formule (1.3) définit une distance sur
Cusp(X) = R+ × X. Et on appelle (Cusp(X), d) l’espace cuspidal (ou bien hyperbolique) de base (X, dX).
Soit X un espace muni d’une distance dX et d’une mesure de Borel μX et soit β :R+ → R+ une fonction
continue. On se propose d’étudier les fonctions maximales de Hardy–Littlewood sur l’espace cuspidal de base (X, dX),
(Cusp(X), d), muni de la mesure dμβ = β(y)dy dμX.
Comme la démonstration de nos résultats utilise seulement (1.3) et les estimations du volume des boules dans
(Cusp(X), d,μβ), on suppose que (X, dX,μX) satisfait la propriété du doublement du volume ((1.1)) et qu’il existe
une constante C > 0 telle que
β(s)
β(t)
C, ∀ 0 < t
2
 s  2t. (1.4)
On verra dans la démonstration de la Proposition 4.1 de cet article que ces deux conditions faibles sont naturelles et
aussi nécessaires pour qu’on puisse estimer le volume des boules dans (Cusp(X), d,μβ) sans poser d’autre condition
sur (X, dX,μX).
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β(s)
β(t)
A
(
s
t
)α
, ∀ 0 < s  2t. (1.5)
Lorsque α  −1, la situation se complique, des conditions supplémentaires sur β et sur (X, dX,dμX) seront
nécessaires pour qu’on puisse étudier les fonctions maximales de Hardy–Littlewood sur (Cusp(X), d,μβ). Par
exemple, pour le cas le plus simple, β(y) = yα avec α < −1, la continuité de M , M∗ dépend de la croissance du
volume de (X, dX,μX) ; normalement, il existe un 1 < p0 +∞ telle que M∗ n’est pas bornées sur Lp pour p < p0.
Et pour β(y) = y−1, on est presque sûr que M , M∗ ne sont bornées sur Lp pour aucun p < +∞. Voir par exemple
[10] et [11] pour les détails.
Donc, on suppose dans toute la suite que β satisfait l’estimation (1.5) avec α > −1. Et on rappelle aussi que
dans la suite (X, dX,μX) désigne un espace métrique mesuré satisfaisant la propriété du doublement du volume et
(Cusp(X), d,μβ) désigne l’espace R+ × X muni de la distance hyperbolique d définie par (1.3) et de la mesure
dμβ(y, x) = β(y)dy dμX(x).
On a les résultats généraux :
Théorème 1.1. Soient (X, dX,μX) et (Cusp(X), d,μβ) comme ci-dessus, alors M est de type faible (1,1) (donc
bornée sur Lp pour tout 1 < p +∞).
Théorème 1.2. Soient (X, dX,μX) et (Cusp(X), d,μβ) comme ci-dessus, alors M∗ est bornée sur Lp pour tout
1 < p +∞.
1.2.1. Quelques remarques sur nos résultats
1. On voit que la condition (1.5) est faible. Par exemple, les fonctions suivantes satisfont (1.5) :
β(s) =
{
sα, 0 < s  1,
sι lnκ (e − 1 + s), s  1,
où ι > α > −1 avec κ ∈ R, ou bien ι = α > −1 avec κ  0.
De plus, si β1 et β2 satisfont l’estimation (1.5), alors β1 + β2 aussi.
D’ailleurs, une remarque triviale est que s’il existe une constante C > 1 telle que C−1β1  β2  Cβ1, alors β1
satisfait (1.5) si et seulement si β2 satisfait (1.5).
2. On verra dans la Proposition 4.1 que (Cusp(X), d,μβ) est à croissance exponentielle du volume et satisfait la
propriété du doublement du volume localement, c’est-à-dire pour tout r0  1, il existe une constante C(r0) > 0 telle
que ∣∣B(Y,2r)∣∣C(r0)∣∣B(Y, r)∣∣, ∀ 0 r  r0,Y ∈ Cusp(X). (1.6)
De plus, pour tout r > 0 et tout x ∈ X, on a :
lim
y→0+
∣∣B((y, x), r)∣∣= 0, lim
y→+∞
∣∣B((y, x), r)∣∣= +∞.
3. Le résultat du Théorème 1.2 est tout à fait nouveau : c’est la première fois qu’on trouve des exemples de variétés
à croissance exponentielle du volume sur lesquelles M∗ est bornée sur Lp pour tout p > 1.
4. Il serait très intéressant de savoir si M∗ est de type faible (1,1) sous la condition du Théorème 1.2.
5. La formule (1.3) est cruciale pour montrer les Théorèmes 1.1 et 1.2 ainsi que les résultats de [10] et [11].
Cependant, elle n’est pas essentielle pour nos résultats. Plus précisément, pour une distance sur R+ × X, d∗, on dit
qu’elle est quasi-hyperbolique s’il existe une constante C > 1 telle que
C−1d(Y,Y ′) d∗(Y,Y ′)Cd(Y,Y ′), ∀Y,Y ′ ∈ R+ × X,
d(Y,Y ′)−C  d∗(Y,Y ′) d(Y,Y ′)+C, pour d(Y,Y ′) 	 C.
On appelle (Cusp(X), d∗) un espace de type quasi-hyperbolique (ou bien quasi-cuspidal) de base (X, dX). Un exemple
typique des espaces de type quasi-hyperbolique est les AN groupes harmoniques, voir [1] et leur références pour la
définition et les propriétés élémentaires des AN groupes harmoniques.
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de type presque hyperbolique. En fait, en notant Md et M∗,d (resp. Md∗ et M∗,d∗ ) les fonctions maximales de
Hardy–Littlewood centrée et non centrée sur (Cusp(X), d, σ ) (resp. (Cusp(X), d∗, σ )) avec des conditions données
ici ou bien dans [10] et [11], par les estimations du volume des boules, on constate que Md et Md∗ (resp. M∗,d et
M∗,d∗ ) sont comparables.
6. A partir des résultats obtenus ainsi que ceux de [10] et [11], on peut tirer les deux faits suivants concernant les
fonctions maximales de Hardy–Littlewood sur les espaces métriques mesurés à croissance exponentielle du volume :
(1) dans certains cas, la distance et les estimations du volume des boules sont suffisantes pour déterminer la conti-
nuité Lp de M et M∗ ;
(2) en général, la distance et une estimation uniforme de type
|B(w, r)|
|B(w,1)| ∼ f (r), ∀r > 0, ∀w
sont insuffisantes pour déterminer la continuité Lp de M∗.
1.3. Idée principale de la démonstration des Théorèmes 1.1 et 1.2
Comme on ne dispose que (1.3) et des estimations du volume des boules dans (Cusp(X), d,μβ) (voir la
Proposition 4.1 de cet article), la démonstration des Théorèmes 1.1 et 1.2 est très technique.
On décompose de façon standard M (ou M∗) en partie locale et en partie globale. Puisque (Cusp(X), d,μβ)
satisfait la propriété du doublement du volume localement, la démonstration classique (voir par exemple pp. 71–72
de [4]) s’adapte facilement pour établir que la partie locale est bornée de L1 dans l’espace L1-faible. Pour démontrer
le Théorème 1.1, on montrera que la partie globale est bornée sur L1. Et pour démontrer le Théorème 1.2, on montrera
que la partie globale est bornée de l’espace de Lorentz Lp,1 dans l’espace de Lorentz Lp,∞ pour tout p > 1.
Les techniques utilisées nous permettent aussi d’améliorer les résultats de [10] et de [11]. De plus, en combinant
les techniques de cet article et celles de [10] et [11], on peut étudier les fonctions maximales de Hardy–Littlewood
pour des mesures plus générales sur les variétés cuspidales.
1.4. Notations
Si f et g sont deux fonctions, alors on dit que f ∼ g si et seulement s’il existe une constante c > 0 telle que
c−1f  g  cf .
Si E est un ensemble mesurable, alors on note |E| son volume et χE sa fonction caractéristique.
Dans toute la suite, C, C∗, C∗, etc. désigneront des constantes universelles qui dépendent peut-être d’autres
constantes dans (1.1) et (1.5).
2. Rappels sur les espaces de Lorentz
Fixons un espace mesuré (B,B, ν) et si f est une fonction mesurable sur B , notons f∗(s) = ν{|f | > s}.
L’espace de Lorentz Lp,q(ν), 1  p,q < ∞ (resp. Lp,∞(ν), 1  p < +∞) est défini comme l’ensemble des
fonctions mesurables satisfaisant (voir (2.1) de [17]) :
‖f ‖Lp,q (ν) =
( +∞∫
0
q
[
sf∗(s)1/p
]q ds
s
)1/q
< +∞ (resp.‖f ‖Lp,∞(ν) = sup
s>0
sf∗(s)1/p < +∞
)
.
Ici on aura besoin des résultats suivants (voir, par exemple la section §V.3 de [21]) :
(i) Interpolation. Soit 1  p0 < +∞ et soit T un opérateur sous-additif, borné sur L∞ et de Lp0,1 dans Lp0,∞.
Alors T est aussi borné sur Lp,q , pour p0 < p < +∞ et 1 q +∞ (il s’agit d’un cas particulier du théorème V.3.15
de [21]).
(ii) Comparaison. Soient 1 et 2 deux mesures de Borel sur (B,B). Soient aussi 1 p1,p2 +∞ et supposons
qu’il existe une constante C > 0 telle que
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1/p2
2 (E) C
1/p1
1 (E),
pour tout E satisfaisant 1(E) < +∞. Alors, il existe une constante c > 0 telle que
‖f ‖Lp2 (2)  c‖f ‖Lp1,1(1)
pour toute fonction mesurable f sur B (voir le théorème V.3.13 de [21]).
3. Une proposition auxiliaire
La proposition suivante sera cruciale pour démontrer le Théorème 1.2 :
Proposition 3.1. Si β satisfait (1.5) avec α > −1, et soit p > 1. Alors, il existe une constante Cp = C(p,A,α) > 0
telle que
‖f ‖
L1(R+,(y′β(y′))1/p dy′
y′ )
 Cp‖f ‖Lp,1(R+,β(y′)dy′), ∀f ∈ Lp,1
(
R
+, β(y′)dy′
)
. (3.1)
Pour montrer la Proposition 3.1, on aura besoin du lemme suivant :
Lemme 3.2. Soit p > 1. On a[
l∑
i=0
(λi − υi)
]1/p

l∑
l=0
(
λ
1/p
i − υ1/pi
)
, ∀ 0 < υ0  λ0  · · · υl  λl, l ∈ N. (3.2)
Démonstration. C’est justement (3.8) de [11]. 
Afin de montrer la Proposition 3.1, on aura aussi besoin du fait suivant :
Puisque α > −1, on peut choisir n0,m0 ∈ N∗ assez grands tels que
An
−m0(1+α)
0 n
1+|α|
0  1,
où la constante A > 0 provient de (1.5). On décompose R+ comme suit :
R
+ =
m0−1⋃
b=0
(⋃
j∈Z
[
n
jm0+b
0 , n
jm0+b+1
0
])
.
Dans la suite, pour simplifier les notations, on note :
Ij,b =
[
n
jm0+b
0 , n
jm0+b+1
0
]
, j ∈ Z, 0 bm0 − 1.
Et on constate que pour tout 0 bm0 − 1 et tout j ∈ Z, on a :
n
jm0+b+1
0 inf
y∈Ij,b
β(y) n(j+1)m0+b0 inf
y∈Ij+1,b
β(y). (3.3)
On observe aussi que par (1.5) ou bien par (1.4), il existe une constante C = C(A,n0) > 0 telle que
inf
y∈Ij,b
β(y) C sup
y∈Ij,b
β(y), ∀ 0 bm0 − 1, j ∈ Z. (3.4)
Démonstration de la Proposition 3.1. Par la propriété de comparaison des espaces de Lorentz, il suffit de montrer
qu’il existe une constante C = C(A,m0, n0) > 0 telle que pour tout ensemble mesurable E ⊆ R+, on a∫
β(y)1/py1/p−1 dy  Cp
[ ∫
β(y)dy
]1/p
. (3.5)
E E
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0 < ai  bi < ai+1.
En fait, en notant,
E ∩ Ij,b =
⋃
k
[j,b,k, σj,b,k], j ∈ Z, 0 bm0 − 1,
on peut écrire :
[ ∫
E
β(y)dy
]1/p
=
[∑
j,b,k
σj,b,k∫
j,b,k
β(y)dy
]1/p

[
m0−1∑
b=0
∑
j,k
inf
y∈Ij,b
β(y)(σj,b,k − j,b,k)
]1/p
 1
m0
m0−1∑
b=0
{∑
j
[∑
k
inf
y∈Ij,b
β(y)(σj,b,k − j,b,k)
]}1/p
.
Par (3.3) et (3.2), on obtient :
[ ∫
E
β(y)dy
]1/p
 1
m0
m0−1∑
b=0
∑
j,k
(
inf
y∈Ij,b
β(y)
)1/p(
σ
1/p
j,b,k − 1/pj,b,k
);
en utilisant (3.4), on en déduit qu’il existe une constante C > 0 telle que
[ ∫
E
β(y)dy
]1/p
 C 1
m0
m0−1∑
b=0
∑
j,k
(
sup
y∈Ij,b
β(y)
)1/p(
σ
1/p
j,b,k − 1/pj,b,k
)
= p−1C 1
m0
∑
j,b
(
sup
y∈Ij,b
β(y)
)1/p ∫
E∩Ij,b
y1/p−1 dy
 p−1C 1
m0
∫
E
β(y)1/py1/p−1 dy.
On a donc montré (3.5). 
4. Estimation du volume des boules
Dans la proposition suivante, on donne les estimations du volume des boules dans (Cusp(X), d,μβ) utile dans la
suite.
Proposition 4.1. Soient (X, dX,μX) et (Cusp(X), d,μβ) comme dans l’introduction. Alors on a l’estimation sui-
vante : ∣∣B((y, x), r)∣∣∼ β(y cosh r)y sinh r∣∣BX(x, y sinh r)∣∣, ∀r > 0, (y, x) ∈ R+ × X.
Une conséquence immédiate de cette proposition est la suivante :
Corollaire 4.2. On a∣∣B((y, x), r)∣∣∼ β(y cosh r)y cosh r∣∣BX(x, y cosh r)∣∣, ∀r  1, (y, x) ∈ R+ × X. (4.1)
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c’est-à-dire pour tout r0  1 fixé, il existe une constante C(r0) > 0 telle que∣∣B(Y,2r)∣∣ C(r0)∣∣B(Y, r)∣∣, ∀ 0 r  r0, Y ∈ R+ × X;
de plus, pour tout r > 0 et tout x ∈ X, on a :
lim
y→0+
∣∣B((y, x), r)∣∣= 0, lim
y→+∞
∣∣B((y, x), r)∣∣= +∞.
Démonstration de la Proposition 4.1. Comme
d
(
(y, x), (y′, x′)
) = arc cosh y2 + y′2 + d2X(x, x′)
2yy′
< r
⇐⇒
{
dX(x, x
′) < [2yy′ cosh r − (y2 + y′2)]1/2
2yy′ cosh r − (y2 + y′2) > 0
⇐⇒
{
dX(x, x
′) < [2yy′ cosh r − (y2 + y′2)]1/2
ye−r < y′ < yer ,
on a :
∣∣B((y, x), r)∣∣=
yer∫
ye−r
β(y′)
∣∣BX(x,√2yy′ cosh r − (y2 + y′2))∣∣dy′.
Notons pour (y, x) ∈ Cusp(X) et r  0,
I1 =
y sinh r∫
0
s|BX(x, s)|√
y2 sinh2 r − s2
β
(
y cosh r +
√
y2 sinh2 r − s2)ds (4.2)
I2 =
y sinh r∫
0
s|BX(x, s)|√
y2 sinh2 r − s2
β
(
y cosh r −
√
y2 sinh2 r − s2)ds. (4.3)
Alors, en utilisant le changement de variable
√
2yy′ cosh r − (y2 + y′2) = s, on voit que∣∣B((y, x), r)∣∣= I1 + I2. (4.4)
Par (1.5), on a :
I1 ∼ β(y cosh r)
y sinh r∫
0
s|BX(x, s)|√
y2 sinh2 r − s2
ds
= β(y cosh r)y sinh r
1∫
0
t |BX(x, yt sinh r)|√
1 − t2 dt
∼ β(y cosh r)y sinh r
1∫
1/2
t |BX(x, yt sinh r)|√
1 − t2 dt.
En utilisant la propriété du doublement du volume (1.1), on obtient :
I1 ∼ β(y cosh r)y sinh r
∣∣BX(x, y sinh r)∣∣. (4.5)
Pour estimer I2, on constate d’abord que
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y sinh r∫
0
s|BX(x, s)|√
y sinh r + s√y sinh r − s β
(
y2 + s2
y cosh r +
√
y2 sinh2 r − s2
)
ds,
puis, en utilisant (1.5) ou (1.4) et le changement de variable s = yt ,
I2 ∼ y√
sinh r
sinh r∫
0
t
∣∣BX(x, yt)∣∣(sinh r − t)−1/2β
(
1 + t2
cosh r
y
)
dt = I2∗. (4.6)
On observe que
I2∗ 
∣∣BX(x, y sinh r)∣∣β(y cosh r) y√
sinh r
sinh r∫
0
t (sinh r − t)−1/2 β(
1+t2
cosh r y)
β(y cosh r)
dt.
Ainsi (1.5) implique que
I2∗ A
∣∣BX(x, y sinh r)∣∣β(y cosh r) y√
sinh r
sinh r∫
0
t (sinh r − t)−1/2
(
1 + t2
cosh2 r
)α
dt.
Donc, grâce aux (4.4)–(4.6), pour montrer la Proposition 4.1, il suffit de montrer qu’il existe une constante C > 0
telle que
J = 1√
sinh r
sinh r∫
0
t (sinh r − t)−1/2
(
1 + t2
cosh2 r
)α
dt  C sinh r, ∀r > 0. (4.7)
Pour montrer (4.7), on va distinguer les deux cas 0 < r  1 et r  1 :
Cas 1. 0 < r  1. On a évidemment
J  C(α) 1√
sinh r
sinh r
sinh r∫
0
(sinh r − t)−1/2 dt = C sinh r.
Cas 2. r  1. On pose
J1 = 1√
sinh r
1/2∫
0
t (sinh r − t)−1/2
(
1 + t2
cosh2 r
)α
dt, J2 = 1√
sinh r
sinh r∫
1/2
t (sinh r − t)−1/2
(
1 + t2
cosh2 r
)α
dt.
Alors, on a J = J1 + J2.
Puisque α > −1, on a :
J1 C(α) sinh−1 r cosh−2α r  C sinh r,
et
J2  C(α)
1√
sinh r
sinh r∫
1/2
t (sinh r − t)−1/2
(
t
cosh r
)2α
dt
= C(α) sinh r
(
sinh r
cosh r
)2α 1∫
1
2 sinh r
h1+2α(1 − h)−1/2 dh
par le changement de variable t = h sinh r
 C sinh r.
La démonstration de (4.7) est terminée. 
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Pour f ∈ L1loc(R+ × X, d,dμβ), définissons
T1f (Y) = sup
0<r1
1
|B(Y, r)|
∫
B(Y,r)
|f |dμβ, Y ∈ Cusp(X),
T2f (Y) = sup
r1
1
|B(Y, r)|
∫
B(Y,r)
|f |dμβ, Y ∈ Cusp(X).
On a évidement
Mf (Y) T1f (Y)+ T2f (Y).
Remarquons que les deux opérateurs T1 et T2 sont bornés sur L∞.
T1 est la partie locale de l’opérateur M . Sa définition ne fait intervenir que des boules de rayon 1, pour lesquelles
la propriété de doublement du volume est vraie avec une constante C > 0 qui ne dépend ni de Y ∈ Cusp(X), ni de
r ∈ ]0,1], voir (1.6). Donc, la démonstration classique (voir par exemple pp. 71–72 de [4]) s’adapte facilement pour
démontrer que T1 est bornée de L1 dans L1,∞. Donc, pour démontrer le Théorème 1.1, il suffit de montrer que T2 est
borné sur L1.
On observe que
T2f (Y)
∫
Cusp(X)
|f (Y ′)|
|B(Y,max (1, d(Y,Y ′)))| dμβ(Y
′);
donc, pour montrer que T2 est borné sur L1, il nous reste à montrer la :
Proposition 5.1. On a
sup
Y ′∈Cusp(X)
∫
Cusp(X)
1
|B(Y,max (1, d(Y,Y ′)))| dμβ(Y) < +∞. (5.1)
Démonstration. On commence par estimer |B(Y,max (1, d(Y,Y ′)))|−1.
Notant
Y = (y, x), Y ′ = (y′, x′) ∈ R+ × X.
Par (4.1) et (1.3), on a :∣∣B(Y,max(1, d(Y,Y ′)))∣∣−1
 C
[
β
(
y
y2 + y′2 + d2X(x, x′)
2yy′
)]−1(
y
y2 + y′2 + d2X(x, x′)
2yy′
)−1∣∣∣∣BX
(
x, y
y2 + y′2 + d2X(x, x′)
2yy′
)∣∣∣∣
−1
.
Or, (X, dX,dμX) satisfait le doublement du volume (1.1), on a :
∣∣B(Y,max(1, d(Y,Y ′)))∣∣−1 C∗
2y′
y2+y′2+d2X(x,x′)
β(
y2+y′2+d2X(x,x′)
2y′ )
∣∣∣∣BX
(
x,
y2 + y′2 + d2X(x, x′)
y′
)∣∣∣∣
−1
.
En remarquant que
BX
(
x′,
y2 + y′2 + d2X(x, x′)
2y′
)
⊆ BX
(
x, dX(x, x
′)+ y
2 + y′2 + d2X(x, x′)
2y′
)
⊆ BX
(
x,
y2 + y′2 + d2X(x, x′)
′
)
,y
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∣∣B(Y,max (1, d(Y,Y ′)))∣∣−1  C
y′
y2+y′2+d2X(x,x′)
β(
y2+y′2+d2X(x,x′)
2y′ )
∣∣∣∣BX
(
x′,
y2 + y′2 + d2X(x, x′)
2y′
)∣∣∣∣
−1
.
En utilisant encore une fois la propriété du doublement du volume, on a :∣∣B(Y,max (1, d(Y,Y ′)))∣∣−1  CΥ,
où
Υ =
y′
y2+y′2+d2X(x,x′)
β(
y2+y′2+d2X(x,x′)
2y′ )
∣∣∣∣BX
(
x′,
y2 + y′2 + d2X(x, x′)
y′
)∣∣∣∣
−1
.
Pour montrer (5.1), il nous reste à montrer que
Q = sup
y′>0, x′∈X
+∞∫
0
∫
X
Υ dμβ(y, x) = sup
y′>0, x′∈X
+∞∫
0
β(y)
+∞∑
k=0
∫
Ωk
Υ dμX(x)dy < +∞,
où
Ωk =
{
x ∈ X;
√
(2k − 1)(y2 + y′2) dX(x′, x) <
√
(2k+1 − 1)(y2 + y′2)}.
Or, pour x ∈ Ωk , par (1.5), on a :
β(y)
β(
y2+y′2+d2X(x,x′)
2y′ )
A
(
y
y2+y′2+d2X(x,x′)
2y′
)α
 C(A,α)
(
2−k 2yy
′
y2 + y′2
)α
,
donc,
β(y)
∫
Ωk
Υ dμX(x) C
(
2−k 2yy
′
y2 + y′2
)α
y′
2k(y2 + y′2)
|BX(x′,
√
(2k+1 − 1)(y2 + y′2))|
|BX(x′, (y2+y′2)2ky′ )|
.
Comme
√
y2 + y′2 < y2+y′2
y′ et
√
2k+1 − 1 2k pour tout k ∈ N, on peut écrire :
β(y)
∫
Ωk
Υ dμX(x)C2−k(1+α)
(
2yy′
y2 + y′2
)α
y′
y2 + y′2 .
Par conséquent,
Q C
+∞∑
k=0
2−k(1+α) sup
y′>0
+∞∫
0
(
2yy′
y2 + y′2
)α
y′
y2 + y′2 dy
= C
+∞∑
k=0
2−k(1+α)
+∞∫
0
(
2s
1 + s2
)α 1
1 + s2 ds
(et par le changement de variable y = sy′)
< +∞, par le fait que 1 + α > 0.
On a donc montré (5.1). 
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Dans cette section, on va montrer le Théorème 1.2.
Pour f ∈ L1loc(R+ × X, d,dμβ) et Y ∈ R+ × X, définissons :
M∗,0f (Y) = sup
Y∈B(Z,r), 0<r1
1
|B(Z, r)|
∫
B(Z,r)
∣∣f (Y ′)∣∣dμβ(Y ′),
M∗,∞f (Y) = sup
Y∈B(Z,r), r1
1
|B(Z, r)|
∫
B(Z,r)
∣∣f (Y ′)∣∣dμβ(Y ′).
On observe que
M∗f (Y)M∗,0f (Y)+M∗,∞f (Y).
Remarquons que les deux opérateurs M∗,0 et M∗,∞ sont bornés sur L∞.
M∗,0 est la partie locale de l’opérateur M∗. Sa définition ne fait intervenir que des boules de rayon  1, pour
lesquelles la propriété de doublement du volume est vraie avec une constante C > 0 qui ne dépend ni de Y ∈ Cusp(X),
ni de r ∈ ]0,1], voir (1.6). Donc, la démonstration classique (voir par exemple pp. 71–72 de [4]) s’adapte facilement
pour démontrer que M∗,0 est bornée de L1 dans L1,∞, et donc borné sur Lp pour tout 1 < p +∞. Par conséquent,
pour montrer le Théorème 1.2, il suffit de montrer que M∗,∞ est borné sur Lp pour tout 1 < p +∞.
Puisque M∗,∞ est déjà borné sur L∞, par la propriété d’interpolation sur les espaces de Lorentz, il nous reste à
montrer la :
Proposition 6.1. Soit 1 < p < +∞. Alors, M∗,∞ est borné de l’espace de Lorentz Lp,1 dans l’espace de Lo-
rentz Lp,∞.
Pour cela, on aura besoin du lemme suivant :
Lemme 6.2. Il existe une constante C > 0 telle que pour tout 1 < p < +∞, f ∈ L1loc(Cusp(X), d,μβ) et
Y = (y, x) ∈ Cusp(X), on a :
M∗,∞f (Y) C
[
yβ(y)
]−1/p +∞∫
0
MXf (y
′, x)
[
y′β(y′)
]1/p dy′
y′
= C[yβ(y)]−1/p∥∥MXf (y′, x)∥∥
L1(R+,[y′β(y′)]1/p dy′
y′ )
, (6.1)
où MX désigne l’opérateur maximal centré de Hardy–Littlewood sur X.
On admet le lemme pour l’instant et on continue avec la démonstration du Théorème 1.2.
Démonstration du Théorème 1.2. Soit 1 < p < +∞. Par (6.1), on a :
‖M∗,∞f ‖pLp,∞ = sup
s>0
spμβ
{Y ∈ Cusp(X); ∣∣M∗,∞f (Y)∣∣> s}
 sup
s>0
spμβ
{Y ∈ Cusp(X); C[yβ(y)]−1/p∥∥MXf (y′, x)∥∥
L1(R+,[y′β(y′)]1/p dy′
y′ )
> s
}
= sup
s>0
sp
∫
X
( ∫
yβ(y)<W(f ;x,s;p)
β(y)dy
)
dμX(x),
où on a noté dans la dernière égalité
W(f ;x, s;p) = [Cs−1∥∥MXf (y′, x)∥∥
L1(R+,[y′β(y′)]1/p dy′ )
]p
.y′
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y0 = y0(f ;x, s;p) = sup
{
y > 0; yβ(y) < W(f ;x, s;p)}.
Par (1.5) (avec α > −1), on constate d’abord que{
y > 0; yβ(y) < W(f ;x, s;p)}⊆ (0, y0],
puis, que
∫
yβ(y)<W(f ;x,s;p)
β(y)dy 
y0∫
0
β(y)dy
= β(y0)
y0∫
0
β(y)
β(y0)
dy
Aβ(y0)
y0∫
0
(
y
y0
)α
dy
= C(A,α)y0β(y0) par le fait que α > −1
 C∗
[
s−1
∥∥MXf (y′, x)∥∥
L1(R+,[y′β(y′)]1/p dy′
y′ )
]p
.
On a donc
‖M∗,∞f ‖pLp,∞  C′
∥∥∥∥MXf (y′, x)∥∥
L1(R+,[y′β(y′)]1/p dy′
y′ )
∥∥p
Lp(X,dμX).
La Proposition 3.1 implique que
‖M∗,∞f ‖pLp,∞ Cp
∥∥∥∥MXf (y′, x)∥∥Lp,1(R+,β(y′)dy′)∥∥pLp(X,dμX).
On constate d’abord par la définition de Lp,1 que
‖M∗,∞f ‖pLp,∞  Cp
∫
X
[ +∞∫
0
( ∫
MXf (y′,x)>s
β(y′)dy′
)1/p
ds
]p
dμX(x),
puis, d’après l’inégalité de Minkowski (voir par exemple p. 271 de [20]), que
‖M∗,∞f ‖pLp,∞  C
{ +∞∫
0
[ ∫
X
( ∫
MXf (y′,x)>s
β(y′)dy′
)1/p×p
dμX(x)
]1/p
ds
}p
= C
[ +∞∫
0
( ∫
MXf (y′,x)>s
β(y′)dy′ dμX(x)
)1/p
ds
]p
= C‖MXf ‖pLp,1(R+×X,dμβ), par la définition de Lp,1.
Comme X est un espace homogène au sens de [4], MX est borné sur Lq(R+×X,dμβ) pour tout 1 < q < p +∞ ;
par la propriété d’interpolation sur les espaces de Lorentz, MX est aussi bornée sur Lp,1. Par conséquent, M∗,∞ est
bornée de Lp,1 dans Lp,∞. 
Démonstration du Lemme 6.2. Dans la suite, on note Z = (z, xz) ∈ R+ × X.
D’après (1.3),
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⊂ {(y′, x′) ∈ R+ × X; ze−r < y′ < zer , dX(xz, x′) <√2y′z cosh r },
donc, lorsque Y ∈ B(Z, r) avec r  1, en utilisant les estimations du volume des boules de rayon  1 dans
(Cusp(X), d,μβ), voir (4.1), on a :∣∣B(Z, r)∣∣−1 ∫
B(Z,r)
∣∣f (Y ′)∣∣dμβ(Y ′)
 C [z cosh rβ(z cosh r)]
−1
|BX(xz, z cosh r)|
zer∫
ze−r
∫
BX(xz,
√
2y′z cosh r)
∣∣f (y′, x′)∣∣dμX(x′)β(y′)dy′
 C [z cosh rβ(z cosh r)]
−1
|BX(xz,2z cosh r)|
zer∫
ze−r
∫
BX(xz,
√
2y′z cosh r)
∣∣f (y′, x′)∣∣dμX(x′)β(y′)dy′,
par la propriété du doublement du volume.
Lorsque ze−r  y′  zer , on a évidemment
√
2y′z cosh r  2z cosh r . Et quand d(Y,Z) < r , (1.3) implique que
dX(x, xz) < z cosh r . On constate que si d(Y,Z) < r et si ze−r  y′  zer , alors,
BX(x, z cosh r) ⊆ BX(xz,2z cosh r), (6.2)
BX(xz,
√
2y′z cosh r ) ⊆ BX(x,3z cosh r). (6.3)
Donc,
1
|BX(xz,2z cosh r)|
∫
BX(xz,
√
2y′z cosh r)
∣∣f (y′, x′)∣∣dμX(x′)
 |BX(x,3z cosh r)||BX(x, z cosh r)|
1
|BX(x,3z cosh r)|
∫
BX(x,3z cosh r)
∣∣f (y′, x′)∣∣dμX(x′)
 CMXf (y′, x) (par la propriété du doublement du volume).
Par conséquent,
∣∣B(Z, r)∣∣−1 ∫
B(Z,r)
∣∣f (Y ′)∣∣dμβ(Y ′) C′
zer∫
ze−r
β(y′)
z cosh rβ(z cosh r)
MXf (y
′, x)dy′.
Et par (1.5) ou bien par (1.4), on peut écrire :
∣∣B(Z, r)∣∣−1 ∫
B(Z,r)
∣∣f (Y ′)∣∣dμβ(Y ′) C
zer∫
ze−r
β(y′)
2z cosh rβ(2z cosh r)
MXf (y
′, x)dy′.
Soit 1 < p < +∞.
Lorsque ze−r  y′  zer avec | ln z
y
| d(Y,Z) < r , par (1.5), on a :
y′β(y′)
2z cosh rβ(2z cosh r)
max{A,1}
{
y′β(y′)
2z cosh rβ(2z cosh r)
}1/p
= C
{
y′β(y′)
yβ(y)
yβ(y)
2z cosh rβ(2z cosh r)
}1/p
 (A + 1)C
{
y′β(y′)}1/p
.
yβ(y)
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M∗,∞f (Y) C
zer∫
ze−r
β(y′)
2z cosh rβ(2z cosh r)
MXf (y
′, x)dy′
 C
+∞∫
0
1
y′
{
y′β(y′)
yβ(y)
}1/p
MXf (y
′, x)dy′,
pour tout Y ∈ R+ × X, toute f et tout 1 < p < +∞.
On a donc démontré le Lemme 6.2. 
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