While (1.3) and (1.4) provide useful asymptotic results, which [for (1.3)] may be quite accurate when the limit is removed from the left-hand side, these estimates give no indication about the rate at which the convergence to the limit actually takes place. To circumvent this problem in a closely related problem in sequential analysis, Siegmund (1976) Sadowsky (1993) and Bucklew (1998) . The difficulty of extending Siegmund's algorithm beyond the one-dimensional setting was documented by Glasserman and Wang (1997) . Here it was shown that there is no hope of obtaining results like Siegmund's for the multidimensional problem in (1. 1) when A = {(u, v): u > I or v > 1} c L2 and E(S1) =-Qt1, AD2), where /ui > 0. In particular, from a reasonable class of importance sampling regimes, they showed that various regimes lead to unbounded relative error for the estimator as 8 -> 0. Similar "counterexamples" in a queueing context were given in Glasserman and Kou (1995) . These counterexamples show that the much-used technique of minimizing the variational formula in Mogulskii's theorem [Dembo and Zeitouni (1998) , Theorem 5.1] does not lead to any sort of efficient simulation regime in general. In this paper, we will show that if the set A c Rd in (1.1) is convex, then a natural analog of Siegmund's algorithm can be developed for the multidimensional problem in (1.1).
A related work is Sadowsky (1996) , which established certain necessary and sufficient conditions for efficient importance sampling of P{Sn/n E A}, where A is a subset of a Banach space. A sufficient condition is established under hypotheses which roughly amount to the existence of a "dominating point" [see Ney (1983) , where dominating points are defined and their existence is studied]. There are, however, some substantial differences between the results and general approach of Sadowsky's paper and those given here. First, our problem and techniques are very different; for example, the rate function Ip in (1.4) is neither strictly convex nor differentiable, nor are its level sets compact. Hence our analysis is quite distinct from that used for sample means or other classical large deviations theorems, such as, for example, Mogulskii's theorem, and the rate functions and optimal importance sampling regimes we obtain are, of course, different. Second, Sadowsky works with arbitrary sequences satisfying the large deviation principle. In practice, one would usually like to simulate using an explicit transformation on the increments SI -So, S2 -SI, ..., rather than on Sn itself, and it is not evident when this can be done in the framework of general sequences. Thus, an additional objective of this paper is to propose a wide and very natural class of processes-the Markov additive processes in general state space-where such explicit transformations can be achieved. (In our problem, it appears that such transformations cannot be obtained for the more general "Gartner-Ellis" sequences.)
We now turn to a more precise statement of our results. Under the assumption that A is convex, our first result provides a large deviations estimate of the form From (1.6) we may draw several conclusions. Equation (1.6) provides, for example, information about the robustness of a simulation regime under small perturbations of d. More important, (1.6) shows that an efficient simulation regime should be one which maximizes (over all simulation distributions d) the rate def function appearing on the right-hand side, namely, J(2) = infv jIX (v). If A is convex, then we show that there exists a unique choice of 2 which maximizes J (2). Furthermore, under this optimal distribution we show that simulation is indeed efficient in the sense that it has "logarithmic efficiency" and very often "bounded relative error;" this will be achieved using a convexity result given below in Lemma 3.2. It will be shown that the optimality we obtain is quite general and extends to the case where the simulation distribution is allowed to be timedependent.
Finally, we show that if A is a general set, then it is possible to partition A into a finite subcollection, A1, . . ., Al, and simulate independently along the elements of this subpartition. We show that a useful partition can always be obtained. The basic idea is to partition A along the level sets of the function IP in (1.4). The estimator we obtain will generally be efficient and in some main cases will have "bounded relative error." [All of the above results can easily be generalized to finite time-horizon problems of the form P{T (A) <K/8}, K <oc; the required modifications follow along the lines of Collamore (1998) .] We will establish our results in some generality, at the level of Markov additive processes in general state space, as studied in a large deviations context by Ney and Nummelin (1987a, b) , de Acosta (1988), de Acosta and Ney (1998) and references therein, following along the lines of the seminal papers of Donsker and Varadhan (1975 , 1976 , 1983 . Thus, our results differ from known importance sampling results given, for example, in Siegmund (1976), Asmussen (1989) and Lehtonen and Nyrhinen (1992a, b) , which focus on i.i.d. sums or the sums of a finite state space Markov chain, and in Bucklew, Ney and Sadowsky (1990) , where sums of a general state space Markov chain are considered, but under a strong uniform recurrence condition. The usefulness of this general approach is illustrated in Example 3.2, where our results are applied to the ARMA(p, q) time series models. These models can be viewed as Markov additive processes in general state space, but they do not satisfy the uniform recurrence condition assumed, for example, in Bucklew, Ney and Sadowsky (1990) . The mathematical difficulty inherent in the study of general Markov additive processes lies in the absence of a corresponding Perron-Frobenius theory, which is the basis for the analysis of finite or uniformly recurrent Markov chains. Our extension to general Markov additive processes will be achieved using the theory of nonnegative operators, as given in Nummelin (1984); therefore our approach is similar to that of Ney and Nummelin (1987a, b) . However, in our case, we will make use of abstract renewal properties, and-in contrast with Ney and Nummelin's work-our renewal structure will not generally coincide with the inherent renewal structure of the Markov additive process or of the simulated process.
In the next section, we introduce Markov additive processes in general state space and provide some necessary background on these processes and on nonnegative kernels. The main results are stated formally in Section 3 and proved in Section 4. (9) For some family of measures {h(x, F): E eRd} on Rd, X E ?, and some probability measure {v(E x r) : E E , F E rld } on $ x R , h(x, )*v(Ex )< P(x,E xr) forallxE?, ES, FEeRd.
(The symbol * denotes convolution. We will often abbreviate the left-hand side by h (v.) As in Ney and Nummelin (1987a, b), we will generally assume that either v(dy x ds) = v(dy) i7j(ds) or h(x, ds) = h(x) i7j(ds), where 77(9 denotes a measure on Rd having point mass at the origin; in other words, we will assume the slightly stronger condition:
(91') One of the following minorizations holds:
h(x, F)v(E) < P(x, E x F) or h(x)v(E x F) < P(x, E x F), where {h(f)} is a family of measures on Rd, for each x E $ (respectively, a function on $), and v (.) is a probability measure on $ (respectively, on $ x Rd).
In a few situations, we will strengthen this minorization to the following. [See Ney and Nummelin (1984 Thus, under (9), the theory for nonnegative kernels may be applied to MP(a). This leads to certain representation formulas and other regularity properties for the relevant eigenvectors and eigenvalues, which we now describe. For general Markov additive processes, this property need not necessarily hold, but we will often assume that the following weaker condition is satisfied.
HYPOTHESIS. (HI) A(') (a) < oo,for all a E ?oAXQ
A second assumption which we would like to impose is that the mean drift of the process is directed away from the set A. Now, under natural conditions, where YP is the probability law of t n and similarly for Ax.. Furthermore, any discussion of invariant functions may be dropped; that is, we may always take ry (.; a) = 1 and rx( (.; a) = 1. The minimum value of J occurs at the maximum r for which the right-hand side of (3.13) > 0, that is, r = 8VX/3, and for this r we obtain by (3.13) that , = (-4/3, 0). At the other extreme, the points where J = oc are all contained in the complement of the zero-set ?0Ayp = : 3 (@I + 2/3)2 + Assume that the past history of the process is known or, equivalently, that the initial state of the Markov chain is Xo = xo, for some xo E Rlid. Let 3.2. Optimality. Our next objective is to find an optimal 0 E Co which maximizes the decay rate on the right-hand sides of (3.7) and (3.8). For this purpose, first recall from (1.4) that the decay of P{T8(A) < oo} is governed by the rate function Iy-p.
To obtain an optimal simulation regime for the multidimensional problem, a very essential role will be played by the following. It is natural to expect that this stronger property also holds at least under (93). This property of "bounded relative error" is the strongest known property for nontrivial rare event simulation problems; see Asmussen (1999) .
In the next theorem, we show [under (9i)] that the optimality of d* E Co is, in fact, more general and extends to time-dependent simulation regimes of a larger class C., defined as follows.
DEFINITIONS. (i) We say that a family of probability measures {(Q;'8(x, E x F): E ES, F E Rd I belongs to the class C if Q'
' (x, X) = (9i") (x, X) for all n > 0, ?> 0, x E $, for some family {0(t)(x, E x F): E E S, r E Rdl; and ,P(X, -) <<((t) (x , )for all x E$and t > .
(ii) We say that a family {t(n,(x, E x F): E E A, F E Rd I belongs to the class CQ if it belongs to C, and 0(t (, 
General sets. Finally, suppose that A is an arbitrary open subset of Rd.
In this case, we will show that A can be partitioned into subsets A1, . . ., Al, and that the techniques of Theorem 3.1 can be applied to efficiently simulate P{T8(A) < co, QSTE(A) E Ai}, for i = 1, ..., l. Observe that any product j(1) * .* (k) which has n "A7x0?71or" terms contains at most n + 1 products consisting of j consecutive "X W " terms where j < N. Consequently, for a product containing n "A /1xo 7179 " terms, Also, by a slight variant of (i) and (ii), {W,' -nEMl is a submartingale for EM = log(l + e-M). Hence by the optional sampling theorem, (4.44) lim E (WT -EME (T) < oc.
Since VM > -M we also have 
