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Abstract 
Recent advances in CMOS technology provide the possibility to realize complex hardware 
architectures comprised of a variety of different architecture blocks. At the same time demands 
on such hardware architectures are steadily increasing. On the one hand, the requirement for 
higher performance is forced up, but on the other hand, especially for mobile handheld devices 
low power consumption and a low energy value per calculated sample is a decisive factor. In 
addition, by now a high amount of flexibility is obligatory. Altogether, these interacting demands 
impede the design of suitable modern hardware architectures. 
In this thesis a flexible hardware architecture is introduced including an arithmetic-oriented 
embedded field programmable gate array (eFPGA) and an application-specific instruction-set 
processor (ASIP). This heterogeneous architecture is especially suitable as in general digital 
signal processing applications can be separated into control-flow oriented parts and parts which 
are dominated by dataflow schemes. The control dominated parts are mapped to the ASIP while 
the dataflow dominated parts are mapped to the eFPGA. An appropriate partitioning of an 
application and the succeeding mapping yield a significant performance gain as well as an 
improvement in terms of energy per calculated sample in comparison to architectures that feature 
a similar measure of flexibility. An application is realized in software. The execution of 
operations on the eFPGA is initiated and controlled by special instructions of the instruction-set 
architecture of the ASIP. These instructions reside as so called intrinsic instructions within the 
program code of the application. 
In this thesis design concepts for ASIP-eFPGA-architectures, especially for the coupling 
mechanisms between ASIP and eFPGA are introduced. Furthermore, a comprehensive 
classification of the coupling is presented and applied to different exemplary architectures. The 
design flow for the realization of an ASIP-eFPGA-architecture as well as the mapping of 
applications to such architectures are described. Crucial architecture parameters for all 
components are defined and discussed in detail. The parameter definition is required for a 
systematic quantitative analysis of ASIP-eFPGA-architectures. Based on this, particularly 
different coupling mechanisms for heterogeneous ASIP-eFPGA-architectures are elaborated. 
Depending on the architecture parameters and the actual mapped application the costs for chip 
area, performance and energy are determined in this thesis. This allows for a detailed 
quantitative efficiency analysis. Accordingly, exemplary digital signal processing applications 
and data paths ranging from basic digital filters to the baseband processing of a receiver 
architecture for satellite-based navigation are taken into consideration. It is shown that ASIP-
eFPGA-architectures provide a high amount of flexibility. With regards to their energy and area 
efficiency ASIP-eFPGA-architectures feature an attractive domain within the design space in 
comparison to other hardware architectures which offer a similar amount of flexibility. 

  
Kurzfassung 
Der aktuelle Fortschritt in der CMOS-Halbleitertechnologie ermöglicht die Realisierung kom-
plexer Hardware-Architekturen, die aus einer Vielzahl unterschiedlicher Architekturblöcke be-
stehen. Die Anforderungen an solche Hardware-Architekturen, die zur Realisierung digitaler 
Systeme eingesetzt werden, nehmen stetig zu. So steigt einerseits der Bedarf an höherer 
Verarbeitungsgeschwindigkeit. Anderseits sind eine geringe Verlustleistungsaufnahme und ein 
niedriger Energieumsatz pro berechnetem Wert, insbesondere für mobile Handheld-Geräte, 
unumgänglich. Als weitere Anforderung an Hardware-Architekturen kommt als besonderes 
Merkmal ein hohes Maß an Flexibilität hinzu. Diese wechselseitig voneinander abhängigen 
Anforderungen erschweren den Entwurf moderner Hardware-Architekturen. 
Im Rahmen der vorliegenden Arbeit wird eine flexible Architektur vorgestellt, die aus der 
Kombination eines arithmetikorientierten eingebetteten Field Programmable Gate Arrays 
(eFPGA) und einem anwendungsklassenspezifischen Prozessor (ASIP) besteht. Anwendungen 
der digitalen Signalverarbeitung lassen sich typischerweise in einen kontrollflussorientierten und 
einen datenflussorientierten Anteil gliedern. Durch sorgfältige Partitionierung einer Anwendung 
und anschließender Abbildung der kontrolldominierten Anteile auf den ASIP und der 
datenflussorientierten Teile auf das eFPGA wird eine signifikante Verbesserung der Laufzeit und 
der umgesetzten Energie pro Berechnung gegenüber anderen vergleichbar flexiblen Hardware-
Architekturen erreicht. Dabei erfolgt die Abbildung einer Anwendung durch Software-
Programmierung. Die Ausführung von Operationen auf dem eFPGA wird durch spezielle 
Befehle aus dem Befehlssatz des ASIPs abstrahiert. 
Die entwickelten Konzepte zur Auslegung einer solchen ASIP-eFPGA-Architektur, insbesondere 
im Hinblick auf die Kopplung und die Klassifikation einer solchen Kopplung, werden eingehend 
erläutert. Der Entwurfsablauf sowohl zur Realisierung einer solchen Architektur, als auch zur 
Abbildung von Anwendungen auf eine solche Architektur, wird vorgestellt. Die entscheidenden 
Architekturparameter für alle Komponenten werden ausführlich diskutiert und definiert. Dies ist 
die Vorraussetzung für die systematische Untersuchung von ASIP-eFPGA-Architekturen. Auf 
dieser Basis werden insbesondere verschiedene Kopplungen für heterogene ASIP-eFPGA-
Architekturen erarbeitet. In Abhängigkeit der Architekturparameter und der jeweils abgebildeten 
Anwendung werden die Kosten für Chipfläche, Laufzeit und Energie ermittelt. Dies ermöglicht 
eine umfangreiche Effizienzanalyse, die in der vorliegenden Arbeit durchgeführt wird. Dazu 
wird die Abbildung exemplarischer Anwendungen und Datenpfade aus dem Bereich der 
digitalen Signalverarbeitung betrachtet. Diese reichen von der Untersuchung elementarer 
digitaler Filter bis hin zur Realisierung der Basisbandverarbeitung eines Empfängers für 
satellitengestützte Navigation. Es wird gezeigt, dass ASIP-eFPGA-Architekturen ein hohes Maß 
an Flexibilität besitzen und somit unter Berücksichtigung der Energie- und Flächeneffizienz eine 
attraktive Position im Entwurfsraum einnehmen. 

  
1 Einleitung 
Die algorithmische Komplexität von Systemen der digitalen Signalverarbeitung nimmt mit der 
Einführung neuer Standards und der Erweiterung des Funktionsumfangs dieser Systeme zu. 
Beispiele hierfür sind Mobilfunksysteme der dritten und vierten Generation oder aktuelle 
Systeme der Fernsehtechnik, die hochauflösende Fernsehbilder ermöglichen (HDTV, High 
Definition Television). Durch die Zunahme der algorithmischen Komplexität steigt die erforder-
liche Rechenleistung. Die Entwicklung der zur Verfügung stehenden Rechenleistung bei 
General-Purpose-Prozessoren (GPP) kann der Entwicklung der erforderlichen Rechenleistung 
nicht folgen [1]. Dies lässt sich in vielen Bereichen der digitalen Signalverarbeitung beobachten. 
Durch den anhaltenden Fortschritt in der Halbleitertechnik und der damit verbundenen Mög-
lichkeit zur Höchstintegration mit immer feineren Strukturen ist es mittlerweile möglich, viele 
komplexe Komponenten auf einem Chip zu integrieren [2]. Dadurch können verschiedene 
Architekturblöcke kombiniert und als so genanntes heterogenes SoC (System on Chip) realisiert 
werden. Ein solches SoC bietet die Rechenleistung, die für die Realisierung eines komplexen 
Systems aus dem Bereich der digitalen Signalverarbeitung erforderlich ist. Wesentliche 
Herausforderungen der Realisierung eines Systems mit Hilfe eines SoCs sind einerseits die 
Partitionierung des Systems in Systemblöcke mit einer anschließenden geeigneten Abbildung 
dieser Systemblöcke auf Architekturblöcke des SoCs. Andererseits muss die heterogene Archi-
tektur des SoCs entworfen und in diesem Zusammenhang die Auswahl geeigneter Architektur-
blöcke getroffen werden [3]. 
1.1 Entwurfsraum 
Für die digitale Signalverarbeitung stehen zur Abbildung von Systemblöcken verschiedene 
Architekturblöcke zur Verfügung, die in der Vergangenheit ausschließlich als diskrete Bauele-
mente verwendet wurden. Diese Architekturblöcke unterscheiden sich hinsichtlich ihrer Eigen-
schaften und Kosten und werden somit für unterschiedliche Aufgaben eingesetzt. Die 
quantitative Einordnung dieser Architekturblöcke in einen Entwurfsraum, der durch relevante 
Eigenschaften und Kostenparameter aufgespannt wird, ermöglicht die Beurteilung dieser Ar-
chitekturblöcke. Das hier betrachtete Effizienzdiagramm als Auszug aus dem Entwurfsraum [4] 
stellt die Energieeffizienz (Verlustleistungsaufnahme pro Rechenleistung) gegenüber der 
Flächeneffizienz (benötigte Chipfläche pro Rechenleistung) dar (siehe Abbildung 1.1). Die 
Rechenleistung wird dabei in Million Operations Per Second (MOPS) angegeben. Die Dar-
stellung beruht auf Ergebnissen, die für die Abbildung von typischen Datenpfaden und An-
wendungen der digitalen Signalverarbeitung auf die korrespondierenden Architekturblöcke er-
mittelt wurden. Ein wichtiges Merkmal, das sich nur schwer quantifizieren lässt, ist die Flexi-
bilität einer Architektur bzw. eines Architekturblocks (siehe z. B. [5]). Eine Möglichkeit, die 
Flexibilität eines Architekturblocks zu beschreiben, ist der erforderliche Aufwand (z. B. Reali-
sierungszeit), um einen Systemblock auf einen Architekturblock abzubilden [3]. 
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General-Purpose-Prozessoren ermöglichen es, Anwendungen in einer Hochsprache wie C oder 
C++ zu realisieren und bieten somit ein hohes Maß an Flexibilität. Unterschiedliche Anwen-
dungen können in Software beschrieben und so auf einen GPP abgebildet werden. Bei Betrach-
tung des in Abbildung 1.1 dargestellten Entwurfsraums lässt sich hingegen feststellen, dass GPPs 
im Vergleich zu anderen Architekturblöcken eine geringe Energie- und Flächeneffizienz bieten. 
Die Klasse der GPP begrenzt den hier betrachteten Entwurfsraum bzgl. der Flächen- und 
Energieeffizienz, sowie der Flexibilität. 
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Abbildung 1.1 Auszug aus dem Entwurfsraum für verschiedene Architekturblöcke [4] 
Die Klasse der physikalisch optimierten Makros begrenzt den Entwurfsraum ebenfalls. 
Physikalisch optimierte Makros bieten einerseits die günstigste Energie- sowie Flächeneffizienz 
und andererseits die geringste Flexibilität im Vergleich zu allen anderen Architekturblöcken. 
Physikalisch optimierte Makros werden im Allgemeinen für einen eingeschränkten Funktions-
umfang entworfen und sind meist nur schwach programmierbar bzw. konfigurierbar. Wenn der 
gewünschte Funktionsumfang den aktuell verfügbaren Funktionsumfang eines physikalisch 
optimierten Makros überschreitet, ist ein zeit- und kostenaufwändiger Neuentwurf notwendig. 
Zwischen GPPs und physikalisch optimierten Makros existieren weitere Architekturblöcke im 
Entwurfsraum (siehe Abbildung 1.1). 
Digitale Signalprozessoren (DSPs) sind wie GPPs in Software programmierbar. Der Befehlssatz 
von DSPs ist im Vergleich zu GPPs um Instruktionen erweitert, die zur Realisierung von 
typischen Basisoperationen von Anwendungen der digitalen Signalverarbeitung geeignet sind 
(z. B. Multiply Accumulate, MAC). Zur Steigerung der Effizienz bzgl. der Ausführung einer ge-
gebenen Anwendung auf einem DSP im Vergleich zu einem GPP werden die zusätzlichen Be-
fehle z. B. durch so genanntes Assembler-Inlining oder Compiler-Intrinsics im C-Code ver-
wendet. Dies setzt eine genaue Kenntnis des jeweiligen Befehlssatzes und der Prozessorarchi-
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tektur voraus. Die Programmierung ist entsprechend anspruchsvoller und der Entwurfsaufwand 
somit größer. 
FPGAs (Field Programmable Gate Arrays) stellen unter Berücksichtigung ihrer Flexibilität einen 
attraktiven Kompromiss im Entwurfsraum dar. Systemblöcke werden zur Abbildung auf ein 
FPGA in einer Hardwarebeschreibungssprache (Hardware Description Language, HDL) 
realisiert. Diese Beschreibung wird mit entsprechenden Software-Werkzeugen synthetisiert. Die 
daraus entstehende FPGA-spezifische Netzliste wird entsprechend der verfügbaren FPGA-
Ressourcen platziert und geroutet. Das FPGA wird mit Hilfe des nach diesen Prozessschritten 
zur Verfügung stehenden Bitstroms konfiguriert bzw. rekonfiguriert. Strukturbedingt bieten 
FPGAs die Möglichkeit zur Parallelisierung abzubildender Datenpfade. 
Eine weitere Klasse von Architekturblöcken, die in Abbildung 1.1 dargestellt ist, sind Makros, 
die auf Basis so genannter Standardzellen aus einer entsprechenden Bibliothek entworfen 
werden. Dabei werden Anwendungen und Datenpfade wie bei FPGAs in einer Hardware-
beschreibungssprache realisiert. Diese Beschreibung wird auf eine Netzliste der zur Verfügung 
stehenden Standardzellen der Bibliothek abgebildet (Synthese). Unter Vorgabe von Rand-
bedingungen wie z. B. maximale Laufzeit, maximale Chipfläche etc. werden die Zellen ent-
sprechend der Netzliste anschließend platziert und miteinander verdrahtet (Platzierung und 
Routing). Abschließend kann der verifizierte Entwurf wie bei physikalisch optimierten Makros 
z. B. als Teil eines Chips in einem aufwändigen Prozess gefertigt werden. Eine Änderung der 
zuvor festgelegten Funktionalität ist nun nicht mehr möglich. 
Die in Abbildung 1.1 dargestellte Einordnung herkömmlicher Architekturblöcke in den 
Entwurfsraum verdeutlicht einen wesentlichen Konflikt bei der Auswahl eines geeigneten Archi-
tekturblocks zur Abbildung eines Systemblocks. Einerseits ist insbesondere für den Bereich 
mobiler Handheld-Geräte Energieeffizienz u. a. auf Grund begrenzter Akkukapazität ein ent-
scheidendes Entwurfskriterium. Andererseits erfordern sowohl moderne Systeme als auch 
aktuelle Entwurfsstrategieen, bei denen Systeme parallel zur entsprechenden Hardware-Plattform 
entwickelt werden und somit auf kurze Markteinführungszeiten abzielen, ein großes Maß an 
Flexibilität. So ermöglicht ein Architekturblock mit hoher Flexibilität (z. B. Software-
programmierbarer Prozessor) eine Anpassung und Aktualisierung bei notwendigen System-
änderungen und –modifikationen mit relativ geringem (zeitlichen) Aufwand. 
Die Energieeffizienz, die mit der Abbildung desselben Systemblocks auf ein physikalisch 
optimiertes Makro oder ein Standardzellenmakro erreicht wird, ist bis zu drei Größenordnungen 
höher im Vergleich zu einer entsprechenden Lösung mit einem FPGA [3]. Hingegen bieten 
FPGAs auf Grund der Möglichkeit Schaltungen nach der Produktion zu konfigurieren und zu 
rekonfigurieren ein hohes Maß an Flexibilität (Rekonfigurierbarkeit im Feld). Dedizierte Makros 
bieten nahezu keine Flexibilität. Unter Berücksichtigung der Flächeneffizienz, für die ähnliche 
Verhältnisse wie für die Energieeffizienz gelten, zeigt sich in Abbildung 1.1 eine Lücke 
zwischen den flexiblen FPGAs und nicht-flexiblen Standardzellenentwürfe. Der Entwurf 
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neuartiger Architekturen ist u. a. durch den Konflikt zwischen den Kriterien Flexibilität und 
Energie- sowie Flächeneffizienz motiviert. Ein Ansatz eine geeignete Kombination aus Effizienz 
und Flexibilität zu erzielen, ist die Spezialisierung von Architekturblöcken und Architekturen für 
die Verwendung innerhalb einer bestimmten Anwendungsklasse. 
1.2 Anwendungsklassenspezifische Architekturen 
Zur Realisierung komplexer Systeme der digitalen Signalverarbeitung werden neben der Aus-
nutzung des technologischen Fortschritts Architekturen, auf denen die Systeme abgebildet 
werden, angepasst [5]. Moderne SoCs werden im Hinblick auf die Verwendung innerhalb einer 
Anwendungsklasse zugeschnitten, um so eine geeignete Position im Entwurfsraum einzunehmen 
[3,5]. Die Anforderungen einer Anwendungsklasse können durch Anpassung der 
Architekturblöcke eines SoCs berücksichtigt werden. 
So werden der Befehlssatz und die Architektur bei Prozessoren der noch nicht vorgestellten 
Architekturblockklasse Application Specific Instruction Set Processor (ASIP) für die Verwen-
dung innerhalb einer bestimmten Anwendungsklasse ausgelegt. Durch dem Befehlssatz 
hinzugefügte Befehle lässt sich im Allgemeinen ausschließlich die Effizienz von Anwendungen 
der Anwendungsklasse steigern, während ein hohes Maß an Flexibilität erhalten bleibt. Eine 
Herausforderung beim Entwurf von ASIPs ist die Implementierung einer Entwicklungsum-
gebung, die zur Realisierung von Anwendungen notwendig ist. Um eine Steigerung der Effizienz 
bzgl. der Ausführung einer gegebenen Anwendung zu erreichen, werden wie bei der 
Programmierung von DSPs anwendungsklassenspezifische Befehle z. B. mit Hilfe von 
Assembler-Inlining z. B. im C-Programmcode verwendet. 
Die Anpassung von FPGA-Architekturen für eine bestimmte Anwendungsklasse ermöglicht die 
Positionierung im Entwurfsraum zwischen Standardzellen-Entwürfen und FPGAs [6] (siehe Ab-
bildung 1.1). Um die Flexibilität solcher anwendungsklassenspezifischen FPGAs zu erhalten, 
muss die Möglichkeit der Abbildung von Datenpfaden, die nicht zur Anwendungsklasse 
gehören, auf diesen Architekturblock gewährleistet bleiben. Wie bei der Verwendung von ASIPs 
ist die effiziente Verwendung von anwendungsklassenspezifischen FPGAs nur dann möglich, 
wenn geeignete Entwurfswerkzeuge für den Entwurfsablauf zur Verfügung stehen. Eine 
Herausforderung ist die Realisierung dieser Entwurfswerkzeuge [7-9]. 
Der Entwurf einer Architektur zielt auf eine geeignete attraktive Positionierung im 
Entwurfsraum für Anwendungen der angestrebten Anwendungsklasse ab. Dabei müssen alle 
Anforderungen z. B. in Bezug auf die Rechenleistung, Leistungsaufnahme und Flexibilität 
berücksichtigt werden. Zusätzlich zur beschriebenen Spezialisierung einzelner Architekturblöcke 
kann durch Kombination unterschiedlicher Architekturblöcke zu neuartigen heterogenen 
Architekturen eine günstige Position im Entwurfsraum gefunden werden. Wiederum ist hierbei 
die Lösung des Konfliktes zwischen Flächen- sowie Energieeffizienz und Flexibilität die 
herausfordernde Aufgabe (siehe auch Abschnitt 1.1). So werden z. B. hochflexible Software-
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programmierbare Prozessoren als eingebettete Prozessoren mit anderen Architekturblöcken, die 
als Beschleuniger dienen, zu heterogenen Architekturen integriert. Dabei werden z. B. 
hocheffiziente dedizierte physikalisch optimierte Makros, Standardzellenmakros oder auch 
eingebettete FPGA-ähnliche Strukturen, die als eingebettete FPGAs (eFPGAs) bezeichnet 
werden, verwendet. Bei Betrachtung des in Abbildung 1.1 dargestellten Entwurfsraums erscheint 
die Verwendung von dedizierten Makros gegenüber der Verwendung von rekonfigurierbaren 
FPGA-basierten Beschleunigern attraktiver, da dedizierte Makros im Vergleich eine um 
mindestens zwei Größenordnungen günstigere Effizienz bieten. Somit könnten unter aus-
schließlicher Berücksichtigung der Chipfläche z. B. über 100 entsprechende dedizierte Makros 
als Beschleuniger integriert werden, bevor die Chipfläche erreicht wird, die zur Integration eines 
geeigneten FPGA-basierten Beschleunigers erforderlich ist. Da die dedizierten Makros zur 
Laufzeit exklusiv genutzt werden, bietet sich durch geeignete Multiplexer-basierte 
Architekturmaßnahmen die Möglichkeit, nur die jeweils aktiven Makros zu versorgen und somit 
den Energiebedarf zu reduzieren. Durch die Festlegung der zu integrierenden Makros ist die 
Flexibilität allerdings auf diesen festgelegten Funktionsumfang beschränkt. Eine Modifikation 
außerhalb dieses Rahmens ist nach der Produktion nicht mehr möglich. An dieser Stelle bieten 
Beschleuniger, die auf rekonfigurierbaren flexiblen Architekturen beruhen, die attraktive 
Möglichkeit, individuelle Anpassungen und Aktualisierungen nach der Produktion 
vorzunehmen. Die Balancierung einer Architektur mit hocheffizienten dedizierte Makros für 
Aufgaben, die sehr häufig vorkommen und nicht mehr modifiziert werden, als auch Beschleu-
nigern, die auf rekonfigurierbaren z. B. FPGA-basierten Komponenten beruhen, ist für viele 
Anwendungsbereiche das geeignete Vorgehen, um sowohl eine günstige Effizienz, als auch ein 
attraktives Maß an Flexibilität bereitzustellen. 
1.3 Schwerpunkte und Ziele der Arbeit 
Ziel dieser Arbeit ist die Konzeption, Modellbildung und Analyse von flexiblen Hybridarchitek-
turen, in denen ein ASIP und ein arithmetikorientiertes eFPGA integriert werden. Diese 
Architekturen adressieren den beschriebenen Konflikt zwischen Flexibilität und Effizienz für 
arithmetikorientierte Anwendungen. Im Rahmen dieser Arbeit wird die Einordnung dieser 
heterogenen ASIP-eFPGA-Architekturen anhand exemplarischer Anwendungen und Operatoren 
aus dem Bereich der digitalen Signalverarbeitung in den Entwurfsraum gezeigt. Die vorgelegte 
Arbeit ordnet sich dabei in Forschungsaktivitäten zur frühen Entwurfsraumexploration des Lehr-
stuhls für Allgemeine Elektrotechnik und Datenverarbeitungssysteme der RWTH Aachen ein 
(siehe z. B. [10-12]). Ein Ziel dieser Arbeiten ist dabei die Reduktion des Entwurfsaufwandes für 
SoCs durch eine frühzeitige Eingrenzung des relevanten Entwurfsraumes. 
Anwendungen der digitalen Signalverarbeitung gliedern sich typischerweise in kontrollfluss-
orientierte und datenflussorientierte Anteile. Architekturen, die aus einem Software-program-
mierbaren Prozessor für die kontrollflussorientierten Aufgaben und dedizierten Beschleuniger-
Makros für die datenflussorientierten Aufgaben bestehen, ermöglichen eine günstige Abbildung 
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dieser Anwendungen. Änderungen eines Standards, von Systemblöcken oder ganz allgemein die 
Aktualisierung eines Systems erfordern eine Anpassung der abgebildeten Anwendungen. 
Dadurch verändern sich die Anforderungen an die Architektur, auf die die jeweiligen 
Anwendungen abgebildet sind. Während die Anteile, die auf dem programmierbaren Prozessor 
ausgeführt werden, durch Modifikation des Programmcodes adaptiert werden können, ist eine 
Anpassung von dedizierten Beschleunigern nur mit großem Aufwand möglich (siehe z. B. 
physikalisch optimierte Makros). 
Die Verwendung eines flexiblen rekonfigurierbaren eingebetteten eFPGAs statt eines dedizierten 
Makros ist eine vielversprechende Alternative, die hier erarbeitet wurde. Die in der vorliegenden 
Arbeit betrachteten eFPGAs basieren auf Architekturen, die auf eine Verwendung für die 
Abbildung von arithmetikorientierten Datenpfaden zugeschnitten sind. Durch diese 
Spezialisierung lassen sich für arithmetikorientierte Operatoren sowohl Energie- als auch 
Flächeneffizienz im Vergleich zu herkömmlichen FPGAs deutlich steigern. Bei den hier 
erarbeiteten ASIP-eFPGA-Architekturen werden geeignete Operationen auf das eFPGA ab-
gebildet und dort als so genannte eFPGA-Operatoren ausgeführt. Diese Operationen werden 
durch entsprechende Befehle des ASIPs initiiert und gesteuert. Die Befehle und die zugehörigen 
Steuermechanismen werden in den Befehlssatz des ASIPs integriert. Auf diese Weise lässt sich 
die Flexibilität von programmierbaren Prozessoren und die Möglichkeit der Parallelisierbarkeit 
von Rechenoperationen auf FPGA-ähnlichen Strukturen vorteilhaft kombinieren. Es wird 
gezeigt, dass für die Ausführung von Anwendungen auf heterogenen ASIP-eFPGA-Architek-
turen eine signifikante Steigerung der Effizienz bei gleichzeitiger Beibehaltung eines hohen 
Maßes an Flexibilität im Vergleich zur Ausführung auf programmierbaren Prozessoren erreicht 
wird. Das verwendete Effizienzmaß umfasst die physikalischen Kosten (Chipfläche (A), Energie 
pro berechnetes Sample (Esample), Laufzeit pro Sample (Tsample)). Es wird sowohl der Einfluss der 
eFPGA- und ASIP-Architektur untersucht als auch die Auswirkung, die die zur Kopplung dieser 
Komponenten notwendigen Strukturen haben. Insbesondere werden die Konzeption und der 
Entwurf von neuartigen arithmetikorientierten eFPGA-Architekturen vorgestellt und im Detail 
erläutert. 
Die Kopplung zwischen ASIP und eFPGA beeinflusst die Eigenschaften der Gesamtarchitektur 
maßgeblich. Im Rahmen dieser Arbeit wurden verschiedene Konzepte zur Kopplung ermittelt, 
umgesetzt und quantitativ untersucht. Der erforderliche Grad der Kopplung zwischen ASIP und 
eFPGA ist je nach Anforderung der abzubildenden Anwendung unterschiedlich (enge ↔ lose 
Kopplung) und beeinflusst die Effizienz entscheidend. In der vorliegenden Arbeit werden 
Kopplungsvarianten vorgestellt, die eine enge Verbindung von ASIP und eFPGA ermöglichen. 
Datenaustausch findet hier über Zugriff auf eine gemeinsame zentrale Registerbank statt. Es wird 
gezeigt, dass diese Form der Kopplung nicht generell für alle Anwendungen und Operatoren 
geeignet ist. Eine losere Form der Kopplung, bei der das eFPGA Daten aus einem gemeinsamen 
Datenspeicher lesen und schreiben kann, erlaubt die gleichzeitige Verwendung von ASIP und 
eFPGA als Recheneinheiten. Eine hybride Kopplungsarchitektur, die unterschiedliche An-
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forderungen erfüllt, ermöglicht die effiziente Auslagerung sowohl von Ein-Zyklus- als auch 
Multi-Zyklen-Operationen auf das eFPGA innerhalb einer Anwendung. 
Der erarbeitete Ansatz zur Realisierung einer heterogenen ASIP-eFPGA-Architektur bietet die 
Möglichkeit, alle relevanten Architekturkomponenten (ASIP, eFPGA sowie Kopplungsarchi-
tektur zwischen ASIP und eFPGA) gleichzeitig zu konzipieren und anzupassen. Wechselseitige 
Abhängigkeiten zwischen den einzelnen Komponenten und Besonderheiten der jeweiligen 
Anwendungsklassen können so berücksichtigt und vorteilhaft ausgenutzt werden. Es wird 
weiterhin gezeigt, dass durch diese Möglichkeit attraktive Positionen unter Berücksichtigung der 
Flexibilität im Entwurfsraum für die betrachteten Beispiele im Vergleich zu ausschließlich pro-
grammierbaren Lösungen gefunden werden können. 
1.4 Gliederung der Arbeit 
Die vorgelegte Arbeit gliedert sich wie folgt: In Kapitel 2 wird vor der Zusammenfassung der 
grundlegenden Eigenschaften und Architekturmerkmale rekonfigurierbarer Recheneinheiten das 
Rechenmodell des Reconfigurable Computings kurz erläutert. Nach der allgemeinen Einführung 
werden Beispiele kommerziell erhältlicher FPGA-Bausteine und insbesondere die Abbildung 
von arithmetikorientierten Datenpfaden auf diese FPGA-Bausteine vorgestellt und diskutiert. In 
Abgrenzung zu diesen kommerziellen FPGAs werden die im Rahmen der Dissertation von Herrn 
Bernd Neumann [13] und der vorliegenden Arbeit konzipierten und realisierten neuartigen 
arithmetikorientierten eingebetteten FPGAs im Detail dargestellt. Dabei werden sowohl die 
Architektur als auch der systematische Entwurfsablauf zur Realisierung physikalisch optimierter 
eFPGA-Makros erläutert. Zur Begriffsbildung und Klassifikation werden in Kapitel 3 ver-
schiedene Merkmale und Klassifikationsschemata von Architekturen, die aus einem progra-
mmierbaren Prozessor und einer rekonfigurierbaren Recheneinheit als Beschleunigerkomponente 
bestehen, zusammengefasst. Zunächst werden kurz die Merkmale Software-programmierbarer 
Prozessoren erläutert. Nach einer allgemeinen Betrachtung von Prozessoren mit beliebigen 
Beschleunigerkomponenten wird die Entwicklung dieser besonderen heterogenen Architekturen 
und die Klassifikation, insbesondere bzgl. der Kopplung zwischen Prozessor und 
rekonfigurierbarer Recheneinheit, vorgestellt. Des Weiteren werden in diesem Kapitel Beispiele 
zu dieser Architekturklasse vorgestellt und in Bezug auf die erwähnten Merkmale und Klassi-
fikationsschemata eingeordnet. Als besondere Architekturen dieser Klasse werden in Kapitel 4 
hier erarbeitete ASIP-eFPGA-Architekturen im Detail erläutert. Dabei werden die Konzeption, 
Eigenschaften und Merkmale präsentiert. Die zur Integration von ASIP und eFPGA zu einer 
heterogenen Gesamtarchitektur notwendigen Strukturelemente werden hier eingehend erläutert 
und klassifiziert. Insbesondere die im Rahmen dieser Arbeit konzipierten und realisierten 
Strukturen zur Kopplung von ASIP und eFPGA werden im Detail vorgestellt. Weiterhin wird die 
Abbildung von Anwendungen auf ASIP-eFPGA-Architekturen behandelt. Im Abschluss dieses 
Kapitels wird ein in dieser Arbeit konzipierter systematischer Entwurfsablauf zur Realisierung 
von ASIP-eFPGA-Architekturen unter Berücksichtigung der jeweiligen Anwendungsklasse ein-
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geführt und diskutiert. Nachfolgend steht in Kapitel 5 die Modellierung und Ermittlung der 
physikalischen Kosten der hier erarbeiteten ASIP-eFPGA-Architekturen im Mittelpunkt. Dabei 
wird für jede einzelne Komponente der Ablauf zur physikalischen Realisierung und die 
Bestimmung der physikalischen Kosten in Abhängigkeit der jeweils abgebildeten Anwendung 
erklärt. Alle Ergebnisse und Werte werden dabei für eine 90 nm-CMOS-Technologie ermittelt. 
So wird z. B. auf die Modellierung von arithmetikorientierten eFPGAs eingegangen, die mit 
Hilfe eines aufwandsgünstigen Entwurfsablaufs zur Realisierung physikalisch optimierter 
Makros implementiert werden. Die Implementierung der ASIPs und der Strukturen zur Kopp-
lung zwischen eFPGA und ASIP basieren auf einem hier verwendeten Entwurfsablauf, der auf 
der Synthese von Zellen aus Standardzellenbibliotheken beruht. Durch die Kombination ver-
schiedener Teilmodelle werden die gesamten physikalischen Kosten in Abhängigkeit der jeweils 
abgebildeten Anwendung bestimmt. In Kapitel 6 werden die betrachteten Anwendungsbeispiele, 
die Abbildung dieser Anwendungen auf die jeweiligen heterogenen Architekturen und die aus 
der Ausführung der Anwendungen resultierenden physikalischen Kosten erläutert. Als 
Anwendungsbeispiele werden dabei digitale Filter, Algorithmen aus dem Bereich der Krypto-
graphie sowie der satellitengestützten Positionsbestimmung untersucht. Die gewählten 
Kopplungsstrukturen, die Abbildungsvarianten der jeweiligen Abbildung als auch die festge-
legten Architekturparameter der einzelnen Architekturblöcke haben erheblichen Einfluss auf die 
physikalischen Kosten. Es wird eine Effizienzanalyse der hier erarbeiteten ASIP-eFPGA-Ar-
chitekturen durchgeführt. Die einzelnen Kostenfaktoren werden eingehend diskutiert. Dabei 
zeigt sich, dass ASIP-eFPGA-Architekturen unter Berücksichtigung der Flexibilität eine 
attraktive Position im Entwurfsraum bzgl. der Flächen- und Energieeffizienz einnehmen. 
Kapitel 7 schließt die Arbeit mit einer kurzen Zusammenfassung ab. 
  
2 Rekonfigurierbare Recheneinheiten 
Im Nachfolgenden wird zunächst das Rechenmodell Reconfigurable Computing und die Ur-
sprünge dieses Paradigmas kurz dargelegt und gegenüber zwei weiteren grundlegenden Rechen-
modellen abgegrenzt (Abschnitt 2.1). Die zugehörige Hardware-Basis des 
Reconfigurable Computings stellen rekonfigurierbare Recheneinheiten (Reconfigurable 
Processing Units, RPUs) dar. Die grundlegenden Architekturmerkmale und Architekturkompo-
nenten dieser rekonfigurierbaren Recheneinheiten, die u. a. als Beschleuniger in hybriden Pro-
zessor-RPU-Architekturen zum Einsatz kommen, werden im Detail beschrieben (Abschnitt 2.2). 
Die Eigenschaften kommerzieller FPGAs, insbesondere im Zusammenhang mit der Abbildung 
arithmetikorientierter Datenpfade, werden im Folgenden beleuchtet (Abschnitt 2.3). Im Rahmen 
dieser Arbeit wird im Gegensatz zu bisher vorgestellten Lösungen (siehe z. B. [14-17]) mit dem 
hier erarbeiteten arithmetikorientierten eFPGA eine anwendungsklassenspezifische rekonfi-
gurierbare Einheit verwendet (siehe Kapitel 4). Dieses arithmetikorientierte eFPGA ist für die 
Abbildung von arithmetikorientierten Operatoren zugeschnitten. Eine detaillierte Beschreibung 
und Abgrenzung zu kommerziellen FPGA-Architekturen erfolgt in Abschnitt 2.4. 
2.1 Reconfigurable Computing 
Im Allgemeinen werden zwei grundlegende Modelle zur Realisierung von Algorithmen auf 
entsprechenden Recheneinheiten unterschieden (siehe z. B. [18-23]). Dabei handelt es sich zum 
einen um die Realisierung einer Rechenvorschrift mit Hilfe von atomaren Operationen, die 
zeitlich sequentiell aufeinanderfolgend auf derselben Recheneinheit abgearbeitet werden 
(Computing-in-Time). Beim zweiten Modell werden atomare Operationen räumlich nebeneinan-
der auf Funktionsblöcke abgebildet, die entsprechend der Berechnungsvorschrift miteinander 
verknüpft werden (Computing-in-Space). Beim Computing-in-Space können die einzelnen ato-
maren Operationen soweit möglich zeitlich parallel ausgeführt werden, während beim 
Computing-in-Time die zeitliche Reihenfolge der atomaren Operationen variiert werden kann. In 
Abbildung 2.1 ist die Realisierung einer einfachen Rechenvorschrift ( y = A·x2 + B·x + C ) ent-
sprechend dieser beiden Paradigmen dargestellt. 
Reconfigurable Computing als weiteres Paradigma kombiniert die vorgestellten Paradigmen der 
räumlichen und zeitlichen Berechnung (siehe Abbildung 2.2). Dabei basiert die zugehörige 
Struktur auf elementaren Komponenten, die räumlich parallel und im Allgemeinen regulär 
angeordnet sind. Die Funktionalität, die die gesamte Struktur und der einzelnen elementaren 
Strukturelemente abbilden, sowie die Festlegung welche Strukturelemente jeweils verwendet 
werden, werden durch die so genannte Konfiguration bestimmt. Diese Konfiguration ist eine 
veränderliche Strukturierung der zur Verfügung stehenden Ressourcen und kann somit zeitlich 
sequentiell modifiziert und angepasst werden (Rekonfiguration). Dabei werden rekonfigurierbare 
Recheneinheiten z. B. auf Basis der jeweiligen Rekonfigurationszeitpunkte unterschieden (siehe 
auch Abschnitt 2.2.6). 
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Abbildung 2.1 Computing-in-Time (links) und Computing-in-Space (rechts) [23] 
 
Abbildung 2.2 Exemplarische Realisierung entsprechend des Reconfigurable Computing 
Paradigmas [23] 
Diskrete Bausteine, die den vorgestellten Modellen eindeutig zuzuordnen sind, sind für 
Computing-in-Time Software-programmierbare Mikroprozessoren. Hier werden die atomaren 
Operationen als funktionale Einheiten im Rechenwerk realisiert und durch Befehle aus dem 
Befehlssatz des Prozessors abstrahiert. Bei Application-Specific-Integrated-Circuits (ASICs) 
werden atomare Operationen als dedizierte Funktionsblöcke zur Realisierung einer gewünschten 
Rechenvorschrift fest miteinander verdrahtet. Somit basieren ASICs auf dem Rechenmodell 
Computing-in-Space. Entsprechend der diskreten Bausteine kann die Zuordnung für Architektur-
blöcke, die in den in Abbildung 1.1 dargestellten Entwurfsraum eingeordnet sind, vorgenommen 
werden. Wie bereits in der Einleitung diskutiert bieten Programmierbare Prozessoren ein hohes 
Maß an Flexibilität und eine vergleichsweise geringe Effizienz. Hingegen sind ASICs / 
dedizierte Makros durch große Flächen- als auch Energieeffizienz bei geringer Flexibilität 
charakterisiert. Rekonfigurierbare Recheneinheiten, die Berechnungen entsprechend des 
Reconfigurable Computings durchführen, nehmen im Entwurfsraum eine Position zwischen 
Software-programmierbaren Prozessoren und dedizierten Architekturblöcken / Bausteinen bzgl. 
Flächen- und Energieeffizienz ein (siehe Abbildung 1.1 und z. B. [18]). Gleichzeitig lässt sich 
ebenfalls die von rekonfigurierbaren Recheneinheiten bereitstehende Flexibilität zwischen der 
von dedizierten und Software-programmierbaren Architekturblöcken sowie Bausteinen 
einordnen. Auf Grund der Möglichkeit die Parallelisierbarkeit bei der Realisierung von 
Datenpfaden auszunutzen zu können und der hohen Flexibilität, sind rekonfigurierbare 
Recheneinheiten für viele Anwendungsbereiche sehr attraktiv [18]. 
2     REKONFIGURIERBARE RECHENEINHEITEN 11 
 
Eine weitere Möglichkeit, die einzelnen Recheneinheiten und die zugehörigen Rechenmodelle 
gegeneinander abzugrenzen ist der Zeitpunkt, zu dem die Funktionalität der zugehörigen 
Recheneinheit endgültig festgelegt wird (Binding Time) [23]. Bei ASICs wird dieser Zeitpunkt 
während der Entwurfsphase vor der Produktion festgesetzt. Sowohl bei rekonfigurierbaren 
Recheneinheiten als auch bei Software-programmierbaren Prozessoren befindet sich dieser 
Zeitpunkt nach der Produktionsphase, so dass nach der Fertigung Funktionen variiert werden 
können. Bei Software-programmierbaren Prozessoren wird die Operation, die das Rechenwerk 
ausführt zu Beginn jedes Zyklus bestimmt. Die Konfiguration von rekonfigurierbaren 
Recheneinheiten wird üblicherweise nicht in jedem Zyklus variiert. Die Konfiguration einer 
rekonfigurierbaren Recheneinheit erfordert im Allgemeinen eine Vielzahl von Zyklen. 
Im nachfolgenden Abschnitt werden die grundlegenden Hardware-Architekturen beschrieben 
und klassifiziert, die die Basis des Reconfigurable Computings darstellen. Dabei werden die 
einzelnen Strukturelemente im Detail diskutiert und erläutert. 
2.2 Architekturmerkmale rekonfigurierbarer Recheneinheiten 
Eine rekonfigurierbare Recheneinheit kann anhand verschiedener Merkmale und Eigenschaften 
beschrieben und charakterisiert werden. Dabei werden nachfolgend die elementaren Rechen-
einheiten, die Verbindungsarchitektur zwischen diesen Recheneinheiten und Mechanismen zur 
Konfiguration der elementaren Recheneinheiten sowie der Verbindungsarchitektur als 
wesentliche Strukturelemente einer RPU-Architektur betrachtet. 
2.2.1 Granularität elementarer Recheneinheiten 
Logik- bzw. Prozessorelemente sind die elementaren Recheneinheiten einer RPU-Architektur. 
Rekonfigurierbare Einheiten können in Bezug auf die Granularität dieser Recheneinheiten unter-
schieden werden. Die verarbeitende Einheit kann dabei entweder feingranular oder grobgranular 
sein. Recheneinheiten werden dabei nachfolgend als Logikelemente (LEs) bezeichnet, wenn es 
sich um feingranulare Elemente handelt. Grobgranulare Einheiten werden im Weiteren als 
Prozessorelemente (PEs) benannt. Entsprechend werden RPU-Architekturen, die auf 
feingranularen Recheneinheiten bzw. Logikelementen beruhen, im Folgenden auch als 
feingranulare RPU-Architekturen bezeichnet. Der Begriff Grobgranulare Architektur wird für 
RPU-Architekturen, die auf Prozessorelementen beruhen, verwendet. 
Bei LE-basierten RPU-Architekturen können arithmetische und logische Operationen auf Ebene 
einzelner Bits durchgeführt werden. Bei RPU-Architekturen mit PEs als elementare Rechen-
einheiten wird die gleiche Operation auf allen Bits eines Wortes durchgeführt. Eine aus-
schließliche Manipulation eines Bits als Teil eines Wortes ist im Gegensatz zu Logikelementen 
nicht möglich. Durch die Möglichkeit, Operationen auf Bitebene durchzuführen, sind feingranu-
lare LEs flexibler als grobgranulare PEs. Bei grobgranularen Architekturen werden Operationen 
auf nicht signifikanten Bits eines Wortes durchgeführt, falls die Wortbreite der Operanden 
geringer ist, als die Wortbreite, die von den elementaren PEs verarbeitet wird. Die Wahl einer 
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geeigneten Granularität ist von den Eigenschaften der angestrebten Anwendungsklasse abhängig. 
Flexibilität und der damit verbundene Aufwand müssen mit dem Aufwand, der durch 
Verarbeitung nicht signifikanter Bits entsteht, abgewogen werden. 
2.2.2 Logikelemente feingranularer Architekturen 
Feingranulare RPU-Architekturen, die im Rahmen dieser Arbeit untersucht wurden, beruhen auf 
FPGA-ähnlichen Strukturen. Die LEs basieren entweder auf speicherbasierten Look-Up-
Tabellen (LUT) [24], dedizierter Multiplexer-basierter Logik [25] (siehe Abbildung 2.3) oder 
einer Mischform aus LUT- und Multiplexer-basierter Logik (siehe z. B. Abbildung 2.5). Eine 
LUT besteht aus einer Dekodierlogik und Speicherzellen (siehe Abbildung 2.4). 
 
 
Abbildung 2.3 LUT-basiertes [24] (links) und Multiplexer-basiertes [25] LE (rechts) 
 
Abbildung 2.4 LUT mit 3 Eingängen und einem Ausgang (LUT3) 
Die Funktionalität eines LUT-basierten LEs wird durch entsprechende Konfiguration der 
Speicherzellen festgelegt. Somit sind LUT-basierte LEs sehr flexibel, da jede Boolesche Funk-
tion mit einem Ausgang, für die entsprechende Anzahl von Eingängen realisierbar ist. Allerdings 
wächst die Anzahl der benötigten Speicherzellen mit der Anzahl der Eingänge exponentiell. Bei 
einem Multiplexer-basierten LE wird durch die Verwendung von dedizierten Logikgattern statt 
einer LUT die Anzahl an benötigten Speicherzellen reduziert. 
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Abbildung 2.5 LE in Stratix II und Stratix III FPGAs der Firma Altera [26] 
Die Flexibilität bei der Verwendung von speichergesteuerter Multiplexer-Logik ist im Gegensatz 
zu einem LUT-basierten Ansatz eingeschränkt. Durch die Verwendung von dedizierten Logik-
gattern werden Teilterme der Ausgangsfunktion unveränderlich festgelegt. Es kann somit nur 
noch eine eingeschränkte Anzahl der in Abhängigkeit der Anzahl der Eingänge theoretisch 
möglichen Booleschen Operationen realisiert werden. Mischformen von LEs, die sowohl LUTs 
als auch dedizierte Logik beinhalten, stellen einen Kompromiss dar, um einerseits ein hohes Maß 
an Flexibilität zu gewährleisten und andererseits spezielle Anforderungen einer 
Anwendungsklasse zu berücksichtigen. In einem LE einer kommerziellen FPGA-Architektur 
befindet sich im Allgemeinen dedizierte Logik zur schnellen Übertragsberechnung (Carry-
Chain) [26,27]. In LEs aktueller FPGAs z. B. der Firma Altera (Stratix II und Stratix III) werden 
neben den LUTs dedizierte Volladdierer integriert (siehe Abbildung 2.5). Arithmetische 
Elementaroperationen, die Volladditionen benötigen, lassen sich somit effizient abbilden. Neben 
Strukturen zur Realisierung der logischen Funktionalität werden in LEs Register integriert, um 
Ein- und Ausgänge zu verzögern bzw. Zwischenergebnisse zu speichern. Die Verwendung dieser 
Register wird im Allgemeinen über eine Bypass-Logik im LE gesteuert (siehe Abbildung 2.3). 
Eine weitergehende Diskussion zu feingranularen FPGA-Architekturen ist in Abschnitt 2.3 zu 
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finden. Hier wird insbesondere detailliert auf die LE- und Verbindungsarchitektur aktueller 
kommerzieller FPGAs eingegangen. 
2.2.3 Prozessorelemente grobgranularer Architekturen 
Grobgranulare PEs beinhalten häufig eine elementare Aritmethisch-Logische-Einheit 
(Arithmetic-Logical-Unit, ALU) [28-31] (siehe Abbildung 2.6 und Abbildung 2.12). Der 
Funktionsumfang solcher elementaren ALU-PEs umfasst im Allgemeinen arithmetische und 
logische Basisoperationen wie beispielsweise logische UND-, ODER- und EXOR-Verknüpfung 
sowie Addition, Subtraktion und Schiebeoperationen. Die gewünschte Funktionalität des PEs 
wird durch Beschaltung entsprechender Steuerleitungen festgelegt. 
 
Abbildung 2.6 Exemplarische Architektur eines PE [30] 
Die entsprechenden Steuerinformationen werden z. B. in SRAM-Speicher lokal abgelegt. Neben 
der Implementierung als elementare ALU werden in PEs Komponenten mit dedizierter Funktio-
nalität (Multiplizierereinheit im PE in Abbildung 2.6) [32,33] verwendet. Wenn in einem PE 
verschiedene dedizierte Komponenten vorhanden sind, wird die jeweils gewünschte Funk-
tionalität durch die Auswahl der entsprechenden Komponente mit Hilfe von Multiplexern 
realisiert. Anwendungen, die Operationen auf Basis dieser dedizierten Funktionalität beinhalten, 
können somit effizient abgebildet werden. Allerdings ist die Flexibilität eingeschränkt. Mit 
zunehmender Anzahl dedizierter Komponenten in einem PE wächst der Aufwand, da die Logik 
zur Steuerung und Auswahl komplexer wird. Der Anteil der nicht aktiven Chipfläche nimmt bei 
steigender PE-Komplexität ebenfalls zu, da im Allgemeinen pro Verarbeitungsschritt lediglich 
eine Komponente zur Operation ausgewählt wird. Die Abbildung einer Anwendung, die keine 
der realisierten Operationen verwendet, ist aufwändig. Zur Zwischenspeicherung lokal erzeugter 
Daten beinhalten viele PEs lokale Registerbänke (siehe Abbildung 2.6). Der Inhalt der 
Registerbank in dem in Abbildung 2.6 dargestellten PE kann über Multiplexer wieder den 
Eingängen der ALU zugeführt werden. Die Steuerung des PEs erfolgt über ein Kontextregister, 
in dem alle benötigten Steuerinformationen enthalten sind. Über einen Multiplexer kann ein 
Reihen- oder Spaltenkontext ausgewählt werden (siehe auch Multikontext-Architektur in 
Abschnitt 2.2.6). 
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2.2.4 Verbindungsarchitektur feingranularer Architekturen 
Die interne Verbindungs- oder auch Routingarchitektur einer RPU ist ein wesentliches Struktur-
element. Die Auslegung der Verbindungsarchitektur ist entscheidend für die physikalischen 
Kosten und Performance der Gesamtarchitektur [34]. Einerseits muss durch die Auslegung der 
Verbindungsarchitektur die benötigte Flexibilität bereitgestellt werden. Anderseits verursacht 
eine sehr flexible Routingarchitektur einen großen Anteil der physikalischen Kosten [34] (siehe 
auch Abschnitt 2.3.1 und 2.3.2). 
Bei rekonfigurierbaren Einheiten mit LEs erfolgt analog zur Auslegung der zugehörigen LEs die 
Kommunikation von Daten zwischen LEs auf der Ebene einzelner Bits. In kommerziellen 
FPGA-Architekturen [26,27,35] werden unterschiedliche Verbindungsarchitekturen verwendet. 
In [36,37] werden zur Einordnung der internen Verbindungsarchitektur vier unterschiedliche 
Klassen vorgestellt: Island-Style, Sea-of-Gates, zeilenbasierte und hierarchische 
Verbindungsstruktur (siehe Abbildung 2.7). 
Eine Verbindungsarchitektur der Klasse Island-Style (siehe Abbildung 2.8) basiert auf einem 
zweidimensionalen Feld von LEs mit vertikalen und horizontalen Routingkanälen zwischen den 
LE-Spalten und -Zeilen. Die Anzahl der Leitungen in den Routingkanälen ist dabei ein wichtiger 
Architekturparameter. An den Kreuzungspunkten zwischen den horizontalen und vertikalen 
Routingkanälen befinden sich die Routing Switches (RS). Ein Routing Switch ermöglicht mit 
Hilfe speichergesteuerter Schalter die Verschaltung von Leitungen aus dem entsprechenden 
horizontalen Routingkanal mit Leitungen aus dem angeschlossenen vertikal verlaufenden 
Routingkanal und umgekehrt (siehe Abbildung 2.8). Die Anzahl der möglichen Verbindungen, 
die für eine Leitung in einem Routing Switch geschaltet werden können, ist ein Ent-
wurfsparameter, der die Flexibilität einer Island-Style Verbindungsarchitektur beschreibt und mit 
FS bezeichnet wird. In Untersuchungen [38] hat sich für LUT-basierte FPGA-Architekturen eine 
Anzahl von drei bis vier etablierbaren Verbindungen pro angeschlossener Leitung als guter 
Kompromiss zwischen Aufwand und Flexibilität für einen Satz exemplarischer Anwendungen 
herausgestellt (FS ∈ [3,4]). Ein RS mit voller Flexibilität entspricht einer Crossbar und ist somit 
sehr aufwändig bezüglich der Realisierungskosten. 
Ein weiterer Parameter eines RS ist die interne RS-Architektur [37]. Diese interne Architektur 
bestimmt, welche Verbindungen zwischen welchen Leitungspaaren, die mit einander verbunden 
werden, etabliert werden können. Die horizontalen und vertikalen Connection Boxes (CB) in 
einer Island-Style Routingarchitektur ermöglichen den Datenaustausch zwischen LEs und 
Routingkanälen. Die Verbindung eines Eingangs- oder Ausgangspin eines LEs mit einer Leitung 
eines Routingkanals erfolgt ebenfalls über speicherprogrammierbare Schalter (siehe 
Abbildung 2.8). Die Anzahl der Verbindungen, die zwischen einem Ausgangs- oder Eingangspin 
mit den Leitungen des angrenzenden Routingkanals hergestellt werden können, ist ein weiterer 
Architekturparameter. Eine Realisierung mit voller Flexibilität ermöglicht den Zugriff zu allen 
Leitungen des Routingkanals. Für jede Kombination aus Leitung und Pin muss ein Schaltelement 
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realisiert werden. Da dies in sehr großen physikalischen Kosten resultiert, wird im Allgemeinen 
die Anzahl der möglichen Verbindungen eingeschränkt. 
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Abbildung 2.7 Kommunikationsstruktur-Klassen nach [36,37] 
In [38] hat sich auf Basis exemplarischer Schaltungen herausgestellt, dass die Möglichkeit be-
stehen sollte, 70 bis 90 % der Leitungen des entsprechenden Routingkanals über Schaltelemente 
verbinden zu können. Damit wird ein guter Kompromiss zwischen Flexibilität und physi-
kalischen Kosten erreicht.  
In Abbildung 2.8 ist exemplarisch ein RS im Detail dargestellt, der auf einer so genannten inter-
nen Disjoint-Architektur beruht und eine Flexibilität von FS = 3 besitzt. Zur Realisierung eines 
Schaltungspunkts (Switch-Point, SP) dieses RS sind sechs Schalterelemente notwendig, die hier 
durch Pass-Transistoren realisiert werden. Die CB ist voll flexibel (FC = 1). Zur Realisierung 
einer CB werden hier pro Eingangs- bzw. Ausgangspin drei Schaltelemente benötigt, da drei 
Verbindungsleitungen in den horizontalen und vertikalen Routingkanälen laufen. Die größte 
Anzahl der heute kommerziell verfügbaren FPGA-Architekturen basieren in Bezug auf die 
Verbindungsarchitektur wesentlich auf den Konzepten, die einer Island-Style-Routingarchitektur 
zu Grunde liegen [37]. 
Verbindungsarchitekturen der Klasse Sea-of-Gates beinhalten keine globalen Routingressourcen. 
Hier werden bei einem zweidimensionalen Feld aus LEs ausschließlich benachbarte LEs über 
dedizierte Routingleitungen miteinander verbunden (Nearest-Neighbour-Interconnect). 
Datenkommunikation mit außerhalb des LE-Feldes liegenden Komponenten kann nur über 
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entsprechende Schnittstellen an den Rändern dieses Feldes realisiert werden. In arithmetischen 
Datenpfaden existiert ein großer Bedarf an lokalen Kommunikationsmöglichkeiten. Mit einer 
Sea-of-Gates-Verbindungsarchitektur kann dies gewährleistet werden. Allerdings besteht häufig 
die Anforderung, so genannte Broadcast-Signale über einen größeren Bereich des Feldes zu 
verteilen. Dies ist in einer Sea-of-Gates-Verbindungsarchitektur nur durch die Verwendung von 
Logikelementen, die ausschließlich zur Weiterschaltung eines Signals verwendet werden, 
möglich und damit ineffizient. 
RS
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LE
CB
LE
RS
CB
LE
RS
LE
RegLogic
: Speicherzelle 
(z. B. SRAM)
 
Abbildung 2.8 Detaillierte Darstellung einer Island-Style Verbindungsarchitektur 
In einer zeilenbasierten Verbindungsstruktur sind zwischen aufeinanderfolgenden Reihen von 
Logikelementen horizontal verlaufende Routingkanäle eingefügt. Die Leitungen im Routing-
kanal haben im Allgemeinen unterschiedliche Längen und überspannen Segmente von min-
destens zwei Logikelementen. Die maximale Anzahl von LEs, die von einer Leitung abgedeckt 
werden, entspricht der Anzahl von LEs in einer Reihe. Die einzelnen segmentierten Leitungen 
mit der gleichen Wertigkeit innerhalb eines Routingkanals können über programmierbare 
Schalter miteinander verbunden werden (siehe Abbildung 2.7). So kann die Länge einer 
Routingleitung verlängert werden. Vertikal über die LEs verlaufende Routingleitungen 
verbinden über programmierbare Schalter Leitungen benachbarter horizontaler Routingkanäle. 
Die Verbindung der LEs zu dem horizontalen Routingkanälen erfolgt über Schalter. In [35] 
werden zur Verbindung Anti-Fuse basierte Techniken verwendet. Die Wahl der Segmentlängen, 
der vertikalen und horizontalen Routingleitungen sind wesentliche Entwurfsparameter bei der 
Realisierung einer zeilenbasierten Verbindungsarchitektur. 
In einer hierarchischen Verbindungsstruktur werden zunächst LEs zu Gruppen in einem so ge-
nannten Cluster zusammengefasst. Innerhalb eines Clusters müssen lokale Kommunikations-
strukturen vorgesehen werden, um Kommunikation innerhalb des Clusters zwischen LEs ermög-
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lichen zu können. Die Kommunikation mit LEs in anderen Clustern erfolgt mit Hilfe von RSs 
z. B. über mehrere Hierarchieebenen einer sich baumartig verzweigenden globalen Kommu-
nikationsstruktur (siehe Abbildung 2.7). Die Laufzeit von Signalen zwischen weit voneinander 
entfernt liegenden LEs wird im Gegensatz zu Kommunikationsstrukturen ohne Hierarchisierung 
durch die Reduktion der Anzahl der zu passierenden Schalter verringert. 
Um unterschiedliche Anforderungen an die Verbindungsarchitektur zu adressieren, wird häufig, 
ähnlich wie in einer zeilenbasierten Routingarchitektur, so genanntes Segmentiertes Routing 
verwendet. Dies bedeutet, dass in einem Routingkanal unterschiedliche Verdrahtungslängen 
existieren (siehe Abbildung 2.9). Auf diese Weise benötigen Signale, die von einem RS zu einem 
nicht unmittelbar benachbarten RS geschaltet werden müssen, weniger Laufzeit, da zwischen 
Quelle und Senke nicht jeder dazwischen liegende RS mit den zugehörigen Schalterelementen 
passiert werden muss. Die Segmentlängenverteilung als Architekturparameter [39,40] beschreibt 
in welchem Grad und mit welchen Segmentlängen segmentiertes Routing vorgesehen ist. In 
Abbildung 2.9 ist eine segmentierte Routingarchitektur mit den Segmentlängen eins und vier 
dargestellt. In aktuellen kommerziellen FPGAs [26,27,35] ist bei der Verbindungsarchitektur 
häufig eine Mischform der hier kurz erläuterten Verbindungsstrukturen realisiert. 
 
Abbildung 2.9 Segmentiertes Routing 
2.2.5 Verbindungsarchitektur grobgranularer Architekturen 
Die interne Datenkommunikation von rekonfigurierbaren Einheiten mit grobgranularen PEs 
erfolgt auf Wortebene. Im Allgemeinen erfolgt die Anordnung der PEs innerhalb der rekonfigu-
rierbaren Einheit in einem zweidimensionalen Feld. Alle Bits eines Wortes werden auf der 
gleichen festgelegten Route durch das PE-Feld verteilt. Somit ist der Aufwand zur Realisierung 
einer Route pro verarbeitetes Bit geringer als bei feingranularen Architekturen. Analog zu den 
feingranularen Architekturen gibt es unterschiedliche Ansätze. Dabei lassen sich zunächst lokale 
und globale Kommunikationsstrukturen unterscheiden [32]. 
Bei globaler Kommunikation werden Daten über das gesamte PE-Feld einer RPU verteilt. Struk-
turen, die eine solche Verteilung ermöglichen, sind z. B. Bus- und Multi-Bus-Netzwerke, 
Kreuzschienenverteiler (Crossbar) sowie mehrstufige Netzwerke (siehe Abbildung 2.10). Dabei 
unterscheiden sich diese Strukturen in Bezug auf ihre Performance und ihre physikalische 
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Kosten. Crossbars benötigen eine sehr große Anzahl von Schalterelementen. Die Anzahl der 
benötigten Schalter wächst quadratisch mit der Anzahl der angeschlossenen Prozessorelemente. 
Durch mehrstufige Netzwerke kann die Anzahl der benötigten Schalter reduziert werden. 
Allerdings erhöht sich hierbei die Laufzeit eines Signals auf einer Route, da nun statt eines 
Schalters mehrere Schalter pro Route passiert werden müssen. Eine weitere Reduktion der 
benötigten Schalterelemente stellt die Realisierung der globalen Kommunikation mit Hilfe von 
Bus- und Multi-Bus-Netzwerken dar. Bei der Verwendung eines Busses ist zusätzlich eine 
Komponente zur Arbitrierung notwendig, die den Zugriff auf den Bus steuert und kontrolliert, da 
ein Bus nur exklusiv von zwei miteinander kommunizierenden Teilnehmern genutzt werden 
kann. Wenn beim Anfragen einer Busverbindung der Bus belegt ist, muss die Anfrage 
zurückgestellt werden. Durch die Wahl des Arbitrierungsmechanismus wird der über den Bus 
erreichbare Durchsatz maßgeblich beeinflusst. 
 
PE PE PE PE
Bus
Bus
Bus
 
 
a) Crossbar b) Multi-Bus c) Mehrstufiges Netzwerk 
Abbildung 2.10 Globale Kommunikationsstrukturen 
Durch die Realisierung eines Bus-basierten Netzwerkes als Multi-Bus oder Mehrlagen-Bus wird 
entsprechend der Anzahl der Teilbusse parallele Datenkommunikation ermöglicht. Bei Be-
trachtung der Kommunikationsanforderungen z. B. von arithmetikorientierten Datenpfaden ist 
der Bedarf an lokaler Kommunikation im Allgemeinen sehr groß. Das heißt, dass Verbindungen 
zwischen lokal benachbarten PEs erforderlich sind (vgl. Sea-of-Gates Verbindungsstruktur 
feingranularer LEs). Topologien lokaler Kommunikation, die benachbarte PEs miteinander 
verbinden, sind z. B. Ring, Mesh und Torus (siehe Abbildung 2.11). Bei der Torus-Topologie 
werden dabei am Rand liegende PEs in derselben Spalte bzw. auch Zeile logisch als benachbarte 
PEs betrachtet. Aus der Literatur [41] ist eine Vielzahl weiterer Topologien bekannt. Bei den 
PEs werden entsprechend Schnittstellen vorgesehen, die über Leitungen benachbarte PEs 
miteinander verbinden. Der Datenaustausch mit Komponenten, die außerhalb des PE-Feldes 
liegen, ist über entsprechende Schnittstellen wiederum lediglich am Rand des PE-Feldes 
möglich. In Analogie zum segmentierten Routing bei feingranularen Architekturen, existieren 
bei lokalen Kommunikationsstrukturen grobgranularer Architekturen Topologien, in denen nicht 
ausschließlich benachbarte PEs miteinander verbunden sind, sondern auch Verbindungen über 
größere Distanzen möglich sind. 
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Abbildung 2.11 Topologien lokaler Kommunikationsstrukturen 
Zur Realisierung der Kommunikation zwischen benachbarten PEs werden z. B. Switch-Boxes 
verwendet [42]. Diese Switch-Boxes basieren auf demselben Prinzip wie die bereits erwähnten 
Routing Switches feingranularer Architekturen. Bei der in Abbildung 2.12 dargestellten RPU-
Architektur werden benachbarte 4-Bit-ALU PEs über solche Switch-Boxes miteinander lokal 
verbunden. 
 
Abbildung 2.12 Rekonfigurierbare Einheit aus [42] mit lokalen Kommunikationsstrukturen 
Hierarchische Kommunikationsstrukturen bei grobgranularen RPU-Architekturen sind analog zu 
denen feingranularer Architekturen aufgebaut (siehe Abbildung 2.7). Durch hierarchisierte 
Kommunikationsstrukturen ist es möglich, weit auseinander liegende PEs aus unterschiedlichen 
Clustern dadurch günstiger miteinander zu verbinden, da die Anzahl der zu durchlaufenden 
Schalterelemente reduziert ist. 
2.2.6 Rekonfiguration und Rekonfigurationsmechanismen 
Zur Realisierung der gewünschten Funktionalität einer RPU werden die entsprechenden Daten in 
Speicherstellen der RPU abgelegt. Im Rahmen dieser Arbeit wird eine flüchtige, reversible 
SRAM-basierte Speicherung dieser Konfigurationsdaten betrachtet. Die Dauer der Konfiguration 
der Speicherstellen ist ein entscheidender Parameter bei der Auslegung geeigneter Rekonfi-
gurationsmechanismen. Weiterhin ist die Gesamtzahl der benötigten Konfigurationsspeicher-
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zellen entscheidend. Der Konfigurationsaufwand pro verarbeitetes Bit ist bei grobgranularen 
Architekturen auf Grund der bereits diskutierten Merkmale geringer als bei feingranularen 
Architekturen. Es liegen bereits vollständige arithmetische und logische Operatoren dediziert in 
den PEs vor, die durch entsprechende Konfiguration z. B. über Multiplexer ausgewählt werden. 
Im Gegensatz dazu werden bei feingranularen Architekturen durch Konfiguration der LUT oder 
Multiplexer jedes LEs die entsprechende Funktionalität des LEs und somit einer einzelnen 
Bitstelle festgelegt. Mit zunehmender Wortbreite der Operanden der Elementaroperation nimmt 
der Konfigurationsaufwand pro Bit ab, da alle Bits nach dem gleichen Verarbeitungsschema be-
handelt werden. Des Weiteren werden, wie bereits beschrieben, bei grobgranularen Architek-
turen Worte, die aus mehreren Bit bestehen, als kleinste Einheit über die entsprechende Routing-
architektur gesendet. Bei feingranularen Architekturen werden einzelne Bits durch entsprech-
ende Konfiguration der Verbindungsarchitektur geleitet. Insgesamt ist der Aufwand zur Konfi-
guration und Rekonfiguration bei feingranularen Architekturen im Allgemeinen größer als bei 
grobgranularen Architekturen. 
Bei der Rekonfiguration einer RPU kann zwischen zeitlich dynamischer und statischer Rekonfi-
gurierung (siehe Abbildung 2.13) unterschieden werden. Entsprechend werden RPU-Archi-
tekturen, die auf einem dynamischen Rekonfigurationskonzept beruhen, als dynamisch re-
konfigurierbare Architekturen bezeichnet. Bei statisch rekonfigurierbaren RPU-Architekturen 
liegt ein statisches Rekonfigurationskonzept zu Grunde. Statische Rekonfiguration bedeutet, dass 
die zur Ausführung der gewünschten Operationen benötigten Informationen in Form eines 
Bitstroms vor Beginn der Laufzeit in die dafür vorgesehenen Speicherelemente geschrieben 
werden. Bei einem dynamischen Rekonfigurationsmechanismus ist nach Beginn der Laufzeit 
eine vollständige oder partielle Rekonfiguration möglich (siehe z. B. [43]), um die Funktionalität 
der gesamten RPU oder Teile der RPU zu verändern. Während dieser Rekonfigurationszeit 
stehen die betroffenen Strukturelemente nicht zur Ausführung der eigentlichen Anwendung zur 
Verfügung. Weiterhin kann bei dynamisch rekonfigurierbaren Architekturen zwischen Einzel- 
und Multikontext-Architekturen unterschieden werden. Bei Einzelkontext-Architekturen steht 
ein Konfigurationsspeicher zur Verfügung, um die Information der gewünschten Funktionalität 
abzulegen. Bei Multikontext-Architekturen (MK, siehe auch Tabelle 3.2 und Tabelle 3.3 in 
Abschnitt 3.5.7) existieren mehrere Konfigurationsspeicher, so dass nach der Konfigurierung 
unterschiedliche Konfigurationssätze zur Verfügung stehen, die durch Umschalten jeweils 
aktiviert werden können. 
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Abbildung 2.13 Schematische Darstellung statischer und dynamischer Rekonfiguration  
Auf diese Weise kann die Rekonfigurationszeit deutlich reduziert werden. Der Mehraufwand 
von Multikontext-Architekturen gegenüber Einzelkontext-Architekturen ist erheblich. Der mehr-
fach vorzuhaltende Konfigurationsspeicher nimmt einen signifikanten Anteil am gesamten 
Flächenbedarf ein. Weiterhin müssen Strukturen zum Umschalten zwischen den Kontexten 
realisiert werden (siehe Abbildung 2.14). 
 
Abbildung 2.14 Multikontext-Architektur 
Zur Reduktion des Konfigurationsaufwands existieren eine Reihe weiterer Mechanismen wie 
z. B. die Kompression und Dekompression der Konfigurationsdaten, Konfigurations-Caching 
(KC) und –Prefetching (KP). Diese Maßnahmen erfordern einen erhöhten Hardwareaufwand zur 
Realisierung der benötigten Komponenten. Bei der Verwendung dynamischer Rekonfigura-
tionsmechanismen muss ein geeignetes Ablaufschema zeitlich aufeinanderfolgender Konfigura-
tionen festgelegt werden. Dies bedeutet einen weiteren Entwurfsaspekt, der die Entwurfskom-
plexität vergrößert. Dies ist zum einen durch den Mehraufwand der RPU-Realisierung als auch 
bei der Implementierung von Anwendungen für die bereits realisierte RPU begründet. 
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2.3 Kommerzielle FPGA-Bausteine 
2.3.1 Eigenschaften und Merkmale 
Kommerzielle FPGA-Architekturen [26,27] sind im Allgemeinen so ausgelegt, dass eine Viel-
zahl unterschiedlicher Anwendungen und Datenpfade abgebildet werden kann. So werden diese 
FPGAs für Anwendungen aus dem Bereich der digitalen Signalverarbeitung [44], für die 
Emulation von Hardware-Architekturen [45] bis hin zur Implementierung komplexer und 
elementarer Steuerungsaufgaben eingesetzt. Da diese Aufgaben unterschiedliche Anforderungen 
z. B. an die Anzahl der erforderlichen LEs haben, bieten die Hersteller kommerzieller FPGAs 
eine Vielzahl unterschiedlicher Bausteine an, die sich u. a. in Bezug auf die Anzahl der integrier-
ten LEs unterscheiden (siehe z. B. [46,47]). Die grundlegenden Strukturelemente einer FPGA-
Architektur stellen LEs und die zugehörige Verbindungsarchitektur dar. Die Konfiguration 
kommerzieller FPGAs basiert überwiegend auf der Verwendung von SRAM-Speicherzellen. Das 
hohe Maß an Flexibilität wird zum einen dadurch erreicht, dass der Anteil an konfigurierbaren 
Speichertabellen (LUTs) der Logikelemente sehr groß ist (siehe z. B. Stratix II/III LE in 
Abbildung 2.5). Zum anderen ist die Verbindungsstruktur durch konfigurierbare Schaltelemente 
so ausgelegt, dass eine Vielzahl unterschiedlicher Verschaltungen zwischen LEs möglich ist. 
Exemplarisch für kommerzielle FPGA-Architekturen wird an dieser Stelle die Stratix II-Archi-
tektur der Firma Altera vorgestellt [46]. Im Stratix II LE (siehe Abbildung 2.5) sind sechs LUTs 
enthalten (vier LUTs mit drei Eingängen und einem Ausgang sowie zwei LUTs mit vier Eingän-
gen und einem Ausgang), zwei Register (D-Flip-Flops), zwei Volladdierer und einige Multi-
plexer. So ist es möglich, durch entsprechende Konfiguration der Multiplexer die Funktionalität 
von einer LUT mit jeweils sechs Eingängen und einem Ausgang innerhalb eines LEs zu 
realisieren. Die Verbindungsarchitektur von FPGAs der Stratix II-Familie beruht auf einer 
hierarchisierten, segmentierten Verbindungsarchitektur (siehe Abbildung 2.15). Es werden acht 
LEs, die als Adaptive-Logic-Module (ALM) bezeichnet werden, zu einem Cluster (Logic-Array-
Block, LAB) zusammengefasst. Die lokale Verbindungsstruktur eines LABs entspricht einer voll 
flexiblen CB. Weitergehende Details der Verbindungsarchitektur sind in [46,48] dargestellt. In 
einer lokalen Verbindungsstruktur werden die Ausgänge des aktuellen LABs und direkt benach-
barter LABs auf den lokalen Routingleitungen geführt. Zusätzlich zu den lokalen Signalen 
können globale Signale aus horizontalen und vertikalen Routingkanälen in das LAB geschaltet 
werden. Ein Auszug der Verbindungsarchitektur ist in Abbildung 2.15 dargestellt. 
Neben den LEs werden in modernen kommerziellen FPGAs weitere Ressourcen zur Be-
schleunigung bereitgestellt. So werden in Bausteinen der Stratix II-Familie zusätzliche so genan-
nte DSP-Blöcke und lokale Speicher zur Verfügung gestellt. Ein DSP-Block enthält als dedi-
zierte Komponenten einen kaskadierbaren Multiplizierer, Addierer/Subtrahierer und Register. 
Mit Hilfe dieser DSP-Blöcke können Datenpfade aus dem Bereich der digitalen Signal-
verarbeitung beschleunigt und effizient abgebildet werden. Zusätzlich existieren in FPGAs der 
Stratix II-Familie dedizierte Datenspeicher. Dabei werden zum einen zwischen benachbarten 
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LABs kleine Dual-Port Speicher als so genannten M512 RAM in das Verbindungsnetz integriert. 
Ein M512 RAM hat eine Kapazität von 512 Bit und ist z. B. für die Realisierung von FIFOs oder 
Verzögerungsketten von FIR-Filtern vorgesehen. Neben den M512 RAM werden weitere 
größere Dual-Port-Speicher integriert (M4K: 4 KBit und M-RAM: 512 KBit). Diese Speicher 
bieten die Möglichkeit, Daten lokal zu speichern. 
 
Abbildung 2.15 Auszug aus der Verbindungsarchitektur eines Stratix II FPGAs 
Die Architektur der aktuellen Stratix III-Familie von Altera ist der der Stratix II-Familie sehr 
ähnlich [47]. Dabei unterscheiden sich diese beiden Familien z. B. in der Anzahl der LEs pro 
LAB (zehn statt acht LEs). Beim Stratix III werden zehn LEs zu einem LAB integriert. 
Weiterhin unterscheiden sie sich bezüglich der DSP-Blöcke und eingebetteten Speicher. Die 
internen Architekturen der LEs und des Verbindungsnetzwerkes sind identisch. 
2.3.2 Abbildung arithmetikorientierter Datenpfade 
Die Anforderungen an die LEs und Verbindungsarchitektur eines FPGAs sind in Abhängigkeit 
des abzubildenden Datenpfades sehr unterschiedlich. Die Bildung eines Histogrammes der 
Länge der benötigten Verbindungen zwischen LEs ist eine Möglichkeit zur Charakterisierung 
der Anforderungen an die Verbindungsarchitektur. Dadurch lässt sich die Anzahl der unter-
schiedlichen Leitungslängen, die zur Abbildung eines Datenpfades notwendig sind, feststellen 
(siehe Abbildung 2.16). Das Profil dieser Verbindungslängenhistogramme für kontrollorientierte 
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Datenpfade (irreguläre Logik) unterscheidet sich deutlich von dem für arithmetikorientierte 
Datenpfade. Bei der in Abbildung 2.16 dargestellten quantitativen Darstellung (rechts) handelt es 
sich um Verbindungslängenhistogramme für die Abbildung eines Korrelators für ein Global-
Positioning-System (GPS) auf einen Stratix II-FPGA. Dabei ist die Anzahl der Verbindungen 
(Ordinate) jeweils auf die maximal auftretende Anzahl an Verbindungen einer Länge normiert. 
Die Verbindungslänge der in [49] vorgestellten Untersuchung korrespondiert hierbei mit der 
Dauer des Signalpfades. Während für die Kontrolllogik des Korrelators viele unterschiedliche 
Verbindungslängen erforderlich sind, ist zu erkennen, dass für den Korrelator-Datenpfad viele 
kurze und etwas weniger lange Verbindungen notwendig sind. Allgemein lässt sich feststellen, 
dass irreguläre Logik mehr unterschiedlich lange Verbindungen im Vergleich zu 
arithmetikorientierten Datenpfaden erfordert. Bei arithmetikorientierten Datenpfaden werden 
typischerweise lokal erzeugte Zwischenergebnisse an benachbarte Logikelemente weiter-
geschaltet. 
 
Abbildung 2.16 Histogramm der benötigten Verbindungslängen (links: qualitativ, rechts: 
quantitativ am Beispiel eines GPS-Korrelators) [49] 
Weiterhin sind häufig so genannte Broadcast-Signale erforderlich, die Operanden an viele LEs 
verteilen. Broadcast-Signale werden mit Hilfe von Leitungen größerer Verbindungslänge reali-
siert, so dass sich insgesamt die in Abbildung 2.16 dargestellte erforderliche Verteilung der 
Verbindungslängen ergibt. Die Verbindungsarchitektur kommerzieller FPGAs ist so konzipiert, 
dass eine Vielzahl unterschiedlich langer Verbindungen realisiert werden kann. Dadurch ist es 
möglich, dass sowohl kontrollorientierte als auch arithmetikorientierte Datenpfade mit 
vergleichbarer Effizienz abgebildet werden können. 
Die physikalischen Kosten für ein solches flexibles Verbindungsnetzwerk dominieren die Kosten 
der gesamten FPGA-Architektur (siehe Abbildung 2.17). In [34] wurden Verteilungen für die 
Kosten (Fläche, Verlustleistungsaufnahme, Laufzeit) über den Architekturkomponenten eines 
XC4003 FPGAs von Xilinx [50] ermittelt. Der Anteil der Verlustleistung des Verbindungsnetzes 
beträgt dabei 65 % der gesamten Verlustleistung des FPGAs. Der Flächenanteil trägt sogar mit 
73 % zur gesamten Fläche bei. Die Verlustleistung für die LEs macht 5 % und bei Betrachtung 
des Anteils an der Gesamtfläche 9 % aus. Die Werte wurden für eine Mischung exemplarischer 
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Datenpfade ermittelt. Die Verlustleistungsbilanz für einen Stratix II Baustein gemittelt über 112 
verschiedene Anwendungen ist in Abbildung 2.17 dargestellt. Auch hier ist zu erkennen, dass 
der Anteil des Verbindungsnetzwerkes den größten Beitrag zur Verlustleistung liefert. Eine 
Bilanz der Chipfläche ist nicht verfügbar. 
 
 
Abbildung 2.17 Verlustleistungsbilanz eines Stratix II-FPGAs [51] 
2.4 Arithmetikorientierte eFPGAs 
2.4.1 Anwendungsklassenspezifische Optimierung von FPGA-Architekturen 
Bei der Konzeption von arithmetikorientierten eFPGA-Architekturen können durch Zuschneiden 
der Verbindungsarchitektur die physikalischen Kosten im Vergleich zu herkömmlichen FPGAs 
signifikant reduziert werden [6]. Dazu werden die Flexibilität des Verbindungsnetzes und somit 
die Anzahl der insgesamt etablierbaren Verbindungen eingeschränkt und auf die Erfordernisse 
von Arithmetikdatenpfaden angepasst. Ein wesentliches Ziel dieser Optimierung ist es, dass die 
Flexibilität des eFPGAs zur Abbildung unterschiedlicher Datenpfade erhalten bleibt. Das 
bedeutet, dass auch Datenpfade, die nicht arithmetikorientiert sind, auf das eFPGA abgebildet 
werden können. Die dabei entstehenden Kosten werden im Allgemeinen größer sein als für eine 
Realisierung auf einem kommerziellen FPGA. Hingegen lassen sich arithmetikorientierte 
Datenpfade deutlich günstiger abbilden. Es konnte in Untersuchungen [52] gezeigt werden, dass 
für ein Cluster mit Logikelementen und der zugehörigen CB-Strukturen, durch Anpassung der 
Verbindungsstrukturen eine Dynamik von einer Größenordnung in der Effizienz des Clusters 
erreicht werden kann. Dabei wurde eine Realisierung mit voller Flexibilität mit einer 
Realisierung, die auf die Anforderungen elementarer Datenpfade zugeschnitten wurde, 
verglichen. Als Effizienzmaß wurde der Kehrwert aus dem Produkt von benötigter Chipfläche 
und Laufzeit verwendet (AT-Effizienz). Weiteres Optimierungspotenzial bietet die Auslegung 
der Logikelemente. So kann durch Auswahl der Basiskomponenten, die in einem LE enthalten 
sind, die Verbindungsarchitektur entlastet werden, indem der Kommunikationsaufwand 
zwischen LEs reduziert wird. Es ist vorteilhaft, elementare Rechenoperationen, die 
typischerweise in arithmetikorientierten Datenpfade auftreten, durch entsprechende 
Basiskomponenten im LE zu realisieren. So werden in arithmetikorientierten Datenpfade häufig 
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so genannte Gated-Volladditionen benötigt. Ebenso wie bei der Verbindungsarchitektur kann die 
Effizienz durch die Integration solcher dedizierten Basiskomponenten und durch die Reduktion 
von aufwändig zu realisierenden LUTs gesteigert werden [6,53]. Allerdings muss auch bei der 
Auslegung der LE-Architektur sichergestellt werden, dass auch Anwendungen, die nicht 
arithmetikorientiert sind, auf das eFPGA abgebildet werden können. Untersuchungen in [52,53] 
und [54] haben gezeigt, dass zwischen der LE-Architektur und der Architektur des 
Verbindungsnetzes eine starke Wechselwirkung besteht. Bei der Optimierung muss somit immer 
die gesamte Architektur und Auswirkungen auf die jeweiligen Strukturelemente berücksichtigt 
werden. In [54,55] konnte gezeigt werden, dass durch gleichzeitige Optimierung von LE- und 
Verbindungsarchitektur, die LE-Dichte eines arithmetikorientierten eFPGAs um eine 
Größenordnung gegenüber einer kommerziellen FPGA-Architektur gesteigert werden konnte. 
2.4.2 Architektur-Template für arithmetikorientierte eFPGAs 
Die Anzahl der Parameter, die bei der Konzeption einer eFPGA-Architektur berücksichtigt 
werden müssen, ist sehr umfangreich. In [6,7,13,55] wird die systematische Erarbeitung und 
Optimierung arithmetikorientierter eFPGA-Architekturen ausführlich vorgestellt. Dabei basieren 
die im Rahmen der vorliegenden Arbeit betrachteten und realisierten arithmetikorientierten 
eFPGAs auf einem Architektur-Template, das die Basis der systematischen Realisierung und 
Optimierung eines arithmetikorientierten eFPGAs darstellt (siehe [13]). In der nachfolgenden 
Beschreibung des Architektur-Templates werden alle relevanten Architekturparameter und die 
Grenzen dieser Architekturparameter festgelegt und definiert. Eine Übersicht aller Parameter und 
der zugehörigen Parametergrenzen können dem Anhang entnommen werden (siehe Anhang A: 
eFPGA-Architektur-Template). In Abbildung 2.18 ist das eFPGA-Architektur-Template mit 
einem Auszug der wichtigsten Parameter, die eine eFPGA-Architektur beschreiben, 
veranschaulicht. Dabei zeigt die Abbildung ein Cluster eines eFPGAs. Ein Cluster besteht aus 
einem zweidimensionalen Feld von LEs (siehe Abschnitt 2.4.2.2), einem RS (siehe Abschnitt 
2.4.2.4), jeweils einer vertikalen und horizontalen CB (siehe Abschnitt 2.4.2.5) und 
Registerstufen (siehe Abschnitt 2.4.2.3). 
Diese zweidimensionale Anordnung der LEs orientiert sich an der Struktur dedizierter Makros 
zur Verarbeitung von arithmetikorientierten Datenpfaden. Dort werden elementare Basiszellen, 
die die grundlegenden Rechenoperationen auf Bitebene durchführen, üblicherweise ebenfalls 
zweidimensional angeordnet. Dabei entsprechen Basiszellen in einer Spalte einer Bitwertigkeit 
im zugehörigen Signalflussgraphen (SFG), während Basiszellen in einer Zeile abgesehen von am 
Rand liegenden Zellen dieselbe Funktionalität haben. Die Anzahl der LEs pro Spalte (CV) und 
Zeile (CH) sind Parameter zu Beschreibung eines Clusters. Der zweidimensionale Aufbau unter-
scheidet sich vom eindimensionalen Aufbau von LEs der Stratix-FPGAs (siehe Abbildung 2.15). 
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Abbildung 2.18 Übersicht arithmetikorientiertes eFPGA-Architektur-Template 
Ein eFPGA, das auf Basis des Architektur-Templates realisiert wird, besteht aus einem zwei-
dimensionalen Feld von identischen Clustern. Zur vollständigen Definition eines eFPGAs ist 
neben den in Abbildung 2.18 dargestellten Parametern somit zusätzlich die Anzahl der eFPGA-
Cluster pro Cluster-Zeile und –Spalte erforderlich. Die Anzahl wird indirekt durch die 
Gesamtanzahl der LEs pro Zeile und Spalte des gesamten eFPGAs mit den Parametern SH und SV 
formuliert. Weiterhin ist die Beschreibung der Verschaltung der Verbindungsschnittstellen von 
Clustern, die an den Rändern des eFPGAs liegen und somit kein angrenzendes Cluster haben, 
notwendig. Zusätzlich ist eine Architekturkomponente zur Konfiguration des eFPGAs 
erforderlich. Diese wird vor Beginn der Laufzeit dazu verwendet, die notwendigen Konfi-
gurationsinformationen in die einzelnen SRAM-Zellen der nachfolgend beschriebenen Struk-
turelemente zu schreiben (siehe Abschnitt 2.4.3). 
2.4.2.1 Verbindungsarchitektur 
Die Verbindungsarchitektur eines Clusters gliedert sich in zwei Hierarchieebenen. Das globale 
Verbindungsnetz stellt eine Ebene dar und beruht auf einer Verbindungsarchitektur der Klasse 
Island-Style (siehe 2.2.4). Die dazugehörenden Strukturelemente RS und CB werden in 2.4.2.4 
und 2.4.2.5. erläutert. Dieser Teil der Verbindungsarchitektur hat großen Einfluss auf die 
Flexibilität des eFPGAs. Die zweite Ebene der Verbindungsarchitektur berücksichtigt im 
Wesentlichen die Anforderungen für die Abbildung arithmetikorientierter Datenpfade. Diese 
beinhaltet Broadcast-Leitungen zur Verteilung globaler Operanden über das Feld der LEs sowie 
eine lokale Verbindungsarchitektur, die der Klasse Sea-of-Gates zugeordnet werden kann. Bei 
dieser Klasse werden direkt benachbarte LEs miteinander verbunden (siehe Abschnitt 2.2.4). 
Lokale Signale werden über die Cluster-Grenzen hinweg verteilt. Der dedizierte Routingblock 
(DRB) als Teil eines LEs erhält als Eingang diese lokalen Signale benachbarter LEs. Einen Ver-
knüpfungspunkt der beiden Ebenen der Verbindungsarchitektur (lokale LE-Kommunikation und 
globales Verbindungsnetzwerk) stellen die CBs und die so genannten Feedthrough-Stufen dar 
(siehe Abbildung 2.19). 
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Abbildung 2.19 Verbindungsarchitektur innerhalb eines Clusters 
Broadcast-Leitungen eines Cluster werden in der Feedthrough-Stufe mit Signalen aus der an-
grenzenden CB oder einer Broadcast-Leitung eines angrenzenden Clusters verschaltet. Dadurch 
kann die Länge der Broadcast-Leitungen variiert werden. Lokale Ausgangssignale, die aus einem 
LE am Rand des zweidimensionalen LE-Feldes stammen, können mit der angrenzenden CB 
eines benachbarten Cluster verbunden werden. Die Richtung aus der lokale Signale in die CBs 
geführt werden wird mit dem Parameter DCL beschrieben. Die Parameter Ix mit x ∈ {N, W, S, E} 
beschreiben die Anzahl der Broadcast-Leitungen pro Richtung, die über das LE-Feld verlaufen. 
2.4.2.2 Logikelemente 
Ein LE besteht aus einer Kernlogik und einem dedizierten Routingblock (DRB). Ein DRB erhält 
als Eingänge Broadcast-Leitungen und lokale Signale benachbarter LEs. Die Ausgänge des 
DRBs sind Eingänge der Kernlogik. Die Anzahl der DRB-Ausgänge wird durch ILE ausgedrückt. 
Ein DRB enthält dementsprechend ILE Multiplexer zur Beschaltung von Eingängen der 
Kernlogik. Der Parameter DRB beschreibt die Verbindungsmöglichkeiten für einen Eingang der 
Kernlogik und somit die Komplexität des zugehörigen Multiplexers. Es handelt sich um einen 
Vektor mit i Einträgen für jede der i möglichen Quellen. Jeder Eintrag DRBi ist ein Viertupel 
(DRBi={t, x, y, q}). t beschreibt den Leitungstyp (lokales oder Broadcast-Signal). x, y geben die 
relative Position der Signalquelle an (siehe Abbildung 2.20 links). In q ist der Ausgang der 
Quelle abgelegt (hier: O1 oder O2). Die Kernlogik realisiert die eigentliche logische bzw. 
arithmetische Funktionalität des LEs. In Abbildung 2.21 ist das Blockschaltbild einer 
exemplarischen Kernlogik dargestellt. Bei dieser Kernlogik handelt es sich um eine Mischform 
aus LUT- und Multiplexer-basierter Logik (siehe Abschnitt 2.2.2). Die Kernlogik wird über die 
Anzahl der regulären Ein- und Ausgänge (ILE, OLE) und der Funktionalität FLE der Kernlogik 
beschrieben. Die Funktionalität wird nicht durch eine Schaltung definiert, sondern durch die 
abstrakte Angabe der vorhandenen Operationen unter Verwendung der Ein- und Ausgänge. 
Zusätzlich zu den regulären Ein- und Ausgängen, die durch den DRB zwischen LEs verteilt 
werden, können dedizierte Ein- und Ausgänge vorgesehen werden, die benachbarte LEs direkt 
miteinander verbinden (siehe CIn, COm, CCI und CCO in Abbildung 2.21). Dieses Konzept 
entspricht dem der direkten Übertragspfade zwischen LEs in kommerziellen FPGA-
Architekturen. Dedizierte Ein- und Ausgänge werden ebenso wie reguläre Ein- und Ausgänge 
über Clustergrenzen hinweg verdrahtet. 
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Abbildung 2.20 Darstellung der Funktionalität des Dedicated-Routing-Blocks 
Zusätzlich können dedizierte Eingänge auf definierte Pegel geschaltet werden. Mit der Kernlogik 
aus Abbildung 2.21 lässt sich pro LE eine Gated-Volladdition, die häufig als Basiselement in 
arithmetikorientierten Datenpfaden auftritt, realisieren. 
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Abbildung 2.21 Blockschaltbild einer exemplarischen Kernlogik 
Die LUTs können mit Hilfe eines Multiplexers zu einer LUT mit drei Eingängen und einem 
Ausgang verschaltet werden (LUT3). Die dedizierten Ein- und Ausgänge erlauben sowohl die 
Realisierung eines Carry-Select-Addierers als auch die Kaskadierung von mehreren LEs mit 
LUT3-Funktionalität in horizontaler Richtung, so dass komplexe Logikgatter mit einem großen 
FAN-IN effizient abgebildet werden können. Diese Abbildungen können über Clustergrenzen 
hinweg erfolgen. 
2.4.2.3 Registerstufe 
Verzögerungsglieder (Latches, Register) für die Ausgänge der Kernlogik befinden sich in der 
Registerstufe. Die Anzahl der Verzögerungsglieder wird durch den Parameter NReg festgelegt. 
Dabei ist NReg die Anzahl an LE-Zeilen innerhalb eines Clusters, nach denen ein Verzögerungs-
glied pro LE-Ausgang eingefügt wird. Jedes Verzögerungsglied kann durch eine Bypass-Logik 
umgangen werden. Zusätzlich beinhaltet eine Registerstufe die Funktionalität zur Bildung von 
Registerketten vertikal aufeinanderfolgender Registerstufen. Für die Abbildung von 
arithmetikorientierten Datenpfaden sind die Registerstufen mit ihren Verzögerungsgliedern 
entscheidende Strukturelemente. Zur Steigerung des Durchsatzes werden üblicherweise Pipeline-
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Schnitte in arithmetikorientierte Datenpfade eingefügt. Diese Pipeline-Schnitte werden bei der 
Realisierung des Datenpfades auf einem eFPGA auf die Registerstufen abgebildet. 
2.4.2.4 Routing Switch 
Der RS wird nicht wie in kommerziellen FPGA-Architekturen ausschließlich mit Hilfe des 
Flexibilitätsmaßes (FS), der internen Architektur des RS und der Anzahl der Routingleitungen 
festgelegt (vgl. 2.2.4). Die Definition eines RS im Rahmen des Architektur-Templates ist sehr 
flexibel. Die Anzahl der horizontalen und vertikalen Routingleitungen (WH, WV) kann 
unterschiedlich groß sein. Das Produkt aus WH und WV ergibt die Anzahl aller möglichen 
Schaltpunkte (siehe Abbildung 2.22). 
 
Abbildung 2.22 Darstellung exemplarischer RSs 
Jeder realisierte Schaltpunkt erhält einen eindeutigen Index k. Die Position jedes Schaltpunktes 
ist über den Spalten- und Zeilenindex innerhalb des RS festgelegt (PRS,k={x, y}). Dadurch lässt 
sich jede mögliche interne RS-Architektur definieren. Die etablierbaren Verbindungswege 
innerhalb eines Schaltpunktes lassen sich individuell für jeden Schaltpunkt k mit dem 
Architekturparameter SPk festlegen. Für jede Leitung i innerhalb des vertikalen und jede Leitung 
j innerhalb des horizontalen Routingkanals kann jeweils mit LV,i und LH,j die Segmentlänge 
definiert werden (siehe auch segmentiertes Routing in Abschnitt 2.2.4). 
2.4.2.5 Connection Box 
Ebenso wie beim RS kann in der CB die interne Architektur sehr unterschiedlich festgelegt 
werden. Innerhalb eines Clusters werden die horizontale und vertikale CB mit den zugehörigen 
Routingkanälen unterschieden. Parameter, die eine CB beschreiben, haben dementsprechend ein 
H für die horizontale und ein V für die vertikale CB im Index. Jeder LE-Spalte und –Zeile ist ein 
CB-Element zugeordnet. Ein Routingkanal gliedert sich dabei in unterschiedliche Abschnitte 
(nicht verbunden, volle Konnektivität und periodisch siehe Abbildung 2.23). Die Leitungen im 
Kanalabschnitt nicht verbunden sind nicht über Schaltelemente an die CB angeschlossen. 
Entsprechend verbinden sie lediglich zwei RSs. Signale auf diesen Leitungen können durch die 
Verschaltung innerhalb des RS in anderen Abschnitten benachbarter CBs abgegriffen werden. 
Da jedes an eine Leitung angeschlossene Schaltelement eine kapazitive Last darstellt, ist die 
Signallaufzeit auf Leitungen, die zu diesem Abschnitt gehören, sehr kurz im Vergleich zu 
Leitungen in anderen Abschnitten. Die Anzahl der Leitungen in diesem Abschnitt wird durch 
den Parameter rNC,d mit d∈{H, V} festgelegt. Der Abschnitt volle Konnektivität hat ein 
Flexibilitätsmaß von FC=1 und ist somit voll flexibel. Die Anzahl der Leitungen entspricht rFC,d. 
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Da der Aufwand zur Realisierung des Abschnittes mit voller Flexibilität sehr groß ist, werden 
üblicherweise im Vergleich nur wenige Leitungen des Kanals diesem Abschnitt zugeordnet. Die 
Beschreibung der periodischen Kanalabschnitte ist komplex. Dabei ist i ein eindeutiger Index 
eines periodischen Abschnittes. Die Anzahl der Leitungen innerhalb eines solchen Abschnittes 
wird mit rPC,d,i bezeichnet. Ein periodischer Abschnitt wird weiterhin über das Fenster wPC, die 
Geschwindigkeit vPC und die Phasenlage pPC beschrieben (siehe Abbildung 2.23). 
 
Abbildung 2.23 Darstellung einer exemplarische CB 
Im Fenster ist eine Auswahl der Leitungen des periodischen Abschnittes zusammengefasst (hier 
rechte Spalte wpc,1 = {1,4}). Diese Auswahl von Leitungen ist jeweils über Schaltelemente 
innerhalb des CB-Elements an Leitungen, die von LEs kommen oder zu LEs oder einer 
Feedthrough-Stufe führen, angeschlossen. Die Geschwindigkeit gibt an, um wie viele Leitungen 
das Fenster beim Übergang zu einem benachbarten CB-Element verschoben wird (hier vpc,1 = 1). 
Die Phasenlage definiert nach welcher Anzahl von Verschiebungen über benachbarte CB-
Elemente sich das Fenster wieder in der Ausgangslage befindet (hier ppc,1 = 4). 
2.4.2.6 Konfigurationsgranularität der Strukturelemente 
Die Granularität einer rekonfigurierbaren Recheneinheit ist ein wichtiges Architekturmerkmal  
das maßgeblichen Einfluss auf die Flexibilität und physikalischen Kosten hat (siehe auch 2.2.1). 
Die Granularität eines Clusters kann mit Hilfe von so genannten Shared-SRAMs variiert werden. 
In kommerziellen FPGA-Architekturen ist jedem LE ein Satz an Konfigurationsspeicherzellen 
zugeordnet. Bei der Verwendung von Shared-SRAMs wird ein Satz Konfi-
gurationsspeicherzellen zur Konfiguration eines LEs für die Konfiguration mehrerer LEs 
verwendet. Die Anzahl der LEs, die innerhalb einer LE-Zeile eines Cluster mit einem Konfi-
gurationssatz konfiguriert wird, wird mit dem Parameter MLE festgelegt. Das gleiche Prinzip lässt 
sich auf RS und die CBs eines Clusters übertragen. MRS definiert die Anzahl der Schaltpunkte, 
die mit einem zugehörigen Konfigurationssatz konfiguriert werden. MCB legt die Anzahl der 
Schaltelemente pro Konfigurationssatz für die CBs fest. Durch die Verwendung von Shared-
SRAMs lässt sich die gesamte benötigte Chipfläche signifikant reduzieren, da der Anteil der 
Konfigurationsspeicherzellen an der Chipfläche bei feingranularen Architekturen sehr groß ist. 
In eFPGAs für arithmetikorientierte Datenpfade, bei denen die Wortbreite der elementaren 
Operanden größer als ein Bit ist, lässt sich durch die Reduktion der Konfigurationsspeicherzellen 
und somit der Erhöhung der Granularität die Effizienz signifikant steigern (vgl. Untersuchungen 
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in [54] und [55]). Allerdings geht durch diese Maßnahme Flexibilität verloren und es kann zu 
Verschnitteffekten kommen. Dies bedeutet, dass Datenpfade, die nicht ideal zur Granularität der 
eFPGA-Architektur passen, nur ungünstig abgebildet werden können (siehe auch 
Verschnitteffekte in Abschnitt 2.2.3). 
2.4.3 Elementare eFPGA-Konfigurationsarchitektur 
Die SRAM-Zellen zur Konfiguration der einzelnen Strukturelemente sind über die Fläche des 
eFPGAs verteilt. Zur Konfiguration eines eFPGAs muss eine Komponente vorgesehen werden, 
die es ermöglicht, Konfigurationsdaten z. B. in Form eines Bitstroms in diese einzelnen 
Speicherzellen zu schreiben. Eine solche elementare Architektur, die nicht im Rahmen des 
eFPGA-Architektur-Template beschrieben ist, ist in Abbildung 2.24 dargestellt. 
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Abbildung 2.24 Blockschaltbild zur Verteilung und Konfiguration der SRAM-Zellen 
Die Anordnung und Verteilung der Speicherzellen entspricht einem dünn besetzten 
zweidimensionalen Speicherzellenfeld eines SRAM-Speichers. Jeder Speicherzelle wird jeweils 
ein Spalten- und Zeilenindex zugeordnet. Die Adressierung dieses zweidimensionalen Feldes 
von Speicherzellen erfolgt nach einem Reihen- und Spaltenadressierungsschema und entspricht 
einer vereinfachten Row-Column-Architektur für das Beschreiben eines Speichers (siehe z. B. 
[56]). Die Adressierung der Wortleitungen erfolgt über einen Zeilendecoder. Alle SRAM-Zellen 
einer aktivierten Wortleitung werden parallel aus einem Register (Spaltenauswahl) durch die 
zugehörigen Bitleitungen beschrieben. Der Konfigurationsaufwand wird durch die Anzahl der 
Wort- und Bitleitungen bestimmt. Die Anzahl der Wordleitungen nW,Cl und Bitleitungen nB,Cl 
jeweils pro Cluster sind Architekturparameter. Dabei werden nW,Cl und nB,Cl durch die Anzahl der 
SRAM-Zellen zur Konfiguration der Strukturelemente eines Clusters und somit durch die bereits 
beschriebenen Architekturparameter des eFPGA-Architektur-Templates festgelegt: 
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Anzahl der Konfigurationsspeichezellen Strukturelement pro Zeile (H) pro Spalte (V) 
LE cfgLE,H cfgLE,V 
CB cfgCB,H cfgCB,V 
RS cfgRS,H cfgRS,V 
Registerstufe cfgReg,H cfgReg,V 
Tabelle 2.1 Anzahl der Konfigurationsspeicherzellen für die einzelnen Strukturelemente 
Daraus ergibt sich somit die Anzahl der Wort- und Bitleitungen pro Cluster zu: 
VRSVCBVReg
Reg
V
VLEVClW cfgcfgcfgN
CcfgCn ,,,,, ++⋅+⋅=  (2.1)
( ) HRSHCBHRegHLEHClB cfgcfgcfgcfgCn ,,,,, +++⋅=  (2.2)
Die Anzahl der Adressbits, die zur Adressierung des Wortleitungsdecoders notwendig ist, ist 
unter Berücksichtigung der Gesamtanzahl der LEs pro Spalte des eFPGAs SV: 
⎥⎥⎥
⎤
⎢⎢⎢
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅=
V
V
ClWadrW C
Snldn ,,  (2.3)
Daraus lässt sich die Breite des Konfigurationsvektors wcfg,H bestimmen, die erforderlich ist, um 
eine Zeile von Konfigurationsspeicherzellen innerhalb des eFPGA-Makros zu konfigurieren. SH 
ist dabei die Anzahl der LEs pro Zeile im gesamten eFPGA (siehe 2.4.2) 
BLadrW
H
H
ClBadrWHcfg nnC
Snnw +=⋅+= ,,,,  (2.4)
2.4.4 Entwurf arithmetikorientierter eFPGAs 
Für das Architekturkonzept der im Rahmen dieser Arbeit verwendeten eFPGAs existiert keine 
geeignete umfassende Entwurfsunterstützung, da sich die Architektur deutlich von 
kommerziellen FPGA-Architekturen unterscheidet. Daher wurde ein in sich geschlossener 
Entwurfsablauf konzipiert und realisiert, der in [7] vorgestellt wird. Mit diesem Entwurfsablauf 
ist die Realisierung eines eFPGAs als physikalisch optimiertes VLSI-Makro möglich. 
2.4.4.1 Umfassender Entwurfsablauf 
Der umfassende Entwurfsablauf für arithmetikorientierte eFPGAs beruht auf dem beschriebenen 
eFPGA-Architektur-Template. In Abbildung 2.25 ist der Entwurfsablauf, der im Wesentlichen 
aus drei Schritten besteht, schematisch dargestellt. Bei diesen drei Schritten handelt es sich um  
? die automatische Erzeugung eines Layouts, 
? die Erzeugung eines funktionalen VHDL-Modells und 
? die Generierung des Konfigurationsbitstroms,  
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der zur Konfiguration der SRAM-Zellen benötigt wird. Die in den vorhergehenden Abschnitten 
diskutierten Parameter des Architektur-Templates werden in einer Architekturbeschreibung 
festgelegt. Aus dieser Beschreibung wird im Prozess der Layout-Generierung eine strukturelle 
Architekturbeschreibung erzeugt. Der Ablauf zur Realisierung des VLSI-Makros auf Basis 
dieser strukturellen Beschreibung wird im nachfolgenden Abschnitt 2.4.4.2 erläutert. 
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beschreibung Netzliste
Konfigurations-
tabelle
Layout-
Generator
VHDL-
Generator Konfigurator
entity eFGPA is
...
end eFPGA;
...01010011...
...11100110...
...00110100...
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Abbildung 2.25 Umfassender Entwurfsablauf für arithmetikorientierte eFPGAs 
Mit den geeigneten Werkzeugen (Design Framework der Firma Cadence [57]) wird aus dem 
VLSI-Layout eine Transistornetzliste des eFPGA-Makros erzeugt. Durch Simulationen dieser 
Transistornetzliste lassen sich Verlustleistungs- und Laufzeiteigenschaften des eFPGA-Makros 
gewinnen. Aus der Architekturbeschreibung wird weiterhin eine VHDL-Beschreibung generiert, 
mit der das Verhalten der einzelnen Strukturelemente bis hin zur gesamten eFPGA-Architektur 
simuliert wird. Somit kann eine funktionale Verifikation und Co-Simulation mit der aus dem 
Layout extrahierten Netzliste durchgeführt werden. Zur Durchführung der 
Netzlistensimulationen und funktionalen Verifikation sind die durch die Abbildung einer 
Anwendung festgelegten Konfigurationsinformationen erforderlich. 
Für die Erzeugung des Konfigurationsbitstromes werden die Architekturbeschreibung, eine 
Beschreibung der gerouteten und platzierten Netzliste des abzubildenden Datenpfades und 
elementare Konfigurationstabellen benötigt. In den elementaren Konfigurationstabellen sind 
Konfigurationsinformationen der einzelnen Strukturelemente der eFPGA-Architektur enthalten. 
Der gesamte Konfigurationsstrom wird aus den einzelnen Teilen der zur Konfiguration der 
Strukturelemente notwendigen Bitmuster zusammengesetzt. Der Entwurfsablauf sieht bislang 
vor, dass die Netzliste manuell realisiert wird. Für viele arithmetikorientierte Datenpfade, die 
durch eine sehr reguläre Struktur gekennzeichnet sind, ist diese manuelle Abbildung mit 
moderatem Aufwand möglich. Die Abbildung komplexer Anwendungen und Datenpfade ist sehr 
zeitaufwändig und fehleranfällig. Daher ist die Erweiterung des in Abbildung 2.25 dargestellten 
Entwurfsablaufs um ein automatisiertes Mapping-Werkzeug wünschenswert. Dieses Werkzeug 
generiert aus einer architekturunabhängigen Netzlistenbeschreibung einer Anwendung eine 
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architekturspezifische Netzliste mit Platzierungs- und Verdrahtungsinformationen für die 
entsprechende eFPGA-Architektur. Dazu müssen nacheinander ein so genanntes Technology-
Mapping, Platzierung und Verdrahtung abgearbeitet werden. Die Realisierung eines solchen 
Werkzeuges, das die Variationsmöglichkeiten des eFPGA-Architektur-Templates unterstützt, ist 
eine herausfordernde Aufgabe. 
2.4.4.2 Realisierung physikalisch optimierter eFPGA-VLSI-Makros 
Im Gegensatz zum Ansatz einiger Forschungsarbeiten [58,59] eFPGA-Makros mit Hilfe eines 
modifizierten Standardzellenentwurfsablaufs zu realisieren, wird hier die Realisierung der 
eFPGA-VLSI-Makros mit Hilfe einer Entwurfsmethodik zur Erzeugung physikalisch optimierter 
Makros durchgeführt (siehe Abbildung 2.26). 
 
Abbildung 2.26 Physikalischer optimierter VLSI-Entwurfsablauf eines eFPGA-Clusters 
Diese Entwurfsmethodik basiert auf der Verwendung des am Lehrstuhl für Allgemeine 
Elektrotechnik und Datenverarbeitungssysteme realisierten so genannten Datenpfadgenerators 
(DPG) [60]. Der DPG wurde für die Implementierung physikalisch optimierter VLSI-Makros 
von regulären Datenpfaden aus dem Bereich der hochratigen digitalen Signalverarbeitung 
entworfen. Dazu werden physikalisch optimierte Basiszellen (Leaf-Zellen) manuell realisiert. 
Die Komplexität dieser Basiszellen liegt in Bereichen einiger zehn bis 100 Transistoren. Auf 
Basis einer strukturellen Beschreibung des Datenpfades werden diese Basiszellen mit Hilfe des 
DPGs automatisch platziert und anschließend verdrahtet. Die strukturelle Beschreibung ist nach 
einem zweidimensionalen Funktions- und Wertigkeitsschema aufgebaut und kann generisch 
realisiert sein (z. B. Anzahl der Wertigkeiten). Die Platzierungsinformationen bei der Umsetzung 
eines Datenpfades in der strukturellen Beschreibung bleiben im Gegensatz zu einer Realisierung 
für eine Standardzellensynthese erhalten. Dadurch können reguläre Datenpfade optimal realisiert 
werden. Da eine eFPGA-Architektur ebenfalls sehr regulär aufgebaut ist, können eFPGA-
Makros vorteilhaft mit Hilfe des DPGs realisiert werden. Die strukturelle Architektur-
beschreibung wird aus der allgemeinen Architekturbeschreibung und der Beschreibung des 
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eFPGA-Architektur-Templates erzeugt. Zur Realisierung des eFPGA-Makros sind zusätzlich 
Leaf-Zellen erforderlich. Bei den Leaf-Zellen handelt es sich um elementare Strukturelemente 
des eFPGAs (z. B. LE, Schaltpunkt, etc.). In Abbildung 2.26 ist die Realisierung eines eFPGA-
Clusters mit Hilfe des DPGs exemplarisch dargestellt. 
 

  
3 Prozessoren mit rekonfigurierbaren Beschleunigern 
Die Verwendung von FPGAs und anderen rekonfigurierbaren Einheiten hat für verschiedene An-
wendungen z. B. aus dem Bereich der Kryptografie eine signifikante Verbesserung der Per-
formance und Effizienz im Vergleich zu Realisierungen auf Software-programmierbaren Pro-
zessoren erbracht (siehe z. B. [61]). Anwendungen lassen sich allerdings häufig in verschiedene 
Teile gliedern, die sich auf Grund ihrer Eigenschaften und Anforderungen unterscheiden. Dabei 
gibt es Anteile, die sich zur Abbildung auf rekonfigurierbare Recheneinheiten eignen (z. B. 
parallelisierbare Datenpfade) und Anteile, deren Abbildung auf eine RPU aufwändig im Ver-
gleich zur Realisierung auf einem Software-programmierbaren Prozessor ist. Zu diesen auf-
wändig zu realisierenden Datenpfaden gehören Kontrollstrukturen und irreguläre Strukturen 
(z. B. datenabhängige Schleifen, Sprünge und Verzweigungen). Für solche Strukturen stellen im 
Vergleich Software-programmierbare Prozessoren, die eine höhere Flexibilität als rekonfigurier-
bare Recheneinheiten bieten, im Allgemeinen eine attraktivere Implementierungsalternative dar. 
Um die Vorzüge von rekonfigurierbaren Recheneinheiten und Software-programmierbaren 
Prozessoren für die Abbildung einer Vielzahl von Anwendungen zu bündeln, werden in 
verschiedenen Beispielen (siehe u. a. Abschnitt 3.5) diese Komponenten zu Hybridarchitekturen 
integriert. Diese Hybridarchitekturen adressieren dabei den bereits erläuterten Konflikt zwischen 
Flexibilität und Effizienz für Anwendungen, die sowohl kontrollorientierte als auch 
datenflussorientierte Rechenaufgaben beinhalten. Dabei muss zur Abbildung einer Anwendung 
auf eine solche heterogene Architektur eine geeignete Partitionierung in reguläre und 
kontrollorientierte Datenpfade der Anwendung gefunden werden, so dass die Anteile der 
Anwendung entsprechend auf die Architekturkomponenten verteilt werden. Durch die 
Verteilung einer Anwendung auf mehrere Architekturkomponenten ergibt sich unmittelbar die 
Aufgabe, eine geeignete Kopplung und Synchronisation der Einzelkomponenten zu finden. 
In diesem Kapitel werden Architekturen, die aus einem programmierbaren Prozessor und einer 
rekonfigurierbaren Recheneinheit als Beschleuniger bestehen, diskutiert und anhand verschie-
dener Merkmale klassifiziert. Zunächst werden nach einer kurzen Darstellung der Architek-
turmerkmale und Unterschiede Software-programmierbarer Prozessoren die Motivation und 
Systematik von Architekturen, die auf einem Prozessor mit Beschleunigerkomponenten basieren, 
beschrieben. Danach werden einige wesentliche Aspekte zur Entwicklung von Prozessoren mit 
rekonfigurierbaren Beschleunigern dargestellt. Es werden verschiedene Varianten, die sich z. B. 
durch die Wahl der zugehörigen Architekturkomponenten differenzieren, beleuchtet. Mit Hilfe 
eines in Abschnitt 3.4 erläuterten Klassifikationsschemas (siehe z. B. [18,62]) ist es möglich, 
Prozessor-RPU-Architekturen in Bezug auf die Kopplung zwischen Prozessor und rekonfi-
gurierbarer Recheneinheit einzuordnen. 
Die Kombination eines Prozessors mit einer RPU zu einer hybriden Architektur wurde bereits in 
einer Vielzahl von Forschungsarbeiten untersucht. Weiterhin existieren mittlerweile kommerziell 
verfügbare Bausteine, die auf solchen Prozessor-RPU-Architekturen beruhen. Dabei lassen sich 
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im Einzelnen besondere Merkmale dieser Architekturen identifizieren, die in Abschnitt 3.5 
anhand von Beispielen diskutiert werden. In zusammenfassenden Tabellen werden am Ende des 
Kapitels Prozessor-RPU-Architekturen bezüglich einer Auswahl der zuvor diskutierten Merk-
male (siehe auch Abschnitt 2.2) gegenübergestellt. 
Die im Rahmen dieser Arbeit konzipierten und analysierten ASIP-eFPGA-Architekturen 
unterscheiden sich von den in diesem Kapitel diskutierten Architekturen. Die in Abschnitt 3.5 
diskutierten Architekturen basieren im Allgemeinen auf herkömmlichen Prozessor- und RPU-
Komponenten, während bei denen in Kapitel 4 vorgestellten ASIP-eFPGA-Architekturen die 
einzelnen Architekturkomponenten anwendungsklassenspezifisch konzipiert und für die 
Integration auf einem SoC realisiert sind. Insbesondere die sorgfältige Auslegung der Kopplung 
zwischen ASIP und eFPGA erlaubt eine signifikante Steigerung der Effizienz. 
3.1 Klassifikation Software-programmierbarer Prozessoren 
Die Abbildung von Anwendungen auf Software-programmierbare Prozessoren wird durch Pro-
grammierung z. B. in Hochsprachen wie C, C++, etc. realisiert. Dadurch sind diese Prozessoren 
sehr flexible Architekturblöcke und Bausteine, die eine Abbildung vieler unterschiedlicher An-
wendungen mit vergleichsweise geringem Aufwand erlauben. Nachfolgend werden einige Unter-
scheidungsmerkmale für die Klassifikation von Software-programmierbaren Prozessoren und 
somit auch für die Klassifikation von Prozessor-RPU-Architekturen, in denen diese Prozessoren 
integraler Bestandteil sind, kurz zusammengefasst. Eine ausführliche Beschreibung der 
Merkmale von Prozessorarchitekturen ist z. B. in [63,64] dargestellt. 
Bei den Prozessoren, die typischerweise in Prozessor-RPU-Architekturen zum Einsatz kommen, 
handelt es sich nach dem Klassifikationsschema von Flynn [65] um SISD-Prozessoren (Single-
Instruction-Single-Data). Das bedeutet, dass für die Verarbeitung eines Datums ein Befehl im 
Gegensatz zu SIMD- (Single-Instruction-Multiple-Data) oder MIMD-Architekturen (Multiple-
Instruction-Multiple-Data) verwendet wird. 
Alle hier betrachteten Prozessoren basieren auf einer so genannten Harvard-Architektur. Das 
bedeutet, dass Programm- und Datenspeicher und die zugehörigen Speicherbusse voneinander 
getrennt sind. Dadurch werden strukturell bedingte Konflikte in der Pipeline des Prozessors, wie 
sie z. B. in einer von-Neumann-Architektur (gemeinsamer Speicher für Programm und Daten) 
auftreten können, beim Zugriff auf den Speicher vermieden.  
Software-programmierbare Prozessoren lassen sich weiterhin bzgl. ihres Befehlssatzes unter-
scheiden. So werden RISC- und CISC-Architekturen unterschieden. CISC-Architekturen 
(Complex-Instruction-Set-Computer) besitzen einen im Vergleich zu RISC-Architekturen um-
fangreichen Befehlssatz und viele unterschiedliche Möglichkeiten zur Adressierung des Daten-
speichers (Adressierungsarten). Die Instruktionen sind teilweise sehr mächtig (z. B. ein Befehl 
für die Berechnung eines Polynoms höherer Ordnung) und unterscheiden sich in der Anzahl der 
Taktzyklen, die zur Abarbeitung erforderlich sind. Der Befehlssatz von RISC-Architekturen 
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(Reduced-Instruction-Set-Computer) ist eingeschränkt und beinhaltet lediglich Befehle zur 
Realisierung elementarer Basisoperationen (Addition, Subtraktion, Schiebeoperationen etc.). 
Dadurch reduziert sich der Dekodierungsaufwand für die Befehle. Die Anzahl von Taktzyklen 
für die Abarbeitung eines Befehls ist im Allgemeinen für alle Befehle gleich groß. Weiterhin ist 
die Anzahl an unterschiedlichen Adressierungsarten im Vergleich zu einer CISC-Architektur 
geringer.  
Bei digitalen Signalprozessoren, die grundsätzlich auf einer Hardvard-Architektur beruhen, ist 
der Befehlssatz um spezielle Arithmetikbefehle erweitert, die zur Abbildung von allgemein 
typischen Operationen aus dem Bereich der digitalen Signalverarbeitung notwendig sind (z. B. 
MAC-Operation). Weiterhin wird die Adressierung im Allgemeinen durch eine separate Adress-
einheit gewährleistet, die parallel zum eigentlich Datenpfad betrieben wird. Häufig kommt in 
DSPs das VLIW-Prinzip (Very Long Instruction Word) zum Einsatz (s. u.). 
Bei ASIPs ist die Befehlssatzarchitektur auf eine Verwendung innerhalb einer bestimmten 
Anwendungsklasse hin optimiert (siehe z. B. [66]). Es werden spezielle Befehle und die 
zugehörigen funktionalen Einheiten, die häufig in einer Anwendungsklasse oder sogar nur einer 
Anwendung vorkommen, realisiert und in den Befehlssatz eingefügt. Dadurch können 
Anwendungen aus dieser Klasse sehr effizient abgebildet werden. Die Verwendung der 
zusätzlichen Befehle für Anwendungen anderer Anwendungsklassen ist häufig gar nicht oder nur 
sehr eingeschränkt möglich. 
Die Anzahl von Funktionalen Einheiten (FEs), die parallel im Kern eines Prozessors betrieben 
werden, ist mit der Befehlssatzarchitektur verknüpft und ein weiteres Architekturmerkmal zur 
Beschreibung von Software-programmierbaren Prozessoren. In so genannten VLIW-Prozessoren 
(Very-Long-Instruction-Word) setzt sich ein Befehl aus mehreren Sub-Befehlen zusammen 
(siehe Abbildung 3.1). 
 
Abbildung 3.1 Gliederung eines VLIW-Befehls in Sub-Befehle und Abbildung auf FEs 
Die einzelnen Sub-Befehle adressieren Operanden in einer Registerbank und eine der zur Ver-
fügung stehenden FEs. In Abbildung 3.1 adressiert der Sub-Befehl M der VLIW-Instruktion die 
funktionale Einheit II. Im optimalen Fall adressieren parallel dazu alle anderen Sub-Befehle 
ebenfalls funktionale Einheiten zur Durchführung von Berechnungen. Häufig wird eine solche 
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optimale Auslastung allerdings nicht erreicht. Dementsprechend werden Sub-Befehle mit so ge-
nannten NOP-Befehlen (NOP, No-Operation) gefüllt, die keine weiterverwendbare Berechnung 
beitragen. Durch die Verwendung des VLIW-Prinzips wird somit die interne Parallelität eines 
Prozessors erhöht. Die Ausnutzung der Parallelität bei der Abbildung einer Anwendung auf 
einen VLIW-Prozessor erfolgt einerseits durch eine aufwändigere Programmierung, in der der 
Programmierer die Parallelität explizit durch die Realisierung in der entsprechenden 
Assemblersprache ausnutzt. Andererseits übersetzt ein geeigneter Compiler die in einer 
Hochsprache beschriebene Anwendung in eine Assembler-Repräsentation. Dabei ist es 
entscheidend, dass der Compiler mit Hilfe geeigneter Strategien Parallelität im Programmcode 
identifiziert und in entsprechende VLIW-Befehle umsetzt. 
Die Prozessor-Komponente in einer Prozessor-RPU-Architektur kann als so genannter IP-Core 
(Intellectual-Property) integriert werden. Dies bietet die Möglichkeit, einen Prozessorkern zu 
verwenden, dessen Entwurf bereits verifiziert ist und die gewünschten Eigenschaften bietet. Für 
Prozessor-IP-Cores existiert im Allgemeinen eine vollständige, umfangreiche Entwicklungs-
umgebung, die die Programmierung des Prozessors ermöglicht. Allerdings ist es nicht möglich, 
den Prozessor um Architekturmerkmale zu erweitern. Eine Erweiterung des Befehlssatzes, der 
Peripherieschnittstellen oder für die Kopplung mit einer rekonfigurierbaren Einheit notwendige 
Ergänzungen sind gar nicht oder nur mit großem Aufwand durchführbar. Prozessoren, die in 
Prozessor-RPU-Architekturen verwendet werden, basieren häufig auf einem ARM7- bzw. 
ARM9-Prozessorkern [67] oder einer MIPS-II-Architektur. 
Neben der Verwendung von solchen Standardprozessoren besteht die Möglichkeit, einen Prozes-
sor zu realisieren, der genau auf die jeweiligen Bedürfnisse zugeschnitten ist. Da zur Verwen-
dung des Prozessors gleichzeitig entsprechende Software-Entwicklungswerkzeuge benötigt 
werden, ist dies insgesamt mit einem sehr großen Entwurfsaufwand verbunden. Eine Ent-
wurfsmethodik nach [68] bietet als Möglichkeit zur Realisierung des Prozessors als ASIP eine in 
sich geschlossene, parallele Erzeugung der Prozessorarchitektur und der benötigten Ent-
wicklungswerkzeuge auf Basis einer zyklengenauen Architekturbeschreibung. Hierbei kann die 
Architektur und insbesondere der Befehlssatz des Prozessors im Hinblick auf die Verwendung in 
einer Anwendungsklasse und Kopplung mit einer rekonfigurierbaren Einheit individuell 
angepasst werden. Durch eine Erweiterung dieses Ansatzes ist es zudem möglich, auf Basis der 
Architekturbeschreibung halbautomatisiert einen C- und C++-Compiler zu generieren [69]. Als 
Ausgangspunkt für die Realisierung eines Prozessors kann ein so genanntes Architektur-
Template, das bereits wesentliche Strukturelemente wie z. B. die Prozessor-Pipeline und 
elementare ALU-Befehle enthält, verwendet werden. Dieses Template liegt in einer 
Beschreibungssprache vor. Die Beschreibung kann zur Anpassung an die entsprechenden 
Anforderungen modifiziert werden. Eine detaillierte Beschreibung dieser Entwurfsmethode 
erfolgt in Abschnitt 4.1. 
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3.2 Software-programmierbare Prozessoren mit Beschleunigern 
Die Motivation einen Software-programmierbaren Prozessor mit einer oder mehreren zusätzlich-
en Beschleunigerkomponenten zur Beschleunigung von Anwendungen zu einer in sich geschlos-
senen heterogenen Architektur zu integrieren, lässt sich wie bereits teilweise einleitend diskutiert 
vielfältig begründen (siehe z. B. auch [36,70-72]). Anforderungen an entscheidende Ent-
wurfskriterien (z. B. Energie- und Flächeneffizienz) können von Mikroprozessoren alleine in 
vielen Anwendungsbereichen nicht erreicht werden. So wird aus der Abbildung 1.1 deutlich, 
dass zwischen Mikroprozessoren und dedizierten Realisierungen eine Lücke bzgl. der Energie- 
und Flächeneffizienz von mehreren Größenordnung besteht. Andererseits bieten Prozessoren im 
Gegensatz zu dedizierten Lösungen große Flexibilität, die ebenfalls ein wichtiges 
Entwurfskriterium z. B. im Hinblick auf die so genannte Time-to-Market und die so genannte 
Time-in-Market ist. 
In vielen Anwendungsbereichen sind daher der Entwurf und die Realisierung einer heterogenen 
Architektur, die aus unterschiedlichen Architekturblöcken mit jeweils unterschiedlichen Eigen-
schaften besteht, das geeignete Mittel. Auf diese Weise ist es möglich, in einem komplexen 
Entwurfsraum eine geeignete Position zu finden, die alle wichtigen Kriterien angemessen 
berücksichtigt und z. B. in Bezug auf [70,71] zwischen der Recheneffizienz für 
Mikroprozessoren und der intrinsischen Recheneffizienz der jeweiligen Technologie liegt. 
Heterogene Architekturen bieten die Möglichkeit, komplexe Anwendungen, bei denen sich die 
einzelnen Anwendungsteile bzgl. der Anforderungen (z. B. jeweils passendes Rechenmodell) 
deutlich unterscheiden, geeignet abzubilden. Um die Vorteile von effizienten, wenig bis moderat 
flexiblen Beschleunigerkomponenten mit denen hochflexibler, Hochsprachen-programmierbarer 
Prozessoren zu vereinigen, müssen hybride Architekturen, die beide Komponenten beinhalten, 
geeignet realisiert sein und miteinander gekoppelt werden. Die Verwendung der 
Beschleunigerkomponente sollte z. B. weitestgehend durch Software-Programmierung 
abstrahiert werden können. 
Je nach Anforderung können ein oder mehrere Beschleuniger neben einem Prozessor, der als so 
genannter Host betrieben wird, zu einer heterogenen Architektur integriert werden. In Abbil-
dung 3.2 sind Kombinationsmöglichkeiten von heterogenen Architekturen bestehend aus einem 
zentralen Software-programmierbaren Prozessor (Host) mit einer oder mehreren Beschleuniger-
komponenten dargestellt. Bei den Beschleunigerkomponenten können unterschiedliche Architek-
turblöcke (siehe z. B. Abbildung 1.1) aus dem zur Verfügung stehenden Spektrum gewählt wer-
den. 
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Abbildung 3.2 Mögliche Prozessor-Beschleuniger-Kombinationen 
So wird z. B. beim OMAP-Prozessor 3525 [73] der Firma Texas Instruments ein GPP (ARM 
Cortex-A8) mit einem DSP (TMS320DM64x), der zur Beschleunigung von Anwendungen aus 
dem Bereich der Videosignalverarbeitung dient, gekoppelt. Der OMAP-Prozessor 3530 gehört 
zu derselben OMAP-Prozessorfamilie und ist zusätzlich um dedizierte Grafikacceleratoren 
erweitert. Daneben existiert eine Vielzahl von Beispielen, bei denen ein Prozessor mit dedi-
zierten Beschleuigern integriert wurde, um die jeweils angestrebte Anwendungsdomäne zu 
adressieren und die Effizienz der jeweiligen Anwendungsteile zu steigern (siehe z. B. dedizierte 
Viterbi- und Turbo-Coprozessoren beim DSP TMS320C6416 von TI [74]). 
Bei Betrachtung des Entwurfsraums (siehe Abbildung 1.1) zeigt sich, dass auf Grund der 
günstigen Flächen- und Energieeffizienz dedizierte Makros besonders attraktiv erscheinen, um 
als Beschleunigerkomponenten verwendet zu werden. Dedizierte Makros bieten eine um bis zu 
zwei Größenordnungen günstigere Effizienz als FPGA-basierte Implementierungen (siehe Abbil-
dung 1.1). Der Nachteil, dass ein dediziertes Makro nahezu keine Flexibilität besitzt, kann im 
Vergleich zu einer rekonfigurierbaren Recheneinheit dadurch relativiert werden, dass in 
Abhängigkeit der Anwendungsdomäne eine Vielzahl in Frage kommender Makros ausgewählt 
und in der Zielarchitektur integriert wird. Durch Multiplexer-basierte Strukturen können dann je 
nach festgelegten und realisierten Multiplexer-Strukturen (siehe auch Abschnitt 2.1) die Makros 
ausgewählt werden, die zur Laufzeit benötigt werden. Durch so genannte Power-Gating-
Techniken (siehe z. B. [75]) können zusätzlich die nicht verwendeten Makros von der 
Versorgungsspannung getrennt werden, so dass die statische Verlustleistungsaufnahme reduziert 
und somit die Energieeffizienz verbessert wird. Eine Architektur bestehend aus einem Prozessor 
und einer Multiplexer-basierten Struktur aus dedizierten Makros ist attraktiv solange die 
Effizienz z. B. auf Grund der Anzahl der nutzbaren Makros günstiger ist als die einer 
rekonfigurierbaren Recheneinheit, auf die die entsprechenden Aufgaben abgebildet werden 
können. Weiterhin muss auf Grund der fehlenden Möglichkeit zur Restrukturierung der 
einzelnen dedizierten Beschleunigerkomponenten a priori vor der Produktionsphase bekannt 
sein, welche Komponenten aktuell erforderlich sind und welche Komponenten evtl. auf Grund 
von Systemänderungen und –anpassungen zukünftig benötigt werden könnten. Diese Festlegung 
ist für viele Systeme nur schwer möglich. Dadurch besteht die Gefahr, dass sich die Time-in-
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Market für eine solche Architektur auf Grund unvorhergesehener Systemmodifikationen 
verkürzt. Rekonfigurierbare Recheneinheiten adressieren diesen Kostenfaktor durch die 
Möglichkeit zur Restrukturierung nach der Produktionsphase. Für viele Anwendungsbereiche 
stellt eine gemischte Lösung, bei der sowohl dedizierte Makros als auch rekonfigurierbare 
Recheneinheiten als Beschleunigerkomponenten integriert werden, eine geeignete 
Zielarchitektur dar. So können rechenintensive parallelisierbare Aufgaben, deren Modifikation 
unwahrscheinlich ist, durch dedizierte Makros sehr effizient abgebildet werden. 
Rekonfigurierbare Komponenten werden vorgehalten um etwaige Systemänderungen im 
Vergleich zu Prozessor-basierten Lösungen effizient durchführen zu können und somit die Time-
in-Market zu verlängern. 
Der Fokus der vorliegenden Arbeit liegt, wie in Abbildung 3.2 illustriert ist, auf der Kombination 
von Software-programmierbaren Prozessoren und rekonfigurierbaren Recheneinheiten. 
Insbesondere wird hier eine neuartige Architektur vorgestellt, die auf der Kopplung eines ASIPs 
mit einem arithmetikorientierten eFPGA (siehe Abschnitt 2.4) basiert. Die Integration von ASIPs 
mit rekonfigurierbaren Komponenten wurde bereits in unterschiedlichen Arbeiten untersucht und 
realisiert (siehe z. B. [66,76,77]). In [76] wird ein dynamisch rekonfigurierbarer ASIP 
vorgestellt, der speziell für die Kanalkodierung in drahtlosen Systemen konzipiert und realisiert 
wurde. Die Pipelinestruktur des ASIPs umfasst elf Stufen und ist genau auf den An-
wendungsbereich der Viterbi- und Log-MAP-basierten Kanalcodierung zugeschnitten. Die 
Programmierung des ASIPs erfolgt in der zugehörigen Assemblersprache. Ein hohes Maß an 
Flexibilität innerhalb dieses speziellen Anwendungsbereiches wird u. a. durch zur Laufzeit 
modifizierbare Kanalcodes erzielt. Dies wird durch die Abbildung der entsprechenden 
Komponenten auf eine dynamische rekonfigurierbare Struktur, die auf herkömmlichen Look-Up-
Tabellen beruht, erreicht. Während in [76] die Anpassung der Architektur des ASIPs auf den 
Anwendungsbereich der Viterbi- und Log-MAP-basierten Kanalcodierung im Mittelpunkt stand, 
werden in der vorliegenden Arbeit allgemeiner sowohl anwendungsspezifische rekonfigurierbare 
Komponenten als auch anwendungsspezifische Prozessoren betrachtet und im Besonderen die 
anwendungsspezifische Kopplung dieser Komponenten analysiert. Die Spezialisierung des 
ASIPs erfolgt dabei so, dass weitestgehend die Abbildung von Anwendungen durch 
Programmierung in der Hochsprache C und C++ erfolgen kann. 
3.3 Entwicklung von Prozessoren mit rekonfigurierbaren Beschleunigern 
Bereits 1960 stellte Gerald Estrin in einer Veröffentlichung [78,79] das erste Architekturkonzept 
eines rekonfigurierbaren Computersystems vor (siehe Abbildung 3.3). Dieses rekonfigurierbare 
Computersystem besteht im Wesentlichen aus einem (fixed) General-Purpose-Computer (F in 
Abbildung 3.3) und einer Struktur aus rekonfigurierbaren Komponenten (V). Das Ziel dieses 
Systems war es, Rechenaufgaben, die über die Fähigkeit damaliger Rechenaufgaben 
hinausgingen, durch einen Satz von schnellen Substrukturen und Regeln zur Verbindung dieser 
Strukturen zu adressieren. Die Kontrolle dieses rekonfigurierbaren Anteils wird dabei durch den 
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General-Purpose-Computer gewährleistet. Die Kernidee, die hinter dieser Architektur stand, ist 
nach wie vor aktuell [79]: Die rekonfigurierbare Hardware wird bei Bedarf so strukturiert, dass 
sie eine spezielle rechenintensive Aufgabe mit hoher Geschwindigkeit realisiert (z. B. aus dem 
Bereich der Videosignalverarbeitung). Nach Beendung dieser Aufgabe kann der 
rekonfigurierbare Anteil zurückgesetzt bzw. neu konfiguriert werden, so dass eine andere 
geeignete Berechnung durchgeführt werden kann. Für das Beispiel der Videosignalverarbeitung 
lässt sich so z. B. der Anwendungsfall vorstellen, dass abhängig vom Bildinhalt unterschiedliche 
Filterstrukturen benötigt werden. Diese Filterstrukturen werden dann zur Laufzeit entsprechend 
dynamisch rekonfiguriert. 
 
Abbildung 3.3 Vorschlag einer rekonfigurierbaren Hybridarchitektur [78] 
Der General-Purpose-Computer dient bei dem Konzept im Wesentlichen der Kontrolle und der 
Vereinfachung der Mensch-Maschine-Kommunikation durch Abstrahierung. Das hybride 
Zielsystem soll die Eigenschaften der Flexibilität durch die Programmierung in Software mit 
dem Geschwindigkeitsvorteil festverdrahteter Hardware kombinieren. Zum Zeitpunkt der ersten 
Beschreibung dieser rekonfigurierbaren Hybridarchitektur war einerseits auf Grund der tech-
nologischen Möglichkeiten eine Realisierung unmöglich. Andererseits zeigte sich, dass zu dem 
damaligen Zeitpunkt die Möglichkeiten, preiswerter werdende Mikroprozessoren zu verwenden, 
ausreichte und zunächst kein besonderer Bedarf bestand General-Purpose-Mikroprozessoren mit 
rekonfigurierbaren Recheneinheiten zu erweitern [79]. 
Die technologische Vorraussetzung für Prozessor-RPU-Architekturen waren bei der Einführung 
der FPGA-Technologie Mitte der 1980er Jahre geschaffen. Ende desselben Jahrzehnts wurden 
die ersten neuartigen Architekturen, die aus der Kombination eines Software-programmierbaren 
Prozessors und FPGAs bestanden, diskutiert und realisiert. Mittlerweile existiert eine Vielzahl 
unterschiedlicher Beispiele und Konzepte solcher Architekturen. Nachfolgend werden 
wesentliche Entwicklungen dieser hybriden Architekturen kurz dargestellt (siehe auch [18,20-
22,80]). 
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3.3.1 Workstation mit FPGA-Custom-Computing-Machines (FCCM) 
Zunächst wurden FPGA-Subsysteme und Prozessor-basierte Host-Systeme (Workstations) auf 
unterschiedlichen Platinen realisiert und über Standardschnittstellen und -busse miteinander ge-
koppelt. Bei den FPGA-Subsystemen, die auch als so genannte FPGA-Custom-Computing-
Machines (FCCM) bezeichnet wurden, handelte es sich zumeist um Multi-FPGA-Architekturen. 
Einerseits war die Komplexität (gemessen in der Anzahl der elementaren Strukturelemente) von 
zur Verfügung stehenden FPGAs im Vergleich zu heute verfügbaren FPGAs eingeschränkt (vgl. 
z. B. XC4000 FPGAs [50] und Virtex-IV-FPGAs [81] von Xilinx). Somit wurden zur Abbildung 
von komplexen Datenpfaden mehrere FPGAs und auf Grund der eingeschränkten internen 
Kommunikationsstrukturen der FPGAs so genannte FPICs (Field-Programmable-
Interconnection-Circuits) zu einer FCCM kombiniert. Anderseits wurden diese FCCMs und 
allgemein Multi-FPGA-Plattformen i. A. für den Bereich des High-Performance-Computing 
(HPC) konzipiert, in dem das wesentliche Entwurfsziel maximale Rechenleistung für die 
Zielanwendung darstellt. Ein Überblick über Merkmale und Eigenschaften, insbesondere bzgl. 
der Verbindungstopologie der einzelnen FPGAs innerhalb von Multi-FPGA-Plattformen, wird in 
[21] diskutiert. Beispiele für solche hybriden Architekturen werden z. B. in [82-84] vorgestellt. 
Es ist charakteristisch für diese Architekturen, dass das Host-System und die FCCM 
weitestgehend unabhängig voneinander sind. Host-System und FCCM sind jeweils in sich 
geschlossene Plattformen, die über entsprechende Schnittstellen und Busse miteinander 
kommunizieren. 
In Abbildung 3.4 ist ein vereinfachtes Blockschaltbild der Splash 2-Architektur dargestellt, die 
eine der ersten vorgestellten Architekturen ist, bei der eine FCCM mit einem einer Workstation 
gekoppelt wurde. In der Splash 2-Architektur, die speziell zur Verarbeitung von Anwendungen, 
die sich auf systolische Zellenfelder abbilden lassen, konzipiert wurde, wird als Host-Prozessor 
ein SPARC II verwendet. Das FPGA-Subsystem (FCCM) wird über den so genannten SPARC-
Bus (SBus) mit dem Host verbunden. Als FPGAs werden XC4010-Bausteine der Firma Xilinx 
verwendet [50]. Das FPGA-Subsystem besteht aus einer Interface-Platine mit zwei FPGAs, die 
die Kommunikation mit dem Host sicherstellen soll, und skalierbar bis zu 16 weiteren so 
genannten Array-Platinen. Auf den Array-Platinen, die 17 FPGAs, Speicher und Crossbar-
Strukturen beinhalten, werden die eigentlichen Berechnungen der abgebildeten Anwendungen 
ausgeführt. Die Platinen sind über ein Mehrlagen-Bussystem miteinander verbunden (siehe 
Abbildung 3.4). 
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Abbildung 3.4 Blockschaltbild der Architektur Splash 2 [84,85] 
3.3.2 Prozessor-FPGA-Plattformen 
Ein weiterer Entwicklungsschritt der Kombination Software-programmierbarer Prozessoren und 
rekonfigurierbarer Recheneinheiten war die Integration von Software-programmierbaren 
Prozessoren und FPGAs zu einer in sich geschlossenen Plattform. Mit den PRISM-Prototypen 
[78,79] wurden erste Beispiele aus dem Bereich der Forschung vorgestellt, bei denen ein 
Standardprozessor zusammen mit herkömmlichen FPGAs zu einer solchen in sich geschlossenen 
Plattform integriert wurden. In diesen Beispielen werden der Prozessor und die FPGAs nicht 
mehr als unabhängige Plattformen voneinander getrennte Teile betrachtet und verwendet. 
Vielmehr wurde als Konzept die transparente Erweiterung des Prozessors um die FPGAs 
umgesetzt. Bei der PRISM-I-Architektur werden vier Xilinx XC3090 FPGAs mit einem 
Mikroprozessor der auf der Motorola-68010-Architektur basiert kombiniert. Dabei befinden sich 
die FPGAs und der Mikroprozessor auf unterschiedlichen Platinen, die über eine 
Standardschnittstelle miteinander verbunden sind. Eine technologisch engere Kopplung auf einer 
Platine wurde mit der PRISM-II-Architektur realisiert. Hier wird ein AMD Am29050-Prozessor 
direkt mit drei Xilinx XC4010 FPGAs über eine Kommunikationsstruktur miteinander 
gekoppelt. Darüber hinaus wurden neben der Realisierung der Hardware-Plattform, Software-
Werkzeuge zur Abbildung von Anwendungen auf die PRISM-II-Architektur realisiert. 
Die Verwendung solcher Plattformen bei der Prozessor- und FPGA-Standardkomponenten z. B. 
auf einer Platine zu einer Plattform integriert werden, ist mittlerweile kommerziell relevant und 
wird in verschiedenen Variationen angeboten. Aktuell erhältliche Plattformen, bei denen ein 
Standardprozessor mit einem herkömmlichen FPGA auf einer Platine gekoppelt werden, werden 
z. B. in [86] und [87] vorgestellt. In [88] wird eine ebenfalls kommerziell verfügbare Plattform 
vorgestellt, in der ein herkömmlicher DSP der 6000er Familie von Texas Instruments [89] mit 
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einem Cyclone-FPGA von Altera über die Speicherschnittstelle des DSPs miteinander gekoppelt 
werden (siehe Abbildung 3.5). 
 
Abbildung 3.5 Vereinfachtes Blockschaltbild der in [88] vorgestellten Plattform  
Eine Herausforderung beim Entwurf solcher Plattformen ist die Auslegung der Schnittstelle 
zwischen Prozessor und FPGA. Einerseits muss genügend Datenbandbreite vorgesehen werden, 
damit die Schnittstelle nicht zum Flaschenhals im Betrieb nach der der Abbildung von 
Anwendungen wird. Andererseits unterscheiden sich die maximal möglichen Taktfrequenzen bei 
Prozessoren und FPGAs deutlich voneinander. Dieses Problem wird in [88] z. B. durch 
zusätzlichen Pufferspeicher und einen DMA-Mechanismus gelöst. 
3.3.3 Prozessor-FPGA-SoCs 
Durch den Fortschritt in der Halbleitertechnik und der damit verbundenen steigenden 
Integrationsdichte und zunehmenden Strukturfeinheit wurde es möglich, verschiedene Architek-
turblöcke, die zuvor als diskrete Bausteine miteinander kombiniert wurden, auf einem Chip als 
SoC zu integrieren. Dadurch dass Prozessor(en) und FPGA(s) auf demselben Chip miteinander 
gekoppelt werden, lassen sich Kommunikationsstrukturen mit höherer Geschwindigkeit im 
Vergleich zu den vorher beschriebenen Prozessor-FPGA-Plattformen realisieren. Die Konzep-
tion und Verwendung neuartigen Kommunikationsarchitekturen bei einer Vielzahl dieser SoCs 
(siehe z. B. [90] und [91]) ist ein Merkmal dieser Prozessor-FPGA-SoCs [22]. Dabei wird in [91] 
z. B. eine Network-on-Chip-Architektur zur Verbindung der einzelnen Komponenten verwendet. 
Eine herausfordernde Aufgabe neben der Konzeption, Auslegung und Implementierung der 
gesamten Architektur ist die Realisierung geeigneter Software-Werkzeuge, die eine Verwendung 
eines solchen SoCs erst ermöglichen. 
Einer der ersten Prototypen eines Prozessor-FPGA-SoCs war ein Chip, der auf der Pleiades-
Architektur der Berkeley Universität [90,92] basierte. Hier werden zwei FPGA-Makros, die auf 
einer herkömmlichen FPGA-Architektur beruhen, mit einem ARM-Prozessorkern [67] und 
verschiedenen anderen Architekturblöcken (dedizierte Beschleunigermakros, interner Speicher) 
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auf einem Chip integriert (siehe Abbildung 3.6). Die Kommunikationsarchitektur, die die 
einzelnen Komponenten  miteinander verbindet, basiert dabei auf einem hierarchischen Konzept 
mit zwei Ebenen. Dabei werden die beiden Ebenen über Switch-Boxes miteinander verbunden. 
  
Abbildung 3.6 Blockschaltbild der Pleiades-Architektur[92] 
Aktuell kommerziell verfügbare Bausteine, bei denen ein Standardprozessor mit einem 
herkömmlichen FPGA auf einem Chip integriert wird, sind z. B. einige Vertreter der Virtex-IV-
Familie [81] von Xilinx (FX-Serie) sowie die Excalibur-Bausteine [93] der Firma Altera (siehe 
auch Beschreibung in Abschnitt 3.5.1). So werden bei der Virtex-IV-Architektur bis zu zwei 
Power-PC-Prozessorkerne in ein FPGA eingebettet. Die Kommunikation von FPGA und 
Prozessor(en) erfolgt einerseits mit Hilfe einer CoreConnect-Busarchitektur und anderseits über 
spezielle Schnittstellen, die eine engere Kopplung der Prozessorschnittstellen mit den 
umliegenden FPGA-Strukturen erlaubt. 
Eine weitere Variante der Kombination eines Software-programmierbaren Prozessors mit FPGA-
Strukturen, die den Prozessor-FPGA-SoCs zugeordnet werden kann, ist die Verwendung von so 
genannten Soft-Core-Prozessoren auf herkömmlichen FPGAs. Diese Prozessoren basieren auf 
einer konfigurierbaren Netzlistenbeschreibung, die sich auf ein FPGA abbilden lässt. Der Nios II 
Prozessor [94] von Altera ist ein Beispiel für einen Soft-Core-Prozessor. Eine RISC-Architektur 
ist die Basis des Nios II. Es lassen sich verschiedene Komponenten und Eigenschaften vor der 
Abbildung konfigurieren. So lässt sich z. B. die Bitbreite der Datenpfade entweder mit 16 oder 
32 Bit festlegen. Die Abbildung eines Nios II auf einen Stratix FPGA erfordert je nach 
konfigurierten Umfang zwischen 700 bis 1800 Logikelemente (siehe z. B. [95]). Der Prozessor 
wird über spezielle Kommunikationsstrukturen mit den umliegenden FPGA-Strukturen 
gekoppelt. 
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3.3.4 Prozessor-RPU-SoCs 
Eine wesentliche Herausforderung bei der Kopplung von Prozessor- und FPGA-Standardkompo-
nenten ist die Auslegung der Kommunikationsstrukturen und -schnittstellen zur Kommunikation 
sowohl für Prozessor-FPGA-Plattformen als auch für Prozessor-FPGA-SoCs (siehe 
vorhergehenden Abschnitt 3.3.3). Weiteres Optimierungspotenzial bietet die Verwendung von 
speziell ausgelegten Architekturblöcken statt der Integration von Standardkomponenten (IP-
Cores). In einer Vielzahl verschiedener Architekturen wird insbesondere die rekonfigurierbare 
Recheneinheit (RPU) optimiert und zusammen mit einem Standardprozessor zu einem 
Prozessor-RPU-SoC integriert. Im Abschnitt 3.5 werden einige exemplarische Prozessor-RPU-
Architekturen vorgestellt und kurz diskutiert. Neben der Optimierung der elementaren 
Recheneinheiten und Verbindungsarchitektur der rekonfigurierbaren Einheiten ist häufig die 
Realisierung von dynamischen Rekonfigurationsmechanismen (siehe auch Abschnitt 2.2.6) ein 
zentrales Konzept dieser Architekturen. Entscheidend für Prozessor-RPU-SoCs ist die 
Realisierung von geeigneten Software-Werkzeugen zur Abbildung von Anwendungen. Durch 
die Verwendung eines Standardprozessors ist für diesen Architekturblock zumeist eine geeignete 
Werkzeugunterstützung vorhanden, die durch moderate Modifikation auf das jeweilige SoC 
angepasst werden kann. Im Falle der rekonfigurierbaren Einheit müssen geeignete Software-
Werkzeuge realisiert werden. Wenn keine automatischen Werkzeuge zur Verfügung stehen, 
werden Datenpfade manuell auf die rekonfigurierbare Einheit abgebildet. Für reguläre 
Datenpfade ist dies mit vertretbarem Aufwand möglich. 
Neben den vorgestellten Entwicklungsschritten von Architekturen, die auf einem Software-pro-
grammierbaren Prozessor und FPGAs bzw. allgemein RPUs basieren, gibt es eine Vielzahl 
weiterer Architekturvarianten. So werden z. B. Spezialprozessoren (ASIPs) mit herkömmlichen 
LUT-basierten rekonfigurierbaren Recheneinheiten für den Bereich der Kanalcodierung in 
drahtlosen Kommunikationssystemen gekoppelt [76]. Die im Rahmen der vorliegenden Arbeit 
konzipierten und realisierten ASIP-eFPGA-Architekturen lassen sich ebenfalls als Prozessor-
RPU-SoCs klassifizieren. Die Differenzierungsmerkmale werden in Kapitel 4 ausführlich 
vorgestellt. 
In der nachfolgenden Tabelle 3.1 sind die wichtigsten Merkmale der vorgestellten Entwicklungs-
schritte von Architekturen, bei denen Software-programmierbare Prozessoren und rekonfigurier-
bare Recheneinheiten kombiniert werden, zusammenfassend gegenübergestellt. 
Im nachfolgenden Abschnitt 3.4 wird eine Klassifikation der Kopplung vorgestellt, die eine 
Schlüsselkomponente in heterogenen Prozessor-RPU-Architekturen ist. Die Klassifikation lässt 
sich auf bekannte Prozessor-FPGA-Plattformen und –SoCs sowie auf Prozessor-RPU-SoCs 
anwenden (siehe dazu auch Abschnitt 3.5). 
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Variante Merkmale 
Workstation mit  
FCCM-Erweiterung 
? Workstation und FCCM als unabhängige Plattformen 
? Kopplung über Standardbus 
? Verwendung herkömmlicher Bausteine 
? Verwendung von Multi-FPGA-Plattformen 
? Anwendungsbereich: High-Performance-Computing 
Prozessor-FPGA-
Plattform 
? Integration von Prozessor und FPGAs zu einer Plattform 
? Integration auf einer (maximal zwei) Platinen 
? Kopplung über Standardschnittstellen 
? Verwendung herkömmlicher Bausteine 
? Umfassende Entwicklungsumgebung / Toolchain 
? Anwendungsbereich: mobile batteriebetriebene Geräte bis 
zum High-Performance-Computing 
Prozessor-FPGA-SoC 
? Integration von Prozessor(en) und FPGA(s) auf einem Chip 
? Kopplung über Standardschnittstellen 
? Verwendung herkömmlicher IP-Cores 
? Teilweise umfassende Entwicklungsumgebung / Toolchain 
? Anwendungsbereich: mobile batteriebetriebene Geräte bis 
zum High-Performance-Computing 
Prozessor-RPU-SoC 
? Integration von Prozessor(en) und FPGA(s) auf einem Chip 
? Kopplung über sowohl über standardisierte als auch 
proprietäre Schnittstellen 
? i. A. Verwendung von Standardprozessoren und 
spezialisierten rekonfigurierbaren Recheneinheiten 
? Teilweise umfassende Entwicklungsumgebung / Toolchain 
? Anwendungsbereich: mobile batteriebetriebene Geräte, 
allgemeine Verwendbarkeit (General-Purpose) 
Tabelle 3.1 Zusammenfassung der Merkmale der vorgestellten Prozessor-RPU-Varianten 
3.4 Klassifikation der Kopplungsmechanismen 
Ein wesentlicher Aspekt bei der Kombination eines Prozessors mit einer rekonfigurierbaren 
Recheneinheit ist die Auslegung der Kopplungsarchitektur und –mechanismen zwischen 
Prozessor und RPU. Die Wahl der Kopplung hat unmittelbar Auswirkung auf die Performance 
und Effizienz der gesamten heterogenen Architektur. In [18,62] werden verschiedene 
Mechanismen zur Kopplung zwischen Prozessor und eFPGA diskutiert und zur Klassifizierung 
verwendet. Dieses Klassifizierungsschema beinhaltet drei Klassen, die sich in Bezug auf ihren so 
genannten Kopplungsgrad unterscheiden (siehe Abbildung 3.7): 
? Reconfigurable Functional Unit (RFU) 
? Reconfigurable Coprocessor Unit (RC) 
? Attached Reconfigurable Processing Unit (ARPU) 
3     PROZESSOREN MIT REKONFIGURIERBAREN BESCHLEUNIGERN 53 
 
Nachfolgend werden die einzelnen Kopplungsklassen bzgl. ihrer Eigenschaften, Merkmale, Vor- 
und Nachteile diskutiert. Dabei wird nicht unterschieden, ob RPU und Prozessor in einem SoC 
oder auf Platinenebene (relevant für RC und ARPU) integriert sind. 
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Abbildung 3.7 Klassifizierung der Kopplung zwischen Prozessor und RPU nach [18,62] 
3.4.1.1 Reconfigurable Functional Unit 
Bei der Kopplung der Klasse Reconfigurable Functional Unit wird die rekonfigurierbare Einheit 
in die Pipeline des Prozessors als funktionale Einheit integriert. Diese Form der Kopplung wird 
auch als enge Kopplung (Tightly-Coupled, TC) bezeichnet. Die RFU wird neben der ALU und 
eventuell vorhandenen anderen funktionalen Einheiten in die entsprechende Pipelinestufe des 
Prozessors eingebettet. Die Kommunikation der RPU mit dem Prozessor erfolgt über die 
Registerbank des Prozessors. Da für diese Form der Kopplung die Architektur und insbesondere 
der Befehlssatz des Prozessors angepasst werden muss, lässt sich eine solche Kopplung nicht mit 
IP-Cores von Standardprozessoren realisieren. Im Befehlssatz des Prozessors müssen Befehle 
vorgehalten werden, die die RFU ansteuern und kontrollieren. Durch die Anzahl der Bits, die zur 
Codierung eines Befehlswortes zur Verfügung stehen, ist die Anzahl der möglichen RPU-
Befehle eingeschränkt. Weiterhin werden zur Codierung der Quell- und Zieloperanden Bitstellen 
im Befehlswort benötigt. Die Anzahl dieser Bitstellen ist von der Größe der Registerbank und 
der damit verbundenen Wortbreite der Registeradressen abhängig. Somit ist die Anzahl der 
Operanden, die der RPU pro Taktzyklus zugeführt werden können, eingeschränkt. Im 
Allgemeinen lassen sich die RPU und die anderen funktionalen Einheiten mit unterschiedlichen 
maximalen Taktfrequenzen betreiben. Die maximale Taktfrequenz, mit der eine RPU betrieben 
werden kann, ist im Vergleich zu einer dedizierten funktionalen Einheit niedriger, da die zur Re-
konfiguration notwendigen Strukturelemente zusätzliche Laufzeiten verursachen (z. B. Multi-
plexer im Datenpfad). Es gibt verschiedene Möglichkeiten zur Synchronisierung. Der Prozessor 
kann mit der maximal möglichen Taktfrequenz der RPU betrieben werden. Dadurch wird unter 
Umständen die gesamte Rechenleistung verringert. Wenn RPU und der Rest der Prozessor-
Pipeline mit unterschiedlichen Taktfrequenzen betrieben werden, müssen entsprechend Mecha-
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nismen zur Synchronisierung vorgesehen werden. Die Synchronisierung kann z. B. durch ein 
Anhalten der Pipeline (Stall) gewährleistet werden. Die Kopplung als RFU ist in diesem Fall 
dann geeignet, wenn weniger komplexe Operationen mit einem eingeschränkten Bedarf an 
Quell- und Zieloperanden auf die rekonfigurierbare Einheit ausgelagert werden. 
3.4.1.2 Reconfigurable Coprocessor Unit 
Die Kopplung der RPU als Reconfigurable Coprocessor Unit an den Prozessor erfolgt über die 
Anbindung an den System- bzw. Prozessorbus und wird als Kopplung mit loserem 
Kopplungsgrad im Vergleich zur RFU-Kopplung bezeichnet. Der Austausch von Daten findet 
über den Systembus statt, an den ebenfalls der interne Speicher bzw. Cache angeschlossen ist. 
Dadurch besteht die Möglichkeit, dass die rekonfigurierbare Einheit direkt mit dem internen 
Datenspeicher kommuniziert. Somit kann einerseits eine höhere Durchsatzrate erreicht werden, 
da die Kommunikation nicht über den Prozessorkern erfolgt. Andererseits kann der Prozessor in 
der Zeit eines Datentransfers zwischen RPU und Speicher selbst nicht auf den Speicher 
zugreifen. Dies schränkt unter Umständen die Möglichkeit von parallel stattfindender 
Verarbeitung auf RPU und Prozessor ein. Diese Einschränkung kann durch die Realisierung des 
Systembusses als Multi-Bus-System vermieden werden. Darüber hinaus müssen dann 
zusätzliche Ports beim Datenspeicher vorgehalten werden, so dass RPU und Prozessor 
gleichzeitig auf den Speicher zugreifen können. Insgesamt resultiert diese Erweiterung in einem 
erheblichen Mehraufwand. Die rekonfigurierbare Einheit kann zur Steuerung und Kontrolle in 
den Speicheradressbereich eingeblendet werden. Die Architektur des Prozessorkerns muss in 
diesem Fall nicht modifiziert werden. Die RPU kann über elementare Lade- und Speicherbefehle 
angesprochen werden. Die Synchronisation muss auf Grund von eventuell auftretenden 
Verzögerungen auf Seiten der RPU sichergestellt werden. Eine weitere Möglichkeit, 
Datenkommunikation zwischen Prozessor und RPU sicherzustellen, kann durch die Realisierung 
dedizierter Kommunikationsregister zwischen RPU und Prozessor erreicht werden. Dabei 
müssen sowohl beim Prozessor als auch bei der RPU entsprechend zusätzliche Schnittstellen 
vorgesehen werden. Der Befehlssatz und die Architektur des Prozessors muss entsprechend 
erweitert werden. Bei RC-Kopplung können Prozessor und RPU mit unterschiedlichen 
Taktfrequenzen betrieben werden, ohne dass besonderer Aufwand für die Synchronisierung 
notwendig ist. 
3.4.1.3 Attached Reconfigurable Processing Unit 
Die loseste Form der Kopplung stellt die Anbindung der RPU an einen Peripherie- oder Uni-
versalbus des Prozessors als Attached Reconfigurable Processing Unit dar. Datenkommunikation 
zwischen RPU und Prozessor stellt bei dieser Kopplung einen möglichen Engpass dar, da der 
Peripherie- bzw. Universalbus mit einer niedrigeren Frequenz als der Prozessorbus betrieben 
wird. Weiterhin sind im Allgemeinen zusätzliche Peripherie- und weitere Komponenten an 
diesen Bus angeschlossen, so dass es zu Zugriffskonflikten kommen kann, da der Bus nur 
exklusiv genutzt wird. Analog zur Klasse der Reconfigurable Coprocessor Unit ist auch in der 
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Klasse der ARPU der Adressbereich des Busses in den Speicheradressbereich eingeblendet. Die 
Kopplung des Peripheriebusses mit dem Systembus erfolgt über eine so genannte Bridge. 
Dadurch hat die RPU im Gegensatz zu einer Kopplung als RC keinen direkten Zugriff auf den 
Datenspeicher. Kommunikation erfolgt somit immer über den Prozessor. Eine weitere 
Möglichkeit besteht darin, einen dedizierten Direktspeicherzugriff (Direct Memory Access, 
DMA) zu ermöglichen. Dies ist mit Mehraufwand verbunden. RPU und Prozessorkern können 
bei dieser Kopplungsklasse im Hinblick auf die Kopplung unabhängig voneinander entworfen 
werden. Diese Form der Kopplung eignet sich, wenn RPU und Prozessor während der Laufzeit 
weitestgehend autonom arbeiten können und keine hohe Datenbandbreite zwischen Prozessor 
und RPU erforderlich ist. 
In [18] wird eine weitere Klasse zur Einordnung der Kopplung von Prozessor-RPU-
Architekturen beschrieben, die für die in Abschnitt 3.5 betrachten Prozessor-RPU-SoCs und die 
hier erarbeiteten ASIP-eFPGA-Architekturen nicht relevant ist. Die so genannte Standalone-
Reconfigurable-Processing-Unit beschreibt die Kopplung einer FCCM mit einem 
Prozessorbasierten Host-System mit Hilfe von standardisierten Schnittstellen und Bussen. Ein 
Beispiel, das in diese Klasse eingeordnet werden kann, ist z. B. die bereits vorgestellte Splash 2-
Architektur [84,85] (siehe Abschnitt 3.2). 
3.4.2 Datenaustausch zwischen Prozessor und RPU 
Neben den bereits in 3.4 diskutierten Möglichkeiten zum Datenaustausch zwischen Prozessor 
und RPU, die sich aus der jeweiligen Anwendungsklasse ergeben, existiert unabhängig von der 
Kopplungsklasse die Möglichkeit, dass die rekonfigurierbare Einheit direkt auf den Speicher 
zugreifen kann. Dazu ist ein Speicher-Controller erforderlich, der einerseits den Zugriff der 
beiden aktiven Komponenten Prozessor und RPU steuert. Andererseits muss die Datenkonsistenz 
sichergestellt werden. Weiterhin sind zusätzliche Kontrollmechanismen bei der RPU 
erforderlich, die den Zugriff auf den Speicher steuern. 
3.4.3 Synchronisationsmechanismen 
Eine Prozessor-RPU-Architektur beinhaltet mit dem Prozessor und der RPU zwei 
Recheneinheiten, die Teile einer Anwendung verarbeiten. Prinzipiell ist eine zeitlich parallele 
Verarbeitung auf Prozessor und RPU möglich. Allerdings ist damit eine entsprechende 
Synchronisation zwischen Prozessor und RPU notwendig. Diese Synchronisation kann durch 
Realisierung in Software erfolgen. Dadurch erhöht sich der Aufwand bei der Implementierung. 
Eine weitere Möglichkeit bietet die Synchronisation mit Hilfe von Interruptmechanismen. Die 
RPU löst beim Prozessor nach der Berechnungsphase einen Interrupt aus, der dem Prozessor 
signalisiert, dass ein Verarbeitungsschritt abgeschlossen ist und berechnete Daten vorliegen. 
Dieser Mechanismus erfordert die Realisierung von entsprechenden Interrupt-Service-Routinen 
(ISR) und Interrupt-Handlern (IH) in Software. Weiterhin müssen Mechanismen zur 
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Priorisierung vorgesehen werden. Eine weitergehende Diskussion zur Synchronisation zwischen 
Prozessor und rekonfigurierbarer Einheit wird in Abschnitt 4.2 beschrieben. 
3.5 Exemplarische Architekturen 
Aus der Vielzahl unterschiedlicher Prozessor-FPGA- und Prozessor-RPU-SoCs werden 
nachfolgend kurz einige Architekturbeispiele vorgestellt. Dabei unterscheiden sich diese Archi-
tekturen u. a. bzgl. der Kopplung zwischen Prozessor und RPU als auch der verwendeten 
Architekturkomponenten (z. B. Granularität der verwendeten RPUs, Prozessorarchitektur, 
Peripheriekomponenten etc). 
In der Excalibur-Architektur wird ein feingranulares herkömmliches FPGA als ARPU mit einem 
herkömmlichen RISC-Prozessor mit Hilfe eines General-Purpose-Bus gekoppelt (siehe 
Abschnitt 3.5.1). Bei der in Abschnitt 3.5.2 vorgestellten Architektur, die aus Forschungsarbeiten 
der Firma ST Microelectronics hervorgegangen ist, lassen sich alle drei in Abschnitt 3.4 
vorgestellten Kopplungsvarianten (RFU, ARPU, RCP) identifizieren. Dabei liegt für das 
herkömmliche FPGA ein einfaches feingranulares Architekturkonzept zu Grunde. Im Ab-
schnitt 3.5.3 wird eine Prozessor-RPU-Architektur (XiRisc) erläutert, bei der die feingranulare 
RPU als RFU in die Pipeline eines VLIW-Prozessors eingebettet wird. Die grobgranulare RPU 
der in Abschnitt 3.5.4 beschriebenen Architektur wird ebenfalls als RFU in die Pipeline eines 
RISC-Prozessors integriert. Im Gegensatz dazu wird bei der Architektur aus Abschnitt 3.5.5 
(SMeXPP) ein Feld aus PEs über ein Multi-Bussystem mit einem RISC-Prozessor gekoppelt. In 
tabellarischer Form (siehe Tabelle 3.2 und Tabelle 3.3) werden in Abschnitt 3.5.7 neben dieser 
Auswahl weitere Prozessor-RPU-Architekturen vorgestellt und bzgl. der erläuterten Merkmale 
eingeordnet. Eine ähnliche Darstellung ist z. B. in [62] zu finden. Die hier vorgestellten Tabellen 
enthalten ergänzend zu dieser Darstellung weitere wichtige Architekturparameter, die den 
Prozessor und die RPU detaillierter beschreiben, als auch weitere dort nicht betrachtete aktuelle 
Prozessor-RPU-Architekturen. 
Im Rahmen der vorliegenden Arbeit wurden neben ASIP-eFPGA-Architekturen zur Evaluierung 
auch Architekturen untersucht, bei denen Referenz-GPPs (hier als Standard-prozessoren bezeich-
net) innerhalb einer heterogenen Architektur verwendet wurden. Bei diesen GPPs handelt es sich 
um RISC-Prozessoren, die eingebettet in SoCs für mobile Anwendungen zum Einsatz kommen. 
Die Architekturen und Merkmale der untersuchten GPPs werden im Anhang kurz vorgestellt 
(siehe Anhang B und Anhang C). Diese Standardprozessoren wurden zur Evaluierung und 
Konzeption von Kopplungskonzepten mit arithmetikorientierten eFPGAs kombiniert 
(Abschnitt 3.5.6). 
3.5.1 Excalibur (Altera) 
Bei der Excalibur-Architektur [93] der Firma Altera handelt es sich um ein Prozessor-FPGA-
SoC, bei dem Standardkomponenten als IP-Cores integriert werden. Die Excalibur-Architektur 
beinhaltet einen 32 Bit-RISC-Prozessorkern (ARM922T [96]), ein FPGA-Makro, das auf der 
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FPGA-Architektur der APEX20K-Familie [97] basiert, sowie weitere Peripheriekomponenten 
und internen Speicher. Die Kopplung von FPGA und Prozessor sowie der weiteren 
Peripheriekomponenten (Speicher, PLL, Controller, etc.) erfolgt über ein AMBA-Bus-
system [98] (siehe auch Abbildung 3.8). Das AMBA-Bussystem wurde allgemein von der Firma 
ARM spezifiziert und wird mittlerweile in einer Vielzahl unterschiedlicher SoCs verwendet. Der 
Advanced-High-performance-Bus (AHB) ist in der AMBA-Spezifikation definiert und ist die 
grundlegende Komponente der Kommunikationsarchitektur der Excalibur-Architektur. Die 
Architektur lässt sich bzgl. der Kopplung der Klasse ARPU zuordnen. Es werden zwei AHB-
Busse (AHB1 und AHB2) über eine so genannte AHB1-2-Bridge miteinander gekoppelt. Über 
den AHB1 kommuniziert der Prozessor als Master unmittelbar mit Peripheriekomponenten wie 
z. B. einem Interrupt-Controller, SDRAM-Controller etc. (siehe Abbildung 3.8). Einerseits 
können FPGA (PLD in Abbildung 3.8) und Prozessor über den Kommunikationsweg AHB1, 
Bus-Bridge und AHB2 Daten miteinander austauschen. Andererseits dient ein Dual-Port SRAM 
der sowohl mit dem AHB1 als auch mit dem AHB2 verbunden ist zur Kommunikation. Ein 
AHB hat getrennte Schreib-, Lese- und Adressbusse. Die Busbreite beträgt dabei für die 
einzelnen Busse jeweils 32 Bit. Untersuchungen am Lehrstuhl für Allgemeine Elektrotechnik 
und Datenverarbeitungssysteme (siehe z. B. Abbildung eines Turbo-Decoders in [99]) haben 
gezeigt, dass das Bussystem einen Engpass bzgl. der Kommunikation zwischen FPGA und 
Prozessor darstellt. 
Es sind drei Bausteine, die auf der Excalibur-Architektur basieren, verfügbar. Die maximale 
Taktfrequenz des Prozessors beträgt jeweils 200 MHz. Der Baustein, der bzgl. Anzahl der 
Logikelemente und der Größe des internen Speicher die umfangreichsten Ressourcen zur Ver-
fügung stellt (EPXA10 siehe [93]), beinhaltet 38400 Logikelemente im FPGA, 128 KB Dual-
Port SRAM sowie 256 KB Single-Port SRAM. Während der AHB1 mit maximaler Taktfrequenz 
betrieben werden kann, ist der AHB2 auf eine maximale Taktfrequenz von 100 MHz beschränkt. 
Altera stellt neben den Bausteinen und einer Evaluations-Plattform, eine umfassende 
Entwicklungsumgebung zur Abbildung von Anwendungen auf Excalibur-Bausteine zur 
Verfügung. 
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Abbildung 3.8 Blockschaltbild der Excalibur-Architektur von Altera [93] 
3.5.2 Xtensa + M2000 (ST Microelectronics) 
In der in [11] vorgestellten Architektur wird ein konfigurierbarer, erweiterbarer 32 Bit-RISC-
Prozessor (Xtensa [100]) der Firma Tensilica [101] mit einem feingranularen LUT-basierten 
eingebetteten FPGA (siehe Abbildung 2.3 links) der Firma M2000 [24] zu einem Prozessor-
FPGA-SoC integriert. Dabei werden verschiedene Kopplungsmechanismen verwendet, so dass 
diese Architektur verschiedenen Kopplungsklassen zugeordnet werden kann. In Abbildung 3.9 
ist ein Blockschaltbild mit den wesentlichen Komponenten der Architektur dargestellt. In der 
Abbildung ist zu erkennen, dass u. a. ein AMBA-Bussystem mit einem AHB und einem 
Advanced Peripheral Bus (APB) verwendet werden. Weiterhin lassen sich funktionale Einheiten, 
die auf das eFPGA abgebildet werden, über einen so genannten Instruction-Extension-Bus und 
ein Instruction-Extension-Interface als RFU in die Pipeline des Prozessors einbinden. Die 
Entwurfswerkzeuge des Prozessors ermöglichen eine Integration der entsprechenden Befehle 
dieser funktionalen Einheiten in die Befehlssatzarchitektur (ISA) des Prozessors. Die Anbindung 
des eFPGAs als RCP erfolgt über den Processor-Interface-Bus (PIF-Bus) und den AHB. Das 
eFPGA kann weiterhin als ARPU, die unabhängig vom Prozessor Berechnungen ausführt, 
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betrieben werden. Dazu steht Dual-Port-Speicher zur Verfügung, der auf der einen Seite über 
eine entsprechende Schnittstelle an das eFPGA gekoppelt ist. Andererseits ist dieser Speicher mit 
dem AHB verbunden, so dass die Kommunikation zwischen Prozessor und eFPGA ermöglicht 
werden kann. Zusätzlich bietet das eFPGA über so genannte General-Purpose-IO-Schnittstellen 
die Möglichkeit zur Realisierung anwendungsspezifischer Protokolle z. B. zur Kommunikation 
mit externen Sensoren. 
 
Abbildung 3.9 Blockschaltbild Xtensa-M2000-Architektur aus [14] 
Bei der Realisierung der in [14] vorgestellten statisch konfigurierbaren Architektur wurde eine 
180 nm-CMOS-Technologie verwendet. Der gesamte Chip benötigt eine Fläche von ca. 
30,25 mm². Dabei trägt das eFPGA mit 8,2 mm² zur Fläche bei. Das SoC kann mit einer maxi-
malen Taktfrequenz von 125 MHz betrieben werden. Bei einer Taktfrequenz von 100 MHz und 
einer Versorgungsspannung von 1,8 V beträgt die durchschnittliche Verlustleistungsaufnahme 
375 mW. 
3.5.3 XiRisc (Universität Bologna) 
Bei der XiRisc-Architektur [97,98] (siehe Abbildung 3.10), die an der Universität von Bologna 
konzipiert und realisiert wurde, handelt es sich um einen VLIW-Prozessor mit zwei Issue-Slots, 
der neben dedizierten funktionalen Einheiten eine rekonfigurierbare Einheit beinhaltet. Die 
dedizierten funktionalen Einheiten umfassen neben den Standardbefehlen typische Befehle zur 
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Beschleunigung von Anwendungen aus dem Bereich der digitalen Signalverarbeitung. Die 
Befehlsbitbreite der Sub-Befehle beträgt 32 Bit. Die rekonfigurierbare Einheit ist in die Pipeline 
des Prozessors integriert. Damit ist die XiRisc-Architektur in die Klasse RFU (siehe 
Abschnitt 3.4) in Bezug auf die Kopplung zwischen Prozessor und RPU einzuordnen.  
 
Abbildung 3.10 Blockschaltbild XiRisc (Universität Bologna) [102] 
Der Datenaustausch erfolgt ausschließlich über eine zentrale Registerbank. Eine Anbindung an 
den Datenspeicher ist nicht vorgesehen. Es werden maximal vier Operanden pro Taktzyklus aus 
der Registerbank der rekonfigurierbaren Einheit zugeführt. Bei der rekonfigurierbaren Einheit 
[103] (PiCoGA, Pipelined-Run-time-Configurable-Datapath-Gate-Array) handelt es sich um eine 
feingranulare Architektur. Im Kern des LEs befinden sich zwei LUTs (je 16x2). Weiterhin 
beinhaltet das LE dedizierte Logik zur Beschleunigung von Übertragspfaden und zur 
Vorverarbeitung von Eingangssignalen sowie vier Ausgangsregister zur Verzögerung und 
Zwischenspeicherung. Die Logikelemente sind in einem zweidimensionalen Feld mit 48 Reihen 
und 16 LEs pro Reihe angeordnet. Die Verbindungsarchitektur basiert auf einer Island-Style-
Architektur mit zwölf Verbindungsleitungen in den vertikalen Routingkanälen und acht 
Leitungen in den horizontalen Kanälen. Der Rekonfigurationsmechanismus, mit dem die 
rekonfigurierbare Einheit dynamisch partiell rekonfiguriert werden kann, umfasst neben vier 
Kontexten pro LE einen 192 Bit breiten Konfigurationsbus, der eine vollständige Konfiguration 
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in 16 Taktzyklen ermöglicht. Kontexte können in einem Taktzyklus umgeschaltet werden und 
dienen bei PiCoGA als Konfigurations-Cache. 
Ein Prototyp des Prozessor-RPU-SoCs, das auf der XiRisc-Architektur basiert, wurde in einer 
180 nm-CMOS-Technologie entworfen. Dabei ist der Chip 64 mm² groß und umfasst je 64 KB 
Instruktions- und Daten-Cache. Zusätzlich sind 24 KB Konfigurations-Speicher enthalten. Der 
Prototyp kann mit einer maximalen Taktfrequenz von 80 MHz betrieben werden und verursacht 
im Durchschnitt 120 mW Verlustleistung. Eine Reihe von 16 Logikelementen benötigt eine 
Fläche von 0,6 mm². Somit lassen sich ca. 27 LEs pro 1 mm² Chipfläche integrieren. Diese 
Metrik wird im Folgenden als LE-Dichte bezeichnet. 
3.5.4 Leon2-basierte Architektur (Universität Darmstadt) 
In [32] wird eine Prozessor-RPU-Architektur vorgestellt, die auf einem synthetisierbaren Leon2-
Prozessor [104] und einer grobgranularen rekonfigurierbaren Einheit basiert. Die RPU ist in die 
Pipeline des Prozessors integriert, so dass diese Architektur zur Kopplungsklasse RFU gehört 
(siehe Bezeichnung RFU in Abbildung 3.11). Beim Leon2 handelt es sich um einen 32 Bit-
RISC-Prozessor mit einem SPARC V8-Befehlssatz. Der Prozessor steht in einer konfi-
gurierbaren synthetisierbaren VHDL-Beschreibung zur Verfügung [104]. In Abbildung 3.11 ist 
ein Blockschaltbild des Prozessors mit integrierter rekonfigurierbarer funktionaler Einheit 
dargestellt. Die schraffierten Komponenten (z. B. Floating-Point-Unit (FPU), Ethernet-
Schnittstelle etc.) in Abbildung 3.11 können durch Konfiguration vor der Synthese als 
zusätzliche Einheiten ausgewählt werden. 
 
Abbildung 3.11 Leon2 Prozessor mit rekonfigurierbarer funktionaler Einheit (RFU) [32] 
Die rekonfigurierbare Einheit basiert auf einer grobgranularen Architektur. Die Architektur, die 
in Abbildung 3.12 dargestellt ist, enthält neben einem LUT-Modul und dedizierten 
arithmetischen Komponenten (Galois-Feld Multiplizierer) zwei dedizierte Einheiten zur Fehler-
erkennung und –korrektur sowie zur Verschlüsselung. Die Fehlererkennungs- und –korrek-
turkomponente erlaubt eine CRC- sowie Reed-Solomon-Code Codierung und Decodierung. 
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Dabei werden unterschiedliche Codelängen unterstützt. Die Kryptographiekomponente 
ermöglicht eine Ent- und Verschlüsselung mit dem Advanced-Encryption-Standard-Verfahren 
(AES) (siehe z. B. [105]). Das in Abbildung 3.12 abgebildete Speicherzugangsmodul erlaubt 
einen Zugriff der rekonfigurierbaren Einheit auf den Datenspeicher. 
 
Abbildung 3.12 RPU mit verschiedenen dedizierten Komponenten [29,30] 
Der Speicherbus ist dabei 32 Bit breit. Durch die Anbindung an den Speicher ist die 
Datenkommunikation zwischen Prozessor und RPU nicht auf die zentrale Registerbank be-
schränkt. Die Rekonfiguration der RPU beruht auf einem mehrstufigen Konfigurationsspeicher. 
Konfigurationstabellen erlauben eine Rekonfiguration der RPU in jedem Taktzyklus. Die 
maximale Taktrate für eine Standardzellensynthese in einer 250 nm-CMOS-Technologie beträgt 
82 MHz. Dabei liegt der zeitkritische Pfad in der rekonfigurierbaren Einheit. 
3.5.5 SMeXPP (PACT XPP Technologies) 
Im Smart-Media-Processor (SMeXPP) der Firma PACT [106] sind als zentrale Komponenten ein 
32 Bit-RISC-Prozessor (ARM7EJ-S) der Firma ARM [107] und ein zweidimensionales Feld mit 
sieben Spalten und vier Reihen grobgranularer konfigurierbarer 16 Bit-Prozessorelemente (XPP-
Core) enthalten (siehe Abbildung 3.13). Der SMeXPP zielt auf die Anwendungsklasse der Echt-
zeitvideosignalverarbeitung ab. Der RISC-Prozessor ist dabei für kontrollorientierte Aufgaben 
vorgesehen. Die globale Kommunikation erfolgt über eine Multi-AHB-Bus [98] mit vier Einzel-
bussen. Über die Busse können der RISC-Prozessor und XPP-Core miteinander kommunizieren. 
Weiterhin ist interner SRAM-Speicher (3x256 KB) an den Multi-Bus angeschlossen. Die 
rekonfigurierbare Einheit ist über zwei Master- und zwei Slave-Schnittstellen an den Multibus 
angeschlossen. Die ALU-PAE ermöglichen die Verarbeitung von typischen elementaren 
Operationen der digitalen Signalverarbeitung. Die interne Routingarchitektur der RPU basiert 
auf einem paketorientierten Verbindungsnetzwerk. Dabei ist der horizontale Routingkanal 
2x8 Bit breit. Vertikales Routing wird über die Routingressourcen innerhalb der PAE 
gewährleistet. Die horizontalen Routingkanäle sind an Bus-Bridges angeschlossen, so dass die 
Verbindung zum globalen Kommunikationsnetzwerk hergestellt werden kann. Über einen DMA-
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Mechanismus ist eine dynamische partielle Rekonfiguration der rekonfigurierbaren Einheit 
möglich. Die Konfiguration wird durch den RISC-Prozessor initiiert. Der SMeXPP wird in einer 
130 nm-CMOS-Technologie gefertigt. Die Taktfrequenz lässt sich mit Hilfe der Clock-
Managment Komponente zwischen 13 bis 104 MHz variieren. 
 
Abbildung 3.13 SMeXPP der Firma PACT [106] 
3.5.6 Standardprozessor mit arithmetikorientierten eFPGA (diese Arbeit) 
In ersten Untersuchungen [108,109] wurden zur Konzeption von heterogenen ASIP-eFPGA-
Architekturen zunächst zwei herkömmliche GPPs betrachtet. Dabei wurde ein Prozessormodell 
untersucht, das auf einer MIPS-IV-Befehlssatzarchitektur beruht (siehe Anhang B). Beim 
zweiten Prozessor handelt es sich um den ARM940T (siehe Anhang C), der als IP-Core in Chips 
für mobile Endgeräte zum Einsatz kommt (siehe z. B. [110]). 
Nachfolgend werden die im Rahmen der Arbeit entwickelten Konzepte zur Kopplung eines 
Standardprozessors (MIPS-IV-basiertes Prozessormodell, ARM940T) und eines arithmetikorien-
tierten eFPGAs diskutiert [108,109]. Die hier erarbeiteten Modelle zur Bestimmung der 
physikalischen Kosten einer heterogenen Prozessor-eFPGA-Architektur, die auf diesen Kon-
zepten beruhen, werden in Kapitel 5 vorgestellt. Diese Modelle sind im Gegensatz zu den 
zyklengenauen Modellen einer ASIP-eFPGA-Architektur abstrakter und dienen der frühen 
Evaluierung und Erkundung des Entwurfsraumes. Die hier vorgestellten Konzepte erfassen 
wichtige Aspekte, die zur Kopplung eines Prozessors mit einem eFPGA erforderlich sind. 
3.5.6.1 Auslagerung elementarer Befehlssequenzen 
Zur Auslagerung von Befehlsfolgen, die einen Umfang von wenigen Befehlen haben, ist auf 
Grund des Kommunikationsaufwandes zur Steigerung der Performance eine Kopplung 
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entsprechend der Kopplungsklasse RFU geeignet (siehe 3.4). Das eFPGA hat Zugriff auf die 
Register des Prozessors und wird eng in die Pipeline des Prozessors integriert. Ein vereinfachtes 
Blockschaltbild des hier betrachteten Kopplungskonzeptes ist in Abbildung 3.14 dargestellt. Die 
Architektur, die dem Kopplungskonzept zu Grunde liegt, beinhaltet einen Prozessorkern mit 
einem MIPS-IV-Befehlssatz (siehe Anhang B), ein arithmetikorientiertes eFPGA, 
Konfigurationsspeicher und eine eFPGA-Operatortabelle. Dabei beinhaltet die Operatortabelle 
die Information welche eFPGA-Operatoren gerade auf dem eFPGA konfiguriert sind. Zusätzlich 
sind die zugehörigen Positionen dieser eFPGA-Operatoren auf dem eFPGA in der Tabelle 
abgespeichert. Die Tabelle ist dynamisch aktualisierbar. Das bedeutet, dass Operatoren, die 
angefordert werden, und nicht im eFPGA resident sind, aus dem Konfigurationsspeicher 
nachgeladen werden können. Beim Konfigurationsspeicher handelt es sich also nicht um die 
elementaren Speicherzellen zur Konfiguration der einzelnen Strukturelemente des eFPGAs. 
Vielmehr handelt es sich hier um zusätzlichen Speicher, in dem verschiedene Konfigurations-
sätze für die Rekonfigurierung der elementaren Speicherzellen abgelegt sind (siehe 
Konfigurations-Cache in Abschnitt 2.4.3). 
 
Abbildung 3.14 Kopplungskonzept für die Auslagerung elementarer Befehlssequenzen 
Wenn der aktuelle Befehl im Programmablauf eine eFPGA Custom-Instruction (eFPGA_CI 
siehe Abbildung 3.14) ist, wird in der eFPGA-Operatortabelle überprüft, ob der entsprechende 
Operator auf dem eFPGA konfiguriert ist. Falls dies der Fall ist, wird die zugehörige Operation 
unter Zugriff auf die Register der Registerbank des Prozessors ausgeführt. Wenn die Operation 
länger als einen Taktzyklus dauert, muss die Pipeline des Prozessors angehalten werden. Im Fall, 
dass der benötigte eFPGA-Operator nicht auf dem eFPGA resident ist, wird ein Miss-
Mechanismus ausgelöst, der eine Konfiguration des gewünschten Operators aus dem 
Konfigurationsspeicher bewirkt. Während der Konfiguration wird der Prozessor angehalten. 
Wenn genug freie Ressourcen auf dem eFPGA vorhanden sind, wird die Operation 
dementsprechend im eFPGA abgebildet. Die Operation und die Platzierungsinformationen 
werden in die eFPGA-Operatortabelle eingetragen. Falls nicht genug freie Ressourcen auf dem 
eFPGA zur Verfügung stehen, werden Operatoren nach einem elementaren FIFO-Prinzip aus 
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dem eFPGA verdrängt und durch den neuen Operator ersetzt. Nach der Konfiguration wird dann 
die angeforderte Operation unter Zugriff auf die Prozessorregister durchgeführt. 
3.5.6.2 Auslagerung komplexer Rechenkerne 
In diesem Abschnitt werden Kopplungskonzepte vorgestellt, die sich für die Auslagerung 
komplexer Operatoren auf das eFPGA eignen. Im Vergleich zu den vorher betrachteten 
elementaren Befehlssequenzen sind diese komplexen Operatoren Rechenkerne einer Anwendung 
mit größerer Laufzeit. Es werden drei Konzepte zur Kopplung und Datenkommunikation 
zwischen eFPGA und Prozessor vorgestellt. In Abbildung 3.15 sind die drei verschiedenen 
Konzepte zur Kopplung und insbesondere ein Ausschnitt der zugehörigen logischen 
Kommunikationswege nebeneinander dargestellt. 
 
eFPGA-Register Exchange-Register Prozessor-Register 
Abbildung 3.15 Kopplungskonzepte zur Auslagerung komplexer Rechenkerne 
Zur Klasse der Coprozessor-Kopplungen (RC, siehe Abschnitt 3.4) gehören die Konzepte unter 
der Verwendung von eFPGA-Registern und Exchange-Registern. Dabei wird das gesamte 
eFPGA logisch in mehrere Blöcke unterteilt. Für jeden eFPGA-Block stehen mehrere zusätzliche 
Register zur Verfügung, über die die Kommunikation zwischen Prozessor und eFPGA erfolgt. 
Bei der Kopplung mit eFPGA-Registern befinden sich an den Rändern, der einzelnen eFPGA-
Blöcke Ein- und Ausgaberegister, die Daten zu dem entsprechenden eFPGA-Block führen bzw. 
Daten einer Berechnung speichern (z. B. B1 E-R1: Eingaberegister 1 des eFPGA Block 1). Diese 
Register sind entsprechend der RC-Kopplung in den Adressraum des Prozessors eingeblendet. 
Daten in den Registern werden mit Hilfe der Speichertransfer- und Kopierbefehle aus dem Be-
fehlssatz des Prozessors transferiert. Die Realisierung einer solchen RC-Kopplung ist mit relativ 
geringem Aufwand möglich, da die Architektur des Prozessors nicht verändert werden muss. Es 
muss entsprechend gewährleistet werden, dass sich die Register im Adressraum des Prozessors 
befinden. Die Datenkonsistenz von Prozessor- und eFPGA-Registern ist inhärent gewährleistet. 
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eFPGA-Eingangsregister können nur durch den Prozessor beschrieben werden, eFPGA-
Ausgangsregister werden nur von zughörigen eFPGA-Blöcken beschrieben und vom Prozessor 
gelesen. Dadurch, dass die Realisierung der Kommunikation über Prozessor-Befehle 
gewährleistet wird, vergrößert sich der Aufwand für die Realisierung der Anwendung, da für 
jeden Datentransfer ein entsprechender Befehl in der Pipeline des Prozessors verarbeitet wird. 
Bei der Realisierung der Kopplung mittels Exchange-Register, werden Register zwischen 
eFPGA und Prozessor vorgesehen, auf die beide Architekturkomponenten lesend und schreibend 
zugreifen können. Exchange-Register sind im Gegensatz zu den zuvor erläuterten eFPGA-
Registern nicht einzelnen eFPGA-Blöcken zugewiesen. Vielmehr haben alle eFPGA-Blöcke 
über die entsprechenden Schnittstellen Zugriff auf die Registerinhalte der Exchange-Register. 
Zur Steuerung müssen neue Befehle in den Befehlssatz des Prozessors eingefügt werden. Diese 
Befehle müssen den Datentransfer in die Exchange-Register und die Steuerung des Datenflusses 
von den Exchange-Registern zu den Schnittstellen der eFPGA-Blöcke gewährleisten. Dadurch, 
dass der Befehlssatz und somit die Architektur des Prozessors angepasst werden muss, ist die 
Realisierung dieses Konzeptes im Vergleich aufwändiger. Weiterhin muss durch 
Synchronisationsmechanismen der Zugriff auf die Exchange-Register und die Konsistenz der 
Registerinhalte gewährleistet werden. Der Aufwand für die Datenkommunikation reduziert sich 
in Abhängigkeit der abgebildeten Anwendung, da die Exchange-Register initial geladen werden 
müssen und dann als schneller Speicher zur Verfügung stehen. 
Der dritte Kopplungsmechanismus sieht den direkten Zugriff der Schnittstellen der eFPGA-
Blöcke auf die Register des Prozessors vor und ist somit der Kopplungsklasse RFU zuzuordnen. 
Der Realisierungsaufwand einer solchen Kopplung ist sehr hoch. Die Datenkonsistenz und die 
Steuerung des Datenflusses muss sichergestellt werden. Die Struktur zur Verteilung der Daten ist 
komplex (siehe Abbildung 3.15, rechts). Ein Vorteil eines solchen Konzeptes ist der reduzierte 
Kommunikationsaufwand. Die Kommunikation erfolgt über eine gemeinsam genutzte 
Registerbank. Entsprechend sind keine zusätzlichen Kommunikationsbefehle zur Realisierung 
des Datentransfers notwendig. 
3.5.7 Weitere Prozessor-RPU-Architekturen 
Die zuvor kurz beschriebenen Architekturbeispiele werden zusammen mit weiteren Prozessor-
RPU-Architekturen in den nachfolgenden Tabellen bzgl. der beschriebenen Klassifikations- und 
Architekturmerkmale vorgestellt. Dabei sind in Tabelle 3.2 Prozessor-RPU-Architekturen dar-
gestellt, die im Rahmen von Forschungsprojekten untersucht und realisiert worden sind. 
Tabelle 3.3 zeigt eine kurze Übersicht über kommerziell verfügbare Bausteine, die auf einer 
Prozessor-RPU-Architektur basieren. In den nachfolgenden Tabellen werden sowohl die 
Eigenschaften der Einzelkomponenten (Prozessor, rekonfigurierbare Einheit) als auch die 
Merkmale, die zur Kopplung dieser Komponenten erforderlich sind, gegenübergestellt. Weitere 
detaillierte Informationen zu den jeweiligen Architekturen können den jeweils angegebenen 
Literaturstellen entnommen werden. 
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Chimaera [111] 
Univ. Washington 
RISC 
32 Bit MIPS 
dyn. part. 
KC / KP fein LUT zeilenbasiert 
32 LE pro Reihe  
32 Reihen Reg. RFU ja 
Garp [17] 
Univ. Berkeley 
RISC 
32 Bit MIPS-II 
dyn. part. 
KC / MK fein LUT 
zeilenbasiert 
segmentiert 
Xilinx 4000 LE 
[27,50] 
24x32 LE 
Reg.  
Mem. RC ja 
Leon2-RPU [32,33] 
Univ. Darmstadt 
RISC 
32 Bit Leon2 [104] 
dyn. part. 
KC grob 
LUT, Mult. 
ded.Komp. Multiplexer 
Fehlererkennungs- & 
Kryptographiemodul 
Reg.  
Mem. RFU ja 
MorphoSys [30] 
Univ. Irvine 
RISC 
32 Bit TinyRISC 
dyn. part. 
MK grob 
16 Bit-ALU 
mit Mult. 
hierarchisch 
2D Mesh 8x8 PE  
Reg.  
Mem. RC ja 
NAPA [112] 
National Semiconductor 
RISC 
32 Bit CompactRISC dyn. fein LUT 
hierarchisch 
2D Mesh 
Busse 
64x96 LE Reg.  Mem. RC ja 
OneChip [113] 
Univ. Toronto 
RISC 
32 Bit MIPS 
dyn. 
MK fein LUT 
Island-Style 
segmentiert XC 4010 [27,50] Reg.  RFU ja 
OneChip-98 [114] 
Univ. Toronto 
RISC 
32 Bit DLX [63] 
dyn. 
MK fein LUT 
Island-Style 
segmentiert 
zeilenbasiert 
Flex10K50 [26,115] Mem.  RC ja 
PRISC [116] 
Harvard University 
RISC 
32 Bit MIPS stat. fein LUT NN - Reg.  RFU ja 
REMARC [16,29]  
Stanford University 
RISC 
32 Bit MIPS-II 
dyn. 
KC grob 16 Bit-ALU 
2D Mesh 
Busse 8x8 PEs 
Reg. 
Mem. RC ja 
XiRisc [102] 
Univ. Bologna 
VLIW 
2x32 Bit 
XiRisc Core 
2 issue slots 
dyn. part. 
MK fein LUT Island-Style 
PiCoGa [103] 
48x16 LE Reg.  RFU ja 
Xtensa + M2000 [14] 
STMicroelectronics 
RISC 
32 Bit 
Xtensa RISC 
[101] 
dyn. 
vollständig fein LUT hierarchisch 
M2000 [24] 
3000 LE / 24 Cluster Mem. 
RFU 
RC 
ARPU 
ja 
Tabelle 3.2 Überblick Prozessor-RPU-Architekturen aus Forschungsprojekten 
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Excalibur [93] 
Altera  
RISC 
32 Bit 
ARM922T 
[67,96] stat. fein LUT 
Island-Style 
segmentiert 
hierarchisch 
APEX 20K [26,97] 
bis zu 38400 LE Mem. ARPU ja 
S5000 [117,118] 
Stretch 
RISC 
32 Bit 
Xtensa RISC 
[101] dyn. grob 
4 Bit-ALU 
4x8 Bit Mult. hierarchisch PE kaskadierbar Reg. RFU ja 
S6000 [117] 
Stretch 
VLIW 
2x32 Bit 
Xtensa LX 
[101] dyn. grob 
4 Bit-ALU 
4x8 Bit Mult. hierarchisch PE kaskadierbar 
Reg. 
Mem. RFU ja 
SDRXPP [28] 
PACT XPP 
RISC 
32 Bit 
ARM1136J-S 
[67,119] dyn. grob 24 Bit-ALU 
paketorientiert 
zeilenbasiert 
Busse 
12 RAM-PAE 
48 ALU-PAE Mem. RCP ja 
SMeXPP [106] 
PACT XPP 
RISC 
32 Bit 
ARM7EJ-S 
[67,107] dyn. grob 16 Bit-ALU 
paketorientiert 
zeilenbasiert 
Busse 
8 RAM-PAE 
20 ALU-PAE Mem. RC ja 
Virtex-4 FX [27,81] 
Xilinx 2 RISC 
PowerPC 405 
[120] dyn. part. fein LUT 
Island-Style 
segmentiert 
hierarchisch 
bis zu 192x84 CLB Reg. Mem. 
RFU 
RC ja 
Tabelle 3.3 Überblick Prozessor-RPU-Architekturen kommerziell erhältlicher Bausteine 
 
  
4 ASIPs mit eFPGA-basierten Beschleunigern 
Im Gegensatz zu den zuvor dargestellten Architekturen (siehe Abschnitt 3.5) verfolgt der Ansatz 
der vorliegenden Arbeit die anwendungsklassenspezifische Auslegung aller relevanten Archi-
tekturkomponenten (Software-programmierbarer Prozessor, rekonfigurierbare Recheneinheit und 
Kopplungsarchitektur) für die Verwendung in einer arithmetikorientierten Anwendungsklasse. 
Dabei wird auf die Integration der einzelnen Komponenten dieser Architekturen auf einem SoC 
abgezielt [8]. 
Nachfolgend wird die Konzeption und der Entwurf dieser neuartigen ASIP-eFPGA-Architek-
turen vorgestellt. ASIP-eFPGA-Architekturen gehören zur Klasse der in Kapitel 3 vorgestellten 
Architekturen, die aus einem Prozessor und einem rekonfigurierbaren Beschleuniger bestehen. 
Ein Blockschaltbild der hier betrachteten heterogenen Architekturen ist in Abbildung 4.1 
dargestellt. 
 
Abbildung 4.1 Vereinfachtes Blockschaltbild einer heterogenen ASIP-eFPGA-Architektur 
Die im Rahmen der Arbeit konzipierten ASIP-eFPGA-Architekturen zielen relativ zu Software-
programmierbaren Prozessoren auf eine signifikante Steigerung der Energie- und Flächen-
effizienz für die Abbildung arithmetikorientierter Anwendungen ab. Dabei wird ein vergleichbar 
hohes Maß an Flexibilität durch die Rekonfigurierbarkeit des eFPGAs und die Programmierbar-
keit des ASIPs erreicht. Bei der Abbildung von Anwendungen werden kontrollflussorientierte 
Teile einer Anwendung auf den Prozessor abgebildet. Datenflussorientierte Anteile werden 
durch so genannte Custom-Instructions (CIs), die im Befehlssatz des ASIPs vorgesehen werden, 
auf das eFPGA ausgelagert. Auf dem eFPGA werden die Operationen, die den CIs zu Grunde 
liegen als eFPGA-Operatoren ausgeführt (Op. N, siehe Abbildung 4.1). Die Abbildung von 
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Anwendungen auf die hier konzipierten ASIP-eFPGA-Architekturen werden in Abschnitt 4.3 
erläutert. Befehle, die häufig in einer Anwendungsklasse verwendet werden, werden dabei im 
ASIP als zusätzliche Befehle realisiert. Die Entscheidung, welche Befehle fest in den Befehlssatz 
des ASIPs integriert werden, muss vor der Produktionsphase im Entwurf erfolgen. Nach der 
Produktionsphase können durch die Rekonfigurierbarkeit des eFPGAs Operatoren, die ähnlich 
sind (hier arithmetikorientiert), aber nicht durch eine Befehlssatzerweiterung des ASIPs 
abgedeckt werden, auf das eFPGA abgebildet werden. Im Gegensatz zu den bisher vorgestellten 
Prozessor-RPU-Architekturen wird mit dem hier erarbeiteten arithmetikorientierten eFPGA, das 
auf dem in Abschnitt 2.4.2 vorgestelltem Architektur-Template basiert, eine anwendungs-
klassenspezifische rekonfigurierbare Einheit verwendet. Dieses arithmetikorientierte eFPGA ist 
statisch rekonfigurierbar und für die Abbildung von arithmetikorientierten Operatoren 
zugeschnitten. 
In Abschnitt 4.1 wird die im Rahmen dieser Arbeit durchgeführte Realisierung von RISC-basier-
ten ASIPs mit Hilfe eines Entwurfsablaufs, der auf der Architekturbeschreibungssprache LISA 
(Language-for-Instruction-Set-Architectures) beruht [68], vorgestellt. Basierend auf den ersten 
Untersuchungen, die in Abschnitt 3.5.6 vorgestellt wurden, wurden zur Kopplung von ASIP und 
eFPGA Kontrollstrukturen konzipiert und realisiert. Diese Kontrollstrukturen haben maß-
geblichen Einfluss auf die Eigenschaften der gesamten Architektur. Bei der hier erarbeiteten 
Kopplungsarchitektur handelt es sich um eine generische und heterogene Realisierung. Sie 
erlaubt sowohl eine enge Kopplung unter Zugriff auf die Prozessorregister als auch eine losen 
Kopplung mit Datenkommunikation über den Datenspeicher. Darüber hinaus kann die Kopp-
lungsarchitektur individuell so ausgelegt werden, dass sie jeweils an die gewählte Anwen-
dungsklasse flexibel angepasst ist. Die Synchronisation zwischen eFPGA und ASIP sowie die 
Auslegung der Kopplungsarchitektur sind Schwerpunkte der vorgelegten Arbeit. Die Konzeption 
und Entwurf dieser Strukturen werden in 4.2 ausführlich vorgestellt. Abschnitt 4.3 behandelt 
kurz die Abbildung von Anwendungen auf heterogene ASIP-eFPGA-Architekturen. Am Ende 
des Kapitels wird ein Entwurfsablauf für eine heterogene ASIP-eFPGA-Architektur vorgestellt, 
der auf einer initialen Partitionierung der abzubildenden Anwendung und einer anschließend 
folgenden iterativen Optimierung beruht. 
4.1 ASIP 
Die Verwendung eines ASIPs als Prozessorkomponente in einer heterogenen Prozessor-eFPGA-
Architektur bietet im Gegensatz zur Verwendung von Standardprozessoren die Möglichkeit, die 
Prozessorarchitektur einerseits für die Verwendung innerhalb einer Anwendungsklasse 
anzupassen. Andererseits können die zur optimalen Auslegung der Kopplung zwischen 
rekonfigurierbarer Einheit und Prozessor notwendigen Erweiterungen des Befehlssatzes und der 
Prozessorarchitektur realisiert werden. Bei einem Standardprozessor können lediglich die zur 
Verfügung stehenden Schnittstellen zur Realisierung von Kopplungsmechanismen verwendet 
werden. 
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4.1.1 ASIP-Modellierung mit der Architekturbeschreibungssprache LISA 
Mittlerweile existiert eine Vielzahl unterschiedlicher Werkzeuge zur Realisierung von ASIPs 
und den dazugehörenden Entwurfswerkzeuge (siehe z. B. [101,121,122] ). Im Rahmen dieser Ar-
beit wurde zur Implementierung eines zyklengenauen Modells einer ASIP-eFPGA-Architektur 
für die ASIP-Komponente die ASIP-Entwicklungsumgebung Processor Designer der Firma 
CoWare (mittlerweile wurde CoWare von der Firma Synopsys übernommen, Stand 2010) [123] 
verwendet. In dieser Entwurfsumgebung werden anwendungsklassenspezifische Prozessoren mit 
der Architekturbeschreibungssprache LISA [68,124] realisiert [123]. Syntaktisch ist die Sprache 
LISA an die Hochsprache C angelehnt. Die Modellierung des Prozessors erfolgt über die 
Beschreibung des Befehlssatzes und der Pipelinestruktur sowie der globalen Ressourcen des 
Prozessors. Globale Ressourcen sind die zentrale Registerbank, Statusregister, Speicherschnitt-
stellen etc.. Jeder Befehl im Befehlssatz wird in Abschnitten, die mit den Schlüsselworten 
INSTRUCTION oder OPERATION eingeleitet werden, bezüglich Syntax, Codierung und Verhalten 
beschrieben. Diese Operationen sind jeweils einer Pipelinestufe zugeordnet, so dass durch eine 
vollständige Beschreibung ein zyklengenaues Modell des Prozessors mit Hilfe von LISA 
realisiert wird. Zur Strukturierung des Entwurfes und damit zur Reduktion des 
Entwurfaufwandes werden Befehle des Befehlssatzes zu Klassen zusammengefasst. Sobald 
Befehle gemeinsame Merkmale bezüglich der Syntax, der Codierung und des Verhaltens haben, 
wird eine abstraktere Operation realisiert, die diese gemeinsamen Merkmale beschreibt. In einer 
Sektion innerhalb einer Operation, die mit dem Schlüsselwort ACTIVATION eingeleitet wird, 
werden abhängig von der aktuell vorliegenden Operation folgende Operationen aktiviert (z. B. 
alu → alu_rrr → add in Abbildung 4.2). 
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Abbildung 4.2 Auszug aus dem Befehlsbaum zur Beschreibung eines Befehlssatzes 
Die gesamte Beschreibung des Prozessors erfolgt somit in einer baumartigen Struktur, wobei die 
Blätter dieses Baumes Operationen entsprechen (siehe Abbildung 4.2). Mehrere Operationen 
einer Ebene können dieselbe nachfolgend aktivierte Operation haben (siehe writeback in 
Abbildung 4.2). Zusätzlich zur Beschreibung des Befehlssatzes des Prozessors existieren weitere 
Operationen, die zur Realisierung des Prozessormodells notwendig sind. So wird in der 
Operation reset der Ausgangszustand des Prozessors festgelegt. Typischerweise werden in 
dieser Operation alle Registerressourcen (Registerbank, Statusregister) auf einen definierten 
Wert zurückgesetzt. Ausgehend von der Operation main, die die Wurzel des Baums darstellt, 
werden nachfolgende Operationen (z. B. fetch siehe Abbildung 4.2) aktiviert. Die Operation 
main wird in jedem Takt ausgeführt. Hier wird festgelegt, ob die einzelnen Stufen der Pipeline 
ausgeführt und weitergeschaltet werden oder ob auf Grund einer Verzögerung, die z. B. durch 
einen Sprungbefehl notwendig ist, die Pipeline partiell oder vollständig angehalten wird (Stall). 
4.1.2 ASIP-Entwurfsumgebung 
Auf Basis einer zyklengenauen LISA-Beschreibung des Prozessors ist es möglich, mit Hilfe der 
Entwicklungsumgebung Processor Designer zur Programmierung des Prozessors notwendige 
Software-Entwicklungswerkzeuge automatisch zu generieren (siehe Abbildung 4.3). Zu diesen 
automatisch generierten Werkzeugen gehören Assembler, Linker und Disassembler für den 
beschriebenen Prozessor. Die nachfolgend aufgelisteten Werkzeuge lassen sich nahtlos in die 
Entwicklungsumgebung Processor Designer: 
4   ASIPS MIT EFPGA-BASIERTEN BESCHLEUNIGERN 73 
 
Instructionset Designer [125]: Dieses Werkzeug bietet die Möglichkeit, mit Hilfe einer grafi-
schen Benutzeroberfläche, die Codierung einzelner Befehle und Befehlsklassen eines Be-
fehlssatzes zu verändern. Die Änderungen werden automatisch in der textuellen LISA-Be-
schreibung an den entsprechenden CODING-Sektionen aktualisiert. 
Processor Debugger [126]: Hierbei handelt es sich um ein Werkzeug zur Fehlersuche im Pro-
grammcode für den mit LISA beschriebenen Prozessor inklusive grafischer Benutzeroberfläche. 
Mit diesem Werkzeug kann auf Basis einer zyklengenauen Simulation eine Laufzeitanalyse und 
detaillierte Profilierung einer als Binärdatei vorliegenden Anwendung durchgeführt werden. Das 
erzeugte Laufzeitprofil unterstützt sowohl die Programmierung von Anwendungen als auch den 
gesamten ASIP-Entwurf. Kritische Funktionen und Abschnitte innerhalb des Programmcodes 
können identifiziert werden und geben Informationen darüber, an welchen Stellen die 
Architektur und der Befehlssatz des Prozessors optimiert werden können (siehe Abbildung 4.3). 
Compiler Designer [127]: Das Werkzeug Compiler Designer ermöglicht die halbautomatische 
Generierung eines C/C++-Compilers auf Basis der LISA-Beschreibung. Dabei beruht dieses 
Werkzeug auf dem Compiler-System CoSy Express der Firma ACE Associated Compiler 
Experts [128]. Aus der LISA-Beschreibung des Prozessors wird eine Konfigurationsdatei für die 
Generierung des Compilers erzeugt. Diese muss manuell mit Hilfe des Compiler Designer 
Werkzeuges modifiziert werden und an die jeweilige Architektur angepasst werden. So müssen 
z. B. die Abhängigkeiten der Instruktionen des Befehlssatzes untereinander und die Dauer der 
jeweiligen Instruktionen festgelegt werden (Scheduling-Tabellen). Es wird festgelegt, welche 
Register der Registerbank in Subroutinen im Programmcode zur Verfügung stehen und somit 
automatisch beim Aufruf einer Subroutine gesichert werden. Die Übersetzung eines 
Anwendungsprogramms erfolgt mit Hilfe des generierten Compilers vereinfacht in zwei 
Schritten. Im ersten Schritt wird der Programmcode auf eine Zwischenrepräsentation 
(Intermediated-Representation, IR) abgebildet. Der Befehlssatz dieser IR beruht auf einer 3-
Adress-Maschine. Mit Hilfe von so genannten Compiler-Engines werden Optimierungen auf der 
IR des Programms durchgeführt. Dabei existieren zum einen maschinenunabhängige Compiler-
Engines, die bereits im Compiler-System enthalten sind. Zum anderen kann der Benutzer 
maschinenabhängige Compiler-Engines realisieren, die Optimierungen für die jeweilige 
Architektur realisieren. Zentrales Werkzeug innerhalb des Compiler-Systems ist dabei der so 
genannte Matcher. Mit Hilfe des Matchers können Befehle der Zwischenrepräsentation auf 
Befehle des realisierten ASIPs abgebildet werden. Dazu steht eine grafische Benutzeroberfläche 
zur Verfügung. Wenn es zu einem Befehl innerhalb der Zwischenrepräsentation keinen 
entsprechenden Befehl im Befehlssatz gibt, kann die IR-Instruktion auf einen Funktionsaufruf 
abgebildet werden. Die Funktion kann vom Benutzer realisiert werden. Ein großer Teil von 
häufig benötigten Funktionen steht im Rahmen generischer Laufzeitbibliotheken, die ebenfalls 
zum CoSy-System gehören, zur Verfügung (z. B. Multiplikation, Division, etc.). Diese 
generischen Laufzeitbibliotheken bieten eine vergleichsweise schlechte Performance. Am 
Lehrstuhl für Allgemeine Elektrotechnik und Datenverarbeitungssysteme konnte am Beispiel 
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eines ASIPs für die Satellitengestützte Navigation in [129] und [130] (siehe auch Abschnitt 6.4) 
gezeigt werden, dass die Optimierung der Bibliotheksfunktionen einen erheblichen Einfluss auf 
die Effizienz und Performance hat. So konnte alleine durch die Verbesserung von mathe-
matischen Bibliotheksfunktionen für Festkommazahlen eine Verbesserung der Geschwindigkeit 
von 36 % für ein Beispielprogramm zur Positionsbestimmung erreicht werden. Für die 
Optimierung von Funktionen für Fließkommazahlen wird eine Beschleunigung bis nahezu zum 
Faktor 40 der einzelnen Funktionen möglich (Sinus). Die Realisierung der Beispielanwendung 
auf einem ARM7TDMI unter Verwendung optimierter Bibliotheksfunktionen ist im Vergleich 
zum ASIP in Bezug auf die Anzahl der benötigten Zyklen ca. 23 % schneller. Insgesamt lässt 
sich feststellen, dass die Verwendung eines mit dem Compiler Designer realisierten Compilers 
im Zusammenhang mit optimierten Laufzeitbibliotheken gute Ergebnisse im Vergleich zu 
kommerziellen optimierten Compilern und zugehörigen Laufzeitbibliotheken erbringt [130]. 
Processor Generator [131]: Um aus der zyklengenauen LISA-Beschreibung eines Prozessors 
eine synthetisierbare Repräsentation in einer HDL wie VHDL oder Verilog zu erhalten, muss der 
LISA-Code mit Hilfe des Processor Generator Werkzeuges verarbeitet werden. Vor der Er-
zeugung der HDL-Beschreibung müssen Einstellungen zu den Simulationsspeichern, den 
Debug-Schnittstellen des Prozessors, Takt- und Reset-Signalen sowie den gewünschten Opti-
mierungsschritten, die bei der Generierung des HDL-Modells durchgeführt werden sollen, fest-
gelegt werden. Die zyklengenaue Simulation des HDL-Modells ist mit Hilfe einer geeigneten 
Testumgebung (Testbench), die teilweise im Processor Generator Werkzeug generiert wird, und 
entsprechender Simulationswerkzeuge wie z. B. ModelSim der Firma Mentor Graphics [132] 
möglich. Externe Komponenten, die ebenfalls in einer HDL-Beschreibung vorliegen, können an 
den EA-Schnittstellen des Prozessors in die Testbench integriert werden. Somit lässt sich eine 
Architektur, die aus einem in LISA beschriebenen Prozessor und weiteren externen 
Komponenten besteht, detailliert simulieren. Die Simulationsdauer ist im Vergleich zum 
zyklengenauen Simulator erheblich größer. Weiterhin lässt sich das HDL-Prozessormodell für 
FPGAs oder auf Basis von Standardzellenbibliotheken einer CMOS-Technologie synthetisieren. 
Dies ermöglicht weitergehende Aussagen bezüglich der physikalischen Kosten des 
beschriebenen Prozessors. 
Der Zusammenhang der einzelnen Werkzeuge der Processor Designer Entwicklungsumgebung 
ist in Abbildung 4.3 vereinfacht dargestellt. Der Entwurfseinstieg beginnt mit einer initialen 
Beschreibung des gewünschten ASIPs in LISA. Mit Hilfe der Werkzeuge der 
Processor Designer Umgebung wird der ASIP iterativ optimiert und bis zum Erreichen der Ent-
wurfsziele angepasst. Dadurch, dass das Prozessormodell und die zur Programmierung und 
Verwendung des Prozessors benötigten Werkzeuge aus einer Beschreibung erzeugt werden, 
verringern sich der Entwurfsaufwand und insbesondere der Aufwand für die Fehlersuche. 
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Abbildung 4.3 Überblick der Processor Designer Entwicklungsumgebung 
4.1.3 ASIP-Template 
Im Rahmen der Processor Designer Entwicklungsumgebung werden so genannte ASIP-
Templates als LISA-Beschreibung zur Verfügung gestellt, die bereits grundlegende Architektur-
merkmale eines Prozessors beinhalten. Für die im Rahmen dieser Arbeit betrachteten ASIPs 
wurde ein Prozessor-Template (LT_RISC) verwendet, das auf einer RISC-Architektur mit einer 
fünfstufigen Pipeline beruht. Die Daten- und Befehlswortbreite betragen 32 Bit. Der LT_RISC 
basiert wie die bisher betrachteten Prozessoren auf einer Harvard-Architektur. Neben einer Reihe 
von Statusregistern existiert eine Registerbank mit 16 Allzweckregistern. Das Register R0 ist 
virtuell und enthält stets den Wert Null. Auf dieses Register kann dementsprechend 
ausschließlich lesend zugegriffen werden. Der Stackpointer ist im Register R14 und der 
Framepointer im Register R13 abgelegt. Die Architektur des verwendeten LT_RISC ist der DLX-
Architektur aus [63] sehr ähnlich. In Abbildung 4.4 ist ein vereinfachtes Blockschaltbild der 
Prozessorarchitektur des verwendeten ASIP-Templates zu sehen. In der Abbildung ist die 
Architektur entsprechend den fünf Pipeline-Stufen des Prozessors gegliedert. Die Pipeline-
Register befinden sich zwischen den einzelnen Pipeline-Stufen (FE/DC, DC/EX, EX/MEM, 
MEM/WB). Alle Pipeline-Register haben dieselbe Struktur, da diese global in der LISA-
Beschreibung des LT_RISC realisiert sind. 
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Abbildung 4.4 Blockschaltbild der Prozessor-Pipeline des LT_RISC 
Da im Rahmen dieser Arbeit die Architektur und der Befehlssatz des LT_RISC umfangreich 
erweitert und modifiziert wurden, wird nachfolgend die Funktion des Prozessors anhand der 
Pipeline im Detail erläutert: 
In der Fetch-Stufe (FE) der Pipeline wird der Programmspeicher mit einer Adresse, die im 
Programmzähler (FPC) steht, adressiert. Das Instruktionswort an dieser Programmspeicherad-
resse wird geladen. Der Programmzähler wird danach inkrementiert oder mit dem Inhalt des 
Sprungzielregisters (BPC) aktualisiert, falls ein Sprungbefehl in der Pipeline vorhanden ist und 
zum Sprung innerhalb des Programmcodes führt. Die Ausführung eines Sprungs wird durch das 
Statusregister BSET signalisiert. Unter anderen werden der Inhalt des Programmzählers (PC) 
und das aktuelle Instruktionswort (insn) im Pipeline-Register FE/DC abgelegt. 
Die Hauptaufgabe der Decode-Stufe (DC) ist es, die einzelnen Teile des Instruktionswortes, das 
aus dem Pipeline-Register FE/DC gelesen wird, zu entschlüsseln. Dazu gehört es, den 
entsprechenden Kontrollfluss zu initiieren, der in den nachfolgenden Stufen der Pipeline er-
forderlich ist. In der Sprungadresslogik werden Sprungbefehle detektiert. Mögliche Sprungziel-
adressen werden in das Sprungzielregister geschrieben. Falls ein unbedingter Sprung vorliegt 
wird gleichzeitig das Statusregister BSET gesetzt, so dass im nächsten Pipeline-Schritt der 
Sprung an die Adresse im Sprungzielregister erfolgt. Dadurch, dass Sprungbefehle in der 
zweiten Stufe der Pipeline detektiert werden, wird der einem Sprungbefehl direkt nachfolgende 
Befehl in jedem Fall ausgeführt. Der Programmierer oder der Compiler müssen dafür sorgen, 
dass dementsprechend ein geeigneter Befehl ausgeführt wird, der unabhängig von dem 
nachfolgend angesprungenen Programmcode ist. Weiterhin werden in der Decode-Stufe die 
Quellregister in der Registerbank durch entsprechende Teile des Instruktionswortes adressiert 
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und geladen. Wenn ein Zielregister (dst) in den Pipeline-Registern EX/MEM und MEM/WB der 
vorhergegangenen Befehle einem Quellregister des in der Decode-Stufe befindlichen Befehls 
entspricht, wird eine so genannte Bypass-Logik aktiviert. Diese Bypasslogik sorgt dafür, dass 
statt des Registerinhalts aus der Registerbank der entsprechende Rückschreibewert (WBV) der 
vorangegangenen Befehle als Operand (op1, op2, op3) in die Pipeline-Stufe DC/EX geschrieben 
wird. Mit Hilfe der Bypass-Logik, die ebenfalls in der Execute-Stufe (EX) existiert, wird die 
Datenkonsistenz innerhalb der Pipeline und insbesondere der Registerbank sichergestellt (vgl. 
Forwarding-Mechanismen beim ARM940T). 
Die ALU befindet sich in der Execute-Stufe (EX). In dieser Pipeline-Stufe wird die jeweils für 
den Befehl erforderliche Operation unter Verwendung der Quelloperanden ausgeführt. Die 
Quelloperanden werden dabei aus dem Pipeline-Register DC/EX oder den Rückschreiberegistern 
der Pipeline-Register EX/MEM bzw. MEM/WB gelesen. Die Steuerung, welche Werte gelesen 
werden, erfolgt analog zum Vorgehen in der Decode-Stufe mit Hilfe einer Bypass-Logik. Der 
ALU ist eine Schiebeeinheit vorgeschaltet, die arithmetisches und logisches Schieben von 
Operanden vor der Durchführung der eigentlichen ALU-Operation erlaubt (vgl. ARM9TDMI im 
Anhang C). Im Fall eines bedingten Sprungs wird die Sprunglogik aktiviert, die das Register 
BSET setzt, wenn der Sprung ausgeführt werden muss. Dadurch, dass die Signalisierung zur 
Ausführung eines Sprungs in der dritten Stufe der Pipeline erfolgen kann, wird ein Anhalten der 
zweiten bis fünften Pipeline-Stufe für einen Taktschritt durchgeführt. Dies geschieht mit Hilfe 
des in Abbildung 4.4 nicht dargestellten Pipeline-Controllers, der ein Anhalten (Stall) der 
Pipeline bewirkt. 
In der Memory-Stufe (MEM) der Pipeline findet im Fall eines Speichertransferbefehls der Zugriff 
auf den Datenspeicher statt. Die Adresse für den Speicherzugriff wird zuvor in der Execute-Stufe 
berechnet. Wenn es sich um einen Ladebefehl handelt, wird der Inhalt des adressierten 
Speicherwortes in den Rückschreibewert (WBV) der Pipeline-Stufe MEM/WB geschrieben. Der 
Rückgabe- bzw. Rückschreibwert (WBV) wird schließlich in der Writeback-Stufe (WB) an die 
Zieladresse (dst) der Registerbank geschrieben. 
4.1.4 Erweiterungen des ASIPs 
Der Befehlssatz des LT_RISC umfasst typische RISC-Befehle wie arithmetische und logische In-
struktionen sowie Kontroll- und Speichertransferinstruktionen (Load/Store). Ein Befehl zur vor-
zeichenbehafteten Multiplikation ist im Befehlssatz des LT_RISC nicht enthalten. Multiplika-
tionen werden auf entsprechende Bibliotheksaufrufe der generischen Laufzeitbibliotheken 
abgebildet. Im Rahmen der Arbeit wurde das ASIP-Template um Instruktionen erweitert, die 
nicht unmittelbar im Zusammenhang mit der Kopplung zwischen ASIP und eFPGA stehen. So 
wurden die Auswirkungen für das Hinzufügen eines Befehles zur vorzeichenbehafteten 
Multiplikation untersucht. In der nachfolgenden Abbildung 4.5 ist ein Auszug des in LISA 
beschriebenen Befehlsbaums des LT_RISC dargestellt (siehe auch Abbildung 4.2). Dabei ist 
neben den einzelnen Befehlen und ihrer Beziehung zueinander die Codierung der jeweiligen 
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Befehlsworte illustriert. Aus der Abbildung wird deutlich, wie Bitmuster im Befehlsbaum 
vererbt werden. Bei dem hinzugefügten Multiplikationsbefehl handelt es sich um einen Befehl 
mit zwei Quelloperanden und einem Zieloperanden, die jeweils aus der zentralen Registerbank 
des Prozessors stammen. Dementsprechend wird der Befehl smul von der abstrakten Operation 
alu_rrr abgeleitet, die arithmetische und logische Befehle mit zwei Registerquelloperanden und 
einem Registerzieloperand abstrahiert. 
decode
alu
alu_rrr
add
... ...
smul
0 0 x x x x x 0 1 0 0 0 1 1 0 0 0 0 0 1 x x x x x x x x x x x x
0 0 0 1 0 0 0 1 1 0 0 0 0 0 1 x x x x x x x x x x x x
0 0 0 1 0 0 0 1 1 0 0 0 0 0 1 x x x x x x x x x x x x0 0 1 1 1
0 0 0 0 1
Befehlsspezifischer Opcode rs1 rs2 rd
Registeroperanden
 
Abbildung 4.5 Einfügen der vorzeichenbehafteten Multiplikation in den Befehlsbaum 
Neben der Codierung muss in der LISA-Beschreibung u. a. die Syntax und das zyklengenaue 
Verhalten des Multiplikationsbefehls beschrieben werden. 
4.2 ASIP-eFPGA Kopplung 
Im folgenden Abschnitt werden die im Rahmen dieser Arbeit konzipierten, entwickelten und 
realisierten Kopplungsmechanismen und –strukturen, die zur Kopplung des zuvor in Ab-
schnitt 4.1 beschriebenen ASIPs und eines arithmetikorientierten eFPGAs (siehe Abschnitt 2.4) 
notwendig sind, im Detail diskutiert (siehe auch [133]). Die in Kapitel 5 erläuterten 
zyklengenauen ASIP-eFPGA-Modelle basieren u. a. auf diesen Kopplungsmechanismen. Die 
Ergebnisse der Untersuchungen, die auf den in Abschnitt 3.5.6 vorgestellten Konzepten beruhen, 
wurden bei der Konzeption und Realisierung der im Nachfolgenden beschriebenen Kopplungs-
mechanismen berücksichtigt. Die hier realisierten Kopplungsmechanismen werden in das in Ab-
schnitt 3.4 vorgestellte Klassifikationsschema eingeordnet. Dabei lassen sich nicht alle hier erar-
beiteten Kopplungsmechanismen eindeutig zuordnen. Zunächst werden im nachfolgenden Ab-
schnitt grundlegende Konzepte zur Auslegung einer Kopplungsarchitektur vorgestellt. In den 
Abschnitten 4.2.2 und 4.2.3 werden die Rahmen der Möglichkeiten realisierbaren und in dieser 
Arbeit durchgeführten exemplarischen Umsetzungen diskutiert. 
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4.2.1 Konzepte zur ASIP-eFPGA-Kopplung 
Anwendungen, die zur Abbildung auf heterogene ASIP-eFPGA-Architekturen vorgesehen 
werden, unterscheiden sich mitunter deutlich bzgl. ihrer grundlegenden Merkmale. Wie bereits 
diskutiert, bietet es sich prinzipiell bei der Abbildung an, kontrollorientierte Aufgaben auf den 
ASIP zu realisieren und parallelisierbare Datenpfade auf das eFPGA auszulagern. Die arith-
metikorientierten Eigenschaften der eFPGA-Architektur lassen sich dadurch vorteilhaft aus-
nutzen. Eigenschaften der abzubildenden Anwendungen, die bei der Auswahl oder Realisierung 
einer geeigneten Kopplungsarchitektur zwischen ASIP und eFPGA Einfluss haben, sind neben 
Weiteren u. a. die Folgenden: 
? Komplexität ausgelagerter eFPGA-Operatoren 
? Datendurchsatz ausgelagerter eFPGA-Operatoren 
? Latenz der ausgelagerten Operatoren 
? Komplexität der Kontrollstrukturen der Anwendung auf dem ASIP 
? Durchsatz der Kontrolldaten zur Steuerung von eFPGA-Operatoren 
? Parallelisierbarkeit von Kontrollstrukturen und Datenpfad-Operatoren 
Der in dieser Arbeit verfolgte Ansatz ermöglicht eine ausbalancierte Auslegung der gesamten 
ASIP-eFPGA-Architektur und insbesondere der Kopplungsarchitektur. Im Gegensatz zu den in 
Abschnitt 3.5 vorgestellten Architekturen werden die einzelnen Komponenten der ASIP-eFPGA-
Architektur modifiziert und aufeinander abgestimmt. Dies wird zum einen durch den hier 
gewählten Entwurfsablauf zur Realisierung des ASIPs ermöglicht. Dieser Ablauf erlaubt nahezu 
beliebige Modifikationen der Prozessorarchitektur. 
Für die Realisierung der Kopplungsarchitektur existieren allgemein verschiedene Alternativen 
für die Auswahl eines geeigneten Architekturblocks. Nachfolgend sind die einzelnen möglichen 
Architekturblöcke aufgelistet und eine dementsprechende Umsetzung der Kopplungskomponente 
kurz allgemein beschrieben (siehe auch Tabelle 4.1): 
ASIP: Die Kontrollstrukturen der Kopplungsarchitektur werden zusammen mit den Kontroll-
strukturen der Prozessor-Pipeline integriert und im ASIP abgebildet und realisiert. Da die Pipe-
line des ASIPs und die Kopplungsstrukturen einander beeinflussen, ermöglicht diese Variante 
eine detailliert aufeinander abgestimmte Lösung der gesamten Kontrollstrukturen. Des Weiteren 
reduziert sich die Anzahl der Architekturkomponenten einer ASIP-eFPGA-Architektur auf die 
beiden grundlegenden Architekturblöcke ASIP und eFPGA. Die Integration der Kopplung in den 
ASIP ist für die jeweils angestrebte Anwendungsklasse die optimale Lösung. Da die 
Kopplungskomponenten dediziert umgesetzt werden, besteht allerdings keine Möglichkeit zur 
Modifikation der Kopplungsstrukturen nach der Produktionsphase. Weiterhin steigt die 
Komplexität der Architektur des ASIPs. 
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Dedizierte Komponente: Bei dieser Realisierungsvariante besteht die ASIP-eFPGA-Architektur 
im Wesentlichen aus den drei integralen Bestandteilen ASIP, eFPGA und einer dedizierten 
Komponente, die die Kopplung zwischen ASIP und eFPGA umsetzt. Insgesamt reduziert sich im 
Vergleich zur vorher beschriebenen Lösung die Komplexität der einzelnen Komponenten. Eine 
geeignete Definition der Schnittstellen zwischen ASIP und dedizierter Komponente sowie 
dedizierter Komponente und eFPGA ist dabei eine wesentliche Aufgabe und Vorraussetzung zur 
Umsetzung der einzelnen Bestandteile der gesamten Architektur. Wie zuvor bietet diese Lösung 
keine Flexibilität zur Anpassung der Kopplungsstrukturen nach der Produktionsphase. Durch die 
Reduktion der Komplexität lässt sich bei Notwendigkeit zur Anpassung der Kopplungsstrukturen 
auf Grund der definierten Schnittstellen eine geeignete Lösung mit weniger Aufwand realisieren. 
Diese Lösung wird im Allgemeinen im Hinblick auf die Effizienz ungünstiger sein als eine im 
Detail erarbeitete Realisierung, die unmittelbar in die Architektur des ASIPs integriert ist. 
Rekonfigurierbare Komponente / eFPGA: Eine weitere Alternative ist die Realisierung der 
Kopplungsstrukturen auf eine weitere rekonfigurierbare Komponente (neben der anwen-
dungsspezifischen eFPGA-Komponente) oder auf das anwendungsspezifische eFPGA als 
rekonfigurierbare Komponente. Die Verwendung und Abbildung der Kopplungsstrukturen auf 
eine rekonfigurierbare Komponente ist dabei eine attraktive Alternative, da ein hohes Maß an 
Flexibilität durch die Möglichkeit zur Anpassung der Kopplungsstrukturen nach der 
Produktionsphase vorhanden ist. Wiederum müssen die entsprechenden Schnittstellen zwischen 
den einzelnen Architekturkomponenten zuvor geeignet definiert werden. Auf Grund der 
Möglichkeiten zur Rekonfiguration bietet diese Lösung allerdings eine größere Flexibilität bei 
der Definition der Schnittstellen. Die Abbildung der Kopplungsstrukturen auf eine rekon-
figurierbare Komponente wird im Allgemeinen in höheren physikalischen Kosten im Vergleich 
zu dedizierten Lösungen resultieren. Bei Verwendung des eFPGAs zur Umsetzung der Kopplung 
reduziert sich einerseits die Anzahl der Komponenten in der Gesamtarchitektur. Andererseits 
wird die Abbildung von Kontrollstrukturen auf ein eFPGA, das z. B. auf arithmetikorientierte 
Datenpfade zugeschnitten ist, signifikant höhere Kosten im Vergleich zu einer herkömmlichen 
z. B LUT-basierten rekonfigurierbaren Komponente oder einer dedizierten Komponente 
verursachen. 
Eine optimale Realisierung einer Kopplungsstruktur, bei der sowohl die Effizienz als auch die 
Flexibilität berücksichtigt werden, ist eine heterogene Lösung, die aus einer geeigneten 
Mischung der zuvor beschriebenen Möglichkeiten besteht und die Vorteile der einzelnen 
Alternativen kombiniert. 
Als vierte weitere Variante (siehe nachfolgende Tabelle 4.1) können eFPGA und ASIP so 
miteinander gekoppelt werden, dass die Leitungen des ASIPs mit den Anschlüssen des eFPGAs 
verbunden werden, ohne dass dedizierte Kopplungsstrukturen apriori festgelegt werden. So 
können z. B. die Busse der Registerbank und weitere globale Ressourcen des ASIPs als 
Anschlüsse nach außen geführt werden und an globale Leitungen des eFPGAs angeschlossen 
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werden. Somit lassen sich eFPGA und ASIP rudimentär koppeln. Für viele Anwendungen, bei 
der z. B. lediglich ein Operator zur Beschleunigung auf das eFPGA ausgelagert wird, ist eine 
solche Kopplung ausreichend. Der Komfort, der durch dedizierte Kopplungsstrukturen (z. B. 
Operationen-Tabellen wie im Nachfolgenden beschrieben) erreicht werden soll, ist mit einem 
nicht erforderlichen Mehraufwand verbunden. Falls jedoch nachträglich komplexere 
Kopplungsstrukturen realisiert werden sollen, kann dies mit erheblichem Aufwand verbunden 
sein. 
Implementierungsvariante Eigenschaften 
ASIP 
• alle Kontrollstrukturen im ASIP 
• günstig bzgl. physikalischer Kosten 
• keine Rekonfiguration im Feld 
Dedizierte Komponente 
• zusätzliche Komponente erfordelich 
• Reduzierte Komplexität der Einzelkomponenten 
• günstig bzgl. physikalischer Kosten 
• keine Rekonfiguration im Feld 
Rekonfigurierbare 
Komponente 
• Abbildung von Kontrollstukturen auf RPU 
• höhere physikalische Kosten 
• flexible Lösung 
• Rekonfiguration im Feld 
Ohne dedizierte 
Kopplungsstuktur 
• Verbindungsleitungen zwischen eFPGA und ASIP 
• elementarste Lösung 
• kein Overhead durch dedizierte Stukturen 
• günstige Lösung für einfache Anwendungsfälle 
Tabelle 4.1 Implementierungsvarianten der ASIP-eFPGA-Kopplung 
Nach der Beschreibung der Realisierungsmöglichkeiten der Kopplungsarchitektur in Bezug auf 
die Wahl eines geeigneten Architekturblocks wird nun nachfolgend das Verhalten einer ASIP-
eFPGA-Architektur zur Laufzeit allgemein und insbesondere im Hinblick auf die Kopplung 
zwischen ASIP und eFPGA beschrieben. Aus Sicht des eFPGAs lassen sich die an den 
Schnittstellen zum eFPGA kommunizierten Datenwörter bezüglich ihrer Bedeutung zunächst 
nicht differenzieren. Es kann nicht unterschieden werden, ob es sich um Daten zur Berechnung 
oder Befehle zur Steuerung der Verarbeitung von Daten handelt. Durch die Konfiguration des 
eFPGAs wird die Bedeutung festgelegt. Durch die Möglichkeit die Interpretation der 
Datenwörter durch die Konfiguration des eFPGAs zu bestimmen, besteht ein hohes Maß an 
Flexibilität. Das Laufzeitverhalten der gesamten Architektur kann so unmittelbar vor Beginn der 
Laufzeit entsprechend realisiert werden. Um die Flexibilität garantieren zu können, ist es somit 
erforderlich, dass das eFPGA über entsprechende Schnittstellen Zugriff auf die globalen 
Ressourcen des ASIPs hat und darüber hinaus den Zustand der ASIP-Pipeline bei Bedarf 
beobachten und ggfs. beeinflussen kann. Wie bereits diskutiert, wird durch die Konfiguration 
festgelegt, ob die einzelnen Schnittstellen ausgewertet oder ignoriert werden. 
Nachfolgend wird ein allgemeines Konzept zur Kopplung von ASIP und eFPGA beschrieben, 
das als mögliche Realisierungsform eine hybride Umsetzung der Kontrollstrukturen betrachtet 
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und auf den bisherigen Überlegungen basiert. Ausgangspunkt der Betrachtung ist dabei ein 
Befehl aus der Befehlssatzarchitektur des ASIPs, der allgemein sowohl eine Operation auf dem 
ASIP als auch eine eFPGA-Operation initiiert (siehe Abbildung 4.6). Analog zu einem VLIW-
Befehl einer VLIW-Prozessorarchitektur beinhaltet ein solcher Befehl zwei atomare Befehle 
(siehe auch Abschnitt 3.1). Zum einen ist ein atomarer Befehl der eine Berechnung auf dem 
ASIP und die Steuerung der ASIP-Pipeline bewirkt im ganzen Befehlswort enthalten. Der andere 
atomare Befehl dient der Steuerung des eFPGAs und ist somit für die Ausführung einer 
Operation auf dem eFPGA verantwortlich. Aus Sicht des eFPGAs ist der Inhalt dieses atomaren 
Befehlswortes lediglich eine Folge von Bits, die entsprechend interpretiert  und durch einfache 
dedizierte Strukturen sowie auf dem eFPGA konfigurierte Strukturen ausgewertet wird (siehe 
oben). Im einfachsten Fall handelt es sich lediglich um genau ein Bit, das signalisiert, ob eine 
eFPGA-Operation ausgeführt wird. Bei Aktivierung einer eFPGA-Operation durch den aktuellen 
Befehl wird im ASIP dementsprechend ein Registerfeld (globale Ressource) gesetzt, das den 
Status einer aktiven eFPGA-Operation repräsentiert. Weitere evtl. benötigte Steuerdaten und 
Daten, die der eigentlichen Berechnung (eFPGA-Operation) zugeführt werden, können z. B. in 
der Registerbank des ASIPs oder einem entsprechenden Datenspeicher abgelegt sein. Der Daten-
speicher wird dabei mit Hilfe eines dedizierten Speicher-Controllers adressiert. Der Teil der 
Registerbank, der vom eFPGA verwendet wird, kann, falls dies auf Grund der Auflösung von 
Datenabhängigkeiten erforderlich ist, durch entsprechende Signalisierung der Aktivität der 
eFPGA-Operation für die Dauer der eFPGA-Operation für den Zugriff durch den ASIP gesperrt 
sein. Für den Zugriff auf weitere erforderliche Daten (Datenspeicher oder Registerbank) müssen 
u. a. im eFPGA elementare Kontrollstrukturen konfiguriert werden, die den Daten- und 
Kontrollfluss steuern. Da die Dauer der Berechnung einer eFPGA-Operation deterministisch ist, 
umfassen diese Kontrollstrukturen dabei z. B. einen einfachen Zeitgeber (auch als Watchdog 
bezeichnet). Diese Zeitgeber signalisiert die Beendigung der jeweiligen eFPGA-Operation an 
den ASIP. Die an die entsprechenden Stellen im Datenspeicher oder der Registerbank zurückge-
schriebenen Ergebnisse der eFPGA-Operation werden dann freigegeben und können für nach-
folgende Berechnungen verwendet werden. Dieses grundlegende Konzept der Kopplung 
zwischen ASIP und eFPGA erfordert dabei kein Anhalten der ASIP-Pipeline. Lediglich 
Datenabhängigkeiten müssen zuvor in der Programmierung oder durch den Compiler aufgelöst 
werden und durch evtl. Blockieren der betroffenen globalen Ressourcen während der Laufzeit 
berücksichtigt werden. Dabei muss der Programmierer oder entsprechend der Compiler die 
Latenzen und Durchsatzrate der verwendeten eFPGA-Operation kennen. Bisher wurde die 
Verwendung einer eFPGA-Operation betrachtet. Das beschriebene Konzept lässt sich analog 
durch Hinzufügen der bisher erläuterten erforderlichen Ressourcen auf die Verwendung von 
mehreren eFPGA-Operationen gleichzeitig erweitern. Dieses Konzept bietet viele Freiheitsgrade 
zur Kopplung zwischen ASIP und eFPGA. Es kann die größtmögliche Nebenläufigkeit von 
ASIP und eFPGA garantiert werden. Weiterhin werden viele unterschiedliche Anforderungen, 
die durch die jeweilige eFPGA-Operation gestellt werden, adressiert. So lässt sich z. B. die 
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Verwendung eines komplexen eFPGA-Operators mit hohem Datendurchsatz unter Zugriff auf 
einen Datenspeicher ebenso wie eine Ein-Zyklus-Operation unter Zugriff auf die Registerbank 
des ASIPs auf Basis dieses Konzeptes umsetzen. 
 
Abbildung 4.6 Allgemeines Konzeptes zur Kopplung von ASIP und eFPGA 
Eine allgemeine Umsetzung des zuvor beschriebenen allgemeinen Konzeptes war nicht reali-
sierbar, da u. a. die Übersetzung der LISA-Beschreibung in eine synthetisierbare HDL-
Repräsentation nur eingeschränkt und z. T. gar nicht möglich war (siehe auch [134]). Im Rahmen 
der eingeschränkten Möglichkeiten der zur Verfügung stehenden ASIP-Entwicklungswerkzeuge 
wurden die im Nachfolgenden beschriebenen exemplarischen Kopplungsmechanismen 
umgesetzt. Diese Kopplungsmechanismen sind dabei Basis der im Rahmen dieser Arbeit 
durchgeführten Evaluierung von ASIP-eFPGA-Architekturen. Für weitere Untersuchungen ist 
die Realisierung des zuvor beschriebenen Konzeptes erstrebenswert. 
Um die unterschiedlichen Anforderungen einer Anwendung an die Kopplung zwischen AISP 
und eFPGA zu adressieren, wurden unterschiedliche Kopplungskonzepte entwickelt und verwen-
det. Weitgehende Teile der Kopplungsarchitektur können nahtlos in die Architektur des ASIPs 
integriert werden. Nicht im Prozessor implementierte Strukturen, die zur Kopplungsarchitektur 
gehören, werden hier als generische Komponenten realisiert, die eine flexible Anpassung auf die 
jeweiligen Erfordernisse erlauben. Die Erweiterung der Befehlssatzarchitektur des ASIPs um 
entsprechende eFPGA-Custom-Instructions abstrahiert die Verwendung der Kopplungs-
architektur und erleichtert so die Abbildung von Anwendungen auf ASIP-eFPGA-Architekturen 
(siehe auch Abschnitt 4.3). 
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4.2.1.1 Enge Kopplung (Tightly-Coupled, TC) 
In Abbildung 4.7 ist exemplarisch ein Prinzipschaltbild der hier umgesetzten engen Kopplung 
zwischen ASIP und eFPGA dargestellt, bei der die Pipeline des ASIPs angehalten und der 
Datenaustausch zwischen ASIP und eFPGA mit Hilfe der zentralen Registerbank des ASIPs 
realisiert wird. Das Indexfeld einer eFPGA-Custom-Instruction (efpga_TC, siehe Abbildung 4.7) 
aus dem Befehlssatz des ASIPs wird zur Adressierung einer Speichertabelle (eFPGA-
Operatortabelle) verwendet. Im entsprechenden Eintrag dieser Tabelle sind charakteristische 
Merkmale des zugehörigen ausgelagerten eFPGA-Operators wie z. B. die Anzahl der 
erforderlichen Taktzyklen zur Abarbeitung des Operators (Op. 5 in Abbildung 4.7) und die 
Adresse des Operators auf dem eFPGA gespeichert. Ein Strukturelement, das ein Signal zum 
Anhalten der Pipelineregister des ASIPs generiert, wertet das Feld aus, in dem die Anzahl der er-
forderlichen Taktzyklen (delay) gespeichert ist. 
 
Abbildung 4.7 Prinzipschaltbild enge Kopplung zwischen ASIP und eFPGA 
Die Erzeugung eines Haltesignals ist dann erforderlich, wenn die Verarbeitungszeit für den 
adressierten eFPGA-Operator mehr als ein Taktzyklus des ASIPs beträgt. Mit Hilfe des 
Tabelleneintrags, der die Operatoradresse beinhaltet, wird der gewünschte eFPGA-Operator auf 
dem eFPGA ausgewählt. Die Quelloperanden (rs1, rs2, rs3) werden vom Ausgang des Pipeline-
Registers zwischen der Decode- und Execute-Stufe zum eFPGA-Operator übertragen. In 
Abhängigkeit der Komplexität des ausgewählten Operators wird die ASIP-Pipeline dann 
angehalten. Nach dem Beenden der Operation wird die Pipeline wieder freigegeben und das 
Ergebnis wird vom eFPGA-Operator zum Pipeline-Register zwischen Execute- und Memory-
Stufe übertragen. Unter Berücksichtigung von Forwarding-Mechanismen (siehe auch 
Abschnitt 4.1.3) wird das Ergebnis der eFPGA-Operation in der Writeback-Stufe des ASIPs in 
die zentrale Registerbank (Zieloperand rd) geschrieben. 
Wenn ein auf das eFPGA ausgelagerter Operator i eine Laufzeit teFPGA,Opi von einer bis wenigen 
Prozessortaktperioden TASIP benötigt, wird eine enge Kopplung zwischen eFPGA und AISP 
realisiert. Die Kommunikation erfolgt über die Registerbank des ASIPs. Dementsprechend 
müssen Schnittstellen zwischen ASIP und eFPGA vorgesehen werden. Der ASIP kontrolliert den 
Zugriff auf die Registerbank. Die Synchronisierung zwischen ASIP und eFPGA wird durch 
Anhalten der Pipeline des ASIPs realisiert, falls die Ausführung der Operation auf dem eFPGA 
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mehr als einen Taktschritt erfordert. Die Zeit tASIP,stall,Opi, die der ASIP angehalten wird, ist gleich 
der Laufzeit des eFPGA-Operators (tASIP,stall,Opi= teFPGA,Opi). Abgrenzend kann der ASIP bei 
einem Interrupt-gesteuerten Synchronisationsmechanismus parallel zum eFPGA Befehle 
abarbeiten, falls eine von dem eFPGA-Operator unabhängige Berechnung auf dem ASIP 
existiert (siehe lose Kopplung im nachfolgenden Abschnitt). Die Kohärenz wird durch eine Inter-
rupt-Service-Routine (ISR) auf dem ASIP sichergestellt. Die ISR wird aufgerufen, wenn eine 
Berechnung auf dem eFPGA beendet ist und entsprechend ein Interrupt beim Prozessor an-
gefordert wird. Mit Hilfe der ISR werden die für den Prozessor relevanten Informationen bzgl. 
der eFPGA-Berechnung kommuniziert (Adresse des Datenspeichers mit berechneten Ergeb-
nissen, Statusinformationen, etc.). Die Laufzeit für die Abarbeitung der ISR beträgt tISR. Wenn 
tISR >> tASIP,stall,Opi gilt, wird für die Operation i eine enge Kopplung zwischen eFPGA und ASIP 
realisiert. Das TC-Kopplungskonzept lässt sich eindeutig der Kopplungsklasse RFU zuordnen, 
da das eFPGA aus Sicht des ASIPs als zusätzliche funktionale Einheit erscheint. In der 
nachfolgenden Abbildung 4.8 ist exemplarisch ein in den Befehlsbaum aus Abbildung 4.2 
eingefügter eFPGA-Befehl für den TC-Modus vereinfacht dargestellt. Neben der Einordnung in 
den Baum ist auch die Codierung des CI-Befehls illustriert. In der Codierung ist zu erkennen, 
dass bis zu drei Registerquelloperanden und ein Registerzieloperand im Befehlswort codiert und 
enthalten sind. Weiterhin ist ein Indexfeld (index) mit einer Bitbreite von fünf vorhanden. Somit 
ist eine eFPGA-Operatortabelle mit bis zu 32 Einträgen realisierbar. Neben der Codierung wurde 
die Beschreibung der Syntax und das Verhalten des Befehls in der LISA-Beschreibung 
umgesetzt. 
 
Abbildung 4.8 Einfügen eines eFPGA-Befehls in den Befehlsbaum 
4.2.1.2 Lose Kopplung (Loosely-Coupled, LC) 
Die hier realisierte lose Kopplung ermöglicht die gleichzeitige parallele Abarbeitung von 
Operationen auf dem ASIP und dem eFPGA. Des Weiteren können auf dem eFPGA im 
Gegensatz zur engen Kopplung ebenfalls mehrere eFPGA-Operatoren gleichzeitig abgearbeitet 
werden. Ein vereinfachtes Prinzipschaltbild ist in der Abbildung 4.9 dargestellt. Eine zentrale 
Strukturkomponente ist wiederum die Speichertabelle (vgl. enge Kopplung), in der die zum 
Ablauf erforderlichen Informationen bzgl. der verfügbaren eFPGA-Operatoren abgelegt sind. 
Das Indexfeld einer eFPGA-Custom-Instruction (efpga_LC) adressiert wiederum die 
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Speichertabelle. Die Pipeline des ASIPs wird nicht angehalten. Direkt nachfolgende Befehle im 
Programmspeicher werden unmittelbar abgearbeitet. 
IR
Q
-IF
 
Abbildung 4.9 Prinzipschaltbild lose Kopplung zwischen ASIP und eFPGA 
Die Anzahl der Taktzyklen, die zur Abarbeitung des jeweiligen eFPGA-Operators benötigt 
werden, werden in einem Interrupt-Controller (IRQ-Ctrl.) übernommen. Die verbleibenden 
Restlaufzeiten der einzelnen aktivierten eFPGA-Operatoren (siehe Op. 1, Op. 4 und Op. 5 in 
Abbildung 4.9) werden in jedem Taktzyklus dekrementiert. Sobald ein eFPGA-Operator 
abgearbeitet ist, wird ein Interrupt über eine entsprechende Schnittstelle (IRQ-IF) beim ASIP 
ausgelöst (IRQ). Zusätzlich wird eine Interrupt-Maske (mask) übertragen, damit der Interrupt 
dem entsprechenden eFPGA-Operator zugeordnet werden kann. Wenn Interrupts auf der Seite 
des ASIPs zugelassen sind, wird beim Auftreten eines Interrupts der aktuelle Kontext des ASIPs 
gesichert und eine in Software implementierte ISR angesprungen. In der ISR wird u. a. die 
Interrupt-Maske ausgewertet und in Abhängigkeit des jeweiligen Wertes die zugehörige 
Interrupt-Handler-Funktion angesprungen, in der das Ergebnis der jeweiligen Operation ausge-
wertet und weiterverarbeitet wird. Nach Beendigung des Interrupt-Handlers wird der Prozessor-
kontext wieder hergestellt. Die lose Kopplung erfordert die Realisierung weiterer umfangreicher 
Strukturkomponenten. So muss z. B. die Priorisierung von gleichzeitig auftretenden Interrupts 
sichergestellt werden. Des Weiteren muss z. B. mit Hilfe eines FIFO-Mechanismus be-
werkstelligt werden, dass bei Unterdrückung von Interrupts auf Seite des ASIPs Ereignisse nicht 
verworfen werden, sondern zu einem späteren Zeitpunkt ausgewertet werden können. Die 
Abarbeitung der ISR oder eines Interrupt-Handlers kann z. B. die Sperrung von weiteren 
Interrupts notwendig machen. 
Bei der losen Kopplung wird hier im Gegensatz zur engen Kopplung somit ein Interrupt-ge-
steuerten Synchronisationsmechanismus verwendet. Auch bei dieser Kopplung erfolgt die Kom-
munikation über die Registerbank des ASIPs. Für eine lose Form der Kopplung bietet sich ein 
Operator j an, der zur Berechnung mehrere bis viele Taktzyklen benötigt (ceFPGA,Opj). Ein 
Anhalten des Prozessors bei der Auslagerung eines solchen Operators ist nachteilig, da die 
prinzipiell freien verfügbaren Rechenressourcen des ASIPs nicht genutzt werden. Dies wird 
vermieden, in dem zur Synchronisation der beschriebene Interrupt-Mechanismus realisiert wird. 
Mit diesem Mechanismus ist es einerseits möglich, dass ASIP und eFPGA parallel arbeiten. 
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Andererseits können dadurch, dass die Pipeline des ASIPs nicht angehalten wird, mehrere 
eFPGA-Operatoren initiiert und parallel ausgeführt werden. Wenn die Berechnung auf dem 
eFPGA abgeschlossen ist, wird ein Interrupt ausgelöst, der dem ASIP signalisiert, dass vom 
eFPGA berechnete Daten zur Verfügung stehen. Wie bereits oben beschrieben, wird eine ISR 
abgearbeitet, die cISR Taktzyklen benötigt. Dementsprechend ist für den Operator j eine lose 
Kopplung angezeigt, wenn cISR << ceFPGA,Opj gilt (vgl. auch enge Kopplung). Des Weiteren muss 
eine von der eFPGA-Operation unabhängige Operation zur Verarbeitung auf dem ASIP 
vorhanden sein, da sonst während der Verarbeitung der eFPGA-Operation z. B. NOP-Befehle 
(No-Operation) auf dem ASIP ausgeführt werden müssen. Die Verarbeitung von NOP-Befehlen 
verursacht üblicherweise eine höhere Verlustleistungsaufnahme als eine angehaltene ASIP-
Pipeline. Das LC-Kopplungskonzept lässt sich ebenso wie die nachfolgenden 
Kopplungskonzepte nicht in eine der in 3.4 vorgestellten Kopplungsklassen einordnen, da der 
Datenaustausch über die Registerbank des Prozessors erfolgt, obwohl das eFPGA die Funktion 
eines Coprozessors hat. Operationen, die eine hohe Rechenleistung bei gleichzeitig geringer 
Datenkommunikation erfordern, sind für diese lose Kopplung geeignet. 
4.2.1.3 Lose Kopplung mit Speicheranbindung (LC−MEM) 
Wenn eine hohe Datenbandbreite bei komplexen Operatoren erforderlich ist, stellt die 
Kommunikation über die zentrale Registerbank einen Engpass dar. Durch die Anbindung des 
eFPGAs mit Hilfe eines Speicher-Controllers kann der Zugriff auf den Datenspeicher realisiert 
werden. Die Synchronisation erfolgt wiederum mit Hilfe eines geeigneten Interrupt-
Mechanismus. Dadurch besteht die Möglichkeit, dass Prozessor und eFPGA parallel arbeiten. Da 
beide Architekturkomponenten einen gemeinsamen Datenspeicher verwenden, muss die 
Kohärenz sichergestellt werden. Die Strukturkomponenten zur Kopplung müssen entsprechend 
erweitert werden. So müssen z. B. die Speicherlese- und -schreibadressen der eFPGA-
Operatoren verarbeitet werden. Dazu wird im Speicher-Controller eine einfache Adressiereinheit 
vorgesehen. Steuerinformationen werden bei diesem Kopplungsmechanismus mit Hilfe der 
zentralen Registerbank des ASIPs kommuniziert. Entsprechend ist der LC-MEM-
Kopplungsmechanismus ebenfalls nicht eindeutig einer der in Abschnitt 3.4 vorgestellten 
Kopplungsklassen zuzuordnen. 
4.2.1.4 Hybride Kopplung 
Als hybride Kopplung wird nachfolgend die Kombination der bereits vorgestellten Kopplungs-
konzepte (enge Kopplung, lose Kopplung sowie lose Kopplung mit Speicheranbindung) 
bezeichnet. Dieser Kopplungsmechanismus eignet sich für Anwendungen, bei denen sowohl 
Operatoren auf Basis einer engen Kopplung (TC) als auch Operatoren für eine lose Kopplung 
(LC, LC-MEM) ausgelagert werden können. Eine hybride Kopplung erfordert einen 
umfangreichen Realisierungsaufwand, da die einzelnen Kopplungsmechanismen aufeinander 
abgestimmt und gemeinsam nutzbare Strukturkomponenten zur Minimierung des Aufwands 
verwendet werden müssen. 
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4.2.1.5 Realisierungsvarianten 
In der nachfolgenden Tabelle 4.2 sind die zuvor erläuterten Kopplungsmodi (TC, LC, LC-MEM 
und hybrid) zusammenfassend bzgl. wesentlicher Merkmale dargestellt. 
Kopplungs-
modus 
Komplexität der aus-
gelagerten Operationen 
Daten-
kommunikation 
Synchronisation  
(ASIP-eFPGA) 
TC niedrig Registerbank Anhalten der ASIP-Pipeline 
LC hoch Registerbank Interrupt-Mechanismus 
LC-MEM hoch Datenspeicher Interrupt-Mechanismus 
hybrid variabel Registerbank & Datenspeicher 
Anhalten der ASIP-Pipeline 
/ Interrupt-Mechanismus 
Tabelle 4.2 Realisierte Kopplungsmodi und zugehörige Merkmale 
Zur Realisierung der Kontrollstrukturen (Ctrl) der einzelnen Kopplungsmechanismen wurden im 
Rahmen der vorliegenden Arbeit zwei Möglichkeiten miteinander verglichen und realisiert 
(siehe schematische Darstellung in Abbildung 4.10). Diese Strukturen wurden einerseits 
unmittelbar in der Architektur des ASIPs selbst durch die Erweiterung der entsprechenden LISA-
Beschreibung des ASIPs realisiert (interner Controller). Andererseits wird die Konzeption eines 
Kopplungs-Controllers als zusätzliche Komponente vorgestellt, die separat zwischen ASIP und 
eFPGA eingefügt und mit Hilfe entsprechender Schnittstellen an diese Architekturkomponenten 
angebunden wird (externer Kopplungs-Controller, Abschnitt 4.2.3). Zur Kopplung eines ASIPs 
mit einem eFPGA zu einer heterogenen ASIP-eFPGA-Architektur sind bei beiden Varianten 
Erweiterungen des ASIPs notwendig. Einerseits wird der Befehlssatz des ASIPs um die bereits 
erwähnten Custom-Instructions erweitert, damit die Verarbeitung von ausgelagerten Operationen 
auf dem eFPGA ermöglicht wird. Andererseits muss die Architektur des ASIPs modifiziert 
werden, wenn die Kontrollstrukturen, die die Kommunikation zwischen eFPGA und ASIP ge-
währleisten, als Architekturerweiterungen des ASIPs (interner Controller) realisiert werden. 
 
interner Controller externer Kopplungs-Controller 
Abbildung 4.10 Schematische Gegenüberstellung der betrachteten Realisierungsalternativen 
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4.2.2 Erweiterungen des ASIPs 
4.2.2.1 Enge Kopplung (TC) 
Der Befehlssatz des ASIPs wird in der LISA-Beschreibung um einen Befehl (CI) erweitert, der 
Ausgangspunkt für die Ausführung eines Operators auf dem eFPGA mit enger Kopplung ist. 
Dieser TC-Befehl spannt in der LISA-Beschreibung einen Teilbaum auf, der aus mehreren 
Operationen (OPERATION, siehe Abschnitt 4.1.1) besteht. eFPGA-Operatoren, die auf einem 
solchen Befehl basieren, können bis zu drei Quelloperanden und einen Zieloperanden aus der 
Registerbank haben. Die Anzahl der Operanden wird durch die Wortbreite des Befehls begrenzt. 
In der Syntax und der Codierung dieses Befehls befinden sich Felder für die Operanden-
adressierung der Registerbank. Als Weiteres ist ein Feld erforderlich, das es ermöglicht, den 
gewünschten eFPGA-Operator eindeutig zu identifizieren. Zur Sicherstellung der 
Datenkonsistenz in der Registerbank wird für diese eFPGA-Befehle eine Bypass-Funktionalität 
für die in vorhergehenden Befehlen berechneten Quelloperanden realisiert (vgl. Bypass-Logik in 
Abbildung 4.4). Die Quelloperanden werden in der Decode-Stufe ermittelt und stehen zu Beginn 
der Execute-Stufe der Pipeline an den entsprechenden Schnittstellen zum eFPGA zur Verfügung. 
Analog wird der Ergebnisoperand ebenfalls über eine Schnittstelle aus dem eFPGA in den ASIP 
geschrieben. Der ASIP wird um diese Schnittstellen erweitert. In der nachfolgenden 
Abbildung 4.11 sind alle realisierten Erweiterungen zur in Abbildung 4.4 dargestellten ASIP-
Pipeline abgebildet. Falls die Operation auf dem eFPGA länger als eine Taktperiode dauert, 
muss die Pipeline durch Signalisierung eines Haltesignals angehalten werden, da sonst die 
Konsistenz der Pipeline nicht mehr sichergestellt ist. Bei der Modellierung mit LISA steht ein so 
genannter POLL-Mechanismus zur Verfügung [124]. Mit diesem POLL-Mechanismus ist es 
möglich, einzelne Pipeline-Stufen anzuhalten. Operationen einer angehaltenen Pipeline-Stufe, 
die mit dem Schlüsselwort POLL deklariert sind, werden trotz des Anhaltens der Pipeline 
ausgeführt. 
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Abbildung 4.11 Erweiterungen der ASIP-Pipeline für TC-Befehle 
Damit ist es möglich, in jedem Taktschritt mit Hilfe einer solchen Operation zu überprüfen, ob 
ein Anhalten der Pipeline notwendig ist bzw. weiterhin aufrecht erhalten werden muss. Eine 
solche Operation befindet sich im Teilbaum des eFPGA-Befehls und ist der Execute-Stufe 
zugeordnet. Das Haltesignal wird in der Decode-Stufe erzeugt, damit es in der Execute-Stufe 
ausgewertet werden kann. Dies ist möglich, da die Information, ob die Pipeline auf Grund eines 
eFPGA-Befehls angehalten wird, a priori bekannt ist. Die Realisierung des Haltesignals kann 
intern durch die Realisierung entsprechender Kontrollstrukturen im ASIP erfolgen oder mit Hilfe 
eines externen Kopplungs-Controllers (siehe nachfolgenden Abschnitt Lose Kopplung). Die zur 
internen Generierung des Haltesignals notwendigen Kontrollstrukturen, um die die Pipeline des 
ASIPs aus Abbildung 4.4 erweitert wurden, sind in Abbildung 4.11 dargestellt. Als zusätzliche 
Ressourcen werden in der Beschreibung des ASIPs eine eFPGA-Operationen-Registerbank und 
Zählerregister hinzugefügt. In der Decode-Stufe wird das bereits beschriebene Feld zur 
Identifikation der eFPGA-Operation verwendet, um die eFPGA-Operationen-Registerbank zu 
adressieren. Die Registerinhalte dieser Registerbank beinhalten jeweils ein Feld, um einen Zähler 
zu initialisieren (cntr) und einen Index, der den gewünschten Operator im eFPGA adressiert. Die 
Wortbreiten des Feldes zur Identifikation des eFPGA-Operators (wid,TC), für die Zähler (wcntr,TC) 
und den Index (windx,TC) sind festzulegende Architekturparameter. Der Index wird in der Execute-
Stufe über eine entsprechende Schnittstelle zum eFPGA übertragen. Wenn der vorhergehende 
Befehl ebenfalls ein eFPGA-Befehl ist, der ein Anhalten der Pipeline erfordert, wird dies durch 
ein Register-Flag (stall flag) in dem Pipeline-Register DC/EX angezeigt. Dementsprechend wird 
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der Wert (cntr) aus der Registerbank zur Initialisierung des zweiten Zählers (next) verwendet. In 
der Execute-Stufe werden die Zähler nacheinander dekrementiert. Wenn der Zählerinhalt gleich 
Null ist, wird der Wert an der Ergebnisschnittstelle zum eFPGA in das Pipeline-Register 
EX/MEM (res) geschrieben. Das Haltesignal wird dann aufgehoben. 
4.2.2.2 Lose Kopplung (LC) 
Analog zur engen Kopplung wird zur Realisierung der losen Kopplung ein zusätzlicher eFPGA-
Befehl mit den zugehörigen Operationen in der LISA-Beschreibung hinzugefügt. Wiederum 
befinden sich in der Syntax und der Codierung des Befehls Felder für die Adressen von drei 
Quell- und einem Zieloperand sowie ein Feld zur Identifikation des eFPGA-Operators. Es sind 
die gleichen Schnittstellen zwischen ASIP und eFPGA wie bei der engen Kopplung notwendig. 
Da die Synchronisation bei der losen Kopplung mit Hilfe von Interrupts erfolgt, wird der ASIP 
um weitere Befehle und Operationen ergänzt. Das Interrupt-Signal kann dabei extern in einem 
Kopplungs-Controller (siehe Abschnitt 4.2.3 – Lose Kopplung) oder wie nachfolgend 
beschrieben intern auf Basis eines Zählers erzeugt werden. 
Zur internen Realisierung der Kontrollstrukturen müssen dem ASIP wiederum eine eFPGA-
Operationen-Registerbank, ein Zähler und ein Interrupt-Kontrollmechanismus (siehe 
Abbildung 4.14) hinzugefügt werden. Die Operationen-Registerbank enthält analog zur engen 
Kopplung einen Eintrag für den Index des eFPGA-Operators (index) und einen Wert zur 
Initialisierung des Zählers (cntr). Die Wortbreiten des Zählers (wcntr,LC), des Index (windx,LC) und 
des Feldes zur Identifikation des eFPGA-Operators (wid,LC) sind Architekturparameter. Das hier 
erarbeitete und vorgestellte Konzept erlaubt die Ausführung genau eines eFPGA-Befehls mit 
loser Kopplung zu einem Zeitpunkt. Dabei können mehrere eFPGA-Operationen, die auf Basis 
des LC-Modus ausgeführt werden, konfiguriert sein und innerhalb einer Anwendung ausgeführt 
werden. Dem Befehlssatz des ASIPs wird daher ein weiterer Befehl hinzugefügt, der es 
ermöglicht, in einer Anwendung in Software zu überprüfen, ob bereits ein eFPGA-Befehl mit 
loser Kopplung ausgeführt wird. Dabei wird der Inhalt eines Statusregisters abgefragt, das die 
Ausführung eines eFPGA-Befehls mit loser Kopplung signalisiert. Die Ausführung eines 
eFPGA-Befehls mit loser Kopplung bewirkt, dass in der Decode-Stufe die eFPGA-Operationen-
Registerbank adressiert wird und der Zähler mit einem Wert aus der Registerbank initialisiert 
wird (siehe linke Seite in Abbildung 4.12). Der eFPGA Operatorindex zur Adressierung des 
gewünschten eFPGA-Operators wird in der darauffolgenden Execute-Stufe auf die dafür 
vorgesehene Schnittstelle geschrieben. Gleichzeitig wird ein globales Register-Flag (efpga_lc 
flag) gesetzt, das signalisiert, dass sich gerade eine eFPGA-Instruktion mit loser Kopplung in 
Bearbeitung befindet. Der Zähler wird nachdem die eFPGA-Instruktion gestartet wurde, in der 
Fetch-Stufe dekrementiert bis der Zählerinhalt gleich Null ist (siehe rechte Seite in 
Abbildung 4.12). Wenn der Zählerinhalt gleich Null ist und ein eFPGA-Befehl mit loser 
Kopplung gestartet wurde, wird im Pipeline-Register FE/DC ein Flag zur Signalisierung eines 
Interrupts (irq) gesetzt. Dieses Flag wird durch die Pipeline des ASIPs geführt und mit Hilfe der 
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in Abbildung 4.14 dargestellten Erweiterungen der ASIP-Pipeline zur Realisierung des Interrupt-
Kontrollmechanismus ausgewertet. 
Abbildung 4.12 Erweiterung des ASIPs um interne Strukturen zur LC-Kopplung 
Wenn ein Interrupt signalisiert wurde, wird in der Fetch-Stufe der Programmzähler mit einem 
Register geladen, das die Adresse enthält, an der sich im Programmcode die ISR befindet 
(ISR ADR). Gleichzeitig wird der Wert der an der Ergebnisschnittstelle vom eFPGA anliegt in 
einem Register (iRES) gesichert (siehe Abbildung 4.13). In der Decode-Stufe wird die 
Programmadresse gesichert, die ohne Auftreten des Interrupts die Adresse des nächsten Befehls 
gewesen wäre. In der Memory-Stufe werden die Statusregister der ALU (Z, N, C, V) in den 
entsprechenden Interrupt-Statusregistern (iZ, iN, iC, iV) gesichert. Der Stackpointer wird in dem 
Register iSP in der Writeback-Stufe gesichert. In der ISR, die nach Anforderung des Interrupts 
angesprungen wird, werden die Registerinhalte der Registerbank des Prozessors auf dem Stack 
gesichert. Das vorher gesicherte Ergebnis von der Schnittstelle zum eFPGA wird in ein Register 
geschrieben. Danach wird eine Interrupt-Handler-Funktion angesprungen, die die weitere 
Verarbeitung dieses Ergebnisses initiiert. Nach dem Rücksprung aus dieser Funktion wird der 
alte Prozessorkontext wiederhergestellt und das Programm an der Stelle fortgeführt, an der der 
Interrupt aufgetreten ist. Bei der Verwendung eines externer Kopplungs-Controller können hier 
mehrere gleichzeitig auftretende Interrupts verarbeitet werden. Dem ASIP werden 
dementsprechend Ressourcen hinzugefügt. Es wird eine Schnittstelle, über die Interrupts 
signalisiert werden, mit der Wortbreite wirq vorgesehen. Die Anzahl der möglichen Interrupt-
Quellen wird durch den Architekturparameter wirq bestimmt. Diese Schnittstelle ermöglicht die 
Identifikation aus welcher Quelle ein Interrupt stammt. 
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Abbildung 4.13 Erweiterungen der Pipeline zur LC-Kopplung in der Fetch-Stufe 
Ein Register zur Speicherung des Inhaltes dieser Schnittstelle wird hinzugefügt und wird in der 
Interrupt-Handler-Funktion ausgewertet. Zur Vermeidung von Konflikten während der Interrupt-
Behandlung wird eine Schnittstelle, die 1 Bit breit ist, zur Maskierung ergänzt. Über diese 
Schnittstelle wird zu Beginn einer Interrupt-Behandlung signalisiert, dass keine weitere 
Interrupt-Anfrage aktuell verarbeitet wird. Nach der Verarbeitung der Interrupt-Anfrage wird die 
Maskierung zurückgesetzt, so dass erneut ein Interrupt ausgelöst werden kann. Sonst entspricht 
der Interrupt-Kontrollmechanismus der in Abbildung 4.14 gezeigten und bereits erläuterten 
Darstellung. 
 
Abbildung 4.14 Pipeline-Erweiterung um Interrupt-Kontrollmechanismus für LC-Befehle 
4.2.2.3 Lose Kopplung mit Speicheranbindung des eFPGAs (LC-MEM) 
Entsprechend der zuvor besprochenen losen Kopplung, bei der die Operanden aus der 
Registerbank an das eFPGA übergeben werden, wird bei der losen Kopplung mit 
Speicheranbindung des eFPGAs an den Datenspeicher ein eFPGA-Befehl im Befehlssatz des 
ASIPs realisiert. Für diese Kopplung wird ausschließlich eine Realisierung auf Basis eines 
Kopplungs-Controllers betrachtet (siehe Abschnitt 4.2.3 – Lose Kopplung mit Speicheran-
bindung). Es werden die gleichen Schnittstellen zur Übergabe von drei Quelloperanden und 
einem Zieloperand in der Execute-Stufe der ASIP-Pipeline vorgesehen. In den Quelloperanden 
werden Adressen für den Speicherzugriff und die Dauer der Operation übergeben. Im 
Zieloperand können je nach Implementierung des eFPGA-Operators Statusinformationen des 
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ausgeführten Operators zurückgegeben werden. Die Eingangs- und Ergebnisdaten für den 
jeweiligen eFPGA-Operator werden direkt aus dem Datenspeicher gelesen bzw. in den 
Datenspeicher geschrieben. 
4.2.2.4 Hybride Kopplung 
Zur Realisierung der hybriden Kopplung, die die Ausführung von eFPGA-Befehlen sowohl mit 
enger als auch mit loser Kopplung ermöglicht, wird ebenfalls ein Teilbefehlsbaum realisiert. 
Dabei beinhaltet die Wurzeloperation dieses Teilbaums alle Syntax- und Codierungselemente 
sowie Teile der Verhaltensbeschreibung, die in den zuvor beschriebenen Befehlen zur engen und 
losen Kopplung sowie losen Kopplung mit Speicheranbindung identisch sind. Für jeden 
Kopplungsmodus werden die entsprechenden Ressourcen in der LISA-Beschreibung des ASIPs 
hinzugefügt. 
4.2.3 Konzeption und Entwurf generischer Kopplungs-Controller 
Als zweite Variante zur Realisierung der Kopplung zwischen ASIP und eFPGA, werden 
nachfolgend die Konzeption und der Entwurf generischer Kopplungs-Controller beschrieben. 
Bei der Konzeption dieser Kopplungs-Controller zur Sicherstellung der Kommunikation 
zwischen ASIP und eFPGA ist im ASIP eine zusätzliche Schnittstelle notwendig. Auf diese 
Schnittstelle wird in der Fetch-Stufe das aktuell aus dem Programmspeicher geholte Befehlswort 
geschrieben (siehe Abbildung 4.15). Die nachfolgend beschriebenen Kopplungs-Controller 
wurden mit Hilfe der Hardwarebeschreibungssprache VHDL realisiert. Die Beschreibung ist 
generisch, so dass die realisierten Kopplungs-Controller an die jeweiligen Erfordernisse 
angepasst werden können. 
4.2.3.1 Enge Kopplung (TC) 
In Abbildung 4.15 ist ein vereinfachtes Blockschaltbild des Kopplungs-Controllers zu sehen. Der 
Controller basiert auf einer dreistufige Pipeline, wobei die einzelnen Stufen jeweils der Fetch-, 
Decode- und Execute-Stufe der ASIP-Pipeline entsprechen. In der Fetch-Stufe des Controllers 
wird das von der Schnittstelle zum ASIP gelesene Befehlswort im Block Signalzuweisung 
verarbeitet. Hier wird aus dem Befehlswort die Adresse für die eFPGA-Operationen-
Registerbank extrahiert (siehe 4.2.2 – Enge Kopplung), wenn es sich bei diesem Befehl um einen 
eFPGA-Befehl handelt (eFPGA-enable). Die Identifikation erfolgt durch eine Bitstelle im Be-
fehlswort. Analog zur Realisierung der internen Kontrollstrukturen (siehe 4.2.2 –
 Enge Kopplung) beinhaltet ein Register der eFPGA-Operationen-Registerbank die Adresse, an 
der sich der Operator i auf dem eFPGA befindet (Wortbreite wOpadr,TC), und einen Wert mit der 
Wortbreite wcntr,TC (vgl. 4.2.2 – Enge Kopplung), der die Dauer der Taktzyklen des Haltesignals 
bestimmt. Im Operationen-Decoder wird der Registerinhalt ausgewertet. Die Operatoradresse 
wird in das Pipeline-Register DC/EX geschrieben. Falls erforderlich, wird ein Signal zum 
Anhalten der Pipeline erzeugt. Der Controller ist so konzipiert, dass eine Verarbeitung von zwei 
im Programmcode aufeinanderfolgenden eFPGA-Befehlen möglich ist. Dabei können beide 
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Befehle ein Anhalten der Pipeline verursachen. Die dazu notwendigen Strukturen sind im 
Operationen-Decoder implementiert und analog zur Realisierung in 4.2.2.1 auf Basis der 
Erweiterung. 
Weiterhin ist in Abbildung 4.15 auf der unteren Seite des Bildes exemplarisch die Ankopplung 
der Leitungen, die aus dem ASIP stammen (hier Quelloperanden), an die am Rand liegenden 
Anschlüsse an ein eFPGA-Cluster gezeigt (siehe auch Abbildung 2.18). Zur Verbindung können 
sowohl die globalen Leitungen als auch die Randanschlüsse zugehöriger Routing Switches und 
Connection Boxes verwendet werden. Zur internen Weiterleitung der angeschlossenen 
Signalleitungen werden die Routingressourcen entsprechend konfiguriert. Falls die vorhandenen 
Routingressourcen nicht ausreichen, können zur Weiterleitung ebenfalls entsprechend 
konfigurierte Logikelemente verwendet werden. 
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Abbildung 4.15 Blockschaltbild Kopplungs-Controller für TC-Befehle 
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4.2.3.2 Lose Kopplung (LC) 
Im Gegensatz zur Realisierung der losen Kopplung auf Basis der LISA-Beschreibung des ASIPs 
(siehe 4.2.2 – Lose Kopplung) ist bei der Realisierung der losen Kopplung mit Hilfe eines 
externen Kopplungs-Controllers die Ausführung mehrerer eFPGA-Befehle mit loser Kopplung 
gleichzeitig möglich. Die Synchronisation erfolgt mit einem Interrupt-Mechanismus. Dazu 
werden die Ressourcen des erweiterten ASIPs zur losen Kopplung genutzt, die Interrupts aus 
mehreren externen Quellen erlauben. Die Struktur des Kopplungs-Controllers ist ähnlich der 
Struktur des Controllers zur engen Kopplung. Operanden werden über die entsprechenden 
Schnittstellen aus der Registerbank des ASIPs gelesen und geschrieben. Bei der losen Kopplung 
ist die Erzeugung von Haltesignalen nicht erforderlich. Die Komponente Operationen-Decoder 
hat als Ausgänge die Adresse der eFPGA-Operationen-Registerbank und einen Wert, der die 
Dauer der angeforderten Berechnung angibt. Die Wortbreiten dieser Ausgänge werden mit den 
Architekturparametern wOpadr,LC und wcntr,LC festgelegt. Der Index zur Adressierung der eFPGA-
Operationen-Registerbank wurde bereits in 4.2.2.2 erläutert. Die Ausgänge des Operationen-
Decoders werden über das Pipeline-Register DC/EX in den Eingang der Komponente Interrupt-
Control geschaltet, die die Berechnung von eFPGA-Operatoren mit loser Kopplung überwacht. 
In dieser Komponente befinden sich u. a. Zählerstrukturen, die die verbleibenden Rechendauern 
der aktuell laufenden Operatoren beinhalten. Die Anzahl der Zähler und damit die Anzahl der 
eFPGA-Befehle mit loser Kopplung, die gleichzeitig betrieben werden können, ist ein 
Architekturparameter (nirq,LC) dieses Kopplungs-Controllers. Alle Zähler, die einer laufenden 
eFPGA-Operation zugeordnet sind, werden synchron dekrementiert. In der Reihenfolge der 
Fertigstellung der Ergebnisse werden Interrupts beim ASIP angefordert. Wenn die Interrupt-
Schnittstelle maskiert ist, werden die Anfragen in einem FIFO gespeichert, so dass keine 
Anfrage verloren geht. Sobald die Maskierung aufgehoben ist, wird eine neue Interrupt-
Behandlung entsprechend des FIFO-Inhalts initiiert. 
4.2.3.3 Lose Kopplung mit Speicheranbindung des eFPGAs (LC-MEM) 
Der Kopplungs-Controller für eine lose Kopplung mit Speicheranbindung entspricht im 
Wesentlichen dem Kopplungs-Controller zur losen Kopplung ohne Speicheranbindung. Es wird 
eine Speicherlogik-Komponente (Memory-Control), die jeweils in Teilen der Decode-Stufe und 
Execute-Stufe zugeordnet ist, hinzugefügt. Die benötigten Speicheradressen zum Lesen und 
Schreiben sowie die Anzahl der lesenden Speicherzugriffe werden über die Schnittstellen zur 
Registerbank des ASIPs an die Speicherlogik übergeben. Die Speicherlogik sorgt dafür, dass 
Daten aus dem Speicher an die zugehörige Operator-Adresse im eFPGA geschrieben werden. 
Der eFPGA-Operator verwendet diese Daten zur Berechnung. Das Rückschreiben der Daten in 
den Datenspeicher wird wiederum von der Speicherlogik realisiert und kontrolliert. In der 
zugehörigen eFPGA-Operationen-Registerbank ist die Operatoradresse und die Anzahl der 
Taktzyklen angegeben, die erforderlich ist, um nach Anlegen eines Operanden aus dem Speicher 
den nächsten Operanden anlegen zu können. Nach Abarbeitung des letzten Operanden wird ein 
Interrupt beim ASIP ausgelöst, so dass das Ende des eFPGA-Befehls signalisiert wird. 
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4.2.3.4 Hybride Kopplung 
Im Rahmen der Arbeit wurde ein Kopplungs-Controller konzipiert und realisiert, der die Ver-
arbeitung von eFPGA-Befehlen mit allen vorgestellten Kopplungsvarianten ermöglicht. Ein 
detailliertes Blockschaltbild das diesen Kopplungs-Controller und die Erläuterung der zuge-
hörigen Signale sind im Anhang B dargestellt. Dieser Kopplungs-Controller ist so realisiert, dass 
eine konfliktfreie gleichzeitige Verarbeitung von eFPGA-Befehlen mit enger und loser 
Kopplung gewährleistet ist. Bei der Realisierung eines hybriden Kopplungs-Controllers können 
die eFPGA-Operationen-Registerbänke für jeden Kopplungsmodus getrennt oder als eine 
gemeinsame Registerbank für alle Modi ausgelegt werden. In der Fetch-Stufe wird die Kom-
ponente Signalzuweisung um die Ermittlung des jeweiligen Kopplungsmodus aus dem Be-
fehlswort erweitert. Die Modus-Information wird über die Pipeline-Stufe FE/DC an den Opera-
tionen-Decoder signalisiert. Der Operationen-Decoder wird so modifiziert, dass sowohl eFPGA-
Befehle mit TC- als auch mit LC-Kopplung verarbeitet werden können. 
4.2.3.5 Architekturparameter eines generischen Kopplungs-Controllers 
Nachfolgend sind in der Tabelle 4.3 eine Auswahl der variierbaren Architekturparameter der 
diskutierten Kopplungs-Controller aufgelistet. 
Architektur-
parameter Erläuterung 
Kopplungs
modus 
wOpadr Wortbreite der Adresse eines Operators auf dem eFPGA TC, LC, LC-MEM 
wcntr 
Wortbreite eines Zählerregisters, das die verbleibende 
Rechenzeit des eFPGA-Operators in Taktzyklen angibt  
TC, LC, 
LC-MEM 
wReg Wortbreite der Adresse einer eFPGA-Operationen-Registerbank TC, LC, LC-MEM 
nFIFO Größe der FIFO-Warteschlange LC,  LC-MEM 
nOp.-Reg. Anzahl der eFPGA-Operationen-Registerbänke hybrid 
wstat Wortbreite des Statuswortes beim Interrupt-Mechanismus LC,  LC-MEM 
wmem Adresswortbreite des Speichers LC-MEM 
wmem,offset Wortbreite des Speicher-Offset LC-MEM 
nirq 
maximale Anzahl der parallel arbeitenden eFPGA-Operatoren, 
die einen Interrupt auslösen  
LC,  
LC-MEM 
Tabelle 4.3 Übersicht der Architekturparameter des Kopplungs-Controllers 
So ist z. B. die maximale Anzahl von Operatoren die gleichzeitig auf dem eFPGA konfiguriert 
sein können (nOp,max), durch die Wortbreite der Adresse eines eFPGA-Operators bestimmt und 
beträgt: 
Opadrw
maxOpn 2, =  (4.1)
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Die Anzahl der benötigten Speicherelemente mBit,Op-Reg für die Realisierung einer eFPGA-
Operationen-Registerbank ergibt sich z. B. für einen Kopplungs-Controller im TC-Modus mit 
denen in Tabelle 4.3 aufgelisteten Architekturparametern zu: 
( )OpadrcntrwRegOpBit wwm Reg +=− ·2,  (4.2) 
Den Einfluss der einzelnen Architekturparameter auf die Realisierungskosten werden im 
nachfolgenden Kapitel 5 im Abschnitt 5.5.2 erläutert. 
4.3 Abbildung von Anwendungen auf ASIP-eFPGA-Architekturen 
Bei der Verwendung einer heterogenen ASIP-eFPGA-Architektur sind die Partitionierung der 
Anwendung und die anschließende Abbildung der einzelnen Teile auf die Architektur-
komponenten Prozessor und RPU herausfordernde Aufgaben. Um eine möglichst effiziente 
Realisierung einer solchen Abbildung zu ermöglichen, müssen sowohl die Eigenschaften der 
Einzelkomponenten als auch die zur Kommunikation zwischen diesen Einzelkomponenten 
notwendigen Strukturen berücksichtigt werden. 
4.3.1 Partitionierung von Anwendungen 
Die Partitionierung einer Anwendung in Anteile, die auf dem Prozessor ausgeführt werden, und 
Anteile, die auf das eFPGA ausgelagert werden, erfordert ein hohes Maß an Erfahrung. Häufig 
kann bereits anhand der Anwendung a priori bestimmt werden, welche Teile sich zur 
Verarbeitung auf dem eFPGA eignen. Der Prozess der Partitionierung kann durch verschiedene 
Methoden unterstützt werden, die nachfolgend kurz erläutert werden. Für die Abbildung von 
Anwendungen aus dem Bereich der digitalen Signalverarbeitung reduziert sich im Allgemeinen 
der Aufwand für die Partitionierung. Üblichweise sind die parallelisierbaren rechenintensiven 
Kerne der Anwendung, die sich zur Auslagerung auf einen Beschleuniger (eFPGA) anbieten, 
a priori bekannt, so dass kontrollorientierte Aufgaben und rechenintensive Datenpfade mit 
moderatem Aufwand voneinander trennen lassen. 
4.3.1.1 Profiling einer Anwendung 
Ausgehend von einer architekturunabhängigen Programmierung der zu partitionierenden An-
wendung in einer Hochsprache (z. B. ANSI-C) wird dieser Programmcode mit Hilfe der 
Software-Entwicklungswerkzeuge des ASIPs verarbeitet. Der daraus resultierende 
Maschinencode wird auf einem Simulator ausgeführt. Wenn der Programmcode funktional 
korrekt ist, wird mit Hilfe der im Rahmen des Simulators verfügbaren Werkzeuge ein 
Laufzeitprofil der Anwendung erstellt. In einem so genannten flachen Profil (Flat-Profile) 
werden die Eigenschaften aller im Programm auftretenden Funktionen dargestellt. In diesem 
Profil sind die Anzahl der Funktionsaufrufe, der prozentuale Anteil an der gesamten 
Ausführungszeit, die Anzahl der benötigten Zyklen und weitere Informationen der jeweiligen 
Funktion aufgelistet. In einem so genannten Callgraph-Profil werden darüber hinaus die 
Abhängigkeiten zwischen den einzelnen Funktionen ermittelt. Das Profil listet die Funktionen in 
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einer hierarchischen Darstellung entsprechend der Reihenfolge der Aufrufe auf. Die Profile 
ermöglichen die Identifikation laufzeitkritischer Funktionen. Nach Analyse der identifizierten 
Funktionen können geeignete Operationen dieser Funktionen zur Abbildung auf das eFPGA 
festgelegt werden. Dazu werden die Kosten, die die Auslagerung auf das eFPGA verursachen, in 
einer ersten Abschätzung berücksichtigt (siehe auch Kapitel 5). Weiterhin wird anhand der 
Komplexität des Operators und dem Aufwand der Kommunikation bei einer Auslagerung die Art 
der Kopplung festgelegt. 
4.3.1.2 Extraktion von Befehlsbäumen 
Im Rahmen der vorliegenden Arbeit wurde eine Methode entwickelt, die die Identifikation von 
Operatoren unterstützt, die sich zur Auslagerung auf das eFPGA eignen [108,109]. Wiederum 
wird von einer architekturunabhängigen Beschreibung der Anwendung z. B. in ANSI-C 
ausgegangen. Dieser Programmcode wird mit Hilfe der zugehörigen Entwicklungswerkzeuge in 
eine Maschinencode-Repräsentation übersetzt. Dieser Maschinencode wird auf einem 
angepassten Simulator ausgeführt. Der Simulator erzeugt eine Datei, die die verarbeiteten 
Befehle in ihrer zeitlichen Reihenfolge enthält. Die dazu notwendige Modifikation wurde 
exemplarisch beim zyklengenauen Simulator der SimpleScalar Umgebung, deren C-Quellcode 
für akademische Zwecke zur freien Verfügung steht, durchgeführt. Die chronologisch 
sequentielle Befehlsfolge wird automatisiert im Hinblick auf zur Auslagerung geeignete 
Befehlsbäume analysiert. Jede ausgeführte Instruktion wird dabei als potentielle Wurzel eines 
Befehlsbaums betrachtet. Die Quelloperanden der Wurzel werden in Zieloperanden der zeitlich 
vorhergehenden Befehle gesucht. Wenn diese dort als Zieloperand verwendet werden, stellen 
diese Befehle den Ausgangspunkt der nächsten Ebene des Befehlsbaums dar. Auf diese Weise 
wird die Befehlsfolge rekursiv analysiert. In Abbildung 4.16 ist exemplarisch die Extraktion 
eines Befehlsbaums aus einer zeitlich sequentiellen Folge von Assemblerbefehlen dargestellt. 
 
Abbildung 4.16 Exemplarische Extraktion eines Befehlsbaums 
Der Startpunkt des extrahierten Befehlsbaum beginnt in der Zeile n mit einem OR-Befehl. 
Sobald ein Operand aus dem Speicher geladen wird, wird die Befehlsbaumsuche abgebrochen 
(siehe Speicherladebefehl ldi in Abbildung 4.16). 
Nach der vollständigen Analyse der Befehlsfolge werden die gefundenen Befehlsbäume 
miteinander verglichen. Es wird ein Profil erstellt, in dem zu erkennen ist, welcher Befehlsbaum 
wie häufig gefunden wurde und sich u. a. daher zur Auslagerung auf das eFPGA eignet. Die 
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gefundenen Befehlsbäume werden auf das eFPGA abgebildet. Die Kosten, die sich für die 
jeweilige Abbildung ergeben, müssen bei der Entscheidung, ob ein Befehlsbaum auf das eFPGA 
ausgelagert wird, berücksichtigt werden. 
4.3.2 Programmierung einer heterogenen ASIP-eFPGA-Architektur 
Nachdem die initiale Partitionierung einer Anwendung für eine ASIP-eFPGA-Architektur fest-
gelegt ist, muss diese partitionierte Anwendung für die Verarbeitung auf der heterogenen Archi-
tektur geeignet beschrieben werden. Dazu wird der in ANSI-C vorliegende Quellcode der 
Anwendung modifiziert. Die zur Auslagerung identifizierten Teile werden durch eFPGA-Be-
fehle ersetzt. Diese Befehle werden durch so genanntes Assembler-Inlining im Programmcode 
realisiert. Das bedeutet, dass diese Befehle bei der Compilation durch den C-Compiler ignoriert 
werden und als entsprechender Assemblerbefehl unter Berücksichtigung der Datenab-
hängigkeiten in die erzeugte Assemblerrepräsentation eingefügt werden. Nach dem Kopplungs-
konzept, das in 4.2 vorgestellt wurde, adressieren eFPGA-Befehle indirekt durch ein Indexfeld in 
der Codierung und der Syntax einen auf dem eFPGA ausgelagerten Operator. Die Eigenschaften 
des Operators sind in der eFPGA-Operationen-Registerbank abgelegt. Diese Tabellen werden zu 
Beginn der Laufzeit initialisiert. Wenn die Kontrollstrukturen im ASIP realisiert sind, wird der 
ASIP um einen Ladebefehl erweitert, der das Laden der eFPGA-Operationen-Registerbank 
ermöglicht. Bei der Realisierung mit einem Kopplungs-Controller wird der Controller so 
angepasst, dass anhand der Codierung des Indexfeldes erkannt wird, ob ein Datum in die 
eFPGA-Operationen-Registerbank geschrieben oder aus der Tabelle gelesen wird. 
Häufig auftretende Custom-Instruktionen werden in Bibliotheken abgelegt, die sowohl die 
Konfigurationsinformationen für das eFPGA enthalten, als auch die Eigenschaften der abge-
bildeten Operatoren. Nach der Abbildung auf das eFPGA wird die Platzierungsinformation den 
Initialisierungsdaten hinzugefügt. Weiterhin besteht die Möglichkeit, Operatoren, die sich nicht 
in einer Bibliothek befinden, auf das eFPGA abzubilden. Somit können je nach Anforderungen 
anwendungsspezifische eFPGA-Operatoren hinzugefügt werden. Damit lässt sich die Architektur 
sehr flexibel an vorgegebene Anwendungen anpassen. 
4.4 Systematischer Entwurf von ASIP-eFPGA-Architekturen 
Im Folgenden wird basierend auf den vorgestellten Konzepten für ASIP-eFPGA-Architekturen 
ein hier erarbeiteter, systematischer Entwurf einer solchen heterogenen Architektur vorgestellt. 
Der Entwurfsablauf gliedert sich dabei in zwei Phasen. In der ersten Phase wird eine initiale 
Partitionierung der gewünschten Anwendungen durchgeführt (siehe Abbildung 4.17). Die 
Festlegung der Architekturparameter und die finale Partitionierung der Anwendungen werden 
iterativ in einer zweiten Phase ermittelt (siehe Abbildung 4.18). 
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Abbildung 4.17 Initiale Partitionierung für die Abbildung auf eine ASIP-eFPGA-Architektur 
4.4.1 Initiale Partitionierung 
Ausgehend von einem geeigneten ASIP-Template wird mit Hilfe der Processor Designer Ent-
wicklungsumgebung oder einem anderen geeigneten Werkzeug aus der Architekturbeschreibung 
des ASIP-Templates Software-Entwicklungswerkzeuge wie Compiler, Assembler, Linker und 
Simulator erzeugt. Mit diesen Werkzeugen können die Anwendungen einer Anwendungsklasse 
verarbeitet werden. Der Simulator liefert ein Profil der jeweiligen Anwendung. Auf Basis der 
Profilinformationen, der Informationen über die Eigenschaften des eFPGA-Templates und 
weiterer Informationen, die z. B. auf Erfahrungswerten des Entwicklers beruhen, wird manuell 
eine initiale Partitionierung der Anwendungen festgelegt. Die festgelegte Partitionierung 
resultiert in einer Modifikation der ASIP-Architektur, einer Festlegung der Architekturparameter 
zum Entwurf eines eFPGA-Makros, einer Spezifikation der Kopplung zwischen ASIP und 
eFPGA und einer Anpassung der Programmierung der jeweiligen Anwendung. Mit Hilfe der 
Kopplungsspezifikation können die benötigten Kontrollstrukturen realisiert werden. Dabei 
basiert die Kopplungsspezifikation auf den besprochenen Konzepten zur ASIP-eFPGA-
Kopplung. 
4.4.2 Ermittlung der Architekturparameter 
Mit Hilfe des eFPGA-Entwurfsablaufs (siehe Abschnitt 2.4.4) wird ein funktionales HDL-
Modell des eFPGAs erzeugt. Dieses Modell lässt sich mit dem ASIP-Modell, in dem die 
Strukturen zur Kopplung eingefügt sind, zu einem gesamten HDL-Modell zusammenfassen. 
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Abbildung 4.18 Iterative Ermittlung der Architektur und der Anwendungspartitionierung 
Mit den Speicherinhalten, die mit den generierten Software-Entwicklungswerkzeugen ermittelt 
werden können, wird eine Simulation der Architektur auf Registertransferebene für die 
realisierte Anwendung durchgeführt. Dadurch lassen sich die Laufzeitwerte bestimmen. Auf 
Basis einer Standardzellensynthese für den ASIP und geeigneter Modelle im Rahmen des 
eFPGA-Entwurfsablaufs lassen sich die physikalischen Kosten bestimmen. Wenn die 
physikalischen Kosten nicht dem Entwurfsziel entsprechen, werden die einzelnen 
Architekturkomponenten und die Partitionierung der Anwendung modifiziert (siehe initiale 
Partitionierung). Dazu wird das detaillierte Profil der physikalischen Kosten verwendet. Die 
Ermittlung der physikalischen Kosten wird auf Basis einer geeigneten Modellbildung 
durchgeführt. Die im Rahmen dieser Arbeit realisierten und verwendeten Modelle für Laufzeit, 
Verlustleistung, Energie pro berechnetem Sample und Chipfläche werden detailliert im nächsten 
Kapitel diskutiert. 
 
  
5 Kostenabschätzung gekoppelter ASIP-eFPGA-Architekturen 
Die Bestimmung der physikalischen Kosten der vorgestellten Architekturen wird nachfolgend im 
Einzelnen diskutiert. Es werden sowohl die Kostenmodelle für die einzelnen Architektur-
komponenten als auch für die gekoppelten Architekturen vorgestellt. 
5.1 Arithmetikorientierte eFPGAs 
Es wurden verschiedene arithmetikorientierte eFPGAs im Rahmen von [13] und der vor-
liegenden Arbeit konzipiert und entsprechend des in Abschnitt 2.4.4.2 vorgestellten DPG-
basierten Entwurfsablaufs implementiert. Zunächst wurden die physikalischen Kosten auf Basis 
von Transistornetzlistensimulationen ermittelt. Da dieser Prozess für größere Makros 
unverhältnismäßig aufwändig und zeitintensiv mit Hilfe der zur Verfügung stehenden 
Werkzeuge (z. B. nanosim) ist, wurde in [13,135] ein modellbasierter Ansatz entwickelt, der eine 
Abschätzung der Kosten mit moderatem Aufwand ermöglicht. Die folgend beschriebenen Bei-
spielarchitekturen 1 und 2 werden mit den Architekturparametern des vorgestellten Architektur-
Templates definiert. 
5.1.1 Exemplarische arithmetikorientierte eFPGA-Beispielarchitektur 1 
Die hier erläuterte parametrisierte eFPGA-Architektur [6,53] wurde zur Kopplung mit den 
Standardprozessoren (MIPS, ARM940T) verwendet [108,109] und wird nachfolgend als 
eFPGA-Beispielarchitektur 1 bezeichnet. Eine Auswahl der relevanten Architekturparameter 
sortiert nach den einzelnen Strukturelementen ist in Tabelle 5.1 aufgelistet. Die Kernlogik der 
Architektur ist symmetrisch aufgebaut und besteht aus zwei LUT2, zwei Volladdierern, einigen 
Multiplexern und einer Komponente zur schnellen Übertragsberechnung (siehe Abbildung 5.1). 
Dadurch können in einer Kernlogik zwei Gated-Volladditionen berechnet werden. Zur 
Berechnung einer beliebigen logischen Funktion mit drei Eingängen und einem Ausgang werden 
die beiden LUT2 mit Hilfe eines Multiplexers zu einer LUT3 innerhalb einer Kernlogik 
verschaltet. Somit lassen sich Datenpfade, die Volladditionen oder Gated-Volladditionen als 
arithmetische Basisoperation benötigen, effizienter abbilden als beliebige Logik, zu deren 
Realisierung die LUTs benötigt werden. Mit Hilfe der Übertragslogik lässt sich ein Carry-Select-
Addierer realisieren. Das LE hat neun reguläre Eingänge und sechs reguläre Ausgänge (siehe 
auch Tabelle 5.1). Es existiert jeweils ein dedizierter Ein- und Ausgang, die mit der 
Übertragslogik verbunden sind. Nach jeder LE-Zeile folgt eine Registerstufe. In der 
Registerstufe befinden sich sechs Register, die über eine Bypass-Logik umgangen und mit den 
Registern nachfolgender Stufen zu einer Registerkette verbunden werden können. In den 
Registern können in der Kernlogik berechnete Signale und die an der Kernlogik vorbeilaufenden 
Broadcast-Signale verzögert werden. Es existieren zwei vertikale Broadcast-Leitungen pro LE-
Spalte (Nord → Süd) und eine horizontale Broadcast-Leitung pro LE-Zeile (Ost → West). Pro 
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Cluster gibt es zwei LE-Spalten und vier LE-Zeilen. Das zweidimensionale LE-Feld ist in eine 
Island-Style Verbindungsarchitektur eingebettet. 
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Abbildung 5.1 Strukturelemente der eFPGA-Beispielarchitektur 1 
Diese Verbindungsarchitektur ist mit einer vergleichbar geringen Komplexität ausgelegt. Es 
existieren vier horizontale und vier vertikale Leitungen in den zugehörigen Routingkanälen. Die 
CBs sind voll flexibel (siehe rechte Seite in Abbildung 5.1). An der rechten Seite des LE-Feldes 
werden die Ausgänge so1 auf die angrenzende CB geschaltet. Auf der linken Seite sind es die 
Ausgänge so2. Am südlichen Rand werden sowohl so1 als auch so2 mit voller Flexibilität mit 
der entsprechenden CB verbunden. Der RS beinhaltet vier vollständig flexible Schaltpunkte. Zu-
sätzlich zu den aktiven Tristate-Buffern an den Ausgängen der Schaltpunkte existieren parallel 
passive Transmission-Gatter, so dass der RS je nach Anforderung passiv oder aktiv betrieben 
werden kann. Auf diese Weise kann Laufzeit gegen Verlustleistungsaufnahme abgetauscht 
werden. Die Schaltpunkte innerhalb des RS sind entsprechend der in Abbildung 5.1 gezeigten 
Darstellung angeordnet. Es werden stets benachbarte RSs miteinander verbunden. Ein 
segmentiertes Routing ist nicht vorgesehen. Es werden keine Shared-SRAMs verwendet. 
Die Kosten der exemplarischen eFPGA-Beispielarchitektur 1 wurden auf Basis von Transistor-
netzlistensimulationen ermittelt. Eine kurze Beschreibung dieser Simulationen und der Vergleich 
mit einer kommerziellen Architektur sind in Anhang D dargestellt. 
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Strukturelement Architekturparameter Wert 
IN 2 
IE 1 
CV 4 
Cluster 
CH 2 
ILE 9 
OLE 6 
DCL E,W,S 
NReg 1 
LE 
OReg {so1,so2,co1,co2, bcN1, bcN2} 
WV,WH 4 RS LH,i, LV,j ∀ i, j 1 
CB RFC,H, RFC,V 4 
Konfigurations-
speicher MLE, MCB, MRS 1 
Tabelle 5.1 Spezifische Architekturparameter der eFPGA-Beispielarchitektur 1 
5.1.2 Exemplarische arithmetikorientierte eFPGA-Beispielarchitektur 2 
Zur Reduktion des Aufwandes bei der Bestimmung der Kosten für abgebildete Datenpfade auf 
eFPGA-Architekturen wurde ein modellbasierter Ansatz entwickelt. Dieser Ansatz ist die Grund-
lage für eine systematische Entwurfsraumexploration von arithmetikorientierten eFPGA-
Architekturen, die auf dem eFPGA-Architektur-Template basieren. Die erforderliche Zeit zur 
Evaluierung einer eFPGA-Architektur wird im Vergleich zur Evaluationszeit auf Basis von 
Transistornetzlistensimulationen deutlich verkürzt. In [13] und [135] wird der im Rahmen dieser 
Arbeit verwendete modellbasierte Ansatz zur Bestimmung der physikalischen Kosten von 
arithmetikorientierten eFPGA-Architekturen ausführlich besprochen. Im Anhang E wird die 
Modellierung exemplarisch am Beispiel der Kernlogik diskutiert. Die im Rahmen der 
Modellierung betrachtete eFPGA-Beispielarchitektur 2 wird folgend vorgestellt. 
Die Kernlogik ist in Abbildung 2.21 dargestellt. Nachfolgend werden die wichtigsten Architek-
turparameter dieser Ausgangsarchitektur (Variante I siehe auch Anhang E) entsprechend des 
eFPGA-Architektur-Templates zusammengefasst (siehe Tabelle 5.2). Im Anhang E in 
Abschnitt E.2 wird am Beispiel eines FIR-Filters gezeigt, wie sich die Variation der Architektur 
durch Anpassung von Architekturparametern auf die physikalischen Kosten auswirkt. Im Cluster 
sind je vier LE-Reihen und –Spalten enthalten. Es werden zwei Broadcast-Leitungen von Norden 
pro LE-Spalte (bcN0, bcN1) und eine Broadcast-Leitung von Osten pro LE-Reihe (bcE) in das 
Cluster geführt. Lokale Ausgänge werden ausschließlich südlich in die entsprechende CB ge-
führt. In jede zweite LE-Reihe ist eine Registerstufe eingefügt. In dieser Registerstufe werden 
die beiden regulären Ausgänge der Kernlogik und eine der beiden von Norden kommenden 
Broadcast-Leitungen verzögert. Das zweidimensionale LE-Feld ist in eine Island-Style Ver-
bindungsarchitektur mit je acht horizontalen und vertikalen Routingkanälen eingebettet. Der RS 
ist nach einem Disjoint-Schema [37] aufgebaut. Dass heißt, dass Leitungen eines Kanals aus-
schließlich auf Leitungen in einem anderen Kanal mit dem gleichen Index geschaltet werden 
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können. Es werden ausschließlich benachbarte RS miteinander verbunden. In der horizontalen 
und vertikalen CB gibt es jeweils ausschließlich zwei periodische Kanäle. Das Fenster dieser 
periodischen Kanäle in der horizontalen CB umfasst zwei Leitungen, während die Kanäle in der 
vertikalen CB ein Fenster mit einer Leitung haben (siehe Abschnitt 2.4.2.5). Zur Reduktion der 
Chipfläche werden Shared-SRAMs verwendet. 
Strukturelement Architekturparameter Wert 
IN 2 
IE 1 
CV 4 
Cluster 
CH 4 
ILE 4 
OLE 2 
DCL S 
NReg 2 
LE 
OReg {O0, O1, bcN0, bcN1} 
WV,WH 8 RS LH,i, LV,j ∀ i, j 1 
RPC,H,1, RPC,H,2 4 CB RPC,V,1, RPC,V,2 4 
MLE 2 
MCB 1 
Konfigurations-
speicher MRS 4 
Tabelle 5.2 Spezifische Architekturparameter der eFPGA-Beispielarchitektur 2 
Dabei werden jeweils zwei horizontal benachbarte LEs innerhalb des Clusters mit denselben 
SRAM-Zellen zur Konfiguration verbunden. Beim RS sind jeweils vier der insgesamt acht vor-
handenen Schaltpunkte mit denselben Konfigurationsspeicherzellen verbunden. In den CBs 
werden keine Shared-SRAMs verwendet. Die exemplarische Abbildung von elementaren Daten-
pfaden und Operatoren auf die eFPGA-Beispielarchitektur 2 kann dem Anhang E im 
Abschnitt E.3 entnommen werden. 
5.1.3 Funktionales Modell für ausgelagerte eFPGA-Operatoren 
Für die Kombination eines ASIPs mit einem arithmetikorientierten eFPGA wurden zur 
funktionalen Verifikation Modelle der jeweils auf das eFPGA ausgelagerten Operatoren in einer 
VHDL-Beschreibung implementiert. Die VHDL-Beschreibung wurde dabei so umgesetzt, dass 
lediglich das Verhalten der ausgelagerten Operatoren an den jeweiligen Schnittstellen zum ASIP 
und zum Kopplungs-Controller realisiert wird. Die Struktur des eFPGAs wurde in dieser 
Implementierung nicht berücksichtigt. Im Verhaltensmodell wurden die entsprechenden 
Schnittstellen zum ASIP bzw. Kopplungs-Controller so realisiert, dass eine nahtlose Integration 
dieses Verhaltensmodells mit den VHDL-Modellen der anderen Komponenten (ASIP, 
Kopplungs-Controller) zu einem zyklengenauen funktionalen Gesamtmodell implementiert 
wurde. Intern werden die jeweiligen Operatoren mit Hilfe eines Index adressiert. Dieser Index 
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entspricht dem Indexeintrag in der eFPGA-Operationen-Registerbank (siehe z. B. 
Abbildung 4.15) und wird über die entsprechende Schnittstelle an das Verhaltensmodell 
übergeben. Neben der funktionalen Verifikation dient das Verhaltensmodell der ausgelagerten 
eFPGA-Operatoren auch zur Ermittlung der Schaltaktivität an den Schnittstellen zum ASIP und 
zum Kopplungs-Controller. Die Schaltaktivität an den Schnittstellen ist entscheidend zur 
Ermittlung der Verlustleistungsaufnahme. Zur Realisierung eines zyklengenauen 
Verhaltensmodells wurden die Laufzeiten der jeweiligen eFPGA-Operatoren auf der betrachteten 
eFPGA-Architektur berücksichtigt. Die Laufzeiten wurden mit Hilfe des modellbasierten 
Ansatzes bestimmt (siehe Abschnitt 5.1.2) und als Verzögerungsketten mit entsprechender 
Länge im Verhaltensmodell der eFPGA-Operatoren eingefügt. 
5.2 Kostenmodelle für Programm- und Datenspeicher 
Der Programm- und der Datenspeicher der betrachteten ASIPs sowie ASIP-eFPGA-
Architekturen wurden als zyklengenaue funktionale Modelle bei der Verarbeitung der LISA-
Beschreibung mit dem Processor Generator Werkzeug in Form einer HDL-Beschreibung 
erzeugt. Diese funktionalen Modelle wurden zur Ermittlung der Laufzeiten verwendet. Der 
Anteil des Speichers an der Chipfläche und Verlustleistungsaufnahme ist, insbesondere für 
Prozessor-basierte Architekturen, signifikant. Zur Berücksichtigung der durch den Speicher 
verursachten Kosten wurde CACTI in der Version 5.0 verwendet [136,137]. CACTI ist ein 
Werkzeug, das zur Modellierung der dynamischen und statischen Verlustleistungsaufnahme, der 
Chipfläche sowie der Zugriffszeit für Caches, eingebettete DRAM- und eingebettete SRAM-
Speicher verwendet wird. In der aktuell verfügbaren Version 5.0 werden die Besonderheiten von 
Fertigungstechnologien im so genannten Deep-Submicron-Bereich berücksichtigt. Für die 
Modellierung wurden im Gegensatz zu den Vorgängerversionen keine einfachen linearen 
sondern auf der so genannten ITRS-Roadmap [2] basierende Skalierungsregeln verwendet. Die 
ITRS-Roadmap prognostiziert u. a. die Entwicklung  zukünftiger Halbleitertechnologien. Aktuell 
werden in der ITRS-Roadmap die drei Transistortypen HP (High-Performance), LSTP (Low-
Standby-Power) und LOP (Low-Operating-Power) unterschieden. Die Modelle zur Bestimmung 
von Laufzeit, Chipfläche und Verlustleistungsaufnahme werden ausführlich in [137] erläutert. 
Für die hier betrachteten Speicher wurde passend zur verwendeten Technologie der ASIPs und 
ASIP-eFPGA-Architekturen eine 90 nm-CMOS-Technolgie betrachtet. Für die Peripherie der 
Speicher (Decoder, Kontrolllogik, etc.) wurde ein LOP-Modell und für das Speicherzellenfeld 
ein LSTP-Modell gewählt. Dadurch wird ein guter Kompromiss zwischen umgesetzter Energie 
durch Zugriff auf den Speicher und durch Leakage-Effekte entstehende Verluste erreicht. 
Weitere Speicherparameter (z. B. die Betriebstemperatur) wurden jeweils so gewählt, dass sich 
zur Bestimmung der Energie pro Zugriff, der Leakage-Verlustleistung und der Zugriffszeit die 
jeweils ungünstigsten Betriebspunkte ergeben. Die Eingabe der Speicherparameter erfolgte über 
ein Web-Interface [138]. In der nachfolgenden Tabelle sind die Kosten, die mit Hilfe des CACTI 
Werkzeuges ermittelt wurden, für verschiedene Speichergrößen und Single- sowie Dual-
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Speicherports eingetragen. Bei den betrachteten Speicherports handelt es sich jeweils um 
Schreib-/Lese-Ports. 
Beim Vergleich eines 32 KB SRAM-Speicher in einer 90 nm-CMOS-Technologie aus der 
Literatur [139] zeigt sich, dass das entsprechende Modell, das mit CACTI erzeugt wurde, einen 
ca. 12 % geringeren Wert bzgl. der umgesetzten Energie pro Speicherzugriff und einen 17 % 
größeren Wert bzgl. der Chipfläche liefert. Die maximale Zugriffszeit ist mit 3,96 ns signifikant 
größer als der Wert aus der Literatur, der mit 2,8 ns angegeben ist. Das Produkt aus Chipfläche, 
Energie pro Zugriff und Taktperiode ist somit größer für die mit CACTI bestimmten 
Speicherkosten. Eine Bestimmung der Speicherkosten mit Hilfe des Werkzeuges CACTI ergibt 
also in diesem Fall eine pessimistischere Einschätzung. 
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8 KB 0,166 2,83 0,019 0,8 0,387 3,03 0,023 1,2 
16 KB 0,377 3,09 0,049 1,5 0,91 3,41 0,059 3,7 
32 KB 0,625 3,4 0,054 3,5 1,41 3,63 0,066 4,8 
Tabelle 5.3 Kosten für verschiedene SRAM-Speicher (ermittelt mit CACTI 5.0) 
5.3 Software-programmierbare Prozessoren 
Als Vergleich zu den heterogenen Prozessor-eFPGA-Architekturen wurden jeweils die Kosten 
für eine Realisierung der betrachteten Anwendungen auf den jeweiligen Prozessoren ohne 
Verwendung eines eFPGAs untersucht. Im Nachfolgenden werden die Kostenmodelle der 
einzelnen Prozessoren kurz erläutert. 
5.3.1 Kostenmodell für einen MIPS-IV-basierten Prozessor 
Zur Bestimmung der Laufzeit auf dem im Anhang B dargestellten MIPS-Prozessormodell wurde 
der zyklengenaue Simulator der SimpleScalar Umgebung verwendet. Die Verlustleistung wurde 
mit dem Werkzeug Wattch [140], das auf dem zyklengenauen Simulator von SimpleScalar 
aufsetzt, abgeschätzt. Wattch basiert auf einem so genannten Architecture-Level-Power-
Analysis-Ansatz (ALPA). Dabei werden bei Wattch die einzelnen Architekturkomponenten eines 
Prozessors in vier Kategorien unterteilt, die sich bezüglich ihrer Verlustleistungseigenschaften 
unterscheiden. Entsprechend werden die Verlustleistungsmodelle der einzelnen Architektur-
komponenten realisiert. Architekturkomponenten sind z. B. die Recheneinheiten, Caches, die 
Registerbank, das Taktsystem etc.. Die untersuchte Prozessorarchitektur wird mit demselben 
Konfigurationssatz festgelegt, der auch Vorraussetzung für die Verwendung der SimpleScalar 
Umgebung ist (siehe im Anhang B Tabelle B.1). Wattch ist an den zyklengenauen SimpleScalar 
Simulator angekoppelt. Auf Basis der Simulation wird in jedem Taktschritt ermittelt, welche der 
Architekturkomponenten gerade aktiv sind und so zum aktuellen Energieumsatz in der 
Taktperiode beitragen. Auf diese Weise kann ein differenziertes Profil in Bezug auf die 
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Verlustleistungsaufnahme ermittelt werden. In [140] wurde die Genauigkeit dieses Modells für 
drei exemplarische Prozessoren (Pentium Pro, R10000, Alpha 21264) ermittelt. Der relative 
Fehler im Vergleich zu physikalisch ermittelten Werten liegt hier im Durchschnitt bei 10-13 %. 
Die Gesamtfläche ergibt sich skaliert auf eine 90 nm-CMOS-Technologie inklusive 
Caches [141] zu ca. 5,8 mm². Weitere Details zur Bestimmung der Kosten können dem 
Anhang Anhang B entnommen werden. 
5.3.2 Kostenmodell für einen ARM940T 
Die Laufzeit für Anwendungen, die auf den ARM940T (siehe Anhang C) abgebildet wurden, 
wurde mit Hilfe der Entwicklungsumgebung RealView und dem darin enthaltenen Simulator er-
mittelt. Die Verlustleistungsaufnahme wurde auf Basis eines Modells ermittelt. Dieses Modell 
basiert auf einer Methode [University of Great Britain], die am Lehrstuhl für Allgemeine 
Elektrotechnik und Datenverarbeitungssysteme der RWTH Aachen erweitert wurde. Grundlage 
ist ein so genannter hybrider ILPA/FLPA-Ansatz (Instruction-Level-Power-
Analysis / Functional-Level-Power-Analysis) [142,143]. Das Prinzip der FLPA-Modellierung ist 
in Abbildung 5.2 dargestellt. Die Architektur des Prozessors wird in unterschiedliche funktionale 
Blöcke unterteilt (Recheneinheiten, interner Speicher, Taktsystem, etc.), für die jeweils auf Basis 
von Simulationen und physikalischen Messungen ein separates Verlustleistungsmodell in 
Abhängigkeit unterschiedlicher Einflussgrößen (z. B. Zugriffsraten) erstellt wird. 
Programm
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Algorithmus)
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FLPA
Simulationen 
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Abbildung 5.2 Prinzipschaltbild der FLPA-Modellierung [142] 
Das gesamte Verlustleistungsmodell wird dann auf Basis der Teilmodelle realisiert. Zur 
Abschätzung der Verlustleistung müssen die erwähnten Einflussgrößen, die von der jeweiligen 
abzubildenden Anwendung abhängig sind,  bestimmt werden (siehe linker Teil in 
Abbildung 5.2). Dies geschieht dementsprechend mit Hilfe einer für diese Zwecke angepassten 
Simulationsumgebung oder durch Extraktion der Einflussgrößen aus der Assembler-
Repräsentation der Anwendung. Beim ARM940T hat sich gezeigt, dass der Einfluss der 
verwendeten Instruktionen auf die Verlustleistung signifikant ist. Daher wurde das FLPA-Modell 
um eine ILPA-Komponente zu einem hybriden FLPA/ILPA-Modell erweitert, die diesen 
Einfluss berücksichtigt. Bei Gliederung der Befehle des Befehlssatzes in sechs Klassen ergibt 
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sich ein durchschnittlicher Schätzfehler von unter 5 % für verschiedene Anwendungen. Der 
maximale Fehler ist kleiner als 10 % bei einer Dynamik der Verlustleistung von 55 % [142]. Die 
Chipfläche eines ARM940T ist in [144] mit 8,1 mm² inklusive des Programm- und Daten-
Caches (jeweils 4 KB) für eine 250 nm-CMOS-Technologie angegeben. Skaliert auf eine 90 nm-
Technologie ergibt sich ein Flächenwert von ca. 1,05 mm². 
5.3.3 ASIP 
Als Vergleich zu den ASIP-eFPGA-Architekturen wurden verschiedene ASIP-Varianten 
(LT_RISC) modelliert. Im Rahmen der Arbeit wurde ein Skript-gestützter Ablauf zur Be-
stimmung der physikalischen Kosten für Entwürfe, die auf der Synthese von Standardzellen 
beruhen, entwickelt. Dieser Ablauf wurde sowohl für die Bestimmung der Kosten der hier 
betrachteten ASIPs als auch der heterogenen ASIP-eFPGA-Architekturen verwendet. 
5.3.3.1 Kostenabschätzung ASIP 
Aus der LISA-Beschreibung des LT_RISC wird mit Hilfe des Processor Generator Werkzeug 
ein HDL-Modell generiert (siehe Abschnitt 4.1.2). Dieses HDL-Modell gliedert sich in einen 
synthetisierbaren und einen ausschließlich simulierbaren Teil. Die Beschreibung des Prozessor-
kerns ist zur FPGA- und Standardzellensynthese geeignet, während die Beschreibung des Pro-
gramm- und Datenspeichers ausschließlich funktional simulierbar ist. Das gesamte HDL-Modell 
wird mit ModelSim [132] zyklengenau auf funktionaler Ebene simuliert. Der Inhalt des 
Programm- und Datenspeichers zu Beginn der Simulation ist dabei in Textdateien abgelegt, die 
während der Verarbeitung der abzubildenden Anwendung mit den zugehörigen Software-
Entwicklungswerkzeugen erzeugt werden. Vorraussetzung zur Durchführung einer funktionalen 
Simulation ist die Realisierung einer geeigneten Testumgebung (Testbench) in einer HDL-
Beschreibung. Die Testbench, die im Rahmen der Arbeit implementiert wurde, ermöglicht 
einerseits die Erstellung eines zyklengenauen Profils der Anwendung, so dass sich differenziert 
die Laufzeiten der einzelnen Rechenkerne ermitteln lassen. Andererseits wurde die 
Testumgebung so realisiert, dass jeder Zugriff auf den Programm- und Datenspeicher gezählt 
wird. Auf diese Weise können die Energiekosten für den Speicher in Abhängigkeit der jeweils 
abgebildeten Anwendung berechnet werden. Im Rahmen der funktionalen Simulation wird 
weiterhin überprüft, ob die Anwendung auf der realisierten ASIP-Architektur funktional korrekt 
abgearbeitet wird. Beim Auftreten von Fehlern muss sowohl die Anwendung als auch die 
Beschreibung des ASIPs überprüft werden. So lange keine externen Komponenten an den ASIP 
gekoppelt sind, kann gleichzeitig der Processor Debugger zur Simulation und Eingrenzung 
möglicher Fehlerquellen genutzt werden. Wenn die Simulation funktional korrekt abläuft, wird 
im nächsten Schritt eine Standardzellensynthese der synthetisierbaren Teile des HDL-Modells 
durchgeführt. Dazu wurde in der vorliegenden Arbeit eine 
90 nm-CMOS-Standardzellenbibliothek verwendet. Dabei standen verschiedene Bibliotheken für 
unterschiedliche Betriebspunkte und Transistormodelle zur Verfügung. Der verwendete Ablauf 
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zur Realisierung eines Standardzellen-basierten Entwurfes wurde im Rahmen dieser Arbeit 
realisiert und ermöglicht eine detaillierte Ermittlung der physikalischen Kosten.  
5.3.3.2 Optimierungsschritte und ASIP-Varianten 
Bei der Synthese wurden verschiedene Entwurfs- und Optimierungsstrategien aus einer großen 
Vielzahl von Möglichkeiten untersucht (siehe z. B. [145] und [146]). Eine exemplarische Aus-
wahl dieser Strategien und die zugehörigen Resultate werden nachfolgend kurz vorgestellt. 
Alle in dieser Arbeit synthetisierten Entwürfe wurden mit dem aktuellen so genannten Ultra-
Modus der Design Compiler Entwurfsumgebung erstellt. Im Rahmen dieses Modus stehen 
verschiedene aufwändige Optimierungsskripte, die z. B. eine Optimierung bzgl. der Chipfläche, 
Verlustleistungsaufnahme oder Laufzeit bieten, zur Verfügung [145]. Zusätzlich kann der 
Entwickler durch das Einfügen von Steuerungsanweisungen in die Skripte zur Synthese 
spezifische Optimierungsmaßnahmen vorsehen. Der Design Compiler bietet z. B. zur 
Optimierung verschiedene Möglichkeiten die Hierarchie eines Entwurfs vollständig oder partiell 
zu entfernen. Dabei werden die logischen Funktionen des Entwurfs ganz oder in Teilen auf eine 
zweistufige disjunktive Normalform abgebildet. Durch das Entfernen der Hierarchie reduziert 
sich die Chipfläche und Laufzeit. Allerdings erfordert dieser Optimierungsschritt einen 
erheblichen Rechenaufwand. Für die hier realisierten Entwürfe war ein vollständiges Entfernen 
der Hierarchie mit vertretbarem Aufwand möglich. 
Zur Reduktion der dynamischen Verlustleistungsaufnahme kann als weitere Optimierungsoption 
bei der Synthese das so genannte Clock-Gating ausgewählt werden. Bei großen 
Schaltungsentwürfen werden zu einem Zeitpunkt häufig nicht alle Teile der Schaltung aktiv 
verwendet. Die Register, die zu den nicht benötigten Teilen der Schaltung gehören, belasten 
allerdings das Taktnetz und setzen durch ungewollte Schaltvorgänge (Glitches) eine dynamische 
Verlustleistung um. Durch Clock-Gating können diese Nachteile vermieden bzw. reduziert 
werden. 
In der nachfolgenden Abbildung 5.3 sind die Layouts nach dem Platzieren und Routen für zwei 
LT_RISC-Varianten ohne Multiplizierereinheit dargestellt. Bei dem jeweils auf der rechten Seite 
eingefärbten Bereich (rot) handelt es sich um die Struktur, die zur Realisierung der jeweiligen 
Registerbank erforderlich ist. Es lässt sich erkennen, dass beim LT_RISC mit 16 Registern ca. ein 
Viertel der Fläche für die Realisierung der Registerbank benötigt wird. Bei der Variante mit 32 
Registern steigt dieser Anteil auf ca. ein Drittel der gesamten Fläche. Die auf der linken Seite 
eingefärbten Bereiche (blau) sind die Ressourcen, die zur Realisierung der Execute-Stufe des 
Prozessors benötigt werden. In der Execute-Stufe sind u. a. die einzelnen funktionalen Einheiten 
des Prozessors realisiert. Die Realisierung der Execute-Stufe erfordert ebenfalls einen großen 
Anteil der gesamten Fläche. Durch Hinzufügen eines Multiplizierers vergrößern sich die 
Gesamtfläche und insbesondere die Fläche der Execute-Stufe. 
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? Makrofläche:   0,102 mm² 
? Anzahl der Zellen:  26299 
? Makrofläche:   0,133 mm² 
? Anzahl der Zellen:  34381 
Abbildung 5.3 Layout LT_RISC (links: 16 Register / rechts: 32 Register) 
Bei der Verwendung von 16 Registern resultiert das Hinzufügen eines Multiplizierers in einem 
Flächenmehraufwand von ca. 21 % unabhängig von der jeweiligen Optimierungsvariante. Für 
einen LT_RISC mit 32 Registern beträgt der Mehraufwand ca. 16 %.  
Die im Rahmen der Arbeit ermittelten Ergebnisse für die Komponenten, die auf Basis eines 
Syntheseablaufs für Standardzellenbibliotheken realisiert wurden, wurden alle unter 
Verwendung der Optimierungsschritte zum Entfernen der Hierarchie und des Einfügens von 
Clock-Gating-Strukturen bestimmt. 
5.4 Standardprozessor-eFPGA-Architekturen 
Bei der Modellbildung einer hybriden Architektur, die aus einem ARM940T oder einem MIPS-
IV-basierten Prozessormodell und einem arithmetikorientierten eFPGA entsprechend der 
eFPGA-Beispielarchitektur 1 (siehe Anhang D) besteht, wurden die Kosten der Strukturen, die 
zur Kopplung erforderlich sind, weitestgehend vernachlässigt. Diese Vereinfachung wurde im 
Sinne einer elementaren Modellbildung für eine frühe Phase der Entwurfsraumexploration 
durchgeführt. Für die Evaluierung wurde zunächst ausschließlich Testszenarien untersucht, bei 
denen Prozessor und eFPGA keine parallelen Berechnungen ausführen. Das bedeutet, dass der 
Prozessor angehalten wird, wenn Berechnungen auf dem eFPGA ausgeführt werden. Das 
Zeitintervall, für das der Prozessor angehalten wird, wird durch die Ausführung von NOP-
Befehlen in den Modellen emuliert. Diese für die frühe Entwurfsraumexploration betrachtete 
Synchronisierung eignet sich nicht für die Implementierung einer Prozessor-eFPGA-Architektur. 
Das Ausführen von NOP-Befehlen ist mit einem deutlich höheren Energieumsatz verbunden als 
das Anhalten des Prozessors. Typischerweise können externe Komponenten bei einer Prozessor-
basierten Architektur einen Interrupt anfordern und auslösen. In einer solchen Umgebung ist die 
Kohärenz nicht mehr sichergestellt, wenn z. B. ein Interrupt während der Wartezeit des 
Prozessors erfolgt. Es bietet sich an, die freien Ressourcen des Prozessors zu nutzen, während 
Berechnungen auf dem eFPGA ausgeführt werden. 
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5.4.1 Modellierung zur Auslagerung elementarer Befehlssequenzen 
Für das in 3.5.6.1 vorgestellte Konzept zur Auslagerung elementarer Befehlssequenzen auf das 
eFPGA wurde ein Modell zur Analyse der Laufzeit entwickelt, das auf einem dynamischen Re-
konfigurationskonzept mit einem Konfigurations-Cache basiert. Das betrachtete eFPGA 
realisiert eine Funktionale Einheit und ermöglicht die Realisierung von 32 Bit-breiten Daten-
pfaden. Dementsprechend wurden acht Cluster der oben beschriebenen eFPGA-Beispielarchitek-
tur 1 nebeneinander angeordnet. Es wurde die in Abschnitt 2.4.3 beschriebene Konfigurations-
architektur verwendet. Die Anzahl der Zyklen für die Ausführung einer Anwendung auf einer 
hybriden Prozessor-eFPGA-Architektur Khyb beträgt: 
( )∑−
=
−⋅−=
Δ−=
1
0
,
N
i
ihybiProz,iProz
hybProz,Prozhyb
KKcK
KKK
 (5.1) 
für die in Tabelle 5.4 aufgelisteten Parameter. 
hybProz,KΔ  Differenz der Taktzyklen zwischen der Realisierung der Anwendung auf dem Prozessor und der hybriden Architektur 
ProzK  Gesamtanzahl der Taktzyklen für die Prozessor-Realisierung der Anwendung  
ihybK ,  
mittlere Anzahl der Taktzyklen für die Ausführung des Befehlsbaums i für die 
hybride Architektur 
iProz,K  
Anzahl der Taktzyklen für die Ausführung des Befehlsbaums i auf dem 
Prozessor 
ci Anzahl der Aufrufe des Befehlsbaums i innerhalb der Anwendung 
N Anzahl der ausgelagerten Befehlsbäume 
Tabelle 5.4 Parameter zur Bestimmung der Anzahl der Zyklen 
Die mittlere Anzahl der Taktzyklen lässt sich auf Basis eines Modells berechnen, das für die 
durchschnittliche Zugriffszeit für Caches verwendet wird (siehe z. B. in [56]). So ergibt sich die 
durchschnittliche Zugriffzeit aus der Zeit τhit, wenn sich das angeforderte Datum im Cache 
befindet, der Zeit τmiss, die ein Zugriff auf den Hauptspeicher erfordert, wenn sich das Datum 
nicht im Cache befindet, und einem globalen Parameter pmiss, der die globale Wahrscheinlichkeit 
beschreibt, dass sich ein Datum beim Zugriff nicht im Cache befindet. 
missmisshitacc p τττ +=  
mit KTc ⋅=τ  (5.2) 
missmisshitacc KpKK +=  (5.3) 
Dabei entspricht Khit,i der Anzahl von Taktzyklen, die erforderlich ist, wenn der angeforderte 
Befehlsbaum mit dem Index i auf dem eFPGA konfiguriert ist. Kmiss,i ist dementsprechend die 
Anzahl an Taktzyklen, die erforderlich ist, um einen nicht residenten Befehlsbaum auf das 
eFPGA zu konfigurieren und auszuführen. pmiss,i gibt die Wahrscheinlichkeit an, dass bei 
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Anforderung eines Operators auf dem eFPGA dieser nicht konfiguriert ist, so dass die mittlere 
Zahl von erforderlichen Taktzyklen für das hybride System für den Befehlsbaum i mit 
imissimissihitihyb KpKK ,,,, ⋅+=  (5.4) 
berechnet werden kann. Die Bestimmung von pmiss,i wird auf Basis der zeitlich sequentiellen 
Befehlsfolge der Anwendung, des extrahierten Befehlsbaumes i und der Abbildungskosten 
dieses Befehlsbaumes auf das eFPGA in zwei Phasen realisiert (siehe auch Abschnitt 4.3.1.2). In 
der ersten Phase werden alle extrahierten Befehlsbäume in der zeitlich sequentiellen Befehls-
folge lokalisiert. Die Reihenfolge des Auftretens der einzelnen Befehlsbäume wird festgehalten. 
Die Laufzeit und Anzahl der erforderlichen LE-Reihen für die Abbildung auf das eFPGA wird 
für jeden Befehlsbaum ermittelt. In der zweiten Phase werden mit Hilfe dieser Informationen 
und der Anzahl der verfügbaren eFPGA-Ressourcen pmiss,i für alle i bestimmt. Dabei wird eine 
Liste erzeugt, die die auf dem eFPGA konfigurierten Befehlsbäume enthält. Zu Beginn der 
Laufzeit ist die Liste leer. Sukzessive wird in der Reihenfolge des Auftretens für jeden 
Befehlsbaum überprüft, ob er bereits auf dem eFPGA konfiguriert ist, oder ob entsprechend eine 
Konfiguration oder Rekonfiguration initiiert werden muss. Wenn ein Befehlsbaum verdrängt 
wird, geschieht dies nach einem elementaren FIFO-Prinzip. 
Als Architekturerweiterung wird im Rahmen dieses Modells die Verwendung von zwei 
Konfigurationsspeicherkontexten der einzelnen Strukturelemente der verwendeten eFPGA-
Architektur betrachtet. Dies wird durch Multiplexerlogik, die in einem Taktschritt zwischen 
diesen beiden Kontexten wechseln kann, realisiert. Die Gleichung für die Ermittlung der 
mittleren Anzahl von Taktzyklen des hybriden Systems muss entsprechend erweitert werden. 
iccmissimissimissimcmissihitihyb KpKpKK ,,,2,,,,, ⋅+⋅+=  (5.5) 
Kmiss,cc,i gibt dabei die Anzahl von Taktzyklen an, die erforderlich ist, um einen Kontextwechsel 
durchzuführen, während pmiss,cc,i die Wahrscheinlichkeit angibt, dass ein Befehlsbaum im aktuell 
nicht aktiven Kontext konfiguriert ist. pmiss,mc,i entspricht pmiss,i aus Gleichung (5.4) und 
beschreibt die Wahrscheinlichkeit, dass sich die angeforderte Operation in keinem der beiden 
Kontexte befindet und somit aus dem Konfigurationsspeicher geholt werden muss. 
Dementsprechend wird die zweite Phase zur Bestimmung der Wahrscheinlichkeiten um eine 
Liste erweitert, in der die aktuell konfigurierten Kontexte nachgehalten werden. 
In Abbildung 5.4 ist die gesamte Evaluierung für die Auslagerung elementarer Befehlssequenzen 
schematisch dargestellt. Ausgehend von der C-Implementierung der zu analysierenden 
Anwendung wird mit Hilfe der zur Verfügung stehenden Softwarewerkzeuge eine 
Maschinenrepräsentation generiert. Diese wird dann mit Hilfe des modifizierten Simulators der 
SimpleScalar Umgebung simuliert. Während der Simulation wird die zeitlich sequentielle 
Befehlsfolge erzeugt. Aus dieser werden geeignete Befehlsbäume extrahiert und auf das eFPGA 
abgebildet. Auf Basis der Architekturparameter des eFPGAs und der Kosten für die Abbildung 
der betrachteten Befehlsbäume können die einzelnen Wahrscheinlichkeiten berechnet werden. 
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Mit Hilfe dieser Wahrscheinlichkeiten und der Laufzeiten für die einzelnen Befehlsbäume wird 
dann abschließend ein Profil über die Rekonfigurationsstatistik und die Gesamtlaufzeit erstellt. 
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Abbildung 5.4 Evaluierung der Rekonfigurationsstatistik und Gesamtlaufzeit für die Auslagerung 
elementarer Befehlssequenzen 
5.4.2 Modellierung zur Auslagerung komplexer Operatoren 
Die Modelle, die für die Auslagerung komplexer Operatoren (siehe auch 3.5.6.2) realisiert 
wurden, basieren alle auf einem statischen Rekonfigurationskonzept, so dass zur Laufzeit im 
Gegensatz zu dem zuvor vorgestellten Modell keine Konfiguration durchgeführt wird. Mit Hilfe 
des im Nachfolgenden vorgestellten Ablaufes wurden die gesamten Kosten für die Abbildung 
einer Anwendung auf eine hybride Prozessor-eFPGA-Architektur ermittelt. Der Ablauf zur 
Ermittlung dieser Kosten ist auf der rechten Seite in Abbildung 5.5 dargestellt. 
Ausgehend von der Beschreibung einer Anwendung in C wurde mit Hilfe der jeweiligen 
Entwicklungswerkzeuge des betrachteten Prozessors (ARM940T / MIPS-IV-basiertes Prozessor-
modell) ein Laufzeitprofil erstellt. Auf Basis dieses Profils und den Erfahrungen des Entwicklers 
wurden zur Auslagerung auf das eFPGA geeignete Rechenkerne identifiziert. Diese Rechenkerne 
wurden auf das eFPGA abgebildet, so dass die umgesetzte Energie, die benötigte Laufzeit und 
die insgesamt erforderliche Chipfläche für die ausgelagerten Operationen ermittelt wurden. Die 
Anwendung wurde in Form eines so genannten Pseudo-Assembler-Codes in Abhängigkeit der 
gewählten Kopplungsvariante (siehe Abschnitt 3.5.6.2) mit den Befehlen des jeweiligen 
Befehlssatzes realisiert. Für die Synchronisation zwischen eFPGA und Prozessor wurden an den 
entsprechenden Stellen NOP-Befehle eingefügt. Die Anzahl der einzufügenden NOPs ergibt sich 
aus der Laufzeit des jeweiligen Operators auf dem eFPGA. Für die eFPGA-Befehle im Pseudo-
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Assembler-Code wurden MOVE-Befehle eingesetzt, so dass die Ausführung eines eFPGA-
Befehls vereinfachend in der Energiebilanz berücksichtigt wurde. Mit Hilfe des Pseudo-
Assembler-Codes wurden die Gesamtlaufzeit und der Anteil der umgesetzten Energie für den 
Prozessor bestimmt. 
 
Abbildung 5.5 Ablauf zur Ermittlung der physikalischen Kosten 
Auf der linken Seite von Abbildung 5.5 ist zum Vergleich der Ablauf zur Ermittlung der 
physikalischen Kosten für eine Prozessorlösung ohne Verwendung eines eFPGAs dargestellt. 
5.5 ASIP-eFPGA-Architekturen 
5.5.1 Realisierung und Beschreibung des Gesamtmodells 
Im Rahmen der Modellbildung werden zur Ermittlung der Kosten einer gesamten ASIP-eFPGA-
Architektur die Teilmodelle der bisher vorgestellten Architekturkomponenten zu einem 
Gesamtmodell zusammengefügt. Der Zusammenhang zwischen den einzelnen Teilmodellen und 
die Ermittlung der gesamten Kosten ist in Abbildung 5.6 vereinfacht illustriert. Aus der LISA-
Beschreibung des ASIPs wurden das synthetisierbare VHDL-Modell des Prozessorkerns und das 
funktionale Modell der benötigten Speicher generiert. Der dedizierte Kopplungs-Controller 
wurde als generisches synthetisierbares VHDL-Modell (siehe auch Abschnitt 4.2.3) umgesetzt. 
Die jeweils erforderlichen synthetisierbaren Teile zur Realisierung einer ASIP-eFPGA-
Architektur wurden zu einem Modell zusammengefügt, das mit Hilfe eines Ablaufs zur 
Standardzellensynthese zur Ermittlung der Kosten verarbeitet wurde. Weiterhin ist zur 
Bestimmung der Schaltaktivitäten, die Grundlage zur Ermittlung der anwendungsabhängigen 
Verlustleistung ist, die Realisierung eines umfassenden funktionalen Gesamtmodells 
implementiert worden. Dazu werden dem synthetisierbaren Modell noch die funktionalen 
Speichermodelle und das funktionale Modell der ausgelagerten eFPGA-Operatoren hinzugefügt. 
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Abbildung 5.6 Gesamtmodell zur Bestimmung der Kosten einer ASIP-eFPGA-Architektur 
Die Laufzeitinformationen, die in den funktionalen Modellen berücksichtigt wurden, wurden im 
Falle des Speichers mit Hilfe des CACTI Werkzeuges bestimmt. Für das Modell der 
ausgelagerten eFPGA-Operationen wurde der in Abschnitt 5.1.2 beschriebener Ansatz 
verwendet. Mit Hilfe des umfassenden funktionalen Gesamtmodells wurden detaillierte Laufzeit-
profile erstellt. Zur Ermittlung der Verlustleistungsaufnahme und Chipfläche der gesamten 
Architektur wurden Kosten der physikalischen Teilmodelle der Einzelkomponenten summiert. 
5.5.2 Vergleich verschiedener Kopplungs-Controller 
Zum Vergleich der einzelnen Kopplungs-Controller und zur Bestimmung der Abhängigkeiten 
der physikalischen Kosten der zugehörigen Architekturparameter (siehe Tabelle 4.3) wurden die 
Kopplungs-Controller in einer Untersuchung als separate Komponenten synthetisiert und 
analysiert. Darüber hinaus wurden verschiedene Kopplungs-Controller-Varianten auf ein FPGA 
abgebildet und untersucht. 
Die Abbildung des Kopplungs-Controllers auf das eFPGA oder einer zusätzlichen FPGA-ähn-
lichen Struktur einer ASIP-eFPGA-Architektur bietet ein hohes Maß an Flexibilität. Die Kop-
plung zwischen ASIP und eFPGA kann nach der Produktionsphase anwendungsspezifisch reali-
siert werden. Somit müssen nicht alle in Frage kommenden Kopplungsvarianten a priori 
festgelegt werden. Weiterhin besteht durch die Abbildung auf eine flexible FPGA-ähnliche 
Struktur die Möglichkeit, evtl. nach der Produktionsphase entwickelte Kopplungskonzepte 
abzubilden und zu testen. Zur Abschätzung der Kosten wurden verschiedene Kopplungs-
Controller auf ein FPGA der Stratix II-Familie von Altera implementiert (EP2S60F1020C4ES 
siehe [46]). Dabei wurden unterschiedliche Architekturparameter variiert. Im Diagramm, das in 
Abbildung 5.7 dargestellt ist, ist zu erkennen, dass die Anzahl der benötigten LEs zur 
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Realisierung eines Kopplungs-Controllers im TC-Modus linear von der Anzahl der erforder-
lichen Speicherstellen der eFPGA-Operationen-Registerbank abhängig ist. 
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Abbildung 5.7 Anzahl der LEs für einen Kopplungs-Controller in Abhängigkeit der benötigten 
Speicherelemente mBit,Op-Reg 
Dabei wurde sowohl die Anzahl der Register der eFPGA-Operationen-Registerbank als auch die 
Wortbreite, der in dieser Registerbank abgespeicherten Daten variiert (siehe auch 
Gleichung (4.2)). Weiterhin wird deutlich, dass die für die Realisierung der eFPGA-Opera-
tionen-Registerbank erforderlichen LEs den größten Anteil der insgesamt erforderlichen LEs 
eines Kopplungs-Controllers im TC-Modus ausmachen. Die Realisierung der weiteren 
Strukturen erfordert ca. 30 – 40 LEs je nach Parameterkonfiguration für einen Kopplungs-
Controller (TC-Modus). In der nachfolgenden Tabelle 5.5 sind exemplarische Implementierungs-
ergebnisse für Kopplungs-Controller im TC-, LC- und LC-MEM-Modus für eine Spezifikation 
der Architekturparameter gegenübergestellt. 
Architekturparameter TC LC LC-MEM 
wOpadr = 8, wcntr = 8, wReg = 5, 
nFIFO = 8*, nirq = 8* 
383 604 849 
Tabelle 5.5 Anzahl der benötigten LEs für verschiedene Kopplungs-Controller 
Für die Implementierung mit Hilfe einer Standardzellenbibliothek wurde wiederum eine Ziel-
taktfrequenz für die jeweilige Kopplungs-Controller von fclk = 220 MHz eingestellt. Die in 
Tabelle 5.6 präsentierten Werte basieren auf einer Synthese mit anschließendem Platzieren und 
Routen unter Verwendung der in Abschnitt 5.3.3.2 beschriebenen Optimierungsschritte. Das 
                                                 
* nur für LC- und LC-MEM-Modus relevant 
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heißt, dass die Hierarchie des Entwurfs vollständig entfernt und so genanntes Clock-Gating als 
Optimierungsoption eingestellt wurde. 
 TC LC LC-MEM 
Architektur-
parameter µm²
gesamtA  
mW
,gesamtVP  
µm²
gesamtA  
mW
,gesamtVP  
µm²
gesamtA  
mW
,gesamtVP  
wOpadr = 8, wcntr = 8, 
wReg = 5, nFIFO = 8*, 
nirq = 8* 
19,5·10³ 1,64 30,9·10³ 1,94 39,3·10³ 2,25 
wOpadr = 8, wcntr = 8, 
wReg = 3, nFIFO = 8*, 
nirq = 8* 
6,9·10³ 0,51 18,6·10³ 0,76 27,2·10³ 1,69 
Tabelle 5.6 Ergebnisse für verschiedene Kopplungs-Controller 
Die in der Tabelle dargestellten Werte für die Verlustleistung wurden wiederum für eine Schalt-
aktivität von σ = 0,5 für alle Eingänge ermittelt. Die Auslegung der eFPGA-Operationen-
Registerbank hat erheblichen Einfluss auf die erforderliche Fläche und 
Verlustleistungsaufnahme. Für die im nachfolgenden Kapitel 6 verwendeten Kopplungs-
Controller wurde jeweils eine eFPGA-Operationen-Registerbank mit 32 Einträgen verwendet. 
Die Datenwortbreite dieser Einträge betrug jeweils 16 Bit (wOpadr = 8, wcntr = 8). 
 

  
6 Abbildung exemplarischer Operatoren und Anwendungen 
Im Folgenden werden die Ergebnisse für die Abbildung exemplarischer Anwendungen und 
Operatoren für unterschiedliche Architekturkonfigurationen vorgestellt. Die Werte wurden mit 
Hilfe der in Kapitel 5 diskutierten Kostenmodelle ermittelt. Die im Rahmen der vorliegenden 
Arbeit durchgeführten Untersuchungen der einzelnen Standardprozessor- bzw. ASIP-eFPGA-
Architekturen und die auf diese Architekturen abgebildeten Anwendungsbeispiele sind in der 
nachfolgenden Tabelle 6.1 aufgelistet. 
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MIPS-eFPGA 
? eFPGA-Beispielarchitektur 1 
? Auslagerung elementarer Befehlssequenzen 
─ ─ X X 
MIPS-eFPGA 
? eFPGA-Beispielarchitektur 1 
? Auslagerung komplexer Rechenkerne 
─ X X ─ 
ARM-eFPGA 
? eFPGA-Beispielarchitektur 1 
? Auslagerung komplexer Rechenkerne 
─ X X ─ 
ASIP-eFPGA 
? eFPGA-Beispielarchitektur 2 
? Tightly-Coupled, TC 
X X X X 
ASIP-eFPGA 
? eFPGA-Beispielarchitektur 2 
? Loosely-Coupled mit Speicheranbindung, LC-MEM 
X X ─ X 
Tabelle 6.1 Kombinationen der unterschiedlichen Architekturen und Anwendungsbeispiele 
Zum Vergleich wurden die jeweiligen Anwendungsbeispiele ebenfalls auf den entsprechenden 
Prozessoren ohne die Verwendung eines eFPGAs realisiert. Am Ende dieses Kapitels wird ein 
Vergleich mit dem in Abschnitt 3.5.3 vorgestellten XiRisc der Universität Bologna und eine Ein-
ordnung in den Entwurfsraum für die hier konzipierten und realisierten Architekturen vorgestellt. 
Bevor die einzelnen Anwendungsbeispiele erläutert werden, wird zunächst das im Rahmen der 
Arbeit verwendete Effizienzmaß kurz dargestellt. Als Effizienzmaß wurde der Kehrwert des 
Produkts aus Chipfläche (A), Laufzeit zur Berechnung eines Samples (Tsample) und der um-
gesetzten Energie pro berechnetes Sample (Esample) verwendet. 
samplesample
ATE ETA ⋅⋅=
1η  (6.1) 
122 6.1   FINITE-IMPULSE-RESPONSE-FILTER 
 
Da nicht alle Werte für die gleiche CMOS-Technologie ermittelt werden konnten, wurde, um 
Vergleichbarkeit zur gewährleisten, einheitlich eine Skalierung ‡  auf eine 90 nm CMOS-
Technologie durchgeführt, falls dies erforderlich war (siehe z. B. [147]). 
6.1 Finite-Impulse-Response-Filter 
Zunächst wird einleitend als Anwendungsbeispiel für die Verwendung von heterogenen ASIP-
eFPGA-Architekturen die Abbildung von eindimensionalen Finite Impulse Response Filter (FIR) 
vorgestellt. FIR-Filter werden in vielen Bereichen der digitalen Signalverarbeitung eingesetzt 
und zeichnen sich dadurch aus, dass sie inhärent stabil sind und ein linearer Phasengang relativ 
einfach realisiert werden kann (siehe z. B. [148,149]). So werden FIR-Filter z. B. als Tief-, 
Hoch- und Bandpass sowie in Form adaptiver Filter zur Kanalentzerrung (z. B. Echokompen-
sation) verwendet. Der Signalflussgraph eines exemplarischen Filters mit einer Filterlänge von 
L = 8 Taps in einer so genannten transponierten Form ist in Abbildung 6.1 dargestellt. Die 
zugehörige Differenzengleichung ist allgemein in der Gleichung (6.2) ausgedrückt. 
 
Abbildung 6.1 FIR-Filter mit acht Taps in transponierter Realisierungsform  
( ) ( ) ( )∑−
=
−=
1
0
·
L
j
jkxjcky  (6.2) 
6.1.1 Abbildung von FIR-Filterstrukturen auf ASIP-eFPGA-Architekturen 
Bei der Abbildung der hier betrachteten FIR-Filterstrukturen mit acht Taps wurden analog zur 
Abbildung von Median-Filterstrukturen (siehe nachfolgenden Abschnitt 6.2) auf ASIP-eFPGA-
Architekturen verschiedene Kopplungsvarianten verwendet. So wurden zunächst Realisierungen 
unter Verwendung eines externen Kopplungs-Controllers (siehe Abschnitt 4.2.1.5) mit enger 
Kopplung (TC-Modus) zwischen ASIP und eFPGA umgesetzt. Als Erweiterung wurde dann eine 
Variante im LC-MEM-Modus mit Anbindung des eFPGAs an den Datenspeicher implementiert. 
Der Filter-Operator wurde dabei vollständig auf das eFPGA abgebildet. Als eFPGA-
Komponente wurde die in Abschnitt 5.1.2 vorgestellte eFPGA-Beispielarchitektur 2 (siehe auch 
Anhang E) verwendet. 
Als Vergleich wurden Referenzimplementierungen auf dem LT_RISC (siehe Abschnitt 4.1.3) be-
trachtet. Dabei wurden zwei verschiedene LT_RISC-Varianten untersucht. Der LT_RISC wurde 
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in einer erweiterten Variante mit einer Multiplikationseinheit ergänzt, die dediziert eine vor-
zeichenbehaftete 32 Bit-Multiplikation ermöglicht. Diese Multiplikation wird u. a. bei der 
Speicheradressierung verwendet und kann vorteilhaft bei der Abbildung von FIR-Filtern genutzt 
werden. Zur Ergänzung der ALU um diese Multiplikationseinheit, wurde die LISA-
Beschreibung des Befehlssatzes entsprechend um die Assemblerinstruktion smul erweitert. 
6.1.2 Vergleich der Ergebnisse 
Im Folgenden werden die Ergebnisse unterschiedlicher Implementierungsvarianten vorgestellt 
und miteinander verglichen (siehe Tabelle 6.2). Die Variation des Daten- und Programmspei-
chers von je acht bis 32 KB wurde ebenfalls berücksichtigt (siehe Abbildung 6.2). Es ergibt sich 
durch die verschiedenen Speichergrößen eine Dynamik von ca. einer Größenordnung. 
 Fläche [mm²] Laufzeit [s] Energie [J] 1/ATE [mm-2·s-1·J-1]
LT_RISC ohne Mult. 1,37 7,93·10-4 1,56·10-5 5,9·107 
LT_RISC ohne Mult. opt. 1,37 2,88·10-4 5,71·10-6 4,5·108 
LT_RISC mit Mult. opt. 1,39 5,96·10-5 1,50·10-6 8,0·109 
ASIP-eFPGA TC (16 Bit) 2,05 5,24·10-5 1,20·10-6 7,8·109 
ASIP-eFPGA TC (8 Bit) 1,95 3,17·10-5 7,12·10-7 2,3·1010 
ASIP-eFPGA TC (4 Bit) 1,81 2,02·10-5 4,43·10-7 6,2·1010 
ASIP-eFPGA LC-MEM (4 Bit) 2,20 6,02·10-6 2,02·10-7 3,7·1011 
Tabelle 6.2 Kosten und Effizienz für die Abbildung eines FIR-Filters für verschiedene 
Architekturen (2x16KB) 
Zunächst wurde die in den Grenzen der Prozessorwortbreite wortbreitenunabhängige 
Realisierung eines FIR-Filters unter Verwendung von so genannter Integerarithmetik auf dem 
LT_RISC untersucht. Bei der Realisierung kann durch Festlegen entsprechender Parameter im 
Programmcode die Wortbreite der Daten und Koeffizienten sowie die Anzahl der Filter-Taps vor 
der Compilation eingestellt werden. In den optimierten Realisierungen für den LT_RISC ist die 
Daten- und Koeffizientenwortbreite mit 16 Bit festgelegt. Es werden native Integerdatentypen 
verwendet. Dadurch ist im Vergleich zur flexiblen Lösung auf dem LT_RISC ohne Integration 
eines Multiplikationsbefehls mit entsprechender funktionaler Einheit in der Execute-Stufe eine 
Steigerung der Effizienz um eine Größenordnung für eine Filtervariante mit einer Wortbreite von 
16 Bit möglich. Mit einer Multiplizierereinheit und entsprechender Anpassung des Compilers 
wird eine Verbesserung um zwei Größenordnungen im Vergleich zur generischen LT_RISC-
Lösung erreicht. Eine ASIP-eFPGA-Architektur im TC-Modus, auf die ein FIR-Filter mit einer 
Daten- und Koeffizientenwortbreite von 16 Bit abgebildet wurde, erbringt im Vergleich zur 
optimierten LT_RISC-Realisierung mit Multiplizierer keinen Effizienzgewinn. Eine Anpassung 
der Wortbreite und somit die Ausnutzung von Subwortparalellität ist bei der Verwendung eines 
eFPGAs möglich (siehe auch Abschnitt 6.4.3). Auf Basis dieser Eigenschaften wird eine 
Effizienzsteigerung für kleinere Wortbreiten erreicht. Die Verwendung eines 
LC-MEM-Kopplungsmodus ist für die Abbildung eines FIR-Filters ebenfalls vorteilhaft. Der 
Mehraufwand, der bei der Datenkommunikation durch die Belegung der ASIP-Pipeline 
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verursacht wird, wird dadurch vermieden. Kontrollstrukturen zur Adressierung, zum Lesen und 
zum Schreiben der Daten werden vom Kopplungs-Controller zur Verfügung gestellt und werden 
nicht in Software realisiert (vgl. TC-Modus). 
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Abbildung 6.2 1/ATE-Effizienz in Abhängigkeit der Wortbreite (FIR-Filter) 
Für einen umfassenden Vergleich ist die Untersuchung weiterer Wortbreiten, die auf Grund der 
Problematik der Abbildung von Datenpfaden auf das eFPGA nicht durchgeführt wurde, 
erforderlich. Eine solche Untersuchung würde Variationen der Effizienz auf Grund von Ver-
schnitteffekten bei der Abbildung auf das eFPGA aufzeigen. Entsprechend würde sich für die 
Abbildung auf ASIP-eFPGA-Architekturen ein größeres Effizienzintervall ergeben. 
6.2 Median-Filter 
Median-Filter gehören zur Familie der nichtlinearen Filter und werden beispielsweise in der 
digitalen Videosignalverarbeitung zur Unterdrückung von Impulsrauschen verwendet (siehe 
auch [148,150]). Im Gegensatz zu linearen Filtern (z. B. FIR-Filter, siehe Abschnitt 6.1) bleiben 
bei Verwendung eines Median-Filters ausgeprägte Kanten innerhalb eines Bildes erhalten und 
werden nicht wie bei linearen Filtern verschmiert oder unscharf. Hingegen liefern lineare Filter 
im Gegensatz zu Median-Filtern bessere Ergebnisse bei Bildern, die durch weißes Rauschen 
gestört sind. Dies lässt sich analytisch anhand der statistischen Eigenschaften der jeweiligen 
Filtertypen nachweisen (siehe z. B. [148]). 
Der Median einer aufsteigend sortierten Folge xi mit i ∈ [1, n] ist wie folgt definiert: 
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Zur Realisierung eines Median-Filters gibt es eine Vielzahl unterschiedlicher Implementierungs-
alternativen ([150,151]). Im Rahmen der vorgelegten Arbeit wurde u. a. eine optimierte Odd-
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Even-Transposition-Implementierung nach [152] verwendet. Ein Blockschaltbild dieser 
Implementierung für die Ermittlung des Medians aus neun Werten ist in Abbildung 6.3 
dargestellt. In jedem Iterationsschritt werden jeweils zwei Werte miteinander verglichen und in 
Abhängigkeit des Ergebnisses dieses Vergleiches bzgl. ihrer Position vertauscht oder nicht.  
Auf diese Weise werden die Eingangswerte sukzessive sortiert. Die letzten drei Iterationsschritte 
dieses Verfahrens erfordern einen reduzierten Rechenaufwand, da nur noch eine verringerte 
Anzahl an Vergleichs- und Tauschoperationen (Compare & Swap) im Vergleich zu den zuvor 
durchgeführten Iterationen erforderlich ist. Dies ist möglich, da als Ergebnis der Filterung der 
Median ermittelt wird. Eine vollständige Sortierung ist somit nicht notwendig. 
Zunächst wurde die Abbildung eines Median-Filters auf Standardprozessor-eFPGA-
Architekturen betrachtet. Hierbei wurde der Median-Filter als komplexer Rechenkern 
ausgelagert (siehe nachfolgenden Abschnitt 6.2.1). Bei der Abbildung auf ASIP-eFPGA-Archi-
tekturen wurden u. a. verschiedenen Kopplungsvarianten untersucht und miteinander verglichen 
(siehe Abschnitt 6.2.2). In Abschnitt 6.2.3 wird ein Vergleich der Implementierungsergebnisse 
vorgestellt und diskutiert. 
  
a) Odd-Even-Transposition-Netzwerk b) Compare & Swap Element 
Abbildung 6.3 Implementierung eines Median-Filters nach [152] 
6.2.1 Auslagerung eines Median-Filters als komplexer Rechenkern 
Als Beispiel zur Auslagerung wird ein Median-Filter betrachtet, der aus neun Werten, die jeweils 
eine Wortbreite von acht Bit haben, den Median berechnet. Dabei läuft das Filter-Fenster über 
einen zusammenhängenden Speicherbereich, so dass lediglich ein Zugriff auf den Speicher zum 
Laden eines neuen Wertes notwendig ist. Die Kontrollstrukturen und Datentransferoperationen 
wurden auf dem Prozessor realisiert, der mit einer Taktfrequenz von 160 MHz betrieben wurde. 
Das Median-Filter wurde vollständig auf die eFPGA-Beispielarchitektur 1 (siehe 
Abschnitt 5.1.1) abgebildet. Dabei wurde die in Abbildung 6.3 gezeigte Struktur verwendet. Die 
Implementierung eines Vergleichs- und Tauschelements (siehe rechte Seite in Abbildung 6.3) 
erfordert drei aufeinanderfolgende LE-Reihen. In der ersten LE-Reihe wird die Subtraktion der 
beiden acht Bit Eingangswerte durchgeführt. Das MSB dieser Berechnung wird als horizontale 
Broadcast-Leitung über die zweite und dritte LE-Reihe geführt. Die zweite und dritte LE-Reihe 
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realisieren jeweils einen Multiplexer mit zwei Eingängen, der vom MSB der Subtraktion 
gesteuert wird. Die Multiplexer-Funktionalität wird dabei auf die LUTs der LEs abgebildet. Alle 
erforderlichen Vergleichs- und Tauschelemente werden gleichzeitig auf das eFPGA abgebildet. 
Ein erheblicher Aufwand resultiert aus der Verdrahtung zwischen diesen Elementen, da die 
globale Verbindungsarchitektur mit vier horizontalen und vertikalen Routingleitungen 
rudimentär ausgelegt ist. Zur Realisierung des Routings werden daher LEs verwendet, die 
lediglich die Weiterschaltung und Verteilung von Signalen zur Aufgabe haben. Insgesamt 
werden für das eFPGA 352 LE-Cluster mit 2816 LEs benötigt. Dabei werden 160 Cluster 
ausschließlich für die Verbindung zwischen abgebildeten Vergleichs- und Tauschoperationen 
verwendet. Ingesamt resultiert dies in einer Chipfläche von ca. 3,93 mm² für das eFPGA. In der 
Filterstruktur auf dem eFPGA werden die zur Verfügung stehenden Register teilweise als 
Pipeline-Stufen verwendet, so dass sich eine Taktfrequenz von 20 MHz und einer Latenz von 
vier Takten zur Berechnung des ersten Medianwertes ergibt. In der nachfolgenden Tabelle 6.3 
sind die physikalischen Kosten für die Referenzimplementierungen auf den Prozessoren und den 
hybriden Prozessor-eFPGA-Architekturen eingetragen. Für die hybriden Architekturen wurde 
das Kopplungskonzept unter Zugriff auf die Prozessorregister vorgesehen (siehe 
Abschnitt 3.5.6.2). Dies hat sich im Vergleich als die günstigste Alternative herausgestellt. Die 
Unterschiede bzgl. der umgesetzten Energie und der Laufzeit sind im Vergleich zu den Werten, 
die z. B. für die nachfolgend beschriebene Abbildung der DES-Verschlüsselung ermittelt 
wurden, kleiner. Es lässt sich bei dem in Abbildung 6.4 dargestellten Effizienzvergleich 
feststellen, dass die Effizienz für die Implementierung auf der hybriden Architekturen lediglich 
eine Verbesserung um etwa den Faktor 3 im Vergleich zur Realisierung auf den entsprechenden 
Prozessoren erbringt. 
 Fläche [mm²] Laufzeit [s] Energie [J] 1/ATE [mm-2·s-1·J-1] 
MIPS 5,8 1,94·10-5 2,6·10-6 3,4·109 
ARM940T 1,05 2,04·10-5 4,74·10-7 9,9·1010 
MIPS-eFPGA 9,73 1,79·10-6 6,54·10-7 8,8·1010 
ARM-eFPGA 4,98 2,06·10-6 3,51·10-7 2,8·1011 
Tabelle 6.3 Kosten für die Berechnung von 40 Medianwerten 
Der deutliche Unterschied der Effizienzsteigerung im Vergleich der Median-Implementierung 
zur Implementierung der DES-Verschlüsselung liegt in dem Verhältnis zwischen 
ausschließlicher Zeit zur Durchführung von Berechnungen und der Zeit, die zur Kommunikation 
zwischen Prozessor und eFPGA notwendig ist. Während bei der DES-Verschlüsselung der 
Kommunikationsaufwand sehr gering ist, wie nachfolgend gezeigt wird, müssen bei der 
Berechnung des Medians permanent Daten aus dem Datenspeicher zwischen Prozessor und 
eFPGA übertragen werden. Die lose Kopplungsstruktur stellt somit den Engpass dieser 
Implementierung auf den hybriden Prozessor-eFPGA-Architekturen dar. Eine Möglichkeit, 
diesen Engpass zu vermeiden, ist die Realisierung einer weiteren Speicherschnittstelle, so dass 
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das eFPGA direkt auf dem Datenspeicher zugreifen kann. Im nachfolgenden Abschnitt 6.2.2 
wird neben weiteren Realisierungen eine solche Variante diskutiert. 
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Abbildung 6.4 Vergleich der Effizienz (Berechnung von 40 Medianwerten) 
6.2.2 Abbildung eines Median-Filters auf ASIP-eFPGA-Architekturen 
Bei der Abbildung eines Median-Filters auf eine ASIP-eFPGA-Architektur (vgl. Abbildung auf 
Standardprozessor-eFPGA-Architektur in Abschnitt 6.2.1) wurden verschiedene Implemen-
tierungsvarianten umgesetzt und analysiert. Das eFPGA basiert wiederum auf der eFPGA-Bei-
spielarchitektur 2. Zunächst wurde das Median-Filter, das genau wie die in Abschnitt 6.2.1 
diskutierte Realisierung für neun Filter-Taps und einer Wortbreite von 8 Bit realisiert wurde, auf 
Basis einer engen Kopplung zwischen ASIP und eFPGA implementiert (TC-Modus). Dabei 
wurden die Ergebnisse der Untersuchungen des vorhergehenden Abschnitts 6.2.1 bestätigt. Die 
Effizienzsteigerung, die sich durch die Abbildung des Median-Filters auf eine ASIP-eFPGA-
Architektur mit enger Kopplung erreichen lässt, ist signifikant kleiner im Vergleich zur 
Effizienzsteigerung bei der Abbildung der DES-Verschlüsselung (vgl. Tabelle 6.7 und 
Abbildung 6.8). Da der Kommunikationsaufwand im Verhältnis zum Rechenaufwand größer ist, 
wurde für das Median-Filter zusätzlich eine Realisierung unter Verwendung eines eFPGA-
Befehls im LC-MEM-Modus mit einem entsprechenden Kopplungs-Controller umgesetzt. Die 
ungünstige Realisierung der Datenkommunikation zwischen dem Datenspeicher und dem 
eFPGA-Operator über die Pipeline des ASIPs wird dadurch vermieden. In diesem Modus wird 
ein direkter Zugriff des eFPGAs auf den Datenspeicher realisiert. Darüber hinaus wird durch 
diese Realisierungsvariante der ASIP nicht blockiert (Pipeline-Stall), während Berechnungen auf 
dem eFPGA ausgeführt werden. Somit steht der ASIP für weitere Rechenaufgaben zur 
Verfügung, die unabhängig von den Ergebnissen des Median-Filters ausgeführt werden können. 
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Zur Realisierung des Median-Filters wurde das in Abbildung 6.5 dargestellte einfache Sortier-
netzwerk auf der eFPGA-Beispielarchitektur 2 implementiert.  
 
Abbildung 6.5 Implementierung eines Median-Filters auf Basis eines Sortiernetzwerks 
Ein Auszug der entsprechenden Abbildung auf das eFPGA ist in Abbildung 6.6 illustriert. Die 
Struktur des Median-Filters aus Abbildung 6.3 erfordert 24 Vergleichs- und Tauschoperationen 
während die in Abbildung 6.5 dargestellte Realisierung 30 dieser Elemente benötigt. Allerdings 
ist die Implementierung auf Basis eines Sortiernetzwerkes regulärer bzgl. der Verdrahtung der 
Vergleichs- und Tauschoperatoren. Darüber hinaus ist die Weite der benötigten 
Operandenverschiebungen deutlich kleiner. Diese Verschiebungen können bei der Realisierung 
dieses Sortiernetzwerkes u. a. auf die globale Verbindungsarchitektur abgebildet werden (siehe 
Abbildung 6.6). 
Die Belegung von LEs, die ausschließlich für Routing-Aufgaben verwendet werden, ist bei 
dieser Implementierung im Vergleich zu der Implementierung aus Abschnitt 6.2.1 im geringeren 
Umfang notwendig. Zur Implementierung eines Vergleichs- und Tauschoperators werden drei 
LE-Cluster verwendet. Ein LE-Cluster wird für die Weiterleitung des Eingangssignals A benötigt 
(siehe pass A in Abbildung 6.6). In den Select-Elementen (select A', select B') ist jeweils eine 
Vollsubtraktion der beiden Eingangssignale (A, B) und die Auswahl eines Datums und 
Aufschalten dieses Datums auf die globale Verbindungsarchitektur realisiert. Die globale 
Verbindungsstruktur des eFPGAs erlaubt lediglich ein Routing von acht Bit pro Kanal. Dadurch 
werden bei einigen Clustern ausschließlich die globalen Routingressourcen allokiert. Die LEs 
dieser Cluster werden nicht verwendet. 
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Abbildung 6.6 Auszug Abbildung eines Median-Filters (eFPGA-Beispielarchitektur 2) 
In der Abbildung 6.7 ist die Verlustleistungsaufnahme über verschiedene Architekturen mit 
verschiedenen Daten- und Programmspeichergrößen aufgetragen. Für die Realisierung auf dem 
LT_RISC ist die Verlustleistungsaufnahme am geringsten. Die Realisierung des Median-Filters 
auf einer ASIP-eFPGA-Architektur unter Verwendung eines Kopplungs-Controllers für einen 
TC-Modus resultiert in einer großen dynamischen Verlustleistungsaufnahme für Zugriffe auf den 
Daten- und Programmspeicher. Dies begründet sich u. a. dadurch, dass die Datenkommunikation 
über die Pipeline des ASIPs realisiert wird und somit in Speicher-Lade-Befehlen resultiert. 
Weiterhin sind sämtliche Kontrollstrukturen zur Realisierung des Median-Filters in Form von 
ASIP-Befehlen realisiert. Dies bedeutet, dass für die Abarbeitung der Kontrollstrukturen auf den 
Programmspeicher zugegriffen wird. Die Verlustleistungsaufnahme verringert sich im Vergleich 
dazu deutlich für Implementierungen unter Verwendung des LC-MEM-Modus, bei dem kein 
Pipelining des eFPGA-Operators umgesetzt wurde (ASIP-eFPGA LC-MEM in Abbildung 6.7). 
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Abbildung 6.7 Verlustleistungsaufnahme für verschiedene Architekturvarianten (Median) 
Sämtliche Kontrolloperationen für den Zugriff auf den Speicher werden von der Memory-
Control-Komponente des zugehörigen Kopplungs-Controllers realisiert. Die Anzahl der ausge-
führten ASIP-Befehle verringert sich. Der Anteil der Verlustleistungsaufnahme für das eFPGA 
steigt an, da die aktive Zeit des eFPGA-Operators bei dieser Kopplungsvariante größer wird. Die 
höchste Verlustleistung wird bei der ASIP-eFPGA-Architekturvariante erreicht, bei der die 
maximale Taktfrequenz für den eFPGA-Operator durch das Einfügen von Pipeline-Schnitten mit 
Hilfe der in Abbildung 6.6 dargestellten Register erzielt wird (ASIP-eFPGA LC-MEM pipelined 
in Abbildung 6.7). Die Verlustleistungsaufnahme steigt für die Variante mit jeweils 32 KB 
Programm- und Datenspeicher auf über 100 mW an. Durch das Pipelining vergrößert sich die 
Latenz. Allerdings steigt die erreichte Durchsatzrate signifikant an (vgl. Laufzeit für die 
Berechnung von 40 Medianwerten in Tabelle 6.4). 
 Fläche [mm²] Laufzeit [s] Energie [J] 1/ATE [mm-2·s-1·J-1] 
LT_RISC 0,65 7,22·10-5 9,11·10-7 2,3·1010 
ASIP-eFPGA TC 4,82 1,96·10-6 7,84·10-8 1,3·1012 
ASIP-eFPGA LC-MEM 4,85 5,09·10-7 1,75·10-8 2,3·1013 
ASIP-eFPGA LC-MEM (pipeline) 4,85 9,55·10-8 8,34·10-9 2,6·1014 
Tabelle 6.4 Kosten für die Berechnung von 40 Medianwerten (2 x 8KB) 
6.2.3 Vergleich der Ergebnisse 
In Abbildung 6.8 ist die Effizienz für die Berechnung von 40 Medianwerten auf Basis der in den 
Abschnitten 6.2.1 und 6.2.2 vorgestellten Realisierungen dargestellt. Für die Realisierungen mit 
dem LT_RISC und den ASIP-eFPGA-Architekturen wurden jeweils 8 KB Programm- und 
Datenspeicher berücksichtigt. Für die Abbildung des Median-Filters auf eine heterogene 
Standardprozessor-eFPGA-Architektur zeigt sich, dass für eine Kopplungsvariante bei der die 
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Prozessor- bzw. ASIP-Pipeline bei der Datenkommunikation einbezogen ist, lediglich eine 
moderate Steigerung der Effizienz möglich ist. 
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Abbildung 6.8 Gegenüberstellung der Effizienz (Berechnung von 40 Medianwerten) 
Durch die Entkopplung der Datenkommunikation von der ASIP-Pipeline durch die Verwendung 
einer losen Kopplungsvariante mit Anbindung der eFPGA-Ressource an den Datenspeicher ist 
eine Verbesserung der Effizienz um bis zu vier Größenordnungen möglich. Dabei hat sich 
gezeigt, dass durch Verbesserung der Realisierung des eFPGA-Operators mit Hilfe von 
Pipelining ein Unterschied von ca. einem Faktor zehn erreicht wird. Zusätzlich stehen bei der 
losen Kopplungsvariante zwischen ASIP und eFPGA Rechenressourcen auf dem ASIP zur freien 
Verfügung, die nicht genutzt werden. 
Am Beispiel des Median-Filters zeigt sich, dass die Wahl des Kopplungsmechanismus aus-
schlaggebend für die Effizienz der gesamten Architektur ist. Für eine ASIP-eFPGA-Architektur 
mit einem Kopplungsmechanismus, der für die DES-Verschlüsselung (siehe Abschnitt 6.3.4) 
geeignet ist, lässt sich für die Abbildung des Median-Filters zwar ebenfalls ein Gewinn erzielen. 
Allerdings kann durch Anpassung des Kopplungsmodus noch einmal eine deutliche Steigerung 
der Effizienz erreicht werden. Entsprechend müssen vor der finalen Festlegung des 
Kopplungsmodus bei der Abbildung einer Anwendung auf eine ASIP-eFPGA-Architektur die 
Eigenschaften bzgl. der Datenkommunikation und des Rechenaufwandes im Detail betrachtet 
und analysiert werden. 
6.3 Data-Encryption-Standard 
Als weiteres Beispiel wurde die bereits erwähnte Abbildung der Ver- und Entschlüsselung nach 
dem Data-Encryption-Standard (DES) (siehe z. B. [105]) untersucht. DES ist eine seit über 
30 Jahren verwendete symmetrische kryptografische Methode, bei der zur Ver- und Entschlüs-
selung derselbe Schlüssel verwendet wird. Zur Verschlüsselung eines Wortes mit einer Breite 
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von 64 Bit kommt ein Schlüssel mit einer Wortbreite von 48 Bit zum Einsatz. Auf Grund der 
heute zur Verfügung stehenden Rechenleistung und der relativ geringen Wortbreite des 
Schlüssels werden mittlerweile häufig auch komplexere Verfahren zur Verschlüsselung (z. B. 
AES, Advanced-Encryption-Standard) benutzt, um die Sicherheit zu erhöhen. 
6.3.1 Ver- und Entschlüsselung entsprechend des Data-Encryption-Standards 
Zur Verschlüsselung nach DES wird zunächst die zu verschlüsselnde Nachricht in 64 Bit Worte 
eingeteilt. In Abbildung 6.9 ist der Ablauf zur Verschlüsselung eines 64 Bit Wortes schematisch 
dargestellt. In der initialen Permutation wird nach einem vorgeschriebenen Schema eine 
Vertauschung der einzelnen Bitstellen des 64 Bit Wortes vorgenommen. Nach dieser 
Permutation liegen zwei 32 Bit Worte (L(i-1), R(i-1)) vor. Der nachfolgend beschriebene Kern 
einer Schleife wird 16-mal durchlaufen. Das rechte Worte (R(i-1)) wird in acht vier Bit-Blöcke 
geteilt. Innerhalb dieser Blöcke wird eine Verdopplung von zwei Bitstellen im Schritt Expansion 
vorgenommen, so dass die Blöcke auf sechs Bit aufgeweitet werden. Danach werden die 
resultierenden 48 Bit mit einem 48 Bit Schlüssel XOR-verknüpft. Dieser Schlüssel hängt vom 
jeweiligen Iterationsschritt ab und wird aus dem Originalschlüssel durch Permutations- und 
Schiebeoperationen bestimmt (nicht dargestellt in Abbildung 6.9). Die aus der XOR-
Verknüpfung resultierenden Daten dienen als Eingabe für die acht nachfolgenden 6 Bit breiten 
SBoxes. Die jeweiligen SBoxes realisieren Chiffriertabellen, die von den Eingabedaten adressiert 
werden. Die Werte in den Tabellen haben eine Bitbreite von vier Bit, so dass als Ausgang der 
SBox Operation ein 32 Bit Wort vorliegt. Dieser Wert wird in einer PBox Operation nach einem 
festen Schema bitweise permutiert. 
 
Abbildung 6.9 Verschlüsselung nach dem DES-Algorithmus 
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Das Ergebnis dieser Permutation wird mit dem Wort L(i-1) bitweise XOR-verknüpft. Der resul-
tierende Wert ist das neue rechte Wort (R(i)). Das alte rechte Wort (R(i-1)) wird zum neuen 
linken Wort (L(i)) des nächsten Iterationsschrittes. Nach 16 Iterationsschritten werden das 
resultierende linke und rechte Wort zu einem 64 Bit Wort zusammengefasst. Die Bitstellen 
dieses Wortes werden in einer abschließenden Ausgangspermutation (iP) paarweise vertauscht. 
Dabei entspricht die abschließende Ausgangspermutation iP der inversen Eingangspermutation 
P. Abschließend liegt ein verschlüsseltes Wort mit einer Wortbreite von 64 Bit vor. Die 
Entschlüsselung eines 64 Bit Wortes erfolgt nach dem gleichen Schema. Die 16 verwendeten 
Teilschlüssel werden entsprechend in umgekehrter Reihenfolge im Vergleich zur 
Verschlüsselung verwendet. 
6.3.2 Auslagerung elementarer Befehlssequenzen bei der DES-Verschlüsselung 
Nachfolgend werden die Ergebnisse der Laufzeituntersuchungen für die Abbildung einer DES-
Verschlüsselung auf Basis der Auslagerung elementarer Befehlssequenzen vorgestellt (siehe 
auch Abschnitt 3.5.6.1). Die verwendete Standardprozessor-eFPGA-Architektur und die zu-
gehörigen Modelle wurden bereits zuvor erläutert. Bei der Analyse des in ANSI-C geschriebenen 
Referenzcodes [105] wurden von den 128 gefundenen Befehlsbäumen sieben zur Auslagerung 
auf das eFPGA berücksichtigt. Als Referenzwert dient wiederum die Realisierung der DES-
Verschlüsselung auf dem Prozessor ohne Verwendung eines eFPGAs. Nachfolgend wird 
exemplarisch eine Prozessortaktfrequenz von 60 MHz betrachtet. In dem in Abbildung 6.10 
dargestellten Diagramm ist die relative Ausführungszeit gegenüber der Größe des eFPGAs 
aufgetragen. Die Größe des eFPGAs wird dabei in der Anzahl der LEs ausgedrückt. Der 
Ordinatenwert 100% entspricht der Laufzeit, die für eine Realisierung auf dem Prozessor ohne 
Verwendung eines eFPGAs erforderlich ist. Zunächst wurde eine Konfigurationsbusbreite von 
64 Bit verwendet. Es zeigt sich, dass der Mehraufwand für die dynamische Rekonfiguration so 
groß ist, dass erst ab einer eFPGA-Größe von über 500 LEs eine Verbesserung bzgl. der Laufzeit 
gegenüber der Prozessorlösung zu beobachten ist. Die maximal erzielbare Verbesserung beträgt 
hier 29 % und wird dann erreicht, wenn keine Rekonfiguration zur Laufzeit stattfindet, da die 
Größe des eFPGAs ausreicht, um alle ausgelagerten Befehlssequenzen vor Beginn der Laufzeit 
abzubilden (544 LEs). Um den Aufwand für die Rekonfiguration zu verringern, wurden 
verschiedene Maßnahmen ergriffen. In einem ersten Schritt wurde die Breite des 
Konfigurationsbusses zum Konfigurationsspeicher variiert. Die Architektur zur Konfiguration 
muss entsprechend angepasst werden. Durch die Aufweitung des Konfigurationsbusses reduziert 
sich die Anzahl der Speicherzugriffe auf den Konfigurationsspeicher pro Konfigurationsvorgang. 
Die Ergebnisse für die Variation der Konfigurationsbusbreite sind in Abbildung 6.11 a zu sehen. 
Wie zu erwarten ist, verlaufen die Kurven mit zunehmender Busbreite flacher. Allerdings ist der 
Bereich, ab dem eine Verbesserung gegenüber der Prozessorlösung zu beobachten ist, relativ 
schmal. Die maximale Verbesserung ändert sich nicht, da ausschließlich der Konfigurations-
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mechanismus von der Änderung betroffen ist. Ein weiteres Abflachen der Kurven für größere 
Busbreiten ist nicht zu beobachten. 
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Abbildung 6.10 Relative Laufzeit in Abhängigkeit der eFPGA-Größe 
Als weitere Optimierungsmaßnahme wurde die Aufdopplung der SRAM-Zellen zur Konfi-
guration der jeweiligen Strukturelemente des eFPGAs untersucht. Das zugehörige Diagramm der 
Ergebnisse ist in Abbildung 6.11 b dargestellt. 
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Abbildung 6.11 Ergebnisse der Optimierungsmaßnahmen 
Ab einer eFPGA-Größe von 288 LEs ist eine Verbesserung zu beobachten. Allerdings muss 
dabei berücksichtigt werden, dass die SRAM-Zellen fast die Hälfte der benötigten Chipfläche 
ausmachen. Eine Verdopplung der SRAM-Zellen ist also mit einem erheblichen Mehraufwand. 
Ab einer eFPGA-Größe von 320 LEs wird nahezu die maximale Verbesserung erreicht, da dann 
alle Konfigurationsinformationen der sieben ausgelagerten Befehlsbäume gleichzeitig ge-
speichert werden können. Ab einer Größe von 544 LEs sind keine Kontextwechsel mehr erfor-
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derlich. Durch die Kombination der beiden vorgestellten Optimierungen lässt sich für einen 
256 Bit breiten Konfigurationsbus mit verdoppelten SRAM-Zellen eine Verbesserung der 
Laufzeit um 15 % bereits ab einer eFPGA-Größe von 224 LEs beobachten. Ab einer Größe von 
320 LEs wird wiederum nahezu die maximale Verbesserung erreicht. 
Insgesamt lässt sich feststellen, dass der mit dem hier vorgestellten dynamischen Rekonfigura-
tionskonzept verbundene Mehraufwand für das betrachtete Beispiel unter Berücksichtigung der 
erreichten moderaten Verbesserung der Laufzeit nicht zu rechtfertigen ist. 
6.3.3 Auslagerung komplexer Rechenkerne bei der DES-Verschlüsselung 
Für die Realisierung der DES-Verschlüsselung wurde die Auslagerung komplexer Rechenkerne 
auf das eFPGA von Standardprozessor-eFPGA-Architekturen untersucht. Die Konzepte der drei 
Kopplungsmechanismen wurden in Abschnitt 3.5.6.2, die zugehörigen Modelle zur Evaluierung 
in Abschnitt 5.4.2 vorgestellt. Exemplarisch wurde hier eine Prozessortaktfrequenz von 
160 MHz betrachtet. Als Referenzwerte wurden die Implementierungen auf den jeweiligen 
Prozessoren ohne Verwendung des eFPGAs ermittelt. In der hybriden Architektur wurden drei 
Operationen auf das eFPGA ausgelagert. Die initiale Eingangspermutation und die ab-
schließende Ausgangspermutation bestehen ausschließlich aus Schiebeoperationen. Da in dem 
verwendeten eFPGA (eFPGA-Beispielarchitektur 1) pro LE-Reihe nur eine Schiebeoperation um 
ein Bit möglich ist, wird die Anzahl der für die Permutation notwendigen LE-Reihen durch die 
größte Verschiebung bestimmt. Neben den lokalen Verbindungen wird darüber hinaus die 
globale Verbindungsarchitektur für Schiebeoperationen verwendet. Es werden für jede Per-
mutation 15 LE-Reihen benötigt. Die Laufzeit beträgt für diese Operationen auf dem eFPGA 
25 ns. Zur Realisierung des Schleifenkerns des DES-Algorithmus auf dem eFPGA werden 
1920 LEs benötigt. Der kritische Pfad durchläuft dabei 36 LEs und beträgt dabei 58,5 ns. 
Insgesamt sind 2880 LEs erforderlich, so dass sich eine Chipfläche von ca. 4 mm² für das 
eFPGA ergibt. In Tabelle 6.5 sind die Kosten und Effizienz der einzelnen Prozessoren und 
hybriden Architekturen gegenübergestellt. 
Auf der rechten Seite der Abbildung 6.12 ist ein vereinfachtes Blockschaltbild der Prozessor-
eFPGA-Architektur inklusive der Exchange-Register (Exch N) zu sehen. Zunächst wird das zu 
verschlüsselnde 64 Bit Wort in die Exchange-Register EX1 und EX2 geladen. Das eFPGA wird 
in sechs Blöcke unterteilt, in denen die einzelnen Operationen abgebildet sind. Die erste CI 
(efpga_CI0) realisiert die Eingangspermutation. Danach wird der 64 Bit Schlüssel (key0, key1) in 
die Exchange-Register EX5 und EX6 geladen. Zur Synchronisation werden für die Dauer der 
Ausführung der Permutationsoperation auf dem eFPGA NOP-Befehle eingefügt (NOP(TPerm)). 
Der nachfolgende Schleifenkern wird achtmal ausgeführt. Im Inneren befinden sich zwei 
identische CIs, die Operationen des Schleifenkerns der DES-Verschlüsselung realisieren. Zur 
Synchronisation werden wiederum NOP-Befehle eingefügt (NOP(TSBox)). Nach Abarbeiten der 
Schleife wird die Ausgangspermutation mit Hilfe der Custom-Instruction efpga_CI2 realisiert. 
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Zum Schluss werden die Register EX1 und EX2, in denen sich das verschlüsselte 64 Bit Wort 
befindet in den Speicher geschrieben. 
load EX1, W0
load EX2, W1
efpga_CI0 EX4(B1_A1), EX3(B1_A0),
EX2(B1_E1), EX1(B1_E0)
load EX5, key0
load EX6, key1
NOP(TPerm)
8*{
efpga_CI1 EX2(B5_A0), EX1(B5_A1),  
EX4(B2_E0), EX3(B5_E0), 
EX6(B2_E2), EX5(B2_E1)
NOP(TSBox)
efpga_CI1 EX4(B5_A0), EX3(B5_A1),
EX2(B2_E0), EX1(B5_E0), 
EX6(B2_E2), EX5(B2_E1)
NOP(TSBox)   
}
efpga_CI2 EX2(B6_A1), EX1(B6_A0), 
EX4(B5_E1), EX3(B5_E0)
NOP(Tinv.Perm)
store W0, EX1
store W1, EX2
  
Abbildung 6.12 Pseudo-Assembler-Code (links) und Prozessor-eFPGA-Architektur (rechts) 
Die Auslagerung unter Verwendung von eFPGA-Registern und der Registerbank des Prozessors 
wurden entsprechend implementiert. Die Ergebnisse dieser drei Varianten bzgl. der umgesetzten 
Energie und Laufzeit pro Verschlüsselung sind in Abbildung 6.13 zu sehen. Die Laufzeit und 
Energie bei der Kopplung mit der Verwendung von eFPGA-Registern ist am größten, da bei 
dieser Variante die meisten Datentransfers notwendig sind. Die Ergebnisse für die beiden 
anderen Kopplungskonzepte unterscheiden sich nur marginal. 
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a) Energie pro Verschlüsselung b) Laufzeit für eine Verschlüsselung 
Abbildung 6.13 Vergleich Laufzeit und Energie der Kopplungsvarianten (Beispiel DES) 
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Eine tabellarische Gegenüberstellung inklusive der Implementierungen auf den jeweiligen 
Prozessoren ohne Verwendung eines eFPGAs ist nachfolgend gezeigt (Tabelle 6.5). Dabei wurde 
bzgl. der hybriden Architekturen ausschließlich das günstigste Kopplungskonzept (Prozessor-
Register) berücksichtigt. 
 Fläche [mm²] Laufzeit [s] Energie [J] 1/ATE [mm-2·s-1·J-1] 
MIPS 5,80 1,80·10-4 6,22·10-5 1,54·107 
ARM940T 1,05 5,07·10-4 8,55·10-6 2,20·108 
MIPS-eFPGA 9,82 1,98·10-6 2,12·10-7 1,62·1011 
ARM-eFPGA 5,07 3,98·10-6 4,61·10-8 6,56·1011 
Tabelle 6.5 Gegenüberstellung der Kosten und Effizzienz  für die DES-Verschlüsselung eines 
64 Bit Wortes 
In Bezug auf die Laufzeit ergibt sich zwischen den Prozessorlösungen und den Lösungen auf den 
hybriden Architekturen ein Unterschied von zwei Größenordnungen. Die umgesetzte Energie auf 
dem MIPS-basierten Prozessormodell ist eine Größenordnung höher als auf dem ARM940T. In 
der Abbildung 6.14 ist ein Vergleich der Effizienz dargestellt. Es zeigt sich, dass sich ein 
maximaler Unterschied zwischen der MIPS-Prozessorlösung und einer Realisierung der DES-
Verschlüsselung auf einer ARM-eFPGA-Architektur ein Effizienzunterschied von fünf 
Größenordnungen ergibt. Der große Unterschied zwischen den Prozessor-basierten 
Realisierungen gegenüber Implementierungen auf den hybriden Architekturen lässt sich u. a. mit 
der Umsetzung von Permutations- und Vertauschungsoperationen erklären. Bei den 
Implementierungen für den Prozessor werden diese Operationen bitweise unter massiver Ver-
wendung von Speichertransfer- und Maskierungsoperationen realisiert, während bei der 
Verwendung eines eFPGAs die Flexibilität dieser Architekturkomponente die parallelisierte 
Ausführung der Permutationsoperationen auf dem gesamten Wort erlaubt. 
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Abbildung 6.14 Vergleich der Effizienz für DES-Verschlüsselung 
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6.3.4 Abbildung der DES-Verschlüsselung auf eine ASIP-eFPGA-Architektur 
Im Gegensatz zu den Untersuchungen in den Abschnitten 6.3.2 und 6.3.3, bei denen die hetero-
gene Architektur auf der Kombination eines Standardprozessors und eines eFPGAs der eFPGA-
Beispielarchitektur 1 basiert, wird nachfolgend für die Abbildung der DES-Verschlüsselung eine 
ASIP-eFPGA-Architektur betrachtet. Dabei wurde zur Kopplung von ASIP und eFPGA ein 
externer Kopplungs-Controller für die Verarbeitung von eFPGA-Befehlen im TC-Modus 
verwendet. Zur Realisierung der DES-Verschlüsselung wurden fünf eFPGA-Befehle mit den 
zugehörigen eFPGA-Operationen implementiert. Die initiale und abschließende inverse 
Permutation werden dabei jeweils auf zwei Befehle abgebildet, da der Rückgabewert ent-
sprechend des vorgestellten Kopplungs-Controllers eine Wortbreite von 32 Bit hat und die Wort-
breite des zu verschlüsselnden bzw. verschlüsselten Wortes 64 Bit beträgt. Nach der initialen 
Permutation wird im Kern einer 16-mal durchlaufenden Schleife ein eFPGA-Befehl aufgerufen, 
der den Kern der DES-Verschlüsselung (siehe Abbildung 6.9) realisiert. Die Ergebnisse für die 
Abbildung der DES-Verschlüsselung werden im nachfolgenden Abschnitt diskutiert. Wiederum 
lässt sich mit Hilfe der eFPGA-Erweiterung eines signifikante Steigerung der 1/ATE-Effizien 
erreichen (siehe Tabelle 6.7). 
6.3.5 Vergleich der Ergebnisse 
In der Tabelle 6.6 sind die erforderliche Chipfläche und die Summe der Einzellaufzeiten der 
Teiloperationen, die für die Abbildung der DES-Verschlüsselung auf die eFPGA-Beispielarchi-
tekturen 1 und 2 notwendig sind, dargestellt. Die Abbildung auf die eFPGA-Beispielarchi-
tektur 2 ist sowohl bezüglich der erforderlichen Fläche als auch der Gesamtlaufzeit der Einzel-
operationen günstiger. Im Gegensatz zur eFPGA-Beispielarchitektur 1 ist die Verbindungsarchi-
tektur der in Abschnitt 5.1.2 beschriebenen eFPGA-Beispielarchitektur 2 umfangreicher. So 
bieten z. B. die DRBs die Möglichkeit, Schieberoperationen, mit einer größeren Bitbreite zu 
realisieren. Weiterhin ist die globale Verbindungsarchitektur mächtiger. 
 Fläche [mm²] Laufzeit [s] 
eFPGA-Beispielarchitektur 1 4,05 1,0·10-6 
eFPGA-Beispielarchitektur 2 1,6 0,38·10-6 
Tabelle 6.6 Kosten der DES-Verschlüsselung für eFPGA-Beispielarchitektur 1 und 2 
In der eFPGA-Beispielarchitektur 2 besteht, wie bereits beschrieben, die Möglichkeit, mehrere 
LEs in einer Zeile unter Verwendung der LUTs innerhalb der Kernlogik zu einem komplexen 
Logikgatter mit hohen FAN-IN zu kaskadieren. Dies kann bei der Abbildung der SBox-
Operationen vorteilhaft genutzt werden. In der Tabelle 6.7 sind die Kosten und die Effizienz für 
unterschiedliche Architekturen aufgelistet. Beim LT_RISC wurde eine Variante mit 
Multiplizierereinheit und jeweils 8 KB Daten- und Programmspeicher betrachtet. 
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 Fläche [mm²] Laufzeit [s] Energie [J] 1/ATE [mm-2·s-1·J-1] 
ARM940T 1,05 5,07·10-4 8,55·10-6 2,2·108 
LT_RISC mit Mult. 0,64 5,42·10-4 9,24·10-6 3,1·108 
ARM-eFPGA 1 5,07 3,98·10-6 4,61·10-8 1,1·1012 
ASIP-eFPGA 2 2,29 1,45·10-6 3,73·10-8 8,1·1012 
Tabelle 6.7 Kosten für Prozessor- und Prozessor-eFPGA-Realisierungen (Beispiel DES) 
Für die Verwendung von jeweils 32 KB Programm- und Datenspeicher reduziert sich die 
Effizienz um eine Größenordnung. Die Werte für den ARM940T und den LT_RISC sind nicht 
unmittelbar miteinander vergleichbar. Die beiden Prozessoren unterscheiden sich wesentlich 
bzgl. der Speicher- und Cache-Hierarchie. Beim ARM940T sind darüber hinaus alle Peripherie-
komponenten (z. B. Coprozessor-Controller) und IO-Pads berücksichtigt. Daher ergibt sich ein 
größerer Flächenwert im Vergleich zum LT_RISC. Der Unterschied in der umgesetzten Energie 
für eine DES-Verschlüsselung muss entsprechend bewertet werden. Es zeigt sich, dass der 
ARM940T trotz der mit einberechneten Peripheriekomponenten wesentlich energieeffizienter ist. 
Dies liegt u. a. daran, dass der ARM940T unter Verwendung von Entwurfstechniken für 
physikalisch optimierte Implementierungen realisiert wurde. Die Abbildung der DES-
Verschlüsselung auf die hybriden Architekturen erbringt eine Effizienzsteigerung um vier 
Größenordnungen. Die Verwendung der ASIP-eFPGA-Architektur bietet im Vergleich zur 
ARM-eFPGA-Architektur eine achtmal größere Effizienz. Dabei ist bei der ARM-eFPGA-
Architektur die eFPGA-Beispielarchitektur 1 und bei der ASIP-eFPGA-Architektur die eFPGA-
Beispielarchitektur 2 integriert. 
Der Energiewert für die ARM-eFPGA-Architektur ist trotz Verwendung des energieeffizienten 
ARM-Prozessors höher als für die ASIP-eFPGA-Architektur. Dies liegt einerseits daran, dass die 
Kommunikation bei der ARM-eFPGA-Architektur durch Speichertransferbefehle modelliert 
wird. Diese Befehle verursachen einen vergleichsweise hohen Energieumsatz. Andererseits wird 
die Synchronisation zwischen ARM-Prozessor und eFPGA durch das Einfügen von NOP-
Befehlen realisiert. Diese NOP-Befehle verursachen einen höheren Energieumsatz als die 
Synchronisation durch das Anhalten der ASIP-Pipeline. Dieser Synchronisationsmechanismus 
wird bei der ASIP-eFPGA-Architektur verwendet. Der höhere Energiebeitrag entsteht dadurch, 
dass für einen NOP-Befehl ein Zugriff auf den Programmspeicher stattfindet. Das Anhalten der 
Pipeline ist so realisiert, dass die Inhalte der Pipeline-Register nicht verändert werden. Dadurch 
reduziert sich die Schaltaktivität. Weiterhin findet während dessen kein Zugriff auf den 
Programmspeicher statt. Auf den Prozessoren sind bei den hybriden Architekturen ausschließlich 
die Kontrollstrukturen abgebildet. Beim Vergleich der Laufzeiten zwischen Tabelle 6.6 und 
Tabelle 6.7 lässt sich feststellen, dass die Synchronisation zwischen Prozessor und eFPGA, der 
Transfer der Daten und die Kontrollstrukturen jeweils ca. eine Vervierfachung der Laufzeit 
bewirken, wenn die Laufzeiten für die datenflussorientierten Rechenteile betrachtet werden. 
Insgesamt zeigt sich, dass die Verwendung einer hybriden Prozessor- bzw. ASIP-eFPGA-Ar-
chitektur eine erhebliche Verbesserung der Effizienz für einen engen Kopplungsmodus im 
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Vergleich zur Verwendung eines korrespondierenden Prozessors erbringt. Die Abbildung der 
Operationen zur DES-Verschlüsselung basiert zum großen Anteil auf Schiebe- und Tausch-
operationen. Diese Operationen lassen sich günstiger auf eine FPGA-ähnliche Struktur mit 
entsprechenden LE- und Verbindungsressourcen als auf einen ausschließlich Software-pro-
grammierbaren Prozessor abbilden. Die auf Basis abstrakterer Modellierungsansätze gewon-
nenen Ergebnisse für die Standardprozessor-eFPGA-Architekturen (siehe Abschnitt 6.3.3) 
werden durch die Ergebnisse für die ASIP-eFPGA-Architekturen bestätigt. Es zeigt sich, dass im 
Gegensatz zur Realisierung von Median-Filtern auf den hybriden Architekturen, die enge 
Kopplung eine signifikante Effizienzsteigerung erbringt. Dies ist durch das Verhältnis zwischen 
dem Aufwand der Datenkommunikation zum Aufwand der Kernberechnungen zu begründen. 
Bei der DES-Verschlüsselung ist der Kommunikationsaufwand relativ gering. 
6.4 GPS-Empfänger 
Neben Navstar-GPS (siehe z. B. [153]) gibt es einige weitere globale Satellitennavigations-
systeme (GNSS), die sich im Aufbau befinden (Galileo, Glonass und Compass siehe z. B. [154]). 
Die Empfängerarchitekturen der einzelnen Systeme sind ähnlich. Die Basisbandverarbeitung 
eines GNSS-Systems in heute verfügbaren mobilen Empfängern wird üblicherweise auf 
dedizierte Makros abgebildet. Eine Anpassung an ein anderes GNSS-System oder eine 
Modifikation, die bei Änderung der Systemspezifikation notwendig wird, ist auf Grund dieser 
dedizierten Komponenten nicht möglich. Somit müssen für jedes GNSS-System spezifische 
dedizierte Makros realisiert und integriert werden. Dies ist mit großem Aufwand verbunden. Ein 
Ansatz, dieses Problem zu lösen, ist die Abbildung der Basisbandverarbeitung auf Software-
programmierbare Prozessoren (siehe z. B. [155]). Die bisher verfügbaren Lösungen sind 
entweder nicht für die Echtzeitverarbeitung geeignet oder haben eine große Verlustleistungs-
aufnahme, so dass sie für den Einsatz in mobilen Handheld-Geräten nicht verwendbar sind. Im 
Rahmen der Arbeit wurde die Abbildung des Korrelators eines GPS-Empfängers auf eine ASIP-
eFPGA-Architektur untersucht. 
6.4.1 GPS-Empfängerarchitektur 
In Abbildung 6.15 ist die Struktur eines GPS-Empfängers dargestellt. Im analogen Front-End 
wird das empfangene Satellitensignal gefiltert, auf die Zwischenfrequenz des Basisbandes 
heruntergemischt und digitalisiert. Die digitalisierten Werte werden der Basisbandverarbeitung 
zugeführt und dort verarbeitet. Die Basisbandverarbeitung besteht aus mehreren identischen 
Korrelatorkanälen. Im Betrieb ist jeweils ein Kanal einem Satelliten zugeordnet. 
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Abbildung 6.15 Architektur eines GPS-Empfängers 
Die betrachtete Struktur eines Korrelatorkanals ist in Abbildung 6.16 zu sehen. Jeder Kanal bein-
haltet einen DCO (Digital-Controlled-Oscillator) zur Erzeugung des sinusförmigen Trägersignals 
mit der Frequenz des Basisbandes. Die DCOs werden bzgl. der Phasenlage und der auf Grund 
von Dopplereffekten variierenden Trägerfrequenz des generierten Signals von der Korrelator-
steuerung justiert. 
 
Abbildung 6.16 Blockschaltbild eines Korrelatorkanals 
In einem Mischer wird das erzeugte Trägersignal mit dem aus dem analogen Front-End 
kommenden Signal zum so genannten In-Phasen-Signal (I) multipliziert (siehe Abbildung 6.16). 
Das Quadratur-Signal (Q) wird entsprechend durch Multiplikation des Satellitensignals mit dem 
um 90° phasenverschobenen Trägersignal generiert. Das In-Phasen- und Quadratur-Signal 
werden jeweils mit einer lokal erzeugten satellitenspezifischen so genannten C/A-Codefolge (P, 
Prompt) und einer daraus abgeleiteten Codefolge (EML, Early-Minus-Late) multipliziert. 
Abschließend werden die Multiplikationsergebnisse der einzelnen Werte aufaddiert, so dass die 
Korrelation der lokal erzeugten Folgen und der empfangenen Codefolgen realisiert wird. Die 
Ergebnisse der Korrelation werden in Registern abgelegt, die dann von der Korrelatorsteuerung 
ausgelesen und ausgewertet werden. Die Korrelation mit der EML-Codefolge dient zur 
Steuerung der Codegenerierung und der DCOs. Die Steuerung der Korrelatorkanäle und 
Berechnung der Position erfolgt im abschließenden Block. 
Nach einem Kaltstart eines Empfängers werden in der Akquisition die sichtbaren Satelliten 
ermittelt. Dazu werden unterschiedliche Suchverfahren eingesetzt. Bei den in Abschnitt 6.4.3 
durchgeführten Untersuchungen wurde ausschließlich die serielle Suche betrachtet. Bei der 
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seriellen Suche wird das empfangene Signal nacheinander mit verschiedenen Trägerfrequenzen 
und C/A-Codes aller Satelliten in unterschiedlichen Phasenlagen korreliert. Für jeden Satelliten 
ergibt sich somit ein zweidimensionaler Suchraum, der durch die Codephasenlage und Träger-
frequenz aufgespannt wird. Eine Stützstelle innerhalb dieses Suchraumes wird als BIN bezeich-
net. Wenn innerhalb des Suchraums ein gewisser Schwellwert überschritten ist, ist der zu-
gehörige Satellit für den Empfänger sichtbar. Nach der Akquisitionsphase folgt das so genannte 
Tracking. Hier  werden für die gefundenen sichtbaren Satelliten jeweils in einem Kanal die 
Trägerfrequenz und Codephasenlage, die sich auf Grund von Relativbewegungen zwischen 
Satellit und Empfänger ändern (Dopplereffekt, Signallaufzeit), nachgeführt. 
6.4.2 Auslagerung elementarer Befehlssequenzen bei der Positionsberechnung 
Zunächst wurde für die Positionsberechnung eine Untersuchung der Laufzeit mit der in Ab-
schnitt 3.5.6.1 erläuterten Standardprozessor-eFPGA-Architektur für die Auslagerung elementa-
rer Befehlssequenzen auf Basis eines dynamischen Rekonfigurationskonzeptes durchgeführt. 
Dazu wurde ein MIPS-IV-basiertes Prozessormodell mit der eFPGA-Beispielarchitektur 1 aus 
Abschnitt 5.1.1 gekoppelt. Zur Modellierung der Laufzeit wurde das Modell aus Abschnitt 5.4.1 
verwendet. Als Referenz-Code wurde dabei die Implementierung aus [156] betrachtet. Die 
Ausführung dieses Codes benötigt bei einer Implementierung auf dem Prozessor ohne 
Verwendung des eFPGAs ca. 93000 Assemblerinstruktionen. Bei der Extraktion möglicher 
Befehlsbäume wurden insgesamt 244 Befehlsbäume identifiziert. Unter Berücksichtigung der 
Anzahl der Aufrufe wurden fünf Befehlsbäume, die arithmetische Operationen auf Integer-
Zahlen realisieren, zur Auslagerung verwendet. Für diese Befehlsbäume wurden die Kosten einer 
Abbildung auf das eFPGA ermittelt. Befehlsbäume zur Verarbeitung von Fließkommazahlen 
wurden nicht betrachtet, da die verwendete eFPGA-Architektur nicht zur effizienten Abbildung 
von Fließkommaoperationen geeignet ist. Es zeigt sich, dass lediglich eine Reduktion der 
Laufzeit von unter 3 % erreicht werden kann, wenn der Prozessor mit einer Taktfrequenz von 
200 MHz betrieben wird. Die eFPGA-Größe wird unter Berücksichtigung der Möglichkeit zur 
dynamischen Rekonfiguration von 96 bis zu 320 LEs variiert. Der Aufwand für die 
Rekonfiguration ist so groß, dass erst ab einer LE-Anzahl von 256 eine Performance-Steigerung 
zu beobachten ist. Da bei der Positionsberechnung viele Fließkomma-Operationen verwendet 
werden und der Aufwand für die dynamische Rekonfiguration sehr groß ist, lässt sich zusam-
menfassend keine günstige Abbildung auf die hier betrachtete Standardprozessor-eFPGA-
Architektur unter Verwendung kurzer Befehlssequenzen finden. Eine detaillierte Diskussion ist 
in [109] zu finden. 
6.4.3 Abbildung eines Software-Korrelators auf eine ASIP-eFPGA-Architektur 
In einer weiteren Untersuchung wurde die Implementierung eines Software-Korrelators auf einer 
ASIP-eFPGA-Architektur betrachtet (siehe auch [133,157]). Ausgangspunkt ist eine 
Realisierung in ANSI-C unter ausschließlicher Verwendung von Integer-Arithmetik. Dabei 
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wurde die Struktur des Korrelators, der bzgl. eines Kanals in Abbildung 6.16 dargestellt ist, in 
Software umgesetzt. Jeder Eingangswert wird mit entsprechenden Sinus- bzw. Cosinuswerten 
multipliziert. Die daraus entstehenden In-Phasen- und Quadraturwerte werden jeweils mit den 
Werten der C/A-Codefolgen (P, EML) multipliziert und zu einem Akkumulationswert mit den 
vorhergehenden Multiplikationen aufaddiert. Diese zehn Operationen (sechs Multiplikationen 
und vier Additionen) stellen den Kern einer inneren Schleife dar. Es wird eine Integrationszeit 
von 1 ms mit einer Abtastrate von 5,714 MHz betrachtet. Entsprechend wird die innere Schleife 
bei der Verwendung von Integer-Arithmetik zur Erzeugung eines Korrelationswertes (BIN) 
5714-mal durchlaufen. Weitere äußere Schleifen realisieren die Iterationen über alle betrachteten 
Trägerfrequenzen und Code-Verschiebungen. Auf diese Weise wird die serielle Suche bei der 
Akquisition für den Suchraum eines Satelliten implementiert. Zur Bewertung und zum Vergleich 
wird die Berechnung eines BINs betrachtet. 
6.4.3.1 Ausgelagerte eFPGA-Operationen 
In [158] wurde auf Basis verschiedener quantitativer Untersuchungen belegt, dass die Wortbreite 
des abgetasteten quantisierten Eingangssignals und die Ausgangswortbreite der DCOs großen 
Einfluss auf das Signal-zu-Rausch-Verhältnis haben. Andererseits hat die Wortbreite der 
verarbeiteten Daten Einfluss auf die erforderliche Rechenzeit, wenn z. B. mehrere Worte mit 
geringerer Wortbreite gleichzeitig berechnet werden können (Subwortparallelität). Im Rahmen 
der hier vorgestellten Untersuchungen wurden zwei Fälle in Bezug auf die Wortbreiten der 
Eingangssignale und Ausgangssignale unterschieden. In dem im Folgenden als Low-Precision 
(LP) bezeichneten Modus wurde die Wortbreite des Satellitensignals und des Ausgangssignals 
der DCOs zu zwei Bit gewählt. Die Ausgangswortbreite der Mischer beträgt somit vier Bit. Nach 
[158] lässt sich durch Erhöhung der Wortbreiten des Eingangssignals und der Ausgangssignale 
der DCOs auf vier Bit sowie der Ausgangswortbreite der Mischer auf acht Bit, ein Gewinn im 
Signal-zu-Rausch-Verhältnis von über einem halben dB erzielen. Die Betriebsart unter 
Verwendung dieser Wortbreite wird im Folgenden als High-Precision-Modus (HP) bezeichnet. 
Die Wahl der Wortbreiten von Operanden ausgelagerter Operationen, die auf einer feingranu-
laren eFPGA-Architektur ausgeführt werden, lässt sich durch entsprechende Konfiguration nahe-
zu beliebig festlegen. Unter Berücksichtigung dieser Möglichkeit lassen sich Berechnungen auf 
dem eFPGA effizient parallelisieren. Der Grad der Parallelisierung wird durch die Wortbreiten 
der Datenschnittstellen zwischen eFPGA und ASIP bestimmt. Die Multiplikation des 
Eingangssignals mit dem lokalen Trägersignal wurde mit Hilfe von zwei eFPGA-Befehlen im 
TC-Modus realisiert. Dazu werden jeweils zwei 32 Bit Quelloperanden aus der Registerbank des 
ASIPs an das eFPGA übergeben und ein 32 Bit Zieloperand nach der Ausführung der Operation 
auf dem eFPGA über die entsprechende Schnittstelle in die Registerbank geschrieben. Die 
Datenpfade der zugehörigen eFPGA-Operationen sind in Abbildung 6.17 für den HP-Modus zu 
sehen. Mit der Ausführung eines eFPGA-Befehls werden entsprechend im HP-Modus vier und 
im LP-Modus acht Multiplikationen ausgeführt. Die Operationen im LP-Modus werden 
entsprechend mit oktaSMul bezeichnet. Das Ergebnis an den Mischerausgängen wird 
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nachfolgend mit Werten der C/A-Codefolgen multipliziert (siehe Abbildung 6.18). Jeder Chip 
einer C/A-Codefolge ist dabei mit zwei Bit codiert. Die Ergebnisse der Multiplikationen werden 
jeweils in einem 32 Bit-Ergebniswert mit den vorhergegangenen Multiplikationen 
aufakkumuliert. Diese Multiplikationen der Ausgänge der Mischer mit den C/A-Codefolgen 
wurde ebenfalls mit Hilfe eines eFPGA-Befehls (quadMAC2) im TC-Modus realisiert (siehe HP-
Modus in Abbildung 6.18). Dabei umfassen die ersten beiden Quelloperanden acht (HP) bzw. 16 
(LP) Werte des In-Phasen- oder Quadratur-Signals. Der dritte Quelloperand enthält acht Werte 
der P- bzw. EML-Codefolge. Das Ergebnis des in Abbildung 6.18 dargestellten Datenpfades 
wird auf den entsprechenden Registerwert der Korrelation akkumuliert. 
 
Abbildung 6.17 Realisierung der Mischer als eFPGA-Operatoren 
In Abbildung 6.19 ist der vollständige Signalflussgraph des Korrelators unter Verwendung von 
eFPGA-Operatoren für den HP-Modus skizziert. Für die Realisierung des LP-Modus müssen die 
entsprechenden Wortbreiten und eFPGA-Operatoren angepasst werden. Die jeweils verwendeten 
eFPGA-Operatoren sind in der Abbildung 6.19 farblich gekennzeichnet. 
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Abbildung 6.18 Multiplikation mit den C/A-Codefolgen als eFPGA-Operator (quadMAC2) 
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Abbildung 6.19 Signalflussgraph des Korrelators unter Verwendung von eFPGA-Operationen 
Dabei ist auf der linken Seite des Signalflussgraphen die Verwendung von zwei eFPGA-
Operationen (quadMAC) eingezeichnet. Diese Implementierungsvariante wurde durch die 
146 6.4   GPS-EMPFÄNGER 
 
Verwendung der eFPGA-Operation quadMAC2 auf der rechten Seite ersetzt, mit der sich die 
Anzahl der notwendigen EFPGA-Befehle und der Aufwand für die Kommunikation zwischen 
eFPGA und ASIP reduzieren ließen. 
Die Abbildung des Software-Korrelators wurde in einer weiteren Untersuchung erweitert. Bisher 
wurden die Daten der C/A-Codefolgen aus dem Datenspeicher gelesen. Für die Speicherung der 
Chips der EML- und P-Codefolgen ist für 24 Satelliten in der vorliegenden Realisierung eine 
Speichergröße von 2 MB notwendig. Durch DMA-Transfer zwischen einem externen Speicher 
und dem internen Speicher oder durch die Verwendung von Caches können jeweils die 
benötigten Codefolgen intern bereitgestellt werden. Der Aufwand für einen solchen DMA-
Mechanismus oder Caches und den zugehörigen externen Speicher wurde nicht untersucht. Um 
den Aufwand, der für die Speicherung der Chips der Codefolgen entsteht, zu verringern, wurde 
eine eFPGA-Operation zur Erzeugung der benötigten Codefolgen realisiert. Diese eFPGA-
Operation wurde auf Basis von zwei eFPGA-Befehlen im LC-MEM-Modus mit 
Speicheranbindung umgesetzt. Dabei initiiert jeweils ein eFPGA-Befehl die Erzeugung der P- 
bzw. EML-Codefolge. Zur Generation einer C/A-Codefolge werden zwei rückgekoppelte 
Schieberegister verwendet, die abhängig vom jeweiligen Satelliten miteinander verknüpft 
werden (siehe Abbildung 6.20). Vor Beginn der eFPGA-Operation, die die Erzeugung der 
Codefolgen für einen Satelliten durchführt, wird über eine Quelloperandenschnittstelle zwischen 
ASIP und eFPGA die Nummer des Satelliten übergeben, für den die Codefolgen erzeugt werden. 
Dies wird durch den entsprechenden eFPGA-Befehl gewährleistet. 
G1(0) G1(1) G1(2) G1(3) G1(4) G1(5) G1(6) G1(7) G1(8) G1(9)
G2(9)G2(0) G2(1) G2(2) G2(3) G2(4) G2(5) G2(6) G2(7) G2(8)
C2C1
C/A-Code(G1,G2)
C/A-Code-Zuordnung:
Satellit C1 C2
1 2 6
2 3 7
3 4 8
4 5 9
5 1 9
6 2 10
7 1 8
8 2 9
9 3 10
10 2 3
11 3 4
12 5 6
13 6 7
14 7 8
15 8 9
… … ...
 
Abbildung 6.20 Struktur zur Erzeugung eines Satelliten-spezifischen C/A-Codes 
Die bereits vorgestellten Operationen zur Korrelation und die Erzeugung der Codefolgen können 
parallel ausgeführt werden. Dies wird durch zwei voneinander unabhängige Speicherbereiche 
realisiert. In einem Speicherbereich befinden sich bereits erzeugte Codefolgen. Auf diesen 
Speicherbereich wird während der Korrelation zugegriffen. In den anderen Speicherbereich 
werden, falls dies erforderlich ist, Codefolgen für den im Folgenden verwendeten Satelliten 
geschrieben. Die Synchronisation erfolgt über Statusvariablen. Zur Realisierung einer ASIP-
eFPGA-Architektur, die sowohl eFPGA-Befehle im TC-Modus als auch im LC-MEM-Modus 
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mit Anbindung an den Speicher erlaubt, wurde ein hybrides Kopplungskonzept unter 
Verwendung eines entsprechenden Kopplungs-Controllers realisiert. 
6.4.3.2 Erweiterung des ASIPs 
Neben der Auslagerung von Operationen auf das eFPGA wurden Untersuchungen zur Er-
weiterung der verwendeten ASIPs um eine vorzeichenbehaftete Multiplikation durchgeführt. Die 
Multiplikation wird unter anderem bei der Speicheradressierung verwendet. Zur Ergänzung der 
jeweiligen ASIP-ALU um eine Multiplikationseinheit, wurde die LISA-Beschreibung des 
Befehlssatzes entsprechend um die Assemblerinstruktion smul erweitert. Dieser Befehl wird zur 
Durchführung einer vorzeichenbehafteten 32 Bit-Multiplikation verwendet. Damit dieser 
Multiplikationsbefehl bei der Compilierung von Anwendungen, die in C/C++ geschrieben sind, 
berücksichtigt wird, wurde der Compiler mit Hilfe des Compiler Designer Werkzeuges 
modifiziert. Dabei wurde die Multiplikationsoperation der Zwischenrepräsentation auf den 
Befehl smul abgebildet (siehe auch Abschnitt 4.1.2). 
6.4.3.3 Ergebnisse und Vergleich 
Als eFPGA-Komponente der ASIP-eFPGA-Architektur wurde die in Abschnitt 5.1.2 vorgestellte 
eFPGA-Beispielarchitektur 2 (Variante IV siehe Abbildung E.2 in Anhang E) verwendet. Diese 
Architektur-Variante erlaubt die Konfiguration jedes einzelnen LEs. Zunächst wurde eine 
Kopplung zwischen ASIP und eFPGA ausschließlich im TC-Modus betrachtet. Dabei wurde 
sowohl die Realisierung der Controller-Strukturen mit Hilfe der Beschreibungssprache LISA im 
Rahmen der ASIP-Beschreibung (interner Controller) als auch die Verwendung und 
Implementierung eines separaten Kopplungs-Controllers untersucht. Mit der Erweiterung zur 
Erzeugung der P- und EML-Codefolgen als eFPGA-Operation wurde die Kopplung unter Ver-
wendung eines Kopplungs-Controllers entsprechend erweitert, so dass sowohl eFPGA-Befehle 
im TC-Modus als auch im LC-MEM-Modus mit Anbindung an den Speicher ausgeführt werden 
können. Als Referenzwert wurde die Implementierung des Software-Korrelators unter aus-
schließlicher Verwendung von Integer-Arithmetik auf einem elementaren LT_RISC entsprechend 
der Abbildung 4.4 genutzt. Dabei wurde dieser Prozessor genau wie die untersuchten ASIP-
eFPGA-Architekturen sowohl mit als auch ohne Multiplikationserweiterung betrachtet. Sowohl 
der LT_RISC als auch die ASIP-eFPGA-Architekturen haben 16 Register in der Registerbank 
des Prozessors. Die eFPGA-Operationen-Registerbank umfasst sowohl für den Kopplungs-
Controller als auch für den internen Controller 16 Register mit einer Wortbreite von 32 Bit. Für 
alle untersuchten Architekturen wurden interne Programm- und Datenspeicher berücksichtigt. 
Dabei wurden die in Tabelle 5.3 dargestellten mit CACTI ermittelten Werte für SRAM-Speicher 
verwendet. Für den Programmspeicher wurden die Werte für Single-Port-Speicher und für den 
Datenspeicher die Dual-Port-Speicherwerte berücksichtigt. Zur Realisierung des Software-
Korrelators auf einer ASIP-eFPGA-Architektur wurden verschiedene eFPGA-Operationen auf 
ein eFPGA, das auf der eFPGA-Beispielarchitektur 2 beruht, abgebildet. Die Abbildungen der 
eFPGA-Operationen quadMAC und quadMAC2 sind in Abbildung 6.21 und Abbildung 6.22 
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vereinfacht dargestellt. Für die Realisierung der Operation quadMAC werden weniger 
Ressourcen benötigt als für die Operation quadMAC2 (siehe auch Tabelle 6.8). Allerdings sind 
zur Realisierung des Signalflussgraphen gemäß der Abbildung 6.19 zwei quadMAC-Operationen 
gegenüber einer quadMAC2-Operation erforderlich. Die eFPGA-Operationen oktaSMul, 
oktaMAC werden zur Realisierung des Software-Korrelators im LP-Modus benötigt. 
 
Abbildung 6.21 Abbildung einer quadMAC-Operation auf die eFPGA-Beispielarchitektur 2 
 
Abbildung 6.22 Abbildung der quadMAC2-Operation auf die eFPGA-Beispielarchitektur 2 
Zum Vergleich mit der festverdrahteten Realisierung einer vorzeichenbehaftete 32 Bit-Multi-
plikation, die unmittelbar in den Befehlssatz des ASIPs integriert wird (smul siehe vorhergehen-
den Abschnitt 6.4.3.2), wurde eine entsprechende eFPGA-Operation auf dem eFPGA umgesetzt 
und abgebildet (siehe Operation sMul in Tabelle 6.8). Es zeigt sich, dass diese Variante mit 
einem erheblichen Flächenaufwand verbunden ist (siehe Tabelle 6.8). Da die Multiplikation eine 
häufig erforderliche Operation für viele unterschiedliche Anwendungsbeispiele ist, zeigt sich 
hier, dass die festverdrahtete Implementierung gegenüber der flexiblen eFPGA-basierten Lösung 
günstiger ist. Allgemein werden Operationen die häufig in der jeweiligen Anwendungsklasse 
verwendet werden und keiner absehbaren Änderung unterworfen sind, als dedizierte Makros 
integriert, da sich der Aufwand einer sehr flexiblen Lösung an dieser Stelle im Allgemeinen 
nicht rechtfertigen lässt. 
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Die Ergebnisse für die physikalischen Kosten der Abbildungen wurden mit Hilfe des in 
Abschnitt 5.1.2 beschriebenen modellbasierten Ansatzes ermittelt. In der Tabelle 6.8 sind die 
Werte für die einzelnen Operationen aufgeführt. 
 quadSMul quadMAC quadMAC2 oktaSMul oktaMAC sMul 
Chipfläche [mm²] 0,110 0,110 0,138 0,055 0,083 0,330 
Laufzeit [ns] 7,7 11,8 12,7 4,2 9,7 26,8 
Tabelle 6.8 Benötigte Laufzeit und Chipfläche für die abgebildeten eFPGA-Operationen 
In der nachfolgenden Tabelle 6.9 sind die mit Hilfe einer Standardzellensynthese ermittelten 
Werte für die Chipfläche des LT_RISC und der ASIP-eFPGA-Architekturen erfasst. Die 
ermittelten Flächwerte wurden alle für eine Zieltaktfrequenz von 220 MHz, die als 
Entwurfsanforderung festgelegt wurde, bestimmt. 
 ohne Multiplizierer mit Multiplizierer 
 LT_RISC ASIP-eFPGA (int. Ctrl.) 
ASIP-eFPGA 
(Koppl.-Ctrl.) LT_RISC 
ASIP-eFPGA 
(int. Ctrl.) 
ASIP-eFPGA 
(Koppl.-Ctrl.) 
Fläche [mm²] 0,080 0,122 0,113 0,102 0,153 0,139 
Tabelle 6.9 Gegenüberstellung der Flächenwerte ohne Berücksichtigung der Speicher 
Es zeigt sich, dass die Realisierung der Kontrollstrukturen als Erweiterung der LISA-Beschrei-
bung des ASIPs (int. Ctrl.) in einem höheren Flächenbedarf resultiert als die Realisierung auf 
Basis eines zusätzlichen Kopplungs-Controllers (Koppl.-Ctrl.). Die Funktionalität und die 
verwendeten Ressourcen sind bei beiden Varianten identisch. Der Kopplungs-Controller wurde 
unmittelbar in einer synthetisierbaren VHDL-Beschreibung umgesetzt. Die VHDL-Beschreibung 
der internen Kopplungsstrukturen wurde auf Basis der LISA-Beschreibung des ASIPs mit Hilfe 
des Processor Generators automatisch generiert. Eine genaue Bestimmung der Ursache für die 
Abweichung ist kaum möglich, da der automatisch generierte VHDL-Code nur eingeschränkt 
lesbar und somit auch nur eingeschränkt nachvollziehbar ist. In Abbildung 6.23 sind die Flächen-
verhältnisse für den LT_RISC mit und ohne Multiplizierer sowie für eine ASIP-eFPGA-
Architektur im TC-Modus mit dem flächengünstigeren externen Kopplungs-Controller 
dargestellt. Dabei wurde die Größe des eFPGAs so gewählt, dass die Operationen quadSMul und 
quadMAC2 gleichzeitig abgebildet werden können (HP-Modus). Für alle Architekturen macht 
die Fläche des Speichers den größten Anteil aus. Bei der Verwendung von größeren Speichern 
steigt dieser Anteil noch weiter an. Bei der Verwendung von jeweils 32 KB für Programm- und 
Datenspeicher beträgt der Flächenanteil für den Speicher bei einem LT_RISC mit Multiplizierer 
95 %, während der Beitrag bei der entsprechenden ASIP-eFPGA-Architektur auf 84 % 
anwächst. 
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Speicher ASIP [und Controller] eFPGA 
87%
13%
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61%
27%
 
84%
16%
 
15%
59%
26%
 
LT_RISC ASIP-eFPGA TC LT_RISC ASIP-eFPGA TC 
ohne Multiplizierer mit Multiplizierer 
Abbildung 6.23 Flächenverhältnisse (je 8 KB Programm- und Datenspeicher) 
Die Verlustleistungsaufnahme für die Realisierung des Software-Korrelators ist in 
Abbildung 6.24 für die einzelnen Implementierungsvarianten dargestellt. Dabei sind die Werte 
bzgl. der Modi LP und HP für die LT_RISC-Varianten identisch, da diese Realisierung auf 
Integer-Arithmetik, die unabhängig von den verwendeten Wortbreiten ist, beruht. 
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Abbildung 6.24 Verlustleistungsaufnahme verschiedener Implementierungsvarianten 
Die Speicher werden in drei Varianten berücksichtigt (2x8 KB, 2x16 KB und 2x32 KB). Je 
größer der verwendete Speicher wird, desto größer wird, wie zu erwarten ist, einerseits die 
speicherbezogene dynamische Verlustleistungsaufnahme. Andererseits nimmt die statische Ver-
lustleistung (PV,leakage), die durch Leakage-Effekte begründet ist, zu. Insgesamt ist für alle Reali-
sierungen die gesamte Verlustleistungsaufnahme kleiner als 40 mW. Der Anteil der Verlust-
leistungsaufnahme für das eFPGA ist gegenüber den anderen Verlustleistungskomponenten mit 
3-5 % je nach Speichergröße relativ gering im Vergleich zum Flächenanteil. Dies liegt an der 
Tatsache, dass die Komponenten des eFPGAs physikalisch optimiert realisiert wurden. Wie 
bereits erwähnt, wurden verschiedene Maßnahmen wie z. B. die Verwendung einer Mixed-VT-
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Schaltungstechnik zur Reduktion der statischen Verlustleistung angewendet. Die eFPGA-
Architektur ist im Hinblick auf die Verlustleistungsaufnahme optimiert. Die Laufzeit der 
abgebildeten eFPGA-Operationen ist dementsprechend moderat. Weiterhin ist das eFPGA 
weniger als die Hälfte der gesamten Laufzeit aktiv während der ASIP und die Strukturen des 
Kopplungs-Controllers die ganze Zeit aktiv sind. Die Werte für die ASIP-eFPGA-Architekturen 
mit zusätzlichem Kopplungs-Controller unterscheiden sich nur marginal von den Architekturen, 
in denen der Controller zur Kopplung in LISA realisiert wurde. Die Verlustleistungswerte für die 
Realisierungen auf den heterogenen ASIP-eFPGA-Architekturen sind deutlich größer als für die 
Realisierungen auf dem LT_RISC. Für die ASIP-eFPGA-Architekturen wird allerdings auch eine 
signifikant größere Durchsatzrate erreicht (siehe Tabelle 6.10), so dass insgesamt die zur 
Berechnung eines BINs benötigte Energie (Esample) für die heterogenen Architekturen kleiner ist 
als für die Implementierungen auf dem LT_RISC. Bei der Betrachtung der Taktzyklen zur 
Berechnung eines BINs lässt sich aus der Darstellung in Tabelle 6.10 erkennen, dass die Anzahl 
für den LT_RISC durch Hinzufügen der Multiplikation auf ca. ein Viertel reduziert werden kann. 
Der Mehraufwand gemessen in Chipfläche und Verlustleistungsaufnahme steigt demgegenüber 
geringer an. Durch die Verwendung eines eFPGAs als Beschleuniger lässt sich die Anzahl der 
erforderlichen Taktzyklen noch stärker reduzieren, obwohl für die einzelnen eFPGA-
Operationen ein Anhalten der Prozessor-Pipeline erforderlich ist (vgl. Laufzeit in Tabelle 6.8). 
Die Zeit zur Berechnung eines BINs (Akquisition) beträgt bedingt durch die Systemvorgaben 
1 ms. Als weiteres Bewertungsmaß B wird daher der in (6.4) dargestellte Zusammenhang 
zwischen der Taktfrequenz und der Anzahl der benötigten Taktzyklen für eine BIN-Berechnung 
betrachtet (siehe auch [134]): 
ms1·max
BINn
f
TaktzyklenbenötigterAnzahl
TaktzyklenstehenderVerfügungzurAnzahlB ==  
mit nBIN: Anzahl der benötigten Taktzyklen für die Berechnung eines BINs 
(6.4) 
Wenn B gleich eins ist, kann mit der jeweils betrachteten Architektur die Akquisition in Realzeit 
ausgeführt werden. Für ganzzahlige Werte von B größer als eins kann durch Modifikation der 
Korrelationssteuerung eine Akquisition der entsprechenden Anzahl von Satelliten gleichzeitig 
durchgeführt werden. Es zeigt sich, dass für den LT_RISC sowohl ohne als auch mit Multi-
plikationserweiterung die Realzeitanforderungen nicht erfüllt werden. 
 ASIP-eFPGA TC ASIP-eFPGA TC mit Mult. 
 
LT_RISC LT_RISC mit Mult. LP HP LP HP 
Taktzyklen 2022049 560000 52079 90890 40534 70862 
Programm 1763000 542762 39533 73079 29794 57992 
S
pe
ic
he
r
-z
ug
rif
fe
 
Daten 348600 266500 11146 17208 10425 15772 
B 0,11 0,39 4,22 2,42 5,43 3,1 
Tabelle 6.10 Anzahl der benötigten Taktzyklen und Speicherzugriffe für eine BIN-Berechnung 
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Für alle ASIP-eFPGA-Architekturen werden die Realzeitanforderungen erfüllt und es könnten 
abhängig vom Modus und der Erweiterung bis zu fünf BINs parallel berechnet werden. 
Zusammenfassend sind in Abbildung 6.25 die 1/ATE-Effizienz für die einzelnen untersuchten 
Architekturen aufgetragen (siehe auch Tabelle 6.11). Dabei wurde die Variation des Daten- und 
Programmspeichers von je acht bis 32 KB berücksichtigt. Durch die Verwendung 
unterschiedlicher Speichergrößen ergibt sich jeweils eine Dynamik von ca. einer Größenord-
nung. Die Effizienz der unterschiedlichen Implementierungen (interner Controller ↔ Kopp-
lungs-Controller) der ASIP-eFPGA-Architekturen unterscheidet sich nicht wesentlich. 
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Abbildung 6.25 Vergleich der 1/ATE-Effizienz 
Ebenso verändert sich die Effizienz durch Integration eines Multiplizierers bei den ASIP-
eFPGA-Architekturen nur moderat. Dies liegt an der Tatsache, dass die Multiplikationsoperatio-
nen auf entsprechende eFPGA-Operationen abgebildet werden und nur noch für Speicheradres-
sierung die Multiplikationsoperation des ASIPs verwendet wird. Dadurch lässt sich die ins-
gesamt erforderliche Laufzeit (siehe Tabelle 6.10) reduzieren. Allerdings ist dies mit einem 
Mehraufwand an Chipfläche und einer Vergrößerung der Verlustleistungsaufnahme verbunden. 
Eine Steigerung der Effizienz um eine Größenordnung ist durch die Integration eines Multi-
plizierers bei der Verwendung des LT_RISC zu beobachten. Eine weitere Steigerung um zwei 
Größenordnungen wird durch die Abbildung des Software-Korrelators auf eine ASIP-eFPGA-
Architektur erreicht. Dabei liegt zwischen dem Betrieb im LP-Modus gegenüber dem HP-Modus 
in etwa der Faktor drei. 
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   Fläche [mm²] 
Laufzeit 
[ms] 
Energie 
[J] 
1/ATE 
[mm-2·s-1·J-1] 
LT_RISC 1,37 9,19 2,21·10-4 3,61·105 
ASIP-eFPGA TC 
(Koppl.-Ctrl.) 1,54 2,37·10
-1 7,12·10-6 3,86·108 ohne Multi-
plizierer 
ASIP-eFPGA TC 
(interner Ctrl.) 1,55 2,37·10
-1 7,05·10-6 3,87·108 
LT_RISC 1,39 2,55 8,41·10-5 3,36·106 
ASIP-eFPGA TC 
(Koppl.-Ctrl.) 1,56 1,84·10
-1 5,90·10-6 5,89·108 
LP
 
Mit Multi-
plizierer 
ASIP-eFPGA TC 
(interner Ctrl.) 1,58 1,84·10
-1 5,93·10-6 5,81·108 
LT_RISC 1,37 9,19 2,21·10-4 3,61·105 
ASIP-eFPGA TC 
(Koppl.-Ctrl.) 1,65 4,13·10
-1 1,23·10-5 1,20·108 ohne Multi-
plizierer 
ASIP-eFPGA TC 
(interner Ctrl.) 1,66 4,13·10
-1 1,28·10-5 1,14·108 
LT_RISC 1,39 2,55 8,41·10-5 3,36·106 
ASIP-eFPGA TC 
(Koppl.-Ctrl.) 1,67 3,22·10
-1 1,10·10-5 1,69·108 
H
P 
mit Multi-
plizierer 
ASIP-eFPGA TC 
(interner Ctrl.) 1,69 3,22·10
-1 1,07·10-5 1,72·108 
Tabelle 6.11 Kosten und Effizienz  für die Abbildung eines Software-Korrelators (Berechnung 
eines BINs) für verschiedene Architekturen (jeweils 2 x 16 KB) 
Nachfolgend werden die Kosten für die Realisierung der P-Code-Erzeugung auf dem eFPGA 
mit Hilfe von zwei zusätzlichen eFPGA-Befehlen jeweils im LC-MEM-Modus mit Ankopplung 
an den Datenspeicher kurz erörtert. Dabei wird exemplarisch ein Software-Korrelator im HP-
Modus mit der Verwendung eines Multiplizierers betrachtet. Zur Realisierung der Code-Er-
zeugung erfolgt gemäß der Abbildung 6.20 eine Abbildung auf das eFPGA. Zur Abbildung der 
Erzeugung der P-Codefolge werden insgesamt zehn zusätzliche Cluster benötigt. Der Signal-
flussgraph ist für die Abbildung auf das arithmetikorientierte eFPGAs z. B. auf Grund der Rück-
kopplungspfade nur eingeschränkt geeignet. Daher werden von den zehn Clustern, in denen 
insgesamt 320 LEs enthalten sind, 238 LEs nicht verwendet. Die EML-Codefolge wird aus der 
P-Codefolge erzeugt und erfordert zur Abbildung fünf Cluster. Insgesamt erhöht sich der 
Flächenbedarf für das eFPGA um 0,206 mm². Die Berechnung der P-Codefolge benötigt 5714 
Taktzyklen. Die anschließende Berechnung der EML-Codefolge dauert 715 Taktzyklen. Da für 
die lineare Suche eines Satelliten lediglich eine P- und eine EML-Codefolge erzeugt werden 
muss, ist die Laufzeit im Vergleich zur vollständigen Berechnung des erwähnten zwei-
dimensionalen Suchraums klein. Die Berechnung der Codefolgen erfolgt parallel zur aktuellen 
Korrelation. Dabei werden die TC-Befehle, die zur Korrelation benötigt werden, konfliktfrei mit 
den LC-MEM-Befehlen ausgeführt. Der Kopplungs-Controller wurde entsprechend zu einem 
hybriden Kopplungs-Controller erweitert. Dabei wurde die eFPGA-Operationen-Registerbank 
nicht vergrößert. Insgesamt beträgt die Fläche für den ASIP inklusive des Kopplungs-Controllers 
0,172 mm². Der Flächenmehraufwand für die Erweiterung des Kopplungs-Controllers beträgt 
somit ca. 20 %. Durch die Integration der P-Code-Erzeugung erhöht sich die Verlustleistung der 
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gesamten ASIP-eFPGA-Architektur. Der dynamische Anteil der durch die Berechnung der 
Codefolgen entsteht, nimmt um 3,1 mW zu. Die statische Verlustleistung, die durch Leakage-
Effekte begründet ist, erhöht sich um 0,6 mW. Insgesamt verringert sich im direkten Vergleich 
die 1/ATE-Effizienz um 23% für die Berücksichtigung von je 32 KB Daten- und Programmspei-
cher. Allerdings ist hierbei wie bereits oben erwähnt nicht berücksichtigt, dass zur Bereitstellung 
der PRN-Codefolgen bei der ASIP-eFPGA-Architektur ohne Erzeugung der P-Codefolgen auf 
dem eFPGA DMA-Transfermechanismen zwischen einem externen und dem internen Speicher 
erforderlich sind. 
Zusammenfassend lässt sich feststellen, dass die Abbildung eines Software-Korrelators aus der 
Basisbandverarbeitung einer GPS-Empfängerarchitektur auf eine heterogene ASIP-eFPGA-
Architektur eine erhebliche Steigerung der Effizienz gegenüber einer vergleichbaren Prozessor-
lösung bietet. Durch die Verwendung des eFPGAs lassen sich die Vorteile der Subwort-
parallelität flexibel ausnutzen. Durch die Konfigurierbarkeit des eFPGAs bietet sich die Mög-
lichkeit mit geringem Aufwand Genauigkeit (HP-Modus) gegen Durchsatzrate (LP-Modus) 
abzutauschen. Darüber hinaus hat sich gezeigt, dass erst durch die Verwendung des eFPGAs bei 
den hier betrachteten Architekturen eine Akquisition in Realzeit möglich ist. Die hier 
entwickelten und untersuchten Realisierungsvarianten (interner Controller ↔ Kopplungs-
Controller) unterscheiden sich nur unwesentlich bzgl. ihrer physikalischen Kosten. Allerdings 
bietet die Realisierung auf Basis eines zusätzlichen Kopplungs-Controllers Vorteile in Bezug auf 
die Implementierung einer ASIP-eFPGA-Architektur. Die erforderliche Entwurfszeit ist z. B. auf 
Grund der praktikableren und einfacheren Fehlersuche während des Entwurfs kürzer. Das hier 
erarbeitete Kopplungskonzept erlaubt eine Erweiterung des Kopplungs-Controllers mit 
moderatem Aufwand zu einem hybriden Kopplungs-Controller, so dass gleichzeitig sowohl 
eFPGA-Befehle im TC-Modus als auch im LC-MEM-Modus ausgeführt werden können. Dies 
konnte bei der Abbildung des Software-Korrelators exemplarisch durch die zusätzliche 
Realisierung der Code-Erzeugung als eFPGA-Befehl im LC-MEM-Modus gezeigt und vorteil-
haft genutzt werden. Insgesamt bietet die Realisierung des Software-Korrelators auf einer ASIP-
eFPGA-Architektur einerseits eine Verbesserung der Effizienz. Anderseits bietet die ASIP-
eFPGA-Architektur ein sehr großes Maß an Flexibilität, so dass z. B. Anpassungen für die 
Verwendung anderer GNSS-Systeme mit moderatem Aufwand möglich sind. 
6.5 Diskussion und Vergleich der Ergebnisse 
6.5.1 Auslagerung elementarer Befehlsbäume (Dynamische Rekonfiguration) 
Bei den Untersuchungen zur Auslagerung von elementaren Befehlsbäumen mit Hilfe einer auto-
matisierten Extraktion geeigneter Befehlsbäume hat sich für die betrachteten Anwendungs-
beispiele (siehe Abschnitte 6.3.2 und 6.4.2) gezeigt, dass lediglich ein moderater Gewinn bzgl. 
der Laufzeit erreicht werden kann. Dies liegt zum einen daran, dass der zeitliche Mehraufwand 
der dynamischen Rekonfiguration für das hier betrachtete Modell sehr groß ist. Zum anderen 
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werden durch die hier verwendete Realisierung der automatisierten Befehlsbaumextraktion zur 
Auslagerung geeignete Befehlsklassen (z. B. SIMD-Befehle) nicht erfasst. Es ist nicht möglich, 
mit diesem Ansatz z. B. Optionen zur Ausnutzung von Subwortparallelität zu identifizieren, die 
ein erfahrener Entwickler unmittelbar aus der Realisierung der Anwendung erkennen kann. Die 
zur Realisierung der dynamischen Rekonfiguration notwendigen Strukturen erfordern zudem 
einen im Rahmen der Arbeit nicht diskutierten erheblichen Aufwand z. B. bzgl. der zusätzlich 
benötigten Chipfläche. 
6.5.2 Kommunikation und Synchronisation zwischen Prozessor und eFPGA 
Der Einfluss der Struktur, die die Kommunikation und Synchronisation zwischen ASIP und 
eFPGA gewährleistet, hat großen Einfluss auf die gesamte Effizienz wie u. a. am Beispiel der 
Abbildung eines Median-Filters und der Abbildung der DES-Verschlüsselung gezeigt werden 
konnte. Bei der Verwendung eines engen Kopplungsmodus (TC) ließ sich für die Abbildung der 
DES-Verschlüsselung auf einer Prozessor-eFPGA- und einer ASIP-eFPGA-Architektur eine 
Steigerung der Effizienz um bis zu vier Größenordnungen im Vergleich zur Realisierung auf 
einem entsprechenden Prozessor erreichen. Im Gegensatz dazu beträgt für die Abbildung eines 
Median-Filters die Verbesserung ein bis zwei Größenordnungen bei der Verwendung von TC-
Kopplungsmodi. Bei näherer Betrachtung dieser beiden Anwendungsbeispiele lässt sich 
feststellen, dass das Verhältnis von Rechen- zu Kommunikationsaufwand bei der DES-Ver-
schlüsselung wesentlich größer ist als bei Median-Filterung. Um den Mehraufwand zur Kommu-
nikation und Synchronisation zu reduzieren, wurde deshalb die Realisierung eines Median-
Filters unter Verwendung eines losen Kopplungsmodus mit Anbindung des eFPGAs an den 
Speicher untersucht (LC-MEM). Bei dieser Realisierung wurde eine Effizienzsteigerung um vier 
Größenordnungen erreicht. Die Pipeline des ASIPs wird nicht für Kommunikationsereignisse 
zwischen Datenspeicher und eFPGA benötigt. Für den betrachteten Anwendungsfall wurden 
während der Median-Filterung auf dem eFPGA lediglich NOP-Befehle auf dem ASIP 
ausgeführt. Die Effizienz kann in diesem Fall noch weiter gesteigert werden, wenn die 
Möglichkeit zur Parallelisierung, die durch den losen Kopplungsmodus gegeben ist, ausgenutzt 
wird und unabhängige Berechnungen auf dem ASIP ausgeführt werden. Am Gegensatz zwischen 
der Abbildung eines Median-Filters und der DES-Verschlüsselung auf eine Prozessor-eFPGA-
Architektur ist erkennbar, dass eine sorgfältige Auslegung der Kopplung zwischen eFPGA und 
Prozessor notwendig ist. Es müssen prinzipiell verschiedene Kopplungsmechanismen für die 
jeweils auftretenden Anwendungsszenarien vorgehalten werden. Bei der Abbildung einer An-
wendung muss entsprechend ein geeigneter Kopplungsmechanismus für die Realisierung aus-
gewählt und verwendet werden. 
6.5.3 Physikalisch optimierte Realisierung 
Für die Realisierung einer ASIP-eFPGA-Architektur können zur weiteren Steigerung der Effi-
zienz verschiedene schaltungstechnische Maßnahmen zur Optimierung ergriffen werden. So 
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basieren die ASIPs und die Kopplungs-Controller der untersuchten ASIP-eFPGA-Architekturen 
auf einem Standardzellenentwurfsablauf. Die Realisierung z. B. der Registerbänke des ASIPs 
und des Kopplungs-Controllers mit Hilfe von Entwurfstechniken für physikalisch optimierte 
Makros lässt einen signifikanten Gewinn erwarten, da die Registerbänke einen signifikanten 
Anteil zur benötigten Chipfläche und Verlustleistungsaufnahme beitragen. Weiterhin bietet sich 
z. B. die Realisierung der Multiplizierer und weiterer funktionaler Recheneinheiten, die der 
Execute-Stufe des ASIPs zugeordnet sind, zur Realisierung mit Hilfe dieser Entwurfstechniken 
an. Diese funktionalen Einheiten beruhen i. A. auf regulären Datenpfaden und tragen mit einen 
signifikanten Anteil zu den gesamten Kosten bei. Im Gegensatz zu dem hier verwendeten 
Entwurfsablauf für Standardzellen bieten Entwurfsabläufe für physikalisch optimierte Makros 
die Möglichkeit Techniken zur verwenden, die eine detaillierte Ausbalancierung des kritischen 
Pfades und insbesondere eine Reduktion der statischen Verlustleistungsaufnahme durch 
Leakage-Effekte ermöglichen (siehe auch Abschnitt 5.1.2). 
6.5.4 Vergleich mit der XiRisc Prozessor-RPU-Architektur 
Nachfolgend werden die Ergebnisse, die für die Abbildung der DES-Verschlüsselung und die 
Abbildung eines Median-Filters auf ASIP-eFPGA-Architekturen ermittelt wurden, mit den in 
[159] veröffentlichten Ergebnissen für die XiRisc-Architektur der Universität Bologna verglichen 
(siehe Abschnitt 3.5.3). Ein weitergehender Vergleich mit anderen Prozessor-RPU-Architekturen 
(siehe Tabelle 3.2 und Tabelle 3.3) ist nicht möglich, da für diese Architekturen keine um-
fassenden Daten bzgl. der physikalischen Kosten zur Verfügung stehen. Für den Vergleich 
wurden die Architekturvarianten für den LT_RISC und die entsprechende ASIP-eFPGA-Archi-
tektur mit jeweils 32 KB Programm- und Datenspeicher berücksichtigt. Bei der Betrachtung der 
rekonfigurierbaren Einheit wurden für die XiRisc-Architektur nur die für jeweilige Anwendung 
erforderlichen Ressourcen berücksichtigt. 
Die Abbildung der DES-Verschlüsselung auf den XiRisc erfordert fünf LE-Reihen (80 LEs) der 
rekonfigurierbaren Einheit (PiCoGA) und wird somit skaliert auf eine 90 nm-CMOS-Technolo-
gie mit ca. 1,01 mm² berücksichtigt. Eine detaillierte Übersicht der einzelnen Kostenfaktoren für 
die unterschiedlichen Architekturen kann der Tabelle 6.12 entnommen werden.  
 Fläche [mm²] Laufzeit [s] Energie [J] 1/ATE [mm-2·s-1·J-1] 
XiRisc VLIW Core 2,55 9·10-6 2,47·10-6 1,76·1010 
LT_RISC 2,14 5,41·10-4 1,7·10-5 5,08·107 
XiRisc 3,61 7·10-7 2,7·10-7 1,47·1012 
ASIP-eFPGA TC 6,79 1,5·10-6 6,83·10-8 1,44·1012 
Tabelle 6.12 Auflistung der physikalischen Kosten (DES-Verschlüsselung) 
Beim Vergleich der Daten fällt auf, dass sich die Laufzeit der DES-Verschlüsselung für die 
Realisierungen auf den Prozessoren ohne Verwendung einer rekonfigurierbaren Einheit um drei 
Größenordnungen unterscheiden. Die deutlich kürzere Laufzeit des XiRisc VLIW-Prozessors für 
die Abbildung der DES-Verschlüsselung lässt sich nicht alleine durch die Tatsache begründen, 
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dass diese Prozessorarchitektur zwei Issue-Slots und somit die Möglichkeit zur Parallelisierung 
von Berechnungen besitzt. Ausschlaggebend ist die Implementierung der DES-Verschlüsselung, 
über die bzgl. der XiRisc-Architektur keine Details vorliegen. Unter Verwendung der 
rekonfigurierbaren Einheiten reduziert sich der Unterschied der Laufzeiten auf in etwa den 
Faktor zwei. Die Abbildung auf die ASIP-eFPGA-Architektur resultiert im Vergleich zur 
Abbildung auf die XiRisc-Architektur in einer günstigeren Realisierung bzgl. der benötigten 
Energie. Bei Betrachtung der Effizienz (siehe Abbildung 6.26) zeigt sich, dass zwischen der 
XiRisc-Architektur und der ASIP-eFPGA-Architektur mit Verwendung eines Kopplungs-
Controllers für einen TC-Modus nahezu kein Unterschied besteht. Durch die Integration der 
rekonfigurierbaren Einheit wird bei der XiRisc-Architektur eine Steigerung der Effizienz um 
zwei Größenordnungen erreicht. Bei der ASIP-eFPGA-Architektur beträgt die Verbesserung vier 
Größenordnungen. 
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Abbildung 6.26 1/ATE-Effizienz (DES-Verschlüsselung) 
Wie bereits diskutiert, handelt es sich bei der DES-Verschlüsselung um eine Anwendung, bei der 
die erforderliche Rechenzeit im Vergleich zu der Zeit, die für die Datenkommunikation auf-
gewendet wird, relativ groß ist. Bei der Realisierung eines Median-Filters vergrößert sich der 
Aufwand zur Datenkommunikation. Für die Abbildung eines Median-Filters werden bei der 
XiRisc-Architektur 32 LE-Reihen (512 LEs) benötigt. Die Implementierungen, bei denen eine re-
konfigurierbare Einheit mit enger Kopplung an den Prozessor verwendet wird (XiRisc, ASIP-
eFPGA TC), bewirken eine Vergrößerung der Effizienz bis zu zwei Größenordnungen (siehe 
Abbildung 6.27). Einen erheblichen Gewinn erbringt die Verwendung des in der vorliegenden 
Arbeit konzipierten und realisierten losen Kopplungsmodus mit Anbindung der rekonfi-
gurierbaren Einheit an den Datenspeicher (LC-MEM-Modus). Diese Realisierungsvariante 
resultiert wie bereits in Abschnitt 6.2.2 diskutiert in einer signifikant höheren Verlust-
leistungsaufnahme. Allerdings lässt sich die Laufzeit im Vergleich zu einer Architektur mit 
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einem engen Kopplungskonzept um den Faktor 20 reduzieren, so dass die insgesamt er-
forderliche Energie zur Berechnung deutlich abnimmt. 
 Fläche [mm²] Laufzeit [s] Energie [J] 1/ATE [mm-2·s-1·J-1] 
XiRisc VLIW Core 2,55 2,74·10-5 1,08·10-6 1,33·1010 
LT_RISC 2,14 7,22·10-5 1,95·10-6 3,32·109 
XiRisc 9,35 3,6·10-6 4,28·10-7 6,94·1010 
ASIP-eFPGA TC 6,30 2·10-6 1,42·10-7 5,59·1011 
ASIP-eFPGA LC-MEM 6,34 1·10-7 9,67·10-9 1,63·1014 
Tabelle 6.13 Auflistung der physikalischen Kosten (Berechnung von 40 Medianwerten) 
Für die XiRisc-Architektur ist ein solches Kopplungskonzept nicht vorgesehen. Das Kopplungs-
konzept der XiRisc-Architektur basiert ausschließlich auf einer engen Kopplung, die sich in die 
Kopplungsklasse RFU einordnen lässt (vgl. auch Abschnitt 3.4). 
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Abbildung 6.27 1/ATE-Effizienz (Berechnung von 40 Medianwerten) 
Insgesamt zeigt sich, dass die im Rahmen dieser Arbeit konzipierten ASIP-eFPGA-Architek-
turen flexibler als die XiRisc-Architektur sind. Durch die Möglichkeit, neben der engen 
Kopplung zwischen rekonfigurierbarer Einheit und Prozessor, eine lose Kopplung zu realisieren, 
kann die Abbildung einer Anwendung entsprechend den jeweiligen Anforderungen unter 
Verwendung des jeweils geeignetem Kopplungsmodus auf eine ASIP-eFPGA-Architektur 
vorgenommen werden. Darüber hinaus ist das eFPGA für arithmetikorientierte Anwendungen 
deutlich energie- und flächeneffizienter im Vergleich zur PiCoGA-Architektur, die auf Grund 
der Logikelemente und Verbindungsressourcen einem General-Purpose-Konzept zugeordnet 
werden kann. 
6.5.5 Einordnung von ASIP-eFPGA-Architekturen in den Entwurfsraum 
Die im Rahmen dieser Arbeit vorgenommene Einordnung von Prozessor-eFPGA- sowie ASIP-
eFPGA-Architekturen in den in der Einleitung diskutierten Entwurfsraum (siehe auch [4]) ist in 
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Abbildung 6.28 und Abbildung 6.29 dargestellt. In Abbildung 6.28 sind neben der Einordnung 
für die Realisierung eines Median-Filters und der DES-Verschlüsselung auf den 
Standardprozessor-eFPGA-Architekturen ebenfalls die Ergebnisse für die Realisierungen auf den 
Prozessoren (MIPS, ARM940T) ohne Verwendung eines eFPGAs abgebildet. Die Ergebnisse für 
die Prozessoren befinden sich in dem Bereich der GPPs und DSPs. Dabei sind die 
Realisierungen auf dem ARM940T gegenüber dem MIPS sowohl flächen- als auch 
energieeffizienter und befinden sich am unteren Rand des DSP-Bereichs. 
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Abbildung 6.28 Einordnung in den Entwurfsraum (Auslagerung komplexer Rechenkerne – 
Standardprozessor-eFPGA-Beispielarchitektur 1)) 
Die Realisierungen eines Median-Filters auf den Prozessor-eFPGA-Architekturen befinden sich 
am Rand des DSP-Bereichs und zwischen den DSP-Implementierungen und dem FPGA-Bereich. 
Die Position im Entwurfsraum für die Realisierung der DES-Verschlüsselung befindet sich für 
beide Prozessor-eFPGA-Architekturen in der Region der FPGA-Realisierungen. 
Die Ergebnisse für die zyklengenauen Modelle der hier entwickelten und analysierten ASIP-
eFPGA-Architekturen sind für die diskutierten Anwendungsbeispiele in den in Abbildung 6.29 
dargestellten Entwurfsraum eingetragen. Als Referenzwerte sind ebenfalls die Ergebnisse für die 
Realisierungen auf dem LT_RISC abgebildet. Dabei werden die verwendeten Kopplungsmodi 
und die Verwendung einer dedizierten Multiplizierereinheit in der Pipeline des entsprechenden 
Prozessors unterschieden (siehe Legende auf der rechten Seite von Abbildung 6.29). Die 
Realisierungen für den LT_RISC befinden sich alle in dem markierten Bereich der DSP-
Implementierungen. Der Bereich für die Realisierungen auf den heterogenen ASIP-eFPGA-
Architekturen erstreckt sich vom Rand des DSP-Bereichs bis hin zum Bereich der FPGA-
Realisierungen. Dabei zeigt sich in dieser Darstellung am Beispiel der Abbildung des Median-
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Filters deutlich, dass der Einfluss den der gewählte Kopplungsmechanismus hat, einen 
Unterschied von einer Größenordnung sowohl bzgl. der Flächen- als auch der Energieeffizienz 
bewirkt. 
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Abbildung 6.29 Einordnung von ASIP-eFPGA-Architekturen in den Entwurfsraum 
Insgesamt lässt sich feststellen, dass ASIP-eFPGA-Architekturen eine attraktive Position im 
Entwurfsraum im Vergleich zu den entsprechenden ausschließlich Software-programmierbaren 
Prozessorarchitekturen einnehmen. Zudem bieten die heterogenen Architekturen ein vergleichbar 
großes Maß an Flexibilität, so dass ASIP-eFPGA-Architekturen für viele Systeme der digitalen 
Signalverarbeitung, in denen z. B. auf Grund von Systemmodifikationen nach der Fertigstellung 
des entsprechenden Chips Änderungen und Anpassungen vorgenommen werden müssen, 
insgesamt einen guten Kompromiss bzgl. der Kombination aus Energie- und Flächeneffizienz 
sowie Flexibilität bieten. 
6.5.6 Abbildung weiterer Operatoren und Anwendungen 
Auf Grund der Tatsache, dass die Abbildung von Datenpfaden auf eFPGAs bisher ohne 
Werkzeugunterstützung in einem zeitaufwändigen manuellem Prozess erfolgte, ist die Anzahl 
und Komplexität der untersuchten Beispiele eingeschränkt. Ansätze, die eine automatisierte 
Abbildung erlauben (siehe [9] und [8]), ermöglichen in Zukunft die Analyse komplexerer 
weiterer Anwendungsbeispiele. Neben den erläuterten exemplarischen Operatoren und 
Anwendungen, die im Rahmen dieser Arbeit auf ASIP-eFPGA-Architekturen zur Evaluierung 
abgebildet und mit anderen Realisierungen verglichen wurden, gibt es eine Vielzahl weiterer 
interessanter Beispiele, deren Implementierung auf der hier betrachteten Zielarchitektur attraktiv 
ist. Charakteristisch für diese Beispiele ist die Möglichkeit zur Separierung in datenfluss- und 
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kontrollflussorientierte Anteile. Nachfolgend sind einige dieser Operatoren und Anwendungen 
aufgelistet: 
? Ein- und zweidimensionale FFT-Operatoren für unterschiedliche Bereiche der digitalen 
Signalverarbeitung 
? Kanalencoder und -decoder (z. B. auf Basis des Viterbi-, Turbo- oder LDPC-Algorithmus 
siehe auch [66,76]) 
? Cordic-Operatoren (z. B. zur Berechnung von trigonometrischen Operationen in Fest- 
und Fließkommazahlen) 
? Block-Matching-Operatoren aus dem Bereich der digitalen Videosignalverarbeitung 
(z. B. auf Basis des Full-Search-Algorithmus) 
? Ein- und zweidimensionale lineare und nicht-lineare Filteroperatoren aus dem Bereich 
der digitalen Videosignalverarbeitung (z. B. FIR-, IIR- und Median-Filter) 
Um eine effiziente Abbildung realisieren zu können, sind die jeweiligen Anforderungen an die 
Zielarchitektur dabei unterschiedlich. Es müssen sowohl die einzelnen Komponenten ent-
sprechend den Anforderungen ausgelegt werden als auch die gesamte ASIP-eFPGA-Architektur. 
Insbesondere müssen die Kommunikationsstrukturen, die entscheidenden Einfluss auf die 
gesamte Performance und Effizienz haben, ggfs. abweichend von den hier vorgestellten 
Kopplungskonzepten angepasst und modifiziert werden. Das hier vorgestellte ASIP-eFPGA-
Architekturkonzept bietet dabei einen flexiblen Rahmen, der eine systematische Änderung mit 
moderatem Aufwand erlaubt. Auf Basis des eFPGA-Architektur-Templates lassen sich für die 
jeweils zeitkritischen parallelisierbaren Datenpfade effiziente eFPGA-Architekturkomponenten 
erarbeiten. Anteile, die wenig Flexibilität erfordern, werden als Custom-Befehle in den 
Befehlssatz des ASIPs integriert und als dedizierte Architekturkomponenten realisiert. Das hier 
vorgestellte allgemeine Kopplungskonzept bietet die grundlegende Basis (siehe Abschnitt 4.2) 
zur Realisierung der Kommunikation zwischen ASIP und eFPGA. Die umgesetzten 
Kopplungsmechanismen lassen sich dabei flexibel erweitern und anpassen. Auf Basis von 
rekonfigurierbaren Komponenten zur Umsetzung der Kopplungsstrukturen ist es möglich, ein 
hohes Maß an Flexibilität für die Kopplung zwischen ASIP und eFPGA vorzusehen. 
 

  
7 Zusammenfassung 
Die Anforderungen an Hardware-Architekturen für moderne Systeme der digitalen Signalverar-
beitung sind vielfältig. So ist einerseits ein hohes Maß an Energieeffizienz, insbesondere für 
batteriebetriebene Geräte, erforderlich. Andererseits wird aus Kostengründen die Möglichkeit 
verlangt, Systeme nach Produktion und Verkauf anpassen und modifizieren zu können. Dies be-
deutet die Bereitstellung von Flexibilität durch die zu Grunde liegende Hardware-Architektur. 
Die Anforderungen beeinflussen sich gegenseitig und sind häufig gegensätzlich. 
Zur Abbildung von Anwendungen aus dem Bereich der digitalen Signalverarbeitung steht eine 
Vielzahl verschiedener Architekturblöcke zur Verfügung, die sich z. B. bzgl. Effizienz und 
Flexibilität grundlegend unterscheiden. Der Entwurfsraum dieser Architekturblöcke spannt sich 
auf zwischen Software-programmierbaren General-Purpose-Prozessoren, die sehr flexibel sind, 
allerdings geringe Energie- sowie Flächeneffizienz bieten, und dedizierten physikalisch 
optimierten Makros, die ein hohes Maß an Effizienz und nahezu keine Flexibilität besitzen. Der 
Konflikt zwischen Effizienz und Flexibilität kann einerseits durch anwendungs-
klassenspezifische Optimierung einzelner Architekturblöcke gelöst werden. Andererseits stellt 
die Konzeption und Realisierung heterogener Architekturen, in denen unterschiedliche Ar-
chitekturblöcke integriert werden, einen attraktiven Ansatz dar. Diese Architekturen werden 
dabei zur Verwendung in vorher festgelegten Anwendungsdomänen ausgelegt. 
Im Rahmen der Arbeit wurden die Konzeption, Modellbildung und Evaluierung einer anwen-
dungsklassenspezifischen heterogenen Hardware-Architektur durchgeführt. Als Kernkompo-
nenten beinhaltet diese heterogene Architektur einen Software-programmierbaren ASIP 
(Application Specific Instructionset Processor) und ein rekonfigurierbares arithmetikorientiertes 
eingebettetes FPGA (embedded Field Programmable Gate Array). Die Kombination dieser 
beiden Architekturblöcke ist besonders attraktiv, da Anwendungen aus dem Bereich der digitalen 
Signalverarbeitung i. A. aus kontrollflussdominierten Anteilen, die sich zur Verarbeitung auf 
Software-programmierbaren Prozessoren eignen und datenflussorientierten Anteilen bestehen. 
Diese datenflussorientierten Anteile lassen sich häufig parallelisieren, so dass die Abbildung auf 
einen Architekturblock (z. B. ein dediziertes Makro) vorteilhaft ist, der diese Parallelisierung 
unterstützt. FPGAs bzw. FPGA-ähnliche Architekturblöcke weisen diese Eigenschaft ebenfalls 
auf und bieten darüber hinaus durch ihre Rekonfigurierbarkeit ein hohes Maß an Flexibilität. 
Arithmetikorientierte eFPGAs sind durch spezifische Architekturoptimierungen für die 
Abbildung von arithmetikorientierten Datenpfaden ausgelegt. Auf Grund dieser applikations-
spezifischen Optimierung haben arithmetikorientierte eFPGAs im Vergleich zu kommerziellen 
FPGAs eine um jeweils eine Größenordnung verbesserte Energie- und Flächeneffizienz bzgl. der 
Abbildung von arithmetikorientierten Operatoren. 
Den Schwerpunkt dieser Arbeit stellt die Konzeption und Auslegung der Kopplung zwischen 
ASIP und eFPGA dar. Durch Kopplung eines ASIPs mit einem eFPGA bietet sich der Vorteil 
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eines flexiblen Befehlssatzes des Prozessors. Die arithmetisch/logische Funktion von speziell im 
Befehlssatz des ASIPs vorgesehenen Befehlen wird durch die jeweilige Konfiguration des 
eFPGAs festgelegt. Somit bleiben zum einen die Vorteile einer Software-programmierbaren 
Architektur erhalten, zum anderen ist es möglich, für die jeweilige Anwendung geeignete 
Spezialbefehle (z. B. SIMD-Befehle) unter Verwendung des eFPGAs zu realisieren und so eine 
signifikante Steigerung der Effizienz zu erreichen. Darüber hinaus lässt sich der Befehlssatz und 
somit die Architektur des ASIPs dahingehend erweitern, dass Operationen, die häufig in der 
angestrebten Anwendungsklasse benötigt werden, als dedizierte Befehle und dementsprechend 
dedizierte funktionale Einheiten vor der Fertigungsphase integriert werden. Der Aufwand der 
Abbildung von Anwendungen auf eine ASIP-eFPGA-Architektur ist mit dem Aufwand der 
Programmierung von DSPs (Digital Signal Processor) vergleichbar. So werden die Vorteile wie 
bei einer DSP-Architektur u. a. durch die Verwendung von Assembler-Inlining bei der 
Programmierung ausgenutzt. 
Wesentliche Beiträge der Arbeit sind die Entwicklung und die Realisierung anwendungsspe-
zifischer Konzepte zur Kopplung von ASIP und eFPGA. Die hier erarbeiteten Kopplungskon-
zepte ermöglichen die Auslagerung von einfachen Operatoren, die wenige Taktzyklen erfordern, 
bis hin zu komplexen Rechenkernen, für die eine Anbindung des eFPGAs an den Datenspeicher 
benötigt wird. Es wurde quantitativ nachgewiesen, dass die Kopplung zwischen ASIP und 
eFPGA großen Einfluss auf die Effizienz der gesamten ASIP-eFPGA-Architektur hat. So hat 
sich herausgestellt, dass abhängig von der gewählten Kopplungsvariante ein Unterschied in der 
Effizienz derselben abgebildeten Anwendung von bis zu zwei Größenordnungen besteht. Bei 
Betrachtung der einzelnen Kopplungsmechanismen zeigt sich dabei, dass die Ankopplung des 
Datenspeichers an das eFPGA für viele Anwendungsbeispiele (z. B. Digitalfilter) vorteilhaft ist. 
Hingegen kann für spezielle Anwendungsbeispiele wie z. B. der Abbildung des DES-
Algorithmus auf die mit zusätzlichen Kosten verbundene Ankopplung an den Datenspeicher 
verzichtet werden. Hier wird auf jedem Datenwort eine vergleichsweise hohe Anzahl von 
Bitoperationen durchgeführt.     
In der vorliegenden Arbeit wurde eine umfangreiche Effizienzanalyse von ASIP-eFPGA-Archi-
tekturen durchgeführt. Dafür wurden verschiedene Anwendungsbeispiele auf unterschiedliche 
ASIP-eFPGA-Architekturen mit den zugehörigen Kopplungsmechanismen abgebildet. Ent-
sprechend wurden für eine Vielzahl von Architektur- und Implementierungsvarianten Flächen-, 
Verlustleistungswerte sowie Laufzeiten ermittelt, quantitativ analysiert und bewertet. Diese 
physikalischen Kosten wurden auf Basis zyklengenauer Modelle bestimmt, die im Rahmen der 
Arbeit realisiert wurden. Bei den quantitativen Untersuchungen hat sich gezeigt, dass eine 
Steigerung der Effizienz im Vergleich zu korrespondierenden Prozessor-Realisierungen, bei 
denen kein rekonfigurierbares eFPGA verwendet wird, in Abhängigkeit der jeweiligen An-
wendung von bis zu vier Größenordnungen möglich ist. Die im Detail ausgearbeiteten zyklen-
genauen ASIP-eFPGA-Modelle bestätigen dabei die Ergebnisse der Modelle, die auf der 
Kopplung eines herkömmlichen Prozessors und eines eFPGAs basieren. Diese auf abstrakteren 
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Modellierungsansätzen beruhenden Modelle wurden ebenfalls im Rahmen der Arbeit erstellt und 
eignen sich zur Untersuchung und Eingrenzung von Architektur- und Implementierungsvarianten 
in einer frühen Phase des Entwurfs (Entwurfsraumexploration für eine frühe Phase im 
Entwurfsstadium). Für die Modelle der Prozessor-eFPGA-Modelle wurden herkömmliche RISC-
basierte Standardprozessoren verwendet. 
Zusammenfassend konnte gezeigt werden, dass heterogene ASIP-eFPGA-Architekturen für die 
hier betrachteten Anwendungsbeispiele unter Berücksichtigung der Flexibilität eine attraktive 
Position im Entwurfsraum einnehmen. ASIP-eFPGA-Architekturen stellen eine interessante 
Lösung für den diskutierten Konflikt zwischen Flexibilität und Energie- als auch Flächen-
effizienz für eine Vielzahl unterschiedlicher Anwendungen dar. 

  
Anhang A: eFPGA-Architektur-Template 
In Abbildung A.1 ist eine erweiterte Darstellung des in Abbildung 2.18 illustrierten eFPGA-
Architektur-Templates zu sehen. Die in der Abbildung dargestellten Architekturparameter 
werden in der Tabelle A.1 vollständig aufgelistet und beschrieben. 
SRAM SRAM
SRAM SRAM
 
Abbildung A.1 Darstellung eines Clusters des eFPGA-Architektur-Templates 
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Strukturelement Parameter Bereich Kurzbeschreibung 
CH [1..64] Anzahl LEs pro Cluster in horizontaler Richtung 
CV [1..64] Anzahl LEs pro Cluster in vertikaler Richtung 
IN [0..4] Anzahl Broadcast-Leitungen von Norden 
IW [0..4] Anzahl Broadcast-Leitungen von Westen 
IS [0..4] Anzahl Broadcast-Leitungen von Süden 
Cluster 
IE [0..4] Anzahl Broadcast-Leitungen von Osten 
DCL ∈ {N,W,S,E} Richtungen der Ausgangssignale 
ILE [2..8] Anzahl Eingänge der Kernlogik 
OLE [1..4] Anzahl Ausgänge der Kernlogik 
FLE  Liste mit Funktionen 
DRBi DRBi={t,x,y,q} mit 
t∈ {lo,bc} 
x,y=[0..32] 
q=[1..OLE] 
Liste aller Quellen, zu denen DRB verbunden ist 
NReg [0..CV] Anzahl der LEs pro Register (spaltenweise), 
=0 für Architektur ohne Register 
Logikelement 
OReg {1..OLE / 1..IN/S} Ausgänge mit Register (lokal und Broadcast) 
WH [1..256] Anzahl horizontaler Verbindungsleitungen 
WV [1..256] Anzahl vertikaler Verbindungsleitungen 
LH,i [1..256] Segmentlängen der horizontalen Leitungen 
LV,j [1..256] Segmentlängen der vertikalen Leitungen 
PRS,k PRS,k={x,y} mit 
x=[1..WH] 
y=[1..WV] 
Positionen der Switch Points 
Routing Switch 
SPk SPk={q1→s1,i / 
q2→s2,j} 
qi,si∈ {N,W,S,E} 
mit i,j=[1..3] 
konfigurierbare Verbindungswege pro 
Switch Point {Quelle → Senke(n)} 
rNC,H/V [0..256] Anzahl Leitungen ohne Konnektivität 
rFC,H/V [0..256] Anzahl Leitungen mit voller Konnektivität  
rPC,H/V,i [0..256] Anzahl Leitungen mit periodischer Konnektivität 
wPC,H/V,i ∈ {1..rPC,H/V,i} Fensterbreiten der periodischen Kanäle 
vPC,H/V,i [1..rPC,H/V,i-1] Geschwindigkeit der Fenster 
Connection Box 
pPC,H/V,i [1..rPC,H/V,i] Periodizität der Fenster 
MLE [1..CH] Anzahl Logikelemente mit identischen SRAMs 
MRS [1..64] Anzahl Switch-Points mit identischen SRAMs Konfigurations-
speicher MCB [1..64] Anzahl progr. Schalter der Connection Box mit 
identischen SRAMs 
SH [CH..256·CH] Anzahl LEs (gesamt) in horizontaler Richtung Sonstiges SV [CV..256·CV] Anzahl LEs (gesamt) in vertikaler Richtung 
Tabelle A.1 Übersicht aller Architekturparameter des eFPGA-Architektur-Templates 
 
  
Anhang B: MIPS-IV-basiertes Prozessormodell 
Das im Folgenden beschriebene Prozessormodell basiert auf einer MIPS-IV-Befehlssatzarchitek-
tur. Der Befehlssatz umfasst Kontroll-, Speichertransferinstruktionen sowie Befehle zur Integer-
Arithmetik und –Logik [160]. Des Weiteren bieten Fließkommabefehle die Möglichkeit zur 
Verarbeitung von Fließkommazahlen, die dem IEEE-Standard entsprechen. Darin unterscheidet 
sich dieses Prozessormodell u. a. wesentlich von denen in dem Anhang C erläuterten Prozessor. 
Zur Evaluierung und zyklengenauen Simulation wurde die für akademische Zwecke frei 
verfügbare SimpleScalar Entwicklungsumgebung verwendet [161,162]. Die Befehlsweite des 
Befehlssatzes ist im Rahmen dieser Entwicklungsumgebung von 32 Bit auf 64 Bit vergrößert, 
um die Möglichkeit zur Erweiterung des Befehlssatzes zu bieten. Bei der SimpleScalar Um-
gebung ist es möglich, den simulierten Prozessor bezüglich unterschiedlicher Architekturpara-
meter zu konfigurieren. Die Anzahl der parallelen Prozessor-Pipelines ist eine wesentliche Kon-
figurationsmöglichkeit. Es kann festgelegt werden, wie viele Instruktionen in einem Takt geholt 
werden (Anzahl der parallel arbeitenden Fetch-Einheiten). Die Dispatcher-Einheit verteilt die 
Instruktionen auf die so genannten Issue-Slots, in denen parallel Befehle abgearbeitet werden. 
Ebenso ist dementsprechend die Anzahl der Recheneinheiten konfigurierbar. Dadurch reicht die 
Spannbreite der evaluierbaren Prozessormodelle durch Festlegung einer Parameterkonfiguration 
von einfach-skalaren bis hin zu komplexen superskalaren Prozessorarchitekturen. Eine 
vollständige Auflistung der variierbaren Architekturparameter ist in [162] aufgeführt. Die 
SimpleScalar Umgebung beinhaltet einen Compiler, der C-Code einer Anwendung in die 
Assembler-Repräsentation des MIPS-Prozessormodells übersetzt. Mit Hilfe von Assembler, 
Linker und entsprechenden Laufzeitbibliotheken, die ebenfalls in SimpleScalar enthalten sind, 
wird der Maschinencode für das konfigurierte Prozessormodell erzeugt. Zur Simulation des 
Maschinencodes beinhaltet SimpleScalar neben elementaren funktionalen Simulatoren einen 
zyklengenauen Simulator, der sowohl den Prozessorkern als auch das vollständige 
Speichersystem simuliert. Dabei ist mit der Verwendung der unterschiedlichen Simulatoren ein 
Abtausch zwischen Simulationszeit und -genauigkeit möglich. 
Im Rahmen der vorliegenden Arbeit wurde der zyklengenaue Simulator verwendet, der die 
genauesten Simulationsergebnisse liefert. Es wurde ein einfach-skalares Prozessormodell 
gewählt (siehe Festlegung der Architekturparameter in ). Die Partitionierung von Anwendungen 
erfolgt so, dass elementare Kontrollaufgaben auf dem Prozessor ausgeführt und rechenintensive 
Datenflussaufgaben auf das eFPGA ausgelagert werden. Somit ist für den Prozessor nicht das 
hohe Maß an Rechenleistung erforderlich, das eine komplexe superskalare Prozessorarchitektur 
bietet. Die Pipeline des hier betrachteten Prozessormodells umfasst fünf Stufen. Das Prozessor-
modell basiert auf einer Harvard-Architektur mit getrennten Daten- und Programmspeichern. Die 
gewählten Caches basieren auf einer so genannten Direct-Mapped-Organisationsstruktur mit 
jeweils 8 KB Größe. Es stehen Tranlation-Lookaside-Buffer (TLB) für Programm- und Daten-
speicher zur Beschleunigung der Übersetzung der virtuellen in physikalische Adressen. 
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Architekturparameter Wert 
Anzahl der Pipeline-Stufen 5 
Anzahl der Fetch-Einheiten 1 
Anzahl der Decode-Einheiten 1 
Anzahl der Issue-Slots 1 
Anzahl der Integer ALUs 1 
Anzahl der Fließkommaeinheiten 1 
Größe Programm-Cache 8 KB 
Größe Daten-Cache 8 KB 
Größe TLB für Programmspeicher 64 Einträge 
Größe TLB für Datenspeicher 128 Einträge 
Tabelle B.1 Architekturparameter des hier betrachteten MIPS-IV-Prozessormodells 
Die Chipfläche für das Prozessormodell wurde auf Basis eines vierfach superskalaren R10000-
Prozessors [163], der auf einer MIPS-IV-Befehlssatzarchitektur basiert und fünf Issue-Slots 
beinhaltet, abgeschätzt. In [164] ist ein Chipfoto mit den einzelnen Architekturblöcken 
abgebildet. Im Rahmen der Arbeit wurde ein einfach-skalarer Prozessor betrachtet. Die 
Flächenwerte des hier betrachteten Prozessormodells wurden aus den Flächenwerten der 
einzelnen Architekturblöcke des R10000 aus [164] abgeschätzt. So wurde z. B. die Chipfläche 
für die Fetch-Unit geviertelt, da im R10000 vier Instruktionen auf einmal geholt werden, 
während bei dem einfach-skalaren Prozessormodell nur eine Instruktion geholt wird. Da im hier 
verwendeten Prozessormodel eine Integer-ALU verwendet wird, wird der Flächenwert für die 
Integerkomponente aus [164], die aus zwei Integer-Einheiten besteht, halbiert. Dementsprechend 
werden die Flächenwerte für alle weiteren Architekturkomponenten vereinfacht abgeschätzt. Da 
die einzelnen Komponenten nicht linear skalieren, ist die Flächeabschätzung für das hier 
betrachtete Prozessormodell ungenau. Da der Anteil der Kontrolllogik für einen vierfach 
superskalaren Prozessor deutlich umfangreicher ist als für einen einfach-skalaren Prozessor, ist 
die hier betrachtete Flächenabschätzung eher größer als für eine reale Implementierung. 
 
  
Anhang C: ARM940T 
Prozessoren der Firma ARM sind in verschiedene Architekturversionen und Prozessorfamilien 
gegliedert. In [144] ist eine ausführliche Beschreibung der Prozessorkerne der einzelnen ARM-
Prozessorfamilien zusammengestellt. Beim ARM940T [165] handelt es sich um einen 32bit-
RISC-Prozessor der ARM9TDMI-Prozessorfamilie [166]. Der ARM9TDMI-Prozessorkern 
(siehe auch Abbildung C.1) basiert auf einer fünfstufigen Pipeline (Fetch, Decode, Execute, 
Memory, Writeback) und unterstützt sowohl einen Standardbefehlssatz mit einer Befehlswort-
breite von 32 Bit als auch einen in Bezug auf die Programmcodedichte optimierten so genannten 
Tumb-Befehlssatz mit einer Befehlswortbreite von 16 Bit. Dabei wird ein Thumb-Befehl in der 
Decode-Stufe der Pipeline auf einen Standardbefehl abgebildet. Der Funktionsumfang des 
Tumb-Befehlssatzes ist auf Grund der reduzierten Bitbreite, die zur Codierung eines Befehls zur 
Verfügung steht, eingeschränkt. So können z. B. nicht alle Register in der Registerbank adres-
siert werden. Weiterhin steht nur für Sprungbefehle die Möglichkeit der bedingten Ausführung 
zur Verfügung. Insgesamt umfasst der Standardbefehlssatz typische RISC-Befehle wie arithmeti-
sche/logische, Speichertransfer-, Sprung- und Kontroll-Instruktionen. Zusätzlich sind im 
Befehlssatz MAC- und Multiplikationsbefehle mit einer maximalen Ergebniswortbreite von 
64 Bit enthalten. Die Schiebeeinheit (Shifter) in der Execute-Stufe des Prozessors ist der 
Arithmetisch-Logischen-Einheit (Arithmetic-Logical-Unit, ALU) vorgeschaltet, so dass ALU-
Operanden vor der eigentlichen ALU-Operation bitweise logisch oder arithmetisch geschoben 
werden können (siehe auch Abbildung C.1). Die Registerbank des Prozessorkerns beinhaltet 16 
32 Bit Register. Das Register R15 beinhaltet dabei den Programmzähler und steht somit nicht als 
Allzweckregister zur Verfügung. Daten- und Programmspeicher sowie die zugehörigen 
Speicherbusse sind voneinander getrennt (Harvard-Architektur). Durch so genannte Forwarding-
Mechanismen werden Pipeline-Konflikte vermieden. Quelloperanden, die gleichzeitig 
Zieloperanden unmittelbar zuvor abgearbeiteter Befehle sind, stehen in der Execute-Stufe zur 
Verfügung, ohne dass sie vorher in der Registerbank abgespeichert wurden. 
 
Abbildung C.1 Blockschaltbild des ARM9TDMI Prozessorkerns [166] 
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Die Architektur des ARM940T Prozessors ist in Abbildung C.2 dargestellt. Der Prozessor bein-
haltet neben dem ARM9TDMI Prozessorkern, jeweils 4 KB Daten- und Programm-Cache, eine 
Schnittstelle zu einem AMBA-ASB-Bus (ASB, Advanced-System-Bus) [98], eine so genannte 
Protection-Einheit und eine Schnittstelle zum Anschließen externer Coprozessoren. Die 
Protection-Einheit  bietet verschiedene Cache- und Speicherschutzmechanismen. So können acht 
verschiedene Regionen im Speicher definiert werden. Für jede dieser Regionen können eigene 
Speicherschutz- und Cache-Eigenschaften festgelegt werden. Auf diese Weise können 
Zugriffsrechte auf den Speicher sehr differenziert festgelegt werden. Die Caches bestehen 
jeweils aus vier Segmenten zu je 1 KB. Jedes Segment an sich ist vollassoziativ und besteht aus 
64 Cache-Zeilen mit jeweils vier 32 Bit Worten. Das Tag-Feld der Adresse jedes Segments ist 
als CAM-Speicher (Content-Addressable-Memory) realisiert (siehe z. B. [56]). Beim Auftreten 
eines Cache-Miss bei einem Lesezugriff wird eine Cache-Zeile aus dem Hauptspeicher gelesen. 
Die Schreibstrategie ist konfigurierbar. Es kann zwischen einer Write-Back- und Write-Through-
Strategie gewählt werden. Einzelne Zeilen des Caches können gegen Ersetzung gesperrt werden. 
 
Abbildung C.2 Blockschaltbild des ARM940T Prozessors [165] 
Zur Programmierung des ARM940T steht mit der RealView Development Suite eine von ARM 
angebotene integrierte Entwicklungsumgebung mit umfangreicher grafischer Benutzerschnitt-
stelle zur Verfügung [167]. Zu dieser Entwicklungsumgebung gehören elementare Software-
Entwicklungswerkzeuge wie Assembler, Disassembler, Linker und ein C/C++-Compiler. Weiter-
hin sind ein zyklengenauer Simulator, ein grafischer Debugger und eine grafische 
Benutzerschnittstelle zur Verwaltung von Software-Projekten integriert. 
 
  
Anhang D: eFPGA-Beispielarchitektur 1 
D.1 Implementierung und Simulation 
Die eFPGA-Beispielarchitektur 1 wurde mit Hilfe des in Abschnitt 2.4.4.2 vorgestellten Ent-
wurfsablaufs für physikalisch optimierte VLSI-Makros implementiert. Die strukturelle Beschrei-
bung für den DPG wurde so realisiert, dass sowohl die Anzahl der LEs pro Clusterspalte und –
zeile als auch die gesamte Anzahl der Logikelemente für das gesamte Makro durch die Fest-
legung entsprechender Parameter vor der Erzeugung des Layouts frei gewählt werden kann. In 
Abbildung D.1 ist ein exemplarisches Layout mit insgesamt 32 LEs gezeigt.  
 
? 32 Logikelemente 
? 4 Cluster (2x4) 
? ca. 2000 Konfigurationsbits 
 
? 130 nm-CMOS-Technologie 
? 6 Leaf-Zellen 
? 41464 Transistoren 
? Makrofläche: 93332 µm² 
? LE-Dichte: 343 LEs/mm² 
Abbildung D.1 Exemplarisches Layout (vier Cluster mit 2x4 LEs)  
Zur Realisierung des eFPGA-Makros wurden sechs Leaf-Zellen physikalisch optimiert mit Hilfe 
der Entwicklungsumgebung Design Framework [57] in einer 130 nm-CMOS-Technologie 
implementiert [53]. Dabei wurden vier Leaf-Zellen für die CBs und eine LE-Leaf-Zelle benötigt. 
Der RS, der lediglich aus vier Schaltpunkten besteht, wurde ebenfalls als Leaf-Zelle 
implementiert. Die zur Konfiguration notwendigen SRAM-Zellen sind in den entsprechenden 
Leaf-Zellen der jeweiligen Strukturelemente enthalten. Nach der Erzeugung des gesamten 
Layouts wurde eine Netzliste der Transistoren und parasitären Elemente extrahiert. Diese 
Netzliste wurde mit den Simulationswerkzeugen Powermill und Pathmill [168] der Firma 
Synopsys zur Ermittlung der Laufzeiten und Verlustleistungswerte in Abhängigkeit der je-
weiligen Konfiguration des eFPGAs simuliert. Für die Bestimmung der Laufzeit und Verlust-
leistung wurden jeweils die ungünstigsten Betriebspunkte für die Schaltung gewählt. So wurde 
zur Bestimmung der Laufzeit das langsamste Transistormodell bei einer abgesenkten Betriebs-
pannung von 1,08 V und einer Betriebstemperatur von 125°C vorgesehen. Bei der Ermittlung der 
Verlustleistung betrug die Versorgungsspannung 1,32 V bei 27°C. Für die Realisierung einer 
Anwendung auf dem eFPGA-Makro müssen sehr viele Konfigurationsbits gesetzt werden. Da 
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dieser Prozess sehr fehleranfällig ist, wurde in [53] ein Werkzeug zur Konfiguration der 
vorgestellten Architektur entwickelt. Mit Hilfe einer grafischen Benutzeroberfläche können die 
gewünschten Verbindungen und die gewünschte Funktionalität des LEs einfach ausgewählt 
werden. Diese grafische Repräsentation wird in ein Konfigurationsbitstrom umgesetzt, welches 
direkt als Eingabe für die beschriebenen Simulationen genutzt wird.  
D.2 Ergebnisse und Vergleich mit kommerziellen FPGAs 
Nachfolgend werden die Simulationsergebnisse für verschiedene abgebildete Datenpfade vorge-
stellt und mit den Implementierungsergebnissen auf aktuellen kommerziellen Architekturen 
verglichen [6]. Bei den Datenpfaden handelt es sich um elementare Arithmetikdatenpfade, die in 
vielen Anwendungen der digitalen Signalverarbeitung verwendet werden (siehe Legende der 
Datenpfade in Abbildung D.2). 
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Abbildung D.2 Einordnung in den Entwurfsraum (skaliert auf 130 nm-CMOS-Technologie) 
Als Vergleichswerte sind im Entwurfsraum in Abbildung D.2 die Realisierungsergebnisse für ein 
Cyclone FPGA (EP1C20F400C7) der Firma Altera dargestellt [169]. FPGAs der Cyclone-
Familie sind bezüglich der Verbindungsarchitektur FPGAs der Stratix II- und III-Familie sehr 
ähnlich. LEs im Cyclone-Baustein basieren auf einer LUT4 und dedizierter Logik zur Übertrags-
berechnung sowie einem Register zur Verzögerung von Ausgangssignalen. Für die ermittelten 
Werte wurden bei beiden Architekturen ausschließlich die zur Berechnung benötigten 
Ressourcen berücksichtigt. Verlustleistungs- und Laufzeitwerte für das Cyclone-FPGA wurden 
mit der Quartus II Entwicklungsumgebung ermittelt [51]. Die Positionen im Entwurfsraum für 
Realisierungen auf Basis des Cyclone-FPGAs sind erwartungsgemäß im FPGA-Bereich. Es zeigt 
sich, dass für die arithmetikorientierte eFPGA-Beispielarchitektur 1 unter Mitberücksichtigung 
der Flexibilität eine attraktive Position zwischen dem FPGA- und Standardzellenbereich für die 
untersuchten Datenpfade eingenommen wird. Bei der Betrachtung der einzelnen Datenpfade ist 
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nahezu eine Verbesserung um eine Größenordnung sowohl für die Energie- als auch für die 
Flächeneffizienz im Vergleich zum Cyclone-FPGA zu beobachten. Für die Abbildung der 
Datenpfade wurde die Verwendung von DSP-Blöcken zunächst ausgeschlossen (siehe 
Abschnitt 2.3.1). In weiteren Untersuchungen [6,53] wurden andere FPGAs der Firma Altera 
und die Verwendung der in Abschnitt 2.3.1 erläuterten DSP-Blöcke hinzugefügt. Da 
ausschließlich für das Cyclone-FPGA Flächenwerte zur Verfügung standen, konnten die 
Ergebnisse nicht in den Entwurfsraum in Abbildung D.2 eingeordnet werden. Es konnten 
lediglich die Energie- und Laufzeitwerte für einen Vergleich ermittelt werden. Diese sind in 
Abbildung D.3 normiert auf das Cyclone-FPGA exemplarisch für ein FIR-Filter mit vier 
Koeffizienten dargestellt. 
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Abbildung D.3 Laufzeit und Energie pro Sample für die Abbildung eines 1D-FIR-Filters 
(normiert auf die Realisierung für das Cyclone-FPGA) 
Es zeigt sich, dass die eFPGA-Beispielarchitektur 1 im Vergleich zu allen FPGAs am günstig-
sten hinsichtlich Energieumsatz und Laufzeit ist. Die Verwendung von DSP-Blöcken wirkt sich 
nur beim Cyclone II-FPGA positiv aus. Die dedizierten Multiplizierer in den DSP-Blöcken 
verarbeiten eine größere Wortbreite als in der vorliegenden Filterspezifikation erforderlich ist. 
Dadurch kommt es zu Verschnitteffekten. Weiterhin entsteht ein Mehraufwand durch die 
Integration der DSP-Blöcke in die jeweilige Verbindungsarchitektur. 
 

  
Anhang E: eFPGA-Beispielarchitektur 2 
E.1 Modellierung einer exemplarischen Kernlogik 
In diesem Abschnitt wird die Modellierung der in Abbildung E.3 gezeigten Kernlogik vorgestellt 
[13]. Zunächst wurde zur Dimensionierung der Schaltung eine Transistornetzliste der Kernlogik 
in einer 90 nm-CMOS-Technologie realisiert. In Abbildung E.1 sind die einzelnen Komponenten 
der Kernlogik und die Zusammenschaltung dieser Komponenten zur Kernlogik als 
Blockschaltbilder dargestellt.  
 
 
 
Multiplexer (MUX2) LUT2 XOR-Gatter 
 
Kernlogik 
Abbildung E.1 Blockschaltbilder zur Kernlogik der eFPGA-Beispielarchitektur 2 
Mit Hilfe des Schaltungssimulators Spectre [170], der in die Design Framework Umgebung 
integriert ist, wurden die Verlustleistung und Laufzeit ermittelt. Dazu wurden die Ein- und 
Ausgänge mit entsprechenden Lastelementen beschaltet. Die Schaltaktivität der Eingänge betrug 
σ = 0,5. In einem iterativen Prozess wurde die Dimensionierung der Transistoren in Bezug auf 
die Verlustleistungsaufnahme optimiert. Danach wurde die Kernlogik manuell physikalisch 
optimiert als VLSI-Makro mit dem Design Framework von Cadence implementiert. Zur 
Charakterisierung der Kernlogik wurde wiederum der Schaltungssimulator Spectre verwendet. 
Dabei wurde der jeweils ungünstigste Betriebspunkt für die Bestimmung der Laufzeit und 
Verlustleistungsaufnahme unter Verwendung des langsamsten Transistormodells eingestellt. 
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Dieser entspricht bei der Ermittlung der Laufzeit einer Versorgungsspannung von 0,9 V bei einer 
Betriebstemperatur von 125°C. Für die Verlustleistungsbestimmung beträgt die 
Versorgungsspannung 1 V bei 0°C Betriebstemperatur. 
Die Größe des Makros der Kernlogik beträgt: 
2µm103µm5,12µm2,8 ≈⋅=KLA  (E.1) 
Bei der Bestimmung der Laufzeit hat sich herausgestellt, dass der Einfluss der Funktionalität der 
Kernlogik, die durch entsprechende Konfiguration festgelegt wird, vernachlässigt werden kann. 
Großen Einfluss hat demgegenüber die kapazitive Belastung der Ausgänge der Kernlogik. Es 
werden zwei Belastungsfälle unterschieden. In dem Fall, dass der Kernlogik eine Registerstufe 
nachfolgt, können die Laufzeiten unmittelbar der Tabelle E.1 entnommen werden. In dieser 
Tabelle sind die Laufzeiten für alle Eingangs-Ausgangs-Kombinationen dargestellt. Die Imple-
mentierung und Charakterisierung der Registerstufe wird in [135] erläutert. 
TKL,Reg/ps I0 I1 I2 I3 CCI CI0 CI1 
O0 399 379 537 492 396 438 438 
O1 249 271 585 528 463 434 434 
Tabelle E.1 Laufzeit der Kernlogik bei nachfolgender Registerstufe 
Im zweiten Fall, wenn keine Registerstufe nachfolgt, sind die Ausgänge der Kernlogik mit 
Multiplexereingängen von Multiplexern, die innerhalb der DRBs benachbarter LEs liegen, sowie 
den Leitungen zu diesen Eingängen belastet. Die Laufzeit setzt sich aus einer konstanten 
Basislaufzeit (siehe Tabelle E.2), die durch die Komponenten der Kernlogik selbst bedingt ist, 
und einem variablen Anteil, der von der Anzahl der Multiplexereingänge (no, nc) und 
Verdrahtungslänge (l) abhängt, zusammen. 
TKL,basis/ps I0 I1 I2 I3 CCI CI0 CI1 
O0 395 380 530 490 430 390 390 
O1 240 270 580 520 420 460 460 
CO0 510 484 − − − 233 − 
CO1 542 514 − − − − 207 
Tabelle E.2 Basislaufzeit der Kernlogik bei Belastung mit nachfolgenden DRBs 
Bei den angeschlossenen Multiplexern wird zwischen solchen die durchgeschaltet (no) sind und 
geschlossenen Multiplexern (nc) unterschieden. Bei den durchgeschalteten Multiplexern wird 
das entsprechende Ausgangssignal der Kernlogik auf den Ausgang des Multiplexers geschaltet. 
Bei den dedizierten Ausgängen müssen keine zusätzlichen Lasten berücksichtigt werden. Die 
Laufzeiten wurden hier für die Realisierung eines Carry-Select-Addierers ermittelt. Die 
Laufzeiten eines Eingangs (Ix) zu einem der Ausgänge (O0, O1) berechnet sich unter Berück-
sichtigung der Anzahl der am entsprechenden Ausgang angeschlossenen DRB-Eingänge 
(ncDRB, noDRB) zu: 
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µm
ps3,1ps5,8ps5,220,,0,
lncnoTT DRBDRBOIxbasisKLOIxKL ⋅+⋅+⋅+= →→  (E.2) 
µm
ps3,1ps3,6ps5,141,,1,
lncnoTT DRBDRBOIxbasisKLOIxKL ⋅+⋅+⋅+= →→  (E.3) 
Die Verlustleistung setzt sich aus einem konstanten Basisanteil, der aus den Komponenten der 
Kernlogik resultiert, und einem variablen Anteil, der wiederum von der jeweiligen Lastsituation 
an den Ausgängen bestimmt wird, zusammen. Zur Bestimmung des Basisanteils wird bei der 
Kernlogik lediglich zwischen der Bypass-Funktionalität und allen anderen konfigurierbaren 
Funktionalitäten der Kernlogik unterschieden: 
µW7,3, =basisKLP  für Bypass-Funktionalität bei 1 GHz Taktfrequenz (E.4) 
µW8,19, =basisKLP  für alle anderen Funktionalitäten bei 1 GHz Taktfrequenz (E.5) 
Bei Betrachtung der Verlustleistung in Abhängigkeit der kapazitiven Belastung wird wieder 
zwischen einer nachfolgenden Registerstufe (PKL,Reg) und direkt angeschlossenen DRB-
Eingängen (PDRB) unterschieden. Somit lassen sich die Verlustleistungswerte der Kernlogik unter 
Berücksichtigung der Taktfrequenz f wie folgt berechnen: 
GHz
µW
µm
5,022,04,0,
flncnoPP DRBDRBbasisKLKL ⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅+⋅+++=   (E.6) 
 µW86,0
GHz,,
+⋅= fPP basisKLRegKL  (E.7) 
Der statische Anteil der Verlustleistung ist bei der Kernlogik vernachlässigbar klein. 
Die weiteren Teilmodelle für die Strukturelemente DRB, Konfigurationsspeicher, Registerstufe, 
RS, CB und Taktnetz werden in [13,135] beschrieben. Die einzelnen Teilmodelle werden 
abschließend zu einem Gesamtmodell integriert, das die Bestimmung der physikalischen Kosten 
für die abgebildeten Datenpfade der jeweils festgelegten eFPGA-Architektur erlaubt. Der 
fehleranfällige und aufwändige Prozess der Konfiguration jedes Speicherelementes wird im 
modellbasierten Ansatz deutlich reduziert. So wird bei der Konfiguration der Kernlogik lediglich 
zwischen der Bypass-Funktionalität und allen weiteren Funktionalitäten unterschieden. 
E.2 Ergebnisse und Vergleich mit kommerziellen FPGAs 
Im Folgenden werden die Ergebnisse für die eFPGA-Beispielarchitektur 2 aus Abschnitt 5.1.2 
präsentiert, die im Weiteren zur Kopplung mit einem ASIP verwendet wurde. Als 
arithmetikorientierte Datenpfade wurden das gleiche FIR-Filter mit vier Koeffizienten wie in 
Abschnitt 0 sowie zwei Datenpfade, die innerhalb eines GPS-Korrelators erforderlich sind (siehe 
Abschnitt 6.1), betrachtet. Die Resultate werden wiederum mit einem Cyclone-FPGA 
(EP1C20F400C7) verglichen (siehe Abbildung E.2). Dabei werden verschiedene Varianten 
(II, III und IV) der eFPGA-Beispielarchitektur 2 zu der in Abschnitt 5.1.2 vorgestellten 
Variante I der Ausgangsarchitektur betrachtet. Die verschiedenen Varianten unterscheiden sich 
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bzgl. einzelner Architekturparameter. Die jeweils bei den einzelnen Architekturvarianten 
geänderten Parameter können der Legende auf der rechten Seite von Abbildung E.2 entnommen 
werden. 
1E-05
1E-04
1E-03
1E-02
1E-01
1E+00
1E+01
1E+02
1E+00 1E+01 1E+02 1E+03 1E+04 1E+05 1E+06
MOPS / mm2
m
W
/ M
O
PS
GPP
FPGA
physikalisch optimiert
DSP
4-tap 1D-FIR-Filter
4-Bit Quad-MAC (GPS)
4-Bit Quad-Mul (GPS)
I
IV
III
Standard-
zellen
eFPGA-Beispielarchitektur 2
(siehe Abschnitt 5.1.2)
Altera 
Cyclone I: CH = CV = 4MLE = 2, MCB = 1, MRS = 4
WH = WV = 8
NReg = 2
II
II: CH = 8, CV = 4
MLE = 8, MCB = 1, MRS = 2
WH = 8, WV = 4
NReg = 2
III:CH = 16, CV = 4
MLE = 16, MCB = 1, MRS=4
WH = WV = 8
NReg = 2
IV: CH = 8, CV = 4
MLE = 1, MCB = 1, MRS = 4
WH = WV = 8
NReg = 4
 
Abbildung E.2 Einordnung in den Entwurfsraum und Vergleich mit Cyclone-FPGA 
Auf Basis des modellbasierten Ansatzes zur Bestimmung der physikalischen Kosten ist es im 
Vergleich zur Ermittlung der Kosten auf Basis der Transistornetzlistensimulation mit geringem 
Aufwand möglich, Architekturparameter zu variieren. Die Kosten können durch Anpassen der 
Modellparameter mit geringem Aufwand ermittelt werden. Dazu ist eine Abbildung des 
entsprechenden Datenpfades auf die modifizierte Architektur notwendig. Insgesamt ist es auf 
diese Weise möglich, eine systematische Entwurfsraumexploration für eFPGA-Architekturen 
durchzuführen [13]. 
In dem in Abbildung E.2 dargestellten Entwurfsraum zeigt sich, dass sich die Realisierungen für 
das Cyclone-FPGA erwartungsgemäß im Bereich der FPGA-Realisierungen befinden. Die 
Resultate für Realisierungen der verschiedenen eFPGA-Architekturvarianten liegen zwischen 
dem Bereich der Standardzellen und dem Bereich der FPGAs. Es zeigt sich, dass durch Variation 
der eFPGA-Bespielarchitektur 2 am Beispiel des FIR-Filters eine signifikante Verbesserung 
bzgl. der Energieeffizienz erreicht werden kann (vgl. I, II und III). 
E.3 Abbildung von Datenpfaden 
Nachfolgend sind für die in den Abschnitten 2.4.2.2 und 5.1.2 vorgestellte Kernlogik der 
eFPGA-Beispielarchitektur 2 (siehe auch Abbildung E.3) in der Abbildung E.4 und Abbild-
ung E.5 sind Realisierungen elementarer Datenpfade illustriert. Weitere Details und Untersuch-
ungen bzgl. der eFPGA-Beispielarchitektur 2 sind in [13] dargestellt und eingehend erläutert. 
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Abbildung E.3 Blockschaltbild der Kernlogik der eFPGA-Beispielarchitektur 2 
 
Abbildung E.4 Realisierung eines Carry-Select-Addierers 
a·b a+b ·
a b x y
c s
= ai·bi · ci  +  (ai+bi) ·ci
ci+1 = ai·bi+(ai+bi)·ci
si = ai bi ci
+
c s
a b x y
  
Abbildung E.5 Gated-Volladdierer (links) und kaskadiertes Gatter zur Implementierung einer 
logischen Funktion mit großer Anzahl an Eingängen (rechts) 
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