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On the relationship between the thin film equation and
Tanner’s law
M. G. Delgadino∗ and A. Mellet†
Abstract
This paper is devoted to the asymptotic analysis of a thin film equation which describes
the evolution of a thin liquid droplet on a solid support driven by capillary forces. We
propose an analytic framework to rigorously investigate the connection between this model
and Tanner’s law [22] which claims: the edge velocity of a spreading thin film on a pre-wetted
solid is approximately proportional to the cube of the slope at the inflection. More precisely,
we investigate the asymptotic limit of the thin film equation when the slippage coefficient
is small and at an appropriate time scale (see Equation (8)). We show that the evolution
of the droplet can be approximated by a moving free boundary model (the so-called quasi-
static approximation) and we present some results pointing to the validity of Tanner’s law
in that regime. Several papers [5, 6, 10] have previously investigated a similar connection
between the thin film equation and Tanner’s law either formally or for particular solutions.
Our main contribution is the introduction of a new approach to systematically study this
problem by finding an equation for the evolution of the apparent support of the droplet
(described mathematically by a nonlinear function of the solution).
1 Introduction
The lubrication approximation and the thin film equation. The thin film equation
describes the spreading of small liquid droplets on a solid (planar) surface in the context of the
lubrication approximation. This approximation is valid for thin droplets (the vertical dimension
is much smaller than the horizontal one) when the evolution is dominated by the effects of
surface tension and viscosity.
We briefly recall here the main steps of the derivation of the thin film equation. We refer
to [11] for further details and for the physical dimensions of the coefficients (we also refer to
[7, 18, 19] for a rigorous investigation of the lubrication approximation and derivation of the thin
film equation for a liquid droplet in a Hele-Shaw cell). We present this derivation in dimension 2
even though the rest of the paper will focus on the one dimensional case. We denote by u(t, x)
the height of the fluid (with t > 0 and x ∈ R2 or R) and by v(t, x, z) the horizontal velocity of
the fluid (z denotes the vertical variable). The depth-averaged equation of mass conservation is
∂u
∂t
+ divx(uv) = 0, v(t, x) =
1
u(t, x)
∫ u(t,x)
0
v(t, x, z) dz (1)
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where the horizontal velocity v satisfies the simplified Stokes equation
µ
∂2v
∂z2
= ∇p, (2)
where µ is the viscosity of the fluid. The pressure p(t, x, z) is assumed to depend only on the
x variable and is determined by surface tension along the free surface z = u(t, x) of the drop.
Approximating the mean-curvature by the Laplacian, we find:
p(t, x) = −σ∆xu(t, x), (3)
where σ is the interfacial tension. Finally, the velocity of the fluid v satisfies ∂v∂z |z=u(t,x) = 0 (no
horizontal shear stress along the free surface) while along the solid support {z = 0} it satisfies
a slip condition:
κ(u)
∂v
∂z
(t, x, 0) = v(t, x, 0), κ(u) = Λun−2, (4)
where Λ is the slip coefficient. The case n = 2 is usually refered as the Navier Slip condition.
Integrating (2) and using (4) leads to the following Darcy’s law for the averaged velocity:
v = − 1
µ
(
u2
3
+ κ(u)u
)
∇xp,
which together with (1) and (3) yields the thin film equation
∂u
∂t
+
σ
3µ
divx((u
3 + 3Λun)∇∆u) = 0. (5)
The derivation of this equation makes it clear that (5) holds over the support of the drop
{u > 0}, thus leading to a delicate free boundary problem since boundary conditions must be
imposed on ∂{u > 0}. However, it is classical, as a first step, to assume that (5) holds in a fixed
domain Ω. This amounts to assuming that the solid substrate is wet even where the height of
the fluid is zero. This is known as the complete wetting regime, and it is also the setting of this
paper. In dimension one, the mathematical analysis of the thin film equation in the complete
wetting regime goes back to the early 90’s (see [3], [4] for the one dimensional case. For results
in higher dimensions, we refer for instance to the contributions of Gru¨n [12, 15]).
We recall (see Bernis [1, 2] and Gru¨n [13, 14]) that the solutions of (5) have a finite speed
of propagation of the support (in particular solutions with compactly supported initial data
remain compactly supported) and that they satisfy the zero contact angle condition |∇u| = 0
on ∂{u > 0}.
Previous results. When the slip coefficient vanishes (Λ = 0), the boundary condition (4)
reduces to the classical no-slip condition v(t, x, 0) = 0. However, the corresponding thin film
equation (5), with a mobility coefficient given by u3, is classically ill-posed in the sense that the
motion of the contact line ∂{u > 0} would require an infinite dissipation of energy (this fact
was first formally discussed in [17]). This suggests that when Λ is small, the contact line moves
very slowly. It is the goal of this paper to investigate the asymptotic behavior of the solutions
of (5) when Λ≪ 1. We thus introduce a small parameter ε such that:
Λ = ε3−n, ε≪ 1. (6)
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Several work ([5, 6, 10]) have investigated similar regimes in one dimension and it has been
shown that in order to observe the motion of the contact line at finite speed when ε goes to
zero, we have to rescale time as follows:
t′ = t
σ
3µ
| ln ε|−1. (7)
With (6) and after change of variable (7), equation (5) becomes in the one dimensional case:
| ln(ε)|−1∂tu+ ∂x((ε3−nun + u3)∂xxxu) = 0. (8)
This paper is thus devoted to studying the behavior of the solutions of this equation when ε≪ 1.
Remark 1.1. The time scale (7) is established by K. Glasner in [10] via energy consideration.
A more precise result is obtained for particular solutions by L. Giacomelli and F. Otto in [6]
and by L. Giacomelli, M. Gnann and F. Otto in [5]. To state the result of [6] in our framework,
we first note that if uε(t, x) is a solution of (13) then the rescaled function h defined by
uε(t, x) = εh(ε7| ln ε|t, εx) (9)
solves
∂th+ ∂x((h
n + h3)∂xxxh) = 0, h
ε
in(x) =
1
ε
uin(
x
ε
). (10)
Using this, it is easy to check that Corollary 2.1 in [6] states that if the initial condition has the
form uεin(x) = εhin(εx) for some fixed function hin(x) (that is when u
ε
in is a very thin droplet),
then for ε small enough, the solution uε of (8) satisfies
C−1
(
t
| ln ε|
ln t+ ln(ε7| ln ε|)
)1/7
≤ |{uε(t, ·) > ε}| ≤ C
(
t
| ln ε|
ln t+ ln(ε7| ln ε|)
)1/7
(11)
for time C ≤ t ≤ Cε7| ln ε| . This result shows that for small ε, the effective support of the drop
(described here as the set where {uε > ε}) will grow with finite speed (and will have size of order
t1/7).
The quasi-static model and Tanner’s law. Note that without performing the change of
variable (7) the scaling of equation (8) also corresponds to
σ
µ
∼ | ln ε| ≫ 1.
So equation (8) describes the asymptotic regime corresponding to capillary forces that are much
stronger than viscous forces. In that regime, we expect the free surface of the drops to quickly
relax to its equilibrium shape given by ∇p = 0 (this will be made rigorous using the dissipation
of energy in the proofs). With the approximation (3), we find
−∆u(t) = λ(t) in {u(t) > 0},
where λ(t) can be seen as a Lagrange multiplier for the volume constraint and is locally constant
on {u(t) > 0}. Remark 1.1 above suggests that the contact line ∂{u(t) > 0} is moving with
finite speed, and the issue at the center of this paper is to determine the velocity law for this
contact line.
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More precisely we want to show that the regime ε ≪ 1 for the thin film equation (8) is
described by a moving free boundary problem of the form{ −∆u(t) = λ(t) in {u(t) > 0}
V = F (|∇u|) on ∂{u(t) > 0}
where V denotes the normal velocity of the moving boundary {u(t) > 0} and λ(t) is the Lagrange
multiplier. In the context of the moving contact line problem for capillary drops, this equation
is referred to as the quasi-static model and it is classically used to describe the motion of liquid
drops when capillary forces dominate the dynamic in the bulk and intermolecular forces at the
contact line are responsible for the motion of the drop. In particular the velocity of the contact
line is a function of the gradient |∇u| on ∂{u(t) > 0} which is a substitute for the contact angle.
Several possible choice for the function F have been proposed. In the complete wetting regime,
the choice
V = α|∇u|3, (12)
for some coefficient α, is motivated by the law proposed by Tanner in [22]. We refer to [8] for a
mathematical analysis of this model.
In one space dimension, the connection between the thin-film equation and Tanner’s law
has first been rigorously studied in [5]. In [5], the authors find a travelling wave solution of
(10) that satisfies Tanner’s law with an appropriate logarithmic correction. We note that under
the inverse scaling of (9), when we take ε → 0 the travelling wave of [5] converges formally
to a travelling wave of the quasi-static approximation, which satisfies Tanner’s law with no
logarithmic correction.
The main result of this paper will show that the evolution of the contact line is indeed
approximated by Tanner’s law (12) when one considers the thin film equation in the complete
wetting regime (8) with ε ≪ 1 and in dimension one. For simplicity, we consider equation (8)
on a bounded set Ω ⊂ R and supplemented by boundary and initial conditions:
| ln(ε)|−1∂tu+ ∂x((ε3−nun + u3)∂xxxu) = 0 in (0,∞)× Ω (13)
(ε3−nun + u3)∂xxxu = 0, ux = 0 on (0,∞)× ∂Ω (14)
uε(0, x) = uin(x) in Ω.
The first boundary condition in (14) is a null flux condition, which will ensure conservation of
mass. The second boundary condition can be seen as a contact angle condition for the fluid in
contact with some boundary walls.
Apparent support and weak formulation of a free boundary problem. It is relatively
simple to show that the limit u of uε will satisfy uxxx = 0 in {u > 0}. The difficulty is to
characterize the motion of the support {u > 0}. The main contribution of this paper is the
introduction of a new approach to study this problem. The idea is to track the motion of the
apparent support, which is approximately given by {uε > | ln(ε)|−1}, by defining a specific
sequence of smooth approximations of the indicator function χ{s>0}. To this end we introduce
the following function B:
B(s) :=
∫ s
0
∫ ∞
r
1
vn−1 + v2
dv dr.
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With this definition, it is clear that B(0) = 0 and
B′′(s) = − 1
sn−1 + s2
.
The function
Bε(s) =
1
| ln ε|B(s/ε)
then satisfies
Bε′′(s) = − 1| ln(ε)|
1
s2 + ε3−nsn−1
(15)
and
Bε(0) = 0, lim
ε→0
Bε(s) = 1 ∀s > 0.
To show this last property, we can note that B′(s) =
∫∞
s
1
vn−1+v2 dv ∼ 1s as s→∞, and so
lim
s→∞
sB′(s) = 1.
L’Hospital’s Rule then implies
lim
ε→0
Bε(s) = lim
N→∞
B(Ns)
lnN
= lim
N→∞
NsB′(Ns) = 1 for all s > 0.
Remark 1.2. We have the explicit formulas
Bε(s) =
1
| ln ε|
[
s
ε
arctan
(ε
s
)
+
1
2
ln
(
1 +
(s
ε
)2)]
for n = 1,
Bε(s) =
1
| ln ε|
[
s
ε
ln
(
s+ ε
s
)
+ ln
(
1 +
s
ε
)]
for n = 2.
Finally, given uε solution of (8), we introduce the function
ρε(t, x) = Bε(uε(t, x)). (16)
This function can be viewed as an approximation of the characteristic function of the support
of uε. Indeed, we have
ρε(t, x) ≈


0 uε(t, x) ≤ ε,
1− a uε(t, x) ≈ εa with a ∈ (0, 1),
1 uε(t, x)≫ | ln(ε)|−1.
In particular, we have limε→0 ρ
ε(0, x) = χ{uin>0}(x).
The reason for the particular definition of Bε(s), and the key to our approach, is the fact
that a straightforward computation using (13) and (15) leads to the following equation for ρε:
∂tρ
ε = T ε + ∂xR
ε (17)
where
T ε = −uεuεxuεxxx
Rε = −| ln(ε)|Bε′(uε)(ε3−nuε(n−1) + uε2)uεuεxxx.
(18)
Passing to the limit in (17) will thus characterize the motion of the support of the drop in the
limit ε → 0. We will easily show that Rε goes to zero in an appropriate functional space, but
the difficulty is to identify the limit of the distribution T ε (since we expect uxx to be constant
in {u > 0}, it is reasonable to expect that limT ε will be a distribution supported on ∂{u > 0}).
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Main results. We now present our main results, Throughout this section, uε(t, x) denotes
a weak solution of (8) satisfying some appropriate a priori estimates which are detailed in
Section 2. The existence of such a solution is proved in Proposition 2.1.
Classically, a first and crucial step in the study of singular limits of partial differential
equations leading to free boundary problems is to establish the optimal regularity of the solutions
uniformly in ε. In our case, since the gradient of the limit of uε is expected to be discontinuous at
the boundary of the support {u > 0}, the optimal regularity in space is the Lipschitz regularity.
We will prove:
Proposition 1.3 (Lipschitz regularity in space). For all ε > 0, the solution uε(t, x) of (8)
(whose existence is provided by Proposition 2.1) satisfies:
‖uεx‖L4((0,∞);L∞(Ω)) ≤ C (19)
for a constant C independent of ε.
Next, we will prove the following result, which shows that the function ρε defined by (16)
converges, up to a subsequence, to some function ρ(t, x):
Proposition 1.4. The followings hold uniformly with respect to ε:
ρε is bounded in L∞((0, T )× Ω)
and
ρεt is bounded in L
1((0, T );W−1,1(Ω)).
In particular, {ρε}ε>0 is relatively compact in Lp((0, T );W−1,1(Ω)) for any p ∈ [1,∞) and for
any T > 0.
We then study the properties of any accumulation point of {ρε}ε>0. The first result is the
following:
Theorem 1.5. Let ρ(t, x) be an accumulation point of {ρε}ε>0 in Lp(0, T ;W−1,1(Ω)). That is
ρ is such that
ρεk → ρ strongly in Lp(0, T ;W−1,1(Ω)) for some subsequence εk → 0.
Then the function ρ(t, x) satisfies
0 ≤ ρ(t, x) ≤ 1 a.e. in (0,∞)× Ω (20)
and
∂tρ ≥ 0 in the sense of distribution. (21)
The first inequality (20) follows straightforwardly from the definition of ρε (16) and a L∞
bound for uε, which we derive in the next section. The second inequality (21) is considerably
more delicate to obtain, and is really our first important contribution. If one thinks of ρ as an
approximation of the characteristic function of the support of the droplet, as suggested above,
then (21) implies that the support of the droplet is always expanding. This fact is expected,
but as we will see, not easy to establish.
We will not actually show that ρ is a characteristic function. This is unfortunately a classical
difficulty with capillary problems ([16, 20, 21]). However, for any function ρ(t, x) given by
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Theorem 1.5, the function x 7→ ρ(t, x) is well defined and belong to L∞(Ω) for almost every
t > 0. For such t, we can then define the open set
Σ(t) =
{
x ∈ Ω ; ∃r > 0
∫
Br(x)∩Ω
[1− ρ(t, y)] dy = 0
}
(this open set is the complementary of the support of the positive measure 1− ρ). It satisfies in
particular
ρ(t, x) = 1 a.e. in Σ(t)
(in fact we have x0 ∈ Σ(t), if and only if, there exists r > 0 such that ρ(t, x) = 1 for almost
every x ∈ Br(x0)) and this definition makes it easy to show:
Corollary 1.6. The set Σ(t) is non-decreasing:
Σ(s) ⊂ Σ(t) whenever 0 < s < t.
Intuitively, this set describes the support of the drop, a fact that will be made precise in the
next theorem, which characterizes the behavior of the drop profile {uεk}k∈N:
Theorem 1.7. For all t > 0, {uε(t, ·)}ε>0 is bounded in H1(Ω) and therefore relatively compact
in C0(Ω). Furthermore, given a subsequence εk → 0 such that ρεk converges to ρ strongly in
Lp(0, T ;W−1,1(Ω)), there exists a subsequence ε′k of εk such that for almost every t > 0, every
accumulation point v(x) ∈ C0(Ω) ∩H1(Ω) of the sequence {uε′k(t)} satisfies:
v′′′(x) = 0 in {v > 0},
∫
Ω
v(x) dx = 1 (22)
and
{v > 0} ⊂ Σ(t), ∂{v > 0} ∩ Σ(t) = ∅. (23)
Equation (23) implies that if Σ(t) = ∪i∈I(ai, bi), then {v > 0} = ∪i∈J (ai, bi) with J ⊂ I.
However (22)-(23) do not fully identify the function v. For this, we would need to know how
the volume of the drop is distributed among the connected components of Σ(t). A simple case
is when the open set Σ(t) has a unique connected component, in which case there is a unique v
satisfying (22)-(23) and the whole subsequence uε
′
k(t, ·) converges to this function v(x):
Corollary 1.8. For almost every t > 0, if Σ(t) = (a, b) has only one connected component
compactly contained in Ω, then the sequence {uε′k(t, ·)} defined in Theorem 1.7 has only one
accumulation point v ∈ H1(Ω) supported in (a, b), and satisfying
v′′(x) = −λ in (a, b),
∫
(a,b)
v(x) dx = 1. (24)
In particular, the sequence uε
′
k(t, ·) converges uniformly and in H1 weak to v(x) for almost every
t > 0.
Remark 1.9. When Σ(t) = (a, b), the function v(x) is the unique minimizer of the following
variational problem with volume constraint:
min
w∈H1
0
(Σ(t)),
∫
w(x)dx=1
∫
Σ(t)
|w′(x)|2 dx
and it is explicitly given by the formula
v(x) = 6
(b− x)+(x− a)+
(b− a)3 .
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Remark 1.10. Theorem 1.7 formally shows that we cannot expect weak continuity in time for
the accumulation points of {uεk}, which rules out any standard compactness argument and is
one of the main mathematical obstacles to obtain the limit equation for ∂tρ. Indeed, the merging
of droplets in (13) takes place at a faster time scale than the spreading of the support. Our ε→ 0
limit studies the latter time scale 1/| ln ε|, see Remark 1.1. To illustrate this point explicitly, we
formally examine the situation of two droplets merging at a time t0 > 0.
If we assume that 

Σ(t) = (a1(t), b1(t)) ∪ (a2(t), b2(t)) for t < t0,
limt→t−
0
b1(t) = limt→t−
0
a2(t) for t = t0,
Σ(t) = (a1(t), b2(t)) for t > t0,
then (22) and (23) imply the following: For almost every t < t0 there exists two positive functions
γ1 and γ2, such that γ1(t) + γ2(t) = 1 and
v(t) = 6γ1(t)
(b1(t)− x)+(x− a1(t))+
(b1(t)− a1(t))3 + 6γ2(t)
(b2(t)− x)+(x− a2(t))+
(b2(t)− a2(t))3 .
Furthermore, by Remark 1.9, we have that for almost every t ≥ t0
v(t) = 6
(b2(t)− x)+(x − a1(t))+
(b2(t)− a1(t))3 .
Taking a test function φ depending on γ1 and γ2, and supported around the point limt→t−
0
b1(t) =
limt→t−
0
a2(t), we can obtain the discontinuity in time for the local average of the limit
lim
t→t−
0
∫
Ω
v(t, x)φ(x) dx 6= lim
t→t+
0
∫
Ω
v(t, x)φ(x) dx.
Finally, our last result relates the evolution of the size of the support of the drop (which
should be |Σ(t)|, but is represented in the theorem below by ∫ ρ(t, x) dx ≥ |Σ(t)|) and the profile
of the drop:
Theorem 1.11. Given a subsequence εk → 0 such that ρεk converges to ρ strongly in Lp(0, T ;W−1,1(Ω)),
there exists a function
w ∈ L∞(0,∞;H1(Ω)) ∩ L4(0,∞;W 1,∞(Ω))
such that for a.a. t ≥ 0 w(t, ·) is an accumulation point of the sequence {uεk(t, ·)}k∈N in H1(Ω)
satisfying (22), (23) and
d
dt
∫
Ω
ρ(t, x) dx ≥ 1
3
∫
∂{w>0}
|wx(t, x)|3dH0(x) in M+(0, T ). (25)
This theorem, and in particular the inequality (25), relates the evolution of the support Σ(t)
with Tanner’s law (12), though we only have an inequality (the support spread at least as fast
as predicted by Tanner’s law) and it is global in space. Note that (25) should be used together
with an initial condition. In general, we only have the following inequality (which follows from
the monotonicity in time):
lim
t→0+
ρ(x, t) ≥ ρin = lim
ε→0
Bε(uin) = χ{uin>0}.
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This result should be compared with the result found in [6] (see Remark 1.1). Noticing that∫
Ω
ρε(t, x) dx ≤ |{uε > ε}|+ C |Ω|| ln ε|
we can use our theorem to recover the lower bound of (11) in the limit ε→ 0, with an explicit
value for the constant.
Corollary 1.12. Under the assumptions and notations of Theorem 1.11, we have the inequality
lim
ε→0
|{uε(x, t) ≥ ε}| ≥
∫
Ω
ρ(t, x) dx ≥ min{(63 t+ |{uin > 0}|7)1/7, |Ω|} for all t ∈ [0, T ].
Moreover, if we have
∂Σ(t0) ⊂ Ω,
then we have the stronger inequality∫
Ω
ρ(t, x) dx ≥ (1008 t+ |{uin > 0}|7)1/7 for all t ∈ [0, t0].
Formal derivation of Tanner’s law. We end this introduction by outlining a formal deriva-
tion of Tanner’s law and by pointing to the precise mathematical difficulties that currently
prevents its full rigorous derivation. Formally, if the convergence is strong enough, we expect
lim
ε→0
uε = w and lim
ε→0
ρε = ρ = χ{w>0}.
Moreover, by the energy dissipation inequality, we obtain
wxxx = 0 on {w > 0},
see (22) and (30). Next, passing to the limit distributionally in the time derivative equation for
ρε (17) yields
∂tρ = lim
ε→0
[∂xR
ε + T ε]
with Rε and T ε given by (18). We will show that Rε converges to zero using the dissipation
of energy, see Lemma 4.1. Therefore, the motion of the contact line is characterized by the
distribution
T := lim
ε→0
T ε.
Integrating by parts, we notice that
〈T ε(t), ϕ〉D′,D = −
∫
Ω
uεuεxu
ε
xxxϕdx
=
∫
Ω
uε(uεxx)
2ϕdx− 5
6
∫
Ω
uεx
3ϕ′ dx− 1
2
∫
Ω
uεuεx
2ϕ′′ dx.
Formally, passing to the limit in the previous equation, we get
〈T (t), ϕ〉D′,D =
∫
{w>0}
w(wxx)
2ϕdx− 5
6
∫
{w>0}
wx
3ϕ′ dx− 1
2
∫
{w>0}
wwx
2ϕ′′ dx
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and using that wxxx = 0 in {w > 0} and performing a couple of integration by parts, we obtain
〈T (t), ϕ〉D′,D = 1
3
∫
∂{w(t)>0}
|wx(t, x)|3ϕ(x) dH0(x). (26)
The equation ∂tρ = T is then a weak formulation of Tanner’s velocity law
V =
1
3
|wx|3.
There are two main difficulties to make this argument rigorous:
One is the lack of compactness in time for the function uε(t, x), as explained in Remark 1.10.
This makes it necessary to work with limits for fixed times t > 0, and we need to be extremely
careful with the type of a priori estimates we can use uniformly in time. The second reason,
why we are only able to get an inequality in Theorem 1.11 instead of the equality (26), is that
in general we can only show that
lim inf
ε→0
∫
Ω
uε(uεxx)
2 dx ≥
∫
{w>0}
w(wxx)
2 dx.
To end this paper, we make this fact precise by proving a conditional result. We consider the
case of a single droplet spreading on a flat surface: We make the strong assumption that Σ(t)
has a single connected component for almost every t > 0. Then Corollary 1.8 implies that the
sequence defined in Theorem 1.7, which we denote {uεk(t, ·)} for simplicity, converges to its
unique accumulation point w(t, ·) ∈ H1(Ω), supported in Σ(t) and solution of (24). We then
have:
Theorem 1.13. In the simple framework described above, if we assume furthermore that
lim
k→∞
∫ T
0
∫
Ω
uεk(uεkxx)
2 dx =
∫ T
0
∫
{w>0}
w(wxx)
2 dx, (27)
then the function ρ(t, x) = lim ρεk satisfies ρ(t, ·) = χΣ(t) and solves (in the sense of distribution):{
∂tρ =
1
3 |wx|3dH0|∂{w>0} in Ω× (0, T )
ρ(t = 0) = χ{uin>0} in Ω.
(28)
Remark 1.14. If we denote Σ(t) = (a(t), b(t)), then using Remark 1.9, (28) implies
a˙ = −b˙ = −72(b− a)−6,
for any t < T as long as a(T ), b(T ) /∈ ∂Ω. This shows that the constant in Corollary 1.12 is
expected to be sharp.
Remark 1.15. When Σ(·) consists of more than one interval, we can still identify a unique
limit w(t, x) if we know the amount of mass in each connected components of Σ(t). This is
possible if we know that mass cannot flow from one component to another. However, we cannot
discard such a phenomenon easily even when these intervals are separated by a positive distance.
This phenomenon is usually referred to as Ostwald ripening, a mathematical analysis of the
phenomenon for the thin film equation can be found in [9].
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Organization of the paper Section 2 collects the a priori estimates needed for the proof
of the main results and Section 3 establishes the Lipschitz regularity in space of the solution.
Section 4, Section 5 and Section 6 prove Theorem 1.5, Theorem 1.7 and Theorem 1.11 respec-
tively. Section 7 contains the proof of the conditional result, Theorem 1.13, and Section 8 proves
Corollary 1.12. Proposition 2.1 (which states the existence of a solution for ε > 0) is proved in
Appendix A.
2 Important inequalities and a priori estimates
In this section we present the main integral inequalities that will be used in the proofs. While the
computations here are done formally without worrying about the regularity of uε, the existence
of a solution satisfying the appropriate inequalities is stated at the end of this section (and
proved in Appendix A).
Conservation of mass and L1 estimate. Integrating equation (13) and using the null flux
boundary condition (14) yields the following mass conservation equality:∫
Ω
uε(t, x) dx =
∫
Ω
uin(x) dx ∀t > 0. (29)
In particular, we have
‖uε‖L∞((0,∞);L1(Ω)) ≤ C.
Energy inequality and H1 estimate. Classically, solutions of (13) also satisfy the following
energy inequality:∫
Ω
1
2
|uεx(t, x)|2 dx+
∫ t
0
∫
{uε>0}
| ln(ε)|(ε3−nuεn + uε3)|uεxxx|2 dx ds
≤
∫
Ω
1
2
|∂xuin(x)|2 dx ∀t > 0, (30)
which is obtained by multiplying (13) by −uεxx and integrating. Together with the L1 estimate
above, this implies:
‖uε‖L∞((0,∞);H1(Ω)) ≤ C
which gives in particular
sup
x∈Ω,t>0
uε(t, x) ≤ C. (31)
Entropy inequalities Solutions of (13)-(14) also satisfy so-called entropy inequalities. In this
paper, we will make heavy use of the following entropy-like inequality which follows from the
choice of Bε (see (15)) and can be proved by integrating (17) over (0, T )× Ω:∫
Ω
ρε(t, x) dx ≥
∫ t
0
∫
Ω
uε|uεxx|2 dx ds+
∫
Ω
ρε(0, x) dx. (32)
Note that this entropy is increasing - one might thus prefer to think of 1 − ρε as the entropy,
but this quantity is not non-negative for fixed ε > 0, even though it is non-negative in the limit
ε→ 0.
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Since s 7→ Bε(s) is increasing, (31) implies
0 ≤ ρε(t, x) = Bε(uε(t, x)) ≤ Bε(‖uε‖L∞) ≤ Bε(C) for all (t, x). (33)
The right hand side of this inequality converges to 1 as ε goes to zero (uniformly in t and x), so
we deduce
sup
x∈Ω,t>0
ρε(t, x) ≤ C, and lim
ε→0
sup
x∈Ω,t>0
ρε(t, x) ≤ 1.
Using this bound and the fact that ρε(0, x) ≥ 0, the inequality (32) yields∫ ∞
0
∫
Ω
uε|uεxx|2 dx ≤ C|Ω|. (34)
The inequalities above can easily be derived from (13) if we assume that uε is smooth enough
(in which case we get equalities). In Appendix A, we prove:
Proposition 2.1. Let n ∈ (0, 3). For all ε > 0, there exists a non-negative weak solution
uε(t, x) of (13) in L∞((0, T );H1(Ω)) such that
uεuεxxx ∈ L2((0, T )× Ω) for all ε > 0 (35)
and the equations (29), (30), (32) hold.
Furthermore, the function ρε(t, x) defined by (16) solves (17) in the sense of distribution,
with the function T ε ∈ L2((0, T );L1(Ω)) satisfying
〈T ε, ϕ〉D′,D =
∫
Ω
uε(uεxx)
2ϕdx − 5
6
∫
Ω
uεx
3ϕ′ dx − 1
2
∫
Ω
uεuεx
2ϕ′′ dx. (36)
for all ϕ ∈ D(Ω).
Remark 2.2. When n ∈ (0, 2), the solution uε satisfies in addition that uε ∈ L2((0, T );H2(Ω)).
In particular, uε(uεxx)
2 makes sense as a function in L1 (and vanishes in the set {uε = 0}). When
n ∈ [2, 3), then (see [4]) we only have uε3/2 ∈ L2((0, T );H2(Ω)) and (uε3/4)x ∈ L4. Since we
can write u1/2uxx =
2
3 (u
3/2)xx − 89 ((u3/4)x)2 this is again enough to make sense of the quantity
uε(uεxx)
2 as an L1 function for a.e. t ∈ (0, T ).
Note also that we can write uεuεxxx = (u
εuεxx)x − 12 (uε2x )x which makes sense in all cases as
a distribution. Proposition 2.1 states that this distribution is in fact a function in L2 for all
ε > 0. However, all these estimates degenerate when ε→ 0, which is why (36) will be useful in
the sequel.
3 Optimal (Lipschitz) regularity in space for all t > 0.
In this section, we prove Proposition 1.3, which implies in particular that uε is Lipchitz uniformly
in ε for almost every t > 0. The proof relies on the following Lemma:
Lemma 3.1. For any w ∈ C1(Ω) satisfying w′ = 0 on ∂Ω, there exists a constant C depending
only on ‖w‖∞ such that for any ε ∈ (0, 1) we have the inequality
‖w′‖2L∞ ≤ C
(
1 +
∫
{w>0}
| ln(ε)|(ε3−nwn + w3)|w′′′|2 dx
) 1
2
.
12
Before proving the lemma, we note that Proposition 1.3 follows by combining Lemma 3.1 and
the energy inequality (30), provided the function x 7→ uε(t, x) has the required C1 regularity to
apply Lemma 3.1 (at least for almost every t). This regularity follows from Remark 2.2: When
n ∈ (0, 2) the function uε(t, ·) is in H2(Ω) for a.e. t > 0 and therefore in C1,1/2(Ω). When
n ∈ [2, 3), we can write 13 (uεx3)x = uεx2uεxx = (uε−1/2uεx2)uε1/2uεxx, and Remark 2.2 then implies
that uεx
3 ∈W 1,1(Ω) for a.e. t > 0. This implies in particular that uεx is continuous, as needed.
Proof of Lemma 3.1. We introduce the notations
Mε :=
(
| ln ε|
∫
{w>0}
(w3 + ε3−nwn)|w′′′|2 dx
)1/2
and
G(x) :=
1
2
w′(x)2 − w(x)w′′(x).
If Mε = ∞ then the result follows trivially, so we can assume that Mε < ∞. This implies in
particular that w ∈ H3loc({w > 0}). A simple computation then gives
G′ = −ww′′′ on {w > 0}.
We note that the C1 regularity of w and the boundary condition imply that w′ = 0 on ∂{w > 0}.
Let (a, b) ⊂ {w > 0} be an interval on which w′(x) has a constant sign (say w′(x) ≥ 0 for
x ∈ (a, b)) and w′ = 0 at a and b. Then we claim that
∫ b
a
|G′||w′|1/2 dx ≤ CMε (37)
for some constant C independent of ε (and independent of a and b). To prove this, we first write
(using Ho¨lder inequality):
∫ b
a
|G′||w′|1/2 dx ≤
(∫ b
a
w(w2 + ε3−nwn−1)|w′′′|2dx
)1/2(∫ b
a
w
ε3−nwn−1 + w2
|w′| dx
)1/2
≤Mε
(
1
| ln(ε)|
∫ b
a
w
ε3−nwn−1 + w2
|w′| dx
)1/2
(38)
Furthermore, because w′ ≥ 0 on (a, b), we can write
∫ b
a
w
ε3−nwn−1 + w2
|w′| dx =
∫ b
a
w
ε3−nwn−1 + w2
w′ dx
=
∫ w(b)
w(a)
s
ε3−nsn−1 + s2
ds
≤
∫ ε
0
1
ε3−nsn−2
ds+
∫ ‖w‖∞
ε
1
s
ds
≤ C + ln(‖w‖∞) + | ln ε|,
where we have used that n < 3. Inserting this in (38), we deduce (37).
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Next, let (c, d) be a subinterval of (a, b) such that w′ ≥ 1 in (c, d) (and w′(x) = 1 for x = c
and x = d). If there are no such interval, then w′ ≤ 1 on (a, b), and we are done. If such an
interval exists, then we note that (37) gives
∫ d
c
|G′| dx ≤ CMε. (39)
Furthermore, by our choice of the interval (c, d) we have w′′(c) ≥ 0 and w′′(d) ≤ 0. So the
definition of G implies that G(c) ≤ 12w′(c)2 = 12 and G(d) ≥ 12w′(d)2 = 12 , which implies by
continuity of G that there exists a point e ∈ (c, d), such that G(e) = 1/2.
It follows (using (39)) that there exists a constant C such that
‖G‖L∞(c,d) ≤ C(1 +Mε).
To conclude the argument, we note that w′ has a local maximum at some x0 in c, d. At such a
point, we have w′′(x0) = 0 and so
G(x0) =
1
2
w′(x0)
2.
We deduce that w′(x)2 ≤ 1 + ‖G‖L∞(c,d) ≤ C(1 +Mε) for all x ∈ (c, d). Since we can repeat
this argument on any such subinterval and the bound is independent of the size of the intervals
involved, we deduce
‖w′‖2L∞(Ω) ≤ C(1 +Mε).
4 The function ρε and its limit
We now turn to the proof of our first main results.
4.1 Proof of Proposition 1.4
We already know that ρε is bounded in L∞((0,∞)×Ω) (see (33)). We thus only need to show
that ∂tρ
ε is bounded. For that, we recall (see (17)) that
∂tρ
ε = ∂xR
ε + T ε (40)
where
Rε = −| ln(ε)|Bε′(uε)(ε3−nuε(n−1) + uε2)uεuεxxx
T ε = −uεuεxuεxxx,
where T ε can also be written as in (36).
We start with the following Lemma, which together with (30) implies that
∂xR
ε is bounded in L2((0, T );W−1,1(Ω)).
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Lemma 4.1. There exists a constant C (independent of t and ε) such that for all t > 0, we
have ∫
Ω
|Rε(t, x)| dx ≤ C| ln ε|1/2
(∫
{uε>0}
| ln ε|(ε3−nuεn + uε3)|uεxxx|2 dx
)1/2
. (41)
In particular, Rε is uniformly bounded in L2((0, T );L1(Ω)).
Proof. By the regularity (35) and Ho¨lder’s inequality, we have
(∫
Ω
|Rε(t, x)| dx
)2
=
(∫
{uε>0}
|Rε(t, x)| dx
)2
≤
(∫
{uε>0}
| ln(ε)|(ε3−nuεn + uε3)|∂xxxuε|2 dx
)
× sup
t∈[0,T ]
∫
Ω
| ln(ε)|B′ε(uε)2(ε3−nuεn−1 + uε2)uε dx.
Using that
B′ε(s) = (ε| ln(ε)|)−1
∫ ∞
s/ε
dr
rn−1 + r2
we deduce
| ln(ε)|B′ε(uε)2(ε3−nuεn−1 + uε2)) =
1
| ln(ε)|
(∫ ∞
uε/ε
dr
rn−1 + r2
)2((
uε
ε
)n−1
+
(
uε
ε
)2)
≤ 1| ln(ε)| sups∈[0,∞)
[(∫ ∞
s
dr
rn−1 + r2
)2 (
sn−1 + s2
)]
=
C
| ln(ε)| ,
where we have used that n < 3. The uniform bound in L2((0, T );L1(Ω)) follows from the energy
dissipation inequality (30).
In order to bound the term T ε, we first write
T ε = −uε∂xuε∂xxxuε
= −∂x(uεuεxuεxx) + |uεx|2uεxx + uε|uεxx|2
= ∂x
(
(uεx)
3
3
− uεuεxuεxx
)
+ uε|uεxx|2.
Using (34) and (19), we easily deduce that
T ε(t, x) is bounded in L1(0, T ;W−1,1(Ω)).
This completes the proof of Proposition 1.4 (by a classical application of Lions-Aubin’s Lemma).
Remark 4.2. We notice that if we have the stronger hypothesis that∫
Ω
uε|uεxx|2 dx is uniformly integrable in (0, T ),
then {ρε}ε>0 is pre-compact in C0(0, T ;W−1,1) and ∂tρ ∈ L1(0, T ;W−1,1).
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4.2 Proof of Theorem 1.5
From now on, we fix a subsequence εk → 0 such that
ρεk → ρ strongly in Lp(0, T ;W−1,1(Ω)) and weak-* in L∞
(such a subsequence exists thanks to Proposition 1.4).
Remark 4.3. It is possible to get a subsequence such that ρεk converges for all t > 0, instead
of a.e. t > 0. This is done by noticing that
∂tρ
εk − uεk(uεkxx)2 ∈ Lp((0, T );W−1,1) for some p > 1
and that uεk(uεkxx)
2 is always positive. Therefore by applying Aubin-Lions Lemma for a part of
ρεk and the pointwise convergence of monotone functions for the rest of ρεk , we can obtain a
pointwise limit for every t ∈ (0, T ).
The first statement of Theorem 1.5, inequalities (20), follows immediately by passing to
the limit in inequalities (33). The second statement of the theorem (the fact that ρ(t, x) is
non-decreasing with respect to t) is more delicate and its proof will occupy the rest of this
section.
Preliminary. First, we note that the energy inequality (30) implies that the function
hε(t) :=
∫
{uε>0}
(ε3−nuεn + uε3)|uεxxx|2 dx
satisfies ∫ ∞
0
hε(t) dt ≤ | ln(ε)|−1
∫
Ω
1
2
|∂xuin(x)|2 dx
and thus converges to 0 strongly in L1(0, T ). So up to another subsequence (still denoted εk),
we can further assume that
hεk(t)→ 0 for all t ∈ P ′, (42)
where P ′ ⊂ P ⊂ (0, T ) is a set of full measure. Throughout the proof, the set of full measure
that we work on gets progressively restricted. To avoid burdensome notation, we do not relabel
the sets and it is always denoted by P .
We note that we construct the subsequence εk with the convergence of ρ
εk in mind, rather
than that of uεk . However, for all t > 0, {uεk(t)}k∈N is bounded in H1(Ω) and therefore is
pre-compact in C0(Ω). Using (42) we can then prove:
Proposition 4.4. Let t ∈ P. Then any accumulation point v ∈ C0(Ω)∩H1(Ω) of the sequence
{uεk(t)}k∈N satisfies
v′′′ = 0 in {v > 0} (43)
and ∫
Ω
v(x) dx =
∫
Ω
uin(x) dx. (44)
Furthermore, we have
either v = 0 or v′ = 0 on ∂Ω. (45)
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Proof. We fix t ∈ P and we recall that H1(Ω) ⊂ C1/2(Ω) and so the functions x 7→ uεk(t, x) are
equi-continuous with respect to k. Let now v(x) be such that
uε
′
k(t, x)→ v(x) uniformly in x and weakly in H1(Ω).
The conservation of mass (29) immediately implies (44). In order to prove (43), we first note
that if x0 ∈ {v > 0} then there exists δ > 0 and r such that
uε
′
k(t, ·) ≥ δ in Br(x0) and for all k large enough
Using (42), we deduce
δ3
∫
Br(x0)
|uε′kxxx|2 dx ≤ hε′k(t)→ 0
and so
v′′′ = 0 in Br(x0).
Since this holds for all x0 ∈ {v > 0}, the result follows. It only remains to show (45), which
follows from the fact that uεx = 0 on ∂Ω and that if v(x0) > 0 for x0 ∈ ∂Ω, then uε
′
k
x converges
in C2 to v in a neighborhood of x0.
To prove that ∂tρ is non-negative, we will naturally try to pass to the limit in the equation
for ∂tρ
ε (17). For that, we will show that Rε goes to zero (in an appropriate sense) while the
contribution of T ε is always non-negative.
The term ∂xR
ε goes to zero We have the following lemma:
Lemma 4.5. For any smooth test function ϕ ∈ D(Ω), we have
〈∂xRεk(t, ·), ϕ〉D′,D → 0 for all t ∈ P and in L2(0, T )
Proof of Lemma 4.5. Using (41) we find
|〈∂xRεk(t, ·), ϕ〉| ≤ ‖ϕx‖L∞
∫
Ω
|Rεk(t, x)| dx
≤ ‖ϕx‖L∞C
(∫
Ω
(ε3−nuεn + uε3)|uεxxx|2 dx
)1/2
≤ C‖ϕx‖L∞hεk(t).
To conclude, we simply note that the energy inequality (30) implies that hεk converges to zero
in L2(0,∞), while the construction of the subsequence εk guarantees that hεk(t) converges to
zero for all t ∈ P (see (42)).
The distribution T ε. To conclude the proof of Theorem 1.5, we will now show the following
result:
Proposition 4.6. For any positive smooth test functions φ ∈ D(Ω) and η ∈ D([0, T ]), we have
lim inf
k→∞
∫
〈T εk(t), φ4〉D′,D η(t) dt ≥ 0.
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The proof of Proposition 4.6 will occupy the rest of this section. The strategy to show
Proposition 4.6 is to study the pointwise in time limit of T εk(t). From now on, we further
restrict the set of times P , so that the representation for T εk(t) (36) also holds for every k and
every t ∈ P . We can then prove:
Proposition 4.7. For any positive test function φ ∈ D(Ω) we have
lim inf
k→∞
〈T εk(t), φ4〉D′,D ≥ 0 for all t ∈ P.
A key result in the proof of this proposition is the following:
Lemma 4.8. For all smooth positive test functions φ ∈ D(Ω), there exists a constant C depend-
ing only on φ and
∫ |∂xu0(x)|2 dx such that
〈T ε(t), φ4〉D′,D ≥ 1
4
∫
Ω
uε(t)|uεxx(t)|2φ4(x) dx − C (46)
for all t ≥ 0 and for all ε > 0 such that (36) holds.
This lemma plays a crucial role in the proof of Proposition 4.7. It also shows that the function
t 7→ 〈T εk(t), φ4〉 are bounded below uniformly (by −C). We can thus use Fatou’s lemma to show
that Proposition 4.7 implies Proposition 4.6.
The second important lemma for the proof of Proposition 4.7 is the following:
Lemma 4.9. For all t ∈ [0, T ], for all sequence εk → 0, and for all positive test function
φ ∈ D(Ω), if there exists v(x) such that
uεk(t)→ v uniformly in Ω
and ∫
Ω
uεk(t)(uεkxx(t))
2φ4 dx ≤ C (47)
for some constant C, then
uεkx (t, x)φ(x) → v′(x)φ(x) strongly in Lp(Ω) for all p < 4.
Postponing the proof of this proposition to the end of this section, we now turn to the proof
of Proposition 4.7:
Proof of Proposition 4.7. Throughout the proof, we fix a test function φ ∈ D(Ω) and a time
t ∈ P . If lim infk→∞〈T εk(t), φ4〉 = ∞, then the result is trivially true. Otherwise, there exists
a subsequence ε′k such that
lim
k→∞
〈T ε′k(t), φ4〉 = lim inf
k→∞
〈T εk(t), φ4〉 <∞.
In particular 〈T ε′k(t), φ4〉 is bounded and Lemma 4.8 implies that∫
Ω
uε
′
k(t)(u
ε′
k
xx(t))
2φ4 dx < C (48)
for some constant C.
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Since uε
′
k(t) is also bounded in H1(Ω), and thus in C1/2(Ω), up to another a subsequence
(still denoted ε′k), there exists a function v ∈ H1(Ω) such that
uε
′
k(t)→ v(x) uniformly and in H1(Ω) weak.
This new subsequence satisfies all the conditions of Lemma 4.9, and so we have:
u
ε′
k
x φ→ v′φ strongly in L2(Ω) and L3(Ω). (49)
Finally, we write (see (36)):
〈T ε(t), φ4〉 =
∫
Ω
uε(uεxx)
2φ4 dx− 5
6
∫
Ω
uεx
3φ34φ′ dx − 1
2
∫
Ω
uεuεx
2φ24[3φ′
2
+ φφ′′] dx. (50)
Clearly, (49) allows us to pass to the limit in the last two terms. So the main difficulty comes
from the first term, for which we only have an inequality. Indeed, (48) implies that the function
gε
′
k(x) =
√
uε
′
k(t)u
ε′
k
xx(t)φ2 is bounded in L2 and thus converges (up to another subsequence) to
g(x) weakly in L2 and the lower semicontinuity of the L2 norm implies
lim inf
k→∞
∫
Ω
uε
′
k(u
ε′
k
xx)
2φ4 dx ≥
∫
Ω
g2 dx
Furthermore, since v is in C1/2(Ω), using the uniform convergence of uε
′
k and the bound (47), it
is easy to show that for all δ > 0 the function u
ε′
k
xx(t, ·) converges to v′′ weakly in L2({v > δ}).
We deduce that g =
√
vv′′ in {v > 0} and it follows that
lim inf
k→∞
∫
Ω
uε
′
k(u
ε′
k
xx)
2φ4 dx ≥
∫
{v>0}
v(v′′)2φ4 dx (51)
We can now pass to the limit in (50) to get:
lim
k→∞
〈T ε′k(t), φ4〉 ≥
∫
{v>0}
v(v′′)2φ4 dx − 5
6
∫
{v>0}
v′
3
[φ4]′ − 1
2
∫
{v>0}
vv′
2
[φ4]′′
≥
∫
{v>0}
v(v′′)2φ4 dx − 1
3
∫
{v>0}
v′
3
[φ4]′ +
∫
{v>0}
vv′v′′[φ4]′. (52)
Finally, we recall (see Proposition 4.4) that
v′′′ = 0 in {v > 0}
from which we deduce (after a few straightforward integration by parts in (52)):
lim inf
k→∞
〈T εk(t), φ4〉 ≥ 1
3
∫
∂{v>0}
|v′|3φ4dH0(x) ≥ 0 (53)
which completes the proof.
Note that we have in fact proved the following stronger result, which will be useful later on:
19
Proposition 4.10. For a given t ∈ P, let ε′k be any subsequence of εk such that uε
′
k(t) converges
uniformly and in H1 weak to a function v(x). Then for positive any test function φ ∈ D(Ω), we
have
lim inf
k→∞
〈T ε′k(t), φ4〉 ≥ 1
3
∫
∂{v>0}
|v′(x)|3φ(x)4dH0(x).
We end this section with the proof of the key lemmas:
Proof of Lemma 4.8. Using (36), we can write:
〈T ε, φ4〉 =
∫
Ω
uε(uεxx)
2φ4 dx− 10
3
∫
Ω
uεx
3φ3φ′ dx− 1
2
∫
Ω
uεuεx
2φ2[4φφ′′ + 12φ′
2
] dx. (54)
Next, we show that for any function v(x) such that vv′ = 0 on ∂Ω, we have the inequality:∫
Ω
|v′|4φ4 dx ≤ C‖v‖L∞(suppφ)
∫
Ω
vv′′
2
φ4 dx+ C‖φ′‖4L∞
∫
suppφ
v4 dx. (55)
Indeed, using an integration by parts and the fact that vvx = 0 on ∂Ω, we deduce∫
Ω
|v′|4φ4 dx = −3
∫
Ω
vv′
2
v′′φ4 dx− 4
∫
Ω
vv′
3
φ3φ′
≤ 3‖v‖1/2L∞
(∫
Ω
v(v′′)2φ4 dx
)1/2(∫
Ω
v′4φ4 dx
)1/2
+ 4
(∫
Ω
v′
4
φ4 dx
)3/4(∫
Ω
v4φ′
4
dx
)1/4
which implies (55).
Using (55), we then get (for any λ > 0):
∫
Ω
uεx
3φ3φ′ dx ≤
(∫
Ω
uεx
4φ4 dx
)3/4(∫
Ω
φ′
4
dx
)1/4
≤ λ4/3
∫
Ω
uεx
4φ4 dx+
1
λ4
∫
Ω
φ′
4
dx
≤ λ4/3C‖uε‖L∞
∫
uεuεxx
2φ4 dx+ λ4/3C +
1
λ4
∫
Ω
φ′
4
dx
for some constant C depending on φ and ‖uε‖L∞ . Choosing λ4/3 = 12C‖uε‖L∞ , we deduce∣∣∣∣
∫
Ω
uεx
3φ3φ′ dx
∣∣∣∣ ≤ 12
∫
Ω
uεuεxx
2φ4 dx+ C. (56)
We also have ∣∣∣∣
∫
Ω
uεuεx
2φ2[4φφ′′ + 12φ′
2
] dx
∣∣∣∣ ≤ C(φ)‖u‖L∞
∫
Ω
uεx
2 dx (57)
Equation (54) together with (56) and (57) and the monotonicity of the H1 seminorm (30)
gives the result.
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Proof of Lemma 4.9. First, we recall that uε(t, ·) is bounded in H1(Ω). Hence, uεkx φ converges
to vxφ weakly in L
2(Ω). Also, the assumptions imply that the function gεk =
√
uεkuεkxxφ
2 is
bounded in L2(Ω) and thus converges (up to another subsequence) to g(x) weakly in L2(Ω). We
now write ∫
Ω
|uεkx φ|2 dx = −
∫
Ω
uεkuεkxxφ
2 dx−
∫
Ω
uεkuεkx 2φφ
′ dx
= −
∫
Ω
√
uεkgεk dx −
∫
Ω
uεkuεkx 2φφ
′ dx
The convergence above and the uniform convergence of uεk thus imply
lim
k→∞
∫
Ω
|uεkx φ|2 dx = −
∫
Ω
√
vg dx −
∫
Ω
vv′2φφ′ dx
It remains to see (proceeding as in (51)) that
√
vg = vv′′ a.e. in Ω
to conclude that
lim
k→∞
∫
Ω
|uεkx φ|2 dx =
∫
Ω
|v′φ|2 dx
This implies that uεkx φ converges strongly to v
′φ in L2. We note that the hypothesis (47) and
the bound (55) imply that uεxφ is bounded in L
4. A classical argument now yields the strong
convergence in Lp for all p < 4.
We finally note that the limit is independent of any subsequence we have extracted, hence
the full sequence uεkx φ converges to vxφ
5 Proof of Theorem 1.7
Parts of Theorem 1.7 were already proven in Proposition 4.4: Up to another subsequence ε′k,
every accumulation point v(x) of {uε′k(t, ·)} for t ∈ P satisfies
v′′′ = 0 in {v > 0},
∫
Ω
v(x) dx =
∫
uin(x) dx.
The only statement that remains to be proved is thus (23). The first inclusion in (23) is
a consequence of the uniform converge of uε
′
k to v and of the properties of the function ρ, as
shown in the following lemma:
Lemma 5.1. There exists a subsequence ε′k of εk such that for almost every t > 0 and for every
accumulation point v of {uε′k(t, ·)}, we have
{v > 0} ⊂ Σ(t)
.
Proof. We recall that by Theorem 1.5, we have
ρεk(·, t)→ ρ(·, t) strongly in W−1,1(Ω) for all t ∈ P .
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Next, we recall that H1(Ω) ⊂ C1/2(Ω) and so the functions x 7→ uεk(t, x) are equi-continuous
with respect to k. Let now v(x) be such that
uε
′
k(t, x)→ v(x) uniformly in x and weakly in H1(Ω).
If x0 ∈ {v > 0}, then there exists δ > 0 and r > 0 such that
uε
′
k(t, x) ≥ δ in Br(x0) and for all k large enough.
In particular, we deduce
ρε
′
k(t, x) ≥ Bε′k(δ) in Br(x0) and for all k large enough.
Passing to the limit, we deduce that ρ(t, x) = 1 in Br(x0) and the definition of Σ(t) implies that
x0 ∈ Σ(t).
The second inclusion in (23) is more delicate. It comes from the fact that on the set Σ(t),
ρ is maximum and so ∂tρ ≤ 0. Therefore, ∂tρ must vanish on that set, since t 7→ ρ(t, x) is
non-decreasing and this implies that the distribution T should be zero there. If there was a
point x0 ∈ ∂{v > 0} ∩Σ(t), this would then contradict inequality (53).
However, because ∂tρ
εk does not converge pointwise, this will only hold after extracting
another subsequence, as stated in the following result:
Proposition 5.2. There exists a subsequence ε′k of εk such that for every t ∈ P and for every
accumulation point v of {uε′k(t, ·)}, we have
∂{v > 0} ∩ Σ(t) = ∅.
Proof of Proposition 5.2. First, we note that given a test function φ such that suppφ ⊂ Σ(s),
then for all t > s we have
lim
k→∞
∫ t
s
〈T εk(τ), φ4〉 dτ = lim
k→∞
(∫
Ω
ρεk(t, x)φ(x)4 dx−
∫
ρεk(s, x)φ(x)4 dx
)
=
∫
Ω
ρ(t, x)φ(x)4 dx−
∫
Ω
φ(x)4 dx
≤ 0.
Using Proposition 4.7, we deduce that
lim
k→∞
∫ t
s
〈T εk(τ), φ4〉 dτ = 0
and
lim inf
k→∞
〈T εk(t), φ4〉 = 0 a.a. t > s.
This implies that the function 〈T εk(τ), φ4〉 − infk′≥k〈T ε′k(t), φ4〉, which is non-negative and
bounded in L1(0, T ) by Lemma 4.8, satisfies
∫ t
s
〈T εk(τ), φ4〉 − inf
k′≥k
〈T ε′k(t), φ4〉 dτ → 0
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and thus converges to zero in L1(s, t). We deduce that up to another subsequence, we have
lim
k→∞
〈T ε′k(t), φ4〉 = 0 a.a. t > s.
Of course, this subsequence depends on s and on the test function φ. However, if we consider
a dense subset {sl}l∈N ⊂ (0,∞) and a countable family of smooth function φl,m such that for
all l ∈ N we have
suppφl,m ⊂ Σ(sl) for all m ∈ N, lim
m→∞
φl,m = χΣ(sl),
we can use a diagonal extraction argument to extract a subsequence ε′k such that for all (l,m) ∈
N× N
lim
k→∞
〈T ε′k(t), φ4l,m〉 = 0 a.a. t > sl.
Since there are countably many sl, we deduce that for a.e. t > 0 and for all n such that
sl < t, we have
lim
k→∞
〈T ε′k(t), φ4l,m〉 = 0 ∀m.
Using Proposition 4.10, we deduce that for almost every t > 0, if v is an accumulation point
of the subsequence uε
′
k(t) defined above, then
1
3
∫
∂{v>0}
|v′(x)|3φl,m(x)4dH0(x) = 0
for all l such that sl < t and all m ∈ N. Since we know that v′ 6= 0 on ∂{v > 0} (recall that v
is a parabola), we deduce that
∂{v > 0} ∩ Σ(sl) = ∅ for all l such that sl < t.
To conclude, we show that
Σ(t) =
⋃
l s.t. sl<t
Σ(sl) for a.e. t > 0. (58)
This follows from the monotonicity of ρ (21), which implies that the sets Σ(t) are increasing in
t. Therefore, the quantity |Σ(t)| is monotonic in time and can only have a countable number of
discontinuities. In particular, for every t which is a continuity point of |Σ(·)|, we have∣∣∣∣∣∣Σ(t) \
⋃
l s.t. sl<t
Σ(sl)
∣∣∣∣∣∣ = |Σ(t)| − lims→t− |Σ(s)| = 0.
This implies (58).
6 Proof of Theorem 1.11
The goal of this section is to establish the inequality (25). In fact, we will prove the following
slightly stronger statement:
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Proposition 6.1. For a given test function φ ∈ D(Ω), there exists a function w(t, x) defined
for t ∈ P and x ∈ Ω such that the following inequality holds in the sense of distribution:
d
dt
∫
Ω
ρ(t, x)φ4(x) dx ≥ 1
3
∫
∂{w>0}
|wx(t, x)|3φ(x)4dH0(x)
where
wxxx = 0 in {w > 0} ⊂ Σ(t), ∂{w > 0} ∩ Σ(t) = ∅,
∫
Ω
w(t, x) dx = 1. (59)
Applying this result to the function φ = 1 gives (25).
We first prove:
Proposition 6.2. For a given t ∈ P and for a given test function φ ∈ D(Ω), there exists an
accumulation point v of {uεk(t)}k∈N such that
lim inf
k→∞
〈T εk(t), φ4〉 ≥ 1
3
∫
∂{v>0}
|v′(x)|3φ(x)4dH0(x)
Proof. We take a subsequence ε′k such that
lim
k→∞
〈T ε′k(t), φ4〉 = lim inf
k→∞
〈T εk(t), φ4〉.
Up to a further subsequence, there exists v such that
uε
′
k(t)→ v
uniformly and weakly in H1. Then Proposition 4.10 implies the result.
Proof of Proposition 6.1. For each t ∈ P , we define w(t, x) = v(x), where v is given by Propo-
sition 6.2, where we have used the sequence ε′k → 0 given by Theorem 1.7. It follows by
Theorem 1.7 that w satisfies (59).
We take a positive test function η ∈ D([0, T ]), and we notice that because the limit exists
lim
k→∞
∫ T
0
〈∂tρεk(t), φ4〉η(t) dt = lim
k→∞
∫ T
0
〈∂tρε′k(t), φ4〉η(t) dt,
where ε′k is the subsequence of εk given by Theorem 1.7. We forego relabeling the subsequence
for notational convenience.
Using our decomposition of the time derivative of ρε (40), we have∫ T
0
〈∂tρεk , φ4〉η dt =
∫ T
0
〈∂xRεk , φ4〉η dt+
∫ T
0
〈T εk , φ4〉η dt.
By Lemma 4.1, we know that the first term on the right hand side vanishes in the limit. By the
lower bound (46), we can apply Fatou’s Lemma to obtain that
lim
k→∞
∫ T
0
〈T εk , φ4〉η dt ≥
∫ T
0
lim inf
k→∞
〈T εk , φ4〉η dt ≥ 1
3
∫ T
0
∫
∂{w>0}
|wx|3φ4η dH0dt,
where in the last inequality we have used our definition of w and Proposition 6.2.
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7 Proof of Theorem 1.13
In this section, we prove the conditional result Theorem 1.13. First, we state the following
lemma, which we will prove at the end of this section:
Lemma 7.1. Assume that the sequence uεk(t, x) is such that for almost every t ∈ (0, T ) we
have
uεk(t)→ w(t) uniformly and weakly in H1(Ω)
and
lim
k→∞
∫ T
0
∫
Ω
uεk(uεkxx)
2 dx dt =
∫ T
0
∫
{w>0}
w(wxx)
2 dx dt. (60)
Then, ∫
Ω
uεk(uεkxx)
2 dx→
∫
{w>0}
w(wxx)
2 dx in L1(0, T ) (61)
and, up to another subsequence, we can assume that for a.a. t ∈ (0, T ) and for all test function
ϕ ∈ D(Ω) we have
lim
k→∞
∫
Ω
uεk(uεkxx)
2ϕ(x)4 dx =
∫
{w>0}
w(wxx)
2ϕ(x)4 dx
and
uεkx (t)ϕ→ wx(t)ϕ strongly in Lp(Ω) for all p < 4.
Proof of Theorem 1.13. We fix a test function ϕ and consider a subsequence (still denoted εk)
such that the result of Lemma 7.1 holds. We recall (see (50)) that
〈T ε(t), ϕ4〉 =
∫
Ω
uε(uεxx)
2ϕ4 dx− 5
6
∫
Ω
uεx
3(ϕ4)′ dx− 1
2
∫
Ω
uεuεx
2(ϕ4)′′ dx.
Using Lemma 7.1 and condition (27) we can pass to the limit in this equality and get (for a.e.
t ∈ (0, T )):
lim
k→∞
〈T εk(t), ϕ4〉 =
∫
{w>0}
w(t)(wxx(t))
2ϕ4 dx− 5
6
∫
{w>0}
wx
3(t)(ϕ4)′ dx− 1
2
∫
{w>0}
w(t)wx
2(t)(ϕ4)′′ dx
=
1
3
∫
∂{w(t)>0}
|wx(t)|3ϕ(x) dH0.
Furthermore, using (56) and (57), we easily get:∣∣∣∣−56
∫
Ω
uεkx
3(ϕ4)′ dx− 1
2
∫
Ω
uεkuεkx
2(ϕ4)′′ dx
∣∣∣∣
=
∣∣∣∣−103
∫
Ω
uεkx
3ϕ′ϕ3 dx− 1
2
∫
Ω
uεkuεkx
2ϕ2[4ϕϕ′′ + 12ϕ′2] dx
∣∣∣∣
≤ C(ϕ)
(∫
Ω
uεk(uεkxx)
2 dx+ 1
)
,
which implies
|〈T εk(t), ϕ4〉| ≤ C(ϕ)
(∫
Ω
uεk(uεkxx)
2 dx+ 1
)
.
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Since the right hand side converges in L1(0, T ) (by the hypothesis (27)), we can use Lebesgue
dominate convergence to show that for any test function h ∈ D([0, T ))
lim
k→∞
∫ T
0
〈T εk(t), ϕ4〉h(t) dt = 1
3
∫ T
0
h(t)
(∫
∂{w(t)>0}
|wx(t)|3ϕ(x) dH0(x)
)
dt,
Finally, for every test functions ϕ ∈ D(Ω) and h ∈ D([0, T )) equation (17) gives (using (36))
−
∫ T
0
∫
Ω
ρεk(t, x)h′(t)ϕ(x)4 dx dt =
∫
Ω
ρεkin(x)ϕ(0, x) dx −
∫ T
0
∫
Ω
Rεk(t, x)h(t)ϕ(x)4 dx dt
+
∫ T
0
〈T εk(t), ϕ4〉h(t) dt
and passing to the limit along an appropriate subsequence, we deduce
−
∫ T
0
∫
Ω
ρ(t, x)h′(t)ϕ(x)4 dx dt =
∫
Ω
ρinϕ(0, x) dx+
1
3
∫ T
0
h(t)
(∫
∂{w(t)>0}
|wx(t)|3ϕ(x) dH0(x)
)
dt
which is the weak formulation of (28). Since this equation shows that for all t > 0, ∂ρ(t, ·) is a
measure supported on ∂{w(t) > 0} = ∂Σ(t), the monotonicity of Σ implies that ρ = 0 in Σ(t)c
and so ρ(t) = χΣ(t).
Proof of Lemma 7.1. We define µk = uεk(uεkxx)
2 which is bounded in L1((0, T )×Ω) and therefore
converges (up to a subsequence) weakly to a measure µ ∈ M((0, T )×Ω). For every test function
ψ(t, x), we can prove (see (51)) that for almost every t ∈ (0, T ),
lim inf
k→∞
∫
Ω
µk(t, x)ψ(t, x) dx ≥
∫
{w>0}
w(wxx)
2ψ(t, x) dx. (62)
Indeed, for all η > 0, we have
lim inf
k→∞
∫
Ω
µk(t, x)ψ(t, x) dx ≥ lim inf
k→∞
∫
{w>η}
µk(t, x)ψ(t, x) dx =
∫
{w>η}
w(wxx)
2ψ(t, x) dx
where the last equality follows from the uniform convergence of uεk and (42) which provides the
strong convergence of uεkxx to wxx in the set {w > η}.
Using Fatou’s lemma, (62) implies:
lim inf
k→∞
∫ T
0
∫
Ω
µk(t, x)ψ(t, x) dx dt ≥
∫ T
0
∫
{w>0}
w(wxx)
2ψ(t, x) dx dt
Since the sequence on the left converges to
∫ ∫
µψ, we deduce that µ − w(wxx)2χ{w>0} is a
non-negative measure. Assumption (60) says that this measure has zero mass, so we deduce
µ = w(wxx)
2χ{w>0}. (63)
We start by showing L1 convergence in time (61). To simplify, we denote
fk(t) :=
∫
Ω
uεk(uεkxx)
2 dx, and f(t) :=
∫
{w>0}
w(wxx)
2 dx.
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We know (see (62)) that
lim inf
k→∞
fk(t) ≥ f(t) ∀t ∈ (0, T )
and so (using Fatou)
lim inf
k→∞
∫ T
0
fk(t) dt ≥
∫ T
0
lim inf
k→∞
fk(t) dt ≥
∫ T
0
f(t) dt.
But since condition (63) implies
lim
k→∞
∫ T
0
fk(t) dt =
∫ T
0
∫
Ω
µ dxdt =
∫ T
0
f(t) dt,
we must have equality in those inequalities, that is
lim inf
k→∞
fk(t) = f(t) a.e. t ∈ (0, T ).
In particular the sequence inf l≥k fl(t) is monotone increasing and converges to f(t) almost
everywhere. We deduce (by Beppo-Levy monotone convergence theorem) that
lim
k→∞
∫ T
0
inf
l≥k
fl(t) dt =
∫ T
0
f(t) dt
and so (using (60) again)
lim
k→∞
∫ T
0
fk(t)− inf
l≥k
fl(t) dt = 0.
Therefore, by the triangle inequality and the two previous equations we obtain the L1 conver-
gence (61)
lim
k→∞
∫ T
0
|fk(t)− f(t)| dt ≤ lim
k→∞
∫ T
0
|fk(t)− inf
l≥k
fl(t)| dt+ lim
k→∞
∫ T
0
|f(t)− inf
l≥k
fl(t)| dt = 0.
Hence, there is a subsequence such that
lim
k′→∞
fk′(t) = f(t) for a.e. t ∈ (0, T ).
In particular, for a.e. t ∈ (0, T )
sup
k′
∫
uεk′ (t)|uεk′xx (t)|2 dt < C. (64)
Up to a further subsequence, there exists a positive measure µ(t) such that
uεk′′ (t)|uεk′′xx (t)|2 ⇀ µ(t).
Using the same arguments as above, it follows that for a.e. t ∈ (0, T )
µ(t) = w(t)|wxx(t)|2χ{w>0}.
This implies that for every test function ϕ ∈ D(Ω), we have the desired convergence
lim
k′→∞
∫
Ω
uε
′
k(u
ε′
k
xx)
2ϕ4 dx =
∫
{w>0}
w(wxx)
2ϕ4 dx a.e. t ∈ (0, T ).
The last part of the Lemma follows from the bound (64) and Lemma 4.9.
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8 Proof of Corollary 1.12
Proof of Corollary 1.12. We start by writing
Σ(t) =
N0⋃
i=1
(ai, bi)
with N0 ∈ N ∪ +∞ and ai < bi < ai+1 for every i. According to Theorem 1.7, if a1 ∈ Ω and
bN0 ∈ Ω i.e. ∂Σ(t) ⊂ Ω, then there exists a family of positive numbers {γi}i≤N0 such that∑N0
i=1 γi = 1 and
w(t, x) = 6
∑
i∈I
γi
(bi − x)+(x− ai)+
(bi − ai)3 .
This explicit expression for w then implies the following chain of inequalities
1
3
∫
∂{w>0}
|wx(t, x)|3dH0(x) ≥ 144
N0∑
i=1
γi(bi − ai)−6
≥ 144|Σ(t)|−6
≥ 144
(∫
Ω
ρ(t, x) dx
)−6
.
By the monotonicity of ρ (21), we have that if ∂Σ(t0) ⊂ Ω, then ∂Σ(t) ⊂ Ω for every t < t0.
On the other hand, if a1(t) ∈ ∂Ω and Σ(t) 6= Ω, then we have the alternative
w(t, x)χ(a1,b1) = γ16
(b1 − x)(x − a1)
(b1 − a1)3
or
w(t, x)χ(a1,b1) = γ1
3
2
(b1 − a1)2 − (x− a1)2
(b1 − a1)3 ,
where we have used the boundary condition for uεx(t, a1) = 0 (14), which is preserved if w(t, a1) >
0. Calculating the derivative explicitly and bounding, we have the inequalities
1
3
∫
∂{w>0}
|wx(t, x)|3dH0(x) ≥ 9
N0∑
i=1
γi(bi − ai)−6
≥ 9|Σ(t)|−6
≥ 9
(∫
Ω
ρ(t, x) dx
)−6
.
The result follows from the previous inequalities, the conclusion of Theorem 1.11 (25) and
integrating.
A Existence: Proof of Proposition 2.1
The existence of solutions for the thin film equation in dimension one and when n ∈ (0, 3) is
classical (see in particular [3, 4]). We present a proof of Proposition 2.1 here because some
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of the properties that we need for our analysis (in particular the equation for ρε), while not
difficult to establish, are not included in the typical results found in the litterature. However,
for simplicity, we will only write the complete proof in the case n = 1; the case n ∈ (1, 2) is
completely analogous and the case n ∈ (0, 1) ∪ [2, 3) requires a bit more care (in particular one
has to regularize the initial data). We refer the interested reader to [4] for further details.
Proof of Proposition 2.1. Since ε > 0 is fixed, we prove the existence of a solution to the rescaled
equation (see remark 1.1):
∂tu+ ∂x(u(1 + u
2)∂xxxu) = 0. (65)
The basic idea for the proof of Proposition 2.1 follows the same approximation argument found
for example in [3]. However we do need to check carefully that the additional properties that
we need to carry out our analysis hold.
Regularization. First, we approximate equation (65) by a uniformly parabolic equation: We
set f(u) := |u|(1 + u2) and
fδ(u) = f(u) + δ.
Then (see [3]), the regularized equation

∂tu+ ∂x(fδ(u)∂xxxu) = 0 in Ω× (0,∞)
fδ(u)∂xxxu = 0, ∂xu = 0 on ∂Ω× (0,∞)
u(x, 0) = uδin(x) in Ω
(66)
has a unique classical (smooth) solution uδ(t, x) for all δ > 0, where uδin is a smooth positive
approximation of u0. Furthermore, this solution satisfies the mass conservation equality∫
Ω
uδ(t, x) dx =
∫
Ω
uδin(x) dx (67)
and the energy equality
1
2
∫
Ω
|∂xuδ(t, x)|2 dx+
∫ t
0
∫
Ω
fδ(u
δ)|∂xxxuδ(s, x)|2 dx ds = 1
2
∫
Ω
|∂xuδin(x)|2 dx (68)
(obtained by multiplying the equation by −uδxx).
Uniform convergence of uδ. Equalities (67) and (68) imply that uδ is bounded in L∞(0,∞;H1(Ω))
and thus in L∞(0,∞;C1/2(Ω)). A classical argument (see [3]) then implies that uδ is bounded
in C1/8(0,∞;C1/2(Ω)). Up to a subsequence, we can thus assume that
uδ(t, x)→ u(t, x) uniformly and in L∞(0, T ;H1(Ω))-weak.
Non-negative solutions. Because (66) is a fourth order equation, the solution uδ may take
negative values. In [3], it is shown, that up to a subsequence uδ converges uniformly to a non-
negative weak solution of the thin film equation (13) satisfying the boundary conditions (14)
and the conservation of mass (29).
This argument makes use of another entropy estimate: We introduce the function
Hδ(s) =
∫ ∞
s
∫ ∞
r
1
fδ(u)
du dr
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A simple computation using the fact that H ′′δ (s) =
1
fδ(s)
and the boundary conditions implies
∫
Ω
Hδ(u
δ(t, x)) dx +
∫ t
0
∫
Ω
|uδxx|2 dx ds =
∫
Ω
Hδ(u
δ
in(x)) dx. (69)
Furthermore, we have
lim
δ→0
Hδ(s) = H0(s) :=
∫ ∞
s
∫ ∞
r
1
(1 + u2)|u| du dr =
{
arctan(1s )− 12s ln(1 + 1s2 ) for s ≥ 0
+∞ for s < 0 .
Proceeding as in [3], (69) implies that u(t, x) = limδ→0 u
δ(t, x) ≥ 0 and that
∫
Ω
H0(u(t, x)) dx +
∫ t
0
∫
Ω
|uxx|2 dx ds =
∫
Ω
H0(uin(x)) dx
which gives in particular that uxx ∈ L2((0,∞)× Ω).
Energy inequality. Next, we pass to the limit in (68): The function gδ =
√
fδ(uδ)∂xxxu
δ
is bounded in L2((0,∞) × Ω) and thus weakly converges to a function g. Using the fact that
uδ converges uniformly we can then show that g =
√
f(u)∂xxxu in the set {u > 0}. Using the
lower semicontinuity of the L2 norm we can now pass to the limit in (68) and obtain (30).
The uniform convergence of uδ implies
fδ(u
δ)uδxxx ⇀
√
f(u)g =
{
f(u)uxxx in {u > 0}
0 in {u = 0} weakly in L
2. (70)
With this, we can easily pass to the limit in the weak formulation of equation (66).
Equation for ρ(t, x) and entropy inequality This is the main novelty here, since the
function ρ does not appear in previous papers on this topic. We recall that
ρ(t, x) = B(u(t, x))
and we introduce
ρδ = Bδ(u
δ)
where Bδ(s) is defined by
Bδ(s) =
∫ s
0
∫ ∞
r
u
fδ(u)
du dr.
We notice that B′′δ →δ→0 B′′ in L1(R) ∩ L∞(R), which implies that Bδ → B uniformly on
bounded sets. Therefore, we have the convergence ρδ → ρ uniformly.
Next, a simple computation yield
∂tρ
δ = T δ + ∂xR
δ (71)
where
T δ = −uδuδxuδxxx
Rδ = −B′δ(uδ)fδ(uδ)uδxxx.
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We can pass to the limit in Rδ by using (70). To pass to the limit in the definition of T δ, we
first notice, proceeding as with (70), that
uδuδxxx ⇀ h =
{
uuxxx in {u > 0}
0 in {u = 0} weakly in L
2.
Furthermore, (69) implies that uδx is bounded in L
2(0,∞;H1(Ω)) and equation (66) gives ∂tuδx
bounded in L2(0,∞;H−2(Ω)). It follows that
uδx → ux strongly in Lp((0,∞)× Ω), for all p ≥ 1. (72)
This shows that
T δ ⇀ T =
{
uuxuxxx in {u > 0}
0 in {u = 0} weakly in L
2.
and allows us to pass to the limit in (71).
It order to get the formula (36) for T , we first write (for ϕ ∈ D(Ω))
〈T δ, ϕ〉D′,D =
∫
Ω
uδ(uδxx)
2ϕdx− 5
6
∫
Ω
uδx
3
ϕ′ dx− 1
2
∫
Ω
uδuδx
2
ϕ′′ dx. (73)
This equality follows from the fact that uδuδxxx = (u
δuδxx)x − uδxuδxx, and makes use of a couple
of integration by parts. In particular, it uses the fact that the boundary terms
uδuδxu
δ
xxϕ
∣∣
∂Ω
,
1
3
uδx
3
ϕ|∂Ω and 1
2
uδuδx
2
ϕ′|∂Ω
vanish, due to the Neumann boundary conditions and the regularity of uδ.
We can pass to the limit in the last two terms of (73) thanks to (72). For the first term,
we note that (69) implies (uδxx)
2 is bounded in L1 and thus converges to a measure µ in [C0]′.
Since uδ converges uniformly to u we get∫ ∞
0
∫
Ω
uδ(uδxx)
2φ(t, x) dx dt →
∫ ∞
0
∫
Ω
uµφ(t, x) dx dt.
The bound on the dissipation of energy (68) shows that µ = (uxx)
2 in {u > 0} which allows us
to conclude that ∫ ∞
0
∫
Ω
uδ(uδxx)
2φ(t, x) dx dt →
∫ ∞
0
∫
Ω
u(uxx)
2φ(t, x) dx dt (74)
for all φ ∈ D([0,∞)× Ω). We can thus pass to the limit in (73) and get (36).
Finally, integrating (71) and using the fact that uδ is smooth and satisfies the boundary
condition in (66), we obtain
∫
Ω
ρδ(t, x) dx−
∫ t
0
∫
Ω
uδ|uδxx|2 dxdt =
∫
Ω
ρδin(x) dx.
and we can pass to the limit in this equality using (74) to get (32).
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