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One of the classes of bent Boolean functions introduced by John
Dillon in his thesis is family H . While this class corresponds to
a nice original construction of bent functions in bivariate form,
Dillon could exhibit in it only functions which already belonged
to the well-known Maiorana–McFarland class. We ﬁrst notice that
H can be extended to a slightly larger class that we denote by H.
We observe that the bent functions constructed via Niho power
functions, for which four examples are known due to Dobbertin
et al. and to Leander and Kholosha, are the univariate form of
the functions of class H. Their restrictions to the vector spaces
ωF2n/2 , ω ∈ F2n , are linear. We also characterize the bent functions
whose restrictions to the ωF2n/2 ’s are aﬃne. We answer the open
question raised by Dobbertin et al. (2006) in [11] on whether
the duals of the Niho bent functions introduced in the paper are
aﬃnely equivalent to them, by explicitly calculating the dual of
one of these functions. We observe that this Niho function also
belongs to the Maiorana–McFarland class, which brings us back
to the problem of knowing whether H (or H) is a subclass of
the Maiorana–McFarland completed class. We then show that the
condition for a function in bivariate form to belong to class H
is equivalent to the fact that a polynomial directly related to its
deﬁnition is an o-polynomial (also called oval polynomial, a notion
from ﬁnite geometry). Thanks to the existence in the literature of
8 classes of nonlinear o-polynomials, we deduce a large number
of new cases of bent functions in H, which are potentially aﬃnely
inequivalent to known bent functions (in particular, to Maiorana–
McFarland’s functions).
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Bent functions [8,24] are extremal objects in combinatorics and Boolean function theory. They
have been studied for about 40 years; even more, under the name of difference sets in elementary
Abelian 2-groups. The motivation for the study of these particular difference sets is mainly crypto-
graphic (but bent functions play also a role in coding theory and sequences; and as difference sets
they lead to designs). Symmetric cryptosystems using Boolean functions can be cryptanalyzed when
these Boolean functions can be approximated by aﬃne Boolean functions, that is, by functions of the
form (x1, . . . , xn) = a0 +a1x1 +· · ·+anxn = a0 +a · x, where x = (x1, . . . , xn) ∈ Fn2, a = (a1, . . . ,an) ∈ Fn2
and a0 ∈ F2. The set of aﬃne functions can be viewed as the Reed–Muller code of order 1 (see [18]),
denoted by R(1,n). We say that  approximates a Boolean function f if the Hamming distance
dH ( f , ) = #{x ∈ Fn2 | f (x) = (x)} between them is small. So, a Boolean function resists attacks by
aﬃne approximation if its distance to R(1,n) (i.e. its minimum distance to all aﬃne functions) is
large. This distance is called the nonlinearity of the function. The maximal possible nonlinearity of
n-variable Boolean functions, given by the so-called covering radius bound 2n−1 − 2n/2−1 (see for
instance in [2] a survey on Boolean functions), can be achieved with equality for n even only.
A Boolean function f on Fn2 (n = 2m even) is called bent if its nonlinearity equals 2n−1 − 2m−1
(hence its resistance to the attacks based on aﬃne approximation is optimal). Equivalently, as shown
in [8,24], f is bent if and only if its Walsh transform χ̂ f deﬁned at every a ∈ Fn2 by χ̂ f (a) =∑
x∈Fn2 (−1) f (x)+a·x , where “·” denotes any inner product in F
n
2 (for instance the inner product de-
ﬁned above), takes values ±2m only (this characterization is independent of the choice of the inner
product in Fn2, since any other inner product has the form 〈x, s〉 = x · L(s), where L is an auto-adjoint
linear automorphism, i.e. an automorphism whose associated matrix is symmetric). If f is bent, then
the dual function f˜ of f , deﬁned on Fn2 by:
χ̂ f (u) = 2m(−1) f˜ (u)
is also bent and its own dual is f itself.
As any Boolean functions, bent functions can be represented in a unique way by their algebraic
normal form (ANF)
f (x) =
∑
I⊆{1,...,n}
aI
∏
i∈I
xi; aI ∈ F2. (1)
The global degree of their ANF (called their algebraic degree) is not large: it is upper bounded by m.
For this reason (since a cryptographic Boolean function should have high algebraic degree, to allow
resistance to the Berlekamp–Massey and Rønjom–Helleseth attacks [20,23]) and also because bent
functions are not balanced, that is, do not have an output uniformly distributed over F2, they are im-
proper for being used as is in cryptosystems. But they can be used to build proper balanced functions,
see [9].
Bent functions are often better viewed in their bivariate representation and can also be viewed
in their univariate representation. The univariate representation of any Boolean function is deﬁned as
follows: we identify Fn2 with F2n (which is an n-dimensional vector space over F2) and we consider
then the input to f as an element of F2n . An inner product in F2n is x · y = Trn1(xy) where Trn1(x) =∑n−1
i=0 x2
i
is the trace function from F2n to F2. There exists a unique univariate polynomial
∑2n−1
i=0 aixi
over F2n such that f is the polynomial function over F2n associated to it (this is true for every
function from F2n to F2n ). Then the algebraic degree of f equals the maximum 2-weight of the
exponents with nonzero coeﬃcients, where the 2-weight w2(i) of an integer i is the number of 1’s
in its binary expansion. Hence, in the case of a bent function, all exponents i whose 2-weights are
larger than m have null coeﬃcient ai . Moreover, f being Boolean, its univariate representation can be
written in the form f (x) =∑ j∈Γn Tro( j)1 (a jx j), where Γn is the set of integers obtained by choosing
one element in each cyclotomic coset of 2 modulo 2n − 1, o( j) is the size of the cyclotomic coset of 2
modulo 2n − 1 containing j and a j ∈ F2o( j) . This expression is unique. It can also be written under a
non-unique form Trn1(P (x)) where P (x) is a polynomial over F2n .
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F2m and we consider then the input to f as an ordered pair (x, y) of elements of F2m . There exists
a unique bivariate polynomial
∑
0i, j2m−1 ai, j xi y j over F2m such that f is the bivariate polynomial
function over F2m associated to it. Then the algebraic degree of f equals max(i, j)|ai, j =0(w2(i)+w2( j)).
And f being Boolean, its bivariate representation can be written in the form f (x, y) = Trm1 (P (x, y))
where P (x, y) is some polynomial over F2m .
The automorphism group of the set of bent functions (i.e., the group of permutations π on Fn2 or
F2n such that f ◦π is bent for every bent function f ) is the general aﬃne group, that is, the group of
linear automorphisms composed by translations [2]. The corresponding notion of equivalence between
functions is called aﬃne equivalence. Also, if f is bent and  is aﬃne, then f +  is bent. A class of
bent functions is called a complete class if it is globally invariant under the action of the general aﬃne
group and under the addition of aﬃne functions. The corresponding notion of equivalence is called
extended aﬃne equivalence, in brief, EA-equivalence.
Any function f is bent if and only if, for any nonzero vector a, the Boolean function Da f (x) =
f (x) + f (x + a) is balanced (i.e. it has Hamming weight 2n−1). For this reason, bent functions are
also called perfect nonlinear functions. Equivalently, f is bent if and only if the 2n × 2n matrix H =
[(−1) f (x+y)]x,y∈Fn2 is a Hadamard matrix (i.e. it satisﬁes H × Ht = 2n I , where I is the identity matrix),
and if and only if the support of f is a difference set. Bent functions have also the property that, for
every even positive integer w , the sum
∑
a∈Fn2 χ̂ f
w(a) is minimum.
Bent functions are all known for n 8, only (their determination for 8 variables [13,14] has been
achieved only recently) as well as their classiﬁcation under the action of the general aﬃne group. For
n 10, only classes of bent functions are known, which do not cover a large part of them, apparently.
Determining all bent functions (or more practically, classifying them under the action of the general
aﬃne group) seems elusive. Several constructions of explicit bent functions are known which lead to
inﬁnite classes. We describe the main ones in the next section. The two most well known are the
Maiorana–McFarland class and the PSap class. Both were studied in Dillon’s thesis [8] and have been
later revisited in numerous papers. Another class, denoted by H , was introduced in [8] as well, but
Dillon could not exhibit bent functions in it which were not in the Maiorana–McFarland class. The
construction of the bent functions in this class is based on a nice observation that we shall recall in
the next section. We shall also see that class H can be slightly extended into a class that we shall
denote by H. The deﬁnition given by Dillon of the functions in class H is in terms of their bivariate
representation; class H is also deﬁned in this representation. We shall observe that these classes,
when viewed in their univariate representation, are the so-called Niho bent functions, whose restric-
tions to the multiplicative cosets of F2m are linear, and which have been studied in several papers.
We characterize the bent functions whose restrictions to the multiplicative cosets of F2m are aﬃne by
means of the Niho bent functions and the PSap functions. In [11], Dobbertin et al. introduced three
classes of Niho bent functions. The problem of knowing whether the duals of these functions are
EA-equivalent to these Niho bent functions was left open. We calculate the bivariate representation
of the second Dobbertin et al.’s function and the bivariate expression of its dual. We observe that
the dual has an algebraic degree different from those of the functions in [11], which allows replying
negatively to the open question. Another open question (which is not addressed in [11], though) is:
do these three functions belong to the completed Maiorana–McFarland class? We leave this question
(partially) open. More generally, an important question is to determine whether all functions in class
H (resp. H) belong to the completed Maiorana–McFarland class or if, on the contrary, we can ﬁnd
new bent functions with this nice construction. We observe that the condition for a function with
given bivariate representation to belong to H is equivalent to the fact that some polynomial is an o-
polynomial (oval polynomial) over F2m (see below the deﬁnition of these polynomials in Deﬁnition 2)
and that each o-polynomial leads to two potentially EA-inequivalent bent functions. There exist cur-
rently 8 known inﬁnite classes of o-polynomials different from the Frobenius automorphisms over
F2m , up to the group of transformations which leave invariant the set of these polynomials. This leads
us to 14 potentially new classes of bent functions (we conjecture that the two remaining classes are
EA-equivalent to the ﬁrst and third classes of [11]), which are potentially pairwise EA-inequivalent
and which potentially do not belong to the Maiorana–McFarland class. We leave open the question of
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classes of bent functions (and in particular to the known Niho bent functions).
In the whole paper, E = E \ {0} and #E will denote the cardinality of E , for any set E .
2. The two main known classes of explicit bent functions
We recall that n = 2m. Several classes of bent functions have been introduced in [8,24]. Some
(like the P S class, recalled below) need conditions whose realizations are diﬃcult to achieve, and so
are more principles of constructions rather than explicit constructions. Others lead to explicit bent
functions (given by their ANF or their polynomial representation, univariate or bivariate). The two
main ones of this last kind are the following:
1. The Maiorana–McFarland class M is the set of all the n-variable Boolean functions of the form:
f (x, y) = x · π(y) + g(y); x, y ∈ Fm2 (2)
where “·” denotes an inner product in Fm2 , π is any permutation on Fm2 and g is any Boolean function
on Fm2 . Any such function is bent (the bijectivity of π is a necessary and suﬃcient condition for f
being bent). The dual function f˜ (x, y) equals: y ·π−1(x)+ g(π−1(x)), where π−1 is the inverse of π .
The completed class of M (that is, the smallest possible complete class including M) contains all the
quadratic bent functions (that is, the bent functions of algebraic degree 2).
2. We recall now the deﬁnition of the P Sap class. We ﬁrst deﬁne the more general Partial Spreads
class P S: it equals the union of P S− and P S+ , where P S− (respectively, P S+) is the set of all
the sums (modulo 2) of the indicators of 2m−1 (respectively, 2m−1 + 1) pairwise supplementary
m-dimensional subspaces of Fn2. All the elements of P S− have algebraic degree m exactly, but not
all those of P S+ (for instance, if m is even, then all quadratic functions are in P S+). J. Dillon exhibits
in [8] a subclass of P S− , denoted by P Sap , whose elements can be deﬁned explicitly: Fm2 is identi-
ﬁed to the Galois ﬁeld F2m ; an inner product in this ﬁeld can be deﬁned as x · y = Trm1 (xy), where
Trm1 (x) =
∑m−1
i=0 x2
i
is the trace function from F2m to F2. The elements of P Sap are the functions of
the form f (x, y) = g(xy2m−2), i.e. g( xy ) with the convention 10 = 0, where g is any balanced Boolean
function on Fm2 which vanishes at 0. The complements g(
x
y ) + 1 of these functions are the functions
g( xy ) where g is balanced and does not vanish at 0; they belong to the class P S+ . In both cases, the
dual of g( xy ) is g(
y
x ).
See more in [2].
3. ClassH and Niho bent functions
3.1. Classes H and H in bivariate form
In his thesis [8], Dillon introduces a third family of bent functions whose expression is given but
whose bentness is achieved under some non-obvious condition (so the class is less explicit than class
M or class P Sap , but it happens to be more explicit than class P S , the condition for H being easier
to satisfy than for P S , as we shall see). He deﬁnes these functions in bivariate form (but as we
shall observe, they can also be seen in univariate form). The functions of this family are deﬁned as
f (x, y) = Trm1 (y + xG(yx2
m−2)), with x, y ∈ F2m , where G is a permutation of F2m such that G(x) + x
does not vanish and, for every β ∈ F2m , the function G(x) + βx is two-to-one (i.e. the pre-image by
this function of any element of F2m is either a pair or the empty set). He denotes this family of bent
functions by H .
The condition that G(x) + x does not vanish is required only for H to be a subclass of P S but
is not necessary for f to be bent. Similarly, the linear term Trm1 (y) can be taken off if we are only
interested in the bentness of the function. We have then f (x, y) =
{
Trm1 (xG(
y
x )) if x = 0 . Note that0 if x = 0
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linear. More generally, any function whose restrictions to these vector spaces are linear has the form:
g(x, y) =
{
Trm1 (xψ(
y
x )) if x = 0,
Trm1 (μy) if x = 0
(3)
where μ ∈ F2m and ψ is a mapping from F2m to itself. In the following proposition, we check (again,
since this has been essentially done by Dillon) what is the necessary and suﬃcient condition on ψ
and μ such that g is bent.
Proposition 1. Let g be a Boolean function over F2m ×F2m deﬁned by (3). Then g is bent if and only if, denoting
G(z) = ψ(z) + μz, we have:
G is a permutation on F2m , (4)
for every β ∈ F2m , the function z → G(z) + βz is 2-to-1 on F2m . (5)
Proof. For every α,β ∈ F2m , we have:
χ̂g(α,β) =
∑
x,y∈F2m
(−1)g(x,y)+Trm1 (αx+β y)
=
∑
x∈F2m , z∈F2m
(−1)Trm1 (xψ(z)+αx+βxz) +
∑
y∈F2m
(−1)Trm1 ((β+μ)y)
=
∑
x∈F2m , z∈F2m
(−1)Trm1 (xψ(z)+αx+βxz) − 2m + 2mδμ(β)
= 2m#{z ∈ F2m/ψ(z) + α + βz = 0}− 2m + 2mδμ(β).
We denote by Nα,β the cardinality of the set {z ∈ F2m/ψ(z) + α + βz = 0}.
Then we have χ̂g(α,β) =
{
2mNα,μ if β = μ
2mNα,β − 2m if β = μ , and conditions (4) and (5) are necessary and
suﬃcient for g being bent. 
Deﬁnition 1. We call H the extended class of H equal to the set of functions g deﬁned by (3) and
satisfying (4) and (5) (that is, satisfying (5), since we shall see below that condition (5) implies con-
dition (4)).
Note that the function g deﬁned by (3) satisﬁes g(x, y) + Trm1 (μy) =
{
Trm1 (xG(
y
x )) if x = 0
0 if x = 0 and
that changing G(x) into G(x) + ν changes g(x, y) into g(x, y)+ Trm1 (νx). Hence, we can assume with-
out loss of generality (up to the addition of a linear function) that μ = 0 and G(0) = 0.
We consider now the duals of the functions in class H. Under the conditions of Proposition 1:
– if β = μ then we have χ̂g(α,β) = 2m and the equation ψ(z) + βz = G(z) = α has a solution;
– and if β = μ then we have χ̂g(α,β) = 2m if and only if the equation ψ(z) + βz = G(z) +
(β + μ)z = α has solutions.
We deduce:
Proposition 2. Let g be a bent function of the form (3). Then the dual function of g is deﬁned on F2m × F2m
as:
g˜(α,β) =
{
1 if the equation ψ(z) + βz = G(z) + (β + μ)z = α has no solution in F2m ,
0 otherwise.
C. Carlet, S. Mesnager / Journal of Combinatorial Theory, Series A 118 (2011) 2392–2410 2397Remark 1. Since bent functions of the form (3) exist, a natural question is: does there exist also
semi-bent functions of the same form? Recall that a Boolean function is called semi-bent if its Walsh
transform takes only the values 0 and ±2m+1. Assume without loss of generality that μ = 0 and that
G(0) = 0. We remark that g is semi-bent if and only if Nα,0 ∈ {0,2} and Nα,β ∈ {1,3} (β = 0). If
Nα,0 ∈ {0,2}, χ̂g(α,0) ∈ {0,2m+1} and if Nα,β ∈ {1,3}, χ̂g(α,β) ∈ {0,2m+1}. This is impossible if n > 2
because of Lemma 3 below. Therefore, there exists no semi-bent function of the form (3) for n > 2.
Lemma 3. Let g be a Boolean function. If the Walsh transform values of g are all non-negative, then g is aﬃne.
Proof. According to Parseval’s relation
∑
ω∈Fn2 χ̂g
2(ω) = 22n and inverse Fourier transform for-
mula
∑
ω∈Fn2 χ̂g(ω) = ±2n (see e.g. [2]), we have:
∑
ω∈Fn2 χ̂g
2(ω) = (∑ω∈Fn2 χ̂g(ω))2. This implies∑
ω =ω′∈Fn2 χ̂g(ω)χ̂g(ω
′) = 0 (relation valid for every Boolean function) and therefore, since the values
of χ̂g are non-negative: χ̂g(ω) = 0 or χ̂g(ω′) = 0 for every ω = ω′ . The Walsh transform of g takes
therefore nonzero value at exactly one point and it is well known that g is then aﬃne (that is, has
algebraic degree at most 1). 
3.1.1. A ﬁrst inﬁnite class of functions in H
The Frobenius map z → G(z) = z2 gives an example of functions G , which leads to a function
in the class H: g(x, y) = Trm1 (y2x2
m−2). More generally, one can get functions in the class H by
considering the maps z → G(z) = z2i where i is co-prime with m, since the equation z2i + βz = α is
equivalent, denoting γ = β 12i−1 , to ( zγ )2
i + zγ = αγ 2i . As observed by Dillon, the related bent functions
are in the completed Maiorana–MacFarland class; indeed, denoting j =m− i, we have then g(x, y) =
Trm1 (x(yx
2m−2)2i ) = Trm1 (x2
j
yx2
m−2) = Trm1 (yx2
j−1).
3.1.2. Stability of functions G satisfying conditions (4) and (5)
Note that condition (5) is equivalent to saying that for every β ∈ F2m , the function z → βG(z) + z
is 2-to-1. Let G be a function satisfying conditions (4) and (5). Then:
(1) Function z → G−1(z) satisﬁes conditions (4) and (5), since denoting G−1(z) by z′ , the equation
G−1(z) + βz = α is equivalent to G(z′) + 1
β
z′ = α
β
.
(2) Function z → G ′(z) := (L−1 ◦ G ◦ L)(z) where L(z) = z2 j is a ﬁeld automorphism of F2m , that is
G ′(z) = (G(z2 j ))2m− j , satisﬁes conditions (4) and (5).
(3) Function z → G ′(z) := λG(z) + λ′ with λ = 0 satisﬁes conditions (4) and (5).
(4) Function z → G ′(z) := G(λz + λ′) with λ = 0 satisﬁes conditions (4) and (5).
(5) Function z → G ′(z) := zG(z2m−2) if G(0) = 0 and more generally the function z → G ′(z) :=
zG(z2
m−2) + zG(0) for any value of G(0) satisﬁes conditions (4) and (5). Indeed (restricting
ourself without loss of generality to the case G(0) = 0 — by replacing G by G + G(0) — and
still assuming that β = 0), if α = 0 then zG(z2m−2) = α is equivalent to G(z2m−2) = αz2m−2
which has one solution since G(z) + αz = 0 has two solutions and z = 0 is one of them, and
the equation zG(z2
m−2) + βz = α is equivalent to G(z2m−2) + αz2m−2 = β and has therefore 0
or 2 solutions; and if α = 0 then zG(z2m−2) = α = 0 is equivalent to z = 0 and the equation
zG(z2
m−2)+βz = α = 0 is equivalent to z = 0 or G(z2m−2) = β which has one (nonzero) solution.
Note that transformations (2) to (5) translated in terms of the associated bent functions g(x, y) =
Trm1 (xG(
y
x )) (with the convention
1
0 = 0) result in particular cases of EA-equivalence, since transfor-
mation (2) corresponds to applying the same ﬁeld automorphism to x and y; transformations (3) and
(4) correspond to multiplying x and/or y by constants in g(x, y) and to adding linear functions to g;
and transformation (5) corresponds when G(0) = 0 to swapping x and y in g(x, y). On the contrary,
the bent functions related by transformation (1) are not EA-equivalent, in general. We shall say that
two functions G are o-equivalent (the reason why we choose such term will come below) if one can
be obtained from the other by a sequence of the transformations G → G ′ above. This gives a notion
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functions and is not a super-equivalence either.
Note that the general F2m -linear equivalence between the corresponding bent functions (when
one equals the other composed on the right by an F2m -linear automorphism over F2n ) is included
in this notion of o-equivalence: applying to the function g(x, y) = Trm1 (xG( yx )) the transformation
(x, y) → (ax + by, cx + dy), where a,b, c,d ∈ F2m are such that ad = bc, gives the function g′(x, y)
equal, if x = 0, to Trm1 ((ax + by)G( cx+dyax+by )) = Trm1 (x(a + bz)G( c+dza+bz )), where z = yx (and still assuming
the convention 10 = 0) and if x = 0 to Trm1 (byG( db )). This corresponds to the transformation
G ′(z) = (a + bz)G
(
c + dz
a + bz
)
+ bzG
(
d
b
)
. (6)
If b = 0, this transformation reduces to G ′(z) = aG( c+dza ) (with a = 0 and d = 0 since ad = bc) and
can be obtained by applying transformations (3) and (4), and if b = 0, then it corresponds to applying
(3), (4) and (5).
Note that, conversely, we obtain transformation (3) with λ′ = 0 by choosing (a,b, c,d) = (λ,0,0, λ),
and transformations (4) and (5) by choosing (a,b, c,d) = (1,0, λ′, λ) and (0,1,1,0).
3.2. Class H in univariate form: Niho bent functions
We identify now F2m ×F2m with F2n by considering a basis (u, v) of the F2m -vector space F2n and
identifying (x, y) ∈ F2m × F2m with:
t = xu + yv.
Then the vector spaces {(x,ax); x ∈ F2m } where a ∈ F2m and {(0, y); y ∈ F2m } become the 2m + 1
multiplicative cosets of F2m in F

2n , added with 0. These cosets can be written as ωF

2m where ω
ranges over the multiplicative subgroup U of F2n of order 2
m + 1, if we want to have a unique repre-
sentation of each of them. And if we allow repetition, they are the cosets ωF2m where ω ∈ F2n . The
necessary and suﬃcient condition for a bent function to belong to class H is then that its restriction
to each vector space ωF2m , ω ∈ F2n , is linear.
Lemma 4. Let f be a Boolean function over F2n and f (t) =∑2n−1i=0 aiti its univariate representation. Then the
restrictions of f to the vector spaces ωF2m , ω ∈ F2n , are all linear if and only if the only exponents i such that
ai = 0 are congruent with powers of 2 modulo 2m − 1.
Proof. The condition is clearly suﬃcient. Let us show that it is also necessary. Clearly, we must have
a0 = 0. Moreover, for every ω ∈ F2n , the restriction of f to ωF2m being linear, there exists λω ∈ F2m
such that f (ωx) =∑2n−1i=1 aiωi xi[mod 2m−1]) = Trm1 (λωx) for every x ∈ F2m . By uniqueness of the uni-
variate representation of a Boolean function over F2m (here, a function of x), we deduce that, for every
k ∈ {0, . . . ,2m − 2} different from a power of 2, we have ∑ 1i2n−1
i≡k [mod 2m−1]
aiωi = 0. This completes the
proof, by uniqueness of the univariate representation of a function from F2n to itself (here, a function
of ω). 
Note that this result extends to any function f from F2n to itself.
Bent functions whose restrictions to the vector spaces ωF2m are all linear have already been inves-
tigated in [11] and [15]. Since the exponents congruent with powers of 2 modulo 2m − 1 are called
Niho exponents, we shall call these functions Niho bent functions. The name of Niho exponent comes
from a theorem dealing with power functions by Niho [21], which has been later extended to linear
combinations of such power functions in [11] (see also [15]), and which relates the value of the Walsh
transform of such sum to the number of solutions in U of some equation.
Five examples of inﬁnite classes of Niho bent functions are known up to aﬃne equivalence (or
more exactly, four examples since one of the classes is the generalization of one of the others):
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m+1), where a ∈ F2m .
• Three other examples are given in [11]. They are binomials of the form f (t) = Trn1(α1td1 +α2td2),
t ∈ F2n , where 2d1 = 2m + 1 ∈ Z/(2n − 1)Z and α1,α2 ∈ F2n are such that (α1 + α2
m
1 )
2 = α2m+12 .
Equivalently, denoting a = (α1 + α2m1 )2 and b = α2, we have a = b2
m+1 ∈ F2m and f (t) =
Trm1 (at
2m+1) + Trn1(btd2 ) (note that if b = 0 and a = 0 then f is also bent but it belongs then
to the class of quadratic Niho bent functions seen above). The values of d2 are:
– d2 = (2m −1)3+1 (with the condition that, if m is congruent with 2 mod 4, then b = α2 is the
ﬁfth power of an element in F2n ; otherwise, b can be any nonzero element),
– 4d2 = (2m − 1) + 4 (with the condition that m is odd),
– 6d2 = (2m − 1) + 6 (with the condition that m is even).
These functions have respectively algebraic degrees m, 3 and m. Note that as observed in [3],
there is a mistake made in [11] (Theorem 3) while computing the algebraic degree of the third
Niho bent function. Indeed the correct degree is m (and not m2 + 1) which is proven in [3].• The second class in [11] has been extended by Leander and Kholosha [15] into the functions:
Trn1(αt
2m+1 +∑2r−1−1i=1 tsi ), r > 1 such that gcd(r,m) = 1, α ∈ F2n such that α + α2m = 1, si =
(2m − 1) i2r + 1 (mod 2m + 1), i ∈ {1, . . . ,2r−1 − 1}.
4. A natural extension of classH
Since class H is the set of bent functions whose restrictions to the ωF2m ’s are linear, a natural
extension to consider is the set of those bent functions whose restrictions to the ωF2m ’s are aﬃne.
Clearly, such functions are the sums of an element of class H and of a function which is constant
on each ωF2m (note that, since bent functions have algebraic degree at most m, we can assume this
function has even Hamming weight, and therefore has the form
∑
ω∈S 1ωF2m , where 1ωF2m is the
indicator of ωF2m ).
Proposition 5. Let h be an element of H (that is, a Boolean function whose restriction to every ωF2m , ω ∈
F2m , is linear). Let S be any subset of U (the multiplicative subgroup of F

2n of order 2
m + 1) and let g =∑
ω∈S 1ωF2m . Then g + h is bent if and only if g is constant and h is bent, or g is bent and h is linear or S
equals a singleton {ω0} or its complement and h is bent.
Proof. We may without loss of generality assume that g(0) = 0, that is, S has even size (up to re-
placing g by g + 1). As shown in [4], denoting then by gω the value of g on ωF2m , we have:
∀c ∈ F2n , χ̂g+h(c) = 1−
∑
ω∈U
χ(gω) + 2m
∑
ω∈I(c)
χ(gω), (7)
where I(c) = {ω ∈ U | ∀t ∈ ωF2m , h(t) = Trn1(ct)} and
χ̂h(c) = 2m
(
#I(c) − 1). (8)
According to (7), g + h can be bent only if 1 −∑ω∈U χ(gω) ≡ 0 (mod 2m) that is, ∑ω∈U χ(gω) =
1+ 2m with  ∈ {0,±1}.
If  = 1, then g = 0.
If  = 0, then g is bent (it belongs to the PSap class) and g + h is bent if and only if, for every c,
we have
∑
ω∈I(c) χ(gω) ∈ {−1,1}. Necessarily #I(c) must then be odd, and according to (8), χ̂h(c) is
then non-negative. According to Lemma 3, h is then linear. Conversely, if g is bent and h is linear
then g + h is bent.
If  = −1, then gω = 0 for a single ω, that is, g = 1ω0F2m + 1. We know from [1] that if a bent
function f is aﬃne on an m-dimensional aﬃne space E then f + 1E is bent too. Then taking E =
ω0F2m , we see that g + h is bent if and only if h is Niho bent (indeed, the restrictions of h and g + h
to ω0F2m are aﬃne). 
Remark 2. We can see that the corresponding bent functions g +h are not really new: they are equal
to “known” bent functions.
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Recall that, for any positive integers k, and r dividing k, the trace function from F2k to F2r , denoted
by Trkr , is the mapping deﬁned as: Tr
k
r (x) :=
∑ k
r −1
i=0 x
2ir , ∀x ∈ F2k . The trace function Trkr satisﬁes the
transitivity property, that is, Trk1 = Trr1 ◦Trkr .
It was left open in [11] to determine if the duals of the functions introduced there are EA-
equivalent to these Niho bent functions. In the next proposition, we study how the mapping G related
to the functions in the second class satisﬁes conditions (4) and (5). We subsequently study the duals
of these functions and give an answer to this question.
We ﬁrst calculate the polynomial G(z) related to a generic Niho function f (t) = Trm1 (at2
m+1) +∑
i∈I Trn1(bit(2
m−1)si+1) where a ∈ F2m and bi ∈ F2n and where the si ’s are elements of the residue
class ring Z/(2m + 1)Z. Note that some of the si ’s can be taken equal to inverses in (Z/(2m + 1)Z)
(this is the case in [11]), and that we can take them different from 1/2 since the term corresponding
to si = 1/2 appears as Trm1 (at2
m+1). Decomposing t = ux+ vy where (u, v) is a basis of F2n over F2m
and denoting z = y/x, we have then:
– for x = 0, f (t) = Trm1 (x(a
1
2 (u + vz) 2m+12 +∑i∈I Trnm(bi(u + vz)(2m−1)si+1))); and
– for x = 0, f (t) = Trm1 (y(a
1
2 v
2m+1
2 +∑i∈I Trnm(bi v(2m−1)si+1))).
Hence we have (see Section 3.1) ψ(z) = a 12 (u + vz) 2m+12 +∑i∈I Trnm(bi(u + vz)(2m−1)si+1) and μ =
a
1
2 v
2m+1
2 +∑i∈I Trnm(bi v(2m−1)si+1). Then we have:
G(z) = a 12 ((u + vz) 2m+12 + (vz) 2m+12 )+∑
i∈I
Trnm
(
bi
[
(u + vz)(2m−1)si+1 + (vz)(2m−1)si+1]).
(9)
Proposition 6. Let f be deﬁned as
∀t ∈ F2n , f (t) = Trm1
(
at2
m+1)+ Trn1(bt(2m−1) 14+1) (10)
with m odd, a ∈ F2m and b ∈ F2n . Let (u, v) be a basis of F2n as two-dimensional vector space over F2m . The
restriction of f to vF2m equals Trm1 (μy) with μ = a1/2v(2
m+1)/2 + Trnm(bv(2
m−1) 14+1). The mapping G such
that G(z) = ψ(z) + μz and
f (ux+ vy) =
{
Trm1 (xψ(
y
x )) if x = 0,
Trm1 (μy) if x = 0
can be characterized by
G4(z) = a2u2(2m+1) + Trnm
(
b4u2
m+3)
+ Trnm
(
uv2
m)(
Trnm
(
b4u2
)
z + [a2 Trnm(uv2m)+ Trnm(b4uv)]z2 + Trnm(b4v2)z3).
Proof. According to (9), we have:
G4(z) = a2(u + vz)2(2m+1) + a2v2(2m+1)z4 + Trnm
(
b4(u + vz)2m+3)+ Trnm(b4v2m+3z4).
Note now that
(A + B)2m+1 = A2m+1 + B2m+1 + Trnm
(
AB2
m)
(11)
and
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= (A2m+1 + B2m+1 + Trnm(AB2m))(A2 + B2)
= A2m+3 + B2m+3 + A2m+1B2 + B2m+1A2 + Trnm
(
AB2
m)(
A2 + B2)
= A2m+3 + B2m+3 + AB(A2m B + B2m A)+ Trnm(AB2m)(A2 + B2)
= A2m+3 + B2m+3 + Trnm
(
AB2
m)(
A2 + B2 + AB).
Therefore,
G4(z) = a2u2(2m+1) + Trnm
(
b4u2
m+3)
+ Trnm
(
uv2
m)(
Trnm
(
b4u2
)
z + [a2 Trnm(uv2m)+ Trnm(b4uv)]z2 + Trnm(b4v2)z3). 
We are now going to exhibit under which conditions on a and b the function satisﬁes conditions
(4) and (5).
Note now that we can suppose without loss of generality that Trnm(uv
2m ) = 1. First of all, one has
that Trnm(uv
2m ) = 0. Otherwise u2m−1v1−2m = 1 yielding u/v ∈ F2m contradicting the fact that (u, v) is
a basis of F2n as two-dimensional vector space over F2m . Denoting by G ′ the function obtained by re-
placing the basis (u, v) by (u′, v ′) = ( u
Trnm(uv
2m )
1
2
, v
Trnm(uv
2m )
1
2
), we have the relation G ′(z) = G(z)
Trnm(uv
2m )
1
2
.
Now, clearly, G satisﬁes conditions (4) and (5) if and only if G ′ satisﬁes conditions (4) and (5) and
this allows us to restrict ourselves to the case Trnm(uv
2m ) = 1.
Proposition 7. Let (u, v) be a basis of F2n as two-dimensional vector space over F2m such that Trnm(uv
2m ) = 1.
The corresponding function G of Proposition 6 is a permutation if and only if b2
m+1 = a. Furthermore,
if b2
m+1 = a, there exists (λ1, λ2, λ3) ∈ F2m such that λ1 + λ2G(z + λ3) = z 14 for every z ∈ F2m or
λ1 + λ2G(z + λ3) = z 34 for every z ∈ F2m .
Proof. The function G given by Proposition 6 is deﬁned as
G(z) = A + Bz 14 + Cz 12 + Dz 34
with
A = a1/2u(2m+1)/2 + Trnm
(
bu(2
m−1) 14+1),
B = Trnm
(
bu
1
2
)
,
C = a1/2 + Trnm
(
bu
1
4 v
1
4
)
,
D = Trnm
(
bv
1
2
)
.
For (λ1, λ2, λ3) ∈ F32m with λ2 = 0,
λ1 + λ2G(z + λ3) = λ1 + λ2
(
A + Bλ1/43 + Cλ1/23 + Dλ3/43
)
+ λ2
((
B + Dλ1/23
)
z
1
4 + (C + Dλ1/43 )z 12 + Dz 34 ).
Now, note that given a function f ∈ F2n [x], the normalized form of f is f ′ such that f ′(0) = 0, the
degree d of f ′ is not divisible by the characteristic of F2n that is, 2 and the coeﬃcient of xd−1 is 0.
The only permutations of degree at most three and in normalized form are z → zi with i ∈ {1,2,3}
(see [16, p. 352]). Therefore G is a permutation if and only if there exists (λ1, λ2, λ3) ∈ F32m such that
λ1 + λ2G(z + λ3) = z i4 with i ∈ {1,2,3}, that is, there exists λ3 ∈ F2m such that:
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• for i = 2: D = B = 0 and C = 0;
• for i = 3: B + Dλ1/23 = C + Dλ1/43 = 0 and D = 0.
In the two ﬁrst cases, we have D = 0, that is bv1/2 ∈ F2m . Then B cannot be equal to 0 otherwise
u/v ∈ F2m contradicting the fact that (u, v) is a basis of F2n as two-dimensional vector space over F2m .
Hence i = 2 is impossible. We characterize now the case i = 1. We have:
C = 0 ⇐⇒ a1/2 = Trnm
(
bu
1
4 v
1
4
)
⇐⇒ a(2m+1)/2 = b2m+1v(2m+1)/2(Trnm(u 14 v− 14 ))2m+1.
We have used the fact that z → z2m+1 is a permutation of F2m since gcd(2m + 1,2m − 1) = 1 and that
bv1/2 ∈ F2m . Note then that
v(2
m+1)/2(Trnm(u 14 v− 14 ))2m+1 = (v2 Trnm(uv−1))(2m+1)/4.
Now,
v2 Trnm
(
uv−1
)= v2(uv−1 + u2m v−2m)
= uv + u2m v2−2m .
Using (11) with A = uv and B = u2m v2−2m and noting that
B2
m+1 = u2m(2m+1)v(2−2m)(2m+1)
= u1+2m v1+2m = A2m+1
and
AB2
m = uv × (u2m v2−2m)2m
= uv × uv2m+1−1
= u2v2m+1
= (uv2m)2,
we have:(
v2 Trnm
(
uv−1
))(2m+1) = Trnm((uv2m)2)
= Trnm
(
uv2
m)2
= 1.
Thus, since a ∈ F2m , a2m = a and therefore a(2m+1)/2 = a, we have that
D = C + Dλ1/43 = 0 ⇐⇒ a = b2
m+1.
We study now the case i = 3. We have D = 0, that is, bv 12 /∈ F2m . Then,
∃λ3 ∈ F2m , B + Dλ1/23 = C + Dλ1/43 = 0 ⇐⇒ ∃λ3 ∈ F2m ,
B
D
= λ1/23 and
C
D
= λ1/43
⇐⇒ B
D
= C
2
D2
⇐⇒ BD = C2.
C. Carlet, S. Mesnager / Journal of Combinatorial Theory, Series A 118 (2011) 2392–2410 2403Now
BD = C2 ⇐⇒ Trnm
(
bu1/2
)
Trnm
(
bv1/2
)= a + Trnm(b2u 12 v 12 ).
Note now that
Trnm(X)Tr
n
m(Y ) =
(
X + X2m)(Y + Y 2m)
= XY + X2mY 2m + X2mY + XY 2m
= Trnm(XY ) + Trnm
(
XY 2
m)
.
Applying the above equality with X = bu1/2 and Y = bv1/2, we get that
Trnm
(
bu1/2
)
Trnm
(
bv1/2
)= Trnm((bu1/2)(bv1/2))+ Trnm((bu1/2)(bv1/2)2m)
= Trnm
(
b2u1/2v1/2
)+ Trnm(b2m+1(uv2m)1/2)
= Trnm
(
b2u1/2v1/2
)+ b2m+1 Trnm(uv2m)1/2
= Trnm
(
b2u1/2v1/2
)+ b2m+1
since b2
m+1 ∈ F2m and Trnm(uv2m ) = 1. Therefore,
BD = C2 ⇐⇒ b2m+1 = a
that is,
∃λ3 ∈ F2m , B + Dλ1/23 = C + Dλ1/43 = 0 ⇐⇒ b2
m+1 = a. 
Lemma 8. Let m be a positive odd integer. The permutation φi : z → z i4 satisﬁes condition (5) for every i ∈
{1,3}.
Proof. For every b ∈ F2m , the kernel of the linear map z ∈ F2m → φ1(z)+bz is of dimension 1 over F2
(indeed φ1(z)+bz = 0 if and only if z = 0 or z 34 = b−1). Thus φ1 satisﬁes condition (5). Note now that
φ3(z) = zφ1( 1z ). Therefore, according to assertion (5) of Section 3.1.2 and since φ1(0) = 0, φ3 satisﬁes
conditions (4) and (5). 
Therefore, collecting together Proposition 6, Proposition 7 and Lemma 8, we get
Proposition 9. Let f be deﬁned as
∀t ∈ F2n , f (t) = Trm1
(
at2
m+1)+ Trn1(bt(2m−1) 14+1) (12)
with m odd, a ∈ F2m and b ∈ F2n . Then, f is bent if and only if b2
m+1 = a.
Remark 3. Dobbertin et al. showed that if b2
m+1 = a then function f is bent. We have shown here
that the converse is true.
Remark 4. We can see that the function f belongs, up to aﬃne equivalence, to the subclass of H de-
scribed in Section 3.1.1 (with i =m−2). In particular, it belongs to the completed Maiorana–McFarland
class (see e.g. [2])
Let us now compute the dual function of f . Since we have, in parallel, bivariate and univariate
representations for the same functions, we ﬁrst need to clarify how the duals are related in such
general context. Given a basis (u, v) of the 2-dimensional vector space F2n over F2m , let g(x, y) =
f (ux + vy), x, y ∈ F2m . For every w ∈ F2n we have χ̂ f (w) = ∑x,y∈F m (−1)g(x,y)+Trn1(w(ux+vy)) =2
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x,y∈F2m (−1)g(x,y)+Tr
m
1 (xTr
n
m(wu)+y Trnm(wv)) . Hence the value of χ̂ f (w) is related in a natural way to
the decomposition of w over a dual basis of (u, v), that is, a basis (u′, v ′) such that Trnm(uu′) =
Trnm(vv
′) = 1 and Trnm(uv ′) = Trnm(u′v) = 0, the decomposition of w over this basis being then w =
Trnm(uw)u
′ + Trnm(vw)v ′ . In such context we have χ̂ f (au′ + bv ′) =
∑
x,y∈F2m (−1)g(x,y)+Tr
m
1 (ax+by) =
χ̂g(a,b). Since there is no reason why g and its dual should be calculated with respect to different
bases, we are then drawn to choose the basis (u, v) autodual.
Lemma 10. Let (u, v) be an autodual basis of the 2-dimensional vector space F2n over F2m . Let f be any
bent function over F2n and g(x, y) = f (ux + vy), x, y ∈ F2m , its bivariate expression with respect to the
basis (u, v). Then we have χ̂ f (au + bv) = χ̂g(a,b) where χ̂ f is calculated with respect to the inner product
w · t = Trn1(wt) in F2n and χ̂g is calculated with respect to the inner product (a,b) · (x, y) = Trm1 (ax + by)
in F22m .
We need then to make a choice of an autodual basis of F2n over F2m . This will be simpliﬁed if
we assume that b4 = a2. Then there exists v ∈ F2n such that Trnm(v) = 1 and b4 = a2v2m−1. Such an
element v is unique. Then we can take u = v2m (indeed, v and v2m are linearly independent: suppose
that there exists z ∈ F2m such that v2
m = zv; then v2m−1 = z, that is, (v2m−1)2m−1 = v2(1−2m) = 1,
a contradiction with b4 = a2v2m−1 and b4 = a2) and the basis (u, v) is then clearly autodual. We
deﬁne then g : F2m × F2m → F2n as: ∀(x, y) ∈ (F2m )2, g(x, y) = f (v2mx + vy), where b4 = a2v2m−1.
According to Proposition 2, the dual function f˜ of f satisﬁes f˜ (w) = 1 if and only if the equation
ψ(z) + Trnm(vw)z + Trnm(v2m w) = 0 has no solution in F2m where ψ(z) = G(z) + μz is given by:
ψ4(z) = a2u2(2m+1) + Trnm
(
b4u2
m+3)+ Trnm(v2mu)Trnm(b4u2)z
+ (a2v2(2m+1) + Trnm(b4v2m+3))z4.
Let us simplify a little the above expression by noting that, for u = v2m and b4 = a2v2m−1:
Trnm
(
b4u2
m+3)= a2 Trnm(v2m−1+1+3·2m)= a2 Trnm(v2m+2)= a2 Trnm(v)2m+2 = a2,
Trnm
(
v2
m
u
)= Trnm(v2m+1)= Trnm(v)2m+1 = 1,
Trnm
(
b4v2
m+3)= a2 Trnm(v2(2m+1))= a2v2(2m+1) Trnm(1) = 0.
Furthermore, note that Trnm(v) = 1 = v + v2m and then that v−1 = 1 + v2m−1 that is, v2m−1 =
1+ v−1. Therefore,
Trnm
(
b4u2
)= a2 Trnm(v2m−1v2m+1)= a2(Trnm(v2m+1)+ Trnm(v2m v2m−1))
= a2(1+ Trnm(v2m−1)+ Trnm(v2m))= a2 Trnm(v2m−1)
= a2(Trnm(1+ v−1))= a2 Trnm(v−1).
We have also μ = a1/2v(2m+1)/2 +Trnm(bv(2
m−1) 14+1) = a1/2(v(2m+1)/2 +Trnm(v(2m+1)/2)) = a1/2v(2m+1)/2
(since v(2
m+1)/2 ∈ F2m and therefore Trnm(v(2m+1)/2) = 0).
We thus obtain that ψ4(z) = a2(v2(2m+1) + 1) + a2 Trnm(v−1)z + a2v2(2m+1)z4, that is:
ψ4(z) = a2(v2(2m+1) + 1+ Trnm(v−1)z + v2(2m+1)z4).
The support of the dual function of f is thus deﬁned as:
f˜ (a
1
2 w) = 1 if and only if the equation v 2m+12 + 1 + Trnm(v2m w) + Trnm(v−
1
4 )z
1
4 + (v 2m+12 +
Trnm(vw))z = 0 has no solution in F2m . Note that 2
m+1
2 = (2m − 1) 12 + 1.
Now, we have the following lemma.
Lemma 11. Let σ , ρ , τ be three elements of F2m . Assume that σ = 0. Let N = #{z ∈ F2m | σ z + ρz 14 = τ }.
Then, N =
{
2 if Trm1 (
τ
σ · 1λ ) = 0 where λ = ( ρ
4
σ 4
)
1
30 otherwise.
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λ
) + ρσ 1
λ
3
4
( z
λ
)
1
4 ) = τσ . Choose λ such that λ
3
4 = ρσ
(m being odd, the mapping λ → λ3 is a permutation of F2m and therefore the mapping λ → λ3/4 as
well).
Then, N = #{t ∈ F2m | t + t 14 = τσ · 1λ }.
The map t ∈ F2m → t + t 14 is linear; its kernel is equal to F2 (since t + t 14 = 0 ⇐⇒ t = 0 or t 34 =
1 ⇐⇒ t = 0 or t = 1), hence its image E has dimension m − 1 and equals then {δ ∈ F2m | Trm1 (δ) = 0}
(indeed, for every element δ = t + t 14 of E , one has Trm1 (δ) = Trm1 (t) + Trm1 (t)
1
4 = 0). This implies that
N equals 2 if Trm1 (
τ
σ · 1λ ) = 0 and is null otherwise, proving the result. 
We deduce:
Theorem 12. Let n = 2m with m odd and f be deﬁned as
∀t ∈ F2n , f (t) = Trm1
(
at2
m+1)+ Trn1(bt(2m−1) 14+1)
where a ∈ F2m and b ∈ F2n are such that b2
m+1 = a and b4 = a2 . Let v be such that Trnm(v) = 1 and b4 =
a2v2
m−1 . Then the dual of f is such that
f˜
(
a
1
2 w
)= Trm1
((
v
2m+1
2 + 1+ Trnm
(
v2
m
w
))(Trnm(vw) + v 2m+12
Trnm(v
−1)
) 1
3
)
.
It has algebraic degree m+32 . Hence, for m > 3, f˜ is EA-inequivalent to the functions introduced in [11].
Proof. Applying Lemma 11 with σ = Trnm(vw)+ v
2m+1
2 ,ρ = Trnm(v−
1
4 ) and τ = v 2m+12 +1+Trnm(v2m w),
we deduce that f˜ (a
1
2 w) = 1 if and only if
Trm1
(
v
2m+1
2 + 1+ Trnm(v2mw)
Trnm(vw) + v
2m+1
2
(
Trnm(vw) + v
2m+1
2
Trnm(v
−1/4)
) 4
3
)
= 1
that is
f˜
(
a
1
2 w
)= Trm1
((
v
2m+1
2 + 1+ Trnm
(
v2
m
w
))(Trnm(vw) + v 2m+12
Trnm(v−1)
) 1
3
)
.
For every element z of F2m we have z1/3 = z1+4+42+43+···+4
m−1
2 . Hence, the vectorial function
(
Trnm(vw)+v
2m+1
2
Trnm(v
−1) )
1
3 has algebraic degree m+12 . Since the functions v
2m+1
2 + 1 + Trnm(v2m w) and
Trnm(vw) + v
2m+1
2 are aﬃnely independent over F2m , we deduce that the degree of the dual is m+32 .
Since the algebraic degree is aﬃnely invariant, and since for m > 3, m+32 is different from 3 and m,
this proves that f˜ is inequivalent to the functions introduced in [11]. 
This gives an answer to the open question evoked in [11]: at least one of the duals of the functions
introduced in this paper is aﬃnely inequivalent to them.
Remark 5. Function f˜ in Theorem 12 is aﬃnely equivalent to the bivariate function g(x, y) = xy1/3.
The function y ∈ F2m → y1/3 ∈ F2m is a permutation and f˜ belongs then to the completed Maiorana–
McFarland class (but we knew this already thanks to Remark 4, since the dual of a function in the
completed Maiorana–McFarland class belongs to this same class (see e.g. [2])).
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Since the function studied above in Theorem 12 belongs to the completed Maiorana–McFarland
class and since we do not know whether the other known Niho bent functions are in this same
class, we are brought back to the question of knowing whether functions can be exhibited in class H
which are not in the completed Maiorana–McFarland class. We observe now that condition (5) implies
condition (4) and is equivalent to the fact that G is an o-polynomial.
Deﬁnition 2. Let m be any positive integer. A permutation polynomial G over F2m is called an
o-polynomial (an oval polynomial) if, for every γ ∈ F2m , the function
z ∈ F2m →
{
G(z+γ )+G(γ )
z if z = 0,
0 if z = 0
is a permutation of F2m .
Note that some authors like Dobbertin in [10] add the condition “G(0) = 0, G(1) = 1” to the
deﬁnition of o-polynomials; we do not include it since if it is not satisﬁed by an o-polynomial G , we
can replace G by the o-polynomial G(z)+G(0)G(1)+G(0) , which satisﬁes it.
Lemma 13. Any function G from F2m to F2m satisﬁes condition (5) if and only if it is an o-polynomial.
Proof. For every β,γ ∈ F2m , the equation G(z) + βz = G(γ ) + βγ is satisﬁed by γ . Thus, if
condition (5) is satisﬁed, then for every β ∈ F2m  and every γ ∈ F2m , there exists exactly one
z ∈ F2m such that G(z + γ ) + β(z + γ ) = G(γ ) + βγ , that is, G(z+γ )+G(γ )z = β . Then, for ev-
ery γ ∈ F2m , the function z ∈ F2m → G(z+γ )+G(γ )z ∈ F2m is bijective, that is, G and the function
z ∈ F2m →
{
G(z+γ )+G(γ )
z if z = 0
0 if z = 0 are permutations. Hence, G is an o-polynomial. Conversely, if G
is an o-polynomial, then for every γ ∈ F2m , we have G(z+γ )+G(γ )z = 0 for every z = 0 and for every
β = 0 there exists exactly one nonzero z such that G(z + γ ) + G(γ ) = βz. Then for every c ∈ F2m ,
either the equation G(z)+βz = c has no solution, or it has at least a solution γ and then exactly one
second solution z + γ (z = 0). This completes the proof. 
A similar property was observed by Maschietti in [19] (as recalled by Dobbertin in [10]) for power
functions. Maschietti was interested in cyclic difference sets while we are interested here in difference
sets in elementary Abelian 2-groups (it is interesting to see that o-polynomials play a role in both
frameworks). The fact that the result of Lemma 13 is true for general polynomials will have important
consequences below.
Note that, according to the proof of Lemma 13, the property that for every γ ∈ F2m , the function
z ∈ F2m →
{
G(z+γ )+G(γ )
z if z = 0
0 if z = 0 is a permutation of F2m implies that G is a permutation of F2m .
The simplest example of an o-polynomial is the already seen Frobenius automorphism G(z) = z2i
where i is coprime with n. Other known examples are the following:
(1) G(z) = z6 where m is odd [25];
(2) G(z) = z3·2k+4, where m = 2k − 1 [12];
(3) G(z) = z2k+22k , where m = 4k − 1 [12];
(4) G(z) = z22k+1+23k+1 , where m = 4k + 1 [12];
(5) G(z) = z2k + z2k+2 + z3·2k+4, where m = 2k − 1 [5];
(6) G(z) = z 16 + z 12 + z 56 where m is odd [22]; note that G(z) = D5(z 16 ), where D5 is the Dickson
polynomial of index 5 [17];
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z4+δ2z2+1 + z1/2, where Trm1 (1/δ) = 1 and, if m ≡ 2 [mod 4], then δ /∈ F4 [7];
(8) G(z) = 1Trnm(v) [Tr
n
m(v
r)(z + 1) + Trnm[(vz + v2m )r](z + Trnm(v)z1/2 + 1)1−r] + z1/2, where m is even,
r = ± 2m−13 , v ∈ F22m , v2
m+1 = 1 and v = 1 [6].
Remark 6. According to Lemma 13 and to the observations made in Section 3.1.2, two Niho bent
functions correspond to each o-polynomial G above, up to EA-equivalence: the one corresponding
to G and the one corresponding to G−1. We shall detail these bent functions below. Conversely,
an o-polynomial corresponds to every Niho bent function. The question arises then of determining
whether the o-polynomials we can deduce from the already known Niho bent functions are new up
to o-equivalence (recall that the o-equivalence of polynomials has been deﬁned in Section 3.1.2). We
have seen above that the o-polynomial related to the Niho bent function of [11, Theorem 2] is a
ﬁeld automorphism (up to o-equivalence) and so is not new. The o-polynomial related to the function
in [15] is also a Frobenius automorphism up to o-equivalence, as shown in the paper [3] (which ex-
tends the calculation of the dual to the generalization of the class given by Leander and Kholosha). The
two other functions f (t) = Trm1 (at2
m+1)+ Trn1(bt(2
m−1)s+1) of [11, Theorems 1 and 3] (with a = b2m+1)
lead to o-polynomials given by relation (9). Different choices of the basis (u, v) give o-equivalent
o-polynomials (since a change of basis is an F2m -linear mapping). Different values of b give also
o-equivalent o-polynomials because (as observed in [11]) the hypothesis on b allows writing that b =
λ(2
m−1)s+1 for some λ ∈ F2n , and then a = b2m+1 = λ2m+1 so that by multiplication of the variable t
by 1
λ
we can take a = b = 1 (the scalar multiplication is indeed an F2m -linear mapping). For s = 3, tak-
ing b = u = 1 and v ∈ F2n \F2m , we get G(z) = (1+ (v + v2m )z) 12 + Trnm(((1+ vz)3·2m−2 + (vz)3·2m−2)).
Choosing v in U \ {1}, that is, v = 1 such that v2m = 1v , then δ = v + v2
m
is any element of F2m such
that Trm1 (1/δ) = 1 and we obtain G(z) + 1 = (δz)
1
2 + 1+v−1z+v−2z2+v−3z3
1+v2z2 + 1+vz+v
2z2+v3z3
1+v−2z2 + (v−5 +
v5)z = (δz) 12 + (v−1+v+v−5+v5)z+(v−7+v7+v−3+v3)z3+(v−4+v4)z4
1+(v−2+v2)z2+z4 = (δz)
1
2 + (δ5+δ3)z+(δ5+δ3+δ)z3+δ4z4
1+δ2z2+z4 . We
conjecture that this polynomial is o-equivalent to the o-polynomial numbered (7) above.
For s = 16 (m even), denoting r = 2
m−1
3 and taking again u = 1 and v in U \ {1}, we get G(z) =
(1 + (v + v2m )z) 12 + Trnm((1 + vz)
r
2+1 + (vz) r2+1) = (1 + (v + v2m )z) 12 + (1 + v 12 z 12 )r(1 + vz) + (1 +
v
−1
2 z
1
2 )r(1+ v−1z) + (vz) r2+1 + (v−1z) r2+1. We conjecture that this polynomial is o-equivalent to the
o-polynomial numbered (8) above.
For each of the six ﬁrst o-polynomials G of the list above, we have two potentially new n-variable
bent functions: Trm1 (xG(
y
x )) and Tr
m
1 (xG
−1( yx )). For each of the two last ones, we have one potentially
new bent function. We indicate now the bent functions we can obtain with the six ﬁrst o-polynomials
(we do not do the same for the two last o-polynomials since the situation with them needs to be
clariﬁed and since the expression of these bent functions would be complex – they are probably
simpler in univariate form):
(1) For m odd and x, y ∈ F2m :
• f (x, y) = Trm1 (x−5 y6);
• f (x, y) = Trm1 (x
5
6 y
1
6 ).
The ﬁrst function has algebraic degree m − w2(5) + w2(6) = m. Since in Z/(2m − 1)Z we have
1
3 = 2
m+1−1
3 = 1+22+24+· · ·+2m−1 and therefore w2( 16 ) = w2( 13 ) = m+12 and w2( 56 ) = w2( 53 ) =
w2(1+ 23 ) = w2(4+23+25+· · ·+2m−2) = m−12 , the second function has degree m as well, which
does not allow proving these two functions are EA-inequivalent; we leave open this question.
(2) For m = 2k − 1 and x, y ∈ F2m :
• f (x, y) = Trm1 (x−3·(2
k+1) y3·2k+4);
• f (x, y) = Trm1 (x−3·(2
k−1−1) y3·2k−1−2) (since the inverse of 3 ·2k +4 [mod 2m −1] equals 3 ·2k−1−
2; indeed, (3 · 2k + 4)(3 · 2k−1 − 2) = 9− 8= 1 [mod 2m − 1]).
The ﬁrst function has degree m−w2(3 · (2k +1))+w2(3 ·2k +4) =m−4+3 =m−1 (if k > 2) and
the second has degree k+ (k−1) = 2k−1 =m (if k > 2) since −3 · (2k−1 −1) = 2m −3 ·2k−1 +2 =
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are EA-inequivalent.
(3) For m = 4k − 1 and x, y ∈ F2m :
• f (x, y) = Trm1 (x1−2
k−22k y2k+22k );
• f (x, y) = Trm1 (x2
3k−1−22k+2k y1−23k−1+22k−2k ) (since the inverse of 2k + 22k [mod 2m − 1] equals
1− 23k−1 + 22k − 2k; indeed, (2k + 22k)(1− 23k−1 + 22k − 2k) = 2m+1 − 1).
The ﬁrst function has degree (3k − 2) + 2 = 3k since 2m − 2k − 22k = 2k(23k−1 − 1 − 2k) and
the second has degree k + 2k = 3k, which does not allow proving these two functions are EA-
inequivalent; we leave open this question.
(4) For m = 4k + 1 and x, y ∈ F2m :
• f (x, y) = Trm1 (x1−2
2k+1−23k+1 y22k+1+23k+1 );
• f (x, y) = Trm1 (x2
3k+1−22k+1+2k y1−23k+1+22k+1−2k ) (since the inverse of 22k+1 +23k+1 [mod 2m −1]
equals 2m − 23k+1 + 22k+1 − 2k).
The ﬁrst function has degree (2k−1)+2 = 2k+1 and the second has degree (k+1)+ (2k+1) =
3k + 2; hence the two functions are EA-inequivalent.
(5) For m = 2k − 1 and x, y ∈ F2m :
• f (x, y) = Trm1 (x1−2
k
y2
k + x−(2k+1) y2k+2 + x−3·(2k+1) y3·2k+4);
• f (x, y) = Trm1 (y(y2
k+1x−(2k+1) + y3x−3 + yx−1)2k−1−1), since we have G−1(z) = z(z2k+1 + z3 +
z)2
k−1−1 (see Lemma 14 below).
The ﬁrst function has degree max((k − 1) + 1, (2k − 3) + 2, (2k − 5) + 3) = 2k − 1 = m (if
k > 2). The second has also (optimal) algebraic degree m since its expansion contains the
term Trm1 (y
1+3·(2k−1−1)x3·(1−2k−1)) = Trm1 (y2
k+2k−1−2x2+(22k−1−2k−1)−2k ). This does not allow prov-
ing these two functions are EA-inequivalent; we leave open this question.
(6) For m odd and x, y ∈ F2m :
• f (x, y) = Trm1 (x
5
6 y
1
6 + x 12 y 12 + x 16 y 56 );
• f (x, y) = Trm1 (x[D 15 (
y
x )]6) where D 15 is the Dickson polynomial of index
1
5 , the inverse of 5
modulo 22m − 1 (see [17] or Remark 8 below); note that 15 = 22m − 22m−1 + 22m−3 − 22m−5 +
· · · + 27 − 25 + 23 − 2 [mod 22m − 1].
The ﬁrst function has degree max(m,2,m) = m, since we already saw that w2( 16 ) = m+12 and
w2(
5
6 ) = m−12 . We leave open the question of an explicit expression of the second and of the
determination of its algebraic degree.
Lemma 14. Let k be any positive integer and m = 2k − 1. The inverse of function z ∈ F2m → z2k + 22k+2 +
z3·2k+4 ∈ F2m equals: z(z2k+1 + z3 + z)2k−1−1 .
Proof. Let z′ = z2k and t ∈ F2m . The equation z2k + 22k+2 + z3·2k+4 = t is equivalent to z′ + z2z′ +
z4z′3 = t . Denoting t′ = t2k−1 , the 2k−1-th power of this equation is z + z′z + z′2z3 = t′ . Replacing
z′2z3 by z + z′z + t′ in t + z′ + z2z′ + z4z′3 = 0, we get t + z′(1 + zt′) + z2z′2 = 0. Multiplying by z
and replacing again gives t′ + (t + 1)z + t′z2z′ = 0. For t = 0 (and therefore z = 0) we deduce z′ =
t′+(t+1)z
t′z2 and replacing z
′ by this value in equation t + z′(1+ zt′)+ z2z′2 = 0 allows eliminating z′ and
gives the equation t + t′+(t+1)z
t′z2 (1 + zt′) + t
′2+(t2+1)z2
t′2z2 = 0; multiplying by t′2z2 gives tt′2z2 + (t′2 +
(t + 1)t′z)(1 + zt′) + t′2 + (t2 + 1)z2 = 0 that is (t + 1 + t′2)t′z + (tt′2 + (t + 1)t′2 + t2 + 1)z2 = 0
and then we have z = (t+1+t′2)t′
t′2+t2+1 ; hence G
−1(z) = (z+1+z2
k
)z2
k−1
z2k+z2+1 . Indeed, z
2k + z2 + 1 never vanishes
(raising the equality z2
k + z2 + 1 = 0 to the 2k−1-th power gives z2k + z + 1 = 0 and implies z2 +
z = 0, and z = 0,1 are not solutions of z2k + z2 + 1 = 0) and the equality G−1(z) = (z+1+z2
k
)z2
k−1
z2k+z2+1
is true for z = 0 as well. Since (z2k + z2 + 1)2k−1 = z + 1 + z2k , we deduce G−1(z) = (z2k + z2 +
1)2
k−1−1z2k−1 . 
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z+ z′z+ z′2z3 = t′ is to use the resultant of the two polynomials in z′ equal to z′ + z2z′ + z4z′3 + t and
z + z′z + z′2z3 + t′ where z is considered as a parameter. But this leads to a more complex equation
z3tt′ + z2t(t + 1)t′ + z(tt′ + (t + 1)2(t′ + 1)) + (t + 1)t′2 = 0.
Remark 8. Let us recall why the inverse of Dα equals Dβ with βα ≡ 1 (mod 2n − 1) for every α co-
prime with 2n − 1. Recall that Dα(Dβ(y + 1y )) = yαβ + ( 1y )αβ for every y ∈ F2n . Since every element
x ∈ F2m can be written as x = c + 1c with c ∈ F2n , we have Dα(Dβ(x)) = Dα(Dβ(c + 1c )) = cαβ +
( 1c )
αβ = c + 1c = x, proving that Dβ = D−1α (note that Dα(0) = Dβ(0) = 0).
7. Conclusion
We have observed that the bent functions studied under the name of Niho bent functions are the
univariate version of a (slightly extended) class of bent functions introduced 35 years ago by John Dil-
lon, but which had not been further investigated because Dillon had not found examples of functions
in his class which were not aﬃnely equivalent to already known bent functions. We have answered
an open question raised by Dobbertin et al. on the duals of the three Niho bent functions introduced
by these authors, by calculating the dual of the second function. We have obtained a large number of
potentially new bent functions (more precisely, inﬁnite classes of bent functions, since their numbers
of variables range over inﬁnite sets) whose bivariate expressions are explicit, after noticing that the
condition for a function to be in this class is equivalent to the fact that a polynomial directly re-
lated to its deﬁnition is an o-polynomial (a notion from ﬁnite geometry), and thanks to an abundant
literature on these polynomials. We have studied the equivalence of o-polynomials that we called
o-equivalence, and shown that the bent functions related to o-equivalent o-polynomials live in two
EA-equivalence classes, in general distinct, corresponding to the o-polynomial and to its inverse. We
leave open a series of problems: calculate the duals of the two other functions introduced by Dob-
bertin et al.; determine whether these functions belong to the Maiorana–McFarland class; determine
whether the classes of Niho bent functions (that is, of functions from class H) that we obtained are
all pairwise aﬃnely inequivalent and, for each of them, whether if it is included in a known class of
explicit bent functions such as the Maiorana–McFarland class or the Partial Spread P Sap class; cal-
culate an explicit expression of the last bent function seen in Section 6 and determine its algebraic
degree; determine whether the o-polynomials indicated in Remark 6 are new up to o-equivalence or
if on the contrary they are o-equivalent to the two last o-polynomials listed in this section (in which
case there arises the question of determining which o-polynomials, rather than their inverses, give
the ﬁrst and third Niho bent functions studied by Dobbertin et al.).
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