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Abstrat
The present investigation onerns a dis of varying thikness of whose
flexural stiffness D varies with the radius r aording to the law D = D0 r
m
,
where D0 and m are onstants. The problem of finding boundary onditions
for fastening this dis, whih are inaessible to diret observation, from the
natural frequenies of its axisymmetri flexural osillations is onsidered. The
problem in question belongs to the lass of inverse problems and is a ompletely
natural problem of identifiation of boundary onditions. The searh for the
unknown onditions for fastening the dis is equivalent to finding the span of
the vetors of unknown onditions oeffiients. It is shown that this inverse
problem is well posed.
Two theorems on the uniqueness and a theorem on stability of the solution
of this problem are proved, and a method for establishing the unknown ondi-
tions for fastening the dis to the walls is indiated. An approximate formula
for determining the unknown onditions is obtained using first three natural
frequenies. The method of approximate alulation of unknown boundary
onditions is explained with the help of three examples of different ases for
the fastening the dis (rigid lamping, free support, elasti fixing).
Keywords: Boundary onditions, a dis of varying thikness, inverse prob-
lem, Pluker ondition.
1. Introdution. Diss are parts of turbines and other various
devies (see [1℄[6℄). If it is impossible to observe the dis diretly, the
only soure of information about possible defets of its fastening an be
the natural frequenies of its flexural vibrations. The question arises
whether one would be able to detet damage in dis fastening by the
natural frequenies of its symmetri flexural vibrations. This paper gives
and substantiates a positive answer to this question.
The problem in question belongs to the lass of inverse problems
and is a ompletely natural problem of identifiation of the boundary
onditions.
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Closely related formulations of the problem were proposed in [7, 8℄.
Contrary to this, in this paper it is not the form of the domain or size
of an objet whih are sought for but the nature of fastening. The
problem of determining a boundary ondition has been onsidered in
[9℄. However, as data for finding the boundary onditions, we take not
a set of natural frequenies, but not ondensation and inversion (as in
[9℄).
Similarly formulated problems also our in the spetral theory of
differential operators, where it is required to determine the oeffiients
of a differential equation and the boundary onditions using a set of
eigenvalues (for more details, see [10℄[15℄). However, as data for finding
the boundary onditions, we take one spetrum but not several spetra
or other additional spetral data (for example, the spetral funtion,
the Weyl funtion or the so-alled weighting numbers) that were used
in [10℄[15℄. Moreover, the prinipal aim there was to determine the
oeffiients in the equation and not in boundary onditions. The aim
of this paper is to determine the boundary onditions of the eigenvalue
problem from its spetrum in the ase of a known differential equation.
The problem of determining a boundary ondition using a finite set
of eigenvalues has been onsidered previously in [16℄[18℄. In ontrast
to these papers, we think it is neessary to determine not the type of
fastening of a string, membrane or beam but the type of dis fastening
of varying thikness.
2. Formulation of the diret problem. The problem of axisym-
metri flexural osillations of dis of varying thikness without a hole in
the entre is redued to following differential equation [5℄
D
∂
∂r
(
∂2w
∂r2
+
1
r
∂w
∂r
)
+
∂D
∂r
(
∂2w
∂r2
+
ν
r
∂w
∂r
)
= −
1
r
∫ r
ρ h
∂2w
∂t2
r dr,
(1)
where w is the defletion at radius r, D is the flexural rigitiy, h is the
thikness, ρ is the density and ν is Poisson's ratio.
If D = D0 r
m
, where D0 = E h
3
0/12(1 − ν
2), and m are onstants,
the thikness h is given by h = h0 r
m/3
. Then Equation (1) beomes
r4
∂4w
∂r4
+ r3 (2m+ 2)
∂3w
∂r3
+ r2(m+ ν m− 1 +m2)
∂2w
∂r2
2
+r(1 + ν m2 − ν m−m)
∂w
∂r
= −
12 ρ (1− ν2)
E h20
r(12−2m)/3
∂2w
∂t2
.
For vibrations, we write
w = u(r) ei ω t
and hene obtain the following equation for u(r):
r4
d4 u
dr4
+ r3 (2m+ 2)
d3 u
dr3
+ r2(m+ ν m− 1 +m2)
d2u
dr2
+r(1 + ν m2 − ν m−m)
dw
dr
− 12 ρ (1−ν
2)
E h2
0
r(12−2m)/3 u = 0.
(2)
Although it is impossible to solve the problem for arbitrarym exatly,
some partiular solutions in terms of Bessel funtions are found for a
number of positive values of m and orresponding values of Poisson
ratio ν in [19℄.
For the sake of being definite, we onsider the partiular ase of
Equation (2) with h = h0 r
2/3
, Poisson ratio ν = 1/9, 320 ρ
27E h2
0
= 1, and
radius R = 1.
The problem of axisymmetri flexural osillations of a dis of varying
thikness without a hole in the enter for this partiular ase is redued
to following eigenvalue problem [19℄
r4
d 4 u
dr4
+ 6 r3
d 3 u
dr3
+
47 r2
9
d 2 u
dr2
−
7 r
9
d u
dr
− s2 r8/3 u = 0, (3)
U1(u) = a1 (L1 u)r=1 + a4 (L4 u)r=1 = 0, (4)
U2(u) = a2 (L2 u)r=1 + a3 (L3 u)r=1 = 0. (5)
Here s2 = 12 ρω
2 (1−ν2)
E h2
0
= 320 ρω
2
27E h2
0
= ω2 is the eigenvalue parameter, E is
the elastiity modulus, ω is the natural frequenies parameter, U1(u),
U2(u) are the linear forms whih haraterize onditions for fastening
the plate to the walls (rigid lamping, free support, free edge, floating
fixing, elasti fixing),
L1 u = u(r), L2 u =
du(r)
dr
, L3 u =
d2u(r)
dr2
+
1
9 r
du
dr
,
L4 u =
d
dr
[
d2u(r)
dr2
+
1
r
du
dr
]
.
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The solution to (3) has form [19℄
u = r−2/3
[
C1 I1
(
3 r2/3 s1/2
2
)
+ C2 J1
(
3 r2/3 s1/2
2
)
+
+C3 Y1
(
3 r2/3 s1/2
2
)
+ C4 Y1
(
3 i r2/3 s1/2
2
)]
.
Here I1(·), J1(·), Y1(·) are the onventional notations for first-order
Bessel funtions of real and imaginary argument [20℄.
For a ontinuous plate (without a hole in the enter), the onstants
C3 = C4 = 0.
Instead of the (4), (5), we an write the onditions
Ui(u) =
4∑
j=1
aij (Lj u)r=1 , i = 1, 2. (6)
where a11 = a1, a12 = 0, a13 = 0, a14 = a4, a21 = 0, a22 = a2, a23 = a3,
a24 = 0.
We shall now formulate the diret eigenvalue problem (3), (6): it is
required to find the unknown natural frequenies of the osillations of
the plate from the linear forms U1(u), U2(u).
The natural frequenies ωi are the orresponding positive eigenvalues
of problem (3), (6) (see [6℄). The non-zero eigenvalues of problem (3),
(6) are the roots of the determinant
∆(s) =
∣∣∣∣ U1(u1) U1(u2)U2(u1) U2(u2)
∣∣∣∣ = M12 f1(s)+M13 f2(s)+M24 f3(s)+M34 f4(s),
where
u1 = u1(r, s) = r
−2/3 I1
(
3
2 r
2/3 s1/2
)
, u2 = u2(r, s) = r
−2/3 J1
(
3
2 r
2/3 s1/2
)
are linearly independent solutions of Equation (3);
f1(s) = [L1 u1(r, s) · L2 u2(r, s)− L2 u1(r, s) · L1 u2(r, s) ]r=1 ,
f2(s) = [L1 u1(r, s) · L3 u2(r, s)− L3 u1(r, s) · L1 u2(r, s) ]r=1 ,
f3(s) = [L4 u1(r, s) · L2 u2(r, s)− L2 u1(r, s) · L4 u2(r, s) ]r=1 ,
f4(s) = [L4 u1(r, s) · L3 u2(r, s)− L3 u1(r, s) · L4 u2(r, s) ]r=1 .
(7)
Thus, finding the three natural frequenies ωi is equivalent to found-
ing of three roots si of ∆(s).
4
c = 10−5 c = 1 c = 10 c = 102 c = 10100
s1
1/2
0.085457 1.5178 2.6517 3.0663 3.0739
s2
1/2
3.1122 3.1145 3.1561 4.5575 5.1995
s3
1/2
5.4634 5.4651 5.4813 5.7412 7.3054
Table 1: Dependene c on si.
For example, if boundary onditions (6) have the form
U1(u) = [c L1 u(r)− L4 u(r)]r=1 = 0, U2(u) = [L2 u(r)]r=1 = 0
(elasti lamping). For different c we have the different si. See Table 1.
Thus, knowing c it is possible to find si by standard methods. The
solution to this diret problem presents no diffiulties. The question
arises whether one would be able to do the reverse and find c knowing
si. In a broader sense it may be stated as follows. Is it possible to derive
unknown boundary onditions with a knowledge of si? The answer to
this question is given in the next setion.
3. Formulation of the inverse problem. The mathematial (di-
ret) problem is an eigenvalue problem for a homogeneous linear fourth
order equation, set up in the interval 0 < r < 1, aompanied by two
linear homogeneous boundary onditions at r = 1; the sought solutions
must be bounded for r = 0. The boundary onditions depend on 4
salar oeffiients (namely 3 beause of the homogeneity).
Now we shall formulate the inverse of eigenvalue problem (3), (6):
it is required to find the unknown linear forms U1(u), U2(u) from the
natural frequenies of the dis osillations.
We shall denote the matrix, onsisting of the oeffiients aij of the
forms U1(u) and U2(u), by A and its minors by Mij:
A =
∥∥∥∥ a11 a12 a13 a14a21 a22 a23 a24
∥∥∥∥ , Mij =
∣∣∣∣ a1i a1ja2i a2j
∣∣∣∣ .
The searh for the forms U1(u) and U2(u) is equivalent to finding the
span 〈a1, a2〉 of the vetors ai = (ai1, ai2, ai3, ai4)
T (i = 1, 2).
Hene, in terms of eigenvalue problem (3), (6), the inverse problem
onstruted above should be formulated as follows: the oeffiients aij of
the forms U1(u) and U2(u) of problem (3), (6) are unknown, the rank of
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the matrix A to make up these oeffiients is equal to two, the non-zero
natural frequenies sk of problem (3), (6) are known and it is required
to find the span 〈a1, a2〉 of the vetors ai = (ai1, ai2, ai3, ai4)
T (i = 1, 2).
4. The uniqueness of the solution. Together with problem (3),
(6), let us onsider the following eigenvalue problem
r4
d 4 u
dr4
+ 6 r3
d 3 u
dr3
+
47 r 2
9
d2 u
dr2
−
7 r
9
d u
dr
− s2 r8/3 u = 0, (8)
U˜i(u) =
4∑
j=1
bij (Lj u)r=1 , i = 1, 2, (9)
where b11 = b1, b12 = 0, b13 = 0, b14 = b4, b21 = 0, b22 = b2, b23 = b3,
b24 = 0.
We denote the matrix omposed of the oeffiients bij of the forms
U˜1(u) and U˜2(u) by B and its minors by M˜ij:
B =
∥∥∥∥ b11 b12 b13 b14b21 b22 b23 b24
∥∥∥∥ , M˜ij =
∣∣∣∣ b1i b1jb2i b2j
∣∣∣∣ .
The span of the vetors bi = (bi1, bi2, bi3, bi4)
T (i = 1, 2) is denoted
by 〈b1,b2〉.
Theorem 1 (on the uniqueness of the solution of the inverse problem).
Suppose the following onditions are satisfied
rankA = rankB = 2. (10)
If the non-zero eigenvalues {sk} of problem (3), (6) and the non-zero
eigenvalues {s˜k} of problem (8), (9) are idential, with aount taken
for their multipliities, the spans 〈a1, a2〉 and 〈b1,b2〉 are also idential.
Proof. The non-zero eigenvalues of problem (8), (9) are the roots of
the determinant
∆˜(s) =
∣∣∣∣∣ U˜1(u1) U˜1(u2)U˜2(u1) U˜2(u2)
∣∣∣∣∣ = M˜12 f1(s)+M˜13 f2(s)+M˜24 f3(s)+M˜34 f4(s).
In additional to the roots idential to the non-zero eigenvalues of the
problems, the determinants ∆(s) and ∆˜(s) an also have the root s = 0
of finite multipliity.
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Sine ∆(s) 6≡ 0, ∆˜(s) 6≡ 0 are entire funtions in s of order 1/2, it
follows from Hadamard's fatorization theorem (see [21℄) that determi-
nants ∆(s) and ∆˜(s) are onneted by the relation
∆(s) ≡ C sk ∆˜(s),
where k is a ertain non-negative integer and C is a ertain non-zero
onstant. From this we obtain the identity
(M12 − C s
k M˜12) f1(s) + (M13 − C s
k M˜13) f2(s)+
+(M24 − C s
k M˜24) f3(s) + (M34 − C s
k M˜34) f4(s) ≡ 0.
(11)
Note that the number k in this identity is equal to zero. Atually, let
us assume the opposite: k 6= 0. Then the funtions fi(s) (i = 1, 2, 3, 4)
and also the same funtions multiplied by sk are linearly independent.
Indeed, using MAPLE, we get
f1(s) = −
27
64
s2 +
729
131072
s4 −
6561
671088640
s6 +
177147
38482906972160
s8 +O(s10),
f2(s) = −
3
16
s2 +
567
32768
s4 −
9477
167772160
s6 +
373977
9620726743040
s8 +O(s10),
f3(s) =
81
1024
s4 −
5103
5242880
s6 +
216513
150323855360
s8 +O(s10),
f4(s) =
9
128
s4 −
81
32768
s6 +
15309
2684354560
s8 +O(s10).
The determinant of the matrix 4 × 4 of the oeffiients at si (i =
2, 4, 6, 8) in these representations of the funtions fj (j = 1, 2, 3, 4) is
not equal 0. It now follows that eight funtions fj, s
k fj (j = 1, 2, . . . , 4)
are linearly independent for all k ≥ 8.
Further, the determinant of the matrix 8 × 8 of the oeffiients at
si (i = 4, 6, . . . , 18) in the series expansion of the funtions fj, s
k fj
(j = 1, 2, . . . , 4) is not equal 0 under k=2, k=4 or k=6. This means that
eight funtions fj(s), s
k fj(s) (j = 1, 2, . . . , 4) are linearly independent
under k=2, k=4 or k=6.
This ompletes the the proof of linear independene of the funtions
fj, s
k fj (j = 1, 2, . . . , 4) for all k 6= 0.
From this and identity (11) we obtain
M12 = M13 = M24 = M34 = M˜12 = M˜13 = M˜24 = M˜34 = 0,
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whih, in ombination with M14 = M23 = 0, ontradit ondition (10)
of the theorem.
Hene, k = 0. From this and from identity (11), by virtue of the
linearly independene of the orresponding funtions, we obtain
(M12,M13,M14,M23,M24,M34)
T = C (M˜12, M˜13, M˜14, M˜23, M˜24, M˜34)
T ,
whih is equivalent to the proportionality of the bivetors a1 ∧ a2 and
b1 ∧ b2.
It is well-known [22℄ that there is a natural one-to-one orrespondene
between the lasses of non-zero, proportional bivetors and the two-
dimensional subspaes of a vetor spae. In this orrespondene, a vetor
produt x1∧x2 of the vetors of its arbitrary basis x1 and x2 orresponds
to eah subspae and a subspae 〈x1,x2〉 orresponds to eah bivetor
x1 ∧ x2. It therefore follows from the last equation that 〈a1, a2〉 whih
it was required to prove.
5. Exat solution. It has been shown above that the problem
of finding the unknown linear forms U1(u) and U2(u) from the natu-
ral frequenies of axisymmetri flexural osillations of a dis of varying
thikness has a unique solution (in the sense that the spans, omposed
of the oeffiients of these linear forms, are uniquely defined). The next
question is how this solution an be onstruted.
This setion deals with solving this problem and onstruting exat
solution by the first three natural frequenies ωi.
Suppose s1, s2, s3 are the values orresponding to the first three
natural frequenies ωi. We substitute the values s1, s2, s3 into ∆(s)
and obtain a system of three homogeneous algebrai equations in the
four unknows M12,M13,M24,M34
M12 f1(si) +M13 f2(si) +M24 f4(si) +M34 f4(si) = 0, i = 1, 2, 3.
(12)
The resulting set of equations has an infinite number of solutions.
If the resulting set has a rank of 3, the unknown minors an be found
in aurate to a oeffiient. The unknown span and its basis are found
from the minors using well-known methods of algebrai geometry [23℄.
We also note [17℄ and [24℄, in whih detailed method for solution of this
problem was given.
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The resulting set of equations has an infinite number of solutions. It
follows from the uniqueness theorem already been proved that the un-
known minors M12,M13,M24,M34 an be found aurate to a onstant.
Hene, the resulting system must have a rank of 3 and the solution is
determined aurate to a onstant multiplier.
If the minors M12,M13,M24,M34 are found aurate to a onstant
then the unknown span and its basis are found from the minors using
well-known methods of algebrai geometry [23℄. We also note [17℄ and
[24℄, in whih a detailed method for solution of this problem was given.
For example, if M12 = 1, then
A =
∥∥∥∥ 1 0 0 −M240 1 M13 0
∥∥∥∥ ; (13)
if M13 = 1, then
A =
∥∥∥∥ 1 0 0 −M340 M12 1 0
∥∥∥∥ . (14)
These reasons prove
Theorem 2 (on the uniqueness of the solution of the inverse problem).
If the matrix of system (12) has a rank of 3, the solution of the inverse
problem of the reonstrution boundary onditions (4), (5) is unique.
Remark. Theorem 2 is stronger than theorem 1. Theorem 2 use
only three natural frequenies for the reonstrution of boundary on-
ditions and not all natural frequenies as in theorem 1. It follows from
the uniqueness theorem 1 already proved that the unknown minors
M12,M13,M24,M34 an be found aurate to a onstant by all natu-
ral frequenies. To prove that the unknown minors M12,M13,M24,M34
an be found aurate to a onstant by three natural frequenies is very
easy problem in onrete ases. But in the ommon ase to prove that
set (12) has a rank of 3 is very failed to do this. Yet our uniqueness
theorem 1 suggests this result in the ommon ase.
6. Approximate solution. Sine small errors are possible when
measuring natural frequenies, the problem arises of finding an algo-
rithm for the approximate determination of the type of fixing dis from
the first three natural frequenies found with a ertain error.
If the values si (i = 1, 2, 3) are approximately the same as the first
three exat eigenvalues of problem (3), (6), and set (12) has a rank
9
equal to three, the unknown minors an be determined aurate to a o-
effiient. Further, the problem arises of finding the unknown span from
the valuesM12,M13,M24,M34. However, the valuesM12,M13,M24,M34
annot be minors of a matrix. So this problem is not trivial. We must
find minors P12, P13, P24, P34 lose to the values M12,M13,M24,M34.
This problem is solved with the help Lagrangian multiplier method and
algebrai geometry.
It is known from algebrai geometry that the numbers P12, P13, P14,
P23, P24, P34 are minors of some matrix, if and only if the following
ondition is satisfied
P12P34 − P13P24 + P14P23 = 0.
This ondition is alled Pluker ondition (see [22, 23℄).
Using P14 = P23 = 0, we get
P12P34 − P13P24 = 0. (15)
By definition, put x1 = P12, x2 = P34, x3 = P13, x4 = −P24. Using
this definition, we get Pluker ondition
x1 x2 + x3 x4 = 0. (16)
It haraterizes a surfae in the 4-dimensional spae.
By definition, put y1 = M12, y2 = M34, y3 = M13, y4 = −M24.
If Pluker ondition for these numbers is realized, then M12, M34,
M13, M24 are minors of some matrix and orresponding boundary on-
ditions are found from the minors using the methods in setion 4.
If Pluker ondition for numbers M12, M34, M13, M24 is not realized,
the required minors P12, P13, P24, P34 are found with the help Lagrangian
multiplier method and algebrai geometry.
Indeed suppose F (x1, x2, x3, x4, p) is Lagrange funtion
(x1 − y1)
2 + (x2 − y2)
2 + (x3 − y3)
2 + (x4 − y4)
2 + 2 p (x1 x2 + x3 x4),
where 2 p is the Lagrangian multiplier. If we find minimum of the
funtion F (x1, x2, x3, x4, p), then we obtain the minors P12, P13, P24, P34
most lose to the values M12,M13,M24,M34.
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The minimum of the funtion F (x1, x2, x3, x4, p) is found from equa-
tions
F ′x1(x1, x2, x3, x4, p) = 2 (x1 − y1) + 2 p x2 = 0,
F ′x2(x1, x2, x3, x4, p) = 2 (x2 − y2) + 2 p x1 = 0,
F ′x3(x1, x2, x3, x4, p) = 2 (x3 − y3) + 2 p x4 = 0,
F ′x4(x1, x2, x3, x4, p) = 2 (x4 − y4) + 2 p x3 = 0,

 (17)
F ′2 p(x1, x2, x3, x4, p) = x1 x2 + x3 x4 = 0. (18)
By definition, put
X = (x1, x2, x3, x4), Y = (y1, y2, y3, y4),
X∗ = (x2, x1, x4, x3), Y
∗ = (y2, y1, y4, y3),
(X, Y ) = x1 y1 + x2 y2 + x3 y3 + x4 y4.
With the preeding notations Equations (17), (18) are idential to
the following equations
Y = X + pX∗, (19)
(X,X∗) = 0. (20)
It follows from (19) and (20) that the vetor X∗ is orthogonal to the
vetor X, and the vetor X = (x1, x2, x3, x4) is orthogonal projetion
of the vetor Y = (y1, y2, y3, y4) on the surfae (16).
Having solved (19) as set of linear equations with the unknowns
x1, x2, x3, x4, we get
X =
1
1− p2
(Y − p Y ∗). (21)
From (21) it is easy to get
X∗ =
1
1− p2
(Y ∗ − p Y ). (22)
Substituting (21) for X and (22) for X∗ in (20), we obtain
(Y − p Y ∗, Y ∗ − p Y ) = 0.
Notie that
(Y, Y ∗) 6= 0, (Y ∗, Y ∗) = (Y, Y ), (Y ∗, Y ) = (Y, Y ∗).
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Therefore,
p2 − 2 p
(Y, Y )
(Y, Y ∗)
+ 1 = 0.
This quadri equation has two roots
p =
(Y, Y )∓
√
(Y, Y )2 − (Y, Y ∗)2
(Y, Y ∗)
.
If X is lose to Y , then |p| << 1 and thus we have
p =
(Y, Y )−
√
(Y, Y )2 − (Y, Y ∗)2
(Y, Y ∗)
. (23)
The vetor X an be found using (21) and (23). The oordinates
P12, P13, P24, P34 of X are minors of a matrix. This matrix and orre-
sponding boundary onditions are found from the minors P12, P13, P24, P34
using the methods in setion 4.
7. Stability of the solution. In this setion we study ontinuity
of the solution of the inverse problem with respet to si. It is shown
that small perturbations of eigenvalues si (i = 1, 2, 3) lead to small
perturbations of the boundary onditions.
Let si (i = 1, 2, 3) be eigenvalues of problem (3),(6), and s˜i (i =
1, 2, 3) are suh values that
|s˜i − si| < δ << 1, i = 1, 2, 3;
and R is suh a number that
|si| ≤ R, |s˜i| ≤ R.
Theorem 3. Suppose that one of the third-order minors of the ma-
trix ‖fk(si)‖3×4 is substantially non-zero. If |s˜i − si| < δ << 1, then
the boundary onditions of problem (8),(9) are lose to the boundary
onditions of problem (3),(6).
Proof. By virtue of ontinuity of the funtions (7), we have
|fk(s˜i)− fk(si)| < M δ, i = 1, 2, 3, k = 1, 2, 3, 4, (24)
where M = max
k=1,2,3,4
Mk, Mk = max
|z|<R
fk(z).
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First, let us prove that
|M˜ij −Mij| < C1 δ.
Reall that one of the third-order minors of the matrix ‖fk(si)‖3×4 is
substantially non-zero by the hypotheses of Theorem 3, and so
rank ‖fk(si)‖3×4 = 3, i = 1, 2, 3, k = 1, 2, 3, 4. (25)
To be preise, assume that
mod (det ‖fk(si)‖3×3) >> 0, i = 1, 2, 3, k = 1, 2, 3. (26)
It follows from (24) that
mod (det ‖fk(s˜i)‖3×3) >> 0, i = 1, 2, 3, k = 1, 2, 3. (27)
It an be shown by diret alulations that set (12) has the solution
M12 = det(‖fk(si)‖3×3), i = 1, 2, 3, k = 2, 3, 4,
M13 = det(‖fk(si)‖3×3), i = 1, 2, 3, k = 1, 3, 4,
M24 = det(‖fk(si)‖3×3), i = 1, 2, 3, k = 1, 2, 4,
M34 = det(‖fk(si)‖3×3), i = 1, 2, 3, k = 1, 2, 3.
(28)
Like previously, the set
M˜12 f1(s˜i) + M˜13 f2(s˜i) + M˜24 f3(s˜i) + M˜34 f4(s˜i) = 0, i = 1, 2, 3.
(29)
has solution
M˜12 = det(‖fk(s˜i)‖3×3), i = 1, 2, 3, k = 2, 3, 4,
M˜13 = det(‖fk(s˜i)‖3×3), i = 1, 2, 3, k = 1, 3, 4,
M˜24 = det(‖fk(s˜i)‖3×3), i = 1, 2, 3, k = 1, 2, 4,
M˜34 = det(‖fk(s˜i)‖3×3), i = 1, 2, 3, k = 1, 2, 3.
(30)
By definition, put
∆ik = fk(s˜i)− fk(si), ∆k = ‖∆ik‖3×1, Fk = ‖fk(si)‖3×1,
(i = 1, 2, 3, k = 1, 2, 3, 4).
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In the new notations, we have
|M˜12 −M12| = mod
(
det(‖fk(s˜i)‖3×3)− det(‖fk(si)‖3×3)
)
=
= mod
(
det ‖F1 +∆1, F2 +∆2, F3 +∆3‖ − det ‖F1, F2, F3‖
)
=
= mod
(
det ‖F1, F2 +∆2, F3 +∆3‖+
+det ‖∆1, F2 +∆2, F3 +∆3‖ −
− det ‖F1, F2, F3‖
)
=
= mod
(
det ‖F1, F2, F3‖+ det ‖∆1, F2, F3‖+
+ · · ·+ det ‖∆1, ∆2, ∆3‖ − det ‖F1, F2, F3‖
)
=
= mod
(
det ‖∆1, F2, F3‖+ · · ·+ det ‖∆1, ∆2, ∆3‖
)
.
It follows from (24) that
|∆ik| < M δ. (31)
Calulating the determinant and using (31), we get
mod
(
det ‖∆1, F2, F3‖
)
< 6 ·M3 · δ.
Similarly, mod
(
det ‖∆1, ∆2, F3‖
)
< 6 ·M3 · δ2 ≤ 6 ·M3 · δ.
Arguing as above, we see that
mod
(
det ‖∆1, F2, F3‖+ · · ·+ det ‖∆1, ∆2, ∆3‖
)
< 7 · 6 ·M3 · δ.
By definition, put C1 = 7 · 6 ·M
3
. Then,
|M˜12 −M12| = mod
(
det(‖fk(s˜i)‖3×3)− det(‖fk(si)‖3×3)
)
< C1 δ.
Continuing this line of reasoning, we see that
|M˜ij −Mij| < C1 δ.
This implies that
|Y˜ − Y | =
√√√√ 4∑
k=1
(y˜k − yk)2 < 2C1 δ, (32)
where
Y = (M13, −M24, M14, M23)
T , Y˜ = (M˜13, −M˜24, M˜14, M˜23)
T .
14
By (26), (27) this means that Y˜ is lose to Y .
Now let us prove that X˜ = (P˜12, P˜34, P˜13, −P˜24)
T
lose to
X = (P12, P34, P13, −P24)
T
.
Combining (23) and (32), we see that
p˜ =
(Y˜ , Y˜ )−
√
(Y˜ , Y˜ )2 − (Y˜ , Y˜ ∗)2
(Y˜ , Y˜ ∗)
lose to p. This means that X˜ = (Y˜ − p˜ Y˜ ∗)/(1− p˜2) lose to (21).
Finally, let us prove that the boundary onditions of problem (8),(9)
are lose to the boundary onditions of problem (3),(6), where
|s˜i − si| < δ << 1.
We know already (see [24℄) that the oeffiients of the boundary
onditions are the minors of matrix A as in (13). This means that if X˜
is lose to X, the boundary onditions of problem (8),(9) are lose to
the boundary onditions of problem (3),(6).
This ompletes the proof.
Computer alulations onfirm the stability of the solution of the
inverse problem. The order of error often hardly different from the error
in the loseness of values of λ˜i and λi and only in some ases it an be
deteriorated by four orders of magnitude. So the measurement auray
of instruments to measure natural frequenies must exeed auray to
measure boundary onditions by four orders of magnitude.
It follows from theorem 2 and 3 that the inverse problem is well
posed, sine its solution exists, is unique and ontinuous with respet to
si (i = 1, 2, 3).
8. Examples. We use dimensionless variables in the numerial
examples.
Example 1. If s˜1
1/2 = 3.0739, s˜2
1/2 = 5.1995, s˜3
1/2 = 7.3054
orrespond to the first three natural frequenies ωi determined using
instruments for measuring the natural frequenies with an auray of
10−4, then the solution of set (12), aurate to a onstant, has the form
M12 = 645330C, M13 = 19.947C, M24 = 2.4157C, M34 = C.
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Using (21) and (23), we get
P12 = 645330C, P13 = 19.94703753C,
P24 = 2.416009841C, P34 = 0.000749141C.
Suppose C = 1/P12; then from (13), we obtain
A =
∥∥∥∥ 1 0 0 −3.75565 · 10−50 1 0.00031 0
∥∥∥∥ .
Note that the numbers s˜1
1/2 = 3.0739, s˜2
1/2 = 5.1995, s˜3
1/2 =
7.3054 presented above are almost the same as the first three exat
values s1
1/2
, s2
1/2
, s3
1/2
orresponding to rigid lamping. This means
that the unknown dis fastening inaessible to diret observation has
been orretly determined.
Example 2. If s˜1
1/2 = 1.8312, s˜2
1/2 = 4.4629, s˜3
1/2 = 6.6502
orrespond to the first three natural frequenies ωi determined by a
frequeny meter with an auray of 10−4, then the solution of set (12),
aurate to a onstant, has the form
M12 = −9.31C, M13 = 201420C, M24 = −2.6702C, M34 = C.
Using (21) and (23), we get
P12 = −9.310013258C, P13 = 201420C,
P24 = −4.62276 · 10
−5C, P34 = 1.00012342C.
Suppose C = 1/P13; then from (14), we obtain
A =
∥∥∥∥ 1 0 0 −4.96536 · 10−50 −4.62219 · 10−5 1 0
∥∥∥∥ .
Note that the numbers s˜1
1/2
, s˜2
1/2
, s˜3
1/2
presented above are almost
the same as the first three exat values s1
1/2
, s2
1/2
, s3
1/2
orresponding
to the free support. This means that the unknown dis fastening ina-
essible to diret observation has been orretly determined.
Example 3. If s˜1
1/2 = 1.5178, s˜2
1/2 = 3.1145, s˜3
1/2 = 5.4651
orrespond to the first three natural frequenies ωi determined by means
of instruments for measuring natural frequenies with an auray of
10−4, then the solution of set (12), aurate to a onstant, has the form
M12 = −140260C, M13 = 154.74C, M24 = 140150C, M34 = C.
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Using (21) and (23), we get
P12 = −140260C, P13 = 76.931C,
P24 = 140150C, P34 = −76.870C.
Suppose C = 1/P12; then from (13), we obtain
A =
∥∥∥∥ 1 0 0 −0.999220 1 −0.00054849 0
∥∥∥∥ .
Note that the numbers s˜1
1/2
, s˜2
1/2
, s˜3
1/2
presented above are al-
most the same as the first three exat values s1
1/2
, s2
1/2
, s3
1/2
, whih
orrespond to elasti fixing with matrix
A =
∥∥∥∥ 1 0 0 −10 1 0 0
∥∥∥∥ .
This means that the unknown dis fastening inaessible to diret ob-
servation has been satisfatorily determined.
Thus, the form of the dis fastening of varying thikness an be de-
termined from the first natural frequenies measured by speial instru-
ments.
Note that we hoose suh a partiular variation law for the thikness
of the dis to be preise. If the variation law for the thikness of the
dis is different from that adopted in this study, then the mathematial
formulation and the proposed proedures of solving of the diret and
inverse problems remain valid. In this ase we must substitute linearly
independent solutions of orresponding differential equation for u1 and
u2 in (7), whose are not singular at r = 0, and the orresponding linearly
forms for L1, L2, L3, L4 in (6).
Diret problems on hydroelastiity and aeroelastiity are onsidered
in [25, 26℄. Similar inverse problems an be solved by means of the
method proposed in this paper.
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