We propose an algorithm to estimate the motion between two images. This algorithm is based on the nonlinear brightness constancy assumption. The number of unknowns is reduced by considering displacement fields that are piecewise linear with respect to each space variable, and the Jacobian matrix of the cost function to be minimized is assembled rapidly using a finite element method. Different regularization terms are considered, and a multiscale approach provides fast and efficient convergence properties. Several numerical results of this algorithm on simulated and real geophysical flows are presented and discussed.
Introduction
Estimating the motion of a fluid is of great interest, particularly in geophysics where the fluid can be the atmosphere or the ocean. Applications of the motion estimation in this domain include the assimilation of images data in atmospheric or oceanographic models, and a possible improvement of the forecasts. Indeed, the poor predictability of extreme oceanic or meteorological events (e.g. cyclones and storms for the atmosphere, El Niño for the ocean) has dramatic consequences. These events are usually visible on satellite images several days before they become extreme, but they are generally not used for forecast, and these data are not considered within the data assimilation process. Such satellite images contain a huge amount of data, that should be assimilated in order to improve the forecast quality.
The numerical forecast of geophysical fluids is extremely difficult, mainly because they are governed by the general nonlinear equations of fluid dynamics. Such nonlinearities are source of a huge sensitivity to the initial conditions, and then an ultimate theoretical limit to deterministic prediction. This limit is still far from being reached, and substantial gain can still be obtained in the quality of forecasts. Over the past 20 years, observations of ocean and atmosphere circulation have become much more readily available, as a result of new satellite techniques. For example, the use of altimeter measurements has provided extremely valuable information about the sea-surface height, but very few observations of the dynamics and the velocity fields of the oceans are currently available, and hence assimilated.
The huge amount of information provided by satellite images must therefore be exploited, as more and more space-borne observations of increasing quality are available. Ocean observations are provided by AVHRR, Modis, . . . , and dynamic observations of the atmosphere are provided by operational meteorological satellites, in geostationary (Meteosat, GOES, GMS, . . . ) or polar (AVHRR, MetOp) orbit [6] .
Several ideas have been very recently developed to assimilate image data. A first idea consists of identifying some characteristic structures in the image and then tracking them in time. This is currently developed in meteorology, using an adaptive thresholding technique for radiance temperatures in order to identify and track several cells [22] . Another idea is to consider a dual problem and to create some model images, coming from the numerical model itself, and to compare the satellite images with these model images, using for example a curvlet approach [21] . The main difficulty comes from the definition of an image model, able to create a synthetic image from a numerical model solution [16, 17] .
The main concept of this paper is to define a fast and efficient way to identify, or extract, velocity fields from several images (or a complete sequence of images). Assuming this point, we would then be able to obtain billions of pseudo-observations, corresponding to the extracted velocity fields, that could be considered in the usual data assimilation processes. The main advantage of such an approach is to provide a lot of information on the velocity, which is a state variable of all geophysical models, as it is much more easy to assimilate data that are directly related to the state variables. We should mention that a satellite image can have a resolution of 5000 × 5000 pixels, and that some satellites transmit such images every 15 to 30 minutes [14] . We propose in this paper a way to identify one velocity vector for each pixel of the image. Then, if we consider the meteorological case, in which periods of 6 hours are considered, the amount of information that can be extracted from the images of one meteorological satellite (nearly half a billion pixels) is at least 10 times larger than the currently assimilated data. Of course, we will see that all the identified velocity fields are not reliable, mainly when there is no visible characteristic phenomenon, but we should be able to provide an amount of information that is comparable to the currently assimilated observations. The hypothesis that is underlying this work is that the grey level of the points are preserved during the motion, this is known as the constant brightness hypothesis. The constant brightness hypothesis was introduced in [15] , and the linearized equation derived from this hypothesis is the cornerstone of optical flow methods [20, 3, 4] .
Fluid motion estimation was considered by numerous authors for several years. An established technique for experimental measurements is particle imaging velocimetry (PIV), where tracer particles are included inside the flow, and spatio-temporal cross-correlation techniques are used to estimate the motion of subwindows of the domain. The quite large size of the interrogation windows usually implies some poor local motion estimation, as several particles with different velocities are considered [1, 7] .
A variational approach is presented in [2] where a cost function similar to ours is minimized in the context of incompressible fluids, but an initial guess provided by cross-correlation is required. Some authors replace the constant brightness assumption by an integrated continuity equation [12, 8] in order to take into account the spreading of intensity sources. In [9] a small number of vortex and source particles that describe the motion are retrieved.
Several approaches have also been specifically proposed for the estimation of fluid flow velocity, based on models derived from the physical laws governing fluid mechanics (e.g. the continuity equation) [11, 18, 8] . Several regularizations have also been studied, from standard first order norms to second order div-curl operators.
We propose here to use an integrated version of the constant brightness hypothesis. Instead of linearizing the constant brightness hypothesis like in standard optical flow techniques, we define a non-linear cost function that takes into account the fact that time sampling occurs at a finite rate. Moreover, the combination of bilinear interpolation of gray-levels with spatial regularization provides an accurate estimation of sub-pixel motion.
The cost function obtained from the integrated constant brightness assumption is minimized in nested subspaces of admissible displacement vector fields. The vector fields that we consider are piecewise linear with respect to each space variable, on squares defined by a grid. This grid is iteratively refined, and at each level the optimal displacement field is estimated rapidly since the Jacobian of the cost function is assembled using a finite-element method (only one reading of the data is required). This paper is organized as follows. In section 2, we present a description of our algorithm with different regularization terms, a way to consider a multiscale approach, and an estimator of the quality of the results. Then in section 3 we present the results of extensive numerical experiments on simulated data. Section 4 is devoted to numerical results on two different kinds of real data. Finally, some concluding remarks and perspectives are given in section 5.
Description of the algorithm
This section is devoted to the description of the algorithm that we use. The main ingredient, namely the procedure of assembling the Jacobian matrix, was described in [10] .
Nonlinear cost function
The velocity estimation relies on the following hypothesis: the brightness of the points does not change between successive frames (at least when the time step between successive images is small enough). Let Ω denote the rectangular domain where the images are defined. The motion between the instants t0 and t1 where the images are I0 and I1 is then the vector field (u, v) such that for every point (x, y) ∈ Ω, I1(x + u(x, y), y + v(x, y)) = I0(x, y).
(
A vector field satisfying equation (1) is not unique, this is known as the aperture problem in optical flow. Moreover, measurements error make the equality (1) unlikely to be strictly satisfied. We propose a least squares optimization to replace the exact equality (1) . Denote L the set of Lipschitz vector fields. Consider the following function:
where the vector field (u, v) ∈ L and the images I0 and I1 are continuously differentiable. The map F is differentiable with respect to (u, v), and for (u, v) ∈ L and d = (du, dv) ∈ L,
The optimal displacement vector field between the images I0 and I1 minimizes the following cost-function:
where R(u, v) is a spatial regularization term and α is the regularization factor. Our numerical experiments used different spatial regularization terms, these are described in subsection 2.2 below. The minimum of J is estimated in a nested sequence of subspaces of L. On a small dimensional subspace, the optimization is efficient and the algorithm is not trapped in local minima. The result is used as initial guess to minimize J in a larger subspace. The subspaces and the minimization strategy are described in subsection 2.3.
Regularization
The following regularization terms were used in our numerical experiments. In these definitions, . represents the L 2 norm of a scalar or vector field on the image.
In all the cases, the regularization term is the square of the image of (u, v) by a linear operator S. Below, we use the unifying following notation:
where S is a linear operator. Some scalar coefficients have also been considered in order to weight the different terms of a given regularization.
Multiscale approach and optimization
The minimization of the cost-function J is performed in nested subspaces:
where the set Cq of admissible displacement fields at the scale q contains piecewise affine vector fields with respect to each space variable, on squares of size q × q pixels.
The space C16 is typically of small dimension, hence the minimization of J on C16 is fast and robust when a zero vector field is used as initial guess. The optimal vector field obtained at a given scale in the space Cq is used as initial guess to find the minimum at the finer scale in the space C q/2 .
We assume for simplicity that the dimensions (n, m) of the images satisfy n = 16N + 1 and m = 16M + 1. At the scale of q × q pixels, control points are defined with coordinates in Xq × Yq, where Xq = (1, q + 1, 2q + 1, . . . , The optimization of J on Cq is performed by a Gauss-Newton method. When an initial guess (u 0 , v 0 ) is given, the k-th iteration reads
where (du
where
is the Jacobian matrix of the error, and S is the linear operator associated to the regularization term.
The matrix DF T DF is sparse, it is assembled by reading once the data, using a finite-element loop over the squares between the control points. The right-hand side vector DF T F is also assembled rapidly. The precise justifications and formulas are provided in [10] . The term S T S associated to the spatial regularization parameter is easy to compute.
The equation (11) is solved using a conjugate-gradient method without preconditioning.
Quality estimate
An estimation of the quality of our results is highly motivated by the application we presented in introduction, namely data assimilation. A well known issue and a crucial point in data assimilation is the knowledge of the statistics of observation errors. Hence, we propose here an estimation of the quality of the pseudo-observations identified by our algorithm. In order to assess the quality of the retrieved motion, a first idea could be to measure the difference of gray-level after registration. This simple idea can be improved by observing the type of images that we propose to process: some large zones have a constant gray-level. In these zones, any displacement estimate (that keeps the points inside the zone) would match the gray-levels before and after the registration. In fact, the displacement estimates in these zones depend strongly on the regularization term. The fact that the gray-levels are matched after registration does not provide relevant information.
For this reason, we propose a normalized quality estimate, where the quality of the motion depends on the ratio between the gray-level differences before and after registration:
We can clearly see that if the two images were quite different on a pixel (x, y) before the process, and much less different after, then the estimate e is nearly equal to 1. We will further see that in some regions of the images, there is almost no signal, and then the two images are equal, both before and after the identification process. This leads to an estimate e equal to 0, not because the identified velocity is wrong, but because we cannot quantify whether it is good or not.
3 Numerical results on simulated data
Description of the shallow water model
The shallow water model (or Saint-Venant's equations) is a basic model, representing quite well the temporal evolution of geophysical flows. This model is usually considered for simple numerical experiments in oceanography, meteorology or hydrology. The shallow water equations are a set of three equations, describing the evolution of a two-dimensional horizontal flow. These equations are derived from a vertical integration of the three-dimensional fields, assuming the hydrostatic approximation, i.e. neglecting the vertical acceleration. There are several ways to write the shallow water equations, considering either the geopotential or height or pressure variables. We consider here the following configuration:
where the unknowns are u and v the horizontal components of the velocity, and h the geopotential height [5] . The initial condition (u(0), v(0), h(0)) and no-slip lateral boundary conditions complete the system. The other parameters are the following:
• ζ = ∂xv − ∂yu is the relative vorticity;
• g * is the reduced gravity;
• f = f0 + βy is the Coriolis parameter (in the β-plane approximation);
• r is the friction coefficient.
We consider a numerical configuration in which the domain is a square of 3 × 3 square meters, with no-slip boundary conditions, and the length of the time period is 500 seconds. The time step is 10 −2 second, i.e. there are 50000 timesteps, and the spatial resolution is 6 millimeters, i.e. there are 500 × 500 gridpoints. From a physical point of view, such a configuration is equivalent to a much larger configuration (e.g. a 2000 km × 2000 km square domain, and a time period of several days). This model has been developed by the MOISE research team of INRIA Rhône-Alpes [5] .
This model is coupled with an advection-diffusion equation:
where c is the concentration of a passive tracer (e.g. chlorophyll in oceans), and (u, v) is the fluid velocity.
We also add to this equation an initial condition c(t = 0). We consider then a trajectory of this shallow water model coupled with a concentration equation, from which a concentration image is extracted every 100 time steps. Figure 
Estimation of velocity fields between two images
Two consecutive images are extracted from these simulated data, see figure 3 . We recall that one image is obtained from this model every 100 time steps, and hence there are 100 time steps (or 1 second) between these two images. We applied our algorithm to these two images, with the aim of identifying the entire velocity field. The regularization norm is R1, defined by equation (5). Figure 4 shows the longitudinal and transversal components of the identified velocity, and the corresponding velocity field. This result has been obtained without any multiscale approach, and without any a priori estimation of the velocity (i.e. the algorithm was initialized with u = 0 and v = 0). The structure of a vortex can be identified from these figures: the longitudinal component is negative on the top and positive on the bottom, and the transversal component is negative on the left and positive on the right side. This is the characteristic structure of a counterclockwise rotating vortex. Moreover, the mean of the longitudinal component of the velocity is slightly negative and the mean of the transversal component is slightly positive. We have then identified a global displacement of the vortex to the top left of the domain.
We can simply quantify the identification of the velocity field, by having a look at the difference between the second image I1 and the first image I0 transported by the velocity. Figure 5 shows this difference at the beginning of the algorithm, when we initialize with a constant null velocity field, and at the end of the algorithm, with the identified field. It is clear that the first image has been well transported to the second one, and the reconstructed velocity field is reliable. Figure 5 (right) shows the evolution of the first term of the cost function (see equation (3)) versus the iterations of the minimization process. Note that here only the difference between the two images (the first one being transported to the second one) is shown, not the regularization term. The algorithm converges in a few tens of iterations, and there is a sharp decrease in the very first iterations. This result proves the quality of the regularization and the efficiency of our algorithm, as one should keep in mind that we do not need any a priori estimation of the velocity field. The computation time is nearly 1 hour, as one iteration costs 3 minutes, with Matlab(R) on a 2.0 GHz laptop.
Finally, these results are compared with the true velocity field, as the data are extracted from a known model trajectory. Figure 6 shows the true velocity components and field at time step 25001. It is difficult to compare this figure with figure 4. First, the scale is not the same in both figures, as one figure comes from the numerical model, showing a velocity in meters per second, and the other one shows an identified velocity in pixels per frame. As one pixel corresponds to 6.10 −3 meter, and the time difference between two images is 100 time steps, i.e. 1 second, there is a 6.10 −3 ratio between considering m.s −1 and pixel.f rame −1 velocities. For example, the maximum amplitude of the identified velocity is 1.8 pixel per frame, i.e. 1.08 × 10 −2 m.s −1 . The global structure (vortex) of the velocity has been retrieved, but there is a difference between the identified velocity, that we should call apparent velocity, and the true velocity, both in shape (croissant shape instead of circular) and in amplitude (ratio ∼ 2). The difference (after rescaling from pixels to meters) between the apparent and true velocities comes from one main issue: the images are not acquired all the time, but every 100 time steps. Hence, in order to have a fair comparison, we should compute a global velocity field, corresponding to the displacement during 100 time steps, from the 100 instantaneous velocities produced by the model, but this is an extremely difficult point. This global velocity is in some sense a Lagrangian integration during 100 time steps of the instantaneous velocity. This point should be addressed before considering the assimilation of such pseudo-observations, but the use of Lagrangian data assimilation schemes would probably help. Anyway, we have seen that the apparent velocity is very well identified, as the first image is well transported towards the second one.
In a more general framework, several other issues may increase the difference between apparent and true velocities. For example, there could be some vertical velocity, and the apparent velocity would be some two-dimensional projection of a three-dimensional evolution. In this case, as the data come from a synthetic two-dimensional experiment, we don't have this problem. A second issue comes from the tracer transport modeling. Equation (14) does not reproduce quite well the transport phenomenon, but in this case, we also don't have this problem, as the tracer concentration images are extracted from a trajectory of this equation. Finally, this difference is well known in wave propagation problems, as one can have a null apparent velocity while the true velocity is not equal to zero, and we refer to this domain for a more detailed comprehension of this problem (see e.g. [19] ).
Choice of the regularization
We now study the impact of the regularization norm on the results. We will consider the final value of the cost function as a criterion for the quality of the identified velocity field, as it measures exactly the difference between the second image and the first one transported to the second one. We initialize all minimization processes with u = 0 and v = 0, and we consider 10 iterations. 
The first remark is that the R1 and R div/curl regularizations produce the same results, both for the cost function and the identified velocity field. This can be explained by the mathematical equivalence of these two norms, provided the velocity field has homogeneous boundary conditions (which is almost the case here). These two regularizations provide the best results, from all points of view: fastest decrease of the cost function, shape of the identified velocity, global structure of the velocity (translation to the top left, and counterclockwise rotating vortex).
Then, the R ∇div/∇curl regularization has comparable results: the decrease of the cost function is a little bit slower, but the final value is the same. The velocity field is a little more smooth, but this can easily be explained by the equivalence of this norm with the L 2 norm of the Laplacian (still in the case of homogeneous boundary conditions).
Some regularizations produce clearly bad fields, from a physical point of view. For example, the R curl regularization has absolutely no interest, as the velocity field cannot have a small curl. We can also see that the solutions identified with the R0 or R ∇div regularizations, or without any regularization, are not very good, concerning both the decrease of the cost function and the identified field. Finally, the most physical regularization is probably R div , as we expect a null divergence velocity field in geophysical flows. But the decrease of the cost function is not as good as some other regularizations, and the identified field has several false secondary recirculation vortices that are imposed by the transport constraint between the two images. Moreover, considering that the images are acquired every 100 time steps only, the velocity we want to identify between these two images is a time Lagrangian integration of many instantaneous velocities, and it cannot have a divergence equal to zero (e.g. in the case of a perfect rotating vortex, by integrating many curl fields, one can obtain a curl-free field).
From the results presented in figures 7 and 8, we decide to consider only the R1 regularization in all the following experiments.
Multiscale approach
We present here a multiscale approach of our algorithm. We still initialize with u = 0 and v = 0, and we now look for a piecewise affine velocity field. We first work on a coarse grid, every 16 × 16 pixels, and identify a velocity field between the two images I0 and I1 which is piecewise affine every 16 × 16 pixels. We then provide this field as an initial guess to our algorithm, in order to identify a 8 × 8 piecewise affine velocity field, and so on. For each refinement of the mesh, we use the previous identified field (on a coarse grid) as an initial guess for the optimization process on the finer grid. At the end of the process, we obtain a field on the finest mesh, i.e. an estimation of the velocity at each pixel of the image. We use in the following the regularization R1 defined by equation (5), as it provided the best quality results and it is one of the simplest norms. figure 10 (left). Another interesting point is that the final solution is equivalent to the identified velocity field in the non multiscale approach, because the final value of the cost function is nearly equal to the final value in the non multiscale approach. The computation time of this multiscale minimization is nearly 1 hour, which is also equivalent to the previous approach.
We now consider a faster multiscale approach, in which we perform 5 iterations on the coarse grid (piecewise affine field every 16 × 16 pixels), and on finer grids the mesh is refined every iteration. This is motivated by figure 10 (left) , which clearly shows that the minimization is mainly due to the first iteration after each refinement, and also by figure 9, which shows that the solution on the coarse grid is a very good approximation of the final solution. The final velocity identified by this faster multiscale approach does not differ much from the solution of the previous approach. This is confirmed by the final value of the cost function (569 instead of 568 in the previous multiscale approach), represented in figure 10 (right) . Moreover, the computation time is now 6 minutes, which should be compared with the computation time of one iteration on the finest mesh (3 minutes). In the same time, without any multiscale approach, we would be able to perform only 2 minimization iterations, and the solution would not be so good: the cost function nearly equals to 740 in the non multiscale approach after 2 iterations. This fast multiscale approach is equivalent to 6 iterations of the non multiscale approach, and hence we have divided by 3 the computation time for the same results. Moreover, for some few images of this simulated movie, the non multiscale approach was unable to converge towards a realistic solution, i.e. with a vortex located in this part of the image, using a constant (zero) velocity field as initial guess, whereas the multiscale approach has always provided the same kind of results. This is probably the most noticeable point of this approach.
For the further experiments, we will only consider this multiscale approach, as it provided nearly the best results, in a very short time.
Quality of the identified velocity
We now want to estimate the quality of the identified velocity. For this purpose, we use the quality estimate defined by equation (12) . We applied the previously defined multiscale approach to the same two images, and the corresponding identified velocity is given in figure 9 , on the right side. The quality estimate is represented in figure 11 . Observe first that the two original images are equal on a large part of the domain, and hence the estimate is equal to zero almost everywhere, except in the vortex zone. This is due to the fact that any velocity field is able to transport one image to the other one in a region where they are constant and equal, and the quality of the identified field cannot be estimated. But in the vortex part, where the two images differ quite largely, the quality estimate has a large value, more than 90%, which confirms that the identified velocity is able to transport one image towards the second one in a very precise way.
As one application of velocity identification from images in geophysics is data assimilation, it is crucial to be able to provide with the observations some estimation of their quality, or their statistics of errors. 
Temporal regularization
We now assume that we have more than 2 consecutive images, say N + 1 images, denoted by
The idea is to apply the previous algorithm in its multiscale approach with the appropriate norm in order to retrieve the velocity field V1 between the two first images I0 and I1. Then, for each pair of consecutive images {I k , I k+1 }, we use the previous (in time) identified velocity V k as an initial guess for finding V k+1 , the velocity field between I k and I k+1 . This temporal preconditioning was applied between images number 251 and 262 (i.e. time steps 25001 and 26101), in order to retrieve 10 velocity fields, and for each pair of consecutive images, we used the previously identified velocity as an initial guess for the next velocity field. Figure 12 shows some of these identified fields: between 251 and 252, 256 and 257, and 261 and 262 respectively. Figure 13 shows on the left the evolution of the cost function during this process. For each pair of images, we can clearly see the first 5 iterations on the coarse grid, using the previously identified field as an initial guess, and then 1 iteration on each refined grid (see the previous sections for more details on this multiscale approach). This result can be compared with the same process, in which we do not use a previously identified field for the initialization of the minimization process. It is shown in figure 13 on the right. The first remark is that the results are mainly the same, as the final values of the cost function (for the 10 velocity fields) are between 583 and 621 without regularization, and between 560 and 602 with regularization. But if we look more in details at the curves, we see that only 2 (or 3 in the worst cases) iterations are needed to achieve the convergence on the coarse grid in the regularized case, whereas at least 4 (and sometimes 5) iterations are required in the unregularized case. And then, the refinement process gives almost the same results. So, the temporal regularization allows one to perform twice less iterations on the coarse grid. But the computational cost would be nearly the same, as one iteration on the coarse grid is nearly free. The only advantage may appear when the cost function has several local minima (e.g. if the regularization term is not large enough), and in this case, a good initial guess is required for the minimization process.
One can also consider a different kind of temporal regularization, by adding a regularization term to the cost function:
where J(I k , I k+1 ; u, v) is the difference between the transported image I k and I k+1 (see equation (3)), R(u, v) is the spatial regularization term (see e.g. equation (5)), and the third term is the temporal regularization. The minimum of this cost function will be (u k+1 , v k+1 ). It is still possible to use u = u k and v = v k as a first guess for the minimization process, as in the previous case. We do not show the corresponding numerical results as they are not much different from the results previously discussed.
Object tracking
We now present an application of the 3D (2D in space + time) identification process. Assume that we have a particular object in the first image. In our case, we can identify one specific vortex. We can then limit the identification process to a region around this object. This region is propagated from one pair of images to the next one by the mean of the identified velocity. This allows to track this object in time. Figure 14 shows the result of our tracking algorithm. We still consider the same starting image, in which we have defined a region of interest (represented by the red rectangle) of size 130 × 130. We have considered 100 successive images, from time step 25001 to 35001 (i.e. images number 251 and 351), and for each pair of consecutive images, we have identified a velocity field in the region of interest only, simply by applying our previous identification algorithm to the selected region instead of the entire image. Then, the red rectangle is propagated from one time step to the next one by the mean of the identified velocity. Figure 14 shows the tracking result after 50 and 100 images. The center of the vortex is still in the middle of the red box, even after 100 images, i.e. 10000 time steps of the numerical model. This result confirms that between two images, the apparent velocity is very well retrieved, and hence the displacement of the object is also well identified.
The time computation of this entire simulation (100 images) is less than 4 minutes. This is due to the drastic reduction of the problem size, as we identify the velocity in a small region of the image, and each velocity identification costs around 2 seconds.
However, in some experiments where the selected region is too small, the tracking is not so good, there can be a 10 to 20% difference between the the tracked region and the object of interest after 100 images. This is mainly due to a too small region, and the quality of the identified field is degraded, and also the mean of the identified field in this small region does not give a good estimation of the global displacement. The best way to track the object is to consider a reasonably large zone, e.g. not much smaller than in the example in figure 14 .
Numerical results on experimental data 4.1 First experiment: colorant in water
We now consider data extracted from several experiments on the Coriolis rotating platform [7] . A large rotating turntable (diameter: 13 meters) allows to reproduce the oceanic or atmospheric flows. Some colorant is inserted in the water as the platform rotates, and among the various measurement devices, a camera takes pictures of the experiment [13] . We consider two consecutive images extracted from these experimental data, see figure 15 . The multiscale approach of our algorithm is used (see previous sections), looking first for a piecewise affine velocity field every 16 × 16 pixels, and then refining 4 times the mesh. The number of iterations is 50 on the coarse grid, and 1 on the finest grid. For each intermediate mesh, the minimization process is stopped when the decreasing rate of the cost function is lower than a threshold. Figure 16 shows the identified velocity components and field, using this multiscale approach. The velocity field is represented every 12 pixels for visualization reasons. We have performed 50 iterations on the coarse grid (16 × 16), then 5 on the 8 × 8 grid, 3 on the 4 × 4 grid, 1 on the 2 × 2 grid and 1 on the fine grid. The total computation time is less than 5 minutes. Note that, unlike the previous simulated experiments, the transversal and longitudinal components of the velocity do not have a zero (or nearly) mean. The first component has nearly −10 and 8 as extremal values, with a mean nearly equal to −2, whereas the second component has −7 and 21 as extremal values, with a mean nearly equal to 6. We recognize the characteristic shape of a vortex: if we subtract the mean velocity, the longitudinal velocity is positive on the bottom and negative on the top of the domain, and the transversal velocity is positive on the right and negative on the left. Then, the global structure of the displacement is a rotating (counterclockwise) vortex in a translation field to the top (and a little bit left) of the domain. Figure 17 shows the evolution of the cost function versus the iterations. Here again, the crucial point is to perform a lot of iterations on the coarse grid, in order to identify the global structure of the velocity. Then, the refinement only gives details. This is why we have considered a large number of iterations on the coarse grid, and then very few iterations on the refined meshes. For a comparison, we tried with only 20 iterations on the coarse grid, and then twice more iterations on each refined mesh, and the final solution is worse (the final value of the cost function is higher) whereas the computation time is nearly twice larger. In order to see the interest of the multiscale approach, we tried to identify directly the velocity on the finest grid, starting from a constant and null initial velocity field (i.e. without any a priori initial guess). Using the same computation time as the multiscale approach, i.e. 5 minutes, we were able to perform only 3 iterations, and the final result is not satisfactory because the final value of the cost function is 2.4 × 10
4 (nearly what we get in less than 10 iterations on the coarse grid, in the multiscale approach), and the identified velocity does clearly not show a rotating vortex. Even after 10 iterations, the identified field is far from being good, and the first image is not very well transported to the second one. Finally, in order to visualize the quality of the reconstruction, figure 18 shows the difference between image I1 and image I0 transported by the velocity field. On the left, we present the initial difference, using a constant and null velocity field. On the right, using the same scale, we have the final difference. The identified velocity transports very well the first image towards the second one. We can conclude that our identification algorithm of the apparent velocity works well on these experimental data. Figure 19 shows the quality estimate of the identified velocity, from 0 (for unreliable data) to 100% (for a perfect identified velocity). The quality estimate is equal to 0 in most of the image. This is due to the lack of signal in both images (see figure 15 ). In the interesting part of the image, i.e. the vortex, there is some difference between the two original images, and hence the estimate can be computed. We can see that it is very high, globally larger than 90%. This was predictable from figure 18, in which we clearly see the good agreement between the transported image I0 and image I1.
We have also tried our algorithm on other images from the same experimental movie, with the same kind of results. We have also performed some simulations on another experimental movie, corresponding to the same kind of experiment (colorant inside water, on the same rotating platform, but different initial shape of the vortex), with the same kind of results also.
We should mention that on this experiment, we were able to compare qualitatively our results with the PIV (particle imaging velocimetry) software used in the Coriolis platform [7] . The shape and global structure of the identified velocity fields is totally comparable, but the main disadvantage of PIV methods is to reduce drastically the resolution of the results, as it may produce 100 to 1000 times less vectors than pixels.
Second experiment: particles in water
We now consider a second experiment performed on the Coriolis rotating platform, in which some particles replace the colorant. shows two images extracted from this other experimental movie. The structure of the velocity is the same as in the previous subsection: a vortex in a global translation displacement. We used the same multiscale approach as in the previous subsection, using a large number of iterations on the coarse grid, and then very few iterations on the refined grids, and finally only 1 iteration on the finest grid. Figure 21 shows the identified velocity components and field, using this multiscale approach. The velocity field is represented every 12 pixels for visualization reasons. The identified velocity is quite smooth, even though the regularization coefficient is the same as in the previous experimental results. Here again, it is very easy to see the global structure of the velocity field, with a characteristic counterclockwise rotating vortex, nearly located in the middle of the image. The global displacement of the structure is a small translation to the top, as the mean of the longitudinal components is nearly zero whereas the mean of the transversal component of the velocity is slightly positive. Figure 22 shows the results of the identification process. On the left is represented the difference between the two original images, and on the right, the difference between the second image and the first one being transported by the identified velocity. Even if the original difference looks quite big, with a lot of small displacements everywhere, one can see that the smooth identified velocity provides a very good transport between these two images, as the difference has been drastically reduced. Figure 23 shows the evolution of the cost function during the minimization process. Once again, it appears clearly that the global decrease of the cost function is done on the coarse grid, and it seems extremely efficient and fast to first identify the global structure of the velocity on the coarse grid, and then refine for details. The total computation time of this experiment is 7 minutes. We have compared the previous results with a non multiscale approach, on the same images, with the same numerical parameters. We have performed 10 iterations in the minimization process. We should recall that the identification process is done directly on the fine grid (1 × 1 pixel), and without any initial guess on the velocity field. Figure 24 shows the corresponding results. On the left are represented the two components of the identified velocity after 10 iterations, and on the right the quality of the transport between the two images. Several conclusions can be drawn from this figure. Firstly, the computation time of this experiment was 33 minutes, more than four times the computation time of the previous multiscale approach. Secondly, the quality of the identified field is not good, as can be seen in figure 24 on the right (this figure should be compared with figure 22 on the right) . The right part of the vortex has not been well transported. Moreover, the convergence of the algorithm was achieved after these 10 iterations, and the final value of the cost function is more than 1.5 times the final value in the multiscale approach. All these remarks clearly demonstrate the interest of a multiscale approach, both for regularizing the problem, and for a fast and effective estimation of the velocity field. (12) corresponding to the identified velocity, both on the fine grid (1 × 1 pixel) and on a coarser grid (4 × 4 pixels). The scale goes from 0 for a totally untrustable velocity to 100% for a fully reliable velocity. One should notice that outside the vortex, the quality is poor. This is due to the fact that there is more or less nothing in both images, and then there is no way to assess that we have identified the right velocity. For example, in the bottom right corner, both images have a signal equal to 0, and then any reasonable velocity can transport a zone of 0 to another one. On the contrary, in the vortex zone, the quality is much better, and is globally higher than 75%. This is due to the high signal in both images and also to the identification of an efficient transport field between the two images in this zone. We have previously seen in figure 22 that the quality of the identified velocity is very good in the high signal parts of the images, and this is confirmed with this estimate. The right part of figure 25 shows the same estimate on a coarser grid, and the corresponding estimate is a little bit smaller, because it is impossible to transport exactly a 4 × 4 pixels block to another one, and hence the difference between image I1 and transported image I0 is larger.
Conclusion
In this paper we presented an algorithm to estimate the motion between two images. This algorithm is based on the constant brightness assumption. A multiscale approach allows us to perform a minimization of the cost function in nested subspaces, the Jacobian matrix of the cost function being assembled rapidly at each scale using a finite element method. The coarse estimation allows one to avoid local minima, while the fine scales give more precise details. Several regularization terms are discussed, and it appears that the L 2 norm of the gradient gives reliable results.
The results of this algorithm on simulated and real fluid flows are presented, and they are encouraging both from their computational efficiency and from the quality of the estimated motion.
As explained in the introduction, the extracted velocity fields can be seen as pseudo-observations of the velocity of the fluid, and the next step will be to consider the assimilation of these data. The results should be compared with the assimilation of classical data (e.g. sea surface heights in the case of oceanographic systems).
