We introduce a novel formulation for geometry on discrete points. It is based on a universal differential calculus, which gives a geometric description of a discrete set by the algebra of functions. We expand this mathematical framework so that it is consistent with differential geometry, and works on spectral graph theory and random walks. Consequently, our formulation comprehensively demonstrates many discrete frameworks in probability theory, physics, applied harmonic analysis, and machine learning. Our approach would suggest the existence of an intrinsic theory and a unified picture of those discrete frameworks.
Introduction
Mathematical approaches play an essential role in understanding of practical harmonic techniques. Though differential geometry has contributed to the theoretical studies of the Laplacian, it does not work on discrete points, such as data. In order to formulate its discrete analogue on a set of points, we focus on a universal differential calculus [14, 17] , which has an advantage to define the exterior derivative without any additional assumption on points, likesuch as continuous models or graphs. Since it is also possible to extend it to define the (discrete) Laplacian, this framework is naturally expected to provide a unified view among Laplacian-based algorithms in applied harmonic analysis and machine learning. Therefore, in this paper, we aim to construct a general formulation to enable differential geometry to work on discrete points with the help of a universal differential calculus, and then study how it shows geometric relationship of frameworks in applied harmonic analysis, machine learning, and so on.
In order to build a general setting, we start from defining a differential 1-form, a measure on functions, an inner product on 1-forms, and the Dirichlet energy over a set of discrete points, which is regarded as a manifold. Then, the Laplacian is immediately given as the Laplace-Beltrami operator. It is worth emphasizing that this Laplacian is compatible with (2.20) that given in spectral graph theory [8, 27] and random walks [25, 1] . Finally, we define the Fourier transform and the curvature vector of an embedding, which characterize geometric aspects of points. In summary, our formulation for differential geometry on discrete points consists of those in Table 1 .1.
To show advantages of this formulation, we demonstrate three types of applications. First, we study a graph based frameworks; spectral graph theory and random walks. There, we review useful techniques for other applications to verify compatibility between our setting and theirs. Second, we figure out geometric aspects of principal component analysis and classical many-body physics. Though these frameworks are usually not explained in geometric contexts, a covariance and a force are interpreted as the Dirichlet energy and the curvature vector respectively. Third, we understand practical applications, signal processing and manifold leaning, in applied harmonic analysis and machine learning by their relations with other frameworks. This paper is organized as follows: In §2, we explain the way to construct discrete differential geometry as in Table 1 .1. Since this section is discussed in an abstract manner, we summarize main concepts by matrix description in §3 for the sake of the reader. In §4 and §5, we review some results from spectral graph theory and random walks, in §6 and §7, we explain geometric viewpoints in principal component analysis and physics, and last we study signal processing and manifold learning in §8 and §9 respectively.
Differential geometry on discrete points
In this section, we review a universal differential calculus, and then define differential geometry on a set of discrete points.
In §2.1, we check algebraic aspects of a set of functions over discrete points. Then, we build a geometric setting in §2.2. The Laplacian, the Fourier transform, and the curvature vector are introduced in §2.3, §2.4 and 2.5 respectively. Their matrix description is explained in §3.
universal differential calculus
We recall algebraic structures on functions to make sure the definition of a universal differential calculus. See also [13, 17] for reference.
Let V be a finite set. Without loss of generality, we can assume V = {1, 2, · · · , n}. The set of functions {f : V → R} is denoted by A, which is an R-vector space in a standard manner. It is useful to take its basis {e i ∈ A} i∈V as e i (x) = δ ix , where δ ij is Kronecker's delta. Define a productσ : A × A → A as pointwise:
(2.1)
By bilinearity,σ decomposes into two maps ι :
. It is easy to see these maps ι and σ are given as
We set 1 A as the constant function taking a value 1, which is written as 1 A = i∈V e i . The equation f · 1 A = f = 1 A · f follows from the definition (2.1), or is checked by e i · e j = δ ij e i . Then, we define left and right actions on
respectively. The next proposition follows:
A is an R-algebra with the productσ and the unity 1 A . A ⊗ A is an A-bimodule.
Now, we introduce a universal differential calculus.
Definition 2.3 ([17]
). For f = i∈V f i e i ∈ A, define a differential map ∂ : A → A ⊗ A by
and
is called the universal first order differential calculus on A.
We can see the Leibniz rule holds:
Hence, the element ∂f · g produced by the right action belongs to Ω 1 A .
The differential map ∂ can be defined on the higher tensor spaces in a similar way to the exterior derivative on manifolds [17, §2] . Hence, we refer to an element of Ω 1 A as a 1-form.
Notice that e i · ∂e j = e i ⊗ e j for i = j, e i · ∂e i = − j∈V \i e i ⊗ e j . Thus, Ω 1 A is spanned by a basis {e i ⊗ e j | i = j} in A ⊗ A. The linear map σ : e i ⊗ e j → δ ij e i means Ker σ = Ω 1 A , and then we have A ⊗ A ∼ = Ker σ ⊕ Im σ = Ω 1 A ⊕ A.
measure and metric
Let µ be a measure on V , namely, µ ∈ A and µ x := µ(x) > 0 for any x ∈ V . We define an integral on A with respect to the measure and an inner product ·, · A :
As usual, the corresponding norm f, f
1/2
A is denoted by f A , and the volume of A ⊂ V is given by vol(A) :
Note that the evaluation operator is represented in several ways:
Let us consider an inner product on 1-forms given as a symmetric bilinear map ·, · Ω 1
A
:
In this paper, we define it by e i ⊗ e j , e k ⊗ e l Ω 1
with w ij ≥ 0 which satisfies w ij = w ji for i, j ∈ V, i = j. For simplicity, we put w ii = 0 for i ∈ V . This inner product satisfies the property; f ug, v Ω 1
Define a degree of the inner product as deg(i) := e i · ∂e i
is called the Dirichlet energy with respect to f and g. It is easy to check
Remark 2.12. The above inner product can be defined through a metric (·, ·) Ω 1
By integrating it over V × V , we have the inner product. Moreover, its integration over V corresponds to a dual Riemann metric g * : Ω 1 M × Ω 1 M → C(M ) in differential geometry. Sometimes, it is useful to consider another basis {ẽ i } := {e i / √ µ i }, which is an orthonormal basis on (A, ·, · A ). By this basis, we can represent f ∈ A as
In general, V is regarded as a set of vertices in an oriented graph and w ij as a weight on the oriented edge (i, j). Here, we can ignore the orientation because of the condition w ji = w ij . In this sense, (A, ·, · A ) and (Ω 1 A , ·, · Ω 1 A ) are Hilbert spaces on the vertices and the edges respectively [20] . When w ij = 0, the edge (i, j) is viewed as disconnected. If there does not exist non-empty proper subset V ⊂ V which satisfies w ij = 0 and w ji = 0 for all i ∈ V and j ∈ V \ V , the graph is called connected.
Remark 2.14. The original universal differential calculus refers to a disconnected edge (i, j) as a non-allowed element e i ⊗ e j , and then realizes a non complete graph as a quotient algebra of Ω 1 A by the ideal generated by non-allowed elements [17, §4] . This construction seems to describe a topology of a graph, contrary, ours focus on its metric structure.
According to this convention, we often refer to {w ij } as (graph) weights and (A, ·, · A ,
) as a graph.
Laplace operator
With the inner products given in 2.2, define a co-differential ∂ * :
in the same way as the Laplace-Beltrami operator in differential geometry. Since
Thereby, the Laplacian L = 1 2 ∂ * • ∂ is represented as
This is also known as the graph Laplacian, as explained in §3. By definition, we have E(f, g) = f, Lg A and the above representation follows from (2.11) as well. When the corresponding graph is connected, the Dirichlet energy E(f, f ) takes the minimum value 0 if and only if f is a constant function. Since L is self-adjoint, we can take eigenfunctions {v i } as follows:
Fourier analysis
In the continuous setting, the Fourier transform is given by
. On the analogy, in the graph setting, it is natural to use the eigenfunctions
∈ R n is known as the graph Fourier transform [18] . We call F[f ] i the i-th Fourier coefficient or the i-th frequency. The corresponding inverse Fourier transform is given by
which is just the eigenfunction expansion by {v i }. It is easy to see Parseval's identity holds:
This is valid for other expansions by orthogonal functions, such as (2.13). Sometimes, the convolution operator * g :
We also obtain relations
embedding and curvature
Our setting so far did not use a coordinate of points in V , just used their indexes. Herein, suppose that points are embedded in Euclidean space R d . Namely, we consider a map
where r s ∈ A and r d ∈ A ⊕d . This element r d (i) is viewed as a coordinate for a point i ∈ V . The Euclidean group E(d) acts on R d , hence it defines a coordinate transformation
(as a set). In differential geometry, an embedding r : M → E d induces a Riemann metric g r on a manifold M, and especially determines the Laplace-Beltrami operator L g r . The normal bundle is given on M, and then the mean curvature vector − → H r is defined as the trace of the second fundamental form divided by n = dim M. Hence, the vector indicates the normal direction on each point of M, and its length is called the mean curvature. Beltrami's formula relates those objects as
One can refer to [7, 4] for mathematical details. Motivated by this formula, we define a graph curvature vector
(2.20)
Unlike differential geometry, this vector does not indicate the normal direction, because it is not defined for discrete points. Nevertheless, the vector has a special meaning in physics as explained in §7. The embedding energy E( r d , r d ) := d s=1 E(r s , r s ) is given with the curvature vector, that is,
and invariant by the Euclidean group action. In some cases, it is convenient to suppose a metric ·, · Ω 1 A is induced by an embedding as in Figure 2 .1. For example, we can define weights {w ij } by using the distance, such as
Several researches show this type of weights converges into a heat kernel on a manifold in the limit |V | → ∞ [21, 3, 9] . Instead, we study another type of weights in Theorem 7.4.
Matrix description of the geometric formulation
In this section, we give matrix description of the formulation discussed in §2. A dashed arrow means that its head object can be determined by its tail object, but not necessary.
First we remark that our formulation contains two types of parameters in a measure µ and an inner product ·, · Ω 1 A independently. A measure µ is just given by a positive function on V , thus its degree of freedom is n. On the other hand, an inner product ·, · Ω 1 A is determined by weights {w ij } which satisfy w ij ≥ 0, w ji = w ij and w ii = 0, hence its degree of freedom is n(n − 1)/2. When they are taken on a certain relation, well-known cases appear as follows.
Let
By {e i }-basis, a function f ∈ A is represented as a numerical vector f = t (f 1 , · · · , f n ). Then, an inner product f, g A is written as t f M g, and the Dirichlet energy E(f, g) = 2 ∂f, ∂g Ω 1 A is as t f (D − W )g, which does not depend on M . The Laplacian L is given as M −1 (D − W ), and its eigenvalue equation is
The corresponding eigenvectors, denoted by an n × n-matrix V = {v j (i)} i,j , defines the
When assume M = I or D, we obtain the known Laplacians; the combinatorial Laplacian, the random walk Laplacian, and the normalized Laplacian [20] . However, we do not use this configuration for random walks in §5.
The above notations are summarized in Table 3 .1. 
Application I: spectral graph theory
We review basic results about eigenvalue estimation in spectral graph theory to check its compatibility with our formulation. These results are regarded as discrete analogues of spectral geometry and related to the graph cut problem in §9.1. See also [8, 27] for reference.
upper bound of eigenvalues
First, we estimate an upper bound for the largest eigenvalue ρ n . Put δ := max i∈V deg(i)/µ i .
Proof. We have
Next, we give an upper bound for the second smallest eigenvalue ρ 2 , which is characterized as a minimum value of
For this purpose, the isoperimetric constant β is useful, because it is defined in a similar way to the characterization of ρ 2 :
where χ A := i∈V e i ∈ A and A is taken over all subsets satisfying vol(A) ≤ vol(V )/2. From (2.11), we can check E(χ A , χ A ) = i∈A,j∈A c w ij , then vol(∂A c ) = vol(∂A) for a complement A c = V \ A. 
Proof. For any
∅ = A V such that vol(A) ≤ vol(V )/2, put f A = vol(A c )χ A − vol(V )χ A c , which satisfies f A ⊥ 1 A , then we have E(f A , f A ) = i∈A,j∈A c w ij (vol(A) + vol(A c )) 2 = vol(V ) 2 vol(∂A), f A 2 A = vol(A) vol(A c ) 2 + vol(A) 2 vol(A c ) = vol(V ) vol(A) vol(A c ). Hence, we obtain ρ 2 ≤ E(f A , f A )/ f A 2 A ≤ 2 vol(∂A)/ vol(A) by vol(V )/2 ≤ vol(A c ).
lower bound of eigenvalues
Here, we estimate an lower bound for the second smallest eigenvalue ρ 2 .
. Then, we can see
as required. Now, we can write v 2 = g + − g − by positive functions
A , then applying (4.5) to f = g 2 + , we obtain
In the second inequality, we used the Cauchy-Schwarz inequality:
This theorem is called Cheeger's inequality and its continuous analogue is known in differential geometry [6] .
Application II: random walks
In this section, we deduce some notations of random walks from our formulation. In §5.1, we review random walks briefly, and in §5.2, we consider their connection with a geometric distance.
heat equations
For c > 0, putting S c := id −c −1 L : A → A, we have
for f ∈ A, where we put θ ii = cµ i − deg(i) and θ ij = w ij for i, j ∈ V . Needless to say, the eigenvalue decomposition of S c is given as
by (2.16) and Lemma 4.1. Besides, S c f is described as
Proposition 5.3. For k ∈ Z ≥0 and t ∈ R ≥0 , define operators
In addition, put p k := P k f 0 and q t = Q t f 0 for any f 0 ∈ A. Then, p k and q t satisfy the discrete and continuous time heat equations
respectively.
Proof. The discrete time heat equation follows from p k+1 − p k = (S c − id)p k . Besides, for q t , we have,
Hence, q t is a solution of the continuous time heat equation. The latter part is also checked by (5.2) . We have
This gives Q t = exp(−tL/c), then the assertion immediately follows. See also §8.1.
In this sense, S c is viewed as an integral operator of a heat kernel, which is given as
If we impose the condition c ≥ δ, then we have (S c e y )(x) = θ xy ≥ 0 for any x, y ∈ V . Thereby, a function y → (S c e y )(x) defines a discrete probability distribution because of S c 1 A = 1 A . In random walk settings,
is known as the transition probability and transition density respectively [25, 1] . Here, (P k e y )(x) = P x (X k = y) means the probability of transitioning from x to y in k steps. 
commute time distance
for any x, y ∈ V .
Proof. From the equation (5.6), we have c −1 LT (·, y) = (id −S c )(m(·, y) − m(y, y)e y ) = 1 A − m(y, y)e y .
By taking the inner product with v i and using (2.8), we get
The first equation means m(y, y)µ y = vol(V ), and the second equation leads to the Fourier coefficients, hence we obtain
At the last equality, we used the fact T (y, y) = 0 to determine a constant a 0 .
n(x, y) is known as the commute time distance divided by c vol(V ), and equal to the Euclidean distance via the embedding
This is regarded as one of branches of the Laplacian eigenmaps [2] ,
and it links with PCA is studied by [15] . We also see these relations in the following section.
Application III: PCA
Here, we study a geometric aspect of the empirical covariance, and then consider a principal component analysis as a branch of manifold learning.
random variable and embedding
Let (Ω, F, P ) be a probability space, and we consider a random variable X = (X 1 , X 2 , · · · , X d ) :
Now, we regard (V, 2 V , µ/ vol(V )) as a probability space, then it follows that X s ∈ A and m Xs = E[X s ]. Moreover, we can characterize a covariance as well.
Theorem 6.1. Take w ij = µ i µ j / vol(V ) 2 for i = j. Then a covariance coincides with the Dirichlet energy: C(X s , X t ) = E(X s , X t ).
as required. Corollary 6.2. In the above setting, we have LX s = (X s − E[X s ] · 1 A )/ vol(V ). In particular, ρ i = vol(V ) −1 for i ≥ 2 in (2.16).
Proof. From (2.15), we have
Therefore, if X is a centered variable, then the corresponding curvature vector is 0, and besides if variables {X s } are independent, then they forms orthogonal eigenfunctions of the Laplacian.
principal component
For a random variable X : Ω → R d , put X(ω) := X(ω) − E[X]. Take eigenfunctions of the covariance matrix C X , that is, C X u s = α s u s , u s ∈ R d and α 1 ≥ α 2 ≥ · · · ≥ α d . This is viewed as a diagonalization by the Euclidean group E(d) acting on R d . In this setting, the eigenfunction expansion of X(ω) is given as
The coefficient ξ s is a map Ω → R, hence, a random variable. A straightforward calculation shows
for 1 ≤ s, t ≤ d. This means the coefficients {ξ s } are not correlated each other, and their covariances decrease as the index becomes larger. Therefore, a mapping Ω ω → (ξ 1 (ω), ξ 2 (ω), · · · ) is called a principal component analysis (PCA), where only the first few principal terms are usually taken.
Let us give geometric interpretations for PCA by Theorem 6.1. Since the random variables {ξ s } are centered and independent as (6.4), {ξ s } consist of as eigenfunctions of the Laplacian given in Corollary 6.2. Hence, PCA is regarded as a special case of the Laplacian eigenmaps (5.9) or the embedding given in (5.8) .
In addition, PCA is reformulated as a problem to maximize the left hand side of
a s a t E(X s , X t ), (6.5)
for a = (a 1 , a 2 , · · · , a d ) ∈ R d under the condition a R d = 1. Then the first principal term is written as ξ 1 = d s=1 a s X s ∈ A. By contrast, the right hand side means the embedding energy of one dimensional subspace in R d given by r = d s=1 a s X s ∈ A. This shows a relation between PCA and Locallity Preserving Projections (LPP), which provides another embedding by minimizing (6.5) under the condition r A = 1 [19] .
Application IV: many-body physics
In this section, we regard embedded points in R d as point mass in a classical many-body system. We show the force coincides with the curvature vector by taking special weights.
Hooke's law of spring
We assume all pair of points ( r d (i), r d (j)) is connected by a zero-length spring with force constant k ij ≥ 0. For simplicity, put k ii = 0 for i ∈ V . In this case, Hooke's law states the force − → F ∈ Γ(V ; R d ) and the potential U ∈ R are respectively given as
Theorem 7.1. Take w ij = k ij and µ i = m i for i, j ∈ V . Then we have
Proof. The assertion immediately follows from (2.15), (2.20) , and (2.10).
Its equations of motion is represented as
Since the eigenfunctions of L does not depend of r d , we can see the i-th Fourier coefficient has frequency ρ i :
If we fix some points A ⊂ V , the stable positions of other free points A c are calculated by solving the Dirichlet problem
This idea is used to obtain a smooth surface in point cloud processing [33] . The Dirichlet problem for a function is considered in random walks and machine learning, and applied to image processing [16] and semi-supervised learning in [37] respectively.
Newton's law of gravitation
is considered to follow the Poisson equation in R d with a boundary condition at infinity, and its general solution gives
Here, Φ i means the gravitational potential around r = r d (i) caused by { r d (j) | j ∈ V \ i}. The corresponding gravitational field g ∈ Γ(V ; R d ) are given by g
3)
The gravitational potential energy U ∈ R is described as
These physical concepts defined on R d are directly described as those on V .
Proof. Under the assumption, for i ∈ V we have
as required.
Remark that the above weights depend on positions r d unlike the case of Hooke's law. Hence, to compute the stable positions, we cannot use direct calculation like (7.2) . In this situation, we can use an iterative method like (8.2) with variable weights, which is viewed as the mean shift algorithm [10] in machine learning.
In these case, weights are given as physical constants defining the system, and the curvature vector (2.20) indicates the force (up to constant) in a totally discrete manner, like general relativity in a continuous setting.
Remark 7.5. From a similar viewpoint, the Coulomb potential is studied as weights of a kernel by [24] , and their exponent is different from that in Theorem 7.4.
Application V: signal processing
In this section, we review several harmonic techniques used in signal processing. Here, the Fourier transform and the curvature vector play important roles.
filtering
The convolution operator given in (2.18) is viewed to weight the Fourier coefficients of f by those of g. This can be generalized as a filtering on a frequency domain. In other words, the eigenvalues {ρ i } are understood as the frequencies, thus, with a continuous function g : R ≥0 → R, we define a filtering operator T g := g(L) : A → A by
The operator Q t = exp(−tL/c) given in Proposition 5.3 is also understood in this sense. In particular, a low-pass filter is realized by taking a decreasing function g such that g(0) = 1 and lim x→∞ g(x) = 0. Practically, it is convenient to approximate g with the Chebyshev polynomials to avoid calculating the eigenfunctions [30, 18] . The filtering operator for an embedding r d is proposed as the manifold harmonic transform [32] for analyzing point clouds, which is described as r 3 ∈ A ⊕3 . In order to obtain useful functions on a graph, the filtering operators (8.1) is modified to add learnable parameters in the graph deep learning
graph cut problem
The graph cut problem aims to find clusters in graph by minimizing several cutting loss functions [34] . They have a similar form to the isoperimetric constant (4.2) and are closely related with the eigenvalue problem as discussed in §4. In this paper, we set the problem as minimization of the following function
where χ A l = i∈A l e i and {A l } k l=1 is a k-partition of V , which satisfies k l=1 A l = V (disjoint union) and A l = ∅ for any l. By (5.2), we have
Furthermore, in general, we get for any f ∈ A and m f,A := vol(A) −1 A f (x)dµ x ∈ R. Therefore, by taking large c, we can obtain the minimum partition by the k-means algorithm for
which is nothing but the kernel k-means algorithm [29] . This fact is first shown by [12] . On the other hand, the graph cut problem is often translated into the k-means on the Laplacian eigenmaps (5.9), which is known as spectral clustering [34] .
In both cases, mapping methods play an essential role, and such methods are researched as dimension reduction. We already explained its examples; the commute time distance embedding (5.8), PCA (6.3), and LPP (6.5). LLE we discuss in the following subsection is also one of examples.
weight learning
The algorithms in the previous subsection are highly dependent on choice of weights {w ij }, which determines eigenvalues and eigenfunctions. In order to avoid its trial-and-error process, several researches propose methods to learn weights. Their basic idea is to minimize an energy function with respect to weights under some assumptions.
In the Locally Linear Embedding (LLE) [28] , weights are determined to minimize the energy function i∈V r d (i) − j∈Vw ij r d (j) 2 R d under the condition j∈Vw ij = 1. For these weights {w ij }, we can take µ i = deg(i) = 1 for all i ∈ V . Hence, the energy function is equivalent to the length of the curvature vector for the embedding: Besides, the LLE requires minimizing the embedding cost function i∈V y d (i)− j∈Vw ij y d (j) 2 R d = d l=1 Ly l 2 A for d < d under the condition y l , y l A = δ ll , which gives the Laplacian eigenmaps (5.9) again.
Conclusion
We introduced a formulation based on a universal differential calculus and differential geometry, and explained several frameworks to analyze discrete points. These demonstrations would show our formulation has a potential to understand various discrete frameworks and develop new harmonic techniques by combining graph theory, probability theory, spectral geometry, and topological techniques [35] .
