The main theorem states that any (repetitive) infinite connected simple graph X with a finite upper bound ∆ on the vertex degrees admits a (repetitive) limit aperiodic vertex coloring φ by ∆ colors. This is a refined version of a theorem of Collins and Trenk for a finite graph, and is related to a strong theorem of Gao, Jackson and Seward about existence of strongly aperiodic colorings of countable groups by two colors. As first consequences, results of this type are also derived for edge colorings, and for more general graphs. It is also applied to construct a (minimal) compact Riemannian foliated space without holonomy X with a prescribed (repetitive) connected Riemannian manifold M of bounded geometry as leaf. Loosing the density of M , we can further realize M as a leaf of a compact Riemannian foliated space Y with a prescribed holonomy cover M . Finally, it is applied to construct limit aperiodic and repetitive tilings by finitely many prototiles.
The concept of distinguished number can be refined as follows. A connected simple graph Y is called a limit of X if every ball in Y is isomorphic to some ball in X. The definition of a limit colored graph (Y, ψ) of (X, φ) is analogous, using colored graph isomorphisms. A coloring φ : X → F (or (X, φ)) is called limit aperiodic or limit distinguishing if every limit colored graph of (X, φ) is distinguishing. The limit distinguishing number of X is D L (X) = inf{ n ∈ Z + | X has a limit distinguishing coloring by n colors } .
On the other hand, X is called repetitive if every ball of X appears uniformly in the whole of X. The definition of repetitive coloring of colored graph is similar. When X is repetitive, its repetitive limit distinguishing number is D RL (X) = inf{ n ∈ Z + | X has a repetitive limit distinguishing coloring by n colors } .
It only make sense to consider these concepts when X is infinite because, if X is finite, then limit aperiodicity means aperiodicity, and repetitivity always hold, obtaining D RL (X) = D L (X) = D(X). Our main result is the following estimate of D L (X) and D RL (X) for infinite graphs, which can be considered as a refined version of Theorem 1.1. Theorem 1.2. If X is an infinite connected simple graph, then D L (X) ≤ deg X. If moreover X is repetitive, then D RL (X) ≤ deg X.
With this generality, the estimates of Theorem 1.2 are optimal, as shown by the Cayley graph of Z (defined with the generating set {1}). But our bounds might not be sharp when deg X > 2.
1.2. Relation with strongly aperiodic colorings of groups. Let G be a countable group, and F a finite set equipped with the discrete topology. Then the F -valued colors on G form the compact second countable space F G , which has a canonical left action of G, defined by (g · φ)(h) = φ(g −1 h). This G-space is called a shift (space), and any non-empty G-invariant closed subset of F G is called a subshift (space). In particular, the orbit closure G · φ of any φ ∈ F G is a subshift. If the action of G on G · φ is free (respectively, minimal), then φ is said to be strongly aperiodic (respectively, strongly repetitive). The existence of such colorings is guaranteed by the following strong result. Theorem 1.3 (Gao-Jackson-Seward [23] ; see also [7] ). Any countable group admits a strongly aperiodic and strongly repetitive coloring by 2 colors.
Indeed, the original statement in [23] only gives strongly aperiodicity, but then strong repetitivity follows immediately with the following short argument. The existence of a strongly aperiodic coloring on G means that G acts freely on some subshift X ⊂ {0, 1} G . Then there is a minimal subset Y ⊂ X, and any coloring in Y is strongly aperiodic and strongly repetitive.
Suppose from now on that G is finitely generated, and let S be a minimal set of generators such that all elements of S ∩ S −1 are of order two. Consider the (left-invariant) Cayley graph defined by S, also denoted by G, where the degree of every vertex is |S|. Up to isomorphisms, the only possible limit of the graph G is G. Thus F G is closed by taking limits of colors in the sense of Section 1.1. But, in this setting, it is natural to modify the definition of a limit of a coloring φ ∈ F G by using only graph isomorphisms between balls given by left translations of G. The "limits by left translations" obtained in this way are just the elements of G · φ, and the corresponding notion of "aperiodicity by left translations" means strong aperiodicity. Similarly, we can also define "repetitivity by left translations," which turns out to be strongly repetitive. By definition, limit aperiodicity is stronger than "limit aperiodicity by left translations" (strong aperiodicity), whereas repetitivity is weaker than "repetitivity by left translations" (strong repetitivity).
The Cayley graph of G defined by S is also equipped with a G-invariant edge coloring ψ 0 by colors in S, assigning to and edge between vertices a, b ∈ G the unique element s ∈ S satisfying as ±1 = b. Moreover, if the order of s is not 2, then the choice of ±1 in the above exponent defines an orientation of the edge. This defines a canonical partial G-invariant direction O 0 of G. The left translations are just the graph isomorphisms of G that preserve ψ 0 and O 0 . Consider the obvious extensions of the concepts of limit aperiodicity and repetitivity to triples (φ, ψ, O), where φ is a vertex coloring, ψ an edge coloring and O a partial direction. Then, using the interpretation of strong aperiodicity and strong repetitivity as "aperiodicity by left translations" and "repetitivity by left translations", we get that a coloring φ ∈ {0, 1} G is strongly aperiodic (respectively, strongly repetitive) if and only if (φ, ψ 0 , O 0 ) is limit aperiodic (respectively, repetitive). Thus, in this case, Theorem 1.3 can be restated by saying that G admits a coloring φ ∈ {0, 1} G such that (φ, ψ 0 , O 0 ) is limit aperiodic and repetitive, whereas Theorem 1.2 states that G has a repetitive limit aperiodic vertex coloring by |S| colors. Since the total number of colors of (φ, ψ 0 , O 0 ) is 2 + |S|, without taking into account the additional values of O 0 , it can be said that somehow Theorem 1.2 improves Theorem 1.3 in the case of finitely generated groups.
1.3. Space of colored graphs. Consider pointed connected colored simple graphs, (X, x, φ), whose vertices have finite degree and the colors are taken in N. Their isomorphism classes, [X, x, φ], form a Polish space G * with a canonical topology (Section 2.2). For such a graph (X, φ), there is a canonical mapι X,φ : X → G * defined byι X,φ (x) = [X, x, φ]. The images of these maps form a canonical partition of G * , and the closure of every equivalence class is saturated. Then:
• (Y, ψ) is a limit of (X, φ) just when imι (Y,ψ) ⊂ imι (X,φ) ;
• imι (X,φ) is compact if and only if deg X, | im φ| < ∞ (Proposition 2.16);
• (X, φ) is aperiodic just whenι (X,φ) is injective;
• (X, φ) is limit aperiodic just whenι (Y,ψ) is injective for all [Y, ψ, y] ∈ imι (X,φ) ; and • (X, φ) is repetitive just when imι (X,φ) is minimal. By forgetting the colorings, we get a Polish space G * , with a partition defined by the images of maps ι X : X → G * , obtaining obvious versions without colorings of the above properties. In this way, limit aperiodicity and repetitivity become similar to the definitions of strong aperiodicity and strong limit aperiodicity of colorings on groups. But, in Theorem 1.2, the minimality does not follow directly like from the limit aperiodicity like in Theorem 1.3 because im ι X may contain elements [Y, y] with Y ∼ = X.
1.4. An idea of the proof. We have to prove that, if deg X < ∞, then X has a limit aperiodic coloring by deg X colors, which is repetitive if X is repetitive. Using quantitative descriptions of limit aperiodicity and repetitivity (Lemmas 2.17 and 2.18), Theorem 1.2 can be restated in the following quantitative form, where brackets are used to denote the isomorphism classes of pointed (colored) graphs. Theorem 1.4. Let X be an infinite connected simple graph with ∆ := deg X < ∞. Then the following properties hold for any sequence ε n ↑ ∞ in Z + :
(i) There are:
• a sequence δ n in Z + , with every δ n depending only on ∆, ε m for m ≤ n, and δ m for m < n; and • a coloring φ of X by ∆ colors, depending on the sequence ε n ; such that, for all x, y ∈ X and n ∈ N, 0 < d(x, y) < ε n ⇒ [B(x, δ n ), x, φ] = [B(y, δ n ), y, φ] .
(ii) Suppose that, for some p ∈ X and some sequences r n ↑ ∞ and ω n in Z + , with every r n as large as desired depending on ∆ and ε m for m ≤ n, the sets
are ω n -nets in X. Then there are:
• a sequence r n ↑ ∞ in Z + , with every r n depending on ∆, ε m and ω m for m ≤ n, and r m for m < n; • a sequence α n in Z + , with every α n depending on ∆, ε m and ω m for m ≤ n, and r m and α m for m < n; and • a coloring φ by ∆ colors, depending on the sequences ε n and r n ; such that φ satisfies (i) with some sequence δ n , and the sets Ω n = { x ∈ X | [B(x, n i=0 r i ), x, φ] = [B(p, n i=0 r i ), p, φ] } are α n -nets in X.
In turn, Theorem 1.4 is derived from the following result by a simple compactness argument (Section 7.8).
Theorem 1.5. Let X be a connected infinite simple graph with ∆ := deg X < ∞. Then the following properties hold for any sequence ε n ↑ ∞ in Z + :
• a sequence δ n in Z + , with every δ n depending only on ∆, ε m for m ≤ n, and δ m for m < n; and • a sequence of colorings ψ N of X by ∆ colors, with every ψ N depending on ε m for m ≤ N ; such that, for all x, y ∈ X, N ∈ N and 0 ≤ n ≤ N , 0 < d(x, y) < ε n ⇒ [B(x, δ n ), x, ψ N ] = [B(y, δ n ), y, ψ N ] .
(ii) Suppose that, for some p ∈ X and some sequence r n ↑ ∞ and ω i in Z + , with every r n as large as desired depending on ∆ and ε m for m ≤ n, the sets
• a sequence r n ↑ ∞ in Z + , with every r n depending on ∆, ε m and ω m for m ≤ n, and r m for m < n; • a sequence α n in Z + , with every α n depending on ∆, ε m and ω m for m ≤ n, and r m and α m for m < n; and • a sequence of colorings ψ N by ∆ colors, with every ψ N depending on ε m and r m for m ≤ N ; such that ψ N satisfies (i) with some sequence δ n , and the sets
The difference between these two results is that every coloring ψ N of Theorem 1.5 can be constructed explicitly in a finite number of steps. Thus Theorem 1.5 is a finitary version of Theorem 1.2.
The following is a more precise idea of the compactness argument to obtain Theorem 1.4 from Theorem 1.5. By taking a subsequence if necessary, we can assume that the sequence ψ N of Theorem 1.5 is eventually constant on finite sets, converging in this sense to a coloring φ. Since the descriptions of limit aperiodicity and repetitivity in Theorem 1.4 can be checked on balls of arbitrarily large radius around every point, and since the sequence ψ N of Theorem 1.5 satisfies these conditions with appropriate uniform bounds, the conditions pass to the limit φ. Now, the idea of the proof of Theorem 1.5 is as follows. First, we divide the graph X = X −1 into finite connected clusters of bounded size, such that their centers form a Delone set X 0 ⊂ X −1 . Moreover X 0 can be endowed with a connected graph structure with deg X 0 < ∞. On every cluster with center x ∈ X 0 , the method of the proof of Theorem 1.1 is used to construct a large enough amount of different colorings φ i 0,x by deg X colors breaking its symmetry. Any assignment of such colorings, x → φ i 0,x , is considered a coloring, x → i, of X 0 . For these colorings of X 0 , we have enough disposable colors to be able to proceed in the same way. Thus X 0 is divided into clusters, defining a graph X 1 ⊂ X 0 . The above type of colorings of X 0 are really considered in the new clusters. Again, for every x ∈ X 1 , we can brake the symmetry of the corresponding cluster with a large enough amount of different colors φ i 1,x of the above kind. Any assignment of such colorings, x → φ i 1,x , is considered a coloring, x → i, of X 1 . This process is continued indefinitely, producing a sequence of graphs X n , divided into clusters whose centers form X n+1 , and colorings φ i n+1,x braking the symmetry in the cluster of X n with center x ∈ X n+1 . These data is used to produce the desired colorings ψ N of Theorem 1.5 (i) with some kind of diagonal argument.
The definition of every X n resembles very much the notion of a shallow minor of X n−1 at certain depth (see [33] and other references therein).
The above process becomes rather involved because it is not so easy to produce enough colorings φ i n+1,x from the the available colorings φ i n,x . We have to use two different methods, depending on the types of vertices x. So every X n is partitioned into two subsets, X ± n , and different definitions and estimates are used in each of them. But the true complexity of the construction appears with the additional arguments to achieve Theorem 1.5 (ii). It may be interesting to focus in the proof of Theorem 1.5 (i) at first reading, omitting Section 4 and its further use. But only elementary tools are used in the proof even though it is highly involved.
1.5.
Applications. Some versions of Theorem 1.2 are given for edge colorings and for more general graphs. But its main applications concern the realization of manifolds as leaves of compact foliated spaces, and the existence of limit aperiodic and repetitive tilings. 1.5.1. Limit aperiodic and repetitive edge colorings. The notions of aperiodicity, limit aperiodicity and repetitivity have obvious analogues for edge colorings of a connected simple graph X. The analogue of D(X) for edge colorings is called the distinguishing index [11] , and denoted by DI(X). When X is infinite, it makes sense to consider the obvious versions of D L (X) and D RL (X), denoted by DI L (X) and DI RL (X), and called (repetitive) limit distinguished index.
Recall that the dual graph X ′ of X is defined as follows: the vertices of X ′ are the edges of X, and two vertices of X ′ are joined by an edge if they are edges of X meeting at some vertex; thus the edges of X ′ can be also identified to the vertices of X. Note that X ′ is connected and simple, deg X ′ ≤ 2(deg X − 1), and
Then the following is a direct consequence of Theorem 1.2. Corollary 1.6. If X is an infinite connected simple graph, then DI L (X), DI RL (X) ≤ 2(deg X − 1). But Corollary 1.6 is not very satisfactory. Its estimate can be surely improved by adapting of the proof of Theorem 1.2, probably obtaining DI L (X), DI RL (X) ≤ deg X. We hope to prove this in another publication.
1.5.2.
Extension to general graphs. Now, let Y be a (countable) general graph (with finite vertex degrees); namely, Y may have a partial direction, multiple edges, and loops. Assuming that Y is connected, there are obvious extensions of the concepts of Sections 1.1 and 1.5.1 to this general setting. There is an induced undirected simple graph Y with the same vertex set, where the partial orientation and loops are forgotten, and with a single edge between every pair of adjacent vertices in Y . Clearly,
obtaining the following direct consequence of Theorem 1.2 and Corollary 1.6.
. But an adaptation of the proof of Theorem 1.2 should give a good estimate of D RL (Y ) and DI RL (Y ) for infinite connected graph; possibly, D RL (Y ), DI RL (Y ) ≤ deg Y . This is also left for another publication.
For example, with the notation of Section 1.2, we can consider a Schreier graph Y defined by G, S and any subgroup H < G. It is a general graph whose vertex set is H\G, where the edges between vertices Ha and Hb are given by the elements s ∈ S with Has ±1 = Hb. By Corollary 1.7, Y has some limit aperiodic vertex coloring by deg Y colors, and some limit aperiodic edge coloring by 2(deg Y − 1) colors. Note that deg Y ≤ |S|.
1.5.3.
Realization of manifolds as leaves. Sondow [44] and Sullivan [45] begun the fundamental study of which connected manifolds can be realized as leaves of foliations on compact manifolds. A manifold is called a leaf or non-leaf ) if the answer is positive or negative, respectively. In codimension one, Cantwell and Conlon [16] have shown that any open connected surface is a leaf, whereas Ghys [24] , Inaba et al. [29] , and Schweitzer and Souza [41] constructed non-leaves of dimension 3 and higher. Other non-leaves in codimension one, with exotic differential structures, were constructed by Meniño Cotón and Schweitzer [32] .
Any leaf of a foliation on a compact Riemannian manifold M is of bounded geometry, and its quasiisometry type is independent of the metric on the ambient manifold. Thus it is also natural to study which connected Riemannian manifolds of bounded geometry are quasi-isometric to leaves of foliations on compact manifolds. This metric version of the realization problem was studied by Phillips and Sullivan [34] , Januszkiewicz [30] , Cantwell and Conlon [13] [14] [15] , Cass [17] , Schweitzer [39, 40] , Attie and Hurder [6] , and Zeghib [46] , constructing examples of non-leaves in codimension one and higher.
In contrast, if (Polish) foliated spaces are allowed, then bounded geometry is the only obstruction to be a leaf. To be precise, a Riemannian foliated space is a foliated space with Riemannian metric on the leaves, whose leafwise derivatives of any order are continuous on local foliated charts. The concepts of aperiodicity (or non-periodicity) limit aperidicity and repetitivity have obvious versions for connected Riemannian manifolds. Then Theorem 1.2 is used to prove the following. Theorem 1.8. Any (repetitive) connected Riemannian manifold M of bounded geometry is isometric to a leaf in a (minimal) compact Riemannian foliated space X without holonomy.
A slightly weaker version of Theorem 1.8 was proved in [2] (see also [3] ), stating only that M is isometric to a leaf without holonomy (other leaves might have holonomy).
For example, Theorem 1.8 can be applied to any complete connected hyperbolic manifold with a positive injectivity radius. It can be also applied to any connected Lie group with a left invariant metric. Some of them are not coarsely quasi-isometric to any finitely generated group [18] , [22] , obtaining compact minimal Riemannian foliated spaces without holonomy, whose leaves are isometric to each other, but not coarsely quasi-isometric to any finitely generated group.
Most of the proof of Theorem 1.8 is also like in [2] . We use the Polish space M ∞ * (n) of pointed isometry classes, [M, x], of pointed connected complete Riemannian n-manifolds, (M, x), with the topology defined by the C ∞ convergence. For any connected complete Riemannian n-manifold M , there is a canonical map
The images of these maps form a canonical partition of M ∞ * (n). A similar Polish space M ∞ * (n) is given by the pointed isomorphism classes, [M, x, f ], of triples, (M, x, f ), for (M, x) as above and where f : M → E is a smooth function to a separable Hilbert space.
x, f ], whose images form a canonical partition of M ∞ * (n). M ∞ * (n) and M ∞ * (n) are smooth versions of G * and G * (Section 1.3). Now, the role of graphs of finite degree is played by manifolds of bounded geometry, and the role of colorings by finitely many colors is played by smooth functions f : M → E with uniformly bounded covariant derivatives of arbitrary order. Moreover the concepts of aperiodicity (or non-periodicity) limit aperidicity and repetitivity have strightforward extensions to smooth functions f : M → E (or to pairs (M, f )). Then the properties listed in Section 1.3 have analogues for M ∞ * (n) and M ∞ * (n). The Polish subspace M ∞ * ,lnp (n) ⊂ M ∞ * (n), defined by the locally non-periodic Riemannian manifolds, becomes a Riemannian foliated space with the canonical partition, whose leaves without holonomy form the subspace M ∞ * ,np (n) of non-periodic manifolds. The same applies to the Polish subspace M ∞ * ,lnp (n) ⊂ M ∞ * (n) defined by the locally non-periodic pairs (M, f ), and its subspace M ∞ * ,np (n) defined by the non-periodic pairs (M, f ). If M is of bounded geometry, then im ι M is compact and saturated in M ∞ * (n), but it may not be contained in M ∞ * ,lnp (n), and therefore it may not be a foliated space. This problem is solved by using the saturated subspace X = imι M,f ⊂ M ∞ * (n) for an appropriate smooth function f : M → E. First, all covariant derivatives of f must be bounded so that that X is compact. Second, f must be limit aperiodic so that X ⊂ M ∞ * ,np (n), becoming a Riemannian foliated space without holonomy. Finally, if M is repetitive, then f must be also repetitive so that X is minimal.
To construct such a function f (Proposition 8.1), we use normal coordinates at the points of a Delone set in {x i } ⊂ M . Moreover {x i } is the vertex set of a connected graph G of finite degree, with an edge joining x i and x j if d(x i , x j ) satisfies certain bound. This graph G is repetitive if M is repetitive. The definition of f also involves a coloring of G by colors in N. In this way, the needed properties of f are achieved with the colorings provided by Theorem 1.2.
Distinguished subsets of Riemannian manifolds can be used instead of distinguished functions to construct a compact Riemannian foliated spaces with a prescribed leaf [9] . 1.5.4. Realization of manifolds as leaves with prescribed holonomy covering. A natural continuation of the realization problem of Section 1.5.3 is to study when a connected Riemannian manifold is quasi-isometric of a leaf in compact foliated space with special properties. For instance, Schweitzer Souza [42] constructed connected Riemannian manifolds of bounded geometry that are not quasi-isometric to leaves in compact equicontinuous foliated spaces, Hurder and Lukina have introduced a coarse quasi-isometric invariant, the coarse entropy, which estimates the Hausdorff dimension of local transversals when applied to leaves of compact foliated spaces, and Lukina [31] has studied the Hausdorff dimension of local transversals in some foliated space. The following easy consequence of Theorem 1.8 guarantees the realization of manifolds as leaves with prescribed holonomy covering; its proof is given in Section 8.2. Corollary 1.9. Let M be a connected Riemannian manifold of bounded geometry, and let M be a regular covering of M . Then M is isometric to a leaf with holonomy covering M in a compact Riemannian foliated space Y .
In Corollary 1.9, M is not dense in Y , of course. A more difficult problem is the description the pairs M and M that satisfy the statement of Corollary 1.9 with a minimal Y . In this sense, Cass [17] has given a quasi-isometric property satisfied by the leaves of compact minimal foliated spaces. 1.5.5. Limit aperiodic and repetitive tilings. Let us recall the general definition of tiling given in [10] (see also [20] ). We use the term n-complex for a connected topological space with a simplicial complex structure of dimension n. A set of prototiles T ≡ (T, F) consists of a finite collection T of compact metric n-complexes, called prototiles, and a collection F of subcomplexes of dimension < n, called faces, together with an opposition involution o : F → F. A tiling or tessellation α of a metric space X by T is a collection of isometries a λ : t λ ⊂ X → t ′ λ ∈ T, where every t λ is called a tile with faces defined via a λ , such that:
, then t λ and t λ ′ intersect along a face, f in t λ and o(f ) in t λ ′ ; and • there are no free faces of t λ . Similarly, we can define a set of colored prototiles by endowing T with a coloring φ, and a set of prototiles with colored faces by endowing F with a coloring ψ preserved by the opposition map. Then we get the corresponding definitions of (tile) colored tiling by (T, φ) ≡ (T, F, φ) and face colored tiling by (T, ψ) ≡ (T, F, ψ). These concepts can be also described by colorings of {t λ }, and colorings of the set of intersections t λ ∩ t λ ′ along faces. Like M ∞ * (n) and M ∞ * (n) (Section 1.5.3), the sets of tilings of X by T, colored tilings of X by (T, φ) and face colored tilings of X by (T, ψ) can be endowed with topologies after choosing a distinguished point of X, and there are obvious versions of aperiodicity, limit aperiodicity and repetitivity for tilings, colored tilings and face colored tilings, using isometries of the ambient metric spaces [8, 20, 36] . Like in the case of groups (Section 1.2), refined versions of these concepts can be given using some subgroup of isometries, obtaining a weaker version of (limit) aperiodicity and a stronger version of repetitivity; for instance, if X is a Lie group, it is natural to use its left translations.
Every tiling α of X by T defines a connected undirected simple graph G whose vertices are the tiles of α, with an edge between two tiles if they meet along a face. Thus G is infinite just when X is not compact, and deg G is bounded by the maximum number of faces of the prototiles in T. Therefore the following is a direct consequence of Theorem 1.2 and Corollary 1.6. Corollary 1.10. Suppose that X is not compact, and let ∆ denote the maximum number of faces of the prototiles in T. Then any (repetitive) tiling of X by T has a (repetitive) limit aperiodic tile coloring by ∆ colors, and a (repetitive) limit aperiodic face coloring by 2(∆ − 1) colors.
Since the face colorings can be geometrically realized by dovetailing the faces, we get the following. Corollary 1.11. With the notation and conditions of Corollary 1.11, if X has a (repetitive) tiling of X by T, then it has a (repetitive) limit tiling by at most |T|∆2(∆ − 1) prototiles.
These corollaries would be improved by the expected improvement of Corollary 1.6.
Preliminaries
Let us recall some basic definitions and elementary results about graphs and its metric properties. Short proofs are indicated for completeness.
2.1.
Graphs. An (undirected ) simple graph X ≡ (X, E) is a set X and a family E of subsets e ⊂ X with 2 |e| = 2. The elements of X and E are called vertices and edges, respectively. If an edge e contains a vertex x, it is said that e connects to x (or e meets x, or e and x are incident ). The degree (or valency) deg x of a vertex x is the number of edges connecting to x. The degree of X is deg X = sup x∈X deg x. Two different vertices are adjacent if they define an edge. Two different edges are consecutive if they have a common vertex. For 3 n ∈ N, a path 4 of length n from x to y in X is a sequence of n consecutive edges joining x to y; in terms of their vertices, it can be considered as a sequence (z 0 , . . . , z n ), where z 0 = x, z n = y, and z i−1 2 The cardinality of a set X is denoted by |X|. 3 We assume that 0 ∈ N. 4 For a graph, the topological/metric concepts have their original meaning in the geometric realization. and z i are adjacent vertices for all i = 1, . . . , n. If any two vertices of X can be joined by a path, then X is called connected .
On any Y ⊂ X, we get the induced graph structure
is called a subgraph of X. By Zorn's lemma, there are maximal connected subgraphs of X, called connected components, which form a partition of X. Any connected subgraph of X is contained in some connected component of X.
, then these structures are called isomorphic, and the notation X ∼ = X ′ (respectively, (X, x 0 ) ∼ = (X ′ , x ′ 0 )) may be used. The composition of isomorphisms is another isomorphism. An isomorphism X → X (respectively, (X, x 0 ) → (X, x 0 )) is called an automorphism of X (respectively, (X, x 0 )). The group of automorphisms of X (respectively, (X, x 0 )) is denoted by Aut(X) (respectively, Aut(X, x 0 )).
Assume from now on that X is connected. Then we get a metric space X ≡ (X, d), where d is the N-valued metric defined by declaring d(x, y) to be the minimum length of paths in X from x to y. The following property is easily verified:
(1)
Note that E = { {x, y} | x, y ∈ X, d(x, y) = 1 }. Therefore E and d are equivalent objects; in fact, this correspondence defines a bijection between the families of connected graph structures and N-valued metrics satisfying (1) . Thus an isomorphism between connected graphs is the same as an isometry, and both of these terms will be indistinctly used. A path (u 0 , . . . , u n ) in X is called a minimizing geodesic segment if d(u 0 , u n ) = n. By (1), there exists a minimizing geodesic segment joining any pair of vertices. Let us recall some basic metric concepts and properties for the particular case of the connected graph X. For x ∈ X and r ∈ N, let S(x, r) denote the sphere of center x and radius r. Concerning graphs, it is practical to use balls defined with non-strict inequalities, B(x, r) = { y ∈ X | d(x, y) ≤ r }. For another integer s ≥ r ≥ 0, the set C(x, r, s) = B(x, s) \ B(x, r) is called a corona. For A ⊂ X, its penumbra of radius r is Pen(A, r) = { y ∈ X | d(A, y) ≤ r }; in particular, Pen(B(x, r), t) = B(x, r + t) for r, t ∈ N by (1) . We may add X as a subindex to all of this notation if necessary. Note that B(x, r) is connected. More generally, Pen(A, r) in X is connected if A is connected. Note also that |S(x, 0)| = 1 and |S(x, 1)| = deg x. It is said that A is (K-) separated if there is some K ∈ Z + such that d(x, y) ≥ K for all x = y in A. A is called a (C-) net 5 ) in X if there is some C ∈ N such that Pen(A, K) = X.
A n , where A 0 ⊂ A 1 ⊂ · · · and every A n is K-separated, then X is K-separated. Proof. Given x = y in X, we have x, y ∈ A n for some n, and therefore d(x, y) ≥ K.
Proof. Let (u 0 , . . . , u n ) be a minimizing geodesic segment of X between x, y ∈ Y 0 of length n ≤ 2r. Then d X (x, u i ), d X (y, u j ) ≤ r if i, n − j ≤ r, yielding u 0 , . . . , u n ∈ Y . So (u 0 , . . . , u n ) is a path in Y , and therefore d Y (x, y) ≤ n = d X (x, y). Corollary 2.5. With the notation of Lemma 2.4, let A ⊂ Y 0 and 2r
Corollary 2.7. Let Y = Pen(Y 0 , r) and Z = Pen(Z 0 , r) for a connected Y 0 , Z 0 ⊂ X and r ∈ N, and let Lemma 2.9. If every vertex of X is adjacent to a countable set of vertices, then X is countable.
Proof. Given any x ∈ X, since X = ∞ r=0 S(x, r), it is enough to prove that S(x, r) is countable for all r ∈ N. This is done by induction on r. We have S(x, 0) = {x}, and S(x, 1) is countable by hypothesis. If S(x, r) is countable for some r ∈ N, then S(s, r + 1) is also countable because it is contained in y∈S(x,r) S(y, 1). Proof. The "if" part is true because |B(x, 1)| = 1 + deg x for all x ∈ X. Now, assume that the vertices have finite degree, and let us show that |B(x, r)| < ∞ for all x ∈ X and r ∈ Z + . This follows by induction on r using that B(x, r + 1) = Pen(B(x, r), 1) by (1). Lemma 2.11. If X is unbounded, then |S(x, r)| ≥ 1 for all x ∈ X and r ∈ N.
Proof. By (1) and since X is unbounded, we have S(x, r) = ∅ for all r ∈ N. Now, suppose also that ∆ := deg X < ∞. Since X is connected, it is a singleton if ∆ = 0, and it has two vertices if ∆ = 1. Thus assume ∆ ≥ 2.
Proof. The vertex x is adjacent with at most ∆ vertices, which form S(x, 1). For all r ∈ Z + , any y ∈ S(x, r) is adjacent with at least one vertex in S(x, r − 1) by (1) , and therefore y is adjacent with at most ∆ − 1 vertices in S(x, r + 1). Then the inequality |S(x, r)| ≤ ∆(∆ − 1) r−1 follows easily by induction on r. 
Proof. Applying Lemma 2.13 to the disjoint union B(x, r) = · r i=0 S(x, i), we get |B(x, r)| ≤ 1 + 2r if ∆ = 2, and
Proof. We have X ⊂ a∈A B(a, K − 1), yielding |X| ≤ a∈A |B(a, K − 1)|. By Corollary 2.14, for a ∈ A,
Colorings.
A coloring of a set X (by a set F "of colors") is a map φ : X → F . The pair (X, φ) is called a colored set . The sets of colors F will usually be a finite initial segment 9 of N, denoted by
Let X be a simple graph. A coloring of its vertex set, φ : X → F , is called a (vertex ) coloring of X, and (X, φ) is called a colored graph. If x 0 ∈ Y ⊂ X, then the simplified notation (Y, φ) = (Y, φ| Y ) will be used. The following concepts for colored graphs are the obvious extensions of their graph versions: (pointed ) isomorphisms, denoted by f : (X, φ) → (X ′ , φ ′ ) and f : (X, x 0 , φ) → (X ′ , x ′ 0 , φ ′ ), isomorphic (pointed) colored graphs, denoted by (X, φ) ∼ = (X ′ , φ ′ ) and (X, x 0 , φ) ∼ = (X ′ , x ′ 0 , φ ′ ), and automorphism groups of (pointed) colored graphs, denoted by Aut(X, φ) and Aut(X, x 0 , φ).
Consider only colorings by F . Let G * be the set 10 of isomorphism classes, [X, x, φ], of pointed connected colored graphs, (X, x, φ), whose vertices have finite degree. For each R ∈ Z + , let
These sets form a base of entourages of a uniformity on G * , which is easily seen to be complete. Moreover this uniformity is metrizable because this base is countable.
Suppose that F is countable. The induced topology is separable because the elements [X, x, φ], where X is finite, form a countable dense subset. Thus G * becomes a Polish space. Note that the degree map deg :
For any connected colored graph (X, φ), there is a canonical mapι X,φ :
The image imι X,φ has an induced connected colored graph structure, and all of these images form a canonical partition of G * . It is easy to verify that imι X,φ is saturated by the canonical partition. It is said
is a minimal set of the canonical partition (it has no smaller closed saturated nonempty subset).
The following result indicates the role plaid by graphs with finite degrees, colored by finitely many colors.
Proposition 2.16. imι X,φ is compact if and only if deg X, | im φ| < ∞. 9 Recall that a subset S of an ordered set (Z, ≤) is called an initial segment if, for all s ∈ S and z ∈ Z, z ≤ s implies z ∈ S. 10 These graphs are countable (Lemma 2.9), and therefore we can assume that their underlying sets are contained in N. In this way, G * becomes a well defined set.
Proof. The "if" part follows using that, if deg X, | im φ| < ∞, then, for each R ∈ Z + , the pointed colored balls (B X (x, R), x, φ) (x ∈ X) represent finitely many pointed isomorphism classes [B X (x, R), x, φ]. The "only if" part follows using the continuity of deg : G * → Z + and ev : G * → F .
If X is finite, aperiodicity is equivalent to its limit aperiodicity, and an aperiodic coloring of X by finitely many colors can be easily given. If X is infinite, limit aperiodic colorings by finite finitely many colors are much more difficult to construct. The following lemma will be useful for that purpose. Lemma 2.17. (X, φ) is limit aperiodic if and only if, for all sequences, x i , y i in X and R i , S i ↑ ∞ in Z + , and pointed isomorphisms,
is commutative, we have that, either
Proof. This follows easily from the definition of the topology of G * .
Remark 1. In Lemma 2.17, the stated property for all bounded sequences x i , y i characterizes the aperiodicity of X. Thus the case of unbounded sequences
Removing the colorings from the notation, we get the Polish space G * of isomorphism classes of pointed connected graphs. In this way, we get canonical maps ι X : X → G * for connected graphs X, defining a canonical partition of G * . Then it is said that X is aperiodic if ι X is injective, X is limit aperiodic if Y is aperiodic for all [Y, y] ∈ im ι X , and X is repetitive if im ι X is a minimal set of the canonical partition. Observe also that the forgetful map G * → G * is continuous. By Lemma 2.10, the space G * is a subspace of the Gromov space M * of isomorphism classes of pointed proper metric spaces [25] , [26, Chapter 3] . The obvious versions of Lemma 2.17 and Proposition 2.16 in this setting follow by considering a constant coloring.
Constants
In order to prove our result, we need to define quantities depending on the sequences appearing in the statements of Theorem 1.4, that will function as a priori upper bounds for parameters that arise in the definition of φ. They depend on each other in non-trivial ways, so their definitions are quite involved. This makes this section rather technical and not too illustrative.
Let X be a graph satisfying the conditions of Theorem 1.4, and let ε n be an increasing sequence of positive integers. By induction on n ∈ N, we are going to define sequences of positive integers, s n ,r n ,r ± n ,r n and r ± n , and sequences of functions,η n , R ± n , λ n , K n , K n : N → N and Λ n , Γ ± n , ∆ n : N n+1 → N. First, set
The notation deg X, ∆ and ∆ −1 will be used indistinctly, depending on the convenience. Defineη 0 : N → Q as follows:η
Letr 0 be the smallest positive integer such that
Note that this is well-defined since there is a double exponential in the left-hand side of the inequality, whereas there is a single exponential on the right-hand side. Observe also that (4) and (5) yield
From (5) and the fact thatη 0 is an increasing function we get
Define the remaining functions for n = 0 as follows:
Now, given n > 0, suppose that we have defined the desired constants and functions for integers 0 ≤ m < n. Letr n−1 denote the n-tuple (r 0 , . . . ,r n−1 ). Then define
Letη n : N → Q be defined byη
Then, letr n be the smallest positive integer so that
This is well-defined like in the case ofr 0 . Letr n =r n (3s n + 1) .
From (5), (13) and the fact thatη n is an increasing function, we get
For n ∈ N, let a n and a n−1 denote the (n + 1) and n-tuples (a 0 , . . . , a n ) and (a 0 , . . . , a n−1 ). Let
∆ n (a n ) = 4 (∆ n−1 (a n−1 ) − 1)
Note that R − n is independent of n. Also, by a simple induction argument, we get, for l = 0, . . . , N ,
Lemma 3.1. Let n ∈ N, and let a = (a 0 , . . . , a n ) be an (n + 1)-tuple such that, for 0 ≤ m ≤ n, we have a m ≤r m . Then a n s n ≥ 2Γ − n (a n ) + ε n , a n s 2 n ≥ 2Γ + n (a n ) + ε n .
Proof. By definition of s n , we have a n s n = a n (10Λ n−1 (r n−1 ) + 2Γ + n−1 (r n−1 ) + ε n ) > 10a n Λ(r n−1 ) + 2Γ + n−1 (r n−1 ) + ε n . On the other hand, using (16) and the fact that Λ n−1 and Γ ± n−1 are monotone increasing functions on every coordinate, we have Γ ± n (a n ) ≤ R ± n (a n ) · Λ n−1 (r n−1 ) + Γ + n−1 (r n−1 ) . Then the proof follows by showing that 10a n > 2R − n (a n ) and 10a n s n > 2R + n (a n ), which is an easy consequence of the definitions.
Let K −1 = K −1 ≡ K −1 = K −1 = 0, and continue defining K n and K n by induction on n ∈ N as follows:
K n (a n ) = K n−1 (a n−1 ) + Λ n (a n )(a n s 2 n + a n (2s n + 1)) ,
K n (a n ) = K n (a n ) + Λ n (a n )(
Finally, for all n ∈ N, letr − n =r n ,r + n = s nrn ,r − n =r n ,r + n = s nrn .
Construction of X n
This section is devoted to the construction of subsets X n ⊂ X, which will be used later to achieve the repetitiveness of φ under the assumptions of Theorem 1.4 (ii). Hence we suppose that X satisfies the hypothesis of Theorem 1.4 (ii) throughout this section. Therefore we have a distinguished point p ∈ X, some sequences r n ↑ ∞ and ω n in Z + , with every r n with every r n as large as desired depending on ∆ and ε m for m ≤ n, such that every set
For notational convenience, let also r −1 = s −1 = t −1 = ω −1 = 0. We can assume that r n is so large that
Moreover take increasing sequences of constants s n , t n > 0 satisfying the following conditions:
t n > K n (r n ), 5t n−1 + r n + s n−1 + 2ω n−1 + 1 .
Then, for all x ∈ X and 0 ≤ n < m, define the following subsets of X:
Then the following lemma follows from the above inequalities:
For n ∈ N, define Z n n := {p} and f n n,p := id B(x,rn) . In Proposition 4.2, we will continue defining subsets Z m n ⊂ X for 0 ≤ n < m, and pointed isometries f m n,z : (B(p, r n ), p) → (B(z, r n ), z) for z ∈ Z m n . We will use the following notation:
Remark 2. Note that, given integers 0 ≤ n < m, the definitions of P m n and Q m n only make reference to sets Z l k when either l < m and k ≥ n, or l = m and k > n. Let < denote the binary relation on P m n defined by declaring (l, z) < (l ′ , z ′ ) if l < l ′ and B(z, r l ) ⊂ B(z ′ , r l ′ ), and let ≤ denote the reflexive closure of <. Proposition 4.2. For 0 ≤ n < m, there are sets Z m n ⊂ X, and for each z ∈ Z m n there is a pointed isometry f m n,z : (B(p, r n ), p) → (B(z, r n ), z), satisfying the following properties:
Consider integers 0 ≤ k ≤ l such that either l < m and k ≥ n, or l = m and k > n. Then Z l k ⊂ Z m n , and for any z ∈ Z l k we have f m n,z = f l k,z | B(p,rn) . (vi) We have p ∈ Z m n and f m n,p = id B(p,rn) . (24) .
Proof. First, note that, for integers 0 ≤ n < m, we can see using Remark 2 that properties (i)-(v) only refer to points z ∈ Z l k or isometries f l k,z where either l < m, or l = m and k ≥ n. This allows us to proceed inductively in the following way. First we define for n ≥ 1, the sets Z n n−1 and for each point z ∈ Z n n−1 , the isometries f n n−1,z . Then we construct, for 0 ≤ n < m − 1, the sets Z m n , and, for each point z ∈ Z m n , the isometries f n m,z , under the assumption that we have already defined Z l k and f l k,z when either l < m, or l = m and k > n.
For n ≥ 1, let Z n n−1 be any maximal s n−1 -separated subset of Ω n−1 ∩ V n n−1 (p) containing p. Then define f n n−1,p = id B(p,rn−1) and, for each z ∈ Z n n−1 , let f n n−1,z be any pointed isometry (B(p, r n−1 ), p) → (B(z, r n−1 ), z), which exists by the assumption that z ∈ Ω n−1 . The fact that these definitions satisfy properties (i)-(v) follows easily after realizing that P n n−1 = ∅. As induction hypothesis, suppose now that, given 0 ≤ n < m, we have already defined Z l k and f l k,z for l < m, or l = m and k > n.
We have Q m n ⊂ B(p, r m ). By the induction hypothesis with (i), we have d(p, z) ≤ r m − t l , and by (25) we have B l n (z) = B(z, r l + s n ). Now, by (23) and the triangle inequality, we get (a). Then (b) follows from (27) , completing the proof of Claim 1.
n satisfy at least one of the following properties:
is a partially ordered set. Let us prove (a). From the definition of P m n in (26), we see that (l, z) ∈ P m n yields l > n. Any of the properties (a1) or (a2) implies that d(z, z ′ ) ≤ 2r l + 2s n . Using now (23), we get d(z, z ′ ) < s l . So any of (a1) or (a2) implies (a3). By the induction hypothesis, the set Z m l is s l -separated, obtaining z = z ′ . Let us prove (b). The relation ≤ is reflexive because it was defined as the reflexive closure of <. It is trivial to check that it is also transitive using the definition of <. Thus it only remains to prove that it is also antisymmetric. Let (l, z), (l ′ , z ′ ) ∈ P m n such that (l, z) ≤ (l ′ , z ′ ) and (l ′ , z ′ ) ≤ (l, z). By the definition of ≤, we get l = l ′ . But now we can apply (a) and conclude that z = z ′ , and therefore (l, z) = (l ′ , z ′ ).
Let P m n denote the set of maximal elements of (P m n , ≤).
n , the following conditions are equivalent:
Let us prove (a). The case where l = l ′ follows immediately from Claim 2 (a). Suppose now that l ′ > l. Then, by the induction hypothesis and using Property 4.2 (ii), we get that, either
Property (b) follows immediatly from (a) since chains in P m n are finite because we take n < l < m. Let us prove (c). We prove first that the condition
If l ′ = l, this equivalence follows from Claim 2 (a). Suppose now that l ′ < l. Using Proposition 4.2 (ii) and the induction hypothesis, we see that the condition
follows from the induction hypothesis using property (iib).
Property (d) is just an immediate consequence of (c). Let us prove (e). Let (l ′ , z ′ ) ∈ P l n . By definition, this means that n < l ′ < l and z ′ ∈ Z l l ′ , which in turn is equivalent to the condition that n < l ′ < l and f m l,z (z ′ ) ∈ f m l,z (Z l l ′ ). Using now Proposition 4.2 (iii) and the inducion hypothesis, we obtain that this is equivalent to the fact that n < l < l ′ and f m l,z (z ′ ) ∈ Z m l ′ ∩ B l n (z). By Proposition 4.2 (ii), this is equivalent to the condition that n < l < l ′ and B(f m l,z (z ′ ), r l ′ ) ⊂ B(z, r n ), which defines the set of pairs (l ′′ , z ′′ ) ∈ P m n such that (l ′′ , z ′′ ) < (l, z), completing the proof of (28). Let (l ′ , z ′ ) ∈ P l n . By definition, z ′ ∈ Z l l ′ , and therefore z ′ ∈ V l l ′ (p) by the induction hypothesis with Proposition 4.2 (i). Then, by Claim 1 (b),
A consequence of (a) is that, for any (l, z)
Using the definition of Q l n , Claim 3 (d) and (32), we obtain
But f m l,z is an isometry, and therefore f m
Using now (28), we obtain (29) .
Using (c), we conclude
So (30) follows applying (29) . By the induction hypothesis with (i) and Lemma 4.
We have established that, for any (l, z) (27), and therefore
Then, to complete the proof of (31), it is enough to prove that, for every (l,
Note that this is well defined since, by the induction hypothesis with (i), we have
Second, let Z m n be any maximal s n -separated subset of
We proceed hereafter to prove that these definitions satisfy all required properties.
In order to prove (i), we will first establish the following claims.
Using the induction hypothesis with (i), we know that, for n < l < m,
Let us prove that
Let (l, z) ∈ P m n . By the induction hypothesis, f m l,z : (B(p, r l ), p) → (B(z, r l ), z) is a pointed isometry, and therefore f m l,z (V l n (p)) = V l n (z). Using now (30), we obtain
Using now (31) and (35), we obtain
Using now the triangle inequality, we conclude d(z, x ′ ) ≤ r l − t n + s n ≤ r l + s n . This inequality implies x ′ ∈ B l n (z), a contradiction. Let us prove (b). If l = l ′ , the result follows from Claim 2 (a). Suppose then that l < l ′ . We have
, contradicting the maximality of (l, z). Then, by (25) ,
Thus (b) follows from the definition of V l n (z) in (25) . This completes the proof of Claim 5. Claim 6. The set Z m n is s n -separated. We first show that Z m n is s n -separated. Let (l, z) ∈ P m n . By the induction hypothesis, Z l n is s n -separated and f m l,z is an isometry. So f m l,z (Z l n ) is also s n -separated. From Claim 5 (b), the induction hypothesis with (i) and the definition of Z m n , it is immediate that Z m n is also s n -separated. Recall that the set Z m n is s nseparated by construction. Therefore, to prove that Z m n = Z m n ∪ · Z m n is s n -separated, it suffices to show that d( Z m n , Z m n ) ≥ s n . Let z ∈ Z m n and z ′ ∈ Z m n . By construction and the induction hypothesis with (i), there is some (l, z ′′ ) ∈ P m n such that z ∈ V l n (z ′′ ) and z ′ / ∈ B l n (z ′′ ), and Claim 6 then follows by Claim 5 (a). Let us prove (i). By Claims 4 and 6, Z m n is an s n -separated subset of Ω n ∩ V m n (p) \ Q m n . Therefore we only need to establish the maximality among the s n -separated subsets of Ω n ∩ V m n (p) \ Q m n . By the induction hypothesis with (i), for any (l, z) ∈ P m n , the set Z l n is a maximal s n -separated subset of Ω n ∩ V l n (p) \ Q l n . This last set is contained in B(p, r l ) = dom f m l,z , and the map f m l,z :
where the last equality holds by (30) . So, by Claim 5 (b), the set Z m n is a maximal s n -separated subset of
In turn, by construction, the set Z m n is a maximal s n -separated subset of
Therefore, using (31) and Claim 5 (a), we get that Z m n is a maximal s n -separated subset of Ω n ∩ V m n \ Q m n . Let us prove (ii). Let x ∈ Z m n and (l, z) ∈ P m n . By Proposition 4.2 (i), it holds that x ∈ X \ C l n (z). So, either x ∈ V l n (z), or x / ∈ B l n (z). In the former case, (iib) holds, as can be seen using Lemma 4.1 (iii). In the latter case, (iia) follows from Lemma 4.1 (ii).
Let us prove (iii).
It is then clear that it only remains to show that Z m n ∩ B l n (z) = f m l,z (Z l n ). We will consider first the case where (l, z) ∈ P m n . It follows from Claim 2 (a) and (i) that, for any (l ′ , z ′ ) = (l, z) in P m n ,
Then, using the induction hypothesis with (iv), we know that f m
. Let us prove (iv). As it was shown in the proof of (iii), if x ∈ Z m n and (l, z) ∈ P m n satisfy (iib), then x ∈ Z m n . Consider first the case where (l, z) ∈ P m n . Then the equality f m n,
is precisely the definition of f m n,z . Therefore we can suppose that (l, z) ∈ P m n \ P m n . According to Claim 3 (b), there is a unique (l ′ , z ′ ) ∈ P m n such that (l, z) < (l ′ , z ′ ), and x satisfies (iib) also with (l ′ , z ′ ). We have already proved that f m n,
To prove (v), we need the following. For n < m, let c m n : B(p, r m ) → {n + 1, . . . , m} be defined by c m n (x) = min{ n ∈ Z | n < l ≤ m, ∃z ∈ Z m l , x ∈ B(z, r l ) } . Since the set Z m l is 2r l -separated by Proposition 4.2 (i) and (23), if x ∈ B(z, r l ) for some z ∈ Z m l , then z is the unique point in Z m l that satisfies this condition. Let p m n : Z m n → X be defined by assigning to every x ∈ Z m n the unique point p m n (x) in Z m c m n (x) satisfying x ∈ B(p m n (x), r c m n (x) ). For n ∈ N, let n n be the trivial order relation on Z n n = {p}. Proposition 4.3. For 0 ≤ n < m, there is an order 11 relation m n on Z m n such that:
, then x ≺ m n y (meaning x m n y and x = y); and, (iii) for any (l, z) ∈ P m n , the map f m l,z : (Z l n , l n ) → (Z m n ∩ B(z, r l ), m n ) is order preserving. Proof. We proceed by induction like in 
is also order preserving.
Define
For n ∈ N and x ∈ X n , there is some m ≥ n such that x ∈ Z m n . Let h n,x = f m n,x : (B(p, r n ), p) → (B(x, r n ), x), which is independent of m by For n ∈ N, the following properties hold: (i) The set X n is a maximal s n -separated subset of (X \ S n , d) containing p.
(ii) For any x ∈ X n and (m, y) ∈ R n , (a) either x / ∈ B m n (y) and B n l (x) ∩ B m l (y) = ∅ for 0 ≤ l < n, or
(vi) We have p ∈ X n and h n,p = id B(p,rn) .
Proof. Let us prove (i). By (30), Proposition 4.2 (vi) and (37) , for every m ′ > m > n, we have
Hence the sets Ω n ∩ V m n (p) \ Q m n , for m > n, form an increasing chain whose union is Ω n ∩ X \ S n . By Proposition 4.2 (i),(v), it follows that X n is a maximal s n -separated subset of Ω n ∩X \ S n , being the union of an increasing sequence of maximal s n -separated subsets of the increasing sequence of sets Ω n ∩ V m n (p) \ Q m n . Finally, p ∈ X n by Proposition 4.2 (vi). This completes the proof of (i).
The remaning properties are direct consequences of the corresponding properties of Proposition 4.2, using that the sets Z m n , for m > n, form an increasing chain (Proposition 4.2 (v)). By Propositions 4.2 (vi) and 4.3 (iii), the order relations m n , m ≥ n, define an order relation n on X n . The following is a consequence of Proposition 4.3.
Proposition 4.5. For n ∈ N, the following properties hold:
Proof. First, note that r m − t n − 2ω n − 1 > 0 by (22) . For any (m, x) ∈ R n , according to (25) ,
then z ∈ V m l (x) and B l n (z) ⊂ V m n (x); in particular, (l, z) < (m, x). Since, by (24),
it follows that
, contradicting (38) . This shows the statement according to (37) . Proposition 4.7. The set Ω n \ S n is an (s n + t n + 3ω n )-net in X.
Proof. For u ∈ X, let us prove that there is some x ∈ Ω n \ S n such that d(u, x) ≤ s n + t n + 3ω n . Since Ω n is an ω n -net in X, there is some point x ′ ∈ Ω n such that d(u, x ′ ) ≤ ω n . If x ′ / ∈ S n , then the desired inequality holds with x = x ′ . Thus, according to (37) , suppose that there is some (m, y) ∈ R n such that x ′ ∈ C m n (y). Then r m − t n < δ := d(x ′ , y) ≤ r m + s n according to (25) . Let τ : {0, . . . , δ} → X be a geodesic such that τ (0) = y and τ (δ) = x ′ . Let v = τ (r m − t n − ω n ). We have
Again, because Ω n is an ω n -net, there is some x ∈ Ω n ∩ B(v, ω n ), and we have x ∈ Ω n \ S n by Lemma 4.6. Then, by the triangle inequality,
≤ ω n + s n + t n + ω n + ω n = s n + t n + 3ω n .
Corollary 4.8. X n is a (2s n + t n + 3ω n )-net in X.
Proof. Let u ∈ X. By Proposition 4.7, there is some x ′ ∈ Ω n \ S n such that d(u, x ′ ) ≤ s n + t n + 3ω n . Suppose that X n ∩ B(x ′ , s n ) = ∅. Then X n ∪ · {x ′ } would be an s n -separated subset of Ω n \ S n that strictly contains X n , contradicting Proposition 4.4 (i). Therefore there must be some x ∈ X n ∩ B(x ′ , s n ), and d(u, x) ≤ 2s n + t n + 3ω n by the triangle inequality.
For m ∈ N, let
We can define on both of these sets the relation < by declaring (l, z) < (l, z ′ ) if l < l ′ and B(z, r l ) ⊂ B(z ′ , r l ′ ). The induced reflexive closures ≤ are partial orders and satisfy Claim 3 (b).
In this section, we show a proposition that will be crucial in the proof of Theorem 1.4. Actually, it will be used to prove Theorem 1.4 (ii), but the same proof applies to Theorem 1.4 with a simpler version of the proposition, taking the sets X n = ∅, and therefore omitting the use of the sets R n , numbers r n , and maps f m n,z and h n,x . Thus suppose that X satisfies the hypothesis of Theorem 1.4, and consider the notation of Sections 3 and 4.
For notational convenience, let
For n ∈ N, we will continue defining constants r n , subsets X n ⊂ X containing X n , and a connected graph structure E n on every X n with induced metrics d n . Also, for x ∈ X n and l ∈ N, let B n (x, l) and S n (x, l) denote the balls and spheres of center x and radius l in (X n , d n ) (recall that, in connected graphs, we use balls defined with non-strict inequalities). With this notation, let η n : N → Q be given by
Suppose that, for n ∈ N, the graphs (X m , E m ) and constants r m have been defined for integers −1 ≤ m < n. Then let r n be defined as follows: (A) If there is some x ∈ B n−1 (p,r n (2s n + 1)) such that (|B n−1 (x,r n s n )| + 6) 2 ≥ η n (|B n−1 (x,r n )|) , then let r n =r n (see (14) ). (B) Otherwise, let r n =r n (see (5) and (13)). Observe that r 0 > 2 11 (43) by (6), (7) , (A) and (B). Moreover, let ∆ n = ∆ n (r 0 , . . . , r n ) , Λ n = Λ n (r 0 , . . . , r n ) , Γ ± n = Γ ± n (r 0 , . . . , r n ) , K n = K n (r 0 , . . . , r n ) ,
The functions in (44) and (45) are all monotone increasing on every coordinate. So, ifr n denotes the (n + 1)-tuple (r 0 , . . . ,r n ), we get
and so on. From (19) , (22) , (44) and (45) , it follows that
for m = 0, . . . , n. Finally, let r − n = r n , r + n = r n s n .
By (9), (16) , (45) and (48), we have
Proposition 5.1. For n ∈ N, there are disjoint subsets X + n , X − n ⊂ X and a graph structure E n on X n := X − n ∪ · X + n such that the following properties are satisfied:
Remark 4. Note that K n < t n , r n by (22), (24) and the fact thatr n > r n . This and the inequality K n > K n yield r m − K n , r m − K n > 0 in (ii) and (viii).
Remark 5. In accordance with the discussion at the beginning of the section, to prove Theorem 1.4, the items (ii) and (viii) must be omitted, and only the inclusion "X n ⊂ X n−1 " must be considered in (i).
The rest of this section is devoted to the proof of the above proposition. We proceed by induction on n.
The following lemma follows from Proposition 4.4, (41) and (40) . The items are irregularly numbered so that there is an obvious correspondence with those of Proposition 5.1.
Lemma 5.2. The following properties hold:
This lemma can be considered the extension to n = −1 of properties (i), (ii) and (iv)-(viii) of Proposition 5.1. In this way, we include the case n = 0 in the induction step. Thus suppose that, for n ≥ 0, we have already defined X m , E m , d m and r m for m < n, satisfying all required properties. When we invoke the induction hypothesis with some item, e.g. (i), it will refer to Lemma 5.2 (i') if n = 0, and to Proposition 5.1 (i) if n > 0.
By (46) , we have ∆ n−1 ≤ ∆ n−1 (r n−1 ). From this inequality, and the definitions of η n and η n in (12) and (42), we obtain, for a ∈ N, η n (a) ≥ η n (a) .
(50) Letĉ n : X n−1 → {n, n + 1, . . . } be defined bŷ c n (x) = min{ l ∈ N | l ≥ n, ∃y ∈ X l so that (l, y) ∈ R n−1 and x ∈ B −1 (y, r l − K n−1 ) }.
This map is well-defined because r l → ∞ as l → ∞ by (22) and (24) . By Proposition 4.4 (i), for each x ∈ X n−1 , there is a unique pointp n (x) ∈ Xĉ n(x) such that x ∈ B n−1 (p n (x), rĉ n (x) − K n−1 ). This defines a mapp n :ĉ −1 n ({n, n + 1, . . . }) → X n .
Lemma 5.3. For m ≥ n, there are ordered sets (Y m n , ≤ m n ) such that the following properties hold: (a) Y m n is a maximal 2r n -separated subset of (B −1 (p, r m − K n−1 ) ∩ X n−1 , d n−1 ) containing p.
, and the map
For all x, y ∈ Y m n , we have x < m n y if one of the following conditions holds: (1)ĉ n (x) <ĉ n (y);
(2)ĉ n (x) =ĉ n (y) and d −1 (p n (x), p) < d −1 (p n (y), p); or (3)ĉ n (x) =ĉ n (y),p n (x) =p n (y) and d −1 (x,p n (x)) < d −1 (y,p n (x)).
Proof. We proceed by induction on m. Let Y n n be any maximal 2r n -separated subset of (B −1 (p, r n − K n−1 ) ∩ X n−1 , d n−1 ) containing p. Let ≤ n n be any order relation on Y n n such that, if d −1 (x, p) < d −1 (y, p), then x < n n y. Sinceĉ n (x) = n andp n (x) = p for all x ∈ Y n n , this relation satisfies the properties of the statement for m = n.
Suppose that we have defined Y l n and ≤ l n for n ≤ l < m, satisfying the stated properties. Let
By the induction hypothesis with (viii), for every (l, z) ∈ P m n−1 , the set h l,z (Y l n ) = f m l,z (Y l n ) is contained in X n−1 and is 2r n -separated with respect to d n−1 . Arguing like in the proof of Proposition 4.2 (i), we obtain that Y m n is a maximal 2r n -separated subset of
with respect to d n−1 , containing p. Now, let Y m n be any maximal 2r n -separated subset of (B −1 (p, r n − K n−1 ) ∩ X n−1 , d n−1 ) containing Y m n ; in particular, Y m n safisfies (a). Let ≤ m n be any ordering of Y m n satisfying the analogues of (c), (d1) and (d2) with Y m n instead of Y m n . Then, by the induction hypothesis with (d3) and the definition of Y m n , the order ≤ m n also satisfies the analogue of (d3). Let ≤ m n be any ordering of Y m n := Y m n \ Y m n satisfying the analogue of (d3) with Y m n instead of Y m n . Let ≤ m n be the order relation on Y m n defined by ≤ m n and ≤ m n on Y m n and Y m n , respectively, and satisfying x ≤ m n y for all x ∈ Y m n and y ∈ Y m n . It is easy to check that ≤ m n satisfies the stated properties.
Let Y n = m≥n Y m n . Like in the case of the relations m n (Section 4), the order relations ≤ m n define an order relation ≤ n on Y n .
Lemma 5.4. The ordered sets (Y n , ≤ n ) satisfy the following properties: (a) Y n is a maximal 2r n -separated subset of (X n−1 , d n−1 ) containing p, and therefore it is a 2r n -net in (X n−1 , d n−1 ).
(c) For all x, y ∈ Y n , we have x < n y if one of the following conditions holds:
(1)ĉ n (x) <ĉ n (y);
Proof. Properties (a)-(c) follow from Lemma 5.3 (a)-(c) and the definition of (Y n , ≤ n ). So let us prove (d). By (c1), it is enough to prove that, for each m ≥ n, the ordered subset (Y n ∩ĉ −1 n (m), ≤ n ) is well-ordered.
By (c2), the subsets { y ∈ Y n ∩ĉ −1 n (m) | d −1 (p(y), p) ≤ l }, with l ∈ N, form an increasing sequence of finite initial segments of (Y n ∩ĉ −1
, p) ≤ l } are finite, and therefore well-ordered with ≤ n . Then it easily follows that Y n ∩ĉ −1 n (m) is well-ordered, completing the proof of (d). Remark 6. Note that {n} × X n ⊂ R n−1 by definition. By Lemma 5.4 (a),(b), for any x ∈ X n , we have
Remark 7. For any x ∈ B −1 (p, r m − K n−1 ), we haveĉ n (x) = n andp n (x) = p by definition. So, by (c2), B −1 (p, r m − K n−1 ) is an initial segment of Y n . Therefore p is the least element of Y n by (c3).
Let now
By the induction hypothesis with Proposition 5.1 (vi), we have
Then |B n−1 (y, r n s i n )| = |B n−1 (h l,z (y), r n s i n )| for i = 1, 2 because h l,z is a s n R + n -short scale isometry on (B −1 (p, r l −K n−1 ), d n−1 ). Using that (Y n , ≤ n ) is a well-ordered set (Lemma 5.4 (d)), let X + n ⊂ Y + n be the subset inductively defined as follows:
• If y 0 is the least element of (Y + n , ≤ n ), then y 0 ∈ X + n . • For all y ∈ Y + n such that y > n y 0 , we have y ∈ X + n if and only if d n−1 (y, y ′ ) > 2r n s n for all y ′ ∈ X + n with y ′ < n y.
Remark 8. Observe that X + n is a (2r n s n + 1)-separated 2r n s n -net in (Y + n , d n−1 ). Remark 9. Note that Lemma 5.4 (b) yields Y l n = Y n ∩ B −1 (p, r l − K n−1 ) because h l,p = id by Proposition 4.4 (vi).
Lemma 5.7. For all z ∈ X n and y ∈ Y n ∩ B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ), we have y ∈ X + n if and only if h n,z (y) ∈ X + n . Proof. By Lemma 5.6, it is enough to prove the statement for points y ∈ Y + n . We proceed by induction on the elements of Y + n ∩ B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ) using ≤ n . Let y 1 be the least element of Y + n ∩ B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ). We first prove that y 1 , h n,z (y 1 ) ∈ X + n , establishing the desired property for y 1 .
By absurdity, suppose that y 1 / ∈ X + n . This means that y 1 > n y 0 and there is some u ∈ X + n such that u < n y 1 and d n−1 (y 1 , u) ≤ 2r n s n . Since s n > 2 by (3) and (11), it follows from Lemma 5.5 that u ∈ B −1 (p, r n − K n−1 ). Thenĉ n (y 1 ) =ĉ n (u) = n andp n (y 1 ) =p n (u) = p. Lemma 5.4 (c3) and the assumption that u < n y 1 yield d −1 (p, u) ≤ d −1 (p, y 1 ). So, in fact, u ∈ B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ), contradicting the hypothesis that y 1 is the least element of B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ). This shows that y 1 ∈ X + n . By Lemma 5.4 (b) and Remark 9, the map h n,z preserves ≤ n over B −1 (p, r n − K n−1 ). So, using the same argument, we get h n,z (y 1 ) ∈ X + n . Now, given y ∈ Y + n ∩ B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ) so that y 1 < n y, suppose that the result is true for all y ′ ∈ Y + n ∩ B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ) with y ′ < n y. By definition, we have y / ∈ X + n if and only if there is some u ∈ X + n such that u < n y and d n−1 (u, p) ≤ 2r n s n . Using the same argument as before, we obtain that, necessarily, u ∈ B −1 (p, r n − K n−1 − Λ n−1 r n s 2 n ). By the induction hypothesis, we have h n,z (u) ∈ X + n . Then y / ∈ X + n if and only if there is some u ∈ B −1 (r n − K n−1 ) with h n,z (u) ∈ X + n and d n−1 (h n,z (u), h n,z (y)) ≤ 2r n s n . But, by the induction hypothesis with (viii), we have d n−1 (h n,z (u), h n,z (y)) = d n−1 (u, y) ≤ 2r n s n . So y ∈ X + n if and only if h n,z (y) ∈ X + n , as desired.
Proposition 5.8. For all (l, z) ∈ R n−1 and y ∈ Y n ∩ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ), we have y ∈ X + n if and only if h l,z (y) ∈ X + n . Proof. We proceed by induction on l ≥ n. The case l = n is precisely the statement of Lemma 5.7. Therefore take any l > n and suppose that the result is true for n ≤ l ′ < l.
By Lemma 5.6, it is enough to prove the statement for points y ∈ Y + n . We proceed by induction on the elements of Y + n ∩ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ) using ≤ n . Let y 1 be the least element of Y + n ∩ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ). We will prove that y 1 / ∈ X + n if and only if h l,z (y 1 ) / ∈ X + n , establishing the desired property for y 1 .
The condition y 1 / ∈ X + n means that y 1 > n y 0 and there is some u ∈ X + n such that u < n y 1 and d n−1 (y 1 , u) ≤ 2r n s n . Since s n > 2 by (3) and (11), it follows from Lemma 5.5 that u ∈ B −1 (p, r l − K n−1 ), and thereforeĉ(y 1 ),ĉ(u) ≤ l. We will consider several cases about u.
Suppose thatĉ n (u) >ĉ n (y 1 ). Then y 1 < n u by Lemma 5.4 (c1), contradicting the assumption that u < n y 1 .
Suppose then thatĉ(y 1 ) =ĉ(u) = l. Thusp(y 1 ) =p(u) = p. Lemma 5.4 (c3) and the assumption that
. Suppose finally thatĉ(u) < l. Then hĉ (u),p(u) (u) ∈ X + n by the induction hypothesis with l. But, by the induction hypothesis with (viii), we have d n−1 (h l,z (u), h l,z (y 1 )) = d n−1 (u, y 1 ) ≤ 2r n s n . So h l,z (y 1 ) / ∈ X + n . Thus far, we have proved that y 1 / ∈ X + n implies h l,z (y 1 ) / ∈ X + n . The proof of the converse implication is similar Now, given y ∈ Y + n ∩ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ) so that y 1 < n y, suppose that the result is true for all y ′ ∈ Y + n ∩ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ) with y ′ < n y. By definition, y / ∈ X + n if and only if there is some u ∈ X + n such that u < n y and d n−1 (u, p) ≤ 2r n s n . Using the same argument as before, we obtain that, eitherĉ n (u) < l, or u ∈ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ). Ifĉ n (u) < l, we get h l,z (y) / ∈ X + n arguing as before. If u ∈ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ), then h l,z (u) ∈ X + n by the induction hypothesis in Y + n ∩ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ). Thus y / ∈ X + n if and only if there is some u ∈ B −1 (r l − K n−1 ) with h l,z (u) ∈ X + n and d n−1 (h l,z (u), h l,z (y)) ≤ 2r n s n . But d n−1 (h l,z (u), h l,z (y)) = d n−1 (u, y) ≤ 2r n s n by the induction hypothesis with (viii). So y ∈ X + n if and only if h l,z (y) ∈ X + n , as desired.
Lemma 5.9. We have p ∈ X n .
Proof. Suppose first that condition (A) is satisfied in the definition of r n , and consequently r n =r n . Then there is some point x ∈ B n−1 (p,r n (2s n + 1)) such that
So B n−1 (x,r n s n ) ⊂ B n−1 (p,r n (3s n + 1)), and therefore |B n−1 (p, r n )| = |B n−1 (p,r n (3s n + 1))| ≥ |B n−1 (x,r n s n )| .
Using (14), (15) , (50), (53) and (54), we get η n (|B n−1 (p, r n s n )|) ≥ η n (|B n−1 (x,r n s n )|) ≥ η n η n (|B n−1 (x,r n )|) − 6 ≥ η n η n (|B n−1 (x,r n )|) − 6 > η n η n (r n )) − 6 ≥ 4(∆ n−1 (r n−1 ) − 1)r n s 2 n + 6 2 .
The assumption r n =r n impliesr n−1 = (r 0 , . . . , r n−1 ) and ∆ n−1 (r n−1 ) = ∆ n−1 according to (44) . Hence, by Corollary 2.14, η n (|B n−1 (p, r n s n )|) ≥ 4(∆ n−1 (r n−1 ) − 1)r n s 2 n + 6 2 = 4(∆ n−1 − 1) rns 2 n + 6 2 ≥ (|B n−1 (p, r n s 2 n )| + 6) 2 , and therefore p ∈ Y + n . Thus the statement follows in this case from Remark 7 and the definition of X + n . Suppose now that condition (B) holds. Then p ∈ Y − n and Y + n ∩ B n−1 (p, r n (2s n + 1)) = ∅, and the statement also follows in this second case.
By (20) , (21) , (44) and (45), we have K n = K n−1 + Λ n (r n s 2 n + r n (2s n + 1)) , (55)
Lemma 5.10. For all (l, z) ∈ R n−1 and y ∈ Y n ∩B −1 (p, r l −K n ), we have y ∈ X − n if and only if h l,z (y) ∈ X − n . Proof. Let y ∈ Y n ∩ B −1 (p, r l − K n ). Then, by (55), y ∈ Y n ∩ B −1 (p, r l − K n−1 − Λ n−1 (r n s 2 n + r n (2s n + 1))) . By Lemma 5.6, we can assume y, h l,z (y) ∈ Y − n . Hence, by definition, y / ∈ X − n if and only if there is some x ∈ X + n with d n−1 (y, x) ≤ r n (2s n + 1). In this case, by the induction hypothesis with (vi), we have d −1 (x, y) ≤ Λ n−1 r n (2s n + 1). Therefore, by the triangle inequality, x ∈ B −1 (p, r l − K n−1 − Λ n−1 r n s 2 n ) ⊂ B −1 (p, r m − K n ). Applying now Proposition 5.8, we get h l,z (x) ∈ X + n . Also, by the induction hypothesis with (viii), h l,z is a s n R + n -short scale isometry on (X n−1 ∩ B −1 (p, r m − K n ), d n−1 ). Therefore h l,z (x) ∈ X + n and d n−1 (h l,z (x), h l,z (y)) ≤ r n (2s n + 1), obtaining h l,z (y) / ∈ X − n . The proof of the converse implication is similar.
Let us prove (i). By Lemma 5.9, we have p ∈ X n and (n, x) ∈ R n−1 for each x ∈ X n ,. Proposition 5.8 and Lemma 5.10 then imply x = h n,x (p) ∈ X n for all x ∈ X n , obtaining X n ⊂ X n . The inclusion X n ⊂ X n−1 follows from Lemma 5.4 (a) and the fact that X n ⊂ Y n . This completes the proof of (i).
For all (m, x) ∈ R n−1 , the map h m,x : (B −1 (p, r m ), p) → (B −1 (x, r m ), x) is a pointed isometry by definition. Therefore h m,x (B −1 (p, r m − K n )) = B −1 (x, r m − K n ). Then property (ii) follows from Proposition 5.8 and Lemma 5.10.
Let us prove (iii). For x ∈ X + n , the result is an immediate consequence of the definition of Y + n and the fact that X + n ⊂ Y + n . So assume x ∈ X − n . By absurdity, suppose that (|B n−1 (x, r n s n )| + 6) 2 > η n (|B n−1 (x, r n )|) .
Since η n is an increasing function, and using (50), (15) , (44) and Corollary 2.14, we get η n (|B n−1 (x, r n s n )|) ≥ η n η n (|B n−1 (x, r n )|) − 6 ≥ η n η n (|B n−1 (x, r n )|) − 6 > η n η n (r n ) − 6 > 4(∆ n−1 (r n−1 ) − 1)r ns 2 n + 6 2 = 4(∆ n−1 − 1)r ns 2 n + 6 2 ≥ (|B n−1 (x, r n s 2 n )| + 6) 2 . Therefore x / ∈ Y − n by definition, contradicting the assumption that x ∈ X − n , which completes the proof of (iii).
Let us prove (iv). First, define
Thus X n−1 = Z − n−1 ∪ · Z + n−1 . On the other hand, using (9), (16) , (41) and (45), we get R − n = 4r n − 1 , R + n = r n (2s n + 3) . Lemma 5.11. X + n is a (2r n s n + 1)-separated R + n -net in (Z + n−1 , d n−1 ).
Proof. By Remark 8, we only need to show that X + n is an R + n -net in (Z + n−1 , d n−1 ). Take an arbitrary point z ∈ Z + n−1 . Since Y n is a 2r n -net in (X n−1 , d n−1 ) by Lemma 5.4 (a), there is some y ∈ Y n with d n−1 (x, z) ≤ 2r n .
If y ∈ Y + n , then, by Remark 8, there is some x ∈ X + n with d n−1 (y, x) ≤ 2r n s n . Using the triangle inequality, we get d(z, x) ≤ d(z, y) + d(y, x) ≤ 2r n + 2r n s n < r n (2s n + 3) = R + n . If y ∈ X − n , we have d n−1 (z, X − n ) ≤ 2r n . Then (58) implies d n−1 (z, X + n ) − 2r n s n ≤ r n , obtaining d n−1 (z, X + n ) ≤ r n (2s n + 1) < R + n . Finally, suppose that y ∈ Y − n \ X − n . By (52), there is some point x ∈ X + n with d n−1 (x, y) ≤ r n (2s n + 1), and the lemma follows applying the triangle inequality:
Like in Lemma 5.11, there is some y ∈ Y n with d n−1 (z, y) ≤ 2r n . In the case where y ∈ X − n , the lemma is trivial. If y ∈ X + n , then d n−1 (z, X + n ) ≤ 2r n , yielding d n−1 (z, X + n ) − 2r n s n ≤ 2r n (1 − s n ). Using (57), we get d n−1 (y, X − n ) − r n < 2r n (1 − s n ), and therefore d n−1 (y, X − n ) < 2r n (2 − s n ). However, by (3) and (11), we have s n > 2, reaching a contradiction. Therefore y / ∈ X + n . Now, suppose y ∈ Y + n \ X + n . By Remark 8, there is some x ∈ X + n with d n−1 (x, y) ≤ 2r n s n , and we get d n−1 (z, x) ≤ 2r n (s n + 1) using the triangle inequality. Then (57) yields
By (52), there is some point x ∈ X + n with d n−1 (x, y) ≤ r n (2s n + 1), obtaining d n−1 (z, X + n ) ≤ r n (2s n + 3) by the triangle inequality. Therefore d n−1 (z, X + n ) − 2r n s n ≤ 3r n , obtaining d n−1 (z, X − n ) < 4r n by (57); i.e., d n−1 (z, X − n ) ≤ 4r n − 1 = R − n . To complete the proof of Proposition 5.1 (iv), it only remains to prove that d n−1 (X − n , X + n ) ≥ 2r n s n + 1, which follows from (52).
To prove the next items of Proposition 5.1, we need some more preliminary results.
Lemma 5.13. For all z ∈ X n−1 , we have z ∈ Z + n−1 if and only if
Proof. Suppose first that z ∈ Z + n−1 . Lemma 5.11 implies X + n ∩ B n−1 (z, R + n ) = ∅, and therefore d n−1 (z, X + n ∩ B n−1 (z, R + n )) = d n−1 (z, X + n ) . Then (57) implies (59).
Suppose now that (59) holds for some z ∈ X n−1 . Property (iv) implies that at least one of the inequalities d n−1 (z, X − n ) ≤ R + n or d n−1 (z, X + n ) ≤ R + n is satisfied. So at least the left-hand side of (59) is finite. Therefore (59) yields (57).
it is enough to prove that u ∈ Z + n−1 if and only if h l,z (u) ∈ Z + n−1 . By the induction hypothesis with (vi) and the triangle inequality, we have B n−1 (u, R + n ) ⊂ B −1 (p, r l − K n ) ⊂ dom h l,z . Proposition 5.8, Lemma 5.10 and the induction hypothesis with (viii) imply that the restriction of h l,z to B −1 (p, r l − K n ) preserves X ± n and is an R + n -partial isometry with respect to d n−1 . Then the result follows from Lemma 5.13.
Remark 10. Note that (55) yields K n ≥ K n + Λ n−1 R + n . Then r l − K n − Λ n−1 R + n > 0 in Corollary 5.14 by (22) .
Recall the definition of r ± n given in (48).
Proof. For x ∈ X − n , suppose on the contrary that there is some z ∈ B n−1 (x, r n ) such that
In particular, d n−1 (z, X + n ) ≤ 2r n s n because d n−1 (z, X − n ) ≤ d n−1 (z, x) ≤ r n . By the triangle inequality, it follows that d n−1 (x, X + n ) ≤ d n−1 (x, z) + d n−1 (z, X + n ) ≤ r n + 2r n s n = r n (2s n + 1) , contradicting the definition of X − n in (52). The proof when x ∈ X + n is similar.
For every x ∈ X ± n , let
Remark 11. Observe that the sets C n,n−1 (x), for x ∈ X n , cover X n−1 .
Proof. This is a direct consequence of Lemmas 5.11 and 5.12.
Define a graph structure E n on X n by declaring that there is an edge joining x, y ∈ X n if
To prove (v), consider two points x, y ∈ X n . By the induction hypothesis with (v), X n−1 is connected, and, by construction, X n ⊂ X n−1 . So there is some path in (X n−1 , E n−1 ) of the form (u 0 = x, u 1 , . . . , u a = y). By Remark 11, for each i = 0, . . . , a, there is some z i ∈ X n such that u i ∈ C n,n−1 (z i ), z 0 = x and z a = y. Clearly, d n−1 (C n,n−1 (z i−1 ), C n,n−1 (z i )) ≤ 1 for i = 1, . . . , a. Therefore (z 0 , . . . , z a ) is a path in X n connecting x to y.
Let us prove (vi). For x, y ∈ X n with d n (x, y) = a, there is a sequence (x 0 = x, x 1 , . . . , x a = y) in X n such that d n (C n,n−1 (x i−1 ), C n,n−1 (x i )) ≤ 1 for i = 1, . . . , a. By Lemma 5.16, (9) and (45), we have d n−1 (x i−1 , x i ) ≤ 2R + n + 1 = λ n . Then (vi) follows from the triangle inequality, using (18) , (41) and (44) . Let us prove (vii). For x, y ∈ X n , if xE n y, then d n−1 (x, y) ≤ 2R + n + 1 by (61) and Lemma 5.16. So |S n (x, 1)| ≤ |B n−1 (x, 2R + n + 1)| ≤ 4(deg X n−1 − 1) 2R + n by Corollary 2.14. Then the bound deg X n ≤ ∆ n follows by induction with (vii), using (10), (17) and (44) . Let us prove (viii). Let (m, z) ∈ R n−1 and x ∈ X n ∩ B −1 (p, r m − K n − 2Λ n R + n ). Then
by Lemma 5.16, Proposition 4.4 (v), and the induction hypothesis with (vi) and (viii). Recall that R n−1 ⊂ R n−2 by (36) and (40) . Furthermore, from the induction hypothesis with (viii), Proposition 4.4 (v), Corollary 5.14, (60) and (62), it follows that h m,z C n,n−1 (x) = C n,n−1 (h m,z (x)) .
So, for x, y ∈ X n ∩ B −1 (p, r m − K n − 2Λ n R + n ), (61) holds if and only if d n−1 (C n,n−1 (h m,z (x)), C n,n−1 (h m,z (y))) ≤ 1 .
Therefore xE n y if and only if h m,z (x)E n h m,z (y). Then (viii) follows from Corollary 2.7, (56) and the induction hypothesis with (vi).
Clusters
In order to define the colorings satisfying the conditions of Theorem (1.4), we will divide the sets X n−1 into "clusters", denoted by C n,n−1 (x) and indexed by x ∈ X n . These will be used in Section 7 to construct the suitable colorings locally on this family of sets.
In Section 5, we have defined well-ordered sets (Y n , ≤ n ) for n ∈ N, whose restrictions to the subset X n determine a family of well-orders ≤ n . For n ∈ N, let π ± n : Z ± n−1 → X ± n be defined by
with respect to ≤ n . For each n ∈ N and x ∈ X ± n , let C n,n−1 (x) = (π ± n ) −1 (x). These sets form a partition of X n−1 , and satisfy C n,n−1 (x) = C n,n−1 (x) \
for x ∈ X ± n , by (60) and (64). For −1 ≤ m < n − 1, we continue defining sets C n,m (x) and C n,m (x) by reverse induction on m, taking
It is straightforward to check that, for −1 ≤ l 1 < l 2 < l 3 ≤ n,
By (18), (44) and (45), we have C n,n−1 (u) .
We get d n−1 (x, u) ≤ R + n for all u ∈ C n,n−1 (x) by Lemma 5.16 and (65). So d −1 (x, u) ≤ Λ n−1 R + n by Proposition 5.1 (vii). Then the result follows easily from the induction hypothesis using the triangle inequality. Lemma 6.2. For every n ∈ N and x ∈ X ± n , we have B n−1 (x, r ± n ) ⊂ C n,n−1 (x). Proof. For u ∈ B n−1 (x, r ± n ), we have u ∈ Z ± n−1 by Lemma 5.15, and d n−1 (u, X n ) ≤ r ± n by definition. Then the result follows from (64) and the fact that X ± n is (2r + n + 1)-separated by Proposition 5.1 (iv). The following result follows from Lemma 6.2 by induction. Corollary 6.3. For every n ∈ N and x ∈ X n , we have B −1 (x, n i=0 r i ) ⊂ C n,n−1 (x). The following lemma states that every C n,n−1 (x) is a star-shaped subset of (X n−1 , E n−1 ) with center x. Lemma 6.4. For x ∈ X ± n and u ∈ C n,n−1 (x), any geodesic segment in (X n−1 , E n−1 ) of the form τ = (x = τ 0 , . . . , τ l = u) is a path in C n,n−1 (x).
Proof. We prove that τ k ∈ C n,n−1 (x) by reverse induction on k = 0, . . . , l. We have τ l = u ∈ C n,n−1 (x) by hypothesis. Now, suppose that τ k+1 ∈ C n,n−1 (x) for some k = 0, . . . , l − 1. Assume by absurdity that τ k / ∈ C n,n−1 (x). Since τ is a geodesic segment, we get
, and therefore τ k ∈ C n,n−1 (x). So, according to (64), there must be some y ∈ X ± n such that d n−1 (τ k , y) = d n−1 (τ k , x) = k and y < n x. But then d n−1 (τ k+1 , y) ≤ k + 1 = d n−1 (τ k+1 , x), yielding τ k+1 / ∈ C n,n−1 (x) by (64), a contradiction. Lemma 6.5. Let x ∈ X n ∩ B −1 (p, r m − K n−1 − 2Λ n−1 R + n ) and (m, z) ∈ R n−1 . Then C n,n−1 (x) ⊂ dom h m,z and h m,z (C n,n−1 (x)) = C n,n−1 (h m,z (x)).
Proof. It is an immediate consequence of (62), (63), (65) and Lemma 5.4 (b).
Colorings
7.1. Colorings χ n . Given a ∈ N, let [a] = {0, . . . , a − 1}. For n ∈ N and x ∈ X ± n , let H n,x = η n B n−1 (x, r ± n ) , I n,x = 5 + B n−1 x, r ± n s n .
The standard ordering of N and the calligraphic ordering of I 2 n,x can be used to realize I 2 n,x as an initial segment of N. Since |I n,x | 2 ≤ |H n,x | by Proposition 5.1 (iii), the sets I n,x and I 2 n,x become initial segments of H n,x . For n ∈ N, let
From now on, when referring to a coloring φ : X n → H n (respectively, φ : X n → I n ), we assume φ(x) ∈ H n,x (respectively, φ(x) ∈ I n,x ) for all x ∈ X n .
Proposition 7.1. For every n ∈ N, there is a coloring χ n : X n → I n satisfying the following conditions: (i) We have χ n (x) = 0 if and only if x ∈ X n .
(ii) For all x, y ∈ X ± n with d n−1 (x, y) ≤ r ± n s n , we have χ n (x) < χ n (y) if and only if x < n y. In particular, if 0 < d n−1 (x, y) ≤ r ± n s n , then χ n (x) = χ n (y). (iii) For every (m, z) ∈ R n−1 , the map h m,z : (B n (p, Γ + m ), χ n ) → (B n (z, Γ + m ), χ n ) is color-preserving. Proof. First, set χ n (x) = 0 for all x ∈ X n . Then we define χ n (x) for x ∈ X ± n \ X n by induction using ≤ n .
Note that this is well defined since |A ± x ∩ B n−1 (x, r ± n s n )| ≤ |B n−1 (x, r ± n s n )| − 1 ≤ |I n,x | − 1 . With this definition, it is obvious that χ n satisfies (i) and (ii).
To prove (iii), we show by induction on (X n \ X n , ≤ n ) that, if x ⊂ B n (z, Γ + m ) for (m, z) ∈ R n−1 , then χ n (x) = χ n (h −1 m,z (x)). By Remark 7, the set X n ∩ B −1 (p, r m − K n−1 ) is an initial segment of (X n , ≤ n ). For x ∈ X n ∩ B −1 (p, r m − K n−1 ), the result is trivial since h m,p is the identity. Suppose x ∈ X n ∩ B n (z, Γ + m ) for some (m, z) ∈ R n−1 with z = p. By (22) and (45), we have B n−1 (x, r ± n s n ) ⊂ B −1 (z, r m − K n−1 ). Thus h m,z :
is order-preserving and an r ± n s n -short scale isometry with respect to d n−1 by Proposition 5.1 (viii) and Lemma 5.4 (b). Therefore
. Then, by the induction hypothesis, we have
. Moreover I n,x = I n,h −1 m,y (x) because (71) is order-preserving and an r ± n s n -short scale isometry with respect to d n−1 . Then the result follows from (70).
7.2.
Equivalences. We will define, by induction on n ∈ N, the notion of n-equivalence between points x, y ∈ X n . In addition, an explicit family of n-equivalences will be constructed, together with an induced equivalence relation.
Consider the restriction of the graph structure E n−1 to C n,n−1 (x), for every n ∈ N and x ∈ X n .
Definition 7.2. For x, y ∈ X 0 , a 0-equivalence from x to y, denoted f : x → y, is a pointed graph isomorphism f : (C 0,−1 (x), x) → (C 0,−1 (y), y) such that f (C 0,−1 (x)) = C 0,−1 (f (x)).
Let ∼ ± 0 be the equivalence relation on X ± 0 defined by declaring x ∼ ± 0 y for x, y ∈ X ± 0 if there is some 0-equivalence (C 0,−1 (x), x) → (C 0,−1 (y), y). Let Φ 0 be the map defined on X 0 = X + 0 ∪ · X − 0 that sends each point x ∈ X ± 0 to its equivalence class with respect to ∼ ± 0 . The range of this map is obviously finite.
Lemma 7.3. For n ∈ N, there are disjoint subsets X −,Φ 0 , X +,Φ 0 ⊂ X 0 satisfying the following properties: p) . Proof. This follows by taking in each ∼ ± 0 -equivalence class a representative that minimizes the d 0 -distance to p.
be the maps determined by this correspondence, and let rep 0 :
be their union.
Lemma 7.4. For all (m, y) ∈ R −1 and x ∈ X ± 0 ∩ B 0 (p, Γ + 0 ), the following properties hold:
) is a 0-equivalence; in particular, x ∼ 0 h m,y (x) and p ∼ 0 y.
Proof. By Lemma 6.1 and the triangle inequality,
By (22), (44) and (45),
The assumption (m, y) ∈ R −1 implies m ≥ 0 according to (40) . So Λ m ≥ Λ 0 ≥ Λ −1 = 1 by (18) and (44), K m ≥ K 0 > K −1 = 0 by (20) , (21) , (44) and (45) , and Γ + m ≥ R + 0 by (47). Therefore
completing the proof of (i) because dom h m,y = B −1 (p, r m ).
Property (ii) follows from (63) and Proposition 5.1 (viii).
Proposition 7.5. For x ∈ X ± 0 , there is a 0-equivalence h 0,x : C 0,−1 (rep 0 (x)) , rep 0 (x) → C 0,−1 (x), x satisfying the following properties:
Proof. First, set h 0,x = id C0,−1(x) for every x ∈ X ±,Φ 0 , so that (i) is satisfied. Now, we define h 0,x independently for
for m ≥ n, and A −1 = ∅. Note that A m is a union of disjoint subsets by Proposition 4.4 (i), since s m ≥ Γ + m by (23) and (44) . This completes the definition of h 0,x for all x ∈ X 0 because X 0 = m≥0 A m since p ∈ X m (Proposition 4.4 (i)) and Γ + m ↑ ∞. Moreover (iii) is a direct consequence of (i) and (ii), and therefore we only have to check (ii).
Let x ∈ A m \ A m−1 for m ≥ 0. On the one hand, if
then let h 0,x be any 0-equivalence (C 0,−1 (rep 0 (x)), rep 0 (x)) → (C 0,−1 (x), x). On the other hand, if
x ∈ B 0 (y, Γ + m ) \ X Φ 0 \ A m−1 for some y ∈ X m \ {p}, then rep 0 (x) ∈ B 0 (p, Γ + m ) by Lemma 7.3 (ii), and let h 0,x = h m,y • h 0,h −1 m,y (x) . Note that this composite is well defined because C n,n−1 (v) .
Definition 7.6. For n ∈ N and x, y ∈ X ± n , a pointed graph isomorphism f : (C n,−1 (x), x) → (C n,−1 (y), y) is an n-equivalence from x to y, denoted by f : x → y, if it satisfies the following properties for 0 ≤ m < n and v ∈ B n (x, n):
(i) We have f (B n (x, n)) = B n (f (x), n).
(ii) We have f (C n,n−1 (v)) = C n,n−1 (f (v)) and f (C n,n−1 (v)) = C n,n−1 (f (v)).
(iii) We have f X ± n−1 ∩ C n,n−1 (x) = X ± n−1 ∩ C n,n−1 (y) , and
f : X ± n−1 ∩ C n,n−1 (x), χ n−1 → X ± n−1 ∩ C n,n−1 (y), χ n−1 is a color-preserving graph isomorphism with respect to E n−1 . (iv) We have f (X n−1 ∩ C n,n−1 (x)) = X n−1 ∩ C n,n−1 (y) .
(v) For all u ∈ Pen n−1 (C n,n−1 (x), 1), the restriction f : C n−1,−1 (u) → C n−1,−1 (f (u)) equals h n−1,f (u) • h −1 n−1,u ; in particular, it is an (n − 1)-equivalence. Remark 12. Note that X ± n−1 ∩ C n,n−1 (x), C n−1,−1 (u) ⊂ C n,−1 (x) by (66). Remark 13. For u ∈ Pen n−1 (C n,n−1 (x), 1) and v ∈ B n−1 (u, n − 1), we have d n (x, π n (v)) ≤ n by Proposition 5.1 (vi) and the definition of E n . So C n−1,−1 (v) ⊂ dom f in Definition 7.6 (v).
The following lemma is an immediate consequence of Definitions 7.6 and 7.16.
Lemma 7.7. The family of n-equivalences between points of X ± n is closed by the operations of composition and inversion of maps.
According to Lemma 7.7, for n ∈ N, an equivalence relation ∼ ± n on X ± n is defined by declaring x ∼ ± n y if there is some n-equivalence between x and y. Let Φ n be the map defined on X n = X + n ∪ · X − n that sends each point x ∈ X ± n to its equivalence class with respect to ∼ ± n . The range of each of these maps is obviously finite.
Lemma 7.8. For n ∈ N, there are disjoint subsets X −,Φ n , X +,Φ n ⊂ X n satisfying the following properties: (i) The sets X ±,Φ n are maximal among the subsets of X ± n where Φ n is injective.
. Proof. This follows by taking in each ∼ ± n -equivalence class a representative that minimizes the d n -distance to p. By Lemma 7.8, for every point x ∈ X ± n , there is a unique element u ∈ X ±,Φ n satisfying Φ n (x) = Φ n (u). Let rep ± n : X ± n → X ±,Φ n be the maps determined by this correspondence, and let rep n : X n → X Φ n := X +,Φ n ∪ · X −,Φ n be their union. is an n-equivalence; in particular, x ∼ n h m,y (x) and p ∼ n y.
Proof. By Lemma 6.1, for every v ∈ B n (x, n), we have C n,−1 (v) ⊂ B −1 (v, Γ + n ). Using the triangle inequality, we get
By (22), (44) and (45), we have
The assumption (m, y) ∈ R n−1 implies m ≥ n according to (36) . So Λ m ≥ Λ n > Λ n−1 by (18) and (44), K m ≥ K n > K n−1 by (20), (21) , (44) and (45) , and Γ + m ≥ R + n by (47). Therefore
completing the proof of (i) because dom h m,y = B −1 (p, r m ). Let us prove (ii). We proceed by induction on n. For n = 0, the result follows from Lemma 7.4 (ii). So suppose that, given some n > 0, the result is true for 0 ≤ m < n. Definition 7.6 (i) follows from Proposition 5.1 (viii) and (75). Using Lemma 6.5, (63) and (75), we get h m,y (C n,n−1 (u)) = C n,n−1 (h m,y (u)) and h m,y (C n,n−1 (u)) = C n,n−1 (h m,y (u)) for every v ∈ B n (x, n) and u ∈ C n,l (v). Thus Definition 7.6 (ii) is satisfied. The map h m,y : C n,n−1 (v) → C n,n−1 (w) is a graph isomorphism that preserves χ n−1 by Propositions 5.1 (viii) and 7.1 (iii). Therefore h m,y (X ± m ∩ C n,n−1 (x)) = X ± m ∩ C n,n−1 (y) by Proposition 5.1 (ii),(viii). Hence h m,y satisfies Definition 7.6 (iii). Definition 7.6 (v) follows by the induction hypothesis. By Proposition 4.4 (iii), we have X n−1 ∩ B m n−1 (y) = h m,y (Z m n−1 ) for each (m, y) ∈ R n−1 . In particular, for (m, y) = (m, p), we obtain Z m n−1 = X n−1 ∩ B m n−1 (p). So X n−1 ∩ B m n−1 (y) = h m,y (X n−1 ∩ B m n−1 (p)), and Definition 7.6 (iv) follows using (74) and (i), since r m ≥ R + n ≥ r ± n according to (47)-(49). Therefore h m,y satisfies Definition 7.6 (iv). This completes the proof of (ii). Proposition 7.10. For n ∈ N and x ∈ X n , there is an n-equivalence h n,x : rep n (x) → x satisfying the following properties:
n , then h n,x is the identity on C n,−1 (x). (ii) For (m, y) ∈ R n−1 and x ∈ X n ∩ B n (y, Γ + m ), we have h n,x = h m,y • h n,h −1 m,y (x) . (iii) If x ∈ X n , then h n,x = h n,x on C n,−1 (x).
Proof. First, define h n,x as the identity on C n,−1 (x) for every x ∈ X Φ n , so that (i) is satisfied. Now, we define h n,x independently for
for m ≥ n, and A n−1 = ∅. Note that A m is a union of disjoint subsets by Proposition 4.4 (i), since s m ≥ Γ + m by (23) and (44) . This completes the definition of h n,x for all x ∈ X n because X n = m≥n A m since p ∈ X m (Proposition 4.4 (i)) and Γ + m ↑ ∞. Moreover (iii) is a direct consequence of (i) and (ii), and therefore we only have to check (ii).
Let x ∈ A m \ A m−1 for m ≥ n. On the one hand, if
x ∈ B n (p, Γ + m ) ∩ X n \ X Φ n \ A m−1 , then let h n,x : rep n (x) → x be any n-equivalence, whose existence is guaranteed by the definition of rep n . On the other hand, if
x ∈ B n (y, Γ + m ) ∩ X n \ X Φ n \ A m−1 for some y ∈ X m \ {p}, then rep n (x) ∈ B n (p, Γ + m ) by Lemmas 7.3 (ii) and 7.8 (ii), and let h n,x = h m,y • h n,h −1 m,y (x) . Note that this composite is well defined because, for x ∈ X ± n , im h n,h −1 m,y (x) = B n−1 (x, r ± n ) ⊂ B n−1 (x, R ± n ) ⊂ dom h m,y by Lemma 7.9 (i) and (49). Property (ii) is obvious with this definition of h n,x .
Remark 14. In accordance with the discussion at the beginning of Section 5, only Proposition 7.10 (i) is needed to prove Theorem 1.4-(i), whereas the whole Proposition 7.10 is needed to prove Theorem 1.4 (ii).
Remark 15. Note that the definitions of ∼ ± n , Φ n e rep ± n , and the properties of X ±,Φ n already guarantee the existence of n-equivalences h n,x . Moreover there is no problem to assume (i) and (iii). So the really new contribution of Proposition 7.10 is (ii). 7.3. Weak equivalences. Definition 7.11 . For x, y ∈ X 0 , a 0-weak equivalence from x to y, denoted f :
. Let Φ 0 be the map defined on X 0 = X + 0 ∪ · X − 0 that sends each point x ∈ X ± 0 to its equivalence class with respect to ∼ ± 0 . The range of this map is obviously finite. 
Proof. This follows by taking in each ∼ ± 0 -equivalence class a representative that minimizes the d 0 -distance to p. By Lemma 7.3, for each point x ∈ X ± 0 , there is a unique element u ∈ X ±, Φ 0 satisfying Φ 0 (x) = Φ 0 (u). Let
The following lemma follows from Lemmas 7.4 and 7.12.
Lemma 7.14. For all (m, y) ∈ R −1 and x ∈ X ± 0 ∩ B 0 (p, Γ + 0 ), the following properties hold:
) is a 0-weak equivalence; in particular, x ∼ 0 h m,y (x) and p ∼ 0 y.
x satisfying the following properties:
Proof. First, for every x ∈ X ±, Φ 0 , letĥ 0,x be the identity on B −1 (x, r ± 0 ). Then, for points x ∈ X ±,Φ 0 \X ±, Φ 0 , let h 0,x : rep 0 (x) → x be any 0-weak equivalence. Finally, for every x ∈ X 0 \X ±,Φ 0 , letĥ 0,x = h 0,x •ĥ 0,rep 0 (x) . Now, given any integer n > 0, suppose that we have already defined the equivalence relations ∼ m , the sets X Φ m , and maps rep m andĥ m,x for 0 ≤ m < n. Let C n (x) = u∈Bn−1(x,r ± n ) C n−1,−1 (u) .
Definition 7.16. For n ∈ N and x, y ∈ X ± n , a pointed graph isomorphism f : (C n (x), x) → (C n (y), y)
is an n-weak equivalence from x to y, denoted f : x → y, if it satisfies the following properties for 0 ≤ m < n and v ∈ B n (x, n):
Remark 16. Note that for n > 0, x ∈ X n and u ∈ B n−1 (x, r ± n − 1), we have C n−1 (u) ⊂ C n (x) since B n−1 (u, 1) ⊂ B n−1 (x, r ± n ). The following lemma is an immediate consequence of Definitions 7.6 and 7.16.
Lemma 7.17. The family of n-weak equivalences between points of X ± n is closed by the operations of composition and inversion of maps. Moreover the composition of an n-weak equivalence and an n-equivalence is an n-weak equivalence; in particular, every n-equivalence is an n-weak equivalence.
According to Lemma 7.17, for n ∈ N, an equivalence relation ∼ ± n on X ± n is defined by declaring x ∼ ± n y if there is some n-equivalence between x and y. Let Φ n be the map defined on X n = X + n ∪ · X − n that sends each point x ∈ X ± n to its equivalence class with respect to ∼ ± n . The range of each of these maps is obviously finite.
Lemma 7.18. For n ∈ N, there are disjoint subsets X −, Φ n , X +, Φ n ⊂ X n satisfying the following properties:
(ii) The sets X ±, Φ n are maximal among the subsets of X ± n where Φ n is injective.
. Proof. This follows by taking in each ∼ ± n -equivalence class a representative that minimizes the d n -distance to p. By Lemma 7.8, for each point x ∈ X ± n , there is a unique element u ∈ X ±, Φ n satisfying Φ n (x) = Φ n (u). Let rep ± n : X ± n → X ±, Φ n be the maps determined by this correspondence, and let rep n : X n → X Φ n := X +, Φ n ∪ · X −, Φ n be their union.
The following result follows from Lemmas 7.14 and 7.17.
Lemma 7.19. For all (m, y) ∈ R −1 and x ∈ X ± n ∩ B n (p, Γ + 0 ), the following properties hold.
The restriction h m,y : (C n (x), x) → (C n−1,−1 (h m,y (x)), h m,y (x)) is a n-weak equivalence; in particular, x ∼ n h m,y (x) and p ∼ n y. Proposition 7.20. For x ∈ X ± 0 , there is a n-weak equivalence f : rep n (x) → x satisfying the following properties:
, thenĥ n,x is the identity on B n−1 (x, r ± n ). (ii) For all x ∈ X ± n ,ĥ n,x = h n,x •ĥ n,rep n (x) . Proof. The proof is identical to that of Proposition 7.15. 
For v ∈ A, its children set, denoted by Ch(v), is
Definition 7.22. A BFS-ordering on a pointed connected graph (A, x) is an order on A satisfying the following conditions for all u, v ∈ A:
The acronym "BSF" stands for "breadth-first search", which is a graph algorithm that uses this type of orderings. There exists a BFS-ordering on any pointed connected graph (A, x) with finite vertex degrees. It can be defined on B(x, n) by induction on n ∈ N as follows. First, declare x to be the least element in A. Then the restriction of to S(x, 1) is any order, and declare the points in B(x, 1) to be an initial segment of . Next, the restriction of to S(x, 2) is any order such that u ⊳ v if
and so on. This argument gives the following result. Recall that C n,n−1 (x) is a connected subgraph of (X n−1 , E n−1 ) by Lemma 6.4. Consider the n-equivalences h n,x , for n ∈ N and x ∈ X n , given by Proposition 7.10. Proposition 7.24. For n ∈ N and x ∈ X n , there is a BFS-ordering n,x on the pointed connected graph (C n,n−1 (x), x) satisfying n,x = h n,rep n (x) ( n,rep n (x) ).
Proof. Take any BFS-ordering n,x on (C n,n−1 (x), x) for x ∈ X Φ n (Lemma 7.23). Then define n,x = h n,rep n (x) ( n,rep n (x) ) for x ∈ X n \ X Φ n .
From now on, for every n ∈ N and x ∈ X n , the notation Pa n,x and Ch n,x is used for the parent map and children sets on the pointed connected graph (C n,n−1 (x), x), with the BFS-ordering n,x given by Proposition 7.24. Ch n,x (v) = C n,n−1 (x) \ {x} .
(iii) If u = x, then | Ch n,x (u)| ≤ ∆ n−1 − 1.
Proof. Property (i) is an easy consequence of Definitions 7.21 and 7.22 (i). Property (iii) follows from (i) and Definition 7.21, whereas (ii) is obvious. 7.5. Case where n=0.
Definition 7. 26 . For x ∈ X 0 , a coloring φ : C 0,−1 (x) → [∆] is said to be adapted if it satisfies the following two conditions: (i) There is a geodesic segment in (X −1 , E −1 ) of the form τ = (x = τ 0 , . . . , τ 5 ) such that
It is said that φ is strongly adapted if it is adapted and moreover the following property holds:
Lemma 7.27. For every x ∈ X ± 0 , there is a strongly adapted coloring φ x : C 0,−1 (x) → [∆]. Proof. First, choose a geodesic segment in (X −1 , E −1 ) of the form τ = (x = τ 0 , . . . , τ 5 ), which is contained in C 0,−1 (x) because B −1 (x, r ± 0 ) ⊂ C 0,−1 (x) (Lemma 6.2), and r ± 0 > 2 11 by (43) and (48). Consider the set For colored graphs, (X, φ) and (Y, ψ), and a graph isomorphism, h : X → Y , the notation h(φ) = ψ means h * ψ = φ. Proposition 7.28. There is a family of strongly adapted colorings, φ 0 0,x :
Proof. If x ∈ X Φ 0 , take any strongly adapted coloring (Lemma 7.27). If
Proposition 7.29. There is a family of colorings, φ i 0,x : C 0,−1 (x) → [∆], for x ∈ X 0 and i ∈ H 0,x , satisfying the following properties:
(i) The coloring φ 0 0,x is strongly adapted. (ii) We have φ i 0,x = h 0,x (φ i 0,rep 0 (x) ). (iii) For i ∈ H 0,x , the coloring φ i 0,x is adapted. (iv ) For x ∈ X 0 and i, j ∈ H 0,x , let A = C 0,−1 (x) (respectively, A = B −1 (x, r ± n )), and let f : (A, x, φ i 0,x ) → (A, x, φ j 0,x ) be a color-preserving 0-equivalence (respectively, 0-weak equivalence). Then f is the identity map on A, and i = j.
Proof. First, for i = 0, we take the strongly adapted colorings φ 0 0,x constructed in Proposition 7.28. So (i) is satisfied.
For every x ∈ X ±,Φ 0 , choose a maximal 3-separated subset N 0,x of C −1 (x, 10, r ± 0 ), together with an enumeration of its powerset, P(N 0,x ) = { N 0 0,x = ∅, N 1 0,x , . . . } . We have |B −1 (x, 10)| ≤ ∆ 11 by Corollary 2.14. Therefore |C −1 (x, 10, r ± 0 )| ≥ |B −1 (x, r ± 0 )| − ∆ 11 (recall that r ± 0 > 2 11 ). By Lemma 2.2, N 0,x is a 2-net in C −1 (x, 10, r ± 0 ). So
by Lemma 2.15. Therefore
Thus an injective map H 0,x → P(N 0,x ) is well defined by i → N i 0,x . If x / ∈ X Φ 0 , let N 0,x = h 0,x (N 0,rep 0 (x) ) and N i 0,x = h 0,x (N i 0,rep 0 (x) ), so that N 0,x satisfies (78). Then define
Note that this definition agrees with the previous one in the case i = 0. Property (ii) follows immediately from Proposition 7.28 and the fact that N i 0,x = h 0,x (N i 0,rep 0 (x) ). To prove (iii), note that φ i 0,x = φ 0 0,x on B −1 (x, 10) by construction. So Definition 7.26 (i) is trivially satisfied by φ i 0,x . For every u ∈ C 0,−1 (x), we have Ch 0,x (u) ⊂ B −1 (u, 1), which yields d(v, w) ≤ 2 for all v, w ∈ Ch 0,x (u). Hence N 0,x ∩ Ch 0,x (u) has at most one point because N 0,x is 3-separated, and therefore N i 0,x ∩ Ch 0,x (u) has at most one point. The coloring φ 0 0,x assigns different colors to all points in Ch 0,x (u) (Definition 7.26 (ii)). If u ∈ B −1 (x, 9) , then Ch 0,x (u) ⊂ B −1 (x, 10), and therefore φ i 0,x also assigs different colors to all points in Ch 0, 9) , then φ 0 0,x assigns different colors to all points in Ch 0,x (u), all of them different from 0, and it follows from the definition that φ i 0,x assigns different colors to those points too. Thus Definition 7.26 (ii) is satisfied by φ i 0,x , and the coloring φ i 0,x is adapted. To prove (iv), suppose first that A = C 0,−1 (x) and f is a 0-equivalence. For all u ∈ C 0,−1 (x), we show that f is the identity map on Ch n,x (u), and that N i 0,x ∩ Ch n,x (u) = N j 0,x ∩ Ch n,x (u), using induction on u with 0,x . This will complete the proof because it follows that f is the identity map and N i 0,x = N j 0,x , yielding i = j.
First, we have f (x) = x by Definition 7.26 (i), since x is the unique point having the correct coloring pattern on some geodesic segment of the form τ = (x = τ 0 , . . . , τ 5 ). Also,
Suppose now that, for some u ∈ C 0,−1 (x) with d −1 (u, x) > 0, f is the identity map on Ch 0,x (v) and
In particular, f is the identity map on Ch n,x (Pa n,x (u)), and therefore f (u) = u. Furthermore this implies f (Ch 0,x (u)) = Ch 0,x (u) by (77). By definition, for l = i, j, we have φ l 0,x = φ 0 0,x on Ch 0,x (u) \ N 0,x , and φ l 0,x (u) = 0 if u ∈ N l 0,x . Recall that N 0,x ∩ Ch 0,x (u) has at most one point, which is denoted by w. By (iii) and Definition 7.26 (ii), φ 0 0,x is injective on Ch 0,x (u) \ {w}. Thus φ i 0,x and φ j 0,x agree and are injective on Ch 0,x (u) \ {w}, and therefore f is the identity on Ch 0,x (u) \ {w}. But this yields f (w) = w, and f is color preserving only if Ch 0,x (u) ∩ N i 0,x = Ch 0,x (u) ∩ N j 0,x . The proof of (iv) when A = B −1 (x, r ± 0 ) and f is a 0-weak equivalence is similar.
Corollary 7.30. Let x, y ∈ X 0 , i ∈ H 0,x and j ∈ H 0,y , let A = C 0,−1 (x) (respectively, A = B −1 (x, r ± n )), and let f : (A, x, φ i 0,x ) → (A, x, φ j 0,x ) be a color-preserving 0-equivalence (respectively, 0-weak equivalence). Then i = j and f = h n,y • h −1 n,x on A. Proof. Suppose that A = C 0,−1 (x). Since there is a 0-equivalence between x and y, we have Φ 0 (x) = Φ 0 (y) and rep 0 (x) = rep 0 (y) =: z. So h * 0,x φ l 0,x = φ l 0,z for l = i, j by Proposition 7.29 (ii). Then
is a color-preserving 0-equivalence. The result follows from Proposition 7.29 (iv).
The case where A = B −1 (x, r ± n ) is similar.
7.6. Case where n > 0.
Definition 7.31. Let x ∈ X n . A coloring φ : C n,n−1 (x) → I n−1 is said to be adapted if the following conditions are satisfied:
(i) We have φ −1 (0) = X n−1 ∩ C n,n−1 (x).
(ii) We have
n , then φ −1 (4) = {y} for some y ∈ S n−1 (x, 1), otherwise φ −1 (4) = ∅. The coloring φ is strongly adapted if it is adapted and, additionally, it satisfies the following condition:
Recall that the sets C n,n−1 (x), for x ∈ X n , form a partition of X n−1 by definition. Lemma 7.32. Consider a family of adapted colorings, φ x : C n,n−1 (x) → I n−1 , for x ∈ X n , whose combination is denoted by φ. For every u ∈ X n−1 , we have u ∈ X n if and only if, either φ(u) ∈ {1, 2}, or φ(u) = 0 and there is some v ∈ S n−1 (u, 1) such that φ(v) ∈ {3, 4}. By Proposition 5.1 (vi), and Lemmas 5.16 and 6.1 , we have d −1 (u, v) ≤ 2Λ n−1 R + n for any u, v ∈ C n,n−1 (x). On the other hand, if u, v ∈ X n−1 , then d −1 (u, v) ≥ s n−1 by Proposition 4.4 (i). Since s n−1 > 3Λ n−1 Γ + n ≥ 3Λ n−1 R + n by (23), (44) and (47), it follows that |C n,n−1 (x) ∩ X n−1 | ≤ 1 .
(79) Lemma 7.33. For every x ∈ X n , there is a strongly adapted coloring φ x : C n,n−1 (x) → I n−1 .
Proof. First, note that [7] ⊂ I n−1,u for all u ∈ C n,n−1 (x) by (68). Define φ x (u) = 0 for every u ∈ C n,n−1 (x)∩ X n−1 . In the case where x ∈ X n−1 , choose some y ∈ S n−1 (x, 1) and define
Let A be the set of points in C n,n−1 (x) that have been already colored at this point. For u ∈ C n,n−1 (x)\A, let φ x (u) be any color in I n−1,u \ [6]. Proposition 7.34. There is a family of strongly adapted colorings, φ 0 n,x : C n,n−1 (x) → I n−1 , for x ∈ X n , satisfying φ 0 n,x = h n,x (φ 0 n,rep n (x) ). Proof. This follows from Lemma 7.33 like Proposition 7.28. Proposition 7.35. There is a family of colorings, φ i n,x : C n,n−1 (x) → I n−1 , for x ∈ X n and i ∈ H n,x , satisfying the following properties:
(i) The coloring φ 0 n,x is strongly adapted. (ii) We have φ i n,x = h n,x (φ i n,rep n (x) ). (iii) Each coloring φ i n,x is adapted. (iv ) There are sets N i n,x ⊂ C n−1 (x, 10, r ± n − 1), for x ∈ X n and i ∈ H n,x , satisfying: (a) N i n,x =ĥ n,x (N i n, rep n (x) ); (b) (φ i n−1,x ) −1 (4) = N i n,x ; and (c) N i n,x = N j n,x if i = j. Proof. First, for i = 0, we take the strongly adapted colorings φ 0 0,x constructed in Proposition 7.28. So (i) is satisfied.
For every x ∈ X ±, Φ n , let N n,x be a maximal subset of C n−1 (x, 10, r ± n ) \ X n−1 that is r 2 n−1 s n−1 -separated with respect to d n−2 . Choose an enumeration of the powerset P(N n,x ), P(N n,x ) = {∅ = N 0 n,x , N 1 n,x , . . .} .
If u, Pa n,x (u) ∈ X + n−1 , then d n−2 (u, f (u)) < r + n−1 s n−1 by Lemma 7.37. If u, Pa n,x (u) ∈ X − n−1 , then f (u) ∈ X − n−1 by Definition 7.16 (ii), and we obtain d n−2 (u, f (u)) < r + n−1 s n−1 by Lemma 7.38. By Definition 7.6 (iii), we have χ n−1 (u) = χ n−1 (f (u)). Thus Proposition 7.1 (ii) yields f (u) = u in these two cases.
Finally, suppose that u, f (u) ∈ X − n and Pa n,x (u) ∈ X + n . By the definition of E n−1 , there is some u ′ ∈ X + n−1 ∩ B n−1 (Pa n,x (u), 1) such that there are v ∈ C n−1,n−2 (u) and v ′ ∈ C n−1,n−2 (u ′ ) with vE n−2 v ′ . Using the same argument as before, we get that f is the identity on C n−1,n−2 (u ′ ); in particular f (v ′ ) = v ′ . Therefore d n−2 (v, f (v)) ≤ 2, and we obtain d n−2 (u, f (u)) ≤ 2R − n + 2. Then f (u) = u as before, and we get that f is the identity on C n−1,−1 (u) by the induction hypothesis.
Corollary 7.40. For n ∈ N and x, y ∈ X ± n , let A = C n,−1 (x) (respectively, A = B n−1 (x, r ± n − 1)), let ζ : a∈A C n−1,−1 (a) → [∆] andζ : b∈f (A) C n−1,−1 (b) → [∆] be rigid colorings, and let f : x → y be an n-equivalence (respectively, n-weak equivalence) satisfying f * ζ = ζ. Then f = h n,y • h −1 n,x (respectively, f =ĥ n,y •ĥ −1 n,x ).
Definition 7.41. For N ∈ N, let ψ N n : X n → I 2 n and ψ N −1 : X −1 → [∆] be defined by reverse induction on n = −1, . . . , N as follows:
• Finally, define ψ N −1 so that, for every x ∈ X 0 ,
Remark 18. It follows from Proposition 7.1 (ii) that ψ N n (x) = ψ N n (y) for x, y ∈ X ± n if 0 < d n−1 (x, y) < r ± n s n . Remark 19. By Definitions 7.1 (i) and 7.31 (i), for all 0 ≤ m ≤ N and x ∈ X m , the value ψ N m (x) determines whether x ∈ X m .
Let W 0 = 10 and W i = 2 for i > 0, and let Υ n be recursively defined by Υ −1 = 0 , Υ n = Υ n−1 + Λ n−1 (W n + 3R + n + 1) + Γ + n + Λ n . , the restriction of f to u∈Bm(z,1) C m,−1 (u) is an m-equivalence. Proof. We proceed by induction on m and l. For l = 0, (i) is true by hypothesis. When l > 0, (i) follows from (83) and the induction hypothesis for m = l − 1 with (iv) and (ix). For m = 0, . . . , n, we are going to derive (ii)-(ix) from (i), completing the proof of the lemma.
Let us prove (ii). The coloring ψ N m−1 is adapted by Remark 18. For every z ∈ X m−1 , we have z ∈ X ± m if and only if the colored set (B m−1 (z, W m /2), φ m−1 ) has one of the patterns described in Definition 7.26 (i) and Lemma 7.32. By Proposition 5.1 (vi) and the triangle inequality, we get
Therefore the restriction f : B m−1 (z, W m /2) → B m−1 (f (z), W m /2) is an isometry by Corollary 2.8. The induction hypothesis with (i) implies that the set B m−1 (z, W m /2) has one of the patterns of Definition 7.26 (i) and Lemma 7.32 if and only if B m−1 (f (z), W m /2) does. Then (ii) follows from (i).
To prove (iii), let z ∈ X ± m . If m = 0, (iii) is obvious. Thus suppose m > 0. We have f (z) ∈ X ± m by (ii). By Proposition 5.1 (vi), Let us prove (viii). By Proposition 5.1 (vi) and the triangle inequality, we get
) . Therefore f (C n,n−1 (u)) = C n,n−1 (f (u)) for all u ∈ B m (z, 1) by (vii). Moreover ψ N m (u) = ψ N m (f (u)) for all u ∈ B m (z, 1) by (iv). In particular, this yields χ m (u) = χ m (f (u)). Then the result follows from Proposition 7.1 (ii) and (65).
Property (ix) follows easily from (vii), Corollary 2.7 and the definition of E m . Finally, (x) follows from (i), (ii), (iv), (v) and the induction hypothesis with (x).
Consider the increasing sequence of positive integers ε n of the statement of Theorem 1.4, used in Section 3. Let δ n = 2(4Γ + n + Υ n + 2Λ n ). be a color-preserving pointed graph isomorphism with respect to E −1 . Then, either f (u) = u, or d −1 (u, f (u)) > ε n .
Proof. Let x ∈ X ± n such that u ∈ C n,−1 (x). We have d −1 (u, x) ≤ Γ + n by Lemma 6.1, and, using the triangle inequality, we get B −1 (x, 3Γ + n + Υ n + 2Λ n ) ⊂ dom f . By Lemma 7.42 (ii),(iv), we obtain f (x) ∈ X ± n and ψ N n (x) = ψ N n (f (x)). In particular, χ n (x) = χ n (f (x)). Therefore, either f (x) = x, or d n−1 (x, f (x)) ≥ r ± n s n by Proposition 7.1 (ii).
If f (x) = x, then f (u) = u by Proposition 7.39 and the result follows. So suppose d n−1 (x, f (x)) ≥ 2r ± n s n . By Lemma 6.1, d −1 (u, x) = d −1 (f (u), f (x)) ≤ Γ ± n . Then, by the triangle inequality, d(u, f (u)) ≥ r ± n s n −2Γ ± n . Applying now Lemma 3.1, we get d(u, f (u)) ≥ ε n .
This completes the proof of Theorem 1.5-(i) taking ψ N = ψ N −1 . Proposition 7.44. For n = 0, . . . , N , x ∈ X n and u ∈ C n,m (p), we have ψ N m (u) = ψ N m (h n,x (u)) for −1 ≤ m ≤ n.
Proof. We proceed by inverse induction on m. For m = N , we have ψ N N = (χ N , 0). So ψ N N (u) = ψ N N (h n,x (u)) by Proposition 7.1 (iii).
Suppose that, for 0 ≤ m < N − 1, the result is true for m + 1. Let u ∈ C n,m (p), z ∈ C n,m+1 (p) such that u ∈ C m+1,m (z). By the induction hypothesis, ψ N m+1 (z) = ψ N m+1 (h n,x (z)). By the definition of ψ N m+1 , Lemmas 7.4 and 7.9, and Corollary 7.40, this means that the restrictions of ψ N m+1 to C m+1,m (z) and C m+1,m (h n,x (z)) equal φ i,j m,x and φ i,j m,hn,x(z) for some (i, j) ∈ I 2 m,x ⊂ H m,x (see Remark 17) . But φ i,j m,hn,x(z) = h n,x (φ i,j m,x ) by Proposition 7.35 (ii).
Propositions 7.44 and 5.1 (i), together with Corollary 6.3, yield X n ⊂ Ω n for n ≤ N by taking ψ N = ψ N −1 , with the set Ω n defined in Theorem 1.5-(ii). Then Theorem 1.5-(ii) follows from Corollary 4.8 and Proposition 5.1 (i) taking α n = 2s n + t n + 3ω n . 7.8. The coloring φ. Let us derive Theorem 1.4 from Theorem 1.5. Let X be a graph and ε n be an increasing sequence of positive integers satisfying the conditions of Theorem 1.5. Then this result gives a sequence of colorings ψ N . The set of colorings of X by ∆ colors is endowed with the topology of convergence over finite subsets of X. Since the set [∆] of colors is finite, possibly passing to a subsequence, we can suppose that the sequence of colorings ψ N given by Theorem 1.5 (i) (respectively, Theorem 1.5 (ii)) converge to some coloring φ. This means that, on any finite A ⊂ X, the colorings φ and ψ N coincide for N large enough. Let us prove that φ satisfies Theorem 1.4-(i) (respectively, Theorem 1.4 (ii)).
Assume by absurdity that there are some n ∈ N and x, y ∈ X so that 0 < d(x, y) < ε n and [B(x, δ n ), x, φ] = [B(y, δ n ), y, φ]. By the convergence of ψ N , there is some N ≥ n such that [B(x, δ n ), x, φ] = [B(x, δ n ), x, ψ N ] and [B(y, δ n ), y, φ] = [B(y, δ n ), y, ψ N ], contradicting Theorem 1.5 (i). Therefore φ satisfies Theorem 1.4-(i), with the same choice of sequence δ n .
Suppose that, additionally, the family ψ N satisfies the conditions of Theorem 1.5-(ii), with a distinguished point p. Then, for any n ≤ N and x ∈ X, there is some y ∈ X such that d(x, y) ≤ α n and [B(y, 
Applications
Let us complete the proofs the consequences about realization of manifolds as leaves, Theorem 1.8 and Corollary 1.9. Now, the notation of balls is used for open balls, defined with strict inequalities. 8.1. Construction of limit aperiodic functions. According to Section 1.5.3, Theorem 1.8 follows from the following result. 
8.2.
Prescription of the holonomy covering. Let us prove Corollary 1.9. By Theorem 1.8, M is a leaf of a compact Riemannian foliated space X without holonomy. Let π : M → M be the covering projection, whose group of deck transformations is denoted by Γ.
Suppose first that the fibers of π are infinite. Then let Y = X ⊔ M with the topology defined as follows. Let U be a distinguished open set of X, which can be chosen so small that M ∩ U is evenly covered by π. Consider sets of the forms, V = ∅ ⊔ A ≡ A and W = U ⊔ (π −1 (M ∩ U ) \ A), where A is a finite union of connected components of π −1 (M ∩ U ). All such sets V and W form a base of a Polish topology on X. There is a Riemannian foliated structure of Y whose leaves are ∅ ⊔ M ≡ M and L ⊔ ∅ ≡ L for leaves L of X. Thus only one leaf is added to X to get Y in this case.
Foliated charts of Y can be constructed as follows. Consider a chart U ≡ B × T of X, for some Euclidean ball B and local transversal T , such that M ∩ U is evenly covered by π; i.e., 
The lifts of any loop in M to nearby leaves in Y are loops in the case of leaves of the form L ⊔ ∅ ≡ L for leaves L of X because X has no holonomy, and are π-lifts in the case of the leaf ∅ ⊔ M ≡ M . This shows that the holonomy cover of M is M .
If the fibers of π are infinite, then the construction of Y is similar, replacing M with M × N, taking the action of Γ on M × N induced by its action on M and the trivial action on N. In this case, a sequence of leaves are added to X to get Y .
