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Abstract
The properties of eigenvalues of large dimensional random matrices have re-
ceived considerable attention. One important achievement is the existence and
identification of the limiting spectral distribution of the empirical spectral distribu-
tion of eigenvalues of Wigner matrix. In the present paper, we explore the limiting
spectral distribution for more general random matrices, and, furthermore, give an
application to the energy of general random graphs, which generalizes the result of
Nikiforov.
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1 Introduction
In quantum mechanics, the energy levels of quanta can be characterized by the eigenvalues
of a matrix. The empirical spectral distribution (ESD) of a matrix, however, is rather
complicated when the order of the matrix is high. Wigner [8, 9] considered the limiting
spectral distribution (LSD) for large dimensional random matrices, and obtained the
famous semi-circle law. We recall a generalization here due to Bai [1]. To be precise,
Wigner investigated the LSD for a random matrix, so-called Wigner matrix,
Xn := (xij), 1 ≤ i, j ≤ n,
which satisfies the following properties:
• xij ’s are independent random variables with xij = xji;
∗Supported by NSFC No.10831001, PCSIRT and the “973” program.
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• the xii’s have the same distribution F1, while the xij ’s are to possess the same
distribution F2;
• Var(xij) = σ22 <∞ for all 1 ≤ i < j ≤ n.
Set
Yn =
1
2
√
n
Xn.
We denote the eigenvalues ofYn by λ1,n, λ2,n, . . . , λn,n, and their ESD by Φn(x) = Nn(x)/n
where
Nn(x) := #{λk,n | λk,n ≤ x, k = 1, 2, . . . , n}.
It is readily seen that for any given real number x, the ESD Φn(x) is a random variable on
the space Xn consisting of Wigner matrices, while for any given matrix Xn in Xn, Φn(x)
can be regarded as a distribution function of the eigenvalues of Xn.
Theorem 1.1 (Wigner [8, 9]). Let F1 and F2 be distribution functions mentioned above.
Then
lim
n→∞
Φn(x) = Φ(x) a.s.,
where Φ(x) is the limiting spectral distribution with density
φ(x) =

2
π σ22
√
σ22−x2 if |x| ≤ σ2,
0 if |x| > σ2 .
In the present paper, we explore the LSD for more general random matrices. Let
m := m(n) ≥ 2 be an integer, and let V1, . . . , Vm be a partition of [n] := {1, . . . , n} such
that |Vk| = nνk, where νk might be the function of n and k = 1, . . . , m. We consider the
random matrix An(ν1, . . . , νm) (or An for short) satisfying the following properties:
• aij ’s are independent random variables with aij = aji;
• the aij ’s have the same distribution F1 if i and j ∈ Vk, while the aij ’s are to possess
the same distribution F2 if i ∈ Vk and j ∈ [n] \ Vk, where k is an integer with
1 ≤ k ≤ m;
• |aij | ≤ K.
Set
Bn =
1
2
√
n
An.
Let Ψn(x) be the ESD of Bn. In section 2, we establish the LSD of Bn for special random
matrices An.
Theorem 1.2. Let F1 and F2 be distribution functions mentioned above.
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(i) If
lim
n→∞
max{ν1(n), . . . , νm(n)} > 0 and lim
n→∞
νi(n)
νj(n)
= 1 for all 1 ≤ i, j ≤ m, (1)
then
lim
n→∞
Ψn(x) = Ψ(x) a.s.,
where Ψ(x) is the limiting spectral distribution with density
ψ(x) =

2m
π(σ21+(m− 1) σ22)
√
σ21+(m− 1) σ22
m
− x2 if |x| ≤
√
σ2
1
+(m−1) σ2
2
m ,
0 if |x| >
√
σ2
1
+(m−1) σ2
2
m .
(ii) If
lim
n→∞
max{ν1(n), . . . , νm(n)} = 0, (2)
then limn→∞Ψn(x) = Φ(x) a.s.
Remark. We require |aij | ≤ K here for some fixed integer K. In fact, one can readily
obtain the same LSD for more general distributions F1 and F2 satisfying that σ
2
1 < ∞
and σ22 <∞ by employing the classical truncation method (see [1] for instance).
We then show that for general case, the random matrix An has no such LSD in
section 3, and, besides, propose a conjecture concerning the LSD of An. Finally, we give
an application about the energy of a simple graph.
2 Proof of Theorem 1.2
The main goal of this section is to show Theorem 1.2. Since we can centralize the general
distribution functions F1 and F2, we first prove Theorem 1.2 on condition that the expec-
tations µ1 and µ2 are equal to zero, and then prove the theorem for general distributions
in subsection 2.2.
2.1 LSD for centralized distributions
In this part, we employ the moment approach to prove Theorem 1.2 supposing that
µ1 = µ2 = 0.
Above all, we deal with the first part of Theorem 1.2. It is turned out that we need
to prove that the moments Mk,n =
∫∞
−∞
λk dΨn (k = 1, 2, . . .) satisfies almost surely (a.s.)
the following condition:
lim
n→∞
Mk,n = γk =
{
0, if k is odd,
k!
2k(k/2)!(k/2+1)!
f(m, σ1, σ2)
k, if k is even,
(3)
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where f(m, σ1, σ2) =
√
σ2
1
+(m−1) σ2
2
m .
Let XΨ be a random variable with the distribution
Ψ(x). Then, by the linearity of expectation, we have
E(eitXΨ) =
∑
k≥0
(it)k
k!
E(XkΨ).
On the other hand∑
k≥0
(it)k
k!
γk =
∑
j≥0
(−1)j
j!(j + 1)!
(
t
2
f(m, σ1, σ2)
)2j
=
2
t · f(m, σ1, σ2)J1(t · f(m, σ1, σ2))
=
2
π · f(m, σ1, σ2)2
∫ f(m,σ1,σ2)
−f(m,σ1,σ2)
eitx
√
f(m, σ1, σ2)2 − x2 dx = E(eitXΨ),
where J1 denotes the Bessel function of order 1 of the first kind. Therefore,
lim
n→∞
Mk,n = γk = E(X
k
Ψ) a.s., k = 1, 2, . . . ,
and thus Ψn(x) → Ψ(x) a.s. (n → ∞) according to the Moment Convergence Theorem
([1], pp. 613).
In order to show that Mk,n → γk a.s. (n→∞), we first prove that
lim
n→∞
E(Mk,n) = γk,
and then prove that
lim
n→∞
(
Mk,n −E(Mk,n)
)
= 0 a.s.
We now proceed with the calculation of Mk,n. It is not difficult to see that
Mk,n =
∫ ∞
−∞
λk dΨn = n
−1
n∑
j=1
λkj,n = n
−1tr(Bkn)
= 2−kn−1−k/2
n∑
i1=1
· · ·
n∑
ik=1
ai1i2ai2i3 . . . aiki1.
For 1 ≤ v ≤ k, denote by Sv,k,n the sum of 2−kn−1−k/2E(ai1i2ai2i3 . . . aiki1) over all se-
quences i1, . . . , ik where v := #{i1, . . . , ik} (not counting multiplicities) is the order of a se-
quence. Since the expectation of aij equals zero, if some aij in the product ai1i2ai2i3 . . . aiki1
has multiplicity one then the expectation of the product is zero. According to the pigeon
hole principle, if v > k/2 + 1 then Sv,k,n = 0, and thus
E(Mk,n) =
k/2+1∑
v=1
Sv,k,n.
Notice that a product ai1i2ai2i3 . . . aiki1 corresponds to an unique closed walk
(i1, i2)(i2, i3) . . . (ik, i1)
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of length k in the complete graph Kn on the set [n] (Kn can contain loops here). A
closed walk (i1, i2)(i2, i3) . . . (ik, i1) is said to be good if E(ai1i2ai2i3 . . . aiki1) 6= 0. Hence
the estimation of Sv,k,n relies on a bound on the number of good walks. Let Wv,k,n be the
number of good walks in Kn of length k and order v. Clearly, there are n(n− 1) · · · (n−
v+1) ways to fix an ordered good walk of v distinct vertices in Kn. Moreover, for a fixed
order, Wv,k,n is a function g(v, k) of variables v and k, and thus
Wv,k,n = n(n− 1) · · · (n− v + 1) · g(v, k).
For odd k, since (i1, i2)(i2, i3) . . . (ik, i1) is a closed walk and E(aij) = 0, 1 ≤ i ≤ j ≤ n,
it is easily seen that v ≤ (k − 1)/2 if (i1, i2)(i2, i3) . . . (ik, i1) is a good walk. Therefore,
for v = 1, . . . , (k − 1)/2,
Sv,k,n = 2
−kn−1−k/2
n∑
i1=1
· · ·
n∑
ik=1
E (ai1i2ai2i3 . . . aiki1)
≤ 2−kn−1−k/2nvg(v, k)Kk
≤ 2−kn−1g(v, k)Kk → 0 (n→∞).
For even k, since v ≤ k/2 + 1, we again find, by a similar way, that Sv,k,n → 0 as n→∞
when v < k/2 + 1. For the case that v = k/2 + 1, set
Tk/2 = g(k/2 + 1, k),
i.e., Tk denotes the number of good walks W in Kn of length 2k and order k + 1 such
that the order of the vertices appearing in W is fixed. We use T ′k to denote the number
of good walks W = (i1, i2)(i2, i3) . . . (i2k, i1) which contain no i1 except the first and the
last member. It is easy to see that
T ′k = Tk−1, T
′
1 = T0 = 1,
and
Tk =
k∑
j=1
T ′jTk−j =
k∑
j=1
Tj−1Tk−j =
k−1∑
i=0
TiTk−1−i, k = 1, 2, . . . . (4)
The generating function of Tk is defined below
T (x) =
∑
k≥0
Tkx
k.
The recursive formula (4) then gives
T (x) = 1 + xT (x)2.
It follows that
T (x) = (2x)−1
(
1± (1− 4x)1/2).
Since T0 = 1, we have T (x) = (2x)
−1
(
1− (1− 4x)1/2). Thus,
Tk =
1
2
(
1
2
k + 1
)
(−4)k+1 = (2k)!
k!(k + 1)! .
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To calculate Sk/2+1,k,n, we need to estimate the quantity that
n∑
i1=1
· · ·
n∑
ik=1
E (ai1i2ai2i3 . . . aiki1) , (5)
where ai1i2ai2i3 . . . aiki1 corresponds to a closed walk of order k/2 + 1. In order to avoid
the tedious analysis, we further assume that
lim
n→∞
max{ν1(n), . . . , νm(n)} > 0 and νi = νj for all 1 ≤ i, j ≤ m. (6)
Indeed, one can readily obtain the same estimation for (5) on condition (1) by the trick
we employ below.
Obviously, to estimate (5), the crucial step is to estimate the sum of expectations of
good walks of order k/2 + 1 and length k. In this case, it is readily seen that each edge
appears exactly twice in a good walk. For a fixed order of vertices appearing in a good
walk (i1, i2)(i2, i3) . . . (ik, i1) of order k/2 + 1, we get a term
(σ21)
r(σ22)
k/2−rTk/2,
where r is an integer with 0 ≤ r ≤ k/2. An edge (ij, ij+1) in a good walk of order k/2+1
and length k is said to be secondary if ij , ij+1 ∈ Vt for some part Vt of the partition
V1 ∪ · · · ∪ Vm = [n], otherwise, the edge is chief. We then pick up vertices according to
the fixed positions of chief and secondary edges when n is large enough. By the condition
(6), we have the term, for large enough n,
n(σ21)
r
( n
m
)r
(σ22)
k/2−r
(
(m− 1)n
m
)k/2−r
Tk/2 = n
1+k/2Tk/2
(
σ21
m
)r (
(m− 1) σ22
m
)k/2−r
.
For any fixed value of r, we next choose the possible positions for chief and secondary
edges, and thus get the term
n1+k/2Tk/2
(
k/2
r
)(
σ21
m
)r (
(m− 1) σ22
m
)k/2−r
.
According to the condition (6), r may take any value from {0, 1, . . . , k/2} when n is large
enough. Hence, we finally obtain the estimation of (5) that
n1+k/2Tk/2
k/2∑
r=0
(
k/2
r
)(
σ21
m
)r (
(m− 1) σ22
m
)k/2−r
= n1+k/2Tk/2
(
σ21
m
+
(m− 1) σ22
m
)k/2
.
Therefore, for large enough n, we have
Sk/2+1,k,n = 2
−kn−1−k/2
n∑
i1=1
· · ·
n∑
ik=1
E (ai1i2ai2i3 . . . aiki1)
= 2−kn−1−k/2 · n1+k/2Tk/2
(
σ21+(m− 1) σ22
m
)k/2
= 2−k
k!
(k/2)!(k/2 + 1)!
(
σ21+(m− 1) σ22
m
)k/2
=
k!
2k(k/2)!(k/2 + 1)!
f(m, σ1, σ2)
k = γk.
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Consequently,
E(Mk,n) = Sk/2+1,k,n → γk (n→∞).
We now estimate the difference Mk,n −E(Mk,n). Using Markov’s inequality, we have
P[|Mk,n −E(Mk,n)| > ǫ] ≤ E
[
(Mk,n −E(Mk,n))2
]
/ ǫ2 .
Hence, to prove that P
[
limn→∞
(
Mk,n −E(Mk,n)
)
= 0
]
= 1, it suffices to show that∑
n≥1
E
[
(Mk,n −E(Mk,n))2
]
<∞, for any given k. (7)
One can readily see that
E
[
(Mk,n −E(Mk,n))2
]
= E
[
(Mk,n)
2
]− (E[Mk,n])2
= 2−2kn−2−k
n∑
i1=1
· · ·
n∑
ik=1
n∑
j1=1
· · ·
n∑
jk=1[
E(ai1i2 . . . aiki1aj1j2 . . . ajkj1)−E(ai1i2 . . . aiki1)E(aj1j2 . . . ajkj1)
]
.
We use ai and aj to denote, respectively, the sequences ai1i2 . . . aiki1 and aj1j2 . . . ajkj1.
Obviously, to prove (7), it suffices to show that if E(ai·aj)−E(ai)E(aj) 6= 0, then |V (Wi)∪
V (Wj)| ≤ k, where Wi and Wj denote the two closed walks Wi := (i1, i2) . . . (ik, i1) and
Wj := (j1, j2) . . . (jk, j1), respectively.
One can easily see that if ai and aj are independent or E(ai · aj) = 0 then
E(ai · aj) − E(ai)E(aj) = 0. Thus it is sufficient to consider the case that ai and aj
are not independent and E(ai · aj) 6= 0.
Claim 1. If ai and aj are not independent and E(ai · aj) 6= 0, then |V (Wi)∪V (Wj)| ≤ k.
Clearly, if ai and aj are not independent then V (Wi)∩V (Wj) 6= ∅. Then Wi ∪Wj is a
closed walk of length 2k since Wi and Wj are two closed walks of length k, respectively.
If E(ai ·aj) 6= 0 then the order of Wi∪Wj is not more than k+1 by pigeon hole principle.
Furthermore, if |V (Wi) ∪ V (Wj)| = k + 1 then ai and aj are independent. In fact, each
edge in Wi ∪Wj appears exactly twice when |V (Wi)∪V (Wj)| = k+1. Thus, those edges
induce (not counting multiplicities ) a tree in Kn of order k+1 since Wi∪Wj is connected.
We further assert that E(Wi)∩E(Wj) = ∅. Suppose, for a contradiction, that there exists
one element aisais+1 appears only once in Wi. Then the subgraph graph induced by Wi
should contain a cycle since Wi is a closed walk, which contradicts to the fact that the
subgraph induced by Wi ∪Wj is a tree. Therefore, E(Wi) ∩E(Wj) is empty, and thus ai
and aj are independent. Hence, our claim follows.
We thus have
E
[
(Mk,n −E(Mk,n))2
] ≤ n−2,
and then (7) holds. Therefore, (3) follows, and this completes our proof of the first part
of Theorem 1.2 on condition that µ1 = µ2 = 0.
We next show the second part of Theorem 1.2 on condition that µ1 = µ2 = 0. We
can hold the desire by applying the moment approach again. In fact, by the approach,
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it is sufficient to show that the moments Mk,n (k = 1, 2, . . .) satisfies a.s. the following
condition:
lim
n→∞
Mk,n = γk =
{
0, if k is odd,
k!
2k(k/2)!(k/2+1)!
σk2, if k is even.
(8)
It is similar to the proof of the first part that the crucial step is to estimate the quantity
(5) when k is even. Evidently, in this case, each edge appears exactly twice in a good
walk. LetW ′k/2+1,k,n be the set of good walks in Kn of order k/2+1 and length k in which
each walk contains at least one secondary edge (not counting multiplicities ). Set
W ′k/2+1,k,n =
∣∣W ′k/2+1,k,n∣∣ and W ′′k/2+1,k,n =Wk/2+1,k,n −W ′k/2+1,k,n.
It is not hard to see that
W ′k/2+1,k,n ≤
k
2
· nk/2o(n)Tk/2 = o(nk/2+1).
Thus,
lim
n→∞
Wk/2+1,k,n
nk/2+1
= lim
n→∞
W ′k/2+1,k,n +W
′′
k/2+1,k,n
nk/2+1
= lim
n→∞
W ′′k/2+1,k,n
nk/2+1 ,
and ∑
Wi∈W ′k/2+1,k,n
E(Wi) ≤ o(nk/2+1)Kk.
On the other hand,
Wk/2+1,k,n = n(n− 1) · · · (n− k/2) · Tk/2 = n(n− 1) · · · (n− k/2) (2k)!
k!(k + 1)! .
Hence, for large enough n, we have
Sk/2+1,k,n = 2
−kn−1−k/2
n∑
i1=1
· · ·
n∑
ik=1
E (ai1i2ai2i3 . . . aiki1)
= 2−kn−1−k/2 ·W ′′k/2+1,k,n(σ22)k/2
= 2−kn−1−k/2 ·Wk/2+1,k,n(σ22)k/2
=
k!
2k(k/2)!(k/2 + 1)!
σk2 = γk.
Therefore,
lim
n→∞
E(Mk,n) = γk.
Using a similar way in the proof of the first part, one can also prove that
Mk,n → E(Mk,n) a.s. (n→∞).
Thus (8) holds and the second part of Theorem 1.2 follows when µ1 = µ2 = 0.
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2.2 LSD for general distributions
In this subsection, we show that Theorem 1.2 holds for general distribution functions F1
and F2 by two distinct tools.
In the following, the norm ||f || of a real function f is always defined as follows:
||f || = sup
x
|f(x)|.
Lemma 2.1 (Rank Inequality [1]). Let U and V be two Hermitian matrices of order
n, and let ΨU(x) and ΨV(x) be the ESD of U and V, respectively. Then
||ΨU(x)−ΨV(x)|| ≤ 1
n
rank(U−V).
The Stieltjes transform S(z) of a function F (x) is defined below
S(z) =
∫ ∞
−∞
(x− z)−1 dF (x), Im(z) > 0.
One can readily see that for the ESD Ψn(x) of Bn, we have∫ ∞
−∞
(x− z)−1 dΨn(x) = n−1tr(Bn − zI)−1.
Here, we need two facts about this transform, and refer the readers to [4] for details.
Lemma 2.2.
(i) F (x) is uniquely determined by S(z).
(ii) For probability distribution, Fn(x)→ F (x) if and only if Sn(z)→ S(z) pointwise.
Let An be a symmetric matrix, and let Dn be a symmetric quasi-diagonal matrix. We
use Ψn(x) to denote the ESD of An +Dn. Then we have the following result.
Lemma 2.3. Let Sn(z) and Sn(z) be the Stieltjes transforms of Ψn(x) and Ψn(x), respec-
tively. Then
|Sn(z)− Sn(z)| ≤ Im(z)−2||Dn||1,
where ||Dn||1 := maxj∈[n]{
∑n
i=1Dn(ij)} is the 1-normal number of Dn.
Denote by λ(M) the spectral radius for some real symmetric matrix M of order n.
Clearly, 1
n
|tr(M)| ≤ λ(M) ≤ ||M||1. As is well known, the eigenvalues of M are real.
Then λ(M− zI) ≥ |Im(z)|. By these observations, we show lemma 2.3 as follows.
Proof. Clearly, (An − zI)−1 − (An +Dn − zI)−1 = (An +Dn − zI)−1Dn(An − zI)−1.
Then
|Sn(z)− Sn(z)| ≤ n−1
∣∣∣tr((An +Dn − zI)−1Dn(An − zI)−1)∣∣∣
≤ λ((An +Dn − zI)−1Dn(An − zI)−1)
≤ (Im(z))−2||Dn||1.
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We assume, without loss of generality, that An is a random matrix with the partition
V1, . . . , Vm such that nνi →∞, i = 1, 2, . . . , l, and nνi <∞, i = l + 1, . . . , m, as n→∞.
Let Hn be a quasi-diagonal matrix of order n such that
hij =
{
1, if i and j ∈ Vk(1 ≤ k ≤ m),
0, otherwise,
and let H′n be a matrix such that
h′ij =
{
1, if i and j ∈ Vk(k ≤ l),
0, otherwise.
Set
H′′n = Hn −H′n,
C′n =
1
2
√
n
(An − (µ1 − µ2)H′n − µ2Jn),
and
C′′n = C
′
n −
1
2
√
n
((µ1 − µ2)H′′n),
where Jn is the matrix in which all elements equal 1.
Since E(C′′n(ij)) = 0, the LSD of C
′′
n is Ψ(x) if (1) holds (or Φ(x) if (2) holds), as
shown above. Let Ψ′′n and Ψ
′
n be the ESD of C
′′
n and C
′
n, respectively. Then, for their
corresponding Stieljes transforms S ′′n(z) and S
′
n(z), we have from Lemma 2.3 that
|S ′′n(z)− S ′n(z)| ≤ (Im(z))−2
1
2
√
n
||(µ1 − µ2)H′′n||1.
Since each block matrix on the diagonal of H′′n is of finite order, we have
1
2
√
n
||(µ1 − µ2)H′′n||1 → 0 (n→∞).
Then, we can get that limn→∞ S
′′
n(z) = limn→∞ S
′
n(z) for any z such that Imz > 0. Because
Ψ(x) (or Φ(x)) is the LSD ofC′′n, from Lemma 2.2(ii), we have that limn→∞ S
′′
n(z) = S
∗(z),
where S∗(z) is the Stieltjes transform of Ψ(x) (or Φ(x)). Therefore, limn→∞ S
′
n(z) = S
∗(z),
and thus the ESD Ψ′n(x) of C
′
n converges to Ψ(x) (or Φ(x)). So, C
′
n has the same LSD
as C′′n.
Furthermore, since each of the block matrices on the diagonal ofH′n is of infinite order,
there are o(n) such block matrices. Then we have rank|(µ1 − µ2)H′n + µ2Jn| = o(n). By
employing Lemma 2.1 for Bn and C
′
n, Ψn(x) of Bn converges to the LSD Ψ(x) (or Φ(x)).
Therefore, Theorem 1.2 holds for general distribution functions F1 and F2.
3 The LSD for more general random matrices
In this section, we shall show that there is no LSD for general randommatrixAn(ν1, . . . , νm).
Actually, we shall prove that An(ν1, . . . , νm) has no LSD for some special cases. To
be precise, we shall show that if F1 ≡ 0 then the LSD An(ν1, ν2) exists if and only if
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limn→∞ ν1/ν2 = 1. Moreover, we verify that there exist real numbers ν1, . . . , νm such that
An(ν1, . . . , νm) has no LSD under the condition F1 ≡ 0. In general, we have the following
conjecture.
Conjecture 1. Let An be a random matrix with partition V1, . . . , Vm such that
limn→∞max{ν1(n), . . . , νm(n)} > 0. If the LSD of An exists, then limn→∞ νi(n)νj(n) = 1
for all i, j ∈ [m].
Remark. According to Theorem 1.2, if limn→∞ νi(n)/νj(n) = 1 for all i, j ∈ [m] then the
LSD of An exists. Thus, if Conjecture 1 is true, then the condition that limn→∞
νi(n)
νj(n)
= 1
for all i, j ∈ [m] is necessary and sufficient for the existence of the LSD of An.
Firstly, we investigate the LSD for An(ν1, ν2) when F1 ≡ 0 and 0 < ν1 < 1. A function
f(t) is defined to be nonnegative if it satisfies that
l∑
k=1
l∑
j=1
f(tk − tj)rkrj ≥ 0,
for any positive integer l, and any real numbers t1, . . . , tl and complex numbers r1, . . . , rl.
In order to avoid the tedious analysis, we further assume that ν1 and ν2 are real numbers.
Indeed, one can readily obtain the same result under the condition limn→∞ ν1/ν2 = 1 by
the method we employ below.
Theorem 3.1. Let An(ν1, ν2) be a random matrix with F1 ≡ 0 and 0 < ν1 < 1. If
ν1 6= ν2, then An(ν1, ν2) has no LSD.
Proof. We prove the assertion by a contradiction. Since we can centralize the general
distribution F2, we further assume that E(aij) = 0 in what follows. We suppose that ν1 6=
ν2 and there exists a function Ψ(x) such that the ESD Ψn(x) of Bn = An(ν1, ν2)/(2
√
n)
converges to it almost surely as n → ∞. Then Mk,n =
∫∞
−∞
xk dΨn converges to γk =∫∞
−∞
xk dΨ almost surely as n→∞ (k = 1, 2, . . .). So we can get the estimation of γk by
calculating the moment Mk,n.
We first estimate E(Mk,n) =
∑k/2+1
v=1 Sv,k,n, as we did in subsection 2.1. For the similar
reason, one can readily see that we merely need to compute E(Mk,n) for even k = 2j.
Moreover, if v < j+1 then Sv,2j,n → 0 as n→∞. Thus, to get the estimation of E(Mk,n),
it suffices to focus on Sj+1,2j,n which indeed satisfies that
lim
n→∞
Sj+1,2j,n =
{
2−2j · 2(ν1ν2)j/2σ2j2 · Tj if j is even,
2−2j · (ν1ν2)(j−1)/2σ2j2 · Tj if j is odd.
One then can prove by an analogous way in Subsection 2.1 that
lim
n→∞
(
Mk,n −E(Mk,n)
)
= 0 a.s.
Set ν̂ = (ν1ν2)
1/4. Apparently, 0 < ν̂ <
√
1/2 since ν1 6= ν2. Then, the following equality
holds a.s.
lim
n→∞
Mk,n =

0 k ≡ 1, 3 mod 4,
2k!ν̂kσk2
2k(k/2)!(k/2 + 1)!
k ≡ 0 mod 4,
k!ν̂kσk2
ν̂22k(k/2)!(k/2 + 1)!
k ≡ 2 mod 4.
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Let XΨ be a random variable with the distribution Ψ, and let f(t) := E(e
itXΨ) =∑∞
k=0
γk
k!
(it)k be the character function ofXΨ. SinceMk,n → γk a.s. (n→∞), k = 1, 2, . . .,
the following equality holds a.s.
E(eitXΨ) =
∞∑
j is even
2 · (−1)j
j!(j + 1)!
(
t
2
)2j
ν̂2jσ2j1 +
∞∑
j is odd
(−1)j
ν̂2j!(j + 1)!
(
t
2
)2j
ν̂2jσ2j1
= 2 · J1(ν̂σF t) + I1(ν̂σF t)
ν̂σF t
+
1
ν̂2
· J1(ν̂σF t)− I1(ν̂σF t)
ν̂σF t
= (2 +
1
ν̂2
) · J1(ν̂σF t)
ν̂σF t
+ (2− 1
ν̂2
) · I1(ν̂σF t)
ν̂σF t
= (2 +
1
ν̂2
) · 1
π
∫ 1
−1
eibνσF tx
√
1− x2dx+ (2− 1
ν̂2
) · 1
π
∫ 1
−1
e−bνσF tx
√
1− x2dx
(J1 denotes the Bessel function of order 1 of the first kind and I1 denotes the modified
Bessel function of order 1 of the first kind, such that I1(t) = −iJ1(it)). We further assume
that l = 2, r1 = 1, r2 = 1 and t2 = 0. Since 0 < ν̂ <
√
1
2
, if t1 is large enough then
l∑
k=1
l∑
j=1
f(tk − tj)rkrj
=
∫ 1
−1
2∑
k=1
2∑
k=1
[
(2 +
1
ν̂2
)eibνσ2(tk−tj)x · 1
π
√
1− x2 + (2− 1
ν̂2
)e−bνσ2(tk−tj)x · 1
π
√
1− x2
]
dx
≤
∫ 1
−1
(2 +
1
ν̂2
) · 1
π
√
1− x2
∣∣∣∣∣
2∑
k=1
eibνσ2tkx
∣∣∣∣∣
2
dx+
∫ 1
−1
(2− 1
ν̂2
)ebνσ2t1x · 1
π
√
1− x2 dx
≤ 2(2 + 1
ν̂2
) + (2− 1
ν̂2
)
∫ 1/2
1/4
1
π
· ebνσ2t1/4 ·
√
3
2
dx
≤ 2(2 + 1
ν̂2
) + (2− 1
ν̂2
)
1
π
· ebνσ2t1/4 ·
√
3
8
< 0,
which contradicts to the fact that the character function should be nonnegative. Hence,
the necessity follows.
For general random matrix An(ν1, . . . , νm), m ≥ 3, we fail to obtain the result in the
same way as the case for m = 2. Indeed, if we estimate the moment γk by the same
method we used above, the step to count the number of good walks for Sj+1,2j,n is much
complicated. Worse still, the character function is also harder to get. However, we can
still verify Conjecture 1 for some special cases.
Proposition 1. Suppose F1 ≡ 0, σ2 = 1, ν1 > 3/4 and ν2 = · · · = νm, where m ≥ 3.
Then, there exists no LSD for An(ν1, . . . , νm) a.s.
Proof. Since we can centralize the general distribution F2, we further assume µ2 =
0 in what follows. For a contradiction, we assume Ψ(x) is the LSD of Bn such that
limn→∞Ψn(x) = Ψ(x) a.s. Then, Mk,n =
∫
xk dΨn(x)→
∫
xk dΨ(x) = γk a.s. (n→∞).
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It is readily seen that for any k + 1 real numbers t0, t1, . . . , tk,
k∑
p,q=0
γp+qtptq =
∫ ∞
−∞
(t0 + t1x+ · · ·+ tkxk)2 dΨ(x) ≥ 0. (9)
Obviously, γ0 = 1. Set
∆k =

γ0 γ1 · · · γk
γ1 γ2 · · · γk+1
...
... · · · ...
γk γk+1 · · · γ2k
 .
Then due to (9), we have
(t0, · · · , tk)∆k(t0, · · · , tk)T ≥ 0.
Thus, the symmetric matrix ∆k is non-negative definite for any k. Therefore, |∆k| ≥ 0,
k = 0, 1, 2, · · · .
Then, applying the same method as in Section 2.1, we can compute the moment γk.
At first, to estimate E(Mk,n), we just need to focus on the case for k = 2j, and, moreover,
it suffices to calculate Sj+1,2j,n.
Let j = 1. We have
S2,2,n = 2
−2 · n−2
n∑
i1=1
n∑
i2=1
E(a2i1i2).
If i1, i2 are in the same part Vi (1 ≤ i ≤ m), E(a2i1i2) = 0 since F1 ≡ 0. Thus, only for
ii, i2 that do not belong to the same part Vi, the expectation E(a
2
i1i2
) contributes 1 to the
value S2,2,n. Combining the fact (m− 1)ν2 + ν1 = 1, we have
S2,2,n → 2−2 · (ν1(m− 1)ν2 + (m− 1)ν2(1− ν2)) as n→∞.
One then can prove by an analogous way in Subsection 2.1 that
lim
n→∞
(
Mk,n −E(Mk,n)
)
= 0 a.s.
Therefore, the value γ2 = 2
−2 · (ν1(m− 1)ν2 + (m− 1)ν2(1− ν2)) a.s.
By this means, we have
γ2 = 2
−2 · (ν1(m− 1)ν2 + (m− 1)ν2(1− ν2)),
γ4 = 2 · 2−4 · (ν1(m− 1)ν2(1− ν2) + (m− 1)ν2ν1(m− 1)ν2
+(m− 1)ν2(m− 2)ν2(1− ν2)),
γ6 = 5 · 2−6 · (ν1(m− 1)ν2ν1(m− 1)ν2 + ν1(m− 1)ν2(m− 2)ν2(1− ν2)
+(m− 1)ν2ν1(m− 1)ν2(1− ν2) + (m− 1)ν2(m− 2)ν2ν1(m− 1)ν2
+(m− 1)ν2(m− 2)ν2(m− 2)ν2(1− ν2)).
and γ1, γ3, γ5 = 0.
But then |∆3| < 0, which contradicts to the fact |∆k| ≥ 0. Thus, the proposition
follows.
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4 Application to the energy of random graphs
In this section, we shall compute the energy of a random graph by the results established
in the previous sections. Our notions and terminology are standard, and we refer the
readers to [2] for the conceptions not defined here. Let G be a simple graph of order n.
The eigenvalues λ1, . . . , λn of the adjacent matrix of G are said to be the eigenvalues of
G. In chemistry, there is closed correspondence between the graph eigenvalues and the
molecular orbital energy levels of π-electrons in conjugated hydrocarbons. For the Hu¨chkel
molecular orbital (HMO) approximation, the total π-electron energy E (G) in conjugated
hydrocarbons is given by the sum of absolute values of the eigenvalues corresponding to
the molecular graph G. In 1970s, Gutman [5] extended the conception of energy to all
simple graphs who defined
E (G) =
n∑
i=0
|λi|,
where λ1, . . . , λn are the eigenvalues of G. Recently, this graph invariant has attracted a
lot of attention, and the readers are refereed to [6] for further details.
Let Gn(p) be a random graph of Gn(p). It is easy to see that if F1 ≡ 0 and F2 is a
Bernoulli distribution with mean p, then the random matrix Xn is the adjacent matrix
of Gn(p). According to Theorem 1.1, almost every (a.e.) random graph Gn(p) enjoys the
equation below:
E (Gn(p)) = 2
√
n · n
(
2
π σ22
∫ σ2
−σ2
|x|
√
σ22−x2 dx+ o(1)
)
= n3/2
(
8
3π
σ2+o(1)
)
= n3/2
(
8
3π
√
p(1− p) + o(1)
)
.
Note that for p = 1
2
, Nikiforov in [7] got the above formula. Here, our result is for any
probability p, which could be seen as a generalization of his result. Next we will get the
energy for random m-partite graphs.
We use Kn;ν1,...,νm to denote the complete m-partite graph of order n whose parts
V1, . . . , Vm are such that |Vi| = nνi, i = 1, . . . , m, where m = m(n) ≥ 2 is an integer. Let
Gn;ν1...νm(p) be the set of random graphs in which the edges are chosen independently with
probability p from Kn;ν1,...,νm . Especially, we denote by K[n;m] and Gn,m(p), respectively,
the complete m-partite graph and the set of m-partite random graphs satisfying
lim
n→∞
max{ν1(n), . . . , νm(n)} > 0 and lim
n→∞
νi(n)
νj(n)
= 1.
One can readily see that if a random matrixAn and the complete m-partite graphK[n;m]
have the same partition, and F1 ≡ 0 and F2 is a Bernoulli distribution with mean p, then
An is the adjacent matrix of Gn,m(p) ∈ Gn,m(p). Employing the first part of Theorem 1.2,
14
a.e. random graph Gn,m(p) enjoys the following equation:
E (Gn,m(p)) = 2
√
n · n
(
2m
π(m− 1) σ22
∫ √m−1
m
σ2
−
√
m−1
m
σ2
|x|
√
(m− 1) σ22
m
− x2 dx+ o(1)
)
= n3/2
(
8
3π
√
m− 1
m
σ2+o(1)
)
= n3/2
(
8
3π
√
m− 1
m
p(1− p) + o(1)
)
.
Furthermore, we can get the energy E of a random graph Gn;ν1...νm(p) ∈ Gn;ν1...νm(p)
if limn→∞max{ν1(n), . . . , νm(n)} = 0 by Theorem 1.2 (ii). In fact, note that if An and
Kn;ν1,...,νm have the same partition, F1 ≡ 0 and F2 is a Bernoulli distribution with mean
p, then An is the adjacent matrix of Gn;ν1...νm(p). Thus, by Theorem 1.2 (ii), a.e. random
graph Gn;ν1...νm(p) enjoys the following equation:
E (Gn;ν1...νm(p)) = n
3/2
(
8
3π
√
p(1− p) + o(1)
)
.
For m-partite random graphs Gn;ν1...νm(p) such that
lim
n→∞
max{ν1(n), . . . , νm(n)} > 0 and there exist νi and νj such that lim
n→∞
νi(n)
νj(n)
< 1,
we can establish lower and upper bounds for its energy. For the purpose, we first introduce
the following an auxiliary assertion due to [3].
Lemma 4.1. Let X,Y,Z be square matrices of order n such that X+Y = Z, then
n∑
i=1
si(X) +
n∑
i=1
si(Y) ≥
n∑
i=1
si(Z)
where si (i = 1, · · · , n) is the singular values of a matrix.
Similarly, suppose An and Gn;ν1...νm(p) have the same partition V1, · · · , Vm (|Vi| = νin).
Then, An is the adjacent matrix of Gn;ν1...νm(p) providing F1 ≡ 0 and F2 is a Bernoulli
distribution B(p). Without loss of generality, we assume, for some r ≥ 1, |V1|, . . . , |Vr|
are of order O(n) while |Vr+1|, · · · , |Vm| of order o(n). Let X′n be a random symmetric
matrix such that
X′n(ij) =

An(ij) if i or j /∈ Vs(1 ≤ s ≤ r),
B(p) if i, j ∈ Vs(1 ≤ s ≤ r) and i > j,
0 if i, j ∈ Vs(1 ≤ s ≤ r) and i = j.
From Theorem 1.2 (ii), X′n has the same LSD as Xn on condition that F1 ≡ 0 and
F2 = B(p). Set
Dn = X
′
n −An =

K1
K2
. . .
Kr
O

n×n
(10)
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Let M be a matrix. We use E (M) to denote the sum of singular values of M. Evidently,
if M is the adjacent matrix of a simple graph G then E (G) = E (M). One can readily see
that a.e. matrix Ki (i = 1, . . . , r) enjoys the following:
E (Ki) =
(
8
3π
√
p(1− p) + o(1)
)
(νin)
3/2,
and then a.e. matrix Dn satisfies the following:
E (Dn) =
(
8
3π
√
p(1− p) + o(1)
)(
ν
3
2
1 + · · ·+ ν
3
2
r
)
n
3
2 .
By (10), we have An + Dn = X
′
n and X
′
n + (−Dn) = An. Employing Lemma 4.1, we
deduce
E (X′n)− E (Dn) ≤ E (An) ≤ E (X′n) + E (Dn).
Therefore, we establish the following result.
Theorem 4.2. Let Gn;ν1...νm(p) be a random graph of Gn;ν1...νm(p). Then a.e. random
graph Gn;ν1...νm(p) satisfies the following inequality(
1−
r∑
i=1
ν
3
2
i
)
n3/2 ≤ E (Gn;ν1...νm(p))
(
8
3π
√
p(1− p) + o(1)
)−1
≤
(
1 +
r∑
i=1
ν
3
2
i
)
n3/2.
Remark. Since ν1, . . . , νr are positive real numbers with
∑r
i=1 νi ≤ 1, we have
∑r
i=1 νi(1−
ν
1/2
i ) > 0. Therefore,
∑r
i=1 νi >
∑r
i=1 ν
3/2
i , and thus 1 >
∑r
i=1 ν
3/2
i . Hence, we can deduce,
by the theorem above, that a.e. random graph Gn;ν1...νm(p) enjoys the following
E (Gn;ν1...νm(p)) = O(n
3/2).
References
[1] Z.D. Bai, Methodologies in spectral analysis of large dimensional random matrices,
a review, Statistica Sinica 9(1999), 611–677.
[2] B. Bolloba´s, Random Graphs (2nd Ed.), Cambridge Studies in Advanced Math.,
Vol.73, Cambridge University Press, Cambridge, 2001.
[3] K. Fan, Maximum properties and inequalities for the eigenvalues of completely
continuous operators, Proc. Natl. Acad. Sci. USA 37(1951), 760–766.
[4] J.S. Geronimo, T.P. Hill, Necessary and sufficient condition that the limit of Stieltjes
transforms is a Stieltjes transform, J. Approx. Theory 121(2003), 54–60.
[5] I. Gutman, The energy of a graph, Ber. Math. Statist. Sekt. Forschungsz. Graz
103(1978), 1–22.
[6] I. Gutman, X. Li, J. Zhang, Graph Energy, in: M. Dehmer, F. Emmert-Streib
(Eds.), Analysis of Complex Networks: From Biology to Linguistics, Wiley-VCH
Verlag, Weinheim, 2009, 145-174.
16
[7] V. Nikiforov, The energy of graphs and matrices, J. Math. Anal. Appl. 326(2007),
1472-1475.
[8] E.P. Wigner, Characteristic vectors of bordered matrices with infinite dimmensions,
Ann. Math. 62(1955), 548–564.
[9] E.P. Wigner, On the distribution of the roots of certain symmetric matrices, Ann.
Math. 67(1958), 325–327.
17
