Spin Current Induced Control of Magnetization Dynamics by Decker, Martin Maria


Spin Current Induced Control of Magnetization
Dynamics
Dissertation
zur Erlangung des Doktorgrades
der Naturwissenschaften (Dr. rer. nat.)
der Fakultät für Physik
der Universität Regensburg
vorgelegt von
Martin Maria Decker
aus München
im Jahr 2017
Promotionsgesuch eingereicht am: 29.10.2017
Die Arbeit wurde angeleitet von: Prof. Dr. Christian Back
Prüfungsausschuss: Vorsitzender:
1. Gutachter:
2. Gutachter:
weiterer Prüfer:
Prof. Dr. Karsten Rincke
Prof. Dr. Christian Back
Prof. Dr. Jaroslav Fabian
PD Dr. Alfred (Jay) Weymouth
Der Termin des Promotionskolloquiums: 08.02.2018


Contents
Introduction 1
I. Micromagnetism and Spin Orbit Torques: Theoretical Framework 5
1. Magnetization Dynamics I: Energy Terms and Equation of Motion 7
1.1. Micromagnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2. Energy Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2.1. Exchange interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2. Dzyaloshinskii-Moriya interaction . . . . . . . . . . . . . . . . . . . . 9
1.2.3. Magnetostatic energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.4. Crystalline anisotropy . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.5. Interface anisotropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3. Landau-Lifshitz-Gilbert Equation . . . . . . . . . . . . . . . . . . . . . . . . . 15
2. Spin Orbit Torques (SOTs) in Metallic Multilayers 19
2.1. Spin and Charge Currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.1. Drift diffusion equation for charge . . . . . . . . . . . . . . . . . . . . 20
2.1.2. Drift diffusion equation for spin . . . . . . . . . . . . . . . . . . . . . . 20
2.1.3. Drift diffusion in ferromagnets . . . . . . . . . . . . . . . . . . . . . . 21
2.2. Spin Hall Effect (SHE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3. Rashba-Edelstein Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4. Spin Transport Across a Normal Metal/Ferromagnet Interface . . . . . . . . 29
2.5. SHE Induced Torques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5.1. Drift diffusion model for SHE induced SOTs . . . . . . . . . . . . . . 33
2.5.2. Data evaluation of direct SHE experiments . . . . . . . . . . . . . . . 35
3. Magnetization Dynamics II: Theory of Ferromagnetic Resonance (FMR) 37
I
Contents
II. Experimental Quantification of Spin Orbit Torques: Comparison of Di-
rect (SHE) and Inverse (ISHE) Spin Hall Measurements in Pt/Py Bi-
layers 45
1. Review of Experimental Techniques 51
2. Coplanar Waveguide Based FMR: Creation of Static and Dynamic Fields 55
2.1. Static Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.2. Creation of the Driving Field . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.2.1. Coplanar waveguides . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.2.2. Oersted fields due to induced currents . . . . . . . . . . . . . . . . . . 59
3. Absorption FMR 61
3.1. Theoretical Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2. Experimental Realization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4. Quantification of SOTs by Modulation of Damping (MOD) 65
4.1. Theoretical Aspects of MOD . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2. Time and Space Resolved FMR . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.1. Magneto-Optical Kerr effect (MOKE) . . . . . . . . . . . . . . . . . . 66
4.2.2. Time resolved MOKE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.3. Sample geometry for MOD experiments . . . . . . . . . . . . . . . . . 72
5. Quantification of the SHE by the Spin Pumping Driven ISHE 75
5.1. Spin Pumping (SP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2. SP Driven ISHE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2.1. Origin and form of the ISHE voltage . . . . . . . . . . . . . . . . . . . 78
5.2.2. Rectified voltage due to anisotropic magnetoresistance (AMR) . . . 80
5.2.3. Angular dependence of AMR and ISHE voltage . . . . . . . . . . . . 81
5.3. Experimental Access to ISHE . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6. Standing Spin Waves in Magnetic Microstripes 87
6.1. Longitudinally Magnetized Stripes . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2. Transversely Magnetized Stripes . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.3. Implication for SOT Measurements . . . . . . . . . . . . . . . . . . . . . . . . 95
7. Boltzmann Transport in Thin Metallic Layer Systems 97
7.1. Drude Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.2. Fuchs-Sondheimer Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.3. Mayadas-Shatzkes Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.4. Current Density Distribution in Bilayers . . . . . . . . . . . . . . . . . . . . . 105
II
Contents
8. Growth of the Pt/Py Bilayer Series 109
9. Experimental Characterization of Magnetic and Electric Properties 113
9.1. Magnetic Properties I: Saturation Magnetization . . . . . . . . . . . . . . . . 113
9.2. Magnetic Properties II: Full Film FMR . . . . . . . . . . . . . . . . . . . . . 114
9.3. Experimental Results of SP . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
9.4. Electrical Conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
10.ISHE: Micromagnetic Simulations and Experimental Results 125
10.1. Micromagnetic Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
10.1.1. Implementation of the problem to Mumax . . . . . . . . . . . . . . . 126
10.1.2. Evaluation process of simulation data . . . . . . . . . . . . . . . . . . 127
10.1.3. Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
10.2. Experiment: Angular Dependency . . . . . . . . . . . . . . . . . . . . . . . . 133
10.3. Experiment: Pure ISHE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
11.MOD: Experimental Results 139
11.1. Experimental Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
11.2. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
11.2.1. Field-like torque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
11.2.2. Damping-like torque . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
12.Discussion of SP, ISHE and MOD Results 147
13.Summary 153
III. Time Resolved Measurements of the Spin Orbit Torque Induced Mag-
netization Reversal in Pt/Co Elements 155
1. SOT Induced Switching of Perpendicularly Magnetized Elements 159
2. Sample Structure and Experimental Setup 163
2.1. Layer Sequence and Sample Design . . . . . . . . . . . . . . . . . . . . . . . . 163
2.2. Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
3. Experimental Results 169
3.1. Time Traces of Magnetization Reversal . . . . . . . . . . . . . . . . . . . . . 169
3.2. Time Resolved Imaging of Magnetization Reversal . . . . . . . . . . . . . . . 171
III
Contents
4. Computational Analysis of the Switching Process 173
4.1. Numerical Solution of the Macrospin Model . . . . . . . . . . . . . . . . . . . 173
4.2. Micromagnetic Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5. Summary 179
IV. Appendix 181
A. Bootstrap Error Calculation 183
B. Derivation of the Dynamic Susceptibility 185
C. Static Equilibrium Change 191
Bibliography 193
List of Publications 215
Acknowledgement 217
IV
Introduction
Over the last 30 years, starting with the discovery of the giant magnetoresistive effect
in 1988 [Bai88; Bin89], the idea of using the spin degree of freedom for data processing
emerged and developed under the name “spintronics” [Wol01]. One branch of spintronics
is dedicated to the development of new data storage devices which allow for high infor-
mation densities, fast access times, low power consumption and non-volatility. A promi-
nent candidate to fulfill these requirements is magnetic random access memory (MRAM)
[Cha07]. Current technology uses direct current induced switching as writing mechanism
and the tunneling magneto-resistance as read-out process, the so-called spin transfer torque
MRAM (ST-MRAM)1. A ST-MRAM device consists of two magnetic layers separated by
an oxide tunnel barrier. One of these layers is thick and pinned into a certain direction,
thus called fixed layer. The second, free layer can be switched by applying a current pulse
from the fixed to the free layer across the tunnel barrier. Since the current is spin polarized
with polarization direction given by the fixed layer, angular momentum is transferred from
the fixed to the free layer and enables switching of the free layer if the current is large
enough [Cha07]. Unfortunately, the writing current across the tunnel barrier leads to its
degradation and therefore is the Achilles’ heel of this technology [And14]. Thus, a way to
efficiently manipulate the magnetization electrically has still to be established.
In recent years, the spin Hall effect (SHE) [Dya71b] in normal metals with strong spin
orbit coupling such as Pt and Ta has been discovered and used to control the dynamics of
adjacent FM layers [And08; Liu11; Dem11a; Dem11b]. The SHE converts a charge current
in the NM into a transverse spin current that is absorbed by the FM and thus angular
momentum is transferred from the NM to the FM. The conversion efficiency is described
by the so-called spin Hall angle (SHA) θSH which connects charge current density jc and
spin current density js via js = h̵2∣e∣θSH jc. With respect to magnetization dynamics, the
SHE primarily exerts a torque of the form T FL ∝m× (m×σDL), with the unit vector of
the magnetization m and the polarization direction of the injected spin current created
by the SHE σDL. This torque, in certain situations, influences the effective damping of
the FM and is therefore called “damping-like torque”.
While studying magnetization dynamics under the application of in-plane (ip) currents, a
second effect has been discovered in metallic bilayers: in experiments concerning current
1See the manufacturer homepage: https://www.everspin.com/spin-torque-mram-technology, date:
01.12.2017
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driven domain wall movement in Pt/Co wires, a torque of the form T ∝m × σFL, with
the unit vector σFL perpendicular to both current and Pt/Co interface normal has been
detected. Torques of this form are called “field-like” and from symmetry considerations
the physical origin has been attributed to the so-called Rashba effect2 [Mir10a].
In metallic heterostructures with ultrathin (< 1nm) FM layers, both damping- and field-
like torques have subsequently been found to appear with comparable strength. Due to
the fact that the physical origin of current induced torques lies in spin orbit coupling, the
term “spin orbit torque” is used as a general name without relating a measured torque to
any certain physical effect (like SHE or Rashba effect) [Gar13].
Finally, the possibility of switching the magnetization of microstructured NM/FM ele-
ments using ip currents has been demonstrated [Mir11; Liu12a; Liu12b]. These findings
promise a transfer of technology in the writing process of MRAM cells from passing the
current across a delicate tunneling barrier to passing the current through an underlying
NM layer, thereby solving the above-mentioned endurance problem.
However, the physical processes incorporated in SOT induced magnetization reversal are
not yet fully understood, hindering an efficient engineering towards applications. The
lack of understanding is present at two levels: A) the actual dynamics of the switching
process itself is unknown and completely different possible scenarios have been proposed
for current induced magnetization reversal. Therefore the magnetization reversal process
is hard to model, even if the strength of both field- and damping-like torques are known for
a given device. B) the physical origin of the SOTs, and therefore the way to systematically
increase the SOT efficiency remains unclear. There is an ongoing debate whether SHE or
Rashba effect are the primary cause of the measured torques. In addition, the role of the
NM/FM and FM/oxide interfaces is not yet fully understood. Part of the confusion in
this field stems from the lack of using a consistent model to evaluate experimental data
such that experimental results cannot easily be compared to each other.
This thesis addresses both of the above-mentioned points: One part is dedicated to the
comparison of different SOT measurement techniques, focusing on the question whether
the measured data can be understood within a common drift diffusion model. The second
part deals with the dynamics of current induced magnetization reversal and, for the first
time, presents a temporal and spatially resolved study of such a process.
This thesis is therefore separated into three main parts:
Part I provides the framework for understanding current induced SOT experiments in
metallic NM/FM bilayers. For this purpose, the basics of micromagnetism and the equa-
tion of motion describing the magnetization dynamics are introduced. Subsequentially, a
short introduction into the physical origin of spin orbit torques is given and a drift diffu-
sion model used to describe field- and damping-like torques is introduced. As a last step,
2regarding the name convention, see footnote 2 on page 26
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the well established theoretical concept of ferromagnetic resonance (FMR) and (dynamic)
magnetic susceptibility is introduced as it is the basis of many approaches to quantify
SOTs in NM/FM hetero structures.
Part II is dedicated to the fundamental question of the origin of the SOTs. A Pt(x)/Py(4nm)
sample series with varying Pt thickness is studied under the assumption that the bulk spin
Hall effect is the dominant source of the damping-like torque. In this scenario, a consis-
tent drift diffusion model exist for two complementary experimental techniques: the SHE
induced spin transfer torque (STT) experiment on the one hand and the so-called inverse
spin Hall effect (ISHE) experiment on the other hand. In the STT experiment, an ip charge
current induces a measurable torque on the magnetization via the SHE generated spin cur-
rent flow from the NM into the FM. There exist many different experimental techniques
of this type, of which the so-called “modulation of damping” (MOD) is chosen in this
work due to its experimental clarity. In the ISHE experiment, by contrast, magnetization
dynamics induces a spin current flow from the FM into the NM, which is converted into a
measurable charge current in the NM again via the SHE. From the reciprocity of the two
experiments it is expected that measurements of the conversion efficiency (i.e. the spin
Hall angle) of spin and charge currents should result in the same outcome if conducted by
current induced SOT measurements on the one hand, as well as ISHE measurements on
the other hand [Tse14]. It is shown in part II how such a comparable measurement must
be set up in order to obtain clear experimental results and it is found that the STT/ISHE
experiments deliver comparable results. However, indications are found for the appearance
of effects that go beyond the bulk SHE model. A detailed description of the organization
of part II is given on pages 47 ff.
Part III finally presents a time and space resolved study of the magnetization reversal in
perpendicularly magnetized Pt/Co elements. By using 1 ns wide current pulses it is shown
that deterministic magnetization reversal is possible for a wide range of applied fields and
that the switching process itself is driven by complex domain nucleation and propagation.
3

Part I.
Micromagnetism and Spin Orbit
Torques: Theoretical Framework
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1. Magnetization Dynamics I: Energy Terms
and Equation of Motion
This chapter is intended to introduce the terms and concepts in the description of magne-
tization dynamics needed throughout this work. It basically follows [Ber09; Kob13; Her09;
Wol04]. At first, the coordinate system used within this thesis is introduced. The fer-
Figure 1.1.: Coordinate system used in this work.
romagnetic film always lies within the x, y plane with a thickness d ≪ L,w. The angle
between the magnetization and the z axis is θ and the angle of the in-plane component of
M with respect to the x axis is defined as ϕ.
1.1. Micromagnetism
In general, magnetism is purely a quantum mechanical phenomenon. To describe, for
example a metallic ferromagnet, (FM) such as Ni or Co one needs to treat a many-body
problem taking into account the electronic structure of the respective crystal and addi-
tionally the spin of the electrons. This can be done using e.g. density functional theory.
However, if one wants to describe the magnetization dynamics of a macroscopic sample it,
is impossible to use these methods due to the large number of atoms involved. It is there-
fore convenient to transfer the microscopic properties to a continuum theory describing
the time evolution of the sample’s magnetization under the influence of different torques
[Kob13; Coe10; Sto06; Ber09]. This continuum theory is called micromagnetic theory. It
describes the magnetization at every point in the ferromagnet as a vector function of space
and time, M(r, t). Using this formalism, analytic solutions can be derived for uniform
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and nonuniform, linear and nonlinear magnetization dynamics as e.g. spin waves in thin
magnetic films [Ber09; Gur96]. The same formalism, however, can be discretized onto a
grid to carry out micromagnetic simulations, which allows to study magnetization dynam-
ics that cannot be described analytically due to the complex magnetic interactions in real
ferromagnetic devices. The key advantage of micromagnetic theory is that the size of the
grid in these simulations can be chosen much bigger than the lattice constant of the FM
crystal treated. The procedure is therefore also called coarse-graining [Gri03] and has to
be treated with caution in certain situations.
The key assumption of the theory in general is ∣M(r, t)∣ = Ms at every point. The sat-
uration magnetization Ms = ∑µV is the sum over all microscopic magnetic moments µ in
a given (cell) volume V . This is true if the temperature is much smaller than the Curie
temperature such that the exchange dominates over all the other energies at the smallest
scale treated [Ber09]. Due to this restriction it is always possible to normalizeM(r, t) by
dividing by Ms and to use m(r, t) = M(r,t)Ms to describe a system with the unit vector of
the magnetization m. In micromagnetic simulations, where the system is discretized into
cells with dimensions dx, dy, dz, this constraint means that one cell always has a magnetic
moment of µcell = MsVcell or, differently spoken, Mcell = Ms. The dimensions of the cells
must then be chosen such that the magnetization direction varies only slightly between
two neighboring cells, leading to cell sizes in the nm range, for short ranged problems such
as e.g. domain walls, up to several µm, for long ranged problems as e.g. magnetostatic
spin waves with wavelengths of tens of µm. In this work, micromagnetic simulations were
carried out using the mumax3 package which is documented in [Van14].
1.2. Energy Contributions
In a FM the spatial distribution of m(r, t) is given by the minimum of the free energy
of the FM, E, that contains contributions from different origins. The total energy E =∫FM dV (∑ ε) is evaluated as an integral over the whole FM volume, where the integrand is
a sum of the different local energy densities ε that will be discussed in the following. What
makes ferromagnetism such a rich field, is the fact that the energies at play do have very
different scales both in strength as well as in their interaction range. A good example for
this is the domain structure in perpendicular magnetized, ultrathin Co layers which arises
due to the counterplay of the strong but short-ranged exchange interaction and the weaker
but long ranged dipolar interaction. A broken symmetry at interfaces in combination with
spin orbit coupling in such a system can give rise to a second, antisymmetric exchange
called Dzyaloshinskii-Moriya interaction, which will have additional impact on the domain
pattern. Since micromagnetism is a continuum theory, all energies need to be derived in
continuous form.
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1.2.1. Exchange interaction
The fundamental energy contribution in a FM is the exchange interaction between elec-
trons which enables ferromagnetic ordering. The origin of exchange is purely quantum
mechanical and results from the coulomb interaction between electrons in combination
with the Pauli exclusion principle. It is directly proportional to the overlap of the spatial
wavefunctions of the respective electrons and therefore is a short ranged interaction [Sto06,
chapter 6]. For electrons with spin S that are localized at lattice points i the exchange
interaction can be expressed by the so-called Heisenberg Hamiltonian [Coe10]
Hexch = −2∑
i>j JijSi ⋅Sj (1.1)
where Jij represents the exchange constant between electrons on site i and j. If only nearest
neighbors are taken into account, Jij can be simplified to a single exchange constant J
for the whole lattice. In micromagnetics this Hamiltonian is expanded into a Taylor series
[Chi10; Kit49; Kob13] and results in a continuous form such that the energy density reads
[Ber09]
εex = A ((∇mx)2 + (∇my)2 + (∇mz)2) . (1.2)
Here, V is the volume of the ferromagnet and A is the exchange stiffness constant which
can, for a cubic lattice, be related to the exchange constant J by A = nJS2a [Kit49; Chi10].
Here n is the number of atoms in a unit cell, S is the eigenvalue of the spin operator and
a is the lattice parameter. Values for A are 13 pJ/m for Py [Van14] and (10-16) pJ/m for
ultra-thin Co [Mik15; Thi12].
1.2.2. Dzyaloshinskii-Moriya interaction
In systems with reduced symmetry and strong spin orbit coupling an additional, antisym-
metric exchange interaction has been found in the 1960s by Dzyaloshinskii and Moriya
[Dzy58; Mor60a; Mor60b] in crystals without inversion center. It has the general form
HDMI = −∑
i>jDij ⋅ (Si ×Sj). (1.3)
Here, Dij is the DM vector that is constructed from the symmetry of the crystal [Mor60a].
In contrast to the usual exchange interaction, the DMI tends to align spins perpendicular
to each other and thereby favors magnetic textures that exhibit large gradients inm(r, t)
such as domain walls [Thi12]. In the case of ultrathin magnetic multilayers the inversion
symmetry is broken at the interface which can lead to the emergence of a DMI even for
FMs that show no such interaction in the bulk state [Thi12; Cré98]. This form of DMI is
therefore called interfacial DMI (iDMI). For the case of a NM/FM/oxide layer structure
9
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the continuous form of the iDMI can be written as [Thi12]
εiDMI =D [mz∇m − (m ⋅ ∇)mz] (1.4)
Here, D is the iDMI constant. The strength of the iDMI in Pt/Co/Al2O3(MgO) multilay-
ers has been measured extensively the last years resulting in values from D ⋅dCo ∼0.3 pJ/m
[Lee14b; Ben15] to 2 pJ/m [Kim15; Pai16; Bel15]. The exact value strongly depends on
the interface [Kim17], which itself is strongly influenced by the growth conditions [Kim15].
1.2.3. Magnetostatic energy
The second class of energy densities is based on dipolar interactions between magnetic
moments µi. It should first be mentioned that the energy of a magnetic moment in an
external field Hext, the so-called Zeeman energy is given by
EZ = −µ0µ ⋅Hext ⇔ εZ = −µ0Msm ⋅Hext (1.5)
where the local energy density for the continuous case is given on the right-hand side. In
a FM the magnetization at each point is subject to the field generated by the dipolar
fields of the magnetic moments of the whole volume of the FM. The dipolar energy of two
magnetic moments can be written as [Chi10, chapter 1]1
Ed = −µ0µ1 ⋅Hd = − µ04pi∣r∣3 (3(µ1 ⋅ rˆ)(µ2 ⋅ rˆ) −µ1 ⋅µ2) (1.6)
where r is the vector connecting the two magnetic moments in space. The first equality of
the equation shows that the energy can be written in the form of Eq. (1.5), e.g. the energy
of two dipoles is given by the Zeemann energy of µ1 in the field generated by µ2, here
labeled Hd. If the FM is pictured in discretized form the field Hd acting on the moment
µi is the sum over the dipole fields generated by all remaining magnetic moments µj≠i
Hd,i = 14pi∑j ( µj∣ri − rj ∣3 − 3(µj ⋅ (ri − rj))(ri − rj)∣ri − rj ∣5 ) . (1.7)
The field Hd is often called stray field outside the FM and demagnetizing field inside the
FM. This sum can be converted into a continuous integral form which reads [Her09]
Hd(r) = Ms4pi ∫ dV ′ (r − r′)∇m∣r − r′∣3 +Ms∫ dS′ (r − r′)m ⋅n∣r − r′∣3 (1.8)
where the first integral is taken over the volume of the FM and the second integral over its
surface and n is the surface normal unit vector. The above equation can be interpreted
1 note the different definition of magnetic moment in this book: M = µ0µ.
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as follows: there are two distinct sources of the demagnetizing field, one is ∇m inside the
bulk of the FM, which can therefore be identified as volume charge. On the boundary of
the FM,m ⋅n gives the directional derivative ofm perpendicular to the surface and hence
acts like a surface charge. Both charges build up a demagnetizing field that points into
the opposite direction of m inside the FM, hence the name demagnetizing field.
Another approach to obtainHd is based on Maxwell‘s equations in matter. First it should
be noted that, without current flow, the magnetic flux is given by B = µ0(Hd +M) with∇B = 0 and ∇×H = 0. It follows ∇Hd = −∇M which is formally equal to the electrostatic
equation ∇E = ρε0 with the charge density ρ. By associating a vector potential such
that Hd = ∇Ud the Poisson equation ∆Hd = ∇M has to be solved in order to find the
demagnetizing field. It should be stressed that, in absence of other sufficiently strong fields,
M is determined by Hd, which again depends on the magnetization such that finding the
equilibrium position is highly nontrivial. Both the magnetization and the demagnetizing
field are in general non-homogeneous throughout the FM if the form of the FM is not
highly symmetric. There are cases, however, where the integration of Eq. (1.8) can be
carried out analytically. This is the case for ferromagnetic ellipsoids, in which both the
magnetization and the demagnetizing field are homogeneous and are related via a linear
equation:
Hd(r) = −MsNm. (1.9)
Here,N is the so-called demagnetization tensor which can be diagonalized if the coordinate
system (x, y, z) is in accordance with the main axes of the ellipsoid which will be labeled
a, b, c. Then, only Nxx,Nyy,Nzz are nonzero and Nii ∈ [0,1] while the trace is Nxx +Nyy +
Nzz = 1.
The values for Nii are calculated in [Osb45] for different limiting cases of ellipsoids. One
example of a highly symmetric ellipsoid is a sphere, where the tensor elements are Nii = 13 .
In this thesis, thin films are treated, which can be approximated as infinitely flat oblate
spheroids a ∼ b≫ c for which only one element of the demagnetizing tensor is nonzero:
Hd,thin film = −MsNzzmz zˆ, Nzz = 1 (1.10)
If a structure, for example a (infinitely long) stripe is patterned out of the film which has
dimensions L > w ≫ c, where usually L,w ∼ µm (with e.g. Lw > 10) and d ∼nm, the demag-
netization field is not homogeneous across the width of the stripe. It is possible, however,
to define an average demagnetizing field over the whole volume of the FM such that, if the
magnetization is saturated e.g. by an external field, Hd,average ∶= −N effM saturated. Often
the approximation of an infinitely long elliptic cylinder is used, for which Nxx ≈ 0, Nyy ≈ dw
and therefore Nzz ≈ 1 − dw ; even though the geometry has the form of a rectangular prism
and not of an ellipsoid due to the ease of the form of Nyy. For rectangular prisms such
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demagnetizing factors are calculated in [Aha98] and compared to the elliptical case. Such
a treatment allows estimating the impact of the demagnetizing field on e.g. the ferromag-
netic resonance frequency of a stripe like device in saturated case but fails to predict the
effects of the inhomogeneous demagnetization fields, which is most prominent in the case
of low externally applied fields.
Finally, the energy density due to the demagnetizing field is given by:
εd = −µ0Ms2 m ⋅Hd (1.11)
where the factor of two accounts for double counting. For the special case of a thin film/an
infinitely long stripe this contribution can be written as
εd,film = µ0M2s2 m2z., εd,stripe = µ0M2s2 (Nyym2y +Nzzm2z) . (1.12)
It is directly clear from these equations that, in order to minimize the energy, the mag-
netization must lie in the film plane. To pull the magnetization out of plane, a large
energy has to be provided by other sources. The effect of the demagnetizing field is there-
fore called shape anisotropy. Depending on the geometry of the FM, preferred directions
for the magnetization exist resulting in a low demagnetizing energy which, are called
easy axes/planes and directions with high demagnetizing energy, which are called hard
axes/planes. For a thin film, regarding only the shape anisotropy, the film plane is the
easy plane and the normal of the plane is the hard axis. Assuming a saturation magneti-
zation of µ0Ms = 1T/1.8T for Py/Co this gives an energy difference of 398/1289 kJ/m3
between an inplane (ip) and out-of-plane (oop) magnetized state.
1.2.4. Crystalline anisotropy
In all of the 3d transition metals Fe, Co and Ni a second type of anisotropy exists, that
depends on the symmetry of the crystal lattice and is therefore called magneto-crystalline
anisotropy. In these metals the 3d orbitals are partially filled and therefore determine the
electronic and magnetic ground state. Due to the crystal structure of these metals, the
orbital moment of the 3d states is quenched and the magnetism is carried mainly by the
spin moment. The quenching is a result of the strong interaction of the 3d orbits with the
crystal field created by the neighboring atoms which reduces the orbital moment to zero.
However, via spin orbit coupling, a small part of the orbital moment is recreated. This
orbital moment is now linked firmly to the lattice and the spin orbit coupling transfers this
dependence on the spin moment. [Sto06; Coe10; Blu01]. This creates an energy density
that depends on the symmetry of the crystal and is usually expressed in the coordinate
system of the respective crystal by defining direction cosines (projection ofm onto a given
direction) αi =m ⋅ eˆi. Here, eˆi is a crystal axis unit vector. For a cubic lattice, the crystal
12
1.2. Energy Contributions
axes coincide with an appropriate Cartesian coordinate system such that the unit vectors
are x, y, z and therefore αi = mi, i = x, y, z. The lowest order energy density has fourfold
symmetry and reads [Coe10; Wol04; Mei14]:
εcrystal =K4 (α2xα2y + α2yα2z + α2xα2z) = K42 (1 − α4x − α4y − α4z) . (1.13)
In this work two different FM systems are studied. The first FM used is Permalloy (Py)
which is a Ni80Fe20 alloy designed such that the magneto-crystalline anisotropies of Fe
and Ni (both having a cubic lattice) cancel each other and the result is a soft magnetic
material with no significant crystalline anisotropy [Yin06].
The other system is a Pt/Co(0.5 nm)/Al2O3 multilayer that deserves special attention.
The layer structure is chosen such that the FM is magnetized perpendicular to the film
plane, i.e. a very high anisotropy is present that overcomes the demagnetizing energy.
Bulk Co has a hexagonal lattice structure with one preferred axis, the c-axis. Therefore
the corresponding bulk anisotropy is uniaxial instead of cubic, with a very weak six-fold
anisotropy. However, when thin Co layers are grown onto a Pt(111) layer, the Co layer
adopts to the Pt fcc structure and therefore has cubic symmetry [Wel94; Nak98; Ole00;
Wel01]. The volume anisotropy of fcc Co in bulk-like samples (several 1-10 nm thick) has
been measured to be in the order of K4 = 70 kJ/m3 [Suz94; Fas95], which is two orders
of magnitude smaller than the shape anisotropy. Additionally, the fourfold anisotropy
constant vanishes for sub-nm thickness [Fas95] and no sizable in-plane anisotropy is present
in Pt/Co multilayers [Wel94] such that for a 0.5 nm thick Co film on Pt(111) the magneto-
crystalline anisotropy from the bulk can be neglected.
1.2.5. Interface anisotropy
The physical origin for the perpendicular easy axis of the Pt/Co(0.5 nm)/Al2O3 is the inter-
action of Co with Pt and Al2O3 at the respective interface. The perpendicular anisotropy
induced by this effect is therefore called interfacial anisotropy. A detailed explanation of
the physics of this anisotropy term, based on the model of Bruno [Bru89], can be found
in [Sto06, chapt. 7.9].
Bruno has shown theoretically that for more than half-filled d-shells the magnetic anisotropy
energy is directly linked to the anisotropy of the orbital moment εmag ∝ −(measyorb −
mhardorb )cos2(θ) [Bru89; Wel94; Wel95]. This theoretical prediction has been confirmed
by measurements of both the anisotropy constant and the orbital momentum in Pt/Co,
Pd/Co and Ni/Co multilayers [Wel94] as well as on a Au/Co-wedge/Au sandwich [Wel95].
A 1dCo dependence is found indicating that indeed the interface plays a dominant role.
To understand the origin of the PMA in Pt/Co(0.5 nm)/Al2O3 it must be known how the
orbital moments of the interfacial Co atoms are deformed to lead to an imbalance of ip and
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oop orbital moment. It appears that both interfaces lead to a deformation of the Co 3d
orbitals in a very similar manner. At the Pt(111)/Co interface, the Co 3d band hybridizes
with the Pt 5d band which can be viewed as an effective uniaxial crystal field acting on the
Co atoms [Nak98; Man08a]. This effect thus acts at the interface only and leads to a 1dCo
dependence of the anisotropy energy. This prediction was confirmed by measurements of
the magnetic moment of single Co adatoms and clusters on a Pt(111) substrate [Gam03].
At the Co/Al2O3 interface the PMA stems from covalent Co-O bonds between the oxygen
2p orbitals and the Co 3d orbitals [Ole00; Mon02; Man08a]. In an experiment similar
to the abovementioned study the orbital moment of Co adatoms on the oxygen site of a
MgO single crystal have been studied and a huge PMA has been found which was again
attributed to an uniaxial ligand field at the O site as a result of the covalent bond [Rau14].
The energy density from one interface can therefore be written as [Kim17]
εint = −Kint
dCo
cos2(θ) = −Kint
dCo
m2z. (1.14)
Here, the unit of Kint is [J/m2]. Since there are two different interfaces, the respective
terms have to be added up. The thickness dependence allows to separate the interface
contribution from bulk anisotropies and if either interface can be changed independently,
the contributions of both interfaces can be disentangled, see e.g. [Kim17]. In the present
work an effective oop anisotropy constant resulting from both interfaces is used as input
for calculations and micromagnetic simulations which is given by
εoop = −Koopm2z (1.15)
with the effective oop anisotropy constant Koop = (KPt/Co+KCo/Al2O3)dCo . As the thickness of
the Co layer in this work is ∼ 0.5nm, a large enough value for Koop is reached to overcome
the demagnetization energy.
Pure Py and NM/Py films grown onto GaAs substrate and capped with an oxide layer
in most cases show an oop uniaxial anisotropy of similar origin. However, due to the fact
that the Py thickness is in the nm range, the corresponding Koop is much smaller than
the demagnetizing energy.
In addition, it is known that Fe, Ni and Fe-Ni alloys grown on GaAs exhibit an additional
in-plane uniaxial anisotropy, caused by the GaAs/FM interface [Yin06; Was05]. Such an
ip uniaxial anisotropy can be expressed as [Wol04; Was05]:
εip,u = −Kip,u (nˆ ⋅m)2 (1.16)
with the ip unit vector nˆ is pointing along the direction of minimal energy. This anisotropy
is very small in the samples measured in this work, the order of magnitude is 400/80/1 kJm3
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for shape/oop/ip anisotropy energy density even for the thinnest (4 nm) measured Py films.
However, in the evaluation of ferromagnetic resonance data, even a small ip anisotropy
can influence the fitting results for the other parameters and should be included in the
analysis.
1.3. Landau-Lifshitz-Gilbert Equation
The knowledge of the energy contributions allows to find the equilibrium position of the
magnetization by minimizing the free energy under the restraint ∣M ∣ = Ms. However, if
the magnetization is out of equilibrium, an appropriate equation of motion is needed to
describe the dynamics of the system. This requirement is met by the Landau-Lifshitz-
Gilbert equation (LLG) that describes the time evolution of a magnetic moment in an
effective field Heff [Ber09]:
∂m
∂t
= −γm × (µ0Heff) + αm × ∂m
∂t
= T eff + T damp. (1.17)
Here γ is the gyromagnetic ratio and α is the Gilbert damping parameter. Since the
change in magnetization is always perpendicular tom, the LLG is a torque equation such
that any terms on the right-hand side are labeled T i.
The first term on the right-hand side is called precessional torque, since a misalignement
of M and the effective field Heff leads to a precession of the magnetization around Heff.
The precession frequency is determined by the gyromagnetic ratio γ. For a free electron,
γ = 176 × 109 radT s and therefore the precession frequency f = ω2pi = − γ2piµ0Heff lies in the GHz
frequency range for an effective field µ0Heff ∼ 100mT, a typical value for the experiments
in this thesis2.
The second torque, proposed by Gilbert 1955 [Gil55]3 introduces a viscous type damping
where α determines the strength of the damping. In most FMs used for dynamic exper-
iments α is small, ∼ 0.008 in the Py films studied in this work but it can also be rather
large, on the order of 0.5 for the ultra-thin Co grown on a Pt underlayer as will be detailed
later.
The effective field introduced in the LLG equation comprises all different energy terms
2 let θ be the angle between M and H, H ∣∣z, and ϕ the angle describing the movement of M in the x, y
plane, neglect the damping term. Then ∂M
∂t
= Mcos(θ) ∂ϕ
∂t
= µ0γMHcos(θ) ⇒ ∂ϕ∂t = ω = γµ0Heff.
This simple calculation holds only if the effective field does not depend on M .
3 [Sas09] gives a review about the form of the damping term and about this “special” reference which is
always cited but cannot be found.
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introduced before. Field and energy are connected via4
Hi = − 1
µ0Ms
δεi
δm
(1.18)
where the index i stands for the respective energy term [Ber09]. Altogether, the effective
field of a thin film is therefore given by [Ber09; Van14]
Heff =Hexch +HDMI +Hdem +Hani +Hext
= 2A
µ0Ms
∆m + 2D
µ0Ms
(∂mz
∂x
,
∂mz
∂y
,−∂mx
∂x
− ∂my
∂y
) −Msmz + 2Koop
µ0Ms
mz +Hext. (1.19)
From the LLG, the equilibrium of m is simply given by the condition meq ×Heff = 0 and
therefore meq ∥Heff.
In the last years it has been found that the injection of a charge current into NM/FM
heterostructures influences the magnetization dynamics of the FM layer, i.e. additional
torques on the magnetization are observed experimentally. These torques are called “spin
orbit torques” (SOT) due to their physical origin, the spin orbit coupling [Gar13]. These
additional torques must be included in the LLG equation. Due to the fundamental restric-
tion of conservation of ∣M ∣ any given torque acting on m can be decomposed into two
orthogonal torques of the form
T FL = −γ τFLm ×σDL
TDL = γ τDLm × (m ×σDL) (1.20)
where σDL/FL is a unit vector [Ber09]. Here the torque of T FL corresponds to the addition
of another field H ∥ σ to the effective field and induces a precession of m around σDL
if no other torque is present. Hence such a torque will be named field-like torque in the
following. It can just be added to the effective field torque.
The form of TDL is of fundamental difference since this torque directly moves the magne-
tization to the direction of σ. The vector component of σ that is parallel/antiparallel to
Heff will counteract/enhance the damping torque T damp, hence it is called damping-like
torque. In the general case where σ ∦ Heff the equilibrium position must be calculated
from T eff + TDL = 0 and is therefore no longer given by M eq ∥Heff.
4 the variation in this equation reduces to a simple derivative for all fields created by non-space dependent
energy contributions like the anisotropy fields etc. For the exchange energy, the calculation is more
difficult and results in the expression given below [Ber09; Van14]. The derivative with respect to m
is, strictly speaking, a directional derivative on the surface of the sphere with radius Ms due to the
conservation of the magnetization vector’s length. This should be kept in mind when doing calculations
in Cartesian coordinates, especially when plotting anisotropy fields etc. However, the effective field can
be calculated by applying the full gradient in all 3 Cartesian dimensions, as done e.g. in mumax3
[Van14] and still be used in the LLG equation because the cross product ignores the components that
are not perpendicular to m. The author wants to thank Johannes Stigloher and Martin Buchner for a
fruitful discussion of this (sometimes) important detail.
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Including the additional SOTs, the generalized LLG reads
∂m
∂t
= −γm × (µ0Heff + τFLσFL) + αm × ∂m
∂t
+ γτDLm × (m ×σDL) . (1.21)
To solve the LLG numerically, it is common to transform it into its explicit form5 which
can be handled by standard ODE solvers and reads:
∂m
∂t
= γ
1 + α2 { −m × (µ0Heff + τFLσFL) + τDLm × (m ×σDL)− α [m × (m × (µ0Heff + τFLσFL)) − τDLm ×σDL]} . (1.22)
This equation is also basis of the micromagnetic simulations package mumax3 used in this
work, see [Van14].
5 without the additional torques, the transformation converts the LLG into the mathematically equivalent
Landau-Lifshitz equation of motion, see [Ber09, p. 27f].
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2. Spin Orbit Torques in Metallic Multilayers
The key for an efficient manipulation of NM/FM/oxide elements via electrical currents lies
in the so-called spin orbit torques that are created by spin currents and spin accumulations
either at the NM/FM or FM/oxide interface and/or in the bulk of the NM. The name
spin orbit torque already implies that the origin of theses effects lies in the spin orbit
coupling. Measurements of current induced torques in FM/NM/Oxide multilayers have
shown that both field-like and damping-like torques are present in general, however, the
relative strength and sign differ from multilayer to multilayer, depending on the single
layer properties as well as on the interfaces of the NM. It is therefore quite puzzling to
find out about the microscopic origins of the torques and to make quantitative predictions
in order to engineer the layer structures for a given application.
There are two distinct scenarios that lead to a torque on the magnetization: If a spin
accumulation in the FM itself is created by some mechanism and if this spin accumulation
is not collinear with the magnetization, the spin accumulation will start to precess around
the local magnetization due to exchange coupling. Vice versa, the magnetization precesses
around the spin accumulation giving rise to a field-like torque. In the second case, a
spin current enters a FM at an interface and is absorbed, thereby transporting angular
momentum to the FM. In this case the torque on the magnetization has a damping-like
form.
There are two distinct physical effects that have evolved as explanation for the appearance
of the experimentally observed torques which will be discussed below, namely the spin Hall
effect (SHE) and the Rashba-Edelstein (REE) effect. Thus, in the following the concept
of spin accumulation and spin current will be introduced. Afterwards, both SHE and
REE will be introduced and it will be shown how these effects can create a torque on the
magnetization.
2.1. Spin and Charge Currents
In this section the concept of spin currents and spin accumulations shall be introduced.
Phenomenologically, these quantities can be understood well in the context of the drift
diffusion formalism. Therefore, in the following the drift diffusion equations for both
charge and spin transport will be introduced for NMs first and then be generalized for FMs,
following the respective sections in [Fab07; Obs15] in accordance with [Dya12; Han13a].
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2.1.1. Drift diffusion equation for charge
In metals, electric transport can be described by a drift diffusion model if the dimensions
of the device are much bigger than the mean free path and the system is only distorted
little from equilibrium. In this case, the drift diffusion equation for the electron charge
density is given by [Fab07]
−∣e∣∂n
∂t
+∇jc = 0
jci = σEi + ∣e∣D ∂n∂xi = σ(∇µ)i.
(2.1)
Here, n is the electron particle density, jci = −∣e∣jparti is the charge flow in direction i, where
jparti is the particle current, σ = e2τnm and D = v2Fτ2 are the electrical conductivity and the
diffusion coefficient where τ is the momentum relaxation time, m the electron (effective)
mass and vF the Fermi velocity. The first line is a continuity equation for the charge and
the second line defines the charge current. The charge density at a given point in space can
change only if there is a divergence in the charge current at this point. It is convenient to
define an electrical effective potential µ such that the current can be written as jc = σ∇µ.
The drift diffusion equation is solved for µ and the current can be calculated subsequently.
2.1.2. Drift diffusion equation for spin
Similar equations describe the spin drift and diffusion, however, due to the nature of spin
transport two important differences occur. The first difference between charge and spin
drift and diffusion is the fact that there is no conservation for the spin and an additional
relaxation term is added to the continuity equation for the spin. The second difference is
that the spin current has two degrees of freedom. A spin current is therefore described by
a second rank tensor js with entries jsij where the first index denotes the spatial coordinate
and the second index denotes the spin polarization direction. Consider first a NM where
a spin (particle) accumulation can be defined as sj = n+j −n−j where n±j is the number of
electrons with spin pointing in ±xj-direction. The spin momentum accumulation is then
h̵
2s. In a NM all parameters, e.g. like σ, are the same for electrons regardless of their spin
direction and the drift diffusion equation can be written as [Fab07]
0 = h̵
2
[∂sj
∂t
+ sj
τs
] + ∂jsij
∂xi
jsij = h̵2 [−µ′Eisj −D∂sj∂xi ] .
(2.2)
In this equation τs is the (isotropic) spin relaxation time. A characteristic length that
coincides with this time is the so-called spin diffusion length λs = √Dτs. The origin of
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spin relaxation in metals is usually attributed to the Elliot-Yafet relaxation mechanism
[Ell54; Yaf63]. The basic idea of this model is that every momentum scattering event has
a certain probability to also switch the spin, which implies τs = Pτ with the probability
factor P which must be smaller than one. The constant µ′ in the definition of the spin
current denotes the mobility and should not be confused with the quasichemical potential
µ.
The equations can also be expressed in terms of a quasichemical potential for the spin µs
which is, in contrast to the charge current case, a vector that points in the direction of the
spin polarization. For the steady state ∂µ
s
∂t = 0 the equations reduce to [Ami16b; Fab07]:
∇2µs = µs
λ2s
jsij = h̵2∣e∣σ∂µsj∂xi
(2.3)
It should be noted that the spin quasichemical potential and the spin particle accumulation
are related by s = g(F)∣e∣µs, where g denotes the density of states at the Fermi level. From
the definition of the spin current it can be seen that there are two different cases of spin
transport: if there is a spin accumulation and an electric field, the electrons will drift due
to this field and in addition carry a net spin current. This situation is referred to as a spin
polarized current. On the other hand, a non-homogeneous spin accumulation will lead to
a diffusion of spin density, i.e. a spin current, without any charge transport. This is what
will be called a (pure) spin current in this thesis.
2.1.3. Drift diffusion in ferromagnets
In an itinerant FM, transport is usually split up into two channels for majority and minority
electrons. Let ↑ / ↓ denote the majority/minority electrons1. The total charge current is
given by the sum of the currents carried by both channels, jc = jc,↑+jc,↓. The conductivity
is different for both spin populations, and is defined as σ↑/↓. Then σ = σ↑+σ↓ is the overall
conductivity, σs = σ↑ − σ↓ is defined as the spin spin conductivity and Pσ = σsσ as the
conductivity spin polarization. In a FM, the quantization axis is naturally defined by the
magnetization and usually the coordinate system is chosen such that ↑, ↓∥m ∥ zˆ. If the
spin polarization in the FM is allowed to have components in any direction, the charge
1 It should be kept in mind that the majority electrons carry spin which is antiparallel to the magnetization
unit vector m.
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and spin current in the FM are [Han13a]:
jci = σ ∂∂xiµ − Pσσ ∂∂xi (m ⋅µs)
jsij = h̵2∣e∣ [Pσσmj ∂∂xiµ − σ ∂∂xiµsj] .
(2.4)
For Pσ = 0 these equations reduce to the NM case. In an itinerant FM charge transport is
usually accompanied by spin currents due to the fact that the total current is spin polarized.
The same holds the other way; if there is a spin current due to a non-homogeneous spin
density, there will be an additional charge current. There are, however, physical effects
that couple even pure spin and charge currents in a NM as well in a FM. These effects
will be introduced in the next section.
It should be noted that the drift diffusion equations in the FM need to be extended
in order to take into account the (damped) precession of the local, nonequilibrium spin
density around m as will be described in detail in sect. I.2.3 [Han13a]:
h̵
2
[∂sj
∂t
+ sj
τs
+ 1
τex
s ×m + 1
τdp
m × (s ×m)] + ∂jsij
∂xi
= 0. (2.5)
In this equation, the term 1τexs×m describes the precession of a spin accumulation around
the local magnetization due to exchange coupling and the term 1τdpm× (s ×m) describes
the damping of this precession, i.e. the absorption of the transverse component of s with
respect tom. This damping process is very fast in the metallic ferromagnets treated in this
work. Therefore any noncollinear spin accumulation that is the result of a spin current
entering the FM at an interface, is absorbed in the FM within a few lattice constants
[Sti02]. It is therefore convenient to drop the two terms in the drift diffusion equation
and shift the absorption of a spin current into the boundary conditions instead [Han13a].
However, if there is a source of spin accumulation within the bulk of the FM, the precession
has to be taken into account explicitly as shown in sect. I.2.3.
2.2. Spin Hall Effect
The spin Hall effect (SHE) describes the phenomenon of the conversion of a charge current
into a transverse pure spin current. The SHE has been proposed in 1971 by Dyakonov
and Perel [Dya71a; Dya71b] but was brought to the attention of the spintronic community
only by Hirsch in 1999 [Hir99] and subsequently by Zhang (2000) [Zha00]. The first
experimental observation has then been realized in 2004 [Kat04; Wun05] in semiconductors.
Since then the SHE has been explored as an efficient way to manipulate and even switch
the magnetization in NM/FM bilayers by charge current injection [Mir11; Liu12b; Liu12a].
A comprehensive review of the spin Hall effect has recently been published by Sinova et
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Under the influence of spin orbit interaction, spin and charge currents become coupled in
such a way that from a charge current a transverse spin current is created and vice versa.
In the drift diffusion formalism, the spin orbit interaction connects the equations for spin
and charge currents via a constant θSH that is called the spin Hall angle 0 < θSH < 1
[Dya12]:
jci = jc,0i + 2∣e∣h̵ θSH ijk js,0jk
jsij = js,0ij − h̵2∣e∣θSH ijk jc,0k . (2.6)
Here ijk is the Levi-Civita symbol, and jc,0i /j
s,0
ij are the charge/spin currents without
spin orbit coupling. The polarization of the spin current is always perpendicular to both
charge current and spin current flow direction. For a positive θSH the polarization unit
vector σ = n× jˆc with the spin current flow direction n [Dec12]. The modified expressions
for charge and spin current then read explicitly [Sin15; Dya07; Obs15]:
jci = σEi + ∣e∣D ∂n∂xi − ∣e∣θSHijk [µ′Ejsk +D∂sk∂xj ] (2.7)
jsij = h̵2 {−µ′Eisj −D∂sj∂xi − θSH∣e∣ ijk [σEk + ∣e∣D ∂n∂xk ]} . (2.8)
The third term in Eq. (2.7) corresponds to the anomalous Hall effect (AHE) and describes
the creation of a transverse charge current if a spin polarized current flows in a material.
This effect is known in the context of transport in FMs. The fourth term is the inverse
spin Hall effect (ISHE), here a transverse charge current is created by a pure spin current.
The distinction between these two terms has only arisen historically because the AHE
was experimentally found already in 1881 by E. H. Hall (in FM), in contrast to the ISHE
which was discovered only recently. The reason for this discrepancy is that in a FM a
spin-polarized current can be created easily by applying a dc current. The AHE can be
measured easily by picking up the transverse voltage. By contrast to this, the creation of
a pure spin current and a subsequent measurement of the resulting spin accumulation has
become possible only recently. For the reciprocal effect, such a distinction is not existent:
the third and fourth term in Eq. (2.8) together are called spin Hall effect and describe the
creation of a pure spin current from a charge current.
The physical origin of the conversion is the same in all cases and has provided a puzzle
for theoretical physicists for a long time. The theory of AHE has evolved since the first
discovery over 100 years ago finally providing a framework for the understanding of the
AHE and the SHE. A detailed description of the AHE and its history can be found in
[Nag10]. There are three semiclassical origins of the SHE and AHE, related to different
microscopic origins: i) skew scattering, ii) side jump and iii) intrinsic SHE. The first two of
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these mechanisms involve scattering on impurities that include spin orbit interaction. The
last mechanism leads to a transverse velocity of electrons in a perfect crystal depending
only on the band structure, hence its name. A detailed description of these mechanisms,
both historically and physically, can be found in recent reviews [Sin15; Nag10]. Here, the
important implications for experiments defined in [Sin15] shall be recaptured shortly.
The contributions of different microscopic effects can be grouped by different scaling be-
havior regarding the dependence on the Bloch state transport lifetime τ . Skew scattering
as well as the extrinsic side jump both scale linear with τ , whereas the intrinsic side
jump and the intrinsic contribution both scale with τ0, i.e. they are independent of τ .
Here, intrinsic side jump means that the SOC is present in the electrons that scatter at a
potential with no SOC term and extrinsic side jump means that electrons without SOC
scatter at a potential that has an additional SOC term. Different contributions have to be
distinguished by comparison of fully microscopic linear response theory calculations and
semiclassical theory.
In experiments, the different contributions can thus be addressed by the different scaling
as e.g. possible by tuning the conductivity of the SH material and therefore by tuning τ
as published recently for Pt [Sag16].
The pure spin current within the NM does not lead to a spin accumulation within the bulk
but only at the borders of the NM structure due to the boundary. The size of the spin
accumulation region depends on the spin diffusion length, which leads to different possible
measurements and applications depending on the value of λs, as will be discussed below.
In a thin film stripe where the current flow is in-plane, there are two nonzero components
of the spin current (directions) given by the symmetry of the system. Let j⃗c = jxˆ without
loss of generality. Then there is, on the one hand, the in-plane spin current, transverse to
j which is polarized perpendicular to the film, jsyz and, on the other hand, a spin current
flowing in z-direction with a polarization in y-direction, jszy. In the first experimental
observation of the SHE the oop spin accumulation due to the in-plane spin current could
be measured due to a long spin diffusion length in the micrometer range in a semiconductor
system.
It is instructive to write down the spin drift diffusion equation for this case in the steady
state using Eq. (2.2) and Eq. (2.8). The assumption j⃗c = jcxˆ is introduced via E = Exxˆ.
Then the equation for sz across the y direction is:
h̵
2
sz
λ2s
+ ∂jsyz
∂y
= 0
jsyz = h̵2 [−D ∂sz∂y − θSHjcx∣e∣ ]
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
sz
τs
−D∂2sz
∂y2
= 0. (2.9)
The total spin current must vanish at the edge of the film such that the boundary condition
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jsyz (y = ±w2 ) = 0. (2.10)
The solution of the problem is then given by [Kat04]:
sz(y) = −λsθSHjcx∣e∣D sinh(
y
λs
)
cosh( w2λs ) (2.11)
Due to the SHE induced spin current, there is an oop spin accumulation at the edges of
the film; the width of the spin accumulation region is given by the spin diffusion length.
In semiconductors, this length can be as big as several µm, such that the oop spin accumu-
lation can be measured directly, as done in the experiment of Kato et al. [Kat04], where
λs ∼3.5 µm was found. In Fig. I.2.1, the spin accumulation and spin current according to
Eq. (2.11) are shown in comparison to the experimental result of Kato et al.
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Figure 2.1.: Spin accumulation and current due to the SHE. a): coordinate system used. A
charge current flows through a stripe of width w = 6 µm and the resulting spin Hall spin current
flows in −y direction, carrying spin polarization in +z. b) shows the spin accumulation for
λs = 3.5 µm and c) shows the spin Hall spin current in green and the total spin current in blue.
d) first measurement of the SHE in a GaAs stripe. Preprinted with permission from [Kat04].
In metals like Pt by contrast, the spin diffusion length is only of the order of a few nm such
that the oop spin accumulation at the edge of a microstripe cannot be visualized directly
and - thinking of a NM/FM bilayer - will not influence the magnetization dynamics due
to the negligible area on which it acts. However, the short spin diffusion length leads to
the possibility of using the spin current that flows perpendicular to the NM/FM interface
in a bilayer structure.
The spin current leads to a spin accumulation at the NM/FM boundary and part of this
spin accumulation diffuses into the FM, where the component transverse to the magneti-
zation is absorbed. In this case, angular momentum is transferred from the NM to the
FM thereby creating a possibility to influence the magnetization dynamics of the FM. The
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torque exerted on the FM by this mechanism depends on the bulk properties of the NM
(such as the strength of the SHE and λS) as well as on the NM/FM interface. A drift
diffusion model describing these effects is introduced in section I.2.4.
2.3. Rashba-Edelstein Effect
The Rashba-Edelstein effect2 leads to a spin polarization (spin accumulation) due to an
electric current. The Rashba effect is the primary source of the field-like torque as will
be shown in this section. It is fundamentally different from the SHE, where there is
no spin accumulation in the bulk, only at the interface. The Rashba effect has first
been discovered in semiconductors with broken bulk inversion symmetry and/or structure
inversion asymmetry (SIA). Bulk inversion asymmetry (BIA) means that the crystal itself
has no inversion center; SIA denotes the symmetry breaking resulting from (unequal)
interfaces. A review about this effect in semiconductors is given by [Gan16]3 and [Gan14].
The transfer to metallic multilayer systems is described in [Gam11; Mir10b]. A review
concentrating on the latest developments is given by [Man15].
The broken symmetry in combination with SOC leads to additional terms in the Hamilto-
nian of the conduction electrons that depend on the type of symmetry breaking (i.e. the
point group of the system, see [Gan14]) and on the strength of SOC. Generally, the absence
of inversion symmetry is found to lead to a k dependent spin splitting of the bands. This
spin splitting is expressed by a Hamiltonian that contains the product of k and σ where
the former is the electron wave vector and the latter is the vector of Pauli spin matrices of
the electron [Gan14]. There are two names that are associated with two cases of broken
symmetry leading to different splitting Hamiltonians. The first one is called Dresselhaus
spin splitting, which applies for BIA in bulk crystals, leading to cubic terms in k [Dre55];
and for BIA in 2D semiconductor quantum wells, where it leads to k-linear terms [Gan14].
The second one is called Rashba spin splitting and has been predicted for crystals with
one single high-symmetry axis [Ras60] and for SIA in heterostructures and multilayers
with unequal interfaces [Byc84]. The Pt/Co/Al2O3 and Pt/Py/Al2O3 layers used in this
work do not show BIA; therefore only the Rashba type effect can be observed. Most of
the theory concerning Rashba and Edelstein effects has been developed for 2D systems
due to the fact that these effects have mostly been studied in semiconductor heterostruc-
tures. In such a structure, electron motion is confined to the x, y plane and the symmetry
breaking at interfaces happens in z-direction. In such a 2D system, the so-called Rashba
2 There are many different names that are used for this effect, see e.g. [Gan16] but in the context of
metallic multilayers the effect is mostly labeled Rashba/or Edelstein effect such that this name shall
be used in this work.
3this paper corresponds to chapter 24 from [Tsy12]
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Hamiltonian is written as [Gam11; Byc84]
HSO,R = αR (k × zˆ) ⋅σ (2.12)
with the Rashba constant αR describing the strength of the SOC. The z-axis is parallel to
the film normal. This Hamiltonian is constructed by symmetry arguments and is the basis
for all calculations regardless of the microscopic origin of the splitting. It can be seen that
this form of the Hamiltonian formally corresponds to the interaction of the electron spin
with a k-dependent magnetic field by writing
HSO,R = σ ⋅BSO,R, BSO,R = αR (k × zˆ) (2.13)
It should be noted that this field does not break the time reversal symmetry and only acts
on the electron‘s spin, not on the charge such that the term “field” should therefore be
used with care [Gan14].
The microscopic origin of the Rashba Hamiltonian and/or the Rashba field is discussed
controversely in the literature, a recent review is given in [Kra15] and the references on
page 1 therein. One explanation that occurs in literature is to treat the Rashba effect in
analogy to the spin orbit coupling of an electron with orbital momentum l that moves in
the electric potential of a nucleus. Due to relativistic effects, the electric field transforms
into an effective magnetic field acting on the spin of the electron, thus coupling orbital
and spin moment [Sto06, chap. 6.4]. If now the electric fields in a crystal have a broken
symmetry, e.g. at an interface where the ligand fields for example may have a preferred axis
oop, the conduction electrons experience a net electric field perpendicular to the interface.
The Rashba field is then related to the asymmetric crystal field potential (V) of either
an interface (SIA) or the crystal itself (BIA) [Gam11]. An electron moving in the electric
field of the potential E = −∇V in this picture feels a magnetic field BSO = − h̵2mec2k ×E,
which is exactly the form of BSO,R [Gam11; Sto06, chap. 6.4]. Unfortunately, the simple
assumption of a field gradient at the interface is an oversimplification, see [Pfe99; Kra15].
The occurrence of the k-dependent Rashba field directly gives a hand-waving argument
how a current can create a spin accumulation in a system where it acts on the carrier
electrons: if spin relaxation is taken into account, the electrons will (partly) align with the
average Rashba field. The average Rashba field again is given by the nonzero averaged
k-vector due to an applied in-plane current [Ede90].
Indeed it has been shown by Vas’ko & Prima [Vas79], Aronov & Lyanda-Geller [Aro89],
and Edelstein [Ede90] that a charge current in the presence of the Rashba Hamiltonian
Eq. (2.12) leads to a spin polarization of the conduction electrons in semiconductors
[Gan16]. A key ingredient to observe the spin polarization is indeed spin relaxation, as
worked out nicely for different relaxation mechanisms in [Aro91].
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In contrast to the SHE, the spin accumulation is built up directly within the FM which
immediately leads to a coupling of spin accumulation and magnetization which, in turn,
generates a torque on m as described below.
In a ferromagnetic transition metal, the spin accumulation of the conduction electrons
couples to the local magnetic moments via exchange coupling. For the 3d ferromagnets Fe,
Co and Ni the more localized d-electrons and the delocalized s electrons can be separated
and the system is treated as if the d-electrons carry the magnetization, the s electrons
carry the current and the two electron populations are coupled via exchange [Man08b;
Man09; MA09; Gam11]. Then, the Hamiltonian for the s-electrons reads [Man09]
H = p2
2me
−∆exm ⋅σ + h̵2mec2 (∇V × p) ⋅σ. (2.14)
The first term is the free electron energy, the second term describes the exchange energy
between the itinerant electrons (∆ex = Jexh̵Ms2γ [MA09]) and the magnetization m and the
third term is the spin orbit term that reduces to the Rashba interaction form for a metallic
multilayer without BIA. Due to the coupling of carrier spins and magnetization, the spin
accumulation created by the current will induce a torque on m. In the case in which the
exchange coupling is much stronger than the SOC, the torque is calculated to be [Man09;
MA09; Gam11]4
T SO,R = m∆ex
eh̵EF
αR (m × (zˆ × jc)) . (2.15)
This form again allows to define a field that produces this torque when inserted into the
LLG equation and reads
µ0HR = αR2µBMsP (zˆ × jc) (2.16)
where µB is the Bohr magneton and P = ∆exF is the spin polarization of the current
[Gam11; Han13a]. This field is often labeled “Rashba field” in the literature whenever
there is a field-like torque that supposedly has its origin in the Rashba effect and shall
not be confused with the k-dependent “field” discussed above. In the presented form, HR
as calculated for a 2D system is not directly applicable to a metallic multilayer which
has a full 3D character. It is possible to transform the above calculations to the 3D
case [Hel17], however one thereby assumes a homogeneous Rashba interaction over the
film thickness, which is presumably not the case. From first principles calculations it has
been found that the field-like torque mostly stems from the FM/NM interface (e.g. Pt/Co)
[Han13b; Fre14] and FM/Oxide interfaces [Kru05] and the averaged field-like torque should
therefore scale with 1dFM . The dependence on the FM thickness is validated experimentally
for NM/FM/oxide systems [Ski14; Fan13; Pai15; Ou16]. A recent publication even reports
the presence of a field-like torque in a FM/Oxide system without NM that shows scaling
4in [Man09], in eq. 50 there is an erroneous factor of 2, as pointed out in [MA09; Gam11]
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with the inverse FM thickness [Emo16].
In conclusion, the Rashba effect leads to a torque that can be described by an additional
field which scales with the strength of the ip current and is found to be of great importance
in very thin FMs only. Given by the form of Eq. (2.16) the corresponding field-like torque
(as defined in Eq. (1.20)) is written as
T FL,R = −γτFL,Rm ×σFL,R (2.17)
with τFL,R = − αRP2µBMs jc and σFL,R = y for a charge current that flows in x-direction.
2.4. Spin Transport Across a Normal Metal/Ferromagnet
Interface
As already discussed above, the SHE does not directly exert a torque on the magnetization
in a NM/FM bilayer. Instead, the SHE is the source of a spin current that flows along
the layer normal and the torque onm is the result of the absorption of (parts) of the spin
current at the NM/FM interface.
Given by the geometry of the sample and the short spin diffusion length, the important
component of the spin current in the NM flows in z direction only and hits the sub-
strate/NM interface at z = −dNM and and the NM/FM interface at z = 0. The tensor spin
current jsij can thus be reduced to a vector jszj with j = x, y, z indicating the spin current
polarization only or, short, js.
Drift diffusion equations describe well the transport in systems where the Fermi wavelength
is of the order of the interatomic distance such that size quantization effects do not play
a role, even though the thickness of the layers is in the nm region. It is therefore possible
to describe spin and charge transport in the NM and FM layer, respectively, using this
formalism. At the interface between different layers the electronic band structure changes
abruptly and leads to discontinuities that cannot be treated within the drift diffusion
approach. However, it is possible to take these discontinuities into account within a
drift diffusion model by introducing boundary conditions between different layers that are
justified by a full quantum mechanical model [Bra06]. This task has been performed under
the name of “magnetoelectronic circuit theory” (MCT), which provides a framework to
describe transport across FM/NM multilayers. The MCT is reviewed in [Bra06; Bra01]
which are the basis of the following discussion. The basic idea of this theory follows
the electronic circuit theory founded by Kirchhoff’s laws to describe networks of different
electric elements if a voltage is applied at well defined points in the lattice. In MCT, the
concept of charge transport is widened to include the spin degree of freedom. In the case of
a NM/FM interface the bulk of the NM is seen as a node, the interface itself plays the role
of a resistor and in the bulk of the FM, another node is set. The nodes are characterized
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by a distribution function and the interface is characterized by a scattering matrix that
connects different states n of the distribution function in the NM to the states m in the
FM. This scattering matrix is computed using a quantum mechanical model and/or first
principles calculations for given materials. If the limits of the drift diffusion formalism are
met, the boundary conditions are reduced to simple numbers for a given spin direction.
In the FM the quantization axis is given by the magnetization direction, labeled ↑ / ↓
for majority/minority spins. In the NM, however, no preferred axis exists and spin accu-
mulations/currents can have any polarization direction. Therefore, if one has a NM/FM
interface, spin accumulations/currents have to be split into parts parallel and transverse
to m.
In the following, the boundary condition for the spin current across a NM/FM interface
is treated with the interface being the x, y plane at z = 0. The magnetization points in y
direction and the polarization of the incoming spin current is characterized by two angles
θs and ϕs where the former gives the angle between spin polarization and m and the
latter describes the position of the transverse part within the x, z-plane, following [Sti02;
Ami16a].
The parallel part is well described by the two current model and the interface is charac-
terized by a finite conductance for both majority and minority (charge) currents
jc,↑ = G↑∆µ↑ jc,↓ = G↓∆µ↓ (2.18)
with the spin dependent interface conductivities G↑/G↓ and the drop in the quasichem-
ical potential µ,↑/µ,↓ for majority/minority spins, respectively [Ami16a]. The difference
between the two currents results in a spin current across the interface. The interface
conductivities G↑/G↓ are given by [Bra06]
G↑(↓) = e2
h
[M − M∑
nm
∣r↑(↓)nm ∣2] = e2h M∑nm ∣t↑(↓)nm ∣2. (2.19)
Here, t↑(↓), r↑(↓) are the transimission and reflection probabilities for majority/minority
spins at the interface which depend on the difference of the Fermi surface for both popu-
lations and M is the number of conducting channels in the NM.
The transverse part deserves more attention5. A scheme of the scattering process of an
incoming spin state is given in Fig. I.2.2. It must be noted first that a spin state transverse
to the quantization axis is given by the superposition of up and down states a ∣↑⟩+b ∣↓⟩ with
complex amplitude factors a, b. Without loss of generality it is assumed that the incoming
transverse spin current is polarized in z direction such that ϕ ∶= 0○. The transverse
part of the spin state is given by a b with Re{a b} describing the ϕ = 0○ component and
5 the following explanation follows a private communication with M. D. Stiles in May 2017 resembling
the findings of [Sti02] and [Bra06, sect. 5.3]
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Figure 2.2.: Scattering of an incoming spin state at an NM/FM interface. The blue arrows
represent the spin polarization and the magnetization in the NM/FM, respectively. The incom-
ing/outgoing k-vectors are represented by the green dashed lines.
Im{a b} describing the part with ϕ = 90○. The transport across the interface is then again
determined by the transmission and reflection amplitudes t↑(↓)/r↑(↓) for majority/minority
states. To understand the difference of collinear and noncollinear transport it is instructive
to have a look at a few limiting cases. Consider first full reflection for one spin population
and full transmission for the other. In this case the transverse component is completely
absorbed at the interface and only collinear components are left, both in the reflected
and the transmitted part; this effect is therefore called spin filtering [Sti02]. It is a purely
quantum mechanical phenomenon and has no classical analogy. On the other hand, if both
components are fully transmitted, the whole transverse part enters the FM without any
loss at the interface and the spin current is continuous at the interface. The last limiting
case is full reflection for both components, then no transverse part is lost; however, since
the scattering is complex, it can induce a rotation of the transverse reflected part. This
again is a fully quantum mechanical phenomenon. To find the boundary condition for the
spin current in the NM, one needs to take into account only incoming and reflected part;
the reflected spin polarization is given by r↑a ∣↑⟩+ r↓b ∣↑⟩ such that the reflected transverse
component is given by (r↑a) r↓b. The change in the transverse part of the reflected v.s. the
incoming spin state is thus given by (r↑) r↓ and Re{(r↑) r↓} gives the part of the reflected
spin that is still in the same direction as the incoming one, whereas Im{(r↑) r↓} gives the
part that has rotated by 90○. The transverse spin current at the interface is computed by
summing up 1 − (r↑) r↓ for every incoming state. The quantity ∑states[1 − (r↑) r↓] is then
called spin mixing conductance (SMC). It gives a boundary condition for the spin current
in the NM arriving at the interface at x = −0.
The real part, corresponding to 1−Re{(r↑) r↓} is the transverse incoming spin that actually
reaches the interface and the imaginary part is the transverse, rotated spin that flows back
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from the interface. In the same notation as used above the SMC reads [Bra01; Bra06, eqns.
98, 144]
G↑↓ = e2
h
[M − M∑
nm
(r↑nm) r↓nm] (2.20)
It should be noted that in the literature different forms of the SMC are used in paral-
lel, which may be normalized to the area of the NM/FM interface Aint and or by the
conductance quantum. The conversion is given by
g↑↓ = h
e2
G↑↓, [G↑↓] = 1
W
, [g↑↓] = 1
g˜↑↓ = g↑↓
Aint
, [g˜↑↓] = 1
m2
, G˜↑↓ = G↑↓
Aint
, [G˜↑↓] = 1
Wm2
(2.21)
The full boundary condition for the spin current at the NM/FM interface is finally given
by
js = [− (G↑ +G↓)∆µs ⋅m + (G↑ −G↓)∆µ ]m+Re{G↑↓} (2∆µs ×m) ×m − Im{G↑↓} (2∆µs ×m) . (2.22)
The first two terms on the right side describe the collinear part of the spin current with
the drops in the quasichemical potentials for the spin ∆µs and for the charge ∆µ. The
second two terms correspond to the transverse part, where the double cross product gives
the part of µs that is transverse to m and lies in the plane spanned by m and µs, i.e.
the incoming transverse part. The incoming transverse part is reduced by the amount of
backscattered transverse spins without rotation, parametrized by the real part of the SMC.
The reflected, rotated part is then perpendicular to both m and the incoming transverse
part and parametrized by the imaginary part of the SMC.
In the context of these interface conductivities, GSH = e2hM is the so-called Sharvin con-
ductivity, which is given by the number of conducting channels and indicates the interface
resistance for perfectly transparent contacts. In the free electron gas model this value can
be calculated by counting the k-vectors involved in the transport across the interface such
that
G˜SH = e2
h
k2F
4pi
(2.23)
with the Fermi wave vector kF [Han13a, eq. (14) with r↑(↓) = 0]. Obviously, the Sharvin
conductivity is the upper limit for all spin dependent conductivities.
2.5. SHE Induced Torques
In the following section, the torques that result due to the spin transport across the
NM/FM interface are shown as derived from a drift diffusion model [Han13a]. This model
is in accordance with the model widely used to describe spin pumping and inverse SHE
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experiments (see the respective parts of this thesis). It is therefore used to test the
reciprocity of these different experiments within one framework.
The fact that the torque on m is caused by the transfer of angular momentum (by a spin
current) the term “spin transfer torque” (STT) is used to denote experiments in which
this mechanism is used to determine the SOTs in metallic bilayers.
2.5.1. Drift diffusion model for SHE induced SOTs
Generally, the torque on the magnetization due to a spin accumulation in a FM is given by
the torque between the spin accumulation within the FM and the magnetization [Han13a],
in a reciprocal way as in Eq. (2.5):
T = γ
τexMs
m × s + γ
τdpMs
m × (m × s) . (2.24)
If this equation is combined with Eq. (2.5), the torque is related to the divergence of the
spin current. As discussed before, it is convenient to assume an instantaneous relaxation
of the transverse spin current at the interface of the FM due to the fact that τdp is very
short. This means that the spin current is absorbed directly at the interface and results
in a torque. To understand this simplification, again a look is taken at the different
possibilities for an incoming spin state at the interface. First, it is clear that the collinear
part does not produce any torque, simply because the cross product is zero and therefore
can be neglected. The second important fact is that the relaxation of the collinear spin
accumulation happens via transfer of angular momentum to the lattice. In contrast to this,
the absorption of the transverse part of the spin current in the FM is dominated by the
transfer of angular momentum from the spin accumulation to the magnetization simply
because τex ≪ τs. The reason for the fast relaxation is that the spin of electrons entering
the FM starts to precess in the exchange field of the FM. Taking the sum over all possible
k vectors, it is found that that the precession of different electrons dephases quickly. After
a few lattice spacings the transverse part of the spin current is fully absorbed [Sti02]. If
the FM is thicker than this decay length, it doesn’t matter if the incident spin current is
absorbed at the interface due to spin filtering, as described above, or if it gets transmitted
and absorbed within the FM. For the reflected part a similar argument holds: if there is
some reflected component that has rotated upon reflection, this rotation has to exert a
torque on the magnetization due to angular momentum conservation.
In order to find explicit expressions for the current created torques the drift diffusion
equation in the NM is solved under the boundary condition given above for the NM/FM
interface and vanishing spin current at the NM and FM outer interfaces as well as charge
current restriction to be in plane. As a result both damping- and field-like torque [Han13a]6
6note that eq. 10 in [Han13a] must be normalized in order to be added to the LLG as an interfacial
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are given by
TDL = γτDLm × (m ×σ) , τDL = h̵2∣e∣MsdF ηDLθSHjc
T FL = −γτFLm ×σ, τFL = − h̵2∣e∣MsdF ηFLθSHjc
(2.25)
where the torque strength τDL,FL has units of Tesla and the so-called spin injection effi-
ciencies 0 ≤ ηDL,FL ≤ 1 contain the physics resulting from drift diffusion in the NM under
the applied boundary conditions. In general, this form of the equations is generic to an
interfacial torque and the factor θeff = ηDLθSH is an effective conversion factor, often called
“effective spin Hall angle”. The spin injection efficiencies are given by [Han13a]:
ηDL = ⎛⎜⎝1 − 1cosh(dNMλs )
⎞⎟⎠ ∣G˜
↑↓
r ∣2 +Re{G˜↑↓r } tanh(dNMλs )2∣G˜↑↓r ∣2 + 2Re{G˜↑↓r } tanh(dNMλs )2 + tanh(dNMλs )4
ηFL = ⎛⎜⎝1 − 1cosh(dNMλs )
⎞⎟⎠ Im{G˜
↑↓
r } tanh(dNMλs )2∣G˜↑↓r ∣2 + 2Re{G˜↑↓r } tanh(dNMλs )2 + tanh(dNMλs )4 .
(2.26)
The prefactor 1 − sech in these equations is a result of the NM bulk drift diffusion and
the fraction represents the transparency of the interface. In the above equation a rescaled
SMC is introduced as
G˜↑↓r = G˜↑↓ 2λstanh(dNMλs )σ0N (2.27)
with the electrical bulk conductivity σ0N of the NM.
For a charge current that flows in x-direction σ = y for the case of a positive spin Hall
angle. By comparing Eq. (2.25) and Eq. (2.17) it becomes clear that the field-like torques
originating from SHE and Rashba effect show the same symmetry and cannot be easily
separated in the experiment. However, an upper bound can be set to the SHE contribution
by the knowledge of the SMC.
In early publications concerning the spin Hall effect, the interface resistance has not been
taken into account in the data evaluation. Instead, a transparent interface has been as-
sumed such that the transverse spin current reaching the NM/FM interface is absorbed
completely and gives a pure damping-like torque. The boundary condition that belongs
to this picture is a vanishing transverse spin accumulation at the NM/FM interface. Us-
ing this boundary condition and the drift diffusion equation Eq. (2.2) the spin injection
torque by substituting δ(z)→ 1
MsdF
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efficiency ηtrans evaluates to [Liu11]:
ηtrans = ⎛⎜⎝1 − 1cosh(dNMλs )
⎞⎟⎠ (2.28)
which is exactly the first part of the full model including the interface resistance. The spin
current across the interface, determining the torque on m, falls off if the thickness of the
NM layer comes close to λs due to the backflow of spin current from the substrate/NM
interface. A comparison of the full model and the transparent interface simplification is
shown in Fig. I.2.3. Using a transparent interface results in the largest torque, therefore a
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Figure 2.3.: Spin injection efficiency of the damping-like torque for different ratios of SCM
to conductivity, for simplicity a purely real SMC is assumed. The case of an infinite ratio
corresponds to a transparent interface. Realistic values are Re{G}↑↓ ∼ 1 × 1014 1Wm2 and σN ∼
1 × 106 1Wm such that the ratio varies between 1 × 108 − 1 × 109 1m
calculation of θSH using this simplification always leads to a lower bound of the SH angle.
2.5.2. Data evaluation of direct SHE experiments
The evaluation of η as defined above, including the interface resistance, requires the knowl-
edge of G↑↓ and σ0N. Fortunately, both quantities can be determined experimentally. This
allows to fit the measured ηθSH to obtain both the spin diffusion length and the SH angle
for a series of samples with varying NM thickness.
For this purpose Eq. (2.26) is simplified using the approximation ∣G˜↑↓∣2 ≈Re{G˜↑↓}2. This
approximation is justified as Im{G˜} is approximately one order of magnitude smaller than
the real part of the SMC in metal/metal interfaces [Zwi05]. The absolute value of G˜↑↓ is
therefore dominated by the real part. Note that this argument does not imply Im{G˜↑↓} = 0.
Using the above approximation and after some algebra the simplified injection efficiency
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can be written as [Pai15]:
ηDL ≈ 2Re{G˜}↑↓ tanh (dNM2λS )
σN
λ + 2Re{G˜}↑↓ 1tanh( dNM
λ
)
. (2.29)
As shown in section II.5.1 the SMC cannot be measured directly for a given sample but
must be determined from a sample series of different NM thickness. It is therefore ad-
vantageous to express the spin injection efficiency in form of the so-called effective SMC,
which can be determined experimentally for every given layer structure via Eq. (5.7) and
Eq. (5.8):
ηDL = 2e2
h
Re{g˜↑↓eff} λSσN tanh(dNM2λS ) (2.30)
This equation can be used to obtain both the SHA and the spin diffusion length from a
fit to the normalized effective SH angle via
(ηDLθSH)norm ∶= ηDLθSH h2e2 σ0NRe{g˜↑↓eff} = θSHλStanh(dNM2λS ) (2.31)
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Ferromagnetic Resonance
Ferromagnetic resonance (FMR) is the name of resonantly driven magnetization precession
around a stable equilibrium position. It can be understood mathematically in analogy to
a driven damped harmonic oscillator. The system, initially in its equilibrium, is driven
via a periodic excitation ∝ cos(ωt). If the driving torque is small enough, the response of
the system is linear, i.e. the precession amplitude is directly proportional to the driving
torque strength. If the frequency of the driving torque is chosen such that is coincides
with the resonance frequency of the system, FMR occurs and the precession amplitude
is at maximum. Hereby, the resonance frequency of the system depends on the internal
field, i.e. the energy landscape of the magnetization. In an FMR measurement usually
an external field is applied to sweep the internal energy and at every external field value
the amplitude of precession is measured. The field value at which FMR occurs is called
resonance field. As in every damped system there is a characteristic linewidth of the
resonance curve that depends on the damping of the system. The measured linewidth
consists of an intrinsic part, given by the Gilbert damping parameter and extrinsic parts.
The extrinsic contributions depend on the particular FM studied. In general, extrinsic
intrinsic contributions have to be carefully disentangled in measurements in order to find
the Gilbert damping parameter. Measurements of the FMR thus allows to determine
some key parameters of a magnetic system. In this section, the linearized LLG is solved
and it is shown that, in addition to the internal parameters, the SOTs entering the LLG
equation can be quantified from FMR measurements. Solutions of the LLG equation have
been presented many times and the following part sticks with the general approach used
in [Wol04; Här16, see the appendix]. The inclusion of the DL term was performed by the
author in [Dec12] and checked against the results of [And08; Pet07; Liu11]1. The explicit
calculation of the results presented in the following is done in a “bruteforce” approach
using the computer algebra system Maple and is shown in more detail in the appendix.
In the following part, it is assumed that the magnetization of the whole sample can be
represented as one single magnetic moment, the so-called macrospin. This simplification
is strictly true only if a) the equilibrium magnetization, the internal field and the driving
torque are homogeneous across the whole sample and if b) there are no standing spin
1The author wants to thank K. Ando for sharing details of his calculation results
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waves excited in the sample. Condition b) is not fulfilled in confined systems but - as will
be shown in section II.6 - the macrospin approximation can still be used to evaluate the
experiments if care is taken to minimize the impact of the mode structure. Within the
macrospin approximation the exchange energy does not play any role as it is implicitly
included by setting all magnetic moments parallel.
The starting point for solving the LLG is to separate the torques acting on m into static
and dynamic ones. The static torque is simply written as
T s = −γm × µ0Heff + γτDL,sm × (m ×σ) , (3.1)
where the field-like torques are substituted into the effective field for clearness during the
calculation. The magnetization is excited by a high frequency driving torque:
T d = −γm × µ0hdeiωt + γτDL,dm × (m ×σ) eiωt (3.2)
The calculation of the dynamic response follows the general idea of small angle oszillations
around the equilibrium position. This means that the equilibrium magnetizationmeq must
be found first, which can be done in two ways: a) minimize the total energy density or b)
use the condition
∂meq
∂t
= T s = 0. (3.3)
In the laboratory coordinate system meq = mxxˆ +myyˆ +mz zˆ is usually expressed by the
two angles θ and ϕ:
meq,lab = ⎛⎜⎜⎜⎝
sin(θ)cos(ϕ)
sin(θ)sin(ϕ)
cos(θ)
⎞⎟⎟⎟⎠ . (3.4)
Once the equilibrium position is found and therefore θ and ϕ are known, it is advanta-
geous to define a local coordinate system (x′, y′, z′) which is aligned with the equilibrium
magnetization such that meq = xˆ′. In this coordinate system the LLG can easily be lin-
earized for small angle precession. In general, it holds that m(t) = meq + ∆m(t) with
meq(t) ⋅ ∆m(t) = 0 where the last condition follows from the fact that the magnetiza-
tion moves on a sphere and, for a small enough change in position, this change is always
perpendicular to m itself. In the local coordinate system this translates to
m(t) =meq +∆m(t) = ⎛⎜⎜⎜⎝
1
∆my′(t)
∆mz′(t)
⎞⎟⎟⎟⎠ (3.5)
thereby reducing the calculation to a two-dimensional problem. All terms entering the
LLG are subsequently transformed into the local coordinate system, using a set of two
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Figure 3.1.: Laboratory coordinate system (x, y, z) and local coordinate system (x′, y′, z′) defined
by the equilibrium position meq. The transformation is performed by first rotating by ϕ around
z = z′ and then rotating by pi2 − θ around the new y′-axis. In this coordinate system the small
angle precession takes place in the (y′, z′) plane only.
angles ϕi, θi for each quantity. In order to solve the resulting set of equations, a complex
exponential ansatz ∆m(t) = ∆m eiωt is chosen, of which the real solution is:
mr(t) =Re
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎝
1
∆my′eiωt
∆mz′eiωt
⎞⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ =
⎛⎜⎜⎜⎝
1
Re{∆my′} cos(ωt) − Im{∆my′} sin(ωt)
Re{∆mz′} cos(ωt) − Im{∆mz′} sin(ωt)
⎞⎟⎟⎟⎠ . (3.6)
Here, ∆mi is a complex number, constant in time, which gives the amplitude and phase
of the motion of ∆mi(t) = ∆mieiωt and Re{∆mi(t)} = ∣∆mi∣cos(ωt + ϕi). This ansatz is
inserted into the equation and the result is linearized by keeping only terms that are linear
in ∆my′ ,∆mz′ and the driving torque strength, leading to a set of linear equations that
can be solved by standard algebra. The solution of this problem can be written in terms
of a dynamical susceptibility defined by:
⎛⎝∆my′(t)∆mz′(t)⎞⎠ = ⎛⎝χy′y′ χy′z′χz′y′ χz′z′⎞⎠⎛⎝dy′(t)dz′(t)⎞⎠ . (3.7)
Here, dy′(t) = (hy′ − τDL,dµ0 σz′)eiωt and dz′(t) = (hz′ − τDL,dµ0 σy′)eiωt stand for the driving
torques comprising of both driving fields (and field-like SOT) and damping-like SOT.
Hereby, τDL,d is the strength of the driving, damping-like torque, in contrast to τDL,s which
denotes a static damping-like torque. Due to the double cross product in the damping-like
SOT term, the hy′ and σz′ as well as the hz′ and σy′-components act on the magnetization
in the same way. Therefore, it is possible to substitute a small rf damping-like torque (with
in plane spin polarization) into an oop driving field as done e.g. in [Che16]. Note that,
in order to allow different phases between different driving torques, all hi, σi are complex
numbers. To simplify the notation, a complex quantity is written as a = a′ + i a′′ in the
following. Each entry of the susceptibility itself again is a complex number, χii = χ′ii + iχ′′ii.
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The general form of the susceptibility reads:
χf = 1
Nf
⎛⎜⎜⎜⎜⎝
H0 + i αω
µ0γ
−H2 + s + i ω
µ0γ
−H2 − s − i ω
µ0γ
H1 + i αω
µ0γ
⎞⎟⎟⎟⎟⎠ ,
Nf = H0H1 + s2 −H22 − (1 + α2) ( ωµ0γ )2 + i (H0 +H1) ωµ0γ (α + 2 sH0 +H1) .
(3.8)
Here, H0, H1 and H2 are (mathematically complex) terms that depend on the different
energy contributions entering the effective field and the static, field-like SOT. These terms
are evaluated at the equilibrium position and fully determine the dynamics of the magne-
tization. Explicit expressions for the general case are given in the appendix, section IV.B.
The static damping-like torque is contained in s.
In the following, explicit expressions are given for the simplest case that captures the main
features of FMR in a thin Py film without damping-like SOT. In such a film there are three
main energy contributions: the Zeeman energy for the external field, the demagnetizing
energy and an uniaxial oop anisotropy that is relatively weak, as discussed in section
I.1.2.5. This results in an internal field Heff = H +Hdem +Hani,oop with the external field
of strength H. The natural equilibrium position of such a system lies ip and a strong field
of the order of µ0Ms ∼ 1T is needed to saturate the magnetization oop. Therefore, the
external field is applied ip such that the oop angles θ = θH = 90○. This configuration is
used for all measurements performed in this thesis.
Due to the fact that the demagnetization field and the oop anisotropy have the same form
and oppose each other, it is convenient to introduce the so-called effective magnetization
Meff =Ms − 2Koop
µ0Ms
(3.9)
which describes the strength of the effective demagnetization field. The equilibrium po-
sition is determined by T s,y′ ∝ (2Hcos(θ) +Meff sin(2θ)) = 0 ⇒ θ = θH = 90○ and
T s,z′ ∝ sin(ϕ − ϕH) = 0 ⇒ ϕ = ϕH . As there are no ip anisotropies, the equilibrium
is simply given by the direction of the external field. In this case the terms used in the
susceptibility reduce to
H0 =H +Meff, H1 =H, H2 = 0, s = 0. (3.10)
If ip anisotropies and a static damping-like SOT are considered, additional terms appear
in the equilibrium condition and in the introduced abbreviations. This can lead to the
situation that the equilibrium condition cannot be solved analytically to result in explicit
expressions for (θ,ϕ). In this case the equations have to be solved numerically in order to
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fit measured data at all fields and frequencies. These problems arise if the external field
is not parallel to the equilibrium position e.g. when the external field is not applied along
the easy/hard axis for a non-negligibly small ip anisotropy. In this case the equilibrium
position depends on the strength of H and changes during a field scan which is usually re-
ferred to as dragging effect. However, at high symmetry positions (H parallel to easy/hard
axis) explicit equations exist if H is strong enough to saturate the magnetization. The
static damping-like torque also changes the equilibrium position, however, if this effect is
small enough it can be neglected, see also sections IV.C and II.4.1.
When evaluating FMR the important quantities are the precession amplitude A at the
resonance field/frequency and the form of the A(H/f)-curve close to resonance which
is given by the susceptibility tensor. It is found that the entries of this tensor can be
approximated to simple expressions allowing to evaluate data very elegantly. In the mea-
surements performed in this work, the frequency is always kept constant while the field
is swept through FMR. It is therefore convenient to expand the susceptibility around the
resonance field and to take into account only terms of first order of H. The dominant
term in the above susceptibility tensor is H0 because it contains Meff which is usually of
the order of µ0Meff 1T for ip magnetized Py samples. The damping parameter is usually
small, 1×10−2 or smaller, as is the static damping-like SOT term. Terms containing these
quantities are therefore neglected.
As a first step, the resonance condition can be found by minimizing the denominator Nf.
In a first order approximation this is done by neglecting terms containing α and the static
SOT and results in what is called the general Kittel formula2
H0H1 −H22 = ( ωµ0γ )2 . (3.11)
Subsequently it is noted that H0 and H1 both contain the external field H. The resonance
field at a fixed frequency f is called Hr. It is possible to expand the susceptibility around
Hr, i.e. H0 = H0r + (H −Hr), H1 = H1r + (H −Hr) where H0r and H1r are the previously
defined terms evaluated at the resonance field. Additionally, terms that are quadratic in
α and sH0+H1 are neglected and the resonance condition is used to eliminate part of the
appearing terms. For the denominator of the susceptibility this leads to
Nf ≈ N = (H0r +H1r) [(H −Hr) + iαeffω
µ0γ
] . (3.12)
In this step, an effective damping constant is introduced that contains the damping-like
2Kittel first derived this equation for the above discussed case of external plus demagnetization field
[Kit48]. The resonance condition can also be derived in an absolute general case using a Lagrangian
approach [Suh55], see the appendix of [Här16].
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SOT:
αeff = α + 2s
H0r +H1r . (3.13)
It is then convenient to define a linewidth in field via
∆H = αeffω
µ0γ
. (3.14)
This term, for zero damping-like SOT, is called intrinsic linewidth due to the fact that
it results from the Gilbert damping parameter only. The intrinsic linewidth therefore
shows a linear frequency dependence with zero intercept. For nonzero SOT this is not
true anymore such that, strictly speaking, the substitution α → α + δαDL is misleading,
since δαDL is frequency dependent and therefore not a damping constant.
The denominator is subsequentially brought to the pure real form and the nominator is
expanded around Hr by application of the same rules as mentioned before. This results
in an approximated susceptibility with the following entries:
χy′y′ = H0r∆H (H0r +H1r) ∆H (H −Hr) − i(∆H)2(H −Hr)2 + (∆H)2 = Ay′y′ [FA(H) − iFS(H)]
χy′z′ = −χz′y′ = ωµ0γ∆H (H0r +H1r) (∆H)2 + i∆H (H −Hr)(H −Hr)2 + (∆H)2 = Ay′z′ [FS(H) + iFA(H))]
χz′z′ = H1r∆H (H0r +H1r) ∆H (H −Hr) − i(∆H)2(H −Hr)2 + (∆H)2 = Azz [FA(H) − iFS(H)] .
(3.15)
All entries can be expressed as an amplitude factor Aij multiplied by a combination of a
symmetric Lorentzian lineshape FS(H) and an antisymmetric Lorentzian lineshape FA(H)
defined as
FS(H) = (∆H)2(H −Hr)2 + (∆H)2 , FA(H) = ∆H(H −Hr)(H −Hr)2 + (∆H)2 . (3.16)
In this form it hold that FS(Hr) = 1, FA(Hr ±∆H) = ±12 and FS(H)2 + FA(H)2 = FS(H).
It should be noted that in this form, the linewidth ∆H is the half width at half maximum
of the symmetric Lorentzian curve.
This formulation allows to fit experimental data using analytical expressions and gives
insight into the physical processes at work due to simple lineshape analysis as will be
pointed out in the section dealing with the inverse spin Hall effect. When calculating
relevant physical quantities from the solution of the magnetization as a function of time
it must be remembered that the expressions given for m(t) are usually the complex ones.
Using the equation defining mr(t), Eq. (3.6), it is observed that the real magnetization
moves on an elliptic trajectory in the y′, z′ plane. The ellipticity of the movement has
its roots in the demagnetization field that suppresses large oop precession angles. The
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Figure 3.2.: Elliptical precession curve of mr(t) in the y′, z′ plane with main axes a and b and
tilt angle ξ. Adapted from [Hen16].
ellipse is described by the two main axes a, b, a tilt angle ξ between the principal main
axis and the y′ axis and a phase factor of the precessional motion. Explicit expression for
these parameters as a function the complex factors ∆mi are given in [Hen16, appendix A].
The parameters can then be calculated using the susceptibility and the driving torques.
It should be noted that, for a general set of driving fields/torques, all four parameters are
nonzero and especially ξ ≠ 0. Using the approximated susceptibility Eq. (3.15) it can be
shown, however, that if either dy′ = 0 or dz′ = 0 it follows ξ = 0 and that ξ = 0 at FMR for
all combinations of driving fields.
43

Part II.
Experimental Quantification of Spin
Orbit Torques: Comparison of Direct
(SHE) and Inverse (ISHE) Spin Hall
Measurements in Pt/Py Bilayers
45

Part II of this thesis is dedicated to the experimental quantification of SOTs in metallic
normal metal (NM)/ferromagnet (FM) bilayers. For this purpose, in the last years a vari-
ety of different techniques has been established. Despite the effort put into experimental
work, the physical origin of current induced SOT is not yet theoretically understood. As
already mentioned in the general introduction, in particular, there is a long lasting debate
of whether SHE or Rashba effect play the dominant role. Additionally, in NM/FM/oxide
elements the question arises whether bulk effects or contributions arising at the NM/FM
and/or FM/oxide interface are the primary cause for the observed torques. The disentan-
glement of different contributions is aggravated by the fact that different models are used
for data evaluation of different experiments, hindering a clear comparison of the outcome.
In this thesis, measurements of the spin Hall angle are performed by using two complemen-
tary experimental techniques: the so-called spin transfer torque (STT) experiment and
the so-called inverse spin Hall (ISHE) experiment. In a STT experiment, an ip charge
current flow in a NM/FM/oxide multilayer causes a torque on the magnetization that can
be measured. In an ISHE experiment, on the other hand, externally driven magnetization
dynamics induces a measurable charge current, such that ISHE and STT can be gener-
ally treated as reciprocal effects [Tse14]. The system studied in this work comprises of
Pt(x)/Py(4nm)/Al2O3 multilayers with varying Pt thickness. Due to the fact that the
FM layer is relatively thick, the detected damping-like torque in STT experiments and
the measured ISHE voltage are believed to stem mostly from the spin Hall effect (SHE) in
the NM [Liu11; Fan13; Ski14; Pai15; Ou16]. Recently, it has been shown that in this case
both experiments can be described within the same drift diffusion formalism based on spin
and charge currents connected via the bulk SHE [Han13a; Tse02a; Tse02b; Mos10b]. This
enables the comparison of the results of both STT and ISHE measurements in a consistent
way.
Within this model, the SHE induced STT experiment can be understood as follows: an
ip charge current flowing in the NM is converted into a transverse spin current via the
SHE. The spin current eventually reaches the NM/FM interface and is partially absorbed
in the FM. The resulting transfer of angular momentum from the NM to the FM leads
to a torque on the magnetization3. The spin transport across the NM/FM is determined
by the spin mixing conductance introduced in section I.2.4. Due to experimental clarity,
as STT experiment in this work the method of “modulation of damping” (MOD) is used,
as introduced by [And08]. In MOD, the influence of the current induced torques on
the magnetization dynamics is measured by using ferromagnetic resonance (FMR). The
damping-like torque produced by the SHE in this context is seen as a change of the FMR
linewidth, i.e. a change of the measured damping. From section I.2.5 it is clear that the
three key quantities describing the MOD experiment are the spin Hall angle θSH, the spin
3the flow of spin current across the NM/FM interface motivates the name “spin transfer torque”
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diffusion length λS and the spin mixing conductivity G↑↓.
ISHE, in contrast, uses the reciprocal effect and is briefly outlined in the following: Mo-
tivated by experimental findings of an enhanced Gilbert damping in NM/FM multilayers
compared to free standing single FMs [Miz01a], Tserkovnyak et al. developed a model
that describes the generation of a pure spin current from the FM into the NM, driven
by magnetization dynamics [Tse02a; Tse02b]. This effect is therefore called spin pumping
(SP) and consequently the enhanced damping is explained by angular momentum transfer
from the FM to the NM. The efficiency of spin current generation is again determined
by the spin mixing conductivity. The SP-induced spin current is subsequently converted
into an ip charge current via the SHE in the NM. This current can be measured by simple
voltage measurements in an open-circuit geometry [Mos10b]. The efficiency of spin current
generation and subsequent conversion is governed by the same parameters G↑↓, θSH and
λS as used to describe MOD in the same system.
The main focus of this part is put on answering the question whether the SHE induced
torque on the magnetization and the ISHE voltage generated by magnetization dynamics
are reciprocal in the sense that a measurement of spin Hall angle and spin diffusion length
in both cases (SHE and ISHE) leads to the same result.
The outline of this part is as follows: The first chapter II.1 gives a short review of current
techniques closely related to the ones used in this work, in order to elucidate the different
strengths and weaknesses of different approaches (without any claim to completeness) and
to motivate the choice of MOD for the measurements performed in this work. Chapters II.2
to II.5 describe the corresponding theoretical models as well as the experimental realization
of the measurement techniques (FMR, MOD and SP induced ISHE) used in this part of
the thesis as follows: Both experimental methods for determining the SHE/ISHE, as well
as the magnetic characterization of the bilayers are based on ferromagnetic resonance
(FMR). The SHE/ISHE measurements are conducted on NM/FM micro-stripes, whereas
the characterization can be performed on full film samples. Thus, in chapter II.2 the
concept of coplanar waveguide based FMR is introduced. Subsequently, II.3 describes
both theory and experimental realization of full film FMR.
Chapter II.4 introduces the MOD experiment as performed in this work: magnetization
dynamics is measured locally by using time and space resolved magneto-optical Kerr effect.
The current induced shift in FMR linewidth in such an experiment gives direct access to
the damping-like torque and thus can be used to quantify θSH and λS.
In the following chapter II.5, the concepts of spin pumping (SP) and SP driven ISHE are
introduced. It is shown how the spin current in the NM, created by the SP effect, can be
quantified by the knowledge of the NM/FM interface parameters and the magnetization
dynamics. Subsequently, it is shown how the ISHE leads to a measurable voltage in a
NM/FM microstrip and how the ISHE signal can be separated from the inevitable voltage
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signal generated by the anisotropic magnetoresistance in such a stripe.
In the above-mentioned chapters, the validity of both the macrospin approximation for the
magnetization dynamics as well as the drift diffusion model (in particular the assumption
of a homogeneous current density within the single layers) for the charge and spin current
transport is assumed. Within the evaluation of measured data, however, it is found that
these assumptions do not strictly hold in arbitrary cases and therefore chapters II.6 and
II.7 both introduce an extension to the commonly used models.
Due to the fact that both ISHE and MOD experiments are performed on microstripes, the
macrospin approximation and therefore the formalism used to describe the magnetization
dynamics start to break down if the stripe width is reduced. This is caused by the ap-
pearance of standing spin waves (SSWs) in the confined direction, across the stripe width.
Chapter II.6 therefore gives a short introduction into magnetization dynamics in thin FM
stripes and discusses the implication of the SSWs for SOT measurements.
Chapter II.7 introduces electrical transport in thin metallic layers which goes beyond the
Drude model. The section is motivated by the results of conductivity measurements on
Pt layers with varying thickness as presented in section II.9.4. It is shown that for very
clean Pt, size effects influence the current density distribution in thin multilayers.
Chapters II.8 to II.13 finally describe the experimental results obtained from thickness-
dependent measurements of SHE, SP and ISHE in a Pt(x)/Py(4nm) sample series.
First, chapter II.8 describes how the layer stacks are grown in order to suite the experimen-
tal requirements. Subsequently, the characterization results are presented in chapter II.9.
Chapter II.10 treats the experimental ISHE results obtained in the Pt/Py samples. The
chapter starts with the confirmation of the data evaluation process by the use of micro-
magnetic simulations. It is shown that for the particular samples studied, the macrospin
approximation can be used to evaluate the experimental data. Subsequentially, the ex-
perimental results of the ISHE voltage are presented and the spin diffusion length and
the spin Hall angle are extracted from the measured ISHE voltage. The experimental
results as obtained by MOD are shown in chapter II.11. It is shown that both field- and
damping-like torques are present. From the latter the spin diffusion length and the spin
Hall angle are extracted by using the same model as for the ISHE. The results of the
SP, ISHE and MOD measurements are compared to each other and discussed within the
current literature in chapter II.12. The second part is finally concluded by the summary
II.13.
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1. Review of Experimental Techniques
Experimental techniques used to quantify the SOTs, and in particular the SHE in metallic
NM/FM bilayers, can be divided into two main classes:
In the experiments of the first class, a charge current induced influence on the magneti-
zation is measured by probing the response of the FM layer to the application of either
dynamic or static ip currents. These experiments are referred to as spin transfer torque
(STT) experiments as the torque is caused by the transfer of spin angular momentum
from the NM to the FM.
Within this class of experiments another distinction can be made between static and
dynamic approaches to quantify the SOTs.
The idea of measuring the (adiabatic) response of a FM to a static applied current is as
follows: In equilibrium, the magnetization lies in the direction of lowest energy, where the
total torque on m must be zero. It is therefore clear that the appearance of a small SOT
(created via a dc current) will change this equilibrium position and therefore the quantifi-
cation of this change gives access to the strength of the torque. In such a measurement the
exact dynamics is not of interest. There are two static methods that are widely used: the
so-called “harmonics measurement” which uses an all electrical method to quantify the
changes in the equilibrium position [Gar13] by carefully separating different contributions
(field-/damping-like) by their respective symmetry. A similar method based on optical
probing has recently been published [Fan14]. The latter method is discussed in detail in
the appendix and called “static equilibrium change” in this work. The advantage of these
static methods is the clarity of the measurement and the exact knowledge of the currents
throughout the device since no high frequency effects come into play. The second big ad-
vantage is that these measurements do not depend on the damping of the system, which
makes them applicable for highly damped systems, in which FMR based approaches fail.
However, the change in equilibrium is small for ip magnetized samples and therefore small
torques might not be measurable using a static measurement. Thus, generally speaking,
static methods are well suited for oop magnetized layers with high damping α ∼ 0.1.
An all-dynamic approach to quantify SOTs in the context of FMR is to use the SOTs
as driving torques and measure the amplitude of precession that depends linearly on the
driving torque strength and can be described by the use of the dynamic susceptibility. This
is the basis for the extremely wide used spin transfer torque FMR (STT-FMR) method
introduced by Liu et al. [Liu11]. The advantage of this method is that the torque strength
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required to excite a measurable FMR signal is very small, corresponding to driving fields
of µ0hd ∼ 0.01−0.1mT such that small torques can be measured. However, care has to be
taken in order to separate field and damping-like SOTs using this method.
A mixed type of experiment uses the influence of static SOTs on the magnetization dynam-
ics in the case of FMR. In an FMR measurement, the resonance condition depends on the
internal fields and field-like torques of the system, while the measured resonance linewidth
depends on the total damping and damping-like torques. It is possible to excite FMR in
a NM/FM bilayer and simultaneously apply a static ip current in order to measure its
influence on the resonance position/linewidth. This method was first used by Ando et al.
[And08] to measure the damping-like torque created by the spin Hall effect in a Pt/Py
bilayer via a modulation of the FMR linewidth by an electric current. This experiment
is therefore called “modulation of damping” (MOD). A field-like torque is seen as a varia-
tion of resonance position in such an experiment and therefore, this measurement scheme
can be used to quantify both damping-like and field-like SOTs in a single measurement.
The big advantage of this technique is that FMR intrinsically separates damping-like and
field-like torques and is therefore chosen for the measurements performed in this work.
In the experiment of the second class, in contrast, the magnetization dynamics causes a
current in the layer that can be picked up as a voltage. This is the case in an inverse spin
Hall effect (ISHE) experiment [Mos10b; Mos10a] where a pure spin current is converted
into a charge current in the NM. As will be detailed below, the required spin current is
created at the interface of a NM/FM bilayer under the action of FMR in the FM in a
process called spin pumping. The strength of this spin current can be quantified if the
magnetization dynamics and the interface parameters are known. It is then possible to
measure the charge current created by the ISHE and calculate the spin Hall angle from
this data.
Within the literature, SOT effects are quantified using different torque to current ratios ob-
tained from STT/ISHE experiments which sometimes leads to confusion when comparing
values from different publications. Therefore a few remarks shall be given here:
• In STT experiments a current is sent through a NM/FM bi- or multilayer and the
impact of this current on the magnetization is measured. In these experiments the
measured quantity therefore is the ratio of torque per current, TI or, for convenience
τ
I which has units of [
T
A ]. In almost all publications, however, ratios of torque per
current density τj in [
T
Am2 ] are found, especially in bilayers in which dF ≤ 1nm such
that a homogeneous current density across the bilayer is assumed and j is calculated
from the measured current I and the geometry of the sample [Gar13].
If the current density differs between NM and FM, however, assumptions on the
origin of the torque have to be made in order to give a meaning to τj , as j = jNM/FM
must be chosen. This is especially important for the field-like torque as the Rashba
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contribution and the SHE contribution are expected to result from different origins.
In the present work, the SHE in the NM is assumed to be the only origin of the DL
torque, such that the ratio τDLjN is used to estimate a strength of the effect in the
context of applications, for example for the calculation of critical switching currents
etc. Under the assumptions that the torque is created a) by the current flow in the
NM or FM only and b) acts on the magnetic layer as an interface effect, the torque
ratio can be further normalized to the magnetic moment per area and multiplied by
2e
h̵ to result in a conversion efficiency of charge current density to transferred angular
momentum per area and time, in analogy to Eq. (2.25). These ratios are (in the
context of the SHE) called effective SH angle θeffSH = ηDLθSH, see Eq. (2.25). Such
a normalization is again helpful to make results comparable. As no distinct model
must be chosen up to this point, the effective SHA (or better: conversion efficiency)
is independent of spin diffusion length and conductivity etc. but is only valid for
a certain layer stack. The bulk SH angle of the NM can then be computed from
the effective SH angle using a model for interface transparency and transport under
certain assumptions. If values for the bulk SHA are compared to each other, care
must be taken which input parameters and models are used.
• The second class of experiments are ISHE measurements (see section II.5.2), some-
times also called “spin pumping experiments”. The evaluation of an ISHE mea-
surement always involves the use of a particular model of the spin current genera-
tion/flow/conversion and therefore always results in the bulk SHA of the NM. Due
to this fact, effective SHAs from experiments of the first class cannot be compared
to SHAs measured in ISHE measurements.
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2. Coplanar Waveguide Based FMR:
Creation of Static and Dynamic Fields
All experiments presented in this work are conducted using the phenomenon of FMR to
study the magnetic properties as well as the SOTs in Pt/Py bilayers. To perform such a
measurement, three basic components are needed in all cases:
• a controllable (static) magnetic field that can be rotated in the sample plane of the
magnetic films
• a rf (magnetic) driving field in the GHz range to excite the magnetization
• a way to measure the magnetization dynamics
The first two tasks are solved similarly for all three experiments and are described in the
following two sections.
2.1. Static Field
In this work, the FMR measurements are performed with a fixed frequency f = (0−20)GHz
and a variable external field H as already discussed previously. The required field range
to reach the resonance fields for such frequencies lies between (0 − 400)mT for the used
Py films. These requirements are well fulfilled by electromagnets with a soft-iron core.
With such a magnet, fields up to ∼ 2T can be created relatively easily, depending on the
exact geometry of the magnet. The sample is mounted in the gap of the pole shoe in
order to reach the maximum and most homogeneous field. The field is set by controlling
the current through the coil using a controllable power supply that can be set via a PC.
The field at the position of the sample is measured by a Hall probe. In the full film FMR
and ISHE setup a commercially available, calibrated Hall probe is used to measure the
field. The probe head is placed in the gap directly above the sample to ensure a correct
reading of the field acting on the sample. In the TRMOKE setup, due to limited space,
a Hall probe is usually fixed to one of the pole shoes. The field at the sample position is
calibrated using the commercial Hall probe that is placed at the position of the sample
during the calibration.
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To be able to rotate the field in the sample plane, the choice is to either a) rotate the
magnet and keep the sample position fixed or b) rotate the sample and keep the magnet
steady. For the ISHE and absorption FMR measurements the sample holder with the
sample is rotated in the gap via a rotary stage that is controlled by a stepper motor. This
allows a fine control over the field angle especially needed in the ISHE measurements. In
the TRMOKE setup, the sample must be fixed under the beam, such that it cannot be
rotated easily. Therefore the magnet is built such that it can be rotated around the sample
holder.
2.2. Creation of the Driving Field
The precession of the magnetization is driven by a small, oscillating magnetic field in the
microwave range of frequencies. In the presented work this field is created by the use
of a coplanar waveguide (CPW) as described in great detail in [Obs15] and [Här16] and
followed in this work. Additional driving fields are created by the current induced in the
NM/FM bilayer itself and have to be taken into account in the evaluation of experimental
data as will be shown in the following.
2.2.1. Coplanar waveguides
The advantage of CPWs is the fact that they can be designed for a wide bandwidth in
frequency and allow for the creation of fields up to the order of 1mT with relatively low
output power (< 500mW) as delivered by standard microwave generators/amplifiers. In
addition, a CPW-based design is very flexible and can be adjusted to all experimental
needs. A sketch of the basic geometry of a CPW is shown in Fig. II.2.1. The CPW
consists of three current carrying lines separated by a gap. The inner line (signal line)
carries a positive current. The outer lines (ground lines) each carry half of this current in
the opposite direction thereby closing the circuit. The current that flows through the lines
creates an Oersted field which can be calculated from the well known Biot-Savart law for
infinitely long conducting wires if the CPW is much longer than its cross section. The ip
and oop components of this field are plotted in the lower right of Fig. II.2.1. The field is
calculated at the substrate height (represented by the white dotted line) for a 150 nm thick
CPW and a homogeneous current density of ±3 × 109 Am2 . The image in the background
shows the crossection of the CPW geometry in the (y, z) plane (black rectangles) and the
field strength ∣B∣. Note the aspect ratio of 100:1 in this plot. The fact that usually the
CPW thickness is much smaller than the ip dimensions allows to calculate the needed
fields using a 2D model.
Given by the geometry of the CPW, there are two basic types of excitation geometries for
microstructured samples: the FM layer can be placed on top of signal or ground line, such
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Figure 2.1.: Geometry of a CPW (left): on an insulating substrate, three (infinitely long) wires
are used to carry a high frequency signal. The current flow creates an Oersted field which is used
to excite the magnetization dynamics. Top right: depending on the placement of the magnetic
element, the driving field is oriented in the film plane (ip driving) or perpendicular to it (oop
driving). The Oersted field components of a 150 nm thick CPW are plotted for a homogeneous
current density distribution of ±3 × 109 Am2 within the stripes (lower right). The blue line shows
the oop field hz and the red line shows the ip field hy. The color image in the background shows
the absolute strength of the field within the (y, z) plane. Figure adapted from [Dec12].
that the driving field is mostly ip. For ip magnetized samples, the ip susceptibility (χy′y′)
is much larger than the other components such that ip driving is very effective. However,
turning the external field in the sample plane leads to a variation of the driving field
strength, as only the component perpendicular to m contributes to the driving torque.
In particular, when the external field is turned to lie perpendicular to the CPW, m ∥
Hext ∥ hy,rf and the driving torque is zero. This position is therefore not suited for ISHE
measurements as one needs to measure exactly at this angle [Obs14].
If the sample is placed in the center of the gap, the driving field is almost perfectly oop
and, if the sample is much smaller than the gap width, quite homogeneous in space. In
addition, the driving torque does not depend on the external field ip angle, as static and
driving field are always perpendicular in this case. This makes the oop configuration suited
for both ISHE and MOD experiments.
The assumption of a homogeneous current density distribution breaks down for GHz fre-
quencies due to the skin effect [Wad91]. The current density is therefore enhanced at the
edges of the current carrying lines which results in a higher oop field at the center of the
gap. As the driving field strength is a crucial parameter in an ISHE measurement, this
effect has to be taken into account. In a previous Ph.D. thesis [Obs15], this problem has
been tackled by performing numeric simulations using the commercial software SONNET
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to obtain the current density distribution at a given microwave frequency and power for
a certain CPW geometry. Subsequently, the driving field is calculated from the current
density distribution. The present work follows the exact same procedure such that the
interested reader is referred to the abovementioned thesis for a detailed description.
In the full film FMR setup the sample holder consists of a CPW circuit board in which
the signal line is ∼ 1mm wide and the ground lines are quasi infinitely wide and connected
to a ground plate, see Fig. II.2.2. This design ensures a high frequency bandwidth. A full
Figure 2.2.: Full film FMR sample holder and sample placement (left, middle). The holder
consists of a circuit board (green) holding a copper CPW with ground plate. The sample is
placed face down (magnetic layer drawn in blue) on top of the signal line. In an ISHE/MOD
measurement a CPW (gold) is structured on a substrate and the sample is integrated into the
circuit board by wire bonding.
film sample (for example (3 × 3)mm2) to be measured is then coated with photo resist
to protect the surface and placed face down on top of the signal line. The dominant
signal then results from the ip driving field directly above the signal line. This is noticed
when bringing the external field to the 90° position. Around this angle, the FMR signal
decreases strongly down to a tiny signal created by the oop field in the gap. If a full
angular dependence shall be taken with good signal to noise ratio it is therefore favorable
to measure one full turn, then re-mount the sample with an ip tilt by 90° and measure
another full turn. Both data sets can then be combined for analysis.
For measurements on structured samples, the holder itself consists of a specially designed
circuit board again in the shape of a CPW. A square is milled out of the circuit board to
accommodate the actual sample. The sample consists of an insulating substrate on which
the NM/FM bilayers and connector pads according to the needs of the experiments are
patterned. As a last step, on every sample a CPW is structured to be connected to the
circuit board by wire bonding. The sample holder and CPW are designed symmetrically
such that the microwave signal transmitted through the sample can be measured using a
powermeter or a fast oscilloscope. Since for high frequencies the impedance of all parts
in a circuit must be matched to 50W, care has to be taken to keep all connections like
the bonding wires short and to design the CPW on the sample such that it matches the
impedance as good as possible. Due to the reduction in size the driving fields in the center
of the CPW are much higher than those reachable with the macroscopic structure in the
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full film case.
2.2.2. Oersted fields due to induced currents
This section shall introduce the Oersted fields created when a rf/dc current is passed
through a metallic bilayer as they excite the magnetization precession (rf) and change
the dynamics and equilibrium position (dc). Without loss of generality a (infinitely long)
stripe geometry as depicted in Fig. II.2.3 is assumed. For the sake of simplicity a two
Figure 2.3.: Current flow and Oersted fields acting on the FM in a NM/FM bilayer.
current model is used to divide the total current Itot into the parts that flow through the
NM/FM,
INM/FM = Itot σNM/FMdNM/FM
σNMdNM + σFMdFM . (2.1)
Here, σ denotes the conductivity of the respective layer. From above formula the respective
current densities can be computed (by dividing by the cross section), which are assumed
to be homogeneous in y and z. This assumption can break down due to two main reasons:
on the one hand the homogeneity in y may be broken for ac currents in the GHz regime
as the skin effect causes the current density to be concentrated at the stripe edges rather
than in the center. However, for thin, low conducting films simulations of the current
density distributions show that this effect is small enough to be neglected. On the other
hand, the homogeneity in z suffers from interface scattering if the film thickness comes
close to the mean free path.
The Oersted field created by Itot can be divided into its y and z component. The y part
can then again be split up into the part that is created by the current density in the NM
jNM, hNMy , and the part that is created by jFM, hFMy . If the thickness of the FM is of the
order of the exchange length - i.e. the magnetization is not allowed to vary across the
thickness of the FM - the respective fields can be averaged across the thickness of the FM
and hFMy cancels out, leaving only hNMy [Liu11]. If w ≫ dNM, the average ip field can be
calculated from the current density in the NM via [Liu11]
µ0h
Oe
y = µ02 jNM,xdNM. (2.2)
The z component is position dependent across the width of the stripe and evaluates as
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[Fan14]
µ0h
ind
z (y) = −µ02 Itotpiw [ln(y) − ln(w − x)] . (2.3)
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The measurement of FMR in a full film gives access to the intrinsic magnetic energy
landscape and the damping parameter of a given FM layer and therefore is a widely used
tool to characterize grown samples prior to structurization.
3.1. Theoretical Considerations
A typical measurement is performed by placing the magnetic layer in a microwave magnetic
field and measuring the power that is absorbed in the sample while sweeping the external
field. The absorption is thereby given by the change in the transmission of the CPW
that creates the driving field. The shape of the absorption curve can be easily derived
by the use of the dynamic magnetic susceptibility: The instantaneous power taken from
the driving field is given by the derivative of the Zeeman energy of magnetization and
generalized driving field, p(t) = P (t)V = dεdt = −µ0Ms dm(t)dt ⋅d(t). The absorbed power is then
calculated by the time average over one period and results in [Gur63, eq. 15.22]
⟨p(t)⟩T = −µ0Ms ⟨m(t) ⋅ d(t)⟩T = −12µ0MsRe{m(t) ⋅ d(t) }= 1
2
µ0Msω (χ′′y′y′ ∣dy′ ∣2 + χ′′z′z′ ∣dz′ ∣2 + 2χ′y′z′ [d′y′d′′z′ − d′′y′d′z′]) . (3.1)
Therefore in an absorption measurement one generally expects a symmetric lineshape
[Cel97]. If only one source of driving fields is present, the phase of the driving fields can
be set to zero by definition, which means d′′ = 0. In this case, the imaginary part of
the diagonal entries of the susceptibility χ′′y′y′/χ′′z′z′ is measured, depending on the chosen
driving geometry. Nonzero phases occur if there are secondary currents/fields that are
created by inductive or capacitive coupling into the FM layer itself or e.g. into metal
capping layers. Such coupling can result in phase lags between the primary driving field
and the induced currents directly implying a phase lag in the induced driving field. From
Eq. (3.1), however, this situation still leads to a symmetric absorption curve. In real
measurements, the line shape sometimes consists of a symmetric and an anti-symmetric
part. This effect might be caused by changes of the impedance of the CPW due to the
additional load created by the magnetic sample [Bai13b] such that the transmitted power
is not only determined by the power dissipation in the sample. To circumvent this problem,
the data is modeled using a combination of the symmetric and antisymmetric lineshapes
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connected by a mixing angle  via
pabs(H,Hr,∆H) = A (FS(H)cos() + FA(H)sin()) (3.2)
where A is an amplitude factor that contains all proportionality constants and the ampli-
tude factors of the susceptibility [Cel97; Wol04; Här16]. This method is sufficient as long
as only the resonance position and the linewidth of the respective curves are of interest.
3.2. Experimental Realization
The FMR setup used to characterize the magnetic layers in this work is based on measuring
the absorption dip in the microwave signal transmitted through the CPW by a Schottky
diode using a lock-in technique. This method is widely used in the institute and has
therefore already been described in great detail previously [Här16; Obs15; Wol04]. The
actual setup used within this work has been built up during the thesis of M. Obstbaum
[Obs15]. This section thus only gives a very short overview of the experiment. A magnetic
layer is placed on top of a CPW based sample holder and brought into the gap of a
controllable electromagnet as described in the previous two sections. The microwave
frequency and input power is fixed and the external field is swept through FMR while the
power transmitted through the CPW is measured. As powermeter, a Schottky diode is
used that acts as a rectifier for the rf current such that a dc voltage is picked up when
measuring with a low bandwidth device (voltmeter or lock-in amplifier). The absorbed
power as a function of the external field is described by Eq. (3.2). As the absorption signal
is small compared to the input power it is beneficial to use a lock-in amplifier in order
to enhance the S/N ratio. To enable the lock-in technique, the external magnetic field is
modulated by a small field Hmod at a frequency of 87Hz. The signal measured by the
lock-in amplifier is then proportional to the derivative of Eq. (3.2) with respect to H as
long as the modulation field is small (rule of thumb: Hmod ≤ ∆H5 ). The fitting formula
used to extract both resonance field and linewidth is therefore given by:
AFMR = A−2 (H −Hr)∆Hcos() + [(∆H)2 − (H −Hr)2] sin()[(H −Hr)2 + (∆H)2]2 (3.3)
with a proportionality factor A and the mixing angle  discussed in sect. II.3. A typical
FMR absorption curve and the respective fit are shown in Fig. II.3.1.
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Figure 3.1.: Typical absorption FMR curve. The plotted data is taken on a 4nm thick Py film at
10.5GHz; the dimensions of the sample are ≈ (3×4)mm2. From the fit to Eq. (3.3) the resonance
field and the linewidth are extracted and further analyzed as a function of the frequency.
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4. Quantification of SOTs by Modulation of
Damping
4.1. Theoretical Aspects of MOD
As shown in the previous sections, a static damping-like torque in an FMR measurement
appears in the dynamical susceptibility tensor as an additional damping source that adds
to the intrinsic damping α, see Eq. (3.13). In addition, the equilibrium condition is
shifted away from ip to have a small oop component. However, for an ip-magnetized
sample as for a Pt/Py(4nm) layer, this change is very small such that θ ≈ 90° can be
used in all calculations, see section IV.C. This assumption simplifies the mathematical
expressions used in the susceptibility and the equilibrium condition drastically as shown
in the appendix.
For a quantification of the SOTs, FMR measurements are performed for different applied
dc currents which create both field and damping-like torques. These are separated by
analyzing the resulting resonance field and linewidth.
The damping-like torque is seen as a shift in the linewidth given by [And08; Liu11]:
µ0 δ∆H = ω
γ
2s
µ0 (H0r +H1r) = ωγ −τDLsin(ϕ)µ0 (Hr + Meff2 ) . (4.1)
In the last step it is assumed that no ip anisotropy and no additional demagnetization
field is present. In the studied samples the height to width ratio is ∼ 11000 ≈ Nyy such
that corrections to the denominator of δ∆H are of the order of NyyMs << Meff and can
be neglected. The same argument is valid for a small ip anisotropy of some mT. Due to
the fact that the sample is of the shape of a stripe of width w in y and length L ≫ w
in x-direction, the dc current flows along the x-direction only. This sets the spin current
polarization σ along y which leads to the sin(ϕ)-like behavior. The spin Hall induced
torque is therefore at maximum if the external field is applied perpendicular to the stripe.
The field-like torque and the current created Oersted field are seen as a shift of the reso-
nance field:
µ0 δHr,I = hI,MODy sin(ϕ) = (τFL + µ0hOey ) sin(ϕ) (4.2)
The calculation of the Oersted field can be performed using Eq. (2.2) but does depend on
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the current density distribution within the NM/FM which itself can be nonhomogenous
across the height. It is therefore hard to determine the absolute strength of the FL torque
resulting from the SOT alone if the magnitude of Oersted field and SOT field are similar.
However, lower bounds for the SOT can be found by calculating the maximum possible
Oersted field assuming that the whole current flows in the NM. Then, the lower bound
for the SOT induced FL torque is the difference in the measured shift and the maximum
Oersted field [Emo16].
The modulation of damping method therefore provides a straightforward and very clear
way of separating field- and damping-like torques in one single measurement and gives
direct values for the strength of both torques as a function of the applied ip current.
Since the MOD technique builds up on the exact determination of the linewidth, effects
that parasitically influence this quantity must be avoided carefully. In confined structures
one problem that appears lies in the modes structure discussed in section II.6, as the
overlap of multiple modes can lead to a deviation in the measured linewidth. This effect,
however can be reduced by the use of a sample design that minimizes mode structure
effects.
4.2. Time and Space Resolved FMR
In order to perform the MOD measurements and especially to study the mode structure
in the microstructured stripes a way to locally measure FMR is needed. This can be
achieved by directly probing the magnetization dynamics using a time and space resolved
optical technique. In the present work this is done by means of time resolved magneto-
optical Kerr effect (TRMOKE) spectroscopy. This technique allows measuring the oop
component of the magnetization stroboscopically by probing the magnetization using a
pulsed laser system where the probe pulses are much shorter than the precession period.
This technique has been developed in the workgroup over a long time, see for example
[Neu06; Per07; Hof10] and allows probing the dynamics of microstructured FMs locally,
with a spacial resolution limited by diffraction and with picosecond temporal resolution.
4.2.1. Magneto-Optical Kerr effect
The magneto-optical Kerr effect (MOKE) is a widely used technique to probe the magne-
tization of FM thin films [Bad91]. MOKE describes the change of the polarization axis
of linearly polarized light upon reflection from a FM sample depending on the relative
orientation of m and the polarization axis of the incident light. The change of polariza-
tion depends on the relative orientation of the plane of incidence and the magnetization
[Coe10] as depicted in Fig. II.4.1. The magnetization component perpendicular to the
plane of incidence (transverse configuration) leads to a small change in the reflected inten-
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Figure 4.1.: Definition of the three configurations of MOKE. The sample lies in the (x, y) plane
and the incident light vector in the (x, z) plane. Depending on the relative orientation of the
magnetization vector (blue arrow) and the incidencent light the configuration is called transverse,
polar or longitudinal. Adapted from [Coe10].
sity, depending on the polarization of the incidence beam. The magnetization component
that lies within the plane of incidence is split up into ip (longitudinal configuration) and
oop components (polar configuration). Both components lead to a rotation of the polar-
ization direction depending on the relative orientation of the magnetization direction and
incident beam. It is important to note that the polar Kerr effect scales with cos(θ0), while
the longitudinal effect scales with sin(θ0) [Coe10]. In the presented work the incident
light is focused on the sample by an objective lens. Therefore the incidence angles of all
wavevectors passing the objective are concentrated around θ0, such that the polar Kerr
effect is dominant. In addition, the two other contributions average to zero due to the
radial symmetry of the objective such that [Per07; Neu06; Hof10].
As a result of MOKE the polarization direction of the incident light is rotated by a small
angle θK ∝ mz from the incident polarization. The deflection is detected by the use of a
Wollaston prism and a balanced photodetector. A Wollaston prism separates an incident
beam into two orthogonally polarized components depending on the rotation angle of the
prism itself. This allows to mount the prism such that in the case of zero Kerr rotation,
both partial beams have the same intensity. A small Kerr rotation then reduces the
intensity of one beam and increases the intensity of the other one, leading to a signal
at the balanced photodetector that is proportional to 2θK. When used in combination
with a DC laser system, polar MOKE therefore is a widely used tool to record magnetic
hysteresis loops.
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4.2.2. Time resolved MOKE
The temporal resolution needed to measure FMR using MOKE is achieved by a strobo-
scopic probing scheme. A pulsed Ti:Sa laser operating at a repetition rate frep of 80MHz
is used to generate a pulsetrain of ∼ 150 fs light pulses at a central wavelength of around
800nm. The magnetization dynamics is driven by a microwave current in the GHz range.
If the driving frequency f is a multiple of the repetition rate and if the phase between
laser pulses and microwave signal is constant, the magnetization is always probed at the
same distinct position during the precession. In other words, the magnetization is probed
at a distinct phase Θ between laser pulses and driving field. Mathematically, this probing
scheme is implemented by setting t = tn = n2piω + Θω with any positive integer n and the
phase angle Θ. For an ip magnetized sample, the result is the measured z-component
mz(H,Hr,∆H,Θ) = Re{mz(tn)}= { − cos(Θ)[Ayzd′y −Azzd′′z ] + sin(Θ)[Azzd′z +Ayzd′′y ]}FS(H)+{ sin(Θ)[Ayzd′y −Azzd′′z´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
a1
] + cos(Θ)[Azzd′z +Ayzd′′y´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
a2
]}FA(H)
= A [cos(Θ′)FS(H) + sin(Θ′)FA(H)] .
(4.3)
In the last step the amplitude prefactor A = √a21 + a22 and the effective phase angle Θ′ =
Θ + arctan(a2a1 ) are computed using the appropriate addition theorems (see footnote 4 on
page 82). The important point to recognize is that it is possible to set the phase angle
Θ such that either the purely symmetric, the purely antisymmetric or a mixture of both
lineshapes is measured. A fit to the data using Eq. (4.3) therefore delivers exactly the
same information as an absorption measurement: the linewidth and the resonance field. If
the phase angle can be determined absolutely, the time resolved method allows to separate
different driving field components. A time resolved measurement also allows to directly
measure the precession amplitude ∣mz ∣ = √mz(t)2 +mz(t + T4 )2 = √mz(Θ)2 +mz(Θ + pi2 )2
with T = 2piω . This fact directly follows from the periodicity of mz(t).
To ensure the two abovementioned conditions for stroboscopic probing, all components
must be synchronized to one frequency standard and to one fixed phase. A full sketch
of the experimental setup used is shown in Fig. II.4.2. The frequency standard is set by
a master clock that is part of the laser’s control unit, called “synchrolock”. It creates a
80MHz signal and adjusts the laser repetition rate to this frequency by a feedback loop
(number I in the figure) by changing the laser cavity length via a stepper motor and piezo
actuators holding two of the cavity mirrors.
The synchrolock provides a reference signal (10MHz) which is used to synchronize the
microwave signal generator to the synchrolock both in frequency and in phase. In order
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Figure 4.2.: TRMOKE setup used in this work. For explanation of the components, see the
main text.
to be able to control the phase between microwave signal and laser pulses an electronic
phase shifter (delay) is installed between synchrolock and signal generator. In this way
the phase can be adjusted by the application of a control voltage at the phase shifter. The
actual phase difference between microwave signal and laser pulses is read out by a fast
oscilloscope that is triggered from the laser by a biased photodiode. This trigger pulse
determines the time zero at the oscilloscope. The phase of the microwave signal at the
scope φsc is determined from a cosine fit to the acquired scope signal. It must be noticed
that this phase is arbitrary in the sense that it is not the same phase as present at the
sample (Θ) due to the fact that all cables etc. contribute to an unknown delay such that
Θ = φsc + off. The absolute time zero at the sample must not be known, however, for the
measurements performed in this work1. The phase read off from the oscilloscope is actively
stabilized to a fixed value by varying the control voltage at the phase shifter (feedback
loop II in the figure). This removes long-term phase drifts which are caused by the signal
1It can in principle be determined by the use of Eq. (4.3) if the driving field contributions are known.
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generator. It is therefore possible to measure over very long times (weeks) with a constant
phase.
In order to enhance the signal to noise ratio, a lock-in technique is used to separate the
small dynamical Kerr signal from the background. In the current setup, the signal is
phase modulated by 180° in order to gain the maximum signal possible. For this purpose,
a square signal with a frequency of fmod ∼ 6.6kHz is provided by a second signal generator.
This square signal is mixed with the driving signal thereby reversing the sign every half
period of the modulation signal. In Fig. II.4.3 the stroboscopic technique with phase
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Figure 4.3.: Stroboscopic probing with phase modulation. Laser pulses (red dots) arrive at a
fixed phase every f
frep
period and probe the magnetization at the given instant of time. Due
to a (much slower) phase modulation, the Kerr signal is reversed at the modulation frequency,
enabling a lock-in measurement.
modulation is sketched for the case of a ratio f ∶ frep = 2 ∶ 1 and f ∶ fmod = N ∶ 1, i.e.
the magnetization is probed every second driving period and the modulation frequency is
much slower than both driving and probing frequency. The oop component ofm oscillates
at f and the laser pulses arrive at a certain phase resulting in a dc Kerr signal due to the
fact that the detector bandwidth is ≪ 80MHz. Due to the phase modulation, however, the
magnetization and thus the Kerr signal switch sign every half period of fmod. If fed into a
lock-in amplifier this difference in Kerr signal can be measured with great precision. For
this to work the modulation frequency must of course lie within the detector bandwidth.
If the phase is modulated in this way, the signal transmitted through the sample cannot
be used for the microwave phase stabilization because both phases are sampled and read
at the scope. Therefore, a part of the generator output is directly used instead. The
relative phases between transmitted signal and reference signal is found to be stable (by
observation of the two channels of the oscilloscope) indicating that mixer and amplifier
are phase stable over long times.
The last big part is the optical setup itself, which is based on a Zeiss Axiomat polarization
maintaining microscope. The laser passes a linear polarizer and is focused onto the sample
by a 100× objective with a numerical aperture of 0.9. The FWHM of the resulting beam
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spot is measured to be ∼ 500nm limited by diffraction. The refracted beam again passes
the objective and reaches the detector unit. The sample is mounted on a (x, y, z) piezo
stage which allows to scan the sample by some tens of micrometers under the beam. In
order to locate the sample under the beam and to keep the position of the sample fixed
for long-term measurements a bright field image of the sample is generated by a second
beam path. The divergent light of a LED with λ = 532nm is additionally coupled into
the microscope and creates an illumination spot on the sample thereby enabling bright
field imaging of the sample. The reflected LED light is separated from the laser light
by a dicroic lowpass mirror and the image recorded by a CCD camera. By adjusting
the focusing optics and CCD camera position it is possible to overlay the laser spot with
the center of the LED image and to bring the focal points of both laser and LED image
together. Once this is done, a pattern recognition software can be used to actively stabilize
both sample position and focus.
The optical probing in combination with the high spatial resolution has important ad-
vantages over electrical/absorption measurements in which the averaged magnetization
dynamics is measured. These are:
• the optical probing eliminates spurious induced signals
• the signal does not decrease with sample size as long as the dimensions are larger
than the probing spot
• the phase information allows for better separation of multiple resonance peaks
• the spatial resolution allows to determinate the spatial structure of the dynamics in
confined structures, see section II.6
• if applied properly, resonance position and linewidth in confined structures can be
determined correctly, circumventing the problem of edge modes which artificially
enhance the measured linewidth
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4.2.3. Sample geometry for MOD experiments
In the case of the MOD experiment, a strong dc current needs to be applied to the sample
under investigation in order to see a resolvable shift in the linewidth. It is therefore
favorable to keep the stripe short, in order to minimize Joule heating problems. In this
work, the stripes used for the MOD experiments are chosen to have a dimension of (16 ×
6)µm2. In Fig. II.4.4 the MOD sample structure is shown in an overview image (right
side) and in detail (left side). The images are taken using an optical microscope with a
CCD camera and by scanning electron microscopy, respectively. The sample consists of
Figure 4.4.: Image of a MOD sample. On the right, an overview of the center part of the
sample is given by an optical image. Six different Pt/Py bilayer stripes are placed in the gap of
a CPW. Contact pads allow to apply a dc current through the bilayer stripes. The contact wires
and the CPW are separated by a thick Al2O3 layer similar to the ISHE samples. The left side
shows a detailed SEM image of the stripe used in the MOD measurements to quantify the SHA.
The magnetization dynamics is probed at the center of the stripe using the focused beam of a
pulsed laser system via TRMOKE.
a CPW producing an oop driving field in the gap analogously to the ISHE experiment.
The bilayer stripes are placed in the gap such that the external field can be rotated ip
without changing the driving field efficiency. Different stripe geometries are placed into
one CPW in order to be able to vary the geometry for one magnetic multilayer. The final
results presented in this work are taken on the stripe shown in detail on the left side of
the figure. A measured resonance curve of a pure Py sample of the studied series is shown
in Fig. II.4.5.
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Figure 4.5.: Raw data of a TRMOKE experiment and fit to Eq. (4.3) in order to extract
resonance position and linewidth. The plotted data is taken on a 4nm thick Py sample without
Pt underlayer at 10.08GHz.
73

5. Quantification of the SHE by the Spin
Pumping Driven ISHE
5.1. Spin Pumping
In the search for novel materials and functional multilayer systems, it has been noticed in
the early 2000s that the FMR linewidth and the determined damping parameter changes
if thin FM layers are capped with heavy NM layers [Urb01; Miz01b; Miz01a]. The ex-
perimental results have subsequently been explained by the so-called spin pumping (SP)
theory [Tse02a; Tse02b]. The theory is based on magnetoelectronic circuit theory and
describes the spin current generation at a NM/FM interface driven by the magnetization
dynamics in the FM under the assumption that the dynamics is much slower than spin
relaxation. Tserkovnyak et al. have shown that in this case the motion of the magneti-
zation vector induces a spin current at the NM/FM interface, flowing from FM into NM
direction given by
js,pump = h̵
4pi
(Re{g˜↑↓}m × dm
dt
− Im{g˜↑↓} dm
dt
) . (5.1)
The pumped spin current density depends on the real and imaginary part of the SMC g˜↑↓;
the equation in this form holds for the case that the FM thickness is larger than the spin
coherence length [Tse02b]. It therefore depends on the exact same interfacial transport
parameter that determines the (dc) spin current transport from NM to FM. Since the spin
current is created directly at the NM side of the interface it will generally build up a spin
accumulation within the NM that falls off exponentially as a function of the distance from
the interface due to spin relaxation in the NM. In the case of very fast spin relaxation,
the spin accumulation is approximately zero such that all of the pumped spin current is
dissipated immediately. However, for a finite spin flip time, the spin accumulation that
builds up will lead to a spin current backflow into the FM, which is described by the
same drift diffusion formalism used to describe the transport of a spin current across the
interface in section I.2.4. For this reason the net spin pumping current is reduced if a)
the NM layer is too thin, such that part of the spin current is reflected back and re-enters
the interface and/or b) the ratio of spin scattering time and momentum scattering time
 = ττs is small, such that a high spin accumulation builds up at the NM/FM interface
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Figure 5.1.: Spin current and spin accumulation created by SP from FM into NM. Top: In a
NM/FM bilayer the FM is brought to FMR. This creates a spin current source at the NM/FM
interface by the SP effect. As a result a spin accumulation builds up (right), leading to a partial
backflow of the primary spin current into the FM thereby reducing the net spin current dissipated
into the NM (left).
driving a spin current back into the FM. The spin accumulation within the NM can be
calculated using the drift diffusion equation with the boundary condition given by the
SMC as discussed in section I.2.4 at the NM/FM layer and a source of spin current at
the NM side of the NM/FM interface. The exact procedure can be found in [Tse02b]1. If
the precession frequency of the magnetization is much lower than the spin flip rate, the
solution of the spin chemical potential (notation of [Tse02b]) and the spin current density
are calculated to be2
µs(z) = js(z = 0)4λsd∣e∣2
h̵σ0N
cosh(dNM−zλsd )
sinh(dNMλsd ) ⇒ js(z) = js(z = 0)
sinh(dNM−zλsd )
sinh(dNMλsd ) (5.2)
The spin accumulation at the interface is therefore proportional to the spin diffusion
length of the NM and inversely proportional to its bulk conductivity σ0N. The higher
the spin accumulation at the interface, the higher the backflow current such that the
primary, pumped spin current is reduced and the net spin current leaving the interface is
js(z = 0) = jspump − jsback. The net current is calculated by using the boundary condition
Eq. (2.22) to evaluate the backflow current and then solving for js(z = 0). The final result
is
js(z = 0) = h̵
4pi
(Re{g˜↑↓eff}m × dmdt − Im{g˜↑↓eff} dmdt ) , (5.3)
1note that the definition of the spin current in eq. 9) of [Tse02b] differs from the definition used in section
I.2.1.2. This also affects the boundary condition for the backflow, eq. 13) such that the result (the
backflow parameter β) is independent of the exact definition at the very end. Note in addition that
js = Is
S
.
2the Einstein relation σN = ∣e∣2D(2N ) is used in the expression for µs
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which corresponds exactly to the primary pumped spin current with a rescaled SMC g˜↑↓eff
that can be expressed, to the first order of Im{g˜↑↓}, as
Re{g˜↑↓eff} = Re{g˜↑↓}1 + βRe{g˜↑↓} , Im{g˜↑↓eff} = Im{g˜↑↓}[1 + βRe{g˜↑↓}]2 (5.4)
with the backflow factor
β = ∣e∣2
h
2λsd
σN
1
tanh(dNMλsd ) =
√
3
4
1
tanh(dNMλsd )
1
Re{g˜↑↓} . (5.5)
The last equality is true within the free electron model and if Re{g↑↓} ≈ gSh with the
number Sharvin conductance gSh [Tse02b; Jia13, see eq. (62), supplementary material].
This result shows that a precessing FM induces a spin current from the FM into the NM,
i.e. it acts as a spin current source. To quantify this spin current, both the magnetization
dynamics and the effective SMC need to be known.
The spin current leaving the FM corresponds to a loss of angular momentum which, by
angular momentum conservation, manifests itself as an additional torque T = γMsdF js(z =
0) that has to be added to the LLG equation. The normalization to the magnetic moment
per area is the result of the interfacial nature of the torque. This torque can be included
into the LLG equation via a renormalization of both gyromagnetic ratio γ → γsp and
damping parameter α → αsp [Tse02a; Zwi05]3:
γsp = γ
1 − γh̵
4piMsdF
Im{g˜↑↓eff}
αsp = γsp
γ
(α + γh̵
4piMsdF
Re{g˜↑↓eff}) .
(5.6)
A short estimation of the implication of these results can be made using values for G˜↑↓ for
metallic bilayers and the Fermi vector kF for Pt from table I) of [Han13a]. The change
of the gyromagnetic ratio is calculated to be γspγ = 1.0012 using Eq. (5.6), Im{G˜↑↓} =
0.9 × 1014 1Wm2 , µ0Ms = 0.9T and γ = 185 radT s as typical values for Py. The change is in
the range of one over thousand and therefore does not play a significant role in an FMR
measurement. A completely different scenario holds for the Gilbert damping parameter:
assuming a damping parameter for bare Py of α = 0.008, αsp = α + δα can be computed,
with δα = 0.0084 for Re{G˜↑↓} = 6.0 × 1014 1Wm2 and dPy = 4nm; therefore the change
is more than 100%. Via FMR measurements it is therefore possible to determine only
3Note that 4piMs in SI units is ≈ 12.57 ×Ms, with [Ms] =A/m and should not be confused with the
sometimes used saturation magnetization 4piMs in cgs units with [4piMs]=gauss
77
5.1. Spin Pumping
Re{G˜↑↓eff}. For each NM layer thickness one then calculates the effective SMC via
Re{g˜↑↓eff} (dNM) = [αsp(dNM) − αF] 4piMsdFγh̵ . (5.7)
From a thickness-dependent measurement it is possible to deduce both Re{g˜↑↓} and λsd
via
Re{g˜↑↓} = g˜↑↓eff(dNM)
1 − βg˜↑↓eff(dNM) = g˜
↑↓
eff(dNM)
1 − ∣e∣2h 2λsdσ0N 1tanh( dNM
λsd
) g˜↑↓eff(dNM) . (5.8)
The additional parameters that must be known for the analysis of the data are therefore
the magnetic moment per area, MsdF which can be measured using a magnetometer, γ
which can be evaluated via FMR and the bulk conductivity of the normal metal, σ0N.
5.2. SP Driven ISHE
In the last section it has been shown that in a NM/FM bilayer, when the FM undergoes
FMR, a spincurrent is injected from the FM into the NM. This spin current is converted
into a charge current via the ISHE if there is a sizeable SHE in the NM. The charge current
can then be detected by picking up the resulting voltage across the sample. The ISHE
can in this way be used for the quantification of the SHA in the NM once all important
parameters like the SMC and the magnetization dynamics are known. The technique of
measuring the ISHE, as well as a historical overview has been worked out recently in the
author’s workgroup and can be found as Ph.D. thesis [Obs15] with the key parts of that
work published in [Obs14; Wei14]. The same knowledge has subsequently been used in
another Ph.D. thesis [Här16]. The ISHE part of the presented work therefore directly
follows [Obs15].
5.2.1. Origin and form of the ISHE voltage
As shown in the spin pumping section, the injected spin current itself is time-dependent
and can be written down explicitly using Eq. (5.3) and the time-dependent magnetization
vector (in its real form), Eq. (3.6) as
js(z = 0) = − h̵ω
4pi
⎡⎢⎢⎢⎢⎢⎢⎢⎣
Re{g˜↑↓eff}⎛⎜⎜⎜⎝
Im{∆my′(t)mz′(t)}−Im{∆mz′(t)}
Im{∆my′(t)}
⎞⎟⎟⎟⎠ + Im{g˜↑↓eff}
⎛⎜⎜⎜⎝
0
Im{∆my′(t)}
Im{∆mz′(t)}
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎥⎥⎥⎦
. (5.9)
In this expression, the x′-component Im{∆my′(t)mz′(t)} = Im{∆my′ ∆mz′} is constant
in time, whereas the other components periodically vary in time with period T = 2piω .
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Performing the time average results in the dc component of the pumped spin current
jsdc(z = 0) = ⟨js(z = 0)⟩T = − h̵ω4piRe{g˜↑↓eff}Im{∆my′ ∆mz′} xˆ′. (5.10)
In this equation, Im{∆my′ ∆mz′} = ∣∆my′ ∣∣∆mz′ ∣sin(ϕz − ϕy) which is used to evaluate
micromagnetic simulations in which the absolute phases of the two magnetization compo-
nents, ϕz and ϕy are known.
The spin current evolves into the NM following Eq. (5.3) and, at every point in z, acts
as a charge current source due to the ISHE according to Eq. (2.6) such that the current
density is given, in laboratory coordinates, by
jcdc = 2∣e∣h̵ θSHzˆ × js (5.11)
at every point in the NM. In a measurement, one certain ip component of this current is
measured which is given by the geometry of the sample; in this work it the x-component.
Thus, the x-component of the charge current density is averaged over the thickness of the
sample, where of course the FM region contributes with zero current density but shunts
the measured voltage and therefore has to be taken into account:
⟨jcx(z)⟩z = 1dNM + dF ∫ dNM−dF dzjcdc,x= ∣e∣
2pi
θSH
dBL
Re{g˜↑↓eff}ωIm{∆my′ ∆mz′} sin(ϕ)λsdtanh(dNM2λsd).
(5.12)
Here, the sin(ϕ) comes from the transformation of Eq. (5.10) into laboratory coordinates
and dBL = dNM + dF is the total thickness of the bilayer. This current, by Ohm’s law
V = RI = 1σBL LdBLw wdBL ⟨jcx(z)⟩z, leads to a voltage that can be picked up in x-direction
and is given by
VISHE ≡ Vx = ∣e∣2pi θSHLσBLdBLRe{g˜↑↓eff}ωλsdtanh(dNM2λsd)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶Im{∆my′ ∆mz′} sin(ϕ)= V 0ISHE Im{∆my′ ∆mz′} sin(ϕ). (5.13)
The voltage along x is at maximum if the stripe is magnetized along y, which results from
the cross product in the ISHE conversion equation Eq. (5.11). The shape of the voltage
curve as a function of the external field, Vx(H) is determined by Im{∆my′ ∆mz′} and
can be calculated from the susceptibility and the driving fields, allowing to compute the
SHA θSH from the measured voltages. Using the approximated susceptibility Eq. (3.15),
it can be shown that Im{∆my′ ∆mz′} ∝ FS(H) such that the measured lineshape is
always symmetric with respect to the resonance field for any driving torques and relative
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phases. It will be shown in the next section how to set up a measurement in order to
exclude parasitic effects from an ISHE measurement. As a result, the ISHE voltage must
be recorded at ϕ = 90°, i.e. the magnetization must be perpendicular to the stripe. If all
magnetic parameters and the dynamics are known, the measured voltage at this angle can
be normalized in such a way that, from the result, both the spin diffusion length and the
SHA can be obtained by fitting to:
V normISHE = 2pi∣e∣ GsheetL VISHE(ϕ = 90°)Re{g˜↑↓eff}ωIm{∆my′ ∆mz′} = θSHλsdtanh(dNM2λsd). (5.14)
In the above expression Gsheet = σBLdBL is the measured sheet resistance of the bilayer.
5.2.2. Rectified voltage due to anisotropic magnetoresistance
The voltage due to ISHE, unfortunately, is not the only one that is measured when per-
forming a voltage measurement at an arbitrary ip field angle. An additional signal source
consists of a rectification signal due to an induced current in the sample stripe and the
time varying anisotropic magnetoresistance (AMR). It is known since 1875 that, in a FM,
the longitudinal resistance depends on the angle between the magnetization and the cur-
rent direction. This effect leads to a change in Ohm’s law and results in a field created by
an electrical current [McG75; Jur60]:
E = ρ⊥jc +∆ρm(m ⋅ jc) + ρHm × jind. (5.15)
Here, ρ⊥ and ρ∥ denote the resistivity form ⊥ jc andm ∥ jc, respectively and ∆ρ = ρ∥−ρ⊥.
In this equation it is evident that the the multiplication ofm and jc leads to a rectification
of the ac current that, in turn, leads to a dc component in the measured voltage. Assuming
precessional motion ofm and an induced ac current in x-direction jcx, the rectified field in
x-direction is calculated by taking the time average of Ex and by considering only terms
linear in ∆mi [Che16]:
Edc,x = −12∆ρ sin(2ϕ) [Re{jcx}Re{∆my′} + Im{jcx}Im{∆my′}] . (5.16)
Conventionally, in an AMR measurement time zero is defined by the ac current within the
sample such that Im{jindx } = 0 → jindx (t) = jindx cos(ωt). In the above equations, ∆ρ is the
change in resistivity of the FM and jindx is the current density in the FM. However, the
AMR signal can also be expressed in terms of ∆R and I indx . The advantage is that ∆R
can be measured directly and that I indx is the quantity that enters the parasitic driving
fields described in the next part. The AMR rectified voltage is than expressed as [Che16;
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Obs15]
VAMR ≡ Vdc,x = LEdc,x = −12∆RI indx´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶ Re{∆my′} sin(2ϕ)= V 0AMR Re{∆my′} sin(2ϕ). (5.17)
The dependence of the voltage on Re{∆my′} suggests that, in general, the AMR lineshape
contains both symmetric and antisymmetric parts. Therefore, it is not possible to separate
the AMR voltage from the ISHE voltage by a simple lineshape analysis. In fact, there
has been a long discussion within the community whether the dc-voltage measured in
NM/FM bilayers undergoing FMR can be attributed to ISHE [Mos10b; Mos10a] or is
polluted by spurious AMR [Har11]. The debate eventually converged into the agreement
that both effects are present and have to be disentangled carefully by angular dependent
measurements [Aze11; Bai13a; Obs14; Har16].
5.2.3. Angular dependence of AMR and ISHE voltage
To show how the separation works in the case of an ip angular dependence the equations
for AMR and ISHE voltage have to be evaluated by taking into account specific driving
fields and the use of the susceptibility approach in order to get an expression for ∆m. In
the experiment conducted in this thesis, the ISHE is measured in the following way: the
NM/FM bilayer is structured into a long stripe, 350×6µm2 with the long axis parallel to xˆ;
with the voltage picked up along this length. In Fig. II.5.2 the geometry and the different
driving fields are sketched. The primary driving field hCPWz is created by a coplanar
Figure 5.2.: Driving fields/torques in an ISHE measurement. The primary driving field hCPWz
is out of phase with the other fields created by the induced current Iind.
waveguide and is nearly homogeneous and solely along zˆ. Due to electric coupling, a
current Iind,x is induced in the bilayer, which leads to the AMR signal discussed before.
This current in addition creates driving torques via two effects: the Oersted field created
by the current flow as discussed in section II.2.2.2 and the SOTs due to current flow. To
the knowledge of the author, the inhomogeneous contribution hindz (y) was never accounted
for in the past, probably since it is antisymmetric with respect to the stripe center and
supposed to average out. However, the ISHE signal is quadratic in hz such that this
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argument does not hold and hindz (y) needs, in principle, to be included. In addition the
SHE will exert a damping-like driving torque on the magnetization which again depends on
the induced current density in the NM only. The last effect that contributes to the driving
is the field-like SOT, which is denoted by τFL, acting in the same form as the induced
ip Oersted field. Time zero is chosen such that the induced current - and therefore the
driving fields/torques created by it - have zero phase; in return the primary field has
a phase ϕCPW attached to it. Summing up these effects leads to the following driving
fields/torques:
• hCPWz (t) = hCPWz cos(ωt + ϕCPW)
• hindz (t, y) = hindz (y)cos(ωt)
• τDL(t) = −τDLcos(ωt)
• hind,Oey (t) = hind,Oey cos(ωt)
• τFL(t) = τFLcos(ωt)
In these expressions, all constants are real numbers. The magnetization dynamics is
evaluated in the coordinate system of the magnetization such that each component has to
be transformed correspondingly. The total ip driving field is then
dy′(t) = heffy cos(ϕ)cos(ωt), heffy = hind,Oey + τFLµ0 . (5.18)
The total oop driving field is space dependent and involves some trigonometry4 to evalu-
ate:
dz′(t, y) = deffz′ (y)cos [ωt + ϕeff(y)]
deffz′ (y) = √a2 + b2, ϕeff(y) = arg{a + i b}
a ≡ hCPWz cos(ϕCPW) + hindz (y) − τDLµ0 cos(ϕ), b ≡ hCPWz sin(ϕCPW)
(5.19)
Here arg{z} denotes the argument of a complex number z. This allows to evaluate the
quantities Im{∆my′ ∆mz′} and Re{∆my′} using Eq. (3.7) together with the the defini-
tion of the susceptibility tensor Eq. (3.15) as a function of the symmetric/antisymmetric
4 a cos(ωt + ϕa) + b cos(ωt + ϕb) = c cos(ωt + ξ), c = √x2 + y2, ξ = arg{x + i y} ≡ arctan( yx)
x ≡ a cos(ϕa) + b cos(ϕb), y ≡ a sin(ϕa) + b sin(ϕb)
as can be proved by using Euler’s identity. The autor wants to thank Richard G. Lyons for post-
ing this fact in: “Sum of two sinusoids” online (12/2017): https://dspguru.com/dsp/tutorials/
sum-of-two-sinusoidal-functions/
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lineshapes Eq. (3.16). Doing the math leads to:
Im{∆my′ ∆mz′} (y) = {AyyAyz (heffy )2 cos2(ϕ) +AzzAyz [deffz′ (y)]2− [A2yz +AyyAzz]heffy cos(ϕ)deffz′ (y)sin [ϕeff(y)]}FS(H)
Re{∆my′} (y) = Ayzdeffz′ (y)cos [ϕeff(y)]FS(H)+ {Ayyheffy cos(ϕ) −Ayzdeffz′ (y)sin [ϕeff(y)]}FA(H)
(5.20)
Im{∆my′ ∆mz′} indeed has a purely symmetric lineshape while Re{∆my′} has a sym-
metric as well as an antisymmetric contribution. Due to the oop Oersted field, these
quantities are space dependent; however, in an experiment one effectively measures the
mean voltage across the stripe width. In a first order approximation this can be taken into
account by assuming that the magnetization evolves following the locally present driving
field at every point across y. The measured quantities are then given by the average of
the above expressions across the stripe width, which, in turn is computed by averaging
the respective driving torque contribution. Performing the average leads to
⟨heffy ⟩y = heffy
⟨[deffz (y)]2⟩
y
= (hCPWz )2 + τ2DLcos2(ϕ) − 2hCPWz cos(ϕCPW)τDLcos(ϕ) + I2ind12w2⟨deffz′ (y)sin(ϕeff)⟩y = ⟨hCPWz sin(ϕCPW)⟩y = hCPWz sin(ϕCPW)⟨deffz′ (y)cos(ϕeff)⟩y = ⟨hCPWz cos(ϕeff) − τDLcos(ϕ) + hz(y)⟩y= hCPWz cos(ϕCPW) − τDLcos(ϕ)
(5.21)
These averaged torques are substituted into Eq. (5.20) and the obtained averaged dynamic
quantities are used in Eq. (5.13) and Eq. (5.17) to obtain explicit expressions for the
measured voltage.
The measured voltage curves Vmeas(H) are fit to
Vmeas(H) = VSFS(H) + VAFA(H) (5.22)
in order to extract the symmetric (VS) and antisymmetric (VA) voltage amplitudes. These
amplitudes are then plotted as function of the ip angle ϕ = ϕH and are described by the
following expressions to fit the measured voltage data:
VS = a sin(ϕ) + b sin(2ϕ) + c cos(ϕ)sin(2ϕ)
VA = d sin(2ϕ) + e cos(ϕ)sin(2ϕ) (5.23)
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with the parameters
a ≡ V 0ISHEAzzAyz [(hCPWz )2 + I2ind12w2 ]
b ≡ −1
2
V 0ISHEh
CPW
z {2AzzAyzcos(ϕCPW)τDL + (A2yz +AyyAzz)heffy sin(ϕCPW)}+ V 0AMRAyzhCPWz cos(ϕCPW)
c ≡ Ayz {12VISHE [Ayy (heffy )2 +Azzτ2DL] − V 0AMRτDL}
d ≡ −V 0AMRAyzhCPWz sin(ϕCPW)
e ≡ V 0AMRAyyheffy
(5.24)
What immediately strikes the eye, is the fact that there is only one contribution that
has a sin(ϕ) dependence and delivers the pure ISHE signal from VS at ϕ = 90°. All other
contributions are zero at this angle. This means that, if the external field angle is carefully
adjusted in the experiment by searching for the zero crossing in the antisymmetric voltage
signal, the pure ISHE voltage without any parasitic contribution from AMR is measured.
However, the amplitude of the symmetric voltage determined at this angle depends - due
to the inhomogeneous Oe field - on the strength of the induced current, which is a priory
unknown.
In sec. (6.2) of [Obs15] it has already been shown that a full angular measurement al-
lows to determine the additional driving field and phase by a system of equations similar
to Eq. (5.23), however both τDL and hindz (y), as well as the mixing term ∝ heffy deffz′ in
the ISHE voltage are not included in the analysis of this work. Nevertheless, from the
data of the above-mentioned thesis, a rough estimation of Iind can be obtained for the
Pt/Au(12 nm)Py(12 nm) samples studied5. At 10GHz, µ0hCPWz ≈ 0.3mT and Iind ≈ 3mA,
in a 5 µm wide stripe. This leads to a total effective driving field of µ0
√(hCPWz )2 + I2ind12w2 =
0.37mT which is significantly (∼ 25%) higher than the primary driving field and therefore
leads to an overestimation of the spin Hall angle. To circumvent this problem, a full an-
gular measurement can be used to determine the strength of the induced current and to
use the value in order to correctly evaluate the ISHE signal.
When looking at Eq. (5.23) it is realized that there are more unknown parameters (6) than
equations (5) such that additional interconnections of the parameters are needed in order
to get a unique set of parameters from a fit to the data. The most natural one is to relate
the induced current to the AMR voltage by
V 0AMR = −12∆RIind. (5.25)
5Used: eq. (7.5) on p. 103, fig. (7.3) on p. 100, fig. (4.3) on p. 62 and the results from the discussion in
section 6.2 as well as Eq. (2.2) of this work
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This is possible due to the fact that ∆R can be determined in a static angular dependent
AMR measurement prior to the dynamic ISHE experiment.
5.3. Experimental Access to ISHE
A sketch of an ISHE sample is shown in Fig. II.5.3. The voltage scales linearly with the
length L of the stripe such that it must be long enough to give rise to a sufficient signal but
short enough to keep the microwave power approximately constant across the full length.
Therefore, as a first step in the preparation of an ISHE sample a (350× 6)µm2 long stripe
is patterned from the deposited NM/FM multilayer by Argon ion milling. The stripe is
subsequently contacted by bondpads consisting of a few nm Ti as sticking layer followed
by 50nm Au. By pre-sputtering prior to evaporation, the contact resistance is ensured to
be negligible compared to the resistance of the bilayer stripe. The magnetization dynamics
Figure 5.3.: Schematics of an ISHE sample. The Pt/Py bilayer is patterned into a long stripe
and contacted with Au bond pads. A CPW is structured on top such that the stripe lies in
the middle of the gap. To separate CPW and stripe electrically, a thick Al2O3 layer is grown
in between. Holes in the signal line allow for wire bonding on the contact pad. Adapted from
[Obs15] with kind permission of M. Obstbaum.
is excited by an rf magnetic field that must be known as precise as possible. Instead of
using an external CPW structure like in the full film FMR setup, the CPW is therefore
structured directly on top of the stripe in one liftoff step. The placement is such that the
bilayer lies in the gap of the center part of the CPW and holes in the signal line allow for
bonding to the electrical contacts of the bilayer as can be seen in the sketch. The total
length of the CPW is ∼ 2mm in order to have enough space for the holes and to match the
ends of the CPW to the dimensions of the sample holder. The narrower center region of
the CPW has the following dimensions: center line width: 50 µm, gap: 30µm, ground line
width: 25 µm. The evaporated layers are again a few nm of Ti and 150 nm of Au. These
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dimensions allow for the creation of high enough driving fields using the microwave power
available.
To electrically separate the CPW from the bondpads, a 150nm thick Al2O3 layer is grown
in between the two layers. The Al2O3 is grown in an atomic layer deposition system which
ensures a closed layer even at the edges of structures.
The CPW itself is wire bonded to the sample holder’s CPW in order to ensure a good
transmission through the whole system. In the experiment the power directly before and
after the sample holder, Pin and Pout, are measured using a commercially available and
calibrated powermeter. These values are then used to compute the primary driving field
acting on the sample from a simulation of the current density distribution. The stripe
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Figure 5.4.: Fitting of a ISHE voltage curve. The red solid line is a fit to Eq. (5.22), the two
green lines represent the symmetric (solid line) and antisymmetric (dashed line) contribution.
The curve is taken on a Pt(4nm)Py(4nm) sample at 12GHz and the external field is tilted by
25° from the perpendicular configuration such that the AMR is the dominant source of voltage
in this case.
is connected to a Keithley nanovoltmeter which is precise enough to read the signals of∼ 10µV obtained in the measurements. The measurement mode is then similar to the
previously described FMR: At a fixed frequency the field is swept and the dc voltage is
recorded. The resulting curve is fitted to Eq. (5.22) in order to extract the symmetric and
antisymmetric voltage components, see Fig. II.5.4. These values are then further evaluated
in the experimental results section of the thesis.
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Microstripes
In some situations, the above-mentioned macrospin approximation breaks down and, in-
stead of a uniform precession, propagating or standing spin waves are exited. Due to the
fact that SOT experiments are often conducted on micrometer wide stripes, standing spin
waves (SSW) occur in this quantization direction. This fact can, in certain situations,
lead to deviations in determined parameters, if the experimental data is evaluated in the
macrospin framework. Care must therefore be taken in order to minimize the impact of
SSWs on the respective experiments. The following section gives a short introduction into
spin waves in thin FM films. Subsequently, the SSW patterns forming in FM stripes are
explained and the impact on the SOT measurements is discussed.
One way to excite a spin wave is to use local magnetic fields to non-uniformely drive the
magnetization. In this case, spin waves that travel away from the excitation point are
created, as would water surface waves do when a stone is dropped into a calm lake. A
comprehensive description concerning spin waves can be found in [Sta09; Gur96]. For
a short but comprehensive introduction the reader is also referred to the theory part of
[Edw12], where a historical overview is given about the topic1. In addition, [Sch13; Bau14]
cover similar aspects.
There are two main interactions that are key in the understanding of the properties of
spin waves: the exchange interaction, which is strong but local, and the dipole-dipole
interaction, which is much weaker but long ranged. This leads to two limiting regimes
of spin waves: a) short wavelengths, where the spin-spin canting is large such that the
energy contribution from exchange dominates and b) long wavelengths, where the spin-
spin canting is negligibly small such that the energy contribution results mostly from the
dipolar interaction [Edw12]. The latter case is discussed in this thesis due to the geometry
of the samples.
In a thin FM film, the dispersion relation can be reduced to k vectors in the film plane
due to the fact that a nonhomogeneous magnetization profile along z-direction causes a
large exchange energy. An important quantity in this context is the so-called exchange
1the cited thesis also points out the difference in nomenclature concerning spin waves
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length [Abo13]
lex = √ 2A
µ0M2s
. (6.1)
which, for Py, is lex ≈ 5nm [Abo13]. In a thin film of the order of lex, there is no variation
of the magnetization profile along the z direction2. It is therefore sufficient to seek for
solutions of plane waves with ip k vector by solving the LLG equation. At the same time,
the dynamic nonhomogeneous demagnetizing field, which is created by the nonhomoge-
neous precession, must obey Maxwell’s equations. For a thin FM film and small k vectors
(kdF ≪ 1) without considering anisotropies, the dispersion relation can then be expressed
as [Sti16], adapted from [Kal86]:
( ω
µ0γ
)2 = (H +Msl2exk2 +Ms − Ms2 kdF)(H +Msl2exk2 + Ms2 kdF sin(ϕk)2) . (6.2)
Here, H is the magnitude of the external field and ϕk is the angle between the spinwave
propagation direction with wavevector k and the static magnetization meq, which is as-
sumed to be parallel to the external field. Figure II.6.1 shows a plot of the dispersion
relation for a 10 nm thick Py film subject to an applied field of 10mT in y-direction.
Two things can be noted immediately from the dispersion relation: For long (micrometer)
wavelengths/small k, the dynamics is governed by the dipolar interaction such that the
exchange term can be neglected, whereas for large k the opposite holds and the dispersion
relation becomes quadratic in k [Kal86]. Second, in the dipolar regime the dispersion
relation is, in contrast to e.g. light waves in isotropic media, inherently anisotropic. The
two limiting cases are: a) ϕk = 0° where the propagation is along the equilibrium mag-
netization; these waves are called backward volume waves (BV) and b) ϕk = 90° where
the propagation is transverse to the equilibrium magnetization; these waves are called
Demon-Eshbach waves (DE). The DE waves are characterized by a positive slope in the
dispersion relation whereas the BV branch of the dispersion relation shows a negative
slope around k = 0. This difference has a striking impact on the spin wave physics for
both field configurations. The physical reason for the different behavior is the fact that
DE waves produce both volume and surface demagnetizing fields, while BV waves only
produce surface demagnetizing fields [Bau14].
The excitation efficiency SW of a spin wave depends on the overlap integral of excitation
field and mode profile [Sch15], [Gur96, chapt. 6.3]
SW ∝ ∫ 2pik0 dxh(x)q(x, k), (6.3)
2There exist standing spin waves in z-direction, if the sample is thicker than lex. These SSW are called
perpendicular SSW (PSSW), see e.g. [Sch15]. However, as only very thin films (dF < 3lex) are studied
in this work, these types of SSW can be neglected as the resonance frequencies/fields lie far outside the
available ranges.
88
k B
Vy
 (1/µm
)
10
5
0
5
10
k
DE
x
 (1/µm
)
3
2
1
0
1
2
3
f 
(G
H
z)
3.0
3.5
4.0
4.5
5.0
Figure 6.1.: Dispersion relation for a 10 nm thick Py film. The applied field is H = 10mT in
y-direction. Projections for the DE case (kBVy = 0) and the BV case (kDEz = 0) are drawn on
the walls of the cube. The DE branch has a positive slope, whereas the BV branch starts with a
negative slope around k = 0.
with the mode profile q(x, k) ∝ cos(ωt − kx) for plane waves. If a homogeneous driving
field is present at the sample, no propagating spin waves are excited in the bulk because
the excitation efficiency is zero3; to excite propagating waves therefore antenna structures
producing nonhomogeneous driving fields are used [Sti16; Cha14]. However, a homoge-
neous driving field can excite standing spin waves in confined structures, since these can
have even symmetry in space. This topic is covered in a very detailed way in [Bay06]. The
book chapter covers a full theoretical description as well as experimental and simulation
results and is closely followed in this thesis.
In the following two sections, SSWs across the width of long stripes (L≫ w) are treated.
The long axis of the stripe is assumed to be in x-direction. There are two limiting cases
considering the external field direction which differ in mode structure and resonance posi-
tion: a) the external field is applied along x, this case is called longitudinally magnetized
stripe and b) the external field is applied along y, this case is called transversely magne-
tized stripe. The intermediate cases where H lies at an angle 0° < ϕ < 90° is given by a
combination of both cases.
3Strictly, at any edge of a FM film, spin waves are excited also for a homogeneous driving field due to
the symmetry breaking at the edge.
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6.1. Longitudinally Magnetized Stripes
In a longitudinally magnetized stripe, the equilibrium magnetization is fully saturated
along H ∥ xˆ because there are no static demagnetizing fields in the (infinitely) long di-
rection. The problem then reduces to a one-dimensional one, where the mode profile
in y is searched for. The applicable dispersion relation in this case is the DE branch
of Eq. (6.2) since the propagation direction is perpendicular to the external field. It is
shown in [Bay06] that the confinement leads to a discrete set of eigenmodes that have a
symmetric/antisymmetric spatial profile for odd/even indices n
qSn(y) = ASncos(κny), qAn (y) = AAn sin(κny)
κn = npi
ω
d(p) − 2
d(p) , d(p) = 2pip (1 − 2ln(p)) , p = dFw (6.4)
and the corresponding eigenfrequencies
fn = γ2pi
√
µ0H (µ0H + µ0Ms) + pi4 (µ0Ms)2 dFw (2n − 1), n = 1,2,3, ... (6.5)
By comparing this equation to the Kittel formula for FMR it is recognized that the fre-
quencies are shifted up by a factor depending on the mode number and the thickness to
width ratio dFw . Therefore, the first mode n = 1, which appears as the main peak in a
measurement, slightly shifts down in field from what would be expected for full film FMR.
It should be noted that shifts in frequency and field are reciprocal, therefore the higher
order SSW lie lower in field.
Due to the fact that the spacing in field of the different modes depends on dFw , there are
three different regimes:
• very narrow stripe: the mode spacing is large and much bigger than ∆H such that
all peaks can be distinguished in a fit. This allows for separation of the peaks and
the correct linewidth is measured.
• intermediate ratio: dFw is such that the peaks start to overlap in field and cannot be
separated by a fit. This situation can lead to an over/underestimation in linewidth.
• very wide stripe: the mode spacing is much smaller than ∆H such that the effect of
the SSWs can be completely neglected.
For a SOT measurement, it is therefore crucial to avoid the intermediate regime.
In order to study the effect of the superposition of SSW on the measurements, a numerical
routine is used4 that solves for eigenfrequencies and -modes for a given external field value.
4The author wants to thank Hans Bauer [Bau14] for providing the code of this solver
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By solving the problem for a series of fields, a field-swept measurement can be mimicked
as shown in Fig. II.6.2 for a 12nm thick and 4 µm wide Py stripe. At first, the intersects
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Figure 6.2.: Numerical calculation of SSWs in a 12 nm thick, 4 µm wide longitudinally mag-
netized Py stripe and comparison with measured TRMOKE data. a) Dispersion branches of
different modes and intersects with a fixed frequency. b) corresponding mode profiles. c) modes
are put into array to visualize behavior in a (H,y) plane. d) linewidth and probing spot size are
added. e),f) measured data; e) shows a cut along the middle of the stripe (y = 3) together with a
fit to extract Hres,n and ∆H. The slight deviation of computed and measured mode profiles is a
result of a small oop anisotropy which is neglected in the numerical approach.
of the dispersion branches with a fixed measurement frequency f are calculated, as shown
in panel a); resulting in the respective resonance fields. The corresponding eigenmodes are
taken and scaled with their excitation efficiency, see panel b). Due to the homogeneous
driving field only the odd modes are excited. In a measurement the SSWs are studied by
taking linescans across the width of the stripe for a set of external applied fields H. Panel
c) thus shows the eigenmodes in an intensity plot with the x-axis being the field and the
y-axis being the space coordinate to see the position of the modes in field. Note the zero
padding along y, needed for the next step to follow. The stripe extends from 1 to 5µm.
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In a next step, the modes are given a finite linewidth in field ∆H. For SSWs with small k
vector, the quality factor and the frequency linewidth ∆f are approximately equal to the
one of FMR [Gur96, chapt. 6.3]. These must be converted to a linewidth in field, which
depends on the slope of the dispersion relation: ∆H = ∆f (∂fn∂H )−1 [Sha09]. Looking at the
dispersion branches, the variation in slope between different modes is very small such that
in first order the same ∆H is assumed for all modes. Mathematically this is done by a
convolution of the array of c) with a Lorentzian line in H-direction. To take into account
the spot size of the laser in a measurement the image is subsequentially convolved with a
Gaussian beam profile in y-direction. Panel d) shows the final result of the computation
whereas panel f) shows a corresponding TRMOKE measurement taken on a Py stripe at
10.08GHz. The striking similarity of computed and measured data proves the validity of
the numerical methods used. Panel e) shows a linecut of the data f) at the middle of the
stripe as a function of field. The knowledge of the properties of the eigenmodes allows for
the use of a multipeak fit that assumes a fixed linewidth and one fixed phase for all peaks.
Up to 4 peaks are detected, corresponding to mode number n = 7.
6.2. Transversely Magnetized Stripes
The case of transversely magnetized stripes (H ∥ yˆ) differs from the above-mentioned case
in two main points:
a) the applicable dispersion relation branch is the BV one. This leads to a much smaller
mode spacing in field, due to the fact that the slope of the dispersion relation is much
lower compared to the DE case.
b) the internal field is no longer homogeneous across the stripe width (in y-direction) due
to the static demagnetization field. An analytic expression for the internal field is given
by [Bay06]
Hint =H − Ms
pi
[arctan( dF
2y +w) − arctan( dF2y −w)] . (6.6)
In Fig. II.6.3, the internal field is shown as computed for a 10 nm thick, 1 µm wide Py
stripe for different externally applied fields. At low external field values the internal field
obtained even goes to zero at the outer regions of the stripe. In reality, this situation
corresponds to a magnetization configuration that is no longer saturated along y at the
edge region of the stripe but bends by 90° to align with the edge in x-direction. The black
solid line represents the value of the internal field calculated by the use of an averaged
demagnetizing factor Nyy for a rectangular prism as discussed in section I.1.2.3.
The inhomogeneity of the internal field leads to a change in shape of the eigenmodes
because of the fact that the dispersion relation has to match the internal field at every
point in y. At some point close to the edge there is no possible solution anymore and the
precession amplitude must go to zero, leading to a mode profile that is centered at the
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Figure 6.3.: Internal field in a 12 nm thick, 4 µm wide Py stripe for different applied fields. The
black line represents the value of the averaged demagnetizing factor Nyy after [Aha98].
inner part of the stripe. In addition, there exist local solutions for SSW in the potential
wells at the edge. These local excitation are therefore called edge modes.
There is no analytic formula for the eigenmodes/frequencies in the transverse case. How-
ever, the problem can again be solved numerically in the same fashion as already discussed
for longitudinally magnetized stripe5. The result of an example computation and a corre-
sponding measurement for comparison are shown in Fig. II.6.4. From panel a) it is clear
that the dispersion branches are bundled much closer together compared to the DE case.
By comparing the dispersion relation a) and the corresponding modes6 b) the behavior of
mode profile vs. field can be observed: The edge modes (blue colors in panel b)) lie high in
field, well separated from each other (the resonance fields are displayed in the lower legend
in panel b)). However, when coming to lower fields, the peaks of the modes come closer
to the middle region of the stripe and begin to oscillate more and more also in the middle
region of the stripe until a band of strongly oscillating modes is reached (not plotted).
Within this band, the main n = 1,2,3 modes are located which are plotted in thick solid
and dotted lines in b) and have their resonance fields very close together (upper legend in
b)). Due to the fact that the BV dispersion relation has a negative slope for small k, the
n = 2,3 modes do lie higher in field compared to the n = 1 mode.
A comparison of the shape of the main modes with the cosine like form of the longitudinal
case clearly shows the centering at the inner region of the stripe. Panel c) again shows
the position of the modes in field and space and d),e) show the computed dataset and
5In the numerical approach the magnetization is assumed to be saturated along y for simplicity. In the re-
gions of zero internal field this leads to the appearance of nonphysical solutions that grow exponentially
towards the edge and are excluded in the analysis.
6Note that the modes are not scaled by the excitation efficiency here for the sake of visibility.
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Figure 6.4.: Numerical calculation of SSWs in a 12 nm thick, 4 µm wide transversely magnetized
Py stripe and comparison with measured TRMOKE data. a) Dispersion branches of different
modes and intersects with a fixed frequency. b) Corresponding mode profiles. c) The modes are
put into an array to visualize the behavior in H and y. d) Linewidth and finite probing spot
size are added. f) Measured data. e) shows a scan along the middle of the stripe (y = 3) of the
computed data d) to compare input and fitted ∆H.
a corresponding measurement, respectively. The slight shift in resonance position is the
result of a small oop anisotropy that is not included in the computation.
Due to the fact that the modes lie close together in this configuration it is not possible to
resolve more than one peak from a measurement. This can lead to a wrong fitting result
for the linewidth, as displayed in panel e). In contrast to the longitudinal case, the dataset
is taken from the computed image rather than from the experimental data. This allows
to compare the linewidth used as input during computation and the value obtained from
a single peak fit to the simulation data. In the particular case resembling a TRMOKE
measurement the linewidth is underestimated by δ∆H = 0.2mT (7%) which is the result
of the overlap of the main modes n = 1 and n = 3.
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6.3. Implication for SOT Measurements
The MOD experiment builds up on the precise determination of the linewidth in the trans-
verse configuration. The influence of the mode structure on the linewidth demonstrated
in the last section must therefore be avoided. By using the numerical routine presented
here it is found that for the sample geometry used in this thesis (w = 6µm, dPy = 4nm) a
TRMOKE measurement is capable of determining the correct linewidth. The requirement
is to place the laser spot at the center of the stripe in order to avoid probing of the edge
modes.
For the ISHE experiment the situation is more complex. First, an electric measurement
averages the dynamics across the stripe width. This leads to the situation that the edge
modes can play a significant role depending on the sample geometry. Second, a full angular
dependent measurement involves intermediate cases in which the effects of inhomogeneous
internal field and the difference in the dispersion relation branches mix together. The
question arises how suitable the data evaluation process of an ISHE measurement - based
on the concept of macrospin and magnetic susceptibility in the context of FMR - meets
the reality. This question is adressed in the experimental part by full micromagnetic
simulations of the dynamics in realistic sample geometries because these allow for arbitrary
ip magnetization angles ϕ. In addition, micromagnetic simulations are not limited by the
assumption that the magnetization is saturated at every point across the strip width such
that edge effects are included more precisely.
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In the drift diffusion model used to evaluate the SOT measurements in this thesis, one of
the key parameters needed as input is the conductivity of the respective layers, see e.g.
Eq. (2.27) and Eq. (5.8). On the basis of the conductivities of both NM and FM, it is
possible to compute the current density in a given layer, jcNM and jcFM from a measured
current I. This allows to relate a current induced shift to its physical origin, which rather
depends on the current density, in an SOT measurement. Within the drift diffusion model
this task is performed by assuming bulk scattering only. This results in a two resistor
model in which the current density in each layer is homogeneous and depends on the
relative conductivity and cross-section of each layer. In this model, the current density in
the NM can be calculated from the total current by the use of Kirchhoff’s laws:
jNM = I
w
σNM(σNMdNM + σFMdFM) (7.1)
The assumption of a homogeneous current density within the respective layers, however,
breaks down in ultrathin metallic layers: If the dimensions of a conductive specimen are of
the same order of magnitude or smaller than the mean free path of the electrons, scattering
at the interfaces starts to play an important role. The additional scattering source leads
to a) a decrease of the measured conductivity and b) a spatial dependence of the current
density within a given layer.
The Pt layers under investigation in this work show a clear reduction of the measured
conductivity for decreasing film thickness. In order to understand this behavior, the
measured conductivity is fitted to a more complex Boltzmann model of conductivity that
shall be introduced within the next sections.
Most of the theoretical work on the subject of thin film conductivity has been done between
1953 (Fuchs’ theory [Fuc38]) and the 1980s/90s. The theoretical physicists were first
motivated by the experimental observation of a deviation of the conductivity from the
bulk value in thin silver films [Sto98, (1898!)] and later by the discovery of the GMR, see
e.g. [Bai88; Bin89; Val93; But00]. Despite the fact that the models have been developed
many years ago, there is still a debate about the relative strength of different scattering
processes. An excellent recent overview of this topic can be found in chapter 5.1 of [Kob13]
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and the references therein and [Phi11].
7.1. Drude Theory
The basic assumption of the Drude theory of transport is that electrons move through
the material freely between scattering events. There is a specific (mean) time between
Figure 7.1.: Drude model of conductivity. In a metallic layer of thickness d≫ λ the conduction
electrons scatter mostly within the bulk; scatterers are indicated by the black dots.
scattering events which is called the momentum scattering time τ . Due to the scattering
events, the direction of the electron’s movement is randomized but the velocity remains
constant. Since the conduction electrons lie at the Fermi surface in metals, the velocity
at which the electrons move is assumed to be the Fermi velocity vF. Using a free electron
gas approximation the electrical conductivity is given by [Son52; Ash76]:
σ0 = ne2λ
mvF
(7.2)
with the electron density n, the mean free path (MFP) λ, the effective electronic mass m
and the Fermi velocity vF. The momentum scattering time τ can be associated with the
momentum mean free path via λ = τvF. Together with [Ash76]
kF = (3pi2n) 13 , vF = h̵
m
kF, EF = h̵22mk2F (7.3)
this gives
λ = σ3pi2h̵
e2
(3pi2n)− 23 . (7.4)
The bulk conductivity and the bulk MFP are therefore coupled via the (effective) free
electron density. It should be pointed out that this relation is valid within the quasi free
electron gas and is valid even if the effective mass is not equal to the free electron mass
[Son52, p. 6]. The conductivity can be measured via a four point probe measurement if
the sample to be measured has bulk properties, a requirement which will be specified in the
following chapter. The electron density can be determined via Hall measurements. From
the measured Hall coefficient the electron density can be computed via [Ash76; Hur72]
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n = 1
eRH
. (7.5)
7.2. Fuchs-Sondheimer Model
If a dimension of a conductor become smaller and smaller, reaching the order of the MFP,
the electrons do not solely scatter within the bulk but also at the boundaries. The thin
metal films studied in this work have lateral sizes in the micron range, much longer than
the MFP. However, the thickness is in the nm range which is well comparable to the MFP
of bulk metals at room temperature. In this case electrons additionally scatter at the
interfaces substrate/metal and metal/vacuum, which effectively lowers their MFP. This
leads to an inhomogeneous current density distribution across the thickness of a film and
to a reduced overall conductivity. This problem was first discussed by Fuchs [Fuc38] and
Figure 7.2.: Fuchs-Sondheimer model of conductivity. If the thickness d ∼ λ, the interface
scattering starts to play a role in both the local as well as the overall conductivity. An electron that
hits the interface might be a) scattered diffusely i.e. the direction of movement after scattering
is randomly distributed or b) scattered specularly, i.e. the k vector is mirrored in z direction.
later reviewed by Sondheimer [Son52]. To find the current density profile, the Boltzmann
equation is used to describe the motion of electrons. A very detailed description of the
Fuchs Sondheimer (FS) model, including the step by step analysis can be found in [Son52].
Here, the key assumptions will be discussed, following the above-mentioned paper. The
starting point is the Boltzmann equation1 for a quasi free electron in the presence of an
electric field E⃗ − e
m
E⃗ ⋅ (∇v⃗f) + v⃗ ⋅ (∇r⃗f) = f − f0
τ
(7.6)
where f is the distribution function which gives the number of electrons at a point r⃗ that
move with the velocity v⃗. The equilibrium distribution is the Fermi Dirac function
f0 = 1
e
E−EF
kBT + 1 (7.7)
which is a function of the absolute value of the velocity only, since E = 12m∣v⃗∣2. The
assumption of random scattering in the bulk is expressed in the so-called lifetime approxi-
1 A detailed discussion of the Boltzmann equation and the simplifications made for calculations can be
found in [But00].
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mation, leading to the relaxation term on the right-hand side of Eq. (7.6). Once a solution
of the Boltzmann equation is found and the distribution function is known, the current
density can be calculated via
j⃗ = −2e(m
h
)3∫ dv⃗ v⃗f. (7.8)
It can be seen immediately that for f = f0, the integral evaluates to zero due to the fact
that f0 is symmetric in v. Now consider the case of a thin metallic film with thickness d.
The film lies in the (x, y) plane such that z is normal to the film plane and 0 < z < d. The
electric field E is assumed to be in the x-direction to drive an ip current. The distribution
function can be written as
f = f0 + f1(v⃗, z). (7.9)
In linear response, the Boltzmann equation then reduces to a one dimensional equation:
∂f1
∂z
+ f1
τvz
= eE
mvz
∂f0
∂vz
(7.10)
with the general solution
f1(v⃗, z) = eτE
m
∂f0
∂vx
[1 + F (v⃗)e− zτvz ] . (7.11)
To determine F (v⃗) the boundary conditions at the interfaces z = 0 and z = d have to
be taken into account. Generally, a boundary condition can be expressed as a scattering
matrix which transfers an incoming electron in the state v⃗ into an outgoing electron with
state v⃗′ where at every point of the interface particle conservation is required. Since the
electrons hitting a surface get reflected, electrons traveling in +z-direction satisfy different
boundary conditions from those traveling in −z [But00]. The general solution is therefore
split into two functions
f+1 (v⃗, z) for vz > 0
f−1 (v⃗, z) for vz < 0 (7.12)
Within the FS model, the scattering of an electron is assumed to be either totally diffuse,
i.e. an electron reaching the interface will be reset to f0 or totally specular, i.e. the electron
will keep vx, vy and reverse vz. Fuchs introduced a factor p which determines the fraction
of the electrons that scatter elastically to account for a mixture of both possibilities. The
boundary condition then reads
f+1 (vz, z = 0) = pf−1 (−vz, z = 0)
f−1 (vz, z = d) = pf+1 (−vz, z = d). (7.13)
By applying the boundary conditions, a solution is found for F (v⃗) and subsequently the
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integration Eq. (7.8) is carried out to end up with a formula for the current density as
function of z. The averaged conductivity is given by the z-integrated mean of the current
density divided by the electric field and reads
σ(d) = σ0 ⎡⎢⎢⎢⎢⎣1 − 3λ(1 − p)2d ∫
∞
1
dt( 1
t3
− 1
t5
) 1 − e− tdλ
1 − pe− tdλ
⎤⎥⎥⎥⎥⎦ . (7.14)
The integration over t can be carried out numerically such that the above formula can be
used to fit a thickness-dependent conductivity measurement. In doing so, one has to take
into account that Eq. (7.4) holds and therefore σ0 and λ cannot be varied independently.
The behavior of the conductivity is shown in Fig. II.7.3. For p = 1, which corresponds to
purely specular scattering, the conductivity remains unaltered. It is questionable whether
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Figure 7.3.: Reduction of the conductivity calculated using the FS model. The more electrons
are scattered diffusely (p << 1), the bigger the effect of the interface seen in σ(d).
the very simple picture of partial/specular reflection is physically meaningful. As a result,
more sophisticated models have been developed of which the one introduced by Zimann
[Zim60] and extended by Soffer [Sof67] based on electro-optical arguments should be dis-
cussed here as it allows to estimate p based on the interface roughness. The interface is
treated as a plane with a Gaussian variation in z, described by the rms deviation from
the mean, h. An electron incident on the interface is described by a plane wave with an
angle θ between the k vector and the interface normal. If the roughness distribution is
uncorrelated, the reflection probability reads
p(θ) = e−[ 4pihλ cos(θ)]2 . (7.15)
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This function can be used to replace the constant p in the FS model which results in a
similar expression ([Sof67, eq.(21)]) for σ(d) to Eq. (7.14). At this point, a quick estimation
shows the implication of this scattering model: the Fermi wavelength in metals is in the
range of several Å, for Pt λF = 2pikF ≈ 4Å using kF from [Han13a, Table I]. This value is of
the same order of magnitude as the surface roughness of non-epitaxially grown films. The
mean over all incident angles for hλ = 1 results in < p(θ) >θ= 0.04 ≈ 0, therefore it is often
argued that scattering at the boundary can be treated as purely diffuse [Bra06, S 233]. This
argumentation, however, is true only for dλ ⪆ 1 as discussed in [Sof67]. For the Pt thickness
measured in this work the difference between Soffer’s and FS’s model for p = 0 is expected
to be small compared to the experimental error such that - for the sake of simplicity -
only the FS model is used. For the sake of completeness, it should be mentioned that,
for thin films, it may not be true that the two interfaces substrate/film and film/vacuum
are equal in roughness. For example one could imagine a single crystalline substrate on
which a metal is evaporated that grows in grains such that the substrate/metal interface
is very flat but the metal/vacuum interface has a roughness > λF. The two interfaces
must therefore have two different specularity parameters, which was introduced by Lucas
[Luc65]. In this context, another effect known to the thin film community is the growth
of islands instead of continuous films for low thicknesses, which leads to a conductivity
that gets reduced drastically if the thickness of the film falls beyond the critical thickness
of a continuous growth. This effect has been modeled by Namba [Nam70]. All different
interface scattering models can be implemented into the fundamental Boltzmann equation
and used to extract the key conductivity parameters if the structure of the films is known.
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Figure 7.4.: Current density distribution j(z) across the height of a layer of thickness d for
different ratios of mean free path over thickness λ
d
in the FS model. The current density cor-
responding to a bulk conductivity σ0 without surface scattering is j0 (blue dashed line). The
specularity parameter p is set to zero.
In Fig. II.7.3, the current density distribution within a layer of thickness d is plotted for
different ratios of λd in the case of purely diffuse interface scattering. The non-homogeneity
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is pronounced already for the case d = 2λ.
7.3. Mayadas-Shatzkes Model
Metallic films used in industry are usually deposited via sputtering techniques due to the
excellent controllability and the possibility to cover large wafers homogeneously. There-
fore, most of the layer stacks are poly-crystalline, which also results from the fact that
materials with non-matching lattice constants are combined in multilayer sequences. In
1970, Mayadas and Shaztkes (MS) published a model which describes the consequences
of scattering at the grain boundaries and includes this type of scattering into the FS
model [May70]. The grain boundaries are modeled as delta potentials of given strength S,
Figure 7.5.: Mayadas-Shaztkes model of conductivity. In addition to bulk and interface contri-
butions, scattering at grain boundaries is included by artificial δ-potential planes (green dotted
lines) representing grain boundaries. An electron passing a grain boundary is reflected with a
probability R. The average distance of the planes is h and is identified with the average grain
diameter D.
arranged in parallel planes perpendicular to the electric field E. The planes have an aver-
age distance h with a standard deviation of s. An incoming electron will be reflected or
transmitted in a specular fashion at every single plane potential. It turns out that this scat-
tering mechanism can be included by substituting the relaxation time in the Boltzmann
equation via
1
τ∗ = 1τ + 2F (∣kx∣), F (∣kx∣) = α2τ kFkx , α = λD R1 −R. (7.16)
Here, the strength S of the scattering potential is expressed as a reflection coefficient
0 < R < 1 for every plane and the mean distance h of the planes has been identified with
the average grain diameter, D. The effective conductivity of a thick specimen with bulk
conductivity σ0 is then given by
σg = σ0 [1 − 32α + 3α2 − 3α3ln(1 + 1α)] . (7.17)
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For a thin film with the FS boundary conditions applied, the overall conductivity then
reads
σ = σg − σ0 6(1 − p)λ
pid
∫ pi20 dϕ∫ ∞1 dt cos(ϕ)2H(t, ϕ)2 ( 1t3 − 1t5) (1 − p)2e(−tH(t,ϕ)
d
λ
)
1 − p e−tH(t,ϕ) dλ (7.18)
where
H(t, ϕ) = 1 + α
cos(ϕ)√1 − 1
t2
. (7.19)
Again, this formula can be numerically evaluated and used as a fitting function. The
parameters are now σ0, λ, p and R. The average grain diameter must be fixed, otherwise
the use of the model doesn’t make sense. For thin metallic films, the grain size is often
directly proportional to the film thickness [Sam83; Fis79] up to a maximum thickness
from which the grains stay constant in diameter. On the other hand, columnar grains
have been reported for some cases which have a thickness independent diameter [Kob16].
In the latter case, the MS model shows the same thickness dependence as the FS model
but with a reduced “bulk” conductivity σg. In the case of Dgrain ∝ dlayer, the MS model
leads to a behavior similar to the FS model. However, the conductivity is reduced far
more, depending on the value for R. In Fig. II.7.6 some example curves are plotted. In
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Figure 7.6.: Reduction of the conductivity calculated using the MS model assuming Dgrain =
dlayer. The green curve corresponds to the FS model for p = 0. The red dotted line is the MS
model without interface scattering, the R parameter is chosen such that it overlaps with the FS
model. If interface and grain scattering are both active, the conductivity is lowered to values not
attainable with the FS model.
the calculations Dgrain = dlayer is assumed. The green and red dotted lines show that the
FS curve for p = 0 can be reproduced using the MS model without interface scattering
104
7.4. Current Density Distribution in Bilayers
and linearly growing grains. However, using the above-mentioned argument leading to
p = 0, one parameter is eliminated. In this case, the MS model always results in a reduced
conductivity compared to the pure FS model. There is an ongoing debate about the
different models and their physical meaning. Simply due to the fact that the MS and FS
model predict a similar behavior of σ for thin films it is very hard to distinguish which
scattering mechanism is dominant if only data for σ(d) is available. In this context, the
reader is encouraged to take a look at [Sam83] where the applicability of different models
is critically discussed. The effect of grain scattering on the current density distribution is
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Figure 7.7.: Current density distribution j(z) across the height of a layer of thickness d for
different ratios of mean free path over thickness λ
d
in the MS model. The average grain diameter is
set to be equal to the thickness (blue lines) and to d2 /d4 (red line/green line, both corresponding to
λ
d
= 0.5). The current density corresponding to a bulk conductivity σ0 without surface scattering
is j0 (blue dashed line). The specularity parameter for scattering at the interface p is set to zero
and the reflection parameter at grain boundaries is set to R = 0.25.
mainly to further reduce the average value of j as can be seen in Fig. II.7.7 in comparison
to the FS case Fig. II.7.4. In addition, the current density distribution becomes more
homogeneous if the grain size gets smaller than the thickness due to the reduction of the
effective mean free path caused by the grain boundary scattering.
7.4. Current Density Distribution in Bilayers
In the case of a metallic bilayer, the situation gets even more complicated since the elec-
trons initially located in layer one can move through the interface and influence the current
density distribution within layer two and vice versa. This effect is shown in the context
of SOT computation using the Boltzmann formalism in figure 1 a) of [Han13a] and the
discussion in the following part of that paper. In that paper, a Pt/Co bilayer is treated
without taking grain scattering into account. In addition, the Fermi surfaces of both met-
als are assumed to be spherical and of the same size. However, no analytic expression is
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given for the current density as a function of z since the mathematical approach is based
on a full numerical treatment of the Boltzmann equation.
There is, however, a publication in which an expression for the local conductivity in a
bilayer is given [Dim83]. In this publication, the interface between the two layers is char-
acterized by three parametersW,P,Q which determine what happens to an electron hitting
the interface approaching from layer a). The parameter 0 ≤W ≤ 1 describes the probabil-
ity of transmitting the interface (into layer b)). Reflected and transmitted amplitude then
are characterized by the specularity parameters P which gives the diffusely scattered part
of the reflected amplitude (0 ≤ P ≤ 1−W , 0) and Q which is the diffusely scattered part of
the transmitted amplitude (0 ≤ Q ≤W ). This toy model is used here in order to show the
influence of different scattering mechanisms on the current density close to the interface
between the two metallic layers. The effect of grain scattering is integrated into the for-
malism used in [Dim83] by following the derivations in [Son52; May70; Dim83] such that
its influence can be examined additionally. The influence of different parameter settings
0 10
(z) (1061/ m)
-4
-2
0
2
4
z
(n
m
)
b)
0 10
(z) (1061/ m)
-4
-2
0
2
4
z
(n
m
)
c)
0 10
(z) (1061/ m)
-4
-2
0
2
4
z
(n
m
)
a)
Figure 7.8.: Local conductivity within a Pt(4 nm)/Py(4 nm) bilayer for different scattering
sources and interface parameters. The Pt layer covers negative z values; the Py layer positive z
values. The chosen bulk values are indicated by the black dashed lines, the local conductivity is
drawn as solid line and the averaged layer conductivity σ(d) is drawn as dashed line in blue (Pt)
and red (Py) respectively. The outer interfaces are set to specular reflection and the transmission
parameter is set to W = 0.25 for all cases. a) No grain scattering; interface scattering between
Pt and Py is purely specular (P,Q = 0). b) grain scattering with R = 0.25 in both Pt and Py
is assumed; Pt/Py interface scattering again specular. c) No grain scattering but this time the
transmitted electrons are diffusely scattered at the Pt/Py interface.
are shown in Fig. II.7.8 by using the example case of a Pt(4 nm)/Py(4 nm) bilayer. The
Pt layer covers negative z values; the Py layer positive z values and the local conductivity
106
7.4. Current Density Distribution in Bilayers
is plotted as function of z in both layers.
The bulk conductivity values σ0Pt = 7.3 × 106 1Wm and σ0Py = 5 × 106 1Wm are indicated by the
black dashed lines and do not differ much for both meals. The values for the mean free
path are λPt = 10.3nm and λPy = 2.6nm [Gur93]2. Note the difference in the Pt mean free
path values determined in this work and [Han13a], which differ by a factor of 2.53.
The Pt/Py interface transmission parameters are chosen such that figure 1 a) of [Han13a]
can be reproduced (for the Pt/Co layer discussed in that publication). A good agreement
is found for W = 0.25, P = 0, Q = 0 which means that 25% of incoming electrons are
transmitted without any influence of their momentum and the remaining 75% are reflected
specularly. As a result, W is set to this particular value in all panels of Fig. II.7.8.
In panel a), W = 0.25, P = 0, Q = 0 is set and grain scattering is omitted, corresponding to
a high-quality, single-crystalline bilayer. The effect of the scattering at the outer interface
is visible in both layers. The averaged conductivity in the Pt layer is reduced much
more from the bulk value compared to Py due to the much larger MFP. Interestingly,
the current density at the Py side of the Pt/Py interface is enhanced significantly due to
the electrons entering from the Pt side. In panel b), the same situation is plotted with
grain scattering included by setting R = 0.25 in both layers. The grain size is assumed to
be equal to the thickness of the respective layers. The resulting picture is similar to a)
with the difference that the overall conductivity in both layers is further reduced. A big
difference in the current density distribution is obtained by changing the Pt/Py interface
parameters as can bee seen in panel c). The parameter settings of a) and c) are equal up
to the specularity parameters P and Q which are set to diffuse transmission/reflection in
c) (P = 0.25, Q = 0.75). This change leads to an overall reduction of the conductivity and
a drastic change of the current density at the Pt/Py interface. This shows that the Pt/Py
interface does play an important role in the computation of current density distributions.
It must be kept in mind that the determination of the interface parameters via measure-
ments of the bilayer conductivity is a very hard task. In principle, measurements for
varying thicknesses of both layers must be performed over a wide range of thicknesses.
However, in such a series, problems arise due to the fact that the structural details of the
layers depend on the thickness of both layers, e.g. if the Pt roughness changes with dPt
the interface specularity parameters are likely to change with dPt, which makes fitting to
a model virtually impossible.
Nevertheless, a determination of the averaged conductivity by the use of the simple two
resistor model can be expected to result in a reasonable approximation for current density
distribution calculations due to the fact that the deviation from the averaged conductivity
in panels a)-c) and the local conductivity is concentrated most at the interface regions.
2The Pt parameters are determined experimentally, see section II.9.4 and the Py values are taken from
the cited source.
3The low MFP in [Han13a] is caused by a large Fermi wave vector, see the discussion in II.9.3 and II.9.4
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The character of this approximation, however, should be kept in mind; especially in the
context of interface scattering induced SOTs, see [Han13a].
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To study the SOTs in Pt/Py layers, a Pt thickness dependence has to be measured in
order to access the two key parameters λSD and θSH. As the spin diffusion length is known
to be small (< 2nm), it is important to have enough information in the low thickness
regime. From this point of view, a series of Pt(0,1,2,3,4,5,7,10,30)/Py(4) (thickness in
nm) is expected to suit the requirements. Since the SOT induced effects saturate for
dPt > 5nm, the two largest thicknesses are used for the conductivity measurements only.
The Pt(x)/Py layers are grown in an MBE system dedicated to metals and oxides1 of
the cluster MBE system in the physics department of the University of Regensburg. This
system is capable to deposit metal films on two inch wafers at base pressures of mid to
high 10−11 mbar; the growth pressure of Pt lies in the mid 10−10 mbar to low 10−9 mbar
range (due to the high evaporation temperature), for Py in the low 10−10 mbar range.
The series of different Pt thicknesses is grown using a wedge shutter. A Pt(x)/Py layer
series to measure both λSD and θSH using the MOD/ISHE technique has to fulfill certain
requirements:
• The substrate must be insulating and must not absorb microwaves in the 4 to 16GHz
range. In addition, the substrate must be flat to support the growth of high-quality,
nanometer-thick metal films. Therefore, insulating GaAs epi-ready wafers are chosen
as substrate. The rms roughness of such a wafer is around 0.3 nm (measured with a
commercial AFM in air).
• The layer structure is intended to be amorphous/polycrystalline in order to show
isotropic magnetic behavior. To prepare the substrate before growth, the GaAs
wafers are heated to 400 ○C for 15 minutes, which removes residual water and organic
residues but does not desorb the nm thin natural oxide layer present on the surface
(as seen in cross-section TEM measurements of other samples on the same substrate).
This oxide layer then serves as isotropic seed for the metal films.
• The Pt film thickness must be known for every layer and is monitored by a quartz
microbalance during growth. In the MBE system the main problem is related to
the fact that the e-beam evaporator used to deposit the Pt has a relatively small
1The author wants to thank Matthias Kronseder, who runs the metal MBE, for all the effort and expertise
put into the growth of the Pt/Py layers used in this work
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opening angle. This leads to a thickness gradient of 25% across a 2-inch wafer which
is quantified prior to the evaporation of the actual Pt/Py layers. For this purpose,
a thickness map of a whole wafer is created by performing AFM measurements of
the thickness of the evaporated material at 20 positions across the wafer as shown
in Fig. II.8.1. The edges substrate/metal needed for this measurement are created
by a lift-off process. The calibration map is then used to calculate the Pt thickness
on different positions on the wafer; based on the thickness shown by the quartz
microbalance.
• The Py film should be equally thick and of the same quality on all samples. Ideally,
the whole series should be grown on one wafer to ensure this requirement. The
homogeneity of the films is increased by rotating the sample holder during growth,
this has two effects: a) growth induced in-plane anisotropies are suppressed and b)
the thickness can only vary radially. The thickness difference from center to edge of
the wafers is measured by a calibration wafer and found to be < 10% with a tendency
to lower thicknesses at the edges. Therefore, only the center region is used on the
wafers, which leads to the situation that not all samples fit onto one wafer. Therefore,
two wafers are grown with odd/even Pt thicknesses directly after each other.
• To evaluate the spin mixing conductivity, it is especially important to have a correct
reference value of the Gilbert damping parameter for a bare Py film without Pt un-
derlayer. From the growth and characterization of numerous Py films using different
deposition systems (both e-beam evaporation and sputtering), it is found that the
measured damping in general tends to increase with decreasing Py thickness. Thus,
the known “bulk” value measured on thick films cannot be used. A reference Py layer
must instead be grown and measured under the same conditions as the Pt/Py films.
Additionally, it is found that the increase in damping results from the substrate/Py
interface and that especially the GaAs/Py interface leads to enhanced damping. In
this case, a Pt “seed” layer removes this interface contribution and enhances the Py
quality, thereby reducing the damping. This effect then counteracts the spin pump-
ing such that the spin mixing conductivity is underestimated. On one particular
wafer (heated GaAs), the measured damping for dPt = 2nm was actually lower than
for the bare Py film due to the large damping induced by the GaAs/Py interface.
The GaAs/Py interface (or, in general, the substrate/Py interface) is identified as
the cause for the increased damping in a series of Py films evaporated on different
substrates. To do so, both GaAs and Si substrates (both with natural oxide on top)
are mounted in the MBE system together and degased by heating. Subsequently,
on one of the GaAs substrates a 5 nm MgO seed layer is grown at low temperature
such that the MgO is expected to be polycrystalline. As final step, a 4 nm Py film
is evaporated and capped on all samples at once. The pieces are then characterized
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GaAs heated Si heated GaAs/MgO GaAs buffer
α 0.017 0.009 0.006 0.006
µ0Meff (T) 0.55 0.8 0.96 0.91
Table 8.1.: Magnetic properties, measured by full film FMR, of Py(3−4)nm on different
substrates. The first three samples were grown together such that the Py thickness and
quality is exactly the same. The last one, “GaAs buffer”, depicts a substrate where the
oxide layer is removed by repeated sputtering and heating cycles and where a buffer layer
of GaAs is grown in the III/V-semiconductor MBE, resulting in a clean GaAs/metal
interface.
by FMR to compare the measured damping. From earlier experiments it is known
that the damping is as low as 0.006 on GaAs substrate on which a fresh GaAs buffer
is grown in the III/V semiconductor MBE after removing the oxide layer by Ar-
ion sputtering and heating. However, this procedure leads to a well-ordered single
crystalline GaAs surface which is unwanted for the planned experiments.
The FMR results for all samples are shown in 8.1. The damping is large on oxidized
GaAs that is only heated before growth and also on the Si/SiOx substrate. However,
high-quality, polycrystalline Py can be produced on GaAs when evaporating a 5 nm
MgO seed layer before the Py growth. The measured damping values of the samples
prepared this way resemble those on the clean GaAs buffer surface.
All samples are capped by a combination of < 0.5nm Al followed by several nm of
Al2O3 . The very thin Al layer protects the Py film during the Al2O3 evaporation
(a technique used for example in the growth of high-quality tunnel barriers [Rea07])
and partially/fully oxidizes during Al2O3 evaporation. It should be noted that it is
possible to replace the Al layer by another MgO layer and still keep the damping
low. The measured values of a GaAs/MgO/Py/MgO/Al2O3 layer stack perfectly
agree with the GaAs/MgO/Py/Al/Al2O3 layer stack discussed above. The choice for
Al/Al2O3 is motivated mainly by the fact that it can be easily etched wet-chemically
using NaOH.
Due to these requirements and technical limitations the sample series is finally grown onto
two wafers on two consecutive days in order to keep the growth conditions as constant as
possible. In Fig. II.8.1 a sketch of the two wafers, called M150209A (short: wafer A) and
M150210 (short: waver B), including the positions of the pieces for different experiments is
shown together with the Pt thickness map used to calculate the real dPt from the respective
position on the wafer.
From SQUID, conductivity and full film FMR data it is concluded that the Py thickness on
wafer A differs from the intended thickness of dPy = 4nm. As the effective magnetization
and the damping parameter are equal for the bare Py on both wafers, it is concluded that
the quality is good for both wafers and the change in saturation magnetization and the
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8. Growth of the Pt/Py Bilayer Series
Figure 8.1.: Sketch of the layers grown for the Pt/Py thickness dependence with the positions
of the different samples. In the middle, the Pt thickness calibration map is shown. From this 2D
map the exact Pt thickness is calculated depending on the y-coordinate on which the respective
sample lies.
lower conductance shown in the next sections is the result of a reduced thickness only.
The Py thickness of wafer A is therefore corrected to dPy,A = 3.5nm using the results of
SQUID and conductance measurements.
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Magnetic and Electric Properties
9.1. Magnetic Properties I: Saturation Magnetization
As the SOTs in thin metallic bilayers arise from interfacial effects, the torques exerted
on the FM layer scale with the magnetic moment per area µ0MsdPy. To measure this
quantity, a commercial superconducting quantum interference device (SQUID) is used1.
In a SQUID measurement, the total magnetic moment of a full film of known dimensions
is determined. The area of the sample (∼ (3 × 5)mm2) is measured using a caliper in
order to calculate µ0MsdPy . The result of these measurements is shown in blue dots in
Fig. II.9.1. Looking at the graph, the difference of the samples from the two wafers is
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Figure 9.1.: Magnetic moment per area (blue dots) and calculated saturation magnetization
(inset, green dots) for the Pt/Py layers. The saturation magnetization is calculated using the
corrected Py thickness for the samples of wafer A. The error bars are estimated from the error
in determining the area of the films and represent 90% confidence intervals.
immediately visible as the points lie on two distinct levels. A similar behavior is found in
the electrical conductance and the measured damping. Therefore the thickness of wafer
1The SQUID used in the author’s workgroup was supervised by Helmut Körner who also kindly helped
the author to obtain the results presented here.
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A is re-calibrated from both SQUID and conductivity data. The inset of Fig. II.9.1 shows
the saturation magnetization calculated for the different layers using the corrected Py
thickness values. As a result, all values lie around 0.9T (dashed line), which is close to the
bulk literature value of ∼ 1T [Coe10]. In all calculations, however, the directly measured
value of the magnetic moment per area µ0MsdPy for the respective sample is used as this
quantity has the lowest experimental error attached to it.
9.2. Magnetic Properties II: Full Film FMR
After the SQUID measurements, all samples are further characterized by the use of full
film FMR. For every layer a frequency dependence of the (ip) resonance field and linewidth
is recorded.
From the resonance field data the effective magnetization is determined by fitting the
data to the Kittel equation Eq. (3.11), where an oop anisotropy as well as an ip uniaxial
anisotropy is taken into account. If the external field lies ip and along the easy axis of the
uniaxial anisotropy, H0 =Hext +Meff +Hip, H1 =Hext +Meff +Hip and H2 = 0 such that the
resonance condition simplifies to
(ω
γ
)2 = (µ0Hr + µ0Hip + µ0Meff) (µ0Hr + µ0Hip) . (9.1)
Here µ0Hip = 2Kip,uMs is the strength of the ip anisotropy in Tesla such that it can be easily
compared to other magnetic fields involved. The above equation is solved for µ0Hr and
used to fit the measured data, as shown in the inset of Fig. II.9.2. The value for the
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Figure 9.2.: Effective magnetization of the different samples determined by full film FMR. The
inset shows the frequency dependence of the resonance field for a sample with dPt = 3.4nm from
which Meff is determined by a fit to the Kittel equation.
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gyromagnetic ratio is determined to be γ = 185G radT s from measurements on thick Py films
from the same system and is kept fixed in the evaluation of the thin-film data.
The fit results for Meff are shown in Fig. II.9.2.2 The measured values of Meff are used
to normalize the change in linewidth in the MOD experiments and as input parameter to
calculate the magnetization dynamics during the evaluation of the ISHE voltages.
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Figure 9.3.: FMR result for the Gilbert damping parameter of the different Pt/Py bilayers. The
inset shows an example curve for the behaviour of the measured linewidth vs. frequency. The
slope of the linear fit determines the intrinsic damping. Note that the zero frequency intercept
nearly vanishes.
In order to determine the Gilbert damping parameter of the layers, the measured linewidth
is fitted to
µ0∆H = αω
γ
+ µ0∆H0, (9.2)
which is Eq. (3.14) with an offset in linewidth. This offset is added to take into account e.g.
inhomogneities of the film (such as variation ofMeff within different grains) which broaden
the FMR linewidth [Wol04; Wol13; Pla98; McM03]. An example curve of the measured
linewidth and the results for the damping parameter obtained from the fits for all samples
is shown in Fig. II.9.3. Since the offset is small for all samples (µ0∆H0 ≤ 0.6mT) and the
measured linewidth shows a linear behavior with frequency over a wide frequency range,
it is concluded that the intrinsic damping is well determined from the slope and other
frequency dependent contributions to the linewidth (such as for example two magnon
scattering) can be neglected [Wol13; McM03]. The difference between the two wafers can
again be seen clearly. The reason lies in the nature of the spin pumping effect that scales
2Again, the difference of both wafers is visible. For dPt ≥ 2nm the values ofMeff are slightly lower than for
the thinnest Pt sample and the pure Py film. Both features are explained by an oop anisotropy induced
at the interfaces, in particular the Pt underlayer. Due to the interfacial nature of this anisotropy, the
thinner Py layer from wafer A is influenced more, leading to lower Meff values for this wafer.
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with the inverse of the magnetic moment per area.
9.3. Experimental Results of SP
From the measured damping, it is possible to calculate the effective spin mixing conduc-
tivity (SMC) g˜↑↓eff by the use of Eq. (5.7). Importantly, in the computation the measured
magnetic moment is used such that the result, shown in Fig. II.9.4, is independent of the
different Py thickness of wafer A and B. The effective SMC is fitted using Eq. (5.8) (solved
for g˜↑↓eff) in order to obtain λSD and the spin mixing conductivity g˜↑↓. The result of the fit
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Figure 9.4.: Effective SMC as function of the Pt thickness. The solid line represents a fit to
Eq. (5.8) from which the spin diffusion length and the bare SMC are determined. In the main
graph the Pt bulk conductivity σPt = 7.3 × 106 1Wm is used as input value. The inset shows the
outcome of the fit for a range of reasonable conductivity values. It is found that the SMC changes
drastically with σPt but the spin diffusion length depends only weakly on σPt.
depends on the value used for the bulk conductivity of Pt σPt. In section II.9.4 the bulk
conductivity for Pt σPt = 7.3 × 106 1Wm is experimentally determined and therefore is used
as input for the spin pumping fit. The solid blue line drawn in the main graph belongs to
the best fit for this conductivity value. In principle, the conductivity could be determined
by the fit as well, however the correlation with the two other parameters is too strong
to give reliable results such that a pre-determination is inevitable. In order to quantify
the influence of the bulk conductivity, the fit is performed for different fixed values of σPt.
The results are shown in the inset of Fig. II.9.4. Interestingly, the bare SMC diverges
for values < 4 1Wm , whereas the spin diffusion length varies only slightly over the range of
conductivities used.
The raw values obtained for the effective spin mixing conductivity, saturating at g˜↑↓eff,sat ∼
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2.4 × 1019 1m2 , are in good agreement with literature values for Pt/FM interfaces [Zha15b;
Pai15; And11; Obs14; Nan15; Mos10a; Mos10b]. The value for the fitted spin diffusion
length also agrees with literature values obtained for NM/FM bilayers as discussed (in
comparison with the MOD/ISHE results) in section II.12. The literature values for the
SMC scatter from (2 − 13) × 1019 1m2 [Zha15b; Aze11; Boo15]. Note that there is a fun-
damental issue concerning these values: From theory g˜↑↓eff ≤ g˜↑↓ ≤ g˜Sharvin must hold. A
value of the Sharvin conductivity can be calculated from the free electron model using
Eq. (2.23). In [Han13a], the SMC is computed assuming a spherical Fermi surface (FS) of
Pt by using a Fermi vector kF = 16 1nm . This kF can be reproduced fairly well by using the
Drude model, Eq. (7.3) and Eq. (7.5), and the tabulated (experimental) Hall coefficient
of Pt [Hur72]. From RH,exp = 2.2 × 10−11 1Cm3 , it follows n = 28 × 1028 1m3 and kF = 21 1nm .
From Fermi vectors of this magnitude one obtains g˜Sharvin = (2.2 − 3.3) × 1019 1m2 , in the
range of the measured effective SMC. However, as the Fermi surface of Pt is not spherical,
the calculation of n is misleading, because the Hall coefficient must be corrected for band
structure effects [Gre72]3.
Indeed, from ab-initio calculations of a realistic Fermi surface of Pt [Zwi05] the obtained
g˜Sharvin,ai = 1.75 × 1019 1m2 is smaller than the above values. It is evident that the fitted
value for the bare SMC is much too high to be explainable within this model, as recently
also pointed out by another group [Pai15]. Since the effective SMC is, from the exper-
imental point of view, a quite solidly determined quantity, it is clear that something is
missing in the spin pumping theory used in order to explain the strong enhancement of the
measured damping. One reason for this behavior might be the induced magnetic moment
of the Pt at the Pt/Py interface as discussed further in section II.12.
9.4. Electrical Conductivity
In order to understand the behavior of the electrical conductivity of the thin Pt layers
studied in this work, three series of films are investigated:
• Pt on MgO: It is a very hard task to measure the bulk conductivity from polycrys-
talline samples due to the fact that the number of unknown parameters, especially
the grain size and distribution, introduces too many unknowns. Therefore, a single
crystalline sample should be produced if possible to determine this key parameter.
It is known that Pt shows single crystalline growth on MgO(100) single crystal sub-
strate [Lai92]. Therefore, a series of (13-190)nm thick Pt films is grown in order to
measure the bulk conductivity σ0 needed for the evaluation of the other, potentially
polycrystalline layers. The very large thickness of the last sample is chosen to ensure
3the value of n = 28 × 1028 1m3 cannot be true due to the fact that Pt only has n = 6.6 × 1028 atoms/m3
and, in addition, only ne = 0.4 conduction electronsatom [And70; Fis80; Boo15]
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a bulk-like behavior even for a mean free path (MFP) λ of the order of 10 nm. Pt is
grown in the aforementioned MBE system using an e-gun evaporator at a substrate
temperature of 590 ○C onto commercially available epi-ready MgO(100) substrates,
following ref. [Lai92] for epitaxial growth. The films show a clear RHEED pattern
during and after growth. In addition to the main reflexes, a secondary peak is visible,
which indicates a surface reconstruction [Has12]. From growth method and RHEED
pattern, it is believed that the structure of the films is single crystalline. The layers
of this series are then characterized by Georgios Stefanou of the group of Prof. B. J.
Hickey in Leeds, UK via X-ray diffraction (XRD) (see e.g. [Few99] for an overview
over the technique). This technique allows for a nondestructive determination of
the thickness and roughness of the layers. The results of the structural analysis are
shown in panel b) of Fig. II.9.6. The roughness of the films is determined to be
quite low for the three thickest films, whereas the two thinner films show a substan-
tial roughness which will be discussed together with the conductivity results. The
analysis of the FWHM of the XRD Pt-peaks leads to a so-called Scherrer length
(as the Scherrer equation is used to evaluate the XRD scans). This length can be
associated with the average grain size if all other sources of peak broadening (such
as setup resolution etc.) can be excluded by careful calibration. The inset in panel
b) shows the Scherrer length values obtained from raw data without corrections for
systematic peak broadening. These values are used as input for the grain size in the
MS model although it is likely that the peak broadening is caused entirely by the
experimental setup.
• thin Pt on GaAs: In order to evaluate the thickness dependence of the conductivity
on the substrate used in the final experiment, a series of (1-40)nm Pt4 is grown onto
a GaAs wafer and capped with Al2O3 . The growth protocol is: An epi-ready, insu-
lating GaAs waver is transferred into the MBE system and heated to 350 ○C in order
to evaporate residual water and organic residues. Subsequently, Pt is evaporated at
room temperature using the e-gun evaporator. An Al2O3 capping layer is used in
order to prevent aging of the surface. The thickness of the Pt layer is calculated
from the calibration measurement.
• Pt(x)/Py on GaAs: these samples are taken from the wafers on which the actual
MOD/ISHE measurements are performed.
In Fig. II.9.5 the measured sheet conductance for the three series is shown. The inset
shows the low thickness range data. The dashed lines are linear fits to the data, forced
through zero, and point out the clear deviation of the data points from linear scaling. The
4Unfortunately, it is not possible to evaporate very large thicknesses (190 nm) frequently due to the
limited amount of Pt to be evaporated before a refilling of the crucible is needed.
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Figure 9.5.: Pt sheet conductance for the three different sample series discussed in the main
text. The inset shows the region of low thickness in detail. The coordinates of the sample with
dPt = 190nm lie far outside the plotted region and are given in blue text in the main graph. The
dashed lines represent the expected linear behavior of Gsheet for a constant conductivity for the
respective samples.
coordinates of the thickest data point of Pt on MgO are indicated in blue as they are
far outside the plotted range. The Pt sheet conductance is computed from the Pt(x)/Py
data by subtracting the pure Py conductance, which is a first order approximation but
frequently used due to the lack of a better method [Boo15; Ngu16]. There are a few points
that are immediately clear from the graph: a) the behavior of the sheet conductance is
nonlinear for all three series and b) the values for equal Pt thickness are different for all
three series. The nonlinear scaling is an indicator of the presence of interface and/or grain
boundary scattering as explained in II.7. The difference in the absolute values for the same
Pt thickness can be explained by a different structure of the respective films. i.e. different
grain size and/or roughness. In the following evaluation, the measured sheet conductance
is converted into a thickness-dependent conductivity and subsequently fitted to both Fuchs-
Sondheimer (FS) model and Mayadas-Shatzkes (MS) model described in section II.7. The
outcome of the fits is compared and discussed with respect to the particular structural
information at hand. In Fig. II.9.6, the conductivity of the three layers is shown in panel
a), c) and d) together with fitting results using either the FS or MS model. The results
of the fits are listed in table (9.1). In the table, the error determined from the covariance
matrix of the fit is displayed in parentheses after the best fit value. If no error is displayed,
the values are used as fixed inputs for the fit.
Before performing the evaluation, it is important to note the following constraint: Accord-
ing to Drude theory, the product λρ0 = λσ0 is fixed by Eq. (7.4) and only depends on the
number of free electrons per volume, n. Realistic values of n can be calculated using the
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Figure 9.6.: Pt Conductivities of the three sample series and fits to the FS and MS model. a)
conductivity of Pt on MgO substrate. Fits to both FS and MS model do not match the data if the
λρ bound is applied in the fit. From the thickest sample a lower bound for the bulk conductivity
is determined to be σPt = 7.3 × 106 1Wm . b) roughness of the Pt layer for the MgO/Pt samples
determined by XRD. The inset shows the Scherrer length that is taken as the average grain
diameter in the MS model (see text). c) conductivity data and fits for Pt single layers grown on
GaAs. d) Pt conductivity of the Pt/Py sample series on GaAs. Compared to c), the conductivity
values are significantly higher and show a faster increase of conductivity at low thickness. The
difference between c) and d) is attributed to the fact that the Py layer influences the bilayer
conductivity beyond the two resistor model.
atomic density of Pt, ρa = 6.62 × 1028 atomsm3 [Boo15] and the number of conduction electrons
per atom, ne = 0.4 electronsatom [And70; Fis80; Boo15] such that n = 2.7 × 1028 1m3 . This leads
to a mean free path of Pt λ = 13nm for the literature value σ0 = 9.1 × 106 1Wm [Lid03]. In
order to see what kind of implications this bound has, two fits are made: one with fixed
λρ0 = λσ0 using the literature value for n (called “bound”) and one without fixed value
(called “no bound”). It has been pointed out recently that the strict validity of the λρ0
bound might not be valid for grains smaller than the bulk MFP [Zha06], however, there is
no model at hand to describe the change quantitatively such that the bound is set using
bulk properties. The Pt grown on MgO is evaluated first with the results shown in panel
a) of Fig. II.9.6 and the first column of table 9.1. The following assumptions are used for
the fits:
• Due to the roughness in the nm range, the reflection at the boundaries is set to
be purely diffusive (p = 0) in both MS and FS model, see also the discussion after
Eq. (7.15).
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Pt on MgO Pt on GaAs Pt/Py
FS, no bound λ (nm) 76(13) 667(479) 12.1(3.0)
σ0 (1 × 106 1Wm) 8.4(0.2) 24(13) 5.9(0.6)
FS, bound λ (nm) 10.3(0.1) 2.1(0.6) 7.1(0.5)
σ0 7.3(0.1) 1.5(0.4) 5.0(0.3)
MS, no bound
λ (nm) 73(19) 45(979) 10.5(2.8)
σ0 (1 × 106 1Wm) 8.3(1.3) 8.5(2.4) 5.6(0.5)
R 0(0.1) 0.38(7.87) 0.0(0.1)
MS bound
λ (nm) 769(15) 10.3 10.3
σ0 (1 × 106 1Wm) 544(11) 7.3 7.3
R 0.73(0.1) 0.75(0.01) 0.22(0.03)
Table 9.1.: Results of the fits of the conductivity data of the different sample series to both FS
and MS model. For discussion of the presented values see the main text.
• The raw conductivity of the thick sample is close to the bulk literature value. If grain
scattering is not present and dPt ≫ λ there is no reason why the (bulk) conductivity
of the Pt presented here should be much lower than the literature value, as very
high grade material is deposited. This reasoning leads to a strong constraint: The fit
curves are forced through the point at dPt = 190nm because otherwise a σPt0 < σ(dPt)
is obtained from the fit.
• For the use of the MS model, the grain diameter is set to be the Scherrer length
determined by the XRD measurements.
From the unbound FS fit, one gets a very large λ ≈ 76nm that seems to be not possible
within the Drude model as it is seven times larger in magnitude than expected, though
the bulk conductivity seems to be quite close to the literature value. Apparently, there
is some effect that decreases the conductivity on a different length scale than the MFP.
Interestingly, if the MS model is used without bound, one gets the same result and the
inter-grain scattering is fitted to be zero. This outcome holds also if the grain size is
assumed to be equal to the film thickness for the whole range. This outcome might be
another hint that the samples are indeed single-crystalline without grain contribution. If
the λρ0 = const(n) bound is applied during the fitting, the bulk conductivity (and the
corresponding MFP) obtained by the FS model is purely determined by the conductivity
of the last point. However, the fit curve does not follow the data at all (up to the last
point). The bound MS model diverges as a result of the saturating grain diameter. The
conductivity of thin Pt has been studied extensively in [Fis79; Fis80], here the results
have been σ0 = 6 × 106 1Wm , λ = 10nm and the computed free electron density has been
calculated to be 1.6 × 1028 1m3 ; these values are comparable to the ones obtained by the
bound FS model. Due to the fact that none of the models seems to give an appropriate
121
9. Experimental Characterization of Magnetic and Electric Properties
description of the data, the following conclusions are drawn: The quality of the films is
determined to be good from all characterization measurements. From the aforementioned
reasoning, it is assumed that the bulk conductivity of Pt evaporated in the samples series
here is σ0 = 7.3 × 106 1Wm as lower bound. Via the literature value for n, the corresponding
MFP is λ = 10.3nm. This shows that size effects are indeed important in the thin Pt
layers used for the MOD/ISHE experiments. It remains unclear, however, what causes the
reduction of the conductivity for the thinner Pt samples. From the roughness measurement,
it can be guessed that the two thinnest samples might be of lower quality, however, the
40 and 50nm thick samples are as smooth as the thickest one. In addition, the four thin
samples follow a general trend such that the roughness does not seem to be the explanation.
In [Cas12] it has been recognized that the conductivity of sputtered Pt increased up to
a saturation value of 3 × 106 1Wm at a thickness of ≈ 40nm. In [Ngu16], a similar effect
has been seen, however, saturation of the conductivity occurred at dsat ∼ 15nm, as well
as in [Boo15] where dsat ∼ 30nm, both groups reach saturation conducutivities around
5 × 106 1Wm . In all three experiments, the Pt layer was deposited by DC sputtering onto
amorphous substrates such that polycrystalline growth is expected. This possibly leads
to a reduction of the saturation conductivity from the bulk value due to grain scattering.
Additionally, it might be that the grain size saturates at a certain thickness that is different
in these experiments, thereby explaining the difference in the saturation thickness. The
difference between sputtered and evaporated layers in terms of conductivity was also clearly
observed in [Sag16], however, without any explanation.
Polycrystalline growth is also expected for the Pt layer grown on oxidized GaAs, the
evaluation of this set of samples is shown in panel c) of Fig. II.9.6 and the fit values
are listed in the second column of 9.1. It is directly visible from the raw data that this
series has the lowest overall conductivity. The difference to the series on MgO might be
the fact that polycrystalline growth induces grain scattering that is not present in the
MgO/Pt layers. In the MS model, the grain size is taken to be equal to the Pt thickness,
which provides a best guess for non-annealed samples [Fis79; Sam83; Van84; Zha06] as
the thickness does not exceed 40nm.5 It should be noted that this assumption is rather
strong; in [Zha06], for example, the scaling of DGrain is linear up to 40 nm but the slope
is smaller than one.
Both the bounded and the unbounded FS model fits deliver unphysical results. The reason
might be that a) the scaling does not follow either FS or MS model or b) the conductivity
is dominated by grain scattering and the FS model cannot produce the correct results, see
Fig. II.7.6. Due to the lack of a saturation value, the unbounded fit then diverges. The
unbounded MS model is apparently overparametrized such that the result of the fit have
to be disregarded as well. When using the predetermined σ0 as fixed input (which then
5This must be kept in mind when comparing fit curves from panels a),c) & d). A saturating grain size
leads to a kink/a saturation below bulk conductivity in the conductivity curve.
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sets the MFP as well), the only free parameter is the grain scattering coefficient R = 0.75.
Values for R scatter a lot when looking at the literature, a few examples are: RAu = 0.3
[Van84] RCu = (0.1 − 0.27) [Ste05] RAl,Au,Cu = (0.5 − 0.9) [Cam06] RCu = 0.38 [Art92]
RAg ∼ 0.3 [Art07]. However, values > 0.5 are not often found such that again something not
included in the analysis causes an excess lowering of the conductivity. It should be pointed
out that even at the lowest film thickness of ∼ 1.2nm a finite resistance is measured. This
again indicates that excess roughness cannot be the reason as it would prevent a continuous
film which would show an infinite resistance (bound by the measurement apparatus and
substrate).
It is interesting to realize that the Pt/Py series shows a much higher conductivity at the
same thickness compared to the bare Pt on GaAs case. This is probably induced by the
Py overlayer because scattering at the Pt/Py interface is likely to be less than scattering
at the Pt/Al2O3 interface. In addition, due to the (at least) semitransparent interface of
Pt/Py, the conduction electrons are not confined to the Pt layer but interchange between
layers. This leads to an entanglement of the layers such that the two resistor model is
strictly incorrect. In addition, from personal experience it appears that during the growth
of metal layers the roughness of the top surface might increase with thickness across a
certain range thus leading to a reduced effective thickness. This effect would be shifted
to the Py surface removing its visibility in the Pt conductivity. When applying the FS
and MS model to the data, one sees that for this series the results do not differ between
models as much as the previous ones. However, the resulting bulk conductivity is smaller
than the conductivity of the thick Pt on MgO film. This again shows that it is important
to fix this parameter before. When using the MS model with fixed σ0 and MFP, the grain
scattering coefficient is R = 0.22, which lies much better within the literature values cited
above than the very high value obtained for the bare Pt.
From the the conductivity measurements the following statements are summarized:
• There is no set of parameters that can fit all three sets of layers using the FS or
the MS model. This leads to the conclusion that the morphology of the films differs,
which is caused by the different conditions in growth and/or if the film is a single or
bilayer.
• Size effects do play a significant role due to these different scattering mechanisms
and the fact that the layer thicknesses used lie in the range of the MFP.
• In order to completely understand the conductivity in terms of bulk, interfaces and
grain scattering, a very detailed study of the morphology (grain structure and distri-
bution, bottom and surface roughness etc.) is needed. Layer series should provide
many densely lying thicknesses over a wide range; certainly extending the data of
this work.
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• As input parameter for the drift diffusion model used to evaluate the SOT measure-
ments, a bulk conductivity of σ0 = 7.3 × 106 1Wm is used for the rest of this work.
The implication of these findings are discussed together with the SOT results in section
II.12.
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10.1. Micromagnetic Simulations
It is clear from the theory part, especially from Eq. (5.23) that, in order to quantify the
ISHE in a NM/FM bilayer, the ISHE signal has to be disentangled from the AMR signal
caused by the induced hf current within the sample stripe. This has been achieved by
choosing the ip field angle such that the AMR signal is zero and the ISHE signal is at
maximum, which occurs at ϕISHE ∶= ϕ = ϕH = ±90°, as can be seen from Eq. (5.23). At
these angles, the measured voltage is given by
VS(ϕISHE) = V 0ISHEAzzAyz [(hCPWz )2 + I2ind12w2 ] . (10.1)
The parameter of interest, V 0ISHE, can be accessed from the measurement if the suscepti-
bility amplitudes Aij can be calculated and the driving terms are known. However, in
addition to the similar equation presented in [Obs15], the driving term now contains the
induced current which has to be quantified from the experiment. This is, in principle,
possible from a full angular measurement of VS(ϕ) and VA(ϕ); the new full set of equa-
tions to fit this data, derived in this work, is given by Eq. (5.23). Additionally, it has
been realized in the progress of this work that in confined structures, for this particular
case of long stripes, the mode structure can be of non-negligible influence. Therefore, it
shall be clarified whether the macrospin approach in the data evaluation is applicable to
the measurements. In order to separate the different effects, micromagnetic simulations
are chosen as a tool because the simulation allows to change boundary conditions from
macrospin like behavior to realistic samples. The aim of the following section is therefore
to
• verify the correctness of Eq. (5.23) via macrospin-like simulations
• clarify the influence of mode structure on ISHE voltage
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10.1.1. Implementation of the problem to Mumax
The micromagnetic simulations are performed using the mumax3 package; for deeper in-
sight see [Van14]. The benefits of this particular software are free availability, speed and
ease of use. A sketch of how the geometry is constructed in the code is shown in panel
a) of Fig. II.10.1. In mumax3, there is the possibility to set periodic boundary conditions
which are used to mimic a long stripe with dimensions (75 × 6) µm2 by defining a slice
of 32 × 1024 cells with periodic boundary conditions in x. For the calculation of the de-
magnetizing kernel, mumax3 uses in total 401 of these slices in one row in x-direction,
resulting in the dimensions given above. The cell size is (5.9 × 5.9 × dF) nm3, on the or-
der of the exchange length. The data is taken by averaging the slice in x to obtain one
linescan of m(t, y) across the stripe for one period T of the driving frequency. This al-
lows calculating all required dynamic quantities for each position on the stripe and to
mimic electrical as well as optical measurements by extracting the dynamic precession
amplitudes and phases of the magnetization components. If, for example, a TRMOKE
measurement is simulated, the oop magnetization component is recorded at a fixed time
step at every position and external field value, leading to color coded images similar to
the ones shown in section II.6. To test the fit routine using Eq. (5.23), a first simulation
Figure 10.1.: Sketch of the geometry used in micromagnetic simulations. a): The 6 µm wide
stripe consists of 401 repetitions of one slice of 32×1024 cells. The boundary leads to the evolution
of standing spin waves and edge effects. The inset shows the oop inhomogeneous driving field
as function of y. b): The 6 µm wide stripe is mirrored at each side in order to remove the edge
effects for “local macrospin” simulations. The calculation is performed on the 32×2048 cells slice
but the data is only taken from the inner red part. The oop inhomogeneous driving field used is
shown as inset.
is set up to mimic a “local macrospin” behavior, i.e. the magnetization is assumed to be
describable by the susceptibility approach but under the action of locally different driving
fields. This requires reducing the dynamic dipolar fields and the static demagnetizing field
to a negligible amount. The way this toy model is built up in mumax3 is the following:
first, the thickness of the magnetic layer is set to 0.2 nm, thereby greatly reducing the
static ip demagnetizing field (see Eq. (6.6)) and reducing the mode spacing to almost zero
(see Eq. (6.5)). However, directly at the edge, the internal field is always inhomogeneous,
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see e.g. Fig. II.6.3) which leads to distortions close to the edge even for very thin layers.
To circumvent this problem, the stripe is “embedded” into two adjacent stripes of half the
original width such that the edge problems are simply moved outside, where the magne-
tization is not probed. Any inhomogeneous driving field is then implemented as shown
in panel b) of Fig. II.10.1 by mirroring it along the respective edge. The data is taken
across the inner 6µm only and shows a quite homogeneous dynamics that follows the local
driving field up to the very edge where the change of the driving field amplitude in space is
too rapid for the magnetization to follow, as can be seen in the third column of Fig. II.10.2.
It should be stressed that - due to the fact that the “local macrospin” magnetic boundary
condition is unavoidably unrealistic anyway - the choice of the boundary condition for the
inhomogeneous driving field does not seem to have a great impact.
10.1.2. Evaluation process of simulation data
An overview of some key results from the simulations is given in Fig. II.10.2. The figure
is divided into three columns that show different plots for the case of real boundary
condition and two cases of “local macrospin” simulations. The driving field hz(t) of
the first two columns is homogeneous in space, µ0hz = 0.1mT, whereas in column three
only the current induced inhomogeneous driving field is used, corresponding to a total
induced current of Iind = 1mA. Unless indicated otherwise, the frequency is set to 10GHz.
The stripe dimension is chosen to lie in typical ranges of the experiments performed in
[Obs15], especially the thickness is set to 12 nm which leads to pronounced mode structures
compared to dF = 4nm used in the experiments of this work. The topmost image always
represents a simulated TRMOKE measurement in which the magnetic signal is recorded in
linescans across the stripe width for every field to get an impression of the mode structure.
The external field is turned by ϕH = ϕ = 30° from the longitudinal axis. In the cases
of the local macrospin simulations, no mode structure is visible. In the realistic stripe,
higher order even modes being excited at fields lower than FMR can be observed, as
expected. The plots in the center row show linescans at the resonance field for both the
AMR signal ∝ Re{∆my} and the ISHE signal ∝ ωIm{∆my ∆mz} calculated at every
point in space. The blue lines are taken from the simulated data and the red dashed
line represents the value calculated using the susceptibility and the value of the averaged
driving field, without the inhomogeneous part. The local macrospin simulation (center)
shows a perfect agreement for the homogeneous driving field. As will be discussed later,
the result for the inhomogeneous driving field (right) agrees well with Eq. (5.23). For the
realisitic sample (left), the deviation from the susceptibility calculation is directly visible.
The difference occurs due to the boundary condition that leads to a reduction of the
precession amplitude at the edge of the sample. The impact on an electrical measurement
is shown in the lowest row, where a real measurement is mimicked by adding up AMR
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Figure 10.2.: Simulation results for a realistic stripe of w = 6µm and dF = 12nm and two “local
macrospin” scenarios. In the first two columns only a homogeneous driving field is used to excite
the magnetization. In contrast, the third column shows the effect of a purely inhomogeneous oop
Oersted field. The upper row shows the mode profile across the stripe width as function of the
external field. The middle row shows the spatial distribution of the dynamical quantities needed
for the computation of both AMR and ISHE at FMR. In the upper part of this row (AMR), the
blue solid line represents Re{∆my′} while the red dashed line represents the spatial profile of the
oop driving field. In the lower part (ISHE), the red line represents ωIm{∆my∆mz} computed
by using the homogeneous oop driving field and neglecting the inhomogeneous part. The lowest
row shows a simulated electric measurement and a fit to Eq. (5.22) in order to extract symmetric
and antisymmetric voltages.
and ISHE, averaging over the stripe width and fitting it to Eq. (5.22) in order to extract
the symmetric and antisymmetric contributions. In the particular examples shown, the
antisymmetric amplitude should be zero as predicted by Eq. (5.23). For the two local
macrospin cases this is true within a small error, however for the realistic sample the
parasitic VA is one order of magnitude bigger than VA of the local macrospin case. The
cause of this contribution are the higher order modes that add signal to the main peak.
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In addition, the determined VS value is lower for the realistic sample due to the boundary
effect. The fitted value from the inhomogenous driving field agrees very well with the value
of VS = 0.169µV that is calculated from Eq. (5.23) for the used parameters, indicating the
validity of the respective fitting routine.
10.1.3. Simulation results
As a second step, the validity of Eq. (5.23) is checked by performing local macrospin
simulations as a function of angle for a combination of different driving fields, shown in
Fig. II.10.3. Two sets of parameters are chosen, resembling the samples studied in [Obs15]
(dF = 12nm) and this work (dF = 4nm). The input parameters used are listed in table 10.1.
Figure 10.3.: Angular dependence of the simulated dynamics for a realistic stripe of w = 6µm
and dF = 4/12nm and the corresponding “local macrospin” model. All panels show the simulation
data in symbols; blue/green stands for the symmetric/antisymmetric contribution. The blue and
green solid lines are fits to the data, the results are listed in table 10.1. The dashed lines are
calculated using the fitting function and the input parameters. The red solid line is calculated
in the same way but by neglecting the inhomogeneous driving field contribution. Panel a) and
c) show the local macrospin model; the respective results for equal input parameters but realistic
boundary conditions for a 4/12 nm thick sample are shown in b) and d). The insets of b) and d)
show the spatial distribution of Im{∆my′∆mz′} sin(ϕ).
As the relevant quantities Im{∆my′ ∆mz′} sin(ϕ) and Re{∆my′} sin(2ϕ) are directly
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computed from the magnetization dynamics, the respective prefactors V 0ISHE,= V 0AMR = 11.
In the fitting routine, the induced current is related to the AMR prefector via V 0AMR =−12∆RinputIind with a fixed ∆Rinput = −2V 0AMR,inputIind,input . This corresponds to the experiment
in which ∆R is predetermined in a static measurement. The fitting routine reproduces
parameter
12 nm Py 4 nm Py
input fit: “L. M.” fit: realistic input fit: “L. M.” fit: realistic
V 0ISHE 1 1 0.58 1 1 0.9
V 0AMR 1 1 0.9 1 1 0.98
hCPWz 1 - - 1 - -
ϕCPW 60 60.4 66.8 60 60.2 60.8
heffy 0.1 0.1 0.11 0.5 0.5 0.51
τDL 0.35 0.34 0.69 1.1 1.1 1.1
Iind 1 1 0.9 0.5 0.5 0.498
Table 10.1.: Parameters used as input in micromagnetic simulations of two different Py layers
(columns “input”) and the parameters obtained by fitting the data presented in Fig. II.10.3 to
Eq. (5.23) (columns “fit: ”). The simulations are performed within the local macrospin model
(“L. M.”) and by using a realistic stripe geometry (“realistic”).
the input parameters for the “local macrospin” case, thereby showing that the procedure
works well and the derivation of the equation is valid.
When applied to the realistic simulation data, the outcome does deviate significantly
from the input, especially for the thick sample, for which the ISHE voltage is heavily
underestimated. If the field is parallel to the stripe, the higher order modes lie lower in
field than the main peak (see section II.6.1), such that the signal contains more asymmetric
voltage than predicted from macrospin; this effect can be seen in the first column of
Fig. II.10.2. When the field angle is turned into the 90° position, edge modes appear due
to the demagnetizing field in y-direction as described in section II.6.2. These edge modes
lie higher in field than the main peak, shifting the asymmetric contribution to that side,
see the inset of panel d) in Fig. II.10.3. In between there must be a smooth transition.
For the thin sample, the deviations are not that significant, however the ISHE voltage
is off by 10%. It is therefore clear that the quantification of the ISHE voltage from an
angular dependent measurement in a realistic sample does not work perfectly (within the
10% error), even if the thickness of the FM layer is kept low. This results from the fact
that the AMR is the dominant signal source in the samples studied in combination with
the modulation of the angular dependence of the symmetric/antisymmetric voltages due
to the fact that the mode structure changes with the angle of the applied field. As a result,
1In order to plot and fit the data, both prefactors are rescaled (see y-axis label in Fig. II.10.3) in order
to bring them to the same order of magnitude.
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the fit of the angular dependence does not cross the data points of pure ISHE signal at
ϕISHE = ±90 and the ISHE voltage is not reproduced perfectly.
On the other hand, the AMR voltage and therefore the induced current are quite well
reproduced from the fits, especially for the thin sample, as they are not so strongly en-
tangled with the other parameters. This allows to predetermine all parameters needed in
Eq. (10.1). As the AMR signal vanishes at ϕISHE, the evaluation of the measured voltage
at this angle does not suffer from the above-mentioned problem. The only question left is
if the averaged signal deviates much from the macrospin case at this angle. The answer
to this question is not a general one but depends on the exact geometry of the sample
as well as on the driving torque combination. First, the impact of the mode structure
depends on the ratio of width and height of the FM, the thinner and wider the better
the macrospin approximation is. Therefore, in this work the FM thickness used is 4 nm
instead of 12 nm used in [Obs15]. Additionally, the width is increased from 5 to 6 µm.
Further increasing the width would lead to problems in the homogeneity of the primary
driving field in the experiment. To estimate the deviations in the ISHE voltage for the
sample geometry used in the present study, simulations are carried out for some typical
values of driving torques. These are obtained by fits of experimental data for the angular
dependence of the symmetric/antisymmetric voltages, see section II.10.2. At frequencies
f > 8GHz the induced currents are in the range of 0.5mA at a primary driving field of
0.2mT. This implies, via Eq. (10.1), an increase of VS(ϕISHE) by only ∼ 3%, which is below
the detection limit. In Fig. II.10.4 simulation results are shown for an applied field in the
90° position using the parameters for the 4 nm sample from table 10.1. The upper plot
shows the spatial dependence of magnetization dynamics at FMR and the lower ones show
the simulations of electrical measurements. On the right side the inhomogeneous field due
to the current was taken into account, on the left side this term was set to zero. The
inset shows the ISHE signal as function of field and space. For homogeneous driving, the
dynamics is quite homogeneous across the stripe width, with some small distortion at the
edge. The average over the width is close to the value calculated from the susceptibility;
the small deviation comes from the fact that the precession goes to zero at the edge. If
the current induced field is added, the deviation changes from values below the macrospin
value to values larger than the macrospin value, even with the correction for the additional
driving strength. In both cases, the deviations are below the experimental detection limit.
From the simulations it is therefore concluded that the mode structure does not play a
measurable role for the used sample geometry and for low induced currents at magnetic
field strength large enough to completely saturate the magnetization.
The measurement procedure to be used therefore is the following: at the ϕISHE = 90° po-
sition the AMR signal vanishes. Thus the optimum angle is found where the asymmetric
voltage reaches zero. The search for this angle is performed at a high frequency/field. Sub-
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Figure 10.4.: Impact of mode structure and inhomogeneous driving field on the simulation of
an electrical measurement of the ISHE voltage at an applied field angle of 90° at 10GHz. On
the left side, a homogeneous driving field is used to drive the magnetization dynamics, whereas
on the right side the inhomogeneous Oersted field due to the current flow in the bilayer is added.
In both cases, the precession amplitude is averaged across the stripe width and compared to the
macrospin calculation. In both cases, the deviation is below the experimental detection limit.
sequently a frequency dependence of the ISHE signal is recorded. Usually, one finds large
antisymmetric contributions at low frequencies that approach zero with higher frequency.
In this range, the symmetric signal is used to compute the spin Hall angle. The impact of
the induced current is verified to be small by angular dependent measurements.
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10.2. Experiment: Angular Dependency
In the experiment, angular dependencies of the symmetric and antisymmetric voltages
are measured at four distinct frequencies covering 4 to 16GHz for every Pt thickness.
Data and corresponding fits are shown for the Pt(4 nm)/Py(4 nm) sample in Fig. II.10.5.
The fit reproduces the data nicely from 8 to 16GHz, however, at 4GHz the fit shows
significant deviations from the data. This is the result of the mode structure dominating
at low fields. To fit the data, Eq. (5.23) is used in combination with Eq. (5.25). In the fit
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Figure 10.5.: Angular dependence of symmetric and antisymmetric voltage amplitudes for a
Pt(4 nm)/Py(4 nm) sample at different frequencies. The solid lines represent fits to Eq. (5.23).
From the fit the amplitude of the induced current can be determined.
function, Iind is therefore expressed as function of V 0AMR and then calculated back from
the fit result for this parameter. The amplitudes Aij are calculated from the susceptibility
and the predetermined material parameters. In Fig. II.10.6, the extracted parameters
are shown. The error bars in these plots directly represent the goodness of the fit, again
showing the deviations at the lowest frequency. Additionally, the correlation coefficients
ci,j = covi,j√covi,i∗covj,j , 0 ≤ ∣ci,j ∣ ≤ 1 are calculated from the covariance matrix cov of the fit2.
For all samples, the correlation coefficients between the voltage amplitudes V 0AMR and
V 0ISHE and the driving torques heffy /I and τDL/I are quite high, up to 0.9, which indicates
a strong entanglement of these four parameters. At high frequencies, the correlation
decreases thus making the fit more trustful, whereas for 4GHz all ci,j > 0.8. This analysis
indicates that the results of the angular fit should be examined critically. As already
described in section II.10.1.3, the main aim of the angular measurement is to determine
the strength of the induced current in order to estimate its impact on the driving field at
2using scipy.optimize.leastsq from the scipy package (https://www.scipy.org/) which provides the jaco-
bian matrix
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ϕISHE. Panel b) shows the fit results for the induced current as a function of frequency
for the particular sample. The current does not seem to have a monotonous dependence
on the frequency. The inset of the panel shows the averaged values of Iind for f > 4GHz;
the error bars here span the whole range in which the values lie. The behavior is - up
to the last point - quite linear in thickness. This can be attributed to the fact that the
sheet conductance scales roughly linear with thickness in this range. All in all, the values
of the induced current do not exceed ∼ 0.6mA. As the primary driving field strength lies
around 0.2mT, the inhomogeneous Oersted field is expected to enhance the ISHE voltage
by not more than ∼ 3.5% (calculated by the use of Eq. (10.1)). The three other panels
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Figure 10.6.: Parameters of the fit of the angular dependence of VS and VA for the Pt(4)/Py(4)
sample as function of frequency. Panel a) shows the phase of the primary field with respect to
the induced current. The inset shows the same data for the bare Py sample. Panel b) shows the
amplitude of the induced current. In the inset, the averaged current is plotted as function of the
Pt thickness for all samples. In panel c) and d), the additional driving fields obtained from the
fit of the angular dependence is plotted and compared to the torques calculated from the value of
the induced current and the MOD results.
show the phase between primary driving field and induced current (ϕCPW) and the two
additional homogeneous driving torques. The phase shows a monotonous increase with no
big jumps for f ≥ 8GHz. This is the case for all samples and can be taken as an indicator
for the clear hf transmission of the system. The inset in panel a) shows the phase of the
induced current for the Py control sample without Pt underlayer. For this sample the
frequency resolution is much better; here it is visible that the phase has two pronounced
features around 6 and 13GHz. As shown in the next part of the text, these features
can be seen as dips in the microwave transmission in all measured samples. This implies
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some kind of resonance in the CPW/ISHE strip system. These regions must therefore be
excluded in the quantitative ISHE analysis. As the ratios heffy /I and τDL/I are directly
measured (for a dc current) in the MOD measurements, they can be used to check the
fitting result for consistency. To do so, the torques corresponding to the fitted value for
Iind are calculated and plotted as black dotted lines in panel c) and d). For heffy , the fitted
and calculated values are reasonably close for the particular sample. The agreement is
not that good for all other samples, however, possibly due to the entanglement with the
other parameters. The fitted value for τDL diverges for low frequencies. This happens for
all samples, indicating that the low frequency behavior is not well captured by the model.
However, for high frequencies the fit routine seems to deliver good overall results despite
the entanglement of the parameters.
10.3. Experiment: Pure ISHE
Having determined the induced current by angular dependent measurements, the next
step is to perform very careful measurements of the pure ISHE voltage at ϕISHE = 90°.
As the evaluation of the results depends on the strength of the driving field, it must be
calculated and calibrated before the measurements. This is done by calculating the ratio
of oop Oersted field vs rf input power hz/Pin of the sample via simulations. This coefficient
is then used to calculate the field in the sample from the measured effective power acting
on the sample as described in [Obs15, pp. 59-62 and p. 99 ff]. The microwave power is
measured directly before the sample holder using a rf powermeter and is plotted exemplary
in panel a) of Fig. II.10.7 for the Pt(4 nm)/Py(4 nm) sample. Subsequently, the sample is
connected and the transmitted power is measured directly after the sample holder. The
difference between both measurements gives the loss across the sample, plotted in panel b).
The transmission is good for most frequencies with two dips, one at low frequencies and
one at 13GHz. In the well-behaved region, the loss increases slowly to higher frequencies
indicated by the straight line. In this region, it seems appropriate to calculate the power
at the center of the CPW Peff, shown in panel c), as the mean of Pin and Ptrans due to the
symmetry of the sample. The error of Ptrans is estimated based on the deviation from the
linear loss. This calculation assumes that there is no major impedance mismatch between
cables, sample holder and sample such that there is no reflection of power from the sample
entrance and the loss across the sample is due to real Ohmic losses along the CPW. As a
last step, the effective power is converted to the driving field using the conversion factor
for the used CPW. To do so, the CPW is modeled in the software SONNET and the
current density distribution is calculated for a set of frequencies at a fixed input power
of 10mW. From the current density, the magnetic field is computed in the gap of the
CPW and averaged across the stripe width to obtain hz(Peff = 10mW). The result of this
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Figure 10.7.: Power calibration and driving field calculation for a Pt(4)/Py(4) sample. Panel
a) and b) show the input power and the power loss over the sample, respectively. From these
values, the effective power acting at the center of the sample is calculated (panel c)). The primary
driving field is calculated from the effective power by the use of a conversion factor depending
on the geometry of the CPW and the frequency. This factor is plotted in the inset; the field per
unit power increases slightly for higher frequencies.
computation is shown in the inset of panel d) which itself shows the primary driving field
as function of the frequency.
Having calculated the primary driving field and with the knowledge of the induced current
and all required material parameters, it is possible to determine the spin Hall angle and
the diffusion length from the pure ISHE voltage. To do so, ϕISHE must be found from the
condition VA(ϕISHE) = 0. At this angle, a frequency dependence is recorded in order to
judge which frequency range allows for a quantitative evaluation of the ISHE. Due to the
mode structure and the inhomogeneous internal field, the antisymmetric voltage is nonzero
at low frequencies even at ϕISHE as can be seen from Fig. II.10.8. The antisymmetric
voltage component approaches zero (within the scattering of the data) at around 9GHz for
all of the samples. This limits the range of frequencies usable for evaluation to f > 9GHz.
The inset of the graph shows the behavior of VA as a function of the angle around ϕISHE for
a fixed frequency of 12GHz. One observes a nice monotonous dependency of the voltage
on the angle and ϕISHE = 90.5° for this sample. The deviation of the angle from 90° stems
from the mounting of the sample and is different for every sample.
After having assured to be at the correct angle, Eq. (5.13) and Eq. (5.20) are used to
normalize the ISHE voltage in order to bring it to the form of Eq. (5.14). In Fig. II.10.9 the
frequency dependence of the normalized voltage for all samples is shown. Only frequencies
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Figure 10.8.: Measured voltages as function of frequency at ϕISHE. The antisymmetric voltage
goes to zero at around 9GHz. Inset: antisymmetric voltage as function of ϕ around ϕISHE at a
frequency of 12GHz which shows the zero crossing of VA around this position.
where a) the antisymmetric voltage is zero and b) the loss over the sample is smaller than
6 dB are taken into account. The error of the normalized voltages is mostly caused by
Figure 10.9.: Fully normalized voltage as function of frequency in the range where the antisym-
metric voltage is zero (within errors) and the power loss does not indicate a hf resonance of the
CPW/stripe system.
the error in the primary driving field that determines the precession amplitude of the
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magnetization. The normalized voltages are then averaged over the frequency and plotted
in Fig. II.10.10. The mean and errors are calculated by a Bootstrap approach3. The
averaged values are then fitted using Eq. (5.14) in order to extract the SHA and the spin
diffusion length, again using the Bootstrap method. The results are θSH = 31% with a
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Figure 10.10.: Fully normalized ISHE voltages averaged over frequency as a function of the Pt
thickness. The solid line represents a fit to Eq. (5.14) in order to extract both the spin diffusion
length λS and the spin Hall angle θSH. The sub/superscript numbers indicate the lower/upper
limit of a 80% confidence interval.
80% confidence interval of (27−35)% and λSH = 1.7nm with a 80% confidence interval of(1.3 − 2.1)nm.
3see appendix
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11.1. Experimental Requirements
In a MOD experiment, the strength of DL and FL torque is measured by observing the
shift in damping δ∆H and resonance field δHr as a result of an applied ip current. If there
are no systematic errors that distort the measurement of resonance field and damping, the
strength of the SOTs exerted by the current are directly measured and therefore very well
determined, as the separation of DL and FL torques is given by the different form of the
respective LLG terms. This natural separation is not present in electrical measurements
like ISHE and STT-FMR [Liu11], making MOD an excellent tool for the determination of
SOTs.
There is one requirement, however, that is crucial when using MOD to determine the
DL torque: the measured linewidth must be caused by the effective damping parameter
αeff, defined in Eq. (3.13), only. As the DL torque enters the LLG in the same form as
the Gilbert damping, it will enter the linewidth, given by Eq. (9.2) via the replacement
α → αeff. If the linewidth is dominated by extrinsic effects (i.e. the zero frequency offset
is large), a change in the effective damping parameter αeff due to the SOT might be
suppressed and not fully seen in the change of linewidth, leading to an underestimation of
the SOT. This scenario is excluded for the presented Pt/Py samples by the full film FMR
characterization which shows only a very small offset in linewidth.
For the special case of the presented work, it is found that there is another possible
error that can hinder the measurement of the real linewidth: In narrow stripes, the mode
structure can be such that two modes overlap in field and result in an artificially low
linewidth, see Fig. II.6.4 and the discussion in the text. The SOT then reduces the single
peak linewidth but the spacing in field remains constant which in turn leads to either a
too large or too small change of the fitted linewidth. This problem can be excluded by
producing a small enough mode spacing via reducing the thickness of the FM layer and
by the use of a wide stripe. Micromagnetic simulations - using the sample geometry and
material parameters of the real devices - show that the resulting linewidth of a simulated
TRMOKE measurement reproduces the input value of the damping constant. In addition,
the damping values measured on the stripes and the full film FMR values are in good
agreement such that it is concluded that the standing spin waves do not influence the
measurements of the SOTs.
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11.2. Experimental Results
For the quantification of the SOTs as function of the ip current density, local FMR is
measured using TRMOKE for a series of applied currents and the resonance field and
linewidth are extracted as described in section II.4.2.3. The external field is always kept
perpendicular to the stripe and every measurement is performed for both field polarities
in order to verify the symmetry of the SOTs. The resonance field and linewidth as a
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Figure 11.1.: Current induced changes in a) resonance field and b) linewidth as measured on
a Pt(4 nm)/Py(4 nm) stripe at a frequency of 10GHz. Measurements are conducted for both
current polarities and field polarities with field direction being perpendicular to the stripe.
function of the applied current are exemplarily shown in panel a) and b) of Fig. II.11.1,
respectively, for a Pt(4 nm)/Py(4 nm) sample and a frequency of 10GHz. The two colors
represent positive and negative fields, for which the shifts are expected to switch sign. The
averaged current density for the largest current applied lies in the range of ≤ 1.2 × 1011 Am2
for every sample. At these current densities, thermal contributions are small and do not
influence the outcome of the SOT measurements.
From the raw data, some important things can already be observed:
• the shift in resonance position is clearly visible and almost linear, indicating only a
small thermal contribution induced by a reduction of Meff .
• the field is shifted about 1.5mT, which means the measured effect lies in the (sub)
percent range compared to the resonance field.
• the change in linewidth is almost perfectly linear
• due to the low starting value for µ0∆H, the shift of about 2mT leads to a modulation
of the linewidth of ≈ 30%
This shows the advantage of experiments where the current generated torques are used to
drive the magnetization and the resulting dynamics is measured in order to extract the
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SOTs (like SOT-FMR [Liu11] and SOF measurements [Che16]): a driving field/torque of
0.2mT (one tenth of the fields measured here) already leads to a dynamic signal that can
easily be measured. However, the analysis of such measurements is much harder since par-
asitic effects have to be excluded carefully. In this sense the MOD technique is straightfor-
ward and reliable and is only limited by the precision with which the linewidth/resonance
field can be measured.
11.2.1. Field-like torque
The resonance position, plotted in panel a) of Fig. II.11.1 is influenced by two factors: the
current induced linear shift, described by Eq. (4.2) and a quadratic increase due to Joule
heating. To account for the latter, the resonance field is fitted using the following function,
derived in [Dec12]:
µ0Hr = 12 ⎛⎜⎝−µ0Meff(TR) (1 − βI2) +
¿ÁÁÀ(µ0Meff(TR) (1 − βI2))2 + 4(ω
γ
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− bFL I. (11.1)
This equation is the Kittel equation Eq. (9.1) (without considering the weak ip anisotropy)
solved for the resonance field. The temperature dependence is included by assuming
a linear change in Meff with temperature (around the effective magnetization at room
temperature, Meff(TR)), whereas T ∝ I2 due to Joule heating. The linear slope is given
by bFL = δµ0Hr,II . For the current densities used β ≈ 0 and the change in Meff is ≤ 0.1% for
all samples. The results for the fitted bFL values are shown in Fig. II.11.2. Panel a) shows
Figure 11.2.: Field-like torque per unit current as determined by the resonance field shift. a)
Frequency dependence of the ratio for different Pt thicknesses. b) Averaged ratio as function of
the Pt thickness (blue symbols). The blue dashed line represents an absolute upper bound for an
Oersted field that is created by the current flow solely through the Pt layer. The green dashed
line shows a more realistic estimation of the Oersted field contribution based on the two resistor
model.
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the frequency dependence for all samples. The fitted value can be regarded as constant
over a very wide range of frequencies. The averaged values are then plotted as function
of dPt in panel b). In order to check if the measured strength of the field-like torque can
be explained by the current induced Oersted field alone, the following estimation is made
[Emo16]: the Oersted field is calculated by Eq. (2.2) under the assumption that all of
the current flows in the NM such that bOe,max = µ02w ≈ 0.1 TA . This value is indicated by
the blue dotted line in panel b). It is clear that there must be an additional effect which
might be caused by either the SHE via the imaginary part of the SMC, see Eq. (2.25) or a
Rashba type effect, see Eq. (2.17). The above estimation, however, is very unrealistic for
the Pt samples having a low thickness, therefore the green dotted line shows the current
generated Oersted field effect computed by assuming a current density distribution based
on the conductivities of Pt and Py.
In either case, the interfacial origin of the effect suggests a scaling with the inverse of
the magnetic moment per area such that in the following an effective conversion efficiency
θeffFL = τFLjN 2eh̵MsdF is introduced in order to compare the strength of field and damping-
like torque. The result of this normalization is plotted in Fig. II.11.4 and discussed below.
From the raw data the different strength of the effects on the two different wafers is visible.
This suggests that part of the torque is indeed of interfacial nature.
11.2.2. Damping-like torque
The change in linewidth is given by Eq. (4.1). Due to the presence of the resonance field
in the denominator, the raw slope shows a frequency dependence. By normalizing on the
resonance field and Meff the torque per current ratio can be calculated and compared
to the field-like torque. Again, the torque is constant over the whole frequency range,
as can be seen in panel a) of Fig. II.11.3. The averaged values are shown in panel b)
in blue. For comparison, the field-like torque is added in green. Due to the fact that
the Oersted field contribution increases with increasing thickness, the field-like torque is
expected to saturate, whereas the damping-like torque is expected to go to zero for large
thicknesses. The trend seen in the data therefore fulfills the expectation. From the raw
torques, the effective conversion efficiencies are calculated via Eq. (2.25) which are valid in
the drift diffusion model. The calculation involves the conversion of the measured current
into the (homogenous) current density flowing in the NM, jcN(Imeas). This calculation
is performed by the use of the parallel resistor model. In both layers, a homogeneous
current density distribution is assumed that is given by the measured conductivity of
the respective layer. In Fig. II.11.4, the effective SHA/conversion efficiencies are shown
for different assumptions for the conductivity ratios of Pt and Py. The blue symbols
show the effective SHA for the case of the thickness-dependent, measured Pt conductivity.
The red symbols are calculated assuming a constant conductivity of both Py and Pt for
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Figure 11.3.: Damping-like torque as function of applied current. a) The measured torque per
current ratio is flat as function of the frequency for all samples. b) Averaged damping-like torque
as function of the Pt thickness (blue symbols) in comparison to the field-like torque (green).
The DL torque/current ratio has a maximum at 2nm and then decreases with thickness due to
current shunting in the Pt. In contrast, the field-like torque saturates due to the contribution of
the Oersted field.
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Figure 11.4.: Effective SHAs obtained from the torque/current ratios. The red symbols rep-
resent the damping-like torque and are calculated by taking the bulk values for the respective
conductivity. By contrast, the blue symbols are calculated by using the thickness-dependent Pt
conductivities. The green symbols are computed by normalization of the field-like torque (Oersted
field contribution subtracted) in the same fashion. The red and blue solid lines are a fits of the
respective data to Eq. (2.28).
comparison; the ratio of the conductivities is taken to be the ratio of the bulk values of
σPt = 9.1 × 106 1Wm and σPt = 6.7 × 106 1Wm such that σPtσPy ∼ 1.36. The same normalization
is applied to the field-like torque in order to show the respective strength of both torques.
The field-like, Oersted-field-corrected torque is much smaller than the damping-like one.
This is expected when comparing to the literature values for FM layers of dFM > 1nm
[Pai15; Ngu16; Ski14; Liu12a]. The normalization on the Pt current density, however,
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makes sense only if the bulk SHE is assumed as the source of the measured FL torque,
see section I.2.5. Any Rashba like effect rather scales with the current density at the
interface/the current density within the FM itself [Ski14; Fan13; Pai15; Ou16; Emo16].
To make a valuable statement about the origin of the field-like torque therefore requires
the measurement of a Py thickness dependence which is beyond the scope of this work.
Under the assumption of a transparent interface, the conversion efficiency ηDLθSH can be
fitted using Eq. (2.28); the result of the fit belonging to the red/blue symbols is indicated by
the red/blue line. By comparing the two fit curves it is clear that there is no big difference
between the two methods for current density calculation. The value obtained from the
blue curve for the effective SHA is θeffSH = 0.96 ± 0.03 where the error is obtained from the
goodness of the fit. Fitting of the red symbols results in a value which is only 7% larger
and therefore both results agree within the error bar. A larger difference is found for the
spin diffusion length which is λs = (1.0± 0.1) nm for the blue curve and λs = (1.2± 0.1) nm
for the red curve. These values can be compared to literature values in which the finite
interface transparency is not included. In order to take the interface transparency into
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Figure 11.5.: Normalized conversion efficiencies and spin Hall fits. For the blue symbols, the
current density distribution is computed from the varying, measured Pt conductivity. For the red
symbols, a constant Pt and Py conductivity, equal to the bulk value, is assumed. The solid lines
represent the best fit to Eq. (2.31) for both cases.
account, the dampling-like conversion efficiency is finally normalized to the effective SMC
and fitted using Eq. (2.31) to obtain both the pure SHA and the spin diffusion length.
The results of this procedure are shown in Fig. II.11.5. It should be noted here that the
conductivity value entering the left side of Eq. (2.31) is the bulk conductivity of Pt and is
therefore independent of the thickness. The varying conductivity only affects the current
density distribution and therefore the value of ηDLθSH as described above. Panel a) shows
the normalized conversion efficiency corresponding to the blue symbols in Fig. II.11.4
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(current density from measured conducitvities). In panel b) the values correspond to the
red symbols in Fig. II.11.4 (current density from constant conducitvities). The errors
of the fit parameters given in the graph are obtained from the goodness of the fit as
described in IV.A. The bulk conductivity used in the normalization (Eq. (2.31)) is set to
σPt = 7.3 × 106 1Wm determined in section II.9.4. It is noted that again the data points
obtained by the two different computation methods do not differ much and even coincide
within the error bars. However, the point at dPt = 2.4 nm is shifted up by using the
thickness-dependent conductivity (blue) compared to the corresponding red point. This
particular datapoint dominates the outcome of the fit because it leads to a shorter spin
diffusion length. The corresponding SHA in turn goes up due to the fact that the prefactor
in Eq. (2.31) contains the product of SHA and spin diffusion length. Consequently, both
products ΘSHλs = (0.38± 0.02)nm and ΘSHλs = (0.40± 0.01)nm coincide within the error.
If a result for both θSH and λs should be given, a confidence interval of θSH = 0.4 − 0.5
seems to be adequate and similar, for the spin diffusion length, λS = (0.8− 1.0)nm. These
values are compared to the results of spin pumping and ISHE as well as to literature values
in the following section.
It shall be noted that the fit result for the SHA depends linearly on the conductivity σ0Pt
which is again caused by the form of the prefactor of Eq. (2.31).
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Results
In this section, the final results obtained within the drift diffusion model are compared
to each other and to literature values obtained from similar experimental approaches.
When doing so, it has to be differentiated between the methods used to determine the
key parameters θSH and λS as already discussed in sect. II.1. In spin pumping and ISHE
experiments, the finite transparency of the NM/FM interface, described by the SMC, is
always included in the analysis. Therefore, SHAs determined via ISHE always correspond
to the intrinsic SHA of the NM. In STT experiments which use a current created torque
to quantify the above parameters, often the SHA is computed under the assumption of a
transparent interface, resulting in θeff < θSH.
Table 12.1 shows the confidence intervals for spin diffusion length and SHA obtained by
spin pumping, ISHE and MOD as discussed in the respective evaluation part.
spin pumping ISHE MOD
θSH − 0.310.350.27 0.450.50.4
λS (nm) 2.12.31.9 1.72.11.4 0.91.00.8
θSHλS (nm) − 0.540.590.49 0.390.410.36
θeffSH − − 0.10.110.09
λeffS (nm) − − 1.11.21.0
θeffSHλ
eff
S (nm) − − 0.120.130.11
Re{g˜↑↓} (×1019 1m2 ) 5.36.14.5 − −
Table 12.1.: Confidence intervals for: bare SHA θSH, λS and Re{g˜↑↓} as obtained from MOD,
ISHE and SP within the full drift diffusion model; values obtained for the effective SHA θeff
and the corresponding spin diffusion length λeffS obtained from MOD by assuming a transparent
interface. Sub and superscript numbers represent the lower and upper limit, respectively.
The first result that strikes the eye is the very high value for the SHA of 30 to 45%. How-
ever, when taking into account the finite interface transparency, similar values of 20−30%
have been reported recently [Pai15; Zha15b; Nan15]. It is noted in [Pai15], however, that
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these values appear to be quite high compared to theoretical calculations of bulk SHAs,
see the values given below. The transparency of the NM/FM interface for a spin current
can be defined by Tint = 2 e2h Re{g˜↑↓eff,sat} λSσN . This result is obtained by setting dNM ≫ λS in
Eq. (2.30). For the Pt/Py layers of this work T ∼ 0.25, in accordance with similar values
obtained recently [Zha15b; Pai15]. This means that previously reported SHAs (under the
assumption of a transparent interface) are underestimated by a factor of up to four when
compared to intrinsic values and would be corrected up into the same region of the values
given above. For the MOD experiment, the large SHA is therefore a direct result of the
extended model used for the evaluation of the data.
This argument is corroborated by the fact that the spin Hall angle obtained by the use of
the transparent interface model θeffSH does lie within reported values which, however, scatter
a lot (from 0.05 to 0.12 in [Kas14; Liu11; Nan15; Bos17]). In this sense, the (effective)
SHA obtained in this work lies well within the expected range.
The same is true for the spin diffusion length, which is short and lies between (0.9−2.1)nm
in all three experiments which is in the range of (0.7− 3.7)nm as found in [Kas14; Boo15;
Zha15b; RS14; Aze11]. The spin diffusion length obtained from SP thereby coincides with
the ISHE result (within the error bars) whereas the MOD result is significantly shorter.
In this sense it can be concluded that, within the drift diffusion model, SP, MOD and ISHE
experiments result in comparable values of the two main parameters. In [Nan15], MOD
and ISHE experiments have been compared in a similar way as presented here, but only
one Pt thickness (4nm) has been studied. By assuming one fixed value for λs for both
cases, the two experiments give comparable results which has been claimed to confirm
the reciprocity of MOD and ISHE.1. However, in the present work, the Pt thickness
dependence allows for a more differentiated evaluation. As a result, the MOD experiment
shows a quicker saturation with respect to dPt and therefore leads to a lower spin diffusion
length and a larger SHA compared to the ISHE.
In [RS14] and [Wan14], it is argued that the variation in θ and λSD comes from the
fact that both parameters are correlated in the equation used to compute θSH. This
leads to an error when e.g. taking a literature value of λSD in order to compute the
SHA. Only the product of both quantities should be compared and is believed to lie
around θSHλS = 0.18nm and 0.13nm, respectively2. The value of this product, however,
does depend on the transparency of the interface as can be seen from the fact that the
value of θtransSH λtransS = 0.12nm from this work lies well within this range, whereas the
θSHλS = (0.4 − 0.5)nm is much larger. As described below, the idea of a constant product
does also have a physical reason, which is of course only valid for the bare SHA.
1interestingly, at dPt = 4 nm the normalized ISHE/MOD data obtained in this work lie very close together
at 0.4nm such that, by assuming a common λs and only taking this thickness into account, the same
conclusion could be drawn.
2This argument, however, does not hold for STT experiments if the transparent interface model is used
and if dPt ≫ λs because then η ≈ 1 and θeffSH does not depend on the exact value of λs used.
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Indeed, the product θSHλS is larger in the ISHE experiment compared to MOD, opposite
to the behavior of the SHA. This is a result of the fast saturation of the normalized MOD
conversion efficiency at dPt = 2.4 nm (see Fig. II.11.5) compared to a saturation thickness
of the normalized ISHE voltage around 5nm, see Fig. II.10.10.
In table III of [Sin15], a collection of values for λS and θ for Pt, obtained by different
methods, can be looked up. It is found that SHE experiments can be divided into two
classes, one in which a FM is directly attached to the Pt layer (MOD, ISHE, SP etc.).
Experiments of this class often result in short diffusion lengths between (1 − 3)nm. In
the other class of experiments, the spin diffusion in pure Pt stripes is measured using
nonlocal measurement schemes (see e.g. [Sin15] for a description). In these experiments,
the determined diffusion lengths are much larger, around 10nm. A recent experiment, in
which the spin accumulation is optically probed in the Pt, again without contact to a FM
comes to the same conclusion and a spin diffusion length of λS = 11nm is measured [Sta17].
This fact shows that the NM/FM interface plays an important role in high-quality metallic
bilayers.
There are two main effects that are discussed in this context: a) spin memory loss (SML)
and b) proximity polarization of the Pt at the interface.
SML has been introduced in the context of SOT measurements in 2014 [RS14] and since
then is subject of discussion. In the original publication, SP enhanced damping and ISHE
results have been compared to each other. It has been found that the spin diffusion
length obtained from SP is much shorter than obtained from ISHE. From this fact it has
been concluded that the enhancement of damping saturates quickly not only due to spin
relaxation within the bulk of the NM but immediately at the interface. The spin current
that passes the interface then relaxes in the NM according to the bulk NM spin diffusion
length and therefore the ISHE scales with the bulk λ while SP saturates quicker due to
SML at the interface. In the presented study, no significant difference is found in the values
for λSD between SP and ISHE experiments. If so, the observed difference would even be
opposite, which suggests that SML might not be very important in the presented case.
Mathematically, SML is introduced into the spin drift diffusion equation by a fictitious
interface layer that absorbs part of the passing spin current and is characterized by the
spin flip parameter δ = dIλI with the thickness and spin diffusion length of the interface layer.
SML at the interface therefore also applies to STT experiments like MOD [RS14] where it
influences the spin injection efficiency/interface transparency. A full equation equivalent
to Eq. (2.29) including SML can be found in [Pai15]. As a result, a nonzero SML leads to
an underestimation of the SHA from such measurements. As the obtained value for the
SHA in this work is quite high, a sizeable SML again seems unrealistic.
The second effect often discussed is the fact that Pt has a high paramagnetic susceptibility
and therefore exchange coupling leads to an induced magnetic moment in the first few Pt
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layers attached to the FM [Wil00; Cam16]. In [Cam16], it has been shown that the form
of the increase in damping for dPt < 2nm differs for Pt/Py and Pt/Cu/Py layers, which is
attributed to the finding that a) Pt in Pt/Py is polarized at the interface and b) the Cu
layer suppresses this polarization while not influencing SP in general. This result has been
used to call for a generalized model of SP because “In standard SP theory [Tse05] possible
induced moments in N are supposed to be a priori included in calculations of the spin-
mixing conductance g↑↓ of a F|N interface [Bra00; Zwi05] which tends to be insensitive to
their presence” [Cam16]. It is generally seen that the insertion of a Cu spacer between
NM and FM reduces the increase in damping/the measured STT and is ascribed to a
reduction of the effective SMC [Nan15; RS14; Zha15b]. In this sense, magnetic proximity
supposedly plays a role in the strength of the interfacial effects. However, a Cu insertion
layer reduces the effective conversion efficiency and is therefore unfavorable since for any
practically usable device a high θeffSH is needed.
One open question arising during the presented work is how the thickness-dependent con-
ductivity fits into the drift diffusion model.
Recently, some groups also reported varying conductivities in thickness-dependent studies
and different models have been used in order to improve the drift diffusion model. In
[Cas12], it was first noticed that the resistivity showed a clear nonlinear behaviour in
ISHE measurements on Pt/YIG layers but no model was presented to evaluate the data.
In [Ngu16], a strong variation of the Pt resistivity with thickness was found and an exten-
sion to the drift diffusion model has been constructed to evaluate STT-FMR data, based
on the idea of a simple rescaling of the Pt thickness. The assumption made in this model
is a) the Elliot-Yafet mechanism causes the spin relaxation in Pt, which leads to λS ∝ σPt
and b) the Hall effect is of intrinsic origin, i.e. θSH = σintxyσPt . Therefore, λSθSH = const and it is
possible to rescale the Pt thickness using the respective conductivity for each sample. The
intrinsic spin Hall conductivity found is σintxy = 2.95 × 105 1Wm and λSσPt = 0.8 × 10−15Wm2.
These values convert to θSH = 0.04 and λS = 5.8nm for the bulk conductivity found in this
work (7.3 × 106 1Wm). Another study shows how the measured SOT parameters change with
varying Pt resistivity by employing different evaporation methods at constant Pt thickness
[Sag16] using a nonlocal measurement technique at low temperatures. The findings cor-
roborate the E-Y relaxation mechanism and give λSσPt = 0.6 × 10−15Wm2 (→ λS = 4.4nm) in
good agreement with the above experiment. In addition, the transition from the intrinsic
to the extrinsic regime of the SHE can be observed at high conductivities (∼ 1 × 107 1Wm at
10K). The intrinsic Hall conductivity found in this study, however, is σintxy = 1.6 × 105 1Wm
(↔ θSH = 0.04) and therefore much smaller than the STT-FMR result.
In sharp contrast to these findings, both [Jia13] (ISHE) and later [Boo15] (spin pumping)
have recently evaluated data with a drift diffusion model that assumes a constant λS and
a varying conductivity. In [Boo15], it has been pointed out that this is formally equivalent
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to the Dyakonov-Perel [Dya71c] spin relaxation mechanism (see for example sec. II of
[Mow11] and the references therein). The main implication is that, in contrast to E-Y
where λs ∝ σ, Dyakonov-Perel predicts λs ∝ 1σ . It has been found that these models fit
the data best although the physical meaning of a D-P like relaxation in Pt is questionable
as the Dyakonov-Perel mechanism requires broken inversion symmetry [Boo15]. Short
values for λS < 2nm are found in both cases.
In this context, the results obtained in this work are quite interesting: Although it is
believed that the bulk conductivity of Pt is quite large, which would give rise to a low
bulk SHA from theory, the results of ISHE and MOD including the interface transparency
result in very high values for θSH. This again points towards a non-negligible contribution
from a pure interface effect, which becomes more important when treating thin samples
with high quality and large mean free path. In none of the above experiments it has been
tried to understand the origin of the decrease in conductivity for the thin layers, although
it is assumed that it is of interfacial nature.
If interface scattering becomes more important, spin orbit coupling at the interface might
dominate over bulk effects as the interface contribution can be much larger than the bulk
contribution [Wan16]. Recently, the effect of SML has also been attributed to interface
spin orbit coupling [Che15]. The current density directly at the interface thereby strongly
depends on the details of the scattering contributions as discussed in section II.7.4.
A recent published work tackles the existence of interfacial SOC by extending the bulk drift
diffusion equations [Ami16a; Ami16b] but naturally does not take inhomogeneous current
densities into account. In addition, a similar formalism is needed in order to describe
the ISHE experiment in order to allow for a comparison of complementary measurements.
In that sense, further theoretical and experimental work is required to disentangle the
contributions of bulk and interface for both NM and FM. This seems to be especially
important regarding the fact that in applications like spin orbit torque switching, the FM
layers usually consist of only a few monolayers of material [Gar13; Gar14; Bau17; Dec17],
i.e. the FM cannot be described using bulk properties at all.
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13. Summary
In conclusion, the spin Hall effect in Pt is studied by using two complementary methods,
namely modulation of damping (MOD) and inverse spin Hall effect (ISHE) measurements.
Both experimental results are evaluated within a common drift diffusion model under the
assumption that the bulk SHE is the source of the damping-like torque in the MOD case
and the conversion of spin and charge current in the ISHE case.
Within the thesis, a complete model for the angular dependence of ISHE and AMR voltages
is derived, which allows to quantify the induced current and to estimate the impact of
this current on the pure ISHE signal. From the measured angular dependent voltage
amplitudes, it is verified that the current induced increase of the ISHE signal is negligible.
The effect of standing spin waves on MOD/ISHE measurements in micro stripes is studied
by numerical methods and it is shown that, in order to obtain reliable results, the stripe
width must be large enough. In particular, it is shown that for the sample geometry used
in this work (w = 6µm and dFM = 4nm), the effect of the SSWs on the ISHE and MOD is
small enough to be neglected.
The measurements are performed on MBE-grown Pt(x)/Py(4nm)/Al2O3 multilayer struc-
tures for varying Pt thickness. Careful electrical and magnetic characterization proves
the high quality of both Pt and Py films and allows for a consistent normalization of the
measured SHE/ISHE data. A bulk conductivity of σ0Pt = 7.3 × 106 1Wm is found from a
thick, single crystalline sample. For thin layers, the Pt conductivity is found to vary with
thickness, which is attributed to additional scattering sources such as interface and grain
boundary scattering, although a consistent disentanglement of different scattering sources
by using the Boltzmann transport equations is not possible.
It is found that, although the general trend of both MOD and ISHE data is similar,
the results obtained by the two methods do not show exact reciprocity of SHE/ISHE,
indicating the importance of inclusion of interface-generated torques into the drift diffusion
model in the future. Nevertheless, a very large SHA of θSH = 0.3 − 0.45 is found for Pt in
this work.
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Part III.
Time Resolved Measurements of the
Spin Orbit Torque Induced
Magnetization Reversal in Pt/Co
Elements
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The third part of the presented work is dedicated to the switching of perpendicularly
magnetized (PMA, after perpendicular magnetic anisotropy) Pt/Co/Al2O3 elements via
in-plane current induced spin orbit torques. The results presented in this part have been
published in [Dec17].
Since the first experimental demonstration of current induced switching in 2011 [Mir11], a
lot of work has been done in order to understand the physics of the process and to optimize
this switching mechanism towards applicability [Mir11; Liu12a; Avc12; Lee13; Emo13;
Gar14; Cub14; Bi14; Lee14b; Lee14a; Tor15; Yu14b; Leg15; Zha15a; Dur16; Fuk16; Li16].
In particular, the application aspects of SOT induced switching have been adressed by
improving thermal stability of the device [Wu16] and to investigate the possibility of field-
free switching [Yu14b; Tor15; Fuk16; Kon16].
However, to this date, the exact switching mechanism as well as the physical origin of
the SOTs that drive the process are still under debate. The possible sources are again
the SHE and the Rashba effect which is likely to be strong due to the extremely low
thickness of the FM layer. The SOT driven reversal of PMA elements has therefore been
extensively studied in order to understand the switching process in the static or quasi-static
current limit [Mir11; Liu12a; Emo13; Lee13; Lee14a; Yu14a; Dur16]. These experiments
are capable of determining the symmetry of the SOTs and also result in switching phase
diagrams but obviously cannot provide a direct description of the dynamics of the switching
process itself.
From the theoretical side, there are two different models that are commonly used in order
to compute e.g. critical switching currents in the static limit: a macrospin model [Lee13]
and a model that incorporates the nucleation and subsequent propagation of domain walls
[Liu12a]. These two models result in critical current densities that differ by orders of
magnitude simply due to the fact that the energy barrier that has to be overcome is much
lower for the latter case. Both models, in addition, require the implementation of a finite
temperature in order to describe the statistical nature of switching in a dc limit. The
applicability of the two different models depends on the device size: the macrospin model
is found to be valid if the lateral dimensions of the sample are in the 10nm range (in the
range of the size of a domain wall) [Zha15a]. If the sample dimensions get bigger, the
switching process is believed to follow the domain wall model [Zha15a; Liu12a; Emo13;
Lee14b; Dur16]. The question arises, what happens if the current is no longer applied in dc
mode (or in long pulses) but if the pulse duration is lowered to reach the ns regime [Avc12;
Cub14; Gar14; Zha15a]. It turns out that, although the critical current density rises with
decreasing pulse width, switching of a PMA element is possible down to a pulse width of
180 ps [Gar14]. In this experiment, the magnetization has been probed electrically in a dc
measurement after current pulse application such that the dynamics can only be accessed
indirectly.
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A detailed understanding of the process therefore requires temporal and spatial resolution.
Both requirements are met by a TRMOKE based pump probe experiment which is for
the first time presented in this work. The trajectory of the magnetization of a PMA
element is probed as a function of time during the magnetization reversal. By comparing
the experimental data and micromagnetic simulations, the importance of the two different
SOTs (damping- and field-like) as well as the Dzyaloshinskii-Moriya interaction (DMI) is
pointed out.
In order to obtain PMA in NM/FM/oxide structures, the FM layer is kept ultrathin,∼ 0.5nm, which may lead to a perpendicular easy axis (see section I.1.2.5) and large
damping-like and field-like SOTs due to the dominating influence of interface effects. As a
side result, in Pt/FM systems, the effective Gilbert damping parameter α is of the order
of 0.1 − 0.5 for Pt/Co/oxide stacks [Mik15; Miz10]. Recently, it has been found that in
such thin FM layers sandwiched between NM and oxide layers, the symmetry breaking
leads to the appearance of the (interfacial) DMI which is described in section I.1.2.2. Since
DMI favors spiral-like magnetization textures, it leads to a reduced domain wall energy
and thus influences the ground state [Mei17] as well as the dynamics of the FM [Mik15].
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1. SOT Induced Switching of
Perpendicularly Magnetized Elements
The general idea of SOT induced switching of a perpendicularly magnetized element relies
on the current created damping-like torque TDL (as defined in Eq. (1.20)) in combination
with a small applied ip field that breaks the symmetry of the magnetic response with
respect to the up (+z) and down (−z) component of m.
This can be understood as follows: If no other torques are present, the magnetization is
in equilibrium either at m = zˆ or m = −zˆ due to the effective anisotropy field µ0Hoop =(2KoopMs − µ0Ms) > 01. Without loss of generality, assume m = zˆ to begin with. If now an
external fieldHext is applied ip (along x-direction), the equilibrium position is given by the
vector sum of external field and anisotropy field. The equilibrium position continuously
transforms from oop to ip with increasingH and is given bym ∥Hext whenHext =Hoop. If
released, the magnetization then spontaneously relaxes towards either equilibrium position
such that no deterministic switching can be achieved. The same argument is true if
only a damping-like torque is applied with σ ∥ yˆ lying ip. This torque directly pulls
the magnetization towards the −yˆ-direction. If both the damping-like torque and the
external field are present, the ip field component perpendicular to σ exerts a torque
on the magnetization that pushes m towards the negative half sphere for σ ∥ yˆ and
towards the positive half sphere when σ ∥ −yˆ. After the switching event, the external field
then stabilizes the final equilibrium position, as shown in panel b) of Fig. III.1.1. This
asymmetry leads to bipolar switching if the current direction and therefore σ is reversed
at a fixed ip field.
The critical strength of the damping-like torque τDL that needs to be reached in order to
switch the magnetization within the macrospin model is given by [Lee13; Gar14]:
τDL,crit = µ02 (Hoop −√2Hext) . (1.1)
The limit of zero external field is exactly the torque needed to pull the magnetization
ip (m ∥ −σ). The above equation is valid for pulse widths long enough to allow the
magnetization to rotate into the lower half sphere. In the short pulse regime, the switching
time and probability therefore depend not only on the strength but also on the rise and
1µ0Hoop ≡ −µ0Meff
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fall times as well as on the damping [Leg15]. In panel a) of Fig. III.1.1 the mz trajectory
Figure 1.1.: Numerical evaluation of a current induced switching event within the macrospin
model. a) switching trajectories of mz (blue, red) induced by a 500ps wide pulse (green line) cre-
ating a SOT strong enough to pull the magnetization into the x, y-plane for two different applied
ip field strengths Hx = 0.02 ×Hoop and Hx = 0.2 ×Hoop. b) 3D trajectory of the magnetization
unit vector for the case of the larger applied field (blue line). The torques resulting from the
oop anisotropy field and the external field as well as the damping-like SOT are sketched at three
distinct positions in order to elucidate the action of the external field.
is shown for a fictious 500ps current pulse (green line) and two different values for the
ip field as obtained from a numerical solution of the LLG. In this illustrative case, the
damping-like torque is set to be equal to the zero field critical current given by Eq. (1.1).
The Gilbert damping parameter is α = 0.5. The magnetization is pulled from the upper
into the lower half sphere within ≈ 250ps which is well below the reachable pulse width in
the experiment such that the macrospin switching time is not expected to be the limiting
factor. The two different mz(t) curves are obtained for Hext,x = 0.02 ×Hoop (red curve)
and Hext,x = 0.2×Hoop (blue curve). The larger field leads to a decrease in switching time
due to the additional torque favoring a down state. For the latter case, the 3D trajectory
is shown in panel b) as the solid blue line. In panel b) the torques on m are depicted
at different positions in order to clarify the action of the external field. Note that the
damping-like torque always acts towards the same direction whereas the torque due to the
external field changes sign after the magnetization vector passes the z = 0 plane.
If the damping-like torque is smaller than the critical value given by Eq. (1.1), no switching
occurs within the macrospin model. However, any combination of ip field and damping-like
torques stabilizes one equilibrium in favor of the other one, i.e. the formerly degenerate
energy minima at ±zˆ split into a lower and a higher one. Thus switching in reality occurs
even for torque values well below the result of Eq. (1.1). This can be understood by
the following extension of the model: a) within the macrospin model, thermal assistance
must be included, which lowers the critical current [Bed10; Liu14; Lee14a; Led94] and
b) for larger samples the macrospin model is invalid and domain wall nucleation and
propagation [Liu12a], which can also be thermally assisted [Avc12; Lee14a; Bi14; Gar14;
Zha15a], has to be taken into account. This process further reduces the critical switching
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current due to the much lower energy cost needed for the formation of the domain wall
compared to a coherent rotation of the whole magnetic element. The switching probability
in the thermally assisted case follows an Arrhenius law and therefore, for a given current,
strongly depends on the pulse width. Vice versa, the critical current depends on the
pulse width. It is found that for the particular case of PMA magnetization switching a
pulsewidth of ≤ 1ns is below the thermally assisted regime [Gar14; Bed10; Liu14; Lee14a].
This leads to the expectation of either coherent rotation or deterministic domain wall
nucleation/propagation for such short current pulses.
In [Mik15], it has been shown by the use of micromagnetic simulations that for a disk
shaped sample the switching process indeed occurs via domain wall nucleation at one side
of the disk and subsequent propagation of the domain wall if DMI is included. By using
Figure 1.2.: Micromagnetic simulation of the deterministic domain wall induced reversal of a
100nm disk following [Mik15]. Panel a) shows the design of a sample structure; the grey rectangle
represents a Pt strip with a blue Co disk on top. Panel b) shows the averaged z-component of the
magnetization (blue line) as a result of a current pulse (green). Panel c) shows snapshots of the
magnetization configuration at distinct times. At the right edge of the element, initially pointing
in +z direction, a domain nucleates and subsequentially moves to the left until the whole disk is
switched into the −z direction.
the parameters of [Mik15], an exemplary switching event is simulated using mumax3 and
shown in Fig. III.1.2. The magnetic sample in this case consists of a 100nm diameter
Co/Al2O3 disk on top of a Pt strip. The current pulse is passed through the strip in x-
direction and an external ip field of 0.1T is applied in the same direction. Panel b) shows
the current pulse in green and the averaged z-component of the magnetization in blue. In
panel c) the spatial distribution ofm is shown. Initially, the whole element is magnetized
along +zˆ direction. After onset of the pulse, a domain nucleates at the right side of the
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disk. The nucleation spot is determined by the combined action of DMI and the external
magnetic field. At the edge of the disk, the DMI leads to a tilt of m towards the center
of the disk. The external field now counteracts this tilt at the left edge and enhances it at
the right edge, setting the nucleation point. This leads to a deterministic behavior of the
switching process enabling the use of a stroboscopic probing scheme as given by a pump
probe approach.
The aim of the experiment therefore is to clarify whether this kind of mechanism can be
observed experimentally.
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2. Sample Structure and Experimental
Setup
2.1. Layer Sequence and Sample Design
The layer structure of the studied samples consist of four individual layers grown on ther-
mally oxidized highly resistive silicon substrate: Si/SiOx|Ta(3nm)/Pt(8.5nm)/Co(0.5nm)/
Al2O3(5nm). Ta is used as a seed layer in order to enhance the perpendicular magnetic
anisotropy. After annealing at 270○C for 30min, the layer shows a perpendicular easy axis
as verified by polar MOKE. Using SQUID magnetometry, the saturation magnetization at
300K is determined to be µ0Ms =1.3T and the effective anisotropy field is µ0Hoop ≈ 0.5T,
see Fig. III.2.1. The Curie temperature TC is found to be around 400K. A temperature
Figure 2.1.: Characterization results of the Pt/Co/Al2O3 layer structure. Left panel: tempera-
ture dependence of the saturation magnetization as measured by SQUID magnetometry. A Curie
temperature of ≈ 400K is found. Right panel: perpendicular anisotropy constant as a function of
temperature. A linear extrapolation of the measured data indicates a vanishing Koop not before
the Curie temperature.
dependent measurement of the oop uniaxial anisotropy constant reveals a vanishing Koop
at 410K such that the sample possesses PMA up to TC. This fact is of importance since
the current pulse injection is expected to generate a non-negligible amount of Joule heating
during the switching process.
The layer is subsequentially patterned into two different kinds of samples shown in Fig. III.2.2:(2 × 2) µm2 Co squares and 750nm diameter disks on top of a 2µm wide Pt strip. The
differently shaped magnetic elements allow testing the influence of the shape on the switch-
163
2. Sample Structure and Experimental Setup
Figure 2.2.: Sample geometry used in the presented experiment. a) Sketch of a device incorpo-
rating a 310µm wide Au microstrip contacting the Pt/Co element. b) Colored SEM pciture of
a (2 × 2 )µm2 Co square sample, colored in blue. c) Colored height profile as obtained by AFM
from the second type of sample used: a Co disk (blue) with a diameter of 750nm on top of the
2µm wide Pt strip contacted by the Au contact pad.
ing process. The fabrication of the magnetic structure (indicated blue) is done by electron
beam lithography and wet chemical removal of the protecting Al2O3 layer. As a next step
the Pt stripe is etched out by Ar+ ion milling, followed by a lift-off process defining the
Au contacts. The contact pads are formed as microstrips matched to 50W impedance in
order to enable a good pulse transmission through the device. This is important because
the current pulse consists of frequency components up to the GHz range of frequencies. In
order to keep the inevitable dc resistance as low as possible the Pt thickness of the active
layer is chosen to be relatively thick (8.5 nm) such that the sheet resistance of the multi-
layer is 60W and the total resistance of a bonded sample lies around 80W. The microstrip
design is found to enable lower pulse distortion than a CPW-based design. The finished
sample is then bonded into a sample holder that is attached to high-frequency cables in
order to connect it to the pulse generation circuit.
After fabrication of the samples, the effective oop field µ0Hoop is measured directly on the
element by using the method of static equilibrium change as discussed in the appendix
IV.C. This method also allows for a check of degradation of the sample after switching
measurements as µ0Hoop is a good indicator of structural changes within the layer due to
e.g. excessive joule heating. For all measured samples, no significant changes are found
after the time resolved switching measurements. Failure of a device (due to a too large
applied current or electric discharge) usually results in an immediate demagnetization of
the element.
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2.2. Experimental Setup
The general idea of the pump probe experiment is the following: An alternating pulse
train switches the magnetization from up to down and back while a pulsed laser is used
to probe the magnetization. In Fig. III.2.3, an actual measurement of the z-component
Figure 2.3.: Time resolved measurement of the bi-polar reversal of a (2×2) µm2 Co element via
injection of 1 ns wide current pulses of alternate polarity. The lower part shows the transmitted
current pulses (green symbols) as directly taken from the oscilloscope. Within the period of 200ns,
given by the laser repetition rate (80MHz), a positive (set) and a negative (reset) pulse are placed
with a spacing of ≈ 100ns. The time trace of the magnetization (blue symbols, upper part) is
recorded by scanning the delay δt between current pulses and laser probing pulses, indicated by
the red cones. The above data is recorded at an applied field of µ0H = −50mT over one period
and repeatedly plotted in order to clarify the measurement technique. For this measurement, no
lock-in technique is used such that both up and down switching event can be recorded.
of the magnetization (blue symbols) and the transmitted current pulses (green symbols)
is shown. The repetition rate of the laser is 5MHz such that within the 200ns period one
positive and one negative pulse are placed in ≈ 100ns distance. The delay δt between laser
pulses and current pulses is swept and the switching process is measured stroboscopically.
In the above figure, one period of 200ns is recorded and the measured data is repeated
in order to clarify the measurement technique. The experiment is performed by using the
same laser system and microscope as used for the time resolved FMR measurements (see
section II.4.2.2) but changed to the pump probe scheme. A sketch of the setup is shown
in Fig. III.2.4. The output of the Ti:Sa laser is divided into two parts. The first part is
used to probe the z-component of the magnetization as explained in section II.4.2.2. The
second part is used to trigger the pulse train that switches the magnetic element. A train
of alternating current (pump) pulses is generated by the use of two pulse generators, A and
B. One generator is set to positive and the other one is set to negative pulse amplitudes.
The outputs are combined via a resistive power splitter. Two attenuators, directly after
the output, suppress crosstalk between the two generators. Subsequently, the pulse train
is amplified using a SHF 826H broadband amplifier which enables amplitudes up to ±6V
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Figure 2.4.: Time resolved MOKE setup used for the magnetization switching measurements.
A detailed explanation of the components is given in the text.
into 50W impedance. In order to control the peak current density at the sample, a variable
attenuator is used that can be set in 1dB steps. The transmitted current pulses are fed
into a fast oscilloscope such that the transmitted amplitude can be read off. From the
smearing of the pulse shape at the scope a timing jitter of ≈ 50ps is found, limiting the
time resolution of the measurement.
The repetition rate of the laser is 80MHz which converts to a period of 12.5ns. This time
window is too small to enable switching and back-switching such that the repetition rate
is lowered to 5MHz by the use of a pulse picker. The delay between current pulses and
laser pulses is set by a combination of the electronic delay of the pulse generators and an
optical delay line for one generator. The reason for this approach is the following: At each
generator, an arbitrarily large electronic delay can be set with a limited step size of 1ns.
This allows to set the delay between both pulses and to find the approximate delay between
current and laser pulses. The switching process, however, is to be measured with much
finer time resolution, which is achieved by an optical delay line with a nominal resolution
of 15 fs. This optical delay is only used for one of the generators and it is this switching
event which is recorded in detail (called set pulse in the following), while the second, back
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switching (called reset pulse), is usually not measured. The long-time recording shown in
Fig. III.2.3 is taken with a time step of 1 ns such that the optical delay is always kept at
the same position.
The Kerr signal shown in Fig. III.2.3 is taken by directly reading out the difference voltage
at the detector. For the detailed measurements shown below the signal to noise ratio is
increased by using a lock-in technique. For this purpose, the beam triggering the set
pulse generator is chopped at ≈ 1.6kHz by an optical shutter. Therefore, half of the
measurement time, only the reset pulse acts on the magnetization and therefore determines
the magnetization’s equilibrium position and the zero signal level. If the set pulse is active,
the response of the magnetization is measured in comparison to the zero level by the lock-
in amplifier. The reset pulse width is set to be slightly wider than the set pulse in order to
guarantee a back switch after each set pulse. In addition, the externally applied ip field is
always slightly tilted oop such that one equilibrium position is favored. This equilibrium
position is then chosen as the the zero level.
In order to calibrate the Kerr signal on the structured sample, there are two possibilities
which are depicted in Fig. III.2.5. First, as mentioned above, the external applied field is
slightly tilted (≈ 1.3°) oop. Therefore, when sweeping the external field, the magnetization
switches at a certain critical ip field value Hcrit ∼ 30mT. This allows measuring a hysteresis
loop and using it to calibrate the Kerr signal from the two distinct levels at zero field. In
panel a) such a loop is shown as recorded on a square shaped sample. The ip field value is
converted into the effective oop field and a Kerr signal of ≈ 65mdegMs is obtained. A second
Figure 2.5.: Static measurements of the equilibrium position of the magnetization on structured
samples. a) Static Kerr signal as obtained when sweeping the applied ip field at zero current.
Since Bx is tilted oop by ≈ 1.3°, resulting in an oop component Boop, a hysteresis loop is recorded
allowing the calibration of the Kerr signal from the zero field levels. b) Kerr signal obtained
by the application of a weak quasi-dc current of changing polarity (0.5Hz square signal) at an
applied ip field of µ0Hx = 20mT toggling the equilibrium position between mz = ±1.
possibility is to apply a small ip field µ0Hx = 20mT and to inject a small current with
alternating polarity in order to statically switch the magnetization. Panel b) shows such
a measurement; the current density at the sample is ±4 × 1010 Am2 . From the two distinct
levels, again the Kerr signal for a full reversal (≈ 60mdegMs ) can be obtained. Using the
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same technique allows checking of the symmetries of the switching process. In particular,
it is verified that reversing the external field also reverses the switching direction and
that an applied field along y-direction does not allow deterministic switching. Note that
the measurement results shown in Fig. III.2.5 are obtained on different samples. The
possibility of reliably calibrating the Kerr signal allows to convert the lock-in signal into
units of Ms (or rather mz = ±1) as shown in the figures below.
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3.1. Time Traces of Magnetization Reversal
In order to elucidate the mechanism at work, the switching process of the square sample is
first studied as a function of time. The laser spot is centered at the middle of the sample
and the magnetization is recorded at this fixed position. The resulting time traces are
shown in Fig. III.3.1. In the figure, the left side always shows the recorded signal in a time
span of 25 ns whereas the right side gives a detailed view of the first 5 ns of the respective
left graph. The transmitted current pulse as read from the scope is plotted into the figures
as a green solid line. Panel a) shows the switching of the magnetization from down to
up under the action of a positive current pulse at negative external ip fields of different
strength, as expected for a positive spin Hall angle in Pt. The pulse duration is set to
τp = 1ns1 and the peak current density is jcmax = 3.1 ⋅ 1012 A/m2. This pulse is verified to
switch the magnetization by application of single set and reset pulses and recording of the
static Kerr signal. For both µ0H = −50,−100mT full saturation towards mz = 1 is reached
whereas the magnetization at higher fields relaxes back into the initial position after the
pulse has passed. This is a result of the previously mentioned oop tilt of the external field
which favors the lower equilibrium position. In the detailed view, it is nicely visible that
the switching process is faster for large applied fields as expected from theory. A very
interesting finding is that at the lowest field of µ0H = −50mT, the switching appears to
be very slow and continues even after the maximum of the pulse has passed. In fact, it
takes up to ≥ 25 ns until the magnetization saturates in the upper position.
In panel b), field and current density are fixed to jcmax = 3.1 ⋅1012 A/m2 and µ0H = −50mT,
respectively, and the pulse width is lowered from a FWHM of 970 ps to 620 ps. For τ < 1ns,
the critical current density required for a switching probability ∼ 1 can no longer be reached.
This leads to a reduced up level as seen in the τp = 770ps case. For even shorter pulses, the
magnetization is only canted away from the equilibrium position and relaxes back towards
the initial level after the pulse has passed. The reset pulse is not reduced in width and
therefore the initial position is well defined in any case.
Panel c) shows a similar result when, instead of lowering the pulse width, the peak am-
plitude is lowered at a fixed τp = 1ns. The same variation of peak current density and
pulse width is shown in Fig. III.3.2 for a large applied field of µ0H = −300mT. Panel a)
1the actual measured FWHM of this pulse is 970 ps as indicated in panel b)
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Figure 3.1.: Time traces mz(t) (symbols, right axis) and current density jc(t) (green line, right
axis) as a function of time. The right graph of each panel shows the first 5ns of the respective
left graph in detail. a) Measurements for fixed pulse width τp = 1ns and peak current density
jcmax = 3.1 ⋅ 1012A/m2 at different Bext. b) Pulse width dependence for fixed Bext = −50mT and
jcmax = 3.1⋅1012A/m2. c) Power dependence for varying jcmax at fixed τp = 1ns and Bext = −50mT.
In both graphs the solution of a macrospin calculation is plotted corresponding to the largest
current density as discussed in section III.4.1.
of this figure shows the power dependence at fixed pulse width. The switching process is
faster for larger current densities and, in contrast to the low field data, switching occurs
down to a current density of jcmax = 1.6 ⋅ 1012 A/m2. The magnetization relaxes back into
the stable equilibrium directly after the end of the pulse as described previously. For a
fixed, large current density the magnetization switches down to the narrowest possible
pulse width (limited by the generator), see panel b). Due to the fact that the rise time is
relatively constant, the switching speed is quite constant for all pulse widths which is seen
in the overlap of the time traces. Interestingly, wider pulses lead to a faster decrease of
the magnetic signal after the pulse. This can be understood by considering the stronger
Joule heating induced by the wider pulses.
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Figure 3.2.: Time traces mz(t) (symbols, right axis) and current density jc(t) (green line,
right axis) as a function of time, corresponding to the measurements shown in panel b),c) of
Fig. III.3.1 but at large applied field. a) Power dependence for varying jcmax at fixed τp = 1ns and
Bext = −300mT. b) Pulse width dependence for fixed jcmax = 3.1 ⋅ 1012A/m2 and Bext = −300mT.
3.2. Time Resolved Imaging of Magnetization Reversal
In addition to the above shown time traces, the switching process is studied as function of
both time and space in order to investigate possible spatial inhomgeneities such as domain
nucleation and propagation by taking Kerr images of the element at distinct times. In
panel b) of Fig. III.3.3, an example of such an image sequence is shown for the (2×2) µm2
sample and τp = 1ns, jcmax = 3.1 ⋅ 1012 A/m2 and µ0H = −50mT. The images correspond
Figure 3.3.: Images of the magnetization reversal of a (2× 2) µm2 Co square. a) Time trace of
the reversal process taken in the middle of the element. The inset shows the reflected intensity
when scanning the beam across the sample. The current contact pads can bee seen in yellow at
the left- and right-hand side. b) Images of the Co element at distinct times marked by the red
dots in panel a).
to the red dots marked in the time trace of the same switching event shown in panel
a) and already discussed in the context of Fig. III.3.1. The inset of panel a) shows the
reflected intensity in which the current contacts appear yellow at the left and right side of
the quadratic magnetic element. Apparently, the switching process is homogeneous and
no propagating domains are seen. This result is found for different peak current densities
and pulse widths as well as for any field values within the −300mT range reachable in the
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experiment.
In order to investigate whether the shape of the magnetic element causes the particular
outcome found in the quadratic samples, the 750nm disk shaped sample is studied as a
next step. Exemplary time traces and corresponding images are shown in panel a) and b)
of Fig. III.3.4, respectively. The time traces obtained are very similar to the ones for the
Figure 3.4.: Time resolved measurements of magnetization reversal of a 750 nm disk sample.
Panel a) shows the time traces of the switching process in analogy to panel a) of Fig. III.3.1.
The right graph shows the first 5 ns of the left graph in detail. The orange dots mark the times
corresponding to the images shown below in panel b) for two different applied fields.
square sample. The same slow switching is found for a low external field and the images
reveal a homogeneous change in magnetic contrast as found for the square samples before.
Therefore, it is concluded that, in the present case, the switching mechanism for both
sample geometries has the same origin, to be explored in the following sections.
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4.1. Numerical Solution of the Macrospin Model
In order to determine whether the measured data can be explained by coherent rotation,
the LLG equation (Eq. (1.22)) is solved numerically by using the ODE solver package in-
tegrated in Python’s SciPy package1. As simulation input parameters, the predetermined
values for Ms, Hoop are used in combination with α = 0.5. The SOTs are modeled as
a function of time resembling the transmitted pulseshape. As a first test, the switching
process at µ0H = −50mT is simulated by using only a damping-like SOT. The critical
switching torque found in this scenario corresponds to an effective spin Hall angle (defined
by Eq. (2.25) and the explanation in the text below) of θeff = 0.13, which is close to pub-
lished values in similar layers structures [Gar14; Zha15b]. This means that the switching
current itself could be explained by the macrospin model. However, the time scale of the
switching process as found in the experiment and in the macrospin calculations differ sig-
nificantly. A resulting curve of the macospin model is plotted as a solid blue line into panel
c) of Fig. III.3.1. The calculation is performed for jcmax = 3.1 ⋅ 1012 A/m2, corresponding
to the experimental data shown by dark blue triangles. While the switching proccess in
the macrospin model occurs within the pulse on-time and saturation is reached immedi-
ately after the current reaches its zero level, the relaxation process takes up to ≈ 30ns in
the experiment. In order to explain this discrepancy, different possibilities are taken into
account but cannot explain the long relaxation time. The reason for this is that, within
the macrospin model, the switching process must always occur within the current pulse
due to the large damping value and the fact that the rise and fall time of the pulse are
much longer than the precession frequency (given by the internal field). This statement
is true even if additional effects are included: Any additional field-like torque is found
to only reduce the critical switching current for the given parameter set and pulse shape.
Thermal activation of the switching process can be excluded for two reasons: a) from
previous, pulse width dependent studies it has been concluded that for sub-ns pules the
thermal activation plays a minor role [Gar14; Bed10; Liu14; Lee14a] and b) any statistical
process should lead to a reduction of the switching probability (and therefore saturation
1scipy.integrate.odeint()
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level) rather than changing the time scale of the switching process itself.
The possibility of Joule heating, however, has to be considered since a current pulse of
jcmax ∼ 3 ⋅ 1012 A/m2 is expected to heat up the microstructure by some tens of Kelvin.
Significant heating of the layer close to the Curie temperature is expected to change the
material parameters such as the saturation magnetization Ms. This would be seen as a
reduction of the Kerr signal and a slow dissipation of the heat might explain the long exper-
imental saturation times. In order to explore this scenario, simulations of the temperature
of the element as function of the time are performed using the COMSOL®multiphysics
package2. It is found that the temperature recovers about ≤ 7ns after the end of the pulse.
In addition, it is clear that the Curie temperature is not reached in the experiment since
this would lead to a plateau around zero in the Kerr signal due to a demagnetization of
the Co layer which is not observed in the data. Thus, it is concluded that the macrospin
model cannot explain the experimental results.
4.2. Micromagnetic Simulations
It needs to be explained, why the reversal process as probed by TRMOKE appears ho-
mogeneous but does not coincide with the results of a macrospin calculation. In order to
reveal possible mechanisms, micromagnetic simulations are performed by using mumax3
[Van14]. The (2 × 2 )µm2 Co element is discretized into a 512 × 512 × 1 cell grid such that
the lateral cell size is ≈ 3.9nm, which is of the order of the exchange length (Eq. (6.1))
of Co for the used saturation magnetization of µ0Ms = 1.3T (as determined by SQUID)
and an exchange constant of A = 10 pJm [Mik15]. The uniaxial oop anisotropy constant is
Koop = 971 kJm3 as computed from the measured effective oop field.
In order to reveal the influence of the DMI on the process, a DMI constant of D ⋅ dCo =
0.6 pJ/m is assumed, which lies within reported literature values that range from D ⋅dCo ∼
0.3 pJ/m [Lee14b; Ben15] to ∼ 2 pJ/m[Kim15; Pai16; Bel15] and values inbetween [Piz14;
Mar13; Emo14; Han16; Cho15; Kör15; Pai16]. The DMI constant is chosen such that the
ground state of the element is uniform. For a larger value of D ⋅ dCo, the element - in
contradiction to the experiment - decays into multiple domains, due to the fact that DMI
reduces the energy cost of domain walls.
Like in the experiment, the static field is set along x-direction and is tilted oop by 1° in
such a way that for H < 0 ⇒ Hz < 0. This leads to a relaxation back towards the stable
equilibrium position at large field values in accordance with the experimental findings.
It is found that both damping-like and field-like torques as well as a finite temperature
(100K) are needed in order to explain the long switching time at low fields. For torque
values of τFL/jc = 0.045 pTm2/A and τDL/jc = 0.067 pTm2/A, the measured data is almost
2The COMSOL model is kindly provided by Michael Vogel
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Figure 4.1.: Micromagnetic simulation of the switching process. Time traces of mz(t) (blue/red
solid line) and current density (green line) are shown in the upper graphs. The orange dots
indicate the times for which the corresponding images are shown the lower part. Panel a) and
b) show the result for an applied field of µ0H = −50mT and µ0H = −300mT, respectively. The
simulation results reproduce the experimental data shown in Fig. III.3.1, panel a).
perfectly reproduced for both low and high fields as shown in Fig. III.4.1. The simulated
switching process (images) as well as the corresponding time trace is shown for µ0H =−50mT in panel a) and for µ0H = −300mT in panel b). Interestingly, these torque values
closely resemble values published for a similar layer stack [Gar13]. The inset of the time
trace graph in panel a) shows the coordinate system and the direction of the fields and
torques involved. For a positive applied current, the spin polarization vector σ is parallel to
the positive y-direction due to a positive SHA in Pt. Thus, the magnetic moment injected
into the Co layer µin points into the negative y-direction and determines the direction of
the damping-like torque. A positive field-like torque in this picture corresponds to a field
HFL pointing in the positive y-direction such that the damping-like and field-like torques
tend to align the magnetization into opposite directions. Due to the combination of these
two opposing contribution and at a finite temperature, small domains are continuously
created during the switching event when only a low external field is applied. As long
as the pulse is present, these domains are created and annihilated. After the pulse has
passed, the remaining domains slowly relax towards the new state and result in a long
switching time, see panel a) of Fig. III.4.1. A larger applied field stabilizes the system
and results in a fast switching (panel b)). Due to the oop tilting of the external field, the
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magnetization starts to relax back into the favored equilibrium position after the end of
the pulse as seen experimentally. It must be noticed that the domain nucleation points are
Figure 4.2.: Micromagnetic simulations of the magnetization reversal at an applied field of
µ0H = −50mT for different strength and sign of the field-like torque as well as with and without
DMI. The upper graph again shows the time traces of magnetization and current density. The
very long relaxation time is only found for positive field-like torque and nonzero DMI. The images
shown below the graph correspond to the times marked as orange dots along the current pulse.
given by the random field used in mumax3 to implement the temperature and therefore
the exact domain pattern at a distinct time depends on the seed of the randomize function.
Translated into the actual measurement, this means that, if measured with a stroboscopic
technique, the statistical average over many switching events results in a homogeneous Kerr
signal across the element which corroborates the findings of Fig. III.3.3 and Fig. III.3.4.
If conducted at zero temperature, switching always occurs by deterministic domain wall
nucleation at one side of the element and subsequent propagation across the sample, in
agreement with the simulation results presented in [Mik15] but in sharp contrast to the
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measured data. It has to be pointed out that the finite temperature in the simulation
is introduced to act as a seed for domain nucleation and does not resemble a realistic
temperature increase during the pulse with the related change in magnetic parameters. In
order to further elucidate the role of the torque combination and the DMI, Fig. III.4.2
shows the simulated switching events for the above-mentioned parameters with varying
field-like torque and with/without DMI. Panel a) again shows the time trace and panel
b) shows corresponding snapshots of mz at distinct time steps marked by orange dots on
the current pulse (green line) in panel a). Of particular interest is the image at t = 2.9ns
as this marks the zero crossing of the current pulse. At first, the field-like contribution
is discussed: without field-like torque (orange line), the switching occurs within the pulse
time and the magnetization is saturated shortly after the end of the pulse. For a negative
field-like torque (red line), the switching process is even faster and barely any domain
is nucleated in the center region of the element. For a positive field-like torque (purple
and blue lines), many small domains appear during the pulse on time and stay in the
sample even after the pulse is off. The difference between the case with and without DMI
is basically only the time it takes for the magnetization to relax. Times up to 20 ns and
longer are only found for nonzero DMI.
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5. Summary
In conclusion, for the first time, the SOT induced switching process of a perpendicular
magnetic element is recorded, delivering microscopic images of the switching process at fine
time resolution. It is found that the switching process is strongly deterministic and that
the magnetic elements are stable even after up to > 1012 consecutive switching events. This
proves the applicability of in-plane current induced switching as a promising alternative in
ST-MRAM applications. Interestingly, the switching duration is found to be larger than
the current pulse length, which is attributed to the combined action of field-like torque and
DMI, mediated by a finite temperature. In this case, the switching process incorporates
the nucleation of many, statistically distributed domains if the applied external field is
small.
The particular values for Hoop and Hcrit of the presented layer system leads to back-
relaxation of the magnetization after the switching for larger applied fields, due to a small
canting of the ip field in the setup used. This problem is circumvented in samples designed
for field-free switching, which allows to engineer towards application in such a way that
the fast switching times for larger applied fields can be used.
A recent, independent publication addressing the same topic by the use of time resolved
X-ray spectroscopy has reported switching of 500nm in diameter disks via deterministic do-
main wall propagation [Bau17]. Although this finding is in contrast to the data presented
here, the experimental results have been related to a combination of DMI, damping-like
and field-like torque in agreement with the results presented in this work. Especially the
relative sign of field- and damping-like torque has been found to play a critical role and
is determined in a way that agrees with the findings of this work. It should be noticed
that the exact switching process depends critically on the different energy contributions in
the FM, which differ between the two experiments. In addition, the Joule heating of the
element is expected to depend on the particular layer thickness and choice of substrate.
Nevertheless, the fact that both experiments show deterministic switching - despite of the
differences in the details of the process - once again shows the robustness of SOT induced
magnetization reversal.
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A. Bootstrap Error Calculation
When fitting data using programs like Origin1 or self-written codes based on pythons scipy
package2, one usually obtains the parameters for the best fit as well as the standard error
of this value. Unfortunately, this error only represents the goodness of the fit, i.e. if the
sum of the squared residual is small, the error of the parameters is small. This can lead
to a large underestimation of the real errors of the parameters. In addition, it is usually
hard to include x-errors in the fit routine. A quick way around these problems is to use
a so-called Bootstrap approach to the fitting as described in [Efr93; Efr86]. Assume a
dataset of n values (xi, yi) with errors (∆xi,∆yi) representing for example the standard
deviation that shall be fitted using a function f(x, y, [p1, p2, . . .]) with parameters pk. To
obtain the most likely values pk and their error, one then generates a set of NB new
datasets (NB ∼ 104 for the fits used in this work). In each of these datasets every point is
shifted around its initial value (xi, yi) by adding a random number in both directions. The
random numbers added have to follow the distribution of the respective errors (∆xi,∆yi),
i.e. for the stated example they have a Gaussian distribution with σi = ∆xi/∆yi. Every so
generated dataset is then fitted using the fit function and the result of the fit parameters
is recorded. From a histogram of the results for a particular parameter pk, the most likely
result and confidence intervals are extracted. The same method can be used for calculating
averages of a dataset as this resembles a linear fit with fixed zero slope.
1http://www.originlab.de
2https://www.scipy.org
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B. Derivation of the Dynamic Susceptibility
The LLG equation can be solved for a small excitation around an equilibrium position to
find analytic expressions for m(t). This can be done in two distinct ways. The first way
is to use a Lagrangian approach. Using this approach, the resonance condition can be
calculated from the free energy of the system [Suh55]:
ωr = γ
Mssin(θ)
⎡⎢⎢⎢⎢⎣∂
2ε
∂θ2
∂2ε
∂ϕ2
− ( ∂2ε
∂θ∂ϕ
)2⎤⎥⎥⎥⎥⎦
1
2
(2.1)
and the linewidth (full width at half maximum!) is given by
∆H = αγ
Ms
∣dωr
dH
∣−1 (∂2ε
∂θ2
+ 1
sin(θ)2 ∂2ε∂ϕ2) . (2.2)
However, the above equations do not describe the amplitude of the precession as a function
of the external field. Therefore, the dynamics ofm(t) is derived in the following by explic-
itly solving the LLG for small excitation/small angle precession around the equilibrium as
described in the main text.
Consider the case of a thin (some nm) FM stripe with quasi infinite length L along x and
a finite width w in y direction such that there is a nonzero demagnetization field along this
direction. In addition, a oop anisotropy as well as an ip uniaxial anisotropy are considered
as well as a static and a rf damping-like torque.
The energy contributions in this case are:
• demagnetization energy: Eq. (1.12)
• anisotropy energy: Eq. (1.15) and Eq. (1.16)
• Zeeman energy/external field: Eq. (1.5)
As a first step, all vector quantities are expressed in spherical coordinates. The external
field is written in laboratory coordinates as
HL =H ⎛⎜⎜⎜⎝
sin(θH)cos(ϕH)
sin(θH)sin(ϕH)
cos(θH)
⎞⎟⎟⎟⎠ (2.3)
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In similar manner the static damping-like SOT polarization vector is defined as
σDL,sL = ⎛⎜⎜⎜⎝
cos(ϕDL,s)
sin(ϕDL,s)
0
⎞⎟⎟⎟⎠ (2.4)
where the spin torque polarization is restricted to the (x, y) plane from the beginning on.
The same restriction is made for the ip uniaxial anisotropy which has its easy axix unit
vector defined as
nip,uL = ⎛⎜⎜⎜⎝
cos(ϕip,u)
sin(ϕip,u)
0
⎞⎟⎟⎟⎠ (2.5)
In order to transform from laboratory to local coordinates and back, the following rotation
matrices are used:
• turn from lab into magnetic coordinates:
RL→M = ⎛⎜⎜⎜⎝
sin(θ)cos(ϕ) sin(θ)sin(ϕ) cos(θ)−sin(ϕ) cos(ϕ) 0−cos(θ)cos(ϕ) −cos(θ)sin(ϕ) sin(θ)
⎞⎟⎟⎟⎠ (2.6)
• turn from magnetic coordinates into lab. coordinates:
RM→L = ⎛⎜⎜⎜⎝
sin(θ)cos(ϕ) −sin(ϕ) −cos(θ)cos(ϕ)
sin(θ)sin(ϕ) cos(ϕ) −cos(θ)sin(ϕ)
cos(θ) 0 sin(θ)
⎞⎟⎟⎟⎠ (2.7)
The magnetization in its own coordinates is simply given by
m = ⎛⎜⎜⎜⎝
mx′
my′
mz′
⎞⎟⎟⎟⎠ . (2.8)
The total energy is expressed in the local coordinate system by writing the magnetiza-
tion components mi, i = (x, y, z) as function of the local versions mi, i = (x′, y′, z′) via
transforming the magnetization into laboratory coordinates
mL = RM→L ⋅m = ⎛⎜⎜⎜⎝
sin(θ)cos(ϕ)mx′ − sin(ϕ)my′ − cos(θ)cos(ϕ)mz′
sin(θ)sin(ϕ)mx′ + cos(ϕ)my′ − cos(θ)sin(ϕ)mz′
cos(θ)mx′ + sin(θ)mz′
⎞⎟⎟⎟⎠ (2.9)
and inserting this magnetization vector into the expressions for the respective energy. The
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resulting energy contributions are given by:
εdem = 12µoM2s {Ny [sin(θ)sin(ϕ)mx′ + cos(ϕ)my′ − cos(θ)sin(ϕ)mz′]2+Nz [cos(θ)mx′ + sin(θ)mz′]2} (2.10)
εani = −Koop [cos(θ)mx′ + sin(θ)mz′]2−Kip,u [mx′sin(θ)cos(−ϕ + ϕu) +my′sin(−ϕ + ϕu) −mz′cos(θ)cos(−ϕ + ϕu)]2
(2.11)
From these energy terms, the effective field is calculated via
Heff,i = − 1
µ0Ms
∂ε
∂mi
, i = (x′, y′, z′). (2.12)
The result of this calculation is not written down explicitly due to the shear length of the
expression. The external field is transformed into local coordinates by application of the
rotation matrix RL→M defined above.
Hext =H ⎛⎜⎜⎜⎝
sin(θ)sin(θH)cos(ϕ − ϕH) + cos(θ)cos(θH)−sin(θH)sin(ϕ − ϕH)
sin(θ)cos(θH) − cos(θ)sin(θH)cos(ϕ − ϕH)
⎞⎟⎟⎟⎠ (2.13)
Subsequently, the expression defining equilibrium position is computed. To do so, the
static torque is calculated by inserting the effective field and the equilibrium magnetization,
given by
meq = ⎛⎜⎜⎜⎝
1
0
0
⎞⎟⎟⎟⎠ (2.14)
into the equilibrium condition:
T eq = −γHeff ×meq + γτDL,smeq × (meq ×σDL,s) != (0,0,0) (2.15)
As a result, two equations are obtained that both have to be fulfilled:
T eq,y′ ∝(−12Nzsin(2θ) + sin(θ)cos(θ)sin(ϕ)2Ny)Ms+ (sin(θ)cos(θH) − cos(θ)sin(θH)cos(−ϕ + ϕH))H
−sin(2θ)cos(ϕ − ϕu)2 Kip,u
µ0Ms
+ sin(2θ)Koop
µ0Ms
− τDL,s
µ0
sin(−ϕ + ϕDL,s) != 0
(2.16)
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and
T eq,z′ ∝14 (cos(−2ϕ + θ) − cos(2ϕ + θ))NyMs − sin(θH)sin(−ϕ + ϕH)H+ cos(θ)cos(ϕ − ϕDL,s)τDL,s
µ0
+ sin(θ)sin(2ϕ − 2ϕu)Kip,u
µ0Ms
!= 0 (2.17)
It is evident that these equations cannot be solved analytically to obtain explicit formulas
for θ,ϕ in general cases.
The driving fields can be defined in the local coordinate system because they have no
influence on the equilibrium position. The actual strength of the driving field components
in the local system can be calculated for a given equilibrium position and torques given in
the laboratory system. Therefore, the driving Oersted field / field-like SOT is defined as
hd(t) = ⎛⎜⎜⎜⎝
hx′
hy′
hz′
⎞⎟⎟⎟⎠ eiωt (2.18)
and the driving damping-like SOT polarization vector is defined as
σDL,d(t) = ⎛⎜⎜⎜⎝
σDL,d,x′
σDL,d,y′
σDL,d,z′
⎞⎟⎟⎟⎠ eiωt. (2.19)
The ansatz for the magnetization is, as explained in the FMR section,
m(t) = ⎛⎜⎜⎜⎝
1
∆my′
∆mz′
⎞⎟⎟⎟⎠ eiωt. (2.20)
All torques and the ansatz for m(t) are subsequently inserted into the LLG equation
Eq. (1.21) and the resulting set of coupled equations is linearized, i.e. only terms linear
in ∆my′ ,∆mz′ and the components of σDL,d,hd are kept. Additionally, the equilibrium
conditions are used to eliminate some terms and to reduce the set of equations from three
to two. It is possible to define the abbreviations H0,H1,H2 and s in order to bring the set
of equations down to a very simple form:
⎛⎜⎜⎜⎝
−H2 − s − iωµ0γ −H0 − iαωµ0γ−H1 − iαωµ0γ −H2 − s − iωµ0γ
⎞⎟⎟⎟⎠ ⋅
⎛⎜⎜⎜⎝
∆my′
∆mz′
⎞⎟⎟⎟⎠ =
⎛⎜⎜⎜⎝
hz′ − σDL,d,y′
hy′ − σDL,d,z′
⎞⎟⎟⎟⎠ . (2.21)
From this result, the generalized driving fields are taken. The solution to this system of
equations is given by the susceptibility Eq. (3.8) written down in the main text.
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The explicit form of the terms are:
H0 = Ms [−Nzcos(2θ) + cos(2θ)sin(ϕ)2Ny]+H [sin(θ)sin(θH)cos(−ϕ + ϕH) + cos(θ)cos(θH)]
− 2Kip,u
µ0Ms
cos(2θ)cos(ϕ − ϕu)2
+ 2Koop
µ0Ms
cos(2θ)
(2.22)
H1 = Ms [−Nzcos(θ)2 + (12cos(θ)2 − 14(cos(2θ) − 3)cos(2ϕ))Ny]+H [sin(θ)sin(θH)cos(−ϕ + ϕH) + cos(θ)cos(θH)]
+ Koop
µ0Ms
[cos(2θ) + 1]
+ Kip,u
µ0Ms
[−1
2
(cos(2θ) − 3)cos(2ϕ − 2ϕu) − cos(θ)2]
(2.23)
H2 = 14NyMs [sin(−2ϕ + θ) − sin(2ϕ + θ)]− Kip,u
µ0Ms
cos(θ)sin(2ϕ − 2ϕu) (2.24)
s = −τDL,s
µ0
sin(θ)cos(ϕ − ϕDL,s). (2.25)
These expressions are used to justify the approximations made in the derivation of the
simpler equations describing the different experiments.
Especially the assumption θ = 90°, which is made since both external field and demagne-
tization force the magnetization to lie ip, leads to great simplification:
H0 =Meff −NyMssin(ϕ)2 +Hcos(−ϕ + ϕH) + 2Kip,u
µ0Ms
cos(−ϕ + ϕu)2
H1 =MsNycos(2ϕ) +Hcos(−ϕ + ϕH) + 2Kip,u
µ0Ms
cos(2ϕu − 2ϕ)
H2 = 0
s = −sin(ϕ)τDL,s
µ0
(2.26)
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Recently, it has been shown that the strength of SOTs can elegantly be determined by
measuring the small shift in the equilibrium condition due to an applied dc current. This
technique is mostly used for perpendicular magnetized samples because it does not depend
on the value of the damping constant which is usually large in those systems, leading to
a huge linewidth that makes FMR measurements extremely challenging. However, the
method itself is very generic and can, in principle, be used for ip magnetized samples,
too. In this work, the shift in mz is measured by static MOKE which gives access to the
damping-like SOT and the energy landscape of the FM as will be shown in the following.
In analogy to the FMR case, the full magnetization vector is written as m =meq +∆m,
where the small ∆m = ∆my′ +∆mz′ is static and results from a small torque d created by
a field or a SOT in analogy to the FMR case only that the driving torque now is static
[Fan14; Fan13; Gar13]. The deviation from the equilibrium position can be described
by taking the limit ω → 0 in the (not approximated) susceptibility tensor Eq. (3.8). In
addition, s = 0 because it is assumed that the equilibrium is given without SOT present.
The result is a generally valid formulation of the static susceptibility (with arbitrary θ,ϕ),
which contains off-diagonal elements −H2H0H1 .
In an actual measurement, the magnetization component mz in the laboratory coordinate
system is measured such that the equilibrium magnetization must be pulled ip for quanti-
tative analysis (in this case, the z-axes of laboratory and local coordinate system coincide).
For perpendicular magnetized samples, this is done by applying an external ip field that
is strong enough to saturatem ip, resulting in H22 ≈ 0 and H2H0H1 ≈ 0. In this case, the static
susceptibility reduces to
∆m = χstaticd = ⎛⎜⎜⎜⎝
1
H1
0
0 1
H0
⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
dy
dz.
⎞⎟⎟⎟⎠ (3.1)
The small displacement torques are dy′ = (hy′ − τDLµ0 σz′) and dz′ = (hz′ − τDLµ0 σy′). In this
case both torques are real due to the static nature1. It is therefore found that an ip field
induces a shift of the magnetization ip and that an oop field has the same effect as a
damping-like SOT that results from an ip polarized spin current. The change in mz =mz′
1This result is in accordance with the deviation given in the supplementary material of [Fan13].
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is given by
∆mZ = hz − τDLµ0 cos(ϕ)
H0
= hz − τDLµ0 cos(ϕ)
H +Meff (3.2)
where the last equality is valid for the case of Heff =Hext+Hdem,thin film+Hoop as discussed
above. This is the first order approximation used for the Pt/Co layers used in this work.
The oop shift due to hz′ is independent of the ip angle ϕ whereas the SOT effect scales
with cos(ϕ). One very important consequence of this dependence is the fact that the
change in mz changes sign if ϕ is rotated by 180°, that is, if the external field is reversed.
It is therefore possible to separate the contributions resulting from an oop field and from
a damping-like SOT by reversing the field. From the symmetry it holds ∆mz,SOT =
∆mz(H)−∆mz(−H)
2 and ∆mz,hz = ∆mz(H)+∆mz(H)2 . If the absolute value of ∆mz can be
measured, such a measurement allows to quantify τDL. Additionally, the method can be
used to straight forwardly measure Meff from a field-dependent measurement by fitting to
the 1H+Meff dependence. This is very helpful to measureMeff in structured, perpendicularly
magnetized samples where other methods are hard to realize.
The signal strength of this method is governed byH+Meff, which is fundamentally different
for ip (Meff > 0) and oop (Meff < 0) magnetized samples. Realizing that for an oop
magnetized sample H +Meff = 0 for the H value at which the magnetization is just pulled
ip, it is clear that a relatively large ∆mz can be obtained even with a small shifting torque
if the external field is varied in the vicinity of the transition.
Assuming a reasonable value for τDLjc = 60 fTm2A and a current density of jc = 1 × 1011 Am2
leads to a τDL = 6mT that has to be detected. For a perpendicular magnetized Pt/Co
layer, at a H value such that µ0(H +Meff) = 100mT this results in ∆mz,SOT = 0.06 →
δθ = 3.4°. For a Pt/Py(4nm) layer however, µ0Meff 1T, bounding the change in mz to
∆mz,SOT,max = 0.006→ δθ = 0.34° even for zero applied field.
Note however, that the susceptibility approach only holds if the equilibrium position is
fixed by the external field and the change in the totalm (also the ip components) induced
by the SOT is small, which only holds if H ≫ τDL. The strength of this method therefore
lies in the application for perpendicular magnetized samples.
The method is also usable for determining the energy landscape of arbitrary oop magne-
tized samples by the application of a static ip field and a slowly varying oop field of some
mT. In this setup, a lock-in technique can be used to detect ∆mz at different ip field
angles and use Eq. (3.2) with an appropriate expression for H0 to determine e.g. different
anisotropy contributions.
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