A Note on Coherent States for Virasoro Orbits by Nair, V. P.
ar
X
iv
:1
80
2.
07
81
9v
1 
 [h
ep
-th
]  
21
 Fe
b 2
01
8
CCNY-HEP-18-02
February 2018
A Note on Coherent States for Virasoro Orbits
V.P. NAIR
Physics Department
City College of the City University of New York
New York, NY 10031
E-mail: vpnair@ccny.cuny.edu
Abstract
There are two sets of orbits of the Virasoro group which admit a Ka¨hler structure. We
consider the construction of coherent states on these orbits which furnish unitary repre-
sentations of the group. The procedure is equivalent to geometric quantization using a
holomorphic polarization. We explore some of the properties of these states, including the
definition of symbols corresponding to operators and their star products. The possibility of
applying this to gravity in 2+1 dimensions is also briefly discussed.
1 Introduction
It has been well known for a long time that one can construct coherent states which re-
alize unitary representations of a Lie group via the method of geometric quantization [1].
For this one considers coadjoint orbits of the Lie group G which are of the form G/H for
a suitable subgroup H such that the coset space has a Ka¨hler structure. For the general
case one chooses H to be the maximal torus in G, with the Ka¨hler two-form given by
−
∑r
1wiTr(hig
−1dg ∧ g−1dg) where we g denotes a general group element in the funda-
mental representation (viewed as a matrix), hi are the generators of the maximal torus is a
suitable basis and (w1, w2, · · · , wr) defines the highest weight state of some unitary repre-
sentation of G, and r denotes the rank of the group. The result of the quantization will be
a Hilbert space H corresponding to the carrier space of the representation with the highest
weight indicated. One can assign wave functions to the states of this Hilbert space; they
obey a holomorphicity condition depending on the Ka¨hler potential. Orthonormality condi-
tions, symbols corresponding to operators on H, star products, the diagonal coherent state
representation, etc. can then be defined in a straightforward way.
In this article, we consider a similar construction of coherent states, star products, etc.
for the Virasoro group, which will be identified as the centrally extended version of dif-
femorphisms of a circle, denoted d̂iff S1. This problem is clearly of some intrinsic math-
ematical interest, but there are several motivating factors from physics as well. After all,
the Virasoro algebra is one of the foundational ingredients for the formulation of string
theory. Partly motivated by this, coadjoint orbits of d̂iff S1 were classified and some of their
properties analyzed many years ago [2, 3]. Another context in which d̂iff S1 emerges is
(2+1) dimensional gravity. The action for this theory (with a cosmological constant) is
given as the difference of two SL(2,R) Chern-Simons actions, with the connection forms
AL, AR given as combinations of the frame fields and spin connection. Witten’s analysis
of the partition function of this theory shows that the inclusion of the BTZ black holes will
require Virasoro representations in the relevant sum over states [4, 5]. The construction
of the coherent states is useful for such analyses. Further, the semiclassical limit of this
analysis corresponds to taking the central charge c to be large, a limit which is suitable for
a star-product expansion for observables.
In the case of finite dimensional Lie groups, the Hilbert space H can be used as a model
for a description of the noncommutative version of the manifold G/H. Coherent states
are then useful in defining symbols corresponding to operators on H and the star products
give the (noncommutative) algebra of functions on G/H. Given the appearance of Virasoro
representations in (2+1) dimensional gravity, if we envisage a noncommutative antecedent
for gravity, then coherent states for the Virasoro algebra become important in defining
symbols and star products and obtaining a continuous manifold description in the large c
limit.
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In the case of (2+1) dimensional gravity on asymptotically anti-de Sitter space, the
asymptotic symmetries also lead to a Virasoro algebra [6]. Some of the issues of gravity
may thus be cast in terms of holography or the AdS/CFT correspondence, which is a dif-
ferent facet of string theory. Combined with the observations in the previous paragraphs,
this suggests a way to bring together ideas of string theory and/or gravity and noncommu-
tative geometry. The coherent states for the Virasoro group will also be central to any such
attempt.
Among the coadjoint orbits of the Virasoro group, there are two which admit Ka¨hler
structures and hence are amenable to defining coherent states satisfying appropriate holo-
morphicity conditions. These orbits correspond to d̂iff S1/S1 and d̂iff S1/SL(2,R). The
Ka¨hler potentials for these cases are characterized by two numbers, the central charge c,
which must be viewed as the eigenvalue of the central element of the algebra, and h, which
may be viewed as the eigenvalue of the generator L0 on the highest weight state of the
representation. For most purposes, the quantization of d̂iff S1/SL(2,R) may be considered
as a special case of the quantization of d̂iff S1/S1, so we will focus on the latter space. Some
of the other orbits are relevant for representations which contain null vectors and can lead
to unitary representations for c < 1. We will not discuss these here.
Not surprisingly, there have been many discussions in the literature which touch upon
aspects of coherent states for the Virasoro group. Many of the papers we have cited con-
tain some implicit statements about such states. Representations of the Virasoro algebra as
differential operators on functions of a suitable set of variables occurs in the context of the
KP hierarchy and the so-called string equation [7]. A different, but related, representation
has been used in discussions of the stochastic Loewner equation [8]. These do not directly
lead to coherent states. The group manifold approach to quantization, discussed in [9], is
a generalization of the idea of the coadjoint orbit quantization and as such is closer to our
discussion. However, this does not seem to give coherent states satisfying any kind of holo-
morphicity conditions, which would be important for developing a suitable star product.
(The Kontsevich formula for star products does not need coherent states per se, but it does
need more information about the symplectic structure on the space [10]. In turn, this would
require an analysis similar to what we do in this article, so it does not seem like our analysis
can be evaded.) Standard coherent states for the bosonic operators obeying the Heisenberg
algebra in the mode expansion for the target space coordinate in string theory have also
been considered in the literature [11]. While these can be useful for certain applications,
the states we are concerned with are not these; we are interested in directly quantizing the
Virasoro orbits.
This paper is organized as follows. In the next section we give the basics of the con-
struction of the states. Symbols and star products are discussed in section 3, with a short
discussion in section 4. The paper concludes with an appendix which gives details of some
of the assertions made in section 2.
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2 Construction of the states
As mentioned in the introduction, unitary representations of Virasoro group, for c > 1, are
obtained by quantizing d̂iff S1/S1 and d̂iff S1/SL(2,R). Further, these orbits have a Ka¨hler
structure [2, 3]. We will focus on d̂iff S1/S1 for reasons mentioned earlier. This manifold
can be described by complex coordinates sk and s¯k¯, where k, k¯ take integer values from 1
to infinity. The basic generators of the Virasoro algebra are Ln, n ∈ Z, with the commutator
algebra
[Ln, Lm] = (n−m)Ln+m +
c
12
(n3 − n) δn+m,0 1 (1)
Here 1 is the identity operator; the central charge may be viewed as the eigenvalue of a
central charge operator cˆ which is proportional to the identity. This is necessary to view the
algebra (1) as having a closed Lie algebra structure. Thus there is a slight abuse of notation
in writing (1) directly in terms of the eigenvalue; this will be immaterial for what we want
to do. We are interested in highest weight representations, with the highest weight state
obeying
L0 |0〉 = h |0〉 , Ln |0〉 = 0, n ≥ 1 (2)
Further, we will be interested in the case of c > 1 and h > 0, so that we will not have null
vectors in the associated Verma module. From now on we will use the notation L0, Ln,
L−n, with n ≥ 1 explicitly distinguishing the three sets of operators. The subgroup S
1 in
d̂iff S1/S1 is generated by the action of L0, with Ln , L−n forming the translation operators
on the coset d̂iff S1/S1.
As a first step towards constructing the coherent states, we define a unitary operator U
by
U = exp
(
∞∑
n=1
w¯n Ln − wnL−n
)
(3)
Here wn and w¯n are functions of the coordinates sk, s¯k¯. Generally, from the commutation
rules, we can see that we can write
U−1dU =
∑
n
(
E¯n Ln − E
nL−n + (E
0 − E¯0)L0 + (E − E¯)1
)
(4)
where the coefficients En, E0, E and their conjugates are one-forms on the coset space, with
components which are functions of the coordinates. In other words, we can write
En = Enk dsk + E
n
k¯
ds¯k, E¯
n = E¯nk dsk + E¯
n
k¯
ds¯k (5)
As for the coefficients of L0 and 1, we take E
0, E to be holomorphic one-forms, with E¯0, E¯
being the conjugates.
Our first observation is that it is possible to choose wn, w¯n as functions of the coordinates
in such away that En
k¯
ds¯k¯ = 0 and E¯
n
k dsk = 0. In other words, E
n is a holomorphic one-form
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and E¯n is an antiholomorphic one-form,
En = Enk dsk, E¯
n = E¯n
k¯
ds¯k¯ (6)
This result can be established by expansion around the origin and then using homogeneity
of the orbit. The key point is that we can consider wn and w¯n to be defined by a power
series expansion in terms of the coordinates sk, s¯k¯, the coefficients fo the expansion can be
fixed by requiring En
k¯
ds¯k¯ = 0 and E¯
n
k dsk = 0. To the quadratic order in the coordinates, we
find
w¯n = s¯n¯ −
1
2
∑
m
(n+ 2m)s¯n¯+m¯ + · · · (7)
with wn given by the complex conjugate. Thus for a small neighborhood around the origin
in the chosen coordinates we find the holomorphicity conditions (6). To this order, we then
find
(E0 − E¯0)L0 + (E − E¯)1 = −
1
2
∑
n
(snds¯n¯ − s¯n¯dsn)
[
2nL0 +
c
12
(n3 − n)
]
+ · · · (8)
If we evaluate this on the highest weight state, we find
(
(E0 − E¯0)L0 + (E − E¯)1
)
|0〉 = −
1
2
(
∂K
∂s¯k¯
ds¯k¯ −
∂K
∂sk
dsk
)
=
1
2
(∂K − ∂¯K)
K =
∑
n
sns¯n¯
[
2nh+
c
12
(n3 − n)
]
+ · · · (9)
K is essentially the Ka¨hler potential for the problem. ∂ and ∂¯ are the (1, 0) and (0, 1)
components of the exterior derivative. The fact that K is characterized by two numbers h
and c has been observed and commented on before [2, 3]. In the appendix, we give the
expansion of En and E¯n to the next order in the coordinates.
To go beyond the small neighborhood around the origin, we can use the homogeneity
of the coset space. Assume that we have obtained the result (6) in some neighborhood of
the origin. We then consider translations of U as U V where V is of the form
V = exp
(
∞∑
n=1
ξ¯n Ln − ξnL−n
)
(10)
for infinitesimal ξn, ξ¯n. Writing out (UV )
−1d(UV ) to first order in ξn, ξ¯n, the holomor-
phicity conditions (6) become differential equations for these quantities. The integrability
conditions for these equations are satisfied by virtue of the Maurer-Cartan identities for
U−1dU . Therefore, one can extend the neighborhood where the holomorphicity conditions
are obtained. The detailed calculations supporting these statements are given in the ap-
pendix.
Starting from the highest weight state |0〉, we can define the states in the Verma module
of the form
|{n}〉 = · · ·Ln3−3L
n2
−2L
n1
−1 |0〉 (11)
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where we can use the Virasoro algebra to order the L−n’s in increasing level number to the
left. We will denote the matrix of inner products by
M{n},{m} = 〈{n}|{m}〉 = 〈0|L
n1
1 L
n2
2 L
n3
3 · · ·L
m3
−3L
m2
−2L
m1
−1 |0〉 (12)
This has a block-diagonal form, with the inner product between states of different level
number being zero. The properly normalized states are then
|{a}〉 =
∑
{m}
(M−
1
2 ){n},{m} · · ·L
m3
−3L
m2
−2L
m1
−1 |0〉 (13)
For the normalized states, we denote the collective label by {a} rather than {n}. We can
now define the coherent state wave function corresponding to the state |{a}〉 by
Ψ{a} = 〈0|U
†|{a}〉 (14)
Using U †dU = −dU †U and (4), we can write
dU † =
[∑
n
−E¯n
k¯
ds¯k¯ Ln + E
n
k dsk L−n −
(
(E0 − E¯0)L0 − (E − E¯)1
)]
U † (15)
This shows that the wave functions (14) obey the antiholomorphicity condition(
∂
∂sk
+
1
2
∂K
∂sk
)
Ψ{a} = 0 (16)
Going back to (4), notice that it defines a left-invariant one-form U−1dU , since
(VLU)
−1d(VLU) = U
−1dU for constant VL. Further,
〈0|U−1dU |0〉 =
1
2
(∂K − ∂¯K) (17)
Thus formally, d 〈0|U−1dU |0〉 = ∂¯∂K provides a left-invariant two-form which serves as
the symplectic structure of interest. (We also note that the existence of a left-invariant
symplectic structure has been emphasized by Witten [2].) This serves to define a phase
volume dµ or an integration measure which is invariant under constant left translations of
U . Since there are an infinite number of coordinates, any integration must be understood
in a regularized sense, as defined over a finite set of modes taking the limit of the total
number of modes becoming infinite at the end. With this understanding, we can see that
the coherent states (14) can be normalized. For this, consider
N{a}{b} =
∫
dµ(U) Ψ∗{a}Ψ{b} =
∫
dµ(U) 〈{a}|U |0〉 〈0|U † |{b}〉 (18)
Complex conjugation of this equation shows that N{a}{b} is a hermitian matrix or a hermi-
tian operator on the states (13) of the Verma module. Further by translational invariance
of the integration measure we have
N{a}{b} =
∫
dµ(VLU) 〈{a}|VLU |0〉 〈0|U
†V †L |{b}〉
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=∫
dµ(U) 〈{a}|VLU |0〉 〈0|U
†V †L |{b}〉 (19)
We take VL to be of the form
VL = exp
[∑
n
θ¯n¯Ln − θn L−n
]
(20)
where θn, θ¯n¯ are infinitesimal parameters which are constant, i.e., independent of sk, s¯k¯.
Equation (19)then leads to∫
dµ
[
〈{a}|L−nU |0〉 〈0|U
† |{b}〉 − 〈{a}|U |0〉 〈0|U †L−n |{b}〉
]
= 0 (21)
Since we can write 〈{a}|L−n = (L−n){a}{c} 〈{c}|, this translates to [L−n, N ] = 0. Similarly,
from the coefficient of θ¯n¯, we also get [Ln, N ] = 0. It is also easy to see that [L0, N ] = 0.
Thus N must be constant for all states of the form (13), so we can write N{a}{b} = Λ δ{a}{b},
where Λ is a constant independent of the state labels {a}, {b}. It can depend on c and h
which characterize the representation. This constant Λ can be absorbed into the definition
of the measure dµ; we will do this from now on, so that we have the result∫
dµ(U) Ψ∗{a}Ψ{b} = δ{a}{b} (22)
Given the definition of the wave functions (14), this can also be viewed as the completeness
relation ∫
dµ U |0〉 〈0|U † = 1 (23)
3 Symbols and star products
We are now in a position to define the symbols associated to an operator and the corre-
sponding star products. We consider operators A B, etc. acting on the states (13). We may
also view them as matrices with elements of the form A{a}{b}, B{a}{b}, etc. The symbols
corresponding to these operators will be defined as
(A) = 〈0|U † |{a}〉A{a}{b} 〈{b}|U |0〉 = 〈0|U
†AU |0〉
(B) = 〈0|U †BU |0〉 (24)
The symbol corresponding to a product of two operators takes the form
(AB) = 〈0|U †ABU |0〉 (25)
This can be written in terms of the symbols of the individual operators and the their deriva-
tives which will constitute the star product. For this, we first note that then completeness
relation for the states (11) takes the form∑
{n},{m}
|{n}〉 (M−1){n},{m} 〈{m}| = 1 (26)
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We can now rewrite the symbol of the operator product in (25) by using the completeness
relation as
(AB) = 〈0|U †AU1U †BU |0〉
=
∑
{n},{m}
〈0|U †AU |{n}〉 (M−1){n},{m} 〈{m}|U
†BU |0〉
=
∑
{n},{m}
〈0|U †AU · · ·Ln2−2L
n1
−1 |0〉 (M
−1){n},{m} 〈0|L
m1
1 L
m2
2 · · ·U
†BU |0〉
= 〈0|U †AU |0〉 〈0|U †BU |0〉 + 〈0|U †AUL−1 |0〉
1
2h
〈0|L1U
†BU |0〉+ · · ·
≡ (A) ∗ (B) (27)
Terms of the form 〈0|U †AUL−kL−n |0〉 can be simplified using equations (4) and (9), which
lead to
∂U
∂sk
= −Enk UL−n + U
(
E0kL0 + Ek1
)
∂U †
∂sk
= Enk L−nU
† −
(
E0kL0 + Ek1
)
U † (28)
∂U
∂s¯k¯
= E¯n
k¯
ULn − U
(
E¯0
k¯
L0 + E¯k¯1
)
∂U †
∂s¯k¯
= −E¯n
k¯
Ln U
† +
(
E¯0
k¯
L0 + E¯k¯1
)
U † (29)
We now define covariant derivatives Dn, D¯n¯ by
Dn = −(E
−1)kn
[
∂
∂sk
− ℓ0 E
0
k
]
D¯n¯ = −(E¯
−1)k¯n
[
∂
∂s¯k¯
+ ℓ0 E¯
0
k¯
]
(30)
where ℓ0 denotes the eigenvalue of L0 for the expression on which these covariant deriva-
tives act; i.e., it is the level number of the expression to the right of these derivatives. Using
(28, 29), it is easy to check that we can write
D{n}(A) ≡ · · · Dn2Dn1(A) = 〈0|U
†AU · · ·L−n2L−n1 |0〉
D¯{n¯}(A) ≡ · · · D¯n¯2D¯n¯1(B) = 〈0|Ln1Ln2 · · ·U
†BU |0〉 (31)
The star product can thus be rewritten as
(A) ∗ (B) =
∑
{n},{m}
D{n}(A) (M
−1){n},{m} D¯{n¯}(B) (32)
The symbols themselves have a value of zero for ℓ0; we also have ℓ0 = ±n for Dn and D¯n¯,
respectively.
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The first term on the right hand side in the expansion in (27), which involves only L±1,
is the from the SL(2,R) subalgebra. It is useful to work out the next term. The matrix of
inner products and its inverse are given by
M =
[
8h2 + 4h 6h
6h 4h+ 12c
]
, M−1 =
1
detM
[
4h+ 12c −6h
−6h 8h2 + 4h
]
detM = 2h(2h + 1)(c − 1) + 2h(4h − 1)2 (33)
Here the matrix elements refer to the states |1〉 = L2−1 |0〉, |2〉 = L−2 |0〉. If we take the
large c limit at fixed h, this reduces to M11 ≈ (8h
2 + 4h)−1 with all other elements zero.
Thus the level 2 terms of the star product expansion reduce to what is obtained for the orbit
SL(2,R)/U(1) labeled by the highest weight L0 = h. This property is obtained for higher
terms as well. Only the term M
(n)
11 due to L
n
−1 |0〉 at level number n is independent of c,
while detM will be of order cn−1. As a result, in the inverse, onlyM−111 will have enough
powers of c to survive as c→∞, with the value of h fixed. We thus have the general result
that the star products for the Virasoro group characterized by h, c becomes the star product
for the SL(2,R)/(U1) orbit labeled by h; i.e.,
(A) ∗ (B)
]
Virasoro,h,c
−→ (A) ∗ (B)
]
SL(2,R),h
as c→∞ (34)
4 Discussion
We have worked out the construction of coherent states for the Virasoro group using a
class of orbits with c > 1, h > 0. This can be viewed as furnishing a noncommutative
version of the infinite dimensional Ka¨hler space d̂iff S1/S1. The star product (32) gives
the noncommutative algebra for functions. As mentioned in the introduction, this analysis
was partially motivated by potential application to (2+1)-dimensional gravity. In the spirit
of noncommutative geometry, one can use a Hilbert space of states to model the spatial
manifold [12, 13]. We have recently argued for elaborating this framework, with a doubling
of the Hilbert space as in thermofield dynamics, with the gauge fields for gravity, i.e., the
frame fields and the spin connection, coupling to the two Hilbert spaces in parity-conjugate
ways [14]. In this framework, it is possible to obtain the Einstein-Hilbert action for gravity
in (2+1) dimensions (with a nonzero cosmological constant), upon taking the commutative
limit. The explicit calculations were done using quantization of the orbits SU(2)/U(1) or
SL(2,R)/U(1) to model the corresponding noncommutative spaces. However, since the
partition function for gravity naturally involves representations of the Virasoro algebra due
to the contributions from black holes, one can ask whether it is possible to extend the
analysis and use the carrier space of the representation as the Hilbert space of interest
modeling the noncommutative space. The coherent states discussed here provide a way
to define symbols and star products for such a formulation. We should expect that the
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commutative limit, which is the large (c, h) limit, will then lead to the Einstein-Hilbert
action. More details of how this can be carried out explicitly will be given elsewhere.
A final remark is about the connection to the quantum Hall systems. We have analyzed
the quantum Hall problem in arbitrary dimensions in a series of papers and argued that the
lowest Landau level of such systems model the corresponding noncommutative spaces [15].
Effective actions, edge states, etc. were analyzed in such cases. The present discussion may
be viewed as another example of this, now applied to an infinite-dimensional case.
Appendix
In this appendix we will go over some of the details of the results mentioned in section 2.
Analysis near the origin
The quantities wn, w¯n in U will be chosen as functions of the coordinates sn, s¯n¯, i.e.,
w¯k = s¯k¯ + w¯
(2)
k
+ w¯
(3)
k
+ · · · (A1)
where w¯
(r)
k
is of order r in powers of sn, s¯n¯. Our strategy is to write down U
−1dU and choose
these functions such that En is a holomorphic differential and E¯n is an antiholomorphic
differential. From the definition of U in (3), we can write
U−1dU =
∑
n
∫ 1
0
dα e−αX (dw¯nLn − dwnL−n) e
αX
X =
∑
m
(w¯mLm − wmL−m) (A2)
Expanding the exponential, we can write out the first two terms as
Term 1 =
∑
dw¯nLn − dwnL−n
Term 2 = −
1
2!
[X, dw¯nLn − dwnL−n]
= −
1
2!
[
(m− n)w¯mdw¯nLm+n − (m− n)wmdwnL−m−n (A3)
+(m+ n)(wndw¯m − w¯mdwn)Lm−n +
c
12
(n3 − n)(wndw¯n − w¯ndwn)
]
The Lm−n can have terms of the form Lk and L−k, k > 0, as well as L0 terms. Separating
these out we find
Term 2 = −
1
2!
∑
n
(wndw¯n − w¯ndwn)
(
2nL0 +
c
12
(n3 − n)1
)
−
1
2!
∑
k
[
C¯
(2)
k Lk − C
(2)
k L−k
]
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C¯
(2)
k =
k−1∑
n=1
(k − 2n)w¯k−ndw¯nΘ(k − 3)
−
∑
n
(k + 2n)(w¯k+ndwn − wndw¯k+n)Θ(k − 1) (A4)
with C
(2)
k being the complex conjugate of C¯
(2)
k . Also Θ(k − a) = 1 for k ≥ a and zero
otherwise. From the expression for C¯
(2)
k , we see that there is one term in the coefficient of
Lk which has dwn. We rewrite this as term using∑
(k + 2n)w¯k+ndwn = d
[∑
(k + 2n)w¯k+nwn
]
−
∑
(k + 2n)wndw¯k+n (A5)
Thus we find
Coefficient of Lk = d
[
w¯k +
1
2
∑
(k + 2n)w¯k+nwn
]
−
1
2
k−1∑
1
(k − 2n)w¯k−ndw¯nΘ(k − 3)
−
∑
n
(k + 2n)wndw¯k+nΘ(k − 1) (A6)
We now define wk w¯k as functions of complex coordinates sk, s¯k¯, with an expansion around
the origin as
w¯k = s¯k¯ −
1
2
∑
n
(k + 2n) s¯k¯+n¯sn + w¯
(3)
k + · · · (A7)
where w¯
(3)
k
denote terms which are cubic in sn, s¯n¯. The coefficient of Lk now becomes
Coefficient of Lk = ds¯k¯ −
1
2
k−1∑
1
(k − 2n)s¯k¯−n¯ds¯n¯Θ(k − 3)
−
∑
(k + 2n)skds¯k¯+n¯Θ(k − 1) + · · ·
≡ ds¯k¯ −
1
2
∑
l
D
(2)
kl
ds¯l¯ + · · · (A8)
We see that, to this order, there is no dsn-terms in the coefficient of Lk, k > 0; i.e., it is
an antiholomorphic one-form. To the same approximation, the coefficient of the L0 and
central terms become
(L0,1)-terms = −
1
2!
∑
n
(snds¯n¯ − s¯n¯dsn)
(
2nL0 +
c
12
(n3 − n)1
)
(A9)
The next term in the expansion of (A2), corresponding to the double commutator of X
with
∑
dw¯nLn − dwnL−n is of the form
Term 3 =
1
3!
[∑
(wnC¯
(2)
n − w¯nC
(2)
n )
[
2nL0 +
c
12
(n3 − n)
]
+
∑
C¯
(3)
k Lk − C
(3)
k L−k
]
(A10)
We can use wn ≈ sn, w¯n ≈ s¯n¯ in working out the cubic terms in this expression, to get
expressions valid to the third order in sn, s¯n¯. To this order, C¯
(3)
k is given by
C¯
(3)
k ≈
∑
2kn(snds¯n¯ − s¯n¯dsn)s¯k¯ +
∑
δk,m+n(m− n)s¯m¯C¯
(2)
n
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+
∑
δk,m−n(m+ n)
[
snC¯
(2)
m − s¯m¯C
(2)
n
]
(A11)
In this expression, a term like s¯k¯s¯n¯dsn (which is a holomorphic form and hence not what we
want) can be removed by a term like s¯k¯s¯n¯sn in the expression for w¯
(3)
k¯
. The simplification
of the expression for C¯
(3)
k is straightforward but long. With some rearrangements of terms,
it can be brought to the form
C¯
(3)
k =
∑
l
D
(3)
k,l ds¯l¯ − dχ
(3)
k −
3
2
∑
δk,r−s−n(r + s+ n)(n− s)s¯m¯sndss (A12)
The expression for D
(3)
k,l
ds¯l¯ is long and not important for our argument (since it is an anti-
holomorphic form anyway), but we give it here for the sake of completeness,∑
l
D
(3)
k,l ds¯l¯ =
∑[
sns¯k¯ds¯n¯ + 2kns¯n¯sndσk¯ + δk,m+nδn,r+s(m− n)(r − s)s¯m¯s¯r¯ds¯s¯
+2δk,m+nδn,r−s(m− n)(r + s)s¯m¯ssdsr¯ + δk,m+nδn,r−s(m− n)(r + s)s¯r¯ssds¯m¯
+δk,m−nδm,r+s(m+ n)(r − s)sns¯r¯ds¯s¯ + δk,m−nδm,r−s(m+ n)(r + s)snssds¯r¯
+12δk,r−s−nσ(r, s, n)snssds¯r¯ + 2δk,m−nδn,r−s(m+ n)(r + s)s¯m¯srds¯s¯
+δk,m−nδn,r−s(m+ n)(r + s)s¯s¯srds¯m¯
]
(A13)
Also χk is given by
χ
(3)
k =
∑[
2kns¯n¯s¯k¯sn + δk,m+nδn,r−s(m− n)(r + s)s¯m¯s¯r¯ss
+12σ(r, s, n)δk,r−s−ns¯m¯snss + δk,m−nδn,r−s(m+ n)(r + s)s¯m¯s¯s¯sr
]
(A14)
In (A13) and (A14), σ(r, s, n) is given by
σ(r, s, n) =
1
2
(
2 r2 − s2 − n2 + r(n+ s) + 2ns
)
(A15)
This is symmetric in n, s. In Term 3, χ
(3)
k
can be removed by a suitable choice of w¯
(3)
k¯
,
making the coefficient of Lk to be an antiholomorphic form, except for the last term in
(A12). We also note that there are cubic terms arising from the use of w¯
(2)
k¯
, as in (A8), in
Term 2. For this, we rewrite C¯
(2)
k as
C¯
(2)
k =
∑
l
D
(2)
kl ds¯l¯ − dχ
(2)
k +
˜¯C
(2)
k
˜¯C
(2)
k = −
1
2
[∑[
δk,m+nδn,r−s(m− n)(r + s)s¯m¯(ds¯r¯ss + s¯r¯dss)
]
+
∑
(m+ n)(r + s)
[
δk,m−nδm,r−ssn(ds¯r¯ss + s¯r¯dss) + δk,m−nδn,r−ss¯r¯ssds¯m¯
−δk,m−nδn,r−ss¯m¯(ds¯r¯ss + s¯r¯dss)− δk,m−nδm,r−ss¯r¯ssdsn
]]
(A16)
In this expression, terms of the form s¯s¯ds can be written as d[s¯s¯s] − ds¯s¯s − s¯ds¯s; the total
derivative adds to the expression for χ
(3)
k
and is removed by choice of w¯
(3)
k
. What is left will
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be an antiholomorphic form. This does not work for the two terms in (A16) which have the
s¯sds combination. These potentially problematic terms can be simplified as
Problematic terms in ˜¯C
(2)
k = −
1
2
∑
δk,r−s−n(r − s+ n)(r + s)s¯r¯(sndss − ssdsn)
= −
1
2
∑
δk,r−s−n(n+ s+ r + (n− s)s¯r¯sndss (A17)
where, in the second line, we have used the antisymmetry of the first term in n, s to simplify
the result. Comparing the contribution of the last term in (A12) to (1/3!)C¯
(3)
k and the
contribution of (A17) to −(1/2!)C¯
(2)
k
, we see that they cancel out exactly. After removal of
χ
(3)
k
terms via choice of w¯
(3)
k¯
, we see that what is left of C¯
(3)
k
is an antiholomorphic form.
The coefficient of Lk can be written as
Coefficient of Lk = E¯
k = ds¯k¯ −
1
2
∑
l
D
(2)
kl ds¯l¯ +
1
3!
∑
l
D(3)ds¯l¯ + · · · (A18)
We have thus verified, in an expansion around the origin to cubic order in the coordi-
nates, that there is a choice of wn, w¯n as a function of the coordinates sn , s¯n¯ for which E¯
n
is an antiholomorphic one-form.
Maurer-Cartan relations
The analysis given above for small values of sk, s¯k¯ shows that one can choose E¯
n to be an
anti-holomorphic one-form in an infinitesimal neighborhood of the origin. Our aim is now
to extend this to larger and larger regions by a sequence of translations, U → UV where
V is as in (10). For this, we will also need to use the Maurer-Cartan identity for U , so we
first work this out. From (4), assuming that we have already obtained the holomorphicity
properties for En and E¯n, we can write
U †∂U = −EnL−n + E
0 L0 + E1
U †∂¯U = E¯nLn − E¯
0 L0 − E¯1 (A19)
Taking the holomorphic exterior derivative of the first of these equations, we get one of the
Maurer-Cartan identities as∑[
−∂EnL−n + ∂E
0L0 + ∂E1 +
1
2
(m− n)En ∧ EmL−n−m − nE
0 ∧ EnL−n
]
= 0 (A20)
This yields three sets of relations corresponding to the coefficients of L−n, L0 and 1. These
are
− (∂En + n E0 ∧ En) +
1
2
∑
r,s
(s− r) δr+s,n E
r ∧ Es = 0 (A21)
∂E0 = 0, ∂E = 0 (A22)
The last two relations tell us that we can write
E0 =
1
2
∂W 0, E =
1
2
∂W (A23)
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Notice that the Ka¨hler potential is related to these asK =W 0h+W . We can now use these
expressions for E0, E to write (A21) as
− ∂E˜n +
1
2
∑
r,s
(s− r)δr+s,n E˜
r ∧ E˜s = 0 (A24)
where E˜n = En exp(nW 0/2). This is the key identity we will need for extending the previous
result.
Extending the result by use of translational invariance
Now consider defining E ’s and E¯ ’s after translation by V . To first order in
∑
ξ¯n Ln −
ξnL−n, this leads to
(UV )−1d(UV ) = V −1dV + V −1(U−1dU)V
≈ U−1dU +
∑[
dξ¯n Ln − dξnL−n − [ξ¯n Ln − ξnL−n, U
−1dU ]
]
(A25)
We want to show that the coefficient of Ln, n > 0 is an anti-holomorphic one-form; i.e., one
can choose ξ¯n such that the holomorphic differential part vanishes. The condition for this,
upon using (4) and evaluating the commutator term, becomes∑[
∂ξ¯n Ln + ξ¯
nEm(m+ n)Ln−m − ξ¯
nE0nLn
]
= 0, (A26)
with n > m. Rewriting this by isolating the coefficient of Lk, we get
∂ξ¯k − k E
0 ξ¯k +
∑
(2m+ k) ξ¯m+k E
m = 0 (A27)
Defining ˜¯ξk = ξ¯k exp(−kW
0/2), we can further write these conditions as
∂ ˜¯ξk +
∑
m
(2m+ k) ˜¯ξm+k E˜
m = 0 (A28)
These are to be regarded as a set of equations which can be solved for ξ¯k. However, there are
integrability conditions for these equations. They correspond to taking another holomorphic
exterior derivative of (A28), and upon using (A28) again, become
∑
(2m+ k)
[
˜¯ξm+k∂E˜
m −
∑
r
(2r +m+ k) ˜¯ξm+k+rE˜
r ∧ E˜m
]
= 0 (A29)
Because of the wedge product, we can antisymmetrize the coefficient of E˜r∧E˜m in r,m. For
this, we can use
1
2
[(2m+ k)(2s +m+ k)− (m↔ s)] =
1
2
(m− s) [2(m+ s) + k] (A30)
Further we take m → n in the first term and m → s, m + r → n in the second term.
Equation (A29) can then be written as
∑
(2n + k) ˜¯ξn+k
[
∂E˜n −
1
2
∑
r,s
(s− r)δr+s,nE˜
r ∧ E˜s
]
= 0 (A31)
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These are obviously satisfied as a result of the Maurer-Cartan identity (A24).
What we have shown is that if we have U with a choice of wn, w¯n¯ as functions of sk, s¯k¯
for which En is a holomorphic one-form and E¯n is an antiholomorphic one-form, then we
can find ξn, ξ¯n such that (UV )
−1d(UV ) will have a holomorphic one-form as the coefficient
of L−n and an anti-holomorphic one-form as the coefficient of Ln. This result, combined
with the previous result that this property can be obtained in an infinitesimal neighborhood
of the origin, as shown by explicit power series expansion, shows we can find coordinates
such that En is a (1, 0)-form and E¯n is a (0, 1)-form.
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