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Abstract. We discuss the dynamics and thermodynamics of the Brownian Mean Field (BMF) model which
is a system of N Brownian particles moving on a circle and interacting via a cosine potential. It can be
viewed as the canonical version of the Hamiltonian Mean Field (HMF) model. The BMF model displays a
second order phase transition between a homogeneous phase and an inhomogeneous phase below a critical
temperature Tc = 1/2. We first complete the description of this model in the mean field approximation valid
for N → +∞. In the strong friction limit, the evolution of the density towards the mean field Boltzmann
distribution is governed by the mean field Smoluchowski equation. For T < Tc, this equation describes a
process of self-organization from a non-magnetized (homogeneous) phase to a magnetized (inhomogeneous)
phase. We obtain an analytical expression for the temporal evolution of the magnetization close to Tc. Then,
we take fluctuations (finiteN effects) into account. The evolution of the density is governed by the stochastic
Smoluchowski equation. From this equation, we derive a stochastic equation for the magnetization and
study its properties both in the homogenous and inhomogeneous phases. We show that the fluctuations
diverge close to the critical point so that the mean field approximation ceases to be valid. Actually, the
limits N → +∞ and T → Tc do not commute. The validity of the mean field approximation requires
N(T − Tc)→ +∞ so that N must be larger and larger as T approaches Tc. We show that the direction of
the magnetization changes rapidly close to Tc but its amplitude takes a long time to relax. We also indicate
that, for systems with long-range interactions, the lifetime of metastable states scales as eN except close
to a critical point. The BMF model shares many analogies with other systems of Brownian particles with
long range interactions such as self-gravitating Brownian particles, the Keller-Segel model describing the
chemotaxis of bacterial populations, and the Kuramoto model describing the collective synchronization of
coupled oscillators.
PACS. 0 5.20.-y Classical statistical mechanics - 05.45.-a Nonlinear dynamics and chaos - 05.20.Dd Kinetic
theory - 64.60.De Statistical mechanics of model systems
1 Introduction
In the recent years, the statistical mechanics of systems
with long-range interactions has been a topic of active re-
search [1,2,3,4]. In most papers devoted to this subject,
one assumes that the system is isolated. This corresponds
to the microcanonical ensemble in which the energy is con-
served. This is the proper description of self-gravitating
systems such as galaxies and globular clusters in astro-
physics. Indeed, they can be viewed as isolated Hamilto-
nian systems of N point mass stars in gravitational in-
teraction described by the Newton equations [5]. This is
also the correct approach to the point vortex gas in 2D
hydrodynamics described by the Kirchhoff equations [6].
Actually, the statistical mechanics of stellar systems and
two-dimensional vortices share many analogies [7]. Sys-
tems with long-range interactions display very interesting
properties such as ensemble inequivalence, negative spe-
cific heats, spatially inhomogeneous equilibrium states, vi-
olent collisionless relaxation, slow collisional relaxation,
non-Boltzmannian quasistationary states (QSS) etc. The
dynamics and thermodynamics of these systems is now
relatively well-understood [4] even if some conceptual is-
sues remain such as the precise nature of the QSSs.
However, in many situations of physical interest, the
system is not isolated from the surrounding and it is im-
portant to take into account its interaction with the ex-
ternal medium. This interaction usually results in some
effects of forcing and dissipation. In the simplest situa-
tion, the one that we shall consider here, the forcing and
the dissipation satisfy a detailed balance condition so that,
formally, the system can be thought to be in contact with a
thermal bath fixing its temperature T . We stress that the
thermostat is played by a system of another nature (physi-
cally different from the system under consideration) which
usually has short-range interactions1. To be specific, let us
1 Indeed, it is not possible to define the notion of thermostat
for a purely long-range system (i.e. to divide the system into a
subsystem + a reservoir) since the energy is non-additive [4].
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consider a particular example issued from astrophysics. In
the context of planet formation, one has to study the mo-
tion of dust particles in gravitational interaction evolving
in a gas (the solar nebula) [8]. In addition to the long-range
gravitational interaction, the dust particles experience a
friction with the gas and a stochastic force (noise) due to
turbulence or Brownian motion (i.e. short-range collisions
with the molecules of the gas). This situation can be de-
scribed by N stochastic Langevin equations, one for each
particle, coupled together by the gravitational interaction.
This defines the self-gravitating Brownian model. If we as-
sume a detailed balance condition, the diffusion coefficient
D and the friction coefficient ξ satisfy the Einstein rela-
tion D = ξkBT/m where T is the temperature of the
bath. In that case, the proper statistical ensemble is the
canonical ensemble. The self-gravitating Brownian model
has been studied in a series of papers by Chavanis and Sire
(see, e.g., [9] and references therein) in the strong friction
limit ξ → +∞ in which the motion of the particles is
overdamped. Some interesting analogies with the chemo-
taxis of bacterial populations, the so-called Keller-Segel
model [10], have been developed in these papers. Indeed,
bacterial populations may be considered as a system of
Brownian particles with long-range interactions. The bac-
teria have a diffusive motion (due to their flagella) but
they also secrete a substance (a sort of pheromone) and
are collectively attracted by this substance. Interestingly,
it can be shown that the concentration of the secreted
chemical plays the same role as the gravitational poten-
tial. This long-range attraction may result in chemotactic
collapse. As a result, the Smoluchowski-Poisson system
and the Keller-Segel models are isomorphic [11]. Further-
more, in biology, the overdamped limit is justified because
inertial effects are generally negligible.
In order to study systems with long-range interactions
in a simple setting, toy models have been introduced in
statistical mechanics. In particular, the Hamiltonian Mean
Field (HMF) model has received a particular attention
[12-37]. This model consists in N particles of unit mass
moving on a circle and interacting via a cosine potential
u = N−1[1− cos(θi− θj)] where θi denotes the angle that
particle i makes with an axis of reference. Since the en-
ergy is conserved, the fundamental statistical description
of the HMF model is the microcanonical ensemble. It can
be of interest to consider in parallel the case of a system
in which the particles experience, in addition to the co-
sine interaction, a friction force and a stochastic force. In
that case, their dynamics is described by coupled Langevin
equations. Like for the model of self-gravitating Brown-
ian particles, we assume that a detailed balance condition
holds. We thus consider a system of Brownian particles
with cosine interaction in contact with a thermal bath.
This is the so-called Brownian Mean Field (BMF) model
[17,38]. Since the temperature is fixed, the fundamental
statistical description of the BMF model is the canonical
ensemble. It has been demonstrated in [39] that Hamil-
tonian reservoirs microscopically coupled with the system
[40,41] and Langevin thermostats [17] provide equivalent
descriptions even out-of-equilibrium. Therefore, the BMF
model has many applications. It is also connected to the
Kuramoto model [42] describing the collective synchro-
nization in spatially extended systems of coupled oscilla-
tors2 A generalization of the BMF model, called the α-
BMF model, has been considered recently [43].
The Brownian Mean Field model was introduced and
studied in [17]. However, in this work, the effect of fluctu-
ations was neglected and a mean field approximation was
considered. For systems with long-range interactions the
mean field approximation is usually exact in the thermo-
dynamic limit N → +∞. However, this is no longer true
in the vicinity of a critical point. In that case, the limits
N → +∞ and T → Tc do not commute and the effect
of fluctuations must be properly taken into account. The
objective of the present paper is to go beyond the mean
field approximation considered in [17] and study the effect
of fluctuations. We shall be particularly interested in the
behavior of the magnetization close to the critical point.
We show that it is described by the usual phenomenology
of second order phase transitions. However, an interest of
the BMF model is that we can derive the stochastic equa-
tion for the magnetization M(t) directly from the N -body
dynamics by using the stochastic Smoluchowski equation.
As a result, the number of particles N explicitly enters in
the equations and leads to novel effects such as the non-
commutation of the limits N → +∞ and T → Tc, and the
fact that the metastable states have very long lifetimes
scaling as eN (except close to a critical point).
The paper is organized as follows. In Section 2 we in-
troduce the BMF model and present the basic equations.
In Section 3, to simplify the study, we consider the strong
friction limit ξ → +∞ in which the inertia of the particles
can be neglected. In Section 4, we determine the statis-
tical equilibrium state of the BMF model in the canoni-
cal ensemble. It displays a second order phase transition
at the critical temperature Tc = 1/2. We solve the ther-
modynamical stability problem by different methods and
study the equilibrium fluctuations of the magnetization.
We show that they diverge at the critical point. We also in-
vestigate the effect of an external magnetic field and show
that the magnetic susceptibility also diverges at the crit-
ical point. In Section 5, we study the dynamical stability
of a steady state of the mean field Smoluchowski equation
and show the equivalence between dynamical and ther-
modynamical stability. In Section 6, we apply the linear
response theory to the BMF model and study the response
of the system to an external perturbation such as a pulse
or a step function. In Section 7, we study the evolution
of the mean magnetization in the inhomogeneous phase
and solve the equations perturbatively close to the critical
point. We obtain an analytical expression for the temporal
evolution of the magnetization close to Tc. In Section 8,
we study the temporal correlations of the magnetization in
the homogeneous phase. We show that they diverge as we
approach the critical point implying that the mean field
approximation ceases to be valid close to the critical point
and that the instability occurs sooner than predicted by
2 The Kuramoto model is, however, more complicated since
the oscillators usually have different frequencies.
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the linear stability analysis. We also explicitly check in
this particular situation the fluctuation-dissipation theo-
rem. In Section 9 we study the fluctuations of the mag-
netization in the homogeneous phase and show that they
can be described by an Ornstein-Uhlenbeck process. The
evolution of the probability density of the magnetization
is described by a linear Fokker-Planck equation analogous
to the Kramers equation. Finally, in Section 10, we study
the fluctuations of the magnetization in the inhomoge-
neous phase and solve the problem perturbatively close to
the critical point. As T → Tc, we show that the direction
of the magnetization changes rapidly while its magnitude
takes a long time to relax towards its equilibrium value.
2 The inertial BMF model
2.1 The Langevin equations
The BMF model is a system of N Brownian particles of
unit mass moving on a circle and interacting via a cosine
binary potential [17]. The dynamics of these particles is
governed by the coupled stochastic Langevin equations
dθi
dt
= vi,
dvi
dt
= − ∂
∂θi
U(θ1, ..., θN )− ξvi +
√
2DRi(t), (1)
where i = 1, ..., N label the particles. The particles inter-
act through the potential U(θ1, ..., θN ) =
1
N
∑
i<j u(θi −
θj) where
u(θ − θ′) = 1− cos(θ − θ′), (2)
is the cosine potential. This potential is attractive and
the particles tend to group themselves in order to de-
crease their potential energy. This tendency is of course
counter-balanced by thermal motion. The Hamiltonian is
H =
∑N
i=1
v2i
2 + U(θ1, ..., θN ). We have rescaled the po-
tential energy by 1/N to make the system extensive. This
corresponds to the Kac prescription [44]. We note, how-
ever, that the energy remains fundamentally non-additive
[4]. Ri(t) is a Gaussian white noise satisfying 〈Ri(t)〉 = 0
and 〈Ri(t)Rj(t′)〉 = δijδ(t − t′). D and ξ are respectively
the diffusion and friction coefficients. The former measures
the strength of the noise, whereas the latter quantifies the
dissipation to the external environment. We assume that
these two effects have the same physical origin, like when
the system interacts with a heat bath. In particular, we
suppose that the temperature T of the bath satisfies the
Einstein relation D = ξT . The temperature measures the
strength of the stochastic force for a given friction coef-
ficient. For ξ = D = 0, we recover the HMF model [12]
which conserves the energy H .
To monitor the evolution of the system, it is conve-
nient to introduce the magnetization M = (Mx,My) with
components
Mx =
1
N
N∑
i=1
cos θi, My =
1
N
N∑
i=1
sin θi. (3)
The magnetization can serve as an order parameter in the
BMF model. In terms of the magnetization, the potential
energy is exactly given by U = N(1 −M2)/2. The force
acting on particle i is Fi = − ∂U∂θi . Using Eqs. (2) and (3) it
can be written as Fi = − 1N
∑
j sin(θi−θj) = −Mx sin θi+
My cos θi.
2.2 The N -body Kramers equation
The evolution of the N -body distribution function is gov-
erned by the Fokker-Planck equation [45]:
∂PN
∂t
+
N∑
i=1
(
vi
∂PN
∂θi
+ Fi
∂PN
∂vi
)
=
N∑
i=1
∂
∂vi
(
D
∂PN
∂vi
+ ξPNvi
)
. (4)
This is the so-called N -body Kramers equation. In the
absence of forcing and dissipation (ξ = D = 0), it reduces
to the Liouville equation. The N -body Kramers equation
satisfies an H-theorem for the free energy
F [PN ] = E[PN ]− TS[PN ], (5)
where E[PN ] =
∫
PNH dθ1dv1...dθNdvN is the energy and
S[PN ] = −
∫
PN lnPN dθ1dv1...dθNdvN is the entropy. A
simple calculation gives
F˙ = −
N∑
i=1
∫
ξ
PN
(
T
∂PN
∂vi
+ PNvi
)2
dθ1dv1...dθNdvN .
(6)
Therefore, F˙ ≤ 0 and F˙ = 0 if, and only, if PN is the
canonical distribution defined by Eq. (7) below. Because of
the H-theorem, the system converges towards the canon-
ical distribution for t→ +∞.
2.3 The canonical distribution
When the system is in contact with a thermal bath, as in
the case of the BMF model, the relevant statistical ensem-
ble is the canonical ensemble. The statistical equilibrium
state is described by the canonical distribution
PN (θ1, v1, ..., θN , vN ) =
1
Z(β)
e−βH(θ1,v1,...,θN ,vN ), (7)
where
Z(β) =
∫
e−βH(θ1,v1,...,θN ,vN )
∏
i
dθidvi. (8)
is the partition function determined by the normalization
condition
∫
PN dθ1dv1....dθNdvN = 1. The canonical dis-
tribution (7) is the steady state of the N -body Kramers
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equation (4). We note that the velocity distribution is
Gaussian for any N .
We define the free energy by F (T ) = −T lnZ(T ). We
also introduce the Massieu function J(β) = −βF (β) =
lnZ(β). In the canonical ensemble, the average energy
E = 〈H〉 is given by E = ∂(βF )/∂β = −∂J/∂β. The fluc-
tuations of energy are given by 〈H2〉−〈H〉2 = T 2C where
C = dE/dT is the specific heat. This relation implies that
the specific heat is always positive in the canonical ensem-
ble.
We note that the canonical distribution (7) is the min-
imum of F [PN ] respecting the normalization condition. At
equilibrium, we get F [PN ] = −T lnZ(T ) = F (T ).
2.4 The mean field approximation
In the thermodynamic limit N → +∞, we can neglect the
correlations between the particles. Therefore, the mean
field approximation is exact and the N -body distribution
function can be factorized in a product of N one-body
distribution functions
PN (θ1, v1, ..., θN , vN , t) =
N∏
i=1
P1(θi, vi, t). (9)
We also have
PN (θ1, ..., θN , t) =
N∏
i=1
P1(θi, t). (10)
We introduce the distribution function f(θ, v, t) =
P1(θ, v, t) and the spatial density ρ(θ, t) =
∫
f dv =
P1(θ, t). The mean field energy per particle is given by
E =
1
2
∫
fv2 dθdv +
1
2
∫
ρΦdθ, (11)
where ρ(θ, t) =
∫
f dv is the spatial density and
Φ(θ, t) =
∫
u(θ − θ′)ρ(θ′, t) dθ, (12)
is the mean potential. Expanding the cosine function in
Eq. (2), the mean potential may be written as
Φ(θ, t) = 1−Mx(t) cos θ −My(t) sin θ, (13)
where
Mx =
∫
ρ cos θ dθ, My =
∫
ρ sin θ dθ, (14)
are the components of the mean magnetization. In terms
of the magnetization the mean field potential energy is
given by
W =
1
2
∫
ρΦdθ =
1−M2
2
. (15)
We also note that, in the mean field approximation, the
entropy per particle is
S = −
∫
f ln f dθdv. (16)
2.5 The equilibrium distribution of the smooth density
and the most probable macrostate
We wish to determine the equilibrium distribution of the
smooth density f(θ, v) in phase space. A microstate is de-
fined by the specification of the exact positions and veloc-
ities {θi, vi} of the N particles. A macrostate is defined by
the specification of the (coarse-grained) density f(θ, v) of
particles in each cell [θ, θ + dθ]× [v, v + dv] irrespectively
of their precise position in the cell. Let us call Ω[f ] the
unconditional number of microstates {θi, vi} correspond-
ing to the macrostate f . The entropy per particle of the
macrostate f(θ, v) is defined by the Boltzmann formula
S[f ] = 1N lnΩ[f ]. The unconditional probability density of
the distribution f(θ, v) is therefore P0[f ] ∝ Ω[f ] ∝ eNS[f ].
The number of complexions Ω[f ] can be obtained by a
standard combinatorial analysis. For N ≫ 1, we find that
the Boltzmann entropy is given by S[f ] = − ∫ f ln f dθdv.
To evaluate the partition function (8), instead of in-
tegrating over the microstates {θ1, v1, ..., θN , vN}, we can
integrate over the macrostates f(θ, v). Introducing the un-
conditional number of microstates Ω[f ] corresponding to
the macrostate f , and the mean field energy per particle
E[f ] of the macrostate f , we obtain for N ≫ 1:
Z(β) ≃
∫
e−NβE[f ]Ω[f ] δ(I[f ]− 1)Df
≃
∫
eNS[f ]−NβE[f ] δ(I[f ]− 1)Df
≃
∫
e−NβF [f ] δ(I[f ]− 1)Df, (17)
where F [f ] = E[f ] − TS[f ] is the free energy defined by
Eq. (56), and I[f ] is the normalization condition defined
by Eq. (57). The canonical density probability of the dis-
tribution f is therefore
P [f ] =
1
Z(β)
e−NβF [f ]δ(I[f ]− 1). (18)
This distribution can be directly obtained by stating that
P [f ] ∝W [f ]e−NβE[f ]δ(I[f ]−1) since the microstates with
energy E have a probability ∝ e−βE.
For N → +∞, we can make the saddle point approxi-
mation. We obtain
Z(β) = e−βF (β) ≃ e−NβF [f∗], (19)
i.e.
lim
N→+∞
1
N
F (β) = F [f∗], (20)
where f∗ is the global minimum of free energy F [f ] re-
specting the normalization condition. This is the most
probable macrostate in the canonical ensemble. We are
led therefore to solving the minimization problem defined
by Eq. (55). This is a result of large deviations. The crit-
ical points of this variational problem are the mean field
Maxwell-Boltzmann distributions (58). They can also be
obtained from the canonical distribution (7) by writing the
first equation of the Yvon-Born-Green (YBG) hierarchy
and using the mean field approximation (9)(see [56,51]).
Pierre-Henri Chavanis: The Brownian Mean Field model 5
2.6 The mean field Kramers equation
In the thermodynamic limit N → +∞, the N -body distri-
bution function is a product of N one-body distribution
functions given by Eq. (9). Substituting this factorization
in Eq. (4) and integrating over N − 1 variables we find
that the evolution of the distribution function f(θ, v, t) is
governed by the mean field Kramers equation [45]:
∂f
∂t
+ v
∂f
∂θ
− ∂Φ
∂θ
∂f
∂v
=
∂
∂v
(
D
∂f
∂v
+ ξfv
)
, (21)
where Φ(θ, t) is given by Eq. (12). For ξ = D = 0, Eq.
(21) reduces to the Vlasov equation which describes the
collisionless evolution of the HMF model.
Using the Einstein relation, the mean field Kramers
equation (21) may be rewritten as
∂f
∂t
+ v
∂f
∂θ
− ∂Φ
∂θ
∂f
∂v
= ξ
∂
∂v
(
T
∂f
∂v
+ fv
)
. (22)
The mean field Kramers equation satisfies an H-theorem
for the free energy F [f ] defined by Eq. (56) below. Its
expression can be obtained from Eq. (5) by using the mean
field approximation (9). In terms of the free energy, the
mean field Kramers equation may be written as a gradient
flow
∂f
∂t
+ v
∂f
∂θ
− ∂Φ
∂θ
∂f
∂v
= ξ
∂
∂v
[
f
∂
∂v
(
δF
δf
)]
. (23)
A simple calculation gives
F˙ = −ξ
∫
f
[
∂
∂v
(
δF
∂f
)]2
dθdv, (24)
or equivalently
F˙ = −ξ
∫
1
f
(
T
∂f
∂v
+ fv
)2
dθdv. (25)
Therefore, F˙ ≤ 0 and F˙ = 0 if, and only if, f is the mean
field Maxwell-Boltzmann distribution defined by Eq. (58)
below with the temperature of the bath T . Because of
the H-theorem, the system converges, for t → +∞, to-
wards a mean-field Maxwell-Boltzmann distribution that
is a (local) minimum of free energy respecting the nor-
malization condition. If several minima exist at the same
temperature, the selection depends on a notion of basin
of attraction. The relaxation time is tB ∼ 1/ξ.
3 The overdamped BMF model
3.1 The Langevin equations
The inertial BMF model has been studied in [38,39]. Here,
to simplify the problem, we consider the strong friction
limit ξ → +∞ in which the inertia of the particles can
be neglected. This corresponds to the overdamped BMF
model. The stochastic Langevin equations (1) reduce to
dθi
dt
= −µ ∂
∂θi
U(θ1, ..., θN ) +
√
2D∗Ri(t), (26)
where µ = 1/ξ is the mobility and D∗ = D/ξ
2 is the dif-
fusion coefficient in physical space. The Einstein relation
may be rewritten as D∗ = T/ξ = µT . The temperature
measures the strength of the stochastic force (for a given
mobility).
3.2 The N -body Smoluchowski equation
The evolution of the N -body distribution function
PN (θ1, ..., θN , t) is governed by the N -body Fokker-Planck
equation [45]:
∂PN
∂t
=
N∑
i=1
∂
∂θi
[
D∗
∂PN
∂θi
+ µPN
∂
∂θi
U(θ1, ..., θN )
]
. (27)
This is the so-called N -body Smoluchowski equation. It
can be derived directly from the stochastic equations
(26). Alternatively, it can be obtained from the N -body
Kramers equation (4) in the strong friction limit ξ → +∞
[46]. In this limit, using the Einstein relation, we find that
PN (θ1, v1, ..., θN , vN , t) =
(
β
2π
)N/2
PN (θ1, ..., θN , t)
×e−β
∑N
i=1
v2
i
2 +O(ξ−1), (28)
where the evolution of PN (θ1, ..., θN , t) is governed by Eq.
(27). The N -body Smoluchowski equation satisfies an H-
theorem for the free energy
F [PN ] =
∫
PNU dθ1...dθN + T
∫
PN lnPN dθ1...dθN
−N
2
T lnT − N
2
T ln(2π). (29)
The expression (29) can be obtained from the free energy
(5) by using Eq. (28). A simple calculation gives
F˙ = −
N∑
i=1
∫
1
µPN
(
D∗
∂PN
∂θi
+ µPN
∂U
∂θi
)2
dθ1...dθN .
(30)
Therefore, F˙ ≤ 0 and F˙ = 0 if, and only, if PN is the
canonical distribution in physical space defined by Eq.
(33) below. Because of the H-theorem, the system con-
verges towards the canonical distribution (33) for t →
+∞.
We note that the free energy may be written as
F [PN ] = E[PN ]− TS[PN ], where
E[PN ] =
1
2
NT +
∫
PNU dθ1...dθN , (31)
S[PN ] = −
∫
PN lnPN dθ1...dθN +
1
2
N ln (2πT ) +
1
2
N
(32)
are the energy and the entropy.
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3.3 The canonical distribution
The statistical equilibrium state in configuration space is
described by the canonical distribution
PN (θ1, ..., θN ) =
1
Zconf(β)
e−βU(θ1,...,θN), (33)
where
Zconf (β) =
∫
e−βU(θ1,...,θN)
∏
i
dθi, (34)
is the configurational partition function determined by the
normalization condition
∫
PN dθ1....dθN = 1. The canon-
ical distribution (33) is the steady state of the N -body
Smoluchowski equation (27). It can also be obtained from
Eq. (7) by integrating over the velocity. We then find that
Z(β) = Zconf(β)(2π/β)
N/2.
We note that the canonical distribution (33) is the
minimum of F [PN ] respecting the normalization condi-
tion. At equilibrium, we get F [PN ] = −T lnZconf(T ) −
N
2 T ln(2πT ) = −T lnZ(T ) = F (T ).
3.4 The distribution of the smooth density and the
most probable macrostate
We wish to determine the equilibrium distribution of the
smooth density ρ(θ) in position space. A microstate is de-
fined by the specification of the exact positions {θi} of the
N particles. A macrostate is defined by the specification
of the (coarse-grained) density ρ(θ) of particles in each
cell [θ, θ + dθ] irrespectively of their precise position in
the cell. Let us call Ω[ρ] the unconditional number of mi-
crostates {θi} corresponding to the macrostate ρ(θ). The
unconditional entropy per particle of the macrostate ρ(θ)
is defined by the Boltzmann formula S0[ρ] =
1
N lnΩ[ρ].
The unconditional probability density of the density ρ(θ)
is therefore P0[ρ] ∝ Ω[ρ] ∝ eNS0[ρ]. The number of com-
plexions Ω[ρ] can be obtained by a standard combinatorial
analysis. For N ≫ 1, we find that the Boltzmann entropy
per particle is given by S0[ρ] = −
∫
ρ ln ρ dθ.
To evaluate the partition function Z(β) =
Zconf(β)(2π/β)
N/2 with Eq. (34), instead of inte-
grating over the microstates {θ1, ..., θN}, we can integrate
over the macrostates ρ(θ). Introducing the uncondi-
tional number of microstates Ω[ρ] corresponding to the
macrostate ρ and the mean field potential energy per
particle W [ρ] of the macrostate ρ, we obtain for N ≫ 1:
Z(β) ≃ eN2 ln( 2piβ )
∫
e−NβW [ρ]Ω[ρ] δ(I[ρ]− 1)Dρ
≃ eN2 ln( 2piβ )
∫
eNS0[ρ]−NβW [ρ] δ(I[ρ]− 1)Dρ
≃
∫
e−NβF [ρ] δ(I[ρ]− 1)Dρ, (35)
where the free energy per particle F [ρ] is given by Eq.
(60). The canonical probability density of the distribution
ρ is therefore
P [ρ] =
1
Z(β)
e−NβF [ρ]δ(I[ρ]− 1). (36)
For N → +∞, we can make the saddle point approxi-
mation. We obtain
Z(β) = e−βF (β) ≃ e−NβF [ρ∗], (37)
i.e.
lim
N→+∞
1
N
F (β) = F [ρ∗], (38)
where ρ∗ is the global minimum of free energy F [ρ] re-
specting the normalization condition. This is the most
probable macrostate in the canonical ensemble. We are
led therefore to solving the minimization problem defined
by Eq. (61). This is a result of large deviations. The crit-
ical points of this variational problem are the mean field
Boltzmann distributions (62). They can also be obtained
from the canonical distribution (33) by writing the first
equation of the Yvon-Born-Green (YBG) hierarchy and
using the mean field approximation (10)(see [56,51]).
3.5 The mean field Smoluchowski equation
In the thermodynamic limit N → +∞, the N -body distri-
bution function is a product of N one-body distribution
functions given by Eq. (10). Substituting this factorization
in Eq. (27) and integrating over N − 1 angular variables
we find that the evolution of the density ρ(θ, t) is governed
by the mean field Smoluchowski equation [45]:
∂ρ
∂t
=
∂
∂θ
[
1
ξ
(
T
∂ρ
∂θ
+ ρ
∂Φ
∂θ
)]
, (39)
where Φ(θ, t) is given by Eq. (12). The mean field Smolu-
chowski equation (39) can also be obtained from the mean
field Kramers equation (22) by using an expansion in
power of 1/ξ when ξ → +∞ [46]. In that limit, the distri-
bution function is close to the Maxwellian
f(θ, v, t) =
1√
2πT
ρ(θ, t)e−
v2
2T +O(ξ−1), (40)
with the temperature of the bath, and the evolution of the
density is governed by Eq. (39).
The mean field cosine Smoluchowski equation (39) may
be written in the form of an integro-differential equation
ξ
∂ρ
∂t
= T
∂2ρ
∂θ2
+
∂
∂θ
{
ρ
∫ 2pi
0
sin(θ − θ′)ρ(θ′, t)dθ′
}
. (41)
It may also be written as
ξ
∂ρ
∂t
= T
∂2ρ
∂θ2
+
∂
∂θ
[
ρM(t) sin(θ − φ(t))
]
, (42)
where M is the modulus of the magnetization and φ is its
phase so that M =Meiφ.
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The mean field Smoluchowski equation satisfies an H-
theorem for the free energy F [ρ] defined by Eq. (60) below.
Its expression can be obtained from Eq. (29) by using the
mean field approximation (10). It can also be obtained
from Eq. (56) by using Eq. (40). It can be written as
F [ρ] = E[ρ]− TS[ρ], where
E[ρ] =
1
2
T +
1
2
∫
ρΦdθ, (43)
S[ρ] = −
∫
ρ ln ρ dθ +
1
2
ln (2πT ) +
1
2
(44)
are the energy and the entropy. In terms of the free energy,
the mean field Smoluchowski equation may be written as
a gradient flow
ξ
∂ρ
∂t
=
∂
∂θ
[
ρ
∂
∂θ
(
δF
δρ
)]
. (45)
A simple calculation gives
F˙ = −
∫
ρ
ξ
[
∂
∂θ
(
δF
∂ρ
)]2
dθ, (46)
or equivalently
F˙ = −
∫
1
ξρ
(
T
∂ρ
∂θ
+ ρ
∂Φ
∂θ
)2
dθ. (47)
Therefore, F˙ ≤ 0 and F˙ = 0 if, and only if, ρ is the mean
field Boltzmann distribution defined by Eq. (62) below
with the temperature of the bath T . Because of the H-
theorem, the system converges, for t → +∞, towards a
mean-field Boltzmann distribution that is a (local) min-
imum of free energy respecting the normalization condi-
tion3. If several minima exist at the same temperature,
the selection depends on a notion of basin of attraction.
The relaxation time is tB ∼ 1/ξ, independent of N .
The mean field Smoluchowski equation (39) may also
be written as
∂ρ
∂t
=
∂
∂θ
[
1
ξ
(
∂p
∂θ
+ ρ
∂Φ
∂θ
)]
, (48)
where p(θ, t) is a pressure related to the density by the
isothermal equation of state
p(θ, t) = ρ(θ, t)T. (49)
3 The steady states of the mean field Smoluchowski equation
are the critical points (minima, maxima, saddle points) of the
free energy F [ρ] respecting the normalization condition. It can
be shown [47] that a critical point of free energy is dynamically
stable with respect to the mean field Smoluchowski equation if,
and only, if it is a (local) minimum. Maxima are unstable for all
perturbations so they cannot be reached by the system. Saddle
points are unstable only for certain perturbations so they can
be reached if the system does not spontaneously generate these
dangerous perturbations. The same comments apply to the
mean field Kramers equation (21).
This equation of state can be obtained from the expres-
sion of the local kinetic pressure p(θ, t) =
∫
f(θ, v, t)(v −
u(θ, t))2 dv, where u(θ, t) = 1ρ
∫
fv dv is the local veloc-
ity, combined with the expression (40) of the distribution
function valid in the strong friction limit (see [47] for a gen-
eralization of this result). The steady states of the mean
field Smoluchowski equation satisfy the equation
T
dρ
dθ
+ ρ
dΦ
dθ
= 0, (50)
which may be interpreted as a condition of hydrostatic
equilibrium.
Remark: at T = 0, the free energy reduces to the
potential energy W and the H-theorem (46) becomes
W˙ = − ∫ (ρ/ξ)(∂Φ/∂θ)2 dθ ≤ 0. In that case, the system
relaxes to the ground state ρ = δ(θ), M = 1, W = 0 (see
Section 4).
3.6 The stochastic Smoluchowski equation
The previous equations, which are based on a mean field
approximation, ignore fluctuations. However, fluctuations
become important close to a critical point. As we shall see,
the BMF model displays a critical temperature Tc = 1/2.
As we approach the critical temperature the mean field
approximation becomes less and less accurate (or requires
a larger and larger number of particles N). As a result,
the limits N → +∞ and T → Tc do not commute.
For Brownian particles with long-range interactions,
the fluctuations can be taken into account by adapting the
theory of fluctuating hydrodynamics developed by Lan-
dau and Lifshitz [48]. Using this theory, we can derive
the stochastic Smoluchowski equation (see Appendix B of
[49]):
ξ
∂ρ
∂t
=
∂
∂θ
(
T
∂ρ
∂θ
+ ρ
∂Φ
∂θ
)
+
1√
N
∂
∂θ
(√
2ξTρR(θ, t)
)
,
(51)
with Eq. (12) where R(θ, t) is a Gaussian white noise such
that 〈R(θ, t)〉 = 0 and 〈R(θ, t)R(θ′, t′)〉 = δ(θ−θ′)δ(t−t′).
This equation applies to the “smooth”, but still fluctuat-
ing, distribution of particles ρ(θ, t). This is the so-called
“coarse-grained” density. It is usually denoted ρ(θ, t) but
we shall omit the bar to simplify the notations. Eq. (51)
is physically different, but similar in form, to the exact
stochastic equation derived by Dean [50] for the discrete
distribution of particles ρd(θ, t) =
1
N
∑
i δ(θ−θi(t)) which
is a sum of Dirac distributions. We refer to Appendix B
of [51] (and references therein) for more details about the
domain of validity of these different equations.
Introducing the mean field free energy (60), the
stochastic Smoluchowski equation can be rewritten as
∂ρ
∂t
=
1
ξ
∂
∂θ
[
ρ
∂
∂θ
(
δF
δρ
)]
+
∂
∂θ
(√
2Tρ
ξ
R
)
. (52)
Eq. (52) may be interpreted as a stochastic Langevin equa-
tion for the field ρ(θ, t). The corresponding Fokker-Planck
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equation for the probability density P [ρ, t] of the density
profile ρ(θ, t) at time t is
ξ
∂P
∂t
[ρ, t]
= −
∫
δ
δρ(θ, t)
{
∂
∂θ
ρ
∂
∂θ
[
T
δ
δρ
+
δF
δρ
]
P [ρ, t]
}
dθ.
(53)
Its stationary solution returns the canonical distribution
(36) which shows the consistency of our approach. Actu-
ally, the form of the noise in Eq. (52) may be determined
precisely in order to recover the distribution (36) at statis-
tical equilibrium. We note that the noise is multiplicative
since it depends on ρ(θ, t) (it vanishes in regions devoid of
particles).
The fluctuations have several effects. First of all, if
the number of particles is small, the fluctuations must
be taken into account in all cases. On the other hand, if
the system displays a critical point, the fluctuations in-
validate the mean field theory close to that critical point
as we have explained previously. Finally, when the free
energy F [ρ] has several minima, the fluctuations allow
the system to jump from one minimum to the other. The
timescale of the transition depends on the height of the
barrier of free energy that has to be crossed. If we consider
a very long timescale, the system will explore the free en-
ergy landscape. Of course, it will spend more time in the
global minimum of free energy than in a local one. How-
ever, for long-range interactions, local minima (metastable
states) have very long lifetimes scaling as eN∆F/kBT ∼ eN
because the barrier of free energy is proportional to N
[52,53]. If we use the mean field Smoluchowski equation
(39), valid for N → +∞, the system will remain “blocked”
in a minimum of free energy even if it is not the global
minimum. For finite N , fluctuations taken into account in
the stochastic Smoluchowski equation (51) can “un-block”
the system by allowing it to jump into another minimum.
Their effect will be particularly important close to the
critical point where the barrier of free energy per particle
∆F is small.
Remark: the stochastic Smoluchowski equation (52) is
different from the stochastic Ginzburg-Landau equation
∂ρ
∂t
= −Γ δF
δρ
+
√
2ΓTζ(θ, t), (54)
where ζ(θ, t) is a Gaussian white noise, used to describe
the time-dependent fluctuations about equilibrium. Eq.
(54) is a phenomenological equation because, in general,
it is an impossible task to derive the true equation for
the macroscopic variables directly from the dynamics of
the microscopic variables of the system [54]. However,
for Brownian particles with long-range interactions, this
task is realizable and leads to the stochastic Smoluchowski
equation (52) instead of Eq. (54).
4 Statistical equilibrium states in the
canonical ensemble
4.1 The equilibrium distribution
In the canonical ensemble, the statistical equilibrium state
of the inertial BMF model is determined by the minimiza-
tion problem (see Sec. 2.5 and [55]):
F (T ) = min
f
{F [f ] = E[f ]− TS[f ] | I[f ] = 1} , (55)
where
F [f ] =
1
2
∫
fv2 dθdv +
1
2
∫
ρΦdθ + T
∫
f ln f dθdv,
(56)
is the free energy per particle and
I[ρ] =
∫
ρ dθ = 1, (57)
is the normalization condition. The critical points of this
minimization problem are determined by the variational
principle δF + αTδI = 0 where α (chemical potential)
is a Lagrange multiplier taking the normalization condi-
tion into account. Performing the variations, we find that
the critical points are given by the mean field Maxwell-
Boltzmann distribution
f(θ, v) = Ae−β[
v2
2 +Φ(θ)], (58)
where A = e−1−α and Φ(θ) is the mean potential defined
by Eq. (12).
To solve the minimization problem (55), we can pro-
ceed in two steps [55]. We first minimize F [f ] at fixed
normalization and density ρ(θ). This gives
f(θ, v) =
(
β
2π
)1/2
ρ(θ)e−βv
2/2. (59)
Using Eq. (59) we can express the free energy F [f ] given
by Eq. (56) as a functional of the density ρ. We get
F [ρ] =
1
2
∫
ρΦdθ + T
∫
ρ ln ρ dθ − 1
2
T lnT − T
2
ln(2π).
(60)
Finally, the solution of the minimization problem (55) is
given by Eq. (59) where ρ(θ) is the solution of the mini-
mization problem
F (T ) = min
ρ
{F [ρ] | I[ρ] = 1} . (61)
It can be shown that the minimization problems (55) and
(61) are equivalent for global and local minimization [55].
If we consider the overdamped BMF model, its statisti-
cal equilibrium state is directly determined by the mini-
mization problem (61) (see Sec. 3.4 and [55]). The critical
points of this minimization problem are determined by
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Fig. 1. Evolution of the density profile as temperature is de-
creased (from bottom to top).
the variational principle δF + α′TδI = 0. Performing the
variations, we find that the critical points are given by the
mean field Boltzmann distribution
ρ(θ) = A′ e−βΦ(θ), (62)
where A′ = e−1−α
′
and Φ(θ) is the mean potential defined
by Eq. (12). This distribution may also be obtained by
integrating Eq. (58) over the velocity. Using the expression
(13) of the potential, the density (62) can be rewritten as
ρ(θ) = A′ e−β(1−Mx cos θ−My sin θ). (63)
It is convenient to write Mx =M cosφ and My =M sinφ
where M = (M2x +M
2
y )
1/2 is the modulus of the magneti-
zation and φ its phase. In that case, the foregoing expres-
sion takes the form
ρ(θ) =
1
2πI0(βM)
eβM cos(θ−φ), (64)
where we have used the normalization condition (57) to
determine the amplitude. Here
In(x) =
1
2π
∫ 2pi
0
ez cos θ cos(nθ) dθ, (65)
is the modified Bessel function of order n. If M = 0, the
density is uniform. This defines the homogeneous phase. If
M > 0, the equilibrium state is inhomogeneous with one
cluster centered about θ = φ.
The magnetization M is determined by substituting
Eq. (64) in Eq. (14). This yields the self-consistency rela-
tion
M =
I1(βM)
I0(βM)
. (66)
Equation (66) determines the magnetizationM as a func-
tion of the temperature T . Then, the density profile is
given by Eq. (64). The critical points are degenerate.
There exist an infinity of critical points which differ only
by their phase φ, i.e. by the position of the maximum
of the density profile. They have the same value of free
energy (see below). We can take φ = 0 without loss of
generality. In that case, Mx =M and My = 0. Then, the
density can be written as
ρ(θ) =
1
2πI0(βM)
eβM cos θ, (67)
where M is determined in terms of T by Eq. (66). Some
density profiles are plotted in Figure 1.
In the canonical ensemble, we have to select free en-
ergy minima and discard free energy maxima and saddle
points. In a first step, we shall determine all the critical
points of free energy. The thermodynamical stability of
these solutions will be studied in a second step.
4.2 The mean magnetization at equilibrium
Using Eqs. (13), (14) and (67), the equilibrium free energy
(60) is given by
F (T ) =
1−M2
2
− T ln I0(βM) +M2
−1
2
T lnT − 3T
2
ln(2π). (68)
Using the self-consistency relation (66), we can obtain the
curves M(T ) and F (T ). To that purpose, we can proceed
as follows. Introducing the parameter
x = βM, (69)
we can rewrite the self-consistency relation as
M =M(x) ≡ I1(x)
I0(x)
. (70)
The function M(x) is plotted in Figure 2. The self-
consistency relation may be solved by a simple graphical
construction explained in the Figure caption. For future
reference, we note the identity
M ′(x) = 1− M(x)
x
−M(x)2, (71)
which can be obtained from the standard properties of the
Bessel functions. From Eqs. (69) and (70), the tempera-
ture may be expressed in terms of x as
T =
M(x)
x
. (72)
From the relations M = M(x), T = T (x) and F = F (x),
we can obtain the curves M(T ) and F (T ) in parametric
form with the parameter x going from 0 to +∞. These
parametric equations apply to the inhomogeneous phase
(M 6= 0). For the homogeneous phase, we have
M(T ) = 0, F (T ) = −1
2
T lnT − 3
2
T ln(2π) +
1
2
. (73)
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Fig. 2. Graphical construction determining the solutions of
the self-consistency relation (66). The critical points of free
energy respecting the normalization condition are given by the
intersection(s) between the curve M = M(x) defined by Eq.
(70) and the straight lineM = Tx. There is one solutionM = 0
for T > Tc = 1/2 and two solutions M = 0 and M(T ) > 0
for T < Tc. It can be shown [55] that a critical point of free
energy is a minimum (resp. maximum) if the slope of the curve
M(x) at that point is smaller (resp. larger) than the slope
of the straight line M = Tx. Therefore, the inhomogeneous
states (M > 0) are always stable while the homogeneous states
(M = 0) are stable for T > Tc and unstable for T < Tc.
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Fig. 3. Magnetization (order parameter) as a function of the
temperature. The system is magnetized (inhomogeneous) for
T < Tc and non-magnetized (homogeneous) for T > Tc.
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Fig. 4. Free energy as a function of the temperature.
The homogeneous phase exists for T ≥ 0. The inhomo-
geneous phase bifurcates from the homogeneous phase at
x = 0, corresponding to
Tc = lim
x→0
M(x)
x
=
1
2
. (74)
The inhomogeneous phase exists for 0 ≤ T ≤ Tc = 1/2.
At T = 0 (ground state), all the particles are at θ = 0.
The density profile ρ(θ) = δ(θ) is a Dirac peak and the
magnetization is M = 1. Close to the ground state (x →
+∞, T → 0):
M ≃ 1− T
2
− 3T
2
8
, F ∼ −T ln(2πT ). (75)
At T = Tc (critical temperature), the density profile is
spatially homogeneous ρ(θ) = 1/(2π) and the magnetiza-
tion is M = 0. Close to the bifurcation point (x → 0,
T → T−c ):
M ∼ 2(Tc − T )1/2, (76)
F − Fc ∼ 1
2
[1− ln 2 + 3 ln(2π)](Tc − T ), (77)
where Fc = 1/2+(1/4) ln2− (3/4) ln(2π) ≃ −0.705 is the
value of the free energy at the critical point.
The curves M(T ) and F (T ) are plotted in Figures 3
and 4. These curves contain all the critical points of free
energy respecting the normalization condition. They re-
veal a second order phase transition between the homoge-
neous phase and the inhomogeneous phase at the critical
temperature Tc. It is marked by the discontinuity of the
second derivatives of the free energy. This is equivalent to
the discontinuity of the derivative of the energy and the
discontinuity of the derivative of the magnetization.
4.3 The eigenvalue equation for thermodynamical
stability
Among the critical points of free energy respecting the
normalization condition, we have to select minima and
discard maxima and saddle points.
The second order variations of free energy are given by
δ2F =
1
2
∫
δρδΦdθ +
1
2
T
∫
(δρ)2
ρ
dθ, (78)
with
δΦ(θ) =
∫ 2pi
0
u(θ − θ′)δρ(θ′) dθ′. (79)
The Boltzmann distribution is a (local) minimum of free
energy respecting the normalization condition if, and only,
if δ2F > 0 for all perturbations satisfying
∫
δρ dθ = 0.
Let us first consider the homogeneous phase where
ρ = 1/(2π). We decompose the perturbation δρ in Fourier
modes according to
δρ(θ) =
+∞∑
n=−∞
einθδρˆn, δρˆn =
∫ 2pi
0
dθ
2π
e−inθδρ(θ).
(80)
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We use a similar decomposition for δΦ and u. According
to Eq. (79), we have
δΦˆn = 2πuˆnδρˆn, (81)
with
uˆn =
1
2
(2δn,0 − δn,1 − δn,−1). (82)
From Eq. (80), we obtain∫
(δρ)2 dθ = 2π
∑
n
|δρˆn|2. (83)
On the other hand, using Eq. (81), we get∫
δρδΦ dθ = 2π
∑
n
δρˆnδΦˆ−n = (2π)
2
∑
n
uˆn|δρˆn|2.(84)
Substituting these relations in Eq. (78), we find that
δ2F = (2π)2
+∞∑
n=1
(T + uˆn)|δρˆn|2. (85)
This equation is valid for a general potential of in-
teraction. If uˆn > 0 for all n (repulsive interaction), the
homogeneous phase is always thermodynamically stable.
If uˆn < 0 for some mode(s) n (attractive interaction),
the homogeneous phase is thermodynamically stable when
T > Tc = maxn |uˆn| and thermodynamically unstable
(with respect to the modes such that T + uˆn < 0) when
T < Tc. For the cosine potential (2), using Eq. (82), we
obtain
δ2F = (2π)2T
+∞∑
n=2
|δρˆn|2 + (2π)2(T − Tc)|δρˆ1|2. (86)
For T > Tc, we clearly have δ
2F > 0 so that the homo-
geneous phase is thermodynamically stable. For T < Tc,
taking δρˆn = 0 for n 6= ±1 and δρˆ±1 6= 0, we see that
δ2F < 0 for these particular perturbations so that the
homogeneous phase is thermodynamically unstable.
To treat the general case where the system may be
spatially inhomogeneous, we introduce the notation
q(θ) =
∫ θ
0
δρ(θ′, t) dθ′, δρ =
dq
dθ
, (87)
which corresponds to the mass perturbation in the interval
[0, θ]. The conservation of mass implies q(0) = q(2π) = 0.
Substituting Eq. (87) in Eq. (78) and making simple inte-
grations by parts, we can put the second order variations
of free energy in the quadratic form
δ2F =
∫ 2pi
0
∫ 2pi
0
dθdθ′q(θ)K(θ, θ′)q(θ′), (88)
with
K(θ, θ′) = −1
2
cos(θ − θ′)− 1
2
Tδ(θ − θ′) d
dθ
(
1
ρ
d
dθ
)
.
(89)
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Fig. 5. Dependence of the smallest eigenvalue λ with the
temperature. A positive value of λ corresponds to stability
(δ2F > 0) and a negative value of λ corresponds to instability.
We are led therefore to considering the eigenvalue problem
∫ 2pi
0
K(θ, θ′)q(θ′) dθ′ = λq(θ), (90)
or, more explicitly,
d
dθ
(
1
ρ
dq
dθ
)
+
1
T
∫ 2pi
0
q(θ′) cos(θ − θ′)dθ′ = −2λq.
(91)
The Boltzmann distribution is a (local) minimum of free
energy respecting the normalization condition if all the
eigenvalues λ are positive, and a saddle point of free energy
if at least one of the eigenvalues is negative.
In the homogeneous phase (ρ = 1/(2π) and Φ = 1),
Eq. (91) reduces to
2π
d2q
dθ2
+
1
T
∫ 2pi
0
q(θ′) cos(θ − θ′)dθ′ = −2λq. (92)
The eigenmodes of Eq. (92) are qn = An cos(nθ) and
qn = Bn sin(nθ). For n 6= ±1, the eigenvalues are
λn6=±1 = πn
2 > 0, so that these modes do not induce
instability. For n = ±1, the (degenerate) eigenvalues are
λ±1 = −π(Tc/T − 1). Therefore, the uniform phase is
thermodynamically stable when T > Tc and thermody-
namically unstable when T < Tc, as discussed previously.
In the inhomogeneous phase, it is possible to solve Eq.
(91) analytically close to the bifurcation point Tc where
M → 0 [17]. The smallest eigenvalue is λ ≃ 2π(Tc/T −
1). More generally, the smallest eigenvalue λ obtained by
solving Eq. (91) numerically, is plotted as a function of
the inverse temperature in Figure 5. Since λ > 0, the
inhomogeneous phase is always stable.
Remark: it is possible to determine analytically the
eigenfunction q0(θ) corresponding to the neutral mode
λ = 0 in Eq. (91). This is done in Appendix F of [57]
(see also Appendix E of [58] and Appendix C of [59] for
generalizations). With the notations of the present paper,
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assuming that the equilibrium state is symmetric with re-
spect to the x-axis, the expression of the neutral mode is
(see Eq. (F.5) of [57]):
δρ0 =
dq0
dθ
= βρ(θ) [δMx(cos θ −M) + δMy sin θ] , (93)
where δMx and δMy are determined self-consistently
by the relations δMx =
∫
δρ0 cos θ dθ and δMy =∫
δρ0 sin θ dθ. Using the properties of the Bessel func-
tions, they lead to the trivial identity δMy = δMy and to
the condition δMx = βδMxM
′(βM). For δMx 6= 0, this
condition is satisfied only at the critical point (T = Tc,
M = 0, x = 0) [57]. For δMx = 0, the neutral mode is
δρ0 = βρ(θ)δMy sin θ and it corresponds to a mere rota-
tion of the system4 [59]. In conclusion, for T < Tc, there
is no solution of Eq. (91) for which λ = 0 (except a triv-
ial rotation of the system) [57]. The neutral mode occurs
only at the bifurcation point T = Tc in agreement with the
Poincare´ theorem [55]. This is in agreement with the pre-
ceding results showing that λ > 0 in the inhomogeneous
phase (T < Tc). These results have been generalized to
the α-BMF model in Ref. [43].
4.4 The free energy F (M)
To solve the minimization problem (61), we can proceed
in two steps [55]. We first minimize F [ρ] at fixed normal-
ization and magnetization M. This gives
ρ(θ) =
1
2πI0(λ)
eλ cos(θ−φ), (94)
where φ is an arbitrary phase and λ is determined by the
modulus of the magnetization according to
M =M(λ) =
I1(λ)
I0(λ)
. (95)
Using Eq. (94) we can express the free energy F [ρ] given
by Eq. (60) as a function of the magnetization M . We get
F (M) =
1−M2
2
+ TλM − T ln I0(λ)
−1
2
T lnT − 3
2
T ln(2π), (96)
where λ(M) is obtained by inverting equation (95). Fi-
nally, the solution of the minimization problem (61) is
given by Eq. (94) where M is the solution of the mini-
mization problem
F (T ) = min
M
{F (M)} . (97)
4 Using Eq. (67), we note that δρ0 ∝ ρ
′(θ). This result can
be understood as follows. Since the system is invariant by ro-
tation, if ρ(θ) is an equilibrium state, then ρ(θ + φ) is also
an equilibrium state for any φ (see Section 4.1). Considering
φ ≪ 1 and using ρ(θ + φ) ≃ ρ(θ) + ρ′(θ)φ, we conclude that
ρ′(θ) is a neutral mode (λ = 0 or δ2S = 0).
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Fig. 6. Free energy F (M) as a function of the magnetization
M for a given value of the temperature T (for clarity, we have
subtracted the free energy F0(T ) of the homogeneous phase
M = 0). For T > Tc, this curve has a unique (global) minimum
at M = 0. For T < Tc, this curve has a local maximum at
M = 0 and a global minimum at M(T ) > 0. Specifically, we
have taken T = 0.3, 0.5 and 0.7. For M → 1, we have F (M) ∼
−(1/2)T ln(1−M).
It can be shown that the minimization problems (61) and
(97) are equivalent for global and local minimization [55].
The minimization problem (97) can also be directly de-
rived from the canonical distribution in the N → +∞
limit [55]. This is a result of large deviations.
Using the identity I ′0(λ) = I1(λ), we can check that
the condition F ′(M) = 0 gives λ = x = βM leading to
the self-consistency relation (66).
In the homogeneous phase (M = 0), computing the
second derivatives of the free energy (96), we obtain
F ′′(0) = 2(T − Tc). (98)
From this analytical formula, we immediately conclude
that the homogeneous states are stable (F ′′(0) > 0) for
T > Tc and unstable (F
′′(0) < 0) for T < Tc as found
previously by other methods.
In the inhomogeneous phase, using Eq. (71), we find
that the second derivatives of the free energy (96) at a
critical point can be written as
F ′′(M) = −1 + T
1− T −M2 , (99)
where M and T are related by the self-consistency rela-
tion (66). By studying the sign of the second derivative
of F (M) we can show (see [55] and the caption of Fig-
ure 2) that the inhomogeneous states are always stable
(F ′′(M) > 0).
We can plot the function F (M) for a prescribed tem-
perature T . It is defined in parametric form (with param-
eter λ) by Eqs. (95) and (96). This function displays the
two behaviors described above, as illustrated in Figure 6.
For T > Tc the free energy F (M) has a unique minimum
atM = 0 (homogeneous phase). ForM → 0, we can make
the approximation
F (M) ≃ F0(T ) + (T − Tc)M2, (100)
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where F0(T ) is the equilibrium free energy of the homo-
geneous phase (M = 0) given by Eq. (73). From this for-
mula, we explicitly check that the minimum of free energy
is M = 0 and that F ′′(0) = 2(T − Tc) > 0 in agreement
with Eq. (98). For T < Tc, the free energy F (M) has a
maximum at M = 0 and a minimum at M(T ) > 0 (in-
homogeneous phase). Close to the critical point T → T−c ,
the equilibrium magnetization M(T ) tends to zero. For
M → 0, we can make the approximation
F (M) ≃ F0(T ) + (T − Tc)M2 + 1
8
M4. (101)
From this formula, we explicitly check that the minimum
of free energy is given by Eq. (76) and that F ′′(M) =
4(Tc − T ) > 0 at that point.
Remark: In addition to the approach developed previ-
ously, the thermodynamical stability analysis of the cosine
model may also be performed by determining the mini-
mizer of the free energy [60], by evaluating the partition
function using the Hubbard-Stratonovich transformation
and the saddle point approximation [12], by using the
Poincare´ theory of linear series of equilibria [55,61], by
applying the theory of large deviations [62], or by deter-
mining the minimum value of the second order variations
of free energy [30]. The advantage of the approach devel-
oped in the present paper, based on the minimization of
the free energy F [f ], F [ρ], or F (M), is to be simple and
physical.
4.5 The equilibrium fluctuations of the magnetization
The distribution of the magnetization in the canonical en-
semble is given, for N → +∞, by [55]:
P (M) =
1
Z(β)
e−βNF (M), (102)
where Z(β) =
∫
e−βNF (M) dM is the partition function
and F (M) is the free energy defined by Eq. (96). We note
that the average value of the magnetization vector M is
always zero. This is due to the rotational invariance of the
system.
In the homogeneous phase (T > Tc) the particles are
uniformly distributed on the circle so that the equilibrium
magnetization vanishes (M = 0). For N → +∞, P (M) is
strongly peaked around the minimum of F (M) that is
M = 0. Therefore, we can make the Gaussian approxima-
tion
P (M) =
1
π〈M2〉e
− M
2
〈M2〉 . (103)
The variance of the magnetization is given by
N〈M2〉 = 2
βF ′′(0)
. (104)
Using Eq. (98), we obtain
N〈M2〉 = 1
1− Tc/T . (105)
In the inhomogeneous phase (T < Tc) the particles are
concentrated around a certain point so that the equilib-
rium magnetization has a modulus M 6= 0 and a phase φ.
However, due to the degeneracy of the equilibrium states
(see Section 4.1), the phase φ changes from realization
to realization (or in the course of time when we consider
a long timescale). This is why the average value of the
magnetization vector M vanishes in that case. In order to
avoid this degeneracy, it may be useful to impose the di-
rection of the magnetization. For example, we can impose
My = 0 (i.e. φ = 0). The distribution of the x-component
of the magnetization is therefore given by
P (Mx) =
1
Z(β)
e−βNF (Mx). (106)
For N → +∞, P (Mx) is strongly peaked around the min-
imum of F (Mx). Therefore, we can make the Gaussian
approximation
P (Mx) =
1√
2π〈(∆Mx)2〉
e
−
(∆Mx)
2
2〈(∆Mx)2〉 , (107)
where∆Mx is the fluctuation of the magnetization around
its equilibrium value Mx. The variance of the magnetiza-
tion is given by
N〈(∆Mx)2〉 = 1
βF ′′(Mx)
, (108)
Using Eq. (99), we get
N〈(∆Mx)2〉 = 11
1−T−M2x
− 1T
, (109)
where the magnetizationMx is related to the temperature
by Eq. (66). Close to the bifurcation point T → T−c , using
Eq. (101), we obtain
N〈(∆Mx)2〉 ∼ 1
8(Tc − T ) . (110)
Close to the ground state T → 0, using Eq. (75), we get
N〈(∆Mx)2〉 ∼ T
2
2
. (111)
The variance 〈(∆Mx)2〉 of the magnetization is plotted
as a function of the inverse temperature in Figure 7 (to
obtain this curve, it is convenient to write Eq. (109) in
parametric form with parameter x and use the results of
Section 4.2). According to Eq. (108), Figure 7 also gives
the evolution of F ′′(Mx) at a critical point (F
′(Mx) = 0)
as a function of the temperature T . It shows, in particular,
that the inhomogeneous phase is always a minimum of free
energy (F ′′(Mx) > 0). On the other hand, we can directly
read from Eq. (105) that the homogeneous phase is stable
(F ′′(0) > 0) for T > Tc and unstable (F
′′(0) < 0) for
0 ≤ T < Tc. This is of course equivalent to the results of
Section 4.4.
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Fig. 7. Variance of the magnetization as a function of the
inverse temperature in the canonical ensemble. At the critical
point Tc = 1/2, the variance of the magnetization diverges like
N〈M2x〉 = 1/[2(1 − Tc/T )] for T > Tc and like N〈(∆Mx)
2〉 ∼
1/[4(Tc/T − 1)] for T → T
−
c . These expressions differ by a
factor 2.
4.6 The effect of an external magnetic field
The statistical equilibrium state of the cosine model under
a magnetic field has been studied in detail in [59]. We
give here a few complements that will be needed in the
sequel. The effect of an external magnetic field h pointing
in the x direction can be taken into account by adding a
term −hMx in the Hamiltonian H/N , hence in the free
energy F . The statistical equilibrium state is determined
by the Boltzmann distribution (62) where Φ(θ) is replaced
by Φ(θ) − h cos θ. The equilibrium distribution may be
rewritten as in Eq. (67) where M is replaced by Mx + h.
As a result, the relation between the magnetization, the
temperature, and the magnetic field is
Mx =M(x) (112)
with
x = β(Mx + h). (113)
For a fixed temperature T , the magnetization Mx is re-
lated to the magnetic field h by eliminating x between Eq.
(112) and
h = Tx−M(x), (114)
issued from Eq. (113). From Eqs. (112) and (114), the
magnetic susceptibility χM = dMx/dh is given by
χM =
1
T
M ′(x) − 1
. (115)
For a fixed magnetic field h, the magnetic susceptibility
χM is related to the temperature T by eliminating x be-
tween Eq. (115) and
T =
M(x) + h
x
, (116)
issued from Eq. (113). The case of an arbitrary magnetic
field h is considered in [59]. Here, we restrict ourselves to
a weak field. For T > Tc and h → 0 we can take x → 0
in Eqs. (112) and (114). We obtain M ∼ x/2 and h ∼
(T − Tc)x leading to
Mx =
h
2(T − Tc) , χM =
1
2(T − Tc) . (117)
For T < Tc and h → 0, the magnetic susceptibility is
related to the temperature by eliminating x between Eq.
(115) and Eq. (116) with h = 0. These equations can be
rewritten as
χM =
1
T
1−T−M(x)2 − 1
, T =
M(x)
x
, (118)
where we have used the identity (71). For T → T−c , we can
take x→ 0 and we obtain Tc−T ∼ x2/16 and χM ∼ 4/x2
leading to
χM ∼ 1
4(Tc − T ) , (T → T
−
c ). (119)
Actually, we can obtain these asymptotic results directly
from the normal form of the free energy close to the critical
point T → Tc in the weak field limit h→ 0:
F (Mx) = F0(T ) + (T − Tc)M2x +
1
8
M4x − hMx. (120)
It is obtained from Eq. (101) by adding −hMx. The min-
imum of free energy is determined by
2(T − Tc)Mx + 1
2
M3x − h = 0. (121)
For T > Tc, we getMx ≃ h/[2(T−Tc)] returning Eq. (117)
and for T < Tc, we getMx ≃ 2(Tc−T )1/2+h/[4(Tc−T )]
returning Eq. (119). We also note that the magnetization
at the critical point T = Tc behaves asMx = (2h)
1/3 when
the magnetic field h→ 0 (critical isotherm).
The magnetic susceptibility in the weak field limit h→
0 is plotted as a function of the temperature in Figure 8.
Comparing Eqs. (105) and (109) with Eqs. (117) and (118)
we find that
χM = βN〈(∆Mx)2〉. (122)
This is the well-known fluctuation-dissipation theorem
(see Appendix B and Section 8.3). This relation is actually
valid for an arbitrary magnetic field as explicitly checked
in [59]. In the Gaussian approximation, χM = 1/F
′′(Mx)
but Eq. (122) is valid beyond the Gaussian approximation
(see Appendix B).
5 Dynamical stability of the steady states of
the mean field Smoluchowski equation
The steady states of the mean field Smoluchowski equa-
tion (39) correspond to the mean field Boltzmann distri-
bution (62). They are the critical points of the free energy
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Fig. 8. Magnetic susceptibility χM = dMx/dh as a function
of the temperature T in the weak field limit h → 0. At the
critical point Tc = 1/2, the susceptibility diverges like χM =
Tc/(T − Tc) for T > Tc and like χM ∼ Tc/[2(Tc − T )] for
T → T−c . These expressions differ by a factor 2.
(60) respecting the normalization condition. Using gen-
eral arguments based on the fact that the free energy is
the Lyapunov functional of the mean field Smoluchowski
equation, we can show that dynamical and thermodynam-
ical stability coincide [47]: the mean field Boltzmann dis-
tribution is dynamically stable with respect to the Smolu-
chowski equation if, and only, if it is a (local) minimum of
free energy respecting the normalization condition (ther-
modynamical stability). We shall confirm this result in
this section by a direct calculation. This study will pro-
vide in addition the explicit growth rate or damping rate
of the perturbation.
5.1 Spectral stability of the homogeneous phase:
Jeans-like instability
We first study the spectral stability of a spatially ho-
mogeneous steady state of the mean field Smoluchowski
equation: ρ(θ) = ρ = 1/(2π) and Φ(θ) = 1. Consider-
ing a small perturbation about this steady solution, the
linearized mean field Smoluchowski equation is
ξ
∂δρ
∂t
=
∂
∂θ
(
T
∂δρ
∂θ
+ ρ
∂δΦ
∂θ
)
, (123)
with
δΦ(θ, t) =
∫
u(θ − θ′)δρ(θ′, t) dθ′. (124)
We look for solutions in the form of plane waves δρ(θ, t) =
δρˆne
i(nθ−ωt) and δΦ(θ, t) = δΦˆne
i(nθ−ωt). The first equa-
tion gives
− iξωδρˆn = −Tn2δρˆn − ρn2δΦˆn, (125)
and the second equation gives Eq. (81). Eliminating δΦˆn
between Eqs. (81) and (125), we obtain the dispersion
relation
iξω = n2(T + uˆn). (126)
We note that the pulsation is purely imaginary: ω = iωi.
In the linear regime, the different modes of the density
perturbation behave as
δρˆn(t) = δρˆn(0)e
−n2(T+uˆn)t/ξ. (127)
The foregoing equations are valid for a general poten-
tial of interaction. The neutral mode (ω = 0) is deter-
mined by the condition
T + uˆn = 0. (128)
If uˆn > 0 for all n (repulsive interaction), the homoge-
neous phase is always dynamically stable. If uˆn < 0 for
some mode(s) n (attractive interaction), the homogeneous
phase is dynamically stable when T > Tc = maxn |uˆn| and
dynamically unstable (for the modes such that T+uˆn < 0)
when T < Tc. For the cosine potential (2), using Eq. (82),
we find that the modes n 6= ±1 are damped with a damp-
ing rate
ωi = −1
ξ
Tn2 < 0. (129)
On the other hand, the complex pulsation of the modes
n = ±1 is
ωi = −1
ξ
(T − Tc). (130)
The homogeneous phase is dynamically stable when T >
Tc = 1/2 and dynamically unstable (with respect to the
modes n = ±1) when T < Tc. In that case, the system
is expected to become spatially inhomogeneous and form
clusters. This is similar to the Jeans instability in astro-
physics [5]. When T > Tc, all the modes decay. When
T < Tc, the modes n 6= ±1 decay while the modes n = ±1
grow. Therefore, contrary to the Jeans instability in astro-
physics where the gravitational potential is scale invariant
resulting in several clusters, for the cosine potential the
linear instability is expected to generate a single cluster
corresponding to the growth of the modes n = ±1 (see
Sec. 7).
Remark: we note that the relaxation time tR = 1/ωi
diverges when T → T+c . This corresponds to a critical
slowing down [54]. As T → Tc, it takes longer and longer
to equilibriate the system.
5.2 Spectral stability of the inhomogeneous phase
We now consider a steady state of the mean field Smolu-
chowski equation that may be spatially inhomogeneous.
The linearized mean field Smoluchowski equation is
ξ
∂δρ
∂t
=
∂
∂θ
(
T
∂δρ
∂θ
+ δρ
∂Φ
∂θ
+ ρ
∂δΦ
∂θ
)
, (131)
with Eqs. (12) and (124). Considering a perturbation of
the form δρ ∼ eωitg(θ), we obtain the eigenvalue equation
d
dθ
(
T
dδρ
dθ
+ δρ
dΦ
dθ
+ ρ
dδΦ
dθ
)
= ξωiδρ. (132)
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Fig. 9. Dependence of the largest eigenvalue ωi with the tem-
perature. A negative value of ωi corresponds to stability and a
positive value of ωi corresponds to instability.
Introducing the notation (87), and using the condition of
hydrostatic equilibrium (50), we can put the eigenvalue
equation (132) in the form
d
dθ
(
1
ρ
dq
dθ
)
+
1
T
∫ 2pi
0
q(θ′) cos(θ − θ′)dθ′ = ωiξ
Tρ
q. (133)
This equation is similar to the eigenvalue equation (91)
obtained by studying the sign of δ2F . In particular, these
two equations coincide at the point of marginal stability
(ωi = 0).
In the uniform phase, the destabilizing perturbations
are δρ ∼ cos θ eωit and δρ ∼ sin θ eωit, corresponding to
the modes n = ±1. The corresponding eigenvalue is given
by Eq. (130). When T < Tc the perturbation grows expo-
nentially rapidly while it is damped exponentially rapidly
when T > Tc. This returns the results of Section 5.1.
Considering now the inhomogeneous phase when T <
Tc, and using a perturbative approach valid for T → T−c
(the calculations are similar to those reported in Appendix
A of [17]), we find that the largest eigenvalue is
ωi = −2
ξ
(Tc − T ). (134)
Since ωi < 0, the perturbation is damped exponentially
rapidly. More generally, by solving Eq. (133) numerically
(see Figure 9), we find that ωi is always negative in the in-
homogeneous phase. This implies that the inhomogeneous
phase is always dynamically stable.
In conclusion, we find that dynamical and thermody-
namical stability coincide. We note that the modes n = ±1
are associated with the magnetization (see Appendix A).
Therefore, Eqs. (130) and (134) give the growth rate or
the damping rate of the magnetization (see also Section
7). Starting from an unstable homogeneous distribution
below the critical temperature (T < Tc), there is first an
exponential growth of the magnetization on a timescale
∼ ξ(Tc − T )−1. Then, nonlinear terms come into play. Fi-
nally, the system relaxes towards a stable clustered state
on a timescale ∼ (1/2)ξ(Tc−T )−1. The fact that only the
modes n = ±1 grow during the linear regime explains why
we observe just one cluster in the numerical simulation of
the mean field cosine Smoluchowski equation (see Figure
10 in Section 7). We also note that the relaxation is very
slow close to the critical point. In fact, close to the critical
point, the mean field approximation is not valid anymore
due to the enhancement of fluctuations (see Section 10).
6 The linear response theory applied to the
mean field Smoluchowski equation
In this section, we study the linear response of the BMF
model to an external perturbation. Other applications of
the linear response theory to systems with long-range in-
teractions have been developed in Refs. [63,64,65].
6.1 The mean field Smoluchowski equation with an
external potential
In the presence of an external potential Ψ(θ, t), the mean
field Smoluchowski equation becomes
ξ
∂ρ
∂t
=
∂
∂θ
(
T
∂ρ
∂θ
+ ρ
∂Φ
∂θ
+ ρ
∂Ψ
∂θ
)
, (135)
with Eq. (12). We assume that the system has a homoge-
neous distribution ρ = 1/(2π) and we examine its response
to a small external potential Ψ(θ, t)≪ 1. Since the pertur-
bation is small, we can develop a linear response theory.
The linearized Smoluchowski equation writes
ξ
∂δρ
∂t
=
∂
∂θ
(
T
∂δρ
∂θ
+ ρ
∂δΦ
∂θ
+ ρ
∂Ψ
∂θ
)
, (136)
with Eq. (124). Since the external potential is introduced
at t = 0 (say), it is convenient to use Laplace transforms in
time and Fourier transforms in space. The Fourier-Laplace
transform of the perturbed density δρ(θ, t) is defined by
δρ˜n(ω) =
∫ 2pi
0
dθ
2π
∫ +∞
0
dt e−i(nθ−ωt)δρ(θ, t). (137)
This expression for the Laplace transform is valid for
Im(ω) sufficiently large. For the remaining part of the com-
plex ω plane, it is defined by an analytic continuation. The
inverse Fourier-Laplace transform is
δρ(θ, t) =
∑
n
∫
C
dω
2π
ei(nθ−ωt)δρ˜n(ω), (138)
where the Laplace contour C in the complex ω plane must
pass above all poles of the integrand. Similar definitions
are introduced for the Fourier-Laplace transform of the
perturbed potential.
Taking the Fourier-Laplace transform of Eqs. (124)
and (136), and using Eq. (81), we obtain
δΦ˜n(ω) =
n2uˆn
iξω − n2(T + uˆn) Ψ˜n(ω), (139)
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where we have assumed δΦ(θ, t) = 0 at t = 0. The response
function is defined by
δΦ˜n(ω) = Rn(ω)Ψ˜n(ω). (140)
Therefore, we get
Rn(ω) =
n2uˆn
iξω − n2(T + uˆn) . (141)
The polarization function is defined by
δΦ˜n(ω) = Pn(ω)[Ψ˜n(ω) + δΦ˜n(ω)], (142)
yielding
Pn(ω) =
Rn(ω)
1 +Rn(ω)
=
n2uˆn
iξω − Tn2 . (143)
Finally, the dielectric function is defined by
ǫn(ω) = 1− Pn(ω) = 1− n
2uˆn
iξω − Tn2 . (144)
We note the relations
Rn(ω) =
Pn(ω)
1− Pn(ω) =
1− ǫn(ω)
ǫn(ω)
. (145)
The pure modes (Ψ = 0) correspond to 1/Rn(ω) =
ǫn(ω) = 0. This returns the dispersion relation (126). The
physical meaning of the response, polarization, and dielec-
tric functions is further discussed in [5,65].
6.2 The density response function
Another important quantity is the density response func-
tion defined by
δρ˜n(ω) = χn(ω)Ψ˜n(ω). (146)
According to Eqs. (81) and (140) it is related to the re-
sponse function by Rn(ω) = 2πuˆnχn(ω). From Eq. (141)
we get
χn(ω) =
1
2π
n2
iξω − n2(T + uˆn) . (147)
The previous relation gives the dynamical density re-
sponse function. We now consider the static case. We start
from the mean field Boltzmann distribution (62), intro-
duce an external field, and consider the weak field limit.
The static response function is defined by
δρ˜n = χnΨ˜n. (148)
Since the Boltzmann distribution is the steady state of
the mean field Smoluchowski equation, the previous study
remains valid provided that we set ω = 0. Therefore χn =
χn(0) yielding
χn = − 1
2π
1
T + uˆn
. (149)
Similar results hold for Rn, Pn, and ǫn. These results can
also be obtained as in Appendix C.
6.3 The magnetization
We assume that the external potential is of the form
Ψ(θ, t) = −h(t) cos θ, (150)
where h may be interpreted as a magnetic field acting
in the x-direction (see Section 4.6). Its Fourier-Laplace
transform is
Ψ˜n(ω) = −1
2
h˜(ω)(δn,1 + δn,−1). (151)
On the other hand, from Eq. (13), the fluctuations of the
potential can be expressed in terms of the fluctuations of
the magnetization as
δΦ(θ, t) = −Mx(t) cos θ −My(t) sin θ. (152)
Taking the Fourier-Laplace transform of this equation, we
obtain
δΦ˜n(ω) = −1
2
(M˜x + iM˜y)(ω)δn,−1
−1
2
(M˜x − iM˜y)(ω)δn,1. (153)
From Eqs. (139) and (151), we see that δΦ˜1(ω) = δΦ˜−1(ω).
According to Eq. (153), this implies that M˜y(ω) = 0.
Therefore, Eq. (153) reduces to
δΦ˜n(ω) = −1
2
M˜x(ω)(δn,1 + δn,−1). (154)
We can rewrite Eq. (140) as
M˜x(ω) = R(ω)h˜(ω), (155)
with
R(ω) = − Tc
iξω − (T − Tc) . (156)
We also have
M˜x(ω) = P (ω)[h˜(ω) + M˜x(ω)], (157)
with
P (ω) =
R(ω)
1 +R(ω)
= − Tc
iξω − T . (158)
The dielectric function is
ǫ(ω) = 1− P (ω) = 1 + Tc
iξω − T . (159)
We note the relations
R(ω) =
P (ω)
1− P (ω) =
1− ǫ(ω)
ǫ(ω)
. (160)
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6.4 The response to a pulse
We consider the response of the system to a magnetic
“pulse” localized at t = 0. It can be represented by the
Dirac distribution
h(t) = δ(t). (161)
The Laplace transform of the magnetic field is
h˜(ω) = 1. (162)
According to Eq. (155), the perturbation caused by a pulse
is equal to the response function
M˜x(ω) = R(ω). (163)
Taking the inverse Laplace transform of Eq. (156), we ob-
tain
Mx(t) = R(t) = −
∫
C
dω
2π
e−iωt
Tc
iξω − (T − Tc) . (164)
The integral can be easily calculated with the residue the-
orem leading to
Mx(t) = R(t) =
Tc
ξ
e−(T−Tc)t/ξ. (165)
The polarization function can be calculated similarly
yielding
P (t) =
Tc
ξ
e−Tt/ξ. (166)
In the stable case T > Tc, the perturbation Mx(t) is
damped exponentially rapidly (it tends to 0 for t→ +∞)
and in the unstable case T < Tc, the perturbation grows
exponentially rapidly. This is of course consistent with the
results of Section 5. The linear response theory is another
manner to study the dynamical stability of a system.
6.5 The response to a step function
We consider the response of the system to a constant mag-
netic field that is “switched on” suddenly at t = 0. It can
be represented by a step function
h(t) = H(t)h, (167)
where H(t) = 0 for t < 0 and H(t) = 1 for t > 0 (Heav-
iside function). The Laplace transform of the magnetic
field is
h˜(ω) =
i
ω
h. (168)
According to Eq. (155), the perturbation caused by a step
function is
M˜x(ω) = R(ω)
i
ω
h. (169)
Taking the inverse Laplace transform of this equation and
using Eq. (156), we obtain
Mx(t) = −h
∫
C
dω
2π
e−iωt
Tc
iξω − (T − Tc)
i
ω
. (170)
The integral can be easily calculated with the residue the-
orem leading to
Mx(t) =
Tc
T − Tc
[
1− e−(T−Tc)t/ξ
]
h. (171)
In the stable case T > Tc, the perturbation Mx(t) tends
to the asymptotic value
(Mx)∞ =
Tc
T − Tch, (172)
which corresponds to the equilibrium magnetization of the
BMF model under a weak magnetic field (see Section 4.6).
It arises here as the pole of the integral (170) at ω = 0.
We note that the magnetic susceptibility is
χM = R = −πχ = Tc
T − Tc . (173)
In the unstable case T < Tc, the perturbation grows ex-
ponentially rapidly. Of course, the linear response theory
ceases to be valid when the perturbation has grown sig-
nificatively, so the expressions (165) and (171) are only
valid for sufficiently “short” times in the unstable case.
6.6 The evolution of the magnetization in the
presence of a magnetic field
The previous results may be obtained in a more synthetic
manner as follows. If we decompose the density pertur-
bation δρ(θ, t) in Fourier modes according to Eq. (269)
and substitute this decomposition in the linearized Smolu-
chowski equation (136), we obtain the modal equations
ξ
dδρˆn
dt
+ n2(T + uˆn)δρˆn = −n2ρΨˆn(t). (174)
The different modes evolve as
δρˆn(t) = −n
2ρ
ξ
∫ t
0
Ψˆn(s)e
−n
2
ξ (T+uˆn)(t−s) ds, (175)
where we have assumed that δρˆn(0) = 0. When the exter-
nal potential is a step function Ψˆn(t) = H(t)Ψˆn, we get
δρˆn(t) = − ρΨˆn
T + uˆn
[
1− e−n2(T+uˆn)t/ξ
]
, (176)
which tends to
δρˆ∞n = −
ρΨˆn
T + uˆn
, (177)
for t→ +∞ (for the stable modes). We recover the expres-
sion (149) of the static density response function. These
relations generalize the preceding results.
In the case of the cosine potential (2), and for an ex-
ternal potential of the form (150), the modal equations
become
ξ
dδρˆn
dt
+ Tn2δρˆn = 0, (n 6= ±1) (178)
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ξ
dδρˆ±1
dt
+ (T − Tc)δρˆ±1 = 1
4π
h(t). (179)
We see that the modes n 6= ±1 are damped exponen-
tially rapidly as e−Tn
2t/ξ. Only the modes n = ±1 have a
non trivial evolution. Recalling that the modes δρˆ±1 are
related to the magnetization (see Appendix A), we can
rewrite Eq. (179) in the form
ξ
dM
dt
+ (T − Tc)M = Tch, (180)
where M =Mx+ iMy and h = h. From this equation, we
can establish the results of Eqs. (165), (171), and (172).
7 The evolution of the mean magnetization
in the inhomogeneous phase
In the previous sections, we have considered the linear
dynamical stability of a steady state of the mean field co-
sine Smoluchowski equation, and the linear response of the
system to a weak external potential. We now turn to the
nonlinear evolution of the mean field cosine Smoluchowski
equation. This equation exhibits an interesting process of
self-organization. Indeed, for T < Tc, the spatially ho-
mogeneous phase is unstable and the system evolves to-
wards an equilibrium state with a spatially inhomoge-
neous distribution (clustered phase). This process of self-
organization is illustrated on Figure 10 for T = 1/4. In
this section, we analytically study the evolution of the
magnetization close to the critical point.
7.1 The modal decomposition of the mean field cosine
Smoluchowski equation
In the mean field approximation, the evolution of the den-
sity profile ρ(θ, t) is given by the cosine Smoluchowski
equation (39). Decomposing the density profile in Fourier
modes according to Eq. (269), and using the identities of
Appendix A, we obtain a hierarchy of coupled ordinary
differential equations
ξ
dρˆn
dt
+ Tn2ρˆn = −2πn
∑
m
mρˆmuˆmρˆn−m. (181)
For the cosine potential, using Eq. (82), the hierarchy of
equations (181) takes the form
ξ
dρˆn
dt
+ Tn2ρˆn = πn(ρˆ1ρˆn−1 − ρˆ−1ρˆn+1). (182)
The modes ρˆ±1 are directly related to the components of
the magnetization M (see Appendix A). This infinite hi-
erarchy of equations is equivalent to the mean field cosine
Smoluchowski equation (39). A good approximation of the
solution can be obtained by taking a sufficient number of
modes N ≫ 1 and closing the hierarchy by imposing the
condition ρˆ±N = 0. The density profile can then be recon-
structed from Eq. (269). This is the numerical procedure
used in [17] to obtain the result of Figure 10.
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Fig. 10. Evolution of the density profile according to the cosine
Smoluchowski equation. For T < T (specifically T = 1/4),
the homogeneous solution is unstable and the system forms a
cluster (from [17]).
At equilibrium, the hierarchy of equations (182) re-
duces to
Tn2ρˆn = πn(ρˆ1ρˆn−1 − ρˆ−1ρˆn+1). (183)
Using ρˆn = In(βM)/[2πI0(βM)] according to Eqs. (67)
and (270), we find that Eq. (183) is equivalent to the re-
cursive relation 2nIn(x)/x = In−1(x) − In+1(x) satisfied
by the Bessel functions. On the other hand, considering
a small perturbation δρˆn ∝ eωit around the equilibrium
state (assumed to be symmetric with respect to the x-
axis), linearizing Eq. (182), and using the identities of
Appendix A, we obtain the eigenvalue equations
ξωiδM
(n)
x = −Tn2δM (n)x +
1
2
nMx[δM
(n−1)
x − δM (n+1)x ]
+
1
2
nδMx[M
(n−1)
x −M (n+1)x ], (184)
ξωiδM
(n)
y = −Tn2δM (n)y +
1
2
nMx[δM
(n−1)
y − δM (n+1)y ]
+
1
2
nδMy[M
(n−1)
x +M
(n+1)
x ]. (185)
These equations are equivalent to the eigenvalue problem
written in the form of a differential equation in Section
5.2.
7.2 The closure of the hierarchy close to the critical
point
When T < Tc, the equilibrium distribution is spatially
inhomogeneous (M 6= 0) but close to the critical point
T → T+c the magnetization M → 0. We assume that the
initial magnetization is small so that M(t) remains small
during all the evolution. In that case, analytical results can
be obtained. Indeed, according to Eq. (182), the density
modes scale as ρˆn ∼ Mn. Therefore, when M ≪ 1, the
modes of higher and higher order become less and less
20 Pierre-Henri Chavanis: The Brownian Mean Field model
important. After a transient regime of duration 2ξ/n2,
the modes n > 0 are given by
ρˆn ∼ 2π
n
ρˆ1ρˆn−1 ∼ (2π)n−1 1
n!
ρˆn1 , (186)
and the modes n < 0 by
ρˆn ∼ −2π
n
ρˆ−1ρˆn+1 ∼ (2π)|n|−1 1|n|! ρˆ
|n|
−1. (187)
In particular, for n = 2, we get
ρˆ±2 ∼ πρˆ2±1. (188)
This shows that the second mode is slaved to the first (this
corresponds to an adiabatic approximation). In that case,
we obtain the closed equations
ξ
dρˆ±1
dt
+ (T − Tc)ρˆ±1 = −π2ρˆ∓1ρˆ2±1, (189)
Using the results of Appendix A, they can be rewritten in
terms of the componentsMx andMy of the magnetization
as
ξ
dMx
dt
+ (T − Tc)Mx = −M
2
4
Mx, (190)
ξ
dMy
dt
+ (T − Tc)My = −M
2
4
My, (191)
whereM = (M2x +M
2
y )
1/2. Introducing the complex mag-
netization M = Mx + iMy, Eqs. (190) and (191) may be
combined into a single equation
ξ
dM
dt
= −(T − Tc)M − M
2
4
M. (192)
We note that
ξ
dM
dt
= −1
2
∂F
∂M
, (193)
where F (M) is the approximate expression (101) of the
free energy close to equilibrium for T → T−c . For T > Tc,
the evolution of the magnetization close to equilibrium is
given by Eq. (192) without the cubic term. In that case,
the free energy is given by Eq. (100).
The steady states of Eq. (193) correspond to extrema
of free energy (F ′(M) = 0). Since
F˙ = − 1
2ξ
(
∂F
∂M
)2
≤ 0, (194)
the magnetizationM(t) relaxes towards a minimum of free
energy (maxima of free energy are unstable). Considering
a small perturbation about a steady state of Eq. (193),
we find that the perturbation evolves as δM ∝ eωit with
ωi = − 12ξF ′′(M).
7.3 The evolution of the mean magnetization close to
the critical point
For sufficiently short times, and for sufficiently small ini-
tial magnetization, we can neglect the cubic term in Eq.
(192). This corresponds to the linear regime. The resulting
equation
ξ
dM
dt
= −(T − Tc)M, (195)
can be integrated into
M(t) ≃M0e(Tc−T )t/ξ, (196)
returning the exponential rate (130). For T > Tc, the per-
turbation is damped at a rate ωi = (Tc−T )/ξ < 0 and the
magnetization tends to zero (homogeneous phase). In that
case, the solution (196) is valid for all times. For T < Tc,
the perturbation grows at a rate ωi = (Tc−T )/ξ > 0. This
growth is limited by nonlinear effects represented by the
cubic term in Eq. (192) so that a magnetized state is fi-
nally reached (inhomogeneous phase). A simple analytical
solution describing this saturation may be obtained [17].
From Eq. (192), we find that the evolution of the modulus
of the magnetization is governed by the equation
ξ
dM
dt
+ (T − Tc)M = −M
3
4
. (197)
This equation is readily solved (it may be convenient to
use M2 as a variable) with the initial condition M(0) =
M0. We obtain
M(t) =
M√
1 +
(
M2
M20
− 1
)
e−2(Tc−T )t/ξ
, (198)
where
M = 2
√
Tc − T , (199)
is the asymptotic value of the magnetization reached for
t→ +∞. This returns the equilibrium value of the magne-
tization (76) close to the critical point. The magnetization
relaxes towards its equilibrium value as
M(t) ≃M
[
1− 1
2
(
M2
M20
− 1
)
e−2(Tc−T )t/ξ
]
, (200)
returning the damping rate (134). On the other hand, for
t→ 0, one has
M(t) ≃M0
[
1 +
1
4ξ
(M2 −M20 )t
]
. (201)
The magnetization increases if M0 < M and decreases if
M0 > M . When M0 ≪ M , we recover the result of Eq.
(196). The analytical solution (198) describes the complete
evolution of the magnetization close to the critical point
Tc, from its initial growth to its convergence towards its
equilibrium value (see Figure 11).
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Fig. 11. Evolution of the mean magnetization close (T < Tc)
and at (T = Tc) the critical point according to the mean field
theory. These curves correspond to Eqs. (198) and (205) with
T = 0.45 and T = Tc = 1/2. We have taken M0 = 0.2 and
M0 = 0.5.
Solving Eqs. (190) and (191) with Eq. (198), we get
Mx(t) =
Mx(0)
M0
M√
1 +
(
M2
M20
− 1
)
e−2(Tc−T )t/ξ
, (202)
My(t) =
My(0)
M0
M√
1 +
(
M2
M20
− 1
)
e−2(Tc−T )t/ξ
. (203)
We see that if Mx(0) = My(0) initially, then Mx(t) =
My(t) for all times. Similarly, if My(0) = 0 initially
then My(t) = 0 for all times. More generally, writing
Mx(t) = M(t) cosφ(t) and My(t) = M(t) sinφ(t), we see
that tanφ(t) = My(0)/Mx(0) so that the phase is con-
served. As a result, we can take φ = 0 without loss of
generality. In that case, My(t) = 0 and Mx(t) = M(t).
The density profile close to the critical point can be writ-
ten as
ρ(θ, t) =
1
2π
+
1
π
M(t) cos θ, (204)
where M(t) is given by Eq. (198).
At T = Tc, the solution of Eq. (192) is
M(t) =
M0√
1 +
M20 t
2ξ
. (205)
The magnetization tends to zero algebraically as t−1/2 for
t → +∞ (assuming that the mean field approximation is
correct which is not the case close to Tc as we shall see
shortly). Solving Eqs. (190) and (191) with Eq. (205), we
get
Mx(t) =
Mx(0)√
1 +
M20 t
2ξ
, My(t) =
My(0)√
1 +
M20 t
2ξ
. (206)
Remark: We have truncated the hierarchy of equations
(182) by using the approximation (188). This is valid close
to the critical point Tc. Another approach would be to
truncate the hierarchy of equations at the level of ρˆ±2 by
taking ρˆ±3 = 0. In that case, we get the coupled equations
ξ
dρˆ±1
dt
+ (T − Tc)ρˆ±1 = −πρˆ∓1ρˆ±2, (207)
ξ
dρˆ±2
dt
+ 4T ρˆ±2 = 2πρˆ
2
±1. (208)
This system of equations is closed but it does not seem to
admit a simple analytical solution. If we replace Eq. (208)
by its asymptotic expression ρˆ±2 = πρˆ
2
±1 and substitute
this relation in Eq. (207), we recover Eq. (189). However,
Eqs. (207)-(208) are more general that Eq. (189) because
they do not rely on an adiabatic assumption.
8 The temporal correlations of the
magnetization in the homogeneous phase
8.1 The density fluctuation spectrum and the
structure factor
In the previous sections, we have used a mean field ap-
proximation which amounts to neglecting fluctuations. For
large values of N , this is a good approximation for sys-
tems with long-range interactions, except close to a criti-
cal point. In this section, we study the correlations of the
magnetization in the homogeneous phase and show that
they diverge as T → T+c . To that purpose, we return to
the stochastic Smoluchowski equation (51). Since the noise
is weak when N ≫ 1, we can consider small fluctuations
δρ(θ, t) and δΦ(θ, t) about the homogeneous steady state
ρ = 1/(2π) and Φ = 1. The linearized equation for the
fluctuations is
ξ
∂δρ
∂t
= T
∂2δρ
∂θ2
+ ρ
∂2δΦ
∂θ2
+
√
2ξTρ
N
∂R
∂θ
(θ, t), (209)
with Eq. (124). We introduce the Fourier transform of the
density fluctuations in space and time
δρˆn(ω) =
∫ 2pi
0
dθ
2π
∫ +∞
−∞
dt
2π
e−i(nθ−ωt)δρ(θ, t). (210)
The inverse Fourier transform is
δρ(θ, t) =
+∞∑
n=−∞
∫ +∞
−∞
dω ei(nθ−ωt)δρˆn(ω). (211)
We use similar notations for the fluctuations of the poten-
tial δΦ(θ, t) and for the noise R(θ, t).
Taking the Fourier transform of Eqs. (124) and (209),
and using Eq. (81), we find that the fluctuations of the
density induced by the noise are given by
δρˆn(ω) = in
√
2ξTρ
N
1
Zn(ω)
Rˆn(ω), (212)
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where
Zn(ω) = Tn
2 + uˆnn
2 − iξω. (213)
Without noise (R = 0), we must have Zn(ω) = 0 and we
recover the dispersion relation (126) corresponding to a
pure mode.
For a Gaussian white noise, 〈Rˆn(ω)〉 = 0 and
〈Rˆn(ω)Rˆn′(ω′)〉 = 1
(2π)2
δn,−n′δ(ω + ω
′). (214)
Therefore, the correlations of the fluctuations are
〈δρˆn(ω)δρˆn′(ω′)〉 = 1
(2π)2
2ξTρ
N
n2
|Zn(ω)|2 δn,−n
′δ(ω + ω′).
(215)
The density fluctuation spectrum is defined by
〈δρˆn(ω)δρˆn′(ω′)〉 = 1
2π
Sn(ω)δn,−n′δ(ω + ω
′). (216)
According to Eqs. (213) and (215), we find that the density
fluctuation spectrum is the Lorenzian
Sn(ω) =
1
2π2
ξTn2
ξ2ω2 + n4(T + uˆn)2
. (217)
We note that it becomes more and more narrow as we ap-
proach the neutral mode defined by Eq. (128). The tem-
poral correlation function of the Fourier components of
the density fluctuations is given by
〈δρˆn(t)δρˆn′(t′)〉 = n
2
(2π)2
2ξTρ
N
δn,−n′
∫ +∞
−∞
dω
e−iω(t−t
′)
|Zn(ω)|2 .
(218)
The integral over ω can be easily performed by using the
Cauchy residue theorem yielding
〈δρˆn(t)δρˆn′(t′)〉 = 1
N
Tρ2
T + uˆn
δn,−n′e
−n2(T+uˆn)|t−t
′|/ξ.
(219)
The equal time correlation function is
〈δρˆnδρˆn′〉 = 1
N
Tρ2
T + uˆn
δn,−n′ . (220)
The structure factor is defined by
〈δρˆnδρˆn′〉 = 1
2π
Snδn,−n′ . (221)
According to Eq. (220), it is given by
Sn =
1
2π
T
T + uˆn
. (222)
We note that the structure factor diverges at the neutral
mode defined by Eq. (128). This is manifested by a peak
in the spectrum.
The results of this section can be obtained in different
manners as shown in Appendices C and D.
8.2 Application to the cosine potential
The foregoing expressions can be simplified for the cosine
potential (2) using Eq. (82). The density fluctuation spec-
trum (217) can be written as
Sn(ω) =
1
2π2
ξTn2
ξ2ω2 + n4T 2
(n 6= ±1), (223)
S±1(ω) =
1
2π2
ξT
ξ2ω2 + (T − Tc)2 . (224)
The Lorenzian S±1(ω) becomes more and more narrow
as we approach the critical temperature T → Tc. The
temporal correlation function of the density fluctuations
for the stable modes n 6= ±1 is
〈δρˆn(t)δρˆn′(t′)〉 = 1
N
ρ2e−Tn
2|t−t′|/ξδn,−n′ . (225)
For the unstable modes n = ±1, we get
〈δρˆ±1(t)δρˆn′ (t′)〉 = 1
N
Tρ2
T − Tc e
−(T−Tc)|t−t
′|/ξδn′,∓1.
(226)
The equal time correlation function is
〈δρˆnδρˆn′〉 = 1
N
ρ2δn,−n′ (227)
for the stable modes n 6= ±1 and
〈δρˆ±1δρˆn′〉 = 1
N
Tρ2
T − Tc δn
′,∓1 (228)
for the unstable modes n = ±1. The structure factor is
Sn6=±1 =
1
2π
, S±1 =
1
2π
T
T − Tc . (229)
It diverges at the critical point Tc. Using the relations
of Appendix A, we can express these results in terms
of the magnetization. We obtain 〈Mx(t)My(t′)〉 = 0 and
〈Mx(t)Mx(t′)〉 = 〈My(t)My(t′)〉 with
〈Mx(t)Mx(t′)〉 = T
2N(T − Tc)e
−(T−Tc)|t−t
′|/ξ. (230)
Taking t′ = t, we find that the equal time correlation
function of the magnetization is given by Eq. (105).
The physical content of Eq. (230) is very instructive.
Considering the temporal factor in Eq. (230), we see that
the correlations decay for T > Tc with the rate (130) given
by the mean field theory, i.e. by the deterministic mean
field Smoluchowski equation (39) without noise. However,
as we approach the critical temperature Tc, the ampli-
tude of the fluctuations diverges like (T − Tc)−1 so that
the phase transition should occur for T strictly above Tc.
Indeed, the fluctuations become large before ordinary sta-
bility theory predicts growth. We had previously reached
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this conclusion from the YBG hierarchy [17,56]. These
results imply that the mean field approximation breaks
down close to the critical point5 and that the instability
triggering the phase transition occurs sooner than what
is predicted by the mean field theory (i.e. by the stability
analysis of the mean field Smoluchowski equation). Simi-
lar results have been reported for self-gravitating systems
[52,66,67].
8.3 The fluctuation-dissipation theorem
There exist an important relation between the correlation
function and the response of the system to an external
perturbation. This is the so-called fluctuation-dissipation
theorem [68]. It can be derived at a very general level but
it is interesting to obtain it explicitly in the present model.
Comparing Eqs. (147) and (217), we find that the den-
sity fluctuation spectrum is related to the density response
function by the relation
Sn(ω) = − T
πω
Imχn(ω). (231)
Similarly, comparing Eqs. (149) and (222), we find that
the structure factor is related to the susceptibility by
Sn = −Tχn. (232)
This identity can also be derived from Eq. (231) by using
Sn =
∫
Sn(ω) dω.
For the cosine potential, we can obtain the relation
(231) with n = ±1 by comparing Eqs. (156) and (224) and
recalling that R(ω) = −πχ(ω). Similarly, we can obtain
the relation (232) with n = ±1 by comparing Eq. (173)
and (229-b). Finally, using N〈M2〉 = 2πS±1 and χM =
R±1 = −πχ±1, we check the equivalence between Eqs.
(122) and (232).
9 The fluctuations of the magnetization in
the homogeneous phase
9.1 The modal decomposition of the linearized
stochastic cosine Smoluchowski equation
When T > Tc (homogeneous phase) and N ≫ 1, the
fluctuations of the density δρ(θ, t) about the equilibrium
distribution ρ = 1/(2π) are small. Their evolution is de-
scribed by the linearized stochastic cosine Smoluchowski
equation (209) with Eq. (124). Decomposing the density
fluctuations δρ(θ, t) in Fourier modes according to Eq.
(269), and using Eq. (81), we find that the evolution of
the different modes is given by
ξ
dδρˆn
dt
+ n2(T + uˆn)δρˆn = in
√
ξT
πN
Rˆn(t), (233)
5 Indeed, the limits N → +∞ (mean field) and T → Tc do
not commute (see Appendix D).
where Rˆn(t) is the Fourier transform of R(θ, t). This is
a Gaussian white noise with zero mean 〈Rˆn(t)〉 = 0 and
correlator
〈Rˆn(t)Rˆn′(t′)〉 = 1
2π
δn,−n′δ(t− t′). (234)
For the cosine potential (2), using Eq. (82), we get
ξ
dδρˆn
dt
+ n2Tδρˆn = in
√
ξT
πN
Rˆn(t), (n 6= ±1) (235)
ξ
dδρˆ±1
dt
+ (T − Tc)δρˆ±1 = ±i
√
ξT
πN
Rˆ±1(t). (236)
9.2 The Langevin equation for the fluctuations of the
magnetization
From Eq. (236), using the relations of Appendix A, we find
that the evolution of the fluctuations of the magnetization
is given by
ξ
dMx
dt
+ (T − Tc)Mx =
√
ξT
N
Rx(t), (237)
ξ
dMy
dt
+ (T − Tc)My =
√
ξT
N
Ry(t), (238)
where Rx(t) = i
√
π(Rˆ1 − Rˆ−1) and Ry(t) = −√π(Rˆ1 +
Rˆ−1) are Gaussian white noises with 〈Ri(t)〉 = 0 and
〈Ri(t)Rj(t′)〉 = δijδ(t − t′). The magnetization vector
M =Mx + iMy satisfies a Langevin equation of the form
ξ
dM
dt
+ (T − Tc)M =
√
ξT
N
R(t), (239)
where R = Rx + iRy. Equation (239) can be rewritten as
ξ
dM
dt
= −1
2
∂F
∂M
+
√
ξT
N
R(t), (240)
where F (M) is the approximate expression (100) of the
free energy in the homogeneous phase when M ≪ 1.
9.3 The Fokker-Planck equation for the fluctuations of
the magnetization
The Langevin equation (239) for the fluctuations of
the magnetization defines an Ornstein-Uhlenbeck process.
The Fokker-Planck equation governing the evolution of
the distribution P (M, t) of the magnetization is
ξ
∂P
∂t
=
∂
∂M
·
[
T
2N
∂P
∂M
+ P (T − Tc)M
]
. (241)
It can be written as
ξ
∂P
∂t
=
1
2
∂
∂M
·
(
T
N
∂P
∂M
+ P
∂F
∂M
)
, (242)
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where F (M) is given by Eq. (100). The equilibrium dis-
tribution of the magnetization is the Gaussian
P (M) =
N(T − Tc)
πT
e−N(T−Tc)M
2/T . (243)
It can be written as Eq. (102) with Eq. (100). These re-
sults are valid in the Gaussian approximation where the
fluctuations of the magnetization are very much peaked
around the equilibrium value M = 0. This corresponds to
the weak noise limit valid when N ≫ 1.
The probability of observing the fluctuationM at time
t provided that the system has the magnetization M′ at
time t′ is
P (M, t|M′, t′) = N(T − Tc)
πT
[
1− e−2(T−Tc)(t−t′)/ξ]
×e
−
N(T−Tc)
[
M−e−(T−Tc)(t−t
′)/ξ
M
′
]2
T[1−e−2(T−Tc)(t−t′)/ξ] . (244)
At equilibrium, the joint probability density
P2(M, t|M′, t′) = P (M, t|M′, t′)P (M′), (245)
is
P2(M, t|M′, t′) = N
2(T − Tc)2
π2T 2[1− e−2(T−Tc)|t−t′|/ξ]
×e
−
N(T−Tc)
(
M2+M′2−2M·M′e−(T−Tc)|t−t
′ |/ξ
)
T [1−e−2(T−Tc)|t−t′|/ξ] . (246)
The temporal correlation function of the x-component of
the magnetization at equilibrium is
〈Mx(t)Mx(t′)〉 =
∫
P2(Mx, t|M ′x, t′)MxM ′x dMxdM ′x.
(247)
Similar expressions hold for 〈My(t)My(t′)〉 and
〈Mx(t)My(t′)〉. Using Eq. (246), we recover Eqs.
(105) and (230). More generally, the relaxation of the
temporal correlation function may be calculated from Eq.
(244) or directly from the Langevin equation (239). In
that case we find that
〈Mx(t)Mx(t′)〉 =Mx(0)2e−(T−Tc)(t+t′)/ξ
+
T
2N(T − Tc)
[
e−(T−Tc)|t−t
′|/ξ − e−(T−Tc)(t+t′)/ξ
]
.
(248)
The temporal evolution of the variance of the magnetiza-
tion is
〈M2x(t)〉 =Mx(0)2e−2(T−Tc)t/ξ
+
T
2N(T − Tc)
[
1− e−2(T−Tc)t/ξ
]
. (249)
We have similar expressions for the correlations of
My(t). The crossed correlation functions are sim-
ply 〈Mx(t)My(t′)〉 = Mx(0)My(0)e−(T−Tc)(t+t′)/ξ and
〈Mx(t)My(t)〉 = Mx(0)My(0)e−2(T−Tc)t/ξ. For large
times, we recover Eqs. (105) and (230).
10 The stochastic evolution of the
magnetization in the inhomogeneous phase
10.1 The modal decomposition of the stochastic
cosine Smoluchowski equation
The general evolution of the density, taking the fluctua-
tions into account, is governed by the stochastic cosine
Smoluchowski equation (51) with Eq. (12). Substituting
the Fourier decomposition (269) of the density in Eq. (51),
and using the identities of Appendix A, we obtain the in-
finite hierarchy of equations
ξ
dρˆn
dt
+ Tn2ρˆn = −2πn
∑
m
mρˆmuˆmρˆn−m + Qˆn(t),
(250)
where we have defined
Qˆn(t) =
1√
N
in
2π
∫ 2pi
0
dθ e−inθ
√
2ξTρ(θ, t)R(θ, t).
(251)
This is a noise with zero mean 〈Qˆn(t)〉 = 0 and correlator
〈Qˆn(t)Qˆn′(t′)〉 = − ξT
Nπ
nn′ρˆn+n′δ(t− t′). (252)
For the cosine potential (2), using Eq. (82), the hierarchy
of equations (250) takes the form
ξ
dρˆn
dt
+ Tn2ρˆn = πn(ρˆ1ρˆn−1 − ρˆ−1ρˆn+1) + Qˆn(t).
(253)
If we linearize Eqs. (250)-(253) about a homogeneous
state, we recover Eqs. (233)-(236).
10.2 The stochastic evolution of the magnetization
close to the critical point
Close to the critical point (T → T−c ), we can make the
approximation (188) and we can replace ρ(θ, t) by ρ =
1/(2π) in the expression (251) of the noise. With these
approximations, we obtain the closed equations
ξ
dρˆ±1
dt
+ (T − Tc)ρˆ±1 = −π2ρˆ∓1ρˆ2±1 ± i
√
ξT
πN
Rˆ±1(t),
(254)
where Rˆn(t) has been defined in Section 9. Using the rela-
tions given in Appendix A, these equations can be rewrit-
ten in terms of the magnetization as
ξ
dMx
dt
+ (T − Tc)Mx = −M
2
4
Mx +
√
ξT
N
Rx(t), (255)
ξ
dMy
dt
+ (T − Tc)My = −M
2
4
My +
√
ξT
N
Ry(t). (256)
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Remark:We could also close the hierarchy by assuming
that an = 0 for |n| ≥ 3. In that case, we get
ξ
dρˆ±1
dt
+ (T − Tc)ρˆ±1 = −πρˆ∓1ρˆ±2 + i
√
ξT
πN
Rˆ1(t),
,(257)
ξ
dρˆ±2
dt
+ 4T ρˆ±2 = 2πρˆ
2
±1 ± 2i
√
ξT
πN
Rˆ±2(t), (258)
where we have again replaced ρ(θ, t) by ρ = 1/(2π) in the
expression (251) of the noise. These equations are more
general than Eq. (254) but they are also more complicated.
10.3 The Fokker-Planck equation for the
magnetization
Introducing the complex magnetization M = Mx + iMy,
we can rewrite the Langevin equations (255) and (256) as
ξ
dM
dt
+ (T − Tc)M = −M
2
4
M+
√
ξT
N
R(t), (259)
or, equivalently, as
ξ
dM
dt
= −1
2
∂F
∂M
+
√
ξT
N
R(t), (260)
where F (M) is the approximate expression (101) of the
free energy close to the critical point.
The Fokker-Planck equation governing the evolution
of the distribution P (M, t) of the magnetization is
ξ
∂P
∂t
=
∂
∂M
·
[
T
2N
∂P
∂M
+ P (T − Tc)M+ P M
2
4
M
]
.
(261)
It can be written as
ξ
∂P
∂t
=
1
2
∂
∂M
·
(
T
N
∂P
∂M
+ P
∂F
∂M
)
, (262)
where F (M) is given by Eq. (101). The equilibrium dis-
tribution of the magnetization is
P (M) = Ae
−NT
[
(T−Tc)M
2+M
4
8
]
. (263)
It can be written as Eq. (102) with Eq. (101).
The magnetization vector may be written as M(t) =
M(t)eiφ(t) where M is its modulus and φ is its phase.
The Fokker-Planck equation governing the evolution of
the distribution P (M,φ, t) is
ξ
∂P
∂t
=
1
M
∂
∂M
{
M
[
T
2N
∂P
∂M
+ P (T − Tc)M + P M
3
4
]}
+
1
M2
T
2N
∂2P
∂φ2
. (264)
This equation shows that the modulus of the magneti-
zation relaxes towards its equilibrium value on a typical
timescale
tR ∼ ξ
Tc − T , (265)
in agreement with the results of Section 7. On the other
hand, the phase diffuses with a diffusion coefficient
Dφ ∼ T
NM2
∼ T
N(Tc − T ) , (266)
where we have used Eq. (199) to evaluate the equilibrium
magnetization. This defines a timescale
tφ ∼ 2π
Dφ
∼ N
T
(Tc − T ), (267)
determining the spread of the phase. For given T < Tc
and N → +∞ we see that tR ∼ 1 and tφ ∼ N → +∞.
This shows that the modulus of the magnetization relaxes
on a timescale of order O(1) and that the direction of
the magnetization (phase) changes slowly on a timescale
O(N). Actually, if we fix the interval of time t (any) and
let N → +∞, the direction of the magnetization does
not change (see Section 7). On the other hand, for fixed
N and T → Tc, we see that the scalings are reversed:
tR → +∞ and tφ → 0. Close to the critical point, the
direction of the magnetization changes rapidly (it diffuses)
and its magnitude takes a long time to relax.
In conclusion, the limits T → Tc and N → +∞ do not
commute. For fixed T < Tc and N → +∞, the particles
rapidly form a cluster (tR ∼ 1) and the position of this
cluster slowly diffuses (tφ ∼ N). For fixed N and T → Tc,
the fluctuations are very important (the diffusion domi-
nates: tφ → 0) and the formation of a cluster is hardly
visible (tR → +∞).
Remark: If we impose My = 0, the Langevin equation
(259) reduces to
ξ
dMx
dt
+ (T − Tc)Mx = −M
3
x
4
+
√
ξT
N
Rx(t). (268)
When T < Tc, the free energy F (Mx) has two symmetric
minima at Mx = ±2(Tc−T )1/2 separated by a maximum
atMx = 0. In that case, the magnetization undergoes ran-
dom changes between the two minima (metastable states).
These random changes can be analyzed with standard
technics [46]. In particular, the probability of transition
from a minimum to the other scales like e−N∆F/T where
∆F = 2(Tc−T )2 is the barrier of free energy (per particle)
between the minimum and the maximum computed from
Eq. (101). For fixed T < Tc and N → +∞ the system
remains in one of the minima for a very long time scaling
like eN . For fixed N and T → Tc, the barrier of free en-
ergy is reduced and the random transitions between the
two minima (bistability) should be observed. This type of
random transitions has been recently studied for a model
of self-gravitating Brownian particles and chemotaxis [53].
Similar results should be obtained for the BMF model and
for other models with long-range interactions presenting
a phenomenon of bistability.
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11 Conclusion
We have provided a detailed analysis of the BMF model in
the overdamped limit ξ → +∞ improving and extending
the study of [17]. We have considered the mean field ap-
proximation generally valid when N → +∞ and we have
studied the process of self-organization from an unstable
homogeneous state to a stable inhomogenous state when
T < Tc. Interestingly, this process of self-organization can
be described analytically close to the critical point where
the magnetization is small. Indeed, in that limit, we can
approximate the free energy by its normal form close to
a second order phase transition. We have indicated that
the mean field approximation becomes incorrect as we ap-
proach the critical point T → Tc due to the enhancement
of fluctuations. In particular, the limits N → +∞ and
T → Tc do not commute. We have studied the stochastic
evolution of the magnetization close to the critical point
and we have shown that the correlation functions diverge
at the critical point.
The BMF model may be viewed as the canonical coun-
terpart of the HMF model. The HMF model evolves at
fixed energy E while the BMF model dissipates the en-
ergy and evolves instead at fixed temperature T . There has
been a lot of studies dedicated to the HMF model [4]. The
HMF model also displays a process of self-organization6
but this process is difficult to describe analytically because
we do not know the explicit kinetic equation governing the
relaxation of the system towards the microcanonical equi-
librium state. Indeed, for the HMF model, the relaxation
towards the Boltzmann distribution (with a temperature
T (E) determined by the energy) is due to finite N effects
and we must therefore take correlations into account. Un-
fortunately, the Lenard-Balescu collision term which takes
correlations into account at the order 1/N vanishes for
one dimensional systems and the kinetic equation valid
at the next order is not explicitly known. By contrast,
for the BMF model, the relaxation towards the canonical
equilibrium state is due to the coupling with the bath,
not to finite N effects. As a result, for N → +∞, the
relaxation towards the Boltzmann distribution (with the
temperature T of the bath) is explicitly described by the
mean field Kramers equation, or by the mean field Smolu-
chowski equation in the strong friction limit. This makes
the study of the BMF model much easier than that of the
HMF model7. Indeed, an almost complete description of
the relaxation process can be given for the BMF model
6 The statistical equilibrium states of the HMF and BMF
models are both described by the mean field Maxwell-
Boltzmann distribution with E and T as a control parameter
respectively. Furthermore, the microcanonical and canonical
ensembles are equivalent for the cosine interaction. However,
the relaxation towards these equilibrium states is very different
in the HMF model (fixed E) and in the BMF model (fixed T ).
7 This remark concerns only the relaxation towards the
canonical distribution. Of course, the intermediate dynamics of
the inertial BMF model is extremely rich and complex since the
properties of the HMF model should be recovered for ξ → 0.
This intermediate dynamics has been studied in [39]. Depend-
ing on the relative importance of ξ and N , the inertial BMF
and the influence of the fluctuations can be taken into ac-
count by using the stochastic Kramers or Smoluchowski
equations.
A Fourier decomposition of the density and
of the magnetization
It is convenient to decompose the density in Fourier modes
as
ρ(θ, t) =
+∞∑
n=−∞
ρˆn(t)e
inθ, (269)
where
ρˆn(t) =
1
2π
∫ 2pi
0
ρ(θ, t)e−inθ dθ. (270)
We note that ρˆ∗n = ρˆ−n. For n = 0, we have
ρˆ0 =
1
2π
. (271)
We define
M (n)x (t) =
∫
ρ(θ, t) cos(nθ) dθ, (272)
M (n)y (t) =
∫
ρ(θ, t) sin(nθ) dθ. (273)
For n = 1, we recover the mean magnetization: M
(1)
x =
Mx andM
(1)
y =My. For n = 0, we haveM
(0)
x =M
(0)
y = 1.
According to Eq. (270), we have
Mn =M
(n)
x + iM
(n)
y = 2πρˆ−n, (274)
M∗n =M
(n)
x − iM (n)y = 2πρˆn. (275)
Inversely, we obtain
M (n)x = π(ρˆn + ρˆ−n), M
(n)
y = iπ(ρˆn − ρˆ−n). (276)
In particular, the modes n = ±1 of the density are related
to the components (14) of the mean magnetization. We
note the identities
ρˆ2n + ρˆ
2
−n =
1
2π2
(M (n)x
2 −M (n)y
2
), (277)
ρˆ2n − ρˆ2−n = −
i
π2
M (n)x M
(n)
y , (278)
model may display Vlasov QSSs and microcanonical QSSs be-
fore reaching the canonical equilibrium state. For N → +∞,
the system generally exhibits a dynamical phase transition be-
tween a Vlasov QSS and the canonical distribution [38]. In the
overdamped limit ξ → +∞, the QSSs are destroyed and only
the canonical equilibrium state remains.
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ρˆnρˆ−n =
M2n
4π2
, (279)
whereMn =
√
M
(n)
x
2
+M
(n)
y
2
(for n = 1, this is the mod-
ulus of the magnetization). Using the foregoing relations,
we can write the density as
ρ(θ, t) =
1
2π
+
1
π
+∞∑
n=1
[
M (n)x (t) cos(nθ) +M
(n)
y (t) sin(nθ)
]
.
(280)
B Fluctuation-dissipation theorem for the
magnetization
The distribution of the magnetization in the presence of
a magnetic field is [59]:
P (Mx) =
1
Z(β)
e−βN [F (Mx)−hMx], (281)
where F (Mx) is the free energy in the absence
of a magnetic field (see Eq. (96)) and Z(β) =∫
e−βN [F (Mx)−hMx] dMx is the partition function. Identi-
fying lnZ as the generating function of the connexe cor-
relation functions, a classical calculation shows that
〈Mx〉 = 1
βN
∂ lnZ
∂h
, 〈(∆Mx)2〉 = 1
β2N2
∂2 lnZ
∂h2
. (282)
This leads to the fluctuation-dissipation theorem
〈(∆Mx)2〉 = 1
βN
∂〈Mx〉
∂h
=
χM
βN
. (283)
This relation is valid for arbitrary h and T . If we consider
a weak field h → 0 and expand the free energy close to
Mx = 0 in the homogeneous phase (T > Tc), we get
P (Mx) ∝ e−βN [ 12F ′′(0)M2x−hMx]. (284)
From this expression, we immediately obtain Mx =
h/F ′′(0) and 〈(∆Mx)2〉 = 1/[βNF ′′(0)] with F ′′(0) =
2(T −Tc). This returns Eq. (283) but the previous deriva-
tion is more general.
C Distribution of the density fluctuations in
the homogeneous phase
The equilibrium distribution of the density is given by eq.
(36) where F [ρ] is the free energy defined by Eq. (60). The
distribution of the density fluctuations about an equilib-
rium state is
P [δρ] ∝ e−βNδ2F [δρ]. (285)
Using Eq. (78), it can be rewritten as
P [δρ] ∝ e−βN
{
1
2
∫
δρδΦdθ+ 12T
∫
(δρ)2
ρ dθ
}
. (286)
If the equilibrium state is spatially homogeneous, using
Eq. (85) we find that the distribution of the different
modes of the density fluctuations is given by
P [δρˆn] ∝ e−βN
∑
+∞
n=1
4pi2(T+uˆn)|δρˆn|
2
. (287)
From this distribution, we can compute the correlations of
the fluctuations and we obtain Eq. (222). If we introduce
an external field Ψ(θ), we have to replace F [ρ] by F [ρ] +∫
ρΨ dθ in the foregoing equations. The distribution of the
different modes of the density fluctuations becomes
P [δρˆn] ∝ e−βN
(∑+∞
n=1
4pi2(T+uˆn)|δρˆn|
2+2pi
∑+∞
n=−∞
δρˆnΨˆ−n
)
.
(288)
From this distribution, we can compute the change of den-
sity due to the external field. This leads to Eq. (149). From
Eqs. (149) and (222) we obtain the fluctuation-dissipation
theorem (232).
We now consider the dynamical evolution of the fluctu-
ations about a homogeneous state. As shown in Section 9,
the Fourier components of the density fluctuations satisfy
the equations
ξ
dδρˆn
dt
+ n2(T + uˆn)δρˆn = in
√
ξT
πN
Rˆn(t). (289)
These equations are valid in the homogeneous phase for
N ≫ 1 so that the fluctuations with respect to the ho-
mogeneous distribution ρ = 1/(2π) are small. Using Eq.
(280), writing the equations satisfied by M
(n)
x and M
(n)
y ,
and introducing the vector Mn =M
(n)
x + iM
(n)
y , we get
ξ
dMn
dt
+ n2(T + uˆn)Mn =
√
ξTn2
N
Rn(t), (290)
where Rn = R
(n)
x + iR
(n)
y with R
(n)
x = i
√
π(Rˆn −
Rˆ−n) and R
(n)
y = −√π(Rˆn + Rˆ−n). This is a Gaus-
sian white noise with zero mean 〈Rn(t)〉 = 0 and vari-
ance 〈Rn,i(t)Rm,j(t′)〉 = δnmδijδ(t − t′). We note that
Mn = 2πδρˆ−n and Rn = −2i√πRˆ−n. For fixed n, Eq.
(290) defines an Ornstein-Uhlenbeck process. The corre-
sponding Fokker-Planck equation for each mode is
ξ
∂Pn
∂t
=
∂
∂Mn
·
[
Tn2
2N
∂Pn
∂Mn
+ Pn(T + uˆn)n
2Mn
]
.(291)
This equation can be solved analytically as in Section
9.3 and we recover by this method the temporal corre-
lations functions of Section 8. The stationary solution of
the Fokker-Planck equation (291) is
Pn =
βN(T + uˆn)
π
e−βN(T+uˆn)|Mn|
2
. (292)
The complete distribution of the density fluctuations is
obtained by taking the product of Pn for the different
modes n. Recalling that |Mn|2 = 4π2|δρˆn|2, we find that
the stationary distribution of the density fluctuations is
given by Eq. (287).
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D The two-body correlation function and the
invalidity of the mean field approximation
close to the critical point
The two-body distribution function may be written
as P2(θ, θ
′) = P1(θ)P1(θ
′)
[
1 + 1N h(θ, θ
′) + 1N
]
where
h(θ, θ′) is the two-body correlation function. In the
homogeneous phase, this relation becomes P2(θ, θ
′) =
ρ2
[
1 + 1N h(|θ − θ′|) + 1N
]
where ρ = 1/(2π) is the equilib-
rium density. The correlations of the density fluctuations
〈δρ(θ)δρ(θ′)〉 are related to the two-body correlation func-
tion h(|θ − θ′|) by (see, e.g., Appendix A of [49]):
〈δρ(θ)δρ(θ′)〉 = 1
N
[
ρδ(θ − θ′) + ρ2h(|θ − θ′|)] . (293)
In the absence of interaction, we recover the well-known
result 〈δρ(θ)δρ(θ′)〉 = ρN δ(θ − θ′). The Fourier transform
of Eq. (293) is
〈δρˆnδρˆn′〉 = 1
N
ρ2(1 + hˆn)δn,−n′ . (294)
According to Eq. (294), the structure factor is related to
the Fourier transform of the correlation function by
Sn =
1
2π
(1 + hˆn). (295)
Using Eq. (222), we find that the Fourier transform of the
correlation function is
hˆn = − uˆn
T + uˆn
. (296)
If we neglect collective effects, we simply have h = −u/T .
More generally, we can define an effective potential uDH
whose Fourier transform is uˆDH = uˆn/(1 + uˆn/T ). It can
be viewed as a generalization of the Debye-Hu¨ckel poten-
tial in plasma physics. For the cosine potential (2), whose
Fourier transform is given by Eq. (82), we find that hˆn = 0
for n 6= ±1 and
hˆ±1 =
1
N
Tc
T − Tc . (297)
The correlation function in physical space is therefore
h(θ − θ′) = 1
N
1
T − Tc cos(θ − θ
′). (298)
This expression is valid at the order 1/N . These results
can also be obtained from the YBG hierarchy (see [56] and
Appendix A of [49]). We note that the two-body correla-
tion function diverges at the critical point Tc where the
homogeneous phase becomes unstable and the clustered
phase appears. This implies that the mean-field approxi-
mation ceases to be valid close to the critical point.
Let us consider the relation between the energy and the
temperature in the homogeneous phase. The exact expres-
sion of the energy, taking correlations into account, is
E =
T
2
+
1
2
N − 1
N
∫
P2(θ, θ
′)u(θ − θ′) dθdθ′. (299)
Using the preceding results, we obtain
E =
T
2
+
1
2
− Tc
2N(T − Tc) . (300)
For fixed T > Tc and N → +∞, we obtain the mean field
result
E =
T
2
+
1
2
. (301)
However, finite N effects modify the shape of the caloric
curve in the vicinity of the critical point. According to Eq.
(300), the mean-field approximation is valid when N(T −
Tc) ≫ 1. This condition requires that N be larger and
larger as T approaches Tc.
Starting from Eq. (3) and using the two-body correla-
tion function (298), we can easily compute the variance of
the magnetization. For example,
〈M2x〉 =
1
N2
∑
ij
〈cos θi cos θj〉
=
1
N2
∑
i
〈cos2 θi〉+ 1
N2
∑
i6=j
〈cos θi cos θj〉
=
1
N
∫
P1 cos
2 θ dθ
+
N(N − 1)
N2
∫
P2(θ, θ
′) cos θ cos θ′ dθdθ′
=
1
2N
1
1− Tc/T . (302)
Similarly, we find that 〈MxMy〉 = 0 and 〈M2x〉 = 〈M2y 〉 =
〈M2〉/2 where 〈M2〉 is given by Eq. (105). This returns
the results of Sections 4.5, 8, and 9. The fluctuations
of the magnetization scale as M ∼ N−1/2 but they di-
verge as (T − Tc)−1/2 at the critical temperature Tc. At
high temperatures the variance of the fluctuation is sim-
ply given by 〈M2〉 = 1/N . Indeed, the correlations are
negligible and the distribution of the magnetization for
N → +∞ can be directly obtained from the central
limit theorem (CLT). This leads to the Gaussian distri-
bution (103) with a variance 〈M2〉 = 1/N . Finally, using
F (θ) = −∂Φ/∂θ = −Mx sin θ +My cos θ, the spatial cor-
relations of the force are given by
〈F (θ)F (θ′)〉 = 1
N
1
2(1− Tc/T ) cos(θ − θ
′). (303)
E Approximate analytical formulae for the
magnetization
In [17] and in Sec. 7.3 of this paper, we have established
the following equation for the evolution of the magnetiza-
tion close to the critical point Tc:
ξ
dM
dt
= (Tc − T )M − M
3
4
. (304)
Its stable steady state returns the expression M =
2
√
Tc − T of the magnetization close to the critical point
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(see Eq. (76)). The temporal evolution of the magneti-
zation is given by Eq. (198). These results are valid for
T → T−c .
In a recent paper, Sonnenschein and Schimansky-Geier
[69] have proposed an approximate equation for the evo-
lution of the magnetization. With our notations it writes
ξ
dM
dt
= (Tc − T )M − M
5
2
. (305)
This equation is based on a Gaussian approximation. It
gives a good agreement with numerical simulations at suf-
ficiently low temperatures but becomes inaccurate close to
the critical point. Its stable steady state is M = [2(Tc −
T )]1/4 [69]. We can check that it reproduces the asymp-
totic expansion (75) of the magnetization for T → 0. The
temporal evolution of the magnetization is given by [69]:
M(t) =
M[
1 +
(
M4
M40
− 1
)
e−4(Tc−T )t/ξ
]1/4 . (306)
Interestingly, the two equations (304) and (305) appear
to be complementary. We propose to unify them in a single
equation
ξ
dM
dt
= (Tc − T )M −
(
T
Tc
)n
M3
4
− M
5
2
, (307)
where n is a fitting parameter. For T ≪ Tc we recover Eq.
(305) and for T → Tc we recover Eq. (304) since M →
0. The stable steady state of this equation has a simple
analytial expression
M =


√
1
16
(
T
Tc
)2n
+ 2Tc
(
1− T
Tc
)
− 1
4
(
T
Tc
)n
1/2
.
(308)
We find that Eq. (308) with n = 4 gives an excellent
agreement with the exact value of the equilibrium magne-
tization for any temperature T ≤ Tc (the analytical curve
M(T ) is almost indistinguishable from the exact numer-
ical curve in Fig. 3). On the other hand, considering a
small perturbation about a steady state of Eq. (307), we
find that the perturbation evolves as δM ∝ eωit with
ωi =
1
ξ
[
Tc − T − 3
4
(
T
Tc
)n
M2 − 5
2
M4
]
. (309)
For T → Tc we recover the result ωi = −2(Tc − T )/ξ [see
Eq. (134)] and for T ≪ Tc we get ωi = −4(Tc−T )/ξ. This
last expression does not give a very good agreement with
the exact result shown in Fig. 9 for T ≪ Tc because Eq.
(305) remains an approximation (the relaxation time is
overestimated in the approach of [69]). Finally, Eq. (307)
can be solved analytically to give t(M). We find that
M(t)2a(M(t)2 −M2e )b(M(t)2 −M2∗ )c
M2a0 (M
2
0 −M2e )b(M20 −M2∗ )c
= e−t/ξ, (310)
where a = 1/(M2eM
2
∗ ) = −1/[2(Tc−T )], b = 1/[M2e (M2e −
M2∗ )], and c = 1/[M
2
∗ (M
2
∗ − M2e )]. We have introduced
M2e = M
2
+ and M
2
∗ = M
2
− where M
2
± = ±[ 116 (T/Tc)2n +
2Tc(1−T/Tc)]1/2− 14 (T/Tc)n are the roots of the r.h.s. of
Eq. (307) (Me is the equilibrium magnetization).
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