Consider a set of jobs with random service times to be scheduled on a single machine. The jobs can be surgeries in an operating room, patients' appointments in outpatient clinics, etc. The challenge is to determine the optimal sequence and appointment times of jobs to minimize some function of the server idle time and service start-time delay. We introduce a general objective function of delay and idle time, and consider l1-type and l2-type cost functions as special cases of interest. We first prove that given a sequence in which to schedule the jobs, the problem of determining the optimal appointment times is convex. We show that sample average approximation yields an approximate solution which is statistically consistent. Determining an index-based policy for the optimal sequence in which to schedule jobs has been an open problem for many years. For example, it was conjectured that 'least variance first' (LVF) policy is optimal for the l1-type objective. This is known to be true for two cases for specific distributions. A key result in this paper is that the optimal sequencing problem is non-indexable, i.e., neither the variance, nor any other such index can be used to determine the optimal sequence in which to schedule jobs for l1 and l2-type objectives.
Introduction
Scheduling is an important aspect for efficient resource utilization, and there is a vast literature on the topic dating back several decades (see for example, Baker (1974) , Conway et al. (2003) , Pinedo (2012) ). The problem considered in this paper is stochastic appointment scheduling which has various applications in scheduling of surgeries at operating rooms, appointments in outpatient clinics, cargo ships at seaports, etc.
Stochastic appointment scheduling problem (ASP) has a simple statement: Consider a finite set of n jobs to be scheduled on a single machine. Job durations are random with known distributions. Jafarnia-Jahromi and Jain: Non-indexability of Stochastic ASP 2 If a job completes before the appointment time of the subsequent job, the server will remain idle.
Conversely, if it lasts beyond the allocated slot, the following job will be delayed. We need to determine optimal appointment times so that the expectation of a function of idle time and delay is minimized. Thus, the ASP addresses two important questions. First, in what sequence should the jobs be served? This is called the sequencing problem. Second, given the sequence of jobs, what are the optimal appointment times? This is called the scheduling problem.
It seems that the sequencing problem we consider was first formulated by Weiss (1990) . He proposed a dispersion measure of distribution and proved that sequencing in increasing order of that measure is optimal for n = 2. He also mentioned that his introduced measure yields the same ordering as 'least variance first' (LVF) for exponential and uniform distribution. However, providing a counterexample, he disproved optimality of his measure for the case of n = 3. Wang (1999) assumed service time durations are exponentially distributed and proved that LVF is optimal for n = 2 and conjectured that it is also optimal for n > 2 for the exponential distribution. Mak et al. (2014) assumed that information known about distributions is limited to the first and second moments. Then, they minimized the expected cost for the worst case joint distribution with the provided moments and proved that LVF rule is optimal under a mild condition. However, the worst case distribution can be highly correlated and thus not reflecting the independence of job durations. Gupta (2007) proved that scheduling smaller in convex order first is optimal for n = 2 if such an ordering exists. However, his efforts for n > 2 have not been fruitful. Berg et al. (2014) extended Gupta's result by taking into account the no-show probability of jobs.
Some works have resorted to extensive simulation studies to investigate optimality of heuristics (see Klassen and Rohleder (1996) , Denton et al. (2007) , Lebowitz (2003) , Marcon and Dexter (2006) ). Lebowitz (2003) proposed scheduling shortest duration first. Denton et al. (2007) considered three heuristic policies for general job duration distributions: (i) increasing mean, (ii) increasing variance, and (iii) increasing coefficient of variation. They compared these three methods using numerical experiment on real data and reported better performance of increasing variance. Qi (2016) viewed the problem from a different perspective. Considering an application of the problem in healthcare, he assumed that patients and doctor have a tolerance threshold for delay and minimized his defined delay unpleasantness measure. Using numerical results, he recommended LVF rule in the case that patients' thresholds are relatively low. Mancilla and Storer (2012) developed a new algorithm based on Bender's decomposition and argued that their suggestion outperforms LVF especially when costs are unbalanced. However, their algorithm is considerably heavier than LVF from computation perspective. Kong et al. (2016) considered likelihood ratio as a measure of variability and obtained some insights into why smallest variability first may not be optimal.
Based on the insights, they provided a counterexample for non-optimality of LVF rule in the case of n = 6. Recently, Mansourifard (2017) argues that LVF rule is not the best heuristic especially in the case that idle time and delay cost units are not balanced. She offers 'newsvendor' index and supports its better performance using experimental analysis.
The scheduling problem is also intensively studied in the literature. The seminal work of Bailey (1952) recommended to set appointment intervals equal to the average service time of each job and server start working upon arrival of the second job. Soriano (1966) discussed the advantages of two-at-a-time policy considering average service time as the appointment slot. Recently, Choi and Banerjee (2016) offered a periodic version of Bailey rule. However, letting job slots to be average service time can be near optimal only in the case that waiting cost is about 10% to 50% of the idle cost (see Denton and Gupta (2003) ).
Starting with Weiss (1990) , some works modeled the problem using stochastic optimization to optimize on slot duration. He considered weighted sum of idle time and delay as the objective function and noticed that for the case of n = 2, the problem is equivalent to the newsvender problem.
Based on that, he proposed a heuristic estimate of the job start times for n > 2. This heuristic was extended by Kemper et al. (2014) to general convex function of idle time and delay. Begen and Queyranne (2011) proved that discrete time version of Weiss's objective function is L-convex under mild condition on cost coefficients. Furthermore, they proved that there exists an optimal Jafarnia-Jahromi and Jain: Non-indexability of Stochastic ASP 4 integer appointment schedule provided that the service times are integers. Taking advantage of these properties, they developed a polynomial time algorithm to find the optimal solution. Wang (1993) considered another objective function as the weighted sum of jobs' flow time (delay and service time) and server completion time and proved its convexity. Assuming that the job durations are i.i.d random variables with exponential distribution, he provided a set of nonlinear equations to derive the optimum slot durations. He extended his work by assuming exponential distribution with different rates in Wang (1999) . Denton and Gupta (2003) considered a session length beyond which overtime cost is imposed. They formulated the problem as a two-stage stochastic linear program and developed a version of L-shaped algorithm to obtain epsilon-optimal solutions. Kaandorp and Koole (2007) assumed exponential job distributions and proved that the discrete version of Denton's objective function is multimodular. They introduced a local search method to find the optimal solution. Vink et al. (2015) presented a lag order approximation by ignoring the effect of previous jobs past a certain point. They numerically showed that considering dependence on two previous cases is sufficient to reach 5% of the optimal cost. Kong et al. (2013) adopted a robust method over all distributions with a given mean and covariance matrix of job durations. They computationally solved for 36 jobs and showed that their solution is within 2% of the approximate optimal solution given by Denton and Gupta (2003) .
In this paper, both the scheduling and sequencing problems are addressed. In the scheduling problem, we generalize the objective function introduced by Weiss (1990) and prove that it is convex and there exists a solution to the stochastic optimization problem. As an approximate solution, we use sample average approximation and prove its consistency. In the sequencing problem, we introduce an index (a map from a random variable to the reals) and prove that it is the only possible candidate for an optimal index. This candidate index reduces to the 'newsvender' index and variance index for l 1 and l 2 -type cost functions, respectively. However, by providing counterexamples for optimality of variance and newsvender index, we show that the sequencing problem is not indexable in general. Nevertheless, the candidate index may still be used as a suboptimal heuristic Figure 1 Appointment scheduling.
policy. Upper and lower bounds are presented for the optimal expected cost of both objectives.
Minimizing the upper bound implies sequencing in increasing order of newsvender index and variance. This result can be used as a theoretical justification for these heuristic sequencing policies.
Numerical results confirm the tremendous performance of the sample average approximation and the heuristic approach.
The remainder of the paper is organized as follows. In Section 2, the problem formulation is provided. The scheduling problem is addressed in Section 3. In Section 4, the sequencing problem is discussed. Section 5 provides numerical results followed by conclusions in Section 6.
Problem Formulation
Let X + be the space of nonnegative random variables and X = (X 1 , · · · , X n ) be a vector of independent random variables with components in X + and known distributions denoting jobs durations to be served on a single server. Without loss of generality, we can assume that the first job starts at time zero, i.e., s 1 = 0. Let s = (s 2 , · · · , s n ) be appointment times for job 2 through n.
Let E i be a random variable denoting the end time of job i (see Figure 1 ). Job i may finish before or after scheduled start time of the subsequent job. In the case that E i ≤ s i+1 , job i + 1 starts according to the schedule and server is idle between E i and s i+1 . In the case where E i > s i+1 , job i + 1 is delayed by E i − s i+1 and will start as soon as the previous job is finished. Hence,
Our goal is to determine appointment times such that a combination of both delay and idle time is optimized.
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To provide a general framework for the objective function, let
where g : R → R is a nonnegative, convex and coercive function (i.e., lim |t|→∞ g(t) = ∞). Furthermore, we can assume that g(0) = 0 since a perfect scenario where E i−1 = s i should not impose any cost. However, this assumption is not technically necessary. Given the schedule s, C(s, X)
captures the associative cost of the realization of job durations X. Thus, c(s) = E[C(s, X)] denotes the expected cost of schedule s.
In the scheduling problem in Section 3, we assume that the sequence of jobs is given, and we are looking for a schedule that minimizes the expected cost. In other words, the optimization problem is:
where Before proceeding with the scheduling problem, let's see some possible choices for the function g.
+ where (·) + = max(·, 0) and α, β > 0. Thus, the objective function would be
(s i −E i−1 ) + denotes idle time before job i and (E i−1 −s i ) + indicates its possible delay. Cost function c 1 is the same cost function used by Weiss (1990) . If α = β, it captures potential different costs associated with idle time and delay. We call this function l 1 -type objective function.
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Example 2. Let g 2 (t) = t 2 . The objective function reduces to
Cost function c 2 penalizes both idle time and delay equally. However, due to the nonlinearity of c 2 , long idle time and delay are less tolerable. We call this function l 2 -type objective function.
Example 3. Let
where T D , T I ≥ 0 are delay and idle time tolerance, respectively (see Figure 2 ). In this case, no cost is exposed for delay and idle time under a certain threshold. This situation arises in some applications such as operating room scheduling where some small amount of delay is tolerable. 
Scheduling Problem
In this section, we assume that a sequence of n random variables X = (X 1 , · · · , X n ) is given. We prove in the following theorem that c is convex and there exists a solution to the optimization problem in (4).
Theorem 1.
(i) For any particular realization of X, C(·, X) is nonnegative, convex and coercive.
(ii) c(·) is nonnegative, convex, coercive and lower semi-continuous. Furthermore, if c(s) < ∞ for some s ∈ S, then there exists a solution to the optimization problem in (4) and the set of minimizers is compact.
Proof. To establish this result, we need the following lemma.
Proof. We prove by induction on i. Consider a particular realization of X. It's easy to check the statement is true for the anchor step. Note that E i = max(E i−1 , s i ) + X i . By induction assumption, we know that E i−1 is a convex function of (s 2 , · · · , s i−1 ). Since max(·, ·) preserves convexity, E i is also convex. Now, we are ready to prove the theorem.
(i) Since g is nonnegative, it is obvious that C(·, X) is also nonnegative. To prove convexity, note that by Lemma 1, for any particular realization of X,
and due to convexity of g, g(
To prove coercivity of C(·, X), let (s m ) m≥1 ⊆ R n−1 be a sequence such that s m → ∞. We need to show that C(s m , X) → ∞ as m → ∞. Let j be the smallest integer such that s 
(ii) Clearly, c(·) is nonnegative and it is easy to see that convexity is preserved under expectation.
To prove coercivity, let (s m ) m≥1 be as defined in the previous part, by Fatou's Lemma and coercivity of C(·, X) we have:
To prove lower semi-continuity, let (s k ) k≥1 ⊆ R n−1 be a sequence converging to s ∈ R n−1 . By Fatou's Lemma we can write
Since c is convex and lower semi-continuous with c(s) < ∞ for some s ∈ S and S is a closed and convex set, the set of minimizers is nonempty and compact (see Proposition 2.3.2 in Bertsekas et al. (2003)).
Remark 1. In the case that g is strictly convex, c is also strictly convex, and the solution to the optimization problem is unique. This is the case for c 2 in Example 2.
One of the essential conditions mentioned in Theorem 1 is that c(s) < ∞ for some s ∈ S. A question that arises here is how to check whether or not this condition is satisfied. Should we explore the entire set S in the hope of finding such s? Let's illuminate this condition. First of all it is easy to see that for p ≥ 1 and
for i = 1, · · · , n − 1. This is also true for some other variations where g is a piecewise function of the form | · | p such as g 1 and g 3 in Examples 1 and 3. Moreover, if c(s) < ∞ for some s ∈ S, it is finite for all s ∈ S. It is mainly due to the fact that L p is a vector space. Therefore, in such cases, there is no need to explore the set S. However, for general g, the set {X ∈ X + | E[g(X)] < ∞]} may not be a vector space (see Birnbaum-Orlicz space, Birnbaum and Orlicz (1931) ). In addition, it is quite possible that c(s) is infinite for some values of s but finite for some others. As an example, consider g(t) = exp(exp(|t|)) and random variable
Therefore, in general, the set S need to be explored. However, since c(·) is convex, the subset of S for which c is finite is also convex. Thus, the exploration may be done in some smart way.
Next question is how to calculate the optimal appointment times in practice. Theorem 1 assures that there exists an optimal schedule under mild condition and the objective function is convex.
Convexity of c guarantees that any local minimum is a global minimum. However, calculating expectation is very costly in our problem. An alternative is to use sample average approximation (SAA) to the optimization problem. Next, we are going to discuss SAA and whether there exists a theoretical guarantee for convergence of solution.
Let (X j ) m j=1 be an i.i.d. random sample of size m for durations X and define
Instead of solving the optimization problem in Equation 4, we're going to solve
By Theorem 1, C(·, X) is convex and coercive which implies convexity and coercivity of C m (·). 
Note that D(A, B) = 0 implies A ⊆ cl(B) (i.e. A is a subset of closure of B with respect to M ).
Next theorem guarantees that SAA is a consistent estimator for the scheduling problem. Since c(s) < ∞ for some s ∈ S, by Theorem 1 we know that S * is nonempty and compact. Let K be a compact subset of R n−1 such that S * lies in the interior of K. LetŜ * m = arginf s∈KCm (s). We first show that for a.e. ω ∈ Ω,Ŝ * m is nonempty for large enough m. Let s * ∈ S * and consider ω ∈ Ω for whichC m (·) Theorem 2 proves the consistent behavior of SAA as the number of samples tends to infinity. Let's now observe how it behaves in terms of bias. For any s ∈ S, we can write inf s∈S C m (s) ≤ C m (s ). By taking expectation and then minimizing over s , we conclude that
Since samples are i. 
Sequencing Problem
In Section 3, we assumed that the sequence of random variables is given and proved that under mild condition, there exist optimum appointment times to minimize idle time and delay. In this section, we analyze the sequencing problem which addresses the optimal sequence of jobs. real surgery duration data, they argued that ordering with increasing variance outperforms the other two heuristics. However, Mansourifard (2017) claimed that variance does not distinguish the potential difference between idle time and delay for c 1 . Instead of I * 2 (X) = var(X) as an index that maps random variable X to a real number, she introduces newsvender index defined by
and numerically verifies that sequencing in increasing order of I * 1 outperforms I * 2 . These conjectures will be evaluated in this section. We will prove that there exists no index (a map from a random variable to the reals) that yields the optimal sequence for objective functions c 1 and c 2 . Let's first start with a motivating example of sequencing two jobs.
Example 4. Consider the case of scheduling two jobs with durations X 1 , X 2 . The optimization problem given the sequence (X 1 , X 2 ) would be:
Note that the optimal cost given by above equation is indeed an index that maps random variable X 1 to a real number. Moreover, sorting in increasing order of this index yields the optimal sequence for n = 2.
Motivated by this example, we have a candidate index
14 that is optimal for n = 2. One can verify that this index reduces to variance (I * 2 ) and newsvender index (I * 1 ) in the case that g(t) = t 2 and g(t) = β(t) + + α(−t) + , respectively. A natural question that arises here is whether or not this index is optimal for n > 2? And if not, is there any other index that yields the optimal sequence? We will address these questions next.
LetR = R ∪ {+∞} be the extended real line. We say I : X + →R is an index and denote the space of all indexes by I . For example, mean, variance, newsvender and I * g are examples of elements in I . First, we define an equivalence relation on I .
Definition 2. Let I 1 , I 2 ∈ I . We say I 1 is in relation with I 2 denoting by I 1 RI 2 if for any X 1 , X 2 ∈
It is straightforward to check that R is an equivalence relation on I . Hence, R splits I into disjoint equivalence classes. Next, we define a notation for sorting random variables in increasing order of an index.
Definition 3. Let X = (X 1 , · · · , X n ) be a random vector where X i ∈ X + for all i, and I ∈ I .
We say σ · X = (X σ(1) , · · · , X σ(n) ) is a valid permutation of X with respect to I if I(X σ(1) ) ≤ · · · ≤ I(X σ(n) ). We denote the set of valid permutations by P I (X).
In the case that I(X 1 ), · · · , I(X n ) take distinct values, P I (X) includes only one element.
Remark 2. If I 1 is equivalent to I 2 , then P I 1 (X) = P I 2 (X) for any random vector X with components in X + .
Definition 4. Index I is optimal for cost function c if for any n ≥ 2 and any random vector
Remark 2 proves that if an index of a class is optimal, all equivalent indexes are also optimal.
Hence, optimality is a class property.
We already observed that I * g is optimal for the case of n = 2. The following lemma provides a more generalized result.
Lemma 2. If there exists an optimal index for cost function c, it is equivalent to I * g .
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Proof. Assume by contradiction that there exists index J which is optimal but not equivalent to I * g . Hence, there exists random variables X 1 , X 2 ∈ X + such that I *
However, optimality of J implies that
which is a contradiction.
Remember that I * g reduces to I * 1 and I * 2 for objective functions c 1 and c 2 , respectively. Despite the common trend of the literature for considering I * 2 (LVF rule) as an indexing policy for cost function c 1 , Lemma 2 states that variance can only be a candidate for c 2 . Moreover, note that this lemma remains silent about the existence of an optimal index. In the following, we will provide counter examples for which sequencing in increasing order of I * 1 and I * 2 is not optimal for c 1 and c 2 , respectively.
Example 5. Let X 1 , X 2 , X 3 be independent random variables in L 1 and assume that X 1 ∼ U (0, 1) and X 2 follows the following distribution (see Figure 3 ):
Consider objective function c 1 with α = β = 1. I *
)|]. First we claim that Distribution of X 3 can be arbitrary as long as I *
to make sure that it comes last. In order to have I * 1 as the optimal index, changing the order of X 1 and X 2 should not affect the optimal value of c 1 . However, for the sequence (X 1 , X 2 , X 3 ), inf s∈S c 1 (s) ≈ 0.3946 but sequence (X 2 , X 1 , X 3 ) yields inf s∈S c 1 (s) ≈ 0.3872.
Example 6. Consider objective function c 2 and let X 1 ∼ ln N (1, 1) and
), 2) be independent (see Figure 3) .
3 (e − 1). Distribution of X 3 can be arbitrary as long as I * 2 (X 3 ) > I * 2 (X 1 ) = I * 2 (X 2 ) to make sure that it comes last. In order to have I * 2 as the optimal index, changing the order of X 1 and X 2 should not affect the optimal value of c 2 . However, for the sequence
Theorem 3. There exists no optimal index for cost functions c 1 and c 2 .
Proof. It follows from Lemma 2 and counterexamples 5, 6.
It is worth mentioning that Lemma 2 still holds even if we restrict the space of random variables to a certain family. Therefore, although Theorem 3 states that the sequencing problem is not indexable in general, it does not deny the possibility of indexability in a restricted space. Nevertheless, Lemma 2 ensures that one should not investigate indices other than I * g . Finding a family of distributions Jafarnia-Jahromi and Jain: Non-indexability of Stochastic ASP 17 for which I * g is an optimal index is still an open research problem. In particular, Example 6 ensures that even if we restrict the space of random variables to exponential family, the problem remains non-indexable. However, further restriction to exponential distribution leaves us with no conclusion about indexability.
One might get disappointed by the fact that the sequencing problem is not indexable in general.
However, I * g can be considered as a heuristic to order the random variables and achieve a suboptimal solution. Theorem 4 will provide an upper bound for the optimum cost in the case of c 1 and c 2 objective functions. Increasing order of I * k , k = 1, 2 minimizes this upper bound. To prepare for the proof of this theorem, we need two properties of I * k given in the following two lemmas.
Lemma 3. Let X 1 , X 2 ∈ X + be independent. Then, for k = 1, 2
Proof. For k = 2 the statement is obvious. For k = 1, using the fact that (a + b)
we have:
Lemma 4. Assume g(0) = 0 and
(ii) let X 1 , X 2 ∈ X + be independent. Then, max(I Proof. (i) We can write g(t) = g r (t) + g l (t) where g r (t) = g(t + ) and g l (t) = g(−(−t) + ) capture g for positive and negative values of t, respectively. Since g is nonnegative, convex and g(0) = 0, we can conclude that g r is nondecreasing and g l is nonincreasing. Moreover, I *
Suppose s * is a minimizer for I * g and let X = {x ∈ R : x ≤ s * }. We prove the lemma for x ∈ X and x / ∈ X separately.
Let x ∈ X . We can write:
For the case that x / ∈ X , we can write:
, by symmetry, suffices to prove I * g (X 1 ) ≤ I * g (X 1 + X 2 ). Let x 2 ≥ 0, we have:
The above equality holds for any value of x 2 ≥ 0. Hence,
property of conditional expectation. Thus, I *
The properties given in Lemmas 3 and 4 can be used to bound I * k (E j ):
for k = 1, 2 where the first and second inequality follow from Lemmas 3 and 4, respectively. Using the fact that E 1 = X 1 , one can write:
The lower bound in Lemma 4 implies that I *
bounded by:
Theorem 4. For k = 1, 2, the optimum cost of objective function c k can be bounded by:
Proof. To prove the upper bound lets = (s 2 , · · · ,s n ) wheres i = F
) for the case that k = 1 ands i = E[E i−1 ] for the case that k = 2. Note thats i can be calculated recursively because E i−1 is a function ofs 2 throughs i−1 . We have:
To prove the lower bound, note that
Note that the upper bound and lower bound in (15) meet when n = 2 and this is the result we already expected.
Remark 3. Sequencing with respect to increasing order of I * k minimizes the upper bound in (15).
Therefore, this theorem can be used as a theoretical justification for this heuristic sequencing policy.
Numerical Results
In Section 3, we proved existence of an optimal schedule and proposed SAA as a practical method to find the optimal schedule. Throughout this section, BFGS method (see Wright and Nocedal (1999) ) is used to solve SAA numerically.
Theorem 2 ensured that SAA converges a.s. to the optimum solution as the number of samples tends to infinity. However, in practice we have to consider a finite number of samples. The sample size to achieve a certain accuracy depends on the number of jobs, their distributions and the function g. Figure 4 shows that the required sample size increases as the number of jobs increases. Accuracy of SAA for g(t) = t 2 and sequence of exponentially distributed jobs.
In this figure, we have considered c 2 objective function and assumed that all jobs are exponentially distributed with λ = 1. Thus, in practice, given the sequence of job distributions, we recommend to plot the optimum value vs. the sample size to make sure that number of samples is large enough.
Let's now see how tight are the upper and lower bounds provided in Theorem 4. We have considered a set of jobs lognormally distributed with different parameters (see Table 1 ). Note that µ and σ 2 are mean and variance of the underlying normal distribution. Lognormal distribution is reported to be the best fit for surgical procedure times (May et al. (2000) ). The sequence is then determined in increasing order of I * 1 for Figure 5 (a) and I * 2 for Figure 5 (b). The bounds diverge as the number of jobs increases. However, they remain within some bound of the optimal value.
Based on Theorem 3, we know that there exists no indexing policy that yields the optimal sequence. However, I * g can be considered as a heuristic approach. Let's evaluate the performance of this policy. As a special case we use c 1 objective function and therefore consider I * 1 as the heuristic policy. The sequence given by I * 1 is optimal for c 1 and the set of distributions in Table   1 . To assess the performance of I * 1 we need a set of distributions for which I * Optimum cost, upper and lower bounds for (a) c1 and (b) c2 considering distributions in Table 1 . Least I * 1 first policy compared to the optimal sequence.
the optimal sequence. We could not find such a set for uniform and exponential distributions.
However, considering the set of lognormal distributions with very close parameters given in Table   2 , the sequence given by I * 1 is not optimal when the number of jobs is 5 and 6. Nevertheless, Figure   6 suggests that the optimality gap is negligible. Note that the optimal sequence in this figure is determined with a brute force approach by comparing all the possible sequences.
Conclusions
In this paper, we considered the optimal stochastic appointment scheduling problem. Each job potentially has a different service time distribution and the objective is to minimize the expectation of a function of idle time and start-time delay. There are two sub-problems. The scheduling problem: finding the optimal appointment times given a sequence or order of jobs. The sequencing problem: the optimal sequence in which to schedule the jobs. We first show that the scheduling problem is convex. Further, we give a sample average approximation-based algorithm that yield an approximately optimal solution which is asymptotically consistent.
It has been an open problem for many years to find the index that yields the optimal sequence of jobs. Following the work of Weiss (1990) , who showed that Least Variance First (LVF) is optimal for two cases for specific distributions, it had been conjectured that the problem is indexable and LVF may be optimal for the general problem with the l 1 -type objective. In fact, several simulation studies and approximation algorithms are based on such policies. In this paper, we have settled the open question of the optimal index-type policy, namely that the problem is non-indexable in general, and no such index exists. Indeed, we show that if the problem is indexable, then a 'newsvendor index' would be optimal for the l 1 cost objective, a variance index would be optimal for l 2 objective, and we also give form of an index I * g that would be optimal for a general cost function g. But we provide counterexamples that show that an optimal index does not exist for some problems. It is quite possible that the problem is indexable for specific distribution classes.
That remains an open research question.
