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Resumo
Devido a sua simpliidade, o índie I de Moran é a estatístia mais famosa e larga-
mente utilizada quando se deseja mensurar a autoorrelação em dados georrefereni-
ados. A primeira parte do trabalho revisou o estado da arte desse índie, objetivando
entender sua evolução e araterístias intrínseas. Logo em seguida, demonstrou-se
que essa estatístia apresenta limitações quando a quantidade de dados no sistema é
pequena. Além disso, props uma modiação do índie I de Moran, introduzindo no
oeiente de orrelação de Pearson o oneito de modelagem espaial autorregressiva
de primeira ordem. Os resultados dessa proposta se mostraram bastante oerentes,
prinipalmente quando o sistema possui pouos dados.
Palavras Chave: Autoorrelação espaial, Índie I de Moran, Quantidade de
dados observados , Valores extremos.
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Abstrat
The Moran's I is the most famous and widely used spatial statisti when we
want to measure spatial autoorrelation in geo-referened data. The rst part of this
work reviewed the state of the art of Moran's I, in order to understand its evolution
and intrinsi harateristis. Next, we showed that this statisti has limitations when
the sample size of the system is small. In addition, we present a proposal of modi-
ation on Moran's I, introduing on the Pearson orrelation oeient the onept
of the rst order autoregressive spatial modelling. The results of this proposal were
very onsistent, espeially when the system has few data.
Key Words: Spatial autoorrelation, Moran's I, Sample Size, Extreme Values.
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Introdução
A estatístia espaial é denida por Bailey e Gatrell (1995) omo o onjunto de
ténias que onsidera o arranjo espaial dos dados na análise ou na interpretação
dos resultados. Cli e Ord (1981) denem se a oorrênia de um determinado fen-
meno, em alguma região, inueniar, para mais ou para menos, na oorrênia desse
mesmo fenmeno em regiões vizinhas, pode-se armar que esse sistema apresenta
autoorrelação espaial.
A análise de autoorrelação espaial é útil e apliável nas mais diversas áreas do o-
nheimento. São exemplos a biologia, na análise de simulações de modelos evolutivos
(Diniz-Filho e Santos, 2012); a geograa, na distribuição de mestres e doutores por
mirorregião brasileira (Viotti et al., 2012); a epidemiologia, no estudo do número
de asos ólera nas proximidades de um poço de água (Snow, 1936); a engenharia
de transportes, na atração por viagens de nibus na idade de Manaus/AM (Silva,
2006); a agronomia, na análise da onentração de metais pesados em solos agríolas
em Beijing, China (Huo e Zhang, 2011); e a eonomia, no agrupamento de regiões da
Europa quanto a dinâmia de inovação e resimento eonmio (Verspagen, 2010).
O presente trabalho objetiva estudar a relação entre o índie I de Moran, denido
por Moran (1950), a quantidade de dados observados e seus valores extremos. Esse
índie é a estatístia mais famosa e largamente utilizada quando se deseja mensurar
a autoorrelação de uma determinada variável aloada em um espaço bidimensional.
Para tanto, apresentar-se-á primeiramente, o oneito e as araterístias do oe-
iente de orrelação linear de Pearson. Depois, será exposta a forma de surgimento
do oneito de autoorrelação em séries temporais. A seguir, denir-se-á o índie I
de Moran e sua derivação a partir do oeiente de Pearson e por m, serão feitos
estudos de aso para mostrar a problemátia de sua apliação em pequenas amostras.
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Um aspeto muito importante, e iniial em todo tipo de análise, é a veriação
do grau de relaionamento entre as variáveis analisadas. A análise de orrelação
fornee um indiador que estabelee a existênia, ou não, de uma relação linear entre
as variáveis analisadas, sem que para isso, seja neessário o ajuste de uma função
matemátia (Lira, 2004).
O oeiente de orrelação linear de Pearson é onheido omo o quoiente da
ovariânia de duas variáveis pelo produto dos seus respetivos desvios padrão (Neter
e Kutner, 2005). Supondo duas variáveis aleatórias normalmente distribuídas, X
e Y , o estimador de máxima verossimilhança da orrelação da distribuição normal
bivariada resultante dessas duas variáveis é:
ρ =
∑n
i=1 (xi − x¯) (yi − y¯) /n√∑n
i=1 (xi − x¯)2 /n
√∑n
i=1 (yi − y¯)2 /n
(1)
O oeiente de orrelação linear também pode ser interpretado omo um india-
dor que mensura a proximidade dos dados a uma reta. Com um pouo de álgebra,
é possível veriar que ele varia entre −1 e +1, ver Apêndie A (Lira, 2004). Na
prátia, |ρ| = 1 quando os dados obedeem perfeitamente à relação yi = β0 + β1xi.
Assim, pode-se dizer que a orrelação entre as variáveis X e Y é +1 se β1 > 0 e −1
se β1 < 0.
Vale ressaltar que não existe relação entre o oeiente de orrelação de Pearson
e a quantidade de dados observados. Mesmo em uma problemátia om n = 3, se
(x1, y1), (x2, y2) e (x3, y3) pertenerem a mesma equação de reta, o valor absoluto da
orrelação entre essas variáveis será unitário em módulo.
Existem algumas situações em que a apliação desse oeiente não é adequada.
Exemplos dessas situações são: quando as variáveis são medidas em esala ordinal;
quando os dados não apresentam assoiação linear; quando as variáveis não forem
normalmente distribuídas e quando há presença de outliers. Além do mais, vale a
pena ressaltar que é possível obter variáveis dependentes que, no entanto, possuem
orrelação nula.
Um exemplo simples dessa situação é supondo duas variáveis aleatórias X e Y ,
onde X é normalmente distribuída om média zero e Y é denida de modo que
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Y = X2. Claramente, tem-se que X e Y são dependentes. Porém, quando se alula
o oeiente de orrelação de Pearson, obtém-se ρ = 0.
ρ =









Uma variante análoga da orrelação onvenional, denida por Pearson, é a orre-
lação entre os valores de uma série temporal, ou autoorrelação. Ela é denida omo
a relação entre as observações de uma únia variável de aordo om sua ordenação
(Fuller, 1996).
Uma série temporal é qualquer onjunto de observações ordenadas no tempo.
Qualquer área do onheimento produz observações ao deorrer do tempo. Exemplos
de séries temporais são: otação do dólar em relação ao real ao nal de ada dia;
onsumo mensal de um determinado produto; quantidade anual de CO2 liberado na
atmosfera. A importânia desse tipo de análise deorre da sua alta apliabilidade e
interesse em se realizar previsões.
Uma série temporalXt é denida ompletamente, no sentido probabilístio, se sua
distribuição aumulada for onheida (Fuller, 1996). Dene-se que Xt é estritamente
estaionária se:
FXt1 ,Xt2 ,··· ,Xtn (xt1 , xt2 , · · · , xtn) = FXt1+h,Xt2+h,··· ,Xtn+h (xt1 , xt2 , · · · , xtn) (3)
No entanto, na maioria das apliações, não se onhee a distribuição aumulada.
Uma alternativa é trabalhar apenas om os dois primeiros momentos da série temporal
(Fuller, 1996). Por essa abordagem, dene-se que uma série de tempo é fraamente
estaionária se: (i) a esperança de Xt for onstante ao longo do tempo e (ii) se
Cov (Xt1 , Xt2 , · · · , Xtn) = Cov (Xt1+h, Xt2+h, · · · , Xtn+h) para qualquer valor de h,
desde que o índie ti + h pertença a série temporal.
Na prátia, em sua maioria, as séries não são estaionárias. Porém, existem vários
tipos de transformações que podem ser realizadas para transformar uma série não-
estaionária em estaionária. Isso porque é mais onveniente analisar séries estaio-
nárias. Dentre as mais diversas análises, existe uma função que mensura a apaidade
de previsão de uma série no momento t + h dado seus valores no momento t. Ela é
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E [(Xt+h − µ) (Xt − µ)]
Var (Xt)
(4)
sendo γ (·) denominada função de autoovariânia. Assim omo o oeiente de or-
relação de Pearson, ρ (h) varia entre −1 e +1, ver Apêndie B (Fuller, 1996).
Fuller (1996) apresenta dois estimadores para γ (h) quando a média da série tem-
poral é desonheida. Ambos estimadores são viesados, porém o estimador γ̂ (h),
























Finalmente, Fuller (1996) relata que o melhor estimador para a função de auto-
















Uma diuldade desse estimador é que seu numerador apresenta n−h termos, ao
passo que seu denominador apresenta n termos. Uma onsequênia direta é o fato de
que, para |h| > 0, a equação (7) só atinge seus valores extremos quando n é grande.
Uma apliação da teoria exposta pode ser realizada ao se observar a série temporal
da Figura 1. É possível notar que ela satisfaz os dois ritérios de estaionariedade
fraa denidos por Fuller (1996). Note também que n = 12, apresentando uma
sazonalidade perfeita para h = 4. Assim, tem-se que os valores t+ 4 são exatamente
iguais aos valores t para t = 1, 2, · · · , 8.
É intuitivo inferir que ρ (4) = 1, uma vez que a série se repete a ada 4 espaços de
tempo. Contudo, usando a equação (7), obtém-se apenas ρ̂ (4) = 0.66667. Mesmo au-
mentando signiativamente o tamanho amostral para 600 observações, a estimativa
da autoorrelação não atinge seu valor máximo, sendo ρ̂ (4) = 0.99333. Sobretudo,
12
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Figura 1: Exemplo de uma série temporal
nesse ontexto, se fosse utilizado a equação (5) de modo a estimar as autoovariânias,
ao invés da equação (6), tanto para n = 12 quanto para n = 600, obtém-se ρ† (4) = 1.
Em estatístia espaial, a autoorrelação pode ser denida omo a orrelação entre
os valores de uma únia variável dada sua posição em relação aos demais valores em
um espaço bidimensional.
Cli e Ord (1981) disutem a diferença entre determinar se dados geográos são
espaialmente autoorrelaionados om a problemátia de medir a autoorrelação em
séries temporais estaionárias. Isto oorre fundamentalmente porque a variável de
uma série temporal é inueniada apenas por seus valores anteriores, enquanto que
um proesso de dependênia espaial se estende em todas as direções, omo observado
por Whittle (1954).
Em uma série temporal, em qualquer instante, tem-se a distinção entre passado
e futuro. O valor da variável depende apenas dos valores passados. Assim, a de-
pendênia em séries temporais se estende apenas em uma direção: para trás. Agora,
supondo um problema espaial, por exemplo, um pasto de uma fazenda. Se um pouo
de fertilizante for apliado em qualquer ponto desse pasto, ele afetará a fertilidade do
solo em todas as direções (Whittle, 1954).
A proximidade entre as regiões é identiada usando uma matriz de proximidade
W = ‖cij‖. Segundo Getis e Aldstadt (2004) existem pelo menos doze maneiras de
W. As mais onheidas são: por meio de matriz binária ou om o uso de matriz de
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distânia. Na primeira situação, cij = 1 se as regiões i e j forem vizinhas, e cij = 0
aso ontrário. Lembrando que cii = 0 ∀ i = 1, ..., n uma vez que uma região não
pode se relaionar om ela mesma.
Ainda nesse ontexto, existem três metodologias usuais para se denir o tipo de
vizinhança: rook, queen e bishop. Essas metodologias reebem esses nomes por ausa
da movimentação das peças de xadrez, torre, rainha e bispo, respetivamente. A torre
se movimenta para frente e para trás, para a direita e para a esquerda. A rainha se
movimenta para frente ou para trás, para direita ou para a esquerda, ou nas diagonais.
Já o bispo se movimenta apenas nas diagonais. As Figuras 2, 3 e 4 apresentam as







Adotar a metodologia rook signia prourar autoorrelação espaial sobre as li-
nhas e olunas da estrutura. Já a metodologia queen busa autoorrelação ao longo
das linhas, olunas e diagonais da estrutura. E a metodologia bishop proura auto-
orrelação apenas nas diagonais. É importante notar que a metodologia queen não
aarreta nenhum viés direional (Cli e Ord, 1981).
A segunda maneira de se denir W é utilizando uma matriz de distânia. Nesse
ontexto, dene-se cij = g (dij) em que g (·) é uma função qualquer e dij é a distânia
entre os entros geográos das regiões do sistema, por exemplo. Vale a pena ressaltar
que a deteção de autoorrelação espaial depende ritiamente da forma deW, (Getis
e Aldstadt, 2004). Esse assunto será aprofundado no Capítulo 2.
Finalmente, autoorrelação espaial pode ser expressa em termos do oeiente
de orrelação de Pearson, equação (1), substituindo xi pelos vizinhos de yi (Grith,












i=1 (yi − y¯)2 /n
√∑n
i=1 (yi − y¯)2 /n
(8)
Enquanto o numerador de (1) é uma média aritmétia, o numerador de (8) é uma
média ponderada e, por isso, deve ser dividido pelo somatório de todos os pesos, ao
invés de ser dividido por n. Essa expressão é onheida omo o índie I de Moran
(Moran, 1950). Cli e Ord (1969), utilizando a desigualdade de Cauhy-Shwarz,
mostram que, se W estiver padronizada pela linha,
∑
j∈J wij = 1, essa estatístia
também varia entre −1 e +1. Esse assunto será aprofundado no Capítulo 1.
A m de aumentar os eslareimentos dos objetivos do presente trabalho, as Figu-
ras 5 e 6 apresentam duas situações de dependênia espaial direta de aordo om o
tipo de vizinhança em um sistema regular om n = 25. Em ambas situações, o valor
máximo se enontra na região de número 1 e vai deaindo onstantemente a ada
novo grupo de vizinhos. Por exemplo, na Figura 6, a região 1 tem valor 50; as regiões

































































Figura 6: Sistema om 25 regiões,
metodologia queen
O primeiro fato a ser notado é a diferença entre as dinâmias de dependênia espa-
ial em ambos sistemas. Note que, enquanto a metodologia rook gerou 9 vizinhanças,
a metodologia queen gerou apenas 5. Uma onsequênia direta de tal fato é que o
valor do índie de Moran na Figura 5 é 0.84, ao passo que na Figura 6 é apenas 0.68.
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O segundo fato digno de nota é que, mesmo denindo uma relação direta entre os
vizinhos, o índie de Moran não atinge seu valor máximo. A Tabela 1 apresenta esse
mesmo exeríio em sistemas regulares om 9, 49, 100 e 196 regiões. Note que o índie
I de Moran aparentemente tem relação om a quantidade de dados observados e que
em nenhuma das situações ele atinge seu valor extremo. Utilizando a metodologia
queen, om n = 9 o valor do índie é apenas 0.238, enquanto que para n = 196, o
valor é 0.954.




3× 3 9 rook 0.5556
queen 0.2385
7× 7 49 rook 0.9183
queen 0.8303
10× 10 100 rook 0.9600
queen 0.9135
14× 14 196 rook 0.9795
queen 0.9547
Dessa forma, o presente trabalho possui dois objetivos: (i) revisar o estado da arte
do índie I de Moran, estudando sua relação om a quantidade de dados observados e
seus valores extremos; (ii) propor um índie de Moran modiado, de modo a tornar
a interpretação da autoorrelação espaial mais simples e objetiva.
O primeiro objetivo orroborará para aumentar o onheimento sobre as arate-
rístias intrínseas do índie de I Moran. Em deorrênia da diuldade desse índie
de atingir seus valores extremos, muitos trabalhos podem estar sub-representando a
verdadeira relação espaial dos dados. O segundo objetivo, por sua vez, está relaio-
nado ao índie I de Moran modiado. Sua proposta é justiada de modo a tornar
a interpretação da autoorrelação espaial mais simples.
O presente trabalho está dividido da seguinte forma: o Capítulo 1 apresenta o
estado da arte do índie I de Moran. O Capítulo 2 apresenta a matriz de proximidade
W e disute sua inuênia sobre o índie em questão. O Capítulo 3 propõe uma
modiação no índie I de Moran, apresenta uma disussão sobre os valores extremos
desse índie e expõem uma demonstração da dependênia do índie de Moran om a
quantidade de dados observados. O Capítulo 4 ontém apliações das propostas do
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presente trabalho. As onsiderações nais, limitações do trabalho e propostas de tra-
balhos futuros enontram-se no Capítulo 5. Os Apêndies ontêm as demonstrações
de que o oeiente de orrelação de Pearson, a função de autoorrelação em séries





O presente apítulo objetiva apresentar todas as formas do índie I de Moran pro-
postas até o momento, bem omo apresentar os artigos mais relevantes já publiados
sobre o tema em questão. Para tanto, primeiramente, será introduzido o ontexto
histório antes do trabalho de Moran (1950). Logo em seguida, será apresentado o
estado da arte do índie I de Moran, além de disussão e rítia sobre alguns desses
trabalhos.
1.1 Contextualização história
Determinadas pesquisas itam o trabalho de Moran (1950) omo o maro do iníio
da presente problemátia (Verspagen, 2010; Huo e Zhang, 2011; Chen, 2013). Con-
tudo Moran (1950) é um trabalho direionado para fenmenos estoástios em espaços
de duas ou três dimensões e trata de dois tópios prinipais: relações entre proessos
ontínuos e desontínuos e teste de hipótese da existênia de fenmenos estoásti-
os em espaços de duas dimensões. A disussão da primeira parte se estende por
aproximadamente 75% do trabalho. O índie de Moran é denido apenas na segunda
parte, tornando evidente que é uma generalização da metodologia apliada em Moran
(1948).
Na realidade, a problemátia se iniiou om Wishart e Hirshfeld (1936), que
onsideraram a questão de alular a distribuição de probabilidade do número de
ligações entre pontos pretos e branos ontidos em uma reta. Na problemátia em
18
questão, o ponto reebe or preta, araterizando a presença de uma determinado
atributo, om probabilidade p, e reebe or brana, araterizando a ausênia desse
atributo, om probabilidade q = 1 − p. Além de apresentar a solução exata para
este problema, Wishart e Hirshfeld (1936) mostram que essa distribuição tende à
normalidade para n grande.
Moran (1947) generalizou a problemátia de Wishart e Hirshfeld (1936) para
a segunda e a tereira dimensões, Contudo ontinuou abordando apenas variáveis
binárias. Enuniou-a omo: suponha um retângulo ommn pontos, ada um podendo
ser da or preta om probabilidade p e or brana om probabilidade q = 1− p.
Moran (1947), então, deniu o número de ligações entre élulas pretas, BB ,























Os respetivos autores também deniram o número de ligações entre élulas pre-











(xi+1,j − xi,j)2 (1.3)










(xi+1,j+1 − xi,j)2 (1.4)
Moran (1947) alulou o primeiro e o segundo momentos das distribuições de
probabilidade de BB e BW e demonstrou que ambas tendem à normalidade para n e
m grandes. Ele estende todos esses resultados para a tereira dimensão supondo um
ubo de lados l ×m× n.
Moran (1948) é a ontinuação do estudo publiado por ele em 1947. Iniia seu
trabalho armando que é fundamental onsiderar o arranjo espaial dos dados depen-
dendo da análise. Argumenta que existem dois questionamentos usuais: (i) é possível
armar estatistiamente que a oorrênia de um determinado fenmeno depende da
sua loalidade? (ii) é possível armar que a oorrênia de um fenmeno, em uma
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região, inuênia para mais (ou para menos) sua oorrênia em regiões vizinhas?
Moran (1948) disute testes de hipótese para averiguar se a distribuição espaial
desses fenmenos é aleatória e, igualmente aos trabalhos de Wishart e Hirshfeld
(1936) e Moran (1947), sua metodologia se restringe a situações que apresentam
variáveis binárias e sistemas regulares.
1.2 Índie I de Moran
Moran (1950) objetivou testar a existênia de orrelação espaial entre variáveis
vizinhas. Diferentemente dos estudos anteriores, agora as variáveis podem ser numé-
rias ao invés de serem apenas binárias. Ele enunia o problema supondo um espaço
bidimensional regular, dividido por mn regiões, om ada região ontendo uma infor-


























no qual mnx¯ =
∑
i,j xij e zij = xij − x¯.
O fator iniial de (1.5) foi onvenionalmente introduzido porque há mn termos
no denominador e 2mn − m − n termos no numerador de I
Original
. Assim, Moran
(1950) india que, para grandes amostras, r
Original
pode ser onsiderado um estimador
apropriado para mensurar a orrelação entre vizinhos próximos. Caso o objetivo seja
testar se as variáveis são espaialmente orrelaionadas, é suiente onsiderar apenas
I
Original
omo estatístia do teste em questão. Moran (1950) naliza seu trabalho
demonstrando que, quando m e n aumentam, a distribuição de probabilidade I
Original
tende à normalidade.
Em um sistema irregular, omo a malha das mesorregiões do estado de São Paulo,
Figura 1.1, as regiões não são alinhadas geometriamente omo oorre nas Figuras 5
e 6. Consequente a isso, há uma diuldade em se denir uma fórmula fehada para
se alular o número de ligações e, assim, o próprio índie de Moran.
Um artifíio (Daey, 1968; Cli, 1969) que failita essa ontagem é a riação de
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Figura 1.1: Mesorregiões do Estado de São Paulo
matriz de proximidade binária ∆ = ‖δij‖. Nela δii = 0 ∀ i = 1, ..., n; δij = 1 se as
regiões i e j forem vizinhas; e, δij = 0 aso ontrário. Denindo-se Li omo o número
de regiões que fazem fronteira om a região i, tem-se que a equação (1.6) representa









generalizou a problemátia denida por Moran (1950) para
uma sistema irregular om n regiões onde xi representa o valor da variável na região
i e zi = xi − x¯. Adiionando o oneito de matriz de proximidade ∆, Daey (1968)




















É simples notar que tanto (1.5) quanto (1.7) apresentam a forma lássia do
oeiente de autoorrelação: o numerador mensura a ovariânia entre as variáveis
xi, ao passo que o denominador mensura a variânia.
1
Vários artigos (Cli, 1969; Cli e Ord, 1969, 1970, 1973) fazem referênia a esse trabalho i-
tando Daey (1965). Daey (1965) e Daey (1968) são o mesmo artigo. A diferença é que Daey
(1965) é uma Nota Ténia do Departamento de Geograa da Universidade de Northwestern e,
onsequentemente, sua publiação foi restrita.
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Daey (1968) ressaltou que a estatístia I
Moran
tem duas limitações importantes:
invariânia topológia e o fato de duas regiões só serem onsideradas vizinhas se esti-
verem siamente ligadas. Invariânia topológia é o fato da matriz de pesos espaiais
não agregar nenhuma informação sobre o tamanho ou sobre o formato das regiões.
Ela também não agrega nenhuma informação sobre omo elas estão interligadas, por
exemplo, se a estrada que liga dois muniípios é asfaltada ou não.
Essa limitação pode ser ilustrada da seguinte maneira: primeiramente onsidere
um sistema dividido em n regiões não sobrepostas denominado R0. Esse sistema tem
uma matriz de onexão, ∆ = ‖δij‖, e um onjunto valores, xi, fazendo om que a
estatístia (1.7) atinja o valor I0. Sem mudar ‖δij‖ ou xi, é possível transformar R0
topologiamente a m de se produzir um novo sistema, R1, ompletamente diferente
do sistema anterior, porém, I1 = I0. A Figura 1.2 exemplia três sistemas que
apresentam essa limitação.
Figura 1.2: Três sistemas om a mesma estrutura de vizinhos
































nela ai é a área da região i e bij é número de ligações entre as regiões i e j. Logia-
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mente, em deorrênia de δii = 0, tem-se também bii = 0 ∀ i = 1, ..., n.
A segunda limitação é representada pelo fato de que a estatístia I
Moran
mensura
apenas a autoorrelação espaial entre os primeiros vizinhos mais próximos. Ela não
determina omo a função de autoorrelação deai ao longo do espaço. Para superar
tal limitação, Daey (1968) propõe a utilização de mais vizinhos, por exemplo, os
segundos vizinhos mais próximos. Ela dene que as regiões i e k são segundos vizinhos
mais próximos se suas fronteiras não tiverem interseção em omum, ontudo, existe
um região j que é interligada om i e k.
Os momentos de (1.5) foram obtidos por Moran (1950) apenas para metodolo-
gia rook, em um sistema regular e sob a suposição de que a variável aleatória xi é
normalmente distribuída. Daey (1968) generalizou os resultados obtidos por Moran
para sistemas irregulares ao utilizar o artifíio da matriz de proximidade binária a




pela diuldade de fazer qualquer suposição sobre as distribuição de ai e bij .
Cli e Ord (1969), objetivando superar a segunda limitação ressaltada por Daey
(1968), propõem que, ao invés de uma matriz de proximidade binária, fosse utilizada
um matriz de proximidade generalizada. Isso signia que se pode denir ωij = 1
mesmo que i e j não sejam siamente interligados porém, por suposições iniiais,
julga-se que i e j exerem dependênias entre si. Tal generalização viabiliza a inlusão
da segunda, tereira ou quarta lasse de vizinhos mais próximos e permite ainda
analisar dados sem fazer qualquer tipo de armação sobre a distribuição dos dados,
bem omo a análise de dados nominais e ordinais.
Cli e Ord (1969) enuniaram a problemátia supondo um espaço de duas ou mais



















j=1 para i 6= j e W =
∑
(2) ωij .
Suponha que seja denido que a interação entre duas regiões dependa da distânia,
dij , entre os seus entros geográos e a da porentagem de união das suas fronteiras,
qi(j). Assim, pode-se também denir ωij = g [dij, qi(j)] em que g (·) é uma função
qualquer. Raramente nessa situação ωij = ωji, ontudo isso não representa problema.
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É muito omum a utilização da matriz de proximidade na sua forma padronizada.
Existe uma onesso na literatura de que a padronização deve ser feita em relação à









wij∗ = 1 i = 1, · · · , n (1.10)
om j ∈ J(i) o onjunto das regiões vizinhas à região i. Além do que, Ord (1975)
disute que, para a autoorrelação espaial ter uma interpretação natural, ou seja,
r
Cliff
< 1, é neessário que
∑
ωij = 1 seja essa soma sobre i ou sobre j.
Além de disutir sobre todas as vantagens de (1.9), Cli e Ord (1969) apresentaram
uma limitação importante dessa estatístia. Ela só pertenerá ao intervalo de [−1,+1]
se, e somente se,




















A demonstração desse resultado se enontra no Apêndie C. Nessas situações, Cli
e Ord (1981) apresentam que r˜ promove uma estimativa de melhor interpretação, já







Cli e Ord (1970) denem o problema de autoorrelação espaial e exemplia
situações nas quais ela pode ser empregada. Exemplos dessas situações são: determi-
nar a existênia de orrelação espaial entre os dados originais ou entre os resíduos
de uma regressão espaial; determinar se a relação entre as regiões muda ao longo do
tempo; ou ainda usar as medidas de assoiação para denir lusters. Cli e Ord (1970)
















om aij e bij são funções de ωij; fij e gij funções de zi e zj; e, zi = xi − x¯.







, Cli e Ord (1970) nalizam seu trabalho apliando
os oeientes de autoorrelação nas situações enuniadas iniialmente.
Cli e Ord (1971) estudam, via simulações de Monte Carlo, as diversas formas
da distribuição de probabilidade de r
Cliff
. A motivação provém do fato de que a
distribuição de r
Cliff
só apresenta uma aproximação razoável para a normalidade
quando n > 50 (Cli e Ord, 1969). Argumentam que existem quatro fatores que
afetam a forma da distribuição de probabilidade. São elas:
• {A/n} : o número médio de ligações em ada região;
• {W} : a matriz de proximidade;
• A distribuição da variável {xi};
• O tamanho do sistema {n}.
Nas simulações, Cli e Ord (1971) mantém três dos quatro fatores supraitados
xos e varia o quarto de modo a determinar o efeito que ele exere sobre a distribuição
de probabilidade de r
Cliff
. Em ada uma das quatro situações, a simulação onsiste
em: (i) permutar aleatoriamente os valores de xi nas regiões do sistema, (ii) alular
o valor de r
Cliff
e (iii) repetir os passos (i)− (ii) t vezes om o objetivo de onstruir
uma distribuição de frequênia de r
Cliff
.
Ao nal, Cli e Ord (1971) apresentam uma regra empíria para que a distri-
buição de r
Cliff
se aproxime da normalidade. Sua intenção é que, ao apliar o teste
de hipótese, o pesquisador tenha erteza de que o nível de signiânia está sendo
respeitado.
Cli e Ord (1973) apresentam o índie de Moran em sua forma matriial. Seja
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x
′ = (x1, · · · , xn) e z′ = (z1, · · · , zn) denidos de maneira que





om In sendo matriz identidade de dimensão n e 1
′ = (1, · · · , 1) sendo um vetor de







no qual W = ‖wij‖ é a matriz de proximidade padronizada, ou seja,
∑
(2) wij = n.
Cli e Ord (1973) generalizam os resultados de Moran (1947) e Daey (1968) para
variáveis binárias. Para tanto, Cli e Ord (1973) reesreveram BB e BW, equações












W (1− z) (1.18)
Como um dos objetivos da autoorrelação é mensurar se a oorrênia de um
determinado fenmeno, em uma região, inuenia para mais (ou para menos) sua
oorrênia em regiões vizinhas, Cli e Ord (1973) deni o índie de Moran, para






r (n− r)1′W1 +
r1′W1
n− r (1.19)
om r = z′1.
Cli e Ord (1975) realizaram simulações para estudar a distribuição amostral da
estatístia (x¯1 − x¯2) / (σ̂x¯1−x¯2) quando X1 e X2 forem autoorrelaionados pelas quan-
tidades ρ1 e ρ2, respetivamente, através dos primeiros vizinhos mais próximos em
quadrados regulares de vários tamanhos. O objetivo prinipal dos autores é testar se
as médias dessas duas populações difereniam entre si. Cli e Ord (1975) onsidera-
ram apenas populações normalmente distribuídas om variânias idêntias.
A diferença da abordagem supraitada para o onvenional teste t−Student é a
presença de autoorrelação espaial em X1 e em X2. Uma maneira de soluioná-la
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é tentar remover a autoorrelação de ambas populações, om posterior apliação do
método onvenional de análise. A diuldade é que isso não é eiente. Assim, para
essas situações Cli e Ord (1975) propõem uma alteração no teste t.
A relevânia do trabalho de Cli e Ord (1975) para o presente estudo oorre
porque a estatístia do teste proposto depende das estimativas de ρ1 e ρ2. Desse
modo, mesmo sendo um estimador viesado e não onsistente, o autor usa a equação
(1.13) para estimá-los.
De forma a aumentar os eslareimentos do viés do estimador utilizado, Cli e Ord
(1975) realizaram outro experimento. Primeiramente eles riaram uma variável X
obedeendo a equação (1.20), om ρ onheido e alularam r˜
Cliff
através da equação
(1.13). Cli e Ord (1975) repetem esse experimento 600 vezes em 4 tamanhos de





wijXj + ǫi (1.20)
Fazendo isso, sutilmente Cli e Ord (1975) apresentarm outra utilidade para o
trabalho de (Cli e Ord, 1969): o uso da equação (1.13) para orrigir o índie de
Moran. Entretanto, omo esse não era o objetivo do seu trabalho, tal orreção aaba
passando desperebida, não estando presente em diversos livros de estatístia espaial
(Anselin, 1988; Anselin e Florax, 2004; Gaetan e Guyon, 2010; Bivand e Pebesma,
2013).
Para nalizar, Cli e Ord (1975) mostraram que o teste proposto pode ser apli-
ado aso o tamanho amostral de ada uma das duas populações for de pelo menos
25 observações. Essa última simulação teve apenas o intuito de fundamentar sua
metodologia; nenhuma disussão sobre a apliação do índie de Moran em pequenas
amostras foi feita.
Kooijman (1976), por sua vez, usa a ideia de orrelograma, denida por Kendall
(1976) no estudo de séries temporais, para denir um oeiente de autoorrelação
espaial maximizado. A partir de uma espeiação iniial de W, sua proposta se
baseia em maximizar I em função dos oeientes da matriz de proximidade.
Kooijman (1976) ategoriza as distânias dij do sistema em k lasses, denominadas
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das estimativas de autoorrelação, r˜
b
3× 3 5× 5 7× 7 10× 10
-0.9 -0.72 -0.81 -0.83 -0.86
-0.5 -0.52 -0.49 -0.47 -0.48
0.0 -0.26 -0.06 -0.03 0.00
0.5 0.00 0.34 0.42 0.47
0.9 0.05 0.61 0.76 0.83
a
Cada média é baseada em 600 simulações
b
Nos álulos foi utilizado a estatístia r
Cliff
ck, usando uma função S(·). Dene ak =
∑
dij∈ck
zizj onde o somatório é tomado ao
longo dos nk pares distintos. Finalmente, maximiza z
′



































Para se obter os oeientes de W que geram I
Kooijman





n2 − n− 1






n + n (n− 1) I
Kooijman
(1.22)
de Jong et al. (1984) realizaram uma disussão sobre os valores extremos do índie
de Moran. Eles araterizam qualquer sistema omo um grafo ou uma network, ou
seja, representam as regiões por pontos e as relações de vizinhança por linhas. de Jong
et al. (1984) lançam mão do índie em sua forma matriial, equação (1.16); ontudo,















Para ahar os valores extremos da equação (1.23), de Jong et al. (1984) iniiam
sua disussão a partir dos resultados do Teorema 1.2.1 (Bellman, 1970).
Teorema 1.2.1 (Courant-Fisher). Seja T uma matriz n × n simétria om os au-
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tovalores λ1 > λ2 > · · · > λn. Então




















Se ∆ for simétria, valem os resultados do Teorema 1.2.1. Contudo, se ∆ for
assimétria, deve-se denir a matriz S = (∆+∆′) /2. Os valores extremos passarão
a ser o maior e o menor autovalores da matriz S.
Em geral, os autovetores de ∆ não satisfazem a ondição de serem ortogonais
ao vetor c. de Jong et al. (1984) om o objetivo de inorporar a ondição z
′
c = 0,
onsideraram a matriz C = cc′/N e deniram a matriz P = I −C, onde I é matriz
identidade.
Assim eles passaram a onsiderar a matriz simétria P∆P e, onsequentemente,
seus autovalores m1 > m2 > · · · > mn. É fáil notar, portanto, que tais valores








P∆Pz = (Pz)′∆ (Pz) = z′∆z (1.24)
Finalmente, apresentam-se os valores extremos da equação (1.23) utilizando os












de Jong et al. (1984) obtiveram seus resultados sem trazerem nenhum exemplo,
apliação prátia ou disussões aera da matriz de proximidade. Sua metodologia
se baseia apenas na matriz W; ontudo não a laro se ela pode ser apliada em
matrizes padronizadas ou em matrizes de distânia.
Getis e Ord (1992) apresentaram a estatístia G e a ompararam om o índie I
de Moran. A primeira diferença entre ambos índies é que, no primeiro, a variável X
não é entralizada, ao passo que no segundo, ela é. A segunda diferença diz respeito à
deniçãoW: ada elemento ωij(d) será diferente de zero se as regiões i e j estiverem
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Denominando I (d) omo o índie de Moran denindo a partir de uma W onde
ada elemento será 1 se as regiões i e j estiverem distantes entre si até no máximo
uma distânia d, as estatístias em questão podem ser esritas omo:
G (d) = K1
∑∑
ωijxixj
I (d) = K2
∑∑






(ωi· + ω·j)xi +K2x¯
2W (1.27)






Getis e Ord (1992) disutem que I (d) não deve ser usada quando d for muito
grande ou muito pequeno. Nessas situações, o teste de hipótese, sobre G (d), baseado
em uma aproximação da distribuição normal, torna-se inapropriado. G (d) também é
ineiente ao se estudar resíduos de uma regressão, por exemplo. Isso oorre pois a
variável X deve ser positiva.
Oden (1995) props uma modiação no índie de Moran para estudos nos quais
se deseja estudar se a taxa de oorrênia de um determinado evento, por exemplo
o número de asos de uma epidemia por mil habitantes, é orrelaionado om sua
posição. Sua motivação deorre do fato de que indivíduos presentes em regiões om
populações maiores estão mais expostos ao riso do que indivíduos presentes em








ij (ei − di) (ej − dj)− n
(
1− 2b¯)∑iM∗iiei − nb¯∑iM∗iidi
b¯
(
1− b¯) (x2∑ij M∗ijdidj − x∑iM∗iidi) (1.28)
nesse aso, ni representa o número de asos do evento em questão, n =
∑
ni, xi
orresponde à população que está exposta ao evento, sendo x =
∑
xi, b¯ = x/n,




didj. O termo Mij pode ser interpretado omo a
generalização da matrizW aeitando-se Mii 6= 0.
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Por meio de simulações, Oden (1995) apresenta que o teste de hipótese derivado
de I∗
Pop
é mais poderoso que o teste de hipótese sobre o índie de Moran quando os
tamanhos das populações expostas ao evento forem muito diferentes.
Assunção e Reis (1999) objetivaram omparar o índie I de Moran, o índie I∗
Pop
e
o índie proposto por eles, I
EBI
, em situações em que se deseja estudar taxas baseadas
em regiões om diferentes tamanhos de populações. Eles iniiam a disussão ar-
mando que, na problemátia em questão, existem três possibilidades de onguração
espaial: (A) taxas são onstantes no espaço, (B) taxas são heterogêneas, porém não
há orrelação espaial e (C) taxas são heterogêneas e orrelaionadas espaialmente.
Assunção e Reis (1999) argumentam que a prinipal desvantagem do teste derivado
de I∗
Pop
é que as hipóteses desse teste são H0 : A ontra H1 : B ∪ C. Já as hipóteses
do teste de Moran de são H0 : A ∪ B ontra H1 : C.
Assunção e Reis (1999), usando uma abordagem Bayesiana, propõem o índie I
EBI
.
O trabalho mostra que o teste de hipótese derivado desse índie é mais poderoso que
o teste I
Cliff
















Li e Calder (2007) disutem que, devido à simpliidade do índie de Moran, ele é
frequentemente utilizado na análise exploratória de dados georrefereniados. Porém,
o índie referido apresenta uma série de limitações que muitos desonheem. Am de
ilustrar algumas delas, Li e Calder (2007) omparam o resultado do índie em dados
simulados a partir do modelo da equação (1.20) e onluem que I
Cliff
só é um bom
estimador de ρ quando esse está próximo de zero.
Li e Calder (2007) propõem o índie I
APLE
omo uma alternativa para o índie I
de Moran. Eles nomearam o índie de APLE por se tratar de uma aproximação do
estimador de máxima verossimilhança de ρ que, omo apresentado por Ord (1975),
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′ [(W +W′) /2]Z
Z′ (W′W + λ′λI/n)Z
(1.30)
sendoW padronizada pela linha, e λ um vetor om todos os autovalores dessa matriz.
Li e Calder (2007) nalizam o trabalho mostrando que I
APLE
é um bom estimador
para ρ, atingindo valores próximos aos valores do estimador de máxima verossimi-
lhança.
Jakson e Huang (2010) propõem uma modiação no índie de Moran inluindo
informação sobre a matriz W no denominador do seu índie. Via simulações, eles
onluíram que o poder do teste de hipótese do seu índie é maior que os poderes do




. A desvantagem de I
Jakson






(2) ωij(yi − y¯)(yj − y¯)∑
i≤i<j<N ωij(yi − yj)2
(1.31)
Objetivando eslareer o intervalo do I
Jakson
, realizaram-se as mesmas simulações
apresentadas na Introdução. Os resultados estão presentes na Tabela 1.2. O que
se pode onluir é que, em pratiamente todos os asos, o índie não pertene ao
intervalo −1 e +1. Consequentemente, sua interpretação não é trivial.




3× 3 9 rook 1.4815
queen 0.3619
7× 7 49 rook 14.6939
queen 6.3786
10× 10 100 rook 31.68
queen 14.082
14× 14 196 rook 63.6735
queen 28.5216
Chen (2013) iniia seu trabalho armando que a fórmula para o índie de Moran é
ompliada e propõe uma reonstrução para ela. Primeiramente, padroniza a variável
X ao invés de apenas entralizá-la, ou seja, z = (x − µ)/σ. Depois, ele dene três
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propriedades paraW: (i) ela deve ser simétria; (ii) sua diagonal deve ser zero e (iii)




j=1 ωij = 1. Contudo, para que o resultado
seja igual ao resultado da equação (1.16), deve-se padronizar W pela linha e depois




Além do formato da equação (1.32), Chen (2013) apresenta outras três maneiras




O oeiente de autoorrelação espaial fornee um ponto de partida para qual-
quer tipo de análise envolvendo dados georrefereniados. Esse indiador é útil em
diversas situações omo: determinar a existênia de orrelação espaial em um sis-
tema bidimensional; determinar se essa orrelação muda ao longo do tempo; ou ainda,
ser usado para agrupar os dados em lusters.
Devido às araterístias gerais e intrínseas do índie I de Moran, entender a
dinâmia dos seus valores extremos se torna uma tarefa fundamental. Por exemplo,
é extremamente simples interpretar o oeiente de Pearson, vide equação (1), ao
se estudar a orrelação linear entre duas variáveis. Entretanto, o mesmo não oorre
quando utiliza-se o índie de Moran para mensurar autoorrelação espaial, omo
pode ser visto nas Figuras 5 e 6.
Inexiste na literatura um trabalho que elena todas as apresentações do índie
de Moran, ou ainda um que relaiona o índie de Moran, a quantidade de dados
observados e seus valores extremos. Publiações reentes, omo os trabalhos de Chen
(2013) e Jakson e Huang (2010), revelam que não existe um onsenso sobre o tema




Esse apítulo objetiva apresentar uma disussão sobre omo se deve denir a
matriz de proximidade e omo ela interfere diretamente nos valores extremos do índie
I de Moran. Para tanto, primeiramente serão apresentados os artigos mais relevantes
que tratam sobre esse tema. Depois, será disutido o tipo de padronização de W,
nalizando om a apresentação de um exemplo utilizandoW em diferentes formatos.
O objetivo é analisar sua inuênia sobre os valores do índie de Moran.
2.1 Revisão Bibliográa
Como foi apresentado na Introdução, o índie de Moran em sua forma original
não apresentava uma matriz de proximidade. Informação sobre a matriz W só foi
introduzida a partir dos trabalhos de Daey (1968) e Cli (1969). A motivação desses
trabalhos foi generalizar o I
Original
para sistemas irregulares.
Arora e Brown (1977) apresentaram que o oneito da matriz W já estava pre-
sente no estudo de séries temporais. Por isso, para se entender a problemátia de
autoorrelação espaial, primeiramente é preiso se familiarizar om o oneito de
autoorrelação em séries temporais. Assim, supondo a problemátia em que os er-
ros de uma regressão linear são autoorrelaionados om o tempo, tem-se o modelo
autorregressivo temporal
ǫ = ρWǫ+ u (2.1)
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em que ǫ e u são vetores de erros de dimensão T × 1, W é a matriz de pesos T × T
e |ρ| < 1.
Em séries temporais, normalmente adota-se que erros de uma regressão seguem
proessos de Markov de primeira ou de segunda ordem (Fuller, 1996). Para proessos
de primeira ordem, W é espeiada omo
W =

0 0 0 · · · 0 0
1 0 0 · · · 0 0
















0 0 0 · · · 1 0

(2.2)
Contudo, omo observado por Whittle (1954), ao ontrário do que oorre om a
matriz apresentada em (2.2), a dependênia de dados espaiais é multi-dimensional.
Isso torna a análise espaial muito mais omplexa.
Arora e Brown (1977) apresentaram quatro métodos para estimar W a partir da
variável xi. Contudo, sua abordagem requer que se onheça xi durante vários períodos
de tempo e que, em ada um desses períodos, as observações sejam normalmente
distribuídas.
Anselin (1988) disute que a denição da matrizW é parte fundamental de qual-
quer modelagem espaial. É a matriz de proximidade que expressa a dependênia
espaial entre as regiões. Logo, a esolha dos pesos de W deve ser feita om autela
para se evitar orrelação espúria (Arora e Brown, 1977; Anselin, 1988; Grith, 2003).
O exemplo da Figura 2.3 mostra que, simplesmente alterando W, onsegue-se obter
desde uma orrelação positiva forte até uma orrelação negativa fraa.
Grith (1996) props algumas dias para se espeiar W:
• É melhor usar uma matriz om pesos razoáveis do que assumir a independênia
entre as regiões. Grith (1996) argumenta que os melhores resultados são
obtidos quando a distânia é levada em onsideração. Isso porque a distânia
ilustra o deaimento das relações entre as regiões. O mesmo não oorre quando
se adota um matriz de proximidade binária;
• Em regiões sem fronteiras espeías, por exemplo o pasto de uma fazenda,
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é melhor partiioná-lo usando subregiões regulares quadrátias ou hexagonais.
Grith (1996) argumenta que subregiões om menos de quatro ou om mais de
seis vizinhos não ontextualiza muito bem a problemátia;
• É razoável ter um número relativamente grande de regiões dentro do sistema.
Grith (1996) disute que, em deorrênia da lei dos grandes números, é inte-
ressante ter um n > 60.
• Em geral, é preferível usar um número menor de vizinhos. Grith (1996)
argumenta que a superespeiação das vizinhanças, por exemplo vizinhos de
tereiro ou quarto grau, reduz o poder do teste e não arateriza muito bem a
questão proposta.
Getis e Aldstadt (2004) listam doze maneiras diferentes de se espeiar a matriz
de proximidade. Já Getis (2007) apresenta que, dessas doze, utiliza-se basiamente
quatro metodologias: (i) matriz binária (ωij = 1 se as regiões exererem inuênia
em si e ωij = 0 aso ontrário); (ii) matriz do deaimento da distânia (1/d
α
ij);
(iii) matriz representando as fronteiras omuns entre as regiões (s/p sendo s é o
número de fronteiras omuns e p o perímetro dessas interseções); (iv) matriz om as
estatístias loais de autoorrelação espaial (Gi ou Ii). Essa última metodologia foi
apresentada por Getis e Aldstadt (2004) e sua utilização é reomendada em sistemas
que apresentam lusters.
Logiamente, a espeiação de W dependerá do estudo em questão. Dado seu
onheimento a priori, o pesquisador pode esolher qualquer função g(·) para denir
os pesos deW. Por exemplo, Silva e Yamashita (2007) os deniu utilizando o tempo
médio gasto para ir do muniípio i ao muniípio j através das rodovias que interligam
essas regiões.
Getis (2009) disute que ideologiamente existem três maneiras de se denir W:
(i) a teória; (ii) a topológia e (iii) a empíria. A teória implia que os pesos de
W são exógenos a qualquer sistema e baseiam-se em uma estrutura pré-onebida,
geralmente baseada na distânia entre os entroides. A topológia surgiu da nees-
sidade de desrever, da maneira mais realista possível, o formato do sistema. Nessa
perspetiva, W apresenta informações omo o número de vizinhos mais próximos, a
proporção de perímetro em omum e a área de ada região. A forma empíria é a
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ideologia mais versátil. Nela está presente a abordagem de Arora e Brown (1977) e
situações nas quais o pesquisador destaa as araterístias de ada vizinhança da
maneira que ele julgar mais relevante.
2.2 Tipos de Padronização
Há um onsenso na literatura aera de W ser padronizada pela linha (Cli e
Ord, 1981; Anselin, 1988). A únia exeção oorre em Tiefelsdorf e Grith (1999),
o qual defende que a padronização deve ser global. Argumenta que a padronização
pela linha fornee pesos maiores a regiões om pouos vizinhos. Já a padronização
global dá enfase justamente às regiões om mais vizinhos.
Pela denição, suponha que∆ = ‖δij‖ seja a matriz não-padronizada eW = ‖ωij‖














Inexiste na literatura o fato que, se a matriz ∆ for simétria, ou seja, δij = δji, o
índie de Moran em sua forma lássia, equação (8), apresenta os mesmos resultados
quando ∆ for padronizada pela linha ou pela oluna.
Para demonstrar esse fato, basta mostrar que os numeradores em ambas as pa-
dronizações são iguais, uma vez que o denominador do índie de Moran, equação (8),

































1 = n (2.5)






















Sem perda de generalidades, pela denição do índie I de Moran, a variável zi






ziδijzj = z1δ12z2 + · · ·+ z1δ1,n−1zn−1 + z1δ1nzn+ (2.7)
+ z2δ21z1 + · · ·+ z2δ2,n−1zn−1 + z2δ2nzn + · · ·+
+ zn−1δn−1,1z1 + zn−1δn−1,2z2 + · · ·+ zn−1δn−1,nzn+
+ znδn1z1 + znδn2z2 + · · ·+ znδn,n−1zn−1
É fáil notar que ada par g e h aparee duas vezes, a primeira omo zgδghzh e
a segunda omo zhδhgzg. Note que g 6= h e ada um assume valores entre 1, · · · , n.













δg1 + · · ·+ δgn +
δhg





δ1g + · · ·+ δng +
δgh











Note que a segunda igualdade só é possível porque ∆ é simétria.
2.3 Exemplo
Essa seção apresenta omo a matrizW pode inueniar o índie I de Moran. Os
Capítulos 03 e 04 já inluem muitas simulações utilizando sistemas regulares om as
metodologias de vizinhança queen e rook. Por esse motivo, será abordado um exemplo
envolvendo um sistema irregular.
Geralmente, em sistemas irregulares, omo as mesorregiões do Estado de São
Paulo, não há diferença entre as metodologias queen e rook, omo pode ser visto na
Figura 1.1. Contudo, podem existir alguns exemplos que apresentam diferença, omo
é o aso da região de Columbus, apital de Ohio, EUA (Figuras 2.1 e 2.2). Entretanto,





= 0.523. Para mais detalhes veja Tabela 4.4 do Capítulo 04.
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Figura 2.1: Vizinhanças queen na re-
gião de Columbus, EUA
Figura 2.2: Vizinhanças rook na re-
gião de Columbus, EUA
O exeríio dessa seção se baseou em alular o índie I de Moran para os dados
simulados da Figura 2.3, utilizando seis tipos de matrizes W: (i) rook, (ii) queen,
(iii) inverso da distânia entre os entróides das regiões (d−1ij ), (iv) d
−2
ij , (v) d
−5
ij e (vi)
variograma gaussiano. Optou-se por essas esolhas a m de reproduzir a disussão
de Getis e Aldstadt (2004). Os resultados enontram-se na Tabela 2.1.
Figura 2.3: Mesorregiões do Estado de São Paulo
Como era de se esperar, o índie de Moran obteve os mesmos valores quando




= 0.62. Quando utiliza-se d−5ij ,
quanto maior for a distânia entre as regiões, mais próximo d−5ij estará de 0. Assim,
nesse exemplo, W se assemelha a estrutura queen, Id−5ij = 0.63.
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A título de ilustração, realizou-se um exeríio diminuindo ainda mais o valor
do expoente de dαij . O interessante é que os resultados onvergem. A partir de
erto ponto, independente do quanto se diminua α, os valores do índie não mudam
onsideravelmente: Id−10ij = 0.701, Id
−15
ij




Na prátia, isso oorre por ausa da padronização de W. Para ada região, a
diminuição do expoente de dαij faz om que o menor dij produza um valor propor-
ionalmente muito maior que todos os outros dij . Assim, todas as matrizes W do
parágrafo aima são basiamente as mesmas. Elas dizem que ada região interage
apenas om a região mais próxima a ela.










0.6271 0.6271 0.1813 0.3875 0.6305 0.7125 -0.1114
dij: distânia eulidiana entre os entroides das regiões
Todavia, os resultados mais impressionantes oorrem quando utiliza-se d−1ij e d
−2
ij .
Ambas metodologias são largamente utilizadas por estarem presentes em várias equa-
ções de modelos físios gravitaionais. Contudo, o índie atinge valores muito inferi-
ores aos expostos anteriormente, Id−1ij
= 0.18 e Id−2ij
= 0.38.
Para mostrar quão inuente é a matriz de proximidade, utilizou-se a função
g (dij) = 1 − exp
(−d2ij) para se denir os pesos de W. Para dij > 0, a função
g (·) assumirá valores entre 0 e 1. Quanto maior for dij, mais próxima essa função
será de uma unidade. Adotar uma W dessa maneira, signia dizer que uma região
interage mais om regiões mais afastadas. Assim, nessa situação, o índie atinge seu
valor mais destoante: Ig(dij) = −0.11.
Simplesmente mudando W, onsegui-se obter valores bastantes disrepantes. O
valor mais alto oorreu quando utilizou-se uma matriz om o deaimento da distânia
Id−30ij
= 0.71. Já o valor mais baixo oorreu quando utilizou-se um variograma gaus-
siano Ig(dij) = −0.11. Note que a ínterpretação da autoorrelação espaial forneida
pelo índie de Moran mudou de positiva forte para negativa fraa.
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2.4 Tópios Conlusivos
A espeiação de W dependerá do estudo em questão. O pesquisador, dado
seu onheimento a priori, pode esolher qualquer função g(·) de modo a se denir
os pesos de W. Todavia, tal esolha deve ser feita om autela para que se evite
orrelação espúria.
Se a matriz de proximidade ∆ for simétria, o índie de Moran apresenta os




Índie de Moran Modiado
Esse apítulo está dividido em três seções e apresenta os resultados obtidos na
presente pesquisa. A primeira seção propoe uma modiação no índie I de Moran
introduzindo no oeiente de orrelação de Pearson o oneito de modelagem espaial
autoregressiva de primeira ordem. A segunda trás um disussão sobre os valores




, bem omo uma demonstração da dependênia
do índie de Moran om a quantidade de dados observados. A tereira apresenta
um primeiro exeríio a m de se estudar a distribuição de probabilidade do índie
proposto.
3.1 Proposta
Como apresentado na Introdução do presente trabalho, Grith (2003) expõe uma
simples expliação de omo deduzir o índie de Moran a partir do oeiente de
orrelação de Pearson. Basiamente, Grith (2003) aponta que deve-se substituir,
no numerador do oeiente de Pearson, os yi pelos vizinhos de xi. Contudo, não
traz nenhuma disussão sobre o que deve ser feito no denominador da equação (1).
Apenas dene que o denominador passa a ser igual à variânia da variável X .
Para aumentar os eslareimentos, ainda na introdução deste trabalho, foi apre-
sentado que o oeiente de orrelação linear de Pearson será, em módulo, igual a 1
toda vez que as variáveis X e Y obedeerem à expressão Y = α + βX , om β 6= 0.





i=1 (xi − x¯) (yi − y¯)[∑n
i=1 (xi − x¯)2
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i=1 (xi − x¯)2∑n
i=1 (xi − x¯)2
= 1
Ord (1975) foi um dos primeiros a estudar métodos de estimação para modelos
que tentam desrever a interação entre as variáveis e suas posições no espaço. Na
époa, sua motivação se baseou na diuldade de se maximizar a função de máxima
verossimilhança devido às dimensões da matrizW. LeSage e Pae (2009) apresentam
uma solução para essa problemátia utilizando a função log-verossimilhança e os au-
tovalores deW. Em ambos estudos, um dos modelos estudados foi o modelo espaial
autoregressivo de primeira ordem
Xi = α + β
∑
j
ωijXj + ǫi i = 1, · · · , n (3.2)
sendo j ∈ J(i) o onjunto das regiões vizinhas à região i; α e β os parâmetros a serem






Figura 3.1: Exemplo de um sistema 2× 2
O objetivo do referido modelo é estimar o valor da variável Xi por meio de uma
ombinação linear das variáveis vizinhas à região i. Logo, supondo a metodologia
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queen, a estimativa do valor da variável na região 1, na Figura 3.1, é
x̂1 = 3α̂ + β̂ (ω12x2 + ω13x3 + ω14x4) (3.3)
Analogamente, se as variáveis obedeerem exatamente à expressão (3.2), ou seja,
se ǫi = 0 ∀ i = 1, · · · , n, e se for adotada tal relação espaial ao invés da relação linear
na equação (3.1), ter-se-á
ρ =
∑n




























De maneira a failitar a apresentação dos álulos, a média amostral das estima-













































Assim, para que o resultado da equação (3.5) seja igual a α + βx¯, é neessário
adotar
∑
j ωjξ = 1 ∀ ξ = 1, · · · , n. Ou seja, a matriz de proximidade deve ser
padronizada em relação à oluna.
Para aumentar os eslareimentos, sobre o aspeto disutido, será alulada a
média dos valores esperados do modelo espaial autorregressivo apliado no sistema
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da Figura 3.1, adotando uma matriz de proximidade padronizada na oluna.
nx¯ = [α + β (ω12x2 + ω13x3 + ω14x4)] + [α + β (ω21x1 + ω23x3 + ω24x4)] +
+ [α + β (ω31x1 + ω32x2 + ω34x4)] + [α+ β (ω41x1 + ω42x2 + ω43x3)]
nx¯ = nα + βx1 (ω21 + ω31 + ω41) + βx2 (ω12 + ω32 + ω42)+





β (x1 + x2 + x3 + x4)
n
= α + βx¯ (3.6)
Finalmente, substituindo o resultado de (3.5) na equação (3.4) tem-se
ρ =
∑n




j ωijxj − α− βx¯
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[∑n











i=1 [xi − x¯]
[∑
j ωijxj − x¯
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[∑n










i=1 [xi − x¯]
[∑
j ωijxj − x¯
]
[∑n




j ωijxj − x¯
)2]1/2 (3.7)
Retornando à disussão de Grith (2003), o resultado da equação (3.7) mostra
que, para se deduzir um oeiente de autoorrelação espaial a partir do oeiente
de orrelação de Pearson, deve-se substituir, tanto no numerador quanto no denomi-
nador, os yi pelos vizinhos de xi.
A partir de tudo o que foi apresentado, hega-se à onlusão de seis tópios pri-
mordiais:
• o índie I
Proposto
, denido na equação (3.7), pode-se ser utilizado para se men-
surar a autoorrelação espaial em um sistema bidimensional, uma vez que ele
mensura a orrelação entre os vetores x e Wx;
• a matriz de proximidade deve ser padronizada em relação à oluna de modo que
os vetores x e Wx apresentem a mesma média amostral;
• I
Proposto
mensura a relação entre o valor da variável na região i om a apaidade
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de esse valor ser previsto pelo do modelo autorregressivo espaial. Ou seja, se
xi =
∑
j ωijxj ∀ ξ = 1, · · · , n então IProposto = 1;
• I
Proposto
é invariante om alterações de esala (Yi = bXi produz os mesmos
resultados que Xi). Entretanto, não é invariante om alterações de loalização
(Yi = a +Xi produz os resultados diferentes de Xi);
• Como I
Proposto
é derivado do oeiente de orrelação de Pearson, ele também
varia entre −1 e +1. A demonstração é idêntia à apresentada no Apêndie A.
• r˜
Cliff
produzirá o mesmo resultado que o I
Proposto
quando: (i) a variável x apre-
sentar média zero, por exemplo quando se estiver analisando resíduos de uma
regressão; (ii) no alulo de r˜
Cliff
, a matriz W também deve ser padronizada
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O tereiro resultado apresentado na seção anterior arma que se xi =
∑
j ωijxj ∀
ξ = 1, · · · , n, então I
Proposto
= 1. Nessas situações, o modelo espaial autorregressivo
está expliando perfeitamente o arranjo espaial dos dados.
A título de ilustração, suponha uma situação em que a variável x apresenta média
nula. Logiamente, tem-se que a soma dos elementos do vetor x será igual a zero
x1 + x2 + x3 + · · ·+ xn = 0 (3.9)
Da equação (3.9) infere-se que a soma de todos os elementos, exeto do elemento
xξ ∀ ξ = 1, · · · , n, será igual a −xξ. Por exemplo, para ξ = 1
(0) x1 + (1)x2 + (1)x3 + · · ·+ (1)xn = (−1)x1 (3.10)
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0 1 1 · · · 1 1
1 0 1 · · · 1 1
















1 1 1 · · · 1 0

(3.11)
Essa matriz vai ontra a Primeira Lei da Geograa, a qual revela que: tudo está
relaionado om tudo, mas as oisas mais próximas estão mais relaionadas entre si
que as oisas mais distantes (Tobler, 1979).
Note que uma matriz de proximidade nesse formato não traz nenhuma informação
sobre a distribuição espaial dos dados. Note também que essa matriz implia que,
independentemente dos dados observados, −x = Wx. Logiamente, espera-se obter
I
Proposto





apliandoW no formato (3.11). Em ada iteração, preenhe-se o
vetor x om valores aleatórios normalmente distribuidos.
Tabela 3.1: Média
a
do resultados do índie de Moran e do índie Proposto quando se









3× 3 9 -0.1250 -1
5× 5 25 -0.0416 -1
7× 7 49 -0.0208 -1
10× 10 100 -0.0101 -1
a
Média é baseada em 100 simulações
Como era de se esperar, os resultados em ada uma das 100 simulações foram
os mesmos. Utilizando uma matriz de proximidade ompleta, enquanto o valor do
I
Proposto
é sempre −1, o valor do índie de Moran é determinado pela padronização de
W. Cada linha da matriz tem n−1 observações unitárias. Note que os resultados do
I
Moran
são iguais aos valores de ada élula deW após ela ser padronizada em relação
a sua linha, 1/8 = 0.1250, 1/24 = 0.0416, 1/48 = 0.0208 e 1/99 = 0.0101. Note
também que para ter I
Proposto
= 1 basta usar a matriz (3.11) negativa.
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Para demonstrar a dependênia do I
Moran
om a quantidade de dados observados,
utilizar-se-á: (i) o índie em sua forma matriial, equação (1.16); (ii) uma matriz
de proximidade ompleta, equação (3.11), padronizada em relação às suas linhas.
Lembrando que o vetor de dados z, pela denição, tem média zero.
Expandindo o denominador de (1.16), tem-se que
z
′
z = z21 + z
2
2 + · · ·+ z2n (3.12)










z1 + z3 + · · ·+ zn
n− 1
)
+ · · ·+
+ zn−1
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Note que, em deorrênia de
∑
j zj = 0 para j = 1, · · · , n, em ada numerador de






(−z21 − z22 − · · · − z2n) (3.14)











3.2.1 Exemplos de Valor Extremo n = 9
Na seção anterior foi apresentada uma situação hipotétia e não-apliável de
quando o I
Proposto
atinge seu valor extremo. Nessa situação, o mesmo não aon-
tee om o I
Moran
, onrmando apenas sua dependênia om a quantidade de dados
do sistema. A presente seção irá apresentar dois exemplos, utilizando a metodologia
de vizinhanças queen, em um sistema regular om pouas observações n = 9. Neles o
I
Proposto
atinge um valor bem próximo ao seu extremo.
O primeiro onjunto de dados objetivou simular uma análise desritiva na qual a
variável em questão apresenta média igual a zero, omo resíduos de uma regressão.
Esses dados estão presentes na Figura 3.2 e os resultados dos índies estão na primeira
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parte da Tabela 3.2. Como era de se esperar, o índie de Moran obteve o mesmo valor



















Valor máximo em Resíduos
Figura 3.2: Exemplo de valor ex-


















Figura 3.3: Exemplo de valor ex-
tremo em um sistema regular om
n = 9
A partir do deaimento das ores da Figura 3.2, infere-se que esse sistema apre-
senta uma autoorrelação espaial bastante alta. O índie proposto onsegue aptar
isso, atingindo o valor de 0.994. Já o índie de Moran, sem o fator de orreção pro-




Tabela 3.2: Comparação dos valores extremos do índie Proposto e o do índie de Moran
Figura





I 0.99435 0.35654 0.35654
max |r
Cliff




I 0.99999 -0.44 -0.44
max |r
Cliff





Tipo de padronização da matrizW
O segundo onjunto de dados, Figura 3.3, objetivou simular a utilização e a in-
terpretação do I
Proposto
omo um índie que mensura a autoorrelação espaial e
ompará-lo om o I
Moran
. Os resultados dos índies estão na segunda parte da Tabela
3.2.
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Note que esse sistema é um exemplo de deaimento perfeito. O valor máximo da
variável está situado no entro do sistema e, a ada nova vizinhança, esse valor muda
igualmente. Intuitivamente espera-se uma autoorrelação espaial muito próxima de
+1. Contudo, além do índie de Moran não atingir um valor próximo a esse, ele
fornee um valor negativo, I
Moran
= −0.44.
Já o índie proposto, além de atingir um valor muito próximo do intuitivo I
Proposto
=
0.9999, ele fornee uma expliação bastante simples do porque ele não é +1. Como
foi apresentado anteriormente, o índie proposto mensura a orrelação entre o vetor
x e a apaidade de um modelo espaial autorregressivo expliá-lo. Assim, omo
pode ser visto na equação (3.16), nessa problemátia o modeloWx explia quase que
perfeitamente x. Contudo, omo x 6=Wx, o índie proposto não atinge seu extremo.
x
′ = (155, 255, 155, 255, 405, 255, 155, 255, 155) (3.16)
Wx
′ = (152.6, 256, 152.6, 256, 410.7, 256, 152.6, 256, 152.6)
3.3 Distribuição de Probabilidade Empíria
Uma vez que os resultados do índie proposto foram bastante oerentes, realizou-
se, nessa seção, uma simulação que objetivou estudar sua distribuição de probabili-
dade e ompará-la om a distribuição do índie de Moran. O objetivo é propor um
novo teste de hipótese apaz de inferir a existênia de autoorrelação espaial.
Em um sistema 7×7, utilizando a metodologia queen, (i) gerou-se aleatoriamente
observações normalmente distribuidas om média 0 e desvio-padrão 1, (ii) distribuiu-





. Repetiu-se os passos (i)− (iii) 10.000.000 de vezes. A Figura
3.4 apresenta o histograma dos resultados do índie proposto enquanto que a Figura
3.5 apresenta os resultados do índie de Moran. Para ambos asos apresentou-se
também a urva da distribuição de normal ajustada aos dados.
Em ambos os asos, apliou-se o teste não-paramétrio de Shapiro-Wilk. O p-
valor do índie proposto foi 0.2501 enquanto que, para o índie de Moran, foi inferior
a 0.01. Logo, há indíios que a distribuição de probabilidade do índie proposto é
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Figura 3.4: Distribuição Empíria do Índie Proposto n = 49














Figura 3.5: Distribuição Empíria do Índie de Moran n = 49
normal.
Uma expliação para o resultado do teste de hipotese do índie de Moran ter sido
signiativo é o fato de se ter utilizando um sistema om apenas 49 observações. A
literatura apresenta que o índie de Moran obedee uma distribuição normal apenas
quando o número de observações é muito grande (Tiefelsdorf e Boots, 1995).
3.4 Tópios Conlusivos
O índie proposto mensura a relação entre o valor da variável na região i om a
apaidade de esse valor ser previsto através de uma ombinação linear dos valores
vizinhos à região i. Logiamente, quanto menor for o erro de estimação, mais o índie
proposto se aproximará de 1.
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A matriz de proximidade W deve ser padronizada em relação à oluna de forma
que os vetores x e Wx apresentem a mesma média, viabilizando sua omparação.
Há indíios que a distribuição de probabilidade do índie proposto seja normal
e que, provavelmente, essa onvergênia oorra mais rápido que a onvergênia da




Esse apítulo apresenta uma omparação da metodologia existente om a metodo-
logia que está sendo proposta. O objetivo é apliar o que foi desenvolvido em sistemas
om pouas observações, de modo a aumentar os eslareimentos. A primeira seção
apresenta uma disussão utilizando dados simulados, enquanto a segunda apresenta
duas apliações em dados reais. A primeira apliação foi responsável por despertar a
motivação para o presente trabalho. São dados referentes ao número total de roubos
resideniais e de veíulos por mil domiílios, no ano de 1980, em ada bairro de Co-
lumbus, apital de Ohio, Estados Unidos (Anselin, 1988). A segunda abrange dados
referentes ao número de títulos de mestrado onedidos no Brasil por Unidade da
Federação no ano de 2012 (GEOCAPES/MEC).
4.1 Dados Simulados
As simulações apresentadas a seguir pretendem ontinuar o exeríio apresentado
na Introdução, aumentar os eslareimentos aera das araterístias intrínseas do
índie I de Moran e testar o índie proposto. Objetivou-se entender a relação entre
os valores dos índies, o tipo de vizinhança e o número de vizinhos (urvas de nível)
geradas a partir da loalização do pio. Por exemplo, a Figura 4.1 apresenta 4 vi-
zinhanças. Calulou-se o valor do índie de Moran, o valor do índie proposto e a
quantidade de vizinhanças existentes em sistemas quadrátios regulares utilizando as























































Menor Número de Vizinhanças
Figura 4.1: Menor número de vizinhanças em um sistema 7× 7
3 × 3 (n = 9) até sistemas de tamanho 14 × 14 (n = 196). Os valores das regiões
xi foram gerados após a denição da loalidade do pio, repliando a metodologia da
Figura 6. Todas as etapas, desde a riação dos sistemas quadrátios até os resultados
das simulações, foram feitas usando o software R 3.1.2.
Tabela 4.1: Comparação entre o índie de Moran, o índie proposto e a quantidade de















1 7 0.8303 0.8718 13 0.9184 0.9249
2 7 0.8406 0.8787 12 0.9139 0.9493
3 7 0.8452 0.8727 11 0.8926 0.9413
4 7 0.8464 0.8715 10 0.8813 0.9491
9 6 0.8331 0.9076 11 0.9058 0.9787
10 6 0.8056 0.8973 10 0.8754 0.9723
11 6 0.7919 0.8873 9 0.8582 0.9797
16 6 0.8056 0.8973 10 0.8754 0.9723
17 5 0.7265 0.9185 9 0.8211 0.9610
18 5 0.6510 0.9110 8 0.7855 0.9687
23 6 0.7919 0.8873 9 0.8582 0.9797
24 5 0.6510 0.9110 8 0.7855 0.9687
25 4 0.5193 0.9497 7 0.7335 0.9770
As Tabelas 4.1, 4.2, 4.3 e D.1 apresentam os resultados das referidas simulações
para sistemas regulares om 49, 25, 9 e 196 regiões respetivamente. Os resultados
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do sistema 14× 14 estão presentes no Apêndie D. Optou-se pela referida alternativa
já que a Tabela D.1 apresenta um elevado número de linhas.
Em suma, para um número de observações pequeno ou médio, omo os sistema
3 × 3 e 5 × 5, o índie proposto atinge valores mais elevados e, onsequentemente,
mais oerentes que os valores de Moran. Na metodologia queen, o índie proposto
obtém valores maiores em situações om menor número de vizinhanças, omo é o aso
da Figura 4.1. Com o índie de Moran, nessa mesma metodologia oorre o ontrário:
obtêm-se valores maiores quando há maior número de vizinhanças. Quando utiliza-se
vizinhanças rook, esse padrão não se mantém.
Tabela 4.2: Comparação entre o índie de Moran, o índie proposto e a quantidade de















1 5 0.6850 0.7838 9 0.8400 0.8640
2 5 0.7019 0.8112 8 0.8110 0.9130
3 5 0.7046 0.8016 7 0.7719 0.9026
7 4 0.6359 0.8612 7 0.7474 0.9778
8 4 0.5215 0.8507 6 0.6642 0.9589
12 4 0.5215 0.8507 6 0.6642 0.9589
13 3 0.2283 0.8647 5 0.5095 0.9297
Quando são omparados os resultados das metodologias queen e rook, observa-
se um número maior de vizinhanças em sistemas rook. Outro fato interessante é que
nesses sistemas, os valores de ambos índies são signiativamente maiores do que seus
respetivos valores em sistemas queen. Por exemplo, em um sistema 5 × 5, quando
o pio situa-se na posição 7, obtém-se I
Moran
= 0.63 e I
Proposto
= 0.86 na metodologia
queen versus I
Moran
= 0.74 e I
Proposto
= 0.97 na metodologia rook.
Para um número grande de observações, por exemplo um sistema 14 × 14, os
valores do índie de Moran e do índie proposto são bastante semelhantes quando há
um número elevado de vizinhanças. Por exemplo, quando o pio loaliza-se na região
de número 1, existem 14 vizinhanças queen e 27 vizinhanças rook. Nessa situação,





= 0.948 na metodologia queen versus I
Moran
= 0.979 e I
Proposto
= 0.974 na
metodologia rook. Todavia, quando a posição do pio não gera muitas vizinhanças,
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omo oorre na região de número 91: os valores dos dados formam exatamente uma
pirâmide e geram 8 vizinhanças queen e 15 vizinhanças rook. Nessa situação, os
valores dos índies diferem entre si: I
Moran
= 0.855 e I
Proposto
= 0.989 na metodologia
queen versus I
Moran
= 0.932 e I
Proposto
= 0.993 na metodologia rook.
Tabela 4.3: Comparação entre o índie de Moran, o índie proposto e a quantidade de















1 3 0.2386 0.3896 5 0.5556 0.5524
2 3 0.2344 0.5408 4 0.4028 0.7510
5 2 -0.2667 0.7546 3 -0.1111 0.9615
Contudo, o grande destaque do índie denido no presente trabalho é perebido
quando o número de observações no sistema não é grande. No aso do sistema 3× 3,
os resultados do índie de Moran são muito baixos, om exeção do aso em que o pio
loaliza-se na região de número 1 e utiliza-se a metodologia rook. Nessa situação, os
valores dos dois índies são pratiamente os mesmos: I
Moran
= 0.555 e I
Proposto
= 0.552.
Um aspeto a ser ressaltado é que quando o pio se loaliza no entro do sistema,
mesmo existindo uma relação direta entre tais dados, o índie de Moran é negativo
em ambas metodologias. Situação semelhante à análise da Figura 3.3. Contudo,
nessas situações é justamente quando o índie proposto atinge valores mais elevados,
araterizando melhor o arranjo espaial dos dados.
Por m, realizou-se uma simulação a m de desobrir o tamanho do sistema para
o qual o valor máximo do índie de Moran seja aproximadamente igual ao máximo
do índie proposto.
Como visto anteriormente, ambos índies atingem valores mais altos quando utiliza-
se a metodologia rook. Em virtude disso, a onvergênia nessa situação é mais rápida
que a onvergênia da metodologia queen.
Na metodologia rook, em um sistema de lado 20× 20 (n = 400), ambos os índies
já ultrapassaram a asa de 0.99, I
Moran
= 0.9901 e I
Proposto
= 0.9968. Contudo, mesmo
utilizando um sistema 30× 30 (n = 900), o índie de Moran não onseguiu alançar
o valor do índie proposto, I
Moran
= 0.9965 e I
Proposto
= 0.9978.
Pela metodologia queen, enquanto que índie proposto ultrapassa a asa do 0.99
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Figura 4.2: Convergênia do valor
máximo do índie de Moran em rela-
ção ao tamanho do sistema utilizando
a metodologia queen





















Figura 4.3: Convergênia do valor
máximo do índie de Moran em rela-
ção ao tamanho do sistema utilizando
a metodologia rook
em um sistema 13 × 13 (na metodologia rook isso oorreu em um 12 × 12) o índie
de Moran só onsegue atingir esse patamar em um sistema 30× 30 (n = 900). Nessa
situação, os valores do índies são: I
Moran




4.2.1 Roubos por mil domiílios em Columbus em 1980
Anselin (1988) apresenta dados sobre o total de roubos resideniais e de veíulos
por mil domiílios em ada um dos 49 bairros de Columbus, apital de Ohio, EUA.
Essa apliação despertou a motivação para este trabalho, uma vez que é simples
notar que nos bairros mais ao entro de Columbus há muito mais roubos do que nos
bairros mais afastados, Figura 4.4. Essa dependênia é tão direta que lembra simu-
lações feitas anteriormente, omo a expressa na Figura 4.1. Contudo, Anselin (1988)
obteve apenas I
Moran
= 0.50, armando que o sistema apresenta uma dependênia
espaial moderada, sendo intuitivamente mais baixa que o esperado.
Quando alula-se o índie proposto e a orreção indiada por Cli e Ord (1969)
a tais dados, obtêm-se valores mais oerentes do que o indiado por Anselin (1988),
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Figura 4.4: Número total de roubos resideniais e de veíulos por mil domiílios, Co-
lumbus, 1980
0.69 e 0.68, respetivamente. Tal fator india uma importante e mais alta orrelação
espaial.
Tabela 4.4: Valores do Índie de Moran em relação a metodologia da matriz de proxi-
midade para o número total de roubos resideniais e de veíulos por mil domiílios em
ada bairro de Columbus, Ohio, 1980
I de Moran Queen Rook 1 / d2ij
∗
Convenional 0.5001 0.5236 0.3688
Cli (1969) 0.6837 0.7011 0.7327
Proposto 0.6910 0.6898 0.7579
∗
Distânia Eulidiana entre os entroides das regiões
É importante ressaltar, entretanto, que resultados mais expressivos oorrem quando
se utiliza umaW om o inverso do quadrado da distânia entre os entroides das re-
giões, Tabela 4.4. Como argumentado no Capítulo 2, em análises semelhantes a essa,
é mais reomendado a utilização de uma matriz de proximidade que inorpore in-
formação da distânia entre as regiões pois ela arateriza melhor o deaimento dos
dados.
Com essaW, o índie de Moran atinge apenas 0.36, não sendo um valor plausível
para os dados expostos. Já o índie proposto atinge 0.76, o que onrma que o número
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de roubos em Columbus depende onsideravelmente da loalidade do bairro. Assim,
quanto mais próximo ele for do entro, mais alto será o número de delitos.
4.2.2 Títulos de Mestrado no Brasil em 2012
A existênia de uma população eduada, om adequados níveis de qualiação
prossional, apaz de se ajustar aos permanentes avanços tenológios do proesso de
trabalho e dos bens e serviços em geral é ondição neessária para o desenvolvimento
do país, para sua ompetitividade e para a própria qualidade de vida de seus idadãos
(Viotti et al., 2012).
Figura 4.5: Número de títulos de Mestrado onedidos no Brasil por Unidade da Fede-
ração, 2012
Com o objetivo de identiar problemas ou neessidades e de orientar polítias
públias relativas à formação, ao treinamento, à absorção e ao emprego de reursos
humanos, o Centro de Gestão e Estudos Estratégios (CGEE) elabora desde 2010
estudos sobre a formação e o emprego de mestres e doutores titulados no Brasil.
Esses estudos naseram a partir da ooperação entre a Coordenação de Capaitação
de Pessoal de Ensino Superior (Capes), o Ministério da Eduação (MEC), o Ministério
do Trabalho e Emprego (MTE), o Ministério da Ciênia, Tenologia e Inovação e
Conselho Naional de Desenvolvimento Cientío e Tenológio (CNPq) (Viotti et al.,
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2012).
Essa seção objetiva estudar a relação espaial do número de títulos de mestrado
onedidos em 2012 por Unidade da Federação da Instituição de Ensino Superior.
Como era esperado, a UF om maior número de títulos é São Paulo 11.926 (25.3%),
seguida por Rio de Janeiro 5.921 (12, 6%) e Minas Gerais 4.925 (10, 4%). As UF's
om menor número de títulos são Amapá 61 (0, 12%), Are 48 (0, 10%) e Roraima 44
(0.09%). Todos os dados são apresentados na Figura 4.5 (CAPES/MEC, 2015). A
média e o desvio-padrão deles são 1.745, 7 e 2.572, 5, respetivamente.
Tabela 4.5: Valores do Índie de Moran em relação à metodologia da matriz de pro-
ximidade para o número de títulos de mestrado por Unidade da Federação do Brasil,
2012
I de Moran Queen Rook 1 / d2ij
∗
Convenional 0.3299 0.3299 0.1751
Cli (1969) 0.5485 0.5485 0.4272
Proposto 0.5375 0.5375 0.3826
∗
Distânia Eulidiana entre os entroides das regiões
Diferentemente do que aonteeu na apliação anterior, os dados de titulação
não apresentam um deaimento homogêneo. Pelo ontrário, são dados altamente
agregados. A região Sudeste sozinha é responsável por 48.3% das titulações. Quando
a metodologia queen é utilizada, obtém-se I
Moran
= 0.33 e I
Proposto
= 0.54. Novamente,
o índie de Moran apresenta um valor inferir ao índie proposto. Esse, por sua vez,
india uma orrelação espaial moderada entre os dados.
Um aspeto interessante é que, omo as fronteiras entres as Unidades das Fede-
rações brasileiras são mais assimétrias que as fronteiras de Columbus, não existem
diferenças entre se utilizar vizinhanças queen ou rook.
Como o Brasil é um país ontinental, mais uma vez é valido utilizar uma matriz
de proximidade que inorpore a distânia entre as regiões. Nesse aso, os valores são
bem inferiores aos da metodologia queen, I
Moran
= 0.16 e I
Proposto
= 0.38. Esse aspeto
termina por indiar orrelação espaial fraa. Que é um resultado mais plausível,





O oeiente de autoorrelação espaial fornee um ponto de partida para qualquer
análise que envolve dados georrefereniados. Devido a sua simpliidade, o índie I de
Moran é a estatístia mais famosa e largamente utilizada para esse m. Contudo, ela
apresenta uma série de limitações que muitos desonheem. Uma delas é sua relação
om a quantidade de dados observados (demonstrada nesse trabalho) fazendo om
que o I
Moran
não atinja valores extremos quando o número de observações do sistema
é pequeno.
Inexistia na literatura um trabalho que elena-se todas as apresentações do índie
de Moran. Muito menos um trabalho que apresenta-se omo o índie evoluiu da sua
primeira apresentação, equação (1.5), para sua forma atual, equação (8).
Também inexistia o fato que, se a matriz de proximidade∆ for simétria, o índie
de Moran apresenta os mesmos resultados, independente se ∆ for padronizada pela
linha ou pela oluna.
A proposta de modiação do índie I de Moran, introduzindo no oeiente de
orrelação de Pearson o oneito de modelagem espaial autorregressiva de primeira
ordem, se mostrou bastante oerente. Os resultados mais expressivos são perebidos
quando o sistema apresenta um número de observações pequeno ou médio. Isso é
uma onrmação do fato de que muitos trabalhos podem estar sub-representando a
verdadeira relação espaial entre os dados. Para sistemas om um número grande
de observações, o índie de Moran e o índie proposto forneem valores bastante
semelhantes.
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Uma vez que o índie proposto apresentou-se bastante oerente, realizou-se um
primeiro exeríio a m de se estudar sua distribuição de probabilidade. Esse exeríio
indiou a possibilidade dessa distribuição ser normal. A ontinuação desse trabalho
objetivará essa dedução algébria. A intenção é propor um novo teste de hipótese
apaz de inferir a existênia de autoorrelação espaial.
Outra proposta de trabalho futuro é generalizar os resultados aqui apresentados
para o índie C de Geary e o índie de Moran loal.
Uma limitação do presente trabalho foi o fato da grande maioria das simulações
inluirem apenas sistemas quadrátios regulares. Não foi feita uma busa exaustiva
em sistemas om outro formato, muito menos em sistemas irregulares, onde há maior
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Apêndie A
Valores Extremos do Coeiente de
Correlação de Pearson
Como foi apresentado na introdução do presente trabalho, na equação (1), a or-
relação entre as variáveis X e Y é denida por
ρ =
cov (X, Y )
σXσY
(A.1)
σX é o desvio padrão de X, σY é o desvio padrão de Y e cov (X, Y ) é a ovariânia
entre X e Y. Sabe-se, por denição, que a variânia de qualquer variável é sempre




































Var (Y ) +
2
σXσY
cov (X,Y) ≥ 0
1 + 1 +
2
σXσY






cov (X, Y )
σXσY
≥ −1


































cov (X, Y )
σXσY
≤ 1
Finalmente, a partir de (A.3) e (A.5)
−1 ≤ ρ ≤ 1 (A.6)
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Apêndie B
Valores Extremos da Autoorrelação
em Séries Temporais





ajakf (tk − tj) ≥ 0 (B.1)
aqui ai ∈ R para i = 1, · · · , n e ti − tj ∈ X para todo par ordenado (i, j).
Seja Xt uma série temporal om t ∈ T. Sem perda de generalidades, será adotado
que Xt tem média nula, ou seja, E {Xt} = 0. Assim, deni-se (t1, t2, · · · , tn) ∈ T e,
pela equação (4) da Introdução, sabe-se que γ (tk − tj) é a ovariânia entre Xtj e





















ajakγ (tk − tj)
Denindo n = 2 em (B.2), obtém-se
0 ≤ a21γ (0) + a22γ (0) + 2a1a2γ (t1 − t2) (B.3)
Com alguma álgebra obtém-se




















Finalmente, a partir de (B.5) e (B.6)
−1 ≤ ρ (h) ≤ 1 (B.7)
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Apêndie C
Valores Extremos da Índie de Cli e
Ord (1969)
Como foi apresentado na introdução do presente trabalho, Cli e Ord (1969)
props uma generalização da estatístia proposta por Moran (1950) para mensurar a























j=1 para i 6= j e W =
∑
(2) ωij. Além da generali-
zação, Cli e Ord (1969) alulou os valores extremos que (C.1) atinge. Para tanto,





Deniu k = n(i− 1) + j, om k = 1, ..., n2, assim
̟k = ωij γk ≡ γ(i−1)n+j = zj νk ≡ νj−n+1−ni = zi (C.3)
Logo, (C.2) pode ser esrita omo
∑























= T ∗ (C.4)












Para simpliar a demonstração, de agora em diante, sem perda de generalidade, será
adotado que W = n. Para que r
Cliff
pertença ao intervalo [−1;+1], o numerador de
















A inequação (C.6) se transforma em uma igualdade quando ωi· = ω·i = 1. A estatís-
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≤ V ar (zi) (C.8)
Suponha agora que, ada observação seja omposta por duas omponentes, por exem-
plo zi = ai + b om i = 1, ..., n. A omponente b é omum para todas regiões e
Cov (ai, b) = 0 para ∀i. A omponente ai é não orrelaionada om as outras ompo-
nentes aj para i 6= j. Denindo-se V ar (ai) = σ2 e V ar (b) = α2 tem-se
V ar (zi) = σ











Substituindo (C.9) em (C.8) obtém-se que max |r
Cliff
| ≤ 1 sempre que∑
(2)
ω2ij ≤ n (C.10)
A equação (C.10) será verdade sempre que a matriz de pesos estiver padronizada em
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relação a suas linhas, ou seja, ωi· = 1. Assim, usando uma matriz padronizada, a













Finalmente, sem perda de generalidade, se a matriz de proximidade não estiver pa-



























































































































































































































Figura D.1: Sistema 14 × 14 om pio na região 91
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Tabela D.1: Comparação entre o índie de Moran, o índie proposto e a quantidade de















1 14 0.9547 0.9485 27 0.9796 0.9741
2 14 0.9566 0.9475 26 0.9810 0.9799
3 14 0.9580 0.9454 25 0.9791 0.9784
4 14 0.9591 0.9441 24 0.9766 0.9788
5 14 0.9600 0.9433 23 0.9738 0.9794
6 14 0.9607 0.9428 22 0.9714 0.9803
7 14 0.9610 0.9426 21 0.9700 0.9820
16 13 0.9576 0.9545 25 0.9825 0.9859
17 13 0.9574 0.9526 24 0.9805 0.9847
18 13 0.9569 0.9502 23 0.9780 0.9856
19 13 0.9564 0.9487 22 0.9752 0.9866
20 13 0.9561 0.9476 21 0.9727 0.9879
21 13 0.9559 0.9470 20 0.9712 0.9895
30 13 0.9574 0.9526 24 0.9805 0.9847
31 12 0.9560 0.9594 23 0.9781 0.9833
32 12 0.9533 0.9573 22 0.9750 0.9840
33 12 0.9506 0.9546 21 0.9715 0.9849
34 12 0.9484 0.9528 20 0.9682 0.9861
35 12 0.9472 0.9518 19 0.9662 0.9878
44 13 0.9569 0.9502 23 0.9780 0.9856
45 12 0.9533 0.9573 22 0.9750 0.9840
46 11 0.9484 0.9643 21 0.9710 0.9848
47 11 0.9420 0.9619 20 0.9663 0.9857
48 11 0.9363 0.9590 19 0.9618 0.9869
49 11 0.9330 0.9575 18 0.9589 0.9887
58 13 0.9564 0.9487 22 0.9752 0.9866
59 12 0.9506 0.9546 21 0.9715 0.9849
60 11 0.9420 0.9619 20 0.9663 0.9857
61 10 0.9312 0.9698 19 0.9600 0.9866
62 10 0.9189 0.9676 18 0.9537 0.9879
63 10 0.9109 0.9654 17 0.9495 0.9898
72 13 0.9561 0.9476 21 0.9727 0.9879
73 12 0.9484 0.9528 20 0.9682 0.9861
74 11 0.9363 0.9590 19 0.9618 0.9869
75 10 0.9189 0.9676 18 0.9537 0.9879
76 9 0.8984 0.9777 17 0.9451 0.9893
86 13 0.9559 0.9470 20 0.9712 0.9895
87 12 0.9472 0.9518 19 0.9662 0.9878
88 11 0.9330 0.9575 18 0.9589 0.9887
89 10 0.9109 0.9654 17 0.9495 0.9898
90 9 0.8809 0.9770 16 0.9392 0.9913
91 8 0.8552 0.9898 15 0.9320 0.9932
75
