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Abstract
In the present paper we define the generalization of the Phillips operators. Direct and converse
theorems are established for Phillips operators and its new generalization. The direct theorems are
given for the second order Ditzian–Totik modulus of smoothness. The inverse results are derived in
the terminology of [J. Anal. Math. 61 (1993) 61–111].
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let CB [0,∞) be the space of all real valued continuous bounded functions f on [0,∞)
endowed with the norm ‖f ‖ = supx0 |f (x)|. The Phillips operators (see, e.g., [9,10]) are
defined by
(Lnf )(x) ≡ Ln(f, x) = n
∞∑
k=1
pn,k(x)
∞∫
0
pn,k−1(v)f (v) dv + e−nxf (0), (1)
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pn,k(x) = e−nx · (nx)
k
k! ,
k = 0,1, . . . and x  0.
Taking into account the construction given in [5] we define the following Phillips type
operator:
Ltn(f, x) ≡
(
Ltnf
)
(x) = 1
G(x, t)
·
∞∫
0
g(x, t, θ) · Ln(f, θ) dθ (2)
and Ltn(f,0) = f (0), where g : [0,∞)× (t0,∞)×[0,∞) → [0,∞) is a function such that
g(x, t, ·) ∈ C[0,∞) ∩ L1[0,∞) for all (x, t) ∈ [0,∞) × (t0,∞) and t0  0, G : (0,∞) ×
(t0,∞) → (0,∞),
G(x, t) =
∞∫
0
g(x, t, θ) dθ (3)
with the assumptions
1
G(x, t)
·
∞∫
0
g(x, t, θ) · (θ − x)dθ = 0 (4)
and
1
G(x, t)
·
∞∫
0
g(x, t, θ) · (θ − x)2 dθ  β(t)x (5)
for every (x, t) ∈ (0,∞) × (t0,∞) and β : (t0,∞) → (0,∞) a given function. The para-
meter t may be depend only on the natural number n. For example, an operator of type (2)
is the following:
Stn(f, x) =
(
1 + n
t
)−tx
·
{
n
∞∑
k=1
(
1 + t
n
)−k
· tx(tx + 1) . . . (tx + k − 1)
k!
·
∞∫
0
pn,k−1(v)f (v) dv + f (0)
}
,
where f ∈ CB [0,∞), x  0 and t > 0 (see [5, p. 141]).
The Phillips operators are closely related to the Szász operators [11] defined by
Sn(f, x) ≡ (Snf )(x) =
∞∑
k=0
pn,k(x)f
(
k
n
)
. (6)
Indeed, if we replace the discrete values f (k/n) in (6) by the integral terms
n
∞∫
pn,k−1(v)f (v) dv, k = 1,2, . . . ,0
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In [1,2,6] were studied the local approximation properties of the operators defined
by (1). The purpose of this paper is to study direct and inverse global theorems for the
operators defined above in (1) and (2), respectively. The direct results are formulated by
the second order Ditzian–Totik modulus of smoothness given by
ω2ϕ(f, δ) = sup
0<hδ
sup
x±hϕ(x)∈[0,∞)
∣∣f (x + hϕ(x))− 2f (x) + f (x − hϕ(x))∣∣,
ϕ(x) = √x, x  0. The corresponding K-functional is
K2,ϕ(f, δ
2) = inf
h∈W 2∞(ϕ)
{‖f − h‖ + δ2‖ϕ2h′′‖},
where
W 2∞(ϕ) =
{
h ∈ CB [0,∞): h′ ∈ ACloc[0,∞), ϕ2h′′ ∈ CB [0,∞)
}
.
It is known (see [4, p. 11, Theorem 2.1.1]) that K2,ϕ(f, δ2) and ω2ϕ(f, δ) are equivalent,
i.e., there exists an absolute constant C > 0 such that
C−1ω2ϕ(f, δ)K2,ϕ(f, δ2) Cω2ϕ(f, δ). (7)
Here we mention that C0 and K denote absolute positive constants and C > 0 is an absolute
constant which can be different at each occurrence. The inverse results are strong converse
theorems of type B in the terminology of [3].
2. Auxiliary results
In this section we give certain results, which are necessary to prove the main results.
Lemma 1. The operators Ln and Ltn are linear positive and
Ln(u − x, x) = Ltn(u − x, x) ≡ 0
and
Ln
(
(u − x)2, x)= 2
n
· ϕ(x)2, x  0.
Moreover, ‖Lnf ‖ ‖f ‖ and ‖Ltnf ‖ ‖f ‖, f ∈ CB [0,∞).
Proof. These properties can be derived by simple computations using (1)–(4),
∞∑
k=0
pn,k(x) = 1 (8)
and
n
∞∫
0
pn,k−1(v) dv = 1, (9)
k = 1,2, . . . . 
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rn,k(x) =
(
k
n
− x
)2
− k
n2
,
k = 0,1, . . . and x  0 then for x > 0 we have
(Lnf )
′′(x) = n
2
x2
·
∞∑
k=1
pn,k(x) · n
∞∫
0
pn,k−1(v)f (v) dv · rn,k(x) + n2e−nxf (0)
and
(Snf )
′′(x) = n
2
x2
·
∞∑
k=0
pn,k(x) · f
(
k
n
)
· rn,k(x).
Proof. Because
xp′n,k(x) = (k − nx) · pn,k(x), (10)
we have
p′′n,k(x) =
1
x2
· [(k − nx)2 − k] · pn,k(x). (11)
Hence
(Lnf )
′′(x) = n
∞∑
k=1
p′′n,k(x)
∞∫
0
pn,k−1(v)f (v) dv + n2e−nxf (0)
= n
2
x2
·
∞∑
k=1
pn,k(x) · n
∞∫
0
pn,k−1(v)f (v) dv · rn,k(x) + n2e−nxf (0).
The expression of (Snf )′′ is known and it can be obtained in similar way from (6). 
Lemma 3. If
sn,k(x) =
(
k
n
− x
)3
− 3
n
(
k
n
− x
)2
+ 1
n2
(2 − 3nx)
(
k
n
− x
)
+ 2x
n2
,
k = 0,1, . . . and
an(k) = n
∞∫
0
pn,k−1(v)f (v) dv,
k = 1,2, . . . then for x > 0 we have
(Lnf )
′′′(x) = n
3
x3
·
∞∑
k=1
pn,k(x) · n
∞∫
pn,k−1(v)f (v) dv · sn,k(x) − n3e−nxf (0)0
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(Snf )
′′′(x) = n
3
x3
·
∞∑
k=0
pn,k(x)f
(
k
n
)
· sn,k(x).
Moreover,
(Lnf )
′′′(x) = n3
∞∑
k=1
pn,k(x) ·
[
an(k + 3) − 3an(k + 2) + 3an(k + 1) − an(k)
]
+ n3e−nx[an(3) − 3an(2) + 3an(1) − f (0)], x  0.
Proof. The first expression of (Lnf )′′′ follows from (10), (11) and Lemma 2; (Snf )′′′ can
be obtained in similar way. Following [8, Lemma 3.4, p. 109] we get the second expression
of (Lnf )′′′. 
Lemma 4. For h ∈ W 2∞(ϕ) we have
n
∞∫
0
pn,k−1(v)
∣∣∣∣∣
v∫
k/n
(v − w)h′′(w)dw
∣∣∣∣∣dv  1n‖ϕ2h′′‖,
where k = 1,2, . . . .
Proof. By [4, Lemma 9.6.1, p. 140] we obtain
|v − w|
w
 |v − (k/n)|
k/n
for w between k/n and v. Hence∣∣∣∣∣
v∫
k/n
(v − w)h′′(w)dw
∣∣∣∣∣
∣∣∣∣∣
v∫
k/n
|v − w|
w
· w∣∣h′′(w)∣∣dw
∣∣∣∣∣

∣∣∣∣∣
v∫
k/n
|v − w|
w
dw
∣∣∣∣∣ · ‖ϕ2h′′‖
 n
k
·
(
v − k
n
)2
· ‖ϕ2h′′‖.
Thus, by (9), after simple computations we have
n
∞∫
0
pn,k−1(v)
∣∣∣∣∣
v∫
k/n
(v − w)h′′(w)dw
∣∣∣∣∣dv  n
2
k
· ‖ϕ2h′′‖ ·
∞∫
0
pn,k−1(v)
(
v − k
n
)2
dv
= n
2
k
· ‖ϕ2h′′‖ · k
n3
= 1
n
· ‖ϕ2h′′‖,
which was to be proved. 
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The direct results are presented in the following
Theorem 1. Let (Ln)n1 and (Ltn)n1 be defined as in (1) and (2). Then there exists C > 0
such that
‖Lnf − f ‖ Cω2ϕ
(
f,
1√
n
)
(12)
and ∥∥Ltnf − f ∥∥ Cω2ϕ(f, (n−1 + β(t))1/2) (13)
for all f ∈ CB [0,∞) and n = 1,2, . . . .
The converse results of type B are included in
Theorem 2. Let (Ln)n1 be defined as in (1). Then there exist two constants K and C such
that
ω2ϕ
(
f,
1√
n
)
 C
(‖Lnf − f ‖ + ‖LKnf − f ‖) (14)
for all f ∈ CB [0,∞) and n = 1,2, . . . . Furthermore, let (Ltn)n1 be given by (2) and
t = t (n) such that
(6K + 9C0)nβ(t) β˜ < 1, (15)
where C0 > 0 is an absolute constant defined in (41). Then
(1 − β˜)(‖Lnf − f ‖ + ‖LKnf − f ‖) ∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥
 (1 + β˜)(‖Lnf − f ‖ + ‖LKnf − f ‖) (16)
and there exists C > 0 such that
ω2ϕ
(
f,
1√
n
)
 C
(∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥) (17)
for all f ∈ CB [0,∞) and n = 1,2, . . . .
4. Proofs
Proof of Theorem 1. Let h ∈ W 2∞(ϕ) and x  0. By Taylor’s expansion
h(v) = h
(
k
n
)
+ h′
(
k
n
)(
v − k
n
)
+
v∫
k/n
(v − w)h′′(w)dw (18)
and (9) we obtain
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 n
∞∑
k=1
pn,k(x)
∣∣∣∣∣
∞∫
0
pn,k−1(v) ·
[
h(v) − h
(
k
n
)]
dv
∣∣∣∣∣
= n
∞∑
k=1
pn,k(x)
∣∣∣∣∣
∞∫
0
pn,k−1(v) ·
[
h′
(
k
n
)(
v − k
n
)
+
v∫
k/n
(v − w)h′′(w)dw
]
dv
∣∣∣∣∣
= n
∞∑
k=1
pn,k(x)
∣∣∣∣∣
∞∫
0
pn,k−1(v) ·
[ v∫
k/n
(v − w)h′′(w)dw
]
dv
∣∣∣∣∣
 n
∞∑
k=1
pn,k(x)
∞∫
0
pn,k−1(v)
∣∣∣∣∣
v∫
k/n
(v − w)h′′(w)dw
∣∣∣∣∣dv,
because
∞∫
0
pn,k−1(v)
(
v − k
n
)
dv = 0, (19)
k = 1,2, . . . . Using Lemma 4 and (8) we get
∣∣Ln(h, x) − Sn(h, x)∣∣ 1
n
‖ϕ2g′′‖ ·
∞∑
k=1
pn,k(x)
1
n
‖ϕ2h′′‖. (20)
Now, let f ∈ CB [0,∞). Then, in view of Lemma 1, (20) and [4, §9.6, p. 140] we have∣∣Ln(f, x) − Sn(f, x)∣∣

∣∣Ln(f − h,x) − (f − h)(x)∣∣+ ∣∣Ln(h, x) − Sn(h, x)∣∣+ ∣∣Sn(h, x) − h(x)∣∣
 2‖f − h‖ + 2
n
‖ϕ2h′′‖.
Hence
‖Lnf − Snf ‖ 2 inf
h∈W 2∞(ϕ)
{
‖f − h‖ + 1
n
‖ϕ2h′′‖
}
= 2K2,ϕ
(
f,
1
n
)
.
So, by (7) and [4, (9.3.1), p. 117] we obtain
‖Lnf − f ‖ ‖Lnf − Snf ‖ + ‖Snf − f ‖Cω2ϕ
(
f,
1√
n
)
,
which completes the proof of (12).
Let f ∈ CB [0,∞) and x > 0. By Taylor’s expansion
(Lnf )(θ) = (Lnf )(x) + (Lnf )′(x) · (θ − x) +
θ∫
(θ − w)(Lnf )′′(w)dwx
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=
∣∣∣∣∣ 1G(x, t) ·
∞∫
0
g(x, t, θ)
{ θ∫
x
(θ − w)(Lnf )′′(w)dw
}
dθ
∣∣∣∣∣
 1
G(x, t)
·
∞∫
0
g(x, t, θ)
∣∣∣∣∣
θ∫
x
|θ − w|
ϕ(w)2
dw
∣∣∣∣∣dθ · ∥∥ϕ2(Lnf )′′∥∥
 1
G(x, t)
·
∞∫
0
g(x, t, θ)(θ − x)2 dθ · 1
ϕ(x)2
· ∥∥ϕ2(Lnf )′′∥∥.
Hence, in view of (5) we get∥∥Ltnf − Lnf ∥∥ β(t)∥∥ϕ2(Lnf )′′∥∥. (21)
In what follows we need a lemma.
Lemma 5. We have∥∥ϕ2(Lnh)′′∥∥ 8‖ϕ2h′′‖, h ∈ W 2∞(ϕ).
Proof of Lemma 5. If we use Lemma 2, (18), (9), (19) and Lemma 4, then
ϕ(x)2
∣∣(Lnh)′′(x) − (Snh)′′(x)∣∣
 n
x
· ‖ϕ2h′′‖ ·
∞∑
k=1
pn,k(x) ·
∣∣rn,k(x)∣∣
 n
x
· ‖ϕ2h′′‖ ·
∞∑
k=1
pn,k(x)
[(
k
n
− x
)2
+ k
n2
]
 n
x
· ‖ϕ2h′′‖ ·
[
Sn
(
(u − x)2, x)+ 1
n
· Sn(u, x)
]
= n
x
· ‖ϕ2h′′‖ · 2x
n
= 2‖ϕ2h′′‖. (22)
Following [4, §9.7] we have∥∥ϕ2(Snh)′′∥∥ 6‖ϕ2h′′‖, h ∈ W 2∞(ϕ).
Hence, by (22)∥∥ϕ2(Lnh)′′∥∥ ∥∥ϕ2(Lnh)′′ − ϕ2(Snh)′′∥∥+ ∥∥ϕ2(Snh)′′∥∥ 8‖ϕ2h′′‖,
which was to be proved. 
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Then, by Lemma 1 we have∥∥Ltnf − Lnf ∥∥ ∥∥Ltn(f − h) − Ln(f − h)∥∥+ ∥∥Ltnh − Lnh∥∥
 2‖f − h‖ + 8β(t)‖ϕ2h′′‖
 8
{‖f − h‖ + β(t)‖ϕ2h′′‖}. (23)
By (12), (7) and definition of K2,ϕ(f,n−1) we obtain
‖Lnf − f ‖ C
{
‖f − h‖ + 1
n
‖ϕ2h′′‖
}
. (24)
Then (23) and (24) imply
∥∥Ltnf − f ∥∥ ∥∥Ltnf − Lnf ∥∥+ ‖Lnf − f ‖ C
{
‖f − h‖ +
(
β(t) + 1
n
)
‖ϕ2h′′‖
}
or ∥∥Ltnf − f ∥∥ C · K2,ϕ
(
f,
1
n
+ β(t)
)
.
Using again (7), we arrive at (13), which completes the proof of the theorem. 
Proof of Theorem 2. If we apply Lemma 5 and the lemmas below then the strong converse
inequality of type B for Ln is a consequence of [12, Theorem 1, p. 372].
Lemma 6. We have∥∥ϕ2(Lnf )′′∥∥ 6n‖f ‖, f ∈ CB [0,∞).
Lemma 7. We have∥∥ϕ3(Lnf )′′′∥∥ Cn√n‖f ‖, f ∈ CB [0,∞),
and ∥∥ϕ3(Lnh)′′′∥∥C√n‖ϕ2h′′‖, h ∈ W 2∞(ϕ).
Lemma 8. Let a > 0 be fixed and Ea,n = {x0 ∈ [0,∞): x0 − an−1/2ϕ(x0) ∈ [0,∞)},
gM,n,x0(u) =
{
(u − x0)2, if |u − x0|Mn−1/2ϕ(x0),
0, otherwise.
Then
lim
n→∞Ln(gM,n,x0 , x0)/
(
n−1ϕ(x0)2
)= 0
uniformly in n and x0 ∈ Ea,n.
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 n
2
x2
·
∞∑
k=1
pn,k(x) · n
∞∫
0
pn,k−1(v) ·
∣∣∣∣f (v) − f
(
k
n
)∣∣∣∣dv · ∣∣rn,k(x)∣∣
 2‖f ‖ · n
2
x2
·
∞∑
k=1
pn,k(x) ·
∣∣rn,k(x)∣∣
 2‖f ‖ · n
2
x2
·
∞∑
k=1
pn,k(x)
[(
k
n
− x
)2
+ k
n2
]
 2‖f ‖ · n
2
x2
·
[
Sn
(
(u − x)2, x)+ 1
n
· Sn(u, x)
]
= 2‖f ‖ · n
2
x2
· 2x
n
= 4‖f ‖ · n
x
.
Because ϕ(x)2 = x we obtain
ϕ(x)2
∣∣(Lnf )′′(x) − (Snf )′′(x)∣∣ 4n‖f ‖. (25)
On the other hand, in view of [4, Theorem 9.4.1, p. 125] we have∥∥ϕ2(Snf )′′∥∥ 2n‖f ‖. (26)
Then (25) and (26) imply the desired estimate. 
Proof of Lemma 7. Using Lemma 3 and (9) we obtain
ϕ(x)3
∣∣(Lnf )′′′(x) − (Snf )′′′(x)∣∣
 ϕ(x)3 · n
3
x3
·
∞∑
k=1
pn,k(x) · n
∞∫
0
pn,k−1(v)
∣∣∣∣f (v) − f
(
k
n
)∣∣∣∣dv · ∣∣sn,k(x)∣∣
 2‖f ‖
ϕ(x)3
·
∞∑
k=1
pn,k(x)
[|k − nx|3 + 3|k − nx|2 + |2 − 3nx| · |k − nx| + 2nx].
Hence, by means of the expressions
Tn,s(x) =
∞∑
k=0
(k − nx)s · pn,k(x),
n = 1,2, . . . , s = 0,1, . . . , and Cauchy’s inequality and (8) we have
ϕ(x)3
∣∣(Lnf )′′′(x) − (Snf )′′′(x)∣∣
 2‖f ‖
ϕ(x)3
· {[Tn,6(x)]1/2 + 3[Tn,4(x)]1/2 + (2 + 3nx)[Tn,2(x)]1/2 + 2nx}. (27)
On the other hand, if x ∈ [1/n,∞) then, by [4, Lemma 9.4.4, p. 128] we have
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Tn,4(x)Cn2ϕ(x)4 = Cn2x2 (29)
and
Tn,2(x) = n2Sn
(
(u − x)2, x)= nx. (30)
So, by (27) we get
ϕ(x)3
∣∣(Lnf )′′′(x) − (Snf )′′′(x)∣∣
C ‖f ‖
ϕ(x)3
· {n3/2x3/2 + 3nx + (2 + 3nx)n1/2x1/2 + 2nx}
= C‖f ‖ ·
{
n3/2 + 3n√
x
+ 2 + 3nx
x
· √n + 2n√
x
}
C‖f ‖ · {n3/2 + 3nn1/2 + 2n√n + 3n√n + 2n√n} Cn3/2‖f ‖, (31)
where x ∈ [1/n,∞); for the case x ∈ [0,1/n] we use the another expression of (Lnf )′′′
from Lemma 3. Then, by (9) and (8) we have
ϕ(x)3
∣∣(Lnf )′′′(x)∣∣
 n−3/2 · ‖f ‖ ·
(
8n3e−nx +
∞∑
k=1
8n3pn,k(x)
)
= 8n3/2‖f ‖. (32)
But, for the Szász operator we have ϕ(x)3|(Snf )′′′(x)|  Cn3/2‖f ‖, f ∈ CB [0,∞) and
x  0 (see, e.g., [12]). Hence, in view of (31) we have for x ∈ [1/n,∞),
ϕ(x)3
∣∣(Lnf )′′′(x)∣∣
 ϕ(x)3
∣∣(Lnf )′′′(x) − (Snf )′′′(x)∣∣+ ϕ(x)3∣∣(Snf )′′′(x)∣∣ Cn3/2‖f ‖,
which combined with (32) (the case x ∈ [0,1/n]) implies the desired result. 
Furthermore, let h ∈ W 2∞(ϕ). Then, by Lemma 3, (18), (9), (19) and Lemma 4 we
obtain
ϕ(x)3
∣∣(Lnf )′′′(x) − (Snf )′′′(x)∣∣
 1
ϕ(x)3
· ‖ϕ
2h′′‖
n
·
∞∑
k=1
pn,k(x)
[|k − nx|3 + 3|k − nx|2
+ |2 − 3nx| · |k − nx| + 2nx]. (33)
If x ∈ [1/n,∞) then, in view of (33), (28)–(30), Cauchy’s inequality and (8) we get
ϕ(x)3
∣∣(Lnh)′′′(x) − (Snh)′′′(x)∣∣ C√n‖ϕ2h′′‖. (34)
On the other hand, let x ∈ [0,1/n]. Using the notation
bn(k) = n
∞∫
pn,k−1(v)
[
h(v) − h
(
k
n
)]
dv,0
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ϕ(x)3
∣∣(Lnh)′′′(x) − (Snh)′′′(x)∣∣
 n−3/2
{
n3
∣∣bn(3) − 3bn(2) + 3bn(1)∣∣e−nx
+
∞∑
k=1
n3
∣∣bn(k + 3) − 3bn(k + 2) + 3bn(k + 1) − bn(k)∣∣ · pn,k(x)
}
 n3/2
{[∣∣bn(3)∣∣+ 3∣∣bn(2)∣∣+ 3∣∣bn(1)∣∣]e−nx
+
∞∑
k=1
[∣∣bn(k + 3)∣∣+ 3∣∣bn(k + 2)∣∣+ 3∣∣bn(k + 1)∣∣+ ∣∣bn(k)∣∣]pn,k(x)
}
. (35)
By (18), (19) and Lemma 4 we obtain∣∣bn(k)∣∣ 1
n
· ‖ϕ2h′′‖,
k = 1,2, . . . . Hence, by (35) and (8),
ϕ(x)3
∣∣(Lnh)′′′(x) − (Snh)′′′(x)∣∣
 n3/2 ·
(
7
n
‖ϕ2h′′‖ · pn,0(x) + 8
n
‖ϕ2h′′‖ ·
∞∑
k=1
pn,k(x)
)
 8
√
n‖ϕ2h′′‖. (36)
Now, combining the estimates (34) and (36) with ϕ(x)3|(Snh)′′′(x)| C√n‖ϕ2h′′‖, x  0
(see, e.g., [12]), we arrive at the desired estimate. 
Proof of Lemma 8. We have(
n/ϕ(x0)
2) · (LngM,n,x0)(x0)
= n
ϕ(x0)2
·
{ ∞∑
k=1
pn,k(x0) · n
∞∫
0
pn,k−1(v)gM,n,x0(v) dv + e−nx0 · gM,n,x0(0)
}
 n
x0
·
{ ∞∑
k=1
pn,k(x0) · n
∫
|v−x0|M√x0/n
pn,k−1(v)(v − x0)2 dv
+ e−nx0 · gM,n,x0(0)
}
 n
x0
·
{ ∞∑
k=1
pn,k(x0) · n
∫
|v−x0|M√x0/n
pn,k−1(v)(v − x0)4 · n
M2x0
dv
+ e−nx0 · gM,n,x0(0)
}
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x0
·
{ ∞∑
k=1
pn,k(x0) · n
∞∫
0
pn,k−1(v)(v − x0)4 dv · n
M2x0
+ e−nx0 · gM,n,x0(0)
}
, (37)
because
n
M2x0
· (v − x0)2  1.
Again, by direct computations we obtain
n
∞∫
0
pn,k−1(v)(v − x0)4 dv
=
(
k
n
− x0
)4
+ 6
n
(
k
n
− x0
)3
+ 6x0
n
(
k
n
− x0
)2
+ 11
n2
(
k
n
)2
+
(
6
n3
− 8x0
n2
)
k
n
.
Hence
∞∑
k=1
pn,k(x0) · n
∞∫
0
pn,k−1(v)(v − x0)4 dv
= 1
n4
·
∞∑
k=1
pn,k(x0)(k − nx0)4 + 6
n4
·
∞∑
k=1
pn,k(x0)(k − nx0)3
+ 6x0
n3
·
∞∑
k=1
pn,k(x0)(k − nx0)2 + 11
n2
·
∞∑
k=1
pn,k(x0)
(
k
n
)2
+
(
6
n3
− 8x0
n2
)
·
∞∑
k=1
pn,k(x0)
k
n
. (38)
On the other hand, in view of x0 ∈ Ea,n and [4, Theorem 9.4.4, p. 128] we obtain the
estimates (28)–(30) in the point x0. So, by (38), Cauchy’s inequality, (8) and Sn(u, x) = x,
Sn(u
2, x) = x2 + (x/n) we have
∞∑
k=1
pn,k(x0) · n
∞∫
0
pn,k−1(v)(v − x0)4 dv
C
[
1
n4
· n2x20 +
6
n4
· n√n · x0√x0 + 6x0
n3
· nx0 + 11
n2
·
(
x20 +
x0
n
)
+
(
6
n3
− 8x0
n2
)
· x0
]
= C
(10x20
2 +
6x0
√
x0
2√ +
17x0
3
)
. (39)n n n n
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n
x0
· e−nx0gM,n,x0(0)
2
M2
(40)
holds, when x0  Mn−1/2ϕ(x0). Finally, because the condition x0 ∈ Ea,n is equivalent
with x0  a2/n, then, by (37), (39) and (40) we have
n
ϕ(x0)2
· (LngM,n,x0)(x0)
n
x0
· C
(10x20
n2
+ 6x0
√
x0
n2
√
n
+ 17x0
n3
)
· n
M2x0
+ n
x0
· e−nx0gM,n,x0(0)
 C
M2
·
(
10 + 6
a
+ 17
a2
)
+ 2
M2
→ 0
as M → ∞. This completes the proof of Lemma 8. 
In what follows we prove the strong converse inequality for Ltn. First of all, in view of
Lemmas 5–8 we have the inequality
1
n
∥∥ϕ2(Lnf )′′∥∥ C0(‖Lnf − f ‖ + ‖LKnf − f ‖) (41)
(see also [12, (14), p. 373]).
Hence, by (21),∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥

∥∥Ltnf − Lnf ∥∥+ ∥∥Lnf − f ∥∥+ ∥∥LtKnf − LKnf ∥∥+ ‖LKnf − f ‖
 β(t)
∥∥ϕ2(Lnf )′′∥∥+ ‖Lnf − f ‖ + β(t)∥∥ϕ2(LKnf )′′∥∥+ ‖LKnf − f ‖. (42)
Using Lemmas 6 and 5 we obtain∥∥ϕ2(LKnf )′′∥∥ ∥∥ϕ2(LKn(f − Lnf ))′′∥∥+ ∥∥ϕ2(LKn(Lnf ))′′∥∥
 6Kn‖f − Lnf ‖ + 8
∥∥ϕ2(Lnf )′′∥∥. (43)
Hence, by (42) we have∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥
 β(t)
∥∥ϕ2(Lnf )′′∥∥+ ‖Lnf − f ‖ + 6Knβ(t)‖Lnf − f ‖
+ 8β(t)∥∥ϕ2(Lnf )′′∥∥+ ‖LKnf − f ‖
= 9β(t)∥∥ϕ2(Lnf )′′∥∥+ (1 + 6Knβ(t)) · ‖Lnf − f ‖ + ‖LKnf − f ‖.
Then, in view of (41) and (15) we have∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥
 9β(t)nC0
(‖Lnf − f ‖ + ‖LKnf − f ‖)
+ (1 + 6Knβ(t)) · ‖Lnf − f ‖ + ‖LKnf − f ‖
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
(
1 + 6Knβ(t) + 9C0nβ(t)
) · (‖Lnf − f ‖ + ‖LKnf − f ‖)
 (1 + β˜) · (‖Lnf − f ‖ + ‖LKnf − f ‖). (44)
On the other hand,
‖Lnf − f ‖ + ‖LKnf − f ‖

∥∥Ltnf − Lnf ∥∥+ ∥∥Ltnf − f ∥∥+ ∥∥LtKnf − LKnf ∥∥+ ∥∥LtKnf − f ∥∥
 β(t)
∥∥ϕ2(Lnf )′′∥∥+ ∥∥Ltnf − f ∥∥+ β(t)∥∥ϕ2(LKnf )′′∥∥+ ∥∥LtKnf − f ∥∥,
where we used (21). By (41), (43) and (15) we obtain
‖Lnf − f ‖ + ‖LKnf − f ‖
 β(t)nC0
(‖Lnf − f ‖ + ‖LKnf − f ‖)+ ∥∥Ltnf − f ∥∥
+ β(t)(6Kn‖Lnf − f ‖ + 8∥∥ϕ2(Lnf )′′∥∥)+ ∥∥LtKnf − f ∥∥
 β(t)nC0‖Lnf − f ‖ + β(t)nC0‖LKnf − f ‖ +
∥∥Ltnf − f ∥∥
+ 6Knβ(t)‖Lnf − f ‖ + 8β(t)nC0
(‖Lnf − f ‖ + ‖LKnf − f ‖)
+ ∥∥LtKnf − f ∥∥
= ∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥+ (9C0nβ(t) + 6Knβ(t))‖Lnf − f ‖
+ 9C0nβ(t)‖LKnf − f ‖

∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥+ β˜(‖Lnf − f ‖ + ‖LKnf − f ‖).
Hence
(1 − β˜)(‖Lnf − f ‖ + ‖LKnf − f ‖) ∥∥Ltnf − f ∥∥+ ∥∥LtKnf − f ∥∥. (45)
In conclusion (44) and (45) imply the assertion (16) regarding Ltn. Finally, the estima-
tion (17) follows from (14) and (45). Thus the theorem is proved. 
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