day to day, yet they can be modulated by prior environmental conditions, a phenomenon referred to as aftereffects. For example, entraining mice to short or long days (20 or 28 hours) results in a shortened or lengthened circadian period, respectively, that persists in DD for months (Aschoff, 1960; Pittendrigh, 1960; Pittendrigh and Daan, 1976) . Ambient temperature, light intensity (in constant light), developmental stage, and prior history can also produce aftereffects on the circadian period length (Aschoff, 1960 (Aschoff, , 1981 Barrett and Page, 1989; Eskin, 1971) . Because the freerunning period affects phase angles, aftereffects are likely very important for entrainment of circadian rhythms under natural conditions, especially regarding seasonal tracking. However, the mechanisms underlying aftereffects are poorly understood (Johnson et al., 2003) .
Circadian rhythms are generated by an oscillatory transcriptional-translational feedback loop. In mammals, such clocks have been detected in many organs and cell types (Balsalobre et al., 1998; Dibner et al., 2010; Mohawk et al., 2012; Nagoshi et al., 2004; O'Neill and Reddy, 2011; Welsh et al., 2004; Yoo et al., 2004) . These peripheral clocks are synchronized to each other and with the environmental LD cycle by the master circadian pacemaker, which is housed in the suprachiasmatic nucleus (SCN) and receives light information directly from the retina. While the mechanism for aftereffects assuredly affects the SCN, there is evidence for extra-SCN influences on aftereffects (Aton et al., 2004; Matsumoto et al., 1996; Molyneux et al., 2008) . Specifically, replacing the SCN of an animal that was exhibiting aftereffects with an SCN from an unaffected donor did not abolish aftereffects (Matsumoto et al., 1996) . Furthermore, the eye is not required for aftereffects to be sustained (Aton et al., 2004) , and there is a strong negative correlation between the behavioral circadian period of mice exhibiting aftereffects and the SCN period of those mice measured in vitro (Molyneux et al., 2008) . Finally, from studies in humans it has been proposed that neural plasticity may underlie aftereffects (Meijer et al., 2010; Scheer et al., 2007) .
Neural plasticity is a broad term encompassing any changes in the number and/or strength of synaptic connections. These changes occur through synaptogenesis, synaptic pruning, or Hebbian or homeostatic synaptic plasticity. Hundreds of proteins have been implicated in regulating neural plasticity. One example is the secreted and presynaptically targeted protein complement component 1, q subcomponent-like 3 (C1QL3). C1ql3 is expressed almost exclusively in a subset of excitatory neurons in the brain, mostly in the telencephalon, and promotes excitatory synaptogenesis and synapse maintenance (Iijima et al., 2010; Martinelli et al., 2016) . C1QL3 is a high-affinity ligand for the postsynaptically localized BAI3 adhesion G protein-coupled receptor (GPCR; renamed ADGRB3; Hamann et al., 2015) , suggesting a possible transsynaptic signaling pathway for regulating synapse density (Bolliger et al., 2011) . Additionally, C1QL3 was recently shown to transsynaptically regulate recruitment of kainate receptors to the postsynapse independently of BAI3 in the hippocampus (Matsuda et al., 2016) . During our previous examinations of C1ql3 (Martinelli et al., 2016) , we noted C1ql3 expression in the SCN. Thus, for this study we aimed to characterize its expression and investigate its function in this brain region.
Here we demonstrate that C1ql3 is robustly expressed in a subset of SCN neurons and unexpectedly that C1ql3 knockout (KO) mice have reduced excitatory synapse density in the SCN. We then investigated whether these changes in the structure of synaptic circuits in the SCN correlate with altered circadian behavior. We found that C1ql3 KO mice exhibited increased wheel-running activity during the light portions of the circadian cycle (i.e., less consolidated activity to the night portion of a standard light-dark housing cycle) and period lengthening following a 15-minute phase-delaying light pulse suggestive of enhanced aftereffects. These results indicate that C1QL3 is a key signaling molecule in the formation and/or maintenance of synaptic circuits in the SCN and is important for regulation of multiple circadian behaviors.
METHOdS

Mice
The analysis of C1ql3 expression was performed using the IRES-mVenus knock-in allele (C1ql3 flox ; C1ql3 tm1.1Sud RRID: MGI_5779515) described by Martinelli et al. (2016) . Behavior experiments were performed on littermate male mice. The C1ql3 flox allele was converted to the null allele (C1ql3 -) by crossing to B6.C-Tg(CMV-cre)1Cgn/J mice. C1ql3 +/+ and C1ql3 -/-(C1ql3 tm1.2Sud RRID: MGI_5779517) mice were obtained by breeding C1ql3 +/mice. The background strain of the mice was C57BL/6.
Immunofluorescence
Animals were prepared for immunofluorescence studies by transcardial perfusion with 4% PFA, followed by dissection of the brain and cryoprotection in 30% sucrose for 2 days. Brains were cryosectioned at 20-µM sections onto glass slides. In preparation for immunofluorescence, tissue was blocked with 5% goat serum and 0.3% Triton X-100 diluted into phosphate-buffered saline (PBS) for 1 hour at room temperature, and then primary antibodies diluted in blocking buffer were applied overnight at 4 °C. The following primary antibodies were used in this study on cryosections: rabbit anti-VIP (1:500; 20077 ImmunoStar, Hudson, Wisconsin), rabbit anti-AVP (1:500; 20069 ImmunoStar), rabbit anti-GRP (1:500; 20073 ImmunoStar), guinea pig anti-VGluT2 (1:1000; AB2251 Millipore, Hayward, California), rabbit anti-VGAT (1:1000; 131 003 Synaptic Systems, Goettingen, Germany), and mouse anti-SYP (1:1000; 7H12 Cell Signaling, Danvers, Massachusetts). The signal intensity of mVenus from the C1ql3 flox allele was low, so an anti-GFP antibody was used to enhance signal: rabbit anti-GFP (1:1000; A11122 Invitrogen, Carlsbad, California). Secondary Alexa Fluor antibodies (Life Technologies, Carlsbad, California) were used with appropriate fluorescent conjugates. After washing with PBS, secondary antibodies diluted in blocking buffer were applied for 1 hour at room temperature. After washing, sections were mounted with a coverslip and Fluoromount-G with DAPI mounting media (SouthernBiotech, Birmingham, Alabama).
Co-staining for mVenus (as a proxy for C1ql3 expression) and either Brn3a or melanopsin in mouse retinas was performed as follows: Retinas were isolated from approximately 2-month-old C1ql3 flox/flox mice. Isolated retinas were fixed for 1 hour in 4% paraformaldehyde in PBS. Retinas were then washed for 1 hour and placed in blocking solution of 0.3% Triton X-100 in PBS plus 3% BSA for 3 hours at room temperature. Retinas were then placed in blocking solution containing chicken anti-GFP (1:500; ab13970 Abcam, Cambridge, UK) and rabbit anti-Brn3a (1:250; AB5945 Millipore) and incubated at 4 °C overnight. Retinas were then washed 3 × 10 minutes in PBS before being placed in a secondary antibody solution containing blocking solution with a goat anti-chicken antibody conjugated to AF-488 (1:500; Invitrogen) and goat anti-rabbit AF-594 (1:500; Invitrogen). Retinas were then washed 3 × 10 minutes in PBS and mounted in Prolong Gold with DAPI (P36931 Thermofisher, Waltham, Massachusetts). Co-staining for mVenus and melanopsin was performed essentially as described above, but using rabbit anti-melanopsin antibody (1:500; AB-N38 Advanced Targeting Systems, San Diego, California) and incubated for 3 to 4 days at 4°C in the primary antibody solution.
For quantification of synaptic puncta density in Figure 3 , images were acquired with a Nikon confocal microscope. Z-stacks, 10 µM thick, containing 10 confocal planes were collapsed into a single image. As first described by Martinelli et al. (2016) , a novel program was coded for Mathmatica (Wolfram, Champaign, Illinois) to quantify synaptic puncta density. For each mouse, the SCN puncta densities of at least 3 cryosections centering around the middle of the SCN along its anteroposterior axis were averaged. This number was averaged with the means of other mice of the same genotype to create the final mean. The number of mice analyzed per genotype is displayed on each bar of the figure. Statistical tests are described in the figure legends.
Wheel-running Behavior
General set-up. All mouse work was approved by animal use committees at Stanford and Johns Hopkins Universities.
All mice were approximately 4 to 5 months old at the beginning of the recordings, and recordings continued for no more than 3 months. Exact sample sizes are listed in the figure legends, and individual data points are plotted on the figures themselves. Mice were housed individually with ad libitum food and water, and cages were changed at least every 2 weeks. All light bulbs used were Philips (Foster City, California) Daylight deluxe fluorescent lamps. For wheel-running activity, mice were provided with a 4.5-inch running wheel. General activity was measured using infrared motion detectors from Mini Mitter (Respironics, Murrysville, Pennsylvania) with the motion detector mounted to the top of the cage. All data were collected in 10-minute bins using Vitalview software (Mini Mitter, Respironics). Clocklab (Actimetrics, Wilmette, Illinois) was used to generate actograms and chi-square periodograms.
The following light paradigms were used: When general activity was measured by infrared beam breaks, WT and C1ql3 KO mice were placed in a 12-hour/12 hour LD (12/12 LD) cycle (light portion 500 lux) for 2 weeks to assess photoentrainment. The mice were then place in DD for 1 week to assess freerunning period. After this, phase shifting pulses were given at CT 15 (~750-1000 lux for 15 minutes), and the mice remained in DD for another week to assess any changes in free-running period caused by the phase shift. After DD, mice were exposed to a jet lag paradigm that included decreasing light intensities during the light portion of the cycle. For the first week after DD, mice were returned to a 12/12 LD cycle with the light portion at 500 lux. Then the light intensity was increased to 1000 lux for another 7 days. Next, a 6-hour delay was introduced to the LD cycle, and mice were allowed to reentrain for 7 days. Then another 6-hour delay was introduced to the LD cycle, and simultaneously the light intensity in light portion was decreased to 50 lux.
When wheel-running behavior was recorded, 2 different light paradigms were used: First ( Fig. 5 and Suppl. Fig. SI 1) mice were placed under 12/12 LD (light portion 500 lux) for 4 weeks and then released into DD for 3 weeks. Then phase-shifting pulses were given at CT 15 (~750-1000 lux for 15 minutes), and the mice remained in DD for another week to assess any changes in free-running period caused by the phase shift. After DD, mice were placed in constant light (LL) for at least 2 weeks (500 lux). The second light cycle paradigm (Suppl. Fig. SI 2) was 2 weeks of 12/12 LD (light portion 500 lux) followed by 2 weeks of LL (500 lux).
Quantification. The total numbers of wheel revolutions in the light and dark portions of the 12/12 LD cycles were determined by summing the raw recorded data during the light and dark portions of the cycle. Results are plotted in Figure 5B and 5C. A 2-tailed t test was used to compare the values from WT and C1ql3 KO mice.
Phase angles were calculated by using ClockLab (Actimetrics) to determine the onset of activity while mice were housed in 12/12 LD, and then the difference between the offset of light and the onset of activity was calculated for each day in 12/12 LD. The first 2 days in LD were excluded. The average for each animal is plotted in Figure 5D for wheel-running activity and Supplementary Figure SI 4B for general activity measured by infrared beam breaks. A 2-tailed t test was used to compare the values from WT and C1ql3 KO mice in each case.
The stability of entrainment was determined by calculating the standard deviation of the onsets of activity under 12/12 LD. Mean standard deviations for each animal are plotted in Figure 5E (wheel running) and Supplementary Figure SI 4A (beam breaks). A 2-tailed t test was used to compare the values from WT and C1ql3 KO mice in each case.
Chi-square periodograms were generated with ClockLab (Actimetrics) for LD, DD, and LL portions of all the recordings ( Fig. 5A and Suppl. Figs. SI 1-3). In DD and LL, free-running periods were also calculated based on the slope of the onsets with ClockLab (Actimetrics) from 5 to 14 consecutive days of recording, based on the length of the recording. The first 2 days in constant darkness were excluded. A 2-way ANOVA with Bonferroni's multiple comparisons test was used to compare the free-running periods of WT and C1ql3 KO mice under DD conditions before and after a 15-minute light pulse at CT 15 ( Fig. 5G) . A 2-tailed t test was used to compare the change (delta) in period length of WT and C1ql3 KO mice before and after the light pulse ( Fig. 5H) . A 2-tailed t test was also used to compare the period lengths of WT and C1ql3 KO mice under LL conditions ( Fig. 5I) .
Phase shifting was quantified as follows: A predicted onset of activity was calculated by making a regression line based the onsets of activity under DD for 6 days prior to the 15-minute light pulse and extrapolating the predicted onset for the day following the light pulse. Then difference between this predicted onset and the actual onset following the light pulse was calculated and plotted in Figure 5F . A 2-tailed t test was used to compare the values from WT and C1ql3 KO mice. Phase shifts are traditionally calculated as the difference between a regression line of the onsets of activity for at least 6 days before the light pulse and a regression line of the onsets of activity for at least 6 days after the light pulse (Albrecht and Oster, 2001; Aschoff, 1965; Jud et al., 2005) . We could not follow this method of calculating the magnitude of phase shift in our experiments because in C1ql3 KO mice the period length also changed dramatically following the light pulse.
During the jet lag paradigm, days to reentrainment were determined by measuring the onsets and offsets of activity using ClockLab (Actimetrics). Mice were defined as entrained once both the onset and offsets were consistent for at least 2 days. On and offsets were considered consistent if they varied by less than the standard deviation measured during the initial beam break recordings under 12/12 LD conditions. Results are plotted in Supplementary Figure SI 4C. A one-way ANOVA with Bonferroni's multiple comparisons test was used to compare days to reentrainment of WT and C1ql3 KO mice for each of the 3 LD cycles following DD.
Masking during the jet lag paradigm was measured by summing the total number of beam breaks that occurred in the last 6 hours of the light portion of the cycle during the first 3 days following a 6-hour advance of the LD cycle (see orange box in Suppl. Criteria for exclusion. Several mice had either very low levels of activity or unstable rhythms, sometimes in general and sometimes only under LL conditions. This is apparent from both the actograms and periodograms from these animals. For wheel-running recordings, 1 C1ql3 KO animal was arrhythmic in general (first actogram and corresponding periodograms in Suppl. Fig. SI 2B) , 3 additional C1ql3 KO animals had unstable periods under LL conditions (third and fifth sets of actograms and periodograms in Suppl. Fig. SI 1, and third actogram and corresponding periodograms in Suppl. Fig. SI 2B) , and 1 WT mouse had an unstable period in LL (third actogram and corresponding periodograms in Suppl. Fig.  SI 2A) . The arrhythmic mouse was excluded from phase angle, standard deviation of onsets, and period length measurements. All of the above-listed mice were excluded from period length measurements under LL conditions. Additionally, for beam break recordings, 1 C1ql3 KO animal exhibited so much activity in the light portion of the 12:12 LD cycle that it was not possible to accurately determine onsets of activity (last actogram and corresponding periodograms in Suppl. Fig. SI 3B) . This animal was excluded from phase angle and standard deviation of onsets measurements.
RESuLTS
C1ql3 Is Expressed in the SCN
To examine the expression pattern of C1ql3, we used mice harboring an allele (C1ql3 flox ) in which an essential exon is floxed and IRES-mVenus is knocked into the endogenous 3′ UTR of the C1ql3 locus, such that mVenus marks all C1ql3-expressing cells (Martinelli et al., 2016) . The mVenus is not tethered to the C1QL3 protein and thus will fill all neuronal compartments. The mVenus expression levels were low, so the signal was amplified by performing immunofluorescence for mVenus. We examined sagittal and coronal brain cryosections of adult C1ql3 flox/flox mice (Fig. 1 , A-G). As described previously, mVenus/C1ql3expressing neurons were prominent in multiple brain regions including the dentate gyrus (DG), the basolateral amygdala (BLA), and several cortical areas ( Fig. 1A, 1F ) (Martinelli et al., 2016) . In addition, we observed expression of C1ql3 in the paraventricular nucleus of the thalamus (PVT), in the SCN, and in fibers dorsal to the SCN, which may be arising from the reciprocal circuit between the PVT and the SCN (Fig. 1A, 1D, 1E) (Colavito et al., 2015; Moga and Moore, 1997; Moga et al., 1995; Vertes and Hoover, 2008) . Moga and Moore (1997) described the PVT efferents to SCN as being present throughout the SCN with greater density in the dorsomedial area. A previous in situ hybridization analysis reported that C1ql3 expression in the hypothalamus was specific to the arcuate nucleus (Iijima et al., 2010) ; however, we did not observe any mVenus-positive soma in this region. Using co-labeling of mVenus expression with immunofluorescence for vasoactive intestinal peptide (VIP), which is expressed in the SCN and not the arcuate nucleus, we clearly show that C1ql3 is expressed in the SCN (Fig. 1, B-D) and not in the arcuate nucleus (Fig. 1F, 1G ). In the telencephalon, C1ql3 is expressed in excitatory neurons (Martinelli et al., 2016) ; however, most neurons of the SCN are GABAergic (Moore and Speh, 1993) . Thus, it is very likely that C1ql3 is expressed in GABAergic neurons in the SCN.
C1ql3 Expression Is Not Restricted to a Specific Population of SCN Neurons
Identifying which SCN cell types express C1ql3 could provide clues as to its function. The SCN can be roughly divided into shell and core regions based on its neuronal projections and neuropeptide expression. An initial qualitative assessment suggested that C1ql3 expression might be specific for neurons of the shell, as there appears to be less mVenus signal in the SCN core (Fig. 2, A-C) . The SCN contains subsets of neurons that express specific neuropeptides, such as arginine vasopressin (AVP), gastrin-releasing peptide (GRP), and VIP (Abrahamson and Moore, 2001; Fernandez et al., 2016; Karatsoreos et al., 2004; Welsh et al., 2010) . VIP neurons are found in the ventral portion of the SCN (Abrahamson and Moore, 2001) , and we observed incomplete co-expression between VIP and C1ql3. Quantification of co-localized cells revealed that approximately 55% of VIP-positive cells also expressed C1ql3 and approximately 8% C1ql3positive cells also expressed VIP ( Fig. 2A, 2H ). Consistent with previous reports (Abrahamson and Moore, 2001) , we observed AVP expression predominantly in neurons located in the dorsal/shell part of the SCN; however, there was also incomplete coexpression between AVP and C1ql3. Approximately 28% of AVP-positive cells expressed C1ql3 and approximately 11% of C1ql3-positive cells also expressed AVP (Fig. 2C, 2D, 2H ). As expected, immunohistochemistry for GRP predominantly labeled projections rather than cell bodies (Drouyer et al., 2010) ; therefore, we could not discriminate the GRPexpressing neurons (Fig. 2B ). We conclude that although there appears to be a topographic SCN organization for C1ql3-expressing cells, it is unclear what this organization is. Additionally, the expression pattern of C1ql3 only partially overlaps with several neuropeptides, and the significance of this is not yet apparent.
Multiple neuropeptides are important for SCN function. We sought to determine whether loss of C1ql3 has effects on neuropeptide expression in the SCN. We converted the C1ql3 flox allele into a null allele (C1ql3 -) by using germline expression of Crerecombinase. Constitutive homozygous C1ql3 KO mice (C1ql3 -/-) and wild-type littermate controls (C1ql3 +/+ ) were obtained by breeding heterozygous parents. As described by Martinelli et al. (2016) , there is no detectable C1ql3 expression in C1ql3 -/mice. We performed immunofluorescence for VIP, GRP, and AVP in control and C1ql3 KO SCNs obtained from mice sacrificed at the same zeitgeber time. There did not appear to be any obvious change in VIP, GRP, or AVP immunoreactivity in the SCN from C1ql3 KO mice (Fig. 2 , E-G) compared with control SCN.
C1QL3 Regulates Excitatory Synaptic density in the SCN
Given the function of C1QL3 in regulating synaptic density in the telencephalon, we sought to determine whether C1QL3 has a similar role in the SCN.
We quantified immunofluorescent puncta density of synaptophysin (SYP), a general presynaptic marker, in the SCN in wild-type and C1ql3 KO mice. We found reduced synapse density in C1ql3 KO mice (Fig. 3A, 3B ). To determine whether this reduction was due to a decrease in excitatory or inhibitory synapses (or both), we stained for VGluT2, a presynaptic marker for excitatory synapses, and VGAT, a presynaptic marker for inhibitory synapses (Fig. 3C, 3D ). We observed a significant decrease in VGluT2-positive puncta in the SCN of C1ql3 KO mice, whereas there was no significant change in VGAT-positive puncta.
These data suggest that, similar to its role in the telencephalon, C1QL3 is involved in regulating excitatory synaptic density in the SCN. This is despite the expression of C1QL3 in GABAergic neurons, suggesting there are important mechanistic differences depending on the cell type in which C1ql3 is expressed. Perhaps C1QL3 protein is not released presynaptically as was observed from excitatory neurons (Martinelli et al., 2016; Matsuda et al., 2016) but is postsynaptic, or perhaps C1QL3 is secreted and diffusible and could thus function non-cell-autonomously. Alternatively, the reduced excitatory synapse density in the SCN observed in C1ql3 KO mice could be due to a decrease in synapses from glutamatergic C1ql3-expressing neurons that project into the SCN. Most glutamatergic input to the SCN originates from the retina. To determine whether C1ql3 is expressed in the retina, we examined retinas from C1ql3 flox/flox mice and co-stained for mVenus and BRN3A, a marker for many retinal ganglion cells (RGCs). We found that C1ql3 is expressed in a subset of RGCs (Fig. 4A) . Only a small subset of RGCs project to the SCN and therefore could potentially contribute to the reduced excitatory synapse density observed in the SCN of mutant mice. Intrinsically photosensitive RGCs (ipRGCs), which express the photopigment melanopsin, constitute the entire retinal projection to the SCN (Güler et al., 2008) . When we co-stained for melanopsin and mVenus in retinas from C1ql3 flox/flox mice, we observed no co-localization between C1ql3positive RGCs and melanopsin-positive RGCs (Fig.  4B) . Thus, while C1ql3 is expressed by a subset of RGCs, it is not expressed in SCN projecting ipRGCs and loss of glutamatergic synapses in the SCN is not due to a loss of C1ql3 expression from retinal afferents. Another source of glutamatergic input to the SCN is the PVT, which also expresses C1ql3 (Fig. 1E ) and has reciprocal connections with the SCN (Alamilla and Aguilar-Roblero, 2010; Colavito et al., 2015; Cui et al., 2001; Zhang et al., 2006) . It is possible that the reduction in VGluT2-positive puncta in the SCN of C1ql3 KO mice is due to a reduction in glutamatergic inputs from the PVT, although we have not tested this possibility here.
C1ql3 KO Mice Exhibit Period Lengthening following a 15-Minute Phase-delaying Light Pulse and Less Consolidated Activity
We sought to investigate effects of the observed altered synaptic circuit structure on circadian rhythms. We analyzed the wheel-running behavior of adult littermate wild-type and C1ql3 KO mice in standard 12/12 LD, DD, and LL (representative actograms and chi-square periodograms are shown in Fig. 5A , additional actograms and periodograms in Suppl. Figs. SI 1-2) . We generated chi-square periodograms for each of the LD, DD, and LL portions of the recordings (Fig. 5A, Suppl. Figs. SI 1-2) . During LD conditions, we quantified the phase angle of photoentrainment and the standard deviation of the onset of activity during photoentrainment. By all of these measures, C1ql3 KO mice displayed circadian photoentrainment that was similar to controls, although 1 C1ql3 KO mouse was arrhythmic as determined by chi-square periodograms (Suppl. Fig. SI  2B) . We also measured general home cage activity by recording infrared beam-breaks, and the periodograms as well as quantification of phase angle and standard deviation of the onset of activity (Suppl. Figs. SI 3, 4A, B ) also supported the conclusion that C1ql3 KO mice can photoentrain.
During recordings of general activity (beam breaks) we exposed the mice to a "jet-lag" paradigm (shift in the LD cycle) and varied the intensity of light during this paradigm. There was no difference in the rate of reentrainment between genotypes (Suppl. Figs. SI 3, 4C ). We also assessed positive masking during reentrainment to the shifts in the LD cycle. Unsurprisingly, since masking is known to be independent of the SCN (Redlin and Mrosovsky, 1999) , C1ql3 KOs were comparable to WT mice (Suppl. Figs.  SI 3, 4D) .
While C1ql3 KO mice clearly photoentrained under a 12/12 LD cycle, analysis of wheel-running activity revealed a phenotype with variable penetrance. We quantified total number of wheel revolutions that occurred in the light and dark portions of the 12/12 LD cycle, as well as the relative amount of activity that occurred in the dark portion. C1ql3 KO animals exhibited increased activity in the light portion of the LD cycle compared with the WT controls. Specifically, from a total of 11 mutant mice, 5 displayed this less consolidated rhythm as indicated by increased activity during the light portions of the day (Fig. 5, A-C) .
Less consolidated activity under LD conditions is suggestive of a disrupted, weakly oscillating, or less robust clock. In other mouse mutants that have a disrupted or weakly oscillating SCN clock due to loss of components of the transcriptional-translational feedback loop or of neuropeptides, behavioral rhythms further degenerate in the absence of light (Aton et al., 2005; Bae et al., 2001; Colwell et al., 2003; van der Horst et al., 1999; Vitaterna et al., 1999; Zheng et al., 2001) . To determine whether this was also the case in C1ql3 KO mice, we placed animals under constant dark conditions (DD). When C1ql3 KO mice were placed under DD and allowed to "free-run," the phenotype did not worsen and their intrinsic period (tau) (measured by both periodograms and regression lines of the slope of the onsets of activity) was indistinguishable from that of controls ( Fig. 5A, 1G , Suppl. Figs. SI 1-3) . These data suggest that C1ql3 KO mice do not have a disrupted or weakly oscillating circadian clock. This finding is also consistent with our observation that neuropeptide expression is not drastically altered in C1ql3 KO mice.
Various light environments have been documented to induce circadian aftereffects. In addition to period shortening and lengthening after entrainment to short and long days, respectively, very small aftereffects can even be observed after a 15-minute phase shifting light pulse is given under DD (Pittendrigh and Daan, 1976) . Phase-shifting pulses that result in phase delays cause period lengthening, and phaseshifting pulses that cause phase advances result in period shortening (Pittendrigh and Daan, 1976) . To begin to investigate whether C1QL3 has any role in mediating aftereffects, we challenged C1ql3 KO mice with mildly disruptive light exposure. Pittendrigh and Daan (1976) reported that a 15-minute light pulse under constant dark conditions results in mild and inconsistent, yet significant, aftereffects. When we exposed mice to a 15-minute light pulse at CT 15 in DD (asterisk in Fig. 5A ), we were surprised to observe that the intrinsic circadian period of all C1ql3 KO mice was substantially lengthened (Fig. 5A, 5G, 5H ; Suppl. Figs. SI 1-3), while phase shifting was comparable to that of WT mice (Fig. 5F ). While we did not do so here, it will be important in future work to determine the effects of phase-advancing light pulses.
According to Aschoff's rule, circadian period length increases with light intensity (Aschoff, 1960; Pittendrigh, 1960) , and at very high light intensities mice become arrhythmic (Daan and Pittendrigh, 1976b) . When wild-type and C1ql3 KO mice were placed in LL, they exhibited comparable period lengths (Fig. 5I ). However, 4 of 10 C1ql3 KO mice and 1 WT mouse, as determined by the chi-square periodograms, appeared to be arrhythmic or had unstable periods under LL conditions (Suppl. Figs. SI 1, 2) . These mice had to be excluded from the quantification of period length under LL. This effect could be due to the role of C1QL3 in consolidating activity. Alternatively, constant light is known to cause severe aftereffects that result in the lengthening of the intrinsic circadian period. Thus, the arrhythmia exhibited by several of the C1ql3 KO mice after exposure to LL could be due to a combinatorial effect of the normal period lengthening that occurs under LL conditions and potential enhanced aftereffects due to loss of C1ql3. Statistical analyses were performed using 2-tailed t test for panels A-F, H, and I, and 2- 
dISCuSSION
Proper brain function is based on neuronal networks, which in turn are based on synapses, the fundamental structural unit by which neurons communicate. A multitude of proteins act as crucial facilitators for neurons to connect via synapses into complex networks. Proteins of the C1q/tumor necrosis factor (TNF) superfamily have recently entered the spotlight for their function at synapses. Several members of this superfamily, including C1q, CBLN1, C1QL1, and C1QL3, have been shown to modulate synapse numbers (Kakegawa et al., 2015; Martinelli et al., 2016; Matsuda et al., 2010; Stevens et al., 2007) . Although details for the molecular mechanisms are scant, it is likely that the C1QL family functions in a unique pathway compared with other superfamily members, as the surfaces of the proteins are largely unique (Ressl et al., 2015) . C1QL3 is expressed in a small subset of brain regions, predominantly in the telencephalon. We recently demonstrated that C1QL3 is targeted presynaptically and functions to promote synapse maintenance and/or synaptogenesis in the telencephalon (Martinelli et al., 2016) . Given that C1ql3 appeared to be expressed only in excitatory projection neurons, we speculated that in each circuit where the gene was expressed, C1QL3 would have a function in promoting excitatory synapse density.
In this work, we made 3 principal observations. First, we discovered that C1ql3 is expressed in the SCN of the hypothalamus, not the arcuate nucleus as was previously reported (Fig. 1) . C1ql3 is expressed in a subset of SCN neurons and more predominantly in the SCN shell, although it is not a marker for any specific neuron subtype that we have tested thus far (Fig.  2) . Since the neurons of the SCN are predominantly GABAergic, this indicates that C1ql3 expression cannot be excitatory-specific, as was thought previously. Second, the SCN of C1ql3 KO mice have a reduced excitatory synapse density (Fig. 3) , which parallels the reduced excitatory synapse density observed in KO telencephalon. This suggests that C1QL3 has a similar function at synapses although expressed in different brain regions. It is not immediately clear how it can do so, if the gene is expressed in the inhibitory neurons of the SCN. Third, C1ql3 KO mice display altered circadian activity, including less consolidated activity to the dark portion of the LD cycle and period lengthening after a 15-minute light pulse in constant darkness, which could suggest a role for C1ql3 in mediating the magnitude of aftereffects (Fig. 5, Suppl. Figs. SI 1-3) .
How exactly can the supposedly presynaptically targeted C1QL3 influence excitatory synapse density in the SCN? We propose 3 possibilities. First, C1QL3 is expressed in the GABAergic neurons of the SCN but, rather than being released from the GABAergic presynaptic terminals, is located postsynaptically at the excitatory synapses of the C1QL3-expressing SCN neurons. Second, C1QL3 can act non-cell-autonomously at the excitatory synapses of SCN afferents. Our previous research in the telencephalon suggested a cell-autonomous function, but it is possible that C1QL3 protein is secreted and diffuses to nearby synapses of other neurons, regardless of how it is secreted. Third, while we show that C1QL3 is not expressed by retinal excitatory afferents, C1QL3 could be expressed in other excitatory neurons that send projections into the SCN, such as the PVT, and contribute to the excitatory synapses of these projections. It would need to be confirmed that there indeed exist C1ql3-expressing neurons within the PVT that project into the SCN. More investigation in this area will reveal whether the reduction in excitatory synapses in the SCN in C1ql3 KO mice is due to a loss of intra-SCN connections or whether there is a reduction in SCN afferents, but this is beyond the scope of the present study.
C1QL3 has recently been shown to bind the kainate receptors GluK2 and GluK4 in the hippocampus and, through a complex with neurexin-3, specifically regulates recruitment of GluK2 and GluK4 to the postsynapse (Matsuda et al., 2016) . GluK2 and neurexin-3 are both expressed in the SCN (Lein et al., 2007; van den Pol et al., 1994) , although binding of C1QL3 to kainate receptors was not shown to change synapse density. The family members C1QL1 and C1QL3 both bind to the postsynaptic GPCR BAI3 with strong affinity, and the C1QL1-BAI3 interaction was shown to be important for synapse numbers in the cerebellum (Bolliger et al., 2011; Kakegawa et al., 2015; Sigoillot et al., 2015) . It remains to be determined whether BAI3 is present in the SCN and what role it might have.
Aftereffects on the free-running period are caused by different photoperiods and by light pulse-induced phase shifts (Daan and Pittendrigh, 1976a) . Aftereffects on period length provide a mechanism to improve entrainment by adjusting the free-running period to be closer to the period of the environmental light-dark cycle. Too large a difference between the free-running period and the environmental lightdark cycle could lead to a failure to entrain. In humans, the difference between the free-running period and the period of the environmental lightdark cycle may be associated with morning or evening preferences (Duffy et al., 2001 ) and may underlie advanced or delayed sleep phase disorders. C1QL3dependent regulation of synaptic density in the SCN allowed us to investigate a possible physiological mechanism for the poorly understood phenomenon of circadian aftereffects. C1ql3 KO mice, which have altered synaptic circuit structure in the SCN, exhibited period lengthening following a 15-minute light pulse in DD, which is suggestive of enhanced aftereffects. However, this is only a precursory insight into the elusive mechanism of circadian aftereffects. Additional behavior experiments will be needed, including examining the effects of phase-advancing light pulses as well as measuring aftereffects caused by T22 and T28 LD cycles. Thus, while future work is necessary to fully elucidate the mechanisms underlying aftereffects and the potential role of C1QL3 in aftereffects, the results presented here point to a possible role for the structure of synaptic circuits in effecting circadian aftereffects.
