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Greedoids have been introduced and studied in previous papers (cf. [6,19, 
211). They can be considered as generalizations of matroids to formal 
languages or to non-subclusive set systems. They are also generalizations of 
the abstract convexity structures introduced by Edelman [13] and Jamison- 
Waldner [17], as well as of several important structures in graph theory, 
such as branchings. Besides an abundance of nice examples, several interest- 
ing algorithmic and structural properties of greedoids have been found. But 
exactly because of this abundance of examples which are often of rather 
different nature, it is sometimes hard to find those properties of one 
particular class of examples, say, matroids, which would generalize to all 
greedoids. 
The motivation for the study of topological properties of greedoids has 
come from the observation that non-trivial homotopy results have been 
established for at least three important classes of greedoids, namely matroids, 
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branchings, and partially ordered sets (cf. the survey papers [3, 7, 301). Also, 
Korte and Lo&z [26] have proved pivoting results on greedoids which may 
be viewed as results about O-dimensional homotopy. One of the main 
objectives of this paper is to formulate and prove some results about 
homotopy in greedoids, generalizing several of the results mentioned above. 
It has turned out, however, that the study of topological properties of 
greedoids leads to many other interesting questions. Several results on 
shellability, vertex-decomposability, and evasiveness of matroid complexes 
can be generalized (sometimes in more than one sense) to greedoids, and 
these properties enable us to extend, at least partially, the theory of the 
Tutte polynomial from matroids to greedoids. 
The following is a brief outline of the paper. The first few sections are 
introductory in nature. In Section 1 we recall several basic definitions and 
facts about greedoids. This way the paper is self-contained, but we refer the 
interested reader to previous papers, where more motivation and back- 
ground has been given, and where structural and algorithmic properties of 
greedoids have been investigated in greater detail. 
In Section 2 we define connectivity for greedoids in an appropriate way 
which relates it to the classical connectivity concept of graphs. Dominating 
sets are also introduced; they are similarly generalizations of the dominating 
sets in graph theory. 
Section 3 contains several old and new results on greedoids and lattices. 
Like in the case of matroids, certain families of sets induce lattices canoni- 
cally. For some important subclasses of greedoids these lattices are semi- 
modular. The notions of closed sets and flats (which for matroids coincide 
and give rise to the associated geometric lattice) are in general distinct for 
greedoids and lead to two associated posets (short for: partially ordered 
sets). We study the relationship between these posets and determine when 
they coincide. 
Some basic facts from combinatorial homotopy theory are presented in 
Section 4. Many of these facts about simplicial, chain, and convex cell 
complexes are well known in topology. However, they can not easily be 
found in the literature and for this reason we survey them here. In some 
cases we have to use special versions of standard theorems, which are 
presented with proofs. In particular, we need a special version of the Nerve 
Theorem. Some properties of shellable and vertex-decomposable complexes 
are reported. 
Section 5 is devoted to shellability properties of greedoids. We introduce 
two simplicial complexes, namely, the primal complex formed by the subsets 
of bases and the dual complex formed by the subsets of basis complements. 
For matroids the dual complex is just the primal complex of the dual 
matroid, but duality does not fully extend to greedoids and so the primal 
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and dual complexes can, and in general will, have quite different properties. 
We prove that the dual complex is always shellable and give (rather strong) 
conditions under which the primal complex is also shellable. These results 
can be used to determine the homotopy type and even the homeomorphy 
type of these complexes in some cases. 
The greedoid polynomial is introduced and studied in Section 6. Like the 
Tutte polynomial does for matroids, it conveniently describes ome enumer- 
ative facts about greedoids. The fact that this polynomial is well-defined 
depends on the shellability of the dual complex; since the primal complex is 
not shellable in general, it has only one variable. We prove various identities 
and recurrences for this polynomial and introduce the related concept of a 
greedoid invariant. Extending some results of Ball and Provan [2] we show 
that this polynomial can be used to express the “reliability” of a greedoid, 
i.e., the probability that its rank does not drop if some elements are deleted 
at random. We also give an application to an algorithmic problem, namely, 
to decide evasiveness of the test whether or not a given set is spanning. 
In the last two sections we study certain polyhedra associated with a 
greedoid. These are convex cell complexes whose vertices correspond to 
basic sets and basic words, respectively, and whose edges correspond to 
feasible pivots. In Section 7 we give the main results about homotopy 
properties of bases and dominating sets. First we show that certain com- 
plexes and polyhedra are homotopy equivalent. With this we can prove that 
such polyhedra and complexes associated with a k-connected interval 
greedoid are (k - 2)-connected in the topological sense. For matroids and 
k = 3 our result specializes to the homotopy theorem of Maurer [32], while 
for branching greedoids of rooted graphs it gives the connectedness theorem 
of Lovasz [29]. 
Finally, in Section 8 we obtain similar homotopy results for the ordered 
version of greedoids. Here the associated polyhedron is spanned by the 
basic words represented as vertices of a permutohedron. We prove contract- 
ibility results for such polyhedra associated with the basic words of certain 
greedoids. 
1. BASIC FACTS ABOUT GREEDOIDS 
A set system over a finite ground set E is a pair (E, 9) with 9~ 2E. A 
set system is a matroid if the following axioms hold: 
(Ml) 0 ~9, 
(M2) X c Y E 9 implies X E 9, 
(M3) if X, Y E 9 and IX] > JY], then there exists an x E X - Y such 
that Y U x E 9. 
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A set system which satisfies only (Ml) and (M2) is called an independence 
system or simplicial complex. For an arbitrary set system we define its 
hereditary closure as 
.#(‘F):= {Xc Y:Yo-} 
and its accessible kernel as 
x(g) := (X~9:thereexistsalabeling {xl...xk} = Xsuchthat 
{X ,...~~}~~foralll~i~k}. 
Sets belonging to S are called feasible or independent sets. Elements of 
2E - 9 are non-feasible or dependent sets. For X c E a maximal feasible 
subset is called a basis of X. Maximal feasible subsets of E are called bases 
of (E, 9). A set which contains a basis of (E, 9) is called spanning. 
Minimal non-feasible sets are called circuits. An element e E E which lies 
in every basis is called a coloop. 
A language 9’ over a finite ground set E (which is called the alphabet) is 
a collection of finite sequences x1.. . xk of elements xi E E for 1 I i I k. 
E* denotes the set of all words over the alphabet E. Thus 8~ E*. The 
underlying set of a word (Y is denoted by &. PC 2E is the collection of all 
underlying sets of Y. Similarly to the cardinality symbol we use Ial to 
denote the length of a string (Y. The notation x E (Y means x E Z. The 
concatenation of two words (Y, fi is denoted by (Y * p, i.e., the string (Y 
followed by the string /I. A language is called simple if no letter is repeated 
in any of its words; i.e., h-xl = 161 for every (Y E 9. A letter x E E is dummy 
if it does not appear in any word of 9. A language is called normal if it has 
no dummy letters. 
(E, 9) is called a hereditary language if 
(Gl) 0 E 9, 
(G2) if (Y E 9 and (Y = /3y, then p E 9; i.e., every beginning section 
of a word in the language also belongs to the language. 
A simple hereditary language is called a greedoid if in addition the 
following exchange property holds: 
(G3) if (Y, p E 8 and Ial > I/31, then there exists an x E (Y such that 
/IX E2.P. 
Again, a word is called feasible if it belongs to 9. Maximal feasible words 
are called basic wortls. A greedoid is called full if its basic words contain all 
letters from E. A greedoid is called free if every permutation of the 
underlying set E is a basic word. So a free greedoid consists of all 
repetition-free words on E. 
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Apart from this definition of hereditary languages and greedoids as 
collections of ordered subsets, we can also define them in an unordered 
version by considering the underlying sets of words. Then an accessible set 
system (E, 9) is a set system 9~ 2E with 
(Hl) 0 E 9, 
(H2) for all X E 9- { 0 } there exists an x E X such that X - x E 9. 
A set system is a greedoid if (Hl), (H2), and the following hold: 
(H3) if X, Y E 9 and (Xl 4 lY1 + 1, then there exists an x E X - Y 
such that Y u x E 9. 
Given a greedoid (E, 9) defined by (Gl), (G2), and (G3), then it is 
immediate that (E, 9) satisfies (Hl), (H2), and (H3). Conversely, if a set 
system (E, 9) satisfies the unordered axioms (Hl), (H2), and (H3), then 
one can show that 
Y:= {xl...xk: (x1 )...) xj}E~foralllIiIk} 
defines a greedoid (E, 9) which fulfills (Gl), (G2), and (G3). Thus, the 
ordered and unordered definitions of greedoids are equivalent and we use 
them in the following concurrently. It is an easy observation that (H2) and 
(H3) are equivalent to (M3). Thus, (E, 9) is a greedoid if and only if (Ml) 
and (M3) hold, which shows that greedoids are direct relaxations of matroids. 
If (E, 9) is a matroid, then Y consists of all permutations of all indepen- 
dent sets. 
The bases of (E, 9) are called bases of the greedoid. Their cardinality is 
called the rank of the greedoid. A greedoid is full iff E E 3. We also define 
the (independence) rank of any set X c E as 
r(X) := max{lA(: A L Xand A ~9’). 
This function is monotone and subcardinal, but in general not submodular. 
One can formulate a weaker property, however, and thereby axiomatically 
define greedoids via the rank function (c.f. [21]). 
Analogously to matroids we define for greedoids the (rank) closure of a 
set X E E as 
u(X) := {x E E: r(XU x) = r(X)}. 
It turns out that a(X) is the unique largest superset of X with the same 
rank. This operator is not monotone, but it also gives rise to an axiomatic 
definition of greedoids (c.f. [21]). A set X c E is called closed if X = u(X). 
For each A E 9 we define by 
I’(A)={xEE-A:AuxE.F} 
the set of its continuations. 
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Analogously to matroids we can define minor-operations for greedoids: 
Let (E, 9) be a greedoid and T G E. The restriction of (E, 9) to T is the 
greedoid (T, FIT) where 
.9-l,= {Xc-%? Xc T}. 
If U := E - T we say that the restriction to T is obtained by the deletion of 
U. We set 
9\ U=S\(E - T) :=FIT. 
It is obvious that (T, 9]r) = (E - U, 37 U) is a greedoid. 
The definition of contraction is not so straightforward and is meaningful 
for general greedoids only if the contracted set is feasible. Let (E, 9) be a 
greedoid and U E 9. Then the contraction of U results in the greedoid 
(E - U, S/U) where 
3$4Y:= {XcE- U:XU U&F}. 
It is again obvious that (E - U, 9/U) is a greedoid. 
We define the k-truncation of a greedoid (E, 2’) by (E, 9’,J where Zk 
contains all words in 3 of length at most k. Obviously, (E, 6pk) is also a 
greedoid. As for matroids an unordered (i.e., commutative) direct sum of 
two greedoids (E,, Si) and (E,, Sz) with E, 17 E, = 0 is defined by 
(E,, 6) @(E,, .%> := (E, u E,, { 4 u X,: X, E %I, X, E 92)). 
By considering the ordered version of greedoids one is led to define the 
ordered direct sum by 
(E,,9i)~(E,,9z):=(E,UEz,SiU{BUX:Bisabasisof 
%I, x-q). 
In both cases the set of bases is the same, namely, 
{B, u B,: Bi basisof S$}. 
Thus if we are only interested in the set of bases, the two versions of direct 
sum are just not essentially different. 
A fundamental property of certain greedoids is the interval property. We 
say that a greedoid (E, S) has the interval property if for all A G B E C 
GEandxEE-CwithA,B,CESsuchthatAUxESandCUx 
E 9 it follows that B u x E 9. A greedoid with the interval property is 
called for short an interval greedoid. For any word a = x1x*. . . xk, say that 
a’isasubwordifa’=x.x. . ..x. forsomelIi,<i,< . . . <i,<k.It 
was shown in [6] that a ‘dimple l&editary language (E, 3) is an interval 
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greedoid iff instead of (G3) it satisfies the following strong exchange 
property: 
(G3’) if (Y, p E Y and ]cr( > ]p], then there exists a subword (Y’ c ~1 of 
length Jo’] = Ia] - I/3] such that pew’ E 9. 
It is an easy consequence of (M2) that matroids are exactly those 
greedoids for which the interval property holds without tower bounris; i.e., 
for all feasible B c C and x E E - C such that C U x E * it follows that 
B u x E 9. If the interval property holds without upper bound we call the 
greedoid an upper interval greedoid. In this case we have that for all feasible 
A c B and x E E - B such that A U x E 9 it follows that B U x E 9. 
Those greedoids were studied in [6] and [25] under the name of APS-greedoids 
and shelling structures. Crapo [ll] calls them discs. It is an easy observation 
that they are equivalent to those combinatorial convexity structures which 
were introduced and investigated by Edelman [13] and Jamison-Waldner 
[17] under the name of antimatroids. Since in this paper we use the notion 
“shelling” for the shellability property of complexes in the usual sense of 
topology, we had to introduce the new and hopefully not confusing name 
“ upper interval greedoid.” 
Upper interval greedoids are closed under another minor-producing oper- 
ation, namely, tracing: Let (E, 9) be an upper interval greedoid and 
T c E. Define 
Then (T, 9 : T) is called the truce of (E, 9) on T. A set T c E is called 
free in an upper interval greedoid (E, 9) if (T, 9 : T) is a free greedoid. 
A set C G E with (I E C is called a circuit with root a of an upper 
interval greedoid (E, 9) if .9 : C = 2’ - {a}. Circuits are minimal non- 
free sets. 
Upper interval greedoids are exactly the full interval greedoids (assuming 
there are no dummy letters). It was shown in [6] that they can also be 
characterized by a strengthening of the exchange axiom (G3): 
(G3”) A simple hereditary language (E, Y) is an upper interval 
greedoid iff for LY, /3 E .Y,c? e /3 there exists an x E & such that px f 9. 
Upper interval greedoids can also be characterized as simple accessible set 
systems for which 9 is closed under union. 
We close this section with some examples of greedoids. First, we mention 
some upper interval greedoids. 
Let E be a finite set of vectors in W ‘. Let Y= {xi.. . xk : xi is a vertex 
of the convex hull of E - x1 - . . . -xipl, for i = 1, . . . , k }. Then (E, 9) 
is a greedoid, which we call a convex pruning ([25]). 
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Poset greedoids are the special upper interval greedoids for which 9 is 
also closed under intersection. The name stems from the fact that for any 
poset (E, I) the (lower) order ideals form the feasible sets of a poset 
greedoid, and conversely every poset greedoid arises in this way from a 
poset. We call a greedoid a local poset greedoid if the property that the 
union and intersection of feasible sets are also feasible sets is only required 
for subsets of the same feasible sets, i.e., if for A, B, C E 9 and A, B L C 
we have A U B, A n B E 9. Local poset greedoids were studied in [22]. 
Local poset greedoids are not necessarily full, but they have the interval 
property. 
The undirected branching greedoid is a special ocal poset greedoid. Let G 
be a graph, E = E(G), r E V(G) a fixed node called root. S= { X c 
E(G) : X is a subtree of G containing the root}. Then (E, 9) is a greedoid 
which we call an undirected branching greedoid. Analogously, we define 
directed branching greedoids. In this case let G be a directed graph E = 
E(G), r E V(G). Let 9= {X c E : X is an arborescence in G rooted in 
r }. Then (E, S) is called the directed branching greedoid. The bases in 
9 are the maximal branchings of G. Directed branching greedoids are also 
local poset greedoids; in particular, they have the interval property. 
For further examples of greedoids the reader is referred to [6] and [23, 24, 
251. 
2. CONNECTIVITY OF GREEDOIDS 
Let (E, 9) be a greedoid of rank r and let A E 9. A set U E E - A is 
called A-pee if A U U’ E 9 for all U’ z U. In other words this means that 
W, .%-‘A ’ (E - UN is a free greedoid. We say that (E, 9) is k-connected 
(1 I k I r) if for each A E 9, there exists an A-free set U with IUI 2 
min(k, r - ]A]). It is obvious that every greedoid is l-connected, and that a 
k-connected greedoid is also (k - l)-connected. 
The set A E 9 is called dominating if there exists an A-free set U with 
IUI = r - IAl. W e d enote by 9 the set of all dominating sets. 
EXAMPLE. (1) If (E, 9) is a matroid then every U E 9/A is A-free. 
Hence every independent set is dominating and (E, 9) is k-connected for 
every k 2 1. 
(2) Let (E, 9) be the directed branching greedoid of a rooted digraph 
D and let A E F. Then U is A-free iff U consists of edges connecting V(A) 
to different points of V(D) - V(A). Hence (E, 9) is k-connected iff for all 
A E .S there are at least min(k, ]V( D) - V(A)]) points in V(D) - V(A) 
which can be reached on an edge from V(A). Equivalently, (E, S) is 
k-connected iff no point of D can be separated from the root by fewer than 
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k points. Finally, A is dominating if and only if every point of V(D) - V(A) 
can be reached from A on an edge, i.e., if A is dominating in the usual sense 
of graph theory. The situation is similar for undirected branchings. 
(3) Let (E, 9) be an upper interval greedoid. Then for each A E 
F, l?(A) is the unique largest A-free set. Hence the free sets for upper 
interval greedoids as defined in [25] are just those sets which are A-free for 
some A E 9. The set A is dominating if I(A) = E - A. Finally, (E, 9) is 
k-connected if and only if II?(A)] 2 k for all non-dominating sets A. By the 
results of Korte and Lovasz [25], this is equivalent to saying that every 
circuit has at least k + 1 elements. In particular, a poset greedoid is 
l-connected but not 2-connected unless the poset is an antichain. The 
convex pruning greedoid of a set of points in Rd in general position is 
(d + l)-connected. 
It is straightforward to check the following Lemma. 
2.1. LEMMA. Let (E, 9) be a k-connected greedoid. Then every greedoid 
obtained from (E, 9) by truncation or by contraction of a feasible set is also 
k-connected. 
The following helps in better understanding the concept of A-freeness for 
interval greedoids. 
2.2. LEMMA. Let (E, 9) be an intervalgreedoid such that {x} E g for 
all x E E. Then (E, 9) is a matroid. 
Proof We have to show that .9 is subclusive. Let A E 3 and assume 
that there is a B c A such that B 4.9. Choose B minimal, and let x E B. 
Then B - x E 9 and hence it can be augmented repeatedly from A - 
(B - x). So we obtain a set C E 9 such that B - x 2 C, x P C and 
C U x E 9. So x can be added to 0 and C but not to B - x, which 
contradicts the interval property. q 
2.3. LEMMA. Let (E, 9) be a greedoid with the interval property and 
A E 9. Then U c E - A is A-free iJtr A U U E 9 and U G I’( A). Further- 
more, the A-free sets are the independent sets of a matroid. (This matroid is 
denoted by (r(A), AA).) 
Proof The “only if” direction is obvious. Suppose that A U U E F and 
U 5 I’( A). Consider the greedoid (I’( A), Ma) where A,., = 9/A \ (E - 
A - I( A)) = {X G I’( A) : X U A E %}. By Lemma 2.2, this is a matroid. 
Furthermore, U E MA. Hence every U’ c U also belongs to M, and so 
AuU’~9.n 
Lemma 2.3 implies that it is easy to check if a set is A-free and it is easy 
to find the maximum size of an A-free set by the greedy algorithm. This 
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does not remain valid for non-interval greedoids, since in the greedoid 
(E, 9)>, where E = {a, b, c, d} and St= 2E - {{a, b, c, d}, 
{a, b, c}, {c, d}}, both of {a, 6, d} and {a, c} are maximal 0-free sub- 
sets. 
2.4. LEMMA. Let (E, 9) be a greedoid with the interval property. Let 
X G Y 5 2, X, Y, Z E 9 and suppose that Z G X U r(X). Then Z c Y U 
nv 
Proof. Let a E Z - Y. By repeated augmentation of Y from Z we find 
a set W E 9 such that Y c W c Z - a and W U a E 9. Since X U a E 9 
by hypothesis, this implies by the interval property that Y U a E 9; i.e., 
a E l?(Y). 0 
2.5. LEMMA. L.et (E, 9) be an interval greedoid, A, B E 9, A c B. 
Then B fl r(A) is A-free. 
ProoJ By Lemma 2.3, it suffices to show that A u (B f~ T(A)) is 
feasible. Let C c A U (B fl r(A)) be a maximal feasible subset such that 
A G C. If C # A U (B n I’(A)) then consider any x E (A U (B fl I’( A))) 
- C. Then A U x is feasible. Furthermore, by repeated augmentation of C 
from B we obtain a set D E % such that C G D _c B - x and D U x E 9. 
So by the interval property, C U x E 9. This contradicts the maximality of 
c. 0 
The interval property also implies a very useful property of dominating 
sets. 
2.6. LEMMA. Let (E, 9) be a greedoid with the interval property, 
A, A’ E F and A G A’. If A is dominating then A’ is also dominating. 
Proof. Let U C_ r(A) such that A u U is a basis. Augment A’ from 
A u U to a basis A’ U u’ (17’ E U - A’). Let u E U’. Then u E u’ c U C 
r(A). Furthermore, u E l?(A’ U W) for some W c U’. Hence by the 
interval property, u E r(A’). So u’ c r(A’) and so by Lemma 2.3, U’ is 
A’-free. Hence A’ is dominating. 0 
3. GREEDOIDS AND LATTICES 
Recall that a poset (short for: partially ordered set) is called a lattice if 
every pair of elements x and y has a least upper bound (or join) x V y and 
a greatest lower bound (or meet) x A y. In this section we discuss some 
posets and lattices that arise in the study of greedoids. 
The families 9 and 9 of feasible and dominating sets of a greedoid are 
partially ordered by inclusion. It is sometimes useful to add formally a 
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smallest element 0 and a largest element 1 in case a poset is not already 
bounded. The so extended posets of feasible and dominating sets are 
denoted g0 and 9,,, respectively. 
The following fact is useful in the sequel. 
3.1. THEOREM. If (E, 9) is a greedoid with the interval property then 
SO and 9,, are lattices. 
Proof. Suppose that A, B, C E 9 and that A U B G C. The restriction 
(C, SC\ (E - C)) is clearly an upper interval greedoid, and it is known 
(e.g., from [6,25]) that the collection of feasible sets of an upper interval 
greedoid is closed under taking unions. It follows that A U B E 9. This 
means that the join of A and B exists in g0 and equals either 1 or A u B. 
The existence of meets is implied by the existence of joins and the existence 
of 0 by a standard argument. 
Lemma 2.6 shows that 9 is a filter in 9, hence joins exist also in gO, 
and we are done. 0 
We remark that F0 is not necessarily a lattice for non-interval greedoids, 
as is shown by the example following Lemma 2.3. 
A poset is said to be semimodular if whenever x and y both cover the 
same element then some element covers both x and y. Interval greedoids 
are related to semimodular lattices in several ways. 
3.2. THEOREM. Let (E, 9) be a greedoid. Then 
(i) 9 is a semimodular lattice if (E, 9) has the upper intervalproperty. 
(ii) All closed intervals [A, B] in 9 are semimodular lattices if (E, 9) 
has the interval property. 
Proof. The characterization (i) of upper interval greedoids was given in 
[6]. Part (ii) follows via the observation that (E, St) has the interval 
property if and only if all restrictions (A, 9\ (E - A)) to feasible sets A 
have the upper interval property. q 
In a similar vein one can show (using Birkhoff s representation theorem or 
[13]) that 9 is a distributive lattice iff (E, 3) is a poset greedoid, and that 
all closed intervals in % are distributive lattices iff (E, 3) is a local poset 
greedoid. 
In Section 7 below we find a topological measure of how far away the 
lattice .Y$ of an interval greedoid is from being semimodular. While 
semimodular lattices are known from the work of Folkman [16] to be 
topologically connected to the highest degree, Theorem 7.1 shows that so 
is usually connected only to a lower degree. 
The notion of a closed set or flat of a matroid and the related geometric 
lattice of flats generalizes in different ways to greedoids. We will show that 
for interval greedoids these different notions coincide. 
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Let (E, F) be a greedoid. Recall that a subset A G E is said to be closed 
if r(A U e) > r(A) for all e E E - A. We partially order the family VI of 
closed sets by letting A I B mean the existence of closed sets A = 
A,, A,, *. . , A, = B such that r(Aipl n A;) = r(A,-J for 1 I i 5 k. Notice 
that A G B implies A 5 B but not necessarily conversely. Closed sets were 
studied in [21] and this partial ordering was also considered there in a 
special case. By a graded poset we shall mean a finite poset having greatest 
and least elements 1 and 0 and such that all maximal chains between these 
are of equal length. For a graded poset P there is a well-defined rank 
function p : .P -+ N given by letting p(x) equal the common length of all 
maximal chains in the interval [0, x]. For instance, the poset so of feasible 
sets of a greedoid is always graded, but go is in general not. 
3.3. LEMMA. VZ is a grudedposet whose rank function coincides with the 
greedoid rank function. 
Proof The greatest and least elements of Vl are, of course, E and 
3 = {x E El{ x} 4 s}), respectively. Suppose that r(A n B) = 
r(A), A, B E Vl. Then r(A) I r(B), since r(A n B) I r(B). Also, if B C_ 
A then B = A, since any basis of A n B lies in B and spans A. Hence, if 
B # A then B g A and for any e E B - A we get r( A n B) -C r((A n B) 
u e) since A is closed, which implies r(A) < r(B). This proves that A 5 B 
implies r(A) I r(B), and that A < B implies r(A) < r(B). It follows that 
the relation A I B is antisymmetric. It also follows that a maximal chain 
from A to B cannot have length greater than r(B) - r(A). Since clearly 
such chains of length r(B) - r(A) exist, we are done. Cl 
Let (E, Y) be a greedoid. Say that two feasible words (Y and (Y’ are 
related, written (Y - a’, in case Cup E 90 a’/3 E dip for all words p E E*. 
This is clearly an equivalence relation. We call the classes [a] E 9/ - the 
JIats of the greedoid. Define a partial ordering on -E”/- by the rule: 
[1y] I [ /3] if there exists y E E* such that ary - p. If OL - p then clearly 
r( 6;) = r(p), so we can unambiguously speak of the greedoid rank r([a]) = 
r( 6) of a flat. The poset of flats 81:= 9/ - was considered in [6], and the 
following simple fact was pointed out. 
3.4. LEMMA. 91 is a graded poser whose rank function coincides with the 
greedoid rank function. 
The poset of flats and the poset of closed sets are related by a canonical 
mapping. If ar - /I then by definition I(G) = I(j). Hence, the set cp([cu]) 
= E - I’( &) is well-defined. Also, E - l?(s) is the closure of the set &, so 
(~([a]) is closed. 
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3.5. LEMMA. The mapping cp : 91 + VI is order-preserving, rank-pre- 
serving, and surjective. 
Proof. Clearly, r((p([a])) = r(G) = r([a]). Suppose that [a] I [PI. We 
may assume that /3 = cry. Then 6 c ~([a]) n q([j?]), so r(cp([a])) = r(G) I 
r(d[al) n d[PlN I r(cp([4N = r(fii) s rM[Pl>). Hence, cp(M) s cp([Pl). 
Finally, if C E %?I and LY is a feasible permutation of a basis of C, then 
cp([4) = c. 0 
To illustrate these concepts, consider the greedoid (E, S) where E = 
{a, b, c} and F= 2E - {{a, c}}. F’g 1 ure 3.1 shows the poset of flats and 
the poset of closed sets of (E, 9). The mapping cp is obvious. 
For interval greedoids more can be said. 
3.6. THEOREM. (E, 9) has the interval property if and only if cp is an 
isomorphism. Furthermore, then Vl = 91 is a semimodular lattice. 
Proof. Suppose that C E VI and that 5, /3 E L? are basic words of C 
(meaning that the underlying sets 5 and J3 are bases of C). The strong 
exchange property (G3’) of interval greedoids (see Sect. 1) immediately 
shows that if clly E 8 then /Iy E 8, and conversely, for all y E E*. Hence, 
[a] = [ fi]. Therefore, the assignment q(C) = [a] gives a well-defined map- 
ping \cI : VI + 91. Suppose that A, B E %l and r(A n B) = r(A). Choose 
any basic word (r of A n B. Then extend a! to a basic word ay of B. Then, 
+(A) = [a] I [ay] = #(B). It follows that + is order-preserving. The sim- 
ple verification that cp and $ are inverses is omitted. 
Conversely, assume that (E, 3) does not have the interval property. 
Then there are (Y, j3, y E E*, and x E E such that (YX E Y, a/3x 4 2 but 
cllpyx E 2. We may assume that p consists of a single letter y. Then for 
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every z E E such that (YXZ E 8, we can augment ay E ?Z’ from (YXZ, to get 
that ayz E Y. Similarly, cyyz E Y implies that (YXZ E Y. Hence cp([ax]) = 
cp([lwy]). On the other hand, ay(yx) E Y but ax(yx) ~5 $P, and so [ay] # 
[ax]. So cp is not one-to-one. 
It was shown in [21] that the interval property implies that VI is a lattice. 
To prove semimodularity it is more convenient o work with 91. Suppose 
without loss of generality that the flats [ (ux] and [ay] cover [a], and that 
[ax] # [ay]. The last assumption means that there exists some p E E* such 
that cyxp E 2 and ay/3 tZ Y (or, vice versa). Then, if cwy is augmented 
from cllxp by the strong exchange property for interval greedoids we must 
obtain cuyxp E 2 for some subword p’ c fi. In particular, ayx E Y. 
Hence, [ayx] covers [ax] and [cyy] in 91. 0 
The example in Fig. 3.1 shows how the theorem can fail for a non-interval 
greedoid. There 91 is a lattice but not semimodular, while %I is semimod- 
ular but not a lattice. For another example take E = {a, b, c, d } and 
9= 2E - {{a, b}, {c, d}}. In this greedoid 91* VI and the lattice prop- 
erty as well as semimodularity fails for both posets. 
Remark. H. Crapo [ll] has defined the notion of a selector and its 
lattice of flats. In [20] selectors were shown to be equivalent to interval 
greedoids. Similarly one can show that the lattice of flats of a selector as 
defined by Crapo is equivalent to our %‘I = 91 for interval greedoids. 
Hence, it follows that the second part of Theorem 3.6 is equivalent to 
Crapo’s result that the lattice of flats of a selector is semimodular. Crapo 
also proved the converse, i.e., in our language that every finite semimodular 
lattice arises as the poset of closed sets of some interval greedoid. 
4. SOME BASIC FACTS FROM COMBINATORIAL HOMOTOPY THEORY 
This section summarizes ome preliminaries from topology. Since the 
facts we use here cannot easily be found in the literature and they are 
usually not treated for the purpose of combinatorial applications, we try to 
be as self-contained as possible. Basic notions and results from topology can 
be found in any textbook on algebraic topology (e.g., [l] or [39]). For more 
applications of topology to combinatorics, we refer to [7] and [30]. 
A simplicial complex X is a finite hereditary set-system, i.e., a set of sets 
such that X E X, Y _C X implies Y E X. We denote by V(X) the union of 
all members of X. The d-skeleton of a simplicial complex X is the 
simplicial complex Xd = {X E X : 1x1 5 d + l}. The dimension of 
X,dimX,ismax{]X]:XEX}-1. 
A geometric realization of X is a polyhedron obtained by the following 
construction: Let ‘p : V(X) + IR d be an injection such that for any two sets 
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X, Y E X,convcp(X) n convcp(Y) = conv(p(X n Y). Then 
B(X, cp) = U{convcp(X) : X E X} 
is a geometric realization of X. It is easy to show that this implies that 
conv cp( X) is a simplex, which we call a simplex of B( X, cp). Since any two 
geometric realizations are homeomorphic, we usually write B(X) instead of 
NX> cp). 
To associate topological spaces with greedoids we shall also use convex 
cell complexes. A set X of convex polytopes in R” is called a conuex cell 
complex if (1) each face of a polytope in X is also in X and (2) the 
intersection of any two polytopes in X is a face of both. If P is a convex 
polytope in R” and X is an ideal in the lattice of its faces then obviously 
X is a convex cell complex. 
It is well known that if X is a convex cell complex then one can 
subdivide each cell of X into simplices without introducing new vertices, 
such that these simplices themselves form a cell complex. To give a specific 
construction, label the vertices of X by 1,. . . , N and let, for each P E 
X, I(P) denote the vertex of P with largest label. Consider all chains 
P, -C P2 < . . . < Pk of members of X and the cells conv{ I( PI), . . . , I( Pk)}. 
Then it is not difficult to verify that these are simplices which form a cell 
complex and that each P E X is the union of such simplices. 
Let Xi and X, be two simplicial complexes. A mapping cp : I’( XJ --f 
V( X2) is called simpliciul if ‘p(X) E X2 for all X E Xi. Obviously, any 
simplicial map ‘p : V( X,) --) V( X2) induces a continuous map cp : B( XJ 
+ B( X,) by extending cp a&rely over the sets conv( X), X E X1. 
Let P be a finite poset. The chain complex U(P) of P is defined as the 
simplicial complex of all chains (totally ordered subsets) of P. If P, and P2 
are two posets, then any order-preserving mapping cp : P, -+ P2 is simplicial 
as a mapping from U(P,) into U(P,). 
Let .%? be any set-system. Then the nerue of 9, in writing JV( X), is the 
simplicial complex 
i 
x:x~.~, n ~f0. 
YEX 1 
Let Tr be a topological space and T2 E TI. We say that T, is a retract of 
TI if there is a continuous mapping QI : TI --, T2 such that cpl r, = id,*. 
Let TI and T2 be two topological spaces. Two mappings (pO, ‘pl : TI + T, 
are called homotopic in T2, in writing ‘pO - ‘pr, if there is a continuous 
mapping + : TI X [0, l] + T2 such that $J(x, 0) = q,(x) and +(x, 1) = vi(x) 
for all x E TI. If a mapping cp is homotopic to a mapping of TI onto a 
single point of T2 then we write ‘p - 0 in T2 and we call cp 0-homotopic (or 
contractible) in T2. 
We say that TI and T2 are homotopy equivalent if there exist two 
mappings ‘pr : TI + T2 and (p2 : T2 --) TI such that ‘pi 0 q2 - id, in T, and 
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(P2 o ‘pl - id, in T2. The pair (cpl, (p2) is called a homotopy equivalence. A
space homotopy equivalent o the single point is called contractible. 
If T G WA and S c W B (A, B are disjoint finite sets) then we denote by 
TXStheset{(t,s):t~T,sES}~W~“~.ItiseasytoseethatifSis 
contractible then T x S is homotopy equivalent o T. 
Given two simplicial complexes 3?i and x2 and two simplicial map- 
pings from V( x1) into V(K,), we say that they are homotopic if the 
continuous mappings from B(XJ into B(X2) induced by them are homo- 
topic. Similarly we say that two complexes are homotopy equivalent if their 
geometric realizations are homotopy equivalent. 
Let T be a topological space and k 2 0. We say that T is k-connected if
for all 0 I r I k, every continuous mapping cp of the r-dimensional sphere 
S’ into T can be extended to a continuous mapping of the (r + l)- 
dimensional ball B r+ ’ with boundary S’ into T. Equivalently, cp - 0 in T. 
So O-connected means arcwise connected, and l-connected means arcwise 
connected and simply connected. 
It is well-known that k-connectivity is homotopy invariant, i.e., if T is 
k-connected and T’ is homotopy equivalent to T then T’ is also k-con- 
nected. It is also easy to see that if T is k-connected and T’ is a retract of T 
then T’ is also k-connected. It can be shown that a simplicial complex is 
contractible iff it is k-connected for every k. 
The following two lemmas are standard. 
4.1. LEMMA. Let X and X’ be two simplicial complexes and let k 2 
dim X. Let cp : B(X) + B(X’) be any continuous mapping. Then cp is 
homotopic to a continuous mapping cp’ : B(X) + B(XL) such that q’(x) = 
q(x) whenever q(x) E B(XL). 
4.2. LEMMA. Let T be a topological space and X a simplicial complex. 
Let cp, I/J : T + B(X) be two continuous mappings uch that for each x E 
T, q(x) and I/J(X) belong to the same simplex in B(X). Then ‘p - # in 
B(X)- 
We shall need some known methods for deriving the homotopy equiv- 
alence of certain spaces from combinatorial properties. The first is a 
classical result (cf. [8]). 
4.3. NERVE THEOREM. Let 3 be any set-system. Then the nerve of 2’ is 
homotopy equivalent o the hereditary closure of 2’. 
The following generalization of the Nerve Theorem is found in [S]. 
4.4. THEOREM. Let X be a simplicial complex and A,, . . . , A,,, G V(X) 
such that XC 2A1 U . . . U2Arn. Assume furthermore that whenever 
Ai, n . . . nA,,# 0 
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for some 1 I i, < . . . < i, I m; then 
xn 24,n n4, 
is contractible. Then .Y is homotopy equivalent to .N{ A,, . . . , A,,,}. 
It is useful for later reference to state here two particular versions of the 
Nerve Theorem dealing with convex cell complexes and lattices, respec- 
tively. Both are easily derived from Theorem 4.4. 
4.5. THEOREM. Let J? be a convex cell complex, and let XI,. . . , &, be 
subcomplexes such that XI U . . . U&, = X. Suppose that all nonempty 
intersections 4, n . . . nXi,, 1 I i, < . . . < i, I m, are contractible. Then 
X is homotopy equivalent to .N{ XI,. . . , Y,}. 
Let L be a finite lattice. A crosscut of L is a set C c L - (0, l} such that 
C is an antichain and every maximal chain in L meets C. For example, the 
set of atoms (minimal non-0 elements) of L is a crosscut. Given a crosscut 
C, define a simplicial complex .Y( L, C) = (X c C : X has a lower bound 
different from 0 or an upper bound different from l}. The following 
theorem was proved in a somewhat weaker form by Mather [31] and 
Folkman [16], and in this form by Lakser [28]. 
4.6. CROSSCUT THEOREM. Let L be a finite lattice, and C a crosscut in 
L. Then .x?( L, C) is homotopy equivalent to U( L - (0, l}). 
Next we state and prove some versions of the previous results which deal 
with k-connectivity instead of homotopy equivalence. We start with the 
following lemma. 
4.1. LEMMA. For any simplicial complex .x? and any k 2 0, the following 
are equivalent : 
(i) X is k-connected, 
(ii) the (k + l)-skeleton of X is k-connected, 
(iii) for every k-dimensional simplicial complex Y’, every continuous 
mapping cp : B(X’) + B(X) is 0-homotopic in B(X), 
(iv) the mapping id, is 0-homotopic in B(X), 
(9 x/i+1 is a retract of (2y(x))k+l. 
Although this result is well-known, a complete proof of it is not easily 
accessible and therefore we include it here. 
Proof (i) * (ii): Let r I k and let ‘p : S’ + B(XJ+l) be any continu- 
ous mapping. Then since x is k-connected, cp extends to a mapping 
(P : B’+l + B(X). By Lemma 4.1, there is a mapping G : B’+l + B(31T,+,) 
with F(x) = Cp(x) for all x such that q(x) E B(&+,), in particular 
?I S’ = i&r = rp. 
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(ii) j (i): Let Y < k and let ‘p: S’ + B( 3Y) be any continuous mapping. 
By Lemma 4.1, q is homotopic to a mapping C+J’ : S’ + B(Yk+,). Since 
x k+ I is k-connected, q’ is 0-homotopic in B(X,+ 1) and hence also in 
B(Z). But so cp is 0-homotopic in B( A?). 
(i) j (iii): One constructs the homotopy $I: [0, 11 x B( Y’) 4 B(X) 
showing that 91 - 0 step-by-step. First, let P E B(X) and let 4(1, x) = p 
for all x E B(T’). Now if +(t, x) is defined for all points LY E B(Xr’)(O < 
r < k), and all 0 I t I 1, then we define $(t, x) for x E B( XrI,,) - B(Xr’) 
as follows. Let S E XrL1 be the (unique) simplex such that x E B(S). 
Then + is already defined on the boundary of [0, I] x B(S) and hence it can 
be extended continuously over all of [O,l] x B(S) by the k-connectivity 
of X. 
(iii) =+ (iv) is obvious. 
(iv) * (i): Let r I k and let ‘p : S’ --, B(x) be any continuous mapping. 
Let 9 : [0, l] X B( Xk) + B(X) be the homotopy showing that idxk - 0. 
By Lemma 4.1, ‘p is homotopic to a mapping ‘p’ : S’ + B( Xj). But then 
(p’( t, x) := +(t, C&X)) is a homotopy showing that cp’ - 0 in B(X). So also 
91 - 0 in B(X). 
(ii) =+ (v): We construct a retract map p : g((2V(“Y))k+l) -+ B(Xk+J 
step-by-step. For points in Xk+r, we let p(x) = x. Suppose that p is 
already defined on B( 2’) for some subcomplex .P c (2V(z))k+1. If 
X’ = (2”qkhl, we are done. If not, let S be a minimal simplex in 
(2v’K’) k+l - X’. Then p is defined on the boundary of S, and so we can 
extend the definition to the points of S continuously by the k-connectivity 
of 3c-t 1. So p is now defined on B( X’ u {S)). Eventually we end up with 
a retract mapping p : (2V(~)),+, -+ Xk+r. 
(v) =. (ii): Since (2”(X))k+t is k-connected, so are all its retracts, in 
particular Xk+i. 0 
4.8. LEMMA. Let X be a simplicial complex, A any finite set, and 
suppose that Xfl 2A is k-connected. If X* = XV 2A is k-connected then X 
is also k-connected. 
Proof. Xz+l =‘xk+r U (2A),+, is a retract of (2V(r))k+1 by Lemma 
4.7. Furthermore, by the hypothesis that Xn 2A is k-connected, 3$+r n 
PAL+ 1 is a retract of (2A)k+1. Let cp: B((2A)k+1) + B(&+r fl (zA),+,) 
be a retract mapping. Extend ‘p to a retract mapping 
9’: eA)k+l u xk+l> -+ Bwk+A 
by letting it be the identity on B(Xk+,). This leads to no conflict since cp is 
the identity on B(xk+, n (2A)k+1). So Xk+l is a retract of (2A)k+l U 
x k+L =-%TL and thus it is also a retract of (2”(x))k+1. 0 
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4.9. LEMMA. Let X be a simplicial complex, A any finite set, and 
suppose that Xn 2* is (k - 1)-connected. If X is k-connected then Y* = 
XU 2A is also k-connected. 
Proof Since Xn 2* is (k - 1)-connected, there exists a retract map 
‘pa : B((2*),) + B(Xk n (2A)k). Extend ‘pa to a retract map cp : B(Xz) + 
B( Xk) by letting it be the identity on B( Xk). Note that 
in B(X*) by Lemma 4.2. Since X is k-connected, the mapping id, is 
0-homotopic in X by Lemma 4.7, and so even more 0-homotopic in Gt?*. 
so 
id B(X*) - 9 = idB(yk) “?’ - 0 
in B(X*). By Lemma 4.7, this implies that X* is k-connected. •I 
Remark. Lemma 4.9 is a special case of the following general fact: If 
X, and X, are k-connected complexes and .Y, n X, is (k - 1)-connected 
then X, U X2 is k-connected. Conversely, this general fact is easily implied 
by the two preceding lemmas as follows. Let A = 1/(X2) and without loss 
of generality assume that X1 n 2* 5 X, (this can always be achieved by 
passing to the barycentric subdivision). Then Y, n 2* = X1 n T,, so by 
Lemma 4.9, 2, U 2* is k-connected. If X= X1 U Y,, then 2% 2* = 
X1 u 2* and .fn 2* = .Kz are k-connected, and therefore by Lemma 
4.8, X is k-connected. 
The main tool established by these lemmas is the following connectivity 
version of the Nerve Theorem. For some related k-connectivity results see 
[341. 
4.10. THEOREM. Let X be a simplicial complex and A,, . . . , A,,, G 
V(Y) such that XL 2*1 U . . . U 2*m. Assume furthermore that whenever 
Ai1 n . . . nA,, z 0 forsomel I i, < . . . < i,S m, 
then 
xn 2*,,n .~. n*,, 
is k-connected. Then .V is k-connected if and only if 
is k-connected. 
dv{ A,, . . ..A.} 
Proof Let 
x* = 3% 2A1. 
By Lemmas 4.8 and 4.9, X* is k-connected if and only if X is k-con- 
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netted. Furthermore, X* also satisfies the conditions of the theorem: 
x* c 2,+ u . . . u2Am 
and also, if 
Ai, n . . . mi, # 0 forsomel<i,< . . . <i,Im, 
then 
x* n 24,n ... n4, = (X(-l p,,n ... M,) ” p1n4,n ,.. n.q. 
If 
A,nAiln...nAi,z 0, 
then 
(Xn 2 hln n4,) n 2 A,nA,,n nA,, =xn 2A,nA,,n nA,, 
is k-connected by hypothesis, and so by Lemma 4.9, 
(x7-7 2 A,,n nA,,) u 2A,nA,,n nA,, 
is also k-connected. So indeed X* satisfies the same conditions as X. 
Going on similarly, we obtain that X is k-connected iff 
xu 2AI u . . . U2Am = 2A1 U . . . U2Am 
is k-connected. But by the Nerve Theorem, 
2A1 U . . . U2Am 
is homotopy equivalent o N{ A,, . . . , A,}. 0 
An important combinatorial property of simplicial complexes which often 
helps to establish high connectivity and more is their shellability. 
A simplicial complex X is called pure if all of its maximal simplices 
have the same dimension (cardinality minus one). A shelling of a pure 
simplicial complex is an ordering (Fi, . . . , F,,) of its maximal simplices 
(facets) so that for each 1 < i I: n, the simplicial complex formed by those 
faces of 6 which are also faces of some 5, j < i, is pure of codimension 
one. In other words, for any j < i, there exists a k < i such that Fj n Fi _C 
Fk n -F] and 1 Fk n &I = 141 - 1. A simplicial complex is shellable if it is 
pure and admits a shelling. A l-dimensional simplicial complex, i.e., a 
graph, is shellable if and only if it is connected. One-half of this implication 
carries over to higher dimensional complexes. 
4.11. LEMMA. Let X be a shellable d-dimensional simplicial complex. 
Then X is (d - 1)-connected. 
Proof Let (F,,..., F,) be a shelling of X. Using induction on 1x1 we 
may assume that X’ = 24 u . . . ~24-1 is (d - 1)-connected. Then X’ n 
26 is the union of one or more (d - l)-dimensional faces of I;;, and hence 
trivially (d - 2)-connected. So by Lemma 4.9, X= X’ U 2c is (d - l)- 
connected. q 
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We shall later require access to the following combinatorial consequence 
of shellability. Suppose that F,, F2,. . . , F, is a shelling of a pure (r - l)- 
dimensional complex X. For 1 I k I n let 5?(l;,) = {x E Fk : Fk - {x} 
c Fj for some j < k}, and for 0 5 i I r let hi = I{ k : j51’(Fk)l = i}l. The 
vector (h,, h,, . . . , h,), called the h-vector of X, is an invariant of X and 
does not depend on shelling order, as can be seen from the following. Let 
h,(t) = h,?’ + h,P + . . . +h, and fX(f) = aOtr + a,t’-’ + . . . +a,, 
where uk is the number of k-element faces of X. 
4.12. LEMMA. h,(l + t) = fx(t). 
For a proof see Bjorner [3]. Notice that 0 2 h, = fx( -1) = 
(-l)‘-‘(X(X) - l), where X(X) = E:rk=l(-l)k-luk is the Euler chur- 
ucteristic of X. 
4.13. LEMMA. Let X be a shellable complex. Then X is contractible if 
and only if ~(2) = 1. 
Proof. The “only if’ direction is well-known from topology. Suppose 
conversely that h, = 0. Topologically this means that a new facet Fk is 
never attached along its entire boundary to the earlier facets F;, i < k. 
Therefore, the intersection of a new facet with the preceding partially 
constructed complex during the shelling process is always contractible. 
This implies, e.g., by Lemma 4.9, that FI U . . . U Fk, and hence eventually 
X itself, is contractible. 0 
A vertex x in a simplicial complex X determines two subcomplexes 
dl,(x) = {A E XIX @ A} and [k,(x) = {A E KJx @A, A u {x} E 
X}, called the deletion and the link, respectively. The complex X is said to 
be vertex-decomposable if .Y is pure and either (1) .%= { 0 }, or (2) for 
some x E V(X) both dl,(x) and lk,(x) are vertex-decomposable. This 
recursive definition is due to Provan and Billera [33], who also prove the 
following. 
4.14 LEMMA. Vertex-decomposable complexes are shelluble. 
Following Kahn, Saks, and Sturtevant [18] we say that a complex X is 
non-evasive if either (1) .Y is a vertex (i.e., IV(X)1 = l), or (2) for some 
x E V(X) both dl,(x) and lk,(x) are non-evasive. This topological 
property of simplicial complexes is equivalent to the following algorithmic 
property (where the name comes from). Suppose that we want to decide 
whether a set X c V(X) belongs to X. The set X is not explicitly given, 
but we have an “oracle” (or subroutine) which answers the question “is 
x E X?“. Then X is non-evasive iff there is an algorithm which answers the 
question “is X E X?” for all X c V(X) with fewer than IV(X)! calls on 
the oracle. 
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4.15 LEMMA. Suppose that Y is vertex-decomposable. Then X is non- 
evasive ifand on& if x(X) = 1. 
Proof. It was shown by Kahn, Saks, and Sturtevant [18] that every 
non-evasive complex is contractible and hence in particular has Euler 
characteristic one. We are left to prove the converse. The statement is true 
for singleton vertices, so we proceed by induction on 1x1. Suppose that 
X is vertex-decomposable, d-dimensional, and x(X) = 1. Choose x E 
V(X) so that dlX( x) and Ik,( x) are vertex-decomposable. Either dlX( x) 
= fk,(x), in which case X is a cone with vertex x. As is easy to prove, 
every cone is non-evasive. Otherwise dl,(x) # Zk,(x), in which case 
dim(dl,(x)) = d and dim(lk,(x)) = d - 1. Let X’ = {A E X]A U {x} 
E X}. Then X’ U dl,(x) = X and X’ n d/,(x) = /k,(x), so x(X’) 
+ x(dl,(x)) = x(X) + x(/k,(x)). Since .P is a cone, we deduce 
x( dl,(x)) = x( Ik,(x)). We know from Lemma 4.12 and the combina- 
torial definition of the h-vector that (- l)d(x(dlX(x)) - 1) 2 0 and 
(-l)d-l(~(lk,(x)) - 1) 2 0. Hence, x(dl,(x)) = x(/k,(x)) = 1, and 
therefore by the inductive assumption dl,(x) and Ik,(x) are non-evasive. 
Then so also is Y. 0 
5. SHELLABILITY PROPERTIES OF GRBEDOIDS 
In this section we study shellability properties of two pure simplicial 
complexes associated with greedoids. The feasible sets of a matroid evi- 
dently form a simplicial complex, called the matroid complex, which is an 
important object of study. We generalize this to greedoids. Let G = (E, 9) 
be a greedoid and .GfG the set of its bases, The primal complex of G consists 
of all subsets of bases; the dual complex of G consists of all subsets of basis 
complements, i.e., of sets E - B where B E .SYG. If G is a matroid then the 
dual complex is just the primal complex of the dual matroid; but for general 
greedoids their properties turn out quite different. Of the two complexes the 
dual complex is far more important for the study of greedoids. Its properties 
reveal what remains of matroid duality in this more general setting. 
5.1. THEOREM. The dual complex of a greedoid is vertex-decomposable, 
and hence in particular shellable. 
By Lemma 4.11 one deduces 
5.2. COROLLARY. If (E, 9) is a greedoid of rank r, then its dual 
complex is ( 1 E 1 - r - 2)-connected. 
By considering the dual complex of the dual matroid one gets 
5.3. COROLLARY. If (E, 4) is a matroid of rank r, then A is (r - 2)- 
connected. 
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Before we proceed to prove this result let us establish the following. Let 
G=(E,g)beagreedoid.ForanyAcE let Al=E-A,andletG* 
denote the dual complex { A c E IA c B L for some B E ~3~). 
5.4. LEMMA. Suppose that e E E. Then 
(i) d/,*(e) = (G/e)‘, ife is feasible, 
(ii) Ikcl(e) = (G \ e)‘, ife is not a coloop, 
(iii) G ’ = (G/e) ’ , if e is a feasible coloop. 
Proof. (i) If A E (G/e) ’ , then A c B ’ for some B E .%Yc such that 
e E B. Hence, e 4 A, so A E dlol (e). Conversely, suppose that A E 
dlGl (e), i.e., e $ A and A c B ’ for some B E ac. If e E B we are done. 
If e f& B, then since {e} is feasible it can be augmented from B to a basis 
B,. We now have, e E B, E 9?o and A c B: , i.e., A E (G/e) I. 
(ii) In brief, A E lk,* (e) iff e e B and A c E - B - e, B E 9?!c iff 
AE(G\~)‘. Notice that if e is a coloop then e is not a vertex of G’ , 
hence lk, I (e) is not defined. 
(iii) This is obtained by a slight adjustment of the argument for (i). 0 
Notice that for the case of matroids Lemma 5.4 specializes to the 
well-known property that G ’ \ e = (G/e) ’ if e is not a loop and G l/e 
= (G \ e) ’ if e is not a coloop. 
Proof of Theorem 5.1. By Lemma 5.4 (iii) we may without loss of 
generality assume that all feasible coloops have been contracted away. Then 
take any remaining feasible singleton { e } in the greedoid G = (E, F). By 
Lemma 5.4 dlol (e) and lkoL (e) are the dual complexes of two smaller 
greedoids and can therefore inductively be assumed to be vertex-decom- 
posable. Hence, so is G ’ . 0 
Vertex-decomposability was previously known for the special case of 
matroids [33] and shellability of the dual complex for the special case of 
directed branching greedoids [2]. In [3] matroid complexes were shown to be 
shellable by an explicit lexicographic ordering. A similar construction for 
greedoids yields a useful class of shellings, whose properties are needed 
later. 
Suppose that the ground set E is linearly ordered: e, < e2 < . . . < e,. 
For each basis B E gc let 0~~ be the lexicographically first feasible word 
such that fii, = B. 
5.5. LEMMA. Every linear ordering of E determines a shelling of G ’ via 
the lexicographic ordering of {(Ye : B E gG}. 
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Proof. The linear ordering of A?& is defined by: B,I < Bi if aB, < 1yB2. 
We claim that this is a shelling order of .%Yi . What needs to be proved is, 
when dualized back to 9,, the following: Given A, B E .%?c such that 
(Ye < (~a there exists a C E .4?o such that (Y= < (Ye, C U B c A U B, and 
1C U BI = IBI + 1. Suppose that oA = /?xy, oB = /3yS, and x # y. Then 
x < y (since oA < (Y& and x $Z B (because otherwise x E S and then if fix 
is au=nted to a basic word /3x& by repeated exchange from by& we find 
that /3x& = @ = B and /3x& < /3yS, which contradicts the choice of &S). 
Now, augment /3x to a basic word /3x& from /3y8, and let C = z. The 
construction gives (~c I fix& < By8 = oB, and C u B = B u {x} E A u 
B. 0 
It would be interesting to know precisely which shellable complexes are 
dual to greedoids. This question is, of course, equivalent to asking for a 
characterization of the families A?o of bases of greedoids. Even for the case 
of l-dimensional complexes, i.e., connected graphs, this seems difficult. For 
example, C, (the four-circuit) is dual to a greedoid while C, and C, are not. 
Saks [36] has shown that every graph G can be embedded as a subgraph in a 
graph G’ such that G’ is the dual complex of an interval greedoid. 
We conclude the discussion of dual complexes with two applications of 
the results. Let us say that a greedoid (E, .F) is weakly k-connected if 
r( E - A) = r(E) for all A _C E with 1 Al < k. One sees that for undirected 
branching greedoids or graphic matroids this is equivalent to k-edge-con- 
nectivity of the underlying graph. 
5.6. COROLLARY. 
least ri-k-l bases. 
( 1 
A weak& k-connected greedoid of rank r must have at 
r 
Proof: The condition means that every A c E with IAJ < k is a face of 
the dual complex. Hence the result follows from shellability and Proposition 
3.5 (iii) of [3]. 0 
The lower bound ]$‘o] 2 r + ]: - ’ is sharp since it is attained by 
certain matroids (cf. (6.11)-( I ’ .12) of [3]). 
Let G = (E, 9) be a greedoid of rank r. Say that two bases B, and B, 
are adjacent if ] B, n B,J = r - 1. This defines a graph on 9?c whose edges 
are the adjacent pairs. It is easy to see from the shellability of the dual 
complex that this adjacency graph is connected: if BIL is the first facet of a 
shelling of G ’ then clearly every basis B cormects back to B, via a path of 
successively adjacent bases as provided by the shellability condition. The 
stronger condition of vertex-decomposability yields a bound to the diame- 
ter. 
5.7. COROLLARY. Let G be a greedoid of rank r. Then the diameter of its 
adjacency graph is at most r. 
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Proof. Provan and Billera [33] show that the dual graph of a vertex- 
decomposable d-dimensional complex on n vertices has diameter I n - d 
- 1. The corollary follows by applying this to the dual complex G ’ . 0 
The corollary shows that one can always move from one greedoid basis to 
any other basis with at most r pivots. It is natural to be interested in 
feasible pivots, i.e., edges (B,, B2) of the adjacency graph for which B, n B, 
E 9. This leads to consideration of the corresponding subgraph of the 
adjacency graph, which we call the basis graph. The basis graph needs in 
general not even be connected, however Korte and LovgSz [26] showed that 
if the greedoid is 2-connected then its basis graph is connected. The 
diameter of a connected basis graph can exceed the rank of the greedoid, as 
the example in Figure 5.1 shows. 
Recall that the primal complex of a greedoid G = (E, 9) is the heredi- 
tary closure of its family of bases, i.e., {A E EIA 5 B for some B E ~8~). 
Unfortunately, the primal complex is not always shellable, even for interval 
greedoids, as the following example shows. Let (E, S) be the 3-truncation 
of the branching greedoid defined by the rooted digraph in Fig. 5.2a. Then 
its 2-dimensional primal complex, depicted in Fig. 5.2b, is not l-connected 
and hence in particular not shellable. One can show that the primal complex 
of the k-truncation of this branching greedoid is shellable if and only if 
k # 3. Hence neither shellability nor non-shellability of primal complexes is 
preserved by truncation. 
There is, however, an interesting subclass of greedoids for which the 
primal complex is shellable. Let G = (E, 5) be a greedoid, and let us call a 
partition E = VI u V’ u . . . U V, balanced if IB n VJ = 1 for all 1 I i s r 
and all B E 9~‘~. For instance, branching greedoids of digraphs have a 
balanced partition, the blocks of the partition being the “in-stars” of 
non-root points (without loss of generality we may assume that the “in-star” 
of the root is empty). Notice that the blocks of a balanced partition of a 
greedoid, if one exists, are always uniquely determined by the greedoid, 
since its adjacency graph is connected. 
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Another example of balanced partitions occurs in the following class of 
greedoids found by Seymour [38]. Let G be a connected chordal graph, i.e., 
a graph in which every cycle longer than 3 has a chord. A simplicialpoint in 
G is a point whose neighbours form a complete subgraph. Let E = V(G) 
and let 9 consist of all words xi.. . xk such that xi is a simplicial point in 
G - {x1,. . . , Xi-I} - r({Xl.. . xi-i}) for all 1 I i I k. Then (E, 2) is an 
interval greedoid. (Note the difference from the “shelling” greedoid of a 
chordal graph, as introduced by Korte and Lovbz [24], which consists of all 
words xi.. . xk such that xi is a simplicial point in G - {xi,. . . , xi-t} for 
all 1 I i I k; this latter is an upper interval greedoid, while Seymour’s 
greedoid is not.) Let {Vi,. . . , V,} be a partition of V(G) into a minimum 
number of complete subgraphs. Then every basis of (E, 9) contains exactly 
one element from V;., for all 1 5 i I r. 
Let us call a partition E = VI U . . . U V, strong& balanced if the bases of 
the greedoid are exactly those sets B c E for which ]B f7 vi] = 1 for 
i=l , . . . , r. Note that since the set of bases does not determine the 
greedoid, there may be many greedoids with the same strongly balanced 
partition. 
It is easy to see that the partition of E(G) into “in-stars” is a strongly 
balanced partition for the branching greedoid of G if and only if G is an 
acyclic digraph (i.e., lacks directed cycles). On the other hand, a minimal 
partition of the points of a connected chordal graph into complete sub- 
graphs, which served as another example of a balanced partition, is not 
strongly balanced unless G is complete. 
Strongly balanced partitions of E can also be characterized by the 
following exchange property: {Vi,. . . , I$} is balanced and for every basis B 
and every element x E E - B, there is an element y E B such that B - y 
u x is a basis. 
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It is easy to show that the primal complex of a greedoid with a strongly 
balanced partition is a matroid complex, and hence shellable. For general 
balanced partitions the primal complex is not necessarily a matroid complex 
but the following nevertheless remains true. 
5.8. THEOREM. The primal complex of a greedoid with a balanced parti- 
tion is shellable. 
Proof: The construction is similar to the one used in Lemma 5.5. Order 
E in any way and then order GYG by: B, < B, if (Ye, < (Ye, in lexicographic 
order. Suppose A, B E .G?o and (Ye < (Yg. Let LYE = pxy, (Ye = PJJ~, and 
x # y. Then x < y and x 6J B as in the proof of Lemma 5.5. Augment fix 
to a basic word /3x& from PyS and let C = /3x&. Then (Ye I bxe < 8~6 = (Ye 
and C n B = C - { x }. So far everything is general; the balancing is 
needed to show that A n B G C n B. Suppose x E 5 and let B n V; = 
{z}. Then C n B = B - {z}. N ow, A n 5 = {x} shows that z 4A. 
Hence, A n B E B - {z}. 0 
There is, of course, another class of greedoids for which the primal 
complex is shellable: namely, matroids (whose primal complex is the dual 
complex of the dual matroid). The same lexicographic ordering of the bases 
(namely, B, < B, iff (Ye, < aB2) produces a shelling of the primal complex 
also for matroids (cf. [3]). We do not know any decent generalization of 
these two classes of greedoids with shellable primal complex. 
5.9. THEOREM. Let G = (E, 9) be a greedoid having a balanced parti- 
tion E = V, U . . . U V,. Suppose that there exists a subset A c I’( 0) such 
that A n B # 0 for all B E .S?, and (A n ?$I I 1 for all 1 I i I r. Then 
the primal complex of G is contractible. 
ProojI Order E so that the elements of A come first. Now use the 
construction described in the proof of Theorem 5.8. Suppose that B E .$?o 
and that x is the earliest element of B n A. Then x is also the first letter of 
(Ye. Suppose that B - {x} c C E gG. Then C = (B - {x}) U {y} and 
{x, v} G y. for some j. Hence, if x # y then y @ A, and therefore (Ye < +. 
In terms of the induced shelling of the primal complex this means that 
x 6G 9(B). Hence, 2&‘(B) # B for all facets B E .9rG, or equivalently: 
h, = 0, which by Lemma 4.13 implies contractibility. q 
The preceding result shows that the primal complex of a branching 
greedoid is contractible if every spanning arborescence contains at least one 
edge out of the root which lacks parallel edges. In particular, this is of 
course the case if there are no parallel edges out of the root. On the other 
hand, simple examples show that the primal complex of a branching 
greedoid may fail to be contractible in the presence of sufficiently many 
multiple edges out of the root. 
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We now return once more to the study of dual complexes and end this 
section by proving the following topological characterization of the dual 
complex of a greedoid with a balanced partition. The boundary of a pure 
d-dimensional simplicial complex is by definition the subcomplex generated 
by all (d - l)-dimensional faces which he in a unique facet. 
5.10. THEOREM. Let G be a greedoid with a balanced partition E = VI 
U . . . U V,. Then 
(9 if {VI, . . . , V,} is strongly balanced then G ’ is homeomorphic to the 
(I E) - r - l)-dimensional sphere; 
(ii) if {V,, . . . ) V,} is not strongly balanced then G I is homeomorphic to 
the (I E 1 - r - l)-dimensional ball. 
Proof The existence of a balanced partition shows that every face of 
codimension one lies in at most two facets of G * . Furthermore, every such 
face lies in exactly two facets, i.e., G ’ has empty boundary, if and only if 
{V,,..., Vr} is strongly balanced. Hence, the result follows from the theo- 
rem of Danaraj and Klee [12] that a shellable pseudomanifold (with 
boundary) triangulates a sphere (resp., ball). 0 
5.11. COROLLARY. Suppose that V g r( 1zI) for 1 I i I r. Then G’ is 
homeomorphic to the ((E I - r - 1)-ball, and hence in particular contractible. 
Proof Assume to the contrary that {V,, . . . , V,} is strongly balanced. 
Let bjE <- T(0). Then {bI,..., b,} is a basis disjoint from r( 0), a 
contradiction, since a greedoid basis must contain at least one feasible 
singleton. 0 
5.12. COROLLARY. The dual complex of the branching greedoid of a 
rooted directed graph G (containing at least one spanning branching) is 
homeomorphic to the (IE(G)I - IV(G)I)-d’ tmensional sphere if G is acyclic, 
and to the (I E (G) I - IV(G) I)-dimensional ball otherwise. 
6. THE GREEDOID POLYNOMIAL 
Some of the enumerative facts about a greedoid are conveniently gathered 
in the form of an associated polynomial. This polynomial is closely related 
to the shellability of the dual complex and the properties of spanning sets, 
and is of interest for certain applications of greedoids. 
Let G = (E, 9) be a greedoid. Give the underlying set E an arbitrary 
linear ordering. As in the previous section, for all bases B let (Ye denote the 
lexicographically first feasible word such that gi, = B. Now, suppose that 
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B E a‘G and x E E - B. We say that x is externally active in B if 
aa < aB-y UX for all y E B such that B - y U x E ~8~. As usual, the 
representative words aa of bases are compared in the induced lexicographic 
ordering. The external activity of B, written e(B), is the number of elements 
externally active in B. Let us insert two minor comments to these defini- 
tions. If x g I?( 0) then it may happen that B - y U x E .BG for noy E B. 
In such a case x is automatically considered externally active in B, 
according to the definition. Also, the number e(B) of course depends on the 
chosen ordering of E. 
Suppose that rank G = r and IEl = n. Let (h,, h, ,..., h,-,) be the 
h-vector of the dual complex G 1 as defined in Section 4. 
6.1. THEOREM. Suppose that G is a greedoid of rank r and cardinality n. 
Then 
II-r 
c 
t4B) = c hitn-r-i. 
BES?G i=O 
In particular, the left-hand side polynomial is independent of the ordering of E. 
Proof. For any given ordering of E, consider the induced shelling of G ’ 
as explained in Lemma 5.5. The result follows if we show that I%‘( B ‘)I = n 
- r - e(B), for all B E .!8o. Even more strongly, we show that %‘( B ‘) = 
{ x E E - BJx is not externally active in B }. 
Suppose that x E g( B *). Recall from the discussion following Lemma 
4.11 that this means that x E B ’ and B L -x E C ’ for some C E BG 
such that ac < as. Equivalently, C = B - y U x E .BG for some y E B 
and ac < as, i.e., x is not externally active in B. 0 
We now define the greedoid polynomial A,(t) as the polynomial given in 
Theorem 6.1. For the case of matroids this definition specializes to a 
well-known concept. A notion of external and internal activity in bases and 
a derived generating function T,(x, y) = CB~i(B)ye(B) were introduced by 
Tutte [42] for graphic matroids M. The Tutte polynomial TM( x, y) was later 
studied for general matroids by Crapo [lo], Brylawski [9] and others. The 
close connection between the Tutte polynomial and the shellability proper- 
ties of matroid complexes was observed by Bjiimer [3]. 
Let us insert three small remarks here. First, notice that if M is a matroid 
with Tutte polynomial T,&x, y) and greedoid polynomial x,(t), then 
T,(l, t) = A,(t) and T,(t,l) = AMl(t), where M’ is the dual matroid. 
Second, in an ordered matroid an element x is externally active in a basis 
B, in the sense of Tutte, precisely if x > y for all y E B such that 
B - y U x is a basis. Our greedoid definition of course specializes to this 
when all basis permutations are feasible, i.e., for matroids. However, the 
greedoid concept of external activity is in general more subtle and cannot be 
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similarly simplified, as the following example shows. Let (E, 9) be the 
branching greedoid of the rooted digraph depicted in Fig. 6.1. Give E = 
{a, b, c} the ordering a < b < c. Then a is externally active in the basis 
{ b,c} in spite of the fact that a < b, c. Finally, for greedoids having 
shellable primal complex, such as branching greedoids, one can via the 
operator 9?(B) define a well-behaved concept of internal activity in bases 
leading to another invariant polynomial. A two-variable “Tutte” poly- 
nomial for such greedoids could be attempted by straightforward analogy 
with the matroid case. However, we see no use for such constructions now. 
The following enumerative property of greedoid polynomials is useful. 
6.2. THEOREM. Let G = (E, S) be a greedoid of rank r, and suppose 
that G has bi spanning sets of cardinality j, for r I j I n = (E I. Then 
h,(l + t) = c b,+#. 
i=O 
Proof By Lemma 4.12 the &coefficient of h&l + t) equals the number 
offacesAEGl suchthatIA(=n-r-i.NowusethatAEG* ifand 
only if A * is spanning in G. 0 
The following evaluations of the greedoid polynomial are immediate 
consequences of Lemma 4.12 and Theorem 6.2. 
6.3. COROLLARY. (i) X,(O) = (-l)“-‘-‘(x(G’-) - l), 
(ii) X,(l) = number of bases of G, 
(iii) X,(2) = number of spanning sets of G. 
The greedoid polynomial of a rank r greedoid G is a monk polynomial of 
degree IEI - r. The coefficients of A,(t) are by definition non-negative 
integers; more precisely, they form the h-vector of G 1 . Therefore, since G 1 
is shellable, and hence Cohen-Macaulay, rather restrictive numerical condi- 
tions for the coefficients of A,(t) are known. We refer to Stanley [40] for a 
detailed account. 
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The explicit computation of greedoid polynomials is aided by the follow- 
ing recursive properties. 
6.4. TI3EORFiM. Let G = (E, 9) be a greedoid. Suppose that {e} E 9. 
Then 
(i) A,(t) = A.,,(t) + A,,,(t), ife is not a coloop. 
(ii) h,(t) = A.,,(t), ife is a coloop. 
Suppose that G = G, @ G, (ordered or unordered direct sum). Then 
(iii) A,(t) = x,,(t) * ho*(t). 
Proof: We have three interpretations of A,(t) available: in terms of 
external activity in bases, in terms of the h-vector of a shellable complex 
(Theorem 6.1), and in terms of spanning sets (Theorem 6.2). Hence, the 
recursions can be understood in any of these three ways, as we now 
illustrate. 
(i) Order E so that e comes first. Let e(B), e’(P), and e”(B”) denote 
the induced external activity in bases of G, G/e, and G \ e, respectively. 
We have A,(t) = ZeEBte(B) + CeeBt e(B) Since {e} is feasible the first . 
sum is non-empty, and since e is not a coloop so is the second. Directly 
from the definition of external activity and the fact that e I x for all x E E 
we deduce: 
c tecB) = 5te’(B’) = h.,,(t), 
t?GB 
and e$Bte(B) = xte”BB”) = x,,,(t). 
B” 
(ii) As observed in Lemma 5.4, G ’ = (G/e) ’ . Hence the h-vectors of 
these complexes are the same. 
(iii) Let b,, b;, and b;’ be the number of j-element spanning sets in 
G, @ G,, G, = (E,, Fr), and G, = (E,, .9$), respectively. Since .%?G,sGq = 
{B, u B,IB, E .%YG,, i = 1,2} it follows that A c E, U E, is spanning in 
G, ~33 G, if and only if A = A, U A, where Ai spans Gi, i = 1,2. Hence, 
b, = CyLr,bjb,!‘i_i for rl + rz <j I n, + n2 = lEll + IEzl, which is equivalent 
to X,(1 + t) = A,,(1 + t) * hGZ(l + t). Cl 
The recursive rules (i) and (ii) give an algorithm for computing A,(t) for 
any greedoid. This is clear since every greedoid of positive rank must have 
at least one feasible singleton and both rules are cardinal&y-reducing. Thus, 
the recursion stops only at the trivial greedoids of cardinality n and rank 
zero, whose polynomial is X = t”. Using rule (in) these can be further 
broken up as a direct sum of n loops, i.e., greedoids of cardinality one and 
rank zero. Rule (iii) is, however, secondary to rules (i) and (ii) in the sense 
that for non-trivial greedoids it is implied by them. This can be shown by 
induction on cardinality as is informally suggested by the following compu- 
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tation: XGIeG = x +A 
x G,/e * b., + CT,\ 
= &++BG2 +$G,\e)cBGz = 
.e ~~~~1=“i~,,,~“t”?~,~~~ . hG2 = A,, . XGZ. 
Let us tllustrate these remarks by computing a few examples. If G is a 
rank one greedoid on n elements having k feasible singletons then h,(t) = 
P-q1 + t + . . . + t ‘-l). In particular, the branching greedoid G, in-Fig. 
6.2 has A,-+(t) = t + t2. The greedoid G, is the ordered direct sum G, $ G,, 
and G, is the unordered direct sum Gi $ G,. Hence, XG,(t) = A,,( 1) = 
(t + t2)2. 
For branching greedoids of rooted digraphs the contraction-deletion 
steps of rules (i) and (ii) can be graphically illustrated as in Fig. 6.3. In each 
picture, “x ” marks the feasible edge which is used for the next recursive 
step. The dual complex of the greedoid G in Fig. 6.3 is topologically an 
octahedron minus on facet (cf. Corollary 5.12). Such a complex has h-vector 
(1,3,3,0), which of course agrees with the recursively computed A,(t). 
Similar graphical representations can be used also for some other classes of 
greedoids, e.g., for k-truncations of poset greedoids. We illustrate by com- 
puting the polynomial of the 4-truncation of the poset in Fig. 6.4. 
Let cp be a function which associates a complex number with every 
greedoid. Such a function cp : G = (E, St> + C is called a (greedoid) 
invariant if it satisfies the axioms: 
(11) q(G) = cp(G/e) + cp(G \ e), if {e} E 9 is not a coloop, 
(12) q(G) = cp(G/e), if {e} ES is a coloop, 
(13) ‘p(G, @ G2) = cp(G,) . cp(G,), for ordered or unordered direct 
sums, 
(14) cp(G,) = rp(G,), if G, is isomorphic to G,. 
(15) cp(coloop) = 1. 
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It can be observed that axiom (15) is almost implied by the others: if a 
function cp satisfies (Il)-(14), then either v(G) = 0 for all greedoids G or 
else cp(coloop) = 1. 
Clearly, all evaluations of A,(t), e.g., the ones mentioned in Corollary 
6.3, are invariants. Conversely, we have 
6.5. THEOREM. Every invariant cp is an evaluation of the greedoid poly- 
nomial. More precisely, if cp(loop) = z E 4: then q(G) = h,(z) for all 
greedoids G. 
Proof: The functions q(G) and X,(z) obey the same formal recursive 
rules. They agree on the two irreducible greedoids of cardinality one (i.e., 
the loop and the coloop), hence they agree for all greedoids. 0 
Our concept of invariant is the greedoid counterpart o the well-known 
“Tutte” invariants of matroid theory [41,42,9], which are similarly modeled 
on the decomposition properties of the Tutte polynomial. 
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We end this section by discussing two applications of the greedoid 
polynomial to special questions concerning spanning sets, one probabilistic 
and the other algorithmic. 
Let G = (E, 9) be a greedoid and p a real number, 0 < p I 1. Suppose 
that each element e E E is colored red with probability p and blue with 
probability 1 - p, each independently of the others. What is the probability 
rro( p) that the set of blue elements is spanning? 
6.6. THEOREM. Suppose that rank G = r and JEJ = n. Then 
Q(P) = (1 - P)‘P”-‘M/P>. 
Proof 1. Let cp,(G) = (1 - p)-‘p’-%,(p). Since cp,(loop) = p-l the 
result follows if we show that eb is an invariant. 
Suppose that { e } E 9 is not a coloop. The decomposition Prob(blue 
spans) = Prob(e is blue and blue spans) + Prob(e is red and blue spans) 
means that Q(P) = (1 - p)~,Jp) + pq,J p). Multiplication by 
~‘~“(1 - p)-’ yields q$(G) = cp,(G/e) + ‘pp(G \ e), which verifies axiom 
(11). Axiom (12) is handled similarly. Verification of the remaining axioms is 
trivial. 0 
Proof 2. Suppose that G has b, spanning sets of cardinality j. Then 
n--r 
vro( p) = c br+i(l - p)‘+‘p”-‘-‘. 
i-0 
Hence, by Theorem 6.2, 
(1 - p)-‘p’-“Q( p) = c b,+i(l - p)$Y 
i-0 
= A,(1 + (1 - p)p-1) = hG( p-l). 
For example, the probability that the digraph in Fig. 6.3 has a blue 
directed path from the root to every other node is (1 - ~)~(l + 3p + 3~~). 
Also, the probability that the poset in Fig. 6.4 has a blue order ideal of 
cardinality four is (1 - ~)~(l + 3p + 4~~). 
It is easy to give concrete interpretations to the preceding discussion in 
terms of stochastic networks for the case of graphic matroids and branching 
greedoids. Such models are of interest in percolation theory (cf. [15]) and 
reliability analysis (cf. [2]). The connection between reliability and the 
h-vector of a shellable complex, which lies behind the second proof of 
Theorem 6.6, was discovered by Ball and Provan [2], and we are indebted to 
their paper for this idea. 
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Let G = (E, 9) be a greedoid. We consider the question: how much 
partial information about a subset A G E is in the worst case needed to 
decide whether A is spanning? It turns out that for certain greedoids, e.g., 
the ones shown in Figs. 6.3 and 6.4, there are explicit algorithms that for all 
A c E decide whether A is spanning without requiring complete informa- 
tion about which elements belong to A. For other greedoids uch algorithms 
can be shown not to exist. 
We think of subsets A c E as being represented by their incidence 
vectors xA E R E. Here xA is the vector with e-coordinate = 1 if e E A, 
and = 0 otherwise. A “spanning’‘-testing algorithm is allowed to read the 
input xA by inspecting only one coordinate at a time. The greedoid 
G = (E, 9) is called non-evmiue if there exists an algorithm which decides 
for all A s E whether A is spanning in G without having to inspect all 1EI 
entries of x A. Using that A spans G if and only if A ’ E G ’ , the discussion 
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preceding Lemma 4.15 shows that the greedoid G is non-evasive in this 
sense if and only if its dual complex G ’ is non-evasive in the sense defined 
in Section 4. By Lemma 4.15 and Theorem 5.1, G 1 is non-evasive if and 
only if x(G I) = 1. Hence, by Lemma 4.13 and Corollary 6.3 we have 
proved the following. 
6.7. THEOREM. Let G = (E, S) be a greedoid. Then the following are 
equivalent: 
(i) G is non-evasive, 
(ii) G L is contractible, 
(iii) X,(O) = 0. 
To illustrate this result, consider the greedoids on a two-element set 
E = {a, b}. The (up to isomorphism) four distinct such greedoids are 
shown in Fig. 6.5 together with their polynomials. It is easy to verify that 
any “spanning’‘-testing algorithm must in the worst case inspect two entries 
of xA for greedoids G, and G,, while one and zero inspections, respectively, 
suffice for G, and G4. 
In the non-evasive case a “spanning’‘-testing algorithm which performs 
with less than the maximal number of inspections of xA can be recursively 
described as follows. Let G = (E, 9) be a greedoid, hG(0) = 0, and let 
A c E. Suppose that we already have good “spanning’‘-testing algorithms 
for non-evasive greedoids of cardinality less than (El. The preceding discus- 
sion of the cardinal&y two case provides a base for this inductive assump- 
tion. We may assume that rank G 2 1, since otherwise all subsets of E are 
spanning and no inspections of xA are needed. Choose a feasible singleton 
{e} E F. It follows from the recursions 6.4 (i) and (ii) that X,,,(O) = 
Xc, JO) = 0 (since both hc,JO) and hc,JO) are non-negative). Hence, 
G/e and G \ e are also non-evasive. Now, inspect the e-coordinate of xA. 
If e E A, then the question can be reduced to the non-evasive greedoid G/e 
of smaller cardinality, since A spans G if and only if A - {e} spans G/e. If 
e 4 A there are two cases. If e is a coloop we can already conclude that A is 
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not spanning and hence terminate the algorithm. If e is not a coloop we can 
reduce the question to the smaller non-evasive greedoid G \ e, since then A 
spans G if and only if A spans G \ e. 
The preceding recursive formulation shows most clearly why the al- 
gorithm works. It is easily translated into the following more explicit 
non-recursive form. Again, we start with G = (E, .%), A,(O) = 0, and 
A c E. We use two auxiliary subsets P and N which at the outset are 
supposed to be empty. Informally, the idea is to successively after each 
inspection of xA add e to P if e E A and add e to N if e @ A. Then at the 
next stage of the algorithm one chooses for inspection an e-coordinate 
corresponding to some e E I(P) - N. 
The non-evasiveness of certain familiar greedoids can be deduced from 
known facts. Thus, a matroid is non-evasive if and only if it has a loop. 
Poset greedoids become non-evasive after sufficient truncation, as we now 
show. 
6.8. LEMMA. Suppose that the k-truncation (G)k of a full greedoid 
G = (E, 9) is non-evasive (0 < k < 1 El). Then IAl 2 k for all dominating 
sets A. In particular, G is at most (I E I - k)-connected. 
Proof. Suppose that A E 3 and IAl = k - 1. The facets Al - {x}, x 
EAI, form a (1 E I - k - 1)-cycle in the (I E I - k - 1)-dimensional com- 
plex (G),$ . Hence, (G): is not contractible. 0 
6.9. THEOREM. Suppose that P is an n-element poset with m maximal 
elements. Let ( P)k denote the k-truncation of its poset greedoid, 0 I k 5 n. 
Then, ( P)k is non-evasive if and only if k I n - m. 
Proof. The cases k = 0, n are trivial. Let M = max(P). Since the set 
P - M is dominating, the “only if” part follows from the lemma. For the 
converse, let k s n - m and consider the following algorithm. First, inspect 
all entries of xA corresponding to elements in P - M. If all such entries are 
= 1, then P - M c A, and no further inspections are needed to conclude 
that A is spanning in (P)k. If the entry is = 0 for, say, x E P - M, then 
let M, = { y E Ml y > x }. Since x 4 A, A will contain a k-element order 
ideal if and only if A - M, does. Hence the entries of xA corresponding to 
the non-empty set M, never need to be inspected to decide whether A spans 
( P)k. This algorithm shows that ( P)k is non-evasive. q 
The following result is directly implied by Corollary 5.12 and Theorem 
6.7. 
6.10. THEOREM. The branching greedoid of a rooted digraph G is non- 
evasive if and only if G contains a directed cycle. 
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7. HOMOTOPY PROPERTIES OF BASES AND DOMINATING SETS 
We begin this section by establishing relations between the combinatorial 
connectivity of an interval greedoid and the topological connectivity of the 
simplicial complexes of chains of feasible and dominating sets. More 
precisely, let 9’ denote the set of non-empty feasible sets and 9’ the set of 
non-empty dominating sets of the greedoid (E, 9). We view 9’ and 9’ as 
sets partially ordered by inclusion, and form the chain complexes V(Y’) 
and g(W), which we call the feasible set complex and dominating set 
complex, respectively. Note that in the case when (E, St> is a matroid, 
U( 9’) = %( 9’) is isomorphic to the barycentric subdivision of F. 
First we consider the feasible sets. 
7.1. THEOREM. The feasible set complex of an interval greedoid is homo- 
topy equivalent to the matroid complex A,. 
ProoJ: By Theorem 3.1, the poset SO obtained from B by adding 
formally a largest element 1 is a lattice, and gO - { 0, l} = 9’. The atoms 
of this lattice are just the sets {x}, where x E I’(0). Then the crosscut 
complex on the crosscut of these atoms is just A0 by Lemma 2.5, and so 
the theorem follows by the Crosscut Theorem 4.6. 0 
7.2. COROLLARY. The feasible set complex of a k-connected interval 
greedoid (k 2 2) is (k - 2)-connected. 
7.3. COROLLARY. U(.F’) is contractible if and only if A, contains a 
coloop. 
In particular if (E, 9) is a branching greedoid then U( 3’) is contract- 
ible iff there is at least one non-multiple edge going out from the root. It is 
interesting to compare this fact with the remark on the contractibility of the 
primal complex made after Theorem 5.9. 
Now we turn to the study of U(P). This is more difficult than U(S’) 
and also appears less natural. However, it turns out that U(P) relates more 
closely to certain aspects of greedoid structure and it also leads to an 
interesting (non-convex) polyhedron associated with each interval greedoid. 
7.4. lk~0~134. The dominating set complex of a k-connected interval 
greedoid (k 2 2) is (k - 2)-connected. 
Proof. We use induction on 1 E I. For each set X c E, let 
q= {A E9”:XCA). 
We show that the sets 94, x E r( 0), can play the role of the sets Ai in the 
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connectivity version of the Nerve Theorem (Theorem 4.10). First note that 
U(W) E U{2”? x E r(0)}* 
In fact, let {A,, A, ,..., Ak} E V(g’),A, c . . . CA,. Then A, EF, so 
A, contains an x E A, such that {x} E 3, i.e., x E I?( 0). Then Ai E 9; 
foral11<i<kandso{A,,...,A,}E29:. 
Second, consider any subset X = {xi,. . . , x,} G I’( 0). We are going to 
verify that if 9; = 9;, n . . . n9;, # 0 then ‘%‘(9’) n 2gk = U(9&) is 
(k - 2)-connected. 
Let A E 91;, then A EP and X= {xi,...,x,} GA n r(0). By 
Lemma2.5, An r(0)is 0-freeandsoXEF(infact, XEJ?~ = {Yc 
E : Y is 0 -free}). 
Contract X in (E, S), to get the greedoid (E - X, 9/X). By Lemma 
2.1, (E - X, 9/X) is also k-connected. But obviously 9; is isomorphic as 
a poset with the set of dominating sets of (E - X, g/X). Hence %‘(9;) is 
(k - 2)-connected by the induction hypothesis if X @ 9. If X E 9, then 
$9; has a unique smallest element and hence %‘(9;) is even contractible. 
So the conditions of Theorem 4.10 are satisfied and so it suffices to prove 
that JV{ 9; : x E I’( 0 )} is (k - 2)-connected. But we have seen above that 
B;, n . . . c-M&z 0iff{x,,...,x,}~~,.So~V{9;:~Er(0))isiso- 
morphic as a simplicial complex to J?,. But by k-connectivity, .M, is a 
matroid of rank 2 k and hence by Corollary 5.3, J?, is (k - 2)-connected 
as a simplicial complex. 0 
Our main objective is to generalize the notion of the basis graph of a 
greedoid by introducing higher dimensional complexes and homotopies. It 
turns out that the natural topological structure for this generalization is not 
a simplicial complex but a convex cell complex. (Of course, by subdividing 
each cell into simplices, these could be reduced to simplicial complexes.) 
For each A E 9, let .9#A = {B E ?t? : A c B G A U r(A)}. So the sets 
B - A(B E gA) are just the bases of the matroid (I’(A), MA). If A P 9 
then we define .%?A = 0. In what follows we consider each subset of E as a 
0 - 1 vector in R E. So gA c WE. Let 
PA = convg*. 
It is obvious that PA is a convex polytope for A E 9. Furthermore, PA 
arises from the convex hull of bases of dA by translating it by the vec- 
tor A. 
Let P be the convex hull of all bases of (E, .F). Then for A E 9, 
PA= {x~P:x~=l foreEA and 
x,=0 foreGAUI’(A)}. 
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The inclusion c is obvious. On the other hand, the right-hand side is a 
face of P since 0 I x, I 1 are valid inequalities for P. So the vertices of the 
polyhedron on the right-hand side are those vertices of P, satisfying x, = 1 
for e E A and X, = 0 for e 4 A u T(A). But these are exactly the bases in 
-@,4* 
Since the polytopes PA are faces of a single polytope P, the intersection of 
any two of them is either 0 or a face of both. The following lemma gives 
more information about this intersection. 
7.5. LEMMA. For any two sets A,, A, E 9, we have PA, n PA, G PA, u A,. 
Proof. Since PA, and PA, are both faces of P, their intersection is the 
convex hull of their common vertices, i.e., 
PA, n 4, = conv{ BA, n a,+}. 
Let B E aA, n gAA,. We claim that B E .?8A,uAz. Obviously, A, u A, c B 
and A, U A, E 9. So, by Lemma 2.3, B C A, U A, U lY(A, U AZ). 
SO gA, n gA, c 93A1UA2, and thus 
PA, n PA, = conv{ gA, n gAt} c conv.C8Al,A2 
Remark. Note that in general, gA, n .G’A, # gA, u A,. Let (E, 9) be the 
branching greedoid of the graph in Fig. 7.1, and let A, = 0, A, = {a}. 
p gA, =. { { a, b}} and gA, = {{a, b}, {a, c}}, and so gA, n gAA, # 
A, uA,. Equivalently, PA, n PA, # pAlu ,+. 
Let us consider the following set: U, = U{ PA, X E A E .9 }. Since U, is 
the union of faces of the polytope P, it is a polyhedron but not necessarily 
convex. On the other hand, U, has the following useful property. 
C 
FIGURE 7.1 
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7.6. LEMMA. For any two sets X, Y c E, we have 
u,n uy= u,,,. 
Proof. Obviously, U, n U, 2 U,, r. On the other hand, let p E U, n 
U,. Then there are sets A, A’ E 9 such that X c A, Y c A’ and p E PA n 
PA,. By Lemma 7.5, p E PA u Aj. Hence PA o A, # 0 and hence A U A’ E 9. 
Since also X U Y 5 A U A’, it follows that PA v Aj c U,, y, and so p E 
U XUY. 0 
7.7. LEMMA. For all A E 9, U, is contractible. 
Proof. Without loss of generality, assume that A = 0. Using induction 
on 1 El, we may assume that U, is contractible for all X # 0, X E 9. 
Obviously, 
U, = U{U,: e E l?(0)} UP,. 
We are going to apply the Nerve Theorem 4.5 to the system of polyhedra 
U,( e E I’( 0)) and Pa. First, consider any intersection Ue, n . . . n Ue,. Set 
X= {e,,..., e,}. By Lemma 7.6, 
Ue, n . . . n ue, = u,. 
If this is non-empty then there is a basis B containing X. By Lemma 2.5, 
B n I’( 0) is 0 -free and so X E 9. By Lemma 2.6, X E 9. Hence by 
hypothesis, U, is contractible. 
{e 
Second, consider an intersection Ue, n . . . n UC, n Pa, and let X = 
1,‘“, e,}. As before, Ue, n . . . nU+n P, = UxnP,. If this is non- 
empty then U, # 0 and hence as before, X E 9. We claim that U, n P, 
= P, n P,. The inclusion 2 is obvious. On the other hand, U, n P, = 
U{P,nPP,:X~A~9}.Wehaveseenthat 
PA n P,, = conv{ 93A n S,}. 
Let B E gA n 91a. Then X c A G B G A U r(A) and B G r( 0). So B 
satisfies X E B G I’( 0 ). By Lemma 2.4, this implies that B c X u I’(X), 
and so B E .G8p Hence .9?A n 93, c 8, n .%‘o and so PA n PD G P, n P,. 
This proves that U, n Pl? = P, n P,. 
So in particular U, n P, is convex and hence contractible. 
So Theorem 4.5 applies and we get that U, is homotopy equivalent to 
JV({ Pa, U, : e E I( 0))). We claim that this nerve is a cone with vertex PD, 
i.e., every maximal simplex of this nerve contains PD. Let {U=>, . . . , U,,} be a 
simplex of the nerve not containing Per. Then by the previous argument, 
X= {e,,..., e,} ~9 and U=, n . . . n Ue, = U,. We claim that U, n P, # 
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0, i.e., {UC,, . . . , UC,, P,} is also a simplex in the nerve. For X is 0 -free and 
can therefore be extended to a basis B of the matroid (T( 0 ), Jo). Since 0 
is dominating, B is a basis of the greedoid. By Lemma 2.4, B E X U l?(X) 
and so B E P@ n Pw 
Thus the nerve is a cone and hence contractible. This proves the lemma. 
0 
Let (E, 9) be a greedoid with the interval property. The main topo- 
logical object associated with (E, 9) is the polyhedron U’ = U{ PA : A E 
P}. 
We call U the basis polyhedron of the greedoid. Note that this polyhedron 
is not convex in general. 
We remarked earlier that the intersection of any two polytopes PA is 0 
or a face of both. Hence the basis polyhedron can be represented by a 
convex cell complex, consisting of the polytopes PA and all their faces. 
Since each polytope PA is a translated copy of the convex hull of bases of 
a matroid, one can work out what the faces of the polytopes PA are. Let 
A E ZS and U, G U. c . . . G U, = T(A) be any sets. Define 
P( A : U,, . . . , Us) = conv{B E 9: A G B, IB n Ql = r(A U Q) - IAl for 
i=l 9*--Y s}. Then the polytopes P(A : U,, . . . , Us) are the faces of PA. 
Instead of going into the details of this, it may facilitate the understand- 
ing better to consider some examples of lowest dimensions. The vertices of 
this cell complex are the bases. Two bases B,, B, are connected by an edge 
iff IB, n B,( = lBll - 1 and B, n B, E 9. Note that this is the definition 
of adjacency in the basis graph, so the l-skeleton of this cell complex is just 
the basis graph. There are three types of 2-cells: (1) Let A E 9, IAl = r(E) 
- 1 and X, y, z E r(A). Then the bases A U x, A U y, A U z span a 
2-cell. (2) Let A E 9, IAl = r(E) - 2, and let x, y, z E I(A) such that 
A u x u y, A u x U z, A U y U z are bases. Then these three bases span a 
2-cell. (3) Let A E St, IAl = r(E) - 2, and let x, y, U, u E l?(A) such that 
A U x U u, A U x U u, A U y U u, and A U y U u are bases. Then these 
four bases span a 2-cell (which is geometrically a square). 
For the case of branching greedoids, this cell complex was introduced in 
[29], and for matroids, its 2-skeleton was studied by Maurer [32]. 
7.8. THEOREM. The basis polyhedron and the dominating set complex of 
an interval greedoid are homotopy equivalent. 
Proof: Let (E, 9) be an interval greedoid and let A,, . . . , A, be its 
(inclusionwise) minimal non-empty dominating sets. Clearly U’ = 
U”, u . . . u 15’~~. Furthermore, for any 1 I i, < . . . < i, s m, the intersec- 
tion 
q,, n h,, n . . . n 4 ‘m = hi,” _.. VA,_ 
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by Lemma 7.6, and so it is either 0 or contractible by Lemma 7.7. Hence 
the Nerve Theorem 4.5 applies and gives that U’ is homotopy equivalent o 
4w41Y.JAmH. 
Construct from 9’ a lattice 9; by appending formally a 0 and a 1 (cf. 
Sect. 3). Observe that {A,, . . . , A,} is a crosscut in the lattice 96 and that 
UA,, n . . . nu, = U,,+ ,,, “,,, Z 0 iff Al1 u . . . uA,, E 9. Hence 
J-(pA1>. * * 9 U,:}) is isomorphijd to the complex X(96, {A,, . . . , A,}). By 
the Crosscut Theorem 4.6, this complex is homotopy equivalent to %?(g’). 
0 
Combining Theorems 7.4 and 7.8, we obtain the following. 
7.9. COROLLARY. The basis polyhedron of a k-connected interval greedoid 
(k 2 2) is (k - 2)xonnected. 
For the case of branching greedoids, this result was proved by Lo&z 
[29]. For the case of matroids and k = 3, it specializes to the homotopy 
theorem of Maurer [32]. 
8. HOMOTOPY PROPERTIES OF BASIC WORDS 
For upper interval greedoids the results of the previous section are void 
since such greedoids have only one basis. However, if we delete this basis, or 
if we consider basic words, rather than basic sets, we are able to establish 
some non-trivial results. 
8.1. THEOREM. Let (E, .F) be a non-free upper interval greedoid. Then 
ws- 10, E)) is homeomorphic to the (1 EJ - 2)-dimensional ball. In 
particular, U( F- { 0, E }) is contractible. 
Proof. As remarked in Theorem 3.2, 9 is a semimodular lattice. Hence 
U( $- { 0, E }) is shellable by the results of Bjijrner [4]. U( 9- { 0, E }) 
has the further property that any simplex of dimension IEI - 3 (i.e., of 
codimension 1) is contained in at most two facets. In fact, facets of 
Q?(F- { 0, E }) correspond to feasible orderings a,. . . a,, of E in the 
following way: if aI . . . a, is a feasible ordering of E then 
({a,),(a,,a,},...,{a,,..., a,-,}} is a facet of ‘%‘(s- { 0, E}) and vice 
versa. Furthermore, a codimension 1 face corresponds to a chain of n - 2 
feasible sets 0 c A, c . . . c A,-, c E. There is exactly one i for which 
]Ai+i] = (Ai] + 2, and then there are one or two facets containing this face 
{A 1,“‘, A, -2 } depending on whether Ai+ i can be augmented from Ai in 
one or two ways. 
It also follows that if every codimension 1 face is contained in exactly two 
facets then interchanging two consecutive letters in any basic word we get 
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another basic word. This, however, implies that all orderings of E are 
feasible, which is excluded. So there is at least one face in %?( 9- { 0, E }) 
of codimension 1 which is contained in a unique facet. 
From this, however, the theorem follows by the result of Danaraj and 
Klee [12] that every shellable pseudomanifold with boundary triangulates a 
ball. 0 
In the preceding argument facets were naturally identified with basic 
words. Let us now turn things around and consider basic words as vertices. 
Then a convex cell complex which is in a sense dual to U( g- { 0, E }) can 
be constructed by a geometric argument as follows. Let E be a finite set; we 
define two combinatorially dual polytopes in Iw E. 
For every linear ordering a = e, . . . e, of E, define u,(ei) = n - i + 1 
(i = 1 ,-*-, n). Thus every permutation a E Sym(E) of E is represented by 
a vector u, E WE. Let 
Perm(E) = conv{ u,: a E Sym(E)}. 
This polytope, called the (n - l)-dimensional permutohedron, was intro- 
duced and studied by Schoute [37]. It is known (see [35]) that Perm(E) is 
given by the linear inequalities 
x(E) = n; -l i 1. 
and 
x(S)ln+ISI- (S G E). 
It is obvious that every linear objective function can be optimized over 
Perm(E) by the greedy algorithm in the following sense: Let c : E + W be 
any linear objective function. Then the face of Perm(E) which maximizes 
cTx is the convex hull of those vectors u,, a = e, . . . e,, for which c(eJ 2 
c(e2) 2 . . . 2 c(e,). Let c(er) = . . . = c(e,,) > c(ei,+& = . . . = c(e,,) 
Gi,i :.*. , 
> c(e,,+,) = . . . = c(e,) (iO = 0, ik+l = n) and let Aj = 
e,,}, j = L...L k. Then2 an optimal vertex for c if and only if 
a = ai.. . (Y~+~ where ai = A,, ala2 = A,, . . . , aIra, = A,. Conversely, 
given a chain 0 c A, c . . . c A, c E, the vectors Us, ak+l where & = 
A,, . . . , a,ra k = A, span a face of Perm(E). 
For any chain 0 c A, c . . . c A, c E, we denote by Y(A,, . . .LA,) 
the set of all permutations ai . . . ak+l E Sym( E) such that a1 = 
A,, . . . , alyak = A,. Further we set F( A,, . . . , Ak) = conv{ u, : a E 
y(A,, . . . , Ak)}. So the lattice of faces of Perm(E) is isomorphic to the 
lattice of chains of non-empty proper subsets of E, ordered by reverse 
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inclusion. Hence it follows that dim Perm( E) = n - 1 and, more generally, 
the dimension of the face F(A,, . . . , Ak) is n - k - 1. In particular, the 
facets of Perm(E) are obtained when k = 1. 
To define the other polytope we work with, consider the boundary of the 
simplex conv{ x .:eEE}, where xe is the characteristic vector of the 
singleton. The faces of its barycentric subdivision correspond to chains 
A, c A, c . . . c Ai of non-empty proper subsets of E. By “pulling” 
vertices of the barycentric subdivision, we obtain a convex polytope Bool( E) 
whose boundary complex is combinatorially isomorphic to V(2E - { 0, E }). 
It follows from the description of the faces of Perm(E) given above that 
Perm( E) and Bool( E) are dual polytopes. 
It is clear that U( 9- { 0, E }) is a subcomplex of the boundary complex 
of Bool(E). We call this geometric realization of ‘X(9- { 0, E}) the 
(truncated) feasible set polyhedron of (E, 9). The other geometric object 
associated with the upper interval greedoid (E, -Ep) is the following: 
T(E,Y) = U{F(A, ,..., A,):Y(A, ,..., A&L?}. 
From the fact that F(A,, . . . , Ak) is a face of Perm(E) it follows that 
T( E, S) is a convex cell complex. We call T( E, 9) the basic word 
polyhedron of the upper interval greedoid (E, 9). 
The vertices of T( E, 9) are the vectors u,, (Y E 9. Two such vectors u, 
and us form an edge of T( E, 2) if and only if /3 arises from (Y by the 
transposition of two adjacent elements. So the l-skeleton of T( E, 9) is the 
same as the basic word graph of (E, 2) as studied in [26]. The 2-dimen- 
sional cells of T( E, 9) are of two types: they are F(A,, . . . , AJ where 
k = n - 3 and so either jAi - A,-J = 2 and IAj - A,-J = 2 for some 
1 I i < j I k + 1 (this gives a square) or jAi - A,-J = 3 for some 1 I i I 
k + 1 (this gives a hexagon). Figure 8.1 illustrates these two kinds of 2-cells, 
and Fig. 8.2 depicts a poset, its feasible set polyhedron, and its basic word 
polyhedron. 
The feasible set polyhedron and the basic word polyhedron are dual to 
each other in the following sense. The vertices of the feasible set polyhedron 
correspond to proper feasible sets while the facets correspond to basic 
FIGURE 8.1 
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words; the vertices of the basic word polyhedron correspond to basic words, 
and its faces are all faces of Perm(E) all of whose vertices are basic words. 
We are going to prove 
8.2. THEOREM. Let (E, 9) be a non-free upper interval greedoid. Then 
the feasible set polyhedron and the basic word polyhedron of (E, 9) are 
homotopy equivalent. 
Proof. We use induction on 1 El. Consider the polyhedra TA = F(A) n 
T( E, A?), for A E 9- { 0, E}. Since (E, 3) is non-free, we have that 
T( E, 2) = U TA. Obviously, TA = U { F(A,, . . . , Ak) : Y(A,, . . . , Ak) c 2 
and A = Ai for some i }. Furthermore, 
TA, n . . . nTAk = 0, if A i,..., A, isnotachain, 
= F(A,,..., A,c) n T(E, 9) if A 1, . . . , A, is a chain. 
We claim that if 0 c A, c . . . c A, c E then TA, n . . . n TA, is con- 
tractible. But this polyhedron is the direct sum of the basic word polyhedra 
of the upper interval greedoids (E;, .3$) = ( Ai - A,- 1, S/Aid 1 \ (E - A,)). 
More precisely, one sees that TA, n . . . n TA, = T(E,, 0,) 
x . . . xT(E,+,, LZk+,) c W El ” ... ” ‘,+I = W E. If ( Ei, et;) is not free then 
by the induction hypothesis, its basic word polyhedron is homotopy equiv- 
alent to its feasible set polyhedron and hence contractible. If (E;, 3) is free, 
then its basic word polyhedron is the whole permutohedron on Ei and 
hence trivially contractible. So Ta, n . . . n TA, is contractible. 
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We now apply the Nerve Theorem 4.5 and conclude that T( E, 2) = 
U { TA : A E S- { 0, E }} is homotopy equivalent to the nerve of the 
system {TA: A E.F- (0, E}}. But this nerve is just V(.F- (0, E}). 0 
8.3. COROLLARY. The basic wordpolyhedron of an upper interval greedoid 
is contractible. 
Proof: If (E, 9) is free then T( E, 9) = Perm( E). Otherwise contract- 
ibility follows from Theorems 8.1 and 8.2. 0 
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