Abstract. In recent years, the study of slice monogenic functions has attracted more and more attention in the literature. In this paper, an extension of the well-known Dirac operator is defined which allows to establish the Lie superalgebra structure behind the theory of slice monogenic functions. Subsequently, an inner product is defined corresponding to this slice Dirac operator and its polynomial null-solutions are determined. Finally, analogues of the Hermite polynomials and Hermite functions are constructed in this context and their properties are studied.
Introduction
Recently, a lot of attention has been paid to developing a new theory of slice monogenic functions (see e.g. [7] and the book [8] ). It entails a generalisation of the theory of complex analysis to higher dimensions, where Clifford algebras take over the role played by the complex numbers while still preserving the essential features of complex analysis. Up to now, the focus in this line of research was in establishing analytic results in the flavour of complex analysis (see [9, 15, 16] ) or distribution theory (see [10] ), as well as the development of a new functional calculus for noncommutative operators (see [4] [5] [6] [7] [8] ). Also more elaborate generalisations, e.g. using real alternative algebras, have been investigated (see [17] ). In other approaches to hypercomplex analysis, an important role is played by an underlying algebraic structure, namely the Lie superalgebra osp(1|2), which allows to find a representation theoretic interpretation of various function space decompositions (see [12] ). It also allows for the introduction of a generalized Fourier transform (see e.g. the review [11] ). Therefore, the main aim of the present paper is to show how the same algebraic structure appears in the theory of slice monogenic functions. This is achieved by rewriting the relevant differential operator (see [3] ), whose kernel consists of the set of slice monogenic functions, in a more suitable form. We also construct the main ingredients to establish a Fourier transform in a subsequent paper, such as a proper Hilbert module of functions and a subspace spanned by the set of so-called Clifford-Hermite functions. The theory of slice monogenic functions acts within the framework of an m-dimensional real Clifford algebra Cl m . This algebra has m basis vectors e i , i = 1 . . . m, which satisfy the relations (1.1) e i e j + e j e i = −2δ ij , i, j = 1, . . . , m.
The notion of a paravector in Cl m allows for a higher-dimensional generalisation of the classical Cauchy-Riemann operator ∂ z = ‡
A paravector x is defined as the sum of a scalar x 0 and a 1-vector x:
x = x 0 + x 1 e 1 + . . . + x m e m = x 0 + x.
In this way an element x = (x 0 , x 1 , . . . , x m ) ∈ R m+1 is identified with a paravector
m , where Cl (k) m denotes the space of k-vectors in Cl m . The scalar part x 0 of x can be regarded as the analogue of the real part of a complex number. A first generalisation of ∂ z is thus defined as
with ∂ x = m i=1 e i ∂ xi the classical Dirac operator. This operator is called the Cauchy-Riemann operator and its null-solutions are said to be monogenic (see e.g. [2, 14] for a detailed study of such functions). Because of (1.1), D CR equals the classical Cauchy-Riemann operator ∂ z when m = 1. A second generalisation of ∂ z is based on the polar form of the paravector. Writing x = r ω with r = | x| = x 2 1 + . . . + x 2 m and ω = x/r, the scalar x 0 is the real part of x = x 0 + r ω and the 1-vector ω behaves as the classical imaginary unit because
and call this operator the slice Cauchy-Riemann operator. Defining the Euler operator in R m+1 as
can be rewritten as
was introduced. Its nullsolutions correspond to the class of slice monogenic functions as studied in [7, 8] The main idea in our paper is to replace the paravector x ∈ Cl m by a 1-vector x in the higher-dimensional Cl m+1 -algebra. The element x = (x 0 , x 1 , . . . , x m ) ∈ R m+1 is now identified with the 1-vector x ∈ Cl m+1 defined as
where e i , i = 0, . . . , m are the basis vectors of Cl m+1 satisfying the relations e i e j + e j e i = −2δ ij , i, j = 0, . . . , m.
One thus has
. The procedure to go over from x ∈ Cl m to x ∈ Cl m+1 consists of left-multiplying x with the new basis vector e 0 . Because the bivectors e i = e 0 e i , i = 1, . . . , m, obey the same relations as the basis vectors e i themselves, they can be regarded as the other m basis vectors of Cl m+1 . The transformation e 0 = e 0 e 0 e i = e i (1.2) thus results in the basis e i , i = 0, . . . , m for Cl m+1 and permits a definition of the previous differential operators. For the Cauchy-Riemann operator D CR the procedure yields
which is the Dirac operator on Cl m+1 . Analogously, the extension of the slice Cauchy-Riemann D CR 0 operator reads
which we call the slice Dirac operator. Again there is a one to one correspondence between null-solutions of D CR 0 and D 0 via (1.2). For the rest of the paper, slice monogenic functions are therefore defined to be Cl m+1 -valued solutions of D 0 . Together with the multiplication operator x, the slice Dirac operator D 0 gives a realisation of the osp(1|2)-superalgebra, as will be obtained in Theorem 2.1. A general overview of the various Cauchy-Riemann and Dirac operators is given in table 1.
Throughout the article, the notation f (x) is used for the function
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Cl m Cl m+1
Object paravector Table 1 . Overview of the various Cauchy-Riemann and Dirac operators.
f (x 0 , . . . , x m ) depending on the separate coordinates (x 0 , . . . , x m ). Analogously g(ω) is used for the function g(ω 1 , . . . , ω m ). The paper is organised as follows. In section 2 we demonstrate that the definitions of x, D 0 and E give a realisation of the osp(1|2)-superalgebra. In section 3, a Hilbert module is constructed such that D 0 is self-adjoint and section 4 treats the polynomial null-solutions of this operator. ‡ In section 5 we define Clifford-Hermite polynomials in analogy to their classical counterparts and investigate their properties, such as the associated differential equation. In section 6, Clifford-Hermite functions are defined and normalised. As in the classical case, they turn out to be solutions of a scalar differential equation. Conclusions and suggestions for future research can be found in section 7.
The osp(1|2)-superalgebra
As stated in the introduction, the multiplication operator x together with the slice Dirac operator D 0 and the full Euler operator E = x 0 ∂ x0 + E m exhibit a particular algebraic structure.
Theorem 2.1. The operators x, D 0 and E constitute a Lie superalgebra, isomorphic with osp(1|2), with relations
Proof. The osp(1|2)-relations can be proven in the slightly more general context of the operators
with p, q ∈ N. The case (p, q) = (1, m) corresponds to the statement of the theorem. The proof is facilitated by performing a radial coordinate transformation on x q so it can be written as rω and the associated partial derivative
Here we only prove the relations that are used further on in this paper:
This proves relations (iii), (iv) and (vi) of the theorem. The others are obtained similarly.
We end this section with a closer look at the action of the differential operator D 0 and the Euler operator E on x ℓ , ℓ ∈ N \ {0}. The resulting relations will be used later on.
Lemma 2.2. One has, with s ∈ N \ {0}, the following operator identities:
and
Proof. Using the osp(1|2)-relations in Theorem 2.1, we find
Repeating this procedure s times, we get
for even powers of x and thus
for odd powers of x. Similar calculations can be done for the Euler operator E:
for even powers of x and
for odd powers of x. ‡
Hilbert module
The osp(1|2)-relations allow us to construct a Hilbert module H corresponding to the differential operator D 0 . We define H as the right Cl m+1 -module over a weighted L 2 function space, where the weight h is still to be determined. The associated inner product . , . : H × H → Cl m+1 can be written as f, g = R m+1 f g h dx with f the conjugate of the function f . In Cl m+1 , this conjugation is completely defined by its action on the basis vectors:
The weight function h will be determined by the condition that D 0 is self-adjoint with respect to this inner product. We thus demand that
} of suitable decay such that the resulting integrals exist. The left-hand side of condition (3.1) gives
By partial integration, the terms in the summation can be written as
Identifying the right-hand side of (3.1),
with expression (3.2) and writing
This must hold for all Clifford-valued functions f and g in the Hilbert module H. Therefore, substituting e 0 f for f and e 0 g for g one obtains
again for all Clifford-valued functions f and g in the Hilbert module H. Because the sum of these two expressions reads R m+1 f e 0 g(∂ x0 h)dx = 0, ∂ x0 h has to be identically zero. We may thus conclude that h is independent of x 0 . Equation (3.3) simplifies to
for all Clifford-valued functions f and g in H, so there must hold that
There are no conditions on h 2 so we can put h 2 (ω) = 1. The specific form of the weight function h(r) = r 1−m simplifies the calculation of the inner product thoroughly: because dx = dx 0 r m−1 drdω, one gets
f g dx 0 drdω, which can be seen as a cartesian integration in the coordinate x 0 as well as in the spherical coordinate r. The Hilbert module associated with D 0 is thus given by
where the notation [. . .] 0 denotes the scalar part of the expression between the brackets. We have hence obtained the following result.
Proposition 3.1. The inner product f, g = R m+1 f g dx 0 drdω on the right Cl m+1 -module L 2 exhibits the relations
Polynomials in the kernel of D 0
Given the differential operator D 0 and the above defined inner product, it should be possible to construct a Clifford analogue to the classical Hermite functions. However, before doing so we have to determine the kernel of D 0 on which these Clifford-Hermite functions will be based. Given that these polynomials m k are in the kernel of D 0 , the question naturally arises whether they yield all polynomial null-solutions of D 0 . A general Cliffordvalued polynomial f : R m+1 → Cl m+1 : x → f (x) can be decomposed into a Taylor series in the coordinate x 0 . The coefficients in this decomposition are polynomials p : R m → Cl m+1 . Because D 0 maps k-homogeneous polynomials to homogeneous polynomials of degree k − 1, we will seek its null-solutions within the space of k−homogeneous polynomials P k (R m , Cl m+1 ). The k-homogeneous part of f is given by
For the function f k to be in the kernel of D 0 , we demand that
and therefore
The polynomial p 0 ∈ P 0 (R m , Cl m+1 ) is a constant so it can be written as p 0 = (e 0 − 1)a with a ∈ Cl m+1 . The general expression for a monogenic of degree k thus reads
and we have proven the following theorem.
Theorem 4.2. The set of k-homogeneous polynomials (k ∈ N) in the kernel of D 0 is one-dimensional and is given by the polynomials
Clifford-Hermite polynomials
In classical Fourier analysis, the eigenvectors of the Fourier operator are given by the Hermite functions. Together with their associated Hermite polynomials they also play an important role in physics, for instance as solutions of the quantum harmonic oscillator. Various generalisations of the Hermite polynomials have been studied in Clifford analysis [13, 14] . Following their approach we may define Hermite polynomials for the slice Dirac operator as h j,k (x)m k (x) = (x − cD 0 ) j m k (x) with c ∈ C a complex parameter. Because we don't want to overload notations, the presence of this parameter will not be stressed in the various definitions and notations. The first five Clifford-Hermite polynomials are then
In what follows, the polynomial product of the Clifford-Hermite polynomial h j,k and a k-homogeneous monogenic polynomial m k will be denoted as
Proposition 5.1. (recursion formula) For every j ∈ N \ {0} and c ∈ C one has
Proof. By definition.
As is the case with the classical Hermite polynomials, the polynomials H j (m k ) are solutions of a partial differential equation. To prove this statement, we need the two following lemmata.
Lemma 5.2. The osp(1|2)-superalgebra exhibits the commutation relation
where c ∈ C.
Proof. Using the osp(1|2)-relations in Theorem 2.1, one obtains the operator identity (E + xD 0 )(x − cD 0 ) = −(x − cD 0 )(E + xD 0 + 1) and thus
which proves the lemma.
As a consequence, the following properties hold for the polynomials H j (m k ).
Lemma 5.3. One has
with B(j, k) = k if j = 2t and B(j, k) = −(k + 1) if j = 2t + 1.
Proof. Using the definition of H j (m k ), we get
for polynomials H j (m k ) of even order j = 2t and
for polynomials H j (m k ) of odd order j = 2t + 1.
Now we have all ingredients to obtain a partial differential equation for the polynomials H j (m k ). Note that this is not a scalar partial differential equation.
, with h j,k the CliffordHermite polynomial of degree j, are solutions of the differential equation
Proof. We prove the identities
from which the theorem immediately follows under the action of x − cD 0 . We will prove these relations by using the operator relation {x, D 0 } = −2(E + 1) and Lemma 5.3. For j = 0 equation (5.3) is trivial. In the case of even degree j = 2t, t = 0, one has
Repeating this procedure t times, we get
The case of odd j = 2t + 1 follows from the previous result and Lemma 5.3:
This proves the theorem.
Equations (5.3) and (5.4) give rise to a second recursion formula.
Proposition 5.5. (recursion formula bis) One has
with C(j, k) as in Theorem 5.4.
Proof. Using equations (5.3) and (5.4), one finds immediately that
, the first term raises and the second term lowers the degree of the polynomial it is acting upon by one. Therefore the Hermite polynomials h 2t,k (respectively h 2t+1,k ) will consist of even (respectively odd) powers of x only and we may write:
Because the polynomials H j (m k ) satisfy the identities (5.3) and (5.4), recursion relations can be derived between the coefficients a 2t 2i and a 2t+1 2i+1 of the Hermite polynomials h j,k . In doing so, we will be able to relate these polynomials to generalised Laguerre polynomials. Using Lemma 2.2, one has
for i ∈ {0, . . . , t} and the following recursion relations are found:
.
so we find that a 2t 0 = (2c)
(k+1)! . The final expressions for the coefficients are thus given by
This result allows to rewrite the Hermite polynomials as stated in the following theorem.
Theorem 5.6. The Hermite polynomials h j,k can be expressed as
where L k t are the generalised Laguerre polynomials of degree t on the real line [1] . Proof. Because of the preceding considerations, it follows that
and analogously for h 2t+1,k .
We conclude this paragraph by considering the Rodrigues formula. In order to do so, we first define the generalized Gaussian function
We get the following theorem.
Theorem 5.7. (Rodrigues formula) The polynomials H j (m k ) can be written as
Clifford-Hermite functions
Based on the definition of the classical Hermite polynomials, we defined the Clifford-Hermite polynomials
The analogy is pushed further by introducing Clifford-Hermite functions ψ j,k as a product of the corresponding polynomial h j,k and an exponential function:
with β ∈ R + 0 to be determined. The parameter β will be fixed such that the resulting Clifford-Hermite functions ψ j,k are orthogonal with respect to the inner product in Proposition 3.1.
Proposition 6.1. With respect to the inner product in Proposition 3.1, the functions 
The remaining integral gives the surface of an (m − 1)-dimensional sphere, which is a real number. The expression will thus only be zero if β = 4c.
We thus define the Clifford-Hermite functions as
For this particular value of β, these functions establish a remarkable property. ‡ Proposition 6.2. The Clifford-Hermite functions ψ j,k satisfy the relations
withD c = x 2 − cD 0 and C(j, k) as in Theorem 5.4. The dagger denotes the adjoint with respect to the inner product defined in Proposition 3.1.
Proof. Based on equation (5.9), one has
With respect to the inner product in Proposition 3.1, the action of the adjoint operatorD c † =
again because of equation (5.9). Applying equations (5.3) and (5.4) to the last expression ends the proof.
The main purpose of this section is to prove the orthogonality of the CliffordHermite functions, so we want to calculate the inner product of two functions ψ j1,k1 and ψ j2,k2 . The above definition of the Clifford-Hermite functions (with β = 4c) and the associated properties (6.2) allow a drastic simplification of this calculation. One has:
Continuing this procedure further decreases the degree of both Hermite functions. Before we give the final expression for this inner product, we prove the following lemma:
where m ki (x) = (e 0 − 1)(x 0 + x) ki a i with a i ∈ Cl m+1 and i = 1, 2.
Proof. We will assume that k 1 ≤ k 2 , the case k 1 > k 2 being completely analogous. We have
where k = k 1 and K = k 2 − k 1 . Going over to polar coordinates (r, θ) by putting x 0 = √ 2cR cos θ, r = √ 2cR sin θ and integrating over the upper half plane, the inner product equals
Writing the integrand of B as
, we can split B into a sum of products of integrals:
The integral B1 vanishes for odd powers i. For i = 2I its value is given by
In addition, B2 vanishes for odd values of K − i. For K = 2L and i = 2I its value is given by
The integral B thus simplifies to
The summation in the last factor is the binomial expansion of (1 − 1) L , which is zero unless L = 0. This implies that K has to be zero, so k 1 must equal k 2 . Using the definition of the gamma function, the inner product subsequently reads
which proves the lemma. ‡ Now we can determine the inner product of two Clifford-Hermite functions ψ j1,k1 and ψ j2,k2 . Different cases will be distinguished corresponding to the parity of j 1 and j 2 .
ki a i and a i ∈ Cl m+1 for i = 1, 2. The inner product of these two CliffordHermite functions ψ j1,k1 and ψ j2,k2 is given by
Γ(m/2)
Proof. The inner product ψ j1,k1 |ψ j2,k2 vanishes when j 1 and j 2 have a different parity. Indeed, repeating the procedure of (6.3) leads to the operatorD c † acting on a function ψ 0,k , which makes the inner product zero. When j 1 and j 2 have the same parity, odd and even cases have to be treated separately. We first consider the case j 1 = 2t 1 , j 2 = 2t 2 and, without loss of generality, t 1 ≥ t 2 . Using equation (6.3), one gets
which vanishes if t 1 = t 2 . Using Lemma 6.3, the inner product of the CliffordHermite functions of even degree is given by Γ(m/2) δ t1t2 δ k1k2 .
Analogous to their classical counterparts, the Clifford-Hermite functions ψ j,k satisfy a scalar differential equation. We end this section with the following theorem. An alternative proof can be obtained using induction. ‡
Conclusions
The slice Dirac operator as defined in this paper, revealed the osp(1|2) Lie superalgebra structure of the theory of slice monogenic functions. Under the condition that this slice Dirac operator D 0 is self-adjoint, an inner product is defined on L 2 (R m+1 , r 1−m dx) ⊗ Cl m+1 . Based on the kernel of D 0 and using the osp(1|2)-relations, it has been possible to define Clifford-Hermite polynomials h j,k and Clifford-Hermite functions ψ j,k which exhibit analogous properties to their classical counterparts. These Clifford-Hermite functions ψ j,k are orthogonal with respect to the inner product defined in Section 3 and are solutions of a scalar differential equation. Further research will focus on the construction of a Fourier transform in this context and investigate the advantages of the osp(1|2)-structure for the study of slice monogenic functions. We will also study the definition of an inner product as a two-dimensional integral over one slice.
