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A bstract
This thesis introduces two schemes that control the end effector trajectory and 
stabilize a two-link flexible robotic arm. They are (i) The Inverse Trajectory Control 
scheme and (ii) The Variable Structure System (VSS) scheme. Both schemes choose 
outputs as the sum of the joint angle and tip elastic deformation times a constant 
factor for each link.
The Inverse Trajectory Control scheme develops a control law based on the inver­
sion of an input-output map. For the chosen output, the stable maneuver of the arm 
critically depends on the stability of the zero dynamics of the system. This scheme 
illustrates that this stability is sensitive to the choice of the constant multiplying fac­
tor, which explains the difficulty in controlling the actual tip position. A critical value 
of the constant factor for control is obtained and this corresponds to a coordinate in 
the neighbourhood of the actual tip position. Although the inverse controller accom­
plishes output control, this excites the rigid and elastic modes. A linear stabilizer 
is designed for the final capture of the terminal state and stabilization of the elastic 
modes. The stabilizer is designed using pole assignment technique, which includes a 
control logic that switches the stabilizer as soon as the output enters the specified 
neighbourhood of the terminal state.
The second scheme incorporates a Variable Structure Control law which includes 
robustness in its design. For the chosen output, a discontinous output control law 
is derived based on the Variable Structure theory. The control law thus derived 
accomplishes the desired trajectory tracking of the output. Basically, this control
scheme involves two phases, namely the ‘reaching phase’ and the ‘sliding phase’. In 
the first phase, the trajectories are attracted towards a hypersurface in the state 
space. The next phase involves the ‘sliding’ of these trajectories on the surface. As 
in the first scheme, a linear stabilizer was designed (using pole assignment technique) 
for the final capture of the terminal state and stabilization of the elastic modes.
Simulation results are presented ( for both schemes ) to show that in the closed- 
loop system, large maneuvers can be performed in the presence of payload uncertainty, 
thereby exhibiting the excellent robustness of the controllers.
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Chapter 1 
INTRODUCTION
Of late, researchers seem to be more interested in the design of flexible robotic systems. 
Their preference over the previously popular rigid arm can be attributed to a variety 
of reasons. It was probably the simplicity of calculation that motivated researchers to 
assume rigid conditions. However, the rigid arm analysis leads to poor performance 
due to structural flexibility. As a result, the controller performance is adversely 
affected. Apart from the complexity of analysis, the design of flexible robotic arms 
are further complicated by the presence of uncertainty in the system. Moreover, the 
equations of motion are highly nonlinear and this further aggrevates the problem.
This thesis incorporates two controllers, namely the Inverse controller and the 
Variable Structure controller. At this point, it is worth mentioning a few recent re­
search efforts in these areas. Various control systems for robotic systems with flexible 
links are presented in [1-10]. Articles [4-10] report on nonlinear control systems in­
corporating the principle of nonlinear inversion. An end effector trajectory control 
by inversion for a single link flexible manipulator is presented in [4-5]. The controller 
of [9] is based on the inverse control of the joint angles of a two link flexible arm. 
A singular perturbation strategy has been used to design controllers based on the
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seperation of slow and fast modes in [11]. A few experimental results are presented in 
[12-15]. It is seen that the inverse control of a flexible robotic arm with joint angles 
as outputs gives stable elastic mode responses but the choice of the tip position (end 
effector position) as output for the control of a single link arm leads to unstable zero 
dynamics. This leads to difficulty in the tip trajectory control. In order to avoid this 
instability, the choice of reflected tip position as output for control has been suggested 
in [10]. Control of rigid manipulators based on the Variable Structure System theory 
are given in [19-25].
The dynamical model of the arm with two links is significantly complex to that of a 
single link flexible arm. In this thesis, the output is chosen as the sum of the joint angle 
and the elastic deflection at the tip multiplied by a constant factor (a /length  of the 
link). From Fig.2.1, it can be seen that different values of this constant factor actually 
corresponds to different points on the beam. As an example, it can be observed from 
Fig.2.1 that the point ‘A*’ on the beam corresponds to the point ‘A’, which in turn 
corresponds to a particular value of the constant factor. Therefore, control of the point 
‘A’ accomplishes the control of the point ‘A*’. The design approach presented in this 
paper can be easily extended to any multi-link elastic arm with rotational joints. In 
our case, one defines the controlled output variable for each link parametrized by ‘a ’ 
for each link.
For the choice of a = l ,  the outputs are the tip angular positions ; a = 0  gives the 
joint angles as outputs and for a = - l ,  the output is the reflected tip position. It has 
been suggested in [10] that the selection of the output corresponding to a = - l  may 
make the control of a single link arm easier. It is seen that such a choice yields a
transfer function with a well-defined relative degree for a single link manipulator.
In the first scheme, it is shown that there exists a positive critical value a “ <  1 of 
a  such that for a  > a*, significant unstable unobservable dynamics due to nonlinear 
inversion appear. The value of a* depends on the terminal state. For — 1 <  a  < a*, 
almost stable or stable zero dynamics are obtained and an inverse controller can be 
designed to control the output. ( Here a system is said to be almost stable if it has 
some unstable poles but the non-zero real parts of these poles are sufficiently sm all). 
Eventhough one must choose a  =  1 for tip position control, in order to avoid unstable 
zero dynamics, one must keep a  < a* < 1. Evidently this leads to the trajectory 
control of a co-ordinate close to the actual tip position.
In both the schemes considered in this thesis, synthesis of the controller lead to 
oscillatory responses of the rigid and flexible modes in the neighbourhood of the 
desired equilibrium state. Interestingly, these oscillations are larger in magnitude 
for a negative value of ‘a ’; eventhough the zero dynamics were almost stable. The 
computation of the critical value ‘a*’ for stability is useful. However, as will be 
indicated later, the derivation of the analytical expression of ‘a *’ is extremely difficult. 
In general, it is expected that its value will depend on the conifiguration of the robotic 
arm. However, numerical techniques can be rather easily used for specific problems 
for its computation.
Exploiting the asymptotic linear behavior of the closed-loop system, a stabilizer 
is designed using the pole assignment technique for regulating the trajectory to its 
terminal state. For both the schemes, in the closed loop system, the trajectory 
control is achieved in two phases. In the first phase, only the control law is used.
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As the output variables enter a specified small neighbourhood of the terminal state, 
the trajectory is controlled by the combined action of the controller and the linear 
stabilizer. The controller presented in this thesis is found to tolerate a wide range 
of payload uncertainty compared to the inverse controller of [9] and the Variable 
Structure Controller of [19] both of which assume joint angles as output variables.
For the synthesis of the control law, it is assumed that all the state variables are 
available for feedback. In the practical situation, one has to obtain the estimate of 
elastic modes and their derivatives. The joint angles and their angular rates are mea­
surable. For state estimation, sensors such as strain gauges and accelerometers can be 
used. The problem of state estimation is not treated in this thesis. Also the question 
of control and observation spillover is not treated here. For linear systems, several 
methods have been proposed for reduced order control systems to avoid spillover dif­
ficulties; but this is an open problem for nonlinear systems. For illustrative purposes, 
simple truncation of higher order modes is assumed permissible.
This thesis is organized as follows.
The Mathematical model is presented in Chapter 2 while Chapters 3 and 4 ex­
pound in detail the Inverse Control and the Variable Structure schemes respectively.
4
Chapter 2
MATHEMATICAL MODEL OF 
TWO LINK ROBOTIC ARM
2.1 D escrip tion  o f the P hysica l M odel
Fig.2.1 illustrates a robotic arm with two elastic links. Both the joints are revolute 
and torque is applied at these joints. It is worth noting that the design approach for 
the two link case considered here can be extended to a general multi-link elastic arm.
In Fig.2.1, O X Y  is a inertial frame with origin at joint 1, OXiYi  is a reference 
frame with X i  along link 1 and O2 X 2 Y2 is a reference frame with the origin at joint 2 
with X 2  along link 2. ( O X  is an axis that points vertically down ). If the arms were 
rigid, the actual axis along which the arms would lie is depicted as OOn\On 2 • and 
02  are the joint angles when rigid conditions are assumed. The elastic deformation 
causes the arm to lie along the axis OO2 OE2 .
2.2 Form ulation o f the Lagrangian E quations of 
M otion
By the assumed modes method, any arbitrary solution of flexible motions can be 
assumed to be composed of a linear combination of admissible functions multiplied
5
Figure 2.1: Physical Model of an Elastic Robotic arm with two links
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by time-dependent generalized coordinates. Let the flexible displacement of link 1 be 
<$i(a?i,t) at a distance xj from 0  along OX\  and that of link 2 be Si(x 2 , t )  at a dis­
tance X2  from 02 along O2 X 2 . Also, (f>u(xi) and fci(x2) are the necessary admissible 
functions for clamped-free beams. For more details, the reader is referred to [1-2].
Let qu(t) and be the generalized coordinates. Therefore, the flexible dis­
placements of the two links can be assumed to be
£i(xx, t) =  J 2  <f>u(xi)qu(t) (2.1)
*=1  
n
S2 (x 2 , t) =  <j>2 i(x2 )q2 i(t)
1=1
For simplicity sake, we retain two elastic modes in this representation and there­
fore, in our case the value of ‘n’ is 2. It is assumed that longitudinal and torsional 
deformations are negligible.
Using the Lagrangian method, the equations of motion can be expressed by
where,
‘K’ is the kinetic energy of the arm
‘P ’ is the potential energy of the arm
‘z’ is the column vector containing the generalized coordinates
‘u’ is the column vector containing the joint torques
Further we have,
(an upper subscript ‘T ’ denotes m atrix transposition)
z =  (0i,O2 ,qn , ...,qin,q2 i, - q 2 n)T € R no, no =  (2n +  2). 
u =  ( u i , u 2) t  G R 2
0 =  (<M 2)T
B\ — [^ 2 x2 02x2n]T where I and O denote identity and null matrices of indicated 
dimensions.
In order to move the end effector of the manipulator to the desired final position, 
the corresponding torques that need to be applied at the joints need to be computed. 
For each link, the kinetic energy is given by 
K  =  ( z t M ( z ) z / 2 )
where M(z) is a positive definite symmetric inertia matrix of dimension 
( no x no ) and is a nonlinear function of q.
From (2.2), one obtains
M (z)z  +  h0 (z, z) + =  B\u  (2.3)
oz
where
u r~ 1 d(zTM{z)z)ho (z ,z)  — M \ z ) z  ^
Let h(z , z ) =  —h0 ( z , z ) —
M{z) =  (  Mai Mm )
( Here M u  is a 2 x 2 matrix )
If the state vector is defined as x — (zT, z T)T G R?n°, then (2.2) can be expressed 
in the following state variable form.
x  =  A ( x ) - f  B( x ) u  
8
(2.4)
where
i  \
A(x)  =
A/-1 (2t)[A(^, i)]
B(x)  =  ( M - \ z ) B l )T\T
Let D(z) =  M ~ 1 (z) and D(z) =  [ Di D 2  ] , where D\ has two columns.
2.3 C hoosing th e  desired output vector
The output vector chosen for the purpose of control is given by
y =  0 +  a[tan~1 ( ^ j 2^ -) ,  )]T (2.5)
<i 12
where
—l < a < l i s a  constant factor,
/i and l2  are the lengths of link 1 and link 2 respectively.
The actual tip position is obtained when a = 1. The choice of a  =  -1 results in a 
transfer function with a well-defined relative degree [10]. For small elastic deforma­
tion, the output simplifies to
,  =  0 +  a [M M M M ! T  (2.6)
‘1 ‘2
The control laws are derived such that in the closed-loop system, the output 
y( t ) =  M * ) ,2/2 (*)]T follows the given reference trajectory yc(t) = [yci(t),yci(t)]T■ 
Furthermore, a good range of ‘a ’ is obtained, such that, the arm can be maneu­
vered efficiently. A linear stabilizer is designed to stabilize the rigid and elastic mode 
oscillations of the arm.
Chapter 3
THE INVERSE TRAJECTORY  
CONTROL SCHEME
3.1 Introduction
The term ‘Inverse’ results from the dynamics of the problem wherein one has to 
formulate a control input such that the chosen outputs follow a desired trajectory. 
This chapter elaborately discusses a control system design based on the principle of 
nonlinear inversion. Furthermore, a linear stabilizer is also designed to dampen the 
oscillations that result due to the excitation of the rigid and elastic modes. The 
inversion algorithm is applicable even if actuator dynamics are present in the system. 
However, in the following analysis, actuator transfer functions are ignored.
The primary aim is to determine a nonlinear control law ‘u’ based on the inversion 
of the input-output map; the input constituting of the joint (control) torques and the 
output is as given in (2.6). The inversion algorithm leads to a series of differentiation 
of the outputs until a term containing the input appears in the resulting expression. 
In order to increase the robustness of the controller, the control law ‘u’ includes an 
integral feedback of the output error. At this point, it is worth noting an important 
fact that in the terminal phase, although rigid and elastic modes continue to exist,
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the resulting oscillations are quite small. They can be approximated to be linear 
in nature and can therefore be analysed by linear differential equations. As will be 
described in a subsequent section of this chapter, this fact plays a major role in the 
choice of a stabilizer that is linear.
Basically, the control is accomplished in two stages. In the first stage, the linear 
stabilizer loop is left open while the control input ‘u’ acts on the system. It is seen 
that bounded elastic oscillations are present. The output follows the required smooth 
trajectory. The second stage involves the switching on of the stabilizer as soon as the 
output reaches a specified neighbourhood of the terminal state. Therefore the control 
input now includes a stabilization signal and the total control signal contribute to 
the capture of the terminal state and to dampen the elastic oscillations. Evidently, 
it will be seen later that the magnitude of the stabilization signal must be small so 
that the tracking ability of the inverse controller is not adversely affected.
An elaborate discussion on the inverse controller along with the linear stabilizer 
design is presented in the following sections of this chapter.
3.2 The Inverse C ontrol System
In this section, a control law is derived using the inversion technique [16]. Inversion 
algorithm is applicable even if actuator dynamics are present in the system. However, 
in the following analysis, actuator transfer functions are ignored.
The inversion algorithm leads to a series of differentiation of the outputs. Listed 
below are two systems, System A and System B, which are obtained by following the 
inversion algorithm.
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System A
where
System B
where
x = A(x)  -f B(x)u  (3.1)
y =  Ci(x) = C0z
Co =  [ ^2x2 E  ]
(  <*t>l2(h)
T?   | 11 li
I a<t>ii(h)
x =  A(x)  +  B(x)u  (3.2)
y =  C2 (x ) +  D 2 ( x ) u
C2W  =  e „ M - '( z ) [ -M (2) i + ^ - | £ ]  (3.3)
D,(x) = CoM~1 (z)Bi
For the control of the arm, we are interested in a region of the state space ‘fT 
where the matrix D 2 (x) is nonsingular. The tracking order of systems given by (3.1) 
and (3.2) is 2. From (3.2) we observe that System B is invertible.
We choose a control law of the form
u =  £>21(x )[-C 2(x) -  G2y -  Giy -  G0w +  yc +  u]
12
(3.4)
=  Un(x) +  D 2 1 ( x ) v
where y =  y — yc is the tracking error, G2  =  diag(g2 i) ; G\ — diag(gu) ;
Go =  diag(goi),i =  1,2. V  is the stabilization signal to be determined later and the 
vector ‘iw’ is the integral of the tracking error ly \  Thus
w = y (3.5)
The signal ‘to’ is included in the control law in order to increase the robustness of the 
system.
The linear dynamics of the tracking error can be deduced by substituting (3.4) in 
(3.2) and is given by
y +  G2y +  G\y  +  G0w — v (3.6)
W ith the stabilization signal v =  0, we differentiate (3.6) and substituting the value 
of ‘u;’ from (3.5) we have
y +G2y +  G\y  +  Goy =  0 (3-7)
Independent and stable control of the output vector ‘j/’ is obtained by a proper 
choice of matrices Gi, i=0,l,2  . The required stable responses for the joint angles are 
then obtained. Since the tracking order of the system is 2, the control law employs the 
second derivative of the command input lyc\  It is therefore appropriate to introduce 
a third order command generator of the form
y'c +P2 & +  Piii + Poy =  Poy* (3.8)
where ‘y*’ is the desired terminal output vector and matrices P,-, i—0,1,2 are appro­
priately chosen so as to obtain the required reference trajectory. In the closed-loop
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system, a smooth output trajectory ‘t/c’ in the state space region ‘fV can be repro­
duced if
2/(0) =  £(0) =  ij(0) =  0, u =  0 (3.9)
It should be noted here that though the output follows the reference trajectory, 
oscillations result due to the excitation of the rigid and elastic modes. As a result, a 
stabilizer has to be designed in order to dampen these oscillations.
3.3 Zero D ynam ic S tab ility
In this section, the stability of the closed loop system, including the inverse controller 
is examined. For stability analysis, we shall consider the motion of the arm in the 
neighbourhood of the equilibrium state x* = (z*T,0T)T and u;*=0. It is worth noting 
here that z* corresponds to the desired tip positions of the links.
Also, it will be assumed that yc = y*, yc = yc =  0.
Noting that y = 9 +  Eq  , one then has y* = 9* +  Eq* where
9  =  [<7 l l > <Z l2 )? 2 1 ? 922]T  j
0  = [0 u 0 2]T and
z* =  r T,< r T .
The equilibrium value of z m is the solution of the following equation
=  0 (310)
Let A y  =  y — y*, Ad = 9 — 9*, Aq  =  q — q* and A w  = w. We then define ‘£’ as 
the deviation in the state vector from the equilibrium point, 
where £ =  [AyT A y T A qT A q T Aru1’]3’ and A y  = AO +  EAq.
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Neglecting the second order terms in the velocity of the generalized coordinates, 
the linearized q-responses are given by
M21( 0  AQ +  M 22(0m)Aq  +  P9q{F)A0  +  PqqAq  =  0 (3.11)
where
Pa ~ ^ ~  9q ~  dOdq
P  - ^ L
qq ~  dqdq
Using A0  =  Ay — E A q  and A 6  =  Ay  — E A q  in (3.11) yields
A y  +  (M;2 -  M'2lE)Aq  +  (Pqq -  Pg*qE)Aq  + P;qA y  = 0 (3.12)
Here M£ and Pgq denote matrices computed at p = p*. The Ay  - responses, obtained
from (3.5) and (3.6), are given by
A y  =  —G2A y  — G \A y  — GqA w (3.13)
A w  = A y
To study the stability of the system, we consider the zero dynamics of the system 
given by (3.12) and (3.13) [17-18]. The zero dynamics of the system corresponds 
to the dynamics that describe the system when Ay(t )  =  0. By setting A y  and its 
derivatives to zero in (3.12), one can obtain the zero dynamics as
M 22Aq  +  PqqAq  =  0 (3.14)
where M 22 = M 22 -  M ^ E ,  Pqq = Pqq -  PgqE
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The stability of the equilibrium point (z *, 0) of (3.14) can be examined by solving 
for the roots of the polynomial
Cp( A) =  det[M2 2  A2 +  Pqq| =  0 (3.15)
It follows from the results of [17] that, if the zero dynamics described by (3.14)
are stable, then the closed-loop system described by (3.7) and (3.13) is stable. One 
must note that these stability results are local in nature. The eigenvalues associated
with the system (3.7) and (3.13) are solutions of
Cr (A)Gp(A) =  0 (3.16)
where Cr (A) is the characteristic polynomial of (3.7) and is given by
Gr(A) =  (A3/  +  G2A2 +  GiX +  G0) =  0 (3.17)
Let Se and Sr denote the set of roots of (3.15) and (3.17), respectively.
For ‘o:’=0, one has E in (3.1) equal to zero. In this case, GP(A) simplifies to 
Cp(X)=M%2 X2 -fPq q = 0  which has purely imaginary roots since M %2  and Pq are positive 
definite matrices. However for nonzero value of a , the matrices M 2 2  and Pqq are 
not symmetric and these are functions of a. Therefore, the roots of (3.15) depend 
nonlinearily on a  and the derivation of analytical expressions relating the roots of
(3.15) to a  seems to be an extremely difficult problem.
Using (3.12) and (3.13), we obtain a new state variable representation of the
16
system as
0 I  0 0 0 \
—Gi —G2  0 0 —Go
£ =  0 0 0 / 0  
F\ F2  F3  0 F4
1 0 0 0 0 /
( 0 \ 
1  
0
b 2  
0
(3.18)
= M  + B v
where
F i  =  — M 22~ l ( P g q —  M 2 1 G 1 )
f 2  = m 2 2  1 m ; 1 g 2
F3  — —M 2 2  Pqq
Fa = M 2 2  1 M 2 l G0
b 2  = - M 2 2  l M'2l
For any given value of a , the set of poles of (3.18) is given by S  =  SrUSe. Stable 
responses in the system (3.12) and (3.13) are obtained for those values of a  for which
(3.15) gives stable roots. The analytical expression for the range of a  for stability 
is quite difficult to obtain for this complicated system. However, (3.15) has been 
numerically solved for the choice of manipulator parameters listed in the appendix. 
The previously mentioned critical value of a  ( defined earlier as a" ), was found to be 
0.37. Apparently the value of a ’ depends on the terminal equilibrium point. Thus
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for a given choice of G,-, the roots associated with the y - response given by (3.17) are 
fixed, but the set of eigenvalues associated with the flexible modes, lSe\  continously 
varies with the parameter a.  It was seen that for the values of — 1 < a  <  0.37, the 
elements of Se almost lie on the imaginary axis ( The real part of the elements of Se 
are less than 10-13). Evidently, for o:=0, the eigenvalues of A  are purely imaginary. 
But for values of a  > a*, significant instability of flexible modes were found to occur.
Table(l) shows only the unstable roots from the set Se for different values of ia \  
It is seen that for a  > a*, the dynamic behaviour of the zero dynamics is highly 
sensitive to the value of a,  since the positive real part of the unstable eigenvalue 
rapidly increases as the value of a  approaches 1.
At this point, a question arises as to what the value of a  should be. In order to 
control the actual tip position, the value of a  must be set to 1. However for this 
value of a,  the corresponding zero dynamics are highly unstable. As a consequence 
the inverse controller leads to unbounded responses. Evidently, eventhough it is 
necessary to set a  — 1 for actual tip position control, one has to choose a  E [—1, a*] 
so as to ensure almost stability or stability in the closed-loop system, including the 
inverse controller. All the same, larger the value of a , closer we are to the actual tip 
position and hence better the tip trajectory control. The controlled variable tends to 
the actual tip position as a  —» 1. Thus a good choice of a  is a  = a* or a  > a" such 
that the zero dynamics is very lightly unstable.
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3.4 Linear Stabilization
In this section, the design of the stabilizer is presented. Here we assume that the 
reference trajectory yc(t) is such that yc(t) —► 0, yc(t) —► 0 and yc(t) —> y* as t —► 
oo. For a choice of a  G [—l,a*], the closed-loop system gives stable responses for 
y(t) and y(t) tends to y*. Although the trajectory tracking error converges to zero, 
bounded periodic oscillations of the joint angles along with the elastic modes are 
observed. This is a result of the maneuver of the arm in view of the critical stability 
of the zero dynamics. However, the asymptotic motion of the arm remains in a small 
neighbourhood of the equilibrium point and in the terminal phase, the dynamics of 
the arm is almost linear. As such, a linear stabilizer is adequate for the stabilization 
and capture of the terminal state.
The pole assignment technique is employed to design the stabilizer. A proper 
selection of poles of the closed-loop system is essential for obtaining good responses. 
It is worth noting here that once the stabilizing signal ‘v’ is superimposed on the 
inverse control signal, the tracking ability of the control law is affected. All the same, 
the stabilizing signal is required to dampen the elastic oscillations and its magnitude 
must be small such that the tracking ability of the inverse controller is not adversely 
affected. But it should be of sufficient magnitude so that fast damping of the elastic 
oscillations can be achieved. A set of desirable eigen values of the closed-loop system 
is taken as
Sc — STUSc , where
Sc = [ft : H =  —c + j l m ( A), A € Se, c > 0]
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In the set Sci, the eigenvalues associated with the y-responses are retained, but 
A,• G Se are shifted to the left by ‘cJ units in the complex plane. The control law for 
the stabilization is of the form
v =  - L $ ,  (3.19)
such that the closed-loop system m atrix [Fc/] =  [A—BL] has the desirable eigenvalues.
The synthesis of the controller is as follows. First, the inverse controller is used for 
large maneuvers of the arm. When the trajectory reaches the neighbourhood of the 
terminal value, the lineax stabilizer loop is closed for the capture of the terminal state 
and to dampen the vibrations. The stabilizer is effective if the 9 and q - responses 
remain in a small neighbourhood of the equilibrium state at the instant when the 
stabilizer is switched. Apparently, a  > a" can also be chosen as long as the zero 
dynamics is lightly unstable and the trajectory remains close to the equilibrium point 
at the instant of switching of the stabilizer.
3.5 S im ulation R esu lts
3.5.1 In trod u ction  to  th e  D ig ita l S im ulations
This section explores the results of the digital simulations. The mathematical model 
of the arm has been taken from [1,2]. This model is highly nonlinear and includes 
the functions causing rigid and elastic mode interactions. The parameters assume the 
nominal values that are listed in the appendix. The mode shapes ‘ are selected 
as clamped-free modes [1]. Assuming that the amplitude of higher modes of the 
flexible links are very small when compared to the first ones, we have illustrated
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the case with n=2 in the expression for elastic deflection given by (2.1). For the 
derivation of equations of motion using the Lagrangian approach, the expression for 
the potential energy is obtained which includes the effect of elasticity and gravity. 
With the choice of n=2, one has the state vector lx'  of dimension 12 where x=[zT, zT]T 
and z=[0 i , 0 2 ,qu ,q i 2 ,<l2 i,<l2 2 ]T- Also, the following initial conditions are assumed. 
yc(0) =  y'c(O) =  t/c(0) =  0 , x(0) =  0 and io(0) =  0.
A command trajectory yc(t) was generated to control y(0) =  0 to y*. It was 
assumed that the given tip position corresponds to 9* =  (90°,60°)r . The terminal 
value ‘t/*’ was set to y* — 9* +  E  q* with a  — 0.34.
Let yt =  ( yti , yn  )T denote the angular positions of the tip of the two links and 
9 =  ( 0 i , 0 2  )T,then we have
a
‘1 ‘2
where ‘D ie’ and ‘Z?2e’ are the tip elastic deflections for link 1 and link 2 respectively. 
The matrices P, of the command generator are taken as P, = p, 72X2) i=0,l,2  and 
are selected such that the poles associated with yci(t), the i th component of yc(t), are 
at { -2, -2 ±  i2 }. The feedback matrices G, are selected and are set to yield poles 
associated with y,- in (2.4), of values { -10, -10 ±  z‘10 }, where
y = (j/i,y 2 )r -
These poles are chosen to obtain fast tracking error responses.
For the chosen feedback gains, the sets Sr and Se are
ST = [-10, -1 0 , -1 0  ±  10*, -1 0  ±  10*] (3.20)
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S e = [—2.043/5 ±  20.80*, 2.842/? ±  23.69*', 1.421/5 ±  107.31*, 1.4210 ±  229.30*]
where 0  =  10-14.
The feedback matrix ‘L’ of the stabilizer was chosen such that the set of eigenvalues 
of the matrix ‘5C/’ of the closed-loop system is taken as
Sci = ST 1 ) Sc (3.21)
where Sc =  { — 2 +  7m(A) ,A G Se } and 7m(A) denotes the imaginary part of A. 
Notice that in the closed-loop system the set of eigenvalues of Sr is retained, and the 
elements of Se are simply moved to the left by nearly 2 units in the complex plane.
In the simulations that follow, */i and y2 denote the chosen outputs ; &i=y\ and 
e2= y2 are the trajectory errors ; 9\ and 9% are the joint angles ; u\ and u2 denote the 
control inputs ; D\e and 7?2e are the tip deflections for the two links and yti and yi2 
give the actual end effector positions. It should be noted here that the outputs yi 
and 2/2 are those that actually correspond to the point on the beam we have chosen 
to control ( a point close to the actual tip ). The simulation results show that these 
outputs follow the actual end effector positions yti and y<2, thus validitating our 
choice.
3.5 .2  T rajectory track ing : C ontrol w ith ou t sta b iliza tio n
In this case, simulation was carried out for nominal payload and the stabilizer loop 
was left open. The value of the constant factor ‘a ’ is chosen to be 0.34. Digital 
simulations were performed using (2.4), u„(x) from (3.4) and (3.5) with the stabilizer 
loop left open. The trajectory errors were found to be equal to zero as predicted and
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Figure 3.1: Trajectory tracking without stabilization ; Chosen outputs
efficient tracking of the chosen outputs (y\ and jfe) and joint angles (9\ and 6 2 ) is 
evident from Fig.3.1 and Fig.3.2 respectively. The absence of the stabilizer leads to 
persistant elastic mode oscillations of the tips of the two links (Fig.3.3). It can be 
seen that the 9 responses (Fig.3.2) depict oscillations of extremely small magnitudes.
Simulation was also done to show that severe instability of the zero dynamics 
when the outputs are chosen close to the actual tip angular positions i.e. a* <  a  < 1. 
Divergent responses were obtained and Fig.3.4 illustrates the divergence of the elastic 
oscillations for each link with the stabilizer loop left open for a  =  0.39 (a  >  a*).
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Figure 3.2: Trajectory tracking without stabilization ; Joint angles
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Figure 3.3: Trajectory tracking without stabilization ; Elastic deflections
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Figure 3.4: Diverging elastic oscillations for a — 0.39 
3.5 .3  T rajectory  tracking : C ontrol w ith  sta b iliza tio n
N om inal payload
The closed-loop system defined by (2.4), un(x) from (3.4), (3.5) and (3.19) were digi­
tally simulated and the switching logic closes the stabilizer loop when the trajectory 
enters the neighbourhood of the terminal value (in about 2.5 seconds). It can be 
observed from Fig.3.6 that though the tracking error was zero prior to switching of 
the stabilizer, the error tends to increase at and after the instant of switching but 
dies down subsequently in about two seconds. The stabilizer dampens out the elastic 
mode oscillations (Fig.3.9) and the system quickly settles down to its steady state 
values (Fig.3.6, Fig.3.7 and Fig.3.8). It can be noted that the chosen outputs ij\ and 
j/2 (Fig.3.5) very closely follow the actual end effector outputs yti and yt2 (Fig.3.10).
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Figure 3.5: Nominal payload with stabilization ; Chosen outputs
x  10*3
i _
150.00
100.00
50 .00
ff -0.00
.-5 0 .0 0
- 100.00
-150 .00
- 200.00
-250 .00
4.00 6.00100 
T i m e . s e c o n d s
0.00
Figure 3.6: Nominal payload with stabilization ; Tracking error
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Figure 3.7: Nominal payload with stabilization ; Joint angles
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Figure 3.8: Nominal payload with stabilization ; Control inputs
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Figure 3.9: Nominal payload with stabilization ; Elastic deflections
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Figure 3.10: Nominal payload with stabilization ; Actual end effector outputs
28
90 .00
80.00
70 .00
n  60 .00
a? 50 .00
>» 40 .00
30 .00
20.00
10.00
0.00
5.000.00 10.00 15.00
T i m e , s e c o n d s
Figure 3.11: Higher payload uncertainty ; Chosen outputs 
H ig h e r pay load  u n c e r ta in ty
Simulations were carried for a higher payload uncertainty of 125% ( a  =  0.34 ). The 
controller used here is the one that was designed with nominal parameters and the 
initial conditions were assumed to be zero. In comparison to the nominal payload 
case, it can be observed that the stabilizer takes a longer time to dampen the oscil­
lations (Fig.3.13) and therefore the system takes a longer time to settle down to its 
steady state values. It can also be noted that the control torque required in this case 
(Fig.3.12) is larger than the control torque required for the nominal case (Fig.3.8) 
and the total elastic mode deflection in this case (Fig.3.13) is more when compared 
to the nominal payload case (Fig.3.9). Also, the chosen outputs y\ and 1J2  (Fig.3.11) 
very closely follow the actual end effector outputs yn and y t2 (Fig.3.14).
Similar simulations for a= 0  showed that the closed-loop system was unstable for
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Figure 3.12: Higher payload uncertainty ; Control inputs
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Figure 3.13: Higher payload uncertainty ; Elastic deflections
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Figure 3.14: Higher payload uncertainty ; Actual end effector outputs
this payload uncertainty. ( It should be noted that when o:=0, the controller structure 
is similar to the controller structure presented in [9] ).
Low er pay load  u n c e rta in ty
Simulation results for a lower payload uncertainty of 50% ( a = 0.34 ) employing the 
controller that was designed for the nominal case are presented in this section. When 
compared to the higher payload uncertainty case, it can be noted that though the 
time taken by the system to attain steady state conditions is more or less the same, 
the frequency of the oscillations in the lower payload case is much higher, which is 
also a physical reality (Fig.3.13 and Fig.3.17). Moreover, the values of the control 
inputs (Fig.3.12 and Fig.3.16) and the magnitude of the elastic deflections (Fig.3.13 
and Fig.3.17) are lower than the higher payload case.
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Similar results for a= 0  showed that the closed-loop system was unstable for this 
payload uncertainty (when a  = 0, the controller is similar to the one in [9]).
3.5 .4  N om in a l payload w ith  stab iliza tion  ; a  =  0.39
As described in a previous section, for a value of the constant factor ‘a  >  a*’ ( in our 
case ta * '1 =  0.37 ), the system tends to exhibit unstable unobservable dynamics due 
to nonlinear inversion (Table 1). Simulation was done to show that the arm can be 
controlled provided the zero dynamics remains only lightly unstable. Interestingly, 
the combination of the nonlinear inverse controller and the linear stabilizer effectively 
controls the arm since the trajectory remains in the region of stability about the 
equilibrium point at the instant of switching of the stabilizer. Hence for the case 
when ‘a ’ =  0.39, it can be observed from Fig.3.21 that the elastic oscillations tends to 
increase in magnitude quite drastically until the stabilizer comes into effect. Moreover, 
the chosen outputs yi and yi (Fig.3.19) very closely follow the actual end effector 
outputs j/ti and y t 2  (Fig.3.20).
3.5.5  N om in a l payload w ith  stab iliza tion  ; a  =  - 1
Here the value of ‘ct’ is taken as -1 ( This has been suggested in [10] ). Though 
the system is stable, it can be observed from Fig.3.23 that the magnitude of the 
oscillations is larger when compared to the other nominal case discussed earlier with 
a  =  0.34. Though the chosen outputs reaches the required terminal values (Fig.3.22), 
this case is found to be less efficient when compared to the case when a  =  0.34.
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Figure 3.19: Nominal payload with a  =  0.39 ; Chosen outputs
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Figure 3.20: Nominal payload with a  =  0.39 ; Actual end effector outputs
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Figure 3.22: Nominal payload with a  =  -1 ; Chosen outputs
36
xlO *3
10.00
5.00  
-0.00 
-5 .00  
- 10.00 
§  -15.00  
|  -20.00 
s  -25 .00fl
®  -30 .00  
~ -35 .00  
-40 .00  
•45 .00  
-50 .00  
-55 .00  
-60 .00
Figure 3.23: Nominal payload with a  =  -1 ; Elastic deflections
3.6 C onclusion
Trajectory control of the tip position of an elastic manipulator based on nonlinear 
inversion and linear stabilization was considered. It was seen that exact tip trajectory 
tracking lead to unstable zero dynamics in the closed-loop system. This instability 
was avoided by controlling a point on the beam at a close vicinity of the actual tip 
point. Simulation results showed that our choice was valid. The accurate control 
of the actual tip positions were accomplished by designing an inverse controller for 
the point in the near vicinity of the actual tip position. A stabilizer was designed to 
suppress the oscillatory responses of the zero dynamics that result from the use of the 
inverse control law. The control law presented here is found to be extremely robust.
2.00 4 .000.00 6.00
T i m e , s e c o n d s
37
Chapter 4
VARIABLE STRUCTURE  
SYSTEM CONTROL SCHEME
4.1 In troduction
In this scheme, the robotic manipulator is controlled using a sliding controller based 
on the principles of Variable Structure Systems theory. For the class of systems to 
which it applies, the sliding controller design provides a systematic approach to the 
problem of maintaining stability and consistent performance in the face of modeling 
imprecisions. Variable Structure System theory involves the choice of a hypersurface 
in the state space. A discontinous control law is derived which switches when the 
system trajectories cross this chosen hypersurface. This surface is commonly called 
as the ‘ sliding surface ’.
Basically, the motion in the closed-loop system consists of two stages ; namely 
the ‘ reaching mode ’ and the ‘ sliding mode ’. The reaching mode constitutes the 
phase of operation when the the trajectory reaches the defined switching surface from 
an arbitrary initial state. Once on the switching surface, the system trajectories are 
confined to this surface. Any subsequent motion of the trajectories involve the 
‘ sliding ’ of the trajectories on this surface. This phase is called the sliding mode.
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In the sliding mode, with the system trajectories already on the switching surface, 
any further motion of the trajectories corresponds to the sliding of the trajectories 
along the switching surface.
In our case, the sliding surface is chosen as a function of the output trajectory 
error, its derivative and the integral of the output trajectory error. The integral term 
is useful to improve the performance of the system. A discontinous control law is 
derived in order to accomplish the tracking of the desired output trajectory. This 
control law excites the rigid and elastic modes. In the terminal phase, the oscillations 
that result from these modes are small and can be approximated to be linear. Thus the 
closed-loop system follows linear characteristics. This implies that a linear stabilizer 
is sufficient to dampen the elastic oscillations and capture the final state. A linear 
stabilizer is designed using the pole assignment technique.
Basically, the control is accomplished in two stages. In the first stage, the linear 
stabilizer loop is left open while the control input ‘u’ acts on the system. It is seen 
that bounded rigid and elastic mode oscillations are present. The output follows 
the required smooth trajectory. The second stage involves the switching on of the 
stabilizer as soon as the output reaches a specified neighbourhood of the terminal 
state. Therefore the control input now includes a stabilization signal and the total 
control signal contribute to the capture of the terminal state and to dampen the elastic 
oscillations. Evidently, it will be seen later that the magnitude of the stabilization 
signal must be small so that the tracking ability of the Variable Structure controller 
is not adversely affected.
An elaborate discussion of the Variable Structure controller along with the linear
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stabilizer design is presented in the following sections of this chapter.
4.2 C hoosing th e  H ypersurface
As discussed earlier, this control scheme involves the derivation of a discontinous 
control law that switches when the desired output trajectories cross a hypersurface in 
the state space. First the system trajectories have to be attracted towards this surface 
and subsequent motion of the trajectories involves the sliding of the trajectories along 
this surface.
We choose a switching surface ‘ S ’ that is a function of the output trajectory
error, its derivative and the integral of the output trajectory error.
S(E„ W3) = 'y  + 2(eu>ney + <JneWa (4.1)
where
‘y ’ is the output trajectory error
e ,  =
S -  ( s i , S 2) r ,Ce >  0 ,u .„«  >  0 .
‘ Ce ’ is the damping coefficient 
‘ u!ne ’ is the natural frequency
Wj =  {Wa\ , W a2 )T is the integral of the tracking error , implying
Wa =  ii (4.2)
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4.3 A nalysis o f th e  Sliding phase
As mentioned earlier, once the system trajectories reach the switching surface, subse­
quent motion of the trajectories involve the sliding of the trajectories on the surface. 
Therefore it can be seen that S (E a, Wa) = 0.
Differentiating (4.1) and using (4.2), we have
S  = y + 2 Ceu ney + u 2ney =  0 (4.3)
It is worth noting two important results from the above equation. During the 
sliding phase, the system is asymptotically stable implying that y(t) —► 0 as t —► oo. 
Furthermore, it can be seen that once in the sliding phase, the motion of the system 
trajectories is insensitive to parameter uncertainty.
4.4  A nalysis o f th e  R eaching phase
In this phase, the system trajectories are to be attracted towards the switching surface 
which implies that one has to derive a suitable law that governs the control input. 
As given in (2.6), for small elastic deformations, the output simplifies to
yi (() =  0, +
‘1
y,(t) =  02 +
‘2
where the output y(t) =  [yi{t),y2 { t)Y  follows the given reference trajectory 
Vc{i) = [yci{t),yc2 (t)]T- in this case is set at 0.34.
At this point, we refer back to Chapter 2. Using the Lagrangian method, the 
equations of motion can be expressed by
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d , d K s d K  d P  „
d t ^ d z ?  dzi +  dzi ~  lU ( ^
where,
‘K’ is the kinetic energy of the arm 
‘P ’ is the potential energy of the arm
‘z’ is the column vector containing the generalized co-ordinates
‘u’ is the column vector containing the joint torques
Further we have,
(an upper subscript ‘T ’ denotes matrix transposition)
Z -  ( 0 1 , 0 2 , ? l l , . . . , ? l n , ? 2 1 , - g 2 n ) T  G R n° , Uq = (2n + 2). 
u =  (« i,u 2)t  G R 2 
O = (Ox,0 2 )t
B\  =  [-^ 2 x2 0 2 *2 n]T where I and 0  denote identity and null matrices of indicated 
dimensions.
K  =  ( z t M ( z ) z / 2 )
where M(z) is a positive definite symmetric inertia matrix of dimension (no x no) 
and is a nonlinear function of z.
From (2.2), one obtains
M(z)z  +  h0 (z, z) +  —q ~  =  B xu (4.5)
where
A0( M )  =  M (z)z  -  l ? i zT M (z )z )
2  dz  
Let h(z ,z )  = - h 0 (z ,z)  -
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Here M u  is a (2 x 2) matrix.
If the state vector is defined as x = (zT, z T)T (= i?2no, then (2.2) can be expressed 
in the following state variable form.
x  =  A(x) +  B(x)u  (4.6)
where
/
A(x)  =
M  1 (z)[h(z,z)]
B(x)  =  [O2xno, (M - 1 (z )B 1 f ] T
Let D(z) =  Af-1(z) and D(z) =  [ D\ D2 ] , where D\  has two columns.
In the reaching phase, the system trajectories are to be attracted towards the 
switching surface and one has to derive a suitable law that governs control input. To 
this end, it is assumed that 
D{z) = D*(z) +  A D(z)  ,
Di(z) = D;(z) + A D i( z ) ,  
h{z , i )  =  h*(z, z ) +  A h(z, z) ,
D(z)h{z , i )  =  Dm(z)hm(z , z ) -f A F{z, z ) , 
where A F (z ,z )  = D m(z)Ah(z ,z )  +  D(z) Ah(z ,  z) ;
D*{z),h*(z, z),D*(z) are known functions and AD(z) ,AD{(z )  and A h ( z , z )  rep­
resent the uncertainty in the robot arm dynamics.
Choosing q =  [gn, qn,  q2\, 922]^ and 9 =  [#i, 92P  , we have a nonlinear function of
z.
where
y = 9 +  Eq  =  Cqz =  [/2x2-®]« (4.7)
ct<t>n(h) c«t> ladi)
/? — «i h
I a<hi(h) a<fai (h)
\  h h i
Subsequent differentiation of the output vector (4.7) yields
y =  C0 [D(z)h(z, z) +  B xu] (4.8)
which implies
y =  Co[D’ (z)h"(z,z) +  A F(z ,z )  +  (Di(z)  +  A Di(z))u]
If ‘ y ’ is the actual trajectory and ‘ yc ’ is the reference trajectory, then the
trajectory error ‘ y ’ is given by ‘y — yc\
Using this in (4.3), we obtain
S  = y -  yc + 2(eu ney +  uj2ney (4.9)
Substituting for y from (4.8) in (4.3), we have
S  =  C0 [D*{z)h*{z,z) +  AF  + (D\{z)  +  A A (■?))«] -  tic +  2£eujney + u>ley (4.10) 
which results in
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s =  C*{x) +  A C(x) + ( B m(x) +  AB (x))u
where
x  = (zT, z Tf ,
AC(x) = C0 A F ( z , z ) ,  B m(x) = C0 D\(z)
A  B(x)  = CoADriz)
C*(x, t ) =  C0 D m{z)h*{z, z ) - y c + 2(eu>ney +
We now choose a control law of the form
u =  (B m)~1 (x)[—C m(x) — kSgn(S)  +  v\ (4.11)
where gain ‘ k > 0 ’ is determined later, ‘ v ’ is the stabilization signal and
=  [sfl'n (5i) ) s5n (-s2)]T
Substituting (4.11) in (4.10) gives
S  = A  C(x)  +  A B (x )u (x , t )  — kSgn(S)
When there is no uncertainty in the system, A C(x) = 0 and A B (x )  =  0. 
Therefore, we have
S  = — k{sgn(S)}  +  v (4.12)
' 1, Si > 0
=  0, s, — 0
1 j s. < 0
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Thus when v=0, S  < 0 if S  ^  0 and the trajectory reaches the surface S=0 in finite 
time. We can also show that the surface is reached even in the presence of uncertainty 
by suitably choosing the gain ‘k’ using Lyaponov theory. It has been suggested in 
[21] that a Lyaponov function can be chosen of the form 
V(s) = | S !  | +  | 5 2 | 
which can be alternately expressed as
V(a) =  [ Sgn(Si) Sgn(S2) ] 5:
S3
For the design of the VSC law, we assume that the stabilization signal is zero. 
Therefore with v = 0, one has
V{a) =  [5ffn(5)]r [-)fc5^n(5) +  A C  + ABu] (4.13)
To make V  <  0 in the presence of uncertainty, one needs certain bounds on the 
uncertain functions.
ASSUMPTION 1 : There exists functions 7 0 , 7 i(x) and 7 2 (1 ) such that
|| A B (x )(B m)~1 (x) ||<  7 i(ar) <  7 0  < 1 
|| A C (x) -  A B ( x ) ( B T l (x )C '(x )  ||<  7 2 0M )
We choose ‘ k ’ such that
k  >  (1 -  7i(®))-1(<5 +  7a(®, 0)
where ‘<5 ’ is a positive real number.
THEOREM : Consider the closed-loop system. For a given reference trajectory, 
the solution x(t) with given initial conditions is assumed to be bounded. Therefore
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in the closed-loop system, S converges to 0 in finite time and continues to remain in 
that state thereafter.
From [22], for all Sy^ O and t 6  [0, oo)
V (t) < - 5
The theorem can be proved by invoking the results of Lyaponov stability. 
Furthermore, we have
V  = Sgn(S )T[ -k S g n (S ) +  v]
= - k f tS g n iS t ) ) 2  + (Sgn(S2))2] +  vSgn(S)
For the reaching phase ; before the stabilizer is switched on, v = 0 
Therefore, we have
V  =  - k ^ g n ^ ) ) *  +  (Sgn(S2))2] 
which implies that V  < 0 if S  ^  0 .
This also shows that the system trajectories can reach the switching surface from 
an arbitrary initial state. In the above analysis, we have not considered parameter 
uncertainty, in which case, additional nonlinear terms appear in the above equation 
for V. However, it can be shown that by choosing the gain ‘ k' to be large enough, 
one can still make V  < 0 when S ^  0.
Obviously, the value of ‘ k ’ must be chosen such that the trajectories should 
reach the switching surface ‘ S ’ even in presence of uncertainty. Although analytical 
bounds similar to [19] can be obtained, its computation is extremely difficult. In our 
case, the value of 4 k ’ is chosen by observation of the simulated responses.
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4.5 Stabilizer D esign
4.5 .1  A  G eneral O verview
As discussed earlier, the design of a stabilizer is inevitable for the damping of the 
elastic oscillations and capture of the terminal state. In the neighbourhood of the 
terminal state, since the rigid and elastic modes result in small oscillations, the system 
can be well approximated by linear differential equations. Therefore, a linear stabilizer 
is found to be adequate.
The linear stabilizer is designed using the pole assignment technique. Fairly good 
responses are obtained by a proper selection of poles for the closed-loop system. Ini­
tially, the stabilizer loop is left open implying that only the control input is applied to 
the system. When the system trajectories reach the specified neighbourhood of the 
terminal values, the linear stabilizer loop is closed for the capture of the terminal state 
and to dampen the oscillations. Thereby the stabilization signal is superimposed on 
the control signal. In order to make sure that the stabilization signal does not ad­
versely affect the tracking ability of the control law, the magnitude of the stabilization 
signal is kept as small as possible while efficient damping is still accomplished.
4.5 .2  D efin ing th e  S ta te  V ector and a Q u an tita tive  R ev iew  
o f th e  M od el
Let y* be the desired terminal output vector. Noting that y =  9 +  Eq, one then has 
y* =  0* +  Eq* where q = [qn  qu  ? 21 ?22]T , 0 =  [&i 0i]T and 2 * =  [0*T q*T]T.
The equilibrium value of z* is the solution of the following equation
dP {z')
dq
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=  0 (4.14)
Let A q = q — </*.
We now define the deviation in the state vector from the equilibrium point as the
vector ‘ £ ’, where £ =  [yT S T AqT A qT W T] and
Ay =  AO +  E A q  (4.15)
Neglecting the second order terms in the velocity of the generalized co-ordinates, 
the linearized (/-responses are given by
M n (q*) AO +  M2 2(0*) Aq  +  Pgq(0*)A0 + PqqAq  =  0 (4.16)
where
p. ,  = d l pdOdq
d2P
Pqq dqdq 
where, the inertia matrix M is partitioned as
M u M i2
M ^  \  M 2i M22
Here M u is a (2 x 2) matrix.
Substituting for AO in (4.16) in terms of Aq  and Ay ( from (4.15) ), we have
M*,Ay +  (M ; 2  -  M'2 ,E )A q  +  (Pqq -  PgmqE )A q  + P;qA y  =  0 (4.17)
Here M,*- and denote matrices computed at z = z*.
4 .5 .3  E lim in ation  o f C hattering
The control law we derive is discontinous across the switching surface 5  =  0. Theorit- 
ically, the switching of the control must be instantaneous but in actual practice, this
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switching is not instantaneous. This imperfection in the control switching gives rise to 
the ‘ chattering ’ of the trajectory, which is an undesirable phenomenon. The control 
law discussed earlier is slightly modified to counter this adverse effect of chattering. 
The Sgn(S) function is replaced by the Sat(S) function, where, the Sat(S) function is 
defined as follows [2 2 ].
{ 1 Si > 6i
Si/ei |s,-| <  ei
- 1  Si < -Cl
Therefore, to prevent chattering, (4.12) is modified as
S  = - ( k S / e 1) + v (4.18)
where ‘ v ’ is the stabilization signal. Obviously, v = 0 when the stabilizer is not 
used.
We know that A y  =  y =  y — yc
From (4.1), we have
A y  = y = S  -  2 (eu ney -  u>neWs (4.19)
And from (4.3),
A y  -  y = S  -  2(eujney -  w2ey (4.20)
4 .5 .4  S ta te  V ariable R ep resen ta tion  o f th e  S ystem
Using (4.19) in (4.20) and subsequent substitution in (4.17) yields an expression for 
Aq  in terms of the elements of ‘ £ ’. The resulting expression for Aq  along with (4.18), 
(4.19) and (4.2) results in the following state variable representation of the system.
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(  A n I 0 0 A 15 ^ (  0  \
0 A 2 2 0 0 0 I
0 0 0 I 0 0
Ft F2 f 3 0 f a £4
V I 0 0 0 0  ) I  0
(4.21)
= A (  + B v
where
Ft =  M 22_ 1 [ M 21( 9 * ) ( 6 ?  -  u l )  -  Pgq(q*)\ 
M 22 =  M*o -  M 'yEl 2 2 21
61 =  2 (eL0 „
- 1  T?
2ne
2ne
F3 =  M 22 Pqq
Pqq — P$qE Pqq
F4  =  —M 2 2  M 2 i(q*)biU},
£4  — —M 2 2  M 2 1  (q*)
rt-U 
A \5 
A 2 2
4.5 .5  D esig n  o f  th e  Linear S tab ilizer
A stabilizer is then designed using the pole assignment technique. A proper selection 
of poles of the closed-loop system is essential for obtaining good responses. It is 
worth noting that once the stabilizing signal is superimposed on the control signal, 
the tracking ability of the control law is affected. All the same, the stabilizing signal
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■ -b i 0
0 - w
—wnt 0
0 —id
: —K. 0
— 0 _ K
c
is required to dampen the elastic oscillations and its magnitude must be small such 
that the tracking ability of the inverse controller is not adversely affected. But it 
should be of sufficient magnitude so that fast damping of the elastic oscillations can 
be achieved.
A set of desirable eigen values of the closed-loop system is taken as Sci =  STUSC 
where
Sc =  [fi : n =  - c  +  Im (A), A € S ei c > 0]
In the set Sd, the eigenvalues associated with the y-responses are retained, but 
A< €  Se are shifted to the left by ‘c’ units in the complex plane. The control law for 
the stabilization is of the form
v =  -L £ ,  (4.22)
such that the closed-loop system matrix [Fcj] =  [A—BL] has the desirable eigenvalues.
The synthesis of the controller is as follows. First, the variable structure controller 
is used for large maneuvers of the arm. When the trajectory reaches the neighbour­
hood of the terminal value, the linear stabilizer loop is closed for the capture of the 
terminal state and to dampen the vibrations. The stabilizer is effective if the 9 and 
q - responses remain in a small neighbourhood of the equilibrium state at the instant 
when the stabilizer is switched. Apparently, a > a* can also be chosen as long as the 
zero dynamics is lightly unstable and the trajectory remains close to the equilibrium 
point at the instant of switching of the stabilizer.
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4.6 Sim ulation R esu lts
4.6.1 In trod u ction  to  th e  D ig ita l S im ulations
This section explores the results of the digital simulations. The parameters assume 
the nominal values that are listed in the appendix. The mode shapes are selected 
as clamped-free modes [1]. Also, the following initial conditions are assumed. 
yc(0 ) =  yc(0 ) =  2/c(0 ) =  0  , ®(0 ) =  0  and u>(0 ) =  0 .
A command trajectory yc(t) was generated to control t/(0) =  0 to y*. It was 
assumed that the given tip position corresponds to 9* =  (90°,60°)T. The terminal 
value ly*’ was set to y* = 9* + E  q* with a  =  0.34.
Let yt =  ( t/ti , yt2  )T denote the angular positions of the tips of the two links and 
9 = ( 9\ , 92  )T,then we have
* - »  +  ( £ 4 2 )a
‘1 *2
where ‘Z?ie’ and ‘£>2e’ are the tip elastic deflections for link 1 and link 2  respectively. 
The matrices Pi of the command generator are taken as Pi — pi / 2 X2 » 1=0,1,2 and 
are selected such that the poles associated with yci(t), the ith component of yc(t), are 
at { -2, -2 ±  i2 }. The feedback matrices G, are selected and are set to yield poles 
associate with y,- in (2.4), of values -333.33, -2.47 ±  i 2.48 }, where 
y =  0 / i , 2/2)T-
These poles are chosen to obtain fast tracking error responses. For the chosen
53
feedback gains, the sets ST and Se are
Sr =  [-333.33, -333.33, -2 .47  ±  2.48?, -2 .47 ±  2.48?] (4.23)
Se =  [±21.15?, ±23.77?, ±108.22*, ±228.89?']
The feedback matrix ‘L’ of the stabilizer was chosen such that the set of eigen 
values of the matrix ‘5C/’ is
Sd =  Sr U S c (4.24)
where Sc =  {—2.5 +  7m(A) ,A G S',.} and 7m(A) denote the imaginary part of A. 
Notice that in the closed-loop system the set of eigenvalues of ST is retained, and the 
elements of Se are simply moved to the left by nearly 2.5 units in the complex plane.
In the simulations that follow, yt and y2 denote the chosen outputs ; t \  =  y\ and 
e2 =  j/2 are the trajectory errors ; 9\ and 02 are the joint angles ; U\ and u2 denote 
the control inputs ; D \e and 7)2e are the tip deflections for the two links and yn and 
J/t2 give actual end effector positions. It should be noted here that the outputs y\ 
and y2 axe those that actually correspond to the point on the beam we have chosen 
to control ( a point close to the actual tip ). The simulation results show that these 
outputs follow the tip positions yn and ?/<2, thus validitating our choice.
4.6 .2  T rajectory  tracking : C ontrol w ith ou t sta b iliza tio n
In this case, simulation was carried out for nominal payload and the stabilizer loop 
was left open. Digital simulations were performed using (4.2), (4.6) and (4.11) with 
the stabilizer loop left open. The value of the constant factor ‘a ’ is chosen to be 0.34.
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Figure 4.1: Trajectory tracking without stabilization ; Chosen outputs
The trajectory errors were found to be equal to zero as predicted and efficient tracking 
is evident from Fig.4.1 and Fig.4.2. The absence of the stabilizer leads to persistant 
elastic mode oscillations of the tips of the two links (Fig.4.3). The 0 response (Fig.4.2) 
depict oscillations of extremely small magnitudes.
Simulation was also done to show that severe instability of the zero dynamics 
when the outputs are chosen close to the actual tip angular positions i.e. a* <  a  <  1 . 
Divergent responses were obtained and Fig.4.4 illustrates the divergence of the elastic 
oscillations for each link with the stabilizer loop left open for a=0.39 (a  >  a*).
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Figure 4.2: Trajectory tracking without stabilization ; Joint angles 
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Figure 4.3: Trajectory tracking without stabilization ; Elastic deflections
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4.6 .3  T rajectory tracking : C ontrol w ith  S tab iliza tion
N om inal payload
The closed-loop system defined by (4.2), (4.6), (4.11) and (4.22) were digitally sim­
ulated (with a  =  0.34) and the switching logic closes the stabilizer loop when the 
trajectory enters the neighbourhood of the terminal value (in about 3 seconds). It 
can be observed from Fig.4.6 that though the tracking error was zero prior to switch­
ing of the stabilizer, the error tends to increase at and after the instant of switching 
but dies down to zero in about 4 seconds. The stabilizer dampens out the elastic mode 
oscillations (Fig.4.9) and forces the control inputs to a constant value as illustrated 
in Fig.4.8. The system quickly settles down to its steady state values. It can also be 
noted that the chosen outputs 7/1 and 2/2 (Fig.4.5) very closely follow the actual end
0 .0 0 2 .0 0 4.00 6 .0 0
T i m e , s e c o n d s
57
9 0 .0 0
8 0 .0 0
7 0 .0 0
Z 6 0 .0 0
5 0 .0 0
Z 4 0 .0 0
3 0 .0 0
20.00
10.00
0 .0 0
10.005 .0 00 .0 0
T i m e , s e c o n d s
Figure 4.5: Nominal payload with stabilization ; Chosen outputs 
effector outputs yn and yt2 (Fig.4.10).
Higher payload uncertainty
Simulations were carried for a higher payload uncertainty of 125% (a  =  0.34). The 
controller used here is the one that was designed with nominal parameters and the 
initial conditions were assumed to be zero. In comparison to the nominal payload case, 
it can be observed that the stabilizer takes a longer time to dampen the oscillations 
(Fig.4.9 and Fig.4.13) and therefore the system takes a longer time to settle down 
to its steady state values. It can also be noted that the control torque required in 
this case (Fig.4.12) is larger than the control torque required for the nominal case 
(Fig.4.8) and the total elastic mode deflection in this case (Fig.4.13) is more when 
compared to the nominal payload case (Fig.4.9). Moreover, the chosen outputs j/j and
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Figure 4.6: Nominal payload with stabilization ; Tracking error
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Figure 4.7: Nominal payload with stabilization ; Joint angles
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Figure 4.8: Nominal payload with stabilization ; Control inputs
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Figure 4.9: Nominal payload with stabilization ; Elastic deflections
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Figure 4.10: Nominal payload with stabilization ; Actual end effector outputs
7/2 (Fig.4.11) very closely follow the actual end effector outputs yti and 7/t2 (Fig.4.14).
The controller was found to tolerate a higher payload uncertainty when compared 
to the inverse controller of the first scheme. Simulations showed that the controller 
tolerated an uncertainty of over 150%. W ith a  =  0, the controller is similar to the one 
presented in [19], which resulted in an unstable closed-loop system for this payload 
uncertainty.
Lower payload uncertainty
Simulation results for a lower payload uncertainty of 100% ( a  =  0.34 ) are presented 
in this section. When compared to the higher payload uncertainty case, it can be 
noted that though the time taken by the system to attain steady state conditions 
is more or less the same, the frequency of the oscillations in the lower payload case
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Figure 4.11: Higher payload uncertainty ; Chosen outputs
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Figure 4.12: Higher payload uncertainty ; Control inputs
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Figure 4.13: Higher payload uncertainty ; Elastic deflections
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Figure 4.14: Higher payload uncertainty ; Actual end effector outputs
D i ,
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Figure 4.15: Lower payload uncertainty ; Chosen outputs
is much higher (Fig.4.13 and Fig.4.17), which is also a physical reality. Moreover, 
the values of the control input are lower than the higher payload case (Fig.4.12 and 
Fig.4.16) and so is the elastic deflections (Fig.4.13 and Fig.4.17). Also, the chosen 
outputs r/i and 2/2 (Fig.4.15) very closely follow the actual end effector outputs 2/11 
and ya  (Fig.4.18).
When compared to the previous scheme, this controller was found to tolerate a 
wider lower payload uncertainty. For a  =  0, the controller is similar to the one 
presented in [19] which could not tolerate this payload uncertainty.
N om inal payload w ith  stabilization ; a  =  -1
Here the value of ‘a ’ is taken as -1  (This has been suggested in [10]). Though the 
system is stable, the magnitude of the oscillations (Fig.4.20) is larger when compared
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Figure 4.16: Lower payload uncertainty ; Control inputs
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Figure 4.17: Lower payload uncertainty ; Elastic deflections
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Figure 4.18: Lower payload uncertainty ; Actual end effector outputs
to the other nominal cases already discussed and is therefore less efficient. But it can 
be seen that the chosen outputs y\ and j/2 (Fig.4.19) very closely follow the actual 
end effector outputs yt\ and yt2 (Fig.4.21). This case is similar to the case presented 
in [1 0 ].
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Figure 4.19: Nominal payload with a  =  -1  ; Chosen outputs
x  10‘3
0.00
2e
- 10.00
- 20.00
-30.00
-40.00
-50.00
-60.00
-70.00
5.00 10.000.00
T i m e , s e c o n d s
Figure 4.20: Nominal payload with a  =  -1 ; Elastic deflections
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4.7 C onclusion
This Chapter explored the control of a flexible robotic arm using Variable Structure 
System theory. An appropriate switching surface was chosen and the reaching and 
sliding modes were rigorously analysed. A suitable control law was formulated and 
the chosen system trajectories were effectively controlled.
A linear stabilizer was designed using the pole assignment technique. The stabi­
lizer loop is closed as soon as the system trajectories enter a specified neighbourhood 
of the final state. The stabilizer dampens the rigid and elastic mode vibrations and 
captures the specified terminal state. Simulations were performed and the controller 
was found to tolerate a wide range of payload uncertainty.
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Chapter 5 
SUMMARY
This thesis presented two control schemes for the trajectory control of a two-link 
flexible robotic manipulator. The first scheme incorporated an Inverse controller while 
the controller of the second scheme was designed using Variable Structure System 
theory, which included robustness in its design. The primary aim of these control 
schemes was to control the actual tip positions of the links. This was however found 
to be impractical due to the unstability of the zero dynamics of the system. Therefore 
a constant parameter ‘a ’ was defined which actually corresponded to particular points 
on the links. An output was chosen that depended directly on the multiplying factor 
‘a  ’. A value of ‘a ’ was chosen such that the zero dynamics of the system was stable. 
This actually lead to the control of a point on the link that was close to the actual tip 
position. Simulation results showed that the actual end effector trajectories closely 
followed the chosen outputs ; thus validitating our choice. Extensive simulations were 
performed in both the schemes. Though both controllers were found to tolerate a wide 
range of payload uncertainty, the Variable Structure controller was found to tolerate 
a wider range of payload uncertainty when compared to the Inverse controller.
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Appendix A 
Parameters of the Robotic Arm
Listed below are the assumed parameter values for the two-link elastic robotic arm 
for which the digital simulations were carried out : ( a  =  0.34 )
Mass of each Link =  5.0 kg 
Stiffness of each link =  1000 
Length of each link =  1.0 m 
Joint mass at Joint 2 =  1.0 kg 
Nominal payload =  4.0 kg 
Inertia of payload =  1.0 kgm 2 
Inertia of mass at Joint 1 =  1.0 kgm 2 
Inertia of mass at Joint 2 =  0.8 kgm 2
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Appendix B 
Table 1
The following table shows only the most significant unstable roots from ‘5e’ for dif­
ferent values of the constant parameter ‘a ’ :
a  =  0.38 0.415 ±  23.038 i 
0.000 ±  108.58 i
a  — 0.40 1.455 ±  23.184 i
a  =  0.50 3.141 ±  25.169 i
a  = 0.60 4.808 ±  28.445 i
a  =  0.80 4.306 ±  53.819 i
a  =  0.90 144.1 ±  0.0000 i 
46.48 ±  0.0000 iooI-HIIa 29.41 ±  0.0000 i
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