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Abstract
Given an edge-independent random graph G(n, p), we determine
various facts about the cohomology of graph products of groups for the
graph G(n, p). In particular, the random graph product of a sequence
of finite groups is a rational duality group with probability tending to
1 as n →∞. This includes random right angled Coxeter groups as a
special case.
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Keywords: clique complex, duality group, flag complex, graph prod-
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Introduction
A simplicial graph G determines a simplicial complex X(G), called its flag
complex (or its “clique complex”). The simplices of X(G) are the complete
subgraphs of G.
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Given a sequence Γ = (Γi)i∈N of discrete groups indexed by the natural
numbers and a graph G with vertex set [n] (where [n] := {1, . . . , n}), we
construct a new group G (= G(G,Γ)), called the graph product, by taking
the free product of the Γi, i ∈ [n], and then imposing the relations that
elements in Γi commute with elements of Γj whenever {i, j} ∈ Edge(G). We
are mainly interested in the case where Γ is the constant sequence Γi = Γ,
for some group Γ.
It turns out that the cohomology of G with coefficients in the group
ring, ZG, can be calculated in terms of (i) cohomology groups of the Γi
and (ii) the cohomology groups of X(G) and various subcomplexes of X(G)
(cf. [10, 15, 14, 13, 18, 22]). With trivial coefficients, the (co)homology groups
of G depend only on the f -vector of X(G) (that is, the number of simplices
of X(G) in any given dimension) and the (co)homology groups of the Γi.
The edge-independent random graph is the probability space G(n, p), de-
fined as follows. For a real number 0 ≤ p ≤ 1 and natural number n, G(n, p)
is the set of all graphs on vertex set [n] with probability measure defined by
Pr(G) = peG(1− p)(n2)−eG ,
where eG denotes the number of edges in G. It can be viewed as the result
of
(
n
2
)
independent coin flippings , i.e., G(n, p) is the probability space of all
graphs on vertex set [n] where each edge is included with uniform probability
p, jointly independently. 1 The random flag complex with edge probability p
is X(n, p) := X(G(n, p)). In other words, it is the same probability space as
G(n, p) except that its elements are regarded as flag complexes rather than
graphs. Similarly, the random graph product for Γ is the group G(n, p,Γ)
associated to G(n, p) and Γ.
The groups G(n, p,Γ) were considered previously by Charney–Farber [7].
Somewhat earlier, Costa–Farber [8] had looked at the special case of the
random right-angled Artin group AG(n,p). A formula for the cohomological
dimension of AG(n,p) (= 1 + dimX(n, p)) in terms of (n, p) can be found in
[8], as well as, a formula for the “topological complexity” of its classifying
space. It is noted in [7] that if each Γi is finite, then the graph product
G(n, p,Γ) is word hyperbolic if and only if G(n, p) has no empty (induced)
4-cycles; furthermore, it is determined when this condition holds “with high
probability.”
1This is sometimes called the “Erdo˝s–Re´nyi” random graph, even though Erdo˝s and
Re´nyi were interested in a different but closely related model, G(n,m).
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We will write G ∼ G(n, p) to mean that G is chosen according to the
distribution G(n, p).
In random graph theory one often lets p depend on n. For a given sequence
p = p(n), a graph propertyQ is said to hold with high probability (abbreviated
w.h.p.) if
Pr[G(n, p) ∈ Q]→ 1
as n→∞.
We will use Bachmann–Landau and related notations. Big O and little
o are standard. We also use Ω and ω, defined as follows: f = Ω(g) if and
only if g = O(f), and f = ω(g) if and only if g = o(f). Whenever we use
asymptotic notation such as big O or little o, it is understood to be as the
number of vertices n → ∞. In slightly nonstandard notation, we will write
f ≪ g if there exists a constant ǫ > 0 such that f/g = o(n−ǫ) (in other
words, nǫf/g → 0 as n→∞).
A standard result in random graph theory is that if d is a fixed positive
integer and
ω
(
1
n2/d
)
≤ p ≤ o
(
1
n2/(d+1)
)
,
then G(n, p) w.h.p. has cliques of order d+1 but not of order d+2. In other
words, X(n, p) is w.h.p. d-dimensional.
A fundamental result of Erdo˝s-Re´nyi is that if G ∼ G(n, p) where
p ≥ log n+ ω(1)
n
,
then G is connected w.h.p. This result was generalized to higher dimensions
by the second author in [23], [24]. Roughly, for the random flag complex
X ∼ X(n, p) of dimension d, we have w.h.p. that the reduced (co)homology,
H˜∗(X ;Q), is concentrated in degree ⌊d/2⌋ (where ⌊x⌋ means the greatest
integer not exceeding x). Moreover, with integer coefficients, Hi(X) = 0 for
i ≤ ⌊(d− 2)/4⌋ and i > ⌊d/2⌋. (Our convention is that, when not specified,
the coefficients of (co)homology groups are assumed to be in Z.) In §2 we
strengthen these results by showing that the same is true w.h.p. for the
homology of the “punctured complex” X − σ for all simplices σ of X . (Here
X −σ means the full subcomplex of X spanned by all vertices which are not
in σ.)
Calculations of the cohomology of a graph product G = G(G,Γ) with
coefficients in its group ring or its group von Neumann algebra were done in
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[15, 14, 18]. An interesting feature is that there are essentially two different
formulas depending on whether all Γi are finite or all are infinite. (In the
mixed case the formulas are more complicated.) When all Γi are finite the
formulas are in terms of the subcomplexes X(G) − σ, where σ ranges over
the simplices of X(G) (including the empty simplex). These formulas are
recalled in Propositions 1.6 and 1.10 in §1.5 and §1.6 below. When all the
Γi are infinite, different formulas are needed, cf. [18]. These formulas are
expressed in terms ofH∗(Lk(σ,X(G))) and cohomology groups of the Γi with
appropriate coefficients. (Here Lk(σ,X(G)) denotes the link of a simplex σ
in X(G).) The precise formulas are recalled in Propositions 1.8 and 1.11
below.
This paper is organized as follows. In §1 we review the formulas for the
cohomology of graph products of groups. In §2 we review the results of
[23, 24] on the cohomology of X ∼ X(n, p). Finally, in §3, these results are
combined to get fairly complete computations for the cohomology of random
graph products of groups, G := G(G(n, p),Γ). Beginning in §2 we fix an
integer k ≥ 0 and impose the condition,
1
n1/k
≪ p≪ 1
n1/(k+1)
. (0.1)
This condition entails dimX(n, p) = 2k or 2k + 1, w.h.p. A striking conse-
quence of our calculations is the following.
Theorem. (cf. Theorem 3.3 (1)). Suppose n−1/k ≪ p≪ n−1/(k+1), for some
given integer k ≥ 0. Let G = G(n, p,Γ) be a random graph product of finite
groups. Then w.h.p. H i(G;QG) is nonzero only for i = k+1 (where k is the
middle dimension of the random flag complex X ∼ X(n, p)). In other words,
G is a duality group over Q of formal dimension k + 1.
When all Γi are infinite, different formulas establish the vanishing w.h.p.
of H i(G;QG) for i < k + 1. (However, in degrees > k + 1 the rational
cohomology can be nonzero.) This gives the following result.
Theorem. (cf. Theorem 3.8 (1)). Suppose n−1/k ≪ p≪ n−1/(k+1) for a given
integer k ≥ 0 and that G is a random graph product of infinite groups. Then
w.h.p. H i(G;QG) = 0 for i < k + 1 and Hk+1(G;QG) 6= 0
The first theorem applies to random right-angled Coxeter groups, the
second to random right-angled Artin groups.
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In either case (where all Γi are finite or all are infinite), similar calculations
give w.h.p. the virtual cohomological dimension of G, the number of its ends
and, at least in some cases, its L2-Betti numbers. For example, in the case
of random right-angled Artin groups we have the following.
Theorem. (cf. Corollary 3.9 (3)). Suppose n−1/k ≪ p ≪ n−1/(k+1), for a
given integer k ≥ 0. Let AG be the random right-angled Artin group as-
sociated to G ∼ G(n, p). Then w.h.p. L2bi(AG) is nonzero if and only if
i = k + 1.
Our thanks go to the referee for some helpful comments.
1 Cohomology of graph products
1.1 The f and h polynomials
Let [n] := {1, . . . , n}. Suppose X is a simplicial complex on vertex set [n].
We identify a simplex σ with its vertex set. Following common practice, we
shall blur the distinction between a simplicial complex as a poset of simplices
or as a topological space and write X for either. By convention, the empty
set is considered a simplex in any simplicial complex. Given σ ∈ X , its link,
denoted Lk(σ,X) (or sometimes simply Lk(σ)), is the simplicial complex
whose poset of nonempty simplices is isomorphic to X>σ (:= {τ ∈ X | τ >
σ}).
Let P(I) denote the power set of a finite set I. Given an I-tuple t = (ti)i∈I
of indeterminates and J ∈ P(I), define a monomial tJ by
tJ =
∏
j∈J
tj (1.1)
The f -polynomial of X is the polynomial in t = (ti)i∈[n] defined by
fX(t) :=
∑
σ∈X
tσ.
The hˆ-polynomial of X is defined by
hˆX(t) := (1− t)[n] fX
(
t
1− t
)
, (1.2)
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where 1 denotes the constant n-tuple (1)i∈[n]. If t is the constant indetermi-
nate given by ti = t, then fX is a polynomial in one variable. Denote it by
fX(t). If dimX = d, then
fX(t) =
d∑
i=−1
fi(X)t
i+1.
where fi(X) is the number of i-simplices in X (and f−1(X) = 1, the number
of empty simplices). The h-polynomial of X is then defined by
hX(t) := hˆX(t)/(1− t)n−d−1 = (1− t)d+1fX
(
t
1− t
)
.
1.2 (Co)homology of polyhedral products
As before, X is a simplicial complex with vertex set [n]. Suppose (A,B) =
{(Ai, Bi)}i∈[n] is a collection of pairs of nonempty subspaces. For a point x
in the Cartesian product,
∏n
i=1Ai, put σ(x) := {i ∈ [n] | xi ∈ Ai −Bi}. The
polyhedral product, ZX(A,B), is defined by
ZX(A,B) := {x ∈
n∏
i=1
Ai | σ(x) ∈ X}.
(σ(x) = ∅ is allowed.) When all the (Ai, Bi) are all equal to the same pair
(A,B), we write ZX(A,B) for the polyhedral product. The (co)homology
of these spaces can be calculated. The formulas simplify if either 1) each
Bi is contractible (e.g., if Bi is a base point ∗i) or 2) each Ai is contractible
(cf. [2]). If each Bi is contractible, then
H˜∗(ZX(A,B)) =
⊕
σ∈X
H˜∗(Â
σ
), (1.3)
where Â
σ
denotes the σ-fold smash product of the Ai. (See [2, Thm. 2.15].)
By using the Ku¨nneth Formula, the (co)homology of Â
σ
can be calculated
from that of the Ai. The formula is simplified if we take with coefficients in
a field F. Using (1.3), we see that there is an isomorphism of algebras:
H∗(ZX(A,B);F) =
[
m⊗
i=1
H∗(Ai;F)
]
/ I(X), (1.4)
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where I(X), the generalized Stanley-Reisner ideal, is the ideal in the tensor
product of algebras generated by all xi1⊗· · ·⊗xil , such that xik ∈ H˜
∗
(Aik ;F)
and such that {i1, . . . , il} is not a simplex of X ([19] or [2, Thm. 2.34]). The
right hand side of (1.4) is the generalized face ring.
On the other hand, when each Ai is contractible the formula is
H∗(ZX(A,B)) =
⊕
I≤[n]
I is not a simplex of X
H∗(X(I) ∗ B̂I), (1.5)
where X(I) denotes the full subcomplex spanned by I, B̂
I
denotes the I-
fold smash product of copies of the Bi, and X(I) ∗ B̂I denotes their join.
(Again, each summand on the right hand side can be computed from the
Ku¨nneth Formula.) If each Bi is connected and simply connected, then the
fundamental group of ZX(A,B) is the graph product G(G; Γ), where the
graph G is the 1-skeleton of X and Γi = π1(Ai) (cf. [12]). If each Γi is
infinite, then the argument of [18] shows
GrHm(ZX(A,B);ZG) =
⊕
σ∈X
i+j=m
H i(Cone Lk(σ),Lk(σ);Hj(Aσ;ZG)), (1.6)
Here Gr means the “associated graded” group (because each summand in
(1.6) is the Ei,j∞ term of a spectral sequence). Also, A
σ stands for the σ-fold
product
∏
i∈σ Ai so that the coefficients in a summand on the right hand
side of (1.6) can be calculated from the Ku¨nneth Formula. Indeed, once we
replace Z by a field F, we get
H∗(Aσ;FG)) =
[⊗
i∈σ
H∗(Ai;FΓi)
]
⊗Γi FG.
1.3 Polyhedral products as classifying spaces for graph
products
Our interest in the polyhedral product construction stems from its relation-
ship to graph products of groups. Given a graph G with vertex set [n] and
a collection of discrete groups Γ = {Γi}i∈N, let G (= G(G,Γ)) denote their
graph product. For any subset I ≤ [n], let ΓI denote the ordinary product,∏
i∈I Γi. Let BΓi denote the classifying space for Γi (i.e., BΓi is a K(Γi, 1)
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complex). We consider two cases: (Ai, Bi) = (BΓi, ∗i) (which we denote
(BΓ, ∗) and (Ai, Bi) = (Cone Γi,Γi) (denoted (Cone Γ,Γ)).
Proposition 1.1. ([18]). Suppose, as above, G is a graph with vertex set [n],
X(G) is its flag complex, and G is the graph product of the (Γi)i∈[n].
(1) BG = ZX(G)(BΓ, ∗).
(2) Let G0 denote the kernel of the natural map G → Γ[n] to the direct product.
Then BG0 = ZX(G)(Cone Γ,Γ).
Sketch of proof. One first proves (2). The group Γ[n] acts on ZX(G)(Cone Γ,Γ)
and G can be identified with the group of all lifts of elements in Γ[n] to the uni-
versal cover Z˜X(G)(Cone Γ,Γ). SinceX(G) is a flag complex, Z˜X(G)(Cone Γ,Γ)
is the standard realization of a right-angled building (cf. [12, Prop. 2.10])
and hence, is contractible. Since G0 is the group of covering transformations,
statement (2) follows. To prove (1), first observe that ZX(G)(Cone Γ,Γ) is
homotopy equivalent to the covering space of ZX(G)(BΓ, ∗) corresponding
to the subgroup G0. Next observe that ZX(G)(EΓ,Γ) is homotopy equiv-
alent to ZX(G)(Cone Γ,Γ), where EΓi is the universal cover of BΓi and
EΓ := {EΓi}i∈[n]. Hence, the universal cover of ZX(G)(EΓ,Γ) is also con-
tractible and so, can be identified with EG, which proves (1).
1.4 Homology with trivial coefficients
Notation is as before. Given a subset I ≤ [n] and a field F, the dimension of
the following tensor product in degree m is denoted by
bI,m(Γ;F) := dimF
(⊗
i∈I
H˜
∗
(BΓi;F)
)m
.
In other words, bI,m(Γ;F) is the m
th Betti number of the smash product
of the BΓi, i ∈ I. When Γ is the constant sequence Γi = Γ and k ∈ N,
put bk,m(Γ;F) := b[k],m(Γ;F). In the next proposition we use (1.3) and
Proposition 1.1 to compute the Betti numbers of BG.
Proposition 1.2. Let bm(BG;F) := dimFHm(BG;F) be the mth Betti num-
ber of BG. Then
bm(BG;F) =
∑
σ∈X
bσ,m(Γ;F).
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In particular, if Γ is the constant sequence Γ, then
bm(BG;F) =
m∑
k=1
fk−1bk,m(Γ;F),
where fk−1 = fk−1(X) is the number of (k − 1)-simplices in X.
For example, if Γ = Z/2, then G(G;Z/2) =WG, the right-angled Coxeter
group associated to G and BWG = ZX(G)(B(Z/2), ∗). Let F2 be the field
with 2 elements. Since H∗(Z/2;F2) is the polynomial ring F2[t], formula
(1.4) and Proposition 1.1 give the following result of [16],
H∗(BWG;F2) = F2[X ],
where the right hand side denotes the Stanley-Reisner face ring of X . It
follows that the Poincare´ series,
∑
bi(BWG;F2)t
i, is given by
∞∑
i=0
bi(BWG;F2)t
i =
d∑
i=−1
fi(X)t
i+1
(1− t)i+1
= fX
(
t
1− t
)
:=
hX(t)
(1− t)d+1 , (1.7)
where d = dimX .
For another example, if Γ = Z, then G = AG, the right-angled Artin
group associated to G. Since BZ = S1, Proposition 1.2 yields
bk(AG;F) = fk−1(X) (1.8)
and this implies that H∗(BAG) =
∧
[X ], the exterior face ring of X , cf. [6],
[25]. Alternatively, we could have proved this (even with integral coefficients)
by using formula (1.4) and Proposition 1.1 as before.
Some definitions. A group Γ is type F if BΓ has a model which is a finite
CW complex. If Γ is type F, then it is automatically type FL, which means
that Z has a finite resolution by finitely generated free ZG-modules. Γ is type
FP if Z has a finite resolution by finitely generated projective ZG-modules.
Similarly, for a commutative ring R, Γ is type FLR (resp. FPR) if R has a
finite resolution by finitely generated, free (resp. projective) RΓ-modules. Γ
is virtually torsion-free if it has a torsion-free subgroup Γ0 of finite index. A
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virtually torsion-free group Γ is, respectively, type VF, VFL or VFP as Γ0
is F, FL or FP.
If each Γi is finite of order qi+1, then we say Γ has order q+1, where q :=
(qi)i∈N. If G0 denotes the subgroup of G(G,Γ) defined in Proposition 1.1 (ii),
then G0 is a torsion-free subgroup of finite index in G. (In the notation
(1.1) from §1.1, its index is (1 + q)[n].) By Proposition 1.1 (ii), BG0 =
ZX(Cone Γ,Γ), which is a finite complex. So, G is type VF. Applying (1.5),
we get the following.
Proposition 1.3. Suppose each Γi is finite and Γ has order q+ 1. Then
H∗(BG0) =
⊕
I≤[n]
I /∈X
H∗(ConeX(I), X(I))⊗MI ,
where MI is a free abelian group of rank qI . (It is the “Steinberg module”
for ΓI , i.e., the I-fold tensor product of augmentation ideals of ZΓi, i ∈ I.)
Remark. If G is not a complete graph, then there are distinct elements i, j
in [n] which are not connected by an edge; so, H1(ConeX(I), X(I)) = Z, for
I = {i, j}. It follows that when G0 is nontrivial, its abelianization maps onto
Z. So, Proposition 1.3 implies that a graph product of finite groups never
has Kazhdan’s property T unless it is finite.
Using [11] we can compute the Euler characteristic of ZX(G)(Cone Γ,Γ)
as well as the “orbihedral Euler characteristic” of ZX(G)(Cone Γ,Γ)/Γ[n] (also
called the rational Euler characteristic, χ(G), of G).
Proposition 1.4. (cf. [11]). Suppose each Γi is finite and Γ has order q+1.
(1) The Euler characteristic of BG0 is given by
χ(BG0) = (q+ 1)[n]fX(G)
( −q
q + 1
)
= hˆX(G)(−q).
(2) The rational Euler characteristic of G is given by
χ(G) = χ(BG0)
(q+ 1)[n]
= fX
( −q
q+ 1
)
.
10
Proof. The formula in (1) is proved in [11, Cor. 2]. The group G0 has index
(q+1)[n] in G0; so, (2) is immediate from the definition of the rational Euler
characteristic.
Recall that if a group is nontrivial and type FL, then it is necessarily
infinite.
Proposition 1.5. Suppose each Γi is type FL (so that its Euler characteristic
is defined). Let ei = e(Γi) := χ(Γi)− 1 be the reduced Euler characteristic of
BΓi, and put e = (ei)i∈N. Then χ(G) = fX(e).
Proof. By Proposition 1.1 (1), BG = ZX(G)(BΓ, ∗). In [11, Cor. 1] there is a
formula for the Euler characteristic of the polyhedral product, which gives
χ(BG) = fX(e).
1.5 Cohomology with group ring coefficients
An important invariant of an infinite discrete group H is its cohomology with
coefficients in its group ring, ZH . For example, the number of ends of H ,
denoted by EndsH , is 1, 2 or ∞ as the rank of H1(H ;ZH) is 0, 1 or ∞. If
H is type FPR, then its cohomological dimension, cdR(H), with respect to a
commutative ring R is given by,
cdRH = max{k | Hk(H ;RH) 6= 0}.
As usual, when R = Z, the subscript is omitted and we write cdH instead
of cdRH .
The case where each Γi is finite. In what follows X = X(G) and for
any σ ∈ X , X − σ means the full subcomplex of X spanned by [n]− σ.
Proposition 1.6. ([14] or [13, Cor. 9.4]). Suppose each Γi is finite. Then,
for G = G(Γ), G),
H∗(G;ZG) =
⊕
σ∈X
H∗(ConeX,X − σ)⊗ Aˆσ,
where Aˆσ is a certain (free abelian) subgroup of Z(G/Γσ) (where Γσ denotes
the σ-fold product of the Γi).
Corollary 1.7. Suppose each Γi is finite.
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(1) If X is a simplex, then G is finite and Ends(G) = 0. If X is the suspen-
sion of a simplex and the groups for both suspension vertices are ∼= Z/2,
then Ends(G) = 2. Otherwise,
Ends(G) =
{
1, if H˜
0
(X − σ) = 0 for all σ ∈ X;
∞, if H˜ 0(X − σ) 6= 0 for some σ ∈ X.
(2)
vcd G = max{k | Hk−1(X − σ) 6= 0 for some σ ∈ X}.
For example, when WG is the right-angled Coxeter group associated to
the graph G, Proposition 1.6 becomes the following formula of [9],
H∗(WG;ZWG) =
⊕
σ∈X
H∗(ConeX,X − σ)⊗ ZW σ,
where W σ denotes the set of elements in W which can end (exactly) with
letters of σ and where ZW σ denotes the free abelian group on W σ.
The case where each Γi is infinite. In what follows GrH
∗( ; ) means
the associated graded group arising from a certain filtration.
Proposition 1.8. ([18, Thm. 4.5]). Suppose each Γi is infinite. Then for
G = G(Γ, G), we have
GrHm(G;ZG) =
⊕
σ∈X
i+j=m
H i(Cone Lk(σ),Lk(σ);Hj(Γσ;ZG)).
For example, if AG is the right-angled Artin group associated to G, we
have the following formula of [22] and [18]
GrHn(AG;ZAG) =
⊕
σ∈X
Hn−dimσ−1(Cone Lk(σ),Lk(σ))⊗Hdim σ+1(Zσ;ZAG),
(1.9)
where Zσ denotes the free abelian group on σ and dim σ + 1 is the number
of elements in σ (so that Hdimσ+1(Zσ;ZAG) = Z(AG/Z
σ)).
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1.6 L2-Betti numbers
Let WG be the right-angled Coxeter group associated to a graph G. Its
growth series, WG(t), is the rational function in t = (ti)i∈[n] given by
1
WG(t)
= fX(G)
( −t
1 + t
)
=
hˆX(G)(−t)
(1+ t)[n]
,
(See [10, §17.1].)
Let RG denote the region of convergence of WG(t). For example, if G =
V [n], the graph with vertex set [n] and no edges, we have
1
WV [n](t)
= 1−
n∑
i=1
ti
1 + ti
.
It follows that
RV [n] ∩ [0,∞)n = {t ∈ [0,∞)n |
n∑
i=1
ti
1 + ti
< 1}. (1.10)
(Indeed, for t in the indicated range 1/WV [n](t) is always positive; hence,
WV [n](t) converges.)
For another example, when t is the constant indeterminate t, we have
1
WG(t)
=
hX(G)(−t)
(1 + t)d+1
,
so that RG consists of all complex numbers of modulus less than the smallest
positive real root ρ of hX(G)(−t). (Note ρ ∈ (0, 1].)
In §3.1 we will need the following lemma.
Lemma 1.9. Suppose G, G′ are two graphs with the same vertex set [n] such
that G′ is obtained by deleting edges of G. Then RG′ ≤ RG. In particular,
for any graph G, RG always contains the region defined by (1.10).
Proof. Since there are more relations in WG than in WG′, the number of
elements of word length k with letters in a given subset of [n] is greater for
WG′ than for WG. Hence, the coefficients in the power series WG′(t) are
positive integers which dominate the coefficients of WG(t). So, RG′ ≤ RG.
The last sentence of the lemma follows immediately.
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Let 1/t denote the sequence (1/ti)i∈N. For each simplex σ ∈ X , define a
series
Dσ(t) =
∑
τ∈X≥σ
(−1)dim τ−dimσ
(1+ 1/t)I(τ)
.
Let G(σ) denote the 1-skeleton of Lk(σ). Notice that Dσ(t) is related to
the power series for WG(σ) by the following formula (see [10, Lemma 17.1.8,
Cor. 20.6.17]).
Dσ(t) =
1
(1+ t)σ
· 1
WG(σ)(1/t)
. (1.11)
Proposition 1.10. (cf. [10, Thm. 20.8.4]). Suppose each Γi is finite and Γ
has order q + 1. Suppose further that 1/q lies in the region of convergence
RG for WG(t). Then
L2bm(G) =
∑
σ∈X
bm(ConeX,X − σ;Q) ·Dσ(q),
where bm(ConeX,X − σ;Q) is the ordinary Betti number (with rational co-
efficients) of the pair. (Since ConeX is contractible, bm(ConeX,X − σ;Q)
is equal to the reduced Betti number b˜m−1(X − σ;Q).)
As one might suspect from the results in the previous subsection, the
calculation is different when all Γi are infinite. So, suppose each Γi is infinite
and that their L2-Betti numbers are defined. Given σ ∈ X , let L2bσ,m denote
the mth L2-Betti number of the σ-fold product, Γσ. If σ = {i1, . . . , ik}, then,
by the Ku¨nneth Formula,
L2bσ,m =
∑
f(i1)+···+f(ik)=m
L2bf(i1)(Γi1) · · ·L2bf(ik)(Γik). (1.12)
where f ranges over all functions from σ to N which sum to m.
Proposition 1.11. ([18, Thm. 4.6]). Suppose each Γi is infinite. Then
L2bl(G) =
∑
σ∈X
i+m=l
bi(Cone Lk(σ),Lk(σ)) · L2bσ,m,
where L2bσ,m is given by (1.12).
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Since all L2-Betti numbers of the infinite cyclic group vanish, for right-
angled Artin groups the previous proposition drastically simplifies to the
following.
Corollary 1.12. (Davis-Leary [17]). L2bl(AG) = bl(ConeX(G), X(G);Q).
In other words, the L2-Betti numbers of AG are the ordinary reduced Betti
numbers of X(G) with degree shifted up by 1.
2 Random flag complexes
In this section we state some results about the topology of the random flag
complex X = X(n, p). Earlier results were proved by the second author in
[23, 24]. Here we show that similar results hold w.h.p. for X − σ for all
simplices σ of X , and for Lk(σ,X) for all simplices σ ∈ X of sufficiently
small dimension.
Theorem 2.1. (cf. [24, 23, 21]). Suppose X ∼ X(n, p) where
1
n1/k
≪ p≪ 1
n1/(k+1)
,
where k is a given integer ≥ 0. Then w.h.p., for every face σ ∈ X the
subcomplex X − σ satisfies the following properties:
(1) dim(X − σ) = d, where d = 2k + 1 (when ω(n−2/(2k+1)) ≤ p) or d = 2k
(when p ≤ o(n−2/(2k+1))).
(2) H˜i(X − σ;Q) = 0 if and only if i 6= k.
Remark 2.2. The case σ = ∅ follows from [24, Cor. 2.2].
Remark 2.3. As for homology with integer coefficients, it is proved in [23]
that w.h.p. H˜i(X) vanishes whenever i lies in either of the following two
ranges,
(a) i ≤ ⌊(k − 1)/2⌋ or
(b) i > k.
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With regard to (a), it is proved in [23] that X is ⌊(k−1)/2⌋-connected w.h.p.
With some work, this can be extended to show that X − σ is ⌊(k − 1)/2⌋-
connected for all σ ∈ X . With regard to (b), with no additional work, the
argument in [23] shows that for any full subcomplex Y of X , for i > k,
Hi(Y ) = 0 w.h.p. In particular, this holds for Y = X − σ.
We don’t know if statement (2) of Theorem 2.1 holds with integer coeffi-
cients when (k − 1)/2 < i ≤ k. In this range H˜i(X − σ) could have torsion
(cf. the comments in Section 7 of [24]). In particular, H˜k(X − σ) might
have nontrivial torsion. If this happens, then, by the Universal Coefficient
Theorem, H˜k+1(X − σ) has nontrivial torsion.
Remark 2.4. For each i ≥ 0 there is a small interval of p for which both
H˜i(X) and H˜i+1(X) are nonvanishing. For example, when i = 0, it is well
known that if c/n ≤ p ≤ o(logn/n) [4], then w.h.p. G(n, p) is disconnected
but contains cycles. For every i, the width of this window of overlap is of
order
Θ((logn/n)1/i+1),
(where f = Θ(g) means f = O(g) and g = O(f)). Since this is peripheral to
our main argument, we do not prove it here.
The main tool needed to prove Theorem 2.1 is Theorem 2.5 below. In
[20] Garland proved vanishing results for cohomology groups of k-dimensional
simplicial complexes (possibly with coefficients in a unitary representation of
the fundamental group) through degree k−1 provided the link of each (j−2)-
simplex σ, with j ≤ k, is connected and that its Laplacian in degree 0 has
sufficiently large spectral gap.
Suppose X is a pure simplicial complex of dimension at least 1. Given
a vertex v, let m(v) denote the degree of v in the 1-skeleton, X1. The
averaging operator A : C0(X ;R)→ C0(X ;R) and the normalized Laplacian
∆ : C0(X ;R)→ C0(X ;R) are defined by
A(ϕ)(v) :=
1
m(v)
∑
ϕ(w) and ∆ := 1−A,
where the summation is over all vertices w which are adjacent to v. Then ∆ is
positive semidefinite. The spectrum of A lies in [−1, 1]; hence, the spectrum
of ∆ lies in [0, 2]. Let 0 = λ1 ≤ λ2 ≤ · · · ≤ λn be the eigenvalues of ∆. X
is connected if and only if 0 occurs with multiplicity 1. Assuming this to be
the case, the first positive eigenvalue, λ2, is called the spectral gap.
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Garland’s method is explained and expanded upon in [3], where one can
find the following result. (See also [5].)
Theorem 2.5. (Ballmann-S´wia¸tkowski [3, Thm. 2.5]) Suppose X is a finite
simplicial complex and k is a positive integer < dimX so that the k-skeleton,
Xk, is pure (i.e., every σ ∈ Xk, is contained in at least one k-dimensional
simplex). Given σ ∈ X, let λ1(σ) ≤ λ2(σ) ≤ · · · , denote the eigenvalues of
the normalized Laplacian on C0(Lk(σ,X);R). Assume that there is an ε > 0
so that λ2(σ) ≥ kk+1 + ε. Then Hk−1(X ;R) = 0.
We need another tool before proving Theorem 2.1, namely the following
estimate from [21] on spectral gaps of edge-independent random graphs.
Theorem 2.6. Let G ∼ G(n, p) be a Bernoulli random graph. Let ∆ denote
the normalized Laplacian of G, and let λ1 ≤ λ2 ≤ · · · ≤ λn be the eigenvalues
of ∆. For every fixed α ≥ 0, there is a constant C˜α depending only on α, so
that if
p ≥ (α + 1) logn + C˜α
√
logn log log n
n
then G is connected and
λ2(Γ) > 1− o(1),
with probability 1− o(n−α).
Proof of Theorem 2.1. The first claim is that dim(X − σ) = d for every
simplex σ ∈ X . When σ = ∅ this is a standard result about random graphs
— if p is in the given regime, then w.h.p. there are d-simplices (i.e., cliques
of order d+1) but no (d+1)-simplices (i.e., cliques of order d+ 2), which is
exactly the claim.
We include a proof here of the case of an arbitrary σ for the sake of
completeness. First consider the case σ = ∅. The claim that X(n, p) is
w.h.p. d-dimensional is equivalent to showing that X(n, p) w.h.p. contains a
simplex on d + 1 vertices, but contains no simplices on d + 2 vertices. This
is a special case of standard results on subgraphs of random graphs [4]. We
recall the proof here.
Let fi−1 be the number of simplices on i vertices. The expected value is
given by
E[fi−1] =
(
n
i
)
p(
i
2). (2.1)
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If p≪ n−2/(d+1), then
E[fd+1] =
(
n
d+ 2
)
p(
d+2
2 )
≤ nd+2 (n−2/(d+1)−ǫ)(d+22 )
= n−c1,
where c1 = ǫ
(
d+2
2
)
> 0. By Markov’s inequality, fd+1 = 0 w.h.p. It follows
that dimX ≤ d.
On the other hand, if p≫ n−2/d then
E[fd] =
(
n
d+ 1
)
p(
d+1
2 )
≥ (1− o(1))
(d+ 1)!
nc2
where c2 = ǫ
(
d+1
2
)
> 0.
Janson’s inequality [1] gives for this range of p that
Pr[fd ≤ (1/2)E(fd)] ≤ e−nc2/6.
We can apply this argument separately to each of the subcomplexes X − σ.
Since X is w.h.p. d-dimensional, there are w.h.p. at most O(nd+1) faces
total. Applying a union bound, the total probability that any one of these
complexes fails to be d-dimensional is at most
O(nd+1)e−n
c2/6 = o(1).
For the second claim, that H˜i(X − σ;Q) = 0 whenever i 6= k, we extend
the ideas from [23] and [24] which were used to prove this in the case σ = ∅.
The proof has two parts: first we check that H˜i(X − σ;Q) = 0 when i > k
and then when i < k.
The proof that H˜i(X ;Q) = 0 when i > k in [23, Section 5] is to show first
that for this range of p, homology is w.h.p. generated by cycles supported
on simplices which are supported on a bounded number of vertices as n →
∞, and then that all such cycles are boundaries. The same argument goes
18
through verbatim to show that this also holds for every subcomplex of X . In
particular, H˜i(X − σ;Q) = 0 for every simplex σ and with i > k.
The proof that H˜i(X ;Q) = 0 when i < k in [24] uses Theorem 2.5. For
any σ ∈ X , write Lk(σ) as short for Lk(σ,X). It is shown in [24] that, for
this range of p, the (k + 1)-skeleton of X is w.h.p. pure, and that w.h.p. for
every (k + 1)-simplex α ∈ X , λ2(α) > 1 − o(1). (Here we are considering
the link of α in the (k + 1)-skeleton of X , i.e., as a graph.) In particular, all
these graphs are connected.
We extend this proof to show that H˜i(X − σ;Q) = 0 for i < k and for all
σ ∈ X by applying Theorem 2.5 to each of the subcomplexes X−σ. The link
of a codimension-2 face in the (i+1)-skeleton X−σ is still a Bernoulli random
graph, and we can use Theorem 2.6. Since n−1/k ≪ p, the probability that
any of these graphs have spectral gap λ2 < 1 − ǫ is o(n−α) for every fixed
α > 0.
On the other hand, w.h.p. X is d-dimensional, where d = 2kor2k +
1, so there are O(n2k+2) simplices in total. Applying a union bound, the
probability that any of the polynomially many random graphs arising as the
link of a simplex in a deleted subcomplex has small spectral gap tends to
zero. Then Theorem 2.5 gives that w.h.p. H˜i(X − σ;Q) = 0 for every face σ
and i < k.
We also need the following in §3.2.
Theorem 2.7. Let X ∼ X(n, p) where n−1/k ≪ p for a given integer k ≥ 0.
With high probability, the following properties hold for all simplices σ ∈ X
of dimension < k, with l := dim σ + 1.
(1) dimLk(σ) ≥ 2k − 2l.
(2) If i < ⌊(k − l)/2⌋, then H˜ i(Lk(σ);Q) = 0.
Proof of Theorem 2.7. The proof of (1) is similar to the proof of statement
(1) of Theorem 2.1.
Given a simplex σ ∈ X(n, p) on l vertices, let Nm denote the number of
extensions of σ to a simplex on l +m vertices. This would require a choice
of m new vertices out of a possible n− l, and then there are(
m+ l
2
)
−
(
l
2
)
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new edges that must appear. By linearity of expectation,
E[Nm] =
(
n− l
m
)
p(
l+m
2 )−(
l
2)
≈ n
m
m!
plm+(
m
2 )
=
1
m!
(npl+(m−1)/2)m.
Setting m = 2k − 2l + 1 gives E[Nm] = Θ(npmk). Since, by assumption,
p≫ n−1/k, E[Nm]→∞.
Janson’s inequalities, for example, give that
P[Nm = 0] = O(e
−cn)
for some constant c > 0. Since w.h.p. there are only polynomially many
simplices σ, a union bound gives (1).
The proof of (2) is almost identical to the proof in Theorem 2.1 that
H˜i(X − σ;Q) = 0 for every simplex σ and for i < k. In particular, there are
still only O(n2k) simplices σ and for each, the probability of failure is O(n−α)
for every fixed α > 0. So, a union bound shows that the total probability
failure is o(1).
Some remarks about nonrandom examples. Examples of simplicial
complexes satisfying the conclusions of Theorems 2.1 and 2.7 might not spring
readily to mind. Similar properties hold for Cohen-Macaulay complexes, ex-
cept that for these, the homology is concentrated in the top dimension rather
than in the middle. One can construct examples of complexes satisfying the
conclusions Theorems 2.1 and 2.7 by “thickening” certain Cohen-Macaulay
complexes.
Let R be a nonzero principal ideal domain (e.g., Z or Q). A k-dimensional
complex Y is Cohen-Macaulay over R if for each σ ∈ Y , H˜i(Lk(σ, Y );R) = 0
for i < k − dim σ − 1 and is R-torsion-free for i = k − dim σ − 1. (When
σ = ∅, Lk(σ, Y ) = Y ; so, in this case the condition means that H˜i(Y ;R) is
concentrated in degree k.) In other words, the link of any l-simplex in Y
has the same homology as a wedge of (k − l− 1)-spheres. A finite simplicial
complex Y (of any dimension) has punctured homology concentrated in degree
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k (with coefficients in R) if for each σ ∈ Y , H˜i(Y − σ;R) is nonzero only
in degree k and is R-torsion-free in that degree. Cohen-Macaulay complexes
satisfy a condition similar to the conclusion of Theorem 2.7 except that the
cohomology is concentrated in the top dimension rather than in the mid-
dle. In Theorem 2.1 we are concerned with the concentration of punctured
homology. Many (but not all) k-dimensional Cohen-Macaulay complexes
have the punctured homology concentrated in degree k. For example, any
k-dimensional spherical building is Cohen-Macaulay and has punctured ho-
mology concentrated in degree k (cf. [26, Thm. A]). An example of such a
spherical building is given by taking the join of any collection of k + 1 finite
sets.
Suppose Y is a k-dimensional Cohen-Macaulay complex with concen-
trated punctured homology. We can thicken Y to a complex Ŷ of dimension
2k or 2k + 1 by iterating the procedure of replacing each vertex with a tree
(or a forest). This means that we replace the star of a vertex v by the join of
the link of v and a forest. If we do this at each vertex, then dim Ŷ = 2k+ 1.
By not replacing one vertex of each top-dimensional simplex, we get a 2k-
dimensional Ŷ . For example, when Y is a join of finite sets, Ŷ is a join of
forests. It is then straightforward to check that such Ŷ satisfy the conclusions
of Theorems 2.1 and 2.7.
3 Random graph products of groups
As usual, G ∼ G(n, p), X ∼ X(n, p) and G ∼ G(G(n, p),Γ).
3.1 The case where each Γi is finite
In this subsection, Γi is finite of order qi + 1 (i.e., Γ has order q+ 1). As we
noted in §1.4, the group G0 := Ker(G → Γ[n]) is torsion-free and it acts freely
on the universal cover of the finite complex ZX(Cone Γ,Γ). Moreover, this
universal cover is contractible. So, G0 is type F. Since the index of G0 in G is
finite, G is type VF.
Let R denote the region of convergence for WG(n,p)(t).
Lemma 3.1. If
∑∞
i=1(qi + 1)
−1 < 1, then 1/q ∈ R.
Proof. Set ti = 1/qi. Then ti/(1 + ti) = 1/(qi + 1). So, if the sum in the
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lemma is less than 1, then for all n ∈ N,
n∑
i=1
ti
(1 + ti)
< 1.
Then, by Lemma 1.9, 1/q ∈ R.
For example, the conclusion of Lemma 3.1 holds if qi + 1 ≥ 2i for all
i ∈ N.
We begin with some results about the Euler characteristic and L2-Betti
numbers of G.
Proposition 3.2. (1) The rational Euler characteristic of G is given by
χ(G) = χ(BG0)
(1+ q)[n]
= fX(n,p)
( −q
1+ q
)
=
hˆX(n,p)(−q)
(1+ q)[n]
.
where hˆX(n,p) is defined by (1.2).
(2) Let WG = G(G,Z/2) be the random right-angled Coxeter group. Then
the Poincare´ series of BWG with coefficients in F2 is given by
∞∑
i=0
bi(BWG;F2)t
i = fX
(
t
1− t
)
.
(3) Suppose
∑∞
i=1 (qi + 1)
−1 < 1. Then the L2-Betti numbers L2bm(G) are
given by
L2bm(G) =
∑
σ∈X
bm(ConeX,X − σ;Q) ·Dσ(q),
where Dσ(q) is defined by (1.11).
Proof. Statements (1), (2) and (3) follow from Proposition 1.4, equation (1.7)
and Proposition 1.10, respectively.
No assumption on p is made in the above proposition. The quantities
in the equations are all random variables. The expected values of these
quantities can be made completely explicit. For example, as we saw in (2.1),
the expected number of (i− 1)-simplices is given by E[fi−1(X)] =
(
n
i
)
p(
i
2).
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Recall that a group Γ is a rational duality group of formal dimension m
if it is type FPQ and if H
∗(Γ;QΓ) is nonzero only in degree m. If this is
the case, then, for D = Hm(Γ;QΓ) and for any QΓ-module M , H i(Γ;M) ∼=
Hm−i(Γ;D ⊗M).
The next result is one of our principal theorems. It follows from Theo-
rem 2.1 (2) and the results in §1.5 and §1.6.
Theorem 3.3. Fix an integer k ≥ 0 and suppose n−1/k ≪ p ≪ n−1/(k+1).
Then the following properties hold w.h.p.
(1) H i(G;QG) 6= 0 if and only if i = k + 1. Hence, G is a rational duality
group of formal dimension k + 1.
(2)
EndsG =
{
∞, if k = 0;
1, if k ≥ 1.
(3) The cohomological dimension of G over Q is given by cdQ G = k+1. Over
Z, the virtual cohomological dimension of G is either k+1 (if Hk(X−σ)
is torsion-free for all σ ∈ X) or k+2 (if Hk(X−σ) has nontrivial torsion
for some σ ∈ X).
(4) Suppose that
∑∞
i=1 (qi + 1)
−1 < 1. Then L2bm(G) is nonzero only when
m = k + 1
Proof. (1) By Proposition 1.6, H i(G;QG) is a sum of rational vector spaces of
the form H˜ i−1(X−σ;Q)⊗ (Aˆσ⊗ Q) where X ∼ X(n, p). So, H i(G;QG) 6= 0
if and only if H˜ i−1(X − σ;Q) 6= 0 for some simplex σ. By Theorem 2.1 (2),
H˜ i−1(X − σ;Q) 6= 0 w.h.p. only for i = k + 1.
(2) By Corollary 1.7 (1), Ends(G) is either 1 or ∞ depending on whether
H˜0(X − σ;Q) is zero or not zero. (The case Ends(G) = 2 does not occur
w.h.p. for X ∼ X(n, p).) By Theorem 2.1 (2) (or the Erdo˝s–Re´nyi Theorem)
H˜0(X − σ;Q) 6= 0 only when k = 0.
(3) As in §1.5, cdQ(G) is the largest integer i such that for some sim-
plex σ, H˜ i−1(X − σ;Q) 6= 0. As before, the largest such i is k + 1. As
explained in Remark 3.4 (a) below, the second sentence of (3) follows from
Corollary 1.7 (2).
(4) By Lemma 3.1, 1/q ∈ R. By Proposition 3.2 (3), L2bm(G) 6= 0 if and
only if bm(ConeX,X − σ;Q) 6= 0 and by Theorem 2.1 (2), this happens only
for m = k + 1.
23
Remarks 3.4. (a) As in Remark 2.3, the integral homology Hi(X − σ)
vanishes for i ≤ (k − 1)/2 or i > k. Hence, H˜ i(G;ZG) = 0 for i ≤ (k + 1)/2
or i > k + 2. With regard to statement (3) of Theorem 3.3, if Hk(X − σ) is
torsion-free, then, by the Universal Coefficient Theorem, Hk+1(X − σ) = 0.
Hence, if Hk(X − σ) is torsion-free for all σ ∈ X , then, by Proposition 1.6,
H i(G;ZG) = 0 for all i > k+1. On the other hand, if Hk(X−σ) has torsion
for some simplex σ, then Hk+1(X − σ) = Ext(Hk(X − σ),Z) 6= 0 and hence,
Hk+2(G;ZG) 6= 0.
One could speculate that w.h.p. Hi(X−σ) is torsion-free for all i and for
all σ ∈ X , i.e., that H˜i = 0 for i 6= k and that Hi is torsion-free for i = k
(cf. Remark 2.3). If this is true, then G0 is an (integral) duality group of
formal dimension k + 1. In other words, G would be a virtual duality group
of dimension k + 1.
(b) By statement (3) of the theorem, cdQ G0 = k + 1. On the other
hand, in Proposition 1.3 we computed the homology of BG0 in terms of
H∗(ConeX(I), X(I)) where I ranges over all subsets of [n] which are not ver-
tex sets of simplices. Hence, (3) necessarily entails that w.h.p. H˜i(X(I);Q) =
0, for i > k. The proof of Remark 2.3 given in [23] gives a stronger statement
with integral coefficients: H˜i(X(I)) = 0 for i > k (see [23, Proof of Thm. 3.6,
p. 1667]).
(c) It follows from Proposition 3.2 (1) that the sign of χ(G) is (−1)k+1
w.h.p. To see this, first suppose that Γ is the constant sequence, Γk = Γ,
where Γ is a nontrivial finite group. Then the sign of χ(G) is determined by
the fact that the coefficients fi of the f -polynomial are dominated by fk. In
fact, for i 6= k, fk/fi → ∞ as n → ∞. Moreover, since the order of Γ is an
integer ≥ 2, we have q ≥ 1. Hence, the argument of fX( −q1+q ) =
∑
fi(
−q
1+q
)i+1
lies between −1 and −1/2. Since the absolute value of this is bounded away
from 0, it follows that the formula for χ(G) is dominated by the term with
coefficient fk, so w.h.p. its sign is (−1)k+1. The same argument works when
the sequence Γ is not constant.
3.2 The case where each Γi is infinite
In this subsection, we suppose each Γi is infinite. Once again we begin with
some facts about Euler characteristics and L2-Betti numbers.
Proposition 3.5.
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(1) Suppose each Γi is type FL. Let ei = e(Γi) := χ(BΓi)− 1 be the reduced
Euler characteristic of BΓi, and put e = (ei)i∈N. Then χ(G) = fX(e).
(2)
L2bl(G) =
∑
σ∈X
i+m=l
bi(Cone Lk(σ),Lk(σ)) · L2bσ,m,
where L2bσ,m is defined by (1.12).
Proof. Statements (1) and (2) follow from Propositions 1.5 and 1.11, respec-
tively.
Remark 3.6. With regard to the formula in Proposition 3.5 (2), Lk(σ) can
be empty, in which case Cone Lk(σ) is a point.
When each Γi = Z, G ∼ G(G(n, p),Z) is the random right-angled Artin
group AG associated to the random graph G ∼ G(n, p). Using (1.8), (1.9)
and Corollary 1.12, we get the following.
Corollary 3.7. (cf. [6, Thm. 3.2.4], [8, Lemma 1], [17]). With trivial coeffi-
cients the cohomology of AG is w.h.p. the random exterior face ring
∧
[X ]. In
particular, bl(AG) = fl−1(X) and χ(AG) = χ(ConeX,X) = −e(X), where e
means reduced Euler characteristic.
Theorem 3.8. Fix an integer k ≥ 0, suppose n−1/k ≪ p ≪ n−1/(k+1) and
that d = dimX(n, p). Then the following hold w.h.p.
(1) For i < k + 1, H i(G;QG) = 0 and Hk+1(G;QG) 6= 0.
(2)
EndsG =
{
∞, if k = 0;
1, if k ≥ 1.
(3) Suppose further that the cohomological dimension of each Γi is finite
and is equal to max{l | H l(Γi;ZΓi) 6= 0}. (This holds, for example, if
Γi is type FP.) Then cdG ≤ (d + 1) sup{cd Γi}. If Γ is the constant
sequence, Γi = Γ, then cdG = (d+1) cd Γ. Here, as before, d = 2k when
p ≤ o(n−2/(2k+1)) or d = 2k + 1 when p ≥ ω(n−2/(2k+1)).
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Proof. Basically, this follows from the formula in Proposition 1.8. Here are
the details. Since Γi is infinite, H
0(Γi;ZΓi) = 0. So, for any l-simplex σ, by
the Ku¨nneth Formula, H i(Γσ;QΓσ) = 0 for i < l; hence, the same vanishing
result holds with QG coefficients. So, in the formula of Proposition 1.8, for
the terms corresponding to σ, the cohomology groupsH i(Cone Lkσ,Lk σ) are
shifted up in degree by at least l. Comparing this with Theorem 2.7, we see
that, with QG coefficients, the first degree for which the right hand side of the
formula in Proposition 1.8 might not vanish is l+1 (since (2k−2l)/2+l = k).
So, (1) holds. Since the number of ends of G are detected by H1(G;QG), (1)
=⇒ (2). The formula in Proposition 1.8 also implies (3). To see this, first
note that
cd Γσ =
∑
i∈σ
cd Γi.
So, cd Γσ ≤ (dim σ+1) sup{cd Γi}. The nonvanishing terms in the formula of
Proposition 1.8 which have highest possible degree occur when σ is a simplex
of highest possible dimension d, proving (3).
Corollary 3.9. (cf. (1.9), Corollary 1.12). Fix an integer k ≥ 0 and suppose
n−1/k ≪ p ≪ n−1/(k+1). Then the following properties hold w.h.p. for the
random right-angled Artin group AG.
(1) cdAG = d + 1 where d = 2k (when ω(n
−2/(2k+1)) ≤ p) or d = 2k + 1
(when p ≤ o(n−2/(2k+1))).
(2) H i(AG;QAG) = 0 for i < k + 1 or i > d+ 1 and H
k+1(AG;QAG) 6= 0
(3) L2bm(AG) is nonzero if and only if m = k + 1.
Proof. Statements (1) and (2) follow from (1.9) and Theorem 2.7 (2). (State-
ment (1) was first proved in [8, Thm. 4].) Statement (3) follows from Corol-
lary 1.12 and Theorem 2.1 (2).
References
[1] Noga Alon and Joel H. Spencer. The probabilistic method. Wiley-
Interscience Series in Discrete Mathematics and Optimization. John Wi-
ley & Sons Inc., Hoboken, NJ, third edition, 2008. With an appendix
on the life and work of Paul Erdo˝s.
26
[2] A. Bahri, M. Bendersky, F. R. Cohen, and S. Gitler. The polyhedral
product functor: A method of decomposition for moment-angle com-
plexes, arrangements and related spaces. Adv. Math., 225(3):1634–1668,
2010.
[3] W. Ballmann and J. S´wia´tkowski. On L2-cohomology and property (T)
for automorphism groups of polyhedral cell complexes. Geom. Funct.
Anal., 7(4):615–645, 1997.
[4] Be´la Bolloba´s. Random graphs, volume 73 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, second
edition, 2001.
[5] Armand Borel. Cohomologie de certains groupes discretes et lapla-
cien p-adique (d’apre`s H. Garland). In Se´minaire Bourbaki, 26e anne´e
(1973/1974), Exp. No. 437, pages 12–35. Lecture Notes in Math., Vol.
431. Springer, Berlin, 1975.
[6] Ruth Charney and Michael W. Davis. Finite K(π, 1)s for Artin groups.
In Prospects in topology (Princeton, NJ, 1994), volume 138 of Ann. of
Math. Stud., pages 110–124. Princeton Univ. Press, Princeton, NJ, 1995.
[7] Ruth Charney and Michael Farber. Random groups arising as graph
products. Algebr. Geom. Topol., 12(2):979–995, 2012.
[8] Armindo Costa and Michael Farber. Topology of random right angled
Artin groups. J. Topol. Anal., 3(1):69–87, 2011.
[9] Michael W. Davis. The cohomology of a Coxeter group with group ring
coefficients. Duke Math. J., 91(2):297–314, 1998.
[10] Michael W. Davis. The geometry and topology of Coxeter groups, vol-
ume 32 of London Mathematical Society Monographs Series. Princeton
University Press, Princeton, NJ, 2008.
[11] Michael W. Davis. The Euler characteristic of a polyhedral product.
Geom. Dedicata, 159:263–266, 2012.
[12] Michael W. Davis. Right-angularity, flag complexes, asphericity. Geom.
Dedicata, 159:239–262, 2012.
27
[13] Michael W. Davis, Jan Dymara, Tadeusz Januszkiewicz, John Meier,
and Boris Okun. Compactly supported cohomology of buildings. Com-
ment. Math. Helv., 85(3):551–582, 2010.
[14] Michael W. Davis, Jan Dymara, Tadeusz Januszkiewicz, and Boris
Okun. Cohomology of Coxeter groups with group ring coefficients. II.
Algebr. Geom. Topol., 6:1289–1318 (electronic), 2006.
[15] Michael W. Davis, Jan Dymara, Tadeusz Januszkiewicz, and Boris
Okun. Weighted L2-cohomology of Coxeter groups. Geom. Topol.,
11:47–138, 2007.
[16] Michael W. Davis and Tadeusz Januszkiewicz. Convex polytopes, Cox-
eter orbifolds and torus actions. Duke Math. J., 62(2):417–451, 1991.
[17] Michael W. Davis and I. J. Leary. The l2-cohomology of Artin groups.
J. London Math. Soc. (2), 68(2):493–510, 2003.
[18] Michael W. Davis and Boris Okun. Cohomology computations for Artin
groups, Bestvina-Brady groups, and graph products. Groups Geom.
Dyn., 6(3):485–531, 2012.
[19] Graham Denham and Alexander I. Suciu. Moment-angle complexes,
monomial ideals and Massey products. Pure Appl. Math. Q., 3(1, Special
Issue: In honor of Robert D. MacPherson. Part 3):25–60, 2007.
[20] Howard Garland. p-adic curvature and the cohomology of discrete sub-
groups of p-adic groups. Ann. of Math., 97(3):375–423, 1973.
[21] Christopher Hoffman, Matthew Kahle, and Elliott Paquette. Spec-
tral gaps of random graphs and applications to random topology.
arXiv:1201.0425, submitted, 2012.
[22] C. Jensen and J. Meier. The cohomology of right-angled Artin groups
with group ring coefficients. Bull. London Math. Soc., 37(5):711–718,
2005.
[23] Matthew Kahle. Topology of random clique complexes. Discrete Math.,
309(6):1658–1671, 2009.
[24] Matthew Kahle. Sharp vanishing thresholds for cohomology of random
flag complexes. to appear in Ann. of Math., arXiv:1207.0149, 2012.
28
[25] K. H. Kim and F. W. Roush. Homology of certain algebras defined by
graphs. J. Pure Appl. Algebra, 17(2):179–186, 1980.
[26] Bernd Schulz. Spherical subcomplexes of spherical buildings.
arXiv:1007.2407, 2010.
Michael W. Davis, Department of Mathematics, The Ohio State Univer-
sity, 231 W. 18th Ave., Columbus Ohio 43210 davis.12@math.osu.edu
Matthew Kahle, Department of Mathematics, The Ohio State University,
231 W. 18th Ave., Columbus Ohio 43210 mkahle@math.osu.edu
29
