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RESUMO
Sistemas de tempo real são sistemas onde o correto funcionamento não de-
pende somente da resposta lógica correta, mas também do tempo no qual
ela foi dada. Igualmente do ponto de vista lógico, a viabilidade temporal
da aplicação deve ser determinada através de técnicas, como por exemplo
análise do tempo de reposta. Este tipo de aplicação está cada vez mais pre-
sente atualmente e a demanda de processamento é tamanha que necessita-se
de processadores com múltiplos núcleos complexos. É perceptível que o de-
senvolvimento dos multiprocessadores está muito mais avançado em relação
às técnicas de análise de tais sistemas e, portanto, é evidente a necessidade
de pesquisa com objetivo de promover maior confiabilidade e redução de su-
perdimensionamentos. O objetivo deste trabalho é promover uma solução de
escalonamento que considere a escalonabilidade em conjunto com a anali-
sabilidade do código da aplicação. Atualmente, a pesquisa de sistemas de
tempo real trata o problema do escalonamento isolado do problema de obten-
ção do parâmetro do tempo de computação da tarefas (WCET – Worst Case
Execution Time). Dependendo da arquitetura do processador, as premissas
adotadas no cálculo do WCET são incompatíveis com as premissas de escalo-
namento, o que gera uma contradição fundamental entre o cálculo do WCET
e os algoritmos de escalonamento. A incompatibilidade das premissas pode
ser ilustrada pela preempção em arquiteturas com memória cache, onde o cál-
culo de WCET assume execução contínua da tarefa, o que não é verdade em
grande parte dos algoritmos de escalonamento. Este trabalho propõe o uso
de uma abordagem heterogênea em multiprocessadores onde parte dos nú-
cleos operam em regime preemptivo e parte em regime não preemptivo para
tentar lidar com as diferentes considerações sobre preempção. As análises
realizadas mostram que existe vantagem em usar a abordagem heterogênea.
Palavras-chave: tempo real, Worst Case Execution Time, multiprocessado-
res, escalonamento.

ABSTRACT
Real-time systems are systems where the correct functioning depends not
only on the logically correct response, but also the time when it was given.
As the the logic functionality, the application response time could be analy-
zed to determine the viability of a real-time system. This type of application
is increasingly present today and the processing demand is such that complex
multi-core processors are needed. It is noticeable that the development of
multiprocessor is a long way ahead compared with the techniques of analy-
sis of such systems and is therefore necessary researches to promote more
reliability and to reduce over-specified systems. The objective of this work
is to promote a solution that considers scheduling in conjunction with the
analyzability of the application code. Currently, the real-time research consi-
ders the scheduling problem isolated from the WCET (Worst Case Execution
Time) problem. Depending on the processor architecture, the values obtai-
ned by computing WCET are incompatible with the scheduling model which
creates a fundamental contradiction between the assumptions of calculation
of WCET and scheduling algorithms. This work proposes the use of a he-
terogeneous approach where part of the multiprocessor cores operate under
preemptive and part on a non-preemptive scheduling. The analysis shows that
there are advantages using the heterogeneous approach.
Keywords: real-time, Worst Case Execution Time, multiprocessors, schedu-
ling.
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1 INTRODUÇÃO
Atualmente, sistemas de tempo real são encontrados nas mais diversas
aplicações como eletrônica automotiva, aviação, telecomunicação, sistemas
espaciais, medicina e eletrônicos normais de consumo. Em todas estas apli-
cações, há um rápido desenvolvimento tecnológico. A indústria dos sistemas
de tempo real embarcados, assim como todas as outras, deseja ser competi-
tiva e ter sucesso no mercado. Para ter sucesso, esta indústria deve atender
os desejos e necessidades dos clientes promovendo sistemas mais eficazes
e mais flexíveis trazendo-os ao mercado o mais breve possível. Este desejo
de progresso tecnológico resulta em um aumento na complexidade do soft-
ware e, consequentemente, esta necessidade de processamento é requisitada
do hardware.
Para atender às necessidades de processamento, os fabricantes de pro-
cessadores não se concentram mais apenas na miniaturização necessária para
o aumento da velocidade dos processadores. Esta abordagem causa proble-
mas de alto consumo energético e consequentemente alta dissipação de calor.
Desta forma, a concentração para o aumento de desempenho está mais vol-
tada para fabricação de processadores com múltiplos núcleos. Esta tendência,
anteriormente focada nos processadores de propósito geral de alto desempe-
nho, também é verificada nas aplicações de tempo real.
De forma geral as aplicações de tempo real necessitarão cada vez mais
de capacidade de processamento e esta capacidade é fornecida por processa-
dores cada vez mais complexos e com múltiplos núcleos.
1.1 CONCEITOS BÁSICOS E MOTIVAÇÃO
Sistemas computacionais de tempo real são identificados como aque-
les sistemas submetidos a requisitos de natureza temporal (FARINES et al.,
2000). Nestes sistemas, os resultados devem estar corretos não somente do
ponto de vista lógico, mas também devem ser gerados no momento correto.
As falhas de natureza temporal nestes sistemas são, em alguns casos, consi-
deradas críticas no que diz respeito às suas consequências.
O tempo é o recurso mais precioso a ser gerenciado nos sistemas de
tempo real. As tarefas devem ser alocadas e escalonadas para estarem com-
pletas antes de seus prazos máximos permitidos, chamados deadlines. Em
alguns sistemas, mensagens são enviadas entre tarefas caracterizando sua in-
teratividade, e tais mensagens devem cumprir seus deadlines de envio/recebi-
mento.
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Conforme Liu (2000), os sistemas de tempo real são classificados con-
forme a criticalidade dos seus requisitos temporais. Nos sistemas tempo real
críticos com garantia (hard real-time) o não atendimento de um requisito tem-
poral pode resultar em consequências catastróficas tanto no sentido econô-
mico quanto em vidas humanas. Quando os requisitos temporais não são
críticos (soft real-time) eles apenas descrevem o comportamento desejado. O
não atendimento de tais requisitos reduz a utilidade da aplicação mas não a
elimina completamente nem resulta em consequências catastróficas.
Os sistemas de tempo real são formados por tarefas. Conforme Fari-
nes et al. (2000), tarefas ou processos são computações executadas em um
processador de forma sequencial, ou seja, são abstrações de trabalhos que
disputam por recursos. No caso de tarefas de tempo real, seu trabalho está
sujeito a um prazo máximo de conclusão (deadline).
As tarefas são classificadas quanto à frequência de ativação em tarefas
periódicas, esporádicas e aperiódicas (BUTTAZZO, 2005). Nas tarefas pe-
riódicas o período de ativação é completamente conhecido e a cada período
há geração de uma instância da tarefa (job). As tarefas esporádicas são defi-
nidas como tendo um período mínimo de chegadas mas não necessariamente
há geração de instâncias a cada período. As tarefas aperiódicas não possuem
tempo de ativação definido sendo este aleatório. Além do período comumente
define-se um tempo de computação (Ci) que é o tempo necessário para a tarefa
realizar o trabalho específico. As características das tarefas e suas especifi-
cações definem um “modelo de tarefas” que varia conforme a aplicação de
tempo real.
Na relação do período com o deadline, este pode ser implícito, limi-
tado ou arbitrário. Quando o deadline é implícito, seu valor numérico é igual
ao período da tarefa (Di = Ti). No caso de sistemas com deadline limitado,
seu valor nunca é maior que o período (Di ≤ Ti). Quando o deadline é arbi-
trário, ele pode ser maior, menor ou igual ao período das tarefas.
O conjunto de tarefas restrito ao modelo, requisitos temporais e os re-
cursos (número processador, etc) formam um problema de escalonamento
que na sua forma geral é identificado como um problema intratável (NP-
completo) (FARINES et al., 2000). O escalonamento define a ordenação de
execução das tarefas em uma escala respeitando todas as restrições impostas.
As políticas de escalonamento definem as regras de ordenação de execução
das tarefas. Uma escalona é dito ótimo quando, dados os critérios estabele-
cidos pelo modelo de tarefas e política de escalonamento, a escala gerada é
a melhor possível no atendimento das restrições temporais (FARINES et al.,
2000).
No caso de sistemas de tempo real críticos a viabilidade da escala
geralmente é provada por testes de escalonabilidade. Os testes são específicos
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e restritos para cada modelo de tarefas e política de escalonamento. Conforme
Farines et al. (2000) os testes de escalonabilidade são classificados em testes
exatos, suficientes e necessários, onde:
• exatos: identificam os conjuntos de tarefas escalonáveis e não escalo-
náveis. Podem ser complexos a ponto de serem inviáveis praticamente.
• suficientes: classificam corretamente os conjuntos de tarefas escaloná-
veis mas os conjuntos classificados negativamente podem ser escaloná-
veis.
• necessários: os conjuntos negativamente classificados são realmente
não escalonáveis, mas se um conjunto passa no teste, não necessaria-
mente é escalonável.
Os testes de escalonabilidade geralmente fazem uma análise utilizando
os parâmetros Ci, Ti e Di de cada tarefa e determinam se todas as tarefas do
sistema podem ou não ser escalonadas cumprindo todos os prazos individu-
almente.
Um conjunto de tarefas é dito “viável” com respeito a um dado sis-
tema se existir algum algoritmo de escalonamento que pode escalonar todas
as possíveis sequências de instâncias geradas pelo conjunto de tarefas daquele
sistema e todos os deadlines são cumpridos (DAVIS; BURNS, 2009b). Um
algoritmo de escalonamento é dito “ótimo” com respeito a um sistema e mo-
delo de tarefas se ele pode escalonar todos os conjuntos de tarefas que estão
de acordo com o modelo de tarefas e que são viáveis no sistema. Conforme
Davis e Burns (2009b), um tarefa é escalonável de acordo com dado algo-
ritmo de escalonamento se seu pior tempo de resposta é menor ou igual ao
seu deadline. Desta forma, um conjunto de tarefas é escalonável por dado
algoritmo de escalonamento se todas as suas tarefas são escalonáveis.
A pesquisa na área de escalonamento de sistemas de tempo real teve
origem no final da década de 1960 e início de 1970 com grandes avanços
em 1980 e 1990. Atualmente, apesar de haver um grande espaço para pes-
quisas, a teoria de escalonamento de tempo real para sistemas com um único
processador é considerada razoavelmente madura (DAVIS; BURNS, 2009b).
A teoria de escalonamento de tempo real para multiprocessadores tam-
bém teve suas origens no final da década de 1960 e início de 1970. Em 1969,
conforme (DAVIS; BURNS, 2009b), notou-se o escalonamento de tempo real
para multiprocessadores é um problema intrinsecamente mais difícil que o
caso para monoprocessador. Poucos dos resultados obtidos para monopro-
cessador são generalizados diretamente para o caso de multiprocessadores.
No final da década de 1990 a tendência do aumento de capacidade de
processamento através de frequências elevadas foi abandonada e ficou claro
32
para a comunidade de tempo real a necessidade de desenvolver teorias de es-
calonamento para sistemas multiprocessados. Isto significou grande esforço e
pesquisa focado no problema do escalonamento de tempo real para multipro-
cessadores. Muitos artigos foram publicados nesta área desde 2000 e grande
progresso foi feito, porém há inúmeras questões em aberto para pesquisas.
Além da motivação incorporada pelas grandes questões em aberto no
escalonamento de tempo real para multiprocessadores, tem-se também um
problema relacionado com o parâmetro do pior tempo de execução (WCET)
das tarefas. Qualquer análise de escalonabilidade de tempo real requer este
parâmetro sendo um elemento essencial para análise e garantia, especial-
mente em sistemas de tempo real críticos (safety-critical hard real-time sys-
tems). O WCET é calculado através de ferramentas específicas de fluxo de
dados e análise do hardware do processador derivando um limite superior
para o tempo de execução das tarefas de um sistema. Todos os elementos da
arquitetura do processador (pipeline, cache, etc) devem ser analisados para
computar um limite superior seguro do WCET.
Considerando apenas um núcleo individual de um multiprocessador,
adota-se soluções estatísticas em hardware para melhorar a relação de custo/-
desempenho. Estas soluções fazem com que os processadores acabem atin-
gindo um desempenho muito elevado mas incorporam elementos não previ-
síveis onde não se consegue estabelecer um limite superior das latências das
instruções executadas pelo processador. Além disso, dependendo da com-
plexidade da microarquitetura, a explosão de estados que devem ser analisa-
dos na computação do WCET pode-se tornar intratável computacionalmente.
Sem um limite superior de tempo de execução ou com um conjunto de es-
tados intratável, é impossível computar o WCET preciso e seguro. O pior
problema de todos aqueles relacionados com o tempo de computação está li-
gado ao não suporte de interrupções, exceções e preempções nas ferramentas
que calculam WCET. A estimação do WCET é válida somente se o código
for executado fim a fim sem ser interrompido por nenhum mecanismo de soft-
ware ou hardware. O problema de não suportar preempções e interrupções
na análise do WCET em conjunto com a premissa de preempção nos algo-
ritmos de escalonamento gera uma contradição fundamental na análise de
escalonabilidade de sistemas de tempo real, ou seja, o WCET calculado não
é diretamente aplicável na análise de escalonabilidade se o mesmo algoritmo
de escalonamento adotar preempção como premissa. Assim, a grande moti-
vação deste trabalho é como conciliar as limitações do WCET com análises
de escalonabilidade e sistemas de tempo real com garantia multiprocessados.
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1.2 OBJETIVO DO TRABALHO
O objetivo deste trabalho é elaborar uma solução de escalonamento de
tempo real com garantia para multiprocessadores que considere as limitações
das ferramentas de cálculo do WCET – Worst Case Execution Time.
Sabe-se que para conservar as propriedades do WCET, as tarefas de-
vem executar sem serem interrompidas. Contudo, como será apresentado,
grande parte das teorias de escalonamento tomam como premissa que as ta-
refas possam ser interrompidas (preemptadas) em qualquer ponto dentro da
sua janela de execução por outra com requisito maior. A preempção melhora
a escalonabilidade, mas não é diretamente compatível com as premissas do
cálculo do WCET. Desta forma, serão investigados os algoritmos de escalo-
namento de tempo real para multiprocessador existentes avaliando suas carac-
terísticas a fim de selecionar os mais compatíveis com a contradição existente
entre preempção e o cálculo do WCET.
Para cumprir este objetivo, também será necessário desenvolver um
estudo sobre arquitetura dos processadores contemporâneos dando ênfase às
soluções estatísticas presentes no hardware dos processadores modernos. Esta
fundamentação é importante devido aos conceitos de pipeline, cache e me-
mória necessários quando se realiza estimativas de WCET de tarefas. As
limitações e características de uma ferramenta WCET serão avaliadas experi-
mentalmente.
1.3 ORGANIZAÇÃO DO TEXTO
Este trabalho está organizado em sete capítulos começando com o
atual, que contempla conceitos básicos, motivação e os objetivos do traba-
lho.
No capítulo 2 serão apresentadas algumas características de arquite-
tura de processadores contemporâneos fornecendo os conceitos básicos para
entendimento das limitações das ferramentas de cálculo de WCET.
Uma avaliação empírica de uma ferramenta de cálculo de WCET será
apresentada no capítulo 3. Como será visto, a estimativa dos WCET das
tarefas é um problema difícil e uma avaliação empírica de uma ferramenta
existente esclarece o motivo destas dificuldades.
No capítulo 4 será apresentada a revisão da literatura contemplando re-
sultados fundamentais sobre escalonamento de tempo real para multiproces-
sador, análises de escalonabilidade que consideram os efeitos dos elementos
estatísticas dos processadores (cache, por exemplo) e um exemplo de como
seria uma arquitetura de processador voltada ao determinismo.
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Após todas estas considerações, no capítulo 5 será apresentada a pro-
posta de uma abordagem de escalonamento heterogêneo contemplando a for-
malização matemática do problema e do sistema, algoritmos para solucionar
o problema e um exemplo de implementação. A avaliação de desempenho e
comparação com algoritmos citados neste trabalho será apresentada no capí-
tulo 6.
Por fim, as conclusões e sugestões para trabalhos futuros serão apre-
sentadas no capítulo 7.
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2 ARQUITETURA DE PROCESSADORES CONTEMPORÂNEOS
Textos sobre arquitetura de computadores definem três níveis de abs-
tração (SEHN; LIPASTI, 2005): arquitetura, implementação e realização.
Arquitetura é conhecida como arquitetura de conjunto de instruções –
Instruction Set Architecture (ISA) – que especifica o conjunto de instruções
que caracteriza o comportamento fundamental do processador. Todo o soft-
ware deve ser codificado em um ISA correspondente a tal máquina. Alguns
exemplos de ISA são: Intel IA32, AMD x86_64, PowerPC e ARM.
Uma implementação especifica o projeto da arquitetura, referenciado
como microarquitetura. Exemplos de implementação são PowerC 604 e Intel
P6. Atributos como projeto do pipeline, memórias cache e previsão de fluxo
(branch prediction) fazem parte da implementação.
A realização de uma implementação consiste no encapsulamento fí-
sico do projeto. No caso dos microprocessadores, esse encapsulamento ge-
ralmente é um chip. As realizações podem variar em termos de frequência,
capacidade de memória cache, barramentos, tecnologia de fabricação e em-
pacotamento. Atributos relacionados à realização incorporam o die size, en-
capsulamento, potência, refrigeração e cofiabilidade.
O ISA é definido como sendo um contrato entre o software e o hard-
ware que torna o desenvolvimento de programas e máquinas uma tarefa in-
dependente. Desta forma, programas escritos em dado ISA podem rodar em
diversas implementações com diferentes níveis de desempenho, aumentando
a longevidade do software. Contudo ISAs com uma grande quantidade de
softwares já desenvolvidos tendem a ficar no mercado por um bom tempo e
um exemplo disso é o ISA Intel IA32.
Servindo como base no desenvolvimento de softwares ou compilado-
res, o ISA também serve como especificação de processadores. No lança-
mento de uma nova microarquitetura, esta deve ser validada para que se ga-
ranta todos os requisitos funcionais, bem como que softwares já existentes
possam ser executados. Um ISA define um conjunto de instruções chama-
das instruções assembly, sendo que cada instrução define um operador e um
ou mais operandos. ISAs têm sido diferenciados de acordo com o número
de operandos que possam ser explicitamente especificados em cada instru-
ção. Alguns ISAs usam um acumulador como operando implícito, onde este
é usado sempre como fonte ou destino. Outros ISAs assumem que operan-
dos estão contidos em uma pilha formando um estrutura LIFO – last in, first
out, sendo que estruturas e operandos são operados no topo da pilha. Esta
estrutura de pilha é utilizada, por exemplo, em unidades de ponto flutuante
– Floating Point Units (FPU). Contudo, ISAs modernos consideram que os
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operandos estão gravados em registradores especiais formando o multientry
register file do processador. Todas as operações aritméticas e lógicas são re-
alizadas sobre estes registradores. Instruções especiais relacionadas com a
memória como load e store são responsáveis em mover os operandos dos
registradores à memória principal e vice-versa.
Este capítulo é uma versão simplificada do estudo realizado sobre ar-
quitetura de processadores. Maiores detalhes podem ser encontrados no apên-
dice A que contempla a versão expandida deste capítulo.
2.1 PRINCÍPIOS DE PIPELINE
A utilização de pipeline é uma técnica poderosa para aumentar o de-
sempenho do sistema sem uma replicação massiva de hardware. O Intel i486
foi a primeira implementação da arquitetura IA32 com pipeline.
A técnica do pipeline particiona o sistema entre múltiplos estágios adi-
cionando uma memória ou buffer entre eles. A computação original é decom-
posta em k estágios, sendo que uma nova tarefa pode ser iniciada assim que a
anterior atravessar o primeiro estágio. Assim, ao invés de iniciar uma tarefa a
cada D unidades de tempo, inicializa-se uma a cada D/k, e o processamento
das k computações são sobrepostas pelo pipeline.
A princípio, o ganho de desempenho é proporcional ao comprimento
do pipeline, ou seja, quanto mais estágios, maior desempenho. Porém, há
limitações físicas relacionadas à frequência que determinam a quantidade de
estágios que podem ser utilizados.
O aumento de desempenho em k consiste em três idealismos básicos
(SEHN; LIPASTI, 2005):
• sub-computações uniformes: a computação a ser realizada é divida em
sub-computações com latências iguais;
• computações idênticas: a mesma computação é realizada repetidamente
em uma grande quantidade de dados;
• computações independentes: as computações são independentes entre
si.
As sub-computações uniformes mantêm o idealismo que cada estágio
possui o mesmo tempo de execução, ou seja, T/k. Contudo esta suposição
não é verdadeira sendo impossível particionar computações em estágios per-
feitos e balanceados. Exemplificando, uma operação de 400ns foi dividia em
três estágios de 125ns, 150ns e 125ns. Como a frequência do pipeline é de-
terminada pelo estágio mais longo, esta será limitada pelos 150ns. Assim, o
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primeiro e o terceiro estágio possuem uma ineficiência de 25ns, e o tempo
total da operação utilizando o pipeline será de 450ns ao invés de 400ns ori-
ginalmente. Essa ineficiência é denominada fragmentação interna, sendo o
primeiro desafio no desenvolvimento de processadores.
As computações idênticas assumem que todos os estágios do pipeline
são sempre utilizados em todos os conjuntos de dados. Esta suposição não
é válida quando há execução de múltiplas funções, onde nem todos os está-
gios são necessários para suportá-las. Como nem todos os conjuntos de dados
precisarão de todos os estágios, estes ficaram esperando mesmo que não pre-
cisem executar tal subfunção devido a característica síncrona do sistema. Esta
ineficiência introduz a fragmentação externa dos estágios do pipeline.
As computações independentes assumem que não há dependência de
dados ou controle em qualquer par de computações. Esta suposição permite
que o pipeline opere em fluxo contínuo, ou seja, nenhuma operação precisa
esperar a finalização da operação anterior. Em alguns sistemas esta supo-
sição é válida, mas para pipelines de instruções uma operação precisará de
resultado da anterior para prosseguir. Se esta situação ocorre e as duas opera-
ções encontram-se em processamento, a operação deverá esperar o resultado
da anterior, ocasionando a flutuação do pipeline – pipeline stall. Se há uma
operação em flutuação, todos os estágios anteriores também deverão esperar,
ocasionando uma série de estágios ociosos.
O desenvolvimento de processadores com pipeline lidam com três de-
safios relacionados com os três idealismos básico (citados anteriormente):
• sub-computações uniformes: requer balanceamento dos estágios;
• computações idênticas: requer unificação dos tipos de instrução;
• computações independentes: minimização das flutuações.
Um ciclo de instrução básico pode ser divido em cinco subcomputa-
ções genéricas:
1. busca de instruções (BI) – instruction fetch;
2. decodificação da instrução (DI) – instruction decode;
3. busca dos operandos (BO) – operand’s fetch;
4. execução da instrução (EX) – instruction execution;
5. gravação dos operandos (GO) – operand store.
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As subcomputações genéricas correspondem a uma partição natural de
um ciclo de instrução formando um pipeline genérico de cinco estágios. Múl-
tiplas subcomputações com baixa latência podem formar um único estágio ou
ainda alguns dos cinco estágios genéricos também podem ser agrupados for-
mando um melhor balanceamento do pipeline como um todo, conforme a
figura 1.
BI_2
DI
BO_1
BO_2
BI_1
EX_1
BO
EX
GO
BI
DI
EX_2
GO_1
GO_2
Figura 1: Técnicas de balanceamento de pipeline.
Supõe-se que a computação de 5 estágios genéricos leve 300ns e que
o tempo de ciclo dos pipelines de 4 e 9 estágios da figura 1 é 80ns e 40ns,
respectivamente. Consequentemente, a latência do pipeline de 4-estágios é
de (80ns× 4) = 320ns e o de 9-estágios é (40ns× 9) = 360ns. A diferença
entre a nova latência e a antiga representa a fragmentação interna, ou seja,
(320ns−300ns) = 20ns para o de 4-estágios e (360ns−300ns) = 60ns para
o de 9-estágios. Baseando-se neste ponto de vista, conclui-se que o pipe-
line de 4-estágios é mais eficiente que o de 9-estágios, porém em termos de
throughtput, tem-se 300ns/40ns = 7.5 contra 300ns/80ns = 3.75, assim se
deve considerar ambos os fatores no projeto de pipelines.
Para realizar uma computação, precisa-se de três tarefas genéricas:
1. operações aritméticas;
2. movimentação de dados;
3. sequenciamento de instruções.
Em uma arquitetura RISC moderna, o conjunto de instruções emprega
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tipos de instruções dedicadas para cada uma das tarefas genéricas, formando
assim uma classificação de três tipos:
1. Instruções da Unidade Lógica e Aritmética (ULA);
2. Instruções de memória (load/store): movimentação de dados;
3. Instruções de fluxo (branch): para o manipulação do fluxo de controle.
As instruções ULA são restritas somente aos registradores. Apenas as
instruções de movimentação de dados podem acessar a memória. As instru-
ções de fluxo e movimentação empregam endereçamento simples de memó-
ria, tipicamente apenas o modo de endereçamento indireto com deslocamento
é suportado. Geralmente o endereçamento relativo ao contador de programa
(CP) também é suportado para instruções de controle de fluxo. Nas tabelas
1, 2 e 3, conforme Sehn e Lipasti (2005), encontra-se o detalhamento das
instruções relacionadas com as operações e as cinco subcomputações típicas
de um pipeline, considerando uma arquitetura de cache de dados e instrução
independentes (D-cache/I-cache).
Subcomputação Instrução Inteira
Instrução ponto-
flutuante
BI Buscar Buscar
(acessar I-cache) (acessar I-cache)
DI Decodificar Decodificar
BO Acessar registradores Acessar registradores PF
EX Realizar operação Realizar operação PF
GO
Regravar nos registrado-
res
Regravar nos registrado-
res
Tabela 1: Especificação das instruções aritméticas/ponto flutuante.
A análise das especificações das instruções proporciona uma verifica-
ção da semântica de cada instrução. Apesar delas compartilharem subcom-
putações em termos de busca e decodificação, elas necessitarão de recursos
diferenciados. Assim, na figura 2 demonstra-se um exemplo de unificação de
recursos para um pipeline genérico de seis estágios.
Na coluna da esquerda da figura 2 apresenta-se as cinco tarefas básicas
de busca (BI) e decodificação de instrução (DI), busca dos operandos (BO),
execução (EX) e gravação de operandos (GO). A direita apresenta-se um pos-
sível pipeline compartilhando as unidades e na parte superior, apresenta-se as
4 instruções.
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Subcomputação Instrução Load Instrução store
BI Buscar Buscar
(acessar I-cache) (acessar I-cache)
DI Decodificar Decodificar
BO
Acessar registradores
(enderço base)
Acessar Registradores
(operando e endereço
base)
Gerar endereço efetivo
(base + deslocamento)
Acessar memória
(acessar D-cache)
EX
GO
Regravar nos registrado-
res Gerar endereço efetivo
(base + deslocamento)
Acessar memória
(acessar D-cache)
Tabela 2: Especificação das instruções de acesso a memória.
Subcomputação Salto incondicional Salto condicional
BI Buscar Buscar
(acessar I-cache) (acessar I-cache)
DI Decodificar Decodificar
BO Acessar registradores Acessar Registradores
(endereço base) (endereço base)
Gerar endereço efetivo Gerar endereço efetivo
(base + deslocamento) (base + deslocamento)
EX Avaliar condição
GO
Atualizar CP com ende-
reço alvo
Se condição for verda-
deira, atualizar CP com
endereço alvo
Tabela 3: Especificação das instruções controle de fluxo.
Os seis diferentes estágios do pipeline da figura 2 implementam seis
instruções. Contudo, se ocorrer qualquer falta de cache (cache miss), haverá
flutuação no pipeline. Neste modelo, o acesso à cache possui uma latência
de um ciclo, mas conforme a cache torna-se maior e a lógica do processador
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Figura 2: Exemplo de unificação de recursos de um pipeline.
aumenta de complexidade, manter uma latência de um ciclo torna-se muito
difícil.
Um programa é uma sequência de instruções em assembly. Estas ins-
truções podem não ser independentes: o resultado do cálculo de uma instru-
ção i precedida de j pode ser necessário pela própria instrução j, formando
uma dependência de dados. Se as instruções i e j forem próximas ao ponto
de executarem simultaneamente no pipeline, o hardware deve estar prepa-
rado para que os dados necessários para operação já estejam calculados, ou
seja, deve-se resolver o problema de dependência das instruções por hard-
ware. Uma potencial violação das dependências é conhecida como pipeline
hazzards
A resolução dos problemas de dependência por mecanismos de hard-
ware é conhecido como pipeline interlock. Este mecanismo deve detectar
todos os possíveis pipeline hazzards e garantir que todas as dependências se-
jam satisfeitas. Este mecanismo envolve a criação de flutuações no pipeline
em certos estágios bem como criação de atalhos para que os dados cheguem
ao estágio em espera antes do término do cálculo corrente.
Conforme visto até então, um pipeline de k-estágios pode potencial-
mente alcançar um desempenho de um fator k em relação ao projeto normal.
Contudo, com a construção de pipelines longos as penalidades relacionadas
com dependências e suas resoluções tornam-se maiores. As penalidades en-
volvendo instruções de busca de operandos, memória e operações aritméticas
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geralmente são resolvidas por caminhos de atalho e incorporam poucos ci-
clos, mas penalidades relacionadas as instruções de controle de fluxo podem
incorporar muitos ciclos de ociosidade. Portando, no projeto de micropro-
cessadores, sempre busca-se um equilíbrio entre a quantidade de estágios,
frequência de operação, desempenho e custo objetivando o melhor through-
put possível nestas condições.
2.2 PROCESSADORES SUPERESCALARES
As máquinas superescalares são capazes de avançar múltiplas instru-
ções pelos estágios do pipeline incorporando múltiplas unidades funcionais.
Tais sistemas aumentam a capacidade de processamento concorrente à nível
de instrução aumentando o throughput. Outro atributo fundamental é a habi-
lidade de executar instruções em ordem diferente do programa original. A or-
dem sequencial das instruções no programa implica em algumas precedências
desnecessárias entre as instruções. A capacidade de executar as instruções
fora de ordem alivia a imposição sequencial e permite mais processamento
paralelo sem modificação do programa original.
Um pipeline de k-estágios teoricamente pode aumentar o desempenho
em um fator k. De modo alternativo, pode-se atingir o mesmo fator de velo-
cidade empregando k cópias do mesmo pipeline processando as k instruções
em paralelo. Estas duas maneiras de paralelismo são conhecidas como para-
lelismo temporal e paralelismo espacial respectivamente (SEHN; LIPASTI,
2005). Pipelines paralelos empregados nos processadores superescalares uti-
lizam as duas técnicas de paralelismo.
O primeiro passo para a construção de um pipeline superescalar é im-
plementar unidades diversificadas na unidade de execução, formando um pi-
peline diversificado. Tal pipeline pode ser visualizado na figura 3. Neste
exemplo quatro unidades funcionais são implementadas e o estágio BO envia
as instruções para as unidades corretas baseando-se nos tipos de instrução.
Neste projeto, cada unidade funcional pode ser customizada para uma
instrução particular resultando em um hardware eficiente. Cada instrução
possui sua própria latência e utiliza todos os estágios de sua unidade funci-
onal. Se as dependências intra-instruções são resolvidas antes do envio às
unidades funcionais, não há flutuações no pipeline. Este esquema permite
controle independente e distribuído de cada subpipeline de execução.
Para evitar ciclos de flutuação desnecessários no pipeline diversifi-
cado, permite-se que novas instruções sejam adiantadas quando há ciclos de
flutuação, por dependências ou faltas na memória cache. Este adiantamento
pode mudar a ordem de execução das instruções da ordem sequencial do có-
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Figura 3: Exemplo de pipeline diversificado.
digo do programa. A execução fora de ordem permite que estas sejam exe-
cutadas assim que os operandos estejam disponíveis. Um pipeline paralelo
que permite execução fora de ordem é chamado de pipeline dinâmico, onde a
execução dinâmica é possível utilizando-se buffers multientrada complexos.
Tal sistema permite que as instruções entrem e saiam em ordens diferentes.
Um exemplo de pipeline dinâmico pode ser visualizado na figura 4.
Com um pipeline largo, o estágio de busca acessa s instruções da I-
cache em cada ciclo de máquina. Isto implica que a organização da I-cache
deve ser larga o suficiente para que cada linha armazene s instruções e que
toda a linha possa ser acessada em cada ciclo de instrução. Contudo, não é
possível que se garanta que a banda máxima de busca seja atendida devido ao
desalinhamento das instruções na I-cache e também a presença de instruções
de controle de fluxo.
O estágio de decodificação em um ISA RISC deve identificar depen-
dências das instruções e verificar quais as instruções que podem ser despacha-
das em paralelo. Além disso, deve identificar mudanças do controle de fluxo
das instruções decodificadas para promover uma rápida resposta do estágio
de busca. Para um ISA CISC a tarefa de decodificação pode ser ainda mais
complexa precisando de múltiplos sub-estágios. Tanto o Pentium quanto o
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Figura 4: Exemplo de pipeline dinâmico.
AMD K5 empregam dois sub-estágios para decodificação da instrução IA32
e o Intel Pentium Pro precisa de um total de cinco ciclos de máquina para
acessar a I-cache e decodificar uma instrução. A utilização de instruções de
tamanho variável (ISA CISC) impõe sequenciamento na decodificação, pois
uma instrução deve ser decodificada e seu tamanho conhecido para que a pró-
xima instrução possa ser identificada.
2.3 TÉCNICAS DE PREVISÃO DE FLUXO
O pipeline dos processadores é construído para evitar ao máximo ci-
clos de ociosidade relativos a dependências de dados entre as instruções. Con-
tudo, as dependências de controle ainda induzem uma quantidade significa-
tiva de flutuações e por isso são adotadas técnicas de previsão do controle de
fluxo (branch prediction).
Estudos apontam que o comportamento das instrução de controle de
fluxo é altamente previsível (SEHN; LIPASTI, 2005). A técnica chave para
minimizar as penalidades e maximizar o desempenho é especular tanto o en-
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dereço quanto a condição do salto nas instruções de controle. Obviamente
que a utilização de técnicas especulativas requerem mecanismos de recupera-
ção de erros de previsão.
A especulação do endereço envolve o uso de um buffer – Branch Tar-
get Buffer (BTB) – para armazenar o endereço alvo da instrução de controle
anterior. O BTB é uma memória cache pequena acessada durante o estágio de
busca de instruções. Cada entrada no BTB contém dois campos: endereço da
instrução – Branch Instruction Address (BIA) – e o endereço alvo – Branch
Target Address (BTA).
Se acerta-se a previsão do salto não há ciclo de penalidade. Caso con-
trário um erro de previsão ocorre e deve-se iniciar a recuperação. O resultado
da execução não especulativa é utilizada para atualizar os conteúdos do BTB.
Pode-se notar que um erro de previsão é custoso, além dos ciclos per-
didos no processamento de instruções não utilizadas, deve-se realizar toda
a limpeza das instruções falsamente previstas. Porém testes de desempenho
apontam que cerca de 82,5% a 96,2% das predições são corretas (SEHN; LI-
PASTI, 2005).
2.4 ARQUITETURA DE MEMÓRIA
Os processadores modernos utilizam uma configuração hierárquica de
memória conforme a figura 5. Pode-se perceber que as memórias com maior
banda e custo possuem baixa latência e consequentemente baixa capacidade.
Por esta razão que os processadores geralmente utilizam memória cache para
reduzir a latência no acesso aos dados. A memória cache é mais lenta que os
registradores do processador, mas devido a usabilidade dos dados, as referên-
cias às memórias são geralmente atendidas pela cache.
Banda e custo
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Figura 5: Relação e hierarquia de memória.
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2.4.1 Memória cache
A memória cache foi criada para explorar as propriedades de locali-
dade espacial e temporal, criando uma ilusão de memória rápida de grande
capacidade. O princípio básico é colocar uma memória da baixa capacidade,
rápida e de alto custo entre o processador e a memória principal, sendo esta
mais barata e com grande capacidade. Mesmo a memória cache de nível
primário (L1) consegue satisfazer 90% das referências na maioria dos casos
(SEHN; LIPASTI, 2005). Referências na cache são considerados acertos (hit)
e referências não satisfeitas são considerados faltas (misses).
Cada nível de cache deve ser projetado para suportar os requerimentos
de banda e latência. Como os níveis mais baixos devem operar em velocida-
des comparáveis ao núcleo do processador, estes devem ser implementados
usando hardware rápido e com complexidade limitada.
Ainda, cada nível deve implementar um mecanismo que permita uma
procura, de baixa latência, para verificar se dado bloco está ou não contido na
cache. O tamanho do bloco ou tamanho da linha descreve a granularidade na
qual a cache opera. Cada bloco é uma sequência contínua de bytes e inicia
em alinhamento comum. O menor tamanho utilizável de um bloco possui o
tamanho natural de palavras do processador, ou seja, 4-bytes para máquinas
de 32-bits ou 8-bytes para máquinas de 64-bits.
Em termos de localização de blocos há três possíveis organizações:
mapeamento direto, totalmente associativo e associativo por conjunto.
No mapeamento direto, um endereço particular pode residir apenas
em uma única localização na cache. Esta localização é normalmente deter-
minada extraindo os n bits do endereço e os utilizando para índice direto das
2n possíveis localizações na cache. Como há um mapeamento de muitos en-
dereços para somente um lugar na cache, cada localização necessita de uma
etiqueta (tag) que corresponde aos bits restantes do bloco gravados naquela
localização. Em cada procura, o hardware precisa ler a etiqueta e comparar
com o endereço da referência e determinar se há um acerto ou falta.
A organização totalmente associativa permite um mapeamento de múl-
tiplos endereços a múltiplas localizações na cache, ou seja, qualquer endereço
de memória pode residir em qualquer localização na cache. Como todas as
localizações da cache devem ser verificadas para encontrar os dados, não há
bits de índice para determinação da localização. Novamente cada localização
deve possuir uma etiqueta do endereço dos dados que está armazenando, para
o hardware comparar e detectar uma falta ou acerto.
Na associatividade por conjunto há um mapeamento de múltiplos en-
dereços para algumas localizações na cache. Em cada procura, um subcon-
junto de bits de endereço são utilizados para geração do índice igualmente ao
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caso de mapeamento direto. Contudo, o índice corresponde a um conjunto
de entradas que são procuradas em paralelo em busca da etiqueta correta, ou
seja, a associatividade por conjunto é um compromisso entre o mapeamento
direto e a associatividade total.
Como cada nível de cache possui uma capacidade finita, deve haver
uma política para despejar ocupantes atuais que possibilita espaço para blocos
com referências mais recentes. Uma política de substituição determina que
algoritmo utilizar para identificar um candidato para ser despejado. Em um
mapeamento direto o problema é trivial já que há somente um lugar para cada
endereço.
Na associatividade completa ou por conjunto, há escolhas a serem fei-
tas: um novo bloco pode ser colocado em várias localizações, e todas as
entradas são candidatas para substituição. Há basicamente três políticas im-
plementadas no projeto de cache: FIFO (primeiro a entrar, primeiro a sair),
menos recentemente utilizado – Least Recently Used (LRU) – e aleatoria-
mente.
A utilização de memória cache implica em múltiplas cópias do bloco.
Enquanto há apenas leitura não ocorre nenhum problema, contudo deve haver
mecanismos para atualização dos blocos nos outros níveis da memória. Exis-
tem basicamente dois mecanismos conhecidos como write-through e write-
back.
O mecanismo write-through simplesmente propaga a atualização para
os níveis inferiores. É de fácil implementação e não há ambiguidade sobre a
versão dos dados. Contudo exige muita demanda de barramento e a dispari-
dade da frequência entre o processador e a memória principal torna impossí-
vel a utilização em todos os níveis da hierarquia. Este mecanismo ainda deve
especificar se vai ou não alocar espaço na cache quando ocorre uma falta em
escrita de um bloco. A política write-allocate implica em alocar o bloco na
cache, enquanto a write-no-allocate evitará a instalação do bloco na cache,
realizando esta operação somente em faltas de leitura.
O mecanismo write-back prorroga a atualização das outras cópias até
o ponto que se precisa manter a ordem de correção. Neste tipo de política,
uma ordem de prioridade implícita é utilizada para encontrar a cópia mais
atualizada do bloco e somente esta cópia é atualizada. Se um bloco é en-
contrado no nível mais elevado da cache, esta cópia é atualizada, enquanto
as cópias dos níveis mais baixos permanecem desatualizados. Se uma cópia
é apenas encontrada um nível mais baixo, esta é promovida ao topo e é ali
atualizada. As cópias atualizadas são marcados com um bit (dirty bit) sinali-
zando que os outros níveis possuem cópias desatualizadas. Quando um bloco
sinalizado é substituído, este é atualizado para o nível inferior, certificando
que a cópia mais recente permaneça. A cópia deste nível é agora marcada
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com bit sinalizador para que quando for despejado, seja atualizado nos níveis
inferiores.
2.4.2 Proteção de memória
Em alguns cenários é desejável que múltiplos processos acessem a
mesma página física de memória permitindo comunicação ou evitando dupli-
cação de cópias de bibliotecas compartilhadas ou binários na memória. Con-
tudo, o sistema operacional também é residente na memória e deve proteger
suas estruturas de dados internas dos programas normais. Desta forma, o sis-
tema de memória virtual deve promover mecanismos de proteção de páginas
compartilhadas de programas maliciosos ou defeituosos além de garantir que
acessos errôneos não corrompam o estado do sistema.
O mapeamento da memória virtual à física deve ser gravado em uma
memória de tradução. O sistema operacional é responsável por atualizar esse
mapeamento quando necessário, enquanto o processador deve acessar a me-
mória de tradução para determinar o endereço físico de cada acesso virtual
que ocorre. Cada entrada de tradução deve conter o endereço virtual, o ende-
reço real correspondente, bits de permissão para leitura, escrita e execução,
além de bits de referência e modificação.
As memórias de tradução são comumente chamadas de tabelas de pá-
ginas e podem ser organizadas em tabelas de páginas diretas (forward page
tables) ou tabelas de páginas invertidas (inverted page tables/hashed page ta-
bles). A primeira organização, mais simples, possui uma entrada para cada
bloco do espaço de endereço virtual do processo usando a tabela de páginas,
resultando em uma enorme estrutura com muitas entradas não utilizadas.
As tabelas de páginas são mantidas em memória e gerenciadas pelo
sistemas operacional mas processadores modernos utilizam uma estrutura
chamada de Translation Lookaside Buffer (TLB) que pode ser definida como
uma parte do modo de proteção do processador. O TLB contém um número
pequeno de entradas de páginas (tipicamente 64) organizadas por associativi-
dade completa. O processador provê um rápido hardware de pesquisa associ-
ativa para converter referências de cada instrução de busca, carregamento ou
gravação. Faltas no TLB resultam em faltas de página que invocam o sistema
operacional. Este usa sua própria tabela de página, podendo ser outra estru-
tura de dados para encontrar a tradução correta e atualizar o TLB, utilizando
instruções privilegiadas.
Contudo, processadores que implementam uma arquitetura que espe-
cifica a organização da tabela de páginas incluem uma máquina de estados
para acesso à memória por hardware para procura da tabela de páginas. Tais
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processadores promovem tradução de endereços para todas as referências de
memória, onde a estrutura da tabela de página é fixa, acessada tanto pelo
sistema operacional como pelos mecanismos de hardware. Este sistema é
utilizado nos ISA PowerPC e Intel IA-32, conhecido como hardware TLB
miss handler.
2.4.3 Interação cache e TLB
Um dos problemas dos sistema de tradução de endereços de memória
é o fato de dois acessos à memória serem necessários para cada referência
à memória principal por uma instrução. Primeiramente a tabela de páginas
deve ser acessada para obtenção do número da página física, e então chega-se
à memória física usando o endereço de tradução. Dependendo da implemen-
tação, a tabela de páginas é tipicamente armazenada na memória principal
(em endereços alocados pelo sistema operacional), assim cada referência à
memória por uma instrução requer dois acessos sequenciais à memória fí-
sica. Esta situação torna-se um sério gargalo de desempenho. Por essa razão,
porções da tabela de página são armazenadas no TLB.
O TLB é basicamente uma memória cache para a tabela de páginas.
Por esta razão, o TLB pode ser implementado por qualquer esquema de me-
mória cache: mapeamento direto, associatividade completa e associatividade
por conjunto. O TLB com mapeamento direto é simplesmente uma versão
menor e rápida da tabela de páginas.
A cache de dados é utilizada para armazenar porções da memória prin-
cipal e o TLB é utilizado para armazenar porções da tabela de páginas. A
interação entre o TLB e a cache de dados pode ser vista na figura 6.
Conforme a figura 6, o endereço virtual consiste em um número de
página (v-bits) e um deslocamento (g-bits). Se o TLB tem associatividade
por conjunto, os v-bits do número de página virtual são divididos em índice
(k-bits) e etiqueta (v−k-bits). O segundo estágio da unidade de memória cor-
responde ao acesso ao TLB utilizando o número de página. Assumindo que
não há falta no TLB, o TLB trará o número da página física (p-bits), que é
então concatenado ao deslocamento (g-bits) para produzir o endereço físico
de m-bits, onde m = p+ g e m não é essencialmente igual a n. Durante o
terceiro estágio do pipeline o endereço físico é utilizado para acessar a cache
de dados. A exata interpretação do endereço físico depende da arquitetura da
cache de dados. Se os blocos contém múltiplas palavras, os b-bits de baixa
ordem são usados como deslocamento para selecionar a palavra específica
do bloco selecionado. O bloco selecionado é determinado pelo bits restantes
(m−b) bits. Se a cache tem associatividade por conjunto esses bits restantes
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Figura 6: Interação entre cache e TLB.
são divididos em uma etiqueta (t-bits) e um índice (i-bits). O valor i é de-
terminado pelo tamanho total da cache e sua associatividade: deverá haver i
conjuntos na cache de associatividade por conjunto. Se não houve falta da
cache, no final do terceiro estágio do pipeline os dados estarão disponíveis.
2.4.4 Protocolos de coerência de cache para multiprocessadores
Atualmente, protocolos de atualização de cache não são mais utiliza-
dos devido ao consumo excessivo de banda nas interconexões. Desta forma,
para sistemas multiprocessados com memória compartilhada utiliza-se pro-
tocolos de invalidação. Neste protocolo, apenas um processador pode es-
crever em uma linha de cache em qualquer ponto. Esta política é reforçada
certificando-se que a linha que será modificada será a única cópia do sistema
invalidando as outras presentes nos outros processadores.
O protocolo de invalidação requer que o diretório de cache mantenha
no mínimo dois estados para cada linha de cache: modificado (M) e inválido
(I). No estado inválido, o endereço requisitado não está presente e deve ser
buscado da memória. No estado modificado o processador sabe que a cópia
em questão é exclusiva no sistema e permite-se realizar leituras e escritas na
linha. Obviamente que cada linha modificada deve ser regravada na memória.
Uma otimização simples incorpora um bit sinalizador (dirty bit) no estado da
linha da cache que permite que o processador diferencie as linhas que são
exclusivas do processador (conhecido como estado E) e outras que são exclu-
sivas e estão desatualizadas devido uma escrita (estado M). Este protocolo é
conhecido como MEI e foi utilizado em processadores PowerPC G3.
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Pelo protocolo MEI, não se permite que linhas de cache existam em
mais de um processador ao mesmo tempo. Para resolver este problema e per-
mitir leituras de linhas, inclui-se o estado compartilhado (estado S (Shared)).
Este estado indica que uma ou mais cópias remotas existem. Se deseja-se
modificar uma linha no estado S, primeiramente modifica-se o estado para o
estado M invalidando as cópias remotas. A inclusão do estado S nomeia o
protocolo MEI para MESI.
Um aprimoramento do protocolo MESI pode ser obtido adicionando
o estado owned (O), resultando no protocolo MOESI. O estado O é atingido
quando acontece uma leitura remota do bloco sinalizado (dirty) no estado M.
Assim, o estado O significa que múltiplas cópias válidas do bloco existem,
onde o requisitor remoto recebeu uma cópia válida satisfazendo a leitura,
enquanto o processador local também mantém uma cópia. Contudo ele é
diferente do estado convencional S pois se evita a atualização dos dados na
memória. Este estado também é conhecido como shared-dirty, pois o bloco
é compartilhado, mas aguarda a atualização. O sistema que implementa o
estado O pode colocar tanto o processador remoto quanto o local em estado
S: basta uma cópia ser sinalizada para atualização.
Uma comparação dos protocolos de coerência de cache MOESI e ME-
SIF pode ser encontrada no trabalho de Hackenberg et al. (2009).
2.5 DESEMPENHO DE PROCESSADORES
O objetivo principal no desenvolvimento de microarquiteturas é au-
mentar o desempenho, mas recentemente tem-se visado a redução de con-
sumo de energia dos processadores. Na equação 2.1 (SEHN; LIPASTI, 2005)
apresenta-se, de forma simplificada, os termos relacionados com a métrica de
desempenho de um processador.
1
desemp.
=
tempo
programa
=
=
instrucoes
programa
× ciclos
instrucao
× tempo
ciclo
(2.1)
Primeiramente, o desempenho é relacionado com quanto tempo o pro-
cessador leva para executar dado programa (tempo/programa). Esta métrica
pode ser formulada pela multiplicação dos três termos seguintes, onde o pri-
meiro (instrucoes/programa) indica o número de instruções necessárias para
executar o programa particular; o segundo representa a média de quantos ci-
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clos de máquina são consumidos por cada instrução – cycles per instruction
(CPI); e o terceiro representa o tempo de cada ciclo de máquina. Contudo
aumentar o desempenho não é uma tarefa trivial, pois os três termos não são
independentes havendo interações complexas entre eles: redução de qualquer
um deles pode favorecer o aumento de outro.
2.6 CONCLUSÕES E TENDÊNCIAS
Devido às barreiras de aumento de frequência ocasionada pela fuga de
tensão de componentes internos do chip e altas perdas térmicas, fabricantes
têm desenvolvidos processadores com mais núcleos ou com mais threads de
hardware(HyperThreading, etc) (SODAN et al., 2010).
Antigamente, os desenvolvedores de processadores usavam a área adi-
cional devido a miniaturização para o desenvolvimento de processadores su-
perescalares com replicação das unidades de execução e pipelines profundos
para explorar o paralelismo ao nível de instrução. Contudo, a atual direção
emprega o espaço disponível para adicionar mecanismos de multithread ou
multicore. Esses processadores suportam multitarefa rodando programas em
paralelo ou ainda diversos programas concorrentes.
Os CPUs multithread suportam execução concorrente de threads à ní-
vel de instrução, com o objetivo de melhorar a utilização dos recursos envi-
ando instruções de várias threads. CPUs multicore possuem uma concorrên-
cia em um nível mais alto, focando em menos utilização por núcleo objeti-
vando a escalabilidade com replicação de núcleos.
Cada thread de hardware precisa de seus próprios componentes de es-
tado, como registradores de controle e ponteiros de instrução. Contudo, o
Intel Xeon precisa apenas de um adicional de 5% de espaço para suportar
uma segunda thread. Atualmente, processadores comerciais apenas enviam
instruções de duas threads por core por ciclo, mas existem protótipos como o
Tera/Cray MTA com 128 threads, apropriados para High performance com-
puting.
O multithread por núcleo tem limitação de escalabilidade, limitada
pela saturação das unidades de execução e o custo de threads adicionais. Por
isso, os CPUs multicore são mais escaláveis. Estes chips mantém muito da
arquitetura dos seus antecessores, replicando apenas as unidades de controle
e execução e compartilhando outras, como: cache, controlador de memória,
FPUs, componente de refrigeração, pinos, etc. No entanto, compartilhamento
tem a desvantagem da necessidade de controle e da saturação desses recursos.
Tendências de desenvolvimento indicam a replicação de componen-
tes adicionais em CPUs multicore, como controladores de memória e caches.
53
A arquitetura de memória varia, havendo caches privadas nos níveis próxi-
mos ao processador e compartilhada no nível sucessor à memória principal.
Colocando o controlador de memória no chip aumenta a banda e diminui a
latência, o que justifica a atual tendência. Outra recente pesquisa, condiz com
a integração de GPUs ao CPUs, formando processadores híbridos.
Devido a grande diferença de desempenho das memórias e dos CPUs,
estes atualmente contém grande quantidade de memória cache no chip. Ou-
tras arquiteturas não utilizam cache, aliviando o problema da memória com
altos níveis de multithreading (Tera/Cray MTA), ou utilizando memórias de
alta velocidade diretamente acessadas (IBM Cell SPE).
O benefício de caches privadas ou compartilhadas não depende so-
mente do espaço disponível no chip, mas também das características da apli-
cação. Caches compartilhadas são importantes se as threads da mesma apli-
cação executando em múltiplos núcleos compartilham uma quantidade sig-
nificativa de dados. Contudo, caches compartilhadas impõe alta demanda de
interconexão. Aplicações que não compartilham muitos dados vão compe-
tir por cache. Esta situação dificulta a previsão de cada thread pois depende
de detalhes como padrões de acesso, localidade de memória como também a
carga do sistema. Novas pesquisas propõem uma abordagem híbrida de cache
que permite particionamento dinâmico.
A interconexão dos componentes impacta diretamente no desempenho
do CPU. Inicialmente, utilizava-se um barramento para essa conexão. Con-
tudo, a tendência é utilizar mecanismos avançados como crossbar para redu-
zir a latência e contenção. A AMD emprega o crossbar enquanto a Tilera
implementa um fast nonblocking multilink mesh. O crossbar faz a conexão
de múltiplos dispositivos de maneira matricial e o fast nonblocking multilink
mesh faz a conexão em três dimensões. Esses dois tipos de interconexões são
relativamente caros. Por exemplo, um crossbar de 8 x 8 consome tanta área
de chip quanto cinco núcleos e consome energia equivalente a dois (SODAN
et al., 2010).
A comunicação para componentes exteriores evolui de barramento
(Front Side Bus – FSB) para comunicação de pacotes, com conexão ponto
a ponto. A AMD implementa esse conceito com o HyperTransport seguido
pela Intel como o QuickPath Interconnect. Estas conexões podem interligar
vários processadores em diferentes chips como também todo o sistema de
entrada/saída.
Processadores que focam no desempenho por thread possuem frequên-
cias mais elevadas dos que focam no multithread. Contudo, a utilização do
espaço do chip para aumento por thread resulta em ganhos não lineares, onde
a experiência sugere que o desempenho apenas dobra com o quádruplo da
complexidade dos componentes adicionais para suporte de threads extras.
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Grandes quantidades de núcleos simples são preferíveis desde que a
parte sequencial da aplicação seja pequena, caso contrário, CPUs complexos
têm provado ser mais efetivos. O desempenho não domina mais o objetivo do
desenvolvimento: custos de fabricação, tolerância a falhas, eficiência ener-
gética e dissipação de calor são também considerações críticas. Como os
núcleos são simplificados, o consumo energético diminui linearmente, o que
é uma grande vantagem de processadores multicore.
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3 ANÁLISE ESTÁTICA DO WCET – WORST CASE EXECUTION
TIME
O Worst-Case Execution Time (WCET) corresponde ao máximo tempo
de execução de dado programa em um processador específico. O WCET é
um elemento essencial para a análise de escalonabilidade e garantia de tempo
de sistemas de tempo real, especialmente em sistemas de tempo real críticos
(safety-critical hard real-time systems) como aviônicos e outros sistemas de
controle. Neste trabalho, os termos tempo real crítico e tempo real com garan-
tia são utilizados de forma intercambiável. Geralmente o WCET é derivado
da predição de um limite superior do tempo de execução de tarefas de um
programa. A redução da sobrestimação melhora a precisão e é um elemento
indicativo da qualidade da ferramenta que obtém o WCET.
O analisador WCET computa os limites do WCET de tarefas. Ge-
ralmente, a ferramenta analisa o binário executável diretamente levando em
conta o comportamento intrínseco do processador (cache e pipeline). A es-
timação do WCET é uma tarefa desafiadora e as técnicas baseadas em me-
dição repetitiva, além de serem tediosas, tipicamente não são consideradas
seguras. Além disso, é geralmente impossível provar que todas as condições
que determinam o pior tempo de execução são consideradas na medição. Os
processadores modernos compostos por caches e pipelines complicam consi-
deravelmente a tarefa de determinação do WCET, pois o tempo de execução
de uma única instrução pode depender do histórico de execução.
Para considerar todos os aspectos e fornecer um limite seguro e pre-
ciso, as ferramentas analisam o comportamento da cache e do pipeline basea-
das em modelos formais. Este tipo de análise é conhecida como interpretação
abstrata. As ferramentas de cálculo WCET podem suportar interfaces que
fornecem a visualização gráfica dos piores caminhos de execução e também
do estado do processador nos vários blocos e contextos de execução.
Este capítulo tem como objetivo apresentar as características funda-
mentais presentes atualmente na obtenção do WCET para aplicações de tempo
real críticas. Além disso, ilustrar-se-á a utilização de uma ferramenta de aná-
lise estática de código (AbsInt AiT) amplamente utilizada em aplicações au-
tomotivas e aviônicas. Este capítulo está organizado em: seção 3.1 apresenta
os fundamentos para análise estática temporal de código, seção 3.2 ilustra a
utilização da ferramenta AbsInt AiT e, por fim, na seção 3.3, são apresentadas
as conclusões.
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3.1 FUNDAMENTOS DE ANÁLISE ESTÁTICA TEMPORAL DE CÓDIGO
Os tempos do pior caso de execução exatos são impossíveis ou muito
difíceis de determinar, mesmo para classes de aplicações bem restritivas e
determinadas. Os problemas dos métodos atuais e um descrição completa
das ferramentas contemporâneas podem ser consultados em (WILHELM et
al., 2008). De qualquer forma, o objetivo da análise consiste em garantir
limite seguro e o mais preciso dos tempos de execução das tarefas do sistema.
Conforme apontado por (CULLMANN et al., 2010), os requerimentos
da análise temporal podem ser resumidos em:
• robustez: para assegurar a confiança das garantias;
• eficiência: para ser utilizada em aplicações práticas (indústria, por exem-
plo);
• resultados precisos: para melhorar as chances do sistema ser segura-
mente viável.
Qualquer programa, quando executado em um processador moderno
de alto desempenho, sofre variações do tempo de execução que dependem
dos dados de entrada, estado do hardware e interferências do ambiente. De
modo geral, o espaço de estados, resultado da combinação dos dados de en-
trada e possíveis estados iniciais, é muito grande para uma busca exaustiva
e completa de todas as possibilidades de execução. Desta forma, busca-se
a obtenção de limites superiores de tempo de execução de blocos básicos e
constrói-se o limite superior do sistema como um todo.
Para tornar a análise viável, são realizadas abstrações da plataforma
(hardware real). Em tais abstrações, há perda de informação e esta é uma das
características que dificultam a obtenção de limites exatos dos tempos de exe-
cução. A quantidade de informação perdida depende dos métodos de análise
e das propriedades dos sistemas, como arquitetura de hardware e analisabili-
dade do código.
Conforme apresentado no capítulo 2, os processadores modernos con-
templam caches, pipelines e especulação para melhorar o desempenho no
caso médio. Caches amenizam a diferença de velocidade entre memória e
processador e pipelines aumentam a velocidade de execução das instruções.
Estes elementos fazem com que a execução de instruções individuais, e conse-
quentemente do programa, varie muito. O tempo de execução de uma instru-
ção está presente em um intervalo formado por dois casos: execução comple-
tamente “suave” e uma execução completamente “conturbada”. Na execução
suave, a instrução transcorre o pipeline sem formação de flutuações: todas
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as referências de memória são acertos na cache, todos os operandos estão
prontos e não há conflito com outras instruções nas unidade de execução. Na
execução conturbada, considera-se o pior cenário possível no pipeline: faltas
na cache, dependências entre operandos e recursos ocupados nas unidades de
execução.
Baseando-se na pesquisa dos últimos anos, desenvolveu-se um modelo
padrão para análise temporal estática de código (CULLMANN et al., 2010).
Tal modelo pode ser visualizado na figura 7.
binário
executável
análise de
valor
análise da 
microarquitetura
reconstrução do 
fluxo de controle
análise do fluxo
de controle
grafo de execução
anotado
tempos dos
blocos básicos
obtenção do
pior caminho
análise de
laços
Figura 7: Modelo padrão desenvolvido para análise estática de código
(CULLMANN et al., 2010).
Dentro deste modelo pode-se distinguir quatro blocos principais:
• análise de valor;
• reconstrução do fluxo de controle e análise estática para fluxo de con-
trole e dados;
• análise da microarquitetura que computa os limites mínimos e máximos
dos blocos de execução básicos;
• obtenção do pior caminho de execução dentre todos possíveis caminhos
dentro do programa.
3.1.1 Análise de valor
A análise de valor é utilizada para determinar os valores dos registra-
dores e dos endereços efetivos de memória acessados. Esta análise é utilizada
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para determinar o comportamento dos dados e da memória cache do proces-
sador. O endereço efetivo dos acessos à memória está somente disponível
na execução do programa, contudo dependendo da implementação da análise
de valor é possível determinar muitos dos endereços se estes forem acessos
estáticos e o código gerado pelo compilador for disciplinado (WILHELM et
al., 2008). A obtenção dos endereços é realizada computando limites dos va-
lores nos registradores do processador e das variáveis locais a cada ponto do
programa. Esta análise também é útil para determinar limites de iterações de
laços e caminhos de execução inviáveis.
3.1.2 Análise de fluxo de controle
A análise de fluxo de controle tem como objetivo levantar informações
sobre os possíveis caminhos de execução. Este conjunto é sempre finito, pois
a terminação do programa deve ser garantida. Novamente o conjunto exato
dos caminhos geralmente não pode ser determinado, mas a determinação de
um superconjunto é um método seguro. O tempo de execução de um caminho
seguramente eliminado pode ser completamente ignorado.
A entrada para a análise de fluxo consiste em um grafo de chamadas
e um grafo de controle de fluxo da tarefa. Informações adicionais como li-
mite dos dados de entrada e limites superiores dos laços também podem ser
considerados quando esta informação não pôde ser detectada pela análise de
valor. O resultado da análise pode ser vista como limitações sobre o compor-
tamento dinâmico da tarefa, contendo dados como quais funções podem ser
chamadas, dependências entre condições e caminhos viáveis e inviáveis.
A análise de fluxo de controle é considerada mais fácil no código fonte
ao invés do binário. Contudo é difícil mapear os resultados que o compilador
incorpora à estrutura do fluxo de controle devido a otimização e ao ligamento
(linking) de código. Por isso, geralmente as ferramentas de análise estática
temporal utilizam o código binário já compilado.
Existem várias técnicas utilizadas para realizar esse tipo de análise.
As mais comuns são a busca de padrões e técnicas de interpretação abstrata.
Maiores detalhes sobre estas técnicas podem ser consultados nas referências
de (WILHELM et al., 2008).
Após a conclusão da análise de fluxo, os resultados são traduzidos para
um sistema de restrições que pode ser resolvido por técnicas de enumeração
implícita de caminhos (IPET – Implicit Path Enumeration).
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3.1.3 Análise da microarquitetura
Conforme apresentado no capítulo 2, um processador contém vários
componentes que fazem o tempo de execução dependente do contexto, como
memórias, caches, pipelines e previsores especulativos. O tempo de execu-
ção de instruções individuais e até acessos à memória depende de estados
anteriores.
Para estimar limites de tempos de execução precisos para uma dada
tarefa, é necessário analisar os estados atuais e anteriores dos componentes
do processador que levam a instrução corrente. O analisador do processador
determina invariantes sobre os estados de ocupação dos componentes da ta-
refa e a princípio não há ferramenta tão completa capaz de considerar todos os
periféricos na análise (WILHELM et al., 2008) (CULLMANN et al., 2010)
(SCHOEBERL, 2009b).
A análise da microarquitetura é novamente realizada sobre o código
binário da tarefa pois somente este contém todas as informações necessárias.
Há um modelo abstrato do processador, dos subsistemas de memória, barra-
mentos e periféricos que são conservativos em respeito ao comportamento do
hardware real, ou seja, nunca fornecem tempos menores do que o hardware
concreto. A complexidade em derivar um modelo abstrato depende forte-
mente da classe de processador utilizada (WILHELM et al., 2008):
• processadores simples (geralmente 8-bit/16bit): a construção do mo-
delo é simples. Os fatores que complicam a análise do comportamento
do processador incluem instruções com tempo de execução variável
devido a contextos com tempos de acessos a memória diferenciados.
• processadores de 16-bit/32bit: processadores mais avançados com pi-
peline escalar e caches simples onde se pode analisar elementos do
processador separadamente. Os fatores que complicam a análise es-
tão ligados aos tempos de acesso variados devido a faltas na cache e a
interação das instruções no pipeline.
• processadores superescalares avançados: nestes processadores a cons-
trução do modelo é extremamente complexa e os elementos do pro-
cessador não podem ser analisados separadamente, tornando a análise
menos modular e muito mais complexa.
Após a construção do modelo abstrato do processador, utiliza-se a
abordagem de Análise de Fluxo de Dados baseado na teoria de Interpretação
Abstrata para tornar a análise viável (WILHELM et al., 2008). O método de
interpretação abstrata é usado para computar invariantes para cada contexto
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de fluxo sobre os estados do processador a cada ponto do programa. Se há um
invariante de estado para cada ponto do programa, este mantém-se para todos
os caminhos que levam a tal ponto. Os invariantes e o conjunto dos caminhos
que levam até tal ponto formam os contextos de execução. Estes contextos
expressam o conhecimento estático sobre os conteúdos da cache, ocupação
das unidade funcionais do processador e estados das unidades de previsão de
fluxo (branch prediction). O conhecimento da cache pode ser realizada por
análise conforme Ferdinand e Wilhelm (1998) e é utilizada para classificar
referências à memória em acerto e faltas. O conhecimento das unidades fun-
cionais é utilizada para incluir ou excluir flutuações no pipeline. É possível
concluir que o caminho de maior tempo de execução é o pior estado de todas
as unidades funcionais assumindo que “tudo deu errado”. Processadores mo-
dernos incorporam anomalias temporais, portanto assumir que a pior situação
local gera a pior situação global não é realmente seguro (WILHELM et al.,
2008) (CULLMANN et al., 2010).
3.1.4 Obtenção do pior caminho
Na literatura a obtenção analítica do pior tempo de execução após as
análises de valor, reconstrução do fluxo de controle e análise da microarquite-
tura é realizada através de métodos baseados em estrutura (structure-based),
baseados em caminhos (path-based) e técnicas que utilizam enumeração im-
plícita de caminhos (IPET – Implicit Path Enumeration) (WILHELM et al.,
2008).
As ferramentas mais avançadas são baseadas em IPET. Neste método
o fluxo do programa e os tempos dos blocos básicos são combinados em uma
série de restrições aritméticas. A técnica é tradicionalmente aplicada global-
mente em toda a tarefa com todas as informações de fluxo. O IPET utiliza
técnicas de programação linear inteira ou programação constante derivando
uma complexidade potencialmente exponencial em relação ao tamanho da
tarefa.
Em resumo, para derivar WCET, os limites dos tempos de execução
são calculados formulando um problema de otimização baseado nos tempos
dos blocos básicos, informação de chamadas de funções e fluxo de dados da
tarefa.
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3.2 AVALIAÇÃO PRÁTICA DE FERRAMENTA WCET – AIT
O AiT WCET Analyzers é uma ferramenta comercial implementada
pela empresa alemã AbsInt Angewandte Informatik GmbH em conjunto com
Universidade de Saarland. As licenças acadêmicas são livres e as comerci-
ais variam entre d17.970 a d38.970 dependentes do processador e compila-
dor. Há disponibilidade para uma série de compiladores/processadores entre
eles ARM7, PowerPC (5xx, 603e e 55xx) e NEC V850E. As avaliações con-
tidas neste capítulo foram realizadas com o processador ARM7-TDMI-S e
compilador GCC – GNU C Compiler mas o princípio básico de operação é
idêntico para as outras versões. Segundo (ABSINT, 2011), de forma geral,
o pessimismo introduzido pela análise do AiT é menor que 10% em alguns
processadores.
O processador ARM7 possui um pipeline simples de três estágios e
não sofre com dependências inter-estágios conforme citado no capítulo 2. Há
um estágio de busca, um de decodificação e outro de execução. O hard-
ware dos estágios são independentes onde a busca, decodificação e execução
são operações totalmente paralelas. O processador é mais eficiente na exe-
cução de código linear pois assim que uma condição de salto é encontrada
e avaliada, todas as instruções em execução são descartadas, ou seja, não há
elementos especulativos para suposição de endereços de saltos. A arquite-
tura baseia-se no método de “carregar-gravar” (load-and-store architecture)
onde qualquer computação somente é realizada pelo conjunto central de 16
registradores e o resultado final é regravado na memória. Maiores detalhes
sobre a microarquitetura ARM7 podem ser encontrados em (ARM, 2010) ou
(MARTIN, 2007).
Nesta ferramenta, os resultados da análise de valor são utilizados para
a análise da memória cache para prever o comportamento da cache de dados.
A saída da análise de cache é utilizada na análise do pipeline que permite
a predição de flutuações relacionadas às faltas de cache. Os resultados de
cache e pipeline são usado para computar o tempo de execução dos caminhos
do programa. No caso do AiT WCET Analyzers, a análise de valor, análise
de cache e de pipeline são feitas por interpretação abstrata (ABSINT, 2011)
para análise estática de programas. A análise de caminhos é computada por
Programação Linear Inteira (IPET – Implicit Path Enumeration Technique –
Técnica de enumeração implícita de caminhos).
Para executar uma análise no AiT é necessário fornecer o arquivo exe-
cutável, neste caso formato binário arm-elf, o endereço inicial do código a
ser analisado (tipicamente o nome da função, como main), uma descrição
simples das memórias, modelo e frequência do processador e anotações op-
cionais (AIS file). Estas anotações podem ser necessárias para chamadas de
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funções indiretas, limites superiores de laços, profundidade de recursões, có-
digos não viáveis, além de outros detalhes particulares quando a informação
não é detectada pela ferramenta. Contudo, a quantidade de anotações é muito
reduzida pelas técnicas de análises de laços e reconhecimento de chamadas
de funções tabeladas.
Apesar da análise ser realizada sobre o arquivo binário, o software
ainda permite a entrada de aquivos de código fonte. Os fontes são utilizados
para algumas visualizações, anotações no disassembly e tarjas em blocos na
visualização gráfica do programa. Além disso, é permitido a construção das
anotações opcionais no próprio código fonte.
A ferramenta fornece como saída um limite superior para o tempo de
execução do código analisado. As visualizações resultantes da análise mos-
tram informações detalhadas sobre vários aspectos do programa, como por
exemplo, o pior caminho de execução ou o estado do processador em dado
ponto do programa. O código que será analisado para a estimativa do limite
superior do tempo de execução é estritamente sequencial, ou seja, não deve
haver threads, paralelismo ou preempção. O AiT não assume nenhum evento
externo, como exceções, interrupções, atualizações de memórias (DRAM re-
fresh), entrada/saída, temporizadores ou co-processadores. Estruturas dinâ-
micas baseadas na família de funções alloc (malloc, realloc, etc) não devem
ocorrer no código analisado como também construções da linguagem C en-
volvendo setjmp e longjmp. Finalmente, a estrutura padrão de chamadas de
funções deve ser obedecida bem como endereços de retorno não podem ser
modificados.
A versão avaliada do analisador AiT provê a construção do grafo de
controle de fluxo, analisador de valores, analisador de pilha e analisador
WCET.
O grafo de controle de fluxo (control flow graph) cria uma visualiza-
ção combinada do grafo de chamadas e controle de fluxo da aplicação. Na
figura 8 encontra-se um grafo aplicado à função “main” de um programa de-
monstrativo da ferramenta.
Através do analisador de valores (Value Analyzer) pode-se explorar os
efeitos de instruções individuais nos registradores e memória.
O analisador de pilha (Stack Analyzer) computa o uso máximo da pi-
lha. Códigos produzidos em C para ARM7 tipicamente utilizam a pilha de
programa para gravar endereços de retorno, parâmetros e variáveis locais. O
analisador de pilha calcula esses níveis de utilização sendo útil em aplica-
ções embarcadas com definições estáticas do tamanho da pilha. Na figura 9 é
mostrado o resultado da análise de pilha a partir da função “main”.
A análise temporal implica na análise de memórias e de pipeline. Na
figura 10 é apresentado o resultado de uma análise onde os arcos segmentados
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Figura 8: Exemplo de grafo de controle fluxo
Figura 9: Exemplo de grafo de análise de pilha
demonstram o caminho tomado para computar o WCET de execução e as
barras abaixo de cada rótulo de função representam a porcentagem de tempo
de cada função em relação ao tempo total computado.
Além disso, apesar do processador ARM7 utilizado não possuir ca-
che propriamente dita, a ferramenta permite fazer análises com diferentes
parâmetros de cache. No caso de alguns microcontroladores que utilizam o
núcleo ARM7 como o microcontrolador NXP LPC2368, há uma espécie de
cache para a memória flash conhecido como módulo acelerador de memória
(MAM – Memory Accelarator Module) (MARTIN, 2007). Esta cache básica
de instruções deve e pode ser analisada pela ferramenta de WCET quando o
processador busca o código executável da memória flash bastando configurar
o AiT com esses parâmetros.
Outras ferramentas que fazem estimação do WCET de tarefas exis-
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Figura 10: Exemplo de grafo de análise de tempo
tem, como por exemplo Bound-T, Chronos, Heptane, SWEET, SymTA/P e
RapiTime, além de outros protótipos como apresentados em Wilhelm et al.
(2008). O Bound-T possui o funcionamento semelhante ao AiT mas com me-
nor acesso à gráficos e detalhes do processador. A ferramenta Chronos possui
código fonte livre mas necessita de ferramentas externas como por exemplo o
simulador de arquitetura SimpleScalar. O Heptane é outra ferramenta de có-
digo fonte livre que faz análise de WCET através do binário e do código fonte
do programa. O SWEET é desenvolvido de forma modular (vários pequenas
análises isoladas) e a análise de fluxo é realizada em conjunto com um com-
pilador distribuído com a ferramenta. As ferramentas SymTA/P e RapiTime
são híbridas, realizando análises de pior caminho pelas técnicas de otimiza-
ção mas a obtenção dos tempos de execução é realizado através de medições
no hardware real com código instrumentado incorporado à tarefa em análise.
3.2.1 Obtenção do WCET de uma tarefa
Neste programa exemplo, foi proposta uma tabela hash para realizar a
análise temporal e de pilha. Cada item da tabela é formado por uma string,
que é utilizada pela função hash, um array de dados (payload) e um ponteiro
para uma função arbitrária, conforme o quadro 3.1. Foram definidas cinco
entradas estáticas que são inseridas na tabela durante a execução do código.
Na inserção dos dados, se o ponteiro da função for válido, a função é cha-
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mada. Estas funções arbitrárias podem conter chamadas tabeladas, recursão
ou laços.
/∗ E s t r u t u r a de dados de uma e n t r a d a na t a b e l a HASH ∗ /
s t r u c t h a s h _ d a t a {
char ∗ s t r ;
unsigned char d a t a [ BUFF_SIZE ] ;
unsigned i n t (∗ p r e _ f u n c t i o n ) ( unsigned i n t ) ;
} ;
/∗ A t a b e l a HASH ∗ /
s t r u c t h a s h _ e n t r y h a s h _ t a b l e [ HASH_TABLE_SIZE ] ;
Quadro 3.1: Estrutura dos dados da tabela hash.
Primeiramente, para uma análise estática de código é necessário que a
ferramenta construa corretamente o grafo de controle de fluxo. Nesta etapa,
a ferramenta deve mapear todas as chamadas de função diretas e indiretas.
Caso ocorra perda do controle do fluxo, como por exemplo chamadas indire-
tas por ponteiros ou tabelas de funções, erros são reportados e o usuário deve
fornecer todos os possíveis caminhos de continuação do fluxo explicitamente
no arquivo de anotação. Esta situação é ilustrada no quadro 3.2 onde o fluxo
de controle é perdido na execução da função hash_insert e na função data_4_
pre_function. A anotação 1 explicitamente informa que data_2_pre_function,
data_3_ pre_function, data_4_pre_function ou data_5_pre_function podem
ser chamados durante hash_insert. Na anotação 2 informa-se que o fluxo
de chamadas em data_4_pre_function ocorre pelas funções da tabela func-
tion_array[3].
# a n o t a ç ã o 1 : p e r d a de f l u x o na i n s e r ç ã o dos dados na t a b e l a hash
i n s t r u c t i o n r o u t i n e "hash_insert" + 1 computed i s c a l l
and c a l l s d a t a _ 2 _ p r e _ f u n c t i o n , d a t a _ 3 _ p r e _ f u n c t i o n ,
d a t a _ 4 _ p r e _ f u n c t i o n , d a t a _ 5 _ p r e _ f u n c t i o n ;
# a n o t a ç ã o 2 : chamada por t a b e l a −> f u n c t i o n _ a r r a y = { f u n c t i o n _ 1 ,
# f u n c t i o n _ 2 , f u n c t i o n _ 3 }
i n s t r u c t i o n r o u t i n e "data_4_pre_function" + 1 computed i s a c a l l
and c a l l s v i a f u n c t i o n _ a r r a y [ 3 ] ;
Quadro 3.2: Anotações para chamadas de funções por ponteiros e por tabelas.
Após as anotações de chamadas, o grafo de fluxo de controle do có-
digo teste é construído conforme a figura 11. Na função main há um laço
(main.L1(loop)) e várias chamadas de funções. A partir de hash_insert, há as
chamadas do conjunto de funções data_pre_function bem como as chamadas
de function_1 a function_3 pelo function_array [3].
Normalmente o número de iterações de laços são dependentes dos da-
dos de entrada da aplicação, como é o caso do laço de geração do hash da
tabela. Neste caso deve haver uma anotação para fornecer à ferramenta o
limite de pior caso das iterações. Baseando-se nisto, através do quadro 3.3
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Figura 11: Grafo de fluxo de controle para o exemplo da tabela hash.
ilustra-se a anotação para o limite do laço considerando a pior dado de en-
trada e também o código problemático.
# a n o t a ç ã o : o tamanho máximo da s t r i n g dos i t e n s da t a b e l a é :
# s t r u c t h a s h d a t a d a t a 5 =
# { . s t r = "hackers_never_die"} −−−> 17 c h a r s + NULL = 18
loop "hash" + 1 loop max 18 b e g i n ;
# có d i go de g e r a ç ã o do hash
# unsigned i n t hash ( char ∗ s t r ) {
#
# / / l i m i t e do l a ç o não d e t e c t a d o , d e p e n t e do c o n t e x t o
# whi l e ( ( c = ( unsigned char ) ∗ s t r ++) ) {
# hash = c + ( hash << 6) + ( hash << 16) − hash ; } ( . . ) }
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Quadro 3.3: Anotações de limite do laço da função hash.
Após estas anotações, a ferramenta foi capaz de computar um limite
superior para o WCET do código. Este exemplo ilustrou as anotações neces-
sárias para laços com limites dinâmicos, chamadas por ponteiros de funções e
tabelas. O analisador de utilização de pilha não necessitou de nenhuma anota-
ção. As anotações são dicas e instruções necessárias quando certas condições
não podem ser detectadas (chamadas por ponteiros) ou ainda condições que
possam variar conforme os possíveis dados de entrada da tarefa (limite de la-
ços como o campo string dos dados da tabela). As anotações devem sempre
considerar o pior caso das condições.
3.2.2 Resultados da Análise WCET e de pilha
Através da figura 12 apresenta-se o resultado da análise WCET do
programa. Abaixo de cada rótulo há uma barra que indica a porcentagem de
tempo de cada função em relação ao valor total 45.661 ciclos de execução
(laço de data_2_pre_function é o mais custoso). As arestas segmentadas in-
dicam o fluxo de execução que gerou o pior tempo de execução, formado por
main→main.L1→ hash_insert→ hash→ hash.L1→ data_2_pre_ f unction
→ data_2_pre_ f unction.L1.
É interessante notar que o código implementado chama as funções
data_2_pre_function, data_3_pre_function, data_4_pre_function e data_5_
pre_function diferentemente a cada item inserido na tabela. Contudo, visua-
lizando-se a figura 12, somente a chamada para data_ 4_pre_function é con-
siderada no tempo de execução. Esta situação acontece porque na anotação
de chamadas, hash_insert pode chamar qualquer uma destas funções, por-
tanto, o WCET é composto somente por chamadas de data_2_pre_function
(execução mais custosa) toda a vez que houver uma inserção na tabela.
O gráfico de utilização da pilha pode ser visualizado na figura 13.
Como é possível especificar a configuração de memória do processa-
dor, construiu-se uma configuração com cache (ilustrando a possibilidade de
análise de uma cache para a flash como no microcontrolador LPC2368) e
outra configuração mais básica considerando apenas tempos de acessos entre
memórias RAM e flash diferenciados. A configuração de memória pode ser
implementada conforme o quadro 3.4 que deve constar também no arquivo de
anotações. O parâmetro time explicita a quantidade de ciclos necessários para
acessar a região em questão e clock-ratio especifica a relação de frequência de
operação da memória em relação ao processador. As configurações de cache
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Figura 12: Grafo de pior tempo de execução da tabela hash.
para dados e instrução são: conjuntos de 1024, tamanho de 4 bytes, mapea-
mento direto, política de despejo LRU (Last Recently Used) e penalidade de
4 ciclos na gravação da memória principal. Na tabela 4 apresenta-se os resul-
tados com os tempos de execução com as três configurações de memória.
# C o n f i g u r a ç ã o p a r a tempos de a c e s s o d i f e r e n c i a d o s
# Reg iões conforme o l i n k e r do c o m p i l a d o r
/ / có d ig o
a r e a 0 x00000000 . . 0 x00070000 a c c e s s c lock− r a t i o = 1 : 1 ;
/ / f l a s h
a r e a 0 x00070000 . . 0 x00080000 a c c e s s c lock− r a t i o = 1 : 1 , t ime 4 ;
/ / SRAM
a r e a 0 x40000000 . . 0 x40080000 a c c e s s c lock− r a t i o = 1 : 1 ;
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Figura 13: Grafo de utilização de pilha para exemplo da tabela hash.
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
# C o n f i g u r a ç ã o p a r a s i m u l a ç ã o com cache
# Toda a memória é c o n s i d e r a d a com cache
a r e a 0x0 . . 0 x f f f f f f f f
a c c e s s code t ime =4 , cached and # code cache miss = 4 c y c l e s
a c c e s s d a t a t ime =4 , cached ; # d a t a cache miss = 4 c y c l e s
# D e s c r i ç ã o da cache
cache i n s t r u c t i o n
70
s e t−c o u n t =1024 ,
a s s o c =1 ,
l i n e−s i z e =4 ,
p o l i c y = l r u ,
wb−p e n a l t y =4
and
d a t a
s e t−c o u n t = 1024 ,
a s s o c =1 ,
l i n e−s i z e =4 ,
p o l i c y = l r u ,
wb−p e n a l t y =4;
Quadro 3.4: Anotações para configurações diferenciadas de memória.
Configuração Ciclos
Padrão (1:1) 34.759
Flash (1:4) 42.760
Cache LRU 45.661
Tabela 4: WCET para diferentes configurações de memória
O AiT fornece os estados do pipeline para diferentes blocos do pro-
grama sendo possível visualizar o comportamento do pipeline e dos estados
da análise estática da cache (interpretação abstrata must/may (FERDINAND;
WILHELM, 1998)). A análise realizada com cache é mais complexa, onde
a ferramenta deve prever todo o comportamento da cache com respeito aos
acertos/faltas e refleti-los no pipeline. Nos gráficos da ferramenta é possível
visualizar as diretivas must que representam os dados que estarão com certeza
na cache e may que podem estar. Com base nesta classificação, é composto o
pior estado de fetch de instruções e dados onde se tem o conhecimento para
computar corretamente os tempos de execução de cada instrução. Maiores
detalhes sobre a simulação de cache podem ser consultados no manual da
ferramenta (ABSINT, 2010).
A apresentação dos passos e construção das anotações da análise desta
tarefa pôde dar uma visão global da ferramenta WCET AiT. Em termos de
anotações foram abordados a maioria dos aspectos contemplando chamadas
de funções indiretas, chamadas tabeladas (arrays), limites de laços e confi-
guração de memória. A quantidade de anotações necessárias é dependente
do código e das otimizações do compilador. A possibilidade de análise com
diferentes tipos de acesso a memórias representa uma boa alternativa para es-
colha de processadores e análise do impacto das configurações sobre o tempo
de execução.
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3.3 CONCLUSÃO
A importância de obter um valor real mais preciso para o WCET é
óbvia. Tal dado é usado em toda e qualquer análise de escalonabilidade e seu
valor em última análise vai determinar a viabilidade ou não do sistema. Medi-
ções não são capazes de substituir o cálculo do WCET com a mesma eficácia.
Ou a medição é otimista e os deadlines do sistema não estarão garantidos,
ou a medição foi artificialmente aumentada por algum fator de segurança e é
exageradamente pessimista.
Este capítulo apresentou os fundamentos para obtenção de WCET para
aplicações de tempo real crítico e a aplicação do uso da ferramenta AiT para
cálculo do WCET. Foram abordadas as características da ferramenta, os da-
dos de entrada necessários, alguns gráficos de resultados e principalmente os
passos e anotações necessários para análise de um programa proposto.
Visto que o método de obtenção do WCET já possui uma certa padro-
nização e certas deficiências da análise de valor e de fluxo podem ser contor-
nadas por anotações, a grande dificuldade da obtenção do WCET está relaci-
onada a análise da microarquitetura. O hardware utilizado na criação de sis-
temas de tempo real crítico tem grande efeito na facilidade em relação à pre-
visibilidade na execução dos programas. No caso dos processadores simples
(por exemplo de 8-bit e 16-bit), a construção do modelo abstrato é mais fácil
no ponto de vista do comportamento temporal e a problemática resume-se à
correta construção do fluxo de controle. No caso de aplicações que necessi-
tem de um desempenho maior utilizando-se de processadores como o ARM7
e os recentes Cortex R, os modelos abstratos são relativamente simples pois
estas microarquiteturas incorporaram pipelines e estruturas de cache simples.
No espectro de aplicações de alto desempenho como aviônica e automotiva,
é necessário utilizar processadores complexos com caches e execução fora
de ordem. Neste contexto encontra-se processadores como PorwerPC 750 e
ARM11 que necessitam de ferramentas e métodos mais avançados.
Conforme a literatura, o AiT é uma das melhores ferramentas, sendo
capaz de analisar muitos códigos de teste propostos em (WILHELM et al.,
2008), bem como no exemplo de tarefa com tabela hash apresentado. A in-
terface de fácil utilização fornece dicas de anotações em conjunto com ata-
lhos para o código fonte. Isto permite que o usuário concentre-se no WCET
e evite invocações de outros programas e interfaces adicionais. As visualiza-
ções do AiT ajudam os usuários a entender o comportamento temporal dos
programas. As chamadas anotadas e os grafos de controle de fluxo podem
ser dinamicamente explorados pela ferramenta de visualização. A ferramenta
também detecta limites de laços, faz verificação de erros das anotações em
conjunto com os resultados das análises e reporta aos usuários melhorias das
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anotações.
No caso de desenvolvimento de aplicações que utilizem ferramentas
WCET é necessário ficar atento ao tipo de código que irá analisar, princi-
palmente com relação às otimizações do compilador (transformação de la-
ços), alocação dinâmica de memória e preempção do código. Com respeito à
preempção, as ferramentas consideram somente código sequencial não inter-
rompido por nenhum recurso de hardware ou software. Se o processador não
possui nenhum elemento que irá incorporar latências extras durante uma in-
terrupção do fluxo de execução (cache, por exemplo), a estimação de WCET
sequencial pode ser incorporada diretamente na análise de escalonabilidade
em algoritmos preemptivos conforme será abordado nos próximos capítulos.
Caso contrário, o WCET estimado com cache poderá não estar seguro pela
quantidade de faltas de cache durante uma preempção que poderá ocorrer a
qualquer ponto de execução da rotina.
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4 DISCUSSÃO SOBRE A OBTENÇÃO DE GARANTIA
TEMPORAL NA ANÁLISE DE SISTEMA DE TEMPO REAL
CRÍTICO
Os fabricantes de processadores atuais adotam soluções estatísticas
para melhorar a relação de custo/desempenho de seus produtos e esta tendên-
cia faz com que os processadores acabem atingindo um bom desempenho.
Como as aplicações de tempo real cada vez mais requerem capacidade de
processamento, estes processadores acabam sendo utilizados para implemen-
tação de aplicações de tempo real baratas e poderosas, mas sofrem com a falta
de previsibilidade. Características como pipelines com dependências entre
instruções, caches, elementos especulativos e execução fora de ordem, apesar
de melhorar o desempenho, complicam enormemente a análise de tempo real
de tais sistemas.
Como o acesso rápido à memória é essencial para a garantia de de-
sempenho, os processadores utilizam uma hierarquia de memória na qual há
uma pequena quantidade de memória SRAM rápida, seguida pela memória
principal DRAM e finalmente o disco. A SRAM é utilizada para manter
cópias temporárias formando a memória cache. As memórias cache são fun-
damentais para entregar com velocidade os dados ao processador. Contudo
a organização padrão da cache é projetada para desempenho de caso médio,
sendo difícil de modelar e estimar na análise WCET.
A análise de escalonabilidade de tempo real requer o parâmetro de
pior tempo de execução (WCET – Worst-Case Execution Time) da tarefa. O
WCET é um elemento essencial para a análise de escalonabilidade e garantia
de sistemas de tempo real, especialmente em sistemas de tempo real críticos
(safety-critical hard real-time systems) como aviônicos e outros sistemas de
controle. O WCET é calculado através de ferramentas específicas como apre-
sentado no capítulo 3. O ganho de desempenho atingido com as soluções de
pipeline, cache, etc, deve ser considerado no cálculo do WCET da tarefa e
estes elementos de hardware complicam os modelos abstratos da ferramenta
WCET.
Além dos problemas relacionados com a arquitetura, as ferramentas
WCET assumem que o código executado é contínuo, isto é, preempções não
são permitidas. Esta limitação restringe a aplicação das ferramentas para sis-
temas não preemptivos como executivo cíclico ou escalonamento coopera-
tivo. Para resolver esta limitação, pode-se considerar a cache mais previsível
(com técnicas de particionamento de cache) ou modelar o comportamento
dos efeitos da cache e incorporá-los na análise de escalonabilidade.
Este capítulo apresenta uma discussão sobre a obtenção de garantia
74
temporal na análise de sistema de tempo real crítico considerando elemen-
tos como cache e sistemas multiprocessados. Na seção 4.1 são apresentados
conceitos fundamentais sobre o escalonamento de tempo real e análises de
escalonabilidade clássicas. Na seção 4.2 são apresentados os elementos de
hardware arquiteturais que complicam a análise de tempo real. Como a me-
mória cache tem um comportamento indesejável em sistemas preemptivos, na
seção 4.3 são apresentadas algumas técnicas para incorporação dos efeitos da
cache na análise de escalonabilidade. Na seção 4.4 são apresentados alguns
fundamentos para implementação de uma arquitetura voltada a sistemas de
tempo real e algumas soluções utilizadas em arquiteturas convencionais.
4.1 ESCALONAMENTO DE TEMPO REAL
Antigamente, os sistemas de tempo real eram escalonados por “tabe-
las fixas” formando os executivos cíclicos. Durante 1970 e 1980, chegou-se a
conclusão que estas abordagens de escalonamento estáticas produzem siste-
mas inflexíveis e difíceis de manter (SHA et al., 2004). Neste período, organi-
zações e pesquisadores cooperaram para desenvolver uma nova infraestrutura
de tempo real consistindo na teoria de escalonamento com prioridade fixa,
padrões de hardware e software e ferramentas de análise de escalonabilidade.
Grande parte das teorias de escalonamento de tempo real utilizam o
conceito de prioridade para as tarefas. No escalonamento com prioridades, é
atribuída uma prioridade às instâncias da tarefa seguindo alguma política. Se
para todas as instâncias da tarefa é sempre atribuída a mesma prioridade (no
projeto por exemplo), o escalonamento é dito como prioridade fixa por tarefa
(DAVIS; BURNS, 2009b). Quando as prioridades das instâncias variam, po-
dendo esta variação ocorrer a qualquer instante de tempo, o escalonamento
é conhecido como prioridade dinâmica (DAVIS; BURNS, 2009b). Se dife-
rentes instâncias de uma tarefa podem ter prioridades diferentes, mas cada
instâncias possui uma única prioridade fixa individual, o escalonamento é co-
nhecido como prioridade fixa por instância (DAVIS; BURNS, 2009b). Esta
classificação considera sempre a variação de prioridade em relação a tarefa.
Quanto aos algoritmos de escalonamento, estes podem ser classifica-
dos quanto à preempção em preemptivos, não preemptivos ou cooperativos
(BUTTAZZO, 2005). Nos preemptivos, uma tarefa em execução pode ser
interrompida permitindo que outra execute a qualquer momento. Nos não
preemptivos, a partir do momento que uma tarefa entra em execução, ela é
executada até ser completada. Quanto aos cooperativos, as tarefas são inter-
rompidas em pontos definidos de sua execução, onde a execução corresponde
a uma série de pontos com execução contínua.
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Com base nestas classificações, nas próximas seções são apresentadas
as teorias de escalonamento com prioridade fixa e dinâmica para sistemas
monoprocessados, escalonamento para sistemas multiprocessados, escalona-
mento cooperativo e escalonamento não preemptivo.
4.1.1 Escalonamento com prioridade fixa para um processador
Um dos trabalhos pioneiros sobre escalonamento de tempo real com
prioridade fixa foi elaborado por Liu e Layland em 1973 (SHA et al., 2004).
Neste trabalho, as seguintes premissas são assumidas:
1. todas as tarefas são periódicas;
2. todas as tarefas estão prontas no início do período e o deadline é igual
ao período;
3. todas as tarefas são independentes;
4. limite máximo do tempo de computação fixo e menor que o período;
5. não há auto suspensão de tarefas;
6. sistema preemptivo;
7. custos adicionais de sistema operacional, cache, etc (overheads) são
ignorados;
8. sistema com somente um processador.
Baseando-se nestas premissas, constrói-se um modelo periódico de ta-
refas onde para cada tarefa τi tem-se um período (Ti), um deadline (Di), o pior
tempo de computação (Ci) e uma prioridade. O pior tempo de computação é
o WCET – Worst Case Execution Time que teoricamente é calculado pelas
ferramentas de WCET como apresentado no capítulo 3.
A formalização deste modelo possibilitou o desenvolvimento da “Te-
oria do Instante Crítico”(SHA et al., 2004). O instante crítico para uma tarefa
é o tempo na qual ela está pronta para execução e seu tempo de resposta é o
mais longo possível. Para o modelo de tarefas descrito anteriormente, o ins-
tante crítico acontece quando uma tarefa está pronta em conjunto com todas
as tarefas de prioridade mais alta, ou seja, todas as tarefas do sistema estão
prontas simultaneamente.
Baseado na teoria do instante crítico, Liu e Layland construíram e
provaram um teste de escalonabilidade suficiente baseado em utilização. Um
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teste baseado em utilização considera o somatório de utilização das tarefas,
onde a utilização é dada pela razão do tempo de computação pelo período
(ui = CiTi ). Este teste de Liu e Layland (equação 4.1) é válido quando as
prioridades são distribuídas em taxa monotônica (tarefas de menor período
possuem prioridade mais alta).
n
∑
i=1
Ci
Ti
≤ n(2 12 −1) (4.1)
Se n tender ao infinito, o escalonamento em taxa monotônica chega ao
limite de utilização máximo de 69,3%, considerando os piores casos. Quando
os períodos das tarefas são harmônicos entre si (período de cada tarefa é um
múltiplo inteiro exato do menor período das tarefas), a taxa de utilização deste
escalonamento pode alcançar 100%.
O teste de utilização é bastante simples mas possui algumas limita-
ções: é somente suficiente (pessimista), limita o modelo para deadlines im-
plícitos (Di = Ti) e as prioridades devem ser somente atribuídas à taxa mo-
notônica.
Conforme Sha et al. (2004), em 1987 Lehoczky, Sha e Ding propuse-
ram a equação da demanda de tempo, conforme a equação 4.2. Esta análise
considera que se todas as tarefas estão prontas no mesmo instante, a tarefa de
mais alta prioridade irá cumprir seu prazo se existir um tempo entre 0< t ≤ Ti
que a demanda no processador (Wi(t)) é menor do que t.
Wi(t) =
i
∑
j=1
⌈
t
Ti
⌉
C j ≤ t (4.2)
Em paralelo à da demanda de tempo, foi desenvolvido o teste de tempo
de resposta proposto Audsley et al. (1991). Este teste calcula o pior tempo de
resposta de uma tarefa iterativamente, conforme a equação 4.3.
Rk+1i =Ci+
i−1
∑
j=1
⌈
Rki
Tj
⌉
C j (4.3)
Considerando o modelo de tarefas proposto por Liu e Layland em
1973, o teste da equação 4.3 é exato. Se ∀τi : (1 ≤ i ≤ n) Ri convergir para
um valor menor ou igual que Di o sistema é escalonável. Como as tarefas
estão ordenas por prioridade não decrescente, j representa as tarefas com pri-
oridade mais alta que i.
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O teste da equação 4.3 é independente da política de prioridades. No
caso de sistemas onde o deadline é menor que o período (Di < Ti), o teste
também pode ser utilizado. Quando Di < Ti a ordenação ótima de prioridades
é dada pelo deadline onde as tarefas com deadline menor possuem prioridade
mais alta formando a política conhecida como Deadline Monotonic.
O teste de tempo de resposta é exato e mais flexível. Pode-se facil-
mente incorporar outras interferências como bloqueios por recursos (Bi) ou
efeitos como variações de início de instâncias das tarefas (release jitter) ( ji)
conforme a equação 4.4. A incorporação de outros efeitos no teste pode ser
consultado em (BUTTAZZO, 2005). Pode-se também flexibilizar o modelo
de tarefas e os efeitos sobre o teste podem ser consultados em (SHA et al.,
2004) e (LIU, 2000). No caso de sistemas com tarefas esporádicas, o teste é o
mesmo pois tarefas esporádicas possuem um período mínimo entre chegadas.
Rk+1i =Ci+Bi+ ji+
i−1
∑
j=1
⌈
Rki + j j
Tj
⌉
C j (4.4)
Os algoritmos que utilizam atribuição de prioridade com taxa monotô-
nica ao período (Rate monotonic) e ao deadline (Deadline monotonic) são
considerados ótimos dentro da sua classe para sistema com um único proces-
sador.
4.1.2 Escalonamento com prioridade dinâmica para um processador
No escalonamento com prioridade dinâmica, a prioridade das tarefas
é atribuída às instâncias (jobs) ao contrário do esquema de prioridade fixa por
tarefa (SHA et al., 2004). Neste sentido a prioridade da tarefa muda durante
a execução conforme quais instâncias estão ativas. Um dos algoritmos mais
utilizados desta classe é o EDF – Earliest Deadline First. Nesta política,
a prioridade das tarefas é inversamente proporcional ao deadline absoluto
das instâncias ativas, ou seja, quanto mais próximo do deadline, mais alta a
prioridade da tarefa.
A análise inicial de escalonabilidade foi também proposta por Liu e
Layland em 1973 com as mesmas premissas do escalonamento com priori-
dade fixa:
1. todas as tarefas são periódicas;
2. todas as tarefas estão prontas no início do período e o deadline é igual
ao período;
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3. todas as tarefas são independentes;
4. limite máximo do tempo de computação fixo e menor que o período;
5. não há auto suspensão de tarefas;
6. sistema preemptivo;
7. custos adicionais de sistema operacional, cache, etc (overheads) são
ignorados;
8. sistema com somente um processador.
Nestas condições, um conjunto de n tarefas escalonadas por EDF é
escalonável se e somente se a utilização total das tarefas for menor que 1,
conforme a equação 4.5.
U =
n
∑
i=1
Ci
Ti
≤ 1 (4.5)
O EDF é ótimo em relação a todos os algoritmos preemptivos para um
processador, ou seja, se há um conjunto de tarefas viável pelo regime pre-
emptivo escalonado por qualquer algoritmo, este conjunto também será esca-
lonado pelo EDF (LIU, 2000). Em termos de algoritmos ótimos, há também o
LLF – Least Laxity First que escalona a tarefa com menor “folga” em relação
ao seu deadline. O LLF possui alto custo de processamento (overhead) na sua
execução devido o constante cálculo de folga das tarefas e alta quantidade de
mudanças de contextos.
Quando o modelo de tarefas permite deadlines menores que o período,
a equação 4.5 torna-se apenas um teste necessário. Portanto, para melhorar a
precisão do teste, é possível utilizar o método de “demanda de processador”
proposto por Baruah et al. (1990). A demanda de processamento em um
intervalo [t1, t2] é a quantidade tempo de processador g(t1, t2) necessário para
executar as instâncias ativas em [t1, t2] e também que devem ser completadas
neste intervalo. Dentro destas condições, o sistema é viável se, e somente se,
a demanda de processamento for menor que o tempo disponível, conforme a
equação 4.6.
∀t1, t2 g(t1, t2)≤ (t2− t1) (4.6)
O trabalho de Baruah et tal mostrou que um conjunto de tarefas pe-
riódicas com deadline menor que o período e simultaneamente ativadas é
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escalonável por EDF se e somente se U < 1 e a inequação da equação 4.7 for
verdadeira dentro de um intervalo de tempo X .
∀X > 0,
n
∑
i=1
⌊
X +Ti−Di
Ti
⌋
Ci ≤ X (4.7)
Apesar do EDF ter um limite de escalonabilidade de pior caso mais
elevado que as técnicas de prioridade fixa, a flexibilização do modelo de tare-
fas e incorporação de tempos de bloqueio é mais problemática. Além disso,
os sistemas de prioridade fixa são mais deterministas no ponto de vista de pre-
empção das tarefas. Outro ponto negativo do EDF está no fato de que se uma
tarefa perde o deadline todo o sistema é afetado (se não houver mecanismos
de proteção específicos), diferentemente do esquema de prioridade fixa, onde
somente as tarefas de prioridade mais baixa que a tarefa problemática sofrem
com o tempo de resposta estendido.
4.1.3 Escalonamento para multiprocessadores
Devido aos problemas de consumo energético e dissipação de calor, os
fabricantes de processadores investiram a capacidade de miniaturização em
processadores com vários núcleos ao invés do aumento da frequência (DA-
VIS; BURNS, 2009b). Dado que certas aplicações de tempo real possuem
alta demanda de processamento, a utilização destes processadores é quase
certa. Além disso a utilização de processadores com vários núcleos pode, por
exemplo, reduzir a quantidade de unidades eletrônicas de controle em aplica-
ções aviônicas e automotivas.
A teoria de escalonamento de tempo real para sistemas monoprocessa-
dos é razoavelmente madura havendo vários livros publicados como Buttazzo
(2005), Farines et al. (2000) e Liu (2000). No caso de sistemas multiproces-
sados, poucos dos resultados da teoria de escalonamento monoprocessado
são generalizados para multiprocessadores. Conforme apontado por Davis e
Burns (2009b), o simples fato de uma tarefa utilizar somente um processador
enquanto há vários disponíveis no mesmo instante complica enormemente o
escalonamento.
Os sistemas multiprocessados geralmente são classificados em hete-
rogêneos, homogêneos ou uniformes. Nos heterogêneos, os processadores
são diferentes e as tarefas não podem ser atribuídas a qualquer processador.
Quando os processadores são idênticos bem como a taxa de execução das ta-
refas é a mesma em todos os núcleos, o sistema é considerado homogêneo.
Os uniformes são sistemas onde a taxa de execução das tarefas depende da
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velocidade do processador: um processador com velocidade 2 executa com o
dobro de velocidade do que um de velocidade 1.
As mesmas definições do modelo de tarefas dos sistemas monoproces-
sados também são utilizadas em multiprocessadores contemplando tarefas pe-
riódicas, esporádicas e aperiódicas. Os deadline são classificados igualmente
em implícitos, limitados e arbitrários. Há também as mesmas classificações
sobre preempção: sistema preemptivo, não preemptivo ou cooperativo.
No escalonamento para multiprocessadores, os processadores não fi-
cam ociosos quando há tarefas prontas para execução, formando a proprie-
dade conhecida como work-conserving.
Conforme Davis e Burns (2009b), o escalonamento para multiproces-
sador tenta resolver dois problemas: alocação e prioridade. A alocação define
em qual processador a tarefa deve executar e a prioridade define quando e em
que ordem as tarefas devem executar. No caso da alocação, pode-se conside-
rar:
• sem migração: cada tarefa é alocada a um processador;
• migração por tarefa (task-level): tarefas podem executar em diferentes
processadores, mas suas instâncias não migram durante a execução;
• migração por instâncias (job-level): instâncias podem migrar, mas sem
execução paralela.
Os algoritmos sem migração são conhecidos como particionados en-
quanto os com migração são conhecidos como globais (migração por instân-
cias). A classificação quanto as prioridades é idêntica ao sistema monopro-
cessado:
• prioridade fixa de tarefas: prioridade atribuída a uma tarefa é igual para
todas as suas instâncias;
• prioridade fixa por instância (dinâmica em relação à tarefa): as instân-
cias de uma tarefa podem ter prioridades diferentes, mas cada uma tem
uma prioridade estática (algoritmo EDF – Earliest Deadline First);
• prioridade totalmente dinâmica: uma instância pode ter prioridade di-
ferente em tempos diferentes (algoritmo LLF – Least Laxity First).
A combinação dos parâmetros de alocação e prioridade forma uma
ampla gama de classes de algoritmos conforme a tabela 5. A classe (3,3) é a
mais geral mas que incorpora mais overheads enquanto a classe (1,1), o pro-
blema é reduzido ao escalonamento para um processador possuindo menos
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overheads de migração e chaveamentos de contexto. A principal desvanta-
gem dos algoritmos particionados é o particionamento que entra na classe de
algoritmos de bin-packing sendo estes NP-difícil (DAVIS; BURNS, 2009b).
XXXXXXXXmigração
prioridade 1: estática 2: dinâm. por
instância
3: total.
dinâmica
1: particionado (1,1) (1,2) (1,3)
2: por tarefa (2,1) (2,2) (2,3)
3: total (3,1) (3,2) (3,3)
Tabela 5: Classificação dos algoritmos de escalonamento (CARPENTER et
al., 2004).
Conforme apresentado por Davis e Burns (2009b) estas classes geral-
mente são comparadas pelas seguintes métricas considerando apenas a esca-
lonabilidade:
• limites de utilização (Utilizations Bounds): o pior caso de limite de uti-
lização (UA) de um algoritmo “A” é definido como a mínima utilização
de qualquer conjunto de tarefas com deadlines implícitos (Di = Ti) que
é apenas escalonável por tal algoritmo;
• taxa de aproximação (Approximation Ratio): comparação do desempe-
nho de um algoritmo “A” com um ótimo (relação de qualquer métrica
de desempenho de “A” pelo desempenho do ótimo);
• acréscimo de recursos (Resource Augmentation): método alternativo
de comparação de um algoritmo “A” com um ótimo. Esta métrica ao
invés de considerar o aumento de processadores, considera o aumento
de velocidade dos processadores que seria necessário (aumento linear);
• medições empíricas: porcentagem de conjuntos de tarefas que são esca-
lonáveis como os trabalhos de (BRANDENBURG et al., 2008), (CA-
LANDRINO et al., 2006) e (BASTONI, 2010). Em comparações empí-
ricas é importante utilizar um algoritmo de geração de tarefas imparcial
(unbiased).
Nas investigações empíricas há geração de conjuntos de tarefas alea-
tórias que são classificados em escalonáveis e não escalonáveis. Neste tipo
de estudo, parâmetros como o número de tarefas, número de processadores,
utilização, períodos, distribuição dos deadlines e das utilizações são variados
para medir o desempenho dos algoritmos e dos testes em diferentes cenários.
Procura-se relacionar o desempenho teórico em contextos práticos quando
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ocorre custos relacionados a decisões de escalonamento, mudanças de con-
texto e migrações.
4.1.3.1 Resultados fundamentais independentes de algoritmos
Em termos de algoritmos ótimos, em 1974 Horn elaborou um algo-
ritmo (O(n3)) que é capaz de determinar uma escala ótima para qualquer
conjunto arbitrário de n tarefas com instâncias com tempos de chegada e exe-
cução conhecidos a priori. Em 2007 Fisher mostra que não há algoritmo
online ótimo para conjuntos de tarefas esporádicas com deadlines arbitrários.
Algoritmos ótimos são conhecidos para tarefas periódicas com deadlines im-
plícitos.
Nem todas as classes de algoritmos formadas pela combinação dos pa-
râmetros de alocação e prioridade são comparáveis. O escalonamento global
com prioridade totalmente dinâmica domina todas as outras classes. As três
classes com prioridade fixa (particionada, migração por tarefa e migração por
instâncias) são incomparáveis. As três classes particionadas (com prioridade
fixa por tarefa, por instâncias ou prioridade totalmente dinâmica) também são
incomparáveis com respeito as classes com migração de tarefas (CARPEN-
TER et al., 2004). Diferentemente do escalonamento monoprocessado onde
existem algoritmos ótimos para tarefas periódicas e esporádicas com priori-
dade fixa (instâncias ou tarefas), nos multiprocessadores a prioridade total-
mente dinâmica é essencial para um algoritmo ser ótimo (DAVIS; BURNS,
2009b). No caso do escalonamento global (com migração, preempção e com
prioridade totalmente dinâmica) o limite de utilização dos processadores é
m, onde m é o número de processadores. Todas as outras classes são limi-
tadas, no pior caso, pelo limite de utilização da equação 4.8. Isto significa,
que considerando apenas o escalonamento, todas as classes de algoritmos da
tabela 5, com exceção do global, possuem utilização máxima de 50% dos
processadores.
U =
m+1
2
(4.8)
Davis e Burns (2009b) também apresentam o conceito de previsibili-
dade (predictability): um algoritmo é previsível se o tempo de resposta das
tarefas não aumenta com a diminuição do tempo de execução, mantendo-se
todos os outros parâmetros constantes. É provado que os algoritmos com pri-
oridade fixa por tarefa e por instâncias são previsíveis enquanto os dinâmicos
é necessário considerar e provar a previsibilidade para serem considerados
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úteis (DAVIS; BURNS, 2009b) . A previsibilidade é importante por que os li-
mites de utilização e tempos de resposta calculados consideram sempre o pior
tempo de execução o que pode não acontecer durante a execução do sistema.
A sustentabilidade de um algoritmo com respeito à um modelo de ta-
refas acontece se, e somente se, dado um conjunto compatível com o modelo
implica na escalonabilidade do mesmo conjunto quando este é modificado
por: diminuição do tempo de execução, aumento do períodos de chegada ou
aumento dos deadlines (DAVIS; BURNS, 2009b). A sustentabilidade está
ligada no fato de que, se houver melhora das condições de escalonabilidade
(diminuição da utilização, etc), o conjunto de tarefas continua escalonável
pelo mesmo algoritmo e é importante no escalonamento multiprocessado de-
vido a presença de anomalias.
Uma anomalia acontece quando uma modificação nos parâmetros do
conjunto de tarefas causa um efeito contra intuitivo. Por exemplo, diminuição
da utilização das tarefas individualmente reduz a utilização global do sistema.
Anomalias são presentes nos algoritmos de alocação de tarefas no esquema
particionado devido a alocação. Quando um parâmetro (tempo de execução
ou período) varia, pode gerar outra alocação que pode tornar o conjunto não
escalonável. O escalonamento global também está sujeito a anomalias (DA-
VIS; BURNS, 2009b).
Quanto ao instante crítico, no escalonamento global com prioridade
fixa, uma tarefa não necessariamente tem o seu pior tempo de resposta quando
todas as tarefas chegam ao mesmo momento. Em sistemas multiprocessados,
o tempo de resposta é pior para uma tarefa de menor prioridade quando ela
executa e nenhuma ou apenas algumas tarefas de alta prioridade executam
em outros processadores, mas quando as outras tarefas de prioridade mais
alta ficam prontas, todas elas monopolizam os processadores e a execução da
tarefa em questão é postergada. O instante crítico do escalonamento global e
do particionado é diferente. No esquema particionado, todas as tarefas pron-
tas de maneira síncrona continua sendo o instante crítico. O instante crítico
é um problema na análise de escalonamento global com prioridade fixa por
instância pois não foram identificados conjuntos de chegada de pior caso para
o escalonamento global de tarefas esporádicas (DAVIS; BURNS, 2009b).
4.1.3.2 Escalonamento particionado
O escalonamento particionado tem algumas vantagens em relação ao
global. Uma delas está no fato de, se uma tarefa excede o seu tempo de
computação, somente as tarefas de um processador são afetadas. Não há pe-
nalidade relacionada com a migração de tarefas devido a faltas adicionais de
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cache, nem de protocolos de coerências e não há interferências inter-cache
das tarefas. Além destas, o esquema particionado utiliza uma fila de tare-
fas para cada processador, diferentemente do global que incorpora overheads
consideráveis de manipulação de filas em sistemas grandes.
Conforme apontado por Davis e Burns (2009b), na prática a vantagem
principal de se utilizar o escalonamento particionado está no fato que depois
de alocadas as tarefas aos processadores, todas as técnicas e análises do esca-
lonamento para um processador podem ser utilizadas. Os algoritmos ótimos
como Rate monotonic, Deadline Monotonic e EDF têm grande influência nas
pesquisas dos esquemas particionados.
A principal desvantagem da abordagem particionada está na aloca-
ção das tarefas devido ao problema ser análogo ao bin-packing, ou seja, NP-
difícil. Para o particionamento geralmente se utiliza heurísticas polinomi-
ais como First-Fit, Next-Fit, Best-Fit, Worst-Fit e ordenação de tarefas por
utilização decremental (Decreasing Utilization). No trabalho de (DAVIS;
BURNS, 2009b) são apresentadas as comparações das técnicas de particio-
namento nos vários algoritmos para um processador em termos taxa de apro-
ximação e limites de utilização. Lembrando que qualquer algoritmo que não
seja global (classe (3,3)) dentro daqueles apresentados na tabela 5, a utiliza-
ção máxima no pior caso é dada por m+12 , com m igual ao número de proces-
sadores.
4.1.3.3 Escalonamento global
Em relação ao particionado, o escalonamento global tem algumas van-
tagens. Conforme Davis e Burns (2009b), há menos mudanças de contexto
pois só há preempção quando não há processador ocioso e a capacidade so-
bressalente em algum processador pode ser utilizada por outras tarefas. Se
ocorrer tempo de execução maior do que o previsto, a probabilidade de uma
falta geral do sistema é menor. Geralmente o escalonamento global é mais
apropriado para sistemas abertos, onde não há necessidade de rodar algorit-
mos de alocação ou balanceamento de carga quando o conjunto de tarefas
muda.
No trabalho de (DAVIS; BURNS, 2009b) são apresentados uma ampla
gama de algoritmos de escalonamento global bem como comparações entre
eles. Nos trabalhos de Brandenburg et al. (2008), Calandrino et al. (2006) e
Bastoni (2010) são apresentadas investigações empíricas dos algoritmos glo-
bais e penalidade associadas a migração e memória cache.
Uma das grandes questões em aberto é que a análise de escalonabili-
dade considera apenas limites de utilização e propriedades dos algoritmos e
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é ignorado completamente os overheads de manipulação de filas, migração
e memória cache. Como é apresentado nos capítulos 3 e 4 sobre o cálculo
do tempo de computação das tarefas, este cálculo considera apenas execu-
ção sem preempção e ignora completamente interferências entre tarefas, bem
como migração entre núcleos. Estes efeitos podem ter custos temporais pe-
quenos, mas se não forem incorporados à análise, a segurança dos sistemas
críticos não é garantida.
4.1.3.4 Escalonamento híbrido
No escalonamento global há o problema das penalidades extras asso-
ciadas à migração, memória cache e manipulação de filas. O escalonamento
particionado, apesar de ter inúmeras vantagens sofre com o limite de utiliza-
ção de 50% e com a alocação das tarefas. O escalonamento híbrido ou semi-
particionado tenta compensar estas duas limitações permitindo que algumas
tarefas migrem, aumentando os limites de escalonabilidade.
Dificuldades e abordagens sobre o escalonamento semiparticionado
podem ser encontrados nos trabalhos de Bastoni et al. (2011) e Kato e Yama-
saki (2009). Normalmente o foco dos trabalhos sobre escalonamento partici-
onado é identificar quando, como e quais tarefas vão migrar.
4.1.4 Escalonamento cooperativo (pontos fixos de preempção) para um
processador
Conforme apresentado na seções anteriores, as teorias de escalona-
mento para um processador e para multiprocessadores geralmente ignoram
completamente as penalidades intrínsecas do escalonador, mudanças de con-
textos e como calcular o tempo de execução das tarefas. Obviamente que
quando estes custos são ignorados, o modelo preemptivo é mais eficiente em
termos de utilização e permite melhor escalonabilidade.
No capítulo 2 são apresentadas as características dos processadores
modernos bem como o esclarecimento que tais processadores são dimensio-
nados para alto desempenho de caso médio, mas determinismo não é consi-
derado. Devido a essa característica a migração e preempção descontrolada
torna a análise com garantia extremamente pessimista ou até mesmo inviável
na prática.
Por outro lado, um modelo não preemptivo é muito restrito para al-
gumas aplicações dificultando a escalonabilidade das tarefas. Para contornar
estas dificuldades, uma das propostas da literatura é evitar preempções ar-
86
bitrárias e limitar o comprimento das regiões não preemptáveis com pontos
fixos de preempção. De acordo com este modelo, cada tarefa é divida em re-
giões não preemtáveis inserindo pontos predefinidos de preempção no código
da tarefa. Quando uma tarefa de alta prioridade fica pronta entre os pontos
não preemptáveis, a preempção é adiada até o próximo ponto.
O escalonamento de prioridade fixa com pontos fixos de preempção
foi proposto por Burns (1994), que aplicou o teste de tempo de resposta
(equação 4.3) para verificar a escalonabilidade. Este trabalho inicial consi-
derou sistema com um processador, tarefas com prioridade fixa e deadlines
limitados, mas não foi considerado como calcular o tempo máximo destas
regiões. O trabalho recente de Yao et al. (2009) trata deste problema e apre-
senta um método para o escalonamento com prioridade fixa que calcula o
tempo máximo das regiões não preemptáveis das tarefas sem afetar o esca-
lonamento com relação ao modelo totalmente preemptivo. No trabalho de
Bril et al. (2007) foi identificado uma situação em que, dada a execução da
última porção não preemptável da tarefa τi, esta pode postergar a execução
das outras tarefas de mais alta prioridade que podem afetar o tempo de res-
posta da próxima instância de τi. Nestas condições τi afeta seu próprio tempo
de resposta e este efeito é conhecido como self-pushing phenomenon. Este
fenômeno não é considerado no teste de tempo de resposta, onde se considera
apenas o tempo de resposta de uma instância por tarefa. Bril et al. (2007)
identificou o problema bem como propôs um teste de escalonabilidade que
lida com este fenômeno.
Contudo, conforme o trabalho de Yao et al. (2010), se o modelo de
tarefas contemplar deadlines limitados (Di ≤ Ti) e o conjunto de tarefas for
escalonável pelo modelo preemptivo com prioridade fixa monoprocessado,
o teste de escalonabilidade para escalonamento cooperativo pode-se limitar
à primeira instância de cada tarefa. Assim, Yao et al. (2010) prova formal-
mente estas considerações e apresenta um algoritmo para o teste de escalo-
nabilidade. Em termos gerais é provado que o self-pushing phenomenon não
acontece quando os deadlines são limitados e o conjunto de tarefas é viável
no regime preemptivo sob o sistema de prioridade fixa monoprocessado.
4.1.5 Escalonamento não preemptivo para um processador
O escalonamento não preemptivo recebeu menos atenção do que os
preemptivos por ter menos sucesso na escalonabilidade dos sistemas. Con-
tudo, para sistemas com limitações severas de recursos, o escalonamento pre-
emptivo pode não ser viável. Uma alternativa não preemptiva é justificada
por (SHORT, 2010):
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• o escalonamento não preemptivo é mais fácil de implementar e possui
menor custo de execução;
• o escalonamento não preemptivo garante naturalmente acesso exclu-
sivo à recursos compartilhados;
• sistemas preemptivos necessitam pilhas individuais para as tarefas en-
quanto os não preemptivos podem compartilhar uma única pilha eco-
nomizando memória;
• os valores do tempo de computação (WCET) podem ser utilizados di-
retamente na análise de escalonabilidade do sistema.
Apesar destas vantagens, o escalonamento não preemptivo incorpora
alguns problemas como tempos de resposta geralmente maiores. Há um blo-
queio inerente das tarefas pela inversão de prioridade (tarefa de prioridade
mais baixa bloqueia de mais alta) e o problema torna-se NP-completo devido
a característica combinatória.
O equacionamento para o teste de viabilidade com algoritmos de pri-
oridade fixa não preemptivos podem ser consultado em George et al. (1996).
Para este caso, os conjuntos de tarefas escalonáveis são muito restritivos e
portanto, neste trabalho será apenas considerado o de prioridade dinâmica
EDFnp – Earliest Deadline First não preemptivo. No EDFnp as tarefas com
deadline mais próximas são escolhidas para execução, mas somente quando
a instância atualmente em execução terminar sua execução.
A viabilidade do conjunto de tarefas sob o regime não preemptivo
com deadlines implícitos (Di = Ti) é verificada pelas condições impostas pe-
las equações 4.9 e 4.10 propostas por Jeffay et al. (1991). Neste teste, seja
Tnp = {τ1,τ2, ...,τn} um conjunto de tarefas esporádicas em ordem não de-
crescente em relação ao período (para um par τi e τ j, se i < j então Ti ≥ Tj).
Se as condições das equações 4.9 e 4.10 forem verdadeiras, Tnp é escaloná-
vel. Detalhes sobre a utilização prática das equações 4.9 e 4.10 podem ser
consultados em (JEFFAY et al., 1991)
U =
n
∑
i=1
Ci
Ti
≤ 1 (4.9)
∀i,1 < i≤ n;∀t,T1 < t < Ti
t ≥Ci+
i−1
∑
j=1
⌊
t−1
Tj
⌋
C j (4.10)
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Para o caso de deadlines limitados (Di ≤ Ti), a viabilidade do conjunto
de tarefas sob o regime não preemptivo é verificada pelas condições impostas
pela equação 4.11 propostas por George et al. (1996). Neste teste, seja Tnp =
{τ1,τ2, ...,τn} um conjunto de tarefas esporádicas com U ≤ 1 é escalonável
por EDFnp se e somente se:
∀t, t ≥ h(t)+maxDi>t{Ci−1} (4.11)
Com maxDi>t{Ci−1}= 0 se @t : Di > t e h(t) é a demanda de proces-
sador no tempo t definida pela equação 4.12.
h(t) = ∑
Di≤t
(
1+
⌊
t−Di
Ti
⌋)
Ci (4.12)
4.2 CONSIDERAÇÕES SOBRE WCET E ARQUITETURA DE PROCES-
SADORES
Conforme Cullmann et al. (2010), a experiência com o uso de análise
temporal estática para sistemas críticos automotivos e aviônicos tem se mos-
trado positiva ao longo do tempo. Contudo, tanto a precisão dos resultados e
a eficiência dos métodos de análise são altamente dependentes da previsibi-
lidade da plataforma na qual o sistema será executado. O tipo de arquitetura
determina se a análise estática é possível na prática e também se os resultados
mais precisos são precisos suficientemente.
A arquitetura dos processadores geralmente é projetada para melhorar
o caso médio de execução e a previsibilidade destas características não é um
elemento considerado. Normalmente projeta-se o processador para “fazer
o caso comum rápido e o não comum correto” (SCHOEBERL, 2009b). O
problema já é difícil para sistemas monoprocessados e o nível de severidade
do problema aumentou ainda mais na utilização de multiprocessadores em
sistemas críticos com garantia.
Em relação à microarquitetura, o analisador estático deve contar com
um modelo abstrato do hardware considerando elementos como por exem-
plo o pipeline e caches. Em uma arquitetura com pipeline as instruções de-
vem ser consideradas coletivamente para obtenção do tempo de execução.
Quando mais partes do pipeline influenciam no tempo de execução das instru-
ções, mais o modelo abstrato deve implementar o hardware concreto. Quanto
maior o tamanho dos buffers (filas de pré busca por exemplo) ainda há influên-
cia de eventos passados no tempo de execução da instrução corrente, ou seja,
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o tempo de execução é dependente do histórico de execução. Um longo his-
tórico de execução leva a uma explosão de estados para o cálculo do WCET
e geralmente ocorrem simplificações que levam a estimativas conservadoras.
Os estados abstratos do modelo podem não ter informação do estado
de alguns dos elementos do processador devido a alguma simplificação. As
transições no pipeline podem depender destas informações faltantes causando
com que o pipeline do modelo seja não determinista ao contrário do pipeline
real que é determinista. Nessas situações pode-se considerar que o caminho
de maior tempo deve ser tomado, contudo, dado a presença de anomalias tem-
porais esta consideração não é segura e todos os possíveis estados sucessores
devem ser analisados pela ferramenta de WCET.
Uma anomalia temporal, no contexto de WCET, é uma situação onde
o pior caso local não contribui para o pior caso global (CULLMANN et al.,
2010). Como por exemplo, uma falta da cache local pode resultar em um
tempo de execução global menor como ilustrado na figura 14. Neste exemplo,
na linha de execução “acerto” há um acerto na cache para instrução “A”. A
próxima instrução depende da avaliação de uma condição de salto (branch)
que ainda não é determinada no final da execução de “A” e por isso, a busca
da instrução “B” é iniciada ocasionando uma falta na cache. No tempo de
busca à memória a condição de salto é resolvida e percebe-se que “C” é o
fluxo correto de execução. Considerando agora a linha de execução “falta”,
há uma falta na cache na execução de “A” que permite que a condição de salto
seja resolvida antes do término de “A” e portanto “C” é executado. Neste
contexto, o tempo de execução do conjunto de instruções “A” e “C” é menor
quando ocorre uma falta na cache do que se houvesse um acerto, o que é
contra intuitivo.
A
A
B (falta na cache)acerto
falta
C
resolução da condição de salto
C
Figura 14: Exemplo de anomalia temporal.
Além das anomalias temporais há sistemas que apresentam um efeito
conhecido como efeito dominó. Conforme (CULLMANN et al., 2010), um
sistema exibe efeito dominó se há dois estados de hardware s e t nos quais
a diferença do tempo de execução (sobre o mesmo ponto do programa pas-
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sando pelos estados s e t) pode ser arbitrariamente alto, ou seja, o tempo dos
diferentes estados não é limitado por uma constante. Por exemplo, dado um
laço do programa, as execuções nunca convergem para o mesmo estado de
hardware e a diferença nos tempos de execução aumenta a cada iteração. Se
não há presença deste efeito, há formação de invariantes nos blocos básicos
do laço: se este repete 50 vezes e o pior tempo de execução do corpo é b e
as outras iterações executam 2 vezes mais rápido, pode-se aproximar o tempo
de execução global do laço como 49×0.5×b. Assim, quando há efeito do-
minó, não é possível descartar estados durante a análise limitando-os por uma
constante e todos os estados e iterações devem ser considerados para obter-
se o pior caso. O efeito dominó aparece em sistemas concretos como por
exemplo no pipeline do processador PowerPc 755 e políticas de despejo de
cache como Pseudo Least Recent Used (PLRU) (CULLMANN et al., 2010),
Firs-in-First-out (FIFO) e Pseudo Round-Robin (HECKMANN et al., 2003).
Conforme a presença das anomalias temporais e o efeito dominó as
arquiteturas podem ser classificadas em:
• arquitetura temporalmente composicional (fully timing compositional
arquitecture): O modelo abstrato da arquitetura não apresenta anoma-
lias temporais e a análise pode seguramente considerar somente os ca-
minhos de pior caso. Quando há um problema no fluxo de execução, to-
dos os elementos do pipeline são parados até que se resolva o problema.
Desta forma as diferentes análises (cache, barramento, etc) podem ser
realizadas separadamente e simplesmente os tempos de penalidade po-
dem ser somados ao pior caso de execução. Um exemplo dessa classe
são os processadores baseados no núcleo ARM7.
• arquitetura composicional com efeitos limitados (compositional arqui-
tecture with constant-bounded effects): exibem anomalias temporais
mas não há efeito dominó. Geralmente a análise deve considerar todos
os caminhos, mas para haver um compromisso entre precisão e eficiên-
cia, é possível descartar caminhos de melhor caso locais adicionando
número constante de ciclos. O processador Infineon TriCore é assu-
mido como pertencente à essa classe mas não é formalmente provado
(CULLMANN et al., 2010).
• arquitetura não composicional: essa arquitetura apresenta efeito do-
minó e anomalias temporais como por exemplo o processador PowerPC
755. Nesse tipo de sistema o analisador deve considerar todos os cami-
nhos locais pois um efeito local pode influenciar o tempo de execução
futuro arbitrariamente.
Em geral, pipelines simples são fáceis de modelar na análise de WCET.
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Se não há formação de flutuações, a latência de execução é igual ao compri-
mento do pipeline e a execução efetiva das instruções é de apenas um ciclo.
Contudo, a formação de flutuações é natural sendo induzida pelas dependên-
cias de dados e controle entre as instruções. Os pipelines complexos com
dependências podem fazer com que instruções antigas (com tempo maior que
o comprimento do próprio pipeline) influenciem na execução da instrução
atual. Conforme visto no capítulo 3, esse tipo de pipeline é analisado com
interpretação abstrata e o tempo de análise pode tornar-se impraticável. Em
Schoeberl (2009b) é citado que são necessários cerca de 1000 estados por
instrução para modelar o processador PowerPC 755. Este processador foi
introduzido em 1998, e portanto, para os processadores mais modernos a si-
tuação pode ser ainda mais crítica.
A busca de instruções (fetch) é normalmente desacoplada da memória
pela unidade de pré-busca (prefetch). Esta unidade carrega a fila de instruções
independente do pipeline principal. A pré-busca é ainda mais importante
para arquitetura com comprimento variável de instruções (como x86), onde
o estado de carga da fila depende do histórico do fluxo de instruções. O
possível comprimento do histórico pode ser não limitado e neste caso assume-
se um tamanho máximo e considera-se a fila vazia em tal ponto de corte. Em
termos de complexidade, em Schoeberl (2009b) é citado que até para modelo
de um processador Intel 80188 com fila de tamanho de 4 bytes teve de ser
simplificado para lidar com a complexidade resultante das interações entre a
execução e pré-carga de instruções.
As unidades de previsão de salto do fluxo de controle (branch predic-
tors) são extremamente importantes para manter o fluxo contínuo de instru-
ções em pipelines longos. Um erro da previsão acarreta em uma penalidade
relacionada diretamente com o comprimento do pipeline. As unidades previ-
soras modernas baseiam-se no histórico dos caminhos anteriores que acarreta
em uma explosão de estados na análise estática. O problema dos previsores é
que a partir do momento que um único índice da tabela do histórico é desco-
nhecido, toda a informação de previsor é perdida na análise daquele ponto de
execução. Além disso, os previsores avançados de dois níveis (como Pentium
III e Pentium 4) ainda contam com anomalias temporais, onde a diminuição
do número de iterações de um laço pode aumentar o tempo de execução. Os
previsores também interferem nos conteúdos da cache. Quando o analisador
não pode antecipar o valor do previsor, ambas as direções devem ser conside-
ras na análise da cache.
O aumento do nível de paralelismo das instruções (ILP – Instruction
Level Paralelism) é uma característica que gera maior desempenho. Esta ca-
racterística pode ser realizada estaticamente pelos processadores VLIW (Very
Long Instruction Word), arquitetura Itanium por exemplo, ou por técnicas que
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formam os processadores super escalares. Para os processadores VLIW o es-
calonamento das instruções é construído pelo compilador sendo uma vanta-
gem para o analisador WCET que necessita desta informação. Porém, para
cada geração de processador VLIW é necessário um novo compilador e no-
vas otimizações. Nos super escalares, o nível de paralelismo das instruções
é aumentado por combinação de várias unidades de execução paralela com
execução fora de ordem (para o Pentium 4, pode haver 128 instruções em
execução no pipeline). A análise estática de um programa com um modelo
preciso do processador superescalar pode ser impossível na prática devido a
explosão de estados decorrentes da complexidade do pipeline.
O paralelismo por instrução geralmente é limitado a duas instruções
por ciclo. Assim, alguns processadores implementam o paralelismo por th-
read (TLP – Thread Level Paralelism) formando, por exemplo, a tecnologia
HyperThreading. O problema do paralelismo por thread para sistemas de
tempo real está no fato que o tempo de execução de uma thread depende
do estado de outra. Estas interações estão ligadas principalmente à cache e
memória compartilhada. No pior caso, toda a melhoria de desempenho dos
sistemas HyperThreading deve ser ignorada e o tempo de execução das tare-
fas é considerado como execuções seriais. Como as threads compartilham a
cache de nível primário, uma thread invalida o estado abstrato da cache de
outra. Se combinado o ILP e o TLP forma-se o sistema SMT – Simultaneous
Multithreading. Esta técnica permite que várias threads estejam ativas nos
mesmos estágios de pipeline. A modelagem das diferentes threads em um
sistema SMT é considerado um problema intratável por Schoeberl (2009b).
No caso das análises de cache de um único nível, o analisador tenta
classificar os acessos à memória entre acertos e faltas. Para os acessos que
não podem ser classificados ambas as possibilidades devem ser consideradas
se a arquitetura não é temporalmente composicional. Além disso, tanto a pre-
cisão e a eficiência da análise dependem fortemente da política de despejo. A
política LRU (Last Recently Used possui melhor previsibilidade enquanto as
abordagens FIFO (First-In-First-Out) e Pseudo-LRU atingem limites WCET
menos precisos devido a menor quantidade de referências que podem ser pre-
cisamente classificadas (CULLMANN et al., 2010). Em termos de eficiência,
quanto menor a precisão da classificação, maior a quantidade de estados e
caminhos que devem ser analisados para se determinar qual o pior tempo de
execução.
No caso de processadores com vários núcleos (CMP – Chip Multi-
processors), um dos problemas de aplicações de tempo real está relacionado
com as interações das memórias cache nível 2, nível 3 e a principal que são
compartilhadas. O modelo de memória compartilhada promove um modelo
de programação simples com o custo de tempo acesso aos dados imprevisí-
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vel. A cache nível 2 é praticamente não analisável devido as interferências
inter-threads. Os protocolos de coerência permitem uma visão coerente e
consistente da memória para todos os núcleos. Contudo, estes protocolos
trocam informações entre os núcleos a cada acesso à memória e introduzem
variabilidade no tempo de acesso à cache mesmo em um acerto (cache hit).
Além das interações das caches compartilhadas, um dos grandes de-
safios para a análise estática de sistemas CMP é causada pela interferência
na utilização de recursos compartilhados. Os recursos são compartilhados
por razões relacionadas com custo, energia e comunicação. Quando um re-
curso de hardware é compartilhado por diversos núcleos, o acesso pode ser
interlaçado por uma infinidade de maneiras, em particular se os utilizadores
não são sincronizados. Estas diferentes sequências de acesso resultam em
diferentes estados no recurso. Enquanto acessos interlaçados já podem in-
corporar diferentes tempos de execução, o estado resultante do recurso ainda
pode aumentar a diferença dos tempos de execução nos comportamentos fu-
turos. Assim, os autores de (CULLMANN et al., 2010) citam dois tipos de
interferências relacionadas à recursos compartilhados:
• interferências inerentes: é o comportamento que pode ser observado na
execução do sistema. Estas interferências aumentam o tempo de execu-
ção das tarefas e então, consequentemente, os limites para a estimação
do WCET.
• interferências virtuais: são introduzidas pela abstração do sistema de-
vido à falta de alguma informação. Esta interferência pode nunca acon-
tecer no sistema real, mas a análise não pode provar. Por exemplo, se a
análise da tarefa τ abstrai completamente a execução de outras tarefas,
ela deve assumir uma interferência de uma outra tarefa τ ′ toda a vez
que acessar um recurso. Esta falta de informação é causada pela abs-
tração total do conjunto de tarefas e o escalonamento do sistema, que
pode restringir o que realmente ocorre.
4.3 CACHE NA ANÁLISE DE ESCALONABILIDADE
A analisabilidade dos sistemas descritos até então considera apenas
tarefas executadas sem interrupção, ou seja, a ferramenta de WCET não con-
sidera preempção na análise. Contudo, há conjuntos de tarefas, principal-
mente aqueles que possuem tarefas de alta prioridade e deadlines curtos, que
são somente escalonáveis por regime preemptivo. Nos hardwares modernos
a preempção não é livre de efeitos colaterais e as interferências relacionadas
com a memória cache são um grande problema que não é resolvido pela fer-
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ramenta WCET. Até mesmo as interrupções de hardware podem ser vistas
como tarefas preemptivas e, como foi descrito no capítulo 3, também não são
consideradas pelo analisador WCET.
Quando incorporado no teste de escalonabilidade, os efeitos da cache
levam em consideração o comportamento inter-tarefas (extrínseco) da cache.
O comportamento intrínseco da cache é considerado como resolvido pela fer-
ramenta de WCET.
Conforme citado por (CULLMANN et al., 2010), a interferência da
cache pode ser resolvida basicamente por três métodos:
1. evita-se a interferência com particionamento de cache: para cada tarefa
é atribuída uma parte da cache onde não há interferência já pelas pre-
missa do projeto conforme (BUI et al., 2008), (KIRK, 1988), (WOLFE,
1994) e (MUELLER, 1995). O analisador estático pode ser utilizado
diretamente como se o sistema fosse não preemptivo, considerando as
partições da cache diretamente na análise.
2. incorporar a interferência da cache durante a análise WCET: tipica-
mente essas abordagens consideram os piores pontos e números de pre-
empções para a garantia de segurança. Se a quantidade de código ou
dados é maior que a cache e há algum reúso de memória, a análise faz
uma grande sobrestimação do WCET da tarefa.
3. análise dos custos da interferência da cache separadamente: um limite
superior do atraso da preempção é derivado com utilização de análises
estáticas e de fluxo de dados. É computado um limite superior das faltas
de cache e assume-se uma penalidade constante das faltas. Esta análise
é válida se for limitada a arquiteturas temporalmente composicionais.
Com esta limitação, esta análise não é diretamente aplicada a sistemas
com efeito dominó (cache com políticas P-LRU ou FIFO). Durante a
execução uma tarefa preemptada pode modificar os estados da cache e
produzir o efeito dominó.
Quando um sistema é preemptivo, além da problemática de estabele-
cer valores para o WCET das tarefas, é necessário verificar a viabilidade do
sistema em relação ao tempo máximo de resposta permitido para cada tarefa
(deadline). Esta verificação é tipicamente realizada por testes de escalonabi-
lidade. Conforme (FARINES et al., 2000), o objetivo do teste é verificar se
existe uma escala realizável para dado conjunto de tarefas e os testes variam
conforme o modelo de tarefas e políticas adotadas. O modelo de tarefas e as
políticas definem um problema de escalonabilidade.
Assim como os testes, as abordagens para incorporação dos efeitos da
cache também dependem do modelo de tarefas e das políticas de escalona-
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mento. Em sistemas monoprocessados, considerando políticas que utilizam
prioridade, há sistemas que possuem atribuição de prioridade fixa e priori-
dade dinâmica. Nas de prioridade fixa geralmente utilizam-se algoritmos de
escalonamento como o Rate-Monotonic ou Deadline-Monotonic (LIU, 2000)
e prioridade das tarefas não varia durante a execução do sistema. Na prio-
ridade dinâmica, as prioridades das tarefas variam durante a execução como
por exemplo no algoritmo EDF – Earliest Deadline First. Os detalhes sobre
os algoritmos de escalonamento citados podem ser consultados em (FARI-
NES et al., 2000) ou (LIU, 2000) e o modelo de tarefas bem como a política
deste trabalho serão formalizados no capítulo 5. A incorporação dos efeitos
cache em sistemas com prioridade dinâmica pode ser consultada no trabalho
de Ju et al. (2007).
As técnicas que serão descritas consideram sempre que a análise de es-
calonabilidade é realizada pelo teste de tempo de resposta (RTA – Response
Time Analysis). Para tal teste, considera-se conjunto de tarefas esporádicas
com prioridade fixa. Como a atribuição de prioridade é independente para
o teste RTA, ele pode ser utilizado em qualquer algoritmo de escalonamento
com prioridade fixa. Além disso, para os métodos que serão descritos, con-
junto de tarefas é sempre estático, não se considera interferências do escalo-
nador e interrupções de hardware.
No teste RTA considera-se que:
• a demanda mais alta de processamento ocorre quando todas as tarefas
estão prontas simultaneamente (instante crítico);
• para cada tarefa τi, o somatório do seu tempo de computação e da in-
terferência imposta por tarefas de mais alta prioridade deve ser menor
ou igual ao seu deadline.
O equacionamento do tempo de resposta pode ser consultado em (AUDS-
LEY et al., 1991), conforme a equação 4.13.
Rk+1i =Ci+ ∑
j∈hp(i)
⌈
Rki
Tj
⌉
C j (4.13)
O atraso da recarga de cache devido à preempção afeta a tarefa de inte-
resse de modo direto e indireto. Diretamente a tarefa sofre pela carga de cache
adicional devido a preempção quando retorna a sua execução. Indiretamente
as tarefas com prioridade mais alta, que também podem sofrer preempções,
pagam a sua recarga de cache, há aumento do seu tempo de execução e há
aumento do tempo de resposta da tarefa de interesse. Consequentemente a ta-
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refa sob análise também é afetada pelo tempo de execução maior das tarefas
com prioridade mais alta que a sua.
Para ilustrar, considere a escala de tarefas conforme a figura 15. A
tarefa τ2 sofre preempção de τ1 no ponto p2. O tempo tc2 é um atraso direto
devido a recarga de memória cache. Quando τ2 retorna a executar, a cache
do processador não contém mais os dados de τ2 pois possivelmente as linhas
foram utilizadas por τ1 ou pelo próprio escalonador. Em relação a tarefa τ3,
sem considerar o atraso tc2, o início de sua execução seria em ti3 obtendo um
tempo de resposta tra3. Contudo devido ao atraso de preempção de τ2 o tempo
de resposta da tarefa τ3 é maior. Este é um atraso indireto devido a recarga
adicional de cache sofrida por τ2 na preempção. Estes tempos adicionais não
são considerados na análise da WCET na ferramenta, pois a análise abstrata
da memória cache considerada o código como sendo totalmente sequencial.



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Figura 15: Exemplo de atrasos de cache direto e indireto.
4.3.1 Incorporação dos efeitos de cache como interferência direta no tempo
de computação
No trabalho de Busquets Mataix et al. (1996), a interferência extrín-
seca sofrida por cada tarefa é considerada como sendo simplesmente outra
interferência a ser adicionada na fórmula do tempo de resposta. O problema
pode ser divido em quantas vezes a interferência é contabilizada e quanto é o
tempo de penalização. O subproblema relacionado com o tempo de penaliza-
ção pode ser medido através de cinco maneiras diferentes:
1. considerar o tempo para recarregar toda a memória cache;
2. considerar o tempo para recarregar as linhas retiradas pela tarefa que
interrompeu a execução;
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3. considerar o tempo para recarregar as linhas utilizadas pela tarefa in-
terrompida;
4. considerar o tempo para recarregar as linhas úteis (que serão novamente
referenciadas) que a tarefa interrompida pode conter na cache conside-
rando o pior ponto de preempção;
5. considerar o tempo para recarregar a intersecção das linhas entre a ta-
refa interrompida e interruptora.
Abordagens 2, 3, 4 e 5 requerem o conhecimento do número de linhas
referenciadas por cada tarefa antes da análise. Adicionalmente, a abordagem
5 requer o conhecimento de quais linhas exatamente foram referenciadas por
cada tarefa, não somente o número delas. Abordagens 3, 4 e 5 requerem
uma caracterização exata da preempção direta sofrida por cada tarefa porque
a penalidade depende da tarefa que foi interrompida. Estas abordagens (3, 4
e 5) são consideradas incompatíveis com este modelo de análise de tempo de
reposta (equação 4.14) por que não é possível fazer uma distinção entre uma
preempção adicional sofrida por penalidade indireta ou direta, simplesmente
é considerado o limite de preempções (Busquets Mataix et al., 1996). Além
disso, como nas abordagens 3, 4 e 5 deve haver o conhecimento das linhas
tocadas por cada tarefas, o tempo de penalização da cache também depende
do instante da preempção. A abordagem 1 é totalmente independente das
linhas usadas pelas tarefas. Desta forma, na solução de Busquets Mataix et al.
(1996) considerou-se apenas as abordagens 1 e 2. Portanto, a equação 4.14
apresenta o termo adicional γ que representa o tempo de recarga de cache
adicional devido a uma preempção. γ pode representar os tempos calculados
pelas abordagens 1 ou 2.
Rk+1i =Ci+ ∑
j∈hp(i)
⌈
Rki
Tj
⌉
× (C j + γ j) (4.14)
Em análise da equação 4.14, o termo γ foi somado ao tempo de exe-
cução das tarefas de mais alta prioridade. Essa abordagem é interessante e
é explicada considerando a figura 16. As tarefas τ1 e τ2 estão prontas si-
multaneamente. τ2 começa sua execução é interrompida por τ1. Quando τ2
retornar para executar τ2 sofre um retardo que é representado pela área es-
cura devido à utilização de memória cache por τ1. Em termos práticos, essa
interferência é facilmente modelada como se τ1 executasse pelo tempo γ , ou
seja, a soma de (C j + γ j) representa a parcela de interferência da execução
normal de τ1 mais o tempo de recarga da memória cache necessário para τ2
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continuar executando, ou seja, o comportamento extrínseco da cache. Con-
forme comentado anteriormente, o comportamento intrínseco da cache (faltas
durante a execução de uma mesma tarefas devido a conflitos por capacidade
ou associatividade) são resolvidos pela ferramente que calcula o C (WCET)
de cada tarefa. Além disso, como o tempo de computação representa o pior
caso, no início da execução de cada tarefa, o estado inicial da cache deve ser o
pior possível (cache totalmente fria ou totalmente desorganizada, neste caso
contabilizando o tempo de despejo dos dados na memória principal).


A
Figura 16: Atraso de preempção da tarefa 1 sobre a tarefa 2.
Além da introdução do parâmetro da cache no teste, o trabalho de
Busquets Mataix et al. (1996) comparou o teste de tempo de resposta com a
abordagem de cache particionada e foi concluído que o tamanho da cache é
um parâmetro importante. A técnica de particionamento possui um desempe-
nho melhor com o aumento do tamanho, enquanto a abordagem que considera
a recarga completa dos blocos é pior. Em todos os casos há um compromisso
entre o tempo de leitura de memória com o tamanho da cache.
4.3.2 Incorporação dos efeitos de cache como problema de otimização
Em Lee et al. (1998) também é proposta uma técnica para analisar o
atraso do custo de preempção relacionado com a memória cache no contexto
do escalonamento com prioridade fixa. Num primeiro momento há a análise
por tarefa para estimar o custo de preempção relacionado com a memória ca-
che para cada ponto de execução da tarefa em análise. Após isto, é computado
o pior tempo de resposta de cada tarefa incluindo os atrasos de preempção
utilizando a equação da análise de tempo de resposta (RTA) (equação 4.13) e
técnicas de programação linear.
Conforme Lee et al. (1998), os trabalhos anteriores (como o de Bus-
quets Mataix et al. (1996)) assumem que cada bloco de memória utilizado
pela tarefa interruptora irá substituir todos os blocos da tarefas interrompida
(preemptada). Esta abordagem é considerada muito pessimista pois é possí-
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vel que alguns dos blocos substituídos não sejam mais necessários pela tarefa
preemptada.
Novamente há uma modificação da equação do tempo de resposta adi-
cionando uma parcela relacionada com os atrasos de preempção da memória
cache, conforme a equação 4.15.
Rk+1i =Ci+ ∑
j∈hp(i)
⌈
Rki
Tj
⌉
×C j +PCi(Rki ) (4.15)
O termo PCi(Rki ) representa o atraso total de preempção relacionado
com cache da tarefa τi durante Ri, ou seja, o tempo total de recarga de cache
de τ1,τ2, ...τi durante Ri. Baseando-se no conceito de Busquets Mataix et al.
(1996), PCi(Rki ) incorpora os atrasos diretos (preempção direta de uma tarefa
de alta prioridade) e indiretos (τ2 interrompe τ3, mas depois τ1 interrompe
τ2). Por exemplo PC3(R3) é o atraso de preempção relacionado com cache
da tarefa τ3 durante R3, que soma os tempos de recarga de τ1, τ2 e τ3 durante
R3.
PCi(Rki ) é computado da seguinte forma:
• análise por tarefa: cada tarefa é analisada estaticamente para determi-
nar o custo de preempção a cada ponto de execução. Este é o custo
pago pela tarefa em uma preempção e é limitada pelo número de blocos
reutilizáveis nos pontos de execução. Baseando-se nesta informação,
propõe-se uma tabela do número de preempções (1 a n) e o seu custo
( f ) (1,2,3, ...n× f1, f2, f3, ...n). O custo fk é a k-ésimo custo marginal
de preempção, ou seja, o custo que a tarefa paga no pior caso pela sua
k-ésima preempção sobre a (k−1)-ésima preempção. Maiores detalhes
da construção da tabela serão apresentados abaixo.
• análise do atraso de preempção: é utilizado uma técnica de progra-
mação linear para computar PCi(Rki ) utilizando as tabelas de custo de
preempção (da análise anterior) e um conjunto de restrições sobre o
número de preempções da tarefa devido às tarefas de prioridade mais
alta.
A análise por tarefa deve estimar quais são os blocos utilizáveis de me-
mória cache para construir a tabela de custos. A técnica baseia-se na “análise
de fluxo de dados” sobre o código da tarefa expressado em grafo de fluxo.
Neste grafo cada nó representa um bloco básico como uma sequência de ins-
truções consecutivas onde o fluxo de controle entra e sai sem possibilidade
de interrupção ou decisão. Através da análise de fluxo de dados classifica-se
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os blocos em “blocos alcançáveis” e “bloco vivos”. Um bloco de cache é
considerado utilizável em um ponto p se ele está presente nos conjuntos vivo
e alcançável, ou seja, já foi referenciado em alguma vez (presente na cache)
e será novamente referenciado após p.
A tabela de preempção é construída com as informações do custo de
preempção de cada ponto e a sua pior quantidade de visitas, o qual pode ser
diretamente derivado do grafo de fluxo do programa e dos limites dos laços.
A construção assume o pior caso de preempção, pois não se sabe, a priori,
quando as preempções vão ocorrer. O pior cenário de preempção ocorre
quando a primeira preempção ocorre no ponto de maior custo (ponto com
maior quantidade de blocos utilizáveis) e, então, a segunda ocorre no ponto
com segundo maior custo e assim por diante. Este cenário é abordado para
considerar a análise segura. Com base nesta situação de pior caso, o primeiro
item da tabela (p1) é o ponto com o maior custo de preempção (maior número
de blocos utilizáveis). Supondo que para p1 há, no pior caso, 5 visitas, 5 itens
da tabela são preenchidos com o custo de preempção p1, ou seja, como há 5
passagens do fluxo de controle pelo ponto p1, é possível que haja 5 preemp-
ções e todas ocorram em p1. Os próximos pontos da tabela são preenchidos
com o mesmo raciocínio considerando o segundo ponto mais longo de pre-
empção e seu número de visitas, o terceiro ponto e assim por diante. Este
processo é repetido até que todas as entradas sejam exauridas para cada tarefa
do conjunto.
Após a construção da tabela de custo de preempção para cada tarefa,
os autores propõem a equação 4.16 para estimar o pior caso de PCi(Ri).
PCi(Ri) =
i
∑
j=1
∞
∑
l=1
g j,l(Ri) f j,l (4.16)
O termo g j,l(Ri) representa o número de invocações de τ j que são
preemptadas pelo menos l vezes durante o tempo de reposta Ri. Para a tarefa
de mais alta prioridade, g1,l(Ri) = 0,∀l (tarefa de mais alta prioridade nunca
é preemptada). O termo f j,l representa o valor derivado da tabela do custo
de preempção da tarefa τ j com número de preempções l. Se assumir que se
conhece os valores de g j,l(Ri) que causam o pior cenário de preempção entre
as tarefas, o pior custo de preempção é calculado pela equação 4.16.
Em geral, não se pode determinar exatamente qual a combinação de
g j,l(Ri) que irá retornar o pior caso de atraso de preempção de uma tarefa.
Portanto, para tornar o valor de preempção seguro, resolve-se a equação 4.16
por programação linear inteira, maximizando o valor de PCi(Ri) sujeito a
duas restrições. A primeira restringe o valor de g j,l(Ri) para dado intervalo
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Ri não podendo ser maior que o número de invocações de τ j durante este
intervalo. A segunda restringe que o número de preempções da tarefa τ j
durante o intervalo Ri não pode ser maior que o número de invocações das
tarefas de mais alta prioridade durante este intervalo de tempo.
Assim para cada iteração da equação de tempo de resposta (equação
4.15) deve-se resolver o problema de programação linear inteira para compu-
tar os atrasos de preempção.
Para verificar a precisão dos resultados, Lee et al. (1998) comparam
quatro métodos para prever o tempo de resposta considerando o atraso de
preempção da memória cache. O método “A” considera que o custo de pre-
empção é a recarga completa da memória cache, “C” é o método explicado na
seção anterior (proposto por Busquets Mataix et al. (1996)), “U” é o método
que considera o custo de recarga completa do código utilizado pela tarefa pre-
emptada e P é o método proposto que considera somente a recarga dos blocos
utilizáveis. Em termos de pessimismo as análises são ordenadas como “A”,
“C”, “U” e “P”, sendo “A” a com maior pessimismo. Contudo os valores que
comparam as três abordagens em uma plataforma real consideram um sistema
com penalidade de apenas 4 ciclos à memória e portanto, a penalidade rela-
cionada com a memória cache é muito menor que 1% do tempo de resposta
para os conjuntos de tarefas analisados.
Para realizar uma melhor análise foi proposto simulações que variam o
tempo de acesso a memória de 0 a 300 ciclos e consideram a relação custo de
preempção (PC) sobre o tempo de resposta (R) – fração PC/R. O método “A”
é extremamente pessimista com crescimento quase exponencial: com cerca
de 20 ciclos de tempo de acesso à memória o tempo de preempção já é 50%
do tempo de resposta. Os métodos “C” e “U” possuem um crescimento linear
da relação PC/R até pontos onde ocorrem invocações adicionais das tarefas
de alta prioridade dentro da janela Ri. “P” é o método com menor pessimismo
e com crescimento linear dentro da faixa da simulação.
Em todos os casos, nas simulações de Lee et al. (1998), até para o mé-
todo menos pessimista, o atraso de preempção relacionado com a memória
cache pode chegar até a 10% do tempo de resposta de uma tarefa se conside-
rado um acesso de 100 ciclos à memória principal, ou seja, efeitos da cache
não deveriam ser ignorados.
Em termos gerais, a abordagem de Lee et al. (1998) é mais precisa do
que a de Busquets Mataix et al. (1996). Contudo é necessário uma quantidade
razoável de análises para calcular o atraso de preempção, que torna a análise
de escalonabilidade computacionalmente muito mais complexa.
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4.3.3 Incorporação dos efeitos de cache considerando interferências en-
tre tarefas explicitamente
Em Lee et al. (2001) é proposto um método aprimorado para analisar e
estimar um limite do atraso relacionado à memória cache durante preempções
no escalonamento de prioridade fixa preemptivo. A técnica proposta é uma
melhoria do trabalho descrito em Lee et al. (1998) que leva em conta a rela-
ção entre a tarefa preemptada e o conjunto de tarefas que é executado durante
a preempção e também leva em consideração as fases de execução das tare-
fas desconsiderando interações impossíveis. Novamente utiliza-se a técnica
de fluxo de dados para estimar as interações de blocos de memória entre as
tarefas e programação linear inteira para computar os atrasos de preempção.
Contudo, para melhorar a precisão da análise de Lee et al. (1998) são
incorporadas duas novas características. Primeiro, leva-se em conta a rela-
ção da tarefa preemptada e o conjunto das tarefas que executam durante esta
preempção no cálculo de blocos reutilizáveis de cache. Segundo, são consi-
deradas as fases de início de execução das tarefas e são eliminadas interações
inter-tarefas impossíveis. Estas duas características são modeladas como res-
trições do problema de programação linear inteira.
A tabela de preempção proposta por Lee et al. (1998) é estendida e
incorpora a relação entre a tarefa preemptada e o conjunto de tarefas que exe-
cuta durante esta preempção. Para tal, é considerado um número de grupos
disjuntos calculado por 2k− 1, onde k é o número de tarefas com prioridade
mais alta. Esses grupos formam a combinação de preempções. Por exemplo,
se há 4 tarefas, há 23−1= 7 cenários de preempção para a tarefa τ4 de priori-
dade mais baixa: {τ1},{τ2},{τ3},{τ1,τ2},{τ2,τ3},{τ1,τ3},{τ1,τ2,τ3}. Es-
tes grupos representam todas as possíveis combinações de interferência que
τ4 pode sofrer durante sua janela de execução. Baseando-se nestes grupos,
forma-se uma nova tabela de preempção.
Utilizando a nova tabela de preempção e estendendo as restrições de
Lee et al. (1998) para que englobe as fases impossíveis, maximiza-se o atraso
de preempção PCi(Ri) da equação interativa de tempo de resposta, conforme
a equação 4.16.
O problema mais sério da técnica proposta é o crescimento exponen-
cial com o aumento das tarefas. A complexidade da análise de fluxo de dados
é igual à técnica proposta por Lee et al. (1998). Contudo, devido a consi-
deração dos cenários de preempção que formam um problema combinatório,
esta etapa tem complexidade O(2n) onde n representa o número de tarefas.
O segundo passo que engloba a maximização do custo de preempção por
programação linear inteira tem complexidade proporcional a quantidade de
variáveis e restrições. Como o número de variáveis é o número de cená-
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rios de preempção chega-se novamente a O(2n). Há algumas simplificações
que reduzem a complexidade mas, ou reduzem a precisão da análise, ou fa-
zem considerações sobre menor número de cenários de preempção (blocos
de cache utilizáveis com menor sobreposição ∼= cache particionada entre as
tarefas).
Considerando conjuntos de tarefas gerados aleatoriamente (conjuntos
com 4 a 8 tarefas), a técnica proposta incorpora uma melhoria de 5% a 18%
sobre o trabalho de Lee et al. (1998). Contudo, apesar de ser uma solução ele-
gante, elevou-se a complexidade linear de (LEE et al., 1998) para exponencial
obtendo um ganho médio máximo de 18%. Além disso, é apenas considerado
os efeitos das tarefas, em nenhum dos trabalhos considera-se linhas de cache
sujas pelo escalonador ou por interrupções de hardware.
4.3.4 Resumo das abordagens
A figura 17 apresenta um resumo das técnicas apresentadas para a
análise de escalonabilidade com garantia considerando a memória cache. As
técnicas citadas consideram apenas um nível de cache.
Cache escalonabilidade
particionamento
software hardware
s/ interferência entre
tarefas
c/ interferência entre
tarefas
Tempo resposta (C + )
 = recarga 
completa
=recarga 
tarefa
Análise de fluxo de dados
Programação linear
inteira
pseudo
polinomial
O(Nn)
exponencial
O(2n)
(BUSQUETS-MATAIX 
et al., 1996)
(LEE et al., 2001) 
(BUI et al., 2008)
(MUELLER, 1995)
(WOLFE, 1994)
(KIRK, 1988)
resolvido pela 
ferramenta
WCET
Figura 17: Resumo das técnicas de inclusão de efeitos na cache no teste de
escalonabilidade
A técnica sem consideração explícita da interferência das tarefas é
apresentada em Busquets Mataix et al. (1996). É mais simples e segura mas
incorpora pessimismo decorrente a consideração de que todas as preempções
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despejarão todo o conteúdo da cache. O problema desta técnica está relacio-
nada com arquiteturas com efeito dominó pois é difícil encontrar os estados
da cache que devido a interação com as outras tarefas ocasionará no pior
tempo de recarga.
Em Lee et al. (2001) e Lee et al. (1998) são incorporadas as interferên-
cias das tarefas na análise de escalonabilidade através de uma análise de fluxo
de dados e formulação de problemas de otimização. O resultado da análise é
mais preciso e é aplicado somente a modelo de tarefas totalmente conhecido e
estático. Na utilização de servidores de aperiódicas onde não se sabe a priori
que o processador executará, o conhecimento sobre a cache realizado pelas
técnicas de fluxo de dados que incorpora a interatividade das tarefas já não é
mais válido.
Com base no estudo da literatura, para análise de escalonabilidade
com garantia, considera-se apenas caches individuais (dados ou instrução).
Arquiteturas com mais de um nível de cache ou unificada (dados e instruções
compartilhados) nem são citados. Conforme (SCHOEBERL, 2009a) as inte-
rações das tarefas nesse tipo de arquitetura destrói todos os estados abstratos
da cache e consequentemente torna a análise pessimista ou não segura.
4.4 MODELO DE ARQUITETURA DETERMINISTA
Uma das alternativas também apresentadas na literatura é descartar os
elementos de hardware dos processadores que não são deterministas. Assim,
estes trabalhos consideram que os processadores de propósito geral atuais são
otimizados para alto desempenho (throughput) de caso médio e os sistemas
de tempo real necessitam de processadores com tempo de execução (WCET)
razoável e conhecido.
Como descrito nas seções anteriores, características como pipelines
com dependências entre instruções, caches, elementos especulativos e exe-
cução fora de ordem, apesar de melhorar o desempenho, complicam a aná-
lise WCET, levam para estimativas muito conservadoras e influenciam gra-
vemente a análise de escalonabilidade. Para sistemas de tempo real, a ideia
principal é “fazer o WCET rápido e o sistema como um todo fácil de anali-
sar”.
O objetivo de trabalhos que sugerem implementação de novas arquite-
turas (como Schoeberl (2009b)) é endereçar os problemas relacionados com
a estimativa WCET dos processadores atuais e propor melhorias para tornar
o processador mais previsível tornando a análise estática mais simples. De
modo geral, é propor elementos da arquitetura que diminuam o pessimismo
do WCET e que tornem os pontos de menor tempo de execução (BCET –
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Best Case Execution Time), tempo de execução médio (ACET – Average Case
Execuion Time) e WCET mais próximos.
Para o pipeline, propõe-se um sistema simples. Se houver dependên-
cias entre as instruções, estas devem ser minimizadas para evitar os efeitos de
atrasos sem limite.
O conjunto de instruções deve conter instruções com tamanho fixo
para evitar a fila de pré-busca. As caches são segmentadas conforme expli-
cado no trabalho de Schoeberl (2009a), onde se propõe caches para áreas
diferentes de dados: uma cache de instrução, uma de pilha, uma para da-
dos estáticos, uma pequena totalmente associativa para acessos de alocação
dinâmica (heap) e uma para constantes.
As unidades de previsão de salto do fluxo de controle devem ser sim-
ples. Evita-se os previsores baseados em histórico e sugere-se a utilização de
tomadas de caminhos estáticas (polarização para taken/not-taken dependendo
do endereço) ou predições geradas pelo compilador.
Em termos de paralelização por instrução, sugere-se utilizar uma ar-
quitetura VLIW pois escalonamento das instruções é estático sendo realizado
pelo compilador. Arquiteturas dinâmicas super-escalares são totalmente des-
cartadas.
Nos sistemas com paralelismo por thread, sugere-se utilizar um esca-
lonamento conhecido e não dependente dos estados das threads, como por
exemplo, sugere-se utilizar Round-robin. Para evitar os problemas de cache,
além de duplicação dos registradores, sugere-se duplicar as caches para cada
thread simultânea permitida. Esquemas SMT são completamente descartados
devido à complexidade das interações entre as threads.
Para os processadores com vários núcleos deve-se construir um acesso
a memória principal e periféricos previsível. Desta forma, sugere-se acessar
a um modelo TDMA (Time Division Multiple Access) onde cada núcleo tem
a sua fatia de tempo para acessar a memória.
A maioria das características propostas para uma arquitetura previsí-
vel foram implementadas no processador JOP (Java Optimized Processor)
(SCHOEBERL, 2011) e está disponível publicamente sob licença livre GPL.
O processador JOP foi implementado em um FGPA Altera Cyclone rodando
em 100 MHz. Foi configurado com uma cache de instruções de 4kB e 1KB
para pilha. Após a implementação, o processador foi comparado com vários
sistemas embarcados Java comerciais e mostrou-se que a arquitetura tempo-
ralmente previsível não necessariamente é lenta. Além disso, a arquitetura
proposta possui um footprint pequeno e pode-se explorar desempenho com
uma arquitetura com vários núcleos.
Em resumo, um dos princípios importantes no projeto de sistemas tem-
poralmente previsíveis é alcançar um bom compromisso entre custo, desem-
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penho, previsibilidade, preocupando-se com o compartilhamento ou duplica-
ção de recursos. Os aspectos acima formam uma arquitetura temporalmente
composicional, cache de instrução e dados não unificada, caches com polí-
tica de despejo LRU, barramento de acesso à recurso com limite de tempo de
acesso, caches privadas e memórias privadas ou com acesso determinista.
Como tal arquitetura previsível ainda não se encontra disponível no
mercado, há alguns métodos apontados por Cullmann et al. (2010) ilustrando
a utilização do processador FreeScale MPC5668G em sistemas automotivos
embarcados. O diagrama de blocos do processador pode ser visualizado na
figura 18.
e200z0
sem cache
flash
2MB
SRAM
80kb
AMBA crossbar switch (AXBS)
periféricos
e200z6
32kB cache
SRAM
512kb
Figura 18: Diagrama de blocos do processador FreeScale MPC5668G
(CULLMANN et al., 2010)
Conforme o diagrama de blocos percebe-se dois núcleos diferentes o
e200z6 e o e200z0, um com cache e outro sem. O núcleo e200z6 é relativa-
mente complexo possuindo um pipeline de sete estágios com única busca de
instrução (single issue) e execução em ordem das instruções (núcleo escalar).
Há um previsor dinâmico de saltos (dynamic branch prediction) com buffer
de 8 estágios com política de despejo FIFO e uma cache unificada para dados
e instrução (associatividade de 8 níveis e política de despejo pseudo-round ro-
bin). O núcleo z0 é uma versão simplificada do z6. Assim, para uma análise
estática mais precisa, recomenda-se (CULLMANN et al., 2010):
• configurar a cache unificada (dados e instrução) para comportar-se como
cache disjunta (não há conflito das linha da cache entre dados e instru-
ções);
• devido a política de despejo ser pseudo-round robin que gera efeito
dominó, sugere-se diminuir a associatividade para 2 níveis;
• desativar o previsor dinâmico de saltos;
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• cada núcleo acessa sua porção de memória: z6 acessa o banco de 512kb
e o z0 acessa o banco de 80kb, por exemplo, para diminuir a interfe-
rência;
• o acesso à memória cache utiliza um mecanismo de pré-busca. So-
mente um núcleo deve utilizá-lo e o outro deve ser configurado para
executar o código em memória RAM, para diminuir as possíveis inter-
ferências.
4.5 CONCLUSÃO
Cada vez mais há necessidade de processadores de alto desempenho
em sistemas de tempo real críticos. A quantidade de sistemas de controle em
automóveis, aviões e aplicações industriais é muito grande e a complexidade
e a inteligência desses sistemas tende a aumentar ainda mais. Exemplificando
no campo da indústria automotiva, a utilização de processadores com vários
núcleos pode reduzir a quantidade de unidades eletrônicas de controle (ECU
– electronic control unit) diminuindo gasto energético bem como a neces-
sidade de camadas de comunicação. Alguns veículos modernos podem ter
até 80 ECUs (controle do airbag, controle de freios, trava de portas, janelas
elétricas, luzes, controle do motor, direção elétrica, etc).
Para suprir esta demanda de alto desempenho e complexidade, os pro-
cessadores simples de fácil análise já não são mais suficientes. Assim, as
aplicações de tempo real críticas tendem a adotar processadores modernos
que sacrificam o determinismo em prol do desempenho. Como apresentado,
os pipelines com dependências entre instruções, caches, elementos especula-
tivos, execução fora de ordem e múltiplos núcleos complicam enormemente
a análise de tempo real desses processadores.
Em termos de arquitetura, cada vez mais o analisador estático deve
contar com um modelo abstrato do hardware parecido com o real. A cons-
trução de tal modelo abstrato é desafiante pois além de ser seguro, deve for-
necer precisão suficiente para não descartar sistemas possivelmente viáveis.
Pode-se notar que o compromisso entre precisão e viabilidade de análise re-
duz enormemente a classe de processadores utilizáveis em sistemas de tempo
real com garantias. A dificuldade de análise não está somente presente nos
elementos internos do processador (pipeline, cache) mas também no sistema
de memória, acesso aos periféricos e barramentos. A presença de anomalias
temporais e efeito dominó aumenta o espaço de estados da análise enorme-
mente podendo comprometer a viabilidade prática da análise estática. Toda
esta complexidade já está presente na análise de tarefas de forma sequencial
e o problema aumenta significativamente quando o sistema é preemptivo.
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A preempção no processador não é livre de efeitos colaterais e há um
custo envolvido, principalmente em sistemas com memória cache. O custo
de preempção pode não ser fator determinante mas a destruição dos con-
teúdos abstratos da cache durante uma preempção inutiliza a estimativa do
WCET computado sequencialmente. Dado a presença de anomalias tempo-
rais e efeito dominó, não se pode considerar o pior caso global no retorno
de execução das tarefas. Portanto, preempções em pontos arbitrários, o que
acontece na execução do sistema, são um problema quando o conteúdo da
cache não é explicitamente controlado (ex: particionamento da cache).
Sabe-se que a viabilidade de um sistema de tempo real não só depende
dos valores estimados do WCET de cada tarefa, mas também se durante o es-
calonamento todas as tarefas cumprem seus deadlines. Esta caracterização
forma um problema de escalonamento e a incorporação dos esfeitos da me-
mória cache já é estudado por um longo período. No contexto de sistemas
preemptivos com prioridade fixa, geralmente estende-se a equação do tempo
de resposta (RTA) para incorporar os efeitos da cache na análise de escalo-
nabilidade. Como apresentado, existem técnicas simples com baixa comple-
xidade como a de Busquets Mataix et al. (1996) que considera o atraso de
preempção relativo à cache estático para cada tarefa e para cada preempção.
Esta técnica sofre com problemas de precisão, pois na estimação do custo
de preempção é sempre considerado o pior caso, e não é adequado em sis-
temas com efeito dominó se não há controle explícito do conteúdo da cache
ou dos pontos de preempção. No caso de soluções mais elegantes resolvidas
por programação linear (Lee et al. (2001)) a complexidade computacional é
muito grande e também não é adequada para sistemas com efeito dominó.
Dados todos estes problemas, há autores que propõe arquiteturas es-
pecificamente projetadas para tempo real tendo em mente a previsibilidade
e facilidade de análise. Como tais processadores ainda não existem e dado
que custo dos processadores genéricos é baixo devido ao grande volume de
mercado, arquiteturas totalmente previsíveis serão restritas para algumas apli-
cações ou implementadas FPGA.
Em termos práticos, quando o sistema de tempo real for crítico, pos-
sivelmente utilizar-se-á processadores dimensionados para desempenho de
caso médio desativando recursos de hardware. Na implementação do sis-
tema ocorrerá otimizações como particionamento de cache, escalonamento
cooperativo ou preempções controladas para tornar viável a análise de esca-
lonabilidade em conjunto com a obtenção do WCET seguros e mais precisos.
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5 PROPOSTA DE UMA ABORDAGEM DE ESCALONAMENTO
HETEROGÊNEO
Para suprir a necessidade de garantia, os sistemas de tempo real con-
tam com uma série de testes e análises. Conforme apresentado nos capítulos
anteriores, a obtenção da garantia é dividida basicamente em duas análises:
obtenção do pior tempo de execução das tarefas (WCET – Worst Case Exe-
cution Time) e análise de escalonabilidade.
A obtenção do WCET é um grande problema atualmente devido à
complexidade dos processadores e a severidade da dificuldade aumentou sig-
nificativamente com a utilização de processadores com vários núcleos. Neste
contexto, para haver um compromisso entre precisão e eficiência, os anali-
sadores geralmente consideram código estritamente sequencial: não são ana-
lisadas preempções, exceções, migrações nem interrupções. Enquanto isso,
a preempção é indiscutivelmente necessária para maior escalonabilidade e a
migração para geração de escalas ótimas.
Apesar de geralmente o problema de escalonabilidade e o problema
do WCET serem tratados isoladamente, eles estão intensamente ligados. Um
limite WCET apertado e preciso aumenta os níveis de escalonabilidade bem
como considerações dos custos de preempção na análise de escalonabilidade
melhora a garantia do sistema. É importante que a análise de viabilidade do
sistema como um todo considere ambos os aspectos.
O objetivo deste capítulo é apresentar uma solução de escalonamento
heterogêneo que considere os problemas de precisão do WCET bem como
a viabilidade em termos de escalonamento. Dadas as características proble-
máticas de obtenção de custos da migração e a implementação mais custosa,
o sistema será particionado. O particionamento permite a utilização de tes-
tes de escalonabilidade em monoprocessadores, embora exista o problema do
particionamento em si. A ideia é particionar considerando a necessidade de
preempção dividindo o sistema em processadores sob regime preemptivo e
não preemptivo.
O capítulo está organizado em uma seção sobre a motivação, uma so-
bre a descrição da abordagem proposta, formalização do problema, algoritmo
de classificação, algoritmos para particionamento entre os processadores e
escalonamento local, exemplo de implementação da abordagem e por fim as
conclusões.
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5.1 MOTIVAÇÃO
Uma proposta de escalonamento heterogêneo considerando processa-
dores sob regimes de preempção diferenciados é motivada pela contradição
fundamental que existe na análise de escalonabilidade dos sistemas de tempo
real. Por um lado há as ferramentas WCET que não suportam preempção e
por outro há a escalonabilidade que necessita de preempção para melhores
resultados.
As ferramentas de WCET fazem a análise da microarquitetura e cal-
culam os limites mínimos e máximos dos blocos de execução básicos. Esta
análise considera aspectos do processador através de um modelo abstrato con-
siderando o subsistema de memória e o fluxo de execução interno do pipeline
do processador. Para cada bloco de execução forma-se invariantes determi-
nando estados do processador e da memória. A complexidade do modelo
abstrato depende fortemente da classe do processador. Dada a forma como
os estados evoluem durante a execução da tarefa, é impossível determinar
seguramente o estado de um processador complexo real no retorno de uma
mudança de contexto devido a uma preempção. Desta forma, as ferramen-
tas que calculam limites do WCET consideram execução contínua da tarefa
para conservar estados do processador e da memória cache devido ao grande
impacto desses elementos na segurança e precisão do WCET.
Em contrapartida, sabe-se que sistemas não preemptivos possuem pro-
blemas de limitação de escalonabilidade. As tarefas muito grandes de baixa
prioridade fazem com que outras sejam prejudicadas bem como tarefas com
deadlines curtos geralmente não são escalonáveis no regime não preemptivo.
As próprias interrupções de hardware do processador podem ser considera-
das como tarefas curtas com deadlines curtos que interrompem a execução
das tarefas do sistema. Considerando apenas o escalonamento, a preempção
sempre é melhor.
A problemática básica é como conciliar estas duas questões na análise
de viabilidade de sistemas de tempo real em multiprocessadores.
Duas das possíveis soluções da literatura é considerar a preempção
durante a obtenção do WCET ou na obtenção do tempo de resposta da ta-
refa. As arquiteturas modernas são cada vez mais complexas e a preempção
gera pessimismo cada vez maior devido ao impacto da mudança de contexto
sobre o pipeline e sobre a cache. Preempções não são livres de efeitos cola-
terais e grande parte dos custos adicionais de uma preempção são causados
por interferências sobre a memória cache. Embora poucas preempções pos-
sam realmente ocorrer, não se conhece os momentos exatos durante a análise
e se pressupõe os piores casos de interferência incorporando excesso de pes-
simismo. Além disso, dependendo da arquitetura, a perda ou suposição dos
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estados da cache ou do pipeline durante o retorno da mudança de contexto
pode acarretar uma situação melhor devido ao efeito dominó e anomalias
temporais dos processadores. Dadas as circunstâncias pode haver otimismo
na consideração dos estados iniciais relacionados, por exemplo, com políticas
de despejo de cache e elementos especulativos do processador.
Outra solução é fazer o particionamento da cache entre as tarefas. O
problema desta abordagem é que o particionamento é difícil de se resolver e
coloca-se mais um problema para gerenciar. Nem todos os processadores são
capazes de realizar particionamento facilmente (caches com associatividade,
por exemplo), ou seja, coloca-se mais uma restrição ao hardware da aplica-
ção. Outra questão é como adequar as tarefas com conjunto de trabalho de
dados (WSS –Working Set Size) variável ao particionamento da cache sendo
que o desempenho da tarefa tende a diminuir com espaço de cache limitado.
Se o particionamento fosse dinâmico seria possível continuamente adequá-
lo às necessidades das tarefas com respeito à quantidade de cache ocupada,
contudo neste cenário seria necessário sincronizar a execução das diferentes
tarefas para melhor particionar a cache, o que é impossível para sistemas com
tarefas esporádicas.
Assim, ao invés de particionar a memória cache ou incorporar pes-
simismo adicional destes efeitos na análise de escalonabilidade, sugere-se
particionar os processadores disponíveis considerando regimes de preempção
diferenciados.
5.2 DESCRIÇÃO DA ABORDAGEM PROPOSTA
A abordagem de escalonamento de sistemas multiprocessados geral-
mente considera o sistema homogêneo como apresentado pela figura 19. Nesta
abordagem, um conjunto de tarefas T é particionado em m processadores
(CPUs) sob mesmo regime de escalonamento: não preemptivo (nP), pontos
de preempção (PP) ou preemptivo (P).
Neste trabalho, com o objetivo de conciliar a contradição fundamental
que existe na análise de viabilidade dos sistemas de tempo real com garan-
tia, considera-se um escalonamento heterogêneo com respeito à preempção
conforme a figura 20. Nesta nova proposta, um conjunto de tarefas T é par-
ticionado em m processadores (CPUs) regidos sob diferentes regimes de pre-
empção: preemptivo (P), pontos de preempção (PP) e não preemptivo (nP).
As tarefas são classificadas e particionadas conforme suas características con-
siderando os aspectos temporais (período, deadline, utilização) e também
custos associados à preempção. Através desta abordagem evita-se colocar
maiores requisitos sobre o hardware da aplicação e não há camadas adici-
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CPUs
nP ou PP ou P

Figura 19: Particionamento de um conjunto de tarefas T sob o mesmo regime
de preempção.
onais de gerência no sistema operacional. Tenta-se aproximar as questões
ligadas ao problema de obtenção de WCET e a escalonabilidade. O escalona-
mento heterogêneo pode ser visto como uma forma de clusterização, porém o
conceito deste último implica em grupos de processadores selecionados para
escalonamento global. No caso da solução heterogênea, forma-se grupos de
processador em regimes de preempção diferenciados.
CPUs
nP,  PP e P
P
nP
PP

Figura 20: Particionamento de um conjunto de tarefas T sob diferentes regi-
mes de preempção.
A abordagem proposta baseia-se nos seguintes fatos:
1. existem tarefas com deadline tão apertado que precisam executar em
regime preemptivo (interrupções urgentes);
2. existem tarefas com WCET grande e com conjunto de trabalho de da-
dos (WSS) tal, que é benéfica a não preempção (preservar estados de
hardware do processador) com objetivo de se obter WCET menor e
mais preciso;
3. uma tarefa com WCET grande pode, hipoteticamente, ser particionada
pelo programador em alguns segmentos não preemptáveis. Ex.: todo
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ponto de sincronização com técnicas de exclusão mútua é automatica-
mente um possível ponto de preempção.
Assim é considerada uma abordagem heterogênea com muitos proces-
sadores divididos em conjuntos não preemptivo, preemptivo ou com pontos
de preempção. A alocação das tarefas no particionamento considera essas
características e a viabilidade do sistema é verificada por testes de escalona-
bilidade para cada regime. O número de processadores de cada conjunto é
definido no próprio processo de alocação. O objetivo do método é escalonar
as tarefas sob o regime não preemptivo quando possível para conservar as
propriedades do WCET (precisão e segurança) e aumentar a escalonabilidade
executando as demais tarefas no regime preemptivo.
5.3 FORMALIZAÇÃO DO SISTEMA
Considera-se o modelo de tarefas esporádicas onde uma tarefa espo-
rádica τi = (Ci,Di,Ti,γi) é caracterizada pelo seu pior tempo de execução
(WCET) Ci, seu deadline relativo Di, o seu intervalo mínimo entre chega-
das ou período Ti e uma penalização γi relacionada à preempção. O termo γ
está associado à estratégia de escalonamento no regime preemptivo podendo
corresponder, por exemplo, a um tempo de execução C′i com C′i >Ci, um fa-
tor (%) de aumento de Ci quando a tarefa executa em regime preemptivo ou
tempo para recarga da memória cache e salvamento/restauração de contex-
tos. O valor Ci corresponde ao WCET no regime sem preempção, ao passo
que o WCET aumenta da penalização γ no caso do regime preemptivo. Para
cada tarefa esporádica, Ci ≤ Ti bem como Ci ≤ Di. A utilização de uma ta-
refa (ui) representa a quantidade de processamento requisitado por τi em um
processador sendo denotada pela equação 5.1.
ui =
Ci
Ti
(5.1)
Cada tarefa τi gera uma sequência infinita de instâncias (jobs) que pos-
suem tempo de execução máximo Ci. Uma instância de τi pronta para execu-
ção no instante t possui um deadline absoluto no tempo t+Di e a geração de
instâncias sucessivas são separadas de no mínimo Ti unidades de tempo.
Assume-se que o sistema é formado por um conjuntoΠ de m processa-
dores idênticos onde Π= {pi1,pi2, ...pim}, e um conjunto de tarefas T . Seja T
formado por n tarefas esporádicas independentes onde T = {τ1,τ2,τi, ...,τn}
e τi = (Ci,Di,Ti,γi) para todo i, com 1≤ i≤ n. Uma tarefa τi ∈ Tpi j representa
uma tarefa τi executando no processador pi j, ou seja, Tpi j corresponde ao con-
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junto de tarefas que executam no processador j, com 1≤ j ≤ m. Além disso
considera-se deadlines limitados onde para cada tarefa esporádica τi ∈T é sa-
tisfeita a condição Di ≤ Ti. A utilização de um processador (U j) é quantidade
de processador requisitado por todas as tarefas escalonadas por pi j, conforme
a equação 5.2.
U j =
n
∑
i=1
ui,∀τi ∈ Tpi j (5.2)
O sistema multiprocessado adotado não permite migração das tare-
fas entrando na classe de algoritmo de escalonamento particionado. Neste
contexto, o conjunto de tarefas T é particionado em vários subconjuntos dis-
juntos e cada subconjunto é associado a um único processador (pi1,pi2, ...pim).
Todas as instâncias geradas pelas tarefas dentro do subconjunto devem exe-
cutar em seu processador correspondente.
O conjunto Π de processadores também será dividido em regimes de
preempção diferenciados. Um subconjunto disjunto de processadores Πp
executará tarefas no regime preemptivo considerando alguma penalização γ
adicional das tarefas devido a preempção. O outro subconjunto disjunto de
processadores Πnp irá escalonar as tarefas sob o regime não preemptivo. Ao
contrário do subconjunto Πp, quando uma tarefa τi iniciar sua execução em
um processador pertencente a Πnp, não será possível interromper (preemptar)
sua execução.
O objetivo do escalonamento é, dado um conjunto T de tarefas e um
conjunto de Π de m processadores, escalonar o máximo de tarefas sob regime
não preemptivo com no máximo m processadores.
5.4 ALGORITMO DE ESCALONAMENTO HETEROGÊNEO
No contexto deste trabalho, serão empregados apenas os regimes pre-
emptivo e não preemptivo, apesar da abordagem também permitir o emprego
do regime cooperativo (pontos de preempção).
O algoritmo da abordagem será dividido em duas partes:
1. particionar de forma escalonável todo o conjunto de tarefas sob regime
não preemptivo obtendo um número mnp de processadores;
2. se mnp > m, processadores com regime não preemptivo serão transfor-
mados em preemptivos.
Apresentando um exemplo simples, supõe-se um sistema com m = 16
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processadores. Após o particionamento não preemptivo (parte 1), chega-se
a mnp = 18 processadores. Como mnp > m, é iniciada a parte 2 do algo-
ritmo pois precisa-se de 2 processadores adicionais para escalonar o sistema
de forma completamente não preemptiva. Para tentar aumentar a escalonabi-
lidade, transforma-se as tarefas dos mnp−m+ i = 18−16+ i = 2+ i proces-
sadores em regime preemptivo, onde i≤m corresponde ao número de proces-
sadores que serão transformados em regime preemptivo. Na primeira iteração
(i = 1), os últimos processadores até pim são transformados em preemptivos,
neste exemplo 2+ i = 3 processadores são transformados: pim, pim+1 e pim+2.
Todas as tarefas pertencentes aos processadores em transformação são desa-
locadas e reparticionadas em regime preemptivo. Se i = 1 não for suficiente,
incrementa-se i até o sistema ser escalonado. Na pior das hipóteses, todo o
sistema será escalonado sob regime preemptivo. Se mesmo assim não for
possível atender todos os deadlines das tarefas, o sistema é considerado não
escalonável em m processadores.
Considerando a definição do modelo, tem-se:
• Π: conjunto total de processadores do sistema;
• Πp: conjunto de processadores em regime preemptivo;
• Πnp: conjunto de processadores em regime não preemptivo;
• T : conjunto total de tarefas do sistema;
• Tp: conjunto de tarefas em regime preemptivo não alocadas;
• Tnp: conjunto de tarefas em regime não preemptivo não alocadas;
• m: número total de processadores disponíveis: cardinalidade deΠ (m=
#Π);
• mp: número de processadores em regime preemptivo: cardinalidade de
Πp (mp = #Πp);
• mnp: número de processadores em regime não preemptivo: cardinali-
dade de Πnp (mnp = #Πnp);
• Tpi j : conjunto de tarefas alocadas ao processador j;
A abordagem é formalizada pelo algoritmo 1. Este algoritmo de parti-
cionamento escalonamento heterogêneo faz o particionamento do conjunto de
tarefas T do sistema em processadores não preemptivos (Πnp) e preemptivos
(Πp).
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Algoritmo 1 Escalonamento heterogêneo; Entrada: T , m e Π; Saída: Πp e
Πnp
Πnp← /0
Πp← /0
{Particiona T pelo regime não preemptivo}
Πnp← PARTICIONA_NP (T )
{Se conjunto não é escalonável nos m processadores, faz transformações
para preemptivo}
while (mnp+mp > m)∧ (mnp < m) do
{Constrói conjunto Tp das tarefas ou conjunto Πp de processadores: al-
goritmo que classifica processadores e tarefas que serão regidos pelo
regime preemptivo}
Tp← CLASSIFICA (Πp, Πnp)
Tnp←T −Tp
{Particiona Tp pelo regime preemptivo}
Πp← PARTICIONA_P (Tp)
end while
A heurística apresentada na proposta de escalonamento heterogêneo
do algoritmo 1 é independente do escalonamento local dos processadores.
Quaisquer algoritmos preemptivo e não preemptivo podem ser utilizados nesta
abordagem desde que se tenha testes de escalonabilidade em monoprocessa-
dor para os algoritmos locais escolhidos. Além disso é necessário um al-
goritmo auxiliar que classifica quais processadores e quais tarefas que serão
transformadas para o regime preemptivo. O critério desta escolha também
é independente da proposta de escalonamento heterogêneo sugerido. Nas
seções 5.5, 5.6 e 5.7 serão abordados algoritmos para classificação, particio-
namento e escalonamento local respectivamente.
5.5 ALGORITMOS DE CLASSIFICAÇÃO
O algoritmo de classificação tem como objetivo definir quais proces-
sadores e quais tarefas serão escalonadas sob regime preemptivo.
Dentro da abordagem proposta o critério de classificação é livre po-
dendo considerar elementos como processadores com baixa utilização, pro-
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cessadores com alta utilização, utilização individual das tarefas, folga (Ti−
Di), penalização de preempção (γ), além de outros fatores ou combinação
destes.
Contudo, uma possível e simples solução, inicialmente apresentada
no exemplo da seção 5.4, classificaria no regime preemptivo todas as tare-
fas alocadas ao último processador permitido (processador m) e as tarefas
dos processadores adicionais que foram necessários para escalonar o sistema
em regime não preemptivo. Caso esta iteração inicial não seja suficiente, as
tarefas de outro processador não preemptivo, em ordem reversa, são transfor-
madas para regime preemptivo. Esta classificação simples transforma para
preemptivo as tarefas particionadas em regime não preemptivo em ordem re-
versa à da alocação inicial. Este algoritmo de classificação é formalizado pelo
algoritmo 2
Algoritmo 2 Classificação em relação ao regime de preempção das tarefas e
dos processadores; Entrada: Πp e Πnp; Saída: Tp
{Variável i conta número de invocação do algoritmo: inicialmente i = 0}
if i = 0 then
{Constrói conjunto Tp das tarefas: união das tarefas dos processadores
pinp que excedem m e do último processador permitido (pinpm )}
∀τk ∈ Tpinp j : m≤ j ≤ mnp;Tp←Tp∪ τk;Tpinp j ← /0
{Atualiza conjunto de processadores preemptivos e não preemptivos}
∀pinp j ∈Πnp : m≤ j ≤ mnp;Πnp←Πnp−pinp j
mnp← mnp− (mnp−m+1)
Πp← /0
else
{Constrói conjunto Tp das tarefas}
∀τk ∈ Tpinp j : j = m− i;Tp←Tp∪ τk;Tpinp j ← /0
{Atualiza conjunto de processadores preemptivos e não preemptivos}
∀pinp j ∈Πnp : j = m− i;Πnp←Πnp−pinp j
mnp← mnp−1
Πp← /0
end if
i← i+1
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5.6 ALGORITMO PARA PARTICIONAMENTO ENTRE PROCESSADO-
RES E ESCALONAMENTO LOCAL
O problema do particionamento das tarefas é NP-difícil devido a sua
equivalência com o bin-packing problem. Desta forma pode-se resolver o
particionamento como um problema de otimização ou meta heurísticas de
otimização (simulated annealing por exemplo).
Contudo, o que geralmente se utiliza são soluções sub-ótimas que
combinam algoritmos de escalonamento local em monoprocessador com heu-
rísticas polinomiais do bin-packing problem (First-Fit, Next-Fit, Best-Fit, en-
tre outras) que possuem o seguinte padrão:
• as tarefas são ordenadas de acordo com algum critério;
• as tarefas são atribuídas (em ordem) a um processador até a sua capa-
cidade de acordo com alguma condição (teste necessário, suficiente ou
exato).
Uma tarefa τi é atribuída a um processador pik se ela pode ser atribuída
a este processador e escalonada por um dado algoritmo de escalonamento
monoprocessado de modo que τi e todas as outras tarefas anteriormente atri-
buídas à pik sempre cumpram seus deadlines. O critério que determina se uma
tarefa pode ser atribuída a algum processador depende do algoritmo utilizado
relacionado ao nível monoprocessado.
A proposta do algoritmo heterogêneo necessita de dois algoritmos para
o escalonamento local: preemptivo e não preemptivo. Quaisquer algoritmos
preemptivos e não preemptivos podem ser utilizados, desde que se tenha teste
de escalonabilidade que garantam a escalonabilidade para cada processador
individualmente. O teste do escalonamento preemptivo deve considerar a
penalização de preempção γ descrita anteriormente na formalização do sis-
tema. O algoritmo preemptivo pode ser intercambiável com um algoritmo de
escalonamento cooperativo (com pontos fixos de preempção) desde que se
considere também algum tipo de penalização γ .
5.7 EXEMPLO DE IMPLEMENTAÇÃO DA ABORDAGEM
Neste trabalho considerou-se o algoritmo de prioridade fixa DM – De-
adline Monotonic para o regime preemptivo e o EDFnp – Earliest Deadline
First non-preemptive para regime não preemptivo. Ambos algoritmos serão
descritos nas próximas subseções considerando as heurísticas de particiona-
mento.
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5.7.1 Algoritmo para regime preemptivo
Para o algoritmo preemptivo considera-se a utilização do algoritmo
de prioridade fixa Deadline Monotonic (DM). No DM a prioridade de cada
tarefa é atribuída em ordem não crescente em relação ao seu deadline, ou seja,
uma prioridade de τi mais alta que τ j implica que Di ≤ D j. Neste regime de
escalonamento, uma prioridade única é associada para cada tarefa e todas
as instâncias geradas possuem a mesma prioridade associada a sua tarefa.
Empates de prioridade são resolvidos arbitrariamente pelo escalonador. Neste
sentido, se uma tarefa τ1 possui prioridade mais alta que uma tarefa τ2 e
ambas tarefas possuem instâncias ativas, a instância de τ1 terá prioridade de
execução sobre a instância de τ2.
O regime de prioridade fixa preemptivo não é o melhor em termos de
escalonabilidade mas representa um compromisso entre preempção e previ-
sibilidade das tarefas, principalmente em relação a incorporação de custos
adicionais de preempção γ . Por mais que haja preempções em tempos arbi-
trários sabe-se quais as possíveis tarefas que podem interromper a execução
de uma outra.
A viabilidade do conjunto de tarefas sob o regime preemptivo em DM
é verificada pelo teste de tempo de resposta conforme a equação 5.3 proposto
Audsley et al. (1991) e a viabilidade com o termo γ foi inicialmente pro-
posta por Busquets Mataix et al. (1996). O termo γ na equação 5.3 representa
uma interferência adicional imposta pela execução das tarefas de prioridade
mais alta dentro da janela de execução da tarefa τi que pode considerar tempo
de recarga da memória cache ou outro atraso adicional a ser considerado na
preempção. Neste teste, seja Tp = {τ1,τ2, ...,τn} um conjunto de tarefas es-
porádicas em ordem não decrescente em relação à prioridade (para um par τi
e τ j, se i < j então prioridade de τi é mais alta que a prioridade de τ j). Se
∀τi ∈ Tp : (1≤ i≤ n) Ri ≤ Di, o sistema é escalonável.
Rk+1i =Ci+
i−1
∑
j=1
⌈
Rki
Tj
⌉
(C j + γ j) (5.3)
O particionamento no regime preemptivo em Deadline Monotonic será
realizado por DM-FFDU – Deadline Monotonic - First Fit Decreasing Utili-
zation sendo apresentado pelo algoritmo 3. O DM-FFDU apresentado é uma
modificação do RM-FFDU – Rate Monotonic - First Fit Decreasing Utiliza-
tion que foi proposto originalmente por Oh e Son (1995) e possui uma taxa
de aproximação de 1.66 em relação a um particionamento ótimo.
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Algoritmo 3 Particionamento em regime preemptivo; Entrada: Tp; Saída: mp
e Πp
Ordenar Tp em ordem não crescente de utilização (ui);
mp← 1; i← 1;
while Tp 6= /0 do
{Atribui primeira tarefa ao próximo processador preemptivo}
Tpimp ←Tpimp ∪ τi
{Remove tarefa de Tp}
Tp←Tp− τi
{Enquanto for escalonável pela equação 5.3}
while ∀τ j ∈ Tpimp : (1≤ j ≤ n) R j ≤ D j doTpimp ←Tpimp ∪ τiTp←Tp− τi
i← i+1
end while
mp← mp+1
end while
5.7.2 Algoritmo para regime não preemptivo
Para o algoritmo não preemptivo considera-se a utilização do EDF –
Earliest Deadline First não preemptivo (EDF-np). No EDF-np a tarefa com
deadline absoluto mais próximo será escolhida para executar, mas somente
quando a instância atualmente em execução terminar sua execução.
A viabilidade do conjunto de tarefas sob o regime não preemptivo com
Di ≤ Ti é verificada pelas condições impostas pela equação 5.4 propostas por
George et al. (1996), maiores detalhes e exemplos podem ser encontrados
neste trabalho. Neste teste, seja Tnp = {τ1,τ2, ...,τn} um conjunto de tarefas
esporádicas com U ≤ 1 é escalonável por EDFnp se e somente se:
∀t ∈ S, t ≥ h(t)+maxDi>t{Ci−1} (5.4)
Com maxDi>t{Ci−1}= 0 se @t : Di > t e h(t) é a demanda de proces-
sador no tempo t definida pela equação 5.5.
h(t) = ∑
Di≤t
(
1+
⌊
t−Di
Ti
⌋)
Ci (5.5)
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O conjunto de S é definido pela equação 5.6.
S =
(
n⋃
i=1
{kTi+Di,k ∈ℵ0}
)
∩ [0,min{L,B1,B2}] (5.6)
Onde:
B1 =
∑Di≤Ti(1− DiTi )Ci+maxi{Ci−1}
1−U (5.7)
B2 = max
(
maxi=1...n{Di},
∑ni=1(1− DiTi )Ci
1−U
)
(5.8)
L é definido como sendo o período de ocupação do processador, ou
seja, é um intervalo de tempo que o processador é mantido continuamente
ocupado executando instâncias pendentes. Formalmente L é o ponto fixo da
computação iterativa definida pela equação 5.9 George et al. (1996). A itera-
ção termina quando Lm = Lm+1.
L =
 L
0 =
n
∑
i=1
Ci
Lm+1 =Wo(Lm) (5.9)
Onde Wo(t), formalizado pela equação 5.10, é a carga de trabalho do
processador. Representa a quantidade de tempo de processamento requisi-
tado por todas as instâncias cujos tempos de liberação estão no intervalo [0, t)
George et al. (1996).
Wo(t) =
n
∑
i=1
⌈
t
Ti
⌉
Ci (5.10)
O particionamento no regime não preemptivo em EDF-np utiliza o
teste da equação 5.4 e é apresentado pelo algoritmo 4.
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Algoritmo 4 Particionamento em regime não preemptivo; Entada: Tnp; Saída:
mnp e Πnp
Ordenar Tnp em ordem não decrescente de período (Ti);
mnp← 1; i← 1;
while Tnp 6= /0 do
{Atribui primeira tarefa ao próximo processador não preemptivo}
pimnp ← pimnp ∪ τi
{Remove tarefa de Tnp}
Tnp←Tnp− τi
{Enquanto for escalonável pela equação 5.4}
while ∀τ j ∈ Tpimnp : (U ≤ 1)∧ (∀t ∈ S, t ≥ h(t)+maxDi>t{Ci−1}) do
pimp ← pimp ∪ τi
Tp←Tp− τi
i← i+1
end while
mnp← mnp+1
end while
5.8 CONCLUSÃO
Para lidar com a contradição fundamental relacionada com a análise
de viabilidade dos sistemas de tempo real com garantia e os limites de esca-
lonabilidade, foi proposta uma abordagem de escalonamento heterogêneo.
Nesta abordagem, tenta-se deixar o máximo de processadores em regime
não preemptivo e, se necessário considerando os processadores disponíveis,
transforma-se processadores para regime preemptivo. Como a preempção não
é livre de efeitos colaterais, para as tarefas escalonadas em regime preemptivo
deve ser considerado custos adicionais.
O algoritmo proposto é independente do particionamento e do escalo-
namento local dos processadores. O particionamento das tarefas é um pro-
blema NP-difícil e geralmente se utiliza de heurísticas que consideram orde-
nação e atribuição das tarefas em ordem aos processadores até o limite de es-
calonabilidade definido por um teste local para monoprocessador. Da mesma
forma que os algoritmos locais são independentes, o método de incorporação
do custo adicional de preempção também o é. No método proposto, por exem-
plo, é possível modelar os efeitos da preempção através de um novo cálculo
do pior tempo de execução (maior) desativando ou limitando a agressividade
dos elementos do processador (por exemplo: cache, execução especulativa).
Tais elementos, se ativados no regime preemptivo e dependendo do proces-
sador, possivelmente tornariam a análise do sistema preemptivo inviável. De
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qualquer forma, a solução heterogênea tenta conservar a precisão e segurança
do pior tempo de computação das tarefas e ao mesmo tempo permite certo
aumento da escalonabilidade.
Foi também apresentado um exemplo da abordagem proposta. Para
o escalonamento preemptivo, utilizou-se o algoritmo de prioridade fixa DM-
FFDU (Deadline Monotonic – First Fit Decreasing Utilization) que partici-
ona as tarefas em ordem decrescente de utilização. O teste de escalonabili-
dade para o Deadline Monotonic considera um custo de preempção adicio-
nando uma interferência extra somada ao tempo de execução das tarefas de
prioridade mais alta. Apesar deste teste ser pessimista desprezando a possível
usabilidade dos dados (se for considerado cache), é perfeitamente aceitável
considerar toda recarga de cache se tal processador executa rotinas do sistema
operacional e interrupções. Além disso, esta estratégia é facilmente adaptável
se o algoritmo preemptivo fosse estendido para o modelo cooperativo (com
pontos fixos de preempção). Já para o escalonamento não preemptivo optou-
se pelo EDF não preemptivo sendo analisado pela estratégia de demanda de
processador. EDF não preemptivo foi utilizado devido a baixa escalonabili-
dade dos algoritmos de prioridade fixa não preemptivos. Tarefas executadas
em regime não preemptivo podem executar com todos os recursos (analisá-
veis pela ferramenta WCET) contemplando um melhor desempenho e con-
servação dos estados do processador. A escalonabilidade dos algoritmos não
preemptivos é afetada pelas inversões de prioridade: tarefas com deadline
mais próximo não podem executar até o término da execução da tarefa atual.
Em todos os casos, a utilização da abordagem heterogênea requer apenas tes-
tes de escalonabilidade para os algoritmos preemptivos e não preemptivos.
Em termos de complexidade, a solução heterogênea é limitada pela
complexidade dos algoritmos de particionamento não preemptivo, preemp-
tivo e de classificação. Considerando que a complexidade dos algoritmos é
x, y e z respectivamente ao particionamento não preemptivo, preemptivo e
de classificação, a solução heterogênea possui complexidade O[x+m(y+ z)],
com m igual ao número de processadores. No caso dos exemplos apresenta-
dos, os algoritmos de particionamento e classificação possuem complexidade
pseudo polinomial ao número de tarefas e, portanto a solução heterogênea
possui a mesma complexidade em relação às tarefas e linear em relação ao
número de processadores.
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6 AVALIAÇÃO DA ABORDAGEM PROPOSTA
No capítulo anterior foi descrita uma abordagem de escalonamento
heterogêneo considerando regimes de preempção diferenciados. Nesta abor-
dagem, em um mesmo sistema multiprocessado, há processadores que es-
calonam as tarefas em regime não preemptivo e outros que escalonam em
regime preemptivo. O regime não preemptivo visa conservar as propriedades
de precisão e segurança do cálculo do WCET enquanto o regime preemptivo
tenta melhorar a escalonabilidade.
Neste capítulo é apresentada uma avaliação experimental da solução
de escalonamento heterogêneo comparando-a com os algoritmos de esca-
lonamento preemptivo e não preemptivo homogêneos. Para tal avaliação,
considerou-se uma geração aleatória do conjunto das tarefas variando a utili-
zação do sistema em pequenos passos até o máximo em relação a um número
definido de processadores. Para cada sistema gerado, verifica-se o número de
sistemas escalonáveis para os três algoritmos: preemptivo, não preemptivo e
heterogêneo.
O objetivo desta avaliação é demonstrar os limites de utilização da so-
lução heterogênea e comprovar que existem casos onde esta estratégia pode
escalonar sistemas adicionais comparada com algoritmos homogêneos mesmo
com uma heurística simples de classificação de tarefas.
O capítulo está organizado em uma seção sobre a condição dos expe-
rimentos e geração das tarefas, outra sobre seleção do critério de ordenação
para o particionamento, resultados individuais do escalonamento heterogê-
neo, comparação entre os algoritmos homogêneos e o heterogêneo, e final-
mente as conclusões.
6.1 CONDIÇÕES DOS EXPERIMENTOS
Para a avaliação e comparação da solução heterogênea, foram criados
dois cenários: 4 processadores e 20 tarefas e 16 processadores e 80 tarefas.
Estes cenários estão baseados nos trabalhos de Davis e Burns (2011) e Oli-
veira et al. (2012) e são exemplos que representam as condições geralmente
utilizadas em avaliações empíricas de algoritmos de escalonamento. Varia-se
a utilização no intervalo de [0,1;4] para o cenário 4 processadores e [0,4;16]
para 16 processadores. Em ambos os casos utiliza-se 40 pontos de verifica-
ção de utilização, ou seja, incremento de 0,1 e 0,4 para os cenários de 4 e 16
processadores respectivamente.
O conjunto de tarefas com utilização pré-determinada é gerado utili-
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zando o algoritmo de distribuição UUnifast-Discard Davis e Burns (2009a),
gerando uma distribuição imparcial. Este algoritmo é baseado no trabalho de
Bini e Buttazzo (2005) com adaptações para geração de conjuntos de tarefas
com utilização maior que 1 para ambientes multiprocessados. Segundo Em-
berson et al. (2010), o UUnifast-Discard pode ser ineficiente dependendo do
número de tarefas e utilização. Entretanto, para o contexto desta dissertação
de mestrado, o método descrito por Davis e Burns (2009a) mostrou-se satis-
fatório. O intervalo mínimo de chegadas (Ti) foi gerado de acordo com uma
distribuição uniforme logarítmica com um fator de 1.000 entre os valores má-
ximos e mínimos, de 1ms a 1 segundo. A distribuição uniforme logarítmica
foi utilizada pois gera um número igual de tarefas em cada intervalo loga-
rítmico de tempo (1-10ms, 10-100ms, etc). Os deadlines das tarefas foram
atribuídos de acordo com uma distribuição uniforme aleatória dentro do in-
tervalo [Ci;Ti] resultando em conjuntos de tarefas com deadlines limitados. O
tempo de execução das tarefas é calculado individualmente através da utiliza-
ção e do intervalo mínimo de chegadas: Ci =Ui.Ti.
Desta forma para cada ponto de verificação dentro do intervalo de teste
de cada cenário, gera-se 1.000 sistemas (um sistema é um conjunto de 20 ou
80 tarefas) que devem ser escalonados em, no máximo, 4 ou 16 processado-
res. Assim, para a utilização de 0,1 gera-se 1.000 conjuntos de tarefas, para
0,2 outros 1.000 conjuntos e assim por diante. No total, as avaliações dos
algoritmos possuem 40 pontos de utilização com 1.000 conjuntos de tarefas
por ponto de avaliação, gerando um total de 40.000 sistemas diferentes para
cada cenário.
Os conjuntos de tarefas foram gerados apenas uma vez para todas as
avaliações e comparações dos algoritmos que serão apresentadas nas próxi-
mas seções. Estes testes foram implementadas em linguagem C formando um
framework de tempo real. O framework apresenta implementação dos testes
de escalonabilidade utilizados conforme a seção 5.7 do capítulo 5, bem como
a heurística de particionamento e os algoritmos da solução heterogênea. A
verificação do desempenho dos algoritmos para os 40.000 sistemas leva em
torno de 5 minutos na implementação em C do framework em um máquina
desktop recente.
6.2 ESCOLHA DA ORDENAÇÃO PARA OS ALGORITMOS DE PARTI-
CIONAMENTO
Conforme apresentado no capítulo anterior, o problema do particio-
namento é resolvido pela heurística Next-Fit, onde há uma ordenação inicial
das tarefas e estas são atribuídas aos processadores em ordem de acordo com
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a capacidade seguindo os testes de escalonabilidade para monoprocessador
(preemptivo ou não preemptivo).
Como o particionamento das tarefas é um problema combinatório (se-
melhança com o bin-packing), a ordenação inicial das tarefas tem grande im-
pacto sobre a taxa de escalonabilidade do algoritmo. Define-se a taxa de
escalonabilidade como a relação entre os sistemas considerados escalonáveis
em m processadores (m= 4 e m= 16) e a quantidade total de sistemas (1.000)
dentro do ponto de utilização em teste.
O objetivo desta seção é verificar empiricamente, dentro dos conjun-
tos de tarefas gerados pelas condições dos experimentos, qual é a melhor
classificação inicial dos algoritmos preemptivos e não preemptivos aborda-
dos neste trabalho. Este levantamento é importante devido à influência da
ordenação no particionamento e as comparações das soluções homogêneas
(somente preemptivo e somente não preemptivo) e a heterogênea deve ser re-
alizada considerando a melhor taxa de escalonabilidade do algoritmo, ou seja,
tenta-se evitar a influência direta da ordenação.
Portanto, neste estudo, avaliou-se a escalonabilidade ordenando inici-
almente as tarefas nos seguintes critérios:
• deadline relativo não decrescente (sigla DC – deadline relativo cres-
cente);
• deadline relativo não crescente (sigla DD – deadline relativo decres-
cente);
• folga (laxity: Di−Ci) não decrescente (sigla FC – folga crescente);
• folga (laxity: Di−Ci) não crescente (sigla FD – folga decrescente);
• período (intervalo mínimo de chegadas) não decrescente (sigla PC –
período crescente);
• período (intervalo mínimo de chegadas) não crescente (sigla PD – pe-
ríodo decrescente);
• utilização não decrescente (sigla UC – utilização crescente).
• utilização não crescente (sigla UD – utilização decrescente);
Por convenção, as ordenações são sempre “não decrescentes” e “não
crescentes” por admitirem valores iguais. Com objetivo de facilitar a leitura
dos gráficos, “não decrescente” é representada pela letra “C” (crescente) e
“não crescente” é representada pela letra “D” (decrescente). Vale ressaltar
também que o limite teórico de pior caso do escalonamento particionado é a
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utilização m+12 , ou seja, as curvas de taxa de escalonabilidade das próximas
seções tenderão a 0 após uma utilização de 2,5 e 8,5 dos sistemas de 4 e 16
processadores respectivamente.
6.2.1 Seleção para escalonamento não preemptivo
Nos gráficos da figura 21 é apresentada a taxa de escalonabilidade
em função da utilização para o particionamento homogêneo utilizando o al-
goritmo EDFnp – Earliest Deadline First não preemptivo no escalonamento
local. A figura 21(a) representa o cenário com 4 processadores (20 tarefas) e
a figura 21(b) com 16 processadores (80 tarefas).
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(b) EDFnp, 16 cpus.
Figura 21: Resultados do escalonamento não preemptivo.
A primeira conclusão em relação a este particionamento é que não há
diferença, em termos de sistemas escalonados, relacionada à ordenação “não
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decrescente” e “não crescente” para um mesmo critério de ordenação nestes
ensaios. Verificou-se que a alocação das tarefas nos processadores é comple-
tamente diferente dependendo se há ordenação crescente ou decrescente para
o mesmo critério, mas a taxa de escalonabilidade dos 1.000 sistemas em um
mesmo ponto de utilização é sempre muito parecida para todos os conjuntos
de tarefas gerados neste trabalho. As curvas crescente e decrescente tam-
bém são muito parecidos devido a utilização do particionamento utilizando a
heurística Next-Fit que não permite outros processadores anteriores sejam uti-
lizados a partir do momento que a um única tarefa não é escalonada durante o
particionamento. Por estas razões crescente e decrescente são representadas
por uma única curva nos gráficos da figura 21.
Com relação aos critérios de ordenação, percebe-se pelos gráficos da
figura 21 que ordenar inicialmente o conjunto das tarefas por deadline relativo
chega-se em uma melhor taxa de escalonabilidade para o particionamento em
EDFnp.
6.2.2 Seleção para escalonamento preemptivo
Nos gráficos da figura 22 é apresentada a taxa de escalonabilidade
em função da utilização para o particionamento homogêneo utilizando o al-
goritmo Deadline Monotonic preemptivo no escalonamento local. A figura
22(a) representa o cenário com 4 processadores (20 tarefas) e a figura 22(b)
com 16 processadores (80 tarefas).
Neste ensaio do escalonamento preemptivo, utilizou-se um custo adi-
cional de preempção γ igual a 20% do tempo de computação das tarefas, ou
seja, γ = 0,2×Ci. O valor escolhido de γ é exemplo hipotético e arbitrário de
custo adicional de preempção proporcional ao tempo de computação. Tenta-
se refletir nos 20% adicionais possíveis penalidades da preempção (cache,
salvamento de contextos, etc) como uma interferência adicional no cálculo
do tempo de resposta tendo estes custos uma certa relação com o tempo de
computação da tarefa. Em um sistema real, o valor estimado de γ pode ser
obtido, por exemplo, durante a análise de fluxo de dados das tarefas con-
siderando o pior ponto de preempção em relação à usabilidade futura dos
dados em cache ou o ponto com maior conjunto de trabalho de dados (WSS
– Working set size). O problema dos custos de preempção é dependente da
arquitetura do processador e das tarefas do sistema tendo uma relação com
a obtenção do pior tempo de computação das tarefas (WCET) o que não faz
parte do escopo deste trabalho. O valor de 20% é razoável considerando rela-
tos de medições e análise feitas em sistemas reais (LEE et al., 1998), (LEE et
al., 1998), (SEBEK, 2002).
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(a) DM, 4 cpus.
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(b) DM, 16 cpus.
Figura 22: Resultados do escalonamento preemptivo, γ = 20% de Ci
Da mesma forma que o particionamento não preemptivo, não há di-
ferença significativa relacionada à ordenação “não decrescente” e “não cres-
cente” para um mesmo critério e por isso estas ordenações são representas
por uma mesma função no gráfico. Novamente, “não decrescente” e “não
crescente’ impactam na alocação mas possuem pouca influência na taxa de
escalonabilidade. As curvas crescente e decrescente também são muito pare-
cidos devido a utilização do particionamento utilizando a heurística Next-Fit.
Com relação ao critério de ordenação, percebe-se pelos gráficos da fi-
gura 22 que ordenar inicialmente o conjunto de tarefas por utilização para
fins de alocação chega-se em uma melhor taxa de escalonabilidade para o
particionamento quando Deadline Monotonic é usado como algoritmo de es-
calonamento local.
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6.3 RESULTADOS PARA ESCALONAMENTO HETEROGÊNEO
O escalonamento heterogêneo deste trabalho utiliza os algoritmos De-
adline Monotonic para o escalonamento local preemptivo, Earliest Deadline
First para o escalonamento local não preemptivo e uma heurística de classifi-
cação simples para definir quais tarefas serão executadas em cada regime. A
heurística de classificação adotada transforma os últimos processadores não
preemptivos para o regime preemptivo após o particionamento inicial de todo
o conjunto de tarefas em regime não preemptivo. A transformação somente
é realizada se o sistema não for escalonado no limite dos processadores de
cada cenário, ou seja, 4 e 16 processadores. O objetivo do escalonamento
heterogêneo, além de tentar escalonar tarefas em regime não preemptivo, é
tentar escalonar todo conjunto das tarefas no mesmo limite de processadores
do particionamento homogêneo.
Conforme apresentado na seção anterior, no particionamento preemp-
tivo a melhor taxa de escalonabilidade é obtida pela ordenação por utilização.
Portanto, para o escalonamento heterogêneo, quando processadores são trans-
formados em regime preemptivo, todas as suas tarefas são reordenadas em
utilização “não crescente” ou “não decrescente”. Como vários ensaios reali-
zados comprovaram que não há diferença quanto a este critério, utilizar-se-á
somente a utilização “não crescente” (UD) no particionamento preemptivo.
Além disso, quando uma tarefa é escalonada pelo regime preemptivo, é con-
siderado o custo adicional de preempção γ = 20% de Ci igualmente à seção
anterior sobre os resultados do particionamento homogêneo preemptivo.
No caso do particionamento não preemptivo que é realizado inicial-
mente na estratégia heterogênea, a ordenação “não crescente” e “não decres-
cente” pode comprometer a escalonabilidade do sistema. A estratégia de
classificação adotada migra os últimos processadores para regime preemp-
tivo, portanto é muito conveniente classificar as tarefas em ordem na qual
beneficie o escalonamento não preemptivo dos primeiros processadores dei-
xando tarefas problemáticas por último para o escalonamento preemptivo.
Após inúmeros ensaios realizando permutações da ordenação inicial das ta-
refas, comprovou-se que a ordenação “não crescente” por deadline (DD) é a
mais adequada para o escalonamento heterogêneo para alocação em regime
não preemptivo. Nesta ordenação as tarefas com deadlines curtos que são
problemáticas para o escalonamento não preemptivo devido ao bloqueio ine-
rente à não preempção, serão escalonadas pelo regime preemptivo quando
necessário. Desta forma, na solução heterogênea tem-se:
• ordenação em deadline “não crescente” para a alocação em regime não
preemptivo;
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• ordenação em utilização “não crescente” para a alocação em regime
preemptivo;
• interferência adicional de preempção γ = 20% de Ci quando as tarefas
executam em regime preemptivo.
Na figura 23 são apresentados os resultados para o escalonamento he-
terogêneo considerando o cenário de 4 processadores e 20 tarefas. Na figura
23(a) é apresentada a taxa de escalonabilidade em função da utilização e na
figura 23(b) é apresentado a porcentagem de processadores de cada regime.
Com utilização baixa, todo o sistema é considerado viável utilizando apenas
o regime não preemptivo. Conforme a utilização vai aumentando, não é pos-
sível garantir a viabilidade somente no regime não preemptivo e os sistemas
começam a apresentar processadores executando tarefas em regime preemp-
tivo. A queda brusca do número de processadores em regime preemptivo
acontece quando o sistema não é mais escalonável em 16 processadores, ou
seja, não é mais viável nem com 100% dos processadores em regime preemp-
tivo.
Quanto ao cenário de 16 processadores e 80 tarefas, seus resultados
estão apresentados na figura 24. Na figura 24(a) é apresentada a taxa de es-
calonabilidade em função da utilização e na figura 24(b) é apresentado a por-
centagem de processadores de cada regime. Da mesma forma que o cenário
de 4 processadores, conforme a utilização vai aumentando há necessidade de
escalonar mais tarefas em regime preemptivo para garantir a escalonabilidade
do sistema. A queda brusca dos processadores em Deadline Monotonic (DM)
acontece quando o sistema não é mais escalonável em 16 processadores nem
mesmo somente em regime preemptivo.
6.4 COMPARAÇÃO ENTRE MODELO PREEMPTIVO, NÃO PREEMP-
TIVO E HETEROGÊNEO
Esta seção apresenta uma comparação direta em termos de escalona-
bilidade entre os particionamentos homogêneos considerados e a solução he-
terogênea.
Na figura 25 apresenta-se uma comparação entre os particionamentos
homogêneos (somente EDFnp e DM) e a solução heterogênea para 4 proces-
sadores e 20 tarefas. Considera-se um custo adicional de preempção γ = 20%
de Ci para todas as tarefas que executarem em regime preemptivo (hetero-
gêneo e homogêneo). Na figura 25(a) há as curvas de escalonabilidade em
função da utilização para os três algoritmos, destacando que a solução he-
terogênea apresenta um desempenho levemente melhor na taxa de escalona-
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(b) Processadores de cada regime.
Figura 23: Resultados do escalonamento heterogêneo para 4 processadores,
γ = 20% de Ci
bilidade em relação ao particionamento homogêneo totalmente preemptivo.
Esta melhora de desempenho é mais visível na figura 25(b) onde a curva re-
presentada é a diferença das curvas de escalonabilidade do escalonamento
heterogêneo e escalonamento em Deadline Monotonic homogêneo que estão
quase sobrepostos na figura 25(a).
Na figura 26 é apresentada a mesma comparação dos algoritmos ho-
mogêneos e heterogêneo para o cenário de 16 processadores e 80 tarefas.
Novamente a solução heterogênea proposta apresenta um desempenho leve-
mente superior comparado com a solução homogênea totalmente preemptiva
(DM). Na figura 26(b) é mostrado a diferença entre as curvas do escalona-
mento heterogêneo e o escalonamento preemptivo comprovando o melhor
desempenho da solução heterogênea em termos de escalonabilidade.
É possível concluir que o escalonamento heterogêneo apresenta um
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(b) Processadores de cada regime.
Figura 24: Resultados do escalonamento heterogêneo para 16 processadores,
γ = 20% de Ci
desempenho sucintamente melhor principalmente no limite de escalonabili-
dade do particionamento ( m+12 ), ou seja, a solução heterogênea consegue es-
calonar sistemas adicionais do que o Deadline Monotonic particionado. Se os
picos de melhor desempenho das curvas de diferença (figuras 25(b) e 26(b))
forem comparados com a porcentagem de processadores de cada regime da
solução heterogênea (figuras 23(b) e 24(b)) percebe-se que este aumento de
sistemas escalonados existe devido a uma certa quantidade de processadores
em regime não preemptivo. Ou seja, o pico de melhor desempenho da fi-
gura 26(b), utilização de 8.4, possui cerca 16% dos processadores em regime
não preemptivo (figura 24(b)) dos 1.000 sistemas analisados quando estes são
escalonáveis. Além disso, percebe-se que o algoritmo tenta conservar as pro-
priedades do WCET mantendo certo número de processadores em regime não
preemptivo.
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(a) Escalonabilidade em função da utilização.
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(b) Diferença entre as curvas de escalonabilidade entre heterogêneo
e DM.
Figura 25: Comparação entre particionamento homogêneo e heterogêneo
para 4 processadores com γ = 20% de Ci
6.5 CONCLUSÕES
Este capítulo apresentou a avaliação experimental da solução de es-
calonamento heterogêneo proposta no capítulo anterior. Para tal avaliação
foram criados dois cenários de teste com 4 e 16 processadores e com 20 e
80 tarefas respectivamente através do algoritmo UUnifast. O UUnifast, como
apontado pela literatura, fornece conjuntos de tarefas imparciais, o que é ex-
tramente importante para a avaliação empírica dos algoritmos de escalona-
mento.
O escalonamento particionado é um problema combinatório que neste
trabalho foi resolvido através da heurística First Fit resultando em uma solu-
ção sub-ótima mas com baixa complexidade computacional. Esta solução de
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(b) Diferença entre as curvas de escalonabilidade entre heterogêneo
e DM.
Figura 26: Comparação entre particionamento homogêneo e heterogêneo
para 16 processadores com γ = 20% de Ci
particionamento requer uma ordenação inicial das tarefas e pode-se dizer que
tal ordenação tem grande impacto na taxa de escalonabilidade dos algoritmos.
Por isso, o estudo desenvolvido para ordenações por deadline, folga, período
e utilização (todos “não decrescente” e “não crescente”) foram importantes
para determinar-se a melhor escalonabilidade dos algoritmos homogêneos e
também no desenvolvimento do heterogêneo. Além disso, o impacto da or-
denação para alocação pode mascarar o desempenho de um dado algoritmo
fornecendo resultados tendenciosos, o que foi evitado neste trabalho utili-
zando sempre a configuração com melhor desempenho nas comparações e
conclusões. O mesmo fator de custo de preempção também foi conservado
em todas as avaliações.
A heurística adotada que classifica quais tarefas e processadores são
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regidos pelo regime preemptivo e não preemptivo é realmente bem simples.
Simplesmente há uma conversão dos últimos processadores, e consequente-
mente suas tarefas, para o regime preemptivo até que o sistema seja ou não
escalonado. Pode-se concluir que, mesmo utilizando-se de uma heurística
simples de classificação entre regimes, consegue-se atingir o objetivo de es-
calonamento e até escalonar alguns sistemas adicionais. Pode-se dizer que,
dentro dos algoritmos avaliados, existem sistemas que somente são viáveis se
o escalonamento for heterogêneo.
Outra conclusão importante é que a solução heterogênea tenta conser-
var processadores em regime não preemptivo. Ocorre conversão entre regi-
mes somente quando o sistema não é viável dentro do limite de processado-
res disponíveis (4 e 16). Este é um fato importante, pois escalonar tarefas
em regime não preemptivo garante as propriedades do WCET. A obtenção de
WCET preciso e seguro é uma tarefa complicada. Um escalonamento que
tenta conservar estas características é importante para os sistemas de tempo
real principalmente enquanto houver a contradição entre obtenção do WCET
e o escalonamento o que é muito aparente na arquitetura dos processadores
atuais.
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7 CONSIDERAÇÕES FINAIS
Cada vez mais as aplicações de tempo real necessitam de capacidade
de processamento. A demanda de funcionalidade destas aplicações é cres-
cente e, consequentemente, há aumento da complexidade do software que
necessita de hardware poderoso. Os processadores para estas aplicações so-
fisticadas não são mais simples, incorpora-se múltiplos núcleos em um único
chip, elementos especulativos e arquiteturas de memória complexas. Pode-
se perceber que o desenvolvimento de processadores multiprocessados está
muito à frente em relação aos esforços de pesquisa que determinam os me-
lhores mecanismos, políticas e análises para tais sistemas. No melhor dos
casos, gera-se sistemas superdimensionados e caros, e no pior dos casos têm-
se sistemas com falhas temporais que comprometem sua confiabilidade.
A diferença existente entre o desenvolvimento dos processadores e as
técnicas de análise é muito visível na contradição entre o cálculo do WCET
e os algoritmos de escalonamento. Conforme a literatura, o WCET obtido
através de técnicas de interpretação abstrata é robusto e apresenta resulta-
dos precisos. Infelizmente, estas técnicas são limitadas ao número pequeno
de plataformas e as que são suportadas apresentam dificuldades em relação
a análise, especialmente quando se utiliza de processadores mais avançados
com memória cache e elementos especulativos. E ainda, grande parte das
pesquisas realizadas no campo de escalonamento de tempo real consideram a
preempção e migração fundamentais para o desenvolvimento de escalas óti-
mas, mas estas considerações são incompatíveis com as premissas do cálculo
do WCET.
Para tentar amenizar esta contradição, foi proposto neste trabalho uma
solução de escalonamento heterogêneo. Neste modelo de escalonamento as
tarefas são divididas em processadores com escalonamento em regime não
preemptivo e preemptivo. O regime preemptivo escalona tarefas problemá-
ticas para o não preemptivo e o objetivo deste último é tentar conservar as
propriedades de segurança e precisão do cálculo do WCET. O modelo de ta-
refas adotado contempla tarefas esporádicas e é incorporado ao modelo um
custo adicional quando há execução em regime preemptivo. O custo de pre-
empção é um parâmetro flexível que depende do algoritmo de escalonamento
bem como a arquitetura do sistema. Se a arquitetura permitir, pode-se consi-
derar um tempo adicional de recarga de cache (como apresentado no teste de
tempo de reposta do algoritmo Deadline Monotonic no capítulo 4) ou, como
sugestão, pode-se desativar todos os elementos especulativos do processa-
dor e recalcular um novo WCET mais determinista. Não é do conhecimento
do autor nenhum trabalho da literatura de tempo real em que uma aborda-
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gem heterogênea foi utilizada no escalonamento de multiprocessadores como
apresentado aqui.
Os algoritmos de escalonamento local também são independentes na
solução apresentada. Qualquer algoritmo pode ser utilizado desde que se
tenha um teste de escalonamento para monoprocessador devido a solução
utilizar o escalonamento particionado. O particionamento é um problema di-
fícil devido a sua semelhança com o bin packing e não há soluções ótimas.
Contudo, após o particionamento das tarefas nos processadores, qualquer al-
goritmo e teste de escalonamento para monoprocessador pode ser utilizado o
que incorpora duas vantagens básicas. A primeira é não ter custo adicionais
de migração e nem manipulação de filas globais o que dificultaria ainda mais
a utilização do parâmetro WCET. Outra vantagem, está relacionada ao fato
dos algoritmos para monoprocessador estarem bem desenvolvidos com testes
exatos e técnicas abrangentes.
As avaliações e comparações realizadas entre as abordagens homogê-
neas (preemptivo e não preemptivo) e a heterogênea mostraram que a solução
heterogênea é promissora. Neste trabalho foi utilizada uma heurística simples
de classificação entre regimes e, mesmo assim, pode-se escalonar sistemas
adicionais em relação às soluções homogêneas. Pode-se concluir que, den-
tro dos algoritmos avaliados, há sistemas que somente são escalonados se for
adotada a estratégia heterogênea e este melhor desempenho acontece quando
há processadores executando tarefas no regime não preemptivo. É interes-
sante notar que se a utilização do sistema for menor que o limite teórico do
escalonamento ( m+12 ), mais processadores permanecem no regime não pre-
emptivo conservando as propriedades do WCET e cumprindo os objetivos do
trabalho.
Como trabalhos futuros existem inúmeros aspectos que podem ser me-
lhorados. Primeiramente, pode-se investigar outros métodos para incorporar
os custos de preempção na escalonabilidade desenvolvendo ou melhorando
ferramentas que utilizem técnicas de fluxo de dados em conjunto com a aná-
lise WCET. Com relação à solução heterogênea, pode-se investigar algorit-
mos mais avançados para classificar quais tarefas executam nos diferentes
regimes como, por exemplo, utilizar técnicas ou meta heurísticas de otimi-
zação. Outros algoritmos de escalonamento para monoprocessador podem
ser avaliados e ainda verificar o impacto na escalonabilidade se for utilizado
escalonamento semi-preemptivo (com pontos fixos de preempção) ao invés
do preemptivo. Pode-se ainda, ao invés de utilizar dois regimes de preemp-
ção (preemptivo e não preemptivo), utilizar três regimes como preemptivo,
semi-preemptivo e não preemptivo.
Dos frutos deste trabalho, houve duas publicações nacionais referen-
ciadas em (STARKE; OLIVEIRA, 2011a) e (STARKE; OLIVEIRA, 2011b).
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A primeira trata do estudo realizado sobre a ferramenta WCET AiT apresen-
tada no capítulo 3 e a segunda trata da da influência de um modo especial de
operação dos processadores x86 nos sistemas de tempo real. Um novo artigo
será submetido com o resultado principal deste trabalho, o qual ainda não foi
publicado.
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APÊNDICE A -- Arquitetura de processadores contemporâneos –
versão expandida
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O primeiro microprocessador, Intel 4004, foi introduzido em 1971,
consistindo em uma máquina de 4-bits com aproximadamente 2300 transis-
tores. Sua aplicação inicial era a construção de calculadoras. Em termos de
evolução, entre 1970 a 1980 os processadores continham de 2 mil a 100 mil
transistores, uma frequência entre 0.1 a 3Mhz e 0,1 instruções a cada ciclo de
máquina. Atualmente os microprocessadores contém mais de 100 milhões de
transistores, frequências superiores a 2Ghz e 0.9 a 1.9 instruções a cada ciclo
de máquina.
O projeto e a especificação de um microprocessador envolve a arquite-
tura do conjunto de instruções, que especifica quais instruções o processador
é capaz de executar. Atualmente a implementação do hardware é descrita
através de uma linguagem de descrição de hardware – Hardware Description
Language (HDL). O HDL incorpora lógica booleana simples (logic gates) e
flip-flops, como também estruturas mais complexas como decodificadores e
multiplexadores. Com essas estruturas primitivas pode-se elaborar módulos
funcionais inteiros como circuitos somadores e multiplicadores. Exemplos
de uma implementação de arquitetura de microprocessador utilizando HDL
pode ser encontrada em (BRYANT; HALLARON, 2003).
Textos sobre arquitetura de computadores definem três níveis de abs-
tração (SEHN; LIPASTI, 2005): arquitetura, implementação e realização.
Arquitetura é conhecida como arquitetura de conjunto de instruções –
Instruction Set Architecture (ISA) – que especifica o conjunto de instruções
que caracteriza o comportamento fundamental do processador. Todo o soft-
ware deve ser codificado em um ISA correspondente a tal máquina. Alguns
exemplos de ISA são: Intel IA32, AMD x86_64, PowerPC e ARM.
Uma implementação especifica o projeto da arquitetura, referenciado
como microarquitetura. Exemplos de implementação são PowerC 604 e Intel
P6. Atributos como projeto do pipeline, memórias cache e previsão de fluxo
(branch prediction) fazem parte da implementação.
A realização de uma implementação consiste no encapsulamento fí-
sico do projeto. No caso dos microprocessadores, esse encapsulamento ge-
ralmente é um chip. As realizações podem variar em termos de frequência,
capacidade de memória cache, barramentos, tecnologia de fabricação e em-
pacotamento. Atributos relacionados à realização incorporam o die size, en-
capsulamento, potência, refrigeração e cofiabilidade.
O ISA é definido como sendo um contrato entre o software e o hard-
ware que torna o desenvolvimento de programas e máquinas uma tarefa in-
dependente. Desta forma, programas escritos em dado ISA podem rodar em
diversas implementações com diferentes níveis de desempenho, aumentando
a longevidade do software. Contudo ISAs com uma grande quantidade de
softwares já desenvolvidos tendem a ficar no mercado por um bom tempo e
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um exemplo disso é o ISA Intel IA32.
Servindo como base no desenvolvimento de softwares ou compilado-
res, o ISA também serve como especificação de processadores. No lança-
mento de uma nova microarquitetura, esta deve ser validada para que se ga-
ranta todos os requisitos funcionais, bem como que softwares já existentes
possam ser executados. Um ISA define um conjunto de instruções chama-
das instruções assembly, sendo que cada instrução define um operador e um
ou mais operandos. ISAs têm sido diferenciados de acordo com o número
de operandos que possam ser explicitamente especificados em cada instru-
ção. Alguns ISAs usam um acumulador como operando implícito, onde este
é usado sempre como fonte ou destino. Outros ISAs assumem que operan-
dos estão contidos em uma pilha formando um estrutura LIFO – last in, first
out, sendo que estruturas e operandos são operados no topo da pilha. Esta
estrutura de pilha é utilizada, por exemplo, em unidades de ponto flutuante
– Floating Point Units (FPU). Contudo, ISAs modernos consideram que os
operandos estão gravados em registradores especiais formando o multientry
register file do processador. Todas as operações aritméticas e lógicas são re-
alizadas sobre estes registradores. Instruções especiais relacionadas com a
memória como load e store são responsáveis em mover os operandos dos
registradores à memória principal e vice-versa.
A.1 PRINCÍPIOS DE PIPELINE
A utilização de pipeline é uma técnica poderosa para aumentar o de-
sempenho do sistema sem uma replicação massiva de hardware. O Intel i486
foi a primeira q implementação da p arquitetura IA32 com pipeline.
A primeira motivação é aumentar o throughput do sistema com baixo
incremento de hardware, sendo que o throughput é caracterizado pelo número
de tarefas realizadas por unidade de tempo. Para um sistema que opera uma
tarefa por unidade de tempo, o throughput é igual a 1/D, sendo D a latência
associada ao cumprimento da tarefa.
A técnica do pipeline particiona o sistema entre múltiplos estágios adi-
cionando uma memória ou buffer entre eles. A computação original é decom-
posta em k estágios, sendo que uma nova tarefa pode ser inicializada assim
que a anterior atravessar o primeiro estágio. Assim, ao invés de iniciar uma
tarefa a cada D unidades de tempo, inicializa-se uma a cada D/k, e o proces-
samento das k computações são sobrepostas pelo pipeline.
A princípio, o ganho de desempenho é proporcional ao comprimento
do pipeline, ou seja, quanto mais estágios, maior desempenho. Porém, há
limitações físicas relacionadas à frequência que determinam a quantidade de
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estágios que podem ser utilizados. De forma geral, o limite de quanto um sis-
tema síncrono pode ser divido em estágios está associado ao tempo mínimo
necessário para o funcionamento dos circuitos de latch e a incerteza associada
ao atrasos da frequência na distribuição dos circuitos. Além das limitações fí-
sicas, há uma relação de custo/desempenho que determina a ótima quantidade
de estágios de um pipeline (SEHN; LIPASTI, 2005), já que uma quantidade
de hardware é adicionado ao sistema em cada estágio.
O aumento de desempenho em k consiste em três idealismos básicos:
•sub-computações uniformes: a computação a ser realizada é divida em
sub-computações com latências iguais;
•computações idênticas: a mesma computação é realizada repetidamente
em uma grande quantidade de dados;
•computações independentes: as computações são independentes entre
si.
As sub-computações uniformes mantêm o idealismo que cada estágio
possui o mesmo tempo de execução, ou seja, T/k. Contudo, esta suposição
não é verdadeira sendo impossível particionar computações em estágios per-
feitos e balanceados. Exemplificando, uma operação de 400ns foi dividia em
três estágios de 125ns, 150ns e 125ns. Como a frequência do pipeline é de-
terminada pelo estágio mais longo, esta será limitada pelos 150ns. Assim, o
primeiro e o terceiro estágio possuem uma ineficiência de 25ns, e o tempo
total da operação utilizando o pipeline será de 450ns ao invés de 400ns ori-
ginalmente. Essa ineficiência é denominada fragmentação interna, sendo o
primeiro desafio no desenvolvimento de processadores.
As computações idênticas assumem que todos os estágios do pipeline
são sempre utilizados em todos os conjuntos de dados. Esta suposição não
é válida quando há execução de múltiplas funções, onde nem todos os está-
gios são necessários para suportá-las. Como nem todos os conjuntos de dados
precisarão de todos os estágios, estes ficaram esperando mesmo que não pre-
cisem executar tal subfunção devido a característica síncrona do sistema. Esta
ineficiência introduz a fragmentação externa dos estágios do pipeline.
As computações independentes assumem que não há dependência de
dados ou controle em qualquer par de computações. Esta suposição permite
que o pipeline opere em fluxo contínuo, ou seja, nenhuma operação precisa
esperar a completude da operação anterior. Em alguns sistemas esta supo-
sição é válida, mas para pipelines de instruções uma operação precisará do
resultado da anterior para prosseguir. Se esta situação ocorre e as duas opera-
ções encontram-se em processamento, a operação deverá esperar o resultado
da anterior, ocasionando a flutuação do pipeline – pipeline stall. Se há uma
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operação em flutuação, todos os estágios anteriores também deverão esperar,
ocasionando uma série de estágios ociosos.
O desenvolvimento de processadores com pipeline lidam com três de-
safios relacionados com o idealismo básico:
•sub-computações uniformes: requer balanceamento dos estágios;
•computações idênticas: requer unificação dos tipos de instrução;
•computações independentes: minimização das flutuações.
Um ciclo de instrução básico pode ser divido em cinco subcomputa-
ções genéricas:
1.busca de instruções (BI) – instruction fetch;
2.decodificação da instrução (DI) – instruction decode;
3.busca dos operandos (BO) – operand’s fetch;
4.execução da instrução (EX) – instruction execution;
5.gravação dos operandos (GO) – operand store.
Um ciclo genérico começa com a busca da nova instrução, seguido
pela decodificação que determina que tipo de trabalho que será realizado.
Normalmente um ou mais operandos devem ser buscados, onde estes podem
estar contidos nos registradores ou na memória dependendo do tipo de ende-
reçamento utilizado. Assim que os operandos estão disponíveis, a operação
especificada pela instrução é executada e o ciclo termina com a gravação do
resultado nos registradores ou na memória. Durante estas cinco subcompu-
tações genéricas, alguns efeitos colaterais podem acontecer mudando o es-
tado da máquina e são considerados efeitos colaterais por não serem expli-
citamente especificados na instrução. A complexidade e a latência de cada
estágio varia significativamente dependendo do ISA.
As subcomputações genéricas correspondem a uma partição natural de
um ciclo de instrução formando um pipeline genérico de cinco estágios. Esta
quantificação de estágios tem como objetivo particionar o ciclo de instruções
em estágios balanceados diminuindo a fragmentação interna. Assim, múl-
tiplas subcomputações com baixa latência podem formar um único estágio
ou ainda alguns dos cinco estágios genéricos também podem ser agrupados
formando um melhor balanceamento do pipeline como um todo, conforme a
figura 27.
Assim, os dois métodos de quantização são a junção de múltiplas com-
putações em apenas uma e subdivisão de subcomputações em vários estágios.
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BI_2
DI
BO_1
BO_2
BI_1
EX_1
BO
EX
GO
BI
DI
EX_2
GO_1
GO_2
Figura 27: Técnicas de balanceamento de pipeline (Apêndice).
Em ambos os casos, o objetivo principal da quantização é minimizar a frag-
mentação interna. Tomando como exemplo, supõe-se que a computação de
5 estágios genéricos leve 300ns e que o tempo de ciclo dos pipelines de 4 e
9 estágios da figura 27 é 80ns e 40ns respectivamente. Consequentemente a
latência do pipeline de 4-estágios é de (80ns× 4) = 320ns e o de 9-estágios
é (40ns×9) = 360ns. A diferença entre a nova latência e a antiga representa
a fragmentação interna, ou seja, (320ns−300ns) = 20ns para o de 4-estágios
e (360ns− 300ns) = 60ns para o de 9-estágios. Baseando-se neste ponto de
vista, conclui-se que o pipeline de 4-estágios é mais eficiente que o de 9-
estágios, porém em termos de throughtput, tem-se 300ns/40ns = 7.5 contra
300ns/80ns = 3.75, assim se deve considerar ambos os fatores no projeto de
pipelines.
Conforme o comprimento do pipeline cresce, a quantidade de recursos
de hardware para dar suporte cresce significativamente. O custo mais signi-
ficativo está relacionado ao incremento de portas para dar acesso simultâneo
aos registradores e à memória, já que os diferentes estágios precisam acessar
os operandos bem como ler/escrever na memória.
Como o idealismo de computações idênticas não se mantém, requer-se
o máximo da unificação dos tipos de instrução. Como o sistema deve suportar
um superconjunto de instruções da arquitetura, instruções que não utilizam
todos os estágios geram a fragmentação interna e o objetivo da unificação das
instruções é reduzir este problema.
Para realizar uma computação, precisa-se de três tarefas genéricas:
1.operações aritméticas;
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2.movimentação de dados;
3.sequenciamento de instruções.
As operações aritméticas envolvem o cumprimento de operações lógi-
cas e aritméticas sobre os operandos e o processador pode suportar uma ampla
gama dessas operações. A movimentação de dados é responsável por mover
os operandos e os resultados entre diferentes locais de armazenamento. O
sequenciamento de instruções está relacionado com a manipulação explícita
do fluxo de controle das instruções.
Em uma arquitetura RISC moderna, o conjunto de instruções emprega
tipos de instruções dedicadas para cada uma das tarefas genéricas, formando
assim uma classificação de três tipos:
1.Instruções da Unidade Lógica e Aritmética (ULA);
2.Instruções de memória (load/store): movimentação de dados;
3.Instruções de fluxo (branch): para o manipulação do fluxo de controle.
As instruções ULA são restritas somente aos registradores. Apenas
as instruções de movimentação de dados podem acessar a memória. As ins-
truções de fluxo e movimentação empregam endereçamento simples de me-
mória, tipicamente apenas modo endereçamento indireto com deslocamento
é suportado. Geralmente o endereçamento relativo ao contador de programa
(CP) também é suportado para instruções de controle de fluxo. Nas tabelas
6, 7 e 8, conforme (SEHN; LIPASTI, 2005), encontra-se o detalhamento das
instruções relacionadas com as operações e as cinco subcomputações típicas
de um pipeline, considerando uma arquitetura de cache de dados e instrução
independentes (D-cache/I-cache).
A análise das especificações das instruções proporciona uma verifica-
ção da semântica de cada instrução. Apesar delas compartilharem subcom-
putações em termos de busca e decodificação, elas necessitarão de recursos
diferenciados. Assim, na figura 28 demonstra-se um exemplo de unificação
de recursos para um pipeline genérico de seis estágios.
Na coluna da esquerda da figura 28 apresenta-se as cinco tarefas bá-
sicas de busca (BI) e decodificação de instrução (DI), busca dos operandos
(BO), execução (EX) e gravação de operandos (GO). A direita apresenta-se
um possível pipeline compartilhando as unidades e na parte superior, apresenta-
se as 4 instruções. As quatro categorias de instrução (ULA, carregar, gravar e
fluxo) compartilham os três primeiros estágios: BI, DI e LT. A unidade ULA
(4o estágio) pode ser utilizada para a geração de endereços para as instruções
relacionadas com a memória. O estágio MEM é responsável pelo acesso à ca-
che e estágio o REG faz a gravação dos resultados das operações novamente
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Subcomputação Instrução Inteira
Instrução ponto-
flutuante
BI Buscar Buscar
(acessar I-cache) (acessar I-cache)
DI Decodificar Decodificar
BO Acessar registradores Acessar registradores PF
EX Realizar operação Realizar operação PF
GO
Regravar nos registrado-
res
Regravar nos registrado-
res
Tabela 6: Especificação das instruções aritméticas/ponto flutuante (Apên-
dice).
Subcomputação Instrução Load Instrução store
BI Buscar Buscar
(acessar I-cache) (acessar I-cache)
DI Decodificar Decodificar
BO
Acessar registradores
(endereço base)
Acessar registradores
(operando e endereço
base)
Gerar endereço efetivo
(base + deslocamento)
Acessar memória
(acessar D-cache)
EX
GO
Regravar nos registrado-
res Gerar endereço efetivo
(base + deslocamento)
Acessar memória
(acessar D-cache)
Tabela 7: Especificação das instruções de acesso à memória (Apêndice).
nos registradores. O estágio MEM após o estágio ULA inclui um ciclo de
ociosidade nas operações aritméticas gerando fragmentação externa no mo-
delo. No pipeline de seis estágios modelado, as instruções “carregar” utilizam
todas as unidades, enquanto as outras apenas cinco.
A unificação dos tipos de instrução em um pipeline conduz à minimi-
zação dos recursos necessários para suportar todas as instruções. De certo
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Subcomputação Salto incondicional Salto condicional
BI Buscar Buscar
(acessar I-cache) (acessar I-cache)
DI Decodificar Decodificar
BO Acessar registradores Acessar registradores
(endereço base) (endereço base)
Gerar endereço efetivo Gerar endereço efetivo
(base + deslocamento) (base + deslocamento)
EX Avaliar condição
GO
Atualizar CP com ende-
reço alvo
Se condição for verda-
deira, atualizar CP com
endereço alvo
Tabela 8: Especificação das instruções de controle de fluxo (Apêndice).
modo deseja-se determinar um pipeline que seja análogo ao mínimo múltiplo
comum de todos os recursos necessários. Além disso, maximiza-se a utiliza-
ção de todos os estágios em diferentes instruções diminuindo a fragmentação
externa. Se um estágio ocioso é inevitável, tenta-se colocá-lo no final do
pipeline permitindo que a instrução termine antes e para reduzir sua latência.
Em termos de implementação, a representação lógica da figura 28 pos-
sui algumas particularidades. Os seis diferentes estágios significam que ha-
verá seis instruções ao mesmo tempo em execução, portanto, register file ne-
cessitará suportar duas leituras (dois operandos no estágio LT) e uma escrita
(estágio REG) simultaneamente. A I-cache deverá suportar uma leitura a cada
ciclo a menos que seja interrompida por uma instrução de controle de fluxo,
bem como a D-cache com uma leitura ou escrita (estágio MEM). O subsis-
tema de memória é relativamente simples considerando duas caches isoladas
com uma porta de acesso. Contudo, se ocorrer qualquer falta de cache (cache
miss), haverá flutuação no pipeline. Neste modelo, o acesso à cache possui
uma latência de um ciclo, mas conforme a cache torna-se maior e a lógica
do processador aumenta de complexidade, manter uma latência de um ciclo
torna-se muito difícil.
A.2 MINIMIZAÇÃO DE FLUTUAÇÕES DO PIPELINE
Um programa é uma sequência de instruções em assembly. As ins-
truções podem ser especificadas, conforme (SEHN; LIPASTI, 2005) como
uma função i : T ← S1opS2, onde o domínio é D(i) = {S1,S2} e a imagem é
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DI:
BO:
EX:
GO:
BI:
DI
LT
ULA
MEM
BI
REG
ULA Carregar Gravar Fluxo
Operação
Log/aritm
Regravação
registradores
Geração
endereço
Leitura
memória
Buscar instrução
Atualizar PC
Decodificar instrução
Ler registradores
Gravação 
memória
Geração
endereço
Atualizar
PC
Figura 28: Exemplo de unificação de recursos de um pipeline (Apêndice).
I(i) = {T}, sendo que a relação entre eles é definida pelo operador op. Dadas
duas instruções i e j sendo j precedido de i, j pode ser dependente de i se
uma das três condições descritas pelas equações A.1, A.2 ou A.3 existirem.
I(i)∩D( j) 6= /0 (A.1)
I( j)∩D(i) 6= /0 (A.2)
I(i)∩ I( j) 6= /0 (A.3)
A condição da equação A.1 implica que a instrução j requer um ope-
rando que está na imagem de i, denotada como dependência read-after-write
(RAW) ou dependência verdadeira, ou seja, instrução j não pode executar
até a completude de i. Pode-se visualizar um exemplo na equação A.4, onde
registrador R3 é compartilhado por i e j.
i : R3← R1opR2
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j : R5← R3opR4 (A.4)
A equação A.2 denota que a instrução j irá modificar uma variável que
é operando de i, denotada como write-after-read (WAR) ou dependência anti-
dados, ou seja, a existência dessa dependência requer que a instrução j não
complete antes da execução de i, ou i irá utilizar o operando errado. Pode-se
visualizar esta situação na equação A.5, onde registrador R1 é utilizado por i
e j.
i : R3← R1opR2
j : R1← R4opR5 (A.5)
A terceira condição, equação A.3 indica que as instruções i e j irão
modificar a mesma variável, conhecida como dependência write-after-write
ou dependência de saída, ou seja, a instrução j não pode completar antes de
i. Um exemplo de dependência de saída é ilustrado na equação A.6, onde
registrador R3 é escrito por i e j.
i : R3← R1opR2
j : R3← R6opR7 (A.6)
Além das dependências de dados há as dependências de controle. Da-
das as instruções i e j, com j precedido por i, a execução de j depende do
resultado de i. As dependências de controle são resultados da estrutura de
controle de fluxo do programa e saltos geram incerteza no sequenciamento
das instruções.
Como a semântica do programa requer que as dependências acima
mencionadas sejam respeitadas e a execução de instruções por um pipeline
pode facilmente romper o sequenciamento, deve haver mecanismos de iden-
tificação e resolução de dependências.
Uma potencial violação das dependências é conhecida como pipeline
hazzards. As dependências verdadeiras, anti-dados e de saída devem ser iden-
tificadas e resolvidas através de mecanismos de hardware.
Visualizando-se o pipeline de seis estágios da figura 28 e considerando
a dependência de dados relacionados com a memória, percebe-se que não há
violação do sequenciamento neste estágio. Como a arquitetura é baseada em
carregar/gravar (load/store), haverá dependência somente nestas duas instru-
ções que possuem acesso à memória. Como há somente um estágio MEM que
acessa a D-cache, há o sequenciamento completo das instruções não havendo
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nenhum tipo de violação de dependência de dados.
Com relação à dependência de dados dos registradores, identifica-se
os estágios LT e REG que acessam o register file na leitura e gravação dos
operandos do pipeline da figura 28. A dependência de saída é garantida pois
a escrita é sequencial e realizada somente pelo estágio REG. A dependên-
cia anti-dados é garantida pois toda a instrução i faz a leitura dos operandos
antes da instrução j gravar o resultado, pois o estágio LT é anterior ao REG.
Contudo a dependência de dados verdadeira não é garantida automaticamente
pelo pipeline modelado. Se a instrução i é seguida diretamente por j, quando
j alcançar o estágio LT, i ainda estará no ULA, portanto j não pode ler os
operandos até i terminar o estágio REG.
Uma dependência de controle pode ser analisada com uma dependên-
cia verdadeira envolvendo o contador de programa (CP). Uma instrução de
salto condicional escreve no CP e o estágio de busca de instrução faz a lei-
tura. Se a condição é verdadeira, a instrução atualizará o CP com o endereço
do salto, caso contrário será a próxima instrução sequencial. Contudo, con-
forme o pipeline apresentado na figura 28, a atualização do CP ocorrerá no
estágio MEM e o estágio BI utiliza seu conteúdo para a busca da próxima ins-
trução. A ordenação entre BI e MEM garante uma violação da dependência
verdadeira no CP, já que o estágio BI fará a leitura antes da atualização de CP
por MEM, após a avaliação da condição de controle.
Uma das formas de garantir o cumprimento das dependências verda-
deira e de controle apontadas acima é impedir que o registrador entre no es-
tágio crítico até a próxima instrução termine. Baseando-se nisso, a tabela 9
aponta o pior caso de ciclos de penalidade para que se resolva as violações.
ULA Memória Fluxo
Estágio da
instrução j
ULA,
Carr./Gravar,
Fluxo
ULA,
Carr./Gravar,
Fluxo
ULA,
Carr./Gravar,
Fluxo
Registrado
envolvido
Ri Ri CP
Estágio
escrita (i)
REG (6) REG (6) MEM (5)
Estágio
leitura ( j)
LT (3) LT (3) BI (1)
Penal. 3 ciclos 3 ciclos 4 ciclos
Tabela 9: Máxima penalidade envolvendo violações semânticas (Apêndice).
Obviamente, o pior caso é quando a instrução j é igual a i+ 1. Se
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há dependência de instruções entre i e j, mas estas não estão em sequência
direta a penalidade é 3− s, onde s representa o número instruções entre i e
j. A mesma ideia é válida para dependência de controle sendo a penalidade
calculada como 4− s.
Porém para as possíveis violações de controle, a penalidade de 4 ci-
clos somente acontece quando a avaliação de controle for realmente verda-
deira. Assim, pode-se construir um mecanismo que assume que a condição
de salto será falsa e, portando, o pipeline pode continuar a buscar instruções
sequencialmente. Quando efetivamente se resolve o condicionamento, o en-
dereço do CP é atualizado no estágio MEM, as instruções internas ao pipeline
são removidas. Nesta situação a penalidade de quatro ciclos acontece apenas
quando o salto condicional é realmente tomado.
A inclusão de polarização das tomadas de controle de fluxo não re-
solve o problema de ciclos de penalização, apenas ameniza o caso médio.
Assim, inclui-se no pipeline caminhos de atalho (forwarding paths) conforme
a figura 29. Os caminhos de atalho antecipam os resultados já calculados
enviando-os aos estágios anteriores sem a necessidade de completar todo o
pipeline. Por exemplo, se duas instruções aritméticas são dependentes e dire-
tamente sequenciais, o resultado da primeira pode ser utilizado pela segunda
assim que esta terminar o estágio ULA, evitando a espera de 3 ciclos decor-
rente do estágios MEM e REG. Esta situação é ilustrada pela seta (caminho
de atalho) ligando a saída do estágio ULA à ele mesmo. A mesma ideia é
utilizada interligando os estágios MEM e ULA e MEM e BI.
Com a adição dos atalhos e a respectiva lógica de controle pôde-se
reduzir os ciclos de penalidade, conforme a tabela 10.
ULA Memória Fluxo
Instrução j ULA,
Carr./Gravar,
Fluxo
ULA,
Carr./Gravar,
Fluxo
ULA
Registrador Rx Rx CP
Estágio i REG (6) REG (6) MEM (5)
Estágio j LT (3) LT (3) BI (1)
Saída do
atalho
ULA, MEM,
REG
MEM, REG MEM
Entrada do
atalho
ULA ULA BI
Penalidade 0 ciclos 1 ciclo 4 ciclos
Tabela 10: Máxima penalidade com implementação de atalhos (Apêndice).
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ULA
MEM
BI
REG
4 ciclos
controle
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ULA
carregar
1 ciclo
Figura 29: Pipeline com inclusão de atalhos (Apêndice).
A resolução dos problemas de dependência por mecanismos de hard-
ware é conhecido como pipeline interlock. Este mecanismo deve detectar to-
dos os possíveis pipeline hazzards e garantir que todas as dependências sejam
satisfeitas. Conforme visto, este mecanismo envolve a criação de flutuações
no pipeline em certos estágios bem como controle da lógica dos caminhos de
atalho. Detalhamentos da implementação do mecanismo podem ser visuali-
zados em (SEHN; LIPASTI, 2005).
Conforme visto até então, um pipeline de k-estágios pode potencial-
mente alcançar um desempenho de um fator k em relação ao projeto normal.
Contudo, com a construção de pipelines longos as penalidades relacionadas
com dependências e suas resoluções tornam-se maiores. As penalidades en-
volvendo instruções de busca de operandos, memória e operações aritméticas
geralmente são resolvidas por caminhos de atalho e incorporam poucos ci-
clos, mas penalidades relacionadas a instruções de controle de fluxo podem
incorporar muitos ciclos de ociosidade. Portando, no projeto de micropro-
cessadores, sempre busca-se um equilíbrio entre a quantidade de estágios,
frequência de operação, desempenho e custo objetivando o melhor through-
put possível nestas condições.
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A.3 PROCESSADORES SUPERESCALARES
Enquanto máquinas com pipeline são efetivas como microarquitetura,
esses sistemas escalares possuem algumas limitações. Devido a procura por
aumento de desempenho, essas limitações são superadas com o desenvolvi-
mento de pipelines superescalares.
As máquinas superescalares são capazes de avançar múltiplas instru-
ções pelos estágios do pipeline incorporando múltiplas unidades funcionais.
Tais sistemas aumentam a capacidade de processamento concorrente a nível
de instrução aumentando o throughput. Outro atributo fundamental é a habi-
lidade de executar instruções em ordem diferente ao programa original. A or-
dem sequencial das instruções no programa implica em algumas precedências
desnecessárias entre as instruções. A capacidade de executar as instruções
fora de ordem alivia a imposição sequencial e permite mais processamento
paralelo sem modificação do programa original.
Um pipeline de k-estágios teoricamente pode aumentar o desempenho
em um fator k. De modo alternativo, pode-se atingir o mesmo fator de velo-
cidade empregando k cópias do mesmo pipeline processando as k instruções
em paralelo. Estas duas maneiras de paralelismo são conhecidas como para-
lelismo temporal e paralelismo espacial respectivamente (SEHN; LIPASTI,
2005). Pipelines paralelos empregados nos processadores superescalares uti-
lizam as duas técnicas de paralelismo.
O fator de velocidade de um pipeline escalar é medido em relação a um
projeto sem pipeline e é primeiramente determinado pelo seu comprimento.
Para os pipelines superescalares o fator de velocidade é determinado pela
sua largura. Um pipeline com largura s pode processar concorrentemente s
instruções, levando a fator de velocidade teórico s sobre um pipeline escalar.
A quantidade de recursos de hardware utilizados na implementação
do pipeline superescalar aumenta consideravelmente. A complexidade lógica
de cada estágio pode aumentar com o fator s. No pior caso, os circuitos para
interconexão dos estágios podem aumentar em um fator s2, se um crossbar de
s× s for utilizado para conectar todos os s buffers de instrução de um estágio
para todo os s buffers do próximo estágio. Além disso, para suportar acesso
concorrente aos registradores pelas s instruções, o número de portas de leitura
e escrita do register file deve aumentar em um fator s, bem como deve haver
portas adicionais na cache de dados e de instrução.
Na figura 30 apresenta-se o modelo do pipeline escalar utilizado no
Intel i468 e o seu sucessor superescalar Pentium.
O Pentium basicamente implementa um pipeline paralelo de largura
s = 2, ou seja, dois i486 em paralelo. Esta estrutura permite que múltiplas
instruções sejam buscadas e decodificadas pelo dois primeiros estágios em
165
DI_1
EX
GO
BI
DI_2
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Figura 30: Pipeline do i486 (a) e Pentium (b) (Apêndice).
cada ciclo de máquina. Além disso, potencialmente duas instruções podem
ser iniciadas nas unidades U e V de execução.
Comparado com o i486, o Pentium requer recursos de hardware sig-
nificativos. Primeiramente os cinco estágios dobraram de largura. As duas
unidades de execução podem acomodar até duas instruções em cada um dos
três últimos estágios. O estágio de execução pode realizar uma operação ULA
ou acessar os dados da D-cache. Portanto, portas adicionais aos registrado-
res são necessárias para suportar duas operações ULA concorrentes em cada
ciclo. Se as duas instruções em execução são operações de memória, então a
cache de dados deve promover acesso dual, sendo isto caro de implementar.
A D-cache do Pentium é implementada com uma única porta com acesso in-
tercalado em oito níveis (eight-way interleaving). Acesso simultâneo a dois
bancos diferentes pelas duas instruções de memória nas unidades U e V po-
dem ser suportados. Se há um conflito de banco, as instruções tornam-se
sequenciais.
A ineficiência da unificação de um único pipeline é naturalmente in-
corporada à pipelines paralelos. Ao invés de implementar s unidades idên-
ticas, pode-se implementar unidades diversificadas na unidade de execução,
formando um pipeline diversificado. Tal pipeline pode ser visualizado na fi-
gura 31. Neste exemplo quatro unidades funcionais são implementadas e o
estágio BO envia as instruções para as unidades corretas baseando-se nos ti-
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pos de instrução.
MEM2
BI
DI
PF2
PF3
BO
ULA
GO
MEM1 FLUXOPF1EX
Figura 31: Exemplo de pipeline diversificado (Apêndice).
Neste projeto, cada unidade funcional pode ser customizada para uma
instrução particular resultando em um hardware eficiente. Cada instrução
possui sua própria latência e utiliza todos os estágios de sua unidade funci-
onal. Se as dependências intra-instruções são resolvidas antes do envio às
unidades funcionais, não há flutuações no pipeline. Este esquema permite
controle independente e distribuído de cada subpipeline de execução.
Em qualquer projeto de pipeline, buffers são necessários entre os es-
tágios. Nos pipelines escalares um buffer de única entrada é colocado nos
estágios consecutivos e este mantém todos os bits de controle e dados da ins-
trução que está atravessando os estágios. Todas as instruções entram e saem
de cada buffer na mesma ordem que especificadas no código sequencial.
No pipeline paralelo, buffers com múltiplas entradas são necessários.
Se estes buffers seguirem o mesmo conceito dos buffers do projeto escalar,
haverá latências desnecessárias em algumas instruções. Assim, os pipelines
superescalares utilizam buffers multi-entrada complexos que permitem acesso
independente a cada entrada e instruções podem permanecer armazenadas por
vários ciclos, formando uma pequena memória cache associativa em cada
inter-estágio do pipeline.
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Para evitar ciclos de flutuação desnecessários no pipeline diversifi-
cado, permite-se que novas instruções sejam adiantadas quando há ciclos de
flutuação, por dependências ou faltas na memória cache. Este adiantamento
pode mudar a ordem de execução das instruções da ordem sequencial do có-
digo do programa. A execução fora de ordem permite que estas sejam exe-
cutadas assim que os operandos estejam disponíveis. Um pipeline paralelo
que permite execução fora de ordem é chamado de pipeline dinâmico, onde a
execução dinâmica é possível utilizando-se buffers multi-entrada complexos.
Tal sistema permite que as instruções entrem e saiam em ordens diferentes.
Na figura 32 encontra-se um exemplo de pipeline dinâmico de largura
s = 2. O estágio de execução é constituído de quatro unidades funcionais,
sendo estas antecedidas e seguidas por dois buffers multi-entrada de orde-
nação. O primeiro é chamado de buffer despachante e recebe as instruções
decodificadas e na ordem sequencial do programa mas as despacha em ordem
diferente dependendo da utilização das unidades funcionais.
MEM2
BI
DI
PF2
PF3
BO
ULA
GO
MEM1 FLUXOPF1EX
buffer despachante
(em ordem)
(fora de ordem)
buffer de completude
(em ordem)
(fora de ordem)
Figura 32: Exemplo de pipeline dinâmico (Apêndice).
Além do possível despacho fora de ordem, as unidades funcionais
possuem latências diferentes permitindo que as instruções terminem a exe-
cução fora da ordem. Para certificar-se que as exceções podem ser servidas
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de acordo com a ordem original do programa, as instruções devem ser com-
pletadas na ordem do programa. Quando as instruções terminam foram de
ordem, um outro buffer multi-entrada de reordenação é utilizado no final das
unidades funcionais. Tal buffer é conhecido como buffer de completude e ar-
mazena as instruções que terminaram antes enviando-as ao próximo estágio
na ordem correta.
Com um pipeline largo, o estágio de busca acessa s instruções da I-
cache em cada ciclo de máquina. Isto implica que a organização da I-cache
deve ser larga o suficiente para que cada linha armazene s instruções e que
toda a linha possa ser acessada em cada ciclo de instrução. Contudo, não é
possível que se garanta que a banda máxima de busca seja atendida devido ao
desalinhamento das instruções na I-cache e também a presença de instruções
de controle de fluxo. O problema de maximização de busca de instrução é
resolvido de maneira diferente em cada microarquitetura, por hardware ou
mesmo por diretivas de alinhamento em tempo de compilação do programa.
O estágio de decodificação em um ISA RISC deve identificar depen-
dências das instruções e verificar quais as instruções que podem ser despacha-
das em paralelo. Além disso, deve identificar mudanças do controle de fluxo
das instruções decodificadas para promover uma rápida resposta do estágio
de busca. Para um ISA CISC a tarefa de decodificação pode ser ainda mais
complexa precisando de múltiplos sub-estágios. Tanto o Pentium quanto o
AMD K5 empregam dois sub-estágios para decodificação da instrução IA32
e o Intel Pentium Pro precisa de um total de cinco ciclos de máquina para
acessar a I-cache e decodificar uma instrução. A utilização de instruções de
tamanho variável (ISA CISC) impõe sequenciamento na decodificação, pois
uma instrução deve ser decodificada e seu tamanho conhecido para que a pró-
xima instrução possa ser identificada.
Na decodificação das instruções CISC, o decodificador deve traduzir
as instruções da arquitetura para operações de baixo nível que são executadas
diretamente pelo hardware. Estas operações internas relembram as instru-
ções RISC e são vistas como micro instruções. Na microarquitetura AMD
são conhecidas como operações RISC (ROPs – RISC operations) e no Intel
são identificadas como micro operações (µ-ops – micro-operations). Cada
instrução IA32 é traduzida como uma ou mais micro operações sendo que, na
média, uma instrução possui 1,5 a 2,0 µ-ops. Além disso as µ-ops utilizam o
modelo de memória load/store. Para muitos processadores superescalares o
hardware de decodificação é bastante complexo e requer particionamento em
múltiplos estágios. Quando o número de estágios aumenta, a penalidade de
instruções de controle de fluxo aumenta, por essa razão, utiliza-se a técnica de
pré-decodificação que pode ser consultada em detalhes em (SEHN; LIPASTI,
2005).
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Durante a decodificação é possível que alguns dos operandos não este-
jam prontos pois instruções anteriores não terminaram a execução. Para evitar
ciclos de ociosidade com flutuações no pipeline, busca-se os operandos que
estão prontos e se avança estas instruções a um buffer separado. Quando todos
os registradores forem atualizados o estágio de despacho envia as instruções
às unidades funcionais. Este buffer separado é conhecido como estações de
reserva – reservation stations – promovendo o desacoplamento entre a execu-
ção e decodificação das instruções. As estações de reserva provém um buffer
que permite resolver disparidade temporal devida à variação de throughput
entre os estágios de execução e decodificação.
Uma instrução é considerada completa quando termina sua execução
e atualiza o estado da máquina. Após o término nas unidades funcionais
a instrução entra no buffer de completude e após este, torna-se completa.
A completude da instrução envolve a atualização do estado da máquina en-
quanto a remoção envolve a atualização do estado da memória. Assim em
uma máquina com estações de reserva uma instrução passa pelas fases de
busca (fetch), decodificação (decode), despachante (dispatch), início (issue),
execução (execute), término (finish), completude (complete) e remoção (re-
tire).
Na ocorrência de interrupções, o processador para a busca de novas
instruções e permite que as instruções internas ao pipeline continuem até o
término para salvar o estado. Quando a interrupção é servida pelo sistema
operacional, o estado anterior é retomado e continua a execução do programa.
Quando ocorrem exceções matemáticas, que são induzidas pela exe-
cução do programa, os resultados das subcomputações não são mais válidos
e o sistema operacional intervém para reportar essas exceções. No caso de
faltas de páginas, dependendo da microarquitetura, o tempo para trazer as pá-
ginas alocadas no disco induz muitos ciclos, e ocorre suspensão temporária
do programa.
Em termos gerais, uma máquina superescalar é apresentada na figura
33.
A.4 TÉCNICAS DE PREVISÃO DE FLUXO
O pipeline dos processadores é construído para evitar ao máximo ci-
clos de ociosidade relativos a dependências de dados entre as instruções. Esta
característica é adquirida com a utilização de caminhos de atalho que mini-
mizam os ciclos de penalidade, conforme visto anteriormente. Contudo, as
dependências de controle ainda induzem uma quantidade significativa de flu-
tuações e técnicas de previsão do controle de fluxo (branch prediction) são
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Figura 33: Exemplo de pipeline superescalar (SEHN; LIPASTI, 2005) (Apên-
dice).
adotadas.
Estudos apontam que o comportamento desse tipo de instrução é alta-
mente previsível (SEHN; LIPASTI, 2005). A técnica chave para minimizar as
penalidades e maximizar o desempenho é especular tanto o endereço quanto
a condição do salto nas instruções de controle. Uma instrução de controle
estático é repetidamente executada, enquanto as de comportamento dinâmico
podem ser rastreadas. Obviamente que a utilização de técnicas especulativas
requerem mecanismo de recuperação de erros de previsão.
A especulação do endereço envolve o uso de um buffer – Branch Tar-
get Buffer (BTB) – para armazenar o endereço alvo da instrução de controle
anterior. O BTB é uma memória cache pequena acessada durante o estágio
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de busca de instruções. Cada entrada no BTB contém dois campos: ende-
reço da instrução – Branch Instruction Address (BIA) – e o endereço alvo –
Branch Target Address (BTA). Quando uma instrução de controle estático é
executada na primeira vez, uma entrada na BTB é gerada, armazenando o seu
endereço e o endereço alvo. O BTB é acessado concorrentemente a I-cache
e quando o contador de programa (CP) bate com o BIA, ocorre um acerto no
BTB. Assim o campo BTA é utilizado para a busca da próxima instrução se a
condição é especulada como verdadeira para o salto.
Se acerta-se a previsão do salto não há ciclo de penalidade. A ver-
são não especulativa de execução continua em processo para avaliação. A
instrução de controle continua sendo buscada da I-cache e é executada nor-
malmente. A avaliação do endereço e condicionamento são comparadas com
a versão especulada e se concordam a previsão estava correta. Caso contrário
um erro de previsão ocorreu e se deve iniciar a recuperação. O resultado da
execução não especulativa é utilizada para atualizar os conteúdos do BTB.
Existem várias maneiras de implementar a especulação da condição.
A maneira mais fácil é polarizar o hardware para sempre considerar que o
salto não será tomado. Outra maneira é utilizar suporte do compilador para
dar dicas sobre o controle do fluxo, mas requer modificação do ISA. Outro
método mais agressivo de previsão dinâmica utiliza o endereço alvo como
deslocamento. Esta forma de previsão primeiramente calcula o deslocamento
relativo entre o endereço atual e o endereço alvo. Um valor positivo pola-
riza o hardware para considerar falsa a condição e um valor negativo indica
laço, polarizando para considerar como verdadeiro. A técnica mais comum
utilizada nos processadores superescalares levam em conta o histórico das
execuções de controle anteriores.
A previsão de fluxo baseada em histórico faz a previsão da direção do
salto, com tomado (T) e não tomado (N), baseado nas direções observadas
anteriormente. O algoritmo baseado em histórico é baseado na máquina de
estados finitos apresentada na figura 34. Cada estado representa um padrão de
histórico em termos de sequências de salto. A saída da lógica gera a previsão
baseado no estado atual da máquina.
A máquina de estados da figura 34 utiliza dois bits para manter histó-
rico das duas execuções anteriores do salto e é polarizada para tomar o salto.
Os dois bits de histórico constituem as variáveis de estado da máquina po-
dendo estar em: NN, NT, TT ou TN, representando as direções tomadas nas
duas últimas execuções do salto. O estado NN é considerado inicial e um va-
lor de saída T ou N é associado a cada um dos quatro estados representando
a direção que o previsor fará em tal estado. Quando um salto é executado,
a direção tomada é utilizada como entrada da máquina de estados e a tran-
sição de estado atualiza o histórico que será utilizado na próxima previsão.
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Figura 34: Exemplo de máquina de estados finitos para previsão de controle
de fluxo (Apêndice).
A máquina de estados apresentada antecipa longas cadeias de N ou T. Desde
que uma das duas execuções anteriores são consideradas como “tomadas”,
haverá previsão para tomar o salto da próxima execução. A previsão somente
será mudada quando encontrar cadeias de dois N seguidos. Esta máquina
apresenta um tipo de previsor de fluxo e inúmeros projetos diferentes são
possíveis, dependendo da arquitetura e pesquisas realizadas.
A especulação de fluxo envolve a previsão do fluxo de controle e a
busca de novas instruções baseia-se no endereço previsto. Na escolha de um
caminho, instruções adicionais de fluxo podem ser encontradas e a previsão
destas pode ser similarmente realizada, potencialmente especulando múlti-
plos caminhos antes da primeira especulação ser avaliada. Quando tal situa-
ção ocorre as instruções adicionais especuladas já residentes na máquina são
identificadas através de uma etiqueta (tag). Quando ocorre a avaliação da
condição do salto e esta foi corretamente especulada, as identificações são
desalocadas e as instruções do caminho especulativo podem ser completadas.
Quando a previsão especulativa erra o caminho, este é terminado e a busca
pelo caminho correto é iniciada com a atualização do contador de programa
(CP). Se o caminho correto é o sequencial (sem o salto) o CP correto é ob-
tido pelo endereço da instrução do salto. Após a atualização do CP e a busca
de instruções do caminho correto se reinicia, o previsor de caminhos reco-
meça. A remoção das instruções do caminho errado é realizada utilizando-se
etiquetas de identificação para remoção das instruções, tanto aquelas que se
encontram nos estágios de decodificação e despacho quanto as das estações
reserva. Entradas dos buffers de reordenação também são desalocadas. Pode-
se notar que um erro de previsão é custoso, além dos ciclos perdidos no pro-
cessamento de instruções não utilizadas, deve-se realizar toda a limpeza das
instruções falsamente previstas. Porém testes de desempenho apontam que
cerca de 82,5% a 96,2% das predições são corretas (SEHN; LIPASTI, 2005).
As técnicas de previsão de caminhos apresentados até então são sim-
173
ples e apresentam limitações. Implementações como o Pentium Pro apre-
sentam previsão de caminho especulativo adaptativo de dois níveis (two level
adaptative branch prediction) atingindo 95% de previsões corretas. Detalhes
específicos da previsão de caminhos de cada implementação de microarqui-
tetura atual não são revelados (Intel Nehalem, por exemplo) pois é uma peça
chave no desempenho dos processadores atuais.
A.5 ARQUITETURA DE MEMÓRIA
Devido a propriedade de localidade de referência, é possível satisfazer
as questões relacionadas ao custo e velocidade das memórias de forma hie-
rárquica formando a estrutura de memória utilizada nos computadores atual-
mente, conforme a figura 35.
Banda e custo
La
tê
nc
ia
 e
 c
ap
ac
id
ad
e
disco
DRAM
cache
L2
cache
L1
registradores
Figura 35: Relação e hierarquia de memória (Apêndice).
A localidade de referência é a propriedade segundo a qual os progra-
mas acessam o mesmo ou endereços próximos frequentemente e repetida-
mente. A localidade é dividia em localidade espacial e localidade temporal.
A localidade temporal refere-se à acessos ao mesmo endereço ocor-
rendo em intervalos de tempo pequenos. Muitos programas reais possuem
essa tendência tanto para referências de instruções quanto de dados. A loca-
lidade de instruções é facilmente explicada relacionando-se com laços: para
cada interação do laço, as instruções que formam o corpo são buscadas no-
vamente. Quanto aos dados, variáveis amplamente utilizadas conduzem à lo-
calidade temporal, além da utilização da pilha para passagem de parâmetros
em chamadas de funções. A pilha é desalocada no retorno dos procedimen-
tos e realocada em uma chamada subsequente, os endereços correspondentes
ao topo da pilha são acessados repetidamente para passagem dos parâmetros,
registradores e retorno dos resultados.
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A localidade espacial refere-se à acessos aos endereços próximos ocor-
rendo em intervalos de tempos pequenos: uma referência anterior à algum
endereço é seguida por uma referência a um endereço adjacente ou bem pró-
ximo. Em termos de instrução, a execução sequencial de programas leva
ao acesso sequencial à memória, portanto excluindo-se saltos de controle de
fluxo, o acesso a memória é linear. Quando se considera os saltos, ocasio-
nando descontinuidade na busca de instruções, os endereços alvos normal-
mente encontram-se próximos. A localidade espacial de dados frequente-
mente ocorre por razões algorítmicas. Aplicações numéricas que atravessam
grandes matrizes de dados possuem acesso aos elementos de maneira serial.
Desde que os dados das matrizes são gravados na memória na mesma ordem
que são acessados (serialmente), grande localidade espacial pode ser alcan-
çada.
Obviamente, programas que possuem baixa localidade espacial ou
temporal existem. Nestes casos é muito difícil projetar hierarquias de memó-
rias eficientes levando-se em conta o sistema de memória caches, paginação
de memória e memória RAM (Random Access Memory).
A.5.1 Memória cache
A memória cache foi criada para explorar as propriedades de locali-
dade espacial e temporal, criando uma ilusão de memória rápida de grande
capacidade. O princípio básico é colocar uma memória da baixa capacidade,
rápida e de alto custo entre o processador e a memória principal, sendo esta
mais barata e com grande capacidade. Carrega-se nesta memória cache as
instruções e dados que possuem localidade espacial e temporal. As referen-
cias à memória que estão em cache são satisfeitas rapidamente, reduzindo
a latência média e consequentemente garante-se uma alta largura de banda.
Considerando que a propriedade de localidade é alta, mesmo a memória ca-
che de nível primário (L1) consegue satisfazer 90% das referências na maioria
dos casos. Referências na cache são consideradas acertos (hit) e referências
não satisfeitas são consideradas faltas (misses).
O mecanismo de cache pode ser estendido a múltiplos níveis adicionando-
as em forma hierárquica aumentando a capacidade e a latência. Desde que
cada nível de cache consiga capturar uma quantidade de referências, a la-
tência induzida do processador é substancialmente menor que se todas as
referências fossem enviadas ao nível mais baixo da hierarquia de memória.
Através da equação A.7 (SEHN; LIPASTI, 2005) é possível calcular a latên-
cia média de referências de memória, onde li representa a latência correspon-
dente ao nível i e hi representa a fração de referências satisfeitas por i.
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l =
n
∑
i=0
hi× li (A.7)
Percebe-se que, desde que a taxa de acerto hi dos níveis superiores (L1
e L2) for alta, a latência média será baixa. Contudo a equação requer que as
taxas de acertos sejam especificadas de forma global. Também é interessante
utilizar as taxas de acertos locais, que especificam a fração de referências de
memória servidas em tal nível da memória. Para o primeiro nível de cache,
nível L1, as taxas locais e globais são idênticas. Contudo, no segundo nível,
apenas as referências que resultam em falta no primeiro nível (m1) são ser-
vidas, no terceiro, apenas as faltas do segundo, e assim por diante. Assim, a
taxa de acerto de um nível i pode-se ser calculada através da equação A.8.
li =
hi
mi−1
=
hi
1−∑i−11 hi
(A.8)
Pode-se ainda calcular a taxa de faltas em termos de instrução. Essa
métrica reporta a taxa de falta normalizada em termos de números de ins-
truções executadas ao invés de quantidade de referências da memória. Dado
uma taxa de falta por instrução imi e uma penalidade específica pi para uma
falta no sistema de cache, pode-se estimar efeito de desempenho do sistema
hierárquico usando a métrica “tempo de memória por instrução” – memory-
time-per-instruction (MTPI) (SEHN; LIPASTI, 2005), definida na equação
A.9.
MT PI =
n
∑
i=0
imi× pi (A.9)
Nesta equação pi reflete a penalidade associada com uma falta no nível
i assumindo que será satisfeita no próximo nível. Desta forma, pi é calculado
como a diferença das latências dos níveis adjacentes: pi = li+1− li.
A taxa de falta por instrução imi é convertida da taxa de falta global
mi, onde mi = 1− hi, e o número de referências realizadas por instrução.
Assumindo que cada instrução é buscada individualmente e que 40% destas
são instruções de memória (load/store), tem-se um total de n = 1+0.4 = 1.4
referências por instrução. A taxa de faltas por instrução é calculada pela
equação A.10 (SEHN; LIPASTI, 2005).
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imi =
(1−∑ij=1 h j) f altas
re f erencias
× n_re f erencias
instrucao
(A.10)
Considerando um sistema com três níveis de memória, com h1 = 95%,
l1 = 1ns, h2 = 4%, l2 = 10ns, h3 = 1% e l3 = 100ns, im1 = (1−0,95)×1.4=
0.07 faltas por instrução e im2 = (1− 0,95+ 0,04)× 1.4 = 0.014 faltas por
instrução. O cálculo do tempo de memória por instrução é MT PI = [(0.07×
(10ns−1ns)]+ [0.014× (100ns−10ns)] = 1.89ns por instrução.
Ainda, se considerar que cada ciclo do processador possui 1ns, o ciclo
de memória por instrução (MCPI) será de 1.89. Em conjunto com o MCPI
e o CPI do núcleo do processador, pode-se calcular o desempenho total do
sistema, conforme a equação A.11.
CPItotal =CPIpipeline+MCPI (A.11)
Cada nível de cache deve ser projetado para suportar os requerimentos
de banda e latência. Como os níveis mais altos devem operar em velocida-
des comparáveis ao núcleo do processador, estes devem ser implementados
usando hardware rápido e com complexidade limitada.
Ainda, cada nível deve implementar um mecanismo que permita uma
procura, de baixa latência, para verificar se dado bloco está ou não contido na
cache. O tamanho do bloco ou tamanho da linha descreve a granularidade na
qual a cache opera. Cada bloco é uma sequência contínua de bytes e inicia
em alinhamento comum. O menor tamanho utilizável de um bloco possui o
tamanho natural de palavras do processador, ou seja, 4-bytes para máquinas
de 32-bits ou 8-bytes para máquinas de 64-bits.
Devido ao alinhamento dos blocos, os bits menos significativos do en-
dereço são sempre zero. Se é preciso acessar um byte diferente do primeiro,
esses zeros menos significativos são utilizados como deslocamento para en-
contrar o byte correto. O número de bits necessários para o deslocamento
são calculados pelo log2 do tamanho do bloco, por exemplo, se o bloco é de
64-bytes, log2(64) = 6 bits são utilizados como deslocamento.
Em termos de localização de blocos há três possíveis organizações:
mapeamento direto, totalmente associativo e associativo por conjunto.
No mapeamento direto, um endereço particular pode residir apenas
em uma única localização na cache. Esta localização é normalmente deter-
minada extraindo os n bits do endereço e os utilizando para índice direto das
2n possíveis localizações na cache. Como há um mapeamento de muitos en-
dereços para somente um lugar na cache, cada localização necessita de uma
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etiqueta (tag) que corresponde aos bits restantes do bloco gravados naquela
localização. Em cada procura, o hardware precisa ler a etiqueta e comparar
com o endereço da referência e determinar se há um acerto ou falta.
A organização totalmente associativa permite um mapeamento de múl-
tiplos endereços a múltiplas localizações na cache, ou seja, qualquer endereço
de memória pode residir em qualquer localização na cache. Como todas as
localizações da cache devem ser verificadas para encontrar os dados, não há
bits de índice para determinação da localização. Novamente cada localização
deve possuir uma etiqueta do endereço dos dados que está armazenando, para
o hardware comparar e detectar uma falta ou acerto.
Na associatividade por conjunto há um mapeamento de múltiplos en-
dereços para algumas localizações na cache. Em cada procura, um subcon-
junto de bits de endereço são utilizados para geração do índice igualmente ao
caso de mapeamento direto. Contudo, o índice corresponde a um conjunto
de entradas que são procuradas em paralelo em busca da etiqueta correta, ou
seja, a associatividade por conjunto é um compromisso entre o mapeamento
direto e a associatividade total.
Como cada nível de cache possui uma capacidade finita, deve haver
uma política para despejar ocupantes atuais possibilitando espaço para blocos
com referências mais recentes. Uma política de substituição determina que
algoritmo utilizar para identificar um candidato para ser despejado. Em um
mapeamento direto o problema é trivial já que há somente um lugar para cada
endereço.
Na associatividade completa ou por conjunto, há escolhas a serem fei-
tas: um novo bloco pode ser colocado em várias localizações, e todas as
entradas são candidatas para substituição. Há basicamente três políticas im-
plementadas no projeto de cache: FIFO (primeiro a entrar, primeiro a sair),
menos recentemente utilizado – Least Recently Used (LRU) – e aleatoria-
mente.
A política FIFO simplesmente mantém a ordem de inserção e despeja
blocos que são residentes por mais tempo. Pode-se utilizar uma fila circular
para implementação tanto para a associatividade completa, quanto para for-
mação de conjuntos. Contudo a política FIFO nem sempre mantém a locali-
dade temporal inerente ao padrão de acesso do programa, como por exemplo,
variáveis globais que são acessadas continuamente. Tais referencias sofrerão
faltas frequentes, pois tais blocos serão substituídos em intervalos regulares.
A política LRU tenta minimizar este problema mantendo uma lista
ordenada das recentes referências de cada bloco que são candidatos à subs-
tituição. Toda vez que um bloco é referenciado como acerto ou falta, este é
colocado no início da lista, enquanto os outros são empurrados para baixo.
Quando um bloco precisa ser despejado, o último da lista ordenada é esco-
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lhido. Empiricamente, esta política funciona muito bem, mas possui difícil
implementação: requer manutenção de lista em hardware e atualização desta
em cada acerto e falha na cache. Geralmente implementa-se uma política
aproximada de LRU, conhecida como não-mais-recente-utilizado – not-most-
recently-used (NMRU) – onde se mantém histórico do bloco recentemente
mais utilizado e despeja algum dos outros, escolhido aleatoriamente se hou-
ver mais de um candidato. No caso de associação de dois níveis, LRU e
NMRU são equivalentes, mas quando se aumenta o conjunto, o NMRU é
menos exato, mas mais simples de implementar.
A política aleatória escolhe um bloco aleatoriamente para ser substi-
tuído. Apesar de parecer ineficiente, estudos revelam que a política aleatória
é pouco pior que LRU e melhor que FIFO. Obviamente que a implementa-
ção de uma política aleatória verdadeira é muito difícil, então mecanismos
práticos implementam aproximações.
A utilização de memória cache implica em múltiplas cópias do bloco.
Enquanto há apenas leitura não ocorre nenhum problema, contudo deve haver
mecanismos para atualização dos blocos nos outros níveis da memória. Exis-
tem basicamente dois mecanismos conhecidos como write-through e write-
back.
O mecanismo write-through simplesmente propaga a atualização para
os níveis inferiores. É fácil implementação e não há ambiguidade sobre a ver-
são dos dados. Contudo exige muita demanda de barramento e a disparidade
da frequência entre o processador e a memória principal torna impossível a
utilização em todos os níveis da hierarquia. Este mecanismo ainda deve es-
pecificar se vai ou não alocar espaço na cache quando ocorre uma falta em
escrita de um bloco. A política write-allocate implica em alocar o bloco na
cache, enquanto a write-no-allocate evitará a instalação do bloco na cache,
realizando esta operação somente em faltas de leitura.
O mecanismo write-back prorroga a atualização das outras cópias até
o ponto que se precisa manter a ordem de correção. Neste tipo de política,
uma ordem de prioridade implícita é utilizada para encontrar a cópia mais atu-
alizada do bloco e somente esta cópia é atualizada. Se um bloco é encontrado
no nível mais elevado da cache, esta cópia é atualizada, enquanto as cópias
dos níveis mais baixos permanecem desatualizados. Se uma cópia é apenas
encontrada um nível mais baixo, esta é promovida ao topo e é ali atualizada.
As cópias atualizadas são marcados com um bit (dirty bit) sinalizando que os
outros níveis possuem cópias desatualizadas. Quando um bloco sinalizado é
substituído, este é atualizado para o nível inferior, certificando que a cópia
mais recente permaneça. A cópia deste nível é agora marcada com bit sina-
lizador para que quando for despejado, seja atualizado nos níveis inferiores.
Na figura 36 encontra-se a relação das propriedades da memória cache.
179
Memória cache
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Figura 36: Propriedades da memória cache (Apêndice).
Em relação às faltas, há basicamente três causas:
•faltas compulsórias ou cache fria: ocasionadas pela primeira referência
de um programa a memória. Essas faltas são fundamentais por não
poderem ser evitadas por nenhuma técnica;
•faltas por capacidade: ocasionadas pela falta de capacidade de uma
dada cache. Aumentando a capacidade pode eliminar alguns ou todas
as faltas de capacidade;
•faltas por conflito: acontecem devido a alocação imperfeita de entra-
das particulares na cache. Mudanças na associatividade ou função de
indexação podem melhorar ou piorar o número de conflitos.
As faltas compulsórias são fundamentais e são determinadas pelo con-
junto de trabalho (working set) do programa em questão. Contudo a variação
do tamanho do bloco afeta diretamente o número de faltas. Uma cache com o
tamanho do bloco igual a uma palavra do processador irá enfrentar uma falta
para cada palavra referenciada pelo programa (forma-se um limite superior
do número de faltas compulsórias em termos de organização de cache), en-
quanto uma cache com tamanho de bloco infinito irá enfrentar somente uma
única falta compulsória. A última afirmação é válida pois a primeira referên-
cia irá instalar todos os endereços na cache, evitando qualquer falta adicional.
Obviamente que blocos infinitos não é uma aplicação prática, portanto usual-
mente emprega-se blocos de 16 a 512-bytes.
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As faltas por capacidade são determinadas pelo tamanho do bloco e
capacidade da cache. Com o aumento da capacidade, o número de faltas
diminui em função da possibilidade de captura de um maior conjunto de tra-
balho do programa. Em contraste, com blocos maiores, o número de blocos
únicos que podem residir simultaneamente na cache de tamanho fixo diminui.
Blocos maiores tendem a pior utilização, devido a probabilidade de acesso a
todas as palavras de um bloco particular diminuir com o aumento do bloco,
levando a uma menor capacidade efetiva. Assim, com menos blocos únicos
e menor probabilidade de que todas as palavras são úteis em cada bloco, blo-
cos maiores normalmente resultam em aumento das faltas por capacidade.
Contudo, programas que eficientemente utilizam todo o conteúdo de blocos
grandes não experimentarão tal aumento de faltas.
As faltas por conflito são determinadas pelo tamanho do bloco, capa-
cidade e associatividade da cache. O aumento da capacidade reduz o número
de conflitos diretamente: como há mais espaço, mais blocos podem residir
simultaneamente. Da mesma forma que as faltas por capacidade, blocos me-
nores reduzem a probabilidade de conflito e aumentam a capacidade efetiva.
De forma similar, o aumento da associatividade irá reduzir o número de faltas
por conflito. Na tabela 11 apresenta-se efeitos da variação de parâmetros da
cache e possíveis consequências, conforme (SEHN; LIPASTI, 2005).
A.5.2 Memória Virtual
Este mecanismo virtualiza a memória principal separando a perspec-
tiva do programa do atual endereço físico real dos blocos de memória. Isto
é realizado adicionando uma camada de cooperação de software e hardware
que gerencia o mapeamento entre o endereço virtual e o endereço físico do
programa. Esta camada de cooperação é chamada de sistema de memória
virtual e é responsável por manter a ilusão que todos os endereços virtuais
são residentes na memória e podem ser transparentemente acessados pelo
programa. Obviamente que a memória principal é limitada e dispositivos de
paginação são utilizados, mapeando endereços para o disco, conforme a dis-
ponibilidade.
Os programas geralmente consomem espaços de memória virtual em
três regiões: texto – text (binário do programa e bibliotecas compartilhadas),
pilha e heap (alocação de memória dinâmica). Essas regiões não são con-
tínuas e são acessadas de maneira esparsa. Em termos práticos, somente as
regiões que estão em acesso corrente precisam residir na memória. Assim, o
sistema de paginação deve administrar as regiões de memória com certa gra-
nularidade, escolhendo páginas que serão despejadas da memória principal.
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Faltas
Parâmetro Compul. Capac. Conflito Geral
Redução ca-
pacidade
sem efeito mais pouco mais pouco mais
Aumento
capacidade
sem efeito menos pouco
menos
pouco
menos
Redução
tam. Bloco
mais pouco
menos
pouco
menos
variável
Aumento
tam. Bloco
menos pouco mais pouco mais variável
Redução
associativi-
dade
sem efeito sem efeito pouco mais pouco mais
Aumento
associativi-
dade
sem efeito sem efeito pouco
menos
pouco
menos
Write-back
vs Write-
through
sem efeito sem efeito sem efeito sem efeito
Write-no-
allocate
possiv.
menor
possiv.
menor
possiv.
menor
possiv.
menor
Tabela 11: Relação de mudança de parâmetros sobre faltas (Apêndice).
O sistema de memória virtual conta com mecanismo de alocação “pre-
guiçosa”: ao invés de alocar espaço para a necessidade do programa, espera-
se até que o programa realmente faça a referência. Quando acontece uma
referência, ocorre uma exceção de página – page fault, onde hardware re-
gistra a falta e transfere o controle ao sistema operacional. Como os dados
possivelmente se encontram no disco, a latência do sistema de paginação é
grande. Desta forma, possivelmente o sistema operacional escalona outro
processo até que os dados encontrem-se disponíveis.
A.5.3 Proteção de memória
Em alguns cenários é desejável que múltiplos processos acessem a
mesma página física de memória permitindo comunicação ou evitando dupli-
cação de cópias de bibliotecas compartilhadas ou binários na memória. Con-
tudo, o sistema operacional também é residente na memória e deve proteger
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suas estruturas de dados internas dos programas normais. Desta forma, o sis-
tema de memória virtual deve promover mecanismos de proteção de páginas
compartilhadas de programas maliciosos ou defeituosos além de garantir que
acessos errôneos não corrompam o estado do sistema.
O sistema de memória virtual típico permite que cada página tenha
suas próprias permissões de leitura, escrita e execução. O hardware é respon-
sável por verificar se instruções de busca ocorrem em páginas com permissão
de execução, carregamentos com permissão de leitura e gravações com per-
missão de escrita. Estas permissões são mantidas em paralelo com o sistema
de mapeamento entre endereços virtuais e reais e podem ser apenas mani-
pulados pelo código do sistema operacional. Qualquer referência que viole
as permissões são bloqueadas e uma exceção de hardware é invocada execu-
tando código do sistema operacional que irá lidar com o problema.
Bits de permissão são um mecanismo eficiente para o compartilha-
mento de objetos somente leitura como binários e bibliotecas. Se há múltiplos
processos executando o mesmo binário, o sistema operacional pode mapear a
mesma cópia física ao espaço de memória de cada processo. Isto resulta em
múltiplas páginas virtuais mapeadas ao mesmo endereço físico. O mesmo
princípio é válido para páginas com permissão de escrita compartilhadas en-
tre processos para comunicação.
O mapeamento da memória virtual à física deve ser gravado em uma
memória de tradução. O sistema operacional é responsável por atualizar esse
mapeamento quando necessário, enquanto o processador deve acessar a me-
mória de tradução para determinar o endereço físico de cada acesso virtual
que ocorre. Cada entrada de tradução deve conter o endereço virtual, o ende-
reço real correspondente, bits de permissão para leitura, escrita e execução,
além de bits de referência e modificação. Possivelmente há ainda um bit de
inibição de cache. O bit de referência é utilizado para o algoritmo de despejo
encontrar páginas para substituição, enquanto o bit de modificação sinaliza
que o candidato a substituição deve ser gravado no nível inferior antes de
ser despejado. O bit de inibição de cache serve para inibir que páginas de
memória sejam gravadas na hierarquia de cache do processador. Todas as
referências a estes endereços devem ser satisfeitas com acesso direto pelo
barramento, como por exemplo dispositivos de entrada e saída mapeados em
memória.
As memórias de tradução são comumente chamadas de tabelas de pá-
ginas e podem ser organizadas em tabelas de páginas diretas (forward page
tables) ou tabelas de páginas invertidas (inverted page tables/hashed page ta-
bles). A primeira organização, mais simples, possui uma entrada para cada
bloco do espaço de endereço virtual do processo usando a tabela de pági-
nas, resultando em uma enorme estrutura com muitas entradas não utilizadas.
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Desta forma, as tabelas diretas são implementadas em múltiplas seções. Os
bits de alta ordem dos endereços são adicionados ao registrador base que
aponta ao primeiro nível da tabela de página. Outros conjuntos de bits são
adicionados formando uma espécie de lista encadeada de tabelas. A procura
termina quando se encontra a folha da estrutura de dados que corresponderá
ao endereço real em conjunto com os bits de acesso procurados. Além disso,
as entradas da tabela de páginas podem ser armazenadas no sistema de me-
mória virtual, permitindo que estas sejam paginadas no disco. Em função
disso podem haver falhas de páginas aninhadas quando a primeira falta ex-
perimenta uma segunda falta tentando encontrar a informação de tradução de
seu próprio endereço. Se paginação da tabela de página é permitida, a raiz da
tabela deve permanecer na memória para evitar falhas de páginas impossíveis
de resolver.
Na tabela de página invertida há apenas entradas suficientes para ma-
pear todos os endereços da memória física ao invés de mapear todos os ende-
reços da memória virtual. Como a tabela de páginas contém menor número
de entradas, esta pode ser armazenada confortavelmente na memória princi-
pal sem necessidade de paginação. Desta forma, o sistema operacional pode
acessá-la diretamente pelo endereço físico. A tabela de páginas invertida é
basicamente uma tabela hash onde o endereço virtual é tipicamente a entrada
de função ou-exclusiva e adicionada com endereço base da tabela. O ende-
reço resultante indica um conjunto de endereços que devem ser procurados
sequencialmente até encontrar a entrada correta, já que podem haver múlti-
plas entradas geradas pela função hash. Um ponto negativo desse esquema de
paginação é que há apenas mapeamentos para as páginas residentes na memó-
ria. O mapeamento das páginas despejadas para o disco devem ser gravadas
pelo sistema operacional que mantém uma tabela separada.
A última alternativa é não utilizar estruturas de dados particulares re-
sidentes em memória para manter as tabelas de páginas. Ao invés disso,
utiliza-se uma estrutura chamada de Translation Lookaside Buffer (TLB) que
pode ser definida como uma parte do modo de proteção do processador. O
TLB contém um número pequeno de entradas de páginas (tipicamente 64)
organizadas por associatividade completa. O processador provê um rápido
hardware de pesquisa associativa para converter referências de cada instru-
ção de busca, carregamento ou gravação. Faltas no TLB resultam em faltas
de página que invocam o sistema operacional. Este usa sua própria tabela de
página, podendo ser outra estrutura de dados para encontrar a tradução cor-
reta e atualizar o TLB, utilizando instruções privilegiadas. Neste esquema,
o sistema operacional pode estruturar a tabela de páginas da melhor maneira
possível, em função das procuras ocorrerem somente no software tratador de
exceções de página. Esta estrutura de manipulação do TLB é especificada
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pelas arquiteturas MIPS, Alpha e Sparc, conhecido como software TLB miss
handler. Contudo, processadores que implementam uma arquitetura que es-
pecifica a organização da tabela de páginas, incluem uma máquina de estados
para acesso à memória por hardware para procura da tabela de páginas. Tais
processadores promovem tradução de endereços para todas as referências de
memória, onde a estrutura da tabela de página é fixa, acessada tanto pelo
sistema operacional como pelos mecanismos de hardware. Este sistema é
utilizado nos ISA PowerPC e Intel IA-32, conhecido como hardware TLB
miss handler.
A.5.4 Interação cache e TLB
Um dos problemas do sistema de tradução de endereços de memória
é o fato de dois acessos à memória serem necessários para cada referência
à memória principal por uma instrução. Primeiramente a tabela de páginas
deve ser acessada para obtenção do número da página física, e então chega-se
à memória física usando o endereço de tradução. Dependendo da implemen-
tação, a tabela de páginas é tipicamente armazenada na memória principal
(em endereços alocados pelo sistema operacional), assim cada referência à
memória por uma instrução requer dois acessos sequenciais à memória fí-
sica. Esta situação torna-se um sério gargalo de desempenho. Por essa razão,
porções da tabela de página são armazenadas no TLB.
O TLB é basicamente uma memória cache para a tabela de páginas.
Por esta razão, o TLB pode ser implementado por qualquer esquema de me-
mória cache: mapeamento direto, associatividade completa e associatividade
por conjunto. O TLB com mapeamento direto é simplesmente uma versão
menor e rápida da tabela de páginas.
Para garantir uma utilização mais flexível e eficiente do TLB, utiliza-
se associatividade. Na associatividade por conjunto, o endereço virtual é par-
ticionado em três campos: índice, etiqueta e deslocamento. O tamanho do
deslocamento da página é relacionado com o tamanho da página, sendo esta
especificada pela arquitetura e pelo sistema operacional. Os outros campos,
índice e etiqueta, constituem o número de página virtual. Na associatividade
completa o campo índice é omitido e o campo etiqueta contém o número da
página virtual.
A cache de porções da tabela de páginas no TLB permite rápida tradu-
ção de endereços, contudo faltas no TLB (TLB misses) podem ocorrer. Nem
todos os mapeamentos de página podem estar simultaneamente presentes no
TLB. Quando acessado o TLB, uma falta pode ocorrer e neste caso o TLB
deve ser abastecido com as traduções presentes na memória principal. Esta
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situação pode resultar ciclos de flutuação no pipeline. Além disso, é possível
que uma falta no TLB resulte em uma falta de página, devido a possibilidade
do endereço nem mesmo existir na tabela de páginas. Neste caso a página
referenciada não existe na memória e deve ser buscada no disco ou em outro
dispositivo secundário. Para servir a falta de página precisa-se invocar o sis-
tema operacional para acessar o disco e acarretará em dezenas de milhares de
ciclos de latência.
A cache de dados é utilizada para armazenar porções da memória prin-
cipal e o TLB é utilizado para armazenar porções da tabela de páginas. A
interação entre o TLB e a cache de dados pode ser vista na figura 37.
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TLB
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Figura 37: Interação entre cache e TLB (Apêndice).
O endereço virtual consiste em um número de página (v-bits) e um
deslocamento (g-bits). Se o TLB tem associatividade por conjunto, os v-bits
do número de página virtual são divididos em índice (k-bits) e etiqueta (v−k-
bits). O segundo estágio da unidade de memória corresponde ao acesso ao
TLB utilizando o número de página. Assumindo que não há falta no TLB, o
TLB trará o número da página física (p-bits), que é então concatenado ao des-
locamento (g-bits) para produzir o endereço físico de m-bits, onde m = p+g
e m não é essencialmente igual a n. Durante o terceiro estágio do pipeline
o endereço físico é utilizado para acessar a cache de dados. A exata inter-
pretação do endereço físico depende da arquitetura da cache de dados. Se os
blocos contém múltiplas palavras, os b-bits de baixa ordem são usados como
deslocamento para selecionar a palavra específica do bloco selecionado. O
bloco selecionado é determinado pelos bits restantes (m−b) bits. Se a cache
tem associatividade por conjunto esses bits restantes são divididos em uma
etiqueta (t-bits) e um índice (i-bits). O valor i é determinado pelo tamanho
total da cache e sua associatividade: deverá haver i conjuntos na cache de as-
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sociatividade por conjunto. Se não houve falta da cache, no final do terceiro
estágio do pipeline os dados estarão disponíveis.
A serialização do TLB e cache imposta na figura 37 introduz uma
latência desnecessária. Uma solução é implementar uma cache de dados vir-
tualmente indexada que permite acesso em conjunto com o TLB. Como os
bits de deslocamento não são traduzidos, eles podem ser utilizados sem a tra-
dução. Os g-bits do deslocamento podem ser utilizados como deslocamento
do bloco (b-bits) e os campos de índice (i-bits) da cache de dados. Maiores
detalhes da implementação da cache virtualizada podem ser encontrados em
(SEHN; LIPASTI, 2005).
A.5.5 Protocolos de coerência de cache para multiprocessadores
Atualmente, protocolos de atualização de cache não são mais utiliza-
dos devido o consumo excessivo de banda nas interconexões. Desta forma,
para sistemas multiprocessados com memória compartilhada utiliza-se pro-
tocolos de invalidação. Neste protocolo apenas um processador pode escre-
ver em uma linha de cache em qualquer ponto. Esta política é reforçada
certificando-se que a linha que será modificada será a única cópia do sistema
invalidando as outras presentes nos outros processadores.
O protocolo de invalidação requer que o diretório de cache mantenha
no mínimo dois estados para cada linha de cache: modificado (M) e inválido
(I). No estado inválido, o endereço requisitado não está presente e deve ser
buscado da memória. No estado modificado o processador sabe que a cópia
em questão é exclusiva no sistema e permite-se realizar leituras e escritas na
linha. Obviamente que cada linha modificada deve ser regravada na memória.
Uma otimização simples incorpora um bit sinalizador (dirty bit) no estado da
linha da cache que permite que o processador diferencie as linhas que são
exclusivas do processador (conhecido como estado E) e outras que são exclu-
sivas e estão desatualizadas devido uma escrita (estado M). Este protocolo é
conhecido como MEI e foi utilizado em processadores PowerPC G3.
Pelo protocolo MEI, não se permite que linhas de cache existam em
mais de um processador ao mesmo tempo. Para resolver este problema e per-
mitir leituras de linhas, inclui-se o estado compartilhado (estado S (Shared)).
Este estado indica que uma ou mais cópias remotas existem. Se deseja-se
modificar uma linha no estado S, primeiramente modifica-se o estado para o
estado M invalidando as cópias remotas. A inclusão do estado S nomeia o
protocolo como MESI e as ações de cada estado relacionadas com eventos
locais e do barramento podem ser consultadas na tabela 12 onde s e s′ são os
estados atual e próximo estado do protocolo respectivamente.
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Local Barramento
Estado
Atual
Leitura Escrita Despejo Leitura Escrita Atualiz.
Invál.
(I)
ler barr. escrever
no barr.
s’=I - - -
se
s 6= S
então
s’=E
s’=M
senão
s’=S
Compar.
(S)
- atualiz.
do barr.
s’=I Resp. S s’=I s’=I
s’=M
Exclus.
(E)
- s’=M s’=I Resp. S
s’=S
s’=I Erro
Modif.
(M)
- - grava
mem.
s’=I
Resp.
dirty
grava
mem.
Resp.
dirty
grava
mem.
Erro
s’=S s’=I
Tabela 12: Ações do protocolo de coerência MESI (Apêndice).
Um aprimoramento do protocolo MESI pode ser obtido adicionando
o estado owned (O), resultando no protocolo MOESI. O estado O é atingido
quando acontece uma leitura remota do bloco sinalizado (dirty) no estado M.
Assim, o estado O significa que múltiplas cópias válidas do bloco existem,
onde o requisitor remoto recebeu uma cópia válida satisfazendo a leitura,
enquanto o processador local também mantém uma cópia. Contudo ele é
diferente do estado convencional S pois se evita a atualização dos dados na
memória. Este estado também é conhecido como shared-dirty, pois o bloco
é compartilhado, mas aguarda a atualização. O sistema que implementa o
estado O pode colocar tanto o processador remoto quanto o local em estado
S: basta uma cópia ser sinalizada para atualização.
Outro aprimoramento do protocolo MESI é a implementação MESIF
(Intel Corporation, 2009). Os estados M, E, S e I representam as mesmas
caraterísticas do protocolo MESI clássico, mas adiciona-se o estado forward
(F). O estado F é um estado S especializado que indica que a cache deverá
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atuar como fornecedor fixo de uma dada linha compartilhada. O protocolo
garante que uma requisição de linha do estado F é enviada somente uma vez
e não por todas as caches que contém a linha compartilhada (S). A utilização
do protocolo diminui a utilização das interconexões de cache.
Uma comparação dos protocolos de coerência de cache MOESI e ME-
SIF pode ser encontrada no trabalho de Hackenberg et al. (2009).
A.6 EXECUTANDO MÚLTIPLAS THREADS – HYPERTHREADING
O sistema de múltiplas threads é dividido em granularidade grossa e
fina. Um processador multithread de granularidade fina mantém dois ou mais
contextos de threads internamente. Este sistema faz o escalonamento em
granularidade fina usualmente processando instruções das diferentes threads
em cada ciclo. Contudo esse sistema de multithread sacrifica o desempenho
em regiões sequenciais.
A granularidade grossa mantém todos os benefícios da baixa. Con-
tudo, ao invés de mudar o contexto de threads a cada ciclo, somente o faz
quando uma thread flutua devido a eventos de alta latência como faltas de
cache. Para evitar penalidade de mudança de contexto, replica-se os regis-
tradores de pipeline do processador para cada thread e salva-se o estado do
pipeline a cada mudança de contexto. Desta forma pode-se alternar contextos
de threads em cada ciclo de máquina.
A tecnologia HyperThreading incorporada inicialmente no Pentium 4
permite que dois processadores lógicos compartilhem alguns dos recursos do
processador. As partes do pipeline com execução sequencial, busca e deco-
dificação são multithread de granularidade fina. Assim, duas threads podem
buscar, decodificar e retirar instruções em ciclos alternados, a não ser que uma
thread é parada por alguma razão. Neste caso, a outra pode consumir todos os
recursos unicamente. O Pentium 4 também implementa uma lógica de escalo-
namento de dois estágios, onde as instruções são colocadas em cinco filas de
início no primeiro estágio, mas somente são iniciadas nas unidades funcionais
no segundo estágio. O primeiro estágio possui escalonamento multithread de
granularidade fina: apenas uma thread pode colocar instruções nas cinco filas
em um ciclo. Novamente, se uma thread sofre flutuação, outra pode colocar
instruções nas filas até que a flutuação seja resolvida.
Na essência, o Pentium 4 implementa uma combinação de multithread
granularidade fina e grossa em todos os estágios do pipeline. Há threads si-
multâneas no segundo estágio de início (antes das unidades funcionais) bem
como nos estágios de execução e memória, permitindo que instruções de am-
bas as threads combinem-se de forma arbitrária.
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Nos sistemas com HyperThreading habilitado, haverá disponível o do-
bro de processadores do que há fisicamente. Como há duplicação completa
do estado da arquitetura envolvendo os registradores de propósito geral, re-
gistradores de controle, controladores de interrupção e alguns registradores de
estado da máquina, o sistema operacional controla os processadores lógicos
da mesma forma que os processadores físicos. Porém otimizações como pa-
rar um processador lógico (instrução halt que desliga compartilhamento dos
recursos) quando não há tarefas disponíveis e escalonar tarefas primeiramente
nos processadores físicos garantem um melhor desempenho.
O compartilhamento dos recursos do Pentium 4 é relativamente com-
plicado. A maior parte dos buffers na porção “fora de ordem” do pipeline são
particionados pela metade ao invés do compartilhamento arbitrário. Este par-
ticionamento fixo de recursos sacrifica o desempenho na execução de threads
únicas para melhorar quando há duas disponíveis. Os recursos que utilizam
pouca área são duplicados (registradores, controladores interrupção e TLB de
instrução) enquanto outros mais complexos são particionados ou totalmente
compartilhados (cache de dados, TLB de dados, unidades funcionais). Em
(MARR et al., 2002) há o detalhamento completo dos recursos particionados
e compartilhados do processador.
De um nível mais alto, este particionamento de recursos pode funcio-
nar muito bem quando duas threads são simétricas em comportamento, mas
baixo desempenho se elas são assimétricas e tem necessidade de recursos di-
ferentes. Esta situação pode ser ilustrada pelo compartilhamento da cache de
dados: como os processadores lógicos compartilham os dados, há condições
para faltas de conflito, contudo a simetria de threads pode indicar um modelo
produtor-consumidor que acessa os mesmo dados. De forma geral, o Pen-
tium 4 suporta um modo de única thread onde particionamento dos recursos
é desabilitado.
O HyperThreading é uma implementação particular da técnica de exe-
cução de múltiplas threads conhecido como Simultaneous Multithreading
(SMT). Maiores detalhes e variações podem ser encontrados em (SEHN; LI-
PASTI, 2005).
A.7 DESEMPENHO DE PROCESSADORES
O objetivo principal no desenvolvimento de microarquiteturas é au-
mentar o desempenho, mas recentemente tem-se visado a redução de con-
sumo de energia dos processadores. A equação A.12 (SEHN; LIPASTI, 2005)
apresenta termos relacionados com a métrica desempenho.
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=
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programa
=
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instrucoes
programa
× ciclos
instrucao
× tempo
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(A.12)
Primeiramente, o desempenho é relacionado com quanto tempo o pro-
cessador leva para executar dado programa (tempo/programa). Esta métrica
pode ser formulada pela multiplicação dos três termos seguintes, onde o pri-
meiro (instrucoes/programa) indica o número de instruções necessárias para
executar o programa particular; o segundo representa a média de quantos ci-
clos de máquina são consumidos por cada instrução – cycles per instruction
(CPI); e o terceiro representa o tempo de cada ciclo de máquina.
Verificando a equação A.12, o desempenho pode ser aumentado redu-
zindo qualquer uma das três partes da equação. Quanto menos instruções,
menos tempo. Se o CPI é reduzido, instruções executarão mais rapidamente
e, em último caso, reduz-se o tempo de cada ciclo. Contudo aumentar o de-
sempenho não é uma tarefa trivial, pois os três termos não são independentes
havendo interações complexas entre eles: redução de qualquer um deles pode
favorecer o aumento de outro.
Em termos de otimização, algumas técnicas podem reduzir um dos
termos mantendo outros constantes, como por exemplo, otimização execu-
tada por compiladores e aumento da frequência de operação. Para ilustrar a
dependência dos termos, considere reduzir o número de instruções utilizando
instruções mais complexas, resultando em um ISA CISC – Complex Instruc-
tion Set Computer. Enquanto o número de instruções decresce, a comple-
xidade das unidades de execução aumenta, levando a um potencial aumento
do tempo de ciclo. Para compensar, utiliza-se um pipeline com mais está-
gios. Este pipeline requer uma unidade de previsão de fluxo que pode errar
elevando a quantidade de ciclos por instrução. Técnicas de otimização de la-
ços podem reduzir o número de instruções mas aumentam o tamanho estático
do código. Esse aumento pode influenciar negativamente a taxa de acerto da
memória cache que aumenta o CPI.
O desenvolvimento de processadores avançados sempre leva em con-
sideração a redução dos ciclos por instrução. Os pontos chave de redução
levam em conta a paralelização através de pipelines longos, utilização de me-
mórias cache para redução da latência de memórias e utilização de previsão
de fluxo avançado. Este último recurso reduz o problema de flutuação (stall)
no pipeline mas incorpora uma maior complexidade em cada sub-estágio.
A técnica chave para reduzir o tempo de ciclo é efetivamente o pipe-
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line. Esta técnica particiona o processamento de cada instrução em múltiplos
estágios: um estágio decodifica a instrução, outro acessa a memória, outro é
responsável por operações aritméticas, etc. A latência de cada estágio deter-
mina o tempo de ciclo da máquina. Com a utilização de pipelines longos, a
latência de cada estágio e o tempo de ciclo pode ser reduzida. Atualmente a
utilização de pipelines agressivos é a técnica comum em processadores com
elevada frequência de operação.
Há pontos interessantes sobre a elevação da frequência de operação
utilizando pipelines longos, sendo o CPI influenciado por três aspectos. Pri-
meiramente, como a entrada (front end) do pipeline torna-se longa, o número
de estágios entre operações de busca e execução de instruções (fetch/execute)
aumenta. Esta situação aumenta os ciclos de penalidade relacionados com o
erro de previsão do fluxo de controle (branch miss-prediction), resultando em
um aumento do CPI. Em segundo lugar, se o pipeline é tão longo que uma
operação aritmética primitiva requer múltiplos ciclos, a latência necessária
entre duas instruções dependentes será de múltiplos ciclos. Em terceiro lugar,
como a frequência de operação é alta, a latência da memória em termos de
ciclos aumenta significativamente. Consequentemente, há aumento do tempo
médio de operações de memória, e novamente, há aumento do CPI.
De certo modo, a utilização de pipelines desenvolve o paralelismo
temporal. Processadores sequenciais tradicionais executam uma instrução no
tempo, onde uma instrução deve terminar até a execução da próxima. Como
há tantas instruções em execução quanto estágios de pipeline, esta técnica
desenvolve o processamento paralelo a nível de instrução.
Em processadores escalares com pipeline há ainda a limitação de busca
de no máximo uma instrução para o pipeline a cada ciclo de máquina. Com
esta limitação, o melhor CPI possível é 1, ou inversamente, desempenho (th-
roughput) máximo é 1 instrução por ciclo – Instruction per cycle (IPC). Uma
forma mais agressiva de processamento paralelo pode ser desenvolvida bus-
cando e iniciando múltiplas instruções dentro de um pipeline mais largo a
cada ciclo de máquina. Desta maneira o objetivo é reduzir o CPI abaixo de 1
ou obter um throughput maior que 1. Processadores capazes de realizar um
IPC maior que 1 são conhecidos como processadores superescalares.
Assim, processadores escalares são processadores com pipeline capa-
zes de buscar e iniciar no máximo uma instrução a cada ciclo. Processadores
superescalares são aqueles que buscam e iniciam múltiplas instruções a cada
ciclo.
Fazendo-se o inverso da equação A.12, tem-se a medida de desempe-
nho médio em função do IPC.
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× instrucoes
ciclo
× 1
ciclo
=
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(A.13)
Percebe-se claramente na equação A.13 que o desempenho é direta-
mente proporcional ao IPC e à frequência e inversamente ao número de ins-
truções. O número de instruções é determinado pelo conjunto de instruções,
compilador e pelo sistema operacional. O ISA e a quantidade de trabalho
codificado em cada instrução influencia enormemente a quantidade de instru-
ções executadas por um programa. A eficiência do compilador e as funções do
sistema operacional invocadas durante a execução também contribuem para
o desempenho do sistema. O IPC médio reflete o throughput de instruções
alcançado pelo processador e é uma medida fundamental de efetividade de
microarquitetura.
Conforme utiliza-se processamento paralelo é interessante verificar as
limitações descritas pela de Lei de Amdahl (SEHN; LIPASTI, 2005). Com-
putadores tradicionais são processadores paralelos que realizam operações
escalares e vetoriais. As computações escalares são sequenciais e computa-
ções vetoriais com N unidades paralelas são utilizadas.
Considerando, conforme a figura 38, que s é o tempo que a máquina
executa operações escalares e (1−s) o tempo que realiza operações vetoriais,
a equação A.14 representa a eficiência de um supercomputador em termos da
Lei de Amdahl.
N
1
s 1 - s tempo
pr
oc
es
sa
do
re
s
Figura 38: Processamento escalar e vetorial de um supercomputador (Apên-
dice).
E =
s+N.(1− s)
N
= 1− s.
(
1− 1
N
)
(A.14)
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Com o crescimento de N a equação A.14 tende a 1− s que é o tempo
que a máquina passa executando operações vetoriais. Com N grande, este
tempo tende a ficar cada vez menor. Portanto, a eficiência da máquina tende a
zero, ou seja, grande parte do tempo de computação é gasto em computações
escalares e o aumento de N tem baixo impacto na redução do tempo total de
execução.
Seguindo este mesmo princípio, considera-se na figura 39 a porção v
de trabalho que pode ser vetorizado, e consequentemente a porção (1−v) que
se executa sequencialmente. Sendo T o tempo total para executar o programa,
o fator de velocidade S é representado pela equação A.15.
N
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Figura 39: Porções de trabalho vetorizado e sequencial (Apêndice).
S =
1
T
=
1
(1− v)+( vN )
(A.15)
Novamente, com N grande, o fator de velocidade depende basica-
mente da porção (1− v) que é a parte sequencial do programa. Esta situação
é conhecida como gargalo sequencial, que demonstra que a parte escalar da
computação torna-se um limite de quanto de desempenho pode-se alcançar
com a exploração do paralelismo.
Conforme Sehn e Lipasti (2005), o modelo de desempenho de um pi-
peline segue as mesmas características da Lei de Amdahl para processamento
paralelo. Desta forma, na figura 40 apresenta-se o perfil de desempenho de
um pipeline com N estágios onde a porção (1− p) representa o tempo de
inicialização (execução parcialmente sequencial) e p representa as partes em
operação total (totalmente paralelo) e término de execução das instruções.
O crescimento inicial em degrau representa a evolução dos estágios
em cada ciclo e esta situação também ocorre no término da execução das
instruções. Em termos de modelagem, crescimento inicial é idêntico ao fi-
nal formando a área limitada pelos traços tracejados. Portanto, o perfil de
desempenho apresentado na figura 39 é idêntico ao perfil da figura 40 e con-
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Figura 40: Perfil de execução de um pipeline de N estágios (Apêndice).
sequentemente pode ser calculado pela equação A.16.
A modelagem da figura 40 não leva em conta possíveis flutuações
(stalls) do pipeline que devem ser considerados. Uma modificação sucinta
pode ser realizada, mudando o estágio de operação, conforme a figura 41,
incluindo vários estágios de inicialização.
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Figura 41: Perfil de execução de um pipeline com flutuação (Apêndice).
Na modelagem com flutuações, o parâmetro p torna-se uma fração na
qual o pipeline está em operação. Como o aumento de estágios, os ciclos de
flutuação podem ser muito custosos em termos de desempenho, e portanto
são similares ao gargalo sequencial do processamento paralelo.
S =
1
(1− p)+( pN )
(A.16)
A equação A.16 representa um modelo simples pois não considera
possíveis otimizações que o hardware moderno contém. Quando ocorre uma
flutuação, assume-se que há apenas uma instrução em execução, contudo,
em função da utilização de caminhos de atalhos e outros mecanismos, os
ciclos de penalização devido a flutuações são menores. A equação A.17 é
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uma generalização da anterior, onde g1 representa a fração do tempo na qual
há apenas uma instrução no pipeline, g2 duas instruções e gN é a fração do
tempo em operação normal.
S =
1
g1
1 +
g2
2 + ...+
gN
N
(A.17)
Para ilustrar a aplicação da equação A.17 considera-se um pipeline de
6 estágios que possui um fator de velocidade teórico igual a 6. Considerando
que 13% das instruções executadas geram penalidade de 4 ciclos, 25% geram
penalidade de 1 ciclo e os restantes 62% não geram penalidade, tem-se um
fator de velocidade conforme equação A.18.
S =
1
0.13
6−4 +
0.25
6−1 +
0.62
6
= 4.5 (A.18)
Verifica-se portanto, que com um pipeline de 6 estágios, perde-se 25%
da efetividade quando se considera possíveis flutuações causadas por depen-
dência de dados, controle ou acesso a memória.
As equações até então apontam o desempenho de máquinas com vá-
rios estágios de pipelines mas não contam com a possibilidade de super-
escalabilidade. Isto significa que por mais complexo e rápido que seja o
hardware o IPC mínimo teórico é limitado em 1. A suposição que toda a
parte não vetorizada do programa deve ser executada sequencialmente reflete
um pessimismo enorme e não necessário. Se algum nível de paralelismo pode
ser alcançado na parte sequencial, os impactos severos do gargalo podem ser
significativamente moderados. Supõe-se agora dois casos de fator de velo-
cidade com N = 6 apontados pelas equações A.19 e A.21 e um caso com
N = 100 apontado pela equação A.20.
S1 =
1
(1− v)+ v6
(A.19)
S2 =
1
(1− v)+ v100
(A.20)
S3 =
1
(1−v)
2 +
v
6
(A.21)
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Em ambos os casos com N = 6, o nível de vetorização máximo é 6,
contudo na equação A.21 considerou-se que a porção não vetorizada tem uma
paralelização mínima de 2.
Examinando-se as curvas das equações A.19, A.20 e A.21, a curva
S3 é sempre superior a S1 e também superior em 75% do tempo a S2. Isto
significa que para casos de vetorização menor de 75% , é muito mais benéfico
construir um sistema com vetorização de apenas 6, mas garantindo que a parte
sequencial tenha um paralelismo mínimo de 2.
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Figura 42: Modelo de um pipeline com flutuação (Apêndice).
A vetorização de um programa é uma função complexa que envolve
linguagem de programação, algorítmica, compilador e a arquitetura. Assim
grande parte dos programas de propósito geral possuem uma parcela vetori-
zada menor que 75%. Portanto, o objetivo dos processadores superescalares
é obter um paralelismo genérico a nível de instrução e consequentemente um
fator de velocidade superior para qualquer tipo de programa, incluindo partes
que são sequenciais.
A.8 CONCLUSÕES E TENDÊNCIAS
Devido às barreiras de aumento de frequência ocasionada pelo fuga de
tensão dos componentes internos do chip e altas perdas térmicas, fabricantes
têm desenvolvidos processadores com mais núcleos ou com mais threads de
hardware (HyperThreading, etc) (SODAN et al., 2010).
Antigamente, os desenvolvedores de processadores usavam a área adi-
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cional devido a miniaturização para o desenvolvimento de processadores su-
perescalares com replicação das unidades de execução e pipelines profundos
para explorar o paralelismo ao nível de instrução. Contudo, a atual direção
emprega o espaço disponível para adicionar mecanismos de multithread ou
multicore. Esses processadores suportam multitarefa rodando programas em
paralelo ou ainda diversos programas concorrentes.
Os CPUs multithread suportam execução concorrente de threads ao
nível de instrução, com o objetivo de melhorar a utilização do recurso envi-
ando instruções de várias threads. CPUs multicore possuem uma concorrên-
cia em um nível mais alto, focando em menos utilização por núcleo objeti-
vando a escalabilidade com replicação de núcleos.
Cada thread de hardware precisa de seus próprios componentes de es-
tado, como registradores de controle e ponteiros de instrução. Contudo, o
Intel Xeon precisa apenas de um adicional de 5% de espaço para suportar
uma segunda thread. Atualmente, processadores comerciais apenas enviam
instruções de duas threads por core por ciclo, mas existem protótipos como
o Tera/Cray MTA com 128 threads, apropriado para High performance com-
puting.
O multithread por núcleo tem limitação de escalabilidade, limitada
pela saturação das unidades de execução e o custo de threads adicionais. Por
isso, os CPUs multicore são mais escaláveis. Estes chips mantém muito da
arquitetura dos seus antecessores, replicando apenas as unidades de controle
e execução e compartilhando outras, como: cache, controlador de memória,
FPUs, componente de refrigeração, pinos, etc. No entanto, compartilhamento
tem a desvantagem da necessidade de controle e da saturação desses recursos.
Tendências de desenvolvimento indicam a replicação de componen-
tes adicionais em CPUs multicore, como controladores de memória e caches.
A arquitetura de memória varia, havendo caches privadas nos níveis próxi-
mos ao processador e compartilhada no nível sucessor à memória principal.
Colocando o controlador de memória no chip aumenta a banda e diminui a
latência, o que justifica a atual tendência. Outra recente pesquisa, condiz com
a integração de GPUs ao CPUs, formando processadores híbridos.
Devido a grande diferença de desempenho das memórias e dos CPUs,
estes atualmente contém grande quantidade de memória cache no chip. Ou-
tras arquiteturas não utilizam cache, aliviando o problema da memória com
altos níveis de multithreading (Tera/Cray MTA), ou utilizando memórias de
alta velocidade diretamente acessadas (IBM Cell SPE).
O benefício de caches privadas ou compartilhadas não depende so-
mente do espaço disponível no chip, mas também das características da apli-
cação. Caches compartilhadas são importantes se as threads da mesma apli-
cação executando em múltiplos núcleos compartilham uma quantidade sig-
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nificativa de dados. Contudo, caches compartilhadas impõe alta demanda de
interconexão. Aplicações que não compartilham muitos dados vão compe-
tir por cache. Esta situação dificulta a previsão de cada thread pois depende
de detalhes como padrões de acesso, localidade de memória como também a
carga do sistema. Novas pesquisas propõem uma abordagem híbrida de cache
que permite particionamento dinâmico.
A interconexão dos componentes impacta diretamente na performance
do CPU. Inicialmente, utilizava-se um barramento para essa conexão. Con-
tudo, a tendência é utilizar mecanismos avançados como crossbar para redu-
zir a latência e contenção. A AMD emprega o crossbar enquanto a Tilera
implementa um fast nonblocking multilink mesh. Esse tipo de interconexão é
relativamente caro. Por exemplo, um crossbar de 8 x 8 consome tanta área de
chip quanto cinco núcleos e consome energia equivalente a dois (SODAN et
al., 2010).
A comunicação para componentes exteriores evolui de barramento
(Front Side Bus – FSB) para comunicação de pacotes, com conexão ponto
a ponto. A AMD implementa esse conceito com o HyperTransport seguido
pela Intel como o QuickPath Interconnect. Estas conexões podem interligar
vários processadores em diferentes chips como também todo o sistema de
entrada/saída.
Processadores que focam no desempenho por thread possuem frequên-
cias mais elevadas dos que focam no multithread. Contudo, a utilização do
espaço do chip para aumento por thread resulta em ganhos não lineares, onde
a experiência sugere que a performance apenas dobra com o quádruplo da
complexidade dos componentes adicionais para suporte de threads extras.
Grandes quantidades de núcleos simples são preferíveis desde que a
parte sequencial da aplicação seja pequena, caso contrário, CPUs complexos
têm provado ser mais efetivos. O desempenho não domina mais o objetivo do
desenvolvimento: custos de fabricação, tolerância a falhas, eficiência ener-
gética e dissipação de calor são também considerações críticas. Como os
núcleos são simplificados, o consumo energético diminui linearmente, o que
é uma grande vantagem de processadores multicore.
