Abstract
Introduction
Graph classification is an important data mining task that has huge potential benefits in a variety of applications, including protein function prediction, drug discovery, and web spam detection. Over the years, several innovative classification algorithms for graph-based data have been developed [6, 7, 8, 9, 10, 11] . Most of the early works have focused on the use of heuristic based search techniques to discover discriminative components present in the graph database [11] . More recently, frequent subgraph based approach was proposed in which frequent subgraph mining algorithms are employed to generate all the subgraphs that occur a sufficiently large number of times in the graph database and to construct feature vectors based on the extracted subgraphs [6] . By transforming each graph into its corresponding feature vector representation, we can subsequently apply any of the existing algorithms such as Support Vector Machine (SVM), boosting, and decision trees to build a classification model for the graph database.
Since the main focus of these algorithms is on extracting a local set of relevant patterns that provide useful insight into the data, it is not obvious how this local information can be best synthesized into a global prediction model that can be used to determine the class of previously unknown graphs. In this paper, we present a principled approach for building a global classification model from the local patterns using the maximum entropy principle. The idea behind this approach is to learn a conditional probability distribution of the class for a graph given its underlying features (i.e., frequent subgraphs) by using the support of the features as constraints imposed on the probability model. Using an iterative technique known as the improved iterative-scaling algorithm [2] , the parameters of the probability model can be inferred from the data. While the idea of using maximum entropy principle for constructing a global model based on its underlying local patterns is not new [1] , to the best of our knowledge, this approach has not been applied to graph-based data.
Another aspect of this study is to compare the performance of the probabilistic substructure-based approach against existing substructure-based approaches that employ standard classification algorithms (such as support vector machine and boosting) to the feature vectors constructed from the frequent subgraphs. We also compared the performance of the algorithms when using a subset of the substructures, i.e., the maximal subgraphs.
Preliminaries
We first revisit some of the basic definitions from graph theory and graph mining. Let g = (V, E) be a graph, where V is a finite set of objects called vertices (or nodes) and E is a set of 2-element subsets of V called edges. A labeled graph is represented by a 4-tuple g = (V, E, L, l), where L is a set of labels, and a label function l: V ∪ E → L maps a vertex or an edge to a label. If e = uv is an edge of a graph g, then we say vertices u and v are adjacent in g. 2 , and l 1 = l 2 ; i.e. there exists a subgraph isomorphism from g 1 to g 2 , denoted as g 1 ⊆ g 2 . The supergraph g 2 is also said to contain g 1 .
In frequent subgraph mining, a subgraph w is frequent if the number of graphs in a graph database G that contain w is greater than or equal to a user specified minimum support threshold ξ. The problem of frequent subgraph mining is to find all frequent subgraphs in the graph database G.
Maximum Entropy Model
Maximum entropy modeling synthesizes a set of local patterns into a global model by choosing a probability model that is consistent with the constraints imposed by the local patterns, but otherwise, is as uniform as possible. Mathematically, the approach corresponds to finding a probability model P that minimizes the Kullback-Leibler divergence D(P||Q), subject to a set of constraints ℘, with Q chosen to be a uniform probability distribution. The resulting model can be shown to be equivalent to a model P* that maximizes the entropy:
where H(P) is the entropy of P.
Formulation
Let G = {g 1 , g 2 , …, g n } be a collection of n graphs in the database and F = {w 1 , w 2 , …, w k } be the set of frequent subgraphs, where each subgraph w i ∈ F satisfies the minimum support threshold. Furthermore, we denote s w as the support for subgraph w in G. We also assume that each graph g ∈ G is assigned a class label, y g , chosen from a set of discrete labels Y. In this paper, we assume that the classes are binary 1 . Given a graph g, let X g ⊆ F be the set of frequent subgraphs contained in g. To apply the maximum entropy principle, we first define a set of binary features constructed from the frequent subgraphs. Each feature, also called an item, is defined as follows:
The maximum entropy principle seeks to find a probability model P* that maximizes the objective function in (1) subject to the following constraints:
Note that Equation (3) constrains the expected value for every feature to be identical to the support of the corresponding subgraph. It can be shown that the probability model that solves the constrained optimization problem has the following exponential distribution:
where Z(X g ) is a normalization factor and λ's are the parameters to be optimized.
Parameter estimation
Let Λ = {λ 1 , λ 2 , …, λ d } be the set of parameters of the model. We will estimate Λ using the maximum likelihood approach. Specifically, the conditional likelihood for the graph database G is:
The parameter set Λ that maximizes the conditional likelihood function can be solved using the Improved Iterative Scaling algorithm (IIS) [2] . To avoid overfitting, the IIS algorithm can be modified to incorporate a Gaussian prior:
where the prior probability for Λ is assumed to have a Gaussian distribution with zero mean and variance σ 2 :
To find the parameter set Λ that maximizes Equation (6), the modified IIS algorithm will iteratively adjust each parameter λ i by an amount δ i to ensure that the following difference
is always greater than or equal to zero. Upon substituting Equation (6) into Equation (8) and taking its derivative with respect to δ i yields:
where p is the empirical probability and f # (X g , y g ) is the non-zero features for the graph g. Equation (9) will be solved using numerical methods to obtain the update vector ∆.
Algorithm
We first generate frequent subgraphs using a frequent subgraph mining algorithm. Once the frequent subgraphs are generated binary feature vectors are constructed for each graph in the graph database. The i th entry of the feature vector is set to one if that feature (frequent sub graph) occurs in the graph, and it is set to zero if the feature is not present. Using these feature vectors, we repeatedly compute the model described in Equation (9) until it converges to a stationary point. The following algorithm (MaxEnt) describes the procedure we used to classify graphs. for i = 1 to n do a. compute δ α by solving Equation (9) b. update λ i ← λ i + δ i c. ∀ g ∈G compute P*(y|X) using Λ. 6: until convergence
Algorithm MaxEnt

Experimental Evaluation
We applied 4 real world datasets to evaluate the algorithms. The first dataset, Predictive Toxicology Data 2 (PTC) contains 417 chemical compounds evaluated on 4 types of laboratory animals: male mouse (MM), female mouse (FM), male rat (MR), and female rat (FR). Each compound is assigned a class label indicating the toxicity of the compound for that animal. Table 1 shows characteristics of these datasets.
We applied a frequent subgraph mining algorithm called FSG [12] to generate the frequent subgraphs using the minimum support threshold shown in Table 1 .
For evaluation purposes, the classification results are reported using 5-fold cross validation. 
Performance comparison
We compared the performance of our algorithm (MaxEnt) against two existing methods: Adaboost and SVM. For the SVM classifier, we used SVM Light package provided in [4] and described in [3] . For Adaboost we used the MATLAB package provided in [5] . Table 2 shows the accuracy (Acc) and F-Measure (F) for each of these methods. As can be seen from the results, the proposed approach (MaxEnt) achieved better performance than SVM in all of the datasets except in Cancer data. In the WebSpam dataset, performance of MaxEnt is better than that of SVM and is comparable to Adaboost. Adaboost shows better performance in MM, FM, and Aids datasets when compared with MaxEnt.
Classification using maximal subgraphs
Instead of using frequent subgraphs, we analyze the performance of the algorithms when using maximal frequent subgraphs as descriptors. Table 3 shows the classification accuracy and F-Measure for each of the algorithms.
The use of maximal subgraph based descriptors changes the performance of different algorithms dramatically. However while it improves the performance of SVM, it reduces the performance of Adaboost and MaxEnt. As the number of frequent subgraphs generated for these datasets is always higher than the number of maximal frequent subgraphs, these extra features provided by frequent subgraphs can be very effective for classification. To understand the values of extra features in frequent subgraphs, we measured the matching percentage of the first n features used by MaxEnt methods with maximal subgraphs, i.e., we find n features which obtained the highest weight in the MaxEnt algorithms and counted how many of them were maximal. We changed n from 10 to the number of maximal subgraphs and plotted the matching percentage. Figure 1 show this plot for MM 6 dataset. As can be seen in these plots, the matching percentage falls quickly when n increases which shows that MaxEnt uses non-maximal features as some of the most effective features for the purpose of classification. Therefore, MaxEnt approach can automatically choose the best features for classification and thus it shows better performance with frequent subgraphs based descriptors than the maximal ones. 
Conclusions
This paper proposes a probabilistic substructurebased approach for graph classification using the maximum entropy approach. Experimental results using 6 Other datasets exhibit similar characteristics.
real-world data sets showed that the proposed approach is generally more effective at classifying most understandable graph objects.
