I. Introduction
The strong, positive correlations found between computer use and human capital are often interpreted as evidence that the adoption of computers have raised the relative demand for skilled labor, the widely touted skill-biased technological change hypothesis.
1 However, models such as Acemoglu (1998) and Beaudry and Green (2005) argue the skill-intensity of technology is endogenously determined by the relative supply of skilled labor.
2 By exploiting several instruments for the supply of human capital coupled with a rich dataset on computer usage by businesses, we find that the supply of human capital is indeed an important determinant of the adoption of personal computers (PCs). This result is robust to a wide range of measures of skill and to competing models of technology adoption. Overall, our results suggest that great caution must be exercised in placing economic interpretations on the correlations often found between technology and human capital.
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Our empirical approach exploits the wide cross-city variance in PC use and human capital during the 1990s, the period in which the personal computer came to dominate the information technology environment. 4, 5 In order for our approach to be successful, several estimation issues must be addressed. The first, and perhaps most important, issue is that crosscity differences in human capital are potentially endogenous. We must therefore develop instruments that capture differences in human capital supply and that do not affect technology use through other channels. Another issue is that our measure of human capital -the share of the workforce that is college educated -is admittedly crude and may be proxying for other, unobserved characteristics of the population. For example, cities with highly educated workforces may also possess large numbers of computer programmers or others with specific skills that make adopting computers more profitable. The third and final issue we confront is model misspecification. The technology diffusion literature is home to many models, especially 1 One exception is Autor, Levy, and Murnane (2003) , who argue that industries intensive in what they called "routine cognitive" tasks were most likely to adopt computers because these were the tasks computers replaced. There has been research on cross-country differences in technology adoption, which we address below. 2 Acemoglu's model reveals the bias inventors have toward developing technologies that raise the relative productivity of skilled labor when it is abundant. Beaudry and Green's model emphasizes how a cost-minimizing firm's choice to adopt a new more skill-intensive technology depends on the relative supply of skill. 3 Beaudry, Doms, and Lewis (2006) builds upon the results in the present paper with an endogenous model of technology adoption that simultaneously addresses how human capital affects technology adoption and how technology adoption affects labor demand. The primary goal of the present paper is to rigorously establish the human capital-technology adoption portion. 4 This spatial analysis approach is quite prevalent in research evaluating the labor market impact of immigration, but outside of cross-country studies it is rare in the literature examining recent technological change. 5 The large and surprisingly persistent differences in computer adoption across geographic markets in the U.S. has received little attention, although Nestoriak (2004) is a nice exception. models that emphasize vintage effects and spillovers. For instance, our data show that the San Francisco Bay area is very computer-intensive outside of its high-tech industries; does that result arise because the Bay area is also home to Silicon Valley (which may generate spillovers) or because the Bay area has a highly educated workforce?
In terms of the first issue, endogeneity between technology and skills, we develop separate instruments for the level of human capital across cities and also for the change in human capital across cities, all based on pre-PC city characteristics. The instrument for cross-city level differences in the skill mix is based on pre-PC differences in the presence of colleges and universities, building upon instruments used by Moretti (2004) . The logic behind these instruments is that residents of college-abundant localities will enjoy lower costs of attending college; such localities may also have amenities that college graduates value. The instrument we develop for the changes in college share is based on the locations of immigrant enclaves in 1980;
immigrant enclaves can predict changes in college share because of the combined effects of the strong tendency of new immigrants to settle into existing enclaves (Bartel, 1989) and the boom in less-skilled immigration the U.S. has experienced in recent decades. 6 To address the issue of whether our measure of the skill level of a city may proxy for other, more specific skills that are important in the PC adoption decision, we examine the robustness of our results to using more detailed occupational categories such as engineers and computer support workers. Further, we examine the age distribution of the workforce in each city to test whether younger, college-educated workers may be more PC-savvy, as suggested by Goldfarb (2005) . Another variable that may capture the unobserved component of skill is the rankings of local computer science and electrical engineering departments; areas that have highly ranked departments may have workers with above average skills.
How intensively an area adopts PCs depends on factors other than the availability of certain types of labor. For information technology, spillovers (as in Goolsbee and Klenow, 2002) and vintage effects (as in Bresnahan and Greenstein, 1996) are additional factors in the adoption process. For spillovers, we examine how the diffusion of PCs is related to the presence of the IT producing sector. Additionally, we examine how technology of establishments is related to the company to which they belong. Vintage effects occur when the technology adopted at time t depends on the technology in place at time t-1. We address potential vintage effects in several ways, including looking at relatively long first differences, controlling for the 6 Card (2001) and Lewis (2005) also use instruments based on a similar concept.
computer capital stock in 1980 (a date before the introduction of the IBM PC), and controlling for the major computer systems in place in 1990.
Our basic finding is that establishments in areas with more college-educated labor adopt significantly more PCs per worker. The relationship is very robust to model specification and is also economically significant: half of the inter-city variation in computer use is explained by this single variable. 7 A similar relationship emerges between changes in PC-intensity and changes in college share over the 1990s. The relationships are robust to the use of our instruments. We find little partial relationship between PC-use and an area's supply of young college graduates.
Although the presence of certain specific types of highly skilled workers (engineers, programmers) and a software-producing sector is also associated with higher PC-intensity, controlling for these factors has little effect on the relationship between college share and PC use.
The evidence in this paper is consistent with previous research finding an association between computers and skilled labor across plants and industries, but makes a stronger case for the complementarity between the two by taking advantage of differences in factor mix which are more plausibly exogenous. This also arguably provides preliminary support for endogenous technical change models like Acemoglu (1998) and Beaudry and Green (2005) , although factor substitution in a more standard framework can also account for this relationship. Distinguishing between these models to ascertain how PC adoption may be related to changes in relative wages is the subject of Beaudry, Doms, and Lewis (2006) .
In addition, our findings are related to cross-country studies of technology adoption, which also tend to find a strong relationship between adoption and the education of the population (e.g., Caselli and Coleman, 2001, and Comin and Hobijn, 2004) . Cross-country studies are potentially confounded by the large unobservable differences across countries. We believe this problem is diminished by looking across U.S. metropolitan areas and using instruments to assist in identification.
8 7 This result is even more surprising given that the PC data and the labor data come from two independent sources. 8 Within the U.S. this paper is consistent with findings by Nestoriak (2004) , who examines computer investment in a subset of U.S. counties, and Lewis (2005) , who examines adoption of manufacturing automation technologies.
II. Personal Computers

II.1 Basic facts
In this paper we focus on one important facet of information technology, the personal computer (PC). On a heuristic level, the PC represents the epitome of changes in business computing over the past several decades, namely the migration from mainframe platforms to client/server platforms (see Bresnahan and Greenstein, 1996) . The PC has also increased its role.
Initially being mainly a stand-alone device used for office automation tasks such as spreadsheets and word processing, it has now become a communications device, a terminal, and in some cases, a server.
On an empirical level, nominal and real spending on PCs grew sharply during the 1990s, and spending on PCs outstripped spending on other types of computers. As shown in 11 Additionally, the HH data provide basic information on the establishment, such as the corporation to which it belongs, 9 The high rates of growth in real PC investment boosted the growth rate in the capital stock: according to Bureau of Labor Statistics, between 1990 and 2001, the real PC stock grew an average of 42 percent annually whereas the growth rate in the stock of other computers chalked up a lower, but still respectable, 25 percent average rate. 10 Additionally, the PC investment numbers do not include other IT investments that are complementary to PCs, such as printers, networking equipment, and prepackaged software. 11 A number of studies have used the HH data to examine technology diffusion (e.g., Forman, Goldfarb, and Greenstein 2005) and the relationship between technology use and productivity (e.g., Brynjolfsson and Hitt 2003) .
where the establishment is located, the size of the establishment (in terms of employment and revenue), and detailed industry codes of the establishment. In our analysis, we examine establishments with five or more employees and establishments in the private nonfarm sector.
Let , , i c t γ be the technology for establishment i in city c at time t (in this study we focus on PCs/employee). We estimate, using OLS, the following, 14 One issue that arises from estimating (1) is that the HH data are not a random sample, and some industries are poorly covered. We drop observations where the HH coverage is particularly slim, such as retail, farming, and mining. We also excluded establishments in the IT producing sector for reasons that are explained below. Additionally, we estimated (1) with and without sample weights, where sample weights were derived from a match between the HH data and County Business Patterns. We also experimented with other modifications, such as examining establishments with more than 100 employees (the HH coverage of these establishments is much higher than for smaller establishments). Regardless of the various rules we used in estimating (1), the rank-order of cities was largely unaffected, though the point estimates varied some, especially for cities where sample sizes are small. However, the results presented throughout this paper appear to be very robust to the sample used in estimating (1). other factors that may influence the technology used at an establishment. In particular, we are interested in two potential influences on the PC-adoption decision that could affect the cross-city patterns in Figure 1 . The first set of additional controls addresses whether vintage effects may be important and the second controls for firm ownership.
For the potential vintage effects, we are concerned about a story where, for instance, firms in the Boston area disproportionately relied on Digital Equipment Corporation (DEC) systems, and hence may have had a lower PC propensity than establishments in the San Francisco Bay area. The short answer to the question of whether the inter-city differences in PC propensity in 1990 are correlated with inter-city differences in other computer platforms appears to be "no." The HH data provide information on the major system and the vendor of the major system used at the establishment, as well as whether mini, mainframe, and workstation 16 One outlier, Las Cruces, New Mexico, is not shown in the figure. We restrict the sample to establishments that are in CMSAs, as reliable labor market data are available only in metropolitan areas. The vast majority of U.S. employment is metropolitan. Non-metropolitan areas, we find, have lower PC intensity. 17 Large regional differences in technology adoption has been observed in other contexts, including hybrid corn (Griliches, 1957) and the use of beta-blockers (Skinner and Staiger, 2005) . 18 Hickory, North Carolina is famous for its furniture manufacturing, and it now is also a major producer of fiber optic cable. We chose Hickory as an example because the estimate for the city is based on over 300 establishmentobservations, greater than the sample sizes of other cities that ranked lower in PC use. 19 The regression of adjusted 2000 PC intensity on adjusted 1990 PC intensity, weighted by the square root of the 2000 sample size, has a slope of 1.12 and a heteroskedasticity-corrected standard error of 0.078.
computers are at the site. We modify (1) to control for the presence of mainframes, minis, and workstations, along with controls for the major vendors (IBM, HP, DEC, Wang, Unisys, or other) and controls for whether the major IBM system was a System 36 or AS/400. 20 Although these variables are good indicators of the PC intensity of an establishment, they explain very little of the cross-city differences in PC intensity. The differences between , C t β from (1) and from (1) modified to include major system controls tend to be less than 1 PC per 100 employees for most cities, and a regression between the two measures yields a coefficient extremely close to 1 and an R-squared of 0.94.
A similar result arises when we explore firm ownership. For example, a Wal-Mart store in Hickory, North Carolina, is likely to have technology based on its corporation and not just on the labor market conditions in Hickory (an area that has relatively low levels of education).
More generally, areas that contain many branches of corporations that are relatively IT intensive may themselves become IT intensive. 21 To derive information on the corporate structure across cities, we use the corporate identification information provided in the HH data. A corporate identifier is provided for establishments that belong to large corporations, and basic information about the corporation is provided (such as employment and revenue). Specifically, for each establishment, we measure the PC intensity of other establishments that belong to the firm outside of the city and include that term in (1). Not surprisingly, we find the coefficients on the corporate terms to be positive and significantly different from 0; that is, establishments that belong to PC intensive firms themselves are more PC intensive even after controlling for the city in which they are located and detailed industry and size class. However, for most cities, corporate spillovers alter the estimates of , C t β by less than 2 PCs/100 employees. In other words, in reference to Figure 1 , the San Francisco Bay area does not have a high PC intensity simply because it has branches of corporations that are PC intensive, and Hickory, North Carolina, does not rank low on the PC intensity scale because it lacks branches of PC intensive firms.
In summary, after controlling for the industry and size of establishments, there is tremendous heterogeneity across cities in their propensity to use PCs, and this propensity is 20 We chose these categories because they were the most abundant. In our data, there are literally hundreds of different types of major systems. An establishment with a particular type of DEC mainframe would have the dummy variables for DEC and MAINFRAME set equal to 1, but we do not distinguish between the different types of DEC mainframes. 21 One area where intra-corporate transfers of technology have been considered important is in the foreign direct investment literature.
somewhat persistent over time. Further, the inter-city heterogeneity does not appear to be the result of differences in the types of computer platforms across cities nor of differences in corporate ownership across cities.
III. Instruments for Human Capital
All else equal, it would not be surprising that a city with a highly skilled workforce would use some technologies more intensively than cities with lower skilled workforces. One reason might be that human capital and technology are complements, and, indeed, that theory lies behind several models, notably those developed by Beaudry and Green (2005) and Acemoglu (1998) . 22 The implications from both of these models are relatively straightforward:
areas that have a relative abundance of skilled workers are also likely to have relatively higher levels of technology. In the case of the Acemoglu model, this is because high relative employment of skilled workers induces innovation directed toward raising the relative output of skilled workers; in the case of the Beaudry and Green model, it is because areas with more skilled labor have a comparative advantage in producing with a technologically intensive technique.
In a regression framework, an estimable equation could have the following form: (2) as the impact of human capital supply on technology use, as we would like to do, is that there may be determinants of technology adoption omitted from (2) Another strategy we pursue is to examine the determinants of changes in technology use over the 1990s, which reduces bias coming from any persistent (and time-invariant) city-level variables we do not observe. 24 A modified first difference of (2) is:
As was the case for equation (2), we need instruments for HC c,t-1 and ∆HC c,t for equation (3) .
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Before discussing the instruments, we first need to define explicitly our primary measure of human capital, HC c,t . Similar to other research examining the impact of skill-biased technological change (such as Katz and Murphy, 1992; Autor, Katz, and Krueger, 1998; and Card and DiNardo, 2002) , we define our measure of human capital as the fraction of the area's workers who have a least a four-year college degree plus one-half of the fraction with one to three years of college education. We refer to this as the college-equivalent share, or college share. The college share of cities is highly persistent between 1990 and 2000; the regression coefficient is 0.99 and is not significantly less than 1.0. Also, the college share increased an average of five percentage points during the 1990s.
As a prelude to the results that follow, Figure 2 shows our measure of college share in 2000 with our measure of PCs per worker. The two measures come from different sources but, as discussed more fully below, are very strongly related. One issue that arises from Figure 2 is that the PC measure is adjusted for industry mix, while the human capital measure is not. One reason behind the inter-city variation in college share is the industry mix of cities; without making a statement about causality, cities with industries that favor skilled workforces may also be cities that have above-average skill levels. We constructed an industry-adjusted skill measure of college share based on the three-digit industry composition in each city, and Figure 3 shows a scatter plot between the adjusted and unadjusted measures. Although the industry composition is 24 First difference estimates can be biased by time-varying city unobservables and because the impact of unobservables may vary over time. The required assumption for first difference estimates to suffer from less bias than cross-sectional estimates is that related to the skill share, the correlation between the observed skill level and the industry adjusted skill level is .96. In the results that follow, we opt to use the unadjusted measure because our instruments are based on that measure.
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Our instruments for HC c,t are based on the historical density of colleges in an area. The idea is that a local college shifts out the supply of educated labor by reducing the cost to the area's residents of obtaining higher education. Human capital theory predicts that otherwise similar individuals will complete more education when the cost of obtaining it falls (Card, 1999) .
Supporting this are many studies at the individual level that show that the distance a person lives from a college predicts their college attainment (e.g., Kane and Rouse, 1995; Card, 1995) . 27 Additionally, cities with colleges may provide amenities that college graduates value. And, finally, cities with an abundance of colleges may have a higher college share in the workforce because of search costs; college graduates may stay close to where they attended college because finding a job nearby is less costly than finding a job elsewhere.
We have a collection of college instruments. One specific instrument we use, following Moretti (2004) , is a dummy for whether or not the metropolitan area has a land-grant college.
Land-grant colleges came into existence after Congress passed the Morrill Act in 1862. The legislation gave states land to fund the creation of university-level agricultural schools. As Nervis's (1962) history describes, after these land-grant colleges were founded, many changed from being strictly agricultural schools and developed into large universities (for example, University of Minnesota, University of California, and University of Maryland). These schools dramatically increased access to higher education: Moretti (2004) showed that areas with landgrant colleges even today tend to have a significantly higher college-educated share. Given the long lag from the founding of these schools until now and their original purpose of providing support for agriculture, it is reasonable to think that the location of these schools is unrelated to unobserved determinants of regional differences in technology and skill mix today. Owing to the fact that each of the 50 states received at least one land-grant college, the metropolitan areas that have land-grant colleges are quite regionally diverse. Our sample contains 35 such locations, which are listed in Table 2 .
In addition to the land-grant colleges, our instrument set also includes lagged information on local college density. Among other things, there has been a dramatic growth in two-year colleges since World War II (documented in Kane and Rouse, 1999) Are these instruments valid? One concern is that universities themselves are large employers of college graduates (though in most places they employ only a small proportion of the population). A small number of cities in our sample have student enrollment that makes up a large fraction of the population. However, dropping those cities from Figure 5 strengthens the first stage, rather than weakening it. Similarly, Moretti (2004) found that land-grant colleges continue to predict college share after dropping university-employed workers and college towns.
Another concern about these instruments is that universities may have some direct effect on local technology adoption. Some IT firms are spin-offs from university labs, and IT firms may have local spillover effects on technology adoption. We discuss controls for such spillovers below. 31 Another potential concern is that rather than being a supply shifter, the presence of universities could reflect demand for education. One a priori reason to doubt this is that most nonprofit universities in the U.S. cover a significant portion of their costs using nontuition sources (e.g., government grants, endowment earnings) which may While the college capacity of an area can help predict the long-run average college completion rates of an area, we also need instruments for decadal change in college share, , for our first difference specification (3). Our strategy in this case makes use of the fact that the U.S. is in the midst of an immigration boom which has rapidly altered the skill mix of the workforce, particularly in markets where immigrants cluster. In the past 35 years, the share of U.S. workers who are foreign-born has risen from 5 percent (at its low point in 1970) to almost 15 percent. Along with the growth in volume of immigration has been a shift in the origins of immigrants to the developing world, which has resulted in a mix of immigrants that is less educated, in most places, than U.S.-born workers. Thus where immigrants concentrate, the college share may rise more slowly than in other cities.
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Our immigration instrument relies on newly arrived immigrants having a strong tendency to cluster in markets where earlier waves of immigrants from the same part of the world settled (documented in Bartel, 1989) . A place with a cluster of immigrants from some part of the world in 1980 tends to have continued migration from that part of the world in subsequent decades.
The location of such immigrant "enclaves" has long been used as an instrument for changes in local skill mix in a long labor economics literature examining the impact of immigration on native-born wages and employment (Altonji and Card, 1991 , is an early example), as well as more recent work examining the impact of local skill mix on on-the-job computer use and the adoption of advanced manufacturing technologies (Lewis, 2004 (Lewis, , 2005 . not respond strongly to demand for education. One way this concern's importance might be evaluated empirically is to check whether the presence of universities is correlated with high school completion, which might proxy for demand for education but should not be affected by the presence of universities. Unlike the rightward shift for college share, areas with land-grant colleges show little difference in the relative presence of high school graduates compared to areas without land-grant colleges. College seats are positively correlated with graduates/dropouts, but the relationship is not statistically significant in 1990 or 2000 and declines when outliers are removed. It therefore seems unlikely that the 1971 location of universities is strongly related to demand for education in 1990 or 2000, though this cannot be completely ruled out.
proportionately into the same mix of cities as they did in 1980, the enclaves predict that new immigrants will arrive in city c during the decade. Table 1 .
Another way to describe this instrument is that if immigrants continued to settle in the same cities as they did in 1980, and there were no other changes in cities' populations, a regression of the actual change in college share, , on this instrument would have a coefficient of 1.0.
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33 In fact, the first-stage coefficient is 0.878, not statistically distinguishable from 1.0, as shown in column (6) of Table 3 . This is consistent with research which shows that similarly skilled native-born workers do not move out of cities in response to immigrant inflows (e.g., Card, 2001) . The first stage is also shown graphically in Figure 6 . As can be inferred from the figure, most cities have too little immigration to have any noticeable impact on skill mix. In the ones where immigration is significant, however, it generally depresses the change in college 32 To see this, note that college share can be disaggregated into the parts due to past residents and to new immigrant arrivals, assuming no other changes in population: 
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We thank an anonymous referee on Lewis (2005) for suggesting this formulation of the instrument.
share as immigrants tend to be less skilled than native-born workers. One exception to this is Honolulu, which is the positive outlier in the figure. It has a disproportionately skilled immigrant mix, mostly from Asia. Honolulu lies very near the first-stage regression line.
Controls have little effect on this first-stage relationship. A nice specification check is that the college presence instruments, added in column (7), do not strongly predict changes in college share (and, if anything, move the point estimate on immigrant enclaves closer to 1).
Symmetrically, the immigration instrument does not predict the level of college share (column 5). The validity of the immigrant enclave instrument is further demonstrated in Figure 7 , which plots computer sales per worker in 1980 versus the instrument. 34 The figure shows that despite the large cross-city variation in computer sales per worker in 1980, the instrument has little power to predict it. 35 Thus the location of immigrant enclaves seems to be unrelated to preexisting differences in technology adoption.
Finally, as with any instruments, these only provide credible identification to the extent that one accepts the assumption that they do not have a significant effect on the outcome (PC intensity) through a channel other than their effect on the independent variable (college share).
There are reasons why this might not be the case (the most obvious of which we attempt to address) that could lead our results to be biased. However, the instruments rely only on city characteristics prior to the introduction of the IBM PC in 1981, and thus can at least be defined as predetermined if not truly exogenous. Columns (5) and (6) show estimates from a regression of the 1990-2000 change in PC intensity on the 1990-2000 change in college share. OLS estimates, in column (5), are remarkably similar to the cross-section estimates. The IV estimate, which uses the immigrant enclave instrument and is shown in column (6), is considerably larger, though the standard error is large enough that the IV estimate is not statistically distinguishable from the OLS point estimate. Nevertheless, there are reasons why IV estimates may be larger than OLS in this case.
One potential reason is that OLS estimates are attenuated by classical measurement error in college share, a problem that would be larger in first differences than in cross section. Another possibility is that the IV estimates identify a local average treatment effect that is larger than the average effect of college-share (Imbens and Angrist, 1994) . Compared to U.S. natives, immigrants tend to have disproportionately low education and low English ability, so it is plausible that immigrant presence may have more of a depressing effect on PC use than the effect of native-born non-college workers. If so, immigration-driven variation in college share would have a larger effect on PC intensity than college share generally. (In fact, we have found that even OLS estimates are larger in the subsample of cities with a significant amount of immigration.)
The models in Table 4 are admittedly simple and are used to convey how our proposed instruments perform. The next two sections explore the robustness of our results when the meaning of skill is broadened and when other models of technology adoption are considered.
IV. Skill
Our measure of human capital, the college share, is crude and, as such, may be correlated with other characteristics of the population that are important in the PC adoption decision but were excluded from the regressions in Table 4 . To ensure that we are capturing the effects of more specific skills, we examine the influence of detailed occupational categories such as engineers and computer support workers. We also examine the age distribution of the workforce in each city to test whether younger, college-educated workers may port computer skills acquired in college to the workplace. Finally, another variable that may capture the unobserved component of skill of the local workforce is the rankings of local computer science and electrical engineering departments; areas that have highly ranked departments may have workers with above-average computer skills.
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The results are divided into the 2000 cross section (Table 5a ) and the first difference over 1990-2000 (Table 5b) . 39 For comparison, column (1) Goldfarb (2005) found that exposure to information technology during college years in the latter half of the 1990s led young college graduates to be early adopters of the Internet at home. In this case, however, we find that the share of older college graduates drives the college share-PC relationship. This result is consistent with individual-level data showing that on-the-job computer use rises with age (Card and DiNardo, 2002) . It may reinforce the idea that computers complement general human capital, which rises with work experience.
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Column (3) in Tables 5a and 5b includes controls for the presence and rank of a Ph.D.
program in computer science and engineering in the area in 1981, as reported by Jones et al. (1982) . The presence of a Ph.D. program is associated with roughly 0.02 more PCs per worker, but the quality of the program seems to have little impact. 41 The point estimates on college share are only slightly diminished by these controls. So while computer science graduates may have an outsized effect on PC use, they do not seem to be driving the relationship between college share and PC-use. 42 This fact should assuage some concerns that that the presence of colleges is 38 We also examined wages of college graduates, high school graduates, and the ratio of the two. Wages may reflect differences in skill across cities. However, wages may also reflect differences in relative supply. The inclusion of wages does not affect our results, and a model that examines wages, changes in wages, and technology adoption is more fully explored in our companion paper with Paul Beaudry. 39 Not shown are cross-sectional results for 1990; those results are remarkably similar to those for 2000. 40 It might also mean that older workers have more specific computer skills. 41 We also examined many other specifications of the Ph.D. program rankings and found similar results. 42 Goolsbee and Klenow (2002) report that spillovers from experienced and intensive computer users are greater than from more average computer users, and that is one of the motivations for including this variable.
invalid as an instrument for college share because universities themselves have a direct effect on technology adoption through, e.g., spin-offs from university labs (e.g., Digital Equipment (4) show that the inclusion of these occupational shares only slightly diminishes the coefficient on college share. 45 As for the occupational mix coefficients themselves, some align with expectations (for example, clerical share in the cross section and computer programmer share in first difference are positively associated with computer use), but most are not statistically distinguishable from the excluded category. 46 It is worth remembering, however, that the dependent variable already conditions on detailed industry. To be detected here, any effect of the supply of programmers, say, must operate through channels other than the compositional effects of industry mix (e.g., spillovers from the tech sector rather than the mere compositional effect of a larger tech sector).
In short, while we admittedly lack a method to identify the effect of occupation mix and education mix separately, the fact that the partial association between PC-use and occupation 43 IV estimates using the university instruments are similarly unaffected by these Ph.D. program controls. 44 On the other hand, occupation mix may be a consequence of skill mix, in which case regressions with occupation controls will understate the reduced-form effect of college share. 45 Closely mimicking Autor, Levy, and Murnane (2003), we computed four measures of "skills" for each city based on the attributes of detailed occupational codes. Those measures are nonroutine cognitive/interactive tasks, nonroutine manual tasks, routine manual tasks, and routine cognitive tasks. The results using these four skill measures as controls are similar to those reported in the last columns of Table 5a and Table 5b ; the coefficient on the college share variable falls by nearly an identical amount and remains statistically significant. When both the nine occupational categories and the four skill measures are included simultaneously, the coefficient and the standard error on our college share variable remain nearly identical.
mix is weak compared to the partial association with college share itself suggests college share may directly affect computerization, rather than only operating through occupation mix. The same jobs may be more likely to be carried out with a PC where there are more college-educated workers.
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V. Model Misspecification
Many factors enter into the PC adoption decision of firms other than the availability of certain types of labor, as was emphasized in the previous section. For information technology, spillovers (as in Goolsbee and Klenow, 2002) and vintage effects (as in Bresnahan and Greenstein, 1996) are potentially important in the adoption process. In this section we explore how sensitive our results are to the inclusion of controls for spillovers and vintage effects.
One source of possible spillovers is from the IT-producing sector; employees in ththis sector may be able to transfer their knowledge about IT to firms in their area through social networks or through changing jobs. 49 Just how large spillovers from the IT-producing sector might be depends on the relative size of the sector. For each city in our sample, we construct the share of employment in the IT-manufacturing sector (the sector that makes computers, communications gear, and semiconductors) and the software sector. These controls are potentially interpretable as "spillovers" because the direct effect of industry is already controlled for in our measure of PC intensity, and the IT sectors are removed from the city-level average PC-intensity. Thus any observed effect of IT share is indirect, operating through the IT sector's effect on other sectors. Table 6 reports the results from including the IT sector variables. Columns (1)- (5) show results for the 2000 cross section and columns (6) - (11) show results for the 1990-2000 difference, with columns (1) and (6) repeating the OLS estimates from Table 4 . Columns (2)- (3) and (7)- (9) show the effect of the size of a city's IT sectors. The results in Table 6 show that the size of a city's software sector in 1980 is somewhat positively associated with greater PCintensity in 2000. The nearly identical results in columns (2) (based on all cities) and (3) (all cities except San Francisco) suggest that the relationship is not driven by the outlier San Francisco Bay area, home to Silicon Valley. For the first-difference results, columns (7)- (9) It seems an abundance of software workers may have spillovers to other sectors. As mentioned above, a plausible mechanism for this spillover is the movement of former software workers to other sectors. An examination of worker flow data in the CPS shows that a large fraction of software workers move to a different sector within a year; it is a high turnover sector.
IT-manufacturing workers, in contrast, we found to be much less likely to move, which is perhaps consistent with the lack of impact from that sector.
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In any case, point estimates on college share are reduced somewhat by these controls, but not by a large amount. In results not shown, we also controlled for the size of the IT communications sector and the size of the finance sector (which is an intensive user of IT equipment, and hence, we imagined, might also have spillover effects). However, we never found any significant association between the size of these sectors and the PC-intensity of an area.
The other modeling issue that concerns us is vintage effects, namely, how the technology in place before PCs may affect the adoption of PCs. One argument could be that cities that had large computer investments before PCs may be slower to adopt PCs because of the fixed costs associated with switching to another technology. Alternatively, cities with high levels of pre-PC technology might be better prepared to incorporate PCs into their networks. 51 We approach the problem of vintage effects in three ways. First, we examine relatively long first differences (from 1990-2000) instead of emphasizing short-run changes (say year-to-year) where vintage effects are no doubt more important. Second, as described in Section II, we estimate our city effects controlling for the major computing systems in place-we found our results were largely insensitive to this control.
Finally, we control for the computer spending from 1978 to 1980 (before the introduction of the IBM PC) using survey data collected by the Computer and Business Equipment 50 These results are based on very small samples and hence we do not report the exact estimates. 51 See Bresnahan and Greenstein (1996) for a fuller description of the issues firms faced when switching from a mainframe mode of computing to the client-server approach (the approach that utilized PCs).
Manufacturers Association. 52 Since this information is currently available only for a subset of our metropolitan areas, for comparison columns (5) and (10) 
VI. Conclusion
There has been much research on the interaction of labor skills and technology, especially between education and computers. Properly identifying how the supply of skills affects technology adoption, and how technology adoption affects the demand for skills, has proven challenging. This paper has attempted to take a step toward identifying a portion of the labortechnology system by carefully approaching how the supply of skills in cities affects the decision of businesses to adopt personal computers. To undertake this step, several issues had to be addressed, namely deriving instruments for the college share across cities and instruments for the changes in college share. Further, we explored other definitions of "skill" and also explored how other factors may influence our results.
We find a tremendously strong relationship between the supply of skills and the adoption of PCs. This relationship is robust to a large number of other controls and is robust to several sets of instruments. These results are consistent with previous research finding an association between computers and skilled labor across plants and industries but make a stronger case for the complementarity between the two by taking advantage of differences in factor mixes which are more plausibly exogenous. What these results do not shed much light on is the model that underlies the complementarity between skills and technology. Beaudry, Doms, and Lewis (2006) attempts to test between various endogenous technological adoption models, specifically models that build upon Beaudry and Green (2005) , and other models that have been posited as underlying the skill-biased technological change hypothesis.
Notes: Mean number of PCs/employee in a CMSA after adjusting for 3-digit industry by plant size controls and year effects (see text). Data used come from Harte Hanks. LGC=land grant college.
Notes: See -Intensity (1990 -Intensity ( -2000 and Additional Measures of Skill 
