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Abstract
Given a sequence A = (A1, . . . , Ar ) of binary d-ics, we construct a set of combinants C = {Cq : 0 ≤ q ≤ r, q 6= 1}, to be
called the Wronskian combinants of A. We show that the span of A can be recovered from C as the solution space of an SL(2)-
invariant differential equation. The Wronskian combinants define a projective imbedding of the Grassmannian G(r, Sd ), and, as a
corollary, any other combinant of A is expressible as a compound transvectant in C .
Our main result characterises those sequences of binary forms that can arise as Wronskian combinants; namely, they are the
ones such that the associated differential equation has the maximal number of linearly independent polynomial solutions. Along
the way we deduce some identities which relate Wronskians to transvectants. We also calculate compound transvectant formulae
for C in the case r = 3.
c© 2006 Elsevier B.V. All rights reserved.
MSC: 13A50
1. Introduction
Let us begin by recalling the classical invariant-theoretic notion of a combinant1 of binary forms (see [9, Section
250]). The modern approach is to recast it in the language of SL(2)-representations; we explain this in Section 2.6
below. A summary of our results is given in Section 3, after the required notation is available.
1.1
Let A = (A1, . . . , Ar ) denote a sequence of generic forms of orders2 (d1, . . . , dr ) in the variables x = {x1, x2}.
Let us write
∗ Corresponding author.
E-mail addresses: abdessel@math.ubc.ca (A. Abdesselam), chipalka@cc.umanitoba.ca (J. Chipalkatti).
1 This term, along with many others in invariant theory, was coined by Sylvester (see [24]).
2 The customary modern usage is ‘degree’. However, we prefer this more classical usage which reserves the term ‘degree’ for a different notion
(see [9, Section 4–12]).
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Ai =
di∑
j=0
ai j x
di− j
1 x
j
2 , (1 ≤ i ≤ r), (1)
where the {ai j } are distinct indeterminates. Given a matrix g =
(
α β
γ δ
)
with indeterminate entries, make substitutions
x1 = αx ′1 + βx ′2, x2 = γ x ′1 + δx ′2; (2)
and now define the quantities {a′i j } by forcing the equalities
di∑
j=0
ai j x
di− j
1 x
j
2 =
di∑
j=0
a′i j x ′1
di− j x ′2
j
,
for 1 ≤ i ≤ r . By construction, each a′i j is a polynomial in the letters
ai0, . . . , aidi , α, . . . , δ.
A polynomial Q({ai j }; x1, x2) is called a joint covariant of A, if we have a formal identity
Q({a′i j }; x ′1, x ′2) = (det g)uQ({ai j }; x1, x2) (3)
for some integer u. See Section 2.2 for examples of joint covariants.
1.2
Now assume that all di are equal to d . Let M be an r×r matrix with indeterminate entries, and define new quantities
{bi j } via the matrix equation B = MA, where B = [bi j ], A = [ai j ]. A joint covariant Q is called a combinant if we
have an identity
Q({bi j }; x1, x2) = (detM)v Q({ai j }; x1, x2) (4)
for some integer v. In short, a combinant is a polynomial function of the coefficients of Ai and x which remains
invariant (up to a power of the determinant of the transformation) under
◦ a linear change of variables in the x, or
◦ a change of (ordered) basis for the span of A.
Of course once we specialise the Ai by assigning specific values to the ai j (say in a field), Q becomes a binary
form over the same field. Throughout this paper we will work over an arbitrary field k of characteristic zero. (Some
additional complications arise in characteristic p invariant theory — see [11].)
1.3
A combinant Q is said to be of degree m and order n, if it has total degree m in the coefficients of each Ai and
order n as a form in the x.
E.g., for r = 2 the resultant of A1, A2 is a combinant of degree d and order zero. (The combinant property is
intuitively obvious: the issue of whether two binary forms have a common linear factor is unaffected by a change of
variables, and depends only on the pencil that they generate.)
By the first fundamental theorem of invariant theory (see [9, Section 250]), the coefficients of Q can be written as
degree m forms in the r × r minors of the matrix [ai j ]. For a fixed pair (r, d), the combinants define a subring
R ⊆ k[{ai j }; x]
bigraded by m and n. Gordan [8] proved that R is always finitely generated; however, its structure can be very
involved, and explicit generating sets are known only for a few small values of r and d (see [17,18]). In the latter
paper the following pessimistic result is proved: the gap
minimal number of generators of R − dim R
is larger than any preassigned constant for all but finitely many pairs (r, d).
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The Wronskian combinants C0,C2, . . . ,Cr (which we construct below) are degree one elements in R, such that
although k[C0, . . . ,Cr ] ⊆ R may be a proper inclusion, the discrepancy is ‘small’ (in a sense to be made precise
later).
Our basic reference for classical invariant theory is [9]; much of the same material is covered in [6]. We will freely
use the symbolic (or umbral) calculus interpreted according to [1, Section 2]; other treatments of this calculus are
given in [15,19]. The reader should also consult [2,4] for modern introductions to this classical subject. We will need
some standard facts from the representation theory of SL(2); these may be found in [5, Ch. 11] and [23, Ch. 4].
2. Preliminaries
Let Sd denote the (d + 1)-dimensional k-vector space of order d forms (i.e., binary d-ics) in x. The special linear
group SL(2,k) acts on Sd as follows: given g =
(
α β
γ δ
)
∈ SL(2),∑
i
ai xd−i1 x
i
2
g−→
∑
i
ai (αx1 + βx2)d−i (γ x1 + δx2)i .
The {Sd : d ≥ 0} are a complete set of finite-dimensional irreducible representations, and each finite-dimensional
SL(2)-representation is a direct sum of irreducibles.
2.1
We have a direct sum decomposition of the tensor product of SL(2)-representations
Sd ⊗ Se '
min{d,e}⊕
q=0
Sd+e−2q .
Let
piq : Sd ⊗ Se −→ Sd+e−2q (5)
denote the projection map. If A, B are binary forms of respective orders d, e, then piq(A ⊗ B) is called the q-th
transvectant of A with B, written (A, B)q . It is defined by the formula
(A, B)q = (d − q)!(e − q)!d!e!
q∑
i=0
(−1)i
(q
i
) ∂q A
∂xq−i1 ∂x
i
2
∂qB
∂x i1∂x
q−i
2
. (6)
If we symbolically write A = adx , B = bex, then (A, B)q = (ab)qad−qx be−qx (see [9, Section 48]). By convention
(A, B)q = 0 if q > min{d, e}.
In particular the map Sd ⊗ Sd −→ k establishes a canonical isomorphism of Sd with its dual representation
S∗d = Hom(Sd ,k). It identifies A ∈ Sd with the functional
Sd −→ k, B −→ (A, B)d .
2.2
Let A1, A2 be generic forms as in Section 1.1, then (A1, A2)q is a joint covariant. It is a combinant (assuming that
Ai are of the same order), iff q is odd. This construction can be repeated at will, e.g.,
((A1, A2)2, (A2, A3)7)4
is a joint covariant of A1, A2, A3. Conversely, each joint covariant can be written as a linear combination of such
compound transvectants (see [7, Section 2]). For instance, the resultant of two binary quadratics A1, A2 is equal to
− 12 ((A1, A2)1, (A1, A2)1)2.
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2.3. Polarisation
Introduce new letters y = (y1, y2). If E is a form of order n in x, then its q-th polarisation is defined to be
E 〈q〉 = (n − q)!
n!
(
y1
∂
∂x1
+ y2 ∂
∂x2
)q
E .
The normalising factor is so arranged that E = E 〈q〉∣∣y:=x. Using Cayley’s Omega operator
Ω = ∂
2
∂x1∂y2
− ∂
2
∂y1∂x2
,
we have an alternate expression for the transvectant
(A, B)q = (d − q)!(e − q)!d!e!
{
Ωq ◦ [A(x1, x2)B(y1, y2)]
}
y:=x .
If we change variables from x, y to x′, y′ via formula (2), then we have an identity
∂2
∂x ′1∂y′2
− ∂
2
∂y′1∂x ′2
= (det g)
(
∂2
∂x1∂y2
− ∂
2
∂y1∂x2
)
;
which immediately implies that (A, B)q is a joint covariant of A, B.
2.4. Gordan series
The projection map piq of (5) is a split surjection; let ıq : Sd+e−2q −→ Sd ⊗ Se denote its splitting, leading to
the decomposition A ⊗ B = ∑q ıq ◦piq(A ⊗ B). The Gordan series (see [9, Section 52]) identifies the individual
summands in this expression. Writing A = adx , B = bex, we have
adx b
e
y =
min{d,e}∑
q=0
(
d
q
) (
e
q
)
(
d+e−q+1
q
) (xy)q [(A, B)q ]〈e−q〉.
Here we have represented an element in Sd ⊗ Se as a bihomogeneous form of respective orders d, e in the variables
x, y.
2.5
There is a remarkable isomorphism of SL(2)-representations
ψ : ∧m Sn ∼→ Sm(Sn−m+1),
defined as follows. Let Fi (x) be binary n-ics for 1 ≤ i ≤ m. Introduce m pairs of variables x(i) = (x (i)1 , x (i)2 ) for
1 ≤ i ≤ m, and let D be the m × m determinant whose (i, j)-th entry is
∂m−1Fi (x)
∂xm− j1 ∂x
j−1
2
∣∣∣∣∣
x:=x(i)
.
(That is, we use the i-th pair of variables throughout the i-th row.) An element of the symmetric group Sm will alter
D by permuting the x(i). Now let
ψ(F1 ∧ · · · ∧ Fm) =
[
(n − m + 1)!
n!
]m 1
m!
∑
σ∈Sm
Dσ . (7)
The right-hand-side is a form of order n−m+1 in each x(i), hence it is naturally seen as an element of the symmetric
power Sm(Sn−m+1).
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2.6
In this section we describe how a combinant may be seen as a representation-theoretic construct. Let G = G(r, Sd)
denote the Grassmann variety of r -dimensional subspaces of Sd . Let λm denote the partition (m, . . . ,m︸ ︷︷ ︸
r times
), and Sλm the
associated Schur functor (see [5, Ch. 6]). By the Borel–Weil–Bott theorem (see [26, Ch. 4]) we have an isomorphism
H0(G,OG(m)) ' Sλm (Sd).
There is an imbedding (see [5, p. 233 ff])
Sλm (Sd) ⊆ Sm(∧r Sd),
hence an element of Sλm (Sd) can be seen as a degree m function in the Plu¨cker coo¨rdinates of G. Now, a combinant
Q of degree m and order n can be identified (up to a scalar) with a morphism
µ : Sn −→ Sλm (Sd)
which sends F ∈ Sn to the transvectant (F, Q)n . In the reverse direction, µ gives rise to a morphism
µ′ : k −→ Sλm (Sd)⊗ Sn .
(Here we have identified Sn with S∗n as in Section 2.1.) Then Q can be recovered (up to a scalar) as the element µ′(1).
Hence, combinants of degree-order (m, n) (up to scalars) are in bijection with nonzero (and hence necessarily
injective) SL(2)-equivariant morphisms Sn −→ Sλm (Sd). In particular all the linear (i.e., degree one) combinants
correspond to the irreducible summands of
∧r Sd ' Sr (Sd−r+1).
Example 2.1. For r = 2 and m = 1, we have
∧2 Sd ' S2(Sd−1) '
b d+12 c⊕
i=1
S2d−2(2i−1).
The i-th summand corresponds to the combinant (A1, A2)2i−1.
Example 2.2. Assume (r, d) = (2, 5),m = 2. We have a plethysm decomposition
Sλ2(S5) = S(2,2)(S5) = S16 ⊕ S212 ⊕ S10 ⊕ S38 ⊕ S6 ⊕ S34 ⊕ S20 .
(This was calculated using the Maple package ‘SF’.) This implies for instance, that two binary quintics A1, A2 have a
two dimensional space of combinants of degree 2 and order 12. Writing tq = (A1, A2)q , a basis for this space is given
by (t1, t1)2 and t1t3.
2.7
Since the algebra
⊕
m≥0 Sλm (Sd) is generated in degree one, every combinant can be written as a compound
transvectant expression in linear combinants, that is to say, a combinant Q of degree-order (m, n) can be written as a
linear combination of terms of the form
(. . . ((Q1, Q2)k1 , Q3)k2 , . . . , Qm)km−1
where each Qi is a degree one combinant, and
n =
(∑
ord Qi
)
− 2(k1 + k2 + · · · + km−1).
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Example 2.3. For (r, d) = (2, 3), we describe the combinant ring R following [8, p. 118]. Write p = (A1, A2)1, q =
(A1, A2)3, then R is minimally generated by the elements
p, q, s = (p, p)2, t = (p, p)4, u = (s, p)1, v = (s, p)4,
satisfying a single relation 6s3+ 12u2+ 2p3v− 3p2st = 0. The principal difficulty of the calculation lies in weeding
out unnecessary compound transvectants from the generating set. For instance, (s, p)2 and (s, p)3 must also be in R.
However the former is equal to 16qs, and the latter is identically zero. Such identities are usually not obvious without
explicit hard calculations.
2.8. Wronskians
Consider the morphism of SL(2)-representations
∧m Sn ψ−→ Sm(Sn−m+1) −→ Sm(n−m+1),
where the second map is the canonical projection. The Wronskian W of a sequence of binary n-ics F1, . . . , Fm is
defined to be the image of F1 ∧ · · · ∧ Fm via this morphism. It is obtained by setting each x(i) to x in formula (7),
hence W (F1, . . . , Fm) is given by [ (n−m+1)!n! ]m times the determinant
(i, j) −→ ∂
m−1Fi
∂xm− j1 ∂x
j−1
2
(1 ≤ i, j ≤ m).
The Wronskian is zero iff the Fi are linearly dependent over k. (The ‘if’ part is obvious. For the converse, see e.g. [17,
Section 1].) If we symbolically write Fi = f (i)x n , then
W =
∏
1≤i< j≤m
( f (i) f ( j))
∏
1≤i≤m
f (i)x
n−m+1
. (8)
(The proof is easy: differentiate the symbolic expressions formally, and then calculate the Vandermonde determinant.)
It is clear from the definition that W is a combinant of the Fi .
2.9
Let fi (x) = Fi (x, 1). The inhomogeneous Wronskian is usually defined to be the determinant
w( f1, . . . , fm)(x) =
∣∣∣∣∣∣∣
f (m−1)1 · · · f1
...
...
f (m−1)m · · · fm
∣∣∣∣∣∣∣ ,
which is a polynomial in x of degree ≤ m(n −m + 1). An elementary direct calculation shows the identity (see [20])
W (F1, . . . , Fm)(x1, x2) =
(
m−2∏
i=0
(n − i)i−m+1
)
xm(n−m+1)2 w( f1, . . . , fm)
(
x1
x2
)
.
2.10
In passing we should mention the ‘higher Wronskians’ defined by Schmidt [22] (also see [12, Appendix C]),
although they will not be needed in the sequel. Let F1, . . . , Fm be as before, and fix a sequence of integers λ such that
n ≥ λ1 > λ2 > · · · > λm ≥ 0.
The ‘higher Wronskian’ Wλ(F1, . . . , Fm) is the determinant
(i, j) −→ ∂
λ1Fi
∂x
λ1−λ j
1 ∂x
λ j
2
(1 ≤ i, j ≤ m).
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It is not a combinant of the {Fi } unless λ = (m−1,m−2, . . . , 1, 0); in the latter case of course we recover the (usual)
Wronskian.
3. A summary of results
Assume r ≤ d , and write Nr = {q : 0 ≤ q ≤ r, q 6= 1}. In Section 4.1 below we will define a set of linear
combinants
C = {Cq : q ∈ Nr }
associated with a sequence of r binary d-ics A = (A1, . . . , Ar ). In outline, the construction proceeds as follows: for
an arbitrary d-ic F , calculate the Wronskian of A1, . . . , Ar , F symbolically, and use the Gordan series to express it as
a ‘differential operator’ acting on F . The {Cq} enter into the individual terms in this expression, hence it is reasonable
to call them theWronskian combinants of the Ai . By construction Cq is of order r(d − r + 1)− 2q . We show that the
C enjoy a cluster of special properties:
◦ If the A are linearly independent, then the subspace Span(A) ⊆ Sd can be recovered from C as the space of
solutions of the differential equation∑
q
(Cq , F)r−q = 0
(see Proposition 4.2).
◦ We may regard the r -tuple [(C0, . . . ,Cr )] as a point in the projective space P(⊕q∈Nr Sr(d−r+1)−2q). Then the
assignment
Span(A) −→ [(C0, . . . ,Cr )],
gives a projective imbedding of the Grassmannian G(r, Sd) (see Theorem 5.2).
◦ Every combinant Q defined for r binary d-ics admits a formula of the type
Q = 1
CN0
× (A compound transvectant expression in the C),
for some nonnegative integer N (see Theorem 5.4).
In Theorem 6.1 we characterise all possible values of C . Specifically we prove that a set of binary forms
E0, E2, . . . , Er (of the correct orders) can arise as Wronskian combinants of a sequence of r binary d-ics, iff the
differential equation∑
q
(Eq , F)r−q = 0 (9)
admits r linearly independent polynomial solutions. This implies that the image of the imbedding above is set-
theoretically a determinantal variety, defined by equations of degree d − r + 2. The theorem is proved in two steps:
first we establish some identities which relate Wronskians to transvectants. Then we use these identities to ‘peel off’
the summands in Eq. (9). Similar results were obtained in [3] for pencils of binary d-ics; this article extends them to
the case of general r -dimensional subspaces.
The most direct way of defining the Wronskian combinants is via the symbolic calculus, however it is not the
easiest way of calculating them. To this end, in Section 8 we deduce explicit compound transvectant formulae for
C0,C2,C3 in the case r = 3. It is clear from the nature of arguments given there that such formulae exist for all r .
4. The Wronskian combinants
4.1
Let Ai = α(i)x d , 1 ≤ i ≤ r denote a sequence of binary d-ics, and F = f dx another binary d-ic. Then
W = W (A1, . . . , Ar , F) = f d−rx
r∏
i=1
α(i)x
d−r ∏
1≤i< j≤r
(α(i)α( j))
r∏
i=1
(α(i) f ).
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We will rewrite this expression as follows. Define
Φ =
r∏
i=1
α(i)x
d−r ∏
1≤i< j≤r
(α(i)α( j))
r∏
i=1
α(i)y . (10)
Then
W = (Φ, f dy )yr
∣∣∣
y:=x , (11)
which is to say, take the r -th transvectant of the pair Φ, f dy as forms in y (treating the x as constants), and then
substitute x for y.
If we write G(x) =∏ri=1 α(i)x , then
Φ =
{ ∏
1≤i< j≤r
(α(i)α( j))
}
G(x)d−rG(y). (12)
Now the Gordan series gives an identity
G(x)d−rG(y) =
r∑
q=0
(
rd−r2
q
) (
r
q
)
(
rd−r2+r−q+1
q
) [(G(x)d−r ,G(x))q ]〈r−q〉(xy)q . (13)
Hence, let us define
Cq = (−1)q
(
rd−r2
q
) (
r
q
)
(
rd−r2+r−q+1
q
) { ∏
1≤i< j≤r
(α(i)α( j))
}
(G(x)d−r ,G(x))q . (14)
By construction, Cq is a linear function in the coefficients of each Ai , and of order r(d − r + 1)− 2q. The assertion
that it is in fact a combinant of A will be justified in Section 4.3.
Notice that C1 is identically zero, because it is the Jacobian of two functionally dependent forms (and hence it will
not be mentioned any further). Since G(x) is of order r , the index q ranges overNr . The identityC0 = W (A1, . . . , Ar )
is immediate from formulae (8) and (14).
Example 4.1. Assume r = 2, then C0 = (A1, A2)1. Since G(x) is a quadratic,
(G(x)d−2,G(x))2 = 2− d2(2d − 5) (G(x),G(x))2G(x)
d−3.
(This can be checked by a direct symbolic calculation.) Hence
C2 =
(
2d−4
2
)
(
2d−3
2
) 2− d
2(2d − 5) (α
(1)α(2))3α(1)x
d−3
α(2)x
d−3 = 2− d
4d − 6 (A1, A2)3.
4.2
From (12)–(14),
Φ =
∑
q∈Nr
(−1)q [Cq ]〈r−q〉(xy)q .
We will calculate W by substituting this expression into (11). Write Cq = cr(d−r+1)−2qx , then
[Cq ]〈r−q〉(xy)q = cr(d−r)−qx cr−qy (xy)q ,
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and
([Cq ]〈r−q〉(xy)q , f dy )yr = (−1)qcr(d−r)−qx (c f )r−q f qx f d−ry .
Letting y := x, this reduces to
(−1)qcr(d−r)−qx (c f )r−q f d−r+qx = (−1)q(Cq , F)r−q .
In sum, we have a simple identity
W (A1, . . . , Ar , F) =
∑
q∈Nr
(Cq , F)r−q . (15)
Given an arbitrary collection of forms E = {Eq : q ∈ Nr } of orders r(d − r + 1)− 2q, we define
ψE (F) =
∑
q∈Nr
(Eq , F)r−q .
Then ψE (F) = 0 is an algebraic differential equation of order r dependent on the parameters E , which may be called
the Wronskian differential equation.
Proposition 4.2. Let A be a linearly independent sequence of r binary d-ics, and C = {Cq(A)}. A binary form F
belongs to Span(A) iff ψC (F) = 0.
Proof. Indeed, F belongs to Span(A) iff A1, . . . , Ar , F are linearly dependent, which holds iff ψC (F) =
W (A1, . . . , Ar , F) = 0. 
4.3
Consider the sequence of morphisms
∧r Sd γ1−→ Sr (Sd−r+1) γ2−→ Sr (Sd−r ⊗ S1) γ3−→ Sr (Sd−r )⊗ Sr
γ4−→ Sr(d−r) ⊗ Sr γ5−→ Sr(d−r+1)−2q .
(All of the morphisms are either previously defined, or in any event clear from the context.)
Proposition 4.3. The image of the tensor A1 ∧ · · · ∧ Ar via γ5 ◦ · · · ◦ γ1 coincides with Cq up to a multiplicative
scalar.
Proof. By definition γ1(A1 ∧ · · · ∧ Ar ) is the multihomogeneous form in x(1), . . . , x(r) given by formula (7). By
introducing variable-pairs y(1), . . . , y(r), we can represent the action of γ2 as the product of polarisation operators
r∏
i=1
(
y(i)1
∂
∂x (i)1
+ y(i)2
∂
∂x (i)2
)
,
whose image is of order d − r in each x(i), and order 1 in each y(i). Now applying γ4 ◦ γ3 has the effect of collapsing
all x(i) to x, and all y(i) to y, which (up to a scalar) gives the form Φ of formula (10). Finally γ5 is the operator Ωq , so
the image equals Cq up to a scalar. 
It would not be difficult to normalise the γi in such a way that the scalar is unity, but this is of little importance.
Since Cq is the image of an SL(2)-equivariant morphism, it is a combinant. Notice that here we have identified a
combinant with a quotient representation of ∧r Sd , whereas in Section 2.6 it corresponds to a subrepresentation. Since
each SL(2)-representation is naturally self-dual, these are equivalent viewpoints.
Corollary 4.4. If the formsA are linearly dependent, then all the Wronskian combinants vanish. If C0 vanishes, then
the A are dependent.
Proof. If the A are dependent, then A1 ∧ · · · ∧ Ar = 0, hence Cq = 0. Since C0 = W (A), the second statement is
clear. 
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Let M is an r × r matrix as in Section 1.2, effecting a change of ordered basis from A = (A1, . . . , Ar ) to
B = (B1, . . . , Br ). Then B1 ∧ · · · ∧ Br = (detM)(A1 ∧ · · · ∧ Ar ), and hence
Cq(B) = (detM)Cq(A), for all q ∈ Nr .
In particular, permuting the sequence A multiplies Cq by the sign of the permutation.
5. The incomplete Plu¨cker imbedding
5.1
Let G(r, Sd) denote the Grassmannian of r -dimensional subspaces of Sd . Define U = ⊕q∈Nr Sr(d−r+1)−2q , and
consider the morphism
pi : G(r, Sd) −→ PU
which sends the subspace Λ ⊆ Sd to the projective r -tuple
[(C0(A),C2(A), . . . ,Cr (A))],
where A denotes any ordered basis of Λ. A change of basis would alter the tensor∧ri=1 Ai by a multiplicative scalar,
which would result in multiplying all Cq by the same factor. Hence pi is well-defined.
Proposition 5.1. The morphism pi is a set-theoretic injection.
Let Λ1,Λ2 ∈ G(r, Sd) be subspaces with ordered bases A,B, such that pi(Λ1) = pi(Λ2). By hypothesis, there is a
nonzero scalar α such thatCq(B) = αCq(A) for all q . But then for all F ∈ Λ1, we haveψC(B)(F) = αψC(A)(F) = 0,
hence Λ1 ⊆ Λ2. Similarly Λ2 ⊆ Λ1. 
In fact a stronger assertion is true.
Theorem 5.2. The morphism pi is an isomorphic imbedding.
Proof. By [10, Ch. II, Prop. 7.3], it only remains to show that pi is injective on tangent spaces. The tangent space
TG,Λ is canonically isomorphic to Hom(Λ, Sd/Λ). Assume that v ∈ TG,Λ sends Ai to Bi + Λ.
The tangent space to PU at pi(v) is isomorphic to U/[C0, . . . ,Cq ]. To calculate the image vector dpi(v), define
Dq = lim
→0
Cq(A1 + B1, . . . , Ar + Br )− Cq(A1, . . . , Ar )

.
Then dpi(v) = [D0, D2, . . . , Dq ], considered modulo [C0, . . . ,Cq ]. The Wronskian combinants are linear in each
argument, hence
Dq =
r∑
i=1
Cq(A1, . . . , Âi | Bi , . . . , Ar ),
where the last expression means that Ai is to be replaced by Bi . Assume that dpi(v) = 0, so there exists a constant α
such that Dq = αCq for all q . But then∑q(Dq , A1)r−q = α∑q(Cq , A1)r−q = 0, i.e.,
r∑
i=1
{∑
q
(Cq(A1, . . . , Âi | Bi , . . . , Ar ), A1)r−q
}
= 0.
All the summands except i = 1 vanish for obvious reasons, hence so does the remaining one. This implies that
A1 ∈ Span {B1, A2, . . . , Ar }, which forces B1 ∈ Span{A1, . . . , Ar }. Similarly each Bi ∈ Λ, hence v must be the zero
vector. This shows that pi was injective on tangent spaces. The theorem is proved. 
Recall that by the Borel–Weil–Bott theorem, H0(G(r, Sd),OG(1)) ' ∧d−r+1 Sd ' ∧r Sd . There is a natural
split inclusion U ⊆ ∧r Sd , hence pi is defined by an incomplete linear subsystem of |OG(1)|. Alternately said, the
coefficients of Cq are linear functions of the Plu¨cker coo¨rdinates, hence pi can be seen as the Plu¨cker imbedding
followed by a projection onto a linear subspace.
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Example 5.3. Let r = 2, d = 5, and let A1, A2 be generic forms as in Section 1.1. Let pi j =
∣∣∣a1i a1 ja2i a2 j ∣∣∣ denote the
Plu¨cker coo¨rdinates. Then
C0 = p01x81 + · · · + (10p12 + 6p03)x61 x22 + · · · ,
C2 = (p03 + 3p12)x41 − (4p13 + 2p04)x31 x2 + · · · .
5.2
Let Q be an arbitrary combinant of a sequence of r binary d-ics. We will now show that Q admits a ‘formula’ as
mentioned in Section 3. In order to make this precise, assume Ai to be generic forms as in Section 1.1. Let T denote
the smallest k-subalgebra of the polynomial algebra k[{ai j }, x1, x2] such that
◦ C0, . . . ,Cr ∈ T, and
◦ if e1, e2 ∈ T, then (e1, e2)q ∈ T for all q ≥ 0.
Since T is clearly contained in the ring of combinants R, it inherits a bigraded decomposition induced by the degree
m and order n. For instance, the element
((C0,C3)3,C2)2 + 5(C20 ,C4)6
is bihomogeneous of degree 3 and order 3r(d − r + 1)− 20.
Theorem 5.4. Let Q be an arbitrary combinant of a sequence of r binary d-ics. Then there exists an integer N ≥ 0
such that CN0 Q ∈ T.
Since C0 is always nonzero on linearly independent forms, this shows the existence of a formula for Q.
Proof. Given the imbedding G ⊆ PU , for every integer m ≥ 0 we have the restriction morphism
fm : H0(PU,OP(m))︸ ︷︷ ︸
=Sm (U )
−→ H0(G,OG(m)).
Let m = N + deg Q. Then CN0 Q will lie in T iff the image of the corresponding morphism (see Section 2.6)
Sord(CN0 Q) −→ H
0(G,OG(m))
is contained in the image of fm . But this can always be arranged by choosing N >> 0, since fm is surjective for
m >> 0. 
It follows that although the inclusion T ⊆ R may be strict, there is an equality of localisations T[ 1C0 ] = R[ 1C0 ]. A
similar result for covariants of a single form was proved by Hilbert and Stroh (see [19, Theorem 6.32]).
Remark 5.5. If ρ is the Castelnuovo regularity of the ideal sheaf IG , then H1(PU, IG(ρ − 1)) = 0 implying that
fρ−1 is surjective. Hence N can be chosen to be max {0, ρ−deg Q−1}. It is possible (but a little tedious) to calculate
an explicit upper bound for ρ from the Hilbert polynomial of G (see [13] or [14]). We have not attempted this.
Example 5.6. Assume (r, d) = (2, 5), and write tq = (A1, A2)q . Then the element C0t5 lies in T, in fact there is an
identity
t5 = 1C0 [50C
2
2 − 15(C0,C0)4 − 40(C0,C2)2].
Proof sketch. C0 t5 is of degree-order (2, 8). The plethysm S(2,2)(S5) contains 3 copies of S8, hence there is a 3
dimensional space of such combinants. By specialising A1, A2 we can show that C22 , (C0,C0)4, (C0,C2)2 are linearly
independent, hence they form a basis of this space. Thus C0 t5 must be expressible as a linear combination of the basis
elements; in order to find the actual coefficients we only need to solve a system of linear equations. 
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6. Wronskians and transvectants
In this section we will state a theorem which characterises all possible values of C .
6.1
Let E = {Eq : q ∈ Nr } be an arbitrary collection of binary forms of orders r(d − r + 1)− 2q, such that E1 6= 0.
In general the r -th order differential equation
ψE (F) = 0 (16)
does not admit r linearly independent polynomial solutions. Our result says that if indeed it does, then E must be the
values of Wronskian combinants.
Theorem 6.1. Assume that there exist r linearly independent d-ics A1, . . . , Ar such that ψE (Ai ) = 0. Then there
exists a nonzero constant α such that
Eq = αCq(A1, . . . , Ar )
for all q ∈ Nr .
Then, of course, we can arrange that Eq = Cq by replacing A1 with αA1.
6.2
The proof hinges upon certain identities involving transvectants and Wronskians. Let B denote an arbitrary form
of order n. For 0 ≤ p ≤ min{d, n}, define
Γp(B; A1, . . . , Ar ) =
r∑
i=1
(−1)i+1(B, Ai )pW (A1, . . . , Âi , . . . , Ar ).
We will tentatively abbreviate this to Γp. Now the key result is the following.
Proposition 6.2. We have identities
Γp =

0 for 0 ≤ p ≤ r − 2,
(−1)r−1BW (A1, . . . , Ar ) for p = r − 1,
(−1)r−1r(B,W (A1, . . . , Ar ))1 for p = r.
We have found no such simple identities for p > r . The proposition will be proved in Section 7; meanwhile let us use
it to prove the theorem.
Proof of Theorem 6.1. By hypothesis∑
q∈Nr
(Eq , Ai )r−q = 0. (17)
Multiply this equation by (−1)i+1W (A1, . . . , Âi , . . . , Ar ) and sum over 1 ≤ i ≤ r . This gives∑
q∈Nr
Γr−q(Eq; A1, . . . , Ar ) = 0.
By the proposition, we have Γr−q = 0 for r − q ≤ r − 2, i.e., for q ≥ 2. Fortunately there is no q = 1 term, hence
Γr (E0; A1, . . . , Ar ) = (E0,W (A1, . . . , Ar ))1 = 0.
In general, if M, N are forms of the same order, then (M, N )1 = W (M, N ); which can be zero only if M, N are
multiples of each other. Hence there exists a constant α such that
E0 = αW (A1, . . . , Ar ) = α C0.
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Now write E˜q = Eq − α Cq . Subtract the equation α ψC (Ai ) = 0 from (17), this gives
r∑
q=2
(E˜q , Ai )r−q = 0. (18)
Multiply (18) by (−1)i+1 W (A1, . . . , Âi , . . . , Ar−1), (note that Ar is omitted), and sum over 1 ≤ i ≤ r − 1. Then we
have
r∑
q=2
Γr−q(E˜q; A1, . . . , Ar−1) = 0.
By the proposition, all the summands for r − q ≤ r − 3, (i.e., q ≥ 3) are zero. Hence
Γr−2(E˜2; A1, . . . , Ar−1) = (−1)r−2 E˜2W (A1, . . . , Ar−1) = 0.
Since the Ai are linearly independent, the Wronskian on the right is nonzero, hence E˜2 = 0. We can now repeat this
procedure by omitting Ar−1, Ar−2 etc.; this will successively force E˜3, E˜4 etc. to be zero. 
6.3
Let pi and U be as in Section 5.1. The assignment F −→ ψE (F) gives a morphism of vector bundles
ψ : Sd ⊗OPU (−1) −→ Sd+r(d−r−1) ⊗OPU .
Proposition 6.3. We have an equality
pi(G) = {E ∈ PU : rank ψE ≤ d − r + 1}.
Proof. Indeed, rank ψE ≤ d − r + 1 ⇐⇒ dim kerψE ≥ r ⇐⇒ the equation ψE (F) = 0 admits at least r
independent solutions in Sd . By Theorem 6.1, this happens iff E arises as an r -tuple of Wronskian combinants of
some Λ, i.e., exactly when E ∈ pi(G). 
Of course the equation ψE (F) = 0 can never have more than r independent solutions, hence rankψE must be
exactly d − r + 1 at any point of pi(G).
Corollary 6.4. The locus pi(G) is set-theoretically defined by equations of degree d − r + 2.
Proof. Let M denote the matrix representing ψ (say, with respect to usual monomial bases). Then pi(G) is defined by
the vanishing of all (d − r + 2)× (d − r + 2) minors of M . 
In [3, Section 3], these equations are explicitly written down for r = 2.
7. Proof of Proposition 6.2
7.1
Let us write B = βnx . Then Γp has the symbolic expression
r∑
i=1
(−1)i+1(βα(i))pβn−px α(i)x d−p
∏
1≤ j<k≤r
j,k 6=i
(α( j) α(k))
∏
1≤ j≤r
j 6=i
α
( j)
x
d−r+2
.
Now dehomogenize using the following substitutions:
(β1, β2) = (b, 1), (α(i)1 , α(i)2 ) = (ai , 1), (x1, x2) = (1,−u).
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Then we have
Γp =
r∑
i=1
(−1)i+1
(b − ai )p(b − u)n−p(ai − u)d−p
∏
1≤ j<k≤r
j,k 6=i
(a j − ak)×
∏
1≤ j≤r
j 6=i
(a j − u)d−r+2
 .
This can be rewritten as (b − u)n−p ×∏ri=1(ai − u)d−r+2×
r∑
i=1

(−1)i+1(b − ai )p(ai − u)r−p−2 ×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ar−21 · · · a1 1
...
...
...
ar−2i−1 · · · ai−1 1
ar−2i+1 · · · ai+1 1
...
...
...
ar−2r · · · ar 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣

.
Hence
Γp = (b − u)n−p ×
r∏
i=1
(ai − u)d−r+2 ×
∣∣∣∣∣∣∣
Q(a1) ar−21 · · · a1 1
...
...
...
...
Q(ar ) ar−2r · · · ar 1
∣∣∣∣∣∣∣ , (19)
with
Q(a) = (b − a)p(a − u)r−p−2.
(To see this, expand the last determinant by its first column.)
If p ≤ r − 2, then Q(a) is a polynomial in a of degree r − 2, hence the first column is a linear combination of the
others. This forces Γp = 0, which is the first part of the proposition. 
7.2
Now let p = r − 1, so that
Q(a) = (b − a)
r−1
a − u = (−1)
r−1 [(a − u)+ (u − b)]r−1
a − u
= (−1)r−1
r−1∑
j=0
(
r − 1
j
)
(a − u) j−1(u − b)r−1− j
By the previous argument on columns, we only need the j = 0 term to calculate the determinant. Hence Γr−1 is equal
to
(b − u)n−r+1(b − u)r−1 ×
r∏
i=1
(ai − u)d−r+2 ×
∣∣∣∣∣∣∣∣∣∣
1
a1 − u a
r−2
1 · · · a1 1
...
...
...
...
1
ar − u a
r−2
r · · · ar 1
∣∣∣∣∣∣∣∣∣∣
= −(b − u)n
r∏
i=1
(ai − u)d−r+2 ×
∣∣∣∣∣∣∣∣∣∣
1
u − a1 a
r−2
1 · · · a1 1
...
...
...
...
1
u − ar a
r−2
r · · · ar 1
∣∣∣∣∣∣∣∣∣∣
.
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The last determinant can be written as
∑
s≥0
1
us+1
∣∣∣∣∣∣∣
as1 a
r−2
1 · · · a1 1
...
...
...
...
asr a
r−2
r · · · ar 1
∣∣∣∣∣∣∣ .
Let us write ∆r (a) for
∏
1≤ j<k≤r (a j − ak). Using the Schur polynomials Sλ(a) (see [5, Appendix 1]), we rewrite
Γr−1 as
−(b − u)n
{
r∏
i=1
(ai − u)d−r+2
}
×∆r (a)
∑
s≥r−1
1
us+1
S(s−r+1)(a1, . . . , ar )
= −(b − u)n
{
r∏
i=1
(ai − u)d−r+2
}
×∆r (a)× 1ur ×
r∏
i=1
1
1− aiu
= (−1)r−1(b − u)n∆r (a)
r∏
i=1
(ai − u)d−r+1.
Rehomogenizing this, we get
Γr−1 = (−1)r−1βnx ×
∏
1≤ j<k≤r
(α( j)α(k))×
r∏
i=1
α(i)x
d−r+1
,
which proves the second part.
7.3
Finally let p = r . Then
Q(a) = (b − a)
r
(a − u)2 = (−1)
r [(u − b)+ (a − u)]r
(a − u)2
= (−1)r
[
(u − b)r
(a − u)2 +
r(u − b)r−1
a − u + irrelevant terms
]
.
Now substitute this into (19). The positive powers of (a − u) contribute nothing to the sum, hence
Γr = (−1)r (b − u)n−r
{
r∏
i=1
(ai − u)d−r+2
}[
(u − b)rD2 + r(u − b)r−1D1
]
,
where
Dν =
∣∣∣∣∣∣∣∣∣∣
1
(a1 − u)ν a
r−2
1 · · · a1 1
...
...
...
...
1
(ar − u)ν a
r−2
r · · · ar 1
∣∣∣∣∣∣∣∣∣∣
.
As in the previous case,
D1 = −∆r (a)ur ×
r∏
i=1
1
1− aiu
= (−1)
r−1∆r (a)
r∏
i=1
(ai − u)
,
whereas
D2 = ∂D1
∂u
= D1 ×
r∑
i=1
1
ai − u .
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Putting everything together, Γr equals
(b − u)n
{
r∏
i=1
(ai − u)d−r+2
}
×
[
D2 + r D1u − b
]
= (−1)r−1(b − u)n∆r (a)
{
r∏
i=1
(ai − u)d−r+1
}
×
r∑
i=1
{
1
ai − u +
1
u − b
}
= (−1)r−1(b − u)n−1∆r (a)
{
r∏
i=1
(ai − u)d−r+1
}
×
r∑
i=1
b − ai
ai − u .
Homogenizing,
Γr = (−1)r−1βn−1x ×
∏
1≤ j<k≤r
(α( j)α(k))
r∑
i=1
(β α(i))× α(i)x d−r × ∏
1≤ j≤r
j 6=i
α
( j)
x
d−r+1

= (−1)r−1r(B,W (A1, . . . , Ar ))1.
In the very last step we have used the general formula for transvectants of symbolic products (see [6, Section 3.2.5]).
This proves the proposition, and completes the proof of Theorem 6.1. 
8. Compound transvectant formulae
Since we have an inclusion ∧r Sd ⊆ Sd ⊗ · · · ⊗ Sd︸ ︷︷ ︸
r times
, each degree one combinant Q of A1, . . . , Ar can be written as
a linear combination of compound transvectants of the form
(. . . ((A1, A2)k1 , A3)k2 , . . . , Ar )kr−1 .
Each term satisfies the numerical condition ord Q = rd − 2∑ ki . In this section we will deduce such formulae for
C0,C2,C3 when r = 3. (For r = 2, see Example 4.1.)
8.1
Define U(i, j) = ((A1, A2)i , A3) j , which is of order 3d − 2(i + j).
Theorem 8.1. With notation as above,
C0 = U(1, 2)− d − 22(2d − 3)U(3, 0),
C2 = − d − 33d − 7U(1, 4)−
d(d − 3)
(2d − 3)(3d − 7)U(3, 2)+
(d − 3)(d − 4)
4(2d − 5)(2d − 7)U(5, 0),
C3 = − 2(d − 3)(d − 4)3(3d − 8)(3d − 10)U(1, 5)+
10(d − 2)(d − 3)(d − 4)
3(2d − 3)(3d − 8)(3d − 10)U(3, 3)
− (d − 3)(d − 4)(d − 5)
2(2d − 5)(2d − 7)(3d − 10)U(5, 1).
We will not give a complete proof of this theorem. The calculations, while not difficult, are long; and we could not
have recorded them here in their entirety without doubling the length of the paper. The following two samples should
illustrate the method.
8.2
Let us prove the general formula for C0, which is the simplest of the three. Let A1 = adx , A2 = bdx and A3 = cdx ,
then
C0 = (ab)(ac)(bc)ad−2x bd−2x cd−2x .
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We rewrite this as
(ab)[(ad−2x bd−2x ayby, cdy )y2]y:=x. (20)
Using the Gordan series,
(ab)ad−2x bd−2x ayby = [(ab)ad−1x bd−1x ]〈2〉 +
2d − 5
2d − 3 (ab)(a
d−2
x b
d−2
x , axbx)2(xy)
2.
Substituting this into (20), we get an expression for C0 as a sum of two terms. The first is (calculating as in Section 4.2)
([(ab)ad−1x bd−1x ]〈2〉, cdy )y2
∣∣∣
y:=x = ([(A1, A2)1]
〈2〉, cdy )
y
2
∣∣∣
y:=x = U(1, 2),
and since
(ab)(ad−2x bd−2x , axbx)2 =
2− d
2(2d − 5) (ab)
3ad−3x bd−3x =
2− d
2(2d − 5) (A1, A2)3,
the second is
2− d
2(2d − 3) ((A1, A2)3(xy)
2, cdy )
y
2
∣∣∣
y=x =
2− d
2(2d − 3)U(3, 0).
This completes the proof.
8.3
We will outline the calculation for C2 when d = 7, leaving some details to the reader. Let A1 = a7x etc., then (up
to a constant)
C2 = (ab)(ac)(bc)( a4xb4xc4x︸ ︷︷ ︸
Φ
, axbxcx︸ ︷︷ ︸
Ψ
)2.
Using the recipe of [6, Section 3.2.5], the transvectant (Φ,Ψ)2 is calculated as follows: choose two symbolic letters
from Ψ , pair them with two from Φ, and sum over all possible such choices. This produces a linear combination of
terms
(ab)2a3xb
3
xc
5
x, (ab)(ac)a
3
xb
4
xc
4
x,
together with those obtained by permuting the letters. Hence C2 is a linear combination of terms
(ab)3(ac)(bc)a3xb
3
xc
5
x, (ab)
2(ac)2(bc)a3xb
4
xc
4
x,
(and their permutations). Rewrite them as
(ab)3( a3xb
3
xayby︸ ︷︷ ︸
Γ
, c5y)
y
2|y:=x, (ab)2(a3xb4xa2yby︸ ︷︷ ︸
Γ ′
, c7y)
y
3|y:=x,
and now finish the calculation by expanding Γ ,Γ ′ into Gordan series.
The procedure is inductive in the sense that it works by isolating one symbolic letter, and using the Gordan series
to express the remainder as a sum of finitely many terms, each involving one fewer letter. It is clear then, that given
sufficient reserves of patience, one can determine such formulae for any r .
9. Questions
1. Let Λ ∈ G(r, Sd), and let Λ⊥ denote the (d − r + 1)-dimensional apolar subspace defined as
{B ∈ Sd : (A, B)d = 0 for all A ∈ Λ}.
Find the relation between the Wronskian combinants of Λ and Λ⊥. (We always have C0(Λ) = C0(Λ⊥) up to a
scalar.)
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2. It is natural to enquire whether the imbedding given by Theorem 5.2 is ‘minimal’ in the following sense: does there
exist a subset L ( Nr such that the map
G(r, Sd) −→ P
⊕
q∈L
Sr(d−r+1)−2q
 , Λ −→ [Cq(Λ)]q∈L
is an imbedding, or at least a set-theoretic injection?
3. Given a reductive groupG and a finite-dimensionalG-module V , investigate how much of the theory above carries
over to the Grassmannian G(r, V ).
4. The following question, raised by Verdier [25], was pointed out to us by the referee. Let Ai =∑d
j=0 ai j x
d− j
1 x
j
2 , i = 1, 2 be generic d-ics, and let pmn =
∣∣∣a1m a1na2m a2n∣∣∣. Then
S = k[{pmn : 0 ≤ m < n ≤ d}]
(Plu¨cker relations)
is the Plu¨cker coo¨rdinate ring of the Grassmannian G(2, Sd). Let R = k[w0, . . . , w2d−2] denote the polynomial
ring in 2d − 1 indeterminates. Write (A1, A2)1 =∑w j x2d−2− j1 x j2 and equate coefficients (cf. Example 5.3), this
defines a ring homomorphism ϕ : R −→ S. It is known that ϕ is injective and ϕ(R) ⊆ S is an integral extension
(see [16, Ch. I]). Verdier’s question is whether the discriminant ideal of ϕ is reduced. This was shown to be true
for d = 4 by Meulien [supra] using a calculation by Salmon [21, Section 262].
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