Characterization of developing submarine channel reservoirs requires geostatistical methods that are capable of reproducing channel facies morphologies. Such deep marine settings are generally characterized utilizing seismic data while in the development phase. Typically, the seismic is analyzed by means of clustering methods to partially interpret facies. Then, facies models are generated using geostatistical simulation methods. Yet, due to the incompatibility between the pixelbased nature of many geostatistical methods and the patterncatching ability of seismic, making the resulting reservoir models satisfy seismic, geological interpretation and actual well-log / core data is an outstanding challenge. Object-based techniques are not viable for this problem because they are difficult to constrain to well-log data or partially interpreted geobodies. This paper attempts to solve the above problem by proposing a novel geostatistical approach making use of socalled "features". Instead of using single pixels, feature-based geostatistics attempts to work directly on templates of pixels, which represent geologically realistic object pieces, thereby decreasing the dimensionality of the pattern matching problem and promoting geology reproduction. In this sense, featurebased geostatistics is a middle-ground approach between pixel-based and object-based methods. The paper includes a submarine channel case study where the seismic is available and analyzed using a clustering method. A feature-based simulation technique is applied to this data. The method manages to reproduce the facies morphologies desired and conditions to data easily at considerable less CPU demand than either pixel-based or object-based methods.
Introduction
Modeling of complex geological structures like sinuous channels in fluvial reservoirs is difficult with traditional variogram-based geostatistical algorithms. Yet, such geological heterogeneities may control the reservoir flow as they constitute either flow barriers or preferential flow paths.
Currently, there are two established approaches for achieving accurate modeling of non-rectilinear heterogeneities: Multiple-point (mp) geostatistics 1 and objectbased methods. Mp-geostatistics relies on the concept of a training image or reservoir analog for quantifying the reservoir heterogeneity 2 . Training images need not to be conditional, i.e. carry any locally accurate information as provided by location-specific data. They only reflect a prior structural concept. By scanning this training image and storing the corresponding training multiple-point statistics, mpgeostatistics achieves a reasonable level of shape reproduction. Reservoir case studies have demonstrated this successfully 3, 4 . However, due to the pixel-based nature of mp geostatistics, objects with sharp corners and extremely curvilinear objects like oxbows would be poorly reproduced. The alternative solution, object-based methods is superior in shape reproduction as they directly simulate objects but then they lose the flexibility and ease of pixel data conditioning 5, 6 . In this paper, we explore a novel middle-ground approach to the problem by considering so-called "features". A feature is defined as a 3-dimensional configuration of pixels that identifies a meaningful piece or part of a geological shape known to exist in the reservoir. Features have their roots in vision science: They loosely mimic the edge-detector neurons that exist in the first layer of the cerebral cortex, the portion of the human brain responsible for the interpretations of the images viewed 7 . Instead of using single pixels, feature-based geostatistics attempts to work directly on templates of pixels, thereby decreasing the dimensionality of the problem, as fewer features have to be simulated than pixels. Similar to mpgeostatistics, feature-based geostatistics makes use of training images to obtain the conceptual geological variability of the reservoir. Yet, the approach is different in the sense that instead of modeling multiple-point statistics, it models relations between frequently encountered object pieces of the training image. A way of conceptualizing feature-based geostatistics is to envision it as a method capable of solving
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In this paper, we present a feature-based sequential simulation technique. First, the method is explained and elaborated by means of a simple example problem. Then, we apply the method to a submarine channel reservoir. 3D poststack seismic amplitude and disconnected partial sand bodies interpreted from the seismic using a principal component cluster analysis technique are available as the conditioning data. We show that, the proposed feature-based simulation technique easily conditions to the available data and manages to reproduce channel morphologies.
Multiple-point geostatistics in a nutshell
The basic idea behind mp-geostatistics is to go beyond the classical two-point, variogram-based geostatistical techniques and to model the reservoir using multiple-point relations extracted from a training image. Multiple-point relations replace two-point relations and the variogram is replaced by the training image concept. The training image describes the geometrical facies patterns believed to conceptually represent the subsurface. Training images need not carry any local information of the actual reservoir; they only reflect a prior geological / structural concept. Several training images correspond to alternative geological scenarios and can be used to account for the uncertainty about the reservoir architecture.
Snesim algorithm. One example of mp-geostatistics algorithms is snesim 8 (single normal equation simulation). Snesim scans the training image to extract multiple-point patterns and stores them in a dynamic data structure called a search tree, i.e. it infers the joint spatial correlations between multiple locations and stores them for fast access. Then, at each un-sampled grid node u with n closest facies indicator data (called a "data event"), snesim scans the search tree for the replicate of this conditioning data event to obtain the exact probability distribution conditional to the data event, i.e. it looks for the same local data configuration and values surrounding the un-sampled center node u to sample the probability. Drawing from this probability distribution, snesim simulates the value at u and tags this nodal value as hard datum, which will condition the simulation of the nodes to be visited later in the sequence. In this way, snesim reproduces the structure of the training image at the same time honoring any well or seismic data.
Advantages. The main advantage of mp-geostatistics is the ability to reproduce complex geological morphologies like curvilinear channels that cannot be modeled using two-point, variogram-based geostatistical methods. Object-based methods are even more adequate in this regard since they directly deal with objects and thus always reproduce the desired shapes perfectly. Another advantage of mpgeostatistics is the ability to condition to hard and soft data easily due to the pixel-based nature. This is the stronghold of mp-geostatistics against object-based methods as data conditioning has always been challenging for even advanced object-based techniques 9 .
Disadvantages. Mp-geostatistics could suffer from the inadequate pixel-based modeling it inherits from traditional geostatistics. Highly complex shapes such as sharp corners or extremely curvilinear objects like oxbows are still hard to model with the existing mp-geostatistics methods. Constraining partially interpreted geobodies from seismic also requires special care and handling with mp-geostatistics 4 .
Feature-based geostatistics
We propose a middle-ground approach to overcome these problems associated with mp-geostatistics. The approach utilizes "features", templates of pixels that identify a meaningful piece or part of a geological shape known to exist in the reservoir. By working directly in the feature-space and by simulating features, feature-based geostatistics ensures shape reproduction to the level that object-based methods enjoy without inheriting their data-conditioning problem.
Features and the feature skin concept. Fig. 1 shows a 5×5 template with a skin of width 3 and a feature defined on this template. The feature itself refers to the "body" of pixels in Fig. 1 , a terminology that is used throughout the paper. The "skin" denotes the pixels in the immediate neighborhood of a feature. The body of the feature represents an actual geobody shape deemed present in the subsurface reservoir. Using a training image, see for example Fig. 6 , features deemed relevant for the subsurface can be collected by scanning the training image with a given template or window configuration. A collection of features, obtained by scanning the training image of Fig. 6 , is shown in Fig. 8 . The training image also allows determining, for any given feature of Fig. 8 , the frequency of occurrence of features in its immediate neighborhood. This information is recorded in the so-called skin, see Fig. 1 . The values recorded in the pixels that constitute the skin are the probabilities of channel occurrence in the neighborhood. These channel probabilities quantify a local direction of continuity around a specific feature and can be calculated for each feature directly from the training image. In the example of Fig. 1 , the skin contains pixels with higher channel probability on the left, since the body itself represents a right edge of a channel body. For a more mathematical treatment of feature and skin concepts, see the Appendix A.
F-snesim algorithm. F-snesim is an algorithm for featurebased simulation capitalizing on the established geostatistics program snesim 8 applied on features instead of on pixels. It is difficult to directly perform geostatistical simulation of features since thousands of features could occur in realistic reservoir cases. However, considering the list of features shown in Fig. 8 , we observe that many feature share similar shapes. Our approach to generating geostatistical realizations of features constrained to well-log and seismic data is therefore in two steps: first, we group similar features into a limited set of "collections", say 5-6 collections. Instead of simulating features directly, we first simulate the index of a collection in a 3D reservoir. In the next phase we convert the collection indices back to actual features to obtain a 3D channel reservoir. In more detail the algorithm proceeds as follows:
1. Scan the training image using a given template to extract all possible features (called a "feature histogram"). 2. Discard infrequent features and features with undesirable geological characteristics. This step allows further control on what morphologies we want to reproduce. Details of why this is required and how it can be done are described in Appendix B. 3. Cluster all remaining features into a manageable number of collections (typically 5 or 6). 4. Based on this clustering result, convert all the features of the training image into their corresponding collection indices, thus generating a collection index training image. It is important to note in this step a dimensionality reduction occurs. A collection index is essentially a scalar representation for a template of multiple pixels. 5. Use the collection index training image to generate one or multiple collection index realizations using the snesim algorithm. 6. Take the snesim realization of class indices and apply a fill-up (downscaling) procedure to obtain the final feature-based realization. The fill-up algorithm takes the local continuity patterns of neighboring features into account as quantifies by the skin. The algorithm is capable of conditioning to soft seismic, hard well-log data and partially interpreted geobodies. For a more detailed discussion of the fill-up algorithm, see Appendix C.
A simple "lines" example. In order to provide more insight into the methodology, we consider a simple training image of size 30×15 given in Fig. 2a , consisting of horizontal channels of width 15 and height 1. The training image channel-to-shale ratio is 1/10. The feature template used for this example is shown in Fig. 2b .
Step 1 & 2: the feature histogram. The feature histogram for the "lines" example is given in Fig 3a. That histogram includes all possible pixel configurations existing in the training image. The skin information displays low channel probability for the first feature called "empty feature" or "background feature". For features including channel pieces, the skin has high probability values for the locations along continuity and zero across continuity. For features k = 3, …, 6, the contiguous aligned skin pixels have channel probability 1, indicating that these features always occur in a continuous channel environment. The second feature called "full feature", has high skin values on both continuous sides but these are .92, not 1. From the training image, we see that this full feature might occur at the tip of the channels, hence, there is a small probability for a discontinuity which explains the value .92 lesser than 1. For the simple "lines" example no filtering of features is needed and thus the second step of the algorithm is skipped.
Step 3: Clustering of features. All possible features are clustered into 4 collections, as shown in Fig. 3b . The algorithm appears to cluster together features with left side continuity of channels, separate from those with right side continuity.
Step 4, 5 & 6: Running snesim on class index training image and applying the fill-up procedure. Fig. 4b shows the result of Step 4, conversion of the training image to the class index training image. This is a straightforward step in which the algorithm takes all features in the original training image and replace them with their corresponding class indices found in the previous step. Fig. 5a shows a snesim class index realization based on the class index training image given in Fig. 4b ( Step 5). Fig. 5b shows the final feature-based realization obtained by running the fill-up algorithm (Step 6a).
Application to submarine channel reservoir
Data sets and prior geological model. To illustrate the feature-based geostatistical simulation methodology, we use data from an actual ChevronTexaco turbidite reservoir. The reservoir contains complex patterns of sand intercalated in a mudstone matrix. A prior conceptual description of the type of geological bodies expected in the subsurface is quantified by the training image (Fig. 6 ). Strebelle et al. 4 present a method for extracting geobody information from seismic amplitude data on the same data set. Strebelle et al. extracted two types of information from the post-stack amplitude: (1) a 3D cube of geobodies obtained from applying a clustering method on realizations of windowed seismic amplitudes, Fig. 7a and (2) a 3D cube of sand-channel probabilities, Fig. 7b . These two separate data sets (i.e. sand probabilities and interpreted sand geobodies) are used to constrain the feature-based simulation algorithm. Further description of the reservoir along with the details of the clustering algorithm used can be found in Strebelle, et.al.
.
Feature-based simulation results. The most frequent features extracted from the training image are shown in Fig. 8 . Features are filtered from the feature histogram, as outlined in Appendix B. Next, a k-th means algorithm is applied to cluster the around 3000 features into 5 collections. The distance function used for this clustering technique is discussed in Appendix A. Fig. 9 shows what are called the prototypes of each collection. A collection prototype is simply the average (taken pixel-wise) of all features in a single collection. Similar to the "lines" example, the clustering algorithm groups features such that left and right edge pieces of channels fall into different collections. Apparently, the algorithm is performing simple edge detection. This result is expected given we borrowed the concept of features from vision science where they are used for edge and object detection purposes 10 .
Next, a geostatistical realization of collection indices is generated using the snesim algorithm. The training image required by snesim is obtained by converting the facies training image of Fig. 6 into a collection index training image, based on the known collection classes. The resulting image is shown in Fig. 10a . It is important to note that the collection index training image has dimension 13x44 much less than the actual channel training image (dimension 112x226). The collection index realizations are constrained by the channel geobodies obtained from seismic. To achieve such conditioning the channel geobody data is first converted into a corresponding collection index data set, as show in Fig. 10b . Fig. 11 shows 3 resulting collection index realizations that use Fig. 10b as the conditioning data and Fig. 10a as the training image. Note the background feature, i.e. the feature containing only non-channel pixels, is not used as conditioning data.
In the final stage, we need to fill-up (or in other terms downscale), the collection index realizations into actual channel shapes (features). At this stage we also make use of the sand probabilities obtained from seismic. First, we combine the geobody data set of Fig. 6a with the seismic derived sand probability of Fig 6b, resulting in the dataset shown in Fig. 6c . Then, converting collection indices to channel shapes is achieved by visiting each grid node of the collection index realization: for a particular node, a collection index is given, and the "most likely" to occur feature within that collection is searched. The likelihood of a particular feature occurring is calculated by pixel-wise comparison of that feature with the co-located sand-probabilities obtained from Fig. 6c . We refer to Appendix A for the exact mathematical expressions of this likelihood. Since a feature is actually a template of pixels, the co-located sand probabilities consist of all probabilities within the same template. Fig. 12 shows 3 channel realizations obtained from the corresponding collection index realizations. All realizations appear to reproduce well the channel shapes, condition to the geobody data and seismic derived probability. To affirm this observation, we compare a single realization with a pixelbased realization borrowed from the paper of Strebelle, et al. 4 ( Fig. 13) . Clearly the shape reproduction is much improved in the feature-based approach. Next, we overlay a single realization of Fig. 12 with the actual geobody data, in Fig. 14a . It appears that the feature-based algorithm conditions well to the geobodies, moreover seems to connect individual geobodies in a stochastic manner. The stochastic nature of this connection is shown in Fig 14b, which represents the average of 10 realizations using the feature-based technique. Black in Fig. 14b means 100% certainty of channel occurrence, which occurs at the location of channel geobodies, while gray indicates the level of certainty of channel occurrence.
Conclusions
A novel geostatistical approach, feature-based simulation is presented. By directly working on and simulating templates of pixels called "features", which represent actual object pieces that exist in the reservoir, the feature-based simulation method manages to model highly complex geological morphologies. The method is a middle-ground approach positioned in between pixel-based and object-based methods and has several possible advantages over either alternative approaches:
1. Shape reproduction is better than in a pixel-based geostatistical realization, and comparable to objectbased methods.
2.
The method is faster than both pixel-based and object-based approaches. For the particular example shown, the dimension of each realization is 13×44 while the realizations of a pixel-based approach would have dimensions of 112×226. Such a dimensionality reduction will be useful for large 3D reservoirs.
3.
The method allows better conditioning to partially interpreted geobodies from seismic. Since geobodies are also pieces of a larger body, they are actually features themselves and hence are ideal candidates to provide conditioning data for features. where u ∈ A and A is the entire grid discretizing the field of study. i T (u) indicates the multi-point event of i values over a template T centered at u; i.e., i T (u) is the vector:
where the h α vectors are the vectors defining the geometry of the n T nodes of template T and α = 0, …, n T . The vector h 0 = 0 identifies the central location u.
When a distinction needs to be done amongst primary data, secondary data, and training image, the notations i, s and t are used respectively. where k = 1, …, n f , is the feature index previously defined, h' β , β = 0, …, n S are the vectors defining the geometry of the n S nodes of skin template S.
Different from the feature indicator function (A3), the function f S (k) (h' β ) is a probability written as: This denotes the probability of having channel at any location u + h' β such that i B (u) = f B (k) . Following this definition, it is important to notice that, the vector f S (k) is a collection of individual pixel probabilities.
Feature collections. The previously defined n f features can be grouped into classes called "collections". Collections are sets of features which are grouped according to some criterion. That criterion would most often be related to shape similarity or spatial continuity of any two features and if quantified with the simdex algorithm in this study.
F T (l) , l = 0, …, n c ≤ n f , denotes the l th feature collection where l is the collection index l and n c is the total number of collections. For a feature, belonging to a collection is denoted by: where F T (•) is a function which takes a feature and returns its collection index. In the above notation, l = 0 is a special case and denotes the collection with all n f features in it, i.e. F T (0) includes all active features. Similar to the f T (u) notation (Eq. A6), F T (u) is used to indicate to which collection the template configuration i T (u) centered at u belongs: The similarity index, simdex, is defined from the average pixel-wise difference between the two features:
Similarly, for a feature and a location-dependent pixel configuration:
Ideally, we would like simdex to fully resolve any two different features, i.e. simdex(f . Last, we add the skin information in simdex to include the similarity of patterns neighboring the feature, resulting in the final expression of simdex: 
where λ S > 0 and λ B > 0 are weight factors. In the remainder of this paper, we take λ B = 1 -λ S .
Some sample simdex calculations for the "lines" example are given in Fig. A1 . 
