Abstract. In order to build a railway operation system capable of large-scale monitoring and comprehensive decision-making support, the HAP-based VANET is proposed. The traditional networking and routing mechanism can't be applied directly to the integrated network. This paper proposed a link stability based adaptive clustering routing algorithm (LSACR), which performs well in case of end-to-end delay and packet loss rate when the speed of nodes goes up.
LSACR Algorithm

Clustering Structure Basics
For the HAP-based Network, the LCCT-CA clustering algorithm is proposed to form a clustering network with aerostat as the core, which serves as the network foundation of the routing algorithm.
The aerostat has a wide coverage, can communicate with the nodes in the coverage, has a large degree of connectivity, and is basically in a static state due to its long-term residence in the air, and the connection relationship with other nodes does not substantially occur changes, which makes a large connection time, so it competes cluster head by default. The UAV nodes and ground nodes within the coverage of the aerostat will become members of their cluster.
If the UAV node can communicate with two cluster heads at the same time, or communicate with the UAV node in another cluster, which means that the UAV node is at the junction or overlap of two (or more) clusters, and can declare itself to be a gateway. The UAV node needs to send the gateway request GatewayReq information to the cluster head. The message contains the neighbor node information of the UAV node. After cluster head receives the signal, it replies GatewayAck information, and agrees to the gateway application of the UAV node, meanwhile the gateway information is broadcast to all other cluster members.
Routing Discovery
The LSACR routing algorithm is designed based on the clustering structure. To reduce the routing cost of the network, different routing strategies can be adopted according to the location relationship between the source node and the destination node. Fig. 2 shows the complete route discovery process. When the source node generates data and sends a message to the destination node, if the routing table maintained by the source node does not reach the destination node entry, that is, the source node does not know the path to the destination node, it enters the route discovery process. As shown in Fig. 2 :
When the source node S wants to send a data packet to the destination node D, it first determines whether the destination node is its own neighbor node:
If the destination node is its own neighbor node, the source node directly sends the data packet to the destination node; If the destination node is not its own neighbor node, the source node sends RREQ routing request information to the cluster head.
After receiving the RREQ message, the cluster head first determines whether the destination node is in the cluster structure of the cluster head:
If the destination node and the cluster head are in the same cluster, the cluster head returns the RREP to the source node, at the same time the information of other nodes in this cluster is also piggybacked. The source node records in the routing table maintained by itself that the destination node is in the same cluster as itself. The next time the data packet is sent to the destination node, the data packet can be directly sent to the cluster head and forwarded to the destination node by the cluster head; If the destination node and the cluster head are not in the same cluster, the cluster head will broadcast the RREQ message to all gateways, and the gateway sends it to their neighboring gateway nodes (if The gateway directly connects to the cluster head of the adjacent cluster, then the gateway sends it to the adjacent cluster head node.) The neighboring gateway node sends the request message to the corresponding cluster head.
The RREQ message performs the reverse poisoning rule. After receiving the RREQ message, the cluster head does not forward the RREQ message to the neighboring cluster when forwarding the RREQ message to the neighboring cluster. At the same time, the RREQ message carries the path sequence information and is updated at each relay node. If a node finds its own node identifier in the received RREQ, it will discard this information, thus preventing the routing loop from occurring road.
When the RREQ message reaches the cluster head of the cluster where the destination node is located, the cluster head determines that the destination node is in its own cluster, and then reversely returns the RREP message along the path transmitted by the RREQ. After receiving the RREP response, the cluster head on the reverse path records the corresponding routing information in the routing table maintained by itself, selects the local shortest path radial source node direction to transmit RREP according to the current link state, and records the node information; when the RREP message reaches the cluster head where the source node is located, the cluster head records the routing information of the destination node in the routing table maintained by itself, and informs the source node of the RREP return information, and finally obtains the shortest path from the source node to the destination node.
A special case of the routing algorithm is that the source node and the destination node are two adjacent clustered gateway nodes:
Currently, according to the routing mechanism, the source node directly sends a message to the destination node without performing execution. Inter-cluster routing first sends RREQ to the cluster head node. This can reduce the delay of data packets and ensure faster communication; and can avoid repeated transmission of RREQ and save control information.
Routing Maintenance
Link Stability Parameters. In the HAP-based VANET, UAV nodes and train nodes move at high speed, and the network topology changes rapidly. In this process, the link may be broken, resulting in packet loss. In order to ensure the validity and real-time performance of the routing protocol, the LSACR routing protocol proposed designs a normalized link stability parameter based on two parameters: link connection time and end-to-end delay. The normalized factor , ij  which is used to measure the stability of the link of node i and node j is calculated as follows:
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where , i j LCT T is the link connection time for node i and node j.
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T demote end-to-end delay of node i and node j, which can be computed by subtracting the Timestamp of sending and receiving on data chain.  , this can avoid the inability to calculate link stability due to the infinite connection time due to similar motion trends. end T is the end-to-end connection time limit, when the link end-to-end communication delay is greater than this value, the service transmission effect is poor, which can be regarded as the link cannot provide services. When . Therefore, the difference between 1 is used to ensure the common trend of the two factors. In Equation (1), the factor can reach the optimum by tuning  .
Since the links in the network are symmetric, that is , ,
, for any link in the network, the link stability parameter values observed by node i and node j forming the link at the same time are equal. The node i can obtain the stability parameter of the link by periodically transmitting the link stability probe packet. The stability probe packet is only a short frame and contains information such as node position, speed, and transmission time stamp.
when node j receives the probe packet sent from the opposite side of the link, it can calculate the link stability parameter , ji  based on the received information. Then, the node j encapsulates information such as the , ji  , position and speed of the node j into the probe packet and sends it to the node i opposite to the link. Therefore, the nodes at both ends of the link can obtain the stability parameters of the link.
Adaptive Routing Maintenance. The high-speed motion of the nodes in the HAP-based network may cause some links to be broken. To ensure the reliability of the link transmission, set the link stability threshold threshold  . When the link stability parameter , ji  is lower than the threshold threshold  , the link is considered to have Broken risks or links do not guarantee a high quality of service. Since the cluster is directly transmitted through the neighbor node or the cluster head node is relayed, and the aerostat as the cluster head node has better service capability in terms of bandwidth and stability, the main concern is the stability of the gateway link between the clustered structures. When the link stability between the clusters is lower than the threshold, the route repair strategy is initiated to find the alternate link. In this way, when the link between node i and node j is broken, the backup link is quickly enabled to avoid the delay and packet loss caused by the link being broken.
Simulation and Results
Simulation Platform and Protocol Stack
The simulation platform used in this paper is the Space Network Simulation (SNS) independently developed by Beihang University based on C++. The platform can simulate the characteristics of the information network. The platform is a discrete-time event simulation platform, which is driven by events, and the events have time, message and action attributes in the platform. In a single-layer network protocol, it has a uniform format and good simulation results. According to the characteristics and requirements of HAP-based Network, we can flexibly customize the network and access protocols of network nodes on the SNS simulation platform.
Simulation Scenario
The simulation parameters are set as shown in the following The simulation scenario is made up of four circular areas with a diameter of 100km. Each circular area simulates the coverage of an aerostat, and the distance between the two centers is set to 70 km. Fig. 3 shows the simulation results. With the increase of uav node movement speed, packet loss rate of both protocols increases. In comparison, the packet loss rate of LSACR is lower than that of AODV. When the speed rises to 21~28m/s, the difference between the two is about 30%. As network dynamics increases, routing maintenance overhead increases, but LSACR does not have to maintain every node and focuses on cluster heads and gateway nodes, as well as inter-cluster links. However, intra-cluster communication can be achieved quickly by acquiring intra-cluster nodes recorded at the head of the cluster. The efficiency of routing establishment is also relatively high, and the link stability is relatively high, so the packet loss rate is relatively low. As for end-to-end delay, both algorithms do not change significantly. This may be caused by the relatively large coverage range of the floating device node and the small influence of the velocity change of the UAV node.
Simulation Results
Simulation results show that LSACR algorithm has lower end-to-end delay and packet loss rate than AODV algorithm. When the node moves at a speed of 21~28m/s (75~100km/h), it still performs well. In the actual scene of the integration network of sky-to-ground vehicle, the movement speed of the low-altitude uav is about 70-100km /h. It shows that the algorithm has some engineering reference value. 
Summary
This paper proposes HAP-based Network and designs a routing protocol based on clustering structure, which enhances the communication network and the emergency response capability of the traditional rail transit network.
In the link Stability-based adaptive clustering routing algorithm (LSACR), at the route discovery phase, the source node and the destination node adopt different routing strategies. When the destination node is a neighbor, it is directly sent. Otherwise, the RREQ message is sent to the cluster head. The pathfinding strategy is different according to whether the destination node and the source node are in the same cluster. Only the on-demand routing is used between the clusters, which reduces the transmission of control messages. At the same time, the link stability parameters are introduced and periodically monitored. The inter-cluster link state initiates alternate route homing to the link below the link stability threshold, which can reduce packet loss caused by link interruption and increase delay caused by excessive link delay. The simulation results show that the clustered routing protocol designed in this paper has better performance in terms of end-to-end average delay and packet loss rate compared with the comparison protocol.
