Constrained nonlinear programming problems often arise in many engineering applications. The most well-known optimization methods for solving these problems are sequential quadratic programming methods and generalized reduced gradient methods. This study compares the performance of these methods with the genetic algorithms which gained popularity in recent years due to advantages in speed and robustness. We present a comparative study that is performed on fifteen test problems selected from the literature.
Introduction
There are many applications in various branches of engineering field (e.g., mechanical engineering, chemical engineering, electrical engineering, aerospace engineering, etc.) that can be formulated as constrained nonlinear programming problems (NLPs). Typical examples include structural optimization, mechanical design, chemical process control, engineering design, and VLSI design. Quality of the solutions to these applications affects the system performance significantly, resulting in low-cost implementation and maintenance, fast execution, and robust operation [21] .
A general constrained nonlinear programming problem (P) can be stated as follows: and b k denote the lower and upper bounds of the variable x k (k = 1,...,n), respectively. It is assumed that all problem functions f (x), h i (x), and g j (x) are twice continuously differentiable. In most of the nonlinear programming problems f (x), h(x), and g(x) are nonconvex and the problems have multiple locally optimal solutions. In the only case where the f (x) is convex, every h i (x) is linear and every g j (x) is convex, constrained local minimum is also constrained global minimum. Although a number of methods for the solution of constrained nonlinear programming problems are available, there is no known method to determine the global minimum with certainty in the general nonlinear programming problem. The methods for constrained optimization can be divided into two categories as deterministic and stochastic methods. According to some comparative studies, the generalized reduced gradient (GRG) methods and the sequential quadratic programming (SQP) methods are two of the best deterministic local optimization methods [8] . These gradient-based methods always look for optimum closest to the starting point whether it is a local or global one. A number of packages, such as Optima, Matlab, GRG, and LSGRG, are based on these widely used methods. In recent years, there has been an increasing interest to employ the stochastic methods, such as genetic algorithms (GA), simulated annealing (SA), and tabu search (TS), in solving complex optimization problems involving even nondifferentiable, discontinuous, highly nonlinear objective, and constraint functions. These methods are stochastic global optimization methods which do not require gradient information unlike GRG and SQP.
In this paper, the performances of SQP and GRG are compared with that of GA, which is the most popular method among the stochastic methods in solving constrained nonlinear programming problems. The experimental study is conducted on several NLPs taken from the literature.
The organization of this paper as follows: we briefly describe sequential quadratic programming methods, generalized reduced gradient methods, and genetic algorithms in Section 2. Section 3 presents the 15 test problems and the optimization results obtained by using SQP, GRG, and GA. The conclusion is drawn in Section 4.
Methods used in the study
In this section, the brief summaries of each of the methods, namely sequential quadratic programming, generalized reduced gradient, and genetic algorithms, are given.
2.1. Sequential quadratic programming. SQP methods are iterative methods that solve at the kth iteration a quadratic subproblem (QP) of the form 
where u i and v j are the Lagrangian multipliers. The subproblem (QP) can be solved by using the active set strategy. The solution d k is used to generate a new iterate
where the step-length parameter α k ∈ (0,1] depends on some line search techniques. At each iteration, the matrix H k is updated according to any of the quasi-Newton method. The most preferable method to update H k is Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [5] , where H k is initially set to the identity matrix I and updated using the formula
where
We have only provided the most basic form of the SQP methods here. Detailed description of the SQP method can be found in [2, 3] .
Generalized reduced gradient.
The GRG algorithm was first developed by Abadie and Carpentier [1] as an extension of the reduced gradient method.
GRG transforms inequality constraints into equality constraints by introducing slack variables. Hence all the constraints in (P) are of equality form and can be represented as follows:
where x contains both original variables and slacks. Variables are divided into dependent, x D , and independent, x I , variables (or basic and nonbasic, resp.):
168 A comparative study on optimization methods
The names of basic and nonbasic variables are from linear programming. Similarly, the gradient of the objective function bounds and the Jacobian matrix may be partitioned as follows:
. . .
Let x 0 be an initial feasible solution, which satisfies equality constraints and bound constraints. Note that basic variables must be selected so that J D (x 0 ) is nonsingular. The reduced gradient vector is determined as follows:
The search directions for the independent and the dependent variables are given by
A line search is performed to find the step length α as the solution to the following problem:
Minimize f x 0 + αd , subject to
The optimal solution α * to the problem gives the next solution:
A more detailed description of the GRG method can be found in [10] .
Ozgur Yeniay 169 2.3. Genetic algorithms. GAs are stochastic optimization algorithms based upon the principles of evolution observed in nature [7, 12] . Because of their power and ease of implementation, the use of GAs has noticeably increased in recent years. Unlike the gradient methods, they have no requirements on convexity, differentiability, and continuity of the objective, and constraint functions. These significant characteristics of GAs increase their popularity in applications.
The basic GA can be summarized by the following steps:
(1) generate an initial population of chromosomes (or possible solutions) randomly, (2) evaluate the fitness of each chromosome in the initial population, (3) select chromosomes that will have their information passed on to the next generation, (4) cross over the selected chromosomes to produce new offspring chromosomes, (5) mutate the genes of the offspring chromosomes, (6) repeat steps (3) through (5) until a new population of chromosomes is created, (7) evaluate each of the chromosomes in the new population, (8) go back to step (3) unless some predefined termination condition is satisfied.
GAs are directly applicable only to the unconstrained problems. In the application of GAs to constrained nonlinear programming problems, chromosomes in the initial population or those generated by genetic operators during the evolutionary process generally violate the constraints, resulting in infeasible chromosomes. During the past few years, several methods were proposed for handling constraints by GAs.
Michalewicz and Schoenauer grouped the constraint handling methods into the following four categories [14] :
(1) methods based on preserving feasibility of solutions, (2) methods based on penalty functions, (3) methods based on a search for feasible solutions, (4) hybrid methods.
Penalty function methods are the most popular methods used in the GAs for constrained optimization problems. These methods transform a constrained problem into an unconstrained one by penalizing infeasible solutions. Penalty is imposed by adding to the objective function f (x) a positive quantity to reduce fitness values of such infeasible solutions:f
wheref (x) is the fitness function and p(x) is the penalty function whose value is positive. The design of the penalty function p(x) is the main difficulty of penalty function methods. Several forms of penalty functions are available in the literature. Nevertheless, most of them have the form [17] where H i (x) and G j (x) are functions of the equality constraint h i (x) and the inequality constraint g j (x), respectively, and r i and c j are positive penalty coefficients. β and γ are positive constants usually set to be 1 or 2. The most general form of H i and G j is as follows:
How to design a penalty function and which penalty function method is the best are still open questions one needs to answer. Comparative studies about the penalty function methods in genetic algorithms can be found in [9, 13, 15] . One important result of these studies is that the quality of the solution severely depends on selected values of penalty coefficients. Hence, determining the appropriate values for penalty coefficients at the beginning of the optimization has vital importance in order to have a robust solution.
Test problems and results
In order to test the efficiency of the algorithms in terms of getting closer to the bestknown solution, some constrained nonlinear programming problems have been selected from the literature. Several authors from optimization community have used some of these problems to compare the performances of some available penalty function methods and their own methods. These problems have objective functions of various types with different types of constraints. Table 3 .1 presents some information of these problems, including the number of variables n, the number of constraints, type of the objective function, the best-known objective function value, and the source of the problem. LE, LI, NE, and NI denote the number of linear equations, linear inequalities, nonlinear equations, and nonlinear inequalities, respectively.
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(i) Microsoft Excel Solver using GRG algorithm, (ii) the function fmincon from the MATLAB Optimization Toolbox using SQP algorithm, (iii) GA Solver of WWW-NIMBUS system.
The GA Solver of WWW-NIMBUS system uses a parameter-free penalty function approach [4] . One of the important advantages of this penalty approach is that no parameter is required in handling constraints unlike other penalty function approaches which require that a large number of parameters must be set right by the user. consequently , we decided to use GA Solver of WWW-NIMBUS for solving 15 test problems. For detailed information about the parameter-free penalty function approach, see [4] .
For each of the problems, we started the GRG and SQP methods from five different starting points in order to increase their chances of finding better solutions, and recorded the best solutions, found. The experimental results obtained by each of the three methods are shown in Table 3 .2.
From the results of Table 3 .2, it is easy to draw a conclusion that GA has better performance than GRG and SQP in constrained nonlinear programming problems. In fourteen problems, GA has been able to find solutions close to or the same as objective function values reported in earlier studies. In problem 12, the solution (x * = −1.4730; 1.7546; −1.8568; −0.7956; 0.8190) obtained with GA is more accurate than that reported earlier.
Although GRG and SQP could give the same solutions with true optimum solutions in some of the problems, they could not find better solutions than those of GA in any of the problems. It is also interesting to note that GRG and SQP have given solutions rather far from the true optimum solutions in some problems (e.g., problems 8,9,12,13, and 15).
Conclusion
Three popular optimization methods were tested on various constrained optimization problems that were found in the literature. Sizes of our test problems were smaller than the problems generally encountered in engineering applications, but they had some common characteristics (e.g., nonconvex and multimodal solution space) with real-world engineering optimization problems. GA Solver of WWW-NIMBUS system was found to be highly efficient for all these problems. Neither GRG nor SQP could give better solutions than those found by using GA. In some problems, these methods get trapped local optimum solutions rather far from the true optimum solutions. We expect that the poor performances of the GRG and SQP methods will also continue in large-scale engineering optimization problems because of the nonconvex solution spaces.
GA Solver of WWW-NIMBUS using penalty-free method makes things easier for the user by removing the problem of setting a large number of the penalty parameter values even in small size problems. Since the GA explores multiple regions of the solution space simultaneously, it can avoid the local optimum problem and identify the global optimum. We conclude that GA is reliable and effective for solving nonlinear and nonconvex engineering problems.
