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ABSTRACT

Author: Jaramillo, Rita C. Ph.D.
Institution: Purdue University
Degree Received: August 2018
Title: A Multi-Agent Control Approach for Optimization of Central Cooling Plants
Committee Chairs: James E. Braun and W. Travis Horton

This research focuses on the application of a multi-agent control approach to optimal supervisory
control of central cooling systems. Most of the research related to supervisory control of central
cooling systems has focused on centralized control approaches. Although these approaches can be
effective at reducing operational costs, the high initial costs associated with site-specific controller
design and implementation, and the need to update the plant model and control sequences every
time a modification is made, have prevented a greater penetration of these technologies in the
market. In light of these limitations, the goal of this research is the development and extensive
evaluation of a multi-agent control approach that could provide a more economic and easy to
configure solution for optimal control of central cooling plants.
The work starts from a multi-agent control simulation framework developed by Cai (2015) for
optimization of distributed air-conditioning systems. In this setting, the multi-agent structure and
optimization-based control algorithm can be automatically generated for each particular
application after some pre-configuration. Although the proposed framework should reduce sitespecific engineering and provides good flexibility in control topology design, the distributed
optimization algorithms included in the framework are not suitable for handling non-convex
functions and discontinuous control variables, such as the multiple operating modes in a large
cooling system. To adapt the framework to this problem, several tasks were accomplished: (1) a
genetic algorithm solution approach was developed and added to the framework to provide an
alternative for finding the global optimal operating point in the presence of non-convex functions
and discontinuous design spaces, such as the ones that characterize the problem of optimization of
large central cooling systems, (2) agents representing the performance of the physical devices of a
cooling plant were developed and inserted in the framework, (3) generalized heuristic rules for
sequencing and loading plant equipment were incorporated in the framework to reduce the number

xvi
of control variables making the approach less computationally intensive, (4) a near-optimal control
strategy for control of chilled water storage systems subject to dynamic electricity rates and
demand charges was developed. The strategy can be implemented within a micro-processor
controller which can work in conjunction with the multi-agent framework for optimization of
cooling plants, reducing the complexity of the optimization problem.
The Purdue Northwest Chiller Plant, a system with a significant degree of complexity, was utilized
as the test facility to conduct an extensive computational simulation of the approach for different
operating conditions, including chilled water storage subject to dynamic electricity rates with
demand charges. The results were evaluated in terms of optimality and processing time
requirements. Comparison with other benchmarks such as heuristic control schemes demonstrated
that significant savings can be achieved through the implementation of multi-agent control for
central cooling plants.

1

CHAPTER 1. INTRODUCTION

1.1. Motivation
The increasing concern for the ecological impact of end-energy production and use, which is
reflected in more stringent environmental regulations worldwide, along with the rising trend in
energy prices have accelerated the interest in the development and application of technologies that
lead to a higher efficiency in energy end-use. Currently, one of the largest end-use energy shares
in the U.S. is the energy consumed by HVAC systems in residential and commercial buildings.
One excellent means of satisfying the comfort requirements of air quality and temperature, and
reducing energy cost at the same time is through better local and supervisory control of HVAC
systems. Proper tuning of local-loop controllers can enhance comfort, reduce energy consumption,
and increase component life. Set points and operating modes for cooling plant equipment can be
adjusted by the supervisor to maximize overall operating efficiency. Dynamic control strategies
for ice or chilled-water storage systems can significantly reduce on-peak electrical energy and
demand costs to minimize total utility costs (ASHRAE, 2011).
This research focuses on control of central cooling plants. Centralization of cooling production
provides excellent opportunities to increase energy efficiency through the use of free cooling or
surplus heat sources. Ice or chilled water storage can provide additional benefits by reducing the
peak demand in electricity. Further, large centralized cooling systems tend to use more efficient
equipment and have lower maintenance costs than distributed air conditioning systems.
A large central cooling system consists of several chillers, cooling towers and pumps that supply
chilled water to satisfy the cooling requirements of one or more buildings. Figure 1.1 shows a
simplified schematic of a typical cooling system which also includes a chilled water storage tank.
Optimal supervisory control of such systems involves the determination of the mode of operation
and set points that minimize operating costs while satisfying cooling and comfort requirements.
The problem is complicated because of the presence of both continuous and discrete control
variables. Continuous variables include condenser water flow rate and chilled water supply
temperature set-point. Discrete control variables include the number of chillers, tower cells and
pumps operating at any given time. The problem becomes much more complex when some form
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of cool storage (i.e. ice or chilled water) is incorporated in the system. Then, the time dependency
of the state of the storage, and forecasting of cooling loads, ambient conditions (i.e. ambient drybulb and wet-bulb temperatures) and utility prices need to be considered to determine the optimal
control strategy.

Figure 1.1. Schematic of a central cooling system including cool storage

Most of the research related to supervisory control of central cooling systems that has been
conducted in the last three decades has focused on centralized control approaches and near-optimal
heuristic strategies. Although these studies have demonstrated the effectiveness of optimal or nearoptimal control in reducing operational costs, the results have not been widely implemented. The
rest of this section presents an overview of the research on control of central cooling systems and
some of its practical implications, which constitute the motivation to develop a different approach.
1.1.1. Centralized Optimal Control of Central Cooling Plants
The chiller plant is one of the major components of the building’s cooling system, with the highest
operating costs when compared to other components of the building energy plant (Torzhkov et al.,
2010). It represents, therefore, the biggest opportunity to achieve energy savings. Many studies
related to optimal supervisory control of central cooling plants without significant storage have
been reported in the last three decades. Braun et al. (1989a, b) developed a model for optimal
control of large cooling systems without storage that involves correlating the overall cooling plant
power consumption with controlled and uncontrolled variables using a matrix quadratic
relationship. Minimization of this function leads to linear control laws for the control variables.
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The application of this method led to many guidelines for control. In particular, the results showed
that the optimal set-points could be correlated as a linear function of cooling load. A simpler
version of this method is described in ASHRAE (2011). Ahn and Mitchell (2001) applied the
quadratic representation developed by Braun et al. to a simulation case-study. Optimal control
was determined by equating the first derivative of the power with respect to each control variable
to zero. The results showed that the approach is good for optimal control, and it is an algorithm
suitable for on-line control. However, the evaluation of the coefficients for the quadratic function
requires performing a set of experiments and collecting large amounts of data over the expected
range of operating conditions of the cooling plant. Torzhkov et al. (2010) proposed an integrated
approach for optimizing the set-points and sequencing multiple chillers and cooling towers in a
centrifugal chiller plant without storage. The method uses a load forecast as an input and takes into
account minimum uptime/downtime constraints. The problem is formulated as a graph
optimization problem and requires building a component-based simulation model of the plant.
Zhang and Turner (2012) proposed a forward plant model for optimization of chiller plants without
storage based on a wire-to-water efficiency concept. The wire-to-water efficiency of each type of
equipment is calculated with selected models or equations. The variables to be optimized are
cooling tower approach temperature, chiller chilled-water leaving temperature, and chiller
condenser water flow rate. Other studies related to optimal supervisory of central cooling systems
can be found in Wang and Burnett (2001); Yao et al. (2004); and Ma and Wang (2008). All these
studies rely on simulation models for performance prediction.
Recently many central cooling plants are incorporating some form of cool storage (commonly
water or ice) with the aim to reduce the electrical demand at peak hours by shifting the cooling
load to times when electrical energy is less expensive. Optimal supervisory control of these
systems requires determining a sequence of control commands for charging and discharging the
storage media such that the total cost of supplying chilled water integrated over the billing period
or storage cycle is minimized. A number of studies on this subject have been also published in the
last two decades. Henze et al. (1997) developed a predictive optimal controller for ice storage
systems and evaluated its performance compared to conventional control strategies (chiller
priority, storage priority and constant proportion) under various real-time-pricing utility rate
structures. The results showed that the utility rate structure appeared to be the predominant driving
factor in the optimization task. Further, for the RTP structures considered in this study, the superior
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performance of optimal control compared to conventional control strategies is more evident as the
RTP rates are more complex. Later, Henze and Krarty (1999) determined the effect of forecasting
uncertainty on the cost savings performance of the predictive optimal controller for ice storage
systems. Four uncertainty models to predict future values for cooling loads, weather variables, and
electrical rates were analyzed and it was concluded that the predictive optimal controller is robust
and does not require high levels of accuracy in predicting the cooling loads and the real-time
pricing (RTP) rates. Zhang et al. (2011) proposed a generic methodology for determining optimal
operating strategies for a chilled-water storage system under time-of-use electricity rates. The
approach is based on a new classification of operating strategies and an investigation of multiple
search paths. A plant optimization procedure with a nonlinear solver is followed for the selected
optimal operating strategy to further improve the whole system performance. The application of
the method requires a simulation model of the whole system.
The aforementioned research efforts demonstrated the superior performance of optimal control
compared to conventional strategies. However, most existing studies related to supervisory and
optimal control lack generality. According to Wang and Ma (2008) most proposed optimal
supervisory control strategies were only validated using simulations or by pilot tests on small-scale
HVAC systems with limited operation points. The practical validation of these supervisory and
optimal control methods on real HVAC systems, especially on large and complicated HVAC
systems, is still missing.
Besides the lack of generality and proven performance, another issue related to centralized optimal
control is the need for detailed information on the performance profiles of the cooling plant
equipment in order to build a model for the optimization process. This information could either be
provided by manufacturers or collected by performing a set of tests over the expected range of
operating conditions of the plant. The last method might be preferable given that the actual
performance of the equipment may differ from the manufacturer’s specifications because of
changes that can occur during installation or over time during the plant operation. However, the
process of collecting the data would require significant time, effort and skill of application
engineers. The costs associated with the process of collecting all the required information need to
be added to the high initial costs associated with the site-specific controller design and
implementation. Further, once implemented, the plant model and control sequences will need to
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be updated by experts every time a modification (such as the introduction of new equipment) is
made to the plant. As a result, “most of the HVAC control systems installed today are still basically
proportional-integral (PI) or proportional-integral-derivative (PID) at the lowest level, with one or
two higher levels of heuristic supervisory control” (Kelly and Bushby, 2012, p.750). Online
optimal control of thermal storage, like other HVAC optimal control schemes, is rarely
implemented (ASHRAE, 2011).
1.1.2. Heuristic Control of Central Cooling Plants
Regarding thermal storage systems, most of the practical work on control involves the
development of heuristic strategies that are nearly optimal. Drees and Braun (1996) developed a
control strategy for ice storage systems that combines elements of chiller-priority and storagepriority strategies, along with a demand-limiting algorithm and works well with time-of-use utility
rates and demand charges. The rule based near-optimal controller was turned into a commercial
product marketed by a large manufacturer of building automation systems (Henze, 2003). A
simpler variant of this strategy that does not require the measurement of the total building electrical
use is included in ASHRAE (2011). Later, Braun (2007c, d) extended the method to develop a
simple control strategy for cool storage systems that works with real-time pricing utility structures.
Evaluation of the strategy for a range of systems showed typical savings between 25% and 30%,
and sometimes as high as 60% when compared with the most common conventional strategy,
chiller-priority control.
A number of near-optimal heuristic control strategies have been also developed for control of
central cooling systems without significant TES. Braun and Diderrich (1990) developed a simple
near-optimal control algorithm for cooling towers in cooling plants with centrifugal chillers. The
algorithm is based upon an open-loop, linear control equation in terms of the total load. The
algorithm is included in the ASHRAE Handbook-HVAC Applications (ASHRAE, 2011). Later,
Braun (2007a) following a similar approach in developing a near-optimal control algorithm for
cooling tower fan control in plants with electric and/or natural gas chillers in response to loadings
on individual chillers. In addition to reducing operating costs, use of the open-loop control strategy
simplifies the control and improves the stability of the tower control compared with the use of a
constant condenser water supply or approach to wet-bulb. Braun (2007b) also presented a set of
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operating strategies for sequencing and relative loading of chillers in response to cooling load,
ambient wet-bulb temperature, and gas/electric utility rates. These strategies when implemented
together provide near-optimal performance for hybrid cooling plants in terms of operating costs.
Even though these strategies are applicable for a wide range of cases, are computationally simple,
and demonstrated near-optimal performance, they have not been widely implemented. A possible
hindrance to a greater diffusion of these approaches is that the evaluation of the parameters
necessary for the implementation of some of these control algorithms requires very specific design
information of the plant (i.e. chillers and cooling towers) and such information is not always
readily available or may be difficult to gather in practical situations.
1.1.3. Multi-Agent Control
A promising approach that offers a solution to some of the issues related to centralized optimal
supervisory control and near-optimal heuristic control of central cooling systems is the
implementation of distributed multi-agent-based optimal control. The use of intelligent agents
makes it possible to solve the optimization problem in a distributed manner by breaking a big
complex problem into smaller, more manageable pieces that can be solved independently and in
parallel by individual agents. The individual solutions can then be handled by a coordination agent
that achieves some consensus. Since intelligent agents can solve individual problems to optimize
performance without having total knowledge of the system, they would also add adaptive
capability to the control system, i.e., the system could be more easily reconfigured to adapt to
changes such as the introduction of new equipment. Further, if the components have embedded
sensors, then the agents could detect deviations of the equipment from its expected performance
and adapt its models accordingly. The multi-agent approach could provide a more economic and
easier to implement control alternative if the communication rules between the agents were well
established and each component of the plant were shipped with an agent representing the product
behavior (Cai et al, 2015). However, some drawbacks of this approach are the additional data
transfer equipment required and the optimality traded off for reduced computations. Different
factors should be carefully considered for implementation, such as the dimensions of the
optimization problem, physical distances between devices, the number of channels of
communication required and the cost of multiple microcontrollers.
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Many approaches for distributed control and multi-agent systems have been proposed and
demonstrated in a number of fields including networks (Necoara et al, 2011) and buildings (Hagras
et al., 2004; Davidsson and Boman, 2005; Wang et al., 2010; Lamoudi et al., 2011; Hu et al, 2012,
etc.). However, a review of multi-agent control shows relatively few applications in the HVAC
field (Treado, 2010; Sun et al, 2010; Kelly and Bushby, 2012). In these studies, results that
document the performance of the control algorithms are very scarce and the proposed multi-agent
control strategies were validated using simulations on small-scale HVAC systems with very simple
models on the cooling plant side. None of the reviewed applications consider control of central
cooling systems with thermal energy storage.
The present work aims to cover the aforementioned gaps by applying a multi-agent control
approach to the optimization of large central cooling systems including thermal energy storage.
The work starts from a multi-agent control simulation framework developed by J. Cai (2015) for
optimization-based supervisory control of distributed air-conditioning systems. Assuming that
each hardware component of a system has an integrated agent that represents its behavior, then the
framework can automatically generate the multi-agent structure and control algorithm after some
relatively simple pre-configuration steps. This can reduce the site-specific engineering and make
the proposed alternative a plug-and-play solution. Although the proposed framework provides
good flexibility in design of control topology it has some limitations and it might not be directly
applied to some kinds of equipment: the distributed consensus-based algorithms utilized are
conceived for convex functions and continuous design spaces. Therefore, they are not good at
handling discrete variables such as multiple operating modes and non-convex objective functions
that are often present in HVAC systems.
In order to adapt the multi-agent framework to the problem at hand, several tasks were
accomplished such as the definition of component agents representing the performance of the
different devices of a cooling plant, the incorporation of generalized heuristics in some of the
agents to make the approach less computationally intensive, especially for systems including
thermal storage, and the development of an optimization algorithm capable of handling discrete
control variables and non-convex functions.
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1.2. Objectives
The goal of this research is the application and extensive evaluation of a multi-agent control
approach for optimal control of central cooling plants that could address the aforementioned issues
related to centralized optimal control, providing a more economic and easier to configure solution
for optimal control of central cooling systems.
In order to achieve this goal the proposed multi-agent control approach incorporates the following
elements: (1) an optimization algorithm capable of handling non-convex functions and
discontinuous design spaces; (2) a data-driven model toolkit for plant components (chillers,
cooling towers, pumps, and a chilled water storage device); (3) embedded heuristic rules for
sequencing chillers, pumps, and cooling towers, in order to reduce the number of control variables;
and (4) a rule-based near-optimal controller for chilled water storage subject to dynamic utility
rates with demand charges that can work in conjunction with the multi-agent framework in order
to simplify the problem and reduce computational requirements.

1.3. Approach
In order to achieve the objectives of the present work the following tasks were executed:
1.

Literature review. A comprehensive literature review was conducted to determine the current
state of control of HVAC systems, especially central cooling plants. Several approaches were
investigated: centralized optimal control, heuristic control, multi-agent distributed control and
multi-agent hierarchical control. This material provided the framework for this work.

2.

Central Cooling plant modeling. The Northwest Chiller Plant at Purdue University Main
Campus, a significantly complex system with a nominal cooling capacity of 14,100 Ton, was
selected as the test facility to simulate the performance of the multi-agent approach. To this
end, each component of the plant was represented as a separate set of mathematical
relationships with its own parameters, inputs and output variables. The parameters of the
components were tuned according to equipment performance data. From there, agents
representing each component behavior were developed and programmed in MATLAB. These

9
agents can be interconnected on the multi-agent framework according to the arrangement of
the physical plant. The model was validated using performance data of the plant.
3.

Development and incorporation of an optimization method capable of handling non-convex
functions and discontinuous design spaces. The original multi-agent framework included
distributed optimization methods conceived for convex optimization problems. However,
optimal control of HVAC&R systems often implies dealing with non-convex objective
functions and discontinuous control variables. A genetic algorithm was developed and
included in the framework in order to provide an alternative for finding global minima of the
objective function in those situations.

4.

Adaptation of an existing multi-agent control simulation framework. An existing multi-agent
control framework prototype originally developed by Cai (2015) for optimization of
distributed air-conditioning systems was adapted to optimize the performance of central
cooling systems. Besides agents that represent the behavior of the plant devices, agents with
embedded heuristics for sequencing chillers, cooling towers, and pumps were developed and
incorporated in the framework. The agents are compatible with the multi-agent framework
architecture and optimization methods.

5.

Application of multi-agent control to cooling plants without significant storage. Generalized
heuristic rules for sequencing and loading plant equipment were integrated in the multi-agent
framework in order to reduce the number of control variables and processing time required
for optimal control. Herein, the mathematical formulation of the problem for different
optimization algorithms included in the framework is presented. Then, the Purdue Northwest
Chiller Plant was utilized as the test facility to evaluate the multi-agent approach with three
different optimization algorithms: (1) distributed optimization with the alternating direction
method of multipliers (ADMM), (2) centralized, parallel optimization with a genetic algorithm
(GA), and (3) the GA combined with a quasi-newton method to handle the non-linear equality
constraints separately. The methods were tested for representative operating conditions of the
plant, and the results obtained were evaluated in terms of the effectiveness to reach the global
optimum solution and required processing time. The heuristic control strategy currently
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applied at the plant was also implemented in the simulation testbed and used as a baseline to
estimate energy savings.
6.

Application of multi-agent control to cooling plants with thermal energy storage. A rule-based
control strategy for chilled water storage systems subject to dynamic electricity rates with
demand charges was developed. The strategy is the result of a tradeoff between near-optimal
performance and simplicity, and requires measurements of cooling load, building electrical
usage and state-of-charge of storage at each decision time interval. Additionally, the strategy
requires daily profiles of RTP rates, and daily forecast of loads and building electrical usage.
The Purdue Northwest Chiller Plant was utilized as the test facility to evaluate the performance
of the ruled-based control approach over the whole cooling season. To this end a fully
stratified chilled water tank was connected in parallel between the plant and the campus chilled
water distribution system in the simulation environment. The performance of the rule-based
control strategy was compared with three benchmarks: (1) optimal control based on dynamic
programming, (2) storage-priority load-limiting, and (3) chiller-priority control. The rulebased strategy can be implemented within a micro-processor controller that can work in
conjunction with the multi-agent framework for control of central cooling systems,
simplifying the control problem and reducing the computational processing effort required for
optimal control of storage.

1.4. Organization of the document
A review of research on multi-agent control of HVAC systems, including centralized optimal
control, heuristics, and multi-agent distributed and hierarchical control is presented in Chapter 2.
Chapter 3 describes the case study addressed in this work and the mathematical models of the
different devices of the system. The multi-agent framework and the optimization algorithms
utilized are introduced in Chapter 4. The application of the proposed methodology to control of
systems without significant storage is presented in Chapter 5. Chapter 6 describes the development
and application of a rule-based controller that can work in conjunction with the multi-agent
approach for near-optimal control of systems with chilled water storage. Finally, the conclusions
and some recommendations are presented in Chapter 7.
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CHAPTER 2. LITERATURE REVIEW

Distributed control systems and multi-agent systems have been studied for decades, but just
recently, both the increasing capacity of computer systems and the strong development of
information and communication technologies have made it possible to develop more complex
applications to control large-scale systems in diverse fields. This chapter covers some literature
review on applications of multi-agent control for HVAC systems. Two approaches are presented
here: distributed control and hierarchical distributed control.

In distributed control, local

controllers receive partial information of the state of the system and negotiate to decide on the
actions to be implemented. In hierarchical distributed control, an upper control layer receives
information about the system state and provides local control goals to the lower control layer,
consisting of controllers dedicated to subsystems, which can exchange information and negotiate
to achieve their goals.

2.1. Distributed Control
Klein et al. (2011) presented a multi-agent comfort and energy simulation for buildings using two
types of agents: human agents that sense the preferences of the building occupants and device
agents. Both types of agents negotiate to reduce energy consumption while maintaining occupant
comfort. A simulation test bed with a real case study was used as a proof of concept: a floor of a
university building with 33 rooms grouped in 17 thermal zones. Four control strategies were tested:
manual, reactive, proactive and proactive MDP (Markov Decision Problems). The proactive MDP
strategy used MDPs to model and modify agent interactions and had the best performance in terms
of optimizing both energy demands and occupant preferences achieving 17% energy savings
compared with the manual control strategy. However, a very simple cooling plant model was
assumed where the energy consumption of the plant is proportional to the cooling load (i.e. a
constant plant efficiency). This assumption neglects the savings opportunities that come from
supervisory control of the cooling plant and weakens the practical significance of the results.
Kelly and Bushby (2012) studied the application of intelligent agents to optimize the performance
of HVAC systems. Some ideas presented in their work coincide with the ones proposed in the
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context of the multi-agent framework utilized in this study. In particular, they envisioned a multiagent control structure where each device comes with a simulation agent that represents its
behavior and there is an intelligent agent that negotiates with others to achieve optimized
performance. For the devices that have built-in sensing systems, the intelligent agents can learn
the performance and adapt their models using real-time measurements. As a proof of the concept,
they built a simulation testbed consisting of 14 simulation agents that represented the performance
of different HVAC system components (8 VAV box agents, two AHU agents, two variable-speed
chiller agents and two variable air flow cooling tower agents). Each simulated device agent had a
corresponding intelligent agent that received information from the device through shared variables
and exchanged information with other agents to perform the optimization. On top of that there
was an agent that coordinated the control actions of the HVAC agents, a cost agent in charge of
accumulating and reporting cost and a simulation timer agent that calculated the simulated time
and told the other agents when to perform the simulation.
Two optimization methods were applied: a simple method and an advanced method. In the simple
method, each time an intelligent agent was selected by the coordinator to perform the optimization,
it calculated the operating cost of the HVAC device it was responsible for at the current set point
and at two new set points, one above and other below the current set point. Then, the other agents
affected by the set point change calculated their operating costs at the new set point. Once the total
operating cost at the new set point had been calculated, the agent that proposed the change decided
whether the set point should be changed or not. The advanced optimization method involves an
exhaustive search over the entire range of possible set point values, and consequently, the exchange
of large amounts of information between the agents which is not practical for implementation in
complex systems. The simple method, on the other hand, is easier to implement but involves a
ping-pong type negotiation. Further work should include a more extensive evaluation of this
method.
Sun et al. (2010) studied the problem of integrated control of shading blinds, lights, natural
ventilation and the HVAC system for minimizing daily energy costs while satisfying comfort
requirements in a multi-zone building under a time-of-use electricity rate structure without demand
charges. A case study consisting of a fresh air unit shared by multiple rooms to provide them with
conditioned fresh air was presented. Each room was equipped with a fan coil, a set of shading
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blinds, a window for natural ventilation and lights. To solve the resulting non-linear, coupled
problem they proposed a distributed optimization approach in which all the control variables
related to each particular room were collected to form a subproblem while other control variables
were fixed at their latest values. Then, a Lagrangian relaxation method was used to decouple the
constraints and stochastic dynamic programming was used to optimized the subproblem and obtain
near optimal strategies. The process of obtaining the near optimal strategies was very timeconsuming even for simplified models. Therein, to make the approach feasible the near optimal
strategy was used to derive heuristic rules for controlling shading blinds and ventilation, while the
distributed approach was used to optimize the performance of other components.
Simulation results for three typical days demonstrated that both the near optimal strategy and the
derived heuristics were more efficient than two existing rule-based control strategies and a greedy
algorithm. However, the heuristic rules for shading blinds and ventilation limit the applicability of
the proposed approach to other systems.

Moreover, in the problem formulation the thermal

interactions between the zones were neglected. The central chilled water cooling system model
was also omitted and a constant COP was assumed to calculate the energy consumed by the chiller,
pumps and cooling tower fans instead.

These simplifications make the application of the

optimization scheme more feasible but, in practice, may result in substantial deviation of the
system behavior from the model predictions and loss of significant savings opportunities that come
from the central chiller plant control.
Hu et al. (2012) proposed a distributed multi-agent approach based on a memetic algorithm to
minimize energy cost while satisfying comfort requirements in a cluster of buildings. The
approach was applied to a simplified case study consisting of two buildings. Each building is
connected to the grid and also has a photovoltaic panel and a battery. Cooling is provided to the
cluster by a central system consisting of a base chiller and an ice-storage tank which is charged by
a dedicated chiller. A storage-priority strategy is employed for ice-storage control and a
decentralized multi-agent decision framework is proposed to optimize the whole system. The
framework consists of two building agents and a facilitator agent which utilizes a weighted-sum
of the buildings’ objectives to reach converged solutions.

The problem constraints are

decomposed through the introduction of artificial variables so that each building can solve fully
independent sub-problems. Then, the coordinator agent employed a genetic algorithm to explore
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the global decision space. The updated decisions were passed to each building agent who attempted
to optimize’ their own objective over their local variables and fed the decisions on local variables
back to the facilitator agent. A Pareto filter was applied at the end of each iteration on the
population to filter out the dominated solution.
Only three building operation modes were considered in the decision model: from midnight to the
onset of the on-peak period (0 am–1 pm); on-peak period (1 pm–8 pm); and from the end of the
on-peak period to midnight (8 pm– 0 am). The same characteristics (e.g. set-point temperature)
were applied during the successive hours in each building operation mode. In spite of these
simplifications, the proposed approach is so computationally expensive that its application to real
time operation decisions, which are usually made on an hourly (or even less) basis, may be
prohibitive. Future work will employ a particle swarm optimization algorithm to improve the
performance of the decentralized decision framework.

2.2. Hierarchical Distributed Control
Treado (2010) presented a preliminary investigation on a multi-agent system for optimizing
building HVAC system performance. A central chilled water cooling system model was
considered as a case study. The system consisted of a water-cooled chiller, a chilled water supply
loop with a variable speed pump, and a VAV space conditioning loop. The building space was
not modeled; instead, variable load profiles were applied to the HVAC system. The total system
power included the chiller, chilled water pump and supply air fan. Other components were
assumed to have fixed power.
The control system consisted of two agents which controlled the chilled water supply temperature
and supply air temperature set points, respectively. The gradient method was utilized to perform
the set point optimization. However, the published results do not specify how the constraints are
handled with this method. The inter-agent negotiation mechanism to achieve overall optimality is
also missing, consequently, the method presented seems to be more a centralized control approach.
Further, no optimization results are included; only performance curves and surfaces describing the
effect of varying the chilled water supply temperature and supply air temperature are presented.
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Wang et al. (2010) developed a control system for smart buildings which aims to maximize
comfort with minimum power consumption. The system consists of a hierarchical multi-agent
control scheme with a central coordinator agent at the first level and local controller agents for
lighting, temperature and ventilation at the second level. A particle swarm method was used to
perform supervisory level optimization (i.e. tune set points of the control system) while fuzzy logic
was utilized for local control of different components to track the supervisory commands. The
controllers on different levels were treated as agents that make their own decisions while
exchanging information between each other. The paper focuses on the architecture of the proposed
multi-agent control system. The description of the building and HVAC system models is missing.
The simulation results only cover 180 seconds of simulated time.
Zhao et al. (2013) proposed a building energy management system with a multi-agent optimizer.
Three agents are utilized to achieve the optimization task: an electricity agent, a cooling agent and
a heating agent. The system was applied to a simulation case study consisting of a single-floor,
102 m2, five-room setting for a typical food service center. Energy is supplied by the grid, a
photovoltaic array and a combined heat and power unit consisting of a gas turbine for electricity
generation combined with heat recovery for space heating and an absorption chiller for space
cooling. Supplemental heating and cooling are supplied by a natural gas boiler and an electric
chiller, respectively.
The electricity-agent controls the electric power supplied either from the grid or the generator to
meet the building lighting and the demands of the heating and cooling agents. The agents interact
and try to optimize the overall energy cost; however, the multi-agent decision-making system and
coordination algorithms are not described. The details of the modeling of the building and
associated HVAC equipment and the estimation of the cost of providing chilled water for cooling
are also omitted.
Lamoudi et al. (2011) presented a distributed model predictive control approach to minimize the
total energy cost of a multi-zone building considering local comfort constraints and restrictions on
global power consumption in the presence of more than one power source with time varying rates.
The distributed control algorithm is based on two layers: a zone layer which is responsible for
local zone decisions and a coordination layer. The problem is solved using primal decomposition
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and a bundle method for the resolution of the master problem in the coordination layer. It consists
of an iterative procedure which recovers the optimal solution of the centralized problem. The
system model assumes dynamically decoupled zones and does not include HVAC devices; it is
assumed that power consumption is proportional to control input instead.
Cai et al. (2015), proposed a multi-agent control methodology for optimal control of centralized
air conditioning systems in multi-zone commercial buildings. Similar to the multi-agent system
envisioned by Kelly and Bushby (2012), each device in this study was assumed to be shipped with
a basic agent that has the capability of self-identification and an optimization agent was designed
for each basic agent for cooperation and optimization. Therein, they developed a hierarchical
multi-agent framework in which each optimization agent asks its corresponding basic agent for
information on the equipment performance and cooperates with other agents to find the optimal
operating point of the system. On top of this structure there is a coordination layer which collects
all the local variables and achieves some consensus.
The proposed approach was applied to a simulation case study consisting of a direct-expansion
cooling system with a six stage-compressor to provide conditioned air to a building with three
zones, each of which has a VAV box. A gray box model with a resistance-capacitance thermal
network which can be trained from field data was used to represent the zone thermal behaviors.
To optimize the system, the problem was decomposed into sub-problems handled by individual
agents. Two distributed optimization algorithms were applied in this paper: the subgradient
method and the alternating direction method of multipliers (ADMM). Both methods were
implemented under a slave-master scheme which forms the mechanism of inter-agent
coordination. Simulation results showed that the ADMM method was more robust and was able to
find a closer-to-optimal solution. Both of the algorithms were used as local optimizers to provide
a coordination mechanism for the multi-agent system; the issue of global convergence was not
addressed in this paper.

2.3. Summary
The reviewed work on multi-agent control for HVAC systems reveals that most of the results are
very specific, which makes them difficult to apply to other systems. Moreover, although many
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approaches have been developed, extensive evaluations of the proposed control methodologies in
terms of performance and computational requirements are still missing.
Considering the HVAC applications that include central cooling systems, some of them used very
simple models for the system components while in others just a constant efficiency for chilled
water production was assumed. Further, the problem of multi-agent control of cool energy storage
has not been addressed. To the author’s knowledge, a practical and general multi-agent control
methodology for central cooling plants is not available. In this context, the multi-agent approach
developed by Cai (2015) for optimal control of centralized air conditioning systems in multi-zone
commercial buildings constitutes a good starting point to fill this gap. Although the approach has
only been applied in a simulation environment, the results are very promising in as much as the
multi-agent framework for the proposed method could automate the multi-agent system
construction after some pre-configuration, reducing site-specific engineering and making the
method a solution applicable to other types of HVAC systems. This thesis is dedicated to the
adaptation and application of the multi-agent control framework to central cooling systems.
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CHAPTER 3. CENTRAL COOLING PLANT MODELING

3.1. Case Study Description
The case-study considered in this work is the Purdue Campus in West Lafayette, IN. With more
than 150 buildings in operation, the campus cooling demand is satisfied by a chilled water
production system, consisting of two plants: the Wade Power Plant and the Northwest Chiller
Plant, with nominal cooling capacities of 22,500 Tons and 14,100 Tons, respectively. These two
plants are located on opposite sides of the campus and deliver chilled water to the buildings through
37 km of underground piping. The Wade Plant uses a combination of electric and steam-driven
chillers for chilled water production, and also supplies part of the electricity consumed by the
campus through steam-driven generators. Given that the cooling towers of the Wade Plant are
continuously used to absorb the heat rejected by the generators, this limits the opportunities for
optimum control to minimize the costs of chilled water production alone. Consequently, the
Northwest Plant will be the test facility used for simulation of different control approaches studied
in this work.
A schematic of the Northwest Plant, after a recent retrofit to increase operating efficiency, is
illustrated in Figure 3.1. The Plant consists mainly of six duplex centrifugal chillers (i.e. chillers
with two separate compressors with independent refrigerant circuits in a series counter-flow
arrangement), six variable-speed condenser water pumps, and four evaporative cooling towers:
one concrete counter-flow structure and three metal cross-flow cooling towers. Each cooling tower
has three cells with variable-speed fans giving a total of 12 tower cells. The water cooled in the
towers drains to a common reservoir (sump) with a capacity of 90,000 gal (341m3). The
specifications of the equipment are provided in Tables 3.1 through 3.3. There are also automatic
flow control valves to allocate the condenser water and the chilled water flows that correspond to
each chiller (not included in the schematic), and six variable-speed pumps to send the chilled water
to campus. These pumps are considered part of the campus chilled water distribution system and
were not included in the plant model.
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Figure 3.1. Northwest Chiller Plant schematics
Table 3.1. Dual centrifugal chillers specification at rated conditions
Description

Chillers 1-3

Chillers 4-5

Chiller 6

Nominal capacity, Ton (kW)

2000 (7033)

2700 (9497)

2700 (9497)

Evaporator flow, gpm (lt/s)

3185 (201)

4298 (271)

4320 (272.5)

Evaporator entering temp., F (C)

55 (12.78)

55 (12.78)

Evaporator leaving temp., F (C)

40 (4.44)

40 (4.44)

40 (4.44)

6000 (379)

7652 (483)

8101 (511)

Condenser flow, gpm (lt/s)
Condenser entering temp., F (C)
Condenser leaving temp., F (C)
Nominal power, KW

54.93 (12.74)

85 (29.44)

85 (29.44)

85 (29.44)

94.47 (34.71)

95.05 (35.00)

94.41 (34.67)

1249.51

1707.24

1612.45

Circuit 1 motor efficiency

0.950

0.955

0.954

Circuit 2 motor efficiency

0.949

0.952

0.955
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Table 3.2. Cooling towers specifications at rated conditions
Counter-Flow
Concrete Tower
1
3
6000 (379)
95 (35.00)
85 (29.44)
78.2 (25.67)
478,740 (225.94)
75 (55.93)

Description
Installed units
Number of cells per tower
Water flow per cell, gpm (lt/s)
Hot water temperature, F (C)
Cold water temperature, F (C)
Wet bulb temperature, F (C)
Air flow per cell, cfm (m3/s)
Nominal fan power per cell, HP (KW)

Cross-Flow
Metal Towers
3
3
2567 (162)
95 (35.00)
85 (29.44)
79 (26.11)
250,100 (118.03)
60 (44.74)

Table 3.3. Condenser water pumps specifications at rated conditions
Description
Installed units
Flow rate, gpm (lt/s)
Total Head, ft (m)
Power required, HP (KW)
Nominal speed, rpm

CWP 1-3
3

CWP 4-5

CWP 6

2

1

6000 (379.0)

7900 (498.4)

8100 (511.0)

83 (25.30)

107.5 (32.77)

105 (32.00)

155 (115.6)

269 (200.6)

266 (208.8)

1785

1785

1800

The plant is currently controlled using heuristic strategies as follows: (1) the chillers are loaded
based on operator’s experience and controlled to meet a constant chilled water supply temperature
set-point of 43F during the summer and 40F during the winter, (2) the automatic flow control
valves are set to provide a condenser water flow proportional to the each chiller’s current tonnage
(3 gpm per Ton) when the outside air wet-bulb temperature is less than 70F, and each active
chiller’s nominal flow otherwise, (3) the condenser water pumps are sequenced with the chillers
and work at the same relative speed to keep at least one of the condenser flow control valves 98%
open, and (4) there is feedback control of tower fans to maintain a condenser water supply
temperature set-point. This set-point is a linear function of ambient wet-bulb temperature.

3.2. Plant Component Modeling
A model of the cooling plant was developed using MATLAB. In this setting, each hardware
component of the plant was represented as a separate set of mathematical relationships with its
own parameters, input and output variables. The parameters of each model were determined from
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regression of performance data supplied by the equipment’s manufacturer, or obtained from onsite measurements. From there, agents representing each component behavior can be easily created
and incorporated into the multi-agent simulation framework. This section presents the
mathematical correlations utilized to model each plant component, the evaluation of the
corresponding parameters, and plots illustrating each component performance.
3.2.1. Centrifugal Chillers
The Northwest plant has six dual compressor chillers. A simplified schematic of this kind of chiller
is shown in Figure 3.2. At low chiller loads only one compressor is activated. When the overall
chiller cooling load exceeds the stage-on-load set-point (the default value is 40% of the chiller
nominal capacity and the maximum is 50%), the second compressor is brought on. When both
compressor are working, the overall chiller load is split evenly between the two compressors.

Figure 3.2. Schematic of a dual compressor chiller

The power required for this kind of chiller can be estimated using an empirical correlation for
centrifugal chillers developed by Braun (1988). This correlation represents the power consumption
as a quadratic function of the load and the lift (i.e. the difference between the condenser and
evaporator leaving water temperatures) as follows:

Z = a0 + a1X + a2X2 + a3Y + a4Y2 + a5XY

(3.1)

In the above expression, Z is the ratio of current power consumption to the power at design
conditions, a0 to a5 are coefficients determined from performance data, X is the part-load ratio, or
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ratio of the current load to the nominal load, and Y is the non-dimensional temperature lift, or ratio
of the lift to the lift at design conditions, given by
𝑌=

𝑇𝑐𝑜,𝑜 − 𝑇𝑒𝑣,𝑜
𝑇𝑐𝑜,𝑜,𝑑 − 𝑇𝑒𝑣,𝑜,𝑑

(3.2)

where 𝑇𝑐𝑜,𝑜 and 𝑇𝑒𝑣,𝑜 are the condenser and chilled water leaving temperatures.
The condenser heat rejection is related to the chiller load (𝑄̇𝑐ℎ ) and the power consumed by the
compressor (Powerch) by Equation 3.3, where 𝑄̇𝑐𝑜 is condenser heat rejection and m is the overall
efficiency associated with the motor of the compressor and gearbox, if present. The efficiency of
the motors at rated conditions is provided in Table 3.1. Although this efficiency varies with chiller
operating conditions, performance data supplied by the manufacturer covering the whole range of
loads and temperature lifts for each chiller showed that the motors’ efficiency remained within 4%
of the rated value. Therefore, a constant value of m was assumed in this study. The energy
balances on the chiller evaporator side and the condenser side results in Equations 3.4 and 3.5,
respectively.
𝑄̇𝑐𝑜 = 𝑄̇𝑒𝑣 + 𝑚 𝑃𝑜𝑤𝑒𝑟𝑐ℎ

(3.3)

𝑄̇𝑐ℎ = 𝑚̇𝑒𝑣 𝐶𝑝,𝑒𝑣 (𝑇𝑒𝑣,𝑖 – 𝑇𝑒𝑣,𝑜 )

(3.4)

𝑄̇𝑐𝑜 = 𝑚̇𝑐𝑜 𝐶𝑝,𝑐𝑜 (𝑇𝑐𝑜,𝑜 – 𝑇𝑐𝑜,𝑖 )

(3.5)

Substitution of the expression for power given by Equations 3.1 and 3.2, and the expressions for
𝑄̇𝑐ℎ and 𝑄̇𝑐𝑜 given by Equations 3.4 and 3.5 into Equation 3.3, gives a quadratic expression for Y
that may be solved explicitly for known values of chiller load, evaporator leaving water
temperature (𝑇𝑒𝑣,𝑜 ), and condenser water flow (𝑚̇𝑐𝑜 ) and inlet temperature (𝑇𝑐𝑜,𝑖 ). From there, the
condenser water leaving temperature (𝑇𝑐𝑜,𝑜 ) and chiller power consumption can be determined.
The set of mathematical expressions can be grouped and expressed in functional (input-output)
form for each chiller as follows:
𝑇𝑐𝑜,𝑜 = 𝐶ℎ𝑖𝑙𝑙𝑒𝑟 𝑇𝑐𝑜,𝑜 (𝑄̇𝑐ℎ , 𝑇𝑒𝑣,𝑜 , 𝑚̇𝑐𝑜 , 𝑇𝑐𝑜,𝑖 )

(3.6)

𝑃𝑜𝑤𝑒𝑟𝑐ℎ = 𝐶ℎ𝑖𝑙𝑙𝑒𝑟𝑃𝑜𝑤 (𝑄̇𝑐ℎ , 𝑇𝑒𝑣,𝑜 , 𝑇𝑐𝑜,𝑜 )

(3.7)
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The implementation of this model requires the estimation of the coefficients of Equation 3.1. Since
the chillers of the Northwest Plant have two compressors (see figure 3.2), two sets of coefficients
are required for each chiller: one set corresponding to one operating compressor, and the other
corresponding to two stages of compression.
Northwest Plant measurements sampled at five minute intervals from April 9 to July 18, 2016 were
utilized to estimate the coefficients of the empirical correlation for two stages of compression. The
sampled data consisted of condenser water flow rate, condenser water entering and leaving
temperatures, chilled water flow rate, chilled water entering and leaving temperatures, and power
consumption for each chiller. Prior to estimating the coefficients, the data was filtered to eliminate
measurements associated to transient behavior. Table 3.4 provides the number of filtered data
records obtained for each chiller along with the range of values of part-load ratio (X) and nondimensional temperature lift (Y). The data for part-load ratios lower than 0.40 (i.e. only one
compressor working) were very scarce and could not be utilized for estimating the coefficients
corresponding to one stage of compression.

Table 3.4. Chiller performance data supplied by the Northwest Plant
Chiller
Nr

Data
points

1
2
3
4
5
6

9872
2694
9142
7611
14842
9393

Par-load ratio (X)
Min
Max
0.40
0.43
0.41
0.41
0.40
0.40

1.28
1.12
1.24
1.19
1.12
1.14

Lift ratio (Y)
Min
Max
0.12
0.41
0.19
0.27
0.38
0.37

0.99
1.07
0.98
1.19
1.02
1.03

RMSD of
Energy balance
0.147
0.091
0.167
0.088
0.153
0.044

The last column of Table 3.4 corresponds to the root-mean-square deviation of the difference
between the heat rejected to the condenser water and the sum of the chiller load and compressor
power usage, divided by the chiller load. According to Equation 3.3, this difference should be zero;
nonetheless, substantial deviations were observed in the data, probably caused by measurement
errors in flow meters and temperature sensors. Here, the data with the lower RMSD were utilized
to evaluate the coefficients of Equation 3.1 for each kind of chiller. Then, the data of chiller 2 was
selected as representative of the behavior of chillers 1 to 3, and the data of chiller 4 was selected

24
as representative of chillers 4 and 5. Figure 3.3 shows a comparison of power ratio (Z) from plant
performance data, with the power ratio estimated with Equation 3.1 for two chillers. The root mean
square error for all cases was within 0.02. A comparison of the power ratio (Z) from performance
data supplied by the manufacturer, and the power ratio estimated with Equation 3.1 for the same
chillers is provided in Figure 3.4. A significant increase in power consumption, possibly caused
by degradation of chiller performance with time, can be observed.

Figure 3.3. Comparison of chiller power ratio (Z) estimated with experimental correlation, and Z from
on-site measurements from April 9 to July 18, 2016

Figure 3.4. Comparison of chiller power ratio (Z) estimated with experimental correlation, and Z from
performance data supplied by the manufacturer
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The coefficients corresponding to only one operating compressor were obtained for each kind of
chiller using performance data supplied by the manufacturer with an added increment in power
consumption. This increment was estimated from the difference between the power from
manufacturer’s data for two stages of compression, and the power estimated with the empirical
correlation. The coefficients obtained for each kind of chiller along with design values use to
normalize X, Y, and Z are provided in Table 3.5.

Table 3.5. Coefficients of empirical correlation for Northwest Plant chillers’ power consumption
Chillers 1-3

Chillers 4-5

Chiller 6

Design values to normalize X, Y, and Z
Load, Ton (kW)

2000

2700

2700

Power consumption, kW

1249.51

1707.24

1612.45

Temperature lift, °F (°C)

54.47

55.05

54.41

a0

0.08941

0.06746

0.08784

a1

0.31910

0.31850

0.28120

a2

0.36390

0.14010

0.14310

a3

-0.00417

0.00320

0.02302

a4

0.08520

0.08997

0.07025

a5

0.27020

0.39280

0.44040

a0

0.05615

0.18820

0.04373

a1

0.23240

0.26680

0.29750

a2

0.22860

0.26240

0.16680

a3

0.13440

-0.18300

0.18470

a4

0.16190

0.44340

0.13350

a5

0.31110

0.05682

0.29140

Coefficients for 1 operating compressor

Coefficients for 2 operating compressors

Figure 3.5 show performance curves for the Northwest Plant chillers. These curves were elaborated
using the semi-empirical correlation presented in Equations 3.1, for different values of the
temperature lift DT. Two maximum values of COP occur in each curve: one when only one
compressor is working at the maximum capacity (dictated by the stage-on-load set point), and the
other when both compressors are working at the chiller nominal load.
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Figure 3.5. Chiller performance curves
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3.2.2. Cooling Towers
A schematic of an evaporative cooling tower cell is shown in Figure 3.6. In an evaporative cooling
tower, a hot water stream is in contact with ambient air, and cooled as a result of the sensible heat
transfer due to temperature difference between water and air and mass transfer from water
evaporation.

Figure 3.6. Schematic of an evaporative cooling tower cell

The cooling tower cell model developed is based on the concept of effectiveness 𝜀𝑎 , defined as the
ratio between the actual energy transfer rate and the theoretical maximum energy transfer rate
attainable, which occurs when the air that exits the tower is saturated with moisture at a
temperature equal to that of the inlet water. With this definition, the energy transfer rate for a tower
cell 𝑄̇𝑐𝑡 is given by
𝑄̇𝑐𝑡 = 𝜀𝑎 𝑚̇ 𝑎 (ℎ𝑎𝑠𝑤𝑖 − ℎ𝑎,𝑖 )

(3.8)

where 𝑚̇𝑎 is the mass flow rate of air through the cooling tower, haswi is the specific enthalpy of
saturated air at inlet water temperature and ha,i is the specific enthalpy of inlet air. The
effectiveness 𝜀𝑎 is a function of the number of heat transfer units (NTU) which is a parameter
related to the cooling capacity of the tower. Braun (1988) has shown that the effectiveness of a
cooling tower can be determined using the relationships for sensible heat exchangers with modified
definitions for NTU and the capacitance rate ratios, as shown in Equations 3.9 and 3.10, which
give the effectiveness for counter-flow and cross-flow cooling towers, respectively.
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𝜀𝑎 =

𝜀𝑎 =

1 − exp(−𝑁𝑇𝑈(1 − 𝑚∗ ))
1 − 𝑚∗ exp(−𝑁𝑇𝑈(1 − 𝑚∗ ))

1
(1 − exp(−𝑚∗ (1 − exp(−𝑁𝑇𝑈))))
𝑚∗

(3.9)

(3.10)

𝑚∗ is the modified capacitance ratio given by
𝑚∗ =

𝑚̇𝑎 𝐶𝑠
𝑚̇𝑐𝑡,𝑖 𝐶𝑝𝑤

(3.11)

where 𝑚̇𝑐𝑡,𝑖 is the cell inlet water mass flow rate, Cpw is the specific heat of water, and Cs is the
saturation specific heat given defined as the ratio of the difference between the specific enthalpies
of saturated air at inlet and leaving water temperatures to the difference between inlet and leaving
water temperatures:
𝐶𝑠 =

ℎ𝑎𝑠𝑤𝑖 − ℎ𝑎𝑠𝑤0
𝑇𝑐𝑡,𝑖 − 𝑇𝑐𝑡,𝑜

(3.12)

The previous expressions were incorporated in a mathematical model in conjunction with mass
and energy balances. This model was fed with input data from performance curves of the cooling
towers installed at the Northwest Plant covering the range of operating conditions to estimate NTU.
Subsequently, the NTU values were correlated with the ratio of water flow to air flow through
regressions to obtain the coefficients c and n of the expression given by Equation 3.13. The results
are shown in Table 3.5.
𝑚̇𝑐𝑡 𝑛
𝑁𝑇𝑈 = 𝑐 (
)
𝑚̇𝑎

(3.13)

To validate the model, tower heat transfer rates were calculated for each set of data using the
corresponding NTU correlation and compared with the corresponding manufacturer’s heat transfer
rate (heat transfer rate calculated with the inlet and outlet temperatures from performance curves).
The results are shown in Figure 3.7. The average absolute error obtained in the predicted capacity
for both types of towers was within 2.3% and the maximum 7.5%. The root mean square error
obtained for each cooling tower was normalized by dividing it by the range (difference between
the maximum and minimum value of heat transfer rate). The results are reported as NRMSE in
Table 3.6.
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Table 3.6. Coefficients of NTU correlation for Northwest Plant cooling towers
Cooling Tower Type

C

N

Data records

NRMSE

Counter-flow concrete tower

1.96412

0.231058

69

2.67%

Cross-flow metal towers

4.78587

-1.0684

18

6.62%

Figure 3.7. Comparison of cooling towers heat transfer rate from fitting vs performance data

The set of mathematical relations for a cooling tower cell can be grouped and expressed in inputoutput form as Equations 3.14 and 3.15, which give the tower cell leaving water flow rate and
temperature as a function of ambient air conditions, inlet water flow rate and temperature (𝑚̇𝑐𝑡,𝑖 ,
𝑇𝑐𝑡,𝑖 ), and air flow rate. The air flow rate can be more conveniently expressed as relative fan speed

(fsp), or ratio of current fan speed to the fan speed at rated conditions. The relative fan speed is
approximately equal to the relative tower cell air flow or ratio of the air flow through the cell to
the nominal air flow.
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𝑚̇𝑐𝑡,𝑜 = 𝐶𝑜𝑜𝑙𝑖𝑛𝑔𝑇𝑜𝑤𝑒𝑟𝑚̇𝑐𝑡,𝑜 ( 𝑝𝑎𝑡 , 𝑇𝑤𝑏 , 𝑇𝑑𝑏 , 𝑓𝑠𝑝 , 𝑚̇𝑐𝑡,𝑖 , 𝑇𝑐𝑡,𝑖 )

𝑇𝑐𝑡,𝑜 = 𝐶𝑜𝑜𝑙𝑖𝑛𝑔𝑇𝑜𝑤𝑒𝑟 𝑇𝑐𝑡,𝑜 ( 𝑝𝑎𝑡 , 𝑇𝑤𝑏 , 𝑇𝑑𝑏 , 𝑓𝑠𝑝 , 𝑚̇𝑐𝑡,𝑖 , 𝑇𝑐𝑡,𝑖 )

(3.14)
(3.15)

Figure 3.8 and 3.9 show performance curves of the counter-flow concrete cooling tower and the
cross-flow metal cooling towers, respectively.

Figure 3.8. Counter-flow concrete cooling tower performance curves

Figure 3.9. Cross-flow metal cooling tower performance curves
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The curves for each tower type were generated from the cooling tower mathematical model for a
range (i.e. difference between tower entering and leaving water temperatures) of 10F, and for the
nominal and the minimum allowable flow rates, respectively. The curves show the effect that the
variation of tower fan speed, and tower flow rate have in the tower approach to wet-bulb (i.e. the
difference between the leaving water and ambient wet-bulb temperatures).
Finally, the power consumed by the tower variable-speed fan can be represented as a cubic
polynomial of the relative fan speed, as follows:
𝑃𝑜𝑤𝑒𝑟𝑐𝑡 = 𝑃𝑜𝑤𝑒𝑟𝑐𝑡,𝑑 𝑓𝑠𝑝 3

(3.16)

where 𝑃𝑜𝑤𝑒𝑟𝑐𝑡,𝑑 is the fan power consumption at rated conditions.
Figure 3.10 shows a comparison of fan power estimated with Equation 3.16 and the power obtained
from on-site amperage measurements sampled at five minutes intervals, from April 9 to Jul 18,
2016, for selected fans. The horizontal axis is fan speed expressed as fraction of the nominal
speed, and the vertical axis is fan power as fraction of the power consumption at rated conditions.

Figure 3.10. Comparison of tower fan power consumption estimated with cubic correlation, and power
from on-site amperage measurements, April 9-July 18, 2016
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3.2.3. Condenser Water Reservoir
The water cooled by the towers of the Northwest Plant drains to a common reservoir called the
cold well (see Figure 3.1). An overall energy balance on the cold well results in Equation 3.17,
which gives the variation of the cold well temperature (or condenser water supply temperature,
Tcws) with time, assuming that the water in the cold well is fully mixed and neglecting thermal
losses.
𝑁𝑐𝑡

𝑁𝑐𝑤𝑝

𝑗=1

𝑘=1

𝑑𝑇𝑐𝑤𝑠
𝑚𝑐𝑤
= ∑(𝑚̇𝑐𝑡,𝑜,𝑗 𝑇𝑐𝑡,𝑜,𝑗 ) − 𝑇𝑐𝑤𝑠 ∑ (𝑚̇𝑐𝑤𝑝,𝑘 ) + 𝑚̇𝑚𝑎𝑘𝑒−𝑢𝑝 𝑇𝑚𝑎𝑖𝑛𝑠
𝑑𝑡

(3.17)

In the above expression mcw is the mass of the water stored in the cold well (approximately
341,000kg), 𝑚̇𝑐𝑡,𝑜,𝑗 and Ttc,o,j are the flow rate and temperature of the water leaving the j-th tower
cell, Nct is the number of cooling tower cells, 𝑚̇𝑐𝑤𝑝,𝑘 is the k-th condenser-water pump flow, Ncwp
is the number of pumps, and 𝑚̇𝑚𝑎𝑘𝑒−𝑢𝑝 and Tmains are the make-up water flow rate and
temperature. Assuming that the make-up water flow is controlled to maintain the volume of water
stored in the cold well constant, then
𝑁𝑐𝑡

𝑚̇𝑚𝑎𝑘𝑒−𝑢𝑝 = ∑(𝑚̇𝑐𝑡,𝑖,𝑗 − 𝑚̇𝑐𝑡,𝑜,𝑗 )

(3.18)

𝑗=1

where 𝑚̇𝑐𝑡,𝑖,𝑗 is the water flow rate entering the j-th tower cell. With this assumption and also
neglecting the dynamic effects on the cold well, Equation 3.18 can be solved for Tcws resulting in:
𝑇𝑐𝑤𝑠 =

𝑁𝑐𝑡
𝑐𝑡
∑𝑁
𝑗=1(𝑚̇𝑐𝑡,𝑜,𝑗 𝑇𝑐𝑡,𝑜,𝑗 ) + ∑𝑗=1(𝑚̇𝑐𝑡,𝑖,𝑗 − 𝑚̇𝑐𝑡,𝑜,𝑗 ) 𝑇𝑚𝑎𝑖𝑛𝑠
𝑐𝑡
∑𝑁
𝑗=1 𝑚̇𝑐𝑡,𝑖,𝑗

(3.19)

This expression can be written in input-output form as
𝑇𝑐𝑤𝑠 = 𝐶𝑜𝑙𝑑𝑤𝑒𝑙𝑙(𝒎̇𝑐𝑡,𝑖 , 𝒎̇𝑐𝑡,𝑜 , 𝑻𝑐𝑡,𝑜 , 𝑇𝑚𝑎𝑖𝑛𝑠 )

(3.20)

where 𝒎̇𝑐𝑡,𝑖 is an array of the water flow rate entering each cooling tower cell, and 𝒎̇𝑐𝑡,𝑜 and Ttc,o
are arrays of flow rate and temperature of the water leaving each tower cell, respectively. The
cooling tower make-up water temperature (𝑇𝑚𝑎𝑖𝑛𝑠 ) was estimated as the higher value among the
ambient dry-bulb and 39F (5C).
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3.2.4. Variable-Speed Condenser Water Pumps
Neglecting the temperature rise of delivered water, the pump model incorporates a function that
determines the pump speed to meet a given head and flow requirement, and a cost function for the
corresponding power consumption. The model utilizes cubic polynomials to represent the pump
head and power consumption, as shown in Equations 3.21 and 3.22. The coefficients of these
polynomials were determined from fitting of performance data supplied by the manufacturer of
the condenser water pumps of the Northwest Plant. The results are shown in Table 3.7. In order
to use this coefficients, the flow should be expressed in gpm; then, the pump head is given in ft,
and the power in hp.
𝐻𝑒𝑎𝑑 = 𝑎𝑜 + 𝑎1 𝑓𝑙𝑜𝑤 + 𝑎2 𝑓𝑙𝑜𝑤 2 + 𝑎3 𝑓𝑙𝑜𝑤 3

(3.21)

𝑃𝑜𝑤𝑒𝑟 = 𝑏𝑜 + 𝑏1 𝑓𝑙𝑜𝑤 + 𝑏2 𝑓𝑙𝑜𝑤 2 + 𝑏3 𝑓𝑙𝑜𝑤 3

(3.22)

Table 3.7. Coefficients of cubic correlations for Northwest Plant condenser water pumps
Coefficients

CWP 1-3

CWP 4-5

CWP 6

a0

143.832

190.775

188.264

a1

-2

-2

-1.74476x10-2

- 1.67687 x10

-1.74580x10

a2

2.57380x10-6

1.77539x10-6

1.81215x10-6

a3

-2.36276x10-10

-1.08163x10-10

-1.10617x10-10

b0

175.93

332.049

325.550

b1

- 2.2011x10

-2

-2

-3.07732x10-2

b2

5.66868x10-6

5.14859x10-6

5.19631x10-6

b3

-4.27354x10-10

-2.78304x10-10

-2.82261x10-10

-3.11089x10

The flow, head and power consumption of a pump operating at a different speed can be related to
the flow, head and power at nominal speed by pump affinity laws:
𝐹𝑙𝑜𝑤2
𝜔2
=
𝐹𝑙𝑜𝑤1
𝜔1

(3.23)

𝐻𝑒𝑎𝑑2
𝜔2 2
= ( )
𝐻𝑒𝑎𝑑1
𝜔1

(3.24)

𝑃𝑜𝑤𝑒𝑟2
𝜔2 3
= ( )
𝑃𝑜𝑤𝑒𝑟1
𝜔1

(3.25)
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These laws can be used to obtain the coefficients of the characteristic curves of a pump for a
different rotor speed. Then, for a given pump speed and head requirement, the pump model utilizes
Equations 3.21 through 3.25 to find the coefficients of the new characteristic curves and the
corresponding operating point. The variable speed pump model can be expressed in input-output
form as:
𝐹𝑙𝑜𝑤 = 𝑣𝑠𝑃𝑢𝑚𝑝𝐹𝑙𝑜𝑤 (𝐻𝑒𝑎𝑑, 𝑟𝑠𝑝 )

(3.26)

𝑃𝑜𝑤𝑒𝑟𝑣𝑠𝑝 = 𝑣𝑠𝑃𝑢𝑚𝑝𝑃𝑜𝑤 (𝐻𝑒𝑎𝑑, 𝐹𝑙𝑜𝑤)

(3.27)

where 𝑟𝑠𝑝 is the relative pump speed or ratio of pump speed to its rated value. Figure 3.11 shows
parametric performance curves obtained with the model for the condenser water pump 2. In these
plots, the flow, head and power consumption were divided by their corresponding rated values,
provided in Table 3.3.

Figure 3.11. Performance curves for condenser water pump CWP2

3.2.5. Condenser Water Distribution System
A mathematical model of the condenser water loop was developed to estimate the system head
loss across equipment, piping and accessories. Figure 3.12 shows a schematic of the Northwest
plant condenser water loop. Detailed information of pipe length, diameter and roughness, and loss
coefficients (K) for condensers, flow control valves and accessories is provided in Appendix B.
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Figure 3.12. Northwest Plant condenser water loop schematic

The head loss (h) through each pipe tract is evaluated using the empirical correlation
𝐿
8𝑄 2
ℎ = [𝑓 + 𝐾] 2 4
𝐷
𝑔𝜋 𝐷

(3.28)

where f is the friction factor, L is pipe length, D is inner diameter, Q is flow rate, and g is the
acceleration of gravity. The friction factor is evaluated using Churchill correlation. This correlation
was presented on ASHRAE Handbook, Chp.3, 2009.
12

𝑓 = 8 [(

8
)
𝑅𝑒

+

1
12

1
]
(𝐴 + 𝐵)1.5

(3.29)

where Re is the Reynolds number, and the parameters A and B are given by
16

7 0.9
𝑒
𝐴 = [−2.457 ∗ 𝑙𝑛 (( ) + 0.27 )]
𝑅𝑒
𝐷
37530 16
𝐵=(
)
𝑅𝑒
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Then, for a given condenser water flow distribution among chillers tower cells, and considering
that at least one of the condenser flow control valves associated to the chillers should be 98% open,
the model determines the total head loss. This can be expressed in input-output form as:
𝐻𝑒𝑎𝑑 = 𝐶𝑊𝐿𝑜𝑜𝑝( 𝒎̇ 𝑐𝑜 , 𝐦̇ 𝑐𝑡,𝑖 )

(3.30)

where 𝒎̇𝑐𝑜 is an array of each chiller’s condenser water flow, 𝒎̇𝑐𝑡,𝑖 is an array of the water flow
rate entering each cooling tower cell. Estimate values of the condenser water supply and return
temperatures are also required to evaluate water viscosity.
Once the system flow and head has been determined, the condenser water pumps are sequenced
and work at the same speed to meet the system requirements. Figure 3.13 presents performance
curves illustrating the head and combined pump power consumption as a function of the total
cooling load of the Northwest Plant. These curves were obtained applying the following conditions:


The plant equipment was sequenced according to the order provided in Table 3.8. These
sequences seek to bring equipment online in an order that minimizes power consumption.



The cooling load was distributed among the operating chillers in such a way that all of them
worked at the same part-load ratio.



An additional chiller was brought online only when all the operating chillers were working at
full capacity.



The condenser flow for each chiller estimated as 3gpm times the current operating tonnage.



Tower cells were staged to maximize cell usage maintaining minimum flow requirements.



Condenser water pumps were sequenced to provide the required condenser water flow and
work at the same speed to keep at least one condenser flow control valve 98% open.
Table 3.8. Northwest Plant equipment order of sequencing
Equipment

Sequencing order

Chillers
Condenser pumps
Cooling towers

6, 5, 4, 3, 2, 1
1, 2, 3, 4, 5, 6
Normal operation: metal tower cells are sequenced first.
Winter operation: only the concrete tower operates.

37

Figure 3.13. Northwest Plant condenser water pumps combined head and power consumption

The discontinuities observed in the plots correspond to the points were a chiller or a pump are
brought online. Every time a chiller is sequenced, the condenser water flow is redistributed and
the system head decreases. This also causes a reduction in pump power consumption. Conversely,
every time a pump is brought online, the head remains approximately constant but both the pump
speed and pump efficiency fall, inducing and increment in the combined pump power
consumption.

3.3. Plant Model Integration
In order to simulate the performance of the Northwest Plant, the component models were
integrated in MATLAB. The model input data consists of cooling load, ambient wet-bulb and drybulb temperatures, and chilled water supply set-point. In addition, the order of sequencing chillers,
cooling tower cells and pumps should be defined. These sequences were listed in Table 3.8. The
model output consists of power consumption and estate variables associated to each plant device.
The model incorporates the control strategy implemented at the Northwest Plant, described in
Section 3.1. However, since the plant equipment is currently sequenced based on operator’s
experience, these strategies were complemented with some heuristic rules for sequencing and
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loading plant equipment. These rules are based on control strategies presented in Chapter 42 of the
ASHRAE Handbook: HVAC Applications (2011). The combined heuristic strategy is as follows:


Chillers are controlled to provide identical chilled-water supply temperatures. The chilled
water supply temperature set-point is 40F during winter and 43F during normal operation.



The cooling load is distributed among the operating chillers in such a way that all of them
work at the same part-load ratio. An additional chiller is brought online only when all the
current operating chillers are working at full capacity.



The condenser water flow for each operating chiller is 3 gpm per ton of the operating tonnage
when the ambient wet-bulb does not exceed 70F. For higher wet-bulb temperatures, the
nominal condenser water flow is applied, regardless of the chiller load. The following
restriction applies: if the temperature lift (i.e. difference between the chilled and condenser
leaving water temperature) is less than the minimum allowable value (22F), then the
condenser water flow should be reduced until the minimum allowable lift is reached.



The tower cells are staged to maximize cell usage but still maintaining minimum flow
requirements through the cells: 3600gpm (60%) for counter-flow concrete tower cells and
1000gpm (39%) for cross-flow metal tower cells.



There is feedback control on the tower fans to maintain a condenser water supply temperature
set point, determined by:
𝑇𝑐𝑤𝑠,𝑠𝑝 = 𝑀𝑎𝑥(𝑇𝑐𝑤𝑠,𝑚𝑖𝑛 , 0.85𝑇𝑤𝑏 + 14.06)

(3.31)

where 𝑇𝑤𝑏 is ambient wet-bulb temperature in F, and 𝑇𝑐𝑤𝑠,𝑚𝑖𝑛 is the minimum allowable
temperature to avoid cooling tower freezing (40F for the concrete tower). The metal cooling
towers are locked during winter.


Condenser water pumps are sequenced to provide the required condenser water flow and work
at the same speed to keep at least one condenser flow control valve 98% open. An additional
pump is brought online whenever the current set of pumps is operating at full capacity and
cannot longer supply the required flow.
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Each time step, the model applies the heuristic rules and solves the equations for each component
model, in order to estimate the plant power consumption. The procedure for a steady-state solution
is described below:
1.

Compute the condenser water supply temperature set-point (Tcws,sp) using Equation 3.31. Use
this value as the initial estimate of the condenser water supply temperature: Tcws = Tcws,sp.

2.

Apply heuristic rules to determine the load applied to each chiller and the corresponding
condenser water flow.

3.

Set Tcws_old = Tcws

4.

Use the chiller model (Equation 3.6) to compute each chiller condenser water leaving
temperature (Tco,o).

5.

Compute the condenser water return temperature ( 𝑇𝑐𝑤𝑟 ) as the mass-flow-weighted average
of the active chillers condenser leaving temperatures:
𝑇𝑐𝑤𝑟 =

∑𝑁𝑐ℎ
𝑗=1 𝑚̇𝑐𝑜,𝑗 𝑇𝑐𝑜,𝑜,𝑗
𝑚̇𝑐𝑤

(3.32)

6.

Apply heuristic rules to sequence the tower cells and distribute the condenser water flow.

7.

Use the cooling tower model to determine the tower fans’ speed required to meet the
condenser water supply temperature set-point.

8.

Use the cooling tower model and the condenser water reservoir model (Equation 3.19) to
compute the condenser water supply temperature (Tcws).

9.

If the difference between Tcws and Tcws_old is less than a specified tolerance then go to step 10.
Otherwise, go to step 3.

10. Use each component model to compute the plant power consumption.
The procedure for a dynamic solution involves the application of Crank-Nicolson method to
discretize the energy balance equation of the condenser water reservoir (Equation 3.17) in time.
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The expression for determining the condenser water supply temperature corresponding to the kth
time step is
(𝑘−1)

(𝑘)
𝑇𝑐𝑤𝑠

=

𝑇𝑐𝑤𝑠

∆𝑡
(𝑘)
(𝑘)
(𝑘)
(𝑘)
𝑁𝑐𝑡
+ (𝐹𝑐𝑤 + ∑𝑗=1
(𝑚̇𝑐𝑡,𝑜,𝑗 𝑇𝑐𝑡,𝑜,𝑗 ) + 𝑚̇𝑚𝑎𝑘𝑒−𝑢𝑝 𝑇𝑚𝑎𝑖𝑛𝑠 ) 2𝑚
∆𝑡
(𝑘)
1 + 2𝑚 𝑚̇𝑐𝑤
𝑐𝑤

𝑐𝑤

(3.33)

where t is the time step duration, and Fcw is a term that carries information from the previous
time step, given by
(𝑘−1) (𝑘−1)
(𝑘−1)
(𝑘−1)
(𝑘−1) (𝑘−1)
𝑁𝑐𝑡
𝐹𝑐𝑤 = ∑𝑗=1
(𝑚̇𝑐𝑡,𝑜,𝑗 𝑇𝑐𝑡,𝑜,𝑗 ) + 𝑚̇𝑚𝑎𝑘𝑒−𝑢𝑝 𝑇𝑚𝑎𝑖𝑛𝑠 − 𝑚̇𝑐𝑤 𝑇𝑐𝑤𝑠

(3.34)

Figure 3.14 shows performance curve obtained from the Northwest Plant model with the plant
current control strategy. The discontinuities in the plots correspond to points were a chiller, a
cooling tower cell or a pump are brought online. Every time a chiller is brought online, there is a
reduction in the operating chillers’ part-load ratio. Since these chillers are more efficient when the
compressors are fully loaded, this causes a reduction in chiller efficiency. Conversely, when a
tower cell is sequenced, the increment in tower air flow generally favors the overall plant
efficiency.

Figure 3.14. Northwest Chiller Plant performance curves
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3.4. Plant Model Validation
Historical data from the Northwest Plant sampled at 5 minute intervals including campus cooling
load and ambient conditions (dry-bulb and wet-bulb temperatures) during August 2016 was used
as input to simulate the performance of the cooling plant under the current control strategy and
validate the model. Figure 3.15 shows the variation of the plant cooling load, the measured power
consumption and the power consumption estimated with the model during a period of 48 hours
corresponding to August 1 and 2, 2016.

Figure 3.15. Load and power consumption of the Northwest Plant, August 1-2, 2016

A comparison of the daily energy consumption obtained from integration of power measurements
with the one obtained from the simulation during the whole month is presented in Figure 3.16. It
is observed that the model predictions are in good agreement with the actual plant performance.
The average deviation of the model results from the actual power measurements over the month
was 2.9%.
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Figure 3.16. Daily integrated load and electricity consumption of the Northwest Plant, August 2016

3.5. Chapter Summary
This chapter described the process to develop a mathematical model of an existing central cooling
system. In this context, each plant device (i.e. chillers, cooling towers, pumps and condenser water
distribution system) was represented as a separate set of mathematical relationships with its own
parameters, input and output variables. The parameters of each component model were determined
from fitting of performance data supplied by the equipment’s manufacturer, or obtained from onsite measurements. Therein, the component models were integrated to represent the physical plant
using MATLAB, but other programming environment might be used as well. The procedure to
model the plant performance involved the incorporation of heuristic control rules and an iterative
solution of the equations that describe each component behavior. The model was validated using
on-site measurements sampled at 5 minute intervals for a month, and showed good agreement with
performance data. The model can be used to test different plant control strategies including multiagent distributed control.
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CHAPTER 4. MULTI-AGENT APPROACH

The starting point for this work is a multi-agent simulation approach originally developed by Cai
et al. (2015) for supervisory optimization of distributed air-conditioning systems that serve multizone buildings. The approach consists of a multi-agent framework and algorithms to solve the
control problem in a distributed manner. In this setting, if each hardware component were shipped
with an integrated component agent representing its behavior from the manufacturer, a field
engineer would only need to specify the types of agents and the connections between them and the
framework would generate the optimization-based control algorithm automatically. This would
reduce the site-specific engineering and make the proposed alternative a more economic and easier
to implement solution than the more conventional centralized control schemes.
Two consensus-based distributed algorithms are included in the original framework: a subgradient
method and the alternating direction method of multipliers (ADMM).

Among these two

algorithms, the ADMM requires much weaker assumptions to guarantee convergence and is more
robust. It was, therefore, the distributed optimization method considered in this work. Although
consensus-based optimization algorithms are typically much more efficient than other distributed
optimization schemes, they only act as local optimizers and are not suitable for handling systems
with discrete control variables, such as the multiple operating modes of a large cooling plant. A
genetic algorithm (GA) was developed and incorporated in the framework to provide an alternative
for finding the global optimal operating point of a system in the presence of non-convex functions
and discontinuous design spaces. GAs, nonetheless, were originally conceived for unconstrained
optimization and their performance is not always satisfactory in the presence of non-linear equality
constraints. A variant of this approach, introduced in this work to improve the effectiveness of the
GA in such cases, is the combination of the GA with a quasi-Newton method that handles nonlinear equality constraints separately. This chapter is dedicated to the description of the multiagent framework and the aforementioned optimization algorithms.
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4.1. Multi-Agent Framework
This section presents a brief description of the multi-agent framework. More details can be found
in Cai et al. (2015).

The multi-agent control framework was developed using the MATLAB

object-oriented programming toolkit as a simulation prototype that can be replicated in other
programming environments to support hardware implementation. The framework defines a
general component agent structure as well as the flow connections between agents.
A general component agent is written as a super class from which each component class can inherit
the basic agent structure. The properties of the agent class consist of a collection of cost functions,
and linear and non-linear equality and inequality constraints that characterize the behavior of a
specific hardware component. The cost function could be power consumption that needs to be
minimized or some other performance metrics. As the distributed algorithm will minimize the sum
of the cost functions, the quantities represented by different cost functions should be additive.
Another important property of each component agent is the agent’s group number. This parameter
is used in the setup of the distributed optimization-based controllers: all the component agents with
the same group number will be assigned to one local optimizer controller. The grouping might
depend on physical distances among the devices, function, network structure or other criteria. A
centralized controller will be synthesized if all the component agents are assigned the same group
number.
In this setting, the procedure to create a multi-agent control system is straight forward: assuming
that all the component agents are available, one can simply drag and drop them in a project canvas
and then specify the inter-agent connections, which are stream variables, as illustrated in Figure
4.1. Once the component agents and their connections are defined, the framework will
automatically compile the code and compose the optimization problem according to the specified
configuration.
The compilation process consists of several steps such as extraction of the cost functions of the
different agents to construct the total cost function and the elimination of redundant equality
constraints to reduce the dimension of the problem. These steps will be carried out for each group
of components. Then, for each group i the composed optimization problem takes the form:
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𝑚𝑖𝑛𝑋𝑖 𝑓𝑖 (𝑋𝑖 )
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

𝑖 = 1, … , 𝑁

𝐴𝑖 𝑋𝑖 ≤ 𝐵𝑖
𝐴𝑒𝑞,𝑖 𝑋𝑖 = 𝐵𝑒𝑞,𝑖

(4.1)

𝑔𝑖 (𝑋𝑖 ) ≤ 0
ℎ𝑖 (𝑋𝑖 ) = 0
In the above expression Xi is a vector of the local variables of sub-problem i, and N is the number
of subproblems. The problem can be expressed in a more compact form as:
𝑚𝑖𝑛𝑋𝑖 𝑓𝑖 (𝑋𝑖 )
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

𝑖 = 1, … , 𝑁

(4.2)

𝑋𝑖 ∈ 𝑪𝑖

where Ci is the feasible region of the local variables Xi.

Figure 4.1. Procedure to set-up a multi-agent system

Adapted from Cai et al. (2015)
To complete the process of composing the distributed problem, consensus constraints need to be
specified. These constraints enforce the local copies of the same variable to match between
different agents. Taking the system in Figure 4.1 as an example, the water flow leaving the
condenser pump is the same entering the chiller’s condenser. If these two devices are assigned
different group numbers, there will be two local variables corresponding to the same water flow
properties. The minimization of the variable-speed pump power will favor lower condenser water
flow while the minimization of the chiller power will be benefited by higher condenser water flow.
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So the minimization of power consumption of each group will drive two local variables
representing the same physical quantity in opposite directions. Therefore, consensus constraints
of the form expressed in Equation 4.3 are necessary to force these local variables to converge to
the same value.

Xi = FiZ

i = 1, …, N

(4.3)

where Z is a vector that contains the global variables of the problem and Fi is a matrix that picks
out the variables of Z that correspond to Xi.

4.2. Multi-Agent Optimization Algorithms
4.2.1. Distributed Optimization: Alternating Direction Method of Multipliers
The ADMM is an augmented Lagrangian method for solving distributed consensus problems that
was introduced in the 1970s. A description of the method can be found in Summers and Lygeros
(2012). The method was adapted to solve problems of the form:
𝑁

𝑚𝑖𝑛𝑋𝑖 ∑ 𝑓𝑖 (𝑋𝑖 )
𝑖=1

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜

𝑋𝑖 ∈ 𝑪𝑖

(4.4)

𝑋𝑖 − 𝐹𝑖 𝑍 = 0
The augmented Lagrangian for these kind of problems is given by:
𝜎

𝑇
𝑁
2
𝐿 = ∑𝑁
𝑖=1 (𝑓𝑖 (𝑋𝑖 ) + 𝑌𝑖 ( 𝑋𝑖 − 𝐹𝑖 𝑍) + 2 ‖𝑋𝑖 − 𝐹𝑖 𝑍‖2 ) = ∑𝑖=1 𝐿𝑖 (𝑋𝑖 , 𝑍, 𝑌𝑖 )

(4.5)

where Yi are vectors of the Lagrange multipliers and  is a penalty parameter. The ADMM
algorithm consists of the iterations
𝑋𝑖𝑘+1 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑋𝑖 𝐿𝑖 (𝑋𝑖𝑘 , 𝑍 𝑘 , 𝑌𝑖𝑘 ) 𝑠. 𝑡.

𝑋𝑖 ∈ 𝑪𝑖

𝑍 𝑘+1 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑍 𝐿𝑖 (𝑋𝑖𝑘+1 , 𝑍 𝑘 , 𝑌𝑖𝑘 )
𝑌𝑖𝑘+1 = 𝑌𝑖𝑘 + 𝜎(𝑋𝑖𝑘+1 − 𝐹𝑖 𝑍 𝑘+1 )

(4.6)
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The method alternatively minimizes X and Z, which allows the Xi minimizations to be done in
parallel. In this particular form of the problem, the minimization of each variable of the vector Z
reduces to an averaging of the equivalent local variables and Lagrange multipliers as expressed in
Equation 4.7.
(𝑍 𝑘+1 )

𝑗

=

1

∑𝑁 ((𝑋𝑖𝑘+1 )
𝑗
𝑁𝑗 𝑖=1

+

(𝑌𝑖𝑘 )
𝜎

𝑗

)

(4.7)

With this distributed formulation, the original optimization problem is fragmented into several
sub-problems with reduced dimensions and less constraints, which can be solved in parallel. The
difficulty of solving each sub-problem is much lower than solving the original large problem.
However, since some global variables have multiple copies of local variables, the total number of
design variables is larger with a distributed formulation. A hardware implementation of this
distributed decision making process is shown in Figure 4.2.

Figure 4.2. Hardware implementation of the multi-agent controller with ADMM

The bottom layer in Figure 4.2 corresponds to the sensing network that collects the required
operating conditions. Above the sensing layer is a component agent layer that includes the agents
representing the behavior of all devices. The component agents could be implemented by
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equipment manufacturers or could be identified on the fly from collected data. On top of the
component agent layer, there is an optimizer agent layer, which is responsible for solving each
sub-problem. Each optimizer agent calls the related component agents iteratively to optimize its
corresponding cost function independently and in parallel with the other optimization agents. The
consensus requirements among the local variables are enforced by a coordination layer that collects
the local copies of all the variables, updates the dual variables accordingly and feeds them back to
the optimizer agents to let them re-optimize with respect to the updated information. The iteration
process continues until the termination criteria are met.
Two termination criteria are used in this setting: the Euclidean norm of the primal residual
(Equation 4.8), which corresponds to violations of the consensus constraints, and the Euclidean
norm of the dual residual that represents the difference in the values assigned to the global variables
in the current and the previous iterations (Equation 4.9). The algorithm stops when both criteria
are below a specified threshold .
2

𝜀1𝑘 = ‖𝑿𝒌 − 𝑭𝑍 𝑘 ‖2

(4.8)

𝜀2𝑘 = ‖𝑍 𝑘 − 𝑍 𝑘−1 ‖22

(4.9)

In Equation 4.8, X is a stack of all the local variables Xi and F is a stack of the matrices Fi.
4.2.2. Genetic Algorithm
GAs, introduced by Holland (1975), are stochastic methods based on the principles of genetics and
natural selection. The elements of natural genetics (reproduction, crossover and mutation) are the
basics of this approach. A generic GA starts with a population of Np candidate solutions randomly
generated from the search space. An objective function is used to quantify the fitness of each
individual and genetic operators of selection, crossover and mutation are applied to produce a new
generation of individuals. The process of populating new generations continues until certain
convergence criteria are satisfied. Some algorithms include an elitist operator to assure that the
solution keeps monotonically improving from one generation to the next. The algorithms for the
genetic operators depend on the encoding method and the application. This section describes the
characteristics of a GA that was conceived for optimization in the context of the multi-agent
framework, although it can be utilized to solve other kind of problems as well.
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1. Problem statement. The algorithm can solve problems of the general form:
𝑚𝑖𝑛𝑋 𝑓(𝑋)
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝐴𝑋 ≤ 𝐵
𝑔𝑖 (𝑋) ≤ 0 𝑖 = 1,2, … , 𝑛𝑖𝑒𝑞
ℎ𝑖 (𝑋) = 0

(4.10)

𝑖 = 1,2, … , 𝑛𝑒𝑞

𝐿𝐵 ≤ 𝑋 ≤ 𝑈𝐵
2.

Encoding. Although the genetic algorithms were originally formulated for binary code, in
many engineering applications real encoding is preferred (Gaffney, 2010). Given that the
problem at hand deals with continuous optimization variables and the search space is bounded
by linear constraints, real coding was chosen. Real coding facilitates the creation of genetic
operators that generate individuals that satisfy both bounds and linear constraints. In this
setting, each individual of the population consists of a vector of the design variables which is
a possible solution of the problem.

3.

Generation of uniformly distributed initial population. Most genetic algorithms use a random
generator to obtain the initial population. This method often leads to an uneven distribution of
the initial solution and lower search efficiency. Another approach, based on methods to
improve real coded GAs presented by Zhu et al. (2014), is adopted in this algorithm. The
method consists in generating the initial population as a uniform array of points that covers
the search space delimited by bounds and linear constraints, so every individual represents a
feasible solution from the stand point of linear and boundary constraints. The number of
individuals of this initial population is a multiple (population factor) of the selected population
size (Np). Special care must be taken in selecting the population factor. If it is too large, the
initial population will be relatively concentrated causing premature convergence. On the other
hand, if is too small, the initial population distribution will be too scattered resulting in lower
convergence efficiency. After generating the initial population, the individuals are sorted by
their fitness and the Np fittest individuals are selected to constitute the first generation.

4.

Fitness function. The fitness function combines the objective function to be minimized f(X)
and non-linear constraints, as shown in Equation 4.11.
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𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝑋) =

1
1 + 𝑓(𝑋) +

2
𝑛𝑖𝑒𝑞
𝑟𝑝 ∑𝑖=1
(𝑚𝑎𝑥(𝑔𝑖 (𝑋), 0))

𝑛

𝑒𝑞
(ℎ𝑖 (𝑋))2
+ 𝑟𝑝 ∑𝑖=1

(4.11)

where rp is a penalty parameter that starts with an initial value rp0 (initial penalty) and each
new iteration is multiplied by a penalty factor, so it monotonically increases until a specified
limit (maximum penalty) is reached, as shown in Equation 4.12.
𝑟𝑝𝑘 = 𝑚𝑖𝑛(𝛾. 𝑟𝑝𝑘−1 , 𝑟𝑝𝑚𝑎𝑥 )

(4.12)

where k indicates the iteration number,  is the penalty factor (a real number greater than one)
and rpmax is the maximum penalty.
5.

Selection. The selection operator generates a mating pool by probabilistically selecting good
individuals from the current population according to fitness.

This algorithm utilizes a

selection roulette to pick the above-average individuals. The roulette is a common procedure
in which each individual is selected with a probability proportional to its fitness value.
6.

Crossover. The fraction of individuals of the population that will be generated by crossover
is determined as a linear function of the diversity level (DL). The DL, defined as the ratio
between the best fitness and the average fitness of a population, is a criterion to select the
crossover fraction (Gosselin et al, 2009). A low DL indicates that the individuals of the
population are quite similar and the cross-over operator will not effectively generate different
solutions; in these conditions, it is better to have more individuals generated by mutations (i.e.
a low crossover fraction) to assure that the algorithm does not get stuck. Conversely, a high
DL indicates that the individuals are well dispersed and the optimization process can benefit
from a high crossover fraction. Once the crossover fraction is computed, each new child is
generated as the weighted arithmetic mean of its parents. This technique assures that each
new child is feasible from the stand point of boundary and linear constraints (provided that
the design space is convex) and it is biased towards the fittest parents. The remainder of the
population is obtained by mutation.

7.

Mutation. The mutation operator is critical to assure that the algorithm does not get stuck in
a non-optimal point. If all the individuals of the population are similar, then crossover will
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not provide any different solution through iterations. The mutation function of this algorithm
generates a new child in three steps: 1) a feasible direction is found; 2) a mutation length is
calculated based on the maximum standard deviation of each entry of the population; 3) the
new individual is checked for satisfaction of bounds and linear constraints and the mutation
length is adjusted if necessary.
8.

Elitism. Most genetic algorithms involve elitist strategies. The simplest and, perhaps, most
common strategy consists in selecting a fixed number of the fittest individuals of each
generation and carrying them over to the next generation. Another technique is to include the
parent and offspring populations in the same mating pool in such a way that the mating
population can never be weaker than the previous one (Gosselin, 2009). This algorithm adopts
a method based on the work presented by Zhu et al. (2014). The elitist strategy combines all
the individuals from the previous generation and the new population and sorts them by their
fitness from best to worst. Then, the Np fittest individuals are selected to constitute the new
generation. This strategy is intended to prevent high-fit individuals of the previous generation
from being damaged by crossover or mutation procedures and greatly reduces the survival
rate of low-fit individuals, improving search speed of the algorithm.

9.

Convergence criteria.

The algorithm populates successive generations until either the

convergence criteria are satisfied or a specified maximum number of generations is exceeded.
In this case, the convergence criteria are: (1) the maximum violation of the constraints by the
fittest individual is less than a specified tolerance and (2) the number of generations without
improvement in the best individual’s objective function beyond a certain tolerance reaches a
specified number (stall limit).
10. Restarting procedure. The elitist strategy adopted in this GA may drive the algorithm to
premature convergence in some cases. One technique that helps to address this difficulty by
preserving diversity is that, once a certain small value of the standard deviation of each entry
of the vectors is reached, the algorithm is restarted with a new population in which only the
best individual of the previous generation is inserted. Every time the algorithm is restarted,
the boundaries are also moved to reduce the search region around the best individual of the

52
previous generation. This strategy is also intended to keep a smaller population size than the
standard GAs when working with high dimensional problems.
11. Genetic Algorithm Tuning. The choice of suitable values for the multiple parameters of a GA
has a great influence on both the probability of finding the global optimal point and the speed
of convergence. The parameters of the GA in question and its default values are listed in
Table 4.1. These parameters can be tuned for solving a specific problem by conducting a
factorial experiment. A simplified case study of a central cooling system illustrating the
procedure of tuning the algorithm is presented in Appendix A.
Table 4.1. Parameters of genetic algorithm developed for multi-agent framework
Parameter
Popsize
Inicpopfactor

Default
value
20
3

FitnessScale
Crossoverfraction

0
-1

Minmutlength
Initialpenalty
Penaltyfactor
Maximumpenalty
Restarts
Tolsdevrestart

0.1
100
2
1e4
0
0.01

Genmax
Tolfun

200
1e-5

StallLimit
Tolsdev
Tolcon

10
1e-5
1e-5

Description
Number of individuals of the population
Positive integer. The size of the first population generated is:
Popsize*Inicpopfactor
0. No scale, 1. Rank
Fraction of new population created by crossover.
If value = -1 the fraction is calculated each generation based on
the diversity level
Minimum mutation length
Initial penalty for non-linear constraints
Penalty factor for non-linear constraints
Maximum value of penalty parameter
Number of restarts
Minimum standard deviation of the population for restarting the
algorithm
Maximum number of generations
Positive scalar. Algorithm runs until the change in the best
individual objective function is less than Tolfun for StallLimit
consecutive generations
Positive integer
Maximum allowable standard deviation of the population
Maximum admissible constraint violation

The GA is intended to be compatible with the multi-agent framework topology. In this context,
the objective function f is the sum of the power consumed by all the devices of the system (or any
other metrics that may be optimized) as given by
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𝑓 = ∑𝑁
𝑖=1 𝑓𝑖 (𝑋𝑖 )

(4.13)

where Xi is a vector of the local variables of the ith group of components assigned to an optimizer
agent and N is the number of groups.
The optimization problem is solved in a centralized manner by a coordinator agent. However, the
computation of the objective function and non-linear constraints is distributed and executed in
parallel by the different optimizer agents1. The algorithm can be summarized as follows:
1. The coordinator agent generates an array Z of Np candidate solutions (a population). Each row
Zj of Z is a vector of possible values of the global variables (an individual).
2. In the fitness evaluation module, the coordinator passes this population on to the different
optimizer agents, i.e. it assigns each optimizer agent i an array Xi of Np vectors which contains
only the variables of Z that concern the agent. Each array Xi is computed as:
𝑿𝑇𝒊 = F𝑖 𝐙𝑇

(4.14)

3. Each optimizer agent calculates its cost function fi(Xi) and constraints gi(Xi), hi(Xi).
4. The coordinator gathers the cost functions and constraints from the different optimizer agents
and computes a fitness vector according to Equation 4.11.
5. The coordinator verifies the termination criteria. If these criteria are satisfied, then it exits the
algorithm. Otherwise, it goes to step 6.
6. The coordinator performs operations of selection, crossover, mutation and elitism over the
population Z to populate a new generation. Then, it goes to step 2.
A hardware implementation of this process is shown in Figure 4.3.

1

The term “optimizer agents” is used here to maintain the same terminology adopted in the context of distributed
optimization to designate a local controller. However, when the GA is active, these agents do not perform any
optimization task. They just evaluate their objective function and constraints.
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Figure 4.3. Hardware implementation of the multi-agent controller with GA

4.2.3. Genetic Algorithm Combined with a Quasi-Newton Method
For problems that have non-linear equality constraints but do not include non-linear inequality
constraints, the ability of the GA to find the global optimal point can be improved by using the
algorithm in conjunction with a quasi-Newton Method such as Broyden’s method (1967). In this
way, the equality constraints are handled by the quasi-Newton method while the GA carries out
the unconstrained minimization of the objective function. In the context of the multi-agent
framework, the procedure can be described as follows:
1. The coordinator agent generates an array Z of Np candidate solutions (a population). Each row
Zj of Z is a vector of possible values of independent (control) global variables (an individual).
Notice that normally Z includes both independent and dependent variables. When combined
with Broyden’s method, however, Z is limited to the independent variables because the value
of the dependent variables corresponding to each individual are determined by the quasiNewton method, once the non-linear constraints are satisfied.
2. The non-linear equality constraints are handled inside the fitness module. There, for each
individual Zj, the coordinator agent generates a set of guess values of the dependent variables.
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These variables are appended to Zj to create an extended vector 𝑍̂𝑗 . This vector is passed on to
a quasi-newton algorithm.
3. The quasi-newton algorithm generates the vectors Xj,i with the variables of 𝑍̂𝑗 that correspond
to each optimizer agent i, according to Equation 4.14. Then, it calls the optimizer agents to
compute the non-linear equality constraints, and estimates a new value of the dependent
variables of 𝑍̂𝑗 . The procedure continues until a termination condition is satisfied. Then, the
fitness function of the jth individual is evaluated as
𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝑍̂𝑗 ) =

1
1 + ∑𝑁
𝑖=1 𝑓𝑖 (𝑋𝑗,𝑖 )

(4.15)

4. Once the fitness of each individual has been evaluated, the coordinator verifies the termination
criteria. If these criteria are satisfied, then it exits the algorithm. Otherwise, it goes to step 5.
5. The coordinator performs operations of selection, crossover, mutation and elitism over the
population Z to populate a new generation. Then, it goes to step 2.
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CHAPTER 5. MULTI-AGENT CONTROL WITH INTEGRATED
HEURISTICS FOR CENTRAL COOLING SYSTEMS WITHOUT
SIGNIFICANT STORAGE

This chapter presents the application of the previously described multi-agent approach to optimal
supervisory control of central cooling systems. Optimal supervisory control of a cooling plant
without significant storage involves determining the values of the control variables that minimize
the instantaneous costs of energy usage in response to uncontrolled variables (i.e. ambient drybulb and wet-bulb temperatures, and cooling load). For a cooling system consisting of several
chillers, pumps and cooling towers, the problem is complex due to the presence of both continuous
and discontinuous control variables. Discrete variables are the number of chillers, pumps and
cooling tower cells operating at any time, and continuous variables include chilled water supply
temperature set-point, chillers’ condenser water flow rate, and cooling tower fans speed.
This chapter starts with the description of generalized heuristic rules for sequencing and loading
plant equipment. These rules were integrated in the multi-agent framework in order to reduce the
number of control variables and, consequently, the computational effort required for optimal
control. Then, the Purdue Northwest Chiller Plant was utilized as the test facility to evaluate the
multi-agent approach with three different optimization algorithms: (1) distributed optimization
with the alternating direction method of multipliers (ADMM), (2) centralized, parallel
optimization with a genetic algorithm (GA), and (3) the GA combined with a quasi-newton method
to handle the non-linear equality constraints separately. The methods were tested for representative
operating conditions of the plant (i.e. cooling loads and ambient conditions), and the results
obtained were evaluated in terms of the effectiveness to reach the global optimum solution and
computational time.

The heuristic control strategy currently applied at the plant was also

implemented in the simulation testbed and used as a baseline to estimate energy savings.

5.1. Heuristic Rules for Sequencing and Loading Cooling Plant Equipment
This section presents a summary of rules for near-optimal sequencing and loading of plant
equipment: chillers, cooling towers and pumps. These rules are based on control strategies
presented in Chapter 42 of the ASHRAE Handbook: HVAC Applications (2011), and can be
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integrated into the multi-agent framework in order to reduce the number of control variables
required for optimal supervisory control to three: number of operating chillers, total condenser
water flow and total cooling tower air flow.
5.1.1. Chillers Sequencing and Loading
Chiller loading. Generally, chillers are controlled to provide identical chilled-water supply
temperatures. Then, individual chiller loading can only be controlled by adjusting individual
chilled water flow rates using continuously adjustable flow control valves. A simple, yet effective
strategy is to load chillers so that all of them work at equal part-load ratios (i.e. ratio of the current
load to the nominal load), which is equivalent to
𝑄̇𝑐ℎ,𝑖 =

𝑄̇𝑙𝑜𝑎𝑑
𝑄̇𝑐ℎ,𝑑,𝑖
∑𝑁𝑐ℎ 𝑄̇𝑐ℎ,𝑑,𝑖

(5.1)

𝑖=1

where 𝑄̇𝑐ℎ,𝑑,𝑖 is the ith chiller rated cooling capacity, and 𝑄̇𝑙𝑜𝑎𝑑 is the plant cooling load. For
plants with variable-speed condenser water pumps, the condenser water flow can be also controlled
using adjustable flow control valves and distributed in such a way that all the operating chillers
have equal relative condenser water flows (i.e. flow divided by the nominal flow). For chillers
with similar performance characteristics, this distribution results in approximately equal condenser
leaving-water temperatures and also minimum power consumption when the chillers are operating
at loads greater than the point at which their maximum COP occurs.
Chiller sequencing. For a plant with only electric chillers, the chillers should be brought online in
an order that minimizes the incremental increase in energy consumption. Therefore, when
additional chiller capacity is required, the plant projected power consumption for all valid chiller
combinations should be evaluated, with the projected load determined by Equation 5.1. The chiller
combination that results in the lower power consumption should be selected.
For chillers with similar cooling capacities, a simpler, although suboptimal, approach for
sequencing chillers is bringing the chiller with the highest peak COP first, followed by the second
most efficient chiller and so on. If two chillers have the same efficiency at rated conditions, then
the one with the best part-load characteristics should be activated first. Further, although some
chillers have favorable part-load characteristics, usually it is best to allow the operating chillers to
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reach their full cooling capacity before bringing additional chillers online. These criteria can be
used to make an ordered list for sequencing chillers.
Strategies should also be defined for bringing chillers online and taking them offline in response
to load changes. A simple approach that usually leads to near-optimal performance is bringing an
additional chiller online if all the operating chillers are working at full capacity or the chilled water
temperature has exceeded the set-point by a significant amount (e.g., 1°F). A chiller should be
taken offline if the cooling load is significantly less (e.g., 10%) than the value associated with the
first time interval after the last chiller was brought online. Additional rules might be applied to
avoid chiller cycling.
Rules for sequencing and loading chillers with significantly different performance characteristics,
or a combination of electric and gas-driven chillers were developed by Braun (2007b).
5.1.2. Cooling Tower Fans Sequencing
For cooling towers having multiple cells, the condenser water flow should be distributed among
the maximum possible number of tower cells without violating minimum flow requirements. In
this way, the tower heat transfer area is maximized. Once the number of operating cells is
determined, then a specified tower air flow set point can be converted to specific fan settings using
optimal sequencing rules. These rules aim to operate the maximum number of fans at the lowest
possible speeds, as follows:
 Variable-speed fans. Operate all active fans at the same relative fan speed (i.e. the ratio of the
current fan speed to the nominal speed).
 Multi-speed fans. Increase the speed of the fans operating at the lowest speed (including fans
that are off) first when adding tower capacity. Reverse for removing capacity.
 Variable/multi-speed fans. Operate all variable-speed fans at the same relative fan speed. Add
multi-speed fan capacity when the variable-speed fan speed matches the relative fan speed
associated with the next multi-speed fan increment to be added. When adding Multi-speed fan
capacity, increase first the speed of the lowest-speed fans. Reverse for removing capacity.

59
Given that the air flow through an individual tower cell is approximately linear with the fan speed,
the ratio of the cell airflow to its rated air flow is also equivalent to relative fan speed (fsp). Then
the total tower air flow is related to individual fan speeds by:
𝑁𝑐𝑡
𝐴𝑖𝑟𝑓𝑙𝑜𝑤 = ∑𝑖=1
(𝑓𝑠𝑝,𝑖 𝐴𝑖𝑟𝑓𝑙𝑜𝑤𝑐𝑡,𝑑,𝑖 )

(5.2)

where 𝐴𝑖𝑟𝑓𝑙𝑜𝑤𝑐𝑡,𝑑,𝑖 is the ith tower cell rated air flow.
The process for converting a tower airflow set-point into specific fan settings involves the
application of the fan sequencing rules and Equation 5.2, as follows:


Variable-speed fans. All active fans should work at the same relative speed, then Equation 5.2
can be solved for the fan speed set-point. If the set-point falls below the minimum allowable
speed, then the number of operating fans should be reduced by one and Equation 5.2 should
be used to recalculate the set-point. This process should be repeated as necessary until the
calculated set-point is above the minimum allowable.



Fans with discrete speed settings. For towers with discrete speed settings, the rules given
above and Equation 5.2 can be used to make a table relating total airflow to fan-speed settings
of the operating cells. The minimum tower airflow would be that associated with a single cell
operating at its minimum fan speed. The next increment of airflow would be associated with
two cells operating at their minimum speed and so on. Then, the set of fan settings from the
table that produces a total tower air flow closest to specified setting should be chosen. In
general, it is better to have greater rather than less of the desired airflow. So, for towers with
multi-speed fans, a good rule is to choose the discrete fan settings that correspond to a relative
airflow that is closest to, but not more than 10% less than the desired value.



Discrete and variable-speed fans. For towers with a combination of variable and multi-speed
fans, the sequencing rules given above can be used to construct a table for fan settings as a
function of tower airflow for the operating cells. Therefore, the first entry in the table should
be for all the discrete fans turned off. Thereafter, Equation 5.2 is used for each entry of the
table to determine the variable-speed fans speed that gives the required air-flow set-point.
Finally, the table entry with the variable-speed fans speed closest to, but less than the
maximum discrete fan setting is chosen.
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5.1.3. Condenser Water Pumps.
For plants with condenser water pumps that are not each dedicated to a given chiller, the pumps
should be brought online in an order that allows a continuous variation in flow rate and minimizes
the operating costs for the given conditions. For a combination of fixed-speed and variable-speed
pumps, at least one of the variable-speed pumps should be brought online before any fixed-speed
pump. These criteria can be used to make an ordered list for sequencing pumps. Rules should be
also defined for bringing pumps online and offline. An additional pump should be brought online
if more than one condenser flow control valve is saturated at 100% open. A pump should be
brought offline if all the flow valves are unsaturated below a certain limit (e.g., 95% or less open).
Additional rules might be applied to avoid pump cycling. For systems with variable-speed pumps,
all operating pumps should work at equal relative speeds.
Constraints on equipment operation such as bounds on individual chiller loads, chiller condenser
water flow, operating speeds for variable-speed fans and pumps, and condenser water supply
temperature should always be considered. If one of these constraints is violated then, the control
settings should be overridden in order to go back inside the allowable operating limits. For
example, if the condenser temperature falls below the low limit, then it will be necessary to reduce
either tower air flow or condenser water flow to go above this limit.

5.2. Heuristic-Integrated Multi-Agent Control
Figure 5.1 presents a simplified schematic of a central cooling plant showing the variables of
interest for optimal supervisory control. These are uncontrolled variables (input), independent
control variables (in red), and boundary conditions (underlined quantities). The boundary
conditions considered here are chilled water temperature set-point (Tev,o), and tower make-up water
temperature (Tmains) and flow rate (𝑚̇𝑚𝑎𝑘𝑒−𝑢𝑝 ). With the heuristic rules, the independent control
variables are reduced to total condenser water flow (𝑚̇𝑐𝑤 ), total cooling tower air flow (Airflow),
and number of operating chillers (Nch). It is worth noting that the number of chillers operating at
any time might be determined by simply allowing the chillers to reach their full cooling capacity
before bringing additional chillers online. This rule usually leads to near-optimal performance.
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Nonetheless, for the purposes of this study the number of chillers will also be treated as a control
variable.

Figure 5.1. Schematic of central cooling plant with variables of interest

In order to apply the multi-agent approach to find the set-points of the control variables that
minimize the cost of energy usage at any time, two types of agents were created and incorporated
in the simulation framework: component agents representing each device behavior and, on top of
them, a layer of “group controller agents” with embedded heuristic rules for sequencing and
loading plant equipment. Both agent types are defined below.
5.2.1. Component Agents
The definition of a general component agent was presented in Section 4.1 of this document. The
cost functions and constraints that define the component agents representing each plant device
were developed in Chapter 3, and are rewritten here, for convenience, in input-output form. These
functions contain parameters that can be determined from equipment performance data.


Chiller agent
Cost:

𝑃𝑜𝑤𝑒𝑟𝑐ℎ = 𝐶ℎ𝑖𝑙𝑙𝑒𝑟𝑃𝑜𝑤 (𝑄̇𝑐ℎ , 𝑇𝑒𝑣,𝑜 , 𝑇𝑐𝑜,𝑜 )

(5.3)

Constraint:

𝑇𝑐𝑜,𝑜 = 𝐶ℎ𝑖𝑙𝑙𝑒𝑟𝑇𝑐𝑜,𝑜 (𝑄̇𝑐ℎ , 𝑇𝑒𝑣,𝑜 , 𝑚̇𝑐𝑜 , 𝑇𝑐𝑜,𝑖 )

(5.4)

In the above expressions 𝑄̇𝑐ℎ is the chiller load, 𝑚̇𝑐𝑜 is condenser water flow, and 𝑇𝑐𝑜,𝑖 and
𝑇𝑐𝑜,𝑜 are the condenser water inlet and leaving temperatures, respectively.
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Cooling tower cell agent
Cost:

𝑃𝑜𝑤𝑒𝑟𝑐𝑡 = 𝐶𝑜𝑜𝑙𝑖𝑛𝑔𝑇𝑜𝑤𝑒𝑟𝑃𝑜𝑤 (𝑓𝑠𝑝 )

(5.5)

Constraints:

𝑚̇𝑐𝑡,𝑜 = 𝐶𝑜𝑜𝑙𝑖𝑛𝑔𝑇𝑜𝑤𝑒𝑟𝑚̇𝑐𝑡,𝑜 ( 𝑇𝑤𝑏 , 𝑇𝑑𝑏 , 𝑓𝑠𝑝 , 𝑚̇𝑐𝑡,𝑖 , 𝑇𝑐𝑡,𝑖 )

(5.6)

𝑇𝑐𝑡,𝑜 = 𝐶𝑜𝑜𝑙𝑖𝑛𝑔𝑇𝑜𝑤𝑒𝑟 𝑇𝑐𝑡,𝑜 (𝑇𝑤𝑏 , 𝑇𝑑𝑏 , 𝑓𝑠𝑝 , 𝑚̇𝑐𝑡,𝑖 , 𝑇𝑐𝑡,𝑖 )

(5.7)

where 𝑝𝑎𝑡 is atmospheric pressure, 𝑓𝑠𝑝 is relative fan speed, 𝑚̇𝑐𝑡,𝑖 and 𝑇𝑐𝑡,𝑖 are the flow rate
and temperature of water entering the tower cell, and 𝑚̇𝑐𝑡,𝑜 and 𝑇𝑐𝑡,𝑜 are the flow rate and
temperature of leaving water.


Condenser water reservoir agent (Cold well). This agent only has a constraint. Assuming that
the make-up water flow is controlled to maintain the volume of water stored in the cold well
constant, the constraint is expressed as:
Constraint:

𝑇𝑐𝑤𝑠 = 𝐶𝑜𝑙𝑑𝑤𝑒𝑙𝑙(𝒎̇𝑐𝑡,𝑖 , 𝒎̇𝑐𝑡,𝑜 , 𝑻𝑐𝑡,𝑜 , 𝑇𝑚𝑎𝑖𝑛𝑠 )

(5.8)

where 𝒎̇𝑐𝑡,𝑖 is an array of the water flow rate entering each tower cell, and 𝒎̇𝑐𝑡,𝑜 and Ttc,o are
arrays of flow rate and temperature of water leaving each tower cell.
Variable-speed pump agent
Cost:

𝑃𝑜𝑤𝑒𝑟𝑣𝑠𝑝 = 𝑣𝑠𝑃𝑢𝑚𝑝𝑃𝑜𝑤 (𝐻𝑒𝑎𝑑, 𝑚̇𝑐𝑤𝑝 )

Constraint:

𝑚̇𝑐𝑤𝑝 = 𝑣𝑠𝑃𝑢𝑚𝑝𝐹𝑙𝑜𝑤 (𝐻𝑒𝑎𝑑, 𝑟𝑠𝑝 )

(5.9)
(5.10)

where Head is the system head, 𝑚̇𝑐𝑤𝑝 is the pump flow rate, and 𝑟𝑠𝑝 is pump speed relative to
its rated speed.
Assuming that all the component agents are available, they can be replicated and interconnected
in the multi-agent framework using flow variables (i.e. flow rates and temperatures) to represent
any physical cooling plant. Therein, the multi-agent framework will automatically group them
according to their function. Three groups of component agents have been defined for this
application as shown by the dashed rectangles in Figure 5.1: chillers, condenser water pumps, and
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cooling towers (including the condenser water reservoir). Two dependent control variables appear
as a result of this distribution: the condenser water supply and return temperatures (𝑇𝑐𝑤𝑠 and 𝑇𝑐𝑤𝑟 ).
Since the agent groups are predefined for this application, the agent group number property will
no longer be available to the user. Instead, a field engineer would need to specify another important
property defined for this application: the sequencing order for each component inside the group.
Therefore, prior to implementing the multi-agent framework, optimal sequences for chillers,
cooling tower cells and condenser water pumps need to be defined according to the rules presented
in Section 5.1.
5.2.2. Group Controller Agents
A schematic of a group controller agent and its corresponding component agents is shown in Figure
5.2. In this illustration, W is a vector of uncontrolled variables (i.e. cooling load and ambient
conditions) supplied by a sensing layer, 𝑈𝑖𝑛 is a vector of local control variables supplied by the
optimizer agent, 𝑈𝑜𝑢𝑡 is an array of data (cost function and variables) that the controller returns to
the optimizer and, for the jth component agent, 𝑢𝑖𝑛,𝑗 is an array of data supplied by the group
controller, whereas 𝑢𝑜𝑢𝑡,𝑗 contains the cost function and variables returned by the component.

Figure 5.2. Schematic of a group controller agent
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Each group controller agent should be able to identify the characteristics of its component agents
and the way they are connected to other plant devices in order to apply the appropriate heuristic
rules for sequencing and loading them. For example, the condenser water pump group controller
should identify whether a pump is single or variable-speed, and whether it is dedicated to a single
chiller or several chillers. The controller agents defined for this application are described below.
5.2.2.1.

Chiller Group Controller

Given the total cooling load (𝑄̇𝑙𝑜𝑎𝑑 ) and the local control variables
𝑈𝑖𝑛,𝑐ℎ = [𝑁𝑐ℎ , 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑠 ]

(5.11)

The group controller applies heuristic rules to define the load and condenser water flow that should
be assigned to each operating chiller. Then, the input and output arrays corresponding to the jth
chiller component agent are given by:
𝑢𝑖𝑛,𝑐ℎ,𝑗 = [𝑄̇𝑐ℎ,𝑗 , 𝑇𝑒𝑣,𝑜 , 𝑚̇𝑐𝑜,𝑗 , 𝑇𝑐𝑜,𝑖,𝑗 ]
𝑢𝑜𝑢𝑡,𝑐ℎ,𝑗 = [𝑃𝑜𝑤𝑒𝑟𝑐ℎ,𝑗 , 𝑇𝑐𝑜,𝑜,𝑗 ]

(5.12)
(5.13)

where 𝑇𝑐𝑜,𝑖,𝑗 = 𝑇𝑐𝑤𝑠
Therein, the controller gathers the information from all the active chiller agents to give
𝑈𝑜𝑢𝑡,𝑐ℎ = [𝑓𝑐ℎ , 𝑇𝑐𝑤𝑟 ]

(5.14)

If all chillers are electric driven, minimizing cost is equivalent to minimizing power consumption,
then the cost function of the controller is simply the sum of the chillers power usage. The condenser
water return temperature ( 𝑇𝑐𝑤𝑟 ) is the mass-flow-weighted average of the active chillers condenser
leaving temperatures:
𝑇𝑐𝑤𝑟

∑𝑁𝑐ℎ
𝑗=1 𝑚̇𝑐𝑜,𝑗 𝑇𝑐𝑜,𝑜,𝑗
=
𝑚̇𝑐𝑤

(5.15)

This expression can be written in input-output form as:
𝑇𝑐𝑤𝑟 = 𝐶ℎ𝑖𝑙𝑙𝑒𝑟𝑠𝑇𝑐𝑤𝑟 (𝑄̇𝑙𝑜𝑎𝑑 , 𝑇𝑒𝑣,𝑜 , 𝑁𝑐ℎ , 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑠 )

(5.16)
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5.2.2.2.

Cooling Tower Group Controller

Given the local control variables:
𝑈𝑖𝑛,𝑐𝑡 = [𝐴𝑖𝑟𝑓𝑙𝑜𝑤, 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑟 ]

(5.17)

The tower controller applies heuristic rules to determine the condenser water flow and fan speed
that corresponds to each cooling tower cell agent.

Then, the input and output vectors

corresponding to the jth tower cell agent are given by:
𝑢𝑖𝑛,𝑐𝑡,𝑗 = [𝑓𝑠𝑝 , 𝑚̇𝑐𝑡,𝑖,𝑗 , 𝑇𝑐𝑡,𝑖,𝑗 ]
𝑢𝑜𝑢𝑡,𝑐𝑡,𝑗 = [𝑃𝑜𝑤𝑒𝑟𝑐𝑡,𝑗 , 𝑚̇𝑐𝑡,𝑜,𝑗 , 𝑇𝑐𝑡,𝑜,𝑗 ]

(5.18)
(5.19)

where 𝑇𝑐𝑡,𝑖,𝑗 = 𝑇𝑐𝑤𝑟
The cooling tower group controller also includes the condenser water reservoir. Then, after
collecting each tower cell agent data it computes the condenser water supply temperature
according to Equation 5.8. This equation can be rewritten more conveniently in terms of the local
control variables as:
𝑇𝑐𝑤𝑠 = 𝑇𝑜𝑤𝑒𝑟𝑠&𝐶𝑜𝑙𝑑𝑤𝑒𝑙𝑙 𝑇𝑐𝑤𝑠 (𝑇𝑤𝑏, 𝑇𝑑𝑏 , 𝑇𝑚𝑎𝑖𝑛𝑠 , 𝐴𝑖𝑟𝑓𝑙𝑜𝑤, 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑟 )

(5.20)

The group controller output is then given by:
𝑈𝑜𝑢𝑡,𝑐𝑡 = [𝑓𝑐𝑡 , 𝑇𝑐𝑤𝑠 ]

(5.21)

where the cooling towers cost 𝑓𝑐𝑡 is simply the sum of the operating fans power usage.
5.2.2.3.

Condenser Water Pump Group Controller

Given the local control variables:
𝑈𝑖𝑛,𝑐𝑤𝑝 = [𝑁𝑐ℎ , 𝑚̇𝑐𝑤 ]

(5.22)

The pump controller agent contains a model of the condenser water distribution system to
determine the system head loss as a function of the flow rates across the chillers and tower cells
(𝒎̇𝑐𝑜 , 𝒎̇𝑐𝑡,𝑖 ):
𝐻𝑒𝑎𝑑 = 𝐶𝑊𝐿𝑜𝑜𝑝( 𝒎̇ 𝑐𝑜 , 𝒎̇ 𝑐𝑡,𝑖 )

(5.23)
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It follows that the pump controller should also incorporate heuristic rules to distribute the total
condenser water flow among the chillers and tower cells. Then, the input and output vectors
corresponding to the jth condenser pump are given by:
𝑢𝑖𝑛,𝑐𝑤𝑝,𝑗 = [𝐻𝑒𝑎𝑑, 𝑟𝑠𝑝 ]

(5.24)

𝑢𝑜𝑢𝑡,𝑐𝑤𝑝,𝑗 = [𝑃𝑜𝑤𝑒𝑟𝑐𝑡,𝑗 , 𝑚̇𝑐𝑤𝑝,𝑗 ]

(5.25)

where 𝑚̇𝑐𝑤𝑝,𝑗 is the jth pump flow rate. Here all the operating pumps work at the same relative
speed (𝑟𝑠𝑝 ). The speed is determined so that the following constraint is satisfied:
𝑚̇𝑐𝑤 = ∑𝑁𝑐𝑤𝑝
𝑗=1 𝑚̇𝑐𝑤𝑝,𝑗

(5.26)

5.2.3. Optimization Problem Formulation
The distributed formulation of the problem that corresponds to the agent groups defined above is
synthetized by the framework as follows:
Subproblem 1:
𝑚𝑖𝑛[𝑚̇(1),𝑇 (1) ,𝑇(1) ] {𝑓𝑐ℎ }

(5.27)

𝑐𝑤 𝑐𝑤𝑠 𝑐𝑤𝑟

(1)

(1)

(1)

Subject to: 𝑇𝑐𝑤𝑟 = 𝐶ℎ𝑖𝑙𝑙𝑒𝑟𝑠𝑇𝑐𝑤𝑟 (𝑄̇𝑙𝑜𝑎𝑑 , 𝑇𝑒𝑣,𝑜 , 𝑁𝑐ℎ , 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑠 )
Subproblem 2:
𝑚𝑖𝑛[𝐴𝑖𝑟𝑓𝑙𝑜𝑤 (2),𝑚̇(2),𝑇(2) ] {𝑓𝑐𝑡 }

(5.28)

𝑐𝑤 𝑐𝑤𝑟

(2)

(2)

(2)

Subject to: 𝑇𝑐𝑤𝑠 = 𝑇𝑜𝑤𝑒𝑟𝑠&𝐶𝑜𝑙𝑑𝑤𝑒𝑙𝑙𝑇𝑐𝑤𝑠 (𝑇𝑤𝑏 , 𝑇𝑑𝑏 , 𝑇𝑚𝑎𝑖𝑛𝑠 , 𝐴𝑖𝑟𝑓𝑙𝑜𝑤 (2) , 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑟 )
Subproblem 3:
𝑚𝑖𝑛[𝑚̇(3)] {𝑓𝑐𝑤𝑝 }
𝑐𝑤

(5.29)

The global control variables are subject to the boundary constraints:
[𝑁𝑐ℎ , 𝐴𝑖𝑟𝑓𝑙𝑜𝑤, 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑠 , 𝑇𝑐𝑤𝑟 ]𝑇 ∈ 𝑭𝑹

(5.30)
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In the previous expression, FR is a hyper-rectangular feasible region that represents interval type
constraints for the design variables, and the underscored variables are boundary conditions that are
either measured directly via corresponding sensors or calculated based on available measurements.
The consensus constraints derived from this formulation are:
𝐴𝑖𝑟𝑓𝑙𝑜𝑤 = 𝐴𝑖𝑟𝑓𝑙𝑜𝑤 (2)
(1)

(2)

(3)

𝑚̇𝑐𝑤 = 𝑚̇𝑐𝑤 = 𝑚̇𝑐𝑤 = 𝑚̇𝑐𝑤
(1)

(2)

(1)

(2)

(5.31)

𝑇𝑐𝑤𝑠 = 𝑇𝑐𝑤𝑠 = 𝑇𝑐𝑤𝑠
𝑇𝑐𝑤𝑟 = 𝑇𝑐𝑤𝑟 = 𝑇𝑐𝑤𝑟
The problem posed in Equations 5.29 to 5.31 can be solved using any of the optimization
algorithms incorporated in the multi-agent simulation framework. However, distributed
optimization algorithms such as the alternating direction method of multipliers (ADMM) cannot
handle discrete variables directly. Consequently, when the ADMM is used, the optimal number of
chillers in operation (Nch) has to be given and the problem can be solved only for the continuous
control variables (𝐴𝑖𝑟𝑓𝑙𝑜𝑤, 𝑚̇𝑐𝑤 , 𝑇𝑐𝑤𝑠 and 𝑇𝑐𝑤𝑟 ). Genetic Algorithms (GA), on the other hand,
can handle a combination of continuous and discrete variables. The GA described in Section 4.2
is intended to be compatible with the multi-agent framework topology. In this context, the cost
function is the sum of the cost functions of each agent. The optimization problem is solved in a
centralized manner by a coordinator agent, while the computation of the objective function and
non-linear constraints is distributed and executed in parallel by the different “optimizer” agents.
No consensus constraints are needed. A schematic of the hardware implementation of this process
is shown in Figure 5.3.
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Figure 5.3. Implementation of heuristic-integrated multi-agent controller with GA

5.3. Approach Evaluation
The Purdue Northwest Chiller Plant, described in Chapter 3, was utilized as the test facility to
evaluate the heuristic-integrated multi-agent control approach. Eight conditions that are
representative of the actual operating conditions of the plant were selected. These conditions are
listed in Table 5.1 along with the corresponding current and “true” optimum operating points of
the plant. The current operating points were obtained from simulation of plant performance under
the Norwest Plant current control strategy described in Section 3.1, and were used as a baseline to
evaluate the energy savings attainable with optimal control. The ‘’true” optimum operating points
were obtained from performance maps of the plant, and were used as a benchmark to assess the
effectiveness of the different algorithms at minimizing plant power consumption. A performance
map was elaborated for each combination of the operating conditions listed in Table 5.1, and the
corresponding possible numbers of operating chillers. Heuristic rules for sequencing and loading
plant equipment were applied in order to reduce the number of independent control variables to
two: total condenser water flow, and total cooling tower air flow.

Table 5.1. Optimum operating point and power savings for representative operating conditions of the Northwest Plant
Operating conditions

NWCP current control strategy

Wet-bulb Dry-bulb1 Chillers
°F
°F

"True" optimum operating point

Power savings

Flow
gpm

RAF2

Power Chillers
kW

Flow
gpm

RAF

Power
kW

Savings
kW

Savings
%

1

6,000

0.272

1149.9

1

5,144

0.212

1084.1

65.7

5.72

59.72

2

12,000

0.542

2390.8

2

9,481

0.385

2214.2

176.6

7.39

50

59.72

3

18,000

0.762

3559.9

3

16,215

0.570

3367.8

192.0

5.39

6000

60

71.89

3

18,000

0.788

3903.4

3

16,332

0.589

3740.7

162.7

4.17

5

8000

60

71.89

3

24,000

1.000

5368.4

3

17,898

0.641

4930.5

437.9

8.16

6

10000

60

71.89

4

30,000

1.000

6722.8

4

22,223

0.774

6323.3

399.5

5.94

7

10000

70

84.05

4

29,500

1.000

7350.6

4

23,031

0.776

6984.0

366.6

4.99

8

12000

70

84.05

5

35,500

1.000

9016.5

5

25,250

0.850

8560.3

456.2

5.06

Test
Nr

Load
Ton

1

2000

50

59.72

2

4000

50

3

6000

4

1. Dry-bulb temperatures are based on an assumed relative humidity of 50%.
2. RAF = relative air flow or total cooling tower air flow divided by the flow that would be obtained if all tower fans were operating
at rated speed.
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The problem of minimizing the power consumption of the plant within the multi-agent framework
was solved using three optimization methods: (1) distributed optimization with the ADMM, (2)
centralized, parallel constrained optimization with a GA, and (3) GA combined with Broyden´s
method to handle the non-linear equality constraints. Ten runs were executed for each operating
condition and method to account for the variability of the results which is caused by either the
randomly generated initial guess used for the ADMM, or the stochastic nature of the GA. The
results obtained for each set of runs and method are summarized in Table 5.2 and include the
number of near-optimum solutions obtained, the average of the power savings expressed as
percentage of the power consumption with the NWCP current control strategy, and the root mean
square deviation (RMSD) of the power consumption from the “true” optimum value. Both the GA
alone and the GA combined with Broyden’s method were able to find near-optimal solutions for
all the trials. The effectiveness of the ADMM, on the other hand, was highly dependent on the
operating conditions considered and the number of near-optimal solutions in most cases was less
than 50%. A low number of near-optimum solutions corresponds to a high RMSD of power,
leading to negative average savings.
A comparison of the RMSD of power is shown in Figure 5.4. It can be seen that, for most of the
operating conditions, the RMSD of power corresponding to the results obtained with the GAs are
negligible compared with the ones obtained with the ADMM

Figure 5.4. RMSD of power obtained with different optimization methods from the “true” optimum value

Table 5.2. Optimization results comparison
Operating conditions
Test Cooling Wet
Nr
load
bulb
Ton
°F

Nearoptim.
soluc.1

ADMM
GA
Savings Power
Time Near- Avg.
Power
Avg. RMSE estimate optim. savings RMSE
%
%
s
soluc.1
%
%

Avg.
Time
s

Nearoptim.
soluc.1

GA & Broyden
Average Power
CPU
savings RMSE Time
%
%
s

1

2000

50

8

5.19

1.16

7.35

10

5.67

0.06

10.02

10

5.71

0.01

3.85

2

4000

50

0

1.49

11.95

40.25

10

7.33

0.07

31.12

10

7.39

0.00

11.69

3

6000

50

1

-1.55

11.24

65.47

10

5.35

0.05

38.68

10

5.38

0.01

16.48

4

6000

60

6

-3.70

12.56

55.66

10

4.15

0.03

33.08

10

4.16

0.00

14.07

5

8000

60

5

7.43

1.13

54.85

10

7.92

0.40

42.05

10

8.15

0.01

15.90

6

10000

60

10

5.94

0.00

45.02

10

5.92

0.03

38.31

10

5.94

0.00

12.88

7

10000

70

5

-7.38

18.42

43.60

10

4.98

0.01

40.35

10

4.99

0.00

14.95

8

12000

70

1

-12.33

19.60

13.31

10

5.04

0.02

27.36

10

5.06

0.00

10.09

1.Near-optimal solutions are defined here as those with less than 1% deviation from the “true” optimum power consumption.
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The low effectiveness of the ADMM method in determining near-optimum solutions is a
consequence of the non-convex shape of the cost function for this problem. The performance maps
depicted in Figures 5.5 to 5.7 illustrate this aspect. Each figure shows a surface and a contour plot
of the plant power consumption for a given operating condition as a function of two independent
variables (condenser water flow and relative cooling tower air flow - RAF). For each of these plots,
the number of operating chillers was fixed at its corresponding optimum value. The contour plots
show the location of the operating points corresponding to the 10 runs of each optimization method
compared with the “true” optimum point. These results include several discontinuities associated
with changes in the numbers of condenser pumps and cooling tower fans that occur with changing
flow requirements. The ADMM method converges either to a local minimum or the global
minimum depending on the goodness of the initial guess. The convergence of the GAs is not
affected by the shape of the cost function.
Another important aspect to assess the performance of the different optimization methods is the
computational time. An average of the computer processing time is also included in Table 5.2.
Given that the ADMM cannot handle discrete variables directly, the optimum number of active
chillers for each operating condition was specified as an input for this method. In a practical
situation, however, several runs of the algorithm for all feasible numbers of chillers would be
necessary to determine the optimum operating point of the plant. Considering this, the average
processing time for each operating condition with the ADMM method was estimated as the actual
average time multiplied by the possible number of chiller combinations. A comparison of the
average time for each method and condition of operation is provided in Figure 5.8. The GA
combined with Broyden´s method is the fastest algorithm with a global average time of 12.5s and
is also the most accurate. The results presented here were obtained in MATLAB V.2013 under
Windows 7 using a computer with an Intel 2.8 GHz Pentium i7 processor and 4.00 GB of RAM,
without taking the advantage of parallel computing that would be provided in a real setting with
several controllers.
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a)

b)
Figure 5.5. NWCP performance map for 2000 Ton, Wet-bulb = 50°F and 1 chiller: a) power
surface, b) power contour plots and optimization results
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a)

b)
Figure 5.6. Plant performance map for 4000 Ton, wet-bulb = 50°F and 2 chillers: a) power
surface, b) power contour plots and optimization results
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a)

b)
Figure 5.7. Plant performance map for 6000 Ton, wet-bulb = 60°F and 3 chillers: a) power
surface, b) power contour plots and optimization results
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Figure 5.8. Average computational time for different optimization methods

5.4. Chapter Summary
A general multi-agent approach described in Chapter 4 was applied to optimal supervisory control
of central cooling systems without significant storage. Besides the component agents representing
each device of the plant, generalized heuristic rules for sequencing and loading plant equipment
were integrated into the multi-agent simulation framework in order to reduce the number of control
variables and, consequently, the computational effort required for optimal control of such systems.
The Purdue Northwest Chiller Plant was utilized as the simulation testbed to evaluate the heuristicintegrated multi-agent approach with three different optimization methods: (1) distributed
optimization with the alternating direction method of multipliers (ADMM), (2) centralized,
parallel constrained optimization with a genetic algorithm (GA), and (3) centralized, parallel
unconstrained optimization with the GA combined with a quasi-newton method to handle nonlinear equality constraints. The methods were tested for different operating conditions of the plant,
and evaluated in terms of their effectiveness to reach the optimum solution and their computational
time. The results showed the difficulty in applying distributed optimization methods to find
optimum solutions for systems having non-convex cost functions and a mixture of continuous and
discrete (mode) variables. The GA, on the other hand, was able to find optimal solutions under all
the conditions considered. Further, the combination of the GA with a quasi-newton method to
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handle non-linear equality constraints that arise from the behavior of the physical component of
the plant increased the effectiveness and the convergence speed of the algorithm. Comparison of
the GA results with the NWCP control strategy implemented after a recent retrofit to reduce energy
consumption, shows that significant additional energy savings can be achieved through the
implementation of multi-agent optimum supervisory control with algorithms capable of handling
non-convex function and discrete variables.
Although the heuristic-integrated multi-agent framework approach could be potentially applied to
any kind of cooling plant, the component agents developed in this study are restricted to the kind
of equipment of the case study considered (The Purdue Northwest Chiller Plant): counter-flow and
cross-flow evaporative cooling towers, centrifugal chillers and centrifugal pumps. Other
component agents could be created and incorporated in the framework for other applications.
Additionally, the heuristic rules for sequencing and loading chillers were conceived for plants with
electrical chillers with quite similar operating conditions. More heuristics rules would need to be
incorporated in the framework to make the approach applicable to plants equipped with chillers
with significantly different performance characteristics, or for hybrid cooling plants (i.e. plants
with a combination of electric and gas-driven chillers).
A simplified control approach that might constitute an alternative to the multi-agent control
framework, especially for cases where obtaining the performance data necessary to evaluate the
parameters of component agents is difficult, is included in Appendix C. The near-optimal control
approach is applicable to hybrid cooling plants, and is based on an approximate solution to the
partial differential equations involved in minimizing the cost of energy consumed by the plant with
respect to the two control variables used in this study: cooling tower air flow and condenser water
flow. The parameters of the algorithm can be evaluated solely with design information for the
chillers and cooling towers, along with some measurements of total condenser water flow and
pump power consumption.
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CHAPTER 6. MULTI-AGENT CONTROL WITH INTEGRATED
HEURISTICS FOR CENTRAL COOLING SYSTEMS WITH THERMAL
ENERGY STORAGE

The most common forms of storage media used in centralized cooling systems are chilled water
and ice. Most of the work on TES control has been made for ice-storage, probably because this
storage media is much more compact than chilled-water storage (an ice storage requires one-fourth
or less the volume of a chilled-water storage of the same capacity). However, chilled water storage
systems have an important advantage over ice storage: since the chilled water supply temperature
is basically the same regardless of whether the system is working in charging or discharging mode,
then there is no efficiency penalty associated with charging the storage media. Furthermore, since
there is no need to add ice-making dedicated chillers, it is much more straightforward and lower
cost to retrofit an existing system with chilled water storage than with ice storage.
This chapter is dedicated to the development of a rule-based controller for chilled water storage
that can work in conjunction with the multi-agent framework for control of central cooling
systems. This approach will greatly simplify the control problem and reduce the computational
processing effort required for optimal control of storage. The work starts with the description of a
method for determining the optimal control of a chilled-water storage system subject to electricity
rates with demand charges. In this context, a perfectly stratified chilled water storage model was
utilized to reduce the number of control variables and make the dynamic optimization problem
solvable for a whole billing period (i.e. a month). Later on, previous research in control of icestorage and the results obtained with this approach were utilized to develop and benchmark a ruledbased control strategy for chilled water storage systems subject to real-time pricing (RTP)
electricity rates with demand charges. The Purdue Northwest Chiller Plant was utilized as a test
facility to evaluate the performance of the ruled-based control approach compared with optimal
control and two common heuristic strategies: storage-priority load-limiting, and chiller-priority.
Purdue campus hourly-averaged historical data consisting of ambient conditions, cooling load,
campus electricity usage, and RTP electricity rates were used to simulate the performance of the
different control strategies over the whole cooling season (from April 1 to October 31, 2017).
Then, the approach was also evaluated for different combinations of storage sizes and RTP
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electricity rates over the months with the lowest and the highest average dry-bulb temperature,
respectively: April and July. The chapter closes with a description of the integration of the rulebased controller into the multi-agent framework and the presentation of some daily simulation
results to illustrate the concept.

6.1. Optimal Control of Chilled Water Storage
Optimal supervisory control of TES involves minimizing the cost of electricity over a period of
time. For a utility rate structure that includes demand charges, the optimization should cover the
entire billing period (e.g. a month). If the unit demand cost is a constant amount over the whole
billing period, the problem can be described as follows:
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐽 = ∑𝑁
𝑘=0 𝐸𝑘 𝑃𝑘 ∆𝑡 + 𝑀𝑎𝑥1≤𝑘≤𝑁 (𝐷𝑃𝑘 )

(6.1)

with respect to the control variables 𝒖1 , 𝒖2 , … 𝒖𝑁 , and subject to the following constraints for each
stage k:
𝒙𝑘 = φ(𝒙𝑘−1 , 𝒖𝑘−1 , 𝒘𝑘−1 )
𝒙𝑚𝑖𝑛,𝑘 ≤ 𝒙𝑘 ≤ 𝒙𝑚𝑎𝑥,𝑘

(6.2)

𝒙𝑁 = 𝒙 0
𝒖𝑚𝑖𝑛,𝑘 ≤ 𝒖𝑘 ≤ 𝒖𝑚𝑎𝑥,𝑘
where J is the electricity cost over the billing period (e.g. a month), N is the number of time stages
in a billing period, and for the stage k, ∆𝑡 is the length of the time interval (typically equal to the
time window over which demand charges are levied, e.g. 0.25h), Ek is the unit electricity cost
($/kWh), D is the demand charge rate ($/kW), Pk is the total electricity consumption of the building
and the cooling plant averaged over the stage, uk is a vector of control variables that determine the
rate of energy addition or removal to the storage over the stage, xk is a vector of state variables, wk
is a vector of uncontrolled variables (i.e. ambient conditions), and  is a state function.
In order to simplify the numerical solution, the optimization problem described in Equation 6.1
can be posed as:
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐽 = ∑𝑁
(6.3)
𝑘=1 𝐸𝑘 𝑃𝑘 ∆𝑡 + 𝑇𝐷𝐶
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with respect to the control variables 𝒖1 , 𝒖2 , … 𝒖𝑁 , subject to the constraints expressed in Equation
6.2 and the following additional constraint for each stage k:
𝐷𝑃𝑘 ≤ 𝑇𝐷𝐶

(6.4)

where TDC is the target demand cost for the billing period. With this definition, N + 1 control
variables should be determined in order to minimize the operational cost for the billing period. For
a given value of TDC, the minimization of the operational cost with respect to the N control
variables can be accomplished using dynamic programming or other direct search method. The
advantages of dynamic programming are that it can handle all the constraints in a straight forward
manner and guarantees a global minimum. However, the computation becomes excessive if more
than one state variable is needed to characterize the storage. The N variable optimization problem
is solved at each iteration of an outer loop optimization for TDC.
6.1.1. Fully Stratified Chilled Water Storage Model
Figure 6.1. shows a schematic of a chilled water storage tank connected in parallel between the
chiller plant and the air handling equipment. Cold water from the chillers is fed to the bottom of
the storage during the charging cycle. During discharging the circulation is reversed: chilled water
is pumped to the air handlers and warmer return water is added to the top of the tank. The
performance of chilled water storage relies on stratification. In this section, a model of a fully
stratified or perfect sensible storage device presented by Braun (1988) is described. A perfect
sensible storage device would deliver water at the same temperature at which it was initially stored.
This would require that the water returning to the storage neither mix, nor exchange heat with
stored water in the tank or the surroundings of the tank. Under these assumptions, the energy
equation for charging or discharging the storage is:
𝜕𝑇
𝜕𝑡

𝑑𝑇

= −𝑣 𝑑𝑦

(6.5)

where T is temperature, t is time, v is the velocity of a layer of fluid inside the tank, and y is the
position of the layer measured from the tank inlet.
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Figure 6.1. Fully stratified chilled water storage tank model

Given an initial temperature distribution at time t, the analytic solution of Equation 6.5 for the
distribution of temperature at time t + t is:
𝑇(𝑡 + ∆𝑡, 𝑦) = 𝑇(𝑡, 𝑦 − 𝑣∆𝑡)

for 𝑦 > 𝑣∆𝑡

(6.6)

𝑇(𝑡 + ∆𝑡, 𝑦) = 𝑇𝑖 (𝑡 + ∆𝑡 − 𝑦/𝑣)

for 𝑦 < 𝑣∆𝑡

(6.7)

where 𝑇𝑖 () is the temperature of water entering the tank at any time . For fluid that was inside
the storage at time t, Equation 6.6 states that the distribution at time t + t is a copy of the original
distribution displaced by an amount y = vt. For fluid that enters the storage during this time
period, Equation 6.7 shows that the temperature distribution downstream of the inlet is a history
of the inlet conditions.
Using a constant inlet temperature for charging or discharging the storage simplifies the model,
resulting in two distinct temperature zones separated by a boundary layer called the thermocline,
as illustrated in Figure 6.1. Defining 𝑥 as the distance of the thermocline above the bottom of the
tank relative to the height of the tank, then it follows from Equation 6.7 that a discrete equation for
the position of the thermocline is given by:
𝑥𝑘+1 = 𝑥𝑘 + 𝑢∆𝑡

(6.8)

where 𝑢 is the velocity of the fluid relative to the tank height, positive directed upwards. The
relative position of the thermocline (𝑥) also represents the relative state of storage charge. When
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𝑥 takes a value of 0 the storage cannot provide any cooling, and when 𝑥 takes a value of 1 the
storage is fully charged.
The rate of energy added to storage (i.e. storage discharge) can be expressed in terms of the
control variable 𝑢 as:
𝑄̇𝑠 = −𝐶𝑎𝑝𝑠 𝑢

(6.9)

where Caps is the storage capacity or maximum possible change in internal energy of the storage,
which in this case is given by:
𝐶𝑎𝑝𝑠 = 𝐶𝑝 𝜌𝐴𝐻𝑢(𝑇ℎ − 𝑇𝑐 )

(6.10)

where  is the density of water, Cp is the specific heat of water, A is the cross-sectional area of the
tank, H is the tank height, 𝑇ℎ is the temperature of the warm water returning from the air handlers,
and the 𝑇𝑐 is the temperature of the cold water provided by the chillers. It follows that, for a given
cooling requirement 𝑄̇𝑙𝑜𝑎𝑑 , the chiller cooling rate is:
𝑄̇𝑐ℎ = 𝑄̇𝑙𝑜𝑎𝑑 − 𝑄̇𝑠

(6.11)

The fully stratified storage model described by Equations 6.8 through 6.11 requires only one state
variable to characterize the storage (i.e. relative state of storage charge) and one control variable
(i.e. relative velocity of storage charge/discharge). This model is simple enough to be used in
conjunction with dynamic programming to optimize the control of chilled water storage.
6.1.2. Dynamic Programming Approach
This section describes the application of dynamic programming to optimum control of chilled
water storage. The dynamic programming technique decomposes a multistage decision problem
as a sequence of single-stage decision problems. In this way, an N-variable problem can be
represented as a sequence of N-single variable problems that are solved successively in a recursive
form known as backward induction. The decomposition is done in such a way that the optimal
solution of the original N-variable problem can be obtained from the optimal solutions of the N
one-dimensional problems. The dynamic programming technique is based on Bellman’s principle
of optimality (1957):
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An optimal policy has the property that whatever the initial state and initial decision are, the
remaining decisions must constitute an optimal policy with regard to the state resulting from
the first decision.
In order to apply this principle to the solution of the problem posed in Equation 6.3 and subject to
constraints expressed in Equations 6.2 and 6.4, the electricity cost in Equation 6.3 can be expressed
more conveniently as:
𝐽 = ∑𝑁
𝑘=0 𝐿(𝑥𝑘 , 𝑢𝑘 , 𝒘𝑘 )

(6.12)

where 𝐿(𝑥𝑘 , 𝑢𝑘 , 𝒘𝑘 ) is the cost of electric energy corresponding to the k-th stage. Then, the
principle of optimality leads to an iterative functional equation for determining the optimal control
trajectory (𝑢1 , 𝑢2 , … , 𝑢𝑁 ) working from the end towards the beginning:
𝐼(𝑥𝑘 ) = 𝑚𝑖𝑛{𝐿(𝑥𝑘 , 𝑢𝑘 , 𝒘𝑘 ) + 𝐼(𝑥𝑘+1 )}

(6.13)

where 𝐼(𝑥𝑘 ) is defined as the minimum cost-to-go from state 𝑥 at stage k to the final state 𝑥𝑁 .
Equation (6.13) states that 𝐼(𝑥𝑘 ) is found by minimizing the sum of the stage cost for the present
stage and the minimum cost-to-go from the resulting state 𝑥𝑘+1 , to the end of the process. This
equation can be used in a numerical scheme to determine the N values of the control variable 𝑢
that minimize the energy cost J for a given demand target (TDC). The procedure involves the
discretization of the problem with respect to both time and the state variable.
As an example, Figure 6.2 illustrates a possible network where the state variable (relative state of
storage) is discretized between 0 and 1. Note that the only possible value of the state variable at
the initial and the final stages is 1 (i.e. 𝑥𝑁 = 𝑥0 = 1). For clarity, here the change in state from one
stage to the next is limited to a state increment of 0.2.

Figure 6.2. Dynamic programming network
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The problem is solved for all the stages by starting at the final stage and working towards the
beginning. An initial cost-to-go of zero is assumed at the final stage N. Then, at stage N-1, the
minimum cost-to-go from any state 𝑥𝑖,𝑁−1 to the end of the process is simply the stage cost
associated with the path from that state to the final state. At any stage k, the minimum cost-to-go
from a state 𝑥𝑖,𝑘 to the end of the process, according to Equation 6.13, is associated with the path
having the minimum sum of the stage cost 𝐿𝑖−𝑗,𝑘 (i.e. the cost to go from the initial state of the
stage 𝑥𝑖,𝑘 to a next state 𝑥𝑗,𝑘+1 ) plus the cost-to-go from that state to the end of the process,
𝐼(𝑥𝑗,𝑘+1 ). At the 0th stage, the minimum cost-to-go to the end of the process is the cost associated
with the optimal path through the network. For any stage k, the cost 𝐿𝑖−𝑗,𝑘 between the states 𝑥𝑖,𝑘
and 𝑥𝑗,𝑘+1 is the minimum cost computed according to:
∗
𝐿𝑖−𝑗,𝑘 = 𝐸𝑘 𝑃𝑖−𝑗,𝑘
∆𝑡

(6.14)

∗
where 𝑃𝑖−𝑗,𝑘
is the minimum averaged power consumption between the states 𝑥𝑖,𝑘 and 𝑥𝑗,𝑘+1 . At

any time, the total electric power consumption is given by
𝑃 = 𝑃𝑝𝑙𝑎𝑛𝑡 + 𝑃𝑏𝑑

(6.15)

where 𝑃𝑝𝑙𝑎𝑛𝑡 is the electric power consumption of the cooling plant, and 𝑃𝑏𝑑 includes the building
electricity that is not associated with cooling (i.e. lights, computers, etc.) and the electricity usage
associated with the distribution of secondary fluid and air through the cooling coils. Since this last
term can be considered independent of the storage control, the only term that can be minimized is
plant power consumption. The plant power consumption depends on chiller load (𝑄̇𝑐ℎ ) and
ambient conditions, primary wet-bulb temperature for a plant with water-cooled chillers, and drybulb temperature for air-cooled chillers. For a given cooling average load between two states, the
storage charge/discharge rate and the load on the chillers are computed by solving Equations 6.8,
6.9 and 6.11. Then, a stationary optimization of the cooling plant is performed outside of the
dynamic programming routine using any suitable method to find the minimum power
consumption. Constraints associated with the operation of the equipment can be handled by the
dynamic programming routine in a straight forward manner as follows:
 If the required chiller cooling rate exceeds the plant capacity, then it is not possible to make
the transition between the two states, and an infinite stage cost is assigned.

85
 If the required chiller cooling rate is less than the minimum admissible to operate the chiller
(𝑄̇𝑐ℎ,𝑚𝑖𝑛 ), then it is assumed that the chiller operates at minimum capacity, during a portion of
the time interval ton determined by Equation 6.15, and remains off the rest of the time.
∆𝑡𝑜𝑛 =

𝑄̇𝑙𝑜𝑎𝑑 −𝑄̇𝑠,𝑖−𝑗
∆𝑡
𝑄̇𝑐ℎ,𝑚𝑖𝑛

(6.16)

 If the absolute value of the required storage charging or discharging rate is less than the
minimum admissible, then it is assumed that the storage operates at the minimum rate during
a portion of the time interval. The remainder of the interval the system operates in direct
cooling mode.
 If the absolute value of the required storage charging or discharging rate is greater than the
maximum allowable rate, then it is not possible to make the transition between the two states,
and an infinite stage cost is assigned.
Notice that these rules and the possible storage states in the dynamic programming network satisfy
the constraints given by Equation 6.2. The routine aims to satisfy the constraint on the demand
cost given in Equation 6.4 by adding a quadratic penalty to the stage cost if the TDC is exceeded.
This cost penalty is given by:
∗
𝐶𝑜𝑠𝑡_𝑃𝑒𝑛𝑎𝑙𝑡𝑦𝑖−𝑗,𝑘 = [𝑀𝑎𝑥(0, 𝐷𝑘 𝑃𝑖−𝑗,𝑘
− 𝑇𝐷𝐶 )]

2

(6.17)

If a very low TDC is established, then the routine will minimize the demand cost. On the other
hand, if an artificially high TDC is set, then the routine will minimize energy costs without any
limit on peak power consumption. These limiting cases will give the minimum and maximum
possible demand costs for the system.
In order to minimize the operational cost of a system subject to demand charges, the dynamic
optimization routine needs to be solved at each iteration of an outer loop to determine the optimum
TDC. Depending on the number of stages and possible values of the state variable, the
computational processing requirements can easily become excessive. Consider, for example, a
network for a monthly optimization with stage length t of 1 hour and increments of 0.05 of the
relative state of storage. This relatively coarse network would have more than 15,000 nodes. One
improvement of the dynamic programming procedure described by Braun (1988) and utilized in
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this work consists of applying dynamic programming in an iterative scheme in which bounds on
the state variables are reduced at each iteration in the vicinity of the last computed optimal solution.
Initially, the network is coarse and encompasses the total range of acceptable values for the state
variables. At each iteration, an optimal path is determined through the network. Then, the size of
the network in the vicinity of the optimal path is reduced for the next iteration. In the limit, the
size of the network approaches zero along the optimal control path.

6.2. Ruled-Based Near-Optimal Control of Chilled Water Storage
Rule-based control strategies have been developed for ice storage systems under different utility
rate structures: time of use (TOU), TOU and demand charges (Drees & Braun, 1996), and RTP
rates (Braun, 2007). These strategies are based on some combination of conventional control
strategies such as chiller-priority, chiller-priority demand-limiting and storage-priority, and have
demonstrated near-optimal performance when compared with optimal control in a simulation
environment. The aforementioned strategies can be adapted, with some considerations, to develop
a rule-based controller for chilled water systems. Nonetheless, to the author’s knowledge, a
solution for near-optimal control of storage subject to RTP rates combined with demand charges
has not been developed. Consequently, this section will be dedicated to the development and
evaluation of a near-optimal control approach for this case.
The starting point for this work is a ruled-based control strategy developed by Braun (2007) for
ice storage systems subject to RTP rates. The strategy switches between chiller-priority control
and maximum-discharge storage-priority based on availability of storage and electricity price.
Here the strategy was adapted to chilled-water storage and extended to provide near-optimal
control for systems subject to RTP rates with demand charges through the development of a
method for determining a near-optimal TDC. This TDC is updated at the beginning of each day.
The rule-based controller would require measurements of building cooling load and state-ofcharge of storage at each decision time interval (e.g. 0.25 h), daily profiles of RTP rates, and daily
forecast of loads and building electrical usage for each time interval. Additionally, an estimate of
the cooling plant COP would be needed.
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For each day the control strategy can be divided into two parts: 1) determination of the nearoptimal TDC, and 2) storage control aiming to minimize energy cost whilst preventing the demand
cost to exceed the specified TDC. For clarity, the procedure for the second part will be described
before the determination of the near-optimal TDC.
6.2.1. Storage control to minimize energy cost for a specified TDC
The storage is discharged during the occupancy period when the electricity rates and demand costs
are high. The storage discharge strategy switches between two conventional strategies: maximumdischarge storage-priority control is applied over the period when the RTP rates are highest, if
possible (i.e. if there is enough storage available), and chiller-priority demand-limiting control is
used for all other times. The chiller load profile for this control strategy is shown in Figure 6.3.
The maximum-discharge period is the maximum possible time period where the chillers can
remain off and corresponds to the highest values of the RTP rates.

Figure 6.3. Ruled-based control strategy for chilled water storage

Adapted from Braun (2007)
The initial and final times for the maximum-discharge period, and the maximum load that can be
applied on the chillers to prevent the demand cost from exceeding the specified TDC at all other
times, are determined by applying the following procedure.
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Let 𝑘𝑖 and 𝑘𝑓 be the initial and final time intervals of the occupied period, and 𝑘𝑑𝑖 and 𝑘𝑑𝑓 the
initial and final intervals of the maximum-discharge period. Then, at the beginning of each
decision interval 𝑘𝑐 of the occupied period and before the maximum discharge period has been
initiated, the following steps are applied to determine 𝑘𝑑𝑖 and 𝑘𝑑𝑓 :
1. Obtain the electricity rates and updated forecasts of cooling loads and building electrical usage
for each decision time interval of the remainder of the occupied period (i.e. for k = kc to kf ).
2. Determine a limiting value for the chiller load (𝑄̇𝑐ℎ𝑙𝑖𝑚,𝑘 ) that can be applied at each time
interval k of the reminder of the occupied period to prevent the demand cost from exceeding
the specified TDC, as follows:
𝑄̇𝑐ℎ𝑙𝑖𝑚,𝑘 = min [𝑄̇𝑚𝑎𝑥 , (

𝑇𝐷𝐶
̂]
− 𝑃̂𝑏𝑑,𝑘 ) 𝐶𝑂𝑃
𝐷𝑘

(6.18)

where 𝑄̇𝑚𝑎𝑥 is the maximum cooling capacity of the plant, 𝑃̂𝑏𝑑,𝑘 is the forecast of building
̂ is an estimate of the plant COP.
electricity usage for the kth interval, and 𝐶𝑂𝑃
3. Use the state-of-charge of storage at the beginning of the current interval kc, and forecasted
loads to estimate the state-of-charge of storage at the end of the occupied period if only chillerpriority demand-limiting control were applied throughout the occupied period.
𝑘𝑓

𝑥𝑘𝑓 = 𝑥𝑘𝑐 − ∑
𝑘=𝑘𝑐

𝑚𝑎𝑥(0, 𝑄̇𝑙𝑜𝑎𝑑,𝑘 − 𝑄̇𝑐ℎ_𝑙𝑖𝑚,𝑘 )∆𝑡
𝐶𝑎𝑝𝑠

(6.19)

4. If 𝑥𝑘𝑓 ≤ 𝑥𝑚𝑖𝑛 then exit the algorithm, otherwise go to step 5.
5. Scan the electricity rates and find the time interval, m, having the highest electricity rate for
the occupied period. Set the initial start and end intervals for the maximum storage-discharge
period as kdi = m and kdf = m.
6. Estimate the state-of-charge of the storage at the end of the occupied period
𝑥𝑘𝑓 = 𝑥𝑘𝑓 −

𝑚𝑖𝑛(𝑄̇𝑙𝑜𝑎𝑑,𝑚 , 𝑄̇𝑐ℎ_𝑙𝑖𝑚,𝑚 )∆𝑡
𝐶𝑎𝑝𝑠

(6.20)
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7. If 𝑥𝑘𝑓 ≤ 𝑥𝑚𝑖𝑛 then exit the algorithm, otherwise go to step 8.
8.

If 𝑘𝑑𝑓 + 1 ≤ 𝑘𝑓 and (𝐸𝑘𝑑𝑓 +1 > 𝐸𝑘𝑑𝑖 −1 or 𝑘𝑑𝑖 − 1 < 𝑘𝑐 ), then set 𝑘𝑑𝑓 = 𝑘𝑑𝑓 + 1 and 𝑚 =
𝑘𝑑𝑓 , and go to step 6. Otherwise go to step 9.

9. If 𝑘𝑑𝑖 − 1 ≥ 𝑘𝑐 , then set 𝑘𝑑𝑖 = 𝑘𝑑𝑖 − 1 and 𝑚 = 𝑘𝑑𝑖 , and go to step 6. Otherwise exit the
algorithm.
If the maximum storage-discharge period has not started, then chiller-priority load -limiting control
is applied and the chiller load for the current interval is given by
𝑄̇𝑐ℎ,𝑘𝑐 = min(𝑄̇𝑙𝑜𝑎𝑑,𝑘𝑐 , 𝑄̇𝑐ℎ𝑙𝑖𝑚,𝑘𝑐 )

(6.21)

Once the maximum storage-discharge period begins, it is necessary to continually update the
estimate of the final time interval for this period (𝑘𝑑𝑓 ) in order to utilize more up-to-date forecasts
and prevent depletion of storage. Then, at each decision interval 𝑘𝑐 during the maximum discharge
period, the following steps are applied:
1. Obtain the electricity rates and updated forecasts of cooling loads and building electrical usage
for each decision time interval of the remainder of the occupied period (i.e. For k = kc to kf ).
2. Determine the maximum chiller load (𝑄̇𝑐ℎ𝑙𝑖𝑚,𝑘 ) that can be applied without exceeding the TDC
for each time interval k of the reminder of the occupied period, using Equation 6.18.
3. Set the final interval of the maximum-discharge period as 𝑘𝑑𝑓 = 𝑘𝑐 .
4. Use the state-of-charge of storage at the beginning of the current interval kc, and forecasted
loads to estimate the state-of-charge of the storage at the end of the occupied period using the
following expression
𝑘𝑑𝑓

𝑥𝑘𝑓

𝑄̇𝑙𝑜𝑎𝑑,𝑘 ∆𝑡
= 𝑥𝑘𝑐 − ∑ (
)−
𝐶𝑎𝑝𝑠
𝑘=𝑘𝑐

𝑘𝑓

𝑚𝑎𝑥(0, 𝑄̇𝑙𝑜𝑎𝑑,𝑘 − 𝑄̇𝑐ℎ_𝑙𝑖𝑚,𝑘 )∆𝑡
∑ (
)
𝐶𝑎𝑝𝑠

(6.22)

𝑘=𝑘𝑑𝑓+1

5. If 𝑥𝑘𝑓 > 𝑥𝑚𝑖𝑛 and𝑘𝑑𝑓 + 1 ≤ 𝑘𝑓 , then set 𝑘𝑑𝑓 = 𝑘𝑑𝑓 + 1 and go to step 4. Otherwise exit the
algorithm.

90
Once the maximum storage-discharge period ends, the strategy switches back to chiller-priority
demand-limiting control until the end of the occupied period, and the chiller load is computed with
Equations 6.18 and 6.21.
For charging the storage, a simple, near-optimal strategy is to recharge the storage with the chillers
operating at 𝑄̇𝑐ℎ_𝑙𝑖𝑚 over the period when the electricity rates are lowest and the building is
unoccupied (or has the lowest occupancy). The charging period ends when the storage is fully
charged or the building occupancy period begins.
Notice that, if an artificially high TDC is set, then the routine described above will minimize energy
costs without any limit on peak power consumption, and the resulting demand cost can be used to
establish an upper limit for the TDC. On the other hand, if the value of the TDC is progressively
reduced, the duration of the resulting maximum-discharge period will be shorter, until reaching
zero. The demand cost that makes the maximum-discharge period zero establishes a lower limit
for TDC. Any attempt to meet a TDC lower than this value would cause premature depletion of
storage.
6.2.2. Determination of the near-optimal TDC
For a given month the TDC that results in the minimum operational costs is a trade-off between
energy and demand costs. The proposed routine attempts to minimize the total operational costs
by assigning an estimate of the optimal TDC at the beginning of the first day of the month. This
estimate is updated, if necessary, at the beginning of each day according to the procedure described
below.
1. If the current day is the first day of the month, then set TDC = 0.
2. Obtain the electricity rates and forecasts of cooling loads and building electrical usage for each
decision time interval of the day (i.e. for k = 1 to N ).
3. Define the initial and final time intervals of the occupied period, 𝑘𝑖 and 𝑘𝑓 .
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4. Assign an artificially high TDC and apply the procedure described in the previous section to
determine the initial and final times for the maximum-discharge period, and the chiller loading
profile for all the day.
5. Use the resulting chiller load profile to determine an upper bound for TDC:
𝑇𝐷𝐶𝑚𝑎𝑥 = 𝑀𝑎𝑥1≤𝑘≤𝑁 [𝐷𝑘 (𝑃̂𝑏𝑑,𝑘 +

𝑄̇𝑐ℎ,𝑘
)]
̂
𝐶𝑂𝑃

(6.23)

6. If 𝑇𝐷𝐶𝑚𝑎𝑥 ≤ 𝑇𝐷𝐶, then keep the current TDC and exit the algorithm. Otherwise go to step 7.
7. Find a lower bound for the demand target (i.e. 𝑇𝐷𝐶𝑚𝑖𝑛 ). This value corresponds to the TDC
that would deplete the storage at the end of the occupied period without any chance to turn the
chillers off (i.e. zero duration of maximum-discharge discharge period). This condition is
expressed by Equation 6.24.
𝑘𝑓

𝑥𝑘𝑖 − ∑
𝑘=𝑘𝑖

𝑚𝑎𝑥(0, 𝑄̇𝑙𝑜𝑎𝑑,𝑘 − 𝑄̇𝑐ℎ_𝑙𝑖𝑚,𝑘 )∆𝑡
− 𝑥𝑚𝑖𝑛 = 0
𝐶𝑎𝑝𝑠

(6.24)

where 𝑥𝑘𝑖 is the state-of-charge of storage at the beginning of the occupied period and 𝑄̇𝑐ℎ𝑙𝑖𝑚,𝑘
is a function of TDC, given by Equation 6.18. Equations 6.18 and 6.24 can be solved iteratively
by the bisection method to find 𝑇𝐷𝐶𝑚𝑖𝑛 .
8. Use a search method or any suitable optimization method to find the value of TDC that
minimizes the electricity costs (TDCopt). The problem is stated as follows:
𝑁

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝐽̂ = 𝑁𝑑𝑎𝑦𝑠 ∑ [𝐸𝑘 (𝑃̂𝑏𝑑,𝑘 +
𝑘=0

and subject to

𝑄̇𝑐ℎ,𝑘
) ∆𝑡] + 𝑇𝐷𝐶
̂
𝐶𝑂𝑃

(6.25)

𝑇𝐷𝐶𝑚𝑖𝑛 ≤ 𝑇𝐷𝐶 ≤ 𝑇𝐷𝐶𝑚𝑎𝑥

where 𝑁𝑑𝑎𝑦𝑠 is a weighting factor that takes the value of the number of days of the month if
the day in question is the first day of the month, and one otherwise. In this way, for the first
day of the month 𝐽̂ represents an estimate of the electricity costs of the whole billing period.
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The chiller load for each time interval of the day 𝑄̇𝑐ℎ,𝑘 is obtained by applying the heuristic
control strategy for minimizing energy costs for a given TDC described in the previous section.
9. Set 𝑇𝐷𝐶 = 𝑚𝑎𝑥(𝑇𝐷𝐶, 𝑇𝐷𝐶𝑜𝑝𝑡 )
A flow chart for the rule-based control strategy is shown in Figure 6.4.

Figure 6.4. Flow chart of rule-based control strategy for chilled water storage

6.3. Evaluation of the Control Strategy
In this section, the performance of the rule-based control strategy is evaluated through comparisons
of simulation results with three benchmarks: (1) optimal supervisory control, (2) storage-priority
load-limiting, and (3) chiller-priority control. All the control approaches were implemented in the
simulation testbed with a fully stratified storage model and under the assumption of perfect
forecasts of cooling loads, campus electrical usage and electricity rates. Initially, simulation results
for a single day are shown to illustrate the behavior of the rule-based control strategy compared
with optimal control. This is followed by an evaluation of the performance of the approach over
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the cooling season (from April 1 to October 31, 2017) subject to RTP rates applied at Purdue.
Finally, results obtained with different combinations of storage sizes and RTP rates over the
months with the lowest and the highest average dry-bulb temperature are presented.
6.3.1. Case study Description
The Purdue Campus was utilized as the case study to evaluate the performance of the different
storage control strategies. As was mentioned in Chapter 3, the campus chilled water demand is
met by two plants: the Northwest Plant and the Wade Power Plant. Currently, the cooling capacity
provided by the two plants is sufficient to meet the campus cooling requirements; consequently,
the storage would be used only to shift part of the campus cooling load from on-peak to off-peak
hours and as a provision for future campus expansion. For the purposes of this study, the chilled
water storage device was considered to work in conjunction with the Northwest Plant. In the
simulation environment, the storage model was connected in parallel between the plant and the air
handling equipment, according to the configuration shown in Figure 6.1. The storage size used in
this simulation was 33,500 Ton-h and was taken from a feasibility study for chilled water storage
implementation at the Northwest Plant. The chilled water supply temperature set-point was 40°F,
and the temperature of the water returning from campus was assumed to remain constant at 55°F.
Purdue campus hourly-averaged historical data consisting of wet-bulb and dry-bulb temperatures,
campus cooling load, campus electricity consumption (excluding the plants), and RTP electricity
rates were used to simulate the performance of the different control strategies from April 1 to
October 31, 2017. The unit demand cost remained constant at $1.59 per kW over the simulation
period. Additional considerations for plant cooling load allocation, and campus electricity
consumption are presented below.
-

Northwest Plant Cooling Load. The historical data used for simulation contains the cooling
load assigned to both the Norwest and the Wade plants. Nonetheless, this distribution would
have been different if the storage were in place. Therefore, in an attempt to make better use of
the storage capacity, the original load assigned to the Northwest plant was multiplied by a
factor. This constant was defined in such a way that, for the design day, the load could be
met by operating all the chillers of the plant at nominal capacity in conjunction with the storage.
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Two design days were selected among the 7 months of data: (1) the day with the maximum
integrated cooling load, and (2) the day with the maximum peak load. Then,  was computed
for each day using Equation 6.26, and the lower of the resulting values was selected. The result
was approximately 1.2. Figure 6.5 shows the original load assigned to the Northwest Plant for
each design day and the load shifted by the factor 𝛾.
𝛾=

-

𝑄̇𝑐ℎ,𝑚𝑎𝑥
1 N
̇
∑
𝑁 𝑘=1 𝑄𝑙𝑜𝑎𝑑,𝑘

(6.26)

Campus Electricity Usage. Purdue campus generates part of the electricity consumed at Wade
Plant, buys a certain amount at a constant price (base purchase), and the remainder of the
electricity usage is priced at RTP rates. Although the amount of electricity generated at Wade
varies with time depending on the price of electricity, for the purposes of this study it was
assumed that the amount of electricity generated plus the one bought at the base purchase
remained constant at 17,800 kW. The reminder of the electricity consumption is the RTP
portion considered in this study.

Finally, in order to reduce the computational processing effort required by the dynamic
programming routine, an optimum performance map of the Northwest plant was elaborated using
the genetic algorithm described in chapter 4. Values of minimum power consumption of the plant
were tabulated as a function of discrete values of two variables: cooling load and wet-bulb
temperature. Then, an interpolation routine was used to obtain the minimum power consumption
as a function of these two variables.
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Figure 6.5. Load profiles for design days: a) day with maximum integrated cooling load (Jun 12), and b)
day with maximum peak-cooling load (Sep 4)

6.3.2. Daily Results
As a first step in illustrating the behavior of the optimal and the rule-based control strategies a
“moderate” day was simulated. Figure 6.6 shows hourly-averaged building electricity usage and
unit cost of electricity for July 15, 2017. Figures 6.7 through 6.9 present comparisons of chiller
loading and state-of-charge of storage obtained with both control strategies for three cases:
minimization of demand costs, minimization of energy costs, and minimization of energy cost for
a target demand defined as the average between the demand costs resulting from the first two
limiting cases. In these figures, time zero corresponds to the time where the occupancy period
begins, which is 8am.
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Figure 6.6. RTP Rates and Hourly-Averaged Campus Electricity usage for July 15

Figure 6.7. Comparison of optimal and rule-based control for minimum demand cost in July 15: a)
chiller loading, and b) state-of-charge of storage
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Figure 6.7 shows that, for minimum demand cost, none of the control strategies utilizes the storage
completely, and the rule-based control uses a slightly smaller amount. The partial use of storage
occurs because the low demand target limits the chiller capacity available to recharge the storage,
and for a daily optimization, both strategies attempt to replenish the storage before the next
occupancy period begins.

Figure 6.8. Comparison of optimal and rule-based control for minimum energy costs in July 15: a) chiller
loading, and b) state-of-charge of storage
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Figure 6.9. Comparison of optimal and rule-based control for average TDC in July 15: a) chiller
loading, and b) state-of-charge of storage

Figure 6.8 and 6.9 show that, for the maximum and average demand costs, the rule-based control
strategy closely reproduces the optimal storage discharge control path and makes complete use of
the storage during the period with the highest value of the electricity unit cost. Nonetheless, the
rule-based strategy starts charging the storage later than the optimal control and aims to maintain
a constant load on the chillers until the storage is fully charged. These differences stem from the
fact that the optimal control trajectory accounts for the different efficiencies of the operating
chillers and, consequently, attempts to operate the minimum number of chillers at the highest
possible efficiency, which occurs when they are fully loaded. The rule-based control trajectory, on
the other hand, is based on a constant estimate of the plant COP and is indifferent to the number
of operating chillers. These facts also explain the differences between the rule-based and the
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optimal control strategies during the storage discharge period when they attempt to minimize the
demand cost.
Table 6.1 presents the plant energy costs obtained with the optimal and the rule-based control
strategies for the cases considered. The total costs obtained with the rule-based strategy (i.e.
combined plant electricity cost and total demand) are within 0.32% of the cost associated with
optimal control. These daily results are useful to assess the capacity of the rule-based control
strategy to minimize energy costs for a given demand target. These results, however, are not
representative of the capacity of the controller to minimize the combined cost of electric energy
and demand in a whole billing period.
Table 6.1. Comparison of optimal and rule-based control electricity costs for different demand targets for
July 15, 2017
Optimal Control

Rule-Based Control

TDC

Plant

Demand

Total

Plant

Demand

Total

Deviation

Minimum

$4,522

$16,639

$21,162

$4,581

$16,648

$21,229

0.32%

Average

$4,380

$19,394

$23,774

$4,450

$19,397

$23,847

0.31%

Maximum

$4,380

$21,299

$25,679

$4,433

$21,300

$25,733

0.21%

6.3.3. Monthly Results over the Cooling Season at Purdue
This section presents the results of cooling season (April - October) simulations of the rule-based
control strategy and the aforementioned benchmarks: optimal supervisory control, storage-priority
load-limiting, and chiller-priority control. The monthly electricity costs (combined cost of
providing electricity to the chiller plant and total demand) are presented in Table 6.2. The costs of
operating the plant without storage are also included as a reference to estimate the savings
attainable with the different strategies. The cost differences between the different strategies are
better visualized in Figure 6.10. It can be seen that, in this case, the benefits associated to chiller
priority control are insignificant. This occurs because the load assigned to the Northwest Plant
rarely exceeds the plant nominal capacity.
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Table 6.2. Monthly electricity costs for different storage control strategies, 2017
Month

Cost (Thousand dollars)
Optimal
RuleStoragecontrol
based
Priority
150.0
152.1
159.0

Apr

No
Storage
169.8

ChillerPriority
169.8

May
Jun

195.9
279.4

174.7
255.5

177.6
258.8

180.5
262.8

194.5
278.2

Jul
Aug

316.3
235.1

282.7
209.4

288.0
211.8

293.9
217.0

316.3
235.1

Sep
Oct

279.6
186.7

241.5
166.7

244.5
169.8

251.0
172.7

278.8
186.7

Figure 6.10. Monthly electricity costs for different storage control strategies, 2017

Figure 6.11 shows the deviation of the monthly cost associated with each storage control strategy
from the cost associated with optimal control. The costs associated with the rule-based control
were within 2% of the optimal. Although the load-limiting strategy also performed relatively well,
the costs obtained were between 3% and 6% greater than the optimal. This last strategy is simpler
to implement and does not require measurements of electricity usage. Therefore, it might be a
viable alternative in situations where electricity measurements are not available. The performance
of chiller priority was much worse with costs between 9% and 16% greater than the optimal.
Finally, an estimate of savings with respect to operation without storage is presented in Figure
6.12. In this particular case, the use of storage with chiller-priority control will actually result in
higher costs than operation without storage.
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Figure 6.11. Ratio of monthly electricity costs to optimal costs for different storage control strategies

Figure 6.12. Savings obtained with different storage control strategies relative to no utilization of storage

6.3.4. Effect of Storage Size and Electricity Rates on Controller Performance
In this section, the effect of different storage sizes and electric rates on the performance of the rulebased controller is assessed. Purdue campus hourly-averaged historical data from the months with
the lowest and the highest average dry-bulb temperature were selected to simulate the performance
of the different control strategies: April and July. These two months also have the lowest and the
highest integrated cooling loads, respectively. The performance of the strategies was simulated
for three storage sizes: 75%, 100% and 125% of the base storage size. Three utility rate structures
were considered: the Purdue campus hourly RTP electricity rates, and two utility rates generated
using a model described by Sun et al. (2006). The model produces a time-varying price for the
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cost of electricity that depends on season (summer or winter), type of day (week day or weekend),
time of day, and maximum temperature of the day. The rate model for summer periods and Purdue
temperature data were used to generate the RTP rates for two different utilities defined by Braun
(2006). Figure 6.13 shows outputs from these models for both utilities for week days and weekend
days. Utility 2 generally has higher rates with peaks that occur earlier in the afternoon compared
to Utility 3. The peak rates increase dramatically with day peak temperature for both utilities.

Figure 6.13. RTP rates obtained from model

A fixed unit demand cost of 40 times the RTP rate base value ($/kW) was applied to both utilities.
This relation approximately corresponds to the unit demand costs applied at Purdue. Then, these
unit demand costs were multiplied by a factor of 10 to assess the effect of the relative magnitude
of the demand cost on the performance of the control strategy. The range of storage sizes, RTP
rates and demand costs are shown in Table 6.3. All combinations of these variables were
considered, giving a total of 36 monthly simulations for each of the four control strategies.

103
Table 6.3. Control strategy evaluation matrix.
Parameter

Values

Storage size

75%, 100%, and 125% of recommended storage size

RTP rates

Purdue, Utility 2, Utility 3

Demand cost factor

1, 10

Months

April, July

Figure 6.14 presents a comparison of monthly electricity costs (combined plant energy
consumption and total demand) obtained with rule-based control, storage-priority load-limiting,
and chiller priority to optimal control, for all the combinations of variables listed in Table 6.3. The
costs associated with the rule-based control are the closest to the optimal with a maximum
deviation of 3.4%. Although the load-limiting strategy also performed relatively well, the costs
obtained were between 3% and 15% greater than the optimal. The storage-priority load-limiting
strategy is simpler to implement and does not require measurements of electricity usage, and might
be considered as an alternative in the absence of power measurements. The performance of chiller
priority was much worse with costs between 10% and 32% greater than the optimal. Further, it can
be observed that the cost deviation from optimal for both storage-priority and chiller-priority
control increases when the demand charges are higher (the higher costs in the plot correspond to
the unit demand cost multiplied by 10), whereas the rule-based control is almost insensitive to the
increase in the unit demand cost. The cost deviation from optimal for the different strategies can
be better appreciated in the histogram shown in Figure 6.15.
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Figure 6.14. Optimal vs. heuristic control monthly electricity costs

Figure 6.15. Frequency distribution of deviation of monthly costs from optimal

Finally, a comparison of monthly savings obtained with the different control strategies with respect
to chiller-priority control is shown in Figure 6.16. The savings presented here were evaluated for
the utility rates considered, and different combinations of unit demand costs and storage sizes. In
all cases the savings obtained with the rule-based control are much closer to the optimal than the
ones obtained with storage-priority load-limiting control.
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Figure 6.16. % of savings obtained with different storage control strategies with respect to chiller-priority
for different utility rates in April and July

6.4. Integration of Multi-Agent Control and Rule-Based Control for TES
The rule-based control strategy for chilled water storage can be implemented within a microprocessor controller and requires measurements of cooling load, building electrical usage and
state-of-charge of storage at each decision time interval (e.g. 0.25 h). Additionally, the strategy
requires daily profiles of RTP rates, and daily forecast of loads and building electrical usage. These
forecasts should be updated each decision time interval. The strategy requires very little plant
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information (only an estimate of the plant COP) and ensures that the storage will not be
prematurely depleted. The storage controller can operate in conjunction with the multi-agent
framework for optimization of cooling plants described in Chapter 5. In this setting, the storage
controller determines values of the storage charge/discharge rate and chiller loading for each
decision time interval, and the multi-agent framework minimizes the plant power consumption for
the required chiller load.
As a proof of the concept, the behavior of the rule-based controller integrated with the multi-agent
framework, was simulated for July 15, 2017. The hourly-averaged building electricity usage and
unit cost of electricity for this day are shown in Figure 6.6. Assuming that this day established the
demand cost for the rest of the month, the controller proceeds to calculate a near-optimal demand
target for the day and determines the storage charge/discharge rate and chiller loading, accordingly.
From there, the plant optimal control is determined using the multi-agent framework with the GA
and Broyden’s method. An attempt to minimize the sum of the energy and the demand costs for
the day using optimal control of storage based on dynamic programming in conjunction with the
multi-agent framework was not successful because of the excessive computational burden imposed
by the nested optimizations. Alternatively, the problem was solved using dynamic programming
in conjunction with the plant optimal performance map. Figure 6.17 shows comparisons of chiller
loading and state-of-charge of storage obtained with the rule-based controller and optimal control.
The ruled-based controller uses slightly less storage than the optimal, and its corresponding daily
electricity cost was 1.43% more than the optimal. The total processing time was 31.5 seconds,
which is equivalent to an average of 1.31 seconds for each decision time interval. Here the problem
was solved in MATLAB V.2017 under Windows 7 using a computer with an Intel Pentium i7
2.80GHz processor and 4.00 GB of RAM, without taking the advantage of parallel computing that
would be provided in a real setting with several controllers.
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Figure 6.17. Comparison of optimal and rule-based controller for minimization of energy and demand
cost in July 15: a) chiller loading, and b) state-of-charge of storage

6.5. Chapter Summary
A rule-based control strategy for chilled water storage subject to RTP electricity rates and demand
charges was developed. The strategy requires measurements of cooling load, building electrical
usage and state-of-charge of storage at each decision time interval (e.g. 0.25 h). Additionally,
daily profiles of RTP rates, and daily forecasts of loads and building electrical usage should be
supplied at the beginning of each day and updated at each decision time interval. The strategy
requires very little plant information (only an estimate of the plant COP) and ensures that the
storage will not be prematurely depleted.
Monthly simulations of the rule-based control strategy for a combination of storage sizes, load
profiles and RTP electricity rates showed that the monthly costs obtained were within 3.5% of the
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optimal cost. Comparison with conventional strategies such as load-liming control and chiller
priority showed the superior performance of the rule-based strategy. These results, nonetheless,
were obtained using a perfectly stratified chilled water storage model and perfect predictions of
cooling loads and building electricity usage, which make them useful only for benchmarking the
rule-based control strategy, not for economic assessment of chilled water storage.
The rule-based control algorithm is the result of a trade-off between performance and simplicity;
consequently, its ability to produce near-optimal results is subject to certain conditions. One of the
factors that affect the performance of the strategy is the location of the day that establishes the
TDC for the month. The closer this day is to the beginning of the month, the better the strategy
does at minimizing the energy costs. The occurrence of a day with an unusually high electrical
and thermal load close to the end of the month would cause a significant deviation of the monthly
costs from the optimal. Further, the control strategy works well if the RTP rates are lowest during
the period of lowest occupancy (which is generally the case), and for systems sized such that the
unoccupied period is sufficient to recharge a large portion of the storage capacity.
The rule-based control strategy can be implemented within a micro-processor controller which can
work in conjunction with the multi-agent framework for optimization of cooling plants. In this
setting, the storage controller would determine values of the storage charge/discharge rate and
chiller loading at each decision time interval, and the multi-agent framework would minimize the
plant power consumption for the required chiller load. A simulation example of one day shows
the benefits of the heuristic controller: it greatly reduces the complexity of the optimization
problem and the computational processing time. An attempt to solve the same problem using
optimal control of storage based on dynamic programming in conjunction with the multi-agent
framework was unsuccessful because of the excessive computational time required.

109

CHAPTER 7. CONCLUSIONS AND RECOMMENDATIONS

This dissertation describes the application of a multi-agent control approach to supervisory control
of central cooling systems. The approach developed by Cai (2015) was originally conceived for
control of air conditioning systems serving multi-zone buildings and consists of a multi-agent
simulation framework and algorithms to solve the control problem in a distributed manner. In this
setting, if each hardware component were shipped with an integrated component agent
representing its behavior from the manufacturer, a field engineer would only need to specify the
types of agents and the connections between them and the framework would generate the
optimization-based control algorithm automatically. This would reduce the configuration
requirements and make the proposed alternative a more economic and easier to implement solution
than the more conventional centralized control schemes. The adaptations required to apply the
proposed framework to central cooling systems include the following unique elements:


Development of an optimization method capable of handling non-convex functions and
discrete variables. Optimum control of central cooling systems often demands dealing with
non-convex functions and discrete control variables such as the different modes of operation
of some components. The distributed consensus-based methods of optimization available in
the original multi-agent framework are not suitable to handle discrete variables and act only
as local minimizers. A genetic algorithm (GA) was developed and incorporated in the
framework to provide an alternative for finding the global optimal operating point of a system
in the presence of non-convex functions and discontinuous design spaces. Further, the
combination of the GA with a quasi-newton method to handle separately the non-linear
equality constraints that arise from the behavior of the physical components of the plant
increased the effectiveness and the convergence speed of the algorithm. Although the
performance of the GA was highly satisfactory for the case study considered in this work, a
considerable effort was required to find suitable values the parameters of the algorithm.
Testing the approach in cooling plants with different characteristics would be useful to
determine whether the values of the parameters of the algorithm need to be tuned to solve
other problems and reveal other limitations of the approach.

110


Development of component agents for common cooling plant devices. Agents representing
the behavior of cooling plant devices (i.e. chillers, cooling towers, pumps) were developed
and incorporated in the framework. These agents are based on semi-empirical models of the
plant components and contain parameters that can be determined from equipment performance
data. These parameters might be updated to account for equipment performance degradation
or other changes that can occur over time during the plant operation.



Heuristic-integrated multi-agent control for central cooling systems. Agents with embedded
generalized heuristic rules for sequencing and loading chillers, cooling towers, and pumps
were created and incorporated in the framework in order to reduce the number of control
variables and, consequently, the computational requirements for optimal supervisory control
of central cooling systems. These agents are compatible with the multi-agent framework
architecture and optimization algorithms.



Integration of multi-agent control and rule-based control for systems with thermal energy
storage. A rule-based control strategy for chilled water storage systems subject to real-time
pricing (RTP) electricity rates with demand charges was developed. The strategy can be
implemented within a micro-processor controller and requires measurements of cooling load,
building electrical usage and state-of-charge of storage at each decision time interval.
Additionally, the strategy requires daily forecast of RTP rates, loads and building electrical
usage. The strategy requires very little plant information (only an estimate of the plant COP)
and ensures that the storage will not be prematurely depleted. The storage controller can
operate in conjunction with the multi-agent framework for optimization of cooling plants. In
this setting, the storage controller determines values of the storage charge/discharge rate and
chiller loading for each decision time interval, and the multi-agent framework minimizes the
plant power consumption for the required chiller load. This approach greatly simplifies the
control problem, achieves near-optimal performance and reduce the computational processing
effort required for optimal control of storage.

The multi-agent approach was evaluated using a real cooling system of considerable complexity
(The Purdue Northwest Plant). Simulation results obtained for the system without significant
storage demonstrated the effectiveness of the proposed GA to find the optimal solution for all the
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operating conditions considered. Comparison of the results with the plant current control strategy
shows that significant energy savings can be achieved through the implementation of multi-agent
optimum supervisory control with algorithms capable of handling non-convex functions and
discrete variables.
The multi-agent approach combined with the rule-based storage controller was also evaluated for
a combination of chilled water storage sizes, load profiles and RTP electricity rates with demand
charges. The monthly costs obtained were within 3.5% of the optimal cost obtained applying
dynamic programming. Comparison with conventional strategies such as load-liming control and
chiller priority showed the superior performance of approach. These results, nonetheless, were
obtained using a perfectly stratified chilled water storage model and perfect predictions of cooling
loads and building electricity usage, which make them useful only for benchmarking the control
approach, not for economic assessment of chilled water storage.
The work presented in this dissertation needs to be extended in order to make of the heuristicintegrated multi-agent control approach a general tool applicable to any central cooling system.
The following tasks might be accomplished to this end:


Addition of component agents and heuristic control rules to the multi-agent framework. The
component agents presented in this work were developed for the kind of equipment of the case
study considered: counter-flow and cross-flow evaporative cooling towers, electric chillers
and variable-speed pumps. More component agents might need to be created and incorporated
in the framework for other applications. Additionally, the heuristic rules for sequencing and
loading chillers were conceived for plants with electrical chillers with quite similar operating
conditions. Heuristic rules for sequencing and loading chillers with significantly different
performance characteristics, such as a combination of electric and gas-driven chillers would
need to be incorporated in the framework to generalize the approach.



Incorporation of generalized heuristic for control of storage. A rule-based near-optimal
control strategy for chilled water storage systems subject to RTP electricity rates with demand
charges was developed in this study. The strategy can be implemented within a microprocessor controller to work in conjunction with the multi-agent framework. Rule-based nearoptimal control strategies developed for ice storage under time-of-use (TOU) utility rates, and
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TOU with demand charges (Drees & Braun, 1996) could also be adapted, with some
considerations, to chilled water systems and included in the controller in order to generalize
the approach. A similar approach might be utilized to develop a controller for ice storage. The
multi-agent approach would need to be tested for all the combinations of storage media and
utility rates considered. Further, some errors in the predictions of cooling loads and building
electricity usage might be included in order to evaluate the sensitivity of the controller to
forecasting errors that would occur in a real application.


Experimental validation. The proposed multi-agent control strategy has only been tested in a
simulation environment. Experimental tests are necessary to assess the effectiveness of the
proposed approach in a real setting and reveal limitations.
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APPENDIX A. GENETIC ALGORITHM TUNING

The choice of suitable values for the parameters of a genetic algorithm (GA) has great influence
on both the effectiveness of the algorithm at reaching the optimal solution and its convergence
speed. This section describes the procedure to define appropriate values of the parameters of the
GA developed for optimization of central cooling systems. A list of the parameters of this GA is
provided in Table 1. Six of these parameters were selected for tuning while the others were kept
at the default values listed in the table. It is worth mentioning that most of the parameters excluded
from the tuning process are related to the convergence criteria and their default values are
considered suitable for the kind of problems considered here (i.e. optimization of central cooling
plants).
Table 1. Parameters of genetic algorithm developed for multi-agent framework
Parameter
Popsize
Inicpopfactor

Default
Value
20
3

FitnessScale
Crossoverfraction

0
-1

Minmutlength
Initialpenalty
Penaltyfactor
Maximumpenalty
Restarts
Tolsdevrestart
Genmax
Tolfun

0.1
100
2
1e4
0
0.01
200
1e-5

StallLimit
Tolsdev
Tolcon

10
1e-5
1e-5

Description
Number of individuals of the population
Positive integer. The size of the first population generated is:
Popsize*Inicpopfactor
0. No scale, 1. Rank
Fraction of new population created by crossover. If set to -1 the
fraction is calculated based on the diversity level
Minimum mutation length
Initial penalty for non-linear constraints
Penalty factor for non-linear constraints
Maximum value of penalty parameter
Number of restarts
Min. standard deviation of population for restarting GA
Maximum number of generations
Positive scalar. Algorithm runs until the change in the best
individual objective function is less than Tolfun for StallLimit
consecutive generations
Positive integer
Maximum allowable standard deviation of the population
Maximum admissible constraint violation

A full factorial experiment of two levels and six factors (26) was conducted to determine the effect
of the selected parameters on the effectiveness of the algorithm to find the optimum operating
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point of a cooling plant. The parameters (factors) and assigned levels are listed in Table 2. All
combinations of factors and levels were considered, giving a total of 64 tests. Additionally, four
replications were executed for each combination, to provide some insight on the stochastic
variations of the algorithm; then, a total of 256 runs were completed.
Table 2. Factors and levels for GA tuning experiment
A
B
C
D
E
F

Factor

Low

High

Population Size
Initial population factor
Initial penalty
Penalty factor
Number of Restarts
Maximum penalty

100
1
10
1.1
0
100

200
4
50
2
4
1000

A simplified cooling plant model was utilized as the test facility to evaluate the performance of
the GA with the different combinations of parameters. A schematic of the plant, illustrating all
the variables of interest for the optimization problem is shown in Figure 1. The simple plant
consists of a centrifugal chiller of 2000 Ton nominal cooling capacity, an evaporative counterflow cooling tower with a variable-speed fan, a variable speed condenser water pump with 6000
gpm nominal flow rate and a single speed chilled water pump with a nominal flow rate of 3200
gpm. The variables of interest are uncontrolled variables (input), optimization variables (in red),
and boundary conditions (underlined quantities). Six optimization variables are considered here:
cooling tower air flow (Airflow), chiller condenser water flow (𝑚̇𝑐𝑜 ), chiller condenser water
entering and leaving temperatures (𝑇𝑐𝑜,𝑖 and 𝑇𝑐𝑜,𝑜 ), and cooling tower leaving water flow and
temperature (𝑚̇𝑐𝑡,𝑜 and 𝑇𝑐𝑡,𝑜 ). All the texts were made for the same operating conditions: cooling
load = 2000 Ton, ambient wet-bulb temperature (𝑇𝑤𝑏 ) = 80F, ambient relative humidity = 50%,
and chilled water supply set-point (𝑇𝑒𝑣,𝑜 ) = 43F. The response variable was the total power
consumption of the plant.
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Figure 1 Schematic of Simplified Cooling plant
The optimization problem can be posed as follows:
𝑚𝑖𝑛[𝐴𝑖𝑟𝑓𝑙𝑜𝑤,𝑚̇𝑐𝑜 ,𝑇𝑐𝑜,𝑖 ,𝑇𝑐𝑜,𝑜 𝑚̇𝑐𝑡,𝑜 ,𝑇𝑐𝑡,𝑜 ] {𝑃𝑜𝑤𝑒𝑟𝑐ℎ + 𝑃𝑜𝑤𝑒𝑟𝑐𝑡 + 𝑃𝑜𝑤𝑒𝑟𝑐𝑤𝑝 }
Subject to:

(1)

𝑇𝑐𝑜,𝑜 = 𝐶ℎ𝑖𝑙𝑙𝑒𝑟𝑇𝑐𝑜,o (𝑄̇𝑙𝑜𝑎𝑑 , 𝑇𝑒𝑣,𝑜 , 𝑚̇𝑐𝑜 , 𝑇𝑐𝑜,𝑖 )
𝑇𝑐𝑡,𝑜 = 𝐶𝑜𝑜𝑙𝑖𝑛𝑔𝑇𝑜𝑤𝑒𝑟𝑇𝑐𝑡,𝑜 (𝑝𝑎𝑡 , 𝑇𝑤𝑏 , 𝑇𝑑𝑏 , 𝐴𝑖𝑟𝑓𝑙𝑜𝑤, 𝑚̇𝑐𝑜 , 𝑇𝑐𝑜,𝑜 )
𝑚̇𝑐𝑡,𝑜 = 𝐶𝑜𝑜𝑙𝑖𝑛𝑔𝑇𝑜𝑤𝑒𝑟𝑚̇𝑐𝑡,𝑜 (𝑝𝑎𝑡 , 𝑇𝑤𝑏 , 𝑇𝑑𝑏 , 𝐴𝑖𝑟𝑓𝑙𝑜𝑤, 𝑚̇𝑐𝑜 , 𝑇𝑐𝑜,𝑜 )
𝑇𝑐𝑜,𝑖 = 𝐶𝑜𝑙𝑑𝑤𝑒𝑙𝑙 (𝑚̇𝑐𝑜 , 𝑚̇𝑐𝑡,𝑜 , 𝑇𝑐𝑡,𝑜 , 𝑇𝑚𝑎𝑖𝑛𝑠 )
𝑇

[𝐴𝑖𝑟𝑓𝑙𝑜𝑤, 𝑚̇𝑐𝑜 , 𝑇𝑐𝑜,𝑖 , 𝑇𝑐𝑜,𝑜 𝑚̇𝑐𝑡,𝑜 , 𝑇𝑐𝑡,𝑜 ] ∈ 𝐅𝐑
where 𝑃𝑜𝑤𝑒𝑟𝑐ℎ , 𝑃𝑜𝑤𝑒𝑟𝑐𝑡 , and 𝑃𝑜𝑤𝑒𝑟𝑐𝑤𝑝 are the power requirements of the chiller, the cooling
tower and the condenser water pump, respectively, and FR is a hyper-rectangular feasible region
that represents interval type constraints.
The design matrix for the factorial experiment and the results for each run are included in Table 3.
The data were processed in Minitab V.17 and the results are summarized in Figures 2 to 5.
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Table 3. Factorial Experiment for Tuning Genetic Algorithm Parameters
Factors
Order

Response (Power, kW)

Pop Inic pop Initial Penalty Nr. of
Size factor penalty factor restarts

Maximum
penalty

Run 1

Run 2

Run 3

Run 4

1

100

1

10

1.1

0

100

1353.0

1358.6

1354.7

1355.0

2

200

1

10

1.1

0

100

1356.3

1354.2

1353.7

1364.7

3

100

4

10

1.1

0

100

1355.7

1358.4

1365.0

1362.2

4

200

4

10

1.1

0

100

1357.7

1356.6

1354.4

1359.6

5

100

1

50

1.1

0

100

1356.6

1364.0

1360.1

1356.5

6

200

1

50

1.1

0

100

1358.4

1359.2

1354.7

1353.4

7

100

4

50

1.1

0

100

1354.4

1362.8

1359.1

1353.2

8

200

4

50

1.1

0

100

1357.1

1353.2

1355.1

1354.9

9

100

1

10

2

0

100

1367.7

1356.3

1356.2

1357.6

10

200

1

10

2

0

100

1355.2

1354.5

1355.9

1357.9

11

100

4

10

2

0

100

1355.9

1357.5

1354.8

1356.8

12

200

4

10

2

0

100

1356.5

1357.5

1356.1

1358.1

13

100

1

50

2

0

100

1358.8

1356.5

1353.8

1354.2

14

200

1

50

2

0

100

1354.3

1355.9

1353.2

1355.3

15

100

4

50

2

0

100

1353.3

1354.8

1354.7

1362.8

16

200

4

50

2

0

100

1353.2

1353.7

1355.5

1355.1

17

100

1

10

1.1

4

100

1353.2

1354.0

1353.4

1352.9

18

200

1

10

1.1

4

100

1352.9

1353.6

1353.1

1353.2

19

100

4

10

1.1

4

100

1353.5

1357.3

1353.6

1353.0

20

200

4

10

1.1

4

100

1353.1

1353.0

1352.9

1353.0

21

100

1

50

1.1

4

100

1353.1

1353.2

1353.0

1353.0

22

200

1

50

1.1

4

100

1353.1

1353.0

1353.1

1353.1

23

100

4

50

1.1

4

100

1353.2

1353.0

1353.0

1352.9

24

200

4

50

1.1

4

100

1353.0

1353.0

1352.9

1353.0

25

100

1

10

2

4

100

1353.0

1353.3

1353.1

1353.0

26

200

1

10

2

4

100

1353.0

1352.9

1353.0

1353.4

27

100

4

10

2

4

100

1359.9

1353.0

1353.2

1354.6

28

200

4

10

2

4

100

1353.1

1353.0

1353.4

1353.0

29

100

1

50

2

4

100

1353.2

1353.1

1353.2

1353.6

30

200

1

50

2

4

100

1352.9

1352.9

1353.0

1353.0

31

100

4

50

2

4

100

1353.1

1353.0

1353.0

1353.2

32

200

4

50

2

4

100

1353.0

1353.0

1353.9

1353.3

33

100

1

10

1.1

0

1000

1355.4

1357.6

1356.1

1356.0
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Factors
Order

Response (Power, kW)

Pop Inic pop Initial Penalty Nr. of
Size factor penalty factor restarts

Maximum
penalty

Run 1

Run 2

Run 3

Run 4

34

200

1

10

1.1

0

1000

1354.9

1368.1

1374.0

1359.3

35

100

4

10

1.1

0

1000

1371.3

1355.6

1355.0

1374.2

36

200

4

10

1.1

0

1000

1355.3

1377.7

1353.2

1374.5

37

100

1

50

1.1

0

1000

1369.7

1362.6

1365.1

1371.4

38

200

1

50

1.1

0

1000

1355.3

1377.7

1353.2

1374.5

39

100

4

50

1.1

0

1000

1358.9

1362.7

1368.3

1364.8

40

200

4

50

1.1

0

1000

1361.7

1355.8

1355.6

1356.3

41

100

1

10

2

0

1000

1378.7

1373.4

1373.6

1396.8

42

200

1

10

2

0

1000

1377.0

1360.6

1374.6

1366.1

43

100

4

10

2

0

1000

1375.6

1374.6

1368.9

1380.6

44

200

4

10

2

0

1000

1366.7

1383.4

1373.7

1381.7

45

100

1

50

2

0

1000

1365.5

1358.4

1375.4

1383.5

46

200

1

50

2

0

1000

1368.2

1363.4

1363.8

1364.8

47

100

4

50

2

0

1000

1367.5

1373.2

1361.6

1374.3

48

200

4

50

2

0

1000

1377.0

1362.4

1368.7

1374.9

49

100

1

10

1.1

4

1000

1355.6

1354.1

1354.0

1357.9

50

200

1

10

1.1

4

1000

1356.8

1353.5

1354.9

1356.8

51

100

4

10

1.1

4

1000

1357.8

1353.2

1356.3

1353.8

52

200

4

10

1.1

4

1000

1360.4

1354.5

1352.9

1353.1

53

100

1

50

1.1

4

1000

1354.8

1353.2

1363.8

1354.1

54

200

1

50

1.1

4

1000

1355.6

1354.9

1355.3

1353.3

55

100

4

50

1.1

4

1000

1355.4

1358.5

1356.0

1359.0

56

200

4

50

1.1

4

1000

1354.8

1354.1

1353.7

1354.0

57

100

1

10

2

4

1000

1357.0

1357.5

1354.2

1371.2

58

200

1

10

2

4

1000

1353.5

1354.2

1356.4

1355.7

59

100

4

10

2

4

1000

1357.2

1356.5

1363.4

1359.3

60

200

4

10

2

4

1000

1355.8

1356.4

1354.0

1355.8

61

100

1

50

2

4

1000

1362.4

1363.2

1354.6

1364.9

62

200

1

50

2

4

1000

1357.6

1356.3

1355.5

1358.6

63

100

4

50

2

4

1000

1354.1

1359.3

1364.5

1366.4

64

200

4

50

2

4

1000

1359.2

1354.1

1353.3

1356.1
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Figure 2 shows the main effect of each parameter. It is evident that the most influential parameters
are the number of restarts and the maximum penalty. The number of restarts has a positive effect
on the response, that is, increasing the number of restarts produces a better response (i.e. lower
power consumption) while increasing the maximum penalty produces the opposite result. Both
population size and penalty factor have moderate although opposite impacts on the response. The
initial population and initial penalty seem to have negligible effects. The adverse effect of
increasing either the maximum penalty or the penalty factor have an explanation in that these
parameters determine the maximum value of the penalty parameter that multiplies the consensus
constraints and the speed with this value is reached, respectively; so both contribute to increase
the penalty parameter. If the penalty parameter is too high, the algorithm would deviate from the
minimization of the power consumption to the satisfaction of the agent related constraints.

Figure 2 Main Effects Plot for Power
Figure 3 shows a normal plot of the main effects and the interaction effects. Only the effects that
fall off of the line are significant. The farther the effects are from the line, the more significant
they are. Again, the most influential parameters are the number of restarts and the maximum
penalty. The population size and the penalty factor have a mild effect. The most significant
interactions (i.e. how much the effect of one factor changes when the other factor is changed) occur
between the penalty factor and the maximum penalty and between the number of restarts and the
maximum penalty. The same observations can be inferred from the Pareto chart of the effects
presented in Figure 4.
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Figure 3. Normal Plot of the Standardized Effects for Power,  = 0.05

Figure 4. Pareto Chart of Standardized Effects for a Significance Level  = 0.05
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A better way to visualize the interaction between all the factors is provided in the plots in Figure
5. The plots with parallel lines indicate no interaction. It can be seen that the maximum penalty
has a significant interaction with both the number of restarts and the penalty factor. A high number
of restarts of the algorithm reduces the adverse effect of increasing the maximum penalty. On the
other hand, a high penalty factor reinforces the effect of increasing the maximum penalty. In
summary, from this factorial experiment with two levels it seems that it is better to keep the number
of restarts and the population size at their high levels, and the maximum penalty and the penalty
factor at their low levels. The initial penalty and the initial population factor do not seem to have
a significant effect in the response.
The observations of this experiment have been used to provide convenient values for the
parameters listed in Table 4. The values listed here might change for other systems and different
number of control variables.

Figure 5. Interaction Plot for Power
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Table 4. Selected Values of GA Tuned Parameters
Parameter
Value
Population Size
Inicpopfactor
Initialpenalty
PenaltyFactor
Restarts
Maximumpenalty

200
4
10
1.1
3
100
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APPENDIX B. CONDENSER WATER DISTRIBUTION SYSTEM
SPECIFICATIONS

(B) Distribution
to towers

(B) Distribution
to chillers

(A) Pump
suction

Figure 1. Condenser water loop Schematic

Table 1. Loss coefficients for piping from point A (condenser water pumps suction) to point B (distribution to chillers)
Pipe
tract
Nr.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18

Location
CWP 1 discharge
CWP 2 discharge
CWP 3 discharge
CWP 4 discharge
CWP 5 discharge
CWP 6 discharge

CWP 1 suction pipe
CWP 2 suction pipe
CWP 3 suction pipe
CWP 4 suction pipe
CWP 5 suction pipe
CWP 6 suction pipe

Inner Pipe
Dia. length
in
in
17.25
17.25
17.25
19.25
19.25
19.25
35.25
35.25
35.25
35.25
35.25
35.25
17.25
17.25
17.25
17.25
17.25
17.25

50
50
50
50
50
50
43
43
43
43
43
295
155
155
155
160
160
160

90°
Elbow

Tee
Tee
in line Branch

0.39
0.39
0.39
0.39
0.39
0.39

0.39

0.78
0.78
0.78
0.78
0.78
0.78

Loss coefficient, K
Check Butterfly Filter Inlet Sudden
Gradual
Valve
Valve
Contract. Expansion
2.8
2.8
2.8
2.8
2.8
2.8

0.35
0.35
0.35
0.35
0.35
0.35

1.15
1.15
1.15
0.09
0.09
0.09

0.26
0.26
0.26
0.26
0.26
1.04
4.00
4.00
4.00
4.00
4.00
4.00

0.12
0.12
0.12
0.12
0.12
0.12

0.30
0.30
0.30
0.30
0.30
0.30

K

4.42
4.42
4.42
4.41
4.41
4.41
0.26
0.26
0.26
0.26
0.26
1.43
0.42
0.42
0.42
4.42
4.42
4.42
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Table 2. Loss coefficients for piping from point B to point C (distribution to cooling towers)
Pipe
tract
Nr.
1
2
3
4
5
6
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Inner
Location

Pipe

Dia. length
in
in
CWS to CH1
17.25 267
CWS to CH2
17.25 190
CWS to CH3
17.25 267
CWS to CH4
17.25
44
CWS to CH5
17.25 444
CWS to CH6
17.25
44
29.25
28
29.25 160
CWS to CH4
17.25 216
CWS to CH6
17.25 370
29.25 700
29.25 272
29.25 145
35.25
90
35.25 174
35.25
44
35.25 15180
CWR CH1
17.25 518
17.25 230
CWR CH3
17.25 541
CWR from CH5 17.25 510
CWR from CH6 17.25 327
CWR from CH4 17.25 915

Loss coefficient, K
90°
Elbow

1.17
1.17
0.78
0.78
1.56
0.39
0
0
0.78
1.56
0.39
0
0
0
0
0
0.39
1.56
2.73
1.56
1.17
1.95
1.56

45°
Tee
Tee Butterfly
Y
Gradual Gradual
Chiller
Elbow in line Branch Valve
Strainer Contract. Expansion

0.21
0.21
0.42

0.42

0.42

0.21
0.21
0.21
0.21
0.21

0.26
0.26
0.26
0.26
0.26
0.26
0.26
0.52
0.52
0.26
0.26
0.26
0.26
0.26
0.26
0.78

0.26
0.26

0.78
0.78
0.78
0.78

0.35
0.35
0.35
0.35

2.2
2.2
2.2

0.040928
0.040928
0.040928
0.03

2.2
0.03

0.07
0.07
0.07

0.78
0.35
0.35

2.2
2.2

0.11
0.03
0.31

0.78
0.78
0.78
0.78
0.78

0.35
0.35
0.35
0.35
0.35
0.35

0.245566
0.245566
0.245566
0.03
0.7

10.86
10.86
10.86
5.19
5.19
8.47

SK

15.87
15.87
15.69
6.85
9.63
9.22
1.04
0.68
3.85
4.74
1.1
0.26
0.57
0.26
0.26
0.26
1.38
3.15
4.11
3.15
2.54
3.55
2.87
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Table 3. Loss coefficients for piping from point C to cooling towers
Pipe
Tract
Nr.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24

Location
CWR to tower cell 1
CWR to tower cell 2
CWR to tower cell 3
CWR to tower cell 4A
CWR to tower cell 4B
CWR to tower cell 4C
CWR to tower cell 5A
CWR to tower cell 5B
CWR to tower cell 5C
CWR to tower cell 6A
CWR to tower cell 6B
CWR to tower cell 6C
From point B to concrete tower
Between tower cells 1 & 2
Between tower cells 2 & 3
From point B to metal towers
Between cells 4A & 4B
Between cells 4B & 4C
Between cells 4C & 5A
Between cells 5A & 5B
Between cells 5B & 5C
Between cells 5C & 6A
Between cells 6A & 6B
Between cells 11 and 12 6B & 6C

Inner
Dia.
in

Pipe
Length
in

17.25
17.25
17.25
9.25
9.25
9.25
9.25
9.25
9.25
11.25
11.25
11.25
29.25
29.25
29.25
29.25
29.25
29.25
29.25
29.25
29.25
29.25
29.25
29.25

0
0
0
250
250
250
250
250
250
250
250
250
337
368
368
337
42
146
250
42
146
250
42
146

90°
Elbow

Tee
in line

Loss coefficient, K
Tee
Check Butterfly
Branch Valve
Valve
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78

0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.78
0.39

Gradual
Contract.

0.70
0.70
0.70
0.70
0.70
0.70
0.70
0.70
0.70
0.70
0.70
0.70

0.26
0.26
0.39

0.78
0.26
0.26
0.26
0.26
0.26
0.26
0.26
0.26

0.03

K
1.48
1.48
1.48
2.26
2.26
2.26
2.26
2.26
2.26
2.26
2.26
2.26
1.17
0.26
0.26
1.20
0.26
0.26
0.26
0.26
0.26
0.26
0.26
0.26
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A Near-Optimal Control Algorithm for Central Cooling Plants with Electric and/or GasDriven Chillers
Rita Jaramillo, James E. Braun, PhD, and W. Travis Horton, PhD
ABSTRACT
This paper presents a near-optimal control algorithm for minimizing energy costs in hybrid cooling plants
in response to individual chiller loadings. The approach is based upon an approximate solution to the partial
differential equations involved in minimizing the cost of energy consumed by the plant with respect to two
control variables: cooling tower air flow and condenser water flow. The parameters of the algorithm can be
evaluated solely with design information for the chillers and cooling towers, along with some measurements
of total condenser water flow and pump power consumption. In addition to reducing plant operating costs,
the algorithm simplifies tower control and is more stable compared with conventional tower control
strategies such as constant condenser water supply temperature or constant approach to wet-bulb. The
control approach was evaluated using a component-based model of an existing large cooling plant built in
a simulation framework which includes a genetic algorithm to determine optimum settings of the control
variables. Historical data consisting of ambient conditions and cooling loads sampled over six months was
used to simulate performance of the plant under four different control approaches: the near-optimal control
algorithm, optimum supervisory control, and two heuristic control strategies. The average difference
between the energy costs associated with the near-optimal control approach and the optimum supervisory
control was 1%. Comparison with the heuristic control strategies shows that significant energy savings can
be achieved with the proposed control method.

INTRODUCTION
A central cooling system consists of multiple chillers, cooling towers and pumps that supply chilled water
to satisfy the cooling requirements of one or more buildings as depicted in Figure 1. Supervisory control of
such a system involves determining the set-points of continuous control variables (e.g., chilled water supply
temperature, cooling tower air flow and condenser water flow rate) and the operating modes (i.e., the
number of operating chillers, cooling tower cells and pumps) to satisfy the cooling demand. Since a central
cooling plant is the largest energy consumer within an HVAC system, the strategy applied to control chillers,
cooling tower fans, and pumps has a significant impact on overall operating costs.

Figure 1. Schematics of a central cooling system
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Most of the research related to supervisory control of central cooling systems has focused on centralized
optimum supervisory control approaches: Wang and Burnett (2001), Chow et al. (2002), Yao et al. (2004),
Lu et al. (2004), Lu et al. (2005), Fong et al. (2008), Torzhkov et al. (2010), and Ma and Wang (2009).
Although these studies have demonstrated the effectiveness of optimal control in reducing operational costs
and its superior performance compared to conventional strategies, the results have not been widely
implemented. Some of the limitations of centralized optimal control are the need of detailed information
on plant equipment performance in order to build simulation models for performance prediction, high initial
costs associated with site-specific controller design and implementation, and the need to update the models
and control sequences every time a modification (such as the introduction of new equipment) is made to
the plant. As a result, “most of the HVAC control systems installed today are still basically proportionalintegral (PI) or proportional-integral-derivative (PID) at the lowest level, with one or two higher levels of
heuristic supervisory control” (Kelly and Bushby, 2012).
A number of near-optimal heuristic control strategies have been developed for control of central cooling
systems. Braun and Diderrich (1990) developed a simple near-optimal control algorithm for cooling towers
in plants with centrifugal chillers. The algorithm, included in the ASHRAE Handbook-HVAC Applications
(ASHRAE, 2011), is based on an open-loop, linear control equation as a function of the total load. Later,
Braun (2007a) extended this work to cooling tower fan control in plants with electric and/or natural gas
chillers in response to individual chiller loadings. In addition to reducing operating costs, the open-loop
strategy simplifies control and improves the stability of tower operation as compared with using a constant
condenser water supply temperature, or constant approach to wet-bulb. Braun (2007b) also presented a set
of operating strategies for sequencing and relative loading of chillers in response to cooling load, ambient
wet-bulb temperature, and gas/electric utility rates. These strategies when implemented together provide
near-optimal performance for hybrid cooling plants in terms of operating costs. However, all these
strategies are based on the assumption that the plant has single-speed condenser water pumps dedicated to
chillers. Significant performance improvement can still be achieved by considering the effects of condenser
water flow rate on the performance of chillers and cooling towers. Some authors have given guidelines
thereon: Shelton and Joyce (1991), for instance, recommended a condenser water flow rate of 1.5 gpm/ton
for system operation. Later, Kirsner (1996) showed a condenser water flow rate of 3 gpm/ton for centrifugal
chillers at full load would often reduce plant power consumption, while low condenser water flow rate (1.5
gpm/ton) would have advantages at part load conditions. These results, nonetheless, depend on the site
required pumping head and chiller load profiles, and cannot be generalized. In fact, Lu and coworkers (Lu
et al. 2004) report that the “systematic determination of the water flow rate under different outdoor
environment and cooling loads is still an open question.”
This paper aims to cover the aforementioned gap by presenting a near-optimal control algorithm for
minimizing energy costs for plants with electric and/or gas-driven chillers. The method is an extension of
the algorithm developed by Braun (2007a) for control of cooling towers in hybrid plants. Braun’s approach
is based on an approximate solution to the partial differential equation involved in minimizing plant energy
cost with respect to cooling tower air flow, and relies on simplifying assumptions and heuristics to
determine the near-optimal control of cooling towers with similar design specifications. Large cooling
systems, nonetheless, may have multiple cooling towers with significant differences in construction and
performance characteristics (i.e. rated air and water flows, tower capacities, and fan power consumption).
In such cases the aforementioned approach for tower control will be less effective at approaching the
optimum performance in terms of energy cost. The main contributions of this work can be summarized as
follows: (1) a generalization of the tower control algorithm developed by Braun (2007a), to include plants
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with multiple cooling towers with different specifications, and (2) the development of an approach to
determine near-optimal condenser water flow rates for individual chillers. The resulting control algorithm
determines cooling tower fan and condenser water flow settings in response to the loads on individual
chillers. The parameters of the algorithm can be evaluated solely by using design information for the chillers
and cooling towers along with some measurements of total condenser water flow and pump power
consumption.
The control method was evaluated using a component-based model of an existing large cooling plant
developed by Jaramillo et al. (2017). The simulation tool, built in MATLAB, includes a genetic algorithm
developed to determine the settings of the control variables for the optimum supervisory control benchmark.
Historical data from the plant, consisting of cooling loads and ambient dry-bulb and wet-bulb temperatures
that were sampled at 30 minute intervals for six consecutive months, was used to simulate the performance
of the plant under the near-optimal control approach and three additional control strategies: (1) optimum
supervisory control, (2) a conventional heuristic strategy implemented at the plant before a recent retrofit
to reduce operational costs, and (3) an improved heuristic control strategy currently implemented.

DEVELOPMENT OF THE NEAR-OPTIMAL CONTROL ALGORITHM
The plant control algorithm consists of two parts: (1) determination of near-optimal cooling tower air and
condenser water flow rates, and (2) application of rules for sequencing chillers, condenser water pumps and
cooling tower fans. This section starts by posing the general problem of minimization of the plant energy
cost. Therein, an approximate solution to the partial differential equations involved is developed in order to
obtain expressions for near-optimal tower air and condenser water flow rates. Then, a summary of heuristic
rules for near-optimal sequencing of plant equipment, and the guidelines to implement the control algorithm
are presented.

The optimization problem
Optimal supervisory control of a cooling plant involves determining the values of the control variables that
minimize total operating costs in response to uncontrolled variables (i.e. ambient dry-bulb and wet-bulb
temperatures, cooling load, and gas/electric utility rates). For a plant without significant thermal energy
storage, the optimization problem consists of minimizing the instantaneous cost of energy usage given by
𝐶𝑝𝑙 = 𝐶𝑐ℎ + 𝐶𝑡𝑤𝑟 + 𝐶𝑐𝑤𝑝

(1)

where 𝐶𝑐ℎ , 𝐶𝑡𝑤𝑟 and 𝐶𝑐𝑤𝑝 are the instantaneous energy costs of operating the chillers, cooling tower fans,
and condenser water pumps, respectively. For a fixed chilled water supply temperature set-point this energy
cost can be considered as a function of two independent continuous control variables: the total tower air
flow and the total condenser water flow. The energy cost also depends on discrete control variables such as
the number of chillers, cooling tower fans and condenser water pumps operating at any time. However,
these variables can be determined for a given cooling load using generalized heuristic rules for near-optimal
sequencing of chillers, cooling tower fans and pumps. With these control rules, the total energy cost of the
plant can be considered as a function of only two independent control variables: the tower relative air flow
(𝛾𝑡𝑤𝑟 ) and the condenser water flow ratio (𝛾𝑐𝑤𝑝 ). Here 𝛾𝑡𝑤𝑟 is defined as the ratio of the current tower air
flow to the air flow that would be obtained if the fans of the operating cells (not all tower cells) were
working at rated speed, whereas 𝛾𝑐𝑤𝑝 is the ratio of total condenser water flow rate to the flow rate that
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would be produced if all condenser pumps were working at rated conditions. Minimization of the energy
cost leads to the following equation:
𝜕𝐶

𝜕𝐶

𝜕𝐶𝑐𝑤𝑝

𝜕𝐶

(𝜕𝛾 𝑐ℎ + 𝜕𝛾𝑡𝑤𝑟 ) 𝑑𝛾𝑡𝑤𝑟 + (𝜕𝛾 𝑐ℎ + 𝜕𝛾
𝑡𝑤𝑟

𝑡𝑤𝑟

𝑐𝑤𝑝

𝑐𝑤𝑝

) 𝑑𝛾𝑐𝑤𝑝 = 0

(2)

Equation 2 can be decoupled into two partial differential equations:
𝜕𝐶𝑡𝑤𝑟
𝜕𝛾𝑡𝑤𝑟

=−

𝜕𝐶𝑐𝑤𝑝

= − 𝜕𝛾 𝑐ℎ

𝜕𝛾𝑐𝑤𝑝

𝜕𝐶𝑐ℎ
𝜕𝛾𝑡𝑤𝑟

(3)

𝜕𝐶

(4)

𝑐𝑤𝑝

The solutions of Equations 3 and 4 give the near-optimal tower air and condenser water flow rates,
respectively.

Near-Optimal Tower Air flow
In order to find an expression for the sensitivity of chiller energy cost to tower airflow, Equation 3 can be
written as
𝜕𝐶𝑐ℎ
𝜕𝛾𝑡𝑤𝑟

=

𝑑𝐶𝑐ℎ 𝜕𝑇𝑐𝑤𝑟
𝑑𝑇𝑐𝑤𝑟 𝜕𝛾𝑡𝑤𝑟

(5)

where 𝑇𝑐𝑤𝑟 is the condenser water return temperature. According to Braun (2007a) the rate of change of
chiller energy cost with respect to the condenser water return temperature can be approximated as
𝑑𝐶𝑐ℎ
𝑑𝑇𝑐𝑤𝑟

𝑁𝑐ℎ
= ∑𝑖=1
(𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑆𝑐ℎ,𝑑,𝑖 . 𝐸𝑅𝑖 . 𝐸𝑐ℎ,𝑑,𝑖 )

(6)

where 𝐸𝑐ℎ,𝑑,𝑖 is the rate of input energy for the ith chiller (electricity or gas) at rated conditions, 𝐸𝑅𝑖 is the
cost per unit input energy, 𝑃𝐿𝑅𝑐ℎ,𝑖 is the chiller part-load ratio (i.e. chiller current load relative to its rated
capacity), and 𝑆𝑐ℎ,𝑑,𝑖 is the sensitivity of the chiller input energy to changes in the condenser water return
temperature at rated conditions, defined as
𝑆𝑐ℎ,𝑑,𝑖 = 𝐸

1
𝑐ℎ,𝑑,𝑖

𝑑𝐸

(𝑑𝑇𝑐ℎ,𝑖)
𝑐𝑤𝑟

𝑑

(7)

The next step is to develop an expression for the rate of change of the condenser water return temperature
with respect to the tower air flow. Using an expression from Braun (2007a), the heat rejection rate of the
ith cooling tower cell can be approximated by
𝑄̇𝑡𝑐,𝑖 = 𝑄̇𝑡𝑐,𝑑,𝑖 . 𝛾𝑡𝑐,𝑖 .

𝑇𝑐𝑤𝑟 −𝑇𝑤𝑏
𝑎𝑡𝑐,𝑑,𝑖 +𝑟𝑡𝑐,𝑑,𝑖

(8)

where 𝑎𝑡𝑐,𝑑,𝑖 is the ith tower cell rated approach (i.e. difference between condenser water supply and
ambient wet-bulb temperatures), 𝑟𝑡𝑐,𝑑,𝑖 is the tower cell range (i.e. difference between condenser water
return and supply temperatures) at rated conditions, 𝑄̇𝑡𝑐,𝑑,𝑖 is the ith cell heat rejection rate at design
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conditions, 𝑇𝑤𝑏 is the ambient wet-bulb temperature, and 𝛾𝑡𝑐,𝑖 is the tower cell relative air flow (i.e. ratio
of cell airflow to its rated air flow). Given that the air flow through an individual tower cell is approximately
linear with the fan speed, 𝛾𝑡𝑐,𝑖 is also equivalent to the cell relative fan speed (ratio of current fan speed to
fan speed at rated conditions). The total tower heat rejection rate can be written as
𝑄̇𝑡𝑐,𝑑,𝑖

𝑁𝑜𝑡𝑐
𝑄̇𝑡𝑤𝑟 = (𝑇𝑐𝑤𝑟 − 𝑇𝑤𝑏 ). ∑𝑖=1
(𝑎

𝑡𝑐,𝑑,𝑖

+ 𝑟𝑡𝑐,𝑑,𝑖

. 𝛾𝑡𝑐,𝑖 )

(9)

where 𝑁𝑜𝑡𝑐 is the number of operating tower cells (i.e. cells with flow valves in an open position). The
tower current heat rejection rate can be approximated as (Braun, 2007a)
𝑁𝑐ℎ
𝑄̇𝑡𝑤𝑟 = ∑𝑖=1
(𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑄̇𝑐𝑤,𝑑,𝑖 )

(10)

Where 𝑄̇𝑐𝑤,𝑑,𝑖 is the heat rejection rate from the ith chiller to the condenser water at design conditions.
Substituting Equation 10 into Equation 9, and solving for 𝑇𝑐𝑤𝑟 results in
𝑁

𝑐ℎ (𝑃𝐿𝑅
∑𝑖=1
𝑐ℎ,𝑖 .𝑄̇𝑐𝑤,𝑑,𝑖 )

𝑇𝑐𝑤𝑟 = 𝑇𝑤𝑏 +

𝑄̇𝑡𝑐,𝑑,𝑖
.𝛾 )
𝑎𝑡𝑐,𝑑,𝑖 + 𝑟𝑡𝑐,𝑑,𝑖 𝑡𝑐,𝑖

𝑁

𝑜𝑡𝑐 (
∑𝑖=1

(11)

The tower relative air flow is defined as
𝑁

𝛾𝑡𝑤𝑟 =

𝑜𝑡𝑐 (𝛾
∑𝑖=1
𝑡𝑐,𝑖 𝐴𝑖𝑟𝑓𝑙𝑜𝑤𝑡𝑐,𝑑,𝑖 )
𝑁

𝑜𝑡𝑐 𝐴𝑖𝑟𝑓𝑙𝑜𝑤
∑𝑖=1
𝑡𝑐,𝑑,𝑖

(12)

where 𝐴𝑖𝑟𝑓𝑙𝑜𝑤𝑡𝑐,𝑑,𝑖 is the ith tower cell rated airflow. Therefore, the maximum value of 𝛾𝑡𝑤𝑟 is
constrained to one. If all the fans of the operating cells are working at the same relative speed, then Equation
12 shows that the relative fan speed is equal to the relative tower air flow. In this case, Equation 11 can be
derived with respect to 𝛾𝑡𝑤𝑟 leading to
𝜕𝑇𝑐𝑤𝑟
𝜕𝛾𝑡𝑤𝑟

= −𝛾

1

𝑡𝑤𝑟

2

.

𝑁𝑐ℎ
∑𝑖=1
(𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑄̇𝑐𝑤,𝑑,𝑖 )
𝑁

𝑄̇𝑡𝑐,𝑑,𝑖
)
𝑎𝑡𝑐,𝑑,𝑖 + 𝑟𝑡𝑐,𝑑,𝑖

𝑜𝑡𝑐 (
∑𝑖=1

(13)

Substituting Equation 6 and 13 into Equation 5 gives the chiller cost sensitivity to tower airflow
𝑑𝐶𝑐ℎ
𝑑𝛾𝑡𝑤𝑟

= −𝛾

1

𝑡𝑤𝑟

2

.

𝑁𝑐ℎ
∑𝑖=1
(𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑄̇𝑐𝑤,𝑑,𝑖 )
𝑄̇𝑡𝑐,𝑑,𝑖
𝑁𝑜𝑡𝑐
∑𝑖=1
(𝑎
)
𝑡𝑐,𝑑,𝑖 + 𝑟𝑡𝑐,𝑑,𝑖

𝑐ℎ
∑𝑁
𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑆𝑐ℎ,𝑑,𝑖 . 𝐸𝑅𝑖 . 𝐸𝑐ℎ,𝑑,𝑖 )

(14)

The final step is to develop an expression for the rate of change of cooling tower fan energy cost with
respect to the tower air flow. The power consumed by a single fan varies approximately with the cube of
the airflow; therefore, the total fan energy cost is given by
3
𝐶𝑡𝑤𝑟 = ∑𝑁𝑜𝑡𝑐
𝑖=1 (𝛾𝑡𝑐,𝑖 . 𝑃𝑡𝑤𝑟,𝑑,𝑖 ). 𝐸𝑅𝑒

(15)
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where 𝑃𝑡𝑤𝑟,𝑑,𝑖 is the ith fan input power at rated conditions and 𝐸𝑅𝑒 is the cost per unit of electrical energy.
For cooling towers with variable-speed fans and all the fans of the operating cells working at the same
speed, Equation 15 can be derived with respect to tower relative air flow to give
𝜕𝐶𝑡𝑤𝑟
𝜕𝛾𝑡𝑤𝑟

2
2
= 3. 𝛾𝑡𝑤𝑟
. 𝐸𝑅𝑒 . ∑𝑁𝑜𝑡𝑐
𝑖=1 𝑃𝑓,𝑑,𝑖 = 3. 𝛾𝑡𝑤𝑟 . 𝐸𝑅𝑒 . 𝑃𝑡𝑤𝑟,𝑑

(16)

where 𝑃𝑡𝑤𝑟,𝑑 is the sum of power consumed by the fans of the operating tower cells at rated conditions.
For cooling towers with discrete fan settings, the total air flow can still be treated as a continuous control
variable for optimization purposes. Then, the discrete control that gives the value closest to the optimum
should be applied. It follows that, for single-speed fans, the total fan power increases as a single linear
function of the total airflow, as depicted in Figure 2a. For cooling towers with two-speed fans, or with three
speed fans, when an optimal sequencing strategy is applied (i.e. according to the guidelines given below in
this paper) the power varies as a piecewise linear function as shown in Figures 2b and 2c. In these cases,
the fan cost sensitivity takes the form
𝜕𝐶𝑡𝑤𝑟
𝜕𝛾𝑡𝑤𝑟

= 𝐾. 𝐸𝑅𝑒 . 𝑃𝑡𝑤𝑟,𝑑

(17)

where K depends on tower fan type, as follows:
1

for single − speed fans
for two or three − speed fans, and 𝛾𝑡𝑤𝑟 ≤ 𝑓𝑠𝑝1

2
𝑓𝑠𝑝1
2
1 + 𝑓𝑠𝑝1 + 𝑓𝑠𝑝1

𝐾=
2
𝑓𝑠𝑝1

{

+ 𝑓𝑠𝑝1 . 𝑓𝑠𝑝2 +
2
1 + 𝑓𝑠𝑝2 + 𝑓𝑠𝑝2

for two − speed fans, and 𝑓𝑠𝑝1 < 𝛾𝑡𝑤𝑟 ≤ 1
2
𝑓𝑠𝑝2

(18)

for three − speed fans, and 𝑓𝑠𝑝1 < 𝛾𝑡𝑤𝑟 ≤ 𝑓𝑠𝑝2
for three − speed fans, and 𝑓𝑠𝑝2 < 𝛾𝑡𝑤𝑟 ≤ 1

Where 𝑓𝑠𝑝1 and 𝑓𝑠𝑝2 are the first and second relative fan speed, respectively.

Figure 2. Variation of tower fan power with tower airflow for a) single-speed fans, b) two-speed fans, and
c) three-speed fans
Assuming that the power consumed by a single fan varies exactly with the cube of the airflow, Equations
17 and 18 give an exact solution for the sensitivity of tower fan cost to airflow when all tower cells and
fans are similar. Simulation results show that these equations give a good approximation when the tower
cells and fans have different design specifications.
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Finally, substituting Equations 14 and 16 into Equation 3, and solving for 𝛾𝑡𝑤𝑟 gives the following
relationship for near-optimal control of cooling towers with variable-speed fans
1/4

𝛾𝑡𝑤𝑟 = [

̇
1 ∑𝑁𝑐ℎ
𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑄𝑐𝑤,𝑑,𝑖 )
𝑄̇𝑡𝑐,𝑑,𝑖
3 𝑁𝑜𝑡𝑐
∑𝑖=1 (
)
𝑎𝑡𝑐,𝑑,𝑖 +𝑟𝑡𝑐,𝑑,𝑖

𝐸𝑅 .𝐸

𝑖 𝑐ℎ,𝑑,𝑖
. ∑𝑁𝑐ℎ
)]
𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑆𝑐ℎ,𝑑,𝑖 . 𝐸𝑅 .𝑃
𝑒

𝑡𝑤𝑟,𝑑

(19)

For single-speed or multiple-speed fans, Equation 17 is used instead of Equation 16, to give
1/2

𝛾𝑡𝑤𝑟 =

𝐸𝑅 .𝐸
1 ∑𝑁𝑐ℎ(𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑄̇𝑐𝑤,𝑑,𝑖 )
. ∑𝑁𝑐ℎ
(𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑆𝑐ℎ,𝑑,𝑖 . 𝑖 𝑐ℎ,𝑑,𝑖 )]
[𝐾 𝑖=1
𝑖=1
̇
𝑄
𝐸𝑅
𝑡𝑐,𝑑,𝑖
𝑒 .𝑃𝑡𝑤𝑟,𝑑
∑𝑁𝑜𝑡𝑐
)
𝑖=1 (𝑎
+𝑟
𝑡𝑐,𝑑,𝑖

(20)

𝑡𝑐,𝑑,𝑖

Where the parameter K, given by Equation 18, depends not only on fan type but also the range of values of
𝛾𝑡𝑤𝑟 . Consequently, a first assumption should be made regarding the range of values in which 𝛾𝑡𝑤𝑟 is
contained in order to evaluate K for multi-speed fans, and then, recalculate K and 𝛾𝑡𝑤𝑟 if needed.

Near-Optimal Condenser Water Flow _
In order to solve Equation 4, the change in chiller cost with respect to the condenser water flow ratio can
be written as:
𝜕𝐶𝑐ℎ
𝜕𝛾𝑐𝑤𝑝

𝑑𝐶

= 𝑑𝑇 𝑐ℎ

𝑐𝑤𝑟

𝜕𝑇𝑐𝑤𝑟
𝜕𝛾𝑐𝑤𝑝

(21)

where the condenser water flow ratio 𝛾𝑐𝑤𝑝 is defined as
𝛾𝑐𝑤𝑝 =

𝑁𝑐𝑤𝑝

∑𝑖=1

𝑚̇𝑐𝑤𝑝,𝑖

𝑚̇𝑐𝑤𝑝,𝑑

(22)

where 𝑚̇𝑐𝑤𝑝,𝑑 is the sum of the rated flows of all the condenser water pumps and 𝑁𝑐𝑤𝑝 is the total number
of pumps. The rate of change of chiller cost with respect to 𝑇𝑐𝑤𝑟 is given by Equation 6. An expression for
the sensitivity of 𝑇𝑐𝑤𝑟 to condenser water flow rate can be obtained from the total heat rejection rate of the
chillers to the condenser water, given by
𝑄̇𝑡𝑤𝑟 = 𝐶𝑝𝑤 . 𝑚̇𝑐𝑤𝑝,𝑑 . 𝛾𝑐𝑤𝑝 (𝑇𝑐𝑤𝑟 − 𝑇𝑐𝑤𝑠 )

(23)

Where 𝐶𝑝𝑤 is the specific heat of water and 𝑇𝑐𝑤𝑠 is the condenser water supply temperature. Solving
Equation 23 for 𝑇𝑐𝑤𝑟 and taking the partial derivative with respect to 𝛾𝑐𝑤𝑝 results in
𝜕𝑇𝑐𝑤𝑟
𝜕𝛾𝑐𝑤𝑝

𝑄̇𝑡𝑤𝑟
𝐶
𝑐𝑤𝑝 𝑝𝑤 .𝑚̇𝑐𝑤𝑝,𝑑
1

= − 𝛾2

(24)

The heat rejection rate for all the tower cells at rated conditions is given by
𝑁𝑡𝑐
𝑡𝑐 ̇
∑𝑁
𝑖=1 𝑄𝑡𝑐,𝑑,𝑖 = ∑𝑖=1(𝐶𝑝𝑤 . 𝑚̇𝑡𝑐,𝑑,𝑖 . 𝑟𝑡𝑐,𝑑,𝑖 )

(25)

137
where 𝑚̇𝑡𝑐,𝑑,𝑖 is the rated water flow rate through the ith tower cell, 𝑄̇𝑡𝑐,𝑑,𝑖 is the heat rejection rate of the
tower cell at design conditions, and 𝑁𝑡𝑐 is the total number of tower cells (operating and idle). Solving
Equation 25 for 𝐶𝑝𝑤 and substituting the resulting expression along with Equation 10 into Equation 24
leads to
𝜕𝑇𝑐𝑤𝑟
𝜕𝑚̇𝑐𝑤

𝑁

𝑁

𝑐ℎ
𝑡𝑐 (𝑚̇
∑𝑖=1
𝑡𝑐,𝑑,𝑖 .𝑟𝑡𝑐,𝑑,𝑖 ) ∑𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑄̇𝑐𝑤,𝑑,𝑖 )
.
𝑚̇𝑐𝑤𝑝,𝑑
𝑄̇𝑡𝑤𝑟,𝑑
𝑐𝑤𝑝

1

= − 𝛾2

(26)

Substituting Equations 6 and 26 into Equation 21 gives
𝜕𝐶𝑐ℎ
𝜕𝛾𝑐𝑤𝑝

= −

1
2
𝛾𝑐𝑤𝑝

𝑁𝑐ℎ
𝑁𝑡𝑐
∑𝑖=1
(𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑄̇𝑐𝑤,𝑑,𝑖 )
(𝑚̇𝑡𝑐,𝑑,𝑖 .𝑟𝑡𝑐,𝑑,𝑖 ) ∑𝑖=1

𝑚̇𝑐𝑤𝑝,𝑑

𝑁

𝑡𝑐 𝑄̇
∑𝑖=1
𝑡𝑐,𝑑,𝑖

. ∑𝑁𝑐ℎ
𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑆𝑐ℎ,𝑑,𝑖 . 𝐸𝑐ℎ,𝑑,𝑖 . 𝐸𝑅𝑖 )

(27)

The total power consumed by the operating condenser water pumps can be expressed as a quadratic function
of the condenser water flow ratio as follows
2
𝑃𝑐𝑤𝑝 = (𝑎0 + 𝑎1 . 𝛾𝑐𝑤𝑝 + 𝑎2 . 𝛾𝑐𝑤𝑝
)𝑃𝑐𝑤𝑝,𝑑

(28)

where 𝑃𝑐𝑤𝑝,𝑑 is the sum of the rated power consumption of all condenser pumps. In order to determine the
coefficients of Equation 28, near-optimal sequencing strategies should be applied to chillers, tower cells
and condenser pumps. Thereon, the coefficients 𝑎0 , 𝑎1 and 𝑎2 can be estimated from fitting of
measurements of input electric power of the condenser water pumps and condenser water flow covering
the range of cooling loads applied to the plant. In the case of hybrid plants, electric and gas-driven chillers
may be sequenced in different order depending on whether demand charges are active or not. Consequently,
it might be necessary to determine a set of coefficients ( 𝑎0 , 𝑎1 and 𝑎2 ) for every possible order of
sequencing chillers and pumps. The sensitivity of pump power cost to the condenser flow ratio is given by
𝜕𝐶𝑐𝑤𝑝
𝜕𝛾𝑐𝑤𝑝

= 𝐸𝑅𝑒 . 𝑃𝑐𝑤𝑝,𝑑 (𝑎1 + 2𝑎2 . 𝛾𝑐𝑤𝑝 )

(29)

Substituting Equations 27 and 29 into Equation 4 finally gives a cubic equation that can be solved to
determine the near-optimal condenser water flow rate:
2
3
𝑎1 𝛾𝑐𝑤𝑝
+ 2𝑎2 𝛾𝑐𝑤𝑝
=

𝑁

𝑁

𝑐ℎ
𝑡𝑐 (𝑚̇
∑𝑖=1
𝐸𝑅 .𝐸
𝑡𝑐,𝑑,𝑖 .𝑟𝑡𝑐,𝑑,𝑖 ) ∑𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑄̇𝑐𝑤,𝑑,𝑖 )
𝑁𝑐ℎ
.
. ∑𝑖=1
(𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑆𝑐ℎ,𝑑,𝑖 . 𝐸𝑅 𝑖.𝑃 𝑐ℎ,𝑑,𝑖 )
𝑚̇𝑐𝑤𝑝,𝑑
𝑄̇𝑡𝑤𝑟,𝑑
𝑒 𝑐𝑤𝑝,𝑑

(30)

If the condenser water loop has continuously adjustable flow valves for each chiller, then the individual
flow rates can be adjusted so that each chiller relative condenser water flow rate is proportional to its partload ratio as shown by Equation 31.
𝑚̇𝑐𝑤,𝑖
𝑚̇𝑐𝑤,𝑑,𝑖

=

𝑚̇𝑐𝑤
𝑁𝑐ℎ
∑𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 .𝑚̇𝑐𝑤,𝑑,𝑖 )

. 𝑃𝐿𝑅𝑐ℎ,𝑖

for 𝑖 = 1 to 𝑁𝑐ℎ

(31)

where 𝑚̇𝑐𝑤 is the overall condenser water flow rate and 𝑚̇𝑐𝑤,𝑑,𝑖 is the ith chiller condenser flow rate at rated
conditions. This distribution results in approximately equal condenser water leaving temperatures.
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Near-Optimal Equipment Sequencing Rules
This section presents a summary of rules for near-optimal sequencing of plant equipment. These rules,
when applied with the expressions for near-optimal tower air flow and condenser water flow developed
above give near-optimal performance.
Chiller sequencing and loading. For a hybrid plant the optimal allocation of chillers at any given time
depends primarily on the chillers rated efficiencies, part load characteristics, maintenance costs and
gas/electricity utility rates. Braun (2007b) developed a near-optimal control strategy for sequencing and
loading chillers in hybrid plants. A summary of this work is presented below:


Chiller sequencing. For a hybrid plant, the energy and maintenance costs for the different types of
chillers can be significantly different. Consequently, in absence of a demand constraint, the chillers
should be brought online in an order that decreases combined energy and maintenance costs. Although
some chillers have favorable part-load characteristics, usually it is best to allow the operating chillers
to reach their full cooling capacity before bringing additional chillers on line. If two chillers have the
same operating costs at rated conditions, then the one with the best part-load characteristics should be
brought on line first. These criteria are more important when the chillers have substantially different
operating costs, and can be used to make an ordered list for sequencing chillers in absence of a demand
constraint. When a demand constraint is imposed, the priority for bringing chillers on line in a hybrid
plant can change dramatically. In this case a near optimal strategy for sequencing chillers involves the
use of both an ordered list based on energy and maintenance costs, and a “demand” list including only
gas-driven chillers. The procedure for sequencing the chillers involves the continuous updating of a
chiller priority list based on the energy and demand lists, and on how close the current operating
chillers are to an established demand limit. This procedure is described in detail by Braun (2007b).
Strategies should also be defined for bringing chillers online and taking them offline in response to
load changes and transitions between different stages of demand constraint. For a given stage of
demand, a chiller should be brought online if all the operating chillers are working at full capacity or
the chilled water temperature has exceeded the set-point by a significant amount (e.g., 1°F). A chiller
should be taken offline if the cooling load is significantly less (e.g., 10%) than the value associated
with the first time interval after the last chiller was brought online. Additional rules might be applied
to avoid chiller cycling.



Chiller loading. Generally, chillers are controlled to provide identical chilled-water supply
temperatures. Then, individual chiller loading can only be controlled by adjusting individual chilled
water flow rates using continuously adjustable flow control valves. A simple, yet effective strategy is
to load chillers so that all of them work at equal part-load ratios, which is equivalent to
𝑄̇𝑐ℎ,𝑖 =

𝑄̇𝑙𝑜𝑎𝑑
𝑁𝑐ℎ
∑𝑖=1 𝑄̇𝑐ℎ,𝑑,𝑖

𝑄̇𝑐ℎ,𝑑,𝑖

(32)

where 𝑄̇𝑐ℎ,𝑑,𝑖 is the ith chiller rated cooling capacity, and 𝑄̇𝑙𝑜𝑎𝑑 is the plant current cooling load. For
chillers with similar performance characteristics, this distribution results in approximately equal
condenser leaving-water temperatures and also minimum power consumption when the chillers are
operating at loads greater than the point at which their maximum COP occurs. For chillers with
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significantly different characteristics Braun (2007b) demonstrated that minimum operating cost can be
achieved by determining chiller loadings that satisfy a system of 𝑁𝑐ℎ equations defined as follows:
𝐸𝑅𝑖
𝑃𝐿𝑅𝑐ℎ,𝑖
𝐶𝑂𝑃𝑑,𝑖

𝐸𝑅

= 𝐶𝑂𝑃𝑗 𝑃𝐿𝑅𝑐ℎ,𝑗
𝑑,𝑗

𝑓𝑜𝑟 𝑗 > 𝑖

𝑐ℎ
̇
̇
∑𝑁
𝑖=1 (𝑃𝐿𝑅𝑐ℎ,𝑖 . 𝑄𝑐ℎ,𝑑,𝑖 ) = 𝑄𝑙𝑜𝑎𝑑

(33)
(34)

Where 𝐶𝑂𝑃𝑑,𝑖 is the COP of the ith chiller at design condition.
Cooling tower fan sequencing. For towers having multiple cells, the condenser water flow should be
distributed among the maximum possible number of cooling tower cells without violating minimum flow
requirements. In this way, the tower heat transfer area is maximized. Once the number of operating cells is
determined, then the required tower air flow can be converted to specific fan settings using optimal
sequencing rules presented in Chapter 42 of the ASHRAE Handbook: HVAC Applications (2011). These
rules aim to operate the maximum number of fans at the lowest possible speeds, as follows:


Variable-speed fans. Operate all active fans at the same relative fan speed.



Multi-speed fans. Increase the speed of the fans operating at the lowest speed (including fans that are
off) first when adding tower capacity. Reverse for removing capacity.



Variable/multi-speed fans. Operate all variable-speed fans at the same relative fan speed. Add multispeed fan capacity when the variable-speed fan speed matches the relative fan speed associated with
the next multi-speed fan increment to be added. When adding Multi-speed fan capacity, increase first
the speed of the lowest-speed fans. Reverse for removing capacity.

The process for converting a relative tower airflow set-point into specific fan settings was described by
Braun (2007a) and recalled below:


Variable-speed fans. If all the fans of the operating cells are working at the same relative speed, then
according to Equation 12, relative fan speed is equivalent to relative tower air flow. If the fan speed
set-point given by Equation 19 falls below the minimum allowable speed, then the number of operating
cells should be reduced by one and Equation 19 should be used to recalculate the set-point. This process
should be repeated as necessary until the calculated set-point is above the minimum allowable.



Fans with discrete speed settings. For towers with discrete speed settings, the rules given above and
Equation 12 can be used to construct a table relating relative airflow to fan-speed settings of the
operating cells. The minimum tower airflow would be that associated with a single cell operating at its
minimum fan speed. The next increment of airflow would be associated with two cells operating at
their minimum speed and so on. Then, the set of fan settings from the table that produces a tower air
flow closest to the near-optimal value given by Equation 21 should be chosen. In general, it is better
to have greater rather than less of the desired airflow. So, for towers with multi-speed fans, a good
rule is to choose the discrete fan settings that correspond to a relative airflow that is closest to, but not
more than 10% less than the desired value.



Discrete and variable-speed fans. For towers with a combination of variable and multi-speed fans,
Equation 12 and the sequencing rules given above can be used to construct a table for fan settings as a

140
function of tower airflow for the operating cells. Therefore, the first entry in the table should be for all
the discrete fans turned off. Then, Equation 21 can be used to determine the required air flow set-point.
Thereafter, Equation 12 is used for each entry of the table to determine the variable-speed fans speed
that gives the required relative air-flow set-point. Finally, the table entry with the variable-speed fans
speed closest to, but less than the maximum discrete fan setting is chosen.
Condenser water pumps sequencing. For plants with condenser water pumps that are not each dedicated
to a given chiller, the pumps should be brought online in an order that decreases the operating costs for the
given conditions. This criterion can be used to make an ordered list for sequencing pumps. Rules should
be also defined for bringing pumps online and offline. An additional pump should be brought online if more
than one condenser flow control valve is saturated at 100% open. A pump should be brought offline if all
the flow valves are unsaturated below a certain limit (e.g., 95% or less open). Additional rules might be
applied to avoid pump cycling. For systems with variable-speed pumps, all operating pumps should work
at equal relative speeds.
Overrides for equipment constraints. Constraints on equipment operation such as bounds on individual
chiller loads, chiller condenser water flow, operating speeds for variable-speed fans and pumps, and
condenser water supply temperature should always be considered. If one of these constraints is violated
then, the near-optimal control settings should be overridden in order to go back inside the allowable
operating limits. For example, if the condenser temperature falls below the low limit, then it will be
necessary to override the settings from the near-optimal control strategy and reduce either tower air flow
or condenser water flow to go above this limit.

Control Algorithm Implementation
Prior to implementing the strategy, optimal sequences should be established for chillers, tower cells and
condenser water pumps, according to the strategies described above. Then, at each decision time interval
(e.g., 5 min), the following steps should be executed to determine near-optimum settings for chillers,
condenser water pumps and cooling tower fans:
Chiller Sequencing and Loading
1. Evaluate time-averaged values of the chilled water supply temperature, overall cooling load, condenser
water supply temperature, and chilled and condenser water flow control valves positions over the
previous decision time interval.
2. If the operating chillers are working at full capacity or the chilled water temperature has exceeded the
set-point by a significant amount (e.g., 1°F), then bring an additional chiller online.
3. If the cooling load is significantly less (e.g., 10%) than the value associated with the first time interval
after the last chiller was brought online, then take that chiller offline.
4. If the overall cooling load has changed by a significant amount (e.g. 10%) or a chiller has been brought
online/offline, then use the current overall load to determine the part-load ratios of the operating
chillers. Use Equation 32 if the operating chillers have similar performance characteristics. Otherwise,
solve Equations 33 and 34. Adjust the chilled water flow control valves of the operating chillers
accordingly.
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Condenser water flow rate and pump control
5. If the individual chiller part-load ratios or the utility energy rates have changed, then use the individual
chiller part-load ratios and utility energy rates for the current rate period to determine the condenser
water flow set-point with Equation 30. Determine the condenser water set-points for individual chillers
using Equation 31. Adjust the condenser water flow control valves accordingly.
6. If more than one condenser flow control valve has been saturated at 100% over the previous time
interval, and the condenser water set-point has not been reduced by a significant amount (e.g., more
than 5%), then bring an additional pump online.
7. If all the flow valves have been unsaturated below a certain limit (e.g., 95% open) over the previous
time interval, and the condenser water set-point has not been increased by a significant amount (e.g.,
5%), then bring one pump offline.
Cooling tower control
8. If the current condenser water flow set-point is less than the minimum flow required by the current set
of operating cells, then bring one tower cell offline.
9. If the current condenser water flow set-point is more than the minimum flow required by the current
operating cells plus one, then bring the next tower cell online.
10. If the cooling towers have discrete fans and the number of operating cells has been changed, then update
the table relating relative airflow to fan-speed settings of the operating cells accordingly.
11. If the condenser water supply temperature is less than the lower limit, then reduce the set-point for the
relative tower airflow by a fixed increment and go to step 14. For fans with discrete settings this
increment should be chosen so that a single fan changes speed by a single step.
12. If the condenser water supply temperature is greater than the upper limit, then increase the set-point for
the relative tower airflow by a fixed increment. Go to step 15.
13. If the individual chiller part-load ratios or the utility energy rates or the number of operating cells have
changed, then use the individual chiller part-load ratios and utility rates for the current rate period to
determine the relative tower air flow set-point with Equation 19 or 20.
14. If the towers have all variable-speed fans and the fan speed set-point falls below the minimum
allowable speed, then the number of operating cells should be reduced by one and Equation 19 should
be used to recalculate the set-point. This process should be repeated as necessary until the calculated
set-point is above the minimum allowable.
15. If the number of operating cells or the relative airflow set-point has changed, then use the rules given
in the previous section to convert the relative air flow set-point into specific fan settings.
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PERFORMANCE EVALUATION
The performance of the near-optimal control approach was evaluated through comparison with other control
strategies including optimal supervisory control using a component-based model of an existing large
cooling plant built in a simulation framework described by Jaramillo et al. (2017). This section presents
the characteristics of the cooling plant, followed by a brief description of the plant modeling and simulation
results.

Case study: Purdue Northwest Chiller Plant
The case-study considered in this paper is the Northwest Chiller Plant located on the main campus of Purdue
University in West Lafayette, IN. A schematic of the plant is illustrated in Figure 3. With an installed
cooling capacity of 14,100 Ton, the plant delivers chilled water through 23 miles of underground piping to
partially meet the cooling requirements of more than 150 buildings on the campus (an average of 92.4
MMTon-hr per year). The Northwest Plant equipment consists mainly of six duplex centrifugal chillers
(i.e. chillers with two separate compressors with independent refrigerant circuits in a series counter-flow
arrangement), variable-speed pumps for both the campus chilled-water loop and the condenser-water loop,
and four cooling towers: one concrete counter-flow structure and three metal cross-flow cooling towers.
Each cooling tower has three cells with variable speed fans giving a total of 12 tower cells. The water cooled
in the towers drains to a common reservoir (sump) with a capacity of 90,000 gal. Tables 1, 2, and 3 present
the parameters of the equipment used in system simulation to evaluate the performance of the near-optimal
control approach.

Figure 3. Purdue Northwest Chiller Plant schematic
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Table 1. Cooling tower cells specifications at rated conditions
Parameter
Concrete tower cell
Metal tower cell
Number of units
Tower Type
Approach, °F
Range, °F
Water flow, gpm
Air flow, m3/s
Fan motor
Input power, kW

Description

3
Counter-flow
6.8
10.0
6000
226
Variable-speed
60.2

9
Cross-flow
6.0
10.0
2567
118
Variable-speed
47.1

Table 2. Chillers specifications at rated Conditions
Chillers 1-3 Chillers 4-5

Number of units
Cooling Capacity, Ton
Input power, kW
Condenser water flow, gpm
Condenser water entering temperature, °F
Condenser water leaving temperature, °F
Sensitivity of input power to changes in
condenser water temperature, 1/°F

3
2000
1249.5
6000
85
94.5
0.0142

2
2700
1707.2
7652
85
95.1
0.0140

Chiller 6
1
2700
1612.5
8101
85
94.4
0.0137

Table 3. Condenser water pumps specifications at rated conditions
Description
CWP 1-3
CWP 4-5
CWP 6
Number of units
Flow, gpm
Motor
Input Power, kW

3
6000
Variable-speed
120.7

2
7900
Variable-speed
212.5

1
8100
Variable-speed
208.8

Chiller Plant Modeling
Each hardware component of the plant was represented using semi-empirical models as follows:



Chillers. Braun (1987) demonstrated that the power consumption of a chiller can be
represented as a biquadratic function of the part-load ratio and the difference between the
condenser and the chilled water leaving temperatures. This correlation was used in the chiller
model and complemented by energy balances on the condenser and the chilled water side.
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Cooling Towers. The performance of the cooling towers was simulated using an effectivenessbased model developed by Braun (1988), whereas the power consumption of each tower fan
is assumed to be proportional to the cube of shaft speed.



Condenser water distribution system. A detailed model of the condenser water loop was
developed to estimate pressure losses across piping and accessories. The head and the power
consumption of the variable-speed condenser water pumps are correlated with flow using
affinity laws.

The parameters required to represent each specific component of the plant were determined from regression
of performance data. Thereafter, the component models were built in MATLAB and interconnected through
stream variables (i.e. flows and temperatures) to represent the physical plant. The resulting model neglects
thermal storage effects and determines the overall input power necessary to meet a cooling load given the
ambient conditions (i.e. wet-bulb and dry-bulb temperatures), and a set of control variables: total air and
condenser water flow rates, and specified combination of chillers, cooling towers and condenser water
pumps. The model was validated using plant historical data sampled at 5 minute intervals over one month.
A description of this process is presented by Jaramillo et al. (2017).

Simulation Results
The performance of the near-optimal control strategy was evaluated using the aforementioned plant model
in a simulation testbed which incorporates the near-optimal algorithm and three control benchmarks:


Optimum supervisory control. In this case the optimization was made with respect to three independent
variables: the number of operating chillers, relative air flow and overall condenser water flow. A
genetic algorithm developed and incorporated in the simulation tool was used to determine optimum
settings of the control variables.



Conventional heuristics. This makes reference to a set of control strategies that were implemented at
the Purdue Northwest the plant before a recent retrofit to reduce operational costs: (1) chillers were
loaded based on the operators’ experience, (2) single-speed condenser pumps were sequenced with the
chillers, and (3) there was feedback control of the tower fans to maintain a condenser water supply
temperature set-point of 73F.



Improved heuristics. This makes reference to the set of strategies currently implemented at the Purdue
Northwest Plant: (1) chillers are loaded based on the operators experience, (2) variable-speed
condenser water pumps work at equals relative speeds and are sequenced to provide a condenser water
flow of 3 gpm times the chillers’ current tonnage when the outside air wet-bulb temperature is less
than 70F, and each operating chiller´s nominal flow otherwise, and (3) feedback control of the tower
fans to maintain a condenser water supply temperature set-point which is calculated as a linear function
of ambient wet-bulb temperature.

Historical data from Purdue Northwest Plant consisting in cooling loads and ambient dry-bulb and wetbulb temperatures sampled at 30 minute intervals from April 17 to October 15, 2016 (26 weeks) was used
to simulate the performance of the plant under the near-optimal control approach and the three control
benchmarks. In all cases the chilled water temperature set-point was fixed at 43F. Given that the plant
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considered in this study has only electric chillers and no significant storage, minimization of energy costs
is equivalent to minimization of power consumption; consequently, all the results will be given in terms of
input power or energy. Figure 4 shows a comparison between instantaneous values of the near-optimal and
optimal plant power consumption over the simulation period. The average difference between the power
consumption associated to the near-optimal control approach and the optimum supervisory control was
1.0%.

Figure 4. Near-optimal vs optimal plant power consumption, April 15-Oct 15, 2016
Figure 5 shows weekly integrated energy savings obtained with the different control strategies taking the
conventional heuristic control as the baseline, whereas Table 4 presents the integrated energy savings over
the simulation period. According to the simulation results, the overall savings obtained with the nearoptimal control strategy double the savings obtained with the improved heuristics currently applied at the
plant.

Figure 5. Weekly savings with respect to conventional heuristics, April 15-Oct 15, 2016
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Table 4.Integrated simulation results over the simulation period
Control Strategy
Electricity Savings
Savings
MW-h
MW-h
%
Conventional heuristics (baseline)
Improved heuristics
Near-optimal control
Optimal supervisory control

19,629
18,718
17,728
17,540

910
1,900
2,088

4.64
9.68
10.64

CONCLUSIONS
This paper presented an algorithm for near-optimal control of for control of cooling plants with a
combination of electric and gas driven-chillers. The work is an extension of the methodologies for control
of hybrid plants developed by Braun (2007 a, b), in the sense that: (1) the cooling tower control approach
was generalized to include plants with multiple cooling towers with different performance characteristics,
and (2) this approach includes the development of an expression to determine near-optimal condenser water
flow rates for individual chillers.
The control algorithm determines cooling tower fan, condenser water pump and flow control valves settings
in response to individual chiller loadings. The parameters of the algorithm can be evaluated solely by using
design information for the chillers and cooling towers along with some measurements of total condenser
water flow and pump power consumption. The implementation requires continuous measurements of the
plant cooling load, chilled and condenser water supply temperatures, and flow control valve positions.
Information on gas/electricity utility rates are also required for hybrid plants.
Simulations performed using a component-based model of an existing large cooling plant with different
types of cooling towers showed that the near-optimal control approach gives energy costs within 1% of the
costs associated to optimal supervisory control. Comparison with two heuristic strategies implemented at
the plant shows that significant energy savings can be achieved with the control method.
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NOMENCLATURE
𝐴𝑖𝑟𝑓𝑙𝑜𝑤𝑡𝑐,𝑖

airflow for the ith cooling tower cell

𝑎𝑖

ith coefficient to correlate total condenser pump power consumption with flow, i = 1,..3

𝑎𝑡𝑐,𝑖

approach to wet-bulb temperature for ith tower cell (difference between condenser water
supply and ambient wet-bulb temperatures)

Cch

instantaneous energy cost of operating chillers

Ccwp

instantaneous energy cost of operating condenser water pumps
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𝐶𝑂𝑃𝑖

COP of ith chiller

Cpl

instantaneous energy cost of operating the cooling plant

𝐶𝑝𝑤

specific heat of water

Ctwr

instantaneous energy cost of operating cooling towers

𝐸𝑐ℎ,𝑖

rate of input energy for the ith chiller (electricity or gas)

𝐸𝑅𝑒

cost per unit of electrical energy

𝐸𝑅𝑖

cost per unit input energy (electricity or gas)

𝑓𝑠𝑝1

first relative speed for multi-speed fans

𝑓𝑠𝑝2

second relative speed for three-speed fans

K

parameter for fan power computation that depends on tower fan type.

𝑚̇𝑐𝑤,𝑖

condenser water flow rate for ith chiller

𝑚̇𝑡𝑐,𝑖

condenser water flow rate for ith cooling tower cell

𝑁𝑐ℎ

total number of chillers

𝑁𝑐𝑤𝑝

total number of condenser water pumps

𝑁𝑡𝑐

total number of cooling tower cells

𝑁𝑜𝑡𝑐

number of operating cooling tower cells (cells with flow valves in open position)

𝑃𝑐𝑤𝑝

total condenser water pump power

𝑃𝑐𝑤𝑝,𝑑

power consumed by all condenser pumps at rated conditions

𝑃𝑡𝑤𝑟

total cooling tower fan power

𝑃𝑡𝑤𝑟,𝑖

input power for ith cooling tower fan

𝑃𝐿𝑅𝑐ℎ,𝑖

part-load ratio for ith chiller (chiller load relative to its rated capacity)

𝑄̇𝑐ℎ,𝑖

cooling load for ith chiller

𝑄̇𝑐𝑤,𝑖

heat rejection rate from ith chiller to condenser water

𝑄̇𝑙𝑜𝑎𝑑

total plant cooling load.

𝑄̇𝑡𝑐,𝑖

heat rejection rate of ith cooling tower cell

𝑟𝑡𝑐,𝑖

ith tower cell range (difference between condenser water return and supply temperatures)

𝑆𝑐ℎ,𝑖

sensitivity of ith chiller input energy to changes in condenser water temperature

𝑇𝑐𝑤𝑠

condenser water supply temperature

𝑇𝑤𝑏

ambient wet-bulb temperature

𝛾𝑐𝑤𝑝

condenser water flow ratio (ratio of total condenser water flow rate to the flow rate
produced if all condenser pumps were working at rated conditions)

𝛾𝑡𝑐,𝑖

relative air flow for ith tower cell (ratio of cell airflow to its rated air flow), or relative fan
speed (ratio of current fan speed to fan speed at rated conditions)
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𝛾𝑡𝑤𝑟

cooling tower relative air flow (ratio of tower air flow to the air flow produced by the fans
of the operating cells (not all tower cells) working at rated speed)

Subscripts
ch

chiller

cw

condenser water

cwp

condenser water pump

d

evaluated at design conditions

tc

tower cell

otc

operating tower cells

twr

cooling tower fans or cells
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