Abstract. An (n, k)-ary quantifier is a generalized logical connective, binding k variables and connecting n formulas. Canonical Gentzen-type systems with (n, k)-ary quantifiers are systems which in addition to the standard axioms and structural rules have only logical rules in which exactly one occurrence of an (n, k)-ary quantifier is introduced. The semantics of such systems for the case of k ∈ {0, 1} are provided in [16] using two-valued non-deterministic matrices (2Nmatrices). A constructive syntactic coherence criterion for the existence of a 2Nmatrix for which a canonical system is strongly sound and complete, is formulated there. In this paper we extend these results from the case of k ∈ {0, 1} to the general case of k ≥ 0. We show that the interpretation of quantifiers in the framework of Nmatrices is not sufficient for the case of k > 1 and introduce generalized Nmatrices which allow for a more complex treatment of quantifiers. Then we show that (i) a canonical calculus G is coherent iff there is a 2GNmatrix, for which G is strongly sound and complete, and (ii) any coherent canonical calculus admits cut-elimination.
Introduction
Propositional canonical Gentzen-type systems, introduced in [2, 3] , are systems which in addition to the standard axioms and structural rules have only logical rules in which exactly one occurrence of a connective is introduced and no other connective is mentioned. Intuitively, the term "canonical systems" refers to systems in which the introduction rules of a logical connective determine the semantic meaning of that connective 1 . A natural constructive coherence criterion can be defined for the non-triviality of such systems, and it can be shown that a canonical system admits cut-elimination iff it is coherent. The semantics of such systems are provided by two-valued non-deterministic matrices (2Nmatri-ces), which form a natural generalization of the classical matrix. A characteristic 2Nmatrix can be constructed for every coherent canonical propositional system.
In [16] the notion of a canonical system is extended to languages with (n, k)-ary quantifiers. An (n, k)-ary quantifier (for n > 0, k ≥ 0) is a generalized logical connective, which binds k variables and connects n formulas. Any n-ary propositional connective can be thought of as an (n, 0)-ary quantifier: for instance, the standard ∧ connective is an (2, 0)-ary quantifier, as it binds no variables and connects two formulas: ∧(ψ 1 , ψ 2 ). The standard first-order quantifiers ∃ and ∀ are (1, 1)-quantifiers, while the simplest Henkin quantifier Q H ( [13] ) is a (4,1)-quantifier, as it binds 4 variables and connects one formula 2 : Non-deterministic matrices (Nmatrices) are a natural generalization of the standard multi-valued matrix introduced in [2, 3] and extended in [4, 16] . In these structures the truth-value assigned to a complex formula is chosen nondeterministically out of a given non-empty set of options. [16] use two-valued Nmatrices (2Nmatrices) extended to languages with (n, k)-ary quantifiers to provide non-deterministic semantics for canonical systems for the case of k ∈ {0, 1}. It is shown that there is a strong connection between the coherence of a canonical calculus G and the existence of a 2Nmatrix, for which G is strongly sound and complete.
In this paper we extend these results from the case of k ∈ {0, 1} to the general case of k ≥ 0. We show that the interpretation of quantifiers used in [16] is not sufficient for the case of k > 1 and conclude that a more general interpretation of quantifiers is needed. Then we introduce generalized Nmatrices (GNmatrices), a generalization of Nmatrices, in which the approach to quantifiers used in Church's type theory ( [10] ) is adapted. Then it is shown that the following statements concerning a canonical calculus G with (n, k)-ary quantifiers for k ≥ 0 and n > 0 are equivalent: (i) G is coherent, and (ii) there exists a 2GNmatrix, for which G is strongly sound and complete. Finally, we show that any coherent canonical calculus with (n, k)-ary quantifiers admits cut-elimination.
Preliminaries
In what follows, L is a language with (n, k)-ary quantifiers, that is with quantifiers Q 1 , ..., Q m with arities (n 1 , k 1 ), ..., (n m , k m ) respectively. For any n > 0 and
is the set of variables of L. We use the metavariables x, y, z to range over el-
is the set of variables occurring free in A. ≡ α is the α-equivalence relation between formulas, i.e identity up to the renaming of bound variables. We use [ ] for application of functions in the meta-language, leaving the use of ( ) to the object language. We write Q − → x A instead of Qx 1 ...x k A, and ψ{
In the following two subsections, we briefly reproduce the relevant definitions from [16] of canonical systems with (n, k)-ary quantifiers and of the semantic framework of Nmatrices.
Canonical Systems with (n, k)-ary quantifiers
We use a simplified representation language from [16] for a schematic representation of canonical rules. 
Note that L n k (Con) and L share the same set of variables. Henceforth we also assume
. Henceforth, in cases where the set of constants Con is clear from the context (it is the set of all constants occurring in a canonical rule), we will write
A canonical rule is a schematic representation of the actual rule, while for a specific application of the rule we need to instantiate the schematic variables by the terms and formulas of L. This is done using a mapping function: 
Definition 4 An application of a canonical rule of arity
(n, k) R = {Π i ⇒ Σ i } 1≤i≤m /Q − → v (p 1 ( − → v ), ..., p n ( − → v )) ⇒ is any inference step of the form: {Γ, χ[Π i ] ⇒ ∆, χ[Σ i ]} 1≤i≤m Γ, Qz 1 ...z k (χ[p 1 ], ..., χ[p n ]) ⇒ ∆ where z 1 , ..., z k are variables, Γ, ∆ are any sets of L-formulas and χ is some R, Γ ∪ ∆, z 1 , ..., z k -mapping.
An application of a canonical quantificational rule of the form
For example, the two standard introduction rules for the (1, 1)-ary quantifier ∀ can be formulated as follows:
. Applications of these rules have the forms:
where z is free for w in A, z is not free in Γ ∪ ∆ ∪ {∀wA}, and t is any term free for w in A.
. Let ite(t, A, B) = A and ite(f, A, B) = B. Let Φ, A s (where Φ may be empty) denote ite(s, Φ ∪ {A}, Φ). For instance, the sequents A ⇒ and ⇒ A are denoted by A
−a ⇒ A a for a = f and a = t respectively. With this notation, an (n, k)-ary canonical rule has the form
Definition 5 A Gentzen-type calculus G is canonical if in addition to the α-axiom A ⇒ A for A ≡ α A and the standard structural rules, G has only canonical rules. 
Definition 7 For two sets of clauses
Proposition 9 (Decidability of coherence) ( [16] ) The coherence of a canonical calculus G is decidable.
Non-deterministic matrices
Non-deterministic matrices 6 (Nmatrices), were first introduced in [2, 3] and extended to the first-order case in [4, 17] . These structures are a generalization of the standard concept of a many-valued matrix, in which the truth-value of a formula is chosen non-deterministically from a given non-empty set of truth-values. For interpretation of quantifiers, generalized distribution quantifiers 7 are used.
Definition 10 ([16]) (Non-deterministic matrix) A non-deterministic matrix (Nmatrix) for L is a tuple M =< V, D, O >, where: (i) V is a non-empty set of truth values, (ii) D (designated truth values) is a non-empty proper subset of V, and (iii) O is a set of interpretation functions: for every
The notion of an L-structure is defined standardly (see, e.g. [16, 4] ). In order to interpret quantifiers, the substitutional approach is used, which assumes that every element of the domain has a term referring to it. Thus given a structure Definition 11 (Congruence of terms and formulas) 8 Let S be an L-structure
is defined as follows:
The following is a straightforward generalization of Lemma 3.6 from [16] . Let t 1 , ..., t n , t 1 , . .., t n be closed terms of
be an L-structure for an Nmatrix M. 
An M-legal S-valuation v is a model of a sentence
Note that strong soundness implies (weak) soundness.
In addition to L-structures for languages with (n, k)-ary quantifiers, we will also use L n k -structures for the simplified languages L n k , using which the canonical rules are formulated. To make the distinction clearer, we shall use the metavariable S for the former and N for the latter. Since the formulas of L n k are always atomic, the specific 2Nmatrix for which N is defined is immaterial, and can be omitted. Henceforth we may speak simply of validity of sets of sequents over L n k .
Definition 16 ([16]) Let
It is shown in [16] for the case of k ∈ {0, 1} that a canonical calculus has a strongly characteristic 2Nmatrix iff it is coherent. Moreover, if a 2Nmatrix M is suitable for a calculus G, then G is strongly sound for M:
We will now show that the above property does not hold for the case of k > 1. We first prove that the suitability of M for G is not only a sufficient, but also a necessary condition for the strong soundness of G for M for any k ≥ 0. Then we will construct a coherent calculus with a (2,1)-ary quantifier, for which there is no suitable 2Nmatrix. This immediately implies that G has no strongly characteristic 2Nmatrix.
Proposition 18 If a canonical calculus G is strongly sound for a 2Nmatrix M, then M is suitable for G.
Proof: Let G be a canonical calculus which is strongly sound for M and suppose for contradiction that M is not suitable for G. Then there is some (n, k)-ary
subset of L). It is easy to see that Θ is also M-valid in S, v for every S-valuation v (note that Θ only contains atomic formulas). Obviously, ⇒ Q − →
v (p 1 ( − → v ), ..., p n ( − → v )) is derivable from Θ in G. Now since G is strongly sound for M, ( * * ) Q − → v (p 1 ( − → v ), ..., p n ( − → v )) should also be M-valid in S, v for every S-valuation v. Let v 0 be any M-legal S-valuation, such that v 0 [Q − → v (p 1 ( − → v ), ..., p n ( − → v ))] = f (
the existence of such a valuation follows from ( * ) and the fact that
contradiction to ( * * ).
Next, consider the calculus G, which consists of the following two dual introduction rules
)} is classically inconsistent, and so G is coherent. Suppose by contradiction that there is a 2Nmatrix We conclude that the interpretation of (n, k)-ary quantifiers using distributions is not sufficient for the case of k > 1. Using them, we cannot capture any kind of dependencies between elements of the domain. For instance, there is no way we can express the fact that there exists an element b in the domain, such that for every element a, p(a, b) holds. It is clear that a more general interpretation of a quantifier is needed.
We will generalize the interpretation of quantifiers as follows. Given an L-
, which for every function (from kary vectors of the domain elements to n-ary vectors of truth-values) returns a non-empty set of truth-values.
Definition 19 A generalized non-deterministic matrix (henceforth GNmatrix) for L is a tuple M =< V, D, O >, where:
-V is a non-empty set of truth values. 
The semantic notions from Defn. 14 and 15 are defined similarly for the case of GNmatrices. Next we generalize the notion of a distribution of L n k -structures (see Defn. 16).
Semantics for canonical calculi
In this section we show that a canonical calculus G with (n, k)-ary quantifiers is coherent iff it has a strongly characteristic 2GNmatrix. First we construct a strongly characteristic 2GNmatrix for every coherent canonical calculus. 
It should be noted that as opposed to the definition of the Nmatrix M G in [16] (see Defn. 4.2 there), the above definition is not constructive. This is because the question whether Θ is valid in some L Suppose that G is strongly sound and complete for some 2GNmatrix M. Assume by contradiction that G is not coherent. Then there exist two dual (n, k)-ary rules
where Θ 2 is obtained from Θ 2 by renaming constants and variables that occur also in Θ 1 (see defn. 7). For simplicity 16 we assume that the fresh constants used for renaming are all in L. 
Corollary 26 The existence of a strongly characteristic 2GNmatrix for a canonical calculus G is decidable.
Proof: By Theorem 25, the question whether G has a strongly characteristic 2Nmatrix is equivalent to the question whether G is coherent, and this, by Proposition 9, is decidable.
Corollary 27 If G is a coherent canonical calculus then it admits cut-elimination.
As was shown in [16] , the opposite does not hold: a canonical calculus which is not coherent can still admit cut-elimination. Remark: The above results are related to the results in [9] , where a general class of sequent calculi with (n, k)-ary quantifiers, called standard calculi is defined. Standard calculi may include any set of structural rules, and so canonical calculi are a particular instance of standard calculi which include all of the standard structural rules. [9] formulate syntactic sufficient and (under some limitations) necessary conditions for modular cut-elimination, a particular version of cutelimination with non-logical axioms consisting only of atomic formulas. The reductivity condition of [9] can be shown to be equivalent to our coherence criterion in the context of canonical systems. Thus from the results of [9] it follows that coherence is a necessary condition for modular cut-elimination in canonical calculi.
Summary and further research
In this paper we have extended the results of [16] for canonical systems with (n, k)-ary quantifiers from the case of k ∈ {0, 1} to the general case of k ≥ 0 (while preserving the decidability of coherence). We have demonstrated that the framework of Nmatrices is not sufficient to provide semantics for canonical systems for the case of k > 1, and generalized the framework of Nmatrices by introducing more general interpretations of quantifiers. Then we have shown that a canonical calculus G is coherent iff there is a 2GNmatrix M for which G is strongly sound and complete. Furthermore, any coherent calculus admits cutelimination. However, the opposite direction does not hold: we have seen that coherence is not a necessary condition for (standard) cut-elimination in canonical calculi. From the results of [9] it follows that coherence is a necessary condition for modular cut-elimination. Whether it is possible to extend these results to more general forms of cut-elimination, is a question for further research. Other research directions include extending the results of this paper to more general systems, such as the standard calculi of [9] , which use non-standard sets of structural rules, and treating more complex quantifier extensions, such as Henkin quantifiers. Although the syntactic formulation of canonical systems given in this paper is not expressible enough to deal with Henkin quantifiers, the proposed semantic framework of GNmatrices provides an adequate interpretation of such quantifiers. This might be a promising starting point for a proof-theoretical investigation of canonical systems with Henkin quantifiers. Yet another research direction is gaining an insight into the connection between non-determinism and axiom expansion in canonical systems. In [5] it is shown (on the propositional level) that any many-sided calculus which satisfies: (i) a condition similar to coherence and (ii) axiom expansion 18 (i.e axioms can be reduced to atomic axioms), has a deterministic characteristic matrix. We conjecture that there is a direct connection between axiom expansion in a coherent canonical system, and the degree of non-determinism in its characteristic 2Nmatrix.
