Abstract-Due to crosstalk-induced interactions among different connections, malicious high-power jamming signals can potentially spread widely in a transparent optical network. Moreover, due to imperfect port isolation in wavelength selective switches (WSSs), present within the optical switching nodes, crosstalk also affects the quality of the transmitted signal. Therefore, it is necessary to design an optical network in a way that the effect of crosstalk is minimized, while at the same time keeping the cost and the power consumption of the network low. This is achieved, in this work, by the design of appropriate WSS placement and crosstalkaware routing and spectrum assignment algorithms in flexible grid optical networks, in the form of an integer linear program formulation and a heuristic algorithm analogous to vertex coloring. The objective of the optimization algorithms is to minimize the impact of the crosstalk effect, thus minimizing the impact to the normal operation of the network. The optimization objective is enhanced with proper functions in order to minimize the capital expenditure and the operational expenditure of the networks investigated in terms of cost and power consumption, respectively. Performance results indicate that the proposed algorithms minimize the number of WSSs required to compensate for the crosstalk effect, while only slightly increasing the spectrum utilization.
I. INTRODUCTION
I N ORDER to meet the increasing traffic demand of core networks, their available bandwidth has to be continuously upgraded, leading to higher data rate signals [1] . While the industry wants to move quickly to higher capacity optical transport networks and enhance the 10-Gbps systems currently employed, there are a number of technology issues that need to be addressed. Transmission performance, cost, footprint (space), and power dissipation per bit have to be improved to justify the use of solutions with bit rates higher than 10 Gbps. It is anticipated that, as the optical technology for higher data rates matures and becomes more efficient, 40, and 100 Gbps rate connections will be incorporated in existing 10 Gbps networks systems [2] . Thus, a transport network will end up managing a variety of line rates, i.e., what is usually referred to as a Mixed Line Rate (MLR) system. The next step in optical transmission is 400 Gb/s systems and then even higher rates. However, such transmissions would not fit in the 50 GHz wavelength grid of current Single Line Rate (SLR) and MLR Wavelength Division Multiplexed (WDM) systems. Flexible grid optical networks [3] is a promising technology for next generation optical networks that can support several data rates without the constraint of the 50 GHz wavelength grid, while more efficiently utilizing resources compared to WDM and MLR networks (through a "flexible" assignment of spectrum resources for each connection) [4] , [5] . The Routing and Spectrum Allocation (RSA) problem is one of the most important problems in flexible grid optical networks. The main constraints of this problem are the spectrum continuity constraint, analogous to the wavelength continuity constraint of the WDM networks, the contiguous spectrum constraint, where the spectrum assigned to a connection must be consecutive in the frequency domain, and the non-overlapping spectrum constraint [3] .
In transparent optical networks, connections are vulnerable to physical layer attacks, since data signals remain in the optical domain for the entire path. An attack is defined as an intentional action against the ideal and secure functioning of the network [6] . Physical layer threats and attacks in optical networks have been studied in the literature by several researchers [6] - [13] ; operators also consider of paramount importance the security and availability of their systems, and these features have always been a top priority in their solution designs. Further, several vendors are developing tools that protect optical networks, offering intrusion detection and prevention at the physical layer, as well as alerting capabilities for the operators.
One type of physical layer attack in optical networks is service disruption that can result from high-power jamming through the crosstalk effect. It is worth noting that this kind of attack can be performed from remote locations without physical access to the node under attack. Due to the high bit rates of flexible grid optical networks and the large number of lightpath interactions, a jamming attack can cause a huge amount of information loss, as this attack may propagate in the network, affecting other lightpaths as well [11] - [13] . Therefore, the limitation of crosstalk interactions in order to prevent service disruption is a crucial consideration in the planning of flexible grid optical networks.
Another important aspect in optical network design is the port isolation in optical switching nodes (e.g., reconfigurable optical add/drop multiplexers (ROADMs)). Due to the fact that traffic in core optical networks is increasing rapidly [1] , there is a need for higher number of ports in ROADMs to satisfy this traffic. The high number of ports in WSSs, that are used to implement ROADMs, makes the crosstalk effect within the nodes even more severe. A possible solution to this problem would be to have higher port isolation [19] ; however, this would lead to WSSs with higher cost. A more cost-effective way to minimize the impact of the crosstalk effect is via the minimization of crosstalk interactions, through appropriate RSA algorithms. This approach would lead to lower signal degradation and the need for WSSs with lower port isolation (and subsequently lower cost).
Finally, another key design issue in optical networks is the minimization of the power consumption and of the cost of the network. Numerous works dealt with these issues in flexible optical networks as detailed in [21] - [25] .
The novelty of this work compared to other techniques lies in the design of a network architecture where multiple bit rates can be transmitted through the network, and every node can be employed with a different architecture, which differs in its flexibility, cost, and power consumption, while at the same time providing security against malicious attacks and also minimizing cost and power consumption. The ultimate goal of this work is to provide significant advances to the development and operation of future secure core optical networks.
The rest of the paper is organized as follows. Sections II and III discuss the state-of-the-art and the network architecture utilized, respectively. Section IV describes the problem addressed by the paper. Section V details the proposed Integer Linear Program (ILP) formulation for the routing and spectrum allocation that accounts for the minimization of in-band crosstalk interactions, while Section VI presents the proposed heuristic algorithm. Performance results are discussed in Section VII, while Section VIII presents some concluding remarks.
II. PREVIOUS WORK
A survey of flexible grid optical networks where authors classify a range of spectrum management techniques, including offline and online RSA, distance-adaptive RSA, fragmentationaware RSA, traffic grooming, and survivability and related technologies, can be found in [26] . Several techniques have been developed to solve the RSA problem [5] while also considering the physical layer constraints [27] .
The energy efficiency of WDM networks has also been studied in the past few years. Efforts focused mainly on the design of energy-aware algorithms whose goals were to grant the same quality of service (QoS) with the lowest possible energy consumption and the lowest Capital Expenditure (CAPEX) [28] - [30] . Moreover, several works evaluated and compared the network power consumption for different fixed and flexible optical network architectures [20] - [25] . Even though there is significant research effort in trying to minimize power consumption and cost in flexible optical networks, there is still a need to examine power consumption in attack-aware networks. This is mainly due to the fact that by trying to minimize the power consumption during the logical design problem, the lightpaths tend to reuse modules already powered-up, which subsequently leads to more interactions (rather than using components that are set to sleep or power-off mode which will lead to significantly less interactions).
The concept of attack-aware Routing and Wavelength Assignment (RWA) problem presented in [9] - [13] dealt with WDM optical networks. However, jamming attacks in flexible grid optical networks have not been considered yet. Only recently, in [14] authors considered how to improve the physical-layer security-level of multi-domain flexible grid optical networks. Specifically, they proposed to differentiate the RSA schemes of intra-and inter-domain requests with security considerations.
The use of space division multiplexing (SDM) over multicore fiber (MCF) and multi-mode fiber (MMF) would allow the transport network to keep pace with traffic growth beyond the Petabit per second level. The concept of MCF and MMF systems in flexible optical networks has been investigated in [15] . Signals transmitted in MMF interfere with each other and are degraded due to crosstalk. Authors in [16] , [17] solve the routing, spectrum, and core assignment problem considering the crosstalk effect in order to improve the performance of the SDM flexible optical networks with MCFs. Further, authors in [10] proposed a core prioritization policy based on the MCF's architecture to reduce the crosstalk by avoid filling adjacent cores. However, the crosstalk effect within network nodes has not investigated while solving the routing and spectrum allocation in flexible optical networks.
This work extends the authors' previous work in [12] , where the focus was on the minimization of crosstalk interactions in WDM networks, and their work in [31] , where a novel ILP formulation and a heuristic algorithm were developed to solve the RSA problem in flexible grid networks taking into account the in-band crosstalk effect. This work significantly extends the previous works by taking into account the WSS placement in order to compensate for the crosstalk interactions (the assumption in this work is that a crosstalk interaction occurs when lightpaths using the same wavelength cross the same switching node) and also to minimize the network cost and power consumption. Specific Architectures on Demand (AoD) that are placed in the nodes of the network are now also considered during the network design phase. Finally, the heuristic algorithm proposed extends a well-known graph coloring algorithm [43] in order to support several colors per vertex (equivalent to frequency slots) while at the same time taking into account the in-band jamming interactions.
III. NETWORK ARCHITECTURE

A. Flexible Grid Optical Networks
Flexible grid optical networks appear to be a promising technology for next-generation optical networks. In flexible grid optical networks, the C-band spectrum resource is divided into a number of narrow spectrum grids that are called slots. A frequency slot is defined by its nominal central frequency and its slot width. The slot width is the full width of a frequency slot in a flexible grid. A flexible grid network migrates from the fixed 50 GHz grid that traditional WDM networks utilize [32] , and has granularity of 12.5 GHz, as recommended by the International Telecommunication Union (ITU-T) [33] .
One of the motivations for the usage of the flexible grid is to allow a mixed bit rate or mixed modulation format transmission system to allocate frequency slots with different widths so that they can be optimized for the bandwidth requirements of the particular bit rate and modulation scheme of the individual channels [33] . Moreover, flexible grid can also combine spectrum slots, to create wider channels, i.e., an optical channel's spectrum can span several frequency slots. Another advantage of the flexible grid pattern is the improvement in spectral efficiency enabled by more closely matching the channel size with the signals being transported and by improved filtering that allows the subcarriers to be more closely squeezed together.
B. ROADM Architecture
ROADMs [40] - [42] are the key elements for building the next-generation optical transport networks. They have the advantage of allowing express optical channels that do not require local processing to pass through the nodes without optoelectronic conversions and at the same time permitting dynamic node reconfiguration at the optical layer via control plane software. Specifically, a ROADM takes as input signals at multiple wavelengths and selectively drops some of these wavelengths locally, while letting others pass through, switching them to the appropriate output ports. The choice of ROADM architecture and underlying technology depends on how effectively current and future traffic can be addressed. The choice of ROADM architecture and technology influences cost, power consumption, optical performance, and configuration flexibility.
The components that are used to build the ROADMs are WSSs, amplifiers, and splitters. Clients interface with the ROADMs via add/drop ports (called terminals); furthermore, at the add/drop terminals, Bandwidth Variable Transponders (BVTs) and WSSs are utilized, ensuring the tunability and the re-configurability of the architecture and thus realizing the vision of spectrum-and-rate flexible networking. Thus, a ROADM architecture offers full flexibility of add/drop ports, meaning that traffic can be added/dropped to/from an arbitrary transmission fiber originating from or terminating at the node and at any wavelength. ROADM architectures have the capability to support dynamic traffic evolution in a flexible and economic manner and are a very cost-efficient architecture from the operator's perspective, since these architectures are modular and components can be added on a node that needs to be upgraded, without affecting existing transit traffic. Such nodes that are remotely configurable and utilize colorless and directionless add/drop ports are also called optical cross connects (OXCs).
ROADMs based on broadcast-and-select (BS) or route-andselect (RS) architectures are the current choices in deployed optical networks and can remotely configure all transit traffic. BS-based nodes ( Fig. 1(a) ) include a splitter first-stage that implicitly provides broadcast towards the outputs. In a BS-based architecture, the WSSs' functionality resembles a multiplexer (they switch the spectrum slices that contain the signals that require to be passed to a certain output). Although this is a simple and popular architecture, the loss introduced by the power splitters limits its scalability and can only be utilized in network nodes with small degrees. On the other hand, RS-based nodes ( Fig. 1(b) ) have a WSS first-stage that provides on-demand multicast. Both implementations have a WSS second-stage that provides the selection of the wavelengths at the output fibers, allowing full flexibility (any wavelength from any incoming fiber can pass through or any wavelength from the add/drop terminals can be added/dropped). The basic advantage of the RS-based architecture with respect to the BS-based architecture is that the through loss is not dependent on the degree of the node. However, it requires additional WSSs at the input stage, which makes it more costly to realize.
C. WSS Architecture
WSS technology [42] is currently being used for the implementation of ROADMs and for the deployment of cost-effective dynamic wavelength switched networks. The WSSs are complex multiplexers/demultiplexers that select the corresponding outputs to forward the data carried by each wavelength.
The WSS architecture is depicted in Fig. 2 . The WSS can steer each optical channel present on its common input port toward one of its output ports according to the wavelength of the channel. At the same time, it can attenuate the optical power of this channel to a level required by the user. The commercially available WSSs feature up to 10 ports with 100 GHz or 50 GHz channel spacing. Due to the current requirement in terms of spectral efficiency, the 50 GHz channel spacing version suits more the core network application with up to 96 channels per fiber.
Currently, flexible grid WSSs with finer granularity are under development [35] . These WSSs are key for the development of flexible nodes, as they feature a fine spectrum granularity that enables the implementation of highly customizable filters with variable bandwidth [18] . Thus, having flexible grid-capable ROADMs can improve spectral efficiency. Further, since the subcarriers are fully tunable to any wavelength, they can simply be tuned to the existing 50-GHz grid pattern, allowing full backward compatibility with existing ROADM networks.
D. Crosstalk Effect
In-band crosstalk and out-of-band crosstalk at the ROADM output ports is usually caused by imperfect port isolation of optical switches and wavelength filters [20] . The impact of crosstalk is quantified by the power penalty parameter, which is commonly defined as the additional optical power required at the receiver in order to maintain a given bit error rate (BER). Inband crosstalk is considered much more detrimental to network performance than out-of-band crosstalk, because contrary to out-of-band crosstalk case, it cannot be removed by filtering, as in the case of in-band crosstalk the primary signal and the leakage signal have the same nominal wavelength.
Studies have addressed the impact of concatenated ROADM passband narrowing on the performance of 100 Gb/s modulation formats [36] and the effects of spectrally shaped crosstalk arising from non-ideal WSS isolation [37] . Further, authors in [38] considered the effects of cascaded ROADM passband narrowing and finite isolation jointly in the two main WSS-based ROADM architectures, namely BS-based and RS-based, indicating that for high port counts, RS-based architectures are preferred.
In the optical networks architecture considered, utilizing WSS-based ROADMs, as the traffic increases the number of WSS ports also needs to increase, thus subsequently increasing the lightpath interactions (through the crosstalk effect) at the WSSs. A cost-effective way to limit the crosstalk effect is the proper spectrum assignment of the resources, which is precisely the focus of this work.
E. Architecture on Demand (AoD)
In current deployed networks, where optical nodes are already installed, the upgrade of all the nodes to ROADMs will have a significant impact on the network cost. For this reason, it is envisioned that a fraction of the network nodes will be upgraded in order to provide cost-efficient solutions without compromising optical performance and flexibility [18] . These Architectures on Demand (AoD) will contain either splitters or WSSs at the input ports as can be seen in Fig. 3 . Depending on the network traffic, it will most likely be preferable to keep the legacy network nodes as well, due mainly to the high cost of the node upgrades (high cost of the required WSSs). Thus, it is envisioned that a fraction of the network nodes will be BS-based, other nodes will be RS-based, and the rest will be hybrid nodes (AoD nodes). For these AoD nodes, with the placement of a few WSSs at the input stage, WSS isolation requirements are now not as stringent, since two points of suppression exist for paths where interference was present. By significantly easing the port-isolation requirement for each WSS, it is now feasible to achieve the necessary cumulative isolation, a high port count, and fast switching [19] .
IV. PROBLEM DESCRIPTION
In this paper, the joint problem of in-band crosstalk-aware routing, spectrum assignment (RSA), and WSS placement in flexible grid optical networks is solved for a given set of connection requests.
The objectives of the problem are the following: 1) Minimize the required spectrum in order to establish the set of the connection requests (total used spectrum or the maximum id of the used spectrum). 2) Minimize the number of required WSSs in order to have zero crosstalk interactions among lightpaths. The minimization of the number of WSSs also minimizes the total cost and the power consumption of the network. The algorithms assume initially that the network nodes are BS-based as illustrated in Fig. 1(a) . Subsequently, the algorithms decide which splitters will be replaced by WSSs as shown in Fig. 3 . The intuition behind the algorithms is to initially minimize the crosstalk interactions among lightpaths as much as possible, trying to achieve zero interactions. If this is not possible, then splitters are replaced by WSSs in the input stage of the ROADMs (utilizing the minimum required number) in order to further compensate for the crosstalk effect. To address this problem, an ILP model is formulated in Section V, while in Section VI an efficient heuristic algorithm based on vertex coloring is proposed.
V. OPTIMIZATION ALGORITHM
In this section, an ILP formulation is presented for the efficient establishment of connections in flexible grid optical networks in order to minimize the impact of in-band crosstalk. In particular, the problem of Routing and Spectrum Assignment (RSA) is solved with the objective to minimize the interactions among connections through in-band crosstalk. In addition, the algorithm finds which input ports should have their splitters replaced with WSSs (minimum possible number of replacements) in order to compensate for the in-band crosstalk effect and at the same time minimize the network cost and power consumption. The RSA algorithm consists of two phases; in the first phase, k candidate paths are identified for serving each requested connection, while in the second phase the ILP problem is formulated taking as input the output of the first phase.
A. First Phase: Path Computation
To serve a connection request Λ sd , the requested data rate from source s to destination d is initially transformed to the corresponding number of required spectrum slots. The number of the required spectrum slots apart from the requested data rate depends on the modulation format to be used. The number of such required slots is equal to Bd/W where Bd is the baud rate (symbol rate), and W is the slot width. The baud rate is equal to the requested bit rate divided by the bits per symbol of the modulation format.
In turn, in this phase, k candidate paths for each sourcedestination pair of the network are calculated. Dijkstra's algorithm is utilized to find the shortest path and subsequently k − 1 deviations of the shortest path are found. Specifically, the cost of the links belonging to the shortest path is increased and Dijkstra's algorithm is executed again; this procedure is repeated until k paths are found. The reader should note that any k shortest path algorithm can be employed in this phase.
B. Second Phase: ILP formulation
In this work an Integer Linear Programming (ILP) formulation is proposed that addresses the problem of Routing and Spectrum Assignment with the objective to minimize the crosstalk interactions while also minimizing the required numbers of WSSs to be placed in the nodes and as a consequence minimizing the network cost as well as the consumed power.
The following parameters and variables are used for the ILP formulation:
Parameters: 1) s, d ∈ V : network source and destination nodes 2) f ∈ F : a frequency slot over the available frequency spectrum F 3) p ∈ P : a candidate path 4) l ∈ E: a network link 5) F sd : the required number of slots 6) P sd : set of candidate paths to serve the connection (s, d) 7) P: set of all candidate paths 8) B: a big constant that is used to activate/deactivate a constraint 
2) Contiguous frequency slot assignment (spectrum contiguity constraint -each demand is assigned contiguous spectrum on all the fibers of each path).
Case: f = 1, then x p(f −1) = 0
3) Non-overlapping spectrum
Case:
Note that the spectrum continuity constraint (each demand is assigned the same spectrum along all the edges of the path) in this formulation is taken into account via the definition of the x pf variable.
The objective function of this formulation accounts for the number of required slots, the number of required transponders, and also the number of required WSSs. Each coefficient c i declares the relative impact of each term of the objective. Coefficient c 1p is relative to the number of links that constitute path p. In this way, the greater the number of links on a path, the greater the cost of the objective function in terms of occupied frequency slots. Coefficient c 2 declares the importance of the number of BVTs, while coefficient c 3 the importance of the number of WSSs.
Constraint (1) ensures that all the lightpaths have total capacity equal to the requested demand and thus all the incoming traffic is satisfied. Constraint (2) ensures that each demand is assigned contiguous spectrum on all the fibers of each path. Constraint (3) is the non-overlapping spectrum constraint and ensures that each spectrum slot is used at most once on each fiber or it is used as a guard-band slot. Constraint (4) is used in order to ensure that the guard-bands have their own slots in the spectrum of the link. The spectrum continuity constraint is implicitly taken into account by the definition of the x pf variable. Finally, constraint (5) is included in order to account for the in-band crosstalk interactions and minimize the required number of WSSs. In constraint (5), B and M are constants (taking large values), where M B. The reason for introducing constant B is to take into account only the constraints for the lightpaths that will be used from all the candidate lightpaths (activate/deactivate the constraint). Additionally, the reason for introducing constant M is to replace the splitters with WSSs and again activate/deactivate the constraint. {n |n ∈p, p } x p f is the total number of in-band crosstalk interfering sources that affect the signal of lightpath (p,f) in node n. Finally, the z l variable specifies where to place the required WSSs. Note that node n in constraint (5) is the end of link l.
C. Objective Functions
In order to consider several factors of the objective function as described above, the following cost functions are studied: 1) Minimize:
2) Minimize:
By controlling coefficients c 1 − c 3 , the objective function can minimize the required cost depending on its relative importance. These coefficients signify the resources of interest (slots, BVTs, WSSs), the cost of the equipment (BVTs, WSSs), or the power consumption of the equipment (BVTs, WSSs).
The difference between the two cost functions (6) and (7) is the fact that (6) minimizes the number of the total slots used in the network, while (7) minimizes the maximum id of the slot used in the network. In order to use cost function (7), the following constraint (8) must also be added, where FS is the maximum occupied slot.
Maximum occupied slot
VI. HEURISTIC ALGORITHM
In some cases, where the ILP formulations cannot be solved efficiently for large networks, it is desirable to obtain efficient heuristic algorithms. The RSA problem has been proven that it is NP-complete [4] ; for this reason, a heuristic algorithm is proposed to solve the same problem as the one described in Section V above (heuristic HXT-VC-RSA). The heuristic algorithm presented in this section breaks the problem into three separate sub-problems, namely (i) routing, (ii) spectrum allocation, and (iii) WSS placement sub-problems, and addresses each sub-problem separately and sequentially. It is worth noting that by decomposing the problem into its constituent sub-problems, the optimal solution of the joint problem may not be found. Nevertheless, as shown in the performance results section below the proposed heuristic techniques achieve very good results that are comparable to the optimal solutions.
Specifically, the proposed heuristic approach solves the problem by sequentially serving one-by-one the connections and consists of three phases. In the first phase, k candidate paths are calculated for each requested connection and a path is chosen based on an ILP formulation. In the second phase, the spectrum allocation subproblem is solved by employing a Vertex Coloring (VC) algorithm with the objective to minimize the number of in-band lightpath interactions. The frequency slots are defined as colors in the VC algorithm. Then, in the third phase, the WSS placement is performed with the objective to minimize the cost and power consumption in the network.
A. Path Selection
The algorithm selects k-shortest paths by utilizing the kshortest path algorithm described in Section V-A. Subsequently, the following ILP formulation is employed in order to select a path for each source-destination pair.
ILP Formulation: (10) 2) Maximum spectrum slots per link
Parameters
Objective function (9) accounts for the number of required slots, and also the number of link and node interactions among paths. Each coefficient c i declares the relative impact of each term of the objective. Coefficient c 1p is relative to the number of links that constitute path p. In this way, the greater the number of links in a path, the greater the cost of the objective function in terms of occupied frequency slots. Coefficient c 2 declares the importance of the number of link interactions and coefficient c 3 the importance of the node interactions.
Constraint (10) ensures that all requested demands are satisfied. Constraint (11) ensures that the maximum capacity of each link is not violated. Constraint (12) calculates the number of link interactions, while constraint (13) calculates the number of node interactions.
The reader should note that this phase of the algorithm, even though it is formulated as an ILP, it is computationally tractable for the size of backbone networks.
B. Vertex Coloring
Phase 2 incorporates a VC algorithm to perform the spectrum allocation. For a given undirected graph G = (V, E) the vertex coloring problem requires to assign a color (frequency slot in our case) to every vertex so that adjacent vertices are all colored differently and the total number of colors employed is minimized. The VC algorithm utilized in this work is based on the DSATUR [43] algorithm. However, this algorithm is modified in order to (i) assign more than one colors to each vertex, (ii) incorporate constraints related to the spectrum allocation, and (iii) take into account in-band crosstalk interactions.
The VC phase is constituted by two sub-phases: a) auxiliary graphs creation and b) color assignment.
1) Auxiliary Graph Creation:
In this phase of the algorithm, two different auxiliary graphs are constructed. The first auxiliary graph G' (auxg-1) takes into account the paths with common edges and the second auxiliary graph G" (auxg-2) takes into account both the paths with common edges and the paths with common nodes. The creation of auxiliary graphs auxg-1 and auxg-2 takes place as follows: (i) each vertex of the auxiliary graphs corresponds to a path between a source-destination pair of the optical network (these paths are the output of the first phase of the algorithm -Section VI-A), (ii) each vertex is associated with a number f i that signifies the number of required slots between the source-destination pair, and (iii) graph auxg-1 is created by adding an edge between two vertices of the graph if the corresponding paths have common links, while graph auxg-2 is created by adding an edge between two vertices of the auxg-1 if the corresponding paths have common nodes. Fig. 4 gives an illustrative example of the graph transformation between the original network and auxiliary graph auxg-2. Specifically, in this example it is assumed that there are four paths (p 1 -p 4 ) between source-destination pairs as shown in the original graph. Each path p i (i = 1 : 4) is represented by a vertex in the auxiliary graph. In the original graph, paths p 1 and p 2 have a common edge, thus in the auxiliary graph there is an edge between vertices p 1 and p 2 . Moreover, paths with common nodes in the original graph also have edges in the auxg-2 as can be seen in Fig. 4 .
2) Vertex Color Assignment: The VC algorithm then assigns colors to the vertices of the auxiliary graphs. In the general vertex coloring problem, two adjacent vertices (connected by an edge) must not have the same color assigned. In our case however, there is an exemption to this rule; the same color can be assigned between two adjacent vertices if this color is used to represent a guard-band slot. Initially, the algorithm starts with auxiliary graph auxg-2. For this graph, the algorithm picks the vertex with the maximum degree and colors it with the lowest available f i consecutive colors (representing contiguous slots (including the guard-band slots at either side) in the corresponding spectrum assignment problem). Subsequently, the algorithm selects the next node by selecting the node with the maximum degree of saturation. The degree of saturation of a node is defined as the number of unique colors assigned to its neighboring nodes. Thus, the algorithm will select the node that has the higher number of unique neighboring colors. In case of a tie, the degree of the node is used as a tie-breaker (the algorithm selects the node with the largest degree). The aforementioned procedure is repeated until all vertices have been colored (with the required number of colors, i.e., the required number of slots between the source-destination pair) or the available colors have been exhausted without fully coloring all the vertices in the graph. The total number of colors available in each vertex is equal to the available number of slots in a network fiber. In case where all vertices are colored, then the established lightpaths will have zero in-band crosstalk interactions.
If the procedure finishes and the vertex coloring is incomplete, then the algorithm continues by coloring auxiliary graph auxg-1. The vertex coloring of auxg-2 is copied to auxg-1 and the remaining uncolored vertices of auxg-1 are colored following the same procedure as described above. The reader should note that in this case (i.e., using this coloring) the lightpaths will now have some in-band crosstalk interactions. Finally, in case there are no available colors in order to color a vertex, then the corresponding request is blocked.
The pseudocode of the VC algorithm is shown in Fig. 5 . The VC algorithm is executed for each one of the m nodes of the auxiliary graph. Assuming that the number of the network nodes of the optical network is equal to n, then the maximum number of nodes in the auxiliary graph m is equal to m = n 2 − n, since m is the maximum possible number of paths in the original graph. One vertex v is colored at each iteration, thus in total m iterations of the algorithm are required. For each coloring instance, the algorithm chooses an uncolored vertex v with the largest degree of saturation. In the worst-case, the algorithm will perform checks in all vertices to find suitable colors. This gives an overall worst-case complexity of the VC algorithm equal to
where F is the number of available colors in each vertex.
C. WSS Placement
In the third phase of the algorithm, WSS placement is addressed (splitters are replaced by WSSs in selected locations) in order to compensate for any residual interference due to in-band channel interactions among the established lightpaths that still exist after the execution of the second phase of the algorithm. For this phase of the heuristic, after the spectrum assignment, the in-band interactions in each node are calculated; the WSSs then replace the splitters in order to have zero interactions (i.e., BSbased node architectures become AoD-based node architectures as illustrated in Fig. 3 ). In order to calculate the number of in-band lightpath interactions in every node, the following procedure is followed: (i) every path p is characterized by its constituted nodes and its slots ids, (ii) in every input port the algorithm calculates the number of input ports where lightpaths crossing this port have common slot ids with other lightpaths from other input ports (for every input port a number specifies how many other ports interact with this port), and (iii) splitters are replaced by WSSs in the input ports where there are interactions. Thus, by replacing splitters with WSSs, there are now zero interactions among the input ports.
The pseudocode of the WSS algorithm is shown in Fig. 6 . The overall complexity of this phase is equal to O(n · D 2 · P · F ), where n is the number of nodes in the original graph, D is the maximum degree of the network nodes, P is the maximum number of paths crossing an input port, and F is the number of available spectrum slots in each fiber. In essence, the WSS placement algorithm is executed for each node n of the original graph. Then, for each input port of the node, the algorithm checks which paths crossing this port have at least one common slot with the paths crossing all other ports of the node. Thus, in the worst-case (complete graph with D = n − 1), the overall complexity will be of the order O(n 3 · P · F ).
VII. PERFORMANCE EVALUATION
To evaluate the performance of the proposed algorithms, a number of simulation experiments were performed. In the simulations, a small network with 6 nodes and 9 links, the generic Deutsche Telekom (DT) network with 14 nodes and 23 links, and the Geant-2 network topology that comprises of 34 nodes and 54 links were considered (Fig. 7) .
Each spectrum slot was assumed to occupy 12.5 GHz. The 6-node network supports 40 slots, while the DT and the Geant-2 networks supports 320 slots. The traffic matrices of the 6-node and the DT and Geant-2 networks used in our simulations were generated according to a uniform distribution. For the 6-node network the total traffic lies between 0.77 and 5.32 Tb/s, while for the DT network between 3.78 and 36.94 Tb/s, and for the Geant-2 network between 4.33 and 70.25 Tb/s. For each traffic load, 10 different instances were used and averaged over. For solving the ILP related formulations, the Gurobi library was used [44] and a PC with Core i5-2400@3.1GHz and 4 GB memory was used for the simulation environment.
The algorithms investigated are as follows (the "I" and 'H' in front of the name of the algorithms stand for ILP and Heuristic, respectively):
1) Proposed crosstalk-aware algorithms IXT-RSA-sum and IXT-RSA-max based on objective functions (6) and (7) respectively, as presented in Section V.
2) The I-RSA-pure algorithm derived by the formulation of Section V with the difference that the variables and the constraints related to crosstalk are not applied. The objective of the I-RSA-pure algorithm is to minimize the total number of used slots. 3) Heuristic HXT-VC-RSA as presented in Section VI. For comparison purposes, two other heuristics are also presented in the results, namely the HXT-RSA (crosstalkaware RSA) and HFF-RSA (first-fit RSA) heuristic algorithms [31] . These heuristics are modified (by also now using the third phase of heuristic algorithm HXT-VC-RSA regarding WSS placement (Section VI-C)), in order to be comparable to the proposed techniques. Fig. 8 depicts the number of lightpaths that interact through inband crosstalk with other lightpaths vs. network load for the 6-node network. It is obvious that the performance of the proposed algorithms (IXT-RSA-sum, IXT-RSA-max, HXT-VC-RSA and HXT-RSA) is significantly better than the crosstalk-unaware algorithms (I-RSA-pure and HFF-RSA), with IXT-RSA-sum having the best performance. While it is shown that the performance of the crosstalk-unaware algorithms is almost independent of the network load, exhibiting high number of lightpath interactions, for the crosstalk-aware techniques, with increasing traffic load the number of interactions remain low (even though as the traffic increases more lightpaths are established in the network and therefore more lightpath interactions are potentially possible).
A. Crosstalk Interactions
In Fig. 9 the total number of used slots over all links vs. network load is presented for all the algorithms. From Fig. 9 it is clear that the proposed methods can utilize network resources effectively, since only a very small increase is observed in the total number of utilized slots compared to the crosstalk-unaware cases. In this figure, the I-RSA-pure algorithm provides the lower bound on the total wavelength utilization, while clearly the proposed algorithms have a spectrum utilization that is very close to this lower bound (with the proposed ILP and heuristics having almost identical results). The difference in the spectrum usage is depicted in Fig. 10 , where the maximum used slot throughout the network is illustrated. From Fig. 10 , it is clear that only the HFF-RSA algorithm minimizes the maximum used slot id, since this is the objective of this algorithm, while for all other metrics this heuristic had the worst performance. The other algorithm that tries to minimize the max slot id is the XT-RSA-max algorithm. However, this algorithm's objective function includes, except from the max used slot id, additional parameters (i.e., cost, power consumption) and for this reason the max used slot id found is always higher than that of the HFF-RSA algorithm. Nevertheless, it is always lower than that of the rest of the algorithms examined. The IXT-RSA-sum algorithm has the worst performance in terms of max used slot id, since there is no consideration of this parameter in its objective function. Comparing Figs. 8 and 10, it is clear that there is a tradeoff between the lightpath interactions and the max used slot id. As the max used slot id is minimized, the lightpath interactions are increased.
Regarding the DT network, the performance of the ILP crosstalk-aware algorithms is not provided due to their complexity. As can be seen from Figs. 11 and 12, the heuristic algorithms follow the same trend as in the 6-node network. The figure that depicted the number of total used slots for the DT network was almost the same as in Fig. 9 and for this reason was not included in the results. In Fig. 12 , it is important to note that the proposed HXT-VC-RSA heuristic algorithm performs better than the HXT-RSA heuristic in terms of max slot id, since HXT-VC-RSA utilizes a vertex coloring algorithm with the objective to minimize the number of used colors (max slot id), while HXT-RSA minimizes the total number of slots. Moreover, the two algorithms have almost the same number of lightpath interactions (Fig. 11) .
Finally, regarding the Geant-2 network, the performance of the ILP algorithms is not provided due to their complexity. The heuristic algorithms follow the same trend as in the 6-node and the DT network. For this reason only the max slot id is depicted for the heuristic algorithms in Fig. 13 .
After establishing all requested connections, the highest max slot id can be obtained as depicted in Figs. 9, 12, and 13 for the three networks examined. For the same set of connections a higher index in max slot id means that the spectrum resources are more fragmented, while a lower index means the resources are less fragmented. As can be seen from these figures the crosstalkaware algorithms lead to more spectrum fragmentation. However, as the IXT-RSA-max and HXT-VC-RSA algorithms minimize also the max slot id, they give solutions with less spectrum fragmentation. Table I depicts the required running time in seconds for all the algorithms in order to find the routes and the slots for all requested connections. The running time is computed as the mean value of all the different instances and all the network loads as depicted in the figures. As expected, the crosstalkunaware algorithms need considerably less time, while between the two crosstalk-aware heuristics, HXT-VC-RSA runs faster than HXT-RSA. It is worth noting that most of the running time of the HXT-VC-RSA heuristic is utilized for the vertex coloring phase and only a very small amount of time is utilized for the other two phases. For the ILP formulations, IXT-RSAmax requires more running time than IXT-RSA-sum, since it is more difficult to obtain the optimum of IXT-RSA-max. This can be explained by the additional constraints required by IXT-RSA-max in order to be implemented (i.e., Constraint (8) of Section V-C). As can be seen from Table I , IXT-RSA-max does not converge within the time limit ( * ) that was set to 3 hours for each instance. This explains the fluctuations in the results of IXT-RSA-max shown in Fig. 10 .
B. Cost and Power Consideration
The consideration of this work on network cost and power consumption minimization is based on the WSS placement. The proposed algorithms aim to optimize the basic network objectives with respect to power consumption and monetary cost, without degrading the quality of the provided services and the network security.
The number of required WSSs to compensate for the crosstalk-related interaction among lightpaths for each algorithm is presented in Figs. 14, 15, and 16 for the 6-node, DT, and Geant-2 network respectively, in relation to the network load. As can be seen, the performance of the crosstalk-unaware algorithms requires a high number of WSSs, and especially with the use of the HFF-RSA algorithm there is a need to place WSSs at all network nodes. On the contrary, the crosstalk-aware algorithms require significantly less number of WSSs (as can be seen in the 6-node and especially in the DT network). Specifically, IXT-RSA-max, HXT-RSA, and HXT-VC-RSA require a much smaller number of WSSs, while IXT-RSA-sum requires even less. As previously mentioned, this number of WSSs and their specific placement is the minimum number required so that we will have zero crosstalk effects.
It is also important to note that this improvement in terms of the number of required WSSs is achieved by the proposed algorithms while also not increasing the required network resources in terms of spectrum utilization.
VIII. CONCLUSION
This work proposed crosstalk-aware RSA algorithms (ILP and heuristic techniques) for the efficient utilization of resources in flexible grid optical networks. The objective of the algorithms was the minimization of in-band crosstalk interactions among lightpaths that utilize the same network nodes, thus ultimately reducing the need for higher port isolation at the WSSs and also preventing the spread of high-power jamming attacks within the network. The proposed algorithms reduce the number of lightpath interactions and the required number of WSSs in order to provide network security and quality of service, while at the same time keeping the cost and power consumption within the network low (through strategic WSS placements). The performance results indicate that the proposed solutions achieve all their stated objectives, while at the same time exhibiting a performance that is very close to the crosstalk-unaware RSA algorithms in terms of total resource utilization in the network.
