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Summary
Song learning in birds requires a basal ganglia-tha-
lamo-pallial loop that contains a calyceal GABAergic
synapse in the thalamus. Information processing
within this circuit is critical for proper song develop-
ment; however, it is unclear whether activation of the
inhibitory output of the basal ganglia structure Area
X can drive sustained activity in its thalamic target,
the medial portion of the dorsolateral thalamic nu-
cleus (DLM). We show that high-frequency, random
activation of this GABAergic synapse can drive pre-
cisely timed firing in DLM neurons in brain slices in
the absence of excitatory input. Complex IPSP trains,
including spike trains recorded in vivo, drive spiking
in slices with high reproducibility, even between ani-
mals. Using a simple model, we can predict much of
DLM’s response to natural stimulus trains. These data
elucidate basic rules by which thalamic relay neu-
rons translate IPSPs into suprathreshold output and
demonstrate extrathalamic GABAergic activation of
thalamus.
Introduction
Calyceal synaptic terminals are specialized to convey
temporally precise information by exerting exquisite
control over postsynaptic conductances. The best-
studied examples lie within ascending auditory path-
ways, where the preservation of precise spike timing is
required for accurate sound localization (for review, see
Trussell, 1999). Calyceal synapses accommodate one-
to-one spike transmission (Guinan and Li, 1990), but to
date, only glutamatergic synapses have been investi-
gated for fidelity of information transfer (Zhou and
Parks, 1992; Zhang and Trussell, 1994; Isaacson and
Walmsley, 1995). The song-control system in songbirds
(Figure 1A) features a calyx-like synapse that is GA-
BAergic; each cell in DLM receives one, or at most two,
axon terminals from the basal ganglia structure Area X
(Luo and Perkel, 1999a; Luo and Perkel, 1999b). Like its
glutamatergic counterparts, this synapse evokes large
postsynaptic currents (Luo and Perkel, 2002), but it is
unknown whether this input acts to drive or inhibit spik-
ing in its target, DLM.
The anterior forebrain pathway (AFP; see Figure 1A)
in oscine songbirds consists of three nuclei: Area X,*Correspondence: perkel@u.washington.eduDLM, and LMAN (lateral magnocellular nucleus of the
anterior nidopallium), which together form a topo-
graphic loop required for song learning in juvenile
songbirds and song plasticity in adults (Bottjer et al.,
1984; Brainard and Doupe, 2000a; Luo et al., 2001). The
AFP is thought to process sensorimotor information
from HVC that propagates reliably through the circuit;
neurons in HVC and LMAN show highly correlated ac-
tivity, despite being separated by several synapses, in-
cluding the calyx in DLM (Kimpo et al., 2003). How can
temporally-precise song-related activity be transferred
through DLM using an inhibitory synapse?
In mammals, pauses in tonic inhibitory input from
basal ganglia output neurons (corresponding to Area X
projection neurons) disinhibit targets in the thalamus
(Deniau and Chevalier, 1985; Chevalier and Deniau,
1990). This disinhibition is associated with increased
activity in thalamic target cells. Two primary hypothe-
ses can account for this increased activity: gating excit-
atory input onto these cells, or directly driving postin-
hibitory rebound spikes. While these modes of basal
ganglia-thalamic processing are not mutually exclusive,
the former hypothesis has dominated models of thala-
mic relay of basal ganglia signals.
DLM receives only a sparse, presumably excitatory,
projection from the motor nucleus RA and its surround
(Wild, 1993; Vates et al., 1997; Foster et al., 1997). It is
unclear to what extent these and other possible excit-
atory projections drive activity in DLM during singing-
related behaviors. Importantly, spontaneous activity in
RA does not clearly drive activity in DLM in vivo as
shown by an uncoupling of RA and LMAN activity by
HVC inactivation (Kimpo et al., 2003). In line with the
anatomical specialization of the calyceal terminal from
the basal ganglia in DLM, it is possible that GABA itself
drives spiking in postsynaptic neurons via postinhibi-
tory rebound. However, the mammalian literature pro-
vides several caveats pertinent to this hypothesis. In
mammals, unitary IPSPs can be very weak in the thala-
mus (under 1 mV at −63 mV rest; Kim et al., 1997) and
therefore insufficient to induce postinhibitory rebound.
Also, the generation of rebound spikes is slow (Thom-
son, 1988; Bal et al., 1995; Ulrich and Huguenard,
1997b) and therefore might not be suited to relay tem-
porally precise information. These findings have led to
broad doubts of whether extrathalamic GABAergic in-
puts could drive activity in the thalamus (Sherman and
Guillery, 1998; Sherman and Guillery, 2001).
To address these issues, we took advantage of the
one-to-one presynaptic to postsynaptic cell arrange-
ment to define the input-output characteristics of an
inhibitory forebrain synapse involved in a learned beha-
vior. We report that high-frequency, Poisson trains of
unitary IPSPs can induce reproducible, precisely timed
postsynaptic spiking during the IPSP barrage. In addi-
tion, natural stimulus trains recorded from putative Area
X projection neurons in vivo reliably drove rebound
spiking in DLM. We used a simple model to estimate
the spiking response to these natural trains. Taken to-
gether, the results suggest that postinhibitory rebound
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GSongbirds
b(A) Schematic diagram of oscine song-system anatomy. Open nu-
pclei represent the anterior forebrain pathway Area X / DLM /
LMAN, which process sensorimotor information from HVC. The box c
highlights the inhibitory synaptic connection between Area X and t
DLM investigated in this study. c
(B) Example of postinhibitory rebound following a brief 100 Hz bar-
nrage of IPSPs induced by tetanic stimulation of the afferent. Note
the compound sodium and calcium spike.
(C) Example of a unitary IPSP recorded in perforated-patch config- H
uration, with the pipette containing 37 mM Cl− (C1). Upon break-in, E
the GABAA receptor-mediated PSP became depolarizing (C2). All W
IPSP experiments were carried out in the presence of 10 µM CNQX.
tVrest = −55 mV.
s(D) Distribution of reversal potentials in perforated-patch configura-
otion. Note their considerable negativity.
s
t
ucan facilitate translation of complex IPSP trains into
ctemporally precise rebound spikes.
w
t
1Results
o
We used whole-cell or gramicidin-perforated patch re- s
cording to measure postsynaptic membrane potential E
in response to synaptic stimulation in DLM neurons l
from adult male zebra finches in an acute brain slice r
preparation. Stimulation of Area X inputs to DLM 2
evoked large, unitary (all-or-none) IPSPs, which could I
drive a characteristic rebound spike burst, consisting t
of a broad calcium spike crowned with one or more l
sodium spikes. As has been observed previously, Fig- t
ure 1B illustrates a typical response to a short train of t
IPSPs (Luo and Perkel, 1999a). Sodium spikes could be (
discriminated from calcium spikes by their short dura- s
tion (0.5 ms width at half-maximal amplitude versus >5 t
ms width at half-maximal amplitude, respectively). After 2
achieving stable intracellular recordings, we screened for
IPSPs; subsequently, all experiments were carried out r
in the presence of 10 M glutamate receptor antagonist e
6-cyano-7-nitro-quinoxaline-2,3-dione (CNQX). Unless f
enoted, errors indicate SEM.ative Chloride in DLM Neurons Renders IPSPs
yperpolarizing from Rest
revious reports of the Area X / DLM synapse were
lmost completely limited to whole-cell recordings,
hich likely influenced intracellular chloride concentra-
ion. For rebound-driven spiking to be a plausible
echanism for information transfer through DLM, it
as important to know whether IPSPs are hyperpolar-
zing with native chloride concentration. We therefore
ecorded from cells in the perforated-patch configura-
ion, where the pipette solution contained high [Cl−] (37
M), which upon intentional patch rupture would
ender GABAA receptor-mediated IPSPs depolarizing
rom rest (−32.1 mV calculated reversal potential). We
ould thus distinguish between undisrupted and dis-
upted patch conditions. Under these conditions, uni-
ary IPSPs were strongly hyperpolarizing (Figure 1C1).
hort (30–50 ms) 100 Hz trains of stimuli evoked re-
ound spikes. After patch rupture, IPSPs became de-
olarizing within 1 min (Figure 1C2, n = 3). In experi-
ents with 9–10 mM Cl− in the pipette, the measured
ABAA reversal potential was extremely negative in
oth recording configurations (−93.6 ± 3.5 mV, n = 5,
erforated patch, [Figure 1D]; −89 ± 6.7, n = 7, whole
ell; see Experimental Procedures). Thus, under condi-
ions that maintain native chloride, IPSPs are of suffi-
ient amplitude to induce rebound spikes in DLM
eurons.
igh-Frequency Poisson Trains of Unitary IPSPs
voke Rebound Spiking
e were ultimately interested in understanding the pat-
erns of unitary IPSPs that could give rise to rebound
piking in DLM neurons. To this end, we stimulated ax-
ns from the basal ganglia structure Area X with Pois-
on stimulus trains (Berger et al., 1987), which lack pat-
erned structure and thus permit calculation of an
nbiased spike-triggered average. Each stimulus train
onsisted of 3 s of stimuli at a mean rate of 140 Hz,
hich is within the range of firing rates reported for pu-
ative Area X projection neurons (Hessler and Doupe,
999; Margoliash, 1997). We then analyzed the patterns
f synaptic activity that gave rise to rebound spikes.
DLM neurons were quiescent prior to Area X afferent
timulation (mean RMP = −54.6 mV; SD 2.8, n = 10).
ach Poisson train strongly and persistently hyperpo-
arized the cell; however, at certain points in the train,
ebound spikes shot transiently above baseline (Figure
A). Rebound spiking was sustained throughout the
PSP train (Figure 2B), thus vesicle depletion or recep-
or desensitization do not limit the capacity for pro-
onged periods of rebound firing. We analyzed the
ranslation of these trains into spiking by determining
he pattern of stimuli that preceded each rebound spike
Figure 2C), which we used to calculate a rebound
pike-triggered average (Figure 2D). Only rebound events
hat included a sodium spike were analyzed (Figure
A, inset).
In the stimulus raster plot (Figure 2C), each row cor-
esponds to a rebound spike, which occurred at t = 0;
ach tick mark represents one stimulus to the afferent
iber. Raster plots for stimuli preceding all rebound
vents in each cell were pooled into a histogram (i.e.,
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131Figure 2. Rebound Spikes Are Elicited during High-Frequency,
Poisson IPSP Trains
(A) Perforated-patch recording of a DLM neuron in the presence of
CNQX illustrating the response to a Poisson train of unitary IPSPs,
evoked by stimulating the GABAergic afferent to the DLM neuron.
The pattern of stimuli is illustrated below the voltage trace as a
series of tick marks. Stimulus artifacts have been shortened. Inset
illustrates a fast sodium spike riding on a broader calcium spike
(inset; scale = 50 ms).
(B) Histogram of rebound spike times for all cells and all trains
illustrating sustained rebound responses to the random trains.
(C) Raster plot of IPSP trains for one cell, aligned to the rebound
spike time (t = 0). Each tick represents a stimulus delivered to the
GABAergic afferent. Each row contains the stimuli that precedethe input-output relationship by calculating the spike-
each postsynaptic rebound spike (34 shown). A precipitous drop in
the likelihood of occurrence of stimuli (open arrow) was evident
approximately 25 ms before the rebound event (closed arrow).
(D) Summary data for stimuli preceding rebound spikes for ten
cells. Histogram of stimulus rate preceding all rebound events for
all cells. Error bars plot SEM; bin size = 5 ms. Note the pronounced
deviation of the histogram at time points close to zero from the flat
average rate of 140 Hz, indicating that consistent stimulus features
give rise to rebound events across cells.the spike-triggered average, Figure 2D) which repre-
sents the average rate of the stimulus train prior to each
rebound spike. There was a relatively uniform rate of
stimuli between 200 ms and 30 ms prior to the rebound
spike. The histogram plateaued at the average stimulus
rate of 140 Hz during this period (Figure 2D, n = 10,
139.12 ± 2.7 Hz). However, 20 ms prior to each rebound
spike, there was a marked decrease in the stimulus
rate. This decrease appears as a gap in the raster plot
immediately prior to t = 0 (Figure 2C, arrows) and as a
marked deviation in the histogram. Stimulus rate in the
20 ms prior to rebound was 14.3 ± 3.1 Hz (n = 10). A
few stimuli occurred within 5 ms prior to the rebound
event. In these cases, the stimulus was delivered after
the spike was initiated but was insufficient to abort the
spike. The step-like shape of the spike-triggered stimu-
lus average suggested that thalamic neurons can act
as feature detectors, responding to long interstimulus
intervals in complex, high-frequency trains of IPSPs.
IPSPs Can Drive Sustained Firing at Rates over
10 Hz, Despite Low Spike-Transfer Efficiency
We analyzed the statistics of stimulus-interval sensitiv-
ity by measuring the size of the stimulus interval flank-
ing each rebound spike (Figure 3A). The design of the
Poisson trains meant that there were many short stimu-
lus intervals and few long stimulus intervals (Figure 3A,
dotted bars). Rebound spike probability was greater for
longer stimulus intervals, although these long intervals
occurred less frequently (Figure 3A, compare solid and
dotted bars). For example, each neuron that encoun-
tered a stimulus interval over 70 ms responded with
rebound spikes. (Only one cell received a train with a
stimulus interval between 60 and 70 ms, and it did not
generate a sodium spike, accounting for the gap in the
histogram in Figure 3A.)
We also observed that the interspike interval histo-
gram recapitulated the exponential decay in the fre-
quency of long stimulus intervals in the Poisson stimu-
lus train (Figure 3B). This distribution argues against
classical thalamic oscillatory activity (McCormick and
Pape, 1990) during the IPSP trains. Two distinct peaks
were clear in the interspike interval histogram: the first,
with very short interspike intervals (<4 ms) represented
multispike bursts riding on broader depolarizations.
Spiking in these bursts occurred at rates over 250 Hz.
The second peak was centered around 120 ms and fell
off exponentially. Together, the average rate of rebound
events during the train was 2.45 ± 0.67 Hz (n = 10 cells).
Overall, the rebound spike rate was far lower than the
stimulus rate of the inhibitory afferent. We quantified
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Figure 3. Input Rate Filtering at Area X to DLM Synapse s
(A) Two overlayed histograms showing the probability of rebound t
spikes as a function of interstimulus interval in the Poisson train (
(solid line bars) and the fraction of interstimulus intervals in the
rPoisson trains that were of a particular size (dashed line bars). The
olikelihood of rebound spiking increased with longer interstimulus
intervals. Open circles represent per-cell measurements. o
(B) Histogram of interspike intervals for rebound events driven by e
Poisson trains (bin size = 5 ms). The prominent peak at very short o
ISIs represents spikes within bursts. t
(C) An example of entrainment of rebound spikes with repeated
pauses in an IPSP train. DLM neurons showed reliable rebound
espikes in response to repeated, short barrages of IPSPs. A rebound
spike was elicited during each long stimulus interval. Vrest = −53 mV. o
(D) Distribution of maximum rates elicited with short IPSP barrages n
as shown in (C). Cells could be driven at an average rate of 13 Hz a
with such a stimulus. l
(E) Interspike interval histogram for cells driven maximally by pat-
lterned IPSP trains shown in (C) and (D).
t
a
ttransfer efficiency of the synapse as defined by the rate
of rebound spikes generated divided by the average l
(stimulation rate. The mean spike-transfer efficiency
across cells was 0.017 ± 0.005 (n = 10 cells), indicating c
wover a 50-fold decrease from the input rate of 140 Hz.
This low spike-transfer efficiency indicates that there l
(was substantial filtering of the input rate in these exper-
iments. T
rThe result that DLM neurons respond reliably to long
stimulus intervals that nonetheless occur infrequently s
led us to ask whether the low efficiency value was due
to a limit in the cell’s ability to produce rebound spikes w
s(i.e., refractoriness) or due to suboptimal stimulus sta-
tistics (i.e., infrequent long stimulus intervals). Thus, we s
mnext attempted to drive rebound spikes at higher rates
with patterned stimulus trains. We used a stimulus train w
tinterspersed with pauses, spaced to drive each cell op-
timally (see Experimental Procedures). Rebound spikes I
nreliably occurred during repeated pauses within the
IPSP train (Figure 3C), such that unitary IPSPs consis- tently drove the postsynaptic cell at rates over 10 Hz
mean: 13 Hz, range: 6–23 Hz, Figure 3D, n = 6). Outside
f short interspike intervals contained within bursts, in-
erspike intervals were never shorter than 50 ms, an
ndication of the long refractory period of the low-
hreshold spike that underlies rebound (Figure 3E).
cross cells, the rebound spiking was 3.9-fold below
he average input rate of 50 Hz, for a spike-transfer effi-
iency of 0.26 ± 0.06 (n = 6), 15-fold greater than seen
ith Poisson trains. This value represents an upper
ound to the rate of sustained IPSP-driven rebound
piking. The range of efficiency values observed sug-
ests that the statistics of the stimulus train in large
art determine the input-output rate relation at this
ynapse.
hort-Term History Dependence of Rebound
pike Latency
eural activity propagates between HVC and LMAN
the target of DLM projections) in approximately 60 ms
Kimpo et al., 2003). Long delays through the thalamus
ave been hypothesized to account for much of this
elay (Luo and Perkel, 1999b). To explore more thor-
ughly the extent to which DLM introduces a delay in
he propagation of activity through the AFP, we mea-
ured the latency of the rebound spike with respect to
he onset of the pause in the Poisson train experiments
Figure 2C, open arrow). Across cells, rebound latencies
anged from 20 to 86 ms during the train, with a mean
f 29.15 ± 0.9 ms (n = 10). A cumulative distribution plot
f all rebound latencies illustrates a broad range in
ach cell (Figure 4A). These values provide an estimate
f the delay introduced in Area X/ DLM spike relay at
he synapse.
We next explored the stimulus parameters that influ-
nce rebound latency. Because of a body of research
n the currents that underlie postinhibitory rebound,
amely IT and Ih, (McCormick and Pape, 1990; Lüthi et
l., 1998; Porcello et al., 2003), we predicted rebound
atency was both time and voltage dependent. We de-
ivered constant-frequency (100 Hz) IPSP trains be-
ween 50 and 500 ms long (Figure 4B; enlarged, right)
nd measured the latency from the last stimulus of the
rain to the first rebound spike (Figure 4C). The rebound
atency was consistently shorter following longer trains
R2 = 0.98 ± 0.005, n = 13, fitted single exponential de-
ay). We also held each cell at 2 membrane potentials
ith DC injection during synaptic stimulation. Rebound
atency was significantly longer at −65 mV than −55 mV
Figure 4C, p = 0.001, paired Student’s t test, n = 13).
hus, we observed short-term history dependence of
ebound spike latency that was also influenced by the
teady-state membrane potential.
To further link IPSP-driven rebound spike latency
ith IT and Ih, we analyzed the membrane voltage at
everal points in the sweep and correlated these mea-
urements with rebound latency. We measured the
aximum and minimum voltage during the train, which
ill influence both currents, and also the amplitude of
he depolarizing sag during each train due in part to
h. The hyperpolarization maxima and minima occurred
ear the onset and terminus of the train, respectively;
he minimum hyperpolarization occurred at the final
Unitary IPSPs Drive Precise Thalamic Spiking
133Figure 4. Rebound Latency Was Influenced by Duration of IPSP
Trains
(A) Cumulative fraction plot illustrating range of rebound spike la-
tencies observed during Poisson trains for each cell (indicated with
different symbols).
(B) Whole-cell recording of a DLM neuron illustrating rebound from
100 Hz IPSP trains of different lengths (top, 100 ms; bottom, 500
ms). (Right) Overlay of four rebound spikes aligned to the final stim-
ulus, arising from trains of IPSPs with varied numbers of stimuli,
indicated above each trace. The rebound latency following a 50
stimulus train is shorter than that following a 5 stimulus train.
Vrest = −58 mV.
(C) Summary of rebound-latency data for 13 cells. The rebound
latency was negatively correlated with train length, which was sys-
tematically varied between 50 and 500 ms at 100 Hz. Cells were
held with DC injection at two different membrane potentials prior
to stimulus onset. Bars indicate SEM.IPSP due to the depolarizing sag during sustained
trains of IPSPs (Figure 4B, arrows). The sag amplitude
was defined as the difference between the maximum
and minimum voltage.
The amplitude of sag over the course of the train was
significantly correlated with rebound latencies in each
cell (R2 = 0.58 ± 0.07, n = 13, range: 0.8–8.8 mV). The
maximum hyperpolarization of the cell was less predic-tive of rebound latency, with significant linear correla-
tions in just 4 of 13 cells (R2 = 0.21 ± 0.05, n = 13,
range: –65.4 to –80.7 mV). The membrane potential at
the terminus of the train was significantly correlated
with rebound latency in 10 of 13 cells (R2 = 0.41 ± 0.08,
n = 13, range: –79.9 to –60.4 mV).
Thus, as would be predicted from voltage- and cur-
rent-clamp studies in other species (Coulter et al., 1989;
McCormick and Pape, 1990), time- and voltage-depen-
dent conductances influence rebound timing. The am-
plitude of the depolarizing sag during the hyperpolar-
ization appears to account for a greater proportion of
rebound-latency variability than any other single factor.
Temperature Dependence of Rebound
Spike Latency
We tested the effect of temperature on rebound spike
latency and found that in all cells tested, rebound after
100 Hz trains was accelerated at warmer temperatures;
rebound latency was significantly shorter at 32°C com-
pared to 28°C (paired Student’s t test, p < 0.05, n = 6).
For example, the rebound latency after a 200 ms, 100
Hz train was accelerated from 22 ms at 28°C to 14 ms
at 32°C. We included temperature effects from a variety
of stimulation parameters in the paired analysis. To
capture the temperature dependence of rebound lat-
ency, we calculated the temperature coefficient Q10 for
each cell. The mean Q10 was 2.6 ± 0.23 (n = 5), which
is similar to that seen in rat thalamus for IT (Coulter et
al., 1989). The extrapolated rebound latency for a 200
ms 100 Hz train at avian body temperature of 41°C was
8.9 ± 3.4 ms (n = 5), indicating the potential for shorter
delays through thalamus than previously appreciated
(Luo and Perkel, 1999a; Dave and Margoliash, 2000;
Kimpo et al., 2003). Throughout our experiments, we
paid close attention to bath temperature to minimize
variability due to temperature in our rebound-latency
measurements (see Experimental Procedures).
Thalamic Neurons Detect Changes in IPSP Rates
The results of the Poisson-train experiment suggested
that only brief pauses in IPSP arrivals were required to
elicit rebound. If a pause of only 20–25 ms was suffi-
cient to trigger rebound spiking, moderate frequency
trains (20–50 Hz) might be expected to elicit rebound
spikes repeatedly between each IPSP. However, such
moderate frequency IPSP trains did not drive rebound
spikes during the train: 50 Hz IPSP barrages effectively
inhibited the cell until termination, at which point a re-
bound spike occurred. However, if a higher frequency
priming train preceded a 50 Hz train of IPSPs, a re-
bound spike was elicited at the transition between high
and moderate stimulation frequencies (Figure 5A).
We investigated this phenomenon systematically by
delivering a 100 Hz train of IPSPs to each cell for sev-
eral hundred milliseconds, which was then stepped to
lower frequencies between 70 and 20 Hz. Rebound
spikes were consistently generated at the transition be-
tween high- and low-frequency IPSPs. We term these
rebound spikes “transition” spikes. We noted the fre-
quency at which transition spikes were elicited in each
cell (Figure 5B). Six of eight cells generated transition
rebound spikes at 50 or 40 Hz. The mean latency from
Neuron
134Figure 5. Rebound Spikes Occur at IPSP Frequency Transitions
during a Train
(A) Perforated-patch recording of a DLM neuron in which a 100 Hz
IPSP train was stepped to 50 Hz. A rebound spike was elicited after
the transition from 100 to 50 Hz. Vrest = −60 mV.
(B) Summary data for eight cells in which IPSP train frequency was
modulated in a stepwise manner. Each point represents one cell.
The ordinate represents the maximum IPSP frequency at which a
rebound spike was elicited after step reduction of stimulus fre-
quency from 100 Hz.the time of the final priming stimulus to the peak of the
transition spike was 43.9 ± 10.5 ms. Thus an interstimu-
lus interval of 20–25 ms, if preceded by shorter inter-
stimulus intervals, can be detected as a “pause,” elicit-
ing rebound.
Poisson Trains Drive Rebound Spiking
Deterministically within Cells
If the timing of rebound spikes is in fact dictated by
low-threshold spike refractory period (Figure 3), train
duration (Figure 4), and frequency transitions (Figure 5), F
then random trains of IPSPs could be expected to c
evoke rebound spikes deterministically; i.e., rebound (
wspikes should occur with precise timing between dupli-
Bcate presentations of a single random train. To test this
tidea, we presented each Poisson train twice to the cell.
−
Voltage records were remarkably similar between pre- (
sentations (Figure 6A, top and bottom traces); both t
bsub- and suprathreshold features were reproducible.
pWe focused our analysis on the timing of suprathresh-
(old rebound spikes evoked with duplicate Poisson train
p
presentation. A raster plot of spikes elicited during w
each pair of stimulus trains illustrates the high degree w
(of response precision across trials (Figure 6B).
To quantify the relationship of rebound spike times
between train presentations, we performed cross- P
correlation analyses (see Experimental Procedures). R
Across within-cell pairs, the mean peak cross-correla- W
tion coefficient (CCF) was 0.71 (SD 0.16) at a median o
lag of 1 ms (Figure 6C). These peaks were significantly P
greater than CCFs for shuffled data (mean peak = 0.18 w
[SD 0.15], median lag = 0 ms, p < 0.001, paired t test, t
n = 8 cells; 53 train pairs). The width at half-height of P
the CCF was 10 ms, which can be regarded as an esti- c
mate of the jitter over the course of the entire train. c
Over shorter intervals, repeated presentations of Pois- t
son trains elicited rebound spikes that in many cases t
occurred within 1 ms of each other. These data indicate m
that IPSPs, though hyperpolarizing, can drive precise a
spiking in these cells.igure 6. Poisson IPSP Trains Drive Rebound Firing Deterministi-
ally within a Cell
A) Two example traces of DLM recordings (perforated patch) in
hich a Poisson IPSP train was delivered to the cell in duplicate.
oth rebound spikes and subthreshold membrane potential trajec-
ories were almost identical between the two iterations. Vrest =
57 mV.
B) Raster plot of rebound spikes in a different cell. Each Poisson
rain was presented in duplicate. Each sodium spike in a rebound
urst elicited during the train is represented by a raster tick. Note
recision of spike times for many trains.
C) (Left) Example of typical cross-correlation function. Note the
eak at zero lag. The shuffled cross-correlation is flat and indicated
ith a dashed line. (Right) Summary of cross-correlation analysis
ith peak correlation coefficient plotted against location of peak
lag).oisson Trains Drive Rebound Spiking
eproducibly between Cells
e next investigated the input-output characteristics
f DLM neurons as a population. Since responses to
oisson trains were reproducible within a single cell,
e wondered whether responses to duplicate Poisson
rains generalized across cells. We presented the same
oisson trains to cells from different animals (n = 8
ells; 342 train pairs). Across cells, responses to dupli-
ate trains were highly similar, though more variable
han within a single cell (Figure 7A). Rebound spike
imes aligned in a raster plot in many cases with sub-
illisecond precision (Figure 7B). Cross-correlation
nalysis revealed CCFs with minimal lag in most com-
parisons, with a mean peak CCF of 0.37 (SD 0.12) and
Unitary IPSPs Drive Precise Thalamic Spiking
135Figure 7. Poisson IPSP Trains Elicit Rebound Spiking Reproducibly
between Cells
(A) Example responses of two DLM neurons from different animals
to identical Poisson IPSP trains. Note that rebound spikes are elic-
ited at the same point in the train for each cell. Top trace, Vrest =
−53 mV; bottom trace, Vrest = −58 mV.
(B) Between-cell rebound spike raster plot. Pairs of rows represent
the same train delivered to different cells. Note considerable sim-
ilarity in rebound times between cells to the same Poisson train.
Each pair illustrated was stimulated with a different stimulus train.
(C) (Left) An example cross-correlation function. Shuffled CCF is
indicated with a dashed line. (Right) Summary of cross-correlation
analysis with peak correlation coefficient plotted against location
of peak.median lag of 7 ms (Figure 7C). The width at half-height
was 14 ms. The mean peak CCF was significantly
greater than the mean shuffled peak (mean peak: 0.21
[SD 0.07], median lag: −397 ms; p < 0.001, paired t test,
n = 342 train pairs).
Even when spike mismatches occurred, subthresh-
old rebound events (Ca2+ spikes not accompanied by
Na+ spikes) were often noticeable in the membrane
voltage of the cell that did not spike, perhaps owing
to differences in resting membrane potential or spike
threshold. These results suggest that different DLM
neurons use similar rules to translate patterns of IPSPs
into suprathreshold output.
Natural IPSP Stimulus Patterns Drive
DLM Rebound Spiking
We next asked whether natural spike trains could also
evoke rebound spiking, as would be predicted if AreaX employs a rebound mechanism to propagate infor-
mation through DLM. We used three different trains re-
corded in Area X in vivo: two trains recorded from the
same neuron in response to repeated playback of a
bird’s own song (BOS) to an anesthetized zebra finch
(Figure 8A, provided by S. Kojima and A.J. Doupe,
UCSF) and one recorded during singing from a different
animal (provided by N.A. Hessler and A.J. Doupe,
UCSF). We refer here to the playback-derived trains as
BOS-based IPSP trains, bearing in mind that BOS re-
fers only to the individual bird in which the stimulus
train was recorded and not those used in our in vitro
slice preparation containing the DLM neurons we re-
corded.
Presentation of each BOS-based IPSP train elicited
precisely timed rebound spikes (Figure 8B, n = 5), oc-
curring at long stimulus intervals in the train. Within-
cell cross-correlations of rebound spikes elicited with a
single BOS-based IPSP train had a mean peak CCF of
0.63 (SD 0.18, n = 25 pairs) and a width at half-height
of 8 ms.
Spike times differed in response to the two BOS-
based trains, (within-cell mean peak CCFs comparing
data for two trains were significantly decreased: 0.37
[SD 0.11, p < 0.001]). These data suggest that while
DLM neurons are capable of responding with precise
timing to a repeated train, they are sensitive to the
precision of the input train, resulting in spike-time vari-
ability due to slight changes in the temporal patterns
of inputs. The mean firing rate from rebound spikes in
response to the two BOS-based trains was 3.5 ± 1.0 Hz
(n = 5 cells) and 3.9 ± 1.2 Hz (n = 4 cells), respectively,
for a mean spike-transfer efficiency of 0.046 ± 0.01.
Thus, when analyzed over larger time windows thereFigure 8. Rebound Spikes in Response to Natural Stimulus Patterns
and Linear Predictions of Spiking
(A) Oscillogram of bird’s own song (BOS) and single unit activity
recorded in Area X evoked by song playback in the anesthetized
zebra finch (S. Kojima and A.J. Doupe, personal communication).
These spikes were converted into a stimulus train and used to acti-
vate the GABAergic afferents from Area X to DLM in the slice.
(B) Raster plot of rebound spikes from three DLM neurons in re-
sponse to stimulation of afferents with this natural spike train. The
top row represents spiking in the absence of CNQX; the bottom
three rows are in the presence of CNQX.
(C) Predictions of rebound spiking in response to the natural spike
train: four sets of predicted spikes in which interstimulus intervals
of a particular duration threshold were used to predict the occur-
rence of rebound spiking.was little difference in the rate of rebound spiking in
Neuron
136response to the two BOS-based IPSP trains. Finally, the a
tpattern of rebound spiking was not altered by CNQX.
In the absence of antagonist rebound responses were c
very similar (mean peak CCF = 0.68 [SD 0.07], n = 8
train pairs, Figure 8, top row of raster ticks in cell 1). In Dtwo cells that received both Poisson trains and BOS-
based spike trains, spike-transfer efficiency varied be-
Wtween the two inputs (means: 0.04 versus 0.075,
Irespectively).
GWe also used a stimulus train recorded from a single
gunit in Area X in the singing animal (Hessler and Doupe,
f1999). In response to this train, rebound spiking was
tprecise but very sparse (within-cell mean peak CCF =
a0.84 [SD 0.14], median lag = 1 ms, n = 5 cells, 5 train
rpairs, spike-transfer efficiency = 0.0035). As predicted
tfrom results of the Poisson train experiment, rebound
dspikes occurred after long stimulus intervals. These re-
rsults indicate that DLM can respond precisely to input
atrains collected under different behavioral states in vivo.
m
iPredictions of Rebound Spiking to Natural rStimulus Trains s
We interpreted the spike-triggered average (Figure 2C) b
to suggest that DLM neurons detect a pause in the ar- s
rival of IPSPs (i.e., a long stimulus interval). We scanned
the stimulus train for stimulus intervals of a particular p
threshold length and constructed a predicted spike t
train based on when those intervals occurred (Figure v
8C). For example, if we scanned for an interval length f
of 24 ms, all intervals 24 ms and longer would be l
tagged and a rebound spike predicted after a 29 ms p
rebound latency (Figure 4A). We repeated this analysis o
for stimulus interval lengths ranging from 12 to 32 ms g
and finally applied a 50 ms refractory period to the pre- t
dicted trains. We then analyzed the set of predicted p
spikes by (1) calculating the correlation coefficient be- a
tween model spiking and observed spiking and (2) cal- r
culating the percent of observed spikes in each cell r
predicted by the model. 1
The raster plot illustrates that the predictions cap- w
tured the basic structure of the observed rebound c
spikes (Figure 8C). The mean cross-correlation from each w
set of predicted spike trains with all observed spike s
trains was 0.36 (SD 0.12). When we allowed the interval a
threshold to vary between cells, to match each cell’s w
rebound spike rate, we predicted 63% (SD 23%, n = 5) f
of observed spikes within 15 ms. Predictions made with
a stimulus interval of 22 ms matched the average ob-
served rebound spike rate. I
TPeak CCF values for the predicted and observed
spikes were not significantly different from between- t
ecell peak CCF values for BOS-based IPSP trains (0.37
[SD 0.001], n = 10 pairs; p = 0.74; Student’s t test). The B
upercent of spikes predicted by between-cell pairs for
responses to BOS-based trains was also not signifi- e
1cantly different from the predictions (64% [SD 28%],
n = 10 pairs, p = 0.95; Student’s t test). Thus, these f
lpredictions were as accurate as could be expected
based on between-cell variability. With this method r
sthere was a systematic failure to predict rebound
spikes that occurred very early in the train, further sug- s
fgesting a time-varying condition that permits rebound
spiking. Future studies could include other prediction lpproaches, including conductance-based models, to
horoughly characterize nonlinear dynamics that spe-
ifically control rebound spike generation and timing.
iscussion
e have shown that high-frequency trains of unitary
PSPs can drive activity in thalamic relay neurons. The
ABAergic calyceal synaptic terminal from the basal
anglia structure Area X can preserve spike-timing in-
ormation, despite relying on a rebound mechanism in
he postsynaptic thalamic neuron. This finding provides
mechanism whereby song-related activity in the ante-
ior forebrain pathway can propagate reliably, even
hrough an “inhibitory” projection. More broadly, our
ata suggest a role for postinhibitory rebound firing in
esponse to extrathalamic GABAergic input (Sherman
nd Guillery, 2001). While GABAergic circuitry can
aintain thalamic oscillations, postinhibitory rebound
s not appreciated as a mechanism for preservation or
elay of precise spike-timing information. Our data
how that thalamic neurons can translate GABAergic
asal ganglia input into precise, nonoscillatory post-
ynaptic firing in a circuit essential for learning.
Our experiments were designed to explore general
roperties of GABAergic processing in the thalamus. To
his end we attempted to create relatively realistic in
itro conditions. First, because only a single Area X af-
erent contacts each DLM neuron, bulk electrical stimu-
ation can activate a unitary input. We thus avoided the
otential problem of unrealistic simultaneous activation
f a population of afferent fibers. Second, by using
ramicidin-perforated patch recording, we maintained
he native chloride concentration, ensuring accurate
olarity and amplitude of IPSPs. As in mammalian thal-
mic neurons, we also observed quite negative IPSP
eversal potentials, which may be required for GABAA
eceptor-mediated burst firing (Ulrich and Huguenard,
997a; Ulrich and Huguenard, 1997b). Third, although
e used pharmacological blockade of glutamate re-
eptors to ensure isolation of the IPSP, antagonists
ere not necessary to evoke rebound spiking in re-
ponse to high-frequency IPSP trains. These data also
rgue against widespread excitatory collateral circuitry
ithin DLM that would have been activated by rebound
iring in DLM neurons other than the one recorded.
PSP Feature Detection
hough DLM neurons can detect long interstimulus in-
ervals in high-frequency trains of IPSPs (Figure 2), not
very long interval elicited a rebound spike (Figure 3A).
ecause the refractory period of low-threshold spikes
nderlying rebound is long (150 ms for complete recov-
ry; Jahnsen and Llinas, 1984a; Jahnsen and Llinas,
984b), the ability of the cell to follow pauses in high-
requency trains is limited. This partly accounts for the
ow efficiency values observed (ratio of output spike
ate to stimulus rate). The spike-transfer efficiency for
ustained IPSP trains had a maximum value of 0.26 as
hown with patterned trains (Figure 3C). The efficiency
or Poisson trains and natural trains was 6- to 15-fold
ower, indicating a dynamic range in efficiency that
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137could be utilized at this synapse to alter the overall
spike rate in DLM.
The finding that Poisson trains elicit rebound spiking
with precise timing between presentations (Figures 6
and 7) suggests that DLM translates IPSPs into su-
prathreshold output using a deterministic mechanism.
We used the step-like spike-triggered stimulus average
as a guide to quantitatively predict thalamic output in
response to a natural spike train input (Figure 8). Pre-
dicted rebound spike trains were well-correlated with
the experimentally observed rebound spikes. Correla-
tion coefficients for observed spikes between cells
were similar to those comparing predicted and ob-
served spikes, thus our predictions are as good at ac-
curately predicting a cell’s responses as the variability
between individual cells permits.
Our model failed to predict all spikes, suggesting that
a model incorporating nonlinearities, such as a conduc-
tance-based model, will better suit this system. In addi-
tion, mechanisms underlying between-cell variability in
response to complex IPSP trains could be explored on
a per-cell basis. The range of rebound spike latencies
(Figure 4) illustrates nonlinearities that were not cap-
tured in the simplified model we used. Nevertheless,
over half of observed spikes can be accounted for by
using a very simple model. For this linear behavior, the
rules for translating IPSP input into rebound spike out-
put can be summarized very simply as a stimulus in-
terval of at least 20 ms during a high-frequency IPSP
barrage, and a requirement of at least 50 ms (Figure 3)
before another long stimulus interval can elicit the next
rebound spike.
Implications for the Song System
Numerous lines of evidence indicate that the anterior
forebrain pathway (AFP) plays a crucial role in song
learning and adult plasticity in oscines (Bottjer et al.,
1984; Scharff and Nottebohm, 1991; Sohrabji et al.,
1990; Williams and Mehta, 1999; Brainard and Doupe,
2000a; Brainard and Doupe, 2000b). The AFP pro-
cesses auditory information related to the bird’s own
song (Doupe and Konishi, 1991) and has been hypothe-
sized to use this information to guide motor plasticity
(Brainard and Doupe, 2000b). In addition, the AFP
shows activity during singing, even in deafened ani-
mals, indicating that motor-related signals are also pre-
sent (Jarvis and Nottebohm, 1997; Hessler and Doupe,
1999). Activity in LMAN was recently shown to lock to
song output with <2 ms precision (Leonardo, 2004). Re-
gardless of the specific role of the AFP, it is clear that
it can maintain temporally precise spike transmission
across several synapses (Kimpo et al., 2003), though it
was unclear how the strongly hyperpolarizing GABAer-
gic projection from Area X to DLM could support propa-
gation of this activity.
We used spike trains recorded in Area X as stimulus
patterns for DLM neurons, under the assumption that
they represent the activity of projection neurons that
would synapse on DLM neurons. We have several
reasons to believe this assumption is reasonable. The
pallidal-like projection neurons of Area X are thought to
be spontaneously active at high rates and to pause in
response to inhibitory inputs from spiny neurons in AreaX (Farries et al., 2005; Farries and Perkel, 2002). In fact,
activity consistent with this scheme has been observed
in vivo during singing (Hessler and Doupe, 1999) and
during song playback (Margoliash, 1997; S. Kojima and
A.J. Doupe, personal communication). The activity of
the Area X units used for synaptic stimulation in this
study contain these features, thus we believe they are
to date the best candidates for the projection neurons.
In terms of Area X processing, inhibitory input from
striatal cells and excitatory input from pallial cells (HVC,
LMAN) modulate the tonic activity of the pallidal-like
projection neurons (Farries et al., 2005). Projection neu-
rons in the song nucleus HVC burst sparsely during
singing (Hahnloser et al., 2002) and may contribute to
shaping the pauses that we have shown can directly
drive spiking in DLM neurons (Figure 8). In this way,
DLM neurons can read-out specific features of tonically
active pallidal-like cells, if not “add” new information.
Our data do not, of course, rule out the possibility that
Area X could gate extrinsic excitatory inputs into DLM,
which may render DLM a center for processing infor-
mation from other areas. Nevertheless, Area X-driven
activity in DLM provides a plausible mechanism for in-
formation transfer within the AFP, even in the absence
of concurrent glutamatergic synaptic activity.
While the specific arrival times of IPSPs determine
postsynaptic spike timing, rebound spike rate over long
intervals, reflecting the efficiency, depends on the over-
all statistics of the input train. For example, we ob-
served variability in the rebound spike times, but not
overall rebound spike rate, between responses to each
BOS-based IPSP train. As we learn more about sensori-
motor processing in the song system as well as general
rules of neural encoding in the thalamus, it will be inter-
esting to compare the degree to which temporal and
rate codes are important in the function of these cir-
cuits.
Applicability to Mammals
Because the Area X / DLM synapse is unusual in its
size and strength, it is reasonable to ask whether our
data are compatible with pallido-thalamic connections
in mammals. While no comparable study has, to our
knowledge, been done in slices to investigate the func-
tionality of pallido-thalamic GABAergic synapses, ex-
periments in vivo suggest there are unequivocal inhibi-
tory roles of these inputs in mammals (Ueki, 1983;
Deniau and Chevalier, 1985). From these studies it is
difficult to discern whether bursts occurred during
periods of tonic pallidal activity, thus they do not rule
out an additional driving role of GABAergic afferents. In
fact, mammalian pallidal neurons form dense terminal
plexi on motor thalamus neurons (Parent et al., 2001),
reminiscent of the calyx in DLM.
From a more cellular perspective, random white-
noise current injections elicit precise spiking from mam-
malian pyramidal neurons and neurons of the deep cere-
bellar nuclei (Mainen and Sejnowski, 1995; Gauck and
Jaeger, 2000), and complex stimulus trains can activate
highly reproducible currents in mammalian hippocam-
pal neurons (Dobrunz and Stevens, 1999). Future studies
should investigate to what extent this mode of thalamic
relay may be utilized in mammalian basal-ganglia-thal-
Neuron
138Samic circuitry. We hypothesize that our results will gen-
Aeralize to at least some regions of mammalian thalamus
ebecause of the high degree of conservation of verte-
w
brate brain structures. r

lExperimental Procedures
WAnimals
aA total of 26 adult male zebra finches (Taeniopygia guttata) were
wused in this study. Birds were obtained from commercial suppliers,
tand procedures were approved for use by the University of Wash-
tington Institutional Animal Care and Use Committee. Birds were
housed on a 13:11 hr light/dark cycle in groups of five or fewer.
pFood and water were available ad libitum.
b
s
Slice Preparation t
Methods used were similar to those detailed in Stark and Perkel s
(1999). Briefly, birds were anesthetized with isoflurane and decapi- q
tated. The brain was rapidly dissected and immersed in ice-cold,
oxygenated artificial cerebrospinal fluid (ACSF) containing 119 mM A
NaCl, 2.5 mM KCl, 1.3 mM MgSO4, 1 mM NaH2PO4, 16.2 mM g
NaHCO3, 2.5 mM CaCl2, 11 mM D-glucose, and 10 mM HEPES, U
osmolarity 285–295 mOsm, pH 7.2. Parasagittal brain slices (350– (
400 m) were cut with a vibrating microtome then transferred to 7
warm (35°C–40°C) ACSF with HEPES replaced by equimolar w
NaHCO3. Slices were stored submerged in ACSF continuously bub- o
bled with a gas mixture of 95% O2 and 5% CO2 for at least 1 hr a
prior to use.
DElectrophysiological Recording
W
Blind, whole-cell (Blanton et al., 1989), or gramicidin-perforated
t
patch recordings were made from neurons in submerged slices of
c
DLM transilluminated to reveal the borders of the nucleus. Slices
w
were continuously perfused with warmed HEPES-free ACSF (28°C–
u
32°C, see below) at a flow rate of 3 ml/min. We used glass micropi-
l
pettes with resistances ranging from 6–12 M. (Puller P-97, Sutter
t
Instrument Co., Novato, CA). For whole-cell recordings, the internal
solution contained 120 mM K-methylsulfate, 10 mM HEPES, 2 mM
u
EGTA, 8 mM NaCl, 2 mM MgATP, 0.3 mM GTP (Na+ salt), and 1 mM
p
MgCl2, pH 7.2, 274–285 mOsm. For perforated-patch recordings, s
fresh gramicidin stock solution (0.2–0.3 mg/ml) was prepared in
I
DMSO. The tip of the pipette was filled with internal solution iden-
s
tical to that used in whole-cell configuration. The pipette was then
m
back-filled with solution that contained 134 mM K-methylsulfate,
b
10 mM HEPES, 0.5 mM EGTA, 8 mM NaCl, 2 mM MgCl2, and grami- a
cidin stock solution for a final concentration of 0.2–0.3 g/ml (Ding
b
and Perkel, 2002). In three control experiments, 25 mM KCl re- S
placed equimolar K-methlysulfate, to intentionally disrupt the chlo-
T
ride reversal potential upon break-in.
s
Signals were amplified with an Axoclamp 2B (Axon Instruments,
t
Foster City, CA), in bridge mode, filtered at 3 kHz, then amplified
W
and filtered by an second amplifier (Brownlee Model 410, Brownlee
s
Precision, Santa Clara, CA) before being digitized (National Instru- C
ments) and sampled at 6 kHz using custom LabView software writ-
T
ten by D.J. Perkel and M.A. Farries. In experiments with random
p
Poisson or natural stimulus patterns, signals were digitized with a
t
Digidata 1322A, and data were acquired using Clampex software
d
(Axon Instruments), 10 kHz sampling rate, 5 kHz low-pass filter
c
cutoff.
f
w
pTemperature
All Poisson and natural train experiments were conducted at 30°C. c
tConstant-frequency, patterned train, and rate-transition experi-
ments were performed between 28°C and 30°C. For temperature t
texperiments, we varied the bath temperature between 28°C and
32°C. We extrapolated rebound latencies at warm temperatures by t
tfitting rebound spike latencies measured from at least three tem-
peratures with an exponential (R2 > 0.95, n = 5 cells). We calculated t
bthe Q10 value by dividing the rebound latency at the cooler temper-
ature by the extrapolated rebound latency at a temperature 10°C F
cwarmer.timulus Delivery and Design
500 µm diameter, concentric bipolar stimulating electrode (Fred-
rick Haer Co., Bowdoinham, ME) was positioned superficially
ithin the tract of fibers coursing from Area X to DLM, directly ante-
ior to the nucleus (200–600 µm). Afferents were activated with 100
s pulses, typically 0.2–5 mA in magnitude, controlled by a stimu-
us isolation unit (Isoflex, AMPI, Jerusalem, Israel).
A set of 65 “Poisson trains” was generated in Matlab 6.5.1 (Math-
orks, Natick, MA) by randomly drawing interpulse intervals from
decaying exponential distribution to make up a 3 s stimulus train
ith a mean rate of 140 Hz. For experiments aimed at determining
he reliability of the response, each train was delivered in duplicate
o the slice with 30–60 s between each train presentation.
Patterned trains of IPSPs were used to measure the refractory
eriod and maximal spike-transfer efficiency of IPSP-evoked re-
ound spikes (n = 6). Here we required that rebound events with
odium spikes be evoked in each of five consecutive pauses within
he train. Thus our “optimal” stimulus patterns were defined for
ustained firing. We then varied the duration of the train and subse-
uent pause to drive rebound spikes maximally under this criterion.
Natural spike patterns were generated from single-unit data from
rea X in the intact animal (in vivo spike data and song oscillo-
rams kindly provided by S. Kojima, N.A. Hessler, and A.J. Doupe,
CSF). Two trains were taken from playback of the bird’s own song
n = 5; mean instantaneous rates [reciprocal interspike interval] of
5.8 [SD 52] Hz and 73.6 [SD 22.46] Hz, respectively). One train
as taken from the singing animal (n = 6; mean instantaneous rate
f 169 [SD 82] Hz). Each stimulus train was delivered between two
nd four times to each cell.
ata Analysis
e included 31 cells (21 recorded in perforated patch configura-
ion) from 26 animals in the final data set, based on the following
riteria: (1) stable baseline resting membrane potential, (2) IPSP
aveform included a distinct trough distinguishable from the stim-
lus artifact, and (3) IPSPs could be evoked reliably with extracellu-
ar stimulation; i.e., synaptic recruitment followed trains of shocks
o the fiber bundle.
We calculated rebound latency in Poisson trains (Figure 4A)
sing a correction that eliminated those stimuli less than 20 ms
rior to the rebound event for two reasons. First, we rarely ob-
erved rebound latencies below 20 ms. Second, it was clear that
PSPs occurring after apparent crossing of spike threshold in Pois-
on-train experiments did not cause rebound spikes. In experi-
ents using constant-frequency stimulus trains (Figure 4B), re-
ound spike latency was defined as the time between the stimulus
rtifact of the last IPSP in the train and the peak of the first re-
ound spike.
pike-Triggered Stimulus Averaging
o determine the patterns of stimuli that gave rise to rebound
pikes, we measured the time of each stimulus in the Poisson train
hat occurred during a window 200 ms prior to each rebound spike.
hen a burst of multiple sodium spikes occurred, only the first
pike was included in the analysis.
ross-Correlations
he rebound spikes elicited by pairs of duplicate trains were com-
ared using cross-correlation routines in Matlab. Rebound spike
imes were measured as peak time of the sodium spike and
iscriminated from calcium spikes by spike duration. For cross-
orrelation analyses, these spike times were represented in a comb
unction, which was smoothed by convolution with a Gaussian
aveform with a width at half-maximal amplitude of 5 ms. The
aired traces were then cross-correlated using the built-in cross-
orrelation function in Matlab. The resultant cross-correlation func-
ion was normalized to the autocorrelation of one of the traces of
he pair, which by definition is 1. Shuffled spike trains preserved
he number of spikes and the interspike interval distribution of each
rain, but the order of intervals was randomized. Shuffled spike
imes generated from this procedure were then cross-correlated in
he same manner as the actual spike times. For each pair of re-
ound spikes, the shuffling procedure was performed 150 times.
or measurements of jitter between rebound responses to dupli-
ate trains (width at half-max cross-correlation), cross-correlations
Unitary IPSPs Drive Precise Thalamic Spiking
139were performed on unsmoothed data. Lag values reported are ab-
solute values.
We assessed the quality of the predictions by cross correlating
each predicted spike train with each set of rebound spikes elicited
by the spike train in vitro. Methods used here were identical to
those used for cross-correlations comparing spike times between
responses to duplicate Poisson trains. The percent of observed
spikes predicted by the model was calculated for each cell at a
threshold cutoff that yielded the best approximation of the rate of
observed spikes. This requirement constrained the model from
overpredicting spikes to boost the percent of observed spikes pre-
dicted.
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