In this paper oscillatory and asymptotic behaviour of solutions of a class of nonlinear second order neutral difference equations with positive and negative coefficients of the form (E)
Introduction
In recent years there has been extensive research activity concerning the oscillation and nonoscillation of solutions of differential and difference equations. In particular, much attention has been given to nonlinear neutral delay equations with positive and negative coefficients for existence of positive bounded solutions. We refer the papers [2, 3, 6, 7, 4, 13, 14] for comprehensive treatment of this theory. But very little work [11, 12] is available on the study of oscillatory and asymptotic behaviour of solutions of such equations which is due to the technical difficulties arising in its analysis.
The object of this work is to study the oscillation properties of a class of non-linear neutral difference equations with positive and negative coefficients of the form ∆(r(n)∆(y(n) + p(n)y(n − m))) + f (n)H 1 (y(n − k 1 )) − g(n)H 2 (y(n − k 2 )) = q(n), (1) where ∆ is the forward difference operator defined by ∆y(n) = y(n+1)−y(n), r, p, f, g and q are real valued functions such that r(n) > 0, f (n) > 0 and g(n) ≥ 0 for all n, m > 0, k i ≥ 0 are integers and H i ∈ C(R, R) is a nondecreasing function such that xH i (x) > 0, x = 0 for i = 1, 2 under the assumptions The corresponding unforced equation ∆(r(n)∆(y(n) + p(n)y(n − m))) + f (n)H 1 (y(n − k 1 )) − g(n)H 2 (y(n − k 2 )) = 0 (2) is also studied under the assumptions (A 1 ) and (A 2 ) for various ranges of p(n). This work is motivated by the recent paper [5] , where the authors Li et al. have studied the existence of nonoscillatory solution of ∆ m (y(n) + p(n)y(τ (n))) + f 1 (n, y(σ 1 (n))) − f 2 (n, y(σ 2 (n))) = g(n)
and its associated unforced equation ∆ m (y(n) + p(n)y(τ (n))) + f 1 (n, y(σ 1 (n))) − f 2 (n, y(σ 2 (n))) = 0 (4) under various ranges of p(n). If r(n) ≡ 1 and m = 2, then Eqns. (1) and (2) are particular cases of Eqns. (3) and (4) respectively. However, for m = 2, Eqns. (1) and (2) can not be treated as the particular cases of (3) and (4) in view of (A 1 ) and (A 2 ). Hence study of (1) and (2) is very much interesting. Necessary and sufficient conditions for oscillation of (1)/(2) are investigated in this paper.
By a solution of Eqn.(1) (see for e.g [9] , [10] ) we mean a real valued function y(n) defined on N(−ρ) = {−ρ, −ρ + 1, · · ·} which satisfies (1) for n ≥ 0, where ρ = max{m, k 1 , k 2 }. If y(n) = A n , n = −ρ, −ρ + 1, · · · 0,
are given, then (1) admits a unique solution satisfying the initial condition (5) . Recall that a solution y(n) of (1) is oscillatory, if for any given integer N > 0, there exists an n ≥ N such that y(n)y(n + 1) ≤ 0 for n ≥ N; otherwise it is called nonoscillatory.
Preliminary Results
This section deals with the results which play an important role in establishing the present work.
Lemma 2.1 Assume that (A 1 ) hold. Let u(n) be an eventually positive real valued function such that ∆(r(n)∆u(n) ≤ 0 but ≡ 0 for all large n and r(n) > 0. Then the following hold :
Proof (i) Since R(0) < ∞, R(n) → 0 as n → ∞ and u(n) is nondecreasing, we can find a constant C > 0 such that u(n) ≥ C R(n) for all large n.
(ii)
For s ≥ n + 1 > n, r(s)∆u(s) ≤ r(n)∆u(n) and hence
Thus 0 < u(s) < u(n) + r(n) ∆u(n)
Lemma 2.2 Assume that (A 2 ) hold. Let u(n) and ∆u(n) be eventually positive real valued functions for
and M > 0 is an integer.
Lemma 2.3 [15, 8] Let p, y, z be real valued functions such that z(n) = y(n) + p(n)y(n − m), n ≥ m ≥ 0, y(n) > 0 for n ≥ n 1 > m, lim inf n→∞ y(n) = 0 and lim n→∞ z(n) = L exists. Let p(n) satisfy one of the following conditions
where
Lemma 2.4 [1] Let K be a closed bounded and convex subset of ℓ ∞ , the Banach space consisting of all bounded real sequences. Suppose Γ is a continuous map such that Γ(K) ⊂ K and suppose further that Γ(K) is uniformly Cauchy. Then Γ has a fixed point in K.
Oscillation Results
This section deals with the sufficient conditions for oscillation of solutions of Eq. (1) and Eq.(2) under the assumptions (A 0 ), (A 1 ) and (A 2 ). We need the following conditions for our use in the sequel.
For u > 0and v > 0, there exists λ > 0 such that
There exists a real valued function Q(n) such that Q(n) changes sign with
Remark The prototype of H 1 satisfying (A 3 ) and (A 4 ) is
where a ≥ 0, b > 0, λ ≥ 0 and µ ≥ 0 such that a + b = 1.
Remark If y(n) is a solution of (1)/(2), then x(n) = −y(n) is also a solution of (1)/ (2) provided that H 1 satisfies (A 4 ).
Proof Suppose on the contrary that y(n) is a nonoscillatory solution of (1) such that y(n) > 0 for n ≥ n 0 . Setting
let
for n ≥ n 0 . We note that K(n) > 0, ∆K(n) < 0 and lim n→∞ K(n) = 0. Using (6) and (7),
for n ≥ n 1 > n 0 + ρ. Accordingly, ∆U(n) and U(n) are monotonic functions. Assume that ∆U(n) < 0 for n ≥ n 1 . If U(n) < 0 for n ≥ n 2 > n 1 , then z(n) < K(n) + Q(n) and hence lim inf
a contradiction to the fact that z(n) > 0. Thus U(n) > 0 for n ≥ n 2 . Using Lemma 2.1 (ii) with u(n) is replaced by U(n), we get U(n) ≥ −r(n)(∆U(n))R(n) and hence
for n ≥ n 2 . Further, r(n)∆U(n) is non-increasing. So we can find a constant −α > 0 and n 3 > n 2 such that −r(n)∆U(n) ≥ −α for n ≥ n 3 . Using Eq. (1) and (7) we obtain
due to (A 3 ), (A 4 ) and (A 5 ). Hence (9) becomes
exists. Summing the last inequality from n 4 to ∞, we obtain
a contradiction to our hypothesis (A 9 ).
Let ∆U(n) > 0 for n ≥ n 1 . The argument for the case U(n) < 0 is the same. Consider, U(n) > 0 for n ≥ n 2 > n 1 . By Lemma 2.1(i), it follows that U(n) ≥ C R(n), that is,
for n ≥ n 2 . Using (9) and proceeding as above we get a contradiction to our hypothesis (A 9 ).
If y(n) < 0 for n ≥ n 0 , then we set x(n) = −y(n) to obtain x(n) > 0 for n ≥ n 0 and
Proceeding as above we obtain a contradiction. Thus the proof of the theorem is complete.
hold, then every solution of (1) oscillates.
Proof
Let y(n) be a nonoscillatory solution of (1) such that y(n) > 0 for n ≥ n 0 . The case y(n) < 0 for n ≥ n 0 is similar. Setting as in (6) and (7), we get (8) . Hence ∆U(n) is a monotonic function on [n 1 , ∞), n 1 > n 0 + ρ. Let ∆U(n) < 0 for n ≥ n 1 . Accordingly, U(n) is a monotonic function and lim
Consequently, U(n) is bounded and lim n→∞ (r(n)∆U(n)) exists. Using the fact that py(n−m) < z(n) < −Q − (n) and Q(n) is bounded, we may conclude that lim inf n→∞ y(n) = 0. On the other hand when (A 10 ) holds and since R(n) → 0 as n → ∞, then it follows that lim inf
that is,
Further, r(n)∆U(n) is non-increasing. So we can find a constant C 1 > 0 and n 3 > n 2 such that −r(n)∆U(n) ≥ C 1 for n ≥ n 3 . Hence y(n) > −C 1 R(n) for n ≥ n 3 . Summing (8) from n 4 to ∞, we get
exists, then it follows from Theorem 3.1 that y(n) is bounded. Consequently, lim n→∞ (r(n)∆U(n)) exists and the last inequality becomes Let ∆U(n) > 0 for n ≥ n 1 . Then lim n→∞ (r(n)∆U(n)) exists. Similar contradictions can be obtained for U(n) > 0 and U(n) < 0 for n ≥ n 2 > n 1 . The case y(n) < 0 for n ≥ n 0 is similar. Hence the proof of the theorem is complete.
If all the conditions of Theorem 3.2 are satisfied, then every bounded solution of (1) oscillates.
Proof The proof follows from Theorem 3.2. (1) is oscillatory.
Proof Proceeding as in the proof of Theorem 3.1, we assume that ∆U(n) < 0 for n ≥ n 1 . Accordingly, U(n) < 0 for n ≥ n 2 > n 1 due to (A 2 ). Using the same type of reasoning as in the proof of Theorem 3.1, U(n) < 0 is a contradiction. Hence ∆U(n) > 0 for n ≥ n 1 . Ultimately, U(n) > 0, n ≥ n 2 > n 1 . Since U(n) is nondecreasing, there exists a constant α > 0 and n 3 > n 2 such that U(n) ≥ α, n ≥ n 3 . Therefore,
for n ≥ n 3 . Summing (9) from n 4 to ∞ and using the last inequality, we obtain
a contradiction to our assumption (A 11 ). This completes the proof of the theorem.
Proof Following the proof of the Theorem 3.4, we may consider the case ∆U(n) > 0 and U(n) > 0 for n ≥ n 1 . Applying Lemma 2.2, inequality (9) yields
for n ≥ n 2 > n 1 . Consequently,
for n ≥ n 2 . Hence for r(n)∆U(n) < x < r(n + 1)∆U(n + 1) and r(n − m)∆U(n − m) < y < r(n + 1 − m)∆U(n + 1 − m), the last inequality becomes
a contradiction to (A 12 ). Thus the proof of the theorem is complete.
Proof Let y(n) be a nonoscillatory solution of (1) such that y(n) > 0 for n ≥ n 0 . The case y(n) < 0 for n ≥ n 0 is similar. Proceeding as in the proof of Theorem 3.4, U(n) < 0 for n ≥ n 2 > n 1 when ∆U(n) < 0 for n ≥ n 1 . Using the same type of reasoning as in the proof of Theorem 3.2, U(n) < 0 for n ≥ n 2 yields a contradiction. Hence ∆U(n) > 0 for n ≥ n 1 . Consequently, lim n→∞ (r(n)∆U(n)) exists. Since U(n) is monotonic, then either U(n) > 0 or U(n) < 0 for n ≥ n 2 > n 1 . The contrdiction is similar, if U(n) < 0 for n ≥ n 2 . Assume that U(n) > 0 for n ≥ n 2 . Then z(n) − K(n) > Q(n) for n ≥ n 2 . If z(n) < 0 then Q(n) < 0 for n ≥ n 2 , which is absurd. Let z(n) > 0 for n ≥ n 3 > n 2 . Following to the proof of the Theorem 3.4, we have a contradiction due to (A 13 ). This completes the proof of the theorem. Theorem 3.7 Suppose that −∞ < p ≤ p(n) ≤ −1. Let all the conditions of Theorem 3.6 hold. Then every bounded solution of (1) is oscillatory.
Proof The proof of the theorem follows from the proof of the Theorem 3.6 and hence the detail is omitted.
hold. Then every solution of (2) either oscillates or tends to zero as n → ∞.
Proof Let y(n) be a nonoscillatory solution of (2) such that y(n) > 0 for n ≥ n 0 . Setting as in (6), we write Eq.(2) as follows :
for n ≥ n 1 > n 0 + ρ. Hence (r(n)∆w(n)) is a monotonic function on [n 1 , ∞). We may suppose that ∆w(n) < 0 for n ≥ n 1 . If
Because k(n) is bounded, there exists a constant γ > 0 such that y(n) ≤ γ for n ≥ n 2 > n 1 . Ultimately, w(n) is bounded and lim n→∞ w(n) exists. This is a contradiction to the fact that lim n→∞ w(n) = lim n→∞ z(n) = 0 implies that z(n) < 0 for n ≥ n 2 > n 1 . Assume that w(n) > 0 for n ≥ n 1 . Successive summations of the inequality ∆(r(n)∆w(n)) ≤ 0 from n 1 to n, we can find a constant η > 0 such that w(n) ≤ η for n ≥ n 2 > n 1 . Thus y(n) ≤ z(n) ≤ K(n) + η implies y(n) is bounded. Therefore lim n→∞ (r(n)∆w(n)) exists. Using Lemma 2.1(ii) with U(n) replaced by w(n), we get w(n) ≥ −r(n)R(n)∆w(n) and hence z(n) ≥ −r(n)R(n)∆w(n) for n ≥ n 2 . Repeated application of Eq.(2) and use of (A 3 ) and (A 4 ) yields
due to (A 5 ) for n ≥ n 3 > n 2 + k 1 . Since −r(n)∆w(n) is nondecreasing, there exists a constant C 1 > 0 and n 4 > n 3 such that −r(n)∆w(n) ≥ C 1 for n ≥ n 4 . Accordingly, the last inequality becomes
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a contradiction to (A 9 ).
Next, we suppose that ∆w(n) > 0 for n ≥ n 1 . If w(n) < 0, then lim n→∞ w(n) exists and 0 = lim n→∞ w(n) = lim n→∞ z(n) will imply that z(n) < 0, a contradiction to the fact that z(n) > 0. Let lim n→∞ w(n) = 0. Accordingly, lim n→∞ z(n) = 0 which provides lim n→∞ y(n) = 0 due to y(n) ≤ z(n) for n ≥ n 2 > n 1 . Consider, w(n) > 0 for n ≥ n 2 > n 1 . Lemma 2.1(i) can be applied here and it follows that w(n) ≥ C R(n), that is, z(n) ≥ w(n) ≥ C R(n) for n ≥ n 2 . Consequently, (11) yields
for n ≥ n 2 + k 1 . Summing the above inequality from n 3 to ∞, we get
If y(n) < 0 for n ≥ n 0 > 0, then we set x(n) = −y(n) to obtain x(n) > 0 for n ≥ n 0 . Above procedure can be applied for x(n) > 0 and hence we have the contradiction to (A 9 ). This completes the proof of the theorem. Theorem 3.9 Let−1 < p ≤ p(n) ≤ 0. If (A 0 ), (A 1 ), (A 4 ) and (A 10 ) hold, then every solution of (2) either oscillates or tends to zero as n → ∞.
Proof Let y(n) be a nonoscillatory solution of (2) such that y(n) > 0 for n ≥ n 0 ≥ 0. Setting as in (6), we get (10) for n ≥ n 0 + ρ. Accordingly, ∆w(n) is a monotonic function on [n 1 , ∞) for which either w(n) > 0 or w(n) < 0 for n ≥ n 2 > n 1 . Consider ∆w(n) < 0 and w(n) < 0 for n ≥ n 2 . Then 0 = lim n→∞ w(n) = lim n→∞ z(n) yields that z(n) < 0 for n ≥ n 2 . Hence y(n) < y(n − m) for n ≥ n 3 > n 2 , that is, y(n) is a bounded real valued function on [n 3 , ∞). Consequently, w(n) is bounded and lim n→∞ (r(n)∆w(n)) exists. Further, w(n) is monotonic implies that lim
We claim that lim inf n→∞ y(n) = 0. If not, there exists γ > 0 and n 4 > n 3 such that y(n) ≥ γ or n ≥ n 4 . Summing (10) from n 4 to ∞, we get 
yields that w(n 1 j ) → ∞ as j → ∞, a contradiction to the fact that lim n→∞ w(n) exists. Thus y(n) is bounded and hence lim n→∞ (r(n)∆w(n) exists. Using Lemma 2.1(ii) with u(n) replaced by w(n), we get w(n) ≥ −r(n)R(n)∆w(n) and
Consequently, (10) becomes
for n ≥ n 4 > n 3 + k 1 . Due to nonincreasing (r(n)∆w(n)), we can find a constant b > 0 and n 5 > n 4 + k 1 such that r(n − k 1 )∆w(n − k 1 ) ≤ −b for n ≥ n 5 . Summing the last inequality from n 5 to ∞ , we get
Assume that ∆w(n) > 0 for n ≥ n 1 . We have two cases, w(n) > 0 and w(n) < 0. If the former holds, then by the Lemma 2.1(i)
and accordingly, Eq.(10) can be written as
for n ≥ n 3 > n 2 + k 1 . Summing the above inequality from n 3 to ∞, we get The case y(n) < 0 for n ≥ n 0 ≥ 0 is similar. Hence the theorem is proved.
, (A 4 ) and (A 10 ) hold, then every bounded solution of (2) either oscillates or tends to zero as n → ∞.
Proof Let y(n) be a bounded nonoscillatory solution of (2) such that y(n) > 0 for n ≥ n 0 ≥ 0. Then setting as in (6), we get (10) for n ≥ n 1 > 0 + ρ. From (10) it follows that ∆w(n) > 0 or ∆w(n) < 0 for n ≥ n 1 . Consider the case ∆w(n) < 0 for n ≥ n 1 . Proceeding as in the proof of the Theorem 3.9, we obtain L = 0. Thus
implies that lim n→∞ y(n) = 0, since (1 + p 2 ) < 0. Rest of the proof can be followed from the proof of the Theorem 3.9. Hence the proof of the theorem is complete.
, and (A 11 ) hold, then a solution of (2) either oscillates or tends to zero as n → ∞.
Proof Let y(n) be a non-oscillatory solution of (2) such that y(n) > 0 for n ≥ n 0 ≥ 0. The case y(n) < 0 for n ≥ n 0 can similarly dealt with. Proceeding as in the proof of the Theorem 3.8, we assume that ∆w(n) < 0 for n ≥ n 1 . Accordingly, w(n) < 0 for n ≥ n 2 > n 1 due to (A 2 ). Using the same type of reasoning as in the proof of Theorem 3.8, we obtain a contradiction. Hence ∆w(n) > 0 for n ≥ n 1 . If w(n) < 0, then lim n→∞ w(n) exists for which there is a contradiction when 0 = lim n→∞ w(n) = lim n→∞ z(n). Let lim n→∞ w(n) = 0. Following the proof of Theorem 3.8 we get, lim n→∞ y(n) = 0. Assume that w(n) > 0 for n ≥ n 1 . Hence there exists a constant α > 0 such that w(n) ≥ α for n ≥ n 2 > n 1 , that is, z(n) ≥ w(n) ≥ α for n ≥ n 2 . Accordingly, (10) yields that
a contradiction to our hypothesis. This completes the proof of the theorem.
) and (A 12 ) hold, then every solution of (2) either oscillates or tends to zero as n → ∞.
Proof Proceeding as in the proof of the Theorem 3.11, we only consider the case ∆w(n) > 0 and w(n) > 0 for n ≥ n 1 . From (11) it follows that
due to Lemma 2.2, for n ≥ n 2 > n 1 . Hence
Rest of the proof follows from the Theorem 3.5 and hence the details are omitted.
Remark In Theorem 3.11, H 1 could be linear, sublinear or superlinear. However, if we restrict m and k 1 , H 1 could be sublinear in Theorem 3.12 due to (A 6 ).
, (A 4 ) and (A 13 ) hold, then a solution of (2) either oscillates or tends to zero as n → ∞.
Proof Proceeding as in the proof of the Theorem 3.11. We consider the case ∆w(n) < 0 and w(n) < 0 for n ≥ n 2 > n 1 . Accordingly, w(n) is a monotonic function on [n 2 , ∞) and 0 = lim Let ∆w(n) > 0 for n ≥ n 1 . If w(n) < 0 for n ≥ n 2 > n 1 , then use the same arguments as in Theorem 3.9 to obtain lim n→∞ y(n) = 0. Suppose that w(n) > 0 for n ≥ n 2 > n 1 . Then there exists a constant γ > 0 and n 3 > n 2 such that w(n) ≥ γ, n ≥ n 3 . Consequently, y(n) ≥ w(n) ≥ γ for n ≥ n 3 . Summing (10) from n 3 + k 1 to ∞, we obtain a contradiction to (A 13 ). Hence the proof of the theorem is complete. Theorem 3.14 Let −∞ < p 1 ≤ p(t) ≤ p 2 < −1. If (A 0 ), (A 2 ), (A 4 ) and (A 13 ) hold, then every bounded solution of (2) either oscillates or tends to zero as n → ∞.
Proof The proof of the theorem can be followed from the Theorems 3.13 and 3.10.
Example
Consider
where p(n) = [2 + (−1) n ], f (n) = (2e + 3)e n + e −n , g(n) = e −n . Indeed, F (n) = (2e + 3)e n−1 + e −(n−1) and R(n) = e e−1 e −n . If we choose Q(n) = [2(1 + e)] −1 (−1) n , then q(n) = ∆(e n ∆Q(n)). Clearly, (A 9 ) is satisfied. Theorem 3.1 can be applied to (12) . Consequently, every solution of (12) oscillates. In particular, y(n) = (−1)
n is one of such solution.
Example Consider
e n and g(n) = (e 2 +1)(e 3 +1) 2e 6 e −2n . Indeed, all the conditions of Theorem 3.13 are satisfied. Hence every solution of (13) either oscillates or tends to zero as n → ∞. In particular, y(n) = (−1) n e −n is such a solution of (13).
Existence Theorems
, then Eq.(1) admits a positive bounded solution.
Proof It is possible to find M 0 large enough such that
Let X = ℓ ∞ M 0 be the Banach space of all bounded real valued functions x(n), n ≥ M 0 with the sup norm defined by
Define a set S ⊂ X as follows:
Then S is a closed bounded and convex subset of X. Define two maps T 1 and T 2 on S as follows :
Clearly,
it is easy to check that T 1 is a contraction mapping.
Next, we show that T 2 is continuous. Let {x j (n)} be a sequence in S such that, x j − x = 0 as j → ∞. Since S is a closed set, then x1 − b 1 S and
As H i is continuous, then lim j→∞ T 2 x j − T 2 x = 0. We know that T 2 is uniformly bounded, there exists M 2 > 0 such that m 1 > m 2 ≥ M 2 and for all x(n) ǫ S,
Hence by the Lemma 2.4, T 2 has a fixed point. Consequently, it follows from the discrete Krasnoselskii's fixed point theorem that T 2 x + T 1 x has a fixed point in S, that is Proof It is possible to find M 0 large enough such that
Let Q(n) be such that − Define a set S ⊂ X as follows :
Clearly, S is a closed bounded and convex subset of X. Define two maps T 1 and T 2 on S as follows : It is easy to verify that T 1 is a contraction mapping and T 1 x + T 2 x ∈ S.
Rest of the analysis can be followed from the Theorem 4.1. Hence the proof of the theorem is complete.
Remark In other ranges of p(n) except p(n) = ±1, the discrete Krasnoselskii's fixed point theorem can be applied for existence of positive solutions of (1) under the suitable mappings T 1 and T 2 . The following theorems are stated without proof. 
