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The extreme-value statistics of the entanglement spectrum in disordered spin chains possessing a many-body
localization transition is examined. It is expected that eigenstates in the metallic or ergodic phase, behave as
random states and hence the eigenvalues of the reduced density matrix, commonly referred to as the entan-
glement spectrum, are expected to follow the eigenvalue statistics of a trace normalized Wishart ensemble. In
particular, the density of eigenvalues is supposed to follow the universal Marchenko-Pastur distribution. We find
deviations in the tails both for the disordered XXZ with total Sz conserved in the half-filled sector as well as in
a model that breaks this conservation. A sensitive measure of deviations is provided by the largest eigenvalue,
which in the case of the Wishart ensemble after appropriate shift and scaling follows the universal Tracy-Widom
distribution. We show that for the models considered, in the metallic phase, the largest eigenvalue of the reduced
density matrix of eigenvector, instead follows the generalized extreme-value statistics bordering on the Fisher-
Tipett-Gumbel distribution indicating that the correlations between eigenvalues are much weaker compared to
the Wishart ensemble. We show by means of distributions conditional on the high entropy and normalized par-
ticipation ratio of eigenstates that the conditional entanglement spectrum still follows generalized extreme value
distribution. In the deeply localized phase we find heavy tailed distributions and Lévy stable laws in an appro-
priately scaled function of the largest and second largest eigenvalues. The scaling is motivated by a recently
developed perturbation theory of weakly coupled chaotic systems.
I. INTRODUCTION
The phenomenon of Anderson localisation [1] has been
found to survive interactions [2, 3] and a flurry of research
activity has been devoted to understanding and characterising
this transition to a localized phase from a delocalized or er-
godic one. This phenomenon widely referred to as many-body
localisation (MBL) is fundamentally interesting as such sys-
tems generically break ergodicity and fail to thermalise–thus
lying beyond the scope of statistical mechanics. Also, MBL
occurs throughout, and especially the middle of the spectrum
implying that it is an infinite temperature quantum phase tran-
sition, different from usual quantum phase transitions studied
at zero temparature[4–7]. These facts combined have signif-
icant practical implications for quantum transport [2] and in-
formation storage [8, 9]. Experimental advances have allowed
the controlled observation of MBL phenomena [10], further
driving interest.
Ideas from quantum information have played an important
role in the development of the understanding of the ergodic-
localized transition. Quantum entanglement, a topic of much
importance in quantum information theory, has also gained
relevance in quantum many-body physics in the past few years
[11, 12]. In particular, the entanglement entropy provides a
wealth of information about physical states, including novel
ways to classify states of matter that do not have a local order
parameter [13, 14]. Many-body eigenstates of thermalizing
systems exhibit an entanglement entropy that scales with the
volume of the subregion being considered, while many-body
eigenstates of many-body localized systems display a bound-
ary law scaling (with possible logarithmic corrections). The
study of entanglement entropy and its dynamics has played a
crucial role in the elucidation of the properties of the local-
ized and thermal or ergodic phases. Indeed, studies of en-
tanglement entropy [15, 16] provided the first clues as to the
emergent integrability of the localized phase. The differences
in the nature of multipartite entanglement in the thermal and
localized phase is also complementarily reflected in quantities
such as a concurrence that measure two qubit entanglements
[17]. However, entanglement entropy captures only a small
part of the full entanglement structure of a system. Much
greater information is contained in the entanglement spectrum
[18], from which the entanglement entropy, and much more,
maybe extracted.
In the context of MBL, the entanglement spectrum has been
studied in some recent papers [19–22] and power laws have
been found in disorder averaged Schmidt eigenvalues plot-
ted against the eigenvalue order. In the ergodic phase, dif-
ferent statistical properties of energy levels, such as the ra-
tio of nearest neighbor spacings ([23]) have been shown to
correspond to that of one of the canonical random matrix en-
sembles, the GOE (Gaussian orthogonal ensemble) [7]. In
fact going beyond short range correlations the number vari-
ance [24, 25] between levels was computed in [26] and was
shown to be consistent with the corresponding random ma-
trix theory (RMT) formulae till about 100 mean-level spac-
ings. This together with the claim that the limiting density
of eigenvalues of the reduced density matrices of the eigen-
states is identical to the Marchenko-Pastur [19] would indi-
cate that deep in the ergodic, delocalized phase, the system is
well described by standard random matrix ensembles. A con-
sequence of this is that the eigenstates should be random states
and the reduced density matrix (of say k spins out of a total of
L) belong to the so-called trace-constrained Wishart ensemble
MM†/Tr(MM†), where M is a random matrix of dimension
2k × 2L−k, whose entries are zero-centered independent nor-
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2mal random numbers. The average entanglement entropy is
the von Neumann entropy of such an ensemble and is given
by the Page value [27].
It is known that the largest eigenvalues of the Wishart en-
semble after a suitable shift and scaling satisfies the universal
Tracy-Widom distribution [28], a deviation from the classi-
cal extreme value statistics due to the strong correlations of
the eigenvalues. On the other hand it is also well known
that if a set of random variables are independent and iden-
tically distributed then for appropriately rescaled variables
there are three possible limiting universal distributions for the
extreme maximal events: the Fréchet, Fisher-Tipett-Gumbel,
and Weibull distributions [29, 30]. Respectively, they arise
depending on whether the tail of the density is a power law,
or faster than any power law, and unbounded or bounded. If
there are correlations, then it is known that these universal
distributions are still valid and reached for sufficiently fast de-
cay of autocorrelations [31]. Thus that the Tracy-Widom law
differs from these distributions is the consequence of the pe-
culiar strong correlations present in the eigenvalues of random
matrices.
The results of the present paper indicate that the distribu-
tion of the maximum of the entanglement spectrum deviates
significantly from the Tracy-Widom distribution and instead
fits quite well a Fisher-Tipett-Gumbel distribution. This is
seen both in a disordered XXZ model with total Sz conserved,
which has become a standard model for studying the transi-
tion and also in a model with an extra field breaking it which
shows the two-component structure [19]. This indicates that
correlations in the entanglement spectrum are not Wishart like
even deep in the delocalized phase, and perhaps shows signs
of pre-localization [32]. Most eigenstates in the metallic state
have high entanglement and are delocalized as reflected by
the participation ratio. We look at conditional distributions
of the maximum eigenvalue of the density matrices filtering
only high entropy and participation ratio states and they also
follow generalized extreme value distribution (GEV) distribu-
tions and not the Tracy-Widom statistic. This is seen to hold
even as we start moving towards the transition point but away
from it towards the MBL phase, interestingly, the distribution
becomes more Fréchet-like. Even when the maximum distri-
bution starts deviating significantly from GEV, we show that
the conditional distribution still follows GEV, signaling sig-
nificant heterogeneity in the spectrum. In the localized phase,
we find power laws in the scaled distribution of the largest
and second largest eigenvalues. These are quite distinct from
the power laws in the disorder averaged entanglement spectra
itself plotted against the eigenvalue order [21].
Previous studies on extreme eigenvalues of the reduced
density matrices were mostly in the context of strongly chaotic
bipartite systems. Remarkable exact results, beyond the
aymptotic universal distributions, have been obtained within
random matrix theory (RMT) for both the maximum and the
minimum eigenvalues and these have been compared with
conductance fluctuations in chaotic cavities and entanglement
spectra of systems such as coupled kicked tops [33–38]. A
study of the transition in the distribution of the largest eigen-
value of the reduced density matrix of eigenstates ofchaotic
bipartite systems as a function of interaction, showed that the
largest eigenvalue showed deviations from statisticality even
when the interactions are strong enough for other statistics to
show random matrix behavior [39].
II. PRELIMINARIES: EXTREME-VALUE STATISTICS
AND ENTANGLEMENT
This section collects well-known details about extreme-
value statistics that are of relevance to this paper, including
a discussion of entanglement in random states and the impli-
cations for the extreme eigenvalues of the reduced density ma-
trices.
A. Extreme-values of independent or weakly correlated
random variables
Let X1,X2, .....XN be N observations of an identical inde-
pendent random variable x with density p(x). Under very gen-
eral conditions we know from the central limit theorem that
the mean ∑iXi/N is normally distributed for large N. How-
ever, the extremes (Xmax)N = max{X1,X2, ...XN} and (Xmin)N
defined similarly are not normally distributed, but still show
universal behavior. Let,
Prob((Xmax)N < x) = FN(x) =
Prob(X1 < x,X2 < x, ...XN < x) =
(∫ x
0
p(x)dx
)N
.
For large N, after a shift and change of scale y= (x−aN)/bN ,
FN(y) tends to one of three universal distributions, depending
on the tail of the density p(x) [29, 30]. These are
(i) Fisher-Tipett-Gumbel: exp(−exp(−y)), if the tail of
p(x) decays as ∼ e−xδ , δ > 0, faster than a power law,
(ii) Weibull: exp(−(−y)α) for y≤ 0 and 0 otherwise, if x is
bounded above, and the tail of p(x) decays as∼ |x|−1−α ,
α > 0,
(iii) Fréchet: exp(−yα) for y ≥ 0 and 0 otherwise, if x is
bounded below, and the tail of p(x) decays as ∼ x−1−α ,
α > 0.
The shift, which is the typical size of the extreme value, and
scale paratameters aN and bN depend on the sample size N
and α or δ , in particular for the Fisher-Tipett-Gumbel law,
aN , which follows on requiring that
∫ ∞
aN p(x)dx = 1/N, is
∼ (logN)1/δ . These distributions can be expressed in a com-
bined way through the generalized extreme value distribution
(GEV) with the cumulative distribution function,
F(y;ξ ) = exp(−(1−ξy)1/ξ ) for ξ 6= 0
= exp(−exp(−y)) for ξ = 0, (1)
with ξ being the shape parameter, ξ = 0, ξ < 0 and ξ > 0 cor-
responding respectively to the Gumbel, Fréchet and Weibull
families.
3If the random variables are correlated, then weak correla-
tions in the sense that 〈xix j〉 − 〈xi〉〈x j〉 is say exponentially
small ∼ e−|i− j|/ξ with ξ  N then the extremes still follow
one of the three classical extreme distributions. The maximum
intensity in random states, for example, is an exactly solv-
able case of weakly correlated random variables that limit to
the Fisher-Tipett-Gumbel distribution [40]. One well-known
case where strong correlations lead to a limiting distribution,
the Tracy-Widom distribution, different from the above three
classical ones, are the eigenvalues of random matrices [28].
However, for our purposes, we are interested in the singu-
lar values of random matrices which are closely connected
to entanglement and the largest values also follow the Tracy-
Widom distribution [41].
B. Extreme-value statistics, entanglement and the Wishart
ensemble
Let us begin by introducing some of the properties of the
Wishart ensemble of random matrix theory which is the ap-
propriate ensemble for modelling statistics of the entangle-
ment spectrum. We will discuss the real Wishart ensem-
ble throughout, as the Hamiltonians we consider have time-
reversal anti-unitary symmetry [20].
Let, |Φ〉 be a state belonging to the tensor product space
H1⊗H2 with dim(H1) = n1, dim(H2) = n2 and n1 ≤ n2.
In our case, since we will be considering entanglement across
two L/2 partitions ofspin-1/2 chains, we will have n1 = n2 =
2L/2. Let, {|i〉, | j〉} be an orthonormal basis in H1 and H2
respectively. We have with respect to this basis the state |Φ〉
and its Schmidt decomposition,
|Φ〉=
n1
∑
i=1
n2
∑
j=1
ci j|i〉⊗ | j〉=
n1
∑
i=1
√
λi|i′〉1|i′〉2. (2)
The reduced density matrix of the subsystems are given by
ρ1 = Tr2(|Φ〉〈Φ|) and ρ2 = Tr1(|Φ〉〈Φ|). It follows that
Schmidt coefficients λi are eigenvalues of ρ1 =CC†, or equiv-
alently ρ2 = (C†C)T [42], where C is the “coefficent matrix"
with elements ci j.
The state is unentangled if and only if λ1 = 1 (assuming the
Schmidt coefficients are ordered and hence all other eigenval-
ues are 0), and the Schmidt decomposition gives the states of
the individual subsystems. Otherwise λ2 > 0 and the Schmidt
decomposition consists of at least two terms. For maximally
entangled states, λ j = 1/n1 for all j. The entanglement en-
tropy in the state |Φ〉 is the von Neumann entropy of the re-
duced density matrices, S=−Tr(ρ1 logρ1) =−Tr(ρ2 logρ2).
If S = 0, then the state is unentangled, while a maximally en-
tangled state has S= logn1 .
Hamiltonians are modeled as random matrices from the
GOE in the so called ergodic phase of many-body systems.
If the coefficients ci j come from an eigenvector of a typi-
cal GOE matrix the induced probability distribution on the
Schmidt eigenvalues λi and the consequences for entangle-
ment are well-known. [43, 44] The eigenvectors of a matrix
from a GOE of dimension n, are only constrained by normal-
ization and the joint distribution of their components is hence
given by,
P(x1,x2, ...xn) =
Γ(n/2)
pin/2
δ
(
∑
i
x2i −1
)
. (3)
Hence, the distribution of ci j is same as that of
[Mi j]/
√
Tr(MM†) with M being an unstructured matrix with
all elements i.i.d. zero mean normally distributed numbers,
the standard orthogonal “Ginibre ensemble” [45]. Thus the
reduced density matrices are given by the ensemble of ran-
dom matrices,
ρ =
MM†
Tr(MM†)
. (4)
These are the so called trace constrained Wishart ensemble of
random matrix theory.
The joint probability density function (j.p.d.f.) of λi, the
eigenvalues of ρ , is
P(λ1, · · · ,λn1) = Bn1,n2δ
(
n1
∑
i=1
λi−1
)
n1
∏
i=1
λ
β
2 (n2−n1+1)−1
i ∏
j<k
|λ j−λk|β ,
(5)
where β = 1,2 corresponds to real or complex entries of M
and Bn1,n2 is a normalization constant known explicitly [24].
The symmetry or Dyson index is β = 1 for time-reversal sym-
metric systems such as considered in this paper. There are
two sources of correlations in the λi, the delta function is a
much weaker source of correlation and is identical to that of
eigenfunction components as both originate from normaliza-
tion [40]. The strong and peculiarly RMT correlations arise
from the Vandermonde determinant factor involving the prod-
uct of the differences of every pair of eigenvalues. In the ab-
sence of the j.p.d.f. for the eigenvalues of the reduced density
matrices of the eigenstates of many-body systems, we want to
investigate if the consequences of the strong correlations for
the largest eigenvalue are present in the physical systems.
However, before delving into this question, we also investi-
gate the average entanglement and the density of states (of λi),
which follow from the j.p.d.f.. While an exact result is known
for β = 2: (the Page formula) [27],
〈S〉=
n1n2
∑
k=n2+1
1
k
− n1−1
2n2
≈ lnn1− n12n2 , (6)
the asymptotic result for large n1 and n2 is valid for both β = 1
and β = 2.
1. Marchenko-Pastur Law
The average density of the Schmidt eigenvalues is obtained
by integrating out all variables except one. For n2 ≥ n1 1,
4with fixed ratio Q = n2/n1 ≥ 1, the limit of the density of
scaled eigenvalues λ˜i= λin1 is given by the Marchenko-Pastur
law,
ρQMP(x) =
Q
2pi
√
(x+− x)(x− x−)
x
,x− ≤ x≤ x+,
and 0 otherwise. The distribution is in the finite support
[x−,x+], where x± = 1+1/Q±2/
√
Q.
For the case Q = 1, especially relevant for the numerical
results presented, the distribution is given by,
ρMP(x) =
1
2pi
√
4− x
x
, 0≤ x≤ 4, (7)
and zero otherwise. The distribution thus diverges at the ori-
gin. The Marchenko-Pastur law is in fact a universal distribu-
tion for ensembles of correlation matrices, irrespective of the
exact distribution of matrix elements as long as it has a finite
moments of sufficiently larger order [46]. The moments of
the Marchenko-Pastur distribution, Mn are given by the Cata-
lan numbers,
〈xn〉=Cn = 1n+1
(
2n
n
)
,
thus M1/nn → 4 as n→ ∞ [47].
2. Distribution of maximum eigenvalue
As mentioned earlier, the distribution of the maximum
eigenvalue of a Wishart ensemble after suitable centering and
scaling follows the Tracy-Widom distribution [28] which has
no simple closed-form. For the orthogonal case, it can be
defined implicitly by the Hastings-McLeod solution to the
second Painlevé equation, [28]. For our purposes, since the
reduced density matrix corresponding to a random state has
unit trace, we need to adapt the results of the Wishart ensem-
ble to the trace constrained one. This was done in [48], for
complex Wishart matrices. Adapting the methods used there
with the results of real Wishart matrices in [41] we obtain the
same center and scaling in the large n limit as complex matri-
ces, namely a centering or shift of 4/n and a scaling equal to
2
4
3 n−
5
3 . This is obtained as follows.
We have our reduced density matrix ρ =W/S (with W =
M†M and S=Tr(W ), Eq. (4)) and thus λmax(ρ)= λmax(W )/S.
Now, from [41] we know that mean of the distribution of
λmax(W ), 〈λmax(W )〉 goes as (
√
n−1+√n)2 while mean of
the distribution of trace ofW goes as 〈S〉 ∼ n2. Hence, we ap-
proximately have the mean of λmax(ρ) equal to, 〈λmax(ρ)〉 ∼
(
√
n−1+√n)2
n2 =
4
n , for large n. Again from [41] we know that
the standard deviation of the distribution of λmax(W ) ,
σλmax(W ) ∼ (
√
n−1+√n)( 1√
n−1 +
1√
n
)
1
3 .
As, the fluctuation in the largest eigenvalue is much greater
than the fluctuation in the sum of eigenvalues, i.e,
σλmax(W )
〈λmax(W )〉 
σS
〈S〉
we approximately have, σλmax(ρ)=
σλmax(W )
〈S〉 = 2
4
3 n−
5
3 for large
n.
III. NUMERICAL RESULTS OF THE STATISTICS IN
TWO SPIN MODELS
Model: We consider the following model for MBL, which
is an XXZ spin- 12 chain of L spins with a random z field and a
small constant x field.
H =
1
2
L−1
∑
i=0
(
σ xi σ
x
i+1+σ
y
i σ
y
i+1+∆σ
z
i σ
z
i+1
)
+∑
i
hiσ zi +Γ∑
i
σ xi
(8)
hi chosen to be i.i.d. uniformly random in [−W,W ]. We con-
sider both Γ = 0 and Γ = 0.1. For the Γ = 0 case, total Sz
is conserved and we restrict ourselves to the half-filled sector
with open boundary conditions. Since, we are interested in
studying how random the model truly is in the ergodic phase,
we need to break the Sz conservation without affecting the
transition too much to see the effect of this conservation on
the randomness.
We will refer to the model with Γ = 0 and Γ = 0.1 respec-
tively as H1 and H2. The model H1 has been extensively stud-
ied and is believed to capture all essential properties of the
MBL phase and the localization transition. For example, it
is known that the model supports a MBL phase at strong dis-
order, an ergodic phase at weaker disorder, and an integrable
point at zero disorder. For ∆= 1 the transition was estimated
to happen around W ≈ 3.5 based on a variety of probes like
the level statistics [7, 21, 49] and fluctuations of entanglement
entropy [16]. Models with random fields along different di-
rections have also been studied for example in [20, 50] and
MBL transition with similar properties as H1 was found.
Throughout the paper we have considered the middle one-
third eigenstates for data. We have checked that there is no
significant difference in the distributions we have computed
if we instead choose a single eigenstate from the middle of
the spectrum and many more disorder realizations. 500 disor-
der realizations are chosen for the L = 14, H1 model and 100
disorder realizations for L= 12, H2 model.
Let X be a discrete random variables with outcomes
1,2, ...n and let pi = P(X = i). The Rényi entropy of order
α , where α ≥ 0 and α 6= 1 is defined as
Hα(X) =
1
1−α log
(
n
∑
i=1
pαi
)
.
In the limit of α→∞ the Renyi entropy converges to the min-
entropy,
H∞(X) = min
i
{− log pi}=− logmax
i
pi. (9)
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FIG. 1. Log of the scaled eigenvalue distribution for different L for
H2 and H1 for L= 14, W = 0.5, MP refers to the Marchenko-Pastur
distribution in Eqn. (7).The tail is shown in the inset.
The min-entropy, as its name indicates, is the smallest of the
Rényi entropies and is the most conservative estimate of the
information content of a random variable. In this paper we
study the maximum of the entanglement spectrum, which es-
sentially provides us with the min-entropy of entanglement.
A. Deviations from the Marchenko-Pastur distribution
We first compare the average density of the entanglement
spectrum with the Marchenko-Pastur (MP) distribution. This
is computed forW = 0.5 and shown for different L for H2 and
H1 in Fig. (1). In the figures, scaled eigenvalue refers to the
eigenvalues multiplied by the dimension 2L/2. For L = 14, in
the H2 model 20 disorder realizations have been used.
As is clear, breaking the total Sz conservation brings the dis-
tributions considerably closer to the MP distribution. While
the density approaches the MP distribution for larger values
of L, the tails show that the limiting distribution is perhaps
close to MP, but different. Similar observations were reported
in [22]. The Marchenko-Pastur has finite support from 0 to 4,
but the distributions obtained from the data show exponential
tails. Of course, the hard bound is obtained in the asymptotic
L→ ∞ limit, however the softening of this for finite L [35] is
too small in comparison to the tails observed here.
This is also reflected, as it should be, in the deviations of
the moments from that of the MP distribution. The deviations
from this are shown in Fig. (2) for H2, with the blue and
orange curves representing respectively Mk1/k of the distribu-
tion obtained for L= 12,W = 0.5 and that of the Marchenko-
Pastur distribution.
1. Deviation from gaussianity and normalized participation ratio
While looking for deviations shown by the entanglement
spectrum statistics from the predictions of Wishart ensemble,
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FIG. 2. Plot of Mk1/k with log(k) for L = 12,H2 and W = 0.5
(squares). The other curve (triangles) depicts Ck1/k with log(k) and
saturates to 4.
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FIG. 3. Distribution of scaled eigenvector components
√
nx for
L= 14,H1 and L= 12,H2 and disorder strength W = 0.5. The inset
shows the tail, the y-axis of the inset represents the logarithm of the
density.
it is natural to ask if the normalized components of eigenvec-
tors (
√
nxi, see Eqn. (3)) are themselves normally distributed,
to begin with. While this would be the case if the GOE en-
semble were to apply, although this is not a necessary condi-
tion for the MP distribution, due to its universality. As seen
in Fig. (3), while the distributions approach Gaussian for in-
creasing L, the fact that the logarithm of the distribution has
near linear rather than quadratic tails, as seen in the inset, indi-
cates that the limiting distribution is perhaps different. Inter-
estingly, as seen in Fig. (4) the distribution of the normalized
coefficients of the eigenvectors fits an exponential power dis-
tribution with p.d.f.
P(x) =
β
2αΓ(1/β )
exp
(
−
∣∣∣ xα ∣∣∣β
)
(10)
6−4 −3 −2 −1 0 1 2 3 4√
nx
0.0
0.1
0.2
0.3
0.4
0.5
D
en
si
ty
Gennorm fit
L=12,W=0.5
FIG. 4. Distribution of scaled eigenvector components
√
nx for L =
12,H2 and W = 0.5, compared to a generalized normal distribution
as in Eq. (10).
quite well. This is a generalization of the normal distribution
(β = 2) with an additional shape parameter β . The β for the
fits in the figure is to the leading order 1.5 and the scale factor
α = 1.2.
The deviation away from Gaussianity can be measured by
the kurtosis of the distribution of scaled eigenvector coeffi-
cients. As the mean of the distribution is still close to zero,
when computed for a single eigenvector, the kurtosis is equal
to 1n ∑i(
√
nxi)4, which is just the normalized inverse partici-
pation ratio , n∑i x4i with respect to the product basis in which
H1 and H2 are diagonalized. Here we compute the inverse of
this quantity, the normalized participation ratio (PR) which is
the inverse of the kurtosis for different states. This mean value
of the PR is known to be equal to 1/3 for the GOE ensemble
[51].
Also, random states are highly entangled, with the average
entropy given by the Page value ≈ lnn− 12 [27]. In Fig. (5)
we show the entropy vs. PR plots for H1 and H2 for L = 12.
The strong correlation between entropy and PR is clear. Thus
most eigenstates are highly entangled with a participation ra-
tio close to GOE. The mean PR for H1 and H2 are respectively,
0.259 and 0.264. The mean entropies are respectively 3.27
and 3.5, while the Page value ≈ 3.66. Also as is clear from
Fig. (5), in the model with total Sz conservation the PR and
entropy have lower variance and are closer to random values
as expected.
B. Deviations of the maximum from the Tracy-Widom
distribution
Following the adaptations mentioned before, here we com-
pare the maximum eigenvalue data after using a center and
scaling respectively of 4n and 2
4
3 n−
5
3 with n= 2L/2. We have,
λ ′1 =
(λ1− 4n )
2
4
3 n−
5
3
. (11)
FIG. 5. Entanglement entropy vs participation ratio for L = 12,H1,
500 realizations and L= 12,H2,100 realizations and W = 0.5.
−5 0 5 10 15 20 25
Maximum eigenvalue
0.0
0.1
0.2
0.3
D
en
si
ty
Tracy-Widom
L=12
Normalized Wishart
FIG. 6. Comparison of the distribution of the shifted-and-scaled
maximum eigenvalue, λ ′1, Eq. (11), with the Tracy-Widom distri-
bution for L = 12,H2 and W = 0.5. Shown for comparison is also
the case of a (trace normalized) Wishart ensemble of dimension
2L/2 = 64.
In order to compare for finite size effects, we also plot data
from a trace normalized Wishart ensemble of the same dimen-
sions. This is shown in Fig. (6). The Tracy-Widom distribu-
tion is obtained by using the R package called RMTstat [52].
As is clear, there are considerable deviations much be-
yond the finite size effects from the Tracy-Widom distribution,
which implies that the correlations between eigenvalues of the
reduced density matrix are not Wishart like. Thus, surpris-
ingly even though the NNS distribution and number variance
of the levels match GOE predictions for H1 and H2 ([7, 26]), a
more rigorous test with respect to extreme statistics shows that
the correlations between eigenvalues of the reduced density
matrix of eigenvectors of the spin chains are much weaker. In
Fig. (7) we show a fit of the data with the generalized extreme
value distribution with the probability density function,
f (y;ξ ) = exp(−(1−ξy)1/ξ )(1−ξy)(1/ξ−1) for ξ 6= 0
= exp(−exp(−y))exp(−y) for ξ = 0. .
(12)
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FIG. 7. Fit with the generalized extreme value distribution of the
density of λ ′max obtained from Hamiltonian H2 (L = 12) and Hamil-
tonian H1 (L= 14,inset), W = 0.5.
The shape parameter ξ takes a value of 0.069 and −0.086
respectively, for L = 14, H1 data and L = 12, H2 data for
W = 0.5. The data has been centered and scaled by the lo-
cation and scale parameters obtained by fitting a generalized
extreme value distribution with free location and scale param-
eters (using Scipy) so that Eq. (12) can be used. In all the
plots involving GEV we plot λ ′max = (λ1 − loc)/scale with
the location (loc) and scale parameters for the fit produced
in Table I. Note, that as the location and scale parameters
for fitting the Tracy-Widom distribution, given by Eq. (11)
are different from that of the GEV distribution, λ ′max and λ ′1
are in general different. For the L = 12,H2 data the location
and scale parameters obtained from the fit are respectively
0.069,0.007 while for the L = 14,H1 data they are respec-
tively 0.053,0.008. This indicates that the best fitted distribu-
tions are close to Fisher-Tipett-Gumbel.
An interesting question is whether the deviation from the
Wishart ensemble is due to the presence of low entropy and
low PR states. To check for this we select eigenstates for the
H2 model, for L= 12 with entropy and PR respectively greater
than 3.4 and 0.25. We then try to fit the maximum of the en-
tanglement spectrum obtained from this data to the GEV dis-
tribution. The result is shown in Fig. (8), and the ξ value for
the fit is 0.021 (location and scale parameters for the fit re-
spectively being 0.073,0.006), indicating that the distribution
moves closer to being Fisher-Tipett-Gumbel, confirming that
the correlations are not Wishart like even for the most random
eigenstates. The distribution of the maximum obtained from
this filtered data also show a deviation from the Tracy-Widom
distribution similar to the deviation shown in Fig. (6), when
we try to fit it using Eq. (11).
FIG. 8. Fit with the generalized extreme value distribution of the
density of λ ′max obtained from Hamiltonian H2 for W = 0.5, L= 12,
with an entropy and PR filter of respectively 3.4 and 0.25. Inset
shows the entropy vs. PR scatter plot.
IV. EXTREME VALUE STATISTICS AWAY FROM THE
ERGODIC PHASE
A. Persistence of GEV for moderate disorder strengths
Figure 9 inset shows the entropy-PR scatter plot for the H2
model for disorder strength of W = 1.0. The entropy and PR
distribution spreads considerably with the mean entropy and
mean PR respectively lowering to become 3.37 and 0.17 re-
spectively. The variance of entanglement entropy peaks as one
approaches the transition, and thus the distributions are broad-
ened. However, interestingly as shown in the main part of the
same figure, the maximum still fits a GEV well, but with the
ξ parameter being equal to −0.3021.
As we move more towards the localized phase in W , the
FIG. 9. Fit with the generalized extreme value distribution of the
density of λ ′max obtained from Hamiltonian H2 for W = 1.0, L= 12.
Inset shows Entropy vs PR for L = 12, the Hamiltonian H2, W =
1.0(squares) and W = 0.5(triangles)
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FIG. 10. Fit with the generalized extreme value distribution of the
density of λ ′max obtained from Hamiltonian H2 forW = 1.0 for eigen-
states with entropy greater than 3.0 and PR greater than 0.1.
FIG. 11. Fit with the generalized extreme value distribution of the
density of λ ′max obtained from H2 for W = 2.0, L = 12. Entropy
vs PR scatter plot shown in inset for L = 12, the Hamiltonian H2,
W = 2.0 (dots) and W = 0.5 ( triangles).
eigenstates include many more low entropy and PR states
indicating that they are almost localized and the maximum
distribution seems to stop fitting a GEV. This is shown in
Fig. (11) for W = 2.0. However, if we again weed out
states with an entropy and PR respective lower than 3.0 and
0.1, the distribution again moves close to a GEV with ξ =
−0.004, thus close to the Fisher-Tipett-Gumbel distribution,
see Fig. 12.
The different values of the shape parameter ξ , and location
and scale parameters used for centering and scaling the data
before using Eq. (12) for the different fits for L= 12, H2 model
are collected in table I. Beyond about W = 2.0 and closer to
the transition the GEV distribution itself deviate much more
significantly.
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FIG. 12. Fit with the generalized extreme value distribution of the
density of λ ′max obtained from H2 forW = 2.0, L= 12 for eigenstates
with entropy greater than 3.0 and PR greater than 0.1.
TABLE I. ξ value for GEV fit
W Filtered ξ loc scale
0.5 No −0.086 0.069 0.007
0.5 Yes −0.021 0.073 0.006
1.0 No −0.3021 0.092 0.018
1.0 Yes −0.129 0.090 0.015
2.0 Yes −0.004 0.103 0.021
B. Distribution of the maximum and second maximum of the
entanglement spectrum and power laws in the MBL phase
For the sake of compactness and simplicity we present re-
sults only for the model H2 without total spin or particle num-
ber conservation, although we have verified the same for the
H1 case as well. Figures (13) and (14) show the distribution of
unscaled or shifted (“raw") largest and second largest eigen-
value of the reduced density matrices, λ1 and λ2, for W = 1.5
to 5 for the H2 model. While for W = 2.5 the distribution
of the largest eigenvalue λ1 is rather broad, compared to the
ergodic cases forW = 3.0 it displays a peak around λ1 = 1, in-
dicating the extreme nature of the extreme, as the other eigen-
values are then forced to be of far lesser significance. The
dominance of the largest eigenvalue is indicative of entry into
MBL regimes. A feature, we mention in passing, in the distri-
bution of the maximum is the kink that develops at λ1 = 1/2
around W = 3.0. Such a feature has also been seen in dis-
order averaged entanglement entropy as a resonance at ln2
in [53, 54], as well in weakly coupled chaotic systems [39],
originating in fact from the behavior of the dominating largest
eigenvalue.
As the disorder is increased the entanglement tends to the
area-law and the largest eigenvalue tends to 1. As for the
ergodic phase, with increasing disorder, the GEV statistics
seems to apply well only if we filter states that are sufficiently
ergodic, we expect that in the transition regime and in the
MBL phase itself it will be harder to control this and as the
largest eigenvalue has become O(1) rather than of O(1/n), we
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FIG. 13. Distribution of the largest eigenvalue λ1 for the Hamiltonian
H2, with L= 12 as the disorder strength is increased across the MBL
transition.
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FIG. 14. Distribution of λ2 for H2, L= 12.
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FIG. 15. Distribution of λ˜1 for the Hamiltonian H2, and L= 12, with
the disorder strength W = 6, the slope is ≈ −1.45
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FIG. 16. Distribution of λ˜2 for the Hamiltonian H2, and L= 12, with
the disorder strength W = 6, the slope is ≈ −1.7.
shift our analysis away from the GEV framework. For large
disorder strengths W , we may take the view that the system is
one consisting of spins with a Hamiltonian ∑i h′iσ
z
i with h
′
i be-
ing uniformly distributed in [−1,1] being subjected to weak
interactions of the order 1/W due to the other terms. Thus
the unperturbed Hamiltonian withW = ∞ has a Poisson spec-
trum on which there is weak coupling that leads to resonances
between the bare states.
Recently a theory for such a scenario has been developed in
[39] albeit in bipartite systems of weakly interacting chaotic
systems. Notably, the noninteracting case there leads to a
Poisson spectrum (despite the chaos), and the largest and sec-
ond largest eigenvalues of the reduced density matrices of
eigenstates were heavy tailed, including the Lévy distribu-
tion. In the present case of many-body MBL, the partition is
bipartite as well, while the individual subsystems in the non-
interacting case are not chaotic, but show Poisson statistics.
The key elements of the analysis rely more on the Poisson na-
ture of the uncoupled systems and hence it is interesting to
compare the extreme value results from there. We will ignore
an overall scaling by a “transition parameter" that is yet to be
identified, if at all it exists, in the case of the MBL transition.
Stable Lévy laws were seen, as a consequence of combining
a regularized perturbation theory with the generalized central
limit theorem [39] in the densities of somewhat transformed
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quantities λ˜1 = g(λ1) and λ˜2 = g(λ2) where
g(x) =
x(1− x)
(1−2x)2 . (13)
Notice that g(x) = g(1− x) and that for λ1, as it is typically
close to 1 this is essentially 1−λ1, and for λ2 which is typi-
cally 1, this is≈ λ2 itself. However, we are really interested
in the excursions of these values into non-typical values which
happens frequently due to the power-laws. Note also that
λ2 ≤ 1/2. Thus, applying the same transformation, Fig. (15)
shows distribution for λ˜1 for the H2 model forW = 6.0, fairly
deep in the MBL regime. An excellent power-law ∼ x−1.45
seems to be obtained, while Figure (16) shows the distribu-
tion of λ˜2, for the H2 model and once again a power law tail
is evident and is close to∼ x−1.7.These are close indeed to the
ones derived in [39] which is ∼ x−3/2 corresponding to both
the cases. Thus the extreme value statistics of MBL are also
described by stable Lévy laws that manifest clearly on an ap-
propriate transformation. There is no doubt that the compar-
isons with the perturbation results derived in [39] need to be
more critical, but we are encouraged by the unmistakable sim-
ilarities with the distribution of say λ1 as it undergoes a tran-
sition into a localized regime, the broadening and the peak at
1/2 are also seen in corresponding quantities of weakly cou-
pled chaotic systems at appropriate coupling strengths which
play the role of W .
V. CONCLUSIONS
In this work we have probed the randomness of the eigen-
states of disordered spin chains showing the many-body local-
ization transition, in the ergodic phase. We have used extreme
statistics of the entanglement spectrum for this purpose. This
is much more sensitive to the randomness of eigenstates com-
pared to the distribution of the average density of the entangle-
ment spectra which follows nearly a Marchenko-Pastur distri-
bution for random states. For random states, the eigenvalues
come from a trace constrained Wishart ensemble and the max-
imum follows the Tracy-Widom distribution after a suitable
shift of center and scaling. We have found significant devia-
tions from the Tracy-Widom law and the distribution we ob-
tained instead fits the Fisher-Tippet-Gumbel distribution quite
well. This is the distribution that maximal events of indepen-
dent and identically distributed random variables follow after
suitable rescaling. Our results thus indicate that even deep in
the metallic phase the correlations in the entanglement spec-
tra are not as strong as those coming from truly random states
and perhaps show signs of pre-localization. A natural ques-
tion is if this is due to the presence of low entropy and par-
ticipation ratio eigenstates present among the states which are
closer to being random. But we have found that even the con-
ditional distributions obtained after weeding out such states
follow the generalized extreme value distribution and not the
Tracy-Widom statistic. Even when the maximum distribution
starts deviating significantly from GEV as we move towards
the transition point, we found that the conditional distribution
still follows GEV.
The fact that the Tracy-Widom law is not obtained even in
the ergodic phase of a model with no conservation laws other
than energy, maybe a generic feature of many-body systems.
While quantities like the nearest neighbor spacing distribu-
tions or ratio of spacings may still be that of random matrices,
the deviations will show in such properties of the eigenstates
and the extreme value statistics could be the most stringent test
of randomness, or at least one of them. It is possible though
that further breaking conservation laws by Floquet kicked sys-
tems or even non-periodically driven systems may restore the
extreme values to be of the Tracy-Widom type. Excellent
agreement with the Marchenko-Pastur law and the Page value
of subsystem entropy have been noted in these cases, for ex-
ample see [55].
In the localized phase we shifted attention, motivated by
recent results from a perturbation analysis of weakly cou-
pled chaotic systems. Remarkably, we found that suitably
transforming the largest and second largest eigenvalues lead
to power-law distributions that match reasonably well with
that derived earlier and indicate the applicability of Lévy sta-
ble laws in this context. This may also indicate the applica-
bility of a regularized perturbation theory in the deep MBL
regime, if not close to the transition. A work has appeared
since the beginning of ours with identical motivations [56].
While our results unambiguously indicate the presence of the
Fisher-Tippett-Gumbel law in the ergodic phase, the corre-
sponding work shifts attention to the transition or localized
regime. We have instead focused on an alternative strategy
in the deep MBL phase wherein there are power-laws in the
distribution of extreme eigenvalues (quite distinct from power
laws in disorder averaged entanglement spectra itself plotted
against the eigenvalue order as found in [21]). However, while
we found it untenable with our data to fit GEV distributions
for large values ofW , the results of [56] indicate that this may
still be possible. Apart from a closer comparison with such
works, ours would hopefully contribute to an understanding
of extreme value statistics in the spectra of many-body sys-
tems.
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