Abstract. In this article we prove the equivalence of certain inequalities for Riesz means of eigenvalues of the Dirichlet Laplacian with a classical inequality of Kac. Connections are made via integral transforms including those of Laplace, Legendre, Weyl, and Mellin, and the Riemann-Liouville fractional transform. We also prove new universal eigenvalue inequalities and monotonicity principles for Dirichlet Laplacians as well as certain Schrödinger operators. At the heart of these inequalities are calculations of commutators of operators, sum rules, and monotonic properties of Riesz means. In the course of developing these inequalities we prove new bounds for the partition function and the spectral zeta function (cf. Corollaries 3.5-3.7) and conjecture about additional bounds.
In [21] commutator identities introduced in [23] were used to derive both universal and domain-dependent inequalities for eigenvalues of the Dirichlet Laplacian and the Schrödinger operators with discrete spectra. (See also [39] , [6] , [7] , [17] , [22] .) In the present article we put those notions together with some transform techniques in order to connect together several inequalities for spectra, which have been derived by independent methods in the past. The essential point is that these inequalities are often largely equivalent under the application of some integral transforms. Along the way we obtain some improvements and conjecture about yet more inequalities.
For the most part we shall concentrate on the Dirichlet Laplacian, i.e., on the fixed membrane problem on a bounded domain Ω ⊂ R d ,
∆u + λ u = 0 in Ω, subject to Dirichlet boundary condition
The boundedness of Ω serves only to guarantee that the spectrum is purely discrete [15] . We sometimes treat the Schrödinger operator,
− ∆u + V (x)u = λ u in Ω, under circumstances where its spectrum is discrete and bounded from below. We note that the Schrödinger operator H = −∆ + V (x) may have discrete spectrum even when Ω is not bounded, if V (x) → ∞ at infinity. Eigenvalues are counted with multiplicities and increasingly ordered:
The eigenvectors, known to form a complete orthonormal family of L 2 (Ω), are denoted by u 1 , u 2 , . . . , u k , . . ..
A central object is the Riesz mean of order ρ > 0. It is defined, for z ≥ 0, by
where (z − λ) + := max (0, z − λ) is the ramp function.
Here we collect some known properties of R ρ (z) and some consequences. When ρ → 0+, the Riesz mean reduces to the counting function (also called the staircase function by physicists)
By convention, this is sometimes written as
to parallel the definition of the Riesz mean of order ρ. In fact the two are related by the formula
A basic property for ρ, δ > 0, sometimes referred to as Riesz iteration or as the Aizenman-Lieb procedure [2] , is that
The proof of (4) hinges on the Fubini-Tonelli theorem (see p. 3 of [11] or [28] ) and the fact that
where Γ and B denote the Euler functions. Generalizations and further facts about Riesz means can be found in [11] and in some works related to the Lieb-Thirring inequality (e.g., [24] [25] [28] [29] ). We observe that Riesz iteration is nothing but a Riemann-Liouville fractional integral transform, the properties of which are tabulated in [18] .
Estimates for these functions of the spectrum have been of interest for almost a century, since the semiclassical asymptotic formula of Weyl [ 
is called the classical constant and C d is the volume of the d-ball,
Note that the Riesz iteration of (5) immediately gives the statement that
where the classical constant is given by
Furthermore, Theorem 1.1 (Laptev-Weidl). For ρ ≥ 1, the Riesz means for the Dirichlet Laplacian satisfy
Remark. In [38] (see also [35] [37]) Laptev and Weidl refer to this as the Berezin-Li-Yau inequality. Indeed, in 1972 Berezin [9] proved a general version from which a 1983 inequality of Li-Yau [40] follows as a corollary (see also [49] ). In terms of the counting function, the Berezin-Li-Yau inequality,
Berezin's version [47] [35] reads
This is just the statement (9) for ρ = 1, recalling that the left side is R 1 (z) and that by (8),
Since N(z) is a nondecreasing function, for θ > 0,
The Berezin-Li-Yau bound (11) follows by setting θ = 2/d. In a rather straightforward way, the method of [35] and [47] for proving (11) yields a formula that interpolates between Berezin-Li-Yau (ρ = 0) and Laptev-Weidl (ρ ≥ 1).
Theorem 1.2. For 0 ≤ ρ < 1, the Riesz means for the Dirichlet Laplacian satisfy
where
Proof. For the range of values of ρ considered, R ρ (z) is a nondecreasing function of z > 0. Therefore, for θ > 0 and δ > 0,
Specializing to the case ρ + δ = 1 and using Berezin-Li-Yau (9) leads to (14) . The optimal bound occurs when
. This reduces to the estimate (11) when ρ → 0+. Fig. 1 depicts the interpolation between Berezin-Li-Yau (ρ = 0) and Laptev-Weidl (ρ ≥ 1) in dimension 3, as well as the resulting graph from direct Riesz iteration of (11) which results in a weaker bound (see also the discussion in [49] ). By developing ideas from [23] , [7] it was proved in [21] that for ρ ≥ 2,
Thereby extending the "Yang-type inequality" [51] , [4] (see also [23] [39] [6] and the appendix to [12] ), viz.,
corresponding to ρ = 2. In Section 2.3 we shall show how the inequalities for ρ > 2 can be directly deduced from (18) .
Two final functions of the spectrum will be of interest, the spectral zeta function defined by
, and the partition function (= trace of the heat kernel) Z(t). We recall the asymptotic formula of Kac [31] for Z(t):
, and observe that it can be proved with an application of the Laplace transform L{f }(t) = ∞ 0 f (z)e −zt dz to (5). In [32] Kac also used "the principle of not feeling the boundary" to derive the inequality
In [23] this was improved to the statement that t d/2 Z(t) is a nonincreasing function that saturates when t → 0+.
We remark here on some extensions to the case of Schrödinger operators. If the potential function V (x) = 0, then eq. (18) becomes (12) of [23] ). As was remarked in [23] , T k is often bounded above by a multiple of λ k under general assumptions on V , for example those that guarantee a virial inequality. Another circumstance in which such a bound is possible is when the negative part of V is relatively bounded by the Laplacian [33] , [45] , [15] , whether in the sense of operators or of quadratic forms. As an example, according to the Gagliardo-Nirenberg inequality (e.g., [3] ), there is a dimension-dependent constant
, then it follows that
In [3] , the constant K GN,d is given in the explicit form
Because there are many circumstances where a bound of this form applies, for future purposes we refer to:
The article is organized as follows. We first prove the equivalence of several old and new inequalities for the spectrum of the Dirichlet Laplacian. Central to our argument is a monotonicity principle proved in [21] , to which we offer a new path via integral transforms. We then use a sum rule in the style of Bethe [10] [30] to recover bounds which compete with the BerezinLi-Yau inequality (9) , and also with results recently proved in [21] . Finally we comment on some possible corrections to the Berezin-Li-Yau inequality and related inequalities.
The Equivalence of Several Inequalities for spectra
In this section we show that many universal and geometric bounds for spectra of the Dirichlet Laplacian, which have been proved in the literature by independent methods, may in fact be derived from one another by the application of the Laplace transform and some classical inequalities. In particular, for ρ ≥ 2, it will be shown that the Kac inequality (20) and the Berezin-Li-Yau inequality (9) are equivalent by the Laplace transform. These inequalities are seen to be corollaries of the Riesz-mean inequalities of [23] [21], which in turn can all be derived from the case ρ = 2, originating with Yang.
With some minor modifications, similar inequalities are then proved for Schrödinger spectra.
2.1. Kac from Berezin-Li-Yau. For the pure Laplacian, with no added potential, we start by showing that the Kac inequality (20) can be derived from the Berezin-Li-Yau inequality (9) as an alternative to Kac's "principle of not feeling the boundary". Begin with the observation that the Laplace transform yields
Applying this to (9) immediately leads to
which upon simplification reads
. (20) . Indeed it is only necessary to have (9) for a single value of ρ.
We observe that the same argument relates the Kac-Ray inequality
(also known in the literature as the Golden-Thompson inequality [16] ) to the Lieb-Thirring inequality [36] [37]
for the Laplace transform of (25) yields (24).
Kac from Yang.
Next we show how to obtain Kac's inequality (20) directly from Yang's inequality (18) and the asymptotic formula (19) . The link is a result of Harrell and Stubbe [23] :
In [23] , this theorem was derived from a trace identity, but here we show that it can alternatively be proved from Yang's inequality (18) .
Apply the Laplace transform to both sides of (18), written now in the form
and use (23) to obtain the differential inequality
or, after combining,
Kac's inequality is then immediate, employing (19) in the form (27) lim
2.3. Riesz-mean inequalities for ρ > 2 from Yang. In this section we show how to prove (17) directly from (18).
As in the original proof from first principles [21] , we note that (28) is equivalent to (17) . To see this, rewrite
+ , and rearrange terms.
In order to use Riesz iteration we now rewrite (18) for t ≤ z as
Multiply both sides by t ρ−3 , and then integrate between 0 and ∞. By (23), there results
With Γ(ρ + 1) = ρ Γ(ρ), this simplifies to
which is the statement of Theorem 2.2. It was shown in [21] that (29) is equivalent to the differential inequality
and hence to a monotonicity principle,
is a nondecreasing function of z, for ρ ≥ 2.
Remark. In [7] , it was proved that if γ m (ρ) is the unique solution of
Given that the cases ρ > 2 of (28) follows from the case ρ = 2, it might be thought that it is not sharp for large ρ. To the contrary, it was shown in [21] that (28) implies strict bounds with the correct power corresponding to Weyl's law. Indeed: Theorem 2.4. The constant in inequality (28) for ρ ≥ 2 cannot be improved.
Proof. The proof proceeds by contradiction. Suppose there exists a con-
Dividing both sides by z
. This contradicts the assumption and proves the claim.
2.4.
Berezin-Li-Yau from Harrell-Stubbe. At this stage we make the simple observation that for ρ ≥ 2, the Berezin-Li-Yau inequality (9) follows immediately from inequality (17) (or (28)) by virtue of the monotonicity principle of Theorem 2.3 and the asymptotic formula (7).
2.5. Riesz-mean inequalities for ρ < 2 from Yang. In [21] the difference inequality (32) 20] or [7] ): Lemma 2.5. Let {a i } and {b i } be two real sequences, one of which is nondecreasing and the other nonincreasing, and let {w i } be a sequence of nonnegative weights. Then,
Making the choices
with ρ 1 ≤ ρ 2 ≤ 2, the conditions of the lemma are satisfied and we get
which is equivalent to
To obtain inequality (32), now set ρ 1 = ρ and ρ 2 = 2 in the above and use inequality (18) to estimate the right side. We observe that inequality (32) not only implies familiar results for ρ = 1 and ρ = 0 (the Hile-Protter inequality [27] ), but also hitherto unexplored inequalities for ρ < 0.
2.6. Berezin-Li-Yau from Kac, for ρ ≥ 2. We showed earlier how to obtain Kac's inequality (20) from (9) . In this section, we show the reverse, and thus the full equivalence of the two statements. Throughout this section we assume ρ ≥ 2.
As a result of the Monotonicity Theorem 2.3, for z ≥ z 0 ,
The Laplace transform of a shifted function is given by the formula (see p. 3 of [46] )
We apply the Laplace transform to (36) , noting that for the left side,
whereas on the right,
We note the appearance of the incomplete Gamma function (see p. 260 of
Putting these facts together, we are led to
We now notice that
Therefore, after a little simplification,
where the remainder term R(t) has the explicit form
Notice that lim t→0 R(t) = 0. Sending t → 0 in (40) and again incorporating (27) leads to
We finish by observing that the constant on the left side of (41) is the classical constant L cl ρ,d from (8) . Hence Berezin-Li-Yau follows for ρ ≥ 2, as claimed. In summary, when ρ ≥ 2 the Berezin-Li-Yau inequality is equivalent to the Kac inequality.
2.7. Extension to Schrödinger spectra. We have shown above that a family of universal inequalities and monotonicity theorems for Riesz means of Laplace spectra can be derived from (18) . Under Assumption Σ, viz., T k ≤ σ λ k , for a constant σ < ∞, a similar inequality, differing from (18) only by the value of a constant, holds for Schrödinger operators. Consequently, the universal inequalities and monotonicity theorems discussed above continue to hold for H = −∆ + V (x), with appropriately adjusted constants. Theorem 2.6. Assume that H = −∆ + V (x) is essentially self-adjoint on C c (Ω); has purely discrete spectrum with λ 1 > −∞; and satisfies Assumption Σ. Then a) (Riesz means, ρ ≥ 2) For ρ ≥ 2 and z ≥ 0,
and consequently the function
is a nondecreasing function of z. b) (Riesz means, ρ ≤ 2) For 1 < ρ ≤ 2 and z ≥ 0,
is a nondecreasing function of z.
Remarks.
1. The proofs are precisely like the ones given above with a change of constant, and are therefore omitted. The assumptions in the theorem suffice to allow eq. (12) of [23] as a replacement for (18) (see also [21] ).
2. With a similar argument, a modification of Kac's inequality was obtained in [23] : The function t d/2σ Z(t) is monotonically nonincreasing in t.
3. We recall the values of σ in three simple situations in which Assumption Σ holds:
.
Lower Bounds for Riesz Means, Zeta Functions, and Partition Functions
In this section, we obtain lower bounds on R ρ (z), which for some parameter values improve the lower bounds obtained in [21] . As corollaries we get lower bounds on spectral zeta functions and on the partition function.
is a universal constant which depends on the dimension d, while J n (x) and j n,p denote, respectively, the Bessel function of order n, and the pth zero of this function (see [1] ). The case ρ = 1 of (44) has been proved in [26] using the Rayleigh-Ritz method, and in [47] Safarov derived similar lower bounds, with a lower constant. Yet another independent proof and generalization appeared in [19] , in the spirit of [35] . We shall obtain some improvement by use of Riesz iteration and Chiti's isoperimetric lemma [13] . Note that ineq. (44) is valid for both the eigenvalues of the Dirichlet-Laplacian and the class of Schrödinger operators treated in this article (cf. [19] ).
The starting point is the Bethe sum rule as it appears in [39] :
and ξ ∈ R d . The Bethe sum rule provides an elementary proof of a lemma of Laptev [35] , originally proved using pseudodifferential calculus:
is given in (6). Remarks. Laptev's form of the inequality reads
which is equivalent by dint of (13). Proof. In (46), choose j = 1, to get
Let z > λ 1 . One can always find an integer N such that
allowing the sum to be split
Here we have exploited the completeness of the orthonormal family
These identities reduce (50) to
(The statement is true by default for z ≤ λ 1 .) One then integrates over a ball B r ⊂ R d of radius r. To simplify the notation we use
and
Ineq. (51) reduces to
By the Plancherel-Parseval identity
Incorporating (54) into (52) and simplifying the expression leads to
Optimizing over r results in the statement of the theorem.
As an immediate consequence of Theorem 3.2 and Riesz iteration, we have the following.
We also have the following universal lower bound.
Corollary 3.4.
(57)
Proof. This corollary is evident using the isoperimetric inequality of Chiti [13] [26],
With the way H d and L cl 0,d are defined in (45) and (6), we prefer to put this inequality in the form
Substituting (59) into (49) leads to (57). Remarks. Theorem 3.1 can now be proved by either of two simple steps:
(i) Applying the Riesz iteration to (57) leads to (44) .
(ii) Alternatively, Theorem 3.1 follows from Corollary 3.3 applying Chiti's inequality (59). In [47] Safarov relied instead on a result of E. B. Davies [14] ,
1 , to obtain a statement similar to Theorem 3.1. The use of Chiti's inequality (59), which saturates when Ω is an d−ball, improves Safarov's constant, particularly for large dimension d; see the discussion in [26] .
As a corollary, we have the following lower bound for Z(t)
Proof. We reason as in the derivation of Kac's ineq. (20) from Berezin-LiYau (9) . Apply the Laplace transform to (44) to obtain
Simplifying results in the statement of the corollary. An immediate consequence of this corollary is the following universal lower bound for the zeta function in terms of the fundamental eigenvalue.
Proof. This corollary is evident by applying the Mellin transform
to the statement (61) and observing that the definition of the Γ function leads to 1
We also note that it is not hard to prove that there exists a threshold value ρ 0 > d/2 beyond which the estimate in (62) becomes weak (in comparison with dropping all the terms in the definition of ζ spec (ρ) except for 1/λ ρ 1 ). This is illustrated in Fig. 2 .
Inequality (61) lends itself to a generalization in the spirit of Dolbeaut et al. [16] . We first adopt its setting. For a nonnegative function f on R + such that
where denotes the Weyl transform of order µ of the function F (z). From the tables in [18] , one notes that
In fact, in analogy to what is shown in [16] , (62) is a particular case of the following.
Corollary 3.7. For F (s) and G(s) as defined above,
The proof of (65) is immediate. Scale (61) by f (t)/t then integrate from 0 to ∞. The counterpart to this inequality for Schrödinger operators has already been treated in [16] . Remarks.
Thus (62) is a particular case of (65).
(ii) The choice f (t) = a δ(t − a), for a > 0, leads to F (s) = e −as and G(s) = e −as /a d/2 . One can then perceive that (61) is a particular case of (65) as well. Thus (61) and (65) are equivalent.
Remarks on the Work of A. Melas and Some Conjectures
In [41] A. Melas proved the following inequality.
Here I(Ω) is the "second moment" of Ω, while M d is a constant that depends on the dimension d. Melas introduced the inequality as a correction to the Berezin-Li-Yau inequality (10) . Applying the Legendre transform Λ [f ] (w) := sup z {wz − f (z)} (see [37] [38] [28] [21]) to (66), one immediately obtains
for ρ ≥ 1. Applying the Laplace transform to (67) leads to the following correction of Kac's inequality
Finally, applying the Weyl transform to (68) leads to the following
Furthermore, reasoning as in Section 3, these inequalities are particular cases of the following general theorem.
Theorem 4.1. For F (s) and G(s) as defined by (63) and (64), one has
We conjecture that a further improvement is possible, viz., .
The conjectured universal constant
appearing in this inequality is exactly that of the corresponding Schrödinger case in [16] . Statements (71) and (72) would be immediate consequences, using integral transforms, of the following conjectured improvement to the Kac's inequality:
One might attempt to derive (72) by emulating [37] , using a potential V (x) equal to the characteristic function of the complement of Ω multiplied by a coupling constant tending to +∞, but the constant that would appear on the right side of (72) is larger. We point out that Conjecture 4.2 is consistent with the Rayleigh-Faber-Krahn inequality
(as when one combines (62) and (72)). Furthermore, as a result of (10),
, and therefore
If, as in the case of tiling domains, the Pólya conjecture [42] The bounds resulting from (72), (74), and (75), for |Ω| −2ρ/d ζ spec (ρ) are plotted in Fig. 3 . It is clear that there is a threshold value ρ 0 beyond which the conjectured bound (72) cannot improve on Berezin-Li-Yau (74). We expect that it should be possible to prove
Already Fig. 3 gives credence to this statement and Conjecture 4.2.
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