Let S(n) be the set of all polynomials of degree n with all roots in the unit disk, and define d(P ) to be the maximum of the distances from each of the roots of a polynomial P to that root's nearest critical point. In this notation, Sendov's conjecture asserts that d(P ) ≤ 1 for every P ∈ S(n).
Introduction
In 1958, Sendov conjectured that if a polynomial (with complex coefficients) has all its roots in the unit disk, then within one unit of each of its roots lies a root of its derivative. This conjecture remains open, despite having been verified for many special cases over the intervening years. These partial results are documented in recent papers by Sendov [8] and Schmeisser [6] and books by Sheil-Small [9, Chapter 6] and Rahman and Schmeisser [5, Section 7.3] .
Let n ≥ 2 be an integer and let S(n) be the set of all complex polynomials of degree n with all roots in the unit disk. For a polynomial P with roots z 1 , . . . , z n and critical points ζ 1 , . . . , ζ n−1 , define
If P ∈ S(n), then the Gauss-Lucas Theorem [5, Theorem 2.1.1] implies that each d(P ) ≤ 2, and Sendov's conjecture asserts that each d(P ) ≤ 1.
We will say that a polynomial is expected if it is of the form P (z) = c(z n + a) with |a| = 1. In 1972, Phelps and Rodriguez defined a polynomial P ∈ S(n) to be extremal if d(P ) = sup{d(Q) : Q ∈ S(n)}, and conjectured [4, after Theorem 5] that extremal polynomials are all expected. Since any expected polynomial P has d(P ) = 1, this conjecture implies Sendov's conjecture. The Phelps-Rodriguez conjecture has also been verified for a number of special cases, as documented by Rahman and Schmeisser [5, Section 7.3] .
Define a polynomial P ∈ S(n) to be locally extremal if d(P ) ≥ d(Q) for all nearby Q ∈ S(n). The expected polynomials are all locally extremal, as was demonstrated by Vâjâitu and Zaharescu [10] and by Miller [3, Theorem 3] . Given this, it is tempting to approach Sendov's conjecture by trying to show that all locally extremal polynomials must be expected. Indeed, Schmieder has made several such attempts [7] , although Borcea has shown [2] that each was flawed.
In this paper, we will construct a locally extremal polynomial P ∈ S(8) that is not expected. While this does not rule out variational proofs of Sendov's conjecture, it does show that one must address the possibility that the set of local extrema contains polynomials Q with d(Q) > 1.
Constructing the polynomial
We will construct a real polynomial of the form
with all critical points of P on a circle centered at β, five roots (including −1) of P on the unit circle, and the remaining three roots of P inside the unit circle. Note that the coefficients of P are polynomials in {β, a, b, c}.
Define a polynomial n k=0 a k z k to be palindromic if a k = a n−k for k = 0, . . . , n, and note that products of palindromic polynomials are themselves palindromic.
The requirements that P have 5 roots (including −1) on the unit circle and a root at β means that we can write
Note that (ez 2 + dz + 1)(z 2 + dz + e) is palindromic, so (ez 2 + dz + 1)P (z)/(z − β) is a palindromic polynomial of degree 9, with coefficients that are polynomials in {β, a, b, c, d, e}. Setting the coefficient of z k equal to the coefficient of z 9−k for k = 0, . . . , 4 gives us 5 equations. The requirement that all the critical points of P lie on a circle centered at β gives us a sixth equation β 2 + bβ + c = (β − a) 2 . A numerical solution to this nonlinear system of 6 equations in 6 unknowns gives us β = 0.7290857511 and P ′ (z) = (z + 0.2035409791) 5 (z 2 − 0.5410836526z + 0.7327229667), with P (z) = z β P ′ (w) dw. The critical points of P are given by ζ j = −0.2035409791 for j = 1, . . . , 5 and ζ 6 , ζ 7 = 0.2705418263 ± 0.8121145775i, and they all lie on a circle of radius r = 0.9326267302 centered at β. The roots of P , their moduli, and the distance from the roots to the closest critical point of P are given in the table below. Note that d(P ) = r is achieved at the root β.
We will show that P is locally extremal, as follows. Note that P (z) = z β 7 j=1 (w − ζ j ) dw has all its roots in the closed unit disk and all its critical points on a circle of radius r centered at β. Define the 8-tuple (∆β, ∆ζ 1 , . . . , ∆ζ 7 ) to be an improvement if ∆β is real and if
has all its roots in the closed unit disk and all its critical points outside the circle of radius r centered at β + ∆β. Note that there is at least one improvement, namely
For an improvement I = (∆β, ∆ζ 1 , . . . , ∆ζ 7 ), define
Note that ||I|| > 0, for if ||I|| = 0, then the critical points of (2.1) would be on (and thus not outside) the circle of radius r centered at β + ∆β.
Recall that β is real and that d(P ) = r is achieved at the root β. If P were not locally extremal, then there would be polynomials Q ∈ S(n) that were arbitarily close to P with d(Q) > r. Letβ be the root nearest β of any such Q. We may assume (by rotation around the origin) thatβ would be real, and we may assume (by continuity, since d(Q) would be close to r) that d(Q) would be achieved at the rootβ. Given these assumptions, observing the differences (in β and the critical points) between P and any such polynomials Q would allow one to find improvements I with ||I|| arbitrarily small. Thus we can show that P is locally extremal by proving Theorem 1. There is a constant C > 0 so that every improvement I has ||I|| ≥ C.
We will prove Theorem 1 in two stages, first by estimating the roots and critical points of P with linear approximations, and then by improving our estimates with quadratic approximations.
Proof of Theorem 1
We begin with some preliminary calculations. For t > 0, we'll say that a (real or complex) quantity is O(t) if its modulus is bounded by a constant multiple of t. Given this, we have We will be examining the relationships between the roots and critical points of P . We calculate the partial derivatives of these relationships with Lemma 3. Write P ′ (z) = n−1 j=1 (z − ζ j ) and suppose that z i is a simple root of z β P ′ (w) dw. Then
(1) z i is an analytic function of β, ζ 1 , . . . , ζ n−1 ,
Proof. We may assume that z i = β (else the results would be trivially true.) Proofs of parts 1-3 can be found in [ Part 5 can likewise be established by writing P ′ (z) = (z − ζ j )(z − ζ k )Q(z) and calculating the mixed second partial derivative.
We look now at the conclusions that can be drawn from linear approximations to the roots and critical points of P with Proof. From the definition of ∆t we know that ∆β = O(∆t) and that each ∆ζ j = O(∆t). Since I is an improvement, then each |(ζ j − β) + (∆ζ j − ∆β)| > r, so |1 + (∆ζ j − ∆β)/(ζ j − β)| > r/|ζ j − β| = 1, so using part 1 of Lemma 2 gives us that each
Define inequality 1 to be the sum of (3.1) for j = 1, . . . , 5. Recall that ζ j −β = ζ 1 −β is real for j ≤ 5, so inequality 1 is given by
Define inequalities 2 and 3 by evaluating (3.1) for j = 6 and j = 7 respectively. By part 1 of Lemma 3 the roots of our improved polynomial (2.1) are analytic functions of β, ζ 1 , . . . , ζ 7 , so each root is of the form z i + ∆z i , with
Note that each ∆z i = O(∆t). Since I is an improvement, then each |z i + ∆z i | ≤ 1.
If |z i | = 1, then |1 + ∆z i /z i | ≤ 1/|z i | = 1 so using part 1 of Lemma 2 gives us ℜ[∆z i /z i ] ≤ O(∆t) 2 and thus
Define inequalities 4 through 8 by evaluating 
Thus we consider the system L i = O(∆t) 2 for i = 1, . . . , 7. This is a linear system of 7 equations in our 7 "variables". A numerical calculation shows that the coefficient matrix of this system has a condition number (with respect to the infinity norm) of about 95, so the system is relatively well-conditioned, and so the values of our 7 "variables" are all O(∆t) 2 . Thus we can conclude that ∆β = O(∆t) 2 , that At this point, for j ≤ 5 we know only that each ∆ζ j = O(∆t). We can improve this estimate by looking at quadratic approximations to the roots and critical points of P with Proposition 5. If I = (∆β, ∆ζ 1 , . . . , ∆ζ 7 ) is an improvement and ∆t = ||I||, then each ∆ζ j = O(∆t) 3/2 .
Proof. Note that the hypotheses of Proposition 4 are satisfied, so we may use all of its conclusions. In particular, we know that ∆ζ j = O(∆t) 2 for j ≥ 6 and that ℜ[∆ζ j ] = O(∆t) 2 for j ≤ 5, so to verify Proposition 5 we need only show that ℑ[∆ζ j ] = O(∆t) 3/2 for j ≤ 5. We will do this by repeating the calculations of Proposition 4, but working now to O(∆t) 3 .
Since I is an improvement, then each |1 + (∆ζ j − ∆β)/(ζ j − β)| > 1, so using part 2 of Lemma 2 gives us
Define inequality 1 as the sum of (3.3) for j = 1, . . . , 5. Now each ℑ[∆ζ j − ∆β] = ℑ[∆ζ j ], so inequality 1 can be written as
Define inequalities 2 and 3 by evaluating (3.3) for j = 6 and j = 7 respectively. For j ≥ 6 we have ∆ζ j − ∆β = O(∆t) 2 , so inequalities 2 and 3 are
Each root of our improved polynomial is of the form z i + ∆z i . A quadratic approximation to ∆z i includes terms of the form ∆β∆ζ j = O(∆t) 3 and (for j ≥ 6 or k ≥ 6) ∆ζ j ∆ζ k = O(∆t) 3 , which are absorbed into the O(∆t) 3 when we write
Note that Proposition 4 implies that each ∆z i = O(∆t) 2 . Now ζ j = ζ 1 for j ≤ 5, so Lemma 3 shows that for j ≤ 5 and k ≤ 5 we have
From Proposition 4 we know that 
Recall that each ∆z i = O(∆t) 2 . If |z i | = 1, then |1 + ∆z i /z i | ≤ 1, so using part 2 of Lemma 2 gives us ℜ[∆z i /z i ] ≤ O(∆t) 3 and so
Define inequalities 4 through 8 by evaluating (3.4) for each of the 5 roots of P that are on the unit circle.
Note that the linear terms of our 8 quadratic inequalities are the L i of Proposition 4, so using our previously calculated values of c i in the corresponding sum of our quadratic inequalities will eliminate the original 7 "variables". The result of this numerical calculation is the inequality 0.4553940288 Thus there is a constant K > 0 so that ∆t ≤ K(∆t) 3/2 , so ||I|| = ∆t ≥ 1/K 2 .
