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Abstract— In the context of building an intelligent tutoring
system (ITS), which improves student learning outcomes by
intervention, we set out to improve prediction of student
problem outcome. In essence, we want to predict the outcome
of a student answering a problem in an ITS from a video
feed by analyzing their face and gestures. For this, we present
a novel transfer learning facial affect representation and a
user-personalized training scheme that unlocks the potential
of this representation. We model the temporal structure of
video sequences of students solving math problems using a
recurrent neural network architecture. Additionally, we extend
the largest dataset of student interactions with an intelligent
online math tutor by a factor of two. Our final model, coined
ATL-BP (Affect Transfer Learning for Behavior Prediction)
achieves an increase in mean F-score over state-of-the-art of
45% on this new dataset in the general case and 50% in a
more challenging leave-users-out experimental setting when we
use a user-personalized training scheme.
I. INTRODUCTION
Developing intelligent tutoring systems (ITS) is a promis-
ing avenue for improving learning and education [2], [23],
[32]. Real-time signals from students can be used to improve
their learning [1], [10], [11]. Predicting whether students are
having trouble with problems can allow the ITS to provide
interventions (e.g., give hints), which could help the students
understand or solve the problem, thus improving learning
outcomes.
MathSpring [23] is a popular online browser-based ITS
that uses multimedia to encourage and support students as
they solve math problems. Using the MathSpring ITS a
dataset named MathSpringSP [15] was collected, which in-
cludes 1,596 segmented videos of study sessions of students
interacting with the ITS. Each problem has an associated
outcome label automatically annotated by the ITS (e.g.
skipped, solved on first try, solved with hint, etc.) In this
work we address the problem of predicting this outcome
label from a video feed of the student. Facial and gesture
analysis are valuable tools for this, although the problem
remains challenging since cues can be very subtle and, in
our experience, even humans have a hard time correctly
predicting problem outcomes from video.
Joshi et al. [15] presented a first attempt at tackling
this problem. Their work uses traditional facial analysis
features such as head pose, gaze and facial action units (AUs)
but does not explore deep learning representations which
might greatly improve performance. Additionally, they do
not attempt to model the temporal component of the videos,
which is a rich source of information.
The largest obstacle in training an end-to-end deep learn-
ing model for behavior analysis problems is the fact that
data is relatively scarce, which increases the risk of over-
fitting. Instead, we propose a novel transfer learning facial
affect representation for behavior prediction problems which
leverages a large affect classification dataset. We show that
by incorporating this affect embedding we can obtain larger
improvements than those brought by more traditional deep
face embeddings such as the VGG-Face facial recognition
embedding [27]. We train a two-layer stacked LSTM model
that takes into account the temporal structure of the problem
and successfully leverages our affect embedding. We show
that using user-personalized training, where a small portion
of a students’ initial captured data is used to fine-tune the
model, our method outperforms the previous state-of-the-
art by 50%. Additionally, we present MathSpringSP+, an
extended version of the MathSpringSP dataset, which is
roughly double the size of the original.
For clarity, we re-state our contributions:
• We propose a novel transfer learning facial affect repre-
sentation for behavior prediction problems, which yields
performance benefits on our behavior prediction task.
• We propose a user-personalization training scheme,
which unlocks the performance benefits of our affect
representation.
• We model the temporal structure of our behavior predic-
tion problem using a two-layer stacked LSTM model.
• We present MathSpringSP+, an extended version of the
MathSpringSP dataset, a labeled Intelligent Tutoring
System video dataset.
II. RELATED WORK
a) Intelligent tutoring systems: Intelligent tutoring sys-
tems have been evaluated and shown to produce learning
gains with effects close to one letter grade improvement [8],
[31]. One meta-analysis shows test score improvements from
the 50th to 75th percentile [22]. Some ITS have been
shown to match the success of one-on-one human tutoring
and students using these tutors outperform students from
conventional classes in 92% of the controlled evaluations
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Fig. 1: ATL-BP, our proposed affect transfer learning model for behavior prediction in an intelligent tutoring system
and perform twice as high as for students using typical (non-
intelligent systems) [6], [12], [21].
With the rise of affective computing in 2010 [28], ITS
started to incorporate reactions to user state based on the
user’s emotion. Strain and D’Mello [30] have studied the
role of emotion in ITS engagement, task persistence, and
learning gain. Gaze prediction has also been used in an
effort to respond to students’ boredom and to perform
interventions [8]. Further, relationships between visual facial
Action Unit (AU) factors and self-reported traits such as
academic effort, study habits, and interest in the subject have
been studied [25].
b) Interventions in an Online Tutor: Prior research
has examined the impact of several interventions in ITS to
improve student outcome and affect, specifically, affective
messages delivered by avatars and empathetic messages that
responded to students’ recent emotions [32]. It is shown
that interventions in the MathSpring ITS led to improved
grades in state standardized exams [7] as well as influ-
ence students’ perceptions of themselves as learners [16].
Empathetic characters which provide interventions generate
superior results both to improve student interactions with the
system, address negative student emotions, and in the overall
learning experience [18].
c) Transfer Learning in Facial Analysis: Prior research
in transfer learning for facial analysis applications mostly
focuses on transfer learning within the same application in
order to bridge domain gaps such as personalization of a
prediction system to specific individuals [4], [5], [29], [34],
improving results on a benchmark by fine-tuning neural
networks that are pre-trained on external datasets for a
similar prediction task [17] or improving results by pre-
training on a related facial analysis task [33]. In contrast,
our work tackles transfer learning across domains and tasks,
TABLE I: Size comparison of our extended MathSpringSP+
dataset compared to MathSpringSP
MathSpringSP MathSpringSP+
Individual Students 30 54
Student Sessions 38 68
Problem Samples 1,596 2,749
which is a form of transductive transfer learning [26]. We
explore transfer learning from the facial analysis problem of
in-the-wild affect recognition to a webcam video behavior
prediction problem. There is work exploring transfer learning
from facial analysis to behavior analysis for example using
VGG-Face facial recognition embeddings to predict driver
distraction [9]. Nevertheless, our work is, to the best of our
knowledge, the first to propose using an affect representation
learned using a deep neural network for a behavior prediction
task.
III. MATHSPRINGSP+ DATASET
In order to build an ITS which is capable of understanding
student behavior and producing interventions, it is critical to
build tailored datasets which allow development of behavior
understanding techniques. To this end, in this work we
expand the MathSpringSP dataset described in Joshi et al.
[15] by roughly double, following the same data collection
protocol. We name the extended dataset MathSpringSP+.
MathSpringSP+ consists of Webcam and GoPro videos
that are recorded while college students solve math problems
using the online tutor MathSpring [23] on a laptop. The
webcam is positioned on the laptop and films the student
at a frontal angle. The designated spot for the GoPro camera
is above the notepad. Figure 2 illustrates our data capturing
setup from two viewpoints. Students work on solving math
problems for 30-40 minutes or approximately 50 problems
(a) Frontal view (b) Side view
Fig. 2: Our data capturing system setup from two viewpoints
Fig. 3: Example of the evolution of a student’s expression.
although the amount solved is variable between sessions.
Each session is divided into shorter video segments belong-
ing to individual math problems with an associated outcome
in the log files extracted from the ITS.
The possible outcomes for each problem are the following:
• ATT (attempted): student did not see any hints but
solved problem after 1 incorrect attempt
• GIVEUP: student tried to answer the problem or asked
for a hint but ultimately skipped the problem
• GUESS: student did not see hints, but solved problem
after more than 1 incorrect attempts
• NOTR (not read): student performed some action, but
the first action was too fast for the student to have read
the problem
• SHINT (solved with hint): student eventually got the
correct answer after seeing one or more hints
• SKIP: student skipped the problem without asking for
a hint or attempting to answer the problem
• SOF (solved on the first attempt): student answered
correctly on the first attempt, without seeing any hints
An example of the variation in student facial expression
throughout the process of answering a problem in the math
tutor is shown in Figure 3. The relative sizes of Math-
SpringSP and MathSpringSP+ are shown in Table I.
IV. METHOD
The dataset consists of labeled video pairs (X,y) where
the video is a time series of RGB frames X = {Xt | t =
1..T} and the label is a scalar y ∈ {1, ..., C}. We limit
ourselves to the webcam video stream and do not use the
GoPro videos. The task at hand is a 7-label classification
problem (C = 7). In order to model the temporal nature of
the videos we learn a stacked 2-layer LSTM classifier hθ.
Our system, named ATL-BP (Affect Transfer Learning
for Behavior Prediction), extracts facial Action Unit (AU)
presence and intensity, gaze direction and head pose for each
frame Xt. We note these traditional facial analysis features
as ψ(Xt).
We present a novel affect representation computed by
training a deep network on a facial affect classification
dataset and extracting a fixed-size embedding using this net-
work from each frame Xt. We compress this representation
into a lower-dimension by learning a fully-connected neural
network layer ca. Additionally, we use a facial recognition
embedding extracted from the pre-trained VGG-Face net-
work [27]. We compress this representation using another
fully-connected layer cv .
These features, before compression are noted as ρ(Xt)
and ξ(Xt) such that the full feature representation for our
method is:
φ(Xt) = ψ(Xt)⊕ ca(ρ(Xt))⊕ cv(ξ(Xt))
Where ⊕ is the concatenation operation for vectors. Our
method, including affect transfer learning, is illustrated in
Figure 1.
In our experiments, for source domain affect training we
use a ResNet-50 network [13] and the AffectNet dataset [24].
We evaluate this network on frames from our videos to
compute ρ(Xt), which are the features extracted before
passing through the fully-connected classification layer.
We use OpenFace 2.0 [3] to compute the head position,
head pose, gaze, facial AU presence, and facial AU intensity
from individual frames in each video segment.
V. EXPERIMENTS
We present experiments on problem outcome prediction
on the MathSpringSP+ dataset. These experiments study our
contributions, which include incorporating temporal infor-
mation from video streams by using a stacked LSTM, using
our novel affect transfer learning representation and showing
how user-personalized training unlocks the effectiveness of
our affect representation that gives rise to performance
improvements superior to those stemming from a VGG-Face
embedding.
A. Problem Outcome Prediction
a) Affect Representation: For source domain affect
training we selected a ResNet-50 network. The affect net-
work is pre-trained on a subset of 50,000 random images
from the AffectNet dataset. We validate this network on
5,000 randomly selected images. We limit ourselves to a
subset since the dataset contains more than one million
examples. The classification task has 11 labels: neutral,
happy, sad, surprised, fear, disgust, anger, contempt, none,
uncertain and non-face.
On our subset, our network achieves a mean accuracy
of 47.3%, much higher than the random baseline of 9.0%
and close to the accuracy reported in [24] on the skew-
normalized validation set of 54%. Note that we do not either
train or validate on the same data as [24]. The dataset is
unbalanced, noisy and challenging, which contributes to the
low accuracy scores.
We then extract the target domain affect features from
our videos by performing inference of the affect network on
every frame. We choose a granularity of 3 frames per second,
TABLE II: Results for problem outcome prediction on the
MathSpringSP+ dataset using random splits
Method Mean F-Score Accuracy
Guess Predominant Label 0.103 56.1%
Joshi et al. [15] 0.228 46.2%
ATL-BP (w/o transfer learning) 0.295 51.8%
ATL-BP (w/ VGG-Face embedding) 0.304 54.8%
ATL-BP (w/ affect embedding) 0.330 60.2%
ATL-BP (w/ affect and VGG-Face embeddings) 0.327 58.1%
down from 30 frames per second in our videos, in order to
save on processing time and storage space. We found that this
granularity was a good compromise between performance
and cost. The affect network uses each frame as an input
and the last-layer features are extracted as a vector of size
8192.
We use the Adam optimizer [19] with a learning rate of
3 × 10−4, β1 of 0.9 and β2 of 0.999. The standard batch
normalization [14] layers of ResNet-50 are used and fixed
throughout training.
b) Temporal Problem Outcome Prediction Model: For
each frame used, the feature vector fed into the LSTM is
φ(Xt) = ψ(Xt)⊕ ca(ρ(Xt))⊕ cv(ξ(Xt)). It is obtained by
first passing the affect and VGG-Face embeddings through
fully-connected layers ca and cv , reducing the dimensionality
of the features ρ(Xt) and ξ(Xt) (of sizes 8192 and 2622
respectively) to become 100-dimensional. We observe that
this dimensionality reduction stabilizes training and improves
performance. Second, the traditional facial analysis features
ψ(Xt) are concatenated to the affect and VGG-Face fea-
tures.We obtain a vector of size 149 for every frame Xt.
Next, an LSTM with two stacked layers is trained using
these features. Specifically, at each instant t we feed the
LSTM features φ(Xt). The LSTM is trained on the whole
video segments and outputs class probabilities for problem
outcomes. It is trained using the cross-entropy loss.
The Adam optimizer [20] is used for training. The param-
eters used for training are a learning rate of 3 × 10−5, 30
epochs, batch size of 1, and 200 hidden units.
We present results on the MathSpringSP+ dataset for
problem outcome prediction in Table II. Similar to [15] we
perform 5-fold cross validation on our dataset by randomly
shuffling video segments and constructing 5 different train
and test splits. The train splits contain 80% of the data
while the test splits contain the rest. We reproduce the
method described in [15] for comparison purposes and we
use the designated hyperparameters. Using this experimental
protocol, our method achieves a 45% increase in mean F-
score improving it from 0.228 to 0.330 as well as a increase
of 14% accuracy. We consider the mean F-score the best
metric to evaluate performance on this problem since the
dataset is unbalanced and we care about cases such as false
positives and false negatives for every class. It is computed
by first computing the individual F-score for all classes and
averaging over all classes.
We can see that both temporal modeling using an LSTM
and using deep embeddings achieve a marked increase in
performance on this experimental setup. Nevertheless, we
TABLE III: Results for problem outcome prediction on the
MathSpringSP+ dataset using leave-users-out splits
Method Mean F-Score Accuracy
Guess Predominant Label 0.102 55.9%
Joshi et al. [15] 0.182 41.9%
ATL-BP (w/o transfer learning) 0.270 50.3%
ATL-BP (w/ VGG-Face embedding) 0.246 51.8%
ATL-BP (w/ affect embedding) 0.251 54.0%
ATL-BP (w/ affect and VGG-Face embeddings) 0.246 56.4%
believe that this is a sub-optimal experimental setup that
cannot reliably measure generalization to new users since
videos from the same user can be shuffled in the training
and test set.
B. User Personalization
In order to test generalization to new users we need to
create a new leave-users-out experimental setup where users
are split into either the training or test set. In other words,
video from a user in the test set cannot be in the training
set such that we can measure how the system performs
when applied to an unseen user. This is a substantially more
challenging task since the network has to generalize to new
appearances and features. We suggest that all future research
on this dataset use this type of setup.
We create 5 leave-users-out splits and train different mod-
els for each split. We report the mean F-score and mean
accuracy in Table III for the “Guess Predominant Label”
benchmark, Joshi et al. [15] and our method with different
combinations of embeddings. We observe that the temporal
modeling improves results from [15] substantially. Note that
the performance increase relative to model using only VGG-
Face embeddings is modest in this scenario. We hypothesize
that the model has difficulties leveraging affect embeddings
in this setup since it does not have access to baseline levels
of expression for different users.
An effective real-time tutoring system would benefit from
personalizing its prediction system using initial data captured
from a specific user stream. People have different emotional
and expression baselines that can be learned using data
collected in a trial run of the system.
We propose a personalization scheme in which our system
can be tailored to individual users. We fine-tune the network
on the initial problems corresponding to 20% of the session
for users in the test set for 30 epochs. Our experiments
show that user personalization unlocks the potential of the
affect features, which show enhanced performance compared
to that of VGG-Face features in our ablation study. Our
full method achieves an increase of 50% in mean F-score
compared to the previous state-of-the-art as well as an
increase of more than 11 accuracy percentage points. Our
full method also outperforms variants of ATL-BP, which do
not use our proposed affect representation.
VI. CONCLUSION
After presenting the extended MathSpringSP+ dataset of
students answering math tutor problems we have shown that
by modeling the temporal structure of the videos we achieve
TABLE IV: Results for problem outcome prediction on the
MathSpringSP+ dataset after user personalization
Method Mean F-Score Accuracy
Guess Predominant Label 0.090 45.3%
Joshi et al. [15] 0.206 43.8%
ATL-BP (w/o transfer learning) 0.278 48.4%
ATL-BP (w/ VGG-Face embedding) 0.262 48.7%
ATL-BP (w/ affect embedding) 0.308 55.1%
ATL-BP (w/ affect and VGG-Face embeddings) 0.286 54.1%
a substantial increase in classification F-score and accuracy
compared to previous state-of-the-art in problem outcome
prediction. Additionally, using our proposed affect transfer
learning representation along with user personalization we
achieve a marked increase in performance over competing
methods. More generally, these promising results suggest
that leveraging affect representations might be valuable in
behavior analysis applications. Our final method achieves a
50% increase in mean F-score as well as a 11 percentage
point increase in accuracy compared to previous work.
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