Objective: We sought to determine whether hospital variations in surgical mortality were due to differences in complication rates or failure to rescue rates (ie, case-fatality rates in patients with a complication). Background: Wide variations in mortality after major surgery are becoming increasingly apparent. The clinical mechanisms underling these variations are largely unexplored. Methods: We studied all Medicare beneficiaries undergoing 6 major operations in 2005 to 2006: pancreatectomy, esophagectomy, abdominal aortic aneurysm repair, coronary artery bypass grafting, aortic valve replacement, and mitral valve replacement. We ranked hospitals according to risk-adjusted mortality and divided them into 5 equal groups. We then compared the incidence of complications and rates of failure to rescue between the top 20% of hospitals ("best") and bottom 20% of hospitals ("worst"). Analyses were conducted for all operations combined and for each individual procedure. Results: For all 6 operations combined, the worst hospitals had mortality rates 2.5-fold higher than the best hospitals (8.0% vs. 3.0%). However, complication rates were similar at worst and best hospitals (36.4% vs. 32.7%). In contrast, failure to rescue rates were much higher at the worst compared with the best hospitals (16.7% vs. 6.8%). These findings persisted in analyses with individual operations and specific complications. Conclusions: Reducing variations in mortality will require strategies to improve the ability of high-mortality hospitals to manage postoperative complications.
W
ide variations in mortality rates are becoming increasingly apparent. Prompted by these differences, numerous stakeholders have become involved in efforts aimed at reducing surgical mortality. For example, cardiac surgery has a long history of measuring and tracking surgical mortality rates in state or regional registries, such as The Northern New England Cardiovascular Disease Study Group. 1 Several states, including New York and Pennsylvania, publicly report cardiac surgery mortality. In noncardiac surgery, the American College of Surgeon's National Surgical Quality Improvement Project, reports risk-adjusted mortality to all participating hospitals.
While these programs provide valuable feedback to hospitals, they provide little insight into why mortality rates vary to such a great extent. Elucidating the clinical mechanisms underlying these variations is important to develop more effective quality improvement strategies. Many believe that high-mortality hospitals simply have higher complication rates. Indeed, many organizations, including the Centers for Medicare and Medicaid Services (CMS), focus quality improvement efforts on reducing complications. However, there is a growing body of evidence suggesting that complications and mortality are not related, ie, hospitals with high rates of complications do not necessarily have high mortality. Thus, there must be other explanations for the existing hospital variations in mortality. One such explanation may be that high-mortality hospitals may not be as proficient at recognizing and managing serious complications once they occur, a phenomenon known as failure to rescue. 2 We sought to determine whether variations in surgical mortality among Medicare patients are due to differences in the incidence of complications or differences in the success of managing complications once they occur, ie, failure to rescue. Using national Medicare data, we compared the rates of complications and failure to rescue across hospitals for 6 high-risk operations.
METHODS

Data Source and Study Population
We used the Medicare Provider Analysis and Review (MEDPAR) files from 2005 and 2006. The CMS maintains this administrative database using all claims that are submitted by hospitals for services provided to Medicare beneficiaries. Each patient record includes information on age, gender, race, admission and discharge dates, principal diagnosis codes, secondary diagnosis codes, procedure codes, and 30-days mortality.
Using the appropriate International Classification of Disease, Ninth Revision, Clinical Modification (ICD-9-CM) codes, we identified all patients aged 65 to 99 undergoing 1 of 6 major operations: pancreatectomy, esophagectomy, abdominal aortic aneurysm repair, coronary artery bypass grafting, aortic valve replacement, and mitral valve replacement. We selected these complex procedures because they are often the focus of quality improvement efforts, and they are each associated with substantial operative mortality.
Hospital Mortality
We first calculated risk-adjusted mortality at each hospital for all 6 operations combined. Our risk-adjustment model included the type of procedure, patient age, gender, race, urgency of operation, and comorbidities (C statistic: 0.77). Comorbidities were obtained from the secondary diagnosis codes using the methods of Elixhauser. 3 We used logistic regression to predict the probability of death for each patient. Predicted mortality probabilities were then summed for patients at each hospital to estimate expected mortality rates. Next, the ratio of observed to expected mortality was multiplied by the overall mortality rate for each operation to obtain the risk-adjusted mortality rate for each hospital. Similar techniques were used to determine hospital risk-adjusted mortality rates for each individual operation.
We then used hierarchical modeling techniques to adjust these mortality estimates for reliability. Using methods described previously, we generated empirical Bayes predictions of mortality for each hospital. 4 This technique explicitly measures and subtracts statistical noise from estimates of hospital mortality. For hospitals with low caseloads of a particular procedure, the mortality has lower reliability and is shrunk more toward the average mortality and vice versa for hospitals with high caseloads.
Complications and Failure to Rescue
Our primary outcome measures were complications and failure to rescue. We used specific ICD-9-CM codes to identify complications as previously validated by chart review in The Complications Screening Program. The following 8 major postoperative complications were identified in our study: pulmonary failure (518.81, 518. 4 The coding of surgical and medical complications, including those identified in our study, has been shown by others to be in good agreement when ICD-9-CM codes and the medical record were compared. 5, 6 We excluded myocardial infarction in our analysis of patients undergoing coronary artery bypass grafting because of the inability to assess the temporal relationship of an acute myocardial infarction to the operation. The overall complication rates using these methods have strong face validity and are consistent with previously published outcomes ( Table 1) .
The second outcome measure, failure to rescue, was defined as death in a patient with one or more of the defined complications. We determined the failure to rescue rate for hospitals by evaluating the proportion of deaths in patients who developed a postoperative complication (numerator) to the total number of patients who developed a postoperative complication (denominator).
Statistical Analysis
Patient characteristics and comorbidities were compared using 2 or analysis of variance where appropriate. We compared all outcomes between the 2 extremes of mortality (ie, top and bottom 20% of hospitals). When adjusting for reliability, the smallest hospitals, which contribute the least information, are shrunk toward the average and fill the middle quantiles. Thus, focusing on the 2 extremes compares the hospitals that contribute the most information-ie, hospitals that truly have good or bad performance. We first compared the incidence of complications and failure to rescue at hospitals ranked on overall mortality, with all 6 operations combined. We then compared the same outcomes for each individual procedure. We used multivariate logistic regression to compare the incidence of complications for each operation between the best and worst hospitals. We used similar techniques to assess the relationship between failure to rescue and hospital mortality for each operation. In these analyses, we adjusted for the nonindependence of patients within hospitals (clustering) by generating robust standard errors. Relative risks were determined from odds ratios using previously described techniques. 7 P values of Ͻ0.05 were considered significant in all final analyses. All statistical analyses were performed using STATA 10.0 (College Station, TX).
RESULTS
There were a total of 269,911 patients who underwent the 6 high-risk operations in our study. In comparing the patients in the "worst" (bottom 20%) and "best" (top 20%) hospitals, the patients tended to be of similar median age, gender distributions, and comorbidities. However, the low-mortality hospitals treated a consistently higher proportion of black patients. These findings were consistent when all operations were combined and for individual operations (Table 2) .
When considering all operations together, the risk-adjusted mortality rate varied 2.5-fold between the worst (bottom 20%) and best (top 20%) hospitals (Fig. 1) . However, complication rates between these groups of hospitals were very similar (36.4% vs. 32.7%) ( Table 3 ). In contrast, rates of failure to rescue were much higher at the worst compared with the best hospitals, with a nearly 3-fold difference (16.7% vs. 6.8%). For individual complications, the differences in the rates of venous thromboembolism (0.9% at the worst vs. 1.0% at the best), postoperative hemorrhage (5.8% vs. 6.0%), and surgical site infection (1.8% vs. 2.0%) were actually slightly higher in the best hospitals. When failure to rescue for individual complications was considered, there was a markedly increased risk in the worst hospitals compared with the best hospitals (Table 3) . Patients who developed surgical infections had the greatest increase in risk of failure to rescue (19.3% at the worst vs. 7.0% at the best), and the smallest risk was in patients with gastrointestinal bleeding (20.0% vs. 9.9%).
When considering individual operations, risk-adjusted mortality rates varied from nearly 2-fold for coronary artery bypass grafting to 3-fold for pancreatic resection between the worst and best hospitals (Fig. 2) . Complication rates were slightly higher at the worst versus best hospitals (Fig. 2 ). They were nearly identical for coronary artery bypass grafting (24.2% vs. 21.1%), but varied nearly 2-fold (40.8% vs. 22.4%) for pancreatectomy ( Table 4 ). The failure to rescue rates was again dramatically different between the worst and best hospitals (Fig. 2, Table 4 ). The largest difference was for pancreatectomy with a nearly 13-fold higher relative risk of failure to rescue between the worst versus best hospitals (50.8% vs. 4.0%). The smallest effect was for coronary artery bypass grafting with a 3-fold increase in the relative risk of failure to rescue (18.9% vs. 6.2%).
DISCUSSION
This study helps to explain why some hospitals have higher surgical mortality rates than others. For all 6 procedures, we found extensive variation in mortality across hospitals. The incidence of complications, however, varied to a much smaller extent. However, rates of failure to rescue varied markedly between the best and worst hospitals for all 6 operations. The largest difference was found with pancreatic resection, with a nearly 13-fold increased risk in failure to rescue in the high-mortality hospitals compared with low-mortality hospitals. Thus, failure to rescue may be more important in explaining variation in mortality rates than the incidence of surgical complications.
It may seem obvious to surgeons that hospitals with high mortality would also have high complication rates. Consistent with 
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this rationale, several studies have found that higher mortality rates at poorly performing hospitals are due to more frequent complications. 9, 10 However, there is a growing body of evidence showing that the incidence of complications and mortality are not correlated at the hospital level. [11] [12] [13] For example, a retrospective study of coronary artery bypass grafting using national hospital discharge data, found that after adjusting for patient severity, there were no correlations between hospital complication rates and hospital mortality rates.
14 Others have demonstrated that patient characteristics (ie, age, gender, race, and comorbidities) correlate with complications, while hospital factors are more closely correlated with hospital mortality. 15 Our present study is consistent with this prior work, revealing very little variation in complication rates between hospitals with the best and worst risk-adjusted mortality.
These findings lead to an obvious question: If high-mortality hospitals do not have higher complications rates, what accounts for their high mortality? The answer is that high-mortality hospitals are not as good at recognition and management of complications once they occur. Silber et al coined the term "failure to rescue" to describe the relative ability of hospitals to manage complications. 2 The original description of failure to rescue was based on 2 relatively low-mortality operations-open cholecystectomy and transurethral prostatectomy. Even so, there was a significant association between failure to rescue and variations in mortality. More importantly, the authors found that failure to rescue was independently associated more with hospital characteristics than patient factors. Most surgeons would argue, however, that these operations are relatively low risk and thus using any measure of mortality is less relevant in distinguishing hospital or surgeon quality. We build upon this work by performing a systematic evaluation of and demonstrating the importance of failure to rescue for 6 high-risk procedures in the national Medicare population.
The factors underlying failure to rescue have yet to be determined. Multiple hospital level resources could relate to failure 
FIGURE 2. Mortality (A), complication (B)
, and failure to rescue (C) rates for 6 major operations.
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to rescue, such as nurse to patient ratios, hospital size, presence of certified intensivists, availability of cardiac catheterization laboratories, or high-technology equipment. The successful rescue of a patient who develops a postoperative complication relies heavily on hospital systems and teamwork. The sequence of events following the development of a complication, such as a pulmonary embolism, can be very different depending on whether established hospital pathways or communication systems exist. For example, a nurse's role in identification of a hypoxic patient with dyspnea is an integral sentinel event in the management of this complication. The nurse must then communicate his/her findings to the surgeon effectively and ensure that timely intervention or reassessment occurs. Further, the availability of adjunctive radiologic studies and timely availability and administration of intravenous heparin are some examples of hospital resources and health care team systems that can make the difference between a positive or negative outcome. The importance of such factors has been established in the literature. For example, Friese et al found a 37% increased odds of death for patients undergoing oncologic surgery in hospitals with poor nursing environments. 16 These are just a few examples of possible factors that may influence the ability of hospitals to rescue patients from complications.
Our study has several important limitations. First, the use of Medicare data limits our analyses to patients aged 65 and older and thus threatens the generalizability of our results. However, elderly patients account for a large proportion of patients who undergo most of the operations included in this study. Second, adequate risk adjustment is a limitation in any study using administrative and claims data. 17 ,18 Although we could not completely rule out confounding from unmeasured patient characteristics, this would only bias our results toward the null hypothesis--ie, finding large differences in complication rates. Further, we do not believe this would significantly threaten our conclusions because the differences identified in our study are so large that they could not be explained solely by differences in patient severity. Third, administrative data are well-known for their inaccuracy for coding complications. Therefore, we chose a subset of previously validated complications that have a high sensitivity and specificity. 5 Finally, surgical mortality rankings alone are limited in their ability to discriminate between high-and low-quality hospitals due to the relatively small sample sizes for each operation. This holds especially true for operations with lower hospital caseloads, such as pancreatectomy and esophagectomy. However, we adjusted for reliability using hierarchical modeling, thus ensuring that the top and bottom mortality quintiles truly represent the best and worst performing hospitals.
Our findings may have important policy implications. The established target of current quality improvement policies, such as the Surgical Care Improvement Project or the CMS "never events," is the reduction of postoperative complication rates. While these policies may result in measurable benefits, the ultimate goal of decreasing variations in mortality rates may not be realized. Our findings imply that future policies and efforts may need to be aimed at the timely recognition and management of complications once they occur. For example, policies aimed at improving nursing work environments or establishment of nurse to patient ratio benchmarks may prove essential. Other potential policy efforts could include the presence of certified intensivists in intensive care units or increased funding to poorly performing hospitals to improve hospital systems and technology. There remains significant room for continued research into the mechanisms underlying a hospital's ability to successfully rescue patients from complications. Ultimately, future clinical and policy efforts will need to place increased emphasis on improving failure to rescue rates at high-mortality hospitals.
Discussions
DR. DAVID R. FLUM (SEATTLE, WASHINGTON): You found that while complication rates did not vary that much, the failure to rescue patients who experienced a complication varied considerably. What is the message? Better hospitals may not experience fewer complications, but they handled them in such a way that patients do not die as often, and the converse is true at worse hospitals. I accept the exploration into what works and what could be done better, but I caution the interpretation of these very limited and accrued data. Furthermore, I have some questions about whether the construct of the study really created the results you obtained. Let me give you an example. Billing codes contain no clinical detail. The description of a complication is made using diagnostic codes that a biller puts on a chart and these are notoriously correct. The validation studies that you cited found that the sensitivity of these things is in the range of 50%. I think the positive predictive value is less than 50% for administrative billing codes for almost all of those complications. For pneumonia, it is somewhere around 30% and 35%, and this is one of the outcomes you examined. This leads me to my first We selected a subset of complications from that project that had sensitivities that were a little bit higher than the overall sensitivities that you alluded to. Also, we performed some preliminary analyses using National Surgical Quality Improvement Project data, which we know contains very robust, clinically detailed information, and found similar results. Next, your suggestion of performing further subset analyses is an excellent one. I think this work is in its preliminary stages, and those would be some excellent areas for us to further examine and understand. In response to your last question, regarding how we can improve failure to rescue, identifying the mechanisms underlying this phenomenon is the ultimate goal of our work. There are 2 aspects of healthcare delivery that could account for differences in rescue rates. First, evidence based processes of care aimed at the timely and effective management of postoperative complications could prove critical. One such example is the Surviving Sepsis Campaign. Second, hospital structural resources, such as nurse to patient ratios or the presence of dedicated ICU intensivists may also contribute to the ability of hospitals to effectively rescue patients from complications. I believe that all of these factors together could improve our management of critically ill patients or complex patients following major surgery. There is clearly much work to be done and this is where I plan to focus my future research endeavors.
KEITH D. LILLEMOE (INDIANAPOLIS, INDIANA):
One of your senior authors, Dr. Birkmeyer, showed data almost identical for high-volume versus low-volume hospitals with respect to outcomes. Does your analysis allow you to look at the volumes of the hospitals that fall into the good performer and the poor performer categories? And, to follow-up on Dr. Flum's questions, what characteristics are you able to identify with respect to the hospitals such as leading leapfrog criteria related to ICU, surgical training programs, and other important matters? DR. AMIR A. GHAFERI (ANN ARBOR, MICHIGAN): We recently examined the volume outcome effect with respect to failure to rescue. We found an inverse relationship between hospital volume and failure to rescue. That is, high-volume hospitals are better at recognizing and managing complications, and thus have lower failure to rescue rates. With regards to your second question, we are in the process of evaluating hospital level factors that may influence failure to rescue. With administrative data we have the ability to study some hospital characteristics such as hospital teaching status, hospital size, and nurse to bed ratios, using the American Hospital Association survey. We are also seeking collaborative efforts with the Leapfrog Group to use detailed ICU staffing data to further understand its relationship with rescue rates.
DR. GEORGE F. SHELDON (CHAPEL HILL, NORTH CAROLINA): It seems that failure to rescue is a differential between level I and level II trauma centers. Maybe we are really seeing something across the spectrum of illnesses that surgeons take care of that might point toward achieving better results. I have 2 questions. First, what was your postoperative follow-up period? Second, because of some of the complexity of the quintile classifications, I suspect that you probably ought to look beyond the hospitals at the socioeconomic status of the patients.
DR. AMIR A. GHAFERI (ANN ARBOR, MICHIGAN):
To answer your first question, these are all 30-day or in hospital outcomes. As far as looking at other factors, I agree. I think trying to classify hospitals by the areas or regions that they serve may also help shed some light on factors that influence failure to rescue. DR. MARTIN J. HESLIN (BIRMINGHAM, ALABAMA): Were you able to stratify by academic versus private hospitals and would that make a difference? Second, is there any way to look at the data based on whether or not a medical emergency team was present and does that make a difference in the ability to rescue? As our residents are stressed further with work hour limitations and clinical responsibilities, can you define each hospital's rescue mechanism? DR. AMIR A. GHAFERI (ANN ARBOR, MICHIGAN): As I alluded to earlier, we have begun to evaluate hospital characteristics such as teaching status. Some preliminary analyses show no significant difference between teaching and non-teaching hospitals, which came as a surprise to us. One would think that large, academic institutions may have more resources available, and thus improved rescue rates. However, these analyses are preliminary in nature and we will continue to investigate this further. As for the emergency response teams, I think that is an excellent point and a great area to explore with primary data collection. The future directions of this work would naturally lead to visits to hospitals with excellent rescue rates to learn what they do differently. What sort of systems do they have in place? Do they have rapid response teams? Do they help? Essentially, what are the other factors that we can not elucidate from administrative data?
