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ABSTRACT

Information and communication technologies hope to revolutionize the
healthcare industry with innovative and affordable solutions with a focus on
pervasive care. Wearable sensors products can provide monitoring in a natural
environment with a constant stream of information, enriching healthcare practices
and enabling better pervasive care.
Wearable sensor technologies could monitor patients’ mobility, gait,
tremor, daily activity and other health indicators in real time that could allow for
simple, non-invasive, tracking of spine care that may lead to increased patient
engagement, integration, feedback, post-surgery analysis, monitoring of patient’s
condition, patient’s data extraction and analysis and possibly aiding in better
diagnosis, intervention, adherence to treatment for the betterment of quality of
care.
This research focuses on the assessment of technology adoption potential
of medical devices particular to tracking the mobility of patients of neurosurgery
and orthopedics.
Wearable medical devices that track the mobility of patients after spinal
procedures could help surgeons in providing post-operative care, analysis of
treatment outcomes and patient mobility. The assessment of those devices by
physicians is a complex process associated with various perspectives and
criteria.
i

Therefore, the objective of this research is to assess the potential for
technology adoption of those wearable medical devices through development of
a hierarchical decision-making model (HDM) that incorporates the relevant
perspectives and criteria encompassing the needs of hospital neurological
surgery and orthopedics departments.
The proposed research builds on an existing body of knowledge
researched through literature review and background of the field and expands
the health technology assessment field by implementation of a holistic,
comprehensive and multi-perspective approach to technology assessment in
wearable sensor products adoption for pervasive care in neurosurgery and
orthopedics.
The Hierarchical Decision Model (HDM) approach is used to break the
problem down into hierarchical levels and then calculate the alternatives using
pairwise comparison scales and a judgment quantification technique.
Inconsistencies, disagreement, sensitivity and scenario analysis are performed
as well. HDM research software is created with Ruby and R to facilitate the
computation of some of these important model parameters to higher precision
than is available in current statistical analysis software packages or extensions
targeted for decision making. Patient perspective dominates as the main
perspective for the technology adoption potential of wearable devices for
pervasive care in neurosurgery and orthopedics, followed by technical and
financial perspectives. Valedo, a wearable device aimed to relieve back pain
ii

through exercises, motivation and mobility tracking, received the highest ranking
for adoption potential, while other devices also received high relative scores. The
framework could serve as a supplementary technology assessment tool and
could be tested in other settings: private, small clinic etc. with the experts and
special needs of physicians in particular healthcare departments.
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CHAPTER 1. INTRODUCTION
In the age of information and technology, rapid and meaningful
assessment, diffusion and adoption of technology is the key for progressive
improvements in society overall and especially in the healthcare industry.
Pervasive care technologies in healthcare need to be used to their fullest
potential for the improvement in healthcare quality and enhancement of clinician
productivity with the ultimate goal of patient satisfaction.
Sometimes, we rarely think about how we assess technology and why do
we choose to adopt one technology over the other as well as what makes us
acquire it, stick with it, or trade it for a better one, and how we decide what is
“better” and the aspects of a “better fit”. Constant advancements in technology
and information systems have to satisfy consumers and users of the system from
the technical point of view and from an organizational and interpersonal
viewpoint. With constant competition of information systems driving the progress
of society, the need for improvements in analysis and methodologies in
technology adoption is apparent and crucial.
Some of the main challenges of this century in healthcare technology
assessment, mostly characterized by researcher Banta (2003), have been
outlined as: 1) technology is associated with the ageing population and increased
demands; 2) clinicians and researchers have produced growing evidence of poor
quality of care, use of ineffective and untested technology; overuse and

1

inappropriate use of technology; 3) cost-driven decision-making in policy and
others.
On the positive side, the development of information and communication
technologies with hopes to revolutionize the field of healthcare and provide
efficient, innovative and affordable solutions is on the rise with a combination of
cutting-edge technology and clinical knowledge creating a new dimension of
health and social care (Banos et al. 2014). The latest report by StartUp Health
listed $6 billion in investment in digital health for 2015 with the top active markets
of patient/consumer experience with a focus on prevention and savings;
wellness/benefits; workflow; personalized health/quantified self; medical device;
e-commerce; and big data/analytics (StartUp Health 2015).
The healthcare scene is changing through enhanced monitoring of the
evolving continuum of care, emergence of mHealth (practice of medical and
public health supported by mobile devices; remote health monitoring and growth
of wearable sensors). Ubiquitous and pervasive healthcare, terms sometimes
used interchangeably, related to encompassing healthcare services in a system
providing healthcare to anyone, at any time, and anywhere by removing the
restraints of time and locating and increasing the coverage and the quality of
healthcare, will have significant implications for chronic disease treatments with
wearable sensors being physically and technologically flexible to monitor
subjects in their natural environment and provide a rich stream of information,
transforming the practice of medicine (Rodgers et al. 2015; Park 2011).
2

Wearable sensors provide monitoring in a natural environment with the stream of
information, enriching healthcare practices and enabling better pervasive care.

3

CHAPTER 2. LITERATURE REVIEW
2.1. Technology Assessment
The area of management of technology called technology assessment
was first developed in the late 1960s in the United States and has its origins in
the policy needs of U.S. Congress and for the purposes of assisting in public
policy decision making. Joseph Coates in 1974 defined technology assessment
as “the name for a class of policy studies which attempt to look at the widest
possible scope of impacts in society of the introduction of a new technology. Its
goal is to inform the policy process by putting before the decision maker an
analyzed set of options, alternatives and consequences” (Coates 1974; Tran and
Daim 2008). However, as the technology assessment evolved in the research
and public decision making community, the meaning of technology assessment
for companies differed from one of “technology readiness” in the policy setting,
but was more anticipatory as far as accepting the effects of the outside world on
the activities of the companies i. e. “inverted technology assessment” (Tran and
Daim 2008).
Taxonomic review of methods and tools in technology assessment has
been done in 2008 by researchers Tran and Daim, becoming a great reference
for the TA approaches in public vs private domain. Table 1 below lists the
approaches and methods review in this paper (Tran and Daim 2008).
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Table 1 Technology assessment approaches and methods in public vs private
domain (Tran and Daim 2008).
Technology assessment approaches and methods
in public domain
in private domain
Structural modeling and system
Cost benefit methods
dynamics
Impact analysis
Decision analysis
Scenario analysis
Measures for technology
Risk assessment
Roadmapping
Decision analysis
Scenarios and Delphi
Environmental concerns and
Surveying, information monitoring,
integrated technology assessment
new technology
Mathematical and other synthesis
Emerging technologies
methods

2.1.1. System dynamics and structural modeling
Computer-based structural modeling techniques were studied by Linstone
and Watson (Watson 1978). Those include Interpretive Structural Modeling
(ISM), ELECTRE, SPIN, IMPACT, KSIM, XIMP and QSIM. ISM is a computeraided method, where for the purposes of technology assessment, a graphical
representation of system composition and structure is reflected (Linstone et al.
1979). Bimodal System Dynamic Approach as a “product of two principal forces:
evolutional momentum and decision-based formation” was introduced by Keller
and Ledergerber (Keller and Ledergerber 1998). The process consisted of a fourstep procedure (Keller and Ledergerber 1998):
1. Description of possible application of technology, regardless of fears and
desires
5

2. Description of the spread and impact of individual applications under the
bimodal assumption
3. Creation of hypothesis regarding the impact of decision-based alternative
scenarios
4. Determining of the probable spread and impact of the individual
applications according to the hypothesis and alternative scenarios

2.1.2. Impact analysis
Comprehensive impact assessment techniques have been described by
Coates in 1974 and include 10 components according to the author (Coates
1974):
1. Problem/technology/issue or project at hand definition;
2. Definition of alternatives that need to be considered
3. Impacts identification
4. Evaluation of impacts significance
5. Identification of decision apparatus and components’ responsibilities
6. Identification of decision options and alternatives
7. Identification of parties at interest/stakeholders (additional consideration)
8. Identification of macro technological alternatives (additional consideration)
9. Identification of exogenous factors (additional consideration)
10. Conclusions and recommendations.
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The research paper also described Delphi technique, trend extrapolation,
morphological analysis, decision and relevance trees, economic techniques
(input-output analysis, cost-benefit analysis, “at least” method, system analysis
techniques, simulation, modeling, etc.

2.1.3. Scenario analysis and Delphi
Scenario analysis is a well-established and adopted research method
particularly in the management field for the purposes of technology assessment
(Tran and Daim 2008; Brent 2012; Coates 1974; Bianco et al. 2014). Coates also
described scenarios as a way to systematically develop complex statements for
exploring future implications [of future world states] (Coates 1974). Researchers
Miller and Waller described the major strength and weaknesses of the approach,
which:
1. takes a top-management as well as firm-wide perspective;
2. strives to handle the complexity of the external environment;
3. sidesteps reducing qualitative wealth into quantitative data (Miller and
Waller 2003).
The major steps are identified as:
1. Framing of the issues;
2. Identification of participants and solicitation of inputs;
3. Drawing a picture of what is known;
4. Adding uncertainties to the picture;
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5. Sketching out possible paths;
6. Testing for plausibility;
7. Anticipation of interactive dynamics;
8. Formulation of strategies (Miller and Waller 2003).
Scenario analysis has been widely used in environmental and
sustainability management (Liu et al. 2007; Ferng 2009; Pallottino et al. 2005);
performance measurement (Buytendijk et al. 2010); energy management (Bianco
et al. 2014; Zhang et al. 2012). In healthcare, however, scenario analysis is used
in pandemic management (van Genugten et al. 2003); management of
requirements of patients with mental health problems (Bierbooms et al. 2011).
Delphi techniques are widely adopted in many studies due to strong
validity in management fields (Tran and Daim 2008). A recent study in assessing
Delphi panel composition for strategic foresight aims to bring light to a
controversial issue for critical reflection and revealed that there are several
significant differences between two internal and external panels’ evaluation,
leading to varying consultation practices for different strategic purposes (Förster
and von der Gracht 2013).
Meesapawong, Rezgui and Li explored adapted orientation for future
innovation using a combined three-round Delphi and AHP approach applied in
Thailand (Meesapawong et al. 2014).
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2.1.4. Risk assessment
Risk assessment of new technology investments has been researched in
the 80s and incorporated mostly financial investment criteria like payback period,
return on investment for quantification of the risks and intangibles associated with
high-technology investments (Hundy and Hamblin 1988).
Risk assessment of technology development has been applied in various
capacities in many industries, thus, Alan Wilhite introduced a methodology for
incorporating risk analysis and technology assessment in the evaluation of
research and development projects for NASA (Wilhite 2004). He explained risk
as composition of uncertainty and consequences and with the risk matrix and
incorporation of NASA technology readiness levels (9TRLs) assessed technology
risk using Analytical Hierarchical Process (AHP) (Wilhite 2004).
Risk assessment has been widely used in natural disaster preparedness
and management (Cyranoski 2012) and healthcare (Linder and Sexton 2011;
Ideker et al. 2011).

2.1.5. Multi-Criteria Decision Analysis (MCDA)
Multi-Criteria Decision Analysis (MCDA) is defined as “a set of methods
and approaches to aid decision-making, where decisions are based on more
than one criterion, which make explicit the impact on the decision of all the
criteria applied and the relative importance attached to them” (Devlin and Sussex
2011).
9

Decision analysis has been explored by the U.S. Office of Technology
Assessment (OTA) and the roots of this practice are in psychology (how people
decide and can they be helped to do it more effectively), engineering
(construction of systems that are able to interact with decision-makers efficiently)
and management science (efficient execution of decision process) (Merkhofer
1982). Decision analysis application could be broken down into some main parts:


decomposing the decision problem into its basic elements



quantifying each element



applying principles of normative decision theory for identification of
logically consistent alternatives (Merkhofer 1982).
Decision-focused technology assessment process has been presented by

Merkhofer as a top-down process starting with problem definition, then
alternatives generation, deterministic analysis, probabilistic analysis,
informational analysis and policy evaluation with the loop of information
acquisition and model refinement after informational analysis and deterministic
one (Merkhofer 1982).
Multi-criteria decision analysis (MCDA) methods are becoming more noted
in the literature since the scale and complexity in decision-making grows (Diaby
et al. 2013; Goetghebeur et al. 2012; Russo and Camanho 2015). Cunningham
and van der Lei introduce an approach closely related to MCDA called exchange
modeling with improved prescriptions for strategy in the environment of
converging technologies (Cunningham and van der Lei 2009).
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Researchers Thokala and Duenas (2012) analyzed MCDA approaches
and compared them to NICE (National Institute for Health and Clinical
Excellence). According to Thokala and Duenas (2012), MCDA process consists
of certain stages:
1. Problem structuring (alternatives, key issues, goals, constraints,
uncertainties)
2. Capturing evidence (literature review, build models, stakeholder meetings,
conduct surveys)
3. MCDA modelling (define criteria, choose relevant MCDA method,
performance scale values, elicit weights, aggregation)
4. Deliberation (information synthesis, sensitivity analysis, robustness
analysis, challenging intuition).
Recent research advocates incorporating MCDA into HTA (Devlin and
Sussex 2011). Simple linear aggregation is a common MCDA approach. In this
method each score on each criterion is multiplied by its weight and then the
weighted scores are summed for the overall score of that option and possibly
compared with other options (Devlin and Sussex 2011).
More complex approaches include Analytic Hierarchy Process (AHP);
Multi-Attribute Utility (MAU) Theory and Outranking and Data Envelopment
Analysis (DEA) (Devlin and Sussex 2011; Thokala and Duenas 2012).
In healthcare, MAU is mostly used to estimate weights or ‘utilities’ for
health states according to generic patient reported outcome measures, where the
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health states comprise different levels through different health criteria
dimensions; while DEA is a technique more commonly used to measure the
efficiency of hospitals (Devlin and Sussex 2011).
2.1.5.1. Outranking approach
Outranking approach is based on the general concept of dominance and
utilizes outranking relation – comparison of performance score on individual
criterion for the purpose of determining which alternative outranks the other on
that criterion) on a set of alternatives with pairwise comparisons for estimation of
concordance and discordance indices (Thokala and Duenas 2012).
ELECTRE as a method for choosing the best action(s) from a given set of
actions was first proposed by Bernard Roy in 1965. The acronym ELECTRE
stands for ELimination Et Choix Traduisant la REalit´e (ELimination and Choice
Expressing the Reality (Figueira et al. 2005). Over the decades versions
ELECTRE I (the meaningful compensation method, based on substitution rates
with the ability to fix a minimum and maximum value for each one and define a
set of embedded fuzzy relations) , ELECTRE II (the method that deals with the
problem of ranking actions from the best option to the worst), ELECTRE III (use
of pseudo-criteria and fuzzy binary outranking relations) and ELECTRE IV
(ranking actions without using the relative criteria importance coefficients;
equipping embedded outranking relations framework) were developed (Figueira
et al. 2005).
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PROMETHEE (Preference Ranking Organization METHod for Enrichment
Evaluations) is another multi-criteria decision analysis (MCDA) outranking
technique with the main distinction of the utilization of the generalized criterion
functions with the purpose of the facilitation of inclusion of the inherent
uncertainty in the criteria performance values in the process of decision analysis.
General process sequence for PROMETHEE, according to Hyde et al. (2003) is
the following:
1. identification of the final decision makers, actors and stakeholders;
2. criteria selection;
3. formulation of the alternatives;
4. weighting the criteria;
5. assessment of the performance of alternatives against the criteria;
6. selection of the generalized criterion function and associated indifference
and preference values for each criterion;
7. applying PROMETHEE;
8. sensitivity analysis;
9. final decision.
Despite the inclusion of generalized criterion, researchers note that
potential sources of considerable uncertainty remain, when PROMETHEE is
utilized for a decision analysis problem, which could result in lack of consensus
among the actors and diminished confidence in the decision analysis outcome
(Hyde et al. 2003; Thokala and Duenas 2012).
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GAIA (Geometrical Analysis for Interactive Assistance) is a descriptive
extension of the PROMETHEE methods, which provides the decision maker with
a two-dimensional graphical representation of the multi-criteria problem,
however, the loss of information resulting from the principal components analysis
of this method can result in inconsistencies in rankings with PROMETHEE.
Researchers are working on improving GAIA’s limitations and overall decision
making with PROMETHEE and GAIA (Hayez et al. 2009).
2.1.5.2. Value measurement
Value measurement approach represents evaluation interventions, which
are based on overall benefit score, which is estimated as the weighted average
of the criteria (Marsh et al. 2014). Value measurement models consist of the
following steps (Thokala and Duenas 2012):
1. preference modeling – constructing the performance levels of
alternatives on all criteria shown;
2. measurement of the importance of different criteria by using gain
associated with replacing the worst outcome with the best outcome;
3. assigning the weights independently of the alternatives for the purposes
of consistency across the comparisons with scores for each criterion
being assigned to each alternative;
4. normalization of weights (interpretation of each criterion as proportion of
total weight;
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5. aggregation of partial value functions, while taking into account the
relative importance of different criteria.
The following methods are based on value measurement approaches:
AHP, additive aggregation (weighted sum methods), MAUT, programme
budgeting and marginal analysis (PBMA) (Mühlbacher and Kaczynski 2016).
New research is emerging in the area of fuzzy multiple criteria decision
making, such as the study of measuring the value of patents (Wang and Hsieh
2014). The researchers use AHP and fuzzy survey after the criteria have been
extracted by factor analysis.
2.1.5.3. Goal programming
Goal programming explores derivation of the alternatives that are closest
to reaching the pre-defined desirable levels of achievement for each criterion
(Marsh et al. 2014). Goal programming incorporates a mathematical formulation
of the satisfactory heuristic (Mühlbacher and Kaczynski 2016). The satisfaction
model in goal programming is directed towards achieving satisfactory levels of
performance for each of the criteria according to the criteria preferences in the
order of importance; and the algorithm is used to identify the alternatives that
satisfy goals in a certain priority order (Mühlbacher and Kaczynski 2016). Some
main examples of goal programming approaches are TOPSIS (Technique for
Order of Preference by Similarity to Ideal Solution) and Data Envelopment
Analysis (Thokala and Duenas 2012; Mühlbacher and Kaczynski 2016). One of
the drawbacks of this method is possible significant computation time.
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2.1.6. Cost benefit analysis methods
Cost-benefit analysis methods are popular in economic and financial
analysis literature worldwide and overall the keyword “cost-benefit analysis
methods” yields 1,623,463 results in the current PSU library database. While
studying assessment of technologies for obtaining advanced engineering
technologies, Gagnon, focused on the discounted cost-benefit ratio and net
present value (Gagnon 1991).
Recent research of measuring the effectiveness of R&D has been based
on the evaluation approach called the Technology Value Pyramid (TVP), which
from bottom-to-top consists of:
1. Foundation layer: Asset value of technology – practice of R&D Process to
Support Innovation;
2. Strategy layer: Portfolio Assessment: Integration with Business;
3. Outcomes layer: Value Creation (Schwartz et al. 2011).
Through their study with application of TVP they identified top metrics by
innovation game (new & improved: standalone; pushing the envelope: integrated
systems; consumer products; services) and TVP level (value creation, strategy
and foundation) (Schawartz et al. 2011). The top ranking ones in outcome were
financial return, gross profit, market share, projected value of pipeline, and IP
management; the top five metrics in strategy: financial return, projected value of
pipeline, gross profit, R&D investment/sales and strategic alignment; and the top
metrics in foundations were IP management, people development, creativity and
cost versus budget.
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2.1.7. Roadmapping
Management of technology field has been widely employing Roadmapping
as an emerging effective tool of forecasting and planning management (Tran and
Daim 2008). Technology roadmapping is a powerful and flexible technique that
supports technology management and strategic planning with explorations of
dynamic linkages between technological resources, organizational objectives and
changes in external environments as well as identifying new opportunities for
achieving desired outcomes (Daim and Oliver 2008; Amer and Daim 2011;
Carvalho et al. 2013).
Researchers Daim and Oliver studied the implementation of technology
roadmaps at a federal agency in the areas of transmission, renewables and
energy policy (Daim and Oliver 2008). The researchers identified important
stages like technology gap analysis; identification of technology candidates;
evaluation and prioritization of technologies; roadmapping of technologies and
allocation of resources to the R&D programs or acquisition of technologies (Daim
and Oliver 2008).
A recent study by Lee, Kim and Phaal in technology roadmapping
extended research in suggesting opening of communication channels to improve
credibility of TRMs (Lee et al. 2012).
Geum et al. (2011) explored the application of technology roadmapping for
technology-based product service integration and proposed the typological
configurations of integrated roadmaps. Researchers showed the benefits of their
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application of technology roadmapping in the case of U-healthcare service – a
new paradigm in medical care with ubiquitous sensor network through mapping
relationships between product & service characteristics of technology (Geum et
al. 2011).
Fleischer and others describe methods used for assessing emerging
technologies like Life Cycle Analysis and Materials Flow Analysis and make the
case for using roadmapping for assessment of the emerging nanotechnology
(Fleischer et al. 2005).
Another group of researchers used multi-level perspective (MLP) as the
basis theoretical framework with the combination of methods from fields of
foresight, impact assessment, simulation modeling and societal embedding
(Auvinen et al. 2014). Their decision-making diagram consists of 5 main process
categories (Auvinen et al. 2014):
1. Identification of the decision-making situation
2. Analysis of the socio-technical system
3. System transition roadmap: vision paths and policies
4. System dynamics modeling and simulations
5. Interpretation of the results

2.1.8. Mathematical and synthesis methods
One of the early examples of mathematical and synthesis methods was a
study by Sharif and Sundarajan, in which they presented a quantitative model for
the multi-criteria technology selection process with the inclusion of socio18

economic and technological factors (Sharif and Sundararajan 1983). Also,
researchers Grupp and Hohmeyer developed a technometric model for the
assessment of technological standards and their application to selected
technology-intensive products (Grupp and Hohmeyer 1986).
The use of bibliometrics and patent analysis has been researched by
Daim et al. and shown in case studies of fuel cell, food safety and optical storage
technologies (Daim et al. 2006).
The use of structural modeling (SM) techniques has been analyzed and
applied already in 1979 by Linstone and others looking at seven specific methods
involving diagrams and matrices, specifically: Interpretive Structural Modeling
(ISM); ELECTRE – computerized algorithm for ranking a set of alternatives;
computerized structuring tool called SPIN; IMPACT; KSIM, XIMP and QSIM
(Linstone et al. 1979).
Shen et al. proposed a technology selection process integrating fuzzy
Delphi method, analytic hierarchy process and patent co-citation approach (PCA)
in the case of selection of the organic light emitting diode (OLED) technology in
Taiwan (Shen et al. 2010).
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2.2. Healthcare Technology Assessment

2.2.1. History and main objectives of HTA
Healthcare Technology Assessment (HTA) has been developing as a field
for a number of decades, blooming around addressing questions concerning
technology, benefits, costs and quality of care. In the United States, the historical
beginnings of healthcare technology assessment could be traced to 1975 - to the
establishment of a health program in the Congressional Office of Technology
Assessment (OTA) (Battista et al. 1994). In 1994, David Banta analyzed eight
industrialized countries: Australia, Canada, France, Germany, the Netherlands,
Sweden, the United Kingdom and the United States in order to learn about
technology assessment in their management of healthcare (Banta 1994). He
noted the advancements in basic research in healthcare, producing new
knowledge about biological mechanisms of the human body and its malfunctions
in disease, however, Banta stressed that paths of technology development and
interventions in basic research have not been satisfactory as a policy tool.
Researchers Jonsson and Banta analyzed the Swedish healthcare system
and gave high remarks to the health technology assessment in that country,
since technology assessments performed by the Swedish Council of Technology
Assessment in Health Care (SBU) are not just clinical or outcome assessments,
but also “analyses of the nature of particular problems in Swedish society and
evaluations of context and technology from diverse standpoints (including social
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and economic)” (Jonsson and Banta 1994). There, technology assessment was
introduced with two main objectives:
1) to speed the diffusion and use of medical technologies with proven safety,
efficacy and effectiveness in order to ensure broad and even access to the
technology;
2) to monitor the not-yet-assessed technologies whose policy implications
are not yet understood in order to replacement and/or phasing out of
useless, less effective or potentially harmful technologies (Jonsson and
Banta 1994).

2.2.2. Problems in technology diffusion in healthcare
The diffusion of new technology in healthcare culminates with the
attainment of an appropriate level of use for the technology or with abandonment
of it, since if the new technology appears to be of value, clinician’s use of it gets
transferred onto patients, who become familiar with it and may ask for it (Banta
1994).
Banta presents various case studies discussing the way each country
dealt with the technologies, benefits and costs and revealed the forces at work in
the process of technological diffusion (Banta 1994). He also did a number of
exploratory studies of technology assessment on technologies like minimally
invasive therapy (MIT), which is based on developments of endoscopy, vascular
catheters, imaging devices, and related technologies (Banta 1993). In the other
paper on MIT, Banta, Schersten and Jonsson stress that complexities of new
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technologies and procedures associated with them there is a need for quality
assurance, set protocols, collection and analysis of data with the goals of care
being explicitly spelled out (Banta et al. 1993). According to the researchers, data
system with example of minimally invasive therapies must include:


information about the operation (or therapy);



information on nursing after the procedure;



information about home care (follow-up);



information on complications



information on satisfaction/patient complains



feedback loop to encourage evaluation and learning (Banta et al. 1993).
Communication is essential to assure proper care and follow-up and new

means of communication and additional training, introduction of alternatives and
full information on benefits, risks and costs need to be implemented in a system
to ensure correct output to the system and outcome (Banta et al. 1993). Policies
towards medical technologies may appear in various forms depending on the
organizations that apply them (from research institutions, medical facilities,
management to TA organizations and mass media) and include experiments,
publications, education and training, planning, budgets, investment control,
certifications, payment, evaluation (technical assessment) and consumer
information (Banta et al. 1993).
In a different paper on the assessment of technology with outlined
procedures, the author states that the effectiveness of any new procedure should
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be established by well-controlled clinical trials and the evaluation of that
effectiveness has to be a part of the diffusion process of any procedure and
finally the effective, or better even – cost-effective procedure may be a part of the
healthcare system (Banta 1993). The researcher concludes that the lack of an
evaluation strategy in healthcare stunts the development of cost-effective
innovation in medical practices (Banta 1993).
Looking at the technology diffusion in selected cases, the reality of it
demonstrates that with the uncertainties of effectiveness or cost-effectiveness of
technology, the diffusion of it matters on the grounds of encouraging or
discouraging it (Banta and Vondeling 1993). The researchers apply a simple
model to the data available and perform certain steps:
1. Assessment of the current diffusion pattern of each case and mapping it to
three situations:
a. hardly diffused in the healthcare system;
b. diffused slow;
c. rapidly diffused
2. Judgment on the desirability of additional diffusion of each case (Banta
and Vondeling 1993).
Out of the main factors supporting diffusion of technology in healthcare,
the researchers outline the payment system and importance of financing, patient
demand and physician interest (Banta and Vondeling 1993).
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2.2.3. Main steps in HTA and impacts on technology implementation
A group of researchers analyzed technological fields for home health care
application. Those included: micro-electronics/informatics,
biotechnology/molecular biology, and biomaterials (van Beekum and Banta
1989). They also emphasized several important axioms about technology
implementation:


systemized approach;



needs-oriented;



provided when appropriate;



paid for;



evaluated (van Beekum and Banta 1989).
While commenting on priorities that have been developed for healthcare

technology assessment, Banta wrote that setting priorities is critical for success
of the field since the goal of technology assessment is to stimulate rapid changes
in health care, mostly through health policies; and the lack of priority-setting
methods and activities could explain the limiting impact (Banta 1991). Another
interesting paper on identification and priority setting for HTA in the Netherlands
shows that methods are not very transparent and methods for setting priorities on
the basis of societal criteria so developed (Oortwijn et al. 1999).
An earlier paper by Banta, Gelijns, Griffioen and Graafs identified a
number of future categories of technologies:
1. disease prevention and health promotion;
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2. nutrition;
3. the brain, behavior, and mental health;
4. reproductive health;
5. fetal and child health;
6. medical imaging and other diagnostic technologies;
7. biotechnology-related developments;
8. biologics and pharmaceuticals;
9. blood banking;
10. artificial and transplanted organs and tissues;
11. laser technology;
12. other progress in therapy;
13. rehabilitation and home care;
14. oral health;
15. alternative therapy;
16. clinical application (information technology);
17. organizational and analytical applications (information technology);
18. basic and applied sciences (Banta et al. 1987).
In the same article, Banta outlined the four steps of the healthcare
technology assessment:
1. Identification and selection of the specific technology;
2. Collection of data to the extent possible;
3. Synthesis of the data and information from the literature;
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4. Dissemination of the information (Banta et al. 1987).

2.2.4. Use of scenarios in healthcare technology assessment
Banta et al. (1987) describes the analysis of the 30 identified technologies
on the basis of the following criteria:


impact on future health needs;



long-range health care system impacts;



expected financial consequences;



potential social and ethical implications (Banta et al. 1987).
The researchers used expert surveys and scenarios for a number of

technology assessments since this method “combines qualitative and
quantitative information and attempts to discuss an alternative future”,
however in the case of the study of lasers, system dynamic modeling
techniques were employed to develop more quantitative scenarios (Banta et
al. 1987). The conclusions about the development of technology forecasting
as a valuable instrument for policy and decision-making has been made with
organization of a comprehensive technology assessment system directed at
the different stages of the life cycle of a particular technology or set of
technologies:


future technological applications that are in R&D stage;



emerging technology prior to adoption;



new technology in the phase of adoption;
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accepted technology in general use;



obsolete technology that needs to be taken out of use (Banta et al.
1987).

2.2.5. Healthcare assessments based on outcome studies
Banta and Bos (1991) researched the relationships between quality and
quantity with coronary artery bypass graft (CABG) surgery with literature reviews
of outcome studies and plotting the number of studies inconsistent with
hypothesized volume-outcome relationship vs. number of studies showing worse
outcomes at lower volumes. The authors identify that evidence-based studies fail
to identify hospital factors other than volume that account for a better outcome
and factors like the importance of the entire team in open-heart surgery or patient
mix have been difficult to define and measure (Banta and Bos 1991). In another
paper, Banta stresses the factors of safety and efficacy in medical device
technologies noting of the weak systems for such assurance in most European
countries (Banta 1988b).

2.2.6. Decision-making methodologies in healthcare
In the fields of Healthcare Analytics and Informatics, the major areas of
concern, where decision-making has been pursued is in the areas of Clinical
Decision Support and Quality/Performance Improvement (Greenes 2007; Strome
2013; Möller et al. 2011; Rifat 2013).
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Primary research methodologies have been described in Table 2
(Greenes 2007) below:
Table 2 Primary research methodologies in the areas of Clinical Decision
Support and Quality/Performance Improvement
Methodology
Information retrieval

Major Uses
Finding information
answering questions

Evaluation of logical
conditions

Alerts, reminders,
constraints, inferencing
systems
Diagnosis, technology
assessment, treatment
selection, classification
and prediction, prognosis
estimation, evidencebased medicine
Diagnostic and
therapeutic reasoning,
capturing nuances of
human expertise
Execution of
computational
processes; flow-chartbased guidelines and
consultations, interactive
dialogue control,
biomedical image and
signal processing
Structured data entry,
structured reports, order
sets, other specialized
presentations and data
views

Probabilistic and datadriven classification or
prediction

Heuristic modeling and
expert systems
Calculations, algorithms,
and multistep processes

Associative groupings of
elements

Key developments
Taxonomies, ontologies,
text-based methods,
patient-specific context
keys, automatic
invocation
decision tables, eventcondition-action rules,
production rules
Bayes theorem, decision
theory, ROC analysis,
data mining, logistic
regression, artificial
neural networks, belief
networks, meta-analysis
Rule-based systems,
frame-based reasoning
Process flow and
workflow modeling,
guideline formalisms and
modeling languages

Report generators and
document construction
tools, document
architectures, templates,
markup languages,
ontology tools, ontology
languages

Let’s explore related research methodologies in more detail below.
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2.2.7. Decision tables
Decision tables are used when logic needs to be used in order to refine or
reduce the number of possibilities, most likely diagnostic possibilities in
healthcare. For example, the table could be constructed with the values of
individual findings (fi) as positive, negative or unspecified i.e. 1, 2 or “-" for
disease Di (Greenes 2007). The finding values and their combinations could be
sorted and manipulated for decision-making purposes. The advantage of
decision tables could be described in their ability to sort and group columns with
similar values in their rows. They also could be improved by including columns
with certain combinations of findings and rows of actions. Introduction of
probabilistic and logic manipulation in healthcare was pioneered by Ledley and
Lusted with their classic Science article entitled “Reasoning Foundations of
Medical Diagnosis” (Ledley and Lusted 1959).

2.2.8. Decision analysis
The methodology of statistical decision theory was pioneered by Howard
Raiffa and Ronald Howard (Raiffa 1997; Howard 1966; Howard 2006).
Application of the methods in clinical decision making and formal decisionmaking analysis spread in the 70s (Schwartz et al. 1973; Pauker 1976). The
sequences of decisions and possible outcomes at each step are depicted in a
decision tree, so that the focus of the decision maker would be on the critical
variables (Greenes 2007). Upon expansion of the branches of a decision tree,
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endpoints could be assessed by assigning utilities to them. From a chance node,
the branches are assigned conditional probabilities and the solution proceeds by
a method known as fold-back analysis. The optimal decision is considered in
general to be one that maximizes Expected Utility (EU). Sensitivity analysis on
the various estimated parameters to examine robustness of the decision over
reasonable ranges of key parameters and for purposes of determining of a
parameter threshold (Pauker and Kassirer 1987) is performed.

2.2.9. Bayesian belief networks
The notion of Bayesian belief networks that depict the various
dependencies in the form of an acyclic directed graph has been developed in the
1970s by Pearl at Stanford (Pearl 1988). Cooper applied it in the 1980s to
medical problems (Cooper 1986). However, Bayesian networks have not grown
in popularity through medical community and this methodology is used mostly for
research purposes due to the need of severe model simplifications for practical
and clinical use (Matheny and Ohno-Machado 2007).

2.2.10. Other technology assessment techniques
Receiver operating curve (ROC) analysis could be related to cost-benefit
analysis of diagnostic decision making and provides tools to select optimal
models and to discard suboptimal ones through plotting the true positive rate
against the false positive rate at various threshold settings (Metz 1978; Swets
1979). Metz characterized ROC curve as a simple and yet complete description
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of the decision threshold indicating all possible combinations of the relative
frequencies of the various kinds of correct and incorrect decisions (Metz 1978).

2.2.11. Database prediction: data mining and machine learning
Analysis of responses of patients to various treatments that are similar to
an existing patient in large databases with well-structured data may allow for
better decisions in treatment for that patient. Interest in database prediction has
been sparked due to growth in sizes and numbers of data variables in data
repositories and advances in molecular biology and genomics (Greenes 2007).
The power of the database prediction has been demonstrated by Bruce ad Fries
in a case of chronic disease databank ARAMIS, which has enabled the study of
real-world patient-reported outcomes (PROs) in rheumatology and resulting
improved approaches to treatments, cost effectiveness, outcome and quality of
life (Bruce and Fries 2005). Regression and nearest neighbor techniques as well
as more recent non-linear techniques and the use of fuzzy logic have been
refined and are the main ones used in database prediction field (Greenes 2007).
Knowledge discovery from databases (KDD) has been stimulated by artificial
intelligence (AI) techniques like artificial neural networks (ANNs) (Greenes 2007).
One of the fathers of Healthcare Analytics, Trevor Strome, outlined the examples
of Machine Learning in the following Table 3 (Strome 2013).
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Table 3 Machine learning techniques in Healthcare Analytics.
Machine learning
system

Artificial neural network
(ANN)

Description
ANN is biologically inspired mathematical model
based on our understanding of how neurons in the
brain function. The pattern recognition capabilities
of ANN mimic those found in biologic systems
(Brown 2008). The algorithm of ANN is
characterized with robustness, high accuracy and
output of discrete or real values.

Decision tree

Resembling a game of “20 questions”, in which
the sequence of questions is visualized by “a
tree”: the first [root] node positioned at the top is
connected by successive (directional) links or
branches to other nodes (Duda et al. 2001).
The advantage of decision trees results in ease of
understanding and implementation in source
systems and business intelligence software
supporting basic computer operations.

Support vector
machine (SVM)

SVM is used for both linear and nonlinear types of
data and works by separating entities into mutually
exclusive regions (Hastie et al. 2009). A few points
along the boundary area (the support vectors)
start the process, then the data is transformed into
new spaces, where the separation between the
classes gets improved.
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2.2.12. Applications of hierarchical decision modeling in healthcare
When we are trying to select a product or technology based on a number
of alternatives, we engage in a decision-making process. While we make our
decisions every day, some of them are more complex than the routine kind and
require established managerial methodologies created for this purpose.
Hierarchical Decision Model (HDM) is used to decompose the problem into
hierarchical levels and using pairwise comparison scales and judgment
quantification technique, the researcher arrives at the calculated alternative.
However, the process of decision analysis is even more of a value than the
answer it brings, since it forces systematic assessment of the alternatives
(Henriksen 1997). Decision analysis provides information, so that managers of
technology, in this case, healthcare information technology, can make more
informed decisions.
Community-wide implementation of health information technology was
studied by Goroll et al., thus, Massachusetts eHealth Collaborative (MAeHC) was
formed in order to improve patient safety and quality of care through HIT use
promotion (Goroll et al. 2008). The working group outlined a set of system
features (user friendliness, functionality, clinical decision support capability,
interoperability, security, reliability and affordability) that were involved in
selection of vendors (Goroll et al. 2008).The authors also stress that despite the
national push of HIT implementation, positive encouragements in terms of vendor
certification and system standards, the current state of standards cannot ensure
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sufficient specific fit for a routine use by practices, interoperability and ease of
use, therefore considerable technical as well as organizational efforts need to be
engaged in the system (Goroll et al. 2008).
Some interesting examples of hierarchical decision models in healthcare
were described by Bohanec and others (Bohanec 2000), and were clinical in
nature (assessment of breast cancer risk, assessment of basic living activities in
community nursing, risk assessments in diabetic foot care etc.), using DEX, an
expert system shell for multi-attribute decision support.

2.2.13. HTA in the United States compared to other countries
While analyzing papers by Battista and others, it could be noted that some
unique traits of the system in the United States consist of:


In healthcare system: multiple payers; Medicaid/care public financing,
corporate roles and interests, administratively cumbersome and increasing
reform pressure



In regulation of drugs: FDA; large domestic industry; proposals to speed
up the process when applicants support costs of regulatory requirement



In regulation of equipment: classes I, II, and II are established by law with
exemptions for devices that are ‘substantially equivalent’; certificate-of –
need programs
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In regulation of physicians: Fee-for-service practices with increasing
amount of ‘managed care’; imbalance among the number of specialists vs.
the number of generalists



In research and development: large industry with extensive R&D; high
level of government funds (NIH, AHCPR)



In Technology Assessment: diverse groups with little coordination; OTA,
OHTA, AHCPR, professional organizations, state-level involvement
(Battista et al. 1994).
Researchers Battista, Banta and others state that while the influence of
technology assessment should not be overstated, only small amount of
existing technologies got formally assessed and while adoption and use of
healthcare technology is influenced by many factors like perception and
experience of health and disease, cultural responses, industrial, financial
and regulatory systems, physicians and hospitals retain considerable
autonomy in their decision-making and those decisions are made primarily
in the purchasing departments of hospitals, clinics and physician practices
(Battista et al. 1994).
The researchers also outlined key themes of HTA:
1. Effective links of technology assessment to technology
management are essential. (Example: United States and German
healthcare systems have limited policy structure to technology
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management and therefore do not effectively deal with
implementing technology assessment findings).
2. The scope and impact of the technology assessment activities in
healthcare system are dictated by the level of those activities
(Example: Insurers in the United States pursue the forms of
technology assessment with a view of regulating care providers
practices to their insured clients).
3. The use of healthcare technologies is either unknown or uncertain
in need of much collaboration, since the information should benefit
payers, providers and mainly patients (Battista et al. 1994).
The problem of healthcare technology assessment varies in different
countries, for example, in China due to the insufficient attention to fundamental
issues concerning technology, its risks, benefits and costs, lack of policy, the
aggressive implementation of Western technology created a system of
specialized hospitals and clinics lacking needed supporting infrastructure (Banta
1990). In another paper, researchers compared evaluation and diffusion of
excimer laser treatment of myopia between the United States and the
Netherlands and stressed that technology assessment needs to be more
international (Vondeling et al. 1995). In a letter of a response to the book called
“Technology Assessment and New Kidney Stone Treatment Options” by Kamper
–Jorgensen and other eds., Banta noted that clearly “health technology
assessment may have little to do with clinical decisions” as well as healthcare
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technology assessment should be more effective internationally and “much
needs to be done before adequate information to guide decision-making will be
available to clinicians and policy-makers” (Banta 1988a). In his paper on
development of health technology assessment, he defines HTA as such:
“HTA seeks to couple evidence with decision-making, and thus has
similarities to evidence-based health care and evidence-based policy-making”
(Banta 2003).
The requirements for the successful assessments according to the
successful SBU studies are the following:
1) Assessments have to result from a strong policy-maker and/or clinician
interest.
2) Data on technology needs to be available from methodologically rigorous
studies and randomized trials.
3) All related studies must be identified and thoroughly reviewed with the
involvement of expert professionals in order to preserve integrity.
4) Scientifically and clinically credible and logically-sound assessments are a
must.
5) Assessments should be presented in a way that they are accessible to the
medical professionals, policy-makers and public.
6) Results need to be supplemented by specific policy options or
recommendations.
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7) A strong marketing strategy on different fronts needs to go along with the
results.
2.3. Health Information Technology Assessment and Adoption

2.3.1. Theoretical approaches the conceptualize interaction of technology,
humans and organization
Below are some figures depicting the bodies of knowledge surrounding
organizational issues in HIT innovation (Figure 1) and theoretical approaches
that conceptualize interaction between technology, humans and organizations
(Cresswell and Sheikh 2012) (Table 4).
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Human
factors
ergonomics

Information
systems

Organizational
issues in HIT
innovation

Organizational/
occupational/
social
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&
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Figure 1 Bodies of knowledge surrounding organizational issues in HIT
innovation.
Below is the table of theoretical approaches that conceptualize interaction
between technology, humans and organizations (Cresswell and Sheikh 2012).
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Table 4 Theoretical approaches of interaction between technology humans and
organizations
Name of the Theory

Explanations and definitions

Diffusion of Innovations

Focuses on how innovations spread in and
across organization over time

Normalization process

Describes the incorporation of complex
interventions in healthcare into the day-to-day
work of healthcare staff

Sensemaking

Assumes that organizations are not existing
entities as such, but produced by sensemaking
activities and vice versa; they discover meaning
of the status quo often by transforming
situations into words and displaying a resulting
action as a consequence.

Social shaping theory

Views technology as being shaped by social
processes and highlights the importance of
wider macro-environmental factors in influencing
technology

Sociotechnical changing

Conceptualizes change as a non-linear,
unpredictable and context dependent process,
assuming that social and technical dimensions
shape each other in a complex and evolving
environment over time

Technology Acceptance
Model

Assumes that individual’s adoption and usage of
the system is shaped by the attitude toward use,
perceived ease of use and perceived usefulness

The notion of “fit”

Accentuates that social, technological and work
process factors should not be considered in
isolation but in the appropriate alignment with
each other
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2.3.2. Statistics of HIT adoption and diffusion
Some of the most noticeable barriers to implementation of health
information technology adoption are:


poor product availability in accordance to the needs of the customer
(18.2% of organizations and 20.8% of clinicians);



training requirements (26% of organizations and 31% of clinicians);



costs of purchase (80.2% of organizations and 84.1% of clinicians) and
costs of implementation (58.6% of organizations and 68.4% of clinicians);



inadequate ROI (36.1% of organizations and 29.8% of clinicians) (Witter
2009).
Some other important characteristics were also privacy and security

issues, lack of leading expertise, concerns about product failures and size of
practice (Witter 2009).
While these concerns were surveyed in regards to EHR, a type of
information technology currently being implemented throughout the United
States, those problems resonate as general technology implementation
concerns. Those issues call for the necessity of multi-dimensional assessment
model of health technology adoption, which would enable physicians and
administrators to look at the multiple perspectives of the problem, including
goals, objectives and strategies of the healthcare unit, analyze those through
their judgments and make their decision towards a particular information
technology from all of the possible available alternatives.
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With the rising costs of healthcare, it is crucial to make sure that health
information technologies are used to their fullest potential and that they would
improve health care quality, clinician productivity and patient satisfaction. While
the encouragement to implement computerized registries (Bufalino et al. 2011)
as well as putting installation deadlines from the federal government (Blumenthal
2009) may speed up the process of registry implementation, the use of a registry
by physicians and the process of integrating it in their offices that ultimately
translates to an improvement in health care quality could be a difficult step to
achieve (DeLia et al. 2004; Kumar and Aldrich 2010). Ford et al. (2006) predicts
that electronic health record (EHR) adoption, which they classify as “general
purpose” technologies that do not deliver productivity gains immediately upon
arrival, will reach a peak diffusion in 2024 in the small practice settings (Ford et
al. 2006; Ash and Bates 2005).
Large hospitals have been early adopters of computerized registries
(Palacio et al. 2009; Yoon-Flannery et al. 2008; Zandieh et al. 2008), electronic
health records and electronic medical records, while small primary care
practices, disadvantaged groups, family practices and other ambulatory clinics
have been shown to be slow-adopters of health IT (Lustria et al. 2011).
In its recent study and Report to the President, The President’s Council of
Advisors on Science and Technology (PCAST), noted that nearly 80 percent of
physicians, primarily small and independent practices, are lacking digital health
records. United States is behind in adoption of health records compared to other
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industrialized nations (Schoen et al. 2006). Some of the main problems in
adoption of health records, mentioned in the report include limited functionality
and poor interoperability (Alper and Olson 2010).

2.3.3. Barriers to adoption in health information technology studies
2.3.3.1. Main research studies
One significant study with a systematical literature review of perceived
barriers was done by Albert Boonstra and Manda Broekhuis. The authors
identified 8 categories: financial; technical; time; psychological; social; legal;
organizational and change process (Boonstra and Broekhuis 2010). The first
three categories were identified as the primary categories. The below Table 5
summarizes the taxonomy of the “primary” barriers:
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Table 5 Taxonomy of “primary” barriers (adopted from Boonstra and Broekhuis
2010).
Category

Barrier

Financial

High start-up costs
High ongoing costs
Uncertainty about ROI (return on investment)
Lack of financial resources
Lack of computer skills of the physicians and/or the staff
Lack of technical training and support
Complexity of the system
Limitation of the system
Lack of Customizability
Lack of Reliability
Interconnectivity/Standardization
Lack of computers/hardware
Time to select, purchase and implement the system
Time to learn the system
Time to enter data
More time per patient
Time to convert the records

Technical

Time

Boonstra and Broekhuis also outlined a list of perceived barriers and the
related possible interventions (Boonstra and Broekhuis 2010). Greenhalgh et al.
(2009) gave a comprehensive historic literature review into tensions and
paradoxes of electronic patient record research, listing barriers as well as
drawbacks of adoption.
In another recent study by Lorenzi et al., the authors stress that scale of
U.S. ambulatory practices is an important differentiator in the way the information
technology is implemented and outline some barriers, and potential benefits
(improved patient care, improved office efficiency, potential financial benefits) of
EHR adoption (Lorenzi et al. 2009).
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Bates et al. (2003) outlined a similar list of barriers that are noted by other
research literature: Boonstra and Broekhuis (2010) and Lorenzi et al. (2009),
looking at both financial and social aspects as well as stressing the risks of
failure to adopt health information technology. Security concerns were also
described in a study by (Lorence and Churchill 2005).
2.3.3.2. Communication & social aspect barriers
Another important aspect that needs to be considered is communication.
Thus, researchers Lanham, Leykum and McDaniel looked at the within-practice
communication patterns through interview and observation data and emphasized
the importance of cohesive communication for technology adoption (Lanham et
at. 2012). Kai Zheng, along with the group of researchers from the East Coast
universities studied how social interactions influence physician adoption of an
EHR system. They found that perceived influence network and professional
network are not correlated with EHR usage, while the structure of friendship
network significantly influenced EHR adoption by physicians (Zheng et al. 2010).
Community-wide implementation study of HIT was done in Boston, which
indicated several major barriers like inadequate standards for data representation
and vocabulary, which is a tremendous impediment to data sharing and
interoperability and therefore adequate communication throughout the system
(Goroll et al. 2008). Another study by Hahn from New Jersey stresses that EMR
usage may not lead to improved quality in a community practice setting (Hahn et
al. 2011).
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One recent study by Behkami showed findings that PCMH barriers were
not significant in their impact of practice payer mix, registry implementation and
registry use (Behkami 2012). Other barriers summarized by Behkami (2012) and
identified by various researchers were excessive cost to purchase HIT; lack of
funds availability; increased labor; system compatibility; value misperception of
technology; management and implementation complexity; training needed;
workflow redesign; lack of user support (Behkami 2012; Cherry 2006; Shields et
al. 2007; Kazley and Ozkan 2007; Meade and Islam 2006; Lorence and Chirchill
2005; Greenhalgh et al. 2008; Ash et al. 2001).
Another interesting framework that could potentially serve as a research
model comes from HITECH (Health Information Technology for Economic and
Clinical Health) Act and connects the enablers of adoption (like regional
extension centers, workforce training), meaningful use (Medicare and Medicaid
incentives) and exchange of health information (state grants, standards and
certification framework, privacy and security) with the targets of improved
individual and population health outcomes, increased transparency and efficiency
and improved ability to study and improve care delivery (Blumenthal 2010).
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2.3.3.3. Health IT Adoption benefits

Integration of technology in
the the flow of clinical
practice

• Minimize unproductive data entry work

Real-time access to complete
patient's data and information • Provide best decisions in healthcare
support

Integration of patient's
• Bring possibility of proactive decisions
involvement in their own care

Figure 2 Causal diagram of HIT adoption benefits
Proper implementation of Health Information Technologies could bring out
the benefits of HIT illustrated in Figure 2 (Alper and Olson 2010). The authors
describe a so-called “network effect” -- i.e. effect of user externality, where the
value to the users increases the more they use a network -- that has been known
to be a transformational effect of IT in various industry sectors. New products in
such cases spur the unification of fragmented systems. Unfortunately, we haven’t
observed such network effects in healthcare IT. Most health IT applications are
stand-alone proprietary applications that are not directly exchangeable, not easily
searchable, indexed, viewed as purely internal sources and not easily adopted
into a workday of a physician or a patient (Alper and Olson 2010). Some wellknown adopters of Health IT: Veteran’s Health Care Administration and Kaiser
Permanente are few and limited to drive the overall market adoption of
healthcare IT (Box et al. 2010; Chumbler et al. 2011).
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The below Table 6 shows aggregate problems/barriers in adoption of
healthcare IT described in the literature (Alper and Olson 2010):
Table 6 Problems/barriers in HIT adoption.













Problems/Barriers
proprietary applications
not intuitive (not easily adopted into workflow of a clinician’s day)
not directly exchangeable data formats
uneasy to disaggregate data
search ability issues
context for individual entries is implicit
intended for internal-only use
little incentive for investment in secondary or external uses
patient concerns of privacy
patient concerns of security
oriented toward administrative functions not better care
benefits of investing in health IT rarely realized

Some of those barriers were described since 1990s, like delayed rewards,
clinician typing, maintenance of data, dual charting, as well as data security (Rind
and Safran 1993).
2.3.3.4. Financial barriers and benefits
Several authors describe financial barriers as some of the most important
ones that physicians consider while assessing health information systems
(Ackermann 2011; Simon et al. 2007; Simon et al. 2008; Fonkych and Taylor
2005; Behkami 2012; Boonstra and Broekhuis 2010; Bates et al. 2003; DePhillips
2007; Rosemann et al. 2010; Shen and Ginn 2012; Valdes et al. 2004;
Vishwanath and Scamurra 2007; Yoon-Flannery et al. 2008). It could be anything
from challenges of measuring ROI, seeing the direct benefits of investments,
assessing overall value, or investments in extra capabilities.
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Lack of cross-training, inadequate resources and staff turnover were
discovered as major threats to the registries in a study of adoption and
implementation of mandated diabetes registries by community health centers
(Helfrich et al. 2007).
Benefits to electronic healthcare implementation were described in a study
particular to primary care (Bodenheimer and Grumbach 2003). While the
researchers agree with previously described in barriers, some of those, like
computer interference with patient-physician relationship, could facilitate possible
solutions of intermediary services or administrative assistants. The authors
believe that the benefits from the so called “electronic revolution” will be more
prominent if care practices will redesign their clinical processes to ensure ehealth facilitates the work of physicians. This article touches on the aspects of
quality of web-based medical information and the possibility of it being a barrier
as opposed to the benefit (Bodenheimer and Grumbach 2003). Another study on
practice-based innovations and factors that influence adoption noted a positive
association between organizational size, organizational relationships and
stakeholder expectations on the level of innovation (Goldberg 2012).

2.3.4. Technology Acceptance Model: applications, extensions and SEM in
healthcare
Information systems surround us everywhere we go, at home, in the
office. We interact with them, like them, dislike them, use them, complain, accept,
reject. The framework of user acceptance of information technology is at heart of
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Technology Acceptance model (TAM). TAM is a robust and powerful predictive
model (King and He 2006). It is used by researchers in technology, psychology,
social sciences, healthcare and others (Dulcic et al. 2012; Choi and Totten 2012;
Kukafka et al. 2003; Legris et al. 2003; Fensli et al. 2008).
2.3.4.1. TAM and its derivatives
In 1985, Fred Davis of MIT presented a dissertation entitled “A
Technology Acceptance Model for Empirically Testing New End-User Information
Systems: Theory and Results” (Davis 1985). His work was centered toward
improving the understanding of user acceptance process for successful design
and implementation of information systems and providing theoretical basis for a
practical methodology of “user acceptance” through TAM, which could enable
implementers and systems designers to evaluate proposed systems (Davis
1985). The paradigm for his research was a theoretical model of human behavior
from psychology, grounded with empirical support. Davis then stabled measures
for model’s psychological variables and validated them through a field survey of
100 organizational users, and further tested the model through a laboratory user
acceptance experiment of two business graphics systems (Davis 1985). The
meaning of conceptual framework from Davis rests in the main point that the
actual system use (the response) is the result of the stimulus of system features
and capabilities that drives the ‘organism’ of users’ motivation to use the system.
His proposed model sheds light on the behavioral part of the concept, with
overall attitude of a potential user toward system use being a main determinant
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of the system’s use. On the other hand, perceived usefulness and perceived use
are outlined to be the main two variables influencing attitude toward using the
system. Perceived usefulness is “the degree to which individual believes that
using a particular system would enhance his or her job performance”. Perceived
ease of use is “the degree to which an individual believes that using a particular
system would be free of physical and mental effort”. He argues that system that
is easier to use will result in increased job performance and greater usefulness
for the user all else being equal. Davis also shows that perceived ease of use
has a causal effect on the variable of perceived usefulness (Davis 1985; Davis
and Venkatesh 1996). Attitude toward use is referred to as the degree of
evaluative effect that an individual associates with using the target system in
his/her job, while actual system use is the individual’s direct usage of the given
system (Davis 1985; Davis and Venkatesh 1996).
Described mathematically, TAM will look like this (Davis, 1985):
Perceived ease of use (EOU) = i=1,n βi Xi + ε;

(1)

Perceived usefulness (USEF) = i=1,n βi Xi + βn+1 EOU + ε;

(2)

Attitude toward using (ATT) = β1 EOU + β2 USEF + ε;

(3)

Actual use of the system (USE) = β1 ATT + ε,

(4)

where
Xi is a design feature I, i=1…n;
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βi is a standardized partial regression coefficient;
ε is a random regression term.
Later, in his 1993 journal article, Davis further tested TAM model
expressed by the structural equations researching the use of electronic mail
system and text editor. The questionnaire was distributed to 112 professional and
managerial employees of a large North American corporation with the response
rate of 93.3% (Davis 1993). According to the results of the study, system did not
have a direct effect on use, but significant effect on attitude toward using.
Perceived usefulness had a strong and significant effect on attitude, while ease
of use had a smaller but also significant effect on attitude. Ease of use also had a
strong and significant effect on perceived usefulness (Davis 1993). There could
be response bias, and the author recommended further studies on that as well as
including other variables that strongly correspond to a given system like system
familiarity, experience, top management support, user involvement, task
characteristics (complexity), design features etc. The article also has a strong
point that while user friendliness and ease of use is important, and lots of
researchers focus on user interfaces that increase usability, usefulness is even
more important, should not be overlooked and no amount of ease of use can
compensate the reality of the usefulness of the system (Davis 1993).
Davis also proposed several other variations of TAM emphasizing the
importance of deeper understanding of the causal mechanisms that link system
design attributes to user motivation. Observed related variables that causally
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intervene among existing variables have to be defined. He noted that a more
detailed specification of the model could generate insights regarding user
motivation and provide basis for more powerful diagnostic tools for proposed
system design evaluation (Davis 1985).
In his 1999 article in International journal of medical informatics David
Dixon combined Roger’s innovation diffusion theory and Davis’ TAM into
information technology adoption model (ITAM) (Dixon 1999). While the link
between perceived ease of use and perceived usefulness is intact, the rest of the
model differs from the original (Dixon 1999).
Later, in 2000, Venkatesh and Davis proposed another TAM2 – extension
of TAM, that differs from the original hypothesized TAM2 (Venkatesh and Davis
2000).
Other researchers proposed various frameworks for analysis adoption
process. Thus, Frambach and Schillewaert integrated research on innovation
adoption and technology acceptance and addressed the adoption decision in two
levels: organizational and individual adopter (Frambach and Schillewaert 2002).
Some of the perceived innovation characteristics included compatibility,
complexity and relative advantage, while environmental influences were network
externalities and competitive pressures. Social network for innovation adoption
framework, according to authors, includes interconnectedness and network
participation, while organizational facilitators include training, social persuasion
and organizational support (Frambach and Schillewaert 2002).
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2.3.4.2. Theory of Reasoned Action
Perceived behavioral control and goal-oriented behavior has been studied
by Ajzen and Fishbein, who proposed theory of reasoned action (TRA) (Ajzen
and Madden 1986). The fundamental point of TRA is that the immediate
precedent of any behavior is the intention to perform behavior in question.
Stronger intention increases the likelihood of performance of the action,
according to the theory (Ajzen and Madden 1986). Two conceptually
independent determinants of intention are specified by TRA:


attitude toward the behavior (the degree to which individual has favorable
evaluation of behavior in mind or otherwise);



subjective norm (perceived social pressure whether the behavior should
be performed or not i.e. acted upon or not)
TRA also states that the behavior is a function of behavioral beliefs and

normative beliefs, which are relevant to behavior (Ajzen and Madden 1986).
Ajzen and Madden (1986) note, that TRA is insufficient whenever control
over the behavioral goal is incomplete, since intention in the theory is the sole
predictor of behavior. Other factors could interfere with behavior, whether internal
(skills, abilities, planning, knowledge) or external (opportunity, time, dependence
on others). The estimate of the extent to which the individual is capable of
employing control over the behavior in question needs to be assessed in order to
predict behaviors over which individual have only limited control (Ajzen and
Madden 1986). Davis (1989) notes that TRA does not specify the beliefs that are
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functioning for a particular behavior; moreover, researchers should identify
salient beliefs for people regarding behavior in question.
TAM was formulated as an adaptation and a backdrop of TRA for
modeling theoretical relationships between variables dealing with cognitive and
affective determinants of computer acceptance (Davis 1989). TAM does not
include subjective norm as a determinant of behavioral intention. Instead, it notes
that computer usage is determined by behavioral intention, which is jointly
depends on person’s attitude toward a system and perceived usefulness. In fact,
another modified version of TAM presented by Davis, show behavioral intention
as the result of attitude toward use and perceived usefulness. The meaning of
the relationship of attitude toward use and behavioral intention to use is the
philosophy that “people form intentions to perform behaviors toward which they
have positive affect”, while the connection between perceived usefulness and
behavioral intention to use is based on the idea that people in the organization
form intentions toward certain behavior that they believe would increase their job
performance. Some studies show a significant influence of subjective norm on
perceived usefulness and behavioral intention to use and have modified TAM to
include subjective norm variable (Schepers and Wetzels 2007; Hung et al. 2012).
2.3.4.3. Theory of planned behavior (TPB)
In 1985, in a Journal of Experimental Social Psychology, researchers Icek
Ajzen and Thomas Madden tested a theory of planned behavior and theory of
reasoned action in two experiments involving college students’ attendance and
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behavioral goal (of getting an “A”). According to their results, theory of planned
behavior permitted more accurate prediction of goal attainment as well as
prediction of intentions compared to the theory of reasoned action. Theory of
planned behavior extends the theory of reasoned action by including the concept
of behavioral control. The authors explain that the importance of control could be
observed through the fact that the resources and opportunities available to
individuals have to dictate to some extent the likelihood of behavioral
achievement (Ajzen and Madden 1986). According to the TPB, a set of beliefs
that deals with the presence or absence of requisite resources and opportunities
could ultimately determine intention and action. In that view, the more
opportunities and resources individual think they possess, the fewer obstacles
and impediments they anticipate and the greater their perceived control over
behavior should be (Ajzen and Madden 1986).
The researchers also concluded that the addition of perceived behavioral
control greatly improved the model’s predictive power, which showed that theory
of reasoned action (that implies that perceived behavioral control can influence
intention indirectly via attitude or subjective norm) does not adequately account
for their data (Ajzen and Madden 1986). Holden and Karsh (2010) analyze some
TAM studies and show extra variables used in TAM and related models.
2.3.4.4. IT adoption in hospitals
The review of the intention-based theories of IT adoption shows that
adoption and use of technological innovations is ultimately defined by the user
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beliefs and attitudes towards information systems. Since 1985, TAM has been
tested by researchers in many fields, and in healthcare industry there has been a
need examine capabilities of TAM for healthcare IT, particularly in the era of a
strong push for electronic health records and computerized decision-support
system.
One recent study looked at the use of information technology in hospitals
through the lens of TAM, particularly to examine HIS acceptance by Greek
hospital personnel (Aggelidis and Chatzoglou 2009). Reliability and validity of the
model was tested through correlation, explanatory and confirmation factor
analysis. Causal model has been evaluated using structural equation modeling
(SEM) technique.
The researchers display an interesting derivative of TAM, including social
influence, training, facilitating conditions as well as anxiety and self-efficacy and
computer attitude. The model is shown as a framework of three contexts:
technological, implementation and individual with a number of hypotheses tested.
The research method consisted of a preliminary questionnaire to 50 HIT users
and validation from 3 experts in the field, followed by the main questionnaire to
341 HIS users from all main public hospitals in the East Macedonia and Thrace
regions of Greece, which received 83% response rate (Aggelidis and Chatzoglou
2009). Composition of the sample was skewed towards administrative personnel
(72.8%). The main factor that was shown to positively affect behavioral intention
was facilitating conditions (new computers, support during information system
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usage, financial rewards). Also, it appeared that facilitating conditions, perceived
usefulness and self-efficacy reduce anxiety during system usage. Perceived
usefulness and ease of use found to be the most important factors directly
influencing behavioral intention, while facilitating conditions and training were
leading in total effects influences (Aggelidis and Chatzoglou 2009).
In comparison, we can look at the study that focuses on the application of
TAM in order to explain the intention to use clinical information systems, where
the random sample consisted of 604 medical staff (534 physicians) in 14
hospitals in Greece (Melas et al. 2011). The researchers used confirmatory factor
analysis (CFA), SEM and multi-group analysis of structural invariance (MASI).
The results of this study clearly show the direct effect of perceived ease of
use on behavioral intention to use. Extending the model by including ICT feature
demands factors (how sophisticated ICT must be before clinicians would be
willing to use them) and ICT knowledge (how much knowledge clinicians believe
to have about ICT) revealed a good fit to the data (Melas et al. 2011). No
significant effects though were found of two external factors on behavioral
intention to use. Positive relationships were found between PEoU and PU and
between ATT and BI. The researchers indicated that the results of structural
equation modeling confirm the predictive power of TAM and support positive
relationships found in previous health care projects research. Greek studies may
not be generalized to other populations. The comparison with studies from other
countries could show some trends and reveal other results.
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Another study with the use of modified TAM in order to understand the
factors affecting acceptance of information technology by healthcare
professionals was performed by researchers in Taiwan (Chen and Hsiao 2012).
The survey methodology was used toward physicians in the selected hospital
with 202 questionnaires send out, yielding 124 completed ones, or 61.4%
response rate (Chen and Hsiao 2012). The researchers used confirmatory factor
analysis in AMOS 17.0 software to assess the reliability and validity of the model
and the maximum likelihood method to estimate the parameters of the research
model. SEM was used for the causal model estimation. According to the results,
top management support had a significant impact on perceived usefulness, and
project team competency and system quality had a significant impact on
perceived use of hospital IT. Again, as previous research showed, the main
variables of TAM, perceptions of usefulness and ease of use had a significant
impact on acceptance of the systems.
Another study from Taiwan proposed a research model based on
decomposed TBP in order to examine the factors influencing physicians’
acceptance of the Medline system (a biomedical research literature database).
The researchers believe that TAM was not appropriate for examining technology
acceptance among physicians; therefore, modified TBP was used (Hung et al.
2012). The data from 224 physicians was analyzed using SEM approach with
partial least squares (PLS) method (Hung et al. 2012). Their results indicate that
the physicians’ intention to use is significantly impacted by attitude, subjective
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norm and perceived behavior control, the factors that could be predicted by
perceived usefulness, perceived ease of use, interpersonal influence, personal
innovativeness in IT and self-efficacy.
There is another study from Taiwan that looks at the adoption by a
particular group of medical personnel – nurses. Cheng (2012) looked at the role
and relevance of interaction factors, flow – intrinsic motivator and extrinsic
motivators - perceived usefulness and perceived ease of use in explaining
intention to use the e-learning system by nurses. Two regional hospitals were
used to gather the data. Usable questionnaire response rate was 68% - out of
total 320 surveys distributed (Cheng 2012). The researcher constructs extended
TAM while presenting three types of interaction factors: learner-system,
instructor-learner and learner-learner. Confirmatory factor analysis (for the
measurement model development) and structural model (for causal exploration
among the constructs) was deployed and tested by SEM.
Lerner-system interaction as well as instructor-learner and learner-learner
had significant effects on perceived usefulness, perceived ease of use and flow.
Flow had significant effects on PU and PEoU. There is strong relationship
between PEoU and PU. The influences of PU, flow and PEoU on intention to use
was also significant. Flow was measured by three statements that are borderline
ease of use and could be interpreted as enjoyment of the system use. The
statements are the following (Cheng 2012):


I am absorbed in what I am doing while using the e-learning system;
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I find using the e-learning system to be enjoyable



I am often unable to keep track of the passage time while using the elearning system.
An interesting study was done by Canadian researchers that tested a

portion of TAM, particularly correlations of perceived usefulness of clinical and
administrative applications (Paré and Sicotte 2001). IT sophistication was
characterized in three dimensions (functional, technological and integration).
They found that IT sophistication and perceived usefulness of clinical
applications are moderately to highly correlated while no relationship was found
between the level of sophistication and perceived usefulness of administrative
applications in Quebec, Canada (Paré and Sicotte 2001).
Physicians’ acceptance of telemedicine was done in Hong Kong at 41 out
of 70 departments of 8 public acute-care tertiary hospitals (Chau and Hu 2002).
The researchers tested TPB, TAM and integrated model of both to explain
physicians’ technology acceptance decisions and concluded that TAM was found
more appropriate for examining technology acceptance (Chau and Hu 2002).
A recent study in France by Trevor Moores revisits TAM and modifies it for
applications in adoption of a clinical management system for hospital workers
(Moores 2012). Some interesting findings are the differences in significant
impacts depending on the experience of the users. The research model has been
tested using partial least squares (PLS) and Smart PLS (Moores 2012).
Abbreviated constructs for the model are: ACC – accuracy [of information
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quality]; CNT – content; FMT – format; TIM – timeliness; CSP – computing
support; EFF- self-efficacy; INFQ – information quality; ENBF – enabling factors;
PU – perceived usefulness; PEOU -- perceived ease of use; USE – actual
system use; ATT – attitude toward using; COM – compatibility.
A longitudinal study into primary care practitioners’ views of and electronic
medical records system (EMR) for maternity patients conducted in a large urban
hospital in New Zealand reported the findings of the first phase that perceived
usefulness and ease of use were important to medical personnel and other
features of proposed system influenced the respondents’ willingness to use the
system (Handy et al. 2001). In the United Kingdom the researchers used TAM to
investigate the acceptance of a computerized decision-support system in primary
care (Van Schaik et al. 2004). The researchers outlined the need to consider the
balance of perceived advantages (benefits) and disadvantages (costs) of a new
system in modeling of technology acceptance (Van Schaik et al. 2004). Another
very recent study in Hong Kong looks into factors affecting intentions to use the
clinical imaging portal based on the TAM extended by inclusion of an external
variable: computer self-efficacy (Chow et al. 2012a). A study by Taiwanese
researchers employed updated TAM model to study healthcare information
systems adoption by district nurses, head directors and other related personnel
(Pai and Huang 2011). Questionnaire and SEM analysis was used. The model
included information quality, service quality and system quality. Another study in
Taiwan for mobile healthcare acceptance had different external variables:
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compatibility, MHS self-efficacy and technical support & training (Wu et al. 2007).
Their results were the following: compatibility, perceived usefulness and
perceived ease of use significantly affected the behavioral intent (BI); MHS
efficacy had strong indirect impact on BI through PU and PEoU; technical
support and straining had strong impact on MHS efficacy and no significant effect
on PU and PEoU (Wu et al. 2007).
A rare study in Germany of physician’s acceptance of e-health in
ambulatory care had an interesting SEM model with 6 external variables
(Dünnebeil et al. 2012). The researchers indicated that the diversities of the
public systems around the world should be integrated into TAM research to
correctly explain its drivers. The results of their study show that the perceived
importance of standardization and perceived importance of current IT utilization
were the most significant drivers for accepting e-health (Dünnebeil et al. 2012).

2.3.5. Other health technology assessment methods
While the use of HDM is not widely observed in healthcare technology
assessment, some researchers like Degoulet et al. have developed frameworks
for managing complex health information system (Degoulet et al. 1995). The
abovementioned researchers proposed evaluation criteria that include functional,
technical, organizational, medical, cultural, ethical, economic and industrial
components for development and integration of the health care professional
multimedia workstation (Degoulet et al. 1995). They looked at the problems of
evaluation (reference evaluation criteria), design (workstation reference
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architecture, implementation (engineering environment) and installation
(enterprise infrastructure). The researchers looked at categories of criteria, main
actors and questions. Table 7 below depicts such categories (Degoulet et al.
1995).
Table 7 Evaluation criteria for development and integration of the health care
professional multimedia workstation based on Degoulet et al. (1995).
Categories of Sub-criteria
criteria
Functional
Coverage, adaptability
Technical
Architectural (extensibility, maintainability, modularity,
portability, openness, interoperability, reusability, degree
of integration)
Quality and performances (acceptability, ease of use,
time response, reliability, security)
Organizational End-user’s participation, support for group decisions,
changes in the relationship between actors
Medical
Quality of care, medical efficacy, effectiveness
Cultural and
educational and research value, auditability,
ethical
patients’/professionals’ privacy
Economic
Direct and indirect costs, return on investments
Industrial and Industrial commitment, investments, market identification,
commercial
market share
While the study gave examples of the criteria and subcriteria for
evaluation, it didn’t employ or suggest the methodology to quantify the criteria for
the decision-makers. In my proposed study, HDM will address this gap.
Other researchers (Chiasson et al. 2007) made a great contribution to the
field by outlining and comparing the fields of medical informatics (MI) and
information systems (IS).
The study by Angst, Agarwal, Sambamurthy and Kelly was looking into the
diffusion of electronic medical records in the population of hospitals in the United
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States (Angst et al. 2010). The data used came from an annual nationwide
survey of care delivery organizations in the United States (HIMSS Analytics
database) and contained information about 3, 989 hospitals over 1975-2005 time
span. The researchers used heterogeneous diffusion model technique to test the
research hypothesis, which estimates a model of the following form:
ℎ (𝑡) = exp ∝ 𝑋 + ∑

∈

( )

(𝛽𝑉 + 𝛾𝑊 + 𝛿𝑍 ) (Angst et al. 2010),

where ℎ (𝑡) is the hazard of the event of interest for case n at time t;
𝑋 is a covariate vector describing the intrinsic propensity of n to experience the
event (adopt);
∝ is a corresponding vector of parameters, net of contagion influences;
𝑆

( )

is a set of prior adopters that influence n;

𝑉 is a covariate vector describing susceptibility of n to contagious influence from
St;
𝛽 is the corresponding vector of parameters;
𝑊 is a covariate vector of variables that reflect the infectiousness of s in
influencing n;
𝛾 is the corresponding vector of parameters;
𝑍

is a covariate vector of proximity variables for n and s (pairwise-specific

influence of s on n);
𝛿 is the corresponding vector of parameters.
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The study stressed the importance of social relationships in firm
behaviors, saying that investigations of innovation adoption that ignore intrapopulation linkages would likely be incomplete (Angst et al. 2010). The control
variables HITC (sum of HIT applications implemented), PROFIT (hospital’s profit
vs. not-for-profit status), TEACH (type of hospital whether it is teaching/research
or not) and IS BUDGET (percentage of budget devoted to information systems)
showed up as significant, while HITINIT (a count of the number of HIT initiatives
underway within each state at the time of the research), SIZE (size of a hospital)
and AGE (age of a hospital) were not significant. Researchers also saw
significant differences between Northeast and West regions of the United States.
Nurses acceptance of electronic health records prompted a model that
included EHR usability, EHR usefulness functionalities (CPOE, eMAR, nursing
flowsheet) influencing EHR acceptance (Carayon et al. 2011). A study on HIT
adoption by people with physical disabilities due to neurological conditions used
regression analysis on 330 data showed that a person’s intention to use the
system increases with growing PU and PEoU; there is a negative interaction
between PU and disability, positive interaction between PEoU and disability
(Liang et al. 2011).

2.3.6. Patients’ adoption of healthcare IT
There are some studies done in trying to explain adoption of healthcare IT
by patients. In one study, the purpose was to identify major factors that could
affect patients’ perceptions of a Home Telecare Management System (HTMS)
66

and develop a theoretical framework of patience acceptance of HTMS
(Rahimpour et al. 2008). A total of 10 focus groups interviews with patients
suffering from congestive heart failure and/or chronic obstructive pulmonary
disease were conducted in Sydney, Australia. Video demonstrations and HTMS
prototype was shown in order to ask the participants questions about their
perceptions. The results of the study showed that while the respondents
perceived system as useful and convenient, they had concerns with the issues of
cost, ease of use, clinical support, low self-efficacy and use anxiety (Rahimpour
et al. 2008). The researchers proposed that the two constructs: HTMS selfefficacy and anxiety should be included in future models for HTMS acceptance.
Another study on user acceptance of health IT employed TAM and
extended it to understand public’s need towards health information and the role
of antecedents of acceptance constructs when designing effective health
information website (Kim and Chang 2006). Researchers from Korea constructed
the model and then tested their hypothesis through sending out a nationally
representative random sample survey, performing descriptive analysis and data
analysis (SEM) (Kim and Chang 2006). Their results seemed different from
typical TAM studies outcomes: the hypothesis of direct effect of PEoU on CS
(customer satisfaction) was not accepted; while Post-CS hypothesis was
accepted in all model and it could be concluded that there is a significant effect
between user satisfaction and realization of it in practice (Kim and Chang 2006).
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Usage support and customization were significant in their impact on PU and
PEoU (Kim and Chang 2006).
Patient’s acceptance of provider delivered e-health [application that
delivers encyclopedic health content with browse and search access] was
studied by American researchers by sending out a questionnaire to subjects who
had recently registered for access to e-health from a large healthcare provider in
the Midwestern US (Wilson and Lankton 2004). SEM analysis was used to test
hypothesis. Their study tested three theoretical models of IT acceptance, which
performed well in predicting patients’ behavioral intention, and could be used to
predict e-health acceptance in advance of system development, researchers
concluded (Wilson and Lankton 2004). Additional antecedents included info
seeking, satisfaction and internet dependence (Wilson and Lankton 2004).
A study that aimed at exploring the factors influencing behavior and
adoption of USB-based personal health records (PHR) among patients’ in
Taiwan included subjective norm, security & privacy and computer self-efficacy
(Jian et al. 2012). The study showed that the key factors affecting adoption were
usage intention, perceived usefulness and subjective norm (Jian et al. 2012).
Another study concerning patients in Singapore investigated Singaporean
women’s acceptance of using mobile phones to seek health information (Lim et
al. 2011). Their construct included variables of self-efficacy, technological
anxiety, mobile experience, internet experience and illness experience (Lim et al.
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2011). The results showed that PU and self-efficacy positively predicted the
intention to use mobile phone to seek medical information (Lim et al. 2011).
One of important aspects and aims of health IT is to improve and sustain
constant education of medical personnel as new technologies, research, medical
techniques, drugs etc. become available. One study, done by researchers in
Hong Kong looked into e-learning, particularly into development and evaluation
of a virtual environment, the online 3Dworld Second Life (SL) for rapid sequence
intubation (RSI) (Chow et al. 2012b). The findings show that the system was
perceived as useful and some strategies need to be taken for boosting selfconfidence in using the system (the PEoU was neutral) (Chow et al. 2012b).

2.3.7. Research in the United States
Adoption of PDAs in a hospital in New York, USA, was studied by Arun
Vishwanath, Linda Brodsky and Steve Shaha. The researchers mention failed
health IT implementations due to adoption-related barriers like user resistance,
lack of motivation to adopt, perceived lack of utility and perceived complexity of
innovation (Vishwanath et al. 2009). They build extended and modified TAM with
external variables like age, specialty, position in hospital, attitudes toward HIT,
cluster ownership and split PU and PEoU in per-adoption and post-adoption
variables, making it a closed system with behavioral intent depending from preadoption PU and PEoU and PDA use frequency factor depending on behavioral
intent.
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Researchers noted that inclusion of user characteristics shed light on the
individual-level factors influencing the pre-adoption beliefs about PDAs
(Vishwanath et al. 2009). Diffusion theory-based constructs and the physician’s
general attitudes toward HIT and cluster ownership effected pre-adoption
variables. Authors also came to conclusion that physicians who tend to have a
positive attitude toward HIT tend to have more positive expectations from PDAs.
Authors of a recent study of physician’s adoption of electronic detailing (edetailing – using digital technology by pharmaceutical companies to relay
information to physicians) addressed the factors and proposed a model of
adoption based on diffusion of innovation theories and TAM (Alkhateeb et al.
2009). Their model included innovation characteristics (perceived relative
advantage, compatibility, complexity and trialability), communication (peer
influence), social system (affiliation with academia and policy restrictions), and
physicians’ characteristics.
Similar to the previously described study by Chau and Hu, examining the
acceptance of telemedicine technology in Hong Kong, a group of researchers
looked at PDA acceptance in the United States, collected data from 222
physicians and tested it with LISREL software (Yi et al. 2006). The most
significant determinant of physicians’ technology acceptance was perceived
usefulness, consistent with Chau and Hu (Yi et al 2006; Chau and Hu 2002). The
researchers also found that a significant effect of perceived ease of use on
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perceived usefulness and that both subjective norm and perceived behavioral
control had significant effects on behavioral intention (Yi et al. 2006).

2.3.8. HIT Adoption in other countries
Some countries had achieved major breakthroughs in healthcare IT
adoption, particularly in electronic medical records (Bates et al. 2003). While the
regulations and culture may vary and have impact on registry implementation
and use, the research and experience should be observed and studied. Thus, in
Australia, New Zealand and England were able to achieve high transition to
electronic health records by providing financial support and offering incentives for
electronically submitted claims, ensuring evidence-based decision support,
developing a strategic framework and standardization (Bates et al. 2003).
Some researchers presented case studies of implementation of HIT in
various countries and provided comparative analysis as well as
experiences/lessons learned sections (Rosemann et al. 2010; Were 2010).
A team of researchers from Canada performed a lessons-learned study
from HIT system implementation experience in seven countries and concluded
that system’s graphical user interface design quality, feature functionality, project
management, procurement and previous experience of users affect outcomes of
implementation (Ludwick and Doucette 2009). They also concluded that quality
of care, patient safety and provider/patient relations were not affected by system
implementation and socio-technical perspective complicate HIT deployment
(Ludwick and Doucette 2009).
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Their model of insulating and risk factors is shown in Figure 3.

Figure 3 Model of insulating and risk factors (Ludwick and Doucette 2009).

2.3.9. Quality Indicators in Healthcare Adoption and their Impacts
While the attention of greater quality of care always persists, with research
focus on how providers, patients and policies could affect factors that influence
the quality of care, but despite high investments (over 1.7 trillion annually) and
increased healthcare spending, U.S. ranks lower compared to other countries on
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several health measures (Jung 2006; Girosi et al. 2005; CMS 2014). Jung listed
specific benefits of HIT in regard to quality of care:


Medical error reduction (improved communication and access to
information through information systems could have a great impact in this
area)



Adherence support (embedded decision support functions embedded can
show the effect of HIT on adherence to guideline-based care and
enhancing preventive healthcare delivery (Dexter et al. 2004; Overhage
1996; Jung 2006).



Effective disease management (potential to improving the health
outcomes of patients with specific diseases).
Jung (2006) also explained that while efficiency is a complex concept,

some efficiency savings have been reported by researchers as a result of HIT
adoption as reduction in administrative time (Wong et al. 2003; Jung 2006)
hospital stays from the increased patients’ safety and care coordination etc.
Positive effects on cost were documented as:


Improved productivity



Paper reduction



Reduced transcription costs



Drug utilization



Improved laboratory tests

73

Additional benefits, reported by several researchers (Bates et al. 1998;
Agarwal 2002; Jung 2006) were:


improved patient safety (from safety alerts and medication reminders)



improved regulatory compliance (record keeping and reporting compliance
with federal regulations including Health Insurance Portability and
Accountability Act (HIPAA)).
Increased emphasis on preventive measures and early detection of

diseases, primary care, intermittent healthcare services and continuity of care is
prevalent in our ever-changing healthcare domain (Tsiknakis et al. 2002).
Information and communication technologies are taking lead in this dynamic
environment with the need for improved quality of healthcare services and costs
control (Tsiknakis et al. 2002). Another important trend in the healthcare system
is movement towards shared and integrated care, growth of home care through
sophisticated telemedicine services (facilitated by intelligent sensors, hand-held
technologies, monitoring devices, wireless technologies and Internet, which
pushes the need for technology that supports quality and continuity of care
(Tsiknakis et al. 2002; World Health Organization 2008). While the researchers
enlisted a number of valuable benefits, they would need to be examined and the
relationships and their significance would need to be studied further. The
envisioned benefits are listed in Figure 4 and Table 8 below:
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Vital health
information is
available 24
hrs a day, 7
days a week,
regardless of
the patient's
location

Healthcare
practicioners
are able to
view patient's
relevant
medical history

Access to
information of
previous lab
results or
medical
procedure

• more effective
and efficient
treatment
• more quality time
spent with the
patient

• reduce the
number of
redundant
procedure
• results in greater
cost savings

Enhanced
ability of health
planners and
administrators
to develop
relevant
healthcare
policies
• information for
researchers
• popultion health
statistics
• improved quality
of care

Access to
individual's
own personal
health records
• individuals can
make informed
choices about
options available
• opportunity to
excercise greater
control over their
health

Figure 4 Envisioned health information technology benefits.
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Table 8 Potential benefits and their related features
Potential benefit

Related features of healthcare
information technology
Open communication standards over
transparent platforms

Dissemination and distribution
of essential patient/client
information
Improved protection of personal Encryption and authentication
data
mechanisms for secure access to
sensitive personal information; auditing
capabilities for tracking purposes
Informed decision-making
Semantic unification and multimedia
resulting in improved quality of
support for a more concise and complete
care
view of medical history
Prompt and appropriate
Fast response times through transparent
treatment
networks and open interfaces
Risk reduction (access to a
Appropriate usable human-computer
wider patient/client knowledge
interfaces through awareness of
base)
contextual factors
Facilitation of co-operation
Role-based access mechanisms and
between health professionals of access privileges
different levels of health social
care organization
Reduction in duplicate
A robust and scalable interface that
recording/questioning of
could extend from corporate/hospital to
relevant patient information
regional and national level
More focused and appropriate
Access to all diagnostic information
use of resources due to shared through adaptive user interfaces
information of assessment and
care plan
Improved communication
Multimedia information is in the best
between professionals
format by clinical information system for
communication without loss of quality
Security and guarantee of
Permanent access and control of
continuity of care
interventions
Identification of a single patient Mechanism for identifying a single client
across multiple systems
record and associated data that may
have been stored on various source
systems
Consistent shared language
Mapping tool to display information in a
(between professionals)
generic format to bridge the gap in
terminology and semantic differences
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A systematic review by Goldzweig lists only a few studies of commercial
health IT systems use with reported results and experiences of the impacts of
EHR implementation (Goldzweig et al. 2009). In one of the studies described in
their publication, authors concluded that health technology implementation
(EpiCare at Kaiser Northwest) had no negative impact on quality of care:
measures of quality like immunizations and cancer screening did not change
(Goldzweig et al. 2009). In the second study of implementation of a commercial
electronic health record in a rural family practice in New York, the authors report
various financial impacts (average monthly revenue increase due to better billing
practices); clinical practice satisfaction as well as the support of the core mission
of providing care.
Agency for Healthcare Research Quality defined quality health care as
“doing the right thing at the right time in the right way to the right person and
having the best possible results” (Kazley and Ozcan 2008).
One important retrospective study in United States by Kazley and Ozcan
looked at impacts of health information technology on quality performance in
acute care hospitals (Kazley and Ozcan 2008). Retrospective cross-sectional
format with linear regression is used in order to assess the relationship between
HIT use in the hospital and quality performance (Kazley and Ozcan 2008). The
authors concluded that there is a limited evidence of the relationship between
technology use and quality. There are some interesting observations made by
the authors towards measuring quality and they describe it as a multifaceted and
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complex construct, which may grow and change. Ten process indicators related
to 3 clinical conditions: acute myocardial infarction, congestive heart failure and
pneumonia are used to measure quality performance based on their validity
(Kazley and Ozcan 2008). The authors noted that they didn’t measure such
elements of quality as patient satisfaction and long-term outcomes.
Leu et al. (2008) performed a qualitative study with in-depth semistructured interviews to describe how health IT functions within a clinical context.
Six clinical domains were identified by the researchers: results management,
intra-clinic communication, patient education and outreach, inter-clinic
coordination, medical management and provider education and feedback.
Created clinical process diagrams could provide clinicians, IT, and industry with a
common structure of reference while discussing health IT systems through
various time frames (Leu et al. 2008).
While it would be expected that health data would allow quality
assessment and other impact assessment without expensive and timeconsuming processing of medical documentation, Roth et al. (2009) conclude
that only about a third of indicators of the Quality Assessment Tools system
would be readily available through health records with some concerns that only
components of quality would be measured, perhaps to the detriment of other
important measures of health care quality. The researchers provided a table of
accessibility of quality indicators (clinical variables), which have been narrated in
Table 9 below:
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Table 9 Accessibility of quality indicators
Accessible indicators (most to
least)
Demographics
Diagnosis
Prescription
Past medical history
Procedure date
Lab date
Problem/chief complaint
Vital sign/weight/height
Allergy
Lab result
Medication history
Diagnostic test date
Imaging date
Medications, current
Vaccination
X-ray date
EKG date

Hard to access indicators
(most to least)
Disease-specific history
Care site
Physical exam
Refusal
Patient education
Social history
Treatment
Diagnostic test result
Imaging result
Contraindication
Pathology
Family history
EKG result
X-ray result

A group of researchers looked into problem of improving patient safety in
ambulatory settings and throughout this qualitative study developed a tool kit of
best practices and a collaborative to enhance medication-related practices and
patient safety standards (Schauberger and Larson 2006). The list of best
practices for the inpatient setting was the following, with # 6, 10 and 3 being the
top three process improvements on best practices:
1. Maintaining accurate and complete medication list
2. Ensuring medication allergy documentation
3. Standardizing prescription writing
4. Removing all IV potassium chloride from all locations
5. Emphasizing non-punitive error reporting
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6. Educating about look-alike, sound-alike drugs
7. Improving verbal orders
8. Ensuring safety and security of sample drugs
9. Following protocols for hazardous drug use
10. Partnering with patients
11. Notifying patients of laboratory results
Quality effect factors of information technology adoption were described
by DesRoches et al. in the New England Journal of Medicine (DesRoches et al
2008). Those were:


quality of clinical decisions;



quality of communication with other providers;



quality of communication with patients;



prescription refills;



timely access to medical records;



avoiding medication errors;



delivery of preventive care that meets guidelines;



delivery of chronic-illness care that meets guidelines.
While the positive effect was shown in many cases, the significance of

p<0.001 was reported only for the quality of clinical decisions; delivery of
preventive care that meets guidelines and delivery of chronic-illness care that
meets guidelines.
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Lanham, Leykum and McDaniel, who focused on social underpinning of
HIT use or the “human element” of technology acceptance, implementation and
use, also noted about research in the area of HIT impacts, particularly HIT
influence of fundamental outcomes like cost and quality of healthcare delivery as
well as reshaping organizational culture and clinical workflow (Lanham et al.
2012).
Goroll et al. (2008) also talked about impact on safety and impact on
quality. Those types of technology impacts may be hard to assess, but are
extremely important in growing the healthcare information management field and
constantly improving it. Chaudhry et al. (2006) performed systematic review of
the impact of HIT on quality, efficiency and cost. The researchers outlined the
components of an HIT implementation (Chaudhry et al. 2006):


Technological (for example, system applications)



Organizational process change (workflow redesign)



Human factors (user friendliness)



Project management (archiving project milestones).
Chaudhry et al. (2006) also discussed what elements are behind the major

effects of quality, efficiency and cost:
1. Effect on quality was predominantly in the role of increasing adherence
(with decision support) to guideline- or protocol-based care. In addition to
the mentioned variable, clinical monitoring based on large-scale screening
and aggregation of data could show how health IT can support new ways
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of care delivery. Reduction of medication errors was also reported
measure of the effect on quality.
2. Effects on efficiency
a. utilization of care (could be measured through the monetized
estimates through the average cost of the examined service at the
researched institution; could be analyzed through provided decision
support (display of laboratory test costs, computerized reminders,
display of previous test results, automated calculation of pretest
probability for diagnostic tests) at the point of care;
b. provider time (Physician time could be examined in relation to
computer use);
3. Effects on Costs (changes in utilization of services; cost data on aspects
of system implementation or maintenance).
A summary table, indicating key points of the systematic review on
impacts of HIT from Chaudhry et al. (2006) is displayed in Table 10 below:
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Table 10 Summary points of impact studies (Chaudhry et al. 2006)
Main summary points of impact studies
Health information technology has been shown to improve quality through:
 increasing adherence to guidelines
 enhancing disease surveillance
 decreasing medication errors
Primary and secondary preventive care holds much evidence on quality
improvement.
Decreased utilization of care is reported as the major efficiency benefit
Effect on time utilization is mixed
Empirically measured data on the aspects of costs is limited and
inconclusive
Four benchmark research institutions supply most of high quality literature
on multifunctional HIT systems
Effect of multifunctional commercially developed systems is not well
documented
Interoperability and consumer HIT impacts have little evidence
Generalizability is a major limitation in the literature
One particular study by Yusof et al. 2008 examined previous models of
information systems (IS) evaluation, particularly the IS Success Model and the
IT-Organization Fit Model as well as introduced another HOT-fit model based on
the system of human, organization and technology-fit factors.
Updated DeLone and McLean IS Success Model was developed in 2003,
based on the original DeLone and McLean IS Success Model, introduced 20
years ago as a framework and model for measuring the complex-dependent
variable in IS research (DeLone and McLean 2003).
The measures in the framework are included in the six system dimensions
(Yusof et al. 2008; DeLone and McLean 2003):


System Quality (the measures of the information processing system itself);



Information Quality (the measures of IS output)
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Service Quality (the measures of technical support or service)



Information Use (recipient consumption of the output of IS)



User Satisfaction (recipient response to the use of the output of IS)



Net Benefits (IS impact overall).
While the model illustrates clear, grounded, well-observed and specific

dimensions or impacts of IS success/effectiveness and their relationships, it does
not include organizational factors, which have been included in HOT-fit model
(Yusof et al. 2008). Before depicting HOT-fit model, there is another model that
requires our attention in order to improve understanding of our research model.
IT-Organizational Fit Model was presented in 1991 by Scott Morton and
includes both internal and external elements of fit. Model’s internal fit is attained
through combination and dynamic equilibrium of organizational components of
business strategy, organizational structure, management processes, and roles
and skills; while model’s external fit is achieved due to formulation of
organizational strategy grounded in environmental trends and market, industry
and technology changes (Yusof et al. 2008). The enabler – IT is shown to affect
the management process, also impacting organizational performance and
strategy.
In 2008, Yusof et al. combined elements of both models to create humanorganization-technology fit (HOT-fit) framework and proposed it for applications
in healthcare, while testing it with subjectivist, case study strategy approach,

84

employing qualitative methods (Yusof et al. 2008). The researchers also
presented examples of the evaluation measures of the proposed network.
Focused incentives, training and education in the right direction could
speed up the process of adoption and use of more sophisticated information
technology systems (Miller and Sim 2004).
The overview of the implementation barriers from the perspectives of
various user groups (physicians, health care professionals, managers and
patients) can show multiple facets of the issue, as well as finding commonalities
in implementation factors, which was research by McGinn and others (McGinn et
al. 2011). Below are the factors outlined to be common barriers for all user
groups (McGinn et al. 2011):


Design/technical concerns



Privacy and security concerns



Cost issues



Lack of time and workload



Motivation



Productivity



Perceived ease of use



Interaction between a patient and a health professional



Interoperability



Familiarity and ability with the system
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Goldzweig et al. (2009) describe various instances in their research review
where perceived barriers to adoption included resistance from physicians,
system downtime, increase of physicians’ time, inadequate computer skills, cost
and inability to find a suitable system. While the surveys bring new interesting
findings in barriers and adoption of health IT, there is a gap in research of
significance of barriers and their impact on HIT adoption.
While examining a large body of literature, lots of researchers provided
either qualitative or overall general empirical evaluation of technology
acceptance model or other acceptance models (Chiasson et al. 2007; Dillon and
Morris 1996; Im et al. 2008; Premkumar and Bhattacherjee 2008; Tsiknakis et al.
2002; Szajna 1996; Scott and Briggs 2009; Yang 2004; Yusof et al. 2008; or
explored particular aspects of the HIT adoption (Burton-Jones and Hubona 2006;
Cresswell and Sheikh 2012; Degoulet et al. 1995; Janczewski and Shi 2002;
Jeng and Tzeng 2012; Folland 2006; Hagger et al. 2007; Karahanna and Straub
1999; Kim and Malhotra 2005; Lee and Xia 2011; Malhotra 1999; Martich and
Cervenak 2007; McFarland and Hamilton 2006; Melone 1990; Shin 2010; Storey
and Buchanan 2008; Viswanathan 2005), while actual applications of TAM and
its derivatives (Jimoh et al. 2012; Mäenpää et al. 2009; Polančič et al. 2010;
Ortega Egea and Román González 2011; Yu et al. 2009) are difficult to find in
the United States.
Some literature sources reviewed had interesting frameworks of IT
adoption in healthcare that differed greatly from TAM (Davidson and Heineke
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2007; Hatton et al. 2012) or were experiential in nature (André et al. 2008;
Ayatollahi et al. 2009). One study (Becker et al. 2011) showed radical
modification of TAM into DART model (dynamic acceptance model for
reevaluation of technologies) that refers to the dimensions of PU and PEoU.
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2.4. Research Taxonomies and Gaps

2.4.1. Taxonomy of Technology Assessment methods
Table 11 Taxonomy of Technology Assessment methods
Technology assessment
methods
System dynamics and
structural modeling
Impact analysis
Scenario analysis

Delphi techniques
Risk assessment
Decision analysis, MCDA,
decision making and
technology acquisition
(AHP, HDM, MAU, fuzzy
AHP, fuzzy logic and expert
judgment)
Cost-benefit analysis
methods
Roadmapping and
technology development
envelope (TDE)
Mathematical and synthesis
methods (conjoint analysis;
bibliography, patent
analysis, technology futures
analysis, social networking;
statistical analysis)
Multi-perspective approach
using qualitative and
quantitative techniques
Technology Acceptance and
Adoption and Diffusion

Literature sources
Keller and Ledergerber 1998; Linston et al. 1979;
Hoyle 2012; Jackson 2001; Jackson 2003; Matsueda
2012; Mueller 2008; Polančič et al. 2010
Coates 1974; Tran and Daim 2008
Tran and Daim 2008; Brent 2012; Coates 1974; Miller
and Waller 2003; Liu et al. 2007; Ferng 2009; Pallottino
et al. 2005; Buytendijk et al. 2010; Bianco et al. 2014;
Zhang et al. 2012
Tran and Daim 2008; Meesapawong et al. 2014;
Förster and Von der Gracht 2014
Hundy and Hamblin 1988; Wilhite 2004; Cyranoski
2012; Linder and Sexton 2011; Ideker et al. 2011
Merkhofer 1982; Cunningham and Lei 2008; Wang and
Hsieh 2014; Başoǧlu et al. 2012; Auvinen et al. 2014;
van Blommestein and Daim 2013; Daim et al. 2013;
Daim et al. 2012a; Daim et al. 2012b; Abotah 2015;
Gerdsri and Kocaoglu 2009; Gerdsri and Kocaoglu
2013; Riddell and Wallace 2011; Daim and Kocaoglu
2008; Devlin and Sussex 2011; Thokala and Duenas
2012
Gagnon 1991; Schwartz et al. 2011; Lee et al. 2010;
Jang and Lee 2013
Daim and Oliver 2008; Amer and Daim 2011; Carvalho
et al. 2013; Tran and Daim 2008; Lee et al. 2012;
Geum et al. 2011; Fleischer et al. 2005; Daim et al.
2011, Gerdrsi 2005
Sharif and Sundararajan 1983; Grupp and Hohmeyer
1986; Daim et al. 2006; Linstone et al. 1979; Shen et
al. 2010; Behkami and Daim 2012; Seneler et al. 2009;
Ahn et al. 2013; Liao et al. 2013; Lazoi et al. 2011;
Zhou et al. 2010; Karvonen et al. 2012; Chan et al.
2010; Daim et al. 2010
Thorn et al. 2011; Ahn et al. 2009
Basoglu 2007; Kerimoglu et al. 2008; Tanoglu et al.
2010
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2.4.2. Taxonomy of Health Technology Assessment methods
Table 12 Taxonomy of Health Technology Assessment Methods
Health Technology
Assessment methods
System dynamics and
structural modeling
Decision-making

Scenario analysis
Heuristics
Decision trees
Bayesian Belief Networks
Data mining and machine
learning
Cost-benefit analysis
methods
Roadmapping and
technology development
envelope (TDE)
Mathematical and
synthesis methods

Literature sources
Linston et al. 1979; Hastie et al. 2009
Pauker and Kassirer 1987; Schwartz et al. 1973; Pauker
1976; Howard 1966; Howard 2006; Raiffa 1997; Pearl
1988; Cooper 1986; Matheny and Ohno-Machado 2007;
Duda et al. 2001; Brown 2008; Hastie et al. 2009; Bruce
and Fries 2005; Swets 1979; Metz 1978; Ledley and
Lusted 1959; Greenes 2007
van Genugten et al. 2003; Bierbooms et al. 2011; Banta
et al. 1987
Davidson and Heineke 2007; Hatton et al. 2012
Bohanec 2000; Schwartz et al. 1973; Pauker 1976;
Greenes 2007; Duda et al. 2001
Pearl 1988; Cooper 1986; Matheny and Ohno-Machado
2007
Greenes 2007; Bruce and Fries 2005; Strome 2013
Metz 1978; Swets 1979; Bruce and Fries 2005
Geum et al. 2011

Greenes 2007; Ledley and Lusted 1959; Raiffa 1997;
Howard 1966; Schwartz et al. 1973; Pauker 1976;
Bohanec 2000; Burton-Jones and Hubona 2006;
Cresswell and Sheikh 2012; Degoulet et al. 1995;
Janczewski and Shi 2002; Jeng and Tzeng 2012;
Folland 2006; Hagger et al. 2007; Karahanna and Straub
1999; Kim and Malhotra 2005; Lee and Xia 2011;
Malhotra 1999; Martich and Cervenak 2007; McFarland
and Hamilton 2006; Melone 1990; Shin 2010; Storey and
Buchanan 2008; Viswanathan 2005
Multi-perspective approach Banta and Bos 1991; Goroll et al. 2008
using qualitative and
quantitative techniques
Technology Acceptance
Chiasson et al. 2007; Dillon and Morris 1996; Im et al.
and Adoption and
2008; Premkumar and Bhattacherjee 2008; Tsiknakis et
Diffusion
al. 2002; Szajna 1996; Scott and Briggs 2009; Yang
2004; Yusof et al. 2008; Jimoh et al. 2012; Mäenpää et
al. 2009; Polančič et al. 2010; Ortega Egea and Román
González 2011; Yu et al. 2009
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2.4.3. Taxonomy of HIT evaluation factors
Table 13 Taxonomy of HIT evaluation factors – Financial
Financial
Start-up costs

Ongoing costs
Financial uncertainties (lack
of tangible benefits; lack of
financial return;
reimbursement)
Lack of financial resources
(in some sources referred to
as lack of capital, lack of
funding etc.)

Literature sources
Schoen et al. 2006; Menachemi and Brooks 2006;
Boonstra and Broekhuis 2010; Cresswell and Sheikh
2012; Zaroukian 2006; Palacio et al. 2009; Simon et
al. 2007; Fonkych and Taylor 2005; McGinn et al.
2011; Valdes 2004
Witter 2009; Martich ad Cervenak 2007; Boonstra and
Broekhuis 2010; Ash and Bates 2005; DePhilips
2007; Police et al. 2011
Chaudhry et al. 2006; Menachemi et al. 2008;
Goldzweig et al. 2009; Blumenthal 2009
Shields et al. 2007; Robert Wood Johnson Foundation
2010; Simon et al. 2008; Boonstra and Broekhuis
2010; Bowens et al. 2010; Ash and Bates 2005; Shen
and Ginn 2012; Palacio et al. 2009; Goroll et al. 2008;
Lorenzi et al. 2009; Simon et al. 2007; Fonkych and
Taylor 2005

Table 14 Taxonomy of HIT evaluation factors – Technical
Technical

Literature sources

Information quality
(accuracy, content,
format, timeliness)
Intensity of IT
utilization (data
security,
documentation,
technical support,
complexity,
customization,
reliability,
interconnectivity,
interoperability,
hardware issues)

Moores 2012; Wu et al. 2007; Chen and Hsiao 2012; Liang
et al 2011; Cresswell and Sheikh 2012; Bodenheimer and
Grumbach 2003; Kim and Chang 2006
Dünnebeil et al. 2012; Chen et al. 2010; Lorence and
Churchill 2005; Zhang and Liu 2010; Tsiknakis et al. 2002;
Vedvik et al. 2009; Bates et al. 2003; Robert Wood Johnson
Foundation 2010; Miller and Sim 2004; Angst et al. 2010;
Handy et al. 2001; Greenhalgh et al. 2009; Chen and Hsiao
2012; Menachemi and Brooks 2006; Boonstra and
Broekhuis 2010; Rosemann et al. 2010; Tyler 2001;
Rahimpour et al. 2008; Rind and Safran 1993; Bowens et al.
2010; Valdes et al. 2004; Jian et al. 2012; Blumenthal 2009;
Yoon-Flannery et al. 2008; Ludwick and Doucette 2009;
Ortega Egea and Román González 2011; Palacio et al.
2009; Goroll et al. 2008; Simon et al. 2007; Police et al.
2011; Glaser et al. 2008
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Table 15 Taxonomy of HIT evaluation factors – Social/Organizational – Part 1
Social/organizational

Literature sources

Top management support

Chen and Hsiao 2012; Legris et al. 2003; Morton
and Wiedenbeck 2009; André et al. 2008; Yusof et
al. 2008; Kim and Chang 2006
Project/team competency
Chen and Hsiao 2012; Yarbrough and Smith 2007;
Chow et al. 2012b; Carayon et al. 2011; Zaroukian
2006
Process orientation
Dünnebeil et al. 2012; Chiasson et al. 2007
Standardization
Lanhan et al. 2012; Holden and Karsh 2010; Kumar
and Aldrich 2010; Greenhalgh et al. 2009; Tsiknakis
et al. 2002; Boonstra and Broekhuis 2010; Tyler
2001; Cresswell and Sheikh 2012; Leu et al. 2008;
Helms and Williams 2011; Lapinsky et al. 2008;
Ludwick and Doucette 2009; Zaroukian 2006;
Lorenzi et al. 2009; Kazley and Ozcan 2008;
Randeree 2007; Matysiewicz and Smyczek 2009;
Wagner and Weibel 2005; Glaser et al. 2008
Staff reallocation/employment Greenhalgh et al. 2009; Janczewski and Shi 2002
Security/confidentiality/privacy Angst et al. 2010; Morton and Wiedenbeck 2009;
Piliouras et al. 2011; Boonstra and Broekhuis 2010;
Rosemann et al. 2010; Tyler 2001; Rind and Safran
1993; Alper and Olson 2010; Bowens et al. 2010;
Ash and Bates 2005; Dünnebeil et al. 2012
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Table 16 Taxonomy of HIT evaluation factors – Social/Organizational – Part 2
Social/organizational
(continued)
Incentives

Policy drawbacks and
supports
Transience of vendors
Workflow redesign

Literature sources
Kumar and Aldrich 2010; Schoen et al. 2006; Goldzweig et
al. 2009; Bates et al. 2003; Beckett et al. 2011;
Greenhalgh et al. 2009; Boonstra and Broekhuis 2010;
Rosemann et al. 2010; Ford et al. 2006; Cresswell and
Sheikh 2012; Ash and Bates 2005
Witter 2009; Miller and Sim 2004; Schoen et al. 2006;
Chumbler et al. 2011; Goroll et al. 2008; Simon et al. 2008;
Chen and Hsiao 2012; Vishwanath et al. 2009; André et al.
2008
Bates et al. 2003; Ford et al. 2006; Randeree 2007
Miller and Sim 2004; Dixon et al 2010; Menachemi and
Brooks 2006; Boonstra and Broekhuis 2010; Chaudhry et
al. 2006; Bowens et al. 2010; Furukawa 2011; Zandieh et
al. 2008; Zaroukian 2006; Goroll et al. 2008; Lorenzi et al.
2009
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Table 17 Taxonomy of HIT evaluation factors – Personal
Personal

Literature sources

Age, specialty,
position,
familiarity

Vishwanath et al. 2009; Morton and Wiedenbeck 2010; Miller and Sim
2004; Wu et al. 2007; Bergman-Evans et al. 2008; Jeng and Tzeng
2012; Angst et al. 2010; Handy et al. 2001; Chen and Hsiao 2012;
Rosemann et al. 2010; Rahimpour et al. 2008; Ortega Egea and
Román González 2011; Pai and Huang 2011; Im et al. 2008; Police et
al. 2011
Motivation
Beckett et al. 2011; Dixon 1999; Wu et al. 2007; Yu et al. 2009;
Greenhalgh et al. 2009; Yarbrough and Smith 2007; Piliouras et al.
2011; Frambach and Schillewaert 2002; Cresswell and Sheikh 2012
Productivity
Morton and Wiedenbeck 2009; DeLia et al. 2004; Bowens et al. 2010;
Yoon-Flannery et al. 2008
Personal
Jeng and Tzeng 2012; Frambach and Schillewaert 2002; Vishwanath
innovativeness et al. 2009; Moores 2012; Yi et al. 2006; Hung et al. 2012
Self-efficacy
Chow et al. 2012a; McFarland and Hamilton 2006; Chau and Hu
2002; Dixon 1999; Wu et al. 2007; Legris et al. 2003; Yu and Gagnon
2009; Chen and Hsiao 2012; Rahimpour et al. 2008; Cresswell and
Sheikh 2012; Wu et al. 2009; Kukafka et al. 2003
Anxiety
Ludwick and Doucette 2009; Wu et al. 2007; Yarbrough and Smith
2007; Cheng 2012; Kukafka et al. 2003; Aggelidis and Chatzoglou
2009; Storey and Buchanan 2008

Table 18 Taxonomy of HIT evaluation factors – Interpersonal
Interpersonal

Literature sources

Doctor-doctor
Doctor-nurse
Doctor-patient

Wu et al. 2007; Yu and Gagnon 2009; Yarbrough and Smith 2007;
Chen and Hsiao 2012; Frambach ad Schillewaert 2002; Cheng
2012; Yang 2004; Dünnebeil et al. 2012; Liu and Ma 2005; Yusof
et al. 2008; Chiasson et al. 2007
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2.4.4. Research gaps framework
After examining a large body of literature on health technology
assessment, acceptance and evaluation (Table 11, Table 12, Table 13, Table 14,
Table 15,
Table 16, Table 17, Table 18 and Table 19), major research gaps shown in
Figure 5 are the following:
1. A comprehensive hierarchical model that looks at the technology adoption
potential of the wearable medical devices in departmental hospital settings
has not been successfully introduced.
2. Multi-perspective approach utilizing financial, technical, organizational,
patient and interpersonal criteria in one model for the purposes of
assessing the technology adoption potential in healthcare has not been
introduced.
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Table 19 Bibliographical review of types of studies performed in Health
Technology Assessment and Adoption
Type of study

Research works

Qualitative or empirical
evaluation of Technology
Acceptance Model or other
acceptance models

Chiasson et al. 2007; Dillon and Morris 1996; Im et
al. 2008; Premkumar and Bhattacherjee 2008;
Tsiknakis et al. 2002; Szajna 1996; Scott and Briggs
2009; Yang 2004; Yusof et al. 2008

Exploration of particular
aspects of the HIT adoption

Burton-Jones and Hubona 2006; Cresswell and
Sheikh 2012; Degoulet et al. 1995; Janczewski and
Shi 2002; Jeng and Tzeng 2012; Folland 2006;
Hagger et al. 2007; Karahanna and Straub 1999;
Kim and Malhotra 2005; Lee and Xia 2011; Malhotra
1999; Martich and Cervenak 2007; McFarland and
Hamilton 2006; Melone 1990; Shin 2010; Storey and
Buchanan 2008; Viswanathan 2005

Applications of TAM and its
derivatives in other countries

Jimoh et al. 2012; Mäenpää et al. 2009; Polančič et
al. 2010; Ortega Egea and Román González 2011;
Yu et al. 2009

Frameworks of IT adoption in
healthcare (stage process
and heuristics)

Davidson and Heineke 2007; Hatton et al. 2012

Frameworks of IT adoption
experimental in nature

André et al. 2008; Ayatollahi et al. 2009; Becker et
al. 2011

Decision-making in
healthcare

Pauker and Kassirer 1987; Schwartz et al. 1973;
Pauker 1976; Howard 1966; Raiffa 1997; Pearl 1988;
Cooper 1986; Matheny and Ohno-Machado 2007;
Duda et al. 2001; Brown 2008; Hastie et al. 2009;
Bruce and Fries 2005; Swets 1979; Metz 1978;
Ledley and Lusted 1959; Greenes 2007

Other applications of
hierarchical decision models

Wang et al. 2013; Wang et al. 2010; Cleland and
Kocaoglu 1981; Sheikh et at. 2014; Sheikh 2013;
Chan et al. 2013; Iskin and Daim 2014; Chen et al.
2009; Gerdsri and Kocaoglu 2008; Gerdsri and
Kocaoglu 2009; Phan and Kocaoglu 2014
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Research Gaps
A comprehensive
hierarchical model that
looks at the technology
adoption potential of
the wearable medical
devices in
departmental hospital
settings has not been
successfully
introduced.
Multi-perspective
approach utilizing
financial, technical,
organizational, patient
and interpersonal
perspectives in one
model for the purposes
of assessing the
technology adoption
potential in healthcare
has not been
introduced.

Research Goals

1. Define a
research
framework for
the technology
adoption
potential of the
wearable
medical devices
in departmental
hospital
settings.
2. Assess the
importance of
perspectives
and criteria and
the lower level
of HDM through
expert judgment
quantification.

Research Questions
What are the perspectives
and criteria for assessing
technology adoption potential
of the wearable sensor
products for pervasive care in
neurosurgery and
orthopedics?
What are the wearable sensor
products that have potential
for adoption for pervasive
care in neurosurgery and
orthopedics?
Which health technology
assessment perspectives
have the highest importance
from physician’s perspective
according to the experts?
Which wearable sensor
product has the highest
adoption potential?
How does change in values
of perspectives impact the
changes of rankings of
wearable sensor products?

Figure 5 Framework of research gaps, goals and questions
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CHAPTER 3. RESEARCH METHODOLOGY
3.1. Validation of Hierarchical Decision Modeling through Applications
Hierarchical Decision Modeling is the methodology that is applicable when
managers or researchers are faced with multilevel decision possibilities under
conflicting objectives and criteria and complex problems. Hierarchical decision
process, has been pioneered by Kocaoglu and Saaty, has been implemented in
various industries for the purposes of evaluation of information technology or
other objectives, where the problem could be viewed as a network of
relationships. In HDM, each level of the hierarchy could consist of conflicting
decision elements or multidimensional criteria that are relevant to the problem at
hand (Kocaoglu 1983).
The figure similar to an example of a decision hierarchy from Kocaoglu’s
research is presented below (Figure 6):
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Figure 6 Example of a decision hierarchy.
Another example of generalized HDM model proposed by Kocaoglu and
Cleland is MOGSA (Figure 7) (Cleland and Kocaoglu 1981). MOGSA consists of
5 hierarchical levels: Mission, Objectives, Goals, Strategies and Actions. Mission
level usually answers the questions what business are we in or what business we
want to be in. Objectives level represents the list of achievements we should
have in order to satisfy our mission. Goals level reflects on the targets to reach in
order to fulfil the objectives. Strategies, being a level under the Goals level,
depict the pathways that should be followed in order to meet our goals. Actions
level should outline the projects that are needed in order to develop our
strategies.
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Figure 7 MOGSA research framework (Cleland and Kocaoglu 1981).
One of the most recent research papers using MOGSA was published in
2013 for selecting projects for non-profit organization (Wang et al. 2013).
Objectives in the model (for example: the advancement of education, the relief of
poverty) were followed by organizational goals, other criteria and later quantified
using pairwise comparison method.
Nasir Sheikh used HDM in assessment of solar photovoltaic technologies
with multiple perspectives and hierarchical decision modeling (Sheikh et al.
2014). He looked at the problem through the lens of multiple perspectives, that
he named STEEP: Social, Technological (or Technical), Economic,
Environmental and Political. His research is another example that validates the
use of HDM model for judgment quantification of decision makers to represent
their world view (Sheikh et al. 2014).
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Another interesting research in hierarchical decision modeling was done
by researchers Chan, Daim and Kocaoglu on developing a strategic policy choice
framework for technological innovation (Chan et al. 2013). The model has four
levels and the alternatives level is resource level. The model is depicted in Figure
8 below:

Figure 8 Framework for Technological Competitiveness and Innovation (Chan et
al. 2013)
Another important work validating the HDM approach was done in the field
of technology assessment for energy efficiency programs in Pacific Northwest
(Iskin and Daim 2014). The chainwise paired comparison method was utilized at
the program alternative level due to the large number of program alternatives
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(Iskin and Daim 2014). The model was based on Research Institute for
Sustainable Energy “RISE” research model. RISE model was developed by
Kocaoglu and Daim and aimed to provide multi perspective assessment of
various energy technologies from technical, economic, environmental, social and
political perspective.
In semiconductors industry, HDM and sensitivity analysis were used for
strategic assessment of the overall competitive success (Chen et al. 2009). With
that in mission, the second level of hierarchy was the list of competitive goals,
followed by technology strategies leading to the technology alternatives.
Another interesting research with application in semiconductors industry
was performed to determine innovativeness of a company (Phan and Kocaoglu
2014). The methodology consisted of hierarchical decision model, evaluation of
indicators and innovativeness. This research also implements the concept of
desirability curve, the measure and representation of usefulness or ‘goodness’ of
those values to the decision maker.
In agriculture with a particular case study of nanotechnology, HDM was
used by researchers Gerdsri and Kocaoglu to develop national emerging
technology strategy and policy supporting sustainable economy (Gerdsi and
Kocaoglu 2008; Gerdsri and Kocaoglu 2009). The model consisted of four levels
(mission, objectives, technological goals and research strategies (Gerdsi and
Kocaoglu 2008). The research was directed to help policy makers establish R&D
strategy for any emerging technology according to the country’s mission. The
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researchers consider HDM model and its results a decision support tool
contributing to the R&D strategy development of nanotechnology for Thailand’s
agriculture sector.
A recent paper used HDM for selecting medical hardware (cochlear
implant device) from the patient’s perspective for a real-world decision and
demonstrates that it’s a sophisticated decision-making tool for complex patientbased medical decision-making (Anderson and Jahromi 2016). High-level
categories for the hierarchical model included performance, patient safety,
usability and technical issues.
3.2. Hierarchical Decision Model (HDM)
Hierarchical Decision Model (HDM) developed by Dr. Kocaoglu, gives an
opportunity to look at the program under consideration as a network of
relationships among decision hierarchies, quantified by subjective judgments of
experts in a systematic process so as to provide a sound basis for those complex
evaluations (Kocaoglu 1983). HDM is widely used in Engineering and
Technology Management discipline and has gained popularity in various
industries (Turan et al. 2009, Fenwick et al. 2009; Kodali et al. 2009; Angst et al.
2010).
Multi-criteria decision tools like Saaty’s Analytic Hierarchy Process (AHP)
(Saaty 1977) and Hierarchical Decision Model (HDM) (Kocaoglu 1983) have
some important steps in the application process:
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1. Structuring the decision problem into levels consisting of objectives and
their associated criteria
2. Eliciting decision maker’s preferences through pairwise comparison
among all variables at every hierarchical level of the decision model
3. Processing the input from the decision-maker and calculating the priorities
of the objectives
4. Checking consistency of the decision maker’s responses to ensure logical
and not random comparison of the criteria.

3.3. Generalized Hierarchical Decision Model
The generalized HDM for assessment of technology adoption potential is
shown in Figure 9 and consists of four levels: mission statement; model
perspectives, criteria and model alternatives.
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M
Ol

…

OL

…

Gk

…

Objectives
Ol, , l=1…L

…

Ai

GK

AI

Goals
Gk , k=1…K

Alternatives
Ai , i=1…I

Figure 9 Generalized hierarchical decision model with 4 levels of hierarchy


Mission: Assessment of technology adoption potential



Objectives: Ol, with l = 1, …, L



Goals: Gk, with k = 1, …, K



Alternatives: Ai, with i = 1, …, I



ClO-M is the relative contribution of the Lth objective to the mission



CklG-O is the relative contribution of kth goal to the Lth objective



CikA-G is the relative contribution of the to the kth goal



CilA-O is the relative contribution of the ith alternative to the Lth objective



CiA-M is the overall contribution of ith alternative to the mission
According to the Constant Sum method, one hundred points was assigned

to be divided between the pairs of the elements at the same level of the
hierarchy. The overall relative contribution of the model alternative (wearable
sensor products) (A) to the mission (M) is calculated by adding the sum of the
products of all local contribution matrices between M and A as depicted in the
equation below (Chen and Kocaoglu 2008):
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𝐶

=

𝐶

𝐶

𝐶

3.4. Judgment Quantification
Judgment quantification (quantification of expert judgments for data
collection purposes) is performed at different levels in the decision hierarchy.
Pairwise comparison method is employed for judgment quantification.
In HDM, a variance-based approach is used for the inconsistency
calculations and 10% limit is recommended on it in the Constant Sum Method
(CSM). While the HDM approach is similar to Saaty’s Analytic Hierarchy Process,
the computational phase uses the Constant Sum Method instead of the
Eigenvectors (Kocaoglu 1983). As explained by Dr. Kocaoglu, in the hierarchical
decision process, the problem is considered as a network of relationships among
major levels (impact, target and operational) of hierarchy, with multicriteria
objectives at the top leading to multiple benefits and at the bottom – multiple
outputs resulting from multiple actions (Kocaoglu 1983).
The constant-sum method (Kocaoglu 1983) consists of the following:
1. n(n -1)/2 are randomized for the n elements under consideration.
2. The decision-makers distribute a total of 100 points between elements
with respect to each other. (It they are of equal importance both elements
get 50 points, if one is four times higher/more important with respect to
another, the allocation will be 80 to 20 points etc.
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3. The data is written into matrix A, through comparing column elements with
row elements.
4. Matrix B is obtained by taking the ration of comparisons for each pair from
Matrix A.
5. Matrix C is constructed through division of each element in a column of
Matrix B by the element in the next column.
Element d is assigned a value of 1 and the calculation of other elements is
performed by ratios as the mean of each column in Matrix C.
3.5. Inconsistency Measure
When pairwise comparisons have some inconsistencies, the consistency
measure is calculated in order to determine the level of internal consistency in
the comparisons of the judgments (Ra 1988).
The inconsistency is specified through nonzero standard deviations under
the Matrix C columns (Kocaoglu 1983). Matrix C (discussed above) should be
repeated for all n! orientations of the n elements.
With normalized values calculated for each orientation, the final value for
each element (the mean of the n! relative values) is determined and the variance
in the relative elements distribution is used for internal inconsistency measure.
The formula of inconsistency measure (Kocaoglu 1983) is shown below:
𝒏

𝐼𝒏𝒄𝒐𝒏𝒔𝒊𝒔𝒕𝒆𝒏𝒄𝒚 =

(𝟏/𝒏)

𝒏!

(𝟏/𝒏!)
𝒊 𝟏

𝒓𝒔𝒖𝒃𝒊 − 𝒓𝒊𝒋

𝟐

𝒋 𝟏
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where 𝑟 is the relative value of element i in jth orientation;
𝑟

is the average subjective value of element i.
!

𝑟

= (1/𝑛!)

𝑟

A recent study by Abbas (2016) established consistency thresholds linked
to for HDM’s judgment quantification method. The measure is linked to number of
decision variables and alpha (α) level for the purposes of evaluating the
soundness and validity of the judgment. The inconsistency measure proposed
by Abbas (2016) is the square root of the sum variances and defined as the Root
of the Sum of Variances (RSV) of the n decision elements:

𝑅𝑆𝑉 =

𝜎

where:
𝜎 is the variance of the mean of the ith decision element,
n is the number of decision elements:

𝜎 =

1
𝑛!

!

(𝑥 − 𝑥̅ )

∀ 𝑖 = 1, … , 𝑛

where:
𝑥 is the normal relative value of the variable i for the jth orientation in nth
factorial orientations;
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𝑥̅ is the mean of the normalized relative value of the variable I for the j th
orientation:
1
𝑥̅ =
𝑛!

!

𝑥

3.6. Expert Disagreement
Sometimes experts may disagree on the relative importance of the
indicators, and/or the relative importance of the sub-factors in the model.
Disagreements are natural and are described in research (Pandejpong and
Kocaoglu 2002; Légaré et al. 2010; Turan et al. 2009; Phan 2013). The level of
disagreement can be examined with the coefficient of intraclass correlation, with
measures the degree to which the judges (X) are in agreement with one another
on the relative importance of subjects (n):

𝑀𝑆

𝑟 =
𝑀𝑆

− 𝑀𝑆
𝑘
+ (𝑘 − 1)𝑀𝑆 + (𝑀𝑆
𝑛

− 𝑀𝑆

)

where:
MSBS is the mean square between decision elements,
MSres is mean residual square,
MSBJ is the mean square between experts,
k is the number of experts,
n is the number of decision elements
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𝑀𝑆

=

𝑆𝑆
𝑑𝑓
(∑ 𝑆 )
𝑘

𝑆𝑆

=

𝑑𝑓

=𝑛−1

𝑀𝑆

=

−

(∑ 𝑋 )
𝑛𝑘

𝑆𝑆
𝑑𝑓

𝑆𝑆

= 𝑆𝑆 − 𝑆𝑆

𝑑𝑓

= (𝑛 − 1)(𝑘 − 1)

𝑆𝑆 =
𝑀𝑆

=

𝑋 −

− 𝑆𝑆

(∑ 𝑋 )
𝑛𝑘

𝑆𝑆
𝑑𝑓

𝑆𝑆

=

𝑑𝑓

=𝑘−1

∑𝑋
𝑛

−

(∑ 𝑋 )
𝑛𝑘

This research used PCM group disagreement index to examine group
disagreements in expert panels and Hierarchical Cluster Analysis is used to
identify experts and expert groups that are in conflict with the rest of the group
and outline new clusters with regrouping of experts into new groups with similar
judgments. If the group disagreement exceeds the threshold value of 0.1, cluster
analysis is used to analyze it.
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Below is the formula for the disagreement index for j experts for n decision
variables in each panel:

𝑑=

1
𝑚

1
𝑛

(𝑅 − 𝑟 )

where:
𝑅 – group relative value of the ith element,
m – the number of experts,
n – the number of decision variables,
𝑟 —mean relative value of the ith element for jth expert
Disagreements happen, since experts, due to their field of knowledge,
perceptions, beliefs and experience in their field, might have different opinions in
their criteria judgements. Disagreements are analyzed through clustering
judgments into homogenous groups with common characteristics and analyzing
their values as well as their impacts on the outcomes of the model.
3.7. Sensitivity Analysis
Sensitivity analysis (SA) is performed in order to determine the allowable
perturbations of different levels of the hierarchical model. The effect of changes
in priorities of the objectives or goals on the model outcomes is determined with
utilization of sensitivity analysis. In addition to the inconsistency measures, that
will be performed, a sensitivity analysis algorithm for HDM, developed by Dr.
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Chen and Dr. Kocaoglu will be engaged. The researchers propose two sensitivity
coefficients (Chen and Kocaoglu 2008) to study robustness of the current
decision and flexibility of the input values without changing the decision:
1. The operating point sensitivity coefficient (OPSC), defined as a the
shortest distance from the current contribution value to the edges of its
tolerance (dependent on the contribution’s current value and directions of
change)
2. Total sensitivity coefficient (TSC), which specifies that the shorter the
tolerances of a decision element’s contributions are, the more sensitive
the final decision is to the decision element’s variations.
According to the research performed by (Chen and Kocaoglu 2008), the
authors conclude that performing sensitivity analysis for HDM can be useful in a
number of ways:
1. visualization of the impact of changes at the policy and strategy levels on
decisions at the operational level;
2. testing the robustness of the recommended decision;
3. identification of the decision’s critical elements;
4. generating scenarios of possible rankings of decision alternatives under
different conditions;
5. assisting the experts in reaching the consensus;
6. offering answers to the “what-if” questions.
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The sensitivity analysis approach has been developed particularly for
HDM, based on extensive research and therefore will be applied in our research.
Other approaches to sensitivity measures also exist (Chen and Kocaoglu 2008;
Chen and Li 2011) and include:


simulations approach (replacing the values in the local contribution matrix
with probability distributions while calculating the expected value of ranks
involving numerous simulation runs;



mathematical deduction (used when simple-form expressions are
introduced to describe the relationship between inputs and outputs);



numerical incremental analysis (an iteration-based and data-dependent
process – used in Expert Choice software).
Sensitivity analysis in HDM examines the effect of any changes in the

criteria on the rankings of alternatives. Tolerance is “the allowable range, in
which a contribution value can vary without changing the rank order of decision
alternatives”, according to Chen and Kocaoglu (2008).
For the perturbations at the objectives level, 𝑃 ∗ representing the
perturbations applied to one of the objectives 𝐶 where (−𝐶 ∗ ≤ 𝑃 ∗ ≤ 1 − 𝐶 ∗ ) ,
the original ranking of Ar and Ar+n will not change if
𝜆≥ 𝑃 ×𝜆 ,
where:
𝜆 =𝐶 −𝐶
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According to theorem 1 Chen and Kocaoglu (2008), the highest rank will
remain unchanged if the above condition is satisfied for all r = 1 and n = 1, 2 ... I1. Also, the rank order of all Ai will be unchanged if the above condition is
satisfied for all r=1, 2 … I-1, n=1. Allowable range of perturbations on 𝐶 to keep
the current ranking is [𝛿 , 𝛿 ]. The operating point sensitivity coefficient and
total sensitivity coefficient are calculated according to the formulas below:
𝑂𝑃𝑆𝐶(𝑂 ) = 𝑂𝑃𝑆𝐶(𝐶 ) = 𝑀𝑖𝑛{|𝛿 |, |𝛿𝒍 |}
𝑇𝑆𝐶(𝑂 ) = 𝑇𝑆𝐶(𝐶 ) = 𝛿

−𝛿

3.8. Expert Panel Design
A panel of experts are people distinguished in the field of management of
IT and healthcare, who are aware of the wearable sensor technologies and are
able to rate them according to the criteria. The snowballing method was used to
come up with an acceptable number of experts (Kocaoglu 1983). The experts are
distinguished in their fields. Expertise, according to Olson and Rueter, is primarily
a skill of recognition or ‘seeing’ old patters in new problems, organizing the
concepts in the knowledge bases with much more depth and central association
(Olson and Ruetger 1987). There are two classes of methods that reveal experts
knowledge: direct (asking an expert to report on knowledge he can directly
articulate) and indirect (not relying on the expert’s abilities to articulate the
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information, but instead collecting other behaviors and using analyst’s inferences
about what the expert ‘must have known’ according to his/her response) (Olson
and Ruetger 1987).

3.8.1. Direct methods


Interviews guidelines to be followed:
o Enlisting the expert’s cooperation
o Asking free-form questions at the start and then narrowing them
toward the end of the interview
o Not imposing own understanding on the expert
o Limiting the sessions to coherent tasks while recognizing fatigue
and attention limits



Questionnaires have advantage of being a very efficient way to gather
information: the experts can fill them out in a relaxed atmosphere.
Questionnaires are very useful in discovering the object of the domain,
uncovering relationships and determining uncertainties. While interviews
are not effectives in estimating probabilities, pre-formatted response
scales can yield much more accurate estimates. The two preferred
formats are
o the bar on which the point reflecting uncertainty;
o a five point verbal scale



Observation of a task performance (recording an expert’s performance
either by watching or using a recording device, where the first method may
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suffer from time pressure and observer bias and the latter one depends on
expert’s ability to recall the reasons underlying his/her performance).


Protocol analysis (In additional to observational techniques, the expert is
asked to “think out loud” while performing a task, afterwards the protocol is
analyzed. Disadvantages: not good for tasks for which there is no natural
verbalization, or the process of “talking out loud” may interrupt expert’s
performance.



Interruption analysis, where the expert can be interrupted by the observer,
if observer needs to clarify something.



Drawing closed curves (The expert is asked to draw the related objects in
a closed curve).



Inferential flow analysis is a variant on the interview, where answers to
particular questions about causal relations are used to build up a causal
network among concepts or objects in the expertise domain.

3.8.2. Indirect methods


Multidimensional scaling (MDS) – a technique that should be used only in
a case, where it is assumed that data came from stored representations of
physical n-dimensional space.



Johnson hierarchical clustering assumes (contrasting from MDS) merely
that an item is or not a member of a cluster with judgments being a
function of the number of nested clusters two items have in common.
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General weighted networks (the expert gives symmetric distance
judgments on all possible pairs of objects



Ordered trees from recall (the technique assumes that objects belong to a
cluster or not, with a notion that people recall all items from a stored
cluster before recalling items from another cluster)



Repertory grid analysis consists of:
o initial dialog with the expert
o a rating session
o analyses that both cluster the objects and the dimensions on which
the items were rated

3.8.3. Minimizing bias
In addition of having knowledge and understanding the issues with
healthcare management, and explicitly technology adoption of wearable sensor
products, we minimized the bias by making sure that the experts chosen for
panels have no vested interest in the any particular outcome of the decisionmaking process and research outcomes and we will also create a balanced
representation of researchers and administrators (Kocaoglu 1983). The experts
were given an opportunity to get acquainted with the research background
information, the measurement procedure and other documentation or clarifying
information prior to making their judgments. While the panel meetings were
selected, other methods were available and were considered as discussed by
Olson and Ruetger. The experts are asked to perform pairwise comparisons in
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Qualtrics with the slider, distributing 100 points between the pairs of variables of
each level of the decision hierarchy.

3.8.4. Focus and expertise of expert panels
Data collection is carried out in expert panels. The proposed research
consists of seven expert panels.


Expert panel 1 – Main multiple perspective criteria
The first panel is for main criteria level of the hierarchy and consists of

executive managers, leaders in neurosurgery and orthopedics people, who are in
higher managerial positions in the healthcare field and are able to compare highlevel perspectives for assessment of technology adoption potential of wearable
sensor products in wearable sensor products in neurosurgery and orthopedics.
Those experts have a broad understanding of the objectives provided and are
able to assess their importance to the main mission and in relation to each other.


Expert panel 2 – Financial perspective criteria.
Expert panel 2 analyzed financial criteria. The experts for this panel have

significant experience in the departmental decision making including financial
considerations, leadership in neurosurgery and orthopedics department as well
as hospital administration.


Expert panel 3 – Technical criteria.
The experts in this panel have a broad knowledge and experience of

technical characteristics of the healthcare field and particularly wearable sensor
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technologies. This panel consists of engineers, technologists, hospital IT
managers and specialists.


Expert panel 4 – Organizational criteria.
Expert panel 4 focuses on assessing importance of organizational criteria

like management support, standardization and tech support. Those experts have
significant experience in project management, personnel management,
technology management, human resource allocation and understand specifics of
hospital care. The experts come from healthcare organizations and academia.


Expert panel 5 – Patient criteria.
Experts of panel 5 are doctors, nurses and IT specialists with experience

in the field of neurosurgery and orthopedics. They have the knowledge and
experience to assess Clinical Benefits for Patients criterion as well as Patient
Experience and Privacy / Security criteria.


Expert panel 6 – Interpersonal criteria.

Since interpersonal criteria focuses on issues of communication and sharing, the
main expertise is provided by doctors, nurses and IT specialists. This group of
experts has experience in doctor-patient; nurse-patient and doctor-nurse
communication patterns as well have a good understanding of issues of sharing
information.


Expert panel 7 – Alternatives level.

This panel consists of engineers, technologists, project/program managers,
people familiar with impacts of software/hardware/wearable products in
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healthcare, biosensors, particularly in the neurosurgery and orthopedics and
could evaluate wearables with respect to the criteria provided.
Table 20 Focus and required expertise of expert panels for this research
Panel #

Focus

Required expertise
Executive managers, leaders in
neurosurgery and orthopedics
departments and academia
Strategic directors, VPs, hospital
finance administrators & academia
Engineers, technologists, hospital
IT specialists, leaders in
neurosurgery and orthopedics and
academia
Project managers in the hospital,
human resource managers,
neurosurgeons, orthopedic
surgeons, academia experts

Panel 1

Multiple perspective criteria

Panel 2

Financial criteria

Panel 3

Technical criteria

Panel 4

Organizational criteria

Panel 5

Patient criteria

Doctors, specialists in spine care

Panel 6

Interpersonal criteria

Doctors, nurses, IT specialists

Panel 7

Alternatives level

Engineers, technologists, project /
program managers

3.9. Research Validation
The model will be validated by the panels of experts from healthcare and
academia. Validation by definition is a test of whether the model is an adequate
(sufficient) representation of the elements and their relationships of the actual
systems it’s referring to with their underlying importance to planned experiments
(Greenberger et al. 1976; Labys 1982; Paré and Sicotte 2001). Validation is
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necessary in research for ensuring rigorous standards and adding credibility to a
model constructed and studies by a researcher (Robert Wood Johnson
Foundation 2010). Validation is the correspondence of the model to the
fundamental process that is being modeled. Labys (1982) outlines three
important items of validity:


Statistical significance of the parameter configuration of the
structure;



The correspondence of ex post and ex ante estimated model’s
variable values to actual data;



Sensitivity of the model

Greenberger et al. (1976) stated that there is no uniform procedure for
model validation and it should be emphasized that since all models are
simplifications of the reference systems they are never entirely valid i.e. fully
supported by objective truth (Greenberger et al. 1976; Labys 1982).
Three major types of validity (Table 21) will be engaged for the purposes
of this research. Construct validity as previously described will be done by a
select group of experts to verify the structure of the model. Content validity will
test the readiness of the instruments to gather data from respondents. Criterionrelated validity will be done after the study through review of the results by the
experts and examining whether they are acceptable. Model generalization is
discussed by the experts.
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Table 21 Types of validity for the proposed research
Validity

Description

Method

When

Content
validity

Degree to which a measure
represents a given domain
Expert evaluation, During the
of interest and will test the
and literature
model
readiness of the instruments
review
development
to gather data from
respondents.

Construct
validity

Degree to which a proposed
research approach complies
with its underlying theories. Expert evaluation
(Verification of the structure
of the model.)

After the
model
development

Criterionrelated
validity

Degree of effectiveness of a
model in predicting real life
phenomenon. (Review of the Expert evaluation
results by the experts and
examining whether they are
acceptable).

After the
analyses
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CHAPTER 4. CASE STUDY BACKGROUND
This chapter contains literature research pertaining to the case
application, development of alternatives of the model, mobile and wearable
applications in healthcare and their assessment.
4.1. Mobile Healthcare Systems
Gurses and Xiao (2006) provided systematic review of literature on
multidisciplinary rounds to design information technology. According to their
study, which was also illuminated by Cresswell and Sheikh, they suggest that the
positive impact on communication and collaboration in hospital care could be
achieved through a range of attributes of IT, particularly use of mobile
technologies to increase flexibility, checklists and supporting informal
communication (Gurses and Xiao 2006; Cresswell and Sheikh 2012). Mendonça
et al. (2004) in their study on mobile information and communication for health
care noted that they anticipate hand-held wireless applications will improve
patient care by reducing proximal causes of medical errors and other adverse
events. Other researchers indicate that emergence of mobile device channels as
new technology-driven channels adds value and enhances channel flexibility
(Viswanathan 2005; Kulendran et al. 2014), others comment on challenges of
simplification of the software use and design of easy-to-use software for
knowledge workers and cast doubt on any particular “silver bullet” technology like
mobile computing, voice recognition, tablet computers, will dramatically impact
the use of the software (Miller and Sim 2004). However, recent Gartner report
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Predicts 2012: Mobile and Wireless Technologies Rise indicates that mobile and
wireless technologies continue to become more mainstream and impactful, less
of a stand-alone technology and will integrate more into other technologies
(Dulaney et al. 2011). Researchers (Wu et al. 2007) presented a revised
technology acceptance model to examine mobile healthcare systems (MHS)
acceptance by physicians and their results indicated that compatibility, perceived
usefulness and perceived use significantly affect healthcare professional
behavioral intent. They also suggested that careful attention needs to be paid to
user requirements analysis to determine the user expectations for mobile
healthcare application content (Wu et al. 2007).
In another paper Wu et al. (2009), while looking at healthcare technology
management competency and impacts on IT healthcare partnership
development, describe healthcare technology integration (HTI) as the ability to
visualize the ways in which various kinds of technologies (like mobile/ubiquitous
computing) can contribute to healthcare organization performance and help
synergize information systems, healthcare professionals’ knowledge and
organization performance.
4.2. Importance of Patient-Oriented Intelligible Systems
One group of researchers was very successful in interface design,
because they were able to audit physician interactions with the clinical
information system and analyze usage patterns and gain objective data about
performance (Melles et al. 1998). In another study, the researchers learned that
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providers want EHR that requires less complexity – a minimum of keystrokes,
mouse clicks, scrolling, window changes etc. While the flexibility that
accommodates various data entry styles has been built in, it could complicate
data extracting accuracy and efficiency (Roth et al. 2009). Some researchers
even noted that TAM is “an analytical simplification of how functionality and
interface characteristics relate to adoption decisions” (Melas et al. 2011).
Efficiency in itself could have positive effects on cost through improved
productivity, paper reduction, reduced transcribing, drug utilization and improved
lab tests, care coordination, reduction in administrative time (Wong et al. 2003;
Jung 2006) and improved patient safety and regulatory compliance (Bates et al.
1998; Agarwal 2002; Jung 2006). Zhou et al. (2012) notes that a sophisticated
graphical user interface is critical for user friendly rule authoring environments
(RAEs), addressing individual end user needs and expectations. In a study of
lessons learned from health information systems implementation in seven
countries, the researchers outlined that systems GUI quality, feature functionality,
project management, procurement and users’ previous experience affect
outcomes of IT implementation (Ludwick and Doucette 2009). Gorla et al. (2010)
stress three important points about excellence in IS quality:


The value of information systems may be realized through improving profit
margins for the firm, following best practice software standards in the
industry, providing easy-to-use and useful applications and designing of
easily maintainable software.
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The quality of information systems represents designing systems that
conform to the end users’ information requirements and adhere to industry
standards.



Customer expectation of IS quality is met through offering of appealing,
user-friendly interfaces, entertaining user requests for changes, and
satisfying the stakeholders of the IS.
Convenient interface that is easy to use and adjust to is possibly one of

the most and first noticeable user-friendly features of the system (Pagemill
Partners 2014). However, the user might not require a fancy interface and may
need an interface that fits the need of the clinic. A user interface that is poorly
designed with fragmented screens and multiple sign-ins can increase computer
time and also lead to dissatisfaction (Furukawa 2011). Interface is a discussed
topic in research and is often mentioned in phrases as “interface design” or
“interface design quality” (Ludwick and Doucette 2009; Ayatollahi et al. 2009;
Degoulet et al. 1995; Becker et al. 2011; Alper and Olson 2010; Cresswell and
Sheikh 2012; Despont-Gros 2005; Yusof et al. 2008; Melas et al. 2011; Valdes et
al. 2004; Davis 1989; Moores 2012).
4.3. Preventative and Integrated Care Systems
Increased emphasis on preventive measures and early detection of
diseases, primary care, intermittent healthcare services and continuity of care is
prevalent in our ever-changing healthcare domain (Tsiknakis et al. 2002; Intille
2004; Dhawan et al. 2015). Information and communication technologies are
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taking lead in this dynamic environment with the need for improved quality of
healthcare services and costs control and movement towards shared and
integrated care (Tsiknakis et al. 2002; Yamamoto et al. 2008). The need for other
software and particularly patient care systems to be able to seamlessly integrate
with EHR system is a part of the coordinated care system. (McGinn et al. 2011)
notes that inadequate interfacing with other IT systems was perceived as a
barrier by users according to the literature review and in some cases led to
negative outcomes.
Several researchers state that integration of heterogeneous IS was always
problematic in healthcare organizations, therefore those organizations are
looking to increase their functional capabilities and decrease integration costs
(Khoumbati et al. 2006).
Another Canadian group of researchers proposed a framework to address
the issues of data and knowledge interoperability by adopting healthcare and
data mining modeling standards (Kazemzadeh et al. 2010). Their healthcare
environment involving a guideline-based clinical decision support system and
healthcare framework for operability of data and mined knowledge with shaded
areas corresponding to contributions of the researchers are shown below
(Kazemzadeh et al. 2010).
According to survey of hospitals and integrated delivery networks,
conducted by HIMSS Media on behalf of Philips Healthcare, EMR interoperability
was most important in choosing clinical technologies (44%) and the most
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important attributes of a successful clinical informatics vendor were:
interoperability with existing EMR (42%), deep clinical knowledge (32%) and
interoperability with existing clinical information systems (22%) (Philips 2013).
4.4. Biometric Technologies
Smartphones gained sophistication over the years with an array of
sensors either built into the phone, or with the capability to be affixed to the
phone, in order to collect biometric and other data about consumers or patients
to support remote health monitoring (Dunbrack 2014; MarketsandMarkets 2012;
Munos et al. 2016; Neal and Woodard 2016; Bhattacharya 2015; Crocker and
Lewis 2010; Guennoun et al. 2008). Some bright examples of those technologies
include:


Ginger.io -- sensor passively collects information from the consumer
tracking consumer interactions with the device – frequency, length, and
timing of phone calls and texts and movement through the incorporation
of GPS. for example, less movement or less communication with friends
and family may indicate that the person is isolating himself/herself and is
possibly depressed. (Dunbrack 2014)



AliveCor System – heart monitor device snaps to the smartphone and can
record, display, store and transfer single-channel electrocardiogram
(ECG) rhythm steps. Real-rhythm assessments could be provided to
patients and doctors (Dunbrack 2014).
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The Smartphone Physical – developed by John Hopkins medical student,
showcases enables a variety of medical devices for a collection of
quantitative or qualitative data, clinically relevant for physical evaluation,
for example. body weight, blood pressure, heart rate, blood oxygen level,
visual acuity, optic disk and tympanic membrane images, pulmonary
function values, electrocardiogram, heart and lung sounds, and
ultrasound visualization (carotid artery imaging) (Dunbrack 2014).
In another example, researchers (Feied et al. 2004) also stressed the

needs of medical community of biometric systems for identification and
authorization. Having tested those systems based on fingerprints, hand
morphology, facial structure, voiceprints and other contact and non-contact
technologies, they have identified iris scanning as the most suitable technology
meeting the healthcare community needs in identification and authorization
category (Feied et al. 2004).
4.5. Wearable Healthcare Market
According to IDTechEx, wearable technology market has a high growth
potential with $20 billion in 2015 to $70 in 2025. Wearable device market will
grow to $41 billion by 2020 (Soreon Research 2014). The global medical
wearable electronics market is expected to surpass $7.9 billion by 2021 (Mordor
Intelligence 2017). The emergence of wearables is driven by:


A shift to disease prevention



Personalization of medical care
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Importance of medical standards



New players (software and hardware companies) changing healthcare
industry dynamics.
Emergence of wearables is bringing deep transformation to the healthcare

sector. Wearable technology is a large market, transforming and evolving
healthcare delivery model, where care is being brought to the patient (Munos et
al. 2016).
Digital technology helps boost doctor-patient relationship by
•

Providing patient diagnostic information

•

Promoting self-management of chronic diseases

•

Increasing interaction between patients and clinicians

•

Encouraging teamwork in caregivers.

4.6. Pervasive Care
The paradigm of the 6 Ps (participation [of the whole nation], prevention
[of illness], [early disease] prediction, pre-emptive [treatment] for realization of
pervasive and personalized healthcare) has been discussed in literature with the
emphasis of introduction of wearable medical devices (miniaturized, integrated,
networked, digitalized and standardized) (Poon and Zhang 2008).
Chinese researchers Carmen C.Y. Poon and Yuan-Ting Zhang have listed
a number of schemes that could ensure delivery of low-cost and quality
healthcare, where implementation of wearable medical technologies is intended
for each layer (Poon and Zhang 2008). Those schemes are:
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1. introduction of preventative healthcare strategies;
2. development of advanced technologies for reduction of labor and
equipment costs;
3. invention of new technologies for more accurate diagnosis and therapy;
4. streamlining of diagnosis process;
5. balanced contribution system;
6. elimination of unnecessary healthcare services (Poon and Zhang 2008).
Sarasohn-Kahn (2013) gave various examples of pervasive care with
applications of integrated and passive sensors managing conditions like asthma,
Alzheimer’s, ingestion of medications, sleep disorders, diabetes etc.
4.7. Wearable Medical Systems
Modern healthcare system should be moving towards ubiquitous
healthcare i.e. healthcare at any time and any place and such system needs
support of a wearable system for continual tracking and measurement of
biological signals of patients through wearable sensors with useful and
meaningful feedback for medical personnel.
Wearable systems for patient monitoring consist of three main modules:
1. sensing and data collection hardware (for physiological and movement
data);
2. communication hardware and software (for relaying data to a remote
center);
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3. data analysis methods and techniques (for extracting clinically-relevant
information (Patel et al. 2012).
Many chronic diseases and conditions (cardiovascular or Parkinson’s) rely
on prompt responses to some warning signals or other subtle changes in patients
condition and those could be monitored and tracked by wearable medical
devices (Sarasohn-Kahn 2013; Soh et al. 2015). Healthcare providers seek costeffective accessible care delivery systems, shifted towards prevention, early
detection, early diagnosis, and early treatment of diseases while wearable
medical systems are recognized as enabling technology, where patient’s health
could be monitored on a continual basis, providing relevant information to the
medical professionals with alarms for adverse conditions and unusual readings
(Teng et al. 2008; Redmond et al. 2014; Wannenburg and Malekian 2015;
Sarasohn-Kahn 2013; Shany et al. 2012; Soh et al. 2015).
There is some research on construction of wearable context aware
systems for ubiquitous healthcare (Pantelopoulos and Bourbakis 2010; Kang et
al. 2006; Redmond et al. 2014). Researchers Kang et al. (2006) proposed a
wearable context aware framework focused on sending information from
wearable sensors to healthcare service entities, which acts as interoperability
middleware between sensor makers and healthcare service providers. The
authors demonstrate some wrist type and chest belt type wearable systems. The
importance of improved interoperability standards for information exchange, plug

131

and play device interactions and configurability has been discussed by other
researchers (Warren et al. 2005; Teng et al. 2008).
Xiao-Feng Teng et al. (2008) provide methodological review of wearable
medical systems, wearable sensing of physiological parameters and biochemical
variables (cardiac activity, blood pressure, blood oxygen saturation, respiration,
biochemical measurements), body area network, standards and other enabling
technologies and applications of wearable medical systems for p-Health (or
public health), particularly for Parkinson’s disease and epilepsy through the use
of accelerometers and gyroscopes. The authors also suggest the advantac6ges
of implementation of wearable medical devices for the new p-Health paradigm of
disease management:
1. prediction of acute events with long-term monitoring and analysis;
2. instant diagnosis of events with connection to the emergency care;
3. telemedicine intervention (more optimal disease management with
possible reductions in treatment duration)
4. rehabilitation at home for maximizing of functional outcomes (Teng et al.
2008).
The researchers divide applications of wearable systems into three
categories:


Management of personal health conditions;



Management of cardiovascular conditions;



Management of neurological conditions (Teng et al. 2008).
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Another group of researchers remarked on the lack of interoperability, lack
of sync and obstructive policy and proposed a collaborative policy design
framework for enhancing development of wearables and guiding interdisciplinary
collaborators of the wearable computing market (Baker et al. 2015). In addition to
the physical parameters of the wearable technology, they discuss the context of
use, privacy and security requirements, conspicuousness, observers’ experience
and sensory requirements.
4.8. Medical Sensors and Targeted Applications for Patient Monitoring
Various researchers proposed targeted applications of wearable systems,
innovations and monitoring frameworks for accessible mobile health (Atallah et
al. 2013; Aziz et al. 2007; Aziz et al. 2011; Ciuti et al. 2015; Clifton et al. 2013;
Condell et al. 2011; Lane et al. 2010 ; Mehta et al. 2012; Möller 2015; Nagy et al.
2006; Ogunduyile et al. 2013; Redmond et al. 2014; Shany et al. 2012; Slade
Shantz and Veillette 2014; Escayola et al. 2009; Klingbeil et al. 2010).
Accelerometers and gyroscopes proved to be accurate body-mounted
measurement systems (Mayagoitia et al. 2002; Möller 2015, Ogunduyile et al.
2013; Scheirey et al. 2013; Tobergte and Curtis 2013; Van Lummel et al. 2013;
Zijlstra et al. 2010; Atallah et al. 2013; Aziz et al. 2007; Aziz et al. 2011; Ciuti et
al. 2015). Researchers from Greece presented a mobile health real-time
monitoring framework with wearables (Stavropoulos et al. 2015). Their
HealthMon framework provides a mobile monitoring solution and re-purposes
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sensor-rich wristbands in retail to clinical, real-time monitoring of physical activity
levels, posture detection and heart rate measurements.
Appelboom et al. 2014 provide review of sensors and their clinical
applications discussed in literature that include cardiopulmonary and vascular
monitoring, glucose home monitoring, neurological function monitoring, physical
therapy and rehabilitation. The authors note that neurological function monitoring
is one area, where neurological monitoring with smart wearable sensors (SWS)
has great potential and success, especially in post-operative management,
outpatient care and rehabilitation medicine (Appelboom et al. 2014). Those smart
wearable sensors have the ability for accurate measurement of gait, limb
paralysis, cerebral palsy with diagnostic capabilities of early detection of
Parkinson’s and Alzheimer’s diseases.
One study determined that sensors are a reliable method to analyze gait
in children with cerebral palsy (CP), while not all sensors could be treated as
reliable and accurate (Kuo et al. 2009). Kirste et al. (2014) studied the use of
accelerometer sensors in continuous monitoring of Alzheimer’s patients and
healthy control subjects and showed that with the novel algorithm the changes in
everyday behavior are detectable in accelerometric behavior with the 91%
accuracy even in absence of major clinical behavioral impairments. Use of
inertial sensors with auditory and visual feedback also showed rehabilitative
capabilities of sensors in patients with gait disturbances due to cerebral palsy
(Baram and Lenger 2012). Appelboom et al. (2014) cite examples of various
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research that demonstrate clinical relevance and potential for clinical utility the
integration of smart wearable sensors into healthcare to allow the medical
professionals earlier detection of diseases, monitoring patient recovery and
rehabilitation. The authors remark on the evolution of smart wearable sensors
and their ability to monitor mobility, symptoms and other health indicators, which
shows a great potential on transforming the healthcare system and patient
behavior; continuous improvement of technologies and the need to integration
and adoption of these technologies with infrastructure of evidence regarding
reliability, validity and responsiveness of those applications across the healthcare
field as well as collaboration between physicians, patients, engineers and
establishment of guidelines for preventative and post-operative monitoring with
the emphasis on physician-patient relationship (Appelboom et al. 2014).
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CHAPTER 5. CASE APPLICATION
5.1. Introduction to the Problem
According to StartUp Health, investment in digital health hopped $1.35
billion in the first quarter of 2014. Six themes (representing about 50% of last
year’s funding) emerged, including EHR/clinical workflow, analytics/big data,
digital medical devices (clinically-oriented products with specific
disease/condition focus), wearables/biosensing (consumer-oriented products
with generalized biosensors), population health management, healthcare
consumer engagement (purchasing of health insurance, healthcare services and
products, intended for B2B and B2C markets) (Stoaks 2014).
Ash and Bates (2005) indicate that comprehensive national surveys with a
high response rate are not available, and data in their study comes from the
industry resources that may have some vested interests in IT usage or selection.
The authors also indicate that small practices are less likely to adopt comparing
to larger ones with various adoption gaps between the types of practices
(pediatric, internal medicine etc.) Another interesting aspect provided by the
authors is that there is a considerable amount of international experience (for
example, Sweden, the Netherlands and Australia) that United States can gain
insights from (Ash and Bates 2005).
In diffusion and adoption of health information technology, the physicians
should consider factors that are environmental (financial and safety, social and
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behavioral), organizational, personal and technical (for example, ability of
systems to interoperate with each other) in nature (Ash and Bates 2005).
One important study about the attitudes of physicians toward technology
implementation was performed by Morton and Wiedenbeck using the framework
grounded in Diffusion of Innovations Theory and TAM, while being conducted at
the University of Mississippi Medical Center (UMMC) (Morton and Wiedenbeck
2009) The researchers acknowledged that their findings might not be generalized
to other physician’s offices, since the study was limited to one large healthcare
system, however, they revealed an overwhelming need for customizable and
flexible IT products (Morton and Wiedenbeck 2009).
In the era of rising healthcare costs, spinal problems are a burden to the
society, since high costs are incurred as a result of spine health issues, including
hospital stays, absence from work, disablement expenses, in addition to loss in
overall quality of life (Farra et al. 2011). About 80% of adults will experience back
pain at some point in life, some may need surgical intervention and roughly 10%
of those will have a relapse in spine health condition (Farra et al. 2011). The
Bureau of Labor Statistics reports that more than 130,000 lost-time cases of
work-related back pain, sprains, stains and tears, carpal tunnel, tendonitis are
associated with healthcare social assistants (Premier 2015). Americans spend at
least $50 billion each year on low back pain, the most common cause of jobrelated disability and a leading contributor to missed work. While most
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occurrences of low back pain resolve within days, some cases persist, resulting
in chronic disability.
Historically, the surgical treatment of low back pain with spinal fusion has
had relatively poor success with only 25% of patients reporting vast improvement
following surgery. Because of this, health care insurers are demanding better
methods for tracking surgical indications and outcomes. There are various
indicators that could be tracked for back pain (Malliou 2006). The Oregon Health
and Science University (OHSU) Multi-disciplinary Spine Clinic utilizes the
Integrated Survey System (ISS, Dynamic Clinical Systems, Hanover, NH) to
collect patient research data (e.g., SF-12, Oswestry Disability Index(ODI)) via a
computer questionnaire (data is stored in a secured database).
5.2. Problem Statement
In June of 2007, OHSU started to use electronic database in order to track
patients before their first visit and throughout their entire care at OHSU. Patients
would fill out confidential surveys tracking factors like pain level, mobility, overall
quality of life and level of disability. Since then the database has not been
integrated well into physicians’ routines so it could be impactful in physicianpatient relationships and communication levels. OHSU is looking to enhance the
database through acquisitions of technologies that would correspond to the
needs of physicians, analyze important patient characteristics, and give a useful
snapshot of patients’ issues that could lead to additional guidance and better
treatment successes (Figure 10).
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Figure 10 Main qualities of the technological system according to the needs
physicians
The ISS system started at OHSU has roughly 14,000 patients with over
225,000 patient visits. The patient questionnaire takes roughly 8 – 10 minutes to
complete and can be accomplished on computer or paper. Roughly 20% of
patients do not attempt the questionnaire reporting insufficient time as the
number one reason. 25% percent of patients that start the questionnaire do not
complete it. This high proportion of patients that fail to record their response
results can be attributed to a database designed in the 1990’s that does not take
advantage of current graphic-user-interface (GUI) technology, mobile phone
technology, has difficulty in quick data extraction, and finally, does not integrate
with recently developed electronic health record (EHR) systems (Table 22).
Finally, the system is onerous for surgeons to obtain data during patient clinical
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visits leaving these important patient measures out of point-of-care decision
making.
Table 22 Pros and Cons of the current OHSU spine patient outcome database
(Integrated Survey System (ISS, Dynamic Clinical Systems, Hanover, NH)).
Pros:

Cons:

Validated research outcome
measures (e.g., SF-12,
Oswestry Disability Index (ODI)
(Niskanen 2002)

Roughly 20% of patients to not attempt
questionnaire (June 7 – March 2014;
847/5040 ((17%))

Excellent patient reminder
system

75% questionnaire completion rate (June 7
– March 2014; 3807/5040 (75%)). Note:
insufficient time quoted as number one
reason for not completing (takes roughly
20 minutes to complete).
No physician graphic user interface for
ease of data inquiry
Labor intensive data input and data
extraction (e.g., paper questionnaires
manually inputted)
Failure to integrate directly with OHSU
Electronic Health Record (Epic)

Oregon Health and Science University maintains the Functional Outcomes
Program, which studies the treatment of chronic back pain and other conditions
(Newman 2009; OHSU 2015). The goals of the program for patient care is
targeting improvements in physical function; better pain management; daily
activity management; preventative care aimed to decrease the need for future
treatments. Wearable medical devices could enhance traditional patient/physical
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communication, improve patient adherence to medication regimens and
potentially lead to better health outcomes (Slade Shantz and Veillette 2014).
Wearable sensor technologies could monitor patients’ mobility, gait,
tremor and other health indicators and daily activity in real time that could allow
for simple, non-invasive, tracking of spine care that may lead to increased patient
engagement, integration, feedback, post-surgery analysis, monitoring of patient’s
condition, patient’s data extraction and analysis and possibly aiding in better
diagnosis, intervention, adherence to treatment for the betterment of quality of
care.
5.3. Research Objective
Wearable medical devices that track mobility of patients after spinal
procedures could help surgeons in providing post-operative care, analysis of
treatment outcomes and patient mobility. The assessment of those devices by
physicians is a complex process associated with various perspectives and
criteria.
Therefore, the objective of this research is to assess the potential for
technology adoption of those wearable medical devices through development of
a hierarchical decision-making model (HDM) that incorporates the relevant
perspectives and criteria encompassing the needs of hospital neurological
surgery and orthopedics department.
The proposed research builds on existing body of knowledge researched
through literature review and background of the field and expand the health
141

technology assessment field by implementation of holistic, comprehensive and
multi-perspective approach to technology assessment in wearable sensor
products adoption for pervasive care in neurosurgery and orthopedics.
Below is the short list of research procedures implemented for this study:


Extensive literature review provides justification for the criteria used.



Development of a hierarchical decision-making model (HDM) that
incorporates important aspects of the needs of neurological surgery and
orthopedics department with the possible alternative solutions.



Validation of the model done by experts in the field (Qualtrics software
used)



Seven expert panels for quantification are established.



Quatrics data in xml format is transferred with Ruby script into R CRAN
AHP package module.



Data provided by the experts’ judgements is analyzed with R software and
PCM software for validation purposes.



HDM analysis is done with R and Excel. Discussion of priorities synthesis,
sensitivity analysis and scenario analysis is performed.



Analysis and interpretation of the data with the possibility of model
generalization for possible hospital-wide and nation-wide acceptance.
The main study questions are:
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What are the criteria for assessing technology adoption potential of the
wearable sensor products for pervasive care in neurosurgery and
orthopedics?



What are the wearable sensor products that have potential for adoption for
pervasive care in neurosurgery and orthopedics?



Which health technology assessment perspectives have the highest
importance from physician’s perspective according to the experts?



Which wearable sensor product has the highest adoption potential?



How does change in values of perspectives impact the changes of
rankings of wearable sensor products?
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CHAPTER 6. CASE STUDY MODEL DEVELOPMENT
6.1. Research Phases
The main research phases are shown in Figure 11 and described below:

Literature
analysis and
HDM model
development

Instrument
development

Data collection
and judgment
quantifications

Data analysis,
conclusions,
recommendations

Figure 11 Major research phases

6.1.1. Phase 1: Literature analysis and HDM model development
During this phase the relevant literature in implementation factors,
surveys, expert evaluations and other sources were studied to outline the
implementation factors. The implementation factors were validated through the
expert panels and reduced to a concise list that was tested with the questionnaire
instrument.

6.1.2. Phase 2: Instrument development
Expert questionnaire instrument was developed for model validation and
quantifications. The list of experts was constructed via snowball method.
Personalized letter with request for participation in the study was sent to each
one of them. In case some experts were not able to participate in the study, they
were asked for a referral to a substitute expert with the required level of expertise
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in a particular field and specialization. Invitation letters were sent over email
(Appendix A), followed by the links to the Qualtrics online site and consent letters
were sent to the experts. Explanations of the model, perspectives, criteria and
alternatives were provided with the research instrument in Qualtrics. Any
questions were resolved over phone, email or face-to-face meeting with follow-up
procedures for completion of the research instrument over email and phone.
6.1.3. Phase 3: Data collection and judgment quantification
This is a stage that included expert judgment quantifications for data
collection purposes. Expert judgments were quantified across the levels of the
decision hierarchy. The experts were asked to analyze the relative importance of
the criteria with respect to the higher level criterion, for example: strategic goals
with respect to the mission etc. Data collection was done through Qualtrics
software. Data was saved in xml format for future analysis.

6.1.4. Phase 4: Data analysis, conclusions, outlining recommendations
Data analysis is done with Qualtrics, Ruby, R, PCM software and Excel.
Once the data is analyzed, I outlined a set of recommendations, procedures and
frameworks that could impact the direction of research in HIT management.
Healthcare industry is very concerned about clinical benefits, however, the
realization that those are difficult to achieve without good user experience,
especially in hospital settings, is apparent. With mobile wearable technology
overwhelming the market and becoming more common for everyday use,
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healthcare industry will be more involved, hoping for more involvement from the
patients and better clinical results and use from the doctors.
6.2. Model Development
Model development in this research consists of two phases, which are the
literature review and the expert evaluation. As a part of the model development
phase, a preliminary assessment model has been constructed based on a
comprehensive literature review. For content validity purposes, the preliminary
model is subjected to the expert evaluation by capturing experts’ judgment on
suitability of the decision variables employed. Based on their comments and
feedback, new variables may be added. Also some of the existing variables may
be eliminated from the model. After expert evaluations are captured, the
preliminary assessment model is revised and finalized. Due to the nature of the
methodology (Hierarchical Decision Modeling) used in this research, research
model and data collection instrument design are directly related. As a result, data
collection instrument is revised based on the final model.
The development of the model components known as perspectives,
criteria and alternatives has been done through a comprehensive literature
review.

6.2.1. Financial perspective
Financial perspective is mentioned in the literature from rising costs of
healthcare to high costs of systems implementation and management as well as
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loses from unsuccessful software applications. Some researchers indicated that
facilitating conditions like financial rewards have been main factors to positively
affect behavioral intention (Aggelidis and Chatzoglou 2009). The conclusions
from study by one group of researchers stated that financial position indeed
relates to HIT adoption in mid-term and long-term planning (Shen and Ginn
2012). Goldzweig et al. (2009) have noted that the costs still remain the numberone barrier cited by surveys assessing adoption, and stressed the need for a
better alignment between “who pays” and “who benefits” from health IT.
Implementation of financial rewards for quality improvement and for public
reporting of quality performance measures can sometimes mitigate information
systems issues and increase their use in the healthcare setting (Miller and Sim
2004).
Through my independent studies, besides the abovementioned articles, I
have found a large number of researchers studying importance of financial
incentives, identification of financial barriers and outlining financial attributes that
are fundamental for healthcare IT implementation (Cresswell and Sheikh 2012;
Ash and Bates 2005; Furukawa 2011; Leu et al. 2008; Blumenthal 2009; André
et al. 2008; Goldberg 2012; Linder et al. 2007; Zandieh et al. 2008; Dixon et al.
2010; Jung 2006; Ortega Egea and Román González 2011; Im et al. 2008;
Simon et al. 2007; Randeree 2007; Fonkych and Taylor 2005; McGinn et al.
2011; Martich and Cervenak 2007; Boonstra and Broekhuis 2010).
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In one study on defining and measuring successful emergency care
networks, the researchers conclude that there are large gaps in understanding
and measuring effects of those networks on outcomes, what disease conditions
to target and how to best allocate resources (Glickman et al. 2010). Pilgrim et al.
(2010) also note that there is significant fragmentation of the emergency care
system with poor coordination, inefficient use of resources and therefore
suboptimal patient outcomes. In a study of information technology
implementation, the authors report various financial impacts (average monthly
revenue increase due to better billing practices); clinical practice satisfaction as
well as the support of the core mission of providing care (Goldzweig et al. 2009).
Sayek (2013) also wrote on the importance of examining strength and
weaknesses in the delivery of surgical care in the community and ability to
formulate balanced policies for resource allocation and access to surgery.

6.2.2. Technical perspective
Technical aspects are very important to consider, but most importantly, to
assess how well they will fit in within the multiple perspectives scenario, whether
those technical capabilities would be a good fit and whether they get a good use
under the current circumstances. Technical perspective is mentioned extensively
in the literature (Moores 2012; Wu et al. 2007; Chen and Hsiao 2012; Liang et al.
2011; Cresswell and Sheikh 2012; Bodenheimer and Grumbach 2003; Kim and
Chang 2006; Dünnebeil et al. 2012; Chen et al. 2010; Lorence and Churchill
2005; Zhang and Liu 2010; Tsiknakis et al. 2002; Vedvik et al. 2009; Bates et al.
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2003; Robert Wood Johnson Foundation 2010; Miller and Sim 2004; Angst et al.
2010; Handy et al. 2001; Greenhalgh et al. 2009; Menachemi and Brooks 2006;
Boonstra and Broekhuis 2010; Rosemann et al. 2010; Tyler 2001; Rahimpour et
al. 2008; Rind and Safran 1993; Bowens et al. 2010; Valdes et al. 2004; Jian et
al. 2012; Blumenthal 2009; Yoon-Flannery et al. 2008; Ludwick and Doucette
2009; Ortega Egea and Román González 2011, Palacio et al. 2009; Goroll et al.
2008; Zhang and Liu 2010; Simon et al. 2007; Police et al. 2011; Glaser et al.
2008).
Pai and Huang (2011) presented a study of HIT adoption by district
nurses, head directors and other related personnel, where TAM was used with
external variables (information quality, service quality and system quality).
Perceived usefulness and perceived use are outlined to be the main two
variables influencing attitude toward using the system. Just like perceived
usefulness, the concept of ease of use has been known from Davis’s Technology
Acceptance model (Davis 1989) and it is the user’s perception of the extent to
which using a particular system would be free of effort (Davis 1985; Davis and
Venkatesh 1996).
Aggelidis and Chatzoglou (2009) examined the use of health technology
acceptance with the use of modified and extended TAM. Perceived ease of use
and perceived usefulness were the most important factors of direct influence on
behavioral intention.
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A large body of research has shown that perceived ease of use
significantly impacts technology acceptance and influences user’s decisionmaking process (Karahanna and Straub 1999; Cheng 2012; Kim and Chang
2006; Dixon 1999; Chow et al. 2012a; Chow et al. 2012b; Chen and Hsiao 2012;
Vishwanath et al. 2009; King and He 2006; Legris et al. 2003; Ayatollahi et al.
2009; Cresswell and Sheikh 2012; Despont-Gros 2005; Davis and Venkatesh
1996; Yusof et al. 2008; Garcia-Smith and Effken 2013; Melas et al. 2011; Liu
and Ma 2005; Dünnebeil et al. 2012; Jian et al. 2012; Carayon et al. 2011 and
others).
The system should have the ease of use in aspects of data extraction,
access and storage. The health technology system could be packed with
valuable data, but if it is not easy for the user to access it (in a timely manner with
not a significant amount of effort), the value of that system to the user diminishes
greatly. Easy access to information facilitates communication and decisionmaking in healthcare (Kim and Chang 2006). The concept of accessibility, data
extraction and storage, is studied in the context of healthcare management,
technology acceptance and software or application selection (Roth et al. 2009;
Mäenpää et al. 2009; Chumbler et al. 2011; Zhang and Liu 2010; Rind and
Safran 1993; Ayatollahi et al. 2009; Garcia-Smith and Effken 2013; Millstein and
Darling 2010; Furukawa 2011; Leu et al. 2008; Dünnebeil et al. 2012; Alper and
Olson 2010; Mäenpää et al. 2009; Ludwick and Doucette 2009; Zhang and Liu
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2010; Vedvik et al. 2009; Sanchez et al. 2013; Wu et al. 2009; Chen et al. 2010;
Goldberg 2012).
System’s user should also be able to search the system in a timely
effortless manner with acceptable and meaningful results. Having a good quality
search engine with quick searching capabilities could greatly benefit a small
practice; however, some physicians may not feel like they need an elaborate
searching system and may opt out for software with the modest acceptable
searching capabilities. Researchers have noted the feature of good data mining
or data search (Ayatollahi et al. 2009; Alper and Olson 2010; Randeree 2007;
Palacio et al. 2009).
Perceived usefulness is “the degree to which individual believes that using
a particular system would enhance his or her job performance” (Davis 1985;
Davis and Venkatesh 1996). This criteria has its roots in Technology Acceptance
Model (Davis 1989), identifies the user’s perception of the degree to which using
a particular system will improve his or her performance. The psychological
origins of the concept are grounded in social presence theory, social influence
theory and Triandis modifications to the theory of reasoned action (Karahanna
and Straub 1999). Perceived usefulness has been shown to have a great impact
on technology acceptance in healthcare (Cheng 2012; Kim and Chang 2006;
Chen and Hsiao 2012; King and He 2006; Cresswell and Sheikh 2012; DespontGros et al. 2005; Yusof et al. 2008; Melas et al. 2011; McGinn et al. 2011; Morton
and Wiedenbeck 2009). The concepts of TAM and relative research has been
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instrumental in explaining how beliefs about systems lead users to have positive
attitudes toward systems; intentions to use these systems and system use
(Karahanna and Straub 1999). Perceived usefulness will be rated in terms of
enhancing job performance.
The system should be able to function well with other applications in the
network, local and shared. Alper and Olson (2010) note that interoperability is
important to improve and coordinate care delivery. While in the United States
most patients receive care from several providers, a lack of interoperability in the
network would mean that physicians do not have access to a complete record for
a patient and a “master record” might not exist or might not be complete at any
point in time (Alper and Olson 2010). Different systems will provide various levels
of interoperability and the users may require more or less advanced systems for
their clinics. A number of researchers stressed the importance of interoperability
of the information technology system as expressed by administrators, physicians
and other technology users and the need to invest in improvements in it
(Cresswell and Sheikh 2012; Alper and Olson 2010; Ash and Bates 2005;
Furukawa 2011; Goldzweig et al. 2009; Dünnebeil et al. 2012; Jian et al. 2012;
Glaser et al. 2008; Yao and Kumar 2013; Blumenthal 2009; Yoon-Flannery et al.
2008; Degoulet et al. 1995; Mäenpää et al. 2009; Dixon et al. 2010; Zaroukian
2006; Jung 2006; Lapinsky et al. 2008; Palacio et al. 2009; Goroll et al. 2008;
Bufalino et al. 2011; Blumenthal 2010; DePhillips 2007; Box et al. 2010; Kazley
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and Ozcan 2008; Fonkych and Taylor 2005; McGinn et al. 2011; Zhang and Liu
2010; Tsiknakis et al. 2002).

6.2.3. Organizational perspective
In addition to the technical and financial aspects of wearable technology
adoption, it is also important to consider organizational aspect that plays a crucial
role in adoption process. Box et al. (2010) state that throughout health
information technology implementation, success requires a careful balance of
technical, clinical and organizational factors. Cresswell and Sheikh (2012)
dedicate an empirical and interpretative review study on organizational issues in
HIT adoption and implementation.
Organizational issues were described by the number of researchers:
(Morton and Wiedenbeck 2009; McGinn et al. 2011; Boonstra and Broekhuis
2010; Yi et al. 2006; Kukafka et al. 2003; Moores 2012; Weiner et al. 2011; Davis
1989; Yarbrough and Smith 2007; Lanham et al. 2012; Brand et al. 2005; Chen
et al. 2010; Johnson et al. 2012; Goldberg 2012; Burton-Jones and Hubona
2006; Pynoo et al. 2011; Alper and Olson 2010; Chumbler et al. 2011; Zaroukian
2006; Kim and Chang 2006; Ash and Bates 2005).
With any new system, there will be some time for adjustment from an
organizational point of view and some training required. Some systems may
require more or less training, and physicians need to be aware of those
variables. In addition to the possible financial impact the process of training will
require, it may also involve hiring more personnel or using vendors’ training
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human resources. The intensity, timing and availability of training and support
post-implementation affect user experience (Ludwick and Doucette 2009). The
issue of training is an important one to consider and has been mentioned by
various researchers (Lee and Xia 2011; Noblin et al. 2013; Ludwick and Doucette
2009; Yeager et al. 2010; Pilouras et al. 2011; Morton and Wiedenbeck 2009;
Ayatollahi et al. 2009; McGinn et al. 2011; Police et al. 2011; Yi et al. 2006;
Chaudhry et al. 2006; Moores 2012; Kumar and Aldrich 2010).
The availability of tech support is important in software selection, with
some that may have straightforward, personalized system, or online-only system,
or the vendor might not provide tech support. Depending on the IT infrastructure
and the in-house capabilities, physicians need to carefully examine this aspect to
decide how important tech support is for them and how much tech support they
will require. Tech support, or lack of thereof, is an issue described by
researchers, with bright examples in qualitative studies (Boonstra and Broekhuis
2010; Miller and Sim 2004; Holden and Karsh 2010; Pynoo et al. 2011; Wu et al.
2007; Yu et al. 2009; Valdes et al. 2004; Goroll et al. 2008; Lustria et al. 2011).
6.2.4. Patient Perspective
Patient experience refers to physician’s perspective of patient experience
with the system (Garcia-Smith and Effken 2013) and is described in the Clinical
Information Systems Success Model and IT End-User Satisfaction Model
(Mahmood et al. 2000). After an extensive literature review, the researchers
reveal that IT end-user satisfaction factors fall into three major categories:
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perceived benefits and convenience (for example, perceived ease of use and
usefulness), user background and involvement (user experience falls in this
category) and organizational attitude and support (Mahmood et al. 2000). User
experience and satisfaction was also outlined in the many studies (Wolf et al.
2014; Rose et al. 2005; Im et al. 2008; Moores 2012; Haron et al. 2012; Ludwick
and Doucette 2009; Venkatesh and Davis 2000; Chiasson et al. 2007;
Premkumar and Bhattacherjee 2008).
Clinical benefits, sometimes called patient-related benefits of HIT (Police
et al. 2011), is a very important and measurable factor in healthcare. Clinical
benefits measures give opportunity to physicians to track, to report and review
their notes, procedures, routines and diagnoses. Miller and Sim (2004)
commented on the dependence of quality benefits on the amount of viewable
clinical data. Shields et al. (2007) also emphasize on the importance of access to
clinical benefits associated with HIT.
Privacy concerns have been some of the well noted issues for physicians
while choosing a software system. Issues of privacy are mentioned in numerous
research articles (Randeree 2007; Simon et al. 2007; Bates et al. 2003; Bufalino
et al. 2011; Handy et al. 2001; Lorenzi et al. 2009; Angst et al. 2010; Glaser et al.
2008; Palacio et al. 2009; Kazley and Ozcan 2007; Lustria et al. 2011; Morton
and Wiedenbeck 2010; Tyler 2001; DePhillips 2007; Blumenthal 2010; YoonFlannery et al. 2008; Goroll et al. 2008; Ash and Bates 2005; Zheng et al. 2010).
The concept of data security has been brought up by many researchers as well
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as the government (Chen et al. 2010; Lorence and Churchill 2005; Zhang and Liu
2010; Tsiknakis et al. 2002; Vedvik et al. 2009; Rind and Safran 1993; Alper and
Olson 2010; Bowens et al. 2010; Yusof et al. 2008; Liu and Ma 2005; Dünnebeil
et al. 2012). The concept of data security, encryption and secure storage has
been described in the literature review sections above. Differences of in-cloud vs.
remote storage have been discussed as having various security features.

6.2.5. Interpersonal perspective
The importance of various relationships in people lives and workplaces
can impact their perceptions, assessment and adoption. Perceived impact of
dynamics of the relationship, whether it is doctor-doctor, doctor-nurse and doctorpatient should not be overlooked.
Interpersonal perspective has some elements of social, organizational and
personal dynamics (Cresswell and Sheikh 2012). The importance of sharing and
communication among various levels in the organization and outside (doctorpatient) and the ability of the software to provide that capability and perhaps
improve the communication and important flow of information should be
considered in technology adoption process. Interpersonal issues have been
discussed in the research literature (Beckett et al. 2011; Wu et al. 2007; Yu and
Gagnon 2009; Yarbrough and Smith 2007; Chen and Hsiao 2012; Frambach and
Schillewaert 2002; Cheng 2012; Yang 2004; Dünnebeil et al. 2012; Liu and Ma
2005; Yusof et al. 2008; Chiasson et al. 2007; Makam et al. 2014). Kumar and
Aldrich (2010) performed a SWOT analysis of a nationwide HIT system
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implementation in US, and in the section of “threats” included statements that
greater standardization could remove the “human touch” between healthcare
practitioners and patients and the doctor-patient relationship might turn into a
new triad, where healthcare technology could be acting as a proxy for all who
provide patient with care.

6.2.3. Taxonomy of the main model perspectives
Taxonomy of perspectives is shown in Table 23.
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Table 23 Taxonomy of the main perspectives used in the model.
Perspectives
Financial

Technical

References
Aggelidis and Chatzoglou 2009; Shen and Ginn 2012; Goldzweig et
al. 2009; Cresswell and Sheikh 2012; Ash and Bates 2005;
Furukawa 2011; Leu et al. 2008; Blumenthal 2009; André et al. 2008;
Goldberg 2012; Linder et al. 2007; Zandieh et al. 2008; Dixon et al.
2010; Jung 2006; Ortega Egea and Román González 2011; Im et al.
2008; Simon et al. 2007; Randeree 2007; Fonkych and Taylor 2005;
McGinn et al. 2011; Martich and Cervenak 2007; Boonstra and
Broekhuis 2010; Tsiknakis et al. 2002; Glickman et al. 2010; Pilgrim
et al. 2010; Sayek 2013; DeLone and McLean 2003
Moores 2012; Wu et al. 2007; Chen and Hsiao 2012; Liang et al.
2011; Cresswell and Sheikh 2012; Bodenheimer and Grumbach
2003; Kim and Chang 2006; DeLone and McLean 2003; Pai and
Huang 2011; Davis 1985; Davis and Venkatesh 1996; Aggelidis and
Chatzoglou 2009; Karahanna and Straub 1999; Cheng 2012; Kim
and Chang 2006; Dixon 1999; Chow et al. 2012a; Vishwanath et al.
2009; King and He 2006; Legris et al. 2003; Ayatollahi et al. 2009;
Cresswell and Sheikh 2012; Despont-Gros 2005; Davis and
Venkatesh 1996; Yusof et al. 2008; Garcia-Smith and Effken 2013;
Melas et al. 2011; Liu and Ma 2005; Dünnebeil et al. 2012; Jian et al.
2012; Carayon et al. 2011; Roth et al. 2009; Mäenpää et al. 2009;
Chumbler et al. 2011; Zhang and Liu 2010; Rind and Safran 1993;
Ayatollahi et al. 2009; Garcia-Smith and Effken 2013; Millstein and
Darling 2010; Furukawa 2011; Leu et al. 2008; Dünnebeil et al. 2012;
Alper and Olson 2010; Mäenpää et al. 2009; Ludwick and Doucette
2009; Vedvik et al. 2009; Sanchez et al. 2013; Wu et al. 2009; Chen
et al. 2010; Goldberg 2012; Karahanna and Straub 1999; Cheng
2012; Kim and Chang 2006; Chen and Hsiao 2012; King and He
2006; Cresswell and Sheikh 2012; Despont-Gros et al. 2005; Yusof
et al. 2008; Melas et al. 2011; McGinn et al. 2011; Morton and
Wiedenbeck 2009; Ash and Bates 2005; Goldzweig et al. 2009; Jian
et al. 2012; Glaser et al. 2008; Yao and Kumar 2013; Blumenthal
2009; Yoon-Flannery et al. 2008; Degoulet et al. 1995; Mäenpää et
al. 2009; Dixon et al. 2010; Zaroukian 2006; Jung 2006; Lapinsky et
al. 2008; Palacio et al. 2009; Goroll et al. 2008; Bufalino et al. 2011;
Blumenthal 2010; DePhillips 2007; Box et al. 2010; Kazley and
Ozcan 2008; Fonkych and Taylor 2005; McGinn et al. 2011; Zhang
and Liu 2010; Tsiknakis et al. 2002.
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Perspectives
Organizational

Patient

Interpersonal

References
Box et al. 2010; Cresswell and Sheikh 2012; Ludwick and Doucette
2009; Lee and Xia 2011; Noblin et al. 2013; Ludwick and Doucette
2009; Yeager et al. 2010; Pilouras et al. 2011; Morton and
Wiedenbeck 2009; Ayatollahi et al. 2009; McGinn et al. 2011; Police
et al. 2011; Yi et al. 2006; Chaudhry et al. 2006; Moores 2012;
Kumar and Aldrich 2010; Moores 2012; Helfrich et al. 2007; Yi et al.
2006; Kukafka et al. 2003; Zaroukian 2006; Aggelidis and
Chatzoglou 2009; Holden and Karsh 2010; Goroll et al. 2008; Pynoo
et al. 2011; Wu et al. 2007; Randeree 2007; Hung et al. 2012;
Staples et al. 2002; Alhateeb et al. 2009; Chow et al. 2012b; Shibl et
al. 2013; Dillon and Morris 1996; Lanham et al. 2012; Cresswell and
Sheikh 2012; Kumar and Aldrich 2010; Dünnebeil et al. 2012; Li et al.
1998; Ludwick and Doucette 2009; Moores 2012; Helfrich et al. 2007;
Yi et al. 2006; Kukafka et al. 2003; Zaroukian 2006; Aggelidis and
Chatzoglou 2009; Holden and Karsh 2010; Goroll et al. 2008; Pynoo
et al. 2011; Wu et al. 2007; Randeree 2007; Hung et al. 2012;
Staples et al. 2002; Alhateeb et al. 2009;; Moores 2012; Helfrich et
al. 2007; Yi et al. 2006; Kukafka et al. 2003; Zaroukian 2006;
Aggelidis and Chatzoglou 2009; Holden and Karsh 2010; Goroll et al.
2008; Pynoo et al. 2011; Wu et al. 2007; Randeree 2007; Hung et al.
2012; Staples et al. 2002; Alhateeb et al. 2009; Boonstra and
Broekhuis 2010; Miller and Sim 2004; Holden and Karsh 2010;
Pynoo et al. 2011; Wu et al. 2007; Yu et al. 2009; Valdes et al. 2004;
Goroll et al. 2008; Lustria et al. 2011
Garcia-Smith and Effken 2013; Mahmood et al. 2000; Mahmood et
al. 2000; Rose et al. 2005; Im et al. 2008; Moores 2012; Ludwick and
Doucette 2009; Venkatesh and Davis 2000; Chiasson et al. 2007;
Premkumar and Bhattacherjee 2008; Police et al. 2011; Miller and
Sim 2004; Shields et al. 2007; Randeree 2007; Simon et al. 2007;
Bates et al. 2003; Bufalino et al. 2011; Handy et al. 2001; Lorenzi et
al. 2009; Angst et al. 2010; Glaser et al. 2008; Palacio et al. 2009;
Kazley and Ozcan 2007; Lustria et al. 2011; Morton and Wiedenbeck
2010; Tyler 2001; DePhillips 2007; Blumenthal 2010; Yoon-Flannery
et al. 2008; Goroll et al. 2008; Ash and Bates 2005; Zheng et al.
2010; Chen et al 2010; Lorence and Churchill 2005; Zhang and Liu
2010; Tsiknakis et al. 2002; Vedvik et al. 2009; Rind and Safran
1993; Alper and Olson 2010; Bowens et al. 2010; Yusof et al. 2008;
Liu and Ma 2005; Dünnebeil et al. 2012
Cresswell and Sheikh 2012; Beckett et al. 2011; Wu et al. 2007; Yu
and Gagnon 2009; Yarbrough and Smith 2007; Chen and Hsiao
2012; Frambach and Schillewaert 2002; Cheng 2012; Yang 2004;
Dünnebeil et al. 2012; Liu and Ma 2005; Yusof et al. 2008; Chiasson
et al. 2007; Kumar and Aldrich 2010; Cresswell and Sheikh 2012;
Beckett et al. 2011; Wu et al. 2007; Yu and Gagnon 2009; Yarbrough
and Smith 2007; Chen and Hsiao 2012; Frambach and Schillewaert
2002
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6.2.4. Taxonomies of model criteria
Taxonomies of model criteria with their descriptions and definitions for the
model are presented in tables below (Table 24, Table 25, Table 26, Table 27,
Table 28).
Table 24 Taxonomy of model criteria of Financial perspective
Criteria
Cost of
acquisition

Descriptions
Cost is inclusive of the
product cost as well as
the cost involved in
research, marketing,
and accessibility costs

Definitions for model
Expenses
associated with the
purchase of the
wearable sensor
technology solution

References
(Zaroukian
2006; Girosi et
al. 2005)

Savings due
to economies
of scale

The cost advantages
that enterprises obtain
due to size, output,
or scale of operation,
with cost per unit of
output generally
decreasing with
increasing scale as
fixed costs are spread
out over more units of
output

(Walter 2008;
Fonkych and
Taylor 2005,
Viswanathan
2005; Simon et
al. 2008;
Menachemi et
al. 2008)

Cost of
maintenance

Costs associated with
maintenance of the
system

Decrease in
hospital/clinic
costs

Decrease in hospital
costs due to savings to
the department
associated with the
acquisition of the
technology solutions

Savings to the
department and
clinic due to
obtaining large
amounts if a
particular kind of
wearable solution for
their patients
(provided by the
suppliers and by the
larger pool of
patients served by a
wearable medical
device.
Costs associated
with maintenance of
the system of the
wearable product.
Decrease in overall
expenses incurred
by hospital in
providing services
due to the
technological
acquisition.

(Girosi et al.
2005; Basoglu
et al. 2012)
(Bowens et al.
2010; Shen and
Ginn 2012)
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Table 25 Taxonomy of model criteria of Technical perspective
Criteria
Reliability

Descriptions
The quality or
state of being
reliable; an
attribute of a
system that
produces the
same results,
preferably
meeting or
exceeding
expectations

Definitions for model
A characteristic of a
wearable sensor
technological solution
providing accurate
measurements and
analytic reports;
consistent and stable
performance, free of
technical issues and
problems.

References
(Box et al. 2010;
Banerjee et al.
2012; Banos et
al. 2014;
Mäenpää et al.
2009; Van Schaik
et al. 2004)

Physician’s
ease of use

The degree to
which an
individual
believes that
using a particular
system would be
free of physical
and mental effort.

(Davis 1985;
Davis and
Venkatesh 1996;
Cheng 2012; Kim
and Chang 2006;
Chow et al.
2012a; Chow et
al. 2012b; Chen
and Hsiao 2012)

Productivity
impact
(usefulness)

The degree to
which individual
believes that
using a particular
system would
enhance his or
her job
performance

Physician’s intuitive
and effortless
interaction with the
wearable sensor
technological solution
including the
accompanied software,
databases and
analytics/aggregate
reports.
The ability of the
complete technological
solution to enhance the
physician’s job
performance (enabling
to provide better care,
diagnoses, etc.)

(Davis 1985;
Davis and
Venkatesh 1996;
Cheng 2012; Kim
and Chang 2006;
Chen and Hsiao
2012; King and
He 2006;
Cresswell and
Sheikh 2012).
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Criteria
Descriptions
Interoperability Ability of a
system to
exchange and
make use of
information; the
ability of different
information
technology
systems and
software
applications to
communicate,
exchange data,
and use the
information that
has been
exchanged.

Definitions for model
Vendors support of
consensus standards
that enables
communication and
data exchange of
wearable sensor
technology solution
with clinical software
applications and
databases.

References
(Alper and Olson
2010; Cresswell
and Sheikh 2012;
Ash and Bates
2005; Furukawa
2011; Goldzweig
et al. 2009;
Dünnebeil et al.
2012; Jian et al.
2012; Glaser et
al. 2008).

Ease of data
access

Ability of the wearable
sensor solution to
provide easy access to
data reports and
analytics.

(Teng et al. 2008;
Cho et al. 2010;
Pilgrim et al.
2010; Banos et
al. 2014;
Mäenpää et al.
2009)

The quality of
being available
when needed;
effective
coverage of the
data provided
throughout the
department.
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Table 26 Taxonomy of model criteria of Organizational perspective
Criteria
Training
Needed

Descriptions
Organized activit
y aimed at
imparting
information and
/or instructions to
improve the
recipient's perfor
mance or to help
him or her attain
a required level
of knowledge or
skill.
A service
provided by a
hardware or
software
company in the
form of help and
advice about
their products.
Ensuring data
continuity,
backup and
integration into
clinical practice.

Definitions for model
Organized activity
aimed at imparting
information and/or
instructions to help
medical staff attain a
required level of
knowledge or skill
related to wearable
product solution.

References
(Ludwick and
Doucette 2009; Lee
and Xia 2011; Noblin
et al. 2013; Yeager et
al. 2010; Pilouras et
al. 2011; Morton and
Wiedenbeck 2009;
Ayatollahi et al. 2009;
McGinn et al. 2011;
Police et al. 2011

A service provided by
a hardware or
software company
that supplies medical
staff with help and
advice about the
wearable product
solution.
Support with overall
data integration:
formats, standards,
changes, downloads,
updates, etc.

(Pilgrim et al. 2010;
Walker et al. 2008;
Zhou et al. 2015;
Lustria et al. 2011;
Sandberg et al. 2003)

Competitive Competitiveness
Advantage and advantage
resulting from
technological
innovations,
critical
technological
areas

An advantage over
competitors gained
by clinics offering
patients greater
value by providing
greater benefits and
services as a result
of the wearable
sensor product
acquisition.

Tech
Support

Data
Support

(Pilouras et al. 2011;
Degoulet et al. 1995;
Geum et al. 2011;
Paré and Sicotte
2001; Bentley et al.
2007; Cresswell and
Sheikh 2012;
Mendonça et al. 2004;
Khoumbati et al.
2006; Murff et al.
2003)
(Azzone and Manzini
2008; Wu et al. 2009;
Wang and Hsieh
2014; Tran and Daim
2008; Liyanage 1995;
Köhler and Som 2013;
Fonkych and Taylor
2005; Jolly 2008)
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Table 27 Taxonomy of model criteria of Patient perspective
Criteria

Descriptions

Definitions for
model
Overall
patient’s
satisfaction
with using the
wearable
product
solution.

References

Patient
Experience

The sum of all interactions,
shaped by an organization’s
culture, that influence patient
perceptions across the
continuum of care (~The
Beryl Institute); aligned with
patient-centered care
principles

Clinical
benefits for
patients

A positive effect of a
therapeutic intervention; the
agent demonstrates an
improvement in survival
compared with no therapy or
to a known effective therapy,
equivalence or noninferiority
to a known effective
treatment, or, in some cases,
a clear improvement in time
to disease progression
together with an
improvement in symptoms or
QoL3 for the patient
(Schilsky 2002)

Health
outcome
measures: a
positive effect
of a
therapeutic
intervention
(improvement
in patient’s
mobility,
improvement
in adherence
to the
treatment
plan and
behavioral
intervention)

(Morton and
Wiedenbeck
2009; Lanham et
al. 2012;
Chaudhry et al.
2006;
Greenspun
2012; Godzweig
et al. 2009,
Police et al.
2011, Miller and
Sim 2004;
Shields et al.
2007)

Privacy/
Security

Protection of personal
information

Protection of
personal
information

(Witter 2009;
Jian et al. 2012;
Lim et al. 2011;
Lustria et al.
2011)

(Bächlin et al.
2010; Morton
and Wiedenbeck
2009; DeLia et
al. 2004;
Johnson et al.
2012; Chen et al.
2010)
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Table 28 Taxonomy of model criteria of Interpersonal perspective
Criteria

Descriptions

Efficiency of
Communica
tion and
Patient
Access

Connecting people;
receiving information
through individual and
social prism; transferring
the health data through
interpersonal
relationships; the ability
of the provider to elicit
and understand patient
concerns, to explain
healthcare issues and to
engage in shared
decision-making if
desired.
The ability of new
technological solutions
to provide and perhaps
improve the important
flow of information
through the system
among various levels in
the organization and
outside.
The ability to contribute
to the creation and
dispersion of new
knowledge in a hospital
setting, while
contributing to
educational benefits for
the parties involved.

Information
Sharing

Educational
benefits and
new
knowledge
creation

Definitions for
model
The ability of the
wearable solution
to improve
interpersonal
connectivity
(among healthcare
team members and
the patient) and
access to patients
as part of remote
health care model.

References

The ability of new
technological
solutions to share
information with
various internal and
external healthcare
providers and
shared decisionmakers.
Contributing to
educational
benefits and new
knowledge creation
for the parties
involved.

(Beckett et al.
2011; Wu et al.
2007; Yarbrough
and Smith 2007;
Chen and Hsiao
2012; Cheng
2012; Yang
2004; Dünnebeil
et al. 2012)
(Degoulet et al.,
1995; Van
Schaik et al.
2004; Jimoh et
al. 2012; Elwyn
et al. 2000;
Bentley et al.
2007; Lustria et
al. 2011,
Ammenwerth et
al. 2004)

(Cresswell and
Sheikh 2012;
Beckett et al.
2011; Wu et al.
2007; Yu and
Gagnon 2009;
Yarbrough and
Smith 2007;
Chen and Hsiao
2012; Frambach
and Schillewaert
2002)
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6.2.5. Research focus
The case alternatives for the model are represented with the selection of
medical-grade product innovations – medical devices in the area of mobility
tracking for post-spine procedures/surgeries. Those health monitoring devices
have medical-grade sensor technology for mobility (accelerometers, gyroscopes.
magnetometers) in addition to the network of other vitality-measuring sensors.
Those devices prevail in terms of design, efficiency, accuracy, privacy and
uniqueness. Thus, the research focus will be evaluation of technology adoption
potential of medical-grade wearable devices by physicians. Figure 12 depicting
research focus for the study is presented below:
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Figure 12 Research focus of this study

6.2.6. Alternatives - wearable sensor devices
Wearable products alternatives for preliminary model:
VITALITI by Cloud DX wearable vital sign monitor measures ECG, heart
rate, oxygen saturation, respiration, core body temperature, blood pressure,
movement, steps and posture and has advanced power management that
enables 72 hours of comfortable wear. The sensors of this wearable include
electrocardiograph, photoplethysmograph, core thermometer and 3-axis
accelerometer. VITALITI monitor is a part of VITALITY platform of four
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interdependent wireless devices, which connect to an advanced mobile app
running on a smartphone (Cloud DX 2017).
VitalPatch by VitalConnect comes in a form of 11 g adhesive
(hydrocolloid) patch 115x36x8 mm with integrated sensor module. It includes
ECG electrodes for heart rate detection, 3-axis MEMS accelerometer for motion
detection and thermistor for skin temperature measurement. It is FDA cleared,
CE marked, ISO 13485 certified and CMDR registered with disposable zinc air
battery (96 hours battery life). It monitors eight vital signs (single-lead ECG, heart
rate, heart rate variability, respiratory rate, skin temperature, body posture, fall
detection, activity) continuously in real time and care givers and hospital staff can
access the information in a consolidated view on a mobile platform (VitalConnect
2017).
Valedo by Hocoma -- back pain therapy medical device with constant
feedback and motivation through tracking performance and progress sharing 3D
gyroscope + 3D accelerometer + 3D magnetometer (a continuous and precise 9axis vector calculation of movement angles and accelerations). The wireless
motion sensors capture body movements in real time and in 3D with the latest
Bluetooth technology. Therapeutic exercises are monitored to be executed
correctly by playing motivating games based on movement science and
physiotherapy while the patients' performance could be tracked and shared on
iOS and Android device (Hocoma 2017).
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Opal by ADPM, Inc. -- research-grade wearable sensor solution (3-axis
accelerometer + 3-axis gyroscope + 3-axis) magnetometer with robust software
development kit built for measuring activity level, tremor, intervention response,
gait, balance, diurnal patterns and turning. Opal is made of PC-ABS plastic and
glass, weighs less than 25 grams with battery, with dimensions of
43.7x39.7x13.7 mm. Opal has a high sampling rate (20-200 Hz), robust software
development kit, wireless synchronization for up to 24 Opals on one wireless
network, can access raw kinematic data, sync with other systems, and provides
8-50 hours of battery life. The device is able to stream data in real time to a local
computer or log data on board each Opal and download later (8 Gb internal
storage). Opals could be synchronized with third-party systems, such as optical
motion capture systems, EMG, or gait mats (ADPM 2017).
Metria IH1 -- health monitoring device, developed by Vancive Medical
Technologies. Metria IH1 is a disposable lifestyle assessment system that
collects and reports multiple parameters for health, fitness and wellness
purposes. It collects and reports the following parameters for up to 7 days*:
physical activity, activity level, calories burned, sleep duration and quality.
Sensors include 3-axis accelerometer, skin temperature, near body temperature
and galvanic skin response (GSR) (Wearable Technology 2014).
The preliminary model is shown in the diagram below (Figure 13):
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Figure 13 Preliminary model of assessment of Technology Adoption Potential of
medical devices.
6.3. Model Validation
Validation tests an adequate (sufficient) representation of the model
elements and their relationships of the actual systems it’s referring to with their
underlying importance to model’s planned experiments (Greenberger et al. 1976;
Labys 1982). Rigorous standards and model credibility are ensured by validation
in research studies (Robert Wood Johnson Foundation 2010).
Content validity instrument was constructed in Qualtrics software. Experts
from academia and industry were chosen for expert validation with snowballing
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method. Thirty experts provided evaluations of validation and quantification in
this study.
The experts are distinguished in their fields of expertise with numerous
publications in peer-reviewed journals in their respected fields. The experts are
given an opportunity to get acquainted with the research background information,
the measurement procedure and other documentation or clarifying information
prior to making their judgments.
The experts were contacted via email with a letter that contained a link to
the consent letter and validation. The experts were in 7 panels and asked to
provide their expert opinion to validate criteria of the model pertaining to their
field of expertise. The validation process consisted of validating the perspectives,
criteria and alternatives of the model on the yes and no scale. The approval by at
least of 75% of experts means that the variable is approved by the expert panel.
The sample of the validation instrument is provided in Appendix B.
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Below are the Figures (Figure 14, Figure 15, Figure 16, Figure 17, Figure 18,
Figure 19 and Figure 20) with validation results.

Figure 14 Validation of the model Perspectives
According to the content validation results of panel 1, all of the
perspectives got finalized for the model. Interpersonal perspective received one
‘no’, which is still within the ‘cut-off’ value of 75%.
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Figure 15 Validation of Financial criteria – Panel 2
Experts of validation panel 2 approved all the Financial criteria of the
model. One of the experts felt that Economies of Scale should not be a part of
the model.

Figure 16 Validation of Technical criteria – Panel 3
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Experts of validation panel 3 approved all Technical criteria. One of the
experts gave a ‘no’ to Interoperability criteria, while another expert felt that Ease
of Data Access criteria should not be in the model.

Figure 17 Validation of Organizational criteria – Panel 4
All of the Organizational criteria have been approved by validation panel 4.
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Figure 18 Validation of Patient criteria – Panel 5
Patient criteria have been approved by 9 experts of validation panel 5.
Two experts felt that Privacy and Security should not be a part of the model.
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Figure 19 Validation of Interpersonal criteria – Panel 6
Panel 6 experts validated all of the criteria in Interpersonal perspective.
Educational Benefits and New Knowledge Creation criterion got 83% of approval,
which is above the threshold of 75%.
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Figure 20 Validation of model Alternatives – Panel 7
All of the model alternatives, except Metria IH1 (50 % of positive responses)
were approved by the experts for our model. Therefore, the finalized model will
have 4 alternatives: VITALITI, Valedo, Opal and VitalPatch. It is also important to
note that VitalPatch used to be HealthPatchMD when it was validated, but then
the company-developer renamed it to VitalPatch. In this research the name
VitalPatch is used throughout.
Aggregated results are shown in Table 29 below.
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Table 29 Aggregated validation results
Panels

Criteria

Panel 1
(Perspectives)

Financial
Technical
Organizational
Patient
Interpersonal
Panel 2
Cost of acquisition
(Financial)
Economies of scale
Cost of maintenance
Decrease in hospital costs
Panel 3
Reliability
(Technical)
Physician’s Ease of Use
Productivity Impact (Usefulness)
Interoperability
Ease of Data Access
Panel 4
Training Needed
(Organizational) Tech Support
Data Support
Competitive Advantage
Panel 5
Patient Experience
(Patient)
Clinical Benefits
Privacy/Security
Panel 6
Efficiency of Communication and Patient Access
(Interpersonal)
Information Sharing
Educational Benefits and New Knowledge
Creation
Panel 7
Metria IH1
(Alternatives)
VITALITI
VitalPatch (formerly HealthPatchMD)
Valedo
Opal

Validation
(Positive
response,
%)
100.00
100.00
100.00
100.00
80.00
100.00
80.00
100.00
100.00
100.00
100.00
100.00
83.33
83.33
87.50
100.00
87.50
87.50
100.00
100.00
77.78
100.00
100.00
83.33
50.00
100.00
100.00
75.00
100.00

6.4. Finalized Assessment Model
After the model has been validated for content, the research model was
modified to reflect the expert opinions. The finalized model, pictured in the Figure
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below, consists of 4 levels: mission level, perspectives level, criteria level, and
wearable sensor products (alternatives) level. The first level is the mission of the
study and is self-explanatory: assessment of technology adoption potential of
medical devices for a case of wearable sensor products for pervasive spine care
in neurosurgery and orthopedics.
Five perspectives were chosen based on an extensive literature review
and experts. The criteria of perceived usefulness and perceived ease of use, are
discussed in the literature review, are based on the elements of the Technology
Acceptance Model. Since the above-described research indicates that the
acceptance of the technology is based on perceptions of users, those criteria
were included in the model. It is assumed that the hardware and software
systems or their building components have legal compliance. Finalized
assessment model is presented in Figure 21 below:
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Figure 21 Finalized Assessment model

6.4.1. Model mission
The first level is the mission of the study and is self-explanatory:
assessment of technology adoption potential of medical devices: case of
wearable sensor products for pervasive care in neurosurgery and orthopedics.

6.4.2. Model perspectives and criteria
Below are the five perspectives and their criteria with definitions.
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Financial perspective mentioned in the literature from rising costs of
healthcare to high costs of systems implementation and management as well as
loses from unsuccessful software applications. It encompasses the importance of
financial benefits to the organization that a certain technology selection could
bring. The following are the financial perspective criteria:
1. Cost of acquisition – expenses associate with the purchase of the
wearable sensor technology solution (medical device).
2. Savings due to the economies of scale -- savings to the department and
clinic due to obtaining large amounts of a particular kind of wearable
technological solution for their patients (provided by the suppliers and by
the larger pool of patients served by a wearable medical device).
3. Cost of maintenance – costs associated with maintenance of the system
of the wearable technological solution.
4. Decrease in hospital/clinic costs - decrease in overall expenses incurred
by hospital in providing services due to the technology acquisition.
Technical perspective represents the value of a technology in a healthcare
setting from the view of the importance of technical capabilities improvement.
The following criteria represent technical perspective:
1. Reliability - a characteristic of a wearable sensor technological solution
providing accurate measurements and analytic reports; consistent and
stable performance, free of technical issues and problems.
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2. Physician’s ease of use - physician’s intuitive and effortless interaction
with the wearable sensor technological solution including the
accompanied software, databases and analytics/aggregate reports.
3. Productivity impact (usefulness) - the ability of the complete technological
solution to enhance the physician’s job performance (enabling to provide
better care, diagnoses, etc.).
4. Interoperability - vendors support of consensus standards that enable
communication and data exchange of wearable sensor technology
solution with clinical software applications and databases.
5. Ease of data access - ability of the wearable sensor solution to provide
easy access to data reports and analytics.
Organizational perspective encompasses the criteria that technological
solutions should provide in organizational setting, which includes management
support, integration, tech and data support as well as competitive advantage it
can provide for the healthcare organization. Organizational aspect plays a crucial
role in technology assessment. Box et al. (2010) stated that success of health
information technology implementation requires a careful balance of technical,
clinical and organizational factors.
Cresswell and Sheikh (2012) dedicate an empirical and interpretative
review study on organizational issues in HIT adoption and implementation. The
following four criteria compose organizational perspective:
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1. Training needed - organized activity aimed at imparting information and /or
instructions to help medical staff attain a required level of knowledge or
skill related to wearable sensor technological solution.
2. Tech support - a service provided by a hardware or software company that
provides medical staff with help and advice about the wearable sensor
technology solution.
3. Data support - support with overall data integration: formats, standards,
changes, downloads, updates, changes etc.
4. Competitive advantage - an advantage over competitors gained by
hospitals/clinics offering patients greater value by providing greater
benefits and services as results of the wearable sensor technology
implementation.
Patient perspective comprises of criteria that reflect physician's view on
what technological solution needs to provide like satisfactory patient experience,
clinical benefits and privacy and security issues. The criteria are below:
1. Patient experience – overall patient’s satisfaction with using a wearable
medical device.
2. Clinical benefits for patients - health outcome measures: a positive effect
of a therapeutic intervention (improvement in patient’s mobility,
improvement in adherence to the treatment plan and behavioral
intervention).
3. Privacy/security – protection of personal information.
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Interpersonal perspective reflects the importance of sharing and
communication among various levels in the organization and outside; the ability
of the technological solution to provide that capability and perhaps improve the
communication and important flow of information. The operational definition of
interpersonal communication is “the ability of the provider to elicit and understand
patient concerns, to explain healthcare issues and to engage in shared decisionmaking if desired (Beaulieu et al., 2011). Interpersonal perspective has some
elements of social, organizational and personal dynamics (Cresswell and Sheikh,
2012). The criteria definitions are listed below:
1. Efficiency of communication and patient access - the ability of the
wearable solution to improve interpersonal connectivity (among healthcare
team members and the patient) and access to patients as part of remote
health care model.
2. Information sharing - the ability of new technological solutions to share
information with various internal and external healthcare providers and
shared decision-makers.
3. Educational benefits and new knowledge creation - contributing to
educational benefits and new knowledge creation for the parties involved.

6.4.3. Wearable sensor products
Four wearable sensor products were validated for the analysis (Table 30):
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Table 30 Wearable sensor products and their sensor modules
Wearable sensor product
VITALITI by Cloud DX

Sensor module
3-axis accelerometer and additional sensors
for measuring vitality (electrocardiograph,
photoplethysmograph, core thermometer,
oscillometric cuff (BP), microphone (coughs),
spirometer module, wireless camera)

VitalPatch by VitalConnect

3-axis MEMS accelerometer to detect motion,
ECG electrodes to detect heart rate, thermistor
to detect skin temperature

Valedo by Hocoma

3D gyroscope + 3D accelerometer + 3D
magnetometer (a continuous and precise 9axis vector calculation of movement angles
and accelerations

Opal by ADPM, Inc.

3-axis accelerometer + 3-axis gyroscope+ 3axis magnetometer

Product specifications are listed below:
•

VITALITI by Cloud DX (Cloud DX 2017)
– Medically accurate consumer/clinical vital sign platform;
– Has 3-axis accelerometer and additional sensors for measuring vitality
(electrocardiograph, photoplethysmograph, core thermometer,
oscillometric cuff (BP), microphone (coughs), spirometer module,
wireless camera);
– Mobility measures: step counter, posture monitor, slip & fall detector;
– The Cloud DX entry in the Qualcomm Tricorder XPRIZE consists of
four interdependent wireless devices connecting to an advanced
mobile app running on a smartphone.
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•

•

Wearable Vital Sign Monitor

•

Wireless Spirotoscope

•

In Vitro Diagnostic System

•

Pulsewave Health Station

VitalPatch by VitalConnect (VitalConnect 2017):
– Comprehensive tracking of eight FDA-cleared measurements in a
single biosensor patch;
•

single-lead ECG; heart rate; heart rate variability; respiratory
rate; skin temperature; body posture; fall detection; activity
including steps

– Contextual measurement through multiple data streams and strong
foundation for data analytics;
– Continuous remote patient monitoring (data is transmitted to the
patient provider with ability to observe improvement or degradation on
a real-time basis;
– Supports integration with 3rd party services and applications;
– Wireless Bluetooth low energy connectivity to a mobile device or other
relay;
– Wi-Fi connection enables fast data delivery from mobile device to the
server;
– All data is encrypted and could be stored in a cloud;
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– The lightweight flexible adhesive patch is worn discretely under
clothing.
•

Valedo by Hocoma (Hocoma 2017):
– Back pain therapy solution;
– Created by medical device company;
– Two highly sensitive Bluetooth motion sensors;
– 3D gyroscope + 3D accelerometer + 3D magnetometer (a continuous
and precise 9-axis vector calculation of movement angles and
accelerations);
– iOS/Android App with therapeutic back pain exercises;
– Constant feedback and motivation through tracking performance and
progress (pdf report), checking precision and accuracy and ability to
share the results with the physician.
•

Opal by APDM, Inc. (APDM 2017):
Can measure activity level; tremor; intervention response, gait, balance,
diurnal patterns, turning:
– High sampling rate
–

Robust Software Development kit

–

Access raw kinematic data

–

Sync with other systems

–

8-50 hours battery life

–

Up to 24 Opals on one network
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–

Stream or log data

–

Gyroscope + accelerometer + magnetometer.

6.5. Data Collection and Expert Panels Design
This study recruited a total of 30 experts for validation and quantification.
The experts in quantification process were distributed among 7 expert panels for
judgement quantification of model variables. Experts were in the panels
according to their field of expertise. Experts had an opportunity to serve on
several panels if corresponded with their expertise. Experts were chosen from
various healthcare industry, sensor technology industry and academia.
Data collection instrument was developed in Qualtrics. Pairwise
comparison method was used for judgment quantifications. Data collection
instruments were sent to experts as an anonymous link with a password to a
personal questionnaire. Before the start of the questionnaire, the experts were
prompted to sign and the Letter of Consent. After the expert answered the
questionnaire, the data in .csv, .xls and .xml format was stored in Qualtrics
software online. Detailed questionnaire instrument in shown in Appendix C. Table
31 shows the expertise and number of experts in each quantification panel.
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Table 31 Expert panels and expertise of the experts
Expert Panels

Expertise

Panel 1 – Main
Perspectives

Professor, Doctor, Researcher, Orthopedics, Spine Center
Clinical Informatics, Anesthesiology, Orthopedics,
Rehabilitation
HIS, Clinical Informatics, OHSU
Continuing Care, Kaiser Permanente
VP and CIO, OHSU
Strategic Director, Merck
Division Director, OHSU
Clinical Content and Decision Support Lead, Kaiser
Permanente
Associate Professor, Medical Informatics and Epidemiology,
OHSU
HIS, Clinical Informatics, OHSU
Continuing Care, Kaiser Permanente
VP and CIO, OHSU
Strategic Director, Merck
Division Director, OHSU
Clinical Content and Decision Support Lead, Kaiser
Permanente
Professor, Doctor, Researcher, Orthopedics, Spine Center
Clinical Informatics, Anesthesiology, Orthopedics,
Rehabilitation
Director, Intel Labs at Intel Corporation
Neurosurgeon, Rebound Orthopedics
Assistant Professor of Research Orthopedics Surgery, Keck
School of Medicine of USC
Associate Professor, Medical Informatics and Clinical
Epidemiology, OHSU
Associate Professor, Medical Informatics and Epidemiology,
OHSU
Continuing Care, Kaiser Permanente
VP and CIO, OHSU
Assistant Professor of Neurological Surgery, School of
Medicine, OHSU
HIS, Clinical Informatics, OHSU
Strategic Director, Merck
Associate Professor, Medical Informatics and Clinical
Epidemiology, OHSU
Assistant Professor of Research Orthopedics Surgery, Keck
School of Medicine of USC
Instructor of Neurological Surgery, Division of Skull Base and
Cerebrovascular School of Medicine Physician Assistant,
OHSU
Continuing Care, Kaiser Permanente
VP and CIO, OHSU
Division Director, OHSU
Strategic Director, Merck
Assistant Professor of Neurological Surgery, School of
Medicine, OHSU

Panel 2 –
Financial

Panel 3 –
Technical

Panel 4 Organizational

Number of
experts
9

8

10

9
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Expert Panels

Expertise

Panel 5 Patient

Assistant Professor of Research Orthopedics Surgery, Keck
School of Medicine of USC
Professor, Doctor, Researcher, Orthopedics, Spine Center
Clinical Informatics, Anesthesiology, Orthopedics,
Rehabilitation
Neurosurgeon, Rebound Orthopedics
Continuing Care, Kaiser Permanente
Assistant Professor of Neurological Surgery, School of
Medicine, OHSU
Instructor of Neurological Surgery, Division of Skull Base and
Cerebrovascular School of Medicine Physician Assistant,
OHSU
HIS, Clinical Informatics, OHSU
Assistant Professor of Research Orthopedics Surgery, Keck
School of Medicine of USC
Neurosurgeon, Rebound Orthopedics
Instructor of Neurological Surgery, Division of Skull Base and
Cerebrovascular School of Medicine Physician Assistant,
OHSU
Continuing Care, Kaiser Permanente
VP and CIO, OHSU
Strategic Director, Merck
Division Director of Perioperative Services, OHSU
Professor, Doctor, Researcher, Orthopedics, Spine Center
Clinical Informatics, Anesthesiology, Orthopedics,
Rehabilitation
Neurosurgeon, Rebound Orthopedics
Instructor of Neurological Surgery, Division of Skull Base and
Cerebrovascular School of Medicine
Professor, Doctor, Researcher, Orthopedics, Spine Center
Clinical Informatics, Anesthesiology, Orthopedics,
Rehabilitation
Associate Professor, Medical Informatics and Clinical
Epidemiology, OHSU
Associate Professor, Medical Informatics and Epidemiology,
OHSU
Director, Intel Labs at Intel Corporation
Biosensor Specialist, PhD, Intel Labs at Intel Corporation

Panel 6 -Interpersonal

Panel 7

Number of
experts
8

10

8

Experts in each panel were responsible to analyze the perspectives,
criteria or alternatives relative to the mission. Experts from Panel 7 were also
broken into subpanels according to their expertise. The experts were asked to
compare decision variables in a pair-wise fashion. In case the experts had
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difficulty with the terms, they could refer to the explanations for the terms listed.
The detailed descriptions of experts’ tasks are presented in the tables (Table 32
and Table 33) below.
Table 32 Quantification panel focus and task
Panel #
Panel 1

Panel 2

Panel 3

Panel 4
Panel 5
Panel 6

Panel 7

Focus

Main task
pairwise comparison of main wearable
technology assessment perspectives to
Multiple Perspectives
reflect the judgement on their relative
importance to overall mission
comparison the importance of criteria in
Financial criteria
'Financial perspective' according to the
mission
comparison the importance of criteria in
'Technical perspective' according to the
Technical criteria
mission
comparison the importance of criteria in
Organizational criteria 'Organizational perspective' according to the
mission
comparison the importance of criteria in
Patient criteria
'Patient perspective' according to the
mission
comparison the importance of criteria in
'Financial perspective' according to the
Interpersonal criteria
mission
ranking of the wearable products for the
Assessment of Technology Adoption
Potential of wearable medical devices for
Alternatives level
pervasive spine care in neurosurgery and
orthopedics with respect to the criterion
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Table 33 Subpanels of quantification expert panel 7
Panel #

Panel 7.1

Panel 7.2
Panel 7.3
Panel 7.4
Panel 7.5

Focus

Main task
ranking of the wearable products for the
Assessment of Technology Adoption
Alternatives
Potential of wearable medical devices for
with respect to
pervasive spine care in neurosurgery and
Financial criteria
orthopedics with respect to the criteria in
Financial perspective
Alternatives
ranking of the wearable products with
with respect to
respect to the criteria in Technical
Technical criteria
perspective
Alternatives
ranking of the wearable products with
with respect to
respect to the criteria in Organizational
Organizational criteria perspective
Alternatives
ranking of the wearable products with
with respect to
respect to the criteria in Patient perspective
Patient criteria
Alternatives
ranking of the wearable products with
with respect to
respect to the criteria in Interpersonal
Interpersonal criteria perspective
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CHAPTER 7. DATA ANALYSIS TOOLS
7.1. Hierarchical Decision Modeling Research Software Package
The Hierarchical Decision Modeling Research Software tool flow provides
a suite of software tools that allows collection of the expert panel responses from
Qualtrics and their migration to R in order to perform HDM calculations, analysis,
and visualization of the resultant data.
The flow of the research software tool consists of the following steps
(Figure 22):
1. Extracting data from Qualtrics with XML file (generated by Qualtrics).
2. Transferring data with Ruby code (created for this research) and two XML
criteria mapping files: question number-criteria pair; perspectives-criteriaalternatives (created for this study).
3. Running file in R (created, validated new code and used R packages).
4. Validation of achieved results with PCM software that has been used and
validated in HDM studies.
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Qualtrics
• Survey
Data for
each
Expert
Panel
• XML
formatted
text file

Ruby

R (AHP Module)

• qualtrics2a
hp.rb
• R AHP
formatted
file

• HDM Tree
• Cluster
Analysis
• Inconsiste
ncies

PCM
Software
• Validation
of Results

Figure 22 Software tools process flow
7.2. Software Tool Component Descriptions

7.2.1. Qualtrics questionnaire instrument
Qualtrics provides a web-based questionnaire framework that is used to
collect responses for each expert panel in the HDM model. This application
provides an XML Schema for the data which can then be downloaded in the form
of an XML formatted file for all of the survey responses for each expert panel.
This XML data file is then sent to the qualtrics2ahp command line tool for further
processing.

7.2.2. Qualtrics2ahp data processing utility
The qualtrics2ahp command line tool is written in Ruby and is used to
convert the XML data file from Qualtrics into a form useable by the R AHP/HDM
analysis module. Although the primary input to the Ruby script is the XML
formatted expert panel file, the script also requires two additional XML formatted
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mapping files to understand how the questions in each expert panel are mapped
to the HDM data tree model.
The first mapping file defines the relationship between the unique ID
(question_ids) in Qualtrics and their associated criteria in the HDM model. The
basic structure of this XML file looks like the following:
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<Map>
<Entry>
<Order>1</Order>
<Question>Q1_1</Question>
<FirstVariable>Financial</FirstVariable>
<SecondVariable>Technical</SecondVariable>
<Criteria/>
</Entry>
…
</Map>
The second XML formatted file maps each perspective to the associated
criteria thereby formulating the HDM tree structure required to analyze the panel
responses.
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<Criteria>
<Criterion>
<Name>Financial</Name>
<Subcriteria>
<Subcriterion>Cost of Acquisition</Subcriterion>
<Subcriterion>Economies of Scale</Subcriterion>
<Subcriterion>Maintenance Cost</Subcriterion>
<Subcriterion>Decrease in Hospital Costs</Subcriterion>
</Subcriteria>
</Criterion>
…
</Criteria>
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The output from the qualtrics2ahp Ruby script is a data file in HDM format
that can be loaded and processed by the R CRAN AHP package module.

7.2.3. R CRAN AHP package customized script
The R portion of the HDM software tool flow loads the HDM file generated
by the qualtrics2ahp script and loads the hierarchical decision model tree data in
an AHP module for calculation, visualization, and analysis package.
Customization of data processing of our HDM data is controlled by implementing
an R script, which can perform the functions of ‘Calculate’, ‘Analyze’, and
‘Visualize’ required for our HDM model. The capability to perform ‘Inconsistency’
calculations on the individual panels as well as cluster analysis for disagreement
checking in this R script is programmed in as well. The AHP package for R is
available on the CRAN repository (CRAN 2017).

7.2.4. PCM software
PCM software is an MS-DOS based software package that was used as a
validation step to ensure that the calculated values for inconsistency,
disagreement, and other factors in the new tool flow matched the output from a
standardized tool that is used across PSU ETM department research. The
software requires that you run a 32-bit MS-DOS emulator, like Dos Box, on
modern PCs because it is a 16-bit application. Entering the data into PCM is
laborious. A newer, more modern tool in R is more convenient and accurate for
data analysis on large data sets.
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By validating our new tool flow against an accepted standard tool for HDM
research (running the model in both environments and achieving matching
results to the precision of the values from PCM software), I ensured that my
implementation of HDM in the new software tool flow matches the results
obtained for prior research publications that used the MS-DOS tool. This showed
that my data analysis is in agreement with both tools and therefore my
implementation is correct to within the degree that PCM is correct.
7.3. Software Tool Flow Steps
The following sections describe the steps necessary to analyze a single
expert panel from Qualtrics all the way through to analysis in R.

7.3.1. Saving survey response panel data from Qualtrics to XML
Survey responses from Qualtrics are saved to an XML formatted file with a
very specific naming convention that indicates which panels are included in the
file. For example, the file name format looks like the following: WSPA__123.xml.
This indicates that the XML data file contains responses from experts for
panels 1, 2, 3. For each survey response there will be a set of these files. Using
Computer Science terminology, a regular expression for the file name looks like
the following: /WSPA__[123]/.

7.3.2. Using Ruby qualtrics2ahp.rb to convert XML to HDM format
After each WSPA_*.xml file is saved in a subdirectory of the qualtrics2ahp
utility named ./survey_data. When run from the command line, the Ruby
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qualtrics2ahp.rb file will search the ./survey_data for all of the WPA_*.xml files for
the expert panel that will be analyzed. For example, if you are analyzing all of
the panel 1 responses then the script will process all files named
./survey_data/WSPA__1*.xml. This is done through invoking the command from
a Ruby command window as follows: > ruby qualtrics2ahp.rb.
This generates an HDM formatted file named ./panel1.ahp suitable for
loading into the R environment and analyzing.

7.3.3. Generating HDM in R using AHP module
The following sequence of commands is then issued in R to further
process the panel1.ahp file and analyze the responses from Qualtrics.
In R, issue the following commands:
> ahpFile <- Load(“./panel1.ahp”)
> CalculateHDM(ahpFile, panel=1)
This will print out a new HDM formatted file to the console window that will
need to be copied and pasted to a new file named panel1.hdm.
> hdmFile <- Load(“./panel1.hdm”)
Now calculate the HDM results and inconsistency values using the
following command:
> Calculate(hdmFile)
> Analyze(hdmFile)
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7.3.4. Analyzing inconsistencies
Inconsistency values are contained within the newly generated
panel1.hdm file. Panel1.hdm file needs to be edited to remove any responses
that are outside of the inconsistency bounds. In the future, I plan to make this
process either automatically done or to allow the user to choose which responses
to eliminate during the CalculateHDM step.

7.3.5. Analyzing disagreement and cluster analysis in R
Once ‘Calculate()’ in R has been run, Cluster Analysis in R can be
generated on the loaded hdmFile. The following commands are issued:
> cla <- ClusterAnalysis(hdmFile)
> plot(cla)
The above procedure will display the cluster diagram for the panel that
was just calculated.
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CHAPTER 8. RESULTS AND DATA ANALYSIS
The current chapter presents the results of the expert judgement
quantification, judgement inconsistencies and group disagreements. Expert
judgements were quantified in R and PCM software. The threshold value for
inconsistency of 0.1 was based on previous studies (Gerdsri and Kocaoglu 2009:
Gerdsri 2005; Iskin 2014; Abotah 2015). In addition, inconsistencies above the
value of 0.1 were tested against Root Sum Variance (Abbas 2016) graphs.
Cluster dendrograms were used in group disagreements over the value of 0.1.
Discussion of priorities synthesis, sensitivity analysis and scenario analysis is
shown here as well.
8.1. Expert Panel 1
8.1.1. Expert panel 1 results
Experts in expert panel 1 were asked to evaluate relative importance of
main technology assessment perspectives with respect to overall mission of
assessment of technology adoption potential of medical devices for a case of
wearable sensor products for pervasive spine care in neurosurgery and
orthopedics. The arithmetic means of the relative importance of main technology
assessment perspectives of panel 1 [8 expert opinions] are shown in the
following figure (Figure 23):
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Figure 23 Relative importance of technology assessment perspectives
Quantification of the expert judgements shows that the most important
perspective with respect to the mission is Patient perspective (24.8%), which
reflects patient issues of adoption of medical devices like satisfactory patient
experience, clinical benefits and privacy/security of information. Technical
perspective follows with 22.7% and financial perspective occupies the third place
(20.3%). The least important technology assessment perspective is interpersonal
(14.9%).

8.1.2. Analysis of expert panel 1 results
Only experts that had an acceptable level of consistency were included in
calculations of relative importance of perspectives. Three experts had
inconsistency levels above 0.1 and their Root Sum Variance was calculated
201

according to (Abbas 2016). The threshold of acceptable inconsistency with RSV
value for 5 decision variables at α = 0.05 is 0.2651. RSV values for the three
experts with inconsistencies of 0.188, 0.161 and 0.118 were 0.421, 0.360 and
0.263 respectively. Since RSV value of 0.263 is below the threshold of 0.2651,
the evaluations of that expert were included in the analysis. There was also
some disagreement among the experts (0.114) present and will be discussed in
this chapter. Table 34 with individual relative priority weights, aggregated group
results, inconsistency levels and group disagreement is presented below.
Table 34 Analysis of expert panel 1 results
Panel 1 Financial Technical Organizational Patient Interpersonal Inconsistency
Expert 1
0.04
0.23
0.11
0.33
0.28
0.029
Expert 2
0.11
0.13
0.14
0.49
0.13
0.035
Expert 3
0.21
0.29
0.1
0.33
0.08
0.024
Expert 4
0.28
0.4
0.05
0.22
0.06
0.018
Expert 5
0.22
0.24
0.24
0.11
0.19
0.084
Expert 6
0.43
0.14
0.17
0.07
0.18
0.070
Expert 7
0.16
0.15
0.15
0.37
0.19
0.004
Expert 8
0.18
0.25
0.42
0.07
0.08
0.118
Mean
0.203
0.227
0.173
0.248
0.149
Disagreement
0.114

Hierarchical agglomerative clustering in R has been used to identify
subgroups within expert panel 1. Two subgroups have been identified with
hierarchical cluster analysis and the dendrogram is presented in Figure 24.
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Figure 24 Dendrogram of subgroups of expert panel 1
Group disagreements of subgroup A (experts 5, 6 and 8) and subgroup B
(experts 1,2,3,4 and 7) are below the threshold value of 0.1 and are 0.094 and
0.089 respectively. Table 35 and Table 36 show expert relative priorities,
inconsistencies, aggregated group results and group disagreements for the two
subgroups in panel 1: subgroup A and B.
Table 35 Analysis of results in subgroup A of expert panel 1
Panel 1
Financial Technical Organizational Patient Interpersonal Inconsistency
Expert 5
0.22
0.24
0.24
0.11
0.19
0.084
Expert 6
0.43
0.14
0.17
0.07
0.18
0.070
Expert 8
0.18
0.25
0.42
0.07
0.08
0.118
Mean
0.28
0.21
0.28
0.08
0.15
Disagreement
0.094
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Subgroup A has placed high importance on financial (0.28) and
organizational perspectives (0.28) in for the purposes of assessment of adoption
potential of wearable medical devices. The experts of this subgroup are closely
tied with medical Informatics, management of information technologies in the
hospital and high leadership/managerial executive roles in the clinic.
Table 36 Analysis of results in subgroup B of expert panel 1
Panel 1
Financial Technical Organizational Patient Interpersonal Inconsistency
Expert 1
0.04
0.23
0.11
0.33
0.28
0.029
Expert 2
0.11
0.13
0.14
0.49
0.13
0.035
Expert 3
0.21
0.29
0.1
0.33
0.08
0.024
Expert 4
0.28
0.4
0.05
0.22
0.06
0.018
Expert 7
0.16
0.15
0.15
0.37
0.19
0.004
Mean
0.16
0.24
0.11
0.35
0.15
Disagreement
0.089

The results of the subgroup B show that experts place higher importance
on Patient perspective (0.35). Technical perspective gets the second place with
the value of 0.24. Financial, interpersonal and organizational perspectives are of
the least importance to this group. The experts in this group are more closely tied
to patient care and information technologies.
8.2. Expert Panel 2

8.2.1. Expert panel 2 results
Expert panel 2 evaluated the importance of the financial perspective
criteria for the assessment of the technology adoption potential of wearable
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medical devices. Expert panel 2 consisted of 9 experts. The inconsistencies in
expert opinions are below the value of 0.1 and the means of the relative
importance of financial criteria of panel 2 are shown in Figure 25 below:

Figure 25 Relative importance of criteria in Financial perspective
According to the results, both cost of acquisition (26.4%) and cost of
maintenance (26.4%) were considered the most important criteria of financial
perspective. Savings from economies of scale (23.3%) got the lowest score for
importance.

8.2.2. Analysis of expert panel 2 results
The experts of panel 2 had inconsistencies within acceptable level. Table
37 with individual relative priority weights, aggregated group results,
inconsistency levels and group disagreement is presented below.
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Table 37 Analysis of expert panel 2 results

Panel 2
Expert 1
Expert 2
Expert 3
Expert 4
Expert 5
Expert 6
Expert 7
Expert 8
Expert 9
Mean
Disagreement

Cost of
Economies Cost of
Acquisition of Scale
Maintenance
0.23
0.13
0.24
0.12
0.46
0.14
0.17
0.09
0.37
0.17
0.11
0.14
0.18
0.15
0.66
0.65
0.07
0.2
0.18
0.62
0.14
0.2
0.22
0.27
0.47
0.24
0.2
0.264
0.233
0.264

Decrease
in
Hospital
Costs
Inconsistency
0.39
0.031
0.27
0.058
0.37
0.002
0.58
0.019
0.01
0.032
0.08
0.084
0.07
0.015
0.3
0.004
0.09
0.094
0.240
0.18

There was some disagreement (0.18) among the experts; therefore,
hierarchical agglomerative clustering in R has been used to identify subgroups
within expert panel 2. Four subgroups have been identified with hierarchical
cluster analysis and the dendrogram is presented in Figure 26 below.
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Figure 26 Dendrogram of subgroups of expert panel 2
Group disagreements of subgroup A (expert 5) and subgroup B (experts 6
and 9), subgroup C (experts 2 and 7) and subgroup D (experts 1, 3, 4 and 8) are
below the threshold value of 0.1. The tables (Table 38, Table 39, Table 40 and
Table 41) below show expert relative priorities, inconsistencies, aggregated
group results and group disagreements for the two subgroups in panel 2:
subgroup A, B, C and D.
Table 38 Analysis of results in subgroup A of expert panel 2

Panel 2
Expert 5
Mean
Disagreement

Decrease
in
Cost of
Economies Cost of
Hospital
Acquisition of Scale
Maintenance Costs
Inconsistency
0.18
0.15
0.66
0.01
0.032
0.18
0.15
0.66
0.01
-
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Subgroup A consists of one expert, who has placed high importance on
cost of maintenance associated with adoption of wearable medical device (0.66),
while considering the importance of decrease in hospital costs as negligible. The
expert holds a high executive position in the hospital.
Table 39 Analysis of results in subgroup B of expert panel 2

Panel 2
Expert 6
Expert 9
Mean
Disagreement

Cost of
Economies
Acquisition of Scale
0.65
0.07
0.47
0.24
0.56
0.15

Decrease
in
Cost of
Hospital
Maintenance Costs
Inconsistency
0.2
0.08
0.084
0.2
0.09
0.094
0.20
0.09
0.086

Subgroup B consists of two experts, who have placed high importance on
cost of acquisition associated with adoption of wearable medical device (0.56),
followed by cost of maintenance (0.20) and economies of scale (0.15), while
considering the importance of decrease in hospital costs a minor criteria (0.09).
Table 40 Analysis of results in subgroup C of expert panel 2

Panel 2
Expert 2
Expert 7
Mean
Disagreement

Cost of
Economies
Acquisition of Scale
0.12
0.46
0.18
0.62
0.15
0.54

Decrease
in
Cost of
Hospital
Maintenance Costs
Inconsistency
0.14
0.27
0.058
0.14
0.07
0.015
0.14
0.17
0.092

Two experts of subgroup C consider economies of scale (0.54) of the
highest importance towards wearable technology adoption, distantly followed by
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cost of acquisition (0.15), decrease in hospital costs (0.17) and cost of
maintenance (0.14). The disagreement in this group is within the acceptable
level.
Table 41 Analysis of results in subgroup D of expert panel 2

Panel 2
Expert 1
Expert 3
Expert 4
Expert 8
Mean
Disagreement

Cost of
Economies Cost of
Acquisition of Scale
Maintenance
0.23
0.13
0.24
0.17
0.09
0.37
0.17
0.11
0.14
0.2
0.22
0.27
0.19
0.14
0.26

Decrease
in
Hospital
Costs
Inconsistency
0.39
0.031
0.37
0.002
0.58
0.019
0.3
0.004
0.41
0.083

Subgroup D is the largest subgroup of panel 2 and it consists of four
experts. The experts place decrease of hospital costs as the most important
financial criteria (0.41). Cost of maintenance is the second important financial
criteria according to the subgroup D (0.26), followed by cost of acquisition (0.19)
and economies of scale (0.14).
8.3. Expert Panel 3

8.3.1. Expert panel 3 results
Experts in expert panel 3 were asked to evaluate relative importance of
technical criteria with respect to overall mission of assessment of technology
adoption potential of medical devices for a case of wearable sensor products for
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pervasive spine care in neurosurgery and orthopedics. The arithmetic means of
the relative importance of technical criteria of panel 3 [10 expert opinions] are
shown in Figure 27 below:
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Figure 27 Relative importance of criteria in Technical perspective
According to the expert opinions of expert panel 3, reliability is the highest
ranked criterion (25.5%) out of technical perspective criteria. Ease of data access
is the second highly regarded criteria with 22.5% relative weight. Physician’s
ease of use, usefulness and interoperability have the lowest relative weights of
importance of 18.3%, 17.9% and 15.8% respectively.

8.3.2. Analysis of expert panel 3 results
Two experts in expert panel 3 had inconsistency levels above 0.1 and
their Root Sum Variance was calculated according to (Abbas 2016). The
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threshold of acceptable inconsistency with RSV value for 5 decision variables at
α = 0.05 is 0.2651. RSV values for the two experts with inconsistencies (0.140
and 0.118) were 0.312 and 0.2648 respectively. Since RSV value of 0.2648 is
below the threshold of 0.2651, the evaluations of that expert were included in the
analysis. There was also some disagreement among the experts (0.106) present
and will be discussed in this chapter. The table with individual relative priority
weights, aggregated group results, inconsistency levels and group disagreement,
is presented below Table 42.
Table 42 Analysis of expert panel 3 results

Panel 3

Reliability

Expert 1
Expert 2
Expert 3
Expert 4
Expert 5
Expert 6
Expert 7
Expert 8
Expert 9
Expert 10
Mean
Disagreement

0.26
0.25
0.33
0.60
0.07
0.19
0.39
0.23
0.09
0.15
0.255

Physician's
Ease of Use

0.1
0.27
0.22
0.05
0.24
0.22
0.13
0.16
0.12
0.34
0.183

Productivity
Impact
(Usefulness)

0.27
0.28
0.22
0.15
0.06
0.18
0.27
0.09
0.2
0.09
0.179

Interoperability

Ease of
Data
Access

0.13
0.07
0.12
0.03
0.32
0.17
0.12
0.23
0.27
0.09
0.158

0.23
0.13
0.11
0.18
0.31
0.24
0.09
0.29
0.33
0.34
0.225

Inconsistency

0.064
0.009
0.029
0.118
0.098
0.025
0.018
0.014
0.032
0.002
0.106

There was slight disagreement (0.106) among the experts. Using
hierarchical agglomerative clustering in R, two subgroups were identified within
expert panel 3. The dendrogram of hierarchical clustering is presented in Figure
28.
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Figure 28 Dendrogram of subgroups of expert panel 3
Subgroup A for expert panel 3 consists of five experts (expert 5, 6, 8, 9
and 10) and has overall disagreement value of 0.071. Subgroup B also consists
of five experts (experts 1,2,3,4 and 7), has disagreement value of 0.085. The
tables below (Table 43 and Table 44) show expert relative priorities,
inconsistencies, aggregated group results and group disagreements for the two
subgroups in panel 3: subgroup A and B.
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Table 43 Analysis of results in subgroup A of expert panel 3

Panel 3

Reliability

Expert 5
Expert 6
Expert 8
Expert 9
Expert 10
Mean
Disagreement

0.07
0.19
0.23
0.09
0.15
0.15

Physician's
Ease of Use

Productivity
Impact
(Usefulness)

Interoperability

0.24
0.22
0.16
0.12
0.34
0.21

0.06
0.18
0.09
0.2
0.09
0.12

0.32
0.17
0.23
0.27
0.09
0.22

Ease of
Data
Access

0.31
0.24
0.29
0.33
0.34
0.30

Inconsistency

0.098
0.025
0.014
0.032
0.002
0.071

Experts of subgroup A of expert panel 3 overall consider ease of data
access as the most important technical criteria (0.30), followed by interoperability
(0.22) and physician’s ease of use (0.21). The disagreement is within the
acceptable level in this group.
Table 44 Analysis of results in subgroup B of expert panel 3

Panel 3

Reliability

Expert 1
Expert 2
Expert 3
Expert 4
Expert 7
Mean
Disagreement

0.26
0.25
0.33
0.60
0.39
0.36

Physician's
Ease of Use

Productivity
Impact
(Usefulness)

Interoperability

0.1
0.27
0.22
0.05
0.13
0.15

0.27
0.28
0.22
0.15
0.27
0.24

0.13
0.07
0.12
0.03
0.12
0.10

Ease of
Data
Access

0.23
0.13
0.11
0.18
0.09
0.15

Inconsistency

0.064
0.009
0.029
0.118
0.018
0.085

Subgroup B of expert panel 3 places reliability as the most important
technical criteria as related to the mission (0.36), while productivity impact
(usefulness) gets a second place with 0.24. Interoperability (0.10) is the lowest
important technical criteria according to the group’s results.
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8.4. Expert Panel 4

8.4.1. Expert panel 4 results
Experts in expert panel 4 were evaluating relative importance of criteria
under organizational perspective with respect to overall mission of assessment of
technology adoption potential of medical devices for a case of wearable sensor
products for pervasive spine care in neurosurgery and orthopedics. The
arithmetic means of the relative importance of organizational criteria of panel 4 [9
expert opinions] are shown in Figure 29 below:
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Figure 29 Relative importance of criteria in Organizational perspective
According to results of expert panel 4, data support is the highest valued
perspective in organizational perspective (28%), although it’s very closely
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followed by ‘training needed’ (27.5%) and ‘tech support’ (27.2%). Competitive
advantage has the lowest importance (17.3%) according to experts in panel 4.

8.4.2. Analysis of expert panel 4 results
All experts of panel 4 had inconsistencies within acceptable level. Some
disagreement among the experts (0.106) was present and will be discussed in
the analysis of expert panel 4 section. Table 45 with individual relative priority
weights, aggregated group results, inconsistency levels and group disagreement,
is shown below.
Table 45 Analysis of results of expert panel 4
Panel 4
Expert 1
Expert 2
Expert 3
Expert 4
Expert 5
Expert 6
Expert 7
Expert 8
Expert 9
Mean
Disagreement

Training Tech
Competitive
Needed Support Data Support Advantage
Inconsistency
0.38
0.21
0.22
0.19
0.046
0.09
0.31
0.46
0.14
0.068
0.11
0.26
0.32
0.31
0.011
0.55
0.25
0.11
0.09
0.073
0.28
0.2
0.27
0.25
0.011
0.22
0.34
0.2
0.24
0.035
0.3
0.27
0.27
0.16
0.005
0.39
0.22
0.26
0.13
0.018
0.17
0.39
0.4
0.04
0.000
0.275
0.272
0.280
0.173
0.106

Hierarchical agglomerative clustering in R was used and two subgroups
were identified within expert panel 3. The dendrogram of hierarchical clustering is
presented in Figure 30.
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Figure 30 Dendrogram of subgroups of expert panel 4
Subgroup A for expert panel 4 consists of four experts (expert 2, 3, 6 and
9) and has overall disagreement value of 0.092. Subgroup B is the largest one
and consists of five experts (experts 1, 4, 5, 7 and 8) and has disagreement
value of 0.071. The tables (Table 46 and Table 47) below show expert relative
priorities, inconsistencies, aggregated group results and group disagreements for
the two subgroups in panel 4: subgroup A and B.
Table 46 Analysis of results in subgroup A of expert panel 4
Panel 4
Expert 2
Expert 3
Expert 6
Expert 9
Mean
Disagreement

Training Tech
Competitive
Needed Support Data Support Advantage
Inconsistency
0.09
0.31
0.46
0.14
0.068
0.11
0.26
0.32
0.31
0.011
0.22
0.34
0.2
0.24
0.035
0.17
0.39
0.4
0.04
0.000
0.15
0.32
0.35
0.18
0.092
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Experts in subgroup A of panel 4 indicated that data support is the most
important criterion in organizational perspective (0.35). Tech support is a close
second criterion (0.32), while ‘competitive advantage’ and ‘training needed’ are
distant third and fourth important criteria with values of 0.18 and 0.15
respectively.
Table 47 Analysis of results in subgroup B of expert panel 4
Panel 4
Expert 1
Expert 4
Expert 5
Expert 7
Expert 8
Mean
Disagreement

Training Tech
Competitive
Needed Support Data Support Advantage
Inconsistency
0.38
0.21
0.22
0.19
0.046
0.55
0.25
0.11
0.09
0.073
0.28
0.2
0.27
0.25
0.011
0.3
0.27
0.27
0.16
0.005
0.39
0.22
0.26
0.13
0.018
0.38
0.23
0.23
0.16
0.071

Subgroup B of expert panel 4 placed ‘training needed’ as the most
important organizational criteria (0.38). Competitive advantage (0.16) was the
least important criteria in this group. Both tech support and data support were
equally important with the value of 0.23.
8.5. Expert Panel 5

8.5.1. Expert panel 5 results
Relative importance of patient criteria was the evaluation objective of
expert panel 5. Experts of this panel evaluated patient criteria with respect to
overall mission of assessment of technology adoption potential of medical
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devices for a case of wearable sensor products for pervasive spine care in
neurosurgery and orthopedics. The arithmetic means of the relative importance
of patient criteria of panel 5 [7 expert opinions] are shown in Figure 31 below:
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Figure 31 Relative importance of criteria in Patient perspective
The most important criteria in patient perspective as related to the overall
mission and according to the experts of panel 5, is criterion of clinical benefits for
patients (39.5%). The second place holds criterion of patient experience (31.5%).
Privacy and security has the lowest priority in this group of criteria according to
the experts with 29%.

8.5.2. Analysis of expert panel 5 results
One expert in expert panel 5 had inconsistency level above 0.1 and this
expert’s Root Sum Variance was calculated according to (Abbas 2016). The
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threshold of acceptable inconsistency with RSV value for 3 decision variables at
α = 0.05 is 0.0014. RSV value for this expert with inconsistency (0.162) was
0.28105. Since RSV value of 0.28105 is above the threshold of 0.0.0014, the
evaluations of this expert were not included in the analysis. All other 7 experts of
panel 5 were consistent in their evaluations and had inconsistencies values
within acceptable level. There was a slight disagreement (0.108) within the panel,
which was analyzed with hierarchical cluster analysis. The table with individual
relative priority weights, aggregated group results, inconsistency levels and
group disagreement is shown below (Table 48).
Table 48 Analysis of results of expert panel 5
Panel 5
Expert 1
Expert 2
Expert 3
Expert 4
Expert 5
Expert 6
Expert 7
Mean
Disagreement

Patient
Clinical Benefits
Experience
for Patients
Privacy/Security
Inconsistency
0.31
0.47
0.23
0.003
0.24
0.32
0.43
0.023
0.29
0.29
0.43
0.000
0.34
0.33
0.33
0.000
0.33
0.33
0.33
0.000
0.22
0.55
0.23
0.056
0.48
0.48
0.05
0.000
0.31
0.39
0.29
0.108

Hierarchical agglomerative clustering in R has been used to identify
subgroups within expert panel 5 to analyze the disagreement. Three subgroups
have been identified with hierarchical cluster analysis and the dendrogram is
presented in Figure 32 below.
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Figure 32 Dendrogram of subgroups of expert panel 5
Four experts (expert 2, 3, 4 and 5) compose subgroup A of expert panel 5.
It is also the largest group and has overall disagreement value of 0.043.
Subgroup B consists of two experts (expert 1and 6) and has disagreement value
of 0.048. Subgroup C consists of one expert (expert 7). The tables below (Table
49, Table 50 and Table 51) show expert relative priorities, inconsistencies,
aggregated group results and group disagreements for the three subgroups in
panel 5: subgroup A, B and C.
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Table 49 Analysis of results in subgroup A of expert panel 5
Panel 5
Expert 2
Expert 3
Expert 4
Expert 5
Mean
Disagreement

Patient
Clinical Benefits
Experience for Patients
Privacy/Security
Inconsistency
0.24
0.32
0.43
0.023
0.29
0.29
0.43
0.000
0.34
0.33
0.33
0.000
0.33
0.33
0.33
0.000
0.30
0.32
0.38
0.043

Experts in subgroup A of panel 5 placed privacy and security as the most
important criteria in patient perspective (0.38). ‘Clinical benefits to patients’ was
the second important criterion (0.32) and patient experience took the third place
(0.30) according to subgroup A of panel 5.
Table 50 Analysis of results in subgroup B of expert panel 5
Panel 5
Expert 1
Expert 6
Mean
Disagreement

Patient
Clinical Benefits
Experience
for Patients
Privacy/Security Inconsistency
0.31
0.47
0.23
0.003
0.22
0.55
0.23
0.056
0.26
0.51
0.23
0.048

Subgroup B of expert panel 4 placed ‘clinical benefits to patient’ as the
most important patient criteria (0.51). Patient experience was regarded as the
second important criteria in patient perspective (0.26), followed by
privacy/security (0.23).
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Table 51 Analysis of results in subgroup C of expert panel 5
Panel 5
Expert 7
Mean
Disagreement

Patient
Clinical Benefits
Experience
for Patients
Privacy/Security Inconsistency
0.48
0.48
0.05
0.000
0.48
0.48
0.05
0.000

Subgroup C of panel 5 has one expert, who gave equally high importance
to ‘clinical benefits for patients’ and ‘patient experience’, but considered privacy
and security as criteria of low importance (0.05) relative to the mission.
8.6. Expert Panel 6

8.6.1. Expert panel 6 results
Experts in expert panel 6 were evaluating relative importance of criteria
under interpersonal perspective with respect to overall mission of assessment of
technology adoption potential of medical devices for a case of wearable sensor
products for pervasive spine care in neurosurgery and orthopedics. The
arithmetic means of the relative importance of interpersonal criteria of panel 6 [11
expert opinions] are shown in Figure 33 below:
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Figure 33 Relative importance of criteria in Interpersonal perspective
According to results of expert panel 6, ‘efficiency of communication and
patient access’ is the highest valued criterion in interpersonal perspective
(36.4%), however, it’s very closely followed by ‘information sharing’ (35.4%).
‘Educational benefits and new knowledge creation’ has the lowest importance
(28.2%) according to experts in panel 6.

8.6.2. Analysis of expert panel 6 results
All 11 experts of panel 5 were consistent in their evaluations and had
inconsistencies values within acceptable level. There was some disagreement
(0.138) within the panel, which was analyzed with hierarchical cluster analysis.
Table 52 with individual relative priority weights, aggregated group results,
inconsistency levels and group disagreement is shown below.
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Table 52 Analysis of results of expert panel 6

Panel 6
Expert 1
Expert 2
Expert 3
Expert 4
Expert 5
Expert 6
Expert 7
Expert 8
Expert 9
Expert 10
Expert 11
Mean
Disagreement

Efficiency of
Educational Benefits
Communication
Information
and New Knowledge
and Patient Access Sharing
Creation
Inconsistency
0.35
0.33
0.32
0.000
0.58
0.27
0.15
0.029
0.33
0.33
0.33
0.000
0.49
0.28
0.23
0.008
0.66
0.28
0.07
0.000
0.33
0.33
0.33
0.000
0.33
0.33
0.33
0.000
0.17
0.47
0.36
0.004
0.43
0.29
0.29
0.000
0.17
0.3
0.53
0.022
0.16
0.67
0.16
0.000
0.36
0.35
0.28
0.138

Hierarchical agglomerative clustering in R has been used to identify
subgroups within expert panel 6 to analyze the disagreement. As shown in table
above, the disagreement value was 0.138. Four subgroups have been identified
with hierarchical cluster analysis and the dendrogram is presented in Figure 34.
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Figure 34 Dendrogram of subgroups of expert panel 6
Eight experts (experts 1-7 and 9) compose subgroup A of expert panel 6.
It is also the largest group and has overall disagreement value of 0.095.
Subgroup B, C and D consist of one expert each: expert 8, 10 and 11
respectively since their relative importance values were different. Expert 8
(subgroup B) placed the highest value on information sharing (0.47), followed by
‘educational benefits and new knowledge creation’ (0.36), while ‘efficiency of
communication’ was third (0.17). Expert 10 (subgroup C) felt very strongly about
‘educational benefits’ criteria (0.53), followed by ‘information sharing’ (0.30) and
placed ‘efficiency of communication’ third (0.17). Expert 11 (subgroup D)
evaluated interpersonal criteria with the highest importance value for ‘information
sharing’ (0.67), and equal importance (0.16) for ‘efficiency of communication’ and
‘educational benefits’ criteria. The common theme in evaluations given by
experts 8, 10 and 11 is their evaluation of ‘efficiency of communication and
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patient access’ criterion, since this group of experts placed it third with values of
0.17 and 0.16, while subgroup A of panel 6 had different views. It should be
noted that the views of those three experts didn’t shift the aggregate results of
the panel, which placed ‘efficiency of communication and patient access’ as the
most important criteria. Table 53 provides the view of expert relative priorities,
inconsistencies, aggregated group results and group disagreements for the
largest subgroups in panel 6: subgroup A.
Table 53 Analysis of results in subgroup A of expert panel 6
Efficiency of
Educational Benefits
Communication
Information and New Knowledge
Panel 6
and Patient Access Sharing
Creation
Inconsistency
Expert 1
0.35
0.33
0.32
0.000
Expert 2
0.58
0.27
0.15
0.029
Expert 3
0.33
0.33
0.33
0.000
Expert 4
0.49
0.28
0.23
0.008
Expert 5
0.66
0.28
0.07
0.000
Expert 6
0.33
0.33
0.33
0.000
Expert 7
0.33
0.33
0.33
0.000
Expert 9
0.43
0.29
0.29
0.000
Mean
0.44
0.31
0.26
Disagreement
0.095

Experts in subgroup A of panel 5 placed ‘efficiency of communication and
patient access’ as the most important criteria in interpersonal perspective (0.44).
‘Information sharing’ was the second most important criteria (0.31) and
‘educational benefits and new knowledge creation’ took the third place (0.26)
according to subgroup A of panel 6.
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8.7. Expert Panel 7
Experts of expert panel 7 compared model alternatives – wearable
medical devices with respect to each criterion. Expert panel 7 consisted of 8
experts; however, since experts were assigned to evaluate model alternatives
according to their expertise, not all of the experts provided comparisons for all
criteria. Model alternatives were evaluated with respect to 19 criteria.

8.7.1. Expert panel 7.1 results
Experts of expert panel 7.1 analyzed financial criteria. The inconsistencies
of the expert opinions were within acceptable level. The arithmetic means of the
relative scores of wearable medical devices with respect to financial criteria are
shown in Figure 35 below:
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Figure 35 Relative importance of model alternatives with respect to criteria in
Financial perspective
According to the results of expert panel 7.1, VITALITI has the highest
value (29%) with respect to cost of acquisition. The second place holds Valedo
(28%), followed by Opal (26%) and VitalPatch(18%). In comparisons of wearable
medical devices with respect to economies of scale, Opal is a leading alternative
(30%), closely followed by VITALITI (27%), Valedo (24%) and VitalPatch (19%).
Alternatives rated with respect to ‘cost of maintenance’ criteria had the following
lineup: VitalPatch (29%), VITALITI (28%), Opal (23%) and Valedo (20%). The
following ranking of the alternatives was given by the experts with respect to
decrease in hospital costs criterion: VITALITI (30%), Opal (27%), Valedo (23%)
and VitalPatch (21%).
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8.7.2. Analysis of expert panel 7.1 results
All experts of panel 7.1 had inconsistencies within acceptable level. Some
disagreement among the experts (0.109) was present while comparing
alternatives with respect to decrease in hospital costs and 2 experts disagreed
while evaluating importance of VitalPatch and Valedo. One of the experts ranked
Valedo and Opal the highest (0.32), followed by VITALITI (0.28) and giving the
lowest rank to VitalPatch (0.09). The other expert gave VITALITI and VitalPatch
the highest rank (0.32), while showing lower scores for Opal (0.22) and Valedo
(0.14). Table 54 with individual relative priority weights, aggregated group results,
inconsistency levels and group disagreement is shown below.
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Table 54 Analysis of results of expert panel 7.1
Panel 7.1
VITALITI VitalPatch Valedo
Opal
Inconsistency
Expert 1.1
0.25
0.25
0.25
0.25
0.000
Expert 2.1
0.32
0.1
0.31
0.27
0.001
Mean
0.29
0.18
0.28
0.26
Disagreement
0.060
Expert 1.2
Expert 2.2
Mean
Disagreement

0.3
0.25
0.27

Expert 1.3
Expert 2.3
Mean
Disagreement

0.25
0.32
0.28

Expert 1.4
Expert 2.4
Mean
Disagreement

0.28
0.32
0.3

0.13
0.25
0.19

0.34
0.14
0.24

0.23
0.36
0.3

0.036
0.025
0.095

0.25
0.32
0.29

0.25
0.14
0.2

0.25
0.22
0.23

0.036
0.001
0.053

0.09
0.32
0.21

0.32
0.14
0.23

0.32
0.22
0.27

0.007
0.001
0.109

8.7.3. Expert panel 7.2 results
Experts of expert panel 7.2 analyzed technical criteria: 1) reliability; 2)
physician’s ease of use; 3) productivity impact (usefulness); 4) interoperability; 5)
ease of data access.
The inconsistencies of the expert opinions were within acceptable level.
The arithmetic means of the relative scores of wearable medical devices with
respect to technical criteria are shown in Figure 36 below:

230

Figure 36 Relative importance of model alternatives with respect to criteria in
Technical perspective
According to the results of expert panel 7.2, VitalPatch has the highest
value (27%) with respect to reliability. The second place share VITALITI (25%)
and Opal (25%). Valedo has the last place with 23%. With respect to physician’s
ease of use, Opal has the highest score of 28%, then Valedo (27%), VitalPatch
(25%) and VITALITI (20%). In comparisons of wearable medical devices with
respect to productivity impact (usefulness), VitalPatch is a leading alternative
(28%), closely followed by VITALITI (26%), Opal (24%) and Valedo (22%).
Alternatives rated with respect to interoperability criteria had the following lineup:
Opal (30%), Valedo (26%), VitalPatch (23%) and VITALITI (21%). The following
ranking of the alternatives was given by the experts with respect to ‘ease of data
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access’ criterion: VITALITI (27%), Valedo (26%), Opal (25%) and VitalPatch
(21%).

8.7.4. Analysis of expert panel 7.2 results
All experts of panel 7.2 had inconsistencies within acceptable level. The
disagreement was also at acceptable level. Table 55 with individual relative
priority weights, aggregated group results, inconsistency levels and group
disagreement is shown below.
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Table 55 Analysis of results of expert panel 7.2
Panel 7.2
VITALITI VitalPatch Valedo
Opal
Inconsistency
Expert 1.1
0.25
0.25
0.25
0.25
0.000
Expert 2.1
0.35
0.32
0.17
0.16
0.002
Expert 3.1
0.14
0.24
0.28
0.35
0.001
Mean
0.25
0.27
0.23
0.25
Disagreement
0.081
Expert 1.2
Expert 2.2
Expert 3.2
Mean
Disagreement

0.25
0.18
0.17
0.2

Expert 1.3
Expert 2.3
Expert 3.3
Mean
Disagreement

0.27
0.31
0.19
0.26

Expert 1.4
Expert 2.4
Expert 3.4
Mean
Disagreement

0.25
0.19
0.2
0.21

Expert 1.5
Expert 2.5
Expert 3.5
Mean
Disagreement

0.25
0.34
0.22
0.27

0.25
0.19
0.3
0.25

0.25
0.33
0.23
0.27

0.25
0.3
0.3
0.28

0.000
0.001
0.001
0.045

0.3
0.31
0.24
0.28

0.2
0.18
0.27
0.22

0.22
0.2
0.3
0.24

0.012
0.003
0.000
0.049

0.25
0.19
0.25
0.23

0.25
0.26
0.26
0.26

0.25
0.36
0.29
0.3

0.000
0.002
0.018
0.038

0.25
0.16
0.23
0.21

0.25
0.3
0.24
0.26

0.25
0.2
0.31
0.25

0.000
0.003
0.019
0.05

8.7.5. Expert panel 7.3 results
Experts of expert panel 7.3 analyzed organizational criteria: 1) training
needed; 2) tech support; 3) data support; 4) competitive advantage.
The inconsistencies of the expert opinions were within acceptable level.
The arithmetic means of the relative scores of wearable medical devices with
respect to organizational criteria are shown in Figure 37 below:
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Figure 37 Relative importance of model alternatives with respect to criteria in
Organizational perspective
According to the results of expert panel 7.3, Opal (27%) and Valedo (27%)
share the first place with respect to criterion ‘training needed’. VitalPatch (24%)
and VITALITI (22%) are the bottom two. The following ranking of the alternatives
was given by the experts with respect to ‘tech support’ criterion: VITALITI (28%),
Valedo (28%), Opal (22%) and VitalPatch (22%). In comparisons of wearable
medical devices with respect to ‘data support’, VITALITI is a leading alternative
(30%), closely followed by Opal (27%), Valedo (22%) and VitalPatch (22%). With
respect to ‘competitive advantage’, VITALITI has the highest score of 28%, then
VitalPatch (25%), Valedo (23%), and Opal (23%).
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8.7.6. Analysis of expert panel 7.3 results
All experts of panel 7.3 had inconsistencies and disagreements within
acceptable level. The table with individual relative priority weights, aggregated
group results, inconsistency levels and group disagreement is shown below
(Table 56).
Table 56 Analysis of results of expert panel 7.3
Panel 7.3
VITALITI VitalPatch Valedo
Opal
Inconsistency
Expert 1.1
0.25
0.25
0.25
0.25
0.000
Expert 2.1
0.19
0.23
0.28
0.29
0.000
Mean
0.22
0.24
0.27
0.27
Disagreement
0.028
Expert 1.2
Expert 2.2
Mean
Disagreement

0.25
0.3
0.28

Expert 1.3
Expert 2.3
Mean
Disagreement

0.25
0.35
0.3

Expert 1.4
Expert 2.4
Mean
Disagreement

0.25
0.32
0.28

0.25
0.2
0.22

0.25
0.3
0.28

0.25
0.2
0.22

0.000
0.000
0.035

0.25
0.19
0.22

0.25
0.19
0.22

0.25
0.28
0.27

0.000
0.000
0.048

0.25
0.26
0.25

0.25
0.21
0.23

0.25
0.21
0.23

0.000
0.000
0.031

8.7.7. Expert panel 7.4 results
Experts of expert panel 7.4 analyzed patient criteria: 1) patient experience;
2) clinical benefits for patients; 3) privacy/security.
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The inconsistencies of the expert opinions were within acceptable level.
The arithmetic means of the relative scores of wearable medical devices with
respect to patient criteria are shown in Figure 38 below:

Figure 38 Relative importance of model alternatives with respect to criteria in
Patient perspective
According to the results of expert panel 7.4, Valedo has the highest
ranking of 38% with respect to criterion ‘patient experience’. The device gives
patients an opportunity to play videogames for therapy. VitalPatch (22%), Opal
(21%) and VITALITI (20%) have distant second, third and fourth ranking with
respect to ‘patient experience’. Valedo also ranked first in criterion ‘clinical
benefits to patients’, since it aimed to provide back pain therapy in addition to
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movement data collection and analysis. VITALITI (25%) has the second place in
‘clinical benefits for patients’ category, closely followed by Opal (24%) and
VitalPatch (18%). In comparisons of wearable medical devices with respect to
‘privacy/security’, all the devices received equal score of 25% each. All of the
device manufacturers stress the importance of privacy and security of their
products and the experts also ranked them equal in that category.

8.7.8. Analysis of expert panel 7.4 results
All experts of panel 7.4 had inconsistencies and disagreements within
acceptable level. Table 57 with individual relative priority weights, aggregated
group results, inconsistency levels and group disagreement is shown below.
Table 57 Analysis of results of expert panel 7.4
Panel 7.4
VITALITI VitalPatch Valedo
Opal
Inconsistency
Expert 1.1
0.19
0.18
0.5
0.16
0.033
Expert 2.1
0.25
0.25
0.25
0.25
0.000
Mean
0.2
0.22
0.38
0.21
Disagreement
0.103
Expert 1.2
Expert 2.2
Mean
Disagreement

0.26
0.25
0.25

Expert 1.3
Expert 2.3
Mean
Disagreement

0.25
0.25
0.25

0.1
0.25
0.18

0.42
0.25
0.33

0.22
0.25
0.24

0.036
0.000
0.079

0.25
0.25
0.25

0.25
0.25
0.25

0.25
0.25
0.25

0.000
0.000
0.000
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8.7.9. Expert panel 7.5 results
Experts of expert panel 7.5 analyzed criteria of interpersonal perspective:
1) efficiency of communication and patient access; 2) information sharing; 3)
educational benefits and new knowledge creation.
The inconsistencies of the expert opinions were within acceptable level.
The arithmetic means of the relative scores of wearable medical devices with
respect to interpersonal criteria are shown in Figure 39 below:

Figure 39 Relative importance of model alternatives with respect to criteria in
Interpersonal perspective
According to the results of expert panel 7.5, VITALITI (29%) has the
highest ranking with respect to ‘efficiency of communication and patient access’
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criterion, closely followed by Opal (25%), VitalPatch (24%) and Valedo (22%).
The following ranking of the alternatives was given by the experts with respect to
‘information sharing’ criterion: Valedo (31%), VITALITI (29%), Opal (22%) and
VitalPatch (19%). In comparisons of wearable medical devices with respect to
‘educational benefits and new knowledge creation’, VITALITI is a leading
alternative (29%), followed by VitalPatch (26%), Valedo (23%) and Opal (22%).

8.7.10. Analysis of expert panel 7.5 results
All experts of panel 7.5 had inconsistencies within acceptable level. There
was some disagreement in experts, who compared wearable medical devices
with respect to ‘information sharing’ criterion (0.110). Expert 1.2 (table below)
gave very high ranking to Valedo (0.51) and placed VITALITI second (0.24), Opal
– third (0.15) and VitalPatch – fourth (0.1). This expert is in subgroup A of panel
7.5-2. Subgroup B of panel 7.5-2 consists of experts 2.2 and 2.3. Their group
disagreement value is within norm (0.058) and reflected in the table below. The
experts in this subgroup gave the highest ranking to VITALITI (31%), followed by
Opal (25%), VitalPatch (23%) and Valedo (20%). Table 58 with individual relative
priority weights, aggregated group results, inconsistency levels and group
disagreement is shown below.
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Table 58 Analysis of results of expert panel 7.5
Panel 7.5
Expert 1.1
Expert 2.1
Expert 3.1
Mean
Disagreement
Subgroup A
Expert 1.2
Subgroup B
Expert 2.2
Expert 3.2
Subgroup B
Mean
Subgroup B
Disagreement
Mean
Disagreement
Expert 1.3
Expert 2.3
Expert 3.3
Mean
Disagreement

VITALITI VitalPatch Valedo
Opal
Inconsistency
0.25
0.25
0.25
0.25
0.000
0.25
0.25
0.25
0.25
0.000
0.38
0.21
0.16
0.25
0.001
0.29
0.24
0.22
0.25
0.047
0.24

0.1

0.51

0.15

0.033

0.25
0.38

0.25
0.21

0.25
0.16

0.25
0.25

0.000
0.001

0.31

0.23

0.2

0.25
0.058

0.29

0.19

0.31

0.22
0.110

0.22
0.25
0.4
0.29

0.28
0.25
0.26
0.26

0.27
0.25
0.16
0.23

0.22
0.25
0.18
0.22

0.016
0.000
0.001
0.058

8.8. Synthesis of Priorities
According to the results of expert panels, synthesis of priorities is
calculated for different levels of the decision hierarchy. The relative priorities of
technology assessment perspectives with respect to the mission are calculated
according to panel 1 results. The relative priorities of technology assessment
criteria with respect to the mission, relative importance of program alternatives
with respect to criteria and perspectives and overall importance of wearable
medical devices with respect to the mission of assessment of technology
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adoption potential of those devices in neurosurgery and orthopedics is presented
in this section.

8.8.1. Relative importance of criteria with respect to the mission
The highest weighted criteria are Clinical Benefits for Patients (0.098),
Patient Experience (0.078) and Privacy and Security (0.072). It is important to
remark that the top three criteria belong to Patient perspective. Reliability (0.058)
is the next highest weighted criteria and it is a part of Technical perspective.
There are some reliability issues with new technology and wearable devices in
healthcare industry and it resonated with the experts in this study. Efficiency of
Communication and Patient Access (0.054), which is a part of Interpersonal
perspective, is very closely followed by financial criteria: Cost of Acquisition
(0.054) and Cost of Maintenance (0.054) and interpersonal criterion – Information
Sharing (0.053). The lowest weight has organizational criterion -- Competitive
Advantage (0.030). While clinics realize the benefits of having competitive
advantage in the marketplace when adopting new technology, compared to the
other factors in the model, experts gave this criterion the lowest importance
relative to the mission. Other criteria with lower rankings are Interoperability
(0.036), Productivity Impact (Usefulness) (0.041), Physician’s Ease of Use
(0.042) and Educational Benefits and New Knowledge Creation (0.042). Relative
importance of criteria with respect to the mission is presented in Figure 40 below:
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Figure 40 Relative importance of criteria with respect to the mission

8.8.2. Relative importance of alternatives with respect to perspectives.
This section shows relative importance of alternatives with respect to
perspectives. This analysis provides the alignment of alternatives from our
experts’ point of view in each perspective. This analysis could be useful if
clinicians would want to look at adoption of wearable from the single perspective
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view. The results are shown in five figures below (Figure 41, Figure 42, Figure
43, Figure 44 and Figure 45).

Figure 41 Relative importance of model alternatives with respect to Financial
perspective
According to the results (Figure 41) of expert panels and considering
Financial perspective, the relative importance leader is VITALITI (0.285) and
Opal is a close second (0.264). From our experts’ point of view, those
alternatives best reflect financial considerations according to the mission. Valedo
(0.238) and VitalPatch (0.219) have lower scores.
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Figure 42 Relative importance of model alternatives with respect to Technical
perspective
Our wearable medical devices show very strong technical values. While
each of them shows higher or lower relative importance values in the five
technical criteria, the combined picture (Figure 42) shows that Opal (0.262) is a
top alternative, while VitalPatch (0.248), Valedo (0.247) and VITALITI (0.241)
have very similar results.
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Figure 43 Relative importance of model alternatives with respect to
Organizational perspective
According to the results (Figure 43) of expert panel 4 and expert panel
7.3, VITALITI has the highest relative importance (0.269) with respect to
Organizational perspective of technology adoption potential. Valedo (0.252) and
Opal (0.249) closely follow. VitalPatch has the lowest relative importance score
of 0.231.

245

Figure 44 Relative importance of model alternatives with respect to Patient
perspective
According to the results (Figure 44), Valedo (0.323) has the highest
relative importance of model alternatives with respect to Patient perspective.
Valedo gives an option of performing some exercises through games, which may
be helpful and engaging to patients with certain spine health conditions. VITALITI
(0.234) and Opal (0.233) are close in ranks for the second place, while VitalPatch
(0.213) has the lowest relative importance value with respect to Patient
perspective.
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Figure 45 Relative importance of model alternatives with respect to Interpersonal
perspective
The results (Figure 45) show that VITALITI (0.290) has the highest relative
importance values with respect to Interpersonal perspective. Valedo is a close
second with the value of 0.255. Opal (0.231) and VitalPatch (0.228) have similar
values and have third and fourth places accordingly. So, from our experts’
interpersonal viewpoint, VITALITI has the highest adoption potential, while
VitalPatch has the lowest.

8.8.3. Overall importance of alternatives with respect to the mission.
This section provides analysis of the global priorities of model alternatives
with respect to the mission. The ranking of the wearable sensor products is
shown as well as their technology adoption potential for pervasive care in
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neurosurgery and orthopedics. The overall importance of model alternatives with
respect to the mission is shown in Figure 46.

Figure 46 Overall importance of model alternatives with respect to the mission
According to the results from all the expert panels, Valedo (0.2658) has
the highest ranking and thus the highest technology adoption potential for
pervasive care in neurosurgery and orthopedics. VITALITI (0.2604) has the
second global importance ranking with respect to the mission, while Opal
(0.2464) and VitalPatch (0.2274) have the third and the fourth overall importance
accordingly. As it was shown in the previous chapter, Valedo and VITALITI had
higher importance ranking in several perspectives. However, it’s important to
admit that all the analyzed wearable sensor products had high importance score
and are valuable adoption potential contenders for pervasive care in
neurosurgery and orthopedics.
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8.9. Analysis of Ranking of Model Alternatives with Respect to Expert
Panels Disagreements
There were some disagreements in Panels 1-6. Most of the
disagreements were within 0.1, with Panel 2 having the highest disagreement
among the experts – 0.18. This section analyses the impact of those
disagreements on the overall ranking of model alternatives. The ranking of model
alternatives are recalculated with each subgroup compared with the original
importance values of model alternatives.

8.9.1. Analysis of results with respect to expert disagreements in panel 1
Experts in panel 1 disagree on the relative importance of perspectives with
respect to overall mission. Hierarchical clustering analysis distinguished two
subgroups in expert panel 1, which lowered the disagreement values. Table 59
below shows the relative importance of perspectives with respect to the mission.
Table 59 Relative importance of perspectives in panel 1 and its subgroups

Panel 1
Subgroup A
Subgroup B

Financial Technical Organizational Patient Interpersonal
0.203
0.227
0.173
0.248
0.149
0.28
0.21
0.28
0.08
0.15
0.16
0.24
0.11
0.35
0.15

The rankings of alternatives were recalculated according to results of 2
subgroups and compared to original rankings of expert panel 1. Synthesis of
priorities and rankings of alternatives with subgroups compared to overall expert
panel 1 results are presented in Table 60 below.
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Table 60 Global rankings of model alternatives of expert panel 1, subgroups A
and B
VITALITI
Panel 1
Subgroup A
Subgroup B

VitalPatch
2
1
2

Valedo
4
4
4

Opal
1
2
1

3
3
3

Only rankings of Valedo and VITALITI switch places in Subgroup A
results. Valedo and VITALITI are very close in ranking overall with 0.2658 and
0.2604 respectively. With Subgroup A the values become 0.268 for VITALITI and
0.253 for Valedo. Other rankings remain the same.

8.9.2. Analysis of results with respect to expert disagreements in panel 2
Experts in panel 2 disagree on the relative importance of financial criteria
in Financial perspective. Hierarchical clustering analysis distinguished four
subgroups in panel 2, which lowered the disagreement values. Table 61 below
shows the relative importance of criteria in Financial perspective.
Table 61 Relative importance of criteria in expert panel 2 and its subgroups

Panel 2
Subgroup A
Subgroup B
Subgroup C
Subgroup D

Cost of
Economies
Cost of
Decrease in Hospital
Acquisition
of Scale
Maintenance
Costs
0.264
0.233
0.264
0.24
0.18
0.15
0.66
0.01
0.56
0.15
0.2
0.09
0.15
0.54
0.14
0.17
0.19
0.14
0.26
0.41

The rankings of alternatives were recalculated according to results of 4
subgroups and compared to original rankings of panel 2. Synthesis of priorities
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and rankings of alternatives with subgroups compared to overall panel 2 results
are presented in Table 62 below.
Table 62 Global rankings of model alternatives of panel 2 and subgroups A, B, C
and D
VITALITI
Panel 1
Subgroup A
Subgroup B
Subgroup C
Subgroup D

VitalPatch
2
2
2
2
2

Valedo
4
4
4
4
4

Opal
1
1
1
1
1

3
3
3
3
3

Rankings of the model alternatives remain unchanged with every
subgroup compared to the complete panel 2 results. Valedo still has the highest
importance ranking, followed by VITALITI, Opal and VitalPatch.

8.9.3. Analysis of results with respect to expert disagreements in panel 3
Experts in expert panel 3 disagree on the relative importance of technical
criteria in Technical perspective. Hierarchical clustering analysis distinguished
two subgroups in panel 3, which lowered the disagreement values. Table 63
shows the relative importance of criteria in Technical perspective.
Table 63 Relative importance of criteria in expert panel 3 and its subgroups
Reliability
Panel 3
Subgroup A
Subgroup B

0.255
0.15
0.36

Physician's Productivity
Ease of Data
Ease of
Impact
Interoperability
Access
Use
(Usefulness)
0.183
0.179
0.158
0.225
0.21
0.12
0.22
0.3
0.15
0.24
0.1
0.15
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The rankings of alternatives were recalculated according to results of 2
subgroups and compared to total rankings in panel 3. Synthesis of priorities and
rankings of alternatives with subgroups compared to overall panel 3 results are
presented in Table 64 below.
Table 64 Global rankings of model alternatives of panel 3 and its subgroups A
and B
VITALITI
Panel 1
Subgroup A
Subgroup B

VitalPatch
2
2
2

Valedo
4
4
4

Opal
1
1
1

3
3
3

Rankings of the model alternatives remain unchanged with every
subgroup compared to the complete panel 3 results. Valedo still has the highest
importance ranking, followed by VITALITI, Opal and VitalPatch.

8.9.4. Analysis of results with respect to expert disagreements in panel 4
Experts in expert panel 4 disagree on the relative importance of
organizational criteria in Organizational perspective. Hierarchical clustering
analysis distinguished two subgroups in panel 4, which lowered the
disagreement values. Table 65 below shows the relative importance of criteria in
Organizational perspective.
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Table 65 Relative importance of criteria in expert panel 4 and its subgroups

Panel 4
Subgroup A
Subgroup B

Training
Competitive
Tech Support Data Support
Needed
Advantage
0.275
0.272
0.28
0.173
0.15
0.32
0.35
0.18
0.38
0.23
0.23
0.16

The rankings of alternatives were recalculated according to results of 2
subgroups and compared to total rankings in panel 4. Synthesis of priorities and
rankings of alternatives with subgroups compared to overall panel 4 results are
presented in Table 66.
Table 66 Global rankings of model alternatives of panel 4 and its subgroups A
and B
VITALITI
Panel 1
Subgroup A
Subgroup B

VitalPatch
2
2
2

Valedo
4
4
4

Opal
1
1
1

3
3
3

Rankings of the model alternatives remain unchanged with every
subgroup compared to the complete panel 4 results. Valedo still has the highest
importance ranking, followed by VITALITI, Opal and VitalPatch.

8.9.5. Analysis of results with respect to expert disagreements in panel 5
Experts in expert panel 5 had slight disagreements on the relative
importance of patient criteria in Patient perspective. Hierarchical clustering
analysis distinguished three subgroups in panel 5, which lowered the

253

disagreement values. Table 67 below shows the relative importance of criteria in
Patient perspective.
Table 67 Relative importance of criteria in expert panel 5 and its subgroups
Patient Experience
Panel 5
Subgroup A
Subgroup B
Subgroup C

0.31
0.3
0.26
0.48

Clinical Benefits for
Privacy/Security
Patients
0.39
0.29
0.32
0.38
0.51
0.23
0.48
0.05

The rankings of alternatives were recalculated according to results of 3
subgroups and compared to total rankings in panel 5. Synthesis of priorities and
rankings of alternatives with subgroups compared to overall panel 5 results are
presented in Table 68.
Table 68 Global rankings of model alternatives of panel 5 and its subgroups A, B
and C
VITALITI
Panel 1
Subgroup A
Subgroup B
Subgroup C

VitalPatch
2
2
2
2

Valedo
4
4
4
4

Opal
1
1
1
1

3
3
3
3

Rankings of the model alternatives remain unchanged with every
subgroup compared to complete model calculations. Valedo still has the highest
importance ranking, followed by VITALITI, Opal and VitalPatch.
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8.9.6. Analysis of results with respect to expert disagreements in panel 6
Experts in expert panel 6 had some disagreements on the relative
importance of interpersonal criteria in Interpersonal perspective with respect to
the mission. Hierarchical clustering analysis distinguished three subgroups in
panel 6, which lowered the disagreement values. Table 69 shows the relative
importance of criteria in Interpersonal perspective.
Table 69 Relative importance of criteria in expert panel 6 and its subgroups
Efficiency of
Communication and
Patient Access
Panel 6
Subgroup A
Subgroup B
Subgroup C
Subgroup D

Information
Sharing
0.36
0.44
0.17
0.17
0.17

0.35
0.31
0.47
0.3
0.67

Educational Benefits and
New Knowledge Creation
0.28
0.26
0.36
0.53
0.17

The rankings of alternatives were recalculated according to results of 4
subgroups and compared to total rankings in panel 6. Synthesis of priorities and
rankings of alternatives with subgroups compared to overall panel 6 results are
presented in Table 70.
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Table 70 Global rankings of model alternatives of panel 6 and subgroups A, B, C
and D
VITALITI
Panel 1
Subgroup A
Subgroup B
Subgroup C
Subgroup D

VitalPatch
2
2
2
2
2

Valedo
4
4
4
4
4

Opal
1
1
1
1
1

3
3
3
3
3

Rankings of the model alternatives remain unchanged with every
subgroup compared to complete model calculations. Valedo still has the highest
importance ranking, followed by VITALITI, Opal and VitalPatch.
There were also slight disagreements in panels 7.1.4 alternative rankings
with respect to ‘Decrease in hospital costs’ criteria and 7.4.1 alternative rankings
with respect to ‘Patient experience’ ranking criteria. When model results were
recalculated and analyzed to account for disagreements, original rankings of
model alternatives remain.
8.10. Sensitivity Analysis
Sensitivity analysis gives an opportunity to test the robustness of the
model, test the tolerance ranges of the results and examine rankings of decision
alternatives under different scenarios. Several kinds of sensitivity analyses are
presented in this study.
1. Sensitivity analysis is conducted to determine the allowable range of
perturbations of model perspectives that preserves the ranking of the top
alternatives.
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2. Sensitivity analysis is carried out to determine the allowable range of
perturbations in values of perspectives to preserve the ranking of all of the
alternatives.
3. Sensitivity analysis of looking at changes in rankings of alternatives
according to the different scenarios according to perspective focus.
Table 71 shows the rankings of the alternatives for the reference in the
analysis presented below.
Table 71 Rankings and weights of model alternatives with respect to the mission
Wearable Sensor Product

Rank

Weight

Valedo

1

0.2658

VITALITI

2

0.2604

Opal

3

0.2464

VitalPatch

4

0.2274

8.10.1. HDM SA at the perspective level to preserve the ranking of the best
alternative
This analysis looks at allowable levels of perturbations – the threshold of
changes to values of perspectives – to preserve the top ranking of Valedo (top
wearable sensor product alternative). This type of sensitivity analysis also gives
opportunity to look at the values of tolerance, operating sensitivity coefficients
(OPSC) and total sensitivity coefficients (TSC). The values of conducted
sensitivity analysis are displayed in Table 72.

257

Table 72 HDM SA at the perspectives level to preserve the ranking of the top
alternative
Base values
Allowable
ranges of
perturbations
Tolerance
OPSC
TSC

Financial
0.203

Technical
Organizational
0.227
0.173

Patient
Interpersonal
0.248
0.149

[-0.203,
0.114]

[-0.227,
0.773]

[-0.173, 0.313]

[-0.061,
0.752]

[-0.149,
0.153]

[0, 0.317]
11.4%
31.7%

[0, 1]
22.7%
100.0%

[0, 0.486]
17.3%
48.6%

[0.187, 1]
6.1%
81.3%

[0, 0.302]
14.9%
30.2%

The results of the analysis show that Valedo will remain the top-ranking
alternative if the model perspectives remain within their allowable levels of
perturbation. Thus, if Financial perspective stays within [0, 0.317], the ranking of
Valedo stays as top alternative or having a highest potential for technology
adoption for pervasive care in neurosurgery and orthopedics. Any perturbations
in Technical perspective preserve Valedo as top-ranking alternative.
Organizational perspective shows the allowable tolerance ranges of [0, 0.486].
Changes in Patient perspective within [0.187, 1] will not shift the top-ranking
alternative. Interpersonal perspective has a tolerance range of [0, 0.302] for
keeping Valedo as a top-ranking alternative. Both Financial and Patient
perspectives are the most critical perspectives with the lowest OPSC and TSC
criteria. The probability that top alternative ranking will change when Patient
perspectives changes uniformly between zero and one is 18.7%. This analysis
shows that model ranking solution is quite robust.
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8.10.2. HDM SA at the perspective level to preserve the ranking of all
alternatives
This sensitivity analysis provides opportunity to look at the allowable levels
of perturbations in model perspectives, which preserve the rankings of all
alternatives. Table 73 below provides a detailed analysis of allowable ranges of
perturbations, tolerance ranges, and coefficients: OPSC and TSC.
Table 73 HDM SA at the perspectives level aimed to preserve the ranking of all
alternatives
Base values
Allowable
ranges of
perturbations
Tolerance
OPSC
TSC

Financial
0.203

Technical
Organizational
0.227
0.173

Patient
Interpersonal
0.248
0.149

[-0.203,
0.114]

[-0.227,
0.578]

[-0.173, 0.313]

[-0.061, 0.752]

[-0.149,
0.153]

[0, 0.317]
11.4%
31.7%

[0, 0.805]
22.7%
80.5%

[0, 0.486]
17.3%
48.6%

[0.187, 1]
6.1%
81.3%

[0, 0.302]
14.9%
30.2%

The most critical assessment perspective for preserving all the
alternatives’ ranks is Financial, since its OPSC = 11.4% as well as TSC = 31.7%.
The least sensitive perspectives is Technical perspective with tolerance range of
[0, 0.805] and allowable ranges of perturbation of [-0.227, 0.578] from the base
value of 0.227. While OPSC of Interpersonal perspective has a low value of
14.9%, its allowable range of perturbations is [-0.149, 0.153], which is +/ the base
value of the Interpersonal perspective (0.149). The values of other perspectives
are similar to the perturbations and tolerances of the sensitivity analysis to
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preserve the top alternative. As a result of that, the model could be considered
reasonably robust.

8.10.3. Scenario analysis
Scenario analysis was conducted to understand the effects of changing
relative importance of the technology assessment perspectives on rankings of
model alternatives. Extreme weight variations were considered in “what-if”
scenarios on perspectives while rankings of the model alternatives were
observed. Since there are 5 main perspectives, five scenarios will be considered
in this sensitivity analysis. In each case, one of the perspectives will be assigned
a value of 0.96, while four others will be assigned a value of 0.01 each (Table 74)
(Abotah 2015; Iskin 2014). The scenarios might be useful if a clinic or hospital
department wants to focus only on one of the model perspectives and look at the
rankings of the alternatives under that main consideration (Table 75).
Table 74 Distribution of weights for model perspectives in five scenarios
Perspectives

Financial

Technical

Organizational

Patient

Interpersonal

0.203

0.227

0.173

0.248

0.149

Scenario 1

0.96

0.01

0.01

0.01

0.01

Scenario 2

0.01

0.96

0.01

0.01

0.01

Scenario 3

0.01

0.01

0.96

0.01

0.01

Scenario 4

0.01

0.01

0.01

0.96

0.01

Scenario 5

0.01

0.01

0.01

0.01

0.96

Original Values

260

Table 75 Description of scenario focus
Scenario

Description
The main point of focus in adoption of wearable sensor products by
neurosurgery and orthopedic departments is financial, which include
impacts of costs of acquisition, maintenance , savings from economies of
Financial focus
scale and decrease of overall hospital costs.
Focus on the technical aspect of adoption without much concern about
financial, organizational , patient and interpersonal criteria. Adopting from
Technical focus
the technical superiority standpoint.
Mostly considering organizational aspects in adoption process, focusing on
Organizational focus training needed, tech and data support and competitive advantage.
Patient-driven adoption, where cost concerns or organizational , technical
and interpersonal concerns are practically not relevant.
Patient focus
Interpersonal aspect is dominating the adoption focus with providing
Interpersonal focus communication and information sharing as well educational benefits.

Changes in global rankings of the alternatives according to each scenario are
shown in figure below (Figure 47, Figure 48, Figure 49, Figure 50 and Figure 51).
8.10.3.1. Financial focus scenario
The main idea of this scenario is high consideration of financial criteria in
adoption of wearable sensor products for pervasive care in neurosurgery and
orthopedics. In this scenario the clinic is looking at the best possible financial
adoption potential of wearable sensor products.
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Figure 47 Global contribution of alternatives to the mission in scenario 1
According to the analysis (Figure 47) VITALITI (0.284) has the highest
importance ranking in scenario 1 (Financial focus). Opal takes a second place in
technology adoption according to financial focus scenario with the value of
0.2581. Valedo (0.2389), which ranked first under original considerations drops
down to third place and VitalPatch remains fourth (0.2190).
8.10.3.2. Technical focus scenario
This scenario shows an extreme focus on the technical aspect of adoption
without much concern about financial, organizational, patient and interpersonal
perspectives. Adoption of wearable sensor devices is based solely from valuing
technical adoption criteria. The results of calculations under this technical focus
scenario are shown in Figure 48.
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Figure 48 Global contribution of alternatives to the mission in scenario 2
According to the results, Opal rates the highest in this scenario with value
of 0.2629. Opal is a research grade medical device, and is versatile. Valedo
closely follows in second place (0.2478) and is almost tied with VitalPatch.
VITALITI (0.2420) has also very close values to top contenders. All devices are
technologically advanced product solutions.
8.10.3.3. Organizational focus scenario
This scenario could be relevant for a clinic or hospital department that
wants to consider the organizational impact of adoption of wearable medical
devices. The main focus of the department would be on training needed, tech
and data support and competitive advantage. The results of calculations under
this organizational focus scenario are shown in Figure 49.
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Figure 49 Global contribution of alternatives to the mission in scenario 3
The results of scenario 3 calculations show that VITALITI has the highest
importance rating of 0.2688. Valedo (0.2523) is the second ranked alternative,
followed by Opal (0.2483) and VitalPatch (0.2305).
8.10.3.4. Patient focus scenario
Scenario 4 is the case of extreme patient driven adoption, or just a way to
look at the lineup of wearable sensor product consideration with a patientfocused lens. While first priority for doctors is well-being of patients, this scenario
practically disregards other considerations: financial, organizational etc. The
results of calculations under this patient focus scenario are shown in Figure 50.
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Figure 50 Global contribution of alternatives to the mission in scenario 4
According to the results, a clear top ranking solution is Valedo (0.3196).
The device engages patient encouragement tactics and has high rankings in
patient experience criteria and clinical benefits for patients. VITALITI has the
second importance ranking in technology adoption potential with 0.2357. Opal
(0.2311) and VitalPatch (0.2136) hold a third and fourth place respectively in this
extreme patient perspective scenario.
8.10.3.5. Interpersonal focus scenario
This scenario focuses on Interpersonal perspective and its criteria of
efficiency of communication and patient access, information sharing and
educational benefits. If clinic is looking to improve its information sharing and
communication channels through doctors, nurses and patients, it may was to
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look at the adoption of wearable medical products that can satisfy those goals.
The results of calculations under this technical focus scenario are shown in
Figure 51.

Figure 51 Global contribution of alternatives to the mission in scenario 5
VITALITI (0.2887) is a highly ranked alternative for technology adoption
potential in this interpersonal-focus scenario. Valedo (0.2551) is the second-best
alternative in this case. Opal (0.2283) and VitalPatch (0.2279) have similar ranks
with respect to the mission.
8.11. Criterion-Related Validity
Criterion-related validity tests whether the results of the model are valid,
applicable and relatable in real-life evaluation. Experts were presented with the
results of the research and asked to evaluate the appropriateness of the results
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obtained by the study and the appropriateness of generalizability of the model.
The experts confirmed the validity of the model.
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CHAPTER 9. DISCUSSIONS AND RECOMMENDATIONS
This chapter discusses the results obtained from expert evaluations and
the insights that those evaluations provide.
9.1. Model Perspectives and Criteria
Experts’ panel results show that Patient perspective is the most important
perspective to consider in case of technology adoption of wearable sensor
technologies in neurosurgery and orthopedics. It is a leading perspective with
24.8% value. It is very important to note that results of the experts in the industry
show that the main perspective while considering adoption of devices that are
going to be used by patients is the one that includes the patient-centered criteria
like clinical benefits for patients, patient experience and privacy and security. It
seems only natural, that in healthcare industry patient benefits are placed first.
This information could be used by the manufacturers of the devices, where they
can emphasize patient benefits and experience as well as researchers that can
explore patient perspective with the criteria in more detail.
Technical perspective with 22.7% weight is second highest ranked
perspective for technology of wearable devices in neurosurgery and orthopedics.
The importance of technical aspects in technology adoption and assessment in
healthcare has been discussed widely in the literature and has been presented in
the literature background chapter. Technical aspects of technology adoption are
taken with great attention by the physicians and administrators in healthcare. The
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designers and manufacturers of the devices should consider the importance of
technical criteria like reliability, ease of data access, physician’s ease of use,
usefulness and interoperability.
Financial aspects of technology adoption had the third highest ranking
according to the experts in the study. This perspective is ranked in the top three,
as it follows Patient and Technical perspective. Cost of acquisition and cost of
maintenance are the most important criteria. Technology innovators need to
know that Financial perspective is one of the most important criteria and will be
influential in technology adoption decisions.
Organizational perspective is not in the top three, but still is an important
perspective with 17.3% of overall weight. Technology trendsetters in the area of
wearables for neurosurgery and orthopedics should understand that doctors and
healthcare industry administrators gave criteria of ‘Training needed’, ‘Tech
support’ and ‘Data support’ almost the same weight. So, there might be
expectations that wearable products should have excellent tech support, data
support and ability to provide training of the medical staff related to the innovative
product.
Interpersonal perspective has the least importance according to the
experts; however, with the result of 14.9%, it ought to be noted that Interpersonal
perspective should not be ignored. The future of the industry is in information
sharing and efficiency of communication since it directly pertains to
pervasiveness and ubiquitous nature of new technology direction. Perhaps
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makers of wearable sensor products can design and develop their innovations in
the direction of improving communication among stakeholders of healthcare:
patients, doctors, nurses and administrative staff. Neurosurgery and orthopedics
departments should consider interpersonal aspects of adoption in their analysis
of wearable devices.
9.2. Wearable Sensor Products
The results of the quantification of all the expert panels showed that
Valedo has the highest potential for adoption with 26.58% weight, however,
according to the results, alternatives obtained comparable competitive rankings.
As discussed in Section 6.2.5. Research Focus, the model alternatives are
medical-grade devices with superior and unique technical capabilities, backed by
research studies and/or clinical trials suitable for pervasive care in neurosurgery
and orthopedics department in the hospital or clinic. However, they have different
designs and features. Valedo is a back pain therapy solution that features
iOS/Android App with therapeutic exercises and provide feedback and motivation
through tracking as well as sharing of the results. VITALITI is a close second
place with the adoption potential weight of 26.04% -- a medical device that rests
on the neck, while being a part of a consumer/clinical vital sign platform with
important mobility measure of step counted, posture monitor, slip and fall
detector. Opal (24.64%) is a system of sensors that measure activity level,
tremor, intervention response, gait, balance, diurnal patterns and turning with
streaming and logging data. Patch-based wearable device VitalPatch had the
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lowest score of 22.74%, while it also provides comprehensive tracking,
continuous monitoring and data analytics. All wearables received high ranking.
The model is a research tool that shows the results of the evaluations by the
experts involved in the study. It is not aimed to provide the answer to the general
wearable adoption, but serve as guidance in technology adoption assessment.
Scenario analysis provides interesting view of how the certain perspective
focus impacts the lineup of the wearable technology solutions. Thus, in financial
focus scenario, VITALITI got the highest rank (28.4%) and Opal had a second
place (0.2581). From the Financial perspective view, the experts give preference
to multiple component devices like VITALITI and Opal. In technical focus
scenario, Opal is the highest alternative (26.79%) with high scores of Reliability,
Ease of Use, Usefulness, Interoperability and Data Access. Opal has advanced
mobility focused technology and modular aspect. Organizational focus, with
criteria like training needed, tech support, data support and competitive
advantage, shows that VITALITI is a leading alternative (26.88%). VITALITI also
leads in Interpersonal focus scenario (28.87%) according to the experts.
VITALITI is an advanced tool that works as a part of the system for diagnosis of
fifteen different conditions, with continuous streaming of various health
parameters. According to the opinions of the experts in this study, VITALITI
provides the highest potential for adoption considering solely organizational
ecosystem benefit or exclusively interpersonal focus. Valedo has the first place
(31.96%) in technology adoption potential for Patient focus scenario. It is
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marketed as a medical device for digital back therapy at home and focused on
patient experience, support, feedback and motivation.
When the designers and manufacturers emphasize benefits to patients
and unique patient experience that their product provides, and it matches the
adoption needs and goals of healthcare departments, it creates the winning
product scenario for technology adoption. Higher attention to the patient needs,
engagement and motivation shows attractiveness for adoption in healthcare.
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CHAPTER 10. CONCLUSIONS, LIMITATIONS AND FUTURE
RESEARCH
10.1. Assumptions and Limitations of the Proposed Research
Since the proposed research engaged multiple expert panels consisting of
experts from various fields (academia, engineering, healthcare, management),
and they were asked to validate the results, the results may be impacted by
subjectivity. Due to the nature of the hierarchical decision problem at hand,
expert subjectivity may not be eliminated completely. The rigor of expert panels
was increased by avoidance of dominant characters and unproductive
discussions as well as equal and straightforward representation of different
perspectives. This research also engaged various validity measures, like
measurements of inconsistency and disagreement as well as sensitivity analysis
to assess model rigor and robustness.
The research looked at the adoption problem from the physician’s point of
view, and with the majority of the evaluating experts in the case study involved in
Oregon Health and Science University. Patients’ viewpoint could give another
interesting view on the problem of adoption of wearable devices and an
interesting study to pursue.
Wearable technologies rapidly evolve; change and new kinds of wearable
sensor products appear on the market. Clinics may be interested in assessing
adoption of other wearable devices, and it’s expected in ever-changing
healthcare technology market.
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Research results are also context and time dependent and therefore could
be generalized accordingly. Future possible governmental and insurance
reimbursement opportunities for wearable could impact the framework of the
model. Also, the drivers, impacting adoption decisions of wearable sensor
product in neurosurgery and orthopedics, could change for internal or external
reasons which may have an impact on objectives and goals as well as
alternatives of the model.
Proposed research employed sensitivity analysis that looked at the
impacts of potential scenarios according to possible changes in variables and for
the purposes of improving generalization ability of the model. Scenario analysis
looks at the extreme hypothetical scenarios, where the weight of one perspective
is at the maximum and the rest of the perspectives receive minimum weight
contributions, however other scenarios are possible and should be constructed
according to the needs of the healthcare department assessing adoption.
10.2. Contributions
One of the main contributions of this research is the usage of HDM for
healthcare technology assessment problem of technology adoption, in particular
of assessment of technology adoption of wearable products in neurosurgery and
orthopedics. The definition of a framework and assessment of the research
perspectives and criteria through the judgment quantification shows the
capabilities of hierarchical decision modeling in healthcare and enables solutions
of similar problems in health care settings.
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This is was possible through achievement of the following objectives:
•

Development of a hierarchical decision-making model (AHP/HDM) that
incorporated important aspects and adoption needs of neurological
surgery and orthopedics department with the possible alternative
solutions;

•

Validation of the model through the expert panel evaluations;

•

Data collection through opinions of experts with the method of pairwise
comparisons among all variables at every hierarchical level of the decision
model;

•

Analysis and interpretation of the data, with the possibility of
generalization of the model for possible hospital-wide and nation-wide
acceptance.
Other contributions of this research are presented below:

•

Enabling healthcare professionals to look at the problem from multiple
perspectives;

•

Advancement in research of the perspectives and criteria central in health
technology adoption assessment;

•

Analysis of perspectives and their contribution to technology adoption of
wearables in healthcare;

•

The case study was focused on neurosurgery and orthopedics adoption of
wearable sensor products;

•

The study unveils that patient aspect dominates in expert opinions;
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•

The hierarchical decision modeling software has been created with Ruby
and R to make it available for researchers in an open source platform that
could be updated and improved by the users;

•

The learnings may lead to better incentives and programs for clinicians
and help overcome certain barriers in their pervasive technology adoption;

•

The model should provide a tool for evaluation of technology adoption
potential of medical devices, which could lead to better understanding of
technology adoption issues in healthcare, potentially improve clinician
satisfaction with information technology and aid in betterment of quality of
care.
The research is unique since it draws upon a vast literature review in

healthcare information technologies, methodologies and technology adoption to
select the perspectives and criteria of a technology adoption problem from
physician’s perspective for pervasive patient mobility care post-surgery in
neurosurgery and orthopedics.
A broader, more complete view of the adoption problem will be
established through the incorporation of multiple perspectives into the model for
the benefit of healthcare professionals, wearables industry professionals and
policy makers.
10.3. Conclusions and Future Research
Developed HDM model for assessment of technology adoption potential of
wearable sensor products has a potential to be further implemented at OHSU
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and other clinics. It enables healthcare professionals to look at the problem from
multiple perspectives. Learning which factors are significant may lead to better
incentives and programs for clinicians and help overcome certain barriers in their
healthcare technology implementations. This research may open new ways for
the neurosurgery and orthopedics departments to strategize over their
technology adoption potential. It reveals perceptions about adoption
perspectives, criteria and wearable products in by healthcare industry,
particularly in Pacific Northwest and OHSU. The framework could be tested by a
particular department and with particular healthcare technology that has a
possibility of adoption by that clinic/hospital department etc. The model should
provide a tool for technology assessment in healthcare.
Further research could be done regarding at other types of health
technology products, researching implementation of the model in private clinics,
rural clinics or exploring health technology adoption from the patients’ point of
view.
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Appendix A – Research Invitation Letter
Assessment of Technology Adoption Potential of Medical Devices: Case of
Wearable Sensor Products for Pervasive Care in Neurosurgery and
Orthopedics
My name is Liliya Hogaboam, and I am a Ph.D. Candidate at the Department of
Engineering and Technology Management (ETM), at Portland State University. I
am conducting a research study to develop a health information technology
assessment framework for technology selection with a case of wearable sensor
technologies in spine health.
You are being asked to take part in this research because you are
considered an expert in the area of leadership and management in healthcare
industry, policy implementation, system thinking and information technologies in
healthcare due to your qualification and professional experience. As one of the
leading experts in this area, I would like to get your expert judgement for the
criteria in technology selection in spine health. The case study I am using is to
evaluate wearable sensor technologies for improving a spine health patient care
database in neurosurgery and orthopedics. Your participation will help increase
the knowledge of health technology assessment and factors important for
technology selection in a healthcare setting. This study is being conducted in
partial fulfillment of the requirements for a doctoral degree in Technology
Management at Portland State University.
If you decide to participate, an Informed Consent Form will be sent to you
and require your signature before starting the research. I will be sending you
some data collection instruments after I receive the signed form. You will be
asked to provide your opinions towards the research criteria. The research
instrument will take about 15 minutes to complete. Afterwards, I will quantify the
judgmental data and prioritize the related research criteria.
There is no risk for the involvement in this research. No personally
identifiable data is collected, and will not be reported. All data will remain
confidential. The data obtained from the participants will only be reported in
aggregate format, and individual information will be kept confidential. All
responses will be concealed, and no one other than the researcher will have
access to them. The information will be deleted or destroyed by the researcher
within one year after the completion of this research.
The benefits for participation include two things: 1) at the end of the
research, a copy of the aggregated results will be provided to you at no cost; 2)
through your participation as an expert, researcher, and decision-maker, we will
all learn more about which wearable sensor technology solutions are most
important to engage in for improving spine patient care database to potentially
have a positive impact on spine patient care and what criteria play the most
important role in this technology selection. The model is generalizable and can
ultimately be applied to benefit many other types of organizations.
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Participation in this research is completely voluntary. You have the right to
withdraw at any time or refuse to participate entirely and it will not affect your
relationship with the investigator or any institute.
If you have questions regarding this study, you may contact Liliya
Hogaboam at ******* @pdx.edu, *****@********.com or (***) ***-****. If you have
concerns or problems about your participation in this study or your rights as a
research subject, please contact the Human Subjects Research Review
Committee, Research and Strategic Partnerships, Market Center Building, 6th
Floor, 1600 SW 4th Ave, Portland, OR 97201, (503) 725-4288 / 1-877-480- 4400.
Sincerely,
Liliya Hogaboam
Ph.D. Candidate
Department of Engineering and Technology Management
Portland State University
Follow up letter:
Dear Dr. _______________,,
I contacted you several months ago to obtain your expert opinion in my research
study. Thank you for agreeing to participate! Before quantification of my model, it
needs to be validated and I would kindly ask you to answer yes and no
statements next to the model criteria. Since you'll be evaluating select (not all)
criteria, this should take just a few minutes. Again, thank you so much for your
help.
Below is the link to the validation questions. The password for validation
questionnaire: *****
https://portlandstate.qualtrics.com/.................................................
Please let me know if you have any questions and if you have any issues with
the link.
Sincerely,
Liliya Hogaboam, Ph.D. Candidate
Department of Engineering and Technology Management (ETM)
Portland State University
Current dissertation title: "Assessment of Technology Adoption Potential of
Medical Devices: Case of Wearable Sensor Products for Pervasive Care in
Neurosurgery and Orthopedics".
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Appendix B - Validation Questionnaire
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Appendix C - Quantification Instrument –Qualtrics
(full instrument is available from the author)
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Appendix D - XML Response File Sample
<?xml version="1.0" encoding="UTF-8"?>
-<xml>
-<Response>
<ResponseID>R_3k0ngyPdtpEs3cM</ResponseID>
<ResponseSet>Default Response Set</ResponseSet>
<Name>Anonymous</Name>
<ExternalDataReference/>
<EmailAddress/>
<IPAddress/>
<Status>0</Status>
<StartDate>2017-05-23 07:32:00</StartDate>
<EndDate>2017-05-23 07:36:04</EndDate>
<Finished>1</Finished>
<Q51>1</Q51>
<Q52_1_TEXT>**********</Q52_1_TEXT>
-<Q52_2_TEXT>
<![CDATA[**/**/****]]>
</Q52_2_TEXT>
<Q6>1</Q6>
<Q29>1</Q29>
<Q30>1</Q30>
<Q5>1</Q5>
<Q10_1>30</Q10_1>
<Q29_1>29</Q29_1>
<Q30_1>81</Q30_1>
<Q42_1>50</Q42_1>
<Q43_1>91</Q43_1>
<Q44_1>91</Q44_1>
<Q45_1>50</Q45_1>
<Q46_1>91</Q46_1>
<Q47_1>91</Q47_1>
<Q48_1>20</Q48_1>
<Q49_1>50</Q49_1>
<Q50_1>81</Q50_1>
<LocationLatitude/>
<LocationLongitude/>
<LocationAccuracy>-1</LocationAccuracy>
</Response>
</xml>
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Appendix E - Criteria Mapping xml file for Ruby and R
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Appendix F - Sample of Questions Mapping xml file
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Appendix G - Sample Hierarchical Decision Model code in R
Version: 2.0
#############################
# Alternatives Section
#
Alternatives: &alternatives
# Here, we list all the alternatives, together with their attributes.
# We can use these attributes later in the file when defining
# preferenceFunctions. The attributes can be quantitative or
# qualitative.
VITALITI:
VitalPatch:
Valedo:
Opal:
#
# End of Alternatives Section
#############################
#############################
# Goal Section
#
Goal:
name: Wearable Technology Adoption
description: >
Assessment of Technology Adoption Potential of Medical Devices:
Case of Wearable Sensor Products for Pervasive Care in Neurosurgery and
Orthopedics
author: Liliya Hogaboam
preferences:
R_OpBERGLu3qsGwAF:
pairwise:
- [Financial, Technical, 0.2345679]
- [Financial, Organizational, 0.2195122]
- [Financial, Patient, 0.1494253]
- [Financial, Interpersonal, 0.1627907]
- [Technical, Organizational, 1.5641026]
- [Technical, Patient, 0.9607843]
- [Technical, Interpersonal, 0.9607843]
- [Organizational, Patient, 0.2658228]
- [Organizational, Interpersonal, 0.25]
- [Patient, Interpersonal, 1.5641026]
R_3Higl6DIsgkthPb:
pairwise:
- [Financial, Technical, 1.2727273]
- [Financial, Organizational, 0.9607843]
- [Financial, Patient, 0.0989011]
- [Financial, Interpersonal, 1.0]
- [Technical, Organizational, 1.0]
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- [Technical, Patient, 0.3513514]
- [Technical, Interpersonal, 1.0]
- [Organizational, Patient, 0.4492754]
- [Organizational, Interpersonal, 0.9607843]
- [Patient, Interpersonal, 3.1666667]
R_1k16xlZtDZMGaxv:
pairwise:
- [Financial, Technical, 4.5555556]
- [Financial, Organizational, 1.0]
- [Financial, Patient, 9.0]
- [Financial, Interpersonal, 4.0]
- [Technical, Organizational, 1.0]
- [Technical, Patient, 2.4482759]
- [Technical, Interpersonal, 0.6666667]
- [Organizational, Patient, 1.0]
- [Organizational, Interpersonal, 0.9607843]
- [Patient, Interpersonal, 0.25]
children:
Financial:
preferences:
R_OpBERGLu3qsGwAF:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_3Higl6DIsgkthPb:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_1k16xlZtDZMGaxv:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
children: *alternatives
Technical:
preferences:
R_OpBERGLu3qsGwAF:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
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- [Valedo, Opal, 1]
R_3Higl6DIsgkthPb:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_1k16xlZtDZMGaxv:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
children: *alternatives
Organizational:
preferences:
R_OpBERGLu3qsGwAF:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_3Higl6DIsgkthPb:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_1k16xlZtDZMGaxv:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
children: *alternatives
Patient:
preferences:
R_OpBERGLu3qsGwAF:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]

371

- [Valedo, Opal, 1]
R_3Higl6DIsgkthPb:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_1k16xlZtDZMGaxv:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
children: *alternatives
Interpersonal:
preferences:
R_OpBERGLu3qsGwAF:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_3Higl6DIsgkthPb:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
R_1k16xlZtDZMGaxv:
pairwise:
- [VITALITI, VitalPatch, 1]
- [VITALITI, Valedo, 1]
- [VITALITI, Opal, 1]
- [VitalPatch, Valedo, 1]
- [VitalPatch, Opal, 1]
- [Valedo, Opal, 1]
children: *alternatives
#
# End of Goal Section
#############################
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Appendix H - HDM Research Software module
require 'nokogiri'
require_relative 'MapEntry.rb'
require_relative 'CriteriaMapEntry.rb'
require_relative 'AhpEntry.rb'
#
# Method to convert from the Qualtrics scale to the one used by the AHP
# program in R-Studio.
#
def convert_to_scale_s(decimal, fname)
left_n = decimal.to_f
right_n = 100 - decimal.to_f
if right_n == 0.0 then
#puts "Data format error. Can't be 100. #{fname}"
end
result = left_n / right_n
return result.round(7).to_s
end
#
# Read the Qualtrics->RStudio AHP mapping file in XML format. This file
creates
# a 1-1 mapping between Qualtrics questions and their associated pairwise
# comparisons in R-Studio's AHP YAML file.
#
mappingXml = IO.read('Mapping-10-03-2017.xml')
mappingDoc = Nokogiri::XML(mappingXml)
mappingHash = MapEntryHash.new
entries = mappingDoc.xpath("//Entry")
entries.each do |entry|
mapObj = MapEntry.new
mapObj.order
mapObj.question
mapObj.first_variable
mapObj.second_variable
mapObj.criteria

=
=
=
=
=

entry.xpath("Order").text
entry.xpath("Question").text
entry.xpath("FirstVariable").text
entry.xpath("SecondVariable").text
entry.xpath("Criteria").text

mappingHash[mapObj.order] = mapObj
end
# Make sure that we loaded the correct number of mappings from the map
file.
if (entries.length != mappingHash.length) then
puts "Error: Processed #{mappingHash.length} entries but expected
#{entries.length}"
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end
# A more extensive test.
entries.each do |entry|
hash_obj = mappingHash[entry.xpath("Order").text]
if hash_obj.nil? then
p 'Failed to find object in Hash!'
puts "#{entry.to_s}"
end
end
#
# Read the Qualtrics->RStudio AHP mapping file in XML format. This file
creates
# a 1-1 mapping between Qualtrics questions and their associated pairwise
# comparisons in R-Studio's AHP YAML file.
#
criteria_map_file = IO.read('Criteria-Mapping-06-02-2017.xml')
criteria_map_doc = Nokogiri::XML(criteria_map_file)
criteria_map_hash = CriteriaMapHash.new {|h,k| h[k]=[]}
criteria = criteria_map_doc.xpath("//Criterion")
criteria.each do |criterion|
map_obj = CriteriaMapEntry.new
criteria_name = criterion.xpath("Name").text
subc_array = Array.new
subcriteria = criterion.xpath("Subcriteria/Subcriterion")
subcriteria.each do |subcriterion|
subc_array.push(subcriterion.text)
end
map_obj.criteria_name = criteria_name
map_obj.subcriteria
= subc_array
criteria_map_hash[criteria_name] = map_obj
end
panels = [[nil],
["Financial","Technical","Organizational","Patient","Interpersonal"],
["Financial"],
["Technical"],
["Organizational"],
["Patient"],
["Interpersonal"]]
panel = 1
#
# All of the survey response files are located under the survey_data/
subdirectory.
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# Here, I gather the list of response files in XML and prepare to
process them.
#
file_list = Dir["survey_data/*.xml"]
# Each XML file contains a set of panels from the survey response. The
file name format
# contains an encoding that indicates which panels are included in the
file.
# Here is the format as a Regular Expression:
#
WSPA__123456[71|72|73|74|75](__Extra|.)xml
# Now, separate the files into groups of panels.
panel_hash = Hash.new {|h,k| h[k]=[]}
file_list.each do |fl|
if fl =~ /WSPA__1.*/ then
panel_hash["panel1"] << fl
end
if fl =~ /WSPA__[1]*2/ then
panel_hash["panel2"] << fl
end
if fl =~ /WSPA__[12]*3/ then
panel_hash["panel3"] << fl
end
if fl =~ /WSPA__[123]*4/ then
panel_hash["panel4"] << fl
end
if fl =~ /WSPA__[1234]*5/ then
panel_hash["panel5"] << fl
end
if fl =~ /WSPA__[12345]*6/ then
panel_hash["panel6"] << fl
end
if fl =~ /WSPA__[123456]*71/ then
panel_hash["panel71"] << fl
end
if fl =~ /WSPA__[123456]*72/ then
panel_hash["panel72"] << fl
end
if fl =~ /WSPA__[123456]*73/ then
panel_hash["panel73"] << fl
end
if fl =~ /WSPA__[123456]*74/ then
panel_hash["panel74"] << fl
end
if fl =~ /WSPA__[123456]*75/ then
panel_hash["panel75"] << fl
end
end
# A list of all the responses encountered.
response_list = Hash.new
# A hash of the criteria keys encountered.
cr_key_list = Hash.new
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cr_key_list.default = false
# A hash of the alternatives keys encountered.
nc_key_list = Hash.new
nc_key_list.default = false
# Iterate through all of the survey files and create AHP entries for
each of them.
panel_hash["panel1"].each do |f|
#
# Now process the data file and use the map to output some
interesting YAML for AHP.
#
responseXml = IO.read(f)
responseDoc = Nokogiri::XML(responseXml)
# Parse every response from the XML file.
responses = responseDoc.xpath("//Response")
responses.each do |response|
ahp_response = AhpResponse.new
ahp_response.criteria
= Hash.new {|h,k| h[k]=[]}
ahp_response.non_criteria = Array.new
# This is an XPath string which will select the ResponseID
field.
response_id_str = response.xpath("ResponseID").text
#puts "#{response_id_str}:"
# Select all of the survey questions of the format <QNN_N>.
q_str = "*[starts-with(name(),\'Q\')]"
questions = response.xpath(q_str)
# Map each question to the appropriate AHP criteria/noncriteria field.
questions.each do |question|
qu_name = question.name
data
= question.text
# Check whether there is data for this particular question
number.
if data.length > 0 then
# Search for an entry for this question in the map
file.
hash_objs = mappingHash.find_by_question(qu_name)
hash_obj = nil
# If there was a map entry then proceed to handle the
question.
if hash_objs.length > 0 then
hash_obj = hash_objs[0]
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# Create an AhpEntry object for the map entries and
the data item.
# This is a container that we can read out later
and print to the AHP file.
ahp_entry = AhpEntry.new
ahp_entry.first = hash_obj.first_variable
ahp_entry.second = hash_obj.second_variable
ahp_entry.value = convert_to_scale_s(data,f)
# Check whether this question has alternatives. If
it does then
# add the AhpEntry object into the list of
criteria.
criteria_str = hash_obj.criteria
if criteria_str.length > 0 then
ahp_response.criteria[criteria_str] <<
ahp_entry
# Add the criteria name to our list of criteria
keys unless it's already there.
if !cr_key_list.has_key?(criteria_str) then
cr_key_list[criteria_str] = true
else
cr_key_list[criteria_str] = false
end
else
ahp_response.non_criteria << ahp_entry
end
end
end
end
# Add the AHP response object to the list of responses that
were processed.
response_list[response_id_str] = ahp_response
end
end
#######################################################################
########
# Generate the AHP file in the appropriate format for the Qualtrics
survey
# data.
#######################################################################
########
puts 'Version: 2.0'
puts ''
puts '#############################'
puts '# Alternatives Section'
puts '#'
puts ''
puts 'Alternatives: &alternatives'
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puts '# Here, we list all the alternatives, together with their
attributes.'
puts '# We can use these attributes later in the file when defining'
puts '# preferenceFunctions. The attributes can be quantitative or'
puts '# qualitative.'
puts '
VITALITI:'
puts '
VitalPatch:'
puts '
Valedo:'
puts '
Opal:'
puts '#'
puts '# End of Alternatives Section'
puts '#############################'
puts ''
puts '#############################'
puts '# Goal Section'
puts '#'
puts ''
puts 'Goal:'
puts '
name: Wearable Technology Adoption'
puts '
description: >'
puts '
Assessment of Technology Adoption Potential of Medical
Devices: Case of Wearable Sensor Products for Pervasive Care in
Neurosurgery and Orthopedics'
puts '
author: Liliya Hogaboam'
puts ''
#
# Write out the top level preferences for each of the decision makers.
#
puts '
preferences:'
response_list.each do |key, r|
#
puts "
#{key}:"
#
puts '
pairwise:'
line_str = ""
criteria_str = ""
r.non_criteria.each do |nc|
# Panel 1 is special because it does not have subcriteria.
if panel == 1 then
if (panels[panel].include?(nc.first) == false) &&
(panels[panel].include?(nc.second) == false) then
next
end
elsif
panels[panel].include?(criteria_map_hash.find_by_dual_criterion(nc.firs
t,nc.second)) == false then
next
end
# Indent spacing is important as we are writing to a YAML
formatted file.
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criteria_str = criteria_str + "
#{nc.second}, #{nc.value}]\n"

- [#{nc.first},

#
# AA11_23 - Technical Issue workaround.
#
if !nc_key_list.has_key?(nc.first) then
nc_key_list[nc.first] = true
else
nc_key_list[nc.first] = false
end
if !nc_key_list.has_key?(nc.second) then
nc_key_list[nc.second] = true
else
nc_key_list[nc.second] = false
end
end
if criteria_str.length > 0 then
line_str = "
#{key}:\n"
line_str = line_str + "
end

pairwise:\n" + criteria_str

puts "#{line_str}" unless (line_str === "")
end
if !nc_key_list.empty? then
puts '
children:'
nc_key_list.each do |nc_key, sval|
puts "
#{nc_key}:"
puts '
preferences:'
response_list.each do |rl_key, rl_resp|
puts "
#{rl_key}:"
puts '
pairwise:'
puts '
- [VITALITI, VitalPatch, 1]'
puts '
- [VITALITI, Valedo, 1]'
puts '
- [VITALITI, Opal, 1]'
puts '
- [VitalPatch, Valedo, 1]'
puts '
- [VitalPatch, Opal, 1]'
puts '
- [Valedo, Opal, 1]'
end
puts '
children: *alternatives'
end
end
#
# Write out the alternatives, if any.
#
=begin
if !cr_key_list.empty? then
puts 'children:'
cr_key_list.each do |ckey, sval|
puts " #{ckey}:"
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puts '
preferences:'
response_list.each do |key, resp|
if resp.criteria.has_key?(ckey) then
puts "
#{key}:"
puts '
pairwise:'
clist = resp.criteria.select {|k,v| k === ckey}
clist.each do |k, v|
v.each do |item|
puts "
- [#{item.first},
#{item.second}, #{item.value}]"
end
end
end
end
puts '
children: *alternatives'
end
end
=end
puts ''
puts '#'
puts '# End of Goal Section'
puts '#############################'
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