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Let Gσ be an oriented graph obtained by assigning an orientation σ
to the edge set of a simple undirected graph G such thatGσ becomes
a directed graph. Let S(Gσ ) be the skew adjacencymatrix of Gσ . The
skew energy of Gσ is defined as the sum of the absolute values of
all eigenvalues of S(Gσ ). In this paper, we provide a new method
to compare the skew energies of two oriented graphs whose skew
characteristic polynomials satisfy a given recurrence relation and
determine the oriented unicyclic graphs of order n with the first
 n−9
2
 largest skew energies for n  31.
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1. Introduction
Let G be a simple undirected graph. The energy of G is defined as the sum of the absolute values
of the eigenvalues of its adjacency matrix (see [1–3]). In theoretical chemistry, the energy of a given
molecular graph is related to the total π-electron energy of the molecule represented by that graph.
Consequently the graph energy has some specific chemistry interests and has been extensively studied
[1–3,12–27].
One of the graph classes that has been quite thoroughly studied is the class of all unicyclic graphs
[12–24], i.e., connected graphs with one unique cycle. A number of results concerning the extremal
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energies of various families of unicyclic graphs have been obtained. Hou [20] characterized the unique
unicyclic graphwith theminimal energy. In [16], Huo et al. determined the unique unicyclic graphwith
themaximal energy. Recently, Andriantiana andWagner [15] further determined the unique unicyclic
graphs with the second maximal energy.
Let Gσ be an oriented graph obtained by assigning an orientation σ to the edge set of a simple
undirected graph G such that Gσ becomes a directed graph. The skew adjacency matrix S(Gσ ) = (sij)
of Gσ is a real skew symmetric matrix, where sij = 1 and sji = −1 if ij is an arc of Gσ with tail i and
head j, otherwise sij = sji = 0. The skew spectrum Sp(Gσ ) of Gσ is defined as the spectrum of S(Gσ ).
Note that Sp(Gσ ) consists of only purely imaginary eigenvalues because S(Gσ ) is real skew symmetric.
Shader and So [7] studied the skew spectrum of oriented graphs and obtained some results.
There are various generalizations of graph energy, such as Laplacian energy, incidence energy and
energy of a polynomial [4,5]. Recently, the skew energy of an oriented graph Gσ , denoted by Es(G
σ ),
is defined as the sum of the absolute values of all eigenvalues of S(Gσ ) (see [6]), that is,
Es(G
σ ) =
n∑
i=1
|λi|,
where λ1, λ2, . . . , λn be the all eigenvalues of S(G
σ ). Recently, the skew energy of oriented graphs
has been studied in [8–11].
The characteristic polynomial det(xI − S(Gσ )) of the skew adjacency matrix S(Gσ ) of an ori-
ented graph Gσ is also called the skew characteristic polynomial of Gσ , written as φ(Gσ , x) =∑n
i=0 ai(Gσ )xn−i. Since S(Gσ ) is a real skew symmetricmatrix, we have a2i(Gσ )  0 and a2i+1(Gσ ) =
0 for all 0  i   n
2
 (see [6]). Then we have
φ(Gσ , x) =
 n
2
∑
i=0
a2i(G
σ )xn−2i. (1)
Using these coefficients of φ(Gσ , x), the skew energy Es(G
σ ) of an oriented graph Gσ of order n can
be expressed by the following integral formula [11]:
Es(G
σ ) = 2
π
∫ +∞
0
1
x2
log
⎡
⎣n/2∑
i=0
a2i(G
σ )x2i
⎤
⎦ dx. (2)
Note that a0(G
σ ) = 1 and a2(Gσ ) equals to the number of the edges of G. It follows that Es(Gσ ) is a
strictlymonotonically increasing function of those numbers a2i(G
σ )(i = 1, . . . ,
⌊
n
2
⌋
) for any oriented
graphs. This in turn provides a way of comparing the skew energies of a pair of oriented graphs. That
is to say, the method of the quasi-order relation defined by Gutman and Polansky [2] on graph energy
can be generalized to the skew energy of oriented graph as follows:
Definition 1.1. Let G
σ1
1 and G
σ2
2 be two oriented graphs of order n. If a2i(G
σ1
1 )  a2i(G
σ2
2 ) for all iwith
1  i   n
2
, then we write Gσ11  Gσ22 .
Furthermore, if G
σ1
1  Gσ22 and there exists at least one index j such that a2j(Gσ11 ) < a2j(Gσ22 ), then
wewrite that G
σ1
1 ≺ Gσ22 . If a2i(Gσ11 ) = a2i(Gσ22 ) for all i, wewrite Gσ11 ∼ Gσ22 . According to the integral
formula (2), we have for two oriented graphs G
σ1
1 and G
σ2
2 of order n that
G
σ1
1  Gσ22 ⇒ Es(Gσ11 )  Es(Gσ22 );
G
σ1
1 ≺ Gσ22 ⇒ Es(Gσ11 ) < Es(Gσ22 ).
Let Gσ be an oriented graph and C be an even cycle of G. We say C is evenly oriented relative
to the orientation σ if it has an even number of edges oriented in the same direction (clockwise or
anti-clockwise direction). Otherwise C is said to be oddly oriented (see Fig. 1).
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Evenly oriented Oddly oriented
Fig. 1. Two orientations of C4.
A linear subgraph L of G is a disjoint union of some edges and some cycles in G. We call a linear
subgraph L of G evenly linear if L contains no odd cycle. We denote by EL2i(G) the set of all evenly
linear subgraphs of G with 2i vertices. For an evenly linear subgraph L ∈ EL2i(G), we denote by pe(L)
the number of evenly oriented cycles in L relative to the orientation σ .
About the coefficients a2i(G
σ ) of the skew characteristic polynomial of an oriented graph Gσ , Hou
and Lei [10] obtained the following result.
Lemma 1.1 [10]. Let Gσ be an oriented graph. Then
a2i(G
σ ) = ∑
L∈EL2i(G)
(−1)pe(L)2c(L),
where pe(L) is the number of evenly oriented cycles of L and c(L) is the number of even cycles of L, respec-
tively.
In this paper, we denote by G(n, l) the set of all unicyclic graphs of order nwith the unique cycle Cl .
A k −matching is a disjoint union of k edges in G. The number of k −matching is denoted bym(G, k).
We agree thatm(G, 0) = 1 andm(G, k) = 0(k < 0).
About the coefficients a2i(G
σ ) of an oriented unicyclic graph, Hou et al. [11] obtained the following
lemma.
Lemma 1.2 [11]. Let G ∈ G(n, l) and σ be an orientation of G. Then we have:
(1) If l is odd, then a2i(G
σ ) = m(G, i);
(2) If l is even and Cl is oddly oriented, then a2i(G
σ ) = m(G, i) + 2m
(
G − Cl, i − l2
)
;
(3) If l is even and Cl is evenly oriented, then a2i(G
σ ) = m(G, i) − 2m
(
G − Cl, i − l2
)
.
Let G ∈ G(n, l) and  be the set of all orientations of G.
Suppose that l is odd. By Lemma 1.1, ∀ σ1, σ2 ∈ , we have Gσ1 ∼ Gσ2 . For convenience, ∀ σ ∈ ,
we write G∗ as Gσ when l is odd.
Suppose that l is even and 1 = {σ |σ ∈  and Cl is oddly oriented relative to σ }. By Lemma 1.1,∀ σ1, σ2 ∈ 1, we have Gσ1 ∼ Gσ2 . For convenience, ∀ σ ∈ 1, we write G+ as Gσ .
Suppose that l is even and 2 = {σ |σ ∈  and Cl is evenly oriented relative to σ }. By Lemma 1.2,∀ σ1, σ2 ∈ 2, we have Gσ1 ∼ Gσ2 . For convenience, ∀ σ ∈ 2, we write G− as Gσ .
Let S45 be the graph obtained by attaching a pendent vertex to a vertex of C4. We denote by U4(a, b)
the graph obtained by attaching two pendent paths of length a and b to the unique pendent vertex of
aP
u v
w
bP
4 ( , )U a b
aP
u v
w
bP
4 ( , )U a b
Fig. 2. The graph U4(a, b) and an orientation of U4(a, b).
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Fig. 3. Graphs Pln and Fn .
S45 (see Fig. 2). When the cycle C4 of U4(a, b) is oddly oriented relative to an orientation σ , we write
U
+
4 (a, b) as [U4(a, b)]σ .
Let a,b be nonnegative integers and A+n = {U+4 (a, b)|0  a  b, a + b = n − 5, a = 1, 3, 5}. In
[11], Hou et al. shown that the oriented unicyclic graphs of order nwith the maximal skew energy are
U
+
4 (0, n − 5). In this paper, we further show that the oriented unicyclic graphs of order n  31 with
the first
⌊
n−9
2
⌋
largest skew energies are the oriented unicyclic graphs in A+n .
The rest of this paper is organized as follows: In section 2, we investigate the skew energies of
the oriented unicyclic graphs of order n where l is odd. Then section 3 is devoted to study the skew
energies of the oriented unicyclic graphs of order n where l is even. In section 4, we present a new
method of comparing the skew energies of two oriented graphs of order nwhose skew characteristic
polynomials satisfy a given recurrence relation. The oriented unicyclic graphs of order n  31 with
the first
⌊
n−9
2
⌋
largest skew energies are determined in section 5.
2. l is odd
Let G ∈ G(n, l) and Cl be the unique cycle of G. In this section, we always assume that l is odd.
Let Pln be the unicyclic graph of order n obtained by attaching a pendent path of length n− l (n > l)
to a vertex of a cycle Cl .We denote by Fn the graph obtained by attaching two pendent paths of length 2
to the unique pendent vertex of the graph P4n−4 (see Fig. 3). In this section, wewill show that Gσ ≺ F+n
in Lemmas 2.2 and 2.3.
The following lemma is the main method used to compare the matching numbers of two graphs in
this paper.
Lemma 2.1 [4]. Let G be a graph of order n and uv be an edge of G. Then
m(G, k) = m(G − uv, k) + m(G − u − v, k − 1)
(
1  k 
⌊
n
2
⌋)
.
The following result can be derived from Lemma 1.2.
Lemma 2.2. Let G ∈ G(n, l) and σ be any orientation of G. Let l be odd. Then we have:
(1) If n is even, then Gσ ≺ C+n ;
(2) If n is odd, then Gσ  C∗n .
Proof. (1) Since l is odd, by Lemma 1.2 we have a2i(G
σ ) = m(G, i). We consider the following two
cases.
Case 1: 2i = n.
By Lemma 1.2 we have, an(G
σ ) = m(G, n
2
)  2 and an(C+n ) = m
(
Cn,
n
2
)
+ 2 = 4. Then
an(G
σ ) < an(C
+
n ).
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Fig. 4. The graph Pn(a, b, c).
Case 2: 2i < n.
Let uv be an edge of the unique cycle Cl of G. By Lemma 2.1 we have
a2i(G
σ ) = m(G, i) = m(G − uv, i) + m(G − u − v, i − 1),
a2i(C
+
n ) = m(Cn, i) = m(Pn, i) + m(Pn−2, i − 1).
SinceG−uv andG−u−v are acyclic,wehavem(G−uv, i)  m(Pn, i) andm(G−u−v, i−1) 
m(Pn−2, i − 1). Then a2i(Gσ )  a2i(C+n ). This implies that Gσ ≺ C+n .
(2) The proof is similar to (1). 
Let Pn(a, b, c) be a tree of order n obtained by attaching three pendent paths of length a, b and c to
an isolated vertex uwhere a + b + c = n − 1 (see Fig. 4).
Lemma 2.3. Let n  10. Then we have:
(1) If n is even, then C+n ≺ F+n ;
(2) If n is odd, then C∗n ≺ F+n .
Proof. (1) By Lemma 1.2 we have a2i(F
+
n ) = m(Fn, i)+ 2m(Pn−4(2, 2, n− 9), i− 2). We consider
the following two cases:
Case 1: 2i = n.
Then an(F
+
n ) = m
(
Fn,
n
2
)
+ 2 = 4 and an(C+n ) = m
(
Cn,
n
2
)
+ 2 = 4.
Case 2: 2i < n.
Let u3u4 be an edge of the unique cycle C4 of Fn (see Fig. 3). By Lemma 2.1 we have
m(Fn, i) = m(Fn − u3u4, i) + m(Fn − u3 − u4, i − 1)
= m(Pn(2, 2, n − 5), i) + m (P2 ∪ Pn−4(2, 2, n − 9), i − 1) .
Furthermore, by Lemma 2.1 we have
m(Pn(2, 2, n − 5), i) = m (P2 ∪ Pn−2, i) + m (P2 ∪ Pn−5, i − 1) ,
m (P2 ∪ Pn−4(2, 2, n − 9), i − 1) = m (P2 ∪ P2 ∪ Pn−6, i − 1) + m (P2 ∪ P2 ∪ Pn−9, i − 2) .
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By Lemma 1.2, we have a2i(C
+
n ) = m(Cn, i) = m(Pn, i)+m(Pn−2, i−1). Moreover, by Lemma
2.1 we have
m(Pn, i) = m (P2 ∪ Pn−2, i) + m(Pn−3, i − 1)
= m (P2 ∪ Pn−2, i) + m (P2 ∪ Pn−5, i − 1) + m(Pn−6, i − 2),
m(Pn−2, i − 1) = m (P2 ∪ Pn−4, i − 1) + m(Pn−5, i − 2)
= m (P2 ∪ P2 ∪ Pn−6, i − 1) + m(P2 ∪ Pn−7, i − 2) + m(Pn−5, i − 2).
It follows that
a2i(F
+
n ) − a2i(C+n ) = 2m(Pn−4(2, 2, n − 9), i − 2) + m(P2 ∪ P2 ∪ Pn−9, i − 2)
−m(Pn−6, i − 2) − m(P2 ∪ Pn−7, i − 2) − m(Pn−5, i − 2).
Next,
m(Pn−4(2, 2, n − 9), i − 2) = m(P2 ∪ Pn−6, i − 2) + m(P2 ∪ Pn−9, i − 3)
= m(Pn−6, i − 2) + m(Pn−6, i − 3) + m(P2 ∪ Pn−9, i − 3),
m(P2 ∪ Pn−7, i − 2) − m(P2 ∪ P2 ∪ Pn−9, i − 2) = m(P2 ∪ Pn−10, i − 3).
By Lemma 2.1 we have
a2i(F
+
n ) − a2i(C+n )  m(Pn−6, i − 2) + 2m(Pn−6, i − 3) − m(Pn−5, i − 2)
= 2m(Pn−6, i − 3) − m(Pn−7, i − 3)
 m(Pn−6, i − 3)
 0.
Then a2i(F
+
n )  a2i(C+n ). Moreover, a6(F+n ) − a6(C+n )  1 > 0. This implies that C+n ≺ F+n .
(2) The proof is similar to (1). 
3. l is even
Let G ∈ G(n, l) and Cl be the unique cycle of G. For convenience, we always assume that l is even
in this section. The main result in this section is that if Gσ = U+4 (a, b) with a + b = n − 5, then
Gσ  F+n .
First, when Cl is evenly oriented, we can easily obtain the following lemma.
Lemma 3.1. Let G ∈ G(n, l) and l be even. Then G− ≺ F+n .
Proof. By Lemma 1.2, we have that a2i(G
−) = m(G, i)−2m(G−Cl, i− l2 )  m(G, i). Using the same
method as in Lemma 2.2, we can show G−  C∗n or G−  C+n . By Lemma 2.3, the result holds. 
Next, we need to consider the case that Cl is oddly oriented. In order to prove the main result, we
take two steps to consider the problem: l = 4 and l  6.
Wefirst consider the case l = 4. It is easy to see that each unicyclic graph can be obtained by attach-
ing rooted trees to the vertices of a cycle Cl . Let G ∈ G(n, 4) and C4 = x1x2x3x4x1 be the unique cycle
of G. Let Ta+1, Tb+1, Tc+1, Td+1 be four rooted trees of order a+1, b+1, c+1, d+1, respectively.We
denote by C4(Ta, Tb, Tc, Td) the graph obtained by attaching four rooted trees Ta+1, Tb+1, Tc+1, Td+1
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Fig. 5. Graphs C4(Ta, Tb, Tc, Td), C4(2, n − 6, 0, 0) and C4(2, 0, n − 6, 0).
to the vertex xi (i=1,2,3,4) respectively. In particular, when Ta+1, Tb+1, Tc+1, Td+1 are four paths with
their endpoints as their roots, we write C4(a, b, c, d) as C4(Ta, Tb, Tc, Td) (see Fig. 5).
In [25], Gutman shown that the first and second maximal energy trees of order n are Pn and
Pn(2, 2, n − 5). The following lemma is an alternative form of Proposition 9 in [25].
Lemma 3.2 [25]. Let T be a tree of order n. If T = Pn, then m(T, i)  m(Pn(2, 2, n − 5), i).
The following two lemmas only are used in Theorem3.1 to prove that if C4(Ta, Tb, Tc, Td) = U4(s, t)
with a + b + c + d = n − 4 and s + t = n − 5, then C+4 (Ta, Tb, Tc, Td)  F+n .
Lemma 3.3. Let n  10. Then C+4 (2, 0, n − 6, 0)  C+4 (2, n − 6, 0, 0).
Proof. By Lemma 1.2 we have
a2i(C
+
4 (2, n − 6, 0, 0)) = m(C4(2, n − 6, 0, 0), i) + 2m(P2 ∪ Pn−6, i − 2),
a2i(C
+
4 (2, 0, n − 6, 0)) = m(C4(2, 0, n − 6, 0), i) + 2m(P2 ∪ Pn−6, i − 2).
Let v3v4 be an edge of C4 of C4(2, n − 6, 0, 0) andw3w4 be an edge of C4 of C4(2, 0, n − 6, 0) (see
Fig. 5). By Lemma 2.1, we have
m(C4(2, n − 6, 0, 0), i)
= m(C4(2, n − 6, 0, 0) − v3v4, i) + m(C4(2, n − 6, 0, 0) − v3 − v4, i − 1)
= m(Pn(2, 2, n − 5), i) + m(P4 ∪ Pn−6, i − 1),
m(C4(2, 0, n − 6, 0), i)
= m(C4(2, 0, n − 6, 0) − w3w4, i) + m(C4(2, 0, n − 6, 0) − w3 − w4, i − 1)
= m(Pn(1, 2, n − 4), i) + m(P4 ∪ Pn−6, i − 1).
By Lemma 3.2 we havem(Pn(2, 2, n− 5), i)  m(Pn(1, 2, n− 4), i). It follows that a2i(C+4 (2, n−
6, 0, 0))  a2i(C+4 (2, 0, n − 6, 0)). It implies that C+4 (2, 0, n − 6, 0)  C+4 (2, n − 6, 0, 0). 
Lemma 3.4. Let n  10. Then C+4 (2, n − 6, 0, 0) ≺ F+n .
Proof. By Lemma 1.2, we have
a2i(F
+
n ) = m(Fn, i) + 2m(Pn−4(2, 2, n − 9), i − 2),
a2i(C
+
4 (2, n − 6, 0, 0)) = m(C4(2, n − 6, 0, 0), i) + 2m(P2 ∪ Pn−6, i − 2).
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Let u3u4 be an edge of the unique cycle C4 of Fn and v3v4 be an edge of the unique cycle C4 of
C4(2, n − 6, 0, 0) (see Figs. 3 and 5). By Lemma 2.1 we have
m(Fn, i) = m(Fn − u3u4, i) + m(Fn − u3 − u4, i − 1)
= m(Pn(2, 2, n − 5), i) + m(P2 ∪ Pn−4(2, 2, n − 9), i − 1),
m(C4(2, n − 6, 0, 0), i) = m(C4(2, n − 6, 0, 0) − v3v4, i)
+m(C4(2, n − 6, 0, 0) − v3 − v4, i − 1)
= m(Pn(2, 2, n − 5), i) + m(P4 ∪ Pn−6, i − 1),
m(P2 ∪ Pn−4(2, 2, n − 9), i − 1) = m(P2 ∪ P2 ∪ Pn−6, i − 1) + m(P2 ∪ P2 ∪ Pn−9, i − 2),
m(P4 ∪ Pn−6, i − 1) = m(P2 ∪ P2 ∪ Pn−6, i − 1) + m(Pn−6, i − 2).
Thus,m(Fn, i)−m(C4(2, n− 6, 0, 0), i) = m(P2 ∪ P2 ∪ Pn−9, i− 2)−m(Pn−6, i− 2). By Lemma 2.1
we have
m(Pn−4(2, 2, n − 9), i − 2) = m(P2 ∪ Pn−6, i − 2) + m(P2 ∪ Pn−9, i − 3).
It follows that
a2i(F
+
n )−a2i(C+4 (2, n−6, 0, 0)) = 2m(P2∪Pn−9, i−3)+m(P2∪P2∪Pn−9, i−2)−m(Pn−6, i−2)
Next,
m(Pn−6, i − 2) = m(P3 ∪ Pn−9, i − 2) + m(P2 ∪ Pn−10, i − 3),
m(P2 ∪ P2 ∪ Pn−9, i − 2)  m(P3 ∪ Pn−9, i − 2),
m(P2 ∪ Pn−9, i − 3)  m(P2 ∪ Pn−10, i − 3).
Then a2i(F
+
n )−a2i(C+4 (2, n−6, 0, 0))  m(P2∪Pn−9, i−3)  0.Moreover, a6(F+n )−a6(C+4 (2, n−
6, 0, 0))  1 > 0. It implies that C+4 (2, n − 6, 0, 0) ≺ F+n . 
The following lemma is an alternative form of Theorem 2.2 in [26] which will be used to compare
the matching numbers of two trees in Theorem 3.1 and Lemmas 3.8, 3.9.
Lemma 3.5 [26]. Let a + b = c + d with 0  a  b and 0  c  d. Let a < c. Then we have:
(1) If a is even, then m(Pa ∪ Pb, i)  m(Pc ∪ Pd, i). Furthermore, there exists at least one index i such
that the above inequality is strict.
(2) If a is odd, then m(Pa ∪ Pb, i)  m(Pc ∪ Pd, i). Furthermore, there exists at least one index i such
that the above inequality is strict.
Let a, b be nonnegative integers and Bn = {U4(a, b)|0  a  b, a + b = n − 5}. We denote by
dG(u) the degree of vertex u in graph G.
Theorem 3.1. Let G ∈ G(n, 4) and n  10. If G ∈ Bn, then G+  F+n .
Proof. Let C4 = x1x2x3x4x1 be the unique cycle of G. Let N(G) = {xi|dG(xi)  3, i = 1, 2, 3, 4}. We
consider the following four cases:
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Case 1: |N(G)| = 1.
Without loss of generality, we assume dG(x1)  3. Then G must be the form of C4(Tn−4, 0, 0, 0).
By Lemma 1.2 we have
a2i(C
+
4 (Tn−4, 0, 0, 0)) = m(C4(Tn−4, 0, 0, 0), i) + 2m(C4(Tn−4, 0, 0, 0) − C4, i − 2),
a2i(F
+
n ) = m(Fn, i) + 2m(Pn−4(2, 2, n − 9), i − 2).
SinceG ∈ Bn, we have C4(Tn−4, 0, 0, 0)−C4 = Pn−4. By Lemma3.2we havem(C4(Tn−4, 0, 0, 0)−
C4, i − 2)  m(Pn−4(2, 2, n − 9), i − 2).
Let u3u4 be an edge of the unique cycle C4 of Fn (see Fig. 3). By Lemma 2.1, we have
m(Fn, i) = m(Fn − u3u4, i) + m(Fn − u3 − u4, i − 1)
= m(Pn(2, 2, n − 5), i) + m(P2 ∪ Pn−4(2, 2, n − 9), i − 1),
m(C4(Tn−4, 0, 0, 0), i) = m(C4(Tn−4, 0, 0, 0)−x1x2, i)+m(C4(Tn−4, 0, 0, 0)−x1−x2, i−1).
By Lemma 3.2, we have
m(C4(Tn−4, 0, 0, 0) − x1x2, i)  m(Pn(2, 2, n − 5), i),
m(C4(Tn−4, 0, 0, 0) − x1 − x2, i − 1)  m(P2 ∪ Pn−4(2, 2, n − 9), i − 1).
It follows that m(C4(Tn−4, 0, 0, 0), i)  m(Fn, i). Then a2i(C+4 (Tn−4, 0, 0, 0))  a2i(F+n ). It implies
that C
+
4 (Tn−4, 0, 0, 0)  F+n .
Case 2: |N(G)| = 2.
Then G must be the form of C4(Ta, Tb, 0, 0) or C4(Ta, 0, Tb, 0) with a + b = n − 4.
Subcase 2.1: G is the form of C4(Ta, Tb, 0, 0).
Without loss of generality, we assume dG(x1)  3 and dG(x2)  3. By Lemma 1.2, we have
a2i(C
+
4 (Ta, Tb, 0, 0)) = m(C4(Ta, Tb, 0, 0), i) + 2m(C4(Ta, Tb, 0, 0) − C4, i − 2)
 m(C4(Ta, Tb, 0, 0), i) + 2m(Ta ∪ Tb, i − 2),
a2i(C
+
4 (2, n − 6, 0, 0)) = m(C4(2, n − 6, 0, 0), i) + 2m(P2 ∪ Pn−6, i − 2).
Let v1v4 be an edge of C4 of C4(2, n − 6, 0, 0) (see Fig. 5). By Lemma 2.1, we have
m(C4(2, n − 6, 0, 0), i) = m(C4(2, n − 6, 0, 0) − v1v4, i)
+m(C4(2, n − 6, 0, 0) − v1 − v4, i − 1)
= m(Pn, i) + m(P2 ∪ P2 ∪ Pn−6, i − 1),
m(C4(Ta, Tb, 0, 0), i) = m(C4(Ta, Tb, 0, 0) − x1x2, i)
+m(C4(Ta, Tb, 0, 0) − x1 − x2, i − 1)
 m(Pn, i) + m(P2 ∪ Ta ∪ Tb, i − 1).
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Thenm(C4(Ta, Tb, 0, 0) − x1x2, i)  m(Pn, i). Since Ta ∪ Tb is a unconnected forest of order n− 4, by
Lemma 3.5 we have
m(Ta ∪ Tb, i − 2)  m(P2 ∪ Pn−6, i − 2),
m(P2 ∪ Ta ∪ Tb, i − 1)  m(P2 ∪ P2 ∪ Pn−6, i − 1).
It follows that a2i(C
+
4 (Ta, Tb, 0, 0))  a2i(C+4 (2, n − 6, 0, 0)). Then C+4 (Ta, Tb, 0, 0)  C+4 (2, n −
6, 0, 0). By Lemma 3.4, we have C+4 (Ta, Tb, 0, 0) ≺ F+n .
Subcase 2.2: G is the form of C4(Ta, 0, Tb, 0).
Using the samemethod as in Subcase 2.1, we can obtain that C
+
4 (Ta, 0, Tb, 0)  C+4 (2, 0, n−6, 0).
By Lemmas 3.3 and 3.4 we have C
+
4 (Ta, 0, Tb, 0) ≺ F+n .
Case 3: |N(G)| = 3.
Then G must be the form of C4(Ta, Tb, Tc, 0) with a + b + c = n − 4. Without loss of generality,
we assume dG(x1)  3, dG(x2)  3 and dG(x3)  3. By Lemmas 1.2, 2.1, 3.5, we have
a2i(C
+
4 (Ta, Tb, Tc, 0))
= m(C4(Ta, Tb, Tc, 0), i) + 2m(C4(Ta, Tb, Tc, 0) − C4, i − 2)
 m(C4(Ta, Tb, Tc, 0) − x1x2, i) + m(C4(Ta, Tb, Tc, 0) − x1 − x2, i − 1)
+2m(Ta ∪ Tb ∪ Tc, i − 2)
 m(Pn, i) + m(P2 ∪ P2 ∪ Pn−6, i − 1) + 2m(P2 ∪ Pn−6, i − 2).
According to the computing in Subcase 2.1, we have
a2i(C
+
4 (2, n − 6, 0, 0)) = m(Pn, i) + m(P2 ∪ P2 ∪ Pn−6, i − 1) + 2m(P2 ∪ Pn−6, i − 2).
Then a2i(C
+
4 (Ta, Tb, Tc, 0))  a2i(C+4 (2, n − 6, 0, 0)). It implies that C+4 (Ta, Tb, Tc, 0)  C+4 (2, n −
6, 0, 0). By Lemma 3.4 we have C+4 (Ta, Tb, Tc, 0) ≺ F+n .
Case 4: |N(G)| = 4.
Then Gmust be the form of C4(Ta, Tb, Tc, Td)with a + b + c + d = n − 4. By Lemmas 1.2, 2.1, 3.5,
we have
a2i(C
+
4 (Ta, Tb, Tc, Td))m(C4(Ta, Tb, Tc, Td), i) + 2m(Ta ∪ Tb ∪ Tc ∪ Td, i − 2)
= m(C4(Ta, Tb, Tc, Td) − x1x2, i) + m(C4(Ta, Tb, Tc, Td)
−x1 − x2, i − 1) + 2m(Ta ∪ Tb ∪ Tc ∪ Td, i − 2)
m(Pn, i) + m(P2 ∪ P2 ∪ Pn−6, i − 1) + 2m(P2 ∪ Pn−6, i − 2).
Then a2i(C
+
4 (Ta, Tb, Tc, Td))  a2i(C+4 (2, n− 6, 0, 0)). It follows that C+4 (Ta, Tb, Tc, Td)  C+4 (2, n−
6, 0, 0). By Lemma 3.4 we have C+4 (Ta, Tb, Tc, Td) ≺ F+n .
To conclude, the result holds. 
Next, we are ready to consider the case that l  6. First, we will prove that if G = Pn−2n , then
G+  (P6n)+. Then we will show that (Pn−2n )+ ≺ F+n and (P6n)+ ≺ F+n .
In [10], Hou et al. proved the following result by induction on n − l.
Lemma 3.6 [10]. Let G ∈ G(n, l). If G = Pln, then G+ ≺ (Pln)+.
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The following lemma about the matching number will be used in Lemmas 3.8 and 3.9 to study the
skew energies of the oriented unicyclic graphs (Pln)
+.
Lemma 3.7. Let k, r, i be nonnegative integers. If k  2r+1 and i  r, thenm(Pk−2r, i− r)  m(Pk, i).
Proof. By Lemma 2.1 we have
m(Pk, i) = m(P2r ∪ Pk−2r, i) + m(P2r−1 ∪ Pk−2r−1, i − 1)
=
i∑
t=0
[m(P2r, t) · m(Pk−2r, i − t)] + m(P2r−1 ∪ Pk−2r−1, i − 1)
m(Pk−2r, i − r) + m(P2r−1 ∪ Pk−2r−1, i − 1)
m(Pk−2r, i − r). 
When n and l (l  6) are even, the following two lemmas show that if Pln = Pn−2n , then (Pln)+ 
(P6n)
+.
Lemma 3.8. Let n and l be even. Then we have:
(1) If 6  l  n
2
, then (Pln)
+  (Pl+2n )+.
(2) If 6  l < n
2
+ 1, then (Pln)+  (Pn−l+2n )+.
Proof.
(1) By Lemmas 1.2 and 2.1, we have
a2i((P
l
n)
+) = m(Pln, i) + 2m
(
Pn−l, i − l
2
)
= m(Pn, i) + m(Pl−2 ∪ Pn−l, i − 1) + 2m
(
Pn−l, i − l
2
)
,
a2i((P
l+2
n )
+) = m(Pl+2n , i) + 2m
(
Pn−l−2, i − l + 2
2
)
= m(Pn, i) + m(Pl ∪ Pn−l−2, i − 1) + 2m
(
Pn−l−2, i − l + 2
2
)
.
By Lemma 3.7 we havem
(
Pn−l, i − l2
)
 m
(
Pn−l−2, i − l+22
)
.
Since l  n
2
, we have l − 2  n − l − 2. Since l − 2 is even, by Lemma 3.5 (1) we have
m(Pl−2 ∪ Pn−l, i − 1)  m(Pl ∪ Pn−l−2, i − 1). Then a2i((Pln)+)  a2i((Pl+2n )+).
When i = l+2
2
, we have
m
(
Pn−l, i − l
2
)
= m(Pn−l, 1) = n − l > m
(
Pn−l−2, i − l + 2
2
)
= m(Pn−l−2, 0) = 1.
Thus al+2
(
(Pln)
+) > al+2 ((Pl+2n )+). It follows that (Pln)+  (Pl+2n )+.
(2) The proof is similar to (1). 
Lemma 3.9. Let n be odd and 6  l  n − 3. If l is even, then (Pln)+ 
(
Pl+2n
)+
.
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Proof. By Lemmas 1.2 and 2.1, we have
a2i((P
l
n)
+) = m(Pln, i) + 2m
(
Pn−l, i − l
2
)
= m(Pn, i) + m(Pl−2 ∪ Pn−l, i − 1) + 2m
(
Pn−l, i − l
2
)
,
a2i((P
l+2
n )
+) = m(Pl+2n , i) + 2m
(
Pn−l−2, i − l + 2
2
)
= m(Pn, i) + m(Pl ∪ Pn−l−2, i − 1) + 2m
(
Pn−l−2, i − l + 2
2
)
.
By Lemma3.7wehavem
(
Pn−l, i − l2
)
 m(Pn−l−2, i− l+22 ).We consider the following two cases:
Case 1: l − 2  n − l − 2.
Since l − 2 is even, by Lemma 3.5 (1), we have
m(Pl−2 ∪ Pn−l, i − 1)  m(Pl ∪ Pn−l−2, i − 1).
Thus a2i((P
l
n)
+)  a2i((Pl+2n )+).
Case 2: l − 2 > n − l − 2.
Since n − l − 2 is odd, by Lemma 3.5 (2), we have
m(Pl−2 ∪ Pn−l, i − 1)  m(Pl ∪ Pn−l−2, i − 1).
Thus a2i((P
l
n)
+)  a2i((Pl+2n )+).
When i = l+2
2
, we have
m
(
Pn−l, i − l
2
)
= m(Pn−l, 1) = n − l > m
(
Pn−l−2, i − l + 2
2
)
= m(Pn−l−2, 0) = 1.
Thus al+2((Pln)+) > al+2((Pl+2n )+). Consequently, (Pln)+  (Pl+2n )+. 
By Lemmas 3.6, 3.8 and 3.9, we can obtain that ifG = Pn−2n , P4n , then G+  (P6n)+. In order to prove
the main result in this section, we now only need to prove that (Pn−2n )+ ≺ F+n and (P6n)+ ≺ F+n .
Lemma 3.10. If n  10, then (Pn−2n )+ ≺ F+n .
Proof. First we prove that (Pn−2n )+ ≺ C+n . By Lemma 1.2 we have an((Pn−2n )+) = an(C+n ) = 4.
When 2i < n, by Lemmas 1.2 and 2.1 we have
a2i((P
n−2
n )
+) = m(Pn−2n , i) + 2m(P2, i − n−22 )
= m(Pn, i) + m(P2 ∪ Pn−4, i − 1) + 2m(P2, i − n−22 ),
a2i(C
+
n ) = m(Cn, i) = m(Pn, i) + m(Pn−2, i − 1).
We consider the following two cases:
Case 1: 2i = n − 2.
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Then
an−2((Pn−2n )+) = m
(
Pn,
n−2
2
)
+ m
(
P2 ∪ Pn−4, n−42
)
+ 2,
an−2(C+n ) = m(Cn, , n−22 ) = m
(
Pn,
n−2
2
)
+ m
(
Pn−2, , n−42
)
.
Thus,
an−2(C+n ) − an−2((Pn−2n )+) = m
(
Pn−2, , n−42
)
− m
(
P2 ∪ Pn−4, n−42
)
− 2
= m
(
Pn−5, n−62
)
− 2
= 1 + m
(
Pn−7, n−82
)
− 2
= m
(
Pn−9, n−102
)
> 0.
Case 2: 2i < n − 2.
a2i((P
n−2
n )
+) = m(Pn, i) + m(P2 ∪ Pn−4, i − 1),
a2i(C
+
n ) = m(Cn, i) = m(Pn, i) + m(Pn−2, i − 1).
By Lemma 3.5 (1), we have a2i((P
n−2
n )
+)  a2i(C+n ). Then (Pn−2n )+ ≺ C+n . By Lemma 2.3 (1), we
have (Pn−2n )+ ≺ F+n . 
Lemma 3.11. If n  10, then (P6n)+ ≺ F+n .
Proof. By Lemma 1.2 we have
a2i((P
6
n)
+) = m(P6n , i) + 2m(Pn−6, i − 3),
a2i(F
+
n ) = m(Fn, i) + 2m(Pn−4(2, 2, n − 9), i − 2).
Let u3u4 be an edge of the unique cycle C4 of Fn (see Fig. 3). By Lemma 2.1 we have
m(Fn, i) = m(Fn − u3u4, i) + m(Fn − u3 − u4, i − 1)
= m(Pn(2, 2, n − 5), i) + m(P2 ∪ Pn−4(2, 2, n − 9), i − 1).
m(P6n , i) = m(Pn, i) + m(P4 ∪ Pn−6, i − 1).
Furthermore, by Lemma 2.1 we have
m(Pn(2, 2, n − 5), i) = m(P2 ∪ Pn−2, i) + m(P2 ∪ Pn−5, i − 1),
m(Pn, i) = m(P2 ∪ Pn−2, i) + m(Pn−3, i − 1)
= m(P2∪Pn−2, i) + m(P2∪Pn−5, i −1) + m(Pn−6, i −2),
m(P2 ∪ Pn−4(2, 2, n − 9), i − 1) = m(P2 ∪ P2 ∪ Pn−6, i − 1) + m(P2 ∪ P2 ∪ Pn−9, i − 2),
m(P4 ∪ Pn−6, i − 1) = m(P2 ∪ P2 ∪ Pn−6, i − 1) + m(Pn−6, i − 2).
Thenm(Fn, i) − m(P6n , i) = m(P2 ∪ P2 ∪ Pn−9, i − 2) − 2m(Pn−6, i − 2). By Lemma 2.1 we have
m(Pn−4(2, 2, n − 9), i − 2) = m(P2 ∪ Pn−6, i − 2) + m(P2 ∪ Pn−9, i − 3)
= m(Pn−6, i − 2) + m(Pn−6, i − 3) + m(P2 ∪ Pn−9, i − 3).
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Thus,
a2i(F
+
n ) − a2i((P6n)+) = m(P2 ∪ P2 ∪ Pn−9, i − 2) + 2m(P2 ∪ Pn−9, i − 3)  0.
Moreover, a6(F
+
n ) − a6((P6n)+) = n − 6 > 0. Then (P6n)+ ≺ F+n . 
4. A newmethod of comparing the skew energies of two oriented graphs whose skew character-
istic polynomials satisfy a given recurrence relation
In [27], Shan et al. presented a newmethod to compare the energies of two k-subdivision bipartite
graphs. The main ideas can also apply to compare the skew energies of two oriented graphs whose
skew characteristic polynomials satisfy a given recurrence relation.
In this section, we present a new method to compare the skew energies of two oriented graphs
whose skew characteristic polynomials satisfy a given recurrence relation. As the applications of the
new method, we can compare the skew energies of two oriented unicyclic graphs U
+
4 (7, n − 12) and
F+n which are quasi-order incomparable.
Similar to the Coulson integral formula for the graph energy [1], Adiga et al. [6] obtained the integral
formula for the skew energy of an oriented graph of order of n as follows:
Lemma 4.1 [6]. Let φ(Gσ , x) be the skew characteristic polynomial of an oriented graph Gσ of order n.
Then we have
Es(G
σ ) = 1
π
∫ +∞
−∞
[
n + xφ
′(Gσ ,−x)
φ(Gσ ,−x)
]
dx.
In the following two lemmas, we show the integral formula for the difference of the skew energies
of two oriented graphs of order n.
Lemma 4.2.
lim
x→∞ x log
xk + a1xk−1 + · · · + ak
xk + b1xk−1 + · · · + bk = a1 − b1.
Proof. Write t = 1
x
.
lim
x→∞ x log
xk + a1xk−1 + · · · + ak
xk + b1xk−1 + · · · + bk
= lim
t→0
log(1 + a1t + · · · + aktk) − log(1 + b1t + · · · + bktk)
t
= a1 − b1. 
Lemma 4.3. Let φ(G
σ1
1 , x) and φ(G
σ2
2 , x) be two skew characteristic polynomials of two oriented graphs
G
σ1
1 and G
σ2
2 of order n. Then
Es(G
σ1
1 ) − Es(Gσ22 ) =
2
π
∫ +∞
0
log
φ(G
σ1
1 , x)
φ(G
σ2
2 , x)
dx.
Proof. For convenience, we write φ1(x) = φ(Gσ11 , x) and φ2(x) = φ(Gσ22 , x). By Lemmas 4.1 and
Lemma 4.1, we have
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Es(G
σ1
1 ) − Es(Gσ22 ) =
1
π
∫ +∞
−∞
x
[
φ′1(−x)
φ1(−x) −
φ′2(−x)
φ2(−x)
]
dx
= 1
π
∫ +∞
−∞
x
[
φ′1(−x)φ2(−x) − φ1(−x)φ′2(−x)
φ1(−x)φ2(−x)
]
dx
= 1
π
∫ +∞
−∞
−x
[
log
φ1(−x)
φ2(−x)
]′
dx
= − 1
π
x log
φ1(−x)
φ2(−x) |
+∞−∞ +
1
π
∫ +∞
−∞
log
φ1(−x)
φ2(−x)dx
= 1
π
∫ +∞
−∞
log
φ1(−x)
φ2(−x)dx
= 2
π
∫ +∞
0
log
φ1(x)
φ2(x)
dx
= 2
π
∫ +∞
0
log
φ(G
σ1
1 , x)
φ(G
σ2
2 , x)
dx. 
In the following theorem,wepresent a newmethod to comparing the skewenergies of twooriented
graphs whose skew characteristic polynomials satisfy a given recurrence relation.
Theorem 4.1. Let fn = φ(Gσ11 , x) and gn = φ(Gσ22 , x) be two skew characteristic polynomials of two
oriented graphs G
σ1
1 and G
σ2
2 of order n. Assume that fn = xfn−1 + fn−2 and gn = xgn−1 + gn−2. Write
dn = fngn . Let k0 and k be integers with 1  k0  k 
⌊
n
2
⌋
. Then we have:
(1) If d2k0 < d2k0−1, then
Es(G
σ1
1 ) − Es(Gσ22 ) =
2
π
∫ +∞
0
log dndx <
2
π
∫ +∞
0
log d2k−1dx.
(2) If d2k0 > d2k0−1, then
Es(G
σ1
1 ) − Es(Gσ22 ) =
2
π
∫ +∞
0
log dndx <
2
π
∫ +∞
0
log d2kdx.
Proof. (1) For convenience, we assume that x > 0 in what follows.
First,
d2k+2 − d2k = f2k+2
g2k+2
− f2k
g2k
= f2k+2g2k − f2kg2k+2
g2kg2k+2
.
Since f2k+2 = xf2k+1 + f2k and g2k+2 = xg2k+1 + g2k , we have
f2k+2g2k − f2kg2k+2 = x(f2k+1g2k − f2kg2k+1)
= x(f2k−1g2k − f2kg2k−1)
= · · ·
= x(f2k0+1g2k0 − f2k0g2k0+1)
= −x(f2k0g2k0−1 − f2k0−1g2k0).
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Then,
d2k+2 − d2k = −x f2k0g2k0−1 − f2k0−1g2k0
g2kg2k+2
= −x(d2k0 − d2k0−1)
g2k0−1g2k0
g2kg2k+2
> 0.
Similarly, we have
d2k+1 − d2k−1 = x(d2k0 − d2k0−1)
g2k0−1g2k0
g2k−1g2k+1
< 0.
This implies that
d2k0 < d2k0+2 < · · · < dn < · · · < d2k0+1 < d2k0−1.
By Lemma 4.3, the result holds.
(2) The proof is similar to (1). 
Next, we use Theorem 4.1 to compare the skew energies of two oriented graphs U
+
4 (7, n− 12) and
F+n . Before this, we need to obtain the recurrence relation of their skew characteristic polynomials. In
[10], Hou and Lei obtained the recurrence relation of the skew characteristic polynomial φ(Gσ , x) of
an oriented graph Gσ as follows:
Lemma 4.4 [10]. Let e = uv be an edge that is on no even cycle of G and σ be an orientation of G. Then
φ(Gσ , x) = φ(Gσ − e, x) + φ(Gσ − u − v, x).
Let T be a tree of order n and σ1, σ2 be any two orientations of T . By Lemma 1.1 we have, a2i(T
σ1) =
m(T, i) = a2i(Tσ2). Then Tσ1 ∼ Tσ2 . For convenience, we write T∗ as Tσ where σ is any orientation
of T .
Lemma 4.5. Let n  15. Then we have:
(1) φ(F+n , x) = xφ(F+n−1, x) + φ(F+n−2, x).
(2) φ(U+4 (7, n − 12), x) = xφ(U+4 (7, n − 13), x) + φ(U+4 (7, n − 14), x).
Proof. (1) Let u1v1 be a cut edge of graph Fn (see Fig. 6). By Lemma 4.4 we have
φ(F+n , x) = φ(F+n − u1v1, x) + φ(F+n − u1 − v1, x).
To simplify, we let pn = φ(P∗n(2, 2, n − 5), x). By Lemma 4.4 we have pn = xpn−1 + pn−2.
Fig. 6. Graphs Fn and U4(7, n − 12).
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Furthermore,
φ(F+n − u1v1, x) = φ((P45)+, x) · pn−5,
φ(F+n − u1 − v1, x) = φ(C+4 , x) · pn−6.
Thus,
φ(F+n , x) = φ((P45)+, x) · pn−5 + φ(C+4 , x) · pn−6.
Then,
φ(F+n , x) = (φ((P45)+, x), φ(C+4 , x))
⎛
⎝ pn−5
pn−6
⎞
⎠
= φ((P45)+, x), φ(C+4 , x))
⎛
⎝ pn−6 pn−7
pn−7 pn−8
⎞
⎠ (x, 1)T
= (φ(F+n−1, x), φ(F+n−2, x))
⎛
⎝ x
1
⎞
⎠
= xφ(F+n−1, x) + φ(F+n−2, x).
(2) Let u2v2 be a cut edge of graph U4(7, n − 12) (see Fig. 6). By Lemma 4.4 we have
φ(U+4 (7, n − 12), x) = φ(U+4 (7, n − 12) − u2v2, x) + φ(U+4 (7, n − 12) − u2 − v2, x)
= xφ(U+4 (7, n − 13), x) + φ(U+4 (7, n − 14), x). 
Theorem 4.2. Let n  31. Then Es(F+n ) < Es(U+4 (7, n − 12)).
Proof. To simplify, we let fn = φ(F+n , x) and gn = φ(U+4 (7, n − 12), x). By Lemma 4.5 we have
fn = xfn−1 + fn−2 and gn = xgn−1 + gn−2.
By some direct calculations, we have
f15 = 26x + 181x3 + 420x5 + 466x7 + 277x9 + 90x11 + 15x13 + x15,
g15 = 24x + 180x3 + 426x5 + 471x7 + 278x9 + 90x11 + 15x13 + x15,
f16 = 4 + 96x2 + 407x4 + 728x6 + 678x8 + 354x10 + 104x12 + 16x14 + x16,
g16 = 4 + 96x2 + 413x4 + 739x6 + 684x8 + 355x10 + 104x12 + 16x14 + x16.
Furthermore,
f16g15 − g16f15 = −x(x2 + 1)(x12 + 12x10 + 52x8 + 97x6 + 73x4 + 22x2 + 1)(x2 + 2)3.
Let dn = fngn . If x > 0, then
d16 − d15 = f16
g16
− f15
g15
= f16g15 − g16f15
g15g16
< 0.
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By Theorem 4.1 we have
Es(F
+
n )−Es(U+4 (7, n−12)) =
2
π
∫ +∞
0
log dndx <
2
π
∫ +∞
0
log d31dx
.= −9.9471×10−5 < 0.
Then the result holds. 
5. Oriented unicyclic graphs of order n with the first  n−9
2
 largest skew energies
In this section, we can use the results in section 2, 3, 4 to determine the oriented unicyclic graphs of
order n  31 with the first  n−9
2
 largest skew energies in Theorem 5.2. First, we prove the following
lemma.
Lemma 5.1. Let a + b = c + d with 0  a  b and 0  c  d. Assume that a < c. Then we have:
(1) If a is even, then U+4 (a, b)  U+4 (c, d);
(2) If a is odd, then U+4 (a, b) ≺ U+4 (c, d).
Proof. By Lemma 1.2 we have
a2i(U
+
4 (a, b)) = m(U4(a, b), i) + 2m(Pn−4, i − 2),
a2i(U
+
4 (c, d)) = m(U4(c, d), i) + 2m(Pn−4, i − 2).
Let vw be an edge of C4 of graph U4(a, b) (see Fig. 2). By Lemma 2.1 we have
m(U4(a, b), i) = m(U4(a, b) − vw, i) + m(U4(a, b) − v − w, i − 1)
= m(Pn(4, a, b), i) + m(P2 ∪ Pn−4, i − 1).
Similarly, we have
m(U4(c, d), i) = m(Pn(4, c, d), i) + m(P2 ∪ Pn−4, i − 1).
Thus, a2i(U
+
4 (a, b)) − a2i(U+4 (c, d)) = m(Pn(4, a, b), i) − m(Pn(4, c, d), i).
Moreover, by Lemma 2.1 we have
m(Pn(4, a, b), i) = m(P3 ∪ Pn−4, i) + m(P2 ∪ Pa ∪ Pb, i − 1),
m(Pn(4, c, d), i) = m(P3 ∪ Pn−4, i) + m(P2 ∪ Pc ∪ Pd, i − 1).
Then a2i(U
+
4 (a, b))− a2i(U+4 (c, d)) = m(P2 ∪ Pa ∪ Pb, i− 1)−m(P2 ∪ Pc ∪ Pd, i− 1). Consequently,
the results hold directly from Lemma 3.5. 
Let B+n = {U+4 (a, b)|0  a  b, a + b = n − 5}. From Lemma 5.1, we can easily obtain the
following result.
Theorem 5.1. Let k =
⌊
n−5
2
⌋
, t =
⌊
k
2
⌋
and l =
⌊
k−1
2
⌋
. Then we have the following quasi-order relation
in B+n :
U
+
4 (0, n − 5)  U+4 (2, n − 7)  · · ·  U+4 (2t, n − 5 − 2t)  U+4 (2l + 1, n − 5 − 2l − 1)
 · · ·  U+4 (7, n − 12)  U+4 (5, n − 10)  U+4 (3, n − 8)  U+4 (1, n − 6).
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Let A+n = B+n \{U+4 (5, n − 10),U+4 (3, n − 8),U+4 (1, n − 6)}.
Theorem 5.2. Let n  31. The oriented unicyclic graphs of order n with the first  n−9
2
 largest skew
energies are the oriented unicyclic graphs in A+n .
Proof. LetGσ be an oriented unicyclic graph of order n andGσ ∈ B+n . Let Cl be the unique cycle ofG. By
Theorem5.1,we only need to prove that Es(G
σ ) < Es(U
+
4 (7, n−12)).We consider the following cases:
Case 1: l is odd.
By Lemmas 2.2 and 2.3, we have Gσ ≺ F+n . By Theorem 4.2 we have Es(Gσ ) < Es(U+4 (7, n − 12)).
Case 2: l is even.
By Lemma 3.1 we have G− ≺ F+n . By Theorem 4.2 we have Es(G−) < Es(U+4 (7, n − 12)).
Subcase 2.1: l = 4.
By Theorem 3.1 we have G+  F+n . By Theorem 4.2 we have Es(G+) < Es(U+4 (7, n − 12)).
Subcase 2.2: l  6.
By Lemma 3.6 we have G+  (Pln)+. By Lemmas 3.8 and 3.9, we have if Pln = Pn−2n , then (Pln)+ 
(P6n)
+.
By Lemmas 3.10 and 3.11, we haveG+ ≺ F+n . By Theorem4.2we have Es(G+) < Es(U+4 (7, n−12)).
To conclude, the result holds. 
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