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$Cl_{i}$ , $Cl_{i}$ $Cl_{t}$
.
. $Cl_{t}$ $Cl_{i}$ ,
. ,









. 4 $\langle U, C\cup\{d\}, V, \rho\rangle$ , $U$ , $C$
, $d$ $V$ , $\rho:U\cross C\cup\{d\}arrow\bigcup_{a\in C\cup\{d\}}V_{a}$
. , $V_{a}$ $a$ . , $d$
, $Cl_{i}$ . $U$ $Cl_{t}$
. , $Cl=\{Cl_{1}, Cl_{2}, \ldots, Cl_{p}\}$ $U$ . 1
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. 1 , ,
. $u_{1}$ , $\rho$ ( $u_{1}$ , ) $=500$ ,
$\rho$( $u_{1}$ , ) $=75,$ $\rho$ ( $u_{1}$ , ) $=$ , $\rho$ ( $u_{1}$ , ) $=$ .
, $Cl_{1}=$ {$x\in U|\rho(x,$ $d)=$ }, $Cl_{2}=$ {$x\in U|\rho(x,$ $d)=$ },












$A\subseteq C\cup\{d\}$ , $A$
$(x, y),$ $x,$ $y\in U$ .
. , $R_{A}\subseteq U\cross U$
.
$R_{A}=\{(x,y)|\rho(x,a)=\rho(y,a),\forall a\in A\}$ (1)
$R_{A}$ , , , . $R_{A}$
.






$C$ , $Cl_{i}$ $C^{*}(Cl_{i})$ $C_{*}(Cl_{i})$
.
$C^{*}(Cl_{i})=\{x\in U|[x]c\cap Cl_{t}\neq\emptyset\}$ (3)




, $u_{3}$ $u_{4}$ , ,
$C^{*}(Cl_{1})=\{u_{1}, u_{2}, u_{3}, u_{4}\}$ , $C_{*}(Cl_{1})=\{u_{1}, u_{2}\}$ ,
, .
If $\rho$($x$ , ) $\geq 51$ and $\rho$($x$ , ) $=$ then $x$ $Cl_{1}$
If $\rho$($x$ , ) $\geq 300$ then $x$ $Cl_{1}$







. , , 1 .






, [5] , MLEM2 )\lfloor x--)
.
MLEM2 .
3 $t=(a, v, R)$ . , $a$ . $v$ , $R$ .
a $R$ $=$ , $R$ $\geq$ $<$ .
$t$ , $t$ $[t]=\{x\in U|\rho(x, a)Rv\}$ .
,
, , .
$T$ , $T$ $[T]= \bigcap_{t\in T}[t]$ .
MLEM2 . , $\mathbb{T}$ , $\mathbb{T}$
$G$ $B$ . ,
$T$ $x$ , $x\in[T]$ . while $G\neq\emptyset$
, $N$ $T$ $\mathbb{T}$
. , , $T$ , $T$
$T(G)$ . while $T=\emptyset$ or $[T]\not\subset B$ ,
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$B$ $t$
$T$ . $T$ , for each tinT
$T$ $t$ , $T$ $\mathbb{T}$ . ,
$G$ . while $G\neq\emptyset$ , for each Tin $\mathbb{T}$







while $G\neq\emptyset$ do begin
$T$ $;=\emptyset;T(G)$ $;=\{t|[t]\cap G\neq\emptyset\}_{1}$.
while $T=\emptyset$ or $[T]\not\subset B$ begin
\dagger select $t\in T(G)$ with the highest priority, if a tie occurs,
select $t\in T(G)$ such that $|[t]\cap G|$ is maximum; if another tie occurs,
select $t\in T(G)$ with smallest cardinality of $[t]$ ; if a further tie occurs,
select a first one;
$T:=T\cup\{t\}$ ;
$G$ $:=[t]\cap G$ ;
$T(G)$ $:=\{t|[t]\cap G\neq\emptyset\}$ ;
$T(G)$ $:=T(G)-T$ ;
end {while};
for each $t$ in $T$ do begin
if $[T-\{t\}]\subseteq B$ then $T:=T-\{t\}$ ;
end {for};
$\mathbb{T}:=\mathbb{T}\cup\{T\}$ ;
$G:=B- \bigcup_{T\in I}[T]$ ;
end {while};
for each $T$ in $\mathbb{T}$ do begin













. strength$(r)$ $r$ , $spedfi\dot{\alpha}ty(r)$ $J$
$r$ ( ) . . $suPport_{Ct}(x)$ $x$
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, , $Cl$
strength specificity , .
$support_{Cl}(x)=mat$
ching
$\sum_{rule\epsilon r\inf erringCl}strength(r)*specificity(r)$ (7)
$suPport_{c\iota}(x)$ $Cl$ .
,









, . $Cl_{\delta}\geq,$ $Cl_{t}\geq$ , $x\in Cl_{\epsilon}\geq\Rightarrow x\in Cl_{t}\geq$
, $Cl_{t}\geq$ $Cl_{l}\geq$
. , $RULES_{1},$ $RULES_{2}$
, $RULES_{1}$ $RULES_{2}$ , $RULES_{2}$




$B$ $\mathbb{T}_{0}$ , $\mathbb{T}_{0}$ ,
$B$ $\mathbb{T}$ . , $B$ Io
. . MLEM2
. , $T$ . MLEM2 $T=\emptyset$ ,
$T_{0}\in \mathbb{T}_{0}$ $T$ . To \ddagger , $T_{0}$
. $t$ $T(G)$
. , $\mathbb{T}$ $G$ To
. . $T_{0}$
. , .
, $T$ . , $T$
$\tau_{0}$ , $T$ . , for each $t$ in $\tau_{0}$
$T$ TO $T$ $t$ . $t=(a, v, R)\in\tau_{0}$









while $G\neq\emptyset$ do begin
\ddagger $T_{0}\in \mathbb{T}_{0}$ such that $|[T_{0}]\cap G|$ is maximum; if another tie occurs,
select $T_{0}\in \mathbb{T}_{0}$ with smallest cardinality of $[T_{0}]$ ; if a further tie occurs,
select a first one;
$T:=T_{0}$ ;
$G:=[T]\cap G$ ;
$W\tau\tau b_{i}^{G}cl_{e[T]\not\subset Bbegin}^{=}--f_{(G}^{t|}|_{-T;}^{t]\cap G\neq\emptyset\};}$
\dagger select $t\in T(G)$ such that $|[t]\cap G|$ is maximum; if another tie occurs,
select $t\in T(G)$ with smallest cardinality of $[t]$ ; if a further tie occurs,





for each $t$ in $T$ do begin
if $[(T-\{t\})\cup T_{0}]\subseteq B$ then $T:=T-\{t\}$ ;
end {for};
for each $t$ in $T_{0}$ do begin






for each $T$ in $\mathbb{T}$ do begin




$B$ $\mathbb{T}_{0}$ , $\mathbb{T}_{0}$ , $B$
$\mathbb{T}$ . , $\mathbb{T}_{0}$ $U-B$
. . $\mathbb{T}_{0}$ $\mathbb{T}$
$\mathbb{T}$ $\mathbb{T}’$
. for each $T_{0}$ in $\mathbb{T}_{0}$ , $\mathbb{T}_{0}$
. MLEM2 $T(G)$ , $t\in T(G)$ $\{t\}$ $T_{0}$
. , $T$ To
. for each $T_{0}in\mathbb{T}_{0}$ , $\mathbb{T}$
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, $\mathbb{T}$ $G$










$[t]\cap G\neq\emptyset,$ $\{t\}$ is includes $T_{0}$ };
or $[T]\not\subset B$ begin
\dagger tt\in \in TT( l tm];;





for each $t$ in $T$ do begin




for each $T_{1}$ in $\mathbb{T}$ do begin
for each $T_{2}$ in $\mathbb{T}$ do begin
if $T_{1}\neq T_{2}$ and $T_{1}$ is included in $T_{2}$ then $\mathbb{T}$ $:=\mathbb{T}-\{T_{1}\}$ ;
end {for};
end {for};
$G:=B- \bigcup_{T\in \mathbb{I}},[T]$ ;
















$Cl_{i}\geq$ , \dagger , $|[t]$ $Cl_{p}\geq\cap G|$
$t$ . , $|[t]$ $Cl_{p-1}\geq\cap G|$
. , $T$
. , $|[t]\cap Cl_{i}\geq\cap G|$ , $[t]$ $t$
. , $T$ .
Procedure MLEM2-Priority









\dagger select $t\in T(G)$ so that $t$ covers smaller union of decision classes
preferentially; if ties occur, select $t\in T(G)$ with smallest
$\tau^{cardina1it}G:=[t]\cap:=T\cup\{tJ_{;}$ ;




for each $t$ in $T$ do begin







for each $T$ in $\mathbb{T}$ do begin






$Cl_{i}\leq$ , $x$ $Cl_{t}$ .
,
. , $1\leq S<t\leq P$ , $x$ $Cl_{t}\geq$ $Cl_{t}\leq$
, $x$ , , $x$ $Cl_{t}\geq$ $Cl_{l}\leq$





. , $Cl_{i}\geq$ $Cl_{i-1}\leq$ $E_{Cl}\geq(x)$
$E_{Cl_{-1}}\leq(x)$ .
$E_{c\iota_{t}\geq}(x)=- \sum_{\epsilon<t}support_{Cl\leq}(x)$ (9)
$E_{Cl_{t-1}} \leq(x)=-\sum_{s\geq t}support_{Cl}\geq(x)$ (10)
$suPport$ 2.3 (7) . $Cl_{t}\leq\cap Cl_{t}\geq=\emptyset,$ $s<t$ ,
(9) $\sum_{<t}suPport_{Cl}\leq(x)$ $x$ $Cl_{t}\geq$
. (10) $\sum_{s\geq t}support_{Cl}\geq(x)$ $x$ $Cl_{t-1}\leq$
. $E_{Cl_{t}}\geq(x)>E_{Cl_{t-1}}\leq(x)$ , $x$ $Cl_{t}\geq$
, $Cl_{t-1}\leq$ . , $E_{Cl_{p}}\geq(x)=E_{Cl_{\ell-1}}\leq(x)=0$ ,
$E_{c\iota_{t}\geq}’(x)=- \sum_{s<t}p_{-}supp\sigma rt_{c\iota_{*}\leq}(x)$ (11)
$E_{Cl_{t- 1}}’ \leq(x)=-\sum_{s\geq t}p_{-}support_{c\iota_{*}\geq}(x)$ (12)
, $E_{Cl_{\ell}}’\geq(x)>E_{Cl_{t-1}}’\leq(x)$ , $x$ $Cl_{t}\geq$ , $Cl_{t-1}\leq$
. $i=2,3,$ $\ldots,p$ .
, $Cl_{i},$ $i=1,2,$ $\ldots,p$ , $Cl_{i}$
$x$ . $x$ , $Cl_{i}$
.
$WIN_{Cl_{i}}\geq(x)=\{Cl_{t}\geq|t=2,3,.,iE_{c\iota_{t}\geq}(x)..>E_{Cl_{t- 1}}\leq(x)orE_{c\iota_{t}\geq}’(x)>E_{Cl_{t-1}}’\leq(x),$ $E_{c\iota_{t}\geq}(x)=E_{Cl_{t- 1}}\leq(x)=0\}$ (13)
.
$WIN_{Cl:}\leq(x)=\{Cl_{t-1}\leq|t=i+1,i+2,pEc\iota_{\iota t-1}\geq(x)\leq E_{Cl\leq}..(x),(E_{Cl_{t}}\geq(x)\neq 0orE_{Cl_{t-1}}\leq(x)\neq 0)orE’c\geq(x)\leq E’.,\leq(x),E_{C\downarrow_{\ell}\geq}(x)=E\leq(x)=0,\}$
(14)
(13), (14) $Cl_{i}$ $x$ ,
$COUNT_{Cl_{1}}(x)=|WIN_{Cl_{i}}\geq(x)|+|WIN_{Cl_{i}}\leq(x)|$ (15)







. , , ( )




. 1728, 6, 4 , very good,
good, acceptable, unacceptable , very $good\succ good\succ acceptable\succ unacceptable$






$\bullet$ . $Cl_{2}\geq$ , $Cl_{3},Cl_{p}$
.













, ( ) (
) ( ) ,
. ,
. , 1% 9%







1 91.21 $\pm 8.34$ $90.37\pm 8.73$
2 91.53 $\pm 5.58$ 90.95 $\pm 5.78$
3 $92.69\pm 4.15$ 92.01 $\pm 4.30$
4 $93.88\pm 3.19$ 93.18 $\pm 3.37$
5 $94.52\pm 2.73$ 93.85 $\pm 2.79$
6 $95.22\pm 2.40$ 94.49 $\pm 2.57$
7 $95.75\pm 2.08$ 95.11 $\pm 2.18$
8 $96.23\pm 1.88$ 95.68 $\pm 2.07$
9 $96.62\pm 1.66$ $96.10\pm 1.77$
10 $96.87\pm 1.56$ $96.40\pm 1.63$
20 $98.44\pm 0.80$ 98.26 $\pm 0.84$
30 $98.94\pm 0.52$ $98.86\pm 0.57$
40 $99.25\pm 0.40$ 99.20 $\pm 0.41$
50 $99.44\pm 0.32$ $99.40\pm 0.34$
60 $99.55\pm 0.27$ 99.51 $\pm 0.27$
70 $99.64\pm 0.23$ 99.62 $\pm 0.22$
80 $99.69\pm 0.19$ $99.68\pm 0.20$
90 $99.75\pm 0.16$ $99.73\pm 0.17$
, 5% , ,
* .
, 2 . 100%
, 2 . ,
, 5% $t$- ,
.







, 20% 30% .
, ,








$g_{IJ_{D}^{\Leftrightarrow}}$ (%) (%) (%) (%) (%)
1 $70.89^{*}\pm 6.13$ $68.93\pm 6.40$ $71.19\pm 6.09$ $71.08\pm 6.12$
2 $77.65\pm 4.03$ $76.04\pm 4.48$ $78.04^{*}\pm 4.21$ $77.97\pm 4.17$
38081 $\pm 3.13$ $79.93\pm 3.62$ $81.46^{*}\pm 3.05$ $81.36\pm 3.10$
4 $83.08\pm 2.63$ $82.48\pm 3.06$ $83.51^{*}\pm 2.52$ $83.50\pm 2.55$
5 $84.49\pm 2.47$ $84.27\pm 2.66$ $85.01^{*}\pm 2.33$ $84.90\pm 2.33$
685.63 $\pm 2.29$ $85.60\pm 2.49$ $86.12\pm 2.10$ $85.96\pm 2.17$
7 $86.60\pm 2.02$ $86.65\pm 2.22$ $86.98\pm 1.95$ $86.85\pm 1.95$
887.41 $\pm 2.03$ $87.65^{*}\pm 2.01$ $87.83\pm 1.82$ $87.60\pm 1.85$
9 $88.29\pm 1.83$ $88.49^{*}\pm 1.88$ $88.59\pm 1.71$ $88.39\pm 1.73$
10 $88.92^{*}\pm 1.68$ $89.10\pm 1.74$ $89.12\pm 1.63$ $88.95\pm 1.\mathfrak{H}8$
20 92.91 $\pm 1.17$ $93.09\pm 1.15$ $92.89\pm 1.17$ $92.82\pm 1.16$
30 95.01 $\pm 0.95$ $95.10\pm 0.88$ $95.00\pm 0.90$ 94.91 $\pm 0.93$
40 $96.26\pm 0.71$ $96.30\pm 0.70$ $96.28\pm 0.71$ $96.20\pm 0.72$
50 $97.17\pm 0.61$ $97.16\pm 0.61$ $97.17\pm 0.61$ 97.11 $\pm 0.61$
60 $97.73^{*}\pm 0.50$ $97.74^{*}\pm 0.50$ $97.78\pm 0.49$ $97.72\pm 0.50$
70 $98.18^{*}\pm 0.46$ $98.19^{*}\pm 0.43$ $98.22\pm 0.44$ $98.17\pm 0.45$
80 $98.53^{*}\pm 0.39$ $98.52^{*}\pm 0.38$ $98.55\pm 0.37$ $98.53\pm 0.40$
90 $98.78^{*}\pm 0.34$ $98.79^{*}\pm 0.35$ $98.80^{*}\pm 0.35$ $98.79\pm 0.35$
1:
70
. , ( )
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