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An Application of Bayesian Option Pricing to the Soybean Market
Options pricing techniques have been an important part of finance for some time. Most approaches specify a particular stochastic process to represent the price dynamics of the underlying asset and then derive an explicit pricing model. While this may be acceptable for standard financial assets, it can be problematic for commodities. Many commodities have significant seasonalities and require a far more elaborate time-series specification of the price dynamics of the underlying asset. Hence, it becomes difficult at best to derive explicit pricing formulae. Further, with the additional complexity of a rich time-series specification, estimation risk becomes a genuine concern.
In this paper we suggest an alternative approach. We use numerical Bayes techniques to build a predictive density for the price of the underlying asset (for the example in this paper we need to predict the soybean cash and futures prices at the option's expiration). Bayesian techniques allow for two very important additions. First, we can integrate out any estimation risk. Second, it allows us to incorporate properly any non-sample information that we may have. Once the predictive density has been computed, we use a procedure proposed by Stutzer (1996) to translate this density to its risk-neutral form. Once this is done, pricing European options is very straightforward.
To illustrate this approach we consider recent prices of options on soybean futures traded on The Chicago Board of Trade. We start with a simple vector autoregressive specification of the spot price return and the basis (defined as the log difference between the futures price and the spot price). We compare this procedure with traditional approaches as well as with a non-parametric procedure advocated by Stutzer (1996) .
Building the Predictive
We are interested in pricing options on soybean futures and so we need to predict the soybean futures price on the option expiration day, F T , where F denotes the futures price and the T subscript refers to the future's expiration day. To predict the futures price we work with the spot price and the basis using the cost of carry relation:
where S denotes the spot price and b is the basis. Here the basis represents the percentage cost of carrying the spot commodity forward in time to the future's expiration date (not the same as the options expiration date).
Using this structure we need to derive predictive densities for the spot price change and the basis. While there are many possible structures to use, here we rely on a two-equation vector autoregression. The variables we include in our vector autoregression are the change in the spot price, ln( ) ln( ) S S t t − −1 , and the basis, ln( ) ln( )
The VAR can be written 
where tr denotes the trace operator. That is, the VAR can be seen to be a version of the standard multivariate regression model:
where the (2+nλ)×n matrix B contains the VAR coefficients, and the rows of V are iid
For our examples we will adopt an "uninformative" prior. Although there are many interpretations that can be given to "uninformative", we use the standard "flat" prior:
(see Zellner). The posterior distribution of the parameters is the product of the likelihood and the prior, or
A little rewriting using the least squares estimate of B, $ B , and the sum of squares matrix,
A little more rearrangement reveals that
where
is the normal distribution, (k = 2+nλ), and
Sampling from the posterior distribution and the predictive are straightforward because sampling from the inverse-Wishart distribution is straightforward. In particular, to sample from the posterior distribution, simply sample from the appropriate inverse- the last λ sample data points, perform a dynamic simulation of the VAR using the previously drawn B and the newly drawn shocks.
For our example we use the "flat" prior and 13 lags (one quarter of a year of weekly data) in the vector auto-regression. We also include monthly dummy variables in our specification of C. Our Monte Carlo construction of the predictive density of F T uses 5000 draws.
The Risk-Neutral Density
Once we have computed the predictive density we need to risk-adjust the probabilities to form the risk-neutral or pricing density. To do this we use a procedure advocated by Stutzer (1996) . This procedure uses the maximum entropy principle of information theory to transform the predictive density to its risk-neutral form. This section describes his basic approach.
Using the Monte Carlo predictive density for F T we compute a futures return factor, R T t i ( ) − , for each draw, i=1,2,…,5000:
where t denotes the current date and T is the options expiration date. We now need to transform the Monte Carlo probabilities for each draw, $ ( )
(an equal weighting using the number of Monte Carlo draws in building the predictive density), so that the resulting estimated risk-adjusted density, $ ( ) * π i , prices the futures contract properly. That is, we require the true risk-adjusted density to satisfy the following: Finally, to price a European option on a future contract, use the risk-neutral density to compute the discounted expected value at the option's expiration. For a call option with a strike price of X we have: and August. The last delivery day is the last business day of the delivery month. We use weekly historical data (Friday to Friday) on the cash and futures prices to construct our VAR, as well as to compute historical volatilities for the Black formula and to implement the nonparametric prediction procedure of Stutzer (1996) . Logical Information Machines, Inc. generously provided the data used for these examples. Our data begin on the first non-holiday Friday in July (July 10), 1959 and goes through Friday, November 13 1998.
We use the next-to-expire contract for each contract month and include dummy variables in the basis equation in the VAR when the contract year shifts.
Options on futures expire on the first Saturday following the last day of trading.
The last trading day is the last Friday with at least five business days remaining in the month preceding the option month. Options prices for our examples are taken from the Wall Street Journal on Monday, November 16.
An Example
To illustrate our procedure we value calls and puts on soybean futures options for the date Friday, November 13, 1998. 3 We use the January 1999 and March 1999 options contracts to contrast three different techniques: the Black model, the Stutzer model, and our blended approach of using numerical Bayes techniques to build the predictive density.
The Black model is the familiar log normal predictive; the Stutzer model simply uses the empirical distribution of (T-t) period futures price growth rates together with the most recent futures datum to produce a nonparametric estimate of the predictive distribution.
Results for pricing the January options are presented in Tables 1 and 3 We use two different implementations of each pricing model. In the first we use no current information from the options market to price the contracts. This means that we use historical volatilities for the Black (1976) implementation and use only one constraint (that the futures contract be properly priced) for the Stutzer (1996) and numerical Bayes procedures. These values and percent errors (differences from settlement prices) are in Tables 1 and 2 . Our second implementation uses the at-the-money option price to aid in pricing the other options. Hence, for the Black (1976) model we use the implied volatility of the at-the-money call option. For the Stutzer (1996) and numerical Bayes techniques we add an additional constraint that the at-the-money calls are correctly priced in generating the risk-adjusted predictive density. These option prices and percent deviations from the settlement prices are reported in Tables 3 and 4 .
An inspection of the Tables shows adding the constraints (see Tables 3 and 4) improves the pricing accuracy considerably. Both the Stutzer model and the Bayes approach price the options at least as well as the Black model. Given the complexity of the VAR (13 lags plus dummy variables) parameter uncertainty appears to be well managed.
Further, employment of informative prior information is straightforward by importance sampling-all that is required is a re-weighting of the drawings from the flat prior posterior (each draw initially having weight 1 5000 ) prior to the Stutzer change-of-measure procedure.
One caveat to our implementation is that the options on soybean futures referred to are American-style and we have provided European options prices. For the options that we consider, the additional value of the American early-exercise feature is very modest.
Conclusions
In this paper we outline a procedure for pricing derivative securities when the underlying asset has rich time-series properties. Many commodities are examples of such assets. We use some simple examples to show that relative to the standard Black (1976) model, as well as a non-parametric procedure advocated by Stutzer (1996) a procedure that makes use of numerical Bayes techniques to develop an underlying predictive density holds significant promise. That these techniques work well for complicated time series models (in our case, the model had 81 parameters) and without informative prior information is particularly encouraging, and suggests that additional efforts to tune the model and to employ non-sample information will be fruitful.
In subsequent work we plan to develop further the time-series specification of the predictive density. In addition, a more detailed examination of the pricing performance of these models is required to document performance over a longer sample, across expiration months, across puts and calls, and across strike prices. 
(B, Σ|Y,X) = P(B|Σ,Y,X) P(Σ|Y,X).
2 See Hobson and Stutzer (1995) for a more detailed review of the KLIC. For its use in deriving well-known parametric option pricing models, see Gerber and Shiu who dub the transformation from actual to risk-neutral probabilities the "Esscher Transform".
