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In the present paper, we are concerned with the general localized solutions for the complex short
pulse equation including soliton, breather and rogue wave solutions. With the aid of a generalized
Darboux transformation, we construct the N-bright soliton solution in a compact determinant form,
then the N-breather solution including the Akhmediev breather and a general higher order rogue
wave solution. The first- and second-order rogue wave solutions are given explicitly and illustrated
by graphs. The asymptotic analysis is performed rigourously for both the N-soliton and the N-
breather solutions. All three forms of the localized solutions admit either smoothed-, cusped- or
looped-type ones for the CSP equation depending on the parameters. It is noted that, due to the
reciprocal (hodograph) transformation, the rogue wave solution to the CSP equation is different
from the one to the nonlinear Schro¨dinger (NLS) equation, which could be a cusponed- or a looped
one.
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I. INTRODUCTION
The nonlinear Schro¨dinger (NLS) equation, as one of the universal models that describe the evolution of slowly
varying packets of quasi-monochromatic waves in weakly nonlinear dispersive media, plays an key role in nonlinear
optics [1, 2]. Recently, there are several experiments reported related to the modulational instability (MI) and the
breather solution [3, 4] of the NLS equation in nonlinear optics. The Akhmediev breather (periodic in space but
localized in time) [5], the Peregrine soliton or rogue wave (RW) solution (time and space homoclinic) [6] and the
Kuznetsov-Ma soliton (periodic in time but localized in space) [7] have recently been experimentally observed in
optical fibers [8–10] in succession. Beside the experimental observation in optical fibers, the RWs have also been
observed in water-wave tanks [11] and plasmas [12].
However, in the regime of ultra-short pulses where the width of optical pulse is in the order of femtosecond (10−15 s),
the quasi-monochromatic assumption to derive the NLS equation is not valid anymore [13]. Description of ultra-short
processes requires a modification of standard slow varying envelope models based on the NLS equation. There are
usually two ways to satisfy this requirement in the literature. The first one is to add several higher-order dispersive
terms to yield higher-order NLS equation [2]. The second one is to construct a suitable fit to the frequency-dependent
dielectric constant ε(ω) in the desired spectral range. Several models have been proposed by the latter approach such
as the short-pulse (SP) equation [14–17] and the complex short pulse (CSP) equation [18].
Recently, Scha¨fer and Wayne derived a short pulse (SP) equation [14]
uxt = u+
1
6
(u3)xx (1)
to describe the propagation of ultra-short optical pulses in nonlinear media. Here, u = u(x, t) is a real-valued function,
representing the magnitude of the electric field. The SP equation (1) has been shown to be completely integrable
[19–23]. The periodic and soliton solutions of the SP equation (1) were found in [24–26]. The connection between
the SP equation (1) and the sine-Gordon equation through the reciprocal transformation was clarified, and then the
N -soliton solutions including multi-loop and multi-breather ones were given in [27, 28] by using the Hirota’s bilinear
method [29]. The integrable discretization and the geometric interpretation of the SP equation were given in [30, 31].
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2Most recently, one of the authors proposed a complex short pulse (CSP) equation [18]
qxt + q +
1
2
(|q|2qx)x = 0 (2)
that governs the propagation of ultra short pulse packet along optical fibers. There are several advantages in using
complex representation description of wave phenomenon, especially of the optical waves [32]. Firstly, amplitude and
phase are two fundamental characteristics for a wave packet, the information of these two factors are nicely combined
into a single complex-valued function. Secondly, the use of complex representation can make a lot of manipulations
including soliton interactions much easier. Such advantages can be observed in many analytical results related to
the NLS equation, the complex short pulse equation and their coupled models. As is shown in [18, 33], in contrast
with the fact that one-soliton solution to the SP equation is always a loop soliton without physical meaning (1), the
one-soliton solution to the CSP equation (2) is an envelope soliton with a few optical cycles.
Compared to the SP equation, few results are known to the CSP equation (2). It is necessary to study the CSP
equation mathematically, as well as its applications in nonlinear optics. Therefore, it is the aim of the present paper
to investigate all kinds of solutions of the CSP equation by Darboux transformation.
Based on the previous study [18, 33], it is known that the CSP equation (2) is linked to a complex coupled
dispersionless (CCD) equation [34]
qys = ρq,
ρs +
1
2
(|q|2)y = 0,
(3)
through the following reciprocal (hodograph) transformation
dx = ρdy − 1
2
|q|2ds, dt = −ds, (4)
The CCD equation (3) is the first negative flow of the Landau-Lifshitz hierarchywhile the SP and the CSP equations
being the first negative flow of Wadati-Konno-Ichikawa (WKI) hierarchy [35–37]. By constructing a generalized Dar-
boux transformation to the CCD equation and integrating the integrals exactly involved in the reciprocal (hodograph)
transformation, we are able to construct the general analytical solutions to the CSP equation including the N -bright
soliton, N -breather solution and higher order rogue wave solutions.
It should be pointed out that the compact formulas for these solutions are more convenient for us to perform the
asymptotic analysis. Recently the modulational instability has been also considered as a wave breaking mechanism
[38]. Indeed, if the initial steepness of the monochromatic wave is large, during the process of modulational instability,
one wave will start growing and will soon reach the limiting steepness, and break before becoming a rogue wave. The
NLS theory does not predict the breaking or overturning of the waves [39]. Different from previous research regarding
the rogue wave solution to the NLS equation, we find that there exists the wave breaking phenomenon in the rogue
wave theory of the CSP equation (2). These results could deepen our understanding about the MI mechanism [40].
The outline of the present paper is organized as follows. In section II, the generalized Darboux transformation
[41–43] of the CCD equation was derived through loop group method [44]. Based on the generalized Darboux
transformation, we can obtain the general soliton formulas for the CCD equation. Further, by integrating the reciprocal
transformation exactly, we can construct the general soliton formulas for the CSP equation. In section III, the N -
bright soliton solution and the N -breather solution are constructed, and their asymptotic analyses are performed.
In section IV, we construct the rogue wave solution including the first-order and general higher order rogue wave
solution. Section IV is devoted to conclusions and some discussions. In Appendices, we give the details involving the
proofs of asymptotic analysis and the modulational instability analysis.
II. GENERALIZED DARBOUX TRANSFORMATION FOR THE CSP EQUATION
Prior to giving the Darboux transformation (DT) for the CSP equation (2), we briefly review the link between the
CSP equation and the CCD equation. It is known that the CCD equation (3) admits the following Lax pair
Ψy =U(ρ, q;λ)Ψ,
Ψs =V (q;λ)Ψ,
(5)
where
U(ρ, q;λ) =
− iρλ − q∗yλ
qy
λ
iρ
λ
 , V (q;λ) = ( i
4
λσ3 +
i
2
Q
)
, σ3 = diag(1,−1), Q =
[
0 q∗
q 0
]
, (6)
3and ∗ represents the complex conjugate. Through the reciprocal transformation (4), one can obtain the CSP equation
(2) and its Lax pair:
Ψx =
− iλ − q∗xλ
qx
λ
i
λ
Ψ,
Ψt =
− i4λ+ i|q|22λ − iq∗2 + |q|2q∗x2λ
− iq2 − |q|
2qx
2λ
i
4λ− i|q|
2
2λ
Ψ.
(7)
On the contrary, the CSP equation (2) can be transformed into the CCD equation (3). Note that the CSP equation
(2) can be rewritten as the following conservative form(√
1 + |qx|2
)
t
+
1
2
(
|q|2
√
1 + |qx|2
)
x
= 0 , (8)
thus, by letting ρ−1 =
√
1 + |qx|2 and defining an inverse reciprocal transformation
dy = ρ−1dx− 1
2
ρ−1|q|2dt, ds = −dt, (9)
we can convert system (7) into system (5). The equivalence between the CSP and the CCD equations is kind of
formal under the reciprocal and inverse reciprocal transformations. The rigorous equivalence is valid only if ρ 6= 0 for
(y, s) ∈ R2, or |ux| 6=∞ for (x, t) ∈ R2.
To construct the soliton and rogue wave solutions for the CSP equation (2), we give the following proposition
Proposition 1 The Darboux matrix
T = I +
λ∗1 − λ1
λ− λ∗1
P1, P1 =
|y1〉〈y1|
〈y1|y1〉 , 〈y1| = |y1〉
†, |y1〉 =
[
ψ1(y, s;λ1)
φ1(y, s;λ1)
]
(10)
where |y1〉 is a special solution for linear system (5) with λ = λ1, can convert system (5) into a new system
Ψ[1]y =U(ρ[1], q[1];λ)Ψ[1],
Ψ[1]s =V (ρ[1], q[1];λ)Ψ[1].
(11)
The Ba¨cklund transformations between (ρ[1], q[1]) and (ρ, q) are given through
ρ[1] =ρ− 2 lnys
( 〈y1|y1〉
λ∗1 − λ1
)
,
q[1] =q +
(λ∗1 − λ1)ψ∗1φ1
〈y1|y1〉 ,
|q[1]|2 =|q|2 + 4 lnss
( 〈y1|y1〉
λ∗1 − λ1
)
.
(12)
Proof: The Darboux transformation for the system (5) is a standard one for the AKNS system with SU(2)
symmetry. The rest of the proposition is to prove the formulas (12), in which carry on some ideas from the classical
monograph [47].
Suppose there is a holomorphic solution for Lax pair equation (5) in some punctured neighborhood of infinity on
the Riemann surface, smoothing depending on y and s. Thus, we may assume the following asymptotical expansion
as λ→∞. [
ψ1
φ1
]
=
[[
1
0
]
+
∞∑
i=1
Ψiλ
−i
]
exp
(
i
4
λs
)
, (13)
for the wave function Ψ and
T = I +
∞∑
i=1
T [i]λ−i. (14)
4for the Darboux matrix T . Since T is the Darboux matrix, it satisfies the following relations
Ty + TU = U [1]T. (15)
By comparing the entries of the matrices, we get
qy[1] = qy +
(
T
[1]
2,1
)
y
,
ρ[1] = ρ+ i
(
T
[1]
1,1
)
y
.
(16)
Integrating the first equation with respect to y, we have the second equation in (12). Let
H ≡ q∗ φ1
ψ1
=
∞∑
i=1
Hiλ
−i,
we then have
(lnH)s =
φ1,s
φ1
− ψ1,s
ψ1
+ (ln q∗)s = − i
2
λ− i
2
H +
i
2
|q|2H−1 + (ln q∗)s
from the first equation of (5). Thus
Hs =
i
2
|q|2 − i
2
λH − i
2
H2 + (ln q∗)sH.
Then the coefficient Hi can be determined as following:
H1 =|q|2, H2 = 2iqsq∗,
Hi+1 =2iq
∗
(
Hi
q∗
)
s
−
i−1∑
j=1
HjHi−j , i ≥ 2.
On the one hand, the first equation of (5) can be rewritten as
ψ1,s =
(
i
4
λ+
i
2
∞∑
i=1
Hiλ
−i
)
ψ1.
Substituting the asymptotical expansion (13)
ψ1 =
(
1 +
∞∑
i=1
Ψ
[1]
i λ
−i
)
exp
(
i
4
λs
)
,
into above equation, where superscript [1] represents the first component of the vector, we then have
Ψ
[1]
1,s =
i
2
H1 =
i
2
|q|2. (17)
Similarly, by assuming an asymptotical expansion[
ψ1[1]
φ1[1]
]
=
[[
1
0
]
+
∞∑
i=1
Ψ[1]iλ
−i
]
exp
(
i
4
λs
)
, λ→∞ , (18)
we have
Ψ[1]
[1]
1,s =
i
2
|q[1]|2. (19)
Moreover, by Darboux transformation[
ψ1[1]
φ1[1]
]
=
(
I +
∞∑
i=1
T [i]λ−i
)[[
1
0
]
+
∞∑
i=1
Ψiλ
−i
]
exp
(
i
4
λs
)
,
5one can obtain (
T
[1]
1,1
)
s
+Ψ
[1]
1,s =
i
2
|q[1]|2, (20)
where the element T
[1]
i,j denotes the (i, j)-th entry of matrix T
[1]. Together with (17), we can obtain that
|q[1]|2 = |q|2 − 2i
(
T
[1]
1,1
)
s
. (21)
Next, we proceed to the calculation of
(
T
[1]
1,1
)
s
and
(
T
[1]
1,1
)
y
. Since
|y1〉s =
(
i
4
λ1σ3 +
i
2
Q
)
|y1〉, −〈y1|sσ3 = 〈y1|σ3
(
i
4
λ∗1σ3 +
i
2
Q
)
,
which originates from the Lax pair of the CSP equation (2), we then have( 〈y1|y1〉
λ∗1 − λ1
)
s
=
i
4
(−|ψ1|2 + |φ1|2). (22)
On the other hand,
〈y1|y1〉 = |ψ1|2 + |φ1|2,
which implies ( |ψ1|2
〈y1|σ3|y1〉
)
y
= −
( |φ1|2
〈y1|σ3|y1〉
)
y
.
Thus, we have
(T
[1]
1,1)y =
 |ψ1|2〈y1|y1〉
λ∗1 − λ1

y
=
 |ψ1|2 − |φ1|2
2
〈y1|y1〉
λ∗1 − λ1

y
= 2i lnys
( 〈y1|y1〉
λ∗1 − λ1
)
.
Similarly, we could derive
(T
[1]
1,1)s = 2i lnss
( 〈y1|y1〉
λ∗1 − λ1
)
. (23)
Finally, combining Eqs. (21) and (16), we obtain the last two formulas in (12). This completes the proof. 
To construct a general Darboux matrix, the following identities will be used. Suppose M is a N ×N matrix, φ, ψ
are 1×N column vectors, then we have the following identities
φM−1ψ† =
∣∣∣∣M ψ†−φ 0
∣∣∣∣
|M | ,
1 + φM−1ψ† =
∣∣∣∣M ψ†−φ 1
∣∣∣∣
|M | =
det(M + ψ†φ)
det(M)
,
(24)
where † represents the Hermite conjugate. Then we have the following proposition gives the N-fold Darboux trans-
formation and the generalized N-fold Darboux transformation for the CSP equation
Proposition 2 The N-fold Darboux transformation for the CCD equation can be represented as
TN = I + YM
−1D−1Y †, (25)
6where Y = [|y1〉, |y2〉, · · · , |yN〉] , and
M =
( 〈yi|yj〉
λ∗i − λj
)
1≤i,j≤N
, D = diag (λ− λ∗1, λ− λ∗2, · · · , λ− λ∗N ) .
Moreover, the general Darboux matrix is
TN = I + YM
−1D−1Y †, (26)
where
Y =
[
|y[0]1 〉, |y[1]1 〉, · · · , |y[n1−1]1 〉, · · · , |y[0]r 〉, |y[1]r 〉, · · · , |y[nr−1]r 〉
]
,
M =

M11 M12 · · · M1r
M21 M22 · · · M2r
...
...
. . .
...
M21 M22 · · · M2r
 , Mij =

M
[1,1]
ij M
[1,2]
ij · · · M [1,nj]ij
M
[2,1]
ij M
[2,2]
ij · · · M [2,nj]ij
...
...
. . .
...
M
[ni,1]
ij M
[ni,2]
ij · · · M [ni,nj ]ij
 ,
D =diag (D1, D2 · · · , Dr) , Di =
D
[0]
i · · · D[ni−1]i
0
. . .
...
0 0 D
[0]
i

and
|yi(λi + αiǫi)〉 =
ni−1∑
k=0
|y[k]i 〉ǫki + O(ǫnii ),
1
λ− λ∗i − αiǫ∗i
=
ni−1∑
k=0
D
[k]
i ǫ
∗k
i +O(ǫ
∗ni
i )
〈yi(λi + αiǫi)|yj(λj + αjǫj)〉
λ∗i − λj + α∗i ǫ∗i − αjǫj
=
ni∑
k=1
nj∑
l=1
M
[k,l]
ij ǫ
∗k
i ǫ
l
j +O(ǫ
∗ni
i , ǫ
nj
j ).
The general Ba¨cklund transformations are
ρ[N ] =ρ− 2 lnys(det(M)),
q[N ] =q +
det(G)
det(M)
,
|q[N ]|2 =|q|2 + 4 lnss(det(M))
(27)
where G =
[
M Y †1
−Y2 0
]
, Yk represents the k-th row of matrix Y .
Proof: Through the standard iterated step for DT [43], we can obtain the N -fold DT. Next, by using the following
equalities
(T
[1]
1,1)y =
(
Y1M
−1Y †1
)
y
=
(
−Y2M−1Y †2
)
y
=
(
Y1M
−1Y †1 − Y2M−1Y †2
2
)
y
= 2i lnys (det(M)) ,
(T
[1]
1,1)s = 2i lnss (det(M)) ,
we can obtain the formula (27) from the above N -fold DT (25). To complete the generalized DT, we set
λr+1 = λ1 + α1ε1,1, |yr+1〉 = |y1(λr+1)〉; · · · ;λr+n1−1 = λ1 + α1ε1,n1−1, |yr+n1−1〉 = |y1(λr+n1−1)〉;
λr+n1 = λ2 + α2ε2,1, |yr+n1〉 = |y2(λr+n1)〉; · · · , λr+n1+n2−2 = λ2 + α2ε2,n2−1, |yr+n1+n2−2〉 = |y2(λr+n1+n2−2)〉;
...
λN−nr+1 = λr + αrεr,1, |yN−nr+1〉 = |yr(λN−nr+1)〉; · · · ;λN = λr + αrεr,nr−1, |yN〉 = |yr(λN )〉.
7Taking limit εi,j → 0, we can obtain the generalized DT (26) and formulas (27). 
Recently the generalized DT for the AB system without the first and third relation in (27) was given in ref [45] in
a different form. Actually, the first and third relation in (27) are the key procedures to construct the exact solution
for the CSP equation. In summary, with the aid of reciprocal transformation (4), we obtain the general expression
for N -soliton solution of the CSP equation (2):
q[N ] =q +
det(G)
det(M)
,
x =
∫
ρ(y, s)dy − 1
2
∫
|q(y, s)|2ds− 2 lns(det(M)), t = −s.
(28)
III. MULTI-SOLITON AND MULTI-BREATHER SOLUTIONS TO THE CSP EQUATION
In this section, we provide multi-soliton and multi-breather solutions to the CSP equation by using formula (28).
A. Single soliton solution and N-soliton solution
We start with a seed solution
ρ[0] = −γ
2
, q[0] = 0, γ > 0. (29)
Solving the Lax pair equation (5) with (ρ, q;λ) = (ρ[0], q[0];λi), we arrive at
Ψi =
[
eθi
e−θi
]
, θi =
iγ
2λi
y +
iλi
4
s+ ai, (30)
from which, we can obtain the single soliton solution through the formula (28):
q[1] =λ1,Isech(2θ1,R)e
−2iθ1,I−πi2 ,
x =− γ
2
y + λ1,I tanh(2θ1,R), t = −s,
(31)
where λ1 = λ1,R + iλ1,I , θ1 = θ1,R + iθ1,I . We comment here that λ1 is the reciprocal of the wave number p1 in [31].
As discussed in [31], if λ21,R > λ
2
1,I , one has the smooth soliton solution; if λ
2
1,R = λ
2
1,I , ones has the cusponed soliton
solution; if λ21,R < λ
2
1,I , one obtains the loop soliton solution.
Furthermore, by using the N -fold DT, we could drive the N -soliton solution through the formula (28):
q[N ] =
det(G)
det(M)
,
x = −γ
2
y − 2 lns(det(M)), t = −s,
(32)
where
M =
(
eθ
∗
i+θj + e−θ
∗
i−θj
λ∗i − λj
)
1≤i,j≤N
, G =
[
M Y †1
−Y2 0
]
,
Y1 =
[
eθ1 , eθ2 , · · · , eθN ] , Y2 = [e−θ1 , e−θ2 , · · · , e−θN ] , (33)
the expressions θi’s are given in (30). The dynamics for two soliton is shown in ref. [18]. It should be pointed out that
the interaction of two smooth solitons could yield the singularity. The condition to avoid singularity for multi-soliton
can not obtained through an analytical way. Finally, to understand the dynamics of above N -soliton solution (32),
we give the following asymptotic analysis and its proof
Proposition 3 Suppose 0 < v1 < v2 < · · · < vN . When s→ ±∞, we have
q[N ] =
N∑
k=1
λk,Isech(2θ
±
k,R)e
−2iθ±
k,I
−πi2 +O(e−c|s|), (34)
8where
θ±k,R =
γλk,I
2|λk|2 (y − vks) + ak,R ±∆
±
k,R, ∆
±
k,R =
1
2
(
k−1∑
l=1
∣∣∣∣λ∗l − λkλl − λk
∣∣∣∣− N∑
l=k+1
∣∣∣∣λ∗l − λkλl − λk
∣∣∣∣
)
,
θ±k,I =
γλk,R
2|λk|2 y +
λk,R
4
s+ ak,I ∓∆±k,I , ∆±k,I =
1
2
(
k−1∑
l=1
arg
(
λl − λk
λ∗l − λk
)
−
N∑
l=k+1
arg
(
λl − λk
λ∗l − λk
))
,
(35)
and c = min
(∣∣∣ γλk,I2|λk|2 ∣∣∣)mini6=j(|vi − vj |), vi = |λi|22γ .
The proof is given in Appendix A. Next we analyze the coordinates transformation: as s → ±∞, along the line
θ±k,R = 0, we have
x = −γ
2
y − 2 lns(M)→ −γ
2
y ±
k−1∑
i=1
λi,I −
N∑
j=k+1
λj,I
 ,
it follows that
Proposition 4 When t→ ∓∞, along the trajectory θ±k,R = 0, we have
q[N ] =
N∑
k=1
λk,Isech(2θ
±
k,R)e
−2iθ±
k,I
−πi2 +O(e−c|t|),
where
θ±k,R =−
λk,I
|λk|2 x+
λk,I
4
t+ ak,R ± λk,I|λk|2
k−1∑
i=1
λi,I −
N∑
j=k+1
λj,I
±∆±k,R,
θ±k,I =−
λk,R
|λk|2 x−
λk,R
4
t+ ak,I ± λk,I|λk|2
k−1∑
i=1
λi,I −
N∑
j=k+1
λj,I
∓∆±k,I .
B. Single breather and multi-breather solutions
To find a single breather solution, we depart from a seed solution
ρ[0] = −γ
2
, q[0] =
β
2
eiθ, θ = y +
γ
2
s, γ > 0, β ≥ 0. (36)
Then we have the solution for the Lax pair equation (5) with (q, ρ;λ) = (q[0], ρ[0];λi),
|yi〉 = KLiEi, K = diag
(
e−
i
2 θ, e
i
2 θ
)
, λi 6= −γ + iβ, (37)
where
Li =
 1 1β
γ + ξi
β
γ + χi
 , Ei = [ eθie−θi
]
and
θi =
i
4
√
β2 + (λi + γ)2
(
s+
2
λi
y
)
+ ai,
ξi =λi +
√
β2 + (λi + γ)2, χi = λi −
√
β2 + (λi + γ)2.
9To avoid the inconvenience of involving the square root of a complex number, we introduce the following transforma-
tion:
λi + γ = β sinh(ϕi,R + iϕi,I), (ϕi,R, ϕi,I) ∈ Ω,
where Ω = {(ϕR, ϕI)|0 < ϕI < π, and 0 < ϕR <∞, or ϕR = 0, and π2 ≤ ϕI < π}, then
ξi + γ = βe
ϕi,R+iϕi,I , χi + γ = −βe−ϕi,R−iϕi,I .
By some tedious calculations, the single breather solution can be constructed from the formula (28) by using the
technique [48]
q[1] =
β
2
[
cosh(2θ1,R − 2iϕ1,I) cosh(ϕ1,R) + sin(2θ1,I + 2iϕ1,R) sin(ϕ1,I)
cosh(2θ1,R) cosh(ϕ1,R)− sin(2θ1,I) sin(ϕ1,I)
]
eiθ ,
x =− γ
2
y − β
2
8
s− 2 lns [cosh(2θ1,R) cosh(ϕ1,R)− sin(2θ1,I) sin(ϕ1,I)] , t = −s,
(38)
where
θ1,R = δ1
(
y − 2
γ
v1s
)
− ϕ1,R + a1,R,
θ1,I = ǫ1
(
y − 2
γ
w1s
)
− ϕ1,I + a1,I ,
and
v1 =
α1γ sinh (ϕ1,R)
4 (γ sinh (ϕ1,R) + β cos (ϕ1,I))
, δ1 =
2β
α1
sin (ϕ1,I) (γ sinh (ϕ1,R) + β cos (ϕ1,I)) ,
w1 =
−α1γ cos(ϕ1,I)
4 (β sinh (ϕ1,R)− γ cos(ϕ1,I)) , ǫ1 =
2β
α1
cosh(ϕ1,R) (β sinh (ϕ1,R)− γ cos(ϕ1,I)) ,
α1 = (β sinh (ϕ1,R) cos (ϕ1,I)− γ)2 + β2 cosh2 (ϕ1,R) sin2 (ϕ1,I) .
If (ϕ1,R, ϕ1,I) ∈ Ω1 ≡ {(ϕR, ϕI)|0 ≤ ϕR < arcsinh(βγ ), arccos(− γβ sinh(ϕR)) < ϕI < π}, then the single breather
|q[1]|2 propagates with velocity 2
γ
v1 ≤ 0. If (ϕ1,R, ϕ1,I) ∈ Ω2 ≡ {(ϕR, ϕI)|π2 ≤ ϕI < π, arcsinh(− γβ cos(ϕI)) < ϕR},
then the single breather |q[1]|2 propagates with velocity 2
γ
v1 > 0. An example of this case is illustrated in Fig. 1 (a).
If γ sinh (ϕ1,R)+β cos (ϕ1,I) = 0, then we can obtain the so-called Akhmediev breather, which is periodic in time and
localized in space. Fig. 1 (b) shows an example of Akhmediev breather.
To analyze the dynamics of the breather solution for the CSP equation (2), we need to solve the relation between
(x, t) and (y, s). Although, it is not possible in general, we can obtain the relation at special location θ1,R = 0 and
θ1,I = kπ +
π
4 , that is, s = −t and y = − 2γ (x− β
2
8 t). It follows that
θ1,R = −γ
2
δ1
[
x−
(
v1 +
β2
8
)
t
]
− ϕ1,R + a1,R,
θ1,I = −γ
2
ǫ1
[
x−
(
w1 +
β2
8
)
t
]
− ϕ1,I + a1,I .
The breather solution |q[1]|2 propagates with the velocity v1 + β
2
8 (Fig.1 a). If δ1 = 0, we can obtain the Akhmediev
breather (Fig.1b). The periodic in x direction is 2π
γ|ǫ1| , the periodic in t direction is
2π
γ|ǫ1|
(
w1+
β2
8
) . The peak value of
|q[1]|2 is located at
x =
1
v1 − w1
−2
(
v1 +
β2
8
)
γǫ1
(π
4
+ kπ + (ϕ1,I − a1,I)
)
− 2
γ
a1,R − ϕ1,R
δ1
(
w1 +
β2
8
) ,
t =
1
v1 − w1
[
− 2
γǫ1
(π
4
+ kπ + (ϕ1,I − a1,I)
)
− 2
γ
a1,R − ϕ1,R
δ1
]
.
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Similar to three cases of the single soliton solution, we can classify the single breather solution by defining
M1 =
1
2
β3 sinh(2ϕ1,R) sin(2ϕ1,I)− γ
[
(cosh(ϕ1,R)− cos(ϕ1,I))2 + 2 cosh(ϕ1,R) sin(ϕ1,I)
]
β2
− 2βγ2 sinh(ϕ1,R) cos(ϕ1,I) + γ3.
(39)
It can be shown that if M1 > 0, the breather solution is a smooth one; if M1 = 0, the breather becomes a cusponed
one, in which |qx| → ∞ at the peak point; ifM1 < 0, then we have a looped breather, which is a multi-valued solution.
Generally, through the formula (28) we have the following N -breather solution:
q[N ] =
β
2
[
det(G)
det(M)
]
eiθ,
x = −γ
2
y − β
2
8
s− 2 lns(det(M)), t = −s,
(40)
where
M =
([
e2(θ
∗
i+θj)
ξ∗i − ξj
+
e2θ
∗
i
ξ∗i − χj
+
e2θj
χ∗i − ξj
+
1
χ∗i − χj
]
e−(θ
∗
i+θj)
)
1≤i,j≤N
,
G =
([
ξ∗i + γ
ξj + γ
e2(θ
∗
i+θj)
ξ∗i − ξj
+
ξ∗i + γ
χj + γ
e2θ
∗
i
ξ∗i − χj
+
χ∗i + γ
ξj + γ
e2θj
χ∗i − ξj
+
χ∗i + γ
χj + γ
1
χ∗i − χj
]
e−(θ
∗
i+θj)
)
1≤i,j≤N
.
The dynamics for N -breather solution is a very interesting topic. It is naturally to conjecture that the N -breather
solution possesses the same law as the N -bright soliton solution. To understand the N -breather solution for the CSP
equation (40), we first give the following asymptotical analysis for the CCD equation (3):
Proposition 5 Suppose v1 < v2 < · · · < vl ≤ 0 < vN < vN−1 < · · · < vl+1. When s→ −∞, we have
q[N ] =
β
2
[
q−1 +
(
q−2 − e−2iϕ1,IΘ−1
)
+ · · ·+ (q−k − e−2iϕk−1,IΘ−k−1)+ (q−N − e−2iϕk,IΘ−k )
+
(
q−N−1 − e2iϕN,IΘ−N
)
+ · · ·+ (q−k+1 − e2iϕk+1,IΘ−k+2)] eiθ +O(e−c|s|), (41)
where c = 2
γ
min(δi)mini6=j(|vi − vj |). When s→ +∞, we have
q[N ] =
β
2
[
q+1 +
(
q+2 − e2iϕ1,IΘ+1
)
+ · · ·+ (q+k − e2iϕk−1,IΘ+k−1)+ (q+N − e2iϕk,IΘ+k )
+
(
q+N−1 − e−2iϕN,IΘ+N
)
+ · · ·+ (q+k+1 − e−2iϕk+1,IΘ+k+2)] eiθ +O(e−c|s|), (42)
where
q±k = Θ
±
k
[
cosh(2θ±k,R − 2iϕk,I) cosh(ϕk,R) + sin(2θ±k,I + 2iϕk,I) sin(ϕk,I)
cosh(2θ±k,R) cosh(ϕk,R)− sin(2θ±k,I) sin(ϕk,I)
]
,
and
θ+k,R =θk,R +∆
+
k,R, ∆
+
k,R =
1
2
[
⋆ ln
∣∣∣∣χn − ξkχ∗n − ξk
∣∣∣∣ ∣∣∣∣χ∗n − χkχn − χk
∣∣∣∣ +  ln ∣∣∣∣ξn − ξkξ∗n − ξk
∣∣∣∣ ∣∣∣∣ξ∗n − χkξn − χk
∣∣∣∣] ,
θ+k,I =θk,I +∆
+
k,I , ∆
+
k,I =
1
2
[
⋆ arg
(
χn − ξk
χ∗n − ξk
χ∗k − χ∗n
χ∗k − χn
)
+  arg
(
ξn − ξk
ξ∗n − ξk
χ∗k − ξ∗n
χ∗k − ξn
)]
,
θ−k,R =θk,R +∆
−
k,R, ∆
−
k,R =
1
2
[
⋆ ln
∣∣∣∣ξn − ξkξ∗n − ξk
∣∣∣∣ ∣∣∣∣ξ∗n − χkξn − χk
∣∣∣∣+  ln ∣∣∣∣χn − ξkχ∗n − ξk
∣∣∣∣ ∣∣∣∣χ∗n − χkχn − χk
∣∣∣∣] ,
θ−k,I =θk,I +∆
−
k,I , ∆
−
k,I =
1
2
[
⋆ arg
(
ξn − ξk
ξ∗n − ξk
χ∗k − ξ∗n
χ∗k − ξn
)
+  arg
(
χn − ξk
χ∗n − ξk
χ∗k − χ∗n
χ∗k − χn
)]
,
Θ+k =exp (⋆2iϕn,I − 2iϕn,I) , Θ−k = exp (−⋆2iϕn,I + 2iϕn,I) ,
(43)
if 1 ≤ k ≤ l, then ⋆ =
(∑k−1
n=1+
∑N
n=l+1
)
,  =
∑l
n=k+1; if l < k ≤ N , then ⋆ =
∑k−1
n=1,  =
∑N
n=k+1; and
θi,R = δi
(
y − 2
γ
vis
)
− ϕi,R + ai,R, θi,I = ǫi
(
y − 2
γ
wis
)
− ϕi,I + ai,I ,
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and
vi =
αiγ sinh (ϕi,R)
4 (γ sinh (ϕi,R) + β cos (ϕi,I))
, δi =
2β
αi
sin (ϕi,I) (γ sinh (ϕi,R) + β cos (ϕi,I)) ,
wi =
−αiγ cos(ϕi,I)
4 (β sinh (ϕi,R)− γ cos(ϕi,I)) , ǫi =
2β
αi
cosh(ϕi,R) (β sinh (ϕi,R)− γ cos(ϕi,I)) ,
αi = (β sinh (ϕi,R) cos (ϕi,I)− γ)2 + β2 cosh2 (ϕi,R) sin2 (ϕi,I) .
Based on the above proposition, we can obtain the dynamics of N -breather solution for the CSP equation (2). In
general, the dynamics of N -breather solution for the CSP equation (2) cannot be solved analytically. However, in some
special location, we can analyze them by the coordinate transformation. When s→ ±∞, θ±k,R = 0 and θ±k,I = π4 + kπ,
we have
x = −γ
2
y − β
2
8
s− 2 lns(det(M))
→ −γ
2
y − β
2
8
s− 2 lns (exp [±2 (−⋆θn,R + θn,R)] exp [−2θk,R] det(Mk)) ,
= −γ
2
y − β
2
8
s± τk,
where
τk = β (⋆ sin(ϕn,I) sinh(ϕn,R)−  sin(ϕn,I) sinh(ϕn,R)) .
Proposition 6 When t→ ∓∞, along the trajectory θ±k,R = 0 and θ±k,I = π4 + kπ, we have
q[N ] =
β
2
q±k e
iθ +O(e−c|t|),
where
θ±k,R =−
γ
2
δk
[
x−
(
vk +
β2
8
)
t∓ τk
]
− ϕk,R + ak,R +∆±k,R,
θ±k,I =−
γ
2
ǫk
[
x−
(
wk +
β2
8
)
t∓ τk
]
− ϕk,I + ak,I +∆±k,I .
(a)|q|2 (b)|q|2 (c)|q|2
FIG. 1: (color online): Parameters β = 1, γ = 5: (a) Single breather solution. Parameters: a1 = 0, ϕ1 = ln(2 +
√
5) + pi
2
i, (b)
Akhmediev breather solution. Parameters: a1 = 0, ϕ1 =
pi
3
i, (c)Two breather solution. Parameters: ϕ1 = ln(2 +
√
5) + pi
2
i,
ϕ2 =
pi
3
i, a1 = a2 = 0.
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IV. GENERAL ROGUE WAVE SOLUTION TO THE CSP EQUATION
In previous section, we solved the linear system (5) with plane wave seed solution under the restriction λi 6= −γ+iβ.
It is natural to ask what happens if λi = −γ + iβ. Actually, we can obtain the rogue wave solution and high order
rogue wave solutions under this special condition. The general procedure to yield these solutions was proposed in
[42, 43].
Starting from the linear system (5) with (q, ρ, λ) = (q[0], ρ[0],−γ+iβ), where q[0] and ρ[0] are given in equation (36),
then one can firstly obtain the quasi-rational solution, from which the first order rogue wave solution can be obtained
through formula (28). However, the higher order RW solution cannot be constructed in the same way. To find the
general higher order rogue wave solution, we need to solve the linear system (5) with (q, ρ, λ) = (q[0], ρ[0],−γ+iβ− iǫ22β ),
where ǫ is a small parameter.
To this end, we give the following Lemma.
Lemma 1 Denote
λ1 = −γ + iβ − iǫ
2
2β
, µ1 = ǫ
√
1−
(
ǫ
2β
)2
, ξ1 = λ1 + µ1, (44)
then the following parameters can be expanded in terms of a small parameter ǫ
µ1 =
∞∑
n=0
µ
[n]
1 ǫ
2n+1,
1
ξ∗1 − ξ1
=
∞,∞∑
i=0,j=0
F [i,j]ǫ∗iǫj ,
1
ξ1 + γ
≡ 1
iβ(
√
1− ǫ2 − iǫ)2 =
∞∑
i=0
J [i]ǫi,
where
µ
[n]
1 =
(
1
2
n
)( −1
4β2
)n
,
(
1
2
n
)
=
1
2 (
1
2 − 1) · · · (12 − n+ 1)
n!
,
F [i,j] =
i
i!j!β
∂i+j
∂ǫ∗i∂ǫj
([
exp
(
2i arcsin
(
ǫ∗
2β
))
+ exp
(
−2i arcsin
(
ǫ
2β
))]−1)
|ǫ∗=0,ǫ=0
,
J [0] =
1
iβ
, J [1] =
1
β2
, J [2] =
i
2β3
, J [2i+1] =
(−1)i
β2
( 1
2
i
)(
1
2β
)2i
, J [2i+2] = 0, i ≥ 1.
With the aid of above lemma, we have the following expansion
X1 ≡ i
4
µ1
(
s+
2y
λ
+
∞∑
i=1
(ai + ibi)ǫ
2i
)
+
1
2
ln
(
µ1 + λ1 + γ
iβ
)
,
= iǫ
( ∞∑
i=1
µ
[i]
1
4
ǫ2i
)( ∞∑
i=0
K [i]ǫ2i
)
− i arcsin
(
ǫ
2β
)
= iǫ
∞∑
k=0
X
[2k+1]
1 ǫ
2k,
where
X
[2k+1]
1 =
 k∑
j=0
1
4
K [j]µ
[k−j]
1 −
(−1)k
2k + 1
(
− 12
k
) ,
K [k] =

s− 2(γ + iβ)y
β2 + γ2
, k = 0,(−2(γ + iβ)y
γ2 + β2
)(
(γ + iβ)
2β(γ2 + β2)i
)k
+ ak + ibk, k ≥ 1.
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Furthermore we have
eX1 =
∞∑
i=0
Si(X1)ǫ
i, X1 =
(
X
[1]
1 , X
[2]
1 , · · ·
)
, X
[2k]
1 = 0, k ≥ 1,
where Si(X1) are elementary Schur polynomials
S0(X1) =1, S1(X1) = X
[1]
1 , S2(X1) = X
[2]
1 +
(X
[1]
1 )
2
2
, S3(X1) = X
[3]
1 +X
[1]
1 X
[2]
1 +
(X
[1]
1 )
3
6
, · · ·
Si(X1) =
∑
l1+2l2+···+klk=i
(X
[1]
1 )
l1(X
[2]
1 )
l2 · · · (X [k]1 )lk
l1!l2! · · · lk! .
Since KE1(ǫ) satisfies the Lax equation (5), then KE1(−ǫ) also satisfies the Lax equation (5). To obtain the general
higher order rogue wave solution, we choose the general special solution
|y1〉 = K
2ǫ
[E1(ǫ)− E1(−ǫ)] ≡ K
[
ϕ1
βψ1
]
, E1 =
 eX1βeX1
ξ1 + γ
 .
Finally, we have
〈y1|y1〉
2(λ∗1 − λ1)
=
1
4
[
eX
∗
1+X1
ξ∗1 − ξ1
− e
X∗1−X1
ξ∗1 − χ1
− e
−X∗1+X1
χ∗1 − ξ1
+
e−X
∗
1−X1
χ∗1 − χ1
]
=
∞,∞∑
m=1,n=1
M [m,n]ǫ∗2(m−1)ǫ2(n−1), (45)
where χ1 = ξ1(−ǫ),
M [m,n] =
2m−1∑
i=0
2n−1∑
j=0
F [i,j]S2n−i−1(X1)S2m−j−1(X∗1 ).
On the other hand, by using lemma 1, we have the following expansion
ϕ1 =
1
2
(
eX1 − e−X1) = ∞∑
n=1
ϕ
[n]
1 ǫ
2(n−1), ψ1 =
1
2
(
eX1
ξ1 + γ
− e
−X1
χ1 + γ
)
=
∞∑
n=1
ψ
[n]
1 ǫ
2(n−1) , (46)
where
ϕ
[n]
1 = S2n−1(X1), ψ
[n]
1 =
2n−1∑
k=0
Sk(X1)J
[2n−1−k]
1 .
Based on the expansion equations (45)-(46), and formulas (27)-(28)-(24), we can obtain the general rogue wave
solutions:
Proposition 7 The general higher order rogue wave solution for the CSP equation (2) can be represented as
q[N ] =
β
2
[
det(G)
det(M)
]
eiθ,
x = −γ
2
y − β
2
8
s− 2 lns(det(M)), t = −s,
(47)
where
M =
(
M [m,n]
)
1≤m,n≤N
, G =
(
M [m,n] + ϕ
[m]∗
1 ψ
[n]
1
)
1≤m,n≤N
.
Specifically, the first order rogue wave solution can be written explicitly through formula (47)
q[1] =
β
2
[
1 +
16(iβ2y − β2 − γ2)
β2 (2y − γs)2 + β4s2 + 4γ2 + 4β2
]
eiθ,
x =− γ
2
y − β
2
8
s− 4β
2
(
γ2s+ β2s− 2γy)
β2 (2y − γs)2 + β4s2 + 4γ2 + 4β2 , t = −s.
(48)
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It can be shown that if β2 < γ
2
3 , then one has the regular rogue wave solution (Fig. 2); if β
2 = γ
2
3 , then one obtains
the cusponed rogue wave solution, in which |qx| → ∞ at the peak point (Fig. 3); if β2 > γ
2
3 , then we has the looped
rogue wave solution (Fig. 4). Although both the NLS and the CSP equations possess the modulational instability
(see the Appendix), the rogue wave solution of the CSP equation (2) could yield the singularity which is different
from the NLS equation. This solution may be related to the wave breaking in the CSP equation. By the formula
(a)|q|2 (b)|q|2
FIG. 2: (color online): Parameters: β = 1, γ = 2, (a) The spatio-temporal pattern for the regular first order RW, (b) The
figure of |q[1]|2 for different time, it is seen that the amplitude is variation.
(a)|q|2 (b)|q|2
FIG. 3: (color online): Parameters: β = 1, γ =
√
3, (a) The spatio-temporal pattern for the first order wave-breaking RW, (b)
The figure of |q[1]|2 for different time, it is seen that the derivative for the amplitude |q|2 at (x, t) = (0, 0) is very large.
(28), the second order rogue wave solution can be calculated as
q[2] =
β
2
[
1 +
G2
M2
]
eiθ,
x =− γ
2
y − β
2
8
s− 2 lns(M2), t = −s,
(49)
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(a)|q|2 (b)|q|2
FIG. 4: (color online): Parameters: β = 1, γ = 1, (a) The spatio-temporal pattern for the first order loop RW, (b) The figure
of |q[1]|2 for different time, it is seen that the amplitude |q|2 at t = −10 is regular, but when t = 0, it appears a loop.
where
M2 =β
6Ayˆ6 +
[
3β6Asˆ2 + 12β6 + 108β4γ2
]
yˆ4 +
[−288γβ5sˆ− 96b1Aβ6] yˆ3
+
[
3β6Asˆ4 +
(−72β4γ2 + 216β6) sˆ2 − 288a1β6Asˆ+ 432β4 + 1584γ2β2] yˆ2
+
[
96γβ5sˆ3 + 288Ab1β
6sˆ2 − 1152γβ3sˆ+ 4608a1β5γ + 1152b1β6 − 3456b1β4γ2
]
yˆ
+A
[
β6sˆ6 + 12β4sˆ4 + 96a1β
6sˆ3 + 432β2sˆ2 − 1152a1β4sˆ+ 576 + 2304
(
a1
2 + b1
2
)
β6
]
,
G2 =a1β
4A (2304iβyˆ + 4068) sˆ+A
[
1152iβ5
(
yˆ2 − sˆ2)+ 4068β4yˆ − 4608iβ3] b1
− 24iAβ5yˆ5 − 240β4Ayˆ4 + [−48iAβ5sˆ2 − 192iγ2β3 + 960iβ5] yˆ3
+
[−288β4Asˆ2 + 2304iγβ4sˆ− 3456γ2β2 + 1152β4] yˆ2
+
[−24iAβ5sˆ4 + 576i (γ2 − β2)β3sˆ2 + 4608β3γsˆ+ 5760iγ2β + 1152iβ3] yˆ
−A(48β4sˆ4 + 1152β2sˆ2 − 2304)
(50)
and
sˆ = s− 2γy
A
, yˆ =
−2βy
A
, A = β2 + γ2.
The spatio-temporal pattern of the second order RW solution is similar to the ones of the NLS equation [42] or
derivative NLS equation [43]. An example is shown in (Fig. 5b). For the general case, it is impossible to describe
their dynamics analytically. However for the standard case a1 = b1 = 0, it is shown that if β
2 <
(
1− 2
√
5
5
)
γ2,
one obtains the regular rogue wave (Fig. 5a); if β2 =
(
1− 2
√
5
5
)
γ2, one can obtain the cuspon-type rogue wave; if
β2 >
(
1− 2
√
5
5
)
γ2, one arrives at the loop-type rogue wave (Fig. 6).
The expression for the higher order rogue wave solution N ≥ 3 becomes very complicated. Here, we only illustrate
a third-order rogue wave solution (Fig. 7) without providing an analytical expression.
V. CONCLUSIONS AND DISCUSSIONS
In the present paper, we study the complex short pulse (CSP) equation by Darboux transformation method. We
firstly develop a generalized Darboux transformation (DT) and associated Ba¨cklund transformation for the complex
coupled dispersionless (CCD) equation, which leads to a general soliton formulas for the CCD equation. Then by
integrating the reciprocal transformation exactly, the N -bright soliton solution in a compact determinant form is
constructed. Furthermore, the N -breather solution and higher order rogue wave solution to the CSP equation are
constructed by a delicate limiting process.
The N -bright soliton solution should be equivalent to the ones found by one of the authors [18, 33], the N -breather
solution and higher order rogue wave solution are found to the CSP equation for the first time and deserve further study.
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(a)|q|2 (b)|q|2
FIG. 5: (color online): (a)The second order regular RW; Parameters: β = 1, γ = 4, a1 = b1 = 0, (b) The second order regular
RW; Parameters: β = 1, γ = 2, a1 = 20, b1 = 0,
(a)|q|2 (b)|q|2
FIG. 6: (color online): Parameters: β = 1, γ = 2, a1 = b1 = 0 (a): The second order loop RW; (b) The different time of |q[2]|2 .
Especially, this is the first example for the existence of rogue wave solution in a nonlinear wave equation possessing
reciprocal (hodograph) transformation. Due to this reciprocal transformation, all the localized solutions including the
bright, breather and rogue wave ones can be either smooth, cupson or loop ones. Based on the compact determinant
form of the solutions, we perform an asymptotic analysis for the N -bright soliton and N -breather solutions. It should
be pointed out that the method for the asymptotical analysis can be extended to other integrable equations as well.
In compared to the NLS equation, the rogue wave solution for the CSP equation (2) could develop into wave-breaking.
This illustrates that the modulational instability for the CSP equation (2) is stronger than the NLS equation.
Finally, the CSP equation could be of defocusing type, which admits the dark soliton solution, same as the NLS
equation. It turns out that this is indeed the case. The complex short pulse equation of both focusing and defocusing
types can be derived from the context of nonlinear optics. The results are summarized in a separate work [50].
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(a)|q|2 (b)|q|2
FIG. 7: (color online): (a)The third order RW with pentagon arrangement. Parameters: β = 1, γ = 2, a2 = 500, a1 = 0,
b1 = b2 = 0, (b) The third order RW with triangle arrangement. β = 1, γ = 2, a2 = 0, a1 = 100, b1 = b2 = 0,
Appendix A: Proof of Proposition 3
Proof: Fixed y − vks = const, and s → −∞, it follows that θ1, θ2, · · · , θk−1 → −∞; θk+1, θk+2, · · · , θN → +∞.
On the other hand, q[N ] can be rewritten as
q[N ] = − det(Ĝ)
det(M̂)
, (51)
where
M̂ =
(
e2(θ
∗
i+θj) + 1
λ∗i − λj
)
1≤i,j≤N
, Ĝ =
[
M̂ Ŷ1
†
Ŷ2 0
]
,
Ŷ1 =
[
e2θ1 e2θ2 · · · e2θN ] , Ŷ2 = [1 1 · · · 1] .
It follows that
det(M̂) =e2(θk+1+θk+2+···+θN )
[
det(Mk) +O(e
−c|s|)
]
,
det(Ĝ) =e2(θk+1+θk+2+···+θN )
[
det(Gk) +O(e
−c|s|)
]
,
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where
Mk =

1
λ∗1−λ1 · · ·
1
λ∗1−λk−1
1
λ∗1−λk 0 · · · 0
...
. . .
...
...
...
. . .
...
1
λ∗
k−1−λ1 · · ·
1
λ∗
k−1−λk−1
1
λ∗
k−1−λk 0 · · · 0
1
λ∗
k
−λ1 · · · 1λ∗k−λk−1
e2(θ
∗
k
+θk)+1
λ∗
k
−λk
e2θ
∗
k
λ∗
k
−λk+1 · · · e
2θ∗
k
λ∗
k
−λN
0 · · · 0 e2θk
λ∗
k+1−λk
1
λ∗
k+1−λk+1 · · ·
1
λ∗
k+1−λN
...
. . .
...
...
...
. . .
...
0 · · · 0 e2θk
λ∗N−λk
1
λ∗N−λk+1 · · ·
1
λ∗N−λN

,
Gk =

1
λ∗1−λ1 · · ·
1
λ∗1−λk−1
1
λ∗1−λk 0 · · · 0 0
...
. . .
...
...
...
. . .
...
...
1
λ∗
k−1−λ1 · · ·
1
λ∗
k−1−λk−1
1
λ∗
k−1−λk 0 · · · 0 0
1
λ∗
k
−λ1 · · · 1λ∗k−λk−1
e2(θ
∗
k
+θk)+1
λ∗
k
−λk
e2θ
∗
k
λ∗
k
−λk+1 · · · e
2θ∗
k
λ∗
k
−λN e
2θ∗k
0 · · · 0 e2θk
λ∗
k+1−λk
1
λ∗
k+1−λk+1 · · ·
1
λ∗
k+1−λN 1
...
. . .
...
...
...
. . .
...
...
0 · · · 0 e2θk
λ∗
N
−λk
1
λ∗
N
−λk+1 · · · 1λ∗N−λN 1
1 · · · 1 1 0 · · · 0 0

.
By direct calculation, we have
det(Gk) =(−1)k+N+1
∣∣∣∣∣∣∣∣∣∣∣
1
λ∗1−λ1 · · ·
1
λ∗1−λk−1
1
λ∗1−λk
...
. . .
...
...
1
λ∗
k−1
−λ1 · · · 1λ∗k−1−λk−1
1
λ∗
k−1
−λk
1 · · · 1 1
∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
e2θ
∗
k
λ∗
k
−λk+1 · · · e
2θ∗
k
λ∗
k
−λN e
2θ∗k
1
λ∗
k+1−λk+1 · · ·
1
λ∗
k+1−λN 1
...
. . .
...
...
1
λ∗
N
−λk+1 · · · 1λ∗N−λN 1
∣∣∣∣∣∣∣∣∣∣∣∣
=−
k−1∏
l=1
(
λl − λk
λ∗l − λk
) N∏
l=k+1
(
λ∗l − λ∗k
λl − λ∗k
)
C(λ∗1, λ
∗
2, · · · , λ∗k−1)C(λ∗k+1, λ∗k+2, · · · , λ∗N )e2θ
∗
k ;
and
det(Mk)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
λ∗1−λ1 · · ·
1
λ∗1−λk 0 · · · 0
...
. . .
...
...
. . .
...
1
λ∗
k−1−λ1 · · ·
1
λ∗
k−1−λk 0 · · · 0
1
λ∗
k
−λ1 · · · 1λ∗k−λk
e2θ
∗
k
λ∗
k
−λk+1 · · ·
e2θ
∗
k
λ∗
k
−λN
0 · · · 0 1
λ∗
k+1−λk+1 · · ·
1
λ∗
k+1−λN
...
. . .
...
...
. . .
...
0 · · · 0 1
λ∗
N
−λk+1 · · · 1λ∗N−λN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
λ∗1−λ1 · · ·
1
λ∗1−λk−1 0 0 · · · 0
...
. . .
...
...
...
. . .
...
1
λ∗
k−1
−λ1 · · · 1λ∗k−1−λk−1 0 0 · · · 0
1
λ∗
k
−λ1 · · · 1λ∗k−λk−1
e2(θ
∗
k
+θk)
λ∗
k
−λk
e2θ
∗
k
λ∗
k
−λk+1 · · · e
2θ∗
k
λ∗
k
−λN
0 · · · 0 e2θk
λ∗
k+1−λk
1
λ∗
k+1−λk+1 · · ·
1
λ∗
k+1−λN
...
. . .
...
...
...
. . .
...
0 · · · 0 e2θk
λ∗
N
−λk
1
λ∗
N
−λk+1 · · · 1λ∗N−λN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=C(λ∗1, λ
∗
2, · · · , λ∗k)C(λ∗k+1, λ∗k+2, · · · , λ∗N ) + C(λ∗1, λ∗2, · · · , λ∗k−1)C(λ∗k, λ∗k+1, · · · , λ∗N )e2(θ
∗
k+θk)
=
1
λ∗k − λk
C(λ∗1, λ
∗
2, · · · , λ∗k−1)C(λ∗k+1, λ∗k+2, · · · , λ∗N )
(
k−1∏
l=1
∣∣∣∣ λl − λkλ∗l − λk
∣∣∣∣2 + N∏
l=k+1
∣∣∣∣ λl − λkλ∗l − λk
∣∣∣∣2 e2(θ∗k+θk)
)
,
where C(a∗1, a
∗
2, · · · , a∗m) = det( 1a∗i−aj )1≤i,j≤m represents the determinant of a Cauchy matrix. Thus, along the
trajectory y − vks = const, we have q[N ] = λk,Isech(2θ−k,R)e−2iθ
−
k,I
−πi2 + O(e−c|s|).
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For the general case y − vs = const, v 6= vk(k = 1, 2, · · · , N), we have q[N ] = O(e−c|s|). Thus we obtain the
asymptotic behavior (34) when s→ −∞.
By the same procedure as above, we can obtain the asymptotical behavior (34) when s → +∞. Finally, we have
obtain the N -soliton’s asymptotic behavior (34). 
Appendix B: Proof of Proposition 5
Proof: Fixed y − 2
γ
vks = const, l < k ≤ N , and s → +∞, it follows that θ1, θ2, · · · , θk−1 → −∞;
θk+1, θk+2, · · · , θN → +∞. It follows that
det(M) = exp
[
N∑
i=k+1
(θi + θ
∗
i )−
k∑
i=1
(θi + θ
∗
i )
](
det(Mk) +O(e
−c|s|)
)
det(G) = exp
[
N∑
i=k+1
(θi + θ
∗
i )−
k∑
i=1
(θi + θ
∗
i )
](
det(Gk) +O(e
−c|s|)
)
where
Mk =

1
χ∗1−χ1 · · ·
1
χ∗1−χk−1
e2θk
χ∗1−ξk +
1
χ∗1−χk
1
χ∗1−ξk+1 · · ·
1
χ∗1−ξN
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1 · · ·
1
χ∗
k−1−χk−1
e2θk
χ∗
k−1−ξk +
1
χ∗
k−1−χk
1
χ∗
k−1−ξk+1 · · ·
1
χ∗
k−1−ξN
e2θ
∗
k
ξ∗
k
−χ1 +
1
χ∗
k
−χ1 · · · e
2θ∗
k
ξ∗
k
−χk−1 +
1
χ∗
k
−χk−1 mk
e2θ
∗
k
ξ∗
k
−ξk+1 +
1
χ∗
k
−ξk+1 · · · e
2θ∗
k
ξ∗
k
−ξN +
1
χ∗
k
−ξN
1
ξ∗
k+1
−χ1 · · · 1ξ∗k+1−χk−1
e2θk
ξ∗
k+1
−ξk +
1
ξ∗
k+1
−χk
1
ξ∗
k+1
−ξk+1 · · · 1ξ∗k+1−ξN
...
. . .
...
...
...
. . .
...
1
ξ∗
N
−χ1 · · · 1ξ∗N−χk−1
e2θk
ξ∗
N
−ξk +
1
ξ∗
N
−χk
1
ξ∗
N
−ξk+1 · · · 1ξ∗N−ξN

,
Gk =

1
χ∗1−χ1
χ∗1+γ
χ1+γ
· · · 1
χ∗1−χk−1
χ∗1+γ
χk−1+γ
e2θk
χ∗1−ξk
χ∗1+γ
ξk+γ
+ 1
χ∗1−χk
χ∗1+γ
χk+γ
...
. . .
...
...
1
χ∗
k−1−χ1
χ∗k−1+γ
χ1+γ
· · · 1
χ∗
k−1−χk−1
χ∗k−1+γ
χk−1+γ
e2θk
χ∗
k−1−ξk
χ∗k−1+γ
ξk+γ
+ 1
χ∗
k−1−χk
χ∗k−1+γ
χk+γ
e2θ
∗
k
ξ∗
k
−χ1
ξ∗k+γ
χ1+γ
+ 1
χ∗
k
−χ1
χ∗k+γ
χ1+γ
· · · e2θ
∗
k
ξ∗
k
−χk−1
ξ∗k+γ
χk−1+γ
+ 1
χ∗
k
−χk−1
χ∗k+γ
χk−1+γ
gk
1
ξ∗
k+1−χ1
ξ∗k+1+γ
χ1+γ
· · · 1
ξ∗
k+1−χk−1
ξ∗k+1+γ
χk−1+γ
e2θk
ξ∗
k+1−ξk
ξ∗k+1+γ
ξk+γ
+ 1
ξ∗
k+1−χk
ξ∗k+1+γ
χk+γ
...
. . .
...
...
1
ξ∗
N
−χ1
ξ∗N+γ
χ1+γ
· · · 1
ξ∗
N
−χk−1
ξ∗N+γ
χk−1+γ
e2θk
ξ∗
N
−ξk
ξ∗N+γ
ξk+γ
+ 1
ξ∗
N
−χk
ξ∗N+γ
χk+γ
1
χ∗1−ξk+1
χ∗1+γ
ξk+1+γ
· · · 1
χ∗1−ξN
χ∗1+γ
ξN+γ
...
. . .
...
1
χ∗
k−1−ξk+1
χ∗k−1+γ
ξk+1+γ
· · · 1
χ∗
k−1−ξN
χ∗k−1+γ
ξN+γ
e2θ
∗
k
ξ∗
k
−ξk+1
ξ∗k+γ
ξk+1+γ
+ 1
χ∗
k
−ξk+1
χ∗k+γ
ξk+1+γ
· · · e2θ
∗
k
ξ∗
k
−ξN
ξ∗k+γ
ξN+γ
+ 1
χ∗
k
−ξN
χ∗k+γ
ξN+γ
1
ξ∗
k+1−ξk+1
ξ∗k+1+γ
ξk+1+γ
· · · 1
ξ∗
k+1−ξN
χ∗k+1+γ
ξN+γ
...
. . .
...
1
ξ∗N−ξk+1
ξ∗N+γ
ξk+1+γ
· · · 1
ξ∗N−ξN
ξ∗N+γ
ξN+γ

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and mk =
e2(θ
∗
k
+θk)
ξ∗
k
−ξk +
e2θ
∗
k
ξ∗
k
−χk +
e2θk
χ∗
k
−ξk +
1
χ∗
k
−χk , gk =
e2(θ
∗
k
+θk)
ξ∗
k
−ξk
ξ∗k+γ
ξk+γ
+ e
2θ∗
k
ξ∗
k
−χk
ξ∗k+γ
χk+γ
+ e
2θk
χ∗
k
−ξk
χ∗k+γ
ξk+γ
+ 1
χ∗
k
−χk
χ∗k+γ
χk+γ
. Directly
calculation, we have
det(Mk) =det(M
[1]
k )e
2(θ∗k+θk) + det(M
[2]
k )e
2θ∗k + det(M
[3]
k )e
2θk + det(M
[4]
k )
where
M
[1]
k =

1
χ∗1−χ1 · · ·
1
χ∗1−χk−1
1
χ∗1−ξk
1
χ∗1−ξk+1 · · ·
1
χ∗1−ξN
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1 · · ·
1
χ∗
k−1−χk−1
1
χ∗
k−1−ξk
1
χ∗
k−1−ξk+1 · · ·
1
χ∗
k−1−ξN
1
ξ∗
k
−χ1 · · · 1ξ∗k−χk−1
1
ξ∗
k
−ξk
1
ξ∗
k
−ξk+1 · · · 1ξ∗k−ξN
1
ξ∗
k+1
−χ1 · · · 1ξ∗k+1−χk−1
1
ξ∗
k+1
−ξk
1
ξ∗
k+1
−ξk+1 · · · 1ξ∗k+1−ξN
...
. . .
...
...
...
. . .
...
1
ξ∗
N
−χ1 · · · 1ξ∗N−χk−1
1
ξ∗
N
−ξk
1
ξ∗
N
−ξk+1 · · · 1ξ∗N−ξN

,
M
[2]
k =

1
χ∗1−χ1 · · ·
1
χ∗1−χk−1
1
χ∗1−χk
1
χ∗1−ξk+1 · · ·
1
χ∗1−ξN
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1 · · ·
1
χ∗
k−1−χk−1
1
χ∗
k−1−χk
1
χ∗
k−1−ξk+1 · · ·
1
χ∗
k−1−ξN
1
ξ∗
k
−χ1 · · · 1ξ∗k−χk−1
1
ξ∗
k
−χk
1
ξ∗
k
−ξk+1 · · ·
1
ξ∗
k
−ξN
1
ξ∗
k+1−χ1 · · ·
1
ξ∗
k+1−χk−1
1
ξ∗
k+1−χk
1
ξ∗
k+1−ξk+1 · · ·
1
ξ∗
k+1−ξN
...
. . .
...
...
...
. . .
...
1
ξ∗
N
−χ1 · · · 1ξ∗N−χk−1
1
ξ∗
N
−χk
1
ξ∗
N
−ξk+1 · · · 1ξ∗N−ξN

,
M
[3]
k =

1
χ∗1−χ1 · · ·
1
χ∗1−χk−1
1
χ∗1−ξk
1
χ∗1−ξk+1 · · ·
1
χ∗1−ξN
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1 · · ·
1
χ∗
k−1−χk−1
1
χ∗
k−1−ξk
1
χ∗
k−1−ξk+1 · · ·
1
χ∗
k−1−ξN
1
χ∗
k
−χ1 · · · 1χ∗k−χk−1
1
χ∗
k
−ξk
1
χ∗
k
−ξk+1 · · ·
1
χ∗
k
−ξN
1
ξ∗
k+1−χ1 · · ·
1
ξ∗
k+1−χk−1
1
ξ∗
k+1−ξk
1
ξ∗
k+1−ξk+1 · · ·
1
ξ∗
k+1−ξN
...
. . .
...
...
...
. . .
...
1
ξ∗
N
−χ1 · · · 1ξ∗N−χk−1
1
ξ∗
N
−ξk
1
ξ∗
N
−ξk+1 · · · 1ξ∗N−ξN

,
M
[4]
k =

1
χ∗1−χ1 · · ·
1
χ∗1−χk−1
1
χ∗1−χk
1
χ∗1−ξk+1 · · ·
1
χ∗1−ξN
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1 · · ·
1
χ∗
k−1−χk−1
1
χ∗
k−1−χk
1
χ∗
k−1−ξk+1 · · ·
1
χ∗
k−1−ξN
1
χ∗
k
−χ1 · · · 1χ∗k−χk−1
1
χ∗
k
−χk
1
χ∗
k
−ξk+1 · · · 1χ∗k−ξN
1
ξ∗
k+1−χ1 · · ·
1
ξ∗
k+1−χk−1
1
ξ∗
k+1−χk
1
ξ∗
k+1−ξk+1 · · ·
1
ξ∗
k+1−ξN
...
. . .
...
...
...
. . .
...
1
ξ∗N−χ1 · · ·
1
ξ∗N−χk−1
1
ξ∗N−χk
1
ξ∗N−ξk+1 · · ·
1
ξ∗N−ξN

.
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On the other hand, we have
det(M
[1]
k ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
χ∗1−χ1
χ1−ξk
χ∗1−ξk · · ·
1
χ∗1−χk−1
χk−1−ξk
χ∗1−ξk
1
χ∗1−ξk
1
χ∗1−ξk+1
ξk+1−ξk
χ∗1−ξk · · ·
1
χ∗1−ξN
ξN−ξk
χ∗1−ξk
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1
χ1−ξk
χ∗
k−1−ξk · · ·
1
χ∗
k−1−χk−1
χk−1−ξk
χ∗
k−1−ξk
1
χ∗
k−1−ξk
1
χ∗
k−1−ξk+1
ξk+1−ξk
χ∗
k−1−ξk · · ·
1
χ∗
k−1−ξN
ξN−ξk
χ∗
k−1−ξk
1
ξ∗
k
−χ1
χ1−ξk
ξ∗
k
−ξk · · · 1ξ∗k−χk−1
χk−1−ξk
ξ∗
k
−ξk
1
ξ∗
k
−ξk
1
ξ∗
k
−ξk+1
ξk+1−ξk
ξ∗
k
−ξk · · · 1ξ∗k−ξN
ξN−ξk
ξ∗
k
−ξk
1
ξ∗
k+1−χ1
χ1−ξk
ξ∗
k+1−ξk · · ·
1
ξ∗
k+1−χk−1
χk−1−ξk
ξ∗
k+1−ξk
1
ξ∗
k+1−ξk
1
ξ∗
k+1−ξk+1
ξk+1−ξk
ξ∗
k+1−ξk · · ·
1
ξ∗
k+1−ξN
ξN−ξk
ξ∗
k+1−ξk
...
. . .
...
...
...
. . .
...
1
ξ∗
N
−χ1
χ1−ξk
ξ∗
N
−ξk · · · 1ξ∗N−χk−1
χk−1−ξk
ξ∗
N
−ξk
1
ξ∗
N
−ξk
1
ξ∗
N
−ξk+1
ξk+1−ξk
ξ∗
N
−ξk · · · 1ξ∗N−ξN
ξN−ξk
ξ∗
N
−ξk
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
ξ∗k − ξk
(
k−1∏
l=1
χl − ξk
χ∗l − ξk
)(
N∏
l=k+1
ξl − ξk
ξ∗l − ξk
)
∆
[1]
k
where
∆
[1]
k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
χ∗1−χ1 · · ·
1
χ∗1−χk−1 1
1
χ∗1−ξk+1 · · ·
1
χ∗1−ξN
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1 · · ·
1
χ∗
k−1−χk−1 1
1
χ∗
k−1−ξk+1 · · ·
1
χ∗
k−1−ξN
1
ξ∗
k
−χ1 · · · 1ξ∗k−χk−1 1
1
ξ∗
k
−ξk+1 · · · 1ξ∗k−ξN
1
ξ∗
k+1−χ1 · · ·
1
ξ∗
k+1−χk−1 1
1
ξ∗
k+1−ξk+1 · · ·
1
ξ∗
k+1−ξN
...
. . .
...
...
...
. . .
...
1
ξ∗
N
−χ1 · · · 1ξ∗N−χk−1 1
1
ξ∗
N
−ξk+1 · · · 1ξ∗N−ξN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
moreover
∆
[1]
k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
χ∗1−χ1
ξ∗k−χ∗1
ξ∗
k
−χ1 · · · 1χ∗1−χk−1
ξ∗k−χ∗1
ξ∗
k
−χk−1 0
1
χ∗1−ξk+1
ξ∗k−χ∗1
ξ∗
k
−ξk+1 · · ·
1
χ∗1−ξN
ξ∗k−χ∗1
ξ∗
k
−ξN
...
. . .
...
...
...
. . .
...
1
χ∗
k−1−χ1
ξ∗k−χ∗k−1
ξ∗
k
−χ1 · · · 1χ∗k−1−χk−1
ξ∗k−χ∗k−1
ξ∗
k
−χk−1 0
1
χ∗
k−1−ξk+1
ξ∗k−χ∗k−1
ξ∗
k
−ξk+1 · · ·
1
χ∗
k−1−ξN
ξ∗k−χ∗k−1
ξ∗
k
−ξN
1
ξ∗
k
−χ1 · · · 1ξ∗k−χk−1 1
1
ξ∗
k
−ξk+1 · · · 1ξ∗k−ξN
1
ξ∗
k+1−χ1
ξ∗k−ξ∗k+1
ξ∗
k
−χ1 · · · 1ξ∗k+1−χk−1
ξ∗k−ξ∗k+1
ξ∗
k
−χk−1 0
1
ξ∗
k+1−ξk+1
ξ∗k−ξ∗k+1
ξ∗
k
−ξk+1 · · ·
1
ξ∗
k+1−ξN
ξ∗k−ξ∗k+1
ξ∗
k
−ξN
...
. . .
...
...
...
. . .
...
1
ξ∗N−χ1
ξ∗k−ξ∗N
ξ∗
k
−χ1 · · · 1ξ∗N−χk−1
ξ∗k−ξ∗N
ξ∗
k
−χk−1 0
1
ξ∗N−ξk+1
ξ∗k−ξ∗N
ξ∗
k
−ξk+1 · · ·
1
ξ∗N−ξN
ξ∗k−ξ∗N
ξ∗
k
−ξN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
(
k−1∏
l=1
ξ∗k − χ∗l
ξ∗k − χl
)(
N∏
l=k+1
ξ∗k − ξ∗l
ξ∗k − ξl
)
C(χ∗1, χ
∗
2, · · · , χ∗k−1)C(ξ∗k+1, ξ∗k+2, · · · , ξ∗N )
where C(·, ·, · · · , ·) represents the determinant of a Cauchy matrix. Thus, we have
det(M
[1]
k ) =
1
ξ∗k − ξk
(
k−1∏
l=1
χl − ξk
χ∗l − ξk
ξ∗k − χ∗l
ξ∗k − χl
)(
N∏
l=k+1
ξl − ξk
ξ∗l − ξk
ξ∗k − ξ∗l
ξ∗k − ξl
)
C(χ∗1, χ
∗
2, · · · , χ∗k−1)C(ξ∗k+1, ξ∗k+2, · · · , ξ∗N ).
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Similarly, we have
det(M
[2]
k ) =
1
ξ∗k − χk
(
k−1∏
l=1
χl − χk
χ∗l − χk
ξ∗k − χ∗l
ξ∗k − χl
)(
N∏
l=k+1
ξl − χk
ξ∗l − χk
ξ∗k − ξ∗l
ξ∗k − ξl
)
C(χ∗1, χ
∗
2, · · · , χ∗k−1)C(ξ∗k+1, ξ∗k+2, · · · , ξ∗N ),
det(M
[3]
k ) =
1
χ∗k − ξk
(
k−1∏
l=1
χl − ξk
χ∗l − ξk
χ∗k − χ∗l
χ∗k − χl
)(
N∏
l=k+1
ξl − ξk
ξ∗l − ξk
χ∗k − ξ∗l
χ∗k − ξl
)
C(χ∗1, χ
∗
2, · · · , χ∗k−1)C(ξ∗k+1, ξ∗k+2, · · · , ξ∗N ),
det(M
[4]
k ) =
1
χ∗k − χk
(
k−1∏
l=1
χl − χk
χ∗l − χk
χ∗k − χ∗l
χ∗k − χl
)(
N∏
l=k+1
ξl − χk
ξ∗l − χk
χ∗k − ξ∗l
χ∗k − ξl
)
C(χ∗1, χ
∗
2, · · · , χ∗k−1)C(ξ∗k+1, ξ∗k+2, · · · , ξ∗N ).
Moreover, we have
det(Mk) = C(χ
∗
1, χ
∗
2, · · · , χ∗k−1)C(ξ∗k+1, ξ∗k+2, · · · , ξ∗N )
[
1
ξ∗k − ξk
(
k−1∏
l=1
∣∣∣∣ χl − ξkχ∗l − ξk
∣∣∣∣2
)(
N∏
l=k+1
∣∣∣∣ ξl − ξkξ∗l − ξk
∣∣∣∣2
)
e2(θ
∗
k+θk)
+
1
ξ∗k − χk
(
k−1∏
l=1
χl − χk
χ∗l − χk
ξ∗k − χ∗l
ξ∗k − χl
)(
N∏
l=k+1
ξl − χk
ξ∗l − χk
ξ∗k − ξ∗l
ξ∗k − ξl
)
e2θ
∗
k
+
1
χ∗k − ξk
(
k−1∏
l=1
χl − ξk
χ∗l − ξk
χ∗k − χ∗l
χ∗k − χl
)(
N∏
l=k+1
ξl − ξk
ξ∗l − ξk
χ∗k − ξ∗l
χ∗k − ξl
)
e2θk
+
1
χ∗k − χk
(
k−1∏
l=1
∣∣∣∣ χl − χkχ∗l − χk
∣∣∣∣2
)(
N∏
l=k+1
∣∣∣∣ ξl − χkξ∗l − χk
∣∣∣∣2
)]
.
Similar procedure as above, we have
det(Gk) =
(
k−1∏
l=1
χ∗l + γ
χl + γ
)(
N∏
l=k+1
ξ∗l + γ
ξl + γ
)[
ξ∗k + γ
ξk + γ
det(M
[1]
k )e
2(θ∗k+θk) +
ξ∗k + γ
χk + γ
det(M
[2]
k )e
2θ∗k
+
χ∗k + γ
ξk + γ
det(M
[3]
k )e
2θk +
χ∗k + γ
χk + γ
det(M
[4]
k )
]
.
Finally, as s→ +∞, along the trajectory y − vks = const, we have
q[N ] =
β
2
q+k e
iθ +O(e−c|s|),
where θ+k,R, θ
+
k,I are given in equations (43).
For the general case y − vs = const, v 6= vk (k = 1, 2, · · · , N), if v < v1 then q[N ] = β2Θ+1 eiθ−2iϕ1,I + O(e−c|s|); if
vm−1 < v < vm(m = 2, 3, · · · , l), then q[N ] = β2Θ+meiθ−2iϕm,I +O(e−c|s|); if vl < v < vN then q[N ] = β2Θ+l eiθ+2iϕl,I +
O(e−c|s|); if vm+1 < v < vm(m = l + 1, l + 2, · · · , N − 1), then q[N ] = β2Θ+meiθ+2iϕm,I + O(e−c|s|); if vl+1 < v then
q[N ] = β2Θ
+
l+1e
iθ−2iϕl+1,I + O(e−c|s|). Thus we have the asymptotic behavior (42). By the same procedure as above,
we can obtain the asymptotic behavior (41) when s→ −∞. So we complete the proof. 
Appendix C: Modulational instability analysis for plane wave solution
The simplest exact solution to the CSP equation (2) is the plane wave-a constant amplitude, exponential wavetrain,
q0 =
β
2
e−i(
2
γ
x−ωt), ω =
1
4
(
β2
γ2
− 2
)
γ (52)
where β, γ are real constants. The linearized stability of the plane wave is easily obtained from Fourier analysis [46].
It proves most convenient to introduce the disturbance quantities q˜ as multiplicative perturbations to the plane wave
q =
(
β
2
+ q˜
)
e−i(
2
γ
x−ωt) (53)
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since this results in a convenient simplification upon linearization. Keeping only terms linear in q˜ after direct substi-
tution of (53) into the CSP equation (2), the linearized disturbance equations become
q˜t +
β2
8
q˜∗x +
1
4
(
β2 + γ2
)
q˜x +
iγ
2
q˜xt +
iγβ2
16
q˜xx − iβ
2
4γ
(q˜∗ + q˜) = 0. (54)
Because of the conjugates in (54), the eigenfunctions are most conveniently expressed as linear combinations of pure
Fourier modes,
q˜ = f+e
iκ(x+Ωt) + f∗−e
−iκ(x+Ω∗t). (55)
These eigenmodes are parameterized by the real wavenumber κ of the disturbance and the complex phase velocity Ω,
where a positive imaginary part indicates a pure temporal growth mode of instability in positive time. Substitution
into the linearized PDEs (53) and collection of resonant terms results in four linear homogeneous equations for the
Fourier amplitudes f±,8k
2γ2Ω+
(
4 + k2γ2
)
β2 − 4γκ (4Ω + γ2 + β2) 2β2(2 − γκ)
−2β2(2 + γκ) −8k2γ2Ω− (4 + k2γ2)β2 − 4γκ (4Ω + γ2 + β2)
[f+
f−
]
= 0. (56)
Solvability for this system requires that the determinant of the matrix of coefficients vanish–this determines the
dispersion relation for linearized disturbances
16 γ2κ2
(
4Ω + γ2 + β2
)2
+ 16 β4 − [8 κ2γ2Ω + (4 + κ2γ2)β2]2 − 4 γ2β4κ2 = 0.
Ones can readily obtain that two roots for above square equation:
Ω =
(8− β2κ2)γ2 + 4 β2 ± 4γ
√
γ2κ2(β2 + γ2)− 4β2
8(κ2γ2 − 4) .
So when κ2 < 4β
2
γ2(β2+γ2) , those roots with nonzero imaginary part correspond to linearly unstable modes, with growth
rate κ|Im(Ω)| = γκ
√
4β2 − γ2κ2(β2 + γ2)/[2|κ2γ2 − 4|]. Then the baseband MI yields the rogue wave solution [49].
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