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Abstract
We investigate the properties of a class of discrete multivariate distributions whose univariate marginals
have ordered categories, all the bivariate marginals, like in the Plackett distribution, have log-odds ratios
which do not depend on cut points and all higher-order interactions are constrained to 0. We show that this
class of distributions may be interpreted as a discretized version of a multivariate continuous distribution
having univariate logistic marginals. Convenient features of this class relative to the class of ordered probit
models (the discretized version of the multivariate normal) are highlighted. Relevant properties of this
distribution like quadratic log-linear expansion, invariance to collapsing of adjacent categories, properties
related to positive dependence, marginalization and conditioning are discussed briefly. When continuous
explanatory variables are available, regression models may be fitted to relate the univariate logits (as in a
proportional odds model) and the log-odds ratios to covariates.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The proportional odds model [15] assumes that the global logits of an ordered categorical
response are a linear function of cut points and covariate effects; it is well known that
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this is equivalent to assuming that the response variable is the discrete approximation of a
continuous latent variable for which a linear regression model with logistic errors holds, an
interpretation which is very popular in the econometric literature (see for example [12,20]). A
completely general class of multivariate distributions whose univariate marginals have ordered
categories and whose association structure is based on the multivariate extension of the Plackett
distribution [18], have been studied by Molenbergs and Lesaffre [16]. This family of distributions
is extremely flexible, at the cost, however, of a parametric complexity which increases rapidly
with the number of responses and the number of categories. On the other hand, though the
literature on the Plackett distribution seen as a copula is extensive (see for instance [10,17],
sec. 3.3.1), its applications are mostly limited to bivariate distributions.
Here we focus on a relevant subclass of such distributions which resemble the discretized
multivariate normal in the sense that the marginal association between any pair is determined by
a single parameter, the global odds ratio, assumed invariant to cut points, as in a discrete analog
of the Plackett distribution, with the log-linear interactions of order higher than two constrained
to zero. The results presented in this paper exploits recent advances on marginal modeling
of discrete distributions (see for example [3] or [6]) which allow simultaneous modeling of
several marginal distributions. In the special case of binary responses, some of these results were
anticipated by Zhao and Prentice [21] who studied the mapping between the set of canonical
parameters related to main effects and bivariate interactions and the set of univariate and bivariate
moments; with higher-order interactions treated as nuisance parameters or constrained to 0.
When individual covariates are available, our formulation allows for a set of proportional odds
models which describe the dependence of each univariate marginal on explanatory variables;
in addition, linear regression models may be formulated to allow the global log-odds ratios to
depend on covariates.
In Section 2 we describe the construction and parametrization of the multivariate discrete
Plackett, the construction of regression model and a proof of the existence of an underlying con-
tinuous distribution. The main properties of this class of distributions are discussed in Section 3.
2. Definition and construction
Below we first give a formal definition of the mapping defined by parametrizing a multivariate
discrete distribution with global logits and log-odds ratios and then show that it represents a link
function, that is, the mapping is invertible and differentiable. We then describe how these param-
eters may depend on covariates as in a multivariate generalized linear model. Finally we show
that this distribution may be interpreted as the discretized version of a multivariate continuous
distribution having logistic univariate marginals and discuss the implications of this result.
2.1. The Plackett link function
Let Y1, . . . , YJ denote J ordinal categorical response variables. Because categories may
be associated to labels which, apart from being ordered, may be arbitrary, there is no loss of
generality in assuming that Y j , j = 1, . . . , J takes values in 1, . . . ,m j . The probabilities which
define the joint density of (Y1, . . . YJ ) conditionally on a vector of covariates z can be displayed
in a table having t = ∏ j m j cells. In the following it will be convenient to arrange these
probabilities into the vector pi(z) by letting variables Y j with a larger index j run faster from
1 to m j . Define the marginal univariate global logits
λ j;k(z) = log[pr(Y j > k | z)/pr(Y j ≤ k | z)], j = 1, . . . , J, k = 1, . . . ,m j − 1,
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and the marginal global log-odds ratios
λ j,k; j ′,k′(z) = λ j ′,k′(z; Y j > k)− λ j ′,k′(z; Y j ≤ k)
for 1 ≤ j < j ′ ≤ J and k < m j , k′ < m j ′ ,
where λ j ′,k′(z; Y j > k) denotes the logit of Y j ′ conditionally on z and Y j > k. These parameters
may be arranged into the vector λ(z)which has dimension v =∑ j (m j−1)+∑ j ∑ j ′> j (m j−1)
(m j ′−1) with the logits coming first and k running faster than j , then k′ runs faster than k within
each pair j, j ′.
We call Plackett the simplified model where, for each pair j, j ′, the log-odds ratios λ j,k; j ′,k′(z)




j ′> j [(m j − 1)
(m j ′−1)−1] linear constraints so that the association between each pair is determined by a single
parameter. Let L denote the subset of Rv such that λ(z) ∈ L is Plackett and corresponds to a
proper probability distribution pi(z)with strictly positive elements. Let also g denote the mapping
λ(z) = g[pi(z)] and ΠL the image of L in Rt . Elements of Rv may fail to determine a proper
probability distribution for two reasons: (i) univariate logits must be strictly decreasing and (ii)
log-odds ratios within any subset of three or more Y j ’s must satisfy consistency constraints which
are the analog of the constraint that a covariance matrix must be positive definite. An algorithm
for checking whether a vector of marginal parameters is inconsistent has been described by
Qaqish and Ivanova [19]. Though the algorithm is limited to binary distributions, due to the
Placket constraint, it could be applied to our context by dichotomizing at arbitrary cut points.
The mapping from ΠL to L may be written in the compact matrix form as
λ(z) = C log(Mpi(z)), (1)
where C is a matrix of row contrasts and M is a matrix of 0’s and 1’s which produce the marginal
probabilities required. An algorithm for constructing these matrices is described by Colombi and
Forcina ( [7], p. 1018). The log-linear expansion for pi(z) may be written as
log[pi(z)] = Gθ(z)− 1 log[1′t Gθ(z)], (2)
where θ(z) is the vector of log-linear parameters not constrained to 0 and G is an appropriate
design matrix of full column rank v. A convenient choice for G is described by [3], p. 699.
Proposition 1. The mapping from ΠL to L is invertible and differentiable.
Proof. A somehow informal proof was given by Glonek [11]; the result is a special case
of Theorem 1 in [3], p. 703. Essentially, the proof is based on the properties of the mixed
parametrization of Barndorff-Nielsen ( [2], p. 121) which first ensures that the mapping between
θ(z) and the vector of expected values of sufficient statistics µ(z) = G′pi(z) is a diffeomorphism
and then that, within each univariate and bivariate marginal, there is again a diffeomorphism
between the corresponding subsets of µ(z) and λ(z). 
Notice that, obviously, λ(z) and θ(z) have the same size v. While pi(z) is determined by
θ(z) from (2), the inverse of the logistic transformation may be written in explicit form as
θ(z) = H log(pi(z)), where H is the left inverse of G which is orthogonal to 1. This matrix
may be computed as H = (G′G−G′1t 1′t G/t)−1(G′ −G′1t 1′t/t).
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2.2. A reconstruction algorithm
Though for J = 2 there is an explicit formula for reconstructing pi(z) from λ(z) (Dale [9])
and an extension to multiway table is described by [16], its actual implementation for J > 2
is rather demanding. An algorithm based on a first-order approximation is equally accurate and
faster even for J = 2. Different versions of this algorithm have been proposed by [21] and [11];
the version described here requires the explicit construction of the matrix G and works as follows
(the dependence on z is omitted for simplicity):
1. at the initial step choose a value θ (0) such that λ(0) is sufficiently close to λ;
2. at the hth step update the vector of canonical parameters by the first-order approximation
θ (h) = θ (h−1) + D[λ− λ(h−1)]; where D = [∂λ′/∂θ ]−1 is easily computed from (1);
3. iterate until the norm of λ− λ(h−1) is close to 0 and then reconstruct pi(z) from (2).
When J is greater than two the algorithm is efficient because it works in the reduced dimension v.
In practice the actual choice of θ (0) has negligible effects on the efficiency of the reconstruction
algorithm and may be set to 0v . A non-iterative algorithm based on the reconstruction of the
elements of µ(z) from those of λ(z) and those of pi(z) from those of µ(z) is described by [19].
2.3. Linear models
If the number of distinct covariate configurations was very small relative to the number of
observations, each vector λ(z) could be estimated within the corresponding strata like in a
semi-parametric model. However, in most practical situations the number of distinct covariate
configurations is so large that each stratum will contain few (or even just one) observations. In
these cases we assume a linear model of the form
λ j,k(z) = α j,k + z′jβ j ; j = 1, . . . , J ; k = 1, . . . ,m j − 1; (3)
where z j denotes the subset of covariates affecting the logits of Y j ; under the Plackett constraint
we also assume that
λ j,k; j ′,k′(z) = τ j, j ′ + z′j, j ′ξ j, j ′ 1 ≤ j < j ′ ≤ J, (4)
where z j, j ′ denotes the subset of covariates affecting the log-odds ratio between Y j , Y j ′ . These
equations may be written in a compact matrix form as
λ(z) = Zψ, (5)
where Z will be block diagonal, with one block for each set of m j − 1 univariate logits and
(m j − 1)(m j ′ − 1) different log-odds ratios, and ψ collects the α′s, β ′s, τ ′s and ξ ′s parameters.
Note that the Plackett constraint is implicit in the construction of the Z matrix.
2.4. Existence of a continuous multivariate latent distribution
In many contexts it may be meaningful to interpret each ordinal response variable considered
separately as a discrete approximation of a continuous latent variable which is also related to
covariates by some kind of regression model. More formally, the following result holds:
Proposition 2. Let U j , j = 1, . . . , J , denote a continuous latent variable such that U j > −α j,k
whenever Y j > k; in addition, assume that
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U j = z′jβ j +  j .
Then, if  j is symmetric around 0, it has a standard logistic univariate marginal.
Proof. See for example Agresti [1], Sec. 7.2.3 or Wooldridge [20], Sec. 15.10.
This result is very popular in econometrics because it provides a justification for the
proportional odds model and indicates that its intercepts reversed in sign may be interpreted
as cut points on the latent scale; thus they must be strictly increasing in order for pi(z) ∈ ΠL.
The previous result holds when each marginal distribution is considered on its own. We
now examine whether there exists a multivariate continuous latent distribution having the
logistic univariate marginals specified above and satisfying the dependence structure implied
by the Plackett constraints. The result contained in the next proposition indicates that the
class of multivariate discrete distributions studied in this paper is an alternative to the class of
distributions obtained by discretizing a multivariate normal at a given set of cut points defined
for each marginal.
Proposition 3. For any value of z and ψ there exists a continuous multivariate distribution with
cumulative distribution function H(u | z;ψ), defined for any u ∈ RJ , having logistic univariate
marginals as stated in Proposition 2 and matching the cumulative distribution at any choice of
k( j) < m j ,
H(−α1,k(1), . . . ,−αJ,k(J ) | z;ψ) = pr(Y1 ≤ k(1), . . . , YJ ≤ k(J ) | z).
Proof. For any u ∈ RJ , let c > 0 be an arbitrary constant and define λ(z,u, c) to be the vector
of marginal parameters constructed as λ(z), but containing two logits for each variable equal to
−u j + z′jβ j and−u j + z′jβ j − c and four log-odds ratio for each pair equal to the corresponding
elements of λ(z). This is a compatible vector of marginal parameters because the two logits are
strictly decreasing and the log-odds ratios are equal to those of the discrete distribution, thus
it defines a J -dimensional three-variate distribution. Call pi(z,u, c) the corresponding vector of
joint probabilities and define H(u | z;ψ) to be equal to the first cell of pi(z,u, c). Note that, when
u j = −α j,k( j), H(u | z;ψ) equals the cumulative discrete distribution at the corresponding
cut points as follows from Proposition 1. Since the elements of pi(z,u, c) are strictly positive, it
follows that, if an arbitrary subset of cut points u j , sayH, is replaced by u j−c, the corresponding
cumulative distribution must be strictly greater than H(u | z;ψ). 
3. Main properties
3.1. Marginal and conditional distributions
The fact that λ(z) is a set of univariate and bivariate marginal parameters has the advantage
that the corresponding parameters for the marginal distribution of a subset of K response
variables Y j (1), . . . , Y j (K ) are equal to the corresponding elements of λ(z) and the Plackett
constraint continues to hold. However, the constraint that the log-linear interactions of order
higher than two are 0 is no longer true exactly, though it should still hold approximately in most
cases. This is so because the log-linear parameters refer to the full joint distribution and thus are
not invariant to marginalizations. On the other hand, for any partition of the response variables
into two components U and V, the conditional distribution of V | U retains the property that the
log-linear interactions of order greater than two are 0, but now the Plackett constraint will hold
only approximately within conditional distributions.
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3.2. Collapsing of adjacent categories
It is easily verified that the distribution obtained by collapsing two or more adjacent categories
of any given response variable not only is still Plackett, but it has the same parameters of
the original distribution except for the logits determined by the cut points used to separate
the collapsed categories which will be dropped. Invariance holds because the global logits and
odds ratios depend on the cumulative distribution which is unaffected by collapsing of adjacent
categories except that certain intermediate reference points are dropped.
3.3. Quadratic log-linear expansion
It may be worth noting that, since log-linear interactions of order greater than two are
constrained to 0, by adopting the log-linear parametrization described by [3], Section 3, the
columns of the matrix G may be written either as dummies g j;k which are equal to 1 if Y j > k
and 0 otherwise, with k < m j for all j , or as dummies g j, j ′;k,k′ which are equal to 1 if both
Y j ′ > k′ and Y j > k. It can be easily verified that in this formulation g j, j ′;k,k′ is the element-
wise product of g j;k and g j ′;k′ ; thus Eq. (2), apart from a rescaling factor, may be seen as a
quadratic function of the response variables. This extends the similar expression given in Cox
and Wermuth ([8], Equation (8)) for binary variables.
3.4. Stochastic orderings
A simple approach to the analysis of ordinal response variables is to replace, within each
variable, the m j ordinal categories with a suitable set of scores which, apart from being strictly
increasing, may be arbitrary. Then it is natural to expect that the substantial properties of the
joint distribution should be invariant to the assignment of arbitrary, strictly increasing scores.
The following proposition highlights a well-known property of the global logits:
Proposition 4. Let z ja and z jb be two distinct values taken by z j ; then the condition that the
global logits of Y j | z jb are not smaller than the corresponding logits of Y j | z ja is equivalent
to the condition that E[s(Y j ) | z jb] > E[s(Y j ) | z ja] for any arbitrary strictly increasing set of
scores s.
Proof. Since global logits are strictly increasing functions of the cumulative distribution, it
follows that the global logits condition holds if and only if Y j |z jb is stochastically larger than
Y j |z ja ; the result follows since it is well known (see among others Hadar and Russell [13],
Theorems 1 and 2) that Y j |z jb is stochastically greater than Y j |z ja if and only if E[s(Y j )|z jb] ≥
E[s(Y j )|z ja] for any arbitrary strictly increasing set of scores s.
Regarding the positive dependence between a given pair of response variables, it is well known
(see for example [5], p. 1498) that the condition that all the log-odds ratios between a given
pair of response variables are non-negative is equivalent to the condition of positive quadrant
dependence (PQD), a notion of positive dependence between ordinal variables first introduced
by Lehmann [14]. Recall that a pair of response variables Y j , Y j ′ are PQD if
pr
(
Y j ≤ k( j), Y j ′ ≤ k′( j ′)
) ≥ pr (Y j ≤ k( j)) pr (Y j ′ ≤ k′( j ′)) for all k( j), k( j ′),
which intuitively means that, relative to independence, small values of one variable are associated
with small values of the other. Thus, for the Plackett distribution, λ j, j ′(z) ≥ 0 is equivalent to
the condition that Y j , Y j ′ are PQD, in addition we have:
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Proposition 5. Within the Plackett distribution, λ j, j ′(z) ≥ 0 if and only if cov[u(Y j ), v(Y j ′) |
z] ≥ 0 for any arbitrary strictly increasing set of scores u and v.
Proof. Since λ j, j ′(z) ≥ 0 is equivalent to PQD, the result follows from [14]. 
3.5. Likelihood inference
The issue is not discussed here in detail because the theory for fitting regression models similar
to those described above to data with individual covariates can be derived from Colombi and
Forcina [7] and Bartolucci and Forcina [4] among others. A specific set of MATLAB routines
will be available from the website http://www.stat.unipg.it/forcina/Plackett.
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