The design of stabilizing compensators for linear, time invariant feedback systems, by means of semiinfinite optimization algorithms, requires a stability test in the form of a finite or infinite set of differentiable inequalities. The classical Nyquist stability criterion leads to an integer valued function and hence cannot be used in the design of stabilizing compensators via semi-infinite optimization. This paper evolves the classical Nyquist stability criterion into a semi-infinite inequality which is a necessary and sufficient condition of stability, and which is compatible with the use of semi-infinite optimization. Computational aspects of the new stability are discussed and design examples are given.
INTRODUCTION
The most basic requirement in control system design is exponential stability of the closed loop system. The manner in which this requirement is fulfilled depends on the synthesis techniques adopted by the designer. For very good reasons, the Nyquist stability criterion [Nyq.l] , has served for many years as a principal "manual" tool for ensuring stability in linear time-invariant systems. Unfortunately, as was pointed out in [Pol.l] , the Nyquist stability criterion cannot be used in conjunction with computer-aided design techniques which make use of semi-infinite optimization. The reason for this is easy to see. Consider a linear, time invariant feedback system E(p), where p is a design parameter vec tor which determines the coefficients of the compensator blocks. Let %(pj) = n(p j)+d(p j) be the characteristic polynomial of 'Up), with the polynomials n(pj),d(pj) such that n(pj)ld(pj) is a proper rational function in s. The coefficients of n(pj), d(pj) can be assumed to be differentiable The modified Nyquist stability criterion in [Poll] satisfies the requirements of semi-infinite optimization. However, it does suffer from four drawbacks: (i) it is only a sufficient condition, which at times can be very conservative, (ii) it involves an arbitrary polynomial d(s) whose definition requires judgement, (iii) the selection of a form such (1.3) involves some skill, e.g., in some cases it may be advantageous to use the inequality where cuc2 > 0, instead of(1.3), and (iv) it proved to be sensitive to the frequency discretization step size.
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In this paper, we begin by establishing the critical role that a computational stability test plays in the design of linear feedback systems via semi-infinite optimization. In particular, we show that the function ofthe computational stability test is not only to ensure stability, but also to confine the compu tation to a subset of the design parameter space where design specification inequalities are 
A MODIFIED NYQUIST STABILITY CRITERION
Consider a parametrized, linear, time-invariant, interconnected, finite dimensional dynamical sys tem, !(/?), described by a set of state equations:
together with a set of interconnection equations: When the the matrix (I-ED0(p)) is nonsingular, the interconnection equations (2.1b) can be elim inated, to obtain a "closed loop" state space representation for the system I(p) of the form
x(t)=A(p)x(t) + B(p)r(t),
where x = (xlt xk)t y = (yi,,....y*), and r = (n,,..../*). The matrices A(p), £(p), C(p) and Dip) are continuously differentiable in p.
Any design specifications will require that the closed loop system (2.1c) be exponentially stable.
In addition, we can expect to have requirements of robustness, disturbance rejection (in the frequency domain) and plant saturation avoidance (in the time domain). The disturbance rejection requirement (in the output yt with respect to the disturbance input rm) is commonly expressed in the form depends on the shape of the set S and the choice of the set B. A further requirement is imposed by semi-infinite optimization: the parametrization must be such that it is easy to ensure that the zeros of D(s tq) are in S. We shall see in the next section that the selection of a parametrization of D(s ,q)
and of the set B can be fairly easy. Unfortunately, from an optimization point of view, the parametrization (3.1) is not at all satisfac tory for two reasons. The first is that the zeros of D(s ,q) may turn out to be unacceptably sensitive to variations in the parameter q. The second one is that, for a given set S, there appears to be no simple The relations (3.11b), (3.11c) cannot be used in conjunction with a semi-infinitie optimization algo rithm. Therefore we propose to replace them with the following set of three inequalities which we shall
PARAMETRIZATION OF THE NORMALIZING POLYNOMIAL D(s,q)
show to be equivalent to (3.11b), (3.11c):
Proposition 3.1 : The systems of inequalities (3.11b), (3.11c) and (3.12a), (3.12b), (3.12c) are equivalent.
Proof: (=>) Suppose that Si = -a/2+^la2/4-b satisfies either (3.11b) or (3.11c)(This ensures that s2 satisfies either (3.11b) or (3.11c) as well). Suppose that (3.11b) holds. Then (3.12b) and (3.12c) hold automatically, while (3.12a) holds because $(0) £ g(b -a2l4). Next suppose that (3.11c) holds. Then implies that (3.11b) is satisfied. If a2!4-b > 0, then (3.12a), (3.12c) imply that (3.11c) is satisfied.
Hence the two systems are equivalent.
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We conclude that if we set B = €+, then a stabilizing parameter ps for the system Up) can be obtained by solving the following set of inequalities for a PseRnz and a^eR^(we state the inequali ties for the case where N is odd) :
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EVALUATION OF x(sjf) AND ITS DERIVATIVES
The use of the stability test (2.4a), (2.4b), in the form (3.3a), (3.3b), or in the form (3.13a)
-(3.13e), in conjunction with a semi-infinite optimization algorithm, requires the evaluation of the characteristic polynomial xfa^O and its partial derivatives. We shall now describe the method we chose to perform these evaluations.
The characteristic polynomial of the interconnected system L in (2. To conclude this section, we shall summarize our suggestion for evaluating %{syp) and its partial derivatives in the form of an algorithm. We make use of the fact that one of the most robust methods (used in EISPACK [Smi.l]) for diagonalizing a matrix Aip) is first to reduce it to upper Hessenberg form Hip), using orthogonal similarity transformations, and then to reduce the Hessenberg form Hip)
H(p) = V(p)TA(p)V(p), (4.3a) where V(p) is a Hermitian matrix, so that cond(V(p)) = 1. This leads to the formula

X(sj>) = det[sl -A(p))= det[tf -H(p)]. (4.3b) The Hessenberg form H(p)is cheaper to compute than the diagonal form A(p). Furthermore, the com putation of H(p) is very stable and the computation of de\[sI-H(p)]
to Schur form Sip) by iterative unitary similarity transformations of the QR method. Finally, back sub stitutions are applied to accumulate eigenvectors.
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Algorithm 4.1: (Evaluates %(sp) and its partial derivatives)
Data : Matrix A ip), £>0, an upper bound on acceptable condition number.
Step 1: Reduce matrix A ip) to Hessenberg form Hip) by orthogonal transformation Qip) so that Hip) = QTip)Aip)Qip).
(4.8)
Step 2 
Sip) = R(pfHip)Rip). (4.9)
The eigenvalues X,(p) of A(p) are given by
Step 3 Step
: If cond {Pip)) £ £ or Pip) is singular, compute det[,y/-A(p)] and its partial derivatives using (4.3b), (4.6).
Else construct the diagonal matrix (4.ll) and compute the right and left eigenvector matrices since Q and R are orthogonal matrices, cond (V) = cond (P).
Step 5 : Set vy to be the j-th column of Vip), set uj to be the j-th row of Uip) and compute detfc/ -A (p)] and its partial derivatives using (4.2), (4.5).
Stop and exit I 5. DESIGN EXAMPLES
We shall now present two examples illustrating the use of our modified Nyquist stability criterion in control system design. We follow the design formulation methodology described in [Pol.3] .
Example 5.1: Design of Control System for CH-47 Tandem Rotor Helicopter.
Consider the design of a control system, with configuration shown in Fig We assume that we are required to design a compensator which stabilizes the closed loop system, reduces sensitivity to output disturbances and avoids plant saturation by disturbances. We shall given a mathematical expression for these requirements shordy. First, we chose a compensator C, with a state space representation of the form • Closed-Loop System Stability Requirement:
We begin with the most fundamental requirement: that of exponential stability of the nominal • Stability Robustness
Major unstructured uncertainties associated with our hellicopter model are due to neglected rotor dynamics and unmodeled rate limit nonlinearities. These arc discussed at length in [Ste.l] . Forthe pur pose of our design example, it suffices to note that the modeling uncertainties are the same in both con trol channels and that if the actual plant model is expressed in the form P(s){I + A(s)), then we may assume that The initial values for the compensator were chosen arbitrarily as follows: The resulting closed-loop eigenvalues were -10.1505, -7.6577, -0.101678, -1.85382, -0.0943453 ± 1.16857i, and 0.3505 ±4.52988i [ 17.8282 , 77.9079 , 1.9755 , 0.2081 , 0.2087 , 1.3764 , 2.7724 , 22.4414 The resulting closed-loop eigenvalues at this point were -13.4488 + Oi, -9.1549 + Oi, -0.0531313 + Oi, -0.686026 + Oi, -0.632693 ± 1.83429i, and -3.68045 ± 5.36757L The vector q at iteration 14, was q = [ 17.8781 , 77.9102 , 3.81775 , 3.52904 , 3.86632 , 4.98543 , 6.1543 , 29.4078 ] . The modified Nyquist diagram for the stabilized system is shown in Fig.   5 .3a. The state of the other requirements is shown in Fig. 5 .3b,c.
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After 63 iterations, all the design constraints were satisfied and the cost fflefoauz.oi* S^0'<«V)] } = 0.3625. The final compensator is described by the following matrices: Our design constraints and objective are as follows:
• Time Domain Constraints:
(1) The step response constraints on plant output y(t) = iyl(t),y2it)), corresponding to an input r(0 = ir\t)^2(t)), r'(0 = 1. for i = 1,2, were specified in terms of the following The system responses corresponding to this compensator are shown in Fig.5.5a, b, c, d, e, f 
