The South Pole Telescope has discovered one hundred gravitationally lensed, high-redshift, dusty, star-forming galaxies (DSFGs). We present 0.5 resolution 870 µm Atacama Large Millimeter/submillimeter Array imaging of a sample of 47 DSFGs spanning z = 1.9 − 5.7, and construct gravitational lens models of these sources. Our visibility-based lens modeling incorporates several sources of residual interferometric calibration uncertainty, allowing us to properly account for noise in the observations. At least 70% of the sources are strongly lensed by foreground galaxies (µ 870µm > 2), with a median magnification µ 870µm = 6.3, extending to µ 870µm > 30. We compare the intrinsic size distribution of the strongly lensed sources to a similar number of unlensed DSFGs and find no significant differences in spite of a bias between the magnification and intrinsic source size. This may indicate that the true size distribution of DSFGs is relatively narrow. We use the source sizes to constrain the wavelength at which the dust optical depth is unity and find this wavelength to be correlated with the dust temperature. This correlation leads to discrepancies in dust mass estimates of a factor of 2 compared to estimates using a single value for this wavelength. We investigate the relationship between the [CII] line and the far-infrared luminosity and find that the same correlation between the [CII]/L FIR ratio and Σ FIR found for low-redshift star-forming galaxies applies to high-redshift galaxies and extends at least two orders of magnitude higher in Σ FIR . This lends further credence to the claim that the compactness of the IR-emitting region is the controlling parameter in establishing the " [CII] deficit."
INTRODUCTION
With the Atacama Large Millimeter/submillimeter Array (ALMA) now in full operation, our understanding of dust-enshrouded star formation at high redshifts is advancing more rapidly than ever before. The most intense star formation in the universe takes place in dusty, starforming galaxies (DSFGs), at high redshifts (z > 1), creating new stars at rates of > 100 − 1000 M yr −1 (see a recent review by Casey et al. 2014) . The otherwise high UV luminosity from massive young stars in these galaxies is almost entirely reprocessed by interstellar dust, which absorbs the short-wavelength radiation and re-radiates it at far-infrared (FIR) and (sub)millimeter wavelengths. Although DSFGs represent a significant contribution to the comoving star formation rate density out to at least z = 4 (e.g., Chapman et al. 2005; Casey et al. 2013) , producing a realistic population of DSFGs has long been a challenge for theoretical models of galaxy evolution (e.g., Baugh et al. 2005; Davé et al. 2010; Hayward et al. 2013; Narayanan et al. 2015) .
Observations of these galaxies benefit from a strongly negative "K-correction" at submillimeter wavelengths (e.g., Blain & Longair 1993) , in which the dimming due to increased cosmological distance is countered by the rapidly rising dust spectral energy distribution (SED) at fixed observing wavelength. DSFGs were initially discovered in low-resolution (> 10 ) 850 µm deep images (Smail et al. 1997; Barger et al. 1998; Hughes et al. 1998) , and high-resolution follow-up studies at submillimeter wavelengths remain challenging, as are observations at other wavelengths that do not benefit from the negative K-correction. One fairly straightforward method of gaining resolution is to target a sample of gravitationally lensed galaxies, such as those discovered by the South Pole Telescope (Carlstrom et al. 2011; Vieira et al. 2010 ; Mocanu et al. 2013) or the Herschel Space Observatory (Negrello et al. 2010; Wardlow et al. 2013) . Follow-up observations of these galaxies at FIR/submillimeter wavelengths, where they are brightest, with interferometers such as ALMA and the Submillimeter Array have shown that the bulk of the brightest objects are consistent with strong gravitational lensing (e.g., Hezaveh et al. 2013; Vieira et al. 2013; Bussmann et al. 2013) . Lensed samples offer the opportunity to study DSFGs at higher resolution and using fainter observational diagnostics than otherwise possible (e.g., Swinbank et al. 2010; Fu et al. 2012; Bothwell et al. 2013; Spilker et al. 2014) .
Taking advantage of gravitational lensing requires careful modeling to understand its effects. In this paper, we present lens models of a sample of 47 DSFGs discovered in South Pole Telescope data and observed by ALMA at ∼ 0.5" resolution. Hezaveh et al. (2013) presented models of four sources which were spatially resolved at the ∼ 1.5 resolution of the first data acquired for this project; here we expand this work to include the completed dataset, including all sources and array configurations. As in Hezaveh et al. (2013) , our models are performed in the Fourier plane native to the interferometer, and marginalized over several common calibration uncertainties. The resulting intrinsic source properties span a large range in luminosity, and we use these derived properties to explore the intrinsic size distribution of DSFGs, their dust SEDs, and the relation between the [CII] fine structure line and the FIR luminosity.
In Section 2, we describe the selection criteria and ALMA observations. Section 3 describes our gravitational lens modeling technique, with the results of these models detailed in Section 4. In Section 5 we use these models to address selected topics of interest, including the intrinsic size distribution of DSFGs and the relationship between the [CII] fine structure line and the FIR luminosity. We conclude in Section 6. Throughout this work, we assume a flat WMAP9 ΛCDM cosmology, h = 0.693, Ω m = 0.286, and Ω Λ = 0.713 (Hinshaw et al. 2013) . We define the far-infrared luminosity L FIR to be integrated over rest-frame 42.5 − 122.5 µm (Helou et al. 1988 ).
SAMPLE SELECTION AND OBSERVATIONS
The selection criteria used to generate the SPT DSFG sample are described in detail by Weiß et al. (2013) . Briefly, sources were selected to have dust-like spectral indices between 1.4 and 2 mm (i.e., S 1.4mm /S 2mm > 1.7; Mocanu et al. 2013) . Further selection criteria remove synchrotron-dominated and low-redshift (z < 0.1) contaminant sources. Redshifts for some of the SPT DSFGs are presented in Strandet et al. (2016) . Optical and nearinfrared spectroscopic redshifts of the foreground lenses, where available, will be presented in Rotermund et al., in prep. Finally, we make use of optical and infrared imaging data obtained from a variety of facilities, including the Hubble Space Telescope, Very Large Telescope, Magellan-Baade telescope, and Spitzer /IRAC.
To refine the coarse SPT positions, each source was observed at higher spatial resolution to improve the positional accuracy, typically at 870 µm using the Large Apex BOlometer CAmera (LABOCA) or at 1.3 mm using the Submillimeter Array (SMA) . From this catalog, we selected 47 bright sources which could be placed into four groups of targets that lie within 15
• of each other on the sky in order to share calibrator sources. The targets are listed in Table 1 . In Figure 1 we compare the objects in the subsample observed by ALMA with all SPT sources and with the Herschel -selected objects observed by Bussmann et al. (2013 Bussmann et al. ( , 2015 .
These 47 SPT sources were observed by ALMA at 870 µm as part of Cycle 0 program 2011.0.00958.S (PI D. Marrone). The ALMA observations were carried out in eight sessions from November 2011 to August 2012 and are summarized in Table 2 . Given the limited number of antennas available at the beginning of Cycle 0 (minimum 14), each group of sources was observed with two different array configurations, corresponding to approximately 0.5 and 1.5 resolution, to provide better sampling of the uv plane. Over the series of observations the number of antennas increased (up to 25), providing greater sensitivity in later observations. Additional sources with precisely known positions from the International Celestial Reference Frame (ICRF; Ma et al. 1998) were observed to verify the astrometric and antenna baseline solutions. Each source was observed for 60-90 s per array configuration. The total observing time for all calibrators and science targets was 9.4 hours.
Four basebands, each processing 2 GHz of telescope bandwidth, were centered near 336. 8, 338.8, 348.8, and 350.8 GHz. The correlator was configured to provide 128 channels of 15.6 MHz width for each baseband. Bandpass calibration was performed by observing a bright quasar at the beginning of each track. Time-dependent amplitude and phase variations were calibrated using several quasars near (typically within < 5
• of) the science targets. The flux scale was determined at the beginning of each track using an available solar system object or quasar with a recently determined flux density, as detailed in Table 2 . This flux scale is estimated to be correct to within 10%, although we allow an amplitude re-scaling between the two observations of each group of sources in our modeling (see Section 3). We estimate the noise on each visibility measurement by calculating the scatter after differencing successive visibilities on the same baseline, baseband, and polarization. After calibration, the data from each track were combined and imaged using Briggs weighting (robust parameter = −0.5). This weighting represents a compromise which somewhat favors higher resolution at the expense of sensitivity.
In four objects (SPT0125-47, SPT0125-50, SPT2103-60, SPT2354-58), we serendipitously detected a spectral feature in the ALMA data. As we consider only models of the continuum emission in this work, for these sources, we exclude the spectral window containing the spectral line.
Another four objects (SPT0550-53, SPT0551-50, SPT2351-57, SPT2353-50) appear to be lensed by galaxy groups or clusters. HST imaging shows numerous galaxies in the vicinity of the 870 µm emission. Images of these sources are shown in Appendix B. The ALMA measurements show only single images, and the ALMA field of view does not encompass the expected locations of counterimages. For these sources, the lensing geometry cannot be constrained by the ALMA data alone. Beyond counting them among the sources identified as lensed, we ignore them for the remainder of this paper.
Images of the sources we model in this paper, over-laid on the best-available near-IR or optical imaging, are shown in Fig Comparison of the subsample of SPT sources observed by ALMA to all SPT sources and the Herschel-selected samples of Bussmann et al. (2013 Bussmann et al. ( , 2015 . Note that S 870µm shown in this figure is derived from single-dish LABOCA measurements for the SPT sources. Single-dish photometry is not available for the Herschel sources, so these points are derived from interferometric (SMA or ALMA) observations only and may underestimate the true total flux density; see Section 4.2. Top: The subsample of SPT sources observed by ALMA was selected to have high S 1.4mm , and spans most of the range of S 870µm seen in the full sample. Bottom: Flux density -FIR color diagram for SPT-and Herschel-selected DSFGs (Bussmann et al. 2013 (Bussmann et al. , 2015 . The SPT sources are redder on average, and at higher redshift (e.g., Weiß et al. 2013; Béthermin et al. 2015) , largely due to their longer selection wavelength.
VISIBILITY-BASED LENS MODELING
When modeling the effects of gravitational lensing, many methods perform the fitting procedure directly on observed images of the lensed emission. However, ALMA does not directly image the sky emission; rather, it measures the Fourier components of the sky emission at a range of two-dimensional spatial frequencies. Inverting these visibilities leads to correlated noise in the resulting images which can introduce bias into later measurements. Instead, a better option is to model the visibilities directly, where the noise and measurement are well understood. Modeling in the uv plane also allows us to model and account for residual calibration errors, including improper antenna delay calibrations and mismatched absolute flux scales from observations taken on different days. Our lens modeling procedure is based on the work of Hezaveh et al. (2013) (see also Bussmann et al. 2012 Bussmann et al. , 2013 for a similar technique).
The lens mass profile is represented by one or more Singular Isothermal Ellipsoids (SIEs), with lensing deflections derived by Kormann et al. (1994) . The SIE is parameterized by its two-dimensional location relative to the phase center (x L , y L ), the lens strength in the form of the angular Einstein radius θ E,L , ellipticity e L , and position angle of the major axis φ L in degrees east of north. In some cases, the data also favor the existence of an external tidal shear (γ), with deflections calculated as in Keeton et al. (2000) (we have redefined the shear position angle, φ γ , to match the convention used here for φ L ). Background source emission and any unlensed sources are represented as one or more unresolved point sources (with position x S and y S , and flux density S 870µm as free parameters) or Sérsic profiles (Sersic 1968 ; with position x S and y S , flux density S 870µm , Sérsic index n S , half-light radius r eff , axis ratio b S /a S , and position angle φ S as free parameters). Note that a Sérsic index n = 4 corresponds to a de Vaucouleurs (1953) profile, n = 1 an exponential disk, and n = 0.5 a Gaussian light profile (in Hezaveh et al. 2013 , all sources were modeled as circularly symmetric Gaussian profiles). For lensed sources, we define the location of the source to be relative to the primary lens in the model, while for unlensed sources it is defined relative to the ALMA phase center. Within the framework we have developed, any of these lens and source parameters may be held fixed during fitting, and loose flat priors may be used. We use available optical/NIR imaging to guide the models (e.g., a single lens vs. multiple lenses), but the positions of galaxies identified in these images are not otherwise used, except for singly-imaged sources for which the ALMA data alone are not sufficiently constraining.
To reproduce the information present in our high signal-to-noise ratio measurements, and to represent realistic calibration uncertainties, our modeling must be more flexible than that used in previous work (e.g., Bussmann et al. 2013; Hezaveh et al. 2013; Bussmann et al. 2015) . For example, because we are jointly modeling multiple datasets taken several months apart (see Table 2 ), small differences in absolute calibration or atmospheric conditions between epochs could be translated into false shifts in parameters. To address this possibility, we allow for a multiplicative amplitude re-scaling factor and an astrometric offset between the two tracks. We also calibrate uncorrected antenna-based phase errors using the procedure described in Hezaveh et al. (2013) . Note. -Positions listed correspond to the ALMA phase center. Source redshifts are given in Weiß et al. (2013) and Strandet et al. (submitted) . Lens redshifts are given in Rotermund et al., in prep. Note that both LABOCA and ALMA flux densities are measured at 870 µm. a Total flux density in the ALMA image; see Section 4.2. Flux densities include 10% absolute calibration uncertainties. b Source appears to be lensed by a large group or cluster and cannot be modeled; these sources are shown in Appendix B. c SPT2300-51 is undetected by ALMA; the listed ALMA flux is derived from a ∼4σ source outside the primary beam half-power radius.
These phase errors may be attributed to uncompensated atmospheric delays or imprecisely known antenna positions. These phase errors are generally small except in the two Nov. 2011 tracks, which were observed prior to antenna baseline solutions being incorporated into the reduction pipeline. The phase errors and astrometric shifts derived from this procedure are consistent with those found for the ICRF sources that we added to our observations to test the calibration and astrometry of the data.
We employ a Markov Chain Monte Carlo (MCMC) fitting procedure, using the emcee (Foreman-Mackey et al.
2013) code to sample the posterior probability function. At each point in parameter space, we generate a model image from a given set of lens and source parameters, including the flux scaling and astrometric offsets mentioned above. We then invert this image to the Fourier plane and measure the modeled visibilities at the uv coordinates of each dataset. The quality of fit is calculated using the χ 2 metric. When comparing models of the same source with different numbers of free parameters, we use the Deviance Information Criterion (DIC; Spiegelhalter et al. 2002) for model selection. The DIC determines, for example, whether including an additional source-plane component is justified.
The code used to generate all the models in this work, along with example usage scripts, is available at https: //github.com/jspilker/visilens.
RESULTS
Images of each system along with the best-fit imageand source-plane models are shown in Fig. 2 . These models are briefly described in Appendix A. Summaries of the properties of the lenses and sources are provided in Tables 3 and 4 , respectively.
Basic Lens Model Properties
As expected, a large fraction of the 47 fields observed by ALMA are consistent with strongly lensed systems -for 38 sources (81%), strong gravitational lensing is the most plausible explanation for the ALMA emission. Of these, 4 sources (11% of the strongly lensed sources) appear to be lensed by large groups or clusters of galaxies. An additional 8 sources (17%) appear to be unlensed or weakly lensed. Of these sources, 2 are colocated (< 0.5 ) with objects also detected in the optical or near-infrared but do not appear to be lensed, two more are within 3 of optical/NIR counterparts and are likely either weakly lensed background sources or unlensed sources with undetected optical counterparts, while the remaining 4 sources do not appear to be closely associated with any objects detected in the best-available optical/NIR imaging. The final source, SPT2300-51, was undetected by ALMA at > 5σ significance within the ALMA primary beam half-power radius and was determined to be a spurious detection in the LABOCA followup of SPT sources; this source is shown in Appendix A. Figure 3 summarizes some key parameters of the lens models. The left panel shows the distribution of Einstein radii for the strongly lensed sources, where we have added the Einstein radii of systems with multiple lenses in quadrature. We find a median Einstein radius of 0.64 , with the distribution rising until approximately the halfresolution radius of our data. This may indicate that higher resolution observations will reveal that some of the sources which are unresolved in the current data may also be gravitationally lensed, because the multiple images of strongly lensed sources are generally separated by ∼2 Einstein radii. A similar median Einstein radius of ∼ 0.6 was found for the Herschel -selected sample of Bussmann et al. (2013) . This may indicate that the two surveys probe a similar population of lens galaxies, in spite of the difference in background source properties (e.g., Fig. 1 ). We defer a more thorough discussion of the lens galaxies to a future work.
The center panel of Fig. 3 shows the distribution of µ 870µm for the SPT sources, with a median magnification of 5.5 for all sources, or 6.3 for the strongly lensed subset alone. This is somewhat higher than the median magnification of 4.6 found by Bussmann et al. (2013) in a study of Herschel -selected objects. The magnification distribution for the SPT sources also appears to contain a tail to higher magnifications compared to the Herschel sample; for approximately 30% of the strongly lensed sources, the best-fit magnifications are µ 870µm > 10.
The fraction of strongly lensed sources is expected to vary with the flux density threshold used to create the source catalogs. Lower flux density limits will include a higher proportion of unlensed sources. Equivalently, the median magnification of an observed sample of objects is a function of the flux density threshold. The right panel of Fig. 3 illustrates this effect: on average, apparently brighter sources are magnified more highly. This effect is also apparent in the brighter Herschel sample studied by Bussmann et al. (2013) , in which at least 21 of 30 sources are strongly lensed, compared to a fainter sample described in Bussmann et al. (2015) , in which only 6 of 29 sources are strongly lensed. This difference is likely due to the shape of the submillimeter number counts, which drop steeply for sources with intrinsic S 870µm 8.5 mJy (Karim et al. 2013; Simpson et al. 2015) .
Flux Recovery
Every source targeted was detected, with the exception of SPT2300-51 (this source was determined to be false after it was included in the ALMA sample). Each source had previously been observed at the same frequency using LABOCA on APEX, a single-dish bolometer camera with the same primary beam size as the ALMA data. By comparing the 870 µm flux density measured by LABOCA to that recovered in the ALMA data, we can test whether significant flux has been resolved out by ALMA due to limited coverage of the uv-plane. This could occur if the sources have structure extended on scales greater than the largest scale recoverable by the data, or if additional sources are present in the maps which are too faint to have been detected individually or are outside the primary beam.
Almost all of the sources in our sample are significantly resolved in the ALMA data. To estimate the total flux density present in the ALMA maps, we first image the data using a taper in the uv-plane at 50 kλ, correspond- Images and lens models for all sources modeled in this work. Left: ALMA 870 µm emission (blue contours) overlaid on the best-available optical/NIR image (greyscale) for each source. Contours are drawn at 10, 30, ... percent of the peak value. The synthesized beam is indicated in the lower left corner. For some objects, we also show images of the 870 µm emission which highlight the resolved structure present in the data (green contours; see Appendix A for details). Greyscale images are logarithmically scaled to emphasize the objects detected. Fitted lens positions are shown with navy diamonds; sources with multiple lenses are labeled as in Table 3 . In panels with a large field-of-view, the ALMA primary beam half-power radius is indicated with a dotted line; for the other objects, the primary beam correction at the center of the image is given in the middle panel as the scale factor before the noise level in mJy. Middle: Model dirty images (greyscale), with residual contours (blue) in steps of ±2, 4, ...σ. Right: Fully resolved best-fit model images (blue), with caustics shown in green. The inset of each panel shows a zoomed-in view of the source-plane emission, where the size of the inset is given in the lower-center of each panel. Multiple sources are labeled as in Table 4 . 
E of N SPT0020-51 A -1.26 ± 0.01 -2.24 ± 0.01 0.614 ± 0.007 0.41 ± 0.03 12 ± 2 0.11 ± 0.01 47 ± 3 B -0.27 ± 0.03 -2.69 ± 0.01 0.171 ± 0.010 0.58 ± 0.08 94 ± 4 SPT0027-50 A -2.49 ± 0.01 -1.73 ± 0.01 0.638 ± 0.007 0.23 ± 0.03 3 ± 4 0.15 ± 0.01 62 ± 2 B -3.98 ± 0.06 -1.18 ± 0.07 0.316 ± 0.013 0.55 ± 0.05 14 ± 3 C -2.48 ± 0.01 -0.34 ± 0.01 0.119 ± 0.004 0.36 ± 0.05 77 ± 6 SPT0103-45 -0.34 ± 0.01 -2.44 ± 0.01 0.880 ± 0.003 0.11 ± 0.01 87 ± 1 --SPT0109-47 A -3.61 ± 0.13 -1.70 ± 0.04 1.304 ± 0.033 0.66 ± 0.06 119 ± 6 0.17 ± 0.01 54 ± 3 B -1.81 ± 0.07 -0.73 ± 0.03 0.930 ± 0.025 0.53 ± 0.03 6 ± 7 C -7.65 ± 0.23 -4.66 ± 0.18 0.839 ± 0.021 0.59 ± 0.04 96 ± 5 SPT0113-46 A -0.14 ± 0.01 0.68 ± 0.01 1.157 ± 0.010 0.28 ± 0.01 84 ± 1 --B -1.11 ± 0.02 1.63 ± 0.02 0.439 ± 0.012 0.08 ± 0.03 151 ± 8 C -1.93 ± 0.10 3.07 ± 0.10 0.258 ± 0.019 0. 1.63 ± 0.11 -3.23 ± 0.11 0.533 ± 0.047 0.59 ± 0.12 49 ± 5 --SPT0404-59 -1.07 ± 0.05 9.75 ± 0.05 0.549 ± 0.027 0.49 ± 0.11 88 ± 7 --SPT0418-47
3.87 ± 0.01 -2.71 ± 0.01 1.247 ± 0.003 0.11 ± 0.01 Table 1 . Also listed are the lens Einstein radius (θ E,L , ellipticity (e L ), and position angle (φ L ). For sources which require an external shear component, the shear strength (γ) and position angle (φγ ) are also given. Quantities without uncertainties have been fixed to the values shown during fitting.
ing to a resolution of 4". This ensures that we measure a value as close as possible to the true single-dish "zerospacing" flux density. We then CLEAN the images to a 3σ threshold and correct for the response of the primary beam. The total ALMA flux is then defined as the sum of the CLEAN components, in order to avoid the need to define an aperture over which to measure the total flux density. If our sources were unresolved on scales < 50 kλ, this would be equivalent to reporting the maximum pixel value in the images; in practice, many of our sources still show some structure on these scales.
In the left panel of Fig. 4 , we compare the total flux densities of the ALMA sources determined in this way to the LABOCA measurements (Weiß et al. 2013) . Note that we have made no effort to correct for the different bandwidths of the two instruments (8 vs. ∼60 GHz). We recover a median of (91 ± 24)% of the LABOCA flux density, consistent within the mutual absolute flux scaling uncertainties (∼10% for both instruments). Meanwhile, the middle panel of Fig. 4 shows no clear trend in the fraction of flux recovered as a function of LABOCA flux density. These plots suggest that, in general, the ALMA data do not resolve out significant extended emission or hide a large population of sources too faint to detect individually. Hodge et al. (2013) reached a similar conclusion using ALMA to image a large sample of unlensed 870 µm-selected sources discovered by LABOCA in the Extended Chandra Deep Field-South. The sample of SPT DSFGs observed in this work shows a better degree of consistency between the ALMA and LABOCA Note. -For lensed sources (µ 870µm > 1), source positions are relative to the first lens listed for each source in Table 3 . For unlensed sources, positions are relative to the ALMA phase center given in flux densities, which may be due to the fact that the SPT-selected sources are apparently brighter. Indeed, the brightest sources studied by Hodge et al. correspond to the faintest sources in the present sample.
We also test the extent to which the total ALMA flux densities agree with the total flux densities inferred from the lens models. In this case, we define the total model flux density as the sum over all components of S 870µm × µ 870µm . This is shown in the right panel of Fig. 4 . The models contain a median of 102% of the total ALMA flux densities, indicating that no significant sources of emission remain unaccounted for by the models. As the residual maps generated by the best-fit models shown in Fig. 2 show no significant remaining peaks, this is unsurprising.
Multiplicity in the SPT Sample
Several high-resolution ALMA follow-up studies of submillimeter sources originally detected in lowresolution single-dish surveys have concluded that a significant fraction of the sources break up into multiple components when observed at higher resolution. In the ALESS program, Hodge et al. (2013) find that at least 35% of their sources contain multiple components, but that these components are consistent with being distributed randomly on the sky. In contrast, Bussmann et al. (2015) report a multiplicity fraction of 69%, with the multiple sources strongly concentrated at separations 3 . Similarly, Simpson et al. (2015) report that 61% of SCUBA-2 sources contain multiple components.
Our ability to determine multiplicity fractions from the follow-up of SPT-selected sources is hampered by two potential issues. First, the large majority of the sources considered here are strongly lensed. This makes finding close-in multiple components difficult, as any faint nearby companions will be overwhelmed by the much brighter lensed emission. Second, the SPT sources have a much higher apparent brightness compared to the unlensed single-dish sources observed in other follow-up campaigns. This reduces our ability to detect faint sources, as low-level phase errors can create spurious "companions." For this reason, we use a higher (5σ, with σ 870µm ∼ 0.18 − 0.5 mJy) threshold for source detection than other source catalogs. We also refrain from counting sources which require multiple source-plane components to reproduce the lensed emission as multiples, because these components are generally separated by < 0.5 , and the source-plane components are likely an approximation of complex underlying structure within a single galaxy.
In the ALMA data presented here, only 13% (6/47) of sources contain multiple components at > 5σ significance. This fraction is significantly lower than the high multiplicity rates reported by other ALMA followup programs. While obviously dependent on the depth of the follow-up observations, the high reported multiplicity fractions in other programs come from data with roughly comparable depth and resolution to the ALMA data presented here (ALESS detection threshold ∼ 1.1 − 2.1 mJy, compared to ∼ 0.9−2.5 mJy here). After considering our lack of sensitivity to close-in sources and a higher source detection threshold, the ALESS sample is the most natural comparison sample -the higher detection threshold in our data is balanced by the increased depth of our observations, and both samples are insensitive to multiples at separations of 1.5 . While the overall multiplicity fraction does appear to be lower in the SPT sample, the few multiples in our data are consistent with being uniformly distributed within the fields, as in the ALESS data.
DISCUSSION
We are now in a position to take advantage of the comprehensive followup programs we have been conducting to revisit a number of topics of interest which may be investigated further using our new knowledge of source sizes.
Reliability of Lens Models
For the four sources studied by Hezaveh et al. (2013) using low-resolution (∼1.5 ) data, we find generally good agreement with the updated models. The differences between the previous and updated models can be entirely explained by the difference in background source parameterization -that is, fitting only the data used by Hezaveh et al. with elliptical source-plane components recovers the models presented here, while fitting all of the data used in this work with the circularly symmetric Gaussian components assumed by Hezaveh et al. recovers the models shown there. This indicates that the model uncertainties on the properties of the background sources are dominated by systematic, rather than statistical, uncertainty. We have attempted to counter this issue by use of the DIC for model selection, which effectively penalizes models with more degrees of freedom unless they reproduce the data significantly better.
ALMA is now capable of resolutions as fine as a few tens of milliarcseconds. To what extent can we expect that the model properties (e.g., µ 870µm ) derived here would agree with the properties derived from observations with the ∼20× better resolution now possible? Given that the true source structure of DSFGs is expected to be clumpy and irregular (e.g., Swinbank et al. 2011; Dye et al. 2015) , in contrast to the smooth source parameterization assumed here, this question is difficult to answer. This irregular structure means that different regions of a given source will be magnified by different amounts, as opposed to the magnifications derived here, which are averaged over the assumed-elliptical source profile.
One instructive comparison comes via the ALMA Long Baseline Campaign observations of the lensed DSFG SDP.81 at ∼0.023 resolution (ALMA Partnership et al. 2015) . This source was also included in the sample studied by Bussmann et al. (2013) , who used ∼0.5-1 SMA observations to construct the lens models, comparable to the resolution of the ALMA data used in this work. Note, however, that the SMA observations reached only a peak signal-to-noise of 12 for SDP.81, far less than the typical significance of our detections (median peak signal-tonoise of 62). The lens model, which also represented the background source as an elliptical Sérsic profile, as in this work, yielded a magnification of µ 870µm ∼ 11. Several authors have constructed lens models of the continuum emission using the high-resolution ALMA observations of SDP.81, finding magnifications µ 870µm ∼ 16 − 22 using pixelated source-plane reconstructions (Rybak et al. 2015; Dye et al. 2015; Tamura et al. 2015) . It is difficult to know whether these ∼50% variations are to be generally expected, or whether the differences arise chiefly from data resolution, data signal-to-noise, or modeling approach. In at least this single case, however, shrinking the beam area by 100× leads to less than factor of two changes in source-averaged magnification.
Size Distribution of Background Sources
Gravitational lensing allows us to study the background sources at effective resolutions higher than the instrumental resolution of our observations. It is worth considering, however, the biases which may be present when comparing lensed and unlensed samples. For example, numerous authors have explored a potential size bias of lensed samples (e.g., Serjeant 2012; Hezaveh et al. 2012; Wardlow et al. 2013) , in which sources with high magnification are preferentially smaller than sources with lower magnification factors. This effect is due to the angular extent of the background source in comparison to the relatively small region near caustics over which high magnification is possible -small sources near caustics can experience a higher net magnification compared to more extended sources. Different regions of a given background source experience different magnifications, depending on the lensing geometry, an effect known as differential magnification.
We explore this effect in the left panel of Fig. 5 . Here, we show the source magnification as a function of its size for both the SPT sample and the Herschel -selected samples of Bussmann et al. (2013 Bussmann et al. ( , 2015 . Many of the lens models reproduce the complex background source morphology by invoking multiple Sérsic components. These components are likely to be physically associated, so we show the total flux-weighted magnification and the total source area of all related components (so the two components of, e.g., SPT0103-45 are shown as a single point, while the two components of, e.g., SPT0128-51 are shown separately). We find a median intrinsic FWHM of 0.28". This figure shows no clear correlation between the two parameters. However, in agreement with the size bias mentioned, it does appear that the sources with the highest magnifications are preferentially smaller than sources with lower magnifications. In other words, small size appears to be a necessary but not sufficient criterion for the highest magnifications.
A separate but related question is whether selecting strongly lensed sources results in a biased measurement of the true size distribution of DSFGs (e.g., Hezaveh et al. 2012) . Even though high-magnification sources are preferentially compact, the size distribution of lensed samples is not necessarily biased, depending on the true underlying brightness and size distributions (for example, if the true size distribution were a delta function, no bias would exist). The presence of such a bias can be investigated by comparing size distributions measured from lensed and unlensed samples. In the right panel of Fig. 5 , we compare the size distribution measured from the strongly lensed (µ 870µm > 2) sources in the SPT and Herschel samples with two unlensed DSFG samples. Simpson et al. (2015) measure sizes of 22 sources based on 870 µm ALMA imaging of objects selected from the 850 µm SCUBA-2 Cosmology Legacy Survey (Geach et al. 2013) . Only one source was unresolved by these data, with a FWHM 0.18", although the sample is restricted to sources with S 870µm ∼ 5 − 12 mJy to ensure sufficient signal-to-noise to measure an accurate source size. Ikarashi et al. (2015) report 1.1 mm sizes from ALMA observations of 13 AzTEC 1.1 mmselected objects spanning S 1.1mm ∼ 1.2 − 3.5 mJy. Assuming a dust emissivity index β = 2, this corresponds to S 870µm ∼ 3 − 9 mJy. Even after accounting for the gravitational magnification, the SPT sources are typically brighter than many of the unlensed comparison sources, although no significant correlations between source flux density and size are seen in either unlensed sample or our own. Both unlensed samples have sizes measured from the dust continuum emission, eliminating possible confusion in comparing to sizes measured with alternative methods (e.g., from the radio continuum; Biggs et al. 2011) .
Given the present sample sizes, both samples of strongly lensed sources have size distributions consistent with the distribution of unlensed sources. The twosample K-S test confirms that we cannot reject the hypothesis that both distributions are drawn from the same parent distribution (p = 0.84). Few of the unlensed sources have robust spectroscopic redshifts, which hinders our ability to infer whether the consistent angular size distributions correspond to differing physical size distributions. As detailed in Béthermin et al. (2015) and Strandet et al. (2016) , we expect more sources at higher redshifts in the SPT sample due to its long selection wavelength and preferential selection of lensed sources. We note, however, that the angular size scale evolves slowly for z > 2; the difference in the size scale between the SPT median redshift and the median redshift of the unlensed DSFGs of Chapman et al. 2005 is <15%.
The lensed samples appear to recover the "true" unlensed size distribution in spite of the bias discussed above. This seems to indicate one of two possibilities. First, it may be that neither the lensed nor unlensed samples are sufficiently complete for differences to be noticeable. The lensed samples effectively select sources based on the product of intrinsic flux density and magnification, while the unlensed samples would not measure the true size distribution if faint sources are preferentially more extended, precluding size measurements from the current ALMA data. Alternatively, the underlying DSFG size distribution may lack sufficient dynamic range for the size bias to become noticeable without a very large number of sources. The true size distribution may have few objects at both very small and very large sizes, making the magnification bias unimportant. Both scenarios are testable from deeper observations of a larger sample of unlensed sources.
Constraining the Dust Opacity
The size information we have determined affords us additional constraints on other fitted parameters which would be difficult to determine from unresolved observations. One of the most common fitting functions used to describe the dust emission of galaxies is the "modified blackbody" function,
(1) where B νr (T ) is the Planck function evaluated at restframe frequency ν r and temperature T . This blackbody is "modified" by the dust optical depth term, and the overall normalization of the SED is related to the intrinsic source solid angle Ω source = πr 2 eff /D 2 A . At long wavelengths, the dust optical depth can be parameterized as a power-law in frequency (e.g., Draine 2006), with τ ν = (ν/ν 0 ) β = (λ 0 /λ) β , and the optical depth reaching unity at wavelength λ 0 . The value of β governs the slope of the Rayleigh-Jeans tail of the dust emission, while the combination of T dust and λ 0 governs the peak wavelength and width of the peak of the dust emission. The value of β is generally in the range 1.5-2, while the value of λ 0 is commonly assumed to be 100-200 µm (3-1.5 THz) (e.g., Blain et al. 2003; Casey et al. 2014) .
For sources without size measurements, the source solid angle is unknown, in addition to the other parameters which control the shape of the dust SED. Even with sizes derived from the lens models, we are forced to assume a single dust temperature and value of λ 0 averaged over the source for each object. Improvements on this scenario require spatially resolved continuum measurements at several widely spaced frequencies, especially those which straddle the SED peak. While this may one day be possible, at present we assume that the source emission is uniform, mirroring the assumptions which must be made with unresolved photometry.
The spatially unresolved long-wavelength SED alone is usually insufficient to constrain the value of λ 0 , as degeneracies with the other parameters (particularly the dust temperature T dust ) allow for good matches to the data for a wide range of λ 0 . The inferred T dust , in turn, has a large effect on other inferred quantities, such as the total dust mass (e.g., Casey 2012). Our new knowledge of the intrinsic size of the SPT DSFGs offers an alternative avenue for constraining an effective λ 0 . For those sources with spectroscopic redshifts, we fit the photometry at rest wavelengths > 50 µm with the modified blackbody function given above, assuming β = 2 and allowing λ 0 to be a free parameter, although allowing β as a free parameter does not alter our results. The cutoff at short wavelengths is used because neither the modified blackbody function nor our lens models are expected to capture the emission from hot dust which dominates the short-wavelength side of the SED. This assumption ignores any possible contribution of a hot dust component to the long wavelength photometry, but Herschel /PACS photometry indicates that this component is negligible at the relevant wavelengths (Strandet et al., in prep.) . We have verified that neither a hot dust component nor a short-wavelength power-law significantly affect our conclusions.
We perform the fitting described using the source photometry in Weiß et al. (2013) ; Strandet et al. (2016) , and an MCMC fitting routine. The free parameters are the SED normalization (which stands in for the source solid angle at wavelengths without size measurements; see below), T dust , and λ 0 . At each MCMC step, we calculate the log-likelihood of producing the spatially unresolved continuum measurements given the proposed combination of parameters, and add to this the log-likelihood of the proposed T dust and λ 0 reproducing the intrinsic source flux density determined from the lens models, after marginalizing over the uncertainty in source size. The reason the contributions from the spatially unresolved and resolved measurements must be calculated separately is that, as shown in Fig. 4 , there is a median 10% offset and large scatter between the total flux density measured in our (resolved) ALMA images compared to the (unresolved) LABOCA images at the same wavelength; presumably this scatter would also be present if we resolved the sources at all other wavelengths. In order to avoid biases introduced by this scatter, we use the exact form in Eq. 1 at observed-frame 870 µm only, and allow a normalization at other wavelengths. This normalization effectively allows us to match flux captured by the large single-dish beams (primarily from galaxies associated with the foreground lensing haloes; Welikala et al. 2016 ) not included in the lens modeling, as well as general measurement and calibration errors. We have verified that this method does not give unphysical results, and that the inclusion of the lens model sizes merely shrinks the allowable parameter space without driving the solutions to otherwise unfavored values.
The results of this fitting are shown in the left panel of Fig. 6 . We find a median value of λ 0 = 140 ± 40 µm, somewhat larger than the canonically assumed value of Sources with the highest magnifications are preferentially more compact than the full sample. Right: Size distributions of strongly lensed (µ 870µm > 2) SPT and Herschel sources (Bussmann et al. 2013 (Bussmann et al. , 2015 , compared to samples of unlensed DSFGs observed by ALMA from the 850 µm-selected SCUBA-2 Cosmology Legacy Survey (Simpson et al. 2015) and AzTEC 1.1 mm-selected sources (Ikarashi et al. 2015) . For all samples, we plot the circularized FWHM; Simpson et al. report only source major axes (priv. comm.), so we have circularized their measurements assuming an average axis ratio of 0.8. This figure indicates that the lensed samples recover the same size distribution as the unlensed samples, despite the potential size bias shown in the left panel.
100 µm (e.g., Greve et al. 2012) . Moreover, as previously mentioned, this wavelength is correlated with the inferred dust temperature. Fitting a line to the points shown in Fig. 6 using orthogonal distance regression (marginalizing over the probability of points being outliers; e.g., Hogg et al. 2010 ) yields λ 0 = (3.0 ± 0.7) × (T dust − 40) + (118 ± 12)µm. (2) Using this relation provides a better alternative to assuming a single value for λ 0 when the available photometry cannot constrain both λ 0 and T dust -this relation can be easily inserted into likelihood functions when fitting the dust SED. This correlation may manifest in part from the relationship between star formation and molecular gas -at a simplistic level, the star formation rate of dusty galaxies is related to L FIR , which in turn is related to T dust ; meanwhile, the gas mass is related to the dust mass, which, as we discuss further below, is related to the dust emissivity encapsulated in λ 0 .
The impact of this correlation has little effect on the integrated L FIR . This is as expected, since our photometric coverage fully samples the SED peak. The dust mass M dust , on the other hand, is strongly influenced. In the optically thin limit, M dust is related to the source flux density and T dust via (Greve et al. 2012) where κ ν is the dust mass absorption coefficient. At present, we are concerned only with the relative difference in the dust mass determined under various assumptions, so the form and normalization of κ ν are irrelevant (as it is related to the source flux density at one frequency and T dust ). The right-hand panel of Fig. 6 shows the ratio of the dust mass determined through our SED fitting when leaving λ 0 as a free parameter compared to the dust mass inferred by assuming λ 0 = 100 µm, effected through the changes in the fitted T dust . A similar range of inferred dust masses are seen for other assumed values, although the range of temperatures with reasonable agreement shifts higher for higher λ 0 . For dust temperatures 45 K, the difference is relatively small. However, as dust temperature increases, the dust mass is increasingly over-predicted under the assumption that λ 0 = 100 µm, reaching more than a factor of 2 for the hottest sources. A similar result, ignoring the dust optical depth and instead framed in terms of T dust , was obtained by Magdis et al. (2012) , who showed that single-temperature fits underestimated M dust compared to more complex models. This demonstrates that the assumption of a single, constant value of λ 0 can cause a severe distortion in other derived quantities, especially those which rely on T dust .
Revisiting the [CII]/FIR Ratio
The 158 µm [CII] line has long been known as a powerful coolant of the ISM (e.g., Crawford et al. 1986 ), radiating about 0.1-1% of the total IR luminosity (e.g., Stacey et al. 1991 Stacey et al. , 2010 . Left: Correlation between the inferred dust temperature and λ 0 , the wavelength where the dust optical depth is unity, derived from a joint fit to the FIR photometry and the source properties inferred from the lens models for sources with spectroscopic source redshifts. The solid line and grey region indicate the relation in Eq. 2 and its associated 68% credibility interval, respectively. The histogram of the inferred values of λ 0 is also shown. The median and standard deviation for the SPT DSFGs is 140 ± 40 µm. Right: Ratio of the dust mass inferred by allowing λ 0 to be a free parameter in the joint fit of the SED and derived source properties over the dust mass inferred by fixing λ 0 to 100 µm. Fixing λ 0 = 100 µm over-predicts the dust mass by more than a factor of 2 for the sources with the highest dust temperatures.
riety of physical mechanisms for this deficit have been proposed, including AGN contributions to L FIR (e.g., Sargsyan et al. 2012) , increased ionization parameter (e.g., Malhotra et al. 2001; Graciá-Carpio et al. 2011) , collisional de-excitation of [CII] (Appleton et al. 2013) , and differences in emitting column (Goicoechea et al. 2015) . The [CII] emission of a sample of 20 SPT DSFGs was studied in detail by Gullberg et al. (2015) , who noted that nearly saturated [CII] emission (via, e.g., excitation or optical depth effects) could cause much of the [CII]/L FIR variation to be controlled by variations in L FIR alone. This is tentatively supported by photodissociation models which attempt to simultaneously explain both the [CII] and CO(1-0) emission. In their studies of a large sample of local IR-luminous galaxies from the Great Observatories All-Sky LIRG Survey (GOALS), Díaz-Santos et al. (2013) find that the [CII]/L FIR ratio is also correlated with the FIR luminosity surface density Σ FIR . This correlation held for both purely star-forming galaxies as well as objects with significant AGN activity (although many of the AGNdominated sources were spatially unresolved, resulting in lower limits on Σ FIR ). A similar result was obtained for galaxies at z < 0.2 by Ibar et al. (2015) , who additionally noted that the spiral galaxies in their sample had higher [CII]/L FIR ratios than irregular and elliptical galaxies. Using our new measurements of the size of the dust continuum emitting regions of the SPT DSFGs, and drawing on a compilation of high-redshift objects from the literature, we can extend this work two orders of magnitude higher in Σ FIR . The result is shown in Fig. 7 . We have re-fit the photometry of all sources to ensure a uniform determination of L FIR .
The dashed line in Fig. 7 Malhotra et al. (1997) and further explored by Gullberg et al. (2015) , who determined that most of the variation could indeed by explained by the Stefan-Boltzmann law, with a small residual dependence on T dust . Formulating the correlation in terms of Σ FIR itself, however, leads to a dispersion approximately a factor of 2 smaller than formulating it in terms of T dust (Díaz-Santos et al. 2013) . While the nature of the [CII] emission is still uncertain, it is clear that the compactness of the IR-emitting region plays a vital role in determining the coupling of the [CII]-emitting gas with the warm dust.
CONCLUSIONS
We have used ALMA 870 µm observations of 47 gravitationally lensed dusty, star-forming galaxies to model the effects of gravitational lensing. Using a visibilitybased modeling routine which accounts for several calibration uncertainties, we can recover the intrinsic properties of the background sources. At least 33 of the sources are confirmed to undergo galaxy-scale strong lensing (µ 870µm > 2), while the remaining sources are lensed by galaxy clusters, or are weakly-or un-lensed (2016) . Note that we have re-fit the photometry of all objects in a consistent manner, as described in Gullberg et al. (2015) .
(µ 870µm < 2). The background sources are magnified by a median factor of 5.5 for all sources, or 6.3 for the strongly lensed subset alone, with a tail that extends to µ 870µm > 30. The sources have a median intrinsic angular FWHM of 0.28". In spite of a potential size bias of lensed systems, in which compact background sources can be magnified more highly than extended sources, we find no significant differences between the size distributions of existing strongly lensed and unlensed samples of DSFGs. Increasing the number of unlensed sources with spectroscopic redshifts will indicate whether this corresponds to a difference in physical size scale, though this effect is small over the plausible range of redshifts. If the similarity in size distributions is not a chance effect owing to the limited number of sources with size measurements, we argue that this may indicate that the intrinsic size distribution of DSFGs is sufficiently narrow that the effect of the size bias is not detectable.
We use the sizes derived from the lens models together with the extensive FIR/submillimeter photometric coverage to constrain λ 0 , the wavelength where the dust opacity is unity. The size information from the lens models allows us to overcome parameter degeneracies which limit our ability to constrain this wavelength from the SED alone. We find a median transition wavelength of λ 0 = 140 ± 40 µm, somewhat longer than the generally assumed 100 µm. We provide a fitting formula between λ 0 and the dust temperature T dust which can be used for sources without size measurements. We show that assuming a single, fixed value for λ 0 leads to variations of a factor of 2 in the inferred dust mass which can be propagated forward to, e.g., the gas mass under overly simplified assumptions.
Finally, we make use of our extensive follow-up program targeting the 158 µm FIR fine structure line of [CII] . We show that high-redshift galaxies (over half of them from the SPT DSFG sample) follow the same relationship between [CII]/L FIR and Σ FIR as the z ∼ 0 IR-luminous galaxies in the Herschel GOALS sample, extending this correlation another two orders of magnitude higher in Σ FIR . This agrees with the claim that the controlling parameter in the " [CII] deficit" is the compactness of the IR-emitting region, regardless of the dust heating source. Future spatially resolved observations of the [CII] line at high redshifts will indicate whether this global correlation is also present on sub-galactic scales.
The high-resolution images and lens models in this work, along with the high spectroscopic completeness of our sample, provide a wealth of information useful for future follow-up programs. The sensitivity and resolution afforded by ALMA in full operation indicate that the future of DSFG studies is bright, and the models we have presented should help prioritize the best sources to help answer questions of interest.
APPENDIX

A. NOTES ON THE LENS MODELS OF INDIVIDUAL SOURCES
SPT0020-51 -This source is lensed by a small group of galaxies, and the source emission can be adequately described by two Sérsic profiles. Oddly, the brightest, northernmost galaxy seems to have virtually no effect on the lensing geometry. We have verified the astrometry of the images shown in Fig. 2 . It may be that the northern lensing galaxy is at a different redshift from the other two, such that its influence on the overall deflection is small. The complex lensing environment is likely responsible for the ∼ 6σ peak residual structure seen, given the limitations of our relatively simple model. SPT0027-50 -This source presents a complex lensing environment. We find that modeling three of the lensing galaxies and an external shear produces a model which describes the data reasonably well.
SPT0103-45 -The lens galaxy in this system appears to have a tidal feature or spiral arm outside of the lensed emission seen by ALMA. Two Sérsic components are required to model the emission. Interestingly, the CO(3-2) line observed by Weiß et al. 2013 also shows an asymmetric double-peaked profile.
SPT0109-47 -This source is reasonably well-fit by a model accounting for three lensing galaxies. Even still, the flux ratios of the four images are not entirely reproduced by the model. This likely indicates that the complexities of the lensing environment are not fully accounted for by the model. SPT0113-46 -This source is also lensed by a group of galaxies. We model the three closest galaxies, which is sufficient to reproduce the observed emission. The best-fit model with the positions of all three galaxies as free parameters shows some tension with the locations of the galaxies in our HST imaging. This may be due to the gravitational potential in which the galaxies reside or the effects of other group members we have not modeled. Fixing the relative positions of the galaxies to their separations in the HST imaging results in significantly higher residuals but changes the inferred source size and magnification by 10%. Since the effect on these quantities of greatest interest is small, we show the best-fit model with the positions of all three galaxies as free parameters.
SPT0125-47 -This source is detected with a peak significance of nearly 150, and required three source-plane components to model the data. Even this model leaves ∼ 6σ residuals, which may indicate that an SIE is an imperfect representation of the lens mass profile. The structure of the residuals indicates that additional angular structure in the lens in the form of multipoles may be necessary to accurately capture the complexity of the lens mass profile.
SPT0125-50 -We model this source using two Sérsic components. The faint counterimage to the southwest of the lens is only moderately well-reproduced by this model, which may indicate further structure in the source and/or lens planes.
SPT0128-51 -This source appears to consist of two components, at best mildly lensed by a galaxy ∼ 7.5" to the north. We estimate the magnification experienced by these two components by assuming the lens galaxy has an Einstein radius of 0.75", approximately the median of all the lens galaxies in our sample. Under this assumption, the eastern and western components have magnifications of µ 870µm =1.16 and 1.20, respectively. SPT0202-61 -This source is well-represented by two source-plane components. We also detect a second source ∼ 7" south of the main lens. This second component has S 870µm = 4.1 ± 0.4 mJy. As we do not know the redshift(s) of the background sources, it is unclear whether they are physically related or simply a chance projection.
SPT0243-49 -This is the highest-redshift source we consider here, at z = 5.70. The lens appears highly elongated, with a possible tidal tail extending east.
SPT0245-63 -This source appears to be a rare case in which the emission we detect is associated with a large foreground galaxy. We consider a lensing origin of the 870 µm emission unlikely, as the implied lens mass is implausibly small (< 10 10 M for z L = 0.3) given the brightness of the putative lens (K-band magnitude 16.3). Additional optical/NIR and millimeter spectroscopy is needed to determine the nature of this source conclusively. SPT0300-46 -This source is well-fit by two source-plane components, and the CO(4-3) line clearly shows two velocity components (Gullberg et al. 2015) . While the source is not clearly resolved into multiple images, imaging the visibilities with baselines >100 kλ clearly shows the arc-like structure reproduced in the best-fit model. The field also includes a 9 mJy source ∼8 west of the lensed source.
SPT0319-47 -This source is also moderately resolved at 0.5" resolution, and is adequately fit by a single Sérsic component. Imaging the visibilities with baselines >100 kλ confirms that the source splits into two lensed images as predicted by the best-fit model.
SPT0345-47 -This source is unambiguously lensed, as we have measured distinct lens and source redshifts. Imaging only baselines >100 kλ confirms that the arc and counterimage structure seen in the best-fit model is correct.
SPT0346-52 -This source was one of four resolved at ∼1.5" resolution and studied by Hezaveh et al. (2013) . Combining those data with the higher-resolution observations presented here largely confirms the previous model. The data also favor the existence of an external shear component at an angle roughly in line with the galaxy ∼3" east of the main lens.
SPT0348-62 -This object appears to be a collection of several weakly lensed sources. We assume an Einstein radius of 1" for the galaxy approximately 6" east of the bulk of the emission. Much of the 870 µm emission is not well-represented by simple Gaussian components, although four elliptical Gaussian components provide an adequate fit. The four components are magnified by factors of 1.16-1.26, assuming the Einstein radius above. 
B. CLUSTER-LENSED SOURCES
In this appendix we show the ALMA images of the four sources which appear to be lensed by large groups or clusters of galaxies. The ALMA data show only single images of the background sources, making lens models impossible to constrain from the limited data available. Figure 9 . ALMA 870 µm emission (blue contours) overlaid on the HST/WFC3 images (greyscale) for the four cluster-lensed galaxies in the current sample. Contours are drawn at 10, 30, ... percent of the peak value, and the ALMA primary beam half-power radius is indicated with a dotted line. The synthesized beam is indicated in the lower left corner. Greyscale images are logarithmically scaled to emphasize the relevant objects detected.
