We show that statistical criticality, i.e. the occurrence of power law frequency distributions, arises in samples that are most informative on the underlying generative process. In order to reach this conclusion, we first analyse the information content of a sample, that can be quantified by the coding cost. We show that the variable carrying useful information on the generative process is the frequency with which different outcomes occur in the sample. We show how this naturally arises from the concentration property of the Asymptotic Equipartition Property. This allows us to show that the entropy of the frequency, that we call relevance, provides an upper bound to the number of informative bits. Our conclusion derives from the fact that samples that maximise relevance at a given coding cost -that we call maximally informative samples -exhibit statistical criticality. We find that Zipf's law arises at the optimal trade-off between coding cost and relevance. As a byproduct, we also derive an estimate of the maximal number of parameters that can be estimated from a dataset, in the absence of prior knowledge on the generative model. We finally show how our findings can be derived from an unsupervised version of the Information Bottleneck method.
When data are generated as independent draws from a parametric distribution, one can draw a sharp distinction between noise and useful information, that part of the data that can be used to estimate the generative model. Useful information is concentrated in (minimally) sufficient statistics, which are those variables whose empirical value suffices to fully estimate the model's parameter [1] . This paper aims at drawing the same distinction in the case where the data is discrete and the model is not known. In this case, we show that the information on the generative model is contained in the distribution of frequencies, i.e. the fraction of times different outcomes occur in the dataset. Hence, of the total information contained in the sample, which is quantified by the entropy of the distribution of outcomes, the amount of useful information is quantified by the entropy of the frequency distribution.
As argued in Ref. [2] , while the former entropy is a measure of resolution 1 -i.e. of the number of bits needed to encode a singe datum -the latter quantifies relevance -i.e. maximal number of bits each point delivers on the generative model.
The aim of this paper is to present a simple derivation of this result. We look for a modelfree characterisation of a sample similar to that offered by sufficient statistics in the case of parametric models. We do this by searching for minimally sufficient representations in terms of hidden features, requiring that conditional to the latter, the data contain no information to estimate the generative model. This identifies the frequencies as hidden features and the entropy of the frequency distribution -i.e. the relevance -as the measure of informativeness of the sample.
As shown in Refs. [2, 3] , samples that maximise the relevance at a fixed resolutionthat we shall call maximally informative samples henceforth -exhibit statistical criticality [4, 5] . This implies that the number of outcomes that occur k times in the sample behaves as m k ∼ k −µ−1 . Here the exponent µ encodes the trade-off between resolution and relevance: a decrease of one bit in resolution affords an increase of µ bits in relevance. Hence the case µ = 1, which corresponds to the celebrated Zipf's law [6] , encodes the optimal trade-off, since further decrease in resolution delivers an increase in relevance that does not compensate for the information loss.
A second derivation of this result is offered within a framework of optimal feature extraction in high dimensional data. Optimal features that capture the dependence of the data must be such that, conditional to such features, the data points should appear as weakly dependent variables. Then the Asymptotic Equipartition Property [7] ensures that the logarithm of the probability of a typical data point conditional on the features should concentrate, i.e. it should have a narrow distribution. Projected onto a finite dataset, this again identifies the frequency as the relevant variable. Optimal features then arise as hidden variables such that the logarithm of the conditional probability exhibits a wide variation. Refs. [8, 9] have shown that this is a necessary condition for the occurrence of Zipf's law. We extend these results to different levels of compression of the data, and show that power law distributions in the frequency emerge as a natural consequence of most informative representations.
It is interesting that several systems that are meant to encode efficient representations follow Zipf's law. This is the case, for example, for the frequency of words in language [6] , the antibody binding site sequences in the immune system [10, 11] and spike patterns of population of neurons [12] . In each of this cases, the r th most frequent value of the relevant variables (words, binding site sequences or spike patterns) occurs with frequency proportional to 1/r. This finding has attracted considerable attention in statistical physics, because it is reminiscent of critical phenomena (see e.g. [4, 5] ). Our results suggest that in a very generic setting -which includes also, for example, cities [13] , natural images [14] or the distribution of firms by SIC codes [15] -broad distributions occur because the data is expressed in terms of most informative representations. Furthermore, this result also provides a guiding principle for extracting relevant variables from high dimensional data (see e.g. [16, 17] ), or to shed light on the principles underlying deep learning [18] .
Finally, we show that maximally informative samples can be derived from the Information Bottleneck (IB) [19] approach, when the frequency is taken as the output variable. This turns the IB into an unsupervised learning approach to learn the underlying generative process.
Minimally sufficient representations
Consider a sample of N data pointsŝ = (s 1 , . . . , s N ), each being drawn from some alphabet S. The only information we shall consider is the one contained in the sample. We assume that s i are outcomes of N independent observations, so the order of the data points is irrelevant. Mathematically, this is equivalent to each s i being independent and identically distributed draws from an unknown distribution p(s), that we shall call the (unknown) generative model. In order to keep our discussion as general as possible, we make no assumption on S which may even be unknown in advance, as e.g. when sampling species from a yet unexplored ecosystem, or on the structure of the outcomes (e.g. s i could be words, protein sequences, words or bit strings, etc). In brief, we shall consider s i as abstract labels. We shall postpone the discussion on how further information affects our results to later sections.
The information content of the sample can be quantified in the number of bits needed to represent one of the outcomes, which is given by the entropŷ
wherep s is the empirical distribution and k s is the number of points in the sample with s i = s. We stress that we refer to the entropy in Eq. (1) as a quantitative measure of description length rather than as an estimate of the true entropy of an underlying distribution 2 . Henceforth, we shall use theˆto denote entropies measured from empirical distributions, as in Eq. (1). Some of theĤ[s] bits convey useful information on the generative process, some are just noise. The precise definition of noise we refer to, relies on the maximum entropy principle, which encodes a state of maximal ignorance [21] .
Our aim is to provide an upper bound to the number of useful bits. In order to do this, we will search for a set of hidden features such that i) conditional on these features, the data is as random as possible (in the sense of maximal entropy) and can be considered as noise, and that ii) provide the most concise representation (in terms of description length) of useful information or, equivalently, that noise accounts for as much as possible of the sample's information content in Eq. (1) . Features defined in this way provide what we call a minimally sufficient representation, in the sense that they carry the maximal possible amount of useful information on the generative process. In this sense, such features provide the most concise representation of the useful information. Letĥ = (h 1 , . . . , h N ) be a set of variables -the features -with h i ∈ H taking values in a finite set. With the introduction of these variable, the dataset is augmented tod = (ŝ,ĥ) in such a way that the total information content becomeŝ
As a first requirement we demand that the features do not introduce additional information. This meansĤ[h|s] = 0 or equivalently that features h i = h(s i ) are function of the data s i . This allows us to separate the total information content into a part that depends on h and a part that depends on the data s conditional on h:
Our second requirement is thatĤ[s|h] accounts only for noise in the sample. Put differently, the subsample of points s i such that h(s i ) = h should be consistent with a state of maximal ignorance, for all h. This means that the distributionp(s|h) over the s for which h(s) = h should be a distribution of maximal entropy 3 [21] , i.e.
Sincep(s) =p(s|h(s))p(h(s)) = k s /N , this in turn implies that outcomes s and s that are assigned the same feature, should have the same frequency, i.e. k s = k s whenever h(s) = h(s ), and that h(s) = h(s ) if k s = k s . As a result of this, k s can be expressed as a function of h(s). The data processing inequality [7] then implies that,
Note that the choice h(s) = s would trivially satisfy the requirement in Eq. (3) Proposition The frequency k s provides a minimally sufficient representation of the samplê s in the sense that the total information content of a sampleŝ can be divided aŝ
with m k being the number of outcomes s for which k s = k, and
In the absence of prior information,Ĥ[k] is the maximal number of bits (per data point) that can be used to estimate the underlying generative process andĤ[s|k] is a measure of noise.
In hindsight, this result is self-evident, because in the absence of prior information on s, the frequency k s with which different outcomes s occur is the only statistics that can distinguish them.
Resolution, relevance and mostly informative samples
In typical cases, the datasetŝ encodes a description of a setx of complex objects at a given level of detail (e.g. proteins, texts, organisms, firms, etc). To fix ideas, we can think of such complex objects as a high dimensional vector x, whose components provide a detailed description of all the characteristics of the objects, and to s = s( x) as a function. For the same datax = ( x 1 , . . . , x N ) the variables s i = s( x i ) can be chosen in different ways, i.e. with different levels of detail. Depending on this, the coding costĤ[s] in Eq. (1) can take different values. At a sufficiently fine level of detail, each point is identified by different labels (s( x i ) = s( x j ) for all i = j), which means that k s = 0, 1 for all s and hencê H[s] = log N . Any finer level of detail corresponds to a mere relabelling of the objects, hence the information contentĤ[s] = log N remains the same. At the other extreme, when the description is so coarse that all objects correspond to the same label (s( x i ) = s 0 for all i), the coding cost vanishesĤ[s] = 0.
In [ , that is attained when m k = 0 or 1 for all values of k. This is because k s is a function of s and the data processing inequality imposes that it cannot contain more information than s itself.
The curve depends on the structure contained in the sample. For random samplesx we expect that the statistics ofŝ is equivalent to drawing N balls at random in L boxes 4 . Fig One can compare this curve with the one obtained by maximisingĤ[k] over m k , at fixed H[s] and sample size N . These are those that we call most informative samples, and they can be derived from the solution of the problem
given by Eq. (6). In Eq. (8), µ and λ are Lagrange multipliers enforcing the constraints onĤ [s] and N . Given that m k is an integer variable, the maximisation cannot be performed analytically. Fig. 1 reports a lower bound (full lines) obtained in [2] by taking m k as Poisson variables with meanm k and maximising the expected value ofĤ[k] over the latter, at fixed expected values ofĤ[s] and sample size N . As the plot shows, the difference between the maximal achievable curve and the one that refers to random samples increases as N increases. As shown in [3, 2] , and by a direct solution of Eq. (8) law frequency distribution
Eq. (9) shows that statistical criticality, i.e. the occurrence of power law frequency distributions in samples, is a signature of maximally informative samples. In the rightmost part of Fig. 1,Ĥ [k] increases asĤ[s] decreases with a slope −µ, which is the Lagrange multiplier enforcing the constraint onĤ [s] , and is the exponent of the frequency distribution in Eq. (9) . As already mentioned in Ref. [18] , µ quantifies the tradeoff between resolution (Ĥ[s]) and relevance (Ĥ[k]) in the sense that a decrease of ∆ bits in H[s] grants an increase of µ∆ bits inĤ [k] . Therefore, the point µ = 1, that corresponds to Zipf's law, separates the region of lossless compression µ ≥ 1 from the region of lossy compression, because it marks the limit beyond which further reduction in the resolution implies losses in accuracy. This point is the one that achieves maximalĤ[s] +Ĥ[k]. 
Relation with parametric models
The featuresk play the same role of minimally sufficient statistics when the data is generated from a known parametric model p(s|θ). Minimal sufficient statistics are those combination T (ŝ) of the data that contain all information about the parameters θ [1] . In other words, the mutual information betweenŝ and θ equals the mutual information between T (ŝ) and θ. By the Neyman-Fisher factorization theorem [1] , the probability of samplesŝ, conditional on T (ŝ) = t does not depend on θ, i.e. it only encodes noise. Notice that p(ŝ|T (ŝ) = t) is independent ofŝ, i.e. it is a maximum entropy distribution, consistent with our definition of noise. Analogously to minimal sufficient statistics T (ŝ), the frequenciesk provide the same sharp separation between useful information and noise, in a model-free setting.
Of course, the knowledge thatŝ comes from a given distribution p(s|θ) changes considerably the picture 5 . In that case, the information that the sampleŝ contains on the generative model can be quantified in the Kullback-Leibler divergence between the posterior distribution p(θ|ŝ) and the prior p 0 (θ). For N large, a straightforward calculation yields
where d is the number of parameters (i.e. the dimension of θ),θ is the maximum likelihood estimate of θ andL(θ) is the Hessian matrix of the log-likelihood at θ. Notice that D KL (p(θ|ŝ)||p 0 (θ)) is non-zero even whenĤ[k] = 0 and our analysis would suggest that the sample does not contain any information on the generative model. Indeed, the knowledge that the generative model must be in a family of parametric distribution allows us to project the sample on the manifold spanned by p(ŝ|θ) and to extract information fromŝ, i.e. to estimateθ.
Yet, in the absence of such an information, it is reasonable to assume that models that accurately describe the data should be such that
log N , this provides an upper bound to the number of parameters that can be estimated from the data
This suggests that data with higher relevance allow to estimate a larger number of parameters, as also advocated in Ref. [2] . Eq. (10) also shows how the relation between the occurrence of power law distributions in maximally informative samples and critical phenomena in statistical physics manifests in the standard setting of point estimate in statistics. Let us focus on exponential models of the type
where θ = (θ 1 , . . . , θ d ) is a vector of parameters and φ(s) is a vector of statistics. ThenL coincides with the Fisher Information matrix and it has the nature of a susceptibility matrix:
Note that Eq. (10) is the difference between the term − log p 0 (θ), which quantifies how surprisingθ would have been a priori, and the differential entropy of the posterior distribution of θ, which is a Gaussian variable with meanθ and covarianceL −1 (θ)/N . Hence samples can be very informative either becauseθ is a priori very surprising, or because, a posteriori, the uncertainty on θ is reduced considerably. The latter occurs if the first two terms in Eq. (10) are as large as possible. Disregarding the prior, the second term in Eq. (10) implies that most informative samples are those for which the susceptibility is maximal. If the model allows for a "critical point" θ c at which the susceptibility is very large (and that would diverge in an infinite system), then mostly informative samples are those for whichθ ≈ θ c (see also Ref. [22] ).
The Asymptotic Equipartition Property and most informative representations
Schwab, Nemenman and Mehta [8] argue that Zipf's law arises from the presence of hidden variables. They consider n 1 independent (discrete) variables x = (x 1 , . . . , x n ) drawn independently from the same probability p(x|h) that depends on a variable h. Under these conditions, this sequence satisfies the Asymptotic Equipartition Property (AEP) [7] . This states that there is a typical set A (h) n such that (asymptotically as n → ∞) i) all samples in A (h) n have the same probability
and ii) almost surely samples drawn from p( x|h) belong to A (h) n , and (because of this) iii) the number of typical samples is equal to |A
h) . If one defines the entropy S(h)
as the logarithm of this number, then one has that S(h) = log |A (h) n | ≈ E(h), which is the characteristic signature of Zipf's law [4] . A necessary condition for obtaining Zipf's law is that the hidden variable h induces a variation of the energy E(h) over a wide range. In this case, the probability (density) to observe a value E of − log p( x|h) is given by
Since, by the AEP, S(h) ≈ E(h), the distribution p(E) remains broad and it does not concentrate. This argument for sufficiency is corroborated by convincing numerical experiments for few cases. Aitchinson, Corradi and Latham [9] argue that a broad, quasi uniform distribution p(E) is a general sufficient condition for Zipf's law. In order to see how these results relate to our discussion, it is necessary to invert the logic of the AEP. Imagine a generative process p( x) of data. To fix ideas, x can be thought of as an n dimensional vector with n 1 (e.g. a digital picture or gene expression profile of a cell). The different components x (α) of x are dependent random variables and the structure of their dependence is the central object of interest. We stick to the case where x is a vector of discrete variables, so we can refer to the AEP in its basic form [7] .
The first observation is that features h 6 that provide an optimal separation between structure and noise are those for which, conditional to h, x can be considered as a vector of weakly dependent random variables. Hence, log p( x|h) is a self-averaging quantity
for n large enough, that means that the AEP applies to points generated from p( x|h), and it allows us to define h-typical points as those for which Eq. (13) holds up to a preassigned precision. Note however that the self-averaging property does not allow to distinguish between points x and x generated from distributions with different h and h as long as p( x|h) = p( x |h ). Indeed the AEP applies to a broader set of E-typical points
and it states that i) for any h such that E(h) = E, the probability that a point x randomly drawn from p( x|h) does not belong to A
n is negligibly small 7 , for a E ii) by definition, all x ∈ A (E)
n have the same probability p( x|h) e
iii) the number of points in
Second, note that, if log p( x|h) does not vary significantly with h, then the introduction of features would not help distinguishing p( x) from the case where all components of x can be considered as independent (or weakly dependent) random variables. In other words, features for which E(h) does not vary significantly with h would not capture the structure of dependencies that we sought to characterise. Hence, we expect that optimal features must be associated with a broad variation of E(h) ≈ − log p( x|h).
A consequence of this is that we expect a broad distribution of E in Eq. (12) . In other words, efficient representations necessarily imply broad flat minima in − log p( x|h). Manifolds of typical points x are organised along valleys spanned by the variation of h, with seeps ridges in − log p( x|h) occurring as x moves away from the E-typical sets.
Let us go back to the general framework discussed in this paper and analyse how this discussion applies to a finite sample of N observations. In particular, we consider the case where the available sampleŝ is a representation of the true datax = ( x 1 , . . . , x N ), where s i = s( x i ) can be thought of as a discrete label variable. Neither are the values h i of optimal features known, but yet we assume that s is an optimal representation, i.e. that H[s|h] is small. In these conditions, from the discussion above, we expect that the number of points with probability e −E k/N to be inversely proportional to e −E ∝ k. Since the number of points with k s i = k is given by km k , this implies m k ∼ k −2 , which is Zipf's law.
The thermodynamics of efficient representations
The discussion above provides a general derivation of efficient representations in the point µ = 1 that corresponds to a particular value of the resolutionĤ Again we consider a high dimensional vector of inputs x which is generated from an unknown distribution p( x). What we have argued in the previous section is that, if x is a random vector of weakly dependent components (i.e. it is noise), then the AEP ensures that for all typical x the random variable E = − log p( x) concentrates, i.e. it has a very 7 Weak dependence implies that − log p( x|h) can be considered as a sum of n weakly dependent random variables, with finite variance. Hence we expect that − log p( x|h) is a Gaussian variable with mean E ∝ n and variance σ 2 ∝ n. Under these conditions, the concentration bound implies that P {A Let us now focus on a situation where the dependence structure in the inputs x is very rich and set out to seek a representation in terms of discrete states s( x) that captures this dependence. The function s( x) provides a quantisation of the space of inputs x in a discrete set of cells. The generative model induces a distribution
on the set of states. We define energy levels 8 E s = − log p(s) and assume that these take values in a discrete set E s ∈ E of energy levels. Notice that energy levels are bounded in a finite intervals E s ∈ [0, E max ] because 0 < p(s) < 1 for all s 9 . Let W (E) be the number of energy levels with E s = E. W (E) is an integer which is expected to be exponentially large in the dimensionality n of the inputs. This allows us to deal with it as if it were a real number. The properties of the representation depend on the degeneracy W (E) of energy levels, hence our goal is to find the W (E) that correspond to most informative representations.
The distribution of the random variable E is given by
Notice that the average energy E = H[s] corresponds to the entropy of the labels whereas the entropy of E is given by
Here H[s|E] provides a measure of the noise [18] , which arises from the residual degeneracy between states that cannot be distinguished, because points generated from p( x|E s( x) = E) cannot be distinguished from random vectors with weakly dependent components. Therefore, optimal representations s( x), at a given resolution H[s], are those with a degeneracy W (E) of states such that the noise H[s|E] is minimal, or equivalently for which the entropy H[E] is maximal.
In order to find optimal representations, we introduce a Lagrange multiplier ν enforcing the constraint on H[s] and maximise H[E] + νH[s] on W (E) for which the normalisation in Eq. (16) is satisfied. This leads to
Notice that this corresponds to a linear dependence between the entropy S(E) = log W (E) = (1 + ν)E + log W 0 and the energy E. The behaviour of the expected value of the entropy S(E) and the expected value of the energy E in most informative representations is shown in Fig. 2 . The convexity of this curve is unconventional in statistical mechanics, where the entropy is a concave function of the energy. This is a consequence of the fact that, while statistical mechanics seeks the maximal entropy distribution p(s) at a fixed degeneracy W (E) of energy levels, most informative representations are characterised by a degeneracy W (E) of E that minimises the average entropy S at fixed p(s). Indeed the Lagrange multiplier ν cannot be thought of as a temperature. Note also that, in statistical mechanics, the distribution of energies is sharply peaked, hence H[E] 0, which is at the basis of the equivalence between the micro canonical and the canonical ensembles 10 . As before, efficient representations correspond to partitions s( x) of the space of inputs such that the typical distribution of observed energy levels E s is broad. These correspond to wide flat minima in the energy landscapes. The width of these minima can be measured by the variance C = (E − E ) 2 of the energy levels, that can be computed 11 using Eq. (18)
For E max 1, this has a sharp maximum at ν = 0 of width 1/E max , because f (z) 1/12 − z 2 /240 + . . . for z 1, that reflects the fact that at ν = 0 the distribution of energies is as wide as possible, i.e. it is flat. At this particular point, the energy spectrum is used as efficiently as possible (see Ref. [18] ). When ν > 0, high energy states overweight low energy ones, whereas when ν < 0, the distribution of energy levels is skewed on low energy states.
Even though the generative model p( x) is unknown, it is possible to see how the optimality of a representation s( x) manifests in a typical sample of N independent draws from 10 In the micro canonical ensemble, the entropy is given by Boltzmann's formula log W (E) or by its average H[s|E]. In the canonical ensemble it is given by the Gibbs-Shannon entropy H[s]. By Eq. (17) instead are proportional to n. 11 The standard trick of taking the second derivative of log e −βE can be used to obtain C in Eq. (19) .
p( x). Also the energy levels are unknown, yet the expected number of points with energy levels E s in an interval around E k = − log(k/N ) is given by N W (E)dE and it should match the number m k dk of states observed in the corresponding interval of the frequency k. From this,
For an efficient representation that satisfies Eq. (18), this implies that m k ∼ k −2−ν , which is the same result derived in Eq. (9) with µ = 1 + ν. Notice that when no constraint is imposed on the resolution (ν = 0) one recovers Zipf's law. More compressed efficient representations correspond to broader frequency distributions (ν < 0) whereas less compressed ones give rise to steeper frequency distributions (ν > 0).
The fluctuation of the energies E k = − log(k/N ) can be computed within a finite sample. The above discussion implies that fluctuations should be maximal for representation with ν = 0, i.e. that satisfy Zipf's law. Bialek and co-workers [4, 12, 23] have advocated a thermodynamic construction based on a single sample, considering a modified dis-
The second derivative of log Z(β) wrt β yields the variance of E s = − log(k s /N ) over p β , that can be interpreted as a specific heat C(β) in this analogy. When the underlying distribution satisfies Zipf's law, one finds a maximum of C(β) at β = 1 [4, 12] , which is consistent with the picture discussed above.
Relation with the Information Bottleneck method
Let us consider a generic task in unsupervised learning. Data x is produced from an unknown data generating process q and we wish to extract a representation s of the data points that can shed light on q. For example, in a data clustering task, data (x) consists in a sequence of N different objects x i . The task is that of grouping these points into classes, by attaching a label s i = s( x i ) to each point, that may highlight features of the generating process q, such as similarities and differences among data points. Also, x can represent patterns that a deep neural network aims at learning and s the state of one of the layers in the architecture [18] . Viewed as a Markov chain, this corresponds to
A formal approach to the task consists in looking for the association p(s| x) that solves the problem max
where the first term of the optimisation function is the information that s contains on the generative process and the second term penalises redundant representations. Eq. (21) is very close to the Information Bottleneck (IB) method [19] in spirit. The main difference is that in the IB, q and x are given, so IB deals with the supervised learning task of determining the representation s that encodes the relation between q and x in an optimal manner. Here, q is unknown and we are interested in the unsupervised task of learning an optimal representation of the data. As long as q is unknown, Eq. (21) remains a formal restatement of the problem 12 .
However, if we restrict to a finite sample, q can be replaced with the empirical frequencŷ p s = k s /N , thus making the problem in Eq. (21) well defined. The solution to this problem yields representations for whichŝ is a maximally informative samples. In order to show this, note that if we replace q with the empirical frequencyp s = k s /N , the first term in Eq. (21) becomes
where the last equality derives from the fact that k s is a function of s. The substitution q →p amounts to the statement that conditional on s, x contains no information on q. Indeed, I( x,p|s) = 0 becausep is a function of s. This is equivalent to reversing the Markov chain in Eq. (20) as q → s → x 13 , so that q becomes the generative model of s. This suggests that Eq. (21) seeks the representations with optimal generation ability. The findings of Ref. [18] suggest that the outstanding generation performance of deep learning relies on the fact that deep neural networks extract maximally informative representations from the data.
In summary, maximally informative samples are the solution of an optimisation problem similar to IB, with the important difference that while IB is a supervised learning scheme, maximally informative samples are the outcome of an unsupervised learning task. Indeed, the IB addresses the issue of maximally compressing an input v to transmit relevant information to reconstruct a given output q [26] , whereas the definition of maximally informative samples takes the frequency k of the internal representations s as output features. While relevance is defined with respect to the output in the IB, the approach discussed here quantifies relevance with respect to internal criteria. We remark, in this respect, that the first term I(k, s) =Ĥ[k] in the optimised function does not depend at all on the relation between s and v, but only on the distribution of the former. Note also that, in contrast to the rate-distortion curves typical of IB where relevance I(q, s) is an increasing function of channel capacity I(s, v), here the relation is not monotonic. This is consistent with the findings of Ref. [27] , that finite size effects generate a similar bending the IB curves.
Conclusions
The aim of this paper is to clarify the derivation and nature of the relevanceĤ[k], recently introduced in [2, 3] , as a measure of the useful information that a sample contains on the generative model. We do this by relating our approach to the standard approach employed in parametric statistics. As a byproduct, we also derive an estimate of the maximal number of parameters that can be estimated from a dataset, in the absence of prior knowledge on the generative model. Furthermore, we characterise the properties of maximally informative samples and the trade-off they embody between resolution and relevance. This offers a different explanation of the widespread occurrence of statistical criticality [5] that is independent of any self-organisation mechanisms [28] . In particular, we find that Zipf's law characterises the statistics of maximally informative samples at the optimal trade-off between resolution and relevance.
The same finding is shown to be a consequence of the Asymptotic Equipartition Property, for representations that optimally encode the dependence structure of high dimensional data. In the light of these results, it is not surprising that representations extracted by unsupervised deep neural networks in the different hidden layers exhibit broad distributions, as observed in [18] . In particular, the frequency of observed states of the hidden layer with optimal generation ability follows Zipf's law very accurately [18] . We expect that, to some extent, the same phenomenology should carries over to supervised learning tasks. It is suggestive to relate the wide and flat energy landscape in the space of inputs implied by the AEP for most informative representations to the presence of wide and flat energy minima in the space of weights that has been suggested [29] to be at the origin of the impressive performance of deep learning.
A flat energy landscape and broad frequency distributions are expected to emerge in general in all systems that are designed to extract efficient representations. Some of us have shown that this is confirmed by universal codes in Minimum Description Length theory [30] .
Yet, besides its appeal as a simple rationale for the occurrence of broad distributions and Zipf's law in many domains [6, 10, 11, 12] , we believe this result will show its most useful application as a guideline for extracting efficient representations form high dimensional data.
