INTRODUCTION
Arguably, the techniques used most often for the analysis of muscle contractions include measurements based on surface electromyography (sEMG), force sensitive resistors (FSRs), inertial measurement units (IMUs) and textile capacitive sensors. 1 The accuracies of these techniques all suffer from the fact that they are not able to obtain information about muscles deep below the surface tissue, which results in less accurate information about the current muscle state. In contrast to the previously mentioned techniques, Bmode ultrasound imaging is a feasible method to visualize large muscle areas and muscles located in deeper tissue layers. 2 In previous work, it has been shown 3 that the measurement of muscle states using B-mode ultrasound imaging and machine learning (ML) methods is possible. However, these methods rely on beam formed and usually heavily processed image data. To avoid the need for beam forming and expensive or bulky equipment, we focus on raw ultrasonic radio frequency (RF) data obtained with A-mode ultrasound from a single element transducer. These RF data provide valuable information and can be used to predict wrist angles 4 or to perform gesture recognition tasks. 5 In contrast to that, we present a solution making use of ultrasound RF data and ML approaches to classify muscle contractions and muscle fatigue states.
METHODOLOGY
To show the general feasibility of our approach, we firstly acquired RF data from healthy volunteers using the Olympus 5800PR pulser-receiver in combination with a Panametrics transducer (with a 3.5 MHz center frequency). We asked the volunteers to place the transducer anywhere on the calf of their lower legs and perform squats as sample exercises to induce muscle contractions. We did not provide any instructions to put emphasis on the best possible location for the ultrasound transducer on the lower leg. We feel such instructions would have led to a scenario not resembling real-life situations as we envision our system to be used in a gym or rehabilitation center in which the patient cannot be expected to perform any sophisticated physiological analyses of the muscles involved prior to doing the exercises. Figure 1 shows two sample A-Scans each featuring 3,000 samples with a measurement depth of 46.2 mm. Figure 1 : Two sample A-Scans annotated as "non-contracted" (left) and "contracted" (right) (partially reprinted 6 ). The orange box shows the part of the signal assumed to contain the acoustic wave information coming from the muscle.
The volunteers annotated the data manually by pushing a button while performing a squat and releasing it again when returning to the resting state. The database for our algorithms comprises RF data from eight healthy subjects (one female, seven male) aged between 27 and 38 years. We acquired 21 data sets containing 212,872 A-Scans and 515 squats in total. The amount of squats and A-Scans differs for each data set and subject and depends on the amount of squats each participant was able to perform at the time of data acquisition. The total accumulated measured time amounts to 1 hour, 18 minutes and 9 seconds. To analyze the general composition and structure of the RF data we applied dimensionality reduction techniques such as Linear Discriminant Analysis (LDA), 7 (Kernel) Principal Component Analysis (PCA) 7, 8 and t-Distributed Stochastic Neighbor Embedding (t-SNE) 9 to attain low-dimensional visualizations of the high-dimensional data. The understanding obtained with these methods was crucial to draw conclusions and interpretations for further data procession. These conclusions, discussed and detailed in Section 3, lead us to decide to focus only on data acquired from the same person and the same transducer position. We applied both Digital Signal Processing (DSP) strategies and ML approaches to classify contracted and relaxed muscle states. For the DSP algorithms, we extracted several features (minimum, maximum, mean, median, variance, standard deviation and center of energy values) of each A-Scan in our database and attempted to classify the A-Scans based on those features. We also implemented ML approaches including custom versions of a multilayer perceptron (MLP), 10, 11 a fully convolutional network (FCN), 10, 11 a 1-D convolutional network (ConvNet1D), a radial basis function network (RBF), 4 a residual neural network (ResNet) 10, 11 and a k-nearest neighbor (k-NN) algorithm using the dynamic time warping (DTW) distance. 12 MLP, FCN and ResNet are considered to be "simple but strong baseline[s] for time series classification" without having to rely on "heavy preprocessing" or "feature crafting". 10 We implemented ConvNet1D to evaluate the performance of a simple convolutional network in comparison to more sophisticated architectures and included the evaluation of RBF networks as they have been successfully deployed in "one-dimensional sonomyography" settings before. 4 The inclusion of 1-NN DTW was due to a recent study suggesting that many "[time series classification algorithms] are in fact no better than [. . .] 1-NN DTW". 12 We subdivided the data into distinctly dissimilar data set pairs stemming from the same person and the same transducer position. We used these chunks to train and test methods making use of artificial neural networks (ANNs), and to compare different signals with an algorithm based on DTW distances. For ANN based methods, we firstly scaled the input and truncated the signals in order to remove noise at the beginning and the end of each signal as seen in Figure 1 . Once the ANNs were trained, we compared the sigmoid value of the single neuron in the output layer ranging from 0.0 to 1.0 with a static threshold value of 0.5 to classify the signals. We were able to improve the prediction performance of our ANN algorithms by performing the following post-processing steps. We empirically determined the best fitting threshold value for the value of the output neuron mentioned above and median filtered the resulting prediction vector to smooth the signal and remove multiple muscle contractions within very narrow time periods to consider the underlying physiology and avoid physically impossible predictions. Figure 2 shows a t-SNE visualization of the complete database. Each 2-D data point in this image represents a high-dimensional (3,000-D) A-Scan and is color-coded according to the data set (different colors) and the class (lighter colors for "non-contracted" A-Scans and darker colors for "contracted" A-Scans) it belongs to. A clear 2-D separation of the data points by classes would have hinted at a strong difference of the underlying signals for each class. However, the data points are much more likely to group together with respect to the different subjects they are associated with. Thus, the contracted A-Scans of each subject are located closer to the non-contracted A-Scans of this subject than to other contracted A-Scans of any other subject in this graph. Thus, we decided to focus on data coming from the same person and the same transducer position. Table 1 shows the resulting F 1 scores (in %) of the ML algorithms for unprocessed (in brackets) and postprocessed predictions. We do not present results of DSP algorithms because none of those resulted in an average F 1 score of more than 79 % after post-processing. However, Table 1 clearly illustrates that ML approaches are a viable option for the described classification task resulting in an average F 1 score of up to 89 % for the 1-NN DTW algorithm with variable window sizes. The ANN algorithms resulted in slightly worse average F 1 scores but we would like to emphasize that these approaches are much faster to evaluate in comparison to 1-NN DTW once their training is complete. Another observation from Table 1 is that higher F 1 scores correlate with more data. Even comparatively simple approaches such as MLP perform well for data sets containing 10,000 A-Scans in comparison to data sets containing less A-Scans. 
RESULTS AND DISCUSSION

CONCLUSION AND OUTLOOK
We conclude that the classification of muscle contractions with ultrasonic RF data is possible and feasible in general and observe that most ML methods perform significantly better than DSP algorithms based on feature extraction. We expect more data coming from additional volunteers to increase the diversity of our database and to lead to solutions that are even more robust for real-life scenarios. In the future, we plan to demonstrate the feasibility of an integrated mobile and wearable approach to classify muscle contractions and muscle fatigue states. To this end, we designed an experimental setup in which a single element ultrasound transducer was attached to the biceps muscles of healthy volunteers, who were then asked to lift weights until exhaustion. With this setup we were able to obtain strong empirical evidence for the successful future implementation of a muscle fatigue state classification system based on RF data stemming from single element ultrasound transducers. We applied a 1-NN DTW algorithm on several data sets stemming from the left and right arms of eleven healthy volunteers and were able to achieve an average (rounded) F 1 score of 76 %. We expect this result to improve further in the future by collecting and annotating more data and applying more sophisticated ANN methods.
