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Introduction:
Picard group Pic C of a curve C is a projective variety iff C is non-
singular. The most natural compactification of Pic0C is (Pic0C)=, the
family of torsion - free sheaves of degree 0 and rank one on C [MM]; it is
irreducible if and only if the embedding dimension of the C is at most two at
every point on C [D], [AIK], [R], [K]. It is enough to look at one singularity
at a time [SK]. In this work 1 we study modules over the local ring of an
integral curve C with one singularity Q of embedding dimension more than
two to determine (Pic0C) in (Pic0C)=. ✸
Notation:
1 This work was done during ’84 - ’86 at Brandeis as part of my doctoral dissertation,
and forms the first chapter thereof. Some changes were made during May ’92 before
sending this paper for publication, most notable being the formulation of a functor and
proof of its representability by a projective scheme, with consequent change of language
of the paper. The concept behind this functor, and the use that has been made of it, is
same as in my dissertation.
It was brought to my notice (August ’92) that G.Pfister and J.H.M.Steenbrink have
recently (’91) published a paper similar in content to the second part of my dissertation.
I have taken care therefore to refer to [PS] wherever there is any part common, omitting
repetition of already published proofs.
It is a duty and a pleasure to thank my advisor David Eisenbud for all the insight and
the constructive comments he provided me with, and for the atmosphere highly conducive
to work that he generates around him.
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k an algebraically closed field of characteristic zero
C an integral curve over k with one unibranch singularity Q
C∼ normalisation of C
π the normalisation map
O completion of local ring of C at Q
O∼ normalisation of O
M maximal ideal of O
C the conductor HomO(O
∼,O) of C
MQ maximal ideal sheaf of Q
CQ conductor sheaf
W0C the canonical dualising sheaf of C
δ rkk(O
∼/O); we omit the subscript k normally
F torsion free sheaf of rank one
L a locally free sheaf of rank 1
CD a partial normalization of C defined (section 1) uniquely for any D ⊆ π∗(Q)
C ′ first partial normalization of unibranch C such that
rkk(O
′/O) = 1 and C′ 6= C ; i.e., O′ = O + t−1C .
Ci successive partial normalizations defined along the same line
Mi maximal ideal of Oi
Ci the conductor of Ci
Pic0C Picard group of degree 0 of C
π∗ the map Pic0C −→ Pic0C∼ of Picard groups corresponding to π
K ker(π∗)
(Pic0C)= moduli of torsion free sheaves of degree 0 and rank one.
S Zariski closure of a variety or scheme S
(Pic0C) Zariski closure of Pic0C in (Pic0C)=
B(Pic0C) boundary of Pic0C, def(0.1)
χ(F) Euler characteristic of F
deg(F) χ(F)− χ(OC)
Γ Γ(C) = (k1, · · · , kr) N, the semigroup of orders of generators
of O over k, assuming 2 < k1 < k2 < · · · < kr
v0 order of the conductor, i.e., C = t
v0O∼
t any local parameter of O∼. ✸
2
2 Γ∗ of [PS] is analogous to our C′ in case of a unibranch singularity.
2
0: Preliminaries
We define (PicdC )
=(S) = { isomorphism classes of torsion free OC(S)
-modules of degree d and rank 1 }. (PicdC)
= is representable and is rep-
resented by a projective scheme (PicdC)= [D], [AK], which is irreducible
[R], [K], iff rk(M/M2) ≤ 2. We define the boundary of Pic C, a la [R]:
Definition 0.1: F ∈ B(Pic0 C) if F 6∈ Pic0C, and there exists G, an
OCχ Spec k[[t]] −module which is flat over k [[t]] , such that (G/tG) ≈ F
and the stalk of G at the generic point of Spec(k [[t]]) is a locally free
OC -module. ‖
In other words, we have a one-parameter family, {Lβ} ⊆ Pic
0C, with F
in the closure. Let K = ker(π∗) where π∗ : Pic0C −→ Pic0C∼ is the
map of respective Picard groups corresponding to the normalization map
π : C∼ −→ C. Then Rego proves
[R,1.2]: F ∈ Pic0C iff ∃ L ∈ Pic0C such that F ⊗ L ∈ K. ‖
For d ≤ rk(O∼/C) Rego defines a functor
E(C, d)(S) = {isomorphism classes of OS−modules FS |
C ⊗k OS ⊆ FS ⊆ O
∼ ⊗OS , and rk(O
∼ ⊗OS/FS) = d}
and shows that it is representable by a projective scheme, also called E(C, d);
we identify E(C, d) with its image in (Pic0C)=. In particular, since K ⊆
E(C, δ), every boundary point “defines an element of E(C, δ)′′ [R, Th.2.3(b)].
So it is enough to consider limits of one - parameter families of free O-
modules {Fβ} ⊆ E(C, δ) parameterizsed by k [[β]] . A free module
G ∈ E(C, δ)(k(β)) is necessarily of the kind G = ∂βO, ∂β ∈ [O⊗k(β)]
∗ .
We shall write ∂βO −→ F if F is in the closure of such a family.
Example 1: O = k[s5, s2t3, st4, t5],⇒ O′ = k[s3, st2, st3], and M =
(t3, t4, t5). Let W = O + tO ≈ W0C,Q be the stalk of canonical du-
alizing sheaf W0C . We can construct deformations, using E(C, δ), as
follows: since O′ ≈ tO′ ∈ E(C, δ) with ordt(tO
′) = 1, look for
∂β ∈ (O
∼)∗ of the form ∂β = t + β∂
′
β , ∂
′
β ∈ (O
∼)∗. In fact, t + β
will do : (t + β)O = (t + β, t3, t4, t5) −→ (t, t3, t4, t5) = tO′. Similarly
M≈ t−1M∈ E(C, δ); (t2+βa1t+ b
2a0)O −→ t
−1M for any a1 ∈ K and
any a0 ∈ k
∗. Up to isomorphism O,O′,M and W the only O-modules;
since for any F ≈ W, necessarily F 6∈ E(C, δ), W has no possible defor-
mation by free O-modules. Therefore (Pic0C)= has one component other
than Pic0C, namely, the Zariski closure of Pic2C -orbit of W0C . ⋄
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We will close the section with some remarks assumed and used in in this
work. Since v0 − δ is used frequently, we will use notation v0 − δ = γ for
ease of reading.
Remarks:
(0.2) Since #{j ∈ N | j 6∈ Γ} = δ, so #{j ∈ Γ | j < v0} = γ.
(0.3) j ∈ Γ =⇒ v0 − 1 − j 6∈ Γ ∀j ∈ Z. The converse is true iff C is
Gorenstein [HK].
(0.4) (i) δ − 1 ≤ v0 ≤ 2δ.
(ii) #{j ∈ N | j, v0 − 1− j 6∈ Γ} = 2δ − v0.
(0.5) If F is an O-module such that C ⊆ F ⊆ O∼ , and End(F ) does not
contain t−1O , then O ⊂ F ⊆ O∼, and v0−δ ≤ rk(F/C) < δ. Further,
if rk(F/C) = δ then F ≈ W0C,Q necessarily. Conversely, for j : v0−δ ≤
j ≤ δ, there exists an F such that C ⊆ F ⊆ O∼, rk(F/C) = j, and
End(F ) does not contain t−1C.
(0.6) The following are equivalent:
(i) v0 = kγ−1 + k1.
(ii) ki = ik1 ∀ i ≤ γ, ki ∈ Γ.
(iii) rk(M/M2 + tC) = 1.
(0.7) E(C, δ) is irreducible ⇐⇒ K = E(C, δ).
(0.8) MQ ∈ Pic C : the family {OC(−P ) | P ∈ C, P 6= Q} of locally
free sheaves of rank one and degree -1 has MQ in the closure.
(0.9) If F ∈ B(Pic0C) then HomOc(F ,Oc) = F
v ∈ B(Pic0C). This
follows from the definition of B(Pic0C). ✸
1: General Singularity
Let C be an integral curve singular at one point Q ∈ C. Then OC∼,Q =
O∼, the normalization of OC,Q = O in the function field of C, is a semi-local
domain, with maximal idealsM1,M2, · · ·Mk corresponding to the points of
Supp(π∗Q) = {Qi | i = 1, · · · , k} ⊆ C
∼. Let π∗Q =
∑
{µiQi | i = 1, · · · , k},
and let tP denote a local parameter of O
∼ at P . Let C be the conductor
HomO(O
∼,O). Since C is an ideal of O∼ as well as Q, C = Mv11 · · ·M
vk
k
for some {vi ≥ µi | i = 1, · · · , k}. LetM be the maximal ideal of O. We have
M ⊆ Mµ11 · · ·M
µk
k , and equality holds if and only if C = M. Moreover,
∃ g ∈M such that for any P ∈ π∗Q, (g)P = uP (t
µP
P ) for some uP ∈ O
∼∗
P .
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Also, if µ =
∑
µi and v =
∑
vi, then µ − 1 ≤ δ = rkk(O
∼/O) ≤ v − 1, and
δ = µ− 1 or δ = v − 1 iff M = C.
We define OQi = O + Mv11 · · ·M
vi−1
i−1 M
vi−1
i M
vi+1
i+1 · · ·M
vk
k for any
Qi ∈ π
∗Q, and OD for D ⊆ π∗Q successively (by normalizing one point
at a time). There exist partial normalizations CP of C, for any P ∈ π∗Q,
with OCP ,Q = O
P , OCP |C−Q= OC |C−Q . Therefore rkk(OCP /OC) = 1 and
CP 6= C. Let πP : CP −→ C be the partial normalization map corresponding
to the natural inclusion O →֒ OP .
Lemma 1.0: The following are equivalent
(i) M≈ OD for some D ⊆ π∗Q
(ii) rk(M/M2 + C) = 1
(iii) M = gO + C for some g ∈ M.
Proof: Given an isomorphism f : OD −→ M, let g = f(1), so that
m = gO + gCD. This gives gCD ⊆ M,=⇒ gCD ⊆ C, by definition of
C. Converse is obvious: if M = gO + C then g−1C ⊆ O∼, and M = gOD
for OD = O + g−1C. ‖
Theorem 1.1: B(Pic0C) ⊆
⋃
{πP∗ (Pic
−1CP
=
) | P ∈ π∗(Q)}.
Proof: We need to prove that if F ∈ Pic0C such that FQ is not isomorphic
to OQ then there exists a point P ∈ Supp{π
∗Q} such that FQ is an O
P -
module. If F ∈ Pic0C, then there exists F ≈ FQ such that CQ ⊆ F ⊆ O
∼
and rk(F/C) = γ. So FQ is not isomorphic to O ⇐⇒ F contains no unit of
O∼ ⇐⇒ F ⊆MP for some P ∈ π
∗Q where MP the maximal ideal of P in
O∼ ⇐⇒ F is an OP -module for some P ∈ π∗Q. ‖
Theorem 1.2:
⋃
{πP∗ (Pic
−1CP ) | P ∈ π∗(Q)} ⊆ B(Pic0C).
Proof: Enough to prove that πP∗ (Pic
−1CP ) ⊆ Pic0C ∀i, or, equivalently,
given P ∈ π∗Q, there exists F ∈ Pic0C such that FQ ≈ O
P . Let tP
be a local parameter of O∼ at P and let ∂β = tP − β. This will do:
(tP − β)O −→ tPO
P ≈ OP . ‖
Example 2: If O = k
[
[t3, t7, t8]
]
then O′ = k
[
[t3, t5, t7]
]
has a deforma-
tion by O-modules, but A = k
[
[t3, t4]
]
does not, (nor is O′ an A-module,)
even though A is a partial normalization of singularity one less than that
of O just as O′ is. So the definition of CP is relevant to determination of
B(Pic C). ⋄
Theorem 1.3: B(Pic0C) =
⋃
{πD∗ (Pic
−iCD) | D ⊆ π∗Q, deg D = i} if
and only if M = C.
Proof: If M = C, then δ = v0 − 1, and therefore E(C, δ) = E(C, v0 − 1).
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Since Pic0C ⊆ E(C, δ), F ∈ Pic0C =⇒ ∃F ≈ FQ such that C ⊆ F ⊆ O
∼
and rk(F/C) = 1. Let a ∈ F, a 6∈ C: then aO∼ = Mi11 · · ·M
ik
k , and
F = aO + C ≈ OD for D =
∑
ijQj. This implies F ∈ π
D
∗ (Pic
−iCD).
Conversely, supposeM 6= C. If M is not isomorphic to OD for any D ⊆
π∗Q, then the sheaf MQ is a counterexample, since MQ has a deformation
by locally free sheaves. If on the other hand M ≈ OD for some D ⊆ π∗Q
then M = gO + C for some g ∈ O. We will show the existence of f such
that (i) M+ fO has a deformation by free O-modules, and (ii) M+ fO is
not isomorphic to OD for any D ⊆ π∗Q.
Let r = rk(M/C). For P ∈ π∗Q let tP be a local parameter at P . If
grtPO+M is not isomorphic to O
P , we set f = tP g
r. If grtPO+M≈ O
P
then t−1P g
rO +M is not isomorphic to any OD, so t−1P g
r = f will do. In
either case F = fO +M is not isomorphic to any OD, and (f + β)O =
(f +β, g)O ⊇M, so (f +β)O −→ F = fO+M and hence the theorem. ‖
The first examples of a reducible (Pic0C)= are provided by δ = 2.
Lemma 1.4: If δ = 2, then rk(M/M2) = 2 ⇐⇒ M 6= C.
Proof: IfM = C, then rk(M/M2) = rk(C/C2) = rk(O∼/C) = rk(O∼/M) =
3. If not, we have rk(O∼/M) = δ + 1 > µ, so that µ < 3. But rk(O∼/C) >
rk(O∼/M) = 3, =⇒
∑k
1 vi > 3. Now, O
∼ has at most two maximal ide-
als M1 and M2, and M ⊂ M1M2 as an O-submodule; if M ⊆ M
2
1M2,
then since rk(O∼/M21M2) = 3 we must have M = M
2
1M2, and therefore
C =M, a contradiction. ThusM is not contained in M2iMj. For the same
reason C 6= M2iMj , ⇐⇒ C ⊆ M
2
1M2
⋂
M1M
2
2, since v1, v2 > 1. There-
fore ∃a ∈ M such that a = a1a2, ai ∈ Mi −M
2
i , a 6∈ M
2
iMj ; i.e., ai
must generate Mi locally. But then rk(M/M
2) = 2, since rk(M/M2) ≤
rk(C/MC) ≤ rk(C/aC) = 2. ‖
2: Filt(C, δ):
For rest of this work C will be assumed to have a unibranch singularity Q;
i.e., π∗Q is supported at one point Q ∈ C∼. (See Notation). O has a unique
filtration O ⊇ I1 = M ⊇ · · · ⊇ Iv0−δ−1 ⊇ C such that rk(Ij/Ij+1) = 1 and
ordtIj < ordtIj+1 for all j = 1, · · · γ − 1 . Since Ij = (O
j)v, from (0.9)
Lemma 2.0: If F ∈ (Pic0C)= such that FQ ≈ Ij, then F ∈ B(Pic0C). ‖
An O −module F has a unique filtration analogous to that of O given by
F ⊇ F1 ⊇ · · · such that Fi+1 ⊆ tFiO
∼ and rk(Fi/Fi+1) = 1. If moreover
F ∈ E(C, δ − r − 1) then Fr+1 = C, and if F has a deformation by free O
-modules then Fi ⊆ t
kiO∼ for all i = 0 · · · γ−1. This motivates the following
construction :
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Definition 2.1: Filtδ
C
(S) = {FS ∈ E(C, δ)(S) | (FS)j ⊆ IjO
∼ ∀j ≥ 0},
where (FS)j is the jth module in the unique filtration FS ⊃ (FS)1 ⊃ · · · ⊃
C ⊗OS such that ordt(FS)j < ordt(FS)j+1 ∀ j, and (FS)j/(FS)j+1 is a rank
one locally free OS−module. ‖
Next we define an extension of E(C, δ) and use it to show that Filtδ
C
is
representable by a projective scheme Filt (C, δ) = {F ∈ E(C, δ) | Fj ⊆
IjO
∼, 0 ≤ j ≤ γ − 1}. Let I˜ be any ideal of O˜, with C ⊆ I˜ , and let
d ≤ rk(I˜/C).
Definition 2.2: E(C, I˜, d)(S) = {O ⊗k OS−modules FS | C ⊗ OS ⊆ FS
⊆ I˜ ⊗k OS and I˜ ⊗OS/FS is a locally free OS −module of rank d}. ‖
Rego’s proof of representability of E(C, d) [R, (2.,1)] carries over with a
minor change -i.e., replacing O˜ by I˜ − so we have
Lemma 2.3: E(C, I˜, d) is representable by a projective scheme. ‖
We shall denote the scheme representing E(C, I˜, d) by the same. For any
F ∈ E(C, δ), necessarily Fj ∈ E(C, Ij , kγ−j − γ + j) where Ij = t
v0−kγ−j O˜.
Also, tkjO˜ = I˜j ⊆ Ij. So for j ≤ γ − 1 we have morphisms:
E(C, δ) F
ϕj ↓ ↓
E(C, I˜j , dj) −→ E(C, Ij , dj) Fj
id
which are proper since E(C,I, d) are projective. Now
F ∈ Filt(C, δ) ⇐⇒ Fj ∈ E(C, t
kj O˜, δ + j − kj) ∀ j ≤ γ − 1,
so
Filt(C, δ) =
γ⋂
j=0
ϕ−1j (E(C, t
kj O˜, δ + j − kj)).
This proves
Theorem 2.4: Filtδ
C
is representable by a projective scheme. ‖
There is an obvious map Filtδ
C
−→ Pic0
=
C , and the image in (Pic
0C)= is
Filt(C, δ). Since O ∈ Filt(C, δ), we have K ⊆ Filt(C, δ) ⊆ E(C, δ). We
shall skip the proof of the following:
Lemma 2.5.1: If rk(M/M2 + C) = 1 and v0 ≥ kγ−1 + k1 − 1, then
E(C, δ) = Filt(C, δ).
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Lemma 2.5.2: If E(C, δ) = Filt(C, δ), then one of the following conditions
hold good:
(i) If rk(M/M2 + C) = 1 then v0 ≥ kγ−1 + k1 − 1.
(ii) If v0 < kγ−1 + k1 − 1 then v0 − k1 ≤ kγ−2 and kγ−1 ≤ v0 − kγ−1 + kγ−2;
moreover for any j ∈ {2, · · · , γ − 2} such that v0 − k1 < kj , it follows that
kj ≤ v0 − kγ−1 + kj−1. ‖
In general K = Filt(C, δ) is not true. Consider
Example 3: O = k
[
[tk1 , tk1+2]
]
+ tk1+4O∼ and F = (t4, tk1+1, tk1+2) + C.
If there is an ∂β ∈ O
∼∗ giving a deformation of F , then necessarily ∂β =
t4 + β∂′β and since F1 = (t
k1+1, tk1+2) + C, ∂′β = t + β∂
′′
β . This contradicts
with ordtF2 = k1 + 2. ⋄
Lemma 2.6: If rk(M/M2 + C) = 1, then Filt(C, δ) = K.
Proof: Let ordtF = h. If rk((t
hO + C)/C) = γ, then F = thO + C ≈ thOh
and F has a deformation. If rk((thO + C)/C) < γ, set r = rk(F/thO + C).
We may assume F = (th, f1, · · · , fr)O + C, where fi have increasing orders,
v0 − (γ − r)k1 ≤ h < v0 − (γ − r − 1)k1 by definition of r, and for i =
1, · · · , r, rk[(fi, · · · , fr)+C/C] = r− i+1, so that ordtfi ≥ (γ−r−1+ i)k1.
Using the condition on ordtfi, we construct ∂β such that ∂βO = (∂β , f1 +
βf ′1, f2+βf
′
2, · · · , fr+βf
′
r) for some {f
′
1.f
′
2. · · · , f
′
r} ⊆ O
∼, so that ∂βO −→ F.
Let ∂β = t
h + βg−(γ−r)f1 + β
2g−(γ−r−1)f2 + · · · + β
g−(γ−1)fr + β
r+1. It is
easy to check that we have constructed the requisite ∂β. ‖
Corollary 2.6.1: If rk(M/M2 + C) = 1 and v0 ≥ kγ−1 + k1 − 1, then
E(C, δ) = K.
Example 4: The converse of (2.6) is not true : for O = k
[
[s6, s2t4, st5, t6]
]
,
every O -module F ∈ Filt (C, δ) has a deformation by free O-modules. This
can be seen explicitly : if ordtF = 1 then F = tO
′ necessarily; if ordtF = 2
and F 6= t2O′′ then F = (t2, ut4)+C for u ∈ O∼∗, and ∂β = t
2+βu will do;
if ordtF = 3 then F is in the closure of the Picard orbit of (t
3, t4, t5) + C =
t−1M, and ordtF = r,⇐⇒ F = t
4O∼. Hence Filt(C, δ) = K. ⋄
As example(2) shows, Filt(C, δ) = K is not true in general even in case
rk(M/M2+C) = 2, although it holds for rk(M/M2+C) = 3 in example(3).
However, using (2.5) and (2.6) we have
Theorem 2.7: If E(C, δ) = K then one of the conditions of (2.5.2) holds
good. Moreover
(i) in case 2.5.2(i), if v0 = kγ−1+ k1− 1, rk(M/M
2+ C) 6= 1 then k1 ≤ 4,
8
and
(ii) in case of 2.5.2(ii), if v0 − k1 = kγ−2 then k1 = 2n + 3 ≥ 5 and
v0 = kγ−1 + k1 − 2 = kγ−3 + 2k1 − 2.
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Proof: If E(C, δ) = K, then trivially E(C, δ) = Filt(C, δ), i.e., hypothesis
of (2.5.2) holds; so either 2.5.2(i) or 2.5.2(ii) must hold.
To show (i), if v0 = kγ−1 + k1 − 1, kγ−2 + k1 > kγ−1 and k1 > 4 then
F ∈ E(C, δ) −K for F = (tk1+4, tv0−k1 , tv0−k1+2, tv0−k1+4)O + C.
To show (ii), Suppose conditions of 2.5.2(ii) hold, so that we have v0 <
kγ−1+k1−1 and kγ−1 ≤ v0−kγ−1+kγ−2; and suppose that v0−k1 = kγ−2.
We set h = v0−kγ−1, F = (t
h, th
′
)O+C with v0−k1 ≤ h
′ < kγ−1 chosen
so that F ∈ E(C, δ) and ordtFγ−2 = h
′. If F has a deformation {aβO} by
free O -modules then necessarily aβ = t
h+βth+kγ−2−kγ−1 +β2, aβ ∈ (O
∼⊗
k [[β]])∗ in order to have aβ −→ t
h and {aβIγ−1} −→ t
h and {aβIγ−1} −→
Fγ−1. Since we need {aβIγ−2} −→ Fγ−2 either h + 2kγ−2 − kγ−1 = h
′ or
h+ 2kγ−2 − kγ−1 ≥ kγ−1, so that aβ can be modified further.
In the second case let hj = h+ j(kγ−2 − kγ−1, n = max{j | hj > 0} and
aβj = t
h+βh1+ · · ·+βjthj +βj+1 , for j ≤ n. If {aβO} −→ F then aβ = aβj
for some j. But {aβjIγ−2} −→ Gj , ordtGj = min {kγ−2 + hj , kγ−1}. Since
{hj} are not consecutive we may choose h
′ to avoid them so that F 6∈ K,
unless {v0−k1, v0−k1+1, · · · , kγ−1} ⊆ {h+kγ−3, hj , kγ−1 | j ≤ n} which is
only possible for h+ kγ−3 = v0− k1, kγ−1 = kγ−2 +2 and hn = v0 − k1 +1,
i.e., the conclusion of the statement; k1 = 2n + 3 ≥ 5 in this case. Since
the case h′ = h + 2kγ−2 − kγ−1 is included in the discussion above, we are
through. ‖
Example 5: If O = k
[
[t4, t13, t18, t19]
]
and Γ(F ) = {5, 9, 11, 13, 14}
⋃
Γ(C)
then F 6∈ K. So for k1 ≤ 4, it is not necessarily true that if v0 = kγ−1+k1−1
and rk(M/M2 + C) 6= 1 then E(C, δ) = K. ⋄
Lemma 2.8: If v0 = kγ−1+k1−1 and E(C, δ) = K then rk(M/M
2+C) = 1
unless either (i) k1 | v0, k1 ≤ 3 or (ii) k1 | v0 + 1, k1 ≤ 4
Proof: If v0 = kγ−1+k1−1 and rk(M+M
2+C) 6= 1 then kγ−2 = v0−k1 and
ki+1 − ki ∈ {1, k1 − 1, k1}∀i. Also, not more than two ki can be consecutive
∀i < γ. Therefore, either k1 | kγ−2 or k1 | kγ−1, and so either
(i) Γ = {k1, · · · , nk1, nk1 + 1, · · · ,mk1,mk1 + 1; (m+ 1)k1 = v0, · · ·},
or
(ii) Γ = {k1, · · · , (n − 1)k1, nk1 − 1, nk1, · · · ,mk1 − 1,mk1; (m + 1)k1 − 1 =
v0 · · ·}.
Set F = (tk1 , tnk1+2, tmk1+3)O + C. Then F ∈ Filt(C, δ) but F 6∈ K unless
k1 ≤ 3 in case (i) or k1 ≤ 4 in case (ii). ‖
3: B(Pic0C)
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We would like to explore the question of when the inequalities in (1.1)
and (1.2) become equalities. The first, namely, B(Pic0C) = π′∗(Pic
−1C ′) is
true for M = C, but also for a much larger category of curves. It ties in
with (2.6.1) and (2.7) to give a better answer to the previous topic. Let F ∈
Pic0C, F 6∈ Pic0C, and F ≈ FQ such that F ∈ E(C, δ). If F ∈ Pic−1C ′,
then ∃ F ′ ≈ F such that F ′ ∈ E(C′, δ−1). Since E(C′, δ−1) ⊆ E(C, δ−1),
necessarily tF ′ = F, or F ⊇ tC′, for some local parameter t at Q .
Lemma 3.1: If B(Pic0C) = π′∗(Pic
−1C ′), then rkk(C
′/C) = 1 unless
k1 = 2.
Proof: Suppose k1 6= 2. If C is Gorenstein, then v1 = v0 − k1. Take F =
t−1M. Since t−1M∈ E(C, δ) and the sheaf MQ is in the completion of the
family {OC(−P ) | P ∈ C,P 6= Q} we know that an ∂β giving a deformation
of F exists. On the other hand C′ is not contained in t−2M, so F has no
deformation by free O′ -modules.
If C is not Gorenstein, this argument may not work for v1 = v0 − 2.
However, we can construct a counterexample by using the fact that 2δ−v0 =
#{j | j, v0−1− j 6∈ Γ} > 0 (which, therefore, works only for non-Gorenstein
curves,) as follows : Set ∂β = a0 + a1t + · · · + av0−1t
v0−1, where ai = 0 if
v0 − 1 − i ∈ Γ, and ai = β
v0−1−i otherwise. Let ∂βO −→ F . Since C is
not Gorenstein, F 6= O. On ther other hand F does not contain t−1C by
construction, so t−1F ⊇ C′ iff C′ = t−1C. ‖
The converse is not true : rkk(C
′/C) = 1 is a necessary but not sufficient
condition for B(Pic0C) = π′∗(Pic
−1C ′).
Example 6: Let O be given by O = k
[
[tk1 ]
]
+ t2k1−1O∼, and let ∂β =
tk1−1+β. Then F = (tk1−1, tk1)O+C,O′ = k
[
[tk1 ]
]
+t2k1−2O∼, and t−1F =
(tk1−2, tk1−1)O′ + C′. Since t−1F 6∈ Filt (C, δ − 1), therefore t−1F 6∈ K ′. ⋄
However, we can obtain a sharper result using (3.1), (0.6) and (1.0).
Theorem 3.2: B(Pic−1C) = π′∗(Pic
−1C ′) ⇐⇒ rk(M/M2 + tC) = 1.
Proof: =⇒ : Let v0 < kγ−1 + k1, and ∂β = (t
kγ−1 + 1) + β. Then F =
M+(tkγ−1 +1)O, and F does not contain t−1C, since kγ−1 < v0− 1 by the
previous lemma. If ∂′βO
′ −→ t−1F = t−1M+ I ′γ−1, necessarily ∂βI
′
γ −→ I
′
γ
on one hand and ∂′βI
′
j −→ ∂
′
βI
′
j−1∀j < γ − 1 on the other hand. Therefore
ordβa0 < ordβaj∀j < v0 − kγ−1, so that kγ−1 − kγ−2 ≥ v0 − kγ−1. Set
∂
′′
β = t
kγ−1−1 + β, so that ∂βO −→ F
′′
= M + (tkγ−1−1)O and t−1F
′′
6∈
Filt(C′, δ − 1). If no such ∂′β exists, F is already a counterexample, so we
are through.
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⇐= : Let v0 = kγ−1 + k1,⇐⇒ ki = ik1 for all ki ∈ Γ such that ki < v0 + 1.
Let g ∈ O “generate” M, i.e., M = gO + tC. Let ∂βO −→ F, ordtF = h. If
h < k1, necessarily F ≈ t
hOh, so that F has a deformation ∂′βO
′ −→ t−1F.
If h > k1−1, set j = rk(F/t
hO+C).We must have F = thOh+(f1, · · · fj)O,
where v0−jk1 ≤ ordtf1 < ordtf2 < · · · < ordtfj < v0, and v0−(j−i+1)k1 ≤
ordtfi ∀ i. We shall separate two cases: first, let h = jk1, so that ordtfi >
v0−(j−i+1)k1 ∀ i. Take ∂
′
β = t
h−1+βgj−γt−1f1+· · ·+β
jg1−γt−1fj+β
j+1, so
that ∂′βO
′ gives a deformation of t−1F. If, however, jk1 < h < (j+1)k1, then
possibly ordtfi = v0−(j−i+1)k1, so this construction may fail. Then ∂
′
β −→
t−1F for ∂′β = t
−1f1+βg
−1t−1f2+ · · ·+β
j−1g1−jt−1fj+β
jg−jth−1+βj+1.‖
From (2.5.1), (2.5.2), (2.6), (2.6.1), (2.7) and (3.2),
Theorem (3.3): The following conditions are equivalent:
(i) rk(M/M2 + tC) = 1
(ii) B(Pic0C) = π′∗Pic
−1C ′
(iii) E(C, δ) = K and E(C′, δ − 1) = K ′. ‖
Next we would like to deal with the curves C which have the property
B(Pic0C) = π′∗(Pic
−1C
′=
). We know that this is true if C is locally planar,
or if δ = 2. In general, this will be true whenever C ′ is locally planar. But
Lemma 3.4: C ′ is Gorenstein ⇐⇒ either v0 > k1 = 2 or v0 = k1 < 4.
Proof: Let C ′ be Gorenstein, so that v1 = 2δ−2, vi = v1−ki−1 for all i > 0,
and 2δ−2 < v0 < 2δ+1. Suppose v0 > k1. If v0 = 2δ−1, v2 = v0−1−k1 ∈ Γ,
which is not possible. If v0 = 2δ, C is Gorenstein, so v1 = v0−k1 =⇒ k1 = 2.
Rest of the assertion is obvious. ‖
These, however are not all :
Example 7: B(Pic0C) = π′∗((Pic
−1C ′)=) for C given by
O = k
[
[s7, s4t3, s2t5, t7]
]
. ⋄
We would like to investigate the possibility of characterizing (or at least
giving a list of) curves with this property. This is partially done in the
following:
Lemma 3.5: If B(Pic0C) = π′∗((Pic
−1C ′)=) then either C is locally
planar or v0 = 2δ − 1 .
Proof: Let F ′ = tv0−v1W ′, where W ′ ≈ W0C′,Q, so that F
′ is an O′ -module
with C ⊆ F ′ ⊆ O∼ and rk(F ′/C) = δ − 1. If F ≈ F ′ has a deformation
by free O -modules ∂βO, then rk(F/C) = γ. On the other hand rk(F/C) >
rk(F ′/C)− 1, since t−1C is not contained in F ′ by construction. This gives
v0 > 2δ − 2. But v0 = 2δ is the Gorenstein case, where (Pic
0C)= =
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Pic0C
⋃
π′∗(Pic
−1C ′)=, so that (Pic0C) is irreducible (by the hypothesis),
which is equivalent to C being locally planar. ‖
Suppose C is a non locally planar curve, such that B(Pic0C) =
π′∗Pic
−1C ′= and M 6= C . We shall attempt to say as much as possible
about Γ(O) in the following. It is not yet possible for me to say whether or
not the converse of (3.5) is true.
Let F ′ = tv0−v1W ′, so that
Γ(F ′) = {j ≥ v0 − v1 | v0 − 1− j is not in Γ}
= {v0 − v1, v0 − v2, · · · , v0 − k1 : v0 − k1 + 1, · · · , v0 − 2, v0, · · ·}.
3.6. Suppose v0−v1 < k1 and v1 > k1. Since F
′ has a deformation by free
O -modules and F ′ ∈ E(C, δ), v0− v1 < k1 =⇒ v0− vi = ki−1 ∀ i > 1 . This
implies that if ∂β gives a deformation of F
′ then ∂β = t
v0−v1 +β necessarily.
But then v1 − 1 > v0 − k1 − 1 =⇒ v1 − 1 ∈ Γ(F
′), a contradiction. Hence
either v1 = k1 or v0 − v1 = k1.
3.7 If v1 = k1 then δ = k1,⇐⇒ v0 = 2k1 − 1. Set F
′ = O′ + tO′ =⇒
rk(F ′/C) = γ + 2. F ′ has a deformation by free O -modules, so for any
F ≈ F ′,∃∂β ∈ O
∼∗ giving a deformation of F if and only if F = t2F ′. But
then F1 ⊆MO
∼ =⇒ k1 = 3. This is the unique case Γ = {0, 3; 5, · · ·}.
3.8 If v1 > k1, then v0−v1 = k1. It can be seen easily that ∃!j∗ < δ−k1+1
such that v0 − vi = ki ∀ i < j
∗, v0 − vi = ki−1 ∀ i > j
∗, and vj∗ = δ.
However, all these curves do not necessarily satisfy B(Pic0C) = π′∗(Pic
−1C ′=) :
Example 8: If Γ = {0, k1, k1+2, k1+5, · · · 2k1+3; 2k1+5, · · ·} and Γ(F ) =
{k1, k1+1, k1+3, k1+5, · · · , 2k1+3; 2k1+5, · · ·} then F ∈ Filt(C, δ), F 6∈ K.⋄
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