Dispersion inequalities are presented to check for the self-consistency of experimentally obtained complex moduli, such as the complex dielectric constant, magnetic permeability, and complex bulk and shear moduli of viscoelastic materials. Unlike the Kramers-Kronig dispersion relations, they only require measurements over a nite frequency range. They can provide highly accurate interpolation formulas for the real part, given its value at a few selected frequencies and given the imaginary part over a range of frequencies.
Dispersion relations are prevalent throughout physics and derive from the causal nature of the response of materials, bodies or particles to electromagnetic, elastic or other elds. The classic example of a dispersion relation is the Kramers-Kronig (KK) relation 2, 3] that couples the real and imaginary parts of the complex dielectric constant (!) = 1 (!)+i 2 (1) where P denotes the principle value of the integral. (Another KK relation expresses 2 (!) in terms of 1 (!) is not discussed here.) The chief obstacle to the practical application of the KK relation is that one needs to know 2 (!) over all frequencies to determine 1 (!), whereas a given experiment only yields values of 2 (!) over a nite frequency range. This is typically handled in a crude manner which is only sometimes e ective: the interval of integration in the dispersion relation is truncated to the frequency range where 2 (!) has been measured. When the measured and computed function 1 (!) disagree, one is left in doubt as to whether the measurements of 1 (!) and 2 (!) are compatible with each other, or whether the data set violates what is known about the analytic properties of (!). In this paper we overcome these problems in a systematic and mathematically justi ed manner (assuming only the standard analytic properties of (!) including the positivity of 2 (!) for ! > 0), by deriving rigorous bounds on the function 1 (!) given 2 (!) over a nite interval of frequencies. The appearance of bounds is natural and re ects the incompleteness of our knowledge of 2 (!).
Analogous KK relations exist which give the real part of the complex magnetic permeability and the complex bulk and shear moduli in terms of their positive imaginary parts. Therefore our bounds apply equally well to testing the compatibility of experimental data for these magnetic and viscoelastic moduli. With appropriate normalization (to capture the correct high frequency limit) they apply to the frequency dependent response of electrical networks and elastic structures. They are also applicable (with minor modi cation) in particle physics 1], speci cally to testing the compatibility of measurements of the complex forward scattering amplitude collected over a nite range of energies.
Our bounds have greater utility than the KK relation Eq.(1), being valid when the data have been measured only over a nite frequency range. They provide a simple series of tests to self-consistently analyze the compatibility of measured real and imaginary dielectric constants. Each successive bound is more strict, but requires more experimental data. Speci cally, it is assumed the imaginary part is known over an entire interval of frequencies and bounds are obtained that correlate the values of the real part at N selected frequencies within the interval. These bounds are called M point bounds, where M = N ? 1, because the bound on the real part at one of the selected frequencies incorporates information about the real part at the M remaining selected frequencies.
The bounds are the sharpest possible within the class of functions compatible with the required analytic constraints. Moreover the bounds provide analytically admissible approximants to the experimental data. Additional information about the high frequency behavior (assuming the plasma frequency is known) could easily be incorporated to yield even tighter bounds. Also the bounds are easily generalized to allow one to test the compatibility of measurements taken over two disjoint frequency ranges. This is particularly useful when a di erent experimental apparatus is used to take the measurement over the second frequency range.
The gures illustrate the practical utility of the bounds as applied to high frequency transmission line measurements of the complex relative magnetic permeability of a composite made with equal parts (by volume) of barium titanate (BaTiO 3 ) and a magnesium-copperzinc ferrite (Cu 0:2 Mg 0:4 Zn 0:4 Fe 2 O 4 ). The measurements were taken over the frequency range 1{500 MHz. Further information about the material and the experiments which supplied the data can be found the paper of Mantese et.al . 4] . As these examples demonstrate, the bounds provide a highly useful tool for judging the reliability of experimental data, and for ear-marking frequency ranges over which the data needs to be reexamined. Moreover, Fig.3 shows that the bounds can be very tight. Therefore, if one has a high degree of certainty about the imaginary part then this data can sometimes be used to construct the real part The discrepancy function f (z) has the same basic properties (i); (ii); (iii) and (iv 0 ) as the function g(z). In addition it is analytic along the interval (z ? ; z + ) on the positive real axis. Rational functions have these properties if and only if they have (a) an equal number of poles and zeros which are all simple and located along the non-negative real axis, (b) their poles and zeros interlaced with a pole near (or at) the origin and a zero near (or at) in nity, (c) no poles lie in the interval (z ? ; z + ), (d) each pole has a negative real residue.
Known bounds on Stieltjes functions due to Baker 5] can be used to generate bounds on f (z) incorporating the known values f (z 1 ); f (z 2 ); : : : ; f (z M ). However, the resulting bounds are generally sub-optimal because they only incorporate the analyticity of f (z) along a single interval on the real axis, and not along two disjoint intervals.
Our optimal bounds on f (z) for all real z 2 (z ? The two point bounds require knowledge of the discrepancy function at two distinct points, z 1 and z 2 . The bounds are constructed by considering the simplest possible rational functions that interpolate the known points, and that do not have any free parameters. More speci cally, the candidate bounding functions f b (z) are constructed so that only one pole or zero remains, not counting poles at 0; z ? and z + , and not counting any zero at 1.
The amplitude of the function and the position of this pole or zero is determined by the constraints that f b (z 1 ) = f (z 1 ) and that f b (z 2 ) = f (z 2 ).
The seven rational functions listed below are the only rational functions consistent with these criteria for the two-point bound. 
Of these seven candidate rational functions, we discard those functions that do not meet the required analytic constraints, In the limit as z ? approaches zero and z + approaches in nity our two-point bounds tighten and reduce to the familiar Kramers-Kronig relations. This is because both f (z 1 ) and f (z 2 ) approach zero, which forces each candidate function f b (z) to zero (except possibly at z = 0; z ? ; or z + .)
The construction of the multi-point bounds is similar to the construction of the two-point bounds. Suppose that f (z) is known at z i for i = 1; 2; : : : ; M with M > 2. In the candidate rational functions one chooses to either position a pole or not position a pole at each of the three points 0, z ? or z + . This step generates 8 possibilities. Let K (where 0 K 3) be the total number of poles positioned at these three points. candidate functions we discard those that do not meet the required analytic constraints (a), (b), and (c). At a given value of z between z ? and z + the bounds are the minimum and maximum values taken by the accepted candidate functions (of which there is at least one and generally at least two.) These bounds are translated back to the original variables, and the measured real and imaginary dielectric data are deemed incompatible if the real part lies outside the bounds. One cautionary remark: before applying the M -point bounds one must rst check the compatibility of the M known values f (z 1 ); : : : ; f (z m ), i.e. that f (z 2 ) satis es the one point bound when f (z 1 ) is given, that f (z 3 ) satis es the two point bound when f (z 1 ) and f (z 2 ) are given, and so forth. If the bounds are violated at any stage, the data set is deemed incompatible.
The proof of these bounds rests on an extension of the analysis of Milton 6] : see in particular, formula 12. Brie y, f (z) can be approximated by a rational function of very high degree satisfying (a),(b) and (c). The positions of the poles and zeros of this function can then be varied to maximize or minimize f (z) at the given value of z while maintaining its known values f (z i ) and the properties (a),(b) and (c). An examination of rst-order variations shows that a necessary condition for a maximum or minimum to occur is that the total number of poles and zeros, not counting the poles at the endpoints z = 0, z = z ? , z = z + and the zero at z = 1, must not exceed M ? 1. In actual experiments 2 (!) is measured not over an interval of frequencies, but rather at a discrete set of nely spaced frequencies ! 1 < ! 2 < ! 3 < : : : < ! k . In this case nothing can be rigorously said about the values 1 (! 1 ), 1 There is good agreement between the data and the bounds.
