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Abstract
In this paper, an exponentially ﬁtted initial value technique is presented for solving singularly perturbed diﬀerential-diﬀerence
equations with delay as well as advance terms whose solutions exhibit boundary layer on one (left/right) of the interval. It is
distinguished by the following fact that the original second order diﬀerential-diﬀerence equation is replaced by an asymptotically
equivalent singular perturbation problem and in turn the singular perturbation problem is replaced by an asymptotically equivalent
ﬁrst order problem and solved as an initial value problem using exponential ﬁtting factor. To validate the method, model examples
with boundary layers have been solved by taking diﬀerent values for the delay parameter δ, advance parameter η and the perturba-
tion parameter ε. The eﬀect of the small shifts on the boundary layer has been investigated and presented in graphs. Theoretical
convergence of the scheme has also been investigated.
c© 2015 The Authors. Published by Elsevier Ltd.
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1. Introduction
A diﬀerential-diﬀerence equation model incorporating stochastic eﬀects due to neuronal variability was represented
by Stein [11] and the solution to this model was approximated by Monte Carlo techniques. More generalization of
this model, to deal with distribution of post synaptic potential amplitudes, was discussed by Stein [12]. Asymptotic
approach to study general boundary-value problems for singularly perturbed diﬀerential-diﬀerence equations was
given in a series of papers by Lange and Miura [9,10]. A variety of numerical approaches have been presented by
Kadalbajoo and Sharma [7,8] for singularly perturbed diﬀerential-diﬀerence equations with only negative shift and as
well as with both positive and negative shifts. Mirzaee and Hoseini [3] presented an approach with collocation method
and matrices of Fibonacci polynomials to solve diﬀerential-diﬀerence equations with negative and positive shifts. Xu
and Jin [5] constructed the formula of asymptotic expansion, using boundary function and fractional steps, to study
vector singular perturbed delay diﬀerential equations. Genga and et al.[4] discussed numerical treatment of singularly
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perturbed diﬀerential-diﬀerence equations, by reproducing kernel method.
Pertaining to the above literature, in this paper a numerical technique, namely an exponentially ﬁtted initial value
technique has been presented for solving singularly perturbed diﬀerential-diﬀerence equations with delay as well as
advance terms. The second order diﬀerential-diﬀerence equation is replaced by an asymptotically equivalent singular
perturbation problem and in turn the singular perturbation problem is replaced by an asymptotically equivalent ﬁrst
order which is solved using exponential ﬁtting factor.
2. Initial Value Technique
We consider singularly perturbed diﬀerential-diﬀerence equation of the form:
εy′′(x) + a(x)y′(x) + b(x)y(x − δ) + d(x)y (x) + c(x)y (x + η) = r(x) ; 0 < x < 1 (1)
subject to the interval and boundary conditions
y(x) = φ(x) , on -δ ≤ x ≤ 0 (2)
y(x) = γ(x), on 1 ≤ x ≤ 1 + η (3)
where a(x),b(x),c(x),d(x),r(x),φ(x) and γ(x) are bounded and continuously diﬀerentiable functions on (0, 1), 0 < ε <<
1 is the singular perturbation parameter; and 0 < δ = o (ε) and 0 < η = o (ε) are the delay and the advance parameters
respectively. In general, the solution of (1)-(3) exhibits boundary layer behavior of width O (ε) for small values of ε.
By using Taylor series expansion in the neighborhood of the point x, we have
y (x − δ) ≈ y(x) − δy′(x) (4)
y (x + η) ≈ y(x) + ηy′(x) (5)
By using Eqs. (4) and (5) in (1) we get an asymptotically equivalent second order singular perturbation problem of
the form:
εy′′(x) + p (x) y′(x) + Q (x) y (x) = r(x) (6)
with
y(0) = φ (0) = φ0 (7)
y(1) = γ (1) = γ1 (8)
where
p (x) = a(x) + c (x) η − b (x) δ ; Q (x) = b(x) + c (x) + d (x)
Since 0 < δ << 1 and 0 < η << 1, the transition from Eq. (1) to Eq. (6) is admitted (El’sgolt’s and Norkin [2]) and
the solution of Eq. (6) will provide a good approximation to the solution of Eq. (1).
2.1. Left End Boundary Layer Problems
We assume that Q (x) ≤ 0, p (x) ≥ M > 0 throughout the interval [0, 1], where M is some constant. Under these
assumptions, Eq. (6) has a unique solution y (x) which exhibits a boundary layer of width O(ε) on the left side of the
interval, i.e., at x = 0. For convenience, we shall write Eq. (6) as follows:
εy′′(x) + (p (x) y(x))′ + q (x) y (x) = r(x) ; q(x) = Q(x) − p′(x) (9)
with
y(0) = φ (0) = φ0 ; y(1) = γ (1) = γ1 (10)
Now, we extended the initial value technique developed by Kadalbajoo and Reddy [6], for a class of nonlinear singular
perturbation problems, to solve the Eqs. (9)-(10). The resulting initial value problem is given as follows:
Ly ≡ εy′(x) + p (x) y(x) = f (x) + K (11)
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with
y(0) = φ0 (12)
the constant K is given as K = p(1)γ1 − f (1) , f (x) =
∫
H(x)dx and H(x) = r(x) − q(x)y0(x).
Remark 2.1: y0(x) is the solution of the reduced problem of (9)-(10).
2.2. Exponential Fitted Method
The solution of problem (11) can be decomposed as
y(x) = u(x) + v(x) (13)
where u(x) and v(x) are deﬁned as
Lu(x) = f (x) − Lv(x) ; u(0) = f (0)
p(0)
Lv(x) = (p(x) − p(0))
(
φ0 − f (0)p(0)
)
e−
p(0)x
ε ; v(x) =
[
φ0 − f (0)p(0)
]
e−
p(0)x
ε
On discretizing the interval [0, 1] into N equal subintervals of mesh size h = 1/N so that xi = ih , i = 0, 1, 2, ,N. We
consider the exponentially ﬁtted ﬁnite diﬀerence scheme [1]:
LNyi  εσ(ρ)D+yi + piyi = fi with y0 = φ0. (14)
where D+ denotes forward diﬀerence operator, ρ = h
ε
and σ is a ﬁtting factor which is to be determined in such a
way that solution of (14) converges uniformly to the solution of (11) with (12).
Taking limit h→ 0 [1], we get
Lt
h→0
y(ih) = u(0) +
(
φ0 − f (0)p(0)
)
e−p(0)iρ (15)
Using this in (14), we get
Lt
h→0
[
εσ(ρ)
(
y(ih + h) − y(ih)
h
)
+ p(ih)y(ih)
]
= Lt
h→0
f (ih) (16)
By making use of Eq. (15) in Eq. (16) and simplifying we get the value of the ﬁtting factor as
σ(ρ) =
ρp(0)
1 − e−ρp(0) (17)
Now from Eq. (14), we have
εσ(ρ)
(yi+1 − yi
h
)
+ piyi = fi (18)
On rearranging Eq. (18) we get a two term recurrence given as follows
yi+1 =
fi +
(
σ(ρ)
ρ
− pi
)
yi(
σ(ρ)upslopeρ
) (19)
which can be solved with y0 = φ0.
The continuous maximum principle and stability for the Eq. (11) with (12) are presented as follows.
Lemma 2.1. Continuous Maximum Principle: If y(0) ≥ 0, Ly(x) ≥ 0, for all x ∈ (0, 1),then y(x) ≥ 0, for all x ∈ (0, 1),
in Eq. (11) with (12).
Proof. We prove this lemma by contradiction. Suppose t ∈ (0, 1), be such that y(t) = min
x∈(0,1)
y(x), and y(t) < 0, then it
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is clear that y′(t) = 0, therefore we have
Ly(x) ≡ εy′(t) + p(t)y(t) < 0, which is a contradiction.
Lemma 2.2. Stability: The solution of the problem (11) with (12) satisﬁes |y(x)| ≤ C max
{
|y(0)| , max
x∈(0,1)
|Ly(x)|
}
,
where C is a positive constant.
Proof. Deﬁne two functions ψ± = C max
{
|y(0)| , max
x∈(0,1)
|Ly(x)|
}
± y(x). It is clear that ψ±(0) ≥ 0, and Lψ±(x) ≡
p(x)C max
{
|y(0)| , max
x∈(0,1)
|Ly(x)|
}
± Ly(x) ≥ 0, therefore by maximum principle we get ψ±(0) ≥ 0, for all x ∈ (0, 1),
thus
|y(x)| ≤ C max
{
|y(0)| , max
x∈(0,1)
|Ly(x)|
}
.
Hence, the stability of problem (11) with (12) is proved.
Now we present maximum principle and stability of the discrete problem.
Lemma 2.3. Discrete Maximum Principle: The ﬁnite diﬀerence operator LN in (14) has the discrete maximum principle,
if ωi is any mesh function such that ω0 ≥ 0 and LNωi ≥ 0, for all xi ∈ (0, 1), then ωi ≥ 0 for all x ∈ (0, 1).
Proof. Suppose there exists a positive integer k such that ωk+1 < 0 and ωk+1 = Min
0≤ j≤N
ω j. Then we have from (14)
LNωk = εσ(ρ)D+ωk + pkωk
= εσ(ρ)
(
ωk+1 − ωk
h
)
+ pkωk < 0
which is a contradiction.
Lemma 2.4. The ﬁnite diﬀerence operator LN in (18) is stable in the following sense. If ωi is any mesh function, then
|ωi| ≤ C max
{
|ω0| , max
xi∈(0,1)
|Lωi|
}
, where C is a constant.
Proof. We deﬁne two functions ψi
+− ≡ C Max
{
|ω0| , max
xi∈(0,1)
|Lωi|
}
± ωi
It is clear ψ
+−
0 ≥ 0 and
Lψi± ≡ piC
{
|ω0| , max
xi∈(0,1)
|Lωi|
}
± Lωi ≥ 0
for suitable choice of C. Therefore, by maximum principle, we get ψi
+− ≥ 0, for all xi ∈ (0, 1)
|ωi| ≤ C max {|ω0| ,max |Lωi|}
Hence the result. It follows from the theorem that the technique is of uniform convergence O(h).
Theorem 2.1. Let y(x) be the solution of the problem (11) w and yN(x) be the solution of the discretized problem Eq.
(14). Then
∥∥∥y − yN∥∥∥ ≤ Ch for some positive constant C.
Proof: The solution yN of the discrete problem (14) can be decomposed in the similar manner as in (13) to the
decomposition of the solution y. Thus we have
yN = uN + vN
where uN and vN are deﬁned as
LNuN = f − LNvN , uN0 = u0 and
vN(xi) =
(
φ − f0
p0
)
e−p0
ih
ε , vN0 = v0
the error can be written as
y(x) − yN(x) =
(
u(x) − uN(x)
)
+
(
v(x) − vN(x)
)
(20)
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From Eq. (20) we have ∥∥∥y − yN∥∥∥ ≤ ∥∥∥u − uN∥∥∥ + ∥∥∥v − vN∥∥∥ (21)
Now,
LN
(
u − uN
)
(xi) =
(
LN − L
)
u(xi)
= ε
(
σD+u(xi) − u′(xi)) + pi (u(xi) − u(xi))
= ε(σ − 1)D+u(xi) + ε (D+u(xi) − u′(xi))∣∣∣∣LN (u − uN) (xi)
∣∣∣∣ ≤ ε |(σ − 1)| ∣∣∣D+u(xi)∣∣∣ + ε ∣∣∣D+u(xi) − u′(xi)∣∣∣
≤ Ch
Also
∣∣∣LN (v(xi) − vi)∣∣∣ = ∣∣∣LNv(xi) − Lv(xi)∣∣∣
= |p(xi) − p(0)|
∣∣∣∣∣φ − f (0)p(0)
∣∣∣∣∣
(
1 − e−ρp(0)
)
e−p(0)
xi
ε
≤ Cεep(0) xε e−p(0) xiε
(
1 − e−ρp(0)
)
≤ Cε
(
1 − e−ρp(0)
)
≤ Ch
Hence, we have ∥∥∥y − yN∥∥∥ ≤ Ch.
2.3. Right End Boundary Layer Problems
For the right end boundary layer problems, we assume that p(x) ≤ M < 0 throughout the interval [0, 1]. The
exponentially ﬁtted ﬁnite diﬀerence scheme [1] is as follows:
LNyi  εσ(ρ)D−yi + piyi = fi withy(1) = γ1 (22)
where D− denotes backward diﬀerence operator, ρ = h
ε
and the value of σ is as follows:
σ(ρ) =
ρp(0)
−1 + eρp(0) (23)
and the two term recurrence is:
yi−1 =
− fi +
(
σ(ρ)
ρ
+ pi
)
yi(
σ(ρ)upslopeρ
) (24)
which can be solved with
yn+1 = γ1 (25)
Thus, we have replaced the original second order problem (9)-(10), which is in turn a good approximation to (1)-(3),
with an asymptotically equivalent ﬁrst order problem, (14)-(15) for left end boundary layer problems. The solution to
the initial value problem over the interval 0 ≤ x ≤ 1 can be obtained by solving the two term recurrence relation (19)
for the left end boundary layer problems and (24) for the right end boundary layer problems.
3. Numerical Examples
The applicability of the method is validated on model examples of the type given by equations (1)-(3), whose exact
solution for constant coeﬃcients (i.e., a(x) = a , b(x) = b , c(x) = c , d(x) = d , r(x) = r , φ(x) = φ and γ(x) = γ are
constants) is given by:
y (x) = c1em1x + c2em2x + r/c (26)
429 Lakshmi Sirisha Ch. and Y.N. Reddy /  Procedia Engineering  127 ( 2015 )  424 – 431 
where
c1 =
[−r + γc3 + em2 (r − φc3)]
[(em1 − em2 ) c3] , c2 =
[
r − γc3 + em1 (−r + φc3)]
[(em1 − em2 ) c3] , c3 = (b + c + d)
m1 =
[
− (a − bδ + cη) +
√
(a − bδ + cη)2 − 4εc3
]
2ε
, m2 =
[
− (a − bδ + cη) −
√
(a − bδ + cη)2 − 4εc3
]
2ε
The maximum absolute error (M. E.) is calculated using
M.E. = max
i
|y(xi) − yi| , y(xi) is exact solution and yi is numerical solution.
Example 3.1. εy′′(x) + y′(x) − 2y(x − δ) − 5y (x) + y (x + η) = 0
the resulting initial value problem, for the left end boundary layer problem is as follows:
εy′(x) + py(x) = pe
6(x−1)
p with y(0) = 1
The results are presented in Tables 1, 2 for diﬀerent values of δ, η and ε = 10−3, 10−5 respectively. The eﬀect of the
small shifts, δ and η, on the boundary layer has been presented in Graph 1.
Example 3.2. εy′′(x) − y′(x) − 2y(x − δ) + y (x) − 2y (x + η) = 0
the resulting initial value problem, for the right end boundary layer problem is as follows:
εy′(x) + py(x) = pe
3x
p with y(1) = −1
The results are presented in Tables 3, 4 for diﬀerent values of δ , η and ε = 10−3, 10−5 respectively. The eﬀect of
the small shifts, δ and η , on the boundary layer has been presented in Graph 2.
Table 1: Maximum absolute errors of Example 3.1 for η = 0.5ε and ε = 10−3
δ/h 10−2 10−3 10−4
PresentMethod UpwindMethod PresentMethod UpwindMethod PresentMethod UpwindMethod
0.0ε 0.0551560 3.54e+094 0.0094021 0.365172 0.0062610 0.017050
0.3ε 0.0551255 3.22e+094 0.0093933 0.365550 0.0062538 0.017064
0.6ε 0.0550950 3.54e+094 0.0093845 0.365928 0.0062465 0.017078
0.9ε 0.0550646 3.79e+094 0.0093757 0.366306 0.0062393 0.017092
Table 2: Maximum absolute errors of Example 3.1 for η = 0.5ε and ε = 10−5
δ/h 10−2 10−3 10−4 10−5
0.0ε 0.0548472 0.0059465 0.0049594 0.0049594
0.3ε 0.0548469 0.0059465 0.0049596 0.0049596
0.6ε 0.0548466 0.0059465 0.0049597 0.0049597
0.9ε 0.0548463 0.0059464 0.0049599 0.0049599
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Table 3: Maximum absolute errors of Example 3.2 for η = 0.5ε and ε = 10−3
δ/h 10−2 10−3 10−4
PresentMethod UpwindMethod PresentMethod UpwindMethod PresentMethod UpwindMethod
0.0ε 0.0295515 3.11e+094 0.0029953 0.0029895 0.0004743 0.0029855
0.3ε 0.0295533 2.91e+094 0.0029955 0.0029931 0.0004744 0.0029890
0.6ε 0.0295550 2.72e+094 0.0002995 0.0029967 0.0004744 0.0029926
0.9ε 0.0295567 2.55e+094 0.0002995 0.0030002 0.0004744 0.0029962
Table 4: Maximum absolute errors of Example 3.2 for η = 0.5ε and ε = 10−5
δ/h 10−2 10−3 10−4 10−5
0.0ε 0.0295541 0.0029954 0.0002999 0.0000474
0.3ε 0.0295543 0.0029954 0.0002999 0.0000474
0.6ε 0.0295545 0.0002995 0.0002999 0.0000474
0.9ε 0.0295546 0.0002995 0.0002999 0.0000474
    
Graph 1: Numerical solutions of Example 1                             Graph 2: Numerical solutions of Example-2    
 for 0.1ε =  and different δ .    for 0.1ε =  and different δ .
4. Discussions and Conclusion
An initial value technique has been devised to approximate the solution of singularly perturbed diﬀerential-diﬀerence
equations. For this, we have assumed that the solution of the reduced problem can be found. To solve the resulting
initial value problems, exponentially ﬁtted upwind method has been used, which results in a two term recurrence
relation. Maximum absolute errors are computed, tabulated and compared with the upwind method (in Tables 1-4),
for validation. From the error tables (Tables 1-4), it is observed that the proposed technique converges independent
of perturbation parameter, ε. Graphs 1-2 illustrate that if the layer behaviour is on the left side then the eﬀect of
delay or advance on the boundary layer region is negligible while in the outer region it is considerable and if the layer
behaviour is on the right side, the delay or advance aﬀect the solution in boundary layer region as well as outer region.
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