We combine Nagel's "step-k" model of boundedly rational players with a "law of effect" learning model. Players begin with a disposition to use one of the step-k rules of behavior, and over time the players learn how the available rules perform and switch to better performing rules. We offer an econometric specification of this dynamic process and fit it to Nagel's experimental data. We find that the rule of learning model vastly outperforms other nested and nonnested learning models. We find strong evidence for diverse dispositions and reject the Bayesian rule-learning model. Journal of Economic Literature Classification Numbers: C70, C52, D83.
INTRODUCTION
While there is ample evidence that people rarely choose Nash equilibrium strategies the first time they play a given game, there is evidence that some people tend to learn to play a Nash equilibrium.
1 How do people learn to play? What do people learn (simple behaviors or complicated rules)? How do people make their initial choice, and how is the information they accumulate incorporated into the dynamic learning process? A growing literature on learning in games is addressing these questions.
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1 Cheung and Friedman (1994) , El-Gamal et al. (1993 , Mookherjee and Sopher (1994) , Roth and Erev (1995) , Van Huyck et al. (1995) to mention just a few.
2 Crawford (1995) , Friedman et al. (1995) , Fudenberg and Kreps (1993) , Fudenberg and Levine (1993) , Jordan (1991) , Kalai and Lehrer (1993) , Milgrom and Roberts (1991) , Rosenthal (1993) , Selten (1990 Selten ( , 1991 . Selten and Buchta (1994) , etc.
FIGURE 1
In a simple adaptive behavior model, an individual is endowed with an initial "propensity" to choose a particular behavior, and the observed payoffs for various choices affect future propensities: behaviors which lead to more favorable outcomes are more likely to be repeated in the future. This is the "Law of Effect" in psychology (see Bush and Mosteller, 1955, and Roth and Erev, 1995) . Simple adaptive behavior models can predict reasonably well and lead to optimal behavior in stationary, single-decision-maker problems. However, in games that generate nonstationary sequences of observations, such simple models are severely limited.
The main distinction between a single decisionmaker problem and a game is that an intelligent human player of a game will attempt to anticipate the actions of the other players. Therefore, a successful learning model for games must entail a model of other players, as well as best-response computations.
The Bayesian approach to learning hypothesizes that players have priors (beliefs) of the dynamic strategies of other players, update these priors using Bayes theorem, and choose a best response given these beliefs (e.g., Blume and Easley, 1992; Jordan, 1991; Kalai and Lehrer, 1993; and Nyarko, 1991) . This extremely complicated process is highly unrealistic and there is no evidence that real people use it (Holt, 1993) . Rosenthal (1993) and others (e.g., Holland, 1976; Arthur, 1990 Arthur, , 1993 and Aumann, 1986) have proposed that players begin with a set of "rules-of-thumb" and that the propensity to employ a particular rule-of-thumb is reinforced as in the adaptive behavior model. In other words, the definition of "behavior" is broadened to include rules-of-thumb as well as simple actions.
More generally, we could consider a measurable class of functions (or rules) that map from a player's information to the set of feasible actions. Propensities would be defined as a measure on this class, and the reinforcement principle would define a learning dynamic, as illustrated in Fig. 1 . Kuan and White (1994) and Chen and White (1994) investigate the general stochastic properties of such learning dynamics. A wide variety of behavioral rules could be encompassed in such a general model. For example, maximin, maximax, and best response to uniform.
However, to operationalize such a general theory, we must address three sub- In this paper, we suggest an approach to these issues for strategic situations in which each player is given a summary statistic of the other player's choices in the previous period of play. Our approach yields a tractable empirical model of rule learning, and we confront this model with data from a guessing game experiment. Crawford (1995) also addresses this class of games but using a simple adaptive behavior model. Nagel's (1995) experiment and model motivate our approach. There is a finite number of players. Each chooses a real number in the [0,100] interval. The mean of all the submitted numbers is computed, and the player that is closest to ρ times the mean wins a prize; all others get nothing. We will focus on two treatments by Nagel in which ρ = 1/2 and 2/3 respectively. The game is dominance solvable with 0 as the solution. However, in actual experiments, the mean is always well above 0 and only slowly decreases over several trials. Figure 2 displays a kernel estimate of the density function for Nagel's data using a bandwidth of 2.
3 One of the striking features is that in the first period there appear to be modes in the distribution near 50ρ and 50ρ 2 , suggesting that the participants used rules-of-thumb corresponding to different depths of reasoning as suggested by Nagel. 4 Nagel computed a nonparametric test of this hypothesis and found that the period-1 choices were significantly concentrated in intervals around 50, 50ρ, 50ρ 2 , and 50ρ 3 . Further, the written comments from the participants lend support to this "depth-of-reasoning" explanation.
Nagel proposed the following model of boundedly rational behavior. The step-0 rule chooses the previous mean, with 50 being the default mean for the first period.
5 A player using the step-0 rule essentially has no understanding of the game, but tends to follow the crowd. The step-1 rule chooses a best response to the previous mean. A player using the step-1 rule essentially believes that all other players will use the step-0 rule. The step-2 rule chooses a best response to the step-1 rule. A player using the step-2 rule essentially believes that all others will use the step-1 rule, etc.
For periods 2 to 4, it appears from Fig. 2 concentrated around 50ρ 2 , with no strong tendency for convergence to the Nash equilibrium at 0. 6 Nagel performed statistical tests showing that the shift of the distribution toward the step-2 rule is significant. On the other hand, Nagel's test of the prevalence of the step-k rules in periods 2 to 4 fails to reject the hypothesis that the choices were not significantly concentrated around the predictions for the step-0 to step-3 rules inclusive. It is possible, as Nagel argues, that this test failed because different behavioral rules enter after the initial period. However, it also could be that computational error or individual diversity increase, or that learning behavior itself increases the likelihood of type-II errors for this test.
Nagel's hierarchial models suggests not only a set of behavioral rules but also suggests a set of initial propensities (or archetypal "dispositions") for our learning model: each archetypal disposition has the strongest propensity for one of the rules. We define a one-parameter class of such dispositions, and estimate that parameter from the data.
We also hypothesize computational errors and individual diversity within each type category, so the choice of a player employing the step-k rule is a random variable distributed normally with expectation equal to ρ k times the mean of all players' choices in the previous period and a standard deviation estimated from the data.
Our model hypothesizes that the propensities to use the various rules change from period to period due to reinforcement according to relative performance. At the beginning of each period after the first, the participants know the previous mean. Therefore, they can assess how each rule would have done, taking account of the potential for computational errors. Specifically, we assume that the relevant reinforcement variable for a rule is proportional to the expected payoff of the rule, which is equal to the probability density that the rule would have generated the winning number. Then, the current period's propensity is a weighted average of last period's propensity and the recent reinforcement. These weights are estimated from the data and interpreted later.
Nagel finds support for an alternative "directional" learning model (similar to that of Selten and Buchta, 1994) , in which each individual's choice is a multiple of the previous mean, and this multiplicative factor is adjusted up (down) if it was too low (high) in the previous period. We will compare this alternative with our model in Section 4.2. Nagel also interprets the evidence as providing only weak support for increasing depth of reasoning.
When confronted with the data, we find that our learning model vastly outperforms the simple adaptive behavior model and other nested models. We find persuasive evidence for heterogeneous initial dispositions. We strongly reject the hypothesis that a player with a step-k disposition uses the step-k rule in every period. In other words, a player learns more than just the previous mean which gets incorporated into the step-k rules; he learns which rules perform better and switches to them. We also formulate, test, and subsequently reject a Bayesian learning model.
In Section 2 we present the formal modeling and in Section 3 we present the econometric methodology. In Section 4 we present the results and tests, and we conclude in Section 5.
THE MODEL

The Game
Suppose there are N players. A parameter ρ ∈ (0, 1) is announced at the beginning of the first period and is fixed for all periods. At the beginning of a period, a player chooses a real number in A ≡ [0, 100]. Letx t denote the mean of all the choices for period t. The player whose choice is closest to ρx t wins a prize. If there are ties, the winner is chosen randomly with equal probability from those who chose the closest number; otherwise, a player receives nothing. After the first period, every player is fully informed about the mean and ρ times the mean of the previous period. There are four periods in all.
The Behavioral Rules
Let k ∈ 0, 1, . . . , K index a set of K + 1 behavioral rules, and let f k : A → (A) denote the rule that maps the previous mean of the choices of all players into a probability density on the set of current actions. If the mean in period t wasx t , then the probability density of x t+1 under rule k is denoted f k (x t+1 ;x t ). We specify that the mean of f k (·;x t ) is ρ k ·x t , corresponding to Nagel's "step-k" rule described in the Introduction. Further, we definex 0 ≡ 50, since 50 is the mean of the uninformed prior.
Thus, f k (ρx t ;x t−1 ) is the probability density for rule k evaluated at the ex post best choice for period t. Since the probability that rule k would have been the best rule to use is directly related to this density, it is an obvious candidate for a performance measure. However, since making a choice and evaluating past performance are two different operations, we want to allow for the possibility of a different error process as well as the possibility of spillover reinforcement of "nearby" rules.
To this end, let g k : A → (A) denote a probability density that has the same expected value as f k but perhaps a different standard deviation. We will use g k as the performance measure for rule k.
We must specify a family of distributions that we can identify from the experimental data. Since several participants chose extreme points (0 and 100), we cannot use a family with a zero density at the extreme points; this rules out the beta distribution. For econometric simplicity, we choose the family of normal distributions truncated to the [0,100] interval, with mean m k and a standard deviation given by
This specification of the standard deviation with absolute and relative components allows for the possibility that the standard deviation decreases as the mean decreases but does not go below a minimum level. While the theory specifies that m k = ρ k ·x t−1 for period t, the (s 1 , r 1 ) parameters will be estimated from the data; θ is a constant function of the treatment parameter ρ :
This value of θ solves the equation
By measuring the relative standard deviation in units of θ, one relative standard deviation below m k is the same point as one relative standard deviation above m k+1 . Consequently, r 1 measures the relative gap between successive behavioral rules in a manner that is invariant to ρ.
Since a step-0 type has no real understanding of the game, we allow for different parameter values for the step-0 standard deviation: namely, σ 0 = s 0 + r 0 · m 0 . It turns out that in all models in which we included the s 0 term, the maximum likelihood estimate of s 0 was exactly 0, so in the interest of efficient estimation of the other parameters of the model we set s 0 = 0 for all models reported in this paper. We also tested and strongly rejected the hypothesis that s 0 = s 1 and r 0 = r 1 .
For the performance measure g k , we specify the standard deviation similarly as s 2 + r 2 · θ · m k for k > 1, and r 3 · m 0 for k = 0. We can interpret this performance "bandwidth" as computational error in computing performance, and/or as a neighborhood reinforcement effect (i.e., second-best rules get reinforced somewhat also).
Propensities and Dispositions
A player begins a period with a vector of propensities toward the K + 1 rules: ω ≡ (ω 0 , . . . , ω K ), with the interpretation that the probability of choosing rule k is given by exp(ω k )/ K j=0 exp(ω j ). Since ultimately only the probabilities matter, the equivalence classes of initial propensities can be associated with the K -dimensional simplex. Propensities for later periods will be determined by the dynamics specified in the next subsection. Each individual's behavior will be uniquely determined by his/her initial propensities and the dynamics. We will call an individual's initial vector of propensities a disposition.
Unfortunately, with only four periods and K ≥ 3, it will not be possible to identify the disposition of each individual. Instead, we consider only a finite set of dispositions. The evidence presented by Nagel suggests that a reasonable set of dispositions is the set corresponding to the K + 1 rules.
In specifying a disposition corresponding to the step-k rule, we clearly want the step-k rule to be the most likely rule to be chosen, but we want the other rules to have some positive chance of being chosen, because if they have a zero chance of being chosen, then a wide class of learning dynamics (including Bayesian updating) would never give them a positive chance. With this in mind, we define a one-parameter class of prior dispositions.
Let w(k, j, t) denote the propensity of a player to use rule j in period t given he/she has a type-k disposition. Then, we define w(k, k, 1) ≡ µ > 0, and w(k, j, 1) ≡ 0 for j = k. With this specification, a type-k disposition will have a exp(µ)/[K + exp(µ)] > 1/(K + 1) probability of choosing the step-k rule, and
The parameter µ, which will be estimated from the data, can be interpreted as the strength of the initial propensities: the larger µ, the more likely it is that the designated rule will be chosen over the other rules.
To summarize, we specify a one-parameter family of dispositions corresponding to the K + 1 rules. A disposition specifies the initial vector of propensities to use each of the K + 1 rules. An individual with a type-k disposition is more likely to use rule k than any other rule. Thus, an individual is fitted into one of K + 1 types. To the extent that there is more diversity among individuals than these K + 1 types, we hope that the noise parameters (r 0 , s 1 , r 1 , s 2 , r 2 , r 3 ) will capture that diversity.
The Dynamics
The law of effect asserts that good performing rules should be more likely to be used in the future and bad performing rules should be less likely to be used in the future. In the guessing game, there are only two outcomes (win or lose), so the appropriate performance measure is the likelihood of winning conditional on rule j: g j .
For periods t > 1, we define the dynamic on propensities by:
The β 0 coefficient represents the weight given to the most recent propensity. If 0 ≤ β 0 1, then the propensity is discounted heavily (or forgotten readily). In the absence of performance information, the propensities would decay toward zero, and all rules would tend to be chosen with equal likelihood. On the other hand, if β 0 > 1, then the propensity is accentuated in the future, and in the absence of performance information the rule with the highest initial propensity would tend to be used almost always. The β 1 coefficient represents the weight given to current performance. The rule for which ρx t−1 has the largest probability density will receive the most reinforcement. If β 1 is large, then the new propensity will concentrate on the most recent best rule, while if β 1 is small then new performance information will be incorporated slowly.
Given these propensities, the probability that a player with a type-k disposition uses rule j in period t is defined as
Note that because of the logarithmic specification of propensities, the probabilities would not be affected by the addition of a constant term to Eq. (2) for renormalization purposes.
The Log-Density Mixture Model
Let i ∈ {1, . . . , N} index players, and let x(i, t) be the choice of player i in period t. Then, conditional on having a type-k disposition, the probability density of player i's choice is
Hence, the probability density of player i's four choices (one for each period), conditional on having a type-k disposition, is
Let α k denote the proportion of the population of players that have a type-k disposition for k ∈ {0, 1, . . . , K }. Each of these types has the potential to learn that other rules are better.
However, it is conceivable that some players do not learn at all. Indeed, the data reveal that several players chose 100 in rounds 3 and 4, which cannot be rationalized by any rule. Rather than throw out these "outliers" from the data set, we introduce another type that chooses randomly from a uniform distribution in every period; we call such players "−1" types and let α −1 denote the proportion in the population. 7 We also define P(i, −1) = 0.01, the density of the uniform distribution over A. Naturally, each α k is nonnegative and K k=−1 α = 1. Then, the unconditional probability of player i's choices is
and the log-density of the whole data set, x, is
THE STATISTICAL METHODOLOGY
The log-density L defined by Eq. (7) is a function of the parameters of the model: the α k 's, β 0 , β 1 , µ, r 0 , s 1 , r 1 , s 2 , r 2 , and r 3 . We seek to find values for these parameters that maximize L, and we will call these parameter values the maximum density estimates and denote them asβ.
When we proceeded to maximize L, we encountered a heteroscedasticity problem. Specifically, because the choices of the individuals decrease substantially over the periods, and because the data indicate a substantial decrease in the standard deviation over the periods, the densities (being divided by the standard deviation) are an order of magnitude larger in the last period than in the first period. This imbalance means that the fourth period data have a disproportionate influence on the coefficient estimates.
To correct for this problem, we transformed the data by multiplying the choice in period t by 50/x t−1 . Thus, in terms of the transformed data, a step-k rule will generate a mean choice of 50ρ k in every period and a standard deviation of 50s 1 /x t−1 +r 1 ρ k for period t. Note that the relative standard deviation component becomes independent of the period, while the absolute component becomes significant only in the later period. All results reported below are based on the transformed data.
We maximize L using the simplex algorithm of Nelder and Mead (1965) , using a variety of starting values to increase our confidence that a global maximum was achieved. The simplex method requires only function evaluations. Although it is not very efficient in terms of the number of function evaluations required, the method is easier to implement than other algorithms sometimes used with mixture models, such as the EM-algorithm.
Nonparametric confidence intervals for parameter estimates were estimated using the bootstrap percentile method described by Efron (1982, Chap. 10) . While it is possible to obtain conventional standard error estimates by evaluating the information matrix derived from the log-likelihood function, interpretation of t-ratios obtained from these estimates is problematic due to the nonnormality of the underlying distributions.
The bootstrap method is based on the notion of replicating error processes by resampling estimated residuals. Since our model is a probabilistic choice model, residual terms are not explicitly estimated, and so the simulation step requires some modification. We first maximize the log-likelihood, Eq. (7), using the actual dataset to obtain a vector of parameter estimates,β. Then, to generate pseudodata x s for each player, a uniform [0, 1] pseudorandom deviate is generated via the multiplicative congruential method and compared to the estimatesα k , k ∈ {−1, 0, . . . , 3}, to determine the player's disposition type. If the type is −1, then a uniform [0,100] pseudorandom deviate is generated for every period as the player's choice. Otherwise, a uniform [0,1] pseudorandom deviate is generated and compared to the ϕ(k, j, l), usingμ, to determine the rule used by the player for period 1. If the rule is step-k (k ≥ 0), then normal pseudorandom deviates (with mean 50ρ k and standard deviation σ k ) are generated until one lies in the [0,100] interval, and this one becomes the player's choice.
Sequentially, for periods t = 2, 3, and 4 and dispositions k ≥ 0, the propensity weights w(k, j, t) are computed according to the dynamic, Eq. (2), usingβ. Then, a uniform [0,1] pseudorandom deviate is generated and compared to the ϕ(k, j, t) to determine the rule used by the player for period t, given the disposition type already determined (above). If the rule is step-k (k ≥ 0), then normal pseudorandom deviates (with mean m k equal to ρ k times the mean of period t − 1 of the pseudodata and standard deviation σ k ) are generated until one lies in the [0,100] interval, and this one becomes the player's choice.
Since the original data consist of seven sessions with differing sizes and treatments, we simulate seven sessions of pseudo-data with the same number of players and the same treatment as in the original. Once seven sessions of pseudochoices x s have been simulated, the model is reestimated using these pseudo-data to obtain a bootstrap estimateβ s . Then the process is repeated a large number of times to produce S bootstrap estimates, {β s } S s=1 , which approximate the sampling distribution of the original estimator,β. Letβ( j) andβ s ( j) denote the jth elements ofβ andβ s , respectively. Nonparametric 95%-confidence intervals for β( j) are obtained by sorting {β s ( j)} S s=1 by algebraic value and then deleting 0.025 × S values from each end of the sorted array; the new endpoints give the confidence interval. In the results reported below, we chose S = 1000 to ensure adequate coverage.
The bootstrap estimates are also used to compute standard error estimates and "t-ratios" which are reported below. The bootstrap standard-error estimates are obtained by computing the sample standard deviation of {β s ( j)} S s=1 . As noted earlier, the interpretation of t-ratios and standard errors is problematic due to the nonnormality of the underlying distributions.
Since the model presented in Section 2 explicitly includes the treatment parameter ρ, we maximize L for the pooled data from two treatments: one with ρ = 1/2 and the other with ρ = 2/3. We present tests for treatment effects in Section 4.4. The first treatment consisted of three separate experimental sessions with a total of 48 players, while the second treatment consisted of four sessions with a total of 67 players. (See Nagel for the details of the experiment.)
RESULTS
We first present the model with K = 3, i.e., step-0 to step-3 behavioral rules.
To simplify the presentation, we first consider the test of the hypothesis that the parameters of the f k and g k functions are the same: i.e., s 2 = s 1 , r 2 = r 1 , and r 3 = r 0 . The maximized value of the unrestricted log-density function was 304.528, while the maximized value of the restricted log-density function was 301.928. Twice the difference is 5.200, which has a chi-square distribution with 3 degrees of freedom, giving a p-value of 0.158. Thus, we fail to reject the hypothesis. In other words, we have discovered that a single error process can account for diversity in both the choice mechanism ( f k ) and the reinforcement mechanism (g k ). Our remaining analysis imposes the restriction that s 2 = s 1 , r 2 = r 1 , and r 3 = r 0 . Table I presents the maximum density estimates of the parameters for this model. The estimated proportions of the initial disposition types in the population (the α's) are all positive. For types -1, 0, 1, and 2, the lower bound of the 95% (and 99%) confidence interval for the α's is strictly positive; hence, we can conclude that these α's are significantly different from zero at all normal significance levels. (We will return to the issue of the statistical significance of α 3 momentarily.) The relative standard deviation estimate for the step-0 rule, r 0 , is 51.7%, while the relative standard deviation estimate for the higher step rules,r 1 · θ, is 31.6% and 18.9% for ρ = 1/2 and 2/3 respectively. The absolute standard deviation estimate,ŝ 1 , is 0.2, and so becomes a factor only in periods 3 and 4 when the average choices become small also. To test the significance ofŝ 1 , we estimated the model under the restriction that s 1 = 0, and twice the resulting log-likelihood ratio was 14.774, which has a p-value less than 1.2 × 10 −4 ; thus, we conclude that s 1 is significantly different from 0.
The estimateμ = 3.15 means that the probability of a player behaving according to his/her true disposition in period one is 0.887, while the probability of any other behavior is 0.038. Thus, with an initial disposition toward step-k rule, that rule is 23 times more likely to be used than any other rule.
The dynamic parameters (β 0 and β 1 ) are both positive and less than 1. Thus, the past propensity tends to be discounted and learning is slow. Noting that the maximum density of a normal distribution with standard deviation σ is 1/ √ 2πσ , and given the parameter estimates for s 1 and r 1 , the maximum density for g k ranges from 4.97 to 18.9, so β 1 g k ranges from 0.86 to 2.22, allowing substantial switching to the best-performing rule.
Table II displays the estimated ϕ(k, j, t) functions by session and by period. It is evident from this table that there is substantial learning of which rules perform best. In the first period, each dispositional type has a strong propensity toward its own type behavior. In periods 2 and 3, since the step-2 rule performed best in the previous period, there is a strong tendency for each type to switch to rule 2. In period 4, this trend toward rule 2 continues for sessions 1, 4, 6, and 7, while there emerges some tendency toward rule 3 for sessions 2, 3, and 5. 8 We turn now to the issue of whether the α 3 parameter estimate with zero as its left-hand endpoint of the 95% confidence interval is significantly positive or not. First, we separately estimate the respective restricted model (with the parameter set to zero) and calculate the likelihood-ratio statistic. Twice the difference of the maximized log-density function is 1.320. If this statistic were distributed χ 2 with one degree of freedom, then we would conclude that it is not significantly different from zero. Unfortunately, the likelihood-ratio statistic has unknown distribution under the null hypothesis since the null values of the parameters are on the boundary of the parameter space (see Everitt and Hand, 1981, and Titterington et al., 1985) . Conventional Wald and Lagrange multiplier tests also have unknown distributions at the edge of the parameter space.
To circumvent this problem, we use the bootstrap procedure to approximate the sampling distribution of the likelihood-ratio statistic. The choice data were simulated as outlined above for the bootstrap procedure (exceptβ restricted was used to simulate the pseudo-data under the null hypothesis). Both the restricted and unrestricted models were estimated on these psuedo-data yielding maximized log-likelihood values L * restricted and L * free respectively. These values were then used to compute a bootstrap estimate of the likelihood-ratio statistic: χ * ≡ 2(L * free − L * restricted ). The entire process was repeated 1000 times to produce bootstrap estimates {χ * s } 1000 s=1 . Since these values approximate the sampling distribution of the original likelihood-ratio statistic, it is straightforward to determine the significance of the original likelihood-ratio statistic by first sorting the values and then determining the percentile of the original statistic. The bootstrap results for the α 3 = 0 hypothesis indicate that the 5% critical value for the likelihood-ratio statistic is 2.844, and that 1.320 has a p-value of 8 Therefore, it did not seem reasonable to consider K < 3. 9 Our bootstrapped hypothesis test is methodologically identical to the Monte Carlo approach employed by Aitken et al. (1981) , who in effect used only 19 bootstrap replications. Hall (1986) provides theoretical results which show that using a small number of replications in the bootstrap may increase the probability of type-II errors. Several authors have suggested using at least 100 replications for testing null hypotheses regarding parameter values, and as many as 1000 replications for constructing confidence intervals. Note that merely examining the confidence interval ignores the variation in the other parameters; thus, the bootstrapped likelihood-ratio statistic provides a more powerful test.
TABLE II Rule Probabilities ϕ(k, j, t)
Disposition
Step 0
Step 1
Step 2 Step 3 0.262. Thus, at the 5% confidence level, we cannot reject the hypothesis that α 3 = 0 (i.e., that there are no step-3 dispositions in the sample population). Note that, despite this conclusion, step-3 behavior emerges from learning in three out of seven sessions. information into a fixed rule, but no systematic switching that depends on past rule performance. 10 The maximized value of the restricted log-density function was 263.210. Twice the difference is 77.436, which given a χ 2 distribution with 4 degrees of freedom would have a p-value less than 10 −16 ; hence, under the χ
Comparison with Alternative Non-nested Models
Homogeneous vs Heterogeneous Dispositions.
Consider a homogeneous rule-learning model which differs from our mixture model only in that each participant is assumed to be one of two types: type −1 (defined as before) or type for "learner." All learners are assumed to have the same initial disposition. Let ν k denote the probability that the latter type uses the step-k rule in period one. After period one, learning is assumed to occur according to the same dynamic (β 0 , β 1 ) and the same noise parameters (r 0 , s 1 , r 1 ). (The four new parameters replace the µ parameter of our mixture model, and we also eliminate α 0 , . . . , α 3 , leaving a total of eight parameters to be estimated.) The maximized log-density value was 294.635, which is less than the maximized log-density value of the heterogeneous mixture model by 7.293. Since these models are not nested, we cannot use a χ 2 test of significance. Therefore, we conducted a Monte Carlo simulation of the likelihood ratio statistic (Schork, 1992) . Similar to the bootstrap procedure discussed above, we generated 1000 pseudo-data sets using the parameter estimates of the alternative homogeneous rule-learning model. For each pseudo-data set, we estimated the original model and the alternative model and computed the log-likelihood difference. These Monte Carlo results indicate that the 5% critical value of the log-likelihood difference is 1.110, and since the largest simulated log-likelihood difference was 5.774, the statistic 7.293 has a p-value less than 0.001. Thus, we have strong evidence in favor of heterogeneous dispositions as opposed to homogeneous dispositions.
Adaptive Ratio-Forecasting.
The simple adaptive behavior model considered in Section 4.1.2 did not perform well for reasons similar to why similar price-level forecasting predicts badly in an inflationary economy. Since the meanx t is falling, it would be better to attempt to forecast the rate of fall: γ (t + 1) ≡x t+1 /x t . We call this adaptive ratio forecasting, and specify a oneparameter forecasting rule:
with γ (1) = 1 andx 0 = 50.
The choice is the best response to this forecast: x t+1 = ργ (t + 1)x t . We also include the −1 type. The maximum log-density function for this model is 190.132, which is a substantial improvement over simple adaptive expectations. However, this is still substantially less than our model, and while this alternative is not nested within our model, the difference is large enough to persuade us (without conducting Monte Carlo simulations) to reject adaptive ratio forecasting in favor of our model.
A Two-Lag Forecasting Rule.
Recognizing that the class of rules in our model use only the most recent mean choice, we decided to investigate a model consisting of a type that operates like the step-1 rule in the first period, but thereafter uses the two most recent means. For period t ≥ 2, the expected mean of the population for period t + 1 is given
In addition, we included a −1 type. The maximized log-density function was 216.805, an improvement over the above alternative, but still substantially less than our model. Nagel's Learning Hypothesis. Nagel (1995) suggested a qualitative "directional" learning model in which each individual's choice is a multiple of the previous mean, and this multiplicative factor is adjusted up (down) if it was too low (high) in the previous period. This notion is similar to our learning model in that players who start by using the step-0 rule will eventually use a lower multiplicative factor, and players who start by using the step-3 rule will tend to use a higher multiplicative factor in periods 2 and 3 (and sometimes in period 4 as well). To make a rigorous comparison, we must first develop a parameterized version of Nagel's suggestion. We will include a type −1 to accommodate outliers, as we did in our model. For all other players, we assume that in the first period they use one of the step-k rules, k = 0, 1, . . . , 3, and let α k denote the proportion using the step-k rule. Then, the probability of player i's first period choice is
4.2.4.
where f k ( ) is the same as in our model. For t = 2, 3, and 4, the expected choice of player i is γ (i, t)x t−1 , where
) In other words, the player adjusts his/her multiplicative factor in the direction of the most recent best factor. We specify that the choice x(i, t) is distributed as a normal random variable, truncated to the [0,100] interval, with mean γ (i, t)x t−1 and standard deviation σ = s + r · γ (i, t)x t−1 .
There are 10 parameters to estimate (four α's, r 0 , s 1 , r 1 , s, r , and λ). The maximized log-density is 267.705, which is a substantial improvement over the other alternative models, but still 34.223 less than our model. To investigate how significant this difference is, we conducted a Monte Carlo simulation of this likelihood ratio statistic (as described in 4.2.1). These Monte Carlo results indicate that the 5% critical value of the log-likelihood difference is −11.063, and since the largest simulated log-likelihood difference was 10.679, the statistic 34.223 has a p-value less than 0.001. Thus, we reject the directional learning hypothesis in favor of our model.
Testing for
Step-4 Behavior. We also considered the model with a step-4 behavioral rule (i.e., K = 4). For that model the maximized value of the logdensity L was 301.895, which is slightly less than the log-density with K = 3 (301.928). Furthermore, the maximum density estimate of α 4 was identically zero. Note that these models are not nested since the set of rules as well as the number of dispositions changes; hence, L does not have to decrease in going from K = 4 to K = 3. On the contrary, by concentrating the ϕ functions on a smaller set of rules, the data are fit better, and L increases by 0.033.
To test the significance of this difference, we conducted a Monte Carlo simulation of this likelihood ratio statistic (as described in 4.2.1). These Monte Carlo results indicate that the 5% critical value of the log-likelihood difference is 13.08, and since the smallest simulated log-likelihood difference was 0.017, the statistic −0.083 has a p-value less than 0.001. Thus, we can reject the hypothesis that K = 4 in favor of the hypothesis that K = 3.
Comparison with Bayesian Rule Learning
By modifying the reinforcement function of our model, we can transform the model into one with Bayesian rule learning. Specifically, if instead of g j in Eq. (2) we use log( f j ), then the rule probabilities becomẽ
Then, specifying β 0 = β 1 = 1, Eq. (8) becomes Bayes formula for the posterior probability that rule j is best conditional on the period t − 1 observation and the prior belief for period t − 1. In other words, this modified model allows players to have different priors but then update according to Bayes rule. When we estimate this alternative model with β 0 and β 1 unrestricted, we find a maximized log-density of 293.284, which is less than our original model (301.928), indicating that our specification of the reinforcement function fits the data better. 13 The maximum density estimates of β 0 and β 1 are 0.406 and 0.717 respectively. Thus, relative to Bayes rule, the participants in this experiment discounted the past too much and did not give adequate weight to current performance.
Restricting β 0 = β 1 = 1, the maximized log-density falls to 280.993. Twice the difference is distributed χ 2 with 2 degrees of freedom, and has a p-value less than 5 × 10 −6 . Therefore, we strongly reject the Bayesian rule learning model. One might object to this formulation of a Bayesian rule learning model for the following reason. Suppose players experiment in the first period. Then, our identification of their prior would be contaminated, and the restriction that β 0 = 1 would be unwarranted, especially for the first period. To investigate this possibility, we reestimated the model allowing β 0 to be less than or equal to one for the update from period 1 to period 2, but restricted to equal one for all subsequent updates. The maximum density estimateβ 0 was equal to one, clearly demonstrating that this modification does not improve the Bayesian rule learning model. We therefore reject both formulations of Bayesian rule learning as an explanation of this data.
Treatment and Session Effects
Does our model fully account for the effect of ρ? Since the data involve 48 players with the ρ = 1/2 treatment, and 67 players with the ρ = 2/3 treatment, we can formally test treatment effects. The results are displayed in Table III .
.156 has a χ 2 distribution with 10 degrees of freedom and a p-value of 0.166, we cannot reject the hypothesis of no treatment effects. Thus, the effect of the treatment parameter of behavior appears to be adequately captured by the theory.
We can ask whether all sessions in one treatment were statistically indistinguishable. To do this, we estimated the model on each session separately. A priori we might expect some differences to show up since (1) there are fewer ob-servations per session upon which to estimate the 10 parameters to the efficiency of the estimates declines, and (2) extensive data mining enhances the chances of type-II errors.
Indeed, we can reject at the 5% level the hypothesis that all the ρ = 1/2 sessions are identical; on the other hand, we cannot reject any one of the three ρ = 1/2 sessions as being statistically different from the pooled ρ = 1/2 group.
14 Further, we cannot reject at the 5% level the hypothesis that all the ρ = 2/3 sessions are identical, and we cannot reject any one of the four ρ = 2/3 sessions as being statistically different from the pooled ρ = 2/3 group.
Summing the session-by-session maximum density estimates and comparing this sum to the pooled data for both treatments (all 7 sessions), we can reject at the 5% level the hypothesis that all the sessions are identical; on the other hand, on an individual session basis we can reject only Session 1 as being statistically different from the pooled data. Because Nagel's data include only four observations per player, it would not be possible to obtain useful estimates of individual player differences (such as learning rates), so the theoretical model proposed incorporates individual differences only through the four archetypal initial dispositions. Given this constraint, we would expect that individual differences among the players might manifest themselves as differences among sessions. Thus, we are comfortable with these test results.
Relative Expected Performance of Disposition Types
Given our estimated model, what would be the expected payoff to a player with a disposition type k in a large population of players? To answer this, we simulated 100,000 runs of the experiment (like the bootstrap procedure) and recorded the winners by disposition type. Table IV shows the results. The type-2 disposition which uses the step-2 rule initially has the highest expected payoff. The type-1 disposition is in second place; type-0 and type-3 dispositions are essentially tied for third place.
Descriptive and Predictive Performance
While our model achieves the maximum log-likelihood density of any model, that still does not tell us how well the model fits the data, and while Table II shows the estimated behavior of the rule probabilities (ϕ), it does not show us the corresponding differences in the real behavior. If we know the true initial dispositions of each participant, then we could average the choices for all step-k types and plot these averages over time to get a visual picture of the behavioral types. However, the best we can do is compute the Bayesian posterior probability that i had a step-k disposition:α
whereP(i, k) andP * i are given by Eqs. (5) and (6) evaluated at the estimated parameter values. Since there are five values for k ∈ {−1, 0, . . . , 3}, but only four observations per participant, these calculated posterior probabilities contain little information individually. However, consider the following aggregation. As in Section 4.2.2 and 4.2.4, let γ (i, t) ≡ x it /x t−1 denote participant i's multiplicative adjustment factor relative to the previous mean. Then, let
which is the calculated population-averaged multiplicative adjustment factor for a step-k disposition, using the posterior probabilities as weights. Note that the denominator is an estimate of the number of participants with a step-k disposition. If the model fits perfectly, then in period one we would haveγ k (1) = ρ k (for k ≥ 0), with gradual convergence with experience. Figure 3 shows these plots disaggregated by treatments (ρ = 1/2 and 2/3) for k ∈ {0, 1, 2, 3}. In period 1, theγ k (1) values correspond well to their theoretical values; noting this, it is easy to trace out each step-k curve. While step-2 and step-3 behaviors are not dramatically different, step-0, step-1, and the mean of steps-2&3 behaviors are quite distinct for the first two periods, and these differences become less distinct for periods three and four as predicted by the model.
We also computed the theoretical expected values and standard deviations of γ k (t), given our parameter estimates and the observed meansx t . In comparing these theoretical values with those of Fig. 3 , sinceγ k (t) is also a random variable of unknown distribution, we use a 1% significance level to compensate for the increased likelihood of false rejection. Each of the 32 points plotted in Fig. 3 corresponds to an hypothesis thatγ k (t) =γ k (t); only two are rejected at the 1% level. If these tests were independent, the probability of two or more rejections would be 0.041. Therefore our model appears to fit the data well.
CONCLUSIONS
We have specified a "law-of-effect" learning model in which players use one of a finite number of behavioral rules from Nagel's step-k hierarchy. The initial vector of probabilities of using the rules is called a disposition, and we hypothesize that associated with each rule is a disposition type for which the associated rule is the most probable rule. The learning dynamic specifies that the propensities of the better performing rules increase while the propensities of the worse performing rules decrease. We then confronted this model with Nagel's experimental data.
We found that a model with step-0 to step-3 rules plus a completely random nonlearning type fits the data better than a model with step-0 to step-4 rules plus a completely random nonlearning type. Further, we could not reject the hypothesis that the initial dispositions were confined to the step-0 to step-2 rules. Nonetheless, over time some participants tend to switch to the step-3 rule. The estimated dynamic parameters indicate that the initial disposition is discounted substantially. Thus, while over a third of the population begins with random play, they quickly abandon that rule the better performing step-2 rule. On the other hand, a type-2 disposition has the greatest expected payoff over four periods of play.
There is strong evidence of rule learning as opposed to simple updating adaptation. We examined a model with a homogeneous disposition for all participants and rejected it in favor of heterogeneous initial dispositions. Our model performs vastly better than the simple adaptive behavior model and better than two variants of adaptive behavior. We developed a parameterized specification of Nagel's directional learning hypothesis, tested and subsequently rejected it in favor of our model. We also tested and rejected the Bayesian rule-learning hypothesis in favor of our model. For ease of comparison, Table V presents the maximum density estimates for the models considered.
In contrast to Nagel (1995) , we interpret the evidence as providing strong support for increasing depth of reasoning. In the early periods, a sufficient proportion of players use step-0 and step-1 rules, so the step-3 and higher rules do not perform well; thus, the learning dynamic decreases their likelihood, giving the appearance of no increasing depth of reasoning in the aggregate. On the other hand, we find that type-0 and type-1 players do learn to switch to the step-2 rule, and in some sessions, by the fourth period the proportion of players using the step-3 rule increases. Theoretically, our learning model will eventually drift toward higher and higher step-k rules, but there are insufficient periods in this data for a conclusive test of this prediction. 15 One shortcoming of our model is that, due to having only four periods of data, we did not allow for heterogeneous rates of learning (β 0 and β 1 ) in the population. When confronting data over many more periods, it will be possible to allow for heterogeneous learning rates within each disposition type and to look for correlation between dispositions and learning rates.
In conclusion, we have found (1) that individuals are heterogeneous in their initial behavior which can be characterized by Nagel's (1995) step-k hierarchy of rules and (2) that a law-of-effect learning model for these step-k rules explains individual behavior over time far better than extant alternatives.
The approach of this paper may be applicable to a wide class of games, especially those in which each player need only predict a single summary statistic of what everyone else is doing (e.g., Van Huyck et al., 1990 . It would be interesting to contrast this approach with that of Crawford (1995) . In ongoing research (Stahl, 1996) , our learning model is being extended to apply to typical normal-form games.
