A canonical structure for iterative procedures  by Meyer, Gerard G.L
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATlONS 52, 12&128 (1975) 
A Canonical Structure for Iterative Procedures* 
GERARD G. L. MEYER 
Department of Electrical Engineering, The Johns Hopkins University, 
Baltimore, Maryland 21218 
Submitted by George Leitmann 
In this paper a canonical structure for multistep finite memory algorithms is 
presented. The concept of characteristic set is introduced and some of the finite 
and limit properties of the structure are proved. Then it is shown that the use 
of the theory developed in the paper’s first part greatly simplifies the analysis 
of complicated iterative procedures. 
INTRODUCTION 
A large amount of literature exists on the subject of iterative procedures, 
but few attempts have been made to obtain an easily applicable theory for 
their systematic study [2, 5, 7, 81. The need for such a theory is greater now 
than ever because of the complexity of the numerical methods presented in 
the last few years [4]. This complexity is mainly due to the fact that these 
numerical methods contain a large number of steps. As is well known, the 
amount of work necessary to analyze such methods grows much faster than 
their number of steps. In view of the preceding remarks, it would be desirable 
to have a theory for the analysis of iterative procedures whose difficulty of 
application depends only linearly on the number of steps of the methods 
under study. 
In this paper, a theory for the study of the class of finite memory algorithms 
is presented. Its main features are the use of canonical structure and charac- 
teristic set of a structure. It will be shown that the use of the theory proposed 
essentially reduces the amount of work necessary to analyze the asymptotic 
properties of an iterative procedure to an amount proportional to the number 
of steps of the method under study. 
The paper’s first section presents the canonical structure together with its 
properties. The characteristic set is then defined from the essentially finite 
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properties of the structure. It is shown that under mild hypothesis this set is 
also related to the asymptotic properties of the structure. 
The way the theoretical results are used is illustrated in the second section 
of the paper. The approach is first applied to the study of the conditional 
gradient algorithm [l]. The characteristic set is exhibited and the decoupling 
effect obtained by using the canonical structure of order two is demonstrated. 
Then a more complicated example is considered, namely a dual method of 
centers [4]. The canonical structure of order four must be used in this case, 
and once again, the characteristic set is obtained. One may note that as 
claimed, the amount of work necessary to study the second algorithm is 
roughly twice the amount of work necessary to study the first algorithm. 
CANONICAL STRUCTURE AND CHARACTERISTIC SET 
The canonical structure is used to study iterative procedures having a 
varying number of steps. It is therefore imperative that the structure be 
parametrized by a positive scalar p, called the order of the structure. Since 
one also wants to be able to study iterative procedures in different spaces, it is 
desirable that the canonical structure be defined in the most general spaces. 
It turns out that it is only necessary to consider topological spaces. The 
canonical structure of order p is now presented. 
Let H,, , HI , Hz ,..., H, be topological spaces and let T, , Tl , Tz ,..., T, 
be nonempty subsets of H,, , HI , H, ,..., HP , respectively. Let H, = H, 
and T, = T,, . For j = 1, 2 ,..., p, let aj(., .,..., .) be a map from 
T, x Tl x ..* x Tjel into R, let b,(., .,..., .) be a map from 
To x Tl x .-* x Tj into R, let U,(., .,..., .) be a map from 
T, x Tl x ... x Tj-1 into all the subsets of Tj and let c(.) be a map from 
T, into R. 
The Canonical Structure of Order p 
Step 0. Compute a point z,, in T, and set i = 0. 
Step 1. Compute a point xlt in U,(q) such that b,(q , x1() < ar(z,). 
Step 2. Compute a point xgi in Us@, , xii) such that 
4% , Xii , %i> G 43 , 4. 
Step p. Compute a point xgi in U&Z,, xri ,..., x(~-~)~) such that 
b&i > Xii , xzi ,a**, X(p-1)i , X,i) < a&, > Xii ,-.a, X(9-lb). 
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Step p + 1. If c(x,~) < c(xi), set zifl = xQi , set i = i + 1 and go to 
Step 1; else stop. 
Before continuing, one must be certain that the canonical structure is well 
defined, i.e., that the indicated points xiz, xsi ,..., xvi exist. The following 
assumption is sufficient to insure that this is the case. 
HYPOTHESIS 1. Given any integer j < p and points x0 in T,, , x1 in 
T 1 ,..., xjel in T,-l , there exists a point xj in Uj(x, , x1 ,..., xjPl) such that 
%Gl, Xl ,..*, 4 d 4x0 , x1 ,..., 4. 
A subset S of T,, plays an important role. This set, called the characteristic 
set is related to the finite properties of the canonical structure and is now 
defined. 
DEFINITION 1. The characteristic set S of a well-defined canonical 
structure is the set of all points z0 in TO such that the canonical structure may 
not generate the point xi . 
The characteristic set S can also be described by directly using the maps 
aj( .,..., .), bj( .,..., .), Uj( .,..., .), and c(.). 
LEMMA 1. The characteristic set S of a well-dejked canonical structure of 
order p is the set of all points x,, in TO such that there exist x1 , xa ,..., x, satis- 
fying : 
(i) xj beZongs to Uj(z, , x1 , x2 ,..., xiP2 , xjP1) for j = 1, 2 ,..., p; 
(ii) bj(z0,xI,x2 ,..., xj)<aj(z,,x,,x, ,..., ~~-~,x~-Jforj=1,2 ,..., p; 
(iii) c(x,) > c(.zJ. 
One should not read in Definition 1 more than it contains. The canonical 
structure may generate a sequence {zs , zi , as ,...} even if a, is in S. Let zs 
be in S, then it is known that there exist x1 , x2 ,..., x?, satisfying (i), (ii) and 
[iii) of Lemma 1. It is possible that there also exist 5, , 5s ,..., f, satisfying (i) 
and (ii) of Lemma 1 and also ~(5~) < c(zJ. The canonical structure may then 
generate the point x1 = 5, . 
The characteristic set S describes the finite behavior of the canonical 
structure. This is easily seen and the following result is given without proof. 
LEMMA 2. Suppose that the canonical structure is well defined and suppose 
that it generates a finite sequence of potnts {zO , x1 ,..., xk), then zk is in its 
characteristic set S. 
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It is possible that the structure generates infinite sequences. It would be 
of interest that these infinite sequences and S be somehow related. It turns 
out that there exists a set of assumptions on the components of the canonical 
structure which is sufficient to insure the existence of such a relationship. 
HYPOTHESIS 2. 
(i) The sets T,, , TI , T, ,..., T, are compact; 
(ii) the maps ai(.,..., .) are jointly upper semicontinuous on 
T,, x TI x ... x Tjel for j = I, 2 ,..., p; 
(iii) the maps bi(.,..., .) are jointly lower semicontinuous on 
To x TI x ... x Tj for j = 1,2,...,p; 
(iv) the maps lJj( .,..., .) are jointly closed on T,, x TI x . .. x Tjdl for 
j = 1, 2,..., p; 
(v) the map c(.) is continuous on T,, . 
The proof of the next theorem is not difficult and has been deleted. 
THEOREM 1. If the canonical structure is well defined and sf Hypothesis 2 
is satis$ed, then every cluster point of every inJnite sequence generated by the 
canonical structure is in its characteristic set S. 
Theorem 1 can be rephrased as follows. If (xi} is an infinite sequence 
generated by the canonical structure and N is a neighborhood of S, then there 
exists k, depending on N, such that zi is in N for all i >, h. 
APPLICATION I 
The following example illustrates the manner in which the canonical 
structure of order 2 is used. 
Let f (*) be a continuously differentiable map from Rn into R, let D be a 
nonempty compact and convex subset of R”, and consider the following 
iterative procedure [l]. 
Algorithm 1 
Step 0. Compute a point z, in D and set i = 0. 
Step 1. Compute a point vi in D such that (Vf (q), vi) < (Vf (q), v> 
for all v in D. 
Step 2. Compute a point wi in [xi , vi] such that f (wi) <f(w) for all 
w in [zzi, vi]. 
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Step 3. If f(wJ <f(zi), set .zi+r = wi , set i = i + 1 and go to 
Step 1; else stop. 
First, one identifies Algorithm 1 with the canonical structure of order 2. 
DEFINITION 2. Let Ho = HI = H, = Rn, let T,, = Ti = T, = D and 
for j = 1, 2 let the maps aj , bj , Uj and c be defined as follows. 
(i) Ul(4 = D; 
4(~, , Xl) = <Vf(~ll), x1); 
czr(z+,) = min{b,(z,, , xi) 1 xi in D}; 
(ii) U2(zo , x1) = (x2 1 x2 = (1 - h) za + hx, ) 0 < x < I}; 
b2c% > Xl 7 x2) =.fhzh 
a,(~, , x1) = mW(x2) I x2 in u2h ,x1)); 
(iii) c(za) =f(zJ. 
Then one verifies that Algorithm 1 with Definition 2 is well defined and 
one computes the characteristic set S. In this case, S is the set of all points z 
in D such that there exists x1 and x2 in D satisfying: 
(i) (Vf(z+,), xl) < (V’(z,,), x) for all x in D; 
(ii) x2 E ho ,x11; 
(iii) f(x2) <f(x) for all x in [zs , x,]; 
(4 fh> >f(x2). 
The description of S can be simplified and after some mathematical mani- 
pulation one obtains: 
S = {aa ED 1 (Vj(z,), x,, - x) < 0, for all x in D}. 
Finally, in order to relate the asymptotic properties of Algorithm 1 with its 
characteristic set, one must verify that the maps given by Definition 2 satisfy 
Hypothesis 2. This is done by inspection and therefore if Algorithm 1 
generates an infinite sequence of points {Xi}, every cluster point .a* of {xi} 
is in its characteristic set S. 
It should be noticed that the task of proving that (i) of Definition 2 satisfies 
Hypothesis 2 is decoupled from the task of proving that (ii) of Definition 2 
satisfies Hypothesis 2. This decoupling effect greatly reduces the difficulty 
of studying multistep algorithms. In fact the amount of work necessary to 
analyze the asymptotic properties of finite memory algorithms is roughly 
proportional to their number of steps. 
To further demonstrate the power of the theory described in the first part 
of the paper, a five-step algorithm is now analyzed. 
ITERATIVE PROCEDURES 125 
APPLICATION II 
Let fo, fl,..., f 112 be continuously differentiable maps from R” into R, let D 
be the subset of Rn defined by D = {Z E R” j fj(z) < 0,j = l,..., m} and 
assume that D is nonempty and compact. 
The following dual method of centers has been proposed by Pironneau and 
Polak [4] for solving constrained optimization problems. 
Algorithm 2 
Let p > 0 be a given scalar. 
Step 0. Compute Z, in D and set i = 0. 
Step 1. Compute &zJ = (p”(xi), pl(zJ,..., pELm(zi)) to be a solution 
of the quadratic programming problem. 
Step 2. If 
set 
h(q) = - f pqzi) Vfqz,) 
j=O 
and go to Step 3; else set 
4%) = - t PY4 Vf Qi)/ll~ b4.3) Vf j(Zi) Ii2 
j=O j=o 
and go to Step 3. 
Step 3. Compute /J in [0, p] which minimizes e(p, h(zi), xi) with 
e@, h(3), 3) = ma{ f “(3 + P43)) - f “(zi>;f Tzi + P+i))j = 1, L.., 4. 
Step 4. Let z~+~ = zi + ,k$h(q). 
Step 5. If f O(xi+i) <f O(zi), set i = i + 1 and go to Step 1; else, stop. 
In order to use the theory developed in the paper for studying Algorithm 2, 
one begins by identifying it with the canonical structure of order 4. 
DEFINITION 3. Let the spaces Hi , sets Ti and maps aj , bj , lJj and c be 
defined as follows. 
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(0) Ho = R”; 
To =D, 
(i) HI = R’n+l; 
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Tl = ‘x1 = (xlo, xll,... 
17, 
1 
,xlm) C xlj--- l,x,j>O, 
j=O 
j = 0, I,..., m ; 
u&o> = T,; 
/ 
dz0) = mWl(~o y 4 I x1 E U,(z,)>. 
(ii) H, = Rn; 
a2bo ,4 = mW2(zo , x1 , x2) I x2 E T,). 
(iii) H3 = R; 
Ta = LO, PI; 
b3(zo , x1 , x2 , x3) = max{fO(zo + x3x2) - f”(zo);fj(~o + x3x2), 
j = 1, 2,..., m); 
a3(zo T x1 , x2> = minP3(zo , x1 , x2 , x3) I x3 E u3(zo , x1 , x2)). 
(iv) H4 = Rn; 
T4 =D; 
b,(z, 7 ‘1 9 ‘2 9 ‘3 > ‘4) = 11 x4 - z,, - x3x2 112; 
a4hl ) *1 > x2 2 x3) = 0. 
(4 +a) =f”(zo). 
Then one verifies that Algorithm 2 with Definition 3 is well defined and one 
computes the characteristic set S. 
LEMMA 3. A point x0 in D is in S ;f and on@ if aI = 0. 
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Proof. Let z, be in D and suppose that a,(z,,) = 0. Then, 
(i) bl(zo , x1) = 0, 
(ii) x2 = 0, 
(iii) u3(z0 , x1 , x2) = 0, 
(iv) b (x 3 0,*1>x29 x)-O 3 - P 
(v) x.3 = zo, 
and therefore z. is in S. 
Now suppose that z, is in D and suppose that aI > 0. Then, 
(9 bl(xo , xl) > 0, 
(ii) x2 # 0, 
(iii) ag(zo , x1 , x2> < 0, 
(iv) b2(zo , xl , x2 ,x3) < 0, 
w f (x4) < f (zo), 
and therefore z, is not in S. 
Finally one verifies that Hypothesis 2 is satisfied. Once again this is done 
by inspection and it follows that the result below holds. 
LEMMA 4. Let 
S = {z ED 1 a&) = O}. 
(i) If Algorithm 2 generates a finite sequence {z. , x1 ,..., xk}, then zk 
is in S. 
(ii) Every in$nite sequence {xi} generated by Algorithm 2 has at least one 
cluster point and every cluster point of {q} is in S. 
Once again one may note that the amount of work necessary to analyze the 
asymptotic properties of finite memory algorithms is roughly proportional 
to their number of steps. 
The interest of Algorithm 2 lies in the fact that the points in S satisfy the 
necessary conditions of optimality for the optimization problem: 
Find D in D such that for all z in D 
f”G3 Gf”(4. 
CONCLUSION 
The use of the notions of canonical structure and characteristic set con- 
siderably simphfy the study of finite memory aIgorithms. This simplification 
409/52/I-9 
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comes from the decoupling effect between steps in the study of the asymptotic 
properties of multistep algorithms. A similar approach for other classes of 
iterative procedures is actually being developed and the results will be 
presented in a subsequent paper. 
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