Image segmentation is a challenging task in many digital imaging applications. Among various algorithms, split and merge (SM) algorithm is well-known because of its simplicity and effectiveness in segmenting homogeneous regions. However, it is unable to segment all types of objects in an image using a general framework due to most natural objects being heterogeneous in shape, size and intensity variations. Moreover, the SM algorithm is highly dependent on the threshold values used in splitting and merging techniques. Addressing these issues, a novel robust object segmentation using split and merge (ROSSM) is proposed in this paper considering image feature stability, inter-and intra-object variability, and human visual perception. The qualitative analysis has been conducted and the segmentation results are compared with the basic SM algorithm and a recently developed shape-based fuzzy clustering algorithm namely object based image segmentation using fuzzy clustering (OSF). The ROSSM algorithm outperforms both the SM and the OSF algorithms and hence increases its application area.
Introduction
Image segmentation is the process of separating mutually homogeneous regions of interests i.e., assigning pixels to a region having common properties. Though object-based image segmentation is very difficult and challenging, it plays a fundamental role in the field of image processing, image analysis, and coding with a wide range of applications ranging from car assembly, airport security, object recognition, and second generation image coding through to criminal investigative analysis and medical imaging [1] . Despite the numerous algorithms [2] [3] [4] developed in the literature, image segmentation is still a subject of on-going investigation. As a consequence, the task of choosing the best method for a specific application is still a challenging task. Several survey papers [2] [3] [4] cover the major image segmentation algorithms available which can be roughly categorized into two broader approaches: (i) Boundary-based methods and (ii) Region-based methods.
The first approach is based on discontinuity and tends to partition an image by detecting isolated points, lines and edges according to abrupt changes of local properties. The regions are then deduced from their boundary. The usual tools that are employed in boundary-based methods include local filtering approaches such as Canny Edge Detector [5] or energy minimization like the Active Contour Model (i.e. Snake model) and Balloon models [6] . This approach is not efficient because: (i) they do not exploit spatial information, (ii) they are domain dependent method, (iii) thresholds are set up manually, (iv) two adjacent regions do not share the same boundary information. The algorithms which form the second approach including thresholding, clustering, region growing, region splitting and merging [7] exploit the homogeneity of spatially dense information (e.g. intensity, color, texture properties, etc.) to produce the segmented results and having the advantages such as: (i) it is very simple in nature, (ii) it evaluates all the spatial properties of the image, (iii) data structure representation is easier than boundary based image processing, (iv) it gives dynamic solution to image segmentation, and (v) it is based on a specific region model described by a homogeneity predicate. The algorithms of this approach provide well organized interactive solution with less computational complexities. A strategy consists in combining these two approaches in order to obtain a robust segmentation by exploiting the advantages of one method to reduce the drawbacks of the second one, and there have been some algorithms developed which are detailed in [8] . These approaches are less efficient as they suffer form inefficiency and huge computational complexities. Several papers [2] [3] [4] [5] [6] [7] [8] [9] have highlighted various algorithms of region based image segmentation to overcome various drawbacks of the second approach. Among them, the splitand-merge (SM) algorithm [9] is one of the efficient and well recognized techniques, which is directly or indirectly used in many applications. The SM algorithm firstly splits the objects based on the threshold used for homogeneity and then merges the splitted regions those are identical with respect to some predefined threshold used for homogeneity to form final segmented regions. However, the problems of the SM algorithm are that both splitting and merging steps are highly dependent on the thresholds used. Also, there are a huge number of objects having different variations among them. For these reasons, the SM algorithm is unable to segment all types of objects in an image within its general framework. To address the above mentioned limitations and with the aim of generalizing the SM algorithm, this paper presents a new algorithm called robust object segmentation based on split and merge (ROSSM) taking into account the image feature stability, inter-and intraobject variability, and human perception. In the ROSSM algorithm, image feature stability is used for splitting the objects and then image feature stability, inter-and intraobject variability, and human perception are considered for merging the splitted regions to form the final segmented regions (objects). The experiments were conducted for different images having different objects, and the segmented results are compared with the basic SM algorithm and a newly developed shape-based fuzzy clustering algorithm namely object based image segmentation using fuzzy clustering (OSF) algorithm. The qualitative analysis shows that the ROSSM algorithm outperforms both the SM and the OSF algorithms. This paper is organized as follows: the literature review related to the SM and the newly developed OSF algorithms is detailed in Section 2. The supporting literature containing the theorems applied to the proposed ROSSM algorithm is described in Section 3 while the proposed ROSSM algorithm is presented in Section 4. The experimental results are provided in Section 5 and finally Section 6 shows some concluding remarks including limitations and the future research directions of the proposed ROSSM algorithm.
The Split-and-Merge (SM) Algorithm
The split-and-merge (SM) algorithm being developed by Pavilidis [9] in 1974 is still one of the most popular classical image segmentation algorithms and widely used directly or indirectly in image processing and pattern recognition applications due to its simplicity, effectiveness, unsupervision and relative cost minimization. The SM algorithm firstly splits the objects based on the threshold used for homogeneity and then merges the splitted regions those are identical with respect to some predefined threshold used for homogeneity to form final segmented regions. Let R and P be the entire image and the predicate respectively. If R is a square image, an approach for segmenting R consists of successively subdividing it into smaller and smaller square regions so that, for any region
That is, if P(R i ) = FALSE; R i has to be newly subdivided and so on. To satisfy the constraints in (a) to (c) given below only the predicate P is required for both splitting and merging regions. The two adjacent regions R i and R k will be merged if P(R j ∪ R k ) = TRUE.
The basic SM algorithm can be summarized by the following steps:
(a) split any region R i into four almost equal regions where P(R i ) = FALSE.
(b) merge any adjacent regions R i and R j for which
(c) stop when no further merging or splitting is possible. Otherwise repeat steps (a) and (b).
The major difficulties in the above mentioned SM algorithm are: (i) it is difficult to identify the suitable feature either to split a region into two or more sub-regions or to merge two regions to form a final segmented region, (ii) it is highly dependent on the feature and the threshold used, (iii) the SM algorithm only provides a locally optimal solution, but not a global one, (iv) there is no proper method for accurate feature selection, (v) computational time complexity is high, (vi) parallel implementation is also difficult due to interdependencies of splitted regions, and (vii) smoothness of the image boundary in not maintained..
Based on the SM algorithm proposed in [9] [10] . For the sake of completeness, a comparative study of these models is presented in the next section.
Comparison of Region Models
Ward-criterion considers the total error and the small differences in very large regions outweigh larger differences in very small regions. The Mean criterion does not show this effect, because it does not take region size into account. The Linear-Intensity can adapt its model to approximate the gradient with sufficient accuracy. Furthermore, it is also capable of modeling the unsharp edge itself and does not lead to the over segmentation with many narrow regions. Figure 1 shows the visual comparison of those models. It can be seen that neither model gives a better nor acceptable result since each of them considers only one criterion while objects attributes or characteristics varies from image to image. To get an efficient and robust result from this dynamic image domain, an optimal consideration of multiple criteria for the same image can be considered as an alternative. 
Motivation of Multistage Merging
As discussed in Section 2.1, each criterion shows both advantages and disadvantages. A single criterion for the complete segmentation process causes a dissatisfactory segmentation results as shown in Figure 1 . This motivates a multi-stage approach in which a criterion is used as long as it can well handle the current configuration which is shown in Figure 2 (d). Then, the criterion is exchanged by another one. By using several stages, the selection of an appropriate threshold in the stopping criterion is not critical. It should be chosen sufficiently low to ensure that control is passed to the next criterion before the situation exceeds the capabilities of the criterion's region model [10] .
Modified SM Algorithms
Since the SM algorithm as mentioned in Section 2.1 is unable to give optimal result due to the image diversities, various researchers have proposed enhanced algorithms based on the basic concept of the SM algorithm. Their effort could bring the SM concept to a formidable stage but could not establish its total acceptability because some of them are highly threshold dependent while some give local optimal solution rather than global optimal solution. Some other work well for images having small numbers of objects but performance of segmenting images with large numbers of objects are not satisfactory and so on. Few of the modified SM algorithms are SM algorithm Based on Region Variability [11] , Parallel SM algorithm [12] , Recursive SM algorithm [13] , Modified SM algorithm of Cheevasurit [14] , and the SMEM algorithm [15] .
Most of these modifications have various types of limitation. For instance, in the Parallel SM algorithm, large images with small number of objects yield to best result but small images with a lot of objects do not perform well as they are expected and consume more time. The major drawback of the Split and Merge EM (SMEM) algorithm is although the mean and the covariance matrices are considered as independent, they are eventually dependent.
The Recursive SM algorithm is not complete because of the trade off between the reliability and the spatial resolution inherent with the used significance test. Another reason is internal grey values of a region which are described by a stochastic model, but not using the region shapes. This leads to noisy boundaries between those regions which differ only slightly in their respective statistics. The modification proposed by Cheevasui et al. [14] is based on segmenting an image using different threshold values and thus finding stable regions while the modification proposed by Veenman et al. [11] is highly threshold dependent and in this algorithm merged the connected regions if their merging maximizes the inter-region variability and minimizes the intra-region variability. T. Brox et. al. [10] proposed multistage merging which provides better result when some criteria are used separately. In multistage merging, one criterion is used until it is satisfied as merging condition. When this criterion cannot be satisfied any longer, another criterion is taken into account. This process continues until all the criteria are selected for multistage merging. One major advantage of multistage merging is that the selection of the appropriate threshold is not critical as control is passed from one criterion to another. However, the major drawback of this method is that it is still threshold dependent and in some cases small objects cannot be identified by this model [10] .
Supporting Literature
Addressing the performance abilities and shortcomings of the aforementioned modified SM algorithm mentioned in Section 2, a new algorithm namely robust object segmentation based on split and merge (ROSSM) is proposed in this paper. The proposed ROSSM algorithm uses the concept of multistage SM technique discussed in section 2.3 to be robust in segmenting objects in an image dynamically. It uses T-test for both splitting and merging regions. Besides, it considers intra-region variance minimization and intra-region variance maximization throughout the merging process to maintain the objects identity. It also takes into account the human visual perception limitation to maintain the realistic shapes of the identified objects. These concepts are highlighted in the next sections.
Region Stability Test
There are many theorems to identify region stability such as Z-test, T-test and Chi-square test [16] . Among them, T-test is considered in this paper because of its universal acceptance and well recognition as statistical theorem to identify the stability of a sample space from its sample values. Let S be a sample space and s be a set of samples such that S s ∈ . Applying T-test, it can be identified whether the sample set s is stable within its sample space S or not [16] . For large sample set (over 30 samples), the 95% fiducial limits of population mean are given by t =2.58 [16] .
For small sample set (less than 30 samples), the decision depends on the value of t which is given by the following equation:
where X = mean of the sample, µ = mean of the population, n = size of the sample, and S = Standard t from 63.66 to 2.75 while the degree of freedom for small sample is given by n-1 and for large sample it is infinity [16] . This theorem is used to compute the feature values in the ROSSM algorithm for both split and merge stages. This theorem solves the problem of feature selection anomalies of the SM algorithm as T-test ensures the region stability in terms of any features such as pixel intensity.
Intra-variance and Inter-variance Test
The optimization of the proposed ROSSM algorithm leads to produce regions having less intra-variance and more inter variances. Hence, the global solution can be achieved if the intra-and inter-variance test is applied. In the image segmentation domain, the number of clusters is not given a priori. Since, the number of clusters in segmentation algorithm is neither fixed nor manually provided, the minimization of the intra-region variability and the maximization of the inter-region variability in the union of two regions are considered [11] . However, both the straight minimization of the intra-region variability and the maximization of the inter-region variability lead to undesirable trivial solutions being N regions or 1 region respectively. ROSSM minimizes the intra-region variability while at the same time constraining the interregion variability in the union of two regions. The region behind such condition is -if two regions belong to single object, their intensities should be similar and as a result their combined variability should be minimal. On the other hand, when one of nearly intensified region disappears due to merging, the verity of variance is increased while the number of the regions is decreased. This leads to maximization of intra-region variability. Because of this interrelationship, the features perform well. In this way, the inter-region variability constraint defines the scale at which two regions can be differentiated from each other. To minimize the intra-region variability, the sum-of-squarederror criterion is used such that it fits better to the model. Further, it implements the joint intra-region variability constraint as a minimum variance for the union of two clusters. At the same time, joining two clusters maximizes the inter-cluster variability. This leads to the following region growing model: ) ( min 
In general, the optimization of this model leads to region having intra-variance less than joint-intra variance of its neighbor and merging any two regions R i and R j decreases the inter-variance of the image. After application of this test, the stable regions that have minimum variance within themselves are obtained. At the same time, their inter-region variances are maximized. This test allows finding a global solution where the threshold is dynamically updated thereby to eliminate the problems of result anomalies due to threshold change. However, there are some rare situations in which individual cluster can violate these constraints [11] .
Concept of Human Perception
If the change of any object or feature is less than or equal to 0.5dB, human perception is unable to detect the change [17] . Now, let the larger region be R l and the smaller region be R s . Presence of R s collocated to R l creates distortion. The regions R s with R l will be merged considering them belongs to the same object if they satisfy the following equation:
Referring (4), it can then be said that for any two neighboring regions, if the size of one region is less than or equal to 6% of another one, human perception cannot differentiate these two regions. This concept can be used to allow the SM to identify any non-patterned shaped object accurately without any distortion.
Proposed Model
To enhance the performance of segmentation process and to address the drawbacks of the SM algorithm mentioned in Section 2, this section presents a newly developed robust object segmentation based on split and merge (ROSSM) algorithm based on the basic idea of the SM algorithm. The main two constituent parts of the ROSSM algorithm are: (i) split stage, and (ii) merge stage. Since the splitting is the first step of the proposed ROSSM algorithm, it is detailed in the next section.
Split Stage
In the split stage, it recursively subdivides a larger region into almost equally four sub-regions based on the threshold value which is calculated applying T-test and its 95% fiducially limit. This fiducially limit ensures the region stability. Let R i be a larger region at any instant of split stage. If the P(R i )=FALSE as mentioned in Section 2, it sub-divides the region R i into four almost equal sub-region R j where j=1,2, …,4. The idea behind this method is that split stage of it partitions the whole image into numerous small regions. The main characteristics of each splitted region are that they are individually stable in nature as mentioned in Section 3. They may either be a full object or a small part of a full object (i.e. a leaf of 3 intensity level may be represented as 3 regions in this stage). In this stage an image is spitted into number of sub-regions, for example as shown in the Figure 3 . After splitting the image into a large number of smaller regions, it needs to merge the splitted regions to form final segmented regions and the merge stage is detailed in the next section. 
Merge Stage
The merge stage of the proposed ROSSM algorithm contains three main constituent parts which are applied only on the connected regions and that are: (i) merging on the basis of T-test, (ii) merging for inter-variance maximization and intra-variance minimization, and (iii) merging regions considering human perception. Since the merging of regions on the basis of region stability is the first step of the proposed ROSSM algorithm, it is detailed in the next section.
Merging on the basis of stability test
Any two connected regions are qualified to be merged if they are both stable i.e., these two regions are within the 99% fiducially limit of T-test. The idea behind this merging is to combine those parts of an object which were unexpectedly separated due to hard partitioning in the split stage. Moreover, if two connected regions having a minimum combined intra variance are chosen for merging to form a larger region, the merging would be more fruitful. This issue is already discussed in section 3.2. This process will continue until any region satisfies to be merged under the criteria of T-test. After completion of merging on the basis of T-test, regions obtained are stable in nature. They may either be a full object or a stable part of an object. At this stage, there may exist some stable parts of objects which are not still merged. To merge these components of objects, the following technique is applied.
Merging for Inter-variance Maximization and Intra-variance Minimization
As mentioned above, there may remain some stable regions, each of which is composed of pixels representing any stable part of an object (e. g., a hand, hair, etc of a man). As there exists a huge number of objects having different variations among them, these objects are only differentiable if they have different appearance and visually distinct from each other. A stable region will be a part of an object if the combined variance of the object and the corresponding region is minimal in comparison with other neighboring objects. Thereby, in the overall image, the inter-variance of object is maximal as they are distinctive from each others. This idea is applied on the remaining regions that need to be merged. This task terminates when no more region can be merged under this criteria. Thus it has almost identified real objects that need to be segmented due to having distinctive visual identity as an object. After applying merging using ttest and intra-and inter variance, there still may be some parts of object segmented as the separate objects and hence merging using human visual perception is applied which is presented in the next section.
Merging regions considering human perception
Even though the splitted regions are merged applying firstly T-test and then inter-and intra-variance, this may produce some parts of an object as a separate region, and that motivated to consider the human perception for merging as the final merging step of the proposed ROSSM algorithm. Referred to Section 3.3, it can be said that if the change of any object or feature is less than or equal to 0.5dB, human visual perception is unable to detect the change [17] . Considering the change of size in light of the above theorem, it can be stated that when any two connected regions are found where the size of any one object is less than or equal to 6% of other, these two regions are merged to form a single region as a segmented object. This concept is applied at the last step of merging to merge smaller stable regions with their neighboring connected larger region to avoid hedge on the boundary of the identified objects. This results in better shape and look of identified objects. At the same time it prevents the ROSSM algorithm from misleading to falsely identify a region as an object which is actually not an object. Now the formal ROSSM algorithm is presented in the next section.
The ROSSM algorithm
The proposed ROSSM algorithm is detailed in Algorithm 1. number of pixels, mean and variance (calculated using (3)) respectively of region i. Firstly, the image R (i.e., objects to be segmented) is recursively splitted into its constituent subregions based on the theory presented in Section 3.1 if the predicate P(R i ) is FALSE (Step 1) and the process will stop when no more regions can be splitted further. When the predicate of a region R i is to be evaluated following tasks are performed:
(1) The region R i is divided into 4 almost similar sized sub-regions based on their size. Let they are R i , R i2 , R i3, and R i4 .
(2) For each sub region standard error (SE) is calculated as:
where σ is the standard deviation and n is the number of pixels in that subregion. it is true then the region R i is not stable and subject to be splitted. For all the splitted regions, the minimum weighted combined variance of the region R j with its connected regions are checked for merging by T-test. Number of pixels in the region is used as the weight of combined variance, and after each merging operation region numbers, connectivity and their parameters are updated accordingly. All the new regions undergo the same process repeatedly till any more region can be merged (Step 3) applying T-test for testing the stability of regions as mentioned in Section 3.1.
Here SE and diff is calculated for
SE
is true, they are combinely stable and subject to be merged. The process will stop when no more regions can be merged further. Now, the variance of each region is calculated. If V i be the variance of region R i where i = 1, 2, 3,…d and d=number of the regions, then
Step 4). As the merging process may generate some unexpected final segmented regions, further merging necessary for the segmented regions produced in Step 3 considering intravariance minimization and inter-variance maximization. In this process, a region R j is subjected to be merged with R i if it increases the MaxVar value after merging (Step 6). For each the region R i , the algorithm checks for its minimum weighted combined variance of regions. R j connected to it for merging by intra-variance minimization and intervariance maximization test. A region R j is subjected to be merged with R i if it increases the MaxVar value after merging. Let the set of remained region be R = {R i } where i=1…d. If a sub region R k is going to be merged with R i , they combinely form a region R x = (R k ∪ R i ). The new region is going to be R = {R i } where i=1,2,…,d-1. So the new MaxVar after merging should be as:
If NewMaxVar > MaxVar, R k and Ri will be merged. The merging process will stop when no more regions can be merged further. Even though the merging process is completed based on T-test and variance, the ROSSM algorithm may still generate some unexpected regions i.e., part of an object will be segmented as a separate object and hence, finally the merging is completed considering the human visual perception (Step 8) due to being unable to detect the change if it is within 0.5dB as mentioned in Section 3.3. If the size of R i is 6% or less of the size of R j , R i is merged with R j and hence after finishing this process, the ROSSM algorithm produces the final segmented results. 
Experimental Results
In analyzing the segmentation performance of the proposed ROSSM algorithm, the results of ROSSM were compared with the newly developed OSF algorithm [1] and the basic SM algorithm [5] . The SM, OSF, and the ROSSM algorithms are implemented using MATLAB 7.1. Different natural and synthetic gray-scale images as well as medical images comprising arbitrary shapes and orientations having up to 16 objects in an image were randomly selected for analysis. The background of each image was removed, so that only foregrounds of the objects were segmented. This necessitated the manual setting of all background pixels to zero with zero-valued foreground object pixels being replaced by 1 to avoid the possibility of foreground pixels merging with the background while not impacting upon visual perception. b) and (c) that the OSF algorithm misclassified some pixels of R2 into R1 due to improper initialization and scaling of regions during iterations. On the other hand, the ROSSM algorithm clearly classified both R1 and R2 objects shown in Figure 4 (d). It is due to the fact that T-test is able to detect stable regions and hence merging considering T-test, intra-and inter-variances, and human perception produces more accurate segmentation results. This clearly proves the superior segmentation performance of the ROSSM algorithm over the OSF algorithm. The second set of results relate to the Ring image in Figure  5 (a) having two objects, namely the Ring (R1) and Diamond (R2) representing independent objects having different sizes, shapes and intensities. The segmentation results for the OSF algorithm are given in Figure 5 (c) with the reference regions in Figure 5 (b). It is visually apparent that both regions R1 and R2 contain lot of misclassified pixels due to same reasons mentioned in previous example. In contrast, the ROSSM algorithm classified both the regions R1 and R2 shown in Figure 5 (d) more accurately which again demonstrates the out performance of the proposed algorithm. The third set of results relates to the Lungs image in Figure  6 (a) having four objects with different shapes and sizes, where two objects are connected to each other and the others are not. The segmentation results are given in Figures 6(c) and (d) for the OSF and the ROSSM respectively. It is visually apparent that a large number of misclassified pixels are found in R1, R3 and R4 by the OSF algorithm while the ROSSM algorithm (Figure 6(d) ) completely classified all the four regions and hence proves the superior performance of the ROSSM algorithm. The fourth set of results relate to the RISS image in Figure  7 (a) which has eight character objects with all regions having arbitrarily shape. It is clear that some pixels of R is misclassified in I in OSF algorithm shown in Figure 7 (c). On the other hand, the ROSSM algorithm clearly classified all the characters shown in Figure 7(d) . This again proves the superior segmentation performance of the ROSSM algorithm.
The final and fifth set of results relate to the skeleton image in Figure 8 To assess the robustness of the proposed ROSSM algorithm, the experiments were conducted for 211 different images having different objects containing different shapes, sizes, orientations and features. The experimental results are shown in Table 1 where the OSF algorithm produced correct segmentation results for 76 images out of 211 images and hence the percentage of successfully segmenting images is 36.02% while the ROSSM algorithm segments 152 images accurately with a success rate of 72.04%. The number of images for partially corrected and wrongly segmentation results for the OSF are 62 and 73 respectively and for ROSSM algorithm for 28 and 31 respectively. So, from this analysis, it can be concluded that the ROSSM algorithm performs much better in image segmentation than that of SM algorithm as well as the OSF algorithm.
Conclusions
The Split and merge (SM) algorithm is well-known algorithm in digital image processing due to its simplicity, effectiveness, unsupervision and relative cost minimization, however, it is unable to achieve global optimum. The proposed robust object segmentation based on split and merge (ROSSM) considers region stability as the key issue for splitting while the region stability, region variances, and human perception as key issues for multi stage merging. In the ROSSM algorithm, the thresholds used for merging are calculated dynamically based on inter-and intra-variances of regions. As a consequence, the ROSSM algorithm is able to segment all type objects in an image. The experimental results have shown that the ROSSM algorithm has outperformed the SM algorithm and a shape-based fuzzy clustering algorithm namely object based image segmentation using fuzzy clustering (OSF). This increases the application area of the SM algorithm where the segmentation is critical. The main problem of the proposed ROSSM algorithm is that it is unable to segment similar and connected objects well due to considering pixel intensity while they may be identified as different objects considering the spatial location and also if multiple attributes were considered the objects could be classified more accurately. In the splitting stage a region is divided into four almost equal sub-regions if the threshold value permits. This hard partitioning splits the image region into numerous unwanted sub-regions which need to rejoin (merge) in the merging stage that requires noticeable time for merging. An efficient soft clustering which can divide the base region into stable and an optimal numbers of regions instead of simply dividing it into four regions would be a further development.
