Statistical estimates of vibration signals such as the mean and variance can provide indication of faults in rotating machinery. Using these estimates jointly can give a more robust classi cation than using each individually. Arti cial neural network architectures and some statistical algorithms are compared with emphasis on training requirements and real-time implementation as well as overall performance.
Introduction
Analysis of vibrations can indicate fault conditions in rotating machinery 1] such as shaft unbalance or rubbing. One common approach is to estimate time-invariant features from the vibration time series which change when a fault occurs in the machine. These features can then be input into some form of classi cation system to decide the machine's condition.
Arti cial neural networks such as multi-layer perceptrons (MLPs) provide a system which can theoretically provide Bayes optimal classi cation of the condition based upon many features 2]. Training networks can however take a substantial length of time and is not guaranteed to nd the optimal solution. Radial basis function (RBF) neural networks provide an alternative architecture which can be trained in a much shorter period of time.
Traditional statistical discriminant analysis 3] algorithms can be very simple to implement and do not require a time consuming training algorithm. But in many cases, they require certain assumptions to be made about the input data. If these assumptions are not valid, they may not provide as good a solution as a neural network.
Experimental Set-Up
The vibrations were measured from a small experimental machine set. This consisted of an electric motor which drove a shaft with a ywheel. Small weights could be attached to the ywheel unbalancing the shaft and rubbing could be applied using a screw attached to a frame. The vibrations were measured horizontally and vertically using accelerometers attached to a bearing block. This set-up allowed the creation of four machine conditions: NN -no faults applied; NR -only the rub fault is applied; WN -only the unbalance fault is applied; WR -both rub and unbalance faults are applied. The shaft Department of Electronic and Electrical Engineering, University of Strathclyde, 204 George Street, Glasgow, G1 1XW rotation speed was varied between 77rev/s and 100rev/s and vibration time series were recorded for all four conditions at a variety of speeds in this range.
Input Features
The horizontal and vertical time series can be combined to produce a complex time series. The magnitude of this time series gives an indication the distance the shaft has been displaced from its central position. The mean value of this magnitude gives a good indication of the unbalance conditions as this fault causes the shaft to move in a circular orbit 4]. The variance can indicate rubbing as this fault causes the shaft to follow a highly erratic path. Moments can also be computed very quickly and are therefore well suited for real time implementation.
The erratic motion caused by rub gives rise to a rapid variation in the speed of this motion. Consequently the statistics of the derivative can help in deciding if a rub fault exists. Integrating the signal attenuates the high frequency components in the signal associated with the rub faults leaving only a low frequency fundamental peak of an amplitude which depends on the degree of unbalance. These signal processing operations act as crude lters. However as they do not have well de ned pass bands they may be succeptable to small amounts of noise at extreme frequencies. Therefore additional sets of features were produced from low pass ltered and high pass ltered versions of the signal. Moments were calculated from the magnitudes of all these time series.
Arti cial Neural Networks
Two types of arti cial neural networks are considered: multi-layer perceptrons and radial basis function networks 5]. Both are feed-forward networks: they have no memory and the output is only dependent on the current inputs which therefore have to be time invariant.
Multi-layer perceptrons consist of perceptron neurons which consist of a weighted sum and a nonlinearity which approximates a thresholding function. If the non-linearity is assumed to be a threshold then each neuron divides the input hyperspace into two regions with a linear boundary. By using many (n) neurons, the input space can be divided into 2 n regions. A second layer can group these regions so that the input space can be mapped to the output through a complicated transform which can be the Bayes optimal classi cation.
Approximations to a thresholding function are used for the non-linearities as these allow the network to be trained using a LMS optimization algorithm. Backpropagation allows multi-layer networks to be trained by attributing errors in the output neurons to the outputs of earlier layer neurons. A third layer is often used as this can make it easier to train the network. Optimization algorithms can get stuck at local optima and therefore enhancements to the standard backpropagation algorithm such as momentum and adaptive learning can be used.
Radial basis function neural networks have the same overall ability as multi-layer perceptrons; they can approximate any arbitrary function to any arbitrary accuracy. They consist of two layers: the rst layer consists of radial basis function neurons the second of linear neurons. Radial basis neurons compute the distance between their weight values and the input vector. This distance is then operated on by a radial basis function which has a value of 1 if the input is zero and tends to zero as the input tends to in nity. The Radial Basis Function used was the Gaussian function.
Statistical Methods
The simplest form of discriminant analysis is nearest centroid classi cation. In this method, a centroid is calculated for each condition by averaging known features. The Euclidian distance is calculated between the unknown feature set and all the centroids. The condition is then classi ed as that of the nearest centroid. This method assumes that each feature is of equal importance and is of the same order of magnitude.
Linear discriminant analysis involves calculating a weighted sum of the features and is similar to using an individual neuron. The weights are chosen to maximize the ratio of the di erence between the means of two groups to the variance. This method can be used to independently detect the weight and rub faults. The method can also be extended to multiple group problems using the canonical vector approach. The weights are chosen by maximizing the ratio of the between groups covariance and the within groups covariance. Both these methods assume common covariance between groups and normality.
Nearest neighbour classi cation uses a large number of known sets of input features and consequently makes no assumption about the distribution of the features. The condition is classi ed as that of the known feature vector which has the shortest Euclidian distance from the unknown feature vector.
Results
Eleven di erent 2-second time series were recorded for each condition at various speeds between 77rev/s and 100rev/s. The signal was sampled at 12kHz giving time series of 24000 samples. Moments were calculated using non-overlapping windows of 1000 samples giving 24 estimates of the mean and variance for each time series. This data was divided into a training set consisting of the rst 8 estimates with the remaining 16 estimates being used for testing.
To gauge the usefulness of each feature, the training data was used to set thresholds for detecting the rub and weight faults separately. The percentage of estimates from the test data classi ed using this method are shown in Clearly the weight fault can be detected using just the mean of the integrated or low pass ltered signal. Detection of rubbing using thresholding is however less certain achieving a success rate of 88.8%.
Multi-layer perceptrons were trained using a variety of architectures. The number of neurons in the network has to be determined by trial and error. This means that a large number of networks have to be trained for di erent numbers of neurons. All the networks have 10 inputs and 4 output neurons. They were trained for either 10000 epochs or until a target sum-squared error (SSE) of 20 was achieved; if the errors are assumed to be normally equally distributed then this target gives a probability of false classi cation of less than 10 ?6 . This assumption is generally not valid but this error target was found to allow classi cation of the training data almost perfectly.
Networks with one hidden layer were trained for up to 23 hidden neurons and a variety of two hidden layer networks were also trained. The classi cation success rates, number of epochs, SSEs and training times on a 33MHz 486DX PC are shown below in Table 2 : Classi cation using MLP networks When given enough neurons, networks with one or two hidden layers could classify the condition successfully in almost all cases. A tighter SSE target could have possibly improved the result. The time taken to train the networks with two hidden layers was signi cantly less than the time taken to train networks with a single hidden layer. There is however a much larger number of possible architectures to test which would increase the overall training time signi cantly.
Radial basis function neural networks were trained using the same SSE target. The training algorithm for radial basis neural networks consists of adding neurons until the SSE target is achieved. After each iteration, the network was tested. The classi cation success rates and the cumulative time taken for training are shown for every 5 iterations in Clearly the RBF network was trained in a signi cantly shorter time than the MLP networks. Also there is the added advantage that the optimal number of neurons was chosen by the training algorithm. This number of neurons was larger than for the MLP networks.
The training data was used to set parameter estimates for the statistical algorithms. These were then used to classify the test data. The success of each method along with the length of time to classify the data set is shown in Of the statistical methods only the nearest neighbour technique could classify all the data successfully. However this algorithm was by far the slowest. This can also be compared to the time it took for the neural networks to classify the test data: 1.9s at worst for the MLPs and 5.22s for the RBF networks. The test data took about 59s to record and therefore the nearest neighbour algorithm may not be suitable for real-time implementation. Con dence in any system trained using measured data is increased by measuring more data. This will increase the training times of neural networks but will not a ect the system in recall mode. For the nearest neighbour algorithm however each new point of measured data adds an extra distance calculation increasing its already poor test time.
Conclusions
Multi-layer perceptron and radial basis function neural networks have been used to classify the condition of a small rotating machine using statistical parameters estimated from the vibration time series as inputs. It was found that both networks achieved similar success in classi cation however the RBF networks could be trained in a signi cantly shorter length of time. MLP's however required fewer neurons and were faster in recall operation. Statistical techniques were also tested: method's such as nearest centroid and linear discriminant analysis made assumptions about the distributions of inputs which were not valid for the data used and therefore performed poorly. The nearest neighbour algorithm makes only assumed that the distributions do not overlap and therefore performed as well as the neural networks. However the algorithm is time consuming and may not be suitable for real-time implementation.
