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Magnetic fluctuations with a zero mean field in a random fluid flow with a finite
correlation time and a small magnetic diffusion
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Magnetic fluctuations with a zero mean field in a random flow with a finite correlation time and
a small yet finite magnetic diffusion are studied. Equation for the second-order correlation function
of a magnetic field is derived. This equation comprises spatial derivatives of high orders due to a
non-local nature of magnetic field transport in a random velocity field with a finite correlation time.
For a random Gaussian velocity field with a small correlation time the equation for the second-
order correlation function of the magnetic field is a third-order partial differential equation. For
this velocity field and a small magnetic diffusion with large magnetic Prandtl numbers the growth
rate of the second moment of magnetic field is estimated. The finite correlation time of a turbulent
velocity field causes an increase of the growth rate of magnetic fluctuations. It is demonstrated
that the results obtained for the cases of a small yet finite magnetic diffusion and a zero magnetic
diffusion are different. Astrophysical applications of the obtained results are discussed.
PACS numbers: 47.65.+a
I. INTRODUCTION
In recent time magnetic fluctuations are a subject of in-
tensive study (see, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10]). There
are two types of magnetic fluctuations: the fluctuations
with a zero and a nonzero mean magnetic field. These
two types of magnetic fluctuations have different mech-
anisms of generation and different properties. Magnetic
fluctuations with a zero mean magnetic field in a ran-
dom velocity field are generated by the stretch-twist-fold
mechanism (see, e.g., [1, 2]). On the other hand, mag-
netic fluctuations with a nonzero mean magnetic field are
generated by a tangling of the mean magnetic field by a
random velocity field (see, e.g., [11, 12, 13, 14]).
In the present paper we considered only magnetic fluc-
tuations with a zero mean magnetic field which where
observed, e.g., in the ionosphere of Venus (see, e.g.,
[15, 16]), in the quiet sun (see, e.g., [14]) and probably in
galaxies (see, e.g., [17]). In spite of that the dynamics of
a mean magnetic field at least in kinematic (linear) stage
is well studied (see, e.g., [11, 12, 13, 14, 17]), a genera-
tion of magnetic fluctuations with a zero mean magnetic
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field even in kinematic stage still remains a subject of nu-
merous discussions. Most studies starting with a seminal
paper by Kazantsev [18] were performed in the delta-
correlated in time approximation for a random velocity
field (see, e.g., [1, 2, 8, 9], and references therein). A use
the delta-correlated in time approximation for a random
velocity field is a great mathematical convenience.
However, a real velocity field in astrophysical and geo-
physical applications cannot be considered as the delta-
correlated in time velocity field. As follows from the anal-
ysis in [19, 20] a finite correlation time of the velocity field
does not essentially change a form of the mean-field equa-
tions and the growth rates of the mean fields. In particu-
lar, there is a wide range of scales in which the mean-field
equations are the second-order partial differential equa-
tions (in spatial derivatives). However, the effect of a
finite correlation time of the velocity field on magnetic
fluctuations is poorly understood. It is not clear how
conditions for the generation of magnetic fluctuations are
changed in a random velocity field with a finite correla-
tion time.
In this study we took into account a finite correla-
tion time of a random velocity field and a small yet finite
magnetic diffusion caused by an electrical conductivity of
fluid. We derived an equation for the second-order corre-
lation function of magnetic field in a random velocity field
with a finite correlation time using a method described
in [19, 20, 21]. The derived equation comprises spatial
derivatives of high orders. For a random Gaussian veloc-
2ity field with a small correlation time the equation for the
second-order correlation function of the magnetic field is
a third-order partial differential equation. We calculated
the growth rate of the second moment of magnetic field
for this velocity field and a small magnetic diffusion with
large magnetic Prandl numbers. In the limit of extremely
small correlation time of a random velocity field we recov-
ered the results obtained in the delta-correlated in time
approximation for a random velocity field.
Recently, the finite correlation time effects of a random
velocity field in the kinematic dynamo in the case of a
zero magnetic diffusion have been studied in [10]. We
will show that the results obtained for the cases of a
zero magnetic diffusion and of a small yet finite magnetic
diffusion are different.
II. GOVERNING EQUATIONS
We study magnetic fluctuations with a zero mean mag-
netic field. A mechanism of the generation of mag-
netic fluctuations with a zero mean magnetic field was
proposed by Zeldovich (see, e.g., [1, 2]) and comprises
stretching, twisting and folding of the original loop of a
magnetic field. These non-trivial motions are three di-
mensional and result in an amplification of the magnetic
field. The magnetic field b(t, r) is determined by the
induction equation
∂b
∂t
+ (v ·∇)b = (b ·∇)v − b(∇ · v) +Dm∆b , (1)
where Dm is the magnetic diffusion caused by an electri-
cal conductivity of a fluid, v is a random velocity field.
The goal of the present paper is to derive equation for the
second-order correlation function of the magnetic field in
a random velocity field with a finite correlation time.
Now we discuss a method of derivation of the equation
for the second-order correlation function of the magnetic
field (for details, see Appendix A). We use an exact so-
lution of Eq. (1) in the form of a functional integral for
an arbitrary velocity field taking into account a small
yet finite molecular magnetic diffusion. The molecular
magnetic diffusion can be described by a random Brow-
nian motions of a particle. The functional integral im-
plies an averaging over a random Brownian motions of
a particle. The form of the exact solution used in the
present paper allows us to separate the averaging over
both, a random Brownian motions of a particle and a
random velocity field. This method allows us to de-
rive equation for the second-order correlation function
Φij(t,x,y) = 〈bi(t,x)bj(t,y)〉 of the magnetic field:
Φij(t, r) = Pijpl(τ, r, i∇)Φpl(s, r) , (2)
Pijpl(τ, r, i∇) =Mξ{〈Gip(x)Gjl(y) exp(ξ˜ ·∇)〉}(3)
(see Appendix A), where τ = t − s, Gij(x) ≡
Gij(t, s, ξ(x)) is determined by equation
dGij(t, s, ξ)/ds = NikGkj(t, s, ξ) with the initial
condition Gij(t = s) = δij , and the tensor Gij can be
considered as the Jacobian for magnetic field transport.
Here Nij = ∂vi/∂xj − δij(∇ · v), Mξ{·} denotes
the mathematical expectation over the Wiener paths
ξ(x) = x −
∫ t−s
0 v(t − σ, ξ) dσ + (2Dm)
1/2w(t − s),
and ξ˜ = ξ(y) − ξ(x) − r, r = y − x, ∇ = ∂/∂r, the
angular brackets 〈·〉 denote the ensemble average over
the random velocity field, and the molecular magnetic
diffusion, Dm, is described by a Wiener process w(t).
Another equivalent approach which includes a weak
molecular diffusion in a Lagrangian map, with a Green’s
function was considered in [22, 23].
Equation (2) for the second moment of a magnetic field
comprises spatial derivatives of high orders due to a non-
local nature of turbulent transport of magnetic field in a
random velocity field with a finite correlation time (for
details, see Appendix A).
III. THE RANDOM GAUSSIAN VELOCITY
FIELD WITH A SMALL CORRELATION TIME
Now we use the model of the random Gaussian velocity
field with a small yet finite correlation time. We seek a
solution for the second moment of the magnetic field in
the form
Φij(t, r) ≡ 〈bi(t,x)bj(t,y)〉 =W (t, r)δij
+(rW ′/2)Pij(r) , (4)
where W (t, r) = 〈b˜(t,x)b˜(t,y)〉, b˜ = b · r, r = y − x,
Pij(r) = δij − rij , rij = rirj/r
2 and W ′ = ∂W (t, r)/∂r.
This form of the second moment corresponds to the con-
dition ∇ · b = 0 and an assumption of the homogeneous
and isotropic magnetic fluctuations. We considered a ho-
mogeneous, isotropic and incompressible random velocity
field (see below). The equation for the correlation func-
tion W (t, r) is given by
∂W (t, r)
∂t
= (1/3)σ
ξ
r3W ′′′ +m−1(r)W ′′
+µ(r)W ′ + κW , (5)
(for details, see Appendix B), where in the leading order
of asymptotic expansion κ = (20/3)(1 + σ
ξ
/4), and
1/m(r) = 2/Pr+(2/3)r2(1 + 8σ
ξ
) ,
µ(r) =
4
m(r)r
+
(
1
m(r)
)′
− 27 σ
ξ
r ,
Pr = ν/Dm is the magnetic Prandtl number, ν is the
kinematic viscosity, σ
ξ
= (2/3)St2, St = τud/ld is the
Strouhal number. Equation (5) is written in dimension-
less form: the distance r is measured in the units of the
inner scale of turbulence ld = l0Re
−3/4, the time t is mea-
sured in the units τd = τ0Re
−1/2, where τd is the turnover
time of eddies in the inner scale ld and the velocity v is
measured in the units ud = ld/τd, Re = u0l0/ν ≫ 1 is the
3Reynolds number, u0 is the characteristic turbulent ve-
locity in the maximum scale of turbulent motions l0 and
τ0 = l0/u0. In this study we consider the case of large
magnetic Prandtl numbers. For the derivation of Eq.
(5) we used a homogeneous, isotropic and incompress-
ible random velocity field and the correlation function
fij(t, r) = 〈vi(t,x)vj(t,y)〉 for the velocity field is given
by
fij = (1/3)[F (r)δij + (rF
′/2)Pij(r)] . (6)
We assumed that in dissipative range (0 ≤ r ≤ 1) of
a turbulent velocity field the function F (r) is given by
F (r) = 1− r2.
Now we analyze a solution of Eq. (5). In a molecular
magnetic diffusion region of scales whereby r ≪ Pr−1/2,
all terms ∝ r2 may be neglected. Then the solution of
Eq. (5) is given byW (t, r) = (1−α Pr r2) exp(γt), where
γ are the eigenvalues to be found, α = (κ − γ)/20 and
κ > γ. In a turbulent magnetic diffusion region of scales,
Pr−1/2 ≪ r ≪ 1, the molecular magnetic diffusion term
∝ 1/Pr is negligible. Thus, the solution of Eq. (5) in this
region isW (t, r) = A1r
−λ exp(γt), where λ is determined
by an equation
σ
ξ
λ3 − (3 + 13σ
ξ
)λ2 + (15− 1226σ
ξ
)λ
+ (9/2)γ − 30− 5σ
ξ
= 0 . (7)
For a small parameter σ
ξ
we obtain λ ≈ 5/2−424 σ
ξ
±ia0,
where a20 = 3(5 − 2γ0)/4, γ = γ0 + σξγ1 and γ1 ≈ 348.
For r≫ 1 the solution for W (t, r) decays rapidly with r.
The value γ0 can be calculated by matching the correla-
tion function W (t, r) and its first and second derivatives
at the boundaries of the above regions, i.e., at the points
r = Pr−1/2 and r = 1. In particular, the matching yields
a0 ≈ 2pik/ lnPr, where the parameter k = 1; 2; 3; . . .
determines modes with different numbers of zero-points
(W = 0) in the correlation function W (r). In particu-
lar, the mode with k = 1 has only one zero-point in the
correlation function W (r). Thus, the growth rate γ of
magnetic fluctuations is given by
γ ≈
5
2
−
2
3
(
2pik
ln Pr
)2
+ 348 σ
ξ
. (8)
The correlation function W (t, r) has global maximum at
r = 0. This implies that the real part of λ is positive.
Thus, τ < 0.1 (ld/ud). It follows from Eq. (8) that the
finite correlation time of a turbulent velocity field causes
an increase of the growth rate of magnetic fluctuations.
The latter is important in view of applications in astro-
physics and planetary physics because the real velocity
field has a finite correlation time. Note that the con-
sidered case corresponds to the fast dynamo because the
growth rate tends to the nonzero constant at very large
magnetic Reynolds numbers.
IV. DISCUSSION
In the present paper we studied an effect of a finite cor-
relation time of a turbulent velocity field on dynamics of
magnetic fluctuations with a zero mean magnetic field in
the case of a small yet finite magnetic diffusion. The finite
correlation time results in an increase of the growth rate
of magnetic fluctuations. However, the developed theory
is limited by an assumption about small correlation time,
i.e., τ < 0.1 (ld/ud). The latter estimate is quit realistic
e.g., for galactic turbulence (see Ref. [17]). We showed
also that for an arbitrary correlation time of a turbulent
velocity field the equation for the second moment of the
turbulent magnetic field comprises higher-order spatial
derivatives.
In this study we took into account a small yet finite
magnetic diffusion caused by an electrical conductivity
of a fluid. The obtained results are different from that
derived for a zero magnetic diffusion (see [10]). In par-
ticular, the finite correlation time of a turbulent velocity
field reduces the growth rate of magnetic fluctuations in
the case of a zero magnetic diffusion (see [10]). A dif-
ference between two cases with a zero magnetic diffusion
and a small yet finite magnetic diffusion can be demon-
strated even for the δ-correlated in time random velocity
field. For instance, for large magnetic Prandtl numbers
the growth rate of the second moment of a turbulent
magnetic field is given by
γ =
5(1 + σ/3)
2(1 + 3σ)
−
2(1 + 3σ)
3(1 + σ)
(
2pik
ln Pr
)2
, (9)
where σ = 〈(∇·v)2〉/〈(∇×v)2〉 is the degree of compress-
ibility of fluid velocity field. Equation (9) is obtained us-
ing Eqs. (29) and (30) in Ref. [8] and implies that the
compressibility of fluid velocity field causes a reduction
of the growth rate of the second moment of a turbulent
magnetic field. On the other hand, in the case of a zero
magnetic diffusion the growth rate of the second moment
of magnetic fluctuations generated by the δ-correlated in
time random velocity field is given by
γ =
10(1 + 2σ)
3(1 + σ)
(10)
(see [10]), and the compressibility results in an increase
the growth rate of the second moment of a turbulent mag-
netic field. This implies that a transition from the case
of a zero magnetic diffusion to that of a small yet finite
magnetic diffusion is singular. The limit of zero mag-
netic diffusion is singular because the growth rate γ of
magnetic fluctuations is discontinuous at zero magnetic
diffusion, i.e., it is different from the limit of magnetic
diffusion tending to zero. This stresses a danger for an
application of the results obtained for a zero magnetic
diffusion to astrophysics and planetary physics where the
magnetic diffusion caused by an electrical conductivity of
fluid is small yet finite.
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APPENDIX A: DERIVATION OF EQ. (2)
When Dm 6= 0 the magnetic field b(t,x) is given by
bi(t,x) = Mξ{Gij(t, ξ) exp(ξ
∗ ·∇)bj(s,x)} , (A1)
where ξ∗ = ξ − x. In order to derive Eq. (A1) we use
an exact solution of Eq. (1) with an initial condition
b(t = s,x) = b(s,x) in the form of the Feynman-Kac
formula:
bi(t,x) = Mξ{Gij(t, s, ξ(t, s)) bj(s, ξ(t, s))} , (A2)
where dGij(t, s, ξ)/ds = NikGkj(t, s, ξ), Nij =
∂vi/∂xj − δij(∇ · v) and Mξ{·} denotes the mathe-
matical expectation over the Wiener paths ξ(t, s) =
x−
∫ t−s
0
v[t− σ, ξ(t, σ)] dσ + (2Dm)
1/2w(t− s). Now we
assume that
b(t, ξ) =
∫
exp(iξ · q)b(s,q) dq . (A3)
Substituting Eq. (A3) into Eq. (A2) we obtain
bi(s,x) =
∫
Mξ{Gij(t, s, ξ(t, s)) exp[iξ
∗ · q] bj(s,q)}
× exp(iq · x) dq . (A4)
In Eq. (A4) we expand the function exp[iξ∗ ·q] in Taylor
series at q = 0, i.e., exp[iξ∗ · q] =
∑∞
k=0(1/k!)(iξ
∗ · q)k.
Using the identity (iq)k exp[ix · q] = ∇k exp[ix · q] and
Eq. (A4) we get
bi(t,x) = Mξ{Gij(t, s, ξ)[
∞∑
k=0
(1/k!)(ξ∗ ·∇)k]
×
∫
bj(s,q) exp(iq · x) dq} . (A5)
After the inverse Fourier transformation in Eq. (A5) we
obtain Eq. (A1). Equation (A3) can be formally consid-
ered as an inverse Fourier transformation of the function
bi(t, ξ). However, ξ is the Wiener path which is not a
usual spatial variable. Therefore, it is desirable to derive
Eq. (A1) by a more rigorous method as it is done below.
To this end we use an exact solution of the Cauchy
problem for Eq. (1) with an initial condition b(t =
s,x) = b(s,x) in the form
bi(t,x) = Mζ{J(t, s, ζ)G˜ij(t, s, ζ) bj(s, ζ(t, s))} , (A6)
where the matrix G˜ij is determined by the equation
dG˜ij(t, s, ζ)/ds = NikG˜kj(t, s, ζ) with the initial condi-
tion G˜ij(t = s) = δij , and the function J(t, s, ζ) is given
by
J(t, s, ζ) = exp[−(2Dm)
−1/2
×
∫ t−s
0
v(t − η, ζ(t, η)) · dw(η)
−(4Dm)
−1
∫ t−s
0
v2(t− η, ζ(t, η)) dη] , (A7)
w(t) is a Wiener process, and Mζ{·} denotes the math-
ematical expectation over the paths ζ(t, s) = x +
(2Dm)
1/2(w(t)−w(s)). The solution (A6) was first found
in [19] for a magnetic field in an incompressible fluid flow.
Equation (A6) generalizes the solution obtained in [19]
for a magnetic field in a compressible random velocity
field. The first integral
∫ t−s
0 v(t − η, ζ(t, η)) · dw(η) in
Eq. (A7) is the Ito stochastic integral (see, e.g., [24]).
The difference between the solutions (A6) and (A2) is
as follows. The function bj(s, ξ(t, s)) in Eq. (A2) ex-
plicitly depends on the random velocity field v via the
Wiener path ξ, while the function bj(s, ζ(t, s)) in Eq.
(A6) is independent of the velocity v. Trajectories in the
Feynman-Kac formula (A2) are determined by both, a
random velocity field and magnetic diffusion. On the
other hand, trajectories in Eq. (A6) are determined only
by magnetic diffusion. Due to the Markovian property
of the Wiener process the solution (A6) can be rewritten
in the form
bi(t,x) = E{Sij(t, s,x,X
′) bj(s,X
′)}
=
∫
Qij(t, s,x,x
′)bj(s,x
′) dx′ , (A8)
where
Qij(t, s,x,x
′) = [4piDm(t− s)]
3/2 exp
(
−
(x′ − x)2
4Dm(t− s)
)
×Sij(t, s,x,x
′) , (A9)
Sij(t, s,x,x
′) = Mµ{J(t, s,µ)G˜ij(t, s,µ)} and Mµ{·}
means the path integral taken over the set of trajectories
µ which connect points (t,x) and (s,x′). The mathe-
matical expectation E{·} in Eq. (A8) denotes the av-
eraging over the set of random points X′ which have
a Gaussian statistics (see, e.g., [25]). We used here
the following property of the averaging over the Wiener
process E{Mµ{·}} = Mζ{·}. We considered a random
velocity field with a finite renewal time. In the in-
tervals . . . (−τ, 0]; (0, τ ]; (τ, 2τ ]; . . . the velocity fields are
assumed to be statistically independent and have the
same statistics. This implies that the velocity field
loses memory at the prescribed instants t = nτ, where
n = 0,±1,±2, . . . . This velocity field cannot be consid-
ered as a stationary velocity field for small times ∼ τ,
however, it behaves like a stationary field for t ≫ τ.
5Note that the fields bj(s,x
′) and Qij(t, s,x,x
′) are sta-
tistically independent because the field bj(s,x
′) is deter-
mined in the time interval (−∞, s], whereas the func-
tion Qij(t, s,x,x
′) is defined on the interval (s, t]. Due
to a renewal, the velocity field as well as its function-
als bj(s,x
′) and Qij(t, s,x,x
′) in these two time intervals
are statistically independent. Now we make a change of
variables (x,x′) → (x,x′ = z + x) in Eq. (A8), i.e.,
Q˜ij(t, s,x,x
′) = Q˜ij(t, s,x, z + x) = Qij(t, s,x, z). The
Fourier transformation in Eq. (A8) yields
bi(t,x) =
∫ ∫
Qij(t, s,x,k) exp(ik · z) dk
×
∫
bj(s,q) exp[iq · (z+ x)] dq dz .
Since δ(k+q) = (2pi)−3
∫
exp[i(k+ q) · z)] dz, we obtain
that
bi(t,x) = (2pi)
3
∫
Qij(t, s,x,−q)bj(s,q)
× exp(iq · x) dq . (A10)
In Eq. (A10) the function Qij(t, s,x,−q) is given by
Qij(t, s,x,−q) = (2pi)
−3
∫
Qij(t, s,x, z)
× exp(iq · z) dz . (A11)
Substituting Q˜ij(t, s,x,x
′) = Qij(t, s,x, z) in Eq. (A8)
and taking into account that x′ = z+ x we obtain
bi(t,x) =
∫
Qij(t, s,x, z)bj(s, z+ x) dz . (A12)
Equation (A11) can be rewritten in the form
(2pi)3Qij(t, s,x, − q) exp(iq · x) =
∫
Qij(t, s,x, z)
× exp[iq · (z+ x)] dz . (A13)
The right hand sides of Eqs. (A12) and (A13) coincide
when b(s, z + x) = e exp[iq · (z + x)], where e is a unit
vector. Thus, a particular solution (A12) of Eq. (1) with
the initial condition b(s,x′) = e exp(iq · x′) coincides
in form with the integral (A13). On the other hand, a
solution of Eq. (1) is given by Eq. (A6). Substituting
the initial condition b(s, ζ) = e exp(iq · ζ) = e exp[iq ·
(x+ (2Dm)
1/2w)] into Eq. (A6) we obtain
bi(t,x) = Mζ{J(t, s, ζ)G˜ij(t, s, ζ)ej
× exp[iq · (x+ (2Dm)
1/2w)]} . (A14)
Comparing Eqs. (A12)-(A14) we get
Qij(t, s,x,−q) = (2pi)
−3Mζ{J(t, s, ζ)G˜ij(t, s, ζ)
× exp[i(2Dm)
1/2q ·w]} . (A15)
Now we rewrite Eq. (A15) using Feynman-Kac formula
(A2). The result is given by
Qij(t, s,x,−q) = (2pi)
−3Mξ{Gij(t, s, ξ(t, s))
× exp[iq · ξ∗]} , (A16)
where ξ∗ = ξ−x. Substituting Eq. (A16) into Eq. (A10)
we obtain
bi(t,x) =
∫
Mξ{Gij(t, s, ξ) exp[iq · ξ
∗]bj(s,q)}
× exp(iq · x) dq . (A17)
The Fourier transformation in Eq. (A17) yields Eq.
(A1). The above derivation proves that the assump-
tion (A3) is correct for a Wiener path ξ. In order to
derive equation for the second-order correlation function
Φij(t,x,y) = 〈bi(t,x)bj(t,y)〉 we use Eq. (A17), where
the angular brackets 〈·〉 denote the ensemble average over
the random velocity field. After the Fourier transforma-
tion we obtain
Φij(t,x,y) = (2pi)
−6
∫ ∫
Pijpl(τ,x,y,k1,k2)
× exp[i(k1 · x+ k2 · y)]
[∫ ∫
Φpl(s,x
′,y′)
× exp[−i(k1 · x
′ + k2 · y
′)] dx′ dy′
]
dk1 dk2 , (A18)
where
Pijpl( τ ,x,y,k1,k2) =Mξ{〈Gip(x)Gjl(y)
× exp[i(k1 · ξ
∗(x) + k2 · ξ
∗(y))]〉} , (A19)
Gij(x) ≡ Gij(τ, ξ(x)) and τ = t− s. For a homogeneous
and isotropic random flow Eq. (A18) reads
Φij(t, r) =
∫ ∫
Pijpl(τ,−q, r) exp[iq · (r− r
′)]
×Φpl(s, r
′) dr′ dq , (A20)
where r = y − x,
Pijpl(τ,−q, r) = Mξ{〈Gip(x)Gjl(y)
× exp(iq · ξ˜)〉} (A21)
and ξ˜ = ξ∗(y) − ξ∗(x). The Fourier transformation of
Eq. (A20) yields Eq. (2).
APPENDIX B: DERIVATION OF EQ. (5)
Now we use the model of the random velocity field
with a small correlation time. We expand the functions
ξ∗ and Gij(τ, ξ) in Taylor series of small time τ. Then an
expression for the function Pijpl(τ, r, i∇) reads:
Pijpl(τ, r, i∇) = δipδjl + τBijpl + τUijplm∇m
+τDijplmn∇m∇n + . . . , (B1)
6where
Dijplmn = (1/2τ)Mξ{〈ξ˜mξ˜nGip(x)Gjl(y)〉} ,(B2)
Uijplm(r) = τ
−1[δjlMξ{〈gip(x)ξ
∗
m(y)〉}
+δipMξ{〈gjl(x)ξ
∗
m(y)〉}
− (1/2)Mξ{〈gip(x)gjl(y)ξ˜m〉}] , (B3)
Bijpl(r) = τ
−1Mξ{〈gip(x)gjl(y)〉} , (B4)
and Gij = δij + gij and Mξ{〈gij〉} = 0. Thus an equa-
tion for the second-order correlation function for a mag-
netic field in a random velocity field with a small yet
finite correlation time reads:
∂Φij
∂t
= [Bijpl + Uijplm∇m
+Dijplmn∇m∇n]Φpl(t, r) . (B5)
Now we consider a random velocity field with a Gaussian
statistics. This assumption allows us to calculate the
tensorsDijplmn, Uijplm and Bijpl.We omit the lengthy
algebra and present the final results:
Dijplqn = D
(1)
ijplqn +D
(2)
ijplqn +D
(3)
ijplqn
+2Dmδqnδipδjl , (B6)
D
(1)
ijplmn = 2τ{f˜mn + St
2[(∇sfkn)(∇kfms)
−f˜sk(∇s∇kfmn)]}δipδjl , (B7)
D
(2)
ijplmn = (1/2)τSt
2[(∇kfim)(∇pfnk)
−(∇kfmn)(∇pfik)
+2f˜ms(∇s∇pfin)]δjl , (B8)
D
(3)
ijplmn = (1/2)τSt
2[(∇pfim)(∇lfjn)
−f˜mn(∇p∇lfij)] , (B9)
Bijpl = −2τ{(∇p∇lfij)− St
2[(∇k∇sfij)(∇p∇lfks)
+2(∇p∇mfis)(∇l∇sfjm)]} , (B10)
Uijplm = 4τ{(∇pfim)δjl + St
2[((∇kfis)(∇p∇sfkm)
+(∇pfsk)(∇k∇sfim)
−(∇sfkm)(∇k∇pfis))δjl
+2((∇kfjm)(∇p∇lfik)
+(∇lfkm)(∇k∇pfij))]} , (B11)
where St = τud/ld is the Strouhal number, f˜mn =
fmn(0)−fmn(r), and we changed τ → 2τ in order to com-
pare the obtained results with those for the δ-correlated
in time approximation for a random velocity field. Here
the small terms of the order of ∼ O(St4) are being ne-
glected. In Eqs. (B6)-(B11) we took into account a com-
mutative symmetry in every pair of the following indexes:
(i, j); (p, l) and (m,n). The latter is due to a symmetry of
the following tensors: rij , Φpl and ∇m∇n. In Eqs. (B6)-
(B11) we assumed also that the form of the tensor f˜mn
is given by f˜mn = Cmnpsrprs, where Cmnps is an arbi-
trary constant tensor. This satisfies for the model of the
velocity field (6) with F (r) = 1− r2.
Now we seek a solution for the second moment of the
magnetic field in the form of Eq. (4). Multiplying Eq.
(B5) by rij and using Eq. (4) we obtain the equation for
the correlation function W (t, r) = 〈br(t,x)br(t,y)〉. This
equation is given by Eq. (5). For the derivation of Eq.
(5) we used the following identities
DˆW ≡ rijDijplmn∇m∇nΦpl =
2τ
3
[r2W ′′ + 8rW ′
+
σ
ξ
4
(2r3W ′′′ + 31r2W ′′ + 12rW ′)
+
3
Pr
(W ′′ + 4W/r)] , (B12)
BˆW ≡ rijBijplΦpl =
4τ
3
[2rW ′ + 5W
+
σ
ξ
4
(rW ′ + 5W )] , (B13)
UˆW ≡ rijUijplm∇mΦpl =
2τ
3
{−6rW ′
+
σ
ξ
4
[r2W ′′ + (29/2)rW ′]} . (B14)
Equations (B12)-(B14) are derived by means of Eqs. (6),
(B6)-(B11) and we also used the following identities:
∇nΦpl =
1
2
[(
W ′′ −
W ′
r
)
Pplrm +
W ′
r
(4δplrm
−δpmrl − δlmrp)
]
, (B15)
∇m∇nΦpl =
1
2
[
(rW ′′′)Pplrmn +
(
W ′′ −
W ′
r
)
×(PmnPpl + 4Pplrmn − Ppmrln − Plmrpn
−Ppnrlm − Plnrpm + 2rplmn) +
W ′
r
(4δplδmn
−δpmδln − δlmδpn)
]
. (B16)
The corresponding derivatives for fpl coincide with Eqs.
(B15) and (B16) after the change W (r) → (1/3)F (r).
Note that for F (r) = 1 − r2 the following identities
are valid: F ′′ − F ′/r = 0 and F ′′′ = 0. Turbulent
magnetic diffusion is determined by function DˆW =
rijDijplmn∇m∇nΦpl(t, r). The latter depends on the field
of Lagrangian trajectories ξ [see Eqs. (B2) and (B5)].
Due to a finite correlation time of a random velocity field
〈(∇ · ξ)2〉 6= 0 even if the velocity field is incompressible.
Indeed, 〈(∇ · ξ)2〉 ≈ (4/9)St4 = σ2
ξ
. Thus the parameter
σ
ξ
describes the compressibility of the field of Lagrangian
trajectories. The latter results in a change of the dynam-
ics of magnetic fluctuations. Thus, the equation for the
correlation function W (t, r) is given by Eq. (5).
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