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Abstract This report deals with translation invariance of convolutional neural networks (CNNs) for automatic
target recognition (ATR) from synthetic aperture radar (SAR) imagery. In particular, the translation invariance
of CNNs for SAR ATR represents the robustness against misalignment of target chips extracted from SAR images.
To understand the translation invariance of the CNNs, we trained CNNs which classify the target chips from the
MSTAR into the ten classes under the condition of with and without data augmentation, and then visualized the
translation invariance of the CNNs. According to our results, even if we use a deep residual network, the translation
invariance of the CNN without data augmentation using the aligned images such as the MSTAR target chips is not
so large. A more important factor of translation invariance is the use of augmented training data. Furthermore,
our CNN using augmented training data achieved a state-of-the-art classification accuracy of 99.6%. These results
show an importance of domain-specific data augmentation.
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1. Introduction
Deep learning, especially convolutional neural networks
(CNNs) [1]–[5], improve image recognition performance. To
reduce overfitting, AlexNet [1] uses data augmentation and
dropout. As data augmentation, AlexNet uses the cropped
patches of 224 × 224 from the images of 256 × 256 pixels in
the training phase and averages the prediction of 10-crop in
the testing phase.
In automatic target recognition (ATR) from synthetic
aperture radar (SAR) imagery, CNNs [6]–[10] has been pro-
posed to classify the SAR images from the Moving and Sta-
tionary Target Acquisition and Recognition (MSTAR) pub-
lic release data set [11]. Among them, the CNNs [8]–[10] use
data augmentation. The all-convolutional networks [9] use
the cropped patches of 88 × 88 from the SAR images of
128× 128 pixels in the training phase as data augmentation.
To understand CNNs, as an analysis of the vertical trans-
lation, scale and rotation invariance, the Euclid distance be-
tween feature vectors from original and transformed images,
and the probability of the correct label for each image are
visualized [2]. Also, due to the visualization of translation
invariance, the translation-sensitivity map which converted
the Euclid distance into a map has been proposed [12].
Fig. 1 Illustration of translation (Δx,Δy). How does the classi-
fication accuracy of CNN change with translation?
In SAR ATR, the translation invariance of CNNs repre-
sents the robustness against misalignment of target chips ex-
tracted from SAR images. Hence, the histogram of accuracy
corresponding to x and y displacements visualizes the perfor-
mance of CNNs with data augmentation [10]. However, there
is no analysis of CNNs without data augmentation. Thus the
relationship between data augmentation and translation in-
variance or classification accuracy is not well known.
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Fig. 2 Accuracy-translation map of the CNN with data augmen-
tation which used the random cropped patches of 96 × 96
from the target chips of 104 × 104 pixels in the training
phase. An accuracy-translation map expresses the classi-
fication accuracy of translation (Δx,Δy).
Table 1 Dataset. The training data contains 3671 target chips
(17◦ depression angle), the test data contains 3203 tar-
get chips (15◦ depression angle) from the MSTAR.
Class Training data Test data
2S1 299 274
BMP2 698 587
BRDM2 298 274
BTR60 256 195
BTR70 233 196
D7 299 274
T62 299 273
T72 691 582
ZIL131 299 274
ZSU234 299 274
Total 3671 3203
2. Methods
To understand the translation invariance of CNNs, we pro-
posed an accuracy-translation map as a visualization tool,
and then visualized the relationship between data augmen-
tation and translation invariance or classification accuracy
by using the accuracy-translation map.
2. 1 Accuracy-translation map
An accuracy-translation map expresses the classification
accuracy of translation (Δx,Δy) where Δx and Δy denote
displacement of x and y direction from the center of the im-
ages, respectively. Fig. 2 shows the accuracy-translation
map of the CNN with data augmentation.
2. 2 CNN
CNN for SAR ATR classifies the target images of 96 × 96
pixels into the 10 classes. Fig. 3 shows the architecture
of the CNN, which based on the 18-layer residual network
Fig. 3 Architecture of the CNN for SAR ATR. The CNN based
on the deep residual network called ResNet-18.
called ResNet-18 [5]. The CNN contains 17 convolutional
layers and one fully-connected (FC) layers. The filter size of
the first convolution is 5 × 5. The size of other convolutions
is 3 × 3 like VGG networks [3]. Batch normalization [13] is
applied after each convolution and before activation. The ac-
tivation function of all convolutions uses rectified linear unit
(ReLU) [14]. Dropout [15] is not applied.
2. 3 Dataset
For the CNN training and testing, we used the ten classes
data shown in Table 1 from the MSTAR [11]. The dataset
contains 3671 target chips with a depression angle of 17◦ for
the training and 3203 target chips with a depression angle of
15◦ for the testing as in [6], [7].
2. 4 Data augmentation in the training phase
To clarify the relationship between data augmentation and
translation invariance or classification accuracy, we trained
the CNN with and without data augmentation. The CNN
without data augmentation used the center cropped patches
of 96 × 96 pixels from the target chips in the training phase.
The CNN with data augmentation used the random cropped
patches of 96 × 96 from the target chips of 100 × 100 pixels
in the training phase.
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Fig. 4 Accuracy-translation map of the CNN without data aug-
mentation which used the center cropped patches of 96×96
pixels from the target chips in the training phase.
3. Results
3. 1 Classification accuracy of the center cropped
test data
First, we show the results of classification accuracy of the
center cropped test data.
The classification accuracy of the CNN using non-
augmented training data is 98.75% (3163/3203). Table 2
shows the confusion matrix of the CNN using non-augmented
training data. Each row in the confusion matrix represents
the actual target class, and each column denotes the class
predicted by the CNN.
The classification accuracy of the CNN using augmented
training data is 99.56% (3189/3203). Table 3 shows the con-
fusion matrix of the CNN using augmented training data.
The accuracy of the CNN with data augmentation is higher
than the CNN without data augmentation, the CNN using
augmented training data achieved a state-of-the-art classifi-
cation accuracy of 99.6%.
3. 2 Accuracy-translation map
Then, we show the classification accuracy of translated test
data as the accuracy-translation map.
Fig. 4 shows the accuracy-translation map of the CNN
using non-augmented training data. The classification accu-
racy is high in the center (0, 0) with no translation in both x
and y direction, and the accuracy decreases as the distance
r =
√
Δx2 + Δy2 from the center increases.
Fig. 5 shows the accuracy-translation map of the CNN
using augmented training data. The classification accuracy
is higher in the range of −2 ≤ Δx,Δy ≤ 2 where applied
random crop in the training phase as data augmentation.
Fig. 6 shows the mean image of the training data. The
average image for the target chips indicates that the target
Fig. 5 Accuracy-translation map of the CNN with data augmen-
tation which used the random cropped patches of 96 × 96
from the target chips of 100 × 100 pixels in the training
phase.
Fig. 6 Mean image of the training data. The mean image of the
target chips indicates that the target aligned at the center
of the target chips.
located at the center of the target chips. In this case, the
effect of the network architecture such as pooling operation
and the filter size of convolutions is smaller than augmented
training data. Even if we use a deep residual network, the
translation invariance of the CNN without data augmenta-
tion using the aligned images such as the MSTAR target
chips is not so large. It is necessary to displace the target
position such as random cropping artificially.
3. 3 Accuracy-translation plot
Finally, we show the classification accuracy of translated
test data as an accuracy-translation plot. Fig. 7 shows the
accuracy-translation plot of the CNN using non-augmented
training data. When Δx or Δy is ±3, the classification accu-
racy is less than 90%. Fig. 8 shows the accuracy-translation
plot of the CNN using augmented training data. When Δx
or Δy is ±3, the classification accuracy is about 98%.
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Table 2 Confusion matrix of the CNN using non-augmented training data. The classifi-
cation accuracy of the center cropped test data is 98.75%.
Class 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU234 Accuracy(%)
2S1 268 0 2 0 0 0 3 0 1 0 97.81
BMP2 0 584 0 0 2 0 0 1 0 0 99.49
BRDM2 0 0 268 0 0 0 0 0 6 0 97.81
BTR60 3 0 4 187 1 0 0 0 0 0 95.90
BTR70 1 0 0 0 195 0 0 0 0 0 99.49
D7 0 0 0 0 0 272 1 0 0 1 99.27
T62 0 0 0 1 0 0 264 4 1 3 96.70
T72 0 0 0 0 0 0 1 581 0 0 99.83
ZIL131 0 0 0 0 0 0 0 0 273 1 99.64
ZSU234 0 0 0 0 0 2 0 0 1 271 98.91
Total 98.75
Table 3 Confusion matrix of the CNN using augmented training data. The classification
accuracy of the center cropped test data is 99.56%.
Class 2S1 BMP2 BRDM2 BTR60 BTR70 D7 T62 T72 ZIL131 ZSU234 Accuracy(%)
2S1 273 0 0 0 1 0 0 0 0 0 99.64
BMP2 0 587 0 0 0 0 0 0 0 0 100.00
BRDM2 0 0 273 0 0 0 0 0 1 0 99.64
BTR60 0 0 5 188 0 1 0 0 0 1 96.41
BTR70 0 0 1 0 195 0 0 0 0 0 99.49
D7 0 0 0 0 0 274 0 0 0 0 100.00
T62 0 0 0 0 0 0 269 3 0 1 98.53
T72 0 0 0 0 0 0 0 582 0 0 100.00
ZIL131 0 0 0 0 0 0 0 0 274 0 100.00
ZSU234 0 0 0 0 0 0 0 0 0 274 100.00
Total 99.56
Fig. 7 Accuracy-translation plot of the CNN using non-
augmented training data.
4. Conclusion
To understand the translation invariance of CNNs for SAR
ATR, we trained deep residual networks which classify the
target chips from the MSTAR into the 10 classes under the
condition of with and without data augmentation, and then
visualized the translation invariance of the CNNs by using
Fig. 8 Accuracy-translation plot of the CNN using augmented
training data.
the accuracy-translation map we proposed.
According to Fig. 4 and Fig. 5, even if we use a deep
residual network, the translation invariance of the CNN with-
out data augmentation using the aligned images such as the
MSTAR target chips is not so large. A more important fac-
tor of translation invariance is the use of augmented training
data.
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Furthermore, on the testing using center cropped data,
the classification accuracy of the CNN with data augmenta-
tion is higher than the CNN without data augmentation, the
CNN using augmented training data achieved a state-of-the-
art classification accuracy of 99.6%. These results show an
importance of the domain-specific data augmentation.
References
[1] A. Krizhevsky, I. Sutskever, and G.E. Hinton, “Imagenet
classification with deep convolutional neural networks,” Ad-
vances in neural information processing systems, pp.1097–
1105, 2012.
[2] M.D. Zeiler and R. Fergus, “Visualizing and understanding
convolutional networks,” European conference on computer
vision, pp.818–833, 2014.
[3] K. Simonyan and A. Zisserman, “Very deep convolutional
networks for large-scale image recognition,” arXiv preprint
arXiv:1409.1556, 2014.
[4] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D.
Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich,
“Going deeper with convolutions,” Proceedings of the IEEE
conference on computer vision and pattern recognition,
pp.1–9, 2015.
[5] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learn-
ing for image recognition,” Proceedings of the IEEE confer-
ence on computer vision and pattern recognition, pp.770–
778, 2016.
[6] D.A.E. Morgan, “Deep convolutional neural networks for
atr from sar imagery,” Proc. SPIE, vol.9475, pp.94750F–
94750F–13, 2015.
[7] M. Wilmanski, C. Kreucher, and J. Lauer, “Modern ap-
proaches in deep learning for sar atr,” Proc. SPIE, vol.9843,
pp.98430N–98430N–10, 2016.
[8] J. Ding, B. Chen, H. Liu, and M. Huang, “Convolutional
neural network with data augmentation for sar target recog-
nition,” IEEE Geoscience and Remote Sensing Letters,
vol.13, no.3, pp.364–368, 2016.
[9] S. Chen, H. Wang, F. Xu, and Y.Q. Jin, “Target classi-
fication using the deep convolutional networks for sar im-
ages,” IEEE Transactions on Geoscience and Remote Sens-
ing, vol.54, no.8, pp.4806–4817, 2016.
[10] K. Du, Y. Deng, R. Wang, T. Zhao, and N. Li, “Sar atr
based on displacement-and rotation-insensitive cnn,” Re-
mote Sensing Letters, vol.7, no.9, pp.895–904, 2016.
[11] T. Ross, S. Worrell, V. Velten, J. Mossing, and M. Bryant,
“Standard sar atr evaluation experiments using the mstar
public release data set,” Proc. SPIE, vol.3370, pp.566–573,
1998.
[12] E. Kauderer-Abrams, “Quantifying translation-invariance
in convolutional neural networks,” http://cs231n.stanford.
edu/reports/2016/pdfs/107_Report.pdf, 2016.
[13] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating
deep network training by reducing internal covariate shift,”
International Conference on Machine Learning, pp.448–456,
2015.
[14] V. Nair and G.E. Hinton, “Rectified linear units improve
restricted boltzmann machines,” Proceedings of the 27th
international conference on machine learning (ICML-10),
pp.807–814, 2010.
[15] N. Srivastava, G.E. Hinton, A. Krizhevsky, I. Sutskever, and
R. Salakhutdinov, “Dropout: a simple way to prevent neu-
ral networks from overfitting.,” Journal of Machine Learning
Research, vol.15, no.1, pp.1929–1958, 2014.
— 5 —- 17 -
