We report a combined experimental and theoretical study of the electron-impact ionization of water (H 2 O) at the relatively low incident energy of E 0 = 81 eV in which either the 1b 1 or 3a 1 orbitals are ionized leading to the stable H 2 O + cation. The experimental data were measured by using a reaction microscope, which can cover nearly the entire 4π solid angle for the secondary electron emission over a range of ejection energies. We present experimental data for the scattering angles of 6
I. INTRODUCTION
Electron-impact ionization dynamics of atoms and molecules have been of great interest from both theoretical and experimental points of view. It plays a crucial role in a variety of scientific and practical applications ranging from radiation chemistry and biology to astrophysics and atmospheric sciences [1, 2] . It has been discovered recently that low-energy electrons can significantly induce breaks in DNA strands via the dissociative electron attachment resonances and a superposition of various nonresonant mechanisms related to excitation dissociation and ionization processes [3, 4] .
The water molecule (H 2 O) is important in this respect, since it is ubiquitous on earth and surrounds all biological matter. Understanding the ionization dynamics requires a detailed knowledge of the interaction probabilities (i.e., the cross sections). A comprehensive way of characterizing the electronimpact ionization dynamics is to detect the two outgoing electrons in coincidence, the so-called (e,2e) studies [5, 6] , which determine the momentum vectors of all final-state particles. The quantity measured in the (e, 2e) experiments is the triple-differential cross section (TDCS), i.e., a cross section that is differential in the solid angles of both electrons and the energy of one of them. The energy of the other electron is given by energy conservation [7, 8] . Such kinematically complete experiments serve as a powerful tool to comprehensively test theoretical models that account for the quantum few-body dynamics which are important to aid in the development of theoretical models and to provide the input parameters in Monte Carlo simulations in medical radiation therapy.
In recent years, theory has made tremendous progress in describing the electron-impact ionization dynamics of simple atoms and molecules; see, e.g., Refs. [9] [10] [11] [12] [13] [14] [15] [16] [17] . Much more challenging, however, is the treatment of more complex targets, like heavy atoms and molecules. Electron-impact ionization dynamics of the water molecule has been previously studied by the Lohmann group in the coplanar asymmetric geometry at E 0 = 250 eV by using a conventional (e,2e) spectrometer to examine ionization of the 2a 1 , 1b 2 , 3a 1 , and 1b 1 states of H 2 O [18] . Murray and co-workers performed coplanar symmetric and asymmetric (e,2e) studies for the 1b 1 state of H 2 O [19] and symmetric coplanar and noncoplanar studies for the 3a 1 state of H 2 O at low impact energies [20] . Several models have been developed to describe the ionization dynamics of H 2 O. The agreement between theories and experiments, however, is not as good as results for the ionization of simple targets; see, e.g., Refs. [18] [19] [20] [21] [22] [23] [24] [25] [26] . Recent calculation of (e,2e) on CH 4 using the molecular three-body distorted-wave approximation found that the method with proper averages (PA) is in much better agreement with experiment than the orientationaveraged molecular orbitals (OAMO) calculations [27] . On the other hand, experimental techniques were recently developed that allow for simultaneously accessing a large fraction of the entire solid angle and a large range of energies of the continuum electrons in the final state [28, 29] , the entire angular acceptance for the slow ejected electron within the scattering plane [30] and, more recently, the measurements of internormalized cross sections [13, 31, 32] . Thus, theories can be tested significantly more comprehensively over a large range of the final-state phase space.
In the present work, we perform a kinematically complete study of electron-impact ionization of H 2 O at low projectile energy (E 0 = 81 eV). Ionization of either the 1b 1 or 3a 1 orbitals is observed (we do not resolve the individual states) where the residual ion is stable and does not dissociate:
The TDCSs were measured by covering a large part of the full solid angle for the emitted electron. Since the experimental data are internormalized for different kinematical situations, a single common scaling factor is sufficient to fix the absolute value of all the experimental data which then can be compared with the theoretical predictions. The measurements reported here cover two ejected-electron energies (E 2 = 5.0 and 10.0 eV) and two projectile scattering angles (θ 1 = 6
• and 10.0
• ). The experimental data are compared with theoretical predictions from two different versions of the molecular threebody distorted-wave approximation (M3DW). While both include the final-state postcollision interaction (PCI) exactly, they treat the averaging over spatial molecular alignment with different degrees of sophistication [27] . This paper is organized as follows: After a brief description of the experimental apparatus in Sec. II, we summarize the essential points of the two theoretical models in Sec. III. The results are presented and discussed in Sec. IV, before we finish with the conclusions in Sec. V. Unless specified otherwise, atomic units (a.u.) are used throughout.
II. EXPERIMENTAL METHOD
The experiment was performed by using a reaction microscope [28] that was specially built for electron-impact ionization studies. It was recently updated with a pulsed photoemission electron gun [33, 34] . Since details of the experimental setup can be found in Refs. [28, 33, 34] , only a brief outline will be given here. The well-focused (≈1 mm diameter), pulsed electron beam with an energy of E 0 = 81 eV is crossed with a continuous supersonic gas jet, which is produced by using a 30 μm nozzle and two-stage supersonic gas expansion. Here, helium gas was used with a partial pressure of 1 bar mixed with water vapor with a partial pressure of about 400 mbar. The electron beam is generated by illuminating a tantalum photocathode with a pulsed ultraviolet laser beam (λ = 266 nm, t < 0.5 ns). The energy and temporal width of the electron pulses are about 0.5 eV ( E 0 ) and 0.5 ns ( t 0 ), respectively.
Homogeneous magnetic and electric fields guide electrons and ions from the reaction volume onto two position-and time-sensitive microchannel plate detectors that are equipped with fast multihit delay-line readout. The projectile beam axis (defining the longitudinal z direction) is aligned parallel to the electric and magnetic extraction fields. Therefore, after crossing the target gas jet, the unscattered primary beam reaches the center of the electron detector, where a central bore in the multichannel plates allows it to pass without inducing a signal. The detection solid angle for H 2 O + ions is 4π . The acceptance angle for detection of electrons up to an energy of 15 eV is also close to 4π , except for the acceptance holes at small forward and backward angles where the electrons end up in the detector bore.
Experimental data are recorded by triple-coincidence detection of two electrons (e 1 and e 2 ) and the H 2 O + cation. The three-dimensional momentum vectors and, consequently, kinetic energies and emission angles of final-state electrons and ions are determined from the individually measured time-of-flight and position of particles hitting the detectors. The electron binding energy (ε B = E 0 − E 1 − E 2 ) resolution of ε B ≈ 2.5 eV has been obtained in the present experiment. Since the complete experimentally accessible phase space is measured simultaneously, all relative data are cross-normalized and only a single global factor fixing the absolute scale is required in comparison of theory and experiment [13, 31, 32] .
III. THEORETICAL MODELS
We used two theoretical methods to describe the present electron-impact ionization process. Although they have been described previously [35] [36] [37] [38] we summarize the essential ideas and the particular ingredients for the current cases of interest in order to make this paper self-contained. More detailed information can be found in the references given. The direct-scattering amplitude is given by
where k i , k a , and k b are the wave vectors for the initial, scattered, and ejected electrons, respectively, χ
is an initial-state continuum distorted wave and the (+) indicates outgoing-wave boundary conditions, χ
are the scattered and ejected-electron distorted waves with incoming-wave boundary conditions, and the factor C ab (r 01 ) is the final-state Coulomb-distortion factor between the two electrons normally called the postcollision interaction (PCI). Here we use the exact final-state electron-electron interaction and not an approximation for it such as the Ward-Macek factor [39] . The perturbation W = V i − U i , where V i is the initial-state interaction potential between the incident electron and the neutral molecule, and U i represents the spherically symmetric interaction between the projectile and the active electron which is used to calculate the initial-state distorted wave χ + i (k i ,r 0 ). Here φ Dy (r 1 ,R) is the initial bound-state wave function, which is commonly called the Dyson molecular orbital, for the active electron and it depends both on r 1 and on the orientation of the molecule which is designated by R. The triple-differential cross section (TDCS) for a given orientation R with respect to the laboratory frame can be obtained from
where the exchange-scattering T exc is calculated similarly to T dir except that the particles 1 and 2 are interchanged in the final-state wave function. To take the proper average (PA) over all molecular orientations [37] , the TDCS is calculated for each orientation and then averaged over all possible orientations so that
The only term in the integral for the T matrix that depends on the orientation is the Dyson wave function. In the orientation averaged molecular orbital (OAMO) approximation [35] , we • , and the ejected-electron energy is E 2 = 10 eV. The experimental and theoretical data are normalized to unity for the binary peaks. average the wave function over all orientations and then we calculate a single TDCS. This approximation saves a lot of computer time since the PA needs thousands of processors to do a single calculation whereas the OAMO needs less than hundred.
IV. RESULTS AND DISCUSSION
Water (H 2 O) contains 10 electrons and has five molecular orbitals: 1a 1 + cation which results from the ionization of either the 1b 1 or 3a 1 orbitals. In the present experiment the 1b 1 and 3a 1 orbitals are not resolved due to the limited bindingenergy resolution, thus, the experimental data represent the summed TDCS for the ionization of the 1b 1 and 3a 1 orbitals of H 2 O. Figure 1 shows the experimental and theoretical TDCS for ionization of H 2 O by 81 eV electron impact as three-dimensional (3D) polar plots for a projectile scattering angle of θ 1 = −10
• as a function of the emission direction of a slow ejected electron with E 2 = 10 eV energy. Figure 1(a) corresponds to the experimental data, while Fig. 1(b) shows the calculated result from the OAMO method. The projectile enters from the bottom with momentum k i and is scattered to the left with momentum k a (hence the minus sign in the notation for the scattering angle). These two vectors define the scattering (xz) plane, as indicated by the solid red frame in Fig. 1(a) . The momentum transferred to the target q = k i − k a , is also shown on the figures.
In these 3D plots, the TDCS for a particular direction is given as the distance from the origin of the plot to the point on the surface which is intersected by the ejected electron's emission direction. The kinematics chosen displays exemplarily the principal features of the emission pattern: it is governed by the well-known binary and recoil lobes. The binary lobe is oriented roughly along the direction of the momentum transfer q, which would correspond to electrons emitted after a single binary collision with the projectile. In the opposite direction the recoil lobe is found, where the outgoing slow electron, initially moving in the binary direction, additionally backscatters in the ionic potential. For ionization from p orbitals, the binary peak often exhibits a minimum along the momentum transfer direction and there is a small minimum seen in the experimental data. This is the result of the characteristic momentum profile of the p-like 1b 1 and 3a 1 orbitals of H 2 O that has a node for vanishing momentum [40] . The experimental and theoretical 3D plots are normalized to unity for the binary peaks. We see that the theoretical recoil peak is too small and the size of the outof-scattering-plane cross section is strongly underestimated by OAMO theory. Furthermore, the minimum along the momentum transfer direction indicated in the experimental pattern is not present in the theoretical result. For the PA calculation no full 3D image was obtained since this theory is orders of magnitude computationally more expensive and so calculations were restricted to major cutting planes which are discussed in the following. However, the PA approach does predict a minimum similar to the experimental data.
For a quantitative comparison between experiment and both the OAMO and PA methods, the cross sections in three orthogonal planes are presented in Figs. 2-4 . These are cuts through the 3D TDCS image as indicated in Fig. 1(a) by the solid, dashed, and dotted frames. The experimental data represent the summed TDCS for the ionization of both the 1b 1 and 3a 1 orbitals of H 2 O while for theories, both the summed cross sections as well as the separate 1b 1 and 3a 1 cross sections are shown in Figs. 2-4 . The studied kinematical conditions correspond to projectile scattering angles of θ 1 = −6
• and −10
• , and to ejected-electron energies of E 2 = 5 eV and 10 eV, respectively. The scaling factor used to normalize the experimental data to the theories was found by achieving a good visual fit of experiment and the PA calculations for the TDCS in the scattering plane at θ 1 = −10
• and E 2 = 10 eV [ Fig. 2(h) ]. This factor was subsequently applied to all other kinematics and planes, i.e., the experimental data are consistently cross normalized to each other. The OAMO theoretical results are multiplied by a factor of ten in order to compare with the results from experiment and PA calculations. Figure 2 shows the results for detection of the secondary electron in the scattering plane, i.e., the xz plane of Fig. 1(a) . It is obvious that, for the TDCS summed over 1b 1 and 3a 1 orbitals, the OAMO strongly overestimates the size of the binary peak relative to the recoil peak. While both theories predict a double binary peak for all four cases, the PA calculations have a broader double binary peak with a 022701-3 FIG. 2. Experimental and theoretical triple-differential cross sections (TDCS) for electron-impact (E 0 = 81 eV) ionization of 1b 1 and 3a 1 orbitals of H 2 O presented as a function of the ejected-electron (e 2 ) emission angle at scattering angles θ 1 = −6
• and θ 1 = −10 • for ejected-electron energies E 2 = 5 eV (left column) and E 2 = 10 eV (right column). Experimental data (open circles with error bars) are the summed TDCS and theoretical calculations (lines) for the summed and the separate 1b 1 and 3a 1 TDCS are obtained by OAMO (top two rows) and PA (bottom two rows) methods. The vertical arrows indicate the momentum transfer direction q and its opposite −q. The results are for the scattering plane, i.e., the xz plane of Fig. 1(a) . minimum near the momentum transfer direction which is in better agreement with experiment. For the OAMO results, the second peak is much smaller and shifted to much larger angles. In experiment, the minimum in the binary lobe is not observed except for the case of θ 1 = −10
• and E 2 = 10 eV where a minimum is hinted at about the momentum transfer direction. While both the OAMO and PA results predict a single peak structure for the recoil lobe, PA predicts a shoulder at the large angle side consistent with the experimental data. Although the cross section close to 180
• cannot be accessed experimentally, the available data suggest a very broad recoil peak similar to PA especially for θ 1 = −10
• and E 2 = 5 eV. Overall, regarding Fig. 2 for the "half-perpendicular" plane, i.e., the yz plane of Fig. 1(a) . the relative angular dependence of the TDCSs, the PA is in much better agreement with experiment than the OAMO.
FIG. 3. Same as
It can be seen in Fig. 2 that the two theories differ strongly from each other, especially for the separate 1b 1 calculations. The OAMO TDCS for ionization of the 1b 1 orbital shows a much stronger binary peak than recoil peak while the PA results exhibit a stronger recoil peak than binary peak, consistent with the experimental data. Both the OAMO and PA results have double binary peaks with minimum shifted to larger angles than the momentum transfer direction. However, the OAMO minimum is shifted to much larger angles and the PA minimum is closer to experiment for the cases where experiment sees a double binary peak. On the other side, the predicted patterns for 3a 1 are rather similar between OAMO and PA with a small binary peak and larger recoil peak. Figure 3 shows a comparison between experiment and theory for the yz plane (half-perpendicular plane). For this plane, symmetry considerations require the cross sections to be symmetric about 180
• , which can indeed be seen in both theory and experiment. In experiment, there is an indication of a three-lobe structure for all the cases. It can be seen in the 3D plot of Fig. 1(a) that this plane cuts through the FIG. 4 . Same as Fig. 2 for the "full-perpendicular" plane, i.e., the xy plane of Fig. 1(a) . binary peak which results in two symmetric maxima in the ranges θ 2 = 30
• -90
• and θ 2 = 270
• -330
• , respectively. In addition, the recoil lobe gives rise to the central maximum at θ 2 = 180
• . Concerning the central peaks, the PA is in much better agreement with experiment than the OAMO. Here, the OAMO predicts a minimum or a flat distribution at θ 2 = 180
• except for the case of θ 1 = −6
• for E 2 = 10 eV. In all panels, the predicted cross sections of OAMO are significantly smaller than observed experimentally for θ 2 90
• and, by symmetry, for θ 2 270
• . The PA predictions also underestimate the cross section in this angular region except for θ 1 = −6
• , E 2 = 5 eV [ Fig. 3(e) ] where the agreement with experiment is rather good. Theories underestimate the out-of-scattering-plane size of the binary lobes. It is again interesting to note that significant discrepancies are seen between OAMO and PA in particular for the separate 1b 1 calculations where the OAMO exhibits a minimum at θ 2 = 180
• with two maxima at about 120
• and 240
• while the PA predicts a strong maximum at θ 2 = 180
• with two side peaks at about 90
• and 270
• . The calculations for 3a 1 are again rather similar between OAMO and PA. Figure 4 shows the comparison between experiment and theories for the full-perpendicular plane (i.e., the xy plane). Here, the experimental angular acceptance covers the entire 0
• -360
• range, but the cross sections are again symmetric with respect to 180
• . The binary and recoil peaks are observed in the vicinity of φ 2 = 0
• and 180 • , respectively. The two theories in this case agree rather well in shape for the summed and the separate 1b 1 and 3a 1 TDCS, and they are in rather good agreement with the experimental data, except that the relative intensity of the recoil peaks are too low for Fig. 4(b) and too high for Fig. 4(c) in the OAMO curves.
V. CONCLUSIONS
We have reported a comprehensive study of the electronimpact ionization dynamics of H 2 O for a projectile energy of 81 eV. Experimentally, the three-dimensional momentum vectors of the final-state particles are determined for a large part of the solid angle for the slow emitted electron. Thus, full three-dimensional representations of the cross sections are accessible. The summed triple-differential cross sections for ionization of 1b 1 and 3a 1 orbitals of H 2 O obtained experimentally were internormalized across the scattering angles θ 1 = −6
• and ejected-electron energies E 2 = 5 and 10 eV, thus providing a thorough test for the theoretical models. The experimental data were compared with predictions from the molecular three-body distorted-wave approximation coupled with OAMO and PA methods.
There is overall much better agreement between the PA predictions and the experimental data than the OAMO concerning both the angular dependence of the cross sections and the relative magnitude over the entire range of angle and energy conditions analyzed. Noticeable systematic discrepancies occur in the half-perpendicular plane (Fig. 3) , where both OAMO and PA predictions are significantly smaller than that observed experimentally in the angular ranges θ 2 90
• and, by symmetry, θ 2 270
• . In comparison for ionization of the atomic target Ne, which has the same number of bound electrons as H 2 O, the three-body distortedwave theory reveals an unprecedented degree of agreement with experiment [13, 31] . The two calculations based on the three-body distorted-wave theory differ strongly from each other in both the relative shape and the magnitude of the cross sections. This illustrates the fact that the theoretical treatment of electron-impact ionization of molecules is more complicated and the results are very sensitive to the details of the model employed. The fact that the PA calculation agrees better with experiment for the scattering plane than the other two planes suggests that second Born terms which are not included in the present treatment may be more important in the out-of-the scattering plane than in the scattering plane. The present work indicates that it is more accurate to perform a proper average over orientation-dependent cross sections than to use the orientation-averaged molecular orbital for calculations. The computational cost of the proper average method, however, is much higher than the orientation-averaged molecular orbital approximation. OAMO calculations can be easily performed by using less than 100 processors while PA calculations require several thousand processors!
