Weighted good-λ type inequalities and Muckenhoupt-Wheeden type bounds are obtained for gradients of solutions to a class of quasilinear elliptic equations with measure data. Such results are obtained globally over sufficiently flat domains in R n in the sense of Reifenberg. The principal operator here is modeled after the p-Laplacian, where for the first time singular case 
Introduction and main results
In this article, we are concerned with global weighted gradient estimates for quasilinear elliptic equations with measure data. Such estimates are then applied to address the question of sharp existence and removable singularities for a quasilinear equation with strong power growth in the gradient known as an equation of Riccati type.
In particular, our first goal is to obtain 'good-λ' type bounds and nonlinear Muckenhoupt-Wheeden type inequalities for gradients of solutions to quasilinear elliptic equations with measure data:
−div(A(x, ∇u)) = µ in Ω, u = 0 on ∂Ω.
(1.1)
Here Ω is a bounded open subset of R n , n ≥ 2, and µ is a finite signed Radon in Ω. Our second goal is to employ those estimates to study a quasilinear Riccati type equation with measure data:
−div(A(x, ∇u)) = |∇u| q + µ in Ω, u = 0 on ∂Ω, (1.2) and removable singularities for related 'homogeneous' equations − div(A(x, ∇u)) = |∇u| q , q > 0. In particular, we address a question of sharp existence for (1.2) posed by Igor E. Verbitsky (personal communication), which has also been stated as an open problem in [11] , pages 13-14. In (1.1)-(1.2) and throughout the paper, the nonlinearity A : R n × R n → R n is a Carathéodory vector valued function, i.e., A(x, ξ) is measurable in x and continuous with respect to ξ for a.e. x. Moreover, for a.e. x, A(x, ξ) is continuously differentiable in ξ away from the origin and satisfies
3) 4) for every (ξ, η) ∈ R n × R n \{(0, 0)} and a.e. x ∈ R n , where Λ is a positive constant. As for p in (1.3)-(1.4), in this paper, we shall restrict ourselves to the 'singular' case:
However, as we remark later, all of the results obtained in this paper also hold in the 'regular' case 2 − 1 n < p ≤ n. It also makes sense to consider the case 1 < p ≤ 3n−2 2n−1 . Unfortunately, our method breaks down in this case. However, some useful partial results could be obtained for this range of p, and they will be presented elsewhere.
For our purpose we also require that the nonlinearity A satisfy a smallness condition of BMO type in the x-variable. We call such a condition the (δ, R 0 )-BMO condition. A(x, ζ)dx = 1 |B r (y)|ˆB r (y)
A(x, ζ)dx.
A typical example of such a nonlinearity A is given by A(x, ξ) = |ξ| p−2 ξ which gives rise to the standard p-Laplacian ∆ p u = div(|∇u| p−2 ∇u).
In the case p = 2, the above (δ, R 0 )-BMO condition was introduced in [13] , whereas such a condition for general p ∈ (1, ∞) appears in the paper [55] . We remark that the (δ, R 0 )-BMO condition allows A(x, ξ) has discontinuity in x and it can be used as an appropriate substitute for the Sarason [57] VMO condition.
Due to the global nature of our gradient estimates, we also require certain regularity on the ground domain Ω. Namely, at each boundary point and every scale, we ask that the boundary of Ω be trapped between two hyperplanes separated by a distance that depends on the scale. The following defines the relevant geometry precisely. Definition 1.2 Given δ ∈ (0, 1) and R 0 > 0, we say that Ω is a (δ, R 0 )-Reifenberg flat domain if for every x ∈ ∂Ω and every r ∈ (0, R 0 ], there exists a system of coordinates {z 1 , z 2 , . . . , z n }, which may depend on r and x, so that in this coordinate system x = 0 and that B r (0) ∩ {z n > δr} ⊂ B r (0) ∩ Ω ⊂ B r (0) ∩ {z n > −δr}.
For more properties of Reifenberg flat domains and their many applications, we refer to the papers [32, 36, 37, 38, 56, 58] . This class of domains appeared first in a paper of Reifenberg (see [56] ) in the context of the Plateau problem. Here we remark that they include C 1 domains and Lipschitz domains with sufficiently small Lipschitz constants (see [58] ). Moreover, they also include certain domains with fractal boundaries and thus provide a wide range of applications.
In this paper, all solutions of (1.1) and (1.2) with a finite signed measure µ in Ω will be understood in the renormalized sense (see [16] ). For µ ∈ M b (Ω) (the set of finite signed measures in Ω), we will tacitly extend it by zero to Ω c := R n \ Ω. We let µ + and µ − be the positive and negative parts, respectively, of a measure µ ∈ M b (Ω). We denote by M 0 (Ω) the space of finite signed measures in Ω which are absolutely continuous with respect to the capacity c Ω 1,p . Here c Ω 1,p is the p-capacity defined for each compact set K ⊂ Ω by
where χ K is the characteristic function of the set K. We also denote by M s (Ω) the space of finite signed measures in Ω with support on a set of zero c Ω 1,p -capacity. It is known that any µ ∈ M b (Ω) can be written uniquely in the form µ = µ 0 + µ s where µ 0 ∈ M 0 (Ω) and µ s ∈ M s (Ω) (see [26] ). It is also known that any µ 0 ∈ M 0 (Ω) can be written in the form
For k > 0, we define the usual two-sided truncation operator T k by T k (s) = max{min{s, k}, −k}, s ∈ R.
For our purpose, the following notion of gradient is needed. If u is a measurable function defined in Ω, finite a.e., such that T k (u) ∈ W 1,p loc (Ω) for any k > 0, then there exists a measurable function v : Ω → R n such that ∇T k (u) = vχ {|u|<k} a.e. in Ω for all k > 0 (see [5, Lemma 2.1] ). In this case, we define the gradient ∇u of u by ∇u := v. It is known that v ∈ L 1 loc (Ω, R n ) if and only if u ∈ W 1,1 loc (Ω) and then v is the usual weak gradient of u. On the other hand, for 1 < p ≤ 2 − 1 n , by looking at the fundamental solution we see that in general distributional solutions of (1.1) may not even belong to u ∈ W 1,1 loc (Ω). The notion of renormalized solutions is a generalization of that of entropy solutions introduced in [5] and [8] , where the right-hand side is assumed to be in L 1 (Ω) or in M 0 (Ω). Several equivalent definitions of renormalized solutions were given in [16] . Here we use the following one:
A measurable function u defined in Ω and finite a.e. is called a renormalized solution
(Ω) for any 0 < r < n n−1 , and u has the following additional property. For any k > 0 there exist nonnegative Radon measures λ
(Ω) concentrated on the sets {u = k} and {u = −k}, respectively, such that µ 
Here we recall that a sequence {µ k } ⊂ M b (Ω) is said to converge in the narrow topology of measures to
for every bounded and continuous function ϕ on Ω.
It is known that if µ ∈ M 0 (Ω) then there is one and only one renormalized solution of (1.1) (see [8, 16] ). However, to the best of our knowledge, for a general µ ∈ M b (Ω) the uniqueness of renormalized solutions of (1.1) is still an open problem.
In the first main result of the paper, we are concerned with a nonlinear Muckenhoupt and Wheeden type bound for gradients of solutions of (1.1) that involves the class of A ∞ weights. We recall that a positive function w ∈ L 1 loc (R n ) is said to be an A ∞ weight if there are two positive constants C and ν such that
for all balls B = B ρ (x) and all measurable subsets E of B. The pair (C, ν) is called the A ∞ constants of w and is denoted by [w] A∞ .
be a strictly increasing function such that Φ(0) = 0, lim t→∞ Φ(t) = ∞, and Φ is of moderate growth, i.e., Φ(2t) ≤ c Φ(t) for all t ≥ 0 with a constant c > 1. For any w ∈ A ∞ , we can find δ = δ(n, p, Λ, Φ, [w] A∞ ) ∈ (0, 1) such that if Ω is (δ, R 0 )-Reifenberg flat and [A] R 0 ≤ δ with some R 0 > 0 then for any renormalized solution u of (1.1) we havê
(1.5)
Here C depends only on n, p, Λ, Φ, [w] A∞ , and diam(Ω)/R 0 .
In (1.5) and in what follows the operator M 1 is the first order fractional maximal function defined by
We shall also use the Hardy-Littlewood maximal function M defined for each locally integrable function f in R n by
The proof of Theorem 1.4 above is in fact a consequence of the following good-λ type inequality involving both M 1 and M, which is interesting in its own right.
for any λ > 0. Here γ 0 is a number in
, and the constant C depends only on n, p, Λ, diam(Ω)/R 0 , and [w] A∞ .
We now have some comments on the proof of Theorem 1.5. It is based on various tools developed for quasilinear equations with measure data and linear or nonlinear potential and Calderón-Zygmund theories (see, e.g., [5, 12, 16, 18, 19, 41, 44, 45, 48, 52, 53] ). The key ingredients in this work which make it possible for us to apply those tools are some new local comparison estimates obtained in the singular case 3n−2 2n−1 < p ≤ 2− 1 n ; see Lemmas 2.2 and 2.5 below. Earlier those comparison estimates were known in the case p > 2 − 1 n (see [19, 44] ), and thus in fact one can follow the method of this paper to prove Theorem 1.5 in the case p > 2 − 1 n (with γ 0 = 1). With this remark, Theorem 1.4 also holds for p > 2 − 1 n and so does its Corollaries 1.7-1.8 below. It is worth mentioning that the comparison estimates obtained in Lemma 2.2 can also be used to extend the recent gradient pointwise estimates by potentials obtained in [19] (see also [18, 39] ) to the case
n . This will be pursued in our forthcoming work.
We remark that the function Φ in Theorem 1.4 is quite general. In particular, we do not ask Φ to be convex or to satisfy the so-called ∇ 2 condition: Φ(t) ≥ 1 2a Φ(at) for some a > 1 and for all t ≥ 0. As such one can take, e.g., Φ(t) = t q for any q > 0, or even Φ(t) = [log(1 + t)] α , α > 0, etc. We emphasize that the introduction of Φ in Theorem 1.4 is not just for the sake of generality. In fact, such Φ will serve as an indispensable tool in our study of the Riccati type equation (1.2) . In particular, Theorem 1.4 with such general Φ is needed to obtain a useful criterion for compactness of solution sets of equation (1.1); see Corollary 1.7 below.
In the case Φ(t) = t q , q > 0, estimates of the form (1.5) were obtained for (linear) fractional integral operators by Muckenhoupt-Wheeden in the pioneering work [46] . It is worth mentioning that for quasilinear problems the fractional maximal operator approach has been introduced in Mingione [45] . Also, for Φ(t) = t q , q > 0, and for p > 2 − 1 n estimate (1.5) was obtained in [53] . Thus Theorem 1.4 is new at least in the case 3n−2 2n−1 < p ≤ 2 − 1 n considered in this paper. Moreover, using Theorem 1.5 one can also obtain a weighted Lorentz space estimate in the spirit of [53] but now for the singular case
Here we write w(E) =´E w(x)dx for a measurable set E ⊂ R n . Obviously,
Here the constant C depends only on n, p, Λ, q, s, [w] A∞ and diam(Ω)/R 0 . Theorem 1.4 implies the following compactness criterion for solution sets of equation (1.1). This result will be needed in the proof of Theorem 1.9 below.
Corollary 1.7 Suppose that
there exist a subsequence {u j ′ } j ′ and a finite a.e. function u with the property that
e., and
One can also combine Theorem 1.4 (or Theorem 1.6) with a classical result of Muckenhoupt and Wheeden [46, Theorem 3 ] to obtain the following gradient regularity result. This result was shown to be sharp for fractional integrals (Riesz's potentials) of order 1 (see [46, Theorem 4] ).
, we denote by u(f ) the (unique) renormalized solution of (1.1) with datum µ = f in Ω. Assume that 1 < s < n, q = ns n−s , and V (x) is a nonnegative function in R n such that
where the constant C depends only on n, p, s, Λ, K and diam(Ω)/R 0 .
We next describe our results in regard to equation (1.2) . For this, we shall need the notion of capacity associated to the Sobolev space W 1,s (R n ), 1 < s < +∞. For a compact set K ⊂ R n , we define
Note that Cap 1,s can be extended to all sets E ⊂ R n by letting
Moreover, by the capacitability of Borel sets (see, e.g., [1, Theorem 2.3.11]) we have
for all compact sets K ⊂ Ω, then there exists a renormalized solution u ∈ W 1,q
for all compact sets K ⊂ Ω. Here the constant C depends only on n, p, Λ, q, diam(Ω), and R 0 .
It is worth mentioning that the capacitary condition (1.7) is sharp. Namely, if (1.2) has a solution with ω being nonnegative and compactly supported in Ω then (1.7) holds with a different constant c 0 (see [33, 50] ). Moreover, it is also practically useful. In particular, it implies that the Marcinkiewicz space condition
n−1 , (with a small norm) is sufficient for the solvability of (1.2). Other sufficient conditions of Fefferman-Phong type involving Morrey spaces can also be deduced from (1.7) (see Corollaries 3.5 and 3.6 in [50] ). See also Theorem 1.10 below in which (1.7) is used in the study of removable singularities for the homogeneous Riccati type equation −div(A(x, ∇u)) = |∇u| q . Theorem 1.9 extends similar existence results obtained earlier for 2 − 1 n < p ≤ n in [53, 54] . See also [50, 51] or [2, 3] where the case q > p or q = p is studied, respectively. In particular, Theorem 1.9 solves an open problem in [11, page 13] at least for compactly supported measures and for
It is natural to expect that Theorem 1.9 should also hold for p − 1 < q < 1 but we are not able to prove it here due to the lack of convexity. It is also worth mentioning that the 'linear' case p = 2 was first considered in the pioneering work [33] . There is a vast literature on equations of the form (1.2) (but mostly for 0 < q ≤ p). We refer to [4, 6, 9, 10, 11, 15, 17, 21, 24, 28, 29, 42, 47] and to [7, 22, 23, 34, 35, 25, 30, 31, 55] for various contributions.
Finally, as mentioned above Theorem 1.9 can be used to give sharp bound on the size of removable singular sets for homogeneous Riccati type equations. We recall that a Borel set E ⊂ Ω is a said to be a removable singular set for the equation
can be extended to be a solution to 
is also a solution to
The paper is organized as follows. In Section 2 we obtain some important comparison estimates that are needed for the proof of Theorem 1.5. The proof of good-λ type bounds, Theorem 1.5, is given in Section 3. Then in Section 4, we prove Theorem 1.4 and Corollary 1.7. Finally, we obtain existence results for the Riccati type equation (1.2), Theorem 1.9, in Section 5.
Local interior and boundary estimates
In this section, we obtain certain local interior and boundary comparison estimates that are essential to our development later. First let us consider the interior ones. With u ∈ W 1,p loc (Ω) and for each ball B 2R = B 2R (x 0 ) ⊂⊂ Ω, we consider the unique solution w ∈ W 1,p 0 (B 2R ) + u to the equation
We first recall the following version of interior Gehring's lemma that was proved in [20, Theorem 6.7] . Lemma 2.1 Let w be as in (2.1). There exist constants θ 1 > p and C > 0 depending only on n, p, Λ such that the following estimate
The next lemma gives an estimate for the difference ∇u − ∇w. This is one of the key estimates of this paper. We remark that earlier this kind of comparison estimates is known only in the case p > 2 − 1 n (see [44, 19] ). Here we are able to obtain it for
for some
In particular, for any ε > 0 one can find C ε > 0 such that
We now set
for m > 2h > 0. It is easy to see that we can take ϕ = T h,k 1−α (|u − w| −α (u − w)) with α ∈ (−∞, 1) and 0 < h <
as a test function in (2.5). This giveŝ
Thus sending h → 0 we get
We now estimate |u − w| −α g(u, w) in L γ (B 2R ) for some appropriate γ. To do so we employ the method of [5] (see also [52] ). For k, λ ≥ 0, we let Φ(k, λ) = |{x : |u − w| > k, |u − w| −α g(u, w) > λ} ∩ B 2R |.
As λ → Φ(k, λ) is non-increasing, we find
for any β > 0. Then choosing
for all λ > 0. Thus by Holder's inequality, for 0 < γ < β 1−α+β , we get
We next define a quantity
Applying Sobolev's inequality for the function |u − w| p−α p , we havê
|u − w|
Then using Holder's inequality and (2.8), we get
Our next goal is to bound M . To this end, using 1 < p < 2, we have
, and thus
We now assume that
Thus, we can apply (2.7) to γ = 1/p, to get
where we used (2.8) in the last inequality. Assume also that
Then by Holder's inequality with exponents We further restrict that 15) which then by (2.7) giveŝ
.
(2.16) Hence, combining (2.10), (2.12), (2.14), and (2.16) we have
provided that (2.11), (2.13), and (2.15) are satisfied.
Therefore, if
then (2.11), (2.13), and (2.15) hold for any
With this, using Holder's inequality, we get from (2.17) that
Thus it follows from (2.9) and (2.18) that
That is, we obtain (2.3) with 2−p 2 < γ 0 < (p−1)n n−1 ≤ 1 as desired. Finally, using Young's inequality, we get the bound (2.4) which completes the proof of the lemma.
The following proposition provides a useful estimate for the difference ∇u − ∇v for a well-controlled locally Lipschitz function v. 
and
for some C ε = C(n, p, Λ, ε) > 0. Here κ is a constant in (0, 1).
Proof. By [53, Lemma 2.3 and Corollary 2.4], there exists
for some κ ∈ (0, 1). Combining these with (2.2) in Lemma 2.1, (2.4) in Lemma 2.2, we get the desired results.
Next, we focus on the corresponding estimates near the boundary. We recall that Ω is (δ 0 , R 0 )-Reifenberg flat with δ 0 < 1/2. Fix x 0 ∈ Ω and 0 < R < R 0 /10. With u ∈ W 1,p 0 (Ω) being a solution to (1.1), we now consider the unique solution w ∈ W 1,p 0 (Ω 10R (x 0 )) + u to the following equation
Hereafter, the notation Ω r (x) indicates the set Ω ∩ B r (x). By [52, Lemma 2.5], we have the following boundary counterpart of Lemma 2.1.
Lemma 2.4 Let w be as in (2.19).
There exist constants θ 1 > p and C > 0 depending only on n, p, δ 0 , Λ such that the following estimate 
In particular, for any ε > 0,
Using Lemma 2.5 we derive the following boundary version of Proposition 2.3. If Ω is (δ 0 , R 0 )-Reifenberg flat and u ∈ W 1,p 0 (Ω), x 0 ∈ ∂Ω, and 0 < R < R 0 /10, then there exists a function V ∈ W 1,∞ (B R/10 (x 0 )) such that
Proof. By [53, Corollary 2.13], for any ε > 0, there exists δ 0 = δ 0 (n, p, Λ, ε) ∈ (0, 1) such that if Ω is a (δ 0 , R 0 )-Reifenberg flat domain then we can find V ∈ W 1,∞ (B R/10 (x 0 )) satisfying
for some κ ∈ (0, 1). Combining these with (2.20) in Lemma 2.4, (2.21) in Lemma 2.5, we arrive at the conclusion.
Good-λ type bounds on Reifenberg flat domains
The purpose of this section is to prove Theorem 1.5. Our main tools here are Propositions 2.3 and 2.6 and Lemma 3.1 below. This lemma can be viewed as a substitution for the Calderón-Zygmund-Krylov-Safonov decomposition. The weighted version that is used here was obtained in [41] . See also [59, 12, 14] for the case the weight w ≡ 1.
Lemma 3.1
Let Ω be a (δ, R 0 )-Reifenberg flat domain with δ < 1/4 and let w be an A ∞ weight. Suppose that the sequence of balls {B r (y i )} L i=1 with centers y i ∈ Ω and radius r ≤ R 0 /4 covers Ω. Let E ⊂ F ⊂ Ω be measurable sets for which there exists 0 < ε < 1 such that 1. w(E) < εw(B r (y i )) for all i = 1, ..., L, and
Then w(E) ≤ Cεw(F ) for a constant C depending only on n and [w] A∞ .
We are now ready to prove Theorem 1.5. Let γ 0 be as in Lemma 2.2 and let u be a renormalized solution of (1.1). We first recall from [16, Theorem 4 
for any γ ∈ 0,
(Ω) be the unique solution of the equation
where we set µ k = χ {|u|<k} µ 0 + λ
Note that we have u k = T k (u) and µ k → µ in the narrow topology of measures (see [16, Remark 2.32] ). Thus,
Let us set
for δ 2 ∈ (0, 1) and λ > 0. Here Λ 0 is a constant depending only on n, p, γ 0 , Λ and is to be chosen later. Also, let {y i } L i=1 ⊂ Ω and a ball B 0 with radius 2R such that
where r 0 = min{R 0 /1000, R}. We now claim that
Indeed, we may assume that E λ,δ 2 = ∅ and thus
, in view of (3.1) with γ = γ 0 we find
Thus we obtain
Hence using the property of A ∞ weights we have
where (c, ν) is a pair of A ∞ constants of w. It is known that (see, e.g., [27] ) there exist c 1 = c 1 (n, c, ν) and ν 1 = ν 1 (n, c, ν) such that
provided δ 2 is small enough depending on n, p, γ 0 , ǫ, [w] A∞ , R/R 0 . This proves (3.3).
Next we verify that for all x ∈ Ω, r ∈ (0, 2r 0 ], and λ > 0 we have
Indeed, take x ∈ Ω and 0 < r ≤ 2r 0 . By contraposition, assume that
We need to prove that
Clearly,
Therefore, for all λ > 0 and Λ 0 ≥ 3 n ,
To prove (3.5) we separately consider the case B 8r (x) ⊂⊂ Ω and the case B 8r (x)∩ Ω c = ∅.
The case
for some κ ∈ (0, 1).
Here also we used that µ k → µ in the narrow topology of measures and that
we find
In view of (3.6) we see that for Λ 0 ≥ max{3 n , 10C} (C is the constant in (3.6)) and k ≥ k 0 , it holds that
Thus, we deduce from (3.8) and (3.7) that for k ≥ k 0 ,
At this point, letting k → ∞ we get
Thus,
, by (3.9), (3.10), the fact that [A] R 0 ≤ δ 1 , and property (3.2), we get
Thus we can find k 0 > 1 such that for all k ≥ k 0 we have
As in the interior case we also have for k ≥ k 0 ,
for a constant Λ 0 > 1 depending only on n, p, Λ. Therefore, we deduce from (3.11) and (3.12) that, for k ≥ k 0 ,
Then letting k → ∞ we get
Thus we have
< εw(B r (x)).
where η, δ 1 ≤ C(n, p, Λ, γ 0 , ε, [w] A∞ ) and δ 2 ≤ C(n, p, Λ, γ 0 , ε, [w] A∞ , R/R 0 ). With (3.3) and (3.4) in hand, we can now apply Lemma 3.1 with E = E λ,δ 2 and F = F λ to complete the proof of the theorem.
Proofs of Theorem 1.and Corollary 1.7
In this section we prove Theorem 1.4 and Corollary 1.7. We mention here that the proof of the weighted Lorentz space bound, Theorem 1.6, can be done similarly to that of Theorem 1.4 and thus will be skipped. We now begin with the proof of Theorem 1.4 using mainly the good-λ type bound obtained in Theorem 1.5.
Proof of Theorem 1.4.
By Theorem 1.5, for any ε > 0, R 0 > 0 one finds
for all λ > 0. Here the constant γ 0 is as in Lemmas 2.2, and the constant C depends only on n, p, γ 0 , Λ, [w] A∞ , and diam(Ω)/R 0 . Thus, as Φ is invertible with
for all t > 0. This gives, for any T > 0,
As Φ(2t) ≤ c Φ(t) and Φ is increasing, this yieldŝ
where
. Here [[a] ] denotes the smallest integer greater than or equal to a. Thus by simple changes of variables we arrive at
Now using H 1 > 1 and letting ε = 1 2H 1 C we can absorb the first term on the right to the left, which yieldŝ
Then sending T → ∞ in the above bound and recalling that
This yields (1.5) as desired and completes the proof of the theorem.
We next prove Corollary 1.7 which provides a compactness criterion for solution sets of equation ( Moreover, we may assume that G satisfies a moderate growth condition (see [43] ): there exists c 1 > 1 such that
Then applying Theorem 1.4 with Φ(t) := G(t q ), which is also of moderate growth, we getˆΩ
Thus by de la Vallée-Poussin Lemma the set {|∇u j | q } j is also bounded and equi-integrable in L 1 w (Ω). On the other hand, from the assumption we have
By (4.1), it follows from the proof of Theorem 3.4 in [16] that there exists a subsequence {u j ′ } j ′ converging a.e. to a function u such that |u| < ∞ a.e., T k (u) ∈ W 1,p 0 (Ω) for all k > 0, and moreover ∇u j ′ → ∇u a.e. in Ω.
We can now apply Vitali Convergence Theorem to obtain the strong convergence (1.6). This completes the proof of the corollary.
Existence of solutions to Riccati type equations
We shall prove Theorem 1.9 in this section. To that end, we need some preliminaries. Given a nonnegative locally finite measure ν in R n , we define its first order Riesz's potentials by
where ρ ∈ (0, ∞]. When ρ = ∞, we write I 1 ν instead of I ∞ 1 ν and note that in this case we have
Let M = M (n) ≥ 1 be a constant such that
Recall that M is the Hardy-Littlewood maximal function. Inequality (5.1) follows from an application of Fubini's Theorem and the fact the function x → |x| 1−n is an A 1 weight. By an A 1 weight we mean a nonnegative function w ∈ L 1 loc (R n ), w ≡ 0, such that
for a constant C > 0. The least possible value of C will be denoted by [w] A 1 and is called the A 1 constant of w. It is well-known that A 1 ⊂ A ∞ . With R = diam(Ω) and q > p − 1, for each measure µ ∈ M 1,−p+1 (Ω) we define the set
Here T 1 > 0 is to be determined. Now if q ≥ 1, then under the strong topology of W 
We will need the following lemma.
. Let E 1 (µ) and T 1 > 0 be as above. Then for any v ∈ E 1 (µ) we have
for a.e. x ∈ Ω and R = diam(Ω). Here C 1 depends only on n, p, and q.
Proof. For any v ∈ E 1 (µ), by (5.1) we havê
for any f ∈ L ∞ (R n ), f ≥ 0, with compact support. Hence by Fubini's Theorem,
which yields
On the other hand, by inequality (2.10) of [50] with ν = |µ|, ρ = 4R, α = 1/2, p = 2 and with q replaced by q p−1 > 1 we find
for a.e. x ∈ Ω. Thus for a.e. x ∈ Ω we have (5.3) as desired.
We are now ready to prove Theorem 1.9.
Proof of Theorem 1.9. Since q ≥ 1, we have q > p − 1. First we assume that µ ∈ M 0 (Ω) and let S : E 1 (µ) → W We claim that we can find T 1 > 0 and c 0 > 0 such that if (1.7) holds with c 0 then S : E 1 (µ) → E 1 (µ). Here N > 0 depends only on n, p, q, Λ, and R/R 0 . We used the elementary fact that, for any ν ∈ M b (Ω), We next show the continuity of S on E 1 (µ). Let {v k } be a sequence in E 1 (µ) such that v k converges strongly in W .7) is independent of the subsequence, which implies that the whole sequence u k → u strongly in W 1,q 0 (Ω). This proves the continuity of S. Similarly, using Corollary 1.7 we can show that S(E 1 (µ)) is precompact under the strong topology of W This allows us to apply the above result: for each k > 0 there exists a renormalized solution u k ∈ E 1 (µ k ) to the equation 
