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We analyze superconducting correlations in the one-dimensional Kondo lattice models with Ising anisotropy under
transverse magnetic fields, using the density matrix renormalization group. For the spin-1/2 local spin model, the Ising
anisotropy is introduced by the ferromagnetic Ising interaction between the local spins, while for the spin-1 model, it
is taken by the single-ion anisotropy. The magnetic properties under the transverse fields for the spin-1/2 model are
very similar to those for the spin-1 model [K. Suzuki and K. Hattori, J. Phys. Soc. Jpn. 88, 024707 (2019).]. For the
superconducting correlations, we analyze various Cooper pairs within nearest-neighbor pairs including composite ones
between the local spins and the electrons. We find that, for the spin-1/2 model, the superconducting correlations are
highly enhanced in the Tomonaga-Luttinger liquid state near the Kondo-plateau phase, where the conduction electrons
and the local spins are strongly coupled with a finite spin gap for the Ising axis. This is a clear contrast to the model un-
der the longitudinal magnetic fields, where there are no noticeable superconducting correlations. Competitions between
the transverse magnetic field and the Kondo singlet formation lead to this enhanced superconducting correlations. For
the spin-1 model, the single-ion anisotropy suppresses the superconducting correlation and there is no noticeable en-
hancement. We also examine the large Kondo exchange coupling limit. For the moderate ferromagnetic Ising interaction
between the local spins, we find that another type of superconducting correlation is enhanced inside the ferromagnetic
phase. We discuss a possible relation between our results and reentrant superconductivity in U-based ferromagnetic
superconductors under transverse magnetic fields.
1. Introduction
Ferromagnetic (FM) superconductivity has attracted great
attention after the discovery of the first report in UGe2.1) For
about two decades, both experimental and theoretical stud-
ies have been carried out intensively, and at the present time,
there are several candidate materials for the FM superconduc-
tors such as UGe2,1, 2) URhGe,3) UCoGe,4) UIr,5) and so on.
UTe2,6, 7) recently discovered to be a superconductor, is also
considered to possess similar physics to these lines of materi-
als.8)
An important aspect in these compounds is that they all
show the Ising anisotropy in their magnetic responses.9–11)
Owing to this, the effects of the longitudinal and transverse
magnetic fields are distinct on their superconducting (SC)
properties. For URhGe and UCoGe, these aspects have been
extensively studied in the early stage of the experiments. For
example, URhGe shows a FM transition at Tc ∼ 10 K at
zero magnetic field H = 0 with the magnetic moment par-
allel to the c-axis, and a SC transition occurs at Tsc ∼ 1 K.3)
Upon applying the transverse magnetic field along the b-axis,
the superconductivity disappears at Hb ∼ 2 T, while it reap-
pears at around Hb ∼ 8 T.12) The high-field superconductiv-
ity is related to the FM transition under the transverse fields.
This is called reentrant superconductivity and is the main sub-
ject of this paper. Detailed NMR experiments clarify the pro-
file of the spin fluctuation around the tricritical point of the
ferromagnetism.13, 14) Similar tendencies are also reported in
UCoGe,15–17) where the superconductivity continues to exist
with a huge increase in the transition temperature.18)
For theoretical sides, FM superconductivity has been in-
tensively studied,19–23) starting from the analysis of the super-
conductivity in UGe2.24–27) For the reentrant superconductiv-
ity, there are several theoretical analyses, such as the Ising-
magnon mechanism,28) superconductivity mediated by phe-
nomenological spin fluctuations,29, 30) and the effect of a Lif-
shitz transition31) in recent years. However, the lack of mi-
croscopic analyses prevents us from deep understanding of
the reentrant superconductivity. It is highly desired to clarify
whether SC correlations are developed or not in a standard
model describing the Ising ferromagnets.
In our previous study,32) we have clarified the magnetic
phase diagram of the one-dimensional spin-1 Kondo lattice
model (KLM) with the single-ion anisotropy under the trans-
verse magnetic field. In this study, we further extend our anal-
ysis to the SC correlations in the one-dimensional KLMs
by using the density matrix renormalization group (DMRG)
method,33, 34) which is the most reliable numerical method
to analyze one-dimensional correlated systems. The DMRG
method enables us to examine the enhancement of the SC
correlations and to identify the possible mechanism related
to the true ground states of the system. Although the one-
dimensional models are too simplified to represent the real
situations, the tendency of the SC correlations affects the bulk
properties in the higher dimensions. Thus, we believe that
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the asymptotically exact DMRG data in the one-dimensional
models are important as a starting point of the discussions
about the higher-dimensional systems.
From the theoretical point of view, there are several studies
about the KLM with Ising anisotropy35–37) and the Kondo-
Heisenberg model.38–41) However, the superconductivity has
not been well studied in these works. For the conventional
KLMs, i.e., without the exchange interaction between the lo-
cal spins, the superconductivity is analyzed by several au-
thors. For example, the s-wave superconductivity is claimed
in the dynamical mean-field theory (DMFT) study with the
numerical renormalization group as the impurity solver.42, 43)
However, different superconducting states are reported by the
more elaborated dual-fermion approach by Otsuki,44) and he
shows that an odd-frequency superconductivity in addition to
the conventional one is realized near the antiferromagnetic
(AFM) phase. For the two-channel KLM, Hoshino and Ku-
ramoto demonstrate that composite pairs, which corresponds
to the odd-frequency pairs in the conventional Cooper pair
amplitude, indeed, emerge in the infinite dimension.45) As
DMRG studies for the models related to the KLM, the KLM
with an attractive Hubbard interaction is analyzed.46) For the
extended Anderson lattice model in one-dimension, Watan-
abe et al., discuss possible superconductivity near the valence
critical point by using the DMRG.47) Recently, the supercon-
ductivity in the FM phases and its magnetic-field effect in
the orbital degenerate Anderson lattice model are analyzed
for discussing UGe2.48, 49) Compared to the above theoretical
studies, our interest in this paper is about the superconductiv-
ity under transverse magnetic fields in the Ising anisotropic
KLM. This kind of aspect has never been discussed in the nu-
merical studies of the KLM and is worthwhile to be clarified.
This paper is organized as follows. In Sect. 2, we will intro-
duce one-dimensional KLMs with the local spin-1/2 and spin-
1 degrees of freedom; with Ising anisotropy in the exchange
interactions for the former and with the single-ion anisotropy
for the latter. Sect. 3 is devoted to the introduction of the ba-
sic properties of the two models under the transverse mag-
netic fields, where the magnetic phase diagrams are discussed.
In Sect. 4, first, we will show the formulation of composite
Cooper pairs in our DMRG study, and then we will discuss
the numerical results of the SC correlations. In Sect. 5, the
effects of the longitudinal magnetic field and the large Kondo
coupling limit are examined.We will also compare our results
with the experimental data for U-based FM superconductors.
We will finally give concluding remarks in Sect. 6.
2. Model
In this section, we introduce two types of one-dimensional
KLMs.50) The one is the spin-1/2 KLM with the Ising-type
interaction under transverse fields. The Hamiltonian reads
Hˆ
S=1/2
KLM = −t
N−1∑
j=1
∑
σ=↑,↓
(
cˆ
†
j,σ
cˆ j+1,σ + h.c.
)
+ J
N∑
j=1
sˆ j · Sˆ j
− h
N∑
j=1
(
sˆxj + Sˆ
x
j
)
− I
N−1∑
j=1
Sˆ z
j
Sˆ z
j+1. (1)
The other is the spin-1 KLM with the uniaxial anisotropy un-
der transverse fields.32) The Hamiltonian is
HˆS=1KLM = −t
N−1∑
j=1
∑
σ=↑,↓
(
cˆ
†
j,σ
cˆ j+1,σ + h.c.
)
+ J
N∑
j=1
sˆ j · Sˆ j
− h
N∑
j=1
(
sˆxj + Sˆ
x
j
)
− D
N∑
j=1
(
Sˆ z
j
)2
. (2)
Here, N is the system size and cˆ j,σ is the annihilation op-
erator of the conduction electron at the j site with the spin
σ =↑, ↓. sˆ j = (sˆxj , sˆyj, sˆzj) represents the S = 1/2 spin op-
erator of the conduction electron, and Sˆ j = (Sˆ xj , Sˆ
y
j
, Sˆ z
j
) is
the local spin operator. The magnitudes of the local spins are
S = 1/2 for Eq. (1) and S = 1 for Eq. (2). The local spin states
at the site j are denoted as (|↑〉 j , |↓〉 j) for the spin-1/2 KLM
and (|⇑〉 j , |O〉 j , |⇓〉 j) for the spin-1 KLM. I > 0 and D > 0
represent the Ising interaction and the uniaxial anisotropy, re-
spectively. h > 0 is the transverse magnetic field and J > 0
is the antiferromagnetic Kondo exchange coupling. t is the
nearest-neighbor hopping and we set t = 1 as a unit of en-
ergy. Since the Hamiltonians Eq. (1) and Eq. (2) have a spin-
inversion symmetry,32) every state is labeled by the eigenval-
ues of the total electron number Nc and the spin-inversion par-
ity P = ±1. See Appendix A for the detail.
We note the following two differences between the spin-
1/2 KLM [Eq. (1)] and the spin-1 KLM [Eq. (2)]. The one
is the magnitude of the local spins and the other is the type
of Ising interactions. The spin-1/2 KLM has the interaction
between the local spins, while the spin-1 KLM has the single-
ion anisotropy.
We analyze the ground-state properties of both the KLMs
with the open boundary condition, using the DMRG method.
We use the initial guess for the ground-state eigenvector in
the finite DMRG algorithm51) to reduce the computation time.
The local electron density, spin–spin correlation functions,
and SC correlations are calculated for the system size up to
N = 120. We keep the cutoff from m = 300 to 700 in the
truncations and the maximum truncation error is ∼ 10−5.
3. Magnetic Properties
In this section, we will show the ground-state phase dia-
grams and magnetic properties of both the KLMs. First, we
will show the h–J ground-state phase diagrams in Sect. 3.1.
The spin–spin correlation functions are also presented and
they can characterize each of the ground state. Then, we will
show magnetization curves and explain “Kondo plateau” in
Sect. 3.2. We will mainly discuss the results for the spin-1/2
KLM for nc = Nc/N = 1/2. For other fillings, the results
combined with the SC correlations are summarized in Sect.
4.2. Thus, we will omit to show them in this section. Since
the phase diagrams and various correlation functions for the
2
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Fig. 1. (Color online) Ground-state h–J phase diagram of the spin-1/2
KLM for I = 1.0 and nc = 1/2. The calculations have been carried out
for N = 80 and N = 120 with the cutoff m = 500. Each phase is identified by
the spin–spin correlation functions χcz(r) and χ
ℓ
z(r) in Eq. (3). In the shaded
area, χc,ℓz (r) decays exponentially in short range, while it shows a power-law
decay in long range. The ground state in this area cannot be identified within
N ≤ 120 and m ≤ 500.
spin-1 KLM have been analyzed in our previous study,32) we
will use them for comparing with the results for the spin-1/2
KLM.
3.1 Ground-state phase diagrams
In this subsection, we briefly explain the overall features of
ground-state phase diagrams for the two KLMs.
Figure 1 shows the ground-state phase diagram of the spin-
1/2 KLM for I = 1.0 and the electron filling nc = 1/2. The
overall features are similar to those of the spin-1 KLM for
D = 1.0 and nc = 1/2 as shown in Fig. 2. Each phase is
identified by the long-distance behavior of the spin–spin cor-
relation functions:
χcz(r) ≔
〈
sˆzo sˆ
z
o+r
〉
, χℓz(r) ≔
〈
Sˆ zoSˆ
z
o+r
〉
. (3)
Here, the bracket represents the ground-state expectation
value. The calculations have been carried out for (N, o) =
(80, 20) and (120, 30). The basic properties of each phase
are as follows. χc,ℓz (r) remains finite as r → ∞ in the fer-
romagnetic (FM) phase, decays exponentially in the Kondo
plateau (KP) phase, and exhibits a power-law decay in the
Tomonaga–Luttinger liquid (TLL) phase. In the fully polar-
ized (FP) phase, the local and electron spins are fully polar-
ized by the strong magnetic fields, where χc,ℓz (r) shows an
exponential decay. There is uncertainty in determining the
ground state near some phase boundaries. In the shaded area
in Fig. 1, χc,ℓz (r) decays exponentially in short distance, while
it shows a power-law decay in long distance. We cannot pre-
cisely determine the ground state there within our calculations
for N ≤ 120.
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Fig. 2. (Color online) Ground-state h–J phase diagram of the spin-1 KLM
for D = 1.0 and nc = 1/2. The calculations have been carried out for N = 80
and N = 120 with the cutoff m = 300. Each phase is identified by the spin–
spin correlation functions in Eq. (3). Other phases diagrams for nc , 1/2 are
presented in Ref. 32
When the Kondo coupling J = 0, the conduction electrons
are decoupled from the local spins, and the FP phase appears
at hFP = 2(1 − cos πnc) for the two KLMs. In addition, for
the spin-1/2 KLM, the FM phase appears for 0 ≤ h < I/2,
since the local spin part of the Hamiltonian [Eq. (1)] is the
transverse Ising model for J = 0.
The main difference between the two models is the appear-
ance of AFM phases. For the spin-1/2 KLM, the FM inter-
action I between the local spins does not favor AFM corre-
lations and no AFM phases appear. In contrast, for the spin-1
KLM, the effective interactions for small J are the Ruderman–
Kittel–Kasuya–Yosida (RKKY) interactions,52–54) which lead
to the AFM phase with 2k0F = πnc oscillations.
32)
3.2 Magnetic properties of the spin-1/2 KLM
In this subsection, we show numerical results mainly for
the spin-1/2 KLM, focusing on the magnetizations and the
spin–spin correlation functions [Eq. (3)].
Figure 3 shows the h dependence of mx + Mx for the two
KLMs for N = 80 and nc = 1/2. Here, the magnetizations
along the x-direction are defined by
mx ≔
1
N
N∑
j=1
〈
sˆxj
〉
, Mx ≔
1
N
N∑
j=1
〈
Sˆ xj
〉
. (4)
One can see the magnetization plateau (Kondo plateau) at
mtotx = mx + Mx = 0.25 for the spin-1/2 KLM [Fig. 3(a)].
Similar plateau appears at mtotx = 0.75 for the spin 1-KLM as
shown in Fig. 3(b).
This can be understood as follows. When J is larger than
the other parameters, all the conduction electrons are tightly
coupled to the S = 1/2 local spins and form the spin sin-
3
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Fig. 3. (Color online) Magnetization curves along the x-direction for J =
2.0, nc = 1/2 and N = 80 with the cutoff m = 300. (a) For the spin-1/2
KLM, the “Kondo plateau” appears at (1 − nc)/2 = 0.25. (b) For the spin-1
KLM, the “Kondo plateau” appears at 1 − nc/2 = 0.75. The Ising interaction
and single-ion anisotropy destroy these plateaus and cause the metamagnetic
behavior between the FM and KP phases.
glet states. The number of remaining local spins is N(1 − nc)
and they are polarized along the x-direction owing to the
magnetic field h, which leads to the magnetization plateau at
mtotx = (1−nc)/2. This is also valid even for the weak-coupling
regime as discussed in Refs. 55 and 56, and is related to the
notion called spin-selective Kondo insulator. For the conven-
tional spin-1/2 KLM in the paramagnetic state, a similar mag-
netization plateau induced by the longitudinal magnetic fields
is reported.57, 58) Note that the ground state is FM for h = 0 in
our spin-1/2KLM. The samemechanism of the magnetization
plateau also works for the spin-1 KLM. All the conduction
electrons form the spin-1/2 composites with the S = 1 local
spins, leading to the magnetization nc/2, and the remaining
local spins, N(1 − nc), are polarized. In total, the magnetiza-
tion plateau appears at mtotx = (1 − nc) + nc/2 = 1 − nc/2 for
large J. Actually, the magnetization plateau at m = 0.75 can
be clearly seen for the spin-1 KLM [Fig. 3(b)].
When h = I = D = 0, the Hamiltonians in Eqs. (1) and (2)
have the spin SU(2) symmetries, and the ground states for the
both models are FM for large J.32, 59–63) Thus, the magnetiza-
tion plateaus remain in the zero magnetic field for I = D = 0.
For finite I or D, the Ising anisotropy forces the local and
electron spins ordered along the z-direction, and the magneti-
zation mtotx changes continuously from zero with increasing h
as seen in Fig. 3. The reason why mtotx is larger for smaller I
andD in Fig. 3 is due to the fact that the magnetic moment can
 0
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Fig. 4. (Color online) Distance r dependences of the spin–spin correlation
functions χcz(r) and χ
ℓ
z(r) for (a) h = 0.1 in the FM phase. (b) The system
size dependences of magnetizations mz and Mz for h = 0.1. The lines in (b)
represent the linear fits for N = 60, 80, 100, and 120. χcz(r) and χ
ℓ
z(r) for (c)
h = 0.6 in the KP phase and (d) h = 1.4 in the TLL phase. The lines in (c)
and (d) represent the linear fits for (c) 11 ≤ r ≤ 20 and (d) 11 ≤ r ≤ 40. The
calculations have been carried out for J = 2.0, I = 1.0, nc = 1/2 and N = 120
with the cutoff m = 500.
rotate and is along the ∼x-direction for smaller I and D, while
it is along the z-direction for large Ising anisotropy. As I and
D increase, the magnetization plateaus are gradually smeared
out, and the metamagnetic behavior appears for the small h re-
gion as shown in Fig. 3. The phase transition between the FM
and KP phases occurs in this region. For the spin-1 KLM, we
have demonstrated in our previous study32) that this transition
belongs to the two-dimensional Ising universality class, since
the interaction between the local spins is Ising-like. We have
confirmed that the same is also true for the spin-1/2 KLM by
analyzing critical exponents as expected from the symmetry
argument.
Next, we discuss the distance r dependences of the spin–
spin correlation functions in Eq. (3) for nc = 1/2, J = 2.0, I =
1.0, and various h for the spin-1/2 KLM. Figure 4(a) shows
χc,ℓz (r) as a function of r for N = 120 and h = 0.1 with the
cutoff m = 500 in the FM phase. One can see χc,ℓz (r) > 0 for
r → ∞ and this is the signature of the FM state. We have
checked the system size dependences of the magnetizations
along the z-direction,mz andMz, for N = 60, 80, 100, and 120
as shown in Fig. 4(b). Here, we define the order parametersmz
and Mz in the conventional way:
mz ≔
√
χcz(N/2), Mz ≔
√
χℓz(N/2). (5)
The data in Fig. 4(b) are obtained by extrapolatingmz and Mz
form = 400, 500, 600, and 700 to those form = ∞ for each N.
The system size and cutoffm dependences are very small, and
thus, not shown here. From this analysis, the magnetizations
for h = 0.1 are estimated to be mz ≃ 0.134 and Mz ≃ 0.377.
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In the KP phase, the spin–spin correlation functions decay
exponentially, and the correlation lengths, ξcz and ξ
ℓ
z , can be
defined by χc,ℓz (r) ∼ exp(−r/ξc,ℓz ). This means that there is a
finite spin gap corresponding to the finite ξc,ℓz in the spin sec-
tor. Figure 4(c) shows the r dependence of χc,ℓz (r) for N = 120,
h = 0.6 and m = 500 in the KP phase. The correlation length
of the local spin is almost the same as that of the electron spin
(ξℓz ≃ ξcz ). This is similar to the results for the spin-1 KLM.32)
We have checked the system size dependence up to N = 120
and the cutoff m dependence up to m = 700, and they turn out
to be sufficiently small.
For the TLL phase, the spin–spin correlation functions
show a power-law decay χc,ℓz (r) ∼ r−θ
c,ℓ
z , which means that
the system is critical. Figure 4(d) represents that r depen-
dence of χc,ℓz (r) in the TLL phase shows a power-law decay
χc,ℓz (r) ∼ r−θ
c,ℓ
z . Unfortunately, χc,ℓz (r) seems to show oscilla-
tions. Owing to this, the precise estimation of the critical ex-
ponents, θcz and θ
ℓ
z , is difficult within our calculations for the
system size up to N = 120 and the cutoff m = 700.
4. Superconducting Correlations
In this section, we will discuss the SC correlations in detail.
The conventional SC order parameter is defined by the Cooper
pair amplitude:
Φσσ′ (i, j) =
〈
cˆi,σcˆ j,σ′
〉
. (6)
This is the order parameter breaking the charge U(1) symme-
try, andΦσσ′ (i, j) is classified into the spin-singlet or the spin-
triplet in spin-SU(2) symmetric systems. The fermion anti-
symmetry requires that the spin-singlet (spin-triplet) Cooper
pairs be even-parity (odd-parity) when the two spatial coordi-
nates are interchanged i ↔ j. The more sophisticate anal-
yses taking into account the symmetry of the lattice,64, 65)
orbitals,66) and topological aspects,65, 67, 68) have been devel-
oped. There is another way to extend such classification and
it was studied by Berezinskii,69) where the properties under
the time (or frequency) domain are taken into account. There,
odd-frequency superconductivity70) was proposed. One way
to generate the odd-frequency superconductivity is known to
construct a “composite pair” consisting of electrons and some
bosons as71–73)
Φ
Ok
σσ′ (i, j) =
〈
cˆi,σcˆ j,σ′Ok
〉
. (7)
In the one-dimensional KLM with anisotropy in the Kondo
couplings, the bosonization analysis demonstrated that such
composite pair correlations become critical under the spin
gapped phase.74) Hoshino and Kuramoto in their DMFT
study45) have demonstrated that the two-channel KLM in-
deed shows the odd-frequency superconductivity of this type
with O ∼ Sˆ. Recently, similar composite superconductivity
has been discussed for the case of semimetallic conduction
bands.75) In this respect, for the KLMs, it is important to take
into account such composite Cooper pairs for discussing the
superconductivity, since there are finite couplings between the
conventional Cooper pair [Eq. (6)] and the composite one
[Eq. (7)] if Ok is appropriately chosen. In one-dimensional
systems, the correlation function corresponding to the con-
ventional Cooper pair [Eq. (6)] has been examined to clarify
the SC correlations by using the DMRG method in various
systems.46, 47, 76–78) In this study, we will analyze generalized
Cooper pairs including both the conventional and the com-
posite ones by the DMRG. It should be noted that our target
is not the odd-frequency superconductivity but the compos-
ite SC order parameters. Since the data in the (static) DMRG
are those for the equal-time quantity, if the odd-frequency su-
perconductivity is realized, it is reflected in the corresponding
equal-time composite order parameters.
In the following, we will discuss the SC correlations in-
cluding such composite pairs mainly for the spin-1/2 KLM.
We will first show the formulation of the generalized Cooper
pairs for our models in Sect. 4.1. Then, we will show the nu-
merical results of the SC correlations in Sect. 4.2. The detailed
profile of the composite Cooper pairs is discussed in Sect. 4.3.
We will briefly discuss the results for the spin-1 KLM in Sect.
4.4.
4.1 Composite Cooper pairs
In the KLMs, the local spins and electrons strongly inter-
act with each other, and thus, there is no reason to ignore
the composite Cooper pairs when one discusses the supercon-
ductivity. We consider the composite Cooper pairs between
the local spins and the electrons in addition to the conven-
tional pairs within the nearest neighbors. Although the re-
striction of the size of the pairs is simply due to the com-
putational costs, we believe that it is sufficient when we dis-
cuss the relative amplitude between the composite and non-
composite pairs. Within this restriction, we take into account
the complete operator bases including the first-order com-
posite ΦO jσσ′ ( j, j) = 〈cˆ j,σcˆ j,σ′O j〉 and the second-order one
Φ
OiO j
σσ′ (i, j) = 〈cˆi,σOicˆ j,σ′O j〉 for i , j, with
O j = |α〉 j 〈β| j . (8)
Since there is a linear combination of O j’s that is equal to the
identity operator
∑
α |α〉 j〈α| j, these composite pair amplitudes
include the conventional Cooper pair amplitude. Note that we
retain only operators that the electron and local spin couple
locally, i.e., we have ignored ones such as
〈
cˆi,σcˆi,σ′Oi+1
〉
.
In actual calculations, we use the spin-inversion parity ba-
sis as summarized in Appendix A. We represent the general-
ized Cooper-pair operators in the spin-inversion parity basis
as (rewrite Φ as ∆)
∆ˆ
αβ
pq( j, k) ≔ cˆ j,pOαj cˆk,qOβk , ( j , k), (9)
∆ˆα−+( j, j) ≔ cˆ j,−cˆ j,+Oαj , (10)
where, α and β run from 1 to 4 (9) for the spin-1/2 (spin-1)
KLM and Oα
j
’s are listed in Table I. p, q = ± represent the
spin-inversion parity. For the spin-1/2 KLM, the local spin
5
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Table I. Definitions of the local operators Oα
j
for the spin-1/2 KLM and
spin-1 KLM. p represents the eigenvalue of the spin-inversion parity. The
site index j is suppressed for simplicity in the list. For the definition of the
local spin states for the spin-1/2 KLM, see Eq. (11). The local spin states for
the spin-1 KLM are defined in Appendix A.
spin-1/2 KLM spin-1 KLM
α Oα
j
p α Oα
j
p α Oα
j
p
1 |+〉 〈+| + 1 |+〉 〈+| + 5 |0〉 〈0| +
2 |+〉 〈−| − 2 |+〉 〈0| + 6 |0〉 〈−| −
3 |−〉 〈+| + 3 |+〉 〈−| − 7 |−〉 〈+| −
4 |+〉 〈+| − 4 |0〉 〈+| + 8 |−〉 〈0| −
9 |−〉 〈−| +
bases with the eigenvalue of the spin-inversion parity p = ±
are defined as
|±〉 j ≔
1√
2
(
|↑〉 j ± |↓〉 j
)
. (11)
For the spin-1 KLM, see Appendix A. Similarly, the elec-
tron annihilation operator in the spin-inversion parity bases
are also defined as
cˆ j,± ≔
1√
2
(cˆ j,↑ ± cˆ j,↓). (12)
Since one can take Oα
j
as an operator with a definite spin-
inversion parity similarly to cˆ j,p as shown in Table I, ∆ˆ
αβ
p,q( j, k)
and ∆ˆα−,+( j, j) also have definite parity eigenvalues. The lack
of the SU(2) spin symmetry in our models inevitably leads to
the classification based on the spin-inversion parity. Note also
that ∆ˆα−,+( j, j) = −∆ˆα+,−( j, j) and ∆ˆα+,+( j, j) = ∆ˆα−,−( j, j) = 0.
Thus, it is sufficient to consider only ∆ˆα−,+( j, j) for the on-site
pairs.
In terms of the generalized Cooper pairs in Eqs. (9) and
(10), we define the SC correlation functions as
χα;β(i, i; j, j) ≔
〈[
∆ˆα−+(i, i)
]†
∆ˆ
β
−+( j, j)
〉
, (13)
χ
α;βγ
−+;pp′ (i, i; j, k) ≔
〈[
∆ˆα−+(i, i)
]†
∆ˆ
βγ
pp′ ( j, k)
〉
, (14)
χ
αβ;γ
pp′;−+(i, j; k, k) ≔
〈[
∆ˆ
αβ
pp′ (i, j)
]†
∆ˆ
γ
−+(k, k)
〉
, (15)
χ
αβ;γδ
pp′ ;qq′(i, j; k, l) ≔
〈[
∆ˆ
αβ
pp′ (i, j)
]†
∆ˆ
γδ
qq′ (k, l)
〉
. (16)
For some Cooper pairs, these SC correlation functions are
equal to zero. This is due to the conservation of the spin-
inversion parity eigenvalue. Thus, there are two decoupled
(block-diagonalized) sectors. One is the even parity ∆ˆ and
the other is the odd parity ∆ˆ. Any correlation functions which
consist of odd numbers of the parity-odd operators vanish.
Thus, we just need to calculate the correlation functions in
the two sectors separately.
To study the composite-pairing superconductivity within
nearest neighbors, we introduce the two SC correlation ma-
trices for the even (p = +) and odd (p = −) sectors as
χˆ
p
sc(k, l) ≔

χˆ
p
k,k;l,l χˆ
p
k,k;l,l+1 χˆ
p
k,k;l+1,l+1
χˆ
p
k,k−1;l,l χˆ
p
k,k−1;l,l+1 χˆ
p
k,k−1;l+1,l+1
χˆ
p
k−1,k−1;l,l χˆ
p
k−1,k−1;l,l+1 χˆ
p
k−1,k−1;l+1,l+1
 . (17)
Here, for example, the matrix elements of χˆp
k,k;l,l, χˆ
p
k,k;l,l+1,
and χˆp
k,k−1;l,l+1 can be read from χ
α;β(k, k; l, l) in Eq. (13),
χ
α;βγ
−+;pp′ (k, k; l, l+ 1) in Eq. (14), and χ
αβ;γδ
pp′ ;qq′ (k, k− 1; l, l+ 1) in
Eq. (16) with the spin-inversion parity p, respectively.
We diagonalize the SC correlation matrices χˆpsc(k, k + r) in
Eq. (17), and obtain the eigenvalues λpsc(r) and the correspond-
ing eigenvectors vpsc(r). Here, we set k = N/2 + 1 (the middle
of the system) to reduce the boundary effects. The strongest
SC correlation corresponds to the maximum eigenvalue of
|λ±sc(r)| and the corresponding eigenvector. We denote them
as λpmax(r) and v
p
max(r). The SC correlations are characterized
by a power-law decay:
|λpmax(r)| ∼ r−θ
p
sc , (p = ±), (18)
or by an exponential decay:
|λpmax(r)| ∼ exp(−r/ξpsc), (p = ±). (19)
By analyzing the exponents θ±sc or the correlation length ξ
±
sc,
we can discuss the strength of the SC correlations. Note that
since θfreesc = 2 for the one-dimensional free electrons, θ
p
sc < 2
is the signature of the enhanced SC correlations, and the cor-
responding eigenvectors characterize the nature of the Cooper
pairs.
We emphasize again that the eigenvectors do not necessar-
ily consist of purely conventional Cooper pairs or “genuine”
composite pairs (i.e. the linear combination of O’s does not
include the identity), but the mixture of them allowed by the
symmetry of the system. This is simply because there are fi-
nite matrix elements in Eq. (17) among them. Clarifying such
profile of the Cooper pairs is one of our main interests in this
paper. For local Cooper pairs as in the DMFT, the conven-
tional one is a spin-SU(2) singlet 〈cˆ j↑cˆ j↓〉, while the compos-
ite one is a spin-SU(2) triplet 〈cˆ j↑cˆ j↓Sˆ x,y,zj 〉. Thus, they never
hybridize. If Sˆ j is replaced by some spin-SU(2) singlet oper-
ators, then the two can hybridize. Note that the situation for
our models is similar to the latter case.
Before discussing the numerical results, let us comment on
a subtle issue about the SC correlation matrices in Eq. (17). In
the open boundary condition (OBC), the SC correlation ma-
trices are not symmetric, which means that the eigenvalues
can be complex values and the right eigenvectors vR(r) are
not equal to the left eigenvectors vL(r). Considering the fact
that the SC correlation matrices are symmetric, if the transla-
tional symmetry is present, the antisymmetric parts of the SC
correlation matrices are expected to be negligibly small even
in the OBC, as long as the system size is sufficiently large.
In our calculations, we take the system size up to N = 120,
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Fig. 5. (Color online) Magnetic field h dependences of the exponent θ±sc and the magnetizations mx and Mx along the x-direction for the spin-1/2 KLM. The
calculations have been carried out for I = 1.0, nc = 1/2, and N = 120 with the cutoff m = 500. (a) θ±sc for J = 0.5, (b) θ±sc for J = 1.0, and (c) θ±sc for J = 2.0.
Note that θ−sc ≃ 1.2 in the TLL phase close to the FP phase does not mean the enhancement of the SC correlations. See the main text. The magnetizations mx
and Mx are shown for (d) J = 0.5, (e) J = 1.0, and (f) J = 2.0, with msat = 0.25 and Msat = 0.5. The enhancement of the SC correlations characterized by
θ+sc < 2 occurs when mx ≃ 0.
and we find that λpmax(r) takes a real value for any r. For
the eigenvectors, the elements can always be taken real, and
v
+
R,max(r) ≃ [v+L,max(r)]T for all the phases. There are some
cases where v−R,max(r) deviates from [v
−
L,max(r)]
T. However, in
these cases, |λ+max(r)| is larger than |λ−max(r)| and the Cooper
pairs corresponding to v−R,max(r) is not the leading eigenmode.
Thus, this does not affect our main conclusions.
4.2 Numerical results: superconducting correlations
In this subsection, we show the numerical results of the
SC correlations, focusing on θ±sc. Figure 5 shows the h de-
pendences of the SC exponents θ±sc [Eq. (18)], and the mag-
netizations along the x-direction mx/msat and Mx/Msat [Eq.
(4)]. Here, the saturation moments are msat = nc/2 = 0.25 and
Msat = 0.5. The calculations have been carried out for the sys-
tem size N = 120, the electron filling nc = 1/2, the Ising inter-
action I = 1.0, and the Kondo coupling J = 0.5, 1.0, 2.0 with
the cutoff m = 500. It is noted that the SC correlations corre-
sponding to λ+max(r) are strongly enhanced, i.e., θ
+
sc < 2 in the
TLL phase close to the KP phase, while the SC correlations
corresponding to λ−max(r) are not enhanced in all the phases
with relatively larger errors as shown in Figs. 5(a)-5(c).
Let us start by discussing θ±sc in the FM phase. One can
see θ+sc ≃ θ−sc ∼ 2 within the error bars [Figs. 5(a)-5(c)]. The
fitting errors are slightly larger for J = 0.5 and J = 1.0 [Figs.
5(a) and 5(b)] than those for J = 2.0. Comparing the data
with the free-electron case: θfreesc = 2, one can say that the SC
correlations are not so enhanced in the FM phase. For much
larger J limit, the SC correlations become enhanced. This will
be discussed in Sect. 5.3.
For the KP phase, there is the energy gap between the
ground state with the total spin-inversion parity P = 1 and
the excited states with P = −1. This leads to the exponential
decay of λ−sc(r) ∼ exp(−r/ξ−sc), since χˆ−sc(k, k + r) consists of
the odd spin-inversion parity Cooper pairs. Thus, θ−sc cannot
be defined, and the corresponding data for θ−sc in Fig. 5(c) are
absent. λ+sc(r) shows a power-law decay and θ
+
sc > 2. These
observations indicate that the SC correlations are suppressed
in the KP phase. This is consistent with the physical picture
of the KP phase, where the electrons and the local spins are
strongly bound with a finite excitation gap.
In clear contrast to the above, the SC correlations corre-
sponding to λ+sc(r) are strongly enhanced in the TLL phase
close to the KP phase as shown in Fig. 5. In particular,
θ+sc ∼ 1.2 for J = 1.0 and h = 0.65 [Fig. 5(b)], where the
KP phase fades out and the FM phase is also suppressed by
h. θ+sc ∼ 1.2 is the minimum value throughout our calcula-
tions for I = 1.0 and 0 ≤ J ≤ 2.0. Away from the KP phase
with increasing h, θ+sc returns to the larger value & 2. This
tendency is also seen for J = 2 as shown in Fig. 5(c), and
θ+sc ∼ 1.4 for h ≃ 1.4 close to the KP phase. For smaller
J = 0.5, such enhanced SC correlations are absent as shown
in Fig. 5(a), where there is no KP phase. The relation between
the enhanced SC and the KP phase will be discussed later in
this subsection.
For the SC correlations corresponding to λ−sc(r), owing to
the large errors in λ−sc(r), we cannot estimate θ
−
sc for the TLL
phase in the high-field region, since the power-law fitting does
not work. The difficulty in the fitting can be understood as
follows. Let us consider a simple case: one-dimensional free
fermions with the transverse magnetic field h. In this case,
the SC correlation function for the odd parity sector with the
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Fig. 6. (Color online) θ+sc as functions of h and J for the spin-1/2 KLM. The calculations have been carried out for N = 120 and I = 1.0 with the cutoff
m = 500. (a) nc = 4/5, (b) nc = 1/2, and (c) nc = 3/10. θ+sc is obtained by the power-law fitting of λ
+
max(r) from r = 11 to 30. The dashed lines with filled
circles represent the curves along which mx ≃ 0. It is difficult to determine the ground state in the areas surrounded by the dashed line. See Fig. 1.
periodic boundary condition is given by
〈
cˆ
†
j,+
cˆ
†
j,−cˆk,−cˆk,+
〉
=
sin[kupF (k − j)] sin[klowF (k − j)]
π2(k − j)2 . (20)
Here, kupF and k
low
F are the Fermi wavenumbers of the upper
and lower conduction bands, respectively, which are split by
h. As h approaches hFP = 2(1−cosπnc), kupF and klowF approach
to 0 and πnc, respectively with the condition k
up
F + k
low
F = πnc
kept. The presence of the long range oscillation λupF = 2π/k
up
F
appearing in the high field-region is the reason why the power-
law fitting does not work for our finite size calculations. In
addition to this, the situation in actual calculations is more
complicated, since there exist the boundary effects from the
open edges.
Let us return to the data θ−sc. One can notice θ
−
sc ∼ 1.2 in
the TLL phase close to the FP phase. However, this does not
mean the enhancement of the SC correlations. In this region,
the system size is too small to estimate the SC exponent θ−sc
correctly and the value θ−sc ∼ 1.2 is not reliable. This is also
understood by the free fermion case. If kupF is very small and
the length |k − j| is not sufficiently large,
sin[kupF (k − j)] sin[klowF (k − j)]
π2(k − j)2 ∼
k
up
F sin[k
low
F (k − j)]
π2(k − j) . (21)
This leads to underestimation of θ−sc.
In the FP phase, the SC correlations are trivial. The con-
duction electrons are decoupled from the local spins owing to
the strong magnetic field, which leads to θ+sc ≃ θfreesc = 2. As in
the KP phase, there is a finite energy gap between the ground
state and the excited state with the distinct spin-inversion par-
ity from that of the ground state. Thus, λ−sc(r) ∼ exp(−r/ξ−sc)
and θ−sc is not shown in Figs. 5(a) and 5(b).
To summarize the above results, the SC correlations corre-
sponding to λ+max(r) are enhanced (θ
+
sc < 2) in the TLL phase
close to the KP phase, suppressed (θ+sc > 2) in the KP phase,
and neither enhanced nor suppressed in other phases. These
are our main results in this paper. For the SC correlations cor-
responding to λ−max(r), they show the exponential decay in the
KP phase, and θ−sc & 2.0 for the other phases. There is no clear
sign of the enhancement of the SC correlations corresponding
to λ−max(r).
Now, we discuss the relation between the enhanced SC cor-
relations and the magnetization mx. For large J and small h,
the system is in the FM phase. There, the alignment of the
electron spins is antiparallel to the local spins ordered along
the z-direction owing to I > 0. Thus, the electron spins are
aligned along the z-direction. If h is small, both the electron
and local spins slightly tilt to the x-direction, leading to small
negative value mx < 0 in the KP phase [Fig. 5(f)]. As h in-
creases, mx also increases and is equal to zero at an inter-
mediate field. The enhancement of the SC correlations corre-
sponding to λ+max(r) occurs around this region, which means
that the vanishing effective magnetic fields for the conduc-
tion electrons is strongly related to the enhancement of the
SC correlations. The similar tendency is seen for the J = 1.0
case [Fig. 5(e)], while the SC correlations are not enhanced
for J = 0.5, since mx shows a monotonic increase as shown in
Fig. 5(d) and this is related to the absence of the KP phase.
Let us finally discuss the relation between the SC correla-
tions and the phase diagram for the spin-1/2 KLM. Figures
6(a)-6(c) represent θ+sc for nc = 4/5, 1/2, and 3/10, respec-
tively. One can see that the SC correlations are enhanced in
the TLL phase close to the KP phase. The condition for the
enhancement is indeed related to the vanishing conduction
electron magnetization mx ∼ 0. In Fig. 6, in addition to the
phase boundary among the KP, FM, TLL, and FP phases, the
curve along which mx ∼ 0 is also indicated by dashed lines
with filled circles. Clearly, θ+sc shows a valley structure along
which mx ∼ 0 for all the three filling cases. Thus, the ten-
dency is common for the wide range of parameter spaces.
Note that, for smaller fillings, the SC correlations are grad-
ually suppressed as seen in Fig. 6(c).
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Fig. 7. (Color online) Distance r dependences of the maximum eigenvalue λ±max(r) and corresponding eigenvectors v±R,max(30) for I = 1.0, J = 2.0, nc = 1/2,
and N = 120. The results for (a)-(f) the FM phase with h = 0.0 and the cutoff m = 500, (g)-(l) the KP phase with h = 0.6 and m = 500, (m)-(r) the TLL
phase with h = 1.3 and m = 700, and (s)-(x) the TLL phase with h = 3.0 and m = 500. (a), (g), (m), and (s) r dependences of |λ±max(r)|, (b), (h), (n), and (t)
short-range behavior of λ±max(r), (c), (i), (o), and (u) the largest nine elements in v+R,max(30), (d), (j), (p), and (v) the largest nine elements in v
−
R,max(30). The
two numbers and an alphabet for the horizontal axis show the indices n and m in Eq. (23) or n in Eq. (24). One can read the corresponding Cooper pairs from
Table B·1. (e), (k), (q), and (w) r dependences of the inner products v+R,max(30) · v+R,max(r) and v+R,max(30) · [v+L,max(r)]T, and (f), (l), (r), and (x) r dependences
of the inner products v−R,max(30) · v−R,max(r) and v−R,max(30) · [v−L,max(r)]T. In (s), the result for the free fermions is indicated by the dotted line. See Eq. (21).
4.3 Profile of composite Cooper pairs
In this subsection, we will discuss the profile of the Cooper
pairs. The eigenvector of Eq. (17), v±R,max(r), contains the in-
formation about which components are dominant. The cor-
responding eigenvalue λ±max(r) represents the amplitude of
the correlations at the distance r. Since the diagonalization
of the matrix [Eq. (17)] is carried out for each r separately,
the eigenvectors can vary as functions of r. As a natural
expectation, one expects the long-distance correlations are
dominated by one mode (or several if spatial oscillations
are present). The inner products, v±
R,max(r0) · v±R,max(r) and
v
±
R,max(r0) · [v±±L,max(r)]T, are useful to check the spatial depen-
dence of the eigenvector. Here, we take r0 = N/4; v
p
R,L,max(r0)
is the eigenvector of χˆpsc(N/2+1,N/2+1+N/4). See Eq. (17)
and the definition of vpsc(r) in Sect. 4.1. Note that v±L,max(r) is
a row vector and “T represents the transpose.
Let us first discuss the Cooper pairs in the FM phase. Al-
though the SC correlations in the FM phase are not enhanced
as shown in Fig. 5, we here try to explain our analysis used
in the following discussions. Figures 7(a) and 7(b) show the r
dependences of |λ±max(r)| and λ±max(r), respectively, in the FM
phase for h = 0.0, J = 2.0, I = 1.0, and N = 120 with
the cutoff m = 500. The two eigenvalues λ+max(r) and λ
−
max(r)
are almost the same and exhibit monotonic decreases as r in-
creases. This means that the SC eigenmodes corresponding to
λ±max(r) are degenerate. Now, we discuss which components
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in Eqs. (9) and (10) are dominant for the modes with λ±max(r).
To prevent the notational complexity of Eqs. (9) and (10) with
the four indices, we introduce the following notation for the
local operators with the index n that corresponds to the set
(α, p):
Snj =

cˆ j,−cˆ j,+Oαj , (n = a, b, c, · · ·),
cˆ j,pOαj , (n = 1, 2, 3, · · · ).
(22)
The list of Sn
j
is given in Table B·1. Thus, the Cooper pairs
in Eqs. (9) and (10) can be represented by the product of two
S1,2,···
j
’s for the intersite pairs or a single Sa,b,···
j
for the local
pairs. We denote them as
Dn,m
j, j+1 = SnjSmj+1, (n,m = 1, 2, 3, · · · ), (23)
Dnj, j = Snj , (n = a, b, c, · · · ). (24)
The weights of the largest nine elements in the amplitude of
v
+
R,max(r) for r = 30 are shown in Fig. 7(c). The two numbers
for the horizontal axis correspond to the indices n and m in
Eq. (23). The two largest components have almost the same
magnitude ∼ 0.37. In the operator form, they read
D6,6
j, j+1 =
(
Q−+j cˆ j,−
) (
Q−+j+1cˆ j+1,−
)
= ∆ˆ33−−( j, j + 1),
D3,3
j, j+1 =
(
Q+−j cˆ j,+
) (
Q+−j+1cˆ j+1,+
)
= ∆ˆ22++( j, j + 1). (25)
Here, Qpq
j
= |p〉 j 〈q| j represents the local spin operator with
p, q = ± being the spin-inversion parity as defined in Eq. (11).
The next six components have almost the same magnitude
≃ 0.32 ∼ 0.36. These eight largest components occupy 97 %
of all the weights. The same is also true for the eight largest
components in v−
R,max(r) as shown in Fig. 7(d). As shown in
Figs. 7(e) and 7(f), the eigenvectors do not vary as a function
of r for 10 < r < 50; the inner products v±R,max(30) · v±R,max(r)
and v±R,max(30) · [v±L,max(r)]T are almost equal to 1. This indi-
cates that the modes shown in Figs. 7(c) and 7(d) are dominant
ones for wide range of r.
Now, let us assume that these leading components have the
same magnitude in order to visualize the profile. After taking
the linear combinations of them, the two degenerate leading
Cooper pairs turn out to be
A↓↓ = (P j,↑c j,↓ − Sˆ +j c j,↑)(P j+1,↑c j+1,↓ − Sˆ +j+1c j+1,↑), (26)
and
A↑↑ = (P j,↓c j,↑ − Sˆ −j c j,↓)(P j+1,↓c j+1,↑ − Sˆ −j+1c j+1,↓), (27)
where we have introduced the operators P j,σ = |σ〉 j 〈σ| j
with σ =↑, ↓ and Sˆ ±
j
= Sˆ x
j
± iSˆ y
j
. Since the Cooper pairs
can be taken to be eigen operators for the z-component of
the total spin Sˆ totz =
∑N
j=1(sˆ
z
j
+ Sˆ z
j
) for h = 0, we define
A↓↓(A↑↑) as ones with the eigenvalue +1(−1). Since the elec-
tron spins antiferromagnetically couple to the local spins,
those representing the local AFM correlations are present in
Eqs. (26) and (27). The other combinations such as P j,↑c j,↑,
Sˆ +
j
c j,↓, etc., represent local FM correlations, and thus, are
absent. Note also that the combination P j,↓c j,↑ − Sˆ −j c j,↓ ∼
[sˆ j · Sˆ j, c j,↑] ∼ −i∂c j,↑/∂t,72) where ∂/∂t is the time (t) deriva-
tive, and we have ignored non-composite components as is
valid for strong AFM correlation cases. Roughly speaking,
Aσσ ∼ (∂c j,σ/∂t)(∂c j+1,σ/∂t).
In the KP phase, the SC correlations are weak. λ+max(r) is
suppressed with θ+sc = 2.51, and λ
−
max(r) decays exponentially
with ξ−sc = 0.82 as shown in Fig. 7(g). Although the SC cor-
relations are weak, the leading SC correlations correspond to
the even sector: λ+max(r). From Fig. 7(i), one can obtain the
Cooper pairs with the largest amplitude ≃ ±0.5:
D2,3
j, j+1, D3,2j, j+1, D2,2j, j+1, D3,3j, j+1. (28)
These four in total correspond to the following Cooper pair,
(
Q+−j cˆ j,+ − Q++j cˆ j,−
) (
Q+−j+1cˆ j+1,+ − Q++j+1cˆ j+1,−
)
. (29)
In the KP phase, the intermediate field hmakes the local spins
align along the positive x-direction and induce the local state
|+〉 j, while the electron spins still couple to the local spins an-
tiferromagnetically owing to the large J > h. Thus, only the
operators generating the intermediate state |+〉 j appear in Eq.
(29), while keeping the local AFM correlations. λ+max(r) de-
cays without oscillations as shown in Fig. 7(h) and the domi-
nant Cooper pairs represented by Eq. (29) are stable over the
long distance. See Fig. 7(k). In contrast, v−R,max(30) · v−R,max(r)
and v−R,max(30) · [v−L,max(r)]T show strong oscillations [Fig.
7(l)]. Because of them, it is difficult to determine the domi-
nant mode for the odd sector. Note that Fig. 7(j) represents
the eigenvector for r = 30, which differs from that for suffi-
ciently large r. Fortunately, they are not the dominant ones,
and thus, not important.
When J = 2.0 and h = 1.3, in the TLL phase, the SC
correlations in the even parity sector are strongly enhanced
with θ+sc = 1.41(4) as depicted in Figs. 7(m) and 7(n). To
confirm that this enhancement occurs in the thermodynamic
limit, we calculate θ+sc for N = 80, 100, and 120 with the cut-
off m = 700. The results are shown in Fig. 8 and indicate that
θ+sc tends to be slightly smaller with increasing N. From this,
we conclude that N = 120 is sufficient to study the bulk prop-
erties. The Cooper pairs corresponding to the enhanced SC
correlations are read from Fig. 7(o):
D2,2
j, j+1 =
(
Q++j cˆ j,−
) (
Q++j+1cˆ j+1,−
)
= ∆ˆ11−−( j, j + 1), (30)
D1,1
j, j+1 =
(
Q++j cˆ j,+
) (
Q++j+1cˆ j+1,+
)
= ∆ˆ11++( j, j + 1). (31)
D2,2
j, j+1 and D1,1j, j+1 have the amplitude ≃ 0.6 and ≃ 0.5, re-
spectively, and they occupy 61 % among all the weights. The
appearance of these Cooper pairs is qualitatively understood
as follows. Since the local spins almost aligned along the
positive x-direction by the large h, the conduction electrons
can couple to the local spins only through Q++
j
= |+〉 j 〈+| j,
otherwise vanishes if acting on the ground state. Since the
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Fig. 8. (Color online) r dependence of |λ+max(r)| for I = 1.0, J = 2.0, h =
1.3, nc = 1/2, N = 80, 100 and 120 with the cutoff m = 700.
KP phase exists nearby, the AFM correlations represented by
|+〉 j 〈+| j cˆ j,− still exist in Eq. (30). The clear distinction from
the Cooper pairs in the FM and the KP phases lies in the fact
that the second leading pair represented by Eq. (31) consists
of the ferromagnetically coupled one with |+〉 j 〈+| j cˆ j,+. This
strongly suggests that the SC correlations are enhanced by the
spin fluctuations.
Assuming that these Cooper pairs have the same amplitude,
the leading Composite Cooper pair is represented by
A =
(
cˆ j,−cˆ j+1,− + cˆ j,+cˆ j+1,+
)
Q++j Q++j+1. (32)
This form of the composite Cooper pair with even spin-
inversion parity is another main result in this paper.A can be
regarded as the equal-spin pairing between the nearest neigh-
bors under the background of polarized local moments. Note
that this composite pair includes cc-only conventional compo-
nent with ∼ 15%. This is easily estimated from the definition
of Q++. We have also calculated the conventional Cooper-pair
correlation functions. The results show the same exponent θ+sc
as that for Eq. (32) but with smaller amplitude. We have
checked that qualitatively the same Cooper pairs are formed
and their correlations are enhanced for nc = 3/10 and 4/5. It
is evident from Fig. 7(q) that this Cooper pair in Eq. (32) is
stable over the wide range of the system. We also show the
Cooper pair components in the odd sector in Fig. 7(p) and its
stability in Fig. 7(r). The inner products v−R,max(30) · v−R,max(r)
and v−R,max(30) · [v−L,max(r)]T show oscillations, which suggests
the spatially modulated superconductivity. However, the cor-
responding SC correlations are not enhanced θ−sc > 2 as shown
in Fig. 7(m) and they are not important.
Finally, we explain the SC correlations for h = 3.0 in
the TLL phase close to the FP phase. As discussed in Sect.
4.2, near the saturation field, the value of θ−sc is underesti-
mated. This underestimation arises from the presence of the
small Fermi wavenumber kupF [Eq. (21)]. We calculate the
SC correlation matrix in the odd sector [Eq. (17)] for the
free fermion case with kupF = 2π/N. As is clearly shown in
Figs. 7(s) and 7(t), the r dependence of |λ−max(r)| almost coin-
cides with that for the free fermion case. The oscillations in
v
−
R,max(30) · v−R,max(r) and v−R,max(30) · [v−L,max(r)]T[Fig. 7(x)]
also originate from the large and small Fermi wavenumbers
klowF and k
up
F . Thus, we conclude that θ
−
sc ∼ 1.2 does not repre-
sent the enhancement of the SC correlations.
One can obtain the Cooper pair eigenvector in the odd sec-
tor from Fig. 7(v), which is qualitatively similar to that for
h = 1.3 [Fig. 7(p)]. For h ∼ 3 or higher, the local and electron
spins are almost polarized along the positive x-direction. This
leads to the appearance of the Cooper pair of the form of the
second term in Eq. (32), in the even sector for the wide range
of the system [Figs. 7(u) and 7(w)], but the SC correlation
itself is not enhanced.
4.4 Results for the spin-1 KLM
In this subsection, we explain the SC correlations for the
spin-1 KLM. Unlike the case of the spin-1/2 KLM, there is
no sign of the enhancement of the SC correlations, namely,
θ±sc & 2 or λ
±
max(r) decays exponentially for all the phases.
Figure 9 shows the h dependences of θ±sc and the magneti-
zations for N = 120, nc = 1/2, D = 1.0 and J = 1.0 and 2.0
with the cutoff m = 400. λ+max(r) shows a power-law decay
for the FM, KP, and TLL phases, while λ−max(r) decays expo-
nentially for the KP phase, and thus, not shown. These ten-
dencies are similar to the case of the spin-1/2 KLM. The dif-
ferences between the results of the spin-1/2 and spin-1 KLMs
are as follows. First, the SC correlations show no enhance-
ment in all the region of the magnetic fields; θ±sc > 2. The
detailed behavior is also different. For example, θ+sc are sup-
pressed around the phase boundary between the FM and KP
phases as shown in Fig. 9(a), while for the spin-1/2 case, the
SC correlations are suppressed in the middle of the KP phase.
See Fig. 5(c). Second, in the TLL phase, the values of θ−sc and
θ+sc are similar as shown in Figs. 9(a) and 9(c). The SC cor-
relations themselves are larger for the odd-parity sector than
those for the even parity sector [|λ−max(r)| > |λ+max(r)|, as shown
in Fig. 10(a)]. Note that for the spin-1/2 case, the SC corre-
lations for the even parity are most enhanced as discussed in
Fig. 5(c). For J = 1.0, there is an AFM phase for small h. We
find that the SC correlations are strongly suppressed in the
AFM phase, where λ±max(r) shows an exponential decay and
θ±sc is not shown in Fig. 9(c).
As discussed in Sect. 4.2, the estimation of θ−sc in the TLL
phase close to the FP phase is difficult owing to the presence
of the long wavelength oscillations with λupF . Actually, the fit-
ting of θ−sc does not work for J = 1.0 and h ≥ 2.4 [Fig. 9(c)].
Figures 9(b) and 9(d) show the h dependences of the mag-
netizationsmx/msat and Mx/Msat along the x-direction for J =
2.0 and J = 1.0, respectively. Note that the saturation values
of the magnetizations msat = nc/2 = 0.25 and Msat = 1.0. For
the spin-1/2 KLM (Fig. 5), we have pointed out the enhance-
ment of the SC correlations occurs when mx ≃ 0. However,
for the spin-1 KLM, there is no sign of the clear increases in
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Fig. 9. (Color online) h dependences of the exponent θ±sc and the magne-
tizations mx and Mx along the x-direction for the spin-1 KLM. The calcula-
tions have been carried out for D = 1.0, nc = 1/2, N = 120 with the cutoff
m = 400. (a) and (b) J = 2.0, (c) and (d) J = 1.0. θ±sc cannot be defined for
the AFM phase and θ−sc for the KP phase.
the SC correlations even when mx ≃ 0 for (J, h) = (2.0, 2.4)
and (1.0, 1.0).
Now, we briefly discuss the r dependence of λ±max(r) and
the corresponding SC correlations in the TLL phase. Figure
10 shows the profile of the SC correlations for N = 120,
nc = 1/2, D = 1.0, J = 2.0, and h = 2.4 with the cutoff
m = 400. For these parameters, mx/msat ≃ 0 and the value of
θ+sc takes the local minimum ≃ 2.21(1) as a function of h. One
can see λ−max(r) > λ
+
max(r) in Fig. 10(a), and this means that
the SC correlations in the odd sector are dominant in the TLL
phase. The weights of the largest ten elements in v±R,max(30)
are shown in Figs. 10(b) and 10(c). One can read the corre-
sponding Cooper pairs from Table B·1 as discussed in Sect.
4.3. Unfortunately, it is difficult to deduce the intuitive form
from the distribution in Figs. 10(b) and 10(c), since many ele-
ments have similar weights. In addition to this, the inner prod-
uct v−R,max(30) · v−R,max(r) and v−R,max(30) · [v−L,max(r)]T shows
oscillations [Fig. 10(e)], which suggests that the mode is spa-
tially modulated and also causes the difficulty in identifying
the dominant Cooper pairs in the odd sector. In contrast, the
Cooper pairs in the even sector are stable over the long dis-
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Fig. 10. (Color online) Distance r dependences of (a) |λ±max(r)| and (b), (c)
the elements of the corresponding eigenvectors v±R,max(r = 30) for J = 2.0,
D = 1.0, h = 2.4, nc = 1/2, and N = 120 with the cutoff m = 400 in the TLL
phase for the spin-1 KLM. (d) and (e) r dependences of the inner product
v
±
R,max(30) · v±R,max(r) and v±R,max(30) · [v±L,max(r)]T.
tance, since v+R,max(30) · v+R,max(r) and v+R,max(30) · [v+L,max(r)]T
takes the value ≃ 1 [Fig. 10(d)]. However, the SC correlations
corresponding to v+R,max(r) are not the dominant ones.
Although there remain uncertainties in the determinations
of the dominant Cooper pairs, we conclude that the SC corre-
lations are not enhanced for the spin-1 KLM. Since there are
a finite energy cost ≃ D to flip the local spin |⇑〉 , |⇓〉 → |O〉
for generating spin-fluctuations |⇑〉 ↔ |⇓〉, while in the spin-
1/2 KLM, the flip of the local spins are possible without en-
ergy costs as long as the single-ion potential is concerned. The
presence of the intermediate state |O〉 is expected to be one of
the main reasons why the spin-1 KLM shows no enhancement
of the SC correlations.
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5. Discussions
In this section, we will discuss our results and compare
them to the experimental data of the FM superconductor
URhGe. In Sect. 5.1, we will briefly discuss the effects of
the longitudinal magnetic field. Unlike the case of the trans-
verse magnetic field, the longitudinal magnetic field does not
enhance the SC correlations. In Sect. 5.2, we will summarize
the difference between the spin-1/2 and spin-1 KLMs. Finally,
in Sect. 5.3, we will compare our results with the experimen-
tal data and those in other theoretical studies. The limit of the
strong Kondo coupling is examined. It turns out that the SC
correlations are enhanced at zero magnetic field inside the FM
phase.
5.1 Effects of longitudinal magnetic fields
So far, we have discussed the situation where the magnetic
field is applied to the transverse direction. One might wonder
what happens for the longitudinal fields? In this subsection,
we briefly discuss the SC correlations under the longitudinal
magnetic fields hz for the spin-1/2 KLM. The magnetic field
term in Eq. (1) is replaced by −hz
∑N
j=1(sˆ
z
j
+ Sˆ z
j
). We calculate
the SC correlations in the same manner as in the case of the
transverse magnetic field, and we find no clear enhancement
of the SC correlations.
As discussed in Sect. 4.3 [see the line of discussion for Eqs.
(26) and (27)], all the Cooper pairs can be taken to be eigen
operators for Sˆ totz =
∑N
j=1(sˆ
z
j
+ Sˆ z
j
) owing to the presence of
U(1) symmetry for the z-component of the spins. Thus, the
SC correlation matrix [Eq. (17)] can be characterized by the
Cooper pair’s z-component of the spin: sz = ±3,±2,±1, 0.We
define the exponents similarly to Eq. (18):
|λ(sz)max(r)| ∼ r−θ
(sz)
sc , (sz = ±3,±2,±1, 0). (33)
Here, λ(sz)max(r) corresponds to the dominant Cooper pairs with
the eigenvalue sz. We also define the average value of the
Cooper pairs:
∆
(sz)
av =
20∑
r=5
√
|λ(sz)max(r)|, (34)
which can also characterize the enhancement of the SC corre-
lations.
Figure 11 shows the results for N = 120, nc = 1/2, J = 2.0
and I = 1.0 with the cutoff m = 600. Note that the ground
state is always degenerate with ±S totz . We will show the data
for S totz ≥ 0 sectors. We find that λ(sz)max(r) with sz = −1, 0, 1
shows a power-law decay as shown in Fig. 11(a), and the other
SC correlations decay exponentially (not shown). In particu-
lar, the SC correlations with sz = 1 are dominant in the FM
phase for hz . 0.25, while those with sz = 0 are dominant
in the paramagnetic phase hz & 0.25. Note that the dominant
Cooper pair in the FM phase isA↓↓ in Eq. (26); “↓↓” owing to
the fact that the definition Eq. (26) is based on the annihilation
operators. We have checked that A↑↑ in Eq. (27) is dominant
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Fig. 11. (Color online) hz dependences of (a) θ
(sz)
sc , (b) ∆
(sz)
av , and (c) the
magnetizations mz and Mz along the z-direction for I = 1.0, J = 2.0, nc =
1/2, and N = 120 with the cutoff m = 600. The magnetic field hz is applied
along the z-direction.
for the other FM domain with S totz < 0. We also present hz de-
pendence of ∆(sz)av in Fig. 11(b). One can clearly see that the SC
correlations for sz = 1 are largest in the FM phase and those
for sz = 0 are suddenly induced around h ≃ 0.25, where the
FM phase is destabilized by hz and the magnetizations along
the z-direction start to increase as shown in Fig. 11(c). The SC
correlations with sz = −1 are gradually induced by hz toward
the FP phase.
Among all λ(sz)max(r), the SC correlations with sz = 1 are
dominant in the FM phase and those for sz = 0 are induced by
hz. However, the exponents θ
(0)
sc and θ
(1)
sc are always larger than
θfreesc = 2 or ∼ 2 within the error bars as depicted in Fig. 11(a).
Thus, we conclude that the SC correlations shows no notice-
able enhancement under the longitudinal magnetic field in a
stark contrast to the case of the transverse field in the Ising
anisotropic spin-1/2 KLM.
5.2 Spin-1/2 vs spin-1
In this paper, we have studied the SC correlations in the
spin-1/2 and spin-1 KLMs under the magnetic fields. The en-
hancement of the SC correlations occurs in the spin-1/2KLM,
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when the magnetic field is applied along the transverse direc-
tion (x-direction). In Sect. 4, we have discussed this, paying
our attention to the vanishing conduction electron magneti-
zation mx ∼ 0 near the KP phase. See Fig. 5. This is a kind
of the Jaccarino–Peter effects,79) although the present Cooper
pairs are composite ones and equal-spin pairing if focusing
on the conduction electron part. When mx ∼ 0, the effective
magnetic field felt by the conduction electrons is small. It is
natural to expect that there is large spin-fluctuation, which is
one of the relevant mechanisms for this enhanced SC correla-
tion.
This view can also explain why there is no noticeable en-
hancement of the SC correlations in the spin-1 KLM as dis-
cussed in Sect. 4.4. The single-ion anisotropy strongly sup-
presses the local spin-flip, leading to suppression of the con-
duction electron spin fluctuations. Note that this reasoning is
valid only when the exchange interactions contain terms that
change the spin ±1. In general, larger local spins have many
intermediate states between the polarized states |S 〉 and |−S 〉,
and the presence of these states suppresses the fluctuations of
the local and electron spins.
The above argument, of course, just represents one as-
pect. One can consider other origins for the mechanism of
enhanced SC correlations. Indeed, we have calculated the
SC correlations in the spin-1 KLM with Ising interactions.
Namely, the Hamiltonian is the same as in Eq. (1) except for
the magnitude of the local spins. This model shows the en-
hancement of the SC correlations θ+sc ≃ 1.71(2) for J = 1.5,
h = 1.4, and nc = 1/2 in the TLL phase. Thus, in addition
to the magnitude of the local spins, the types of the Ising
anisotropy are also important for the SC correlations. It seems
that superconductivity favors the exchange anisotropy rather
than the single-ion anisotropy.
5.3 Comparison with the experiments and other theories
As mentioned in Introduction, URhGe shows reentrant su-
perconductivity at the magnetic field Hb ∼ 8 T3, 12) and this
magnetic field corresponds to the phase boundary between
the FM and paramagnetic phases under the field. There is also
a metamagnetic increase as increasing the magnetic field at
around 8 T.11, 12) One of the authors has discussed the reen-
trant superconductivity with the mean-field and spin-wave ap-
proximations.28) The weak point there is that the mean-field
treatment cannot take into account the metamagnetic fluctua-
tions. In this respect, the present analysis can fully take into
account such fluctuations, and the results indeed show both
enhanced SC correlations and metamagnetic behavior. For ex-
ample, the magnetization curve in Fig. 5(e) is qualitatively
similar to the experimental data.11) The SC correlations are
enhanced [Fig. 5(b)] near the magnetic field where the meta-
magnetic increase occurs. This is at the FM-KP boundary, but
the KP phase is very narrow in this parameter. Although it is
very hard to translate the TLL to the real three-dimensional
systems, the physics behind the competition among the trans-
FM
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Fig. 12. (Color online) h dependences of (a) θ+sc and (b) mx and Mx for
I = 2.0, J = 7.0, nc = 1/2, and N = 120 with the cutoff m = 500.
verse field, the Ising anisotropy, and the Kondo correlation is
expected to be common beyond the one-dimensional systems.
We must note that the results shown so far do not explain
the superconductivity inside the FM states. At zero magnetic
field, the exponent θ±sc for the SC correlations is larger than 2
as shown in Figs. 5 and 11. However, we find that the expo-
nent decreases as increasing the Kondo coupling J and/or the
intersite Ising interaction I. For J ≫ t with J > I, we obtain
θ+sc < 2 inside the FM phase. Figure 12(a) shows the h depen-
dence of θ+sc for I = 2.0, J = 7.0, and nc = 1/2. For this large
J limit, the SC correlations are highly enhanced even at h = 0
inside the FM phase, and those in the TLL phase are also en-
hanced. The Cooper pair eigenvector in the low-field regime
is similar to Eqs. (26) and (27). Note that owing to the large J,
the KP phase is very wide, while the TLL state shrinks com-
pared with the cases for the smaller J. See also Fig. 12(b) for
the magnetization plateau.
This tendency can be understood by analyzing the effective
interaction for the large J limit.50) For large J, FM correla-
tions are developed. The direct intersite FM interaction I en-
hances such correlations, leading to the enhancement of the
attractive interactions among the Kondo singlets for large J.
Note that θ+sc > 2 for I = 0, J = 7.0, and nc = 1/2. This is
similar to the situation in the t–J model.76) In the t–J model,
there is a phase separation for large J, while for the param-
eters in Fig. 12, there is no phase separation. Although the
energy scale is not compatible with the realistic situation, it
is interesting that these two different SC states are present
for large J. This reminds us of the experimental findings in
URhGe.3, 12–14) Considering the mass renormalization owing
to the correlation effects, one can expect such strong-coupling
parameters in the effective model if the parameters are fine-
tuned, although the microscopic reasoning is unclear.
In the bosonization analysis of the one-dimensional
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anisotropic KLM,74) it was pointed out that composite triplet
pairing correlations are critical at zero magnetic field. Since
this is realized in AFM state with a finite spin gap, it is in-
teresting to explore superconductivity coexisting the ferro-
magnetic state in different model settings. To construct mi-
croscopic models in which FM superconductivity emerges is
a nontrivial challenge and this remains as one of our future
works.
Now, let us discuss the SC correlations in the TLL phase,
i.e., in large transverse fields. In our calculations, the SC cor-
relations for the smaller J region continuously change to those
for the larger J in the phase diagram in Fig. 6. Note that for
large J, there is a field at which mx = 0 and the composite
pairs are approximately in the form of Eq. (32). For smaller
J, however,mx is always positive as shown in Fig. 5(e). Then,
an imbalance between Eqs. (30) and (31) is generally induced.
As discussed in Sect. 5.2, this is a kind of the Jaccarino–
Peter superconductivity but is different from the zero-spin
pairing state owing to the Jaccarino–Peter effect appearing in
the Ising-magnonmechanism.28) The composite pairs (32) are
rather similar to the equal spin pairing state near the saturation
field28) except for the “compositeness”. Our results indicate
that both types of the SC correlations continuously crossover
with each other and the physics behind them is common.
For quantitative comparison between the theory and experi-
ments, further effort is needed. For this, it is necessary to take
into account the realistic band structure including the band
touchings,31) the microscopic interactions, and the orbital-pair
breaking effect28) that is absent in one-dimensional models.
6. Summary
We have analyzed superconducting correlations in the spin-
1/2 and spin-1 Kondo lattice models by using the density
matrix renormalization group. Our main result is that super-
conducting correlations for the spin-1/2 model are strongly
enhanced under transverse magnetic fields. The form of the
Cooper pairs has been analyzed and the Cooper pairs and the
local spins are strongly correlated, which results in the mix-
ture of conventional and composite Cooper pairs in the lead-
ing superconducting correlations. The condition for the en-
hancement is related to the zero magnetization of the conduc-
tion electrons, where strong fluctuations are expected. This
condition is related to the competitions between the Kondo-
singlet formation and transverse magnetic fields. This Cooper
pairs are distinct with those in the smaller fields realized in
the FM phase for the large J limit as discussed in Sect. 5.3.
For the spin-1 model, we have not found enhancement of the
SC correlations, possibly owing to the fact that the single-
ion anisotropy prevents the local spins from fluctuating. We
have also checked there is no clear enhancement of the SC
correlations under longitudinal magnetic fields. Our results
give a possible explanation for the superconductivity under
the transverse field in URhGe and related compounds. For
larger spin models, our results suggest that there need direct-
fluctuation path that can skip intermediate state with high en-
ergy. This depends microscopic models and materials them-
selves. To construct and/or understand the microscopic model
for real materials is our future work.
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Appendix A: Spin-inversion parity bases
In this Appendix, we summarize the notation related to the
spin-inversion parity bases. The spin-inversion operation in
the spin-1/2 KLM is
|↑〉 j ↔ |↓〉 j , and cˆ j,↑ ↔ cˆ j,↓, (A·1)
while for the spin-1 KLM,
|⇑〉 j ↔ |⇓〉 j , and cˆ j,↑ ↔ cˆ j,↓, (A·2)
keeping |O〉 j unchanged. Under these transformations, the
Hamiltonians Eqs. (1) and (2) are invariant. Since this is a
kind of parity operation, the eigenvalues for the spin-inversion
parity P should be P = 1 (even) or −1 (odd).
As defined in the main text, for the spin-1/2 KLM, the spin-
inversion parity bases for the local spin |p〉 j and the conduc-
tion electrons cˆ j,p are given by Eq. (11) and Eq. (12), respec-
tively, where p = ± represent the spin-inversion parity index.
We note that p = +(−) coincides with the spin up (down)
component along the x-direction.
Now, we list the spin-inversion parity bases for the spin-1
KLM, for completeness. Since the conduction electrons are
the same, the difference is in the local spin part and there are
two kinds of even parity states:
|+〉 j ≡
1√
2
(
|⇑〉 j + |⇓〉 j
)
, (A·3)
|0〉 j ≡ |O〉 j , (A·4)
while the odd-parity state is given by
|−〉 j ≡
1√
2
(
|⇑〉 j − |⇓〉 j
)
. (A·5)
As an important difference from the spin-1/2 KLM, |±〉 j is not
the eigenstates of Sˆ x
j
, since
|⇒〉 j =
|⇑〉 j +
√
2 |O〉 j + |⇓〉 j
2
, with Sˆ xj |⇒〉 j = + |⇒〉 j ,
|⇐〉 j =
|⇑〉 j −
√
2 |O〉 j + |⇓〉 j
2
, with Sˆ xj |⇐〉 j = − |⇐〉 j .
(A·6)
Appendix B: Definition of Composite Cooper Pair Com-
ponents 2
In this Appendix, we summarize the basis operators Sn
(n =a, b, c,· · · , 1, 2, 3, · · · ) for representing the Cooper pair
amplitude, which have been introduced in Eq. (22). For the
spin-1/2 (spin-1) KLM, n = a-d (a-i) for those consisting of
two annihilation operators, while n = 1−8 (1−18) for single-
annihilation operators as listed in Table B·1. Note that Sn has
a definite spin-inversion parity, which is indicated by p in Ta-
ble B·1. The spin-inversion parity indices are useful for clas-
sifying various components of the Cooper pairs in Eqs. (23)
and (24).
Table B·1. Definitions of the local operators Sn
j
= cˆ j,− cˆ j,+Oαj , cˆ j,pOαj at the
site j for the spin-1/2 KLM and the spin-1 KLM. α represents the index of
Oα
j
listed in Table I and since the operators are all those at the same site, the
site index j is omitted for simplicity. The spin-inversion parity index p for Sn
is also listed.
spin-1/2 KLM spin-1 KLM
n Sn
j
α p n Sn
j
α p
a |+〉 〈+| cˆ− cˆ+ 1 − a |+〉 〈+| cˆ−cˆ+ 1 −
b |+〉 〈−| cˆ− cˆ+ 2 + b |+〉 〈0| cˆ−cˆ+ 2 −
c |−〉 〈+| cˆ− cˆ+ 3 + c |+〉 〈−| cˆ−cˆ+ 3 +
d |−〉 〈−| cˆ− cˆ+ 4 − d |0〉 〈+| cˆ−cˆ+ 4 −
1 |+〉 〈+| cˆ+ 1 + e |0〉 〈−| cˆ−cˆ+ 5 +
2 |+〉 〈+| cˆ− 1 − f |0〉 〈0| cˆ−cˆ+ 6 −
3 |+〉 〈−| cˆ+ 2 − g |−〉 〈+| cˆ−cˆ+ 7 +
4 |+〉 〈−| cˆ− 2 + h |−〉 〈0| cˆ−cˆ+ 8 +
5 |−〉 〈+| cˆ+ 3 − i |−〉 〈−| cˆ−cˆ+ 9 −
6 |−〉 〈+| cˆ− 3 + 1 |+〉 〈+| cˆ+ 1 +
7 |−〉 〈−| cˆ+ 4 + 2 |+〉 〈+| cˆ− 1 −
8 |−〉 〈−| cˆ− 4 − 3 |+〉 〈0| cˆ+ 2 +
4 |+〉 〈0| cˆ− 2 −
5 |+〉 〈−| cˆ+ 3 −
6 |+〉 〈−| cˆ− 3 +
7 |0〉 〈+| cˆ+ 4 +
8 |0〉 〈+| cˆ− 4 −
9 |0〉 〈0| cˆ+ 5 +
10 |0〉 〈0| cˆ− 5 −
11 |0〉 〈−| cˆ+ 6 −
12 |0〉 〈−| cˆ− 6 +
13 |−〉 〈+| cˆ+ 7 −
14 |−〉 〈+| cˆ− 7 +
15 |−〉 〈0| cˆ+ 8 −
16 |−〉 〈0| cˆ− 8 +
17 |−〉 〈−| cˆ+ 9 +
18 |−〉 〈−| cˆ− 9 −
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