Constructive techniques to establish state-independent uncertainty relations for the sum of variances of arbitrary two observables are presented. We investigate the range of simultaneously attainable pairs of variances, which can be applied to a wide variety of problems including detection of quantum entanglement. Resulting uncertainty relations are state-independent, semianalytical, bound-error and can be made arbitrarily tight. The advocated approach allows one to improve earlier numerical works and to derive semianalitical tight bounds for the uncertainty relation for the sum of variances constrained to finding roots of a polynomial of a single real variable. In several cases it is possible to solve the problem completely by establishing exact analytical bounds.
Introduction.-Uncertainty relations form a wide branch of problems with ubiquitous applications: from the tests of quantum theory [1] through quantum cryptography [2] and entanglement detection [3, 4] to direct usage in experiments [5] . There exist various approaches to the problem: original articles by Kennard [6] and by Heisenberg consider product of variances of two observables, while a recent approach by Maccone and Pati [7] concerns the sum of variances, especially useful for finitedimensional systems. Entropic uncertainty relation [8] bounds from below the sum of entropies of probability distributions of observed quantities. In the stateindependent approach for a selected pair of observables one derives lower bounds for a given quantity valid for any quantum state. These results can be often improved in the state-dependent approach, in which one establishes more precise dedicated bounds, which depend explicitly on the measured quantum state.
Current interest in improving uncertainty relations [7, 9] is motivated by their numerous applications in mathematical physics and in the theory of quantum information processing. The goal of this work is to provide a novel, geometrical view on the variance-based uncertainty relations, which allows one to establish exact analytical results. The current contribution extends recent works [9, 10] , in which approximate uncertainty relations for the sum of variances were obtained with help of numerical techniques.
We provide here semianalytical, bound-error, stateindependent bounds for uncertainty relations involving variances of two operators and analyze properties of an associated geometric object, called uncertainty range. Furthermore, we propose a procedure determining a tight, state-independent bound for the sum of variances as a root of a certain polynomial. While the roots of the algorithmically generated polynomials always exist, usually the procedure is feasible in low dimensions and leads to exact, explicit analytic bounds.
Numerical range of observables.-Expectation value of an observable F on a pure state, F ψ = ψ|F |ψ , is a key concept of the quantum theory. For any hermitian matrix F of a fixed order d one can pose the question, what is the range of possible expectation values among all normalized pure states.
A similar problem was earlier analyzed by mathematicians, who studied an algebraic notion of numerical range of an operator X -a subset W of the complex plane defined by
Numerical range W (X) may be interpreted as a set of allowed expectation values of a single operator X. A classical theorem of Toeplitz and Hausdorff, obtained exactly 100 years ago [11, 12] , states that for any matrix X the set W (X) is convex. If matrix X is normal then the set W forms the convex hull of the spectrum of X. For a hermitian observable the set W reduces to an interval belonging to the real axis [13] . For operators of dimension d ≤ 3 the possible shapes of numerical ranges are classified [14, 15] .
Expectation value of single operator may not capture the whole complexity of some problems. In such cases a generalization to sequence of k averages of fixed operators (F i ) k i=1 is used instead. The set of k expectation values which can be obtained by measuring k Hermitian observables over a common quantum state ρ is called joint numerical range and defined by
where
denotes the set of all normalized mixed states of size d. The above definition relies on density matrices to ensure convexity of the resulting set: evidently, the set of expectation values of three Pauli matrices among pure states forms the hollow Bloch sphere. As any operator can be decomposed into its hermitian and antihermitian part, X = F H + iF A , the set W (X) can be considered as a joint numerical range (JNR) of two hermitian observables, W (F H , F A ). This is the set of simultaneously attainable expectation values of these two observables obtained in a double quantum measurement performed on two copies of the same state.
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A classification of 3D numerical ranges of a triple of operators of size d = 3 was given in [16] . JNR and its extensions find diverse applications, the notion allows for visualization of phase transitions [17] [18] [19] , construction of nonlinear entanglement witnesses or to improve our understanding of the geometry of quantum states [16] . A numerical method for generating state-independent uncertainty relations using JNR has been recently developed by Schwonnek and Werner [9] and independently studied in [10] . We extend it here by presenting a method to derive exact analytical or semianalytical bounds.
Sum-of-variances uncertainty relations.-To characterize uncertainty related to a double quantum measurement one can analyze the sum of variances [7] . For any two operators X and Y we wish to provide a state-independent bound C(X, Y ) for the sum of variances:
The original numerical procedure to arrive at progressively better approximations to C(X, Y ) [9, 10] makes use of the following observation: It is possible to rewrite the sum of variances as a function of the averages,
so it is sufficient to determine the 3-dimensional numerical range W (X, Y, X 2 + Y 2 ) and minimize the function of coordinates g = X 2 + Y 2 − X 2 − Y 2 over this set. Since the aforementioned function and the set W are convex, it is sufficient to minimize the function over the boundary ∂W . It it possible to perform this task numerically, providing at the same time the upper and lower bounds for C(X, Y ).
To proceed with an analytical approach it is convenient to work in the dual space. Since the set W is convex, it is uniquely determined by planes tangent to points at its boundary. The set of planes parametrized by the normal vectors is called dual to W and denoted by W
• -see Appendix.
Performing minimization of the function g for given observables X and Y without loss of generality one can assume that both operators are traceless, TrX = TrY = 0, as a constant shift does not change the variances. Let us introduce a traceless operator Z related to the sum of squares,
where d is the dimension of the Hilbert space. Minimizing the function g = Z − X 2 − Y 2 is equivalent to the original problem: the result C min yields the desired bound for sum of variances, C = C min + Tr(X 2 + Y 2 )/d. The problem can also be rephrased in terms of geometry: For a given convex set W (X, Y, Z) ⊂ R 3 calculate the minimal shift t of the paraboloid of a constant uncertainty, P t = {(x, y, z) ∈ R 3 : z − x 2 − y 2 = t}, such that the paraboloid P t is tangent to the numerical range Wsee Fig. 1 .
The theory of numerical range implies that the dual set W
• is contained in the set of roots of the polynomial in real variables u, v and w:
Tracelessness of all operators come in handy during the analysis of this set: we exactly know what subset of solutions of this equation forms W
• . The dual of the paraboloid P t for a fixed parameter t, denoted by P • t , is determined by equation
For a negative t, the set of roots of Eq. (6) becomes a hollow ellipsoid. The bound C for the sum of variances, determined by the condition that both manifolds intersect, is thus obtained by solving the following set of polynomial equations for real variables u, v, w, t and the multiplier λ,
where ∂ i ∈ {∂ u , ∂ v , ∂ w }. It is always possible to find a polynomial R(t), the roots of which correspond to local extrema of variance -see Appendix. The bound corresponds to the minimal real root of the polynomial equation R(t) = 0, denoted by t min , equivalent to the above set of five equations, for which real solutions to u, v, w exist (in general they may be complex regardless of real t). Then the tight bound for
It is possible to determine the state saturating the uncertainty relation by solving the polynomial system described in Eq. (7) with variable t set to the calculated constant t min . A general solution of the problem in the simplest case d = 2 is provided in Appendix, while for higher dimensions, calculations performed for individual cases yield semianalytical results determined by roots of a particular polynomial. To demonstrate this method in action we present here tight bounds for the sum of variances obtained for exemplary observables of size d = 3.
Examples.-A) Explicit bounds for observables of size d = 3 Take two operators,
write the corresponding equations (7) which are equivalent to the polynomial
Its smallest root t min = −49/32, yields by (8) the following exact bound
B) Implicit bounds for observables of size d = 3 Some operators with a simple structure may lead to a polynomial R(t) of a high order. For instance, consider now
with the corresponding polynomial R B (t) of order 10, having nonradical roots -see Appendix. Its minimal root t min obtained numerically leads to the state-independent bound for the sum of variances, C ≈ 0.765727, which can also be obtained by a more tedious task of numerical optimization with respect to all pure states or size three. C) Family of operators. Consider a family of observables,
for which we can evaluate the bound C as a function of α,
Uncertainty range.-In analogy to numerical range W (X, Y ) defined in Eq. (2), the set of possible expectation values, one can introduce an object containing information about simultaneously possible variances of two operators,
which will be called uncertainty range.
Uncertainty range is a nonlinear transformation of the 4-dimensional numerical range W (X, X 2 , Y, Y 2 ) and in general it is not a convex set -see Fig. 3 .
Note that uncertainty range contains information about all additive uncertainty relations C(a, b) . The bound C(a, b) is determined by the line with normal (−b, a) tangent to uncertainty range.
Sector decomposition.-To obtain efficient semianalytical results one can approximate the uncertainty range, which yields the corresponding uncertainty relations.
We are going to use the spectral structure of the analyzed observables X and Y . Observe that the numerical range W (X, X 2 ) is determined by the spectrum of X: since operators X and X 2 do commute, the range W (X, X 2 ) is a polygon formed by the convex hull of points (λ i , λ 2 i ), where λ i denote eigenvalues of X -see Fig. 2 . The aim is to provide a linear approximation f (x,x) = αx+βx+γ to the true variance g(x,x) =x−x 2 valid in some subset of W (X, X 2 ) in the sense: u approximates v nontrivially from below, 0 ≤ f (x,x) ≤ g(x,x). 2 ) (gray) is convex hull of points corresponding to eigenvalues of X (black dots). Shaded in blue is a sector related to λ2 where a linear function of X 2 and X approximates ∆ 2 X from below. Entire set W (X, X 2 ) can be covered by similar sectors.
Obviously no single choice of linear functions is valid in the entire set W (X, X 2 ). To obtain meaningful results, it has to be covered with validity regions of finite numbers of approximations. Natural choice is to split whole region into vertical bands a ≤ X ≤ b, such that in points (a, a 2 ) and (b, b 2 ) the approximation is equal to true variance. By minimizing the maximal possible error g − f we are left with f (x,x) = −(a + b)x +x + ab. Denoting the maximum spacing between adjacent eigenvalues by s max = max i (λ i − λ i+1 ), we find that the maximum error of variance reads δ X = (s max ) 2 /4. Let us denote the sector decomposition of two operators X, Y by {X i }, {Y i }. Then we can provide "a lower approximation" to the uncertainty range V (X, Y ) bȳ
where "lower approximation" is to be understood in the following way: if at each point (x, y) ∈V we attach a rectangle [x, x + δ X ] × [y, y + δ Y ] (δ being the maximum error of approximation), the uncertainty range is contained in the resulting set (see Fig. 3 ):
This construction is compatible with a nonconvex structure of the uncertainty range V (X, Y ) -see Fig. 3 . Such a procedure provides simple bounds for the sumof-variances uncertainty relation: a state-independent bound reads
Additionally, the error of approximation is at most the sum of sector decomposition errors of X and Y , so in case of the minimal selection the difference of approximation and real bound is
The aforementioned procedure can be made arbitrarily tight with the following proposition. Proposition 1. For arbitrary Hermitian X, Y , let Λ(X) and Λ(Y ) denote set of eigenvalues of the respective operators. Then, for the increasing finite sequences (x) = (x 1 , . . . , x n ), (y) = (y 1 , . . . , y m ) such that (x) ⊂ Λ(X) and (y) ⊂ Λ(Y ), the following holds:
The maximal error of approximation is bounded:
This proposition and general idea about approximating uncertainty ranges generalizes naturally to higher number of observables: union of numerical ranges of sector decompositions is still the main object of interest.
Conclusions.-In this work we advocated for geometric approach to uncertainty relations, obtained stateindependent tight analytical bounds applicable in low dimensions and semianalytical approximations for which maximal error can be controlled. Our approach relies on geometric properties of the uncertainty region, the set of simultaneously attainable variances, which is generically not convex.The method can be applied in entanglement detection schemes, analysis of quantum cryptography security, quantum states diagnostics. Further generalization to state-dependent uncertainty relations is also possible with only minor modifications: along with calculation of the uncertainty range, averages of the observables of interest need to be determined.
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