Multiprocessor System-on-Chips (HMPSoC) are becoming popular as a means of meeting energy efficiency requirements of modern embedded systems. However, as these HMPSoCs run multimedia applications as well, they also need to meet real-time requirements. Designing these predictable HMPSoCs is a key challenge, as the current design methods for these platforms are either semi-automated, non-predictable, or have limited heterogeneity.
I. INTRODUCTION
Vision applications on portable embedded systems are becoming ubiquitous (e.g., Google Glass [1] ). However, for these complex system to become truly ubiquitous, they need to meet several design challenges; namely, (1) they need to meet realtime requirements, (2) they need to be energy efficient. For the first issue, it means that design methods need to generate Predictable systems that can guarantee analyzed performances. For the second issue, Heterogeneous computing becomes very important, as the energy efficiency of hardware accelerators is superior compared to homogeneous multiprocessors (almost 20× gain [2] ). Therefore, addressing the design challenges for predictable HMPSoCs is critical.
In order to better understand the challenges in the current methods for the synthesis of Predictable HMPSoCs, our experience in using Xilinx tools to generate an HMPSoC on Xilinx Zynq [3] is described below. The Zynq FPGA contains a Dual ARM Processor Core together with the FPGA programmable fabric. We used a single accelerator generated through High Level Synthesis (HLS). Even though we managed to easily generate a RTL (Register Transfer Level) accelerator, interfacing it with the processor was non-trivial. A DMA (Direct Memory Access) IP (Intellectual Property) needed to be instantiated manually for data transfer; then, then a FIFO buffer needed to be further generated through a different tool and integrated manually, for each buffer size required. While it took several iterations for functional correctness, analyzing the performance was non-trivial, due to the lack of models of the different components, even for such a simple non-pipelined example. Therefore, the key challenge is automatically synthesizing an HMPSoC in a fast and predictable manner.
In this paper, we present MAMPSx -a design framework that takes application specifications and the architecture model as input and automatically generates the entire HMPSoC, together with corresponding software for processors and hardware accelerators, that meets the throughput constraints (Figure 1 ). This work extends the previous work of MAMPS [4] , where each processing tile was limited to homogeneous general purpose processors. Previously, a Communication Assist (CA) for homogeneous general purpose processors [5] and for accelerators [6] had also been introduced, but it was without a complete framework. Following are the key contributions of this paper:
• A complete design framework for the rapid synthesis of predictable HMPSoCs that can be used for prototype based Design Space Exploration (DSE). This was done by integrating: (1) the heterogeneous architecture template, with accelerators and different Processing Element (PE) types (e.g., ARM); with (2) the communication assist modules, with corresponding models of computation.
• A demonstrative, automated port of the framework targeting the Xilinx Zynq ZEDboard [11] . • A case study on how our methodology can be used for fast design space exploration on the Xilinx Zynq heterogeneous platform, using an industrial vision application for ink-jet printing. The remainder of this paper is organized as follows. Section II summarizes the related work on rapid synthesis flows for predictable HMPSoCs. Section III introduces the application and architecture models and the architecture template used in our framework. Section IV gives the details of our design framework. Section V describes the MAMPSx communication model. Section VI provides the experimental results. Section VII concludes the paper and gives a direction for future work.
II. RELATED WORK
HMPSoC synthesis methodologies are widely studied in literature. Table I lists and compares these various approaches that are currently relevant for predictable platform generation. For a list of other approaches for HMPSoC synthesis, readers may refer to [12] .
The DaedalusRT [7] is an HMPSoC framework that takes C code as input and derives a Kahn Process Network (KPN) and a Cyclo-Static Data Flow (CSDF) model for analyzing. These models give conservative bounds for real time performance requirements. They use the ESPAM as a back-end to synthesize the platform for prototyping. They only support manually written accelerators and the user must derive both the computation and communication models for these accelerators manually. The System Codesigner [8] A template based synthesis framework similar to ours is described by Corre et al. [10] . They use the Daedalus framework as a front end to generate a homogeneous PE platform, after which they explore the design space of functions in each PE to accelerate using HLS. However, each of their accelerators can only be connected as a co-processor to a single PE, which limits the performance benefit. Their experiments show that because of their simplified models for communication and architecture, they may not be able to accurately predict the performance of the generated platform.
In our framework, we support multiple types of accelerators (manual RTL, HLS-C and HLS-SystemC) and PE types for integration while maintaining predictability for all. As the communication is modeled through the CA, the user only has to provide the model of the computation for the accelerators, We also provide a conservative upper bound of the performance of the generated platform by analysis. Additionally, our heterogeneous framework can support diverse PE, interconnect and network interface types.
III. APPLICATION MODEL AND ARCHITECTURE MODEL
This section provides an overview of the application model, and the architecture template and model, used in the proposed design framework. These formal models are needed for the analysis of the performances, as well as for the computation of the required buffer sizes, when synthesizing predictable HMPSoCs.
A. Application Graph Model
Synchronous Data Flow Graphs (SDFGs) [14] are used to model concurrent multimedia applications with timing constraints. The SDFG model of an example application is shown in Figure 2 . The nodes model the tasks and are referred to as actors, which communicate with tokens sent from one actor to another through the edges modeling dependencies. The example application is modeled with three actors A, B & C and three edges D1, D2 & D3. An actor fires (executes) when there are sufficient input tokens on all of its input edges and sufficient buffer space on all of its output channels. Every time an actor fires, it consumes a fixed amount of tokens from the input edges and produces a fixed amount of tokens on the output edges. These token amounts are referred to as rates. The rates determine how often actors have to fire with respect to each other. The edges may contain initial tokens, which is indicated by a bullet point, as in Figure 2 . Definition 3.1 (SDFG): An SDFG (A, E) consists of a set A of actors and a set E of edges. An edge e = (a 1 , a 2 , t 1 , t 2 ) represents a dependency of actor a 2 on a 1 . When a 1 fires, it generates t 1 tokens on e and when a 2 fires, it consumes t 2 tokens from e. Initial tokens on edges are defined as TokIn: E → natural numbers including 0.
Definition 3.2 (Application Graph (AG)): An AG is represented as (A, E, AP, EP) which is derived from SDFG (A, E). AP and EP provide the resource requirements of the actors and the edges on the platform respectively. For each actor a ∈ A, AP provides a 3-tuple (p types , ET, mem), where, p types represents the implementation alternatives of the actor, ET and mem represent the execution time (in time-units) and memory needed (in bits) on the implementation alternatives respectively. AP provides null values for ET and mem for unsupported implementation alternatives. For each edge e = (a 1 , a 2 , t 1 , t 2 ) ∈ E, EP provides a 1-tuple (sz), where, sz is the size of a token (in bits). Table II shows the values of AP and EP for actors and edges of the example application. Throughput is an important property of multimedia applications; it describes how fast those applications are able to run, and it is defined as the inverse of the average iteration time of an application. The technique of analyzing throughput of the SDFGs is described in [15] .
B. Architecture Template & Model
In this section we first motivate the use of the Communication Assist module based on the C-HEAP [16] interface for our architecture and then we describe the MAMPSx heterogeneous architecture template. After that, we describe an example architecture model derived from this template.
Communication Assist: The main idea behind the proposed C-HEAP based CA is the decoupling of communication from computation. This is done through a shared circular buffer with only synchronization primitives. Additional data copying is not needed. This circular buffer is shown in Figure 3 and the synchronization primitives are listed in Table III . The producer only needs claim space to get an empty buffer space and release space to release the written buffer. Similarly, the consumer only needs claim data and release data to get a full data buffer and to release the read data buffer respectively. Though the CA increases processor efficiency by offloading PE communication tasks, the main benefit of a CA is that it allows the independent modeling of different heterogeneous components on the HMPSoC (see Section V for details). Take, for example, an accelerator connected to an interconnect via a CA -this decouples the complex communication handshaking interactions of the network interface of the interconnect from the accelerator computation. Additional benefits of C-HEAP based CA include: (1) the out-of-order data access for window type kernels; (2) a standardized IP interface which is independent of the network interface; and (3) a simplified accelerator design, as the focus is on computation.
Generic MAMPSx Heterogeneous Architecture Template: The second input to the design framework is the architecture model derived from an architecture template (see Figure 1 ). This template (Figure 4 ) describes the processing elements of the architecture available in the hardware platform (Tiles) and how these components are connected (Interconnect). As an example, the architecture platform for a vision system is shown in Figure 4 . Tile 1 and 6 show a source interface tile (for camera inputs, e.g., Cameralink) and Sink interface tile (for display outputs), which are commonly used in vision systems. The use of CA allows for the decoupling of the interface from the rest of the system for predictability. Tile 2 shows a simple tile using a processing element (PE) which is connected to the network interface (NI), a local memory and some optional peripherals. Tile 3 shows a similar tile which has been extended with a CA from the PE. Tile 4 shows an example of hardware accelerators, which are an integral part of our template. Tile 5 is the Memory Tile and is an option for vision applications that require large frame buffers for processing. This can be either be an SRAM or a BRAM based memory tile with a CA or DDR tile with a predictable memory controller [17] . Finally, different types of interconnects (e.g., FIFO links, bus, and NoC) can be seamlessly integrated as they only have to support the NI interface.
Architecture Model: From this generic architecture template, a specific architecture platform can be modeled through a platform graph.
Definition 3.3 (Platform Graph (PG)): A PG is represented as (T, C) which contains a set T of tiles and a set C of connections. A tile t ∈ T is a 9-tuple (pe type , ν, m, ca type , ni type , ci, co, iω, oω), where pe type ∈ PET (PET is the set of the processing element types), ν is the frequency(in MHz), m is the memory size (in bits), ca type ∈ CA T (CA T is set of the CA types), ni type ∈ N I T (N I T is set of the network interface types), ci & co are the maximum number of input and output connections supported by the NI and iω & oω are the maximum incoming and outgoing bandwidth (in bits/timeunit). A connection c ∈ C is a 4-tuple (c type , L, d, N), where c type ∈ CT (CT is set of the interconnection types), L is latency (in time-units) and d & N are the depth (in bits) and width (in bits) of the interconnect respectively. Table IV shows the values of T and C for tiles and connections of an example architecture model for the running example.
IV. DESIGN FRAMEWORK
In this section we present the details of the proposed design framework. As Figure 1 shows, it consists of two main blocks. The Analysis and Exploration block finds a mapping of the application onto the architecture which is capable of achieving the throughput, as required for the application. This is input together with the original application and architecture specifications to the HMPSoC Platform Generation block, which generates an entire HMPSoC with corresponding software and hardware modules for automated synthesis, using out-of-thebox FPGA development software, for a FPGA prototype. As the focus of this paper is on system level synthesis, we do not discuss how the accelerators are generated. They can be generated from a manual RTL library, High Level Synthesis (HLS) [18] , C-based HLS libraries (e.g., Vivado HLS OpenCV library [3], Open-Source Accelerator Store [19] ) or through our skeleton-based accelerator generation method [20] .
A. Analysis and Exploration
This stage utilizes the SDF3 [21] tool set consisting of several tools that allow automatic mapping of an application, described as a SDF graph, to a given platform. Buffer distributions, task mapping and static-order schedules are determined and gathered in the mapping output of SDF3. It also provides a worst case bound of the throughput of the application for the given mapping. The MAMPSx virtual platform of the SDF3 tool set was modified with the new communicational model described in Section V. Figure 5 shows the mapping output for the running example. Actor A and C are mapped to tile 0 and actor B is mapped to tile 1 . The generated static order schedule on tile 0 is (A, C) as depicted in red. The calculated buffer sizes (1 token unit in this example) for each channel is represented in blue.
B. HMPSoC Platform Generation
In this stage, the application and architecture models, together with the mapping output from SDF3, are used to generate the complete HMPSoC platform. The generated platform for the running example is shown in Figure 6 . Firstly, the tile (e.g., ARM and accelerator) and interconnect (e.g., FIFO) components are instantiated from the specified mapping output with the required the buffer sizes. C-HEAP CA components are also instantiated from the template library. Secondly, software projects are generated for each tile type. This includes the actor wrapper code with C-HEAP primitives and the scheduler that implements the static-order schedule from the mapping output. This is combined with a template project that already includes an implementation of the scheduling and communication libraries for each PE type. Additional peripheral driver libraries (e.g., timer, storage) are also added for execution time measurement and automated data collection. In the case of the ARM PE tile, C-HEAP CA circular buffers can be implemented either using the scratchpad memory or within the DDR memory. Caching is disabled on the ARM PE, while the program code is placed on the DDR memory. The ARM PE CA was implemented through AXI DMA IP [3] while the accelerator CA implementation is from our previous work [6] . Furthermore, this design framework is automated and ported to target the Xilinx Zynq ZEDboard. Additionally, this framework can easily be ported to other FPGA devices and boards.
V. MAMPSX COMMUNICATION MODEL
Here we describe the communication models used in the proposed framework. Figure 7 shows an example of a parameterized dataflow model of the communication in the channel D1 (from Figure 5 ) from tile 0 to tile 1 . It consists of three blocks: ARM PE and CA communication model for tile 0 , AXI-streaming FIFO model for interconnect 0 and the CA and accelerator communication model for tile 1 .
The first block, which contains actors s 1 − s 5 , models the delay in sending the data via CA from the ARM-tile. All actors in the block, except s 3 , have 0 execution time. Actor s 1 isolates the computation process of actor A from the CA communication, i.e. once actor A completes a firing, it can carry on with the next firing while the CA takes care of the output data transmission. Actor s 2 performs the token serialization, i.e., it splits each input token into f number of 32-bit words. Actor s 3 models the CA delay associated with sending a word, which is 2208ns. Actors s 4 and s 5 are acknowledgement actors. They block actors s 2 and s 1 from firing before the previous token serialization and output data transmission is completed, respectively.
The second block (actors r and l) is a latency-rate model [22] of the AXI-Streaming FIFO (with buffer size of n i ) for transferring a 32-bit word. Similarly, NoC and other interconnect types can be seamlessly modelled with different parameter values. The third block (i.e. actors wr, rd and d 1 ) models the CA communication of the accelerator tile. Actors wr and rd are for modeling write and read latencies of a word and actor d 1 is for the de-serialization of words that belong to the same token [6] .
VI. EXPERIMENTS
In this section we present some of the results that were obtained by using our design framework to implement a real application. We use an industrial vision application, called Fast Focus on Structures (FFoS), that is used for ink-jet printing on OLED structures as our driving case study. We initially verify our framework by comparing the performances of the generated platforms with their analyzed performances. In addition, we present a case study using the FFoS application; to show how our tool can be used to efficiently explore the design space and how it can reduce the design time. Our implementation platform is the Xilinx Zynq Evaluation Development Board (ZEDboard) with a XC7Z020 FPGA on-board. Xilinx ISE 14.4 was used for synthesis and implementation. 
A. FFoS Application
FFoS is an application used, in OLED manufacturing, to accurately detect the centers of organic materials for inkjet printing. As shown in Figure 8 , it consists of four main processing blocks [23] . The input image, of an OLED wafer section, initially goes through an Otsu (histogram based image thresholding); and then binarization, to differentiate the OLED segment from the background. It is then eroded, to remove the noise in the image. Finally, it is projected into a horizontal and a vertical vector to find the centers.
The SDF model for this application is shown in Figure 9 and the corresponding actor implementation alternatives are listed in Table V 
B. Verifying the Framework
In order to verify our design framework, we automatically and exhaustively generate all eight possible configurations from the available implementation alternatives. A configuration is defined as a 3-tuple (P roj type , Eros type , Bin type ), where each actor type has value 0 or 1; for implementations on the ARM PE or as an accelerator, respectively. These configurations are listed in Table VI -each with the analyzed 1 The throughput figures of the software implementations of P roj and Eros actors are negatively affected by the facts that they require additional bitwise and endianness switch operations, and that the NEON instructions are not used. An optimized version would show a less dramatic slowdown (compared to an accelerator); however this does not affect the main premise of the paper. throughput, the FPGA prototype throughput and the variation between them. As the maximum variation is 15.72%, our framework provides a conservative worst case bound on the throughput of the generated HMPSoCs. Our investigations showed that this variation was due to memory access time variations in the DDR RAM for the CA buffers.
C. DSE Case Study
Here we present a case study of using our design framework to explore the design space by computing the trade-offs between execution time, area, and power. Figure 10 (top) shows the Pareto optimal front (blue line) of the execution time -area trade-offs generated for all eight configurations. The four dominated configurations (111, 011, 001 and 101) all have the binarization actor as an accelerator. In our implementation, binarization requires 5400 (120 × 45) number of words to be transferred to the accelerator; while for the other channels, the required number of words are 180 (4 × 45) or less (see Table V ). Here, the communication overhead of binarization overshadows the gain by accelerating the actor. . It allows the calculation of the FPGA power consumption as a function of the area and the ARM PE power consumption as a function of the processor's load. Our processor's load is defined as the total sum of the execution times of the actors on the ARM divided by the total execution time of the application. It is interesting to note that the configurations 111 and 011 are Pareto points here, due to the offloading of actors to accelerators and due to the long waiting time of the binarization's communication overhead. Therefore, it is critical to model and predict the communication overheads within HMPSoCs, such that noninteresting points (depending on the required objective e.g., performance or power) can be pruned away at an early stage of the flow.
D. Design Time
The time spent on design space exploration is an important aspect when designing HMPSoCs. Table VII lists the design times required by the various parts of the framework. Compared to the manual design of a single configuration that took 5 days to complete, we were able to complete the entire design space exploration of all eight configurations in 8 hours; this includes the synthesis and implementation time. This assumes a working knowledge of the application and experience with the design framework. 
VII. CONCLUSIONS
In this paper we proposed a design framework to generate predictable HMPSoC designs. Our approach takes the description of the application and the architecture model and produces the corresponding HMPSoC platform, which meets the throughput constraint. The design framework is ported to target the Xilinx Zynq ZEDBoard. A case study is presented to find the trade-offs between area, performance and power; for an industrial vision application to show that our design framework allows for fast and automated design space exploration of predictable HMPSoCs.
Currently, the ARM tile with DDR RAM is not completely predictable; we will use a FPGA BRAM memory and a predictable memory controller [17] with DDR RAM to make it fully predictable in the future.
Also, we would like to develop and automate more ways of exploring the design space of the accelerators at the Analysis and Exploration stage. For example: (1) finding which accelerator actor has better performance/area efficiency; (2) trying different parallelism of accelerator actors. ACKNOWLEDGEMENT We appreciate the support by the Dutch Ministry of Economic Affairs (Pieken in de Delta) for this research work within the Embedded Vision Architecture project.
