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The structure and degree of order in soft matter and other materials is intimately connected to
the nature of the interactions between the particles. One important research goal is to find suitable
control mechanisms, to enhance or suppress different structures. Using dynamical density functional
theory, we investigate the interplay between external shear and the characteristic length-scales in
the interparticle correlations of a model system. We show that shear can controllably change the
characteristic length-scale from one to another quite distinct value. Moreover, with specific small
changes in the form of the particle interactions, the applied shear can either selectively enhance
or suppress the different characteristic wavelengths of the system, thus showing how to tune these.
Our results suggest that the nonlinear response to flow can be harnessed to design novel actively
responsive materials.
The manipulation and control of matter lies at the
heart of much physical and technological progress [1].
Soft matter is particularly captivating because of its high
responsiveness to external stimuli [2]. The control of
order in soft materials can lead to novel functionali-
ties, associated with dynamical structural changes, in-
cluding colloidal self-assembly, and by combining fluids
and light, various photonic devices, e.g. adaptive opti-
cal lenses, have been made [3–11]. Developing materials
with structures that can be precisely tuned depends on
having control of the characteristic length-scales [12–14];
the fluidic nature of soft matter can make them tunable
and reconfigurable [11].
A major challenge to control and manipulate nonequi-
librium soft matter is ascertaining the link between the
microscopic structure and the macroscopic flow behav-
ior [15, 16]. When a complex fluid is subject to shear,
novel structure can emerge. Recent studies include for
lamellar phases [17], colloids [18–21], colloidal gels [22–
24], star polymers [25, 26], biomolecules [27–30], bioflu-
ids [31], hydrogels [32], and graphene particles [33, 34].
Neutron and X-ray scattering methods have proven valu-
able probes of the structure and rheology in soft mat-
ter [16, 26, 28, 35–41]. Surprisingly, little is known about
the stability under shear of such structures and how this
depends on the particle interactions, though the question
is of relevance e.g. for ink-jet print technologies [42, 43]
and biological microfluidics [44]. To understand stability
and other properties of sheared systems, a well-founded
dynamical theory is necessary.
Here, we offer general arguments for a model com-
plex fluid exhibiting at least two characteristic length-
scales, which predict counterintuitive behavior. We em-
ploy dynamical density functional theory (DDFT) be-
cause it is an efficient approximate method to determine
a system’s dynamical response to external fields and ex-
ternal driving in terms of the particle number density
ρ(r, t), as a function of position r and time t, which
is a quantity readily accessible to experiments. Thus,
DDFT yields both the equilibrium and the nonequili-
birum microscopic structure of the material, which in-
cludes information about characteristic length-scales of
the system. The original formulation of DDFT, which
can be derived either from the Langevin equation of mo-
tion [45, 46] or from the Smoluchowski equation [47, 48],
considered time-dependent external potentials. Rauscher
et al. generalized theory to the treatment of external flow
fields (e.g. shear), by incorporating an additional term
describing the affine solvent flow field [49]. However, this
form is incapable of describing interaction-induced cur-
rents orthogonal to the affine flow, crucial in the case of
e.g. laning. Using a dynamical mean-field approximation,
this issue has been successfully addressed in [50–52], and
applied to study the laning instability [53]. The DDFT
equation for the time evolution of ρ is
∂ρ
∂t
+∇ · (ρv) = Γ∇ ·
(
ρ∇δF [ρ]
δρ
)
, (1)
where v(r, t) is the solvent velocity, F the Helmholtz
free energy functional from equilibrium density func-
tional theory [54–56] and Γ = βD is the particle mobility,
where D is the diffusion coefficient and β = (kBT )
−1; kB
is Boltzmann’s constant and T is the temperature. The
Helmholtz free energy is composed of three terms:
F [ρ] = kBT
∫
drρ(ln(Λnρ)− 1) + Fexc[ρ] +
∫
drρVext.
(2)
The first term is the ideal-gas part, where Λ is the ther-
mal de Broglie wavelength and n is the dimensionality
of the system. Fexc[ρ] is the excess Helmholtz free en-
ergy functional, which incorporates the influence of the
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2interparticle interactions, and Vext(r) is the external po-
tential.
From Eq. (2), the functional derivative in Eq. (1) is
δF [ρ]
δρ
= kBT ln[Λ
nρ]− kBTc(1) + Vext, (3)
where c(1)(r) ≡ −β δFexc[ρ]δρ is the one-body direct cor-
relation function [54–56]. We write the velocity field as
v(r, t) = vaff (r, t)+vfl(r, t), which is a sum of the affine
flow vaff and a particle induced ‘fluctuation’ flow, vfl,
which incorporates the influence of the forces a pair of
approaching particles with different velocities experience
as they flow around each other. vfl is not known ex-
actly. However, we do know it must be a functional of
the fluid density profile ρ and it must be zero when the
fluid density is uniform, ρ(r, t) = ρb, corresponding to an
equilibrium homogeneous state with zero particle flux.
Assuming that it is possible to make a functional Taylor
expansion, the fluctuation term can be written as
vfl[ρ(r)] = vfl[ρb] +
∫
dr′δρ(r′)
δvfl[ρ(r)]
δρ(r′)
∣∣∣∣
ρb
+O(δρ2),
(4)
where δρ(r) = ρ(r)−ρb. The first term is zero, and trun-
cating after the second term we obtain the form suggested
in Ref. [51], i.e.
vfl(r) =
∫
dr′δρ(r′)κ(r− r′), (5)
where κ(r − r′) = δvfl[ρ(r)]δρ(r′)
∣∣
ρb
is the flow kernel. This
quantity has been introduced relatively recently, but its
identification has already led to a series of advances in
the areas of nonlinear rheology and colloidal fluids [50–
53, 57, 58]. We venture to compare the current state-
of-the-art knowledge of the flow kernel with the state of
affairs when Ornstein an Zernike first identified the direct
correlation function c(2)(r) in the early stages of equilib-
rium liquid state theory [56]: they knew it is important,
but at first they knew very little about its full form. The
kernel function κ(r − r′) describes the influence on the
velocity of particles colliding with their neighbors. In the
bulk κ is translationally invariant, but in the presence of
confinement, this is no longer the case, especially at dis-
tances of order of a particle diameter from any confining
substrate. Physical interpretation of κ was given in [51],
where for a fluid of hard-spheres the authors obtained an
expression for κ by means of a geometrical construction.
More recently, in [52] the authors derived an expression
for the kernel function in an exactly solvable low density
limit, again for hard-spheres. What can be inferred more
generally is that the kernel function κ(r − r′) is an odd
function of its argument, with a range that is comparable
to the interaction potential.
Our focus here is on systems of soft penetrable parti-
cles interacting via pair potentials which model the effec-
tive interactions between polymeric macromolecules such
as star polymers, dendrimers or micelle forming block
copolymers in solution [59]. Note, however, that our
findings can be generalized to all systems with multi-
ple length-scales. Assuming a steady shear with flow in
the x-direction and a linear gradient in the y-direction,
one can calculate the dispersion relation ω perpendicular
to the flow [53] (see the Appendix for more details). ω
determines the growth or decay of density modulations
∼ exp(ωt+ ik · r), with wavevector k. For simplicity and
without loss of generality, we treat the system as being
two dimensional, so k = (kx, ky) and ω can be written as
ω(0, ky) = −ρbkyαy(ky)−
k2yD
S(ky)
, (6)
where αy(ky) =
∫
dr sin(kyy)κy(r) and S(k) is the bulk
fluid static structure factor. When the shear rate γ˙ = 0,
then αy(ky) = 0. Also, since S(k) > 0 for all wavenum-
bers k = |k|, Eq. (6) shows that ω < 0 for all k when
αy = 0. Of course, this means that when γ˙ = 0 the uni-
form liquid is linearly stable, as expected. However, for
γ˙ > 0 this is not necessarily the case. In the case of a
system with one length scale, a sufficiently large γ˙ can re-
sult in ω > 0 for a small band of wave numbers at certain
characterisitic wavenumbers, leading to a ‘laning insta-
bility’ [50–53, 57, 58]. For systems with multiple intrin-
sic length-scales, the dispersion relation exhibits several
distinct peaks, each corresponding to a different length-
scale. For γ˙ > 0 the effect of κ, and thus of the function
αy(ky), is to increase or decrease the height of the peaks
in the dispersion relation. This shows it is possible to
manipulate the length-scales inherent in the structure of
the system and also change the length-scale for which the
system is linearly unstable, and so change e.g. the spatial
frequencies of the oscillations in the laned state.
We illustrate these general observations for the family
of fluids composed of particles interacting via the Barkan-
Engel-Lifshitz (BEL) pair potential [60], which has multi-
ple characteristic length-scales. This model system offers
computational convenience and the possibility to study
complex external shear. The multiple length-scales in the
BEL potential can lead to the formation of multiple com-
plex equilibrium structures, such as quasicrystals. While
in the following we specialize to results based on the BEL
potential, our results can be generalized to a wide range
of multiple length-scales systems. The BEL pair poten-
tial has the form
φ(r) = εe−
1
2σ
2r2
(
c0 + c2r
2 + c4r
4 + c6r
6 + c8r
8
)
, (7)
where the parameter ε defines the overall strength of
the repulsion and the other coefficients can be adjusted
so that the structures formed exhibit two characteristic
length-scales. An additional reason for choosing the BEL
model is the fact that the excess Helmholtz free energy
functional can be approximated with surprising accuracy
3by the simple mean-field form
Fexc[ρ] = 1
2
∫
dr
∫
dr′ρ(r)ρ(r′)φ(| r− r′ |). (8)
With this approximation, we have S(k)−1 = 1 + ρbβφˆ(k)
in Eq. (6), where φˆ(k) is the Fourier transform of the pair
potential [53]. We choose the simplest ansatz for the flow
kernel κ(r) compatible with the symmetry of the system,
κ(r) = −βf(γ˙, ρ)∇φ(r). (9)
Recent results for hard-disks imply that the prefactor f ∼
γ˙0.8 [61]. However, here we further simplify by assuming
f = aγ˙, where a = 1 is constant [53].
We now show that small changes in the pair poten-
tial φ, corresponding to small changes in the chem-
istry or molecular architecture of the polymeric macro-
molecules, can result in substantially different effects.
We illustrate this fact by varying the set C ≡ {σ +
δσ, c0, c2, c4 + δc4, c6, c8}, where δσ and δc4 are the
small variations considered and where the reference
values {σ, c0, c2, c4, c6, c8} are those proposed in [60],
i.e. CR ≡ {0.771, 1,−1.095, 0.4397,−0.04927, 0.001831},
which lead to the system having two characteristic
length-scales 2pi/k1 and 2pi/k2, where the corresponding
wavenumbers are k1 = 1 and k2 = 1.93 ≈ 2. Specifically,
we discuss three different cases, illustrated in Fig. 1. We
emphasize that the three pair potentials appear struc-
turally very similar, but give rise to three very different
scenarios under shear: In Case 1, we see below that the
external shear causes the system to switch from one char-
acteristic length-scale being dominant to the other. In
Case 2, both length-scales are amplified by shear and
thus their prominence in the overall structure of the
fluid is enhanced. In this case, if the shear rate is suffi-
ciently large it is possible to form a laned state. In the
last Case 3 shear has the opposite effect, increasing the
damping of both characteristic length-scales, making the
uniform liquid even more stable under shear. Perturba-
tions of the steady state are absorbed more rapidly in
the nonequilibrium case. We present hereafter the equi-
librium and steady-state (under shear) density profiles
together with corresponding dispersion relations for dif-
ferent shear rates γ˙. We denote as γ˙c the threshold value
of the shear rate at which the system becomes linearly
unstable (for one of the length-scales). For all three cases
the system is confined between a pair of parallel (soft)
purely repulsive walls, exerting the external potential
Vext(y) =

V0e
− y3/24 , 0 < y < L2
V0, y < 0 or y > L
V0e
− (y−L)3/24 , L2 < y < L
, (10)
where the y-axis is perpendicular to the surfaces of the
walls, L = 172 is the distance between the walls and V0
FIG. 1. Three rather similar interparticle pair potentials with
extremely different behavior under shear, cases 1-3 discussed
in the text, which are respectively the solid (green), short-
dashed (orange) and long-dashed (red) lines. The inset dis-
plays the Fourier transform of the pair potentials φˆ(k).
is the repulsion strength. The softness of Vext aids the
numerical stability of the calculations. For the presented
cases the values of βV0 are chosen to be different only for
visualization purposes and are specified below. We fix the
bulk fluid density to be ρb = 0.5 in all our calculations.
Case 1: In order to achieve a switch between the
two length-scales we set the pair potential parameters
as C1 ≡ {σ+0.006, c0, c2, c4, c6, c8}. This choice has been
made by studying the form of the first term in Eq. (6).
Figure 2(a) shows the dispersion relation ω(k) for increas-
ing shear. The solid (green) line is the static γ˙ = 0 case.
It has two peaks at k1 and k2, corresponding to the two
intrinsic length-scales in the system. The least damped
length-scale, and thus the highest peak, corresponds to
k = k1 = 1. In order to diminish this peak (i.e. make
modes with this wavenumber more damped) and enhance
the smaller length-scale (with wavenumber k2 ≈ 2), the
first term of Eq. (6) must be negative at k1 and positive
around k2. For the pair potential parameters C1, on im-
posing an external shear on the system, the k ≈ 1 peak
in the dispersion relation decreases (see Fig. 2(a)). Si-
multaneously, the k ≈ 2 peak increases and eventually
the system becomes linearly unstable, when ω(k2) > 0.
This effect can be obtained for a range of values of δσ or
for other more complex variations of the set CR. How-
ever, here our aim is to use parameter sets close to the
reference one.
In Fig. 2(b) we show the γ˙ = 0 equilibrium density pro-
file (dashed green) and the γ˙ = 4.5 steady-state density
profile (solid red), where the external potential parameter
is βV0 = 400. The γ˙ = 0 density profile contains oscilla-
tions (correlations) with both length scales, but because
the large length scale ∼ 2pi/k1 is dominant, these are
most easily visible in the profile, particularly further from
the wall (larger y) – c.f. Ref. [62]. Away from the wall the
density is uniform, because for this value the bulk fluid
state is linearly stable. Increasing ρb leads to the oscilla-
tions increasing in amplitude and decaying more slowly
into the bulk, because one is approaching the linear sta-
bility threshold associated with freezing. However, under
shear the small length-scale comes to dominate over the
large length-scale, being increasingly prominent as y in-
4FIG. 2. On the left we display the dispersion relation ω(k) for varying shear rate γ˙. In each case the solid line is the unsheared
γ˙ = 0 case, followed by the long dashed, intermediate dashed, and short dashed lines, for increasing γ˙, respectively. On the
right we display corresponding density profiles from DDFT, where the dashed line is for γ˙ = 0 (unsheared equilibrium system)
and the solid line is the steady state for particular γ˙ > 0 (vertically shifted by 1, except for in (d), which is shifted by 1.1).
Three cases are considered: Case 1 with parameters C1, displayed in (a) and (b); Case 2, for C2, in (c) and (d); and Case
3 with parameters C3, in (e) and (f). In Case 1 the ω(k) displayed in (a) is for shear rates γ˙ = 0, 1.5, 3 and 4.5. As γ˙ is
increased the first peak at k ≈ 1 decreases, while the second at k ≈ 2 increases. For strong enough shear one can eventually
swap from one dominant length-scale to the other. In (b) the density profiles are for γ˙ = 0 and γ˙ = 4.5 > γ˙c. In the sheared
suspension the short (wavelength) length-scale becomes more prominent and the long length-scale less so. In (c) the results are
for γ˙ = 0, 0.5, 1 and 1.5. As γ˙ is increased, both peaks in ω(k) increase in value, leading eventually to the system becoming
linearly unstable. In (d) the Case 2 density profiles are for γ˙ = 0 and γ˙ = 1.5 > γ˙c. In the sheared case, both length-scales are
more prominent and have a slower decay away from the wall. Moreover, the short length-scale (almost not visible for γ˙ = 0)
becomes slightly dominant. For Case 3 in (e), the ω(k) displayed are for γ˙ = 0, 0.2, 0.4 and 0.5. As γ˙ is increased, both peaks
in ω(k) move down, making all density modulations even more strongly damped, so decreasing any structuring away from the
wall. The corresponding density profiles in (f) are for γ˙ = 0 and 0.5.
creases. Moreover, only the oscillation with the small
wavelength survive in the center of the system, setting
the wavelength of the shear induced laning. The results
in Figs. 2(a) and 2(b) show that a system exhibiting one
characteristic length-scale can be controllably tuned by
means of shear to obtain a system exhibiting a different
typical (lane) length-scale.
Case 2 : We now consider the reference set C2 = CR. In
this setup, the effect of the flow kernel is to increase both
peaks in the dispersion relation, as shown in Fig. 2(c). In
Fig. 2(d) we display corresponding density profiles, with
βV0 = 500, and γ˙ = 0 and γ˙ = 1.5. The γ˙ = 0 equilib-
rium density profile shows the typical oscillations decay-
ing towards the center of the system, with the wavelength
being the large length-scale. The peak in the dispersion
relation corresponding to this is the highest, being closer
to zero. In the region close to the wall one can observe the
contribution from the small length-scale density oscilla-
tion decaying relatively fast. However, as γ˙ is increased,
the small length-scale becomes more prominent and for a
shear rate stronger than the critical shear γ˙c (correspond-
ing to the onset of the linear instability), we observe that
both length-scales influence the structure deeper into the
bulk. This example shows that it is possible to switch on
and off multiple length-scales, which are not present (in
the bulk) in the unperturbed situation.
Case 3 : The interesting feature of this case is that
shear makes the system more stable than the equilibrium
state, i.e. both of the peaks in ω are suppressed by shear.
This phenomenon can be observed when the parameters
C3 ≡ {σ+0.006, c0, c2, c4−0.0147, c6, c8}. As before, this
set has been determined by studying the form of the first
term in Eq. (6). Specifically, the effect of the shear is
to decrease the height of both peaks in the dispersion
5relation (Fig. 2(e)). In this situation the system is less
susceptible to external perturbations and thus is able to
absorb any modulation faster if subject to external shear.
In Fig. 2(f) this mostly affects the rate of decay of the
density oscillations into the bulk, rather than the initial
amplitude, so the effect of the shear is not immediately
apparent. This suppression of both peaks in ω(k) can be
obtained with a range of values of (δσ, δc4) or from other
more complex variations of the set CR. However, our aim
is to use sets close to the reference one.
To summarise, we have shown that it is possible to con-
trollably tune the typical particle spacing in soft matter
systems exhibiting multiple intrinsic length-scales, using
shear as the control. For our soft particle model we have
shown that depending on the form of the interactions (i.e.
the chemical make-up of the molecules), it is possible to
change the characteristic distance between lanes of parti-
cles. Our work shows that tiny changes in the chemistry
of the particles, namely in the form of the pair inter-
action potential, can lead to extremely different macro-
scopic structures. We suggest that this non-linear behav-
ior can be exploited to develop a class of active metade-
vices. The key conceptual step to perform this study is
the identification of the shear kernel [50–53, 57, 58]. This
only occurred recently and it deserves much future study.
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APPENDIX
Dispersion relation
Here we derive the dispersion relation ω(k) in Eq. (6)
for a sheared system. This comes out of performing a sta-
bility analysis on the generic DDFT equation with non-
affine advection and follows the treatment in Ref. [53].
ω(k) is the key quantity that allows to predict the char-
acteristic length-scales in the system and how these are
influenced by externally imposed shear. We start by as-
suming the one-body density takes the form of a constant
plus a small perturbation,
ρ(r, t) = ρb + δρ(r, t) = ρb +
∑
k
ke
ik·r+ωt, (11)
where we have assumed a Fourier decomposition of the
perturbation to write it as a sum over modes with wave
vector k, corresponding amplitude k and ω(k) is the
growth/decay rate, referred to as the dispersion relation.
For simplicity, we consider a 2-dimensional system in the
(x, y) plane. However, the generalization to 3-dimensions
is straightforward. It is convenient to write the velocity
field as:
v(r) = vaff (y)ex + v
fl(r) = γ˙yex + v
fl(r), (12)
where a simple shear is assumed to be acting along the x-
axis, where γ˙ is the shear rate and vfl(r) is the non-affine
term (also referred to as the ‘fluctuation’ term). Using
these definitions, and a functional Taylor expansion of
c(1)(r), i.e.
c(1)(r) = c(1)[ρb] +
∫
dr′δρ(r′)c(2)(| r− r′ |) +O(δρ2),
(13)
where c(2)(r) = δc(1)/δρ |ρb is the bulk fluid two-body
direct correlation function, Eq. (1) reduces to:
ωδρ(r, t) + ρb∇ · v(r) +∇ · [δρ(r, t)v(r)]
= −k2D [1− ρbcˆ(k)] δρ(r, t) +O(δρ2),
(14)
where D = kBTΓ is the diffusion coefficient and cˆ(k) is
the Fourier transform of c(2)(r). The right hand side of
the last equation is a known result [45, 47, 54, 63, 64].
The Taylor expansion of the free energy is an appropriate
approximation, since we assume the density variations
around the bulk value to be small, i.e. δρ  1. We
then recall that for an equilibrium fluid [1− ρbcˆ(k)] =
1/S(k), where S(k) is the static structure factor [55].
Using Eq. (12) and then dividing each term by δρ(r, t)
we obtain
ω =− ρb
δρ(r, t)
∇ · vfl(r)− ikxvaffx (r)− ikxvflx (r)
− ikyvfly (r)−∇ · vfl(r)−
k2D
S(k)
+O(δρ).
(15)
Since we are interested in the growth/decay of pertur-
bations perpendicular to the flow we consider the wave
vectors k = (0, ky). We then have
ω =− ρb
δρ(r, t)
∇ · vfl(r)− ikyvfly (r)−∇ · vfl(r)
− k
2
yD
S(ky)
+O(δρ).
(16)
The non-affine velocity term has the general convolution
form shown in Eq. (5). Replacing Eq. (11) in Eq. (5),
and using r′′ = r− r′ we find
vfl(r) = δρ(r, t)
∫
dr′′ [cos(k · r′′)− i sin(k · r′′)]κ(r′′).
(17)
We recall that the y-component of the kernel func-
tion, κy, has to be an odd function, which implies that∫
dr′κy(r − r′) = 0 and also that the first of the above
integrals is vanishing, so that we can simplify to obtain
vfl(r) = −iδρ(r, t)
∫
dr′′ sin(k · r′′)κ(r′′)
= −iδρ(r, t)α(k),
(18)
where α(k) =
∫
dr sin(k · r)κ(r). In Eq. (16) the second
and the third terms in the right hand side are of order
6δρ, which can be neglected, since we consider the limit of
small perturbation δρ, i.e. k → 0. We are left with the
equation
ω(k) = −ρbk ·α(k)−
k2yD
S(ky)
. (19)
Since we have chosen to consider the wave vectors k =
(0, ky) in order to study the instability along the y-axis,
we can write
ω(0, ky) = −ρbkyαy(ky)−
k2yD
S(ky)
, (20)
where αy(ky) =
∫
dr sin(kyy)κy(r).
Flow kernel for uniaxial shear
When imposing a uniaxial shear, i.e. when vaff (r) =
yγ˙ex, one can reduce the problem to an effective one-
dimensional system, by assuming that the density varies
only along the stability axis, i.e. perpendicular to the
walls responsible for the shear. The fact that some of the
integrals do not depend on ρ(r) = ρ(y) means that the
velocity fluctuation term can be written as
vfly (y) = γ˙
∫ ∞
−∞
ρ(y − y′)L(y′)dy′, (21)
where the function L(y) can be obtained numerically
(only once, independently from the shear rate γ˙ and the
one-body density ρ), reducing the full two-dimensional or
three-dimensional problem to an effective (much quicker)
one-dimensional one. For details see the Appendix in
[53].
[1] J. Ruokolainen, R. Ma¨kinen, M. Torkkeli, T. Ma¨kela¨,
R. Serimaa, G. ten Brinke, and O. Ikkala, Science 280,
557 (1998).
[2] T. Kato, N. Mizoshita, and K. Kishimoto, Angew. Chem.
45, 38 (2006).
[3] I. Musˇevicˇ, M. Sˇkarabot, U. Tkalec, M. Ravnik, and
S. Zˇumer, Science 313, 954 (2006).
[4] G. M. Whitesides, Nature 442, 368 (2006).
[5] M. Yamada, M. Kondo, J.-I. Mamiya, Y. Yu, M. Ki-
noshita, C. J. Barrett, and T. Ikeda, Angew. Chem. 47,
4986 (2008).
[6] M. Humar, M. Ravnik, S. Pajk, and I. Musˇevicˇ, Nature
Photonics 3, 595 (2009).
[7] M. Ravnik, G. P. Alexander, J. M. Yeomans, and
S. Zˇumer, Proc. Natl. Acad. Sci. USA 108, 5188 (2011).
[8] G. Cipparrone, A. Mazzulla, A. Pane, R. J. Hernandez,
and R. Bartolino, Advanced Materials 23, 5773 (2011).
[9] S. Sacanna and D. J. Pine, Curr. Opin. Colloid Interface
Sci. 16, 96 (2011).
[10] J. P. F. Lagerwall and G. Scalia, Curr. Appl. Phys. 12,
1387 (2012).
[11] C. Monat, P. Domachuk, and B. Eggleton, Nature Pho-
tonics 1, 106 (2007).
[12] H. Schmidt and A. R. Hawkins, Nature Photonics 5, 598
(2011).
[13] R. Taylor, S. Coulombe, T. Otanicar, P. Phelan, A. Gu-
nawan, W. Lv, G. Rosengarten, R. Prasher, and
H. Tyagi, J. Appl. Phys. 113, 1 (2013).
[14] M. Caleap and B. W. Drinkwater, Proc. Natl. Acad. Sci.
USA 111, 6226 (2014).
[15] J. C.-W. Lee, K. M. Weigandt, E. G. Kelley, and S. A.
Rogers, Phys. Rev. Lett. 122, 248003 (2019).
[16] Y. Gu, E. A. Alt, H. Wang, X. Li, A. P. Willard, and
J. A. Johnson, Nature 560, 65 (2018).
[17] O. Diat, D. Roux, and F. Nallet, Phys. Rev. E 51, 3296
(1995).
[18] I. Cohen, T. G. Mason, and D. A. Weitz, Phys. Rev.
Lett. 93, 046001 (2004).
[19] S. Gerloff, T. A. Vezirov, and S. H. L. Klapp, Phys. Rev.
E 95, 062605 (2017).
[20] F. Khabaz, T. Liu, M. Cloitre, and R. T. Bonnecaze,
Phys. Rev. Fluids 2, 093301 (2017).
[21] Z. Varga, V. Grenard, S. Pecorario, N. Taberlet,
V. Dolique, S. Manneville, T. Divoux, G. H. McKinley,
and J. W. Swan, Proc. Natl. Acad. Sci. USA 116, 12193
(2019).
[22] N. Koumakis, E. Moghimi, R. Besseling, W. C. K. Poon,
J. F. Brady, and G. Petekidis, Soft Matter 11, 4640
(2015).
[23] E. Moghimi, A. R. Jacob, N. Koumakis, and G. Pe-
tekidis, Soft Matter 13, 2371 (2017).
[24] R. Massaro, G. Colombo, P. Van Puyvelde, and J. Ver-
mant, Soft Matter 16, 2437 (2020).
[25] M. Ripoll, R. G. Winkler, and G. Gompper, Phys. Rev.
Lett. 96, 188302 (2006).
[26] Y. Liu, S. Gao, B. S. Hsiao, A. Norman, A. H. Tsou,
J. Throckmorton, A. Doufas, and Y. Zhang, Polymer
153, 223 (2018).
[27] S. W. Schneider, S. Nuschele, A. Wixforth, C. Gorze-
lanny, A. Alexander-Katz, R. R. Netz, and M. F. Schnei-
der, Proc. Natl. Acad. Sci. USA 104, 7899 (2007).
[28] I. Singh, E. Themistou, L. Porcar, and S. Neelamegham,
Biophys. J. 96, 2313 (2009).
[29] Y. Shan, X. Qiang, J. Ye, X. Wang, L. He, and S. Li,
Sci. Rep. 9, 1 (2019).
[30] L. Zhou, X. Feng, Y. Yang, Y. Chen, X. Tang, S. Wei,
and S. Li, J. Sci. Food Agric. 99, 6500 (2019).
[31] Z. Liu, J. R. Clausen, R. R. Rao, and C. K. Aidun, J.
Fluid Mech. 871, 636 (2019).
[32] H. Ke, L.-P. Yang, M. Xie, Z. Chen, H. Yao, and
W. Jiang, Nat. Chem. 11, 470 (2019).
[33] S.-H. Hong, T.-Z. Shen, and J.-K. Song, Liq. Cryst. 45,
1303 (2018).
[34] C. Zhao, P. Zhang, J. Zhou, S. Qi, Y. Yamauchi, R. Shi,
R. Fang, Y. Ishida, S. Wang, A. P. Tomsia, et al., Nature
580, 210 (2020).
[35] D. Pozzo and L. Walker, Eur. Phys. J. E 26, 183 (2008).
[36] A. P. R. Eberle and L. Porcar, Curr. Opin. Colloid Inter-
face Sci. 17, 33 (2012).
[37] R. L. Leheny, M. C. Rogers, K. Chen, S. Narayanan, and
J. L. Harden, Curr. Opin. Colloid Interface Sci. 20, 261
(2015).
[38] F. Westermeier, D. Pennicard, H. Hirsemann, U. H. Wag-
ner, C. Rau, H. Graafsma, P. Schall, M. P. Lettinga, and
B. Struth, Soft Matter 12, 171 (2016).
7[39] T. Narayanan, H. Wacklin, O. Konovalov, and R. Lund,
Crystallogr. Rev. 23, 160 (2017).
[40] T. Gibaud, N. Dage`s, P. Lidon, G. Jung, L. C. Ahoure´,
M. Sztucki, A. Poulesquen, N. Hengl, F. Pignon, and
S. Manneville, Phys. Rev. X 10, 011028 (2020).
[41] L. T. Andriano, N. Ruocco, J. D. Peterson, D. Olds,
M. E. Helgeson, K. Ntetsikas, N. Hadjichristidis,
S. Costanzo, D. Vlassopoulos, R. P. Hjelm, et al., J.
Rheol. 64, 663 (2020).
[42] S. B. Fuller, E. J. Wilhelm, and J. M. Jacobson, J. Mi-
croelectromech. S. 11, 54 (2002).
[43] H. P. Le, J. Imaging. Sci. Techn. 42, 49 (1998).
[44] P. Domachuk, K. Tsioris, F. G. Omenetto, and D. L.
Kaplan, Adv. Mater. 22, 249 (2010).
[45] U. M. B. Marconi and P. Tarazona, J. Chem. Phys. 110,
8032 (1999).
[46] U. M. B. Marconi and P. Tarazona, J. Phys.: Condens.
Matter 12, A413 (2000).
[47] A. J. Archer and R. Evans, J. Chem. Phys. 121, 4246
(2004).
[48] A. J. Archer and M. Rauscher, J. Phys. A: Math. Gen.
37, 9325 (2004).
[49] M. Rauscher, A. Dominguez, M. Krueger, and F. Penna,
J. Chem. Phys. 127 (2007).
[50] M. Kru¨ger and J. M. Brader, Europhys. Lett. 96, 68006
(2011).
[51] J. Brader and M. Krueger, Mol. Phys. 109, 1029 (2011).
[52] A. Scacchi, M. Krueger, and J. M. Brader, J. Phys.:
Condens. Matter 28, 244023 (2016).
[53] A. Scacchi, A. J. Archer, and J. M. Brader, Phys. Rev.
E 96, 062616 (2017).
[54] R. Evans, Adv. Phys. 28, 143 (1979).
[55] R. Evans, “Density functionals in the theory of non-
uniform fluids,” in Fundamentals of Inhomogeneous Flu-
ids, edited by D. Henderson (1992) pp. 85 – 175.
[56] J.-P. Hansen and I. R. McDonald, eds., Theory of Simple
Liquids, 4th ed. (Academic Press, Oxford, 2013).
[57] A. Scacchi and J. M. Brader, J. Phys.: Condens. Matter
30, 095102 (2018).
[58] D. Stopper and R. Roth, Phys. Rev. E 97, 062602 (2018).
[59] C. N. Likos, Phys. Rep. 348, 267 (2001).
[60] K. Barkan, M. Engel, and R. Lifshitz, Phys. Rev. Lett.
113, 098304 (2014).
[61] N. Jahreis and M. Schmidt, Colloid Polym. Sci. 298, 895
(2020).
[62] M. C. Walters, P. Subramanian, A. J. Archer, and
R. Evans, Phys. Rev. E 98, 012606 (2018).
[63] A. J. Archer, M. J. Robbins, U. Thiele, and E. Knobloch,
Phys. Rev. E 86, 031603 (2012).
[64] A. J. Archer, M. C. Walters, U. Thiele, and E. Knobloch,
Phys. Rev. E 90, 042404 (2014).
