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1. INTRODUCTION 
One of us [ 1 ] has considered a question related to the following query. 
Query. For what real numbers H does the solution to 
y ” + H( sin n71t) y = 0, y(O) = 0, y’(0) = 1 (1) 
satisfy 
Y(f) ’ 0 on (0, l)? (2) 
The set of such numbers obviously contains 0 and by continuity with 
respect to parameters contains an interval about 0. In general the set of H 
for which the answer is yes is an interval which we shall denote by 
where H; = +cc and the rest of the numbers are finite. They are given by 
These results are related to estimation of the first eigenvalue of the boun- 
dary value problem (1) with the boundary conditions 
y(0) = y( 1) = 0. (4) 
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In fact, H,’ are the eigenvalues. We think that the detailed information is 
quite surprising. Although the methods are vaguely similar to the question 
of estimating the first eigenvalue of the equation 
y” + (A + sin n7cr) y = 0 (5) 
together with (4), the results about (5) and (l), do not seem to be 
derivable from each other, see the comments on page 65 of [2]. 
We can extend the asymptotic results to general periodic functions p for 
the equation 
y” + Hp(nt) y = 0. (6) 
2. PRELIMINARY RESULTS 
It is instructive to consider the case n = 1 first. In this case sin nt > 0 on 
(0, 1) so that y” > 0 if H < 0. Therefore H; = + co. It is also clear via the 
Sturm comparison theorem that as H increases, y oscillates more rapidly. 
Therefore (2) is satisfied on an interval [O, H[] and the boundary con- 
ditions (4) are satisfied with H= H,+ . Thus (l), and (2) are satisfied 
exactly on (- co, H: 1. 
Estimates on H,f may be given. Easy ones are 
(3.314...) rc <H: <ix’ = (3.701...) n. (7) 
The left-hand inequality is found in Banks [3, Theorem 4.11 and 2~’ is the 
value of the Raleigh quotient 
J I’, : (v’)~ d (sin 7ct)y2 for y = sin 71t. 
For n > 1, Eq. (1 ), needs to be rewritten as (sin mt now changes sign) 
( )’ &’ + (sin mt) y = 0 
or see [4, Lemma l] to show that as H increases, the solutions y oscillate 
more rapidly. This implies that as H increases, the first positive zero of y 
moves continuously to the left. A similar argument with sin nzt replaced by 
-sin nnt shows that the disconjugacy set, i.e., the H for which (2) holds, is 
an interval C-H; , H,+ ] with (4) satisfied at the end points. 
The use of Liaponov’s inequality and Raleigh quotients gives a rough 
estimate 
Hz E [2m, $n2z2]. (9) 
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We make the guess that the lower limit is more correct, accordingly we 
make the change of variable 
z(t) =.Y(t/nn), OgtGnx (10) 
so that (1 ), and (2) become 
z” + A( sin t ) z = 0, z(0) = 0, z’(0) > 0 (11) 
and 
z(t) > 0 on (0, nn:), (12) 
with 
A = H(mc-*. (13) 
Then for AZ = H,’ (nx) -*, our guess is that A,+ is small. This turns out to 
be correct and enables us to do the precise analysis. We record that 1: is 
defined as the smallest positive eigenvalue of (11) with the boundary con- 
dition 
z(0) = z(m) = 0. (14) 
Our previous estimate gives 1: E (1.106,..., 1.176,...,) and as Iz decreases 
to 0 the first positive zero of z moves to the right until I reaches 0 when the 
corresponding solution has no positive zero. Thus A,+ is finite and 
A,+ E (0, n: ). 
PROPOSITION 1. For each n, H,+, = If,. 
Proof: If y is the solution (1) and (4) with H = H2’, , let z(t) = y( 1 - t). 
Then z” - (H,+, sin mt) z = 0, z(0) = z( 1) = 0 and z > 0 on (0, 1 ), as was to 
be shown. 
It follows that 1; < 00 and 1; E (0, 1, ). 
3. THE GENERAL CASE 
In this section we consider the problem 
y”+;lp(t)y=O (15) 
with p continuous and p(t + T) =p(t). We will let &+ denote the number 1 
for which the corresponding solution y(t, A) satisfies 
AQ, A) =yw, A) = 0, y(t, A) > 0 on (0, ~7). (16) 
(Note here that A,, is Iz2, in the previous section.) 
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We will first derive necessary conditions for the existence of A,+. By 
replacing p by -p we get 2,. For this reason we will drop the superscript 
in this section and assume I > 0. 
Let q51 and q& be the fundamental set for (15), which satisfies 
h(O, 1) = 0, @l(O, 1) = 1, 42(0, A) = 1, qqo, 1) = 0. (17) 
Let y(t, A) be any solution of ( 16)A, then 
y(t, 1) = y(nT, 1) d2(f - nT, 1) +y’(nT, 1) h(t - nT, 1). 
If w(n) = (;$$)J then from (18) we get 




It follows that o(n) = A”o(0). Notice that det A(L) = I+‘(&, bl)( T) = 
I+‘(&, c#~)(O)= 1 for all Iz and that A(O)=Z. The behavior of A” is deter- 
mined by the values of trace A(1). The next three propositions discuss this 
behavior. 
PROPOSITION 2. Zf A1 exists and 0 < A< A 1, and trace A(i) > 2, then no 
solution of ( 15)1 has more than one zero on [0, 00 ). 
Proof. The characteristic polynomial of A(A) is x2- trace A(I) x + 1, 
and has two real roots p, l/p, with ,u >O. Let o(O) be the eigenvector 
corresponding to p 2 1. If o(O) = (;) then 
If c1=0, then d,(T,A)=O. But then A.=A, or 1>1,. (Remember zeroes 
move to the right as A decreases.) Thus a # 0 and we may select a > 0. It 
follows that the solution y of ( 15)A with initial conditions o(O) has 
y(nT) s-0, n = 1, 2 ,..., since 
= A”O(0) = p”w(0) = p” a 0 a . 
We now argue that y is positive for all t E (0, cc). If not y must have two 
consecutive zeroes, say, a and b such that y > 0 on (0, a). If y, is the 
solution to ( 15)A, with yl(a) = 0, then y, oscillates faster than y (A <A,) so 
164 ELIASON AND FINK 
.v, has a zero on (a, h). By the separation of zeroes theorem ~$i( f, I, ) has a 
zero on (a, b). But 4r (t, 2,) is zero only at nT by the periodicity of the dif- 
ferential equation. Thus there is an n, such that a < n, < b and y(n, T) < 0 
since I: ~0 on (a, b). This contradiction shows that y > 0 and by the 
separation of zeroes thereom no other solution has more than one zero on 
[O, cc). 
COROLLARY 1. Zf 1, exists, then trace A(&) < 2. 
PROPOSITION 3. Zf 1, exists, and 0 < ;1. <i,, then trace A(A) > -2. 
Proof: As in Proposition 1, if trace A(I) Q -2, there are two real 
negative eigenvalues. Again selecting y as the solution with initial con- 
ditions the eigenvector, we have 
y(nT) = p”cr so that (-l)“y(nT)>O. 
In particular y(O) > 0, y(T) < 0 and y(2T) > 0. Therefore #i( t, 2) has a zero 
in (0,227. Since 0<1<& #,(t, A,) has a zero on (0,223, having more 
rapid oscillation than bl( t, A). But di( t, &) > 0 on (0,2T) so trace 
A(l)> -2. 
COROLLARY 2. rf 1, exists, then I trace A(&)( < 2. 
PROPOSITION 4. Zf 1 trace A(1)\ < 2, then trace A(J) = 2 cos 0for some 
8 E (0,x) and 
Trace A(L) = 2 cos 8 defines 8 as a function of A. 
Proof In this case A(I) has a pair of complex conjugate eigenvalues 
with absolute value 1, which we denote by e +ie where we may choose 
0 < 0 < rr. Then trace A(I) = ei* + e -iB = 2 cos 8 and 8 may be defined as a 
function of Iz uniquely by this equation. If n 3 2, 
xn = q,(x) q(x) + a,x + 6, 





b = -sin(n-1)8 
sin 8 ’ 
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On the other hand replacing x by A yields A” = a,A + b,Z. If o(O)= (y) 
then (see18) y(t) = #1(t, A), and (f;$::{) = A” (y) = a,A (y) + (y) b,. So 
COROLLARY 3. Zf 1, exists, then trace A(&) = 2 cos(rc/n). 
Proof According to Corollary 2, 1 trace A(&)/ < 2 and so Proposition 4 
applies. Now qb,(t, 2,) should satisfy $,(mT, 2,) >O m = l,..., n- 1 and 
#,(nT, A,,) = 0. By Proposition 3 sin me must satisfy these conditions so 
8 = 71/n. 
COROLLARY 4. Zf 1 trace A(A.)( < 2, then all solutions of (15), are almost 
periodic. 
Proof. The sequence d,(nT, A) is almost periodic since it is a constant 
times sin n0. By Meister’s theorem [5], the function qSl(t, 1) is almost 
periodic. The almost periodicity of &( t, 1) follows by obtaining the formula 
as in Proposition 3. 
4. THE GENERAL COMPUTATIONS 
To facilitate the computations for trace A(,?) we write 
f (2) = 2 -trace A(1). (20) 
Then f is an entire function and f (0) = 0. Furthermore, we have shown that 
if I,, exists, then 
j-(&)=2-2cos~=4sin2~ 
n 2n’ (21) 
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=1--A ‘sp(s)ds+L2 jrp(s)j’(s-r)p(r)(,(s)drds. s 0 0 0 
Similarly 
(b2(T)= 1 --A joT(T--s)p(@3 
=1--A jo=(T-s)p(s)ds+i’ joT(T--s)P(S) 
x 
s 
i (s - r) p(r) &(r) dr ds. 
Thus 
f(A)=ITj=p(s)ds--A2 j’p(s)ji(s-r)p(r)b,(r)drds 
0 i 0 
+ lb2 f~(T-s)p(s)fr(s-r)p(r)~2(r)drds]. 
0 0 
THEOREM 1. Zf j,‘p(s) ds > 0, Then A,+ exists for all large n and 








Proof. If jlp > 0 then j: p = +oo and it is well known that for any 
i > 0, (15), oscillates on (0, co). Thus A,’ exists for all large n and 
f(A,) = 4 sin2(n/2n) by (21). Since {An+ } form a decreasing positive 
sequence, A,+ -+ x>,O. But from (21) f(;i)=O so that trace A(L)=2. By 
Proposition 1, (15)1 does not oscillate if ,i> 0. This is not the case since 
LjF p = +co if J> 0. Thus L= 0, and 2; + 0. Equation (25) may be 
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Solving this quadratic equation we have 
-1 2 
1 + Jl + 16a(&) sin2 (n/2n)( Tj,Tp)-2 
where the sign is chosen to be corn atible with II,, -+ 0 as n is large. The 
Maclaurin expansion of 2(1+ F 1 +x)-l = 1 - ix + 0(x2). Using this (26) 
follows. For the second conclusion, f(n) < 0 for A E (-E, 0) and therefore 
f(n) = 4 sin2(rc/2n) is not solvable for negative 1. If I, existed for n large, 
this equation must be solvable by the first part of the proof. Thus (15), 
must be non-oscillatory for A < 0 and near 0. 
Of course, if T s:p < 0, then there is a counterpart to Theorem 2 with 
2; existing. A more interesting case occurs when j:p = 0. In this case 
Eq. (21) becomes A”a(n) = 4 sin2(7c/2n) so if a(O) > 0, 2,: -(l/k(O)) 
sin(rc/2n) and the asymptotic nature is drastically changed from (26). 
Furthermore, ,Q will probably also exist. 
It is possible to get information about higher eigenvalues. 
COROLLARY 5. Let A,,,, be the mrh eigenvalue of the boundary value 
problem 
y” + l(kt) y = 0, Y(O)=Y(T)=O 
with jzp > 0 and p(t + T) =p(t). Then Iz,,,k = k*m*A, where Ak is 
associated with (15) and (16). Thus for fixed m 
1 ,,,rnk N 4m2k2 sin2 &-joTP)-l+O($). 
Proof Note that jlm.mk is defned by the existence of y such that 
y” + Am,& p(kt) y = 0, y(0) = y( T) = 0 with y having m - 1 zeroes on (0, T). 
Let z(t) = y( t/mk), then 
z” f  1 m.mkZ - 0, 
m2k2 
z(0) = z(mkT) = 0. 
z has m - 1 zeroes on (0, mkT). But let z1 be the non-trivial solution of 
-“;+&p(t)z,=o, z,(O) =z,(kT) =0 that is positive on (0, kT). If 
w(t) = (z;(kT)/z;(O)) z,(t - kT), then w” + lk p(t) o = 0, o(kT) = 
o(2kT) = 0 and o’(kT) = z;(kT). Thus w  extends z1 so is equal to the global 
solution zl. Hence z, has zeroes at 0, kT, 2kT,..., mkT and no others on 
(0, mkT). Thus z, satisfies (27) with 1, = &,,,k/m2k2, and the result follows 
from (26). 
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5. THE CASE p(t) = sin t 
To use the general results of the previous section, the period is taken to 
be 27r for p(r) = sin t. The notation 2: of Section 4 means A,$, of the first 
two sections. 
PROPOSITION 5. Zf p(t) = sin t, then f as defined by (20) is an even 
function. 
Proof: We have shown that 1: exist for all n and as in the proof of 
Theorem 2, J” -+ 0. By Theorem 1, A,+, = -,I,. Since f is entire, the 
functions f(z) and f( -z) agree on the sequence I.,+, , so are identical. 
We are now prepared to find the asymptotic values of A,+. 
THEOREM 2. For p(t) = sin t, 
and therefore 
H” = d- 
2 n2n3/2 
4 






Proof: We compute f(A) as in (25) to get f(n)= 27r1* + . . . by 
Proposition 5, it follows that 
f(A) = 27Ll* + a(l) A4 (30) 
where a is an entire function with a(0) =f ‘“(0)/4!. So Eq. (21) is quadratic 
in Is, (= (J,+,)2). As before 
n;, = 8 sin2 rc/4n 
271+ 47r2 + 16a(&) sin2 x/4n 
= 
=2 
sin’ n/4n 2a(A,) sin4 n/4n + o 1 
It x3 0 2 
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so that (28) hold. Now H2fr = n27r2A2,, so 
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H2’, =J?n2n3~2sin~+0 
Thus for k even 
Since the Hk are monotone, this relation continues to hold for odd k. 
6. DETAILED CALCULATIONS 
We will briefly describe how estmate can be made. We may write 
#1(t)-t= -Aj:,(t- ) s s sin sds - A j:, (t-s) sin s[ir(s) -s] ds and apply 
Gronwall’s inequality to get 
Iq5,(t)-tl <Ale4”” (31) 
where A = max,, <, G 2n 1 fh (t - s) s sin sds 1 = 6.82... . Similarly 
ld2(f)- 1 I <47rnle4”“. (32) 
Now starting with (25) with p(s) =sin s we change the order of 
integration and insert (22) and the counterpart for d2 to obtain 
f(n) = 2n2L2 + A3 /o*’ sin r j:’ sin r J’” (s - r) 
r 
x sin s I 
:(r-u)sinuq4,(u)dudsdr 
+ A3 J2n sin r j’” (27~ - s)(s - r) 
0 r 
x sin s i (r - u) sin u+~(u) du ds dr. 
s 
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By interchanging the order of integration and replacing (qSi(u) - U) + u and 
42(u) by (42(u) - 1) + 1 we get 
f(A) = 27c21* + A3 1;’ sin 4M4kW4 - 4 + @M2b4) - 1 )I h. (33) 
The sum of the other two terms, being the coefficient of A3, is zero by the 
evenness off: Thus a( A) in (30) may be estimated by using (3 1) and (32) in 
the integral of (33). By numerical integration 
1 a(l)1 < (428.4...) e4ni.. 
It thus appears that (30) applies for n 3 30, for then the I4(a(A)/n*) sin2 
(7c/2u)I < 1. It is likely that it holds for smaller n. 
Since di(n71, A) is a monotone function of 1, it is relatively easy to 
numerically compute I, for smaller n. We give a table of these numerical 
computed values and compare them with the first term of (28). 
1 1.172... 0.7978.w 
2 0.7095.. 0.5641... 
3 0.645.. 0.3989... 
4 0.3195... 0.3053... 
5 0.2855... 0.2465... 
These results indicate that a(A) is positive near 0. We also computed 
1; = 0.350... 
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