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I. INTRODUCTION AND SUMMARY 
A certain nonstochastic (or deterministic) process has been called the 
game of give-and-take by C. C. Li in [l]. Although the main applications 
of this process seem to lie in the field of population genetics, the process 
will be described here, as it was in [l], in terms of the following somewhat 
more intuitive example. 
At the start of the process two players, player I and player II, each have a 
certain fixed amount of money. Suppose player I has the amount r,, and 
player II has the amount sO. It is convenient to choose r,, + s,, to be the mone- 
tary unit and, hence, we assume that r0 + s,, = 1. At the first stage of the 
process player I gives the proportion 1 - x of his amount r,, to player 
II, and player II gives the proportion y of his amount s,, to player I. Thus, 
at the end of the first stage player I has the amount rl = XT,, + ys, and 
player II has the amount s1 = (1 - ~)r,, + (1 - y)sO = 1 - yl. At the 
second stage, and at every succeeding stage, of the process the rule of exchange 
remains the same. Thus, at the (n + I)th stage, player I gives the proportion 
1 - x of his fortune Y, at the end of the nth stage to player II, and player II 
gives the proportion y of his fortune s, = 1 - r, to player I. In general, 
then, we have the relations 
Y n+1 - .vyn + y&l, 
U-1) 
s n+l = 1 - yni1, 
for n = 0, 1, 2, .... If we exclude the degenerate situation in which x = 1 
and y = 0 (each player retains his entire amount at each stage) and the 
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degenerate situation in which .Y = 0 and J = 1 (the two players cschange 
their entire amounts at each stage), it is not dlticult to l,erify that 
(1.2) 
and, of course, 
$2 s,, = 1 - r* = s* (say). (1.3) 
Furthermore, the limiting values given bp (1.2) and (1.3) do not depend 
on the initial values r,, and s,, and they are stationary in the sense that if, 
for some value of n, Y,, = Y* and s,{ = s* then Y,~+~ = r* and s,,.~ = s*. 
The purpose of the present paper is to study the game of give-and-take 
when the proportions that the players exchange at each stage are not fixed 
but are random variables. Specifically, let X,, be the random proportion of 
his fortune that player I retains at the (11 + l)th stage of the process, and 
let Y, be the random proportion of his fortune that player II gives to player 
I at the (rl + 1)th stage of the process, for n = 0, 1, 2, .... If R,,, which will 
now be a random variable, is the amount that player I has at the nth stage and 
S, = 1 - R,, is the amount that player II has at the nth stage then 
R nt1 = WC, + Y,,(l - RJ, 
S t1+1 = 1 - %+I, 
(1.4) 
for n = 0, 1, 2, .... 
We make the following two assumptions: (i) the random vectors (X,, Yl), 
(X,, Yz), .‘. are independent and identically distributed, and (ii) for each 
n, n = 0, 1, 2, ..‘, R, and (X,, I;,) are independent. It should be noted that 
assumption (i) says that the pairs (X,,, I;,), n = 0, 1, 2, ..., are independently 
drawn from a fixed, given bivariate distribution but it does not say that X, 
and Y, are either independent or identically distributed. Assumption (ii) 
states that the proportions that the players give away at any stage are inde- 
pendent of their fortunes at that stage. 
We let (,U, I-) denote a generic random vector having the same bivariate 
distribution as each (X,,, II;,), n = 0, 1, 2, .... Since X,, and E, are to be 
interpreted as proportions, we restrict consideration to bivariate distributions 
such that Pr [0 < X < 1, 0 < I- :z l] = 1. 
It is under these conditions that we study the stochastic process 
{R, ; n = 0, 1, 2, ..-} in the next section. Specifically, if we exclude the 
degenerate bivariate distributions for which Pr[/ X - I; 1 = l] = 1, the 
following results are obtained in Section II. The sequence of random 
variables {R,; n = 0, 1, ...} converges in distribution. The limiting distri- 
bution is the same for all initial distributions of R, (subject, of course, to the 
STOCHASTIC GIVE-AND-TAKE 491 
requirement that Pr [0 < R, < I] = 1). The limiting distribution is sta- 
tionary; i.e., if R, follows this distribution then so also does R,+l. The limiting 
distribution is the unique stationary distribution. 
In Section III various techniques for determining the stationary, and 
limiting, distribution are discussed. 
In Section IV this distribution is found for some particular distributions 
of (X, Y). These include the important situation in which the proportions 
that the two players give away are independent and have identical beta 
distributions. 
Finally, it might be noted that the process {R, ; n = 0, 1, 2, ...> is a 
RIarkov process. However, in deriving the results of Section 11 we have not 
explicitly made use of any of the known limiting properties of Markov 
processes. The reason is that, in order to obtain some degree of generality, 
these properties are typically derived under certain necessarily relatively 
complex conditions (see e.g., Chapter 5 of [2]). For the specific Markov process 
being considered here, the results of interest can be derived without any 
such conditions. 
The treatment of genetics problems as diffusion processes has been given 
by Feller [3] and, recently, by Karlin and McGregor [4]. These papers, and 
the other references given in [4], are of interest here. 
II. LIMITING AND STATIONARY DISTRIBUTIONS 
In this section we will study the limiting behavior of the process 
{R, ; n = 0, 1, 2, ...} defined by the equations (1.4), where it is assumed that 
R, has some given initial distribution such that Pr [0 < R, < l] = 1, and 
the sequence {(X,, Y,); n = 0, 1, 2, ...) . IS assumed to satisfy the conditions 
described in the preceding section. 
The distribution of (X, Y) (i.e., the distribution of each of the random vec- 
tors (X,, I’,), n = 0, 1, 2, ...) is called degenerate if Pr [I X - I7 1 = I] = 1. 
Otherwise, the distribution of (X, I’) is called nondegenerate. All of the results 
to be presented in this section are derived under the assumption that the 
distribution of (X, Y) is nondegenerate. Before starting on this presentation, 
let us briefly discuss the process when the distribution of (X, Y) is degenerate. 
Since Pr [0 < X < 1, 0 < Y < l] = 1, it is readily seen that if the 
distribution of (-Y, Y) is degenerate then, with probability 1, the random 
vector (X, Y) takes one of the two values (1, 0) and (0, 1). If, for some value 
of n, (X,, Y,) = (1,O) then at that stage each of the players retains his 
entire amount. If (X,,, Y,) = (0, 1) then at that stage the players exchange 
their entire amounts. Thus in the process that results when (X, Y) has a 
degenerate distribution the players at each stage either exchange no money 
at all or else exchange their entire amounts. 
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\\‘e now turn our attention to processes for \\hich the distribution of 
(S, 1;) is nondegenerate. For k == 0, I, 2, and II -: 0, 1, 2, ‘..7 let 
n/(1/, k) = E(Hf,), (2-l) 
the Rth moment of H,,. 
LEMMA 1. If the distribution of (S, 1.) is nondegenerate then, for each 
value of k(k = 0, I, 2, ‘..), lim,,-, m(q k) exists. Furthermore, these limits 
do not depend on the initial distribution of Ii,. 
PROOF: The lemma will be proven by an induction argument. Since 
m(n, 0) = 1 for n = 0, 1, 2, .“, then lim,,, m(n, 0) = 1. Suppose now that 
for some nonnegative integer k, lim, --f;c ~z(n, j) exists for j = 0, 1, ..‘, k. It 
must be shown that lirnn+= m(n, k + I) exists. 
From (1.4) it is seen that 
R,“‘,: = [(Xn - I’,) Rn + YJ+l 
(2.2) 
(X, - Y,,l Y;+- R:, + (x;, - Y$‘+l RF? 
By taking expectations and using the fact that R, and (X,, Y,) are indepen- 
dent, we get 
m(n + 1, k + 1) = 8 (” f ‘) E[(X, - Y,)” YL+l--L] m(n, i) 
+ wc - w~+li w4 k + 1) (2.3) 
= 2 (” i I) E[(X - Y)*Yk+l-i] m(n, i) 
a=0 
Thus, 
+ E[(X - Yy+l] m(n, k + 1). 
m(n+ 1,k+ l)-Jq(X- Y)X’+‘]m(n,K+ 1) 
= 2 (” T ‘1 E[(X - Y)’ Yk+l+] m(n, i). (2.4) 
i-0 
It follows from the induction hypothesis that the right-hand side of (2.4) 
converges as n --f 03. Hence, 
;z {m(n + 1, k + I) - El-(X - WC11 m(n, k+ 1)) (2.5) 
STOCHASTIC GIVE-AND-TAKE 493 
exists. Furthermore, since the distribution of (X, Y) is nondegenerate, 
1 E[(X - Y)h’+l] 1 < 1. It now follows from the Toeplitz lemma (see, e.g., 
[5, p. 2381) that limndso m(n, k + 1) exists. A simple proof of this fact, 
suggested by R. J. D&in and D. P. Gaver, is as follows. 
For a fixed K, let E[(X - Y)h‘+l] = CY (1 01 1 < 1) and let the limit given 
by (2.5) be /3. If E > 0 is arbitrary, there exists an n, such that n > n, implies 
j m(n + j + 1, K + 1) - LVn(n + j, k + 1) - p ( < l ,; 3 0. 
Consequently we have 
l- &.+1 
m(?2+r+1,K+1)-~u’+9?2(?2,k+1)-+--~- 
= j $2--J[m(n +j + 1, K + 1) - am@ +j, R + 1) -PI 1 
I=0 
If we now let r + 03 in the above, it follows from the arbitrariness of E and the 
fact that 1 01 ( < 1, limn+, ~~(11, K + 1) = limrdm m(n + r + 1, k + 1) = 
/9(1 - a)-‘. 
If we let 
m*(k) = l&m(n, k), k = 0, 1,2, ..*, P-6) 
then it is seen from (2.4) that 
z:=, (“y) E[(X- Y)i Ykfl--,] m*(i) 
m*(k + 1) = __ 
1 - E[(X - Y)k+l] (2.7) 
for K =0, 1, 2, .... Since m*(O) = 1, the expression (2.7) gives an explicit 
method of computing the values m*(k), K = 0, 1, 2, .... It is also seen from 
(2.7) that these values depend only on the distribution of (X, Y) and not 
on the initial distribution of R,. This completes the proof of the lemma. 
We now apply the standard theorems concerning the convergence of 
moments to obtain 
THEOREM 1. If the distribution of (X, Y) is nondegenerate, the sequence 
{R,,; n = 0, 1, 2, ...} converges in distribution. The limiting distribution is 
the same for all initial distributions of R, and its moments are m*(k), 
k = 0, 1, 2, ..., as dejned in (2.7). 
PROOF: Since the random variables R,,, n = 0, 1, 2, ..., are bounded it is 
well-known (see, e.g. [5, p. 1851 and [6, pp. 176-71) that the limits m*(k), 
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k = 0, 1, 2, ..., are the moments of a unique distribution and that the 
sequence CR,, ; N = 0, 1, 2, ...) converges in distribution to a random variable 
with this distribution. Furthermore, it was shown in Lemma I that the 
limits m*(k), k = 0. 1. 2, .. , do not depend on the initial distribution of 
R, and, hence, neither does the limiting distribution. 
Recall that a distribution is stationary if whenever R,, follows this distri- 
bution so also does R,, +1. 
THEOREM 2. If the distribution of (X, I-) is nondegenerate, then the limiting 
distribution of {R,, ; n = 0, 1, 2, ...) is stationary and is the unique stationary 
distribution. 
PROOF: Suppose R, follows the limiting distribution. Then m(n, h) = 
m*(k), k = 0, 1, 2, ..., and it follows easily from (2.4) and (2.7) that 
m(n + 1, k) = m*(h), K = 0, 1, 2, .... Thus, the moments of R,+l are also 
m*(h), k = 0, 1, 2, .... Since the limiting distribution is the unique distribu- 
tion with these moments, it is the distribution of R,+l and, hence, it is 
stationary. 
Furthermore, it follows from (2.4) that the moments m*(h), k = 0, 1, 2, ..‘, 
of any stationary distribution must satisfy (2.7). Since Eqs. (2.7), together 
with the fact that m*(O) = 1, uniquely determine the values of m*(K), 
k = 0, 1, 2, ..., and these moments uniquely determine the distribution, it 
follows that the limiting distribution is the unique stationary distribution. 
III. THE DETERMINATION OF THE LIMITING DISTRIBUTION 
The results of the preceding section suggest that one promising method 
of determining the limiting distribution of the sequence {R,; n = 0, 1, 2, ...} 
when the distribution of (X, Y) is nondegenerate is that of finding a stationary 
distribution for R,. This idea is a familiar one for Markov processes (and, 
particularly, for Markov chains). Theorems 1 and 2 state that there exists 
a stationary distribution and that any stationary distribution that is found 
must be the desired limiting distribution. 
The problem is, thus, one of finding a stationary distribution. There are 
(at least) two approaches to this problem. The first approach is to note that 
all of moments m*(k), K = 0, 1, 2, ..., of the stationary distribution can be 
found from equations (2.7) and the fact that m*(O) = 1. Since these moments 
determine the stationary distribution, the problem, at least in theory, is solved. 
The second approach is to note that a distribution function F is stationary 
if and only if it satisfies the following integral equation: 
F(t) = s Pr[rX + (1 - r) Y Q t] dF(r), 0 < t < 1. (3.1) 
lo*11 
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This equation is derived by noting that if R, has a stationary distribution, 
with distribution function F, then the left-hand side of (3.1) is Pr[&+, < t] 
and the expression on the right-hand side follows easily from (1.4). Since 
each random variable R, is confined to the unit interval we restrict ourselves 
to distribution functions F such that F(t) = 0 for t < 0 and F(t) = I for 
t > 1. 
It should be mentioned that Eq. (3.1) is perhaps even more complicated 
than it appears. Indeed, suppose that the distribution of (X, I-} is absolutely 
continuous on the unit square with joint density function g(.v, y). The value 
of the density function h(t; Y) of rX + (1 - r)Y- at the point t is 
(3.2) 
Assuming that we can differentiate (3.1) inside the integral sign, that equa- 
tion becomes, in terms of the stationary density function f, 
f(t) = 1; W; ~)f(r) dr, 0 d t d 1, (3.3) 
where h(t; r) is given by (3.2). 
We did succeed in solving this equation for f in a few special cases (to be 
described in the next section) by assuming that f was differentiable and 
reducing (3.3) to a differential or integrodifferential equation. Typically, 
however, these are of singular type and the standard methods of solution are 
inapplicable. In general, our technique for finding the stationary distribution 
in the examples that follow was no more elegant than essentially guessing 
the distribution and then verifying our guess by means of either (2.7) or (3.1), 
or directly from (1.4). 
IV. SOME EXAMPLES 
We will now give the stationary, or limiting, distribution of R, for six 
special distributions of (X, Y). The first five examples are all relatively simple 
and the verification of each solution is omitted. These five examples might 
best be considered as a warm-up for the important sixth example. Throughout 
these five examples let R* denote a random variable whose distribution is the 
limiting distribution. 
Exumple 1. If Pr[X = X, Y = y] = 1 for some constants 0 < X, 
y < 1 (but neither x = 0, y = 1 nor x = 1, y = 0), the limiting distribution 
of %, is given by Pr[R* = y/(y + (1 - x)}] = 1. This is the nonstochastic 
process described at the beginning of this paper. 
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It may be of interest to note that for any distribution of (S, I-), E(R*) = 
E( l-),[E( 1~) + 1 ~ E(_I)]. This follows from (I .4). 
Esumple 2. Suppose Pr[ l’ = 0] 7 1 and the distribution of X is arbi- 
trary (but Pr[S = I] =.. 1). In this process, player II never gives any monc) 
to play-er I and clearly the limiting distribution is gi\-en by Pr[R* = 0] = 1. 
Exumple 3. Suppose that Pr[I- = 1 - S] = 1 and the distribution 
of X is arbitrary (but Pr[S = 0] T Pr[S = I] < 1). At each stage of this 
process, player I and player II give each other the same proportion of their 
fortunes. The limiting distribution is given by Pr[R* = $1 = 1. 
Example 4. Suppose that Pr[,r = 0] = 1, Pr[I- = 0] = p, Pr[ Y = l] = 
1 - p, for 0 < p < 1. In this process, player I always gives his entire 
amount to player II, and player II gives either nothing or everything to 
player I. It is clear that in the limiting distribution, R* can take only 
the two values 0 and 1. The probabilities turn out to be Pr[R* = 0] = 
1 - Pr[R* = l] = l/(2 -p). 
Example 5. Suppose that Pr[X = 0] = 1 and I’ is uniformly distributed 
on the interval [0, 11. It is not difficult to verify directly from (1.4) that the 
density function of R* is given byf(v) = 2(1 - Y) for 0 < Y < 1 andf(v) = 0 
otherwise. 
In none of these examples is the joint distribution of (X, I’) absolutely 
continuous on the unit square. We now give an example that promises to be 
useful in applications of these results in which X and Y are independent and 
each has an absolutely continuous distribution. 
A random variable 2 is said to be distributed as B(oL, fl), where (y. > 0 
and /I > 0, if the density function g of Z is given by 
i 
0 + 8) zx-1 (1 - 
u4 W) 
q-1, 0 < 2 < 1 
g(z) = 
! 
(4-l) 
0 otherwise. 
It is seen from (4.1) that if Z is distributed as B(cc, fi) then 1 - 2 is distributed 
as B(& a). Furthermore, if 2 is distributed as B(ol, /3) then, for any Y > 0 
and s > 0, 
r(a + B) r(a + y> w + 4 
EIZ’(l - z)sl = T(a) r(p) qcx + /I + Y + s) - 
Example 6. Suppose that X and I’ are independent, that X is distributed 
as B(p, q), and that Y is distributed as B(q, p), with p > 0 and q > 0. In 
this process, 1 - X and Y are independent and each is distributed as B(q, p), 
Thus, at each stage of the process, the proportion that player I gives to player 
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II and the proportion that player II gives to player I are independent and 
identically distributed. In this process, R* is distributed as B(p + q, p + q). 
To verify this statement we must show that if R, is distributed as B(p + q, 
P + 4) then Rnfl is also distributed as B(p + q, p + 4). It is sufficient to 
show that E(Rz+,) = E(Rk) for k = I, 2, .... Thus, as seen from (4.2), 
with a = /3 = p + q, r = k, and s = 0, we must show that 
r[2(P + dl r@ + 4 + k, 
E(R,k+l) = r[2(p + q) + k] IQ + p) ’ 
k = 1, 2, . . . . (4.3) 
We will now prove (4.3). 
Since X, is distributed as B(p, q), YVn is distributed as B(q, p), R, is distri- 
buted as B(p + Q, p + q), and X,, Y,, and R, are independent, it follows 
from (1.4) and (4.2) that 
E(Rf+J = 2 ( f ) E(XfJ E( Y,-i) E[R;( 1 - R,J-z] 
Z=O 
rP@ + dl r(k + 1) ’ _ 
z 
I’@ + i) r(q + k - i) 
WP + 4) + 4 T(P) r(q) E=O r(i + 1) r(k - i + 1) ’ 
(4.4) 
The last expression in (4.4) is easily obtained by cancelling several factors 
and expressing the binomial coefficient in terms of gamma functions. It 
is known, however, that 
k Q + ;) r(q + k - 4 
2 
= r(P + 4 + 4 T(P) w 
i=o r(i+ l)r(k-ii+ 1) r(k + 1) F(P + d ’ 
(4.5) 
(See, e.g., [7, p. 62, expression (12.16)], where this identity is given in terms of 
binomial coefficients.) The desired result (4.3) now follows from (4.4) and 
(4.5). 
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