Abstract: A simple add-on adaptive control algorithm is presented. It is demonstrated via example that the performance of existing missile autopilot can be improved. The algorithm involves the synthesis of parallel feedforward which guarantees that the controlled plant is almost strictly positive real (ASPR). It is proved in the paper that such a parallel feedforward always exists. The proof is based on the parameterization of a set of stabilizing controllers. This parameterization enables straight-forward design and implementation of the add-on simple adaptive control (SAC) algorithm.
INTRODUCTION
Very often, the designer of an existing autopilot system is required to improve the performance under changing and uncertain environment. The improved performance may include larger performance envelope, faster response, improved robustness, etc. There are several approaches to confront this challenge. Among them: (i) redesign the entire autopilot; (ii) replace or add sensors; (iii) adopt new control technology; (iv) apply new algorithms with the existing hardware. In this paper the proposed approach is to use an add-on adaptive control algorithm. The main advantage of the proposed approach is that the autopilot is not completely redesigned, rather the original system is preserved and a simple addendum improves the performance and robustness The novelty of this paper is twofold: (1) Existence of an algorithm that not only improves the performance and robustness of a given autopilot, but also adapts the control system to eventual parameter changes. (2) Synthesis of the algorithm for proper and stable plants and also for any strictly proper plant. The synthesis deals with SISO systems and is based on the parameterization of a set of stabilizing controllers. This parameterization enables straight-forward design and implementation of the add-on Simple Adaptive Control (SAC) algorithm, Barkana (1987) , Kaufman et al. (1998) and Barkana (2005) . As an example the add-on adaptive control algorithm is applied to improve the performance and robustness of the "three loop autopilot", see Nesline, Aggarwal and Mracek. Similar approach has been used in Andrievsky (2004, 2005) and in Fradkov et all. (2007) , Andrievsky et all. (2007) .
STATEMENT OF THE PROBLEM
Most air to air and surface to air missiles use a three loop lateral autopilot, Nesline (1985) , as shown in Fig. 1 . The three loops are the synthetic stability loop, the accelerometer feedback loop, and the rate loop. The major components of the flight control system include the airframe, the aerodynamic control surfaces, the actuator, the rate gyro, and the accelerometer. The rate loop is the wide band loop and structural vibrations are most evident in that loop. The accelerometer also measures vibration of the body; however this additional path has much less effect on system response and therefore has been neglected. (d) The accelerometer transfer function is assumed to be 1, i.e., ideal accelerometer. The problem considered here is the design of an autopilot with improved performance and robustness based on existing flight control. The proposed design uses add-on SAC.
REVIEW OF THE SAC ALGORITHM
The SAC is a special adaptive model following methodology that requires the plant, which could be of a very large dimension, to track a model, without requiring the model to be of the same order as the plant, Barkana (1987) and Kaufman et al. (1998) . The model could be a first-order lowpass filter incorporating only the desired plant time constant or a linear system just large enough to generate a general desired command. The SAC methodology assumes that some prior knowledge on the stability or the stabilizability properties of the plant to be controlled is available. This basic knowledge can be used to test the ASPR properties of the plant or to build the proper parallel feedforward that can render the plant ASPR and make the use of SAC safe and robust (see Barkana (1987) and Barkana (2004) ). The SAC can be used in an attempt to further improve performance and to maintain the desired performance over the entire range of uncertainty. The SAC scheme is described in Fig. 2 The control u is given by
The basic parallel feedforward idea is quite simple, Barkana (1987) (s) minimum phase. The original G(s) could be both unstable and non-minimum phase. When the final relative degree is one (in SISO systems as well as in m×m multivariable systems), the resulting augmented system is ASPR. (Note: Relative degree has been defined as the number of differentiations, k, that the output equations y=Cx must pass before one gets a relation of the form y (k) =Mx+Nu where u explicitly shows. Therefore, while in SISO systems relative degree 1 implies n poles and n-1 zeros, in m×m multivariable systems it implies n poles and n-m zeros). The poles of the augmented system G a (s) are not affected by the use of parallel feedforward and could be unstable, but G a (s) can now be safely used with SAC, and the stability of the system and the asymptotic tracking of the resulting adaptive control system are guaranteed.
THE PROPOSED SOLUTION OF THE PROBLEM -ADD-ON ADAPTIVE CONTROLLER
The following reasons justify the integration of the adaptive controller in the existing closed loop design: (1) The original system is not changed (this is good for maintenance, the existing personnel is familiar with the equipment, etc.); (2) The uncertainty of the closed loop is reduced by the existing controller; therefore the added controller has to deal with less uncertainty; (3) The added controller can always be disconnected and the original performance is restored. The SAC algorithm is integrating via the configuration of (1 )
The configurations of Fig 
the resulting add-on architecture is presented in Fig. 4 . The following points are important: of () Ds are discussed in Section 6. The mainly used procedure is cited below and is valid for a proper and stable plant. This is our case since the controlled plant to parameter variations. Therefore, the controlled plant with the synthesized parallel feedforward will remain ASPR under some parameter variations.
(4) The above procedure provides sufficient conditions for the augmented plant to be ASPR.
EXAMPLE
In this example the add-on SAC based control algorithm is applied to a three loop missile autopilot; see Nesline (1985) , Aggarwal (1995) and Mracek (2005) . It is demonstrated that the application of the add-on SAC based controller significantly improves the performance of the autopilot.
Existing three loop autopilot data and performance
The autopilot parameters follow Nesline (1985) . The relevant gains and transfer functions follow the notation of Fig. 1 Typical step responses of the design described in Nesline (1985) are depicted in Fig. 5 . The step responses include the nominal case and cases where the gain of the transfer function a  is different from the nominal by ±6dB. The response demonstrates the performance and robustness of the design as presented in Nesline (1985) . The response is clearly non-minimum phase with time constant of about 250msec and with small amplitude oscillations.
Add-on adaptive controller data and performance
The equivalent three loop autopilot gains, as defined in 7 compares the nominal response of the existing three loop autopilot, the model response, and the response of the proposed add-on adaptive controller. As it can be seen the add-on SAC response reaches the 95% of the steady state value faster than the original autopilot response, although the time constant of both is the same, about 250msec. Since the controlled output is y a and not y, there is small penalty in the steady state tracking error. The resulting tracking error is shown in Fig. 8 . Fig. 9 shows the add-on adaptive controller gains. It also must be noted however, that the adaptive gain (4) would increase whenever the tracking error is not zero. Although it is proved (Barkana (1987) and Kaufman et al. (1998) ) that all adaptive gains converge to constant finite values under ideal conditions, the gain ()
Ie
Kt without the sigma-term in (4) would continually increase in the presence of any noise, even at those noise levels that are negligible for any other practical purposes. With the Sigma-modification term (Ioannou (1984 (Ioannou ( , 1986 ) the error gain increases whenever the error is large, and decreases when large gains are not needed any more. This effect is not felt by the control gains 6. EXISTENCE AND SYNTHESIS OF PARALLEL FEEDFORWARD THAT RENDERS SYSTEM ASPR Sufficient stability conditions for SAC algorithm of section 3 are discussed in Barkana (1987) and Kaufman et al. (1998) . These conditions are briefly stated here. The add-on SAC algorithm is stable and the tracking error e a asymptotically converges to zero if the parallel feedforward () Dsis such that the augmented plant ( ) ( ) ( )
is ASPR. Positive Real (PR) systems are discussed in Anderson et al. (1973) . Necessary and sufficient conditions for a system to be ASPR are stated in the theorem below. Theorem 1: [Barkana (1987 [Barkana ( , 2004 ] A LTI system is ASPR iff it is minimum phase and its relative degree is 0 or 1.
As will be shown below, it implies that if 1 () Ds
Ps is minimum phase. If in addition the relative degree of () a Ps is 1 or zero, the required ASPR conditions are satisfied. The main result of this section is that any strictly proper system can be augmented in such a way that it is made ASPR. The first part of the section deals with stable and proper systems. The second part extends the results to any strictly proper system.
Proper and stable systems
Theorem 2: [Doyle et al. (1992) , Sec. 5.1] Let S be the set of all stable, proper, and real-rational transfer functions. Assume that PS  . The set of all controllers C , for which the feedback system is internally stable, equals  
Proof:
The full proof is presented in Doyle et al. (1992) . Here only a sketch of the proof is given. If both Q and P are stable, then
and the closed loop is (1-)
Lemma 1: [Rusnak (2009) 
. Then PD  is minimum phase.
Proof: is minimum phase and stable.
Proof:
Since Q is stable and minimum phase then 1 Q  is minimum phase and stable. Theorem 3: [Rusnak (2009) 
where P is of order n ,Q is of order n Q , and the relative degree of Q is r. Then
and thus ()
Since PS  , QS  then where C is minimum phase with relative degree {-1,0} guarantees that the augmented plant P+D is ASPR. 2. A controller C which is stable, minimum phase and has relative degree {-1,0} also guarantees that the augmented plant P+D is ASPR.
Strictly proper systems
Let the strictly proper n th order SISO plant P be described as 1 ( ) ( ) P s C sI A B   (21) where A, B, C are the state space matrices. Then a coprime factorization of P is (see Doyle et al. (1992) 
