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In an optical lattice entropy and mass transport by first-order tunneling is much faster than spin
transport via superexchange. Here we show that adding a constant force (tilt) suppresses first-order
tunneling, but not spin transport, realizing new features for spin Hamiltonians. Suppression of the
superfluid transition can stabilize larger systems with faster spin dynamics. For the first time in
a many-body spin system, we vary superexchange rates by over a factor of 100 and tune spin-spin
interactions via the tilt. In a tilted lattice, defects are immobile and pure spin dynamics can be
studied.
The importance of spin systems goes far beyond quan-
tum magnetism. Many problems in physics can be
mapped onto spin systems. Famous examples are the
Jordan-Wigner transformation between spin chains and
lattice fermions, and the mapping of neural networks to
an Ising model. The study of spin Hamiltonians has
provided major insights into phase transitions and non-
equilibrium physics. Therefore, the properties of well
controlled spin systems are explored using various plat-
forms, including solid state systems, ultracold atoms and
molecules in lattices, Rydberg atoms, trapped ions, and
photonic systems [1].
In the field of ultracold atoms, such Hamiltonians are
realized by a mapping from the Hubbard model in the
Mott insulating (MI) state to Heisenberg models with
effective spin-spin coupling given by a second order tun-
neling process (superexchange) [2, 3]. Although immense
progress has been made towards the realization of spin-
ordered ground states [4–7], a major challenge is still to
reach low spin temperatures. A promising route is adi-
abatic state preparation [8] but in a trapped system a
low-entropy Mott plateau is surrounded by a higher en-
tropy region. The ultimate temperature and the lifetime
of the low-entropy spin system is in most cases limited
by mass or energy transport. A fundamental limitation
of superexchange-driven schemes is that there is one pa-
rameter which controls both mass transport (occuring at
the tunneling rate t/~) and the effective spin dynamics
(at t2/(~U), where U is the on-site interaction): the lat-
tice depth. Several schemes isolating the MI by shaping
the trapping potential have been proposed [9–13].
Here we use a controlled potential energy offset be-
tween neighboring sites (a tilt) to decouple spin transport
from density dynamics in the MI regime. Tilted lattices
have been used before to suppress tunneling (in spin-orbit
coupling schemes with laser-assisted tunneling [14–17]),
or to implement spin models using resonant tunneling
between different site occupations [18–21]. Energy off-
sets have been used in double-well potentials to modify
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FIG. 1. In a tilted lattice with energy offset per site ∆, tun-
neling at t/~ is suppressed, while superexchange at J(∆)/~ is
still allowed. This enables the slower superexchange processes
to dominate the dynamics even in systems with defects.
superexchange rates [22], between sublattices to suppress
first-order tunneling and to observe magnetization decay
via superexchange [23].
In the following, we illustrate the implications of an off-
resonant tilt in a cubic lattice for studying spin physics.
These fall into four categories: (i) A tailored density dis-
tribution can be chosen, independent of the equilibrium
density distribution of a trapped system with no tilt. (ii)
The tilt suppresses the transition to a superfluid (SF). We
use these two features to stabilize larger MI plateaus at
lower lattice depths than without the tilt. (iii) The sign
and magnitude of the superexchange interaction can be
tuned with the tilt which allows access to a larger range
of magnetic phases. (iv) In a tilted MI with n atoms per
site, number defects (n± 1) are localized. This turns t-J
models [24] into spin models with static impurities and
allows the study of pure spin dynamics. In 1D, holes and
doublons simply shorten the length of the spin chain.
In a tilted lattice, the energy cost associated with
tunneling to the next site prevents first order tunnel-
ing. More precisely, the dynamics of a single particle
are Bloch oscillations [25, 26] and if the tilt per site is
larger than the bandwidth, the amplitude of oscillation
is smaller than a lattice site. In contrast, swapping parti-
cles on neighboring sites incurs no energy cost, preserving
superexchange (Fig. 1), but with a modified matrix ele-
ment, which for n= 1 is:
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where ∆ is the tilt per site. Tunneling resonances at
∆ =U/m (m= 1, 2, 3...) [21] should be avoided but the
tilt should be on the order of U so that the speed of
superexchange is not strongly reduced. We implement
the tilt with an AC Stark shift gradient from a far-red-
detuned 1064 nm laser beam, offset by about a beam ra-
dius from the sample. We load a Bose-Einstein conden-
sate (BEC) of 7Li atoms [27] into a 3D 1064 nm optical
lattice in the MI regime. Although the tilt can be applied
in any direction, here we use a tilt only along one axis of
the lattice and study 1D dynamics (for tilt implementa-
tion see [28]).
(i) Preparing large non-equilibrium MI plateaus. In
most optical lattice experiments, the number of atoms
(and therefore the signal-to-noise ratio of measurements)
is not determined by the number of available atoms from
the cooling cycle, but by the available laser power (and
therefore beam size) for the optical lattice. This deter-
mines the harmonic confinement potential at each lattice
depth. The equilibrium size of a MI plateau with n atoms
per site is determined by the balance between the local
chemical potential µ≈nU and the harmonic trapping
potential. Its radius is proportional to µ1/2 ∝ U1/2, so
the total atom number N ∝ U3/2. During preparation
of the MI, the scattering length (which controls U) can
be increased until three-body loss becomes comparable
to the lattice loading time. We determine the maximum
number of atoms for an n= 1 MI plateau by measuring
the onset of populating the n= 2 plateau as a function
of scattering length. This is done by interaction spec-
troscopy deep in the MI, and the scattering length is
varied via Feshbach resonances [29]. We find that the
n= 1 MI shell at 300 a0 has an order of magnitude more
atoms than the one at 50 a0 (see Fig. S3 in [28]). We ini-
tialize the experiment by loading 45 000 atoms at 300 a0
at 35ER in a pure n= 1 MI with diameter of 40-45 sites
and then freeze in this distribution by applying a tilt with
a 300µs linear ramp. This allows the decoupling of MI
state preparation from further spin experiments, which
could be carried out at very different scattering lengths
and lattice depths.
(ii) Increasing the speed of superexchange. The speed
of superexchange is proportional to t2 and therefore in-
creases dramatically at lower lattice depths. Due to com-
peting heating and loss processes, most experiments on
spin physics are carried out at lattice depths only slightly
above the SF-MI transition. The melting of the Mott
plateaus at the transition can be suppressed by a tilt
and spin Hamiltonians can be studied at lattice depths
even below the phase transition. Next, we experimentally
determine how much the lattice depth can be lowered.
We associate the breakdown of the initial MI plateau
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FIG. 2. Stabilization of large Mott plateaus at small lattice
depths. Fraction of atoms in n= 2 MI sites as a function of
lattice depth along the tilt measured with (gold) and with-
out (blue) a tilt. a) At 50 a0. Inset: Critical lattice depth
in units of (t/U) (indicated as dashed lines in the main plot)
below which more than 3 % of atoms in n= 2 (above the noise
floor) are observed. Two initial density distributions are used:
(i) nonequilibrium: an n= 1 plateau prepared at 300 a0 (cir-
cles) and (ii) equilibrium: an n= 1 plateau prepared at the
final scattering length (triangles). b) Virtual and real dou-
blon populations. Inset: Fraction of atoms in n= 2 measured
with two lattice ramp-up speeds: a fast projective one and a
slower locally adiabatic one used in a). The fraction of coher-
ently admixed doublons (shown in the main figure b) is the
difference between the two curves. Solid line: probability of
doublon admixture. The shaded blue region accounts for the
inhomogeneity of the tilt.
with the appearance of doublons. We decrease the scat-
tering length, lower the depth of the lattice along the
direction of the tilt (while keeping the other two lat-
tices constant at 35ER), and hold for 10 ms. We detect
doublons by ramping the lattice back up to 35ER on
a timescale ∼ ~/t, which is slower than ~/U so that we
have local (but not global) equilibrium. The fraction of
atoms on n= 2 sites at 50 a0 is shown in Fig. 2a. With-
out the tilt, a sharp increase in the number of doublons
is observed below 11ER, while with a tilt of ∆ = 1.65U
doublons form below 6ER. This implies an increase in
the superexhchange rate from Eq. (1) by a factor of 4.4
3at the critical depth in the tilted lattice.
To generalize this result, we repeat the measurement
at several scattering lengths (inset of Fig. 2a). The crit-
ical (t/U), above which doublons form, are all below
the threshold for the SF-MI transition at (t/U)≈ 0.3 in
1D because of the spatial shrinking of the equilibrium
Mott plateaus in a harmonic trap [30, 31]. Without the
tilt, (t/U)c is determined by the proximity to the SF-
MI transition and the breakdown of plateaus is driven
by first-order tunneling in the single-band approxima-
tion. Further, the breakdown is determined by local (and
not global) melting. This is indicated by the fact that
when the initial MI loading is done at the same scat-
tering length at which the measurement is performed
(triangles in Fig. 2a), we see similar (t/U)c. With the
tilt, this melting can be suppressed and we observe that
(t/U)c is increased, resulting in faster spin dynamics. For
large scattering lengths, the tilt is not suppressing the
breakdown of Mott plateaus. In this regime, the SF-
MI transitions occurs at lower lattice depths, resulting
in larger tilt inhomogeneity across the cloud (see [28]).
Also, larger tilts are needed, causing higher bands to be
admixed. We note that even without the tilt, there are
residual energy offsets from the trapping potential at the
edge of the cloud (0.4U at 50 a0), which also facilitates
the use of large nonequilibrium MI plateaus even without
an additional tilt.
We believe that (t/U)c for tilted lattices is largely
independent of dimensionality. In 2D and 3D the in-
crease of the superexchange rate in a tilted lattice is ex-
pected to be much larger. In 3D the SF-MI transition
is at (t/U)c = 0.0287 and if the tilt can be used to in-
crease this to 0.2, superexchange can be 30 times faster
at ∆/U = 1.4, where the superexchange rate in Eq. (1) is
the same as for ∆ = 0.
The tilt suppresses only the real population of dou-
blons responsible for the breakdown of MI plateaus,
but not the virtual ones (coherent doublon admixtures),
which mediate superexchange. In leading order, the n= 1
MI ground state has doublon-hole excitations with prob-
ability P = 2t2/(U −∆)2 + 2t2/(U + ∆)2. They are most
prominent for lattice depths close to the SF-MI transi-
tion and have been observed without a tilt in [32, 33].
The number of coherently admixed doublon-hole pairs is
measured as the difference between all doublons (mea-
sured with a lattice ramp-up faster than ~/U , projecting
the wavefunction onto the Fock basis) and the real dou-
blon population (incoherent doublons, measured with a
slow, locally adiabatic ramp-up as in Fig. 2a). Fig. 2b
shows that the presence of the tilt does not inhibit this
coherent admixture, but only modifies its probability.
(iii) Tuning the Heisenberg parameters with a tilt.
Tilts comparable to U tune the strength and sign of the
superexchange interactions (Eq. (1)). This effect has so
far only been observed for two particles in a double-well
[22]. Here we demonstrate it for the first time in a many-
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FIG. 3. Relaxation of a non-equilibrium spin pattern by su-
perexchange, controlled by the tilt. a) Lifetimes of a spin
spiral as a function of the lattice depth Vz along the tilt
at a fixed ∆ = 1.65U↑↓. Inset: the decay of the contrast of
the |↑〉 state as a function of time for various lattice depths
6ER≤Vz ≤ 17ER. The lifetimes are obtained from expo-
nential fits with an offset. b) Lifetime as a function of the
applied tilt ∆ at a fixed depth of Vz = 12ER. The solid
lines in both subfigures are A ~ /Jxy(∆), with one fit pa-
rameter: a) A= 7.54± 0.31 b) A= 6.54± 0.34. The dotted
line indicates the region where the single-band approxima-
tion of the Hubbard model breaks down due to resonances of
∆ =U↑↑, U↑↓, U↓↓. A representative image of a spin pattern
is shown on the top left.
body system by measuring the relaxation dynamics of a
nonequilibrium state in a spin chain.
A spin-1/2 Heisenberg model [2] is implemented using
the lowest two hyperfine states of 7Li in a high magnetic
field
H = Jz
∑
〈i,j〉
Szi S
z
j + Jxy
∑
〈i,j〉
(
Sxi S
x
j + S
y
i S
y
j
)
(2)
where 〈i, j〉 denote nearest neighbors, Sαi are spin ma-
trices, and Jz and Jxy are the superexchange parame-
ters (see [28]). Similarly to [34, 35] (our preparation is
described in [28]), we create a spin pattern and study
its relaxation. Using pi/2 pulses and a pulsed magnetic
gradient, a spiral spin pattern is created resulting in a
sinusoidal (cosinusoidal) variation of the z (x) projection
of the magnetization, which is a superposition of many
spin waves (magnons), and is therefore not an eigenstate.
4The spiral has a pitch of 11.5µm, and about two periods
fit within the cloud. We measure the relaxation of the
spiral by imaging the decaying contrast of the real-space
density distribution of |↑〉 atoms on a CCD camera (with
4µm resolution) in the presence of a tilt ∆ = 1.65U .
We first show that the tilt does not inhibit superex-
change. To simplify the interpretation, we pick a Fesh-
bach field at which Jz = 0 and the dynamics are solely
determined by Jxy = J from Eq. (1) with U =U↑↓. The
inset in Fig. 3a shows the decay of the contrast at several
lattice depths, which collapse onto a single curve when
the time is rescaled by ~/Jxy. This confirms, over a range
of more than two orders of magnitude (with Jxy/~ vary-
ing between 2.68 kHz and 0.015 kHz), that the spin re-
laxation is driven by superexchange. We note that the
contrast does not decay to zero, but shows a long-lived
offset. The dependence of the relaxation time and the off-
set on parameters of the system, such as the anisotropy
of the Heisenberg model, the pitch of the spiral and tem-
perature, will be addressed in a future study.
We now demonstrate the modification of the superex-
change rate with tilt. In general, changing the strength
of the tilt also changes the ratio Jz/Jxy, which deter-
mines the nature of the dynamics and the ground state.
For example, when ∆>U , the sign of the Heisenberg
parameters changes, making it possible to switch be-
tween ferromagnetic and antiferromagnetic interactions.
Here we pick a special field at which U↑↑=−U↓↓ so that
Jz/Jxy =− 1 is constant as a function of tilt. Then, vary-
ing the tilt only changes the speed of the dynamics and
not the nature of the Hamiltonian. Fig. 3b shows that
the relaxation times can be tuned by the tilt by an order
of magnitude (with Jxy/~ varying between 0.605 kHz and
0.067 kHz).
(iv) Freezing in defects. A direct consequence of the
absence of first-order tunneling in a tilted lattice is that
defects in Mott plateaus, such as higher or lower occu-
pancies, are frozen in. Here we use numerical simulations
to illustrate the different effects of mobile and immobile
holes and doublons on the spin transport of a single |↑〉
atom in a chain of |↓〉 atoms. We simulate the evo-
lution of the two-component Bose-Hubbard model (see
[28]) in 1D for three inital states after tunneling is sud-
denly switched on (a quench): Fig. 4. When there are no
defects (Fig. 4a,d), the dynamics are the same with and
without the tilt. The time evolution of spin |↑〉 shows co-
herent ballistic expansion of the wavefront with a charac-
teristic checkerboard pattern [36], akin to the dynamics
of a single particle in a non-tilted lattice [26]. The effect
of mobile holes (Fig. 4b) is to displace the particles with-
out impeding the overall dynamics significantly, which
was also observed for antiferromagnetic chains [37]. Some
coherent oscillations appear blurred and are restored by
the tilt. In the tilted case, the holes act as domain walls,
confining the dynamics to a shorter chain (Fig. 4e).
The effect of doublons is more subtle. Without a tilt,
a) b) c)
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FIG. 4. Effect of holes and doublons on the superexchange
dynamics of an |↑〉 atom in a chain of |↓〉 atoms. Plotted is the
probability distribution of the |↑〉 particle as a function of time
for three initial states without (top row) and with (bottom
row) the tilt: no defects (left), two holes (middle), two dou-
blons (right). Here the tilt is 1.25U , U is spin independent,
and the parameters are chosen so that the superexchange rate
J/~ is the same the case with no tilt.
a doublon propagates with a tunneling rate ∼t/~, much
faster than superexchange, and completely dominates the
spin transport. Although this allows an |↑↓〉 doublon to
be formed and the |↑〉 spin to propagate at t/~, the |↑↓〉
doublon is more likely to break up into an |↑〉 spin and
a |↓↓〉 doublon due to Bose enhancement. This prevents
the ballistic propagation of the |↑〉 spin, turning its dy-
namics into very slow diffusion (Fig. 4c). With the tilt,
the doublons are pinned and act as reflective barriers.
The superexchange rate for spin |↑〉 to become part of
a doublon is J2 = 2t
2 [−2/∆ + 2/(2U↑↓ + ∆)], which is
different for ±∆ and leads to the left-right asymmetry in
Fig. 4f. The effects of fixed and mobile defects in higher
dimensions will be somewhat different, but overall, mo-
bile defects can have a significant effect on spin dynam-
ics, while immobile defects act to a good approximation
as domain walls or static impurities. This applies not
only to dynamics, but also to adiabatic state preparation
where the tilt prevents holes or doublons from increasing
the final entropy (see Fig. S5 in [28]).
The implementation of tilts for lithium atoms is par-
ticularly demanding due to the large recoil energy for
lithium. For heavier atoms like rubidium, similar tilts
require an order of magnitude lower laser power. Mag-
netic tilts are also possible if the two spin states have the
same magnetic moment. Separation of spin and mass
transport could also be achieved with random offsets im-
plemented with bichromatic lattices or laser speckle, as
in the studies of Anderson localization [38, 39]. In this
paper, we have studied spin transport in a tilted opti-
5cal lattice via superexchange. For the first time in a
many-body system, we have studied spin transport over
a factor of hundred in speed, we have shown that it is
not suppressed by a tilt and that spin-spin interactions
can be tuned by tilts by at least an order of magnitude
in strength.
We have introduced tilted lattices as a new tool with
practical and fundamental applications. On the practi-
cal side, we have shown that it can lead to an order of
magnitude larger systems with spin-spin couplings which
are an order of magnitude faster. On the fundamental
side, the tilt can change not only the speed of superex-
change, but also the anisotropy of Heisenberg spin mod-
els. It also turns t-J models with mobile holes into purely
spin systems with pinned impurities. This can be used
to create lattices with disorder in the form of holes and
doublons (with reflectivity variable by the tilt) similar in
spirit to disorder created by pinning a second species of
atoms in a species dependent lattice [40]. The separation
of spin dynamics from density dynamics in a tilted lat-
tice should be useful for future quench experiments and
for adiabatic preparation of magnetically ordered ground
states. In many adiabatic cooling protocols the entropy
accumulates outside a low-entropy core and a tilted lat-
tice should suppress heat and entropy flow and isolate
the adiabatically prepared state for longer times from
the surrounding heat bath.
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REALIZATION OF TILTED POTENTIALS
The tilt is implemented by an AC Stark shift gradient
across the cloud. We use a 1064 nm beam, far off detuned
from the 671 nm D-lines of lithium so that the two hyper-
fine states used as spin states feel the same potential gra-
dient. Using an optical beam makes it possible to switch
the tilt on and off suddenly (within 1µs) with an acousto-
optic modulator and to change the axis along which the
tilt is applied. An alternative approach is to use a mag-
netic field gradient, which provides for better alignment
stability and homogeneity of the tilt across the sample.
However, the use of a magnetic field gradient can make it
more difficult to implement large tilts, due to geometri-
cal and power constraints (for lithium 150 Gauss/cm are
needed for a tilt of 10 kHz/site), and also to make the
tilts the same for all states used as pseudo-spins, due to
differential magnetic moments.
The generalization to 2D and 3D tilts is straightfor-
ward except that care has to be taken to avoid resonant
second-order tunneling (see also [41]). These processes
arise when nearest-neighbor sites have the same poten-
tial energy offset. For example, when the tilt is along
the (1,1) direction in a 2 D lattice, all sites connected by
a line parallel to (1,-1) have the same potential energy
and a two-step tunneling process can take place, com-
peting with superexchange. This issue can be resolved
by missaligning the tilt from the (1,1) direction.
CALIBRATION OF THE TILT
The tilt beam is a Gaussian beam with 73µm 1/e2
radius. After preparing an n= 1 MI in a 3D lattice of
35ER, 1D dynamics are realized by lowering the lattice
along the tilt direction to 12ER and keeping the other
two lattices at 35ER. The calibration is done by then
adiabatically ramping up the tilt across the ∆ =U reso-
nance. As a result, doublons are formed on every other
site. This reproduces the experiments in [19, 20]. Fig. S1
shows the number of atoms in n= 2 sites as a function of
tilt power. We fit a phenomenological function
f(x) = A tanh
(
x− x0
w
)
+ c (S1)
and identify the center x0 of the transition with ∆ =U .
For slower ramp speeds we see a second resonance at half
the power, which we interpret as ∆ =U/2.
0 2 4 6 8 10 12 14
Tilt beam power (Watts)
0
1000
2000
3000
4000
5000
6000
Nu
m
be
r o
f a
to
m
s i
n 
n=
2
5 10 15 20 25
Tilt (kHz/site)
FIG. S1. Calibration of the tilted potential. Plotted are the
number of atoms in the n= 2 MI shell (with lattice depths
(Vx, Vy, Vz) = (35, 35, 12)ER) after an adiabatic ramp of the
tilt as a function of the final strength of the tilt beam in
Watts. After identifying the center of the transition with U,
we obtain the power of the tilt in unites of kHz/site (top axis).
ALIGNMENT AND INHOMOGENEITY
We repeat the calibration measurement as a function
of the distance between the MI and the center of the tilt
beam. The center x0 and width 2.2w/x0 of the fitted
function f(x) from Eq. (S1) are shown in Fig. S2. For a
perfect Gaussian beam
g(z) = Ae−2(z−z0)
2/σ20 (S2)
we expect that the tilt is maximized when the beam
is z0 =±σ0/2 =± 36.5µm away from the cloud. How-
ever, due to imperfections in the beam, we find it at
z0 = + 36.3µm and z0 =− 49.8µm. see Fig. S2.
The potential across the cloud is determined by the
sum of the AC-Stark shifts of the tilt beam combined
with the lattice beams. Since they are all Gaussian, their
curvatures lead to an inhomogeneity of the tilt per site
across the cloud. In fact, for our geometry, the majority
of the inhomogeneity comes from the lattice beams, each
with a 1/e2 radius of 125µm. In principle, for a given
tilt beam power, it is possible to find a displacement of
the tilt beam which leads to a cancellation of the curva-
ture of the lattice and the curvature of the tilt beam at
the position of the cloud. We characterize the inhomo-
geneity by the width of the region over which doublons
form when we perform the calibration measurement in
Fig. S1. We define the width as the region over which the
fit function f(x) goes from 10 % to 90 % of the asymp-
totic values. We note that the point of minimum width
does not exactly coincide with the point of maximum
tilt, as shown in Fig. S2, and that for lower powers of the
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FIG. S2. Strength and inhomogeneity of the tilt (at lattice
depths (Vx, Vy, Vz) = (35, 35, 12)ER). The extracted a) center
point x0 and b) width 2.2w/x0 as a function of the displace-
ment of the tilt beam from the atoms.
tilt beam, the inhomogeneity increases, which is proba-
bly due to the partial cancellation of the lattice and tilt
beam curvatures. The inhomogeneity can be decreased
by using larger beams, which is an option for heavier
atoms for which the laser power is not so limiting as for
lithium. For our experiments, we use a displacement of
z0 = + 45µm to minimize the inhomogeneity of the tilt.
CHOICE OF TILT VALUE
For most of the experiments, we pick a tilt per site of
∆ = 1.65U . This choice avoids resonant tunneling and
formation of doublons at ∆ =U/m for tunneling m sites
away. The most prominent such resonance is at ∆ =U
and tunneling of up to 5 sites away has been observed
[21]. Due to the inhomogeneity of the tilt across the
cloud of 10-15 %, we pick a ∆>U to avoid any resonances
within the cloud. The scaling of the superexchange rate
with tilt x= ∆/U is
h(x) =
1
2
(
1
1 + x
+
1
1− x
)
(S3)
For x> 1, the sign of h(x) is flipped. For 1<x<
√
2, the
magnitude of superexchange is increased. For x>
√
2
the superexchange rate decreases, for example to 50 % at
x= 1.75, implying that the most useful range of applica-
bility of the tilt is between 1<x< 2 and any points x< 1
that avoid resonances.
LOADING LARGE MI PLATEAUS
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FIG. S3. Size of n= 1 MI plateaus. Plotted is the number of
atoms in the n= 2 MI shell as a function of initial BEC num-
ber (with condensate fraction of more than 95 %). This is a
measure of the size of the n= 1 MI plateau at each scatter-
ing length given the trapping potential, which in this case is
determined solely by the curvature of the lattice beams. The
dashed lines indicate the maximum number of BEC atoms
which fit in the n= 1 MI shell at a scattering length of 50 a0
and of 300 a0.
To determine the maximum atom number for the n= 1
MI shell, we probe the formation of the n= 2 MI shell
by loading successively more atoms at each scattering
length and measuring the number of doubly-occupied
sites: Fig. S3. The smaller the scattering length, the
smaller the number of atoms that fill the n= 1 MI plateau
for a harmonic trapping potential.
PREPARATION OF THE SPIN SPIRAL
The spin spiral is created by turning on a magnetic
field gradient of 50.8 Gauss/cm and then quickly apply-
ing a pi/2 pulse to rotate the spins from the | ↑〉 to the
(| ↑〉+ | ↓〉) /2 state on each site. During the next 550µs
of free evolution, the spins precess by a different amount
on each site because of the magnetic field gradient and
the differential magnetic moment of 31 kHz/Gauss be-
tween the | ↑〉 and the | ↓〉 states at 882 Gauss. Another
pi/2 pulse rotates the spiral into the xz plane, after which
the magnetic field gradient is turned off. This results in a
9spiral with wavelength λs =h/(∆µB
′T ) = 11.5µm where
T is the evolution time.
SPIRAL IMAGE ANALYSIS
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FIG. S4. Fitted density distribution from a single image of
spin | ↑〉 atoms after averaging along the horizontal direction.
We analyze the spin spiral by imaging one of the two
spin states. Fig. S4 shows the spin density distribution
of the | ↑〉 atoms. We take 5 images and after averaging
along the direction perpendicular to the stripe pattern,
we fit them simultaneously with a 1D function of the
form:
sj(x) =
a
2
[1 + C sin(Qx+ φj)] e
−(x−x0)2/2w20 (S4)
where only the phase φj is allowed to vary from image
to image. Here Q is the spiral wavevector, C is the con-
trast, a is an overall scaling factor, and x0 and w0 are the
midpoint and the width of the Gaussian envelope respec-
tively. The phase variation comes from magnetic field
fluctuations which are currently 1 × 10−5 at 880 Gauss.
Once we have calibrated the wavelength of the spiral as
a function of evolution time, we also fix the wavevector
Q in the fit. We extract the contrast C and rescale it to
the initial contrast in Fig. 3. The value of the starting
contrast is limited by our imaging system.
HEISENBERG MODEL
The Heisenberg Hamiltonian is derived from the two
component Bose-Hubbard model with one particle per
site as in [2].
H = Jz
∑
〈i,j〉
Szi S
z
j + Jxy
∑
〈i,j〉
(
Sxi S
x
j + S
y
i S
y
j
)
(S5)
where the spin matrices Sαi are defined as
Szi = (ni↑−ni↓)/2, Sxi = (a†i↑ai↓+ a†i↓ai↑)/2, and
Syi =− i(a†i↑ai↓− a†i↓ai↑)/2. The coefficients are:
Jz =
4t2
U↑↓
1
2
(
1
1−∆/U↑↓ +
1
1 + ∆/U↑↓
)
− 4t
2
U↑↑
1
2
(
1
1−∆/U↑↑ +
1
1 + ∆/U↑↑
)
− 4t
2
U↓↓
1
2
(
1
1−∆/U↓↓ +
1
1 + ∆/U↓↓
)
(S6)
Jxy = − 4t
2
U↑↓
1
2
(
1
1−∆/U↑↓ +
1
1 + ∆/U↑↓
)
(S7)
NUMERICAL SIMULATIONS
For simulating the dynamics of spin |↑〉 in a chain of
spin |↓〉, we use the two-component Bose-Hubbard model:
H =− t
∑
〈i,j〉
(
a†↑, ia↑, j + a
†
↓, ia↓, j
)
+ U
∑
i
n↑, in↓, i
+
U
2
∑
i
(n↑, i(n↑, i − 1) + n↓, i(n↓, i − 1))
−∆
∑
i
i (n↑, i + n↓, i) (S8)
where a†σ, i and aσ, i are the creation and annihilation
operators of spin σ on site i, t is the tunneling matrix
element, U is the on-site interaction, and ∆ is the tilt.
Here U↑↑=U↑↓=U↓↓=U . We perform quench simula-
tions from initial product states with and without a tilt
to investigate the effects of holes and doublons on the
superexchange dynamics.
In particular, we use a one-dimensional lattice of 11
sites with three initial states: (i) unit filled MI state of
| ↓〉 particles with a single | ↑〉 particle on site 6; (ii) we
replace the | ↓〉 particles on sites 2 and 10 with holes; (iii)
we replace holes with | ↓↓〉 doublons. We time-evolve the
initial state either with no tilt ∆ = 0 or with a tilt tuned
close to the resonance ∆ = 1.25. Calculations were per-
formed using the open-source Python package for exact
diagonalization and quantum dynamics QuSpin v0.3.2
[42, 43].
ADIABATIC STATE PREPARATION WITH A
TILT
One of the important potential applications of prevent-
ing transport of holes and doublons is in isolating entropy,
especially when the entropy is initially dominant at the
outside of a harmonic trap. For example, if we begin with
a Mott Insulator plateau in the center of the system, we
can adiabatically prepare interesting spin-ordered states
10
within that plateau [8, 44]. However, this situation is
complicated if propagation of entropy into the Mott In-
sulator plateau (as holes and doublons) is allowed during
the adiabatic ramp. In the presence of a tilt, these be-
come pinned defects, as described in the main text. This
will generally isolate entropy at the edge of the system,
and in the worst case it will generally lead to a break for
holes, or weak coupling for doublons in the spin chain.
A full analysis of this situation for a general thermal
state would be an interesting next direction. As a simple
demonstration, here we consider adiabatic state prepara-
tion in the presence of a single hole, with and without
a tilt. We aim to begin with all spins aligned with the
x-axis, and then prepare an XY Ferromagnet within the
Hamiltonian of Eq. (S5) [45]. This can be accomplished
by switching on an RF field that couples the spins, ini-
tially far detuned from resonance, and then tuning the
field into resonance. The difficult part of the adiabatic
process is the removal of this field, which is what we
model here. The modified Bose-Hubbard Hamiltonian is
Ha(τ) = H − Ω(τ)
∑
i
Sxi , (S9)
where H is the Heisenberg Hamiltonian (S5) and Ω(τ)
is the time-dependent external field, which we decrease
during the adiabatic ramp in the following way
dΩ(τ)
dτ
∼ ∆E(Ω(τ)), (S10)
where ∆E is the energy gap of the Hamiltonian (S9)
computed numerically.
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FIG. S5. Averaged over distance correlation function
Kd = 〈|Ki,i+d|〉i of the adiabatically prepared state of 10
sites with the following parameters: Jz/Jxy = 1/5, t/Jxy = 5,
Ω(0)/Jxy = 50, τmaxJxy = 500. The results are presented for
3 configurations of the initial state with and without tilt ∆.
In Fig. S5, we present example results, beginning with
spins aligned along the x-axis, and either no holes or
a single hole, which can either begin in the center of
the system (localized), or begin in a superposition of L
states where the hole occupies different sites with equal
amplitude (delocalized). In order to account for holes we
compute the adiabatic ramp with the tunneling terms as
well as the linear tilt terms
H˜a(τ) =Ha(τ)− t
∑
〈i,j〉
(a†↑,ia↑,j + a
†
↓,ia↓,j)
−∆
∑
i
i(n↑,i + n↓,i), (S11)
where the notation is the same as in Eq. (S8).
When the hole is pinned by the tilt, it creates spin
chains of shorter length. As an indicator of the effects
just on the adiabatic state preparation, we consider cor-
relation functions at each possible separation distance
where we remove any contributing state where a hole has
broken the chain. This gives a renormalized conditional
correlation matrix
Ki,j =
Ci,j
Ni,j
, (S12)
which neglects the contributions from holes. Here
Ni,j =
∑
k
|ck|2F (i, j, k) (S13)
is the renormalization matrix for |ψ〉 = ∑k ck|k〉 ex-
panded in the Fock basis {|k〉} and the numerator
Ci,j =
∑
k,k′
c∗k′ckF (i, j, k)〈k′|S+i S−j |k〉 (S14)
is the conditional correlation matrix. For both functions
the condition is defined as
F (i, j, k) = 1, iff
j∑
l=i
〈k|nl|k〉 = |i− j|+ 1, (S15)
which takes into account only states |k〉 that do not have
holes between sites i and j.
As shown in Fin. S5, in the absence of holes, the tilt
does not have an effect on the correlations and they de-
cay following the expected algebraic law. When holes
are added, the correlations are suppressed without a tilt,
more prominently so when the hole is localized. This ef-
fect of mobile holes becomes significantly weaker in the
presence of the tilt which pins the holes, restoring the
strength of the correlations. For a localized hole (in the
middle of the chain), the tilt effectively splits up the chain
in two parts and prevents the build-up of correlations be-
tween them, which leads to suppression of correlations at
distances longer than half the chain.
