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Abstract. In mathematics curves are defined as the images of continu-
ous real functions defined on closed intervals and these continuous func-
tions are called parameterizations of the corresponding curves. If only
simple curves of finite lengths are considered, then parameterizations can
be restricted to the injective continuous functions or even to the continu-
ous length-normalized parameterizations. In addition, a plane curve can
also be considered as a connected one-dimensional compact subset of
points. By corresponding effectivizations, we will introduce in this paper
four versions of computable curves and show that they are all different.
More interestingly, we show also that four classes of computable curves
cover even different sets of points.
Keywords: Computable Curve, Simple Curve, Rectifiable Curve, Point
Separability
1 Introduction
In computable analysis, we are mainly interested in the computability over var-
ious continuous structures. One realistic approach to this kind of computability
is the Turing-machine-based bit model (see [7, 11, 2]). In this model, real num-
bers are represented by effectively convergent sequences of rational numbers and
these sequences are called names of the real numbers. Here a sequence (xn) con-
verges effectively means that |xn − xn+1| ≤ 2−n for all n. A real number x is
computable if it has a computable name. Furthermore, a real function f is com-
putable if there is a Turing machine which transfers each name of a real number
x in the domain of f into a name of f(x). By the same principle, computability
of other mathematical objects can be defined by introducing proper “naming
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systems”. For example, the computability of subsets of the Euclidean space [1],
of semi-continuous functions [12], of functional spaces [13] are all defined in this
way. All these computability of mathematical objects are achieved by a kind of
“effectivization” of the classic mathematic definitions.
Particularly, we can introduce the computability of curves in this way too. We
consider the plane curves in this paper only. The curves of higher dimensions
can be discussed in essentially the same way. Notice that, there are different
mathematical approaches to define curves. For example, a curve can be defined as
a connected and one-dimensional compact subset. Based on this approach we can
define the computable curves by means of the computability of compact subsets
of Euclidean space ([1]). Physically, a curve records the trace of a particle motion.
If the particle moves according to some algorithmically definable laws, its trace
should be regarded as computable. In mathematical terms, a curve is the range
of a continuous function defined on a closed interval and this function is called a
parametrization of the curve. If a curve has a computable parametrization, then
it should be naturally considered as a computable curve (see e.g., [4, 5]).
However, the parametrization of a curve may have various extra properties,
particulary if we consider the curves which do not intersect itself and have finite
length. Normally, a parameterization of a plane curve C is just a continuous
function f : [0, 1]→ R2. This paramaterization possibly traces some segment of
the curve several times. That is, the parameterization f retraces the curve, or it
is retraceable. If a curve does not intersect itself, then, by a classic theorem in
analysis, it has always an injective parameterization (with possibly exemption at
the endpoints of the interval). In addition, if C has a finite length, then it has even
an arc-length normalized parameterization. Here a parametrization f is called
arc-length normalized, if the curve-segment f([0, t]) has a length proportional to
the parameter t, for any t ∈ [0, 1].
In this paper we will introduce four versions of computable curves by ef-
fectivizing above four mathematical approaches to the curves. We will see that
these four versions of computability about curves are all different. The differ-
ence of the computability of curves introduced by computable parameterizations
and computable injective parameterizations was already shown by Gu, Lutz and
Mayordomo in a recent paper [5]. The separations of four versions of computable
curves shown in this paper hold actually in a more stronger sense. Namely, the
point sets covered by four classes of computable curves are also different. In
other words, different versions of computable curves can be separated by points
and then they are “point-separable” (see definition in Section 4).
Our paper is organized as follows. In Section 2 we will briefly recall some
basic notions related to curves, give the precise definition of computable curves
and then show some basic properties of computable curves. In Section 3, we
show a technical lemma which will be used in the proof of the main theorem.
In Section 4 we prove our main results that four classes of computable curves in
different sense are point-separable.
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2 Computable Curves
In mathematics, a plane curve is defined as a subset C ⊆ R2 which is the range
of a continuous function f : [0; 1] → R2, i.e., C = range(f). This continuous
function f is then called a parametrization of C. Here we use w.l.o.g. the unit
interval [0, 1] instead of more general closed intervals of the form [a, b]. Obvi-
ously, any curve has infinitely many parameterizations. Geometrically, a curve
records the path of a particle movement on the plane. If the particle never visit
one position more than once, in other words, if the curve does not intersect itself
(with possible exemption of end points), then the curve is called simple. A classi-
cal mathematical theorem asserts that, any simple curve has a parameterization
f : [0; 1] → R2 which is injective on [0; 1). If a curve C has an injective param-
eterization f (meaning injective on the interval [0; 1)) and fulfills in addition
f(0) = f(1), then the curve C is called closed.
For the simple curves, their lengths can be defined by approximation of the
lengths of polygons which converges to the curves according to Jordan [6]. More
precisely, Let C be a simple curve and let f : [0; 1]→ R2 be an injective contin-
uous parameterization of C. The length L of the curve C is then defined by
L := sup
n∑
i=0
|f(ai)− f(ai+1)|.
where |f(ai) − f(ai+1)| is the length of the straight line connecting the points
f(ai) and f(ai+1) and the supremum is taken over all possible partitions 0 =
a0 < a1 < ... < an = 1. The length of a curve C is denoted by l(C) := L. A
curve of a finite length is traditionally called rectifiable. Not every curve has a
finite length. Some curves can even fill whole space like Peano curves (see e.g.
[3]). In this paper we are mainly interested in the simple rectifiable curves.
It is well known in analysis that every simple, rectifiable curve has also a
length-normalized parameterization. Here a length-normalized (or simply nor-
malized) parameterization of a curve C is an injective continuous function f :
[0, 1] → R2 such that the curve segment f([0, t]) has the length t · l(C) for
all t ∈ [0, 1]. Thus, a simple rectifiable curve can have three different kind of
parameterizations—continuous, injective continuous and normalized. In addi-
tion, a curve can also be defined as a connected one-dimensional compact point
set. By effectivizing these approaches to curves, we can introduce four different
versions of computable curves.
Remember that a real function f : [0; 1] → R is computable if there is a
Turing machine M which transfers any name of x ∈ [0, 1] to a name of f(x).
Equivalently, f is computable iff there is a computable sequence (pn)n∈N of
computable rational polygon functions which converges uniformly and effectively
to f (see [10]). Naturally, a function f : [0; 1] → Rn is computable if all of its
component functions are computable, or equivalently, if there is a Turing machine
M which transfers any name of x ∈ [0, 1] into a tuple (α1, · · · , αn) of names of
f1(x), · · · , fn(x) respectively, where f(x) = (f1(x), · · · , fn(x)). In this case, we
simply say that M computes the function f .
224 Robert Rettinger and Xizhong Zheng
Now we call define the computable curves as follows.
Definition 1. Let C be a simple plane curve.
1. C is called K-computable if there is a computable sequence (Qn) of finite
sets of rational neighborhoods such that
C ⊆
⋃
Qn and dH
(⋃
Qn, C
)
< 2−n (1)
for all n ∈ N, where dH denotes the Hausdorff distance.
2. C is called R-computable if there is a computable function f : [0; 1] → R2
such that range(f) = C.
3. C is called M -computable if there is a computable function f : [0; 1] → R2
which is injective on [0; 1) such that range(f) = C.
4. C is called N -computable if C has a computable parameterization f : [0; 1]→
R2 such that the length of the curve segment f([0, t]) is equal to t · l(C) for
all t ∈ [0, 1].
In the item 1 of the definition, the finite sets Qn of rational neighborhoods
are also called compact covers of the curve C. The second part of the condition
(1) means that the maximal distance from C to bordering of the compact cover
Qn is bounded by 2
−n. In this paper, an ε-neighborhood Vε(a, b) of a point with
Cartesian coordinates (a, b) means the rectangle bounded by the lines x = a± ε
and y = b ± ε. A neighborhood Vε(a, b) is called rational if a, b and ε are all
rational numbers. The letter K of the K-computability comes from the German
word Kompakt (compact) due to the compact coverings.
In the item 2, the letter R stands for Retracable because the parametrization
f of a R-computable curve C can retrace the curve C. Namely, there could be
some disjoint subintervals I1, I2 ⊂ [0, 1] such that f(I1) = f(I2). In this case, f
traces some pieces of C more than once, or f is retraceable.
If the paramaterization of a curve C is injective, then C records the move-
ment of a particle with a monotone direction. The letter M in M -computability
stands for Monotonically directed movement. Notice that, in this paper, we call
a parameterization f : [0, 1]→ R2 injective even if it is only injective on [0; 1) and
does not exclude the possible case f(0) = f(1). This should not cause essential
confusions.
Finally, if a parameterization f : [0, 1] → R2 satisfies the condition that
the length of the curve segment f([0, t]) is proportional to t, then it is called
arc-length normalized. Thus, N -computability stands for Normalized parame-
terization.
It is well know that not every curve has a finite length. For example, the
famous Peano curve can even fill the two-dimensional plan (see e.g., Peano [9])
and has an infinite length. From the definition 1, an N -computable curve has
always a finite length. However, the next theorem shows that an M -computable
curve does not necessarily have an finite length any more. This distinguishes the
N -computability from other three versions of computability immediately.
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Theorem 1. There is an M -computable curve C which has an infinite length.
Proof. (Sketch) We can construct firstly a computable sequence (pn) of rational
polygons such that distance between pn and pn+1 is bounded by 2
−n and pn+1
has doubled length of pn by introducing many small zigzags, for all n. Then, the
limit p := lim pn is a curve of infinite length. Corresponding to each polygon pn
we can define a computable injective function fn : [0, 1] → R2 as a parameter-
ization of pn, and in addition, we can require that |fn(t) − fn+1(t)| ≤ 2−n is
satisfied for all n ∈ N and t ∈ [0, 1]. Therefore, the limit function f := lim fn
is an injective computable parameterization of the curve p and hence p is an
M -computable curve with an infinite length.
Although a computable curve may have an infinite length, computable rec-
tifiable curves seem more interesting and more important. In this paper we will
mainly focus only on the computable curves of finite length and we denote by
CK ,CR,CM and CN the classes of all K-, R-, M - and N -computable rectifi-
able curves, respectively. By definition, it is straightforward that we have the
following relationship between these four versions of computable curves.
Theorem 2. CN ⊆ CM ⊆ CR ⊆ CK .
Actually we will see that all these four versions of computability of curves
are different and hence all the subset relations above are proper.
In the paper [5], Gu, Lutz and Mayordomo have shown that any rectifiable
R-computable curve has a left computable length, where a real number x is left
computable or computably enumerable (c.e. for short) if there is an increasing
computable sequence (xn) of rational numbers which converges to x. This can
be strengthen further to the K-computable curves as follows.
Theorem 3. Any rectifiable K-computable curve has a left computable length.
Proof. (Sketch) If C is a rectifiable K-computable curve, then there is a com-
putable sequence (Qn) of rational compact covers of C such that dH (
⋃
Qn, C) <
2−n and Qn consists of rational neighborhoods. In each cover
⋃
Qn we can find
the shortest polygon which straight through the whole area. This polygon is
called a “diameter polygon” of the cover Qn. The length ln of this polygon is a
lower bound of the length of C (possible with the error ≤ 2−n+1 because of the
endpoints). Since C has a finite length l, the limit l = lim ln is left computable
because ln − 2−n+1 ≤ l for all n.
By Theorems 2 and 3, any rectifiable R-, M - and N -computable curve has left
computable length. Ko [8] constructed “monster curve” which is M -computable
(even in polynomial time) with a non-computable length. The fact that the
length of an M -computable curve is not necessarily computable follows also
from the next result.
Theorem 4. If C is a K-computable curve with a computable length, then C
must be N -computable.
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Proof. Suppose that C is K-computable whose length l is a computable real
number. Then there is a computable sequence (Qn) of rational compact covers
of C and a computable sequence (ln) of rational numbers which converges to l
effectively. Let qn be the length of the “diameter polygon” of the area
⋃
Qn.
For each n ∈ N, we can find a sufficiently large index sn such that |qsn−lsn | ≤
2−n. Such an index sn exists because both sequences (qs) and (ls) converge to
the same limit l(C). Suppose that pn is a rational “diameter polygon” of the
area
⋃
Qsn and let fn be the length-normalized parameterization of pn. Then
(fn) is a computable sequence of computable functions which converges effec-
tively to a computable function f . This limit function f is a length normalized
parameterization of C. Therefore, the curve C is N -computable.
Notice that, if we consider only the curves of computable length, then the
K-, R-, M - and N -computability of curves are equivalent. Now let C be an M -
computable rectifiable curve which is not N -computable (by Theorem 8). This
curve C is of course K-computable (Theorem 2). By the Theorem 4, C does not
have a computable length. In fact, by a direct construction, we can show that
even an N -computable curve may have a non-computable length.
Theorem 5. There is an N -computable curve with a non-computable length.
Proof. (Sketch) Let l be a left computable but not computable real number.
There is an increasing computable sequence (ln) of rational numbers which con-
verges to l. Construct a computable sequence (pn) of rational polygons such
that the distance between pn and pn+1 is bounded by 2
(n+1) and ln = l(pn)
for all n. Then we can choose a normalize computable parameterization fn
of pn such that |fn(t) − fn+1(t)| ≤ 2−n for each n. Therefore the limit curve
p := lim pn has a computable normalized parameterization f := lim fn and
hence is N -computable. The length of the N -computable curve p is l which is
not computable.
3 A Technical Lemma
In this section we will show a technical lemma which will be used for the proofs
of our main results in section 4. Remember that our goal is to separate the
classes of curves by points covered by the curves. That is, we are interested in
the points which are covered by curves from one class of curves but cannot be
covered by any curves from another class of curves.
The next lemma shows a simple fact related to two curves which separates a
curve from another one by a small neighborhood as long as the first curve is not
a part of the second.
Lemma 1. Let C and C ′ be two rectifiable, non-closed simple curves and let
g : [0; 1] → R2 be a parametrization of C ′. If we have C ′ ∩ Uz 6= ∅ for all
points z ∈ C and all open neighborhoods Uz of z, then there exists an interval
[a; b] ⊆ [0; 1] such that g([a; b]) = C.
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Proof. Suppose that C,C ′ are rectifiable, non-closed simple curves. If C ′∩Uz 6= ∅
for any point z ∈ C and any open neighborhood Uz of z, then C must be a part
of C ′, i.e., C ⊆ C ′. Otherwise, by the compactness of C ′, we can find a point z in
C\C ′ which has a positive distance from C ′ and hence some open neighborhood
of z is disjointed from C which contradicts the hypothesis.
Because C ′ is a rectifiable simple curve, there exists an one-to-one param-
eterization f : [0; 1] → C ′. This parameterization f must be injective since C ′
is non-closed. Therefore the inverse function f−1 exists which is also continuous
and maps particularly two end points of C to u, v ∈ [0; 1]. Suppose w.l.o.g. that
u < v. Then we have f([u; v]) = C.
Let h : [0; 1]→ [0; 1] be a continuous function defined by h := f−1 ◦ g. Since
f([0; 1]) = C ⊆ C ′ = g([0; 1]), we have [u; v] ⊆ h([0; 1]). By the continuity of h,
there exist a ∈ h−1(u) and b ∈ h−1(v) such that h([a; b]) = [u; v] (we suppose
w.l.o.g that a < b). This implies immediately that g([a; b]) = C.
By Lemma 1, if a curve C is not contained completely in another curve C ′,
then there exist a point z in C and a small neighborhood Uz around z such
that U is totally disjoint from the curve C ′. Particularly, if C is longer than
C ′, then C cannot be completely contained in C ′. If in addition C is a rational
polygon and C ′ is a computable curve, then such a point z and the corresponding
neighborhood Uz can be effectively found. That is, we have the following lemma.
Lemma 2. Let C be a rational polygon and let C ′ be a computable curve. If the
curve C is not contained completely in the curve C ′, then we can effectively find a
rational point z on C and a rational neighborhood Uz of z such that C
′∩Uz = ∅.
4 Point-Separability
This section will prove our main results that the four versions of computable
curves introduced in the Definition 1 are different. More interestingly, we will
see that four classes of computable curves cover even different point sets in the
plane.
The difference between the R-computable curve and M -computable curve
follows from a recent result of Gu, Lutz and Mayordomo [5]. They actually show
that there is a polynomial time computable curve Γ which does not have any in-
jective computable parametrization. In other words, any computable parametriza-
tion f of Γ must be retraced in the sense that f(I1) = f(I2) for some disjoint
subintervals I1, I2 ⊆ [0; 1]. Thus, Γ is R-computable but not M -computable.
Our main theorem shows actually even more. Namely, the four classes CK ,
CR, CM and CN of computable curves are not only different, they cover also
different sets of points in the plane. More precisely, they are all “point-separable”
in the following sense.
Definition 2. Let C and C1 be classes of curves.
1. A point x is called a C-point if it is a point of some curve C in the class C.
228 Robert Rettinger and Xizhong Zheng
2. The classes C and C1 are called point-separable if the sets of C-points and
C1-points are different.
Remember that a function f : [0, 1]→ R2 is computable if there is a Turing
machine which computes f . Let (Mn) be an effective enumeration of all Turing
machines Mn which compute the (possibly partial) functions ϕn : [0, 1] → R2.
Then (ϕn) is an effective enumeration of functions including all total computable
functions from [0, 1] to R2.
Theorem 6. There exists a K-computable curve C and a point z on C such
that z does not belong to any R-computable curve C ′. In other words, the classes
CK and CR are point-separable.
Proof. (Sketch) We are going to construct a K-computable curve C and a point
z which satisfy the condition mention in the theorem. By Definition 1, the
K-computability of the curve C requires a computable sequence of finite sets
(compact covers) of rational neighborhoods which approximates the curve C ef-
fectively. Such kind of compact covers can be easily constructed from rational
polygons. Therefore, we need only to construct a computable sequence (pn) of
rational polygons which converges effectively to the curve C.
If C ′ is an R-computable curve, then C ′ has a computable parameterization
ϕi : [0, 1] → R2, for some i, which is computed by the Turing machine Mi. De-
note this curve simply by Ci. For the technical simplicity, let Ci be an empty
set (curve) if Mi does not compute a total computable function. Therefore (Ci)
is an effective enumeration of all R-computable curves. Thus, it suffices to con-
struct the K-computable curve C and a point z on C which satisfy the following
requirements:
Ri : If Ci has a finite length, then point z does not belong to Ci
To satisfy a single requirement Ri, we choose a straight line segment of the
constructed polygon C. For simplicity, consider just the line segment J which
connects the points (0, 0) and (1, 0). Simulate the computation of Mi to sufficient
precision. If Mi computes a parameterization of the curve Ci which is not very
close to J , then, by Lemma 1, we can find a point z on J and a neighborhood V
of z such that Ci ∩ V = ∅. If, on the other hand, Ci looks very close to J , then
we have to look at more closely how the function ϕi possibly traces the segment
J .
For any q ∈ [0, 1] and  < l(J)/2, we say that ϕi has a (q, )-sweep if the
function ϕi approximately traces from (q, 0) to (q+, 0), back to (q, 0) and finally
passes (q + , 0) forwardly again. As a parameterization of the curve Ci, ϕi can
retrace some segment of Ci several times. However, it is impossible, for a fixed ,
that it has (q, )-sweep for all q ∈ [0, 1]. If at some stage we find that ϕi cannot
have a (q, )-sweep, then replace the linear segment from (q, 0) to (q + 2, 0) by
the polygon which connects the points (q, 0), (q + , 0), (q, δ) and (q + 2, 0) in
the given order. Where δ > 0 is a rational number which should be small enough
to guarantee the K-computability of the constructed curve. After this change,
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the constructed new polygon C is different enough from Ci so that we can apply
the Lemma 1 again to find a point z on C and a neighborhood V such that
Ci ∩ V = ∅.
In both cases, we have a neighborhood V such that every point in this neigh-
borhood and in C satisfies the requirement Ri. Then, we can consider the seg-
ment of C in the neighborhood V to satisfy other requirements Rj for j > i.
Formally we need a finite injury priority construction
Theorem 6 separates the K-computability from R-computability. In [5] it is
shown that the R-computability and M -computability are different too, that is,
there is an R-computable curve which does not have any injective computable
parameterization at all. This can also be followed from our next more strong
result.
Theorem 7. There exists an R-computable curve C and a point z on C such
that z does not belong to any M -computable curves C ′. That is, the classes CR
and CM are point-separable.
Proof. (Sketch) We are going to construct an R-computable curve C and a point
z on C which satisfy all the requirements
Ri : If ϕi is an injective parameterization of Ci, then z is not on Ci.
where (ϕi) is a computable enumeration of all (possibly partial) computable
functions ϕi : [0, 1]→ R2. The construction uses again the finite injury priority
method. We explain the rough idea how to satisfy a single requirement Ri only.
Take a linear segment of the constructed polygon C. For simplicity, consider
just the line segment J from the point (0, 0) to (1, 0) with a parameterization
ϕ which sweeps between these points. That is, ϕ goes from (0, 0) to (1, 0) first,
then back to (0, 0) and finally goes through (1, 0) again. This is allowed because
we want to construct an R-computable curve C.
Simulate the computation of Mi which computes the function ϕi to sufficient
precision. If ϕi is an injective parameterization of Ci, then consider the following
cases:
Case 1. Ci is not close to J at all, then we are done by the Lemma 1.
Case 2. Ci closely passes the segment J only once. In this case, alter the
segment J by a Z-sweep of height δ which is a polygon connecting the points
(0, 0), (1, δ), (0,−δ) and (1, 0) in the given order. Where δ > 0 is a sufficiently
small rational number. Then the Lemma 1 can be applied.
Case 3. Ci is close to J and also has Z-sweeps near J . Suppose that the
minimal height of all these Z-sweeps is  > 0. Then replace the segment J by a
Z-sweep of a height δ such that δ < /2. After that we can apply the Lemma 1.
In all three cases, according to Lemma 1, we can fine a z on C and a neighbor-
hood V of z such that Ci ∩ V = ∅. Thus, the segment of C in the neighborhood
V can be used to satisfy other requirements Rj for j > i. The priority technique
guarantees that all requirements can be satisfied simultaneously.
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Finally, we want show the difference between M - and N -computability of
curves.
Theorem 8. There exists an M -computable curve C and a point z on C such
that z does not belong to any N -computable curves C ′. That is, the classes CM
and CN are point-separable.
Proof. (Sketch) We use priority technique again to construct an M -computable
curve C and a point z on C such that the following requirements are satisfied
Ri : If ϕi is a length-normalized parameterization of Ci, then z is not on Ci.
Suppose that Ci is an N -computable curve and ϕi is a length-normalized
parameterization of Ci. Choose a linear segment J of already constructed curve
C. For simplicity, let J be the line segment connecting the points (0, 0) and (1, 0).
Compute ϕi to sufficient precision. If Ci is not close to the segment J , then we
can apply the Lemma 1 directly. Otherwise, suppose that Ci is very close to
the segment J . That is, there are t1, t2 ∈ [0, 1] such that the segment ϕi([t1, t2])
almost coincides with J . Then compute the middle point ϕi((t1 + t2)/2) of the
segment ϕi([t1, t2]) and check if it is close to the middle point of J . If it is not
the case, then ϕi is not length-normalized and we are done. Otherwise, double
the length of the first half of the segment J (i.e. the part from (0, 0) to (1/2, 0))
by introducing small zigzags. This makes the new segment different enough from
the curve Ci and hence we can apply the Lemma 1 to find a point on C and
a neighborhood V of z such that V ∩ Ci = ∅. Therefore, the standard priority
construction works.
Notice that anN -computable curve has a computable parameterization which
traces the curve in one direction and with a constant speed. Thus, Theorem 8
shows that some curve describes the computable particle motion in one direction
but the speed of the motion cannot be constant.
Remark: In the proofs of above three theorems, we always choose a linear
segment J which connects the points (0, 0) and (1, 0). This choice may help
reader to understand how a new polygon should be constructed. However, there
is a drawback for this choice of J that we cannot see how to guarantee that the
constructed curve has a finite length. So in more formal constructions, we should
choose the segment J with much short length so that the new curve increases
the length only in a very small portion. This guarantees that the constructed
curve is rectifiable.
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