An object-based coding scheme is proposed for the coding of a stereoscopic image sequence, using motion and disparity information. A hierarchical block-based motion estimation approach is used for initialization, while disparity estimation is performed using a pixel-based hierarchical dynamic programming algorithm. A split and merge segmentation procedure based on 3-D motion modeling is then used to determine regions with similar motion parameters. The segmentation part of the algorithm is interleaved with the estimation part in order to optimize the coding performance of the procedure. Furthermore, a technique is examined for propagating the segmentation information with time. A 3-D motion compensated prediction technique is used for both intensity and depth image sequence coding. Error images and depth maps are encoded using DCT and Hu man methods. Alternately, an e cient wireframe depth modeling technique may b e u s e d t o c o n vey depth information to the receiver. Motion and wireframe model parameters are then quantized and transmitted to the decoder, along with the segmentation information. As a straightforward application, the use of the depth map information for the generation of intermediate views at the receiver is also discussed. The performance of the proposed compression methods is evaluated experimentally and is compared to other stereoscopic image sequence coding schemes.
INTRODUCTION
Stereo vision provides a direct way of inferring the depth information by using two images (stereo pair) destined for the left and right e y e respectively. The stereo images are generated by recording two slightly di erent view angles of the same scene. When each image of a stereo pair is viewed by its respective e y e, the stereo image is perceived in 3-D. Block-based methods for the coding of stereoscopic image sequences have been proposed in 1, 2, 3] and were discussed in 4]. These methods are content to transmit the two stereo images and do not directly impart any depth information to the receiver. However, a n umber of applications of stereo imaging, including in particular medical applications 5], require the knowledge of dense depth maps of each scene. Depth information is also needed for the creation of spatially interpolated views of the scene, and for such operations as synthetic-depth-of-focus and depth keying. With block-based methods such as in 1, 2] , some depth information may be imparted with the transmission of full disparity e l d s . H o wever, this requires the transmission of considerable information in addition to that normally coded and results in costly overhead in bit rate. More e cient methods for the transmission of depth are provided by object-based coding techniques.
Object-based techniques have been extensively investigated for monoscopic image sequence coding 6, 7, 8, 9] . Several object-oriented coding schemes have also been proposed for stereoscopic image sequence coding 10, 11, 12, 13, 14, 15, 16] . The advantages of using model-based techniques for stereo image sequence coding were reviewed in 12], where a feature-based 3-D motion estimation scheme was presented. In 13], disparity estimation is performed using a dynamic programming scheme and is then used for object segmentation. The segmentation algorithm is based on region growing and the criterion used is the homogeneity of the disparity eld in each o b j e c t . In 14, 15] , the objects in the scene were identi ed using a segmentation method based on the homogeneity o f the 2-D motion eld computed by a block m a t c hing procedure. Then the 3-D motion of each object was modeled using the approach presented in 17] with depth estimated from disparity. Finally, a n i n terframe coding scheme based on 3-D motion compensation was evaluated. A disadvantage of this procedure, is that the segmentation technique used does not guarantee high performance of the 3-D motion estimation method.
In 11, 18] , an approach for joint 3-D motion and structure estimation was presented based on stereoscopic analysis. In this approach, objects were de ned using a hierarchical 1 segmentation technique, based on a quad-tree. A nonlinear model with nine motionstructure parameters was used for the modeling of the movement o f e a c h o b j e c t i n t h e scene.
In the present w ork an object-oriented technique is examined for the compression of one of the channels in a stereoscopic image sequence coding scheme ( Figure 1 ). The object segmentation procedure is initiated using block-based motion estimation and disparity estimation based on a dynamic programming intensity m a t c hing algorithm. A split and merge based technique is used for the segmentation of the image into regions with similar 3-D motion parameters. A similar approach w as followed in 19] for segmentation based on 2-D motion. For the 3-D motion estimation of each object, a technique similar to that in 14] is adopted, where the 3-D motion of each object in the scene is modeled using a linear model with six parameters. The segmentation part of the algorithm is interleaved with the estimation part in order to optimize the coding performance.
Since depth information is needed for 3-D motion compensation, it must be known at both encoder and decoder sites. A 3-D motion compensated prediction technique is used to code both intensity and depth image sequences. Error images and depth maps are also encoded using DCT and Hu man methods and transmitted. Alternately, an e cient wireframe modeling technique may be used to convey depth information to the receiver. Techniques are also examined for the propagation of the segmentation and depth information with time. Finally, the use of a hybrid motion/disparity compensation scheme is evaluated, based on recovering the disparity v ectors from the transmitted depth information. This hybrid scheme improves the quality of the reconstructed image at no additional cost in bit rate overhead.
A block diagram of the proposed coder is shown in Fig. 2 . Block-based motion estimation and disparity estimation based on dynamic programming are the rst steps. A wireframe modeling procedure is then optionally used to represent the depth information. The techniques used for depth map coding are graphically illustrated in Figure 7 . Initial estimates of 2-D motion and modeled depth information are used for 3-D motion estimation and object segmentation. Next, joint 3-D motion and disparity compensation is used for the prediction of the intensities in the current frame. The error signal is coded using DCT and Hu man coding techniques and transmitted. Finally, q u a n tized 3-D motion, depth model parameters and segmentation information are transmitted using DPCM and Arithmetic Coding.
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The paper is organized as follows. In Section 2 the camera geometry of the stereoscopic system is described. Section 3 presents the techniques used for initial 2-D motion and disparity estimation. In Section 4, a coding-oriented segmentation approach for the identi cation of areas with homogeneous motion is discussed. E cient a p p r o a c hes for the coding of the depth information are reviewed in Section 5. The interframe object-based coder is then presented in Section 6, based on 3-D motion compensated intensity a n d depth prediction. Section 7 deals with the adaptation of the motion model parameters to the modeled depth information. In Section 8, a novel technique is proposed for the propagation of the segmentation information in time, while in the Section 9, a hybrid version of the proposed coder is described, using both motion and disparity compensation. As a straightforward application, the use of the depth map information for the generation of intermediate views is discussed in Section 10. Finally, experimental results given in Section 11 demonstrate the performance of the proposed methods.
CAMERA GEOMETRY
It is assumed that the pick up equipment consists of two cameras with converging optical axes and that all geometrical parameters (baseline distance B, focal length f and convergence angle ) are known. The con guration is shown in Figure 3 . The relation between the coordinates (x l y l z l ) a n d ( x r y r z r ) o f a 3 -D p o i n t, as seen from the coordinate systems attached to the left and the right camera respectively is given by : 2 6 4 x l y l z l 
Assuming perspective projection the same 3-D point projects into the left and right i m a g e planes at points (X l ,Y l ,f) and (X r ,Y r ,f) respectively, where :
By combining equations (1) and (2) we obtain a relation between the projections of the 3-D point in the two image planes if the depth z r of the point i s k n o wn : 
The disparity corresponding to a speci c point ( X r Y r ) in the coordinate system attached to the right camera is then given by : Matching is rst performed in the low resolution images to obtain an initial estimate of the vector eld the computed vector eld is then propagated to the next pyramid level, where it is corrected and again propagated to the next level. The process is iterated until the nal full resolution is reached.
Since the stereo camera con guration is known, the depth estimation problem reduces to that of disparity estimation 21, 22, 23] . A dynamic programming algorithm, optimizing a combined cost function for two corresponding lines of the stereoscopic image pair, is used for disparity estimation. The basic algorithm adapts the results of 13, 24] using blocks rather than pixels. Furthermore, a novel hierarchical version of this algorithm is implemented so as to speed up its execution. The cost function takes into consideration the is the maximum allowed disparity a n d d y << d x . I f ( l j) 2 S ki is a matching pixel in left image to pixel (k i) a n d V ki is the vector that corresponds to this matching, the following cost function is minimized with respect to V ki for each line k of the right image:
The rst term in (7) contains the absolute di erence of two corresponding image intensity blocks, centered at the working pixels (k i) a n d ( l j) in the right and left images, respectively: DFD(V ki ) = X (x y)2W kI r (k + x i + y) ; I l (l + x j + y)k (8) where W is a rectangular window. Multiplication with the reliability function R(V ki )
relaxes the DFD weight, keeping only the second term active in homogeneous regions where the matching reliability is small. The second term is the smoothing function,
where V n n= 1 : : : N , are neighboring vectors to V ki . The term R(V n ) a i m s t o a ttenuate the contribution of unreliable vectors in the smoothing function. The dynamic programming algorithm searches for the optimum path minimizing the cost function (7). A s c hematic diagram of the dynamic programming procedure is shown in Figure 4 . A hierarchical version of this approach w as utilized in order to speed up the estimation process and to produce a smooth disparity eld without discontinuities. In this version, the dynamic programming algorithm is applied at the coarse resolution level and an initial estimate for the disparity v ectors is produced. The disparity information is then propagated to the next resolution level where it is corrected so that the cost function is further minimized. This process is iterated until full resolution is achieved.
This algorithm produces a smooth dense disparity eld from which depth can be estimated at each pixel location producing similarly accurate and smooth depth maps. In fact, from equations (5), (6) , and using least squares techniques : 
where B f are the camera parameters de ned in Section 2.
4 3-D MOTION ESTIMATION/SEGMENTATION ALGORITHM
The initial 2-D motion and the modeled depth information, computed using the algorithms described in the previous section, are the basis for the 3-D motion estimation and object segmentation (see Figure 2 ) described in the present section. In order to identify the objects in the scene, the original image is segmented into areas having uniform motion characteristics. The 3-D motion of each o b j e c t i n t h e scene is modeled using a six-parameter model, and depth is estimated using the depth estimation procedure described in the previous section. More speci cally, w e assume that if (x(t) y (t) z (t)) are the coordinates of a point at time instant t, its coordinates (x(t ; 1) where three translational parameters (t x , t y , t z ) and three rotational parameters (w x , w y , w z ) are used to describe the motion of the underlying object.
The goal of the 3-D motion estimation procedure is to compute the parameter vector (w x , w y , w z , t x , t y , t z ) for each object in the scene. The procedure commences with block-based initial 2-D motion estimation as described in Section 3.
If (X Y ) are the coordinates of the perspective projection of the 3-D point ( x(t) y (t) z (t)) on the image plane at time t, t h e n : X = f x(t) z(t) and Y = f y(t) z(t) : (14) From (13), (14) v mx (X Y) = X(t ; 1) ; X(t) = f X ; w z Y + fw y + ft x =z(t) ;w y X + w x Y + f + ft z =z(t) ; X (15) v my (X Y ) = Y (t ; 1) ; Y (t) = f w z X + Y ; fw x + ft y =z(t) ;w y X + w x Y + f + ft z =z(t) ; Y : (16) Using (15), (16) and assuming that initially v mx and v my equal the initial block-based motion displacements v bx and v by , the following system for the model parameters is 6 obtained: (18) In the rst stage, equations (15), (16) are used for N of the initially estimated 2-D vectors, forming a system of 2*N equations and 6 unknowns. With N 3 this system is overdetermined and can be solved using least-squares methods. Thus, if x = ( w x , w y , w z , t x , t y , t z ) is the parameter vector, the parameter estimation problem is of the form :
where A i s a 2 N 6 matrix, N is the number of pixels in the region and b i s a 2 Ncomponent v ector :
where 
The segmentation part of the algorithm is interleaved with the estimation part in order to optimize the coding performance of the procedure. Speci cally, a split and merge procedure is used for the extraction of the areas with homogeneous motion. An area is split into 4 sub-areas if the proposed model does not produce a satisfactory t to the motion eld. The criterion used is based on the DFD value of the reconstructed region using the modeled motion. In general, the DFD for a region R in the right sequence is de ned as:
jI r (X Y t) ; I r (X + v x Y+ v y t ; 1)j (25) where I r (X + v x Y+v y t ;1) and I r (X Y t) denote the image intensities at two consecutive frames of the right view and v = v x v y ] is the corresponding displacement v ector.
If the DFD exceeds a threshold, the area is split. The threshold is directly proportional to the DFD value produced when compensation is performed based on the initial 2-D motion vectors. That is, a decision is made to split R if The split procedure is iterated recursively and thus a quadtree is generated. The quadtree is represented as a bitstream composed of 0's and 1's with 1 indicating the leaves of the tree and 0 the inner nodes. In order to avoid the creation of very small regions and to reduce the computational complexity of the algorithm, areas composed of a single block of dimensions x min y min are not further split.
In the merge phase the motion model t is also used as a criterion. Speci cally, t wo areas are merged if the DFD produced by the motion model in the merged area is smaller than the DFD produced by the initial block matching approach. A further constraint is to require the DFD corresponding to the merged area to be smaller than the DFD that corresponds to each of the merge candidates. Thus, areas R 1 and R 2 are merged to produce R if, (24) is repeatedly used at each merge step of the algorithm for the computation of the DFD terms, the resulting associated computational burden is considerable. This may be eased by using the following observation: let R 1 and R 2 denote two neighboring regions which are candidates for a potential merge. The equations describing the motion model (19) in the two regions are respectively: In (35) all terms have been computed in previous steps, hence, its evaluation entails a single 6 6 matrix inversion and the multiplication of the result by a 6 1 column vector. Each rectangular region (corresponding to a leaf of the quadtree) generated by t h e split phase of the algorithm is assigned a label to indicate the region to which it belongs. The quadtree and labeling information is su cient for the determination of the shape of the objects generated by the segmentation procedure.
CODING OF ISOLATED (I-FRAME) DEPTH MAPS
The 3-D motion estimation approach presented in the previous section, requires the knowledge of a dense depth eld. Depth information, also needs to be modeled and coded in order to be transmitted to the decoder (see Figure 2) . Two methods were evaluated for the coding of isolated depth maps. Their block diagrams are shown in Figure 6 . In the rst, depth maps are quantized and coded as if they were intensity images (I-frames) using DCT and Hu man coding techniques. In the second method, a wireframe model is adapted to each o b j e c t . Initially the wireframe model is t in each B B block of the object area. The block size is successively reduced as shown in Figure 5 , so as to obtain an adequate approximation of the depth information in this area. In other words, a block is split into 4 blocks if, gives the equation of the plane containing P 1 , P 2 , a n d P 3 (41) Using (38), the depth z of any point on a patch can be expressed in terms of the parameters p, q and the X and Y coordinates of that point. Hence, full depth information will be available if only the depths of the nodes of the wireframe are transmitted.
3-D MOTION COMPENSATED INTENSITY AND DEPTH PREDICTION
The 3-D motion parameters along with the modeled depth information and the segmentation parameters, computed as described in previous sections, will now be used to create a motion compensated estimate for the current image frame (see Figure 2) . The 3-D motion-compensated intensity and depth map prediction scheme is formed as follows: the predicted intensity o f e a c h p o i n t ( X Y) in the frame at time t, is that of the corresponding point ( X 0 Y 0 ) in the frame at time t ; 1,
where, X 0 Y 0 are found from (13) 
Based on this relation, a prediction strategy is adopted, in which depth maps are fully transmitted using the techniques of Section 5 only once for each group of 7 frames. In other words, an MPEG-like s e q u e n c e i s f o r m ulated with full depth map transmission in the beginning of each group. For the remaining frames (P-frames in MPEG terminology) depth map z(t) i s e v aluated using the previously estimated depths z 0 = z(X(t;1) Y(t; 
Due to the oating point format of the 3-D motion parameters, the mapping from time instant t ; 1 to the time instant t may point to positions outside the sampling grid of the frame. Therefore, an interpolation procedure must be used to assign depth values at integer pixel locations. One such procedure, based on upsampling of the depth map z t at time instant t was implemented. This technique led to satisfactory results that improve as the resolution increases. The block diagram of the 3-D motion compensated depth map coding scheme is shown in Figure 7a . Alternately, the depths of the nodes of the wireframe model need only be updated using the transmitted 3-D motion parameters this permits full reconstruction of the depth map at time instant t + 1 using the wireframe model at time instant t. The block diagram of the wireframe update based depth map coding scheme is depicted in Figure  7b .
The motion model parameters along with the depth model and the segmentation information (quadtree and labels) are quantized and coded using DPCM and arithmetic coding techniques (see Fig. 2 ). Isolated intensity and depth frames and also the errors of both intensity and depth prediction are coded and transmitted using DCT and Hu man coding techniques.
ITERATION OF THE SEGMENTATION/DEPTH ESTIMATION ALGORITHMS
A disadvantage of the wireframe method for depth map coding is the interdependence of depth values and motion parameters. This interdependence may cause poor correspondence of the transmitted depth maps and the evaluated 3-D motion parameters. To a void this, depth and 3-D motion estimation procedures may be iterated in order to make t h e overall procedure more reliable. More speci cally, an initial segmentation/3-D motion estimation step is performed, as described in section 4. Then, depth is modeled using the wireframe model for each object on the scene. The computed depth information is in turn used to model the motion in the scene. In other words, a new 3-D motion estimation step follows where the 3-D motion parameters of each object in the scene x are recomputed, using x = ( A TÂ ) ;1ÂTb (49) whereÂb are given by (20) with z being the modeled depth. In our experiments, one such iteration was su cient to bring in acceptable agreement the coded depths with the computed motion parameters.
UPDATE OF THE SEGMENTATION INFOR-MATION
Due to the high complexity of the technique described in section 4 for object segmentation, the propagation of the segmentation information through time, i.e. the correspondence between objects identi ed in subsequent frames, is of particular interest for use in object-based image sequence coding. One approach for the solution of this problem is the use of a 3-D segmentation procedure 26], producing tori formed from the motion of 2-D objects through successive frames in the image sequence. The intersection of each torus with the image plane produces one object for this plane.
An alternate algorithm for the updating of the segmentation map is proposed in this section. The algorithm starts by dividing each object into its inner area and its boundary area : O = inner boundary :
It is then assumed that the object movement a ects only its boundary area. In this way correspondence is established between inner areas of each object in the consequent frames.
In the next step of the algorithm, the boundary area of each object is divided into x min y min blocks. Each x min y min block is then considered as a new object. Thus if the segmentation procedure at the time instant t has produced N t objects, the initial number of objects at time instant t + 1 equals
where N b is the number of the new objects on the boundary map, and N bo is the number of objects de ned by the segmentation procedure at time t that do not have a n y inner area (e.g. blocks of size b x b y where b x 2x min and b y 2y min ). A merge phase follows, in which neighboring objects are united, using a criterion based on the performance of the object modeling approach, as de ned in the previous sections. This means that oneby-one correspondence may be established between the rst N t of the N t+1 objects at t + 1 and the N t objects at time t.
The main advantages of using such an approach for segmentation information update are: a) the reduction of the complexity of the segmentation procedure, and b) the correspondence between objects in consecutive time frames. The correspondence between objects in consecutive time frames allows reduction of the bit rate needed for the transmission of the segmentation information for those frames, since only the labeling information for the N b ; N bo new objects has to be transmitted.
HYBRID MOTION/DISPARITY COMPENSA-TION
Since depth information is modeled and transmitted to the decoder, joint 3-D motion and disparity compensation techniques may be adopted for intensity prediction of the current frame (see Fig. 2 ). Speci cally, a h ybrid motion/disparity object based scheme may b e pro tably employed, in which each object area is reconstructed using either motion or disparity compensation. First, the similarity indices are de ned : (15), (16) 
Disparity information is extracted from the depth information using (5), (6) . In this way, each object sub-area having the same depth parameters is reconstructed using the disparity information and the corresponding left channel image. An additional bit per object must be transmitted to inform the decoder whether motion or disparity compensation is used for each particular region.
SPATIAL INTERPOLATION FOR THE PRO-DUCTION OF INTERMEDIATE VIEWS
A straightforward application of the proposed coding scheme is the generation of intermediate views at the decoder using spatial interpolation. Since the depth information is transmitted, the decoder may exploit this information to perform spatial interpolation for the generation of intermediate views.
In order to construct an intermediate view by a virtual camera located at a baseline distance B 0 from the left camera with convergence angle 0 (see Figure 3) ( 5 6 ) . The disparity v ector for these pixels is calculated by linear interpolation of the disparity v alues at the two nearest pixels in the same scanline (to the left and to the right of the pixel under consideration) that have already been assigned a disparity v alue. The block diagram of the resulting scheme for spatial interpolation at the receiver is shown in Figure 8 .
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The proposed object-based scheme was evaluated for the coding of the right c hannel of a stereoscopic image sequence, while the left channel was coded according to the MPEG-2 coding standard (Figure 1) . The rst frame of the right c hannel of the stereoscopic sequence is transmitted using intra frame coding techniques, as in MPEG-2. All subsequent frames in a group of frames, are coded using either object-based motion compensation from the previous in time reconstructed frame of the right c hannel, or disparity compensation from the left channel. In the current v ersion of the coder no rate control strategy is adopted and the masking properties are not exploited. A block diagram of the resulting object-based coding scheme is shown in Figure 2 .
This coding method was applied to the stereoscopic sequences here referred to as sequences \Train" of size 256 256 and \Tunnel" and \Piano" of size 720 288. The left image sequence was coded at 2 Mbits=sec for the \Train" sequence and at 6 Mbits=sec for the other two sequences. These sequences were prepared by C e n tre Commun D' Etudes de T el edi usion et T el ecommunications (CCETT) for use in the DISTIMA RACE project 1, 2].
The hierarchical dynamic programming procedure, described in Section 3, with 3 levels of hierarchy w as used for disparity/depth evaluation. The search area for disparity was chosen to be 62 and 2 half pixels for the x and y coordinate respectively. Figures  9a and 9b show the computed depth maps using the hierarchical dynamic programming approach, and a block-based disparity estimation method, respectively. The depth map has the same resolution with the original image (since it is computed by a dense disparity eld). Depth information is quantized into 256 levels and coded with the techniques described in the paper. Darker areas are those closer to the cameras. The smoothing properties of the dynamic programming method are seen to result in more realistic depthmap estimates.
As noted in previous sections, the full depth information is transmitted only once for each group of 7 frames. Subsequent depth maps are reconstructed using 3-D motion compensated prediction and transmission of the prediction error. The initial depth map was quantized and coded using DCT and Hu man techniques with 3757 bits and resulted in reconstruction quality of 35.65 dB SNR. Table 1 shows the reconstructed quality o f the depth maps (before and after the error addition), the quality of the corresponding disparity v ectors as well as the bits required to code the depth map error.
Alternatively, the wireframe model was used for the representation of the depth information. The wireframe modeled depth is shown in Figure 9c , while in Figure 9d the structure of the wireframe is depicted. A wireframe with 454 nodes was used and the SNR of depth map reconstruction was 33.64 dB. The quantized depth values of the nodes of the wireframe along with the quadtree information that indicates the triangle con gurations (a small overhead to the segmentation information) were coded with 1803 bits. The depth map prediction error was then quantized and coded with 2813 bits. A prediction of the depth map of the subsequent frames was then obtained using 3-D motion compensation of the depths at the nodes of the wireframe only. Results are shown in Table 2 , and are seen to be slightly inferior to the results obtained when 3-D motion compensation is used to update the whole depth map. However, the produced depth map estimate is smoother since the interpolation is based on the wireframe model.
Objects were de ned according to the segmentation procedure described in Section 4. The construction of the split and merge representation may start with the assumption that the whole image can be represented by only one node (root) with an initial hypothesis test deciding if further splitting is necessary. H o wever, experimental results have shown that in practice it is preferable to start by testing smaller blocks (typically 32 32 pixels each) instead of the entire image. The reason is that the 3-D motion modeling approach is rarely successful when applied to larger blocks. Similar constraints are imposed to the size of the smallest blocks in order to maintain the segmentation overhead information within acceptable limits. The size of the smallest block in our experiments was chosen to be x min y min = 8 8. The split and merge phases of the segmentation algorithm applied to the second frame of the image sequence \Train" are illustrated in Figure 10 . In this gure white lines indicate the object outlines. An object is marked grey if the constraints (26),(29),(30) are satis ed and black if the block-based approach performs better than the model-based one. Figure 10c shows the segmentation map produced by the the split and merge procedure, overlaid with the image. As seen, the largest portion of the image (i.e. the background) is modeled as a single object and is coded using only 6 3-D motion parameters. At t h e m o ving part of the scene (i.e. the train) the segmentation procedure yields a larger number of objects, as expected.
The segmentation map computed at time instant t is then used to form an estimate of the segmentation map corresponding to the time instant t + 1, using the algorithm described in Section 8. Figure 10d shows the inner and boundary areas of the objects (the inner area of the objects is marked black, while the boundary area is marked grey). After the merge phase between the inner and boundary areas of this map, an estimate of the segmentation map for the time instant t + 1 is obtained. The segmentation update technique results to a signi cant reduction of the bit rate needed for the transmission of the segmentation information, since only some additional labeling information for the new objects (boundary areas) in the scene has to be transmitted (no quadtree information is required for segmentation update).
The proposed hybrid coding scheme using 3-D motion/disparity compensation (referred as object-based coder using segmentation based on 3-D motion (3-DMSOBC)) was compared with the technique used in 14, 15] and with a basic implementation 4] of a block-based stereoscopic coding scheme (BBSC) which has been proposed as an MPEG standard for the coding of stereoscopic image sequences (S-MPEG). The speci cations of the BBSC method can be found in 1, 2]. In 14, 15] the 3-D motion model used in 17] was used, while object segmentation was performed according to a homogeneity criterion based on the mean and variance of the 2-D block-based motion vectors. We will refer to this method as object-based coder using segmentation based on 2-D motion vectors (2-DMSOBC). In the BBSC approach, the left channel of the stereoscopic sequence is coded using MPEG-2 while the right c hannel is coded using block-based hybrid 2-D motion/disparity compensation. Table 3 shows the bit rate allocation for the transmission of the information needed for the reconstruction of a group of 7 frames of the sequence \Train". Figure 11 shows the PSNR versus frame curves for a group of 7 frames of the right c hannel of the sequence \Train", coded at 900 Kbits/sec. The same results are shown in Figures 12 and 13 for the image sequences \Tunnel" and \Piano" coded at 2.5 Mbits/sec. Figures 14 and 15 show the original and reconstructed frames 2 of the sequences \Tunnel" and \Piano", respectively, along with the prediction error and the depth map corresponding to this frame.
The performance of the proposed scheme when using joint motion/disparity c o mpensation is seen to be slightly better than both the 2-DMSOBC and the BBSC coder. Furthermore, with the proposed method the depth information is also transmitted, which is important in many applications. In particular, the depth information permits easy spatial interpolation and thus production of intermediate views at the receiver. Figure 16 shows the reconstructed left and right views of frame 2 of the sequence \Train" along with a synthesized intermediate image which corresponds to a \virtual" central camera, generated using the interpolation approach described in Section 10.
CONCLUSIONS
An object-based coding scheme was presented for the coding of a channel of a stereoscopic image sequence using motion and depth information. The segmentation part of the algorithm was interleaved with the estimation part in order to optimize the coding performance. Depth information was transmitted either in the form of dense depth maps or using a wireframe model. Furthermore, techniques were examined for the updating of the depth map and the segmentation information. Experimental results have shown the performance of the proposed scheme to be slightly better than the performance of block-based approaches such as the BBSC and object-based techniques such a s t h e 2 -DMSOBC. It was observed also that no problems of numerical stability of the coder were encountered and that the interlaced nature of the source material did not create problems, even though motion between successive elds was rather rapid. Furthermore, compared to the former methods, the present method has the advantage of fully transmitting depth information which is needed in many applications. In particular, the depth information permits easy spatial interpolation and thus production of intermediate views at the receiver. A number of other operations using depth information at the receiver site are also possible such as synthetic-depth-of-focus and depth keying operations. Table 1 : Depth map coding using 3-D motion compensation. The table shows the reconstructed quality of the depth maps (before and after the error addition), the quality of the corresponding disparity v ectors as well as the bits required to code the depth map error for a group of 7 frames of the sequence \Train". Table 2 : Wireframe update based depth map coding. The table shows the reconstructed quality of the depth maps using the wireframe update technique (before and after the error addition), the quality of the corresponding disparity v ectors as well as the bits required to code the depth map error for a group of 7 frames of the sequence \Train". Table 3: Table shows the allocation of the bit rate needed for the coding of a group of 7 frames of the stereo image sequence \Train". 
