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The modern theory of portfolio analysis dates from the pioneering work of Markowitz.' Of paramount importance to the practical application of this theory is the ability to assess accurately the future performance of portfolios of risky assets. With accurate assessments, an investor can optimize his choice of a portfolio on the two dimensions of risk and expected return. In spite of the need of obtaining accurate assessments of future performance in applying portfolio analysis to a practical situation, there has been virtually no statistical analysis of the empirical properties of explicit methods of assessing future performance. This paper proposes two different methods of assessing future performance or, more technically, of assessing predictive or subjective distributions of future returns. These two different methods will be compared by evaluating the accuracy of the predictive distributions derived under these two alternatives, using as a criterion the degree of approximation between these predictive distributions and the underlying distributions generating the future returns.
After reviewing some of the more important theoretical and empirical properties of symmetric, stable distributions in section II, section III develops the first method which assesses predictive distributions of the returns for all the assets individually and then aggregates these distributions into predictive distributions for portfolios. This procedure is implicit in Sharpe's well-known diagonal algorithm for calculating the efficient set.2 This paper shows that this first method of aggregation requires certain empirical assumptions about the predictive distributions for the individual assets. After sections IV and V describe the sample and the statistical design, section VI uses this first method to assess predictive distributions for a sample of portfolios of common stocks using historical data and compares these predictive distributions to the generating distributions of the future returns. The closeness of the approximation of these predictive distributions to the future generating distributions varies considerably with the particular empirical assumptions used in the process of aggregation. The second method to be presented in section VII assesses the predictive distributions of future returns for portfolios directly rather than first assessing the distributions for the individual assets. This second or alternative method still requires some of the assumptions needed by the first method. Neverthe-Then S will by symmetric and stable with characteristic exponent 0, location parameter /u(S), given by n I(9) = jEaiA(X) ' 
i=l If 0 = 2 (the normal case), equations (2) and (3) are identical to the corresponding equations for the expected value and variance of a weighted sum of normally distributed random variables except for a constant of proportionality in (3). The reader should note that (3) assumes that the characteristic exponent 0 is the same for all the random variables Oz. i = 1, Fam. a n. Fama and Roll' have presented tech-niques to assess the values of the location parameter / and the dispersion parameter y from a sample drawn from a symmetric, stable process with characteristic exponent 0, 1 < 0 < 2. They argue that the sample mean can be used as an assessment of 1A. To assess y, they first define a variable s= -y1/.
The variable s can then be assessed by 9 = (f 72-f f)/1.654, (4) where fi is the ith fractile estimated from the sample. They show numerically that 9 has an asymptotic bias of less than .4 percent for all values of the characteristic exponent 0, 1 < 0 < 2. An important property of the estimate 9 is that it is not a function of 0. An estimate of the dispersion parameter y is given by 90, a function of 0.
Methods to assess the value of the characteristic exponent 0 are very inadequate. The available procedures require very large samples, such as 2,000 observations. Even then, the sampling errors may be large. In spite of these difficulties, Fama6 has presented substantial evidence that the characteristic exponent for common stocks is probably between 1.7 and 1.9. What lends credence to this range is that Fama used several different techniques to assess the value of the characteristic exponent; in most cases, the results were similar.
III. ONE METHOD OF ASSESSING PREDICTIVE DISTRIBUTIONS
Implicit in Sharpe's procedure for calculating the efficient set7 as generalized by Samuelson8 is a method of assessing predictive distributions of returns for portfolios. This section develops and discusses some of the empirical problems in using it to assess predictive distributions.
Sharpe's diagonal algorithm for tracing the efficient set assumes that the investor's subjective distributions of returns of individual assets are normal. It further assumes the validity of a particular stochastic model which was first suggested by Markowitz. The market model specifies a relationship between the returns for individual assets and a market factor. The returns for individual assets can be defined in numerous ways; but, for the purposes of this paper, these returns will be measured by 'what is commonly known as an investment relative. The investment relative, Rit, for asset i from time (t -1) to t is the ratio of the value of the asset at time t with dividends of any type immediately reinvested to the value of the asset at time (t -1). Thus, the investment relative can be roughly interpreted as one plus the percentage increase or decrease from time (I -1) to t in the value of an investor's holdings of asset i.
Using this measure of return, the market model asserts that the investment relative Pit, a random variable, can be expressed as a linear function of some market factor M,:
where ai and f3t are constants appropriate to asset i. It further assumes that the disturbances, (it, for all assets are symmetric, stable variates with zero expectations and with the same characteristic exponent 0 > 1, that the disturbances for asset i and asset j, i z j, are independent, and that the distribution of Mt is symmetric and stable with characteristic exponent 0. The distribution of Ads, which is merely the weighted sum of stable variates, will be stable with characteristic exponent 0 and with location and dispersion parameters which are easily derivable from equations (2) and (3).
Sharpe's portfolio theory as generalized by Fama and Samuelson then aggregates these distributions of the investment relatives for the individual assets into a distribution of returns for a portfolio. The measure of the return for a portfolio is analogous to the investment relative-namely, the ratio of the value of the portfolio at time t to the value at time (t -1). To distinguish this ratio from the investment relative, the measure of return for a portfolio will be called the wealth relative.
The wealth relative for a portfolio, Wt, will be given by it = ExiRiX (6) i where xit is the proportion of total wealth at time (t -1) invested in asset i. The substitution of (5) into (6) yields St = Exit(ai + f3iMt + (it) (7) = a + 3Mt + ExitgitX i where a and j are weighted averages of the ails and fl's, the weights being the proportion of total wealth invested in each asset at time (t -1).
Since Wt is given as a weighted sum of the market factor, Mt, and the disturbances, fit, which were assumed to be independent, symmetric, stable variates with the same characteristic exponent 0, IV, will be stable and symmetric with the characteristic exponent 0. The location and scale parameters of We can be derived from (7), using (2) and ( If short sales are not allowed and if the returns for each asset are positively related to general market movements, the absolute value signs in (9) can be dropped.
Samuelson"2 uses (8) and (9) to formulate a mathematical program to determine the efficient set. He does not, however, indicate how an investor would in general solve this program. In the particular case in which 0 equals 2.0, it can easily be shown that Samuelson's program reduces to Sharpe's quadratic programming formulation,'3 for which numerous algorithms exist.
To summarize, Samuelson's generalized version of Sharpe's procedure for determining the efficient set requires that an investor first assess predictive distributions of the investment relatives for all assets. The investor then must aggregate these distributions for the individual assets into a distribution for a portfolio using equations (8) and (9). This process of aggregation assumes that the market factor, Mt, and the disturbances, (it, are independent, symmetric, stable variates with the same characteristic exponent 0. To assume that the disturbances, (it, are independent is tantamount to assuming the absence of industry effects.
This process of aggregation further assumes that the investor's assessed distributions for the market factor and the disturbances are stable. This assumption may be violated even if the corresponding underlying distributions were stable. For instance, if the underlying distribution for the market factor were normal, the investor's assessed distribution might under very reasonable assumptions be a t distribution.
The reader should finally note that in developing (8) and (9) it was assumed that the values of ai and pi were constants or known with certainty. In practice, an investor would not know these values with certainty but would hold subjective distributions on them. That the values of ai and f3 are uncertain or random variables means, of course, that (8) and (9) would not follow from (7). Nonetheless, in the context of a large portfolio, an investor might be willing to act as if his assessments of a, and pi were certain, so that (8) and (9) would properly characterize his predictive distributions. The reason is that if an investor's assessments of ac and fs were unbiased and the errors in these assessments were independent among the different assets, his uncertainty attached to his assessments of a and A, merely weighted averages of the ai's and Wids, would tend to become smaller, the larger the number of assets in the portfolios and the smaller the proportion in each asset. Intuitively, the errors in the assessments of ac and As would tend to offset each other. '4 This discussion suggests that the predictive distributions assessed under the assumption that ai and f3 are constants will better approximate the underlying distributions, the larger the number of securities in the portfolios. Thus, to place Sharpe's generalized method of aggregation on its best footing, the empirical sections will only examine portfolios of twenty or more assets with an equal proportion invested in each. The empirical evidence will suggest that for portfolios of such size the uncertainty attached to a and , in (7) 17 Measures of the market factor were also constructed for relatives of two, three, four, six, and twelve months in an analogous way to the onemonth index. In fact, this seemingly strange definition of n in terms of securities available for an entire calendar year is an attempt to keep these measures on the same footing. These other measures will not be used in this paper.
18 For a more complete discussion of the specification of the market model, the reader is referred to Blume ("The Assessment of Portfolio Performance" [see n. 9 above] Though this restriction will limit the generality of the study, it will not materially affect the conclusions about the properties of Sharpe's method of assessing predictive distributions for portfolios.
V. THE STATISTICAL DESIGN
The data consisting of 204 monthly investment relatives for each of 251 securities from 1944 through 1960 will be used in part to assess predictive distributions for the wealth relatives of various portfolios and in part to determine how closely these predictive distributions approximate the future generating distributions. It was arbitrarily decided to use 102 months of data to assess these predictive distributions. The reader should note that the use of 102 months of data to assess these distributions means that July 1951 is the first month for which predictive distributions can be obtained.
To assess the predictive distributions for July 1951, the 102 monthly investment relatives from January 1944 through June 1951, were regressed on the corresponding market relatives by simple least squares. This process yielded estimates of the constant, ai, and the slope, fi, for each security. An estimate of the dispersion parameter of the disturbances, 9(ii), was obtained for each security by Fama and Roll's formula, equation (4).
With these assessments, an investor need only assess a predictive distribution for the market relative to obtain a predictive distribution for the wealth relative of any portfolio for July 1951. This paper will avoid the interesting problem of assessing a predictive distribution for the market relative by comparing the predictive distributions of the wealth relatives conditional on the market relative, P(W, I Me), to the conditional generating distributions, rather than comparing the unconditional distributions. In fact, the comparison of the conditional distributions will yield the same, if not more, insight into Sharpe's aggregation process than a comparison of the unconditional distributions. The rationale for this assertion follows directly from the form of the conditional predictive distributions implied by the market model. From (7), P(Wf ItMt) will be stable and symmetric, with characteristic exponent 0, location parameter tend to cause both the conditional and unconditional predictive distributions to deviate in the same way from the corresponding generating distributions. Further, in examining the conditional predictive distributions rather than the unconditional distributions, it can be stated that the differences between the assessed and underlying distributions are not caused by differences between the predictive distribution of the market relatives and the corresponding underlying distribution. For the above reasons, predictive distributions conditional on the value of the market relative in July 1951, rather than the unconditional predictive distributions, were assessed for various portfolios to be described below. Conditional predictive distributions were also assessed for each of these various portfolios for each of the remaining 101 months, August 1951 through December 1960. It was desired to use the 102 months of historical data immediately preceding the month under consideration to obtain the required assessments. However, to reduce the computations, the assessments were revised only every six months rather than every month.
To compare these conditional predictive distributions with the conditional generating distributions, the following procedure was used: For each portfolio, the actual wealth relative for July 1951 can be considered a drawing from the generating or underlying conditional distribution. If the conditional predictive distribution were identical to the conditional underlying distribution, the actual wealth relative can in turn be thought of as a drawing from the predictive distribution; the value of the cumulative density function of the predictive distribution for this drawing was calculated. Henceforth, the phrase "the value of the cumulative density function" will be shortened to "the cumulative frequency." This process was repeated for each of the 101 remaining months, August 1951 through December 1960, to yield 102 cumulative frequencies for each portfolio. Mood20 shows that if these conditional predictive distributions were identical to the underlying distributions, these 102 cumulative frequencies would behave as if they were drawn from a uniform distribution over the unit interval. Thus, the degree of approximation between the conditional predictive distributions and the underlying distributions can be examined by determining how closely these calculated cumulative frequencies conform to a uniform distribution.21
The portfolios for which these conditional predictive distributions were assessed were chosen with several goals in mind: First, the portfolios contained twenty or more securities with an equal proportion invested in each. Section III discussed the reason for this restriction. . This procedure seems less powerful than the one in this paper because it used only two parameters rather than the whole distribution. It is easy to conceive of two different distributions with the same mean and dispersion parameter. The procedure to be used in this paper is sensitive to any and all differences between the predictive and generating distributions. In line with these criteria, five sets of portfolios were selected. Within each set, the portfolios contain no securities in common, and the diversity of the averages of the estimates of AX is about as great as possible. Among sets, the portfolios may contain common securities. The first and second sets consist respectively of six portfolios of twenty 23 Selecting portfolios by maximizing the diversity of the estimates of , will limit the conclusions which can be made about the adequacy of any assessment procedure for determining the efficient set. The reason is that the equation for the expected wealth relative (8) involves both the estimates for a and B. To maximize the diversity of the values of the expected wealth relative, one would need to consider the estimates of a and i3 simultaneously, which is not done in selecting the portfolios in this paper. Nevertheless, selecting the portfolios by maximizing the diversity of the estimates of 3 has the effect of maximizing the values of the dispersion parameters since equation (9) does not involve the estimates of W. The primary conclusions in this paper will be about properties of the dispersion estimates for portfolios and not about the expected wealth relatives, so that the method of selecting portfolios used in the text should be adequate. "The estimates of ,% from the period January 1944 through June 1951 were ranked in ascending order. A portfolio of twenty securities was selected by including that security with the smallest estimate of ,%. The security with the next smallest estimate of !8i from a different two-digit SEC industry was added to the portfolio. This process was repeated until twenty securities were included. This portfolio has the smallest average of the estimates of jSi of all possible portfolios containing twenty securities from different industries. Another portfolio was selected by including the security with the largest estimate of les. The security from a different two-digit SEC industry with the next largest estimate of Pi was added. This process was repeated until the portfolio contained twenty securities. These forty securities were then removed from the list of available securities. The process was repeated two more times to obtain six portfolios of twenty securities. These six were all that could be obtained by controlling on industry in this manner. 25 The same procedure as used for portfolios of twenty securities controlled on industry was used. After two portfolios were selected, there were less than thirty-five industries remaining. 26 The method of selecting portfolios of twenty, thirty-five, and fifty securities for which there was no control on industry was as follows: Portfolio one of n securities consisted of those n securities whose estimates of j3i in the period from January 1944 through June 1951 were the smallest. Portfolio two of n securities consisted of those n securities with the next smallest estimates of PSi, and so on until the number of the remaining securities was less than n. This process was repeated for each value of n.
These particular values were chosen because Fama's research, cited earlier in the paper, suggested that the true value of 0 is between 1.7 and 1.9 and because it was desired to examine the effect of the assumption of normality (6 = 2). In accordance with the discussion above, these conditional predictive distributions were assumed to be symmetric and stable with location parameters, It was just argued that if these conditional predictive distributions were identical to the underlying distributions, these cumulative frequencies would behave as if drawn from a uniform distribution. This paper will measure the degree of approximation between the predictive distributions and the underlying distributions by determining how closely these cumulative frequencies approximate drawings from a uniform distribution.
These cumulative frequencies were first examined for each portfolio and for each value of 0. The unit interval was partitioned into ten equal subintervals, and the number of cumulative frequencies in each subinterval was counted for each portfolio and for each value of 0.28 For reasons of space, only the results for the six portfolios of twenty securities controlled on industry are presented in table 1. These results are typical of those for the other twenty-six portfolios. If the conditional predictive distributions were identical to the underlying distributions, one would expect to observe 10.2 observations in each cell.
These results are quite interesting. For the predictive distributions assessed under the normality assumption (0 = 2), nine of the twelve extreme subintervals, the 0.0-0.1 and the 0.9-1.0 subintervals, contain more cumulative frequencies than expected.29 The remaining three extreme subintervals contain ten cumulative frequencies each, which is only .2 less than the expected number. Thus, the cumulative frequencies under the assumption of normality appear to deviate from uniformly distributed variates in that there are too many extreme values. This means that the number of extreme observations of the wealth relatives is larger than that anticipated on 27Fama and Roll, "Some Properties of Symmetric Stable Distributions." 28 The choice of ten equal subintervals is of course arbitrary. Later, the cumulative frequencies will be presented differently to avoid this arbitrary choice. 29 Strictly speaking, one would only expect half of the extreme subintervals to contain more cumulative frequencies than expected if the number of cumulative frequencies in, for instance, the 0.0-0.1 subinterval were symmetrically distributed under the hypothesis that the cumulative frequencies were uniformly distributed over the ten cells. In this case, the mean would be the same as the median. In fact, the distribution of the number of cumulative frequencies in the 0.0-0.1 subinterval is skewed to the right; and more particularly, W. Feller (An Introduction to Probability Theory and Its Applications [New York: John Wiley & Sons, 1957], 1:34) shows that the distribution will be binomial with n = 102, and p = .10. For such a binomial distribution, the median is not explicitly defined but is some value between 10 and 11, so that the mean of 10.2 approximates the median. Throughout this study, the mean will be used where, to be precise, the median should be used. This approximation will not change any of the conclusions. As the characteristic exponent used in assessing the predictive distributions is reduced from 2.0, the tendency for the predictive distributions to understate the probability of extreme values becomes less. This is evidenced, for instance, in the 0.00-.1 subinterval of the first portfolio. For 0 = 2.0, there are twenty-two cumulative frequencies; but for 0 = 1.9, there are only nineteen cumulative frequencies. Finally, when the characteristic exponent assumes the value 1.7, six of the twelve extreme subintervals contain more than expected and six less than expected. These results suggest that the predictive distributions assessed using a value of 0 of 1.7 do not systematically tend to understate or overstate the probability of extreme values. As a further analysis of the conditional predictive distributions, the number of the thirty-two portfolios for which the number of cumulative frequencies in the 0.0-0.1 subinterval exceeded the expected number 10.2 was counted for each value of 0. This process was repeated for the 0.9-1.0 subinterval. where Di is the observed number of cumulative frequencies and E; is the expected number in each cell i. The expected number E, is of course 10.2 for this calculation. Since there are ten cells, the x2 statistic will have 10 -1 = 9 degrees of freedom. Some might argue that there are only 7 degrees of freedom since the mean and dispersion parameter are estimated from historical data. This would be true if the hypothesis were that the underlying process were identical, but in this paper the hypothesis is that the predictive distributions are identical to the future distributions. The way in which the predictive distributions are assessed is irrelevant to this hypothesis.
of 0 between 1.7 and 1.8 since for 0 equals 1.7 only twenty-four extreme subintervals contain more than 10.2 cumulative frequencies and for 0 equals 1.8, fortytwo extreme subintervals. Table 3 First, he examined yearly returns rather than monthly returns. It is possible that the distributions of yearly returns may be more skewed than the distributions of monthly returns. Second, this paper examines the distributions of returns of portfolios rather than of individual stocks. Since the return of a portfolio is an average of the returns of individual stocks, the distributions of returns of portfolios might tend to be less skewed than the distributions of the individual stocks. If the variances of the returns exist, the central limit theorem is applicable, so that the above statement is certainly true. If, however, the variances do not exist, there is no guarantee that the distributions of returns of portfolios will approach symmetric distributions. For a further discussion, the reader is referred to W. Feller, An Introduction to Probability Theory and Its Applications (New York: John Wiley & Sons, 1966), 2: esp. pp. 302-6. Third, if the returns of individual securities are really distributed by stable distributions for which the variance and higher moments do not exist, the use of the sample third moment about the mean to measure skewness is questionable. 32 In pooling data, it must be assumed that all the data are being generated by the same process. This assumption appears reasonable for the cumulative frequencies in table 1. If the generating processes were different among portfolios they would most likely differ with the value of 6, but there appears to be little or no relationship between the distributions of the cumulative frequencies and the values of 3. Since this is the most likely relationship, it seems safe to assume that all the data are generated by the same process. Yet, an analysis of the extreme subintervals suggested that the predictive distributions would conform most closely to the underlying distributions for some value of the characteristic exponent between 1.7 and 1.8. The above analysis was based upon an arbitrary partitioning of the unit interval into ten equal subintervals. To determine the sensitivity of the conclusions to this choice, the cumulative frequencies were graphed on what will be called uniform probability plots. These plots avoid this arbitrary partitioning. First, the cumulative frequencies for the portfolios within each group and for each value of 0 were ranked in ascending order. Then, the ith ordered cumulative frequency was plotted on the horizontal axis against the fraction i/(T + 1), where T is the total number of cumulative frequencies in the pooled data for a given group. Since the fractions, i/(T + 1), i = 1, 2, ..., T, are unbiased estimates of the cumulative frequencies of the uniform distribution over the unit interval, the plot of the cumulative frequencies against these fractions would tend to fall on a straight line from the lower left hand corner to the upper right hand corner if the cumulative frequencies were uniformly distributed. If there were too many extreme cumulative frequencies, the plots would tend to take the shape of the reverse of an elongated S, whereas if there were not enough, the plots would tend to take the shape of an elongated S.
Although these plots were prepared for each of the five groups of portfolios, figure 1, because of space, presents only the plots for the portfolios of twenty securities controlled on industry. These plots are representative of the other four groups. The shape of these plots for 0 equals 1.9 and 2.0 suggests that there are more extreme cumulative frequencies than expected. This implies that the predictive distributions tend to understate the probability of extreme values. The plots for 0 equals 1.7 and 1.8 suggest that the corresponding conditional predictive distributions conform very closely to the underlying generating distributions. Therefore, the conclusions of this section do not seem to rest upon the arbitrary partitioning of the unit interval into ten equal intervals.
VII. AN EXPLANATION AND AN ALTERNATIVE
The last section presented empirical evidence which suggested that the predictive distributions assessed using a value of the characteristic exponent 0 between 1.7 and 1.8 conformed very closely to the underlying distributions. The predictive distributions assessed A third reason for this understatement is that (13) assumes that there are no industry effects. If the returns for individual securities were, for instance, normal (0 = 2) and if the covariances between different securities were on balance positive, the value of l1y2, given by (13), would tend to understate the true value of the dispersion parameter. This failure to account for industry effects would lead to an understatement of the probability of extreme values for the predictive distributions assessed using a value of 0 of 2.0. Using a value of the characteristic exponent smaller than 2.0 in assessing the predictive distributions will cause the estimate of the dispersion parameter to be larger since A/I is a decreasing function of 0. Thus, the understatement of the probability of extreme values will tend to be less than that observed for the predictive distributions assessed under the assumption of normality. For some value of 0 less than 2.0, the probability of extreme values would be correctly stated. In short, the use of a value of the characteristic exponent less than the true value will tend to compensate for failure to account for industry effects if they are on balance positive.
To measure the magnitude of these three effects, the predictive tests were replicated using an alternative method of assessing the conditional predictive distributions. This alternative used an estimate of wy1/9 which is independent of 0 and which properly accounts for any industry 33 effects. To obtain this estimate, the residuals of the individual securities in a portfolio were averaged to obtain a portfolio residual for each of the same 102 months used in obtaining the assessments of ai and pi. The parameter Kyl/ for the portfolio was estimated from these portfolio residuals using (4). This estimate, designated s is independent of 0, so that the "aggregation" effect is absent. Moreover, this estimate properly accounts for any cross-sectional dependence among the disturbances.35 Tables 5 and 6 and figure 2 present the results of this replication. Table 5 contains the results for the six portfolios of twenty securities controlled on industry in exactly the same format as table 1, which was discussed in the last section. Figure 2 contains the uniform probability plots for the same portfolios as in figure 1.
The differences between the predictive results using [nr-82s' ]'I1 as an assessment of 'y11/ and the results using s~ffl~s can be attributed to the "aggregation" effect and failure to account for industry effects. The results in the last section which used [n-sill'/' as an assessment of 'y/0 suggested that the shape of the predictive distributions was quite sensitive to the choice of 0 and also that the predictive distributions tended to understate the probability of extreme values when a characteristic exponent greater than 1.8 was assumed.
A first examination of the results using s(nf-1;Eit) as an assessment of y1/0 suggests that the shape of the predictive distributions are considerably less sensitive to the choice of 0. For example, there appears to be no consistent tendency for the predictive distributions for the six portfolios controlled on industry (table  5) It is easily shown that a will be the same whether estimated by regressing the wealth relatives on the market relatives or by averaging the estimates ai. Thus, the portfolio residuals will be the same whether given by the regressions of the wealth relatives or from the averages of the residuals of the individual securities.
conclude that the "aggregation" effect and failure to account for industry effects are jointly much more important numerically than the "distribution" effect. For the portfolios controlled on industry, industry effects are likely to be minimal, so that the differences between the two methods of assessing predictive distributions can be attributed solely to the "aggregation" effect.
Besides being useful in analyzing the importance of the "distribution" and the "aggregation" effects, these alternatively assessed predictive distributions appear to conform very closely to the underlying distributions for any value of the characteristic exponent between 1.7 and Before concluding this section, the assumption of linearity and the adequacy of the assessments in the context of portfolios for the period from 1944 through 1960 can be examined jointly. Strong empirical evidence indicated that these alternatively assessed conditional predictive distributions are almost insensitive to the assumed value of 6 1.7 < 6 < 2.0. Moreover, these distributions properly account for any industry effects. Therefore, the degree of correspondence between these predictive distributions and the underlying distributions will be determined jointly by the correctness of the assumption of linearity and the adequacy of the assessments. The evidence just presented, however, indicated that these conditional predictive distributions conform very closely to the underlying distributions, so that it can be concluded that the assumption of linearity and the assessments are jointly adequate.
VIII. CONCLUSION
The empirical results of this paper suggest that the choice of a particular method of assessing future performance or predictive distributions of future returns of portfolios using historical data is of crucial importance in obtaining accurate assessments. For example, the method inherent in Sharpe's generalized procedure for the calculation of the efficient set yields predictive distributions whose accuracy is extremely sensitive to the form of the distributions assumed for the individual securities. The reasons for this sensitivity were discussed.
An alternative method proposed in this paper yields predictive distributions which appeared extremely accurate over a very wide range of assumptions. In short, this method is considerably more robust to the assumptions than the first method and therefore of the two methods examined would seem to be the preferred one in the practical application of portfolio theory.
