INTRODUCTION
Marine controlled source EM (mCSEM) data are becoming more frequently used in oil and gas exploration. Due to the complex nature of the diffusive EM fields, inverse modelling has become the main technique used for imaging the earth's resistivity structure in the sensitive domain of the survey. The inverse problem of determining the resistivity structure is illposed and is in general non-unique and unstable. It can therefore be difficult to assess the actual information contained in the measured electric field data regarding the earth's resistivity structure from an inverse local solution.
In order to better understand the actual information content in mCSEM data, we adopt a Bayesian (probabilistic) approach to estimate uncertainties in the inversion result. We assess the model uncertainty and analyse the data information content by calculating the posterior probability for each model being correct, given the data, uncertainty and noise. By analysing these probability functions we will be able to evaluate how a change in the data, e.g. different frequencies, sensor positions, noise levels or complexity of background, will affect our ability to find a model close to the true model. The proposed approach is not intended to replace the type of inversion techniques commonly used to determine very complex resistivity structures with a large number of parameters, at least not in its present form. We propose it primarily as a tool for analysis, improved insight and survey design. However, we also note that the limitations in terms of problem size are practical rather than conceptual.
Our evaluation is based on real noise from the Towed Streamer EM System and synthetic EM data from a 3D model equivalent to Barents Sea conditions. Two modelling cases are used with a rectangular resistive anomaly at 1000 m and 2000 m depth, respectively, in a horizontally stratified background. The depth of the anomaly and its horizontal and vertical resistivities are inferred. The horizontal position, thickness and size of the anomaly are considered to be known for each of the cases. We find that the parameters can be determined with higher precision than indicated by the data misfit commonly used. The Bayesian posterior is well suited to give the actual uncertainty in the estimates, and we propose it should be used to the extent allowed by the problem size.
DATA, MODELS AND ASSUMPTIONS
Each electrode-pair sensor k records a "shot" l of noisy time series data , that are the result of convolving the source signal with the earth's impulse response ( ) ,
Here, is a convolution matrix formed by timeshifted source signal vectors . Further, is the noise vector and m are the unknown model parameters. In our modelling case the parameters in m are the anomaly's depth D, vertical resistivity and horizontal resistivity , but the formulation is generic.
We can rewrite (1) with the use of the unitary Fourier matrix F to obtain frequency domain data , 
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There are other sources of errors than the additive noise , e.g. navigation errors. In this paper we focus on the additive noise contribution for clarity, well aware that other errors must be considered in a full approach. A straightforward extension is to add a white noise term corresponding to other errors.
The synthetic dataset
The synthetic The sensor positions are chosen to mimic a towed streamer EM system, which consists of a surface towed source and a full-length, deep-towed EM streamer enabling offsets from 0 m up to almost 8 km. The source is towed at 10 m depth and the EM streamer is towed at 100 m depth. Figure 2 shows a typical configuration. The electric current from the source is, in this synthetic model, an Optimized Repeated Sequence (ORS) (Mattsson et al., 2012) . The source sequence is designed to concentrate the energy at a set of desired frequencies. 
Summary of assumptions
 The earth responses are constant during a shot  Known background resistivity, anomaly shape and horizontal position  Unknown anomaly depth and resistivities ,  Navigation errors are negligible w.r.t. acquisition noise
PROBABILISTIC ANALYSIS AND INVERSION
The underlying goal of resistivity mapping is to determine the parameters, denoted m, of the subsurface using the data d and all relevant background and auxiliary information I. The posterior probability distribution ( | ) is the Bayesian summary of the information available about , i.e. what we can infer about m from data and background knowledge. Hence, the posterior also quantifies our post-data parameter uncertainty. The Bayesian approach to the inverse problem proceeds directly from recorded data and fundamental (physical) models and constitutes an information-optimal method of inference (Zellner, 1988) . Combined with a loss (or utility) function, the Bayesian calculations devise an optimal method of inversion (Jaynes, 2003,ch. 13 ).
The posterior probability distribution for m is by Bayes' theorem (Sivia and Skilling, 2006 )
where we need to provide the following probability distributions, Prior. The probability distribution ( | ) for the parameters based on the background information only. This distribution is the Bayesian regularizer, carrying prior information such as parameter constraints.
Likelihood. The probability distribution for the data, given known model parameters, ( | ) is called the likelihood for m. This distribution depends on the data models and will generally correspond to a data misfit term weighted by noise, parameter correlations and similar features of the models.
The likelihood function -data misfit
The likelihood for m provides the probabilistic link between model and data and depends both on our models and our background information. A key component in forming the likelihood is knowledge regarding the noise v in (1). We have acquired and analyzed substantial amounts of EM noise data. Modeling the noise is a large topic in itself and a detailed treatment is outside the scope of this paper. We here simplify the noise representation to a summary of its characteristics in a covariance matrix R, accounting for the power spectral properties of the noise. Applying the principle of maximum entropy (Jaynes, 2003, ch. 11) we then assign a zero-mean Gaussian distribution ( ) for the noise (circularly symmetric in the complex-valued frequency-domain case).
Known noise characteristics
With the Gaussian distribution ( ) for the noise we obtain, via a change of variables ( ) according to (1), the likelihood
Finding the optimum parameters directly from this likelihood, i.e. by the method of maximum likelihood, is tantamount to non-regularized inversion based on minimizing the misfit
Marginalization: Uncertain noise characteristics Nuisance parameters -parameters that are not our primary focus but are nonetheless important to the problem -are handled by marginalization as defined in (5) (see also Sivia and Skilling (2006) ). Towed streamer EM noise characteristics vary with sea conditions, water depth and other factors. To account for this uncertainty we use a range of realistic noise characteristics , derived from real noise data, to perform an approximate marginalization of the likelihood
We have used 9 lines of noise acquired in 2013 offshore Ireland. This data set comprises 2409 shots of 120 s each. From these lines we have obtained 9 different noise characteristics over which we marginalize.
Prior probability distributions
The prior probability for the model parameters m is needed to form a posterior distribution (2). We acknowledge that we often have important prior information regarding m, e.g. from seismic data, and that we should generally not throw this information away. Put in inversion terms, we most often need regularization in the inverse problems, and the prior is our regularizer. This said, in this paper we focus on the information content in the data for an idealized synthetic model. Therefore, we will apply, if not entirely noninformative at least very vague, priors for the model parameters not to obscure our goal. This is feasible because we have limited the number of parameters to estimate.
Resistivities
A non-informative prior distribution should be invariant under a change of variables from resistivity to conductivity: Our results should not depend on the choice between these two equivalent representations. This invariance leads to the Jeffreys' prior (Jaynes, 2003, ch. 12) for scale parameters
where we have bounds that cover the realistic range of values. When discretizing the resistivity search space, we exploit the fact that the Jeffreys' prior becomes uniform for ( ) and use logarithmic discretization with equal probabilities.
Anomaly depth
Anomaly depth is considered to be a location parameter and we assign a uniform distribution for it based on translational invariance, ( | ) (Jaynes, 2003, ch. 12) .
Noise characteristics
With a discrete set of noise models the noninformative distribution is uniform ( | ) .
NUMERICAL RESULTS
A simple visualization of the certainty with which the above parameters can be determined can be created with this method. First, we calculate responses with the anomaly at depth m and m, add the relevant recorded noise, and then determine the posterior for the resistivities. Second, the anomaly depth is assumed to be unknown.
Known anomaly depth
As a first case we study the misfit and the posterior probability for the resistivities, given a known anomaly depth.
Depth 1000 m
The negative data misfit from (4) is shown in Figure 3 and corresponds to the probability distribution in Figure 4 , the true resistivity values are shown with the red lines. Even though the data misfit has the same optimum for the parameters, it does not give a correct picture of the precision in the estimation. The probability distribution does show this precision, and in this case the probability is 100% that the parameters are within the discretization steps, here 20 logarithmically distributed resistivities from 0.1 Ωm to 200 Ωm, of the actual value. Given this result, we refined the grid around the indicated optimum and computed a new posterior shown in Figure 5 . The new distribution is still very sharp, especially for the vertical resistivity, but we now see the actual resolution we can achieve. Depth 2500 m As indicated by the very sharp posterior in the 1000 m case, it does represent a simple case with good anomaly signal-tonoise ratio. For the second case we move the anomaly deeper, to 2500 m. We note that the posterior widens significantly due to the decrease in sensitivity with increasing depth, see Figure 6 . It is noticeable that the probability distribution is more spread out and has a slight offset from the true values, overestimating and underestimating . 
Unknown anomaly depth
We now include the anomaly depth in the set of unknown parameters, and use data from the case. The posterior for depth and vertical resistivity is shown in Figure   7 , and we see that it indicates the correct values with good precision (up to the discretization error). 
CONCLUDING REMARKS
As our results show, the Bayesian method of calculating probability distributions for anomaly parameters is useful for analysis of mCSEM data information content. The data misfit does not in itself reveal the correct post-data uncertainty, but the posterior probability distribution for the parameters does. Its spread and shape account for the impact of factors such as source signature, noise characteristics, sensor offset distribution, and model constraints (e.g. from seismic data). For this reason, the Bayesian posterior is a suitable tool for analysis, understanding and design, albeit with practical limitations on problem size.
The results also indicate that inversion is feasible on raw, nonprocessed, towed streamer EM data; efficient noise suppression can indeed be an integral part of an inversion process, supplied with good models and relevant prior information. This is an interesting line of future research and development.
