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 This study aims to develop a system identification methodology for determining 
structural parameters of linear dynamic system, taking into consideration of practical 
constraints such as large number of unknowns and insufficient sensors.  Based on 
numerical analysis of measured responses (output) due to known excitations (input), 
structural parameters such as stiffness values are identified.  If the values at the damaged 
state are compared with the identified values at the undamaged state, damage detection 
and quantification can be carried out.  The main identification tools employed are the 
Observer/Kalman filter Identification (OKID) using input-output data via Markov 
parameters and Eigensystem Realization Algorithm (ERA).  Furthermore, this study also 
constitutes an attempt at providing a common framework used in obtaining physical 
parameters of structural systems from identified state space models. The framework 
established is used to develop several structural identification methods in this thesis.  
For structural health monitoring, it is unrealistic to use complete measurement to 
identify all of the parameters included in the structures.  To retrieve second-order 
parameters from the identified state space model, various methodologies developed thus 
far impose different restrictions on the number of sensors and actuators employed, 
assuming that all the modes of the structure have been successfully identified.  The 
restrictions are relaxed in this study by a proposed method called the Condensed Model 
Identification and Recovery (CMIR) Method.  The focus is on estimation of all stiffness 
values from the condensed stiffness matrices by model condensation making use of static 
condensation, dynamic condensation or the method of System Equivalent Reduction 
 x
Expansion Process (SEREP).  All stiffness parameters in the entire system can be 
recovered by extracting information using one of the two different approaches depending 
on whether sensors are fixed or allowed to be relocated.  To estimate individual stiffness 
coefficient from the condensed stiffness matrices, the genetic algorithms approach is 
presented to accomplish the required optimization problem.  The CMIR method 
overcomes the necessity of having either an actuator or a sensor on each degree of 
freedom (DOF) with one co-located sensor-actuator pair, thereby allowing fewer number 
of measurements than those required in other known methods.   
For parameter identification of large systems, it is impractical to identify the whole 
structure due to the prohibitive computational time and numerical difficulty in achieving 
convergence.  This study also explores the possibility of performing system identification 
at substructure level, taking advantage of reduction in both the number of unknowns and 
the number of DOFs involved.  Another advantage is that different substructures of a 
structural system can be identified independently and, with parallel computing, even 
concurrently.  Two substructural identification methods are formulated depending on 
whether the first-order state space model or second-order model is used, namely 
Substructural First-Order Model Identification (sub-FOMI) method and Substructural 
Second-Order Model Identification (sub-SOMI) method.  In the sub-FOMI method, 
identification at the substructure level is performed by means of the OKID/ERA whereas 
identification at the global level is performed to obtain second-order model.  In the sub-
SOMI method, identification is performed at the substructural level throughout the 
identification process.  Furthermore, two variations of substructural identification with the 
sub-SOMI method are presented depending on whether absolute or relative response is 
used, namely sub-SOMI with absolute response (sub-SOMI-AR) and sub-SOMI with 
 xi
relative response (sub-SOMI-RR) respectively.  The proposed methods are illustrated by 
numerical simulation studies to perform significantly better than the whole structure 
identification.  A fairly large structural system with 50 DOFs is identified with good 
results, taking into consideration the effects of noisy data.  The results indicate that the 
proposed method is effective and efficient for damage estimation of large structures. 
The proposed CMIR method and substructural method address different aspects of 
large-scale structural identification.  The former allows the use of incomplete 
measurement and the latter represents a divide-and-conquer approach to reduce the size of 
system identification.  These two methods are thus combined for the identification of 
stiffness values at substructural level with incomplete measurement.  Numerical 
simulation study is carried out to demonstrate the feasibility of the combined approach. 
Lastly, an experimental study is carried out involving an eight-storey plane frame 
model subjected to shaker and impulse hammer excitations.  In this experiment structural 
change is artificially created by cutting columns at selected locations.  Dynamics signals 
of the excitation force and response (via accelerometers) are measured before and after 
damage.  The identification results presented in terms of the stiffness integrity index show 
that the proposed CMIR method, substructural method and the combined methods are able 
to locate and quantify damage with reasonable degree of accuracy.  
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                        method for Damage Scenario 5 
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                        method for Damage Scenario 6 
 













Civil engineering structures such as buildings, bridges and offshore platform 
continuously accumulate damage during their service life due to natural and man-made 
actions.  Damage in a structure is often translated into change in physical properties of its 
structural components.  When an element of the structure contains damage, the stiffness of 
the damage element as well as the load-carrying capacity of that element will change.  If 
not monitored and rectified, damage would increase maintenance cost and render 
structures unserviceable.  In extreme event, damage may even cause structures to collapse 
catastrophically, resulting in loss of lives and assets.  The only way to safeguard the safety 
of human life and to reduce loss of wealth is to carry out regular monitoring for early 
detection of structural damage.  It is therefore essential to detect the existence, location 
and extent of damage in the structure early and to carry out remedial work if necessary. 
The science of monitoring (continuous or periodic) of the condition of a structure 
using built-in or autonomous sensory systems is now called Structural Health Monitoring 
(SHM).  Some of the noteworthy efforts in SHM are reported in special issues in Journal 
of Engineering Mechanics, ASCE in July 2000 (Ghanem and Sture, 2000) and January 
2004 (Bernal and Beck, 2004) and in Computer-Aided Civil and Infrastructure 
Engineering in January 2001 (Adeli, 2001).  For civil engineering structures, the current 
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methods used by practicing engineers are mainly visual inspection (Moore, 2001) and 
localized on-site methods such as acoustic or ultrasonic methods, magnetic field methods, 
radiography, eddy-current methods and thermal field methods (Doherty, 1987).  All these 
latter on-site methods require that the vicinity of the damage is known a priori and that the 
portion of the structure being inspected is readily accessible.  These experimental methods 
can usually be used to detect damage on or near the surface of the structure and are thus 
limited in application.  
The need for quantitative global damage detection methods that can be applied to 
complex structures has led to research into SHM methods that examine changes in the 
vibration characteristics of the structure.  Vibration-based inspection is currently an active 
area of research in SHM, on the basis of examining changes in the characteristics of a 
structure before and after damage occurrence based on analysis of input and output signals 
due to dynamic excitation.  The general idea is that changes in the physical properties (i.e., 
stiffness, mass, and or damping) of the structure will, in turn, alter the dynamic 
characteristics (i.e., natural frequencies, modal damping and mode shapes) of the 
structure.  A monitoring system can provide invaluable insight into the accuracy of these 
structural models and not only can assist engineers in refining them but also can verify 
design assumptions and parameters for future construction.   
For the purpose of SHM, the use of vibration-based inspection or system 
identification provides a non-destructive means to quantify structural parameters based on 
measured structural response due to dynamic excitation.  Using a monitoring system to 
measure structural responses, a damage detection strategy is then employed to monitor the 
structural health and to provide information for facilitating the planning of inspection and 
maintenance activities.  Any health monitoring and damage detection methodology often 
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involves some kind of system identification algorithm.  Therefore, structural system 
identification will be briefly reviewed, and its correlation to structural damage 
identification will be highlighted in the following sections. 
 
1.1.1 System Identification in Structural Damage Assessment 
System identification, in a broad sense, can be described as the identification of the 
conditions and properties of mathematical models that aspire to represent real phenomena 
in an adequate fashion.  System identification originally began in the area of electrical 
engineering and later extended to the field of mechanical and control engineering, and 
civil engineering.  The underlying philosophy of most system identification discussions 
attempts at addressing two important questions: 
• Choosing a mathematical model that is characterized by a finite set of parameters 
• Identifying these parameters based on collected data 
System Identification techniques to study the actual states of civil engineering 
structures have received considerable attention in recent years.  The application of system 
identification techniques has increasingly become an important research topic in 
connection with damage assessment and safety evaluation of structures.  To properly 
identify a structure means to create a mathematical model that represents the real structure 
in an appropriate way.  The primary measure of the effectiveness of the system 
identification is how well the identified mathematical model produces an output which 
matches the measured output for a given input signal.  Hence, such a model must, with a 
certain degree of accuracy, (a) represent the dynamic characteristics of the structure (i.e. 
natural frequencies, damping factors, etc.), (b) provide some information on the 
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mechanical properties of the structure (mass, stiffness, etc), and (c) be able to estimate the 
structure response in the case of future excitations.  System identification methods have 
been shown to be effective in producing models which exactly or closely match the true 
system. 
From the viewpoint of system identification, civil engineering applications present 
unique and challenging features such as the large size of the structure, difficulty and high 
cost in field experiments, limited number of sensing devices and high level of 
measurement noise.  Full-scale experiments of civil engineering structures are expensive 
and difficult to conduct due to the fact that many structural elements may not be 
accessible.  In this respect, system identification techniques can be used for structural 
identification based on dynamic response of structures subjected to low intensity 
excitations.  With the development of data acquisition technology and enhanced 
computational resources, structural assessment by means of system identification 
techniques has become a viable option.  
Considering repeated experiments corresponding to the damaged and undamaged 
configurations can detect the location and extent of damage in structural systems using 
identification algorithm.  It is possible to determine, somewhat rigorously, where and how 
much structural damage has occurred between these two states by comparing the changes 
in various structural parameters.  To do so, it is necessary to use an identification 
algorithm that provides a reliable and accurate physical model of the structural system.  
Thus, structural system identification technique has become increasingly popular to study 
numerically the undamaged and damaged states of existing structures. 
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Based on the amount of information provided regarding the damage state, these 
methods can be classified as providing four levels of damage detection.  The four levels 
are (Rytter, 1993): 
1. Identify that damage has occurred 
2. Identify that damage has occurred and determine the location of damage 
3. Identify that damage has occurred, locate the damage, and estimate its severity 
4. Identify that damage has occurred, locate the damage, estimate its severity and 
determine the remaining useful life of the structure 
Generally, system identification techniques can be classified under various 
categories, such as frequency and time domains, parametric and nonparametric models, 
deterministic and stochastic approaches, classical and non-classical methods and online 
and offline identifications.  Further information can be found in the literature on the 
application of system identification in structural engineering reviewed by several 
investigators including Lin et al. (1990), Agbabian et al. (1991), Ghanem and Shinozuka 
(1995), Hjelmstad and Banan (1995), and Lus (2001).  
 
1.2 Literature Review 
 
1.2.1 Time Domain Identification 
The approaches in system identification techniques can be classified under time 
domain and frequency domain.  The simplest solution in the time domain approach is by 
the method of least squares (Lin et al., 1990; Hjelmstad and Banan, 1995).  For cases in 
which the measurements are contaminated with noise, the least squares algorithm can give 
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biased results.  This problem has been addressed by methods such as Instrumental 
Variable (Young, 1970), Maximum likelihood (Shinozuka et al., 1982) and Extended 
Kalman Filter or EKF (Koh et al., 1991; Ghanem et al., 1995).  These methods are often 
iterative in nature and the quality of the results dependent on the initial estimates of the 
parameters to be identified.  The convergence for problems with numerous degrees of 
freedom (DOF) cannot be always guaranteed.  However, the main advantage of executing 
system identification in time domain is the wide range of models and identification 
methods which can be selected to suit a specific physical system and its problem size.  
 
1.2.2 Observer Kalman Filter Identification (OKID) 
The identification of Markov parameters has been studied in the literature.  The 
Markov parameters can be defined as the coefficients in the convolution sum for the state 
difference equation, and analogously, as the pulse response sequence of a discrete time 
system.  Under ideal test conditions these parameters are obtained using FFT.  However, 
this procedure requires a very rich input to ensure computational accuracy.  The use of 
time domain methods for the determination of Markov parameters may also be 
problematic in the sense that their results are unsatisfactory and numerically ill-
conditioned.  Therefore, in the work by Phan et al. (1992), Observer/Kalman filter 
Identification (OKID), which incorporated observer based identification concept, was 
developed to improve the stability of the system and to make the problem better 
conditioned numerically.  This approach was extended to include also observers with 
complex eigenvalues, and both the system and its associated observer could be identified 
simultaneously (Phan et al. 1993).  This observer would converge to an optimal Kalman 
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filter when both the length of the record and the order of the identified input-output model 
approached infinity.  To this end, Phan et al. (1995) proposed an improvement of OKID 
using residual whitening, which uses an auto-regressive model with the moving average 
terms to model the noise dynamics.  The OKID approach is used to obtain Markov 
parameters, which are pre-requisites for the Eigensystem Realization Algorithm (ERA) 
based algorithms.  
 
1.2.3 System Realization Theory 
One of the most important theoretical concepts in the control theory is that of 
‘minimal realizations’.  Ho and Kalman (1965) showed that the problem of minimal 
realization was equivalent to identifying the first order system matrices in the state space 
formulation.  Then, a more practical algorithm, namely Eigensystem Realization 
Algorithm (ERA) was developed by Juang and Pappa (1985).  They have further 
developed the Ho-Kalman algorithm to include the singular-value decomposition, and 
applied it to modal parameter identification problems.  ERA is one of the most widely 
used and studied algorithms. Juang and Pappa (1985) conducted numerical studies on the 
Galileo spacecraft test data for modal parameter identification, and discussed some 
accuracy indicators such as the modal amplitude coherence and modal phase collinearity.  
Effects of noise in the data were studied by Juang and Pappa (1986) using Monte Carlo 
simulations, and Longman and Juang (1987) attempted to develop a confidence criterion 
for the ERA identified modal parameters.  Their numerical studies show that ERA 
performs better for most cases considered.  Later, Juang et al. (1988) proposed ERA with 
Data Correlations (ERA/DC), which was refined to better handle the effects of noise and 
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structural nonlinearities. ERA/DC uses data correlations rather than response values and 
their numerical studies demonstrated that ERA/DC performed better when noise 
characteristics were significantly large. 
 
1.2.4 Model Updating 
  In finite element formulations, identification of physical parameters generally 
refers to the identification of the mass, damping, and stiffness parameters in the second 
order differential equations.  A possible approach is to identify these parameters directly 
from experimental dynamic data (Agbabian et al., 1991).  However, the most widely 
employed approach is to identify the modal parameters of the system, and to use them to 
update a pre-existing finite element model.  Some of the noteworthy efforts and 
discussions in this direction are those of Ewins (1984), Mottershead and Friswell (1993), 
Berman (1979), Baruch (1982, 1997), and Beck and Katafygiotis (1998).  Usually, the 
modal parameters required for updating structural models are the undamped (normal) 
modal parameters, whereas when one works with the first order formulation, the identified 
modal parameters are complex, and correspond, in some sense, to the damped modal 
parameters of the second-order formulation.  One assumption often employed is that the 
vibrational modes of the second-order model are uncoupled (modal damping).  The 
estimation methods used in model updating are closely related to those of system 
identification and parameter estimation.  When the form of the structure has been decided 
upon, the coefficients can be estimated by means of parameter estimation techniques.  The 
requirement is that the mass, stiffness and damping terms should be based on physically 
meaningful parameters. 
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1.2.5 Second-Order Model Identification  
Identification of stiffness, mass and damping in a second-order matrix differential 
equation has also received considerable attention.  However, for identification of physical 
parameters of the second-order model from the results of first-order model, issues such as 
non-uniqueness of the solution have to be considered.  The existing literature imposes 
restrictions on the number of sensors and actuators employed in order to retrieve the 
second-order model parameters.  Yang and Yeh (1990) required full sensors and full 
actuators.  This requirement was relaxed by Alvin and Park (1994) that only require full 
sensors, with one co-located sensor-actuator pair.  Tseng et al. (1994a, b) presented a 
further generalization where the number of actuators is equal to the number of second 
order modes, with one co-located sensor-actuator pair.  For structural damage assessment, 
however, it is impractical to use full measurement to identify the unknown structural 
parameters.  DeAngelis et al. (2002b) utilized mixed type information, thereby enabling 
one to treat the information from a sensor or an actuator in an analogous fashion.  This 
conceptual “input–output equivalence” helps relax the necessity of either full sensors or 
full actuators.  However, it is still not practical for real life engineering application.  The 
focus in this study is on recovering the stiffness value from the identified condensed 
stiffness matrices.  This approach allows fewer numbers of sensor and actuator than those 
required in previously discussed approaches.  This technique was identified as being of 
practical importance because this could provide an alternative to the problem of 
insufficient sensors in structural system identification. 
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1.2.6 Model Condensation Methods 
A review of published literature shows that the first major step toward a method of 
reducing or condensing the dimension of the eigenproblem of a structural dynamic system 
(model condensation methods) appeared in the paper published by Guyan (1965).  The 
well-known method of Guyan is based on static condensation of unwanted or dependent 
coordinates in order to reduce the stiffness matrix of the system.  Since the dynamic 
effects were ignored in this method, the error can be large for dynamic problems. Hence 
many methods have subsequently been proposed to improve the accuracy.  The inertia 
terms were considered partially by Kidder (1975) and Miller (1981).  The inertia terms are 
also considered statically in the Improved Reduced System (IRS).  A method of reduction 
that may be considered an extension of the static condensation method has been proposed, 
namely dynamic condensation (Paz, 1989).  Many other algorithms for dynamic 
condensation have been developed.  Among them, the iterative methods are the most 
accurate ones because dynamic condensation is updated repeatedly until a convergent 
value is obtained. Qu (1998) proposed a new iterative method for dynamic condensation 
of finite element models.  Two constraint equations for the dynamic condensation matrix 
are derived directly from the modified eigenvalue equation.  Most recently, a dynamic 
condensation approach applicable to non-classically damped structures was proposed by 
Rivera et al. (1999).  O’Callahan et al. (1989) proposed a new model reduction technique, 
which requires the full system eigenvectors corresponding to the set of modes of interest, 
and this is called System Equivalent Reduction Expansion Process (SEREP).  Later, an 
approach using the eigenvectors from the reduced model is proposed by Papadopoulos et 
al. (1996) to avoid using the full system eigenvectors.  Three different model condensation 
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methods are considered in this study, i.e. static condensation, dynamic condensation and 
SEREP to eliminate the requirement of complete measurement.  
 
1.2.7 Substructural Identification 
 Though many classical methods are available for structural identification, most 
works have considered small systems in the numerical examples presented.  The recent 
trend of research is towards identification of large systems with many unknown 
parameters.  For large systems, the main challenge is the convergence and computational 
efficiency to achieve reasonable accuracy of identified results within reasonable 
computational time.  Treating identification as an inverse problem, many classical 
methods tend to be ill-conditioned numerically; hence the convergence becomes more 
difficult as the number of unknown parameters increases.  A novel strategy is to reduce 
the order of search domain by decomposing the structural system into smaller 
substructural systems.  Koh et al. (1991) first proposed substructural system identification 
and used the EKF as the numerical tool to identify unknown structural parameters.  This 
substructuring formulation of system identification not only reduces the computation time 
considerably but also helps to improve the convergence and accuracy of structural 
parameters identified.  Further work was presented by Su et al. (1994) on the procedures 
for substructure state-space models, assembling substructure transfer function data and 
deduction of substructure Markov parameters.  It was found that to produce exact 
substructure coupling, all the substructure interface input-output transfer functions must be 
measured, which implies the requirement of placing collocated actuators and sensors at all 
the interface DOF.  Zhao et al. (1995) reported their work on substructural identification 
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in the frequency domain for the identification of frequency dependent systems such as 
soil-structure interaction systems.  Yun and Lee (1997) proposed a substructural 
identification method using the sequential prediction error method and an auto-regressive 
and moving average with stochastic input model.  In some cases the substructural 
identification can be performed without measuring the actual input excitation to the whole 
structure, which is very attractive in most of the identification methods.  Subsequent 
research works adopting the substructural approach include those by Oerata and Tanabe 
(1994), Hermann and Pradlwarter (1998) and Yun and Bahng (2000).  More recently, Koh 
and Shankar (2003) proposed a frequency-domain approach of substructural identification 
with a numerical example of 50-DOF systems.  An attractive advantage of this approach is 
that identification can be performed without the needs of interface measurements.  Two 
substructural identification methods are proposed on the basis of whether substructural 
approach is used to obtain first-order or second-order model.  In the first method, 
identification will be performed at the substructure level by means of the OKID and the 
ERA whereas identification at the global level will be performed to obtain second-order 
model in order to evaluate the system’s stiffness parameters.  In the second method, 
identification will be performed at the substructure level throughout the identification 
process.  Later, the second substructural identification approach is used to identify the 
system based on incomplete measurements using model condensation methods and 
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1.2.8 Genetic Algorithm  
 Genetic Algorithm (GA) approach, which was introduced by Holland in the 1960s, 
was then embedded into a general framework of adaptation (Holland, 1975; Goldberg, 
1989).  GA is by now a well-known non-classical search method.  This approach imitates 
evolution of living things by natural selection, whereby “parent genes” combine and 
mutate to produce “offsprings” and compete based on the principle of “survival of the 
fittest”.  The GA approach starts with an initial set of solutions called population.  Each 
individual in a population is called a “chromosome”, representing a set of trial parameters.  
The chromosomes within the population with stronger fitness are identified and preferred 
in the selection, leading to a generally fitter new generation.  In recent years, several 
papers have been published applying GA for structural identification. Doyle (1994) 
applied GA to identify the impact location on an aluminium beam.  The method was 
extended to identify location and size of transverse cracks in a beam (Doyle, 1995).  Dunn 
(1997, 1998) employed the GA approach to update the finite element model.  Udwadia 
and Proskurowski (1998) used the GA approach to generate the relevant training vectors 
so as to improve the identification results and applied it to a 5-DOF structure.  Specifically 
for large structural identification, Koh et al. (2000) proposed a “modal GA” method to 
identify a fairly large system with 52 unknowns.  To further develop the identification of 
large-scale system, Koh et al. (2003a) proposed a substructural and progressive 
identification method with GA to identify known-mass and unknown-mass systems with 
up to 102 unknown parameters.  The procedure for recovering the storey stiffness values 
from the reduced stiffness matrices described in this thesis is highly nonlinear and the 
required optimization is accomplished by a versatile search method of GA.      
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1.3 Objective and Scope of Study 
Full-scale experiments of civil engineering structures are expensive and difficult to 
conduct.  Therefore, system identification techniques can be used for structural 
identification based on dynamic response of structures.  It is in this context that the 
research here aims to develop a non-destructive method of damage detection and 
quantification for structures.  In practice, the number of sensors for measurement is often 
limited and thus makes the task of identifying system with many unknown parameters 
difficult, particularly when one attempts to identify the full system in one go.  
Alternatively, a reduced or condensed system is identified corresponding to the number of 
sensors used.  However, this does not necessarily give information on all the unknown 
parameters.  The models are very likely to be unidentifiable because there is an infinite set 
of “best” stiffness parameter values that give the same “fit” to the data.  Though many 
classical methods are available for structural identification, most works have considered 
small systems in the numerical examples presented so far.  The recent trend of research is 
towards identification of large systems with many unknown parameters.  For the 
identification of complex structures, it is not practical to identify all of the parameters 
included in the structures because enormous computational time is required if convergence 
can be achieved at all.  Hence, it may be necessary to adopt a substructural approach.  
The main objective of this thesis is to develop a numerical strategy for stiffness 
identification and structural damage assessment based on incomplete dynamic 
measurement and the substructural approach.  As modeling of real structures typically 
involves a high number of DOFs and structural parameters, the research work will attempt 
to push the limit of the proposed approach in this regard with incomplete measurement.  
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Formulation and special strategies to improve the identification performance for structural 
systems will be proposed and tested through numerical simulation studies and 
experimental verification.  
The scope of research is as follows.  
1. First, the existing Eigensystem Realization Algorithm (ERA) and 
Observer/Kalman filter Identification (OKID) are used for modal parameter 
identification as the proposed methodology is to perform identification of 
structural systems using general input-output data via Markov parameters.  The 
formulation is extended to the extraction of physical parameters of the second-
order finite element model, namely the mass, damping, and stiffness matrices, 
from the identified first-order state space model.    
2. When the above approach is applied directly to structural systems, it is found that 
the approach requires a large number of measurement sensors.  To overcome these 
limitations, a new methodology called the Condensed Model Identification and 
Recovery (CMIR) method for the identification of stiffness matrices is presented 
for cases with inadequate instrumentation.  The focus is on estimation of all 
stiffness values from the condensed stiffness matrices by condensation, comparing 
the use of static condensation, dynamic condensation and System Equivalent 
Reduction Expansion Process (SEREP).     
3. Substructural identification, which is a divide-and-conquer strategy, is employed.   
Two substructural identification methods are formulated depending on whether the 
first-order state space model or second-order model is used.  Both substructural 
methods are applied to identify parameters of each substructure in time domain 
based on measured responses due to dynamic loading.  The substructural 
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identification is further used to identify the system based on incomplete 
measurements using the proposed CMIR method. 
4. In addition to numerical simulation studies, laboratory experiments are carried out 
to illustrate the performance of the proposed methods. 
 
1.4 Organization of Thesis 
This thesis is organized into seven chapters as illustrated in Fig.1.1. 
Chapter 1 introduces the background, literature review, objectives and scope of 
research.  Literature review of relevant research works is presented, covering time domain 
identification, OKID, system realization theory, model updating, second order model 
identification, model condensation methods, substructural identification and GA.   
In Chapter 2, OKID and system realization theory are presented.  The Markov 
parameter (pulse response samples) found will be used to construct a Hankel matrix.  ERA 
is presented and derived using system realization theory for modal parameter 
identification.  The ERA using data correlations (ERA/DC) is presented in Appendix A 
which combines ERA with the Correlation Fit method. ERA/DC reduces bias due to noise 
corruption significantly.  A solution for the identification of the structure formulated as a 
second-order mechanical system from a state space realization is also presented in Chapter 
2.  The formulation is extended to the extraction of physical parameters of the second-
order FE model, namely the mass, damping, and stiffness matrices, from the identified 
first-order model.  Two approaches are presented for the so called linear “inverse vibration 
problem”.  The restriction of the first approach is the requirement that either the number of 
non-redundant sensors or the number of non-redundant actuators be equal to the number 
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of modes in the system whereas in the second approach, it is possible to utilize mixed 
types of information.  The minimum requirement for the second approach is that all the 
DOFs should contain either a sensor or an actuator, with at least one co-located sensor-
actuator pair.  Once the second-order models corresponding to the undamaged and 
damaged configurations have been determined, it is possible to compare the stiffness 
matrices of the two models in order to locate and quantify the structural damage.  
A new methodology, namely Condensed Model Identification and Recovery 
(CMIR) method, for the identification of stiffness matrices with inadequate 
instrumentation is presented in Chapter 3.  It is shown that, using the CMIR method with 
either static condensation (CMIR-SC), dynamic condensation (CMIR-DC) or System 
Equivalent Reduction Expansion Process (CMIR-SEREP) formulation developed herein, 
it is possible to determine the condensed stiffness matrices.  On the basis of model 
condensation method, all stiffness parameters in the entire system can be recovered by 
extracting sufficient information with fixed sensor and non-fixed sensor approach.  To 
estimate individual stiffness coefficient from the condensed stiffness matrices, the GA 
approach is presented to accomplish the required optimization. 
Based on the numerical results of Chapter 3, the proposed approach is found to be 
ineffective for identification of large systems with many unknown parameters.  Two new 
substructural identification methods based on the divide-and-conquer strategy, called 
Substructural First-Order Model Identification (sub-FOMI) and Substructural Second-
Order Model Identification (sub-SOMI) are proposed in Chapter 4.  These two 
substructural identification methods are formulated on the basis of whether substructural 
approach is used to obtain the first-order or the second-order model.  Specifically, in the 
sub-FOMI method, identification will be performed at the substructure level by means of 
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OKID/ERA using first-order state space formulation.  The global equation can then be 
assembled from which the stiffness and mass parameters corresponding to the second-
order system model can be deduced.  In the sub-SOMI method, identification will be 
performed at the substructure level based on the first-order state space formulation and the 
stiffness and mass parameters are also deduced at the substructure level.  From 
identification point of view, two variations of the sub-SOMI methods are formulated, 
depending on whether absolute or relative response is used, namely sub-SOMI with 
absolute response (sub-SOMI-AR) and sub-SOMI with relative response (sub-SOMI-RR). 
In Chapter 5, both substructural and model condensation methods are combined in 
order to identify large system with incomplete measurement.  To resolve this problem and 
address the issue of incomplete measurement, only the CMIR-SEREP method is employed 
in this chapter.  The focus is on estimating all stiffness values from the condensed stiffness 
matrices by model condensation using the CMIR-SEREP method at the substructure level.  
GA is used again for recovering storey stiffness values from the substructure condensed 
stiffness matrices.  The efficiency of the proposed technique is shown numerically through 
multi-storey shear buildings subjected to random force.  These algorithms are discussed in 
the context of identification of civil engineering structures using a four-storey and twelve-
storey shear building using random excitation force.  A fairly large structural system with 
50 DOF is used where the effects of noisy data and number of sensors are considered.  
Chapter 6 presents an experimental study of an eight-storey steel plane frame 
laboratory model to verify the proposed damage assessment procedure.  In this experiment 
structural change is artificially created as a decrease in local stiffness by saw cut to the 
columns at selected locations.  The set-up of dynamic testing, data processing and damage 
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assessment of steel plane frame is described.  The identified results in terms of damage 
location and extent are presented.  
Finally, the conclusions of the entire study in this thesis are summarized in Chapter 
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2.1 General Remarks 
 In the past decade, many system identification techniques have been developed to 
identify modal parameters of a state-space model.  Modal parameters typically include 
natural frequencies, modal damping ratios, and mode shapes.  Most modal parameter 
identification techniques for structures are based on sampled pulse response histories, 
which are known as system Markov parameters.  The knowledge of Markov parameters 
makes it possible to construct a Hankel matrix as the basis for the realization of a discrete-
time state-space model.  In some other cases, as for example, in structural health 
monitoring and damage detection, one may be interested in a second-order modal model 
of the system, or in a physical model with a mass matrix, stiffness matrix and a damping 
matrix.  To this end, this chapter will thus begin with a discussion on the concept of 
Observer Kalman Filter Identification (OKID) (Juang et al., 1993).  Next, the Eigensystem 
Realization Algorithm (ERA) (Juang and Pappa, 1985) and ERA with Data Correlations 
(ERA/DC) (Juang et al., 1988) for modal parameter identification, which was developed 
using minimum realization theory, will then be presented and discussed.  This chapter also 
constitutes an attempt at providing a common framework for two methodologies used in 
obtaining physical parameters of structural systems from identified state space models.  In 
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particular, the methodologies proposed by Tseng et al. (1994a, b) and DeAngelis et al. 
(2002b) are briefly discussed.  Once the stiffness matrix corresponding to the undamaged 
and damaged configurations have been determined, it is possible to compare in order to 
locate and quantify structural damage.  This chapter presents the fundamental principles of 
the first-order and second-order model structural identification, which is a pre-requisite for 
the proposed approaches in the remaining chapters in this thesis.  The efficiency of the 
proposed methods is shown by numerical examples for a four-storey shear building.  The 
effects of noise in input and output (I/O) signals are investigated.  
   
2.2 Basic Formulation  
The equations of motion for an N-DOF time invariant structural system can be 
written in a system of second-order differential equations as 
                                              )()()()( tttt uBKqqLqM f=++ &&&                                     (2.1a) 
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where LM,  and K  are symmetric positive definite mass, damping, and stiffness 
matrices (size N×N) of the structure, respectively, fB  is the input matrix (N×r) 
containing the location of r external excitations acting on the structure, )(tq  is the 
displacement vector (N×1), overdot denotes differentiation with respect to time t, and 
)(tu  is the input excitation vector (r×1).  The matrix TTaTvTp ][ CCC  is the output matrix 
(m×N) that incorporates displacement, velocity and acceleration measurements, with m 
denoting the total number of outputs.  The m×1 output vector )(ty  can be displacement, 
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velocity or acceleration measurements or a combination of them.  )(tq  has a chosen 
physical meaning, and therefore one knows these input and output matrices based on the 
type and placement of the sensors and actuators, i.e. in the case of the input matrix fB , the 
coefficient in the ith row (i =1, 2, …, N) and jth column (j = 1, 2, …, r) of fB  is 1 if the j
th 
actuator is placed on the ith DOF, and this coefficient is 0 if the jth actuator is not placed on 
the ith DOF.  Similarly, the coefficient in the ith row (i =1, 2, …, m) and jth column (j = 1, 2, 
…, N) of the output matrix aC  is 1 if the i
th sensor (acceleration) is placed on the jth DOF, 
and this coefficient is 0 if the ith sensor is not placed on the jth DOF.       
By defining a state vector TTT ttt ])()([)( qqx &= , the equations of motion can be 
written in first-order difference equations form (state space form) with N DOFs, m  
number of observations and r  number of input forces as  
                                                      )()()( ttt uBxAx cc +=&                                             (2.2a) 
                                                        )()()( ttt DuCxy +=                                              (2.2b) 
where cA  (2N×2N), cB  (2N×r), C (m×2N) and D (m×r) are the time invariant 
continuous time system matrices, while x(t) is the n×1 state vector and )(tx&  is its first 
derivative with respect to time.  The equivalent discrete time representation of the system 
in Eqs. (2.2) is given by  
                                                        )()()1( kkk BuAxx +=+                                       (2.3a) 
                                                          )()()( kkk DuCxy +=                                          (2.3b) 
where A and B are the discrete time system matrices.  The sampling time is represented by 
T∆ , and k is an integer (> 0) that indicates the time step, i.e. x(k) actually implies 
)( Tk ∆x .  
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Consider a pulse input denoted by 1)0( =iu  ),,2,1( ri K=  and 0)( =kui  
),2,1( K=k  as well as 0)0( =x .  Substituting into Eq. (2.3) yield the following m × r  
pulse-response matrices Y (Markov parameters): 
                              BCAYCABYCBYDY k210
1,,,, −==== kL                   (2.4) 
 
2.3 Observer Kalman Filter Identification (OKID)  
 The usual practice uses the Fast Fourier Transform (FFT) of the inputs and 
measured outputs to compute the frequency response function, and then use the Inverse 
Fast Fourier Transform (IFFT) to compute the sampled pulse response histories.  Rather 
than identifying the system Markov parameters in frequency domain, one can use an 
OKID to identify in time domain.  In practice, the primary purpose of introducing an 
observer is to compress the data and improve system identification results.  
Introducing the term )(kGy to the right-hand side of the state equation in Eq. 
(2.3a) yields 
)()()()()1( kkkkk GyGyBuAxx −++=+  
                    = )()()()()( kkk GyuGDBxGCA −+++  
or  
                                                   )()()1( kkk vBxAx +=+                                           (2.5) 
where 


















                                               (2.6) 
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and G  is an mn ×  observer gain matrix.  Although Eq. (2.5) is mathematically identical 
to Eq. (2.3a), it is expressed using different system matrices and has a different input.  In 
fact, Eq. (2.5) is an observer equation if the state )(kx  is considered as an observer state 
vector.  Therefore, the Markov parameters of the system will be referred to as the observer 
Markov parameter.  The input-output description in matrix form becomes   
                                 y           =          Y                                    V                               (2.7) 
                           )( lm×          ]))[(( rpmrm ++×       )])([( lrpmr ×++        
where 
)0([yy =   )1(y   )2(y   … )( py   … )]1( −ly  




































 The matrix y  is an output data matrix m × l where l is the number of time steps in 
the data.  The matrix Y , of size ])[( rpmrm ++×  where p  is an integer such that 
0≈BCA k  for pk ≥ , contains all the observer Markov parameters to be determined.  The 
matrix V is an input matrix of size lrpmr ×++ ])[( .  If the data have a realization in the 
form of Eq. (2.3), then the first p  observer Markov parameters approximately satisfy 
+= yVY  where +V  is the pseudo-inverse of the matrix V, and the approximation error 
decreases as p  increases.  
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 The Markov parameters include the system Markov parameters and the observer 
gain Markov parameters.  The system Markov parameters are used to compute the system 
matrices A , B , C  and D .  To recover the system Markov Parameters in Y  from the 
observer Markov parameters in Y , Y  is partitioned such that  
                                         ][ p210 YYYYY L=                                           (2.8) 
where 
          0Y  = D  
          kY  = BAC
1−k                                                                                                      (2.9) 
                =  ])()()([ 11 GGCACGDBGCAC −− +−++ kk  
                = [ (1)kY    
(2)
kY− ]; k = 1, 2 , 3, …. 
The minus sign used for (2)kY  in the last equality of Eq. (2.9) is chosen so that 
GGCACY(2)k
1)( −+= k .  Note that the identified observer Markov parameter 0Y  has a 
smaller size than the remaining Markov parameters.   
Having identified the observer Markov parameters, the true system’s Markov 
parameters can be retrieved using the recursive formula.  By induction, the general 
relationship between the actual system Markov parameters and the observer Markov 
parameters is  
 D= 0Y  = 0Y  
            kY  = 
(1)







i YY         for k  = 1,…, p                                           (2.10) 






        for k  = p +1, … , ∞  
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Equation (2.10) shows that kY  for k ≥ p +1 is a linear combination of its past 
p system Markov parameters, i.e., 1kY − , 2kY − , …, pkY − .  In other words, there are only 
p  independent system Markov parameters.  
Most of the methods are estimated under the ideal assumption that the system is 
perfectly linear, the process and measurement noises are Gaussian, white and zero-mean, 
and the data length is sufficiently long.  In practice, this ideal assumption can rarely, if 
ever, be satisfied, because of unexpected disturbances, system non-linearities, non-
whiteness of the process and measurement noises, insufficient data records, and an 
incorrect system model.  However, OKID produces an observer with minimum residual in 
the least-squares sense for the given input-output data record. There are several 
advantages for this approach.  First, the number of independent Markov parameters has 
been compressed by using the observer.  This allows one to use a smaller Hankel matrix 
and thus reduce the computational effort in the identification algorithm.  Second, one can 
identify the number of independent system Markov parameters with multiple inputs and 
multiple outputs.  This is a result of increased stability produced by adding an observer 
gain.  
 
2.4 Eigensystem Realization Algorithm (ERA) 
Once the system’s Markov parameters have been identified, they can be used in 
the ERA formulation for the identification of the dynamic structural characteristics.  
Realization refers to the computation of a triplet ],,[ CBA  from the Markov parameters, 
for which the discrete-time model, Eq. (2.3) is satisfied.  Any system has an infinite 
number of realizations, which will predict the identical response for any particular input.  
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Minimum realization means a model with the smallest state-space dimension among all 
realizable systems that have the same input-output relations.  All minimum realizations 
have the same set of eigenvalues, which are modal parameters of the system. 
 System realization begins by forming the generalized Hankel matrix ( rm βα × ), 
composed of the Markov parameters: 


























)1(k                             (2.11) 


























Note that DY0 =  is not included in )0(H .  If  n≥α  and n≥β  (the order of the system), 
the matrix )1( −kH  is of rank n .  If the order of the system is n , then the minimum 
dimension of the state matrix is n × n .  Therefore the Hankel matrix is of rank n  by Eq. 
(2.11).  
The basic development of the state-space realization is attributed to Ho and 
Kalman (1965) who introduced the important principles of minimum realization theory.  
The Ho-Kalman procedure uses the Hankel matrix, Eq. (2.11), to construct a state-space 
representation of a linear system from noise-free data.  The methodology has been 
modified and substantially extended to develop the Eigensystem Realization Algorithm to 
identify modal parameters from noisy measurement data.  The ERA algorithm begins by 
forming a Hankel matrix.  
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 The ERA process continues with the factorization of the Hankel matrix, for 1=k , 
using singular value decomposition, 
                                                   TSRΣH =)0(                                                  (2.12) 
where the columns of matrices R  and S  are orthonormal and Σ  is a rectangular matrix 





Σ n   
with  
   ],,,,,,[ 121 niidiag σσσσσ LL +=nΣ  
and monotonically non-increasing ),,2,1( nii L=σ  
0121 >≥≥≥≥≥≥ + nii σσσσσ LL  
Next, let nR  and nS  be the matrices formed by the first n  columns of R  and S , 
respectively.  Hence, the matrix )0(H  becomes 
                                   Tnnn SΣRH =)0(    where    nTnnnTn SSIRR ==                   (2.13)            
This is the basic formulation of realization for the ERA.  The triplet  





−−= )1(ˆ  ,      rTn1/2n ESΣB =ˆ  ,      1/2nnTm ΣREC =ˆ                 (2.14) 
is a minimum realization.  Here the quantities with ∧ mean estimated quantities to 
distinguish from the true quantities.  T rrrrrrrrrrr β×××××= ][ 000IE L  with I  
denoting an identity matrix and 0  denoting a matrix whose elements are all zeros, and mE  
is defined similarly.  A major benefit of this approach is that there is no requirement for a 
priori knowledge of the order of the system.  The order of the matrix Aˆ  is n  which is the 
order of the system for sufficiently low-noise data.  The singular value decomposition of 
H(0) reveals exactly n non-zero singular values when there is no noise.  Due to 
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measurement noise, nonlinearity, and numerical round off, the Hankel matrix )(kH  may 
be full rank which does not, in general, equal the true order of the system under test.  It 
should not be the aim to obtain a system realization which exactly reproduces the noisy 
sequence of data.  A realization which produces a smoothed version of the sequence, and 
which closely represents the underlying linear dynamics of the system, is more desirable. 
 Some singular values, say ni σσ ,,1 L+ , may be relatively small and negligible in 
the sense that they contain more noise information than system information.  In other 
words, the directions determined by the singular values ni σσ ,,1 L+ , have less significant 
degrees of controllability and observability relative to the noise.  It would be unwise to 
require a realization to include these directions.  The reduced model of order i  after 
deleting singular values ni σσ ,,1 L+  is then considered as the robustly controllable and 
observable part of the realized system.  The modal frequencies and modal damping ratio 
may then be computed from the eigenvalues of the estimated continuous-time state matrix, 
which is converted from the realized discrete time system matrix.  
 In order to reduce the bias due to noise in the data, an alternative formulation of 
the ERA, called the ERA with data correlations (ERA/DC), can be used.  The basic 
formulation and identification procedure of the ERA/DC are presented in Appendix A.  
The performance of the ERA and ERA/DC is discussed in numerical results in relation to 
the accuracy of identified natural frequencies and modal damping ratios.   
 
2.5 Identification of Mass, Stiffness and Damping Matrices 
For the purposes of this section, methods of determining a mass-stiffness-damping 
model from identified state space realization are presented.  A state space model of the 
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dynamic system is identified from input-output data using the OKID/ERA approach, 
which is presented in previous sections.  Two methods are presented here, i.e. Method 1 
(Identification with full set of sensors and actuators) and Method 2 (Identification with 
mixed sensors and actuators).  
Method 1 requires either a full set of sensors or a full set of actuators with at least 
one DOF containing a collocated sensor-actuator pair.  The Method 2 has one main 
advantage over the Method 1, in the sense that the Method 2 has more general theoretical 
implications about the number of sensors or actuators that can be used in dynamic testing.  
The requirement for Method 2 is that all DOFs should have either a sensor or an actuator, 
with at least one DOF containing a collocated sensor-actuator pair (hence 1+=+ Nmr ).  
For structural damage assessment, it is impractical to use huge sensors for measurement to 
identify the unknown structural parameters.  The methods presented in the subsequent 
chapters in this thesis are proposed to remove the limitations of the two methods in this 
section.   
The two methods  (Lus et al., 2003a) are chosen because (1) they all start from a 
state space realization of the second-order structural system; (2) they can handle all types 
of measurements (i.e., displacements, velocities, and/or accelerations); and (3) they are 
inherently capable of handling the nonproportional viscous damping case.  
 
2.5.1 Method 1: Identification with Full Set of Sensors or Actuators   
The first method to be discussed was proposed initially by Tseng et al. (1994a, b).  
Here the basic principles of method 1 are discussed in this chapter whereas the detailed 
formulations are presented in Appendix B. 
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Equation (2.1a) is an equation of motion for an N-DOF time invariant structural 
system.  The so-called normal modes for the system represented by Eq. (2.1a) are obtained 
by solving the following generalized eigenvalue problem:  
                                                            iii KΦΩMΦ =2                                                  (2.15) 
where iΩ  is the i
th undamped natural frequency and iΦ  the corresponding i
th undamped 
mode shape.  Although scaling of the eigenvectors is arbitrary, the most common choice 
in modal analysis is adopted, i.e.  
                                                2ΩKΦΦIMΦΦ == TT                                        (2.16) 
Accordingly, the equation of motion in Eq. (2.1) can be expressed in terms of 
modal coordinates via a transformation of the form )()( tt Φηq =  to yield  
                                            )()()()( 2 tttt uBηΩηEη c=++ &&&                                  (2.17a) 


























&                                                  (2.17b) 
where E denotes the damping matrix in the modal coordinate system.  If E is diagonal, the 
system is referred to as classically damped (or it is said to have modal damping).  
Otherwise, the system is referred to as nonclassically damped.  By defining a state vector 
as TTT ][1 ηηx &= , Eq. (2.17) can be transformed to  
                                                   )()()( 1111 ttt uBxAx +=&                                        (2.18a) 
                                                    )()()( 111 ttt uDxCy +=                                            (2.18b) 
where 










B1     ;        ][1 0CC p=                     (2.19) 
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Equations (2.2) are equations of motion with N-DOF structural system in the state 
space form which is obtained from the OKID/ERA.  This state space realization is 
compared with Eqs. (2.18) to determine similarity transformation as explained below.  If 
the matrix cA  is diagonalized by a square matrix ψ  such that ΓψAψ c =−1 , then by 
considering the transformation θψx = , the continuous time system of Eqs. (2.2) can also 
be written in modal coordinates as 
                                                  )()()( 1 ttt uBψΓθθ f
−+=&    (2.20a) 
                                                          )()( tt θCψy =   (2.20b) 
where the matrix Γ  contains the continuous time eigenvalues of the identified state space 
model, and ψ  of order NN 22 ×  is the matrix of the corresponding eigenvectors.  
The model in Eq. (2.20) can be expressed in a new set of coordinates with the 
transformation to the McMillan normal form.  Note that the derivation of McMillan 
normal form is presented in Appendix C.  Then reordering the sequence of state variables 
appearing in the McMillan normal form produces the following realization (A2, B2, C2), 
which is in terms of real valued quantities only. 
                                               )()()( ttt uBzAz 2r2r +=&                                               (2.21a) 
                                                    )()( tt r2zCy =                                                         (2.21b) 
with the following system matrices 














B 2      ;     [ ]2M1M CCC =2                (2.22) 
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where Σ  is a diagonal matrix of the damping factors jσ2− , and 2BΩ  is a diagonal matrix 
of the )( 22 jj ωσ +  which reduces to the undamped natural frequencies only when there is 
no damping present (refer to Appendix C). 
The realization (Eq. 2.22), which we have obtained from data, and the desired 
realization (Eq. 2.18) are representations of the same system.  Therefore, there must exist 
a similarity transformation N .  
                         12 ANAN
1 =−    ;    12 BBN =    ;    12 CNC 1 =−                           (2.23) 
The determination of this similarity transformation N  is quite cumbersome and 
the detailed procedure is presented in Appendix B.  Once the mass normalized eigenvector 
are determined, the mass matrix M , damping matrix L , and stiffness matrix K are all 
uniquely determined (refer to Appendix B). 
                
2.5.2 Method 2: Identification with Mixed Sensors and Actuators 
Only recently, a method, which does not require a full set of actuators or a full set 
of sensors, has been proposed by De Angelis et al. (2002b).  Unlike Method 1, by defining 
a state vector TTT ttt ])()([)( qqx &= , the Eqs. (2.1) also can be conveniently written as  















 &                (2.24a) 
                                                             )(][)( tt x0Cy p=                                       (2.24b) 
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The advantage of rewriting Eq. (2.1) into Eq. (2.24) is that now the associated 
eigenvalue problem is kept symmetric and can be written in a matrix form as: 


















                            (2.25) 
where P  is the matrix containing the eigenvectors of the complex eigenvalue problem and 
NN 22 ×Γ  is the diagonal matrix of complex eigenvalues.                                                 
 Once the symmetric eigenvalue problem (Eq. 2.25) has been solved, we can now 
conveniently rewrite Eq. (2.24) by using the transformation )(][)( tt ζΓ)(PPz TTT=  so 
that 
                                                     )()()( ttt uBPΓζζ f
T+=&                                          (2.26a) 
                                                             )()( tt PζCy p=                                       (2.26b) 
Like Method 1, if the first order system of Eq. (2.20) was identified using data that 
actually came from the second order model of Eq. (2.26), one can look for a 
transformation matrix, Nˆ , that relates these two representations, i.e.: 
                                 ΓNΓN =− ˆˆ 1 ,   fc BPBψN T=−− 11ˆ ,   PCNCψ p=ˆ                 (2.27) 
The procedure of determination transformation matrix and scaled eigenvector 
matrix for Method 2 is presented in Appendix D.  Once the properly scaled eigenvector 
matrix P  is evaluated, the mass, damping, and the stiffness matrices of the finite element 
model can be obtained (refer to Appendix D):   
                            1T1T21T )PΓ(PKM,PΓMPL,)(PΓPM −−− −=−==     (2.28) 
 
Chapter 2    First-Order and Second-Order Model Structural Identification 
 36
2.6 Damage Detection  
Once the second order models corresponding to the undamaged and damaged 
configurations have been determined, it is possible to compare the physical and 
mechanical characteristics of the two models in order to locate and quantify the structural 
damage.  We seek to locate and quantify structural damage by inspecting the relative 
changes in the stiffness of each storey identified for the undamaged and damaged models.  
To this end, a simple but effective damage indicator (stiffness integrity index) is defined 
as  







i =     (2.29) 
where )(iKd  is the stiffness of the 
thi  member for the damaged state, and )(iK ref  refers to 
the stiffness of the thi  member for the reference (presumably undamaged) state.  The 
stiffness integrity index is introduced such that 1=iD  for no loss in stiffness (presumably 
no damage) and 0=iD  for complete loss of storey stiffness (presumably 100% damage). 
 
2.7 Numerical Results 
In order to validate the proposed approach for the case of random excitation of 
structural systems, consider a four-storey shear building.  In practice, the number of 
members (columns, beams, etc) may be very large for a multi-storey building.  It often 
suffices to detect stiffness changes (as indication of damage or deterioration) at some local 
level, e.g. for each storey of the building, rather than for each individual member.  In this 
respect, it is fairly common to use a simple structural model such as lumped mass model 
or a shear building model for multi-storey buildings. 
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The value for the mass, damping, and stiffness matrices are known and given in 
Table 2.1.  The natural frequencies (12.2273, 26.2944, 39.3572, 50.8931 rad/sec) and 
damping factors (0.0150, 0.0150, 0.0185, 0.0223) of such a system will be used as 
benchmark values for comparing the various identification attempts.  The DOFs are 
labeled in increasing order up to the structure.  The input-output data to be used in the 
identification algorithm are generated by numerical simulation of linear time invariant 
models using MATLAB toolbox.  The time histories are divided into 3,000 time steps 
with 0.001 second interval.  All input and output (I/O) measurements are polluted by 
Gaussian white noise disturbances, and the standard deviation of the noise at each channel 
is adjusted such that it is equal to 10% of the root-mean-square of the unpolluted time 
history.  In this study, no pre-processing of the data is considered so as to present a worst-
case scenario. 
The discrete time state space model is identified using the simulated response data 
of the system, and by employing the OKID/ERA approach.  These discrete time models 
are then converted to their continuous time counterparts, and then Methods 1 and 2 
discussed in this chapter are applied to these continuous time first-order models to retrieve 
the mass, damping, and stiffness matrices of the system.  The next sections present 
detailed discussion of the results obtained for the various scenarios by these methods.  
 
2.7.1 Significance of OKID 
 A single excitation applied at the roof is considered.  The input is a random 
excitation, whereas the response measurements are numerically simulated accelerations.  
Figure 2.1 shows the identified system Markov parameters as observed at each output 
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channel )4,3,2,1:),,(( =jjC .  As mentioned in the previous section, p is an integer such 
that 0≈BCA k  for pk ≥ .  For comparative purposes, we have identified the same four-
storey building using different values of p .  Tables 2.2 and 2.3 show the best attainable 
estimates for the modal parameters using OKID with different value of p  with 10% noise.  
The larger the value of p , the better the results are.  The biggest errors, for p =20, are 
0.01% and 0.00% for natural frequencies and damping ratios, respectively, showing 
virtually no error.  Once the first-order model has been identified, let us investigate how 
well the identified models can predict the structural response when the system is subjected 
to a previously unknown excitation.  Investigation of Figure 2.2 reveals the discrepancies 
between the actual and the predicted output at each channel (with 20=p ).  The identified 
model estimates the output response almost perfectly, although the model needs a much 
larger value for p  to capture the underlying dynamics adequately.  Identified model show 
excellent agreement with the original system and confirms that the predicted response of 
such an identified model is very close to the actual response as confirmed in Figure 2.2. 
 
2.7.2 Significance of ERA 
The identified modal frequencies and damping factors are presented in Tables 2.4 
and 2.5, varying the number of sensors used in the identification.  When there is no noise 
in the measurements, the system can be identified (for all number of sensors investigated) 
with practically perfect accuracy.  This condition ensures that the dimensions of the 
Hankel matrix are large enough so that the singular value decomposition reveals exactly n  
non-zero singular values.  However, when there is noise present in the measurements, one 
needs to have a value for p  large enough so that more data points are employed, leading 
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to a better identification of modal characteristics.  The effects of noise are easily visible 
when we consider the singular value plots of the Hankel matrices.  Figures 2.3 and 2.4 
show the singular values of the Hankel matrix when there is no noise in the data.  The 
Markov parameters used in the Hankel matrix are obtained using acceleration time 
histories.  One can clearly observe that there are 8 first-order modes in the data, as 
evidenced by the sharp drop after the th8  singular value, and the fact that the rest of the 
singular values are nearly zeros.  By definition of the Hankel matrix, all of these 8 first-
order modes are controllable and observable, and therefore we can pick the order of the 
“minimal realization” for the state space model by inspecting the singular values of the 
Hankel matrix, without any a piori assumption.  However, one can always introduce 
enough noise in the data such that the gap in the singular value plot closes up, as shown in 
Figures 2.5 and 2.6.  This plot contains the singular values of the Hankel matrix with 8 
first-order modes are still visible when the previously noise free data has been polluted by 
adding white noise disturbance to the output channels.  One can always perform the 
identification with a large value for the integer p , and this would lead to a better result in 
the identification of the Markov parameters.  
 
2.7.3 Comparison of ERA and ERA/DC 
 To illustrate the behaviour of the ERA and ERA/DC, results from the analysis of a 
same four-storey shear building with 2 sensors will be presented.  The identified natural 
frequencies and damping ratios are presented in Tables 2.6 and 2.7.  The damping ratios 
are less easy to identify accurately than natural frequencies.  The results indicate that both 
the ERA and ERA/DC yield equally good results for no noise data.  The identified natural 
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frequencies and damping ratios are exactly equal to those of the true system for both the 
ERA and ERA/DC.  In order to compare the relative ability of the ERA and ERA/DC, the 
natural frequencies and damping ratio are obtained for a noisy force and response.  In this 
case the ERA/DC performs better than ERA.  In the case of natural frequencies, the 
proposed approach gives the maximum error of 0.45% for ERA/DC and still reasonable 
good results (maximum error 1.22%) for ERA, as illustrated in Table 2.6.  Similarly, 
compared to the damping ratios identification results, the maximum error are reduced 
from 6.00% (ERA) to 3.33% (ERA/DC).  This means that the ERA/DC work well on 
noisy data. 
 
2.7.4 Comparison of Method 1 and Method 2 
 In order to give a detailed numerical comparison of each of the method, two 
different instrument set-up schemes are considered.  In the first case, all the DOFs are 
instrumented with acceleration sensors and there is only one actuator located on the fourth 
DOF.  In the second case, the first three DOFs are instrumented with acceleration sensors, 
and the last two DOFs are excited by actuators.  Note that the collocation is provided of 
the third DOF.  With regards to the discussions presented in the previous section, it is 
anticipated that (1) all two methods will provide the solution in the first case; (2) only 
Method 2 is applicable in the second case.  The detailed results of the comparison can be 
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Method 1 (Identification with Full Set of Sensors or Actuators) 
 In the first case, a full set of sensors is available, and hence the transformation 
matrix N  can be evaluated easily.  The initial stage in this method is the transformation of 
the model in Eq. (2.20) to the McMillan form.  The transformation matrix we seek to find 
is partitioned as NRN = , and in this scenario, the matrix R is chosen as the right singular 
vectors of the output matrix in the McMillan form since there is a full set of sensors.  The 
undamped natural frequencies of the system can be retrieved by solving the eigenvalue 
problem in Eq. (B.8).  Since for this case there is a full set of sensors available, the scaling 
factors and the undamped mode shapes are determined using Eq. (B.13).  The identified 
matrices are exactly the system matrices we used to obtain the dynamic data for no noise 
case.  These matrices automatically come out as real, i.e. the imaginary components are of 
the order of 1510−  and are therefore treated as zeros numerically.   
 When a full set of sensors or a full set of actuators is not available in the second 
case, Method 1 cannot provide the solution.  In fact, since neither the input nor the output 
matrices in the McMillan representation are full rank, the matrix R cannot be constructed 
to impose the necessary zero partitions, and hence the transformation matrix N  cannot be 
identified.  
       
Method 2 (Identification with Mixed Sensors and Actuators) 
 The key point in Method 2 is the evaluation of the transformation matrix Nˆ  via the 
collocation equation.  Note that for the first case, there is only one collocated sensor-
actuator pair.  Since the transformation matrix is diagonal, Eq. (D.3) contains in fact 2N 
equations with 2N unknowns.  In this case, the transformation matrix is identified using 
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T))1(:,(ˆ:),4( 12 cBψNψC
−= .  Once the transformation matrix has been obtained, the 
properly scaled eigenvalues can be evaluated using Eq. (D.4) since pC  is square and full 
rank.  Using these eigenvectors, the mass, damping and stiffness matrices are constructed 
via Eq. (2.28).  
 The only method that can provide a solution in the second case is Method 2.  Note 
that once again the transformation matrix is identified using T))1(:,(ˆ:),3( 12 cBψNψC
−= .  
Since all the DOFs are instrumented with either a sensor or an actuator, the rows of the 
eigenvector matrix P can be identified either from  
                                            NψCP ˆ:),(:),( kk =                            for k =1, 2, 3 
for the rows corresponding to the DOFs with output sensors, or from  
                                          Tkk ))(:,ˆ(:),( 11 cBψNP
−−=                    for k = 3, 4 
for the rows corresponding to the DOFs with actuators.  Note that the row corresponding 
to the third DOF can be identified from either Eq. (D.4) or Eq. (D.5) due to the 
sensor/actuator collocation.  Since all DOFs are instrumented with either a sensor or an 
actuator, all the rows of the matrix P  can be identified.  The mass, damping, and stiffness 
matrices can once again be constructed via Eq. (2.28).  The mass, damping, and stiffness 
matrices obtained with the Method 2 for both cases are identically equal to the true values 
of the related quantities. 
 
2.7.5 Effects of Noise on Method 2 
Consider the effects of I/O noise on the identified values for the mass, damping, 
and stiffness matrices.  Method 2 is presented here because it is more practical.  Here we 
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assume that the response data with acceleration outputs at each DOF is available.  To this 
end, we will investigate the same 4-DOF system with 1 input and 4 outputs.  There is a 
single excitation and it is applied at the roof.  The input is a white noise excitation.  The 
I/O signals are polluted with a Gaussian white noise.  The standard deviation of the noise 
at each channel is adjusted such that it is equal to 10% of the root-mean-square of the 
unpolluted data.  In each simulation, the polluted I/O data is used in the identification of a 
state space model, and this state space model is used to identify the mass, damping, and 
stiffness matrices of the second order model.  To also study the effect of type of 
measurement, we consider three different cases, namely one case with only acceleration 
output, one case with only velocity output and one case with only displacement output.  
Other than the physical parameters of the second order model, the identified 
natural frequencies are of interest from dynamic analysis point of view.  The natural 
frequencies are obtained by solving the eigenvalue problem involving the identified mass 
and stiffness matrices.  The errors in the identified natural frequencies are easily evaluated 
by inspecting Table 2.8, which presents error and relative errors with 10% I/O noise.  One 
important note is that the maximum relative error is only 0.372%, and we therefore can 
conclude that the Method 2 is capable of capturing the natural frequencies of the second 
order model using any type of measurement.   
To further evaluate the performance of the proposed methodology under 10% 
noise, the identified values, error and relative errors of the identified mass, damping, and 
stiffness matrices are presented in Tables 2.9-2.11.  The effects of increasing noise level 
are studied here for the Method 2.  I/O noise levels considered are 4% to 10% at 1% 
increment.  Figures 2.7-2.9 present the percentage errors of the mean identified values for 
the diagonal elements of the mass, stiffness and damping matrices with respect to the 
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actual values of the parameters.  It can be observed from these plots that all the parameters 
are over-estimated except for C44 which is underestimated.  There is no particular reason 
for this phenomenon because some of the identified parameters (M44, K33, C11, C22 and 
C33) are also underestimated in Damage Scenario 1.  As the I/O noise level increase, the 
identification procedure can be performed but undoubtedly with reduced accuracy.  In 
general, the Method 2 performs well, even for a relatively high noise level such as 10%.  
An inspection of the values presented in these tables and figures leads us to conclude that 
the Method 2 is capable of identifying the physical parameters of the underlying second 
order model with high accuracy.  It should be noted, however, that the largest relative 
errors in the identified mean values occur in the damping matrices, the maximum relative 
error being about 16% for C22 under 10% noise.  The errors in the mass and stiffness 
matrices are generally less than those in the damping matrices with the maximum error of 
about 9% for M22 and about 12% for K22 under 10% noise.  Therefore it is safe to claim 
that this methodology can be confidently applied to identification problems.     
 
2.7.6 Identification for Damaged Case 
To validate the proposed damage identification approach, extensive numerical runs 
have been conducted in this study.  The aim is to identify the location and amount of 
structural damage in the four-storey shear building considered.  The only used data are 
two sets of input excitation and floor accelerations: one set before damage and another set 
after damage).  The damage is simulated by reducing the stiffness values.  Two damage 
scenarios are considered: single damage and multiple damages.  The first scenario 
contains damage of 30% in the fourth storey.  The second scenario has multiple damages, 
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i.e. 20% in the second storey and 40% in the third storey.  The details of the two damage 
scenarios are summarized in Table 2.12.  As before, I/O signals are polluted with 10% 
noise.  Initially the problem was a black box type problem.  No preprocessing was 
performed on the given data, and no a priori knowledge as to the physical parameters of 
the underlying model was assumed to be available (in contrast to methods that required 
the mass matrix of the underlying model). 
Since the data length provided are long enough, and the noise in the output 
channels are additive Gaussian white noise type disturbances, the identification of the state 
space model with the OKID/ERA approach is indeed very successful.  Tables 2.13 and 
2.14 contain the identified natural frequencies and the modal damping ratios for both 
damage scenario 1 and scenario 2.  (For undamaged cases, please refer to Table 2.4-2.5.)  
These values are calculated from the identified continuous time eigenvalues of the state 
space model.  Since the second order model turned out to be a classically damped system 
(i.e. modal damping), these values actually represent the undamped natural frequencies 
and the modal damping coefficients.  In the ideal case of zero I/O noise, the identified 
modal parameters are exact for all the modes.  For an I/O noise level of 10%, the 
identified results are still remarkably good (with error ranging from 0.01% to 0.13% for 
identified natural frequencies and from 0.00% to 3.97% for identified damping ratios).  It 
can be easily seen that the identification of these parameters is extremely successful. 
Once the first order state space model has been identified, the mass, damping and 
stiffness matrices of the second order model are then identified using the Method 2.  Since 
there are 4 output sensors and 1 actuator at the roof in the state space model, and since 
there are 4-second order modes identified, we have a full set of sensors for the 
identification of the physical parameters for the second order model (mass, damping, and 
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the stiffness properties).  As a matter of interest, we present stiffness matrices for the 
damaged cases in Tables 2.15-2.20.  (For undamaged cases, please refer to Tables 2.9-
2.11).  What is of importance is the fact that the values of the identified mass, stiffness and 
damping matrix are almost the same as those of the exact mass, stiffness and damping 
matrix in both the undamaged and damaged cases.  This is important since, due to noise, 
the components which are identically zero in the exact mass, stiffness and damping 
matrices are not necessarily zero in the identified mass, stiffness and damping matrices; 
however they are a few orders of magnitude smaller than the diagonal entries. 
 
2.7.7 Damage Detection 
 Once the second order models corresponding to the undamaged and damaged 
configurations have been determined, it is possible to compare the identified stiffness 
values of the two models in order to locate and quantify the structural damage.  Tables 
2.21-2.24 and Figures 2.10-2.11 present the identified reductions in storey stiffness.  As 
shown in Tables 2.21 and 2.23, the identified indices are exact in the case of zero I/O 
noise for both Damage Scenario 1 and 2.  As the I/O noise level increases, the results are 
progressively less accurate but still reasonably good.  For Damage Scenario 1, the 
identified stiffness integrity indices are nearly one with less than 7% error even for a high 
10% I/O noise, as shown in Table 2.22.  The near-one indices correctly reflect the 
undamaged status of the building.  In particular, the damaged status of the fourth storey is 
faithfully reported by the corresponding integrity index of nearly 0.7 with 0.4% error.  For 
Damage Scenario 2, the identified results as presented in Table 2.24 are also good for 10% 
I/O noise with the maximum error of about 7%.  The identified stiffness integrity indices 
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of the second and third damaged storey are approximately 0.811 and 0.611, respectively 
with the error of –1.334 and –1.792, respectively.  Once again it is observed that the 
proposed approach has been very effective in identifying the changes in structural 
properties. 
 
2.8 Concluding Remarks 
This chapter presents a method for identification of multi-storey shear buildings in 
terms of changes of storey stiffness in order to locate and quantify the structural damage.  
The matrix formulation presented here allows one to establish the uniqueness and 
invertibility of the transformation from observer Kalman filter Markov parameters to the 
system Markov parameters.  OKID produces an observer with minimum residual in the 
least-squares sense for the given input-output data record.  ERA and ERA/DC have been 
presented and derived using system realization theory.  ERA and ERA/DC work well on 
simulated and test data.  It is worth pointing out that while the ERA is, in essence, a least-
squares fit to the pulse response measurements, the ERA/DC involves a fit to the output 
auto-correlations and cross-correlations over a defined number of lag values.  In this 
chapter, two methodologies for the identification of second order structural parameters 
from identified state space representations are presented.  The major difference between 
these two methods is represented by the different requirements they impose on the number 
of sensor/actuators.  For the first method, it is found that identification of the model in a 
physical sense requires that either the number of sensors or the number of actuators be 
equal to the number of DOFs in the system.  With the second method, the restriction of 
having a full set of sensors or a full set of actuators for a complete identification is 
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relaxed.  The minimum requirement for this method is that all the DOFs should contain 
either a sensor or an actuator, with at least one co-located sensor-actuator pair.  It has been 
shown that the inverse vibration problem can be successfully solved through the 
identification of transformation matrix, which is used to transform the first-order state 
space equations to physically meaningful coordinates.  The modal parameter identification 
of the state space model with the OKID/ERA approach was indeed very successful.  It is 
shown that the proposed methodology gives reasonably accurate identification in terms of 
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Table 2.1: Mass, damping and stiffness matrices for the four-storey shear building 
considered 
 
Mass (kg) Stiffness (N/m x10 6 ) Damping (Ns/m x10 3 ) 
2500 0 0 0 4.2 -1.8 0 0 3.897 -1.40 0 0 
0 2000 0 0 -1.8 3.0 -1.2 0 -1.40 2.837 -0.93 0 
0 0 1500 0 0 -1.2 1.8 -0.6 0 -0.93 1.777 -0.47 
0 0 0 1000 0 0 -0.6 0.6 0 0 -0.47 0.717
 
 
Table 2.2: Exact and identified values for the frequencies (rad/sec) with different values of 
p under 10% noise  
 
Identified values (% error in bracket) Mode Exact p = 5 p = 10 p = 20 
1 12.2273 12.2316 (0.04%) 12.2281 (0.01%) 12.2275 (0.00%) 
2 26.2944 26.3104 (0.06%) 26.2966 (0.01%) 26.2943 (0.00%) 
3 39.3572 39.3511 (-0.02%) 39.3598 (0.01%) 39.3598 (0.01%) 
4 50.8931 50.8932 (0.00%) 50.8939 (0.00%) 50.8935 (0.00%) 
 
 
Table 2.3: Exact and identified values for the damping ratios with different values of p  
under 10% noise 
 
Identified values (% error in bracket) Mode Exact p = 5 p = 10 p = 20 
1 0.0150 0.0149 (-0.67%) 0.0149 (-0.67%) 0.0150 (0.00%) 
2 0.0150 0.0160 (6.25%) 0.0151 (0.67%) 0.0150 (0.00%) 
3 0.0185 0.0190 (2.63%) 0.0183 (-1.08%) 0.0185 (0.00%) 

















Chapter 2    First-Order and Second-Order Model Structural Identification 
 50
Table 2.4: Identified natural frequencies (rad/sec) with various numbers of sensors for the 
4-storey shear building, with and without noise using OKID/ERA. 
 
Identified values (% error in bracket) 
No noise 10% Noise Mode Exact 
2 sensors 3 sensors 4 sensors 2 sensors 3 sensors 4 sensors 














































Table 2.5: Identified modal damping ratios with various numbers of sensors for the 4-
storey shear building, with and without noise using OKID/ERA. 
 
Identified values (% error in bracket) 
No noise 10% Noise Mode Exact 
2 sensors 3 sensors 4 sensors 2 sensors 3 sensors 4 sensors 














































Table 2.6: Identified natural frequencies (rad/sec) with ERA and ERA/DC for the 4-storey 
shear building, with and without noise (2 sensors). 
 
Identified values (% error in bracket) 
No noise 10% Noise  
Mode Exact 
ERA ERA/DC ERA ERA/DC 
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Table 2.7: Identified modal damping ratios with ERA and ERA/DC for the 4-storey shear 
building, with and without noise (2 sensors).  
 
Identified values (% error in bracket) 
No noise 10% Noise Mode Exact 
ERA ERA/DC ERA ERA/DC 




























           
 
 
Table 2.8: Identified natural frequencies with various types of outputs under 10% noise 
 
Identified natural frequencies (rad/sec) 
Displacements  Velocities  Accelerations  Mode 
Error Relative Error (%) Error 
Relative 
Error (%) Error 
Relative 
Error (%) 
1 0.002 0.012 -0.001 -0.008 -0.006 -0.049 
2 0.062 0.237 0.062 0.234 0.058 0.219 
3 -0.063 -0.161 -0.062 -0.159 -0.079 -0.202 
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Table 2.9: Errors in the identified mass matrices under 10% noise (Undamaged case) 
 
Identified Mass Matrix (Exact Mass Matrix) (kg) 
2712 (2500) -195 (0) 147 (0) 6 (0) 
-195 (0) 2172 (2000) -155 (0) 2 (0) 
147 (0) -155 (0) 1566 (1500) 4 (0) 
6 (0) 2 (0) 4 (0) 1013 (1000) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
212 (8.46%) -195 (-) 147 (-) 6 (-) 
-195 (-) 172 (8.61%) -155 (-) 2 (-) 
147 (-) -155 (-) 66 (4.42%) 4 (-) 
6 (-) 2 (-) 4 (-) 13 (1.30%) 
 
 
Table 2.10: Errors in the identified stiffness matrices under 10% noise (Undamaged case) 
 
Identified Stiffness Matrix (Exact Stiffness Matrix) (x 103 N/m)  
4563 (4200) -2000 (-1800) 93 (0) -44 (0) 
-2000 (-1800) 3341 (3000) -1257 (-1200) 58 (0) 
93 (0) -1257 (-1200) 1944 (1800) -626 (-600) 
44 (0) 58 (0) -626 (-600) 618 (600) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
363 (8.64%) -200 (11.14%) 93 (-) -44 (-) 
-200 (11.14%) 341 (11.36%) -57 (4.75%) 58 (-) 
93 (-) -57 (4.75%) 144 (8.01%) -26 (4.38%) 
44 (-) 58 (-) -26 (4.38%) 18 (3.07%) 
 
 
Table 2.11: Errors in the identified damping matrices under 10% noise (Undamaged case) 
 
Identified Damping Matrix (Exact Damping Matrix) (Ns/m)  
4329 (3896.8) -1602 (-1402.2) 916 (0) 100 (0) 
-1602 (-1402.2) 3287 (2837) -1016 (-934.8) 4 (0) 
916 (0) -1016 (-934.8) 2003 (1777.2) -543 (-467.4) 
100 (0) 4 (0) -543 (-467.4) 604 (717.4) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
432 (11.09%) -200 (14.25%) 916 (-) 100 (-) 
-200 (14.25%) 450 (15.86%) -81 (8.69%) 4 (-) 
916 (-) -81 (8.69%) 226 (12.71%) -76 (16.17%) 
100 (-) 4 (-) -76 (16.17%) -113 (-15.81%) 
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Table 2.12: Damage scenarios with single and multiple damages for four-storey shear 
building 
 
Scenario 1 Scenario 2 
Storey No. Damage Storey No. Damage 
Second 20% Fourth 30% Third 40% 
 
 
Table 2.13: Identified natural frequencies (rad/sec) for two damage scenarios with and 
without noise 
 
Damage Case (Scenario 1) Damage Case (Scenario 2) 






































Table 2.14: Identified damping ratios for two damage scenarios with and without noise 
 
Damage Case (Scenario 1) Damage Case (Scenario 2) 
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Table 2.15: Errors in the identified mass matrices under 10% noise (Damage Scenario 1) 
 
Identified Mass Matrix (Exact Mass Matrix) (kg) 
2700 (2500) -110 (0) 461 (0) -1 (0) 
-110 (0) 2169 (2000) -675 (0) -3 (0) 
461 (0) -675 (0) 1646 (1500) -1 (0) 
-1 (0) -3 (0) -1 (0) 994 (1000) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
200 (7.98%) -110 (-) 461 (-) -1 (-) 
-110 (-) 169 (8.43%) -675 (-) -3 (-) 
461 (-) -675 (-) 146 (9.73%) -1 (-) 
-1 (-) -3 (-) -1 (-) -6 (-0.61%) 
 
 
Table 2.16: Errors in the identified stiffness matrices under 10% noise (Damage    
Scenario 1) 
 
Identified Stiffness Matrix (Exact Stiffness Matrix) (x 103 N/m)  
4629 (4200) -2041 (-1800) 47 (0) -64 (0) 
-2041 (-1800) 3212 (3000) -1347 (-1200) 45 (0) 
47 (0) -1347 (-1200) 1490 (1620) -416 (-420) 
-64 (0) 45 (0) -416 (-420) 428 (420) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
429 (10.21%) -241 (13.41%) 47 (-) -64 (-) 
-241 (13.41%)  212 (7.06%) -147 (12.22%) 45 (-) 
47 (-) -147 (12.22%) -130 (-8.02%) 4 (-1.02%) 
-64 (-) 45 (-) 4 (-1.02%) 8 (1.83%) 
 
 
Table 2.17: Errors in the identified damping matrices under 10% noise (Damage   
Scenario 1) 
 
Identified Damping Matrix (Exact Damping Matrix) (Ns/m)  
3681 (3896.8) -1528 (-1402.2) 716 (0) -87 (0) 
-1528 (-1402.2) 2426 (2837)  -885 (-934.8) 137 (0) 
716 (0) -885 (-934.8) 1412 (1637)  -329 (-327.2) 
-87 (0) 137 (0) -329 (-327.2) 594 (577.2%) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
-216 (-5.54%) -126 (8.97%) 716 (-) -87 (-) 
-126 (8.97%) -411 (-14.49%) 50 (-5.33%) 137 (-) 
716 (-) 50 (-5.33%) -225 (-13.74%) -2 (0.55%) 
-87 (-) 137 (-) -2 (0.55%) 17 (2.91%) 
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Table 2.18: Errors in the identified mass matrices under 10% noise (Damage Scenario 2) 
 
Identified Mass Matrix (Exact Mass Matrix) (kg) 
2743 (2500) -177 (0) 150 (0) 1 (0) 
-177 (0) 2154 (2000) -97 (0) 1 (0) 
150 (0) -97 (0) 1531 (1500) 1 (0) 
1 (0) 1 (0) 1 (0) 1002 (1000) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
243 (9.73%) -177 (-) 150 (-) 1 (-) 
-177 (-) 154 (7.69%) -97 (-) 1 (-) 
150 (-) -97 (-) 31 (2.07%) 1 (-) 
1 (-) 1 (-) 1 (-) 2 (0.16%) 
 
 
Table 2.19: Errors in the identified stiffness matrices under 10% noise (Damage    
Scenario 2) 
 
Identified Stiffness Matrix (Exact Stiffness Matrix) (x 103 N/m)  
4124 (3840) -1617 (-1440) 62 (0) 59 (0) 
-1617 (-1440) 2409 (2160) -800 (-720) 39 (0) 
62 (0) -800 (-720) 1380 (1320) -613 (-600) 
-59 (0) 39 (0) -613 (-600) 602 (600) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
284 (7.41%) -177 (12.30%) 62 (-) 59 (-) 
-177 (12.30%) 249 (11.51%) -80 (11.07%) 39 (-) 
62 (-) -80 (11.07%) 60 (4.39%) -13 (2.08%) 
-59 (-) 39 (-) -13 (2.08%) 2 (0.40%) 
 
 
Table 2.20: Errors in the identified damping matrices under 10% noise (Damage    
Scenario 2) 
 
Identified Damping Matrix (Exact Damping Matrix) (Ns/m)  
4039 (3616.4) -1252.1 (-1121.8) 947.8 (0) 17.3 (0) 
-1252.1 (-1121.8) 2544 (2182.6) -602.8 (-560.9) 69.9 (0)  
947.8 (0) -602.8 (-560.9) 1562.9 (1403.3) -439.3 (-467.4) 
17.3 (0) 69.9 (0) -439.3 (-467.4) 781.8 (717.4%) 
 
Absolute Errors [Identified – Exact] (Relative Errors %) 
423 (11.69%) -130 (11.62%) 948 (-) 17 (-) 
-130 (11.62%) 361 (16.56%) -42 (7.47%) 70 (-) 
948 (-) -42 (7.47%) 160 (11.37%) 28 (-6.01%) 
17 (-) 70 (-)  28 (-6.01%) 64 (8.98%) 
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Table 2.21: Identified changes in the storey stiffness values without noise (Damage 
Scenario 1)   
 
Storey No. 1 2 3 4 
K-undamaged (N/m) 2400000 1800000 1200000 600000 
K-damaged (N/m) 2400000 1800000 1200000 420000 
Stiffness Integrity Index 1.000 1.000 1.000 0.700 
Exact Value 1 1 1 0.7 




Table 2.22: Identified changes in the storey stiffness values under 10% noise (Damage 
Scenario 1)   
 
Storey No. 1 2 3 4 
K-undamaged (N/m) 2403575 2234625 1278050 600600 
K-damaged (N/m) 2423638 2290763 1360675 418750 
Stiffness Integrity Index 1.008 1.025 1.065 0.697 
Exact Value 1 1 1 0.7 
Error (%) -0.835 -2.512 -6.465 0.397 
 
 
Table 2.23: Identified changes in the storey stiffness values without noise (Damage 
Scenario 2)  
 
Storey No. 1 2 3 4 
K-undamaged (N/m) 2400000 1800000 1200000 600000 
K-damaged (N/m) 2400000 1440000 720000 600000 
Stiffness Integrity Index 1.000 0.800 0.600 1.000 
Exact Value 1 0.8 0.6 1 
Error (%) 0.000 0.000 0.000 0.000 
 
 
Table 2.24: Identified changes in the storey stiffness values under 10% noise (Damage 
Scenario 2)  
 
Storey No. 1 2 3 4 
K-undamaged (N/m) 2319000 2062600 1155300 579100 
K-damaged (N/m) 2158900 1672100 705600 579200 
Stiffness Integrity Index 0.931 0.811 0.611 1.000 
Exact Value 1 0.8 0.6 1 
Error (%) 6.904 -1.334 -1.792 -0.017 
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                 Figure 2.1: Identified Markov Parameters observed at each output channel 
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Figure 2.2: Actual and predicted accelerations using a first-order system identified with 
p=20 
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Figure 2.3: Singular values for the Hankel matrix of the 4-storey shear building when 



























Figure 2.4: Singular values for the Hankel matrix for only the first twelve modes under 
0% noise (Replot of Figure 2.3) 
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Figure 2.5: Singular values for the Hankel matrix of the 4-storey shear building when 
there is noise (10%) in the data  
 
 
















Figure 2.6: Singular values for the Hankel matrix for only the first twelve modes under 
10% noise (Replot of Figure 2.5) 
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Figure 2.7: Relative errors in the identified values for the diagonal elements of the mass 
matrix with Method 2 
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Figure 2.8: Relative errors in the identified values for the diagonal elements of the 
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Figure 2.9: Relative errors in the identified values for the diagonal elements of the 
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Exact Identified without noise Identified with 10% noise
 
Figure 2.10: Damage quantification chart for identified damage (Damage Scenario 1) with 
and without noise using Method 2 
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Figure 2.11: Damage quantification chart for identified damage (Damage Scenario 2) with 
and without noise using Method 2 
 
 





Condensed Model Identification and Recovery Method 
for Incomplete Measurement 
 
 
3.1 General Remarks 
 In the previous chapter, the first method presented requires that either the number 
of sensors or the number of actuators be equal to the number of DOFs in the system.  
Although the second method is less restrictive, it still requires that each DOF must contain 
either an actuator or a sensor and (at least) one DOF contains a co-located sensor-actuator 
pair in order to identify mass, damping and stiffness matrices.  Both methods are therefore 
not practical in engineering application involving many DOFs.  Therefore, a new 
methodology is presented in this chapter for identification of full stiffness matrices 
without meeting such stringent requirements.  The focus is on the identification of 
stiffness matrices and damage identification based on incomplete measurement.  With the 
proposed methodology, it is possible to obtain several condensed stiffness matrices, so as 
to identify individual stiffness coefficients for the structure.  Three different model 
condensation methods, namely static condensation (SC), dynamic condensation (DC) and 
System Equivalent Reduction Expansion Process (SEREP), are employed to avoid the 
need of having a full set of sensors (complete measurement).  On the basis of model 
condensation method, all stiffness parameters in the entire system are recovered by 
extracting sufficient information with fixed sensor and non-fixed sensor approaches.  To 
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estimate individual stiffness coefficients from the condensed stiffness matrices, the 
Genetic Algorithm (GA) approach is used to accomplish the required optimization task.  
The efficiency of the proposed technique is shown by numerical examples for multi-storey 
shear buildings subjected to random forces.  The effects of I/O noise in the measurement 
signals are accounted for.  
 
3.2 Condensed Model Identification and Recovery (CMIR) Method  
 In practice, the number of sensors for measurement is often limited making the 
identification of many unknown parameters difficult, particularly when one attempts to 
identify the full system in one go.  Alternatively, a reduced or condensed system is 
identified corresponding to the number of sensors used.  This, however, does not 
necessarily give information on all unknown parameters.  As such, the objective of this 
chapter is to determine individual stiffness parameters of the full system from the 
identified condensed system.  In this respect, model condensation to reduce the structural 
stiffness matrix is involved.  
In the discretization process, it is sometimes necessary to divide a structure into a 
large number of elements.  When the elements are assembled for the entire structure, the 
number of unknowns may be prohibitively large.  Identification of large stiffness, mass 
and damping matrices becomes computationally difficult, if not impossible.  To overcome 
this, it may be necessary to condense the size of these matrices, for example by means of 
model condensation method.  In addition, full measurement is often impractical due to 
limited sensors and other practical constraints in instrumentation.  As such, a condensed 
model based on incomplete measurement can only directly identify the condensed 
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stiffness matrices.  A robust method is needed to estimate the stiffness of each DOF 
indirectly from the identified condensed stiffness matrices.  The method proposed herein 
is thus called Condensed Model Identification and Recovery (CMIR) Method.  
To illustrate the method, consider a twelve-storey shear building idealized as a 12-
DOF system.  The storey stiffness values are contained in the stiffness matrix.  If only 5 
sensors are available, it is not possible to identify the entire stiffness matrix but it is 
possible to identify a 5×5 stiffness matrix, which in fact, is a condensed matrix 
corresponding to the five measured DOFs.  In order to estimate individual stiffness 
coefficients from the condensed stiffness matrices, GA is adopted to recover stiffness of 
individual storey in a numerically efficient way. 
Implementation of the GA approach to recover the storey stiffness values from the 
reduced stiffness matrices is relatively straightforward, depending heavily on the forward 
analysis and without having to reformulate into an inverse problem.  The forward analysis 
referred to is the numerical simulation to predict the condensed eigenvalues and 
eigenvectors based on a trial set of stiffness parameters generated by the GA approach.  
The forward analysis is carried out by using the model condensation methods described as 
below which is commonly used to solve the condensed eigenvalues and eigenvectors.   
Two sets of condensed eigenvalues and eigenvectors are obtained and termed the 
identified values and analytical values.  The identified values are obtained from the 
measurements through the proposed approach discussed in previous chapters whereas the 
analytical values are estimated from the GA forward analysis.  The CMIR method is then 
used to check if the identified and analytical values match.  The GA approach is used in 
this sense to provide an optimal solution for the set of unknown parameters of the 
structural system to be identified.  
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The procedure for recovering the storey stiffness values from the condensed 
stiffness matrices is highly nonlinear and GA is found to be suitable in this study.  Genetic 
Algorithm Optimization Toolbox (GAOT), designed by Houck et al. (1995) for the 
implementation of GA within Matlab is adopted.  The software provides basic subroutines 
such as various mutation methods, crossover methods and selection methods.  Most 
importantly Matlab is used for the following reasons: it provides many built in auxiliary 
functions useful for function optimization; it is completely portable; and it is efficient for 
numerical computations especially solving a series of non-linear equations. 
 
3.3 CMIR-Static Condensation Method (CMIR-SC) 
As a first attempt, a simple and well-known method of static condensation by 
Guyan (1965) to condense the structural stiffness matrix is considered.  This method 
ignores dynamic effects completely.  It is therefore important to study the accuracy of 
parameters deduced from the condensed system assuming that static condensation is 
applicable despite ignoring the dynamic effects in the static condensation process.  To 
condense the structural stiffness matrix, it involves first defining the DOFs to be 
condensed as dependent, or secondary, DOFs, and expressing them in terms of the 
remaining independent, or primary, DOFs.  The relationship between the secondary and 
primary DOFs is found by establishing the static equilibrium relationship between them.  
This approach of identification is named CMIR-SC.  For illustration, the DOFs are re-
arranged in the system such that secondary DOFs are the first s  elements in the 
displacement vector, and the primary DOFs are the last p  elements.  Assuming that no 
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load (for simplicity of illustration) is applied at any of the secondary DOFs, the 
equilibrium equations may be written in the following partition form 





















                                          (3.1) 
where sy  is the displacement vector corresponding to the s  DOFs to be condensed and 
py  is the vector corresponding to the remaining p  independent DOFs.  Equation (3.1) can 
be re-written in two equations as follows: 
                                                      0yKyK pspsss =+                                           (3.2) 
                                                      ppppsps FyKyK =+                                                   (3.3) 
Equation (3.2) yields  
                                                              ps yTy =                                              (3.4)                        
where T  is the transformation matrix given by  
                                                            sp
1
ss KKT
−−=                                                      (3.5)                        
Substituting Eq. (3.4) into Eq. (3.3) and using Eq. (3.5) results in the condensed stiffness 
equation relating forces and displacements at the primary DOFs, that is, 
                                                               pp FyK =                                                      (3.6)                        
where K  is the condensed stiffness matrix given by  
                                                       sp
1
sspspp KKKKK
−−=                                            (3.7) 
  To recover stiffness of each storey from the identified condensed stiffness 
matrices, the objective function, in terms of the differences between the element in the 
identified condensed stiffness matrix and the analytical condensed stiffness matrix, is 
defined as follows 
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Kε                                                  (3.8) 
where ),( iiK  and ),( iiK  are the ith row and ith column of the analytical (Guyan) and 
identified condensed stiffness matrix, respectively.  The off-diagonal zero terms are not 
included in the objective function.  The problem of recovering the stiffness values is 
transformed into minimization of Eq. (3.8).  Figure 3.1 shows the flowchart for 
identification of the stiffness of each storey using the CMIR-CS method.  
 
3.4 CMIR-Dynamic Condensation Method (CMIR-DC) 
Static condensation may introduce modeling error when applied to structural 
dynamic problems, since it does not include inertia and damping forces associated with 
the secondary DOFs that are “condensed out”.  To resolve this problem, the concept of 
dynamic condensation (Paz 1984) is adopted.  
The algorithm for this method starts by assigning an approximate value (e.g. zero) 
to the first eigenvalue 21Ω , applying dynamic condensation to the dynamic matrix of the 
system MKD1
2
1Ω−= , and then solving the condensed eigenproblem to determine the 
first eigenvalues 21Ω  and estimate the other eigenvalues.  Next, dynamic condensation is 
applied to the dynamic matrix MKD2
2
2Ω−=  to condense the problem and calculate the 
second eigenvalues 22Ω  and others.  The process continues in this manner, where basically 
one virtually exact eigenvalue and an approximation of the next eigenvalue are calculated 
at each step. 
   Chapter 3    Condensed Model Identification and Recovery Method for Incomplete Measurement 
 
 71
It is proposed in this study to modify the dynamic condensation method to be non- 
iterative in combination with CMIR and is named the CMIR-DC method.  Unlike the 
CMIR-SC method, the CMIR-DC method uses the eigenvalues from the identified 
condensed stiffness and mass matrices to find the analytical condensed stiffness and mass 
matrices.  The method requires neither matrix inversion nor series expansion.  To 
demonstrate this, consider the eigenvalue problem of a discrete structural system for 
which it is desired to eliminate the secondary DOFs sy  and retain the primary DOFs py .  
In this case, the equations of motion may be written as  





































                  (3.9) 
Substitution of tiΩ= sinΦy  in Eq. (3.9) results in the generalized eigenproblem 



























ii                 (3.10) 
where 2iΩ  is the i th eigenvalue and iΦ  is the corresponding mode shape or eigenvector.  
Consequently, the i th eigenvector iΦ  can be expressed as 












Φ                                                       (3.11) 
where 
ip
Φ  is the i th eigenvector for the condensed system. 
The following two steps are executed to calculate the condensed stiffness and mass 
matrices. 
Step 1. Gauss-Jordan elimination of the secondary DOFs sΦ  is used to reduce Eq. (3.10) 
to the following form: 
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i                                         (3.12) 
 
The first equation in Eq. (3.12) can be written as  
            ps ΦTΦ i=                                                      (3.13) 
 
The i th eigenvector of the system is determined as                                                                                         
                                                   pΦTΦ ii =                                                       (3.14) 
 where 





T ii                                                         (3.15) 
Step 2. The condensed mass matrix iM  and condensed stiffness matrix iK  are calculated 
as  
                                                i
T
ii TMTM =                                                    (3.16) 
and  
                                               iiii MDK
2Ω+=                                         (3.17) 
Consider the corresponding characteristic equation  
                                                          0)( 2 =+Ω− ii ΦKM                                             (3.18) 
Rearranging Eq. (3.18) and defining the i th eigenvalue, iΛ , as the i th square of the 
frequency yields ith Rayleigh Quotient, iℜ  as, 






K Ω==Λ=ℜ                                             (3.19) 
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where *iM  is the i
th identified modal mass, and *iK  is the i
th identified modal stiffness, 
respectively, given by 




ii KM KΦΦMΦΦ == **                                    (3.20) 
On normalizing the eigenvectors with respect to the modal mass, Eq. (3.19) reduces to  
                                                           *iii K=Λ=ℜ                                                     (3.21) 
In dynamic condensation, Eq. (3.19) will be 





K=Λ=ℜ                                                      (3.22) 
where *iM  is the i
th analytical condensed modal mass, and *iK  is the i
th analytical 
condensed modal stiffness, respectively, given by  






pppp ΦKΦΦMΦ ==                          (3.23) 
Rayleigh quotients based on the identified and analytical reduced matrices to be 
used in the objective function are as follows 

























ΦKΦ =ℜ=ℜ                              (3.24) 
where 
ip
Φ  is the i th eigenvector for the condensed model and iK , iM  and K, M are the 
ith analytical condensed stiffness and mass matrices (dynamic condensation) and identified 
condensed stiffness and mass matrix, respectively.  The objective function, in terms of the 
differences between the Rayleigh quotients of the identified condensed model and the 
analytical condensed model, is as follows     







2)1(ε                                                       (3.25) 
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where iℜ  and iℜ  is the i th identified and analytical Rayleigh Quotient, respectively.  The 
problem of recovering the stiffness values is thus transformed into minimization of ε  as 
defined in Eq. (3.25).  Figure 3.2 shows the flowchart for identification of the stiffness of 
each storey using the CMIR-DC method.  
 
3.5     CMIR-System Equivalent Reduction Expansion Process 
(CMIR-SEREP)       
The third condensation method considered here makes use of the System 
Equivalent Reduction Expansion Process (SEREP) which was first proposed by 
O’Callahan et al. (1989).  It requires the full system eigenvectors corresponding to the set 
of modes of interest.  However, an approach using the eigenvectors from the condensed 
model is later proposed by Papadopoulas et al. (1996) to avoid using the full system 
eigenvectors.  The latter modification of SEREP is adopted in the CMIR, leading to the 
CMIR-SEREP method.  
The SEREP method preserves the natural frequencies and mode shapes of the 
structural model during the condensation process.  Let N be the number of DOFs and n the 
number of sensors used.  Using the condensed model, the nn×  mass and stiffness 
matrices can be obtained using the methods described in the previous chapter.  An eigen-
analysis on these condensed matrices yields the identified natural frequencies and mode 
shapes (termed the identified values), denoted as 
                                )( 221 nnn diag ΩΩ=× LΛ      ][ 1 nnn ppp φφΦ L=×                 (3.26) 
The modal matrix pΦ  in Eq. (3.26) is then expanded to include the secondary DOFs using 
                            niiiii ,,1,)()(
212 L=Ω−Ω−−= − pspspsssss φMKMKφ                 (3.27)  
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In principle, Eq. (3.27) can be used directly but the required inversion is costly.  Miller’s 
expansion can be employed to circumvent the inversion for every condensed frequency 
(Miller 1980): 
             niiii ,,1])[(
11121 L=+−Ω+−= −−−− pspssssssspssspsss φKKMKMKKKφ               (3.28) 
or the more exact Kidder expansion 
                  niiiii ,,1))((
21121 L=Ω−Ω+−= −−− pspspsssssssss φMKKMKKφ                    (3.29) 
can be employed (Kidder 1973). 
 
The expanded modal matrix can now be formed as                         


















1                          (3.30) 
where pΦ  and sΦ  denote the Nn×  and NnN ×− )(  modal submatrices corresponding to 
the primary and secondary DOF partitions of Φ , respectively.  To satisfy mass 
orthonormality, it is proposed to use the method used by Baruch (1982). That is, normalize 
Φ  by 
                                           nii
T
iii ,,1,)(
2/1 L== −Mφφφφ                                       (3.31) 
where iφ  is the i
th mode shape before normalization and given in Eq. (3.30).  The 
expanded, mass normalized modal matrix is then finally computed from 







ΦMΦΦΘ 2/1)(                                           (3.32) 
where Φ  is the modal matrix formed from the n normalized mode shapes in Eq. (3.31).   
The SEREP transformation now becomes 
   Chapter 3    Condensed Model Identification and Recovery Method for Incomplete Measurement 
 
 76







P                                                   (3.33) 
 
The stiffness and mass matrices of the condensed model refined by SEREP method are  











                                                 (3.34) 
 
Note that the eigenvalues and eigenvectors obtained from Eq. (3.34) (for simplicity, 
termed as the analytically condensed values) should theoretically be identical to Eq. 
(3.26).  Hence the procedure to obtain K and M is to assume an initial set of values for 
Ksp, Kss, Msp and Mss to be used with Eq. (3.27) to be able to compute Eq. (3.34).  The 
latter is then used to compute the eiqenvalues and eigenvectors and check whether they 
match Eq. (3.26).  
The only underlying assumption is that the shape of each condensed mode 
resembles the full system mode, which inevitably is dependent on the choice of primary 
DOF.  A number of authors have considered the selection of an appropriate primary set. 
Good results can only be obtained if there is an adequate number of well-spaced primary 
DOF. 
The eigenvalues and eigenvectors from the identified and analytical condensed 
matrices are used in the objective function.  Two different objective functions are 
investigated in this study.  The first objective function, in terms of the differences between 
the identified eigenvalues and the analytical eigenvalues, is as follows     










2)1(ε                                                   (3.35) 
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where ciΛ  and IiΛ  are the analytical and identified ith eigenvalue, respectively.  The 
eigenvalues (natural frequencies) are usually not enough for checking the accuracy of the 
condensed model (Qu et al. 2000).  Srinivasan and Kot (1992) noted that changes in mode 
shapes are a more sensitive indicator of damage than changes in natural frequencies.  
Therefore, the comparison of the mode shape or eigenvector becomes necessary.  Hence, 
the second objective function makes use of both the eigenvalues and eigenvectors.  To 
estimate the accuracy of the eigenvectors, a correlated coefficient for modal vector 
(CCFMV) value is defined as 

























=                              (3.36) 
where ciΦ  and 
I
iΦ  are the exact and the identified of the i
th eigenvector, respectively.  A 
CCFMV value close to 1 suggests that the two modes or vectors are well correlated and a 
value close to 0 indicates uncorrelated modes.  Therefore, the second objective function is 














ε                              (3.37) 
The problem of recovering the stiffness values is transformed into minimization of Eqs. 
(3.35) and (3.37).  Figure 3.3 shows the flowchart for identification of the stiffness of each 
storey using the CMIR-SEREP method.  
 
3.6 Fixed and Non-fixed Sensor Approaches 
As mentioned earlier, a condensed system is identified corresponding to the 
number of sensors used, which does not necessarily give information on all unknown 
parameters.  To this end, another contribution of this chapter is to extract sufficient 
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information for structural identification.  On the basis of the CMIR method, all stiffness 
parameters in the entire system can be recovered by extracting sufficient information 
using two different approaches, namely fixed sensor approach and non-fixed sensor 
approach.  In some cases, it is possible to shift the sensors to maximize the information 
available for structural identification.  Thus, non-fixed sensor approach is used in this 
circumstance.  If it is not possible or convenient to shift the sensors, a novel way to obtain 
more information is to apply fixed sensor approach, and to deliberately ignore some 
sensors in different locations for identification of condensed stiffness matrices.  Both the 
proposed approaches are illustrated by the following numerical examples. 
     
3.6.1 Approach 1: Incomplete Measurement with Fixed Sensors  
Let N be the number of DOFs and n the number of sensors used.  The 
computational procedure is as follows.  
 
a) Identify the reduced stiffness matrix ( nn× ) and mass matrix ( nn× ) by 
OKID/ERA with conversion from first-order model to second-order model 
based on data from n  sensors in the N -DOF system.  The n eigenvalues and 
eigenvectors can then be computed.  Apply model condensation to obtain the 
analytical condensed stiffness and mass matrix and solve the corresponding n  
eigenvalues and eigenvectors.       
b) Repeat Step (a) as many times as possible by ignoring one sensor at a time.  If 
necessary, repeat by ignoring more sensors until sufficient information is 
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obtained.  It can be shown that the number of ways to ignore sensors is mn
nC − , 
where m  is the number of sensor ignored.  
c) Solve the objective function as described in previous section.  Note that it is 
possible to obtain more information than required (i.e. N).  This over-
determined system can be solved using least square method or, in this study, by 
GA.   
 
For example, 3 sensors are used to identify 6-DOF structural system.  The first 
sensor is located at the first DOF, second sensor at the third DOF and third sensor at the 
sixth DOF.  When one of the three sensors is ignored, there are 2
3C  = 3 possible 
combinations.  In a similar way, 1
3C  = 3 combinations of the sensors can be obtained 
when any two of the three sensors are ignored. 
 
3.6.2 Approach 2: Incomplete Measurement with Non-fixed Sensors  
Assuming all n sensors available are used in each shift, the number of ways to shift 
the sensors is n
N C .   The procedure is described below. 
 
a) Identify the condensed stiffness matrix ( nn× ) and mass matrix ( nn× ) by 
OKID/ERA with conversion from first-order model to second-order model based 
on data from n  sensors in the N -DOF system.  The n eigenvalues and 
eigenvectors can then be computed.  Apply model condensation to obtain the 
analytical condensed stiffness and mass matrix and solve the corresponding n  
eigenvalues and eigenvectors.    
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b) Repeat Step (a) by shifting the n  sensors in different configurations, until 
sufficient information is obtained. 
c) Recover storey stiffness values as in Step (c) of Approach 1.      
 
Using the same previous example, if we shift the three sensors to any one of the six 
DOF, there are 3
6C  = 20 combinations.  In principle, the minimum number of sensors 
required in this approach is one.  However, this would require N sensor configurations (i.e. 
re-arranged N-1 times in addition to the original configuration).  This is not desirable in 
practice.  On the other extreme, if N sensors are used, then only one sensor configuration 
is required (i.e. no further shifting needed), but this means complete measurement which 
defeats the purpose of identification based on incomplete measurement.  There is, 
therefore, a trade-off between the number of sensors required and number of 
configurations required.   
 
3.7 Numerical Results and Discussion 
To validate the proposed damage identification approach with incomplete 
measurements, numerical simulation study is carried out to identify the stiffness and 
subsequently the location and extent of structural damage in the four storey shear building 
as described in previous chapter and also in a twelve-storey shear building.  Here, the 
mass parameters are assumed as known.  Damping is considered with 1.5% of critical 
damping ratio for both the first and second modes.  The input is a Gaussian white noise 
excitation.  The response measurements are generated by numerical simulation of the time 
response of linear time invariant models using MATLAB toolbox.  The input is a random 
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excitation whereas the response measurements are numerically simulated accelerations.  
Later, the signals are used in the identification procedure.  A single excitation applied at 
the roof is considered.  All input and output measurements are polluted by Gaussian white 
noise disturbances, and the standard deviation of the noise at each channel is adjusted such 
that it is equal to 10% of the root-mean-square of the unpolluted time history.  In this 
study, no pre-processing of the data is considered so as to present a worst-case scenario.  
The CMIR-SC, CMIR-DC and CMIR-SEREP method are used for structural identification 
with incomplete measurements.  The details of the numerical examples are summarized in 
Table 3.1. 
 
3.7.1 Four-storey Shear Building  
 
3.7.1.1    Stiffness Identification from Condensed Stiffness Matrix   
First, the undamaged case is considered here using incomplete measurements.  The 
time histories are divided into 3,000 time steps with 0.001 second interval.  Identification 
is carried out by using fixed sensor approach with 2 and 3 sensors.  It is worthwhile to 
mention that there is an alternative to the non-fixed sensor approach, i.e. Markov 
parameter of each DOF can be found separately with the assumption that the input force 
must be the same in each case.  For example, 3 sensors are used to identify 6-DOF 
structural system.  The first sensor is located at the first DOF, second sensor at the third 
DOF and third sensor with the input force at the sixth DOF.  Markov parameter of each 
DOF with sensor can be found at this stage.  For the second stage, all the three sensors are 
shifted to the second, fourth and fifth DOFs with the same input force at the sixth DOF to 
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identify Markov parameter of the second, fourth and fifth DOFs.  Therefore, Markov 
parameter of all DOFs can be found. In other words, Markov parameters can be separately 
identified for each setup and combined together via a reference DOF (sixth DOF in this 
study) with the condition that excitation force is kept the same from setup to setup.  The 
identified storey stiffness values are compared with the exact values in Tables 3.2-3.4 
using three different proposed approaches.  It should be pointed out that no attempt was 
reported in structural identification literature to recover the stiffness values from 
condensed stiffness matrices, to the best of the candidate’s knowledge. 
 
Effects of I/O noise 
In real world, measurements are inevitably contaminated by noise, such as ambient 
noise and the electrical noise of the data acquisition system, etc.  It is therefore important 
to investigate the effects of I/O noise on the identification results in order to test the 
robustness of the identification strategy.  Two different noise levels are considered: 0% 
and 10%.  It is expected that the identification results with I/O noise should be worse than 
the results using clean data, i.e. without noise.  It is seen that in Tables 3.2-3.4 the mean 
error of identified parameters is sensitive to the noise and the percentage error does show 
an increase with increasing I/O noise level.  For example using the CMIR-SEREP method, 
the mean errors are 5.5% and 6.9% for noise levels of 0% and 10%, respectively with 2 
sensors.     
 
Comparison of CMIR-SC, CMIR-DC and CMIR-SEREP 
The three CMIR methods for incomplete measurement have been discussed.  
Generally the CMIR-SC method gives worst results compared to the CMIR-DC and 
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CMIR-SEREP method.  Tables 3.2-3.4 present the identified stiffness values for the three 
proposed methods.  In the CMIR-SC method, the GA is carried out with objective 
function shown in Eq. (3.8).  The maximum error is 14.2% for the case of 3 sensors and 
18.6% for the case of 2 sensors with 10% noise data with the CMIR-SC method.  In the 
CMIR-DC method, the GA is carried out with objective function shown in Eq. (3.25).  In 
the CMIR-SEREP method, the objective functions shown in Eqs. (3.35) and (3.37) are 
used.  As a fair numerical comparison of CMIR-DC and CMIR-SEREP, the objective 
functions shown in Eq. (3.25) and Eq. (3.35) are used because both of them employ 
natural frequencies in the objective function.  However, using the CMIR-DC method with 
10% noise, the maximum errors are 11.8% and 9.6% for the cases of 2 and 3 sensors, 
respectively.  Due to the fact that the inertia forces are accounted for in the CMIR-DC 
process, the identified storey stiffness values are generally more accurate than those 
identified by the CMIR-SC method.  The maximum errors of the identified stiffness 
obtained from the CMIR-SEREP method are 8.7% for the case of 3 sensors and 7.8% for 
the case of 2 sensors with 10% noise data.  The improvement over the CMIR-DC method 
is due to the fact that the CMIR-SEREP method preserves the eigenvalues (natural 
frequencies) and eigenvectors (mode shapes) during the condensation process. 
 
Effects of number of sensors 
Table 3.3 gives the identification results with the CMIR-DC method using 
different number of sensors.  In the case where 2 sensors are used, the mean error of 
stiffness parameters is 7.6% and the maximum error is 11.8%.  In the case where 3 sensors 
are used, the identification results are improved to give mean error of 6.5% and maximum 
error 9.6%.  It can be seen that 3 sensors give generally more accurate results than 2 
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sensors as shown in Tables 3.2, 3.3 and 3.4 for the CMIR-SC, CMIR-DC and CMIR-
SEREP methods respectively.  More measurements (with good accuracy) provide better 
identification results.  The identification accuracy is sensitive to the number of sensors, 
even though the system considered is relatively small (with 4-DOFs).  
 
3.7.1.2    Damage Detection    
Damage in vertical supporting members (such as columns) can be reflected by 
reduction in storey stiffness value.  Two damage scenarios are studied: (1) single damage 
and (2) multiple damages.  Damage Scenario 1 contains 30% damage in the fourth storey 
(i.e. the remaining stiffness is 70% of the original value).  Damage Scenario 2 has two 
damage locations: 20% damage in the second storey and 40% in the third storey.  Tables 
3.5-3.6 and Figures 3.4-3.7 present the identified stiffness integrity index (as defined in 
Eq. 2.29) for Damage Scenarios 1 and 2, respectively.  The three proposed CMIR methods 
are effective in identifying the damage locations and extents.  The maximum error in the 
identified stiffness integrity index is 1.6% with the CMIR-SEREP method and 6.5% with 
the CMIR-DC method in Damage Scenario 1 under 10% I/O noise using 3 sensors.  The 
maximum error for the CMIR-SC method is the largest among the three proposed CMIR 
methods -- 7.3% and 8.6% with both 3 and 2 sensors, respectively, under 10% noise in 
Damage Scenario 1.  The results shown in Table 3.6 are encouraging with the mean 
absolute error of 3.3%, 3.0% and 1.7% for the CMIR-SC, CMIR-DC and CMIR-SEREP 
methods, respectively, with 2 sensors under 10% noise in Damage Scenario 2.   
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3.7.2 Twelve-storey Shear Building  
A larger system of 12-DOFs is now considered.  The exact mass and stiffness 
values of the system are:  
                              m1 = m2 = m3  . . . = m12 = 500,000 kg 
                             k1 = k2 . . . = k6 = 1,000,000 kN/m 
                            k7 = k8 . . . = k12 = 800,000 kN/m 
Damping is also considered with damping ratios for the first and second modes assumed 
to be both 1.5%.  The mass values are assumed known.  The aim is to identify the 12 
stiffness parameters.  Since the CMIR-SC method does not perform well in the 4-DOF 
system, only the CMIR-DC method and the CMIR-SEREP method are used in the 12-
DOF system. 
 
3.7.2.1    Determination of the First-order State Space Model    
Table 3.7 contains the identified natural frequencies and modal damping 
coefficient for the undamaged systems.  These values are calculated from the identified 
continuous time eigenvalues of the state space model.  When there is no noise in the 
measurements, the natural frequencies and damping ratio can be identified with perfect 
accuracy.  The damping ratio is more difficult to identify than natural frequency when 
there is 10% noise.  The biggest error is 4.18% for the natural frequencies and 7.01% for 
the damping ratio under 10% noise.  These results indicate that performance of 
identification is superior under no noise conditions.  Since the data length provided was 
long enough, and the noises in the output channels were Gaussian white noise type 
disturbances, the identification of the state space model with the OKID/ERA approach 
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was indeed very successful.  These findings are in agreement with those performed on the 
previous four-storey shear building example in which the OKID/ERA methodology 
reportedly produced extremely satisfactory results. 
 
3.7.2.2    Stiffness Identification from Reduced Stiffness Matrices    
The undamaged case is considered here using incomplete measurements.  
Identification procedure is carried out using the CMIR-DC method with fixed sensor and 
non-fixed sensor approaches.  Tables 3.8 and 3.9 present the identified storey stiffness 
value with the CMIR-DC method for both fixed and non-fixed sensor approaches using no 
noise and noisy data (10%) respectively whereas Table 3.10 with the CMIR-SEREP 
method for fixed sensor approach only using 10% of noisy data.  Two cases of objective 
function are investigated and the identification results are presented in Table 3.10.  Fixed 
sensor approach is presented here because it is more practical.  The identified storey 
stiffness values, which are extracted from the reduced stiffness matrices, are compared 
with the exact values.  To further evaluate the performance of the proposed methodology, 
the relative errors of the identified storey stiffness value are presented as well. 
 
Effects of I/O noise 
To reduce the effects of noise and identification leakage, Natke and Yao (1987) 
proposed that the identification procedure be repeated several times based on different 
windows of input and output time signals and the average identified value taken.  For this 
reason, the verifications of the proposed approaches are performed using five sets of input 
and output time signals.  Hence, for each of these approaches, there are five sets of 
identification results and average values are shown.  Tables 3.8 and 3.9 illustrate the 
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effects of noise for structural parameter estimation problem.  Both the I/O signals are 
polluted with 10% root-mean-square Gaussian white noise in order to simulate 
measurement noise.  The polluted signals are used in the identification procedure.  The 
maximum error for example, is 10.2% for the case of 6 sensors and 9.1% for the case of 8 
sensors with no noise data for fix sensor approach.  However, using the same approach 
with 10% noise, the maximum error is 13.4% and 11.0% for the case of 6 and 8 sensors, 
respectively.  Expectedly with increasing noise level, the leakage phenomenon becomes 
more severe and generally gives worse identification results.  
 
Comparison of Fixed Sensor Approach and Non-fixed Sensor Approach 
To illustrate the accuracy of the fixed and non-fixed sensor approaches, the 
identified results from the analysis of a same twelve-storey shear building are compared in 
Tables 3.8 and 3.9.  For the fixed sensor approach, the mean error is 10.2% for the case of 
6 sensors and 7.2% for the case of 8 sensors with 10% noise.  Compared to the fixed 
sensor approach, the non-fixed sensor approach greatly improves the accuracy in terms of 
both the mean error and maximum error of individual parameters identified.  The mean 
error for non-fixed sensor approach is smaller than that for fixed sensor approach -- 7.5% 
and 6.2% for 6 and 8 sensors, respectively, under 10% noise.  The results are satisfactory 
considering the presence of I/O noise.  This means that the non-fixed sensor approach is 
better than fixed sensor approach in general as the former contains more information.   
 
Comparison of CMIR-DC and CMIR-SEREP 
The accuracy of the stiffness obtained from the CMIR-SC method is generally 
lower than that resulted from the CMIR-DC method and the CMIR-SEREP method.  
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Hence, the CMIR-SC method is not recommended for the 12-DOF system because this 
approach introduces modeling error when applied to structural dynamic problems.  Both 
the CMIR-DC and CMIR-SEREP methods are used.  In order to compare the relative 
ability of both approaches in practical situation, the storey stiffness values were obtained 
from noisy data (10%).  The results in Tables 3.9 and 3.10 clearly indicate that all the 
stiffness values are identified with reasonably degree of accuracy for both CMIR methods.  
For numerical comparison between these two methods, the objective functions involving 
natural frequencies are used.  For the case of CMIR-SEREP approach with 6 sensors, the 
error of identified parameters ranges from -11.0% to 8.0% with mean (absolute) error 
about 7.2%.  For the same numerical parameters and noise level, both the mean error and 
maximum error for the case of CMIR-DC method are larger than those in the case with 
CMIR-SEREP method.  This is because the CMIR-SEREP method preserves the natural 
frequencies and mode shapes during the condensation process.  The mean error obtained is 
about 10.2% while the error ranges from -11.8% to 13.4%.  Nevertheless, both sets of 
results are satisfactory considering the presence of 10% I/O noise.           
  
Comparison of different objective functions in CMIR-SEREP 
Two objective functions are investigated with 6 and 8 sensors using the CMIR-
SEREP method and the identification result are presented in Table 3.10.  Considering only 
the eigenvalues in the objective function, the results with 8 sensors are acceptable with 
mean error of 7.0% and maximum error of 11.0%.  However, using eigenvalues and mode 
shapes, further improvements in the results were obtained where the mean error is 4.4% 
and maximum error is 7.8%.  This illustrates the importance of using the eigenvectors 
together with the eigenvalues in the objective function.  
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Effects of number of sensors 
The effect of the number of sensors for both the CMIR-DC and CMIR-SEREP 
methods are considered.  Tables 3.8-3.10 present the identification results obtained by 
these two different CMIR methods with different number of sensors.  In the case of 8 
sensors, the identified stiffness values obtained are much better than in the case of 6 
sensors, for both fixed sensor and non-fixed sensor approaches.  The mean error with the 
CMIR-DC method is reduced from 10.2% for 6 sensors to 7.2% for 8 sensors for the fixed 
sensor approach with 10% noise, and from 7.5% for 6 sensors to 6.2% for 8 sensors for 
the non-fixed sensor approach. The CMIR-SEREP method with 8 sensors gives 
considerably better performance than that with 6 sensors yielding mean error of 4.4% and 
maximum error of 7.0% considering eigenvalues and mode shapes. More sensors provide 
more information about the system, which gives better identification result as illustrated in 
the numerical study.    
 
3.7.2.3    Damage Detection    
Once again, damage is simulated by detecting changes in storey stiffness values.  
Two damage scenarios are studied, i.e. Damage Scenario 1 contains 30% damage in the 
fourth storey and Damage Scenario 2 has two damage locations: 20% damage in the 
second storey and 40% in the fifth storey.  Tables 3.11-3.12 and Figures 3.8-3.9 present 
the identified stiffness integrity indices for Damage Scenario 1 and 2 under 10% noise 
with the CMIR-SEREP method and fixed sensor approach using eigenvalue and 
eigenvector in objective functions.  As shown in Table 3.11, the mean and maximum 
errors in the identified stiffness integrity index are 5.5% and 8.3% for 6 sensors and 3.4% 
and 6.4% for 8 sensors, in Damage Scenario 1 under 10% I/O noise.  As expected, the 
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mean error is reduced to 3.9% for 8 sensors from 4.4% for 6 sensors in Damage Scenario 
2 as shown in Table 3.12.  The proposed approach is thus effective in identifying the 
damage locations and extents with good accuracy, considering the adverse influence of 
noise and incomplete measurement information.  It can be shown that the stiffness 
integrity indices are identified with accuracy and this should be considered as an 
alternative in locating and quantifying damage in a linear dynamic structural system.   
 
3.8 Concluding Remarks 
This chapter focuses on development of a practical numerical identification 
strategy for off-line applications to linear structures.  A new methodology for 
identification of stiffness and damage using incomplete measurements is presented. SC, 
DC and SEREP are used as model condensation methods and incorporated in OKID/ERA 
procedure as well as providing for the conversion from first-order to second-order model, 
resulting in the proposed CMIR-SC, CMIR-DC and CMIR-SEREP methods respectively 
for handling incomplete measurements.  The proposed CMIR method allows fewer 
sensors and actuators than those required in previously discussed approaches in Chapter 2.  
The main research significance is that with the proposed CMIR method, it is possible to 
utilize several reduced stiffness matrices to enable one to find the stiffness and stiffness 
integrity index of each storey.  It has been shown that the CMIR method can be used to 
recover the full set of stiffness parameters from the identified condensed stiffness matrices 
by extracting sufficient information with fixed sensor and non-fixed sensor approaches.  
Several factors of practical consideration including number of sensors, I/O noise and 
numerical comparison of different CMIR methods, objective function as well as fixed and 
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non-fixed sensor approach are studied.  The proposed approaches are effective in 
identifying the damage locations and extents with the CMIR-SC method giving the worst 
results.  This is because the CMIR-SC method introduces modeling errors when applied to 
structural dynamics problems, as inertia forces are not accounted for in the condensation 
process.  The improvement over the CMIR-DC method is due to the fact that the CMIR-
SEREP method preserves the eigenvalues and eigenvectors during the condensation 
process.  Hence, the CMIR-SEREP is recommended because it has the best performance 
among the proposed methods.  Results show that non-fixed sensor approach is more 
accurate and effective for identifying structural damages than that using fixed sensor 
approach.  The identified stiffness integrity index, in particular, is found to reveal the 
location and extent of damage in the numerical simulation study accounting for effects of 













   Chapter 3    Condensed Model Identification and Recovery Method for Incomplete Measurement 
 
 92
Table 3.1: Details of numerical examples 
 









Scenario Undamaged Case 
Damage 




Scenario 1 & 2 










% of Noise 0% & 10% 10% 0% & 10% 10% 




Eq. (3.37) Eq. (3.37) Eq. (3.35) & Eq. (3.37) 





Table 3.2: Identified storey stiffness values with CMIR-SC for four-storey shear building 
(undamaged case)  
 
Identified Stiffness in kN/m (% error in bracket) 
No noise 10% noise Storey 
Exact 
Stiffness 
(kN/m) 2 sensors 3 sensors 2 sensors 3 sensors 





























Error 9.4% 8.5% 11.7% 10.9% 
Max. Absolute 
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Table 3.3: Identified storey stiffness values with CMIR-DC for four-storey shear building 
(undamaged case) 
 
Identified Stiffness in kN/m (% error in bracket) 
No noise 10% noise Storey 
Exact 
Stiffness 
(kN/m) 2 sensors 3 sensors 2 sensors 3 sensors 




























Mean Absolute Error 5.8% 4.1% 7.6% 6.5% 




Table 3.4: Identified storey stiffness values with CMIR-SEREP for four-storey shear 
building (undamaged case)  
 
Identified Stiffness in kN/m (% error in bracket) 
No noise 10% noise Storey 
Exact 
Stiffness 
(kN/m) 2 sensors 3 sensors 2 sensors 3 sensors 




























Mean Absolute Error 5.5% 3.6% 6.9% 5.7% 
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Table 3.5: Identified stiffness integrity indices under 10% noise with the fixed sensor 
approach for four-storey shear building (Damage Scenario 1) 
 
Identified Stiffness Integrity Index (% error in bracket) 

























































Error 4.1% 3.1% 1.7% 2.8% 2.8% 1.1% 
Max. Absolute 




Table 3.6: Identified stiffness integrity indices under 10% noise with the fixed sensor 
approach for four-storey shear building (Damage Scenario 2) 
 
Identified Stiffness Integrity Index (% error in bracket) 

























































Error 3.3% 3.0% 1.7% 2.5% 2.0% 1.6% 
Max. Absolute 
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Table 3.7: Identified natural frequencies (w, rad/sec) and modal damping ratios for the 
undamaged case with and without noise for twelve-storey shear building 
 
Natural frequencies Modal damping ratio 
Identified Identified Exact 0% noise 10% noise Exact 0% noise 10% noise 
5.4774 5.4774 (0.00%) 


















0.0208        
(-0.48%) 





0.0269        
(-0.74%) 




























73.1442 73.1442 (0.00%) 
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Table 3.8: Identified storey stiffness values with CMIR-DC without noise for twelve-
storey shear building (undamaged case) 
 
Identified Stiffness  (x 106 N/m) 
Fixed Sensor Approach Non-fixed Sensor Approach 
Storey Exact 
Stiffness 
 6 sensors 8 sensors 6 sensors 8 sensors 
1 1000 1093.7 (9.4%) 1087.3 (8.7%) 1042.2 (4.2%) 1011.2 (1.1%) 
2 1000 1092.3 (9.2%) 1025.7 (2.6%) 1055.3 (5.5%) 1001.2 (0.1%) 
3 1000 969.2 (-3.1%) 963.0 (-3.7%) 1043.2 (4.3%) 998.3 (-0.2%) 
4 1000 982.4 (-1.8%) 989.3 (-1.1%) 1065.2 (6.5%) 978.3 (-2.2%) 
5 1000 1102.3 (10.2%) 989.4 (-1.1%) 1044.3 (4.4%) 966.1 (-3.4%) 
6 1000 970.5 (-3.0%) 1091.2 (9.1%) 990.2 (-1.0%) 982.1 (-1.8%) 
7 800 836.2 (4.5%) 823.1 (2.9%) 844.3 (5.5%) 838.1 (4.8%) 
8 800 820.3 (2.5%) 843.1 (5.4%) 766.2 (-4.2%) 855.1 (6.9%) 
9 800 758.0 (-5.3%) 790.1 (-1.2%) 873.2 (9.2%) 849.1 (6.1%) 
10 800 768.9 (-3.9%) 772.1 (-3.5%) 783.1 (-2.1%) 799.3 (-0.1%) 
11 800 842.7 (5.3%) 809.2 (1.2%) 842.1 (5.3%) 763.2 (-4.6%) 
12 800 830.4 (3.8%) 777.7 (-2.8%) 763.2 (-4.6%) 844.4 (5.6%) 
Mean Absolute 
Error 5.2% 3.6% 4.7% 3.1% 
Max. Absolute 
Error 10.2% 9.1% 9.2% 6.9% 
 
Table 3.9: Identified storey stiffness values with CMIR-DC under 10% noise for twelve-
storey shear building (undamaged case)  
 
Identified Stiffness  (x 106 N/m) 
Fixed Sensor Approach Non-fixed Sensor Approach 
Storey Exact 
Stiffness 
 6 sensors 8 sensors 6 sensors 8 sensors 
1 1000 1134.2 (13.4%) 1098.2 (9.8%) 1087.2 (8.7%) 1055.3 (5.5%) 
2 1000 915.2 (-8.5%) 1077.2 (7.7%) 1044.2 (4.4%) 1023.1 (2.3%) 
3 1000 923.1 (-7.7%) 945.2 (-5.5%) 917.3 (-8.3%) 922.1 (-7.8%) 
4 1000 899.1 (-10.1%) 987.3 (-1.3%) 945.1 (-5.5%) 951.9 (-4.8%) 
5 1000 1073.1 (7.3%) 911.2 (-8.9%) 967.1 (-3.3%) 1045.2 (4.5%) 
6 1000 882.1 (-11.8%) 901.2 (-9.9%) 901.9 (-9.8%) 1077.5 (7.8%) 
7 800 895.1 (11.9%) 887.2 (10.9%) 865.1 (8.1%) 845.2 (5.7%) 
8 800 888.1 (11.0%) 756.2 (-5.5%) 845.2 (5.7%) 862.9 (7.9%) 
9 800 723.1 (-9.6%) 823.8 (3.0%) 871.1 (8.9%) 772.6 (-3.4%) 
10 800 705.3 (-11.8%) 712.3 (-11.0%) 881.2 (10.2%) 733.2 (-8.3%) 
11 800 864.3 (8.0%) 789.0 (-1.4%) 722.3 (-9.7%) 860.1 (7.5%) 
12 800 891.2 (11.4%) 888.3 (11.0%) 743.2 (-7.1%) 729.1 (-8.9%) 
Mean Absolute 
Error 10.2% 7.2% 7.5% 6.2% 
Max. Absolute 
Error 13.4% 11.0% 10.2% 8.9% 
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Table 3.10: Identified storey stiffness values with CMIR-SEREP under 10% noise and 
different cases of objective function for twelve-storey shear building (undamaged case)  
 
Identified Stiffness  (x 106 N/m) 
Eigenvalue Eigenvalue and Eigenvector Storey 
Exact 
Stiffness 
 6 sensors 8 sensors 6 sensors 8 sensors 
1 1000 945.3 (-5.5%) 1088.2 (8.8%) 1022.1 (2.2%) 1012.3 (1.2%) 
2 1000 1067.1 (6.7%) 970.2 (-3.0%) 1045.2 (4.5%) 983.4 (-1.7%) 
3 1000 930.7 (-6.9%) 1023.5 (2.4%) 965.2 (-3.5%) 962.5 (-3.8%) 
4 1000 890.3 (-11.0%) 955.1 (-4.5%) 1043.2 (4.3%) 1046.3 (4.6%) 
5 1000 901.3 (-9.9%) 923.1 (-7.7%) 984.1 (-1.6%) 1062.3 (6.2%) 
6 1000 956.1 (-4.4%) 1056.1 (5.6%) 1059.4 (5.9%) 944.3 (-5.6%) 
7 800 856.1 (7.0%) 856.9 (7.1%) 845.9 (5.7%) 824.3 (3.0%) 
8 800 777.2 (-2.8%) 726.1 (-9.2%) 875.4 (9.4%) 766.2 (-4.2%) 
9 800 864.2 (8.0%) 861.2 (7.7%) 732.9 (-8.4%) 744.3 (-7.0%) 
10 800 849.2 (6.2%) 738.1 (-7.7%) 749.3 (-6.3%) 834.7 (4.3%) 
11 800 722.3 (-9.7%) 728.3 (-9.0%) 809.9 (1.2%) 862.1 (7.8%) 
12 800 734.2 (-8.2%) 888.1 (11.0%) 742.2 (-7.2%) 775.2 (-3.1%) 
Mean Absolute 
Error 7.2% 7.0% 5.0% 4.4% 
Max. Absolute 
Error 11.0% 11.0% 9.4% 7.8% 
 
 
Table 3.11: Identified stiffness integrity indices under 10% noise with CMIR-SEREP and 
fixed sensor approach (Damage Scenario 1) 
 
Identified Stiffness Integrity Index Storey Exact 6 sensors 8 sensors 
1 1.0 1.083 (8.3%) 0.996 (-0.4%) 
2 1.0 0.981 (-1.9%) 1.056 (5.6%) 
3 1.0 0.917 (-8.3%) 1.030 (3.0%) 
4 0.7 0.647 (-7.6%) 0.680 (-2.9%) 
5 1.0 1.059 (5.9%) 0.936 (-6.4%) 
6 1.0 1.062 (6.2%) 0.990 (-1.0%) 
7 1.0 1.004 (0.4%) 0.951 (-4.9%) 
8 1.0 1.056 (5.6%) 1.022 (2.2%) 
9 1.0 1.027 (2.7%) 0.941 (-5.9%) 
10 1.0 1.071 (7.1%) 1.024 (2.4%) 
11 1.0 1.063 (6.3%) 0.966 (-3.4%) 
12 1.0 0.940 (-6.0%) 1.029 (2.9%) 
Mean Absolute 
Error 5.5% 3.4% 
Max. Absolute 
Error 8.3% 6.4% 
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Table 3.12: Identified stiffness integrity indices under 10% noise with CMIR-SEREP and 
fixed sensor approach (Damage Scenario 2) 
 
Identified Stiffness Integrity Index Storey Exact 6 sensors 8 sensors 
1 1.0 1.001 (0.1%) 1.056 (5.6%) 
2 0.8 0.904 (13.0%) 0.768 (-4.0%) 
3 1.0 0.938 (-6.2%) 1.082 (8.2%) 
4 1.0 0.948 (-5.2%) 0.937 (-6.3%) 
5 0.6 0.611 (1.8%) 0.622 (3.7%) 
6 1.0 0.991 (-0.9%) 0.998 (-0.2%) 
7 1.0 1.026 (2.6%) 0.940 (-6.0%) 
8 1.0 0.941 (-5.9%) 1.013 (1.3%) 
9 1.0 1.057 (5.7%) 0.914 (-8.6%) 
10 1.0 0.988 (-1.2%) 0.994 (-0.6%) 
11 1.0 1.075 (7.5%) 1.001 (0.1%) 
12 1.0 1.028 (2.8%) 1.019 (1.9%) 
Mean Absolute 
Error 4.4% 3.9% 
Max. Absolute 
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Figure 3.4: Identified stiffness integrity indices for Damage Scenario 1 under 10% noise  


































Figure 3.5: Identified stiffness integrity indices for Damage Scenario 1 under 10% noise  













































Figure 3.6: Identified stiffness integrity indices for Damage Scenario 2 under 10% noise 


































   Figure 3.7: Identified stiffness integrity indices for Damage Scenario 2 under 10% noise  
                     (3 sensors) 
 
 
   Chapter 3    Condensed Model Identification and Recovery Method for Incomplete Measurement 
 
 104




























   Figure 3.8: Identified stiffness integrity indices for Damage Scenario 1 under 10% noise  


































   Figure 3.9: Identified stiffness integrity indices for Damage Scenario 2 under 10% noise  
















4.1 General Remarks 
The problem of structural identification becomes important, particularly in relation 
to increasing number of aging structures.  As research interest intensifies, it is noted that 
many methods proposed are suitable to small systems only, due to the ill-conditioned 
nature of inverse analysis for large systems.  In real world, analysis of engineering 
structures often requires mathematical models with large numbers of DOFs to simulate 
their behaviour.  A big challenge for structural identification is to identify large systems 
with many unknown parameters.  For such cases, it is not practical to identify the entire 
structure due to the prohibitive computational time and difficulty in numerical 
convergence.  Furthermore, instrumentation and measurement for the entire structure in 
one go is a difficult task.  In Chapter 3, the CMIR method has been proposed to estimate 
the stiffness values from the condensed stiffness matrices by making use of optimization.  
However, for large systems, substructuring is necessary to decompose the systems into 
some smaller substructures for effective identification.  An advantage is that different 
substructures of a structural system can be identified independently and, with parallel 
computing, even concurrently.  This can be described as a “divide and conquer” strategy 
(Koh et al., 2003a).  This chapter explores the possibility of performing system 




identification at substructure level, taking advantage of reduction in both the number of 
unknowns and the number of DOFs involved.  
Generally, substructural system identification can follow either of the two 
procedures.  Briefly speaking, one can either (a) first synthesize substructure data and then 
carry out system identification at the global level based on the assembled data, or (b) first 
perform system identification at the substructural level and then employ substructure 
synthesis to assemble substructure models.  Although both (a) and (b) are theoretically 
feasible, it is preferred to perform (b), mainly because substructures are easier to identify 
than the assembled and bigger structure.  Note that substructures interact with one another 
in general, and it is therefore necessary to account for the interaction forces.   
In this thesis, two substructural identification methods are formulated on the basis 
whether substructural approach is used to obtain first-order or second-order model.  For 
substructural First-Order Model Identification (sub-FOMI) method, identification at the 
substructure level will be performed by means of OKID/ERA whereas identification at the 
global level will be performed to obtain second-order model in order to evaluate the 
system’s stiffness and mass parameters.  For substructural Second-Order Model 
Identification (sub-SOMI) method, identification will be performed at the substructure 
level throughout the identification process.  
Besides assembling substructural first-order or second-order models, assembling 
substructural Markov parameters is an alternative to perform substructural identification.  
However, this approach is not presented in this chapter because identification with ERA 
and conversion from first-order model to second-order model will be performed in the 
global sense for the whole structure and this is impractical for large systems. 




4.2 Substructural First-Order Model Identification (sub-FOMI) 
First, the procedure for assembling substructure first-order model of a two-
substructure structure will be formulated.  Then, a general systematic procedure for 
assembling multi-substructure structure will be derived.  This procedure can be used to 
assemble the first-order model obtained for substructures, from the identification by 
OKID/ERA.  Subsequently, the global first-order model is used to identify the second-
order model.  This has been presented in Chapter 2.  
 
4.2.1 Two-Substructure Case 
To illustrate the sub-FOMI method for identification, a 7-DOF lump mass system 
(Fig. 4.1(a)), which is divided into substructures 1 and 2 (Fig. 4.2(b)), is considered.  At 
every interface DOF, an actuator/sensor pair is present to measure displacement, velocity, 
or acceleration.  The actuators and sensors located at the interior points need not be 
collocated.  The first-order state space model of substructures 1 and 2 can be written as  
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                            (4.2a-b) 
Vectors x1 and x2 are the state vector of the substructure 1 and 2, respectively.  The 
superscript ‘I’ denotes internal DOFs and superscript ‘J’ denotes all interface DOFs of the 




substructure.  Based on the first-order models, the respective Ac, Bc and C matrices for 
each substructure can be obtained using OKID/ERA.  
The global first-order state space model for the assembled structure be written as  




















































































































                (4.3a-b) 
where I1u  and 
I
2u  are input vector of internal DOFs of substructure 1 and 2 in the 
assembled structure respectively whereas Ju  is input vector of interface DOFs in the 
assembled structure; II 21 , yy  and 
Jy  are similarly defined.  
In order to determine the global first-order state space model from the measured 
substructure first-order model, compatibility and equilibrium at the interface must be 
imposed.  The physical motion of the two substructures at the interface must be the same 
and hence the output vectors at the interface must satisfy 
                                                            JJJ 21 yyy ==                                                       (4.4) 
Similarly, the sum of internal and external forces at the interface must be equal to zero.  
Hence, the input vectors at the interface are related by the equilibrium equation 
                                                          JJJ 21 uuu +=                                                          (4.5) 
Using Eq. (4.4) in the second rows of Eqs. (4.1b) and (4.2b), the input vectors at the 
interface can be expressed as 
                                         )()( 1111
1
11
IJIJJJJJ uDxCyDu −−= −                                          (4.6) 
                             )()( 2222
1
22
IJIJJJJJ uDxCyDu −−= −                                         (4.7) 




Substituting Eqs. (4.6) and (4.7) into Eq. (4.5) gives 









IJIJJJIJIJJJJJJJJJ x uDxCDuDCDuDDy +++++= −−−−−   (4.8) 
Finally, substituting Eqs. (4.6)-(4.8) into Eqs. (4.1) and (4.2) and noting that  
                                     IIIIIIII 22112211 ,,, uuuuyyyy ====                              (4.9a-d) 
The first-order state space model of the assembled structure is obtained.  The results are 
    JJJJJJJJ 222221221211211111 ,,, TCBAATCBATCBATCBAA cccccccccc −===−=  

























                   (4.10a-y) 


















−+= JJJJ DDT .  Note that T which contains JJ1D  and JJ2D , is required in every 
equation as shown above.  The second rows of Eqs. (4.1b) and (4.2b) show that both the 
input and output vectors of interface DOFs are necessary for obtaining JJ1D  and 
JJ
2D .  
Therefore collocated sensor/actuator pair should be placed at every interface DOF. 
 
4.2.2 Multiple-Substructure Case 
For structures that are composed of more than two substructures, a systematic 
procedure to assemble substructure first-order state space model is formulated here.  Let 
the first-order state space model for the uncoupled substructure system be described by 
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where 





























































































































































































































































































are diagonal matrices.  Similarly, let the global first-order state space model for the 
assembled structure be described by  










































                             (4.12a-b) 




The interface inputs and outputs of the substructures and the interface inputs and outputs 
of the global structure are related by a coupling matrix R  as   
                                                JJJTJ RuuyRy ==                                        (4.13a-b) 
Normally, the elements of the R matrix are ones and zeros.  By substituting the 
compatibility condition in Eq. (4.13) and the identity II uu =  into the second rows of Eq. 
(4.11b), we obtain 
                                        )~~()~( 1 IJIJJTJJJ uDxCyRDu −−= −                                     (4.14) 
Pre-multiplying the preceding equation by R and rearrangement yields 
                       ]~)~(~)~([])~([ 1111 IJIJJJJJJTJJJ uDDRxCDRuRDRy −−−− ++=               (4.15) 
Finally, substituting Eqs. (4.14), (4.15) and the identities II uu = , II yy =  into Eq. 
(4.11), we obtain a first-order state space model for the global structural system with 
coupling matrix.  The results are 
                                                   JJ CQBAAc
~~~ +=  
                             111211 )
~(~,~~~ −−=+= SRDBBDQBBB cc TJJJJIJI                          (4.16a-i) 
                              JJJJIJI CDRSCCQDCC ~)~(,~~~ 112111
−−=+=  





~)~(,)~(~,~~~ −−−−− ===+= SDDDRSDSRDDDDQDDD JIJJTJJIJJIIJII  
where 
               11111 )~()~()~()~( −−−−− −== JJJJTJJTJJ DDRSRDQRDRS  
The first-order state space model with matrices defined in Eq. (4.16) is a global 
model, which describes the dynamics of the substructures when their interface 
compatibility and equilibrium conditions are enforced.  Although this is not a minimal-
order model, it can be used directly in the conversion to second-order model without using 




any minimal realization algorithm.  It can be easily seen from Eq. (4.16) that only 
accelerations are required to compute the interface forces. In contrast, displacements and 
velocities are required in the sub-SOMI method (as will be presented in Section 4.3).  
Figure 4.2 shows the flowchart for identification of storey stiffness values based on the 
sub-FOMI method. 
 
4.3 Substructural Second-Order Model Identification (sub-SOMI) 
In the sub-FOMI method presented earlier, identification at the substructure level 
is performed using OKID/ERA whereas identification at the global level is performed to 
obtain the second-order model.  This method is feasible for identification of small 
systems.  However, it may have numerical difficulties when one needs to determine the 
second-order model from the global first-order model of a large system.  Therefore, an 
alternative methodology is presented for identification of stiffness matrices at the 
substructure level throughout the identification process and is termed substructural 
Second-Order Model Identification (sub-SOMI) method.  The important point to note here 
is that the sub-SOMI method increases the solution accuracy because the conversion from 
first-order model to second-order model is done at the substructure level.   
For the purpose of substructuring, the equations of motion for the entire structure 
can be written in partitioned form corresponding to internal (I) DOFs and interface (J) 
DOFs as follows: 







































































     (4.17) 




From the identification point of view, two variations of the sub-SOMI methods are 
possible, depending on whether the absolute response or relative response is used, as will 
be explained below.  
 
4.3.1 sub-SOMI with Absolute Response (sub-SOMI-AR) 
To illustrate the sub-SOMI-AR method, consider the earlier example as shown in 
Fig. 4.1(a).  The 7-storey shear building is decomposed into three substructures 1, 2 and 3, 
and the DOFs are numbered upwards from the bottom (Fig. 4.1(c)).  Noting that the 
substructures have no overlapping (or common) members, the substructural identification 
procedure will be referred to as the sub-SOMI-AR method without overlap.  The 
equations of motion for substructure can be written as: 




















s qLZqKZfqKqLqM &&&& −−=++                      (4.18) 
for s = 1, 2 and 3.  Each element of ZJ is either one or zero depending on whether the 
corresponding DOF is considered to account for interaction force.  If a particular interface 
DOF is used to account for interaction forces, the element is equal to one; otherwise the 
element is zero. 
 
Substructure 1 (S1) 
The first substructure S1 comprises the 6th and 7th storeys with the observed response at the 
5th storey treated as an input motion.  The equation of motion for substructure 1 can be 
written as 





































































         (4.19) 
When identifying S1, the measured displacement and velocity at the 5th DOF are used to 
form the interface force and K6 and L6 are identified first using a start-up least-squares 
approach as will be described in Section 4.4. 
 
Substructure 2 (S2) 
The second substructure S2 comprises the 3rd, 4th and 5th storeys, with the 2nd and 6th 
storeys as the interfaces.  The equations of motion for S2 can be written as: 










































































































































               (4.20) 
When identifying S2, the measured displacements and velocities at the 2nd and 6th DOFs 
are used to form the interface force.  K3 and L3 are identified first using the start-up least-
squares approach.  K6 and L6 are obtained from the identification results of S1 or 
previously obtained from the start-up least-squares approach. 
 
Substructure 3 (S3) 
The third substructure S3 comprises the 1st and 2nd storeys, with the 3rd storey as the 
interface.  The equations of motion for S3 can be written as: 






































































       (4.21) 
When identifying S3, the measured displacement and velocity at the 3rd DOF are used to 
form the interface force and K3 and L3 are obtained from the identification results of S2 or 
previously obtained from the start-up least-squares approach.  Figure 4.3 shows the 
flowchart for identification of storey stiffness values based on the sub-SOMI-AR method. 
 
4.3.2 sub-SOMI with Relative Response (sub-SOMI-RR) 
In the sub-SOMI-AR method, velocities and displacements at some or all interface 
DOFs are required as evident in the RHS of Eqs. (4.19)-(4.21).  In structural dynamics 
applications, however, accelerations are often the directly measured response by means of 
accelerometers.  Though displacements and velocities can be obtained by numerical 
integration of the accelerations measured, numerical error would be introduced inevitably.   
To resolve this problem and to use fewer displacement and velocity measurements (for 
practical convenience), the sub-SOMI-RR method is developed here.  The equations of 
motion for substructure s can be extracted and written as: 























***** qKZqLZq1MfqKqLqM −−−=++ &&&&&&             (4.22) 
Note that the response is defined in terms of the relative response where *q  is the 
displacement relative to qJ and T]1111[ L=1 .  As mentioned in the previous section, 
the elements of ZJ are ones if the particular DOF is associated with the interaction force 




and zeros otherwise.  To illustrate the sub-SOMI-RR method, the earlier example of 7-
DOF lump mass system is considered (Fig. 4.1). 
 
Substructure 1 (S1) 
The first substructure S1 comprises the 6th and 7th storeys with the observed response at the 
5th storey treated as an input motion.  The equation of motion for S1 can be formulated by 
assuming that the substructure behaves as a structure subjected to support excitation ( 5q&& ) 
as follows: 




















































































            (4.23) 
Note that Eq. (4.19) is not adopted here, because the RHS of the equation, which is the 
input function, consists of unknown parameters (stiffness and damping).  The sub-SOMI-
RR method is formulated such that only accelerations (as opposed to displacements or 
velocities) at the interface DOFs are required to compute the interface forces at S1. 
 
Substructure 2 (S2) 
The equations of motion for S2 using relative response with respect to the lower end 
measurement ( 2q&& ) are 


























































































































































































         (4.24) 
K6 and L6 and the corresponding displacement and velocity are obtained from the 
identification results of S1. 
 
Substructure 3 (S3) 
For S3, the equation of motion with respect to the lower end (ground) measurement is 
exactly the same as the sub-SOMI-AR method if the ground motion is zero.  Figure 4.4 
shows the flowchart for identification of storey stiffness values based on the sub-SOMI-
RR method.  
From identification point of view, there are two versions of substructural 
identification depending on whether overlap is allowed between adjacent substructures 
(Koh et al. 1991 and 2003a).  Compared to the substructural identification with overlap, 
the substructural identification without overlap generally requires more response 
measurements.  Nevertheless, any identification error of overlap members is carried 
forwarded to subsequent substructures.  This is known as the error propagation problem 
(Koh et al. 1991).  Moreover, the substructural identification without overlap achieves 
convergence of parameters at a faster rate and in a shorter time.  In the previous section, 




substructural identification without overlap is used to illustrate the formulation for the 
sub-SOMI method.  For the sub-SOMI method with overlap, neighbouring substructures 
are allowed to have overlap members.  Once identified in a substructure, the overlap 
members can be taken as known or unknown in the subsequent substructure.  The 
identification procedure is similar to that for the sub-SOMI method without overlap.  
 
4.4 Start-up Least-Squares Method  
In contrast to the sub-SOMI-RR method which is a self-start approach, the sub-
SOMI-AR method needs a start-up approach and the least-squares method is used.  For 
identification of lower end stiffness interface in each substructure for the sub-SOMI-AR 
method, the least-squares method is employed.  In addition, the least-squares method is 
used in damage detection with either the sub-SOMI-AR or sub-SOMI-RR methods, where 
one particular portion of structure, which is suspected to have damage, is identified.  The 
same earlier example of 7-DOF lumped mass system (Fig. 4.1(c)) is considered to 
illustrate the least-squares method as start up.  In sub-SOMI-AR method, K6 and L6 in S1 
as well as K3 and L3 in S2 or S3 are identified first using the start-up least-squares method.  
The identified stiffness and damping values with the measured displacement and velocity 
of that DOF are used to form the interface force in order to identify storey stiffness values 
of the substructure.  Assuming M is a known mass matrix, Eq. (2.1a) can be rewritten as 













                                   (4.25) 
Since only one stiffness and one damping at the ith interface DOF are needed, Eq. (4.25) 
can be expressed as 












































++                    (4.26)     
Suppose the response of the structure is measured for a duration of tl ∆⋅  at (i-1)th,  ith and 
(i+1)th DOF, where l is the number of sample points and t∆  is the constant time 
increment.  Then for a known value of l, Eq. (4.26) can be rewritten as  
                                                            11 ××× = lLLl FQJ                                                 (4.27) 
where J is an l x L matrix composed of the system response vectors of velocity and 
displacement and L is the total number of unknown parameters.  Matrix J in Eq. (4.27) can 
be expressed as Tlo ttt )](,),(),([ 1 JJJJ L=  where )(,),(),( 1 lo ttt JJJ L  are the response 
quantities at time ,,,, 10 lttt L  respectively; Q is a L x 1 vector composed of the unknown 
system parameters, namely damping and stiffness, that need to be expressed at the element 
level; and F(t) is an l x 1 vector of input excitation and inertia forces at any time it  for all 
ith DOF.  Similarly, matrix F can be expressed as Tlo ttt )](,),(),([ 1 FFFF L= .  The 
unknown system parameters approximately satisfy += FJQ  where +J  is the pseudo-
inverse of the matrix J.  
 
Identification of K6 and L6 in S1  
The parameters K6 and L6 are to be identified.  Since the response quantities in terms of 
acceleration, velocity, and displacement are recorded at the 5th, 6th and 7th DOFs, the 
equation of motion at the 6th DOF can be expressed as   



































                          (4.28) 
 
Identification of K3 and L3 in S2  
Since the response quantities are available at the 2nd, 3rd and 4th DOFs, the system 
parameter matrix can be evaluated, i.e., damping 3L  and stiffness 3K .  The equation of 
motion at the 3rd DOF can be shown to be  






























                         (4.29) 
If there is no actuator at the 3rd and 6th DOF, there will be a column of zeros, i.e., 
Tf ]0,,0,0[3 L=  and Tf ]0,,0,0[6 L= .  The identification process is the same by 
assuming the input exciting forces to be zero at all time points.   
 
4.5 Numerical Results 
Two shear buildings are studied to test the performance of the two proposed 
substructural identification methods, that is sub-FOMI and sub-SOMI, without and with 
noise.  First, a 12-DOF system is considered.  This is followed by investigation of a fairly 
large system of 50 DOFs.  Random forces are used as input force in these two systems and 
are assumed as known.  The task is to identify the stiffness matrix of the structural system.  
Changes in the stiffness values are considered in damage detection.  




4.5.1 Identification of 12-DOF System 
Verification of sub-FOMI method   
Two excitation forces act on the 3rd and 7th DOFs.  Acceleration response 
“measurements” are assumed to be available at all DOFs.  The structure is divided into 
three substructures: 1S = [7-12], i.e. 7
th to12th DOFs inclusive, and 2S = [3-8] and 3S = [1-
4] as shown in Fig. 4.5.  Noting that the substructures have overlapping (or common) 
members, the substructural identification procedure will be referred to as the sub-FOMI 
method with overlap.  Once identified in a substructure, the overlap members may be 
assumed known or unknown in the subsequent substructure.  In this study, the identified 
overlap stiffness value is assumed unknown and the average of the identified value from 
the two substructures is computed.      
 
Verification of sub-SOMI method   
The structure is divided into the same three substructures as above.  Two excitation 
forces act on the 3rd and 7th DOFs.  Response measurements of accelerations are assumed 
to be available at all DOFs, whereas displacements and velocities are available at the 2nd, 
3rd, 4th, 5th, 6th, 7th, 8th and 9th DOFs for the sub-SOMI-AR method and 5th and 9th DOFs 
for the sub-SOMI-RR method.  The substructuring for each structural identification 
method is listed below. 
For the sub-SOMI-AR method with overlap, the structure is divided into three 
substructures: 1S = [7-12], i.e. 7
th to12th DOFs inclusive, with full accelerations and three 
displacements and velocities at the 6th, 7th and 8th DOF, and 2S = [3-8] with full 
accelerations and four displacements and velocities at the 2nd, 3rd, 4th and 9th DOFs, and 




3S = [1-4] with full accelerations and only one displacement and velocity at the 5
th DOFs, 
as shown in Fig. 4.5.  To illustrate the sub-SOMI-AR method, the substructures are 
identified as follows. 
1. When identifying S1, the measured displacement and velocity at the 6th DOF are 
used to form the interface force, and K7 and L7 are identified first using the start-up 
least-squares method.  
2. When identifying S2, the measured displacements and velocities at the 2nd and 9th 
DOFs are used to form the interface force.  K3 and L3 are identified first using the 
start-up least-squares approach and K9 and L9 are obtained either from the 
identification results of S1 or from the start-up least-squares approach.  
3. Finally when identifying 3S , the measured displacement and velocity at the 5
th 
DOF are treated as input, and K5 and L5 are obtained either from the identification 
results of S2 or from the start-up least-squares approach.  
However, for the sub-SOMI-RR method with overlap, fewer damping and elastic 
forces are used to form the interface force.  Theoretically, two variations of the sub-
SOMI-RR method can be derived, depending on whether the relative response is defined 
with respect to the upper or lower end measurement.  The sub-SOMI-RR method with 
respect to the lower end measurement is more practical than that with respect to the upper 
end measurement because the stiffness and damping coefficients needed for the interface 
force are available in the previous substructure rather than from the start-up least-squares 
method.  To illustrate the sub-SOMI-RR method, the substructures are identified as 
follows. 




1. The first substructure is S1 = [7-12], for which no damping forces and elastic forces 
are used to form the interface force.  Accordingly, only accelerations (as opposed 
to displacements or velocities) at interface DOFs are required to compute the 
interface forces at S1.  
2. The second substructure is S2 = [3-8], for which one displacement and velocity is 
needed when identifying the substructure 2S  that is at the 2
nd DOF for the sub-
SOMI-RR method with respect to the upper end measurement, or at the 9th DOF 
for the sub-SOMI-RR method with respect to the lower end measurement.  In this 
study, the displacements and velocities at the 9th DOF are treated as input.  The 
identified value of K9 from S1 will then be treated as known in the subsequent 
substructure, which is S2.  
3. The third substructure is S3 = [1-4], for which the displacement and velocity at the 
5th DOF are used to form the interface force.  K5 is identified in S2 and taken as 
known in S3. Similar to substructure 2S , the sub-SOMI-RR method with respect to 
the lower end measurement approach is more practical, and hence the 
identification method is exactly the same with the sub-SOMI-AR method.  
   
4.5.1.1  Effects of I/O noise 
First, the undamaged stiffness identification results are presented.  For the noise 
free case, the sub-FOMI and sub-SOMI methods yield exact results for the global system.  
Therefore, the results of noise-free system identification are not shown here.  The effects 
of I/O noise are studied here for the substructural methods.  Two levels of input/output 
noise considered are: 5% and 10% respectively.  In the sub-FOMI method, the three 




identified substructural first order models from S1, S2 and S3 are assembled by using Eq. 
(4.16).  Then, the identified global first-order model can be used directly in the conversion 
from first-order model to second-order model without any minimal realization algorithm 
in order to evaluate the storey stiffness values.  
The stiffness identification results with the whole structural identification, sub-
FOMI, sub-SOMI-RR and sub-SOMI-AR methods under the influence of 5% and 10% 
I/O noise are presented in Tables 4.1 and 4.2 respectively.  It is seen that the system is 
identified with high accuracy for both proposed sub-FOMI and sub-SOMI methods.  The 
mean and maximum absolute errors of identified parameters are 4.88% and 7.13% 
respectively, for the sub-FOMI method.  The mean error and maximum absolute errors of 
identification results for the sub-SOMI-AR and sub-SOMI-RR methods are almost the 
same for the case of 5% I/O noise level.  They are 5.74% and 9.00% for the sub-SOMI-
RR method with overlap.  The corresponding error values are 5.70% and 8.75% for the 
sub-SOMI-AR method.  As expected, the identification errors increase with the noise 
level.  Nevertheless, the identification results as shown in Table 4.2 are reasonably good 
for a considerably high level of 10% noise. 
 
4.5.1.2  Comparison of Different Approaches 
The stiffness identification results are compared in Tables 4.1 and 4.2 in terms of 
the mean error and maximum absolute error.  Generally the whole structural identification 
gives the worst results compared to both the sub-FOMI and sub-SOMI methods.  The 
mean error of the identification results under 5% noise for the whole structural 
identification is approximately 7.88%, but reduces to 4.88% and 5.74% for the sub-FOMI 




and sub-SOMI-RR methods, respectively.  Correspondingly the maximum absolute error 
reduces from approximately 9.75% to 7.13% and 9.00%.  The improvement is more 
significant for the next example of a larger 50-DOF system.  The identification results of 
the sub-FOMI method are generally similar to the results of the sub-SOMI method.  The 
mean error and maximum absolute error are 6.98% and 6.40% as well as 9.63% and 
9.00%, respectively for the sub-FOMI and sub-SOMI-AR methods under 10% noise.  The 
mean and maximum absolute errors of identified parameters are 6.35% and 9.13% 
respectively, for the sub-SOMI-RR method under 10% noise.  The results are reasonably 
good considering the presence of I/O noise.  
It is found that to include substructure coupling correctly in the sub-FOMI method, 
the requirement is that actuators and sensors are collocated at all interface DOFs.  In the 
sub-SOMI method, the requirement is that velocities and displacements are needed at 
some of the interface DOFs.  Therefore, only accelerations are required in the former 
approach, whereas velocities and displacements are required in the latter approach.  
The mean and maximum absolute error of identification results for the sub-SOMI-
AR and sub-SOMI-RR methods are almost the same for I/O noise level of 10%.  The sub-
SOMI-RR method is more practical because no stiffness parameter is needs to be 
identified from the start-up least-squares approach as well as fewer damping and elastic 
forces are needed as input at the interface.  Nevertheless, unlike the sub-SOMI-RR method 
which can only work when mass is available (Eqs. 4.23-4.24), the sub-SOMI-AR method 
has the capability of identifying damage when the mass is not known (Eqs. 4.19-4.21).  
This comparison also shows that the sub-FOMI, sub-SOMI-AR and sub-SOMI-RR 
methods give better agreements with the exact time history than the whole structural 




identification does.  The results confirm that the identification accuracy can be improved 
by working in a substructure approach.  Figures 4.6-4.8 show that the estimated time 
histories of acceleration at the 1st DOF of the identified structure using various methods in 
comparison with the exact time history under 10% noise.  It is evident that the system has 
been accurately identified by the proposed sub-FOMI and sub-SOMI methods. 
The improvement in identification accuracy also comes with considerable saving 
in computational time mainly due to smaller systems involved.  The computational speed 
is measured in terms of Central Processing Unit (CPU) time on a 450-MHz Pentium-III 
personal computer.  The two main components of computational time arise from solving 
the observer Markov Parameter ( += yVY ) in OKID and solving the singular value 
decomposition in ERA.  The first component increases with the value p in Eq. (2.7) and 
the second component increases with the size of the Hankel matrix.  The dimension of 
Hankel matrix in the whole structural identification and substructural identification have 
been chosen equal to 1000×1200 and 400×600 respectively (Eq. 2.11), while p has been 
chosen equal to 70 in all cases (Eq. 2.7).  On the same personal computer, the saving in 
computational time is 26% for the sub-FOMI method, 30% for the sub-SOMI-RR method 
and 24% for the sub-SOMI-AR method (include start-up least-squares approach) as 
compared to whole structural identification (refer to Tables 4.1-4.2).  The proposed 
substructural approaches have the advantages of solving the time problem by reducing the 
unknown parameters in the identification.  The computational time for the sub-FOMI 
method is generally higher than the sub-SOMI method due to the computational time of 
assembling substructure first-order state space model.  The pros and cons of the sub-
FOMI, sub-SOMI-RR and sub-SOMI-AR methods are summarized in Table 4.3.   




4.5.1.3  Effect of number of substructures 
The structure can be “substructured” in different ways, e.g., into different number 
of substructures and at different interface levels.  Theoretically, the more substructures are 
used (and hence fewer unknowns to be identified in each substructure), the better 
identification results can be achieved.  The sub-SOMI method generally contains error 
propagation problem from one substructure to another.  This is because the identified 
interface stiffness and damping from the previous substructure are used to form the 
interface force at the subsequent substructure.  In reality, since the identified results are 
generally not exact, having more substructures with sub-SOMI method with overlap 
would worsen the error propagation problem.  To illustrate this point, the structure is 
substructured in two different ways as follows. 
Case A: Two substructures. 1S  = [6-12] and 2S  = [1-7].  
Case B: Four substructures. 1S  = [8-12], 2S = [5-9], 3S  = [3-6] and 4S = [1-4].  
The unknown parameter in each substructure is clearly reduced in Case B 
compared to Case A.  However, note that error propagation takes place three times, i.e. 
from 1S  to 2S , then to 3S , and finally to 4S .  In this section, the sub-SOMI-RR method is 
performed to study the effect of number of substructures.   
The identification results are presented in Table 4.4.  The identification results 
obtained by the whole structural identification under 10% noise are not satisfactory; the 
mean error is 8.80% and maximum absolute error is 9.88% as shown in Table 4.2.  Using 
two substructures, the results are improved by the sub-SOMI-RR method with mean error 
of 7.50% and maximum absolute error of 9.63%.  Using four substructures, the sub-
SOMI-RR method further improves the results slightly to give mean error of 6.28% and 




maximum absolute error of 8.88%.  The results confirm that the identification accuracy 
can be improved by using the sub-SOMI-RR method.     
 The computational times of the sub-SOMI-RR method with two substructures and 
four substructures are shown in Table 4.4.  The comparison can be evaluated by choosing 
the dimension of Hankel matrix equal to 400×600 and p equal to 70 in both cases.  In this 
case of 12-DOF system, the sub-SOMI-RR method with four substructures takes the 
longer computational time (about 35% more) than those with two substructures mainly 
because the number of identified substructures is larger.  
  
4.5.1.4  Damage Detection 
Damage is simulated by reducing the storey stiffness value.  Two damage 
scenarios are studied: (1) with single damage and (2) with multiple damages.  Damage 
Scenario 1 contains 30% damage in the fourth storey (i.e. the remaining stiffness is 70% 
of the original value).  Damage Scenario 2 has two damage locations: 20% damage in the 
second storey and 40% in the fifth storey.  Tables 4.5-4.6 and Figures 4.9-4.10 present the 
identified stiffness integrity index for Damage Scenario 1 and Damage Scenario 2 under 
10% noise with whole structural identification, sub-FOMI and sub-SOMI-AR and sub-
SOMI-RR methods.  All the proposed approaches are effective in identifying the damage 
locations and extents.  
As shown in Table 4.5, the mean and maximum absolute error in the identified 
stiffness integrity index is 3.03% and 4.60% for the sub-FOMI method, 3.26% and 5.50% 
for the sub-SOMI-RR as well as 3.32% and 5.10% for the sub-SOMI-AR methods in 
Damage Scenario 1 under 10% I/O noise.  The corresponding mean and maximum error 




values are 3.34% and 5.70% respectively for the whole structural identification method.  
The maximum absolute error in Damage Scenario 2 is larger, 8.40%, 7.62%, 6.87% and 
7.90% for the whole structural identification, sub-FOMI, sub-SOMI-RR and sub-SOMI-
AR methods respectively, under 10% noise as shown in Table 4.6.  The mean errors are 
generally satisfactory and the corresponding values are 3.87%, 3.79%, 3.74% and 3.73% 
respectively for Damage Scenario 2 under 10% noise.  It is evident that the proposed 
substructure methods give better results than the whole structural identification method 
does.  Identification of small structure like 12-DOF system with the sub-FOMI method is 
quite attractive.  However, it may have numerical difficulties when one needs to determine 
the second-order model from the global first-order model of large system.  This is due to 
the need of solving large matrices, which reduces the solution accuracy and increases the 
computational effort.         
 
4.5.2 Identification of 50-DOF System 
 Based on the above comparison studies, both the proposed sub-FOMI and sub-
SOMI methods have their own advantages and therefore will be further illustrated in the 
identification of a 50-DOF system.  In the sub-SOMI method, two variations of 
substructural identification methods depending on whether relative or absolute response is 
used are compared by identification of the 12-DOF system.  As mentioned in the earlier 
section, it is easier to measure acceleration than velocity and displacement for practical 
reasons.  Therefore, the sub-SOMI-RR method is deemed more practical than sub-SOMI-
AR method to identify the system.  This method is thus used here to identify a much larger 
system, specifically a 50-DOF system, for comparing the identification results of whole 




structural and sub-FOMI methods.  This example is also used to study the effect of 
structural damping in a large system to the proposed methods.  Thus, the study includes 
two different cases: first the undamped system and then the damped system. 
 
4.5.2.1    Identification of Undamped System   
 First, an undamped system is assumed.  The proposed methods should be checked 
to see if either could produce good results for the large undamped system.  Comparison of 
the identification results of the undamped 50-DOF system in the presence of 5% I/O noise 
using whole structural identification, sub-FOMI and sub-SOMI-RR methods are 
presented.  For these three identification methods, full accelerations are assumed 
available.  However, identification with the sub-SOMI-RR method requires interface 
displacements and velocities to account for the interaction forces.  The time histories of 
excitation and (numerically simulated) responses are artificially contaminated in the same 
way mentioned in the earlier chapters.  For the whole structural identification, all 
unknown parameters are identified at the same time with complete measurement and it is 
not practical due to the enormous computation time, difficulty in numerical convergence 
and limited number of instrumentation.  In the substructural identification methods 
considered, the whole structure is identified in five substructures, i.e. 1S  = [1-10], 2S = [9-
20], 3S  = [19-30], 4S = [29-40] and 5S  = [39-50].  Five random forces act on the 
structure, i.e. at the 10th, 20th, 30th, 40th and 50th DOFs.  It should be noted that each 
substructure should have at least one excitation within it, as the proposed identification 
approach requires a collocated sensor and actuator pair in each substructure.  




The identification results are shown in Table 4.7 and Figure 4.11.  Both sub-FOMI 
and sub-SOMI-RR methods are compared with the whole structural identification method.  
In the presence of 5% I/O noise, the mean error is 13.03% and the maximum absolute 
error is 19.67% for the sub-FOMI method.  The corresponding mean and maximum 
absolute errors are 9.85% and 14.33% respectively based on the sub-SOMI-RR methods.  
Both the mean absolute error and maximum absolute error are increased significantly to 
18.05% and 46.89% respectively for the whole structural identification method.  It can be 
seen that substructuring helps to improve the overall accuracy of the identified parameters 
with the sub-SOMI-RR method gives much better results then the sub-FOMI method. 
 The dimension of Hankel matrix in the whole structural identification and 
substructural identification have been chosen equal to 1500×2000 and 1000×1200 
respectively (Eq. 2.11), while p has been chosen as equal to 100 in all cases (Eq. 2.7).  The 
computational times are 200 minutes for the sub-FOMI method and 210 minutes for the 
sub-SOMI-RR method, for each set of results.  The whole structural identification takes 
more time than each substructure due to the smaller size of the Hankel matrix.  However, 
the computational time for each proposed substructural approach with five substructures is 
comparable to that of the whole structural identification (190 minutes) for the 50-DOF 
system, but the clear advantage is that the results improve significantly in terms of 
estimating the stiffness values well.  The increased dimension of the Hankel matrix for 
whole structural identification causes memory problems which prevents the use of 
dimension larger than 1500×2000.    
 
 




4.5.2.2    Identification of Damped System   
 It is important to study the effects of including damping on identification result.  
The identification results of the undamped large system agree with the actual values 
reasonably well.  The proposed methods should be evaluated again to determine if they 
produce similarly good results for the large damped system.  Thus, the system is 
considered to be damped with 1.5% critical damping for the first two modes.  The 
excitation forces and the number of measured acceleration are the same as those in the 
above case.  
The identification results are presented in Table 4.8 and Figure 4.12.  The mean 
error is 13.94% and the maximum absolute error is 21.0% for the sub-FOMI method.  
With the sub-SOMI-RR method, these errors drop to only 10.98% and 18.27%, 
respectively.  The important point to note here is that the identification with the sub-
SOMI-RR method can avoid numerical difficulties because the conversion from first-
order model to second-order model is done at the substructure level.  In contrast, 
identification with the sub-FOMI method requires accelerations only whereas the sub-
SOMI-RR method needs to have velocities as well as displacements to compute the 
interface forces.  Table 4.8 and Figure 4.12 show that there is an increase in average 
absolute error and maximum absolute error with about 23.50% and 53.11% respectively 
for the whole structural identification method.     
In order to study the effect of structural damping in a large system on the proposed 
methods, the dimension of the Hankel matrix and the value of p have been chosen as equal 
to the previous study on undamped structure.  It is shown in Table 4.8 that the proposed 
methods give the same computational effort as the previous study.  It can be seen that the 




proposed approaches are effective in identifying the storey stiffness values for both the 
undamped and damped structures.     
 
4.5.2.3  Damage Detection  
Another advantage of the proposed sub-SOMI method is that different portions 
(substructures) of a structural system can be identified independently.  For verification 
purpose, the numerical simulation study is only carried out to identify one particular 
portion which is suspected to have damage.  In this section, damage is assumed to take 
place at the 28th and 30th DOFs with stiffness integrity index of 0.85 and 0.75 (i.e. 15% 
and 25% damage), respectively.  Therefore a substructure, which includes 25th to 30th 
DOFs, is identified independently using the sub-SOMI-RR method.  As mentioned before, 
in the sub-SOMI-RR method, there is no need to use the start-up least-squares approach to 
identify the stiffness and damping which are used to form the interface force.  However, 
the start-up least-squares approach is performed here to identify stiffness and damping at 
the 31st DOF because the substructure is identified independently.   
First, the undamaged case are analysed and then repeated with damaged case.  The 
actual and identified stiffness for the undamaged case, and the stiffness integrity index and 
the associated estimation error are presented in Table 4.9 and Figure 4.13.  For the noise-
free case, the maximum error is only 6.78% in the stiffness estimation and 5.50% in the 
stiffness integrity index estimation.  The corresponding mean absolute error values are 
4.37% and 3.30% respectively.  For the 5% noise case, the results are less accurate but 
they are still reasonable with mean and maximum absolute error of 7.20% and 9.22% in 




the stiffness identification as well as 5.00% and 8.30% respectively in the damage 
detection.   
The damage assessment results shown by the stiffness integrity index give very 
clear indication of damage location and damage extent.  Quantification of damage extent 
is satisfactory and leakage to non-damaged is small and acceptable.  According to the 
previous studies, it can be realized that the proposed sub-SOMI-RR method gives much 
better results than the whole structural identification method does.  The advantage of the 
sub-SOMI-RR method is more obvious when it is applied in a part of a large structure as 
illustrated in this study.  The main advantage of using substructural method in 
identification of a specific portion in a large system is reduction of computational time.  
The dimension of Hankel matrix and the value of p have been chosen as in the example of 
12-DOF system which are equal to 400×600 and 70 respectively.  Thus, the total 
computational time for stiffness identification of a specific portion in this study is only 15 
minutes (Table 4.9) which is much shorter than identification of the whole structure as 
shown in Tables 4.7 and 4.8.      
 
4.6 Concluding Remarks 
The divide-and-conquer strategy of performing system identification at the 
substructure level in first-order model and second-order model has been investigated in 
this chapter.  Sub-FOMI and sub-SOMI methods are developed for improving the 
identification results over whole structural identification.  The basis for the two proposed 
methods is the reduction in number of unknowns and hence identification is made easier 
and faster in smaller substructures since the size of matrices involved is reduced.  It is 




found that coupling of substructures can be accomplished by accounting for the interaction 
forces at the interface.  Therefore, to produce accurate representation of substructure 
coupling in the sub-FOMI method, the requirement is to have collocated actuators and 
sensors at all the interface DOFs, whereas in the sub-SOMI method the requirement is that 
velocities and displacements are needed at some (but not all) of the interface DOFs.  
Therefore, only accelerations are required in the former approach, whereas velocities and 
displacements are required in the latter approach.  Two variations of the sub-SOMI 
method are presented depending on whether the absolute or relative response is used.  The 
sub-SOMI-RR method is more practical because no stiffness parameter needs to be 
identified first by another method (hence a self-start method).  Furthermore, fewer 
damping and elastic forces are needed as input at the interface.  Unlike the sub-SOMI-RR 
method which can only work when mass is available, the sub-SOMI-AR method has the 
capability of identifying damage even when the mass is not known.  Identification by the 
sub-SOMI method is preferred when dealing with large structures in order to avoid 
numerical difficulties in converting from first-order model to second-order model.  From 
the numerical studies presented in this chapter, it is clearly shown that the sub-FOMI and 
sub-SOMI methods have better performance compared to the whole structural 










Table 4.1: Identified storey stiffness values for undamaged case under 5% noise  
 




 Whole sub-FOMI sub-SOMI-RR sub-SOMI-AR
1 1000 1056 (5.60%) 1049 (4.90%) 1053 (5.30%) 1051 (5.10%) 
2 1000 1078 (7.80%) 1042 (4.20%) 950 (-5.00%) 948 (-5.20%) 
3 1000 1093 (9.30%) 965 (-3.50%) 962 (-3.80%) 965 (-3.50%) 
4 1000 923 (-7.70%) 1044 (4.40%) 1049 (4.90%) 1048 (4.80%) 
5 1000 940 (-6.00%) 1022 (2.20%) 948 (-5.20%) 930 (-7.00%) 
6 1000 910 (-9.00%) 955 (-4.50%) 952 (-4.80%) 965 (-3.50%) 
7 800 878 (9.75%) 853 (6.63%) 848 (6.00%) 844 (5.50%) 
8 800 734 (-8.25%) 849 (6.13%) 872 (9.00%) 851 (6.38%) 
9 800 852 (6.50%) 857 (7.13%) 847 (5.88%) 840 (5.00%) 
10 800 750 (-6.25%) 749 (-6.38%) 748 (-6.50%) 752 (-6.00%) 
11 800 870 (8.75%) 746 (-6.75%) 762 (-4.75%) 739 (-7.63%) 
12 800 877 (9.63%) 785 (-1.88%) 862 (7.75%) 870 (8.75%) 
Mean Absolute Error 7.88% 4.88% 5.74% 5.70% 
Max. Absolute Error 9.75% 7.13% 9.00% 8.75% 




Table 4.2: Identified storey stiffness values for undamaged case under 10% noise  
 




 Whole sub-FOMI sub-SOMI-RR sub-SOMI-AR
1 1000 1092 (9.20%) 1067 (6.70%) 1060 (6.00%) 1058 (5.80%) 
2 1000 1053 (5.30%) 1083 (8.30%) 954 (-4.60%) 956 (-4.40%) 
3 1000 922 (-7.80%) 953 (-4.70%) 952 (-4.80%) 955 (-4.50%) 
4 1000 1081 (8.10%) 1055 (5.50%) 939 (-6.10%) 937 (-6.30%) 
5 1000 1092 (9.20%) 959 (-4.10%) 1077 (7.70%) 921 (-7.90%) 
6 1000 1094 (9.40%) 939 (-6.10%) 956 (-4.40%) 961 (-3.90%) 
7 800 871 (8.88%) 843 (5.38%) 873 (9.13%) 872 (9.00%) 
8 800 872 (9.00%) 850 (6.25%) 855 (6.88%) 735 (-8.13%) 
9 800 721 (-9.88%) 732 (-8.50%) 734 (-8.25%) 862 (7.75%) 
10 800 872 (9.00%) 877 (9.63%) 841 (5.13%) 842 (5.25%) 
11 800 721 (-9.88%) 722 (-9.75%) 765 (-4.38%) 722 (-9.75%) 
12 800 879 (9.88%) 871 (8.88%) 871 (8.88%) 833 (4.13%) 
Mean Absolute Error 8.80% 6.98% 6.35% 6.40% 
Max. Absolute Error 9.88% 9.63% 9.13% 9.00% 
CPU time (minutes) 50 37 35 38 
 
 




Table 4.3: Pros and Cons of different identification methods 
 
sub-FOMI sub-SOMI-RR sub-SOMI-AR 
Collocated actuators and 
sensors are needed at all the 
interface DOFs 
No collocated actuators and 
sensors are needed at the 
interface DOFs 
No collocated actuators and 
sensors are needed at the 
interface DOFs 
Only accelerations are 
required at all the interface 
DOFs 
Velocities and 
Displacements are required 
at some of the interface 
DOFs 
(Less than sub-SOMI-AR) 
Velocities and 
Displacements are required 
at some of the interface 
DOFs 
(More than sub-SOMI-RR) 
Start-up least-squares 
method is not needed 
Start-up least-squares 
method is not needed 
Start-up least-squares 
method is needed 




Table 4.4: Identified storey stiffness values for undamaged case with the sub-SOMI-RR 
method under 10% noise  
 
Identified Stiffness (x 106 N/m) (Error in bracket) Storey Exact Stiffness (×  106 N/m) Case A: Two Substructures Case B: Four Substructures 
1 1000 1083 (8.30%) 1055 (5.5%) 
2 1000 1056 (5.60%) 1034 (3.4%) 
3 1000 1044 (4.40%) 944 (-5.6%) 
4 1000 1079 (7.90%) 1059 (5.9%) 
5 1000 934 (-6.60%) 1049 (4.9%) 
6 1000 922 (-7.80%) 936 (-6.4%) 
7 800 861 (7.63%) 855 (6.88%) 
8 800 869 (8.63%) 871 (8.88%) 
9 800 861 (7.63%) 742 (-7.25%) 
10 800 870 (8.75%) 728 (-9.00%) 
11 800 723 (-9.63%) 854 (6.75%) 
12 800 743 (-7.13%) 839 (4.88%) 
Mean Absolute Error 7.50% 6.28% 
Max. Absolute Error 9.63% 8.88% 













Table 4.5: Identified stiffness integrity indices under 10% noise for Damage Scenario 1 
 
Identified Stiffness Integrity Index (Error in bracket) Storey Exact Whole sub-FOMI sub-SOMI-RR sub-SOMI-AR 
1 1.0 1.032 (3.20%) 1.022 (2.20%) 1.031 (3.10%) 1.035 (3.50%) 
2 1.0 0.988 (-1.20%) 1.046 (4.60%) 0.981 (-1.90%) 0.985 (-1.50%) 
3 1.0 0.977 (-2.30%) 0.954 (-4.60%) 0.945 (-5.50%) 0.950 (-5.00%) 
4 0.7 0.724 (3.43%) 0.672 (-4.00%) 0.734 (4.86%) 0.73 (4.29%) 
5 1.0 0.968 (-3.20%) 0.974 (-2.60%) 0.954 (-4.60%) 1.045 (4.50%) 
6 1.0 1.029 (2.90%) 1.033 (3.30%) 0.982 (-1.80%) 1.051 (5.10%) 
7 1.0 1.036 (3.60%) 1.004 (0.40%) 1.014 (1.40%) 0.993 (-0.70%) 
8 1.0 1.046 (4.60%) 0.988 (-1.20%) 0.951 (-4.90%) 0.976 (-2.40%) 
9 1.0 0.943 (-5.70%) 0.956 (-4.40%) 0.981 (-1.90%) 1.045 (4.50%) 
10 1.0 1.043 (4.30%) 1.041 (4.10%) 1.042 (4.20%) 1.031 (3.10%) 
11 1.0 1.045 (4.50%) 1.021 (2.10%) 1.022 (2.20%) 0.979 (-2.10%) 
12 1.0 0.988 (-1.20%) 0.971 (-2.90%) 0.972 (-2.80%) 1.032 (3.20%) 
Mean Absolute 
Error 3.34% 3.03% 3.26% 3.32% 
Max. Absolute 




Table 4.6: Identified stiffness integrity indices under 10% noise for Damage Scenario 2   
 
Identified Stiffness Integrity Index (Error in bracket) Storey Exact Whole sub-FOMI sub-SOMI-RR sub-SOMI-AR 
1 1.0 1.024 (2.40%) 1.035 (3.50%) 0.989 (-1.10%) 0.985 (-1.50%) 
2 0.8 0.842 (5.25%) 0.861 (7.62%) 0.855 (6.87%) 0.853 (6.62%) 
3 1.0 1.045 (4.50%) 0.956 (-4.40%) 0.953 (-4.70%) 0.952 (-4.80%) 
4 1.0 0.916 (-8.40%) 0.954 (-4.60%) 0.956 (-4.40%) 0.957 (-4.30%) 
5 0.6 0.624 (4.00%) 0.569 (-5.17%) 0.641 (6.83%) 0.622 (3.67%) 
6 1.0 1.045 (4.50%) 0.956 (-4.40%) 0.959 (-4.10%) 0.921 (-7.90%) 
7 1.0 1.014 (1.40%) 1.052 (5.20%) 1.022 (2.20%) 0.961 (-3.90%) 
8 1.0 0.971 (-2.90%) 0.992 (-0.80%) 1.037 (3.7%) 1.013 (1.30%) 
9 1.0 1.031 (3.10%) 1.033 (3.30%) 0.976 (-2.40%) 1.029 (2.90%) 
10 1.0 0.952 (-4.80%) 1.011 (1.10%) 0.981 (-1.90%) 0.972 (-2.80%) 
11 1.0 1.045 (4.50%) 1.043 (4.30%) 1.055 (5.50%) 1.032 (3.20%) 
12 1.0 1.007 (0.70%) 1.011 (1.10%) 1.012 (1.20%) 0.981 (-1.90%) 
Mean Absolute 
Error 3.87% 3.79% 3.74% 3.73% 
Max. Absolute 
Error 8.40% 7.62% 6.87% 7.90% 
 
 




Table 4.7: Identified storey stiffness values of 50-DOF undamped structure under 5% 
noise  
 
Identified Storey Stiffness Values  50-DOF undamped 
structure Whole sub-FOMI sub-SOMI-RR 
Mean Absolute Error 18.05% 13.03% 9.85% 
Max. Absolute Error 46.89% 19.67% 14.33% 
CPU time (minutes) 190 200 210 
 
 
Table 4.8: Identified storey stiffness values of 50-DOF damped structure under 5% noise  
 
Identified Storey Stiffness Values  50-DOF damped 
structure Whole sub-FOMI sub-SOMI-RR 
Mean Absolute Error 23.50% 13.94% 10.98% 
Max. Absolute Error 53.11% 21.00% 18.27% 
CPU time (minutes) 190 200 210 
 
 
Table 4.9: Identified stiffness and stiffness integrity indices with the sub-SOMI-RR 
method   
 
Identified Stiffness 
(x 106 N/m) 
Identified Stiffness 




N/m) 0% Noise 5% Noise 
Exact 
0% Noise 5% Noise 











































Error 4.37% 7.20%  3.30% 5.00% 
Max. Absolute 
Error 6.78% 9.22%  5.50% 8.30% 
CPU time 
(minutes) 15 15  30 30 
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Figure 4.3. Flowchart for identification of storey stiffness values with the sub-SOMI-AR 
method  
Substructure 1 Substructure 2 Substructure N 
Forces & Accelerations Start-up Least-Squares Method 
Interface Stiffness 
and Damping 



























































































































































Storey Stiffness Values 
Figure 4.4. Flowchart for identification of storey stiffness values with the sub-SOMI-RR 
method  
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Figure 4.5. A 12-DOF lumped-mass shear building with 3 substructures (Substructural 




































Figure 4.6. Comparison of exact and estimated accelerations at the first DOF with the 





















































Figure 4.7. Comparison of exact and estimated accelerations at the first DOF with the 
whole structural identification and sub-SOMI-RR method under 10% noise 
 
 
































Figure 4.8. Comparison of exact and estimated accelerations at the first DOF with the 








































Exact Whole sub-FOMI sub-SOMI-RR sub-SOMI-AR
 
 
Figure 4.9. Identified stiffness integrity indices for Damage Scenario 1 with various 































Exact Whole sub-FOMI sub-SOMI-RR sub-SOMI-AR
 
 
Figure 4.10. Identified stiffness integrity indices for Damage Scenario 2 with various 
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Figure 4.13. Identified stiffness integrity indices with the sub-SOMI-RR method under 0% 


























Substructural Identification of Large Structures with 
Incomplete Measurement  
 
 
5.1 General Remarks 
 For structural health monitoring, it is impractical to identify a large structure with 
complete measurement due to limited number of sensors and possibly limited number of 
channels in data acquisition.  Furthermore, it is not practical to identify all the parameters 
in a large system because of numerical difficulty in convergence.  In Chapter 3, model 
condensation concept is used to avoid the need for complete measurement and recovery of 
the condensed parameters is formulated.  In Chapter 4, substructural concept is employed 
to identify large systems in a divide-and-conquer manner.  Clearly, both concepts can be 
combined in order to identify the large system with incomplete measurement.  
This chapter is organized as follows.  First, the combination with the CMIR and 
substructural approach is developed.  Then, the efficiency of the proposed method is 
shown numerically through multi-storey shear buildings subjected to random force with 
incomplete measurement to perform significantly better than using the whole structural 
identification.  A fairly large structural system with 50 DOFs is identified with good 
results, taking into consideration the effects of noisy I/O data.  The effects of number of 
sensors on the convergence and accuracy of parameters identified are also discussed.  




Both the fixed sensor and non-fixed sensor approaches as explained in Chapter 3 are 
compared again using the 50-DOF system.  
 
5.2 Combination with CMIR and Substructural Approach 
Chapter 3 presented the Condensed Model Identification and Recovery (CMIR) 
Method.  Three different CMIR methods, namely CMIR-SC, CMIR-DC and CMIR-
SEREP, are employed for the case of incomplete measurement.  The CMIR-SC method is 
easy to apply but modeling error may be significant when applied to dynamic problems 
since inertia and damping forces associated with slave DOFs are not included in the 
condensation.  The CMIR-DC and CMIR-SEREP method both account for dynamic 
effects in the condensation.  Between these two methods, CMIR-SEREP is preferred as it 
preserves the eigenvalues (natural frequencies) and eigenvectors (mode shapes) during the 
condensation process.  Hence, only CMIR-SEREP is recommended and employed in this 
chapter because it has the best performance among the three versions of CMIR.   
 Chapter 4 presented the sub-FOMI and sub-SOMI methods for identification of 
large structure in a divide-and-conquer manner.  In the sub-FOMI method, identification 
at the substructure level is performed using OKID/ERA whereas identification at the 
global level is performed to obtain the second-order model.  It may have numerical 
difficulties when one needs to determine the second-order model from the global first-
order model of large system.  This is due to the existence of solving large matrices, which 
further complicates the identification process.  To resolve this problem, only the sub-
SOMI method is recommended and employed in this chapter because identification with 




the sub-SOMI method is preferred when dealing with large structure in order to avoid 
numerical difficulties in converting from first-order model to second-order model. 
The proposed CMIR method and substructural method address different aspects of 
large-scale structural identification.  The former allows the use of incomplete 
measurement and the latter represents a divide-and-conquer approach to reduce the size of 
system identification.  In this chapter, these two methods are thus combined for the 
identification of stiffness values at substructural level with incomplete measurement.  The 
focus is on estimating all stiffness values from the condensed stiffness matrices by the 
CMIR-SEREP method at the substructure level.  
It has been shown that the combined CMIR and substructural method can be used 
to recover stiffness parameters from the identified substructural condensed stiffness 
matrices by extracting sufficient information with fixed sensor and non-fixed sensor 
approaches.  From identification point of view, two variations of the sub-SOMI method 
are presented depending on whether absolute or relative response is used.  The methods 
are thus called sub-SOMI-AR and sub-SOMI-RR methods.  In contrast to the sub-SOMI-
RR method which is a self-start approach, the sub-SOMI-AR method need a startup 
approach namely start-up least-squares method.  The comparison of both sub-SOMI-AR 
and sub-SOMI-RR methods is reviewed in this chapter for incomplete measurement.  
Numerical simulation study is carried out to demonstrate the feasibility of the combined 
approach.  Figure 5.1 shows the flowchart for identification of the stiffness of each storey 
using the combined CMIR and substructural method.   
 
 




5.3 Numerical Results 
Two shear buildings are studied to test the performance of the proposed 
methodology, i.e. combined use of CMIR-SEREP and sub-SOMI methods under 
incomplete measurement.  Substructural identification under complete measurement 
presented in the previous chapter is reviewed for comparison purpose.  First, a 12-DOF 
system is considered.  Next, a fairly large system of 50-DOF is investigated.    
 
5.3.1 Identification of 12-DOF System 
The 12-DOF structure is divided into two substructures: S1 = [6-12], i.e. 6th to 12th 
DOFs inclusive (the 5th DOF is the interface DOF), and S2 = [1-7] where the 8th DOF is 
the interface (Figure 5.2).  In this case, the substructures have two overlapping members 
(of stiffness values K6 and K7).  One excitation force is applied, i.e. at the 6th DOF.   
The substructural identification approach is studied with the sub-SOMI-AR and 
sub-SOMI-RR methods.  For stiffness identification of any substructure (except for the 
first one), some information will be obtained from substructure that was previously 
identified.  For identification of S2, the displacement of the 8th DOF as well as K8 deduced 
from the identification results of S1 is used to form the interface force for the sub-SOMI-
RR method.  The measured displacement of the 5th and 8th DOFs as well as K6 (identified 
using the start-up least-squares method) and K8 (deduced from identification results of S1) 
are used to form the interface force for the sub-SOMI-AR method.  Once identified in a 
substructure, the overlap members are assumed known or unknown in the subsequent 
substructure.  In this study, the identified overlap stiffness value is assumed unknown and 




the average of the identified value from the two substructures is computed.  Acceleration 
responses are assumed to be available at all DOFs.  
Two damage scenarios are studied: (1) single damage and (2) multiple damages.   
Scenario 1 contains 20% damage at the fourth storey (i.e. the remaining stiffness is 80% of 
the original value).  Scenario 2 has two damage locations: 30% damage at the sixth storey 
and 20% at the ninth storey.  In the case of incomplete measurement, two possibilities are 
considered, i.e. using (a) 5 sensors and (b) 3 sensors, as discussed below. 
 
(a) 5 sensors  
The first substructure is S1 = [6-12], i.e. 6th to 12th DOFs inclusive, with 5 
acceleration measurements at the 6th, 7th, 9th, 11th and 12th DOFs.  The second substructure 
is S2 = [1-7] with 5 accelerations at the 1st, 2nd, 4th, 6th and 7th DOFs.  In other words, there 
are 5 sensors required in the identification of the whole structure, by shifting sensors at the 
9th, 11th and 12th DOFs to the 1st, 2nd and 4th DOFs. However, the fixed sensor approach is 
employed in each substructure to extract sufficient information in the CMIR-SEREP 
method.   
 
(b) 3 sensors  
The first substructure is S1 =  [6-12], with 3 sensors at the 6th, 7th and 12th DOFs.  It 
should be mentioned that acceleration is needed at the 6th DOF because the proposed 
identification approach requires a collocated actuator and sensor pair.  The second 
substructure is S2 = [1-7] with 3 accelerations at the 3rd, 6th and 7th DOFs.  Therefore, a 
total of 3 sensors are used in the whole structure, which is a quarter of the total DOFs, by 




shifting sensors at the 12th DOF to the 3rd DOF. Again, the fixed sensor approach is 
employed in each substructure to extract sufficient information in the CMIR-SEREP 
method.   
 
5.3.1.1    Complete Measurement 
First, the 12-storey shear building with measured accelerations at all DOFs is 
considered for identifying the stiffness matrix of the structure.  For the noise-free case, the 
stiffness values can be identified with almost no error and hence is not shown here.  To 
simulate noise in the system, both the input and output signals are polluted with 10% root-
mean-square Gaussian white noise.  
Table 5.1 compares the identified stiffness with the exact values under the 
influence of I/O noise.  The mean errors are 3.38% and 4.85% for the identification of 
storey stiffness values with complete measurement under 10% noise for the sub-SOMI-RR 
and sub-SOMI-AR methods, respectively.  The results are good considering the presence 
of 10% I/O noise.  To identify damage, Tables 5.2-5.3 and Figures 5.3-5.4 present the 
identified stiffness integrity indices for Damage Scenarios 1 and 2, respectively.  The 
single damage scenario contains 20% damage in the fourth storey so that the exact 
stiffness integrity index is 0.8, and the exact index is 1 for all other storeys which are 
undamaged.  In a similar manner, the multiple damage scenario has exact stiffness 
integrity index of 0.7 for the sixth storey, 0.8 for the ninth storey, and 1 for all other 
storeys.  
In Table 5.2-5.3 and Figures 5.3-5.4, it is observed that the proposed approach is 
quite effective for damage assessment.  The same computation is also done without 




substructuring.  Comparison of the results indicates that using the sub-SOMI-AR and sub-
SOMI-RR methods give better solutions than whole structural identification for the case 
when all accelerations are available, i.e. complete measurement.  
 
Comparison of sub-SOMI-AR and sub-SOMI-RR methods 
The errors are less than 9.7% for the sub-SOMI-RR method and less than 11.2% 
for the sub-SOMI-AR method in the single-damage scenario as shown in Table 5.2 and 
Figure 5.3.  In the multiple-damage scenario as shown in Table 5.3 and Figure 5.4, the 
estimation on the damage extent is acceptable with errors for the sub-SOMI-RR and sub-
SOMI-AR methods less than 9.9% and 12%, respectively.  It is noted that the estimation 
results using the sub-SOMI-RR method are slightly better than those using the sub-SOMI-
AR method for different damage scenarios under 10% noise.  The reason is that the 
inclusion of the start-up least-squares method in the sub-SOMI-AR method gives worse 
results under 10% noise due to the fact that biased estimates are obtained by the least-
squares method if measurements are contaminated by noise.  Moreover, fewer noisy 
displacement measurements used to form the interface force give better results in the sub-
SOMI-RR method than sub-SOMI-AR method.   
The sub-SOMI-RR method is more practical because no stiffness parameter is 
needed to identify from the start-up least-squares method as well as fewer damping forces 
and elastic forces are needed as input at the interface.  Hence, the sub-SOMI-RR method 








5.3.1.2    Incomplete Measurement 
In principle, the sub-SOMI-RR method is able to identify the stiffness matrix of a 
structure if complete measurement is available, and it does not require iteration.  However, 
it is a much more difficult task to identify system with incomplete measurement using the 
proposed combined CMIR-SEREP and sub-SOMI-RR method.  The fixed sensor 
approach is employed in this example because it is more practical than the non-fixed 
sensor approach.  Numerical comparison of fixed and non-fixed sensor approaches is 
discussed in the next numerical example.  
Two cases of fitness function are investigated with 5 sensors and the identification 
results are presented in Table 5.4.  Considering only the eigenvalues in the fitness 
function, the results are acceptable with a mean error of 5.0% and maximum error of 
10.8%.  However, using eigenvalues and eigenvectors, the combined use of the CMIR-
SEREP and sub-SOMI-RR methods further improves the results to give a mean error of 
3.6% and maximum error of 7.0%.  This indicates the superiority of using the eigenvectors 
together with the eigenvalues in the fitness function.  The accuracy of identification 
should not be better if fewer sensors are used.  Comparing Tables 5.1 and 5.4 indicates 
this.  This is also confirmed by the case with second fitness function in GA (using 
eigenvalues and eigenvectors) as shown in Table 5.5.  For the case of 5 sensors, the 
stiffness obtained is better than the case of 3 sensors.  The maximum error is reduced from 
10.0% for 3 sensors to 7.0% for 5 sensors and the mean error from 5.6% to 3.6%.  
Tables 5.6-5.7 and Figures 5.5-5.6 present the identified damage indices for 
Damage Scenarios 1 and 2 with incomplete measurements using eigenvalues and 
eigenvectors in fitness function.  The proposed approach is effective in identifying the 




damage locations and extents.  As shown in Table 5.6 and Figure 5.5, the mean and 
maximum errors of the identified stiffness integrity index are 6.6% and 10.8%, 
respectively, with the use of 3 sensors in Damage Scenario 1 under 10% I/O noise. The 
corresponding errors are 5.9% and 9.8% with the use of 5 sensors showing no significant 
difference.  The mean error is reduced to 5.6% for 5 sensors from 6.8% for 3 sensors in 
Damage Scenario 2 as shown in Table 5.7.  It can be shown that the stiffness integrity 
indexes are identified with accuracy and this should be considered as an alternative in 
locating and quantifying damage in a linear dynamic structural system.  The proposed 
methodology gives reasonably good results not only with complete measurement but also 
with incomplete measurement. 
 
Comparison of Computational Time 
The computational speed is measured in terms of Central Processing Unit (CPU) 
time on a 450-MHz Pentium-III personal computer.  For complete measurement, the 
computational times are 28 minutes for the sub-SOMI-RR method and 32 minutes for the 
sub-SOMI-AR method (including the time taken for the start-up least-squares method), for 
eat set of result.  As mentioned in the previous chapter, the two main components of 
computational time arise from solving the observer Markov Parameter ( += yVY ) in 
OKID and solving the singular value decomposition in ERA.  The first component 
increases with the value p in Eq. (2.7) and the second component increases with the size of 
the Hankel matrix.  
It is shown in Table 5.1 that the proposed methods require about the same 
computational effort with the same dimension of Hankel matrix (400×600 for 




substructural identification) and same value of p (70).  By means of substructural 
identification, the size of the Hankel matrix is chosen in much smaller dimension 
(400×600) than that by means of whole structural identification (1000×1200) and thus 
needs much less total computational time than the whole structural identification, even 
though there are two substructures to be identified.  This saving of computational time is 
another advantage of using the substructural identification over the whole structural 
identification (50 minutes) of the 12-DOF system as presented in Table 5.1. 
For incomplete measurement, it is noted that the computational time is 85 minutes 
for the sub-SOMI-RR method for each set of results, unlike the trend of computational 
time needed for the case of complete measurement.  The reason for this phenomenon is 
explained as follows.  In principle, it does not require iteration if complete measurement is 
employed.  However, for incomplete measurement, the model condensation concept and 
GA are employed to recover the stiffness values.  The increase in computational time 
arises from solving the optimization problem by GA for the incomplete measurement.  
 
5.3.2 Identification of 50-DOF System 
A 50-storey shear building, which is about five times larger than the previous 
example, is considered to demonstrate the ability of the proposed methodology to tackle a 
much larger problem that is typical of real structures.  The exact stiffness value for each 
level is 1100 kN/m for the first ten storeys and 900 kN/m for the other storeys.  To 
determine 50 unknown stiffness values, 21 accelerations are used amounting to 42% 
sensor availability.  The performance of the fixed and non-fixed sensor approaches to the 
damage assessment is studied in 50-DOF system using the sub-SOMI-RR method. 




The whole structure is divided into 5 substructures, i.e. 1S  = [1-10], 2S = [9-20], 
3S  = [19-30], 4S = [29-40] and 5S  = [39-50].  Five random forces act on the structure, 
that is at the 10th, 20th, 30th, 40th and 50th DOFs.  For each substructure, the force 
measurement within the substructure is needed for the identification of the substructure’s 
storey stiffness.  In all, there are 5 substructures to be identified individually and 21 
sensors are provided to take acceleration measurements with both fixed and non-fixed 
sensor approaches.  Twenty one acceleration sensors are placed at the DOFs 1, 3, 6, 9, 10, 
13, 16, 19, 20, 23, 26, 29, 30, 33, 36, 39, 40, 43, 46, 49 and 50.   
 
5.3.2.1    Identification with Fixed Sensor Approach 
If it is not possible to shift the sensors, a novel way to obtain more information (as 
explained in Chapter 3) is to apply the fixed sensor approach, which is to deliberately 
ignore some sensors in different locations for identification of the required condensed 
stiffness matrices.  At first, each substructure contains six sensors except that the first 
substructure containing five sensors.  In the fixed sensor approach, one sensor is ignored 
in each substructure. In this study, sensors at the DOFs 3, 13, 23, 33 and 43 are ignored.  
First, the identification results with the introduction of substructuring are compared with 
the proposed approach without substructuring.  It is evident that reduction of the unknown 
parameters is an effective way to improve identification results, especially for a structural 
with many unknown parameters.  
It is evident in Table 5.8 and Figure 5.7 that substructuring helps to improve the 
overall accuracy of the identified parameters.  Both the mean absolute error and maximum 
absolute error are reduced significantly, from 13.05% to 7.67% and from 27.00% to 




13.67% respectively.  The introduction of substructuring also reduces the total 
computational time from 575 minutes to about 480 minutes.   
Next, the storey stiffness identification is subjected to 5% I/O noise.  The purpose 
of this is to investigate the effects of inaccurately measured accelerations and force during 
an identification process.  The mean error of the identification results under 5% noise for 
the whole structural identification is approximately 17.23%, but reduces to 10.46% for the 
sub-SOMI-RR method.  Correspondingly the maximum absolute error reduces from 
approximately 47.00% to 22.11%. It is evident that identification accuracy can be 
improved by the proposed sub-SOMI-RR method with fixed sensor approach.  It is seen in 
Figure 5.8 and Table 5.8 that the errors have escalated to unacceptable levels for both 
whole and substructural identification with fixed sensor approach under 5% noise.  
 
5.3.2.2    Identification with Non-Fixed Sensor Approach 
In some cases, it is possible to shift the sensors to maximize the information 
available for structural identification.  In the previous case, one sensor is ignored in each 
substructure.  Therefore, for the purpose of a fair comparison, one sensor is shifted in each 
substructure for the case of non-fixed sensor approach.  In this study, sensors at the DOFs 
3, 13, 23, 33 and 43 are shifted to the DOFs 4, 14, 24, 34 and 44.  As shown in Table 5.9 
and Figure 5.9, with only 21 sensors out of a total of 50 DOFs, the identification has an 
average error of 7.33% and a maximum error of 11.73% for the sub-SOMI-RR method. 
As a fair numerical comparison of the fixed and non-fixed sensor approaches, the same 
number of sensors (21 sensors) is used.  The results are compared to a case where no 
substructuring is introduced, i.e. 12.28% and 27.22% for average error and maximum 




error respectively.  The computational times are 580 minutes for whole structural 
identification and 485 minutes for the sub-SOMI-RR method.  The trend in the 
computation time needed is similar to that of the fixed sensor approach. 
The substructural identification is then repeated with the introduction of noise in 
the input and output signals.  Simulated measured accelerations were injected with 5% I/O 
noise.  The results are still good even though noise was introduced into the measured force 
and accelerations.  As expected, the results in Figure 5.10 and Table 5.9 show that the 
method can still work with 5% I/O noise, i.e. 10.46% and 22.11% for mean and maximum 
absolute error respectively for the sub-SOMI-RR method.  Table 5.9 shows that there is an 
increase in average absolute error and maximum absolute error with about 17.23% and 
47.00% respectively for whole structural identification.  
As mentioned before, the non-fixed sensor approach is much better in accuracy 
than the fixed sensor approach in general as the non-fixed sensor approach contains more 
information.  However, the fixed sensor approach is more practical in testing than the non-
fixed sensor approach because of time saved in shifting the sensors.  However, there is a 
tendency for the fixed sensor approach to estimate the results inaccurately, probably this is 
due to insufficient information.  By comparing Figures 5.7 and 5.9 for case of no noise or 
Figures 5.8 and 5.10 for 5% noise, the identified results with the non-fixed sensor 
approach are more accurate than those with the fixed sensor approach.  Based on the 
criterion that the same number of sensor is shifted or ignored, the computational time for 
the non-fixed sensor approach (485 minutes) is comparable with that of the fixed sensor 
approach (480 minutes) for the sub-SOMI-RR method.     
 




5.3.2.3    Damage Detection 
The objective of this study in this section is to demonstrate the convenience of 
identifying a portion of a large structure without any response measurement in the rest of 
the system.  For verification purpose, the numerical simulation study is only carried out to 
identify one particular portion which is suspected to have damage.  In this section, damage 
is assumed to take place at the 20th, 25th and 26th DOFs with stiffness integrity index of 
0.80, 0.85 and 0.75 (i.e. 20%, 15% and 25% damage), respectively.  Therefore the 3rd 
substructure, S3 = [19-30], i.e. 19th to 30th DOFs inclusive is identified independently 
using the sub-SOMI-RR method.  
The procedure for the identification of this study is essentially the same as the 
previous study.  As mentioned before, in the sub-SOMI-RR method, there is no need to 
use the start-up least-squares approach to identify the stiffness and damping which are 
used to form the interface force.  However, the start-up least-squares approach is 
performed here to identify stiffness and damping at the 31st DOF because the substructure 
is identified independently.  Six acceleration sensors are placed at the DOFs 19, 20, 23, 
26, 29 and 30.  Also, one force acts on the 30th DOF of this substructure.  The fixed sensor 
approach is presented in this study because it is more practical.  In this study, one sensor is 
ignored in this substructure that is at 20th DOF.  Note that for the identification of each 
substructure, responses of DOFs outside itself are not needed.  This means that we can 
identify a small part of a large system without the measurements outside the perimeter of 
the substructure.    
The actual stiffness values compared with the estimated or identified values are 
shown in Table 5.10.  The mean absolute error and maximum absolute error are 6.15% 




and 9.22%.  The numerical study is repeated with 5% I/O noise.  Not surprisingly the 
results are less accurate but they are still reasonable with mean and maximum absolute 
error of 8.04% and 10.6% respectively.  The results shown in Table 5.10 are encouraging 
with the computational time of 105 minutes.  The table shows reasonable estimated 
stiffness values obtained in a short period of time.  It illustrated that the method is useful 
when only a small part of a large system needs to be identified.  The method is used again 
to test its ability to identify damage in a part of a large structure, which is shown in Table 
5.11 and Figure 5.11.  The mean and maximum errors are 4.77% and 9.6% based on the 
sub-SOMI-RR method with 0% I/O data.  The identification is repeated with an 
introduction of 5% random noise in all measured accelerations and excitation.  In the 
presence of 5% I/O noise, the mean and maximum errors are 6.32% and 11.8%, 
respectively.  Similar to the case of 12-DOF system, the damage extent can be quantified 
with reasonable accuracy for different size of damages.  
The study then takes a step forward by removing two sensors, to test the limits and 
to use as fewer sensors as possible.  The results are shown in Table 5.12 and Figure 5.12.  
Both mean and maximum absolute errors increase to 7.58% and 14.0% respectively when 
two less sensors are used under 5% noise.  Correspondingly the mean and maximum 
absolute errors are 5.73% and 10.2% respectively under 0% noise.  Referring to Table 
5.11 and Table 5.12, we see that results improve with the number of sensors used.   
 
5.4     Concluding Remarks 
The possibility of performing system identification at the substructure level 
incorporating the CMIR-SEREP method has been investigated in this chapter.  This 




approach is developed for improving the identification results adopting the strategy of 
“divide and conquer” through substructuring with incomplete measurement.  The 
motivation for the proposed approach is to reduce the number of unknowns by splitting a 
larger structure into several smaller structures.  Hence, instead of the whole structure, 
identification is made easier in smaller substructures since the size of matrices involved is 
reduced.  It has been shown that both fixed and non-fixed sensor approaches can be used 
to recover the full set of stiffness parameters from the identified condensed stiffness 
matrices at the substructural level.  Finding the optimal set of solution for the stiffness 
values is accomplished by GA making use of both the reduced eigenvalues and 
eigenvectors in the objective function.  The storey stiffness values are less easy to identify 
accurately when the number of sensors decreases and the noise level increases.  However, 
by using the eigenvalues and eigenvectors, the proposed approach gives significant 
improvement for damage identification with incomplete and noisy measurements.  Results 
show that non-fixed sensor approach is more accurate and effective for identifying 
structural damages than that using fixed sensor approach.  The identified stiffness integrity 
index, in particular, is found to reveal the location and extent of damage in the numerical 
simulation study accounting for effects of I/O noise.  The results indicate that the proposed 
combined CMIR and substructural method can be quite successfully used for damage 









Table 5.1:  Identified storey stiffness values for undamaged case with complete 
measurement and 10% I/O noise   
 




(x 106 N/m) Whole sub-SOMI-RR sub-SOMI-AR 
1 500 535 (7.0%) 525 (5.0%) 530 (6.0%) 
2 500 526 (5.2%) 478 (-4.4%) 522 (4.4%) 
3 500 470 (-6.0%) 488 (-2.4%) 472 (-5.6%) 
4 500 466 (-6.8%) 510 (2.0%) 488 (-2.4%) 
5 500 550 (10.0%) 534 (6.8%) 529 (5.8%) 
6 500 480 (-4.0%) 484 (-3.2%) 541 (8.2%) 
7 500 470 (-6.0%) 489 (-2.2%) 477 (-4.6%) 
8 500 523 (4.6%) 510 (2.0%) 522 (4.4%) 
9 500 470 (-6.0%) 489 (-2.2%) 481 (-3.8%) 
10 500 533 (6.6%) 481 (-3.8%) 521 (4.2%) 
11 500 525 (5.0%) 520 (4.0%) 522 (4.4%) 
12 500 527 (5.4%) 513 (2.6%) 478 (-4.4%) 
Mean Absolute Error 6.05% 3.38% 4.85% 
Max. Absolute Error 10.0% 6.8% 8.2% 




Table 5.2:  Identified stiffness integrity indices for Damage Scenario 1 with complete 
measurement and 10% I/O noise  
 
Identified Stiffness Integrity Index (Errors in Bracket) Storey Exact Whole sub-SOMI-RR sub-SOMI-AR 
1 1.0 1.072 (7.2%) 1.066 (6.6%) 1.071 (7.1%) 
2 1.0 0.945 (-5.5%) 0.955 (-4.5%) 1.044 (4.4%) 
3 1.0 0.954 (-4.6%) 1.038 (3.8%) 0.966 (-3.4%) 
4 0.8 0.746 (-6.8%) 0.755 (-5.6%) 0.823 (2.9%) 
5 1.0 1.083 (8.3%) 1.097 (9.7%) 1.077 (7.7%) 
6 1.0 1.077 (7.7%) 1.029 (2.9%) 1.093 (9.3%) 
7 1.0 1.123 (12.3%) 0.989 (-1.1%) 1.112 (11.2%) 
8 1.0 0.946 (-5.4%) 0.955 (-4.5%) 0.944 (-5.6%) 
9 1.0 0.940 (-6.0%) 0.983 (-1.7%) 0.955 (-4.5%) 
10 1.0 1.057 (5.7%) 1.029 (2.9%) 1.088 (8.8%) 
11 1.0 0.935 (-6.5%) 1.088 (8.8%) 0.923 (-7.7%) 
12 1.0 1.083 (8.3%) 1.078 (7.8%) 0.973 (-2.7%) 
Mean Absolute Error 7.02% 4.99% 6.27% 
Max. Absolute Error 12.3% 9.7% 11.2% 
 
 




Table 5.3:  Identified stiffness integrity indices for Damage Scenario 2 with complete 
measurement and 10% I/O noise 
 
Identified Stiffness Integrity Index (Errors in Bracket) Storey Exact Whole sub-SOMI-RR sub-SOMI-AR 
1 1.0 1.089 (8.9%) 0.982 (-1.8%) 1.088 (8.8%) 
2 1.0 1.123 (12.3%) 0.987 (-1.3%) 1.12 (12.0%) 
3 1.0 1.106 (10.6%) 1.020 (2.0%) 0.982 (-1.8%) 
4 1.0 1.066 (6.6%) 1.059 (5.9%) 1.044 (4.4%) 
5 1.0 0.955 (-4.5%) 1.088 (8.8%) 0.968 (-3.2%) 
6 0.7 0.677 (-3.29%) 0.681 (-2.7%) 0.743 (6.1%) 
7 1.0 1.064 (6.4%) 1.066 (6.6%) 1.076 (7.6%) 
8 1.0 0.965 (-3.5%) 1.063 (6.3%) 0.978 (-2.2%) 
9 0.8 0.866 (8.25%) 0.841 (5.1%) 0.856 (7.0%) 
10 1.0 0.944 (-5.6%) 0.999 (-0.1%) 0.953 (-4.7%) 
11 1.0 1.103 (10.3%) 1.099 (9.9%) 1.078 (7.8%) 
12 1.0 1.111 (11.1%) 1.018 (1.8%) 1.105 (10.5%) 
Mean Absolute Error 7.61% 4.36% 6.35% 
Max. Absolute Error 12.3% 9.9% 12.0% 
 
 
Table 5.4:  Identified storey stiffness values for undamaged case with 5 sensors under 10% 
I/O noise with sub-SOMI-RR and different cases of objective function 
 




(x 106 N/m) Eigenvalue Eigenvalue and Eigenvector 
1 500 530 (6.0%) 528 (5.6%) 
2 500 446 (-10.8%) 520 (4.0%) 
3 500 522 (4.4%) 488 (-2.4%) 
4 500 528 (5.6%) 535 (7.0%) 
5 500 521 (4.2%) 506 (1.2%) 
6 500 485 (-3.0%) 480 (-4.0%) 
7 500 523 (4.6%) 488 (-2.4%) 
8 500 488 (-2.4%) 515 (3.0%) 
9 500 477 (-4.6%) 491 (-1.8%) 
10 500 478 (-4.4%) 482 (-3.6%) 
11 500 530 (6.0%) 518 (3.6%) 
12 500 522 (4.4%) 520 (4.0%) 
Mean Absolute Error 5.03% 3.55% 








Table 5.5:  Identified storey stiffness values for undamaged case under 10% I/O noise with 
sub-SOMI-RR and different number of sensors 
 




(x 106 N/m) 3 Sensors 5 Sensors 
1 500 537 (7.4%) 528 (5.6%) 
2 500 468 (-6.4%) 520 (4.0%) 
3 500 533 (6.6%) 488 (-2.4%) 
4 500 530 (6.0%) 535 (7.0%) 
5 500 478 (-4.4%) 506 (1.2%) 
6 500 475 (-5.0%) 480 (-4.0%) 
7 500 525 (5.0%) 488 (-2.4%) 
8 500 478 (-4.4%) 515 (3.0%) 
9 500 489 (-2.2%) 491 (-1.8%) 
10 500 450 (-10.0%) 482 (-3.6%) 
11 500 529 (5.8%) 518 (3.6%) 
12 500 478 (-4.4%) 520 (4.0%) 
Mean Absolute Error 5.63% 3.55% 
Max. Absolute Error 10.0% 7.0% 
 
 
Table 5.6:  Identified stiffness integrity indices for Damage Scenario 1 with incomplete 
measurement and 10% I/O noise  
 
Identified Stiffness Integrity Index (Errors in Bracket) Storey Exact 3 Sensors 5 Sensors 
1 1.0 1.045 (4.5%) 1.023 (2.3%) 
2 1.0 0.978 (-2.2%) 0.944 (-5.6%) 
3 1.0 1.108 (10.8%) 1.067 (6.7%) 
4 0.8 0.830 (3.75%) 0.760 (-5.0%) 
5 1.0 1.089 (8.9%) 1.030 (3.0%) 
6 1.0 0.967 (-3.3%) 1.060 (6.0%) 
7 1.0 0.930 (-7.0%) 0.945 (-5.5%) 
8 1.0 1.045 (4.5%) 0.968 (-3.2%) 
9 1.0 1.099 (9.9%) 0.934 (-6.6%) 
10 1.0 1.095 (9.5%) 1.089 (8.9%) 
11 1.0 0.930 (-7.0%) 1.087 (8.7%) 
12 1.0 0.920 (-8.0%) 1.098 (9.8%) 
Mean Absolute Error 6.61% 5.94% 









Table 5.7:  Identified stiffness integrity indices for Damage Scenario 2 with incomplete 
measurement and 10% I/O noise  
 
Identified Stiffness Integrity Index (Errors in Bracket) Storey Exact 3 Sensors 5 Sensors 
1 1.0 1.088 (8.8%) 0.892 (-10.8%) 
2 1.0 0.934 (-6.6%) 0.988 (-1.2%) 
3 1.0 1.098 (9.8%) 1.055 (5.5%) 
4 1.0 1.067 (6.7%) 1.066 (6.6%) 
5 1.0 0.967 (-3.3%) 1.067 (6.7%) 
6 0.7 0.723 (3.3%) 0.677 (-3.3%) 
7 1.0 1.067 (6.7%) 1.056 (5.6%) 
8 1.0 0.891 (-10.9%) 1.056 (5.6%) 
9 0.8 0.832 (4.0%) 0.842 (5.3%) 
10 1.0 1.087 (8.7%) 0.944 (-5.6%) 
11 1.0 1.089 (8.9%) 1.045 (4.5%) 
12 1.0 0.956 (-4.4%) 1.067 (6.7%) 
Mean Absolute Error 6.84% 5.61% 




Table 5.8: Identified storey stiffness values of 50-DOF structure for undamaged case with 
fixed sensor approach  
 
Identified Storey Stiffness Values  
0% Noise 5% Noise 50-DOF structure 
Whole sub-SOMI-RR Whole sub-SOMI-RR
Mean Absolute Error 13.05% 7.67% 25.84% 11.71% 
Max. Absolute Error 27.00% 13.67% 58.22% 30.27% 




Table 5.9: Identified storey stiffness values of 50-DOF structure for undamaged case with 
non-fixed sensor approach  
 
Identified Storey Stiffness Values  
0% Noise 5% Noise 50-DOF structure 
Whole sub-SOMI-RR Whole sub-SOMI-RR
Mean Absolute Error 12.28% 7.33% 17.23% 10.46% 
Max. Absolute Error 27.22% 11.73% 47.00% 22.11% 
CPU time (minutes) 580 485 580 485 
 




Table 5.10:  Identified storey stiffness values with the sub-SOMI-RR method using 6 
sensors   
 




(x 106 N/m) 0% Noise 5% Noise 
19 900 966 (7.3%) 988 (9.8%) 
20 900 947 (5.2%) 844 (-6.2%) 
21 900 823 (-8.6%) 805 (-10.6%) 
22 900 952 (5.8%) 825 (-8.3%) 
23 900 842 (-6.4%) 977 (8.6%) 
24 900 982 (9.1%) 971 (7.9%) 
25 900 935 (3.9%) 973 (8.1%) 
26 900 836 (-7.1%) 847 (-5.9%) 
27 900 871 (-3.2%) 822 (-8.7%) 
28 900 983 (9.2%) 948 (5.3%) 
29 900 887 (-1.4%) 972 (8.0%) 
30 900 842 (-6.4%) 982 (9.1%) 
Mean Absolute Error 6.15% 8.04% 
Max. Absolute Error 9.2% 10.6% 




Table 5.11:  Identified stiffness integrity indices with the sub-SOMI-RR method using 6 
sensors   
 
Identified Stiffness Integrity Index (Errors in Bracket) Storey Exact 0% Noise 5% Noise 
19 1.0 1.089 (8.9%) 1.078 (7.8%) 
20 0.8 0.833 (4.1%) 0.851 (6.4%) 
21 1.0 0.961 (-3.9%) 0.943 (-5.7%) 
22 1.0 1.096 (9.6%) 0.953 (-4.7%) 
23 1.0 1.055 (8.9%) 0.940 (-6.0%) 
24 1.0 0.977 (-2.3%) 0.932 (-6.8%) 
25 0.85 0.879 (3.4%) 0.891 (4.8%) 
26 0.75 0.783 (4.4%) 0.791 (5.5%) 
27 1.0 0.972 (-2.8%) 0.935 (-6.5%) 
28 1.0 0.958 (-4.2%) 0.946 (-5.4%) 
29 1.0 0.950 (-5.0%) 0.955 (-4.5%) 
30 1.0 0.969 (-3.1%) 1.118 (11.8%) 
Mean Absolute Error 4.77% 6.32% 
Max. Absolute Error 9.6% 11.8% 
 
 





Table 5.12:  Identified stiffness integrity indices with the sub-SOMI-RR method using 4 
sensors 
 
Identified Stiffness Integrity Index (Errors in Bracket) Storey Exact 0% Noise 5% Noise 
1 1.0 0.966 (-3.4%) 1.098 (9.8%) 
2 0.8 0.867 (8.4%) 0.880 (10.0%) 
3 1.0 0.954 (-4.6%) 0.932 (-6.8%) 
4 1.0 0.947 (-5.3%) 0.933 (-6.7%) 
5 1.0 0.944 (-5.6%) 0.936 (-6.4%) 
6 1.0 0.954 (-4.6%) 0.944 (-5.6%) 
7 0.85 0.880 (3.5%) 0.902 (6.1%) 
8 0.75 0.704 (-6.1%) 0.810 (8.0%) 
9 1.0 0.944 (-5.6%) 0.933 (-6.7%) 
10 1.0 0.946 (-5.4%) 1.140 (14.0%) 
11 1.0 0.940 (-6.0%) 0.950 (-5.0%) 
12 1.0 1.102 (10.2%) 0.942 (-5.8%) 
Mean Absolute Error 5.73% 7.58% 





























































Figure 5.1. Flowchart for identification of storey stiffness values with the combined CMIR 
































































Figure 5.2. A 12-DOF lumped-mass shear building with 2 substructures (Substructural 



















































Exact Whole sub-SOMI-RR sub-SOMI-AR
 
 
Figure 5.3. Identified stiffness integrity indices for Damage Scenario 1 with complete 





















Exact Whole sub-SOMI-RR sub-SOMI-AR
 
 
Figure 5.4. Identified stiffness integrity indices for Damage Scenario 2 with complete 
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Figure 5.5. Identified stiffness integrity indices for Damage Scenario 1 with incomplete 





















Exact 3 sensors 5 sensors
 
 
Figure 5.6. Identified stiffness integrity indices for Damage Scenario 2 with incomplete 















































Figure 5.7. Ratio of identified stiffness values to exact values of 50-DOF structure under 
no noise with fixed sensor approach   
 
 

































Figure 5.8. Ratio of identified stiffness values to exact values of 50-DOF structure under 












































Figure 5.9. Ratio of identified stiffness values to exact values of 50-DOF structure under 
no noise with non-fixed sensor approach   
 
 




































Figure 5.10. Ratio of identified stiffness values to exact values of 50-DOF structure under 
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Figure 5.11. Identified stiffness integrity indices with the sub-SOMI-RR method under 0% 
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Figure 5.12. Identified stiffness integrity indices with the sub-SOMI-RR method under 0% 
and 5% noise using 4 sensors  
 







Experimental Verification  
 
 
6.1 General Remarks 
Experimental investigation plays an important role to test and substantiate the 
proposed identification methods.  Many research works on structural damage 
identification have dealt with only numerical studies and have not been subjected to real 
tests.  In the previous chapters, the CMIR method has been formulated and incorporated 
with sub-SOMI method based on incomplete measurement, and some numerical 
simulation examples presented.  Within available equipment and physical laboratory 
constraints to examine the applicability of the proposed methods under more realistic 
situations, an experimental study involving an eight degree-of-freedom, lumped-mass 
system (eight-storey frame model) is designed and carried out.  It serves as, in fact, a more 
severe and realistic test than numerical study.  Damage is created by cutting columns at 
selected locations.  By means of a shaker and impulse hammer to generate the excitation 
and accelerometers to measure the dynamic response before and after damage, the 
proposed damage identification methods are then evaluated in terms of their capability in 
detecting change in storey stiffness based on the actual measurements of the steel frame.  
Environmental variability is minimized because the tests are conducted in a laboratory 





setting.  Some practical aspects involved in the experimental procedure including 
processing of data are discussed. 
 
6.2 Description of Laboratory Model 
A laboratory model of an eight-storey steel frame was fabricated and tested to 
validate the applicability of the three proposed approaches, i.e. (a) Condensed Model 
Identification and Recovery (CMIR) Method, (b) Substructural Second-Order Model 
Identification (sub-SOMI) Method and (c) combined CMIR and sub-SOMI method.  As 
shown in Figure 6.1, the steel frame has a total height of 1.2 m and a plan of 
approximately 400 mm x 500 mm.  At each storey, there are six columns, three 
longitudinal beams in the x-direction and four transverse beams in the y-direction.  All 
elements have a cross section of 25 mm by 5 mm thickness.  In addition, steel bars of 5 
mm diameter diagonally brace the beams to simulate floor rigidity.  All connections were 
done by welding.  The steel used for all members is grade 43 with density of 7850 kg/m3 
and Young’s modulus of 205 GPa. 
Figure 6.2 shows the experimental set-up of dynamic testing for the steel frame.  
The model was welded at the base to a 20 mm thick steel plate, which was bolted to a 
rigid supporting frame using M25 bolts, as illustrated in Figure 6.2.  The model was 
erected horizontally to facilitate ease of hanging weights along the model using hooks for 
static experiments (which were conducted to determine the actual stiffness, as will be 
explained).  For vibration-based identification, a shaker and an impulse force hammer 
were used as two different means to dynamically excite the frame, and accelerometers 
were used to measure the dynamic response.  The basic hardware required in vibration-





based identification tests consists of vibration exciter, signal generator, transducers, signal 
conditioners, data acquisition system and analyzer, as schematically illustrated in Figure 
6.3.  The following sections give some details of the respective components. 
The analytical model used in the study of stiffness identification and damage 
assessment is a 2-D shear building in the x-direction.  In the analytical model, the masses 
of beams, columns and braces are lumped at the storey levels.  The mass matrix is 
computed from known mass distribution accounting for the presence of accelerometer 
mass.  Damping accounts for energy dissipation of the structure during vibration.  In this 
research Raleigh damping is adopted, whereby the damping matrix is a linear sum of mass 
matrix and stiffness matrix.  The damping ratio, approximately 1.5%, is estimated from 
free vibration response and is assumed for first two vibration modes. 
 
6.3 Excitation Force and Dynamic Response 
Excitation methods for vibration tests may be broadly classified into two 
categories: ambient vibration test and forced vibration test.  Ambient vibration test makes 
use of natural or environmental forces, such as wind, wave, traffic loading and ground 
motion.  It is relatively easy to conduct since no exciter is required.  This approach is 
usually used to determine the modal properties, i.e. natural frequencies and mode shapes.  
In contrast, forced vibration test requires some controlled means to excite the structure so 
as to extract desirable information.  Typical exciters include impact hammer and shaker.  
Impact hammer provides a low cost means of exciting the structure.  A disadvantage is 
that it can only generate transient force of short duration.  In comparison, shaker 





(electromagnetic or electro-hydraulic) is more versatile, but at a higher cost.  It can 
generate different types of input such as sinusoidal, sine-sweep and even random signals. 
In the experimental study, an electromagnetic shaker (model Labworks ET-126B) 
was used to generate a random force to excite the frame, as shown in Figure 6.4.  The 
stroke of electromagnetic shaker was driven to move up and down, by a signal generator 
(Signametrics function/pulse generator, model SM-1020) and a power amplifier.  
Alternatively, an electrically actuated impulse force hammer (model PCB 086C09) was 
used to induce transient vibration of the steel frame model (Figure 6.5).  The hammer can 
generate a spectrum and impulse force up to 10 kHz and 4.5kN, respectively.  In each 
vibration test, a single impact or random force was imparted vertically in the longitudinal 
direction at the center column of either (top of) eighth storey for whole structure 
identification or fourth and then eighth storey for the sub-SOMI method. 
Transducers are needed to measure the excitation and response.  For the shaker 
excitation, force sensor (or load cell) is normally used.  In this experiment, an ICP 
(“Integrated Circuit Piezoelectric”) quartz force sensor (model PCB 208C02) was used.  
The resolution, force range, sensitivity and frequency range of force sensor are 0.001 lb 
(0.00445N) rms, ± 100 lb (445N), 11 mV/N and 36 kHz, respectively.  Figure 6.4 shows 
the connection between the electro-dynamic shaker, force sensor and steel frame.  The 
force sensor was attached to the steel frame by a thin aluminium base plate, which was 
fixed on the steel frame (Figure 6.4).  The shaker was mounted on the supporting rigid I-
beam with tight nuts.  A stainless steel stringer was connected between the shaker and the 
force sensor in order to transfer the force from the shaker to the steel frame.  The 
sensitivity of force sensor for the impulse excitation (model PCB 208M51) is 3 mV/N. 





In the experimental study, eight ICP accelerometers (2 numbers of model PCB 
308B, 1 of PCB 353B33, 2 of PCB 302A07 and 3 of PCB 321A) were used; their 
specifications are given in Table 6.1.  These accelerometers were attached at the top of 
each storey on the center column to measure the vertical acceleration in the longitudinal 
direction.  Thin double-sided tape or epoxy with the help of mounting tape which wound 
round the accelerometers was used to attach the accelerometers to the center columns on 
the top side of the steel frame.  Each selected position is along the centerline 
corresponding to the nodes used in the analytical model.  
 
6.4 Data Acquisition System 
A sixteen-channel high-speed digital oscilloscope (Yokogawa model DL716E) 
was used for data acquisition, as shown in Figure 6.6.  Experimental data were captured at 
1kS/s for 10,000 measurement points for each record.  The advantage of using this 
oscilloscope for data acquisition is that it provides a good visual graphic interface and 
allows immediate viewing and processing of signals captured. 
The signals from the force sensor and accelerometers passed through the respective 
signal conditioners before being captured by the data acquisition system.  The signal 
conditioners also provide power for the ICP sensors to condition the output signals before 
they are transmitted to the data acquisition system.  In the vibration tests, nine units of 
battery-powered ICP sensor signal conditioners were used.  A typical system set-up for 
ICP sensors is shown in Figure 6.7.  Figure 6.8 shows a typical connection with 
accelerometer and digital oscilloscope used in this study. 
 





6.5 Data Processing 
The time signals from force sensor and accelerometers were captured by the digital 
oscilloscope.  Two undesirable components i.e. systematic error and measurement noise 
are inevitable in experiments.  Systematic error arises from the difference between the 
mathematical model and the actual system, whereas measurement noise is inherent in the 
measurement instruments and data acquisition system.  Systematic error can be reduced 
through a good understanding of the physical bahaviour of the structure and appropriate 
mathematical modeling or through a calibration process.  Measurement noise can be 
minimized by carefully setting up the experiment and enhancing the quality of measured 
data appropriately prior to identification.  Nevertheless, both components can be 
minimized by processing the measured data appropriately prior to the system 
identification procedure, and the accuracy of identified results can then be greatly 
improved.  In order to minimize the negative effect of both undesirable components, it is 
necessary to condition the recorded signals using the following steps: (a) remove the 
average of the pre-event portion, and (b) filtering, as explained below. 
(a) Remove average of pre-event portion.  A non-zero mean value due to a voltage 
offset in the acquisition system can be removed by subtracting the offset value (i.e. 
the constant value prior to excitation force) from the raw data.  This is a necessary 
correction to the acceleration traces before applying other baseline corrections. To 
do this, compute the mean of the pre-event portion of the record and subtract it 
from the whole record.  If no pre-event samples are available, then the mean of the 
whole record is removed from the trace. 





(b) Filtering.  The original records had a sampling rate of 1 kS/s, which gave a 
Nyquist frequency (Ewins 1984) of 0.5 kHz.  Based on the eigenvalue analysis of 
the shear building model, the natural frequencies for the eight modes are 10.31, 
30.43, 48.40, 64.94, 78.37, 88.45, 95.61 and 118.82 Hz.  Therefore 130 Hz was 
used as the maximum frequency of interest, which well covered the eight vibration 
modes.  Beyond 130 Hz the signal to noise ratio is not high enough and has to be 
removed.  Thus, the records were band-pass filtered at 5Hz - 130Hz to remove any 
high frequency noise above 130Hz in the data and to remove any low frequency 
drifts below 5Hz in the data before the integration or identification process.  A 
compromise is taken when deciding the cut-off frequency.  If the chosen upper cut-
off frequency is too low one removes data which should be there.  If the upper cut-
off frequency is too high the data remains corrupted.  There appears to be no 
simple method of distinguishing between the actual data and the low-frequency 
noise introduced by the integration procedure. 
 
7.6 Integration 
In this study, time domain integration was adopted to obtain velocity and 
displacement data from the acceleration data.  The displacements at the interface floors 
were then treated as the interface forces.  The integration process of the acceleration 
response to obtain velocity and displacement time histories is accomplished by the simple 
trapezoidal rule.  Time domain integration based on this rule as shown below is done 
using signal processing toolbox in Matlab software (User’s Guide, 2000).  
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Displacements derived from the accelerations through integration often show drifts 
when only a simple baseline derived from the pre-event portion of the record is removed 
from the records.  One of the sources of drifts in velocity and displacement is the 
accumulation of the random errors in the acceleration resulting from single and double 
integration of the random noise.  One physical constraint on the motion is that the velocity 
is zero, on average, after a sufficiently long time of free vibration.  For this reason, the 
best way to determine whether there are baseline problems in the recorded acceleration is 
to look at the velocity obtained by integrating the acceleration.  The drift away from zero 
clearly indicates a baseline problem, which produces a growing displacement that is 
clearly unreal.  In practice, even after mean removal, spurious low frequency error still 
exists within the estimated signals.  In order to avoid the spurious mean level and drift due 
to integration, spurious mean level in acceleration responses should be removed as 
explained below by a correction scheme involving filtering and fitting a polynomial to the 
acceleration.  
1) Remove average of pre-event portion – as explained in Section 6.5(a).  
2) Filtering – as explained in Section 6.5(b).   
3) Least-square polynomial trend removal.  A polynomial is fitted over the whole 
acceleration data record and the identified trend is removed from the data.  The 
results of fitting and removing polynomials of various orders are investigated and 
it is found that removing trends of order up to n = 6 is sufficient (Worden, 1990).  
 





6.7 Static Experiments to Determine Storey Stiffness Values 
The experiment involves loading the steel frame storey-by-storey, starting from the 
end nearer to the supporting frame.  Measuring the static deflection at each storey where 
the load is applied, the storey stiffness values can be calculated.  The displacement values 
of the floors are measured using Tokyo Sokki Kenkyuio (TSK) 10-mm displacement 
transducers placed as shown in Figure 6.9.  The signals obtained from these transducers 
are read using TSK signal acquisition system (see Figure 6.10).  
At the first storey, a range of loads is applied by successively adding weights.  The 
deflections are noted and the force-displacement curve is plotted.  By least-squares fit, the 
gradient is calculated to give the stiffness K1.  Next, the same range of loads is then placed 
on the second storey and the force-displacement curve is plotted again.  The gradient, K, 
found from the least-squares fit is a combination of K1 and K2 as shown below. 




+=                                                            (6.2) 
Since K1 is obtained previously, K2 can be calculated using the equation above.  
This identification process is then repeated to determine the actual stiffness values for the 
rest of the steel frame.  These values, as presented in Table 6.2, will be regarded as the 
benchmark values to be compared with.  Note that an analytical model is not used for 
comparison because inevitably there exists a gap between the analytical model and the 
laboratory model.  The “exactness” of the analytical model is limited by accuracy in 
dimension (e.g. member length), joint condition, support condition (e.g. fixity and rigidity 
of base to the frame), materials and other factors, which all affect the stiffness of the 





system.  Hence, in order to check the identification results obtained using the proposed 
methods, the actual storey stiffness values are determined by static experiments. 
 
6.8 Dynamic Tests and Identification of Undamaged Frame 
The frequency values based on experimental measurements are compared with 
those frequencies obtained from eigenvalue analysis of the shear building model.  There is 
good agreement in terms of the natural frequencies.  In order to get reliable identified 
results, the identification procedure was carried out five times based on different time 
signals.  Each time series may either come from extracts of one single long input/output 
time history or from different sets of inputs.  The average values of identified parameters 
were taken as the actual values for benchmarking against identified values obtained from 
the following four cases: 
(a) Stiffness identification with complete measurement 
(b) Stiffness identification by CMIR-SEREP method based on incomplete 
measurement 
(c) Stiffness identification by sub-SOMI method based on complete measurement 
(d) Stiffness identification by combined CMIR-SEREP and sub-SOMI-RR method 
based on incomplete measurement  
 
6.8.1 Stiffness Identification with Complete Measurement 
First, a single hammer impact was applied at the eighth storey.  Making use of the 
acceleration response at all eight storeys, the first-order and second-order model structural 





identification method presented in Chapter 2 is executed to determine the undamaged 
storey stiffness.  The procedure was then repeated for the shaker at the eighth storey.  
Based on averaging identified results of five different time signals of shaker tests, the 
storey stiffness values are obtained and presented in Table 6.2.  As shown in Table 6.2, the 
results obtained by two different excitations are in good agreement and the slight 
difference is likely due to experimental errors such as I/O noise.  These identified 
experimental results are also compared in Table 6.2 with the results determined by static 
tests.  It can be seen that the adjustment required for the identified model to match the 
static model is generally less than 13% in terms of column stiffness values.  
 
6.8.2 Stiffness Identification by CMIR-SEREP Method based on Incomplete 
Measurement 
In the numerical simulation study as presented in Chapter 3, the stiffness 
identification with incomplete measurement using the CMIR-SC, CMIR-DC and CMIR-
SEREP methods are compared.  It is found that the CMIR-SEREP method has better 
performance than the CMIR-SC and CMIR-DC methods.  Therefore, the proposed 
stiffness identification with incomplete measurement using the CMIR-SEREP method is 
chosen to be studied with the experimental data.  Incomplete measurement is based on 4 
sensors and then 6 sensors.  The fixed and non-fixed sensor approaches are used to extract 
sufficient information for incomplete measurement with 4 sensors whereas the fixed 
sensor approach is used with 6 sensors.  The 4 sensors are located at storeys 1, 3, 5 and 8, 
and the 6 sensors are located at storeys 1, 3, 4, 5, 7 and 8.  In the fixed sensor approach 





with 4 sensors, sensor at 3rd storey is ignored, whereas sensor at 4th storey is ignored in the 
case with six sensors.  In the case of non-fixed sensor approach with 4 sensors, one 
shifting is used, where sensor at 5th storey is shifted to the 6th storey.      
 The stiffness identification results with 4 and 6 sensors using fixed and non-fixed 
sensor approaches for impulse hammer and shaker excitation are shown in Tables 6.3 and 
6.4.  The results show that the storey stiffness value can be estimated correctly for both 
fixed and non-fixed sensor approach when only 4 sensors are used in the measurement.  
Therefore, both proposed approaches are suitable for stiffness identification.  There is an 
advantage in this fixed sensor approach where the sensors are fixed at the same location 
and so one need not shift the sensors.  From this table, it is found that the storey stiffness 
value can be determined correctly with mean error less than 6% error for 6 sensors and 
about 10% for 4 sensors with shaker excitation.  By comparing Tables 6.3 and 6.4, the 
estimated storey stiffness value with shaker excitation has slightly better performance than 
that with impulse hammer.  This is because hammer impact suffers from drawbacks such 
as lower signal-to-noise ratio and a relative lack of control over the frequency content of 
the excitation.               
 
6.8.3 Stiffness Identification by sub-SOMI method based on Complete 
Measurement 
The model is divided into two substructures: S1 = [3-8], i.e. 3rd to 8th storeys 
inclusive and S2 = [1-4] as shown in Figure 6.11.  In this case, the substructures have 
overlapping members.  Tables 6.5 and 6.6 give the stiffness identification results with the 





sub-SOMI method using shaker and impulse force respectively.  The identification results 
for shaker and impact measurements are compared.  For the case of shaker excitation with 
displacement transducer, the results for the sub-SOMI-AR method can identify the storey 
stiffness value with the mean error about 7.21% and maximum error about 10.0%.  
However, when the sub-SOMI-RR method is used, the mean error and maximum error is 
about 6.69% and 10.2% respectively as seen in Table 6.5.  
The displacement values used to form the interface force are computed either 
directly from the measurement through displacement transducer or from the integration of 
acceleration measured by accelerometer.  The results obtained using the displacement 
from these two methods with the sub-SOMI-RR method are shown in Table 6.6.  As 
presented in Table 6.6, the estimated results obtained by using displacement from 
transducer are almost the same with those from integration of acceleration. 
 
6.8.4 Stiffness Identification by Combined CMIR-SEREP and sub-SOMI-
RR Method based on Incomplete Measurement 
Incomplete measurements are then used to identify the storey stiffness values 
based on combined CMIR-SEREP and sub-SOMI-RR method using shaker and impact 
hammer excitation.  The identified storey stiffness value using 4 and 6 sensors are shown 
in Table 6.7.  As mentioned in numerical results, the non-fixed sensor approach is much 
better than fixed sensor approach in general as the former contains more information. 
Thus, fixed sensor approach with 4 sensors is not used in the combined CMIR-SEREP and 
sub-SOMI-RR method. In the case of 4 sensors with non-fixed sensor approach, the 4 





sensors are located at storeys 3, 4, 5, and 8 when identifying substructure 1.  The sensor at 
8th storey is then shifted to 1st storey when identifying substructure 2.  In the case of 6 
sensors, the 6 sensors are located at storeys 1, 3, 4, 5, 7 and 8.  The results from the case of 
6 fixed sensors are more accurate than those with 4 non-fixed sensors.  For both cases of 4 
and 6 sensors, the storey stiffness value can be determined accurately with shaker and 
impulse force.  From Table 6.7, the mean errors with displacement transducers using non-
fixed (4 sensors) and fixed (6 sensors) sensor approaches are less than 11% and 8% 
respectively for shaker excitation.  For impulse force, the storey stiffness value can be 
estimated, and the maximum error is less than 15% with 4 sensors and 13% with 6 
sensors.  This is because hammer impact has higher noise-to-signal ratio than shaker 
excitation – about 11% and 6% with hammer impact and shaker excitation respectively.  
  
6.9 Simulated Column Damage of Laboratory Model 
For verification purpose, there is a need to quantify the extent of damage created in 
the steel frame.  As illustrated in the numerical simulation study, comparison of the 
identified story stiffness values between the undamaged and damaged cases would provide 
effective detection and quantification of local damage.  Dynamic tests were therefore 
conducted to the undamaged frame to identify the undamaged storey stiffness, which were 
then used as the reference values for the subsequent damage detection experiments. 
In this experimental study, damage of the steel frame was created by decreasing 
the storey stiffness values at selected storeys.  For experimental damage detection of the 
laboratory model, structural damages were artificially created in progression.  The aim 
was to demonstrate whether the proposed identification strategy could detect the change in 





storey stiffness value and its location.  As illustrated in Figure 6.12, one or more 
undamaged columns (25 x 5 mm) at certain storeys were cut by a saw.  Each saw-cut of a 
particular column therefore correspondingly represented a reduction of approximately 
16.7% of storey stiffness value at that floor.  For example, in Damage Scenario 1, it is 
estimated that the stiffness value of the third storey decreased by approximately 16.7%.  In 
this way, the damage created can be fairly accurately quantified by computing the 
decrease in stiffness value for verifying the proposed strategy.  However, due to 
Vierendeel action, cutting one column will affect other members so that the undamaged 
stiffness integrity indices, which are suppose to be one, are not exactly equal to one.  To 
this end, the actual stiffness integrity indices can be easily quantified by static experiment 
as explained in Section 6.7, which then serves as the benchmark for checking the proposed 
numerical strategy. It is assumed that the loss of mass due to the saw-cut is negligible.       
The procedure was then repeated for the “damaged” frame, the “damage” being 
created in a quantifiable manner progressively.  Six damage scenarios were studied in the 
following sequence (Refer to Figure 6.13): 
Scenario 1: One center column on the top side of the steel frame in the third storey. 
Scenario 2: Case 1 plus the center column on the bottom side in the third storey. 
Scenario 3: Case 2 plus the center column on the top side in the seventh storey. 
Scenario 4: Case 3 plus the center column on the bottom side in the seventh storey. 
Scenario 5: Case 4 plus the center column on the top side in the fourth storey. 
Scenario 6: Case 5 plus the center column on the bottom side in the fourth storey. 
Note that the locations of damaged columns were selected in such a way that 
symmetry about the xz-plane was maintained.  Thus, participation of torsional modes was 





minimized so that 2-D shear building can be used in the analytical model for 
identification.  Nevertheless, the selected damaged columns were not necessarily 
symmetrical about the yz-plane. 
 
6.10 Dynamic Tests and Identification of Damaged Frame  
The stiffness integrity indices identified from the shaker test for all the damage 
scenarios are presented from Figures 6.14 to 6.19 and from Tables 6.8 to 6.13. In the 
incomplete measurement, fixed sensor approach has been used with 6 sensors whereas 
non-fixed sensor approach with 4 sensors.  The indices are compared with the 
corresponding expected values, which are computed based on static tests.  It is concluded 
that the stiffness identification results acquired when using shaker excitation is of a higher 
quality than those acquired when using hammer impact excitation.  Therefore shaker 
excitation was used in subsequent damage assessment studies.  It can be seen that the 
differences between the identified and expected integrity indices for all cases considered 
are generally small.  The identified and expected values are in excellent agreement, 
considering the presence of inevitable experimental and numerical errors.  In particular, 
the identified integrity indices for all undamaged storeys are close to one (the exact value). 
 
6.10.1 Damage Assessment with the CMIR-SEREP Method 
The identification results for the “damaged” frame of Damage Scenario 1 with 
complete and incomplete measurement are presented in Table 6.8 and Figure 6.14.  For 
the Damage Scenario 1 with cut at one column in the third storey, the identified stiffness 





integrity index from static experiments has the value of 0.85.  As shown in Table 6.8, the 
error for the identified stiffness integrity index in the third damaged storey is 2.7% using 6 
sensors and 5.0% using 4 sensors.  Nevertheless, the supposedly undamaged storeys, 
which are adjacent to the damaged third storey, are found to have identified stiffness 
integrity indices slightly less than one, i.e. 0.90 for undamaged second storey and 0.91 for 
undamaged fourth storey with 4 sensors.  It is inevitable and known as “leakage” problem 
(Koh et al., 1995).  Although the experimental noise is significant, the results show that 
the identified stiffness integrity indices based on the CMIR-SEREP method are acceptable 
with mean error less than 10% using 4 sensors. 
Table 6.9 and Figure 6.15 give the damage identification results for Damage 
Scenario 2 with complete and incomplete measurement.  For the Damage Scenario 2 with 
cut at two center columns on the top and bottom side of the frame in the third storey, the 
damage storey has the smallest identified stiffness integrity index of 0.68.  The stiffness 
integrity index is obtained with different number of sensors from complete measurement 
(8 sensors) to 4 sensors.  The identification accuracy is expected to depend on the 
information available.  The error of the identified stiffness integrity index in the third 
damaged storey obtained is 5.9% for the case of complete measurement and 11.8% for the 
case of 4 sensors.  Again, the two adjacent undamaged storeys 2 and 4 have stiffness 
integrity indices less than one due to the reason mentioned above.  The identified stiffness 
integrity index is obtained with less than 6% error based on complete measurement and 
12% error based on incomplete measurement (4 sensors).   
The identified stiffness integrity indexes for Damage Scenario 3 with complete and 
incomplete measurement are listed in Table 6.10 and Figure 6.16.  For Damage Scenario 3 





with cut at two center columns in the third storey and one center column in the seventh 
storey, the identified stiffness integrity index has the value of 0.68 at the third storey and 
0.85 at the seventh storey based on static experiments.  The identified stiffness integrity 
index is 0.60 in the third damaged storey and 0.85 in the seventh damaged storey based on 
CMIR-SEREP method using 6 sensors.  This observation shows that the damage at the 
third storey is more severe than that at the seventh storey as shown in Figure 6.16.  The 
mean error is 11.55% for the case of 4 sensors and 9.85% for the case of 6 sensors.  
However, using complete measurement, the mean error is 7.05%.  Obviously with 
increasing number of measurement, the leakage phenomenon becomes much better and 
generally gives more accurate identification results.  
Table 6.11 and Figure 6.17 give the damage identification results for Damage 
Scenario 4 with complete and incomplete measurement.  For Damage Scenario 4 with cut 
at two center columns in the third storey and seventh storey, both the identified stiffness 
integrity indices have the almost the same value of 0.67 as shown in Table 6.11 and Figure 
6.17.  For the case of Damage Scenario 4 from complete measurement (8 sensors) to 4 
sensors, both the identified damaged stiffness integrity indices ranges from 0.71 to 0.75 
with error ranges from 5.8% to 11.6%.  By comparing Tables 6.10 and 6.11 or Figures 
6.16 and 6.17, it is found that the damaged storeys are identified more accurately in the 
identification of Damage Scenario 4 than identification of Damage Scenario 3. The mean 
error for Damage Scenario 4 is smaller—7.45% and 9.06% using 6 and 4 sensors, 
respectively than that for Damage Scenario 3—9.85% and 11.55%.  It is noted that the 
damage identification results are probably affected by the extent of the damage.   





The identified results with Damage Scenario 5 with complete and incomplete 
measurement are shown in Table 6.12 and Figure 6.18.  For Damage Scenario 5 with cut 
at two center columns in the third and seventh storey as well as one center column in the 
fourth storey. Damage Scenario 5 is studied here because both near and far distance 
damage conditions are considered instead of only a far-distance damage condition that is 
studied in the previous damage scenario.  The results show that the damage extent can be 
quantified correctly whether the results are identified with complete measurement or 
incomplete measurement.  Both the identified damaged stiffness integrity indices in the 3rd 
and 4th storeys are satisfactory with 10.3% error in the 3rd storey and 3.6% error in the 4th 
storey based on the CMIR-SEREP method using 4 sensors. As shown in Figure 6.18, the 
damage at the third storey is more severe than that at the fourth storey.  The CMIR-
SEREP method is effective in identifying the damage locations and extents. However, the 
fifth undamaged storey, which is adjacent to the fourth damaged storey, is incorrectly 
identified to have a small damage due to the leakage problem — the identified stiffness 
integrity index is 0.91 in this case using 4 sensors.     
The identified stiffness integrity indexes for Damage Scenario 6 with complete and 
incomplete measurement are listed in Table 6.13 and Figure 6.19.  For the Damage 
Scenario 6 with cut at two center columns in the third, fourth and seventh storey, all the 
identified stiffness integrity indices for damaged storey have the almost the same value of 
0.68 as shown in Figure 6.19.  As shown in Table 6.13, the identified stiffness integrity 
index in the third, fourth and seventh damaged storey is 0.74, 0.74 and 0.72 respectively 
using 4 sensors. From Table 6.13 and Figure 6.19, the results show that the damage extent 
of the storey can be estimated accurately for the Damage Scenario 6 with shaker 





excitation.  The CMIR-SEREP method with 4 sensors gives a satisfactory performance 
with the mean and maximum error less than 8% and 11% respectively.  
 
6.10.2 Damage Assessment with the sub-SOMI-RR and CMIR-SEREP 
method 
The same laboratory model of consisting an eight-storey steel frame is used for the 
verification of the proposed sub-SOMI-RR method based on complete measurement (8 
sensors) and the combined sub-SOMI-RR and CMIR-SEREP method based on incomplete 
measurement (4 and 6 sensors).  The model is divided into two substructures, which is 
shown in Figure 6.11.  Basically, the loading location and substructure size are the same 
for both cases apart from the number of sensors.  Even though the displacement values 
obtained from the integration of accelerations are more practical than that obtained from 
displacement transducers, displacement transducers are used in this damage assessment 
study.  The actual values, which are used to check the identification results, are obtained 
from the static experiments mentioned previously.  
Table 6.14 and Figure 6.20 show the identified stiffness integrity index for 
Damage Scenario 1 with complete and incomplete measurement.  As shown in Table 6.14, 
the damage extent of Damage Scenario 1 can be estimated with mean and maximum error 
of 8.93% and 16.2% based on 4 sensors and 7.14% and 12.6% based on 6 sensors as well 
as 3.82% and 8.7% based on complete measurement. More sensors provide more 
information about the system, which gives better identification result as illustrated in the 
experimental study.    





  Damage identification expressed in terms of the stiffness integrity index for 
Damage Scenario 2 with complete and incomplete measurement is presented in Table 6.15 
and Figure 6.21.  Again, the estimated stiffness integrity index with complete 
measurement is more accurate than that with incomplete measurement.  Fortunately, the 
maximum error with complete and incomplete measurement is less than 8% and 12% 
respectively.  
After illustrating the damage identification method with damage in only one 
storey, the robustness and the accuracy of this method when applied to the identification 
of damage in multiple storeys are studied.  The identified results for Damage Scenario 3 
presented in Table 6.16 and Figure 6.22 show encouraging results for the proposed 
method as far as accuracy is concerned.  The mean absolute error for the stiffness values is 
9.1% while the maximum error is 14.0% for incomplete measurement with 4 sensors.  The 
identified stiffness integrity index of second and fourth undamaged storeys are both 0.89 
(-9.1% error) because the second and fourth undamaged storeys are just adjacent to the 
third damaged storey.  In view of the noisy environment in which the experiment is 
conducted and measurement errors that may have been involved, the results are considered 
good.  
Notwithstanding these experimental errors, the stiffness integrity index plot as 
presented in Table 6.17 and Figure 6.23 gives a reasonably good indication of the damage 
location and severity for Damage Scenario 4.  The experimentally identified stiffness 
integrity indices of the third and seventh storeys are found to be 0.73 and 0.74, which is 
reasonably close to the actual values of 0.67 and 0.68 respectively.  Since the noise could 
not be completely eliminated from the measured data of acceleration responses, the 





displacement and velocity data obtained by integration of noise-contaminated acceleration 
data obviously contain errors.  A small leakage is inevitable and this occurs in the 
supposedly undamaged elements.  The stiffness integrity indices of the undamaged 
storeys, which are adjacent to the damage storey, are identified to be about 0.90-0.94 with 
4 sensors. 
Table 6.18 and Figure 6.24 show the identification results for the Damage Scenario 
5 with complete and incomplete measurement.  Again we see that the stiffness integrity 
indices of the storey are identified accurately.  It is identified that the 3rd storey has more 
severe damage (stiffness integrity index of 0.74) than 4th storey (0.89) with the error of 
8.8% and 7.2%, respectively, using 6 sensors.  In the case of 4 sensors, the mean and 
maximum errors are 8.72% and 15.2%, respectively.  It is noted that the stiffness integrity 
indices are identified with accuracy using 4 sensors although results are generally worse 
than that with 6 sensors.   
Next, the results for Damage Scenario 6 with complete and incomplete 
measurement are presented in Table 6.19 and Figure 6.25. The identification results 
obtained with complete measurement are satisfactory; the mean error is 5.06% and 
maximum absolute error is 8.8% as shown in Table 6.19.  Using 4 sensors, the results are 
acceptable with mean error of 8.14% and maximum absolute error of 11.8%.  Using 6 
sensors, the combined CMIR-SEREP and sub-SOMI-RR method improves the results 
slightly to give mean error of 7.77% and maximum absolute error of 10.1%.  The results 
show that the stiffness integrity indices are identified with accuracy using substructural 
approach based on incomplete measurement for Damage Scenario 6.   





The results show that the experimental studies are consistent with the numerical 
simulation.  Hence, we see from the experimental results that the proposed method can 
indeed be practically applied in real problems.  The results show that the identified 
stiffness integrity index using the sub-SOMI-RR method based on complete measurement 
and the combined use of the CMIR and sub-SOMI-RR methods based on incomplete 
measurement with shaker excitation have similar results to that with whole structure 
identification.  This is because the advantage of substructural approach is not so 
significant in this laboratory model with 8 DOFs. 
 
6.11 Concluding Remarks  
An experimental study, involving vibration testing of a steel frame for predamage 
and postdamage states is performed to verify the practicality of the proposed damage 
identification strategy.  The experimental study shows that the stiffness integrity index 
obtained gives a fairly clear indication of the location and severity of local damage.  
Incomplete measurement in experimental studies has been used.  The fixed sensor and 
non-fixed sensor approaches are studied for their effectiveness to identify storey stiffness 
value and damage in a structure.  Although the estimated results using displacements from 
transducer are almost the same with those from integration of acceleration, displacements 
at an interface substructure obtained by numerical integration of the accelerations is more 
practical.  Due to inevitable experimental noise and possibly modeling error, a small 
leakage to an adjacent undamaged element took place.  Some undamaged storeys are 
found to have identified stiffness integrity indices slightly less than one due to 
experimental noise effect.  By and large, the identification results presented revealed the 





damage location and extent satisfactorily.  Nevertheless, the structure considered may still 
be simple from the practical point of view.  Further work is required to improve the 
proposed strategy using more complex structure and identifying damage of lesser severity 

























Table 6.1. Technical specifications of accelerometers 
 
Types Resolution (g) Range (± g) Sensitivity (mV/g) 
Frequency 
Range (Hz) 
PCB 308B 0.001 50 100 3000 
PCB 353B33 0.0005 50 99.1 4000 
PCB 302A07 0.01 500 10 5000 




Table 6.2. Identified storey stiffness values for undamaged case with complete 
measurement  
 
Identified Stiffness in N/m 
(Error in Bracket) Storey Exact Stiffness (N/m) Impulse hammer Shaker 
1 1547500 1356902 (-12.3%) 1369823 (-11.5%) 
2 481868.5 508967 (5.6%) 512048 (6.3%) 
3 394081.3 350934 (-10.9%) 379014 (-3.8%) 
4 373043.5 398720 (6.9%) 358912 (-3.8%) 
5 377634.1 357823 (-5.2%) 409912 (8.5%) 
6 397261.6 401256 (1.0%) 354092 (-10.9%) 
7 378063.5 401892 (6.3%) 419923 (11.1%) 
8 361474.7 390459 (8.0%) 379167 (4.9%) 
Mean Absolute Error 7.04% 7.59% 























Table 6.3. Identified storey stiffness values with incomplete measurement using impulse 
hammer  
 
Identified Stiffness in N/m (Error in Bracket) 
Storey 4 sensors (fixed 
sensor approach) 
4 sensors (non-fixed 
sensor approach) 
6 sensors (fixed 
sensor approach) 
1 1356893 (-12.3%) 1400923 (-9.5%) 1409123 (-8.9%) 
2 445091 (-7.6%) 442312 (-8.2%) 524671 (8.9%) 
3 360912 (-8.4%) 365783 (-7.2%) 360012 (-8.6%) 
4 409167 (9.7%) 394244 (5.7%) 352019 (-5.6%) 
5 333901 (-11.6%) 409345 (8.4%) 350101 (-7.3%) 
6 350090 (-11.9%) 350090 (-11.9%) 409012 (3.0%) 
7 409912 (8.4%) 411203 (8.8%) 412307 (9.1%) 
8 409123 (13.2%) 405562 (12.2%) 401122 (11.0%) 
Mean Absolute 
Error 10.39% 8.97% 7.8% 
Max. Absolute 
Error 13.2% 12.2% 11.0% 
 
 
Table 6.4. Identified storey stiffness values with incomplete measurement using shaker   
 
Identified Stiffness in N/m (Error in Bracket) 
Storey 4 sensors (fixed 
sensor approach) 
4 sensors (non-fixed 
sensor approach) 
6 sensors (fixed 
sensor approach) 
1 1349022 (-12.8%) 1405938 (-9.1%) 1412045 (-8.8%) 
2 440912 (-8.5%) 450912 (-6.4%) 508811 (5.6%) 
3 369999 (-6.1%) 353768 (-10.2%) 438945 (11.4%) 
4 410294 (10.0%) 395763 (6.1%) 360914 (-3.3%) 
5 340129 (-9.9%) 358203 (-5.1%) 382468 (1.3%) 
6 348823 (-12.2%) 355445 (-10.5%) 429027 (8.0%) 
7 423456 (12.0%) 403286 (6.7%) 357767 (-5.4%) 
8 398012 (10.1%) 388304 (7.4%) 350090 (-3.1%) 
Mean Absolute 
Error 10.21% 7.71% 5.85% 
Max. Absolute 













Table 6.5. Identified storey stiffness values with complete measurement using the sub-
SOMI method and displacement transducer   
 
Identified Stiffness in N/m (Error in Bracket) 
Shaker  Impulse hammer Storey 
sub-SOMI-AR sub-SOMI-RR sub-SOMI-AR sub-SOMI-RR 

























































Error 7.21% 6.69% 7.57% 7.02% 
Max. Absolute 

























Table 6.6. Identified storey stiffness values with complete measurement using the sub-
SOMI-RR method  
 
Identified Stiffness in N/m (Error in Bracket) 

































































Error 6.69% 8.35% 7.67% 8.69% 
Max. Absolute 
























Table 6.7. Identified storey stiffness values with incomplete measurement using the sub-
SOMI-RR method and displacement transducer   
 
Identified Stiffness in N/m (Error in Bracket) 
Shaker  Impulse hammer 
Storey 4 Sensors  (Non-fixed 
sensor 
approach) 
6 Sensors  
(Fixed sensor 
approach) 




6 Sensors  
(Fixed sensor 
approach) 

























































Error 10.72% 7.39% 9.66% 8.38% 
Max. Absolute 






















Table 6.8. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 1   
 
Identified Stiffness Integrity Index (Error in Bracket) 
Complete 
measurement CMIR-SEREP method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 1.00 0.94 (-6.5%) 0.96 (-4.5%) 1.12 (11.4%) 
2 0.98 0.94 (-3.8%) 0.93 (-4.8%) 0.90 (-7.9%) 
3 0.85 0.83 (-2.0%) 0.87 (2.7%) 0.89 (5.0%) 
4 0.98 0.94 (-4.5%) 0.92 (-6.5%) 0.91 (-7.5%) 
5 0.99 0.95 (-4.0%) 0.95 (-4.0%) 0.92 (-7.0%) 
6 0.98 1.06 (8.7%) 1.10 (12.8%) 1.12 (14.9%) 
7 0.99 0.95 (-4.1%) 0.94 (-5.1%) 1.06 (7.0%) 
8 0.99 1.03 (4.5%) 1.06 (7.5%) 0.93 (-5.7%) 
Mean Absolute Error 4.8% 6% 9.7% 




Table 6.9. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 2   
 
Identified Stiffness Integrity Index (Error in Bracket) 
Complete 
measurement CMIR-SEREP method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 1.00 0.98 (-1.9%) 0.96 (-4.0%) 0.95 (-5.0%) 
2 0.98 0.94 (-4.0%) 0.91 (-7.0%) 0.93 (-5.0%) 
3 0.68 0.72 (5.9%) 0.75 (10.3%) 0.76 (11.8%) 
4 0.98 0.95 (-3.0%) 0.93 (-4.9%) 0.92 (-6.1%) 
5 0.99 0.97 (-2.0%) 1.05 (6.5%) 1.04 (5.1%) 
6 1.00 1.05 (5.0%) 0.94 (-5.7%) 0.92 (-8.0%) 
7 0.99 1.02 (3.1%) 1.04 (5.1%) 1.05 (6.1%) 
8 1.00 1.05 (5.8%) 1.07 (7.8%) 1.09 (9.5%) 
Mean Absolute Error 3.83% 6.42% 7.1% 













Table 6.10. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 3   
 
Identified Stiffness Integrity Index (Error in Bracket) 
Complete 
measurement CMIR-SEREP method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 1.00 0.98 (-2.0%) 1.12 (12.0%) 0.88 (-12.0%) 
2 0.98 0.89 (-9.1%) 0.87 (-11.1%) 0.84 (-14.2%) 
3 0.68 0.71 (4.4%) 0.60 (-11.8%) 0.77 (13.2%) 
4 0.98 0.88 (-10.2%) 0.83 (-15.3%) 0.86 (-12.2%) 
5 1.00 0.92 (-8.0%) 0.89 (-11.0%) 0.86 (-14.0%) 
6 0.99 0.89 (-10.1%) 0.92 (-7.1%) 1.10 (11.1%) 
7 0.85 0.79 (-7.1%) 0.85 (0.0%) 0.79 (-7.1%) 
8 1.00 1.05 (5.5%) 0.89 (-10.6%) 0.89 (-10.6%) 
Mean Absolute Error 7.05% 9.85% 11.55% 




Table 6.11. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 4   
 
Identified Stiffness Integrity Index (Error in Bracket) 
Complete 
measurement CMIR-SEREP method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 0.99 0.96 (-3.2%) 1.08 (9.1%) 0.90 (-9.1%) 
2 0.98 0.96 (-2.2%) 0.92 (-6.4%) 0.89 (-9.2%) 
3 0.67 0.72 (7.2%) 0.71 (5.8%) 0.75 (11.6%) 
4 0.98 0.91 (-7.5%) 0.91 (-7.1%) 0.92 (-6.1%) 
5 0.99 0.91 (-8.3%) 0.94 (-5.1%) 1.13 (14.1%) 
6 1.00 0.94 (-6.1%) 0.90 (-10.0%) 0.94 (-6.0%) 
7 0.68 0.73 (7.2%) 0.75 (10.1%) 0.73 (7.2%) 
8 0.99 0.92 (-7.2%) 0.93 (-6.1%) 0.90 (-9.1%) 
Mean Absolute Error 6.12% 7.45% 9.06% 













Table 6.12. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 5   
 
Identified Stiffness Integrity Index (Error in Bracket) 
Complete 
measurement CMIR-SEREP method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 0.99 1.06 (7.1%) 1.07 (8.1%) 0.91 (-8.1%) 
2 0.99 0.94 (-5.1%) 0.92 (-7.1%) 0.93 (-6.1%) 
3 0.68 0.73 (7.2%) 0.72 (5.9%) 0.75 (10.3%) 
4 0.83 0.80 (-3.6%) 0.87 (4.8%) 0.86 (3.6%) 
5 0.98 0.92 (-6.1%) 0.92 (-6.1%) 0.91 (-7.1%) 
6 0.98 0.95 (-3.1%) 0.93 (-5.1%) 1.08 (10.2%) 
7 0.68 0.71 (4.4%) 0.73 (7.1%) 0.75 (10.3%) 
8 0.98 0.94 (-4.1%) 1.08 (10.2%) 0.93 (-5.1%) 
Mean Absolute Error 5.08% 6.8% 7.6% 




Table 6.13. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 6 
   
Identified Stiffness Integrity Index (Error in Bracket) 
Complete 
measurement CMIR-SEREP method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 0.99 1.08 (9.1%) 0.95 (-4.0%) 0.92 (-7.1%) 
2 0.99 0.92 (-7.1%) 0.94 (-5.2%) 0.90 (-9.1%) 
3 0.68 0.73 (7.4%) 0.76 (11.6%) 0.74 (8.8%) 
4 0.68 0.64 (-5.9%) 0.72 (5.9%) 0.74 (8.8%) 
5 0.98 0.92 (-6.1%) 0.92 (-6.1%) 0.88 (-10.2%) 
6 0.98 0.95 (-3.1%) 0.93 (-5.1%) 0.92 (-6.1%) 
7 0.68 0.70 (2.8%) 0.60 (-11.5%) 0.72 (5.9%) 
8 0.98 0.94 (-4.1%) 1.07 (9.2%) 0.91 (-7.1%) 
Mean Absolute Error 5.68% 7.32% 7.9% 













Table 6.14. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 1 
   
Identified Stiffness Integrity Index (Error in Bracket) 
sub-SOMI-RR 
method 
Combined CMIR-SEREP and  
sub-SOMI-RR method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 1.00 0.98 (-2.4%) 0.94 (-6.5%) 0.93 (-7.5%) 
2 0.98 0.95 (-2.8%) 0.93 (-4.8%) 0.91 (-6.9%) 
3 0.85 0.83 (-2.4%) 0.89 (5.0%) 0.88 (3.9%) 
4 0.98 0.95 (-3.5%) 0.93 (-5.5%) 0.91 (-7.5%) 
5 0.99 0.98 (-1.1%) 1.08 (9.2%) 1.15 (16.2%) 
6 0.98 1.06 (8.7%) 0.94 (-3.6%) 0.90 (-7.7%) 
7 0.99 1.02 (3.0%) 1.09 (10.0%) 0.92 (-7.2%) 
8 0.99 1.05 (6.7%) 1.11 (12.6%) 1.13 (14.6%) 
Mean Absolute Error 3.82% 7.14% 8.93% 




Table 6.15. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 2   
 
Identified Stiffness Integrity Index (Error in Bracket) 
sub-SOMI-RR 
method 
Combined CMIR-SEREP and  
sub-SOMI-RR method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 1.00 0.98 (-2.0%) 0.95 (-5.0%) 1.12 (12.0%) 
2 0.98 1.04 (6.2%) 1.06 (8.3%) 0.90 (-8.1%) 
3 0.68 0.71 (4.4%) 0.74 (8.8%) 0.76 (11.8%) 
4 0.98 0.93 (-5.1%) 0.92 (-6.1%) 0.91 (-7.1%) 
5 0.99 1.06 (7.3%) 1.05 (6.1%) 0.92 (-7.1%) 
6 1.00 0.97 (-2.7%) 0.95 (-5.0%) 1.12 (12.0%) 
7 0.99 0.97 (-1.9%) 1.09 (10.1%) 1.06 (7.1%) 
8 1.00 0.97 (-2.3%) 0.94 (-5.5%) 0.93 (-6.5%) 
Mean Absolute Error 4.00% 6.86% 8.96% 













Table 6.16. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 3   
 
Identified Stiffness Integrity Index (Error in Bracket) 
sub-SOMI-RR 
method 
Combined CMIR-SEREP and  
sub-SOMI-RR method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 1.00 0.95 (-5.0%) 0.92 (-8.0%) 0.92 (-8.0%) 
2 0.98 0.92 (-6.0%) 0.89 (-9.1%) 0.89 (-9.1%) 
3 0.68 0.72 (5.9%) 0.73 (7.4%) 0.72 (5.9%) 
4 0.98 0.89 (-9.2%) 0.90 (-8.2%) 0.89 (-9.1%) 
5 1.00 0.91 (-9.0%) 1.13 (13.0%) 1.14 (14.0%) 
6 0.99 0.93 (-6.1%) 0.91 (-8.1%) 0.89 (-10.1%) 
7 0.85 0.86 (1.2%) 0.83 (-2.4%) 0.80 (-5.9%) 
8 1.00 0.92 (-7.5%) 0.91 (-8.5%) 0.89 (-10.6%) 
Mean Absolute Error 6.36% 8.07% 9.09% 




Table 6.17. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 4   
 
Identified Stiffness Integrity Index (Error in Bracket) 
sub-SOMI-RR 
method 
Combined CMIR-SEREP and  
sub-SOMI-RR method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 0.99 0.97 (-2.1%) 1.13 (14.1%) 0.93 (-6.1%) 
2 0.98 0.97 (-1.1%) 0.92 (-6.1%) 0.90 (-8.5%) 
3 0.67 0.68 (1.4%) 0.71 (5.8%) 0.73 (9.0%) 
4 0.98 0.94 (-4.3%) 0.92 (-6.1%) 0.91 (-7.5%) 
5 0.99 1.06 (7.1%) 0.94 (-5.1%) 1.11 (12.1%) 
6 1.00 0.95 (-5.1%) 0.92 (-8.2%) 0.92 (-8.2%) 
7 0.68 0.73 (7.2%) 0.73 (7.2%) 0.74 (8.7%) 
8 0.99 0.93 (-6.2%) 0.95 (-4.1%) 0.94 (-5.2%) 
Mean Absolute Error 4.33% 7.1% 8.14% 













Table 6.18. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 5 
   
Identified Stiffness Integrity Index (Error in Bracket) 
sub-SOMI-RR 
method 
Combined CMIR-SEREP and  
sub-SOMI-RR method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 0.99 0.95 (-4.0%) 0.93 (-6.1%) 1.14 (15.2%) 
2 0.99 0.94 (-5.1%) 0.93 (-6.1%) 0.91 (-8.1%) 
3 0.68 0.64 (-5.9%) 0.74 (8.8%) 0.77 (13.2%) 
4 0.83 0.86 (3.6%) 0.89 (7.2%) 0.80 (-3.6%) 
5 0.98 0.94 (-4.1%) 0.92 (-6.1%) 0.90 (-8.2%) 
6 0.98 0.95 (-3.1%) 1.10 (12.2%) 0.93 (-5.1%) 
7 0.68 0.72 (5.9%) 0.75 (10.3%) 0.75 (10.3%) 
8 0.98 0.93 (-5.1%) 0.93 (-5.1%) 0.92 (-6.1%) 
Mean Absolute Error 4.59% 7.74% 8.72% 




Table 6.19. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 6 
   
Identified Stiffness Integrity Index (Error in Bracket) 
sub-SOMI-RR 
method 
Combined CMIR-SEREP and  
sub-SOMI-RR method Storey 
Static 
Experiment 
8 Sensors 6 Sensors 4 Sensors 
1 0.99 0.94 (-5.1%) 1.09 (10.1%) 0.91 (-8.1%) 
2 0.99 0.94 (-5.1%) 0.92 (-7.1%) 0.91 (-8.1%) 
3 0.68 0.71 (4.4%) 0.72 (5.9%) 0.73 (7.4%) 
4 0.68 0.72 (5.9%) 0.74 (8.8%) 0.76 (11.8%) 
5 0.98 0.93 (-5.1%) 0.91 (-7.1%) 0.93 (-5.1%) 
6 0.98 0.96 (-2.0%) 0.93 (-5.1%) 0.92 (-6.1%) 
7 0.68 0.74 (8.8%) 0.62 (-8.8%) 0.73 (7.4%) 
8 0.98 0.94 (-4.1%) 0.89 (-9.2%) 1.09 (11.2%) 
Mean Absolute Error 5.06% 7.77% 8.14% 
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                                         Figure 6.3.   Layout of data acquisition  
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                         Figure 6.4. Connection of steel frame, force sensor and shaker 
 
 
                           
 












                               
                     
 





   
      
 













                                       
 




                                       
 



















                       
 























Figure 6.11. 8-DOF eight-storey steel frame building with 2 substructures (overlap) 
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Figure 6.12. Simulation of structural damage by cutting the centre column on top and 


















Figure 6.13. Simulation of structural damage by cutting the centre column on top and 
bottom side from 1 to 6 cumulatively  
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Figure 6.14. Identified storey stiffness integrity indices with the CMIR-SEREP method for 



























Figure 6.15. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 2 
 
 



























Figure 6.16. Identified storey stiffness integrity indices with the CMIR-SEREP method for 



























Figure 6.17. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 4 
 
 



























Figure 6.18. Identified storey stiffness integrity indices with the CMIR-SEREP method for 




























Figure 6.19. Identified storey stiffness integrity indices with the CMIR-SEREP method for 
Damage Scenario 6 
 
 



























Figure 6.20. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 




























Figure 6.21. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 2 
 
 

























   
 
Figure 6.22. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 



























Figure 6.23. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 4 
 
 



























Figure 6.24. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 




























Figure 6.25. Identified storey stiffness integrity indices with the sub-SOMI-RR method for 
Damage Scenario 6 
 
 








In general, structural identification based on numerical analysis of measured I/O 
signal is an inverse problem investigated for several reasons.  If the aim is to obtain modal 
parameters, suitable methods such as the OKID/ERA presented in this thesis can be 
employed, and the solution is with respect to a first-order state space representation.  If the 
aim is to create or update a model with appropriate physical parameters (e.g. stiffness and 
damping) of the structure, then the second-order representation is to be determined.  
Taking another step further, the solution of the inverse vibration problem can be used to 
provide a non-destructive means to locate and even quantify structural damage by tracking 
the change in values of pertinent parameters such as stiffness.  
In this context, the main objectives of this research are to develop numerical 
strategies suitable for stiffness identification and damage assessment of structural systems 
taking into consideration that there are a high number of DOFs and incomplete 
measurements.  The scope of work is confined to off-line applications for linear structures 
supported on one end with fixed base (typical for most buildings).  The results and 
findings can be summarized as follows. 
The proposed methodology is based on ERA and OKID approaches to perform 
identification of structural systems using general input-output data via Markov parameters.  
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ERA and ERA/DC work well on noisy data.  The modal parameter identification of the 
state space model with the OKID/ERA approach is indeed successful, as numerically 
illustrated in Chapter 2.  The formulation is extended to the extraction of physical 
parameters of the second-order finite element model, namely the mass, damping, and 
stiffness matrices, from the identified first-order model.  The errors in the mass and 
stiffness matrices are generally less than those in the damping matrices.  A numerical 
simulation study of a 4-DOF system has demonstrated the effectiveness of the proposed 
approach in quantification of changes in storey stiffness through an integrity index.  
However, it is not very practical in engineering application due to the limitation in the 
number of sensors and actuators.  Thus, this thesis aims to relax the limitation of 
incomplete measurement through the substructural approach. 
For incomplete measurement, condensed stiffness matrices can be identified in a 
similar manner.  But to recover the full structural matrices, the Condensed Model 
Identification and Recovery (CMIR) method is formulated in Chapter 3.  The main 
significance of this method is that it is possible to obtain several condensed stiffness 
matrices, thereby enabling one to find individual stiffness coefficients for the structure 
based on incomplete measurement.  Genetic Algorithm (GA) is used as a robust 
optimization tool for recovering storey stiffness values from the condensed stiffness 
matrices.  A 12-storey shear building is used to demonstrate the performance of the CMIR 
method.  With regards to incomplete measurements, the CMIR method can be conducted 
with fixed sensors or with non-fixed (relocated) sensors.  Three different model 
condensation methods, namely static condensation (SC), dynamic condensation (DC) and 
System Equivalent Reduction Expansion Process (SEREP) are employed to avoid the need 
of having complete measurement.  The study has shown that the proposed CMIR methods 
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are effective in identifying the damage locations and extents with the CMIR-SC method 
giving the worst results.  This is because the CMIR-SC method introduces modeling errors 
when applied to structural dynamics problems, as inertia forces are not accounted for in 
the condensation process.  Due to the fact that the inertia forces are accounted for in the 
proposed CMIR-DC process, the storey stiffness values are generally more accurate than 
those identified by the CMIR-SC method.  The CMIR-SEREP method best preserves the 
eigenvalues and eigenvectors during the condensation process.  Hence, the storey stiffness 
value contains an error less than those identified from both the CMIR-SC and CMIR-DC 
methods.  The CMIR method developed in this thesis overcomes the necessity of having a 
full set of measurements, thereby allowing fewer sensors and actuators than the methods 
presented in Chapter 2.  
In Chapter 4 two substructural approaches have been developed to overcome 
problems associated with identification of large systems, namely Substructural First-Order 
Model Identification (sub-FOMI) method and Substructural Second-Order Model 
Identification (sub-SOMI) method.  In these approaches, numerical efficiency (in terms of 
convergence and accuracy) is achieved by carrying out identification on substructures 
(which form parts of a larger structural system), where the number of unknown parameters 
for each identification can be significantly reduced.  It is found that coupling between 
substructures can be taken care of by accounting for interaction forces at the interface 
between adjacent substructures.  To produce exact substructure coupling in the sub-FOMI 
method, it is required that collocated actuators and sensors be placed at all the interface 
DOFs, whereas in the sub-SOMI method, velocities and displacements are needed at some 
of the interface DOFs.  Variations of the sub-SOMI-AR and sub-SOMI-RR methods are 
presented, depending on whether absolute response (AR) or relative response (RR) is 
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used.  The relative merits between the two sub-SOMI-AR and sub-SOMI-RR methods are 
discussed.  The sub-SOMI-RR method is more practical because no stiffness parameter 
needs to be identified first by another method (hence a self-start method).  Furthermore, 
lesser information on damping forces and elastic forces are needed as input at the 
interface.  Unlike the sub-SOMI-RR method which can only work when mass is available, 
the sub-SOMI-AR method has the capability of identifying damage when the mass is not 
known.  Identification with the sub-SOMI method is preferred when dealing with large 
structure in order to avoid numerical difficulties in conversion from first-order model to 
second-order model.  Their superiority over the whole structural identification is 
illustrated by numerical simulation studies of a fairly large system, i.e. a 50-storey shear 
building.         
The concept of sub-SOMI method with complete measurement in Chapter 4 is 
extended to incomplete measurement in Chapter 5 where the sub-SOMI method 
incorporating the CMIR method is presented.  One of the objectives in this chapter is to 
demonstrate the convenience of identifying a portion of a large structure without any 
response measurement in the rest of the system (outside the substructure of concern).  
Therefore, if one suspects a faulty region on a structure, the proposed combined sub-
SOMI and CMIR method can be used to confirm and identify the damage qualitatively 
based on incomplete measurement.  Numerical simulation studies with I/O noise of 12-
storey and 50-storey shear building have been presented.  The identified results have 
demonstrated the efficacy of the fixed and non-fixed sensor approaches in obtaining 
sufficient information for the CMIR method based on incomplete measurement.  The 
identification accuracy generally improves with the increasing number of sensors and 
decreases with a higher I/O noise level.  The numerical results are presented to show that 
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the sub-SOMI method can be used in conjunction with the CMIR method, providing an 
effective means to identify local structural changes of buildings with incomplete 
measurements.  It is shown that the proposed methods should be considered as an 
important and successful attempt at locating and quantifying damage in a large structure.  
Chapter 6 reports a laboratory experiment study which was carried out to verify the 
feasibilities of several proposed methods applied in a realistic environment.  Local 
damages at storey level of an eight storey steel frame building model were artificially 
created.  Two means of excitation were used: impact by hammer and random excitation by 
shaker.  The sub-SOMI-AR and sub-SOMI-RR methods were studied for its effectiveness 
to identify damages created in the structural laboratory model.  The results show that non-
fixed sensor approach is more accurate in damage identification than that using fixed 
sensor approach for the same number of sensors.  The estimated results obtained by 
integration of acceleration to obtain the required displacements were about the same as 
those obtained by using displacement measured directly by displacement transducer.  Due 
to inevitable experimental noise and modeling error, a small leakage to an adjacent 
undamaged element took place.  To reduce the effects of random noise for better accuracy, 
the identification procedure was repeated several times based on different windows of I/O 
time signals and the average identified results were used.  It was shown that the 
identification results reflected accurately the various degrees of structural damages 
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7.2 Recommendations for Further Study 
The study thus far has revealed the potential of the proposed methods for structural 
identification.  There are several possible improvement and extension for this study, as 
follows.  
(1) One fundamental question that should be addressed is the availability of input 
excitation.  For many civil structures, it is not feasible to excite the structure with 
known input (either because of physical or owner/legal limitations).  There is more 
work to be done in structural identification problems without input excitation 
which has not been addressed in this work.  These issues are topics for future 
studies.  This is challenging due to the fact the input is needed in the CMIR 
method and substructural approach.  
(2) Although the damage assessment of structures can be identified with the CMIR 
method based on incomplete measurement, there is room for improvement to 
enhance the robustness of the algorithm.  A possible research area is to perform the 
CMIR method with as few measurements as possible.   
(3) The numerical simulation is done for structures that can be modeled with shear 
building.  It is possible to further investigate and modify the proposed methods to 
study more complex structures such as 3-D frame or shell structures. 
(4) Full-scale dynamic tests on actual buildings should be carried out to show the 
feasibility and effectiveness of the proposed methods. 
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Appendix A 
 
ERA with Data Correlations (ERA/DC) 
In order to reduce the bias due to noise in the data, an alternative formulation of 
the ERA, called the ERA/DC, can be used.  While the standard ERA method proceeds 
with using the Hankel matrix )0(H  shown in Eq. (2.12), the ERA method with data 
correlations (ERA/DC) requires the following square matrix of order αγ m= , where m  is 
the number of outputs. 
)0()()( Tkk HHhh =ℜ   






























































































































                         (A.1)   
 Here kY  is an m  x r  matrix whose columns are the Markov parameters (pulse 
response samples) corresponding to the m  outputs.  The size of )(kH  and )0(H  is 
rm βα × , whereas the size of )(khhℜ  is smaller in size than the Hankel matrix )(kH  in 
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particular when the number of columns of the Hankel matrix is sufficiently large.  For the 
case when 0=k , the correlation matrix )0(hhℜ  becomes 
)0()0()0( THHhh =ℜ  
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∑  at lag time values in 
the range α± , summed over the r  inputs.  If noises in the Markov parameters are not 
correlated, the correlation matrix )0(hhℜ  will contain less noise than the Hankel matrix 
)0(H .  Indeed, let a block correlation Hankel matrix ( ζξ × ) be formed as 































h      (A.3) 
or, for 0=k , 
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h                  (A.4) 
where k  is an integer chosen to avoid correlation terms which give rise to bias when noise 
is present, and τ  is an integer chosen to prevent significant overlap of adjacent ℜ  blocks.  
The integers ξ  and ζ  define how many correlation lags are included in the analysis.  
Similar to the ERA, the ERA/DC process continues with the factorization of the 
block correlation matrix )0(h  (as opposed to )0(H  in the ERA) using singular value 
decomposition so that 
                                                        TSΣR=)0(h                                                         (A.5) 
Next, let nR  and nS  be the matrices formed by the first n  columns of R  and S , 
respectively.  The columns of nR  and nS  are orthonormal and Σ  is a diagonal matrix 
containing the n  singular values that are considered significant, based on some truncation 
procedure.  Note that the above factorisation is approximate if noise is present because the 
discarded singular values are nonzero.  Hence, the matrix )0(h  becomes           
                                 Tnnn SΣR=)0(h    where    nTnnnTn SSIRR ==                             (A.6) 
Hence, a realization for [ ]ˆ,ˆ,ˆ CBA  can be shown to be 





−−= )1(ˆ h ,      r1/2nnTγ EHΣREB )0(][ˆ += ,     1/2nnTm ΣREC =ˆ       (A.7) 
In order to avoid overlap of adjacent correlation terms in the block correlation 
matrix, it is required that ατ ≥  (see Eq. (A.3)).  The structure of the )(khhℜ  matrix, and 
hence the block correlation Hankel matrix )(kh , is significantly affected by the choice of 
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the parameter ξ .  When 0=ξ , the structure is simplest, but does not necessarily yield the 
best answer.  However, it is the easiest way of implementing the ERA/DC method.  The 
realized discrete-time model represented by the matrices Aˆ , Bˆ , Cˆ  and Dˆ  can be 
transformed to the continuous-time model.  The system frequencies and damping ratio 
may then be computed from the eigenvalues of the estimated continuous-time state matrix.  
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Appendix B 
 
Method 1: Identification with Full Set of Sensors or Actuators 
 
B.1 Identification with Full Set of Sensors and at least One Actuator   
The realization (Eq. 2.21), which is obtained from data, and the desired realization 
(Eq. 2.18) are representations of the same system.  Therefore, there must exist a similarity 
transformation N .       
                          1
1
2 ANAN =−    ;    12 BBN =    ;    112 CNC =−                            (B.1) 
The transformation matrix N  is written as a product of two matrices in partitioned 
form as follows 













NRN                               (B.2)
 In the case of full set of sensors and at least one actuator, Eq (B.1) is solved by 
choosing matrix R  to make the product TRC2  create a new matrix whose right partition 
is zero, and whose left partition is a full rank n  by n  matrix, as required.  Assume for the 
moment that there are exactly n  independent sensors, and that they are displacement 
sensors.  Since 2C  is full rank, its singular value decomposition is of the form below, and 
R  is selected as follows          
                [ ] [ ] [ ] [ ]R0SUV0SUV0SUCC cccccccc2M1M === TT                      (B.3) 
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T
cVR =  
Equation (B.1) shows that 11N  is also nonsingular, and 0=12N   
                                            12pNC0 =      ;      1−= 11ccp NSUC                               (B.4) 
The matrix R  in Eq. (B.3) also produces the product 2RB  whose lower partition gives               
                                         ))(( 2M221M2122
1
1111c BRBRNNNB += −                                 (B.5) 
after making use of the fact that 0N12 = .  
Define the matrix 

























WW T     (B.6) 
and note that this matrix is known since all terms on the right have been determined.  In 
terms of this matrix, Eq. (B.1) becomes           
























2                   (B.7) 
The bottom left partition produces an eigenvalue problem for determining 11N   
                                                         112111 NΩWN
2−=                                           (B.8) 
The elements of the diagonal matrix 2Ω  are the negatives of the eigenvalues of the known 
matrix 21W , and the rows of 11N  are its left eigenvectors. 
The first step of this method produces the modal model (Eq. 2.17), given the state 
space realization.  The second step starts with the resulting modal model, and produces a 
mass-stiffness-damping model.  In order to convert modal model (Eq. 2.17) to physical 
model (Eq. 2.1) one uses the standard method of diagonalizing two symmetric matrices 
simultaneously.  Select a transformation of variables as follows 
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                                          ηSaq 1−=     ;     ),,,( 112111 −−−− = naaa Ldiaga                   (B.9) 
where a scaling factor 1−a  is introduced.  The undamped mode shapes S  is chosen to 
satisfy  





T ΩΩΩ== LdiagΩKSS A                 (B.10) 
                                                             IMSS =T                                                     (B.11) 
Then 
                                            ELSaaSSaCCBaSB ppfc === −− 11;; TT                 (B.12) 
The information available to determine S  and a , is in the input and output Eqs 
(B.12), where the four matrices cB , fB , pC  and pC  are known.  
                                       fppcpp BCCaBaCCS
T)(;)( 2 ++ ==                             (B.13) 
Once S  and 2a  are determined, the mass matrix M , the damping matrix L , and the 
stiffness matrix K are all uniquely determined: 
               12111 −−−−−− === SΩSK;EaSaSL;)(SSM TTT     (B.14) 
 
B.2 Identification with Velocity and Acceleration Measurements    
 Instead of displacement measurements, the case where velocity or acceleration 
measurements are used is investigated.  Since the state vector in Eq. (2.18) contains the 
modal displacements and velocities [ ] ))()()(( TTT ttt ηηx1 &= , it can be easily shown 
(simply by substitution) that           
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[ ] [ ]
















































                           (B.15)             
so that the singular value decomposition is performed on modified matrices, i.e.:               
                      [ ] Tccc122 V0SUAC =−     for velocity measurements                     (B.16)        
                            [ ] Tccc222 V0SUAC =−    for acceleration measurements               (B.17) 
From this point on, the solution proceeds in exactly the same way as for the case of 
displacement measurements. 
 
B.3 Identification with Full Set of Actuators and at least One Sensor     
The matrix R  is chose in order to make the product 2RB  create a new input 
matrix whose top partition is zero, and whose bottom partition is a full rank n  by n  
matrix, as required.  Since 2B  is full rank, its singular value decomposition is of the form 











































         (B.18) 
Here we have chosen R  to be equal to  




=                                                    (B.19) 
Note that this matrix is unitary so that 1−= RRT . Equation (B.1) results in 
                          TTT bb221111bb22cbb12 VSNNNVSNBVSN )(;0
1−===                        (B.20) 
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This implies that 22N  is nonsingular, 0=12N , and therefore 11N  is also nonsingular, 
since the transformation matrix N  must be invertible.  In Eq. (B.1), multiply by the 
transpose of R  on the right of both sides of the equation and solve for the unknown pC  
from the first partition to obtain 
                                             1)( −+= 11122M111Mp NRCRCC TT                                          (B.21) 
     In the case of full set of actuators and at least one sensor, we reverse which 
equation is solved for S  and for 2a  and obtain 
                          21 )(;)( −+−+ == aBBCCaBBS fcppfc TT                                 (B.22)   
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Appendix C 
 
McMillan Normal Form from First-Order State Space Model 
Let ψ  be a matrix that diagonalizes system (Eq. 2.2) 
                                          θψx =  ;     )()()( 1 ttt uBψΓθθ f−+=&      (C.1) 
where ),,,( 21 ndiag γγγ L=Γ .  Let Γ  possess l  eigenvalues that are in complex 
conjugate pairs, and ln −  real eigenvalues.  Order the entries in Γ  so that the complex 
eigenvalues appear first, and so that the eigenvalues of a complex conjugate pair appear in 
succession.  Then 2/,,2,1,212 ljjjj L===− γγ  and the eigenvector matrix 
][ 21 nψψψψ L=  has the property that 2/,,2,1,212 ljjj L==− ψψ .  Overbars 
indicate complex conjugate.  Consider one such pair and make the following 
transformation to real valued form 
                                               jjjjjj ii ωσγωσγ −=+= ;      (C.2) 























1      (C.3)  
Doing this for each eigenvalue pair simultaneously, the McMillan form from state 
space representation is obtained   
                                                   )()()( ttt uBΞzz '+=&     (C.4a) 
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                                                       )()( tt zCy '=     (C.4b) 
where  
                      1121 ;;)(
−− === c'fc' MCψCBψMBθθθΞ ndiag L  
The system matrix Ξ  is block diagonal with all real entries.  Then reordering the 
sequence of state variables appearing in the McMillan normal form (Eq. C.4) produces the 
following realization (A2, B2, C2), which is in terms of real valued quantities only. 
                                               )()()( ttt uBzAz 2r2r +=&                                                (C.5a) 
                                                    )()( tt r2zCy =                                                          (C.5b) 
with the following system matrices 














B      ;     [ ]2M1M2 CCC =                  (C.6) 
where Σ  is a diagonal matrix of the damping factors jσ2− , and 2BΩ  is a diagonal matrix 
of the )( 22 jj ωσ +  which reduces to the undamped natural frequencies only when there is 
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Appendix D 
 
Method 2: Identification with Mixed Sensors or Actuators 
 
D.1 Identification with Displacement Measurements    
If the first order system of Eq. (2.20) was identified using data that actually came 
from the second order model of Eq. (2.26), one can look for a transformation matrix, Nˆ , 
that relates these two representations, i.e.:  
                            ΓNΓN =− ˆˆ 1 ,   fc BPBψN T=−− 11ˆ ,   PCNCψ p=ˆ                       (D.1) 
It is easy to show that the transformation is diagonal, i.e. ),,,(ˆ 221 Nnnn LdiagN =  
and its values are complex conjugate.  The input and output matrices ( fB  and pC , 
respectively) of the finite element model are known.  These input and output matrices are 
assumed to contain binary information.  If the co-located sensor-actuator pair is at the thi  
DOF, the well-known co-location requirement can be written as  
                                                 TT ii ))(:,(:),( fp BPPC =                                          (D.2) 
Using the co-location requirement, the transformation matrix Nˆ  can be evaluated 
from Eqs. (D.1) and (D.2) as: 
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                  TT iiii ))(:,(ˆ:),())(:,ˆ(ˆ:),( 1211 cc BψNψCBψNNψC
−−− =⇒=      (D.3) 
Since the matrix Nˆ  is diagonal, each )2,,2,1( Nini L=  can be uniquely 
determined from Eq. (D.3).  
 The information pertaining to a certain DOF is embedded either in the input matrix 
or in the output matrix.  Going back to Eq. (D.1), the output matrices essentially contain 
information about only m  DOFs (with Nm < ). If there is a sensor at the thk  DOF, then 
the thk  row of the matrix P  can be evaluated, i.e. 
                                                        NψCP ˆ:),(:),( kk =                                          (D.4) 
However, since a DOF has either a sensor or an actuator, the thk  row of the matrix 
P  can be evaluated using Eq. (D.1) as 
                                                       Tkk ))(:,ˆ(:),( 11 cBψNP
−−=                              (D.5) 
In general, these eigenvectors can be arbitrarily scaled; however, if the scaling is 
chosen such that (see Sestieri and Ibrahim 1994, Balmes 1997) then the real and imaginary 
parts of the components of these complex eigenvectors are equal in magnitude for a 
proportionally damped system. 













                                        (D.6a)                        














                           (D.6b)  
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Once the properly scaled eigenvector matrix is evaluated, the mass, damping, and 
stiffness matrices of the finite element model can be obtained using the orthogonality 
conditions in Eq (D.6):   
             0PP,)PΓ(PKM,PΓMPL,)(PΓPM =−=−== −−− TTTT 1121      (D.7) 
 
 
D.2 Velocity and Acceleration Measurements    
 If instead of displacement measurements one uses velocity or acceleration 
measurements, the output equation in Eq. (2.26) can be rewritten as: 





=    for velocity measurements                (D.8) 

















 for acceleration measurements              (D.9)  
Clearly, these changes lead to some alterations in Eq. (D.1), according to the type 
of measurements used: 
       ΓPCNCψ v=ˆ               for velocity measurements                       (D.10) 
      2ˆ ΓPCNCψ a=              for acceleration measurements                 (D.11) 
From this point on, the solution proceeds in exactly the same way as for the case of 
displacement measurements. 
 
         
