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Abstract
Artificial Neural Networks have proven to be good modelling tools in hydrology for
rainfall-runoff modelling and hydraulic flow modelling. Representative data sets are
necessary for the training phase in which the ANN learns the model’s input-output rela-
tions. Good and representative training data is not always available. In this publication5
Genetic Algorithms are used to optimise training data sets. The approach is tested with
an existing hydrological model in The Netherlands. The optimised training set resulted
in significant better training data.
1 Introduction
Artificial Neural Networks are powerful tools to simulate complex processes under the10
condition that input and output data sets are available. In hydrology Artificial Neural
Networks (ANNs) prove to be good alternatives for traditional modelling approaches.
This is particular the case for rainfall-runoff modelling (Minns and Hall, 1996; Whigham
and Crapper, 2001; Vos and Rientjes, 2005) and hydraulic flow modelling. The struc-
ture of ANNs consists of neurons positioned in layers that are connected through15
weights and transfer functions. It is in general not straightforward to design a good
structure for an ANN; a few rules of thumb for ANN in hydrinformatics were found
by Zijderveld (2003). In the training phase the exact values for weights of the net-
work are determined by using one of the available training algorithms, for example
the Levenberg-Marquardt backpropagation training function. In this training phase the20
model actually learns the behaviour of the process by adopting the input-output rela-
tions from the data sets. There are several good descriptions on ANN (Hagan et al.,
1996; Haykin, 1999). The data set is usually divided into a train and test set and op-
tionally in a cross-validation set. The training data should be representative for the sim-
ulation period, otherwise extrapolation of model simulation is difficult. In a flow model25
for example, the training data must contain high and low flows and in a rainfall-runoff
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model the data should contain sufficient extreme rainfall events to be representative.
Such data is not always available. Considerations for expenditures on sensors, instal-
lation, calibration and validation of the data play a role. Data is also limited due to
legal, social and technical constraints on its collection and distribution (Shannon et al.,
2005). Lack of data is especially the problem for physically distributed hydrological5
models (Feyen et al., 2000). Using existing data sets may seem a good alternative.
However, locations not always match with the problem area and additional problems
can occur on the data quality, validation and format. In practise there can also be legal
and strategic aspects that give problems to obtain enough validated data or poor data
with noise (Doan et al., 2005). In this publication the technique of Genetic Algorithms10
(GA) is used to reduce this problem by optimising training data sets.
2 Genetic Algorithms
Genetic Algorithms are one of the most successful optimisation techniques of a new
generation of soft computing which includes fuzzy-logic, ANN and support-vector ma-
chines. From biological sciences, evolutionary processes have been translated to effi-15
cient search and design strategies. Genetic Algorithms use these strategies to find an
optimum solution for any multi-dimensional problem (Goldberg, 1989). GAs work with
children (off-spring) where each child is a copy of its parents plus a variation. After
every model run (epoch) the GA creates a new set of children. In this paper the GA is
used to feed an ANN model which mimics a hydrological model. Each child consists of20
a set of five starting points corresponding with the five sub-sets of data of the training
data. After several runs, the GA optimised the starting points and therefore the training
data of the ANN. The GA solves this problem in a reasonable time without restricting
itself to local minima. In this paper the GA constructs the most efficient training data
for an ANN network of a hydraulic flow model. From the available dataset usually a25
subset for training is selected without a predefined selection procedure. The question
is whether it is possible to optimise the training data using a GA. The optimisation con-
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sists of a procedure which selects area’s in the original data set that have a positive
influence on the ANN’s performance. The GA will search in an evolutionary way if some
parts of the data set contain more relevant system knowledge than other parts.
3 The case
In this paper the ANN simulates an existing hydraulic model. It is a model built in Duflow5
for 1-D free surface flow applied to the drainage system of Baambrugge, The Nether-
lands by Witteveen+Bos, Fig. 1. The datasets consist of simulated discharges up and
downstream of a channel section and is simulated in a one dimensional hydraulic net-
work. The hydraulic network uses the Saint-Vernant equations to solve the free surface
flow movements. ANN can simulate free surface flow (e.g. Bobovic and Abbott, 1997;10
Price et al., 1998; Bobovic and Keijzer, 2000; Minns, 2000; Dibike, 2002). The model
has several discharge points and boundaries; there are also many rainfall-runoff area’s
connected. The input for the ANN is a discharge at the upper boundary. From that
point the water disperses into the model. The output of the ANN is the discharge at
a point, in the centre of the model where boundary distortion is minimal. The initial15
data set was constructed in a way that all discharge levels and discharge variations
occurred within the limits of the model’s hydraulic constrictions. ANNs are capable to
generalise system behaviour from the training data (Anctil and Lauzon, 2004) and in a
certain extent extrapolate (Shrestha et al., 2005). From this initial training data the GA
randomly selects five new sub-sets; all with the same length. The GA selects the start-20
ing point of a subset and puts the five sub-sets together in a new training data. This
results in a copy of the initial training data, with data standing in a different sequence.
Subsequently the ANN performs a run; the outcome is compared with the target values
from the test set and the root mean squared-error (RMSE) is calculated. The RMSE is
a common measure for the ANN’s performance. On the basis of the performance, the25
GA constructs a new set of starting points using selections, mutations, crossovers and
other evolutionary methods. The expectation is that the GA constructs an optimised
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training set with higher performance than the initial dataset.
4 ANN model experiment
The input for the ANN is the upstream discharge boundary of the model which lies
between 0.5 and 1.5m3/s. The discharge frequency is slowly increasing from days to
hours. The output or training target is the discharge in the central area of the model.5
The target values are calculated in the numerical flow model. A stepped delay line
is used to simulate flow dynamics. In a stepped delay line the input at time t until n
steps in history xt−n form the ANN’s input layer (see Fig. 2). The target values are the
flow models output at time t. The ANN has an input and output layer and also one
hidden layer. The network structure, training algorithms, neuron functions and other10
ANN design parameters are chosen on the basis of other hydrological ANN model
designs and experiences. Three differently shaped test sets were constructed.
In this publication the GA is used to optimise the training data of an ANN. The GA
is trained for 30 generations each with 10 off-spring. From the initial training set five
sub-sets of equal length are selected. The starting point or starting index is chosen at15
random by the GA (see Fig. 3). The five sub-sets together form a new training set with
new input/output time series.
With the combined training set, the ANN makes a calculation, resulting in a new
model performance (RMSE). Based on these results the GA starts the next run by
choosing five new sample indices.20
5 Conclusions
For many reasons sufficient and representative data is not always available. In this
case we focused on a hydraulic flow model and presumed there is not enough data to
train an ANN. Therefore a dataset was composed regarding the properties of the flow
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network such as water depth, average discharge and timescales. With this dataset the
ANN simulated and predicted model output which gave, as expected, poor results.
The GA was used to improve the results of the ANN by optimising the original training
set. The algorithm selected five sub-sets from that training set and placed them in a
new data set. This was repeated in an optimised algorithm with a evolutionary growth5
background that resulted in a training set that performed much better. In this particular
flow model it gave on average 39% better results when measured in RMSE. Figure 4
shows one of the resulting training sets. The sharp edges in the discharge indicate the
borders of the sub-sets and have no special meaning.
To take a closer look to the resulting data set, Fig. 5 shows the distribution of training10
samples of the five best performing and optimised training sets in comparison with the
original samples. A sample with a high density indicates that a sample data is often
selected in all sub-sets.
From this figure it is shown that there are no special peaks or trends. The GA used
data from the entire, original dataset consisting of 1489 data samples to find an opti-15
mised training set, except for the first 77 and the last 372 samples. In the last area the
frequencies of the discharge is very high as shown in Fig. 3. The explanation for this
is that in the flow model quick changes result in an almost constant discharge in the
centre of the model. The effect is that the relation between inputs and outputs is not
ambiguous anymore. An ANN cannot handle this. As a result the GA did not select20
this area in the optimised training set. Slower changes were no problem for the ANN
except for the very first samples where noise, induced by initial conditions, influenced
the results.
In this paper a GA was used to optimise the training data for an ANN simulating
an existing hydrological flow model in Baambrugge, The Netherlands. The resulting25
training data was built from five sub-sets selected by the GAs optimisation technique
and resulted in an ANN which gives more accurate outputs.
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Fig. 1. Hydrological flow model Baambrugge, the Netherlands (Witteveen+Bos).
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2 Kamp: Optimising training data for ANNs with Genetic Algorithms
and therefore the training data of the ANN. The GA solves
this problem in a reasonable time without restricting itself to
local minima. In this paper the GA constructs the most effi-
cient training data for an ANN network of a hydraulic flow
model. From the available dataset usually a subset for train-
ing is selected without a predefined selection procedure. The
question is whether it is possible to optimise the training data
using a GA. The optimisation consists of a procedure which
selects area’s in the original data set that have a positive in-
fluence on the ANN’s performance. The GA will search in an
evolutionary way if some parts of the data set contain more
relevant system knowledge than other parts.
3 The case
In this paper the ANN simulates an existing hydraulic model.
It is a model built in Duflow for 1D free surface flow applied
to the drainage system of Baambrugge, The Netherlands by
Witteveen+Bos, Fig. 1. The datasets consist of simulated
discharges up and downstream of a channel section and is
simulated in a one dimensional hydraulic network. The hy-
draulic network uses the Saint-Vernant equations to solve the
free surface flow movements. ANN can simulate free sur-
face flow (e.g. Bobovic and Abbott, 1997; Price et al., 1998;
Bobovic and Keijzer, 2000; Minns, 2000; Dibike, 2002). The
model has several discharge points and boundaries; there are
also many rainfall-runoff area’s connected. The input for the
ANN is a discharge at the upper boundary. From that point
the water disperses into the model. The output of the ANN
is the discharge at a point, in the centre of the model where
boundary distortion is minimal. The initial data set was con-
structed in a way that all discharge levels and discharge varia-
tions occurred within the limits of the model’s hydraulic con-
strictions. ANNs are capable to generalise system behaviour
from the training data (Anctil and Lauzon, 2004) and in a
certain extent extrapolate (Shrestha et al., 2005). From this
initial training data the GA randomly selects five new sub-
sets; all with the same length. The GA selects the starting
point of a subset and puts the five sub-sets together in a new
training data. This results in a copy of the initial training data,
with data standing in a different sequence. Subsequently the
ANN performs a run; the outcome is compared with the tar-
get values from the test set and the root mean squared-error
(RMSE) is calculated. The RMSE is a common measure for
the ANN’s performance. On the basis of the performance,
the GA constructs a new set of starting points using selec-
tions, mutations, crossovers and other evolutionary methods.
The expectation is that the GA constructs an optimised train-
ing set with higher performance than the initial dataset.
4 ANN model experiment
The input for the ANN is the upstream discharge boundary
of the model which lies between 0,5 and 1,5 m3/s. The dis-
Fig. 1. Hydrological flow model Baambrugge, the Netherlands
(Witteveen+Bos)

xt−1
xt−2
xt−5
.
.
.
xt−n
→ ANN → xt
input network output
Fig. 2. Input with stepped delay line to simulate history
charge frequency is slowly increasing from days to hours.
The output or training target is the discharge in the central
area of the model. The target values are calculated in the
numerical flow model. A stepped delay line is used to simu-
late flow dynamics. In a stepped delay line the input at time
t until n steps in history xt−n form the ANN’s input layer
(see Fig. 2). The target values are the flow models output
at time t. The ANN has an input and output layer and also
one hidden layer. The network structure, training algorithms,
neuron functions and other ANN design parameters are cho-
sen on the basis of other hydrological ANN model designs
and experiences. Three differently shaped test sets were con-
structed.
In this publication the GA is used to optimise the training
data of an ANN. The GA is trained for 30 generations each
with 10 off-spring. From the initial training set five sub-sets
of equal length are selected. The starting point or starting in-
dex is chosen at random by the GA (see Fig. 3). The five sub-
sets together form a new training set with new input/output
time series.
With the combined training set, the ANN makes a calcula-
tion, resulting in a new model performance (RMSE). Based
on these results the GA starts the next run by choosing five
new sample indices.
Atmos. Chem. Phys., 0000, 0001–4, 2005 www.atmos-chem-phys.org/acp/0000/0001/
Fig. 2. Input with stepped delay line to simulate history.
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Fig. 3. Example of starting index for five sub-sets in training data.
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Fig. 4. Training set optimised by Genetic Algorithm.
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Fig. 5. Distribution sub-set data in optimised training set.
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