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 I 
  摘要 
本論文旨在研究使用各種訓練資料選取方法來改善以最小化音素錯誤為基礎的
鑑別式聲學模型訓練，並應用於中文大詞彙連續語音辨識。首先，我們汲取
Boosting 演算法中強調被錯誤分類的訓練樣本之精神，修改最小化音素錯誤訓練
中每一句訓練語句之統計值權重，以提高易傾向於被辨識錯誤的語句對於聲學模
型訓練之貢獻。同時，我們透過多種方式來結合在不同訓練資料選取機制下所訓
練出的多個聲學模型，進而降低語音辨識錯誤率。其次，我們亦提出一個基於訓
練語句詞圖之期望音素正確率(Expected Phone Accuracy)定義域上的訓練資料選
取方法，分別藉由在語句與音素段落兩種不同單位上的訓練資料選取，以提供最
小化音素錯誤訓練更具鑑別資訊的訓練樣本。再者，我們嘗試結合本論文所提出
的訓練資料選取方法及前人所提出以正規化熵值為基礎之音框層次訓練資料選
取方法、以及音框音素正確率函數，冀以提升最小化音素錯誤訓練之成效。最後，
本論文以公視新聞語料作為實驗平台，實驗結果初步驗證了本論文所提出方法之
可行性。 II 
Abstract 
This thesis aims to investigate various training data selection approaches for 
improving the minimum phone error (MPE) based discriminative training of acoustic 
models for Mandarin large vocabulary continuous speech recognition (LVCSR). First, 
inspired by the concept of the AdaBoost algorithm that lays more emphasis on the 
training samples misclassified by the already-trained classifier, the accumulated 
statistics of the training utterances prone to be incorrectly recognized are properly 
adjusted during the MPE training. Meanwhile, multiple speech recognition systems 
with their acoustic models respectively trained using various training data selection 
criteria are combined together at different recognition stages for improving the 
recognition accuracy. On the other hand, a novel data selection approach conducted 
on the expected phone accuracy domain of the word lattices of training utterances is 
explored as well. It is able to select more discriminative training instances, in terms of 
either utterances or phone arcs, for better model discrimination. Moreover, this 
approach is further integrated with a previously proposed frame-level data selection 
approach, namely the normalized entropy based frame-level data selection, and a 
frame-level phone accuracy function for improving the MPE training. All experiments 
were performed on the Mandarin broadcast news corpus (MATBN), and the 
associated results initially demonstrated the feasibility of our proposed training data 
selection approaches. III 
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第1章  序論 
1.1  研究背景 
全球最大軟體公司微軟(Microsoft)的總裁比爾蓋茲(Bill Gates)先生，近年來一直
在努力推動自然語言介面[Nature Language Interface]計畫，他認為，在不久的未
來，用手寫辨識、音控和觸控的方式來操作電腦將會成為主流，其中最重要且最
值得投資的一項技術乃是語音辨識。 
語音，是人與人之間最自然的溝通方式，倘若語音可成為各種科技產品的通
用輸入方式，那麼人類與各種科技產品之間的溝通將會變得更有效率。而且近年
來，科技資訊產品的研發不斷地蓬勃發展，筆記型電腦(Notebook)、個人數位助
理(Personal Digital Assistant, PDA)和智慧型手機(Smart Phone)早已是現今社會中
所不能或缺的資訊產品。然而，消費性電子產品為了攜帶上的便利，勢必要將體
積縮得越輕巧越好；如此，以語音作為消費性電子產品的輸入方式便顯得更為迫
切，自動語音辨識(Automatic Speech Recognition, ASR)之研究自然就變得更具有
價值，因而成為目前最為熱門的研究議題之ㄧ。儘管語音辨識技術目前在大詞彙
連續語音辨識(Large Vocabulary Continuous Speech Recognition, LVCSR)系統上還
無法達到百分之百的辨識率，然而在小詞彙的辨識任務上，例如數字辨識、關鍵
詞擷取(Keyword Spotting)，已有不錯的成效。而且在許多語音辨識技術的應用情
境上，例如語者辨識(Speaker Recognition)、語言識別(Language Identification)等，
這些任務的目標乃是在於提高分類的正確率，與詞彙的辨識率無關。因此，現階
段的語音辨識技術已可應用在許多不同的任務上。然而，倘若欲將語音辨識技術
推廣至具全面實用性的階段，仍待大量的研究與鍥而不捨的努力投入。 2 
1.2  統計式語音辨識 
目前最廣為普遍使用的語音辨識技術乃是以統計式為基礎，其出發點相當直覺，
主要就是要找出一句最像、最接近待測語音的文句。其中藉由統計式架構的方法
來定義或是量化一段語音跟一句文句的相似度，進而利用一機率量值來衡量此相
似度，這即是統計式語音辨識的主要精神。因此，整個語音辨識過程就可以很輕
易地轉換成一個搜尋問題(Search Problem)，在給定一段待測的語音訊號下，其任
務即是要找一句文句使得與此語音訊號的相似度(機率)最大。以更明確的方式來
說明，假設 {} T o o O ,..., 1 = 為給定的語句，則語音辨識即是要從所有文句(詞序
列) h W 中找出機率最大的一句W ˆ ： 
() O W P W
h W W ∈
= max arg ˆ             (1.1) 
其中 h W 代表所有可能詞序列之所構成的集合， ( ) O W P 為給定語句O，發生詞序
列W 的事後機率(Posterior Probability)。若使用貝式定理(Bayes’ Theorem)將式(1.1)
中的事後機率項展開： 
語音
特徵向量
特徵擷取
聲學比對
語言解碼
聲學模型
語言模型
辨識文字
語音訊號
聲學模型訓練
語言模型訓練
發音詞典
 
圖 1.1  統計式語音辨識流程 3 
()( ) ()
() O p
W P W O p
O W P =            (1.2) 
其中 () W O p 為詞序列W 產生語句O的可能性(Likelihood)，此機率一般是藉以一
個機率分布(Probability Distribution)或統計模型(Model)來估測，由於此統計模型
是用來決定語音特徵向量的機率 ， 故稱之為聲學模型(Acoustic Model) 。而 () W P 為
在語言中發生詞序列W 的事前機率(Prior Probability)，同樣可使用一統計模型來
估測求得，且此模型只用來處理語言機率，故稱為語言模型(Language Model)。
於式(1.2)中的分母項 () O p 可視為語句O的事前機率，並不影響詞序列之排序，
故式(1.1)可簡化為： 
() ( ) W P W O p W
h W W ∈ = max arg ˆ            (1.3) 
以式(1.3)為目標函數的搜尋演算法即是所謂的最大化事後機率(Maximum a 
Posteriori, MAP)解碼方法。 
目前已廣泛地被使用的統計式語音辨識技術，其架構主要可區分為特徵擷取
(Feature Extraction)、聲學模型訓練、語言模型訓練和聲學比對(Acoustic Matching)
與語言解碼(Linguistic Decoding)等四個部分，如圖 1.1 所示。以下將依序作簡單
扼要地介紹。 
1.2.1  特徵擷取 
特徵擷取的目的在於將一段語句的類比訊號轉為自動語音辨識系統可以處理的
語音特徵向量序列(Speech Feature Vector Sequence)。目前最具代表性的語音特徵
乃是以考量人耳聽覺感知所出發的梅爾倒頻譜係數(Mel-frequency Cepstral 
Coefficients, MFCC)[Davis and Mermelstein 1980]，其擷取過程包括一系列的幾個
步驟，有預強調(Pre-emphasis)、音框化(Windowing)、離散傅立葉轉換(Discrete 4 
Fourier Transform, DFT)、梅爾三角濾波器組處理(Mel-Scaled Triangular Filterbank 
Processing)、離散餘弦轉換(Discrete Cosine Transform, DCT)、對數能量(Logarithm 
Energy)運算及時間差量(Time Derivation)運算等程序，流程如圖 1.2 所示。然而
通常訓練語料會存在著與測試語料於環境上不匹配(Mismatch)的問題，因此一些
強健性(Robust)語音特徵擷取技術便被應用來使得所擷取得到的語音特徵參數更
能抵抗因周遭環境影響所造成的失真情況。其中目前常見的技術有倒頻譜平均消
去法(Cepstral Mean Subtraction, CMS)[Atal 1974]、倒頻譜正規化法(Cepstral 
Normalization, CN)[Viikki and Laurila 1998] 、 統計圖等化法(Histogram Equalization, 
HEQ)[Korkmazsky et al. 2004; Lin et al. 2007]等。 
除了以上提及的強健性技術之外，尚可利用鑑別性分析(Discriminant 
Analysis)來計算原始語音資料的一些相關統計資訊，將原本的語音特徵投影到新
的特徵空間，以得到較具有鑑別性的特徵。較常見的方法有線性鑑別分析(Linear 
Discriminant Analysis, LDA)[Duda et al. 2000] 、異質性線性鑑別分析
(Heteroscedastic Linear Discriminant Analysis, HLDA)[Kumar 1997; Gales 2002]、
異質性鑑別分析(Heteroscedastic Discriminant Analysis, HDA) [Saon et al. 2000]
等。 
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圖 1.2  梅爾倒頻譜係數特徵擷取流程圖 5 
1.2.2  聲學模型 
在小量詞彙數的辨識任務中(如:數字辨識、關鍵詞辨識)，常會直接以全詞模型
(Whole-word Model)作為聲學模型單位，然而在中大量詞彙數的任務上時，得必
須考量訓練語料的收集與聲學模型的一般化能力(Generalization Ability)，並不會
直接針對詞典中的每個詞去單獨建立一個聲學模型，而是選擇比詞更小的聲學單
位來建立模型，如：次詞單位(Sub-word Unit)、音節(Syllable)或音素(Phone)，再
利用發音詞典(Pronunciation Lexicon)來串接每一詞彙所對應的每個聲學模型。針
對中文大詞彙連續語音辨識器，考量其特有的一字一音節之發音結構特性，將每
一中文音節切分為聲母(Consonant)與韻母(Vowel)兩個聲學單位，分別為之建立
聲學模型。對於為聲母單位所建立的聲學模型，我們稱之為聲母模型(INITIAL)，
而對於韻母的聲學模型，我們稱之為韻母模型(FINAL)。於本論文中，一共使用
了 22 個聲母模型(其中包含一個空聲母以應付某些不含聲母的中文音節)、38 個
韻母模型(其中包含兩個空韻母，一個用以銜接捲舌音的聲母，而另一個銜接非
捲舌音的聲母)以及一個靜音(Silence)模型以構成 404 個不含聲調(Toneless)的中
文音節。然而針對聲母單位其所含有的共振頻率(Resonance Frequency)資訊較為
缺乏，易造成與辨識上的困難，同時為了處理連續語音之發聲耦合現象
(Co-articulation effects)，將每一聲母模型為其右邊所連接之韻母模型的不同而使
其有不同的聲學模型，故進而再細分為 112 個右相關(Right-Context Dependent, 
RCD)聲母模型[Chen et al. 2002]。因此，本論文一共使用了 151 個聲學模型。 
為了因應語音訊號在時域上的變化，於設計聲學模型時，一般被廣泛採用的
聲學模型皆是由左至右(Left-to-right)的連續密度隱藏式馬可夫模型(Continuous 
Density Hidden Markov Model, CDHMM)[Young et al. 2006]，如圖 1.3 所示。於每
個隱藏式馬可夫模型之中皆含有數個狀態(State)(本論文中的聲母模型使用 3 個6 
狀態，而韻母模型則使用 4 個狀態)，每個狀態中除了擁有其所相對應的狀態轉
移機率(State Transition Probability)外(即圖1.3中的 ij a ， 用以控制狀態i至狀態 j 之
間的轉移機率)，尚還有用來估測語音特徵參數的觀測機率(Observation 
Probability)，一般而言都是使用高斯混合模型(Gaussian Mixture Model, GMM)來
決定此機率(就以圖 1.3 中的 S2 而言，即是一含有四個高斯分布(Gaussian 
Distribution)的高斯混合模型)。而本論文中所採用的聲學模型，其中每個狀態則
根據其所對應的訓練語料多寡，會有 2 到 128 個不等的高斯分布。 
1.2.3  語言模型 
聲學模型於統計式語音辨識過程中，所扮演的角色是用來估測某段語音訊號與哪
個音素或音節抑或是哪個詞的相似度，進而決定發生此段語音訊號最有可能的
詞。然而，在連續語音辨識任務中，其目的是在於找出與待測語句最為相似的詞
序列。故，除了聲學模型之外，仍須額外利用一個語言模型來估測詞與詞連接之
間的關連性。然而卻不像語音訊號那般，在一個辨識任務中的詞彙數皆是有限，
因此，其所可能的詞序列組合數也是可數的，故在語言模型中所使用的機率分布
乃是離散型的多項式分布(Multinomial Distribution)。 
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圖 1.3  三個狀態的連續密度隱藏式馬可夫模型示意圖 7 
倘若一句長度為 N 的候選詞序列 ) ,..., , ( 2 1 N w w w ， 而語言模型的主旨便在估測
此候選詞序列發生的機率 ) ,..., ,..., ( 1 N k w w w P ，其中 { } N k wk ≤ ≤ 1 乃是構成此詞序
列中所有的詞。但一詞序列的所有可能組合會隨著此詞序列的長度N 成指數成
長，使得模型訓練過程容易遭遇資料稀疏(Data Sparseness)的問題，造成於機率
估測上的困難。為此，通常會先將 ) ,..., , ( 2 1 N w w w P 展開成條件機率的連乘積，再
利用 n-1 階的馬可夫假設(n-1 Order Markovian Assumption)簡化，如下所示： 
∏
=
− − + − ≈ =
N
k
k k n k k N w w w w P w P w w w P W P
2
1 2 1 1 2 1 ) , ,..., | ( ) ( ) , , , ( ) ( K    (1.4) 
其中 1 2 1 , ,..., − − + − k k n k w w w 則是 k w 的歷史詞序列。則式(1.4)便是常見的n-連(n-gram)
語言模型表示法。一般為了方便起見，以及減少參數量的複雜度，常使用詞二連
(Bigram)及詞三連(Trigram)兩種模型(也就是分別使用一階及二階的馬可夫假
設)。誠如聲學模型，語言模型也需大量的文字語料來做為訓練之用。而n-連語
言模型之訓練方法有最大化相似度估測法(Maximum Likelihood Estimation, 
MLE)、最大熵值法(Maximum Entropy, ME) [Rosenfeld 1996]或是最小詞錯誤
(Minimum Word Error, MWE) [Kuo and Chen 2005]等，另外，為了處理某些詞可
能在訓練語料沒有出現的問題，通常會搭配如 Katz Smoothing [Katz 1987]及
Kneser-Ney Smoothing [Ney et al. 1994]等語言模型平滑技術，對這些估測機率原
本為零(亦即 0 ) , ,..., | ( 1 2 1 = − − + − k k n k k w w w w P )的部份加以平滑化處理。 
1.2.4  聲學比對與語言解碼 
根據式(1.3)，欲搜尋最佳詞序列必須包括聲學比對與語言解碼兩個部分來進行。
聲學比對乃是將音素與語句中每一段可能的語音段落做比對，利用聲學模型去估
測此音素發生這段語音的可能性。倘若以實作的角度來看，實際上乃是利用發音
詞典而將每一個詞所對應的音素序列串成這個詞所屬的聲學模型，進而求得於這8 
個詞層次上發生某段語音訊號的可能性(即為 ( ) w o p ，其中w為詞序列W 中的某
一個詞，而 e s o o o ,..., = 為一段語音訊號，其中 T e s ≤ ≤ , 1 ，s與e分別為詞w的開
始與結束時間)；而語言解碼一般是使用維特比動態規劃搜尋(Viterbi Dynamic 
Programming Search)[Viterbi 1967]，結合聲學相似度及語言模型機率(即為 ( ) W P )
去找出一條最佳的詞序列。 
另一方面，由於搜尋空間會隨著詞序列長度成指數形式成長，因此在進行搜
尋過程中，通常會藉由搜尋路徑裁減(Pruning)技術來淘汰那些機率較低的詞序
列，以減低搜尋空間複雜度並節省處理器計算量及記憶體使用量，達到加快搜尋
速度之效果。同樣地，隨著n -連語言模型的複雜度增加，搜尋空間也會呈指數
成長，因此一般地搜尋過程會分成兩階段的搜尋來完成：第一階段進行聲學比對
並使用較低階的語言模型來搜尋，以保留機率較高的候選詞序列組合；第二階段
則使用較高階的語言模型甚至結合其他的信心度分數(Confidence Score)[Jiang 
2005]來進行重新搜尋(Rescoring)[Ortmanns et al. 1997]。 
1.3  傳統聲學模型參數估測 
在連續密度隱藏式馬可夫模型中，其模型參數共包括了狀態轉移機率、高斯分布
的平均值向量(Mean Vector)、共變異矩陣(Covariance Matrix)以及每個高斯分布的
權重(Gaussian Mixture Weight)。關於這些參數的估測，可使用機器學習(Machine 
Learning)領域中的方法來加以訓練得到。然而傳統的聲學模型參數估測方法主要
是使用最大化相似度估測法則(Maximum Likelihood Estimation, MLE) [Bahl et al. 
1983]。 
簡言之，最大化相似度估測法則的主要精神在於使聲學模型的分布越能代表9 
其所收集之對應的語音特徵參數序列。換句話說，即是要讓每一語音特徵向量落
在其所對應的聲學模型上之所求得的相似度要最大。為達此目標，可利用波氏重
估 (Baum-Welch Re-estimation) 演算法( 又稱為前向- 後向演算法, 
Forward-Backward Algorithm)來對其所收集到的訓練語料，訓練得到所對應之聲
學模型的參數[Baum 1972]。目前國際上的語音辨識研究已廣泛地透過 HTK 
Toolkit 來完成此項訓練工作[Young et al. 2006]。 
1.4  本論文研究內容與貢獻 
如何利用有限的訓練語料並以最有效率的方式去估測一個最具一般化能力的聲
學模型，一直是大詞彙連續語音辨識之研究中所要面臨的課題。而本論文提出若
干個訓練語料選取方法來加以改善鑑別式聲學模型訓練。主要可區分為兩大方
向： 
I.)  效法 AdaBoost 演算法的精神[Schapire 2002]，本論文提出兩種權重函數用以
分配訓練語料中每個時間音框對於聲學模型訓練的權重，使得在估測聲學模
型過程中，這些難以正確分類的訓練樣本可以獲得重視，以期所求得之模型
於這些樣本上的分類能力得以加強。最後，透過不同的方式將多個聲學模型
予以結合，使其成為單一個且分類能力更為一般化的聲學模型。 
II.)  本論文提出基於詞圖期望音素正確率之定義域上的資料選取方法來加以改
善最小化音素錯誤訓練。透過選取富有鑑別資訊的訓練樣本，來提高最小化
音素錯誤訓練的效率，甚至獲得更佳的辨識率。其中，在選取資料的單位上
本論文共提出在訓練語句層次及音素段落層次兩種不同單位的資料選取方
法。此外，本論文所提之資料選取方法可與以熵值為基礎的音框層次資料選
取方法[Liu et al. 2007a]結合，更將之應用於以改善最小化音素錯誤的最大化10 
S 型音框音素正確率[Liu et al. 2007a]訓練上。而實驗結果顯示，資料選取方
法的確可以加快鑑別式聲學模型訓練的收斂速度，同時也獲得些許的辨識率
改進。 
1.5  論文架構 
本論文接下來的安排如下： 
第二章主要介紹 Boosting 演算法及其於聲學模型訓練上的應用；第三章將
回顧傳統的鑑別式聲學模型訓練法則，而新近被提出的以邊際為基礎之鑑別式聲
學模型訓練法則也將被探討；而在第四章中，將詳細敘述本論文所提出以改進聲
學模型訓練的資料選取方法方法，其中包括了將 Boosting 演算法的精神結合於
鑑別式聲學模型訓練的資料選取之上；而關於本研究的實驗語料與實驗環境會在
第五章作敘述；第六章則呈現本論文所有方法的實驗結果；最後，關於本研究的
結論與未來展望將會在第七章作總結。 11 
第2章  Boosting 演算法於聲學模型訓練 
本章將闡述在機器學習(Machine Learning)領域中 ， 整合多個各有優點之學習器為
單一系統的方法。首先在 2.1 節中，將探討如何利用投票(Voting)的方式來建構由
多個學習器所組合而成單一系統，即為所謂的集成(Ensemble)。其中會詳細敘述
Voting 演算法、Bagging 演算法和 Boosting 演算法的概念與作法；而在 2.2 節中，
將深入探討在 Boosting 演算法中被延伸至多元分類(Multi-Class Classification)任
務上的 AdaBoost 演算法，詳細地討論其演算法的設計與背後的精神；最後在 2.3
節中，將回顧目前已把 AdaBoost 演算法應用於語音辨識之聲學模型訓練上的幾
個方法，並比較其間的差異。 
2.1 集 成 (Ensemble)的建構 
在機器學習領域中，當面臨一個最佳化問題時，會有所謂的『天下沒有白吃的午
餐』 定理(No Free Lunch Theorem, NFL)[Wolpert and Macready 1997]。此定理明確
地指出： 
不存在任何單一個學習(訓練)演算法可以推導出一個非常精準的學習
器(Learner)，使其適用於所有的領域(Domain)之中。 
其中的學習器可依任務不同而有不同的定義，於分類(Classification)任務中，此
學習器即是分類器(Classifier)；而對於迴歸問題(Regression Problem)而言，則此
學習器指的就是迴歸模型(Regression Model 或 Regressor)。有鑑於此，一般的作
法皆是多嘗試幾個方法，再藉由其在發展集(Validation Set)上的表現，從中挑選
出最精確的一個。然而，每個學習演算法所支配的學習器(模型)其實皆是建構於
一系列的假設上，才能訓練得到。但當這些推導偏差(Inductive Bias)不適用目前12 
的資料上時，就會引發錯誤(分類錯誤或是迴歸錯誤)。而且，其學習(Learning)
的過程乃是一個『劣質』的問題(Ill-posed Problem)[Vapnik 2000]，也就是說，當
訓練語料有一點些許的不同時，則學習演算法所求得的解(Solution，可將之視為
模型)就會不同。更具體地講，即是當此模型遭遇到不同的環境時，則此模型將
不再適用。故儘管一個學習器可以在發展集上將其成效調適到最好(姑且不談此
調適的過程需要耗費多少成本)，但依然還是存在著某些樣本，它並沒有能力去
處理。這因而啟發了一個重要的想法： 
也許還存在著另外一個學習器可以來處理這些樣本？ 
於是乎，倘若可以恰當地將多個不同的學習器結合起來，則系統的精確率預期將
能獲得大幅提昇。此外，由於目前電腦的運算能力已經獲得大量進步，記憶體價
格也日漸便宜，一個由多個學習器組合而成的系統也因此而越來越受大家歡迎。
值得一提的是，一個系統將多個類似的學習器結合起來並不會有顯著地成效，反
而是在於能找出於決策時有不同的看法，但卻又能互相互補的學習器(稱之為基
底學習器，Base-Learners)[Alpaydin 2004]，如此整個系統的效能才得以獲得提升。  
而當討論至該如何將多個學習器結合成單一個系統時，大致上可區分為兩大
類結合方式：多重階段結合法(Multistage Combination)與多重專家結合法
(Multiexpert Combination)[Alimoglu and Alpaydin 1997]。 
多重階段結合法的概念是當目前的學習器無法精確地預測現在此樣本時，則
進而向下一個學習器諮詢，期望可以得到更為精準的答案。其中，一個很重要的
觀念是：所有的學習器必須依其複雜度從小到大排列，當複雜度小的學習器無法
提供足夠信心度的答案時，再鍥而詢問複雜度較大的學習器。如此便能節省系統
所花費的成本以提高效能。如 Cascading 演算法[Kaynak and Alpaydin 2000]即是
多重階段結合法的一個代表。 13 
而在多重專家結合法中，多個學習器是同時被訓練且針對同一個待測樣本
時，同時提出它們自己的決策，再經由一個結合器(Combiner)將他們分別提供的
決策彙整起來成最後系統的決策。因此，系統對於某一樣本的決策皆是整合所有
學習者的意見而成的。屬於多重專家結合法的有 Voting 演算法及其衍生的演算
法[Bauer and Kohavi 1999]、Mixture of Experts 演算法[Jacobs 1997]和 Stacked 
Generalization 演算法[Wolpert 1992]等。而本論文會針對 Voting 演算法及其一些
衍生的演算法做詳細介紹，分別在接續的三個子小節進行探討。 
但在開始之前，首先必須將問題定義清楚：假設現有L個基底學習器，針對
一個給定的樣本x(其維度可以是任意長度)，則每個學習器 i M ( L i ,..., 1 = )皆能對
x提出它們所下的決策 () x di ，而最後系統的決策 y 乃是利用每個學習器所提供的
() x di 計算得到： 
() Φ = ) ( ),..., ( ), ( ) ( 2 1 x d x d x d f x y L          (2.1) 
其中 () • f 為將這些學習器結合的方法(將在接續的子小節中探討)，其可視為一個
函數；Φ為此函數的參數。就以分類任務而言，假設有K 個類別(Class)，則每個
學習器對於每一個類別都能給定一個分數 ( ) x dij ， K j ,..., 1 = ，將這些分數結合起
來，依然有K 個值， ) (x y j 。因此，系統最終的分類結果為： 
() K j x d x y x y
L
i
ij j j j ,..., 1    ,    max arg ) ( max arg ) (
1
= = = ∑
=
     (2.2) 
2.1.1  Voting 演算法 
Voting 演算法是結合多個學習器的方法之中最直覺的一個，主要是直接將每個基
底學習器作線性組合(Linear Combination)。其可表示為： 
∑
=
=
L
i
ij ij j x d w x y
1
) ( ) (             (2.3) 14 
其中 i w 為基底學習器 i M 的權重，必須滿足： 
1    and    , 0
1
= ∀ ≥ ∑
=
L
i
i i w i w            (2.4) 
以此方法所建構的系統即為所謂的集成(Ensembles)，亦稱作為線性意見庫(Linear 
Opinion Pools)。若將 Voting 演算法對應到式(2.1)，則 ( ) • f 函數即為加權總和
(Weighted Sum)，而Φ則為 L w w ,..., 1 所成的集合。如圖 2.1 所示(其中 () x di 以 i d 表
示， ) (x y 以 y 表示)，一個由三個基底學習器( 3 = L )所構成的集成，會將每個基
底學習器對於樣本 x所下的決策收集起來，在依其所對應的權重做加總，即得最
終的結果 y 。 
可以很明顯地得知，Voting 演算法中的 ( ) • f 乃是一個很基本的加權總和，而
最重要的關鍵全來自於Φ(即為每個基底學習器的權重 i w )的設計。其中，最簡單
的設計就是將每個基底學習器都視為一樣重要，即： 
i
L
wi ∀ =    ,
1
              (2.5) 
如此一來，當 Voting 演算法應用於分類任務(K 個類別)時，而集成的決策可以視
為從所有類別中挑選出獲得基底學習器票選最多票數(將每個基底學習器的分類
1 M 2 M 3 M
x
+
( ) • f
) (x y j
1 w 2 w 3 w Φ
) ( 1 x d j ) ( 2 x d j ) ( 3 x d j
 
圖 2.1  Voting 演算法示意圖 15 
過程視為投票的動作，只投票給其最有信心的候選類別)的一個類別。因此，稱
之為 Plurality Voting 演算法(最多票數者獲勝)。而在二元分類任務( 2 = K )上時，
則稱之為 Majority Voting 演算法(票數過半者獲勝)。另一方面，倘若每個基底學
習器對於每個類別都能給定一個分數，例如，在基底學習器 i M 上給定一樣本 x而
將之歸類到類別 j 的事後機率 ( ) i j M x C P , ，則此方法就稱之為 Weighted Voting 演
算法。而其集成的決策可表示為： 
() () () i
L
i
i j j j j M P M x C P x C P y ∑
=
= =
1
, max arg max arg       (2.6) 
其中 ( ) x C P j 為樣本 x被歸類到類別 j 的事後機率； ( ) i M P 為第i個基底學習器的
事前機率，即為 i w 。式(2.6)因而可視作為貝氏模型結合法(Bayesian Model 
Combination)[Sankar 2005]。 
近年來，於機器學習領域中 Voting 演算法已被廣為探討[Bauer and Kohavi 
1999]，有許多在本質上與 Voting 演算法相同，但在基底學習器的訓練與權重設
計上加以改進的演算法陸陸續續地被提出，本論文從中挑選較常被拿來比較的
Bagging 演算法與 Boosting 演算法來加以討論。 
2.1.2  Bagging 演算法 
Bagging 演算法[Breiman 1996]在原理上與 Voting 演算法大致相同，差別在於
Bagging 演算法用以訓練每個基底學習器的訓練樣本集(Training Sample Set)都必
須存在著些許的不同。也就是說，欲得到L個基底學習器，那麼就必須擁有L份
不同的訓練樣本集。為此需求，則需要透過樣本重抽法(Bootstrapping)[Efron and 
Tibshirani 1993]來達成。故 Bagging 演算法的命名來自於 Bootstrap  Aggregating
的縮寫。 16 
樣本重抽法是利用重複抽取原始訓練樣本集中的訓練樣本，來組合產生多份
新的訓練樣本集，使得其中的每一份皆不盡相同。因此，針對同一份訓練樣本集
之中，也許會存在著多個重複的訓練樣本。故，可想而知當原始訓練樣本集的大
小(Size)N 很大時，則利用樣本重估法所抽取出來的每份新的訓練樣本集之間，
其差異就會顯得微乎其微，為此，通常都是藉由定義新訓練樣本集的大小為 N′，
使其 N N < ′ ，而讓每份新的訓練樣本集不要太相似。 
對於由 Bagging 演算法所建構成的集成而言，一項影響是否能提高系統精確
率的重要因子，乃是關於基底學習器之訓練過程的穩定度(Stability)。假如一個訓
練準則(Training Criterion or Algorithm)對於兩份差異不大的訓練樣本集求得兩個
基底學習器，而這兩個基底學習器的分類(迴歸)能力不相上下，那麼將這兩個基
底學習器所結合而成的集成，其於分類(迴歸)能力上所得到的進步量其實有限。
因此，一個易受訓練樣本而波動的訓練準則(也就是說在訓練樣本集上的些許差
異，便能造成於學習器的能力上有巨大的改變)，才是 Bagging 演算法所渴望的。
而這樣的訓練準則就被稱之為非穩定的演算法(Unstable Algorithm)，如決策樹
(decision trees)[Breiman et al. 1998]和多層感知機(multilayer perceptrons)[Bishop 
1995]都是屬於這類型的訓練演算法。 
2.1.3  Boosting 演算法 
在 Bagging 演算法中，基底學習器之間的能力可以互補，完全是依賴於樣本重抽
法的隨機取樣機率與訓練演算法的非穩定性上。而在 Boosting 演算法中，每個
基底學習器之間都存在著關連性，其中對於每一個基底學習器的訓練都必須顧及
到所有已建構之學習器的分類能力，以致於能在預測能力(分類或迴歸)上達到互
補的效果。在最原始的 Boosting 演算法[Schapire 1990]中，是將三個弱勢學習器17 
(Weak Learner)，即滿足『大概近似正確』學習法(Probably Approximately Correct 
Learning, PAC)[Valiant 1984]的學習器，結合成一個強勢的學習器(Strong 
Learner)。其中所謂的弱勢學習器乃是指其預測樣本的錯誤率必須要小於 0.5，換
句話說，即是在二元的分類任務中，其分類能力要比隨機猜測(Random Guess)來
得好，在此層含意下，則每個弱勢學習器都可視為一個概略地拇指定理(Rule of 
thumb)；反觀強勢學習器，其預測樣本的錯誤率就必須滿足在一任意小的值以
下。因為此種演算法具有增強、提高集成(Ensemble)的預測能力之意涵，故命名
為 Boosting 演算法。 
如圖 2.2 所示，Boosting 演算法是先將訓練樣本集 X 任意地切割成三等份：
3 2 1 , , x x x ，先利用 1 x 估測求得第一個基底學習器 1 M ，再利用 1 M 對 2 x 進行辨識，
而在 2 x 上被 1 M 辨識錯誤的部分才用來估測第二個基底學習器 2 M ，最後， 3 x 必
須同時被 1 M 與 2 M 辨識，只有當 1 M 與 2 M 的決策不同時，才用以訓練學習器
3 M (如圖 2.2 的左子圖所示)。而在測試階段中，一個未知的樣本 x必須同時在三
個基底學習器上進行辨識，而當 1 M 與 2 M 的決策不一致(即 2 1 d d ≠ )時，系統的輸
出 y 則選擇 3 M 的決策 3 d ，否則就選擇 1 d (如圖 2.2 的右子圖所示)。 
X
1 x 2 x 3 x
1 M 2 M
3 M
1 M 2 M 3 M
x
1 d 2 d 3 d
2 1    ?    d d =
Yes No
1 d y = 3 d y =
訓練階段 辨識階段
 
圖 2.2  Boosting 演算法示意圖 18 
Boosting 演算法的精神在於：針對任何任務(分類或是迴歸)而言，要直接求
得一個非常精確的決策規則其實是非常困難的。然而要找到一個大致上正確的規
則卻相當地容易(例如於篩選垃圾郵件的規則中，在標題或本文中出現“特價”這
個詞，即為垃圾郵件。就是一條簡單且有用的規則)。故 Boosting 演算法的用意
即為將這些簡單的拇指定理整合而成一個單一且強而有力的決策規則。但，此演
算法最大的缺點在於其訓練樣本集必須很龐大，否則就會導致基底學習器的訓練
樣本不足而使得模型訓練不夠強健。為此，Freund 跟 Schapire 兩位學者提出了
AdaBoost 演算法(Adaptive Boosting)[Freund and Schapire 1996]，藉由重複利用同
一份訓練樣本集來估測學習器，以避免於 Boosting 演算法中發生訓練樣本不足
的問題，詳細將在 2.2 小節中探討。 
表 2.1  AdaBoost.M2 演算法之細部流程 
AdaBoost.M2 演算法 
輸 入：訓練序列 ，其中包含資料樣本 與其對應
的標記 。
初始 ： 定 義 ，
其中 為集合 的元素個數。
重 覆：1.利用事前機率分布 來訓練得到弱勢分類器。
2.得到其對應的候選假設 並且計算擬似損失：
3.設定
4.更新事前機率分布 ：
輸 出：最後的候選假設為：
) , ( ),..., , ( 1 1 N N y x y x X xi ∈
} ,..., 1 { K Y yi = ∈
} , }, ,..., 1 { : ) , {( Y y y y N i y x i i ∈ ≠ ∈ = B
0   else    , ) , (    1 ) , ( 1 B B ∈ ∀ = y x y x D i i
B B
t D
[ ] 1 , 0 : → ×Y X ht
∑ ∑ =≠ + − =
N
iy y i t i i t i t t
i y x h y x h y x D
1) ( )) , ( ) , ( 1 )( , ( 2
1 ε
t
t
t ε
ε
β − = 1
t D
() ) , ( ) , ( 1
1
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1 ) , (
) , (
y x h y x h
t
t
i t
i t
i t i i t
Z
y D x
y x D
− +
+ = β
∑ ∈ =
t t
t
Y y y x h x H ) , ( ) (ln max arg ) (
1
β
t Z 其中 為正規化常數
 
 19 
2.2  AdaBoost 演算法 
AdaBoost 演算法與 Boosting 演算法最大的不同在於：在 AdaBoost 演算法中，其
原始訓練樣本集不需要被切割，而是一再地被重複使用來估測基底學習器。因
此，訓練樣本集可以不必那麼龐大，且，基底學習器的數目也不必再限制於三個。
然而，如何去達到這些延伸，即面臨兩個基本問題需要解決[Schapire 2002]： 
1.對於訓練樣本集該如何重新取樣，才能令每次迭代所產生的基底學習
器使其具有互補之能力？ 
2.如何結合這些基底學習器，使之成為一個強而有力的集成？ 
在此，本小節以 AdaBoost.M2 演算法[Freund and Schapire 1997](AdaBoost 演算法
中，最被廣泛地使用於多元 ) 2 ( > K 分類任務上的一個版本之一)應用於分類任務
之情境來作說明，而此演算法之詳細流程如表 2.1 所示。 
AdaBoost.M2 演算法(以下簡稱為 AdaBoost 演算法)需要以附有標記資訊的
訓練資料 ) , ( ),..., , ( 1 1 N N y x y x 作為輸入，其中 X xi ∈ 代表在大小為N 的訓練樣本集
中的第i個樣本，而 } ,..., 1 { K Y yi = ∈ 為第i個樣本在K 個類別中所對應的正確類
別標籤。為了從原始的訓練樣本集 X 中重複取樣，其中在第t次迭代訓練中，必
須藉由訓練樣本的事前機率分布(Priori Probability Distribution) t D，來作為此重複
取樣動作之依據，而對於第一次迭代訓練( 1 = t )而言，此事前機率則是預設為平
均分配(Uniformly Distributed)： 
()
()
(){ } {} Y y y y N i y x
y x
y x D
i i
i
i
∈ ≠ ∈ =
⎪
⎩
⎪
⎨
⎧ ∈ ∀
=
, , ,..., 1     ,    where
otherwise    ,   0
,   ,   
1
, 1
B
B
B
       (2.7) 
其中B 為一個集合，其定義了訓練樣本集 X 中的每一樣本 i x 其被錯誤分類的可20 
能類別標籤( i y y Y y ∉ ∈ ,) ；而 ( ) 0 , 1 = i i y x D 表示於接續的所有迭代訓練中，
() i i y x D , 皆等於 0，這意謂著於重新取樣的過程中，已被正確分類的訓練樣本將
不被考慮繼續置於訓練樣本集之中。而在每次迭代訓練之後，此事前機率必須依
照目前分類器的分類能力來進行更新，如： 
() () () ( ) () y x h y x h
t
t
i t
i t
i t i i t
Z
y x D
y x D
, , 1
2
1
1
,
,
− +
+ = β        (2.8) 
其中 t Z 是一個正規化常數，可表示為： 
()
() ( ) ()
∑∑
− +
=
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y x h y x h
t i t t
i t i i t
y x D Z
, , 1
2
1
, β          (2.9) 
而 () y x h i t , 乃是分類器 t M 所定義以評估候選可能( ) y xi, 的函式，其表示分類器 t M
將樣本 i x 分類至類別 y 的信心度大小，其值域範圍介於 0 到 1 之間。而 t β 為一項
與分類器 t M 在訓練樣本集上之分類錯誤 t ε (或稱為擬似損失，Pseudo-Loss)有關
的參數，可表示為： 
t
t
t ε
ε
β
−
=
1
              (2.10) 
因此，隨著 t ε 越大，則 t β 成指數成長。而 t ε 的計算可以下式來求得： 
() ( )() () ∑∑
≠
+ − =
iy y
i t i i t i t t
i
y x h y x h y x D , , 1 ,
2
1
ε        (2.11) 
式(2.11)中的 () ( ) () y x h y x h i t i i t , , 1 + − 項 ，其值域介於 0 到 2 之間 。當此值大於 1 時，
即表示分類器 t M 將樣本 i x 分類至類別 y 的信心度大於類別 i y ，故存在分類錯誤
的風險。且式(2.11)乃是對所有訓練樣本且所有候選類別之期望風險作加總，因
此，可將 t ε 視作分類器 t M 在訓練樣本集上的經驗風險(Empirical Risk)[Duda et al. 
2000]，其值域範圍乃是介於 0 到 1 之間。 
以二元分類任務為例來加以討論式(2.8)的物理意義，其中的指數項，
)) , ( ) , ( 1 ( 2
1 y x h y x h i t i i t − + 的值域範圍同樣介於0到1之間(因為 ) , ( ) , ( y x h y x h i t i i t −21 
的值域會介於-1 到 1 之間)。當 1 ) , ( = y x h i t 時，即表示 t M 會將樣本 i x 分類至類別
y (因其信心度為 1)，故樣本 i x 在 t M 上是被錯誤分類的訓練樣本(因為 i y y ≠ )，
則
() ( ) ()
1
, , 1
2
1
=
− + y x h y x h
t
i t i i t
β 。反觀當考慮 ( ) 0 , = y x h i t 時，則樣本 i x 在 t M 上乃是會很容
易地被正確分類至類別 i y ，則
() ( ) ()
1
, , 1
2
1
< =
− +
t
y x h y x h
t
i t i i t
β β ，(因為 ) 1 ( t t t ε ε β − = ，
而 t ε 肯定會小於 0.5 才足以滿足弱勢分類器的定義)。故，當樣本 i x 被 t M 給錯誤
分類時，則 () () y x D y x D i t i t , , 1 > + 。因此，隨著迭代訓練的次數增加，那些不容易
被正確分類的訓練樣本其被取樣的事前機率會漸漸提高，也就是說較容易被選入
於訓練樣本集之中。進而每次迭代訓練所得到的分類器，其分類能力越能漸漸著
重於這些不容易被正確分類的樣本之上。因此，憑藉著持續更新此事前機率分
布，AdaBoost 演算法得以不斷地迭代而得到多個分類器，同時其分類器之間的
能力也能得到互補。故上述的問題 1 便得以解決。 
而針對上述的問題 2，AdaBoost 演算法用來結合多個分類器的原則乃是採用
Weighted Voting 演算法。對於每個分類器 t M 的權重 t w 之設計，乃是跟 t M 在訓練
樣本集上的分類錯誤 t ε 有關，即為： 
t
t w
β
1
ln =               (2.12) 
因此，當 t M 的分類錯誤越大，則其權重就越小。由 AdaBoost 演算法所建構之集
成，其針對一未知樣本 x的候選假設可表示為： 
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         (2.13) 
AdaBoost 演算法的能力已經成功地在多項任務中被實證[Bauer and Kohavi 
1999]，因為在理論基礎上已被證明可以隨著分類器的增加，而以指數倍地降低
其訓練樣本之經驗風險的上限(Upper Bound)[Freund and Schapire 1997]。同時其
一般化能力(Generalization Ability)也被證明得以透過加大分類器的邊際22 
(Margin，正確類別與候選類別在分類器上分數的差距)來獲得提升[Schapire et al. 
1998]。因此，AdaBoost 演算法已越來越受學者們的關注，並廣泛地應用到各個
領域上。在下面 2.3 節中，本論文將繼續介紹 AdaBoost 演算法應用於語音辨識
技術中的聲學模型訓練上。 
2.3  AdaBoost 演算法應用於聲學模型訓練 
近幾年來，因為 Boosting 演算法在機器學習領域中獲得高度發展，並已被成功
地運用在各項分類任務中，因此，慢慢有學者將它應用於語音辨識技術中。例如
應用於自動總機服務(Automatic Call Distributor)[Zitouni et al. 2002; Zitouni 
2008]、信心度標註(Confidence Annotation)[Moreno et al. 2001]、語者辨識(Speaker 
Recognition)[Foo and Lim 2002]等任務上。在本小節中，主要為探討將 AdaBoost
演算法應用在語音辨識中之聲學模型訓練上的幾個方法。在本質上，這些方法皆
是利用 AdaBoost 演算法來產生多個聲學模型，而在辨識過程中便將每個聲學模
型的分數作加權總和來作為聲學分數。然而在每個方法之間仍有些不同之處，在
此將以幾個面向來作探討，分別條列敘述於下： 
1.  分類器的選擇： 
於聲學模型的選用上，除了傳統的隱藏式馬可夫模型之外，尚可利用混合
類神經網路與隱藏式馬可夫模型(Hybride Neural Network/HMM)來估測一
語音特徵向量的聲學分數[Cook and Robinson 1996; Cook et al. 1997; 
Schwenk 1999]或是直接使用高斯混合模型(Gaussian Mixture Model, GMM)
來求得某音素的事後機率[Zweig and Padmanabhan 2000]。 
2.  分類單位： 
因 Boosting 演算法的設計主要用在分類任務上，故將其應用於聲學模型上23 
訓練時，需定義其分類的單位為何，以致得以計算分類錯誤ε (如式(2.11)
所示)。目前的方法中，有將其分類單位定義於音框標記、音素、詞或詞序
列等幾個層次上 ， 其中音框標記可分為以音素比對[Cook and Robinson 1996; 
Cook et al.1997; Schwenk 1999; Zweig and Padmanabhan 2000]或是以詞來比
對[Zhang and Rudnicky 2004a]。而在計算分類錯誤ε 時，會依分類單位的定
義不同而不同：在音框標記上時，其分類錯誤乃是利用候選音框標記與正
確音框標記之間的事後機率差距來計算；於音素層次時，分類錯誤則以音
素錯誤率來表示[Dimitrakakis and Bengio 2004]；在詞層次上時，分類錯誤
則以詞錯誤率來表示[Zhang and Rudnicky 2003a; Zhang and Rudnicky 
2003b]；而將分類單位定義於詞序列層次上時，其分類錯誤即以候選詞序
列與正確轉寫詞序列於聲學分數上的差距來計算[Meyer 2002]。 
3.  聲學分數結合層次： 
表 2.2  AdaBoost 演算法應用於聲學模型訓練之參考文獻 
參考文獻 
分類器 
的選擇 
分類 
單位 
結合 
層次 
集成 
之建構 
[Cook and Robinson 1996]  音框  Boosting 
[Cook et al.1997]  音框  Boosting and Mixture of Experts
[Schwenk 1999] 
Hybrid 
NN/HMM
音框  AdaBoost 
[Zweig and Padmanabhan 2000]  GMM 
音框標記- 
音素 
音框  AdaBoost 
[Meyer 2002]  HMM  詞序列  詞/詞序列 AdaBoost 
[Zhang and Rudnicky 2003a]  HMM  詞  詞序列  Bagging 
[Zhang and Rudnicky 2003b]  HMM  詞  詞序列  Bagging and AdaBoost 
[Dimitrakakis and Bengio 2004]  HMM  音素  音素  AdaBoost 
[Zhang and Rudnicky 2004a]  HMM  音框標記-詞 詞序列  AdaBoost 
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儘管可以利用 Boosting 演算法中的加權總和來結合多個聲學模型的分數，
但在解碼過程中，於不同層次上進行聲學分數的結合卻會影響其搜尋演算
法的實作。目前的方法中，其結合層次有在音框[Cook and Robinson 1996; 
Cook  et al. 1997; Schwenk 1999; Zweig and Padmanabhan 2000]、音素
[Dimitrakakis and Bengio 2004]、詞[Meyer and Schramm 2006]和詞序列
[Meyer 2002; Zhang and Rudnicky 2003a; Zhang and Rudnicky 2003b; Zhang 
and Rudnicky 2004a]等不同層次上進行結合。 
4.  集成的建構方法： 
除了 AdaBoost 演算法以外，另有學者嘗試使用 Bagging 演算法[Zhang and 
Rudnicky 2003a; Zhang and Rudnicky 2003b]、Boosting 演算法[Cook and 
Robinson 1996; Cook et al.1997]和Mixture of Experts演算法[Cook et al.1997]
來建構集成(Ensembles)。 
以這四點作為區別，本論文挑選幾個具代表性的方法列於表 2.2 中。其中，在音
框層次上進行分類任務的幾個方法[Cook and Robinson 1996; Cook et al. 1997; 
Schwenk 1999; Zweig and Padmanabhan 2000]，皆是以混合類神經網路與隱藏式
馬可夫模型(Hybrid Neural Network/HMM)或是高斯混合模型(GMM)來作為分類
器，用來將每一音框的語音特徵向量分類至音素上，故每個分類器所提供之分數
必須要在音框上結合。這類的作法較難應用在傳統以隱藏式馬可夫模型為聲學模
型的語音辨識器上，因此，近來這方面的研究已經比較少見。比較類似的是在
[Dimitrakakis and Bengio 2004]中的作法，同樣是進行音素的分類動作，但卻是以
一段語音特徵向量序列為單位來進行，因此，對於所有的訓練語料都必須含有時
間邊界(Time Boundary)的正確轉寫音素序列。然而正確轉寫音素序列一般是利用
初始的聲學模型對正確轉寫詞序列進行強迫對齊(Forced Alignment)而來，所以正
確轉寫音素序列的可信度便完全建立在初始聲學模型的表現上。 25 
而在[Zhang and Rudnicky 2003a; Zhang and Rudnicky 2003b]的方法中，是將
候選類別定義成辨識器所產生的 N-最佳(N-Best)詞序列，藉由計算候選詞序列的
詞錯誤率(Word Error Rate, WER)來作為分類器的分類錯誤ε，而在聲學分數的結
合上，一樣選擇在 N-最佳詞序列上來進行。同樣地在[Meyer 2002]中，依然以
N-最佳詞序列作為候選類別，但卻是以候選詞序列與正確轉寫詞序列在聲學分數
上的差距來作為計算分類錯誤之依據，且在聲學分數的結合上，可選擇在詞層次
或是詞序列層次上進行加總[Meyer and Schramm 2006]，相較之下便顯得較具彈
性。 
儘管以 N-最佳詞序列作為候選類別是個相當直覺地選擇，然而以整句詞序
列作為分類單位著實是個稍微粗糙的作法。因為當一詞序列被歸類為錯誤分類
時，並非其所有組成的詞全部皆是錯誤的，並且，最小化此詞序列層次上的分類
錯誤並無法與用以衡量語音辨識器的詞錯誤率達到一致的目標。因此，在[Zhang 
and Rudnicky 2004a]中，是在更細緻的音框單位上計算詞與詞之間事後機率的差
距，以表示分類錯誤。所以，對於訓練樣本的權重也是定義在音框層次上，然而
聲學分數的結合依然是在詞序列層次上進行。 
此外，關於聲學模型的訓練乃是與 AdaBoost 演算法無關的。換句話說，要
如何去估測聲學模型並不影響 AdaBoost 演算法對於集成的建構過程，因此，在
此可以使用任何的訓練準則用來估測聲學模型。除了傳統的最大化相似度估測法
之外，另有將鑑別式最大化交互資訊估測法(Maximum Mutual Information 
Estimation, MMIE)[Bahl et al. 1986]用在 AdaBoost 演算法中聲學模型的訓練上
[Meyer and Schramm 2006]。此外，在[Zhang and Rudnicky 2004b]中，除了利用最
小化分類錯誤(Minimum Classification Error, MCE)訓練[Juang et al. 1997]在聲學
模型的求得上，更用來最佳化每一個聲學模型所屬的權重上。 26 
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第3章  鑑別式聲學模型訓練 
本章將先於 3.1 節中介紹貝氏風險(Bayes Risk)與全面風險(Overall Risk)，接續在
3.2 節中扼要地簡述由劍橋大學所提出的最小化音素錯誤訓練法則(Minimum 
Phone Error Training, MPE)，而在 3.3 節中將回顧以改進最小化音素錯誤的最大
化音框音素正確率訓練法則(Maximum Frame Accuracy Training, MFA)，最後於
3.4 節中將介紹近來廣被學者所探討的以邊際(Margin)為基礎的鑑別式訓練法
則，同時並研究其與資料選取方法之關連性。 
3.1  貝氏風險與全面風險 
倘若將語音辨識的過程視為一項分類的動作，則此分類任務的目標即是要從所有
候選的類別之中，挑選出最佳的一類(所謂的候選類別即為此語言中任一句可能
被表達的詞序列)。若 z O 為一語句的語音特徵向量序列，將 z O 歸類至詞序列W
時，可以用函數 ) | ( z O W R 代表此歸類行為的風險(Risk)；而語音辨識則可視為找
出使得此風險為最低的詞序列。將 z O 歸類至W 的風險 ) | ( z O W R 可定義如下
[Duda et al. 2000]： 
∑
∈ ′
′ ′ =
W W
z z O W P W W l O W R ) | ( ) , ( ) | (          (3.1) 
其中W為所有可能詞序列所構成的集合； ) | ( z O W P ′ 表示給定語音特徵向量序列
z O 時，詞序列W′的事後機率(Posterior Probability)； ) , ( W W l ′ 為一減損函數(Loss 
Function)，用以表示詞序列W 與W′之間差異所造成的損失(Loss)，此減損函數可
依任務的需求不同，而將其定義於不同的層次上，例如語句、詞、音素甚至聲學
模型等。由於 ) | ( z O W R 是取W 與W中所有詞序列的損失作加權總和(Weighted 28 
Sum)，因此視為將 z O 歸類至W 時的期望損失(Expected Loss)，又稱為貝氏風險
(Bayes Risk)或條件風險(Conditional Risk)。在語音辨識或解碼上，即是藉著最小
化貝氏風險來找出最佳的詞序列W ˆ ： 
∑
∈ ′ ∈ ∈
′ ′ = =
W W W W
z
W
z
W
O W P W W l O W R W ) | ( ) , ( min arg ) | ( min arg ˆ      (3.2) 
換句話說，即是從所有候選詞序列中挑選出一句W ˆ ，使得與其他候選詞序列的
加權損失(Weighted Loss)為最小。 
目前有許多辨識器乃是根據貝氏決策定理(Bayesian Decision Theorem)，即為
最小化貝氏風險(式(3.2))來設計其搜尋演算法，唯其減損函數的定義層次不同而
不同，如最大化事後機率解碼方法(Maximum a Posterior Decoding, MAP)[Bahl et 
al. 1983]、ROVER(Recognizer Output Voting Error Reduction)[Fiscus 1997]、最小
化貝氏風險(Minimum Bayes Risk, MBR)[Goel and Byrne 2000]、最小化時間音框
錯誤搜尋(Minimum Time Frame Error Search)[Wessel et al. 2001]及詞錯誤最小化
(Word Error Minimization) [Mangu et al. 2000]等。 
然而，倘若考量將貝氏決策定理用於聲學模型和語言模型的訓練上，則必需
計算全面風險(Overall Risk)，並且最小化此全面風險 all R [Duda et al. 2000]： 
∫ = dO O p O W R Rall ) ( ) | (            (3.3) 
其中W 為語音特徵向量序列O所對應之正確轉寫詞序列， ) (O p 為O的事前機率
(Prior Probability)；全面風險 all R 是在語句空間(語音特徵向量序列空間)上作積
分，為所有語句(語音特徵向量序列)的期望條件風險(Expected Conditional 
Risk)。但由於訓練語料有限，故全面風險可簡化為Z 個訓練語句的條件風險總
和： 
∑∑ ∑
=∈ ′ =
′ ′ = =
Z
z
z
W
z z
Z
z
z z z all O p O W P W W l O p O W R R
1 1
) ( ) | ( ) , ( ) ( ) | (
W
    (3.4) 29 
其中 z W 為語音特徵向量序列 z O 所對應的正確轉寫詞序列；若事後機率分布
) | ( z O W P ′ 由聲學模型λ 及語言模型Γ所決定，令 } , { Γ = λ θ ，則可將事後機率表
示為 ) ; | ( θ z O W P ′ ，則全面風險可改寫為： 
∑∑ ∑
=∈ ′ =
′ ′ = =
Z
zW
z z z
Z
z
z z z all O p O W P W W l O p O W R R
1 1
) ( ) ; | ( ) , ( ) ( ) | (
W
θ   (3.5) 
藉著最小化此全面風險，則辨識器於訓練語料上的分類風險則得以間接地降低。
因此，於估測聲學模型和語言模型時，其旨在於期望待估測之模型θ能將最小化
此一全面風險： 
) ( ) ; | ( ) , ( min arg ˆ
1
z
Z
zW
z z O p O W P W W l ∑∑
=∈ ′
′ ′ =
W θ
θ θ        (3.6) 
假設 ) ( z O p 對所有的 z O 均有一致(Uniform)的事前機率 ， 且此項與模型參數λ 及Γ
無關，則可將此項省略： 
∑∑
=∈ ′
′ ′ ≈
Z
zW
z z O W P W W l
1
) ; | ( ) , ( min arg ˆ
W θ
θ θ         (3.7) 
誠如於上述的語音辨識過程，在此的減損函數依然是個一般化減損函數
(Generalized Loss Function)，並沒有明確定義該要如何計算，這也因此成為一個
開放式的議題。亦即如何去設計一個減損函數，以期望訓練出較佳的模型θ，進
而提高辨識率。目前有許多的模型訓練的方法都是以風險最小化(Risk 
Minimization)為基礎，並搭配其設計的減損函數來達成鑑別式之模型訓練，如最
大化交互資訊估測(Maximum Mutual Information Estimation, MMIE) [Normandin 
1991]、全面風險估測法則(Overall Risk Criterion Estimation, ORCE) [Kaiser et al. 
2002]、最小化貝氏風險鑑別式訓練(Minimum Bayes Risk Discriminative Training, 
MBRDT) [Doumpiotis et al. 2004]、最小化音素錯誤訓練(Minimum Phone Error 
Training, MPE) [Povey and Woodland 2002]等。由於本論文主要基於最小化音素錯
誤訓練之上而進行改進，故於下一小節中將簡單介紹最小化音素錯誤於聲學模型
之訓練。 30 
3.2  最小化音素錯誤訓練(Minimum Phone Error) 
劍橋大學提出的最小化音素錯誤(Minimum Phone Error, MPE)聲學模型訓練，是
以全面風險為出發，其中減損函數 ) , ( z i W W l 的設計乃是以辨識出詞序列的原始音
素正確率(Raw Phone Accuracy)函數 ) , ( z i W W A 來取代。因此，最小化音素錯誤訓
練的目標函數為最大化語音辨識器對所有訓練語句(語音特徵向量序列) z O 的可
能辨識出候選詞序列 i W ( { } L , , , 3 2 1 W W W W z i = ∈W )的期望音素正確率(換句話
說，也就是最小化語音辨識器對所有訓練語句可能辨識出候選詞序列 i W 的期望
錯誤率)，最小化音素錯誤的目標函數可表示如下： 
∑∑ ∑∑
=∈ =∈
= =
Z
z
z i
W z
i i z
Z
z
z i
W
z i MPE W W A
O p
W P W O p
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) ( ) | (
) , ( ) | ( ) (
W W
λ λ  
                (3.8) 
其中 ) ( z O p 可用語音辨識器產生的詞圖(Word Graph or Lattice) lattice z   , W (如圖 3.1
所示)來近似[Ortmanns et al 1997]，因此目標函數可進一步表示成： 
∑∑ ∑ ∈
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其中 i W 與 k W 分別表示詞圖 lattice z   , W 上任兩條候選詞序列(假設 z O 所對應的正確詞
序列 z W 同樣也包含在詞圖裡)。 
為了對目標函數 ) λ ( MPE F 進行最佳化，Povey 等人提出最小化音素錯誤的弱
性(Weak-sense)輔助函數 ) , ( λ λ MPE H 為[Povey 2004]： 
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其中λ 為舊有的聲學模型參數，λ 為待估測之聲學模型參數； ()
λ λ
λ
λ
= ∂
∂
) | ( log q O p
F
z
MPE
的值可為正或負，取決於詞圖上通過此音素段落q 之候選詞序列的期望正確率
() q cz 是否大於詞圖上所有候選詞序列的期望正確率
z
avg c 。也就是： 
() () ( )
z
avg z
z
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其中： 
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為詞圖上通過音素段落q的候選詞序列的事後機率和，而 
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為詞圖上通過此音素段落q的候選詞序列的期望正確率，而 
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為詞圖上所有候選詞序列的期望正確率。
z
q γ 、 ( ) q cz 與
z
avg c 的統計量可在詞圖上使
用前向-後向演算法(Forward-Backward Algorithm)來求得，詳細推導過程可參考
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[Povey 2004;  郭人瑋 2005]。 
另一方面，針對對數機率函數 ( ) q O p z | log λ 因存在有隱藏馬可夫模型參數(如
狀態及狀態內高斯分布)，故必需透過一個強性(Strong Sense)輔助函數[Povey 
2004] ) , , , ( q z QML λ λ 來估測新的模型參數值，因此弱性輔助函數 ) , ( λ λ MPE H 可表
示成： 
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若以
MPE z
q γ 來表示 ( )
λ λ
λ
= ∂
∂
) | ( log q O p
F
z
MPE ，且 ) , , , ( q z QML λ λ 可表示如下: 
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其中 () t oz 為 z O 的第t 個語音特徵向量； ) , ;     ( qm qm N Σ • μ 是音素段落q的第 m 個高
斯分布， qm μ 與 qm Σ 分別是它的平均值向量與共變異矩陣。因此弱性輔助函數
) , ( λ λ MPE H 可進一步表示成： 
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其中 q s 與 q e 分別為音素段落q的開始與結束時間， ) (t
z
qm γ 為語音特徵向量 ( ) t oz 在
音素段落q上的高斯分布m 的佔有機率。若把平滑函數 ) , ( λ λ SM H 加入弱性輔助
函數 ) , ( ˆ λ λ MPE H ，則 ) , ( ˆ λ λ MPE H 可進一步表示成[Povey 2004]： 
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                (3.18) 
而平滑函數 ) , ( λ λ SM H 即為： 33 
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其中 qm μ 與 qm Σ 為舊有模型的平均值向量與共變異矩陣。我們可以對 ) , (
~
λ λ MPE H
作偏微分可得到聲學模型參數估測更新公式(當假設語音特徵向量維度間為無關
時，亦即共變異矩陣為對角矩陣) [Povey 2004]： 
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其中統計值資訊可分為兩類，亦即 num(numerator)與 den(denominator)兩類，num
代表
MPE z
q γ 為正時的統計值資訊，而 den 則代表
MPE z
q γ 為負時的統計值資訊，
詳細統計資訊可分別表示如下： 
∑∑∑
=∈ =
=
Z
zq
e
s t
z
q
z
qm
num
qm
lattice z
q
q
MPE
t
1   ,
) , 0 max( ) (
W
γ γ γ        (3.21) 
∑∑∑
=∈ =
=
Z
zq
e
s t
z
z
q
z
qm
num
qmd
lattice z
q
q
MPE
t o t O
1   ,
) ( ) , 0 max( ) ( ) (
W
γ γ θ      (3.22) 
∑∑∑
=∈ =
=
Z
zq
e
s t
z
z
q
z
qm
num
qmd
lattice z
q
q
MPE
t o t O
1
2 2
  ,
) ( ) , 0 max( ) ( ) (
W
γ γ θ       (3.23) 
∑∑∑
=∈ =
− =
Z
zq
e
s t
z
q
z
qm
den
qmd
lattice z
q
q
MPE
t
1   ,
) , 0 max( ) (
W
γ γ γ         (3.24) 
∑∑∑
=∈ =
− =
Z
zq
e
s t
z
z
q
z
qm
den
qmd
lattice z
q
q
MPE
t o t O
1   ,
) ( ) , 0 max( ) ( ) (
W
γ γ θ       (3.25) 
∑∑∑
=∈ =
− =
Z
zq
e
s t
z
z
q
z
qm
den
qmd
lattice z
q
q
MPE
t o t O
1
2 2
  ,
) ( ) , 0 max( ) ( ) (
W
γ γ θ     (3.26) 34 
其中於式(3.20)中的 qmd D 是一個常數，需要用來確保每一維度的變異數必須要是
正數，同時它也是影響收斂速度的重要因子。一般而言， qmd D 的值都設為最小
確保變異數為正數的兩倍。另外，為了要增加正確詞序列的對於模型參數訓練時
的貢獻，可以引入所謂的 I-Smoothing 技術[Povey 2004]，其公式如下： 
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其中
ML
qmd γ 、 ) (O
ML
qmd θ 及 ) (
2 O
ML
qmd θ 為使用傳統最大化相似度訓練法所求得的統計值
資訊， qm τ 為訓練時設定之常數。最後，對於詞圖 lattice z   , W 上候選詞序列正確率可
以以每一候選詞序列所組成音素的正確率加總來代表，原始最小化音素錯誤
(MPE)聲學模型訓練的計算候選詞序列中每一個組成音素q正確率的公式是： 
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其中 ) , ( u q e 為音素q 與正確詞序列中音素u 的重疊比例(根據正確音素u 的長
度)，如果q 與u 為相同的音素則使用計算式 ) , ( 2 1 u q e + − ，反之使用計算式
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) , ( 1 u q e + − ，最後 ) (q A 取與所有與q有重疊的正確詞序列中音素u，令值最大者
為音素q的正確率(介於 e + −1 與 1 之間，其中 q u u u q e e ≠ ∀ =    ,    ), , ( min )，圖 3.2
為計算原始音素正確率的一個範例。關於最小化音素錯誤訓練於中文大詞彙連續
語音辨識上的更深入探討 ， 可參考[Kuo et al. 2006;  郭人瑋 2005; 劉士弘 2007]。  
3.3  最大化音框音素正確率訓練 
於最小化音素錯誤訓練中的原始音素正確率函數，其值是近似於正確轉寫詞序列
的音素個數總和減去候選詞序列中錯誤的(包括插入、刪除、取代等三種錯誤)音
素個數總和[Povey 2004]。尤其當候選音素序列在適當地排列下，此層的含意便
更為顯見。參考圖 3.3，假設一正確轉寫音素序列中共有三個音素，即 a、b 和 c，
然而候選音素序列 II 中只含有兩個音素，a 和 c，那麼候選音素序列 II 所得到的
原始音素正確率則為 2.0，相當於正確轉寫音素序列的音素個數總和減去候選音
素序列 II 的錯誤個數(其錯誤個數為一個 b 的刪除錯誤)。反觀候選音素序列 III，
其錯誤個數跟候選音素序列 II 同樣為 1 個(其錯誤為一個 e 的插入錯誤)，然而其
所獲得的原始音素正確率卻只有 0.25。這顯露了其實於原始音素正確率函數中，
針對不同類型的錯誤會給予不同的懲罰權重。 
為了克服上述最小化音素錯誤訓練的問題，其原始音素正確率函數偏重於插
入與取代錯誤的懲罰[Zheng and Stolcke 2005]，因而，音框音素正確率函數(Frame 
Accuracy Function, FA)則被提出以取代原始音素正確率函數[Liu et al. 2007a]： 
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其中q 為詞圖中某一音素段落； q s 和 q e 分別為音素段落q 的開始時間及結束時
間； ) (t u 為正確音素段落u 在時間t時的音素標記(Phone Label)；ρ 為於音框層次
上(Frame-level)給予錯誤的懲罰權重(Penalty Weight)，用以懲罰某不完全正確音
素段落q的正確率 。 因此 ， 每個音素段落所獲得的正確率其值域範圍乃是介於 ρ −
到 1 之間。於執行層面上，音框音素正確率函數檢查每一個音框的音素標記是否
與正確音素標記一致來計算此音素段落的正確率。因此，對於一句完整語句所對
應的詞序列，僅只需要在每個音框上判斷是否發生錯誤，而不用類似計算編輯距
離(Edit or Levenshtein Distance)那般，必須考慮插入、刪除或取代等錯誤。值得
強調的是，其實一音素段落q在音框層次上的錯誤，可能是因為候選詞序列在字
串層次(String-level)上發生插入、刪除和取代等錯誤所造成。故其在音素段落比
對上相較於直接計算編輯距離來得有效率，且音框音素正確率與用於評估衡量一
語音辨識器的詞正確率有著很大的正相關[Wessel et al. 2001]。因此，使用音框音
素正確率去近似某個音素段落的音素正確率，乃是相當合理的。而在詞圖中一整
條路徑(詞序列) i W 的時間音框音素正確率為： 
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i q acy FrameAccur W FrameAcc ) ( ) (         (3.31) 
回顧圖 3.3 中的候選音素序列 II 與候選音素序列 III，於原始音素正確率函
數中此兩序列是被視為有著顯著差異的候選序列，儘管它們有著相同的錯誤個數
且候選音素序列 III 的擊中數甚至比候選音素序列 II 來得要多，但其正確率仍不
及候選音素序列 II。然而，音框音素正確率函數卻很明顯地克服了此項缺陷。更
特別的是在候選音素序列 I 中，音框音素正確率函數觀察到在音素段落 b 上存在
著與轉寫音素段落於時間邊界(Time Boundary)上的不一致(Inconsistency) ， 也給予
適當的懲罰，然而卻不像原始音素正確率函數那樣般直接將此不一致的時間邊界
視為一個完整的錯誤，而是視作為一點些微的錯誤，因此，其音框音素正確率為
2.56 並非 2.0(如同正確轉寫音素序列的音素個數 3 減去一個錯誤)。由此可見，
音框音素正確率函數於處理音素段落的正確率上，較原始音素正確率函數來得細
緻。 
而將式(3.31)取代最小化音素錯誤的原始正確率函數，即為最大化音框音素
正確率(Maximum Frame Accuracy Training, MFA)訓練，其目標函數定義為： 
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另外，為了使音框音素正確率之值域與原始音素正確率同為介於-1 到 1 之
間，尚可利用 S 型函數(Sigmoid Function)來正規化音框音素正確率函數(式(3.29))
的分子項，稱之為 S 型音框音素正確率函數(Sigmoid Frame Accuracy, SFA)： 
1
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其中 38 
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q
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其 ) (⋅ δ 的定義同式(3.30)，α 及β 為 S 型函數中可調整的參數，α 控制 S 型函數
的曲度，β 則控制 S 型函數的平移。而式(3.34)的值域範圍為-1 到+1 之間。在詞
圖中一整條路徑(詞序列) i W 的 S 型音框音素正確率為： 
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則最大化 S 型音框音素正確率(Maximum Sigmoid Frame Accuracy, MSFA)訓練的
目標函數為: 
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3.4  以邊際為基礎的鑑別式聲學模型訓練 
儘管鑑別式聲學模型訓練是從全面風險出發，且也已被證明在給定無限大訓練語
料的情況下，其訓練準則為貝氏風險的漸近上限(Asymptotic Upper 
Bound)[Schluter and Ney 2001]，但在有限訓練語料的情況下，最小化其經驗風險
(Empirical Risk)卻不能保證在另外一份新的測試語料上可以得到錯誤率的降
低。因此，近年來，最大邊際分類器(Large Margin Classifier) [Smola et al. 2000]
在機器學習(Machine Learning)的領域中已獲得高度的發展，例如支持向量機
(Support Vector Machine)，Boosting 演算法等，且在分類(Classification)任務中都
已達到不錯的分類效果。其設計理念就在於提升分類器的一般化能力
(Generalization Ability)，以致能夠在未知的測試樣本中達到較好的分類效果。在
觀念上，我們以二元類別且可分離的(Separable)訓練樣本為例，因訓練樣本通常39 
與測試樣本會有不匹配(Mismatch)的現象，要提升分類器的一般化能力，就要使
得訓練樣本在某種定義域中(如相似度定義域(Likelihood Domain))離此定義域的
決定邊界(Decision Boundary)越遠越好，訓練樣本到決定邊界的最近距離我們一
般會稱之為邊際(Margin)，而此邊際越大且邊際內沒有其他的訓練樣本代表一般
化能力及容錯能力(容忍因語者變異、發音變異與環境變異等導致與所估測之模
型不匹配的能力)會越好[Vapnik 2000]。 
3.4.1  最大邊際估測法則(Large Margin Estimation, LME) 
欲藉由最大邊際的概念來最佳化連續密度隱藏式馬可夫模型，首要任務則是該如
何定義樣本分離估量(Separation Measure)。在統計式語音辨識過程中，一般皆是
仰賴最大化事後機率決策規則(Maximum A Posteriori Decision Rule)[Duda et al. 
2000]來作為解碼準則。換句話說，即是要找出一條候選詞序列W 在給定語音特
徵向量序列O下擁有最大的事後機率 ( ) O W P ，如式(1.3)所示。但針對於聲學模
型訓練而言，其語言模型機率 ( ) W P 一般是視作為已經給定的，因而其主旨便在
於最大化給定某個訓練語音特徵向量序列 z O 及其正確對應的詞序列 z W 的相似
度(Likelihood)。在此應用情境之下，將分離估量定義於語音特徵向量序列的相似
度之下，是非常理所當然的。故於最大邊際估測法中，其分離邊際(Separation 
Margin)定義為[Jiang et al. 2006]： 
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                (3.37) 
其中W為所有可能詞序列所成的集合 ， ) | ( z z W O P 為給定正確詞序列 z W 產生語音
特徵向量序列 z O 的相似度， i W 為語音特徵向量序列 z O 可能的辨識結果(詞序
列)， ) | ( i z W O P 為給定可能的詞序列 i W 產生語音特徵向量序列 z O 的相似度。 40 
由式(3.37)可以知道分離邊際的計算就是正確詞序列與最有可能的辨識詞序
列的相似度之差，而當一辨識器乃是建構在最大化事後機率解碼方法上時，若
0 ) ( > z O d ，則表示語音特徵向量序列 z O 被目前的辨識器正確地辨識;反之，若
0 ) ( < z O d ，則此語音特徵向量序列 z O 會被此辨識器錯誤地辨識；然而，當
0 ) ( = z O d ，則表示語音特徵向量序列 z O 既可能會被辨識正確，亦可能被辨識錯
誤，全仰賴辨識器如何實作。因此分離邊際 ) ( z O d 可以視為在相似度定義域中的
一項決策要素，用以決定 z O 是否被正確辨識( 0 ) ( > z O d )抑或被錯誤辨識
( 0 ) ( < z O d )，而決定邊界自然就是當 0 ) ( = z O d 時。啟蒙於最大邊際分類器，最大
邊際估測法則的主旨在於最大化語音辨識器的邊際，藉由調整隱藏式馬可夫模型
的參數，使得語音辨識器於一般化能力上可以獲得提升。首先，必須先找出在目
前辨識器上的最小邊際，為此，可先定義一個子集合S： 
{} γ ≤ ≤ ∈ = ) ( 0   ,   | z z z O d R O O S           (3.38) 
其中R 為所有的語音特徵向量序列(訓練語句)；γ 為事先定義的門檻值，為一個
大於 0 的正實數。此子集合稱為支持向量集合(Support Vector Set)，在此集合裡
的語音特徵向量序列 z O 都是離決定邊界較近(小於γ )且可以被正確辨識的語音
特徵向量序列，可稱之為支持樣本(Support Tokens)。值得一提的是，欲尋求於目
前辨識器上的最小邊際，大可針對所有的訓練語料進行窮盡搜尋(Exhaustive 
Search)。然而，對於那些擁有較大分離邊際的訓練語句，其受調整模型參數的影
響其實不大，故在最小邊際搜尋過程中可被忽略，以節省計算負荷。 
於決定目前的最小邊際(定義於支持向量集合中)之後，最大邊際估測法則即
以最大化此最小邊際為目標來進行聲學模型訓練，如： 
) ( min   max arg
z O z O d
S ∈ =
λ
λ            (3.39) 
其中 λ λ, 分別為連續密度隱藏式馬可夫模型訓練前與訓練後的參數，將式(3.37)
帶入式(3.39)，則最大邊際估測的目標即為： 41 
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但必需滿足以下條件： 
0 ) | ( ) | ( > − i z z z W O p W O p            (3.41) 
式(3.40)可以轉換為標準的約束型『最小最大』最佳化問題(Constrained Minimax 
Optimization Problem): 
[ ] ) | ( ) | ( max   min arg
, ,   Oz
z z i z
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則約束條件修改為： 
0 ) | ( ) | ( < − z z i z W O p W O p            (3.43) 
因此，最大邊際估測法則的目標函數可表示為： 
[] ) | ( ) | ( max   ) (
, ,   Oz
z z i z
W W W
W O p W O p Q
z i i
− = Λ
≠ ∈ ∈   W S        (3.44) 
此目標函數可以使用一般化機率遞減(Generalized Probabilistic Descent, GPD) 
[Junag and Katagiri 1992]予以最佳化[Li et al. 2005; Jiang et al. 2006]。另一方面，
亦可將最大邊際估測法則轉換成一個最小化問題(Minimization Problem)，進而使
用半正定規劃法(Semi-Definite Programming)來進行最佳化[Li and Jiang 2007]。以
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圖 3.4  最大邊際估測的模型訓練示意圖 
(左子圖為調整前，右子圖為調整後) 42 
非線性可分割(Nonlinear Separable)的二元分類任務來探討，如圖 3.4 之左子圖所
示，其中□代表”+”類別的樣本，而○代表”-”類別的樣本。而淺色區域劃分出其
()γ ≤ O d 的樣本，即是所謂的支持樣本。在經最大邊際估測法則的模型訓練後，
如圖 3.4 之右子圖所示，訓練樣本的分離邊際變大且可容錯的能力也變大，代表
模型更具有一般化能力。然而，實際上的語音辨識器多半其實是無法分割訓練樣
本的分類器(也就是說辨識器對於訓練資料的辨識率尚未達到完美)，尤其是當最
大邊際估測法則應用於大詞彙連續語音辨識任務上時，這會造成存在於支持向量
集合內的樣本個數非常有限，使得於聲學模型調整後對提升整體辨識率的影響不
大。因此，有柔性之最大邊際估測法則(Soft-Large Margin Estimation, Soft-LME)
被提出來改善此一問題[Jiang and Li 2007]，同時將所有分類正確與錯誤的訓練語
句全部納入考量，並使用半正定規劃法加以最佳化。 
3.4.2  柔性邊際估測法則(Soft Margin Estimation, SME) 
同樣啟蒙於最大邊際分類器，柔性邊際估測法則也是希望藉由增大分類器的邊
際，進而達到提升分類器之一般化能力的效果。然而，僅是一昧地去力求分類器
邊際的最大化，依然無法保證分類器在測試集上的錯誤得以減少。事實上，一個
分類器於測試集的分類錯誤已被證明在一定的機率之上，會受限於一個上界
(Upper Bound)，而此上界為分類器的經驗風險(Empirical Risk)加上另一項一般化
量值(Generalization (or Regularization) Term)，此量值乃是一個有關分類器之 VC
維度(Vapnik-Chervonenkis (VC) Dimension，用以衡量一分類器的複雜度)的函數
[Scholkopf and Smola 2002]。因此，欲加強辨識器在測試語料上的辨識率，除了
要最大化此辨識器的邊際外，更要降低其在訓練語料上的經驗風險。將這兩個面
向整合在一起，則柔性邊際估測法則的目標函數可表示為[Li et al. 2007a]： 43 
∑
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其中λ 為隱藏式馬可夫模型的參數；ρ 為柔性邊際(Soft Margin)；η 為一常數，
用來平衡柔性邊際的最大化與經驗風險的最小化，顯而易見地，當η 越小則越懲
罰此分類器的經驗風險； N 為所有的訓練語句； ) , ( λ z O l 為一語句 z O 的減損函
數。因此，柔性邊際估測法則便藉由最小化此目標函數來降低辨識器於測試語料
上的分類錯誤。與傳統鑑別式聲學模型訓練最大的不同是，鑑別式訓練只專注於
經驗風險(即為 ∑
=
N
z
z O l
N 1
) , (
1
λ )的最小化，而忽略一般化量值(以
ρ
η
來近似)。然而
在最大邊際估測法則中，卻只把重點放在加大邊際以降低一般化量值，而忽略了
經驗風險的影響[Jiang and Li 2007]。 
柔性邊際估測法則中的減損函數 ) , ( λ O l 是一項影響整體訓練的重要元件，其
設計必須跟其目標：提高分類器之邊際，有一定的關連性。故定義為： 
() ( ) ( ) U O I O d O l z z
SME
z ∈ − = λ ρ λ , ) , (        (3.46) 
其中 () • I 為一個指示函數(Indicator Function)；U 為所有訓練語句的子集合，其定
義為 () { } 0 , > − = λ ρ i
SME
i O d O U ；而 ( ) λ , z
SME O d 為 z O 的分離估量(Separation 
Measure)，用以衡量其正確轉寫詞序列與對應之最為競爭(Most Competitive)詞序
列在聲學分數上的差距，定義為： 
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其中 z W 為 z O 的正確轉寫詞序列、 c z W   , 為所有候選詞序列中相似度最大的一句，
其擁有對正確詞序列最大的競爭力(就以最大事後機率解碼原則而言)； z F 是 z W
與 c z W   , 之所有含不同音素類別(Phone Label)標記的時間音框t所構成之集合； z n
為 z F 的元素個數； ) | ( z zt W o pλ 與 ) | (   ,c z zt W o pλ 分別為語音特徵向量 zt o 在 z W 和 c z W   ,44 
上的相似度(於目前的聲學模型λ 上所估測求得) 。 因此 ， 只有其分離估量小於ρ 的
訓練語句才會被納入於目標函數內(意謂著錯很多的訓練語句也會被納入考
量)，而對於那些分離估量遠大於ρ 的訓練語句(換句話說，即是容易被分類正
確)，被視為不存在分類風險，對於模型參數的估測沒有影響，所以不納入考量。
以一個非線性且不可分割的二元分類器來加以說明，如圖 3.5 所示。在決定邊界
兩側的虛線到決定邊界的距離即為邊際ρ，針對每一個訓練樣本(其中□代表”+”
類別，○代表”-”類別)，其與決定邊界的距離即為分離估量，當此分離估量小於
邊際ρ 時(實心的樣本圖例)，便會被選入於集合U ，不管其是否被分類器給正確
分類。 
故將式(3.46)、(3.47)整合於式(3.45)，則柔性邊際估測法則的目標函數可表
示為： 
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圖 3.5  柔性邊際估測法示意圖 45 
由式(3.48)可知柔性邊際估測法則的目標函數有兩層選取資料(Data Selection)的
涵義，其一為語句的選取(Utterance Selection)，即 ) ( U O I z ∈ ；另一為時間音框的
選取(Frame Selection)，即 ) ( F o I zt ∈ 。在實作上，必須先決定柔性邊際ρ ，再利
用一般化機率遞減(GPD)來進行模型參數的最佳化[Li et al. 2006]： 
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+ =           (3.49) 
其中n為迭代子(Iterator)，ε 為調整量(Step Size)，用以決定每次迭代的調整幅度。  
然而，倘若欲將柔性邊際估測法則運用於大詞彙連續語音辨識任務上時，必
需適當地修改其分離估量的設計，以符合在詞圖上進行估測之需求[Li  et al. 
2007b]。依其分離估量所定義的聲學層次不同，可區分為語句層次的分離估量和
音框層次的分離估量，其中語句層次的分離估量定義為： 
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其中 lattice z, W 為語句 z O 所對應的詞圖； i W 為詞圖中之任意一候選詞序列。因此，
() λ ,
_
z
U SME O d 代表正確轉寫詞序列 z W 與詞圖中所有候選詞序列(除了正確轉寫詞
序列以外，意謂著不正確的詞序列)的差異程度( ( ) ( ) W P W O pλ 為詞序列W 在辨識
器上的解碼分數，如式(1.3)。故此差異程度是計算正確轉寫詞序列 z W 與所有候
選詞序列在對數解碼分數上的差距)。其所對應的減損函數為： 
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另一方面，音框層次的分離估量可定義為： 
( ) ( ) zt z zt
F SME o W p o d log ,
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其中 () zt z o W p log 為音框事後機率(Frame Posterior Probability) ， 可經由加總於詞圖
中，所有通過時間t之詞段w的所屬詞序列之事後機率來求得，而詞段w必須存
在於正確轉寫詞序列 z W 之中，即： 
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其中
w
s t 與
w
e t 分別為詞段w在詞圖中的開始時間與結束時間；而音框層次的減損
函數即為： 
() ( ) ( ) ( )
() ()
⎩
⎨
⎧ > − −
=
∈ − =
otherwise                                 , 0
0   if    , ,
              
, ,
_
_
zt z zt
F SME
z zt zt
F SME
zt
o W p o d
F o I o d o l
ρ λ ρ
λ ρ λ
      (3.54) 
而加總所有時間音框的音框層次減損函數即為最終的減損函數： 
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將式(3.51)與式(3.55)取代原本目標函數中的減損函數，則可將柔性邊際估測法則
應用於大詞彙連續語音辨識系統之聲學模型訓練上，並可使用延伸波式重估演算
法進行最佳化[Li et al. 2007b]。 
然而，在本小節所有上述的減損函數中，皆一致地認為當訓練語句的分離估
量小於預先定義的柔性邊際ρ，即對於模型參數調整能有貢獻。但，當一訓練語
句其分離估量非常小(遠小於零)時，它其實可能是一個異常訓練樣本(Outlier)，
對於整個訓練過程無法提供任何幫助。因此，可藉由引進一個其值為負的參數τ
將之過濾，則語句層次的減損函數可定義為[Li et al. 2007b]： 
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而音框層次減損函數可定義為： 
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3.4.3  以熵值為基礎之資料選取 
在資料選取方法(Data Selection Approach)的設計上，可依任務的需求不同而將資
料(或樣本)定義在不同的單位層級上。以語音辨識為例，訓練樣本(Training 
Sample)可以定義在語音特徵向量序列(訓練語句(Sentence or Utterance))、詞圖中
的某詞段(Word Arc)、音素段落(Phone Arc)或時間音框(Frame)等。倘若將前兩子
小節所介紹的估測法各視為某種資料選取方法，那麼最大邊際估測法則其實是將
資料單位定義於訓練語句之上，透過其所定義的支持向量集合(Support Vector Set)
來選取訓練樣本。然而，在柔性邊際估測法則中，更進一步地將訓練語句與時間
音框兩種不同層級的資料單位結合於同一個減損函數，同時在這兩種資料單位上
進行訓練樣本(Training Sample)選取。而另一項影響資料選取的因子是：位在什
麼樣的涵義下去決定訓練樣本的好壞與否。顯而易見地，最大邊際估測法則是在
相似度定義域(Likelihood Domain)中去執行資料的選取，而柔性邊際估測法則是
在相似度定義域之中額外加諸了類別比對資訊以協助在時間音框層級上的資料
選取。 
在[Liu et al. 2007a]中所提出基於最小音素錯誤訓練的資料選取方法，乃是從
熵值(Entropy)資訊出發而在時間音框層級上選取訓練樣本來加以改進最小化音
素錯誤聲學模型訓練。其中是以給定在某語音特徵向量序列(訓練語句) z O ，某個
狀態中的某個高斯分布出現的事後機率(Posterior Probability，此事後機率必須考
慮到詞圖中詞與詞之間的轉移機率，即語言模型機率)來計算熵值，進而透過事48 
先設定的門檻值來選取資料，故也可視為在事後機率定義域中來取選資料。然而
傳統熵値的值域為 0 到 N 2 log ，其中 N 為參與熵値計算的樣本個數，但為了方便
決定預設的門檻值，故，在此所使用的是正規化熵值(Normalized Entropy)來使其
值域介於 0 到 1 之間，如： 
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        (3.58) 
其中 ) (t Ez 為在第z 句訓練語句時間t時的正規化熵値； ) (t
z
qm γ 為在第z 句訓練語
句時間t時，在音素段落q中之高斯模型m 的事後機率；Q為在時間t時所有的音
素段落個數；N 為在時間t中所有事後機率不為零的高斯模型m。此正規化熵值
著實是一個時間音框t的函數，故，此方法乃是將每一個時間音框視為獨立的訓
練樣本，將資料單位定義為時間音框的資料選取方法。 
於進行鑑別式聲學模型訓練時是將所有時間音框所收集到的統計值都用來
模型參數的調整，然而事實上，是存在著部分的時間音框對於鑑別式訓練並沒有
幫助的，例如那些已經可以被分類器(在語音辨識中，通常使用連續密度隱藏式
馬可夫模型(CDHMM)來當成分類器)很正確分類或很錯誤分類的時間音框。故此
以熵値(Entropy)為基礎的時間音框選取方法(Frame Selection)旨在找出哪些時間
音框是會被很正確或很錯誤地分類，哪些是不容易被分類正確，進而丟棄那些被
0 1
正規化熵值
決定邊界
混淆的樣本
C1的事後機率
門檻值
1 0
C1 C2
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很正確分類和被很錯誤分類之時間音框所收集到的統計值，僅需利用這些被收集
到的統計值來調整模型參數，以幫助鑑別式聲學模型訓練。以二元分類器的觀點
來加以探討，如圖 3.6 所示，那些正規化熵值大於某一門檻值的訓練樣本(其值接
近於 1)，其實是座落於二元分類器的決定邊界附近，換句話說，即是較為混淆的
訓練樣本。以最小化音素錯誤(MPE)訓練的統計值收集為例，每個時間音框必需
先計算其正規化熵値，再由預設的門檻值來決定是否累加統計值，其可表示為(僅
以 num 類為例)： 
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其中ρ 為事先定義的門檻值(Threshold)，其値介於 0 到 1 之間， ) ) ( ( ρ > t E I z 可表
示為： 
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z
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z           (3.60) 
式(3.60)使用的是指示函數，其值非 0 即 1，故可將之視為一種硬性選取(Hard 
Selection)的資料選取方法。另一方面，亦可將每時間音框所計算出的正規化熵值
直接作為權重(Weight)，其意義是用來強調(Emphasized)或非強調(Deemphasized)
此時間音框對於訓練過程的貢獻。因此，將此方法視為另一種柔性選取(Soft 
Selection)的資料選取方法，其數學式如下所示： 
() ) ( 1 ) ( ) ( t E t t z
z
qm
z
qm ⋅ + = ω γ γ            (3.61) 
其中ω 為一比例控制參數。 
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第4章  資料選取方法以改善鑑別式聲學模型訓
練 
本章將闡述本論文所提出來改進鑑別式聲學模型訓練的兩種資料選取方法。首先
在 4.1 節中，本論文提出效法 AdaBoost 演算法中強調錯誤分類之訓練樣本的精
神，來加以修改最小化音素錯誤訓練中每個訓練樣本之權重進而估測聲學模型。
並仿效 AdaBoost 演算法，透過結合不同權重機制所訓練得到的聲學模型，以提
升聲學模型之一般化能力進而改善辨識率。其次，在 4.2 節中，本論文提出了基
於詞圖期望音素正確率之定義域(Expected Phone Accuracy Domain)上的訓練資
料選取方法來加以改善最小化音素錯誤訓練，其中分別在訓練語句與音素段落兩
種不同單位上進行資料之選取，將於 4.2.1 和 4.2.2 兩小節中敘述。此外在 4.3 節
中，本論文所提出的資料選取方法將與以熵值為基礎的資料選取方法進行結合，
透過其在不同聲學單位上選取訓練樣本的能力，期望整合後的資料選取將更具成
效。 
4.1 基 於 AdaBoost 演算法的資料選取方法 
有鑑於 AdaBoost 演算法對於訓練語料之重新取樣的能力，可讓每次迭代所訓練
得到的聲學模型，其辨識能力越來越著重於那些難以分類的樣本上。本論文借重
其優點而將 AdaBoost 演算法之精神應用於最小化音素錯誤聲學模型訓練上。企
圖讓最小化音素錯誤對於不同的訓練樣本而給予不同的權重，使其所估測到的聲
學模型在某些特定的資料樣本上，其分類能力能較原始最小化音素錯誤所訓練出
的聲學模型來得更有效力。同時仿效 AdaBoost 演算法的作法，適當地將這些聲52 
學模型結合，使其總體的分類能力可以獲得大量的改善。 
如同在 2.3 節所回顧之文獻中的方法，欲將 AdaBoost 演算法應用在聲學模
型訓練上，所遭遇到的第一個難題便是：該如何去定義聲學模型在訓練語料集上
的分類錯誤？為此，有別於以往的方法，吾人是將 AdaBoost 演算法的擬似損失
定義在每一句訓練語句z 上，而非再是定義於整個訓練語料集之上，如： 
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其中 z N 為正規化因子(Normalization Factor)，使 z ε 的值域會介於 0 到 1 之間； z T
為訓練語句z 的長度(音框數)；
t
z q 為訓練語句z 在時間音框t時所屬的正確轉寫音
素標記，而q是在詞圖 lattice z, W 中的任一音素段落，其開始與結束時間分別為 q s 和
q e ； ) ) ( ( t o q P z λ 乃是給定訓練語句z 中第t個時間音框所屬的語音特徵向量 ) (t oz
時，其在聲學模型λ 上發生音素段落q的事後機率。特別強調的是在此對每一句
訓練語句所求得的 z ε ，將不再保證滿足 AdaBoost 演算法中其擬似損失必須小於
0.5(也就是不滿足弱性學習器的定義)之特性，然而由於本論文只將其精神用於選
取訓練資料上，故不影響其適用性與否。由式(4.1)中可得知此方法是將 AdaBoost
演算法中的分類任務定義在音框層次的音素類別比對之上。相較於[Zhang and 
Rudnicky 2004a]的方法，不同之處除了在類別比對的單位不同外，本方法更是在
詞圖上統計其分類錯誤，而並非只是在 N-最佳詞序列上進行。這將使得本方法
能與聲學模型的訓練準則(也就是最小化音素錯誤訓練)更為緊密地結合。因此，
一個柔性(Soft)的資料選取概念為：對於通過時間音框t 上所有的候選音素段落
q，我們可依其與
t
z q 的事後機率差距來給予不同的權重，以表示最小化音素錯誤
訓練對於音素段落q在時間音框t上所收集到的統計值之重要性。如： 
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其中 ) (q D
t
z 為訓練語句z 在時間音框t上對於候選音素段落q的權重； z β 乃是跟
訓練語句z 之分類錯誤有關的參數(如同式(2.10))，其可表示為： 
z
z
z ε
ε
β
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=
1
              (4.3) 
對於這樣的權重設計，我們根據一訓練語句的ε 是否小於 0.5 來進行探討： 
對於其 5 . 0 < ε 的訓練語句而言，即表示此訓練語句中的時間音框半數
以上都是被正確地分類，則其β 值會介於 0 到 1 之間。又因為β 的指數
項 ))) ( | ( )) ( | ( 1 ( 2
1 t o q P t o q P z z
t
z λ λ − + 其值必定介於 0 到 1 之間，故對於
此訓練語句中所有音素段落在每個時間音框上的權重 ) (q D
t
z 都會介於
β 到 1 之間。 
而對於 5 . 0 > ε 的訓練語句而言，即表示此訓練語句中的時間音框半數
以上都是被錯誤地分類，則其β 值會大於 1。故故對於此訓練語句中所
有音素段落在每個時間音框上的權重 ) (q D
t
z 都會 1 介於到β 之間。 
因此，當一訓練語句其分類錯誤大於 0.5 時則它所得到的權重就會大於 1，換句
話說就是此訓練語句在訓練過程中將會受到重視。 
我們以圖 4.1 中的範例來進一步說明單一訓練語句內對於時間音框的權重設計。
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參照圖 4.1 中的左子圖，針對一訓練語句其正確轉寫音素序列中共有兩個音素段
落a與d ，倘若詞圖中只存在兩條候選音素序列，其事後機率分別為 0.9 和 0.1，
且假設根據式(4.1)所求得的ε 為 0.4，因此β 可依式(4.3)來計算，其值近似於
0.67。現在探討 1 t 與 2 t 這兩個時間音框，可以輕易地看出聲學模型會將 1 t 正確地
分類至音素段落a，然而在 2 t 時卻錯誤地分類成b 。但在 2 t 時間音框上正確候選
音素段落d 所分配到的權重 ) (
2 d D
t 卻會小於錯誤候選音素段落b 的權重 ) (
2 b D
t 。
且相較於 1 t 上的錯誤候選音素段落c，同樣是屬於競爭的(Competing)音素段落，
而 2 t 上的音素段落b 所獲得的權重卻要來得大。因此對於滿足 5 . 0 < z ε 之訓練語
句中的一時間音框t而言，其極為可能被錯誤分類成某個候選音素段落q時(q不
為正確轉寫音素標記
t
z q ，同時 q的事後機率接近於 1)，那麼它對於最小化音素錯
誤訓練所貢獻的統計值就會受到重視(即加大權重 ) (q D
t
z )。故，這樣的權重設計
的確具備強調那些易受辨識器錯誤分類的時間音框之能力。 
然而若一訓練語句其ε 大於 0.5 時，即表示有一半以上的時間音框都是分類
錯誤，針對此訓練語句內的時間音框之權重設計，應該去珍視那些被正確分類之
時間音框所提供的統計值資訊。也就是說在當一時間音框被正確分類時(表示此
時間音框相較於整句訓練語句是較為可靠的)，才進而去提高在此時間音框上其
他候選音素段落(即所謂的鑑別資訊，Discriminative Information)的權重。如同呈
現在圖 4.1 中的右子圖，其ε 為 0.6 則β 便為 1.5，在此情況下應該提高分類正確
的時間音框(即為 2 t )中的其他候選音素段落之權重(即 2 t 上音素段落d 的權重
) (
2 d D
t ，其與在 1 t 上同樣皆是競爭的音素段落a之 ) (
1 a D
t 比較，提高了許多)。 
而將式(4.2)所求得的權重應用於最小化音素錯誤訓練上，原始的目標函數
(如式(3.17))則可以重新表示為： 55 
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由此可見，由 AdaBoost 演算法所估測的音框層次之權重 ) (q D
t
z 乃是用來加權在
最小化音素錯誤中所收集到的統計值(可視為一種柔性的資料選取方法)，透過
AdaBoost 演算法的精神(難以分類的資料樣本，應該獲得重視)來分配其統計值給
予模型估測的貢獻程度，以期望所訓練得到的聲學模型在分類上更具一般化能力
(Generalization Ability)。 
針對單一訓練語句內其音框層次上的權重設計，本論文同時以另外一種反向
的角度來思考：於進行以最小化音素錯誤訓練來估測聲學模型前，一般皆是先行
使用最大化相似度估測法對於訓練語料來求得一個聲學模型，再以此為初始聲學
模型繼續進行最小化音素錯誤訓練[Povey 2004]。然而對於使用最大化相似度估
測法所求得的初始聲學模型而言，其辨識率其實皆已達到了一定的程度以上。因
此，真正對於鑑別式聲學模型訓練有顯著貢獻的乃是那些擁有鑑別資訊的競爭
(Competing)候選音素段落。因此，其權重之設計可為： 
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其中 z β 的定義如同式(4.3)。值得注意的是 ) (q InvD
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項的設計是反過來進行(故命名為 Inverse ) (q D
t
z )，以用來提高鑑別資訊的權重。
為瞭解這樣設計的含意，同樣可用簡單的範例來進行說明。參考圖 4.2，其左子
圖中訓練語句的ε 小於 0.5，表示其在初始聲學模型(例如由最大化相似度所估測
之模型)上已經獲得不錯的分類結果，故對於已正確分類之時間音框 1 t 應該加大
其富含鑑別資訊的競爭候選音素段落c之權重 ) (
1 c D
t 。 
而若如圖 4.2 之右子圖中的訓練語句(其ε 大於 0.5)，則表示初始聲學模型對
於此訓練語句的分類能力還不足夠，此時我們應該效法 AdaBoost 演算法的精神
去強調被錯誤分類的時間音框，藉由提高那些難以分類之訓練樣本的權重，來使
模型的估測更重視於這些訓練樣本的分類能力上。故對於時間音框 1 t 而言乃是被
錯誤分類的訓練樣本，因此必須提高候選音素段落a的權重 ) (
1 a D
t 來使之更為重
視。而將式(4.5)所定義的權重取代式(4.4)中的 ) (q D
t
z ，則最小化音素錯誤訓練的
目標函數又可表示為： 
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以上的式(4.4)和式(4.6)便是本論文所提出基於 AdaBoost 演算法的柔性資料選取
方法。 
此外，由於在最小化音素錯誤訓練中有引入 I-Smoothing 技術來使得模型參
數估測更強健，其中的參數τ 為用來控制最大化相似度之統計值的比重(如式
(3.27))。為了讓上述的柔性資料選取方法不去影響原始兩部分統計值的比例分
配，因此本論文使用式(4.2)所求得之權重來控制最大化相似度的統計值，使其比
例分配獲得最佳的平衡。同時本論文也效法 AdaBoost 演算法中將多個學習器結
合以期望在分類能力上得以互補，因而嘗試將此柔性資料選取方法所估測的模型
與原始最小化音素錯誤訓練所得的聲學模型作結合。在實作上本論文共嘗試三類57 
方法：一為傳統在 N-最佳詞序列上進行結合的 ROVER 演算法[Fiscus 1997]；其
次是直接在詞彙樹複製(Tree Copies)搜尋階段將多個聲學模型之分數作線性組
合；最後一類方法乃是將每個聲學模型於第一階段搜尋過程後所產生的詞圖，依
據信心度評估(Confidence Measure)將其結合再進行第二階段的詞圖重新搜尋。而
本文中所嘗試的信心度評估有詞事後機率[Chen and Lee 2006]與音框錯誤率
(Time Frame Error)[Wessel et al. 2001]兩種。以上結合方法的詳細敘述可參考[陳
羿帆 2006; 陳燦輝 2006]。 
最後，值得特別提出來討論的是：套用此柔性資料選取方法，會特別重視其
分類錯誤大於 0.5 的訓練語句。然而，我們應該考量此訓練語句是否與目前的聲
學模型不匹配(Mismatch)(可能受錄音環境、背景噪音或語者變異等因素所影響)
抑或此訓練語句根本就是一個極端樣本(Outlier)。但我們所提出的資料選取方法
依然一眛地去提高這些訓練語句的權重，不管其是否為極端樣本，如此一來便容
易造成所估測之模型過度學習(Overfitting)於這些極端樣本上的問題，而這也是
AdaBoost 演算法中常會遭遇的問題之一。而本論文所提出基於 AdaBoost 演算法
之精神的資料選取方法依然無法避免此問題，該如何去解決還尚待繼續進一步研
究。 
4.2  基於期望音素正確率的資料選取方法 
本節將探討本論文所提出基於詞圖期望音素正確率之定義域的資料選取方法，共
區分為訓練語句層次和音素段落層次的資料選取方法。 58 
4.2.1  訓練語句選取於最小化音素錯誤訓練 
在聲學模型參數估測上，往往是透過收集各種不同的訓練語料(包含不同的語
者、語者性別、背景環境等)，進而全部用以模型參數的估測上。近年來，隨著
大量的語材越來越容易取得，便使得這樣的模型參數估測法更為健全。然而，儘
管不斷地增加訓練語料之數量，但卻會發現自動語音辨識器的辨識率其實在達到
一定的程度後就已飽和[Jiang et al. 2005]。這啟發了學者們開始研究如何從大量
的訓練語料中挑選出對於模型參數估測最有貢獻的部分，而使得模型參數估測過
程更具效率。在[Arslan and Hansen 1999]中，會根據訓練樣本之以對數相似度比
(Log Likelihood Ratio, LLR)為基礎的信心度評估(Confidence Measure)，來給予其
在訓練過程中不同的權重，以進行初步地訓練資料選取。這即是所謂的選擇性訓
練(Selective Training)法則。而在[Jiang et al. 2005]的方法中，是根據訓練語句的
在辨識器上的辨識結果，同樣利用對數相似度比來收集正確樣本(True Token)集
與競爭樣本(Competing Token)集兩個集合，以評估一訓練語句能夠提供多少鑑別
資訊(Discriminative or Competing Information)給聲學訓練準則而達成訓練語句的
選取。 
另一方面，在鑑別式聲學模型訓練中，每一訓練語句所對應的詞圖(Word 
Lattice)其所扮演的角色不僅僅為所有候選詞序列之近似(Hypothesized Space)，更
是於模型參數估測過程中鑑別資訊的重要來源依據。因此，同樣是為了對訓練語
料進行評估，本論文從“詞圖為一訓練語句能為鑑別式訓練帶來多少鑑別資訊的
重要憑據＂之觀點出發，因而提出訓練語句選取方法(Utterance Selection)[Liu et 
al. 2007b]應用在最小化音素錯誤訓練上，其主旨在於選出能為鑑別式訓練過程
中帶來豐富鑑別資訊的訓練語句，進而過濾掉那些對於訓練過程只有些微貢獻甚
至沒有幫助的訓練語句，期望讓整個鑑別式訓練過程變得更有效率甚至獲得更好59 
的效果。但有別於上述以對數相似度比為評估準則的方法，本論文所提出的方法
乃是以詞圖期望音素正確率之定義域(Expected Phone Accuracy Domain)為基礎
來進行訓練資料選取。相較之下，本論文所提出的方法與自動語音辨識器的評量
方式更為一致。 
在最小化音素錯誤訓練中，針對每一訓練語句所對應之詞圖皆可被計算得到
一統計值，
z
avg c ，意謂著此詞圖中所有候選詞序列的期望正確率(如式(3.14)所
示)。基於期望音素正確率的觀點，此統計值
z
avg c 可被視為 lattice z   , W 在混淆程度上
的一種基準，即是當
z
avg c 越接近於其值域範圍的兩個邊界(最大值或最小值)時，
表示所有候選詞序列越一致(都幾乎正確或都幾乎錯誤)，越不混淆。換句話說，
也就是當
z
avg c 越大則 lattice z   , W 中的每一條候選詞序列之正確率越高，越接近正確轉
寫詞序列；同樣地當
z
avg c 越小則代表 lattice z   , W 中的所有候選詞序列之正確率都不
高，其所含的錯誤越多；然而，當
z
avg c 不高也不低時，則代表詞圖中有些候選詞
序列的正確率高，而有些則正確率低，因此代表此詞圖越混亂，越不一致。若以
資料選取的角度來看，當訓練語句的 avg c 越大或越小，對於最小化音素錯誤訓練
所能提供的鑑別資訊便越有限，故訓練語句選取方法的主旨便是要過濾掉這些訓
練語句。然而，此統計值
z
avg c 的值域卻會隨著訓練語句z 的長短不同而不一，造
成在進行資料選取時於參數設定上的困難。因此必需先對
z
avg c 進行正規化
(Normalization)，使其值域範圍近似介於-1 到 1 之間： 
() z l
c
c
z
avg z
avg = ˆ               (4.7) 
其中 () z l 為訓練語句z 所對應之正確轉寫詞序列 z W 的音素段落總數。而訓練語句
選取方法即是利用此正規化後的所有候選詞序列之期望正確率
z
avg c ˆ ，從訓練語句
集合Z 中挑選出較具有鑑別資訊的訓練語句來進行模型參數之估測。故最小化音
素錯誤訓練之目標函數(如式(3.8))可修改成： 60 
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δ 是預先設定的門檻值(Threshold)； Z 為所有訓練語句的總數；而 avg c ˆ 是對所有
訓練語句之 avg c ˆ 所計算得到的平均值(Mean)。因此當一訓練語句擁有過高的
avg c ˆ (代表此訓練語句無法貢獻太多的鑑別資訊給模型參數估測過程)或是過低的
avg c ˆ (代表此訓練語句可能是一損壞或是備受噪音影響的極端樣本(Outlier))皆無
法被選入至最後的訓練語句集合Z 之中。 
4.2.2  音素段落選取於最小化音素錯誤訓練 
如同在前一小節中所探討，訓練語句選取方法乃是直接將每一訓練語句視作為資
料樣本，進而判斷此資料樣本(即訓練語句)是否用來估測聲學模型。然而直接將
資料選取單位定義於訓練語句層次上，難免過於粗糙，因此在本小節中，將繼續
將資料選取單位延伸至更細緻的聲學單位上，即為音素段落選取方法(Phone Arc 
Selection)[Liu et al. 2007b]。 
在最小化音素錯誤訓練中，會依據統計值
MPE z
q γ 的正或負(如式(3.21)至式
(3.26))而將在音素段落q上所收集到的統計值切分為分子項(num, numerator)或分
母項(den, denominator)兩部分，依此來區分一音素段落對於訓練過程所提供的究
竟是正貢獻(即為分子項)抑或是負貢獻(分母項)。更細一步地的剖析，從式(3.11)
中得知要判斷一音素段落q所提供的統計值究竟屬於分子抑或分母項，可藉由詞61 
圖上通過此音素段落的候選詞序列之期望正確率 ( ) q cz 是否大於詞圖上所有候選
詞序列的期望正確率
z
avg c 來做判斷。因此，
z
avg c 在最小化音素錯誤訓練的統計值
分類上即是扮演著決定邊界的角色，由它來決定每一個音素段落應該歸屬於哪一
類。 
基於以上觀察，音素段落選取方法即是基於
z
avg c 被視為決定邊界此含意為出
發點，藉由將
z
avg c 作為基準而選出離此決定邊界較近的訓練樣本(即為音素段落)
來為模型參數估測過程帶來較具鑑別資訊的統計值，期望獲得更佳的辨識效果。
故音素段落選取方法乃是直接利用一個預先定義的邊際範圍來加諸於
z
avg c 之
上 ， 進而只選取那些落在此邊際範圍內的音素段落來進行模型訓練 。 因此 ， 式(3.17)
的目標函數可修改為： 
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圖 4.3  音素段落資料選取方法 62 
() { } β κ α ≤ − ≤ − =
z
avg z z
z c q c q c A ) ( ) (        (4.12) 
其中 ) (• I 為指示函數；α 與β 是預先定義的正數，為構成邊際範圍的主要參數；
κ 是一個正規化因子(Normalization Factor)，可讓 ( )
z
avg z c q c − ) ( κ 的值域近似於-1
到 1 之間；而
z A 即是第z 句訓練語句的詞圖中，那些在期望音素正確率(Expected 
Phone Accuracy Rate)定義域上座落於預先所定義的邊際範圍[] β α, − 內之音素段
落所成集合。圖 4.3 為一個音素段落選取方法的示意圖，其中每一條藍色橫線即
為一個候選詞段落(在本圖例中，僅以候選詞段落取代音素段落來進行示意說
明)，橫軸為時間軸，縱軸的高低則表示每一個候選詞段落其 ) (q cz 的大小值，而
淺色網底即是根據預設的 β α, 與此訓練語句的
z
avg c (橘色線，可視為決定邊界)所
構成的邊際範圍，最終只有座落在此範圍內的候選詞段落(也就是說必須座落在
決定邊界附近)才會被選取至模型參數的估測上。值得一提的是，事實上原始的
最小化音素錯誤已經進行了一項簡單的音素段落選取，當一音素段落的 ) (q cz 等
於
z
avg c 時，則此音素段落便會被捨棄不用，而在本方法中，則是更進一步地捨棄
其 ) (q cz 值過高或過低的音素段落。 
由於在此音素段落選取方法中，每一個音素段落都會被決定要或不要留在最
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圖 4.4  柔性音素段落選取方法之權重函數 63 
後的模型參數估測過程中，因此可視為是一種硬性的音素段落選取方法(Hard 
Version Phone Arc Selection)。另一方面，啟發於[Li and O’Shaughnessy 2007]，本
文額外使用了一個權重函數來讓每一個音素段落皆有自己所屬的對於最小化音
素錯誤訓練的貢獻程度 ， 故將之稱為柔性的音素段落選取方法(Soft Version Phone 
Arc Selection)，其目標函數可表示為： 
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而 ) (• SoftWgt 為一個權重函數，可表示為： 
) 1 , (    ,    ) ( ) (
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> − > + =
+ −
k a x
C
e
a x x SoftWgt
b a x
k        (4.14) 
其中C 為一個正規化因子； b k, 是可控制此函數的參數，用以調整此函數的分
布；而 a乃是用以決定此函數之定義域的下界(Lower Bound)。因此，針對每一個
音素段落q的 ) ) ( (
z
avg z c q c − κ 值，此權重函數可以給予其所對應之權重，來控制其
對於模型參數估測的貢獻。一個真實的權重函數如圖 4.4 所示，其中的設定為
1 = a ， 3 . 0 = b 而 5 . 1 = k 。從中可明顯看出此函數會加重在最小化音素錯誤訓練
中屬於分母項(即
z
avg z c q c < ) ( )之統計值的權重，而對於分子項(即
z
avg z c q c > ) ( )的統
計值則會減少其對於模型參數估測的貢獻。值得注意的是儘管對於
z
avg z c q c = ) ( 的
音素段落q，所求得的 ) (q SoftWgt 會等於 1，但原始最小化音素錯誤訓練依然會
過濾掉這些音素段落，故其對於模型參數的估測仍然沒有貢獻。 
4.3  多種選取方法之結合 
在前一小節中，本論文提出在兩個層次之上進行資料選取的方法，分別為訓練語64 
句選取與音素段落選取方法。然而，誠如本論文在 3.4.3 小節中的介紹，資料選
取方法的設計可以任務需求的不同而將資料樣本定義在不同的單位層級上。而在
3.4.3 小節中所探討的以熵值為基礎之資料選取方法，即是一種在時間音框層次
上進行資料選取的方法。因此在本論文中，嘗試將這三種於不同聲學層次上的資
料選取方法作結合，而得到一個可同時在三個聲學層次上進行的資料選取方法。
在實作上，本論文所採取的結合方式乃是由上而下的結合，換句話說，就是先對
所有訓練語句進行訓練語句選取，以篩選出富含鑑別資訊的語句；其次在被挑選
出的訓練語句內進行音素段落選取。也就是在更細緻的聲學單位上，基於期望音
素正確率的觀點來選取訓練樣本(即為音素段落)；最後，才在時間音框層次上進
行另外一種以事後機率之正規化熵值為基礎的資料選取。故，這三種資料選取方
法在聲學單位選用上是互相獨立的，彼此互不影響。而在選取能力上，因為對於
訓練樣本的觀點不同，所以可以達到互補的效果。 65 
第5章  實驗架構與基礎實驗 
本章介紹本論文所使用之實驗環境及其設定：5.1 節介紹臺師大的中文大詞彙連
續語音辨識系統[Chen et al. 2004, 2005]；5.2 節中將介紹本論文之所有實驗所使
用的公視晚間新聞(MATBN)外場記者語料庫與實驗之評估方式；最後 5.3 節中將
說明基礎實驗之結果。 
5.1  臺師大中文大詞彙連續語音辨識系統 
本節為介紹臺師大中文大詞彙連續語音辨識系統，主要區分為前端處理
(Front-end Processing) 、聲學模型(Acoustic Model) 、詞典建立(Lexicon 
Construction)、語言模型(Language Model)與詞彙樹複製搜尋(Tree-copy Search)等
五個部分作個別介紹。 
5.1.1  前端處理 
於前端處理上，本論文使用鑑別性特徵作為語音訊號的特徵參數，所採用的特徵
抽取方法乃是目前廣為流行的異質性線性鑑別分析(Heteroscedastic Linear 
Discriminant Analysis, HLDA)[Kumar 1997]。異質性線性鑑別分析是線性鑑別分
析(Linear Discriminant Analysis, LDA)[Duda et al. 2000]的一般化與去除多餘限制
後的另一種線性特徵轉換作法。傳統線性鑑別分析乃是假設各類別分布的變異量
皆為相同，因此在所有類別分布的變異量為相同的情況下才會擁有最佳解。然
而，現實上大多的訊號特徵分布之變異量皆為異質性，所以線性鑑別分析所求得
的基底矩陣就未必是最佳解。異質性線性鑑別分析即是打破這個假設，以求得較66 
具鑑別性的語音特徵向量。 
另一方面，由於在聲學模型(例如隱藏式馬可夫模型狀態觀測機率分布)中為
了計算方便與加快運算速度，常使用具對角化(Diagonal)共變異矩陣(也就是假設
特徵向量維度間彼此為無關的)的高斯分布，然而異質性線性鑑別分析並不保證
必能擁有此一特性，因此本論文額外使用最大相似度線性轉換(Maximum 
Likelihood Linear Transformation, MLLT)[Gopinath 1998; Gales 1998]，嘗試讓轉換
過後的共變異矩陣的值集中在對角線上，在對聲學模型相似度影響最小的條件
下，儘量滿足對角化共變異矩陣的要求。 
5.1.2  聲學模型 
用於本論文中的聲學模型乃是傳統的由左至右連續密度隱藏式馬可夫模型
(Left-to-right CDHMM)，模型中每一個的狀態只有兩種轉移情形，一是停留在原
狀態，另外則是由左至右跳到下一個相鄰狀態。實驗中共使用 151 個聲韻母
(INITIAL-FINAL)模型，其中包含 1 個靜音模型(Silence)，112 個右相關
(Right-context-dependent, RCD)聲母模型(INITIAL)，以及 38 個前後音不相關
(Context-independent, CI)的韻母模型(FINAL)。而每個模型的狀態數分別為 3 至 6
個不等(靜音模型含 3 個狀態、聲母模型含 5 個狀態而韻母模型含有 6 個狀態)，
每一個狀態皆為獨立的高斯混合分布模型(Gaussian Mixture Model, GMM)，其中
的高斯分布個數分別為 1 至 128 個不等。而藉由此 151 個聲韻母模型共可構成
404 個不含聲調的基本音節(Toneless Base-syllable)，其中每個音節含有一個聲母
和一個韻母。 67 
5.1.3  詞典建立與語言模型訓練 
在中文裡約有 7,000 個單字詞，新詞可由此 7,000 個單字詞合併產生，則可根據
字詞在語料中的統計特性，以自動化的方式產生新的複合詞(Compound Words)。
新增複合詞的自動產生方式如下面所述：對於語料中任意相鄰的兩個詞
) , ( j i w w ，可以分別計算它們的前二連(Forward Bigram)機率 ) | ( i j f w w P ，與後二
連(Backward Bigram)機率 ) | ( j i f w w P ，並以前後二連(Forward and Backward 
Bigrams)機率的幾何平均(Geometric Average) ) | ( ) | ( ) , ( j i b i j f j i w w P w w P w w FB = ，作
為 ) , ( j i w w 是否合併的依據。文字語料先經由一個含有一至四字詞約六萬八千個
詞的詞典來斷詞，然後利用上述的公式，經數次的迭代以及不同的基準閥值
(Threshold)設定，產生約五千個二至十字詞的複合詞，使得最後的語音辨識詞典
約含有七萬二千個一至十字詞。本系統使用詞二連以及詞三連語言模型(Word 
Bigram and Trigram Language Models)，並以從中央通訊社(Central News Agency，
CNA) 2001 與 2002 年所收集到的約一億七千萬個中文字語料作為背景語言模型
訓練時的訓練資料[LDC]。本論文中的語言模型使用 Katz 語言模型平滑技術，語
言模型訓練工具採用 SRI Language Modeling Toolkit (SRILM) [SRILM 2007]。 
5.1.4  詞彙樹複製搜尋 
本系統是採用由左至右(Left-to-right)且音框同步(Frame Synchronous)的詞彙樹複
製搜尋方式[Aubert 2002]。樹中的每個分枝(Arc)代表一個聲母(INITIAL)、韻母
(FINAL)或靜音(Silence)模型。由樹的根節點(Root Node)走到樹的葉節點(Leaf 
Node)的某一條完整路徑代表走完一個或一組發音相同的詞。而路徑上的每一個
分枝正好對應到這些詞的一組聲學模型。詞彙樹複製搜尋在執行時，每個音框會68 
同時存在數棵詞彙樹複製(Tree Copies)，而每棵詞彙樹代表來自不同的語言歷史
或限制(Language Model History or Constraint)。在同一棵詞彙樹裡，會進行隱藏
式馬可夫模型狀態層次(State Level)維特比(Viterbi)動態規劃搜尋。在詞彙樹搜尋
中，只有在走到葉節點時，才能確定所搜尋的一個完整詞為何。另外，當具有相
同語言模型歷史之不同詞彙樹分別都已經走到自己所屬那棵樹的葉節點時，則會
進行結合(Recombination)，只保留其中分數最大者，並針對留下來的詞彙樹繼續
執行詞彙樹複製搜尋。然而，真正在實作時，並不需要產生如此多的詞彙樹，僅
需建立一棵詞彙樹作為參考之用，並分別記錄搜尋時存活下來之隱藏式馬可夫模
型狀態節點的相關資訊(如到目前為此所累積的分數、前一狀態為何及語言模型
歷史等)。另外一方面，由於存活的狀態節點通常會隨著音框數呈指數倍成長，
因而必須以光束剪裁(Beam Pruning)技術將分數較低的狀態節點做剪裁的動作。
在對每個狀態節點執行光束剪裁時，會依此節點所有可拜訪的葉節點之最大單連
語言模型往前觀測分數(Unigram Language Model Look-ahead Score)[Aubert 2002]
及聲學往前觀測分數(Acoustic Look-ahead Score)[Chen et al. 2004, 2005]做為剪裁
與否的依據。此外，在每個音框，利用存活的詞彙樹複製樹其葉節點(代表可能
的候選詞)所儲存的語言模型歷史、開始音框、結束音框及其聲學解碼的分數等
資訊，建立如前面章節所提及的詞圖。而後使用更高階的語言模型，如詞三連
(Trigram)或詞四連(Fourgram)語言模型 ， 或是信心度評估來進行詞圖重評分(Word 
Graph Rescoring)搜尋[Ortmanns et al. 1997]，找出最佳的詞序列。在本論文中，
詞彙樹複製搜尋階段是採用詞二連語言模型，詞圖搜尋階段則是使用詞三連語言
模型。 69 
5.2  實驗語料與評估方式 
5.2.1  實驗語料 
本論文之實驗所使用的語料庫乃是由中央研究院資訊所口語小組 [SLG] 與公共
電視台 [PTS] 耗時三年共同合作所錄製完成的 MATBN 電視新聞語料 [Wang et 
al.  2005]。錄製對象為每天一個小時的公視晚間新聞深度報導，一共收錄了 198
天約 200 小時的電視新聞語料，其中包含 2001 年的 30 小時、2002 年 146 小時
及 2003 年 24 小時。所有的 MATBN 電視新聞語料都含有人工正確轉寫文句以及
其他的標註資訊(如：音樂、背景雜訊、停頓、語助詞、呼吸、強調語氣、反覆、
不適當的發音等)，所有的人工正確轉寫文句以及標註資訊均使用 DGA&LDC 的
轉寫器(Transcriber) [Barras et al. 1986]  來完成。 
由於 MATBN 電視新聞語料富含許多標註資訊，使得本語料的應用價值大為
提高，本論文為研究語音辨識相關的議題，故會對此語料進行前處理，留下含有
語音的片段，並依此而定義出實驗所需的訓練集(Training Set)與評估集
(Evaluation Set)。除了語音資料，文字語料在其它應用上也有很大的價值，每天
的新聞約含有二十多則報導(Stories)，每則報導可視為一個完整的主題，這些資
訊也為資訊檢索(Information Retrieval)、主題偵測(Topic Detection)與文章分段
(Topic Segmentation)等研究提供了完善的實驗平台。 70 
MATBN 電視新聞語料大致上可分內場及外場兩個部份，內場部分主要為主
播(Studio Anchors)的語料，外場部分則又可分為採訪記者(Field Reporters)語料與
受訪者(Interviewees)語料。在篩選實驗語料時，考量新聞的特性，主播多為同一
人所擔任。如表 5.1 所示，葉明蘭主播的語料在本語料庫中約佔所有主播語料的
84%，這將使得實驗偏向語者相依(Speaker-dependent)的環境，加上女性主播約
佔了所有主播語料的 94%，同時也造成了性別相依(Gender-dependent)的問題。
如果使用主播語料的話，將缺少足夠的變異來提供良好的訓練與客觀的評估，故
本實驗不採用主播語料，而是選擇外場採訪記者部份作為實驗語料。 
本研究所使用外場記者的語料總共約 26 小時，其中 24.5 小時(5774 句，進
而細切成 34,672 個短句供聲學模型訓練之用)做為聲學模型訓練的語料 ； 1.5 小時
(292 句)則供為辨識評估之用。訓練語料是由 2001 及 2002 年的新聞中篩選出不
含語助詞(Particle)之語句。同時為了建立性別平衡(Gender-balanced)的訓練環
境，男、女語料分別篩取 12.2 小時。為了能準確客觀地評估研究方法，我們採
用由中研院從 2003 年語料庫中所選定的外場記者語料作為評估集，關於訓練語
表 5.1  主播語料分布表 
語者姓名  性別  句數(句) 語音總長度(秒) 所含語音百分比(%)
余佳璋-主播  男  36 452.2  0.5 
林建成-主播  男  427 5,298.1  5.7 
某主播  女  1 7.9  0.008 
洪蕙竹-主播  女  89 1,407.4  1.5 
洪蕙竹-氣象主播  女  155 1,443.6  1.5 
徐惠玲-主播  女  225 3,208.2  3.4 
馬紹-主播  男  35 465.6  0.5 
黃明明-主播  女  175 2,932.6  3.1 
葉明蘭-主播  女  5,101 78,584.7  83.6 
蘇怡如-氣象主播  女  17 213.79  0.2 
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料及測試語料的詳細資訊可見表 5.2。 
5.2.2  實驗評估方式 
本論文實驗的評估法則乃是採用美國國家標準與技術中心(National Institute of 
Standards and Technology, NIST) [NIST] 所訂立的評估標準來進行正確解答之詞
序列與辨識詞序列的比對 。 此評估標準需要使用動態規劃(Dynamic Programming)
來進行兩詞序列比對，即是編輯距離(Edit or Levenshtein Distance)。由於中文之
特性存在著斷詞不一致的問題，因此本論文的實驗中皆以字(Character)作為比對
單位。令H 為正確解答詞序列與辨識詞序列比對後相同(Match)的字之個數、I 為
辨識詞序列多餘插入(Insertion)的字之個數、 N 為正確解答詞序列的字之個數，
則一語音辨識系統的正確率(Accuracy)之計算方式即為 % 100 ×
−
N
I H
，而錯誤率
(Error Rate)則為 1 減去正確率。其中在進行動態規劃比對時，替代(Substituion)
錯誤的懲罰權重(Penalty Weight)為 10，插入及刪除的權重則皆為 7。在以下的實
驗數據中，皆是以字錯誤率(Character Error Rate, CER)來呈現實驗結果。 
5.3  基礎實驗結果 
在基礎實驗，我們先利用最大化相似度(Maximum Likelihood, ML)估測法訓練 10
表 5.2  外場記者訓練與測試語料分布表 
性別  訓練語料總長(分)  評估語料總長(分) 
男生  766.69 21.68 
女生  766.79 65.23 
 72 
次後所得到的聲學模型(其在測試語料上所得到的字錯誤率為 23.64%)，接續再進
行最小化音素錯誤(MPE)訓練，在 10 次迭代訓練後所得的聲學模型最終在測試
語料上得到的字錯誤率為 20.73%。而於本論文中接下來的實驗結果，皆以這組
實驗作為比較對象。此外，關於最小化音素錯誤訓練中 I-Smoothing  技術的參數
τ ，其設定的不同將會影響迭代訓練的收斂速度，因而造成最終所得到的字錯誤
率不同[Povey 2004；郭人瑋 2005]。在本論文中的所有實驗，其τ 的設定皆是固
定為 10。 73 
第6章  實驗結果與討論 
本章將探討本論文在第 4 章中所提出的訓練資料選取方法其在實驗上的結果與
分析。主要可區分為兩大部分：首先呈現基於 AdaBoost 演算法的資料選取方法
以改進最小化音素錯誤訓練之成果，詳細內容將在 6.1 節中介紹；其次為探討基
於詞圖期望音素正確率之定義域上的資料選取方法，其實驗結果與討論將都呈現
在 6.2 節中；最後在 6.3 節中，本論文所提出的資料選取方法將與以正規化熵值
為基礎的音框層次資料選取方法結合，以期望獲得更多的改善。 
6.1 基 於 AdaBoost 演算法之資料選取方法 
本節主要為討論基於 AdaBoost 演算法之精神的訓練資料選取方法，其應用於聲
學模型之估測上的實驗結果。首先在 6.1.1 小節中將先呈現 AdaBoost 演算法結合
最小化音素錯誤聲學模型訓練的實驗結果；其次在 6.1.2 小節將探討本論文提出
之基於 AdaBoost 演算法的資料選取方法之實驗結果，及其與基礎實驗的比較。 
6.1.1  AdaBoost 演算法結合最小化音素錯誤於聲學模型訓
練 
在本小節中，將使用語句層次的 AdaBoost 演算法[Meyer and Schramm 2006]結合
於最小化音素錯誤訓練(MPE)來估測聲學模型，其中用以估測 AdaBoost 演算法
中分類錯誤 λ ε (如式(2.11))的聲學模型λ ，乃是使用訓練語料進行 10 次最小化音
素錯誤訓練後所得到的初始聲學模型來進行估算。而 ) , ( y x h z λ 函數則是定義在
N-最佳詞序列之上所求得[Meyer and Schramm 2006]，即： 74 
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其中 y 與W 皆為 N-最佳詞序列中的任一詞序列；而
z
NBest W 為訓練語句z 所屬的
N-最佳詞序列。而在本實驗中 N 的設定為 20。以此 ) , ( y x h z λ 函數所估測到對於
訓練語句z 的權重 ) (z w ，便用來加權每一句訓練語句於訓練過程中的貢獻程度。
故最小化音素錯誤訓練可表示為： 
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其中 ) (z w 可由下式來求得： 
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) , ( W z Dλ 為 AdaBoost 演算法在聲學模型λ 上對 N-最佳詞序列中的其中一候選詞
序列W 所求之權重； z W 為訓練語句 z 所對應的正確轉寫詞序列。以式(6.2)為目
標函數，本論文重新進行最小化音素錯誤訓練的聲學模型估測，其中共進行 10
次迭代訓練，而每次迭代訓練所估測之模型於測試語料上的辨識結果如表 6.1 所
示(條列於 AdaBoost-UL-MPE 這一行中)。依同樣的方式，本論文亦使用最大化
交互資訊估測法(MMIE)來訓練聲學模型，其結果也列於表 6.1 中(條列於
AdaBoost-UL-MMIE 這一行中)。 
由實驗數據可得知，相較於原始的最大化交互資訊(條列於 MMIE 這一行中)
與最小化音素錯誤(條列於 MPE 這一行中)訓練，AdaBoost-UL-MMIE 和
AdaBoost-UL-MPE 於辨識率上並沒有多大的差別。但需強調的是，在經由結合
AdaBoost 演算法後其所估測之聲學模型的辨識率並非能夠優於原始的聲學模
型，而是在將這兩個聲學模型結合後，其辨識率也許才得以獲得改進。因此，接
下來我們將原始最小化音素錯誤或最大化交互資訊於第 10 次迭代訓練後的聲學
模型(記作 MPE_Itr10 或 MMIE_Itr10)與結合語句層次 AdaBoost 演算法之第 1075 
次迭代訓練後的聲學模型( 記作 AdaBoost-UL-MPE_Itr10 或
AdaBoost-UL-MMIE_Itr10)進行結合 。 其結合方法如4.1小節所敘述 ， 共有ROVER
演算法、詞彙樹複製(Tree Copies)搜尋階段的聲學分數之線性組合(記作
TC-ASCombine)、詞圖(Word Graph)間的詞事後機率結合(記作 WG-PPCombine)
與詞圖間的音框錯誤率(Time Frame Error)結合(記作 WG-TFECombine)等四個作
法。依此四種方法將聲學模型結合後於測試語料上的辨識結果可參考表 6.2。 
針對 ROVER 演算法，本論文所使用的是最大信心分數投票法(Maximum 
Confidence Scores)[Fiscus 1997]，其中每個詞段直接使用其事後機率作為信心分
數。而關於 ROVER 演算法中所需要的兩聲學模型之辨識結果，本文選擇以 1 最
佳詞序列、10 最佳詞序列和 20 最佳詞序列三種不同複雜度的候選空間來進行結
合，分別記作 ROVER-Top1、ROVER-Top10 和 ROVER-Top20。而在 ROVER 演
算法中有兩項參數α 、 (@) Conf 需要設定[Fiscus 1997]，其中α 用以控制頻率分
數(Word Frequency Score)與信心分數的加權比重； (@) Conf 為空詞段的預設信心
分數。針對這兩個參數的設定，本實驗是在 ROVER-Top1 的結合上分別從 0 到 1
以 0.1 為間隔進行格子搜尋(Grid Search)，得到α 最佳設定為 0.7，而 (@) Conf 為
0.6。對於 ROVER-Top10 與 ROVER-Top20 的結合便直接使用這組參數設定。另
一方面 ， 在 TC-ASCombine 方法中每個聲學模型於線性組合過程中的權重設定乃
是從 0.3 到 0.7 ，以 0.1 為間隔從中挑選出最好的一組設定 。 而在 WG-TFECombine
結合方式中，於計算音框錯誤率過程中的正規化參數α [Wessel et al. 2001]，本文
乃是直接設定為 0.025。 
從表 6.2 的實驗數據可得知，將結合語句層次 AdaBoost 演算法所求得的聲
學模型與原始的聲學模型作結合，不管是最大化交互資訊或是最小化音素錯誤訓
練都可以在 WG-PPCombine 與 WG-TFECombine 這兩種結合方式上獲得明顯的
進步。然而對於使用 ROVER 演算法來進行結合所得到的結果並不如我們所預76 
期。歸咎其原因可能是因為 N-最佳詞序列所能提供的候選詞段太過於缺乏，導
致使用 ROVER 演算法來結合兩個聲學模型不能見其成效。值得一提的是對於最
大化交互資訊或最小化音素錯誤訓練而言，最佳的結果都是使用
WG-TFECombine 方法來結合。相較於原始聲學模型的辨識率，分別可得到
1.6%(MMIE)與 1.5%(MPE)的相對字錯誤率下降。顯然地顧及到音框錯誤率的搜
尋方式，會較其他方法來得更好。而以下在 6.1.2 小節中的實驗，因同樣是結合
兩個聲學模型來進行辨識搜尋，因此可將 AdaBoost-UL-MPE 這組實驗作為比較
對象，以檢驗本論文所提出的基於 AdaBoost 演算法之資料選取方法的成效。 77 
表 6.1  語句層次之 AdaBoost 演算法於聲學模型訓練 
CER(%) MMIE  AdaBoost
-UL-MMIE MPE  AdaBoost 
-UL-MPE 
ML_Itr10 23.64 
Itr01 23.28 23.25 22.88 22.87 
Itr02 22.89 22.92 22.44 22.48 
Itr03 22.58 22.63 22.12 22.16 
Itr04 22.28 22.28 21.77 21.77 
Itr05 22.16 22.05 21.50 21.50 
Itr06 22.10 22.15 21.20 21.19 
Itr07 22.08 21.95 21.06 21.04 
Itr08 21.88 21.82 20.87 20.92 
Itr09 21.81 21.72 20.77 20.76 
Itr10 21.77 21.72 20.73 20.72 
 
 
 
表 6.2  語句層次之 AdaBoost 演算法於結合多重聲學模型 
MMIE_Itr10 AdaBoost-UL-
MMIE_Itr10 MPE_Itr10  AdaBoost-UL- 
MPE_Itr10  CER(%) 
21.77 21.72 20.73  20.72 
ROVER-Top1 21.71  20.72 
ROVER-Top10 21.74  20.74 
ROVER-Top20 21.75  20.75 
TC-ASCombine 21.81  20.51 
WG-PPCombine 21.49  20.56 
WG-TFECombine 21.43  20.40 
 78 
 
6.1.2 基 於AdaBoost 演算法之資料選取方法以改善最小化
音素錯誤訓練 
在本小節中將繼續呈現於本論文中所提出的基於 AdaBoost 演算法之資料選取方
法以結合最小化音素錯誤訓練在聲學模型估測上的實驗結果。如同在 4.1 小節中
所敘述，本文所提出的方法共有兩個(其目標函數分別如式(4.4)和(4.6))，其中又
可依 I-Smoothing 之統計值是否要進行加權(如同在 4.1 節中所探討，以避免最小
音素錯誤與最大化相似度兩部分之統計值的比例分配受到波動)來區分為兩種作
法，在此先對此四組實驗進行編號，以方便實驗數據的呈現與分析，參考表 6.3。  
首先檢驗其在最小化音素錯誤訓練中每次迭代訓練後所求得之聲學模型於
測試語料上的表現。參考表 6.4，本論文基於 AdaBoost 演算法所提出的四組資料
選取方法之實驗，其每次最小化音素錯誤迭代訓練後所求得的聲學模型在測試語
料上的字錯誤率都列於之中。如同我們所預期，其辨識率皆與原始最小化音素錯
誤訓練所估測之模型的表現差不多。而每次迭代訓練所得之模型的辨識率曲線連
同比較 AdaBoost-UL-MPE 這組實驗的結果，可參考圖 6.1。從中可以發現在第 4
次迭代訓練之前，AdaBoost-FL-MPE 與 AdaBoost-FL-iMPE 的字錯誤率會比其他
表 6.3  基於 AdaBoost 演算法的資料選取方法之實驗代號對照表 
實驗代號  目標函與作法 
AdaBoost-FL-MPE  式(4.4)，但不加權 I-Smoothing 統計值 
AdaBoost-FL-iMPE  式(4.4)，一併加權 I-Smoothing 統計值 
AdaBoost-IFL-MPE  式(4.6)，但不加權 I-Smoothing 統計值 
AdaBoost-IFL-iMPE  式(4.6)，一併加權 I-Smoothing 統計值 
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組實驗要來得低，而在其他的迭代訓練上就沒有哪一組實驗是絕對的優秀。不過
我們仍然可以察覺這樣的柔性資料選取的確會影響其聲學模型在測試集上的表
現，但卻很難去分辨其分類能力的好壞。因此，我們繼續進行與 MPE_Itr10 這組
聲學模型結合之實驗。 
將這四組實驗在第 10 次迭代訓練後得到的模型與原始最小化音素錯誤在第
10 次迭代訓練後所求得之模型結合，其在測試語料上的字錯誤率分別條列於表
6.5 中，其中也包含作為比較對象的 AdaBoost-UL-MPE 這組實驗之結果。首先，
可以很明顯地觀察到儘管經由柔性資料選取所估測的模型其單獨在測試語料上
的表現不佳，但與原始最小化音素錯誤訓練的模型結合後，其分類能力將獲得充
足的彌補，在結合後的辨識率(不管哪種結合方式)都要比單獨聲學模型的辨識率
要好上許多。最佳的辨識率是在 AdaBoost-IFL-MPE 上進行 WG-TFECombine 結
合方式所求得，其字錯誤率為 20.17%。與 MPE_Itr10 這組模型的辨識率比較，
有 0.56%的絕對(2.7%的相對)字錯誤率下降。若與 AdaBoost-UL-MPE 這組實驗
比較，也有 0.13%的絕對(0.6%的相對)字錯誤率下降。 
而各種結合方式在不同實驗方法上的比較可以參考圖 6.2。首先，我們先觀
察 ROVER 結合方式的表現，可以發現隨著列入考慮的 N-最佳詞序列增多，其
結合後的辨識率也會隨著提高。然而在 AdaBoost-UL-MPE 這組實驗中，卻不能
成立。這可能是因為在 ROVER 結合方法中所使用的是以詞事後機率為基礎的最
大信心分數投票法，然後在語句層次之 AdaBoost 演算法中的分類錯誤卻是定義
在詞序列間於解碼分數上的差距(如式(6.1))，如此的不一致可能是導致 ROVER
結合在 AdaBoost-UL-MPE 這組實驗上無法獲得良好表現的原因。同樣地在
TC-ASCombine 結合方法中，是將兩模型的聲學分數在詞彙樹複製搜尋階段進行
結合，與我們提出以音框事後機率作為權重依據的柔性資料選取方法存在著一定
程度的不一致，因此導致這樣的結合方式沒能在柔性資料選取方法的實驗中獲得80 
明顯地進步。最後，我們發現 WG-TFECombine 的方式在所有實驗上都獲得明顯
的進步，這是因為此結合方式不僅只是考慮候選詞段落的事後機率，更顧及到詞
序列之間的音框錯誤。相較於其他方法，這樣的結合方式多加考慮了類別比對上
的資訊，因此顯得更為細緻且其表現也理所當然地更為優秀。 
最後，我們比較本論文所提出的兩個權重函數(即式(4.2)與式(4.5))於測試語
料上結果。如同圖 6.2 所示，會發現儘管 ) (q D
t
z 與 ) (q InvD
t
z 在權重分配上明顯不
同，但兩者所估測出的聲學模型在辨識率上的差別其實並不大，就單以
WG-TFECombine 結合方式的結果來進行比較，AdaBoost-IFL-MPE 會稍微比
AdaBoost-FL-MPE 要來得好一點。另一方面，也可以發現 AdaBoost-FL-iMPE 這
組實驗在總體表現上會比 AdaBoost-FL-MPE 要優秀一點，可見對 I-Smoothing 的
統計值進行加權的確可以避免最小音素錯誤與最大化相似度兩部分之統計值的
比例分配受到波動。 81 
 
表 6.4  基於 AdaBoost 演算法的資料選取方法之實驗 
CER(%) MPE  AdaBoost
-FL-MPE
AdaBoost
-FL-iMPE
AdaBoost
-IFL-MPE 
AdaBoost 
-IFL-iMPE 
ML_Itr10 23.64 
Itr01 22.88 22.83 22.84 22.82  22.83 
Itr02 22.44 22.39 22.42 22.50  22.46 
Itr03 22.12 21.99 21.95 22.12  22.09 
Itr04 21.77 21.55 21.59 21.82  21.79 
Itr05 21.50 21.52 21.46 21.39  21.42 
Itr06 21.20 21.25 21.32 21.22  21.16 
Itr07 21.06 21.12 21.10 21.06  21.15 
Itr08 20.87 21.00 21.05 20.90  20.92 
Itr09 20.77 20.97 20.94 20.86  20.89 
Itr10 20.73 20.89 20.72 20.74  20.82 
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圖 6.1  基於 AdaBoost 演算法的資料選取方法之實驗 82 
表 6.5  基於 AdaBoost 演算法的資料選取方法於結合多重聲學模型 
AdaBoost 
-UL-MPE 
AdaBoost 
-FL-MPE 
AdaBoost 
-FL-iMPE 
AdaBoost 
-IFL-MPE 
AdaBoost 
-IFL-iMPE CER(%) 
20.72 20.89 20.72 20.74  20.82 
MPE_Itr10  20.73 
ROVER-Top1  20.72  20.69 20.66 20.68 20.78 
ROVER-Top10  20.74  20.58 20.51 20.58 20.65 
ROVER-Top20  20.75  20.54 20.51 20.58 20.67 
TC-ASCombine  20.51  20.61 20.59 20.61 20.59 
WG-PPCombine  20.56  20.40 20.34 20.40 20.45 
WG-TFECombine  20.40  20.25 20.23 20.17 20.20 
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圖 6.2  基於 AdaBoost 演算法的資料選取方法於結合多重聲學模型 83 
6.2  基於詞圖期望音素正確率的資料選取方法於改進最
小化音素錯誤訓練之實驗 
在開始探討基於詞圖期望音素正確率的資料選取方法之實驗前，必須先對本論文
所使用的訓練語料進行初步的分析，以方便決定在每個選取方法中的參數之設
定。針對訓練語句選取方法，吾人計算於 MATBN 外場記者訓練語料中的每一句
訓練語句其在初始聲學模型(即是使用最大化相似度估測法進行10次迭代訓練後
得到的聲學模型)上的 avg c ˆ (此為正規化之後的期望正確率，如式(4.9))，並將之繪
製成統計圖表，如圖 6.3。從統計圖中可發現訓練語料中以其 avg c ˆ 介於 0.7 到 0.9
之間的訓練語句居多。而對 34,672 個訓練語句(共 24.5 個小時)所求得的平均期
望正確率 avg c ˆ 為 0.746。 
同樣地，針對音素段落選取方法，吾人也對 MATBN 外場記者所有訓練語句
中的每一個音素段落計算其 ( ) avg c q c − ) ( κ ，並將之繪製成統計圖表，如圖 6.4 所
示。在此的參數κ 是設定為
1 ) (
− z l ，其中 ) (z l 為訓練語句z 所對應之正確轉寫詞序
列中所含的音素段落總數(如式(4.9))。由圖 6.4 中可發現其實在 24.5 個小時之訓
練語料中，詞圖內的音素段落有大部分其所屬的 ) (q c 乃是小於 avg c 的(即
avg c q c < ) () ，換句話說，屬於分母項統計值(負貢獻)的音素段落居多。同樣為了
在參數設計上的方便，吾人同樣統計 ( ) avg c q c − ) ( κ 的平均值，其為-0.009。 84 
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圖 6.3  MATBN 外場記者訓練語料之 avg c ˆ 的統計圖 
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圖 6.4  MATBN 外場記者訓練語料之 ( ) avg c q c − ) ( κ 的統計圖 85 
6.2.1  訓練語句選取方法於改進最小化音素錯誤訓練 
在本小節中將進行訓練語句層次選取方法之實驗的探討。針對訓練語句層次的選
取方法，本論文共嘗試兩組參數設定來選取訓練語句。第一組的設定為在當一訓
練語句的詞圖中所有候選詞序列的期望正確率，經過正規化(如式(4.7))後滿足
9 . 0 ˆ 2 . 0 < <
z
avg c 時，才會被選入於最後的模型估測過程。我們將這一組實驗記作
“MPE+US--I”，而另一組實驗則嘗試把選取範圍縮小，其設定為： 9 . 0 ˆ 5 . 0 < <
z
avg c ，
我們將之記作“MPE+US--II”。這兩組設定的實驗結果可以參考表 6.6。由實驗數
據可得知，利用訓練語句選取方法可以稍微改進原始的最小化音素錯誤訓練，儘
管其進步量是非常少的，尤其是針對前幾次的迭代訓練而言。然而比較
“MPE+US--I”與“MPE+US--II”的結果，會發現“MPE+US--I”這組的辨識率稍微優
於“MPE+US--II”(兩組設定之實驗結果比較可參考圖 6.5)。但在較高的迭代訓練
上，這兩組實驗都會因為資料選取的關係，導致因訓練統計值不足而造成過度訓
練(Overtrain)的情況。為此，我們另外實作了伴隨著迭代訓練的增加而逐漸放大
選取範圍的實驗，分別記作“MPE+USv--I”與“MPE+USv--II”，而其實驗結果同樣
列於表 6.6 中。特別注意的是在“MPE+USv--I”這組實驗中，在原本的選取範圍設
定上，幾乎選取了訓練語料中全部的訓練語句，因此我們選擇在第 6 次迭代訓練
後再放大其選取範圍(其設定為 0 . 1 ˆ 0 . 1 < < −
z
avg c ，亦即選取全部的訓練語句)，而
“MPE+USv--II”這組實驗的設定乃是從第 5 次迭代訓練開始放寬選取範圍的下界
(第 5、6 次迭代訓練的選取範圍為 9 . 0 ˆ 3 . 0 < <
z
avg c ，第 7、8 次迭代訓練的選取範
圍為 9 . 0 ˆ 2 . 0 < <
z
avg c ，第 9 次迭代訓練的選取範圍為 9 . 0 ˆ 1 . 0 < <
z
avg c ，而第 10 次迭
代訓練的選取範圍為 9 . 0 ˆ 0 . 0 < <
z
avg c )。從數據中可得知(可參考圖 6.6)，如此隨著
迭代訓練的增加而逐漸放大選取範圍的作法的確能夠有效抑止過度訓練的問題
發生。 86 
另一方面，本論文已在 3.3 節中回顧前人所提出之音框音素正確率函數以改
進原始最小化音素錯誤訓練中的正確率函數。由於音框音素正確率函數可以改善
原始正確率函數缺乏對於刪除錯誤給予充分懲罰之問題，且從實驗結果來看，其
能改善原始最小化音素錯誤訓練的能力也已獲得驗證[Liu et al. 2007a]。因此，在
本論文中嘗試直接將訓練語句選取方法與最大化 S 型音框音素正確率訓練
(MSFA)結合(在本論文中，MSFA 的參數設定皆為 1 . 0 = ρ ， 5 . 0 = α )，同時因為
音框音素正確率函數具有與原始正確率函數相同值域範圍之特性，因此便直接將
“MPE+US--I”與“MPE+US--II”的參數設定應用在最大化 S 型音框音素正確率訓
練上，記作“MSFA+US--I”與“MSFA+US--II”。而實驗數據可以參考表 6.7。從中
可觀察到在最大化 S 型音框音素正確率訓練進行訓練語句選取方法，對於其辨識
率的提升並沒有明顯地幫助。但相較於原始最小化音素錯誤訓練的結果(參考圖
6.7)，可以發現“MSFA+US--I”與“MSFA+US--II”都較為要好。然而，我們同樣地
發現在“MSFA+US--II”的最後幾次迭代訓練中，發生過度訓練的現象。因此，我
們亦嘗試遞增式訓練語句選取來避免此問題，分別記作“MSFA+USv--I”與
“MSFA+USv--II”，其實驗結果同樣參考表 6.7。而由圖 6.8 中可以得知其過度訓
練的現象可以稍微獲得舒緩，然而其辨識率依然與最大化 S 型音框音素正確率訓
練的結果差不多，並沒有收到更進一步的改善。 87 
 
表 6.6  訓練語句選取方法之實驗 
CER(%) MPE  MPE+US
--I 
MPE+US
--II 
MPE+USv 
--I 
MPE+USv 
--II 
ML_Itr10 23.64 
Itr01 22.88 22.91 22.94 22.91 22.94 
Itr02 22.44 22.46 22.48 22.46 22.48 
Itr03 22.12 22.27 21.94 22.27 21.94 
Itr04 21.77 21.69 21.70 21.69 21.70 
Itr05 21.50 21.30 21.37 21.30 21.40 
Itr06 21.20 21.06 21.24 21.06 21.14 
Itr07 21.06 20.91 21.14 20.92  21.00 
Itr08 20.87 20.90 21.02 20.91  21.00 
Itr09 20.77 20.92 21.02 20.82  20.74 
Itr10 20.73 20.64 20.94 20.68  20.58 
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圖 6.5  訓練語句選取方法之實驗 88 
 
表 6.7  訓練語句選取方法於最大化 S 型音框音素正確率之實驗 
CER(%) MSFA  MSFA+US
--I 
MSFA+US
--II 
MSFA+USv 
--I 
MSFA+USv 
--II 
ML_Itr10 23.64 
Itr01 22.87 22.85 22.74 22.85 22.74 
Itr02 22.29 22.31 22.41 22.31 22.41 
Itr03 21.89 21.92 22.00 21.92 22.00 
Itr04 21.54 21.45 21.51 21.45 21.51 
Itr05 21.12 21.11 21.20 21.11 21.25 
Itr06 20.98 20.89 21.09 20.89 20.98 
Itr07 20.68 20.68 21.00 20.76  20.92 
Itr08 20.55 20.56 20.80 20.60  20.54 
Itr09 20.48 20.52 20.55 20.58  20.45 
Itr10 20.61 20.57 20.69 20.57  20.62 
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圖 6.6  遞增式的訓練語句選取方法之實驗 89 
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圖 6.7  訓練語句選取方法於最大化 S 型音框音素正確率之實驗 
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圖 6.8  遞增式的訓練語句選取方法於最大化 S 型音框音素正確率之實驗 90 
6.2.2  音素段落選取方法於改進最小化音素錯誤訓練 
倘若只是將資料選取方法的選取單位定義在訓練語句層次之上，就意謂著針對同
一句訓練語句中，其所有的統計值資訊只能被丟掉或者是保留下來，不管其中某
些部分的統計值是否有助於模型訓練(即富有鑑別資訊的訓練樣本)或是有害於
模型的估測(可能為極端樣本)。因此可想而知，對於將選取單位定義在訓練語句
之上而言，難免太過於粗糙。故，本論文在 4.2.2 小節中進而將資料選取單位定
義在音素段落之上，來謀求更細緻地對訓練資料進行篩選。接下來在本小節中將
陸續探討本論文針對音素段落選取方法的實驗結果。其中包括於式(4.11)中所定
義的“硬性”音素段落選取方法和式(4.13)中的“柔性”音素段落選取方法。而且也
同樣地將這兩個音素段落選取方法與最大化 S 型音框音素正確率訓練作結合，以
期望得到更多的改善。 
首先，我們觀察到在訓練語料上所估算之 ( ) avg c q c − ) ( κ 的平均值為-0.009，且
其分布(如圖 6.4)顯示有很大比例的音素段落，其 ( ) avg c q c − ) ( κ 值接近於 0 左右。
因此本論文將式(4.12)中的參數α 設為 1.0，而 β 設為 0.03。即被“硬性”音素段落
選取方法所選中的音素段落，其通過此音素段落的候選詞序列之期望正確率在經
過正規化後必須滿足 ( ) 03 . 0 ) ( 0 . 1 ≤ − ≤ − avg c q c κ 。換句話說，所有在最小化音素錯
誤訓練中屬於分母項統計值(即負貢獻)的音素段落都會被選進來用在模型的估
測上，其用意是因為我們認為在最大化相似度估測法所求得的初始模型上，其辨
識率已經達到不錯的程度，因此真正能夠繼續提升模型辨識率的統計值將會是那
些競爭的(Competing)鑑別資訊。我們將這組實驗記作“MPE+PS”，且其實驗結果
在表 6.8 中呈現。從數據中顯示，此資料選取方法的確使最小化音素錯誤訓練的
收斂速度提升許多，然而卻在第 5 次迭代訓練後，發生嚴重地過度訓練之現象。91 
因此，如同在訓練語句選取方法中，我們隨著迭代訓練而放大選取範圍(在第 3、
4 次迭代訓練其選取範圍為 0 . 1 = α 、 08 . 0 = β ，第 5、6 次迭代訓練的選取範圍
為 0 . 1 = α 、 18 . 0 = β ，第 7、8 次迭代訓練其選取範圍為 0 . 1 = α 、 30 . 0 = β ，而
第 9、10 次迭代訓練其選取範圍為 0 . 1 = α 、 38 . 0 = β )，記作“MPE+PSv”。同樣
參考表 6.8 與圖 6.11，其實驗結果顯示“MPE+PSv”可保有加快收斂速度的效果，
同時在後面的迭代訓練中可以比最小化音素錯誤訓練的結果來得更好。在第 10
次迭代訓練上的辨識率較最小化音素錯誤訓練有 0.32%的絕對(1.5%的相對)字錯
誤率下降。因此本論文所提出的音素段落選取方法的確可以用來改善最小化音素
錯誤訓練，同時，與訓練語句選取方法比較，在音素段落層次之上來選取資料果
真較為細緻許多。 
另一方面 ， 針對柔性的音素段落選取方法 ， 本論文嘗試兩組實驗 。 如同式(4.14)
所示，將這兩組實驗中的參數設定各為 1 = a 、 3 . 0 = b 、 2 = k 與 1 = a 、 3 . 0 = b 、
5 . 1 = k ，分別記作為“MPE+sPS--I”與“MPE+sPS--II”。且在正規化因子C 的設定
上，“MPE+sPS--I”這組實驗的C 會令 ) 0 ( SoftWgt 為 1，而“MPE+sPS--II”這組實驗
的C 則是用來令 ) 1 . 0 ( SoftWgt 為 1。如同於圖 4.4，此兩組實驗設定的權重函數可
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圖 6.9  柔性音素段落選取實驗的權重函數設定 92 
分別參考圖 6.9 中的左、右子圖，而實驗結果可參考表 6.8 與圖 6.12。由實驗結
果可得知在柔性的音素段落選取方法中，因為每個音素段落對於模型估測都有貢
獻，以致較不會發生過度訓練的問題。同時其辨識率皆與“MPE+PSv”的結果差
不多。其中“MPE+sPS--II”這組的結果又比“MPE+sPS--I”這一組稍微好一點，這
乃是因為在“MPE+sPS--II”這組實驗中，某音素段落其
z
avg z c q c − ) ( 值介於 0 到 0.1
間時(表示此音素段落座落於決定邊界
z
avg c 附近)其權重會大於 1，不像在
“MPE+sPS--I”這組實驗裡，則其權重會小於 1。 
此外，需要強調的是在柔性音素段落選取方法中的權重函數，其定義域乃是
介於-1 到 1 之間(如圖 6.9 所示)，以符合 ( ) avg c q c − ) ( κ 的值域範圍。然而若觀察圖
6.4 中的統計圖表，會發現訓練語料中有極大部分的音素段落其 ( ) avg c q c − ) ( κ 值乃
是接近於 0 ， 故此權重函數便顯得過於粗糙(因為極大部分的音素段落所獲得的權
重 ) (q SoftWgt 都非常接近於 1)。為此，我們可嘗試將權重函數的定義域依訓練語
料的分布做調整，使其更適用於本實驗的訓練語料而讓其中的每個音素段落之權
重更具鑑別性。如圖 6.10 所示為另一種以高斯分布為基礎的權重函數，其定義
域範圍乃是依訓練語料的分布而調適為-0.1 至 0.1 之間。如此每個音素段落在此
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圖 6.10  柔性音素段落選取方法之權重函數的另一種選擇 93 
函數上所獲得的權重將會有較明顯的區別，也就是說座落於決定邊界(即
( ) 0 ) ( = − avg c q c κ )附近的音素段落，其對於模型估測的貢獻將明顯獲得提升。 
同樣地我們也將音素段落選取方法與最大化 S 型音框音素正確率訓練作結
合，其中“硬性”音素段落選取方法記作“MSFA+PS”，遞增式的“硬性”音素段落選
取方法記作“MSFA+PSv”，而“柔性”音素段落選取方法分別記作“MSFA+sPS--I”
與“MSFA+sPS--II”，其實驗結果可參考表 6.9 與圖 6.13 和圖 6.14。實驗結果顯示
當音素段落資料選取方法結合於最大化 S 型音框音素正確率訓練時，相較於結合
原始最小化音素錯誤訓練，儘管不能在字錯誤率上獲得更進一步的降低，但卻於
收斂速度上獲得改善。如在“MSFA+PSv”這組實驗中，第 7 次迭代訓練所得的結
果跟“MPE+PSv”在第 10 次迭代訓練所得到的結果是一樣的，很明顯地加快了於
模型估測上收斂的速度。 94 
 
表 6.8  音素段落選取方法之實驗 
CER(%) MPE MPE+PS  MPE+PSv MPE+sPS
--I 
MPE+sPS 
--II 
ML_Itr10 23.64 
Itr01 22.88 22.73 22.73 22.85 22.84 
Itr02 22.44 22.23 22.23 22.38 22.37 
Itr03 22.12 21.70 21.64 21.95 21.98 
Itr04 21.77 21.29 21.38 21.53 21.48 
Itr05 21.50 21.05 21.16 21.37 21.21 
Itr06 21.20 21.10 20.92 21.14 20.96 
Itr07 21.06 21.17 20.87 20.99  20.82 
Itr08 20.87 21.36 20.70 20.71  20.68 
Itr09 20.77 21.89 20.53 20.66  20.66 
Itr10 20.73 22.22 20.41 20.52  20.42 
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圖 6.11  音素段落選取方法之實驗 95 
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圖 6.12  柔性音素段落選取方法之實驗 
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圖 6.13  音素段落選取方法於最大化 S 型音框音素正確率之實驗 96 
 
表 6.9  音素段落選取方法於最大化 S 型音框音素正確率之實驗 
CER(%) MSFA  MSFA+PS MSFA+PSv MSFA+sPS 
--I 
MSFA+sPS 
--II 
ML_Itr10 23.64 
Itr01 22.87 22.71 22.71 22.81 22.80 
Itr02 22.29 22.06 22.06 22.28 22.33 
Itr03 21.89 21.51 21.51 21.77 21.76 
Itr04 21.54 21.00 21.00 21.23 21.21 
Itr05 21.12 20.99 20.60 20.94 20.92 
Itr06 20.98 20.87 20.36 20.63 20.69 
Itr07 20.68 21.60 20.41 20.51  20.58 
Itr08 20.55 21.98 20.57 20.51  20.47 
Itr09 20.48 23.47 20.39 20.41  20.49 
Itr10 20.61 25.52 20.57 20.64  20.70 
 
 
20.00
20.50
21.00
21.50
22.00
22.50
23.00
23.50
24.00
0123456789 1 0
Iteration
CER(%)
MSFA
MSFA+sPS -- I
MSFA+sPS -- II
 
圖 6.14  柔性音素段落選取方法於最大化 S 型音框音素正確率之實驗 97 
6.2.3  資料選取方法於多重聲學模型之結合 
有鑑於在前兩小節中本論文所提出的資料選取方法，皆是在詞圖期望音素正確率
之定義域上去挑選出座落於決定邊界附近的訓練樣本來估測模型，以期所求得之
聲學模型對於這些訓練樣本的分類能力能夠獲得加強。另一方面，啟蒙於 6.1 節
中 AdaBoost 演算法將多個聲學模型予以結合來使得模型間的分類能力可以達到
互補。在本小節中將效法此精神，嘗試把經由資料選取方法所估測之模型與原始
基礎實驗中的模型結合，企圖得到更進一步的辨識率改善，詳細的實驗結果可參
考表 6.10 與圖 6.15 。 從實驗數據中可發現在 WG-PPCombine 與 WG-TFECombine
這兩種結合方式上所得到的進步量較為明顯，而 ROVER 與 TC-ASCombine 的結
果卻與原始模型的字錯誤率不相上下。特別值得一提的是在“MPE+PS”這組實驗
中，因為過度訓練而導致最終的字錯誤率僅有 22.22%，然而在與 MPE_Itr10 這
組模型結合之後，兩模型間的分類能力明顯地獲得互補，尤其是在
WG-TFECombine 的結合方式上所得到的字錯誤率為 20.07% ， 是所有方法之中最
好的一組，相較於 MPE_Itr10 這組模型的表現有 3.2%的相對字錯誤率下降。 
而對於在 MSFA 上的資料選取方法，本論文也進行與 MSFA_Itr10 這組模型
結合，其實驗結果可參考表 6.11 與圖 6.16。同樣地可以發現在 WG-PPCombine
與 WG-TFECombine 這兩種結合方式上所獲得的效果會比較明顯，其中最好的一
組實驗是“MSFA+PSv”，在 WG-TFECombine 的結合上所得到字錯誤率為
19.92%，與 MSFA_Itr10 這組模型相比可以獲得 3.3%的相對字錯誤率下降。然而
在“MSFA+PS”這組實驗上，由於其模型遭受嚴重地過度訓練之情形而導致其所
得到的效果並不如我們所預期。 98 
 
表 6.10  資料選取方法於結合多重聲學模型之實驗 
MPE+US 
--II 
MPE+USv
--II  MPE+PS MPE+PSv MPE+sPS 
--I 
MPE+sPS
--II  CER(%) 
20.94 20.58 22.22 20.41 20.52 20.42 
MPE_Itr10  20.73 
ROVER-Top1 20.86  20.66  21.10  20.60  20.66  20.56 
ROVER-Top10 20.80  20.65  21.08  20.56  20.55  20.48 
ROVER-Top20 20.79  20.66  20.99  20.52  20.62  20.46 
TC-ASCombine 20.56  20.47  20.42  20.44  20.50  20.47 
WG-PPCombine 20.52  20.45  20.30  20.29  20.33  20.20 
WG-TFECombine 20.44  20.30  20.07  20.24  20.33  20.26 
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圖 6.15  資料選取方法於結合多重聲學模型之實驗 99 
 
表 6 . 1 1   M S F A與資料選取方法於結合多重聲學模型之實驗 
MSFA+US 
--II 
MSFA+USv
--II  MSFA+PS MSFA+PSv MSFA+sPS 
--I 
MSFA+sPS
--II  CER(%) 
20.69  20.62  25.52  20.57  20.64  20.70 
MSFA_Itr10  20.61 
ROVER-Top1 20.61  20.55  22.08  20.41  20.66  20.71 
ROVER-Top10 20.54  20.51  22.02  20.32  20.54  20.58 
ROVER-Top20 20.58  20.55  21.87  20.33  20.52  20.60 
TC-ASCombine 20.45  20.35  20.15  20.27  20.48  20.52 
WG-PPCombine 20.30  20.32  20.70  20.07  20.33  20.34 
WG-TFECombine 20.12  20.25  20.58  19.92  20.17  20.15 
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6.3  多種資料選取方法之結合 
於前一節中，定義在兩種單位上的資料選取方法其能選取較具鑑別資訊之訓練樣
本的能力已經經由實驗獲得驗證。而在這一節中，我們將使用前人所提出之以正
規化熵值為基礎的音框層次資料選取方法，連同本論文所提出的訓練語句和音素
段落選取方法，結合成一個完整體系的資料選取方法。同時在三個不同大小的單
位上，以進行訓練樣本的篩選。首先，針對每一句訓練語句先使用訓練語句選取
方法來過濾掉那些缺乏鑑別資訊的語句；其次，再利用音素段落選取方法來從詞
圖中挑選出富含鑑別資訊的音素段落；最後，乃是使用以正規化熵值為基礎的音
框層次選取方法以找出於事後機率定義域上較為混淆(也就是說對於模型訓練較
有幫助)的時間音框。而在本論文中所使用的音框層次選取方法(記作
“MPE+FS”)，其門檻值(如式(3.60)中的ρ )的設定為 0.05；而訓練語句選取方法(記
作“MPE+US”)所使用的參數設定如同 6.2.1 小節中所敘述的“MPE+US--I”這一組
實驗；而對於音素段落選取方法(記作“MPE+PS”)的設定如同 6.2.2 小節中所敘述
的“MPE+PS”這一組實驗。除此之外，這三個選取方法都是採用遞增式的(隨著迭
代訓練的增加而放大選取範圍)選取方式，以避免因進行資料選取而造成訓練樣
本不足導致過度訓練的情況發生。因此“MPE+USv”、 “MPE+PSv”和“MPE+FSv”
便先兩兩互相結合，最後再進行三者結合的方式來改進最小化音素錯誤訓練。其
所得到的實驗結果如表 6.12 和圖 6.17 所示。 
首先，我們可以看到所有的結合方式都會比原始最小化音素錯誤訓練的結果
還要來得好。而其中最好的方法是“MPE+PSv+FSv”這一組實驗，然而三者結合
的“MPE+USv+PSv+FSv”這一組實驗其結果卻不是最好的一個。其原因是因為進
行訓練語句選取方法時，過濾訓練樣本的方式太過於武斷，其實在被過濾掉的語
句當中，仍存在著不少有用的鑑別資訊。而若與上面章節中的實驗相比，可以發101 
現結合多重選取方法的收斂速度還要來得更快，例如“MPE +PSv+FSv”這一組實
驗其實在第 5 次迭代訓練時，便已經收斂了。 
另外，本論文同樣將結合多重選取方法用於最大化 S 型音框音素正確率訓練
上，其實驗結果可以參考表 6.13 與圖 6.18。同樣的還是可以看出結果最好的一
組實驗為“MSFA +PSv+FSv”， 且其第 6 次迭代訓練所得到的字錯誤率為 20.34%。
是目前我們在訓練語句、音素段落及音框層次這三個資料選取方法中所能得到的
最佳字錯誤率。 102 
表 6.12  結合多重選取方法之實驗 
CER(%) MPE  MPE+USv
+PSv 
MPE+PSv
+FSv 
MPE+USv 
+FSv 
MPE+USv 
+PSv+FSv 
ML_Itr10 23.64 
Itr01 22.88 22.86 22.48 22.60 22.50 
Itr02 22.44 22.40 21.53 21.87 21.80 
Itr03 22.12 21.88 21.18 21.34 21.21 
Itr04 21.77 21.58 20.83 21.12 20.93 
Itr05 21.50 21.31 20.58 21.05 20.82 
Itr06 21.20 20.98 20.64 20.80 20.79 
Itr07 21.06 20.91 20.72 20.87  20.80 
Itr08 20.87 20.83 20.59 20.80  20.67 
Itr09 20.77 20.76 20.49 20.60  20.60 
Itr10 20.73 20.57 20.46 20.63  20.46 
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表 6.13  結合多重選取方法於最大化 S 型音框音素正確率之實驗 
CER(%) MSFA  MSFA+USv
+PSv 
MSFA+PSv
+FSv 
MSFA+USv 
+FSv 
MSFA+USv 
+PSv+FSv 
ML_Itr10 23.64 
Itr01 22.87 22.69 22.33 22.37 22.33 
Itr02 22.29 22.11 21.39 21.83 21.50 
Itr03 21.89 21.94 21.01 21.37 20.85 
Itr04 21.54 21.35 20.61 21.13 20.73 
Itr05 21.12 21.16 20.49 20.99 20.64 
Itr06 20.98 20.84 20.34 20.84 20.60 
Itr07 20.68 20.56 20.49 20.63  20.57 
Itr08 20.55 20.40 20.52 20.55  20.53 
Itr09 20.48 20.47 20.50 20.62  20.59 
Itr10 20.61 20.57 20.72 20.43  20.48 
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第7章  結論與未來展望 
本論文旨在探討使用各種資料選取方法來改善中文大詞彙連續語音辨識之
鑑別式聲學模型訓練。主要可以區分為兩個主軸方向： 
1.) 啟發於機器學習領域中非常熱門的 AdaBoost 演算法之精神，其透過給予
訓練樣本在估測模型過程中不同的權重，進而使得所估測之模型於分類
能力上能重視那些難以正確分類的訓練樣本，最後透過將多個分類器予
以結合而成為一個其分類能力更為全面的分類器。效法 AdaBoost 演算法
的概念，本論文提出兩種權重函數用以分配訓練語料中每個時間音框對
於聲學模型訓練的權重，以加強所估測之聲學模型在難以正確分類之樣
本上的分類能力。最後透過不同的系統結合方式來整合聲學模型間的分
類能力，在實驗上的驗證得知的確能有效地降低辨識錯誤率，相較於最
小化音素錯誤訓練可有 2.7%的相對字錯誤率下降。 
2.) 本論文提出基於詞圖期望音素正確率之定義域上的資料選取方法來加以
改善最小化音素錯誤訓練。透過選取富含鑑別資訊的訓練樣本，來提高
最小化音素錯誤訓練的效率甚至獲得更佳的辨識率。在選取資料的單位
上，本論文共提出在訓練語句層次及音素段落層次兩種不同單位的資料
選取方法，而在實驗結果上，音素段落層次的資料選取方法可以有效地
提高辨識率，相較於原始的最小化音素錯誤訓練能有 1.5%的相對進步，
而更進一步地利用系統結合方式來整合兩組聲學模型更可達 3.2%的相
對字錯誤率下降。此外，本論文提出的資料選取方法可與以熵值為基礎
的音框層次資料選取方法結合，更將之應用於以改善最小化音素錯誤的
最大化 S 型音框音素正確率訓練上。由實驗得知，這樣的資料選取方法106 
的確可以加快聲學模型訓練的收斂速度。 
如何利用有限的訓練語料並以最有效率的方式去估測一個最具一般化能力
的聲學模型，一直是大詞彙連續語音辨識之研究中所要面臨的課題。而本論文已
初步地提出若干個訓練語料選取方法來加以改善鑑別式聲學模型訓練。然而在未
來展望上，仍有幾個方向值得投入研究： 
a.) 該如何設計 AdaBoost 演算法中的分類錯誤，才能有效率地將其精神緊密
地耦合在鑑別式聲學模型訓練上？本論文將其分類錯誤定義在音框層次
的事後機率定義域上也許是個不錯的選擇，但是否可以整合聲學模型訓
練準則的統計資訊，例如最小化音素錯誤訓練中的期望音素正確率，於
此分類錯誤中？而且該如何有效率地將多個聲學模型給整合起來？ 
b.) 不同單位層級間的資料選取方法，應該如何結合才能避免彼此間獨立地
選取資料的情況？本論文的作法是由上至下的結合，然而是否可以由下
往上的結合以避免因為訓練語句層次的資料選取太過於粗糙，而導致訓
練語料不足之情況？ 107 
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