obstacle blocks link traffic through node C2. Figure I (b) illustrates a link fault that occurs when node B moves to a different position, resulting in the communication link between A and B degrad ing (e.g., because of an obstacle). Obviously, these failures break the local connectivity between nodes and can disrupt the end-to-end connecti vity as well. In order to prevent failures from partitioning the network as a whole, many researchers have recommended that the network topology be k-connected, that is, the network topology be connected such that there are at least k disjoint routes between each node pair. These k routes may be link (i.e., edge) disjoint or node disjoint. Since both node and link failures are likely in MANETs and sensor network s, the focus of the research literature has been mostly on node disjoint k-connectivity. Ensuring that the network has k-node disjoint connectivity results in the network being able to survive the failure of k-l nodes and still remain connected (i.e., at least one route between each node pair).
Abstract-A well-known approach to increase the resilience of mobile ad hoc networks (MANETs) and unstructured sensor networks is to ensure a network topolog y where there arc at least k disjoint routes in the network between each pair of network nodes (usually called k-eonnectivity). Asymptotic anal yses of node den sity requirements for k-eonnectivity have been considered in the literature. In this paper, we pre sent the results of a simulation study investigating the relationship betw een asymptotic results in the literature and k-connectivity under varying nodal density and nodal degree. Th e numerical results illustrate where the asymptotic approximations breakdown and we show that thi s largel y due to the existence of cr itical connectivity points in the topolog y. Using a critical point identification algorithm we examine how the number of critical point s varies with nodal degree, nodal den sity and node mobili ty. In addition, critical point is evaluated its effectiveness on the network caused by failure.
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I. INTROD UCTION
A fundamental problem in MANETs and unstructured sensor network s is achieving and maintaining connecti vity. A network is connected if all nodes have a communication route (typically multi-hop) to each other. Maintaining connecti vity is a challenge due to the unstructur ed nature of the network topology and the frequent occurrence of link and node failures due to interference, mobility, radio channel effects and battery limitation s.
There can be three types of failures of the end-to-end communication in MANETs, which are node faults, power faults, and link faults [1] [2] [3] . A node fault occurs when an intermediate node, acting as a router, is not available due to hardware/software failure or the node moving out of the network itself. A power fault occurs when the battery charge on a node is too low making it unable to serve as a router. Link faults occur due to a variety of factors such as node mobility, obstacles between commun icating nodes, fading, and excessive interference. Figure 1 (a) illustrates the effect of a node or power fault. Here, nodes A1 and Blare communicating through node Cl. If node C l fails then an alternate route must be discovered and communications restored by rerouting the nodes less than or equal R). First, we study the relationship between minimum node degree and k-connectivity versus network density and we compare probability of k-connectivity with its upper and lower bounds derived in [6] .
A. Minimum node degree and k-connectivity
We use the ns2 to generate random topolo gies with different numb er of nodes , (75, 100, 125, 150, 175, and 200), in an area of 1500x 1500 m 2 • Nodes are identical with transmission range of 250m. Once the topologies are randomly generated , a C++ program that we developed was used to evaluate the node degree . The program also implem ents the k-shortest path algorithm [11] , to test the number of k-nod e disjoint routes between each node pair. In each case, we test 1000 randomly generated connected. The probabilities are computed by the fraction of topologies that satisfy the minimum node degree (i.e., P(d min 2:k)) or k-connectivity (i.e., peG is k-connected)).
The simulation results are given in Figure 3 and show the probabilities of having a network with minimum node degree of k (i.e., black solid line) and k-connectivity (i.e., red solid line) versus the network density. Note, that the error bars on the results represent 95% confidence intervals. Note, that the probability of k-connectivity never reaches the probab ility of minimum node degree. For example, at network density of 175 
II. RELATION BETWEENNODE DEGREEAND CONNECTIVITY
Here we use different simulations to explore the relation ship between the node degre e and k-connectivity of the network. In our simulation models we assume identical nodes with omni-d irectional antenna s and transmi ssion is modeled as a disk of radius R. Links between a node and its neighbors will exist only if they fall within the disk (i.e., distanc e betwe en the network d min can be related to the probability that the network graph G is k-connected (node disjoint) through (1) below.
P(Gisk -connected y s; P(d min ;::: k)
Through simulations, these two probabilities were determin ed for different transmission ranges over 100,000 random topologies. According to the results, those two probabilities are very close when the network is very dense (e.g., 500 nodes over IOOOxIOOO m 2 with 125 m transmission range) [4] . Howev er, the simulation results and analys is used to justify (1) in the literatur e use very high node densiti es which would lead to interference and low throughput in real networks. Why such results are theor etically important, a weakn ess of much of the current literature is the assumption that an equality relationship holds between a k-connected network and k-minimum node degree (or in some cases k-average node degree) regardl ess of the scenario. For example, Ling and Tian use a k-minimum node degree assumption to derive the upper and lower bounds on k-connected [6] . It is worth noting that it is well known in graph theory that ensuring every network node has k neighbors is a necessary condition for k-connectivity but not a sufficient condition. This is becaus e the network graph may have critical connectivity points. For example, the link D-E in Figure 2 (a) is a critical point. If link D-E fails, the network partitions into 2 clusters. In the literature, links whose failur e results in partition of the network are termed "bridge links". Similarly, an articulation or critical node is defined as a node that partitions the network due to its failure. In Figure 2 (b) , node D is a critical node because the network is partitioned if node D fails.
In this paper we present the results of a simulat ion based study on k-connectivity and its behavior. We first examin e the relation between node degree and its beha vior and how good metric s such as the minimum and average node degree are at ensur ing k-connectivity in Section II. We also compare our simulation result s with the results in [6] . We then discuss and consider the behavior of critical connectivity points and how they are affected by node density and mobility in Section III. Section IV studies the performance impact of the failure of critical nodes in terms of the size of the network partitions and the packet loss rate. We conclude the paper in Section V.
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number of disjoint paths slightly increases when the k value is larger. The difference is 39.5% at k = 2 and 55.8% at k = 5. This indicates that at any given k value, on average, the minimum node degree requirements do not ensure k-connectivity.
C. Average node degree and k-connectivity under mobility
In this simulation, we add the node mobility in order to observe the average node degree and the average number of disjoint paths in sparse ad hoc networks with mobility. We use the BonnMotion simulation tool with two mobility models -the Reference Point Group Mobility (RPGM) Model and Random Waypoint Mobility (RWM) Model. The maximum speed is 10 mls and minimum speed is 0.5 mls. A deployment area of IOOOx I000 m 2 is chosen with 20, 30, and 50 nodes to understand the impact of node density. The transmission range is fixed at 250m and we use the unit disk model for link connectivity (i.e., two nodes have a link of they are within transmission range of each other and no link exists otherwise). The simulation is run for 1000 seconds and we capture a snap shot every 100 seconds. We observe the sequence of 10 topologies starting from the initial topology at time O. Based on the node positions in each snapshot, we can obtain the network connectivity.
First, we evaluate the relationship between the average node degree (NO) and average number of disjoint paths (DP) of all pairs ofnodes with the two mobility models, RPGM and RWM, nodes for the k = 2 case, P(d min~2 ) = 0.635 ± 0.03, whereas peG is 2-connected) =0.532 ± 0.031 ), this is in a network with average node degree = 18.7. Note that, as the k value increases, both the probability of a minimum node degree of k and the probability of k-connectivity decrease. For example, in Figure  3 (a), the P(d min~2 ) = 0.522 in a network with 150 nodes, while P(d min~3 ) =0.128. The results in Figure 3 (a) and 3(b) illustrate that the probabilities of achieving a minimum node degree of k and k-connectivity increase as the network density increases. The upper and lower bounds are plotted in Figure 3 as dotted line, using the equations in [6] with the parameters adopted in our simulation. It shows that the bounds are not a good predictor of P(k-connected) in the tested network conditions. Therefore, we observe that the assumption of minimum node degree being k implying k-connectivity is not valid in sparse networks and even in the network with medium density.
B. Average node degree and k-connectivity
We now study the relationship between average node degree of the network and k-connectivity (i.e., number of disjoint paths).
In next set ofsimulations, we used ns2 to generate random 50 node ad hoc network topologies. Again, we use a transmission range of 250m in area of 1000x1000 m 2
• For values of k = 2, 3, 4, and 5, we generate random network topologies until 100 connected topologies are found with minimum node degree k. We analyze the 100 topologies found for each k value of2, 3, 4, and 5. Table I shows the observed and calculated data from the obtained topologies. Specifically, Table I includes the average minimum node degree (Ave Min ND), the average minimum number of disjoint paths (Ave Min DJP), average node degree (Ave ND), and average number of disjoint paths (Ave DJP) for each of the 100 network topologies . Ave Min ND is computed by average minimum node degrees of 100 topologies. Ave Min DJP means the average of the minimum number of disjoint paths of 100 topologies. Ave ND is an average of the average node degree from each topology and Ave DJP is an average of the average number of disjoint paths from each topology.
According to Table 1 , the average number of disjoint paths is always lower than the average node degree and they do not increase greatly as the k value increases. When the average minimum node degree changes from 2.33 to 5.00, the average minimum number of disjoint paths does not change significantly (it goes from 1.41 to 2.21). The difference between average minimum node degree and average minimum at different node densities (20, 30, and 50 nodes in the 1OOOx 1000 m 2 area). We compare these two averages in Figure   4 . We compute the average nodal degree and the average number of disjoint paths for each topology captured every 100 seconds in different scenarios. In RPGM model as shown in Figure 4 (a), the average number of disjoint path does not show significant difference among 3 different network densities, (i.e., 20, 30, and 50 nodes in 1OOOx 1000 m 2 area) while the RWM model shows that 50 nodes in area of IOOOx 1000 m 2 holds averagely twice more number of disjoint paths than 20 or 30 nodes network has as shown in Figure 4 (b) . This phenomenon may be caused by the node mobility model. In RPGM , once the node involves in group , it moves along with its group leader and this prevent from creating connection between nodes that are in different group. According to Figure 4 , the average number of disjoint paths is always lower than the average node degree. The difference between the two averages increases when the network density increases. Another observation is that the behaviors of both average node degree and the average number of disjoint paths have similar tendencies over the simulation time. When the average node degree increases, the average number of disjoint path increases and it decreases when the average node degree decreases in time.
From these results , the average node degree always has a higher number than the average number of disjoint paths; the average number of disjoint paths is about 50% less than the average node degree. In other words, the average number of disjoint paths is smaller than the average node degree at all times. The simulation results indicate that maintaining an average node degree cannot guarantee an equal average number ofdisjoint paths. The average number of disjoint paths is approximated to only 50% of average node degree .
We examine the partition check every 100 seconds during simulation time of 1000 seconds in order to compute how many times the network partitioned during the simulation for both mobility models. RWM partitioned the network averagely 2.7 times with a maximum of 6. In case of RPGM, since nodes are gathered around the leader initially, network is partitioned already at time Os. Then, we compute how many time the number of partitioned network during the simulation. Average is 8.4 with a maximum of 10. From this observation, it is found that the average node degree cannot provide network partition information. Even if the network is partitioned during the simulation, the average node degree does not change noticeably and neither does the average number of disjoint paths.
III. DISCUSSIONS
From above results , we find that neither the average nor the minimum node degree can represent the number of disjoint paths (k-connectivity). The problem is more severe than simple inability to predict k -connectivity as illustrated in Figures 5 and  6 . In Figure 5 , the minimum node degree is 3 and the maximum node degree is 13. However, there exists a node that partitions the network i.e., a critical node. In Figure 6 , the maximum node 978-1-4244-4671-1/09/$25.00 ©2009 IEEE degree is 14 and minimum node degree is 2. But there still exist critical nodes or critical links. In such cases, the network is partitioned when the link between critical nodes fails or the critical node itselffails. This shows that ifthe critical nodes are connected in one hop then , it is also bridge link or critical link. This lead us that all critical links are included if we find all critical nodes.
Ifwe consider that the network is alive as long as the network is not partitioned. Based on this definition, the critical node is a weak point in the network and the network can be more survivable when those critical nodes are strengthened in many ways such as increasing transmission range , recharge the battery , and etc. This definition also indicates that either average or minimum node degree does not suitable survivability metric because it cannot sense the network partition. We consider the network partition as a network failure in our new approach. Weak point of the network is considered and it could be either bridge link or articulation node. We provide 3 of 50 nodes network scenarios in 1OOOx 100 Random Way Point Mobility model is chosen for this simulation due to the difficulty of being connected in Reference Point Group Mobility model. We collect 3 scenarios that the network is connected (no partition) during the simulation time of 1000 seconds. Figure 7 shows that the number of critical nodes during simulation time for all 3 scenarios. Figure 7 shows that the number of critical node is not consistent or pattern, but random. This result indicates that the network has to observe the critical nodes periodically for the survivability of the network at each time due to its topology changing. To identify the critical nodes, several algorithms are introduced [8] [9] [10] and they can be used to find critical nodes to make the network more survivable by strengthen them to prevent network partition.
IV. IMPACT OF CRITICAL NODE FAILURE
Here, we found out that the critical point plays a big role in network connectivity. In this section, we study the comparison of the impacts on network performance from failures of the maximum degree nodes and critical nodes. The network performance measure we use for comparison study is packet loss rate.
When the critical node fails, the network is partitioned into more than two clusters. Among existing traffics, if the source and destination nodes are associated in different clusters after critical node failure, packets will be lost. Here, we introduce the partition rate that is the ratio of the number of nodes in partitioned small cluster to the number of total nodes of the network before partition. For example in Figure 8 , two nodes are isolated when the node H fails in (a) and its partition rate is 20%. Similarly, the topology in Figure 8 (b) has partition rate of 40%. Then, partition rate may affect the packet loss. When the partition rate increases, the more possible traffic sessions exist between partitioned clusters. And this may increase the packet loss rate. For the network with n nodes, it has total of n(n-l) possible traffic sessions. If the partition rate is r p , the possible disconnecting traffics due to critical node H failure will be 2r pn[(1-rp)n-l]. Therefore, the possible disconnecting traffics increases as the partition rate of r p increases with fixed number ofnodes n. For example in Figure 8 are disconnected. Therefore , the larger partition rate may lead the higher packet loss rate with high probability.
A. Simulation Study
In simulation study, we vary the partition rate with fixed network density. We select 20% and 40% partition rate and 10, 30, and 50 nodes for the network density over 5, 10, 20, 30, 40, and 50 maximum numbers of traffics. Traffics are 512 bytes of random Constant Bit Rate (CBR) with an interval of 0.25 seconds CBRs. NS2 is used to observe the packet loss. We fail the critical or maximum degree node at 400 simulation seconds out oftotal simulation time of600 seconds. Thus, packet loss is observed during 200 seconds.
The topologies used for 10 nodes network density are shown in Figure 10 . The topology in Figure 9 (a) indicates 20% of partition rate and (b) indicates 40% of partition rate. The red nodes represent critical nodes and blue nodes represent maximum degree nodes for both topologies. Figure 9 (a) isolates 2 nodes out of 10 nodes and Figure 9 (b) does 4 nodes out of 10 nodes when critical node fails. However, failure of maximum degree node in 10 nodes topology with 40% partition rate produces more bottle necks or critical points. This may increase higher packet loss rate when maximum degree node fails. All other topologies of 30 and 50 nodes do not produce bottle necks or critical points due to maximum degree node failure such as Figure 9 (a) .
B. Results and Discussions
The simulation results are shown in Figure 10 . The solid line indicates the packet loss rate when critical node fails and dotted line represents the packet loss rate when maximum degree node fails. Figure 10 (a) shows packet loss rate for 10 nodes network with 20% and 40% partition rate. The packet loss rate is higher when critical node fails for both cases. However, packet loss rate in 40% partition rate is higher than 20% partition rate in case of maximum degree node failure. As mentioned, 10 nodes topology with 40% partition rate creates more bottle necks or critical points when maximum degree node fails and it increase the packet loss when compare to that with 20%. Although maximum degree node failure produces more bottle necks or critical points, critical node failure is worse in packet loss. All other network densities also show that packet loss is more severe in critical node failure at low traffic load. The higher partition rate loses more packets and it becomes more significant when network is more dense at low traffic load by comparing Figure 10 (b) and (c).
When the network density varies with fixed partition rate, it does not affect the packet loss rate except for 10 nodes network density because 5 maximum traffic loads is relatively heavy. This is shown in Figure 10 (d) and (e) and packet loss is similar for 30 and 50 nodes network in both 20% and 40% partition rate cases.
V. CONCLUSIONS
The connectrvrty is fundamental principle of the survivability in MANETs. Node degree represents the connectivity of the network in general. However, node degree information cannot guarantee the network to be connected because critical node exists even with high node degree. Maximum degree node and critical node are compared in packet loss rate as a performance measure. It shows that the packet loss rate increases more when the critical node fails. Therefore, the network can be more resilient by finding the critical nodes and strengthening them. There are several algorithms to identify the critical nodes.
