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ABSTRACT
This paper proposes Relational Similarity Machines (RSM): a
fast, accurate, and flexible relational learning framework for
supervised and semi-supervised learning tasks. Despite the
importance of relational learning, most existing methods are
hard to adapt to different settings, due to issues with efficiency,
scalability, accuracy, and flexibility for handling a wide variety
of classification problems, data, constraints, and tasks. For
instance, many existing methods perform poorly for multi-class
classification problems, graphs that are sparsely labeled or
network data with low relational autocorrelation. In contrast,
the proposed relational learning framework is designed to be
(i) fast for learning and inference at real-time interactive rates,
and (ii) flexible for a variety of learning settings (multi-class
problems), constraints (few labeled instances), and application
domains. The experiments demonstrate the effectiveness of
RSM for a variety of tasks and data.
Keywords
Statistical relational learning; collective classification; semi-
supervised learning (SSL); multi-class; node classification;
interactive machine learning
1. INTRODUCTION
Networks (relational data, graphs) encode dependencies be-
tween entities (people, computers, proteins) and allow us to
study phenomena across social [2], technological [26], and
biological domains [9]. Recently, relational machine learning
(rml) methods were developed to leverage relational depen-
dencies [17, 13, 40] between nodes to improve predictive
performance [24, 16, 31, 29, 13, 36].
Relational classifiers can sometimes outperform traditional
iid ml techniques by exploiting dependencies between class
labels (attributes) of related nodes. However, the performance
of rml methods can degrade when there are few labeled in-
stances (majority of neighboring instances are also unlabeled).
Collective Classification (CC) aims to solve this problem by
iteratively predicting labels and propagating them to related
instances [45]. Unfortunately, the performance of CC methods
may also degrade when there are very few labels available
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(e.g., label density < 0.01) [31]. In both situations, if not
careful, the performance of rml methods may degrade to a
point where iid techniques perform better.
Despite the fundamental importance of these techniques,
the vast majority of rml methods rely on a significant amount
of relational autocorrelation (homophily [33]) existing in the
data. It has been noted that rml techniques may perform
worse than iid methods when there is low or even modest
relational autocorrelation. In addition, existing methods also
have difficulty learning with graph data that is large, noisy,
probabilistic, sparsely labeled, attributed, and are sensitive to
many other issues and data characteristics that often arise in
practice. Moreover, obtaining labeled data is also expensive,
and thus rml methods should be robust to learning with
few labeled instances. Furthermore, relational representation
and transformations of the nodes, links, and/or features can
dramatically affect the capabilities and results of such algo-
rithms [40]. In general, rml methods are sensitive to many
other important and fundamental issues that arise in practice
(and thus unique to interconnected and dependent relational
data).
To solve these problems, this paper introduces relational
similarity machines (rsm) — an efficient, flexible, and highly
accurate relational learning framework. rsm is based on the
fundamental notion of similarity and is well-suited for clas-
sification and regression tasks in arbitrary networked data.
It also generalizes to both graph-based supervised and semi-
supervised learning (SSL) [48] and gives rise to a variety of
methods for both settings. In particular, rsm is extremely fast,
accurate, and flexible with many interchangeable components.
rsm learning and inference is fast, space-efficient, and highly
scalable for real-time interactive learning. In addition, rsm
is designed to be intuitive and easy to adapt and encode
application constraints. Moreover, rsm has many other at-
tractive properties including its robustness to noisy links,
nodes, and attributes, as well as graph data with only a few
labeled instances and attributes.
Existing methods perform poorly for data that exhibits
low relational autocorrelation, which occurs frequently in
practice. In contrast, rsm naturally handles relational data
with varying levels of autocorrelation by adjusting a simple
hyperparameter. In particular, the key contributions of this
work as well as the advantages of rsm over existing methods
are as follows:
• A general principled relational learning framework is pro-
posed for large-scale supervised and semi-supervised learning
(SSL) in multi-dimensional networks that are noisy, sparsely
labeled, and contain only modest or even low levels of
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Figure 1: Interactive Relational Machine Learning (iRML) Paradigm. Visual encoding of the results from
the various components are indicated via the top arrows, whereas user interactions are represented by the
arrows at the bottom.
relational autocorrelation.
• Naturally generalizes for large multi-class problems
• Flexible with many interchangeable components (e.g., simi-
larity function, collective inference)
• Fast learning and inference methods (for applications re-
quiring real-time performance).
• Easily parallelizable for shared- and distributed-memory
architectures with speedups that are nearly linear.
• The contribution of the relational information can be learned
from the data directly (or quickly tuned by the user).
• Effective for sparsely labeled graph data as well as situations
where the labels of the training data are skewed towards
one or more class (e.g., represented disproportionately).
• rsm generalizes across the space of potential classifiers
including simple approaches that leverage non-relational iid
data, to those that leverage the graph topology (and possibly
a set of attributes), as well as classifiers that leverage both.
In fact, these are all special cases that arise under certain
conditions (hyper-parameters combinations). Further, a
collective inference approach is derived for the space of
classifiers that leverage graph topology in some fashion
(where G may be given as input or perhaps created, e.g.
using SSL).
• rsm is robust to networks with modest or even low levels
of relational autocorrelation
• Excellent predictive accuracy and performs significantly
better than existing approaches with comparable time and
space constraints.
• Amenable for streaming and online settings with efficient
updates, learning, and inference.
Note that rsm is also useful for heterogeneous networks and
leverages both link and node attributes.
2. INTERACTIVE RML
Relational Machine Learning (rml) [17] methods exploit the
relational dependencies between nodes to improve predictive
performance [24]. However, these approaches often fail in
practice due to low relational autocorrelation, noisy links,
sparsely labeled graphs, and data representation [40].
2.1 iRML Paradigm
To overcome these problems, the Interactive Relational Ma-
chine Learning (irml) paradigm was envisioned [42] in which
users interactively specify relational models and data represen-
tation (via transformation techniques for the graph structure
and features), as well as perform evaluation, analyze errors,
and make adjustments and refinements in a closed-loop [42]. In
this work, humans interact with relational learning algorithms
by providing input (in the form of labels, similarity/kernel
function, hyper-parameters, priors, confidence/uncertainty
about particular instances, learning rate, corrections, rankings,
probabilities, evaluation) while observing the output (in the
form of predictions, uncertainty, feedback, and any useful
visual representation of the data).
Desiderata for the irml paradigm are as follows:
• Immediate visual feedback. irml methods should be
optimized for the way humans learn [1, 46, 5]. Thus, they
should provide immediate and continuous visual feedback
upon every interaction (e.g., change of a slider for filtering
uncertain or misclassified nodes, selection of a subgraph
for modeling, or correcting the class label of a node). Fur-
ther, interactive queries need to be rapid, incremental and
reversible with immediate visual feedback.
• Flexibility and generality. Methods should be useful for
a wide variety of data, constraints, and learning scenarios.
They need to also be robust for learning sparsely labeled
graphs, noisy relational data, low and varying levels of rela-
tional autocorrelation, and other problems that frequently
arise in practice.
• Effectiveness. Models must have good predictive quality
with low error, variance, and bias.
• Scalable methods. Fast time- and space-efficient learning
methods capable of interactive rates is an important and
key requirement. The requirement of rapid and interactive
model updates often dictates trading off accuracy with
speed. Thus, network sampling methods may be used to
balance speed and accuracy.
• Accessibility and simplicity. To be accessible to domain
but non-ML experts, irml methods must be carefully
designed to be simple, intuitive, and easy-to-use. Whenever
possible, assistance and guidance from the system is desired.
• Principled models. Another challenge is the design of
intuitive learning and inference methods to facilitate interac-
tive reasoning, understanding, and derivation of theoretical
behavior and guarantees. This enables quick understanding
and refinement by the user, while also providing a means
to backtrack if warranted to understand a specific outcome
or anomaly.
• Unified & expressive models. A unifying family of
relational learning methods that express a large and multi-
faceted space of relational models. These models must
perform well across a variety of different data, character-
istics, and assumptions. They must also generalize to a
variety of learning settings (e.g., relational active learning,
online/incremental learning).
2.2 Visual Representation and Interaction
Visual analytic techniques are also developed that combine a
wide variety of visual representations and interactive tech-
niques to exploit human capabilities for seeing, exploring, and
understanding large amounts of information. A few of the
features/advantages are given below:
• After each graph manipulation or user interaction (e.g., via
visual interactions, change of a slider), the irml method is
updated immediately with visual feedback after each change.
For instance, suppose a user finds that a node is labeled
incorrectly via the visual analytic techniques, and simply
corrects the error immediately by simply clicking the node
and updating its field. Immediately after the correction is
made, all features, models, and visual representations that
depend on that value are immediately updated on the fly.
Hence, after each graph manipulation (or user interaction)
such as inserting, filtering, or permanently deleting nodes
and links.
• Select or hover over nodes and edges to analyze their class
label, uncertainty, estimated class label probabilities, as
well as other properties, attributes, relational features, as
well as topology features such as graphlet statistics [4, 3].
• Real-time interactive visual graph querying and filtering
capabilities, e.g., filter all uncertain nodes above a user-
specified threshold, or select all misclassified nodes for further
analysis.
• Color and size of nodes and edges can be visually encoded as
a function of measures derived from learning and inference
such as node (edge) labels, uncertainty, or a learned feature
or meta-feature, among other possibilities. Non-relational
attributes and network properties derived from the topology
may also be used.
• Multiple potentially disconnected subgraphs may be selected
for learning, e.g., by brushing over interesting regions of the
network visually or by sliders that control filtering/selection,
etc.
• Nodes (or edges) can be labeled easily, e.g., double-clicking
a node of interest (or set of nodes after selection).
Nearly all visualizations are interactive and support brush-
ing, linking, zooming, panning, tooltips, etc. Multiple visual
representations of the graph data are supported, including
the multi-level graph properties (e.g., interactive scatter plot
matrix, and other statistical plots). Dynamic network analysis
and visualization tools to understand the temporal dependen-
cies to better leverage them in learning. Network may also be
searched via textual query (e.g., node name). There are many
other features including full customization of the visualization
(color, size, opacity, background, fonts, etc), text annotation,
graph layouts, collision detection, fish eye, and many others.
See [42] for more details. Note rsm was implemented in the
interactive graph mining and visualization platform proposed
in [5].
3. RELATIONAL SIMILARITY MACHINES
Given an attributed graph G = (V,E,X, Y, C) where V is a set
of n = |V | nodes (e.g., IoT devices in a sensor network), E is a
set of m = |E| edges (e.g., communications between devices).
We define X ∈ Rn×d as a matrix where rows represent nodes
and columns are features. Further, let xi be the feature vector
for vi ∈ V . For clarity, we also use Xi: for the ith row of X
and X:k to denote the k
th column of X.
Definition 3.1. Given a graph G, a known set of node
labels Y ` = {yi|vi ∈ V `} for nodes V ` ⊂ V , the within-network
classification task is to infer Y u — the set V u = V \ V ` of
remaining vertices with unknown labels.
The set of class labels is denoted as C and k = |C| is the
number of unique labels. Let A =
[
aij
]
be the adjacency
matrix of G where Aij = 1 if there exists (vi, vj) ∈ E and
Aij = 0 otherwise. Furthermore, A may encode an edge
attribute, that is, Aij = Φij .
A general computational framework for rsm is given in
Alg. 1. The rsm framework gives rise to a large space of
potential relational learning methods due to rsm’s powerful
representation and flexibility, e.g., as many of the learning
components in Alg. 1 are naturally interchangeable. It is
straightforward to learn these from data directly, similar to
how hyperparameters of a particular instantiation of rsm are
learned via k-fold cross-validation (CV).
3.1 Similarity Functions
We define a few parameterized similarity functions. Note that
one may also interpret XZ> as a similarity matrix with the
dot product as similarity measure. Thus, rsm classifies a test
point according to a weighted sum of its similarities with the
training points.
Radial Basis Function (RBF).: Given vectors xi and zj
of length d, the RBF similarity function is:
S(xi, zj) = exp
(
− ||xi − zj ||
2
2
2σ2
)
where the radius of the RBF function is controlled by choice
of σ (i.e., tightness of the similarity measure).
Polynomial functions: Polynomial functions offer another
representative similarity measure for vectors of uniform length:
S(X,Z) = ||X,Z||q
3.2 Class Prior Estimation
Let P =
[
Pik
]
=
[
p>1 · · · p>i · · ·
]
where each pi is a
k-dimensional row vector. Given n training nodes V ` with
known labels, informally, we learn a model which is used as
an initial estimate for the nodes with unknown class labels,
that is, pj , ∀j = 1, ...,m and vj ∈ V u. For simplicity, the
experiments in Section 5 use the following approach:
S1 Estimate the class-prior probability P̂(y) from the train-
ing data {(xi, yi)}ni=1 as P̂(y) = ny/n and set p(0)j =
P̂(y) : ∀ j = 1, . . . ,m where ny is the number of
training nodes in V ` in class y.
S2 Estimate pj , ∀vj ∈ V u from training data {(xi, yi) | xi ∈
Rd, yi ∈ {1, 2, . . . , k}}ni=1 using rsm-iid for simplicity,
however, any efficient and accurate approach will suffice.
S3 Iteratively compute new estimates pj , ∀vj ∈ V u using
a fast linear-time approach based on belief propagation.
Algorithm 1 Relational Similarity Machines (RSM). A general
and flexible relational learning framework based on the notion of
maximum similarity.
1: Normalize all data (if needed)
2: Generate an ordering of V u
3: Estimate the class priors P =
[
··· pi ···
]>
where pi ∈ Rk
is the estimated prior for vi (see Section 3.2).
4: Compute graph topology features using G = (V,E) (e.g.,
based on k-graphlets where k = {3, 4, ...} [3], among other
important and efficient graph properties) and append
these to X and Z
5: Set τ ← 1
6: repeat . outer iterations τ = 1, 2, ..., τmax
7: Compute relational features based on neighbor classes
8: Compute relational features based on neighbor attributes
9: Append the relational features from Line 7-8 to the cur-
rent set of features and renormalize if needed.
10: for each vi ∈ V u in order . next test instance
11: Set wRi , w
I
i to 0 =
[
0 · · · 0] ∈ Rk
12: parallel for each vj ∈ V ` . Supervised
13: Set sij to be S 〈zi,xj〉
14: Let k be the index of the class label yj for vj
15: if vj ∈ Γh(vi) then
16: Update wRik ← wRik + pik · sij
17: else Update wIik ← wIik + pik · sij
18: end parallel
19: parallel for each vj ∈ V u . Semi-supervised
20: Set sij to be S 〈zi, zj〉
21: for each class k ∈ C do
22: if vj ∈ Γh(vi) then
23: wRik ← wRik + pikpjk · sij
24: else wIik ← wIik + pikpjk · sij
25: end parallel
26: Normalize wRi and w
I
i s.t.
∑
wRik =
∑
wIik = 1
27: end for
28: Update pi via Eq. (1), ∀ vi ∈ V u
29: Compute confidence c and assign predictions for top-k
most confident
30: Include P, WR, WI , and/or c as features (if warranted)
31: Set τ ← τ + 1 and renormalize data if needed
32: until stopping criterion is reached or τ > τmax
33: parallel for each vi ∈ V u do
34: yi ← arg max
k∈C
Pik . k is the class label
This corresponds to a simple collective learning approach
that essentially meshes the current probability distribu-
tion vector pj for vj ∈ V u with the estimated probability
vectors from the neighbors of vj denoted Γ(vj) s.t. prob-
ability vectors for the neighbors p¯i = e
>Ps/r where
Ps =
[
. . . p>i . . .
] ∈ Rr×k, e> is a vector of all ones,
and r = |Γh(vj)|. Thus, p¯i = e>Ps/r is the “centroid”
of estimates from vj ’s neighborhood, and is used to
compute p
(τ+1)
j along with the previous local estimate
of vj . This is repeated for all vertices across a number
of iterations until the estimates converge.
This approach differs from existing work that uses a “local
model” to obtain an estimate for each node [30, 45, 25].
However, a key advantage of rsm is its flexibility, and as such,
other semi-supervised estimation methods are also applicable
and may lead to further improvements [14].
3.3 Update Equations
A key contribution of this work is the proposed relational
learning framework that learns from iid and relational data
that is both labeled and unlabeled. To the best of our knowledge,
this work is the first to leverage and investigate using both
labeled and unlabeled relational and iid data in learning.
This leads to four different learning scenarios: (a) labeled
neighbors, (b) unlabeled neighbors, and (c) labeled and (d)
unlabeled nodes that are not neighbors. Thus, rsm exploits
the estimates from labeled and unlabeled iid and relational
data simultaneously (and in a collective fashion) to improve
predictive performance. The update equation used in this
paper is simply:
p
(τ+1)
i =
current estimate︷ ︸︸ ︷
αwRi︸ ︷︷ ︸
Neighbor
+ (1− α)wIi︸ ︷︷ ︸
Non-neighbor
+
previous︷ ︸︸ ︷
ωp
(τ)
i (1)
where α is a hyperparameter which satisfies 0 ≤ α ≤ 1, and
wi ∈ Rk is the non-negative vector with Wik ≥ 0. Further, ω
determines the influence given to the previous estimate p
(τ)
i
and τ is the iteration.
3.4 Semi-Supervised Learning
Semi-supervised learning (SSL) lies between unsupervised
and supervised learning as it uses both unlabeled and labeled
data for deciding the class of a node. Partially labeled data
is often found in practice, due to it being costly and time-
consuming to obtain labels. Note rsm is also flexible for the
case where there are very few labeled instances and supports
a number of intuitive and principled semi-supervised learning
strategies. For instance, at each iteration (global update), we
estimate uncertainty (for each unlabeled instance), and predict
the labels of the top-k nodes for which we are most certain
(min uncertainty). Notice that Line 19-25 in Alg. 1 leverages
unlabeled nodes directly. Future work will investigate different
update equations that leverage these weights differently. For
instance, instead of combining these weights into wRi and
wIi , we can define different weight vectors to maintain these
weights independently of those from Line 12-18.
3.5 Classification
We now reinterpret the problem for classification, but it may
also be used for regression in a straightforward fashion. Let
X ∈ Rn×d be a matrix where the rows represent training
instances and the columns represent features. Further, let Z
be a matrix of test instances, then the class of a single test
instance zj is predicted as follows. First, the similarity of zj
with respect to each training example in X is computed. For
instance, suppose xi belongs to class k ∈ C, then S(xi, zj) is
added to the kth element wk of the weight vector w. The
similarity of the instances in X of class k with respect to the
test object zj is formalized as,
wk =
∑
xi∈Xk
S(xi, zj) (2)
where Xk is the set of training objects from X of class k. Thus
w is simply,
w =
[ ∑
xa∈X1
S(xa, zj) . . .
∑
xi∈Xk
S(xi, zj) . . .
]
(3)
After computing w, then zj is assigned the class that is most
similar. Therefore, we can predict the class of zj using the
following decision function:
ξ(zj) = argmax
k∈C
wk (4)
where ξ(·) is the predicted class. As an aside, in the case
that Z is sparse, we compute S(xi, zj) fast by hashing its
values via a perfect hash function, i.e., and then use this
to efficiently test the similarity between only the nonzero
elements. For real-time systems an even faster approximation
may be necessary, in this case, one may compute the centroid
from the training examples of each class, and use this as a
best estimate. If there are k classes, then the complexity for
classifying a test point is only O(nk) where n is the number
of columns (features) of X.
The hyperparameters are learned via k-fold cross-validation
on a small fraction of the labeled data. Other techniques may
also be used in a straightforward manner.
3.6 Confidence
We also derive a confidence measure based on the estimated
weights from rsm. This confidence measure may be utilized
in a variety of ways. For instance, given the set of nodes
for which we have low confidence, we may then hold out on
predicting their class labels until the class labels for all the
other nodes for which we are confident have been assigned.
We may then use other information to improve our estimates
such as biasing the similarity computations using the class
labels of the connected nodes (1 or more hops away).
4. RELATED WORK
The related work is categorized and reviewed below.
4.1 Interactive ML
Existing work has focused mainly on traditional machine learn-
ing problems that are limited to independent and identically
distributed (IID) data [15]. In addition, Oglic et al. propose
interactive kernel PCA [37]. Kapoor et al. [19] use a human-
assisted optimization strategy in the design of multi-class
classifiers for iid data.
4.2 Relational Learning
Existing methods are inefficient and do not scale to data that
is either large or streaming. In contrast, rsm is efficient in
terms of time and space, while also providing high accuracy for
a variety of classification tasks. Moreover, unlike the previous
work, rsm does not sacrifice speed for accuracy. Furthermore,
most relational learning methods rely on the notion of rela-
tional autocorrelation [17, 40, 24, 35]. An assumption that
is often violated in the noisy data found in many real-world
settings. Moreover, in cases where there does not exist high
autocorrelation in the data, then relational learning methods
may actually be less accurate than traditional iid machine
learning methods. Additionally, irml may also be used in
combination with relational active learning and active search
methods [47]. Relational active learning [10], collective clas-
sification [11, 31], relational classification [35, 41, 32], and
relational representation learning [40] for improving these
rml methods.
4.3 Visual Analytics
Visual analytics is defined as the science of analytical reason-
ing supported by interactive visual interfaces [21, 20, 8, 38].
Visual analytic methods are becoming increasingly important
and have been deployed for numerous real-world applications,
including maritime risk assessment [28], astrophysics [7], finan-
cial planning [43], law enforcement [27], and many others [22,
6, 44]. Majority of existing work in visual analytics has largely
centered around visualization and human computer interac-
tion (HCI) techniques. However, some work has investigated
combining traditional ML methods with visual analytics (e.g.,
interactive PCA [18], classification via supervised dimension
reduction [12]). In contrast, this paper focuses on combin-
ing visual analytics with the proposed interactive relational
learning techniques.
5. EXPERIMENTS
The experiments are designed to investigate rsm and its
overall effectiveness. Standard benchmark data for statistical
relational learning is used [30, 24]. All data has been made
available at Network Repository [39].
Classification: We investigate the classification performance
of the rsm graph-based learning framework. All experiments
used 5-fold cross-validation. Accuracy is averaged over 20
trials. While rsm is the first such interactive rml approach,
we nevertheless adapted wvrn [24, 25] for irml and used it
for comparison. As an aside, let us note that we also adapted
other statistical relational learning (SRL) approaches such
as relational dependency networks (RDNs) [34] as well as
Probabilistic Soft Logic (PSL) [23], however, these methods
were far too slow to support irml. Furthermore, they were
also less accurate than rsm (and sometimes even wvrn)
even despite the significant increase in complexity. Initial
prior is the class label distribution (overall), and a fast belief-
propagation approach is used to obtain an initial estimate.
Results are summarized in Table 1. Previous work in the
related area of relational learning focused mainly on binary
classification, however, this work instead focuses on multi-class
problems (see Table 1). Note |C| is the number of unique class
labels. We also investigated the speed, parallel speedups, and
real-time performance capabilities of rsm for the interactive
rml problem and consistently found it to be extremely fast
with real-time response times (in the range of a few ms or
less). In addition, Fig. 5 demonstrates a few other features
Figure 2: Overview of RSM implemented for inter-
active RML. The visualization above is from cora.
Table 1: Experiments comparing RSM and the
adapted iRML-based WVRN. These results demon-
strate the effectiveness of RSM. In all cases, RSM
outperforms WVRN, and the difference in accu-
racy is significant. Results that are significant are
bolded. Moreover, RSM naturally supports interac-
tive RML, while also significantly more flexible than
WVRN (e.g., naturally supports graph-based semi-
supervised learning).
Hyperparameters Accuracy
Relational data |C| σ α ω rsm wvrn
aff–polbooks 3 0.3 0.7 0.6 84.73 74.41
bio–Gene 2 0.2 0.5 0.5 79.65 72.41
bio–Enzymes349 2 0.1 0.25 0 77.81 62.50
aff–musicGenre 8 0.1 0.75 0.5 74.90 60.59
supported by rsm. In particular, rsm is shown to be fast,
parallel, space-efficient, amenable to streaming and dynamic
queries/updates, and most importantly, naturally supports
real-time interactive learning and inference, and provides
rapid immediate (and visual) feedback to the user at real-time
interactive response times. This provides context and allows
for quick and intuitive understanding of the intermediate
results. Upon each change (an additional node/edge is selected
visually by the user, ...), a dynamic graph query is issued, and
all models, graph properties and statistics are immediately
updated and displayed to the user.
We also investigated relational learning for sparsely labeled
graph data. For instance, we used ca–cora with 10% labels,
Figure 3: Understanding model uncertainty via in-
teractive visual exploration. Nodes are colored by
class label and weighted (sized) by the uncertainty.
Above RSM enables the user to visually explore the
prediction confidence of local nodes, as well as the
uncertainty, and other model and graph features via
simple and intuitive local dynamic queries (initiated
by mousing over a node, or selecting a group of
nodes).
and only used graph features (that is, no initial attributes were
used). The experiments suggest that other rsm variants do not
work as well due to the high homophily present in ca–cora. On
the other hand, wvrn is known to work extremely well in data
with precisely these characteristics. Despite this fact, the graph-
based rsm variant that leverages the k-hop neighborhood and
the neighbors (graph) features outperforms it significantly.
In particular, it achieves 84.44% accuracy using only the
similarity between the k-hop neighbors, compared to 78.73%
accuracy given by wvrn. This demonstrates the generality
and flexibility of the proposed family of rsm methods. While
existing relational learning methods have been designed to
work for relational data with high homophily, the experiments
demonstrated that rsm is able to model data with varying
levels of homophily and still significantly outperform others
that are more specialized and less flexible to handle such data
characteristics.
Figure 4: Interactive filtering via uncertainty. All
nodes and edges with high confidence are filtered
(≤ 0.50), leaving only those that are most uncertain.
Relative entropy is used to measure the uncertainty
of the learned probability distribution. Thus uncer-
tainty is bounded between 0 and 1.
As expected, we also find that the weight or contribution
assigned to the various types of relational dependencies may
significantly impact the predictive quality of the model. In
particular, the classification accuracy of the model is sig-
nificantly different as the amount of relational information
incorporated into the model is varied. Many results were
removed for brevity.
Recent work by McDowell et al. found that neighbor at-
tributes can improve classification accuracy. In addition to
these types of features, we also investigate using graph features
such as the frequency of 4-cliques centered on a vertex (edge)
for improving relational learning tasks. For instance, motifs of
size k=4 and greater are computed using the recent graphlet
decomposition algorithm proposed in [3]. We also investigated
other graph features including community label, between-
ness, eccentricity, mean distance, k-core numbers, color class,
PageRank, triangle counts, clustering coef., degree, roles. A
key finding of these experiments is that the structural features
alone may significantly improve predictive performance. This
result implies that the connectivity of the graph gives rise to
graph motif patterns that are correlated with the different
node labels. For instance, suppose a web page representing a
Figure 5: The proposed relational learning frame-
work is not only fast and accurate, but also flexible.
This gives the user the ability to interactively learn
models in real-time and adjust them accordingly, as
well as tune parameters, explore/construct features,
among many other possibilities. In the screenshot
above (from soc–terror), the user interactively learns
a global model (see the leftmost black side panel for
stats and accuracy), and then selects a subgraph H
by visually selecting nodes and edges with a simple
and intuitive drag-of-the-mouse/gesture. From this
selected subgraph (in real-time), a local RSM model
is learned for H and stats and accuracy (using same
k-fold CV) are reported in the red side panel on
the left side. Node color represents the class label
(terrorist/normal), whereas the link color encodes
the number of 3-star graphlet patterns centered at
each edge (both can be adapted in real-time by the
user). The weight (or strength) of the nodes and
links represent the local max k-core number and tri-
angle counts, respectively.
node in a web graph forms a large number of 3-star motifs,
then this node is likely to be a malicious page (spammer).
An overview of the irml system for rsm is shown in
Figure 2. In that example, we first interactively learn a model,
then select the misclassified nodes for further analysis. The
global statistics of the selected subgraph are shown in the right-
most panel. Node color represents the model’s uncertainty
using an entropy-based measure, whereas the size of the node
indicates whether it was correctly classified or not. In Figure 2,
misclassified nodes are given a larger size so that they can
easily be identified for further exploration. Uncertainty (and
the estimated class prob. distribution, statistics, etc.) of a node
or set of nodes may also be displayed by selecting or mousing
over those nodes of interest (Fig. 3). rsm also supports
interactive real-time visual graph filtering (e.g., remove all
uncertain nodes above a user-specified threshold, e.g., see
Fig. 4 and Fig. 5). In addition, all visualizations are interactive
and support brushing, linking, zooming, panning, tooltips,
etc (Fig. 5). Efficient update rules are also derived to avoid
relearning the model (after each user interaction/visual query).
For example, after the deletion (or insertion) of a node, we can
update the global relational model via a fast localized update.
These local updates enable real-time exploration capabilities
by leveraging fast exact or approximate solutions (e.g., to
support real-time interactive queries seamlessly, see Fig. 5).
Many of the components in rsm may be explored using
interactive visualization and analytic techniques, including
the attribute to predict, initial features to use (non-relational
and graph-based features), local model for estimation, kernel
function (RBF, linear, polynomial, etc.), hyper-parameters
(for selected kernel), node- and feature-wise normalization
scheme (L1, min-max, etc.), as well as whether to use semi-
supervised learning (SSL), and meta-features (based on current
estimates). For example, see Fig. 2 (right panel). Interactive
link prediction methods and many other important learning
components are also included in our irml system and can
be leveraged directly by rsm for improving learning and
inference.
Complexity: Given n training instances, m test instances,
and d features. For learning and inference, rsm takes O(nd)
time on a single test instance (in the stream), and therefore
O(nmd) for all m test examples. The complexity for both
sparse and dense training feature matrix X ∈ Rn×d is given
below. Consider the case where X is sparse and stored as a
sparse matrix using compressed sparse column/row format.
Let ΩX denote the number of nonzeros in X, then the cost
of a single test example is O(|ΩX|) linear in the number of
nonzeros in X. Further, assuming p processing units, then
O(|ΩX|/p), and hence is very scalable for real-time systems.
Now suppose X is a dense matrix. Given a dense training set
X ∈ Rn×d (few zeros), it takes O(md) time for each test object,
and O(md
p
) assuming p processing units. Note that the cost
may also be significantly reduced by selecting a representative
set of training objects using one of the previously proposed
methods.
Finally, we discuss the space complexity of the proposed
relational learning framework. Given a single test node to
predict, rsm takes only O(k) space where k is the number
of classes. This is of course in addition to the graph and
features. For parallel learning and inference using p workers,
the lock-free version of rsm takes O(pk) space. To avoid locks,
each worker maintains a k-dimensional vector of similarity
scores, which are then combined upon completion. However,
if locks are used then the initial cost of O(k) holds, but at the
expense of runtime. Now, suppose collective inference is used,
then rsm takes only O(nk) space where n is the number of
test nodes with unknown class labels.
6. CONCLUSION
This paper proposes a graph-based learning framework called
relational similarity machines (rsm) for (semi-supervised)
learning in large and noisy networks with arbitrary relational
autocorrelation. Most importantly, rsm is a fast, accurate,
and flexible relational learning framework based on the notion
of maximizing similarity. Our approach naturally handles
both binary and multi-class classification problems in large
attributed and possibly streaming networks. Despite the
importance of relational learning, existing methods are unable
to handle relational data with varying levels of relational
autocorrelation, and therefore limited in their ability (and
utility) in many situations and data characteristics. In contrast,
rsm naturally handles network data with arbitrary levels
of autocorrelation by adjusting a simple hyperparameter.
Furthermore, rsm has many other advantages over existing
methods, including: (a) it is space- and time-efficient, (b) easily
parallelizable and thus scalable for large relational data, (c)
naturally allows for varying levels of relational autocorrelation,
(d) flexible as many components are interchangeable (and
can be learned from the data directly or fine-tuned by an
expert), (e) amenable to (attributed) graph streams, and
(f) has excellent accuracy. In addition, both node and link
classification problems are easily handled in rsm. Moreover,
rsm is able to leverage node and link attributes simultaneously
as well as heterogeneous networks with multiple node and
edge types.
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