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Abstract
The OWA operators gained interest among re-
searchers as they provide a continuum of ag-
gregation operators able to cover the whole
range of compensation between the minimum
and the maximum. In some circumstances, it
is useful to consider a wider range of values,
extending below the minimum and over the
maximum. ST-OWA are able to surpass the
boundaries of variation of ordinary compen-
satory operators. Their application requires
identification of the weighting vector, the t-
norm, and the t-conorm. This task can be
accomplished by considering both the desired
analytical properties and empirical data.
Keywords: Aggregation operators, OWA, t–
norms, ST-OWA.
1 Introduction
The Ordered Weighted Averaging (OWA) operator [18]
gained interest among researchers due to its property of
providing a parameterized aggregation operation that
includes the min, max and arithmetic mean. Due to
this ability, OWA operators have been experimented in
many problems regarding decision making, information
retrieval and information fusion [21, 19, 6].
An OWA operator is defined as
M[w](a1, . . . , an) =
n∑
i=1
wia(i) (1)
where a(1), . . . , a(n) is a non-increasing permutation of
arguments a1, . . . , an, so that a(i) ≥ a(j)∀i < j.
The weighting vector w = (w1, . . . , wn) provides the
parametrization of OWA operators. Weights are such
that
wi ∈ [0, 1] (2)
n∑
i=1
wi = 1 (3)
Some notable examples of the weighting vector are:
• M[1,0,...,0](a1, . . . , an) = max
i=1..n
ai
• M[1/n,...,1/n](a1, . . . , an) = 1n
n∑
i=1
ai
• M[0,...,0,1](a1, . . . , an) = min
i=1..n
ai
The main property of OWA operators is that they are
internal (i.e., compensatory, averaging) operators, as
min
i=1..n
ai ≤M[w](a1, . . . , an) ≤ max
i=1..n
ai (4)
for any weighting vector w. This property is useful in
many applications as it allows to compensate lower in-
puts with higher inputs. Nevertheless, in some circum-
stances it can be limitative because (i) there is an inter-
action between the arguments, or (ii) some reinforce-
ment of higher and lower scores is required together
with their compensation.
To overcome these limitations, the families of T-OWA,
S-OWA and ST-OWA have been proposed and investi-
gated. We can rewrite Eq.(1) as
M[w](a1, . . . , an) =
n∑
i=1
wimin(a(1), . . . , a(i)) (5)
This suggests that Eq.(1) can be generalized to a
generic t-norm T [12], as
MT [w](a1, . . . , an) =
n∑
i=1
wiT (a(1), . . . , a(i)) (6)
This is the T-OWA operator as introduced in [20]. In
this case, the operator is provided with an additional
parameter which is a t-norm T . Different t-norms can
be used. Usual choices include the minimum (min), the
product (TP ), the Lukasiewicz t-norm (TL), and the
drastic t-norm (TD). Other possibilities entail the use
of parametric t-norms, such as Schweizer and Sklar’s
t-norms (TSS(p)) and Yager’s t-norms (TY (v)) [12].
Eq.(1) can also be rewritten as
M[w](a1, . . . , an) =
n∑
i=1
wimax(a(i), . . . , a(n)), (7)
which leads to the definition of S-OWA operators [20]
as
MS[w](a1, . . . , an) =
n∑
i=1
wiS(a(i), . . . , a(n)). (8)
The additional parameter is provided by a t-conorm S.
The usual choices are the maximum (max), the proba-
bilistic sum (SP ), the Lukasiewicz t-conorm (SL), and
the drastic t-conorm (SD). Also in this case, it is possi-
ble to use parametric t-conorms such as Schweizer and
Sklar’s t-conorms (SSS(p)) and the Yager’s t-conorm
(SY (v)).
The S-OWA and T-OWA operators extend the range
of values provided by the ordinary OWA operators, as
depicted in Fig.1.
Figure 1: Range of values
In particular, the T-OWA extends the range of values
below the minimum, whilst the S-OWA extends the
range above the maximum. To extend the range in
both the directions (see Fig.1), the ST-OWA has been
defined as [20]
MST [w](a1, ..., an) =
n∑
i=1
wi((1− σ)T (a(1), ..., a(i)) + σS(a(i), ..., a(n))), (9)
where σ ∈ [0, 1] is the OWA attitudinal character, as
described in the following section. In this case, the t-
norm T and the t-conorm S provide the two parameters
additional to the weighting vector w.
An important issue for practical applicability of ST-
OWA operators is the identification of parameters,
which aims at properly choosing the t-norm, the t-
conorm and the weighting vector. This task can be per-
formed by considering both the desired analytical prop-
erties and empirical data. In particular, when paramet-
ric t–norms are considered, the identification can be
translated into an optimization problem aimed at find-
ing the parameter(s) of a t-norm (t-conorm) and the
OWA weighting vector that best fit the empirical data.
The remainder of this paper is devoted to the solution
of this problem. Section 2 provides an overview of the
main analytical properties of ST-OWA operators. Sec-
tion 3 deals with the identification problem. Section
4 describes an example of an application. Section 5
briefly outlines conclusions and future work.
2 Properties
Different weighting vectors entail different emphasis to
higher and lower input values. This is described by the
attitudinal character, also known as the orness measure,
which is a function of weights defined as
AC(w) =
n∑
i=1
wi
n− i
n− 1 ∈ [0, 1]. (10)
In particular
AC(w) =

1 w1 = 1, wi6=1 = 0,
0.5 wi = 1/n,
0 wn = 1, wi 6=n = 0.
(11)
The attitudinal character can be itself computed by
using OWA operators.
Proposition 1.
AC(w) =M[w](1, n−2n−1 , . . . ,
1
n−1 , 0). (12)
As discussed in [20], Prop.1 suggests a way for com-
puting the attitudinal character of T-OWA operators
as
AC(w, T ) =MT [w](1, n−2n−1 , . . . , 0). (13)
In a similar way we can compute the attitudinal char-
acter of S-OWA operators as
AC(w, S) =MS[w](1, n−2n−1 , . . . , 0), (14)
and for ST-OWA operators, as
AC(w, S, T ) =MST [w](1, n−2n−1 , . . . , 0). (15)
Moreover, for any choice of T and S, we get
AC(w, S, T ) = (1− σ)AC(w, T ) + σAC(w, S), (16)
where σ = AC(w).
T-norms and t-conorms can be compared with respect
to the aggregated value they provide.
Definition 1. Given two t-norms T1 and T2, T1 is
stronger than T2 iff
T1(x, y) ≥ T2(x, y) ∀x, y ∈ [0, 1]. (17)
In this case we write T1 ≥ T2.
It can be easily proven that TD ≤ TL ≤ TP ≤ min. The
same definition can be applied to t-conorms as well. In
this case, it results in max ≤ SP ≤ SL ≤ SD. There
is a kind of symmetry between t-norms and t-conorms,
due to the duality. With respect to parametric families
of t-norms (t-conorms), we note that the values of the
parameter provide a natural ordering for some families
(although this is not true in general). For instance,
with respect to Yager’s t-norm, defined as
TY (v)(x, y) = 1−min(1, ((1− x)v + (1− y)v) 1v ), (18)
SY (v)(x, y) = min(1, (xv + yv)
1
v ), (19)
increasing values of the parameter v entail stronger t-
norms (weaker t-conorms). It is obvious that t-conorms
are stronger than t-norms.
The order relation between two t-norms (t-conorms),
leads to ordering of T-OWA (S-OWA) operators. In-
deed
Proposition 2. Given two t-norms (or t-conorms) R1
and R2, such that R1 ≥ R2, it holds
MR1[w](a1, . . . , an) ≥MR2[w](a1, . . . , an) (20)
for any weighting vector w, and any arguments
a1, . . . , an. Then we write
MR1 ≥MR2 . (21)
For any weighting vector w, it holds
MTD ≤MTL ≤MTP ≤M ≤MSP ≤MSL ≤MSD .
(22)
For any, weighting vector w, if T1 ≤ T2 (S1 ≥ S2) then
AC(w, T1) ≤ AC(w, T2),
(AC(w, S1) ≥ AC(w, S2)).
(23)
Proposition 3. For any t-norm T and t-conorm S,
AC(w, T ) ≤ AC(w) ≤ AC(w, S). (24)
An important property of the OWA operators (as well
as any aggregation operator), is their monotonicity
with respect to arguments.
Proposition 4. Given two vectors of n arguments,
a1, . . . , an and b1, . . . , bn, such that ai ≥ bi∀i = 1..n,
it holds
M[w](a1, . . . , an) ≥M[w](b1, . . . , bn) (25)
for any weighting vector w.
3 Operator identification
In this section we consider various instances of the
problem of fitting parameters of ST-OWA to empiri-
cal data. We assume that there is a set of input-output
pairs D = {(xk, yk)}, k = 1, . . .K, with xk ∈ [0, 1]n,
yk ∈ [0, 1] and n is fixed. Our goal is to determine
parameters S, T , w which fit the data best.
3.1 Identification with fixed S and T
In this instance of the problem we assume that both S
and T have been specified. The issue is to determine the
vector w. For S-OWA and T-OWA, fitting the data in
the least squares sense involves a solution to a quadratic
programming problem (QP)
Minimize
K∑
k=1
(
n∑
i=1
wiS(x(i)k, . . . , x(n)k)− yk
)2
(26)
s.t.
n∑
i=1
wi = 1, wi ≥ 0,
and similarly for the case of T-OWA. We note that the
values of S at any xk are fixed (do not depend on w).
This problem is very similar to that of calculating the
weights of standard OWA operators from data [7, 2,
4, 17], but involves a fixed function S(x(i)k, . . . , x(n)k)
rather than just x(i)k.
If an additional requirement is to have a specified value
of AC(w, S) and AC(w, T ), then it becomes just an
additional linear constraint, which does not change the
structure of QP problem (26).
Next, consider fitting ST-OWA. Here, for a fixed value
of AC(w) = σ, we have the QP problem
Minimize
K∑
k=1
(
n∑
i=1
wiST (xk, σ)− yk
)2
(27)
s.t.
n∑
i=1
wi = 1, wi ≥ 0,
AC(w) = σ,
where
ST (x, σ) = (1−σ)T (x(1), . . . , x(i))+σS(x(i), . . . , x(n)).
However σ may not be specified, and hence has to be
also found from the data. In this case, we present a bi-
level optimization problem, in which at the outer level
nonlinear (possibly global) optimization is performed
with respect to parameter σ, and at the inner level the
problem (27) with a fixed σ,
Minimize σ∈[0,1] [F (σ)] , (28)
where F (σ) denotes solution to (27).
Numerical solution to the outer problem with just one
variable can be performed by a number of methods, in-
cluding grid search, multistart local search, or Pijavski-
Shubert method [14, 9, 10]. QP problem (27) is solved
by standard efficient algorithms, see [8, 13].
3.2 Identification of T-OWA and S-OWA
Consider now the problem of fitting parameters of
the parametric families of participating t–norm and t–
conorm, simultaneously with w and σ. With start with
S-OWA, and assume a suitable family of t–norms T
has been chosen, e.g., Yager t–conorms SY (v) param-
eterized with v. We will rely on efficient solution to
problem (26) with a fixed S (i.e., fixed v). We set up a
bi-level optimization problem
Minimize v∈[0,∞] [F1(v)] ,
where F1(v) denotes solution to (26).
The outer problem is nonlinear, possibly global opti-
mization problem, but because it has only one vari-
able, its solution is relatively simple. We recommend
Pijavski-Shubert deterministic method [14, 9]. Identi-
fication of T is performed analogously.
The advantage of using bi-level optimization is that the
nonlinear parameter (v) is separated from the vector
of weights, which is found by solving a standard QP.
Hence for the nonlinear problem we have just one vari-
able, and for multivariate problem with respect to w
we have a special structure, accommodated by efficient
QP algorithms.
Next consider fitting ST-OWA operators. Here we have
three parameters: the two parameters of the partici-
pating t–norm and t–conorm, which we will denote by
v1, v2, and σ as in Problem (27). Of course, T and
S may be chosen as dual to each other, in which case
we have to fit only one parameter v = v1 = v2. To
use the special structure of the problem with respect
to w we again set up a bi-level optimization problem
analogously to (28).
Minimize σ∈[0,1],v1,v2≥0 [F (σ, v1, v2)] , (29)
where F (σ, v1, v2) is the solution to QP problem
Minimize
K∑
k=1
(
n∑
i=1
wiST (xk, σ, v1, v2)− yk
)2
(30)
s.t.
n∑
i=1
wi = 1, wi ≥ 0,
AC(w) = σ,
and
ST (x, σ, v1, v2) =
(1− σ)TY (v1)(x(1), . . . , x(i)) + σSY (v2)(x(i), . . . , x(n)).
Solution to the outer problem is complicated because
of the possibility of numerous local minima. One has
to rely on methods of global optimization [9, 10, 15].
One such (deterministic) method is the Cutting Angle
Method (CAM) developed in [1, 3, 16]. It allows one to
solve efficiently global optimization problems in up to
10 variables.
3.3 Least absolute deviation problem
Besides the least squares approach, fitting to the data
can be performed by using the Least Absolute Devia-
tion (LDA) criterion [5], by replacing the sum of squares
in (26) and (27) with the sum of absolute values. It is
argued that the LDA criterion is less sensitive to out-
liers.
In this case the optimization problems are converted
to linear programming (LP) problems by introducing
auxiliary non-negative variables r+k , r
−
k , such that
r+k − r−k =
n∑
i=1
wiST (xk, σ)− yk,
and
r+k + r
−
k =
∣∣∣∣∣
n∑
i=1
wiST (xk, σ)− yk
∣∣∣∣∣ .
This conversion is well known, see [5]. The counterparts
of problems (26) and (27) become LP problems, which
are easily solved by the simplex method. The outer
nonlinear optimization problems do not change.
3.4 Preservation of ordering of the outputs
In [11] it was argued that fitting the numerical out-
puts is not as important as preserving the ordering of
the outputs. The empirical data usually comes from
human subjective evaluation, and people do not reli-
ably express their preference on a numerical scale. In
contrast, people are very good at ranking the alterna-
tives. Therefore, the authors of [11] argued that fitting
methods should aim at preserving the order of empiri-
cal output values. They showed that various methods
of fitting the numerical values do not preserve this or-
dering.
Without loss of generality, we assume that the outputs
are ordered as y1 ≤ y2 ≤ . . . ≤ yK . The condition for
order preservation is
MST [w](xk) ≤MST [w](xk+1), for all k = 1, . . . ,K − 1.
(31)
Because MST [w] depends on w linearly for a fixed σ,
(31) is a system of linear inequalities, which does not
change the structure of the QP or LP problems.
For example, problem (26) will have additional K − 1
linear constraints for k = 1, . . . ,K − 1:
n∑
i=1
wi
(
S(x(i)k+1, . . . , x(n)k+1)− S(x(i)k, . . . , x(n)k)
) ≥ 0.
Problem (27) will have the constraints
n∑
i=1
wi (ST (xk+1, σ)− ST (xk, σ)) ≥ 0.
4 Numerical experiments and
examples
As a first step of testing the correctness and suitabil-
ity of the mentioned algorithms for determination of
ST-OWA parameters, we have generated random data
xk, k = 1, . . . , 20 and the values of yk, computed by a
model S-, T- and ST-OWA aggregation operators in 3-5
variables (i.e., with fixed weights and fixed participat-
ing t–norm and t–conorm from Yager, Hamacher and
Frank families). Then we used these data to calculate:
• The weighting vector w of S-, T- and ST-OWA
operators with known parameter(s) v (v1, v2).
• The weighting vector and the unknown parameter
v of S- and T-OWA operators.
• The weighting vector and the unknown parameter
v of S- and T-OWA operators with a given attitu-
dinal character.
• The weighting vector and the unknown parameters
v1, v2 of ST-OWA operators with a given attitudi-
nal character σ.
• The weighting vector and the unknown parameters
v1, v2 and σ of ST-OWA operators.
In the test cases we also included the limiting cases of
ST-OWA being a pure t–norm, t–conorm or OWA. All
our experiments were successful, the correct values of
the parameters used in the models used to simulate the
data have been found. The computing time for S-, T-
and ST-OWA operators with given v (v1, v2) was be-
low 1 sec (Pentium IV 2 GHz workstation), and when
parameters v, v1, v2, σ also had to be fitted to the data,
the computing time was < 10 sec. These experiments
show the robustness and efficiency of the proposed al-
gorithms.
Next we took the actual experimental data (two data
sets of 20 data) from [22, 23] (also replicated in [11]).
For both data sets, the root mean square error of ap-
proximation were RMSE1 = 0.0148 and RMSE2 =
0.0105, which compares favorably with the fitted stan-
dard OWA (RMSE1 = 0.015, RMSE2 = 0.011 )
and Zimmermann’s γ operators (RMSE1 = 0.0151,
RMSE2 = 0.0105). The correlation coefficients (be-
tween the observed and calculated values) has also been
higher (Corr1 = 0.985, Corr2 = 0.974). While the gain
in numerical accuracy is not very impressive, we note
that for the two data sets, we used different partici-
pating t–norm and t–conorm in γ-operators (max/min
and TP /SP , by trial and error process) and reported
the best result, while for ST-OWA operators the pa-
rameters were found automatically. We also note that
both data sets have only two inputs.
Next we used three empirical data sets with 4 inputs,
collected by the second author, described as follows. A
group of students (K = 41) was asked to provide their
numerical evaluation of the quality of three objects:
public broadcast TV programs, University and town
they live in. First they provided an overall score (y) and
then scores with respect to four criteria (x1, . . . , x4),
namely, quality of programs, advertisement pressure,
sports, news (for TV); curriculum, potential for per-
sonal growth, quality of labs, other services (Univer-
sity); public events, criminality, cleanliness and services
to young people (town). There were no missing data.
There were clear outliers (e.g., respondent #14 has pro-
vided scores like x = (23, 25, 23, 10), y = 85 despite the
overall averaging tendency for the group), however out-
liers were not removed for the analysis.
For the three data sets we obtained RMSE1 =
0.022, RMSE2 = 0.018 and RMSE3 = 0.021, with
correlation between computed and observed values
0.76, 0.82, 0.79 respectively. These values were the best
we obtained among OWA, γ-operators (using min/max
and TP /SD), various families of t–norms, uninorms,
generalized means and Choquet integrals, although
weighted generalized means gave close results. This
shows the potential of ST-OWA operators in fitting ex-
perimental data.
Calculations were performed using
the AOTool software available from
http://www.deakin.edu.au/∼gleb/aotool.html.
5 Conclusions and future work
We have studied the problem of identification of ST-
OWA aggregation operators from empirical data. ST-
OWA provide a broader range of behavior, from con-
junctive via averaging to disjunctive, within one class
of aggregation operators, parameterized with T , S and
weighting vector w. They are useful in the situations
where it is unknown a priori which type of behavior is
consistent with the data.
We have presented several mathematical programming
formulations of the problem of identifying ST-OWA pa-
rameters from empirical data. An interesting feature of
these problems is that they are set as nonlinear opti-
mization problems with respect to just one or three pa-
rameters, with the vector of weights identified by stan-
dard quadratic or linear programming methods. This,
of course, greatly reduces computational costs.
Our future line of research is to replace OWA with more
general Choquet integral type construction, as well as
to consider generalized OWA and nonparametric fami-
lies of continuous t–norms.
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