The process of determining promotional class in acupuncture clinics is very common. Clinics also have data i.e form of primary data and customer secondary data. This happens repeatedly and generates a build up of customer data that affects information retrieval of the data. This study aims to grouping the clinic customer data in which those who are a greater contribution value get a valuable promotion as well. The Acupuncture Clinic uses decision support system by utilizing data mining process by using Clustering technique. The method used is research action through Diagnosing process, Action planning, Action taking, Evaluating, Reflection. The algorithm used for cluster formation is the K-Means algorithm. K-Means is one of the non-hierarchical clustering data methods that can group customer data into multiple clusters based on the similarity of the data, so the customer data with similar contribution values are grouped in one cluster and those with different contribution values are grouped into other clusters. Implementation using PHP is used to find accurate values. Attributes used are customer earnings, total clinical outcomes, repeat visits, product purchases, needle types and therapists. The customer cluster formed is four clusters, with the first cluster 5 customers, the second cluster 9 customers and the third cluster a total of 6 customers and the fourth cluster there are 5 customers. The results of this study are used as one of the basic decision-making to determine promotion based on the clusters formed by the administration of acupuncture clinics.
Introduction
In business an important aspect in determining the viability of a company is customer loyalty. In addition to providing financial benefits over the long term, customer loyalty can build a positive image for the product or service offered. The Acupuncture Clinic should also recognize what customers want through an effort to manage good relationships with customers. Meanwhile, the number of customers is not small and they also have various characteristics. Problems arise when the clinic conducts an anniversary or month promo, In order to increase loyalty to develop customer-centered business strategy or Customer Relationship Management (CRM) (Ivan, 2005) . The goal is to create good relationships with customers to enhance mutually beneficial cooperation. This activity has become the routine agenda of Acupuncture Clinic as one way to strengthen and to maintain good relationship of customers, whether they are priority or regular customers, but some customers feel the gap and are not in accordance with the desired promotional gifts by customers. Customers argue that they feel they have contributed the same but are not get the desired promotion.
Based on these problems the clinic applies a decision support system using clustering method. Customer data are grouped so it can be found out any customerswho are entitled to the promotion in accordance with the value of the contribution given. From the data they are formed into several groups that are then processed to be a system for decision makers using decision methods.
By k-mean clustering method, the clinic can integrate and automate customer service process in field of promotion, information, and service of clinic-related products or services. K-Means method is used to define the grouping of criteria values from several alternative value groups, The value of this grouping is used to determine the alternate list results that is going to will be used as recommendation for decision support (Supranto, 2000) by the Clinic. So the data mining is only used to help decision support system.
The result of a system is a model or prototype of information service function. The system is, developed periodically to adapt with to the circumstances and development needs of the system. For problems arise, the system produces a systematic effective solution.
Research Method

Decision Support System
The decision support system (DSS) is part of a computer-based information system (including a knowledge system) (Daihani, 2001) used to support decision making within an organization or company (Supranto, 2000) . DSS is a combination of individual intelligence resources with component skills to improve the quality of decisions (Turban et al., 2005) . Decision Support System is also a computer-based information system for decision-making management that deals with semi-structural problems (Kusrini, 2007 ).
Clustering
Basically clustering is a method to search and classify data that has similarity between one data and other. In data mining, there are two types of clustering methods, i.e. hierarchical clustering and non-hierarchical clustering. Based on the data type, the data is divided into several types. The types of data can be divided according to their nature, according to the source, by means of obtaining it and by the time of collecting the data (Kusrini, 2007; Santosa, 2007 ).
Qualitative Data
Qualitative data can simply be called non numeric data. The main characteristic of qualitative data is obtained by counting, so it has no decimal value. Besides qualitative data have characteristics, i.e. they cannot be performed mathematical operations, such as addition, subtraction, multiplication and division. Qualitative data can be divided into two types, namely nominal data and ordinal data. Nominal Data is a type of qualitative data used to identify, classify, or distinguish objects. Nominal data is the lowest data in the level of data measurement. All data have an equal position in the sense that no data has more or less level than other data (Santosa, 2007 ).
Quantitative Data
Quantitative data can be referred to as data in the form of numbers in the true sense. Thus, various types of mathematical operations can be performed on quantitative data. Quantitative data is data obtained by way of measuring so they have decimal value.
K-Mean Algorithm
K-means clustering is one of the non-hierarchical data clustering methods that classifies data in the form of one or more clusters. The steps of clustering with K-Means method by (Hazibuan Z. A., 2007) are as follows: 1. Selection the number of clusters k. 2. The initialization of this k center cluster can be done in various ways. But the most often done is in random. Cluster centers are assigned initial values with random numbers. 3. Allocating all data / objects to the nearest cluster. The proximity of two objects is determined by the distance of the two objects. By using Euclidean distance the proximity of each data can be calculated. Some ways of calculating the distance commonly used are: a. Euclidean distance Ci = min+ ( i-1 )*( max-min ) + ( max-min ) (1) n 2*n b. The spacing formula between two points in one, two and three dimensions is sequentially shown in the following formula 1, 2, 3: d(p,q) = √(p1-q1) 2 + (p2-q2) 2 (2) d(p,q) =√(p1-q1) 2 +(p2-q2) 2 +(p3-q3) 2 (3) c. Manhattan Distance Manhattan distance is also called taxicab distance. d 1(p,q) = ||p,q||1 = ∑ n = |pi-q1| (4) i d. Chebichev Distance Dcheb(p,q) = max(|pi-qi|) (5) In Chebyshev distance or Maximum Metric the distance between points is defined by taking the largest difference value of each coordinate dimension.
 Recalculating cluster center with current cluster membership. The cluster center is the average of all data /objects in a particular cluster. It can also use the median of the cluster, so the mean is not the only size that can be used.
 Reassigning each object using the new cluster center. If the center of the cluster does not change anymore, then the clustering process is complete. Alternatively, return to step number 3 until the center of the cluster does not change anymore.
Promotions
According to Kotler, promotion, the fourth marketing mix tools, stand for various activities, the company undertakes to communicate its products merits and to persuade target customers to buy them. The definition has the sense that promotion includes all the tools contained in the promotion mix, in which the main role is to make a persuasive communication (Kotler, 1997) .
In this study, the data are primary data and secondary data, The method used is Action research that aims to develop new approaches in problem solving with direct application in cyberspace. Action research includes Diagnosing, Action planing, Action taking, Evaluation, Reflekting (Kusrini., 2007) . Primary data are taken from research object. This research starts from the data collection it is done through interview and observation. In this case the researchers obtained the results about the general description of the object , the input and the idea of the object, The direct statement from the patient. Then it formulate the problems and limit so the explanation does not come out of the scope of the problem. a literature study is done to get theories about the problems (Turban et al., 2005) .
The data used in this study are obtained from the administration in the form of patient data in acupuncture clinic since 2015. These data contain self-data from patients, patient medical records, This study only uses of the data, such as patient name, profession, visitation and total value of patient transactions. The data are initialized into figure form through several steps so the data can be processed by using K-means Clustering algorithm. The workplot design of the class promotion in acupuncture clinics can be seen.
Data Transformation
Numeric Data such as profession have to be initialized first into the form of numbers / numerical. To initialize the profession can be done with:
 Initializating of data No  Profession  Freque  ncy   Initializati  on  1  Businessman  8  1  2  Employees  6  2  3  Teacher  5  3  4  Enterpreneur  5  4  5 Labour 2 5
Table1. Initizializing of patien Profession
 The profession that has the largest frequency is initialized with the number 1 and the profession which has the second largest frequency is initialized with the number 2, and so on. To group the data into several clusters needs to do some steps, namely:
 Determining of the number of clusters (K),i.e. four clusters.  Calculating the distance of each data to the center of the cluster between objects to the centroid by calculating the Euclidean distance. The equation used is: d(p,q) =√(p1-q1) 2 +(p2-q2) 2 +(p3-q3) 2
The above 2-3 equations are used because the attributes used are 3. For example, it calculate the distance from the first customer data to the center of the first cluster with the equation: d(p,q) = √(1-1) 2 +(1-5) 2 +(2175000-1160000) 2 = 1015,0078 (7) The distance of the first customer data to the second cluster center: d(p,q)= 3162, 2784 (8) The first customer data distance to the third cluster center: d(p,q)= 210000 (9) The first customer data distance to the fourth cluster center: d(p,q)= 1,414215 (10)
 Grouping data into clusters with minimal distances  Once all the data is placed into the nearest cluster, then recalculating the new cluster center based on the average members in the cluster.
 After obtaining a new center point from each cluster, going back from the third step until the center point of each cluster does not change again and no more data is moved from one cluster to another cluster.
Result And Discussion
Result
Based on the result of data grouping using k-means clustering method, the clustering result showed that when it reached 7th iteration, the center point no longer changed and no data moved between clusters. The Results where show in table 4.
Discussion
From cluster 1 it could be seen that it consistence consisting of 5 customers whose transaction value here large and all work as entrepreneurs, then for cluster 2 it had customers with average profession as Teachers and with 3 time in a week visit. For cluster 3 the average consisted of employees with an average 4 times visit, while for cluster 4, it consisted of customers who work as entrepreneurs and had average visit of 3 times in a week. 
Conclusions
From the results of research can be concluded that the value of the transaction by the patient affects the value to get the promotion.
 Promoting continuously to maintain customer value to perform the most preferred treatments.
 Conducting data collection or doing recap on customer data each day so active customer data are not re-mixed with non-active data
