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Abstract
A real matrix A is called sign-central if A˜x = 0 has a nonzero nonnegative solution x
for every matrix A˜ with the same sign pattern as A. A sign-central matrix A is called tight
sign-central if the Hadamard(entrywise) product of any two columns of A contains a negative
component. Hwang et al. [S.G. Hwang, I.P. Kim, S.J. Kim, X.D. Zhang, Tight sign-central
matrices, Linear Algebra Appl. 371 (2003) 225–240] proved that, for a positive integer m,
there exists an m × n (0, 1,−1) tight sign-central matrix A with no zero rows if and only if
m + 1  n  2m. They also determined the lower bound of the number of columns of a tight
sign-central matrix with no zero rows in terms of the number of rows and the number of zero
entries of the matrix along with the characterization of the equality case. For an m × n matrix
A, the sparsity of A is the ratio σ(A)/mn where σ(A) denotes the number of zero entries of A.
In this paper, we determine the maximum number and the minimum number of zero entries
of an m × n tight sign-central matrix with no zero rows for each pair (m, n) of positive integers
with m + 1  n  2m. We also determine the maximum sparsity of tight sign-central matrices
with m nonzero rows in terms of m for each positive integer m.
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1. Introduction
The sign of a real number a, sign a, is defined by
sign a =


+1, if a > 0,
0, if a = 0,
−1, if a < 0.
The sign pattern of a real matrix A is the (0, 1,−1)-matrix obtained from A by
replacing each of the entries by its sign. Especially a (0, 1,−1)-matrix is simply
called a sign pattern matrix. For a real matrix A, let Q(A) denote the set of all real
matrices with the same sign pattern as A [2]. A real vector x is called nonnegative
(resp. positive), written x  0 (resp. x > 0), if all of its components are nonnegative
(resp. positive). We denote by x 0 that x is not nonnegative, i.e., that x has at least
one negative component. Throughout in this paper, all the matrices and vectors in
this paper are assumed to be real matrices and real vectors. A matrix A is called
sign-central if, for every A˜ ∈ Q(A), the convex hull of columns of A˜ contains the
zero vector 0 [1,3]. Let Ek, k = 1, 2, . . . , be the k × 2k matrix defined inductively
by E1 = [1,−1], and
Ek =
[
eT −eT
Ek−1 Ek−1
]
for k  2 where and in the sequel e denotes the all 1’s column vector with suitable
number of components. A sign-central matrix A = [a1, a2, . . . , an] is called a tight
sign-central matrix if ai ◦ aj  0 for every pair of indices i, j with i /= j , where
ai ◦ aj denotes the Hadamard (entrywise) product of ai and aj [4]. The matrices
Ek are easily seen to be tight sign-central. Let Tm×n denote the set of all m × n
tight sign-central matrices with no zero rows. In [4], Hwang et al. proved that, for
a positive integer m, there exists an m × n (0, 1,−1) tight sign-central matrix A
with no zero rows if and only if m + 1  n  2m. They also determined the lower
bound of the number of columns of a tight sign-central matrix with no zero rows
in terms of the number of rows and the number of zero entries of the matrix along
with the characterization of the equality case. For a vector x or for a matrix A, let
σ(x) and σ(A) denote the number of zero components of x and the number of zero
entries of A respectively. For a vector x, we define ω(x) = 2σ(x) − 1. For a matrix
A = [a1, a2, . . . , an], the zero weight ω(A) of A is defined by
ω(A) =
n∑
i=1
ω(ai ).
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LetTm = ⋃2mn=m+1Tm×n for each m = 1, 2, . . . . For an m × n matrix A, we define
the sparsity of A to be the ratio σ(A)/mn. Since Em ∈Tm and since σ(Em) = 0,
the minimum sparsity overTm is 0 for each m  1.
In this paper, we determine the maximum number and the minimum number of
zero entries of an A ∈Tm×n for each pair (m, n) of positive integers with m + 1 
n  2m. We also determine the maximum sparsity overTm for each m.
Lemma 1.1 [4]. Let A be an m × n sign-central matrix without zero rows. Then A
is tight sign-central if and only if ω(A) = 2m − n.
Lemma 1.2 [4]. Let A be a sign pattern matrix of the form
A =
[
0T eT −eT
X Y Z
]
with staircase zero pattern in the upper left corner (where 0T and X might be vacu-
ous). Then the following are equivalent:
(a) A is tight sign-central.
(b) [X, Y ] is tight sign-central and Y = Z up to column permutation.
Lemma 1.3 [4]. Let A, A˜ be sign pattern matrices of the form
A =
[
0
u
∣∣∣∣X
]
, A˜ =
[
1 −1
u u
∣∣∣∣X
]
.
Then the following hold:
(a) A is sign-central if and only if A˜ is sign-central.
(b) A is tight sign-central if and only if A˜ is tight sign-central.
For an m × n matrix A, let z(A) denote the n-vector whose j th component equals
the number of zero entries in the j th column of A. An m × n tight sign-central sign
pattern matrix is called tight∗ sign-central [4] if the conditions
|aij |  |ai,j+1| (i = 1, 2, . . . , m; j = 1, 2, . . . , n − 1),
|aij |  |ai+1,j | (i = 1, 2, . . . , m − 1; j = 1, 2, . . . , n)
hold. LetT∗m×n denote the set of all m × n tight∗ sign-central matrices with no zero
rows.
Lemma 1.4 [4]. Let A ∈Tm×n and let z(A) = (k1, k2, . . . , kn). If k1  · · ·  kn,
then there exists a B ∈T∗m×n such that z(B) = z(A).
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For each pair (m, n) of positive integers with n = 2m, Em is the unique tight sign-
central matrices with no zero rows up to row signing and permutation of columns.
Therefore we consider only the cases m + 1  n < 2m from now on.
2. The maximum number of zeros of a tight sign-central matrix
In this section we determine the maximum number of zeros of an m × n tight
sign-central matrix with no zero rows for each pair (m, n) of positive integers with
m + 1  n < 2m. First observe the following two tight∗ sign-central matrices
A1 =

0 1 1 −1 −10 1 −1 1 −1
1 −1 −1 −1 −1

 , A2 =

0 0 0 1 −11 1 −1 −1 −1
1 −1 1 −1 −1

 .
We see that ω(A1) = ω(A2) = 3, σ(A1) = 2, and σ(A2) = 3. We know from Lemma
1.1 that the matrices A1 and A2 have the same number of columns before counting
the number of columns since they have the same zero weight. A2 has more zeros
than A1 because A2 has more zeros in the upper rows than A1.
By this observation we can guess that the more zeros in the upper rows, the more
zeros a tight∗ sign-central matrix with given number of nonzero rows can have. If
A ∈Tm×n, then ω(A) = 2m − n by Lemma 1.1. So, for a fixed m, once n is given,
then the zero weight ω(A) of A ∈Tm×n is determined and vice versa.
Lemma 2.1. Let m, n be positive integers such that m + 1  n < 2m. Let M = [dij ]
be an m × n (0, 1)-matrix such that
dij  di,j+1 (i = 1, . . . , m; j = 1, . . . , n − 1),
dij  di+1,j (i = 1, . . . , m − 1; j = 1, . . . , n)
and ω(M) = 2m − n. Let ri be the number of 0’s in row i of M. If r1  r2  · · · 
rm, then there is an A ∈T∗m×n such that the zero–nonzero pattern of A equals M.
Proof. Let (r ′1, r ′2, . . . , r ′m) = (rm, rm−1, . . . , r1). We construct a sequence of tight∗
sign-central matrices B1, B2, . . . , Bm as follows: Let B1 = E1 = [1,−1]. Then cer-
tainly B1 is tight∗ sign-central. Suppose that Bi is constructed, i < m. Write Bi =
[C,D] where the number of columns of C is r ′i+1. Note that C is vacuous if r ′i+1 = 0.
Let
Bi+1 =
[
0T eT −eT
C D D
]
.
Since Bi is tight sign-central, so is Bi+1 by Lemma 1.2. Clearly Bi+1 is tight∗ sign-
central. Let A = Bm. Then certainly A has the same zero–nonzero pattern as M and
A ∈T∗m×n. 
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For example if m = 5, n = 8 and
M5,8 =


0 0 0 0 0 0 1 1
0 0 0 0 0 1 1 1
0 0 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1

 ,
then (r1, r2, r3, r4, r5) = (6, 5, 2, 0, 0) and ω(M) = 20 · 6 + 21 · 5 + 22 · 2 +
23 · 0+24 · 0 = 24 = 2m − n. Since (r ′1, r ′2, r ′3, r ′4, r ′5)= (0, 0, 2, 5, 6), the sequence
B1 → B2 → B3 → B4 → B5 looks like
B1 =
[
1 −1] → B2 =
[
1 1 −1 −1
1 −1 1 −1
]
→ B3 =

0 0 1 1 −1 −11 1 −1 −1 −1 −1
1 −1 1 −1 1 −1


→ B4 =


0 0 0 0 0 1 −1
0 0 1 1 −1 −1 −1
1 1 −1 −1 −1 −1 −1
1 −1 1 −1 1 −1 −1


→ B5 =


0 0 0 0 0 0 1 −1
0 0 0 0 0 1 −1 −1
0 0 1 1 −1 −1 −1 −1
1 1 −1 −1 −1 −1 −1 −1
1 −1 1 −1 1 −1 −1 −1

 .
For a positive integer n, let
n = {(i, j)|i, j = 1, 2, . . . ; i + j  n − 1}.
Let ≺ denote the lexicographical order on n, i.e., (i, j) ≺ (i′, j ′) if and only if
either i < i′ or i = i′ and j  j ′. For (k, l) ∈ n, let
n(k, l) = {(i, j) ∈ n|(i, j) ≺ (k, l)}.
Let ϕn be the function of n defined by
ϕn(k, l) =
∑
(i,j)∈n(k,l)
2i−1.
Then
ϕn(k, l) =
{
l, if k = 1,∑k−2
i=0 2i (n − i − 2) + 2k−1l, if k  2.
(2.1)
Lemma 2.2. Let m, n be positive integers such that m + 1  n < 2m. Then there
exists a unique (p, q) ∈ n such that ϕn(p, q) = 2m − n.
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Proof. We prove the lemma by induction on m. Suppose that m = 2. Then n = 3 and
3 = {(1, 1)}. ϕ3(1, 1) = 1 = 22 − 3 so we take (p, q) = (1, 1), and the induction
starts. Let m  3.
Case (i): 2m − n  n − 2. Let (p, q) = (1, 2m − n). Then ϕn(p, q) = 2m − n.
Case (ii): 2m − n > n − 2. In this case (m − 1) + 1  n − 1 < 2m−1. By the
induction assumption, there exists (r, s) ∈ n−1 such that ϕn−1(r, s) = 2m−1 − n +
1. Let (p, q) = (r + 1, s). Then by (2.1)
ϕn(p, q) = ϕn(r + 1, s)
= 20(n − 2) + 21(n − 3) + · · · + 2r−1(n − r − 1) + 2r s
= n − 2 + 2(20(n − 1 − 2) + 21(n − 1 − 3) + · · ·
+ 2r−2(n − 1 − r) + 2r−1s)
= n − 2 + 2ϕn−1(r, s) = n − 2 + 2(2m−1 − n + 1) = 2m − n
and the existence of such a pair (p, q) is proved. If (i, j) ≺ (k, l) and (i, j) /= (k, l),
then ϕn(i, j) < ϕn(k, l) and the uniqueness of (p, q) follows. 
We call (p, q) the critical point for (m, n). Note that if p  2, then p, q satisfy
20(n − 2) + 21(n − 3) + · · · + 2p−2(n − p) + 2p−1q = 2m − n. (2.2)
Since the left hand side of 2.2 equals (n − p + 1)2p−1 − n + 2p−1q, 2.2 is equiva-
lent to
n − p + q + 1 = 2m−p+1. (2.3)
Since (p, q) ∈ n, we know that p  n − 2 and q  1. Hence
n − p + q + 1  4.
Therefore we see that p  m − 1 from 2.3. Let vm,n = (r1, r2, . . . , rm)T be the inte-
gral m-vector defined by
ri =


n − i − 1, if 1  i  p − 1,
q, if i = p,
0, if p + 1  i  m.
Let m,n = [eij ] be the m × n (0, 1)-matrix such that
eij  ei+1,j (i = 1, . . . , m − 1; j = 1, . . . , n),
eij  ei,j+1 (i = 1, . . . , m; j = 1, . . . , n − 1)
and the row sum vector of J − m,n equals vm,n where J denotes the all 1’s matrix
of suitable size. For example, if n = m + 1, then since
ϕm+1(m − 1, 1) = 20(m − 1) + 21(m − 2) + · · · + 2m−3 · 2 + 2m−2 · 1
= (2m−1 − 1) + (2m−2 − 1) + · · · + (21 − 1)
= 2m − (m + 1),
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we see that the critical point for (m,m + 1) is (m − 1, 1) and vm,m+1 = (m − 1, m −
2, . . . , 2, 1, 0). Therefore
m,m+1 =


0 0 · · · 0 0 1 1
0 0 · · · 0 1 1 1
...
... q q
...
...
...
0 0 q 1 1 1
0 1 · · · 1 1 1 1
1 1 · · · 1 1 1 1


.
Corollary 2.3. Let m, n be positive integers such that m + 1  n < 2m, and let
(p, q) ∈ n, p  m − 1. Let M = [dij ] be an m × n (0, 1)-matrix such that dij = 0
if and only if (i, j) ∈ n(p, q). If ω(M) = 2m − n, then (p, q) is the critical point
for (m, n) and M = m,n.
Proof. It is easily seen that ω(M) = ϕn(p, q) = 2m − n, which tells us that (p, q)
is the critical point for (m, n) by Lemma 2.2 and hence M = m,n follows. 
It is easily calculated that
σ(m,n) =
{
2m − n, if p = 1,
(p − 2)n − p(p−1)2 + 2m−p+1, if p  2,
(2.4)
where p is the first component of the critical point for (m, n).
Lemma 2.4. Let A ∈T∗m×n and let ri be the number of zeros in row i of A, i =
1, . . . , m. Suppose that r1  r2  · · ·  rm and that r2 > 0. If r1 < n − 2, then
there exists a B ∈T∗m×n such that σ(A) < σ(B).
Proof. Suppose that rt > 0 and rt+1 = 0. Then t  2. By permuting columns, if
necessary, we may say that A is of the form
A =
[
0T 1 −1 eT −eT
X u u Y Y
]
= [aij ]
by Lemma 1.2, where X is (m − 1) × r1. Note that at,rt = 0 and (t, rt ) is the ‘great-
est’ among all (i, j) with aij = 0 with respect to the lexicographical order. Let X =
[x1, . . . , xr1] and write
xrt =
[
0T
v
]
.
Notice that 0 is the (t − 1)-vector of 0’s and v is a vector with no zero entry. Let
x′rt =

0T1
v

 , x′′rt =

0T−1
v

 ,
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where 0 is the (t − 2)-vector of 0’s and let
B =
[
0T 0 eT −eT
X˜ u Y Y
]
,
where X˜ = [x1, . . . , xrt−1, x′rt , x′′rt , xrt+1, . . . , xr1]. Then B ∈Tm×n by Lemma 1.3.
Certainly B is tight∗ sign-central. Let r ′i be the number of 0’s in row i of B, i =
1, . . . , m. Then
(r ′1, . . . , r ′m) = (r1 + 2, r2 + 1, . . . , rt−1 + 1, rt − 1, 0, . . . , 0)
and hence
σ(B) =
m∑
i=1
r ′i = (r1 + 2) + (r2 + 1) + · · · + (rt−1 + 1) + (rt − 1)
=
m∑
i=1
ri + 2 + (t − 2) − 1 = σ(A) + t − 1.
Since t  2, we see that σ(B) > σ(A), and the proof is complete. 
Theorem 2.5. Let m, n be positive integers with m+ 1 n < 2m and let A ∈Tm×n.
Then σ(A)  σ(m,n) with equality if and only if z(A) = z(m,n).
Proof. Let f (m, n) = σ(m,n) and let (p, q) be the critical point for (m, n). Let
A ∈Tm×n. By permuting columns, if necessary, we can pick a B ∈T∗m×n such
that z(A) = z(B) by Lemma 1.4. We only need to show that σ(B)  f (m, n) with
equality if and only if z(B) = z(m,n). We prove this result by induction on m.
Suppose that m = 2. Then n = 3 and the zero–nonzero pattern of B is[
0 1 1
1 1 1
]
. (2.5)
In this case (p, q) = (1, 1). Thus f (2, 3) = 1 = σ(B) and z(B) = z(2,3) since the
matrix 2.5 is the only zero–nonzero pattern of matrices in T∗2×3, and the induction
starts. Suppose that m  3. Let ri be the number of 0’s in row i of B, i = 1, . . . , m.
Then r1  · · ·  rm.
Case (i): 2m − n  n − 2. In this case p = 1,
m,n =
[
0T eT
J J
]
,
where 0 is the (2m − n)-vector of 0’s, and
f (m, n) = 2m − n = ω(B)  σ(B). (2.6)
Suppose that σ(B) = f (m, n). Then from 2.6 it follows that ω(B) = σ(B) so that
0 = ω(B) − σ(B) =
m∑
i=1
2i−1ri −
m∑
i=1
ri =
m∑
i=1
ri(2i−1 − 1),
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which tells us that r2 = · · · = rm = 0 meaning that all the zero entries of B lie in row
1 and hence that z(B) = (1, 1, . . . , 1, 0, . . . , 0) = z(m,n). Conversely if z(B) =
z(m,n), then certainly σ(B) = f (m, n).
Case (ii): 2m − n > n − 2. In this case r2  1, and hence by Lemma 2.4, there
exists a C ∈T∗m×n such that σ(B)  σ(C) and C has n − 2 0’s in its first row. Let
r ′i be the number of zeros of row i of C, i = 1, . . . , m. By Lemma 1.2, C has the
form
C =
[
0T 1 −1
X x x
]
,
where x is an (m − 1)-vector without zero entry. By Lemma 1.2 again we see that
[X, x] ∈T∗(m−1)×(n−1). By induction σ([X, x])  f (m − 1, n − 1) so that
σ(C)  f (m − 1, n − 1) + (n − 2).
The critical point for (m − 1, n − 1) is (p − 1, q) since 2.2 is equivalent to
21(n − 3) + 22(n − 4) + · · · + 2p−2(n − p) + 2p−1q = 2m − 2(n − 1)
or
20(n − 1 − 2) + 21(n − 1 − 3) + · · · + 2p−3(n − 1 − (p − 1))
+2p−2q = 2m−1 − (n − 1).
Therefore
f (m − 1, n − 1) =
{
q, if p = 2,
(p − 3)(n − 1) − (p−1)(p−2)2 + 2m−p+1, if p  3.
If p = 2, then
f (m − 1, n − 1) + n − 2 = q + (n − 2) = f (m, n)
and if p  3, then
f (m − 1, n − 1) + n − 2 = (p − 3)(n − 1) − (p − 1)(p − 2)
2
+2m−p+1 + n − 2
= (p − 2)n − p(p − 1)
2
+ 2m−p+1
= f (m, n)
so that σ(C)  f (m, n). Therefore σ(B)  f (m, n). Suppose that σ(B) = f (m, n).
Then by Lemma 2.4 again it must be that r1 = n − 2 and B has the form
B =
[
0T 1 −1
Y y y
]
,
where y is an (m − 1)-vector without zero entry. Since σ(B) = n − 2 + σ([Y, y]) 
n − 2 + f (m − 1, n − 1) = f (m, n), it must be that σ([Y, y]) = f (m − 1, n − 1).
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So, by induction we have z([Y, y]) = z(m−1,n−1) from which it follows that z(B) =
z(m,n). Conversely if z(B) = z(m,n), then certainly σ(B) = f (m, n) and the
proof is complete. 
Suppose that A ∈T∗m×n and z(A) = z(m,n). Then the zero–nonzero pattern of
A is m,n. For, if 2m − n  n − 2, then the zeros of A lie in the first row so that the
zero–nonzero pattern of A is m,n. If 2m − n > n − 2, then A has the form
A =
[
0T 1 −1
X y y
]
.
Since [X, y] ∈T∗(m−1)×(n−1) and since z([X, y]) = z(m−1,n−1), the zero–nonzero
pattern of [X, y] ism−1,n−1. Therefore the zero–nonzero pattern of A ism,n. Thus
we have
Theorem 2.6. Let m, n be positive integers with m+ 1 n < 2m and let A ∈T∗m×n.
Then σ(A)  σ(m,n) with equality if and only if the zero–nonzero pattern of A is
equal to m,n.
3. The minimum number of zeros of a tight sign-central matrix
In this section we determine the minimum number of zeros of an m × n tight
sign-central matrix with no zero rows for each pair (m, n) of positive integers with
m + 1  n < 2m.
Lemma 3.1. Let m, n be positive integers such that m + 1  n < 2m. Then there ex-
ists a unique positive integral vector (k1, . . . , kr )T such that 2m − n = ∑ri=1(2ki −
1) and m − 1  k1 > k2 > · · · > kr−1  kr .
Proof. Let d = 2m − n. We first prove the existence of such a vector by induc-
tion on d . If d = 1, then 1 = 21 − 1 and the one component vector (1) meets the
requirement, starting the induction. Let d  2 and let k1 be the largest integer such
that 2k1 − 1  d . Then 2k1 − 1  2m − (m + 1) so that 2k1 < 2m, from which it
follows that k1  m − 1. If 2k1 − 1 = d , then we are done. Suppose that 2k1 − 1 <
d . Then 2k1 − 1 < 2m − n. Let n1 = n + (2k1 − 1) and d1 = 2m − n1. Then m +
1  n1 < 2m and d = 2k1 − 1 + d1. Since d1 < d , there is a positive integral vec-
tor (k2, . . . , kr )T such that d1 = ∑ri=2(2ki − 1) and k2 > · · · > kr−1  kr by the
induction hypothesis. By the choice of >k1, we have k1  k2. Suppose that k1 =
k2. If r = 2, then we are done. If r  3, then d  (2k1 − 1) + (2k2 − 1) + (2k3 −
1)  2(2k1 − 1) + 1 = (2k1+1 − 1), contradicting the choice of k1. Thus, if r  3,
then it must be that k1 > k2, and the existence of such a vector (k1, k2, . . . , kr )T is
proved. To prove the uniqueness, let (k1, k2, . . . , kp)T and (l1, l2, . . . , lq)T be two
distinct positive integral vectors such that d = ∑pi=1(2ki − 1) = ∑qi=1(2li − 1) and
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m − 1  k1 > k2 > · · · > kp−1  kp, m − 1  l1 > l2 > · · · > lq−1  lq . There ex-
ists an integer i such that ki /= li . Let t be the smallest such integer. Without loss of
generality, we may assume that kt > lt . We have
0 =
p∑
i=1
(2ki − 1) −
q∑
i=1
(2li − 1)  2kt − 1 −
q∑
i=t
(2li − 1). (3.1)
Since
∑q
i=t (2li − 1) 
∑lt
i=lq (2
i − 1) < ∑lti=0 2i = 2lt+1 − 1  2kt − 1, we have
2kt − 1 −∑qi=t (2li − 1) > 0, contradicting 3.1, and the proof of the uniqueness of
the vector (k1, k2, . . . , kr ) is complete. 
For positive integers m, n with m + 1  n < 2m, let um,n denote the n-vector
defined by um,n = (k1, k2, . . . , kr , 0, . . . , 0)T where (k1, k2, . . . , kr )T is the unique
vector associated with m, n satisfying the conditions in Lemma 3.1. For positive
integers m, n with m + 1  n < 2m, let m,n denote the set of all nonzero nonnega-
tive integral n-vectors x = (x1, x2, . . . , xn)T such that 2m − n = ∑ni=1(2xi − 1) and
m − 1  x1  x2  · · ·  xn.
Lemma 3.2. Let m, n be positive integers with m+ 1 n < 2m. Then, eTx eTum,n
for every x ∈ m,n with equality if and only if x = um,n.
Proof. Let x = (x1, x2, . . . , xn)T ∈ m,n be such that eTx  eTv for all v ∈ m,n. It
suffices to show that if x /= um,d , then eTx > eTy for some y ∈ m,n. Suppose that
x /= um,n, and that xr > 0, xr+1 = · · · = xn = 0. Then by the defining property of
um,n, there is an integer p  r − 2 such that xp = xp+1. Take such an integer p as
small as possible so that x1 > x2 > · · · > xp−1 > xp = xp+1. Let y be the n-vector
defined by y = (x1, . . . , xp−1, xp + 1, xp+2, . . . , xr−1, xr − 1, xr − 1, 0, . . . , 0)T.
For an n-vector v = (v1, v2, . . . , vn)T, let g(v) = ∑ni=1(2vi − 1). Then
g(x) −

p−1∑
i=1
+
r−1∑
i=p+2

 (2xi − 1) = (2xp − 1) + (2xp+1 − 1) + (2xr − 1)
= 2xp − 1 + 2xp + 2xr − 2
= (2xp+1 − 1) + 2(2xr−1 − 1).
Thus g(x) = (∑p−1i=1 +∑r−1i=p+2 )(2xi − 1) + (2xp+1 − 1) + 2(2xr−1 − 1) = g(y).
Since x1  x2  · · ·  xp−1  xp + 1  xp+2  · · ·  xr−1  xr − 1  0, we see
that y ∈ m,n. Now
eTx − eTy = xp + xp+1 + xr − (xp + 1 + 2(xr − 1))
= xp − xr + 1 > 0,
so that eTx > eTy as desired. 
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Let m, n be positive integers with m + 1  n < 2m and let um,n = (k1, k2, . . . ,
kn)
T
. Letm,n = [ij ] denote the m × n (0, 1)-matrix defined by ij = 0 if and only
if i  kj (j = 1, 2, . . . , n). For example, if m = 5, n = 20, then 2m − n = 25 −
20 = 12. Since 12 = (23 − 1) + (22 − 1) + (21 − 1) + (21 − 1), we have u5,20 =
(3, 2, 1, 1, 0, . . . , 0)T and
5,20 =


0 0 0 0
0 0 1 1
0 1 1 1 J5,16
1 1 1 1
1 1 1 1

 , (3.2)
where for positive integers p, q, Jp,q denotes the p × q matrix of 1’s. Let m,n =
Jm,n −m,n. Then (1, 2, . . . , 2m−1)m,n = (2k1 − 1, 2k2 − 1, . . . , 2kn − 1), and
hence (1, 2, . . . , 2m−1)m,ne = 2m − n. Notice also that z(m,n) = eTm,n = um,n,
σ(m,n) = eTum,n, ω(m,n) = 2m − n.
Theorem 3.3. Let m, n be positive integers with m+ 1 n < 2m and let A ∈Tm×n.
Then σ(A)  σ(m,n) with equality if and only if z(A) = z(m,n) up to permuta-
tion of columns of A.
Proof. Let z(A) = (k1, k2, . . . , kn)T. We can assume that k1  · · ·  kn by permut-
ing columns, if necessary. Then by Lemma 1.1 and by the definition of the set m,n,
we have z(A) ∈ m,n. Then by Lemma 3.2, it follows that σ(A) = eTz(A)  eTum,n
with equality if and only if z(A) = um,n. Since z(m,n) = um,n, the proof is com-
plete. 
In Theorem 3.3, if A is a tight∗ sign-central matrix, then a little more can be said
about the equality case.
Theorem 3.4. Let m, n be positive integers such that m + 1  n < 2m and let A ∈
T∗m×n. Then σ(A)  σ(m,n) with equality if and only if the zero–nonzero pattern
of A equals that of m,n.
Proof. We proceed by induction on m. If m = 1, then the theorem clearly holds.
Suppose that m  2. That σ(A)  σ(m,n) is proved in Theorem 3.3. Suppose that
σ(A) = σ(m,n). Then z(A) = um,n by Theorem 3.3. Let
um,n = (k1, . . . , kr , 0, . . . , 0),
where kr > 0. Then r  1 and the first row of A has exactly r 0’s so that A has the
form
A =
[
0T eT −eT
X Y Y
]
,
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where by Lemma 2.1, X is of size (m − 1) × r . Let B = [X, Y ] and n′ = (n + r)/2.
Then B ∈T∗(m−1)×n′ by Lemma 1.2 again. Since 2m − n = (2k1 − 1) + (2k2 − 1) +
· · · + (2kr − 1), we have
2m − n − r = (2k1 − 2) + (2k2 − 2) + · · · + (2kr − 2)
or
2m−1 − n′ = (2k1−1 − 1) + (2k2−1 − 1) + · · · + (2kr−1 − 1)
so that
um−1,n′ = (k1 − 1, k2 − 1, . . . , kr − 1, 0, . . . , 0).
Thus B has the same zero–nonzero pattern as m−1,n′ by the induction hypothesis.
But then A has the same zero–nonzero pattern as m,n, and the proof is complete.

4. The sparsity of tight sign-central matrices
In this section we determine the maximum sparsity over Tm for each positive
integer m. If m, n are positive integers such that m + 1  n < 2m, then there are
matrices A ∈Tm×n whose zero–nonzero pattern equals m,n. The matrices m,n,
n  m + 2, can be constructed without explicitly computing the vector vm,n.
Lemma 4.1. Let m, n be positive integers such that m + 1  n < 2m and let (p, q)
be the critical point for (m, n). Let m,n = [x1, x2, . . . , xn]. Then m,n+1 =
[x1, · · · , xq−1, x¯q, x¯q, xq+1, . . . , xn] where x¯q is the m-vectors obtained from xq by
replacing the pth component 0 by 1.
Proof. Let
(r, s) =
{
(p, q − 1), if q  2,
(p − 1, n − p + 1), if q = 1
and let M = [x1, · · · , xq−1, x¯q, x¯q, xq+1, . . . , xn] = [dij ]. Then dij = 0 if and only
if (i, j) ∈ n+1(r, s). We know ω(m,n) = 2m − n. Since
ω(M) = ω(m,n) − ω(xq) + 2ω(x¯q)
= 2m − n − (2p − 1) + 2(2p−1 − 1)
= 2m − (n + 1),
we have M = m,n+1 by Corollary 2.3. 
By Theorem 2.5, we see that the maximum sparsity overTm is
max{σ(m,n)/mn|m + 1  n  2m}.
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In what follows we determine the maximum sparsity over Tm for each positive
integer m.
Theorem 4.2. Let m be a positive integer and let µm be the maximum sparsity over
Tm. If m  4, then
µm = m − 12(m + 1) ,
which is attained at a matrix inTm,m+1. If m  5, then
µm = (m + 3)(m − 2)2m(m + 2) ,
which is attained at a matrix inTm,m+2.
Proof. For each n = m + 1, m + 2, . . . , 2m − 1, let Pn denote the point
(mn, σ (m,n)) in the coordinate plane and let αn denote the slope of the line passing
through the origin and Pn. For each n = m + 2, m + 3, . . . , 2m − 1, let βn
denote the slope of the line passing through Pn−1 and Pn. Then βn = (σ (m,n) −
σ(m,n−1))/m and hence βm+2  βm+3  · · ·  β2m−1 by Lemma 4.1. It is easily
seen that
αm+1 = m − 12(m + 1) , βm+2 =
m − 3
m
.
Compare αm+1 and βm+2. Since
βm+2 − αm+1 = m
2 − 3m − 6
2m(m + 1) ,
we see that αm+1 > βm+2 if m  4 and αm+1 < βm+2 if m  5. Therefore if m  4,
then αm+1 > αm+i for all i  2 and if m  5, then αm+2 > αm+i for i = 1 and i 
3, and the conclusion of the theorem follows. 
From Theorem 4.2 we see that if m is very large, then the maximum sparsity of
a matrix inTm is about 1/2. Finally we determine the maximum number of 0’s that
a matrix A ∈Tm can have in the following.
Theorem 4.3. Let m be a positive integer. Then the maximum number of zeros that
a matrix inTm can have is 2m−1 − 1.
Proof. Let A ∈Tm be such that σ(A)  σ(B) for all B ∈Tm. Let n be the num-
ber of columns of A. Then σ(A) = σ(m,n). Let (p, q) be the critical point for
(m, n). If p  3, then by σ(m,n+1) > σ(m,n) and hence there exist a matrix A′ ∈
Tm×(n+1) such that σ(A′) > σ(A), contradicting the choice of A. Then p  2.
If p = 1, then it must be that q = n − 2 and σ(A) = ω(A) = n − 2 = 2m − n so
that n = 2m−1 + 1. Therefore σ(A) = 2m−1 − 1.
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If p = 2, ω(m,n) = 2q + n − 2 = 2m − n so that n = 2m−1 + 1 − q. Therefore
σ(m,n) = q + n − 2 = 2m−1 − 1. 
Let m,n be such that σ(m,n) = 2m−1 − 1 and let ri be the number of 0’s in row
i of m,n. Certainly the smallest n such that σ(m,n) = 2m−1 − 1 is obtained when
(r1, r2, . . . , rm) = (n − 2, n − 3, 0, . . . , 0). In this case we have n = 2m−2 + 2 be-
cause 3(n − 3) + 1 = 2m − n. On the other hand the largest n such that σ(m,n) =
2m−1 − 1 is obtained when (r1, r2, . . . , rm) = (n − 2, 0, . . . , 0). In this case we have
n = 2m−1 + 1 because σ(m,n) + 2 = n. Now from Lemma 4.1, we see that for
each n with 2m−2 + 2  n  2m−1 + 1, there is an A ∈Tm×n such that σ(A) =
2m−1 − 1.
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