In this paper, we propose a novel end-to-end approach for AIassisted code completion called Pythia. It generates ranked lists of method and API recommendations which can be used by software developers at edit time. The system is currently deployed as part of Intellicode extension in Visual Studio Code IDE. Pythia exploits state-of-the-art large-scale deep learning models trained on code contexts extracted from abstract syntax trees. It is designed to work at a high throughput predicting the best matching code completions on the order of 100 ms.
INTRODUCTION
In software development through Integrated Development Environments (IDEs) [13] , code completion is one of the most widely used features. Intelligent code completion [14] assists developers by reducing typographic and other common errors, effectively improving developer productivity. These features may include pop-ups when typing, calling methods and APIs on typed classes and objects, querying parameters of functions, variable or function name disambiguation, and program structure completion that use code context to reliably predict following code.
Traditional code completion tools in IDEs typically list out all possible attributes or methods that can be invoked when a user types a ". " or an "=" trigger character. However, not ranking the suggested results requires users to scroll through a long alphabetically ordered list, which is often even slower than typing the full name of a method directly. Studies show that developers tend to rely heavily on prefix filtering to reduce the number of choices [10] .
In this paper, we introduce Pythia -a neural code completion system, trained on code snippets extracted from a large-scale open source code dataset. The fundamental task of the system is to find the most likely method given a code snippet. In other words, given original code snippet C, the vocabulary V , and the set of all possible methods M ⊂ V , we would like to determine: m * = arдmax(P(m|C)), ∀m ∈ M.
In order to find that method, we construct a model capable of scoring responses and then determining the most likely method. A large number of intelligent code completion systems for both statically and dynamically typed languages have been proposed in the literature [1, 2, 7, 14, 17, 18] . Best Matching Neighbor (BMN) and statistical language models such as n-grams, as well as recurrent neural network (RNN) based approaches leveraging sequential nature of the source code have been particularly effective at creating such systems. The majority of the past approaches did not leverage the long-range sequential nature of the source code or tried to transfer natural language methods without taking advantage of unique opportunities offered by code's abstract syntax trees (AST).
The nature of the problem of code completion makes long shortterm memory (LSTM) networks [4] a promising candidate. Pythia consumes partial ASTs corresponding to code snippets containing member access expressions and module function invocations as an input for model training, aiming to capture semantics carried by distant nodes.
The main contributions of the paper are: (i) we introduce and implement several baselines of code completions systems, including frequency-based and Markov Chain models, (cf. section 2), (ii) we propose and deploy a novel end-to-end code completion system based on LSTM trained on source code snippets (cf. sections 4 and 5), (iii) we evaluate our model on a dataset of 15.8 million method calls extracted from real-world source code, showing that our best model achieves 92% accuracy, beating simpler baselines (cf. section 7), (iv) we discuss and document practical challenges of training deep neural networks and hyperparameter tuning on high-performance computing clusters, and model deployment on lightweight client devices at high throughput (cf. section 8).
BASELINE CODE COMPLETION SYSTEMS
The most basic code completion system in an IDE would list out all possible attributes or methods in an alphabetically ordered list. Fig. 1 shows example completions that such a system could serve. As seen, this approach is capable of yielding accurate results for classes with a relatively small number of members (e.g. "socket" Python library), otherwise requiring a developer to scroll through a long list (e.g. in the case of "PyTorch").
Frequency models
Instead of ranking methods alphabetically, popularity ranking can be adopted to increase recommendation relevance. The simplest frequency-based model one could think of would order methods belonging to each class based on the occurrence count in the training corpus.
Looking for a stronger baseline, we built an improved frequency model incorporating context information about if-conditions (referred to as "frequency-if" throughout the paper). In what follows, we subdivide all the invocations into two groups based on whether they are inside an if-condition and creating two corresponding popularity lists. As seen in Tab. 1, the most frequent method invocations outside if-statements are related to variable or placeholder declarations, setting up a neural network or training routines; inside if-conditions, however, a typical call would be to file input-output manipulation wrappers, context managers (e.g. eager execution mode), or specifying tensor properties (sparse or dense). As a result, the "frequency-if" model would provide more accurate code suggestions inside if-statements increasing overall accuracy.
Invocation-based Markov Chain model
Markov Chain models have demonstrated great strength at modeling stochastic transitions, from uncovering sequential patterns [12, 21] to modeling decision processes [3] . When analyzing invocation occurrences in the source code, we discovered that some sequences of invocations are always followed by the same methods.
For example, looking at all the function invocations of "os" and "shutil" Python modules, related to file manipulation, which come after an invocation chain os.path.isfile → os.remove, we have observed that more than 20% of the time it will be "os.rename" or "shutil.move", even though those two modules have over 30 methods related to file manipulation.
Considering following three-state Markov process:
os.path.isfile → os.remove → ?, where the third state can be any function from "os" or "shutil" modules, we compute the corresponding transition probabilities in Tab. 2. Using previous invocations occurrences to predict what invocation will be used next is at the core of our Markov Chain model of code completion:
here, sequence h i = m 1 , m 2 , ..., m i−1 denotes a history of previous method invocations in the same document scope for a given class. In an n-th order Markov chain model the probability of next invocation will only depend on the previous n − 1 invocations, which is estimated by counting the number of invocation sequence occurrences in the training corpus. The abundance of high-quality source code data available on GitHub and the tools allowing to extract and label code snippets are making it possible to train and deploy advanced machine learning models achieving more accurate predictions (cf. section 5).
DATASET
We collected a dataset to train and evaluate code completion models from open source Python repositories on GitHub. A total of 2700 top-starred (non-fork) Python projects have been selected, containing libraries from a diverse set of domains including scientific computing, machine learning, dataflow programming, and web development, with over 15.8 million method calls. Fig. 2 shows Python libraries with the most method call occurrences in the dataset.
We split the dataset into development and test sets in the proportion 70-30 on the repository level. The development set is then split at random into training and validation sets in the proportion 80-20. To serve predictions online, the model is retrained using the entire dataset.
REPRESENTING CODE SNIPPETS
Any programming language has an explicit context-free grammar (CFG), which can be used to parse source code into an AST. An AST is a rooted n-ary tree, where each non-leaf node corresponds to a non-terminal in the CFG specifying structural information. Each leaf node corresponds to a syntax token encoding program text.
The Pythia model consumes partial file-level ASTs corresponding to code snippets containing member access expressions and module function invocations as an input for training. Before feeding to LSTM, ASTs are serialized to sequences according to in-order depth-first traversal. We retain up to T lookback tokens preceding each method call when extracting training sequences, where T is a tunable parameter of the model provided in Tab. 3.
Further, in order for an AST to be consumable by LSTM, its nodes and tokens have to be mapped to numeric vectors. Like the weights of the LSTM, the look-up tables mapping discrete values of tokens to real vectors can be learned via backpropagation. The Word2Vec approach [11] has been shown to work well in Natural Language Processing, and is employed in the Pythia system to represent code snippets as dense low-dimensional vectors.
Each input data file is parsed using the PTVS parser 1 to extract its AST. The method invocations and associated metadata, including invocation spans, serialized sequences of syntax nodes and tokens from the AST, and the runtime types of method call receiver tokens are extracted. The data processing workflow is summarized in Fig. 3 .
Syntax node and token names are mapped to integers from 1 to V to obtain token indices. Infrequent tokens are removed to reduce vocabulary size. During training, the out-of-vocabulary (OoV) tokens in a code snippet are mapped to integers greater than vocabulary size V , in a way that the occurrences of the same OoV token in the training code snippet would be represented by the same integer. Each training sample is an AST serialized into sequence terminated with the "." end-of-sequence character. A name of the method call token serves as a label and is one-hot encoded. We train a word embedding on the corpus of the source code repositories to map token indices to low-dimensional dense vectors preserving semantic relationships in the code.
Leveraging type information
Python is a dynamically typed language. While PEP 484 2 introduces type annotations for various common types starting Python 3.6, most of the libraries have not yet adopted it. As such, Python interpreter does variable type checking only as code runs. We infer types of the method call receiver tokens and local variables at runtime based on static analysis of the object usage patterns and include this information into training sequences.
In Python programming language, a user has freedom of aliasing imported modules. For instance, a commonly used "import numpy as np" may well be "import numpy as an_unusual_alias". Embedding vectors for "np" and "numpy" tokens are nearby in embedding space. However, an infrequent alias like "an_unusual_alias" may be an out-of-vocabulary token and not represented in the embedding. Including type information during training means an embedding vector corresponding to "numpy" token would be used in all of the cases described above.
Variable names are nouns chosen by a developer, which may differ from one code implementation to another. Keeping them in the original format increases the vocabulary size, making a code completion system dependent on spelling of a variable name. To avoid this, variable names are normalized according to var :< variabletype > convention.
NEURAL CODE COMPLETION MODEL
Recurrent Neural Networks are a family of neural networks capable of processing sequential data of arbitrary length. Long shortterm memory networks [4] , a particularly successful form of RNNs, trained on large datasets can obtain remarkable performance results across a wide variety of domains -from image captioning [9] , to sentiment analysis and machine translation [19, 20] . An LSTM unit uses no activation function within its recurrent components, controlling information flow using gates implemented using the logistic function. Thus, the stored values are not iteratively expanded or squeezed over time, and the gradient does not tend to explode or vanish when trained.
The task of method completion is to predict a token m * , conditional on a sequence of syntax tokens c t , t = 0...T , corresponding to the terminal nodes of the AST of a code snippet C, plus the special end-of-sequence token ". ". This problem is a natural fit for sequence learning with LSTM:
Here, the matrix L ∈ R d x × |V | is the word embedding matrix, d x is the word embedding dimension and |V | is the size of the vocabulary. In case of Pythia, function f (., .) represents a stacked LSTM taking the current input and the previous hidden state and producing the hidden state at the next temporal step. W ∈ R |V |×d h and b ∈ R |V | are the output projection matrix and the bias. The d h is the size of the hidden state of LSTM. Inspired by [8] , we are reusing the input word embedding matrix as the output classification matrix as shown in Fig. 4 , which allows to remove the large fully connected layer and significantly reduce the number of trainable parameters and the model size on disk. More specifically, we introduce a projection matrix A = (a) i j ∈ R d h ×d x initialized according to a random uniform distribution. Given an LSTM encoded snippet and a hidden state at the last temporal step h T ∈ R d h , by multiplying the two together we obtain the predicted embedding vector L pr ed = (l pr ed ) j ∈ R d x as:
Subsequently, the unnormalized predictions of the neural network are obtained as:
where b k , k = 0...|V | − 1 is the bias vector initialized to zeros before backpropagation.
MODEL TRAINING
Neural networks are trained iteratively, making multiple passes over an entire dataset before converging to a minimum. Backpropagation through time (BPTT) is a gradient-based neural network training algorithm we apply to train the LSTMs statefully. Training deep neural networks is a computationally intensive problem that requires the engagement of high-performance computing clusters. Pythia uses a data-parallel distributed training algorithm with Adam optimizer, keeping a copy of an entire neural model on each worker, processing different mini-batches of the training dataset in parallel lockstep.
The offline training module of the Pythia system is implemented as a Python library integrating TensorFlow and CUDA-aware MPI for distributed training. The software stack makes use of CUDA 9, GPU accelerated deep learning primitives from CuDNN 7, and TensorFlow 1.10. We use BatchAI 3 -an Azure cloud service providing on-demand GPU clusters with Kubernetes resource manager -for model training and hyperparameter optimization. The online module is implemented in C#, making use of ML.NET library and ONNX data format 4 .
Batching and Learning rate schedule
The number of nodes in a Python file-level abstract syntax tree ranges from O(10 2 ) to O(10 4 ). To leverage long-range dependencies in the source code we consider sequence lengths in the range of 100 − 1000. To overcome the gradient vanishing problem for long sequences, we approximate the computation of the gradient of the loss with respect to the model parameters by truncated backpropagation through time [6] .
Efficient batching is important to fully utilize parallelism of modern GPUs. In general, training sequences will have variable lengths, with a majority having the maximum length of T , as shown in Fig. 5 . Training samples are presorted and split into three buckets based on their lengths. Within each bucket, sequences are padded to the maximum length using the special padding token, which is then excluded from loss calculation by means of masking. A training buffer to maintain sequences belonging to d b distinct ASTs is allocated. At every training step, the first T R N N timesteps of the buffer are fed as the next batch. The buffer is then shifted by T R N N . Every time a sequence is finished in the buffer, a new set of sequences is loaded, and the LSTM internal states are reset for training.
The learning rate controlling the magnitude of the weight update during gradient optimization is lowered upon completion of each epoch according to the exponential decay. In a distributed regime, the learning rate is scaled up during the first few epochs to facilitate reliable model convergence. Closely following [5] , we linearly scale the learning rate up proportionally to the number of workers N wor ker during the first 4 epochs ("warm-up" period):
here, λ 0 is the base learning rate, γ is the learning rate decay constant, i is the epoch number, and parameter α is the scaling fraction controlling the learning rate at the end of the warm-up period, α = 4 was found to work best via hyperparameter search. Fig. 6 shows the reduction in training time due to distributed training and the effect of learning rate schedule.
Hyperparameters
Overall, the model architecture, training procedure, and data normalization produce a large number of hyperparameters that must be tuned to maximize predictive performance. These hyperparameters include numerical values such as the learning rate and number of LSTM layers, dimension of embedding space, but also abstract categorical variables such as the precise model architecture or the normalization algorithm. These parameters are summarized in Tab. 3.
Throughout this work, the "best" model is determined by hyperparameter tuning. This is done via random search in the respective hyperparameter space of each method, i.e. by training a number of models with random hyperparameters on the training set and choosing the one with the highest performance on validation set.
Tuning neural network architecture
Architecture of the neural network is a hyperparameter. Besides LSTM, we consider gated recurrent units (GRU), LSTM with attention mechanism for temporal data [16] , and variations of classification layer following the LSTM.
Selecting the best model for serving online is a trade-off between accuracy and model size. Tab. 4 shows validation level accuracy for various neural model architectures and associated sizes on disk. As seen, removing a large fully connected classification layer in favor of predicted embedding reduces the number of trainable parameters and the model size on disk by 25%. The best top-5 accuracy is achieved when the attention mechanism is employed, however, this model is 8% larger and has slower inference speeds. Consequently, we have chosen the LSTM with predicted embedding for deployment.
EVALUATION 7.1 Evaluation Metrics
Top-k accuracy and the mean reciprocal rank (MRR) [15] are used to measure the quality of recommendations, defined as:
where N t op−k denotes the number of relevant recommendation in top k suggestions, Q represents the total number of test data samples and rank i is the prediction rank of a recommendation. Accuracy in top-1 tells how often the top recommendation is correct, while top-5 accuracy provides an idea of how often the top five recommendation list contains the suggestion a user is looking for. The MRR captures the overall rank of the result, thus providing information of how far outside of the list of top suggestions the model prediction was. MRR values closer to one indicate overall smaller recommendation ranks, corresponding to a better performing model.
Evaluation results
Tab. 5 shows the performance comparison of the Pythia neural model and various simpler baselines, including basic alphabetic ordering, frequency models, and invocation-based Markov Chain model. As seen, our model significantly outperforms all the base- 
Neural network quantization
Neural network quantization is a process of reducing the number of bits to store weights. The numerical format used during training of the Pythia neural model is IEEE 754 32-bit float. Quantization is performed layer-by-layer, extracting minimum and maximum values of weights and activations in the floating point format, zero shifting, and scaling. Given a weight matrix W = w i j for a layer, the quantized weight matrix W q is obtained as:
In the case of Pythia, post-training quantization into 8-bit integer results in model size reduction to quarter the size -from 152 MB to 38 MB -reducing top-5 accuracy from 92% to an acceptable 89%.
An example online recommendation served by the Pythia neural model is shown in Fig. 8 . As seen, Pythia accurately suggests the most likely method call should involve an optimizer, with two out of the top five recommendations being Adam and SGD optimizers. Other suggestions include "Saver" -a method adding ops to save and restore variables to and from checkpoints, "exponential_decay" -controlling learning rate decay, and "Feature" -a data wrapper specific to TensorFlow, all of which are likely to be called to before creating a session and running the training ops. 
CONCLUSIONS
We have introduced a novel end-to-end approach for AI-assisted code completion called Pythia, generating ranked lists of method and API recommendations that can be used by software developers. We have deployed the system as part of Intellicode extension in Visual Studio Code IDE. Pythia makes use of long short-term memory networks trained on long-range code contexts extracted from abstract syntax trees, capturing semantics carried by distant nodes. Evaluation results on a large dataset of 15.8 million method calls extracted from real-world source code showed that our best model achieves 92% top-5 accuracy, beating simpler baselines.
We have overcome and documented several practical challenges of training deep neural networks and hyperparameter tuning on high-performance computing clusters, and model deployment on lightweight client devices to predict the best matching code completions at edit time.
Besides Python, Intellicode extension is providing AI-assisted code completions for a variety of programming languages including C#, Java, C++, and XAML based on our Markov Chain model. In the future, advanced deep learning approaches will be explored in application to programming languages other than Python, and for more sophisticated code completion scenarios.
