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The fractional Boltzmann transport equation is derived making use of the fractional
Hamilton’s equations based on the fractional actionlike variational approach. By simply
defining a distribution function and inspecting its time derivative, many important results
in statistical physics can be derived.
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1. Introduction
Fractional calculus has become an exciting new mathematical method of solution for diverse problems in mathematics,
science, and engineering during the last decade. The fractional calculus is in fact a generalization of ordinary differentiation
and integration to arbitrary order [1–11]. Making use of fractional derivatives and integrals, one may describe more
accurately the dissipative and the nonconservative complex dynamical systems and accordingly investigate more
completely its dynamical and physical properties. The Fractional Calculus of Variations (FCV) consists of a newand important
part of the field of fractional calculus and it was applied successfully in transport processes, control theory, plasma physics,
wave propagation in complex and porous media, astrophysics, cosmology, quantum field theory, potential theory, and so
on [12–62]. Different forms of Euler–Lagrange equations were obtained in the literature depending on the action and type
of fractional derivative used. The formulation of the FCV still needs further explanation as the problem is extremely related
to the fractional quantization procedure and to the presence of non-local fractional differential operators.
One realistic and simple approach to model non-conservative and weak dissipative complex dynamical systems is the
Fractional Action-Like Variational Approach (FALVA) based on the concept of left Riemann–Liouville fractional integral
functionals with one parameter α but not on fractional-order derivatives of the same order [63,64]. The corresponding
fractional Hamilton’s equations were derived and many encouraging results were effectively obtained and discussed
[32–47]. The main aim of this work is to derive the fractional Boltzmann equation (FBE) from FALVA Hamilton’s equations.
Despite the fact that the classical Markovian Boltzmann equation plays a crucial role in transport phenomena and non-
equilibrium statistical mechanics, it fails to describe correctly some non-equilibrium anomalous processes that take place
in turbulent plasma, interstellarmagnetic fields, disordered semiconductors, and other complex structures [65–67]. Though,
it was argued that fractional Boltzmann equation succeeds to describe anomalous neutrons processes under realistic
conditions [68,69]. More recently, the FBE for resonance radiation transport in plasma is proposed [70]. It was observed
that the presence of the fractional material derivative in the FBE is concordant with the heavy tailed distribution of photon
path lengths and with spatiotemporal coupling peculiar to the process. The new fractional equation is based on a fractional
derivative whereas in our arguments, it is based on a fractional integral.
The fact that the adjoint of a fractional differential operator used to describe the dynamics is not the negative of itself
and the occurrences of non-local fractional differential operators represent two major problems of dealing with fractional
integral operators rather than fractional derivatives operators. It is noteworthy that the fractional operators are in reality
global (non-local) operators. For thatmain reason, dynamical systemswith fractional order are non-conservatives and hence
E-mail address: nabulsiahmadrami@yahoo.fr.
0898-1221/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2011.03.040
R.A. El-Nabulsi / Computers and Mathematics with Applications 62 (2011) 1568–1575 1569
fractional calculus of variations is extensively used for describing intermediate physical processes and critical phenomena
in non-equilibrium complex non-linear systems.
The paper is organized as follows: in Section 2, we review rapidly the basic concepts of the Fractional ActionLike
Variational Approach FALVA. In Section 3, we derive the fractional Boltzmann equation for non-interacting particles. In
Section 4, we discuss the consequential fractional hydrodynamics and heat transport. In Section 5, we discuss a simple
application within the framework of statistical physics, mainly Ohm’s law and electrons conductivity in metal. The paper
concludes in Section 6 with a brief summary of the main results and future challenge and perspectives.
We introduce the main notations, conventions and assumptions that underlie the remainder of the present work:
1. In the notation t → f (t), t is a dummy variable.
2. Exactly, the same function can be written, for example (q˙, q, τ )→ f (q˙, q, τ ); q˙, q, τ are dummy variables here.
3. For (q˙, q, τ )→ f (q˙, q, τ ), the partial derivative of f with respect to the first argument is denoted by ∂L/∂ q˙.
2. The fractional actionlike variational approach
We start by recalling the following definition [63,64]:
Let Q be a an n-dimensional manifold and T Q its tangent bundle. Coordinates qi, i = 1, 2, . . . , n on Q induce tangent
coordinates (qi, q˙i) on T Q. The mapping L : T Q→ R is the Lagrangian of the theory. The fractional variational Hamilton’s
approach singles out particular curves q(τ ) ∈ Q by the condition:
δ {q(·)} = 0, (1)
where
S [q(·)] = 1
0(α)
∫ t
a
L(q˙(τ ), q(τ ), τ )(t − τ)α−1dτ ≡
∫ t
a
L(q˙(τ ), q(τ ), τ )dπ(τ), (2)
is the fractional action integral. The variation is over smooth curves in Q with fixed endpoints under the initial condition
q(a) = qa, where q˙ = dq/dτ , 0(α) =
∞
0 t
α−1 exp(−t)dt is the Euler gamma function, 0 < α ≤ 1, τ is the intrinsic time,
t is the observer time, t ≠ τ , and the smooth Lagrangian function L : [a, b]×Rn ×Rn → R is a C2-function with respect to
all its arguments. Here L(q˙(τ ), q(τ ), τ ) is the Lagrangian weighted with (t−τ)α−1/0(α) and0(α+1)π(τ) = tα− (t−τ)α
with the scaling property π(µτ) = µαπ(τ), µ > 0. The variations δq(τ ) of the curve q(τ ) that satisfy δq(τ ) ∈ Dq(τ ) for
each τ , 0 ≤ τ ≤ t . HereD is a collection of linear subspaces denotedDq(τ ) ∈ TqQ for each q ∈ Q.
The fractional Hamilton’s variational approach for a curve q(τ ) is equivalent to the condition that this curve satisfies the
Fractional Euler–Lagrange Equations (FELE):
∂L
∂q
− d
dτ

∂L
∂ q˙

= 1− α
t − τ
∂L
∂ q˙
. (3)
Given L : T Q → R, let FL : T Q → T Q∗ be the derivative of the Lagrangian in the fiber direction. In coordinates,
(qi, q˙j) → (qi, pj) where pj = ∂L/∂ q˙j. If the Lagrangian is hyperregular, i.e. FL is a diffeomorphism, we define the
corresponding Hamiltonian by H(qi, pj) = piq˙i − L. The FELE for L are equivalent to the fractional Hamilton’s principle
for H , namely:

q˙i(τ ), p˙j(τ )
 = ∂H
∂pi
,−∂H
∂qi
− 1− α
t − τ pi

. (4)
Note that when α = 1, we fall into the standard classical dynamical equations. Recall that a ‘first integral’ of a non-fractional
(α = 1) dynamical systemmodeled by a system of differential equations is a functionwhich has a constant value along each
integral curve of the dynamical system. This led directly to the consideration of the weak dissipative effects in Lagrangian
and Hamiltonian formulations. Besides, the Lagrangian does not depend on time explicitly, i.e. the Hamiltonian H is not
a first integral of the fractional Euler equations. This may be shown by considering the Lagrangian (and consequently the
Hamiltonian) in the fractional action independent of τ explicitly. In fact:
dH
dτ
=
n−
j=1
[
∂H
∂qj
dqj
dτ
+ ∂H
∂pj
dpj
dτ
]
,
=
n−
j=1
[
∂H
∂qj
∂H
∂pj
− ∂H
∂pj

∂H
∂qj
+ 1− α
t − τ pj
]
= 1− α
τ − t
n−
j=1
∂H
∂pj
pj, (5)
which is different from zero along each external.
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In Eq. (1), we recognized the Riemann–Liouville operator of fractional integration in Lebesgue integrable space:
aIαt f (t) =
1
0 (α)
∫ t
a
f (τ )(t − τ)α−1dτ , ℜ(α) > 0, (6)
= d
n
dtn a
Iα+nt f (t), −n < ℜ(α) ≤ 0, n ∈ N. (7)
Given that we have defined fractional differentiation through integration, fractional derivatives are no longer local
operations. They are defined over an interval. This may explain why Leibnitz believed it was a paradox since his objective
was to obtain a unique and local derivative. Furthermore, due to the fact that the absolute continuity is a sufficient condition
to fractional integration, the space of functions chosen above corresponds to the absolutely continuous functions.
3. The fractional Boltzmann equation
In order to derive the FBE, we will deal with non-interacting particles so that we can use the single particle distribution
function f (r⃗, p⃗, τ )with no approximations given that the full distribution functionD(r⃗1, p⃗1; r⃗2, p⃗2; . . . ; r⃗N , p⃗N , τ ) factorizes
into a product of N one particle distribution functions in d-dimensions. Since we expect that the particles are governed by
fractional Hamiltonian dynamics, Liouville’s theorem of incompressible phase space flow applies as well. In fact, we may
write making use of Eq. (4):
df (r⃗, p⃗, τ )
dτ
= ∂ f (r⃗, p⃗, τ )
∂τ
+
d−
i=1

∂ f (r⃗, p⃗, τ )
∂ri
∂ri
∂τ
+ ∂ f (r⃗, p⃗, τ )
∂pi
∂pi
∂τ

, (8)
≡ ∂ f (r⃗, p⃗, τ )
∂τ
+ dr⃗
dτ
· ∇r⃗ f (r⃗, p⃗, τ )+ dp⃗dτ · ∇p⃗f (r⃗, p⃗, τ ), (9)
≡ ∂ f (r⃗, p⃗, τ )
∂τ
+ ∂H
∂ p⃗
· ∇r⃗ f (r⃗, p⃗, τ )−

∂H
∂ r⃗
+ 1− α
t − τ p⃗

· ∇p⃗f (r⃗, p⃗, τ ). (10)
Now for a single particle Hamiltonian H = p⃗2/2m+ V (r⃗, τ )where V (r⃗, τ ) is the potential function, we may write:
df (r⃗, p⃗, τ )
dτ
≡ ∂ f (r⃗, p⃗, τ )
∂τ
+ p⃗
m
· ∇r⃗ f (r⃗, p⃗, τ )−

∇r⃗V (r⃗, τ )+ 1− αt − τ p⃗

· ∇p⃗f (r⃗, p⃗, τ ), (11)
≡ ∂ f (r⃗, p⃗, τ )
∂τ
+ p⃗
m
· ∇r⃗ f (r⃗, p⃗, τ )−∇r⃗V (r⃗, τ ) · ∇p⃗f (r⃗, p⃗, τ )  
standard part
− 1− α
t − τ p⃗ · ∇p⃗f (r⃗, p⃗, τ )  
fractional part
. (12)
Therefore, Liouville’s theorem which states that the phase space volume remains constant as well as the number of
particles in a volume dr⃗dp⃗ is violated. In a periodic lattice, this equation may describe the phase space fractional dissipative
dynamics of a system of particle for non-interacting atoms. This is not surprising as non-conservation of the distribution
function f (r⃗, p⃗, τ ) occurs in systems where electron–electron interactions, impurities or crystal defects are present. These
interactions change particle momenta via scattering processes due to the Coulomb interaction such that the particles can
scatter in and out of the phase space volume dr⃗dp⃗ [71–74]. Since we can account for the scattering in and out of the phase
space volumeby balancing the time rate of change of the distribution function f (r⃗, p⃗, τ )with a time rate of change associated
with the collisions, we may write Eq. (12) as
∂ f (r⃗, p⃗, τ )
∂τ
+ p⃗
m
· ∇r⃗ f (r⃗, p⃗, τ )−∇r⃗V (r⃗, τ ) · ∇p⃗f (r⃗, p⃗, τ )− α − 1
τ − t p⃗ · ∇p⃗f (r⃗, p⃗, τ ) ≡

∂ f (r⃗, p⃗, τ )
∂τ

collisions
. (13)
Therefore the collision integral depends on the fractional part. Concerning the collision integral, one can calculate for a
given interaction potential the collision integral accurately but in practice this is not very helpful for practical applications.
In order to avoid the BBGKY hierarchy, an appropriate method is required to derive the collision integral which involves the
single particle distribution function. It iswell-known that in such a case the collision integral depends on the relaxation-time
approximation as follows:
∂ f (r⃗, p⃗, τ )
∂τ

collisions
= − f (r⃗, p⃗, τ )− fequilibrium(r⃗, p⃗)
t(p⃗)
, (14)
where fequilibrium(r⃗, p⃗) is the local equilibrium distribution function and t(p⃗) is a specified function of p⃗ and does not depend
on the distribution function [71]. Although these assumptions are not extremely fundamental as far as the perturbation in
distribution function depends on local electrical field and local gradients (as happens in the homogeneous semiconductor
case). Eq. (14) states that that the rate at which f (r⃗, p⃗, τ ) returns to the equilibrium distribution, fequilibrium(r⃗, p⃗) is
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comparative to the deviation of f (r⃗, p⃗, τ ) from fequilibrium(r⃗, p⃗). The main hypothesis behind this is that scattering simply
serves to constrain a non-equilibrium distribution back towards the thermal equilibrium state. The FBE can now be written
like:
∂ f (r⃗, p⃗, τ )
∂τ
+ p⃗
m
· ∇r⃗ f (r⃗, p⃗, τ )−∇r⃗V (r⃗, τ ) · ∇p⃗f (r⃗, p⃗, τ )
− α − 1
τ − t p⃗ · ∇p⃗f (r⃗, p⃗, τ ) = −
f (r⃗, p⃗, τ )− fequilibrium(r⃗, p⃗)
t(p⃗)
. (15)
Remarkably, if for instance
f (r⃗, p⃗, τ ) = fequilibrium(r⃗, p⃗)+ α − 1
τ − t t(p⃗)p⃗ · ∇p⃗f (r⃗, p⃗, τ ), (16)
then the FBE is no longer fractional and it is free from the collisions’ integral. In one dimension, Eqs. (15) and (16) give:
f (r⃗, p⃗, τ )− fequilibrium(r⃗, p⃗) = −m
F⃗
α − 1
τ − t t(p⃗)p⃗ ·

∂ f
∂τ
+ v⃗ · ∂ f
∂ x⃗

. (17)
From this, we can notice that f (r⃗, p⃗, τ )→ fequilibrium(r⃗, p⃗) if τ − t →∞, p⃗ = 0 or
∂ f
∂τ
+ v⃗ · ∂ f
∂ x⃗
= 0. (18)
Eq. (18) is the Boltzmann equation free from the external potential.
4. The fractional hydrodynamics and heat transport equations
Usually, for quantities such as mass, momentum and energy which are considered to be conserved in the collisions, if
we sum these quantities over all molecules one can derive the macroscopic conservation laws which are the equations of
hydrodynamics and heat transport. In the fractional approach, the conservation laws are violated. To explore this, we start
by the mass.
A—The mass density in one dimension for a body of massmmoving with velocity v⃗ is normally given by:
ρ(x⃗, τ ) =
∫
d3vmf (x⃗, v⃗, τ ). (19)
Making use of the FBE (13) to derive the fractional equation of motion for the density, we can write easily:
∂ρ(x⃗, τ )
∂τ
=
∫
d3vm
∂ f (x⃗, v⃗, τ )
∂τ
, (20)
= −
∫
d3vmv⃗ · ∂ f (x⃗, v⃗, τ )
∂τ
−
∫
d3vF⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
+ α − 1
τ − t
∫
d3vmv⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
+
∫
d3vm ·

∂ f (x⃗, v⃗, τ )
∂τ

collisions
, (21)
where F⃗ = −∇x⃗V (x⃗, τ ). As themass is conserved during collisions, then naturally the last term in Eq. (21) is zero. The second
term is zero as well and hence we are left with:
∂ρ(x⃗, τ )
∂τ
+
∫
d3vmv⃗ · ∂ f (x⃗, v⃗, τ )
∂τ
= α − 1
τ − t
∫
d3vmv⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
. (22)
The second term in Eq. (22) is identified with:∫
d3vmv⃗ · ∂ f (x⃗, v⃗, τ )
∂τ
= ∇ · (ρu⃗), (23)
where
u⃗ =

d3vv⃗f (x⃗, v⃗, τ )
d3vf (x⃗, v⃗, τ )
, (24)
is the average velocity. The fractional macroscopic conservation of mass takes at this time the special form:
∂ρ(x⃗, τ )
∂τ
+∇ · (ρu⃗) = α − 1
τ − t
∫
d3vp⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
. (25)
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B—Integrating now over the velocity distribution gives straightforwardly:
∂

ρ(x⃗, τ )u⃗

∂τ
=
∫
d3vmv⃗
∂ f (x⃗, v⃗, τ )
∂τ
, (26)
= −
∫
d3vmv⃗ · v⃗ ∂ f (x⃗, v⃗, τ )
∂τ
−
∫
d3vv⃗F⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
+ α − 1
τ − t
∫
d3vmv⃗2 · ∂ f (x⃗, v⃗, τ )
∂v⃗
+
∫
d3vmv⃗ ·

∂ f (x⃗, v⃗, τ )
∂τ

collisions
. (27)
Dropping out again the collision term, we obtain:
∂

ρ(x⃗, τ )u⃗

∂τ
= −
∫
d3vmv⃗ · v⃗ ∂ f (x⃗, v⃗, τ )
∂τ
−
∫
d3vv⃗F⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
+ α − 1
τ − t
∫
d3vmv⃗v⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
. (28)
If we let Φ(x⃗, τ ) = F⃗(x⃗, τ )n(x⃗, τ ) be the force per unit volume, it is easy to check after performing the integration by part
the second term on the RHS of Eq. (28) that this later is simplified to:
∂

ρ(x⃗, τ )u⃗

∂τ
= −∇⃗ ·

m
∫
d3vv⃗v⃗f (x⃗, v⃗, τ )

+ Φ⃗ + α − 1
τ − t
∫
d3vmv⃗v⃗ · ∂ f (x⃗, v⃗, τ )
∂v⃗
. (29)
Now write the molecular velocity in terms of the mean velocity u⃗ and a correction V⃗ with zero mean as v⃗ = u⃗ + V⃗ with
d3vV⃗ f (x⃗, v⃗, τ ) = 0, then we find after simplification:
∂

ρ(x⃗, τ )u⃗

∂τ
= −∇⃗ · (ρu⃗u⃗)+ Φ⃗ − ∇⃗· ↔Ξ
+ m
2
α − 1
τ − t
∫
d3v(u⃗+ V⃗ )(u⃗+ V⃗ ) ·

∂ f (x⃗, u⃗+ V⃗ , τ )
∂ u⃗
+ ∂ f (x⃗, u⃗+ V⃗ , τ )
∂ V⃗

, (30)
= −∇⃗ · (ρu⃗u⃗)+ Φ⃗ − ∇⃗· ↔Ξ
+ m
2
α − 1
τ − t
∫
d3uu⃗u⃗ · ∂ f (x⃗, u⃗+ V⃗ , τ )
∂ u⃗
+
∫
d3V V⃗ V⃗ · ∂ f (x⃗, u⃗+ V⃗ , τ )
∂ V⃗

, (31)
since the cross term gives zero. Here
↔
Ξ is the momentum flux or stress tensor. In component form, we may write:
ρ

∂ui
∂τ
+ ∂
∂xj
(uiuj)

= Φi − ∂
∂xj
Ξij + m2
α − 1
τ − t
∫
d3uuiuj · ∂ f
∂ui
+
∫
d3VViVj · ∂ f
∂Vi

, (32)
where
Ξij = m
∫
d3VViVjf (x⃗, u⃗+ V⃗ , τ ) = mn

d3VViVjf (x⃗, u⃗+ V⃗ , τ )
d3Vf (x⃗, u⃗+ V⃗ , τ ) = ρ⟨ViVj⟩. (33)
Making use of Eq. (25), we may write finally Eq. (32) like:
ρ
du⃗
dτ
≡ ρ

∂ u⃗
∂τ
+

u⃗ · ∇⃗

u⃗

= Φ − ∇⃗· ↔Ξ +m
2
α − 1
τ − t
∫
d3uu⃗(u⃗ · ∇⃗)f +
∫
d3V V⃗ (V⃗ · ∇⃗)f

. (34)
A similar result can be derived for the energy density. Many consequences can be derived by the FBE. A simple example will
be discussed in the subsequent section.
5. Application: fractional conductivity in metals
If one assumes the external potential is that of an electric field, then making use of the Fermi–Dirac distribution at
constant temperature, we can write Eq. (15) as:
∂ fequilibrium
∂ε
p⃗
m
· eE⃗ − α − 1
τ − t p⃗ · ∇p⃗f = −
f − fequilibrium
t(p⃗)
, (35)
where ε is the energy, e is the electric charge and p⃗/m = ∂e/∂ p⃗. We have assumed that f is time-independent. We may
write Eq. (35) like:
f = fequilibrium − ∂ fequilibrium
∂ε
t(p⃗)
p⃗
m
· eE⃗ + α − 1
τ − t t(p⃗)p⃗ · ∇p⃗f . (36)
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The fractional current density is now given by:
J⃗ =
∫
dp⃗
p⃗
m
e
[
fequilibrium − ∂ fequilibrium
∂ε
t(p⃗)
p⃗
m
· eE⃗ + α − 1
τ − t t(p⃗)p⃗ · ∇p⃗f
]
, (37)
=
∫
dp⃗
p⃗
m
e

−∂ fequilibrium
∂ε

t(p⃗)
p⃗
m
· eE⃗ + (α − 1)
m
∫
dp⃗
ep⃗
τ − t t(p⃗)p⃗ · ∇p⃗f , (38)
as there is no current density associatedwith the equilibriumdistribution function. Integrating the first integral over surfaces
of constant energy and making use of the fact that (−∂ fequilibrium/∂ε) behaves like a delta function at the Fermi level, we are
left with an integral over the Fermi surface and hence [71]:
J⃗ = 1
4π3
Te2
mh¯
∫
p⃗p⃗dSF
p  
σ⃗
·E⃗ + (α − 1)
m
∫
dp⃗
e
τ − t T p⃗p⃗ · ∇p⃗f , (39)
≡ σ⃗ · E⃗ + eT
m
∫
dp⃗p⃗
 α − 1τ − t p⃗ · ∇p⃗f  
= ∂ fequilibrium
∂ε
p⃗
m ·eE⃗+
f−fequilibrium
T
 , (40)
= σ⃗ · E⃗ + e
2T
m2
∫
dp⃗
∂ fequilibrium
∂ε
p⃗p⃗ · E⃗  
−σ⃗ ·E⃗
+ e
m
∫
dp⃗p⃗f , (41)
= e
m
∫
dp⃗p⃗f = e
∫
dv⃗mv⃗f , (42)
and hence the fractional current density is proportional to the momentum density just like in one-component plasma [75].
σ⃗ is the conductivity tensor and T ≡ t(p⃗). Eq. (40) is the fractional Ohm’s law. One may expects that by adding a magnetic
field, one can derive a modified Hall Effect from the FBE.
At the end, Eq. (8) may be written like:
df (r⃗, p⃗, τ )
dτ
= ∂ f (r⃗, p⃗, τ )
∂τ
+ ∂H
∂ p⃗
· ∇r⃗ f (r⃗, p⃗, τ )− ∂H
∂ r⃗
· ∇p⃗f (r⃗, p⃗, τ )  
{f (r⃗,p⃗,τ ),H}
−1− α
t − τ p⃗ · ∇p⃗f (r⃗, p⃗, τ ), (43)
where

f (r⃗, p⃗, τ ),H

is the Poisson bracket. However, the entropy of a gas system is defined by [76]:
S = −k
∫
d3pρ ln ρ, (44)
where ρ is the grand distribution of the system of the grand phase space 0 ≡ d3p-space and k is a real constant.
Differentiating equation (44) with respect to time yields:
dS
dτ
= −k
∫
d3p (ln ρ + 1) ∂ρ
∂τ
. (45)
Making use of the fractional Liouville equation derived from Eq. (43) and assuming ρ is a constant of motion:
∂ρ
∂τ
+ {ρ,H} = 1− α
t − τ p
∂ρ
∂p
, (46)
we obtain:
dS
dτ
= −k
∫
d3p (ln ρ + 1)

1− α
t − τ p
∂ρ
∂p
− {ρ,H}

, (47)
= k
∫
d3p {ρ,H} (ln ρ + 1)− kα − 1
τ − t
∫
d3p (ln ρ + 1) p∂ρ
∂p
. (48)
After simple integration, the first integral is equal to zero and accordingly the entropy function changes with time when
the system is in equilibrium and hence the entropy problem is violated. Such a violation appears in real gas and it was
realized since the famous Umkehreinwand and Wiederkehreinwand of Zermelo and Loschmidt [77]. It was argued that the
violating of the S/H-theorem can be characterized as those in which particle positions and velocities are so correlated that
Stosszahlansatz fails to hold [78–81].
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6. Conclusions and perspectives
In summary, the FBE can be derived by considering making use of the fractional Hamilton’s equations based on FALVA
and on the way a distribution function changes in time. There are varieties of approximations which make the equation
practical for simple dynamical systems. The fractional Boltzmann’s equation can describe anomalous effects arising in
macroscopic phenomena such as electrical conductivity, the Hall Effect, anomalous photon transport in superfluids and
anomalous radiative transport in planetary and stellar atmospheres as well as anomalous diffusion process [82–87,75]. In
reality, different transport regimes can be observed in disordered semiconductors, e.g. normal Brownian diffusion regime
characterized by Gaussian statistics and standard diffusion equation, and different types of anomalous (non-Gaussian
or superdiffusion and subdiffusion) transport. The standard transport equation cannot succeed at describing all regimes
simultaneously. A good number fractional transport equation was developed making use of the fractional derivatives
technique in order to anomalous transport theory [88–93]. In contrast to most of these works, the fractional transport
equation obtained here was derived making use of the fractional integral and mainly started from the fractional actionlike
variational approach. One main consequence of the results obtained here lies in the violation of the entropy problem. From
experimental point of view, it was observed recently that the second law of thermodynamics is violated for small systems
over short time scales by following the trajectory of a colloidal particle captured in an optical trap that is translated relative
to surroundingwatermolecules [94]. Apparent violation of the second law of thermodynamics in quantum transport studies
was also observed recently [95]. Besides, it was argued in [96] that a violation of the second law of thermodynamics occurs
when an atom in an excited state coupled to a zero temperature bath is used to extract work from the bath. Despite the
phenomenological approach described here, we expect that the FBE is useful and applicable. Analytical results supported
by numerical simulations are in progress. We expect that the fractional formalism described here may be useful to derive
new properties of skin effect phenomena of a good conductor as well as electromagnetic wave theory. Future studies are
also directed toward quantum fractional transport theory. It’s a very involved subject which is typically studied under the
somewhat broader topic of non-equilibrium statistical mechanics.
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