We consider the stationary reaction-diffusion model in a domain Ω ∈ R n having the size along one coordinate direction essentially smaller than along the others. By an energy type argumentation we deduce two simplified models of lower dimension (zero-, and first-order models), which are defined on a domain of the dimension n − 1. For these models, we derive fully computable estimates of the difference between the solution of the original problem and n−dimensional reconstructions generated by solutions of dimensionally reduced problems.
Introduction
In the past decades, model reduction has become an essential tool in analysis and simulation of many complex physical models. It is often beneficial to reduce the dimension of the data in order to reduce the computation cost or even improve the efficiency and accuracy of the data analysis. The method of dimensional reduction is a typical way of solving boundary value problems associated with domains, where the size along one coordinate direction is much smaller than the others. In such a case, the solution u (n) of a n-dimensional problem P (n) (let us assume that u (n) belongs to a Banach space V ) is approximated by a solution u (n−k) of a certain simplified problem P (n−k) , where k is a positive integer number. A computable approximation u (n−k) τ of u (n−k) , which present a reliable information on u (n) , can be obtained, e.g., by projecting P (n−k) onto a finite dimensional space and solving the corresponding discrete problem P (n−k) τ (for the detailed discussion on the hierarchy of reduced problems see, e.g., [4] , [18] ).
Due to the fact that the functions u (n) , u (n−k) , and u (n−k) τ belong to different spaces, a dimension reconstruction operator K : V (n−k) → V, which forms images of solutions of (n − k)-dimensional problems in the n-dimensional space V, should be introduced. We assume that K satisfies (except the obvious conditions of computational simplicity and boundedness) the Lipschitz condition
where the constant C K > 0 does not depend on v 1 and v 2 .
In order to determine the difference between u (n) and the function K u (n−k) τ , we obtain by the triangle inequality that
The first term in (1.2) represents the modeling error due to the dimension reduction, the second one is related to the numerical discretization. The additive splitting gives insights how these two parts of the total error are balanced.
Historically, the subject of error estimation in dimension reduction models was mainly focused on a priori asymptotic error estimates that evaluate the difference between original and reduced models in terms of small (geometric) parameters. In particular, such type estimates has been properly investigated for diffusion problems and in elasticity theory (cf. [1, 5, 6] ).
Estimates of the different type that can be used to evaluate modeling errors for problems with a given thickness were derived in [15] for diffusion problems and in [12] for stressed planes.
In this paper, we present computable estimates of the modeling error u (n) − Ku (n−k) V in the case of the approximation of the three-dimensional stationary reaction diffusion problem by the two-dimensional model problem.
The paper is organized as follows. In Section 2, we specify the original problem and introduce the notation. Then, in Section 3, we present and discuss two different dimension reduction models: The so called zero-order and first-order reduced model. In Section 4, the main theorems, which provide guaranteed and fully computable upper bounds of dimension reduction errors for the both reduced models, are given and proved. Particular cases of dimension geometry are surveyed in Section 5.
Statement of the problem and notation
We consider a simply connected and bounded domain
where Ω ⊂ R 2 denotes the orthogonal projection of Ω on the (x 1 , x 2 )-plane (see Figure  1 ) and d ⊖ and d ⊕ are Lipschitz continuous and differentiable functions of (x 1 , x 2 )-coordinates. We denote the lower and upper faces of Ω by
respectively, and the lateral boundaries associated with Robin and Dirichlet boundary conditions by In Ω, we consider the stationary reaction-diffusion problem with mixed Dirichlet-Robin boundary conditions (which we call Problem P)
ν R , ν ⊖ and ν ⊕ are outward normal vectors at Γ R , Γ ⊖ and Γ ⊕ , respectively, and κ(x) and ρ 2 (x) are some known real functions. We assume that the matrix
has the components from L ∞ (Ω) and is uniformly positive definite, i.e., there exist constants 0 < c 1 < c 2 < ∞ such that
and set
It is well known that the generalized solution u of (2.2) is a function in
that satisfies the following integral relation for all w ∈ V 0
It exists, is unique, and continuously depends on the data with respect to the norm of
From now on, we assume that
where
is the domain thickness in point (
We will use the notation x := (x 1 , x 2 ), x ∈ Ω and mark all functions depending only on (x 1 , x 2 ) by . We also will distinguish between the 3-and 2-dimensional divergence operator:
and the 3-and 2-dimensional gradient:
3 Dimensionally reduced models
In this section, we consider two different models of the dimension reduction. The first one (zero-order reduced model ) is based on the hypothesis that "the exact solution is almost constant with respect to the x 3 -coordinate" .
According to this hypothesis, we expect that the exact solution u may be well-approximated by the functions from the subspace
Then, the energy-norm projection of u onto the subspace V (0) 0 yields the reduced
The difference
is the modeling error generated by the zero-order model. We note that in this simplest model the function u (0) is plane, so that we can denote it by u (0) . Certainly, the problem (3.2) must be mathematically correct (i.e., possess a solution which continuously depends on the problem data). To show this, we integrate (3.2) over the direction x 3 . Let the operation ( ) denotes the averaging with respect to x 3 , e.g., for all g ∈ L 1 (Ω)
Having noticed that
and defined for k = 0, 1, 2 5) we can rewrite (3.2) as follows: Find
(3.6) Problem (3.6) is the week form of a two-dimensional reaction-diffusion problem with the homogeneous boundary conditions:
In order to derive a more sophisticated reduced problem (which we hereafter call firstorder reduced model), we accept the hypothesis "the exact solution u is almost linear with respect to the x 3 -coordinate", and expect that the solution u may be well approximated by the functions from the subspace
To derive the corresponding reduced problem, we should minimize the functional
It is clear that J(v) is convex and coercive in the space V
0 . Then by the standard arguments of convex analysis there exists a unique minimizer
Hence, for all v := u (1) + αw with u (1) from (3.9), and any w ∈ V
0 , α ∈ R, holds the inequality J(v) ≥ J(u). Due to the definition of the first variation, we have 10) and obtain for the first term of (3.10) by setting u (1) = u
and w = w 1 + x 3 w 2
By similar computations, we find that
2 ) w 2 dx,
2 ) w 2 ds, and
Hence, the energy-norm projection of u onto the subspace V
(1) 0 yields (with definitions (3.3), (3.4) and (3.5)) the following
= 0 on Γ D such that for all w 1 , w 2 ∈ H 1 ( Ω) with w 1 = w 2 = 0 on Γ D the following relations hold:
It is clear that (3.11) is the week form of a system of two two-dimensional reactiondiffusion problems with the homogeneous boundary condition:
Remark 3.1 We note that if the domain is bounded by plane parallel faces and the coefficients a ij (x) and κ(x) are symmetric functions with respect to x 3 , the system (3.12) is decomposed into two independent reaction-diffusion problems with the homogeneous boundary conditions:
(3.14)
It is obvious that in this case u = 0, and we obtain the same system, as for the zero-order model (cf. (3.7) ). If we wish to improve the zero-order solution, another representation should be used, for example, one from the space
Then, the corresponding system has the form
4 Estimation of the modeling error
Estimation of the approximation error
Our analysis of modeling errors is based upon the so-called functional-type a posteriori error estimates (see [9] - [15] and the references cited therein). More precisely, we use such type estimate derived for the reaction-diffusion equation with mixed Dirichlet-Robin boundary conditions (see [11] , estimates (4.2.21) and (4.2.22)).
Estimates are derived for the combined error norm
, where
For convenience of the reader we recall the method, by which these estimates has been derived.
From (2.6), we obtain
On the other hand,
We note that
represents the part of error associated with violation of the relation p = A∇u (which holds for the exact solution and the corresponding flux p).
and
These functionals correspond to the parts of the error generated by inconveniences in the differential equation and boundary conditions, respectively. It is easy to see that
.
Another way to estimate this integral from above arises if ρ is a strictly positive function. Then,
Analogously, 11) where the constants C Γ ⊖ and C Γ ⊕ come from the trace inequalities
Finally, we note that the boundary integral on Γ R can be estimated by two ways. The first one is also based on the corresponding trace inequality
If κ is strictly positive, we apply another estimate
By (4.4) -(4.7) and (4.10) -(4.12), we arrive at the estimate
By (4.4) -(4.6), (4.8) -(4.12), we obtain for a strictly positive function ρ another estimate
If (4.13) -(4.14) is used instead of (4.12), then
We summarize the results in the following (iv) If, in addition,
then the distance to u is subject to the estimate
which contains no constants.
Error of zero-order model
We apply the results obtained in the previous section in order to measure modeling errors associated with zero and first order models. In what follows, we use the following notation 
with an auxiliary function ψ satisfying the conditions
(ii) Assume ρ strictly positive. Then (4.21) can be modified to the estimate 2 is defined by
(4.27)
(iii) If the function κ is also strictly positive, then we obtain an upper bound
where M 1 and M 2 2 are from (4.22) and (4.27), respectively, and
Proof: (i) We use (4.15) with v = u (0) ∈ V 0 . Certainly, the best possible option would be to take y as the exact flux A∇u, but we have to restrict ourselves to choosing a quantity that we can obtain with the help of dimensionally reduced model, i.e., not containing the unknown exact solution u. For this reason, we approximate the flux by 
(4.34)
Since
we see that 
where I is the identity 2 × 2-matrix.
Consider the functional M 2 . Since y is chosen as in (4.31), we find that
From the product rule for the divergence, it follows that
Now we conclude with (3.7)
Thus, the term M 2 reads with (3.3) -(3.5)
Finally, consider the functional M 3 . Since the third component of the normal vectors ν R is zero, we obtain
are the third components of the normal vectors ν ⊖ and ν ⊕ .
(ii) The estimate (4.26) with M 4.31) ) does not exactly satisfy the three-dimensional relation, M 2 represents the error in the equilibrium equation, and M 3 the error in the boundary condition. We note that for the stationary diffusion problem such an estimate has been earlier derived and tested in [15] . We can follow the recommendation from [15] and choose such ψ that the last two terms of M 3 in (4.24) (i.e., the residual on the Neumann boundary conditions) are identically zero. We note that
(analogously for the norm in L 2 (Γ ⊕ )) and set
where the functions α and β ( α , β ∈ L 2 ( Ω)) are uniquely defined by the condition
(cf. [15] ). The corresponding α and β have the form
It is easy to see that α, β ∈ L 2 ( Ω). Hence, ψ from (4.42) and its derivative in
With (4.42)-(4.44) we obtain for the right hand side terms of (4.21) the following representation:
and 
49)
2 ) + ( A p,0 ∇ u 
(ii) Assume ρ strictly positive. Then (4.48) can be modified to the estimate that does not involve the constant C F,Ω : 
(4.54) (iii) If the function κ is also strictly positive, then we obtain an upper bound that does not contain the constants C F,Ω and C Γ,R :
where M 1 and M 2 2 are from (4.49) and (4.54), respectively, and
2 ) + ( A p,0 ∇ u
, (4.56)
(4.57)
Proof: We approximate the flux by
and again verify that such y belongs to H + (Ω, Div). In (4.58) ψ is again an auxiliary function from L 2 (Ω) satisfying the conditions (4.52).
In order to rewrite estimate (4.15), we use (4.18)-(4.20) and obtain for the term M 1 with v = u
the following representation:
2 )
2 ) + By · y dx 
Now we rewrite the second term in (4.59) in the form
Thus,
2 ψ dx
(4.61)
Finally, we note that
and, therefore, 
1 + A p,1 ∇ u
2 · ( A p,1 ∇ u
1 + A p,2 ∇ u 
2 ) + ∂ψ ∂x 3 L 2 (Ω) .
(4.66)
We recall that the third component of the normal vectors ν R is zero. Then for y defined by (4.58), the functional M 3 has the form
1 + x 3 u
Particular cases
Now we focus the attention on particular forms of the estimates (4.21) and (4.48) for domains with constant thickness and domains with plane parallel faces. In these cases, we have 
2 ) + ( A p,0 ∇ u .7)).
