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Abst ract - -The  application of a general optimization methodology, previously proposed by the 
authors, is extended here to the design of a three link revolute-joint planar manipulator performing 
a complicated prescribed task. In particular the end effector follows a "figure-of-eight" path. The 
minimization of average torque required for execution of the task is addressed and the optimization is 
carried out with the link lengths and base coordinates taken as the five design variables. In addition 
to simple physical bounds placed on the variables, the max imum deliverable torques of the driving 
motors represent further constraints on the system. Joint angle constraints, which are severe for 
this problem, are also imposed. This results in a challenging optimization problem. Two different 
approaches are used in the application of torque and joint angle constraints. The complications 
arising from lock-up and nonaesembly are handled by specially devised procedures. The optimization 
is carried out via a penalty function formulation of the constrained problem to which Snyman's 
unconstrained trajectory optimization algorithm is applied in a special way. Without joint angle 
constraints feasible designs with low objective function values are obtained. With the imposition of 
joint angle constraints the method yields good, but compromised, solutions. © 1998 Elsevier Science 
Ltd. All rights reserved. 
Keywords- -Mathemat ica l  programming, Optimization, Modeling, Simulation. 
1. INTRODUCTION 
Very little work has been dohe in regard to the optimum design of serially linked manipulators 
with respect o dimensional and positional design variables. Until very recently, no general 
methodology was available for the optimum geometric design of serial robot manipulators. The 
methods that have been proposed appear to lack generality as is evident from the following brief 
survey of recent papers in this area. 
Ma and Angeles [1] describe the optimum design of manipulators by choosing kinematic and 
inertial parameters so that the general inertial matrix of the manipulator becomes near isotropic 
during the motion. Hussian et al. [2] developed a procedure to design serial manipulators by 
minimizing the shaking force/moment and driving torque. The total mass of the manipulator was 
kept constant but was optimally redistributed. Restrictions were placed on the joint angles and 
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the minimum mass of the links, Dawarakanah et al. [3] minimized actuator torques with respect 
to link dimensions, joint ranges, and deflection criteria. This resulted in smaller and lighter 
robots. The optimization was carried out to minimize the torque for a fixed orientation of the 
manipulator along the task path. Chou and Sadler [4] developed a formal optimization technique 
to determine the placement of a planar robot manipulator for a prescribed task that minimizes 
the required actuator torque. Neither the dimensions of the links nor joint angle constraints were 
considered in their study. Yoshimuru and Kanemaru [5] minimized the total energy within a 
multiobjective optimization approach with respect o link lengths. Their application is, however, 
limited to a robot having only two links and two driving joints. Kim and Rastegar [6] considered 
the problem of optimal design of robot manipulators for minimal vibrational excitation while 
performing eneral tasks. Their application is, however, restricted to a simple two-link planar 
manipulator with only two design variables. 
Recently, the current authors [7,8] were successful in developing a more general approach to 
the optimum design of robot manipulators. This success resulted from experience gained in the 
application of a novel trajectory optimization method [9,10] to a variety of mechanical prob- 
lems [11-14]. It turns out that this optimization algorithm can be modified to ideally handle 
the unique complications that arise when optimizing a manipulator with respect o dimensional 
and positional design variables. The authors [7,8] proposed a general optimization methodology 
for the optimum design of robot manipulators with respect o positional and dimensional design 
variables. These optimum design problems are extremely difficult problems ince, when mini- 
mizing for example average torque requirement or energy usage for prescribed tasks, standard 
optimization algorithms are inclined to drive the design to one which can no longer be assembled. 
This complication is probably the reason why so little work has been reported on the application 
of mathematical programming techniques to the optimum design of serial manipulators. They 
demonstrated the proposed optimization methodology for the optimum design of robot manipu- 
lators by its application to a three link revolute-joint planar manipulator performing tasks with 
simple trajectories. 
In this paper, the methodology is extended to the case where the motion required for the 
performance of the task is significantly more complicated. The minimization of average torque 
required for execution of the task is addressed and the optimization is carried out with the link 
lengths and base coordinates taken as the five design variables. In addition to simple physical 
bounds placed on the variables, the maximum deliverable torques of the driving motors repre- 
sented further constraints on the system. The optimization is performed with and without the 
specification of joint angle constraints. For the motion considered, the imposition of joint angle 
constraints represent a severe challenge and two different approaches are adopted in an attempt 
to enforce the constraints. The optimization is carried out via the leap-frog dynamic ode LFOP- 
CON [9-14]. The problem of degeneracy or lock-up, which may occur for certain choices of design 
variables, is successfully dealt with by means of a specially proposed procedure in which a high 
artificial objective function value is computed for such "lock-up trajectories". 
Without the imposition of joint angle constraints, designs are obtained that are feasible and 
represent substantial reductions in torque requirement in comparison to that of arbitrarily chosen 
initial designs. With the imposition of joint angle constraints the method succeeds in improving 
on the initial designs, both in reduction of the torque requirement and in reducing the joint angle 
constraint violations. The final designs are practical usable designs although compromised with 
respect o the severe joint angle constraints. 
2. MODEL ING OF A THREE L INK  REVOLUTE- JO INT  ROBOT 
A schematic representation of the planar manipulator to be considered here is depicted in 
Figure 1. It consists of three links (i = 1,2, 3), each of uniform mass per unit length connected 
to each other and to the base via revolute joints. The mass of each link is denoted by rni, the 
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Figure 1. Schematic representation f planar manipulator. 
length by gi and the moment of inertia about the z-axis through the center of mass of the link 
by Ii. The orientation of each link is defined by the link angle ¢i which the link makes with the 
horizontal. The joint angle is defined as the angle between two successive links and is denoted 
by 0i in the figure. Three motors (i = 1, 2, 3) attached to the base and to links 1 and 2, drive 
links 1, 2, and 3, respectively. The different masses of the motors are denoted by Mi and the 
moment of inertia about the center of mass of the motor by Ji. The maximum torque that can 
be delivered by each motor is indicated by Tmaxi. The base joint is positioned at coordinates 
(Xb, Yb) relative to the indicated global coordinate system. 
To ensure that the example be realistic and that a rigid body approach may be followed in the 
analysis of the motion, the links are constructed ofhomogeneous circular hollow steel sections with 
a mass density of 17 kg/m. This ensures that the maximum elastic deflection of the manipulator 
at the end-effector be less than I mm for the expected loading conditions. The mass and moment 
of inertia of each link i are obviously functions of gi. 
The commercially available SEM permanent magnet d.c. motors are fixed directly onto the 
base and at the appropriate ndpoints of link 1 and link 2. They drive the links through har- 
monic gearboxes with a gear ratio of 1:140. Table 1 lists the available motors and their physical 
properties. These properties are the maximum torque Tm~x that each motor can deliver, the 
mass M and moment of inertia J about the joint axis (which includes the contribution of the 
gears). Motor and gear friction are ignored and the gears are assumed to be perfectly meshed 
and manufactured so that no backlash occurs. 
Table 1. Permanent magnet dc motor properties. 
Motor no. Traax(N.m) M(kg) d (kg.m 2) 
1 3.5 10.3 0.002 
2 2.1 8.5 0.0014 
3 0.5 3.7 0.0002 
3. ANALYS IS  OF MOTION ALONG THE TASK TRAJECTORY 
In the problem considered here, the trajectory of the end-effector of the planar manipulator 
is prescribed, i.e., the position vector of a point on the end-effector as a function of time r(t) is 
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prescribed over a time interval [0, T]. For the task considered here, the trajectory r(t) is ana- 
lytically known. Inverse kinematics may now be applied to determine the link angle trajectories 
(~(t) ~- [el(t), ¢2(t), ¢3(t)] T over [0, T], which correspond to the prescribed end-effector t ajec- 
tory r(t). Once ~b(t) is known inverse dynamics may be applied to obtain, for example, the 
torques Tin(t) -- [Tmz(t), Tm2(t), Tm3(t)] T that must be applied at the joints to give the desired 
link angle trajectories. With Tin(t) and ~b(t) known objective functions, which depend on these 
torques and angular positions, velocities and accelerations, and are measures of the performance 
of the manipulator, such as average torque requirement considered here, may be computed. The 
value of the objective function will in general depend on the design of the manipulator specified 
in terms of design variables which are chosen here to be the link lengths and base coordinates. 
Here, the inverse kinematic and dynamic analyses of the prescribed motion r(t) is done numer- 
ically using the general Cartesian approach described by Nikravesh [15] and in which rigid bodies 
are assumed. For any given design, the analyses yield discretized numerical solutions for the 
time histories of the link angles ~b(tj) = [¢1 (tj), ¢2(tj), ¢3( t j ) ]  T and  of the corresponding torques 
Tm(tj) = [Tml(tj),Tm2(tj),Tm3(tj)] T for j = 1,2,... ,Y, where tj = jAr,  At is the time step 
and N = T /At .  
4. THE PRESCRIBED TASK 
Here, the end-effector follows a "figure of eight" (two vertically stacked circles) path as shown 
in Figure 2. It is initially at rest at point A and must follow the path between point B and C via 
D and E with a constant arc velocity of 1.4m/s before coming to rest again at point A. 
Y 
d 
1.8 
l 
0 0.5 
E 
B 
X 
Figure 2. Prescribed "figure of eight" path for the example. 
The "figure of eight" is constructed from two identical circles of radius 0.45 m. The x-position 
of the centers of both circles is at 0.5 m. The end-effector carries a payload of 15 kg with a 
polar moment of inertia of 0.001 kg.m 2 about its centroid. The end-effector remains horizontal 
throughout the motion. The motion must be completed within five seconds. The motion may 
accurately be described by 
r ( t )=[y( t )  = t) , (1) 
L¢3(t) 
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where Ix(t), y(t)] denote the coordinates of the end-effector tip and ~a(t) the orientation of the 
end-effector tool for the interval t E [0, 5.0] and where Sx(t) and Sy(t) are analytic cubic spline 
descriptions of the x(t) and y(t) trajectories and are as shown in Figures 3 and 4, respectively. 
For the numerical simulation of the motion a time step At = 0.015625 seconds is used for the 
kinematic and dynamic analyses. 
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Figure 3. The x-trajectory Sx(t). 
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Figure 4. The y-trajectory S~(t). 
5. THE OPTIMIZATION PROBLEM 
5.1. The Design Variables 
Here, the objective is to minimize the average torque requirement for the prescribed task. 
The minimization is to be carried out with respect o the link lengths £1, £2, and £3 and base 
coordinates Xb and Yb. Thus, the set of design variables x is given by 
X-----[2:l,X2,X3,2:4,X5] T ---~ [£1,£2,£3,Xb,~.]b] T" (2) 
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5.2. The Ob ject ive  Funct ion  
The objective function Tav corresponds to the weighted average torque requirement and is 
explicitly defined by 
if[ Tav(X) = ~ ([Tml(t)[ + ITmg.(t)] + ITm3(t)D dt, (3) 
where ]Tmi(t)l, i = 1, 2, 3 denote the absolute motor torque value for motor i and the total motion 
time interval is denoted by T. 
5.3.  The  Const ra in ts  
Each motor is limited to delivering a maximum torque Tmax i as shown in Table 1. Therefore, 
the absolute value of the torque Trni(t) that the motor is required to deliver at any instant t
during the motion [0, T] must not exceed the maximum deliverable value Tma~ i. Mathematically, 
these torque constraints may be stated as follows: for motor i = 1,2, 3 : gri(X) ~- f [  ci(t)dt <_ O, 
where ci(t) = [Tmi(t)[ -- Tmaxi if [Tmi(t)[ >_ Tmaxi, otherwise ci(t) - O. In vector form, these 
constraints may be written as 
g~(x) _< O, (4) 
where gr(x) = [grl(X), gr2(x), gr3(X)] T. 
For practical reasons the joint angles 02 and 03 cannot be larger than 300 ° or smaller than 60 °. 
The joint angle of the base 01 is not allowed to lie between 240 ° and 300 °. Thus, the joint angle 
constraints formulated in radians are as follows. 
Joint 1: 
where 
and where 
Joint i = 2, 3: 
where 
T /T  
ffjacl(X) ~ / dl(t) dt + el(t) dt <_ O, 
and where 
57r 37r 
- - -  -101(t ) [  if -~- > [0~(t)l > T '  
571" 
dl ( t ) -  3 
47r 3~r 4r 
e~(t) = 10~(t)l- -5- if T > 101(t)l > T '  
else d l ( t )  ~ 0 
else el(t) = 0. 
/0 2 /0 2 gjac~(X) - d~(t)dt + e~(t)dt < O, 
57r 57r 
di(t) = [0i(t)[- -~- if [0i(t)[ > --~, else di(t) -0  
e~(t) = K -10~(t)l if 10~(t)l < 3 '  else ei(t) = O. 
In vector form, these constraints may be written as 
gj~(x) < 0, (5) 
where gjac (x) = [yjacl (X), Yjac2 (X), Yjac3 (X)] T. 
In both (4) and (5) above, an integral measure is used to evaluate the constraint violations over 
the interval [0, T]. Alternatively, use may be made of a maximum absolute difference measure 
to compute a constraint violation function. In the case of the torques, the violations are simply 
given by gri(x) -= maxc~(t), t E [0,T] for i = 1,2,3 and used in (4). Similarly, for the joint 
angle constraints the maximum absolute violations over [0, T] are used where we now explic- 
itly distinguish between violations at the upper and lower limits, i.e., for i = 1, 2, 3 the single 
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constraint gjaci(X) <_ 0 is replaced by an upper an upper constraint g~ jaci(X) _< 0 and a lower 
constraint gl jac i(x) _< 0 that respectively measure the maximum absolute violations at the lower 
and upper limits of the allowable range. For the absolute difference approach, these functions 
are used in (5). 
Geometric onstraints must also be taken into account. These constraints are simple bounds 
placed on the link lengths to ensure sufficient space for the mounting of motors, gears, and 
end-effector tool. In addition, a positional constraint is placed on the x-coordinate of the base, 
restricting it to be less than 0 m so as to stay outside the figure-of-eight path. The complete set 
of geometric onstraints i [F°'25-e1]-e 3 
|o .25-  <0.  (6) 
ggeo(X) -=/o.15 - 
L Xb 
It may happen that due to an initial poor estimate of the design variables, or due to adjustment 
of the variables in the optimization process, that the end-effector is not physically able to reach 
all points on the prescribed path. In an attempt to prevent his from happening, one may set 
down certain assembly constraints. From inspection of the task trajectory it may be possible to 
identify one or more extreme or critical points which, if reached by the end-effector, will guarantee 
assembly at the start and end of the time interval [0, T]. The condition for reaching a critical 
point may be expressed in terms of an inequality relationship between the design variables that 
must be satisfied. Such inequalities are referred to here as assembly constraints. The assembly 
constraints are difficult to define for the case considered here since the critical points on the 
path where assembly must be possible to ensure completion of the trajectory, shift around as the 
base position varies. Here, we identify two points which lie just outside the "figure of eight" and 
if reachable nsure assembly independent of the base position. These two points F and G are 
shown in Figure 5. The design variables accordingly have to satisfy the following two assembly 
constraints: 
r (0.82 - ~3 - Xb) 2 d- (1.725 - yb) 2 -- (e I -~- ~2) 2 ] 
g s(x) L(0-82 xb) 2 + (yb - 0.075) 2 + < o. (7) 
In spite of the satisfaction of condition (7), ensuring assembly at the start and end of the 
motion, it may still happen that degeneracy or lock-up occurs at some intermediate point along 
the path, making the computation of Tav(X) impossible. In general, it is not easy to specify in 
advance at what point and under what general geometrical conditions degeneracy will occur. It 
is, therefore, necessary to adopt a special procedure if degeneracy occurs Mong the integration 
path. 
It is well known [14] that as a mechanical system approaches a lock-up configuration the 
torque will appear to increase without bounds. In practice the analysis is done at discrete 
time intervals t. If the system is now forced through the lock-up position and the analysis 
continued for the prescribed path, the analysis will fail at intermediate steps where assembly is
no longer possible. However, as assembly at the end of the interval is guaranteed by satisfaction 
of conditions (7), a point will be reached where assembly is again possible and the analysis can 
successfully be continued. The following heuristic procedure is now proposed to deal with such 
a "lock-up trajectory". At the integration point t where assembly fails set Tmi(t) := Tmi(ts), 
where t8 is the last step at which assembly was successfully carried out. Use these values in the 
numerical integration of (3) to give an artificial value for the objective function. Since one expects 
the values of Tmi(ts) to be relatively large the computed value for Tar will be very high. Also, 
the longer the nonassembly time interval, and therefore, the more serious the lock-up situation, 
the larger the expected value for the objective function. Any optimization procedure for the 
minimization of the objective function should, if the above integration procedure be adopted, 
drive the design away from that giving a "lock-up trajectory" [7,8]. 
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In summary, the optimization problem reduces to 
minimize F(x), 
subject o g(x) _< 0, (8) 
where g(x) [g~(x), T T T T = gjac(X), ggeo(x),gassiX)] and Fix ) represents the objective function, 
Tar(x), to be minimized. Allowance, as described above, is made for the computation of a high ar- 
tificial objective function value for choices of design variables that result in "lock-up trajectories". 
The optimum value of x is denoted by x*. 
6. OPT IMIZAT ION PROCEDURE 
The optimization problem is solved numerically by applying an unconstrained optimization 
method to a penalty function formulation of constrained problem (8). This is the most simple 
and straightforward approach to the handling of constrained optimization problems. It requires, 
however, a robust optimization algorithm. The method employed here is the dynamic trajec- 
tory method of Snyman [9,10]. This gradient method is a proven robust method which differs 
conceptually from other gradient methods in that no explicit line searches are performed. The 
appropriate penalty function for the current problem is 
P(x) Fix) + E 3rig2'ix) + E 2 2 fljac jgj.~ j (x) E 2 x E flasstgas~e(x)' (9) = &oo ggeok( ) + 
i j k l 
where ~sub ~-~ 0 if gsub(X) _~ 0, otherwise f~sub ~-- P where p is some suitably large positive penalty 
parameter. 
A serious and unusual problem arises, however, if any of the assembly constraints in (7) are 
violated. If this happens then either no initial assembly or no final assembly is feasible, or both 
are not feasible, and it is not possible to compute F(x) and, therefore, P(x) in i9). It is, therefore, 
proposed that if any of these constraints are violated then F ix  ) and all the constraints, except 
the assembly constraints i7), are simply ignored and P(x) is replaced by 
2 x P(x) = Eflasstg~st( ) (10) 
and the minimization trajectory continued until return to the region in which both assembly 
conditions are satisfied is achieved. At this point, the algorithm reverts to considering the full 
penalty function (9). 
In the application [11,14] of Snyman's, trajectory method, the value of the parameter p = Pk 
at each step k along the optimization trajectory is systematically increased by setting p = Pk := 
#Pk-1- Here # is a magnification factor slightly larger than one and one starts with a relative 
small value for Pl. In this way p is slowly increased up to a maximum value Pmax. Experience has 
shown that the penalty parameters must be increased very slowly, at the expense of more steps, 
for the optimization algorithm to perform satisfactorily. It was also found that the performance of 
the algorithm is improved if different constraint types have suitably different penalty parameter 
values. Table 2 shows the initial penalty parameter Pl, maximum penalty parameter Pmax, and 
magnification factor # used here for the different constraint types. 
Table 2. The penalty parameters. 
Constraint Type pl Pmax # 
Assembly 1 107 1.1 
Geometric 1 107 1.1 
Motor torque 1 107 1.03 
Joint angles 1 107 1.025 
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The values selected were determined by previous experiences with the application of the opti- 
mization algorithm to similarly constrained problems. 
The algorithm terminates if any one of the following two convergence riteria are satisfied. 
Convergence is assumed if the norm of the immediate and average change over the previous 
five steps in the design vector x becomes less than 0.1 ram, which is more than satisfactory for 
engineering purposes. The algorithm also terminates if the immediate and average change over 
the last five steps in the objective function become less than 0.1% which ensures atisfactory 
accuracy. 
Since analytic expressions for the torque and for some of the constraints are not available 
use has to be made of finite differences in the computation of the necessary gradients. This 
unfortunately leads to a significant increase in computational time. 
7. NUMERICAL RESULTS 
Unless otherwise xplicitly stated, the implicit units used here for the time, length, angle, and 
torque are second, meter, radian, and Newton-meter, respectively. Figure 5 shows the four initial 
configurations that are used as starting points for the optimization algorithm. The initial design 
vector for configurations la and lb is given by x ° = [0.75, 0.75, 0.2,-0.15, 0.9] T and for designs 
2a and 2b by x ° = [0.9, 0.9, 0.2, -0.4, 0.5] T. 
1.8 • F 
~Lla 
.....--" 01.5 
11°.o°-'**'~ 2b 
0 
~X 
Figure 5. Initial designs. 
Table 3 lists the initial values of the objective function, motor torque constraints and the joint 
angle constraints for each of the initial starting points shown in Figure 5. 
It is clear from the values of the constraint functions listed in Table 3 that not one of the initial 
designs is feasible. 
7.1. M in imizat ion  When No  Jo in t  Ang le  Const ra in ts  are Cons idered  
Figure 6 shows two feasible local optimum designs obtained when no joint angle constraints are 
considered and when the integral measure is applied in enforcing the torque constraints. Initial 
120 D.  F .  BERNER AND J .  A .  SNYMAN 
Table 3. Initial values at the  start ing points for Example  1. 
Start ing 
Point 
x o 
la  
lb  
2a 
2b 
Object ive 
Funct ion 
Tav (x °) 
3.260 
3.084 
4.148 
4.028 
Motor Torque Constra ints  
(Integral Measure) 
Motor 1 
0.178 
0.175 
0.875 
1.090 
Motor 2 
0.043 
0.048 
0.294 
0.207 
Joint Angle Constra ints  
(Integral Measure) 
Motor 3 Joint 1 Joint 2 Joint 3 
- - 0.851 0.344 
- 0.567 0.851 0.327 
- - 0.665 - 
- 0.610 0.655 0.085 
design la converges to x~ and initial design 2b to x~ . Initial designs lb and 2a failed to converge 
to a feasible solution yielding, however, compromised final designs with reduced function values 
and reduced constraint violations (see Table 4). 
Y 
1 .8 - - -  
,,,, 
,4 i 
0:5 
Figure 6. Minimizat ion without joint angle constraints.  
For initial design, la the local optimum solution is x~ = [0.582, 0.57, 0.15,-0.092, 0.937] T with 
Tar (x~)= 2.440. For initial design 2b, the local solution is x~ = [0.568, 0.560, 0.15,-0.065, 0.873] T
with Tav(X~) = 2.299. Both these final objective function values are significantly less than the 
function values for the initial and infeasible starting designs (see Table 4). 
When the absolute difference measure is applied in the imposition of the torque constraints 
convergence is obtained to essentially the same designs as before. Case la converges to a feasible 
design which is essentially the same as x~ and 2b converges to a design similar to x~ with slightly 
higher objective function value. Here, however, lb also converges to a feasible design very close 
to x~ in Figure 6 but with an even lower objective function value (see Table 5). The results 
appear to indicate that there may not be a unique global optimum but a region in the design 
space which effectively ield equivalent optimum designs with respect o torque requirement. 
7.2. Minimization With Joint Angle Constraints Considered 
With the joint angle constraints imposed and with both criteria used for joint angle constraint 
violations, no completely feasible design was obtained (see Tables 6 and 7, respectively). Qualita- 
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Table 4. Results for minimization of average torque without joint angle constraints 
and with integral measure for torque constraint violations. 
121 
Initial Design la lb  2a 2b 
x 0 = ll 0.75 
0.75 
0.2 
-0 .15 
0.9 
0.75 
0.75 
0.2 
-0 .15 
0.9 
0.9 
0.9 
0.2 
-0 .4  
0.5 
12 
13 
Xb 
Yb 
Tar (x °) 
Violated constraints 
3.260 
g~-I = 0.178 
gr2 ~- 0.043 
0.582 
0.570 
0.150 
-0.092 
0.937 
2.440 
3.084 
grl  = 0.175 
g~-2 = 0.048 
0.546 
0.561 
0.148 
--0.044 
0.886 
2.237 
4.148 
grl  = 0.875 
g~-2 = 0.294 
0.686 
0.767 
0.135 
-0.262 
0.628 
3.249 
0.9 
0.9 
0.2 
-0 .4  
0.5 
x* ---- ll 
12 
13 
Xb 
Yb 
T.v (x*) 
Violated constraints 
722 
g~-i ---- 0.005 
gl3 = 0.002 
772 
g~-i ---- 0.021 
g~-2 = 0.007 
gla = 0.015 
1151 
4.028 
g~-I = 1.090 
g~-2 ---- 0.207 
0.568 
0.560 
0.150 
-0.065 
0.873 
2.299 
No. of Steps 761 
Table 5. Results for minimization of average torque without joint angle constraints 
and with absolute difference measure for torque constraint violations. 
Initial Design la  lb  2a 2b 
x 0 ---- ll 
12 
/3 
Xb 
Yb 
Tar (x °) 
Violated constraints 
x* ~ l 1 
12 
13 
Xb 
Yb 
Tar (X* )  
V io la ted  const ra in ts  
No. of Steps 
0.75 
0.75 
0.2 
-0.15 
0.9 
3.260 
g~'l = 1.369 
g~-2 = 0.492 
0.586 
0.575 
0.150 
-0.i00 
0.944 
2.457 
223 
0.75 
0.75 
0.2 
-0.15 
0.9 
3.084 
g~-i = 2.084 
g~'2 = 0.151 
0.561 
0.557 
O. 150 
-0.052 
0.873 
2.267 
626 
0.9 
0.9 
0.2 
-0 .4  
0.5 
4.148 
g'rl = 1.454 
9r2 = 0.684 
0.757 
0.805 
O. 107 
-0.273 
0.517 
3.365 
g','l = 0.308 
g~'2 ---- 0.117 
gl3 m 0.043 
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0.9 
0.9 
0.2 
-0 .4  
0.5 
4.028 
g~-I ---- 1.571 
g~-2 ---- 0.385 
0.603 
0.557 
O. 150 
-0.131 
0.887 
2.433 
761 
t i ve ly  convergence  is obta ined  to  essent ia l l y  the  same des igns  as  w i thout  jo in t  ang le  const ra in ts .  
In  an  a t tempt  to  sa t i s fy  the  jo in t  ang le  const ra in ts ,  the  ob jec t ive  funct ion  va lue  for the  respect ive  
cases  a re  s ign i f i cant ly  inc reased  but  a re  st i l l  substant ia l l y  less than  that  for  the  se lec ted  in i t ia l  
des igns .  Overa l l ,  the  jo in t  ang le  v io la t ions  a re  a lso  apprec iab ly  reduced  to  y ie ld  usab le  f inal  
des igns  w i th  re la t ive  low torque  requ i rement .  
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Table 6. Results for minimization ofaverage torque with joint angle constraints and 
with integral measure for torque and joint angle constraint violations. 
Initial Design la lb 2a 2b 
x 0 = ll 
12 
13 
Xb 
Yb 
T.v (x °) 
Violated constraints 
x* = ll 
12 
13 
Xb 
Yb 
Tar (x*) 
Violated constraints 
No. of Steps 
0.75 
0.75 
0.2 
-0.15 
0.9 
3.260 
grl = 0.178 
gr2 = 0.043 
ga2 = 0.851 
g83 = 0.344 
0.628 
0.657 
0.179 
--0.295 
0.846 
3.044 
grl = 0.014 
g02 = 0.434 
g03 = 0.060 
1156 
0.75 
0.75 
0.2 
-0.15 
0.9 
3.084 
grl = 0.175 
g~2 = 0.048 
gel = 1.373 
g02 = 0.851 
g03 = 0.327 
0.744 
0.565 
0.130 
--0.312 
0.899 
2.928 
grl = 0.043 
go1 = 0.880 
g02 = 0.415 
ge3 = 0.185 
gt3 = 0.020 
1124 
0.9 
0.9 
0.2 
-0.4 
0.5 
4.148 
gvl = 0.875 
g~2 = 0.294 
go2 = 0.665 
0.745 
0.807 
0.121 
-0.300 
0.542 
3.410 
gvl = 0.122 
gv2 = 0.027 
g02 = 0.491 
gl3 = 0.029 
1145 
0.9 
0.9 
0.2 
-0.4 
0.5 
4.028 
g~1 -- 1.090 
g~2 = 0.207 
gel = 1.243 
go2 = 0.665 
ge3 -- 0.085 
0.704 
0.761 
0.091 
-0.255 
0.640 
3.001 
grl = 0.119 
g01 = 1.002 
g02 = 0.471 
g03 = 0.038 
gm= 0.059 
1123 
8. D ISCUSSION OF  RESULTS 
AND CONCLUSION 
If no joint angle constraints are imposed, feasible solutions with low objective function values 
are readily found using both the integral and and absolute difference measure for the constraint 
violations. In these cases, the resulting designs are more compact. Clearly, the imposit ion of joint 
angle constraints results in a significantly more challenging optimizat ion problem in which the 
constraints may appear to work against each other and convergence is obtained to compromised 
solutions. For example, as the algorithm attempts to satisfy the joint angle constraints the 
required motor torque is increased, which may result in the torque l imit being exceeded and the 
algorithm converging to a compromised solution in which both types of constraints are violated. 
When joint angle constraints are ignored, the algorithm may generate designs which have 
problems with singularities along the path. The imposit ion of joint angle constraints, however, 
seems to be a natural  way of avoiding singularities since no singular configurations occurred when 
joint angle constraints were prescribed. In the absence of joint angle constraints, the proposed 
heuristic procedure to deal with singularities worked very well and the algorithm succeeds in 
driving the design away from singular configurations whenever they occur. 
A last point to be made is the importance of using multiple start ing points to find usable 
opt imum solutions. This is especially important  when dealing with cases where severe constraints 
are imposed which appear to work against each other. A best practical and usable design may 
then be selected from different converged but compromised designs. 
The Influence of Joint Angle Constraints 
Table 7. Results for minimization of average torque with joint angle constraints and 
with absolute difference measure for torque and joint angle constraint violations. 
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Initial Design la lb 2a 2b 
x 0 = 11 
12 
13 
Xb 
Yb 
Tav (x °) 
Violated constraints 
0.75 
0.75 
0.2 
-0.15 
0.9 
3.260 
grl = 1.369 
g~2 = 0.492 
g102 = 0.798 
0.75 
0.75 
0.2 
-0.15 
0.9 
3.084 
g~l = 2.084 
gr2 = 0.151 
gol = 1.036 
0.9 
0.9 
0.2 
-0.4 
0.5 
4.148 
grl = 1.454 
g~2 = 0.684 
g102 ---- 0.766 
x* = ll 
12 
13 
Xb 
Yb 
Tar (x*) 
Violated constraints 
No. of Steps 
gu03 = 0.779 
0.547 
0.645 
0.140 
-0.175 
0.901 
2.632 
g102 ---- 0.660 
gu03 = 0.277 
g103 ---- 0.780 
gu02 = 0.798 
0.678 
0.637 
0.136 
-0.329 
0.907 
3.035 
g~l -- 0.134 
g01 ----- 1.033 
g13 = 0.010 g103 = 0.228 
0.774 
0.798 
0.116 
--0.298 
0.514 
3.424 
gT1 = 0.397 
gr2 ---- 0.112 
gt02 ---- 0.748 
666 
gu02 = 0.476 
gl3 = 0.014 
619 
g13 = 0.034 
1124 
0.9 
0.9 
0.2 
-0.4 
0.5 
4.028 
g~l ---- 1.571 
gr2 = 0.385 
gel = 1.019 
gto3 = 0.257 
gu02 = 0.766 
0.693 
0.685 
0.093 
-0.235 
0.738 
2.823 
grl = 0.163 
g01 = 1.025 
g103 = 0.278 
gu02 = 0.676 
g13 = 0.057 
1121 
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