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We study the effect of Coulomb interactions on the low energy band structure of single-layer
transition metal dichalcogenide semiconductors using an effective low energy model. We show how
a large conduction band spin splitting and a spin dependent Fermi velocity are generated in MoS2,
as a consequence of the difference between the gaps of the two spin projections induced by the spin-
orbit interaction. The conduction band and Fermi velocity spin splittings found are in agreement
with the optical absorption energies of the excitonic peaks A, B measured in the experiments.
PACS numbers: 31.70.-f, 73.22.-f, 78.67.-n
I. INTRODUCTION
In the post-graphene era1, the search of new low
dimensional materials has placed the transition metal
dichalcogenides (TMDCs) in a prominent situation.
Known for decades, these materials share attracting fea-
tures common to graphene: they are layered materi-
als with strong covalent bonding within layer and weak
Van der Waals interlayer forces, being perhaps the most
known member the molybdenum disulphide (MoS2)
2. A
subset of the large family of TMDCs are semiconductors,
with sizeable direct gaps ranging from one to several eV
around the K and K’ points of the Brillouin zone (BZ)3.
The presence of a gap in the band structure of these sys-
tems is a feature that distinguish them from graphene
and makes these materials highly valuable for electronic
and optoelectronic applications.
Apart from their potential applicability in electronics,
TMDCs monolayers are also an attractive arena of re-
search in the field of spintronics. The transition metals
forming the TMDCs display a rather large intra-atomic
spin-orbit interaction. Together with the absence of in-
version symmetry of the crystalline structure of TMDCs
monolayers, this induces a spin-splitting between the
two (otherwise degenerate) spin projections in the band
structure3. Due to time reversal symmetry requirements,
this spin splitting is opposite in both valleys and conse-
quently it allows for controlling valley population em-
ploying circularly polarized light4.
The orbital nature of the electronic states around
the K, K’ points indicates that the effect of the spin-
orbit interaction is quite different for the conduction
band (formed predominantly by the d3z2−r2 orbital, with
ml = 0) and the valence band (mostly made of a lin-
ear combination of the dx2−y2 and dxy orbitals, with
ml = ±2). Such a particular atomic band population
implies that the splitting of the valence band is first or-
der in the spin-orbit interaction, while the splitting of
the conduction band is second order in the mentioned
orbitals and a very small contribution of first order pro-
cesses of higher energy orbitals5,6. According to several
Density Functional Theory (DFT) calculations3,6,7, this
favors a weak spin splitting in the conduction band, of
the order of a few meV, and a considerably larger split-
ting in the valence band, of the order of hundreds of
meV. On the experimental side, characterization of the
low energy band structure of TMDC semiconductors is
still incomplete. The most common procedure to deter-
mine the parameters entering in the band structure de-
scription, that are later employed in other methods (e.
g. in tight binding calculations8,9), consists in contrast-
ing experimental data obtained by optical means with
theoretical results obtained by solving the GW-corrected
Kohn-Sham equations in its several variations with dif-
ferent degrees of success10.
Here we follow an alternative route: we will use a self
consistent GW treatment of the Coulomb interaction to-
gether with the effective Hamiltonian around the K, K’
points, using experimental data and physically motivated
considerations to determine the band structure parame-
ters of the system. We will find, for MoS2, that a self
consistent treatment of the many-body problem based
on an unscreened Coulomb interaction, together with an
effective low energy model for the electrons around the
K and K ′ points, give much larger values for the conduc-
tion spin splitting λc than the ones reported by ab ini-
tio calculations, and, importantly, these values are fully
consistent with the experimental values reported for the
excitonic spectrum.
Our results are pertinent since recently a realization of
the Quantum Spin Hall (QSH) phase has been proposed
using TMDCs as a viable platform11. In this proposal
the system has to be doped with holes in order to take
into account the large value of the spin splitting in the
valence band. However, doping with holes turns out to be
much more difficult than doping with electrons from an
experimental perspective. Our findings suggest that it is
possible to realize such phase also doping with electrons
since our results for λc are considerably larger than the
previously reported in the literature.
The paper is organized as follows: In Sec.II we de-
scribe the effective continuum model that captures the
essential low energy physics of TMDCs together with the
Coulomb interaction. In Sec.III we define the elements
for the self-consistent treatment of the Schwinger-Dyson
equation and the quantum corrections to be obtained.
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2In Sec.IV we give a physical description of the conditions
that we will employ to reduce the number of free param-
eters to just two: the coupling constant and the momen-
tum cut-off, putting special emphasis in which conditions
come from experimental measurements and which ones
have to be fixed by some other physical insight. In Sec.V
we discuss the most salient qualitative features of the so-
lutions obtained, finishing with Sec.VI, where we give a
brief account of the results obtained.
II. THE MODEL
We start from the following low energy bare Hamilto-
nian density for single-layer TMDC semiconductors close
to the K, K’ points3:
H0 = ψ+
(
(τσxpx + σypy)V
0
τ +
∆0
2
σzs0
)
ψ +
+ ψ+
(
λ0c
2
τ(σ0 + σz)sz +
λ0v
2
τ(σ0 − σz)sz
)
ψ,(1)
where (s0 ≡ 1, sx,y,z) and (σ0 ≡ 1, σx,y,z) are the Pauli
and identity matrices for the spin and the sublattice de-
grees of freedom, respectively, 2λ0c (2λ
0
v) is the conduction
(valence) band splitting, τ = ±1 is the valley index, and
the matrix V 0τ is:
V 0+1 =
(
v0+ 0
0 v0−
)
; V 0−1 =
(
v0− 0
0 v0+
)
(2)
with v0± the Fermi velocities for spin up/down (+/−)
electrons. The superscript 0 is the notation used for
the bare parameters. Although the Fermi velocities for
both spins are assumed to be equal in the absence of
interactions (since the hopping parameters should be in-
sensitive to spin), we define the bare Fermi velocity for
each spin separately, because as we will see, quantum
corrections renormalize each velocity differently. Also we
neglect terms of second order in momentum in a k · p
scheme9 that are not relevant in the discussion in the
next sections.
Coulomb interaction will be modeled by a coupling to
an auxiliary scalar field ϕ12:
Hint = eψ†ψϕ+ ϕ|~∇|ϕ, (3)
where  is the dielectric permitivity (we use units ~ = 1
at the intermediate stages, restoring standard units at
the end of the calculations).
III. SCHWINGER-DYSON EQUATIONS
To self-consistently find the effects of the interac-
tion on the low energy band structure we shall make
use of the Schwinger-Dyson equation for the electron
propagator13–15:
Στ (p) = e
2
∫
d3q
(2pi)3
D(q)Gτ (p− q), (4)
where D(q)−1 = |~q| + Π(q) is the (inverse of the) dy-
namically screened Coulomb interaction (with Π(q) the
dressed polarization function) and Gτ (p)
−1 = G−10 (p) +
Στ (p) is the (inverse of the) full fermion propagator. The
form of the self-energy Στ (p) can be parametrized in
terms of corrections to the bare parameters defined in
Eq.(1):
Στ (p) = −(τσxpx + σypy)δVτ − δ∆
2
σzs0 −
− δλc
2
τ(σ0 + σz)sz − δλv
2
τ(σ0 − σz)sz. (5)
The renormalized parameters are defined as the sum of
the bare parameters plus the quantum corrections:
∆ = ∆0 + δ∆, λc,v = λ
0
c,v + δλc,v, v± = v
0
± + δv±.(6)
Only terms up to order one in momentum have been
taken into account in the definition of the self-energy,
being consistent with the low energy expansion of the
effective Hamiltonian (1), which is also first order. Note
also that in eq. (4) we could have chosen a different run
of momentum D(p−q)Gτ (q), as both runs are consistent
with momentum conservation, and both give the same
final result.
The computation of Π(q) to leading order in a 1/N ex-
pansion, where N is the number of fermion flavors (N = 2
in our case, one for each valley), is a standard calculation
and the result reads15,16:
Π(q) =
e2
4pi
|~q|2
∑
s=±
[
2ms
q2s
+
q2s − 4m2s
q3s
arctan
(
qs
2ms
)]
,(7)
where s = ± denotes the spin degrees of freedom, q2s =
q20 + v
2
s |~q|2, m+ = (∆ + λc − λv)/2 and m− = (∆− λc +
λv)/2.
In what follows we will work with only one of the two
valleys: τ = +1, since it can be easily seen that the
equations obtained for one valley are equivalent to those
obtained for the other valley just by changing the sign of
the spin splittings. The next step is to compute:
e2
∫
d3q
(2pi)3
D(q)G+1(p− q) ≡
(
I+(p) 0
0 I−(p)
)
, (8)
with:
Is(p) = −Izsσz − vsIs(σxpx + σypy) +O(p2) (9)
Performing the integral in Eq.(8) we obtain (see Ap-
pendix A for details on the computation of the fermionic
self-energy):
Izs =
3mr
4
ln
(
1 +
2gsms
3mr
)
+
gsms
2 + pigr
ln
(
Λvs
ms
)
, (10a)
Is =
3mr
4ms
ln
(
1 +
2gsms
3mr
)
+
gs
4 + 2pigr
ln
(
Λvs
ms
)
,
(10b)
3where Λ is a momentum cut-off and we have defined:
gs = e
2/(4pivs); gr = e
2/(4pivr),
mr =
2m+m−
m+ +m−
; vr =
2 v+v−
v+ + v−
. (11)
In terms of the quantities Izs (p), and Is(p), the
Schwinger-Dyson equations are written as:
Σ(p) =
(
I+(p) 0
0 I−(p)
)
. (12)
Eq. (12) is a set of four equations for the diagonal ele-
ments (two for each spin), from which only three are lin-
early independent, and four equations for the off-diagonal
elements, from which only two (one for each spin) are
linearly independent. Thus we have five linearly inde-
pendent equations for five variables:
δ∆
2
+ sδλc = I
z
s ,
δ∆
2
− δλv = Iz+,
δvs = vsIs. (13)
From these equations we can obtain the quantum correc-
tions δ∆, δλc,v, δv± as functions of the bare parameters
∆0, λ0c,v, v
0
±, and the cut-off Λ.
IV. MATCHING THE EXPERIMENTAL DATA
To eliminate the dependence of the quantum correc-
tions on the bare parameters and the cut-off one needs
to impose renormalization conditions, which should be
obtained from experiments. In the case of single layer
TMDC semiconductors one of the most relevant data are
the energies of two excitonic peaks A, B found in ab-
sorbance experiments in MoS2
2,4,17,18, which provide two
renormalization conditions.
We will focus our attention on MoS2, as this is the
most studied compound of the family of TMDCs, both
theoretically and experimentally. For MoS2 on a quartz
substrate, the excitonic peaks A, B found in absorbance
experiments are centered at energies of EA = 1.85 eV
and EB = 1.98 eV
17. The absorption energy difference
between these two peaks is a direct consequence of the
splitting of the spin up and spin down bands. Ab initio
calculations give a very small conduction band splitting
of approximately 2|λc| ∼ 3 meV6,7,10,19–22. Hence, ac-
cording to first principles-based calculations, the differ-
ence between the optical absorption energies of the peaks
A and B is related almost entirely to a large value of the
valence band splitting10,21,22. Even analytical calcula-
tions of the excitonic properties of MoS2 use as an input
the parameter values obtained by ab initio calculations23.
The optical absorption energies of the excitonic bound
states are obtained by solving the two particle problem
for the Dirac equation. The expression for the optical
absorption energies of the excitons is24,25:
Es = ms
1 + n+√j2 − g2s/4√
g2s/4 +
(
n+
√
j2 − g2s/4
)2
 (14)
where n = 0, 1, 2... is the principal quantum number
and j = ±1/2,±3/2... is the angular quantum num-
ber. The two lowest energy excitonic configurations are
n = 0, |j| = 1/2 and n = 0, |j| = 3/2. The case |j| = 1/2
is valid for g± < 1 while the case |j| = 3/2 is valid for
g± < 3, as for larger values of the coupling constant the
energies would become imaginary and an ultraviolet reg-
ularization would be needed to deal with the singularity
of the Coulomb potential25–27. By introducing this reg-
ularization, it can be seen that in the strong coupling
regime (that in which the optical absorption energies of
the excitons given by eq. (14) become imaginary) the ex-
citonic bound energies become negative and the excitonic
bound states ultimately merge with the continuum25,27.
This dramatic decrease of the excitonic energies in the
strong coupling regime means that for 1 < g± < 3,
the lowest excitonic state corresponding to the excitonic
peaks A, B seeing in the experiments should no longer
be n = 0, |j| = 1/2, but actually be the second low-
est energy configuration n = 0, |j| = 3/2. Hence, we
have an scenario in which for the small coupling regime,
g± < 1, the observed peaks A, B correspond to the state
n = 0, |j| = 1/2, while for the strong coupling regime
1 > g± < 3 they correspond to the state n = 0, |j| = 3/2:
EA,B = E+,−(n = 0, |j| = 1/2) g± < 1 (15)
EA,B = E+,−(n = 0, |j| = 3/2) 1 < g± < 3 (16)
It has already been proposed in a previous work28 that
the lowest bright excitons correspond to |j| = 3/2 in
the strong coupling regime g± > 1. In that work the
ground state is claimed to be the lowest excitonic bound
state n = 0, |j| = 1/2, and the transition from the ground
state to the bright excitonic states is actually a transition
between proper excitonic states. They concluded that
only transitions to states with |j| = 3/2 are allowed in
the strong coupling regime.
Eqs. (15,16) give two experimental conditions that
have to be fulfilled by the renormalized parameters
∆, λc,v, v±. The dielectric permitivity  that enters in the
coupling constant g± can be written as  = 0(1 + s)/2,
being 0 the dielectric permittivity of the vacuum and s
the dielectric constant of the substrate. As the experi-
mental absorption energies are obtained using a quartz
substrate, we have s = 3.9. Notice that Eq.(14) assumes
equal hole and electron effective masses.
As we already said, the energies in Eq. (14) are ob-
tained by solving the two particle problem17. This is
a sensible approach since we are working in the instan-
taneous approximation, so the self consistent solution of
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FIG. 1: Values for the τ = +1 valley of the absolute value of conduction band splitting (a,b) and valence band splitting (c,d)
as a function of the corrected coupling constant for spin down electrons g−, for three different values of the momentum cut-off
(in units of ~).
the Schwinger-Dyson equations provides no term propor-
tional to the frequency p0 in Eq.(9). This implies that
there is no wave function renormalization Zψ, and there
is no loss of electronic coherence29. This fact, together
with the absence of any imaginary part in Στ (p), means
that the poles in the full two-particle propagator will co-
incide with the ones in the non interacting two particle
propagator, but dressed with the renormalized parame-
ters in the Green functions30.
Since the excitonic data are not enough to fully execute
the renormalization program, we are forced to impose two
additional conditions so that the renormalized parame-
ters will depend only on one bare parameter and the cut-
off. At very small interactions (at very high dielectric
permittivity  → ∞), we will force a zero conduction
band splitting λc = 0 and equal Fermi velocities for both
spin projections v+ = v−. The motivation for this choice
comes from the fact that for →∞ quantum corrections
are negligible (assuming a finite physical cut-off), and the
conduction band should remain (approximately) degen-
erate in spin due to the nature of the wave functions5,
while the hopping parameters should be insensitive to
spin. In this limit the conditions on the renormalized pa-
rameters translate to conditions on the bare parameters:
λ0c = 0 and v
0
+ = v
0
−.
Since we have imposed two extra conditions, we still
have two free parameters: v0+/v
0
− and the momentum
cut-off Λ. We will solve the Schwinger-Dyson equations
for different values of the cut-off and the Fermi velocity
bare parameter, and give the results as a function of the
renormalized coupling constant g−.
V. SOLUTION OF THE SCHWINGER-DYSON
EQUATIONS
We will present the results for one of the two valleys
(τ = +1). The values for the other valley are obtained by
changing the sign of λc,v, and consequently interchanging
the values of the masses (m+ ↔ m−) and the Fermi
velocities (v+ ↔ v−).
In Figs.1,2,3 the values of different renormalized pa-
rameters as functions of g− are plotted for three differ-
ent values of Λ, and for the two regimes g− < 1 and
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FIG. 2: Values for the τ = +1 valley of the gap for the spin up electrons (a,b) and gap for the spin down electrons (c,d) as a
function of the corrected coupling constant for spin down electrons g−, for three different values of the momentum cut-off (in
units of ~).
1 < g− < 3. The general behavior when g− approaches
to the critical values gc− = 1 and g
c
+ = 3 will be modified
with a proper regularization of the Coulomb potential.
This regularization will make the calculations more in-
volved but this treatment is possible within the presented
theoretical framework. Also, this regularization allows
for a more accurate computation of the critical value of
g− corresponding to the point when the excitonic states
will merge to the continuum, and the observed excitonic
peaks are no longer expected to correspond to the low-
est energy state |j| = 1/2, but rather to the first excited
state |j| = 3/2. Also let us remember that all the plotted
values are constrained to match the experimental ener-
gies of the excitonic peaks EA and EB . As an example,
for a coupling constant g− = 2 and a physical momen-
tum cut-off Λ = 2~pi/a (the lattice constant is taken to
be a = 3.193 A˚3), we have an scenario with a conduction
band splitting 2|λc| ≈ 75 meV, fully compatible with
the measured optical absorption energies of the excitonic
peaks A, B.
Both the gaps and the difference between spin up and
down Fermi velocities are cut-off independent. For the
Fermi velocity difference, the independence on the cut-
off Λ can be derived from eqs. (10b,13). The correction
to the Fermi velocity is given by δvs = vsIs, and if we
do δv+− δv−, the two logarithms which give the explicit
dependence on Λ are subtracted, so the explicit depen-
dence vanishes. There is however an implicit dependence
on Λ coming from vs and ms. From conditions of eqs.
(15,16) we obtain ms as a function of vs, so all the im-
plicit dependence on the cut-off lies in vs. With the extra
condition v0+ = v
0
−, we can write v+ = v− + δv+ − δv−,
and for any given v− we have an equation for δv+ − δv−
independent of Λ. With the Fermi velocity difference be-
ing cut-off independent, from conditions of eqs. (15,16)
one automatically obtains cut-off independent masses for
each spin.
VI. SUMMARY
Large conduction band and Fermi velocity spin split-
tings are found due to the effect of Coulomb interactions,
fully consistent with optical absorption measurements.
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FIG. 3: Values for the τ = +1 valley of the gap difference between spin down and up electrons (a,b) and normalized Fermi
velocity difference between spin up and down electrons (c,d), as a function of the corrected coupling constant for spin down
electrons g−, for three different values of the momentum cut-off (in units of ~).
The ultimate reason of these splittings is the presence
of a different gap for the two spin polarization species,
product of spin-orbit interaction, which induces a differ-
ent renormalization of the gap and Fermi velocities of
the two spin projections. To ensure consistency with ab-
sorption experiments, we used the values of the measured
energies of the excitonic peaks of MoS2 on a quartz sub-
strate as renormalization conditions.
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Appendix A: Computation of the fermionic
self-energy
To obtain the self-energy we need to compute the in-
tegral of eq. (8):
Σ(p) ≡
(
I+(p) 0
0 I−(p)
)
= e2
∫
d3q
(2pi)3
D(q)G+1(p− q),
(A1)
with, keeping terms up to first order in p:
Is(p) = −
(
I
(1)
s 0
0 I
(2)
s
)
− vsIs(σxpx + σypy). (A2)
First we shall obtain the asymptotic behavior of the
scalar field self-energy Π(q), given by eq. (7), in the limits
of low and high momenta. We work in the instantaneous
approximation q0 = 0. For vs|~q| << ms we have:
Π(|~q|) = e
2
3pimr
|~q|2, (A3)
7while in the opposite limit, vs|~q| >> ms:
Π(|~q|) = e
2
4vr
|~q| (A4)
Now, from the low energy Hamiltonian (1) one can
extract the inverse bare fermion propagator. Inverting it
and replacing the bare parameters by the renormalized
ones, we get the full fermion propagator which enters the
integral (A1). Inserting the explicit values of D(q) and
G+1(p− q) we have:
I(j)s = i2pigs
(∫ ms
0
d|~q|
2pi
(
1 +
4gs
6mr
|~q|)−1 + (1 + pigr/2)−1 ∫ Λvs
ms
d|~q|
2pi
)
×
×
∫ ∞
−∞
dq0
2pi
gs0(q)
(
q0 + i(−1)j ∆
2
+ s i
(
(j − 1)λc + (2− j)λv
))
, (A5)
Is = 2pigs
(∫ ms
0
d|~q|
2pi
(
1 +
4gs
6mr
|~q|)−1 + (1 + pigr/2)−1 ∫ Λvs
ms
d|~q|
2pi
)∫ ∞
−∞
dq0
2pi
gs0(q)
(
1− |~q|2gs0(q)
)
, (A6)
with:
gs0(q) =
((
q0 + s
i
2
(λc + λv)
)2
+ |~q|2 +m2s
)−1
. (A7)
Note that we divided the momentum integral in two re-
gions, one for vs|~q| << ms and another for vs|~q| >> ms,
using the expansions of eqs. (A3) and (A4). Note also
that we introduced a momentum cut-off Λ, as the mo-
mentum integrals diverge. When doing the integrals in q0
one should be careful and expand the results in |~q| accord-
ingly for each momentum integral region vs|~q| << ms
and vs|~q| >> ms. Doing the integrals we finally arrive
to:
I(j)s = (−1)j+1Izs , (A8a)
Izs =
3mr
4
ln
(
1 +
2gsms
3mr
)
+
gsms
2 + pigr
ln
(
Λvs
ms
)
, (A8b)
Is =
3mr
4ms
ln
(
1 +
2gsms
3mr
)
+
gs
4 + 2pigr
ln
(
Λvs
ms
)
,
(A8c)
which are the expressions used in the main text.
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