In this paper we introduce CityViewAR, a mobile outdoor Augmented Reality (AR) application for providing AR information visualization on a city scale. The CityViewAR application was developed to provide geographical information about the city of Christchurch, which was hit by several major earthquakes in 2010 and 2011. The application provides information about destroyed buildings and historical sites that were affected by the earthquakes. The geo-located content is provided in a number of formats including 2D map views, AR visualization of 3D models of buildings on-site, immersive panorama photographs, and list views. The paper describes the iterative design and implementation details of the application, and gives one of the first examples of a study comparing user response to AR and non-AR viewing in a mobile tourism application. Results show that making such information easily accessible to the public in a number of formats could help people to have richer experience about cities. We provide guidelines that will be useful for people developing mobile AR applications for city-scale tourism or outdoor guiding, and discuss how the underlying technology could be used for applications in other areas.
INTRODUCTION
On September 4th 2010, a magnitude 7.1 earthquake hit the city of Christchurch in New Zealand and changed it forever. Since that time more than 10,000 aftershocks, including the most devastating earthquake on February 22nd 2011, have damaged the city and over 900 inner city buildings have been demolished. With nearly a third of downtown Christchurch gone it is difficult for people to remember what the city looked like or the important historical landmarks that have vanished.
However, Augmented Reality (AR) technology can be used to go back in time and see the city as it was, both before and right after the devastating earthquakes. Over the last year we have developed a mobile AR application, CityViewAR, which allows users to see 3D virtual models of buildings put back on the real sites that they used to occupy (see Figure 1) .
One of the main uses for in mobile smart phone based AR is for providing geo-located information through an AR browser (e.g. Junaio [10] or Layar [11] ). This type of application shows information on point of interest (POI) in the real world, such as buildings, businesses, and public transportations. In most cases, geographical information is shown as virtual bubbles with text and images of the related POI.
The CityViewAR application is designed as an outdoor AR information browser application for providing geographical information related to the earthquakes that hit Christchurch. While there are existing historical records and information about the buildings, much of it is not easily accessible since it is scattered in different places, and are not organized in a location-oriented manner. The idea behind this application design was collecting this information and reorganizing it into a geo-located structure, and making it easily accessible through modern personal information technology, so that it can help people to understand and remember those historic sites damaged in the earthquakes.
In addition to providing historical information about buildings, the CityViewAR application is also designed to provide onsite AR visualization of the buildings, allowing users to see a virtual 3D model of the building on the real site where it once was.
In the next section we review related work that uses AR technology for presenting touristic, archeological and historical content. Then we describe details of the design and implementation of the CityViewAR application. We also describe the details of user studies that we have conducted, and design guidelines for developing similar mobile outdoor AR applications. 
RELATED WORK
Mobile outdoor AR has been a well researched field since Feiner et al. [2] have shown that an AR system can guide and assist users exploring outdoor environments. The work included an implementation of an early outdoor AR system designed to be worn by a user as a back pack, and the system visualized virtual tags on buildings to assist the user navigating in an urban environment. They also showed that mobile AR hardware could provide historical information on site as, such as older versions of buildings in view, or pictures of past events [4] .
From the early days of mobile outdoor AR research, visualization of historical sites for tourism has been one of the main application areas. In the Archeoguide project, Vlahakis et al.
* {gun.lee, andreas.duenser, mark.billinghurst}@hitlabnz.org [8] developed an outdoor AR system that guides users around archeological sites. The user was equipped with a wearable system [3] that ran an AR application for showing 3D models of historical buildings on archeological sites.
Traditionally mobile outdoor AR systems required a significant amount of hardware which the users had to either carry on their back [2] [3] [6] or pull around on a cart [7] . However, with rapid development of mobile device technology, mobile phones have become powerful enough to run AR applications.
As the smartphones become widely available, many mobile AR browser applications have become popular and commercially available [10] [11] . These mobile outdoor AR applications started as an interface for showing geo-located information as icons floating in the real world, and recently developed to where they can visualize 3D models registered in the real world. However commerial AR browsers are designed for general purpose AR information overlay and have limitations when used to show large numbers of 3D models on a city scale.
Compared to these general purpose AR browsers, CityViewAR was designed to be able to show large numbers 3D model of buildings in city scale AR visualization, and presenting various types of content including panorama pictures. In addition, our application has a tailor-made interface which is designed around the content, contributing to a better overall user experience.
While many mobile outdoor AR applications have been published [9] , there have been few in-depth user studies investigating the value of having an AR interface, compared to a non-AR map guide. So this paper makes a contribution by reporting our findings from a formal user study evaluating the CityViewAR application. This will provide a useful reference for those designing and developing mobile AR applications for tourism.
INTERFACE DESIGN
As an information browser, the main function of the CityViewAR application is to allow the user to efficiently access geo-located information. The application takes advantage of built-in sensors on smart phones (e.g., GPS, electronic compass and accelerometer) to provide information based on the user's current location. To meet different needs of the users, CityViewAR shows information using different visualization methods, including AR, interactive digital map, and list views. These three views are used as the main interfaces with which user could browse through the content and information provided. Figure 2 shows an overview of the navigational structure of the CityViewAR interface. There are three navigational layers of different screens of activity. The user starts from the first layer which provides general information about the application including the title and instruction screens. From the title screen, users can step into the browsing interface where they will be able to browse through the buildings and sites in different visualization styles, and then access various content including historical information, images and panorama pictures.
The application is designed to start with the Map view (see Figure 3 ) which is more accessible independently from the user's location, yet gives enough spatial context, and provides a familiar starting point. The user can easily switch into the other browsing views using icons located at the bottom right screen corner. The details of each view are described later in the following subsections.
While most user interaction is done with the touch screen interface, motion sensors on the device are also used. Besides tracking the viewpoint in the AR view, CityViewAR also provides an interaction method based on the orientation of the device for automatically switching between the AR and map views, similar to other AR browsers (e.g. Junaio [10] ). In the map view, besides touching a button on the screen, users can change to the AR view by holding the device up for couple of seconds with the camera looking above the horizon. In the AR view, if the user holds the device facing down for a couple of seconds, the application switches into the map view. 
AR View
In the AR view mode, the application shows virtual information overlaid on a live video camera background, making the virtual content appear in the real world. While most of the other AR browser software show geographical points of interest (POIs) as icons floating in the real world, CityViewAR use threedimensional (3D) models of demolished buildings, allowing users to see the virtual buildings on-site, as if they were still standing there (see Figure 1) .
To visualize the AR scene correctly registered to the real world, the application needs to know the camera parameters including position, orientation, and projection matrix. CityViewAR uses GPS sensor information for tracking the geographical position of the device, and electronic compass and accelerometer for measuring the viewing direction of the camera. Based on this tracking information, and the field of view of the physical camera, the parameters of the virtual camera are set to visualize virtual objects registered to the real world. In this process, the geographical coordinates (latitude and longitude) of POIs are converted into the Cartesian coordinates that are used for the computer graphics rendering. The coordinates are converted relative to the user's position as the origin, based on the World Geodetic System 1984 standard [13] . While geographical coordinates only provide two dimensional positions for tracking, we take height of the user's viewpoint into consideration based on heuristics assuming that users are usually standing in outdoor environments.
Users can interact with the AR view using the touch screen interface. Touching one of the virtual buildings or icons in the AR scene will show a popup dialog with a brief description of the selected POI with additional icons that link to other content, such as text, images, audio or video clips (see Figure 4 ). The popup dialog is shown at the bottom of the screen in a screen registered manner, and a wedge from the popup dialog points toward the world registered POI. We chose the screen registered visualization instead of the world registered method, in order to make it easier to read the text information and interact with touch icons. This design choice was also made to prevent the AR view being cluttered with too much information.
The AR view also has an inset radar view which shows the POIs around the user as small dots on concentric circles, where the center of the circles represents the users' location. The orientation of the radar view is updated to match the user's current azimuth, so that the user can recognize the relative locations of the points in the real world. This interface helps users to have a better understanding of the overall scene without having to switch into the map view. 
Map View and List View
Like many other mobile outdoor AR applications [10] [11] , CityViewAR uses map and list interfaces to complement the AR view. These interfaces provide an overview of the POIs and allow users to access the information even when away from where the POIs are located. In the Map view, the POIs (the same set that is shown in the AR view) are shown as icons (see Figure 3 ). The user's location and bearing information is shown as an oriented arrow. Users can select one of the icons to access content available for that point, including descriptions, pictures, audio and video clips. Different icons are shown on the map according to the type of the POI and provided content, giving users a hint of what they can expect by selecting it. The map view shares the same popup dialog with the AR view, providing consistent user experience between the two most used views (see Figure 5 ). The map can either be shown as an aerial photograph or a simplified street map both from Google maps.
The list view shows the POIs as a list sorted in order of distance from the user's current location. There is also a search box that allows people to directly enter the name of a building that they are searching for. Therefore users can search for a specific POI by its name or by browsing through the list of POIs, which is not available in the other views (see Figure 6 ). 
Content Views
When the user chooses a POI using one of the browser views, the application presents various types of content related to the selected POI. There are three types of content for around a hundred buildings that are currently included in the CityViewAR application: text description, images, and panorama pictures. The application presents each type of content in different views. The Detail view ( Figure 7a ) provides a detailed description of the buildings including architectural information, historical information, and distance from the user's current location. Users can press the icons in the detail view to see other views. For instance, opening a link to the Image Gallery ( Figure 7b ) will allow user to look at pictures of the building, or the link to the Map view will take the user to the location on the map where the building is located.
While most of the POIs in the application represent buildings, some of them are locations where panorama pictures are available. When the user chooses to view this type of POI, an immersive 360 degree panorama picture will be presented on the screen (Figure 7c ). Users can drag on the touch screen to pan the viewing direction, or tap on a button to activate the motion sensor, in which case the view direction of the panorama picture will be updated according to the direction where user is pointing the device. The panorama pictures were taken just a week after the February 2011 earthquake and show considerable earthquake damage. 
Iterative Design Improvements
During its development, the application has been demonstrated in public at two major events: once in September 2011 at an open house event at the HIT Lab NZ, and in December 2011 at the public launch of the application in Cashel street mall in the city centre of Christchurch. The application has also been available on the Android market since then as a free download. During these public demonstrations, we have received user feedback which was used to improve the application iteratively. In this section, we share these design improvements. GPS sensors have errors of at least 10-20 meters, and so it is hard to have accurate enough tracking information for visualizing virtual buildings correctly registered to the real world. The problem gets worse if the user tries to look at a nearby virtual building at a distance within the error range, which we found common in how the CityViewAR application was used. While the error is unavoidable, we tried to overcome this problem by introducing a suggested AR viewpoint, similar to how suggested viewpoints are used in tourism. The AR viewpoints are shown as an icon on the map as other POIs, and users are suggested to visit these viewpoints to get a better (more accurately registered) AR experience.
Originally, this function was design to automatically snap the user's position to the viewpoint when the user gets close enough (e.g., within the GPS error range). However, in many cases the error was dynamically changing, hence the viewpoint kept snapping to the viewpoint on and off, which appeared to be more annoying for the user. We changed the design to only giving notice to the user when a viewpoint is nearby, and letting the user tap on an icon if he or she wants to use that viewpoint as their location.
Introducing the AR viewpoints not only helped users to have better experience when using the application on site, but also became a tool for indirectly experiencing the AR view even away from the location where building information is available.
The CityViewAR application has information and 3D models of more than 100 buildings. Loading the entire set of 3D models not only took time at startup, but also resulted in slow performance on the mobile device. We changed the application design to only load the 3D models of the POIs near enough to the user's location, and update the set of visualized models as the user moves. In this way, the application performed better and we were also able to avoid the AR scene being cluttered with too many 3D models. While showing only nearby objects does not provide a perfect solution for correct visual occlusions, it worked as a simpler solution that demands less processing power and does not require 3D models of all of the real buildings, compared to other methods such as visibility culling or using occlusion masks.
While presenting POIs of panorama pictures was relatively straightforward in the Map and List views, showing them in the AR view was more difficult. Initially we considered showing them as a floating icons or spheres. However, CityViewAR was designed to show streets of virtual buildings which already fill the visual display. Instead of cluttering the AR scene further by adding floating icons of panorama, we took a similar approach to that used when notifying the user about AR viewpoints. The AR view notifies users with an icon on the upper right corner of the screen when there is a panorama picture available nearby. The panorama then can be opened by tapping on the notification icon if the user wants to.
Through performing public demonstrations outdoors, we discovered that the displays were very dim under direct sunlight, even those on high-end mobile devices. We addressed this problem by redesigning the visual appearance of user interface with a high contrast color theme. In addition, we also adjusted the intensity of the virtual lights used for rendering the building models in the AR view, so that they would appear in brighter color on the screen.
IMPLEMENTATION
The CityViewAR application is developed based on the Google Android operating system and software development kit. The application is supported on a range of smart phones and tablet devices that run Android 2.2 or higher, and have the required sensors (i.e., camera, GPS, electronic compass and accelerometer). The geographical map data is based on the Google Map API service and the 3D building models are modeled and registered to the map using Google Sketch-up software. The POI information is stored in a SQLite database included in the application itself, and the 3D buildings are rendered using the in-house developed mobile outdoor AR framework [12] based on the Android SDK and OpenGL ES API. The latest version (v1.5) of the application includes over 110 buildings with 3D models, and about 20 panorama pictures of various locations at the city centre of Christchurch.
USER STUDY
In order to evaluate the design of the CityViewAR application, we conducted two user studies. First we collected feedback through an online survey from users who had downloaded the application. Based on these results we have conducted a formal user study.
Preliminary Online Survey
We collected user feedback through an online survey for about a month starting from April 1, 2012. The notification to participate in the online survey was embedded in the latest update of the application (published in March 1, 2012), and was activated about a month later to give the users enough time to explore the latest version of the application. The application was designed to give a notification at the start up screen with a link to the online survey site. The survey questionnaire included usability questions, some asking to respond in 9-point Likert scale, and some asking to answer in an open format.
While about 500 users downloaded the version with the online survey notification, we received only 8 responses. Out of those, 2 responses appeared to be duplicates and one user was not able to use the AR view on his device, leaving only 5 valid records.
According to the result, all of the participants answered that they have been using the app for more than a month, and they were living in Christchurch. Participants rated the overall satisfaction of the user experience as 6.2 on average (1: very disappointed ~ 9: very satisfied, SD = 2.28), and to the question how easy it was to use, they responded with 7 on average (1: very difficult ~ 9: very easy, SD = 1.87). On the questions asking how useful (1: no use ~ 9: very useful) and fun (or enjoyable, 1: not fun at all ~ 9: very fun) each browser view was, the AR view and the map view were ranked slightly higher than the list view (see Table 1 ). When the participants were asked to choose a view they liked from the three browsing views, all five participants answered that they liked the AR view most.
Observing the positive ratings of the user experience offered by the AR, we decided to further investigate this in a formal user study. 
Experimental Environment and Participants
A formal experiment was conducted in Cashel street which is about 200 meters long and one of the few streets open to the public in the city centre of Christchurch (most of the city centre is still closed due to safety concerns and ongoing demolition work). There used to be around 20 buildings on the street before the earthquake, but now only seven remain. Many of the now empty spots were replaced with temporary buildings built from container boxes. Out of over a hundred POIs included in the CityViewAR application, 13 buildings and 7 panorama pictures were located in the area where the user study took place.
The study was conducted over three days from around lunch time and to approximately 3pm each day. On the experiment days there was no rain, some clouds, and a fine breeze. We used three Samsung Galaxy Tab devices with 8.9 inch size screen for the experiment. The device has Dual-core 1 GHz Cortex-A9 processor and 1GB of main memory.
The CityViewAR application is designed for the general public and not with a specific population or user group in mind. Therefore we randomly approached people at the study location and asked if they were willing to participate in the research study. We offered a coffee voucher as an incentive for participation.
We recruited 42 participants (15 female, 27 male) between 13 and 51 years (M = 30, SD = 11.75). 18 (43%) participants were in Christchurch at the time of the most devastating February 2011 earthquake. Half of them (51%) had little to no prior knowledge of the streets and buildings of Christchurch. Nine participants had not used a smart phone or tablet before and 22 were using such a device frequently. Three participants had used the CityViewAR application before. However, none of them used it in the city centre where the experiment took place.
Experimental Design
The goal of the user study was to explore if the AR elements enhanced the user experience. So, the study followed a between subject design with 21 participants using the application with the AR view enabled, and 21 participants using it with the AR interface being disabled. With the AR interface disabled condition, the participants could still use the Map and the List view, and all of the content including image and panorama pictures were available. The session started with a brief introduction and instructions on how to use all the application's main features. After this the participants were free to use and explore the application as they pleased. The study finished with a questionnaire asking demographic data, prior use of AR interfaces and the CityViewAR interface, general usability questions and the Game Experience Questionnaire (GEQ) [5] .
The GEQ has 33 questions on game experience answered on a 5 point Likert scale (1 -not at all; 5 -extremely) and grouped into 7 subscales: Competence, Sensory and Imaginative Immersion, Flow, Tension/Annoyance, Challenge, Negative affect, Positive affect. Wording was changed for four questions from "game" to "application". Furthermore we collected logging data (including GPS position, duration, switching between modes) and made notes about observed behavior.
Experimental Result

5.4.1
Distance travelled and duration From the log files we extracted the overall distance the participants travelled and the duration of each session. We investigated the distance of travel as a partial measure of active exploration. Since the application's content is location based and informs the user of how the city looked before, we expect users to move to these specific locations. Moving between POI locations could provide partial evidence of how much the user was actively exploring the content. The usage duration was investigated as a measure of the level of interest in the content or the given interface. While the questionnaire provides a subjective measure of the engagement, we investigated the usage duration as an objective measure.
The minimum distance travelled was 0 meters and the maximum 326 meters (M = 96.28, MD = 69.26, SD = 83.85) 1 . Duration was between 95 seconds and 1137 seconds (M = 419.40, MD = 353, SD = 236.30) 2 . Both distance travelled and duration were not normally distributed so we used non-parametric MannWhitney U-tests to analyse the data.
A comparison of the groups with AR and without AR showed no significant difference for duration (U = 200.00, p = .62) or distance travelled (U = 167. 0, p = .18). Comparing participants who looked at the panoramas to those who did not, revealed that those who used the panorama feature used CityViewAR longer (M = 514.48, SD = 268.79) than participants who did not (M = 324.33, SD = 152.47; U = 125.50, p = .02). Results showed no significant difference for the distance travelled U = 180.00, p = .31). We found a tendency indicating that people who were not in Christchurch during the earthquakes used the application longer (M = 479.79, SD = 257.344) than people who witnessed the earthquakes (M = 338.89, SD = 181.838, U = 140.50, p = .06)). Figure 8 shows how long the participants in the two condition used the different views or modes provided by the CityViewAR interface. The AR group used the AR view around half of the time, and spent a quarter of their time with the map view and another quarter with the various information and picture views. The non-AR group spent a little bit more than half their time in the Map view. They used the image view on average 17 seconds longer than the AR group (U = 92.50, p < .01). 
5.4.2
Usability Questions We asked four questions (answered on a 9-point Likert scale) about the overall usability and experience (How was the overall experience with the app?; How helpful was the app for you to remember the buildings and the street?; How useful was the app for understanding what has been changed/lost due to the earthquakes?; How easy was the app to use?). The results showed no significant differences between AR and Non-AR participants for these questions (Figure 9) .
Taken both groups together we did find that people who were in Christchurch during the earthquake found CityViewAR more useful to help them understanding what has been changed/lost due to the earthquakes (U = 63, p < .01) than participants who were not present during the earthquakes.
5.4.3
Experience Questions The GEQ has been developed for measuring game experience and to our knowledge it has not been used to measure AR experiences. Because of the limited n (42 participants) in this study, we currently cannot sensibly test if the proposed structure can be reproduced in our context as well using factor analysis. However, we checked reliability by testing the internal consistency of the subscales (see Table 2 ). All subscales except for Challenge showed satisfactory reliability. This goes in line with findings from De Grove et al. [1] who found the Challenge subscale somewhat problematic. If we take all 33 questions together as a measure of overall experience we get α = .86.
The AR group judged their experience on all subscales slightly higher than non-AR users. While none of these differences is significant for the individual subscales, taking all questions together we found that AR showed a significantly higher mean experience (U = 139.50, p = .04). However, the actual difference is rather small (M = 3.11, SD = 0.46 compared to M = 2.82, SD = 0.37) (see Figure 10) . No significant differences were found for panorama usage. We found a weak to moderate correlation between session duration and the Flow subscale (r = 0.30, p = .05). This can be seen as an indication of validity of this subscale, which includes questions such as "I lost track of time" and "I was deeply concentrated in the application".
5.4.4
Open Questions In the questionnaire we also asked questions that required participants to freely write down their opinions. These questions allowed participants to state multiple choices if they wanted to. To the question asking what feature of the application they liked most, eight participants in the AR group mentioned they liked the AR view most. However, from the Non-AR group no one mentioned the Map view, instead about half of them mentioned they liked the panorama pictures most. Table 3 summarizes the answers to this question. We also asked if the participants had a problem while using the application (see Table 4 ). About half of the participants answered that they had no specific problem with using the application. The most common problems reported was the application becoming intermittently unresponsive to touch. The Non-AR group reported this problem twice as much. Also, the Non-AR group reported that the graphical user interface elements (such as icons) were not so intuitive.
On the other hand, the AR group reported more problems while holding the device to look at the AR scene, which included glare on the screen and unintended touch operations. Also, two participants in this group reported that the tracking was not good and the AR scene was not well registered. We asked participants what features they would like in a future version of the application. Participants could answer this question by either choosing from the list of features that we are planning to integrate, and/or giving open comments. Having more information and content and presenting guided tour paths were the most preferred options. Table 5 shows details of the participants' answer. All of the participants chose from the given list, except one participant wished having links to other websites or businesses.
Other Observations
While conducting the user study, we observed that the Non-AR group was tending more to sit down and use the application without moving around, even after being instructed to actively explore the environment at the beginning of the experiment. Figure 11 shows the participants' movement paths on the Google Earth map. The red line shows the path of the AR group and the light blue line shows that of the Non-AR group. Considering GPS inaccuracy, we filtered out the location update records that had more than 15 meters error. The path of the AR group appears to cover a wider range, showing their tendency to move around more. The mean value of distance traveled of the AR group was higher (M = 114.56, SD = 91.40 compared to M = 78.01, SD = 73.19, in meters), although we found no statistically significant difference between the two groups (U = 167.00, p = 0.18). According to our observation we believe that this was partially affected by the panorama pictures. The panorama pictures were presented with the view direction being updated by the motion sensors, which gave a similar user experience to that of the AR view. We observed that some of the participants in the Non-AR group started moving around as they discovered the panorama pictures.
One of the common problems observed with the AR users was having trouble with the glare on the screen. When using the AR view or the panorama view with the orientation sensor, users often struggled with bright reflections on the screen, making it hard to see the content. Another problem commonly found was making unintentional operations such as touching on the screen or pushing a button while holding the device in the AR view.
DISCUSSION
We found a small, though statistically significant difference in the overall experience between the people who used our application with and without the AR interface (see Figure 10) . The overall user experience of the CityViewAR application appears to be more affected by the content it provided. In particular, the panorama pictures were very popular (see Table 3 ), and the people who saw the panorama pictures tended to use the application longer. We found that people who were not in Christchurch during the earthquake tended to use the application longer. This indicates that visitors and tourists appeared to be more interested in the story of the earthquake the application.
While the participants used the map view as a browsing tool for discovering POIs and its content, the AR view appeared to be considered more like a mixture of the browsing interface and the content itself. None of the participants in the Non-AR group mentioned the Map view as their favorite feature of the CityViewAR application. Instead, many of them chose panorama pictures as their favorite. On the other hand, about 40% of those in the AR group picked the AR view as their favorite feature. The virtual buildings shown in the AR view were indeed designed as application content, while AR also is an interface that links to other content that is related to the buildings.
Although the tracking technology was not highly accurate, not many users commented on this as a problem (see Table 4 ). Based on the observations during the experiment, most of the participants who were using the AR interface were more focused on the appearance of the virtual buildings rather than their exact location. This suggests that some limitations of the interface can be overcome by using compelling content. AR viewpoints is another example in the CityViewAR design to overcome the limitations in tracking accuracy by encouraging users to move to the known locations where they can have a better AR experience.
While the AR and Map views were actively used by the participants, the List view was used less (see Figure 8 ). About 70 percent of the participants (14 in the AR group and 15 in the Non-AR group) never used the List view, and most participants in both group spent less than 10% of their time in the list view.
Both, from the answers to the open questions and our observation during the experiment, we found that some of the participants in the AR group were experiencing problems with glare on the screen and unintended touch. While these limitations are mainly based on the device itself rather than the application, we can ease some of these problems by improving the user interface design. For example, we enhanced color contrast for both visual design and the rendering setup in the CityViewAR application.
Based on these results, we provide the following guidelines for developing mobile outdoor AR tourism applications: 1) Build the application around the content which is the main focus of the user experience. 2) Design AR view not only as a browsing interface, but also as place to present the content. 3) Complement the limitations of the AR interface with compelling content and analogies. 4) A List view might be used less often than the AR or map views. However, it could be considered as a complementary tool for the users who prefer to use it. 5) Consider the physical limitations of the device, and try to overcome issues with good user interface design.
CONCLUSION AND FUTURE WORK
In this paper we described the design and implementation details of the CityViewAR mobile outdoor AR application. The application was developed to provide geographical information in the city of Christchurch that was affected by devastating earthquakes. The main design feature of the application is visualizing 3D models of the buildings using AR technology, showing the city as it was before the earthquake. We described the iterative design improvements we made based on user feedback.
We also reported the results from a user study comparing user response to using CityViewAR with the AR interface either enabled or disabled. The results showed that the AR interface, as both a browsing interface and content view, can contribute to providing an enhanced user experience.
For future work, we are planning a longer term user study to gain more in-depth insight into mobile outdoor AR interfaces. Based on the collected user feedback, we are planning to improve the design of the application and add more features, such as providing information through an online server, and improving AR tracking with hybrid tracking methods using computer vision techniques.
