Abstract-An entropic criterion for minimum uncertainty sensing, introduced in a companion paper [3] , is applied to a case study related to the localization and recognition of a polygonal object by means of an orientable range finder. The observed object is characterized by two different uncertain parameters: the pose (position and orientation) of the object and its identity. A priori, only partial information is available both on the object identity and on its pose. Additional information about the observed object is acquired by the orientable range finder activated according to the above criterion.
I. INTRODUCTION
C ONSIDER the task of localizing and recognizing an observed object. When different sensing alternatives are available, an alternative has to be selected according to a certain criterion. The criterion considered here is based on the expected increment in the information on the object parameters, in correspondence to the possible alternatives. This criterion has been illustrated in [3] , and its main features will be reviewed in Section II. The result of the criterion application will depend on the current (a priori) information available on the object parameters: this information is represented in terms of 1) the probability of each possible object identity, and 2) for each identity, the conditional probability density function (pdf) of the object pose parameters. Such a priori information can derive from various sources, including previous sensor measurements. Several approaches to the determination of the next sensor measurement have been applied to visual sensors [2] , [5] , [8] - [10] [11]; many of them adopt a criterion based on visibility. Some other approaches take into account the accomplished task: [1] , [6] cope with localization, [7] handles recognition, and [12] is devoted to model construction.
The criterion adopted in this paper combines both tasks, namely recognition and localization, and it can be applied to any sensor. This criterion is based on 1) a state information model, and 2) a sensor information model. The state information model represents the a priori information about the state of the observed system in terms of the a priori probabilities of the Manuscript received August 30, 1998; revised April 24, 1999 and November 22, 2000. This paper was recommended by Associate Editor R. Popp.
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discrete parameters and the conditional pdf of the continuous parameters, given each possible value of the discrete ones. The sensor model represents the measurement uncertainty in terms of the conditional pdf of the measurement result, given the state of the observed system. The system considered in this paper is a polygonal object, characterized by its pose (its position and orientation) and by its identity. The sensor used in the recognition and localization task is an orientable range finder; the different sensing alternatives are associated to the different orientations of the range finder.
The criterion also positively accounts for the events in which the sensor misses the object: such events, in fact, provide positive information about both pose and identity of the observed object. Some experimental results are also presented, which illustrate the application of the criterion.
Section II reviews the adopted criterion. Section III introduces the state information model of the observed object. Section IV illustrates the information model of the orientable range finder. In Section V, the above information models are exploited in order to express the criterion in terms of the sensor activation parameter. In Section VI, the updated state estimate is determined in correspondence of an optimal sensor measurement. Section VII presents some experimental results involving the observation of a polygonal object. Conclusions are left to Section VIII.
II. ADOPTED CRITERION

Let
indicate the vector of parameters describing the state of the observed system, and let be its a priori pdf. Let indicate the measurement result:
indicates the conditional pdf of given the state , is the marginal pdf of . The a posteriori pdf of given the measurement result is . The adopted criterion is given by the expected increment of the information about from a priori to a posteriori: the expectation is performed over the possible measurement results (which are unknown priori to measurement) 1 According to [3, Th. 1] , this criterion can be rewritten in the following form, where the roles of and are reverted (1) Often, this form allows to perform calculations within the low-dimensional space of the parameters instead of within the multidimensional space of the state parameters. Now, consider the task of recognizing and localizing an object, whose state is represented by a vector of continuous pose parameters and by an identity , varying within the discrete set . Equation (1) becomes (2) where is the a priori probability that the object identity is and . Now let us consider the case where, given the object identity , there is a nonzero probability that the measurement "misses" the object: this can occur when, e.g., the object surface is not intersected by the measurement line of the range finder. The probability that the object is intercepted by the measurement is . The marginal pdf can then be rewritten as since the missing pdf of the measurement result is independent of the object identity. In addition,
is not supposed to overlap with the interception pdf , for each possible object identity .
Indicating by ( ) the conditional probability that, given both the object identity and its pose , the measure misses (intercepts) the object, it is In addition, the two following relations hold Let indicate the value of the criterion in which only the pdfs relative to the nonmissing case are considered (3) where , and
Let us now consider two conditions: 1) for each identity the pdf does not overlap with , and 2) for each , the relative entropy does not depend on .
If condition 1) is satisfied, (2) becomes
If in addition, condition 2) is satisfied, the expression of the term above simplifies as follows:
III. CASE STUDY RELATIVE TO AN ORIENTABLE RANGE FINDER
We discuss a case study relative to the recognition and localization of an observed polygonal object by means of an orientable range finder. The identity of the observed object may vary within a set of possible identities. In addition, the object pose is uncertain. An orientable range finder is considered. The information deriving from the interception versus missing of the object is taken into account by the entropic criterion (4) . A set of hypotheses are adopted to simplify the treatment.
We analyze both the state information model and the sensor information model, and we determine the approximate pdf's , involved in the criterion. The state information model consists in the a priori information on the system state: it is characterized by the probability that the identity of the observed object is , and by the conditional pdf's of the pose parameters, given the object identity.
The sensor information model is characterized by the conditional pdf's . These densities characterize not only the sensor measurement error, but also the sensor activation error. Specifically, in the case of an orientable range finder, whose activation parameter is the orientation angle of the measurement line, two terms contribute to the uncertainty on given and : the range measurement error and the sensor orientation error , where is the actual value of the sensor orientation and is its nominal value, i.e., its set point. For simplicity of notation, the density function is said to be "relative to the measurement error."
Notice that the optimization is performed with respect to the nominal value of the sensor activation parameter , not with respect to its actual value (which may not be completely under control).
Using the Bayes rule to combine the state information model with the sensor information model , the pdf's of the measurement result are obtained. The construction of the state information model is illustrated in this section, while the sensor information model of the range finder is presented in Section IV. All the random variables considered in this section are supposed to be normally distributed, and the errors on these variables are supposed to be small enough that the nonlinear relations among them can be linearized around their expected values.
A. State Information Model
An absolute (or base) reference is considered, and it is supposed to be centered at the origin of the range sensor.
The object pose is characterized by three degrees of freedom (DOF) the parameters are the Cartesian coordinates of the origin of a reference attached to the object, while represents the orientation angle of the axis of the object reference relative to the base reference.
Given an edge segment of the object , e.g., the segment measured by the sensor, the absolute orientation angle of this segment is indicated by . If is the orientation angle of the above segment relative to the object reference, its absolute orientation angle is given by . The a priori information both on the identity of the object and on its pose is described by the probabilities Pr and by the conditional pdf's of the pose . A first assumption is relative to the a priori pdf's of the pose parameters:
H1: The conditional pdf's of the pose parameters are Gaussian. Their mean values are indicated by . where and In the above expressions, indicates a -dimensional Gaussian whose expected value is the -dimensional vector and whose covariance matrix is . Now consider an object point : given an error on the pose parameters at the object origin , the error on the pose parameters at the point can be shown to be (see Fig. 1 )
In the sequel of this section, the index will be omitted for simplicity. If indicates the covariance matrix of the position parameters referred to the object origin , then the covariance matrix of the position parameters referred to object point is given by (6) The object is supposed to be polygonal: its boundary is constituted by straight line segments. If the point is a vertex of the observed object, then the covariance matrix referred to is calculated by replacing with in (6) . If the point is on an edge segment of the observed object, which forms an angle with the axis of the reference attached to the object, the current estimate of the orientation angle of the edge segment is given by . The translational error at a point on the above edge segment is the vector . The component of this error along a generic direction as, e.g., the direction orthogonal to the direction , is where are the components of the vector . The unconditional variance of is given by
IV. INFORMATION MODEL OF AN ORIENTABLE RANGE FINDER
An orientable range finder measures the distance between its origin and the object boundary along an established direction. Let indicate the variable orientation of this direction with respect to the base reference: the line through parallel to the above direction is called measurement line. The parameter is not entirely under the external control, since an orientation error adds to the set point of the sensor orientation. The variance of the error is indicated by . The set point is taken as sensing parameter.
We now derive the expressions of the conditional pdf's and , given that the object identity is . The probability that the object identity is is given by . Three factors contribute to the uncertainty of the measurement result:
• the uncertainty of the object position and orientation, whose contribution to the measurement result uncertainty depends on the error , where is the intersection point between the object edge segment and the measurement line in its nominal orientation ; • the error in the orientation angle , whose variance is known; • the error in the range measurement, whose variance is supposed to be independent both of the two above errors and of the object identity. Only the two last contributions are involved in the conditional pdf since the object position is given. In the sequel, the sensor information model is further specified by means of additional hypotheses (Section IV-A), thereafter the relevant parameters of the distributions involved in the criterion are calculated (Section IV-B). The criterion expression will be constructed in Section V.
A. Adopted Hypotheses
In addition to hypothesis H1, relative to the normality of , a second hypothesis is adopted relative to the missing distribution : H2: The missing pdf does not overlap to any of the nonmissing pdf's . Given an object identity and a nominal sensor activation , the actual measurement line can possibly intersect a generic segment of the object . The segment that will be intersected by the measurement line is uncertain, because of the uncertainty both on the object pose and on the activation parameter . However, the following hypothesis restricts the number of the segments, which have a nonzero probability of intersecting the measurement line.
H3: The pose uncertainty and the sensor activation error are sufficiently small, that at most one of the object vertexes can possibly intersect the measurement line. When existing, this vertex is said to be the "critical vertex." This implies that 1) at most two segments of the polygonal object have nonzero probability of intersecting the measurement line, and 2) if the missing probability is not null, only one segment has a nonzero probability of intersecting the measurement line (in fact, in this case no other vertex can possibly intersect it).
For the sequel, it is convenient to introduce two complementary events related to the critical vertex , when it exists. We denote by ( ) the conditional probability that the measurement line is on the left-hand side (right-hand side) of , given the object identity . We denote by ( ) the conditional probability that the measurement line is on the left-hand side (right-hand side) of , given both the object identity and the object pose . In particular, when both the nominal sensor activation and the object identity are given, one can distinguish among the following four cases (see Fig. 2 ).
a) The object is missed with probability : no object segment has nonzero probability of being intersected by the measurement line, and no critical vertex exists for the identity . In this case the probability density function is equal to . b) The probability that the object is missed is , and only one segment has nonzero probability of being intersected by the measurement line: this implies that this segment is intersected with probability one. No critical vertex exists in this case. c) The probability that the object is missed is : this implies that only one segment is intersected with nonzero probability. This segment is denoted as " " or " " (for "left" or "right"), according to whether the segment is on the left-hand side of the critical vertex or it is on the right-hand side of . Therefore, the nonmissing probability is given either by or by , according to whether the above segment is "left" or "right." d) The probability that the object is missed is , but two segments have nonzero probability of being intersected by the measurement line: each of them is intersected when the measurement line goes on the left-hand side, or, respectively, on the right-hand side, of the critical vertex . These two segments are denoted as, respectively, " " and " " (for "left" and "right"). This case can further be subdivided into two subcases: (d1) the two segments have the critical vertex as a common vertex, or (d2) only one of the two segments has as a vertex, and therefore the other segment is partially occluded. The vertex of the partially occluded segment is called "the occluded vertex." According to which one of the two segments has as a vertex, this subcase is denoted as "left occludes" or "right occludes." For both subcases, the left (right) segment is intersected by the measurement line with probability ( ). The same four cases can be considered, when not only the nominal sensor activation and the object identity are given, but also the object pose .
a ) The object is missed with conditional probability . In this case the conditional pdf is equal to . b ) The probability that the object is missed is , and only one segment has nonzero conditional probability of being intersected by the measurement line: this segment is intersected with probability one. c )
The conditional probability that the object is missed is such that . In this case the only segment, which has a nonzero probability of being intersected by the measurement line can lie either on the left-hand side of or on its right-hand side: according to this, the conditional nonmissing probability is given either by or by . d ) The conditional probability that the object is missed is , but two segments, denoted as " " and " ," have a nonzero conditional probability of being intersected by the measurement line. This case can further be subdivided into two subcases: (d1 ) the two segments have the critical vertex as a common vertex, or (d2 ) only one of the two segments has as a vertex, and therefore the other segment (whose vertex is ) is partially occluded. For both subcases, the left (right) segment is intersected by the measurement line with probability ( ). Referring to cases (d ) and (c ) it can be observed that, given the system state , because of the uncertainty on the sensor activation, one can not deterministically predict on what side of the critical vertex will the measurement line lie. Therefore, the conditional pdf can be written in the following form for case (d ):
where denotes , " " intercepted). In the case (c ), one of the two above densities is substituted by where, if the "left" segment is intersected with nonzero probability, then , , and , otherwise , , and . The following hypothesis approximates the pdf's involved in the measurement error as Gaussians, and it supposes that their variances are independent of the object pose .
H4: The conditional probability density functions , , and are Gaussian. The expected values of the two latter pdf's are indicated by and, respectively, . Their variances are supposed to be independent of the object pose and Hypothesis H4 implies that the pdf relative to the measurement error is a weighted sum of (at most two) Gaussians. Each Gaussian term is relative to an event of the kind "the measurement line lies on the left-hand side (or on the right-hand side) of the critical vertex." In particular, the variance of any gaussian component is supposed to be independent of . Also the pdf's can be written as weighted sums of conditional pdf's where, as above, denotes , " " intersected). While is Gaussian, the conditional pdf " " intersected,
is not Gaussian. Therefore, the pdf , resulting from the Bayesian combination of the last density with , is not Gaussian. However, for the sake of simplicity, this probability density is approximated by a Gaussian: therefore it is supposed to be completely specified by the expected value and by its variance . H5: The pdf's and can be approximated by Gaussians, which are specified by their variances and , and by their mean values and . From H3, H4, H5, it descends that, if the missing probability is nonzero , then the nonmissing pdf is a simple Gaussian, i.e., not a weighted sum of Gaussians. Let the segment " " of be intersected with nonzero probability: then it is where is defined by Similar formulas apply if the right (" ") segment of is intersected.
In addition, given the nominal sensor orientation , and indicating the conditional probability density of the pose of , given that the segment " " is intersected, by , " " intersected), is
Having assumed that the distributions involved in the criterion are weighted sums of Gaussians, now the parameters characterizing these component distributions, as well as the weights, need to be calculated.
B. Calculation of the Parameters Involved in the Distributions
Let the measurement line form an angle with the axis of the base reference (centered at the sensor origin ), and be the object intersected by the measurement line at point : the measurement result is given by the projection along of the vector plus an additive error (see Fig. 3) where is the orientation angle of the intersected segment and is a vertex of the object segment which contains .
The distance between the sensor origin and the point , calculated for , depends on the pose
The nominal measurement result, i.e., the distance between and with , , is given by Now let us define a stochastic variable related to the uncertainty in the orientation angle of the measurement line. The abscissa of the generic point , along a direction orthogonal to , is indicated by (7) Notice that this variable is related to the orientation error of the orientable range finder: the partial derivative of with respect to , calculated in , is given by
The difference between and its value, calculated at the nominal value of the sensor activation parameter, is indicated by . The unconditional variance of which coincides with the unconditional variance of , is given by where is the variance of the sensor activation error. Differencing with respect to the pose parameters and with respect to yields (8) with and For later use, we also define and Notice that in the particular case in which the object is missed with probability , both the pdf's and coincide with . In the residual cases, i.e., when the object is missed with probability , the total uncertainty on the measurement result is affected by the three contributions mentioned at the beginning of Section IV. To calculate the variance of , three cases have to be considered: (b) the object is missed with probability , and only one segment has a nonzero probability of being intersected by the measurement line, (c) the object is missed with probability , (d) the object is missed with probability , but two segments have a nonzero probability of being intersected by the measurement line.
From (8) , since in the case (b) the two variables and are not correlated, the variance of the measurement result (associated to ) is given by (9) In this case, the first term and the third one contribute to the variance of the measurement error once the object position is given (associated to )
The above approximation is allowed due to hypothesis H4. The conditional mean value of the measurement result , given that the object identity is , is (11) where is a vertex of the object segment intersected by the measurement line.
The conditional mean value of the measurement result, given both the object identity and the object pose , is given by (12) In the cases (c) and (d), the determination of the conditional statistics, given the "left" (" ") or "right" (" ") event, are needed. In the sequel, the conditional statistics of the vector , where is a generic point on the object surface, are determined: though the statistics of the single variable would be sufficient, the determination of the statistics of the whole vector is useful in order to update the estimate of the pose in correspondence of a measurement (Section VI).
In Sections IV-B1-B3, the index characterizing the object identity will be omitted for simplicity.
1) Zero-Order Conditional Statistics:
The zero-order conditional statistics of any stochastic variable is the probability of the conditioning event. The probability that the critical vertex lies on the left-hand side of the measurement line, given that the object identity is , is the probability that (see Fig. 4 ), i.e.,
. Similarly, the probability that lies on the right-hand side of the measurement line, given the object identity , is the probability that .
Since the two random variables and are not supposed to be correlated, zero mean Gaussians, then erf erf
Now we evaluate the conditional probabilities (and ), that the critical vertex lies on the left-hand (right-hand) side of the measurement line, given both the object identity and the oject pose . The "left" (" ") event is characterized by the condition = , i.e., + . Notice that is deterministically known, since the pose is given. Therefore erf erf (14)
(13) express the 0-order moments of the conditional statistics of , given the object identity and the left (or right) event. The equations in (14) express the conditional 0-order moments of , given both the object identity and the object pose. In the sequel we calculate the conditional first-and second-order statistics of , given either the left (" ") event or the right (" ") one.
2) First-Order Conditional Statistics of : Given two generic points and on the object surface, the conditional expected values of the vector will be indicated, respectively, by = and = . Notice that can be rewritten as where while, for later use, we also define
The a priori covariance matrix of the vector is indicated by
Since and differ by a constant off-set , their variations coincide.
We define with By integrating appropriate functions along integration domains defined by , and by as indicated in Appendix II, it can be shown that (16) From these formulas, not only the conditional mean values and can readily be found (see Section IV-B4), but also the conditional mean value of , given either the "left" event or the "right" one relative to the vertex Also the second-order relations can be derived by integrating an appropriate function within the domains and .
4) Conditional Statistics of :
The conditional mean values of the measurement result , given the object identity and either the "left" event or the "right" one, are and (21) where is any point (e.g., a vertex) of the segment intersected by the exploration line in the event or, respectively, , while is the critical vertex. Notice that the critical vertex may also be out of the segment intersected by the measurement line as, e.g., for the occluded segment in case (d2).
The conditional variances of , given the identity and the "left"/"right" event, are given by and (
To calculate the conditional statistics of , given not only the object identity but also its pose , the nominal value has to be substituted by the given value in expressions (16), (17), and (19). In particular, [see (15)] is used in place of and is used in place of . In addition, since the pose is given, the submatrix in and the variance in , , and are substituted by zero.
The conditional mean values of , given the object identity and pose, and given the "left"/"right" event, are (23) By virtue of Hypothesis H4, the conditional variances and , given the identity and the pose , are supposed to be independent of . Therefore, they are obtained by replacing in expressions (19) the nominal value with the conditional mean values and given by (17), instead of using the given value . In particular, and are used in place of , while and are used in place of . The conditional variances of , given the object identity and pose, and given the "left"/"right" event, are (24) where and are the positions of calculated for and, respectively, (18).
5) Conditional Statistics in the Various Cases:
In case (a) both distributions and coincide with , therefore a null contribution to the criterion is associated to those identities for which the condition (a) is satisfied.
For those identities, for which case (b) applies, expressions (9)-(12) apply for the statistics.
For those identities, for which case (c) applies, the object interception event is either the "left" event or the "right" one. According to this, the statistics , , and assume the corresponding value in (21)-(24). In (16) and (19), both parametric points and are substituted by the critical vertex . For those identities, for which case (d1) applies, the above expressions apply, with both and coincident with the critical vertex . For those identities, for which case (d2) applies, in the above expressions the parametric point is substituted by the critical vertex . The other parametric point is substituted by the critical vertex , if the conditioning event is relative to the occluding segment (namely, " " with "left occludes" or " " with "right occludes"); it is substituted by the occluded vertex if the conditioning event is relative to the occluded segment (namely " " with "right occludes" or ' " with "left occludes") (see Fig. 5 ).
Having calculated the parameters involved in the distributions, the criterion can be expressed in terms of the sensor activation parameter.
V. CRITERION EXPRESSION AND MINIMIZATION
Let , , , be the set of identities, for which case (a)-(d) applies.
Consider the conditions relative to (4) of the criterion (see end of Section II). Condition 1) is always satisfied, from Hypothesis H2 (Section IV-A). Condition 2) is only satisfied, for those identities . In fact, hypothesis H4 guarantees that the variances of and are independent of , and in both of the cases (b) and (c), the distribution is given either by or by . For those identities , the distribution is given by the weighted sum : since the weights depend on , the term depends on , and condition 2) is not satisfied.
A. Criterion Expression
Consider (4) with and the first equation at the bottom of the next page. Now the two terms of will be analyzed separately.
1) Expression of :
First, the pdf appearing in the first term of will be developed: is given by a weighted sum of pdf's The weight is nonzero only for those identities , for which the missing probability is . For the identities , the missing probability is zero and no critical vertex exists: in this case is a simple Gaussian characterized by the mean value and by the variance . For the identities , there is a nonzero missing probability, but only one segment has a nonzero probability of being intersected by the measurement line: this segment is either the left ( ) or the right ( ) one. Thus is a simple Gaussian characterized by the mean value , given either by or by , and by the variance given either by or by . For the identities , the missing probability is zero, but there are two segments having a nonzero probability of being intersected by the measurement line: in this case, is a weighted sum of two Gaussians, . This distribution is characterized by the weights (13) of the Gaussian components, by their mean values (21), and by their variances (22).
2) Expression of the Second Term of
: The second term of can further be decomposed into two subterms: the first one relative to identities , and the second one relative to identities [see (25) at the bottom of the page].The first subterm , relative to identities for which is independent of , can be simplifed as follows: (26) In fact, due to hypothesis H4, Now, for , is (10), while for is either or (see Fig. 6 ): in any case is independent of . Therefore then From this equation, (25) follows straightforward. Now let us consider those identities . Suppose that (a) the set of values is small with respect to the set of values supporting the probability density , and (b) the minimum and maximum values of the term within the above set are known. Notice that an equivalent formulation of hypothesis (a) is that the ratio between the measure of the set of values for which and the measure of the set of values supporting the probability density is much smaller than one. Under conditions (a) and (b), the complicated averaging wrt of the integral term within the above set can be avoided, by introducing an uncertainty in the criterion evaluation: this uncertainty is proportional to the product of the above ratio by the difference between the maximum and minimum value of the integral term.
(25) For the orientable range finder, whose orientation accuracy is of the order of rad, the above hypothesis can be adopted. The maximum and minimum values of the integral term are derived in the Appendix II for the cases (d1 ) and (d2 ).
The second subterm varies between the two following extrema (see Appendix II):
and Observing that , the lower extremum of is given by (27) while its upper extremum is approximately given by
where the expression of is given in (37).
3) Expression of the Criterion :
The terms in (4) are nonzero only for the identities . Therefore, the following extrema of the criterion are obtained:
Approximating the terms , as shown in Appendix I for terms , results in the following extrema:
VI. CRITERION MINIMIZATION
The expressions of the independent parameters as functions of the sensor parameter have been derived in Section IV for an orientable range finder in the case the observed object has a polygonal contour.
In the sequel we describe a method which determines an approximation of the value of the sensor parameter minimizing the criterion expressed by (30).
The basic minimization procedure is the following. In order to find the value of the sensor activation parameter , for which the criterion is (approximately) minimum, the domain of is sampled at points . The criterion is evaluated at each of the sampled values of , and the sampled value for which is minimum is retained as the approximate optimum activation parameter. The number of samples is selected basing on the time available for the minimization.
The evaluation of the criterion, for a given activation parameter, involves the calculation of the integral term . The function is a weighted sum of Gaussians where . In the particular case, where the Gaussians do not overlap, then the integral can be rewritten as , which has the simple closed form
In general, when the Gaussian components of overlap, the integral is evaluated by means of numerical integration methods.
A possible refinement of the minimization procedure consists in detecting the local minima of the criterion among the sampled values of . Each local minimum (let one of such local minima) can be further analyzed by (finely) sampling the interval , and by evaluating the criterion at the finely sampled values of .
VII. UPDATING THE STATE ESTIMATE
As the measurement is executed, the information on the system state has to be updated in accordance to the measurement result . To do this, the Bayes rule is applied (see [3, 
eq. (4)]).
According to the hypotheses of Section IV-A, both and can be expressed as weighted sums of (at most two) Gaussians. These Gaussians are the conditional pdf's ( ) and ( ) given that the measurement line is on the left-hand side (on the right-hand side) of the critical vertex. Therefore, given the object identity and its pose , and given the conditioning events " " or " ," the pose and the measurement result are jointly Gaussian.
The a priori expected value of the pose , given both the object identity and the left (right) event, is indicated by (and, similarly, ). The Bayes rule can be applied to determine the conditional a posteriori estimate of the object pose , namely its a posteriori conditional expected value The a posteriori estimate of the pose , given only the object identity, is
while the a posteriori variance of , given only the object identity, is found to be
The a posteriori probability that the object identity is , given the measurement result , is , and has to be used in place of, e.g.,
. For those identities , the events " " and " " correspond (not respectively) to missed object and intercepted object. From Hypothesis H2, the densities and do not overlap: therefore, once is given, only one of the two probabilities in (33) is nonzero, and only one of the two terms in (34) is nonzero, and only one of the first two terms in (35) is nonzero. Specifically " " if the object has been missed, then since Cov , the object pose and covariance coincide with and Var : observe that they coincide with the a priori (i.e., without the knowledge of ) values conditioned by the knowledge of the miss-or-intercept event; "+" if the object has been intercepted, then the a posteriori estimate coincides with one of the two expressions in (30), while the covariance matrix of the pose coincides with one of the two expressions in (32). Therefore, if the object is missed where is equal either to or to , according to whether the object interception ("+") coincides with the "left" or the "right" event. For those identities , the general expressions (34) and (35) are applied.
These expressions can be simplified, reducing to one of the (30) and to one of the (32), if the densities and do not overlap: this can possibly occur only for . When this occurs, one can discriminate between the events " " and " " on the base of , and analogous considerations as in the above case (subcase "+") apply. In particular: If and does not overlap with , then and Var Var correspondent formulas applies for " " in place of " ."
VIII. EXPERIMENTAL RESULTS
In this section a minimization example is discussed. The approximate minimization method of Section VI is applied to determine a nearly optimum sensor measurement in a system consisting in an object, whose state is described by both the object identity and the object pose. Both the object identity and its pose are uncertain: the object identity may vary within a set of three object identities , , and . The object pose is characterized by the two Cartesian coordinates (with ) of a point representing the origin of a reference attached to the object, and the orientation angle between the axis of the reference attached to the object and the axis of the base reference.
The three object models are illustrated in Fig. 7 . The a priori information includes both the prior probability of each of the three possible identities of the observed object, and the a priori probability density function of the pose parameters, for each of the possible object identities. The a priori information has been obtained after the application of a localization and recognition technique [4] based on the analysis of an image of the observed scene: a calibrated camera is used to acquire the image. After the extraction of the image contour primitives, the recognition and localization technique is applied, resulting in a set of recognition hypotheses: each recognition hypothesis specifies a match between a set of extracted primitives and one of the object models in Fig. 7 . A recognition hypothesis is characterized by a probability Pr and by a pose estimate-and-variance , Var . In Table I the probabilities of the various identities are reported together with the estimated object poses and their covariance matrices (lengths are in centimeters, degrees within pose estimates, and radians within covariance matrices). The a priori estimated poses and their uncertainties are graphically illustrated in Fig. 8 , where the 99%-probability ellipses at the vertexes are drawn. The nearly optimal sensor orientation determined as described in Section VI yields a nominal orientation angle (see Fig. 9 ), and the corresponding criterion value is . Note that, for the (nearly) optimal sensor exploration, not all the missing probabilities are null: in fact, while for the identity the case (b) applies and , for the identity the case (c) applies, and it is found that . For the identity , the case (d1) ("right occludes") applies, and , but and . The nearly optimal exploration is executed on four different system states, all of them compatible with the previous camera observation, characterized by the presence of different objects: a) Object is present (and intercepted). b) Object is present and missed. c) Object is present and intercepted. d) Object is present (and intercepted). The results of the optimal exploration on the above system states are shown in Fig. 10 . The a posteriori (updated) information for each of them is detailed in Table II (probability values 0.001 and 0.999 have been approximated to 0 and, respectively, 1).
Notice that if object is present, a good recognition performance is obtained (from a priori probability to a posteriori probability Pr as well as a good reduction on the uncertainty in (the standard deviation goes from 0.7 cm to 0.28 cm). If the object is present, an excellent recognition performance is obtained (from a priori probability to a posteriori probability Pr both if the object is intercepted and if it is missed. The orientation uncertainty (standard deviation) reduces only by a factor 1.6 and, respectively, 1.4: however, the correlation between the orientation error and the translation errors and increase by factor 5 and 6, and respectively 5 and 3. Observe that, although in the intercepted-object case the measurement result is quantitatively meaningful, the pose estimate accuracy obtained in this case is not significantly better than in the missed-object case: this can be explained since a priori probability of the set of pose values compatible with the missed-object case was only 0.123.
If the object is present, an excellent recognition performance is obtained (from an a priori probability to Pr ). The correlations between orientation error and the two translation errors increase both by a factor 70.
IX. CONCLUDING REMARKS
An entropic criterion for minimum uncertainty sensing has been applied to a task involving the recognition and the localization of an observed object. A case study has been examined in detail, involving the localization and recognition of a polygonal object by means of an orientable range finder. In this case study, the nonlinearities, due to the surface discontinuities of the polygon, have been handled.
Experimental results on recognition and localization have been reported, based on a priori information obtained by a visual recogniton and localization system. Some of the possible objects may have a nonzero probability of being missed by the optimal measurement.
The execution time needed for the determination of the optimal sensor measurement may be controlled by varying the number of samples of the sensor activation parameter, which in turn affects the accuracy in the determination of the optimal activation parameter. 
A. An Upper Bound to
The maximum value of the term corresponds to the case where the two densities do not overlap. In this case, the internal integral can be written as The first integral yields simply , which has to be averaged wrt over the set . This average can be computed by calculating an integral on the scalar variable used in the previous subsection. The integration domain is the set of values corresponding to the set of values: the measure of this set is proportional to the standard deviation . Let us take as proportionality constant. In the case, this average can be approximated by the opposite of the product of the measure of the integration domain by the value of (which is the probability density corresponding to ) at a point within the integration domain. In this case, the average is approximated by resulting in the following lower extremum of : (39) Notice that, in the case, the approximation error in the evaluation of is proportional to the ratio . The second integral can be computed by substituting by . After a few manipulations, the following expression is obtained:
