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Abstract
Model fitting often aims to fit a single model, assuming that the imposed form of the model is
correct. However, there may be multiple possible underlying explanatory patterns in a set of
predictors that could explain a response. Model selection without regarding model uncertainty
can fail to bring these patterns to light. We present multi-model penalized regression (MMPR)
to acknowledge model uncertainty in the context of penalized regression. In the penalty form
introduced here, we explore how different settings can promote either shrinkage or sparsity
of coefficients in separate models. A choice of penalty form that enforces variable selection
is applied to predict stacking force energy (SFE) from steel alloy composition. The aim is
to identify multiple models with different subsets of covariates that explain a single type of
response.
Key words: model uncertainty; variable selection; model averaging; penalized regression
1 Introduction
Analysts often identify a single best-fitting model to be used for subsequent prediction. However,
there may be several models that fit well. When the goal of an analysis is to better understand the
relationship between the covariates and the response, fitting a single model neglects the possibility
of additional models with similar explanatory power. For example, comparing model fitting to
route mapping, when we search Google Maps for a route, it often presents several route options;
one may take back roads while another may take a more direct highway, and a third may take a toll
road. Depending on your travel needs, you may prefer one route to the others, so it is beneficial
to be aware of all of the options. If we consider model fitting in a similar way, it is valuable to
identify a range of different models that relate the predictors to the response.
In this paper, we consider model selection as a variable selection problem, which allows us to
include meaningful variables in a statistical model while excluding nonessential ones. Penalized
regression methods are common variable selection tools that use different penalties to promote
shrinkage [17, 16]. The least absolute shrinkage and selection operator (LASSO) technique is a
frequently used approach for model selection because it obtains model sparsity by shrinking non-
influential variable effects to exactly zero while maintaining computational efficiency [26, 31].
In the presence of multicollinearity, however, the LASSO-selected values are unstable. Some
extensions take into account prior knowledge about correlated covariates to include or exclude
them from the model as a group via the fused LASSO [27] and the grouped LASSO [30]. Tak-
ing this a step further, the OSCAR method performs supervised grouping of important variables
without a prior specification [4]. Existing penalized regression methods attempt to fit one true,
best model. While straightforward, this approach ignores the concept of model uncertainty. The
Random LASSO [25], developed in the context of highly correlated microarray data, incorporates
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model uncertainty by applying LASSO to bootstrapped samples of covariates in a multi-stage
procedure and generating a weighted averaged model, automatically realizing grouped covariate
inclusion/exclusion behavior.
Outside of penalized regression, Bayesian Model Averaging (BMA) was developed to account
for model uncertainty using a Bayesian hierarchical framework [21, 23, 12]. BMA considers
multiple model configurations to calculate posterior distributions over both models and coefficients
[11, 19, 9]. Consider a standard linear model with an n× p matrix of covariates X associated with
the n× 1 response Y : Y = Xβ+ ε, where β is a p× 1 vector of coefficients and ε ∼ N(0, σ2I).
An exhaustive BMA approach considers the fits of the 2p possible subsets of covariatesXi inX and
assigns a prior probability to each of the possible model configurations Mi ∈M for i = 1, . . . , 2p
using the hierarchical model [19]
Yi|βi, σ2,Mi ∼ N (Xiβi, σ2I)
βi|σ2,Mi ∼ pi(βi|σ2,Mi)
σ2|Mi ∼ pi(σ2|Mi)
Mi ∼ pi(Mi)
where βi are the parameters associated with Xi. The posterior probability of each model Mi and
the posterior distributions of each βi can be calculated. However, this method typically generates
highly correlated models that are often slightly modified iterations of the best model. In addition, it
may be necessary to sift through thousands of model candidates when performing BMA to identify
a set of uncorrelated models.
Several machine learning techniques incorporate model uncertainty through the use of ensem-
ble techniques to improve stability and reduce variance by incorporating information from multiple
model fits [16]. Bootstrap aggregation (bagging) creates multiple models by fitting many subsets
of the data and then averaging the output. These models can vary widely, especially with highly
correlated predictors [5, 6]. Ho introduced the random subspace method [18], which generates
trees using pseudorandom subsets of the available features, ultimately reducing the correlation
between the trees. Random forests [7] combine the advantages of bagging and the random sub-
space method to produce both accurate estimation and a measure of variable importance. How-
ever, random forests struggle when there are many unimportant features present. Notice that these
techniques acknowledge model uncertainty only in the context of making predictions rather than
investigating the models themselves.
On the other end of the spectrum from BMA, Principal Component Regression (PCR) can gen-
erate completely dissimilar models using orthogonal principal components. If we consider each
principal component as a model, there is a definitive ordering to these models, where the first
explains the most uncertainty and the following models explain successively less information. Ad-
ditionally, the models lack the same level of interpretability as models that use covariates directly.
PCR supplies multiple different models at the cost of the quality and interpretability.
Generating multiple useful, but fundamentally different, models is desirable because it provides
a range of models with similar explanatory capacity that incorporate information from correlated
variables. We propose a multi-model penalized regression (MMPR) algorithm that penalizes the
similarity between models in order to generate M distinct models with limited similarity. The
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variability in these models stems from the presence of variables supplying redundant information.
These models collectively capitalize on the information that correlated variables provide by includ-
ing them in separate models rather than arbitrarily choosing one and excluding the others as in the
single-model LASSO algorithm. These models provide multiple representations of the process un-
der investigation, which allows subject matter experts to understand the relationship between the
predictors and response from several different perspectives. These alternative explanations may
generate new lines of inquiry in research that a single model interpretation would not.
As motivation, we consider a materials science problem in predicting stacking faulty energy
(SFE) from alloy composition and processing methods. Historically, materials scientists use theo-
retical and computational tools to model material properties. When these methods exist, they are
sometimes poor representations of the processes because of unmodeled physics. Even when suf-
ficient physical understanding is available, including it can incur prohibitively slow computation
speeds, making screening of large materials data sets impractical. Recently, materials scientists
have begun to adopt data-driven approaches to modeling material properties [24]. Much of this
research has concentrated on prediction, with less focus on model interpretability. Our goal is
to provide several possible interpretable explanations of the observed data, thus using MMPR to
spark scientific insight.
The article is organized in the following way. Section 2 introduces a general form for the
MMPR as well as several specific cases. Section 3 discusses tuning and the use of coordinate
descent to minimize the objective function [13, 29]. Several illustrative examples using both sim-
ulated and real data are analyzed in Section 4. Section 5 applies MMPR to the motivating fault
stacking energy dataset. Finally, Section 6 provides a discussion.
2 Multi-model Penalized Regression
Suppose that we want to identify M linear models that describe different relationships between
the predictors and response while accounting for model uncertainty. We introduce a similarity
penalty to the objective function that encourages different subsets of or different coefficients for
the covariates in the M models. We denote the n×1 vector of responses Y , the n×p standardized
design matrix of covariates as X , and the p× 1 vector of parameters for model i ∈ {1, . . . ,M} as
βi = (βi1, . . . , βip)
T . The penalized objective function is:
M∑
i=1
‖Y −Xβi‖2 + ω
M−1∑
i=1
M∑
j=i+1
P1(βi,βj) + λ
M∑
i=1
P2(βi), (1)
where P1(·) is the similarity penalty, P2(·) is the sparsity penalty, ω is the similarity penalty weight,
and λ is the sparsity penalty weight. The first term in the objective function is the total sum of
squared errors (SSE), which is the sum of the SSEs for each of the M models. This term penalizes
poor model fit to the data, thereby encouraging good fits for each individual model.
The second term is the total similarity penalty, which is the sum of the similarity penalties
between each pair of models. If ω = 0, the similarity penalty disappears and the objective function
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reduces to the sum of LASSO objective functions. Since these have equal weight and similarity is
not penalized, the resulting models will be M copies of the LASSO solution.
Two models are similar if the same set of coefficients are present and those coefficients have
comparable values. We choose the similarity penalty
P1(βi,βj) =
p∑
k=1
|βik|d|βjk|d. (2)
The absolute values ensure that the penalty is positive. They penalize the magnitude of coefficients
based upon their presence in multiple models. It can be helpful to think of the similarity penalty
as a shrinkage penalty applied between the models. Rather than penalizing the magnitude of a
single coefficient, the term penalizes the product of the magnitudes of the same coefficients in
pairs of models. The role of d is to apply this penalty using different norms. Setting d = 1
discourages the presence of a given variable βik in multiple models i; it will encourage sparsity
based upon similarity. This effectively allows us to choose different subsets in the different models.
Setting d = 2 encourages shrinkage of βik in all but one model i because the pairwise products
are penalized, making it costly to have more than one large coefficient for the kth covariate. The
intuitive description of the role of d will be formalized in Section 2.1.
The third term, the total sparsity penalty term, is the sum of the model sparsity penalties, which
shrinks the non-influential parameters in each model to zero. We use
P2(βi) =
p∑
k=1
|βik|c. (3)
The settings c = 1 and c = 2 correspond to LASSO and ridge penalties, respectively.
2.1 Understanding the Similarity Penalty
The full solution to Eq. (1) does not have a simple form. In fact, the solution is not unique, as
switching the labels of the models, e.g., swapping β1 and β2, does not affect the value of the
objective function. Therefore, to understand the similarity penalty, we examine the solution for
one model conditioning on the others. The solution is available in closed form for some special
cases in Section 2.2. Solutions for more general cases can be obtained for single coefficients in
Section 2.3. These one-at-a-time solutions, shown in Table 1, provide intuition about how the
sparsity penalty and similarity penalty affect the solutions. These equations are also computational
tools to find solutions via coordinate descent.
The parameter d controls the similarity penalty. When d = 1, the similarity penalty corresponds
to an L1 norm, shrinking the coefficients to exactly 0. When d = 2, the similarity penalty term is
instead incorporated as a coefficient that promotes L2 shrinkage. The effect of c similarly promotes
either sparsity or shrinkage by penalizing the magnitude of the coefficients.
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2.1.1 The c = 1 and d = 1 case
Without loss of generality, we study the solution for β1 given β2 = β˜2, . . . ,βp = β˜p. The solution
for β1 when c = 1 and d = 1 is
βˆ1 = argmin
β1
(Y −Xβ1)T (Y −Xβ1) +
p∑
k=1
|β1k|
(
λ+ ω
M∑
j=2
|β˜jk|
)
. (4)
This is the adaptive LASSO objective function presented in [31] with weightswk = λ+ω
∑M
j=2|β˜jk|.
The weight/penalty of β1k is large if the coefficients for covariate k are absolutely large for other
models. The penalty encourages model coefficients βˆ1 that do not appear first in the other M − 1
models while shrinking those that do to 0. Therefore, the similarity penalty encourages models to
have different subsets of covariates.
2.1.2 The c = 1 and d = 2 case
In the case where c = 1 and d = 2, the solution for β1 is
βˆ1 = argmin
β1
(Y −Xβ1)T (Y −Xβ1) + ω
p∑
k=1
(
M∑
j=2
β˜2jk
)
β21k + λ
p∑
k=1
|β1k|. (5)
This is the adaptive elastic net objective function presented in [14] with constant weight λ for the
LASSO penalty and adaptive weights
∑M
j=2 β˜
2
jk for the L2 penalty. The penalty encourages β1
to be a sparse model with the same coefficients that appear in the other models, but with smaller
magnitudes when those coefficients are already large in another model.
2.1.3 The c = 2 and d = 1 case
In the case where c = 2 and d = 1, the solution for β1 is
βˆ1 = argmin
β1
(Y −Xβ1)T (Y −Xβ1) + λ
p∑
k=1
β21k + ω
p∑
k=1
(
M∑
j=2
|β˜jk|
)
|β1k|. (6)
This is the adaptive elastic net objective function presented in [14] with adaptive weights
∑M
j=2|β˜jk|
for the LASSO penalty and constant weight λ for the L2 penalty. The penalty encourages sparsity
in β1 when coefficients are already present in other models and shrinkage for the entire model.
2.1.4 The c = 2 and d = 2 case
In the case where c = 2 and d = 2, the solution for β1 is
βˆ1 = argmin
β1
(Y −Xβ1)T (Y −Xβ1) +
p∑
k=1
(
λ+ ω
M∑
j=2
β˜2jk
)
β21k. (7)
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This is the adaptive ridge objective function as defined by [8] with adaptive weights wk = λ +
ω
∑M
j=2 β˜
2
jk for the L2 penalty. This penalty encourages shrinkage for coefficients present in other
models and shrinkage based on magnitudes of the coefficients.
2.2 Special Cases
We can examine the behavior that occurs in several simple special cases to better understand the
estimator.
2.2.1 XTX = Ip
Consider the case where we have n observations of p predictors, with p < n, so that βˆLS exists.
Assuming that XTX = Ip and M models are desired, we can reduce the general equations to
solve for model i conditioning on the other models j = 1, . . . ,M, j 6= i. Recall that the LASSO
estimator in this case is
βˆLASSOk (λ) = sgn
(
βˆLSk
)[
|βˆLSk | −
λ
2
]+
. (8)
When c = 1 and d = 1, each βik can be solved independently of the other parameters in model i
as
βˆik = βˆ
LASSO
k
(
λ+ ω
M∑
i 6=j
|β˜jk|
)
. (9)
In this case, minimizing the objective function in Eq. (4) simplifies to calculating the LASSO
estimator as a function of λ+ ω
∑M
i 6=j|βjk| instead of λ.
When c = 1 and d = 2, we can estimate βˆi via Eq. (5). The solution for the coefficients is:
βˆik =
βˆLASSOk (λ)
ω
∑M
j 6=i β˜
2
jk + 1
. (10)
The solution for each coefficient is the LASSO estimator scaled by the sum of the squared co-
efficients in the other models. This shrinks the coefficients in model i if the covariate is already
present in other models.
2.2.2 Correlated Covariates
Suppose we have p = 2 covariates and
XTX = Σ =
[
1 ρ
ρ 1
]
.
Considering the p = 2 case, we find the MMPR estimates (assuming that β21 and β22 have the
same sign) for j = 1, 2 are:
βˆ21 = sign
(
vT1 βˆ
LS
) [∣∣∣vT1 βˆLS∣∣∣− λ2 [(1 + ωβ˜212)− ρ]]+
(1 + ωβ˜211)(1 + ωβ˜
2
12)− ρ2
, (11)
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where
v1 =
[
1 + ωβ˜212 − ρ2
ρωβ˜212
]
.
Note that
vT1 βˆ
LS = (1 + ωβ˜212 − ρ2)βˆLS1 + ρωβ˜212βˆLS2 .
When ω = 0, the two models are equivalent and
βˆij = sign(βˆ
LS
i )
[
|βˆi| − λ
2(1 + ρ)
]+
. (12)
Assuming, without loss of generality, that βˆLSj is positive for j = 1, 2, this is equivalent to the form
in [26], where γ = λ
2(1+ρ)
is chosen such that t = βˆ1 + βˆ2. The mapping from λ to t is given by
t = 1
1+ρ
[
λ+ (1 + ρ)(βˆLS1 + βˆ
LS
2 )
]
. When ρ = 0, the solution reduces to that of the independent
case.
When ρ = 1, assuming that βˆLS is identifiable,
βˆ21 = sgn
(
βˆLS1 + βˆ
LS
2
) β212 [∣∣∣βˆLS1 + βˆLS2 ∣∣∣− λ2]+
β˜211 + β˜
2
12 + β˜
2
11β˜
2
12
. (13)
This provides the intuitive solution that completely co-linear covariates will affect each of the
MMPR estimates equally. As ρ increases from 0 to 1, the weight shifts from βˆLS1 to a split between
βˆLS1 and βˆ
LS
2 .
2.3 Single Coefficient Solutions
The solution for a single coefficient βik given every other coefficient in all M models β(ik) pro-
vides intuition about the roles of c and d. For each (c, d) pair, the solution for βˆik in Table 1
involves a soft-threshold and shrinkage term, where the soft-thresholding operator is S(βˆ, λ) =
sign
(
βˆ
) [
|βˆ| − λ
2
]+
. Therefore S(βˆ, λ) = 0 if |βˆ| < λ
2
.
If either c = 1 or d = 1, the solution involves the soft-threshold operator and is therefore sparse.
The powers c and d determine whether the values of the other covariates affect the threshold, the
magnitude of the solution, or both. The parameter d controls the similarity penalty. When d = 1,
the similarity penalty term is incorporated into the threshold for the soft-threshold operator, thereby
encouraging sparsity, which depends upon the similarity of this model coefficient to those in other
models. When d = 2, the similarity penalty term is instead incorporated as a coefficient that
promotes shrinkage based upon similarity. The effect of c similarly promotes either sparsity or
shrinkage by penalizing the magnitude of the coefficient.
Examining pairs of parameters, when (c, d) = (1, 1), both magnitude and similarity encourage
sparsity of the model because they appear as the threshold. We would expect to identify models
that split up covariates so that the coefficients shrink to exactly zero in all but one model due to the
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Table 1: Coefficient βˆik estimates conditioned on fixed β˜(ik) by sparsity power c and similarity d
where
ρk =
∑n
l=1 xlk(yl −
∑p
h6=k β˜ihxlh), zk =
∑n
l=1 x
2
lk, and S(βˆ, λ) = sign
(
βˆ
) [
|βˆ| − λ
2
]+
is the
soft-thresholding operator with a scaled threshold.
c d βˆik effect
1 1 1
zk
S(ρk, λ+ ω
∑M
j 6=i|β˜jk|) Sparsity based on
magnitude and similarity
1 2 1
zk+ω
∑M
j 6=i β˜
2
jk
S(ρk, λ) Sparsity based on magnitude,
shrinkage based on similarity
2 1 1
zk+λ
S(ρk, ω
∑M
j 6=i|β˜jk|) Sparsity based on similarity,
shrinkage based on magnitude
2 2 ρk
zk+λ+ω
∑M
j 6=i β˜
2
jk
Shrinkage based on
magnitude and similarity
sparse similarity penalty. Since we also encourage good fit, the similarity threshold will have more
impact on correlated covariates, since similar information is available from each covariate. It is
also expected that non-influential covariates will shrink to exactly zero due to the sparse magnitude
penalty.
When (c, d) = (1, 2), the effect on non-influential covariates is the same (they decrease to
exactly 0). The similarity penalty, however, will encourage the coefficient for a covariate which
is highly correlated with others to have a high value in one model and to shrink toward 0 in the
other models. When (c, d) = (2, 1), correlated covariates will shrink toward exactly 0, while
uncorrelated ones will shrink toward almost 0. In reality, covariates generally demonstrate nonzero
experimental correlation, creating sparsely dissimilar models. When (c, d) = (2, 2), the algorithm
shrinks both non-influential coefficients and similar coefficients.
3 Computational Details
3.1 Optimization
We use coordinate descent (Algorithm 1) to solve Eq. (1) because given all of the other coefficients,
a closed form solution for the remaining coefficient is available (see Section 2.1). The objective
function is not convex, so it is necessary to start the algorithm at multiple starting values to find a
global minimum among the local minima. When the number of parameters is small, it is possible to
run the algorithm for an exhaustive list of starting values composed of all subsets of the covariates
(2Mp initial values). For the values that are present, βˆ may be reasonably initialized at βˆRidgei ,
βˆLASSOi , or βˆ
OLS
i (if it exists). The stopping criterion is
∣∣∣βˆik − β˜ik∣∣∣ < ε, where β˜ik is the value of
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βˆik at the previous iteration and ε = 1e− 6. Each covariate is scaled by its L2 norm.
Algorithm 1: Coordinate Descent Algorithm
Result: Solve for βˆ
initialize βˆi = 0 ∀i = 1, ...,M ;
while any(|βˆik − β˜ik| > ε) do
for i in 1 : M do
for k in 1 : p do
β˜ik = βˆik;
ρk =
∑n
l=1 xlk(yl −
∑p
h6=k βˆihxlh);
zk =
∑n
l=1 x
2
lk ;
γk = (2− c)λ+ (2− d)ω
∑M
j 6=i|βˆjk|d;
θk = (c− 1)λ+ (d− 1)ω
∑M
j 6=i|βˆjk|d ;
βˆik =
1
θk
S(ρk, γk);
end
end
end
3.2 Tuning
In order to generate models, it is necessary to determine appropriate values for M , λ, and ω. Since
our motivation for a multi-model analysis is interpretation and not, say, to improve prediction, we
either assume M is determined by the user or examine the solutions for multiple M rather than
select an optimal M . If M is chosen to be too large, the algorithm identifies the trivial model with
βi = 0. Given ω, we can generate solution paths for the model parameter estimates across λ.
We must define how to choose an appropriate ω to control how similar the models are. There
are several ways to define similarity/distance between vectors (models), which include various
norms, the Pearson correlation coefficient, cosine similarity, and Tanimoto distance [15]. The
cosine similarity is
d(βi,βj) =
∑n
k=1 βikβjk√∑n
k=1 β
2
ik
√∑n
k=1 β
2
jk
, (14)
which ranges from −1 to 1. Cosine similarity is particularly desirable because of its standardized
values and its agreement with our qualitative definition of similarity [15].
Since we are searching for different models, the cosine similarity between the |βi| estimates
across models is a natural guide for selecting ω. For each value of M and λ, we search for the
smallest ω so that the maximum similarity between the models is less than a threshold, ρthresh. A
high threshold will allow the models to be more similar to each other, while a lower threshold will
encourage more difference between the model parameters. Using the threshold ρthresh = 0 works
well to encourage completely different sets of parameters in models in the case where c = 1 and
d = 1, although the lowest achievable distance depends somewhat on the data. In practice, we
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have found that ρthresh = 0.3 works well to produce separate models while maintaining necessary
covariates in each.
4 Simulation
We demonstrate the method on several simulated data sets to examine the behavior of the method.
These simulations are presented as examples of how MMPR performs under different conditions
and not to study frequentist properties of the procedure. Consequently, we provide a single sim-
ulation for each setting to illustrate the behavior of MMPR; we see consistent results for similar
datasets, as shown in the appendix. The objective is to show that MMPR generates dissimilar mod-
els when it can leverage correlation and identifies several possible underlying processes to explain
the response.
4.1 Data Generation
Each of the 7 simulated data sets is structured as blocks of correlated covariates. The 6 covariates
xj, j = 1, . . . , 6 that make up X have the correlation structure
Γ = Ib ⊗ Γ(t)s ,
where b is the number of blocks of covariates, s is the size of the covariate blocks, and t indexes
the correlation structure of the block. A block may have either a compound symmetric correlation
structure, where all off-diagonal elements are ρ, or an AR(1) correlation structure with parameter
ρ. For example, with block size b = 3, the correlation structure of the blocks is
Γ
(cs)
3 =
1 ρ ρρ 1 ρ
ρ ρ 1
 , Γ(ar)3 =
 1 ρ ρ2ρ 1 ρ
ρ2 ρ 1
 .
The settings for the 7 simulated cases are detailed in Table 2. For this study we use n = 80 data
points drawn from
Y ∼ N(Xβ, σ2In),
where β =
(
1 1 1 0 0 0
)T and σ2 = 9.
4.2 Competing Methods and Metrics
We compare our results to those obtained via Bayesian Model Selection using the BMA package
[22]. For each case, the posterior probability of inclusion for each covariate is recorded as an
indication of how well BMA captures influential variables in the model. Each case is also analyzed
via MMPR with c = 1 and d = 1. Results for other settings for c and d are provided in the
appendix. The most likely BMA models and the M models generated by MMPR are compared
in terms of both their coefficients and predictions. The cosine similarity in Eq. (14) between the
10
Table 2: Simulation case settings for Cases 1 through 7. The correlation between the covariates ρ
takes values in {0, 0.5, 0.9}. Correlated blocks of block size s ∈ {2, 3, 6} such that there are b ∈
{3, 2, 1} blocks respectively make up the covariance matrix. The correlation is either compound
symmetric (CS), meaning that all off diagonal elements are ρ, or AR(1).
Case ρ Block number Block size Correlation
1 0 1 6 -
2 0.5 1 6 AR(1)
3 0.9 1 6 AR(1)
4 0.5 2 3 CS
5 0.9 2 3 CS
6 0.5 3 2 CS
7 0.9 3 2 CS
absolute value of the model coefficients quantifies the similarity of the model coefficients generated
by each method. The correlation of predictions generated by each pair of models within each
method quantifies the prediction uncertainty stemming from model uncertainty.
4.3 Simulation Results
The solution for each of M = 3 cases is presented as a path over a range of log(λ) values. As
log(λ) increases, sparsity for the models increases. At each λ value, ω is taken large enough that
model similarity is at most 0.3. When examining the simulation plots, recall that the first three
covariates (shown in green) are influential and the next three (shown in black) are not influential
to the response. Each of the three covariates in the first group is denoted by a different line type;
similarly for the second group of three covariates.
Solution paths over λ for the first three cases are shown in Figure 1, which demonstrates how
the method behaves as autocorrelation among the covariates increases from 0 to 0.9. In Case 1,
the method is unable to construct multiple useful models; one model is the best fitting model, with
all three influential covariates and no non-influential ones that persist, and the others assign all
coefficients to be 0 (aside from some nonzero values at high λ). This is to be expected as, in this
case, all three meaningful covariates are required to explain the response.
In Case 2, Model 1 contains x1 and, to a lesser degree, x3, x4, and x5, which do not persist for
the largest values of λ. Model 2 contains x2 and Model 3 contains x3 and, to a lesser degree, x1 and
x6, which persists less than the influential covariates. The noninfluential covariates in each case
are penalized toward zero faster than the influential covariate as λ increases. Note that covariates
assigned to the three models tend not to be those that are most correlated; i.e., x1 and x2 have the
maximum possible correlation and are not present in the same model. Similar behavior is observed
in Case 3 except that there is more sparsity in the models, which is consistent with the increased
correlation.
Figure 2 shows solution paths for Cases 4 and 5 and demonstrates the model selection behavior
in the presence of blocks of correlated covariates whose size matches the number of models M .
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Figure 1: The solution paths for MMPR for Cases 1, 2, and 3 (top to bottom), with M = 3 models
with c = 1, d = 1. Models are arranged horizontally within each case.
In Case 4, Model 1 contains x1 at a large magnitude and x2 and x3 appear at a much smaller
magnitude; they persist as λ increases, while the coefficient for the noninfluential variable x4 is
first to disappear. Model 2 is mainly based on x2, with a smaller magnitude coefficient for x3.
Model 3 contains x3 with large magnitude and x1 with smaller magnitude. Each of the three
models is based mainly on a different single influential covariate while the other two influential
covariates are penalized to a lower magnitude or to zero. Noninfluential covariates are quickly
penalized to zero. This is to be expected because the correlation among the covariates allows each
model to prioritize one of the influential covariates and leverage the correlation structure to shrink
the others down to maintain dissimilarity of the models.
In Case 5, there is a lot of switching between the noninfluential covariates in each model. This
is because they are highly correlated. For this case, Model 1 contains x1 with large magnitude
and x3 with smaller magnitude; Model 2 contains x2 with large magnitude and x1 with smaller
magnitude; and Model 3 contains x3 with large magnitude. Each model contains a single influential
12
covariate with large magnitude. This is to be expected because the high correlation allows each
model to select only one or two of the influential covariates, leveraging the strong correlation to
include a smaller number of variables.
Figure 2: The solution paths for MMPR for Cases 4 (top) and 5 (bottom) with M = 3 models with
c = 1, d = 1. Models are arranged horizontally within each case.
The solution paths for Cases 6 and 7 in Figure 3 demonstrate the model selection behavior
when the number of models is greater than the size of the blocks of correlated covariates. In
Case 6, Model 1 contains x1 and x3 while Model 2 contains x2 and Model 3 is essentially empty.
The models split the correlated covariates to achieve two models each containing uncorrelated
covariates. The method automatically accounts for the mismatch in block size and number of
models by reducing the third model to noise and eventually zero. The results are similar for Case
7, but the magnitudes of the coefficients are larger.
Solution paths for settings (c, d) = (1, 2), (c, d) = (2, 1), and (c, d) = (2, 2) are included in
the appendix.
4.4 Comparison with Bayesian model averaging
BMA was used to analyze each simulation case. Case 4 contains groups of correlated variables.
With this type of correlated data, BMA can have trouble assigning high probability to all influential
variables; prediction leans on the high correlation of all of the influential variables. However, the
correlation is still low enough that there is not much model uncertainty associated with BMA.
Examining Case 4 in depth, we compare the similarity among the models generated by each
method. The MMPR model is discussed with λ = 14.8, based on the λ suggested by cross vali-
dation for LASSO. BMA identifies several models that are mostly similar to each other. The top
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Figure 3: The solution paths for MMPR for Cases 6 (top) and 7 (bottom) with M = 3 models with
c = 1, d = 1. Models are arranged horizontally within each case.
ten most likely BMA models are included in the appendix. MMPR identifies three sparse models,
each based primarily on a single influential covariate.
Figure 4 shows that the models for the MMPR method are dissimilar while the BMA models
are highly similar, notably among the models assigned the highest probabilities. The correla-
tion between posterior predictions in MMPR is lower than for BMA. Therefore, with MMPR, we
achieve uncorrelated models that still contain the influential variables.
Stepping back again to consider all simulation scenarios, the corresponding posterior probabil-
ities of the coefficients for each case are shown in Table 3. In Case 1, the probabilities for inclusion
of each influential parameter are 100% and for each noninfluential parameter are low. BMA per-
forms particularly well in the presence of independent covariates. BMA does not convincingly
identify all three of the influential covariates in cases where correlation is high, notably in Cases 3,
5, and 7. While this does not affect prediction, it does provide an inaccurate interpretation of the
influential variables. For comparison, tables containing the coefficients of models from LASSO
and BMA are included in the appendix.
As a side effect of creating the disparate models, MMPR is able to identify each of the three
influential covariates in all cases. In contrast, for BMA, the posterior probability of inclusion for
the influential covariates is often low in the presence of correlation. BMA focuses on prediction,
which can lead to these low inclusion probabilities for highly correlated influential covariates,
sacrificing interpretation of variable selection.
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Figure 4: Comparison of the coefficient and prediction correlations of the BMA (left) and MMPR
(right) models for Case 4. The horizontal and vertical axes correspond to the models. The up-
per left corner measures the pairwise correlation between the model predictions (Xβi) while the
lower right corner shows similarity between the models βi. The diagonal displays the posterior
probability in the BMA case and equal weights for the MMPR case.
Table 3: BMA posterior probabilities of covariates in simulations
x1 x2 x3 x4 x5 x6
Case 1 100.00 100.00 100.00 15.70 10.80 7.80
Case 2 10.90 100.00 89.20 6.00 9.40 9.30
Case 3 94.70 15.80 15.40 9.20 7.50 5.90
Case 4 53.60 100.00 100.00 7.70 20.70 7.80
Case 5 12.90 43.50 82.90 6.90 6.50 6.10
Case 6 64.80 100.00 53.50 10.00 94.20 32.00
Case 7 7.00 100.00 43.70 36.40 16.90 14.80
5 Stacking Fault Energy from Steel Composition
Steel components are widely used in tools, construction, infrastructure, and more. Steel alloys are
composed of iron (Fe) and carbon (C), with additional elements that determine the material proper-
ties of the alloy. Specifically, austenitic steels are non-magnetic stainless steel alloys characterized
by relatively high levels of chromium (Cr) and nickel (Ni). Avoiding failure of components made
from these steel alloys is important for safety and quality.
Deformations are a known failure mechanism for steel components. At a microstructure level,
a deviation in the order of the stacked atomic planes from the expected crystal structure is called
a stacking fault. The associated energy associated with this aberration is called the stacking fault
energy (SFE). SFE can be useful in predicting the mode of deformation in austenitic steels [3].
Knowledge of the mode of deformation is important for satisfying design criteria for the compo-
nent.
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There are first-principles computational models for SFE that are based on quantum mechanics
[28, 20]. However, these models can be computationally costly and cannot capture all of the under-
lying physics. While SFE cannot be experimentally measured, it can be inferred from transmission
electron microscopy (TEM) or diffraction techniques. However, running an experiment uses re-
sources, so screening a large dataset of different compositions experimentally is infeasible. Local
linear models on small datasets from individual experiments have been used as a first statistical
approach to relate composition to SFE.
Chaudhary et al. collected data from many different studies to form a combined dataset with
chemical composition and experimentally measured SFE for austenitic steels [10]. They apply
a variety of machine learning techniques to predict SFE from steel composition. We apply our
method to the SFE dataset to identify several different possible explanatory models for stacking
fault energy. The dataset has n = 946 observations of experimentally measured SFE for differ-
ent compositions of austenitic steel. The composition of each observation is reported in terms of
weight percentage for 17 different alloying elements. There are 10 observations where the compo-
sition of vanadium (V) is missing, but it is assumed to be zero since the compositions of the other
elements in these structures sum to 100. The observed correlation structure among these p = 17
covariates (Figure 5) shows that many of the covariates display little to no correlation with each
other.
Alloys are fabricated, so the correlation structure depends on the choices made in manufac-
turing. A quirk of composition data is that, since composition must sum to 100%, the fraction of
one element must decrease as another increases. Consequently, it may be challenging to determine
whether a change in SFE is due to the decrease of one element or the increase in another. There
are three pairs of elements with moderately strong negative correlation (magnitude greater than
0.7): Fe and Ni, Mn and Cr, C and Cr. Many of the other additive compositions are so small com-
pared to elements like Ni and Cr that they do not have strong correlations with Fe. Elements with
moderately strong positive correlations are C and Mn and Ni and Cr. Carbon (C) and manganese
(Mn) occur together in many alloys because, at relatively low concentrations, the presence of Mn
helps a heated steel alloy absorb C during a manufacturing step called carburization, improving the
hardness of the material [1]. Cr is soluble in Ni and, at certain concentrations, the pair is known to
improve properties like corrosion/wear resistance and hardness [2].
An MMPR analysis was conducted on the SFE dataset with c = 1 to encourage sparsity of
the models and d = 1 to encourage sparse dissimilarity between M = 2 models. Solutions
were calculated for a sequence of λ values with ω chosen to limit model similarity to at most 0.3.
Figure 6 shows the solution paths for the two models generated by MMPR. The MMPR results
include elements with low correlation, Si, P, Al, Cu, Mo, Ti, Nb, Co, V, and Hf, in both models
at low values of λ, where sparsity is due to similarity of models. The information provided by
these elements is only possible to incorporate by including each one. The elements Ni, P, Mo,
and Ti persist in Model 1 while Fe, P, Cr, Mo, persist in Model 2. Recall that Ni and Fe as well
as Ni and Cr are correlated. Each model identifies one of these elements for most values of λ,
although Ni is shared to some degree at values λ ≈ 15. Only one element in the correlated pair is
necessary in each model because they provide redundant information. For the less sparse models,
with low λ, it is interesting to note that Mn and C appear together with negative coefficients. Even
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Figure 5: Histogram (left) and correlation plot (right) of observed covariance for SFE data.
though they are correlated, the information provided is not redundant and their appearance together
despite their correlation may be compared to the existence of an interaction term. This is consistent
with the idea that the inclusion of these two elements as a pair impacts steel properties and further
extends this pattern to SFE. The predictor elements P and Mo are relatively uncorrelated with each
other and other predictors and appear in both models.
While Fe must by definition be present in the alloy, it is interesting conceptually to consider
both models. Does SFE increase due to large values of Ni or small values of Fe? In context, it may
be more enlightening to think of change in SFE in terms of the increasing Ni additive composition
(Model 1) rather than the decreasing iron composition (Model 2). MMPR separates out these two
perspectives.
A second MMPR analysis with M = 3 models and similarity limited to 0.5 shown in Figure 7
offers complementary insights. Again, some elements appear in all three models: Si, Al, Cu, Mo,
Co, V, and Hf. As in the M = 2 case, Ni and Fe do not appear together in the same model. Unlike
in the M = 2 case, at low λ, C and Mn appear in separate models; the opportunity to fit different
models overrides the benefit of these elements appearing together.
Chaudhary et al. focus mainly on classification based on black box algorithms, while this
MMPR analysis yields interpretable results relating composition by element to SFE. MMPR is
able to identify paths for two dissimilar models to explain stacking fault energy as a function of
composition. This information is best viewed in the context of the materials science application to
learn about the associations between composition and SFE. The models suggest that the presence
of P, Al, Cu, Mo, N, Ni, and S are positively associated with SFE and Si, Mn, Ti, Cr, Nb, Co,
V, C, Hf, and Fe are negatively associated with SFE. It suggests the importance of the interaction
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between Mn and C on SFE and presents two different views of how Fe versus Ni impacts SFE.
These intuitions enrich the current understanding of the impact of composition on SFE and can
help intuitively guide composition proposals to achieve either high or low SFE.
Figure 6: The solution paths for MMPR analysis of stacking fault energy data with M = 2 models
at settings c = 1, d = 1.
Figure 7: The solution paths for MMPR analysis of stacking fault energy data with M = 3 models
at settings c = 1, d = 1.
6 Discussion
We have proposed MMPR to perform variable selection with model uncertainty. Different settings
for the proposed objective function encourage shrinkage or sparsity behavior in terms of model
similarity and coefficient magnitude. Sparse settings with c = 1 and d = 1 perform variable
selection in terms of both magnitude and similarity. MMPR tends to allocate correlated variables
to different models, so that, collectively, the models contain all of the influential variables. This
is an improvement over LASSO, which tends to include a single variable in a correlated group
arbitrarily based on the sample. With respect to model uncertainty, MMPR chooses dissimilar
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models as opposed to Bayesian model averaging, where the most probable models are frequently
similar to each other. MMPR also lends itself to interpretable models for the response.
MMPR is performed on several simulated cases to demonstrate the behavior of the method.
When covariates are correlated, they provide redundant information, so each of the multiple mod-
els need only include one or two covariates to capture the information. Collectively, the multiple
models identify all influential covariates, where BMA or LASSO might deem some unimportant.
It tends to include correlated variables in separate models and uncorrelated variables in all models,
identifying models with different covariates present when possible. We then apply the approach
to steel alloy composition data to model SFE and generate two different interpretations of a com-
position model for SFE. These multiple views, in the context of materials expertise, highlight two
perspectives for relating alloy composition to SFE.
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A MMPR results with other settings
In addition to the MMPR solutions with (c, d) = (1, 1) for the seven simulation cases in Section 4,
the solution paths for (c, d) = (1, 2), (c, d) = (2, 1), and (c, d) = (2, 2) are presented here to
demonstrate the sparsity/shrinkage behavior corresponding to the penalty settings.
The MMPR solution paths for the settings (c, d) = (1, 2) shown in Figures 8, 9, and 10
demonstrate that sparsity occurs only as λ increases. Correlated covariate coefficients are shrunk
toward zero to create unique models, but are not eliminated based on similarity. Note that for
Case 1, the setting (c, d) = (1, 2) still attempts to separate out the covariates, even though they are
independent. This appears here, but not in setting (c, d) = (1, 1), because the squared powers in
the similarity term make it much larger relative to the SSE and sparsity terms.
Figure 8: The solution paths for MMPR for Case 1, 2, and 3 (top to bottom) with M = 3 models
with c = 1, d = 2. Models are arranged horizontally within each case.
The MMPR solution paths for (c, d) = (2, 1) in Figures 11, 12, and 13 demonstrate that sparsity
occurs due to similarity at all λ values; correlated covariate coefficients are shown to go exactly
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Figure 9: The solution paths for MMPR for Cases 4 (top) and 5 (bottom) with M = 3 models with
c = 1, d = 2. Models are arranged horizontally within each case.
to zero. However, the tailing off of the coefficients indicates that shrinkage rather than sparsity is
based on coefficient magnitude.
The MMPR solution paths for (c, d) = (2, 2) in Figures 14, 15, and 16 demonstrate shrinkage
due to coefficient magnitude and similarity. No coefficient is penalized to exactly zero based on
similarity, which is evident in the correlated coefficient paths that are not exactly zero. The paths
exhibit ridge-like shrinkage behavior, with none of the covariates ever reaching exactly zero, even
as λ increases.
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Figure 10: The solution paths for MMPR for Cases 6 (top) and 7 (bottom) with M = 3 models
with c = 1, d = 2. Models are arranged horizontally within each case.
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Figure 11: The solution paths for MMPR for Cases 1, 2, and 3 (top to bottom) with M = 3 models
with c = 2, d = 1. Models are arranged horizontally within each case.
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Figure 12: The solution paths for MMPR for Cases 4 (top) and 5 (bottom) with M = 3 models
with c = 2, d = 1. Models are arranged horizontally within each case.
Figure 13: The solution paths for MMPR for Cases 6 (top) and 7 (bottom) with M = 3 models
with c = 2, d = 1. Models are arranged horizontally within each case.
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Figure 14: The solution paths for MMPR for Cases 1, 2, and 3 (top to bottom) with M = 3 models
with c = 2, d = 2. Models are arranged horizontally within each case.
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Figure 15: The solution paths for MMPR for Cases 4 (top) and 5 (bottom) with M = 3 models
with c = 2, d = 2. Models are arranged horizontally within each case.
Figure 16: The solution paths for MMPR for Cases 6 (top) and 7 (bottom) with M = 3 models
with c = 2, d = 2. Models are arranged horizontally within each case.
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B Competing Methods
Model information for BMA and LASSO methods applied to each simulation case is shown here
for comparison to the MMPR results. The BMA conditional posterior means for each case in
Table 4 summarize the overall weight of each coefficient conditional on its presence in the model.
Notice that in Case 7, x1 actually has a small negative coefficient; BMA does a poor job identifying
this as a good predictor.
Table 4: BMA conditional posterior mean of coefficients for covariates in simulations
x1 x2 x3 x4 x5 x6
Case 1 8.88 15.28 10.40 -3.18 2.27 -0.90
Case 2 3.53 12.62 9.27 -0.16 -2.76 -2.66
Case 3 23.56 14.34 8.18 5.12 3.72 2.04
Case 4 6.50 17.20 13.77 0.94 3.57 1.03
Case 5 6.28 14.69 19.54 -1.40 -0.96 -0.27
Case 6 7.82 15.77 6.30 -0.76 9.82 -5.81
Case 7 -2.56 16.40 6.98 6.52 4.12 3.83
The LASSO coefficients for each case are shown in Table 5. They have included some co-
variates that are not influential in many cases and the magnitudes of the influential covariates in
the cases with high correlation are not similar within the case; some shrinkage has reduced the
magnitude of correlated covariates.
Table 5: LASSO coefficient estimates for simulation data
x1 x2 x3 x4 x5 x6
Case 1 8.21 14.61 9.73 -2.50 1.60 -0.23
Case 2 2.93 10.26 8.94 0.02 -0.99 -1.17
Case 3 17.44 2.75 6.13 - - -
Case 4 6.07 15.77 12.34 - 2.71 -
Case 5 1.70 9.15 12.31 -0.38 - -
Case 6 7.28 13.86 5.72 -0.71 10.12 -4.20
Case 7 - 15.20 4.43 1.85 3.00 0.08
The top ten most likely BMA models for simulation Case 4 in Table 6 show that many of the
top models are similar with a single variable added or omitted. Many models omit x1 and there is
little difference between the top eight most likely models.
The 3 MMPR models for simulation Case 4 in Table 7 are quite different from each other.
Models 2 and 3 each contain exactly one of the influential variables. Since we required a similarity
of 0.3 (as we may with real data), Model 1 retains some magnitude for the coefficients of x2 and
x3. These could be eliminated by enforcing zero similarity.
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Table 6: BMA maximum likelihood models for Case 4 simulation data
x1 x2 x3 x4 x5 x6
Model 1 - - 23.10 - - -
Model 2 - 10.51 13.64 - - -
Model 3 - 22.78 - - - -
Model 4 6.61 - 17.15 - - -
Model 5 - - 23.10 -1.40 - -
Model 6 - - 23.10 - -0.96 -
Model 7 - - 23.10 - - -0.27
Model 8 8.09 15.50 - - - -
Model 9 - 10.51 13.64 -1.40 - -
Model 10 - 10.51 13.64 - -0.96 -
Table 7: MMPR models for Case 4 simulation data
x1 x2 x3 x4 x5 x6
Model 1 11.19 0.30 3.52 - - -
Model 2 - 15.33 - - - -
Model 3 - - 15.26 - - -
C Multiple simulation datasets
In Section 4, a single dataset from each simulation case was analyzed in detail. The following
results for several datasets are included to confirm that the analysis behavior demonstrated on the
single datasets extends to other datasets with the same data generation process. The mean and
standard error for the MMPR models with (c, d) = (1, 1) in 16 simulated datasets generated by
each case, shown in Tables 8- 14, indicate that the single result cases shown in the paper are
representative of MMPR analyses for these simulation cases in general. Each model is calculated
at the λ value chosen by cross-validation for the LASSO fit.
Table 8: Mean and standard error coefficients in simulation case 1
x1 x2 x3 x4 x5 x6
Model 1 8.947 (0.13) 8.913 (0.1) 8.944 (0.1) 0.008 (0.1) 0.003 (0.14) -0.017 (0.07)
Model 2 0 (0) 0 (0) 0 (0) 0 (0) -0.005 (0.02) 0 (0)
Model 3 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
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Table 9: Mean and standard error coefficients in simulation case 2
x1 x2 x3 x4 x5 x6
Model 1 11.945 (0.07) 0 (0) 0.475 (0.04) 6.069 (0.08) 0 (0) -0.013 (0.06)
Model 2 0 (0) 17.693 (0.1) 0 (0) 0 (0) 1.681 (0.11) 0.006 (0.05)
Model 3 4.439 (0.04) 0 (0) 14.216 (0.1) 0 (0) 0 (0) 0.045 (0.07)
Table 10: Mean and standard error coefficients in simulation case 3
x1 x2 x3 x4 x5 x6
Model 1 15.73 (0.17) 0 (0) 0 (0) 10.378 (0.17) 0 (0) -0.028 (0.11)
Model 2 0 (0) 22.906 (0.24) 0 (0) 0 (0) 2.991 (0.23) -0.052 (0.16)
Model 3 7.115 (0.06) 0 (0) 18.495 (0.16) 0 (0) 0 (0) -0.01 (0.13)
Table 11: Mean and standard error coefficients in simulation case 4
x1 x2 x3 x4 x5 x6
Model 1 14.016 (0.21) 1.944 (0.17) 1.967 (0.21) -0.031 (0.05) -0.003 (0.05) 0.054 (0.08)
Model 2 1.957 (0.11) 14.02 (0.12) 1.951 (0.12) -0.033 (0.08) 0.006 (0.07) 0.047 (0.1)
Model 3 1.957 (0.04) 1.959 (0.09) 14.014 (0.12) -0.007 (0.07) 0.019 (0.08) 0.008 (0.06)
Table 12: Mean and standard error coefficients in simulation case 5
x1 x2 x3 x4 x5 x6
Model 1 21.308 (0.33) 3.765 (0.34) 0 (0) -0.021 (0.08) 0.034 (0.05) 0.019 (0.06)
Model 2 0 (0) 21.465 (0.42) 3.609 (0.43) 0.007 (0.11) 0.04 (0.2) -0.016 (0.15)
Model 3 3.649 (0.36) 0 (0) 21.433 (0.36) 0.03 (0.12) 0.027 (0.07) -0.026 (0.11)
Table 13: Mean and standard error coefficients in simulation case 6
x1 x2 x3 x4 x5 x6
Model 1 13.451 (0.09) 0 (0) 8.909 (0.09) 0 (0) 0.02 (0.07) -0.004 (0.08)
Model 2 0 (0) 13.432 (0.11) 0 (0) 4.451 (0.12) 0.043 (0.07) -0.01 (0.03)
Model 3 0.004 (0.01) 0 (0) 0 (0) 0 (0) 0.011 (0.08) -0.003 (0.07)
Table 14: Mean and standard error coefficients in simulation case 7
x1 x2 x3 x4 x5 x6
Model 1 17.013 (0.1) 0 (0) 8.931 (0.11) 0 (0) -0.058 (0.27) 0.041 (0.27)
Model 2 0 (0) 17.02 (0.09) 0 (0) 8.053 (0.1) 0.005 (0.07) -0.034 (0.07)
Model 3 0 (0) 0 (0) 0 (0) 0 (0) -0.003 (0.01) -0.007 (0.03)
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