Confidence interval construction for the scale parameter of the half-logistic distribution is considered using four different methods. The first two are based on the asymptotic distribution of the maximum likelihood estimator (MLE) and log-transformed MLE. The last two are based on pivotal quantity and generalized pivotal quantity, respectively. The MLE for the scale parameter is obtained using the expectation-maximization (EM) algorithm. Performances are compared with the confidence intervals proposed by Balakrishnan and Asgharzadeh via coverage probabilities, length, and coverage-to-length ratio. Simulation results support the efficacy of the proposed approach.
Introduction
In many life testing situations, an experiment has to be terminated before completion. Because of the various limitations of time and money, testing of life may need to be stopped for some of the units. In day-to-day experiments, incomplete information about the failure times is available, or some of the units must be removed before completion of the experiment. A plan is necessary for removal of the units before the termination of an experiment to save time and cost, which is called the censored data.
Type-I censoring depends on time, where the time is fixed for the termination of experiment. Suppose an observer continues an experiment up to time T; lifetimes of units will be known exactly only if these are less than T.
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Failure times of units which have not failed by the time T are not observed.
Suppose n units are being tested, but the decision is made to terminate the experiment at time T. In this experiment, lifetimes will be known exactly only for those units that fail before time T. In Type-I censoring, the number of exact lifetimes observed is random.
A Type-II censoring scheme is often used in life testing experiments where the number of units that can be observed before the termination of the experiment is fixed. In this scheme, only a pre-planned number m out of n units (m < n) are observed. In the case of Type-II censoring, the number of exact lifetimes observed is fixed, but the time required for the termination of the experiment is unknown. In conventional Type-I and Type-II censoring, units are removed from the experiment at the terminal stage, while in a progressive censoring scheme, units are removed at different stages. Progressive censoring schemes can be applied in both Type-I and Type-II censoring schemes. More details about various censoring schemes are available in Lawless (1982) .
In an (R 1 , R 2 ,…, R m ) progressive type-II censoring scheme, the number m and R 1 , R 2 ,…, R m are fixed before the start of the experiment and At the first failure, R 1 units are randomly removed from the remaining n -1 units. At the second failure, R 2 units are randomly removed from the remaining n − 2 − R 1 units, etc. At the m th failure, all the remaining R m units are removed. Here, we observe failure times of m units and the remaining n -m units are removed at different stages of the experiment. In a conventional Type-II censoring scheme, R m = n -m and the rest of the R i are zero.
Consider the problem of interval estimation for the scale parameter of a half-logistic distribution under a progressive Type-II censoring scheme. Progressive Type-II censoring schemes for various lifetime distributions was discussed by Cohen (1963) , who introduced progressive Type-II censoring schemes. Mann (1969 Mann ( , 1971 , Balakrishnan, Kannan, Lin, and Ng (2003) , Balakrishnan, Kannan, Lin, and Wu (2004) , Ng (2005) , and Ng, Kundu, and Balakrishnan (2006) discussed inference for different lifetime distributions under progressive Type-II censoring schemes. Balakrishnan and Aggarwala (2000) is an excellent reference on progressive censoring. Balakrishnan (2007) studied various distributions and inferential methods for the progressively censored data. Lin and Balakrishnan (2011) discussed the consistency and the asymptotic normality of Maximum Likelihood Estimators (MLEs) based on the progressive Type-II censored samples. Shirke (2013, 2014) studied inference for the scale parameter of the half logistic and Rayleigh distribution of k-unit parallel systems based on progressively Type-II censored data. Ghitany, Alqallaf, and Balakrishnan (2014) discussed estimation of the parameters of Gompertz distributions based on progressively Type-II censored samples. Sultan, Alsadat, and Kundu (2014) studied estimation for the inverse Weibull parameters under progressive Type-II censoring.
As far as the half-logistic distribution is concerned, Balakrishnan and Puthenpura (1986) discussed the best linear unbiased estimation of location and scale parameters. Balakrishnan and Wong (1991) computed the approximate Maximum Likelihood Estimator (AMLE) for the location and scale parameters of the half-logistic distribution. Balakrishnan and Chan (1992) studied estimation for the scale parameter of the half-logistic distribution. Kim and Han (2010) used importance sampling methods to obtain a Bayes estimator for the scale parameter of the half-logistic distribution under progressively Type-II censored samples. Jang, Park, and Kim (2011) studied estimation of the scale parameter of the halflogistic distribution with a multiply Type-II censored sample. Rastogi and Tripathi (2014) studied estimation of parameter and reliability for the exponentiated half-logistic distribution.
The likelihood equation of a half-logistic distribution with scale parameter does not have a closed form solution to obtain MLE. In most of the reported work, an AMLE of the scale parameter is obtained. Following this approach, Balakrishnan and Asgharzadeh (2005) and Wang (2009) reported inference for the scale parameter of a half-logistic distribution based on progressive Type-II censored samples. Balakrishnan and Asgharzadeh (2005) showed that, if the relative sample fraction is small, then the coverage probability of the confidence interval (CI) based on asymptotic normality of the MLE is unsatisfactory. Wang (2009) paid more attention to length of CI and gave a shorter length CI. Dempster, Laird, and Rubin (1977) introduced the expectation-maximization (EM) algorithm to obtain the MLE for the incomplete data. McLachlan and Krishnan (1997) gave more details about the EM algorithm. Here, the MLE is computed using the EM algorithm, and the focus is on both the coverage probability and length of CI.
Assume that n units having half-logistic lifetime distribution are put on test and failure times of 
Model and Estimation of the Scale Parameter
Suppose progressively Type-II censored data are obtained from the scaled halflogistic distribution with probability density function     
Maximum Likelihood Estimation
Suppose z 1 , z 2 ,…,z m are the censored data. Note z i is a vector with R i element corresponding to R i removed units after the i th failure is observed (i = 1, 2,…., m). The censored data Z = (z 1 , z 2 ,…, z m ) can be considered to be the missing data and X = (x (1) , x (2) ,…, x (m) ) the observed data. W = (X, Z) is the complete data set to be used for drawing inference for the scale parameter. The complete log-likelihood function can be written as 
The EM algorithm suggested by Dempster et al. (1977) was used to compute the MLE. For the E step in the EM algorithm, the expectation of Z ij was taken. Hence, the above equation becomes 
The estimate of the parameters can be obtained by the least squares fit of simple linear regression While obtaining the MLE ˆn  of the scale parameter λ, the above approach was adopted, where 0  was taken as an initial value of λ in the Newton-Raphson method. It will be shown that the MLE ˆn  exits and is unique. From equation (2),
where C is defined as above.
Therefore, the MLE, a solution to g(λ) = 0, exists and is unique.
Fisher Information
We compute observed Fisher information using the idea of the missing information principle of Louis (1982) . Thus, observed information = complete information -missing information. Write this as
In the following, we obtain complete and missing information given by   2  2  2   22  22  3  3  4  4 2 1 e 2e 2 e 2 log f 1 1e 1e 1e 1e 
Confidence Intervals Based on MLE and log-Transformed MLE
Confidence Interval Based on MLE
Let ˆn  be the MLE of λ and
be the estimated asymptotic variance of ˆn  . Therefore, a 100(1 -α)% asymptotic CI for λ based on asymptotic normality of ˆn
where τ α/2 is the upper 100(α/2) th percentile of the standard normal distribution.
Confidence Interval Based on log-Transformed MLE Meeker and Escobar (1998) 
Confidence Interval Based on Pivotal and Generalized Pivotal Quantity
Consider two exact CIs based on the pivotal quantities. To define these CIs, show that the distribution of V   is free from λ, where  is the MLE of λ, based on the complete data. In the following lemma, it is proved that V is a pivot, following Gulati and Mi (2006) :
The distribution of V is free from λ.
Proof:
Consider the probability density function of the half-logistic distribution with scale parameter λ: 
Lemma 2:
The distribution of V under progressive Type-II censored data from the half-logistic distribution with scale parameter λ is free from λ.
Proof:
This is similar to Lemma 1 and hence is omitted.
This property of the MLE will be used to derive the confidence interval based on pivot and generalized pivot quantity methods.
Remark:
V is also a pivot for k-unit parallel and k-unit series systems.
Confidence Interval Based on Pivotal Quantity
From Lemma 2, the distribution of V is free from λ. Define a and b such that
Therefore we obtain the following as a CI for λ:
The constants a and b are obtained using Monte Carlo simulation by using the following algorithm:
Algorithm to Obtain Percentiles of V 1. Input α, N, m, and progressive Type-II censoring scheme (R 1 , R 2 ,…, R m ). 2. Generate a progressive Type-II censored random sample of size m using censoring scheme (R 1 , R 2 ,…, R m ) from the half-logistic distribution with parameter λ = 1. 3. Obtain a MLE of λ (say  ) using the EM algorithm. 
Confidence Interval Based on Generalized Pivotal Quantity
The concept of a generalized confidence interval (GCI) is introduced by Weerahandi (1993) . Let x denote the observed value of X. To construct a GCI for λ, first define a generalized pivotal quantity (GPQ), T(X; x, λ), which is a function of the random variable X, its observed value x, and the parameter λ. A quantity T(X; x, λ) is required to satisfy the following two conditions: i) For a fixed x, the probability distribution of T(X; x, λ) is free of unknown parameters. ii) The observed value of T(X; x, λ), namely T(x; x, λ), is simply λ.
Let T α be the 100α th percentile of T. Then T α becomes the 100(1 -α)% lower bound for λ. Therefore a 100(1 -α)% two-sided GCI for parameter λ is given by  is the MLE obtained using observed data. Note:
i) The distribution of T(X; x, λ) is free from λ, which follows from Lemma 2, and ii) T(x; x, λ) = λ, since for the observed data, 0   .
A GCI based on T(X; x, λ) is obtained by using following algorithm:
Algorithm to Obtain CI for λ using GPQ 1. Input α, N, m, and progressive Type-II censoring scheme (R 1 , R 2 ,…, R m ). 2. Generate a progressive Type-II censored random sample of size m from the half-logistic distribution with an unknown parameter λ. 3. Based on the data in step 2, obtain a MLE of λ (say 0  ) using the EM algorithm. 4. Generate a progressive Type-II censored random sample of size m from the half-logistic distribution with parameter λ = 1. 5. Obtain a MLE of λ (say ˆi  ) using the EM algorithm for step 4 data.
Compute
7. Repeat steps 4 to 6 N times, so as to get T 1 , T 2 ,…,T N . 8. Arrange the T i in an increasing order. Denote them by T (1) , T (2) ,…, T (N) . 9. Compute a 100(1 -α)% CI for λ as
Simulation Study
The CIs given in (10) to (13) will now be compared with the CIs given by Balakrishnan and Asgharzadeh (2005) and Wang (2009) . A simulation study was carried out to study the performance of each of the CIs. Asymptotic CIs based on MLE, log-transformed MLE, and GPQ are compared through length and confidence level. Balakrishnan and Sandhu (1995) presented an algorithm for sample generation from progressively Type-II censored schemes. This algorithm was used to generate samples from a half-logistic distribution. Consider the 34 different progressively Type-II censored schemes compiled in Table 1 .
is the uniform (0, 1) progressively Type-II censored sample. 5. For given values of the parameter λ, set
Then (x (1) , x (2) ,…, x (m) ) is the required progressively Type-II censored sample from the half-logistic distribution. In Table 1 , censoring scheme (a, b, c, d ) stands for R 1 = a, R 2 = b, R 3 = c, and R 4 = d. A similar meaning holds for schemes described through completely specified vector, while scheme (10, 9*0) means R 1 = 10 and remaining nine R i are zero, i.e. R 2 = R 3 = R 4 = … = R 10 = 0. A simulation was carried out with λ = 1. For each particular progressive censoring scheme, 5,000 sets of observations are generated. The CIs based on asymptotic normal distributions of the MLE and logtransformed MLE are derived. We denote by C 1 the CI proposed by Balakrishnan and Asgharzadeh (2005) , by C 2 the CI proposed Wang (2009) , by C 3 the CI based on the MLE obtained by the EM algorithm, by C 4 the CI based on the log-transformed MLE, by C 5 the CI based on pivotal quantity, and by C 6 the GCI. Coverage probabilities of the CIs for various censoring schemes are displayed in Table 2 . Coverage probabilities of C 1 are also displayed in the same table. Coverage probabilities for C 2 are not provided by Wang (2009) . Lengths of CIs for the various censoring schemes are given in Table 3 . For comparison, lengths of C 1 and C 2 are given in the same table.
For effective comparison of CIs, we compute coverage to length ratio (CLR). CLR for C 1 , C 3 , C 4 , C 5 , and C 6 are given in Table 4 . It is clear that the CIs having a higher value of CLR are preferred.
Conclusion
Coverage probabilities of C 3 , C 4 , C 5 , and C 6 are better than coverage probabilities of C 1 . Comparing coverage probabilities of all four CIs, C 5 and C 6 show the best performance. For small and large sample sizes (n) and the smallest effective sample size (m), C 5 and C 6 show good coverage probability. For large sample sizes, C 3 , C 4 , C 5 , and C 6 show good performance. As n and m increase, coverage probability of C 3 and C 4 increases rapidly as compared to C 5 and C 6 . C 6 has higher coverage probability for conventional censoring schemes than progressive censoring schemes, but C 3 and C 4 show higher coverage probability for progressive censoring schemes than conventional censoring schemes.
C 3 has smaller length than the lengths of C 1 and C 2 . The MLE by the EM algorithm provides the shortest length CI among all five CIs. For large sample sizes, the length of C 6 approaches the length of C 3 . Lengths of all CIs decrease as n and m increase. Lengths of CIs based on progressive censoring schemes are smaller than lengths of CIs based on conventional censoring schemes. There is a minor difference among lengths of C 3 , C 4 , C 5 , and C 6 for large sample sizes. According to the CLR, C 3 is the best among the four CIs for small sample sizes. C 4 , C 5 , and C 6 also show higher CLR than the CLR of C 1 . CLRs of CIs based on progressive censoring schemes are better than CLRs of CIs based on conventional censoring.
Appendix A. Illustrative Examples Numeric Example
Balakrishnan and Asgharzadeh (2005) gave simulated sample of size n = 50 from the half-logistic distribution with scale parameter λ = 25. This complete sample is 1. 7110, 2.0024, 2.3963, 3.9034, 4.6412, 6.4002, 6.7956, 8.5646, 8.6428, 8.8354, 9.3518, 9.7358, 10.5080, 10.5095, 11.8015, 12.8005, 16.3451, 16.9938, 17.2101 , 18.5384, 20.3508, 21.1838 , 22.1529 , 22.4062, 22.4381, 23.0369, 25.8435, 27.0574, 27.1237 , 29.0360, 30.6449, 32.5713, 33.6688, 40.3890, 45.4092, 46.4756, 49.8833, 51.1798 , 53.0397, 53.8135, 64.9315, 66.1807 , 69.9004, 75.2674 , 75.4427, 75.7291, 76.1571 , 89.5827, 99.8525, 134.6488. Balakrishnan and Asgharzadeh (2005 and Wang (2009) derived CIs for this complete sample and the censored sample. We also derive CIs by using the MLE obtained by the EM algorithm, and the CIs based on pivot and generalized pivot. In Table 5 , we consider two cases suggested by Wang (2009) . Also we use the censoring schemes and samples given by Wang (2009) 
