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Summary  
  
Text-to-speech systems convert text into speech. Synthesized speech without 
prosody sounds unnatural and monotonous. In order to sound natural, prosodic 
elements have to be implemented. The generation of prosodic elements directly 
from text is a rather demanding task. Our final goals are building a complete 
prosodic model for Croatian and implementing it into our TTS system. In this 
work, we present one of the steps in implementation of prosody into TTSs – de-
tection of intonation events using Tilt intonation model. We propose a training 
procedure which is composed of several subtasks. First, we hand-labelled a set 
of utterances and within each of them, marked four types of prosodic events. 
Then we trained HMMs and used them to mark prosodic events on a larger set 
of utterances. We estimate parameters for each of the intonation event and gen-
erated f0 contours from the parameters. Finally, we evaluated the obtained f0 
contours. 
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Introduction 
Intonation modelling plays a great role in TTS systems. Synthesized speech 
without intonation component sounds unnatural and monotonous. Prediction of 
intonation patterns from text has been a difficult task due to their complex na-
ture. There are, however, various prosodic models that predict prosodic ele-
ments from a text. They vary from rule based prescriptive models to data driven 
models such as CART decision trees (Dusterhoff et al., 1999), lazy learning ap-
proaches (Blin & Miclet, 2000) and unit selection based models (Meron, 2001).  
Phonological approaches to prosodic analysis of speech use a set of abstract 
phonological categories (tone, breaks etc.) and each category has its own lin-
guistic function. An example of this approach is ToBI intonation model (Sil-
verman et al., 1992). Parameter based approaches attempt to describe f0 contour 
using a set of continuous parameters. Such approaches are, for example, Tilt 
intonation model (Taylor, 2000) and Fujisaki model (Fujisaki & Ohno, 2005). 
Besides the mentioned models that tend to fall into one of the basic categories, 
there are models that use additional methodology (JEMA) (Rojc et al., 2005) or 
combine rule-based approach with data driven approach (Aylett et al., 2003). 
Regarding Croatian, there is a list of rules about how accents on words in a 
sentence are combined (Mikelić Preradović, 2008). Using method "analysis by 
synthesis", basic intonation categories: "rise", "fall" and "flat" have been deter-
mined (Bakran et al., 2001). Our goal is to build a complete prosodic model for 
Croatian and implement it into our TTS system. In this paper we will present 
the way we automatically detected intonation events for Croatian using Tilt in-
tonation model and statistical models – hidden Markov models (HMM). In ac-
cordance with the results of the research on the basic intonation categories for 
Croatian, we have chosen Tilt intonation model which also differentiates three 
main prosodic events – rise, fall and connection. 
The paper is organized as follows: in the next chapter we give an overview of 
the Tilt intonation model. In the third chapter we explain the procedure of the 
automatic detection of prosodic events. We describe the speech database we 
used, the process of hand-labelling, f0 feature sets extraction, the procedure of 
HMMs training and the process of f0 generation. We conclude the paper with 
the main results we obtained. 
 
Tilt model overview 
Tilt (Taylor, 2000) is a phonetic model of intonation that represents intonation 
as a sequence of continuously parameterised events (pitch accents or boundary 
tones). These parameters are called tilt parameters, determined directly from the 
f0 contour.  
Basic units of a Tilt model are intonation events – the linguistically relevant 
parts of the f0 contour (circled parts in picture 1).  From such a representation, it 
is possible to encode the linguistically relevant information in an f0 contour, 
and then recreate the original f0 from this coding. 
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The RFC parameters for an utterance are: 
 rise amplitude (Hz), 
 rise duration (seconds), 
 fall amplitude (Hz), 
 fall duration (seconds), 
 position (seconds), 
 f0 height (Hz). 
 
Those parameters can be transformed into Tilt parameters: 
 Tilt-amplitude (Hz): the sum of the magnitudes of the rise and fall ampli-
tudes: 
 
ݐ݈݅ݐ௔௠௣ ൌ
|A୰୧ୱୣ| െ |A୤ୟ୪୪|
|A୰୧ୱୣ| ൅ |A୤ୟ୪୪| 
 
 Tilt-duration (seconds): the sum of the rise and fall durations: 
 
ݐ݈݅ݐௗ௨௥ ൌ
|D୰୧ୱୣ| െ |D୤ୟ୪୪|
|D୰୧ୱୣ| ൅ |D୤ୟ୪୪| 
 
 Tilt: a dimensionless number which expresses the overall shape of the 
event, independent of its amplitude or duration: 
 
ݐ݈݅ݐ ൌ |A୰୧ୱୣ| െ |A୤ୟ୪୪|2|A୰୧ୱୣ| ൅ |A୤ୟ୪୪| ൅
|D୰୧ୱୣ| െ |D୤ୟ୪୪|
2|D୰୧ୱୣ| ൅ |D୤ୟ୪୪| 
 
Tilt is calculated from the relative sizes of the rise and fall components in the 
event. A value of +1 indicates the event is purely a rise, -1 indicates it is purely 
a fall. Any value between says that the event has both a rise and fall component, 
with a value of 0 indicating they are the same size. 
 
Intonation event detection 
In order to detect intonation events and label the whole database, an automatic 
HMM based procedure which we described in this chapter was used. The pro-
cedure uses four HMMs to predict the four intonation events from the f0 fea-
tures. To train the parameters of the HMMs, a set of hand labelled utterances 
was used.   
 
Speech database 
Speech database that we used in our research consists of 1 hour and 54 minutes 
of speech from a collection of fairy tales spoken by one speaker. We hand-la-
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To limit valid event sequences, a grammar with permitted combination of 
events was defined. Viterbi algorithm was used to detect the events.  
For testing the automatic event detection, the utterances are divided into two 
sets which were identical to the sets that we used in the process of training. We 
applied models trained on different f0 features from the training set to the set of 
utterances with different f0 features from the test set. The performances for all 
type of events and for each event separately are shown in Table 1.  
 
Table 1: Performance for different feature sets 
 
Feature set Correctness 
f0 raw 45.62 
f0 smoothed 53.75 
f0 interpolated 45.77 
 
The correctness was computed using the Levenshtein distance between the au-
tomatically generated and hand-labelled event labels. We got the best results 
with models trained on median filter smoothed f0 feature set and applied to 
feature set obtained in the same way.  
The interpolation of missing f0 values did not improve the event detection, as 
distinguishing between voiced and unvoiced speech may give important clues 
for event locations, and by interpolation this information was lost. 
 
Tilt analysis 
When the events are detected, the location of the start, peak and end position of 
each event has to be determined. The analysis performs only on those parts of f0 
contours which were detected as the events. Each of those parts is smoothed by 
median smoothing algorithm and unvoiced regions are interpolated. Each event 
has to be described as a rise or fall shape within the f0 contour so tilt parameters 
have to be assigned to each of them. Algorithm used in tilt analysis minimizes 
the difference between the original contour and the fitted shape. We get a model 
represented by tilt parameters which were explained in chapter 2.  
 
Tilt synthesis 
From tilt/RFC parameters, we can generate f0 contours using tilt synthesis and 
given equations: 
 
f0(t) = Aabs + A – 2.A.(t/D)2         0 < t < D/2 
f0(t) = Aabs + 2.A.(1 - t/D)2           D/2 <t < D 
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where A is rise or fall amplitude, D is rise or fall duration and Aabs is the abso-
lute f0 value at the start of the rise or fall, which is given by the end value of the 
previous event of connection. 
Places on the f0 contour between the events are filled using the method of inter-
polation. 
 
Results 
The usual measure for evaluating generated f0 contour is the root mean square 
error (RMSE) between the original contour and the obtained generated f0 con-
tour. We compared the performance of three models for automatic event detec-
tion, trained on raw, smoothed and interpolated f0 features.  The models pro-
duced event labels for the test data set (f0 features extracted from 25 utterances, 
with interpolation for unvoiced segments). Tilt analysis was performed using 
these labels and f0 features, yielding tilt parameters from which the f0 contours 
were synthesized. The resulting f0 contours were compared with the original 
(interpolated) f0 contour. In the same way the f0 contour was synthesized using 
hand-labelled events and compared with the original f0. The results of compari-
son are shown in Table 2. 
 
Table 2. Mean RMSE values for generated f0 contours. 
 
Event label model RMSE (Hz) 
raw 25.16 
smoothed  26.69 
interpolated 25.57 
hand-labelled 23.11 
 
We got the best results using the model trained on raw (unprocessed) f0 fea-
tures.  The obtained results are satisfactory but further improvements might be 
achieved.  
 
Figure 4 shows an example of the generated contours, each compared with the 
original f0. 
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Figure 4: Comparison of the generated f0 contours with the original f0 
 
Discussion 
All f0 contours obtained from automatically detected events have similar RMSE 
values, and perform comparably to the hand-labelled case. More hand labelled 
training data may not be sufficient to improve the RMSE, but also improving 
the hand-labelling procedure could contribute to better RMSE.  
We plan to improve the quality of hand-labelled event boundaries using an au-
tomated procedure. A search for the optimal position of the boundary could be 
done by trying several positions in the vicinity of labelled boundary and noting 
the change in observed RMSE. The boundary is fixed after a predefined number 
of iterations. 
Further step towards automatic f0 generation from text will be CART (classifi-
cation and regression trees) building. Based on the questions in tree nodes re-
garding chosen linguistic features extracted from text, trees will predict tilt pa-
rameters. 
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Conclusion 
Implementation of prosodic elements into text-to-speech systems represents a 
demanding task. As a part of our final goal to implement prosody into our TTS, 
in this paper we proposed a procedure for automatic event detection. We chose 
a representative set of utterances and marked four main prosodic events within 
each utterance. We trained HMMs to mark events automatically on a larger set 
of utterances. We parameterized the detected events with tilt parameters and 
generated f0 contours out of those parameters. We evaluated the obtained f0 
contours. Future work will include building a model for prediction of tilt pa-
rameters from text.  
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