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Abst rac t - - In  this paper, a unified convergence analysis is presented for solving singularly per- 
turbed problems by using the standard Galerkin finite element method on a nontraditional Shishkin- 
type mesh, which separates the boundary layers totally from other subregions. The results obtained 
show that the error estimates on such nontraditional Shishkin-type mesh are much easier to prove 
than on the traditional Shishkin-type mesh. However, both meshes give comparable error estimates, 
which justifies the conjecture of Roos [1]. The generality of our techniques i  showed by investigations 
of high-order problems, steady and nonsteady semilinear problems. (~) 2000 Elsevier Science Ltd. All 
rights reserved. 
Keywords - -F in i te  element methods, Singularly perturbed problems. 
1. INTRODUCTION 
Recently, there arose a great interest in the application of Shishkin-type meshes to solve the 
singularly perturbed problems by using both the finite different method and finite element 
method (FEM) [1-8], etc. Though significant progress has been made, many unsolved problems 
remain as described in the most recent survey by Roos [1], such as the use of finite element ech- 
niques to derive optimal estimates for FEM on Shishkin meshes in both the L~ and L2 norms, 
higher-order finite elements, nonlinear problems, higher-order equations, and the relations be- 
tween the traditional Shishkin-type mesh (denoted as S-mesh, which uses a = O(s ln N)  as the 
transit ion point) and another Shishkin-type mesh (denoted as A-mesh, which uses a = O(~ I In sl) 
as the transit ion point). 
To the best knowledge of the author, there are fewer results related to the use of A-mesh [7-9] 
compared to the results based on S-mesh [4-6,10-12], etc. More references for S-mesh can be 
found in [1-3]. Though Roos claimed that  the differences between A-mesh and S-mesh seem in 
practice to be not important [1, p. 304], there is no detailed comparison between these two types 
of meshes up to now. Recently, the author found that both meshes perform very similarly in 
both the theoretical error estimates and the numerical results for solving some two-dimensional 
singularly perturbed problems by using FEM and mixed methods [13,14]. Since A-mesh separates 
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the boundary layers totally from other subregions, the error estimates for A-mesh only depend on 
the derivative stimates, while the error estimates on S-mesh depend on some nice but difficult 
to prove Shishkin-type decompositions [1,2,3,6] or equivalently asymptotic expansions [4,5]. 
In this paper, we extend the techniques of [13,14] to some one-dimensional problems. For sim- 
plicity, we only present he analysis for high-order eaction-diffusion-type problems [12,15] and 
steady [11] and nonsteady semilinear problems [16,17] by using piecewise interpolation polyno- 
mials of degree m. The results obtained show that it is much easier to obtain the error estimates 
for A-mesh than for S-mesh. However, the estimates on both meshes are very similar, which 
justifies the conjecture of Roos [1]. The generalizations of the techniques to other models are 
straightforward, which will be discussed in our forthcoming paper. 
The organization of the paper is as follows: in Section 2, we discuss the high-order problems, 
Section 3 is devoted to the steady semilinear problems, and in the last section we present he 
analysis for the nonsteady semilinear problems. 
Throughout the paper, we denote f~ = (0, 1) and E = [0, 1]. C will denote a generic positive 
constant, which is independent of the mesh and the perturbation parameter 0 < ¢ << 1. We 
use the notation [[-Ilk,T and l" Ik,T for the standard Sobolev space Hk(T) (or Hko(T)) norm and 
seminorm on any domain 7, respectively, and v~k for the k th derivative of v with respect o the 
variable 4- Also, we denote/3 and N as a positive constant and an integer, respectively. 
2. H IGH-ORDER PROBLEMS 
In this section, we consider the singularly perturbed high-order problems [12,15] 
(_ l)mg2tt(2rn) q - ( - -1 )m-  1 (a2(m_l)U(m_l)) (m- l )  _[_ n,?£ --- f (x ) ,  
uU)(o)  = u(J)(1) : o, 
x e ~, (1) 
j = 0 ,1 , . . . ,m-~ 1, (2) 
where m > 2 is an integer, 0 < c << 1 is a perturbation parameter, and 
m 
Llu - ~--~(-1) m-k  (a2(m_k)+l u(m-k+l) -[- a2(m_k)U (m-k)) (m-k) 
k=2 
We assume that ar (r = 0, 1, . . . ,  2(m - 1)) and f are sufficiently smooth on ~, with 
a2(m-1)(x) >/3 > 0, on f~, (3) 
and 
1 t 
a2(m-k)(x) - ~a2(m_k)+l(X ) > ~3m-k, for k = 2, . . .  ,m, 
for all x E ~ and constants/3m-1 =/3 and/3m-k (k = 2, . . . ,  m) satisfying 
(4) 
k 
/3m-i > O, for k = 2 , . . . ,  m. (5 )  
i=1 
Conditions (3)-(5) guarantee the coercivity of the associated bilinear form, and hence, the 
solvability of problem (1),(2). 
By Theorem 2 of [18] and [12, p. 122], we have the following estimates. 
LEMMA 2.1. For the solution u of problem (1),(2), we have 
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The estimates in Lemma 2.1 show clearly that the solution u of (1),(2) has sharp boundary 
layers at the sides x = 0 and x = 1, which naturally requires finer meshes inside the boundary 
layers than elsewhere. Sun and Stynes [12] investigated problem (1),(2) solving by FEM on the 
S-mesh. In the following, we will consider solving (1),(2) on the A-mesh and show that both 
meshes give comparable rror estimates. 
For simplicity, we assume N is divisible by four. To construct the A-mesh, we first divide [0, 1] 
into three subintervals ftl = [0, a], ft2 = [~, l -a ] ,  and ~3 = [ l -a ,  1], where a = (m+l) f l - l¢[  ln¢[, 
here a _< 1/4 is assumed. Then each subinterval is partitioned quasi-uniformly [19, p. 28] with 
N/4 + 1 points in each of [0, a] and [1 - cr, 1], and 1 + g/2  points in [a, 1 - a]. Explicitly we have 
0 = X 0 ~ X 1 ~ "" • ~ Xi o ~ • " " ~ XN- io ~ '' " ~ XN = 1, 
where Xio = a, XN-io = 1 -- a, and i0 = N/4. 
In the rest of the paper, we denote Ii = [xi-1, xi] and hi = x i -x i -1 ,  i = 1, . . . ,  N. Furthermore, 
Hj is used for the maximum mesh size on each subinterval my (j = 1, 2, 3). By the construction, 
we know that 
Hi  "~'g3 ~0 ( ~ )  , H2 ~ '0  (N)  • 
The finite element space SN is denoted as 
SN = {v(x) E H~( f t ) :  V[l, e P2m-l(Ii), for i ~-= 1, . . .  ,N} .  
Here P2m-l(I i) is the set of polynomials of degree at most 2m - 1 on Ii. Noting that SN C 
H m C cm-l[O, 1], it is natural to assume that the set of degrees of freedom includes g(J)(xi-]) 
and g(J)(xi), for any g E P2m-](Ii) and j = 0,1, . . .  ,m - 1. Hence, for any v E Cm-l[0, 1], we 
have 
(nNv) (j) (xi) = v(J)(xi), (6) 
for i = 0, 1 , . . . ,  N and j = 0, 1 , . . . ,  m - 1. Here HNV is the piecewise polynomial interpolant of v 
on S N. 
The weak formulation of (1),(2) is: find u e H~(f~) such that 
A¢(u ,v )  - ¢2 (u (m) ,v (m))  + (a2(m_ l )U(m-1) ,v (m-1) )  nUAl(U,v) -- ( f , v ) ,  VvE H~n(~), (7) 
where 
m 
Ax(u ,v )  
k=2 
The FEM for approximating 
a2(m_k)+l u(m-k+l) + a2(m_k)U(m-k!, V (m-k)) . 
the solution u of (1),(2) is: find ug C SN such that 
[ N (m-l) v(m-1)) 
+ AN(uN, V) = ( fY ,v ) ,  VV e SN, 
(8) 
where 
m 
AN(uN,V) = E [ g (m-k+1) ,~N ~,(m-k) ~,(m-k)'~ [ a2(m_k)+lU N + ,~2(m_k),~N , v I ' 
k=2 
and aN denotes a piecewise polynomial approximation ofar for r = 0, 1 , . . . ,  2 (m-1) ,  respectively. 
For each r, these approximations are assumed to satisfy 
- -  Ch  m+l  for x E I i  and i = 1, , N. , , . . .  (9) 
Here fN  is defined analogously to a N in (9). 
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The weighted energy norm II1" III is denoted by 
NIvlII 2 2 = {~ Ivlm,a + I lv l l~- l ,~} ~/2 , W e H~(~) .  
From [12, Lemma 4.1], we know that uN is well defined. Also, we have the following interpo- 
lation error estimates. 
LEMMA 2.2. Letting u be the solution of (1),(2), we have 
(I) Ilu - Hgull~-,,a < CN -(re+l) [1 + Ie lnel re+a/2 + e ' /2 Iln m+l el], (10) 
(II) (u -HNu)  (j) o~,a<CN- (m+l ) [ l+~i lnm+le l ] ,  j = 0 ,1 , . . . ,m-2 ,  
(11) 
(I l l) E (U-HNU)  (m) o,a<cy-m[1 +e.(ellnel) ~+112 +d/211nmel]. (12 / 
PROOF. 
(I). By [20, p. 42, (3.11)] and the quasiuniformity on each subdomain f~i, we have 
CH m+l u Mi =- Ilu - l-INUHm-l,fll _< i I 12rn,fll, i = 1, 2, 3. 
From Lemma 2.1, it is not difficult to see that 
and 
Ll_ a ] 1/2 
where we used the fact that ~-(rn+l)e-~a/~ = 1. 
Similarly, we have lui2m,a3 < C[a 1/2 + e-(2m+W2)]. 
Hence, for i = 1, 3, we have 
while for i = 2, we have 
Mi _< CN -(re+l) • C _< CN -(re+l), 
which along with (14) completes the proof of (I). 
(II). By the same arguments as (I) and [12, Lemma 5.1], for i = 1, 2, 3, we have 
Mi = (u -  IINu) (j) ~,n, <- CH2m- l - J  u(2m-1) ~,n, = CHin+i" Hm-2- J  u(2m-*) 
< CHm+I u(2m-1) c~,n~ ' j = 0 ,1 , . . . ,m-  2, 
where we used the fact that H~ -2- j  < 1 for j = 0, 1, . . .  ,m - 2. 
(13) 
(14) 
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Hence, from Lemma 2.1, for i = 1, 3, we have 
For i = 2, we have 
• e -m = CN - (m+l ) 'e l ln  m+le].  
Mi < CN-(m+l)  . ( l  + e -me-~°/e)  < 2CN -(re+l). 
(III). Similarly, for i = 1, 3, and from [20, p. 42, (3.11)], we have 
_ mu e (u - HNU) (m) O,a~ < CeHi I [2m,a, 
<_ CN -m [~, (~llncl) m+~/~ + d/~l Inm eli, 
while for i = 2, we have 
nNu)(m) o,a, -< CeN-m [1 + ~-me -~°" ]  <_ CN -~,  (u 
which together with (17) finishes the proof of (III). 
THEOREM 2.1. Letting u and UN be the solutions of (1),(2) and (8), respectively, we have 
(I) 
(II) 
where 
PROOF. 
~N -1 (u - UN) (m) O,a + Ilu - UNHm-l,fl <_ Ce N- (m+l) ,  
(U -- UN) (j) oc,• ~- C~N-('~+I)' j = 0 , . . . ,  m - 2, 
Ce = C" [1 + (zlIn¢[) m+3/2 + c 1/21 in m+l el]. 
(I). Denote 
# = HNU -- U N. 
By [12, Lemma 4.1], we have 
cIII~ILI 2 ~ AN(p,#) 
= AN(1-INu -- u ,#)  + AN(u  -- UN,#). 
Note that 
A~/~" ~,./=~ ((~'-'/(m>' / ~)) 
: (o~m_, , /~' -  ~/(~-', / ~- ' )  + A~(~'-~,"/, 
since 
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(15) 
(16) 
(17) 
(18) 
(19) 
(HNu -- u) (m), #(m)) = O, V# ~ SN. 
740 J. LI 
Hence, by Lemma 2.2, we have 
[AN(HNu -- U, l~)[  <_ cIInNu - U l [m- l ,~  " II~llm-l,r~ 
<_ C~N-(~+~)II~IIm_I,~. 
On the other hand, by (9) and the fact that [u(J)(x)l <_ C for j = 0, . . .  ,m - 1, we have 
]AN(~ - ~N, ~)[- - - - [ (A N - A~)(~,,~) + A~(~, ,~) -  AN(~N,~)I 
--~ ((a2/'~m_l)- a2(rn-1))u(m-1),~ (m-l)) -}'- (A N - AI)(it,/.l,)Jr- ( f  - fN , [ . l )  
< c~_x-(m+')  I1~11,,_~,~. 
Therefore, we obtain 
I I InNu -- UNIII --< C~N -(m+~), 
which combining with Lemma 2.2 and the triangle inequality completes the proof of (I). 
(II). For any j = 0 , . . . ,  m - 2, we use the fact that [12, p. 132] 
v(J) oo r2 -< [v l j+l ,~ _< Ilvll j+~,~, Vv • H~(~),  
from which we have 
(u - UN) (j) ~,~ < []U -- UN[[i+I,e <-- ][U -- UN[[m-I,e <_ CeN -(m+l), 
which completes the proof of (II). 
REMARK 1. Note that the x-terms (~I lnc]) "~+3/2 and ~1/2[ lnm+lc[ for (m _> 2) becomes uf- 
ficiently small as ~ goes to zero. Actually, C~ is bounded globally for all ~ E (0, 1], hence, all 
estimates in Theorem 2.1 are actually bounded by O(N-(m+l)). The following are some facts 
about the coefficients C~ and In m+l N (assume a mesh of N = 48) appears in our A-mesh and 
the traditional Shishkin mesh: 
lnm+lN ~ 15, (~[ lne[)m+3/2 < 0.085, El/2 [lnrnT1 E[ < 2.3, VE E (0,1], m--~l, 
in m+l N ~ 58, (~l lne[) m+3/2 < 0.032, ~,/2 [lnm+l ~[ < 11, VE • (0, 1], m = 2, 
lnm+lN~225,  (s[lnc[)m+3/2<0.012, ~1/211nm+1c]<75, Vs•(0,1] ,  m=3.  
For larger N, the coefficient in m+l N becomes much larger than the corresponding coefficient Ce. 
Hence, the estimates on our new type mesh are comparable with the estimates 
O (N-(m+l) lnm+l N)  
[12, Theorem 5.2] obtained by Sun and Stynes on the traditional Shishkin mesh. However, 
our estimates do not require the nice but difficult to prove Shishkin-type decompositions [1,2], 
especially for higher-dimensional problems [6]. 
3. NONL INEAR PROBLEMS 
In this section, we consider the semilinear problem [1,11] 
-e2u" + f (x ,u )  = 0, x c ~, 
u(0)=u(1)=0,  
(20) 
(21) 
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with 
A(x,  ~) > ~2 > o, v(z, u) ~ a x n .  (22) 
Under this condition, (20),(21) have a unique solution u E Cc~(~) [11]. 
LEMMA 3.1. (See [11, Lemma 2.1].) Letting u be the solution of(20),(21), we have 
The same mesh as constructed in Section 2 is used for problem (20),(21). The finite element 
space SN is denoted as 
S N : {V(X) e H01(~): v[I~ • Pm(Ii), for i = 1 , . . .  ,Y} .  
Here we define a new interpolant Hgu of u on SN, which satisfies 
(Hyv)l i  , = Hivli~, for i = 1 , . . . ,N ,  
where 1-iiv on each Ii is determined by the following conditions: 
f /x  l (H iv -  v) dx = 0, l = 0 ,1 , . . . ,  - 2, (23) m 
H~v - v = 0, at x = xi-1 and xi. (24) 
When m = 1, 1-Iiv is the standard linear nodal interpolant. 
We like to remark that a similar 2D interpolant of 1]NV has been used in [21,22] to obtain 
superconvergence results. 
The well-posedness of Hgv can be proved easily. Assume now that 
fli XlI I ivdx=O, I = O, 1 , . . . ,m-  2, (25) i 
Hiv = 0, at x = Xi_  1 and x~, (26) 
from which we have 
f l  d2H~ v
0 = i dx2 
which gives us 
idn v 2 
- - .  dx = (dH V n v) f,, dx, 
dH~v 
=0,  on/~. 
dx 
Hence, FIiv = const, which together with the assumption of (26) shows that Hiv = 0 on Ii. 
For any v ~ Hm(~) ,  by the Bramble-Hilbert lemma, we have 
m+l  IIHgv -- vll0,i , _< Chi Ivlm+l,/,, i = 1 , . . . ,  N, (27) 
II(Ilyv - v)'l[0,i~ <_ Ch~lvlm+l,~,, i = 1,... ,N. (28) 
The weak formulation of (20),(21) is: find u e H~(f~) such that 
~2 (u', v') + (f(x, u), v) : 0, Vv e g~(f~). (29) 
The FEM for approximating the solution of (20),(21) is: find ug E SN such that 
~2 i t (uN, VN) + (I(z, UN), VN) = 0, VvN C SN. (30) 
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Subtracting (30) from (29) with any v = VN E SN, we obtain 
e ~ ((u - uN)', v~) + ( i f (x,  u) - f (x,  u~)),  vN) = 0, 
from which we have 
(H.u- u.),v.) 
(31) 
= e 2 ( ( r i~  - u)' ,  ~X,) + (L  (nNu - ~),  ~N) ,  
where ]u and 7u are evaluated at some intermediate points OlI Igu + (1 - O1)ug and 02IINu + 
(1  - -  02)u. Here 0 < 01,02 < 1. 
LEMMA 3.2. Lett ing u be the solution of (20),(21), we have 
(I) ][HNU -- u[io,n <_ CN -(m+l) [1 + (6] lne[) m+3/2 + e 1/2 Iln m+l e]], 
(II) elI(HNU - u)'llo,a _< CN -m [1 + 6-(ei lne[) m+112 + e112[ Inm el]. 
PROOF. 
(I). For any i = 1, 2, 3, by (27) and the quasiuniformity on each subdomain ~h, we have 
m+l 
Mi =- IInNu - ullo,n, _< CH~ lUlm+l,n ,. 
By Lemma 3.1 and the same arguments used in Lemma 2.2, it is not difficult to see that 
[U[m+l,fll ~ C (0.1/2 -t- G - (m+1/2)) ,  i = 1, 3, 
and lUlm+l,n~ _< C. 
Hence, for i -- 1,3, we have 
M~ < C . [(zinc])1/2 + e-(m+l/2)] 
< CN -(re+l) [(61 lne[) m+3/2 + E 1/2 Iln m+l el]. 
While for i = 2, we have 
Mi < CN -(re+l), 
which along with (33) completes the proof. 
(II). Note that for any i = 1,2,3, by (28) we have 
Mi = e II(rlNu -- u)'ll0,a, --< CeHmlulm+l,a,. 
Hence, for i = 1,3, we have 
Mi < Ce .  • 0 "1/2 -4- E - (m+1/2)  
< CN -m [e. (el inel) m+1/2 + el/2[ln m el]. 
Similarly, for i --- 2, we have 
Mi <_ CN -m,  
which together with (35) finishes the proof. 
(32) 
(33) 
(34) 
(35) 
THEOREM 3.1. 
(i) 
(H) 
where C~ was given earlier by (18). 
PROOF. 
(I). For any VN E SN, by (23),(24), we have 
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Let u and ug be the solution of (20),(21) and (30), respectively. Then we have 
~N-111(u  u ' - N) IIo,~ + Ilu - UNII0,~ __ C~N -<m+xl 
Ilu - uNIl~,~= <_ CN -(m+1/2), 
with 
fu(x,t ,u)  > f12 > O, V(x,t,u) E f~ x (O,T) x T¢. 
LEMMA 4.1. (See [16, Theorem 1.1].) Letting u be the solution of (38),(39), we have 
[UtxJ(x,t)l <C[ l+E- J (e -Bx /~-Fe-~(1-x ) /e ) ] ,  V(x,t) ED=-~×[O,T] ,  j=0 ,1 , . . . .  
The weak formulation of (38),(39) is: find u(x,t) E H~(f~) such that 
(ut, v) + e2(u~, vx) + (f(x, t, u), v) = 0, Vv E H~ (f~). (40) 
The semidiscrete FEM for approximating the solution of (38),(39) is: find UN(', t) E SN such 
that 
((~N),, v) + ~2((UN)~, V~) + (f(x, t, ~N), ~) = O, W e SN. (41) 
Similar to Section 3, we have the error equation 
( (nNU -- UN)t, V) + ~2((.ngU -- UN)~, Vx) + (L '  (HNU -- UN), V) (42) 
= ((HN~ - ~)~, v) + ~( (nN~ -- ~)~, ~)  + (-]u" (nNU -- U), V), W e S~, (43) 
f (n~ u)'v~ dx [(nNu - u)v '~] -  I (nNu - ~)v~, dx = 0 (36) I:'_-X,_l I 
i J i i  
Choosing vy = Ylyu -- UN in (31) and using (22), (36), and Lemma 3.2, we obtain 
II(nNu - ~N)'ll0,n + IInN~ -- ~NII0,~ < C~N -(re+l), (37) 
which combining with Lemma 3.2 and the triangle inequality finishes the proof of (I). 
(II). Using (37), Lemma 3.2, the standard inverse stimate, and the triangle inequality, we have 
I1~ - ~NII~,~= -< It~ -- nN~l l~,~ + IInNu - UNII~,~ 
<-- C¢ N-(m+l) + C N1/2 • IlIINu - UNII0,~ _< C¢ N-(m+l/2), 
which completes the proof. 
REMARK 2. The same arguments as Remark 1 in Section 2 can be applied to the estimates 
of Theorem 3.1. It is interesting to note that we obtain the optimal L2 error estimates for 
II u - ugllo,f~ for any mth(m _> 1)-order finite element spaces without using the Aubin-Nitsche 
argument. 
4. SEMIL INEAR PARABOLIC  PROBLEMS 
We consider the singularly perturbed semilinear parabolic problem [16,17] 
ut - c2ux~ + y(x, t, u) = 0, (x, t, u) E fl × (0, T) × ~,  (38) 
u(x,O)=¢(x) ,  xEf2, u(0, t )=u(1 , t )=0,  (39) 
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where ]~ and fu  are evaluated at some intermediate points /~3I-IN u q- (1 -- 03)UN and O4HNU q- 
(1 -- 04)u, where 0 < 93, ~4 < 1. 
We use the same mesh, same finite element space SN, and same interpolant Hlvu as in Section 3. 
By going through the same steps as in Lemma 3.2 and using Lemma 4.1, it is easy to obtain 
the following lemma. 
LEMMA 4.2. 
(~) 
( I I )  
Letting u be the solution of (38),(39), we have 
IJnNU - u j J0 ,a ( t )  _< CeN -(re+l), 
I I(ngu - u ) t J J0 ,~ = I lHNut  - -  u~ll0,~ _ C~N -(re+l), 
where Ce was given earlier by (18). 
THEOREM 4.1. 
the assumption 
we have 
Let u and UN be the solutions of (38),(39) and (41), respectively. Then under 
IluN - HNull0,~(0) _< CN -(re+l), (44) 
JJu - UNIJL~(L~) ~-- C~N -(re+l), 
where C~ was given earlier by (18), and JJu - uNJJL~(L2) ---- max0<t<T ]Ju -- UgJJo,~(t). 
PROOF. Using Lemma 4.2, property (36) and (42),(43) with v -- # defined by (19), we have 
ld  
+ fl ll~lJo,~ < + ~ Ib=llo,~ GN-(m+x)lbl[o,~ 2 dt II~II°2'~ 2 2 2 2 
or d 2 _ C2N-2(mq-1) 
~11~11o,~ + 11~11o2,~ < ~- -  
Integrating from 0 to t (0 < t < T) yields 
~0 t 2 -2(m+l) 2 ll/4J~,~(t) + Ibll~,~(s)ds <_ tC~N + H#Jjo,~(O), 
which along with assumption (44) and the fact that fo 11~11o2,~(s) ds > O, we obtain 
IblJ~,~(t) < C 2N-2(m+l) 
from which and the definition of #, we have 
JJYINU -- UNJJL~(L2) = max JJHNU -- UNJl0,~(t) _4 CeN -(re+l), 
O<t<T • 
which along with Lemma 4.2 and the triangle inequality finishes the proof. 
REMARK 3. Remark 2 of Section 3 also applies to the estimate of Theorem 4.1. Hence, optimal 
error estimates in J]-]]L~(52) are obtained for the semi-discrete approximation of this semilinear 
parabolic problems without using the Aubin-Nitsche argument [19,23]. Similar results for full- 
discrete approximations [19,23] can be obtained accordingly. 
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